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ABSTRACT
The self-assembly of nanoparticles (NPs) and amphiphilic macromolecules offers a pow-
erful route to generate functional soft materials with controllable structure and properties.
Furthermore, synthetic model membranes can serve as a platform to investigate the passage
of NPs across biological membranes (e.g. lung, skin and cell membranes) which will help
to address issues of nanotoxicology and assist in the design of functionalised NPs for use
in the diagnosis and treatment of disease. The problem is that the relationship between the
physiochemical properties of NPs and their interaction with and transport across membranes
remains poorly understood. To address this challenge we have investigated the mechanisms
by which NPs of varying size and hydrophobicity interact with and cross biomimetic poly-
mer membranes. We have developed a model NP-bilayer system which comprised a coarse-
grained poly(ethylene)6-block-poly(ethylene oxide)2 (C12E2) bilayer in water and a generic
NP of 1.0, 1.5 or 2.0 nm radii with hydrophilic, hydrophobic or intermediate character (nine
different systems in total). In additon, we have carried out free energy studies on each of
these trajectories and simulated two-component bilayers with hydrophobic nanoparticles.
We show that the hydrophobic nanoparticle can induce a local ordering of amphiphilic struc-
tures, and show that it can act as a lineactant between the interfaces of the phase-separated
domains. Throughout the study of the surfactant system, we have compared the two free
energy methods - the Umbrella Sampling (US) method and Steered Molecular Dynamics
(SMD) method with NP/bilayer systems, and compare their accuracy and efficiency.
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CHAPTER 1
INTRODUCTION
1.1 Statement of Purpose
The mechanism of translocation of nanoscale objects has gathered considerable interest due
to its potential as a targeted drug-delivery mechanism. Depending on the surface properties
of the objects, the lifetime of the nanoparticle within surfactant and lipid membranes has
been speculated to change, depending on the interaction with the attractive and repulsive
parts of the surfactant/lipid. While there has been a great advancement in the understanding
of these mechanisms, complicating factors remain - for example, the interaction of such ob-
jects with aggregates within the bilayer - such as domains and membrane proteins, remain
challenging to study - due to the difficulty in observing the correct in vivo conditions in an
experimental environment.
To alleviate this problem, the use of computer simulations have been increasingly utilised
to gain valuable insight into the interaction of nanoscale objects in such biophysical sys-
tems. With a rigourously tested mathematical framework to work with, computer simu-
lation methods have provided a greater insight into the translocation mechanisms through
a bilayer, and the interaction between the heterogeneous components within a bilayer. The
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study illustrated here investigates three main components of a bilayer system with nanoscale
objects - the interaction profile through the bilayer normal, the interaction profile across the
bilayer lateral with domain-like aggregates, and the methodologies for extracting the ener-
getic profiles across the bilayer.
This Chapter represents the background to the study - we first discuss the properties of
the surfactant/lipid bilayer. This is followed by an overview of molecular models available
that have been utilised for molecular simulation. This is then continued by the analysis of
the effect of various physiochemical surfaces on the interaction between nanoscale objects
with bilayers. Then, we look at the current limitations that are associated with the inter-
actions with extraneous factors within the homeostatic environment. Finally, the aims and
objectives of this work is stated.
1.2 Background
1.2.1 Soft Matter
The study of physics at the nanoscale has been a topic of intense interest due to the stag-
gering array of structural variety which can form, which vary in their shape, rigidity, and
surface features. The inherent complexity of these nanoscale systems, stemming from the
web of interactions involved in the manufacture and maintenance of structures such as mi-
celles, vesicles, proteins and polymeric bilayers allow the wide range of phenomena seen in
these soft structures. However, it is this very complexity that also constrains how to effec-
tively analyse the root causes of the biophysical phenomena observed. Whilst it is difficult
to simplistically define such systems under a single denomination, commonalities can be
observed. The majority of the molecular interactions we encounter in such biophysical sys-
tems involve intermolecular and intramolecular forces - the former coming into prominence
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in the aggregation of monomers, and the latter coming into effect when we encounter the
change in the internal conformation of the molecule. Here, as the energetic extremes re-
quired for the formation and fracture of covalent and ionic bonds are not significant, the
forces that dominate the systems involve long-range forces, geometric forces and interfacial
forces between large collections of molecules - i.e. as a whole, the system is dominated
by soft interactions - hence, in scientific literature, research in this field has been noted as
works of soft matter (SM).
In practical terms, SM is defined by intermolecular interactions which are mediated by
moderate strength (of order of kT, where k is the Boltzmann constant and T refers to the
temperature, usually 298 K to depict room temperature), often bounded by the room tem-
perature. We can identify key features that unify the vast range of structures and phenomena
observed. These forces range from long-range forces such as coulombic and short range Van
Der Waals (VdW) forces, which derives from the electron density and distribution within
the functional groups of molecular aggregates. Complex entropic contributions from the
hydrophobic and hydrophilic effects, as well as the hydrogen-bonding that is present in
aqueous environments. Table 1.1 shows the functional form of common types of interac-
tions. The combination of these forces results in the complex architecture in biology we
seek to explore. Forces arising from dipoles, ion-dipole interactions, steric interactions also
contribute significantly to the resulting structure.
1.2.2 Amphiphilic Bilayers
As the key building block of biological and biomimetic structures, an extensive effort has
gone into identifying the key properties of lipid-type molecules. The key feature of an am-
phiphile concerns the presence of a hydrophilic ‘head’ and hydrophobic ‘tail’, which have
equally important yet opposite characteristics. A purely hydrophobic compound, such as
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Interaction type Functional form
Coulombic Q1Q24πε0r
Charge-dipole (fixed dipole) −Qucosθ4πε0r2
Charge-dipole (free dipole) −Q
2u2
6(4πε02kTr4)







Table 1.1 Common types of Interaction and their functional forms - here, the large variety
of intermolecular potentials arise from the geometric factors and electron densities around
the functional groups, rather than being being fundamental forces themselves. The compre-
hensive list is illustrated by Israelachvili [1].
long-chained hydrocarbon species, when in a mixture with water, can completely phase-
separate to form layers of immiscible liquids, due to the attraction between hydrophobic
species, and its repulsion to hydrophilic species. The molecular components of considera-
tion that form such lipids/surfactants are those with both hydrophilic and hydrophobic com-
ponents. Here, the hydrophilic component provides a favourable interaction site against the
surrounding charged/aqueous environment, while the hydrophobic components aggregate
away from the aqueous layer - with the addition of the hydrophilic headgroup, the overall
hydrophobicity of each molecule is reduced, which reduces the unfavourable energetic cost
of the species in contact with an aqueous environment. This is the key attribute that dis-
tinguishes amphiphilic species. This ability to aggregate at a finite N cluster of molecules
is the primary character that distinguishes the amphiphilic molecule compared to a purely
hydrophobic alkane chain. Figure 1.1 shows a small sample of the type of lipids commonly
encountered.
In each lipid/surfactant example used in this work, the CH3-[CH2-CH2]N-X derivative lipid
species can be freely changed with a variety of charged headgroups, saturated/unsaturated
tailgroups, and can contain branched species as components which can affect the overall
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Fig. 1.1 A showcase of the diversity of lipids/surfactants. A shows a fatty acyl polyethylene
glycol (PEG-PEO) type surfactants, while B shows an saturated phosphocholine (PC)-based
lipid (1,2,dipalmitoyl-sn-glycero-3-phosphocholine, or DPPC), C shows the shorter PC
based lipid (1,2-dilauroyl-sn-glycero-3-phosphocholine, or DLPC) with increased charge
density in the headgroups, E shows the unsaturated type of lipids (1,2-dioleoyl-sn-glycero-
3-phosphocholine, or DOPC). F shows the sterol (cholesterol) lipid types, which are char-
acteristically shorter and more rigid.
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fluidity and bulk hydrophobicity. For example, poly(ethylene)-block-poly(ethylene oxide)
(C12E2) [2] which are electostatically neutral, can self-assemble to form micelles and mem-
brane like vesicles. In nature, glycerolphospholipid based models have been identified as
the basic template of such lipids, where modifications to its headgroup and tailgroup sat-
urations can vary its hydrophobicity, shape and rigidity. Figure 1.1 shows a small subset
of the multitude of structures such PC-based lipids can form. In general, the bilayer struc-
ture provides a stable controlled environment for complex functional macromolecules to
assemble and function without being subjected to change in function due to fluctuations in
temperature, concentration and pressure. What distinguishes the bilayer we observe in cel-
lular environments compared to manufactured polymeric vesicles and their equivalents is
the enormous variety of the species involved. A 3 or 4 component structure of PC-type
lipids and its variations is highly common, with variations depending on the organelle.
The cataloguing of the individual components and their specific effects in an organelle is
a critical part of research of drug delivery mechanism pathways, nanotoxicity and related
pharmaceutical research. The idea of modifying a large polymeric aggregation such as
polymersomes, artificial vesicles used for encapsulating drugs, proteins and enzymes, has
been explored in recent years, as a novel avenue of materials research. Since the advent
of methodologies developed by Wainwright and Metropolis [3, 4] the potential for accu-
rately simulating many-body systems has been considered the high goal of computer-driven
simulations, and their methodologies have grown into two distinct branches of emulating
the physics of many-body systems, known as Monte-Carlo (MC) and molecular dynamics
(MD) techniques. The former relies on moving each molecular component based upon the
most likely move based upon the Boltzmann factor, while the latter method relies upon an
iterative time-evolution of Newton’s equations of motion. With the advent of computational
power becoming widely avaliable, and following the pattern of Moore’s law [5] and parallel
methodologies [6] to speed up the calculation of molecular interactions, the use of molec-
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ular simulation techniques has become increasingly prevalent both as an auxiliary analysis
method to further interpret the evidence presented with experimental methods, as well as
a standalone methodology. In the past, the prohibitive convergence timescales of large,
complex biophysical systems hindered it’s use as a practical method to study scientific phe-
nomena. While the scale of a fully described biomolecular system is still out of reach (due
to the astronomical number of interactions that needs to be computed). It has now become
possible to reach timescales where we can gain practical information that provide new in-
sights.
As of today, an extensive range of surfactants, lipids, and protein components have been
parameterised for molecular mechanics (MM), where the bond potential, angular potential,
intermolecular and intramolecular potentials are given a highly detailed expression. Since
the success of the CHARMM development project by Karplus et al [7–9] describing the
diverse range of atomic structures involved in soft systems, numerous variations and alter-
native models have been developed. The main constraining factor of simulating complex
biophysical systems has been the limitations in interpreting very large systems, which re-
quire very high computing technologies to simulate on timescales that are equivalent to
biological phenomena. For example, a typical eukaryotic cell can have a number of atoms
on the order of 1014 atoms [10], and the largest system in complete MM interpretation may
reach scales of approximately 107 interacting atoms at lengths of 1 µs. This is clearly not on
the timescales of when biomechanical processes occur. To compensate for this, methods for
simplification of the molecular model has been sought. In general, the simplification to CG
models allow a number of advantages when running molecular simulations. The methods
involve simplifying the superfluous elements in an all-atomic (AA) simulation. In general,
there are 4 main objectives to the CG-method - a reduced number of degrees of freedom
(DOFs), reduced detail of the long-ranged interactions, faster dynamics and allowing for
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Fig. 1.2 The coarse-grain (CG) mapping of the DPPC lipid molecule, as mapped by the
MARTINI-FF [15]. In general, MARTINI follows a four-to-one mapping of AA molecules
to CG beads. In addition, the FF comes with utilities which allow the building of large
vesicles and bilayers.
larger simulation time steps for the system. The schematic for such simplification is shown
in Figure 1.2. By the CG procedure, multiple chain components can be approximate to
a single bead, therefore speeding up the calculation of the equations of motion and con-
vergence of physical properties. By adjusting the level of coarse-graining, a multitude of
coarse-grained force fields (CG-FFs) have been computed and specialised for generalised
and specialised systems. For example, the list of CG-FFs includes SDK, ELBA, MARTINI,
Voth, AWSEM, CABS, OPEP, PRIMO, Rosetta, Scorpion and UNRES [11–22].
The primary objective with molecular simulations is to reproduce the experimental phe-
nomena, and hence, elucidate the root phenomena behind the experimental result. Clearly,
the key problem of every complex simulation is this - How do we capture the accurate
physics of a specific process of interest, within a reasonable timescale?. Even with the com-
putational resources available at present, it can be difficult to reach a timescale for a reaction
of interest to be observed, and then one must account for the limitation of only having a brief
snapshot in time of a system. Seemingly straightforward processes such as protein confor-
mational changes and protein-ligand interactions can only be observed through forcing the
system to bias towards an environment where these changes can occur in the allocated time.
Collectively, the change of state in these processes follow a pathway which are conveniently
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referred to as reaction coordinates (RC) and shall generally be referred to as such from this
point on. Many independent research groups have tried [23–26] to develop the collection
of methods known as biased-sampling methods, which collectively have attempted to try to
sample these high-energy states that constitute the RC of interest. A number of options are
available for measuring the free energy change of a complex RC.
A multitude of sampling methods to measure the free energy has been implemented and
tested through the development of simulation techniques. Metadynamics [27], for exam-
ple, follows the approach of adding unfavourable Gaussian potentials to previously mapped
phase space, to ensure that the process maps new parts of the RC, from which the free
energy landscape can be recovered from the sum of the Gaussian distributions. The most
common method for calculating the free energy change, due to its relative simplicity of im-
plementation, and intuitive familiarity, is the umbrella sampling (US) method. [24, 25, 28]
This involves dividing the reaction coordinate into discrete bins, and a biasing potential
(usually in the form of a Hooke’s Law potential to restrain it onto a reaction coordinate
of interest) is implemented to sample the rare-event trajectory incrementally. These new
sampling bins are recombined and unbiased to produce the final free energy profile. This
method has proven highly effective at producing the free energy profiles of many complex
processes, such as ligand-docking simulations, protein conformational change and bilayer
translocations of molecules [29]. An alternative methodology for mapping the free energy
change through the reaction coordinate is using the steered molecular dynamics (SMD)
method [30]. Here, the SMD method work by defining the RC and the component/molecule
in question to be moved along it, and implementing a harmonic potential on it much in the
same way as the US method. However, in contrast to the US method, the harmonic poten-
tial is steadily moved along from the starting point to the end point of the RC at a constant
velocity. The force-time relation over this RC is computed and used to calculate the work
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distribution along the RC. Using this method, one can map the reaction coordinate in quick
succession, compared to the US method. To extract the free energy from the work distribu-
tion, Jarzynski [31] proposed a relation that equates the work (a path integral function that
is directionally dependent) with the free energy change, where the exponential of work can
be related to the exponential of the free energy. Due to the non-equilibrium nature of this
equality, this suggests that the free energy can be calculated from the average of multiple
fast-running simulations, which would obviously be a gain in efficiency compared to the
discrete binning approach of the US method. This method, for example, has been highly
effective at analysing the protein-ligand interactions [32–34], and the extraction of lipids
from membranes [35, 36].
1.2.3 The Effect of Heterogeneous Components in Bilayers
One of the most intriguing phenomena seen with heterogeneous components in amphiphilic
bilayers has been the formation of small aggregates through the demixing of components.
The mechanism of such ‘cross-linking’ (the linking of particles either by well-defined ionic
and covalent or long-range forces) can vary; Christian et al [37] managed to create spot-
ted vesicles by inserting cationic ions in to synthetic polyanionic amphiphiles - the ions
were observed to nucleate oppositely charged domains and induce phase separation on the
vesicle surface. Analogous domain formations can be seen in biomembranes - kinks in the
tailgroup structure (due to a higher proportion of unsaturated bonds) in the lipids induce the
formation of lipid-ordered/lipid-disordered (lold) domains. The schematic of such a struc-
ture is shown in Figure 1.3. Numerous reviews and studies have debated the existence of
such rafts within the membrane [38–42]. From this idea, the lipid raft hypothesis was in-
troduced, and multiple experimentations have shown greater evidence for the existence of
these structures. These rafts are thought to form a crucial part of how lipid proteins structure
themselves around the cell membrane; the formation of such rafts is likely to control the flu-
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idity of the membrane in the location of membrane-proteins, many of which are involved in
key processes such as signal transduction which controls the mechanism behind cell stimuli;
Helms et al [43] for example, suggested that an enlarged protein-protein interaction forms
a coagulation of large lipid shells around a group of protein structures embedded within the
membrane, which ultimately forms the lipid rafts. Another hypothesis suggested that within
yeast cells, the rafts are the base for glycosylphosphatidylinositol(GPI)-anchored proteins
from where protein sorting can occur in the endoplasmic reticulum. A molecular species that
has been hypothesised to act as a controlling agent for domain maintenance is the choles-
terol molecule (CHOL) [44–47]. Figure 1.3 shows an example of how rafts may support
membrane protein structures. Within mixed DPPC/DUPC/CHOL bilayers, changing the
concentration of cholesterol and sphingolipid (SPH) in lipid membranes have shown has a
significant effect on formation of lipid rafts, where the rigid structure of CHOL stabilizes the
saturated regions in the DPPC group, forming the lipid-ordered (lo) regions of the bilayer
around a large disordered lo region. Recent experiments with complementary simulations
have further supported the formation of these rafts; Nickels et al [48] carried out neutron
scattering/neutron scattering length density experiments in unilamellar vesicles (UV) to de-
termine the distinguishing factor of a lipid within raft-like structures and those in the ‘sea’
surrounding it - the study showed a distinctive bending moduli within the raft phase. This
phenomena was reproduced by MD simulations of identical compositions, which suggested
that the raft formation is controlled by the tilt, splay and intermediate ‘line-active’ lipids
such as 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) which acts to stabilize
the high boundary energy costs in the raft/phase interface. This suggests that the formation
of rafts may be a multipartite combination of effects from intermolecular forces between
the heterogeneous lipid components, the effect of saturation by sterol and sphingolipid type
molecules to support the lipid order, and the dual effects of protein and line-active lipids to
regulate the size and rigidity of the raft.
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Whatever the case, it is beyond doubt that the membrane proteins act as gatekeepers and
channels on the boundaries of organelles which can control the flow of water/ions and
maintain a favourable concentration gradient [49]. For example, receptor proteins such as
G-proteins [50] help to regulate signals, whilst proteins such as P-glycoprotein [51, 52] has
been specifically designed to indiscriminately keep material out of the membrane. Experi-
mental work by McMahon at al [49] have shown that scaffolding proteins on the membrane
surface partake in an active process of membrane curving, which is an essential process in
organelle formation, division and general growth. Hence, if the function of these protein
structures are dependent on the raft structures that support it, how the chemistry of the raft
relates to the function of the protein embedded/associated with it may be essential.
While the structural effects of sterol-type heterogeneity can be drastic, it is also important
to consider the change in lipid chemistry that the embedding of such structures can show.
For example, CHOL can modify the liquid-gel phase of the lipid bilayer to form a multi-
tude of structures - In simulations of sphingomyelin/dioleylphosphatidylcholine (SP/DOPC)
mixed bilayers [53–56], it acts as an intermediate, fixing itself in-between the SP/DOPC
layers. Simulations of dimyristoylphosphatidylcholine (DMPC)/CHOL have shown that a
higher concentration of CHOL show a decrease in the permeability of ions in the bilayer
[57]. The significance of composition becomes apparent when the cholesterol/phospholipid
composition of cellular organelles are analysed - each organelle shown to have signifi-
cantly different CHOL compositions, which further supports the hypothesis of embedded
molecules acting to control the dynamic nature of lipid/amphiphilic bilayers [58]. Subtle
effects are also involved with changes in headgroup structure; simulations with mixtures
of DOPC/DPPE bilayers [59] have shown that with increasing PC concentration, the PC
groups reduced the overall area of the bilayer and show increased hydration around the
1.3 The Interaction of Biomimetic Membranes and Nanoscale Objects 13
Fig. 1.3 Illustration of how a inhomogeneous bilayer may support lipid-support protein mod-
els inside the bilayer - the sterol type molecules (CHOL) supports the saturated components
of the mixed bilayer, which increases the thickness and order, which form a liquid-ordered
(lo) component, while the surrounding component is composed of unsaturated lipids making
up the liquid disordered (ld) component
PC groups compared to a pure DPPC bilayer. Similarly, simulations of 1,2-distearoyl-sn-
glycero-3-phosphocholine/1,2-dilauroyl-sn-glycero-3-phosphocholine (DSPC/DLPC) [60]
systems show phase changes, where the liquid phase show patches of gel phase correspond-
ing to the phase separation of the DLPC groups.
1.3 The Interaction of Biomimetic Membranes and Nanoscale
Objects
Given the importance of phase change relating to the interactions of surfactants and exter-
nal species, a systematic study into the effects of physiochemical properties, anisotropy and
size with respect to the interaction of nanoscale objects with surfactant/lipids has come into
focus. As a group, these nanoscale structures can be summarised as nanoparticles (NPs),
and shall be referred to as such for the rest of this introduction for the sake of brevity. The
variety of NPs may range from metallic, oxide, and quantum dot types to rigid polymer
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Fig. 1.4 The range of pathways available for NPs to enter the cellular cytoplasm. A and B
show ATP (energy) driven endocytosis processes known as phagocytosis and macropinocy-
tosis, whilst C, D and E show receptor-mediated internalization processes - Caveolin-
dependent, Clathrin-dependent, and receptor-mediated processes respectively. F and G
show a generic non-specific internalisation with the bilayer and direct translocation respec-
tively.
aggregates, which may range from sizes of 1-1000 nm, and pathogenic vectors such as bac-
teria and viruses, which range in the 1000s of nm (in the case of bacteria) and 100’s of nm
(in the case of viruses) [61]. For example, carbon NPs (CNPs) can originate from diesel
based soot in urban environments, and fine particulate matter in natural soot as well. A CNP
of particular note is the fullerene structure, which consists of a hollow spherical allotrope.
Its unique electronic and chemical properties have resulted in its widescale use in indus-
try, including its potential as a source of nanotoxicity or a novel drug delivery mechanism
-For example, clinical studies studying the effects of CNPs showed aggregation inside the
lipid bilayer. Simulations with carbon NPs [62, 63] have shown that hydrophobic NPs can
permeate through the membrane, and experiments have shown that accumulated NPs inside
lipid membranes can increase nanotoxicity and subsequently cause cell death [64].
In addition to the direct effect of the NP geometry on the bilayer structure, its effect on
the overall chemistry in a biosphere has also been an area of interest. For example, the
enhanced production of free radicals (molecular species that are highly reactive due to a
unpaired electron) has been observed in the presence of CNPs. Cellular components have
natural defence mechanisms for combating excessive reactive oxidative species (ROS) (oxy-
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gen based free radical components) such as superoxide dimutase in the mitochondria. As
CNPs have been demonstrated to aggregate within the cellular environment, this provides
a large surface area to mass ratio for the ROS to develop, which can result in an excess of
ROS overcoming the natural defences of the cell. NPs of differing structures such as car-
bon nanotubes (CNTs) can increase this effect by increasing the rate of penetration through
the bilayer membrane; the variance in diameters of CNTs have shown that smaller CNTs
penetrate the membrane through simple diffusion mechanisms and larger ones go through
endocytosis like mechanisms. This effect has been shown to be a reiterated phenonema with
NPs of many different physiochemical properties; Iron oxide NPs (FeO-NPs), for example,
has been shown to catalyse the production of hydroxyl radical groups [65] through inducing
homogeneous and heterogeneous fusion processes on its surface. In another example, silver
(Ag) hydrophobic NPs [66] have been shown to aggregate en masse and subsequently in-
duce a local liquid phase. The effects of Ag-NPs can be numerous - studies have shown that
the concentration of AgNPs are correlated with disruption in the cellular membrane, and
the generation of oxidative stress due to generation of ROS [67], as with the CNP example.
For instance, the interaction of 20-100 nm Ag-NPs demonstrated both placement inside the
bilayer interior on the small scale whilst the larger NPs did not enter the bilayer at all. In
both cases, however, the presence of ROS was detected which affected the function of mi-
tochondria in the bilayer interior [68].
On the other hand, the effects of NPs may also be environmentally beneficial; studies have
also assessed that the cross-interaction between copper oxide (CuO) NPs and CNTs can
hinder the toxic effects of the CuO NPs on microbial denitrification [69] - an essential en-
vironmental process for fixing nitrogen into the environment. The evidence suggested that
while CNT on its own does not affect the denitrification - the CuO-CNT interaction limits
the NADH hindrance by the CuO NP, through the hindrance of the CuO uptake by the bac-
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terial cellular membranes.
1.3.1 Modifications of NPs and its Effect on the NP-Bilayer Interac-
tions
From the numerous clinical and environmental studies, it is clear that NPs of a wide range of
physiochemical properties can damage and disrupt the cellular mechanisms at a molecular
level. Hence, it is important to realise which geometric factors of the NP can affect the ease
of entry through an amphiphilic bilayer. By changing the surface area to mass ratios, the
free energy of transition into the bilayer can be modified - through such an approach, exten-
sive efforts have been made to quantitatively catalogue the nanotoxicity and the interaction
types with amphiphilic bilayers. Figure 1.4 shows the array of possible translocation mech-
anisms across the bilayer membrane. In general, larger micrometer sized particles may
require energy-induced processes such as phagocytosis-type endocytosis [70, 71], which
through an input of energy, distorts the membrane around the NP structure. Where there
are amassed collections of fluids and particles, the membrane deforms more significantly
through macropinocytosis [72]. In other cases, receptor-mediated translocations such as
the clathrin-mediated endocytosis has been demonstrated as most often exploited by viruses
[73, 74]. As the dimensions of the NPs are entirely comparable, it is clear that the surface
properties of these NPs dictate the type of translocation it undergoes. How do NP surface
properties affect the translocation pathway? Not only would such an answer elucidate ide-
alised pathways for applications, but also the characteristics which decide the pathway of
translocation may also eludicate the mechanisms of entry by bacterial and viral vectors,
some of which have been shown to enter through non-endocytosis pathways, as shown in
the case of the influenza virus, demonstrated by Sieczkarski et al [73].
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To this end, simulation techniques have been used to identify the key geometric and sur-
face properties which affect the pathway of translocation. For example, Yang and Ma [75]
used mesoscale MD-like simulations to investigate NPs of various shapes, including ellip-
soids, cylinders and cones. It was discovered that ellipsoidal NPs can change their orienta-
tion to maximise the contact area between the NP and the bilayer. The asymmetry that arises
when interacting with the bilayer means that asymmetric endocytosis often occurs with non-
spherical NPs. With MD simulations, it has been demonstrated that the spherocylindrical
NPs have a greater rate of endocytosis which is due to the contact area effect, whereas the
spherical cylinder only has half the surface area needed to cover along its length, whilst
deforming the bilayer on contact with the same curvature magnitude [76], which demon-
strates that depending on the anisotropy of the NP, one can change the mechanistic pathway
of translocation. Dynamic structures may also help to design efficient drug delivery. For
example, Loverde et al have managed to create spherical and flexible worm-like NPs using
poly(ethyleneglycol)-poly(caprolactone) amphiphiles, which show potential as an agent for
delivering Taxol [77], a standardized pharmaceutical used in pancreatic cancer treatments,
and accurately predicted the size ranges of worm-like NPs from simulations - this has helped
to elucidate that with worm-like structures, a higher ‘payload’ of Taxol molecules can be
managed in comparison to the spherical structure.
Given the prominence of hydrophobic/hydrophilic forces present in SM systems, precisely
defining the characteristics of hydrophobicity of a NP and its effect on the biomimetic bi-
layer is an area of continued debate and research. How the surface hydrophobicity affects
the mechanism of entry into the cytoplasm has been a field of intensive study. In the case
of hydrophobic NPs, it may act as an effective drug delivery mechanism by increasing the
hydrophobicity of a highly soluble pharmaceutical drug, or remain in the interior of the
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bilayer, causing a buildup and accumulation of aggregates of NPs. Here, again, molecular
simulation studies have helped to identify many effects. Ramhalo et al [78] for example,
demonstrated using the MARTINI FF [15] that a spherical, rigid NP embeds itself inside
the tailgroup beads of the DPPC bilayer, without disrupting the gel phase of the bilayer,
while the hydrophilic examples caused significant disruption in the gel phase. In contrast,
smaller hydrophobic NPs were simulated by Pogodin et al [79], which demonstrated that
small hydrophobic NPs aggregate inside the lipid bilayer, which may maximise the steric
favorability of the NP-NP interactions and the NP-tailgroup interactions. This is shown in
Figure 1.5. Whilst the idea that a hydrophobic NP may favour the hydrophobic tailgroups
might be straightforward, its interaction with the heterogeneous components inside a bilayer
has enticed more interest. Barnoud et al [80] demonstrated that hydrophobic species such as
hexadecane, cyclodecane and fullerene type molecules [81, 82] can drive the reshaping of
lipid rafts/domains. Interestingly, the purely aliphatic species has been shown to aggregate
near the lipid domain interface, whilst the aromatic equivalents catalyzed domain formation
through an increase of thickness of the ld (unsaturated) regions and by acting as a pushing
force against the CHOL, which increases the rate of formation of the lo phase.
By increasing the hydrophilicity of the NP in question, one can increase the solubility and
the interaction with the hydrophilic headgroups of the bilayer. For example, Ding and Ma
designed a NP with a hydrophobic and hydrophilic face (Janus-NP,or J-NP) which was
inserted into a model membrane [83], which showed that the J-NP initially adsorbs onto
the bilayer surface on its hydrophilic face, and gradually the hydrophobic tailgroups of
the bilayer engulf the hydrophobic face of the J-NP. In addition, the effect of differing
anisotropies of the NP was investigated; elliptical J-NPs showed that four different types
of interactions with the bilayer can be identified, with four different absorption/adsorptions
depending on the interaction-orientation of the ellipsoid. While purely theoretical in char-
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Fig. 1.5 Schematic showing the energetic well in the bilayer interior for hydrophobic NPs.
A shows the preference of large rigid hydrophobic NPs inside the bilayer, while B shows the
aggregation of smaller species of hydrophobic NPs. C shows the hydrophobic force acting
as a line tension relaxant (i.e. reduced the energy on the raft domain interface), or in the
case of aromatic compounds, as the driver of domain formation by pushing the sterol groups
into the lo region (red) [80].
acter, NPs of intermediate hydrophobicity have also have garnered much attention, in the
search of a NP where its translocation mechanism can pass through the membrane without
becoming trapped within the hydrophobic interior. For example, simulations which com-
pare hydrophilic/hydrophobic NPs with DPPC bilayers were run by Gu et al [84]. They
have suggested that semi-hydrophilic NPs prefer to be adsorbed on the bilayer surface in-
terface between the hydrophilic headgroups and hydrophobic tailgroups. Expanded studies
by Su et al [85] showed that while the intermediate NP distribution was indeed the highest
at the headgroup/tailgroup interface, the lowering of the energetic barrier to the hydropho-
bic region allowed perturbations in the bilayer energetics to induce the direct translocation
of the intermediate NP. As the ideal goal for NP applications is to strike the right balance
between cellular uptake and cytoxicity, the implication that NPs of intermediate hydropho-
bicities may be able to directly penetrate through the bilayer fits this ideal, and requires
further investigation.
20 Introduction
Fig. 1.6 The illustration of a LF-NP, with a coordinated alkyl chain (hydrophobic), and
coordinated ammonium and carboylated chains, which are positively and negatively charged
respectively (hydrophilic)
1.3.2 Functionalization of NP Surfaces
An additional catagory of NPs that has gathered intense interest are the surface-functionalized
NPs, where the core rigid NP is functionalized with adsorbed ligands on the surface. Figure
1.6 shows an illustration of thiolated ligands functionalized in this manner. The combina-
tion of ligand properties and the core property allows for promising targeting mechanisms
for NP-drug delivery. For example, targeted clinical treatments using iron oxide derivatives
(Fe3O4 and Fe2O3) NPs with thiolated ligands can be taken advantage of by using the in-
herent superparamagnetic properties for hyperthermia/bimodal-therapy treatment of tumour
cells [86, 87]. Another factor of interest is the controlled anisotropy of ligands on the sur-
face; a patchy ligand surface has the advantage of inducing a specific type of mechanism
with its interaction with the membrane - it is speculated that patchy surface functionalization
may help to bypass the wrapping/endocytosis mechanisms [88, 89] and instead enter a mem-
brane through direct penetration, which avoids the build-up of toxicity within the bilayer due
to the hydrophobic characteristics of the NP. This shows that exploring the variations in the
interactions between bilayers and NPs is an important aspect in the development of novel
drug delivery methods - By direct penetration, drug delivery methods may be able to bypass
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the regulatory mechanisms. The mechanisms of these types of NPs has been explored with
molecular simulations techniques as well - since the demonstration by Glotzer [90] of a sur-
face functionalized gold NPs, (LF-AuNPs), a series of simulation studies have elucidated
additional details into the mechanism of translocation. Lin et al [91] for example, used the
MARTINI force field [15] to simulate LF-AuNPs with cationic, anionic and hydrophobic
ligands adsorbed on the Au surface, which demonstrated that the in DPPC/DPPE mixtures
(DPPE is the charged equivalent of the DPPC, where the trimethylamine is replaced with a
ammonium ion group, better exposing the charged groups), positively charged ligands co-
ordinate with the negatively charged headgroups of the heterogeneous bilayer. The density
of the positively charged ligands was speculated to control whether the LF-AuNP required
a receptor-ligand coordination entry, or in the case of a very high density of positive lig-
ands, bypass the endocylic mechanisms entirely. With the case of hydrophobic ligands, it
was thought until recently that the hydrophobic ligands were positioned near the center of
the bilayer, much in the same manner as a rigid hydrophobic NP. Recently however, Guo
et al [92] demonstrated through optical fluorescence microscopy that this was dependent
on the size of the NP - when the size of the NP allowed a sufficient curving of the bilayer,
which allowed the hydrophobic ligands to pull lipid molecules away from the bilayer, ef-
fectively allowing a lipid exchange. Hence, this demonstrated that the reorganisation of
the local lipid molecules by the functionalized NPs plays a major role in its translocation
mechanism and coordinating/disruptive effects while inside the bilayer interior. Further
simulations by Gkeka and Van Lehn [93, 94] demonstrated through MD simulations that
with charge-active functionalized ligands, the NP may undergo a ‘snorkelling’ effect, where
the surface ligands reorganize its orientation to the bilayer normal, where it maximises the
contact between the hydrophilic and hydrophobic groups of the lipids and the ligands. This
provides a mechanistic alternative for charged species to overcome the hydrophobic barriers
that would normally prevent its movement near the tailgroup regions of the lipids. Despite
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Fig. 1.7 Mechanisms associated with ligand-functionalized NPs. A shows the various types
of LF-NPs that one can design - here, the yellow beads represent hydrophilic/charged com-
ponents, and the green beads represent a generic hydrophobic component. B shows the
snorkelling mechanism as suggested by Gekeka [93] and Van Lehn [94]. C shows the
translocation mechanism for a hydrophobic LF-NP as stated by Guo et al [92], which states
that the lipid exchange between the adsorbed ligands on the NP surface destabilises the bi-
layer, which induces pore formation and hence, the spontaneous translocation of the NP. D
is the schematic for the mixed random-patchy surface for an ‘intermediate’ hydrophobicity
- here, direct translocation may be the key mechanism but the consensus is unclear.
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the in-numerous potential uses of all types of NPs, there are key limitations which hinder
their clinical applications. One of the most outstanding issues have been the aggregation of
protein-like aggregates before the targeted delivery of the NP fully occurs. This is known
as the formation of the protein corona around the NP, a process known as opsonization [95].
The formation of a bonded network around the NP in vivo seems to be significant near
protein-rich regions of an organism which may potentially coagulate on the surface of the
NP; a prominent example of this is the formation of a protein corona around a NP - protein-
rich environments such as blood can contain proteins such as albumins and globulins [96],
which may form a soft-shell around the NP. This factor complicates the use of NPs for tar-
geted therapy, as now one has to account for both the biocompatibility of a candidate NP and
in addition, ensure its binding target remains consistent and unchanged due to the forma-
tions of the corona. Depending on the physiochemical properties of the NP, the nature of the
corona formed differs - positively charged NPs prefer to adsorb albumin proteins [97] whilst
negatively charged particles interact with proteins such as immunoglobins (IgG) [98]. The
effect of the formation of the corona is shown in Figure 1.8. Studies by Salvati et al [99]
with silica-COOH and pegylated NPs showed that transferrin proteins structures, highly
abundant proteins in the mucous membrane, can effectively hinder the end groups of such
ligands, which inhibited their targeting abilities. By pre-coating the ligand-functionalized
NPs with proteins, progress has been made to lessen the impact of the formation of such
protein coronas, but this requires further research [96].
1.4 Summary
In summary, the study of soft matter, especially the multitudes of structures that amphiphiles
can form has gathered intense interest for potential applications and the potential for identi-
fying the mechanisms behind the building blocks of cellular organisms itself. The systems
of interest involve highly complex structures such as proteins, lipids, rigid lipid analogues
24 Introduction
(a) (b)
Fig. 1.8 (a) shows the corona association mechanism of tranferrin upon silica-COOH NPs
[99], while (b) shows the schematic of a LF-NP which may lose its selectivity across a
bilayer by the accumulation of such proteins and corona on its ligands.
and must take into account the right environmental conditions such as pressure, temperature
and pH. Given this complexity and delicacy of an in vivo system, experimental methods
have limitations in the amount of information they can convey about biophysical systems,
and hence, molecular simulation techniques have come into prominence to analyze such
complex systems in a simulated in vivo environment. As discussed above, NPs can be a
source of both toxicity and a novel mode of drug delivery when embedded in these am-
phiphilic membranes of various mixtures. NPs designed with anisotropic physiochemical
surface properties can act as agents that induce local phase separation, ordering of lipid tails
and induce porosity and defects for example. One of the key properties to consider has been
the hydrophobicity of the NP, which controls both the mechanism of entry and the balance
of cellular uptake and cytotoxicity.
1.5 Objectives and Aims
In this work, we have used MD simulations of biomimetic bilayers and specially designed
NPs and analogues, to test the accuracy and efficiency of non-equilibrium free energy meth-
ods. We have also analyzed the NP/bilayer system in the normal and lateral plane of a
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biomimetic bilayer; in the normal plane, we have characterised the physiochemical charac-
teristic of a continuum model hydrophilic/mixed/hydrophobic NP with a non-ionic bilayer,
and attempt to quantify the key characteristic that can be identified with the translocation of
a NP with these properties. On the lateral plane, we have characterised the interaction of a
hydrophobic NP of varying sizes with a induced raft-like formations in mixed bilayers.
In Chapter 2, the methodologies behind the simulation work is summarised - the review
of the simulation algorithms and formulations used in MD is reviewed, and we introduce
the methodologies behind equilibrium and non-equilibrium free energy biasing methods,
specifically focusing on the US and SMD methods.
In Chapter 3, a comparison between the US and SMD methods is carried out, in a mixed
resolution (with all-atomic (AA) and coarse grained (CG) components) system. We make
critical assessments into their qualitative, quantitive and computational efficiency.
In Chapter 4, we focus on the bilayer normal as the plane of interest - the mechanisms
of hydrophilic, hydrophobic and intermediate NPs is explored for R = 1.0, 1.5 and 2.0 nm
NPs, with a non-ionic bilayer system.
In Chapter 5, the focus is changed to the bilayer lateral - the effect of hydrophobic NPs
within domain-regions in a phase-separated bilayer is analysed. The effect of the NPs on




The use of simulation techniques has been aided greatly by the monumental increase in tech-
nological advancement and the development of advanced computing facilities and method-
ologies. Previously prohibitive simulations and large scale modelling of complex systems
have become possible and the ultimate goal of molecular simulations techniques is to sim-
ulate the entirety of the molecular machinery that builds and maintains a living organism.
While such a goal is still a daunting prospect, simulation techniques have been useful in
understanding key processes often difficult to analyse by experimental techniques alone. In
particular, the mathematical machinery of classical thermodynamics and statistical mechan-
ics gives a powerful tool to relate molecular properties to relate relatively small simulation
snapshots with macroscopic phenomena. The technique of Molecular Dynamics (MD) re-
lates the total energy of the system derived from the Newtonian equations of motion to the
thermodynamics properties. In this section, we attempt to give an overview of the concepts
and ideas used for the simulation of molecular systems. Here, we give a brief discussion of
the methodologies that have been tested in this work.
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2.2 The Equations of Motion
The essence of MD is rooted in the iterative computation of the laws of motion, and hence,
we discuss its basics before building up to the calculation of macroscopic properties we will
be exploring in this body of work. The relationship of the force (F) applied to a body of
mass (m) to it’s acceleration (a) is well understood in terms of the relation:
F = ma (2.1)
This is equivalent to the second time derivative of the position of the body, or the first time








From this expression of the force, the equations of motion for a body can be obtained as
solutions to a second order differential equation. While Newton’s original formulation can
be applied to simple, minimal-body systems, the explicit vector form of the calculation
procedure makes it unsuitable for many bodied systems. For example, for an N-body system
of 1023 molecules, the force of each body can be formulated as:
Fi(r1,r2, ...rN , ṙi) = ∑
i ̸= j
fi j(ri − r j)+ f (ext)(ri, ṙi) (2.3)
Where i represents the index of the molecules in the system, totaling to N molecules, and r
represents the position of the ith molecule. The first term represents the forces intrinsic to a
mechanical system, while the second term refers to the external input force from the system
onto the particles. Different formulations of the equations of motion become convenient
when expressing the positions and momementa in the system. To ease the calculation, we
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The Hamiltonian formulation gives us a convenient way to obtain the positions and mo-
menta; differentiating H with respect to the momenta and position gives the conservative













As the sum of the K and U, the Hamiltonian can be described in terms of a function of phase
space variables which denote the total energy of the system:
H (r, p) = E (2.7)
From the time derivative of Hamiltonian i.e. from the chain rule, the generalised momenta
and position terms can be exchanged for the derivatives of the Hamiltonian, which equates




The preceding explanation shows how the motion of N bodies in a system can be tied to
a single energy term, the Hamiltonian, which becomes very convenient when tying the N-
body motions with the thermodynamic variables. Also, rather than working with a vector
formulation of forces, the kinetic and potential energy terms can simply be summed into
forming the Hamiltonian K and U components.
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2.3 Relating Statistical Mechanical Concepts to Simula-
tion Mechanics
Classical thermodynamics gives a robust system for deriving the intensive (ones that do not
depend on the size of the system) and extensive (ones that are proportional to the size of
the system) properties of a system from direct measurements from the system such as the
temperature, pressure and concentration. We know the first law of thermodynamics as an
expression of the conservation of energy:
E = Q+W (2.9)
where the total energy of the system can be related to the heat (Q) absorbed and the work
(W) done on the system. Hence, in a reversible (infinitely slow) process, we can denote the
change in energy as the reversible change in heat and work:
dE = dQreversible +dWreversible (2.10)
The change in heat and work can be decomposed into its individual components; the change





on the other hand, the work can be divided into terms of mechanical work and chemical
work. The mechanical work depend on the change in volume and the pressure:
dWrv,mechanical =−PdV (2.12)
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(Where the minus sign represents work done against the system). The chemical work term
depends on the chemical potential and the change in the number of molecules in the system:
dWrv,chemical = µdN (2.13)
substituting all these terms into the expression for the change in energy, we obtain:
dE = T dS−PdV +µdN (2.14)











as the entropy can be defined in terms of the number of molecules, volume of the system,











Here, it is useful to consider to idea of ensembles. As an example, N many-body system with
identical volume, temperature, pressure and number of molecules, if evolved dynamically
over an infinite amount of time, will result in the same conformations and system properties
i.e. we will always get the same equilibrium properties. However, this infinite-interpretation
can also be looked at as an average of a series of ‘snapshots’ of the system over a dynamical
evolution, where each ‘snapshot’ is defined as the microstate, and hence, the average of
the microstates can be defined as the ensemble average. Relating this idea back to our
interpretation of the entropy, we can approximate the entropy with the averaged entropy of
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the ensemble. The ensemble entropy can be expressed as:
S = kB logΩ (2.17)
Where Ω is the number of unique ways of arranging the microstates in the system, and kB
is Boltzmann’s constant. By using the ensemble concept, we can eliminate the need to fine-
tune a system at the start of a simulation, and rather, evolve the system over a sufficient
period of time to equilibration to obtain ensemble averages. As the number and flux of
microstates is conserved, at any given point in time, the macroscopic observable, A , can be
computed through its microscopic equivalent phase space function, a:
A = ⟨a⟩=
∫
f (x, t)a(x)dx (2.18)
which is the standard protocol for calculating a mean from a probability distribution. Equa-
tion 2.17, hence, gives us the first useful relation in linking to microscopic with macroscopic
observables. While this interpretation is useful, it is still limited by the fact that the number
of microstates we require to sample to gain a equilibrium macroscopic property may not
be computationally viable for systems of very large numbers of molecules and complexity.
However, by simulating a smaller system that is representative of the larger macroscopic
system in mind, it is possible to obtain useful information from the system. From a practical
point of view, the time average can be used as the approximation of this ensemble average








Ai = ⟨at⟩ (2.19)
MD simulations, as demonstrated in this work, make exclusive use of the time average -
in addition, compared to its sister technique, the Monte Carlo method, the dynamics of all
the particles in the system are evolved at the same time, which allows us to gain both equi-
32 Theory of Simulations
librium and dynamical information. Hence, to be comparable to a true ensemble average
comparison, the time average must cover the majority of the sample space. The ensemble
interpretation, so far, has been limited to exploring the microcanonical (i.e. an isolated sys-
tem of a set volume, evolved by Hamiltonian mechanics). Such an ensemble only describes
a system described by the state function S(N,V,E).
Within this study, we have simulated systems representative of those that are within the
homeostatic environment of an organism. As most experiments in biophysical environments
are concerned with conditions of constant temperature or constant pressure with changing
numbers of particles, the Hamiltonian of the system must be amended to take these changes
into account. For example, when the volume and temperature are set as constant, one can
define the phase space distribution for the canonical ensemble (NVT). Here, the probability
density of the ensemble can be defined as:









where pN is the momenta, rN is the position, H (pN ,rN) is the Hamiltonian of the system, and
QNVT is the partition function of the system. Here, the partition function acts as the normal-
izing factor for the probability distribution, but it also measures the number of microstates
that is accessible in the ensemble. Hence, it is the complete thermodynamic description of
the system, and is arguably the central property of statistical mechanics. This is especially
so, as the partition function holds the crucial key for the free energy of the system. Within
the NVT framework, it is related to the Helmholtz free energy (A) by:
A =−kBT lnQNVT (2.21)
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when the pressure and temperature are set constant, we can describe the isobaric-isothermal
ensemble (NPT), which is closest to emulating a biophysical environment, and hence, the
central ensemble to work with. The central property, the Gibbs free energy (G), is obtained
from the Legendre transformation of A:
G(N,P,T ) = A(N,V (P),T )−V (P)∂A
∂V
(2.22)
as P = - ∂A
∂V , the fraction term is replaced and hence, we have a new expression for G:
G(N,P,T ) = A(N,V,P(T ))−PV (P) (2.23)
The corresponding probability distribution in the ensemble is given by:








Where QNPT is the partition function for the isobaric-isothermal distribution. Again, the
partition function is used to compute G:
G =−kBT lnQNPT (2.25)
In practical terms, both the NVT and NPT conditions are used for our simulations - the
NVT simulations are used as testing and starting for the simulation, as the constant volume
provides a controlled environment which can control the initial artefacts arising from un-
equal energetic distributions across the system, and for the system to ‘settle’. To evaluate a
realistic biophysical environment, this ensemble is switched to a NPT environment after the
system has been assessed to have ‘settled’.
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2.4 MD - the Computing Procedure
To iterate the movements of molecular bodies in the system of interest, MD simulation uses
a step-wise approach to evolving the positions and velocities of a system with a user-defined
period of time. Each MD simulation requires the same protocol of preparation as practical
experiments; the external parameters such as temperature, pressure and concentration, and
a period of time must be allowed for the experiments to occur.
As stated before, the ensemble average observable of a system can relate the microscopic
detail of the particles in the system with observable macroscopic properties. To approxi-
mate the ensemble average in a single simulation of particles under Hamilton’s equations of














where t is the simulation time, Z is the total number of timesteps and A(pN , rN) is the
instantaneous value of A. The equations of motion for each molecule are solved through
a discrete step-wise algorithm - here, there are two main concerns - the time convergence
of the system, and how short we want to discretize the simulation timestep that computes
and modifies the trajectory of the system according to the forces that are acting on it. The
analytical timestep for calculating the motion is done as infrequently as possible due to the
computational cost. The three primary algorithms for timestep iterations are the Verlet [100],
Leapfrog [101], and the Beeman [102] algorithms. From these, the Verlet implementation
has been utilised commonly due to its efficiency, and its moderate storage requirements.
Here, we give a brief explanation of its implementation; the Verlet algorithm uses a second
order taylor expansion of the position of a particle around δ t. For the position propagation
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over time:




the Verlet algorithm takes advantage of the fact that the first and second time derivative of
the position is the velocity (v) and acceleration (a) respectively. Hence, the ṙ(t) term can be
substituted for the velocity v(t) and the r̈(t) can be substituted for F(t)m :




by summing the above term with the backwards propagation step, one can eliminate the
velocity term to form a propagation algorithm that is independent of the velocity:




The Verlet algorithm provides a format for a position/momenta propagator which is easy to
implement by code.
2.5 Molecular Mechanics - Building the Potential Term for
the Hamiltonian
MD simulations treat each molecule in the system by dividing the molecular components
into the intermolecular and intramolecular potentials. In general, the collection of terms
for a series of molecular types is defined as a force field (FF). Figure ... shows the visual
representation and the potential terms involved in the makeup of a molecular FF. The in-
tramolecular FF terms are divided into the covalent and non-covalent terms. The covalent
terms are divided into the bond, angular and torsional (or dihedral) terms, as shown with
the restraint on the r (distance), θ (angular), and φ (torsion). The non-covalent intermolec-
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ular terms are the Coulombic potential and the Lennard-Jones potential, which model the
electostatic and Van Der Waals (VdW) interactions respectively. The LJ term for example,
has a particular computational efficiency due only having to compute 2 terms explicitly. The
parameters are η (the depth of the well) and σ (the distance at which the potential is zero)
and the σr
6 only needs to be computed once, and squared. When assessing the Coulom-
bic electrostatic terms, caution must be taken, as the system is simulated in a finite-size
box that must be large enough to prevent potential simulation artefacts. The molecules in
a simulation box will be affected physically by the boundaries of the box. To overcome
this, periodic boundary conditions (PBC) replaces the boundary of the box with replicas of
the box. The system is simulated in a finite-size box that must be large enough to prevent
potential simulation artefacts. The molecules in a simulation box will be affected physically
by the boundaries of the box. To overcome this, periodic boundary conditions replaces the
boundary of the box with replicas of the box. Figure 2.3 illustrates this with a box of water
molecules. As the Coulombic terms are inverse-squared terms and long-ranged, the effect
of the PBC must make sure that the electrostatic potentials in one PBC box does not affect
the physics i another box. Hence, the Ewald particle mesh method [103] was developed to
divide the Coulombic terms into short-range and long-range terms - where the long-range
terms are described in reciprocal space. While the implementations of FFs has been rel-
atively successful, one of the main drawbacks of such a description of molecules comes
from its computational efficiency - extraneous computations, such as the iterative step-wise
motion of hydrocarbon C-H bonds and bulk alkyl chain regions are not interesting from the
view of observing phenomena, but requires significant computational resources to process.
This considerably limits the range of systems that may be explored by molecular simula-
tions. Hence, to alleviate this issue, simplifying techniques were developed, to reduce the
level of detail of computation required in uninteresting regions. To distinguish the levels of
detail, the explicit atomic description is known as the all-atomic method, while the simpli-
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(a) (b)
Fig. 2.1 (a) shows the schematic of the molecular mechanics (MM) components, with the
corresponding functional form shown in (b) respectively.
Fig. 2.2 The time scaling of simulation methods with its level of atomistic detail - with this
work, we are primarily concerned with the interface between the all-atomic (AA) and the
coarse-grained (CG) detail simulations, which are annotated in red.
fied models are known as coarse-grained models. An example of a coarse-graining (CG)
method is the inverse boltzmann method [104], which follows an iterative procedure for
reproducing the structural radial distribution around a group of AA detail molecules from
the radial distribution function (g(r)):
V CGi+1 (r) =V
CG






38 Theory of Simulations
Fig. 2.3 The general outline for a periodic boundary condition, with water molecules inside
each simulation box. The minimum image convention (MIC) must be taken into account
when performing analysis of simulation results.
where the initial approximation of the V CGi (r) is taken from the boltzmann inversion of the
reference radial distribution function from AA simulations:
VPMF = kBT ln[gre f (r)] (2.31)
other methods include the force-matching (FM) method [105]. Figure 2.2 shows the relative
place of AA and CG simulations on the scaling limits of simulation. Figure 2.2 shows the
gain in computational time as a result of this CG procedure - we can see that CG method-
ologies extend the simulation timescales from scales of nanoseconds (ns) to near seconds.
In summary, we can summarize the process of setting up a MD simulation in the following
steps:
• The positions and initial velocities (r, p) of the molecules are set.
• The atomic forces are calculated based on the potential model/force fields used (e.g.
CHARMM, AMBER, GROMOS), which are incorporated into the potential energy
term U of the Hamiltonian.
• Using the step-wise (typically Verlet) algorithm, the molecular motions are calculated.
• The coordinates of the molecules after the designated timestep is recorded, and set as
the new point of change.
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• The process is iterated until the designated end point.
• The final result is produced in a format (depending on the simulation package used).
2.6 Free Energy Calculations in Molecular Simulations
One of the most daring assumptions made in MD simulations is that it follows the ergodic
theorem, where the system has been fully able to equipartition the energy around the en-
tire system. While this assumption may be true on average, this assumption clearly breaks
down near high-energy regions, where observation and intuition would indicate that an en-
ergy input is required for processes to overcome energetic barriers - for example, arising
from unfavourable energy peaks arising from conformational mismatch of rotating dihedral
angles of proteins, unfavourable regions of hydrophobic/hydrophilic interaction forming
energetic barriers, and ligand docking reactions with protein structures. Hence, these high
energy states in the system represent rarely sampled regions, and numerous sample biasing
methods have been developed to reach these points in phase space. One of the major stum-
bling blocks with MD simulations is that it only samples the low energy configuration.
Unfortunately, the high energy barriers which are present in a system often represent the
most mechanistically interesting - for example, the rotation of a molecule, the changing
conformations in protein folding, and the translocation of molecules across a lipid bilayer.
In all these example cases, the MD method fails to adequately sample these configurations
in the computational time allocated. Hence, biased-sampling methods have been developed
to adequately sample these coordinates. Here, we discuss the umbrella sampling (US) and
the steered molecular dynamics (SMD) method, which have been used to extract the free
energy change across these high energy regions.
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(a) (b)
Fig. 2.4 (a) shows an illustration of the type of pathway which would require a bias-
sampling method for an accurate free estimate, where A and B are the starting and ending
points, and we see a highly irregular free energy surface in-between. (b) illustrates the care
required in assuring the ‘right’ overlap between the US windows, where A shows an in-
adequate overlap, B shows the right amount of overlap, and C shows an excessive overlap
between the US windows
2.6.1 Umbrella Sampling
The free energy change is an indicator of the thermodynamic stability of the system, and
the magnitude and sign governs the direction of spontaneous change. Hence, obtaining the
correct quantitive free energy change across a reaction path has been an important goal in
the application of molecular simulation techniques, and one of the key advantages of sim-
ulation methods over experimental methodology, so that the full weight of mathematical
machinery can be applied to a highly controlled experiment. Zwanzig [26] introduced the
thermodynamic perturbation method (or the free energy perturbation, FEP), which intro-
duces a ‘ghost’ state in-between the starting state and the desired end state. However, the
artificial intermediate step that is required for the perturbation method is only valid when
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the phase spaces for the starting state (A) and end state (B) are with sufficient phase space
overlap. Also, high energy barriers and the difficulty of locating state B from A confounds
this problem for large reaction coordinates (RCs). To surmount this problem, Torrie and
Valleau [106] introduced the US method. This method introduces a bias potential to the
H(r,p) which restrains the system at the required RC, ξ :
HUmbrella(r, p) = H (r, p)+wi(ξ ) (2.32)
where wi(ξ ) is the weighting factor, and ξ is the reaction coordinate of interest:
ξ = R(r) = R(r1,r2....rn) (2.33)
The ∆G/A over the trajectory ξ is known as the potential mean force (PMF) (the average
force over all the configurations of the molecules in the system acting on the reaction co-





where k is the spring constant, and ξreference refers to the reference point from which the
particle can move around. By adjusting the spring constant, the molecule can be held
closer/further from the RC. US requires a ‘screenshot’ method, where a weighting term
must be defined for each r value sampled. In order to obtain accurate information about the
free energy of the system, the raw data from individual ‘screenshot’/bin must be unbiased
and merged. Each window must be adequately be sampled to equilibrium i.e. where there
is no change in the distribution as a function of time. The probability distribution function
of the biased potential energy H ′(r, p) (that has been biased with the bias potential w(ξ ))

























hence, by substituting expressions for the the biased and unbiased probability into equation
2.32 the distributions can be linked by the following equation:











Hence, each unbiased PMF for each window is:
Gi(ξ ) =−kBT lnP′(ξ )−wi(ξ )− kBT ln⟨e
−wi(ξ )
kBT ⟩ (2.38)
With a series of Gi(ξ ) values along the RC, we can measure the change in PMF as a function
of the coordinates along RC, which is the free energy change along the RC. Hence, in
practical terms, the free energy change and the PMF can be used as interchangeable terms.
The -kBT ln⟨e
−w(ξ )
kBT ⟩ term is known as the free energy constant in literature and is often
separately defined as F . Hence, unbiased PMF for each window becomes:
Gi(ξ ) =−kBT lnP(ξ )−wi(ξ )+Fi (2.39)
where the i in Fi denotes the biasing window in question. Hence, finding the Fi for each
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In the case of reweighting multiple biased sampling windows and ‘attaching’ them together,
methods that do this include the weighted histogram analysis method (WHAM) [25, 28]
and the umbrella integration (UI)[24]. The application of UI or WHAM needs to ensure the
histogram bins have ‘sufficient’ overlap to obtain a PMF without holes/gaps corresponding
to inadequate sampling. This is illustrated in Figure 2.4. Practically speaking, increasing
the sheer number of windows along the RC does not necessarily improve the convergence
rate. The choice of spring constant required for each bin often require multiple iterations of
trial and error which requires wasted simulation and resource time.
2.6.2 Non-equilibrium Methodologies - Jarzynski Equality (JE)
As a more recent and a sister method to the US, which enhances the sampling in high energy
states through equilibrium-like simulations assessed together, the non-equilibrium method
follows the exact opposite approach, where the equilibrium free energy change values are
extracted from simulations far away from equilibrium. A free energy change between state
A and state B of a system is connected to the work done to produce that change by the work
inequality:
W ≥ ∆F (2.41)
where ∆F is the free energy change of the process, and W is the irreversible work. The
inequality represents the contribution of the residual or dissipative work when the process
is carried out in a non-equilibrium regime, while the equality is representative of when the
process is carried out reversibly (extremely slowly). For example, if we want to change the
conformation of a molecule from state A to state B, the work performed is interpreted as a







(ξ ,λ ) (2.42)




Fig. 2.5 The shift of the Gaussian work distribution with different Boltzmann factors. Even
through a very simple multiplication with the exponential function, we can see a significant
shift away from the true work distribution, P(W). Hence, modifications of the JE expression
is necessary.
hence, unless a process is driven incredibly slowly, due to the work inequality, it can only
give a marginal insight into the true free energy process. Jarzynski [31] however, showed
that the average exponential work can be related to the exponential of the free energy






This relation shows that the averaged work given over non-equilibrium reactions gives in-
formation about the free energy, which is equilibrium state information. This new equality
represents the change in perspective from a macroscopic to a microscopic system; as the
fluctuations within a system is statistical, it is correct to say that the work inequality is appli-
cable with certainty to systems containing extremely large numbers of molecules. However,
what the JE stated was that, with microscopic systems, the contribution from the negative
work done on the system may contribute significantly to the work observed [107]. One of
the main suggested advantages of the JE method is that the work extracted from very fast
changes of system can extract the free energy, an equilibrium state function.
2.6 Free Energy Calculations in Molecular Simulations 45
Fig. 2.6 The schematic of a US and a SMD simulation - the US approach requires multiple
sampling bins to increase the sampling across high energy regions, while the SMD method
shows a moving spring across the free energy surface. The surface in red shows a sample
free energy surface that may be mapped by these methods
Extracting the Work in MD Simulations through the Steered Molecular Dynamics
(SMD) Method
By multiplying the displacement of the molecular component with the force, a series of
work values can be exhibited. One can now apply the JE to calculate the free energy change
during the interval from starting state A at time τA to end state B at τB, by applying a
guiding potential to obtain the appropriate work distribution. The guiding potential from A





(ξ −ξλ )2 (2.44)
For a constant velocity SMD simulation, the external parameter constraining ξ will have the
form:
ξλ (t) = ξSMD(0)+ vt (2.45)
The ξSMD(0) represents the point in phase space at the starting point of the RC. The velocity,
v, is given analytically before the simulation is started. Hence, the overall form of the
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Hamiltonian for the SMD trajectory becomes:
HSMD(r, p) = H (r, p)+wi(ξ ) (2.46)
from this modified Hamiltonian, the PMF of the RC can be calculated from the stiff-spring
approximation method, as shown by Schulten and Park [108], and further detail can be
found in the referenced paper. The work done in each trajectory is calculated by a time















using these relations, to calculate the overall PMF, the spring constant (for the stiff spring
potential is interpreted to be strong enough so that the molecule we are moving at constant
velocity does not deviate far from the chosen RC, ξ . The PMF is related to the free energy










Where Φ represents the PMF. The assumption we take with this interpretation is that the
spring constant is chosen so that the RC is identical to the work potential i.e. ξ =λ . We can
approximate the Φ(ξ ) term using a taylor expansion [108]. Hence, an expression for the
free energy change can be rearranged for the Φ(ξ ) (i.e. the PMF) of the trajectory.
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As we know the term for the Fλ from the JE, this equation can then be used to calculate
the PMF. There are some known issues with using the JE for calculating the PMF. One
of the issues is that the exponential work term, ⟨e−βW ⟩, shifts away from the true work
distribution - this is shown in Figure 2.5 which shows the significant shift of the exponential
work distribution when we take β values of -1 and -3. Secondly, it is not certain that with
a sufficiently high pulling force/velocity, the sampled distribution on the RC will be an
equilibrium distribution. To overcome the first difficulty, Schulten et al [108] suggested a
correction term of the JE free energy expression, using a truncated cumulant expression:
ln⟨e−βW ⟩= β ⟨W (t)⟩− β
2
(⟨W (t)2⟩−⟨W (t)⟩2) (2.51)
this expression essentially shifts the work distribution back from where it would be after
the exponential multiplication. However, even this is only in the case when the contribution
from the dissipative work only shifts the work distribution near the tail regions of the actual
work distribution Gaussian; if this is not the case, the sampled work would not be near
the equilibrium region, which would question the practical use of the JE. This improved
sampling interpretation was presented by Schulten et al [108]. Hence, one of the main
focuses of this work is the convergence of the free energy profiles across a complex, high
energy barrier of the JE-SMD technique, compared with the US technique. If we assume
that the US does indeed, give the true free energy profile across a coordinate, is it better to
use a single slow simulation, or multiple fast simulations for SMD? If the sampling time
for the ‘slow’ method extends beyond the total sampling time for US sampling bins, then
the entire purpose of using a non-equilibrium sampling method is redundant and hence,
further investigation is required to revalidate the applicability of this kind of non-equilibrium
methods.
48 Theory of Simulations
2.7 Conclusion
In this Chapter, we have shown an overview of the MD technique as a method of simulating
the real-time physics of a many-body system, and two branches of bias-sampling techniques
which have been utilised to analyse the free energy change across high energy regions,
known as equilibrium and non-equilibrium methods, of which we have reviewed the US and
the JE-SMD method. One of the key goals in this work is to compare the free energy profiles
produced between these methods for the RC across a model bilayer normal, a complex
RC where we see multiple physiochemical characteristics, convergence properties and free
energy barriers, and to establish the computational efficiency and quantitative accuracy of
each method in comparison.
CHAPTER 3
THE COMPARISON OF UMBRELLA SAMPLING METHODS AND
STEERED MOLECULAR DYNAMICS FOR COMPUTING FREE
ENERGY PROFILES OF TOLUENE MOLECULES THROUGH LIPID
BILAYERS
3.1 Introduction
The properties of lipid bilayers in vivo has been a subject of much interest due to the large
variety of structures these can form. The factors that affect the macrostructure and stability
of the bilayer are complex, involving the chemical composition of the head and tailgroups,
headgroup area, tailgroup composition, and the hydrophilicity/hydrophobicity of the chem-
ical moieties composing the bilayer. Given the complexity of the systems involved, exper-
imental methods such as AFM and fluorescent microscopy have limitations on the level of
elucidation possible, and often, the experimental preparation does not represent the in vivo
situations, which means that it can only give partial insight into the system. Hence, molec-
ular simulation techniques have become a powerful method for measuring properties when
that is impractical in experimental conditions. As the system can be set and adjusted with
fixed parameters (such as pressure, volume, chemical potential), it is possible to use the
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tools of statistical mechanics to compute the state variables. In particular, the free energy
(FE) of processes has become an essential property to compute.
Among the equilibrium sampling methods, the umbrella sampling (US) method has been
ubiquitous in its use, due to its intuitive nature and relative simplicity of implementation.
The weaknesses of the US method comes from its high computational cost - the high en-
ergy parts of the phase space needs to be sampled adequately with the right overlap between
each sampling space, and the discrete sampling each bin of the reaction coordinate requires
a large trial and error process to find parts that may require additional sampling bins. Al-
ternatively, Jarzynski [31] demonstrated a revolutionary equality (known in the literature as
Jarzynski’s equality (JE)), which showed that, independent of the velocity of the process
(hence, can be a non-equilibrium process), the force-distance curve along the reaction co-
ordinate can be used to compute the work i.e. a path-dependent function can be used to
compute the free energy of the process, an equilibrium state function.
The calculation of the free energy using JE based methods introduced fast-switching events
as a possible efficient alternative to the US method. Should the validity of the equality be
widely applicable, the advantage of the method compared to the US method is obvious -
one would not need to sample so many discrete bins along the reaction coordinate, which
would allow saving of computational resources and allow the calculation of a much greater
range in reaction coordinates. By adapting a moving Hooke’s Law potential, Schulten et
al suggested using the steered molecular dynamics method [108] which can constrain the
particle/molecule across the reaction coordinate and compute the work distribution which is
required for the calculation of the FE (Hence, we abbreviate this practical implementation
of JE as JE-SMD). Previous studies comparing the US and JE-SMD have established that
the SMD method can give comparable results to the US method for an accurate estimate
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of the free energy profiles, depending on the velocity chosen for the moving harmonic po-
tential. However, evidence has also arisen which suggests that sampling issues arise when
implementing the method for complex many body systems. Previous verifications of the
JE involve relatively simple processes, such as the extension of a DNA residue [108] and
the unfolding of RNA hairpins [109], which does not therefore, dismiss the possibility of
error in the JE-SMD method when applied to many body systems. The trial systems which
were used to verify the JE method used a Langevin dynamics parameter to mimic thermal
fluctuations, and it’s small size allowed the repeated simulations (of the order 10,000 runs
and more) to be done with ease, which are situations not available in the vast majority of
complex reaction coordinates, where the simulation costs relating to the level of atomic de-
tail and size are the limiting factors for making a comparable number of simulations.
Kuyucak et al [110, 111] showed that the JE-SMD free energy measurements in compa-
rably ‘complex’ systems, such as the flow of water molecules across a carbon nanotube and
a gramicidin A/bilayer channel, suggested that there was a greater inconsistency in the JE-
SMD method in comparison with the US method in the gramicidin example, when there are
stronger fluctuations in the surrounding system, there is a greater discrepancy of the free
energy change compared to the US method. However, in each of these cases, the reaction
coordinate consisted of a pathway that consists of a rigid, channel-like structure through
the bilayer, rather than interacting with the undulating elements of the lipid groups them-
selves: A comparative study of the JE-SMD method with the US simulation with a solute
and a dynamic, unconstrained bilayer system has, to this author’s knowledge, not been at-
tempted and tested for use. If the JE-SMD method proves to give identical free energy
profiles with a reduced number of sampling simulations in comparison to the US method,
this would suggest that the JE-SMD method acts as a superior alternative method to the
US method. Bench-marking and comparing the US and JE-SMD free energy methods in a
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sample membrane-like environment, therefore, is the purpose of this work. To measure the
accuracy of free energy methods in bilayer translocation simulations, we have used sam-
ple systems with well-known chemical moieties - we have simulated a small hydrophobic
molecule type (toluene) to compare and contrast the SMD method with known literature,
and to assess the sensitivity of the free energy profile on the velocity of the moving harmonic




Each simulation was run with the LAMMPS molecular dynamics package [112]. The
ELBA biomolecule mixed resolution coarse-grained and all-atomic (CG-AA) compatible
MD-forcefield was provided from the research group of Mario Orsi and Jonathan Essex
[13, 113]. The AA-CG compatibility of ELBA allows an arsenal of explicit FF potentials to
be used in combination with the CG-lipid forcefield; the interatomic potentials of the GAFF
(General Amber Force Field) [114] can be combined with the CG potentials of the lipid
molecules. Hence, the model allows inter-compatibility with the traditional AMBER force
field (consistent AM1-BCC charge models with identical VdW parameters) which gives it
wide applicability to known libraries of small molecules. The ELBA FF parameters have
been described in detail in the literature [13], so a brief description of the forcefield will be
described here. The ELBA model non-bonded cut-off potentials are explicitly treated via
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the modified LJ equation:



































where ε and σ are standard LJ parameters, r is the distance between particles, and rc is
the cutoff distance. C1 represents the parameter for the CG-AA interaction, chosen empir-
ically as 0.5 [115]. A novel addition compared to the CG-MD models such as Shinoda-
Devane-Klein (SDK) and MARTINI [11, 15] is the inclusion of dipole moments in the lipid
headgroups and the water molecules [13]. The dipole moments computed via the relation:











where ε0 is the permitivity of free space, µi and µ j are the dipole moment vectors of sites
i and j, ri j is the distance vector magnitude between sites i and j. si j is the ‘switching’
function acting between the switching radius rs, and cutoff radius rc:
si j =
 1, if ri j ≤ 0(rc−ri j)2(rc+2ri j−3rs)
(rc−rs)3
, if rs ≤ ri j < rc
hence, the total interaction energy (the LJ and dipole) between particles can be written as:
Ui j =ULJi j +U
µµ
i j (3.4)
where ULJi j and U
µµ
i j are equations 3.1 and 3.2 respectively. Interactions between the coulom-















µ j · ri j (3.5)
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(a) (b) (c)
Fig. 3.1 Schematic of the DPPC molecule and the toluene molecule, shown in (a) and (b)
respectively. The DPPC molecule is composed of CG beads, while the toluene molecule is
built from the AA GAFF forcefield [114].
where r is the distance vector between dipole and monopole, r is the magnitude of the
distance vector, Qi is the charge of the atomistic particle, and p is the dipole vector of the
CG bead. where ε0 is the permitivity of space, ri j is the interparticle distance vector, ri j
is the magnitude of ri j and rc is the cutoff radius. Weighting coefficients for the LJ and
coulombic interaction parameters are briefly described here. The scaling parameter for the
AA-CG LJ interaction CLJ is implemented through the shifted-force potential:



























When modelling the test molecules, the toluene molecule was constructed via the GAFF
amber forcefield, using the ambertools and antechamber programs [116]. The scaling pa-
rameter used for the AA-CG LJ interactions (equations 3.1 and 3.5) was used to model the
interaction between the CG components of the lipids to the AA-components of the toluene
and the lipid molecules.
3.3 Simulation Parameters
Each bilayer system was initally run on an NVT run with the Langevin thermostat for 100
ns. A production simulation run with the Berendson barostat and Langevin thermostat (i.e.
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a NPT equivalent) for 1 µs to ensure that the system has been equilibrated, in addition to
simulating a zero-surface tension (γ) simulation. The ELBA-CG-AA hybrid model offers
an intriguing possibility of new insights, with AA-level detail coupled with CG-level simu-
lation scales. The compatibility of it’s CG-FF with the wealth of forcefields available for ex-
ample, the AMBER14/GAFF forcefield, makes it a promising target for further studies with
molecules without having to parameterise new forcefield models. The rRESPA (reversible-
Reference System Progator Algorithm) was used to divide the total timestep to compute the
AA and CG components on a different timescales. Outer level timesteps updated the CG-
CG interactions (i.e. between the ELBA-beads) while the AA-CG and AA-AA interaction
were updated in the inner level. Figure 3.1 shows the schematic of the DPPC molecule used
for this simulation.
3.3.1 Free Energy Calculations
Umbrella Sampling
For the US simulations, the reaction coordinate was divided in 1.0 Å intervals from the cen-
ter of the bilayer to the headgroup region of the leaflet. The bias potential for each umbrella
window was set to 2.5 kcal mol−1, increased to 5.0 kcal mol−1 for 2 Å above and below
the headgroup region in the z coordinate (this follows closely the US procedure followed by
Genheden et al [115]). The benchmarking US simulation for the toluene molecule was also
undertaken under similar conditions - the toluene was tethered at 1 intervals apart rang-
ing from 0 Å(bilayer centre) to 30 Å(above the headgroup region). In total, 30 umbrella
windows were equilibrated with an initial run of 10 ns, and production runs for toluene co-
ordinates for weighted histogram analysis method (WHAM) [25, 28, 117] analysis were run
for 30 ns for each bin.
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The Weighted Histogram Analysis Method - WHAM
Here, we give a brief description of US and weighted histogram analysis method (WHAM)
method, which is used to unbias the discrete sampling potentials across the reaction coordi-
nate. From this, we can express the unbiased free energy change as a function of the biased
distribution:
G(ξ ) =−kBT lnP′(ξ )−wi(ξ )+Fi (3.7)
where G(ξ ) represents the true free energy (Gibbs), P′(ξ ) represents the biased probabil-
ity distribution of coordinates, from the implementation of the harmonic biasing potential,
wi(ξ ) represents the umbrella potential we implement along the reaction coordinate to en-
sure the solute samples the right coordinate space, and F is a undetermined constant (or
free energy constant), used for combining the umbrella simulations together to produce the
final free energy profile. U ′(ξ ) is represented in this case by Hooke’s Law potential - i.e. a
harmonic biasing potential, which is implemented at every along the z coordinate, ranging
from the center of the bilayer to the aqueous phase.
The WHAM equations seek to recombine the biased potentials through the following itera-
tive equations to establish the best estimate of the P(ξ ); the unbiased probability distribution







i=1 Ni exp(Fi −Ubias,i(ξ )/kBT )
(3.8)
where Nwindows refers to the total number of bins used to divide the reaction coordinate (for
a total of 30 simulations along a path of length 30 Å), Ubias represents the biased spring
potential at each bin, and P(ξ ) represents the unbiased probability distribution. With an
initial guess of the values used to combine the histograms at each bin, we approximate a
better estimate of the P(ξ ). Here, as we are looking at the translocation of the toluene
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molecule through the bilayer, we can write ξ as z - hence, this approximated P(z) is then








where i represents the index of bins representing each umbrella bin. This iterative process
is repeated until no change is detected in the P(z) and F values - i.e. when the iterations
become self-consistent. As we want to compare the accuracy and efficiency of the US and
JE-SMD method, we can estimate the approximate time taken for the PMF of the US to
converge; if each umbrella bin along the reaction coordinate is run for 30 ns, then we can
approximate that over 30 bins, that the total simulation time required for a well-sampled
free energy profile is 900 ns, which will be used as the benchmark to compare the total
simulation time required compared with the JE-SMD methods.
Jarzynski Equality
The Jarzynski equality (JE) is defined as:
e−β∆G(z) = ⟨e−βW (z)⟩ (3.10)
where β is the Boltzmann factor, ∆G(z) the free energy at the given z coordinate, and W
is the work. What is intriguing with this equality is that W is a path-dependent property,
whereas ∆G is a state function - an equilibrium property. Hence, this value equates a non-
equilibrium property to a equilibrium property. Inherent issues regarding the practical use
of JE is the inherent bias related to insufficient sampling and the magnitude of the aver-
age dissipated work. A direct interpretation of the JE to map a free energy profile can be
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Where N is number of work profiles along the reaction coordinate to average over. However,
as the use of the JE for free energy calculations may suffer from a significant amount of bias
(i.e. the difference between the expected value of the free energy and its estimate, ∆G - ∆GJ)
due to the insufficient sampling along the reaction coordinate. The second order cumulant
expansion term for the JE was used to correct this bias due to this sampling problem [108]:





(⟨W (z)2⟩−⟨W (z)⟩2) (3.12)
where the (⟨W (z)2⟩− ⟨W (z)⟩2) term is the variance of the work along the reaction coor-
dinate (where the angular brackets represent the averaged value over N trajectories), and
the ⟨W (z)⟩ term is the averaged work - this modified JE term for the free energy differ-
ence is valid on the condition that the work distribution along the reaction coordinate is
Gaussian, as this enables the elimination of cumulants higher than that of second order of
the JE to equal 0. When using this estimator to compute the free energy, another factor to
consider is the distribution of the dissipation work, where the dissipated work is defined as
the difference between the averaged work and the true free energy difference at the reac-
tion coordinate - the magnitude of the dissipated work dictates the width of the Gaussian
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where σ2W (z) represents the variance of the work. The probability of observing a trajectory
with negative dissipation work [118] can be described as:






where ⟨W(z)dissipation⟩ represents the averaged dissipation work along the trajectory. The
equation implies that with a larger Wdissipation, the probability of observing a negative dis-
sipation work event sharply decreases. Hence, an increased magnitude of dissipated work
corresponds to a lower probability of observing negative work events, and is undesired. An
alternate method for taking into account the bias of insufficient sampling was suggested by










, and Cb is a fitted parameter that determines the boundary
of the small N - large N regime. We have utilized Cb = 15, as tested by Gore [118]. From
this, we can estimate a bias-corrected Jarzynski estimator:
∆Gbias = ∆GJ −BJ (3.16)
When computing average work along the reaction coordinate, we followed a block-averaging
procedure, where every value in an Å interval along the reaction coordinate was binned and
averaged, and the variance within each bin was sampled using the mean value of each bin.
We computed several terms to assess the validity of the JE for the elucidation for an accu-
rate free energy profile. We computed the ∆GJ term, ∆Gcumulant, ∆Gbias, and the σ2w. The
simulation procedure to compute the work distribution across the reaction coordinate was
implemented as follows; after 1 µs of equilibration, the toluene molecule was inserted and
held at 30 from the bilayer normal. The system was further equilibrated for 1 ns to ensure
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that the bilayer remained unaffected by the toluene molecule at that distance. For the SMD
method, four velocities were assigned - at constant velocities of 8 × 10−6 fs−1 (faster), 5 ×
10−6 fs−1 (fast), and 8 × 10−7 fs−1 (slow) and 5 × 10−7 fs−1 (slower). These velocities
have been checked with previous studies and deliberately slowed to systematically analyse
the effect of velocity - for example, Schulten et al used velocities of 0.1 Å ns−1 (0.0001
Å fs−1) , 10 Å ns−1 (0.01 Å fs−1), 100 Å ns−1 (0.1 Å fs−1) when validating the JE-SMD
method through stretching deca-alanine simulations [108]. In other examples, Kucuyak et
al [110, 111] used velocites ranging from 1.25 to 10 Å ns−1 (Hence, 1.25 × 10−6 Å fs−1 to
10.0 × 10−6 Å fs−1), which are directly comparable to the velocities used with our simula-
tions. Given this, we can conclude that the velocities we have chosen are reasonable to test
the JE-SMD method. The ‘faster’ and ‘fast’ velocities can be defined as the ‘fast-growth’
regime, while ‘slow’ and ‘slower’ velocities can be recognised as the ‘slow-growth’ regime.
The biasing potential (Hooks potential) to anchor the toluene molecule to the reaction co-
ordinate used a force constant of 25 kcal mol−1. The work values were collated over 20
repetitions of the pulling simulation. To analyse the effect of using increased sampling
blocks, we measured the ∆GJ, ∆Gcumulant, ∆Gbias terms and the σ2w term over of N = 10, 15
and 20 simulation runs.
3.3.2 Measuring the Convergence at increments of the Potential En-
ergy Surface
To gain a practical measure of the sampling environment through the reaction coordinate
(i.e. the bilayer normal), we have measured the pairwise interaction forces between the
toluene and the lipid environment - specifically, we divided the interaction between the
headgroup and tailgroup interactions, as these have distinct anisotropies and chemical moi-
eties. By analysing the difference between the interaction forces observed between the
JE-SMD velocities and the US snapshots, we can get an indication of the effect of velocity
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(a) (b) (c)
Fig. 3.2 Trajectory snapshots for the JE-SMD/US simulations for the toluene/DPPC.
upon the sampling of the intermolecular forces - whether it diverges or converges towards
the US sample with a slower velocity.
Index Method Solute Type N v (Å fs−1) k (kcal mol−1 Å) t (ns)
1 JE-SMD toluene 20 8 x 10−6 25 100
2 JE-SMD toluene 20 5 x 10−6 25 120
3 JE-SMD toluene 20 8 x 10−7 25 720
4 JE-SMD toluene 20 5 x 10−7 25 1200
5 US toluene 30 - 25/50 900
Table 3.1 List of simulations run in this study - including all velocities of the JE-SMD
simulations, and the US simulations used as the benchmark/control to compare against. v
represents the velocity of the JE-SMD simulations, k represents the spring constant used
for restraining the toluene molecule to the reaction coordinate, while t represents the total
simulations time required.
3.4 Results
3.4.1 Toluene Simulations - JE-SMD/US comparison
Table 3.2 shows the collated data and growth regions for each velocity of the JE-SMD im-
plementation. The benchmark US simulation (Figure 3.10(a)) shows free energy change of
-5.5 kcal mol−1 (corresponding to 23.012 kJ mol−1, which is comparable to the BERGER
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(a) (b)
(c) (d)
Fig. 3.3 Probability distribution of the work (W(z)) along the reaction coordinate of the
toluene for the JE-SMD simulations, where (a), (b), (c) and (d) show the work distributions
for the v = 8 × 10−6 fs−1, 5 × 10−6 fs−1, 8 × 10−7 fs−1 and 5 × 10−7 fs−1 (corresponding
to the faster, fast, slow and slower velocities respectively).
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(a)
Fig. 3.4 The total interaction energy between the toluene and the DPPC headgroups (phos-
phate, glycerol, choline) and the DPPC tailgroups (C-triplets) shown in (a) and (b) respec-
tively. The force interaction was measured for each velocity of the JE-SMD simulations and
the equivalent US simulations.




, for dissipation work between 0 - 50 kcal
mol−1. Interpreting the β2 σ
2
w as the dissipation work, the αb was selected when computing
the ∆G(z)bias from the JE-SMD simulations
64
The Comparison of Umbrella Sampling Methods and Steered Molecular Dynamics for
Computing Free Energy Profiles of Toluene Molecules through Lipid Bilayers
(a) (b)
(c) (d)
Fig. 3.6 The free energy profiles computed from the v = 8 × 10−6 fs−1 ( f aster) JE-SMD
simulations. (a) shows the ∆GJ, (b) shows the ∆Gcumulant, (c) shows the ∆Gbias while (d)
shows the ⟨W (z)2⟩−⟨W (z)⟩2 respectively. The convergence of JE-SMD simulation profiles




Fig. 3.7 The free energy profiles computed from the v = 5 × 10−6 fs−1 ( f ast) JE-SMD
simulations. (a) shows the ∆GJ, (b) shows the ∆Gcumulant, (c) shows the ∆Gbias while (d)
shows the ⟨W (z)2⟩−⟨W (z)⟩2 respectively. The convergence of JE-SMD simulation profiles
was shown from N = 10, 15 and 20 simulations respectively.
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(a) (b)
(c) (d)
Fig. 3.8 The free energy profiles computed from the v = 8 × 10−7 fs−1 (slow) JE-SMD
simulations. (a) shows the ∆GJ, (b) shows the ∆Gcumulant, (c) shows the ∆Gbias while (d)
shows the ⟨W (z)2⟩−⟨W (z)⟩2 respectively. The convergence of JE-SMD simulation profiles




Fig. 3.9 The free energy profiles computed from the v = 5 × 10−7 fs−1 (slower) JE-SMD
simulations. (a) shows the ∆GJ, (b) shows the ∆Gcumulant, (c) shows the ∆Gbias while (d)
shows the ⟨W (z)2⟩−⟨W (z)⟩2 respectively. The convergence of JE-SMD simulation profiles
was shown from N = 10, 15 and 20 simulations respectively.
(a) (b)
Fig. 3.10 The free energy profile extracted from the series of US simulations for the toluene
molecule. (a) shows the probability distribution overlap between the constrained simulations
along the reaction coordinate, while (b) shows the free energy profile convergence over 30
ns, illustrating the convergence profiles at 5, 10, 15 and 25 ns. From the overlap between
the 15 and 25 ns, we can conclude that the US profile as converged.
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AA and MARTINI CG forcefield values (-12.5 - -20.92 kJ mol−1) [119–121]. Here, the
key features to compare with the JE-SMD results is the energy trough near trough near z
= 15 Å, and the quantitative consistency with the change. Figures 3.9, 3.8, 3.7, 3.6 shows
the ∆GJ, ∆Gcumulant, ∆Gbias and ⟨W (z)2⟩−⟨W (z)⟩2 for each velocity of the JE-SMD simu-
lations. Figure 3.5 shows the αb plot used for computing the ∆Gbias values. Each JE-SMD
plot was shown as to show to convergence with averaging over larger numbers of SMD sim-
ulations. For the v = 8 × 10−7 fs−1 (faster) simulations, we see an overall change of 4 - 8
kcal mol−1, 2 - 8 kcal mol−1 and 4 - 7 kcal mol−1 for the ∆GJ, ∆Gcumulant and ∆Gbias values
respectively. The ⟨W (z)2⟩−⟨W (z)⟩2 show values of 0.2 - 3 kcal mol−1. Similar results are
seen with the v = 5 × 10−7 fs−1 ( f aster) simulations, which show very similar patterns
with increasing N simulations - it is clear that the JE-SMD simulations in the ‘fast-growth’
regime ( f aster and f ast velocities), none of the JE interpretations reproduce the US results
effectively, and that there is minimal effect on the free energy profile upon increasing the N
number of simulations.
Interpreting the ‘slow-growth’ regime simulations, the v = 8 × 10−7 fs−1 JE-SMD sim-
ulations, we see a overall improvement in the PMF profiles - we see an overall change of 0 -
4 kcal mol−1, -2.5 - 5 kcal mol−1 and -1 -4.5 kcal mol−1 for the ∆GJ, ∆Gcumulant and ∆Gbias,
while we see a range of 0 - 2.8 kcal mol−1 for the ⟨W (z)2⟩− ⟨W (z)⟩2 values. There is a
clear emergence of features of the free energy profile between 0 - 7.5 Å with the ∆Gcumulant
and ∆Gbias, which represents a marginal improvement. We observe a significant improve-
ment in the feature representation in the free energy profile with increasing sampling. As
the range of ⟨W (z)2⟩−⟨W (z)⟩2 is not significantly different from the ‘fast-growth’ regime,
it is apparent that it is the insufficient sampling of the phase space is the reason for the dis-
crepancy from the US results. For the slower regime, at velocities of v = 5 × 10−7 fs−1,
we see the closest consistency with the US profile - at N = 10 simulations, there are still
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(a) (b) (c)
Fig. 3.11 The collated free energy profile JE-SMD simulations, as shown by the v = 8
× 10−6 fs−1, 5 × 10−6 fs−1, 8 × 10−7 fs−1, 5 × 10−7 fs−1 (corresponding to the
f aster, f ast, slow, and slower velocities respectively) JE-SMD simulations, with the US
result as the benchmark profile. (a) shows the ∆GJ interpretation, (b) shows the ∆Gcumulant
interpretation, and (c) shows the ∆Gbias interpretations of the JE respectively. Each JE-SMD
simulation profile was taken from averaged values from N = 20 simulations.
clear convergence issues of the free energy profile, as we observe a free energy change of
approximately 2.0 kcal mol−1 - however, even within these profiles, we see the key features
that are consistent with the US profile - the trough at 10 - 20 Å and 0 - 7 Å. This problem is
reduced by averaging over larger number of samples (N = 15, 20), where we see a overall
free energy change of -4.0 kcal mol−1 for the ∆GJ, ∆Gcumulant and ∆Gbias profiles. Here, it
is clear that the ∆GJ and ∆Gbias shows the clearest consistency with the US results, while
the ∆Gcumulant profile slightly overcorrects the free energy region near the 0 - 7 Å region.
3.5 Discussion
From the work distributions along the reaction coordinate of the reaction coordinate (Figure
3.3), we have shown that the distribution follows a series of Gaussian-like profiles, which
would seem to the condition for which the cumulant approximation of the JE-SMD method
be applicable. In the JE-SMD validation by Schulten [108], they reported the dissipation
work to be between 1.9 to 4.3 kcal mol−1 (3.1 kBT - 7.1 kBT) - where a smaller estimate
corresponded to a PMF profile that was closer in convergence with the corresponding US
example. With our toluene simulations, we observe dissipation work values in the range of
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FE Method v (Å fs−1) ∆G (kcal mol−1) BJ αb type
∆GJ 8 × 10−6 5.0 2.5 0.5 fast-growth
∆GJ 5 × 10−6 5.0 2.5 0.5 fast-growth
∆GJ 8 × 10−7 0.1 2.5 0.5 slow-growth
∆GJ 5 × 10−7 -3.0 2.5 0.5 slow-growth
∆Gcumulant 8 × 10−6 2.0 2.5 0.5 fast-growth
∆Gcumulant 5 × 10−6 2.0 2.5 0.5 fast-growth
∆Gcumulant 8 × 10−7 -2.5 2.5 0.5 slow-growth
∆Gcumulant 5 × 10−7 -4.5 2.5 0.5 slow-growth
∆Gbias 8 × 10−6 4.0 2.5 0.5 fast-growth
∆Gbias 5 × 10−6 4.0 2.5 0.5 fast-growth
∆Gbias 8 × 10−7 -0.9 2.5 0.5 slow-growth
∆Gbias 5 × 10−7 -4.0 2.5 0.5 slow-growth
US - -4.5 - - -
Table 3.2 Data for the overall change in ∆G for each JE-SMD simulation, with the bias (BJ)
and fitted parameter (αb) utilised to compute ∆Gbias at each velocity respectively.
0 - 3 kcal mol−1, which indicates that we are working within a quasi-equilibrium region in
each JE-SMD profiles. Other bilayer comparison studies of the JE-SMD and US methods
by Kuyucak et al [110, 111], even a small inclusion of coulombic interactions can affect ef-
ficient sampling with both fast and slow simulations. Previous work by Warshel et al [122]
has shown in protein ligand binding studies the problems regarding the high convergence
time of electrostatic interactions, showing that the convergence of a simple gramacidin A
channel takes of the order of µs. In our example, the toluene molecule was explicitly chosen
as a non-ionic, hydrophobic molecule which would circumvent the sampling issues related
to the coulombic potentials.
The final comparison between the JE-SMD and US results are indicated in Figure 3.11,
which indicates a significant sampling problem in the JE-SMD simulations at velocities of v
= 8 × 10−6 Å fs−1, 5 × 10−6 Å fs−1 and 8 × 10−7 Å fs−1, which correspond to the ‘faster’,
‘fast’ and ‘slow’ simulations respectively; in the ‘ f aster’ and ‘fast’ case, the regions of 0
- 20 Å fails to capture the overall shape or magnitude entirely, while for the ‘slow’ case,
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the region of 23 - 30 Å, the shape has relatively converged, and while we do see an overall
lowering of the PMF in the region of 0 - 20 Å, it still fails to capture essential properties of
the US simulation such as the trough in the 10 - 15 Å region of the reaction coordinate. It
is only with the 5 × 10−7 Å fs−1 (‘slower’) JE-SMD samples that we see a pattern of con-
sistency with the US result - the overall change of -6 kcal mol−1 is comparable to the -4.4
kcal mol−1 we see with the US result, and although sampling issues remain, as indicated by
the shallow trough present in the 10 - 15 Å region, it is clear that it follows the shape of the
US free energy profile. The trend we seem to see with a JE-SMD simulation is that with a
slower velocity (i.e. being closer to the equilibrium regime), the free energy profile for the
JE-SMD shows marginal improvements in its profile, and the magnitude of change becomes
smaller (i.e. approaches the US). In conclusion, Schulten et al [108] has commented that the
JE is valid for processes at any speed, and while this may be true in theory, even at velocities
where it becomes practical compared to the US method, the bias due to the under sampling
of rare-trajectories makes the JE-SMD method impractical to use unless when used for the
simplest systems.
3.6 Conclusion
We have used a sample toluene/bilayer system to establish the validity of JE-SMD method
with the US method; we have divided the JE-SMD experiments into two regimes of veloc-
ities - a ‘fast-switching’ regime where the total number of simulations are computational
more efficient compared to the US method, and a ‘slow-switching’ regime where total sim-
ulation time is comparable or exceeds the total simulation time in sum of the US sampling
bins. The PMF profile from the US simulations confirmed that the FF model we have used
with this simulation can be trusted to produce consistent PMF data with known literature,
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and hence is valid to use as a benchmark to compare the JE-SMD simulations.
To measure the efficiency and accuracy of the JE-SMD method to one that is comparable
to the US method, we implemented three interpretations of the JE - the raw JE interpreter,
∆GJ, the cumulant second-order interpreter ∆Gcumulant which corrects the sampling bias,
and ∆Gbias, which is an alternate method for taking into account high sampling bias. Within
the scope of a simple bilayer/toluene simulation, we failed to see a convergence towards
US results in the ‘fast-switching’ regime, with all interpretations of the JE-SMD, while in
the ‘slow-switching’ regime, results varied; while we observed significant improvements in
terms of the appearance of peaks and troughs in the free energy profile, the JE-SMD did not
fully converge towards the US result at even the slowest velocities, and each bias corrected
interpretations of the JE-SMD did not significantly alleviate the sampling problem. From
looking at step-wise convergence (adding a set number of simulations for the JE-SMD in-
terpreters), we saw significant improvements in the quantitative profile of the free energy
profile in the ‘slow-switching’ regime, while at ‘fast-switching’ regimes, this had marginal
effects.
Hence, based on the evidence from this study, it is clear that the primary factor in im-
proving the JE-SMD profile its vicinity to a quasi-equilibrium region - slower sampling
allows for this, but at the rate which this energetic region is reached, the computational cost
and number of simulations required becomes prohibitive, and hence, noncompetitive when
compared to the US method - In the ‘slow-switching’ regime, we have already allocated
a longer total simulation time compared to the US simulations, which again indicates that
the the JE-SMD method needs modification if it is to be practically utilised. As this bi-
layer system was designed to be as simple as possible, it is clear that this sampling issue
can only be exacerbated when implemented towards highly inhomogeneous reaction co-
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ordinates where intermolecular forces of high convergence such as coulombic forces take
prominence. Hence, while it is clear that the JE-SMD method provides a path towards an
efficient alternative to free energy sampling, issues remain in its interpretation, and further
work is required to correctly account for significant bias of the region. This result also calls
into question many of the previous results that used velocities that are magnitudes higher
than those used in this simulation study, and hence, calls for a comphrensive review.
CHAPTER 4
INTERACTION OF VARIABLE HYDROPHOBIC NANOPARTICLES
WITH NON-IONIC BILAYERS
4.1 Abstract
The mechanism of transit of a nanoparticle (NP) through a biomimetic bilayer is highly
dependent on the composition and property of the NP. Here, we analyse three key properties
of a NP - the effect of size, hydrophobicity and the PMF change upon the reaction coordinate
where the NP translocates through the bilayer. Through a continuum model of a NP based on
a Hamaker style model, we have created NP of tunable properties. The effect of hydrophilic,
hydrophobic, and intermediate properties of the NP is analysed against a biomimetic bilayer
- we show that this model can illustrate three distinct properties - where the hydrophilic type
shows rupture of the bilayer, the hydrophobic type showing a entrapment of the NP around
the hydrophobic tailgroups of the bilayer, and the intermediate type showing a distinct,
direct translocation type mechanism. Increasing the NP size shows different effects for




4.2.1 The Role of Biomimetic Vesicles in Simulations
The self-assembly of nanoparticles (NPs) and amphiphilic macromolecules offers a pow-
erful route to generate functional soft materials with controllable structure and properties.
At the most basic level, polymeric vesicles are liquid-containing sacs and have a compart-
mentalised enclosed volume shiel ded from the outside liquid environment by a bilayer
commonly composed of amphiphilic molecules. The tendency of surfactants to aggregate
into large vesicular structures allows polymeric amphiphiles to be used as a model to emu-
late properties of more complex biomembranes.
As a result, numerous studies with representations of complex bilayers have been attempted
- biomembranes contain numerous heterogeneous components and factors such as the pres-
ence of membrane proteins, varying rigidity of the lipids and varying charge density near
the headgroups, to name a few [123]. These factors control the curvature, diffusive proper-
ties and mechanisms of translocation through a bilayer. Given the need to allow selective
permeation of molecular species, the additional mechanisms biolipid systems have evolved
involve complex mechanisms which allow passive and active diffusion, controlled by a con-
centration gradient or an energy-input driven process respectively. Despite the complexity of
the systems involved, recent successes in particle delivery, such as the development of inhal-
able insulin [124], amongst others, has highlighted the possibilities of NPs as novel agents
in clinical applications. Difficulties remain, however, in determining which component-by-
component interactions are responsible for phenomena ranging from the direct translocation
of a NP to the rupture of the bilayer. Questions remain with regards to the mechanism of
how foreign particles can interact near the bilayer interior - what properties imply the mech-
anism of transit? Passive translocation processes for example, do not require an external
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energy input, which would dictate that the surface functionalization of the NP primarily
dictates the mechanism of membrane translocation [125].
The purpose of this work is to provide an overview of the mechanism of transit of a NP
with respect to it’s surface composition. To address this challenge, we have investigated
the mechanisms by which NPs of varying size and hydrophobicity interact with and cross
biomimetic polymer membranes. To this end, we have simulated a polyoxyethylene-glycol
(PEG-PEO) surfactant bilayer; this surfactant provides a large variety of phase transitions
depending on the temperature, concentration and on structural properties, and computa-
tionally intensive coulombic potentials are not taken into account, which alleviates the MD
computation. We have developed nonspecific model NP-bilayer systems which comprised
a coarse-grained poly(ethylene)6-block-poly(ethylene oxide)2 (C12E2) bilayer in water and
a generic NP of 1.0, 1.5 or 2.0 nm radius (R) with hydrophilic, hydrophobic or intermedi-
ate character (Hence, nine different systems to analyse in total). Similar continuum style
models, targeting the efficiency through the use of generic parameters have been studied
before using DMD/LME simulations of hydrophilic models [126]. However, using similar
continuum models to tune the hydrophobicity has not been attempted before. We show that
by adjusting this continuum model of a NP, we can reproduce many of the properties of
hydrophilic/hydrophobic NPs and also show that NPs of intermediate hydrophobicity can
undergo a direct translocation.
From our simulations, we have identified three distinct, size-dependent mechanisms - where
the hydrophilic NP forms a pore like deformation of varying sizes, depending on the radius
of the NP. For the intermediate character type, we show that this NP models a direct penetra-
tion through the bilayer, with minimal disruption in the bilayer, coupled with a flattened free
energy profile. With the hydrophobic NP type, we show that the hydrophobic groups within
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In this work, we use the Shinoda-DeVane-Klein (SDK) CG model [127, 128]. The model
has been parameterized against thermodynamic properties (densities, interfacial tensions,
transfer free energies) and has been applied successfully by itself or as a model to study a
range of soft matter systems [12, 129, 130], and recently extended to include representations
of amino acid residues and rigid molecules such as cholesterol. A brief description of their
coarse-graining approach follows here - within this model 3-5 heavy atoms are represented
by a single interaction site or "bead" (one water bead represents three water molecules).
The system in this study consisted of a single NP, a non-ionic surfactant bilayer consisting
of 2000 poly(oxyethylene) (denoted C12E2) surfactant molecules and 57312 water beads.
The surfactant molecule was described using four CG bead types: OA (-CH2OH) and EO (-
CH2OCH2-) which represent the hydrophilic head group and CM (-CH2CH2CH2-) and CT2
(CH3CH2CH2-), which represent the hydrophobic tail groups. A schematic of the atomistic
to CG mapping is given in Figure 4.1.
Fig. 4.1 Coarse-grained mapping of the surfactant C12E2 used in this study. The EO and
OA groups constitute the hydrophilic headgroups, while the CM and CT2 beads represent
the hydrophobic tailgroups.
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Fig. 4.2 The side and top views of the polymeric bilayer we will be using for this simulation.
The dimensions of the expanded bilayer (a) are 16 × 16 nm2, while the thickness of the
bilayer is approximately 36 Å.
The non-bonded interactions between the surfactant molecules and between the surfac-





























where ε is the well depth (the numerical factors in the prefactor are chosen such that the
minimum value of the potential is −ε) and U(σ) = 0, following a standard Lennard-Jones
model. The first (LJ12−4) form is only used for interactions involving water (W) beads. The
intra-molecular interactions were described using a molecular mechanics force field:
Ubond = kℓ(ℓ− ℓ0)2 (4.2a)
Uangle = kθ (θ −θ0)2 (4.2b)
where kℓ and kθ are the bond stretching and bending force constants and ℓ0 and θ0 are the
equilibrium bond lengths and angles respectively. Parameters for both the bonded and non-
bonded interactions are taken from parameters published by Shinoda et al [131] and are
tabulated in Appendix 1 for completeness. Rather than explicitly model the NP as a rigid
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collection of interaction sites, the particles are modelled as spheres composed of uniformly
distributed interaction sites i.e. the particle was treated as a surface-to-molecule potential,
which is the approach taken by Chiu et al, which itself is based upon Hamaker’s model for
modelling the non-bonding potential of surfaces [132, 133]. Using Hamaker’s model allows
us to concentrate on the bulk property of the NP rather than its individual constituents, and
since we are primarily interested in the effect of the surface properties of the NP, it fits this
study. To represent the hydrophilic and hydrophobic NPs, the interaction sites were taken
to be of type W and CT2 respectively. The interactions between the NP and CG beads were
derived from integrating the interaction potential between a CG bead and an interaction
site within the NP over the particle’s volume. Assuming that the interaction between a CG
bead and single interaction site can be described through the modified LJ functions above

































where ρ is the density of the NP and R is the NP radius. The density of the NP was taken to
be 1.0 kg m−3 (based on the density of water). Full derivations of these formulae are given
in Appendix 1. The parameters ε and σ are the Van der Waals parameters for the W (hy-
drophilic) or CM (hydrophobic) CG beads. As well as purely hydrophilic and hydrophobic
NPs we also consider a NP of intermediate hydrophobicity; in that case the interaction po-
tential between the NP and solvent bead is taken as a simple interpolation of the hydrophilic





















NP : x = 0.5
where 0 ≤ x ≤ 1. Plots of the interaction potentials of each NP are provided in Appendix
A. Three R values were used for creating the NPs - R = 1.0, 1.5 and 2.0 nm. The 1.0 nm
radius NP represents a NP that is comparable to the tailgroup (CM and CT2) length of the
amphiphile, while the 2.0 nm radius NP represents a NP with a width that is comparable to
the thickness of the bilayer. The schematic for each type of NP is shown in Figure 4.3.
(a) hydrophile (b) hydrophobe (c) intermediate
Fig. 4.3 Color Schematic for each NP. For each NP type, we designed three radii (R) types,
of R = 1.0, 1.5 and 2.0 nm.
Initial Configuration of the Bilayer
All simulations were performed using the LAMMPS molecular dynamics package [112].
To generate the initial configuration of the bilayer, 3500 CG-beads of the C12E2 were used
to arrange a bilayer in a simulation box ranging from dimensions 80 Å × 80 Å × 200 Å with
the rest of the box being filled with 14328 water beads. This system was equilibrated using
a NVT ensemble for 1 ns simulation time with increasing timesteps to ensure the overlaps
between molecules were resolved and to ensure the system did not fluctuate substantially.
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To reduce the likelihood of finite size effects, the simulation box was replicated once in each
of the x and y directions, meaning that the simulation box was expanded from 80Å × 80 Å
× 200 Å to 160 Å × 160Å × 200Å. 14000 CG beads of the C12E2 were used to construct
the larger bilayer, which equals to 2000 molecules. This new system was also subjected
to 1 ns of NVT equilibration in the same manner as the smaller bilayer. To insert the NP,
the water beads were removed, the simulation box dimension in the direction normal to the
bilayer (z-direction) was set to 200 Å and the NP was inserted into the system 100 Å above
the centre of mass of the bilayer followed by re-solvation.
Simulation Setup for NPT Production Runs
The system was simulated in the NPT -ensemble, with temperature and pressure set to 303 K
and 1 atm respectively. The temperature and pressure were controlled using a Nosé-Hoover
thermostat and barostat[134–136], both with relaxation times of 0.2 ps. The equations of
motion were integrated using the rRESPA multiple-timestep algorithm [137] with a 2.0 fs
inner (bonded) and 10.0 fs (non-bonded) outer timesteps. Non-bonded interactions were
truncated at rcut = 15 Å. Periodic Boundary Conditions (PBCs) were set in the x and y
directions. A production run of 200 ns was run to ensure that the surfactant bilayer had
reached consistency in it’s properties with past experimental and simulation results.
4.4 Free Energy Calculations
In order to get a complete picture of NP translocation energetics, we have implemented the
umbrella sampling method (US).
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4.4.1 Umbrella Sampling (US)
The free energy change of the NP translocation was calculated using the umbrella sampling
(US) technique - the theory behind US has been covered in chapter 2. A spring constant of
k = 25.0 kcal mol−1 was used to anchor the NP along the bilayer normal from 0 Å to 30 Å in
1 Å intervals, resulting in 30 windows for each nanoparticle. The coordinate distributions of
each window was checked for overlap. The weighted-histogram analysis method (WHAM)
program developed by Grossfield [117] was used to extract the final PMF of the trajectory.
4.5 Profiling the Dynamics of the Bilayer by Pulling the
NPs through the Bilayer Normal
To analyse the dynamical effects of the bilayer with the NP translocation, and to aid in the
understanding of the characteristics of the free energy profile across the bilayer normal, we
used the steered molecular dynamics method (SMD) to pull the NP through the bilayer. To
simulate the NP going through the bilayer, the NP was moved from it’s initial configuration
at z = 50 Å above the bilayer COM towards z = -50 Å with constant velocity simulations
(for the sake of brevity, analyses are shown between 30 (above the bilayer headgroups) to
0 (center of the bilayer) Å range). To restrain the NP around the reaction coordinate, a stiff
spring potential with k = 25 kcal mol−1 Å was set. Every pulling simulations for each NP
from z = 30 Å to z = -30 Å was computed for the velocity at 5 × 10−7 Å fs−1.
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Index NP type R (nm) System N
1 hydrophile 1.0 US 30
2 hydrophile 1.5 US 30
3 hydrophile 2.0 US 30
4 hydrophobe 1.0 US 30
5 hydrophobe 1.5 US 30
6 hydrophobe 2.0 US 30
7 intermediate 1.0 US 30
8 intermediate 1.5 US 30
9 intermediate 2.0 US 30
Table 4.1 The list of US simulations undertaken in this work. The pulling simulations have
not been included in this, as it is used as a supplementary information analysis but not
representing the main PMF through the bilayer for each NP
Index NP type R (nm) Velocity (Å fs−1)
1 hydrophile 1.0 5.0 × 10−7
2 hydrophile 1.5 5.0 × 10−7
3 hydrophile 2.0 5.0 × 10−7
4 hydrophobe 1.0 5.0 × 10−7
5 hydrophobe 1.5 5.0 × 10−7
6 hydrophobe 2.0 5.0 × 10−7
7 intermediate 1.0 5.0 × 10−7
8 intermediate 1.5 5.0 × 10−7
9 intermediate 2.0 5.0 × 10−7
Table 4.2 The list of pulling simulations undertaken in this work.
4.5.1 Diffusion Coefficients
To demonstrate that the surfactant was well mixed prior to testing with the NPs, the surfac-
tant simulation box was dynamically computed for 77 ns before inserting the NPs. For this
prior ‘mixing’ simulation, we measured and calculated the 2D mean squared displacement
(MSD), which is simply the numerical representation of the distance between molecular
components squared. The MSD is defined as:
MSD = ⟨ [r(t0 + t)− r(t0)]2 ⟩ (4.5)
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where the angular brackets represent the average. From this, the diffusion coefficient (D)





where d is the dimensionality of the system, and t is the simulation time. By rearranging
the equation, we can extract the value of D by the relation:
2dDt = MSD (4.7)
Which shows that the gradient of the MSD plot can be used to extract the value of D. If D
is observed to converge in the initial simulation run, then we can conclude that the system
has been well mixed, and hence we can undertake the NP analysis simulations.
4.5.2 Calculating the Flux for the NP-Bilayer Simulations
As a form of semipermeable membrane, evidence has shown that the fluidity of the mem-
brane is linked to the water flux in the bilayer. For example, the inclusion of cholesterol
within aliphatic chains tightens the packing between the lipid tailgroups, which produces a
reduced water flux across the membrane [138]. Here, we are interested in the effect on the
translocation/flux of water of the presence of NPs with differing hydrophobicities, to ascer-
tain the difference in mechanism in a quantitative manner. The procedure of calculating the
flow of water is as follows. The plane of the bilayer normal was set as the surface at which
an event of flux occurs upon crossing - all water beads passing this point were counted as a
component of flux. The flux can be related to the diffusion coefficient of the water arising







where J is the unidirectional flux of water, A is the area of the bilayer, ∆C is the water
concentration change over the distance ∆x. Here, we define the ∆x as the distance between
the lateral plane bilayer at the center (z = 0 Å) and the region of the headgroups of the
surfactant (z = 1.8 Å). As we know the total area of the bilayer, the concentration of water
in the bulk water and the interior of the surfactant bilayer and the number of water crossings,
division of the flux by the surface area of the bilayer gives us an estimate of the flux involved
for each NP. This methodology was implemented for the pulling simulations - this series of
experiments is illustrated in table 4.2. To measure the flux for the equivalent simulations,
the flux was measured at 3 points - at the points where the US bin is at z = 0.
4.6 Results
We have divided up the results to two sections - an analysis section to demonstrate that local
properties of the C12E2 bilayer have been adequately equilibrated, and the latter section
discussing the individual mechanisms of the NPs and their effects upon the bilayer.
4.6.1 Analysis
MSD and Diffusion Coefficient Measurements
Figure 4.5 shows the measured 2D MSD values over 77 ns. To estimate the diffusion co-
efficient (D), a straight line was fitted to the linear regime of the MSD versus time graph
between 20 ns and 77 ns. From equation 4.7, the value of D was determined to be 2.209 ×
10−6 cm2 s−1 (2.209 × 10−10 m2 s−1). Reported values of the diffusion coefficient [139]
were 3 × 10−10 m2 s−1, which is very close to the value measured from this work. Hence,
as the diffusion coefficient of the surfactant was in agreement with the atomistic simulations
seen in reference [139], we summised that the system was equilibrated and ready for NP
simulations.
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Fig. 4.4 The time evolution in the area per surfactant. The initial testing run was run for 77
ns under an NPT ensemble.
Fig. 4.5 The MSD over the 77 ns equilibration run.
Area per Surfactant and Density Profiles
Experimental values for the area per surfactant approximate to 30 - 30.5 Å2 per molecule.
Figure 4.4 shows the area per surfactant over the first 77 ns of equilibrium simulations. The
area fluctuates around 30 Å2, which is consistent with reported experimental and simulation
values [2, 140] of near 34 Å2. The density profile of the surfactant (Figure 4.6) shows that
the average thickness of each surfactant leaflet is approximately 17-18 Å, which amounts to
a total thickness of 36 Å. This is approximated from the bilayer centre to the peak of the EO
bead, as illustrated in Figure 4.6. This thickness is consistent with those shown in previous
simulation and experimental data [2, 139–141].
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Fig. 4.6 The density profile of each CG beads in the bilayer. The EO and OA beads rep-
resents those within the headgroup region of the surfactant, while the CM and CT2 beads
represent those composing the hydrophobic tailgroups. W represents the bulk water above
and below the bilayer on the bilayer normal.
4.6.2 Mechanisms of NP Transit - Hydrophilic NPs - Pulling Simula-
tions
The bilayer center is located at z = 0 Å, with the coordinates of the top and bottom of the box
being z = 100 Å and z = −100 Å respectively. For the pulling simulations of hydrophilic
NPs (Figure 4.7) we see a consistent mechanism of the NP interacting favourably with the
hydrophilic headgroups. This is most prevalent in the cases of R = 1.0 and 1.5 nm. In
the case of R = 2.0 nm NP, we see the destabilisation of the bilayer, accommodated by the
formation of a pore on the approach of the NP towards the bilayer.
4.6.3 Mechanisms of NP Transit - Intermediate NPs - Pulling Simula-
tions
Figure 4.8 show the pulling transit of the intermediate NPs for the R = 1.0. 1.5 and 2.0 nm
pulling simulations. From a qualitative point of view, we do not see a significant difference
in the transit mechanism between the intermediate and hydrophilic examples; the R = 1.0
and 1.5 nm examples show membrane curvature induced by coupling between the NP sur-
face and the headgroups, while in the case of R = 2.0 nm, again, we see the destabilisation of
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(a) R = 1.0 nm
(b) R = 1.5 nm
(c) R = 2.0 nm
Fig. 4.7 Simulation snapshots for the R = 1.0, 1.5 and 2.0 hydrophilic NPs for the SMD
simulations with v = 5.0 × 10−7 Å fs−1, shown in (a), (b) and (c) respectively.
4.6 Results 89
(a) R = 1.0 nm
(b) R = 1.5 nm
(c) R = 2.0 nm
Fig. 4.8 Simulation snapshots for the R = 1.0, 1.5 and 2.0 intermediate NPs for SMD simu-
lations with v = 5.0 × 10−7 Å fs−1, shown in (a), (b) and (c) respectively.
the bilayer and pore formation on the approach of the NP as with the hydrophilic example.
4.6.4 Mechanisms of NP Transit - Hydrophobic NPs - Pulling simula-
tions
Figure 4.9 show the pulling transit of the intermediate NPs for the R = 1.0. 1.5 and 2.0 nm.
In each case, we can observe significant attraction between the NPs and the hydrophobic
tailgroups, which shows the entrapment of the NP above the bilayer surface.
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(a) R = 1.0 nm
(b) R = 1.5 nm
(c) R = 2.0 nm
Fig. 4.9 Simulation snapshots for the R = 1.0, 1.5 and 2.0 hydrophobic NPs for SMD simu-
lations with v = 5.0 × 10−7 Å fs−1, shown in (a), (b) and (c) respectively.
(a) (b) (c)
Fig. 4.10 The directional water flux as a function of simulation time. (a) shows the hy-
drophilic NPs, (b) the intermediate NPs, and (c) the hydrophobic NPs. Each flux calcu-
lation was computed when the NP was restrained at z = 0 Å. Each one of the water flux
computations was calculated from the latter 5 ns of the z = 0 Å US simulations.
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(a) R = 1.0 nm, z = 0 Å (b) R = 1.5 nm, z = 0 Å (c) R = 2.0 nm, z = 0 Å
Fig. 4.11 Top-down view of the bilayer when z = 0 Å for the hydrophilic NP; (a) shows the
R = 1.0 nm NP, (b) shows the R = 1.5 nm NP, and (c) shows the R = 2.0 nm NP.
(a) R = 1.0 nm, z = 0 Å (b) R = 1.5 nm, z = 0 Å (c) R = 2.0 nm, z = 0 Å
Fig. 4.12 Top-down view of the bilayer when z = 0 Å for the intermediate NP; (a) shows the
R = 1.0 nm NP, (b) shows the R = 1.5 nm NP, and (c) shows the R = 2.0 nm NP.
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(a) (b)
(c)
Fig. 4.13 Free energy profiles from US simulations for the hydrophilic, intermediate and
hydrophobic NPs from 30 Å (bulk water) to 0 Å (bilayer center). (a) shows the hydrophilic
NPs, (b) the intermediate NPs, and (c) the hydrophobic NPs respectively.
Water Flux of the Bilayer with NPs
Figure 4.10 shows the water flux around the z = 0 Å plane for each NP example. Here, we
see a unique trend for each type of NP - for the hydrophilic NPs, we see the greatest water
crossings with the R = 1.5 nm NP, while showing minor peaks of flux for the R = 2.0 nm NP.
In the Intermediate case, we can see that the only apparent flux is observed with the R = 2.0
nm example. With the hydrophobic NPs, we observe peaks of small water leakage through
the bilayer for the R = 2.0 nm NP, while significant peaks of water leakage was observed in
the case of the R = 1.0 nm NP.
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(a) z = 0 Å (b) z = 10 Å (c) z = 20 Å
Fig. 4.14 Snapshots of the bilayer at z = 0, 10 and 20 Å in the bilayer normal for the R = 1.0
nm hydrophilic NP, illustrated in (a), (b) and (c) respectively.
(a) z = 0 Å (b) z = 10 Å (c) z = 20 Å
Fig. 4.15 Snapshots of the bilayer at z = 0, 10 and 20 Å in the bilayer normal for the R = 1.5
nm hydrophilic NP, illustrated in (a), (b) and (c) respectively.
4.6.5 Analysis of the Free Energy Profiles
Hydrophilic NPs - US Simulations
Figure 4.13(a) shows the free energy profiles for R = 1.0, 1.5 and 2.0 nm hydrophilic NPs
as obtained from US simulations. The pattern for the R = 1.0 and 2.0 nm show similar
trends, where we see a gradual increase in the free energy as the NP enters the bilayer - the
magnitude of change was greatest with the R = 1.0 nm example, with a free energy change of
2̃75 kcal mol−1, compared to the 2̃25 kcal mol−1 change with the R = 2.0 nm example. We
see a dramatically different profile for the R = 1.5 nm profile, where the increase in energy is
significant near the 0 - 10 Å region, where the NP is fully embedded within the hydrophobic
tailgroup region. The change in free energy in this case was similar in magnitude to the R =
2.0 nm example, of 2̃00 kcal mol−1.
Intermediate type NPs - US Simulations
Figure 4.13(b) shows the free energy profiles for R = 1.0, 1.5 and 2.0 nm intermediate NPs
as obtained from US simulations. Here, the R = 1.0 and 1.5 nm profiles show a similar
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(a) z = 0 Å (b) z = 10 Å (c) z = 20 Å
Fig. 4.16 Snapshots of the bilayer at z = 0, 10 and 20 Å in the bilayer normal for the R = 2.0
nm hydrophilic NP, illustrated in (a), (b) and (c) respectively.
(a) z = 0 Å (b) z = 10 Å (c) z = 20 Å
Fig. 4.17 Snapshots of the bilayer at z = 0, 10 and 20 Å in the bilayer normal for the R = 1.0
nm intermediate NP, illustrated in (a), (b) and (c) respectively.
trend - unlike in the hydrophilic examples, we see a flattening of the free energy profile
between 8 - 30 Å, with a steep increase near the core of hydrophobic region at 0 - 8 Å, with
a free energy change of approximately 75 and 100 kcal mol−1 respectively, in contrast to
the gradual increase seen with the hydrophilic example. This trend was not followed with
the R = 2.0 nm example, which follows the hydrophilic NP example closely, with a gradual
increase of the PMF, with a change of approximately 230 kcal mol−1.
Hydrophobic Type NPs - US Simulations
Figure 4.13(c) shows the US free energy profiles for the R = 1.0, 1.5 and 2.0 nm hydropho-
bic NPs. The lack of symmetry present of the energy well can be explained due to the
(a) z = 0 Å (b) z = 10 Å (c) z = 20 Å
Fig. 4.18 Snapshots of the bilayer at z = 0, 10 and 20 Å in the bilayer normal for the R = 1.5
nm intermediate NP, illustrated in (a), (b) and (c) respectively.
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(a) z = 0 Å (b) z = 10 Å (c) z = 20 Å
Fig. 4.19 Snapshots of the bilayer at z = 0, 10 and 20 Å in the bilayer normal for the R = 2.0
nm intermediate NP, illustrated in (a), (b) and (c) respectively.
(a) z = 0 Å (b) z = 10 Å (c) z = 20 Å
Fig. 4.20 Snapshots of the bilayer at z = 0, 10 and 20 Å in the bilayer normal for the R = 1.0
nm hydrophobic NP, illustrated in (a), (b) and (c) respectively.
(a) z = 0 Å (b) z = 10 Å (c) z = 20 Å
Fig. 4.21 Snapshots of the bilayer at z = 0, 10 and 20 Å in the bilayer normal for the R = 1.5
nm hydrophobic NP, illustrated in (a), (b) and (c) respectively.
(a) z = 0 Å (b) z = 10 Å (c) z = 20 Å
Fig. 4.22 Snapshots of the bilayer at z = 0, 10 and 20 Å in the bilayer normal for the R = 2.0
nm hydrophobic NP, illustrated in (a), (b) and (c) respectively.
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(a) R = 1.0 nm (b) R = 1.5 nm (c) R = 2.0 nm
(d) R = 1.0 nm (e) R = 1.5 nm (f) R = 2.0 nm
Fig. 4.23 RDF profiles around each hydrophilic NP at z = 20, 10 and 0 Å for the headgroups
(OA and EO, shown in Figures (a), (b) and (c)) and tailgroups (CM and CT2, shown in
Figures (d), (e) and (f)).
hydrophobic attraction between the surfactant tailgroups and the NP, which results in the bi-
layer rising up to intercept the NP between z = 0 - 30 Å, which indicates that the free energy
trough that is correlated with the bilayer center will be placed above the bilayer normal - we
see troughs of -25, -60, and -50 kcal mol−1 at 25 Å, 16 Å and 14 Å for the R = 1.0, 1.5 and
2.0 nm NP respectively.
4.7 Discussion
Due to the nature of the construction of the NP, there is no direct experimental equivalent
that we can compare the PMF to in a quantitative manner. However, by comparing the prop-
erties of the system with respect to the NP position, comparisons with published literature
can be made. Similar approaches at fine-graining the NP property has been done; using
discontinuous molecular dynamics (DMD), NP studies done by Curtis et al [126] illustrated
a radius limit for the hydrophilic NP to change from a bilayer ‘embedding’ phase (where
the bilayer curves around the bilayer) to a bilayer ‘wrapping’ phase (where the bilayer com-
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(a) R = 1.0 nm (b) R = 1.5 nm (c) R = 2.0 nm
(d) R = 1.0 nm (e) R = 1.5 nm (f) R = 2.0 nm
Fig. 4.24 RDF profiles around each intermediate NP at z = 20, 10 and 0 Å for the headgroups
(OA and EO, shown in Figures (a), (b) and (c)) and tailgroups (CM and CT2, shown in
Figures (d), (e) and (f)).
(a) R = 1.0 nm (b) R = 1.5 nm (c) R = 2.0 nm
(d) R = 1.0 nm (e) R = 1.5 nm (f) R = 2.0 nm
Fig. 4.25 RDF profiles around each hydrophobic NP at z = 20, 10 and 0 Å for the headgroups
(OA and EO, shown in Figures (a), (b) and (c)) and tailgroups (CM and CT2, shown in
Figures (d), (e) and (f)).
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(a) (b) (c)
Fig. 4.26 The total interaction energy between the NPs and the C12E2 components. (a), (b)
and (c) corresponds to the energy plots of the hydrophilic, intermediate and hydrophobic
NPs respectively.
(a) (b) (c)
Fig. 4.27 The total interaction energy between the NPs and W beads (solvent). (a), (b) and
(c) corresponds to the energy plots of the hydrophilic, intermediate and hydrophobic NPs
respectively.
4.7 Discussion 99
pletely wraps around the bilayer). Here, the range of radius measured in our study (R = 1.0 -
2.0 nm) falls within the ‘embedding’ phase, which is consistent with the DMD study, which
is consistent with the phenomena observed for the hydrophilic and intermediate NPs.
To distinguish and analyse the mechanistic difference between each NP, the magnitude of
change in the free energy profile and the shape of the PMF will be the main factors of con-
sideration in this discussion. From visual analysis (Figures 4.7 - 4.9), for the case of the R
= 1.0 and 1.5 nm hydrophilic and intermediate NPs, we observe a strong adsorption of the
headgroups to the surface of the NP. This is consistent with simulations of hydrophilic NPs
done by Rocha et al [142] and Gu [143], amongst others, where a higher charge density
on the NP (which corresponded to a greater hydrophilicity) correlated with a stronger ad-
sorption on the bilayer surface. Simulations of hydrophilic NPs by Gu [143] indicated that
there is competition between the favourable electrostatic interaction between the charged
groups in the bilayer and the positive/negatively charged NP, and the unfavourable energy
associated with bending the bilayer. Simulations of acylated and un-acylated dendrimers
through a lipid bilayer [144] show that the unacylated dendrimer acts analogous to the hy-
drophobic NP, as shown by the insertion of the dendrimer into the tailgroups; the acylated
version shows adsorption on the surface of a 1,2-dipalmitoyl-sn-glycero-3-phosphocholine
(DPPC) bilayer, analogous to the hydrophilic NPs simulated. The model we have used does
not include charged components within the surfactant groups nor implement surface charges
on the NP surface. However, the association of the hydrophilic headgroups around the hy-
drophilic/intermediate NPs follows the pattern of previous studies.
From the US profiles, the intermediate NP free energy profiles show a flattening of the
free energy between 3-30 Å along the bilayer normal for the R = 1.0 and 1.5 nm, which is
absent in the case of the R = 2.0 nm profile. This ‘flattening’ effect is consistent with recent
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studies demonstrated by Su et al [145], who suggested that, at intermediate hydrophobicity,
the NP is distributed between the head and tail groups, and in-between the bilayer leaflet
layers, all accessible through a flattening of the free energy profile across the bilayer nor-
mal. Su also suggested that the barrier at the tail end of the flattened PMF (shown in 0 - 5 Å
in the R = 1.0 and 1.5 nm intermediate NP profiles) is associated with the entropic cost of
inducing order within the bilayer tailgroups. In that case, the barrier was shown to be within
10s of kT, which is clearly smaller than the barrier observed in this example, (which is in
the range of 50 - 100 kcal mol−1). It may be the case that the NP model used in this exam-
ple overestimates the barrier. Simulations with intermediate type dendrimers by Hwankyu
et al [144] demonstrated that the intermediate dendrimers adsorbed onto the bilayer sur-
face (which is an ‘acylated’ trait) with strands of the dendrimer penetrate inside the bilayer,
which suggests that such intermediate NPs to ‘latch-on’ to the hydrophilic surface, and sub-
sequently penetrating through the bilayer normal through increased hydrophobic contacts.
Another mechanism of insertion of intermediate type NPs was demonstrated using striated
NPs as simulated by Yinfeng et al [146], who demonstrated that the rotational dynamics
of hydrophobic/hydrophilic striped NPs can rotate while inside the bilayer to minimise the
interaction with the hydrophobic interior, which again, leads to a ‘flattening’ of the free en-
ergy profile.
In other examples, Zhang et al [147] performed dissipative particle dynamics (DPD) mem-
brane translocation simulations of NPs with fully hydrophilic (WNP), hydrophobic (ONP)
and a random mixture of hydrophilic and hydrophobic points to represent a NP of intermedi-
ate hydrophobicity (RNP). Here, the resistance force (the combined repulsion force from the
hydrophilic headgroups and hydrophobic tailgroups of the bilayer) acting against the RNP
was minimal - it has been hypothesised that the randomly distributed hydrophilic forces
counteract the attractive hydrophobic forces near the tailgroup region. Furthermore, it may
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(a) (b) (c)
Fig. 4.28 Illustration of the water density around the R = 2.0 nm hydrophilic and interme-
diate NP, shown in a radius of 10 nm around each NP, shown in (a) and (b) respectively. (c)
shows the corresponding RDF density profile.
be the case that larger aggregations will undergo cooperative mechanisms of translocation,
which has not been covered with this model and will be a subject for a future work. This
observation was followed by a flattening of the PMF near the membrane region, which is
entirely consistent with the observation in this study in the case of R = 1.0 and 1.5 nm inter-
mediate NPs. Another example of this type of direct penetration through membranes with
intermediate hydrophobicity comes with striped NPs, as designed from monolayer-protected
NPs [88, 148], which suggested that homogenous patterning of hydrophilic/hydrophobic
beads on a NP surface enables the passive translocation of NPs through a lipid bilayer.
In contrast to the smaller examples, the R = 2.0 nm hydrophilic and intermediate NPs clearly
shows the formation of holes or ‘doors’ on approach to the bilayer surface, as demonstrated
in both the US and pulling simulations, and illustrated in Figure 4.11 and 4.12. The for-
mation of doors has been speculated upon in the past; MD simulations by Lin et al [149]
illustrated that the interaction of cationic alkanethiol-ligand AuNPs with the transmembrane
potential as the driver of the movement of the NP, with the formation of similar doors on
approach to the bilayer surface - it is thought that this mechanism is responsible for the
rapid intake of cationic NPs and cell-penetrating peptides (CPPs) [150]. Here, as we have
not included the ionic potential as a factor in the experiment, an alternate mechanism for
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Fig. 4.29 The bilayer conformation with the NP at z = 0 Å; A and B shows the bilayer
conformation around the NP for the R = 1.0 hydrophilic and intermediate NPs, C and D
shows the bilayer conformation around the R = 1.5 hydrophilic and intermediate NPs, and
D and E show the bilayer conformation around the R = 2.0 hydrophilic and intermediate
NPs respectively.
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direct penetration in a non-ionic case is necessary. The resultant bilayer geometry around
the NPs for the hydrophilic and intermediate examples is illustrated in Figure 4.29. We see
that for R = 1.0 nm, the NP does not rupture the bilayer when placed in the center of the
bilayer at z = 0 Å. With the R = 1.5 nm example, we see a clear difference, where the hy-
drophilic example clearly shows a rupture/hole in the membrane, whilst being absent in the
intermediate example. With the R = 2.0 nm example, we see that both the hydrophilic and
intermediate NPs induce deformation of the bilayer and subsequent formation of ‘doors’ on
approach to the bilayer. However, the shape of the bilayer around the rupture differs; in the
hydrophilic example, the surrounding surfactants become ‘folded’, while in the intermedi-
ate example we observe a clear hole around the NP lateral plane, which indicates that the
increased interaction with the hydrophobic tailgroups clearly affects rupture geometry. This
rupture is not apparent with the hydrophobic NP example.
For further analysis on the porosity of the bilayer, we can analyze the water flux data, which
is shown in Figure 4.10 (a), (b) and (c) for the hydrophilic, intermediate and hydrophobic
NPs respectively. Here, what is noticeable is the reduction in flux for the hydrophilic NP
when increasing its size from R = 1.5 nm to R = 2.0 nm. The opposite trend is seen in with
the intermediate type NPs of R = 1.5 and 2.0 nm. To analyze this phenomena, we studied the
RDF of water beads around each NP for the R = 2.0 nm example. This is shown in Figure
4.28 - here, we see show a significantly ordered solvent density around the hydrophilic NP
compared to the intermediate example. Hence, we may speculate that the hydration sphere
around the R = 2.0 nm hydrophilic NP actively prevents the flux of water molecules around
the pore, while the dampened hydrophilicity of the intermediate equivalent cannot effec-
tively order around the NP, which is reflected by the increase in the water flux.
To ascertain the total force contribution on the NP surface, we have computed the total
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interaction energy between the NP and the surfactant and between the NP and bilayer/water.
This is shown in Figures 4.26 and 4.27 respectively. The hydrophilic and intermediate
examples show similar trends, but we see a diminished interaction energy with the surfac-
tants with the intermediate types, where we see an interaction energy of -100 kcal mol−1,
compared to the limit of -300 kcal mol−1 we observe with the hydrophilic example, as
would be expected from our model. When comparing the hydrophobic example with the
hydrophilic/intermediate example, we see a high fluctuation in the interaction energy in the
first two cases, which would suggest that the association between the surfactants and the
hydrophilic/intermediate examples are far more unstable. The interaction energy with the
solvent also indicates the high discrepancy in interaction energies between the hydrophilic
and intermediate example, where in the hydrophilic case, the interaction energy with the sol-
vent reaches values of -6800 kcal mol−1, while we only observe values of 3400 kcal mol−1
at a maximum. In the hydrophobic case, the interaction energy with the solvent is minimal,
as is expected. This indicates that in the hydrophilic example, the association with the sol-
vent is significant and the headgroups is significant, while in the intermediate example, the
interaction force between the bilayer and the NP surface is weak. This would suggest that
the large intermediate NP largely deforms the bilayer on approach through its geometric
curvature, while in the hydrophilic example, the increased association of the solvent with
the NP surface changes the deformation on approach.
4.8 Conclusion
We have adapted the Hamaker-like continuum potentials to construct 3 different types of
NPs; a hydrophilic, hydrophobic and intermediate particle of 3 different sizes; R = 1.0,
1.5 and 2.0 nm, and analysed the translocation of each NP through a neutral C12E2 bilayer
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using NP pulling and US simulations with the bilayer normal as the reaction coordinate.
By analyzing the free energy profile, flux and surfactant configuration around the NP, we
have attempted to characterize the mechanism for each hydrophobicity. We see that for the
hydrophilic NP, at smaller sizes (R = 1.0, 1.5 nm), the favourable interaction between the
hydrophilic headgroups of the surfactants and the NP surface overcomes the energetic cost
of forming the curvature around the NP, while for the larger example (R = 2.0 nm), we ob-
serve that the NP forms a ‘hole’ upon approach to the surfactant surface. In the intermediate
NP case, we observe a flattening of the PMF in the surfactant region in the cases of the R =
1.0 and 1.5 nm radius, while with the R = 2.0 nm case, we see the formation of a hole on
approach to the surfactant surface. While numerous challenges to the clinical applications
of NPs remain, this study shows that by tuning the hydrophobicity of the NP surface, it may
be possible to design targeted NP delivery mechanisms that can strictly bypass the bilayer
- as the lifetime within the bilayer may be short, the concerns regarding nanotoxicity and
complications regarding accumulation of NPs within the interior of the membrane.
CHAPTER 5
HYDROPHOBIC NANOPARTICLES ACT AS LINEACTANTS IN
MIXED BILAYERS
The interactions between heterogeneous components in a biomimetic bilayer controls its
physical properties such as its rigidity, local and bulk curvature and propensity towards phe-
nomena such as membrane fission and fusion. In particular, membrane proteins (MPs) and
nanoparticles (NPs) have been subjects of intense interest due to their similar scale to the
bilayer width and because of their ability to affect local membrane structure. However, how
such NPs interact in the presence of heterogeneous aggregates in the bilayer has been the
subject of much debate, especially its effect on raft-like structures. To better understand the
effects of hydrophobic integration of nanoscale components on such raft-like structures, we
have simulated a generic hydrophobic NP with a generic two-component polymeric bilayer.
We find that the hydrophobic NP tends to aggregate at the phase interface, acting as a line
tension relaxant i.e. a lineactant (or line-active) on the phase separated interface, which
results in differing demixing behavior, and the slowing of phase separation of surfactant
aggregates. In addition, we have demonstrated that depending on the size of the NP, the
effect of the line tension can drive the a cap/bud formation around the NP, ultimately result-
ing in the formation of a NP-micelle formation. The results from this study illustrates that
NP nanotoxicity arising from hydrophobicity must take into account its effect on aggregate
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domains, and shows that the mechanism of bud/micelle formation may form a significant
part of the translocation mechanisms of nanoscale-virions and the mechanism of membrane
proteins near membrane domains.
5.1 Introduction
Lipids and similar polyether/polyethylene type molecules form the building blocks of a
whole range of materials ranging from traditional manufacturing ingredients such as deter-
gents and paints [151], to more recent, complex, applications such as in bio-sensing devices,
drug delivery capsules and biomedical apparatus [152–156]. Whether the lipid/polymer is
biological or artificial, its basic building blocks comprise short hydrophilic headgroups and
a longer hydrophobic tails. Attaching these opposites groups into a single lipid type species,
this allows the aggregation of these molecules - the hydrophilic headgroups can associate
with the surrounding bulk water surrounding it, and the water-avoiding hydrophobic tail-
groups which aggregate away from the headgroup and water. Depending on the structure
and the molecular species which make up the lipid/polymer moiety, the bulk structure can
form a large array of structures ranging from a monolayer micelle to a semi-flexible planar
bilayer or a bilayer vesicle. Within these bilayers, heterogeneous components can control
the overall physical characteristics, such as the curvature, rigidity and permeability. Bilayers
also constitute the semi-permeable vesicles that build the major organelles within biological
organisms.
The preferential interactions between the molecular components, due to steric preference or
direct intermolecular energetic preference has been hypothesised to drive numerous com-
plex processes within the bilayer. The pioneering work by Simons and Ikonen [157] il-
lustrated the possible existence of lipid rafts - structures ranging from 10-200 nm radius -
enriched semi-circular domains that are stabilised by heterogeneous components, forming
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what are known as liquid-ordered (lo) phases (which primarily make up the raft formation)
from the liquid-disordered (ld) components. The formation of patches in a mixed bilayer
has been suggested to form the platform for complex macro-structures, such as membrane
proteins to control the translocation of particles and ions across the bilayer [58]. In general,
it is thought that the energetic cost of the raft formation depends on two main factors - the
free energy gain when like lipid species coagulate together (either through packing energy
or hydrophobic interaction match), and secondly, minimisation of the free energy cost of
domain boundaries. It has been suggested that the hybrid lipid species (with a saturated
and unsaturated tail), such as monosaturated POPC may control the type and size of the
domains formed, through a controlled ‘loosening’ of the membrane domain line tension.
Other stabilising factors include the presence of cholesterol (CHOL), which aggregates to
the saturated tailgroups, therefore acting as a stabilising element to lo phases [158].
The presence of raft-like structures has yet to be demonstrated without doubt, and lingering
issues remain in terms of its lifetime within a membrane, and the minimum and maximum
sizes of domains that may form, but an increasing number of experimental and simulation
studies show mounting evidence towards its existence. For example, the evidence for lipid
rafts was shown with fluorescence spectroscopy experiments with giant unilamellar vesi-
cles (GUVs) by Baumgart et al [159, 160], where a 3 component (DSPC/DOPC/CHOL)
mixed bilayer showed an abrupt increase in the raft formation - from modulated patterns to
macroscopic round domains with a minor increase in the DOPC ratio in rapid order. In the
past, Lawrence and Yuan [161, 162] showed demonstrated through atomic force microscopy
(AFM) that phases increasing step-wise in thickness existed within heterogeneous mem-
branes. More recently, Nickels et al [48] used neutron scattering length density (NSLD)
and small angle neutron scattering (SANS) techniques to ‘color’ the lipid components (by
labelling the hydrogen’s on the lipids with hydrogen or deuterium atoms depending on its
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saturation type), which demonstrated that domain-like (lo) features had distinctive bending
moduli.
With increasing amounts of experimental data for rafts, molecular simulation (MS) tech-
niques has been used to reproduce the formation of such rafts. Hakoyoban et al [163]
for example, used coarse-grained molecular dynamics (CG-MD) with the MARTINI [15]
force field to systematically study a ternary 1,2-dioleoyl-sn-glycero-3-phosphocholine/1,2-
dilauroyl-sn-glycero-3-phosphocholine/cholesterol (DOPC/DLPC/CHOL) system, with added
variations in the headgroup and tailgroup regions. The study suggested that the rigidity of
lipid/cholesterol species has a significant effect on stabilising/slowing the phase separation
between lo and and ld species in a heterogeneous lipid bilayer system, which closely fol-
lows experimental observations. In addition, the interaction of raft-like aggregates with MPs
seems to suggest that these can modulate the rate of phase separation. For example, Fowler
et al [164] demonstrated through molecular simulation that the distribution and density of
peripheral membrane proteins can change the bending rigidity. Hence, the domain forma-
tion in unsaturated/saturated mixtures has been shown to be slowed by the presence of such
‘linking’ proteins, where it can reduce the unfavourable contact in the interface between the
lo and ld phases [164]. In addition, hybrid lipid structures (lipids with both saturated and
unsaturated tails) has been shown evidence to act in a similar way. For example, Rosetti
et al [165] demonstrated through quarternary mixtures of PAPC (hybrid)/DAPC (unsatu-
rated)/DPPC (saturated)/CHOL mixtures that hybrid lipid type structures acted to reduce
the hydrophobic mismatch area between the lo and ld regions. Furthermore, all-atomic
(AA) simulation results by Hassan-Zadeh et al [166] demonstrated that POPC/PLPC/PAPC
type lipids essentially ‘even-out’ the physical characteristics between the lo and ld phase,
which effectively reduced the domain line tension. Hence, the primary role of line tension
(LT) relaxants (otherwise referred to as lineactants) is believed to be modulating the rate of
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phase separation by reducing the contact surface between the unfavourable components.
Hence, when designing practical applications to work in these complex environment, the in-
teraction between any object and its interaction with the individual components, and larger
structures such as these lipid rafts become an important factor to consider. Due to their
potential for applications such as targeted drug-delivery and their high bio-compatibility,
nanoparticles (NPs), nanometer-scale objects of various radius and anisotropy, have recently
been a subject of intense interest in relation to their application with bilayer systems. As
indicated from past studies, the primary driving force for the phase separation into lo rafts
and ld is the LT between the phases.
NPs with hydrophobic characteristics have been shown to act in a similar manner. For
example, Barnoud et al [167] observed that domain stability depends on the presence of
aliphatic species/NPs (Octane, Hexadecane, Cyclohexane) near the ld/lo domains. In addi-
tion, through mesoscopic simulations, Cheung [168] also demonstrated the control of raft-
like domains with mesoscale-dynamics in the presence of hydrophobic NPs, suggesting that
a hydrophobic NP and a hydrophobic protein analogue can nucleate domains and act as line-
actants, in a similar manner to membrane proteins. However, to the authors best knowledge,
the effect and quantitative measure of a hydrophobic NP upon the rate and type of phase
separation has not been studied before. In our work, we simulate a mixed bilayer with a
hydrophobic NP of a series of radii - we designed a continuum model of a hydrophobic NP
to model the effects of a nanoscale hydrophobic component in a delibrately phase-separated
biomimetic surface. We show that the rate of phase separation increases with a larger ra-
dius, and we also show that the NP of all sizes locates itself within the interfaces between
the phases. In addition, we show that with larger radius, the NP drives a budding process
that may lead to the formation of caps to a full-fledged budding.
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5.2 Methods
5.2.1 Preparation of the Mixed Biomimetic Models
The Base Surfactant Model and its Modification
The polyethylene glycol (C12E2) model used by Shinoda et al (otherwise known as the
SDK model) [127, 128] was the basis of the model used in this work. All simulations
were performed using the LAMMPS molecular dynamics package [112] (The SDK model
is avaliable with the most recent LAMMPS release). The model has been parameterised
against thermodynamic properties (densities, interfacial tensions, transfer free energies) and
has been applied successfully by itself or as a model to study a range of soft matter systems
[12, 129, 130] and recently extended to include representations of amino acid residues and
rigid molecules such as cholesterol. A brief description of their CG approach follows here
- within this model 3-5 heavy atoms are represented by a single interaction site or “bead"
(one water bead represents three water molecules). The surfactant molecule is described
using four CG bead types: OA (-CH2OH) and EO (-CH2OCH2-) which represent the hy-
drophilic head group and CM (-CH2CH2CH2-) and CT2 (CH3CH2CH2-), which represent
the hydrophobic tail groups. To produce a mixed bilayer, half of the C12E2 molecules were
changed into modified equivalents, which has identical molecular mechanical (MM) (i.e.
the intramolecular potentials are identical) properties. This initial configuration was pro-
duced by a randomized change of indices atoms of the bilayer data file. The modified lipid
was produced by changing the Lennard-Jones (LJ) ε values for the non-bonded potentials
between surfactant and mimic beads - the LJ parameters were changed so that we could
produce a system which show a self-preferential phase separation to take into account the
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(a) (b)
Fig. 5.1 The schematic and colour scheme for the CG components of the mixed bilayer.
(a) represents the unmodified polymer, C12E2, while (b) represents the modified polymer
C12E2-M (c) A top view of the initial configuration of the 50:50 random mixture of C12E2
and C12E2 −M was as the initial configuration of the bilayer (that is, before minimisation
and the production run).
large variety of phase separation mechanisms which can be seen in real lipid bilayers. The
tabulated values for these systems are shown in Appendix 1. The schematic for this modifi-
cation is shown in Figure 5.1. The non-bonding potentials between the C12E2 and C12E2-M
has been modified to show a greater extent of intermolecular repulsion between the original
and mimic beads.
The non-bonded interactions between the surfactant molecules were described using a Lennard-
Jones (LJ) 12-4 potential, while the non-bonded interactions between the surfactant molecules





























where ε is the well depth (the numerical factors in the prefactor are chosen such that the
minimum value of the potential is −ε) and U(σ) = 0, following a standard Lennard-Jones
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model. The intra-molecular interactions were described using a MM force field:
Ubond = kℓ(ℓ− ℓ0)2 (5.2a)
Uangle = kθ (θ −θ0)2 (5.2b)
where kℓ and kθ are the bond stretching and bending force constants and ℓ0 and θ0 are the
equilibrium bond lengths and angles respectively. Parameters for both the bonded and non-
bonded interactions are taken from parameters published by Shinoda et al [131] and are
tabulated in Appendix 1 for completeness.
Potential Parameters for Mixed Systems
The NP-bilayer interaction for each of the CG beads of the C12E2/C12E2-M residues is
identical - the modifications were implemented so that the tailgroup-tailgroup (between CM
& CT2 and CM-M & CT2-M) and headgroup-headgroup (between EO & OA and EO-
M & OA-M) non-bonding interactions were modified, but the other interactions were left
identical to the C12E2 surfactant, so that the only parameter we are concerned with is the
changing interaction between the amphiphiles and their modified equivalents. Therefore the
main source of the line tension (γ) comes from the modification of the LJ potentials between
the original and modified polymers. The modifications to the original LJ potentials to create
a mixed component bilayer is illustrated in Appendix B.
Model of the NPs
The NP was treated as collection a of uniformly distributed interaction sites i.e. the particle
was treated as a surface-to-molecule potential, based upon Hamaker’s model for modeling
the non-bonding potential of surfaces [132, 133]. To represent the hydrophobic NPs, the
interaction sites of the particle took the LJ parameters of the bead type CT2; the interactions
between the NP and CG beads were derived from integrating the interaction potential be-
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tween a CG bead and an interaction site within the NP over the particle’s volume. Assuming
that the interaction between a CG bead and single interaction site can be described through
the modified LJ functions above (Equations 5.1a and 5.1b) the interaction between a NP and































where ρ is the density of the NP and R is the NP radius. The density of the NP was taken
to be 1000 kg m−3 (based on the density of water). Full derivations of these formulae are
given in Appendix 1. The parameters ε and σ are the Van der Waals parameters for the W
(hydrophilic) or CM (hydrophobic) CG beads. The interaction potential between the NP and
solvent bead is taken as a simple interpolation of the hydrophilic and hydrophobic potentials
i.e.





where we set x = 0 to ensure a fully hydrophobic NP. Plots of the interaction potentials of
each NP are provided in Appendix 1. Three R values were used for creating the NPs - R
= 1.0, 1.5 and 2.0 nm. The 1.0 nm radius NP represents a NP that is comparable to the
tailgroup (CM and CT2) length of the amphiphile, while the 2.0 nm radius NP represents a
NP with a width that is comparable to the thickness of the bilayer, the 1.5 nm radius being the
intermediate. For each R, the hydrophobic interaction between the NP and C12E2/C12E2-M
is identical.
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Fig. 5.2 The colour scheme and schematic for the hydrophobic NPs we used in conjunction
with the mixed bilayer.
Fig. 5.3 The top-down view of the mixed bilayer system we have simulated in this system
- we used a 16 × 16 nm bilayer to ensure that it was large enough to avoid size-dependent
artefacts in its properties when interacting with the NP.
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5.2.2 System Configuration
To generate the initial configuration of the bilayer, 2000 total residues of C12E2 and C12E2-
M were randomly distributed to arrange a bilayer in a simulation box ranging from dimen-
sions 160 Å × 160 Å × 200 Å with the rest of the box being filled with 57312 water
beads. This system was equilibrated using a NVT ensemble for 1 ns simulation time with
increasing timesteps (from 0.01 fs to 10 fs) to ensure that the overlaps between molecules
were resolved and to ensure that the system did not fluctuate substantially. This system was
subsequently subjected to 1 ns of NVT equilibration, with a timestep of 10 fs. The NVT
equilbration was kept relatively short to ensure that a significant extent of phase separation
did not occur during that period.
NP Insertion inside the Bilayer
To insert the NP, initially the CG water beads were removed within the simulation box. The
distance in the direction normal to the bilayer (z-direction) was set to range from 100 Å
to -100 Å, with the bilayer center being located at z = 0 Å. The NP was inserted into the
system 50 Å above the center of mass of the bilayer followed by re-solvation (randomly
allocating the same number of water beads in the box dimensions defined before). The
system was simulated in the NPT -ensemble, to ensure that the area per lipid was flexible,
with temperature and pressure set to 303 K and 1 atm respectively. The temperature and
pressure were controlled using a Nose-Hoover thermostat and barostat[134–136], both with
relaxation times of 0.2 ps. The equations of motion were integrated using the rRESPA
multiple-timestep algorithm [137] with a 2.0 fs inner (bonded) and 10.0 fs (non-bonded)
outer timesteps. Non-bonded interactions were truncated at rcut = 15 Å. Periodic Boundary
Conditions (PBCs) were set in the x and y directions.
5.3 Analysis of the Bilayers 117
Mixed Component Bilayers with and without NPs
Each NP-free system was initialised in an NV T ensemble at 303 K for 0.5 ns. Subsequently,
an NPT production run was simulated at 303 K and 1 atm for approximately 1 µs for each
simulation, to ensure that each system comes as close as possible to full phase separation.
When setting the analogous NP-bilayer systems, each NP example (R = 1.0, 1.5 and 2.0
nm , where R = radius) hydrophobic NP was placed approximately 30 Å above the bilayer
surface during the equilbration step. The R = 1.0 nm size chosen for the NP encompasses
the tailgroup region of the bilayer, while the R = 2.0 nm is similar to the entire bilayer thick-
ness. Two types of NP simulations were done for each radius - one with the NP embedded
inside the bilayer without a restraining potential, and one with the potential. In addition,
as a benchmark to the effects of a multicomponent bilayer, a monocomponent bilayer with
each NP was simulated under the identical conditions for the mixed bilayer simulations. For
each simulation, we simulated for approximately 1 µs to analyse if we can identify similar
phenomena to the mixed bilayer examples. We have used the Midplus, Tinis and Apocrita
[169, 170] clusters generously provided from the University of Warwick and Queen Mary
University of London to undertake the simulations in this work. The catalogue of simula-
tions for this work is illustrated in table 5.1.
5.3 Analysis of the Bilayers
5.3.1 Cluster Formation Analysis
To analyse the effect of the hydrophobic NP on the rate of phase separation, we implemented
a nearest-neighbour clustering algorithm, which measures the aggregation of identical types
of surfactants within Å radius around the C12E2 and C12E2-M component. The analysis was
implemented for the NP-absent/NP systems - where the NP-absent system can act as the
118 Hydrophobic Nanoparticles Act as Lineactants in Mixed Bilayers
Index NP Radius System Type Simulation Length
1 - Mixed 1 µs
2 1.0 Mixed 1 µs
3 1.5 Mixed 1 µs
4 2.0 Mixed 1 µs
5 1.0 Mixed-spring 1 µs
6 1.5 Mixed-spring 1 µs
7 2.0 Mixed-spring 1 µs
8 1.0 Mono 1 µs
9 1.5 Mono 1 µs
10 2.0 Mono 1 µs
Table 5.1 The simulations allocated for this work. The grey coded rows indicate the NP
absent control experiments, while the cyan lists show the simulations including the NPs.
benchmark system to the NP-present system, where the key difference (if any) we want to
observe is how the presence of a NP affects the rate of phase separation. Where the system
has a NP, we have the NP at z = 0 Å (i.e. in the bilayer normal) using an umbrella spring
potential, whilst keeping the degrees of freedom in the x and y direction free to ensure the
NP can diffuse around in the bilayer. To calculate the rate of phase separation and the size
of clusters, the distance between a surfactant and it’s neighbours was defined between the
center of mass (COM) of each surfactant - if the number of identical type (C12E2 or C12E2-
M) was detected within a r = 10 Å distance, then we increment the ‘cluster’ counter. This
cluster counter was averaged over the total number of C12E2/C12E2-M respectively, and
measured over the course of the simulation.
5.3.2 Membrane Domain and Budding Energetics
We have approached the problem of membrane energetics in the way as described by Wolff
et al [171] and Lipowsky [172–174], which involves dividing up the bending, interface and
composition energetics, following on from the elastic properties of a bilayer described by
Helfrich [175]. The approach entails dividing up the bilayer conformation around the do-
main and the NP in terms of the bending energy (the cost of increasing the curvature around
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the NP), the edge energy (the unfavourable energetic contribution between the domains) and
the adhesion energy (the energetic cost of adhering on the NP surface). The bending energy






Where κ is the bending rigidity, L is the radius of the dimple/cap, C is the curvature of
the dimple/cap, and C0 the spontaneous curvature of the bilayer. Here, we can estimate the
curvature as 1R , if we assume that the center of the NP position is aligned with the peak of
the cap/micelle. The energetic cost of forming the edge also needs to be taken into account




where γ indicates the line tension. To measure γ , it is required to measure the unfavourable
interaction forces at the phase interface - originating from the difference in intermolecular
potentials and/or structural variations. To infer γ , we have extracted the stress tensor com-
ponents for each CG bead of the C12E2 and C12E2-M components and averaged them over
the intra-planar axes i.e. the x and y axes. This is extracted from the stress tensor compo-
nents from the molecules in the system. For every atom in the system, the stress tensor in
the simulation (described in detail in the LAMMPS manual [112]) is given by the following




















































where a and b take the axis values (x, y, z) to generate the 6 components of the stress tensor,
r1 and r1 are the positions of the two atoms when taking into account pairwise interactions,
F1 and F2 represent the forces on the two atoms involved in the expression. Term A is
the kinetic energy term, term B is the pairwise energy contribution, terms C, D, E and F
are the bond, angle, dihedral, and improper contributions, term G represents the reciprocal
lattice contribution to the coulombic term, and term H refers to the constraint forces on the
molecule. To estimate γ , we computed the stress component across the x and y planes (term
B) and this was lock-averaged across the axes at every Å interval - hence, over 180 Å. The
axes components (xx, yy, zz, xy, xz, yz) where we identify the most significant discrepancy
near the domain boundary is identified as our estimate of γ . This value was also measured
for simulations with NPs to identify how the presence of the NP affects the γ between the
phase separated domains.
For our estimate of the bending modulus, we extracted the observed experimental bend-
ing moduli as the estimate - for C12E2, this was reported as 5.4 kBT [176]. As we have
simply modified the VdW parameters between the C12E2 and C12E2-M components, we
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have used this value of bending moduli for the bending modulus of the bilayer. The adsorp-
tion/adhesion energy Eadhesion of the surfactants to the NP surface, as estimated by Bahrami
et al [177] is calculated as:
Eadhesion =−4πR2Ux (5.5)
where U ≥ 0 is the adhesion energy per unit area, and x is the fraction of the NP area that
is wrapped by the surfactant. Here, we have measured the interaction energy of the C12E2
and C12E2-M components with the NP surface. The sum of the interaction forces in the x, y
and z axes can be estimated as the Eadhesion, which in turn can be used to infer U. A negative
Eadhesion is responsible for the formation of the micelle/bud, while Ebending and Eedge are the
equivalent to the energetic cost required.
In addition to the interaction of the surfactant components with the NP, it is necessary to
measure the influence from the bilayer composition around the NP. The spontaneous cur-
vature of the C12E2 bilayer was used for the bilayer energetics calculation and modified
accordingly depending on a local composition. Initially, from the lateral pressure profile,








where z = 0 at the center of the bilayer and z = h in the water phase. From this, the sponta-





where κm is the monolayer bending modulus, which is defined as κm = κb/2, i.e. approx-
imately 2.7 kBT. Hence, the primary values to compute in this work are the spontaneous
curvature of the bilayer, the curvature around the NP, and τ .
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Composition Analysis around the NPs
Wolff et al [171] estimated the ‘incompatibility’ energy (or the measure of the tendency of
each bilayer component to disaggregate) from the Landau expansion of the monolayer com-
position, which is highly dependent on the monolayer compositions of the bilayer, which in
turn affects the magnitude of the spontaneous curvature. A flat bilayer domain may become
spontaneously curved whenever an excess of a single lipid component is highly concentrated
in a patch of the monolayer. Here, the exact composition energy is difficult to extract, as
the interaction energy near the domain region cannot be easily extracted, and while the in-
teraction energy between the C12E2 and C12E2-M can be computed, this does not guarantee
its relevance as the incompatibility energy. Instead, following the convention followed by
Wolff, we have calculated monolayer compositions φ1 and φ2 (indices 1 and 2 representing












Each of the monolayer compositions around the NP region was analysed to measure how
the interaction of the surfactants of the bilayer affected the local compositions around the
NP. The list of possible C12E2/C12E2-M with the NP is shown in Figure 5.4. Hence, by
analysing this composition data, we can estimate the extent during incompatibility near the
NP region, and the ‘lifetime’ which this ‘incompatible’ conformation remains around the
NP.
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Fig. 5.4 The surfactant conformations with the different energetic penalties. A and B are
equivalent in this case, while C shows the mismatch between the C12E2 and C12E2-M (the
red and blue species respectively) which is unfavourable in both the lateral and normal plane
of the bilayer. D shows a slice of the NP surface where the C12E2 and C12E2-M species are
adsorbed. E shows the scenario where the top and bottom monolayer are well-mixed, which
is equivalent to the top (1) and bottom (2) monolayer composition being equal (φ1 ∼ φ2),
while F shows the case where the one monolayer is significantly more domain-like (φ1 ̸=
φ2).
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(a) (b) (c)
Fig. 5.5 Monocomponent bilayer with hydrophobic NPs - (a), (b) and (c) show the snapshots
after 1 µs simulations for the R = 1.0, 1.5 and 2.0 nm NPs respectively.
Voronoi Analysis - Area per Surfactant and Thickness
We have used the voronoi tesselation method to visualise the change in the area per lipid
and thickness of the bilayer. The APLVORO program [178] was used to calculate the effect
of phase separation on each components. The voronoi cell corresponding to changes in
length and area was plotted to observe the effect of the NP in the interface of the phases.
The voronoi method allows the effective measurement of the area and thickness per lipid in
a multicomponent bilayer by proportional allocation of space for the point on the xy plane.
5.4 Results and Discussion
5.4.1 Control Simulations with the Monocomponent Bilayers
Figure 5.5 (a), (b) and (c) show the snapshots of the pure C12E2 with the R = 1.0, 1.5 and 2.0
nm radius simulations respectively. We have observed that in these cases, the NPs remain
within the hydrophobic interior of the bilayer. We did not observe any significant budding
or fission processes with the monolayer, which was consistent with the results we have seen
with Chapter 4.
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5.4.2 Mixed Bilayer Systems with/without the NPs
The mixed bilayer system without the NP is shown in Figure 5.6. We see that significant
phase separation occurs after 800 ns. We also see an increase in the curvature of the bilayer
corresponding to a greater phase separation. The analogous simulations with the hydropho-
bic NPs for R = 1.0, 1.5 and 2.0 nm are shown in Figures 5.7, 5.8 and 5.9. With the entry
of the NP into the bilayer center we see the formation of a cap for the R = 1.0 nm example,
and a full budding/micelle formation in the case of the R = 2.0 nm example. The R = 1.5
nm shows the intermediate case, showing the formation of a significant cap around the NP.
By measuring the the density of each type of surfactant around the NP, we can measure
the dynamic change in the conformation of the cap/bud. Figures 5.10, 5.11 and 5.12 show
the RDF profiles of the C12E2 and C12E2-M components around each NP. For all the NP
samples, we see a direction of change in the density profile, where a decrease in the C12E2
peaks corresponds to a C12E2-M peaks within 20 Å of the NP surface, which suggests a
dynamic change of the surfactant conformations on the NP surface. From distances of 40 Å
to 100 Å, we observe a significant trough forming which is most exaggerated in the case of
the R = 2.0 nm, which corresponds to the budding of the NP.
5.4.3 Measuring the Phase Separation
Figure 5.14 shows our measurements of the average cluster sizes, as a function of time for
the NP-free and NP present systems involved, of the C12E2/C12E2-M components. From
it, we do not observe a significant increase/decrease in the rate of phase separation, which
would suggest that the effect of a single hydrophobic NP in the system does not indicate a
significant effect on the rate of phase separation.However, we can still observe the diffusion
of the NPs the the domain interface, which suggests that it behaves as a lineactant, and hence
we cannot rule out its effect as a rate inhibitor for phase separation.
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(a) (b) (c)
Fig. 5.6 The time evolution of the mixed bilayer over 1 µs. (a) shows the top-down view of
the simulation, while (b) and (c) represents the stripped top down and side snapshots.
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(a) (b) (c)
Fig. 5.7 The time evolution of the mixed bilayer with a R = 1.0 hydrophobic nm NP over 1
µs. (a) shows the top-down view of the simulation, while (b) and (c) represents the stripped
top down and side snapshots, to illustrate the position of the NP inside the bilayer
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(a) (b) (c)
Fig. 5.8 The time evolution of the mixed bilayer with a R = 1.5 nm hydrophobic NP over 1
µs. (a) shows the top-down view of the simulation, while (b) and (c) represents the stripped
top down and side snapshots, to illustrate the position of the NP inside the bilayer.
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(a) (b) (c)
Fig. 5.9 The time evolution of the mixed bilayer with a R = 2.0 nm hydrophobic NP over 1
µs. (a) shows the top-down view of the simulation, while (b) and (c) represents the stripped
top down and side snapshots, to illustrate the position of the NP inside the bilayer.
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(a) (b)
Fig. 5.10 The radial distribution profile (RDF) around the R = 1.0 nm hydrophobic NP,
averaged over 200 ns increments for the C12E2 and C12E2-M components around the NP, il-
lustrated the structural change around the NP as a function of time. (a) show the distribution
of C12E2, while (b) shows the distribution of C12E2-M.
(a) (b)
Fig. 5.11 The radial distribution profile (RDF) around the R = 1.5 nm hydrophobic NP,
averaged over 200 ns increments for the C12E2 and C12E2-M components around the NP, il-
lustrated the structural change around the NP as a function of time. (a) show the distribution
of C12E2, while (b) shows the distribution of C12E2-M.
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(a) (b)
Fig. 5.12 The radial distribution profile (RDF) around the R = 2.0 nm hydrophobic NP,
averaged over 200 ns increments for the C12E2 and C12E2-M components around the NP, il-
lustrated the structural change around the NP as a function of time. (a) show the distribution
of C12E2, while (b) shows the distribution of C12E2-M.
(a) (b)
Fig. 5.13 (a) shows the averaged lateral pressure profiles for the C12E2/C12E2-M mixed
bilayer in 200 ns intervals over 1 µs. The pressure profiles were used to infer the change
and convergence of the spontaneous curvature of the bilayer. (b) shows the corresponding
spontaneous curvature.
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Fig. 5.14 Analysis of cluster formation for the C12E2 and C12E2-M components with each
NP sizes, and the reference system with no NP present as a control.
(a) (b)
Fig. 5.15 (a) shows the interaction energy between each hydrophobic NP and a mono-
component C12E2 bilayer, while (b) shows the interaction energy between each NP and the
C12E2/C12E2 components for the last 70 ns of the 1 µs simulations.
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(a) (b) (c)
Fig. 5.16 The voronoi analysis of the snapshot at 1 µs of the R = 1.0 nm NP simulation with
the mixed bilayer - for each voronoi cell, the type, area and length of the cell was illustrated
in (a), (b) and (c) respectively.
(a) (b) (c)
Fig. 5.17 The voronoi analysis of the snapshot at 1 µs of the R = 1.5 nm NP simulation with
the mixed bilayer - for each voronoi cell, the type, area and length of the cell was illustrated
in (a), (b) and (c) respectively.
(a) (b) (c)
Fig. 5.18 The voronoi analysis of the snapshot at 1 µs of the R = 2.0 nm NP simulation with
the mixed bilayer - for each voronoi cell, the type, area and length of the cell was illustrated
in (a), (b) and (c) respectively.
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From the voronoi illustration for the R = 1.0, 1.5 and 2.0 nm (Figures 5.16, 5.17 and
5.18 respectively), we observe that in general, the length of the the surfactants in the region
of the core of the NP is increased. For the larger NPs (R = 1.5 and 2.0 nm), we observe also
a decrease in the area per lipid around the NP region - an area per lipid of 0.03 nm2 and 0.02
nm2 is observed in this ring for the R = 1.5 and 2.0 nm respectively. This constrained area
per lipid around the larger NPs would suggest that the larger surface area of the NP allows
a local ordering of the surfactant components around it.
Membrane Budding and Micelle Formation - the Interaction between the Domain
Boundary and the NPs
From the stress tensor measurements (Figure 5.19) from a mixed bilayer simulation with
clear domain boundaries, we can see the fluctuation and range of values of the γ . The av-
eraged value for γ for the length of the domain interface is in the range of 1.0-7.0 × 10−10
N over 1000 ns, as measured from the absolute difference in the γ values near the domain
boundaries. Experimental measurements of γ range in the region of 0.2-6.2 × 10−12 J m−1
(0.2-6.2 × 10−12 N) [159, 179, 180], which shows that the mixed bilayer showed in this
simulation has γ values comparable to experimental systems. Lipowsky [172] computed a
crude estimate of γ as 10−17 Jµm−1 = 10−11 N. Simulation studies by Rosetti et al [165]
measured a γ values in the range of 28-32 pN (2.8-3.2 × 10−11 N) in the domain bound-
aries between DAPC and DPPC. This value is notably higher than the estimates seen in the
mentioned literature values, which is consistent with the rapid phase separation we induced
in this system. However, we believe that this estimate is also close enough in range to the
measured values such that we can make comparable analyses and measurements. Clearly,
the effect of the hydrophobic NPs is such that it introduces a surface that allows the sur-
factant components to reorganise itself to create a domain interface around it, as shown by
the gradual increase of the RDF plots of the C12E2/C12E2-M as a function of time. (Figures
5.4 Results and Discussion 135
(a) (b)
Fig. 5.19 Line tension (γ) measurements on a mixed bilayer of C12E2/C12E2-M binary mix-
ture over 1000 ns. (a) shows the line tension calculation with the averaged stress tensor
components over unit length measurements at 0, 500 and 1000 ns, while (b) shows the
top-down and side views of the simulations snapshots at 0, 500 and 1000 ns.
5.10, 5.11 and 5.12). If we break down the influence of the hydrophobic NP upon a mixed
bilayer, the locational preference of the NP near the domain interface indicates that it is a
line-active component, and hence, reflects a local reduction of γ .
The spontaneous curvature as a function of time for the mixed bilayer with no NP is
shown in Figure 5.13, where (a) shows the change in lateral pressure profile shown as a
function of time and (b) showing the change. We see that spontaneous curvature ranges
from -0.47 to -0.54 nm−1 as the system evolves - i.e the magnitude of the spontaneous
curvature increases with greater phase separation, which is clear from Figure 5.6. With
calculations that included the spontaneous curvature (the Ebending), we have used the value
of -0.47 which corresponds to the well mixed portion of the mixed bilayer simulation, and
minimises the effects of the phase separation. Taking the center of the NP in each simulation




3.8nm for the R =
1.0, 1.5 and 2.0 nm NPs respectively, which is equivalent to 0.357 nm−1, 0.303 nm−1 and
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(a) (b) (c)
Fig. 5.20 The snapshot of the R = 1.0 nm NP simulation with the mixed bilayer, at the end of
the 1 µs of simulation time. (a) and (b) show the top-down and side snapshots of the bilayer,
while (c) shows the schematic of the snapshot. The angle θ refers to the angle between the
circumference edge of the bulge and the center of the NP, which is used to calculate the
curvature.
(a) (b) (c)
Fig. 5.21 The snapshot of the R = 1.5 nm NP simulation with the mixed bilayer, at the end
of the 1 µs of simulation time. (a) and (b) show the top-down and side snapshots of the
bilayer, while (c) shows the schematic of the snapshot. The length R is used to approximate
the radius of the bud, of which the inverse (R−1) is used as the curvature of the bud.
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(a) (b) (c)
(d)
Fig. 5.22 The snapshot of the R = 2.0 nm NP simulation with the mixed bilayer, after 1
µs of simulation time. (a) and (b) show the top-down and side snapshots of the bilayer, (c)
shows the NP-micelle, while (d) shows the schematic of the snapshot. The micelle radius R
was calculated as the radius of the NP with the length of the surfactant on the surface, which
was then used to calculate the estimated curvature of the initial bud and the micelle itself.
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(a) (b)
Fig. 5.23 Schematics showing the capping/budding region of the 1.0 nm NP (a) and 1.5/2.0
nm NP (b) respectively. In each case, regions A and B illustrate the regions where there a
high spontaneous curvature, due to the unsymmetrical coupling between the top and bottom
monolayers. Region C shows the radius where the FF of the NP acts, and hence, the region
where γ is reduced; this reduced γ allows the dynamic rearrangement of the C12E2 and
C12E2-M components, which in turn drives the greater spontaneous curvature. The regions
illustrated in orange show the bulk domains unaffected by the NP.
0.2 nm−1 respectively - the schematic for this estimate are shown in Figures 5.20, 5.21 and
5.22 respectively.
The membrane budding model suggested by Lipowsky [172] showed that the competition
between the γ and the membrane bending energy results to a transition to either a partial
or complete budding state. It has been hypothesised that once the domain region exceeds
a critical size, the domain can transition into a dimpled or fully budded state, or in other
words, become unstable and hence undergo a invagination process driven primarily by the
fluctuation in the bilayer curvature caused by changes in temperature. In our simulations,
we observe dimpled states of differing magnitudes with the R = 1.0 and 1.5 nm NP, and
a fully budded state with the R = 2.0 nm NP example. As the NPs become larger, the
budding becomes much more significant, which would suggest that this effect would also
occur with large, rigid clusters of hydrophobic NPs, which has been observed as common
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(a)
Fig. 5.24 Measuring the monolayer composition ratios (φ1, φ2) over the trajectory of each
NP simulation with the mixed bilayer. (a) shows the illustration of the radius (of 15 Å
around the NP surface). (b), (c) and (d) correspond to the monolayer composition change
for the R = 1.0, 1.5 and 2.0 nm NPs respectively.
(a) (b)
Fig. 5.25 The approximate bending (Ebending) and edge energy (Eedge) for the bud/cap sizes
that correspond to those formed in the the R = 1.0. 1.5 and 2.0 nm NP simulations, shown
in (a) and (b) respectively. For the Ebending, the curvature induced by the NP is annotated
as red points on the graph specifically pointing out the curvatures of the NP, while for Eedge
we show the energetics as a function of the NP radius.
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occurrences in nature [181, 182]. Here, the contributing forces in the cap/bud formation are
the unfavourable interactions between the C12E2/C12E2-M, the energetic cost of forming
the cap/bud, the effect of the NP upon the local arrangement of the surfactants around it,
and the extent of interaction between the NP surface and the C12E2/C12E2-M components.
Figure 5.25 shows the estimated bending and edge energy, omitting the influence of the NP.
We see that the edge energy is significant, measuring at approximately 1772.0 kcal mol−1,
2025 kcal mol−1 and 2342 kcal mol−1 for the R = 1.0, 1.5 and 2.0 nm cases respectively.
The bending contribution to the energetic cost of forming the cap/bud is estimated Ebending
is estimated near 100, 110 and 50 kcal mol−1 for the R = 1.0, 1.5 and 2.0 nm respectively.
Figure 5.15 (a) and (b) shows the Eadhesion computation for the single component and mul-
ticomponent bilayer respectively. Here, we see a clear difference in the Eadhesion between
the single component and multicomponent bilayers - the single component bilayer show
Eadhesion values of -50, -125 and -225 kcal mol−1 for the R = 1.0, 1.5 and 2.0 nm NPs re-
spectively, while the multicomponent types gives an estimate of the Eadhesion as -0 - -40 kcal
mol−1, -50 - -75 kcal mol−1, and -100 - -125 kcal mol−1 respectively. Here, the primary
distinction we see between the mono and multi-component examples is that the increased
interaction with C12E2 bilayer is coupled with a decreased interaction with the C12E2-M
components - in each case, the total interaction energy with the NP seems to equal that of
the monocomponent examples. This supports our previous analysis in the RDF (Figures
5.10, 5.11, 5.12, for the R = 1.0, 1.5 and 2.0 nm respectively), which suggests the presence
of dynamic rearrangements around the NP radius. In each case, we see a negative adhesion
energy which favours the wrapping of the NP [177]. As it is apparent from simulation snap-
shots that each NP is fully wrapped by the surfactant components (hence, x is treated a unity,
as it represents the fraction of the NP engulfed in the bilayer, and it has been completely en-
gulfed). From equation 5.5, the adhesion energy per area for each NP can be approximated
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as 5.98 kcal mol−1 nm−2 (10.074 kbT nm−2), 4.42 kcal mol−1 nm−2 (7.462 kbT nm−2), and
4.476 kcal mol−1 nm−2 (4.835 kbT nm−2) for the R = 1.0, 1.5 and 2.0 nm NP respectively.
We can consider the sum of the Ebending, Eadhesion and Eedge as the main components due
the bud/micelle formation, therefore, the total energetic contribution to the formation of the
cap/bud is given by:
Etotal = Ebending +Eadhesion +Eedge (5.10)
From our estimates, we can estimate Etotal in each case as 50, -25, -175 kcal mol−1 for R =
1.0, 1.5 and 2.0 nm examples respectively for the monocomponent cases, where the Eedge
= 0 as there are no domains. In the case of the mixed bilayer models, we can see that the
Etotal is approximately 1882, 2010 and 2167 kcal mol−1 respectively for the R = 1.0, 1.5
and 2.0 nm, where the main source of discrepancy from the monocomponent bilayer comes
from the Eedge contribution. Yet by these estimates, it would indicate that energetic cost for
forming the cap/bud in each of these cases would be too high, primarily due to the energetic
penalty from forming the boundary between the domain and the flat membrane i.e. it does
not account for the budding phenomena we see, and we would expect that the NPs would
remain embedded inside the bilayer. Hence, the remaining factor which would influence
the energetics of the membrane budding is the effect of the NP as the lineactant, and the
dynamic movement of the surfactants on the the NPs surface. Figure 5.24 shows the time
evolution of the monolayer compositions around the NPs - we can see that the fluctuation
of composition difference is small in the R = 1.0 nm case, while highly dynamic in the case
of R = 1.5 nm. This composition difference is fully stabilized with the R = 2.0 nm example,
which also shows the greatest difference in monolayer composition, which would suggest
that the presence of larger NPs is correlated with the stabilization of the ‘rearranging’ state
of C12E2 and C12E2-M near the NPs. Figure 5.26 illustrates the mechanism - the distin-
guishing factor for larger NPs (especially prevalent in R = 2.0 nm example) is that there is
a greater surface area for the surfactants to adsorb onto the surface. For the smaller NPs,
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steric hindrance between the surfactants and its effect of being a ‘smaller’ lineactant (i.e. the
surface are around the NP of the which the γ is relaxed is smaller) results in the marginal
rearrangements around the NP. With larger NPs, the ‘rearrangements’ of the surfactants as
a result of the relaxed line tension in the NP region is present as with the R = 2.0 nm exam-
ple. As the C12E2 and C12E2-M molecules are dynamic near the NP radius, we hypothesize
that this has two effects - it would increase the unfavourable interaction energy between the
C12E2 and C12E2-M and increase the local curvature around the NP, which would effec-
tively decrease the local bending rigidity, and hence, induce the invagination process.
We are aware that the key weakness of this study is that the mixed bilayer does not represent
a single type of bilayer. For example, experimental studies using neutron scatter measure-
ments detected distinctly separate bending moduli in lateral heterogenities [48]. Also, for
certain mixed compositions, we observe drastically varying bending moduli in mixed bilay-
ers [183], ranging from 30 (ld phases) to 100 kBT (lo phases) - of an order of magnitude
larger than the bending rigidity observed for this study (5.4 kBT). However, as this study
explicitly looks at an extreme case of phase separation, it may be possible to extrapolate this
result as the mechanisms behind the fission processes near the boundary domain regions.
The lineactant effect of the hydrophobic NPs has been observed in other studies. Palmieri
et al [184] showed through ternary composition bilayer simulations that line-active compo-
nents are observed to accumulate on the binary interface, and acted to decrease the area of
interaction between the domain regions, inducing an overall decrease in the rate of phase
separation. Similar to that case, following the language of Hassan-Zadeh et al [166], we
can conclude that the hydrophobic NP acts as a ‘loosening’ type of lineactant, compared to
hybrid lipids which may act to decrease γ by partitioning inside the domain structure. This
effect is most likely not confined to NPs - Jefferys et al for example, suggested that in the
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presence of the membrane-associated G-protein NRas, the rate of domain formation/phase
separation in a tertiary bilayer was shown to be dampened [164], which is consistent with its
hypothetical effect as a line active component in a mixed bilayer. The slower phase separa-
tion observed from the clustering analysis (Figure 5.14) in the presence of the hydrophobic
NPs implies a similar effect, which would suggest that in real biological systems, the pres-
ence of hydrophobic NPs would directly affect the controlled phase separation mediated
by the domain interface membrane proteins. This interface nucleating effect of hydropho-
bic NPs has been replicated by Cheung [168] using dissipative particle dynamics (DPD)
simulations, and from this simulation, we see that the nucleation is initially driven the hy-
drophobic attraction between the NP and each of the lipid/lipid mimic components, and in
large numbers, clustering of NPs along the interface has been shown to affect the size of the
rafts formed in the DPD simulations. More recently, Risseleda et al [185] demonstrated the
presence of ‘stalkophilic’ and ‘stalkophobic’ regions in the domain boundaries, which act
as the insertion points of viral protein structures. The hydrophobic interface provided by the
NP here can be compared to the binding motifs on proteins such as the HIV-gp41, which
binds specifically to CHOL molecules [186], whilst other proteins have been known to bind
to sphingolipids and sphingomyelin components [187, 188].
5.5 Conclusion
By modifying a CG-MD model of a C12E2 surfactant bilayer, we have shown that it is
possible to model a two-component bilayer that shows phase separation phenomena on a
rapid timescale, which can mimic the domain formation in heterogeneous biomembranes.
This allows the rapid formation of a rafts in a bilayer normally attainable only with mul-
tiple microsecond timescales. We have illustrated that the hydrophobic NPs of all sizes
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(a)
(b)
Fig. 5.26 (a) shows the dynamic composition around the NP budding process - A, B and
C show the composition change for the R = 1.0, 1.5 and 2.0 nm respectively, while (b)
shows the invagination process with the R = 2.0 NP. the orange and green portions repre-
sents the small aggregates that move on the NP surface, driven by the competition between
the favourable interaction with the NP surface and the unfavourable interactions with the
C12E2/C12E2-M aggregates, while the black portions show the overall interaction of the
bulk domain structures towards the NP surface - the invagination process is driven by the
increased spontaneous curvature around the green regions due to the combination of these
interactions.
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locate themslves within the interfaces between the phases. In addition, we show that with
larger radius, the NP drives a budding process that may lead to the formations of caps and a
full-fledged budding, depending on the NP surface area. We have illustrated a general mech-
anism involving the interaction between the NPs and the phase boundary which enables a
invagination process to a cap to the entire budding of the NP away from the surface. We
hypothesize that this is driven by the energetically favourable adsorption onto the surface of
the NP, and the simultaneous increase in the spontaneous curvature around the NPs driven
by the mismatch of the monolayer compositions around the NP.
Hence, the interplay between the bending energy associated with the membrane curvature
around the NP, and the adhesion energy due to favourable hydrophobic interaction is dis-
rupted when placed in a multicomponent bilayer. We hypothesize that with a higher surface
area of the NP (i.e. when when the radius become larger), the bud/cap around the NP is
stabilised due to a additional coordination with its neighbouring surfactants, and the lesser
steric hindrance between the surfactant components when adsorbed on the NP surface. The
lineactant hydrophobic NP increases the radius of disorder as the NP radius increases, which
materializes as significant composition difference between the monolayers. As seen from
estimating the bending and edge energies, these energies do not differ significantly between
each NP size, which suggests that the adsorption energy on the NP surface and the increase
in the spontaneous curvature around the NP is the primary driver for the cap/budding of
the NP. This ‘loosening’ effect of the domain interface increases the unfavourable interac-
tion between the surfactant components, as shown when comparing to a monocomponent
bilayer. This mechanism shows that the membrane line tension may act as a marker for hy-
drophobic species to conglomerate and as a catalyst for budding events, and requires further
investigation.
CHAPTER 6
CONCLUSIONS AND FUTURE WORK
We have managed to conduct a series of nanoparticles (NPs) of hydrophilic, hydrophobic
and intemediate properties, using a Hamaker-potential based model. This model consists
of a single particle which can be modified to take into account the density of particles that
make up the NP, and accurately takes into account surface effects. However, adsorption of
the NP onto the surface was not observed, and for larger NPs the energetic cost of bending
the bilayer overshadows any gain from surface adsorption, which can be accounted for due
to the absence of coulombic interactions in our model. The size effect is also apparent for
the hydrophobic and intermediate NP, where we have seen that the larger the size, the greater
the rise in free energy when the NP is bending the bilayer (hydrophilic/intermediate) and
when exiting (hydrophobic). However, it is clear that the model itself, by simplifying the
surface details of the particle, has limitations. Adsorption phenomena typically seen with
hydrophilic NPs [84, 142] was not reproduced adequately with the R = 1.5 and 2.0 nm, and
even in the R = 1.0 nm it was only hinted at through the PMF.
Analysing the free energy from using Jarsynki’s equality (JE) with the steered molecular
dynamics (SMD), one can observe that the PMF profiles of the NPs are qualitavely very
similar to umbrella sampling (US) results known in literature [62, 84, 189]. However, by
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analysing a range of force and velocities, it can be seen that weighted analysis methods can
depict a gross simplification of the model at hand. The main issue with this is that the veloc-
ity relaxation time, or the time the solute takes to relax from markovian forces modeling a
solvent fails near the bilayer. Adjusting the force means that either the random force term in
the Langevin equation is actually controlled by the stiff spring potential being used, which
means the work values taken into account with our methods will be prone to errors. The
opposite case, where the force is not of a magnitude where it affects the random force term,
then the PMF accordingly is dominated by collision frequencies around the bilayers, which
does not follow the same trend as the markovian solvent model [190]. This shows that all
weighted potential models for mapping the free energy surface breaks down near the bilayer
surface. However, Jarsynski’s equality based models provide a moving solute compared to
umbrella sampling, where the reaction coordinate is mapped at a very restricted window.
This means that the parts in the reaction coordinate where the Markovian assumption of
random force fails can be mapped with some degree of accuracy, and as such, such parts
of the PMF can be pointed out and recalibrated to take into account the differing collison
frequencies and friction. Qualititavely, the umbrella sampling and JE based methods do not
point out any significant qualitiative difference. However, The simulations of the NP-bilayer
reaction coordinate has shown that the even just 10 simulations of the bilayer normal reac-
tion coordinate gives a accurate PMF. This is much more convenient method compared to
the US methods where the force constants of umbrella ‘windows’ canbe an order of mag-
nitude higher than that used in SMD simulations [143], which would directly affect the
random force term in the langevin equation. Howver, this is only in the situation where the
reaction coordinate is as simple as the NP-bilayer normal; any simulations of true in vivo
environments would be difficult to sample with either methods without a drastic adjustment
of the Markovian model.
148 Conclusions and Future Work
The overall trend in the PMF graphs of the two-component bilayers seem to suggest that
the interaction between the NP and each bilayer component comes with a cost, as seen by
the shallower free energy well centered near the tailgroup region. However, there is a ten-
dency for the hydrophobic NP to group near the ‘phase interface’. This is suprising, since
each component of the bilayer has it’s non-bonding potentials as identical as the single-
component bilayer of C12E2 used in Chapter 3 and 4. Hence, to consistently observe this
free energy effect, it may be a interesting research proposal for to look at the parallel of the
bilayer surface as the reaction coordinate for free energy analysis, as this will directly move
the NP in the direction of the interface and away from it.
As the Chiu et al [132] has shown a greater solvation energy that correponds with with
aggregation of hydrophobc particles, it would be interesting for future simulations to study
the effects of multiple hydrophobic NPs in a bilayer, where one would expect a competeing
effect between the free energy gain from the solvation free energy by aggregation and the
hydrophobic tailgroup region. Also, adjusting the Hamaker-potential to take into account
other, such as spheroids, rods, and cyclinders may be insightful, as a number of studies have
illustraed on the importance of the shape of the NP and the corresponding ease of entry into
the bilayer [62, 77].
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Non-bonded interaction parameters (Table A.1) and parameters for bond stretching (Table
A.2) and angle bending (Table A.3) are taken (without modification) from Shinoda et al
[127].
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Table A.1 Nonbonded interaction parameters
Bead 1 Bead 2 Function ε (kcal/mol) σ (Å)
W W LJ12-4 0.8950 4.3710
W OA LJ12-4 0.7000 3.9500
W EO LJ12-4 0.5700 4.3100
W CM LJ12-4 0.3400 4.4385
W CT2 LJ12-4 0.2900 4.2960
OA OA LJ9-6 0.4491 3.7130
OA EO LJ9-6 0.4400 3.8900
OA CM LJ9-6 0.3650 3.9870
OA CT2 LJ9-6 0.3800 3.8400
EO EO LJ9-6 0.4050 4.2500
EO CM LJ9-6 0.3770 4.2740
EO CT2 LJ12-4 0.3700 4.1400
CM CM LJ12-4 0.4200 4.5060
CM CT2 LJ9-6 0.3620 4.3635
CT2 CT2 LJ9-6 0.3120 4.2210
Table A.2 Bond parameters where kl is the bond stretching force constant and l0 is the
equilibrium bond length.
Bead 1 Bead 2 kl (kcal/mol/Å2) l0 (Å)
OA EO 15.000 2.79
EO EO 4.900 3.28
EO CM 7.100 3.56
CM CM 6.160 3.64
CM CT2 9.000 3.13
Table A.3 Angle parameters where kθ is the angle bending force constant and θ0 is the
equilibrium angle.
Bead 1 Bead 2 Bead 3 kθ (kcal/mol/rad2) θ0 (degree)
OA EO EO 3.000 131.0
EO EO CM 3.200 146.0
EO CM CM 3.200 146.0
CM CM CM 1.190 173.0
CM CM CT2 1.600 172.0
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Derivation of Nanoparticle-Solvent Interaction Potentials
To derive the nanoparticle-solvent interaction potentials (and forces) it is useful to consider
the nanoparticles as continuum, spherical solids (by analogy to the work of Hamaker [133]).
The interaction may be written as
U(r) =Urep(r)+Uatt
=Crepr−n +Cattr−m (A.1)
To determine the interaction between a CG bead and the nanoparticle we may then integrate































With no loss of generality we can place the centre of the nanoparticle at R = (0,0,0)
and the solvent particle at r = (0,0,r). Using spherical coordinates the position of a volume
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element in the particle may be written as r′ = (asinθ cosφ ,asinθ sinφ ,acosθ) and
∣∣r− r′∣∣=√a2 sin2 θ cos2 φ +a2 sin2 θ sin2 φ +(r−acosθ)2
=
√
a2 + r2 −2ar cosθ (A.6)
























a2 + r2 −2ar cosθ
]−N/2
(A.8)
which may be evaluated analytically. For the specific interaction potentials (Eqns A.1) we





















































































































































































168 Force Field Data
Fig. A.1 Interaction potentials of the CG polymer beads with the (a) 1.0, (b) 1.5, and (c)
2.0 nm hydrophilic nanoparticle.
169
Fig. A.2 Interaction potentials of the CG polymer beads with the (a) 1.0, (b) 1.5, and (c)
2.0 nm intermediate nanoparticle.
170 Force Field Data
Fig. A.3 Interaction potentials of the CG polymer beads with the (a) 1.0, (b) 1.5, and (c)
2.0 nm hydrophobic nanoparticle.
APPENDIX B
MIXED BILAYER SYSTEMS
Potential Parameters for Systems 1-3
Non-bonded interaction parameters (Tables B.1 - B.3 (for systems 1-3)). The NP-bilayer
interaction for the C12E2 is identical to the R = 1.0 nm size hydrophilic/hydrophobic NP.
Here, we show the additional tabulated non-bonding parameters used for C12E2-M in the
1:1 mixed bilayer. The C12E2-M beads non-bonding potentials with other M beads are
equivalent to the C12E2 case.
Table B.1 Nonbonded interaction parameters - System 1
Bead Function ε (kcal/mol) σ (Å)
OA-M OA LJ9-6 0.375 3.7130
OA-M EO LJ9-6 0.4100 3.8900
EO-M OA LJ9-6 0.4150 4.2500
EO-M EO LJ9-6 0.4190 4.2740
CM-M CM LJ9-4 0.3300 4.5060
CM-M CT2 LJ9-6 0.3620 4.3635
CT2-M CM LJ9-6 0.3320 4.2210
CT2-M CT2 LJ9-6 0.2820 4.2210
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Table B.2 Nonbonded interaction parameters - System 2
Bead Function ε (kcal/mol) σ (Å)
OA-M OA LJ9-6 0.4001 3.7130
OA-M EO LJ9-6 0.4090 3.8900
EO-M OA LJ9-6 0.3650 4.2500
EO-M EO LJ9-6 0.4200 4.2740
CM-M CM LJ9-4 0.4200 4.5060
CM-M CT2 LJ9-6 0.3650 4.3635
CT2-M CM LJ9-6 0.3220 4.2210
CT2-M CT2 LJ9-6 0.272 4.2210
Table B.3 Nonbonded interaction parameters - System 3
Bead Function ε (kcal/mol) σ (Å)
OA-M OA LJ9-6 0.4491 3.7130
OA-M EO LJ9-6 0.4400 3.8900
EO-M OA LJ9-6 0.4050 4.2500
EO-M EO LJ9-6 0.3770 4.2740
CM-M CM LJ9-4 0.4200 4.5060
CM-M CT2 LJ9-6 0.3620 4.3635
CT2-M CM LJ9-6 0.3120 4.2210
CT2-M CT2 LJ9-6 0.3120 4.2210
