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Abstract—Internet of Things (IoT) devices and applications are being deployed in our homes and workplaces and in our daily lives.
These devices often rely on continuous data collection and machine learning models for analytics and actuations. However, this
approach introduces a number of privacy and efficiency challenges, as the service operator can perform arbitrary inferences on the
available data. Recently, advances in edge processing have paved the way for more efficient, and private, data processing at the
source for simple tasks and lighter models, though they remain a challenge for larger, and more complicated models. In this paper, we
present a hybrid approach for breaking down large, complex deep neural networks for cooperative, privacy-preserving analytics. To this
end, instead of performing the whole operation on the cloud, we let an IoT device to run the initial layers of the neural network, and
then send the output to the cloud to feed the remaining layers and produce the final result. We manipulate the model with Siamese
fine-tuning and propose a noise addition mechanism to ensure that the output of the user’s device contains no extra information except
what is necessary for the main task, preventing any secondary inference on the data. We then evaluate the privacy benefits of this
approach based on the information exposed to the cloud service. We also asses the local inference cost of different layers on a modern
handset. Our evaluations show that by using Siamese fine-tuning and at a small processing cost, we can greatly reduce the level of
unnecessary, potentially sensitive information in the personal data, and thus achieving the desired trade-off between utility, privacy and
performance.
Index Terms—Machine Learning, Deep Learning, Privacy, Cloud Computing, Internet of Things
F
1 INTRODUCTION
The increasing availability of connected IoT devices such as
smartphones and cameras have made them an essential and insep-
arable part of our daily lives. The majority of these devices collect
various forms of data and transfer it to the cloud in order to benefit
from cloud-based data mining services such as recommendation
systems, targeted advertising, security surveillance, health moni-
toring and urban planning. Many of these devices are subsidized,
and their applications are free, relying on information harvested
from the users’ personal data. This practice has a number of
privacy concerns and resource impacts for the users [1], [2].
For example, a cloud based IoT application that offers emotion
detection service on user’s conversations at home or their home
camera as its main task may use this data for other tasks such
as occupancy analysis, face recognition or scene understanding,
which may not be desired for the user, putting her privacy at
risk. Preserving individuals’ privacy versus providing detailed data
analytics faces a dichotomy in this space. Cloud-based machine
learning algorithms can provide beneficial and interesting services
(e.g., video editing tools or health apps), but the excessive data
collected from the users could be used for unwanted purposes
(e.g., face recognition for targeted social advertising).
While complete data offloading to a cloud provider can have
immediate or future potential privacy risks [3], [4], techniques
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relying on performing complete analytics at the user end (on-
premise solution) or encryption-based methods also come with
their own resource limitations and user experience penalties (see
Section 6 for detailed discussion). Apart from resource consider-
ations, an analytics service or an app provider might not be keen
on sharing its valuable and highly tuned model. Therefore, it is
not always possible to assume local processing is a viable solution
even if the task duration, memory and processing requirements
are not important for the user, or the task can be performed when
users are not actively using their devices (e.g., when the device is
being charged overnight).
In this paper, we focus on achieving an optimization trade-
off between resource-hungry, on-device local analytics, versus
privacy-invasive cloud-based services. We design and evaluate a
hybrid architecture where the local device and the cloud system
collaborate on running a complex neural network that has pre-
viously been trained and fine-tuned on the cloud. The proposed
framework is based on the idea that the end-user does not need
to upload her raw data to the cloud (which can put her privacy at
risk), nor to hide all the information by means of cryptographic
methods (which can be resource-hungry or overly complex for the
end-user’s device). Instead, it is sufficient to preserve the necessary
information for the service provider’s main task and discard any
other irrelevant information which could be used for unwanted
inferences from personal data as much as possible. In this way, we
can augment the local device to benefit from the cloud processing
efficiency and effectively addressing the privacy concerns.
Fig 1 depicts an overview of the proposed hybrid framework,
in which the user and the cloud collaborate to process the user’s
data in a private and efficient manner. Our work relies on the
assumption that the service provider releases a feature extractor
module which is publicly verifiable in terms of privacy. Using
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2this feature extractor, instead of sending personal data, the user
performs a minimalistic analysis and extracts an exclusive feature
from her data and sends it to the service provider for subsequent
analysis. The exclusive feature is then processed in the cloud and
the result yields back to the user. The fundamental challenge
in using this framework is the design of the feature extractor
module that removes irrelevant information properly to achieve
an acceptable trade-off among the privacy, utility, and scalability.
Overview & Contributions. We begin by introducing the pro-
posed hybrid framework which addresses the problem of “user
data privacy in interaction with cloud services”. In this paper, we
focus on those services that utilize deep neural networks (DNNs)
aiming to solve classification problems as their main task. By
decoupling layers of a pre-trained DNN into two parts, we shift
initial layers of the network that act as the feature extractor module
to the user’s device, while keeping the remaining layers on the
cloud. We demonstrate that the proposed solution does not have
the overhead of running the whole deep model on user’s device
and it can be used effectively to preserve the privacy of users by
preventing exposure of irrelevant information to the cloud.
In order to evaluate our hybrid privacy-preserving framework,
we consider two different main tasks: gender classification on face
images and activity recognition on mobile sensor data. First, we
use activity recognition as the main task and consider gender
recognition as the privacy-invasive secondary task. Then we set
gender recognition as the main task and we use face recognition,
which tries to reveal the identity of individuals in the images, as a
sensitive secondary task. We use Convolutional Neural Networks
(CNNs) as one of the most widely used DNN architectures [5], [6],
[7] to build accurate models for gender and activity recognition.
Then we fine-tune these models with our suggested Siamese archi-
tecture to preserve the privacy of users’ data, while maintaining
an acceptable level of accuracy. To verify the proposed feature
extractor, measure its privacy, and evaluate the efficiency of the
model in removing irrelevant information, we introduce a new
metric for privacy measurement that is an extension of the zero-
one loss for classification. Besides, we use transfer learning [8],
which proves that secondary inferences are not feasible. To give
more insight about the performance of our framework, we use
deep visualization, which tries to reconstruct the input image using
the exclusive feature [9]. We also implement gender classification
model on a modern smartphone device and compare the complete
on-premise solution with our hybrid architecture. Even though we
report the evaluation results for a typical smartphone device, this
framework can be extended to other devices with limited memory
and processing capabilities, such as Raspberry Pi and similar IoT
devices. Our main contributions in this paper include:
• Introducing a hybrid user-cloud framework for the user
data privacy preservation problem which utilizes a novel
feature extractor as its core component.
• Proposing a novel technique for building the feature ex-
tractor based on Siamese architecture that enables privacy
at the point of offloading to the cloud.
• Proposing a new measure to evaluate privacy and verify
the feature extractor module.
• Evaluating the framework across two deep learning archi-
tectures for gender classification and activity recognition,
based on the proposed privacy measure, transfer learning,
and deep visualization.
User’s Device Cloud Service
Feature 
Extractor Classifier
Exclusive 
Feature
Result
Raw 
Data
Fig. 1: Hybrid privacy-preserving framework: The cloud service
provides the feature extractor to the user’s device, by which the
device extracts an exclusive feature from the data and uploads it
to the cloud for the rest of the process. The cloud runs a classifier
on the exclusive feature and sends the result back to the user.
Paper Organization. The rest of this paper is organized as
follows. In the next section, we present a thorough overview of
the proposed hybrid architecture. In Section 3, we describe how to
deploy a pre-trained model to build the feature extractor module
using Siamese fine-tuning, dimensionality reduction, and noise
addition mechanisms. Next, we introduce different methodologies
we employed to measure the privacy of the proposed framework
in Section 4. Extensive evaluations and experimental results are
described in Section 5. After reviewing related works in Section
6, we finally conclude the paper in Section 7.
2 HYBRID USER-CLOUD FRAMEWORK
In this section, we present our hybrid framework for cloud-based
privacy preserving analytics. Suppose the scenario in which the
user would like to interact with a cloud-based service that makes
use of a classification model for inferring a primary measure of
interest from the user’s data as its main task. Yet, the end user
wants to prevent the exposure of her sensitive information to the
service provider that could potentially put her privacy at risk. An
example of this scenario can be seen when the end user has an
application on her phone which sends sensor data to a cloud-
based service provider for activity recognition (the main task) to
react to her activities (the primary measure) differently (e.g. make
the phone silent when sleeping). However, the end user would
not like the service provider to be able to infer other potentially
sensitive information, such as her identity or gender, from her data.
Note that in this case, the end user do not choose to train her own
classification model, but in fact she wants to use a provided pre-
trained cloud-based service in a safe, privacy-preserving manner.
While uploading the raw data to the cloud has the potential risk
of revealing sensitive information, using cryptographic methods
to encrypt personal data has its own potential drawbacks, as
discussed in Section 6. Instead, an intermediary solution to this
problem is to perform a minimal process on user’s raw data in the
client side to extract a specially crafted feature, which we refer to
as exclusive feature, and then upload this feature instead of the raw
data to the cloud for further processing. In this case, the exclusive
feature should have the following properties:
• The excluisve feature must keep as much information
relative to the primary measure as possible to prevent the
performance drop of the main task.
• It must hide or discard all the other unnecessary informa-
tion to prevent the inference of any sensitive measure.
As a result, according to Fig 1, the user and the service
provider collaborate with each other in the following steps:
3Input
User’s Device
Feature Extractor
Output
Cloud Service
Classifier
… …
Layer1 Layeri
(Intermediate)
LayerN
W1 Wi-1 Wi WN-1
Input Output
Pr
e-
tr
ai
ne
d 
N
et
w
or
k
L
ay
er
-S
ep
ar
at
ed
 
N
et
w
or
k
Fig. 2: Simple Embedding of a DNN. The above network is a pre-
trained DNN before applying layer separation, entirely resided in
the cloud. After layer separation, the beginning part of the DNN
forms the feature extractor and will be sent to the user’s device for
operation. The second part will remain and operate in the cloud.
1) The service provider determines how to extract the ex-
clusive feature on the client side by providing a feature
extractor module to the user.
2) Using the provided feature extractor, the user extracts the
exclusive feature from her data on the client side and
uploads it to the cloud for further processing.
3) The service provider’s classifier module receives and
processes the exclusive feature to yield and return back
the expected result to the user.
The main challenge of this framework is to properly design
the feature extractor module to output the exclusive feature con-
strained to keeping the primary information, while discarding any
other irrelevant information to the main task. Usually, these two
objectives are contradictory, because information removal may
adversely affect the performance of the main task. In addition,
due to the limitations of client-side processing, feature extraction
needs to have minimal overhead on user’s device. Therefore,
designing the feature extractor is the most challenging issue to
address. In the next section, we propose a novel method to embed
feed-forward neural networks in this framework and building the
feature extractor module. Preserving the primary information in
the exclusive feature can be confirmed by the accuracy of the
classifier. The privacy preservation of the feature extractor can
also be verified (either by the end user or by a third party) using
different methods which will be discussed in Section 4.
3 DEEP PRIVACY EMBEDDING
In this section, we address how to embed a pre-trained deep neural
network (DNN), which classifies the primary measure (e.g. for
gender recognition), into the proposed framework. We choose
DNNs as the core learning method for our framework due to
their increasing popularity in machine learning and data mining
applications. Complex DNNs consist of many layers which can
be embedded into this framework following the layer separation
mechanism. In this approach, we choose an intermediate layer
of the DNN as a pivot, based on which we split the whole
network into two parts. The first part that forms the feature
extractor module includes the input layer of the DNN up to
the intermediate layer (inclusive). We refer to the output of the
intermediate layer as the intermediate feature. The second part
which contains the remaining layers of the network forms the
classifier module. This way, using the layer separation mechanism,
we achieve two important objectives simultaneously: (i) obtaining
the desired feature extractor, and (ii) benefiting from the intrinsic
characteristics of DNNs: The output of higher layers are more
specific to the main task, containing less irrelevant information.
If we just rely on the layer separation mechanism, we will end
up with an embedding method which we call Simple Embedding,
as illustrated in Fig 2. In this embedding method, the feature
extractor module that is sent to the user’s device is just the initial
layers of the network up to the intermediate layer with no changes,
with exclusive feature being the same as the intermediate feature.
Choosing the intermediate layer from lower layers of the
network intrinsically results in privacy compromises. As we pro-
ceed through the deep network layers, the feature becomes more
specific to the main task, and irrelevant information (including
sensitive information) will be gradually lost [8]. Meanwhile, the
more privacy we gain by choosing higher layers as the inter-
mediate one, the more processing overhead we impose on the
user’s device. Therefore, for the sake of scalability, it is better
to select the intermediate layer from the lower layers of the
network. However, lower layers of a DNN learn invariant general
features which are not specific to the main task [10]. This will
bring privacy concerns with the simple embedding approach. The
solution is to manipulate the intermediate feature coming from a
lower intermediate layer and try to adjust it only for the desired
primary measure so that all the other sensitive measures become
unpredictable. To this end, we employ three different techniques:
dimensionality reduction, noise addition, and Siamese fine-tuning,
which are discussed accordingly.
3.1 Dimensionality Reduction
The first approach to increase the privacy of the intermediate
feature is to reduce its dimensionality using Principle Component
Analysis (PCA) or autoencoder-based solutions [11], as these
methods try to preserve the primary structure of the input signal
as much as possible, and remove all the other unnecessary de-
tails. This mechanism also reduces the communication overhead
between the user and the cloud. In this approach, a dense reduction
matrix is added as the last layer of the feature extractor module
and a dense reconstruction matrix is attached before the first
layer of the classification module. We refer to this embedding
(with PCA applied) as reduced embedding. In this method, the
exclusive feature is obtained by reducing the dimensionality of the
intermediate feature. As will be shown in Section 5, this procedure
does not significantly affect the accuracy of the main task.
3.2 Siamese Fine-tunning
A more complicated approach to craft the exclusive feature is to
utilize a many to one mapping for any sensitive variable. This
is similar to the main idea behind k-anonymity [12], when the
identities are assumed to be sensitive variables. As an example,
consider the problem of gender classification using a feature
extractor that maps input images to a feature space. If we have
k images of the “male” class mapped to k distinct points, an
adversary may be able to reconstruct the original images if he
could discover the reverse mapping function. Conversely, if all of
the k different male images map to a single point in the feature
space, the adversary will experience confusion to select the correct
identity between k possible ones. Therefore, if we fine-tune the
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Fig. 3: The figure on the left shows the traditional Siamese
architecture used for some applications like face verification. The
one on the right shows the privacy-preserving Siamese architecture
used to fine-tune a pre-trained DNN on the cloud.
feature extractor in such a way that the features of the same class
fall within a very small neighborhood of each other, the privacy
of the input data will be better preserved. To accomplish this task,
we use the Siamese architecture [13] to fine-tune the pre-trained
model on the cloud, before applying the layer separation.
The Siamese architecture presented in Fig 3 has previously
been used in verification applications [13]. It provides a feature
space where similarity between data points is defined by their
Euclidean distance. The main idea of fine-tuning with Siamese
architecture is making the representation of semantically similar
points become as close as possible to each other, while the
representation of dissimilar points fall far from each other. For
example, in face verification problem, where the goal is to de-
termine whether two images belong to the same person or not,
the Siamese fine-tuning can make any two images that belong to
the same person fall within a local neighborhood in the feature
space, and the features of any two images having mismatching
faces become far from each other.
To fine-tune with Siamese architecture, the training dataset
must comprise pairs of samples labeled as similar/dissimilar. A
contrastive loss function is applied to each pair, such that the
distance between two points gets minimized if they are similar and
maximized otherwise. Here, we use the one introduced in [14]:
L(f1, f2) =
{
‖f1 − f2‖22 similar
max(0,margin− ‖f1 − f2‖2)2 dissimilar
(1)
where f1 and f2 are the mappings of data points, and margin is
a hyper parameter controlling the variance of the feature space.
We make use of Siamese fine-tuning to increase the privacy
of the feature extractor by forcing it to map its input such that all
the samples with the same primary class become close to each
other in the feature space, and those having different primary
classes become far. This is illustrated in Fig. 4. For example, if
the main task is gender recognition, with Siamese fine-tuning, all
the images of the ”male” class will be mapped to a small local
region in the feature space, and similarly all the ”female” images
will be mapped to another region which is far from the male’s.
By defining a contrastive loss on the intermediate layer, we get
a multi-objective optimization problem. It tries to increase the
accuracy of the primary variable prediction by minimizing the
classification loss, and at the same time, it increases the privacy of
the exclusive feature by minimizing the contrastive loss.
Class 1
Class 2
(a) Before fine-tuning
Class 1
Class 2
(b) After fine-tuning
Fig. 4: A two-dimensional representation of the feature space
before and after Siamese fine-tuning where the main task is a two-
class classification. The dashed line shows the border between
primary class 1 and 2. The points with the same color have the
same attribute, which is potentially sensitive. Before Siamese fine-
tuning, an adversary can discover the sensitive information as there
are clear borders between different colors, but after fine-tuning,
the sample points with the same primary class will get too close
to each other, making the inference of the sensitive information
much harder. A small perturbation of the data points after the fine-
tuning will totally dispose of the sensitive class borders, while
maintaining them in the right side of the primary class border.
We refer to this embedding method as Siamese embedding.
Note that the whole process of Siamese fine-tuning is done in
the cloud by the service provider only once, before applying the
layer separation and delivering the feature extractor module to end
users. The exclusive feature in this case will be the output of the
intermediate layer of the fine-tuned DNN.
3.3 Noise Addition
Noise addition is another traditional method for preserving privacy
[15], which increases the inference uncertainty of unauthorized
tasks. Apart from Siamese fine-tuning and dimensionality reduc-
tion, the feature extractor module can also add multidimensional
noise to the feature vector to further increase the privacy. We
refer to this technique as noisy embedding. Although Siamese fine-
tuning tries to map data points with different sensitive classes to
a single point, these points may still have small distances from
each other (Fig 4b). We can highly increase the uncertainty about
sensitive variables by adding a random noise to the feature. As the
variance of the added noise increases, we get more uncertainty in
the sensitive variable, and thus the privacy will be better preserved.
However, a high-variance noise could also decrease the prediction
accuracy of the primary variable, as it could cause the data points
to fall out of the right-class region. Therefore, we have a trade-
off between privacy and accuracy when increasing the amount of
noise. A significant benefit of Siamese fine-tuning is that it allows
us to add noise with higher variance, because after the fine-tuning,
the intra-class variance of the primary variable decreases, while the
inter-class variance gets increased. Therefore, with Siamese fine-
tuning, our framework can tolerate higher variance noises without
noticeable performance drop in the main task.
Ultimately, we can combine all the embedding methods,
namely Siamese fine-tuning with both dimensionality reduction
and noise addition, as a method that we call advanced embedding.
Fig 5 illustrates an overview of the advanced embedding, in which
the Siamese fine-tuning is performed on cloud before pushing the
feature extractor to the end users’ devices. When the user attempts
to use the service, the feature extractor module on her device
extracts a feature vector from the input data at the intermediate
layer. Next, the dimensionality of the obtained feature is reduced
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Fig. 5: The noisy reduced embedding of a pre-trained DNN with
both dimensionality reduction and noise addition. If Siamese fine-
tuning is also applied on the DNN before layer separation in the
cloud, it will be the advanced embedding method. In this case,
after cloud-side Siamese fine-tuning, the feature extractor is sent
to the user’s device where PCA projection and noise addition
are applied to produce the exclusive feature. This feature is then
uploaded to the cloud to proceed with the processing.
by applying a PCA or an Auto-Encoder. Before uploading to
the cloud, the feature extractor adds some noise to the reduced-
size feature to obtain the exclusive feature. The classifier module
residing in the cloud, receives the exclusive feature and performs a
decompression operation. Finally, the reconstructed feature is fed
into the neural network to produce the expected result.
4 PRIVACY VERIFICATION
In this section, we introduce three different methods to verify
and evaluate the privacy of the exclusive feature. First, we define
a privacy evaluation metric based on statistical analysis of an
arbitrary sensitive variable given the exclusive feature. Next, we
use transfer learning [8] to determine the degree of generality and
particularity of the exclusive feature to the main task, and deep
visualization [9] to evaluate how well we can reconstruct input
data from the exclusive feature. In practice, these methods can be
used by the end user or a third party to verify the privacy of the
feature extractor module of a service provider in order to decide if
the service provider should be trusted.
4.1 Privacy Metric
Here, we introduce an intuitive method to measure and quantify
the privacy of the feature extractor. We consider the cases where
we want to verify the privacy of the exclusive feature concerning
a discrete sensitive variable, such as identity of people. Although
there exists various methodologies for this purpose in the lit-
erature, including k-anonymity [12] or differential privacy [16],
they can not be directly applied to our problem, since they are
designed for different privacy preserving scenarios such as dataset
and model publishing (discussed in Section 6). However, as our
method addresses the privacy issue in a different context, we have
to evaluate the privacy of our framework using a different measure.
The privacy of our framework directly relies on the amount
of sensitive information that exists in the exclusive feature. The
solid approach to this end is to use information theoretic concepts
such as mutual information or conditional entropy to measure the
amount of sensitive information. However, even if we were able
to obtain a good estimate of the joint distribution of the sensitive
variable and the exclusive feature, calculating these measures
would be intractable, especially in the high dimensional space
[17]. Another approach is to consider the deficiency of the clas-
sifier trying to discriminate an arbitrary sensitive variable, given
the exclusive feature. In this context, less classification accuracy
implies that the exclusive feature contain less information about
the sensitive variable and thus more privacy are preserved. How-
ever, classification accuracy by itself is not sufficient to guarantee
privacy, because the true sensitive class might be among the most
probable candidates. Therefore, we extend this approach to include
the rank of the results in the measure. Considering the rank of
likelihood as the privacy measure makes sense, because it can
be seen as an extension of k-anonymity and top-k accuracy, and
also an estimation of guessing entropy [18]. In fact, average rank
is equivalent to the expected k-anonymity and lower ranks result
in less top-k accuracy and thus more privacy. Moreover, average
rank is an empirical estimation of guessing entropy which is a
well-known measure of uncertainty [18] that can also be used as a
measure of privacy.
Formally speaking, assume that we have a dataset D =
{(xi, si)}i=1:N , where xi is an input data and si is a discrete
sensitive class which can take values from the set {1, 2, . . . ,K}.
We apply the feature extractor on D to obtain the set of features
F = {(fi, si)}i=1:N . Then, by adding noise to F , we build the set
of noisy features Z = {(zi, si)}i=1:N . To measure the privacy of
a certain noisy feature zi, we calculate the conditional likelihood
of all the sensitive classes {P (s|zi) | 1 ≤ s ≤ K}. Therefore, we
first estimate P (zi|s) for an arbitrary sensitive class s as:
P (zi|s) =
∫
f
P (zi, f |s)df =
∫
f
P (zi|f, s)P (f |s)df (2)
if we condition on f , s becomes independent of zi, and we have:
P (zi|s) =
∫
f
P (zi|f)P (f |s)df = Ef∼P (f |s)[P (zi|f)] (3)
Assuming Fs = {f1, f2, ..., fNs} is the set of extracted features
with the sensitive class s in our dataset, we can estimate the above
expected value with sample mean calculated on Fs:
Pˆ (zi|s) = 1
Ns
∑
fj∈Fs
P (zi|fj) (4)
Now by using the Bayes rule, we have:
Pˆ (s|zi) ∝ Pˆ (zi|s)P (s) (5)
Then, we can compute the relative likelihood of all sensitive
classes given a noisy feature zi. As we know the correct sensitive
class of zi which is si, we find the rank of the likelihood of the
true class P (si|zi) in the set {P (s|zi)|1 ≤ s ≤ Ns} sorted
in descending order (lower likelihoods get higher rank), as the
privacy of zi:
Privacy(zi) =
Rank(si)
K
(6)
where we divide the rank by K (the total number of classes) to
normalize the values between 0 and 1. For all of the members of
Z , we can estimate the total privacy of the transmitted data by
averaging over the individuals privacy values:
Privacy total =
1
N
N∑
i=1
Privacy(zi) (7)
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Fig. 6: The transfer learning procedure from top to bottom: (1)
the trained network N1 for the main task; (2) another network
N2 for the secondary task; (3) the weights of the beginning layers
are copied from N1 to N2 and frozen, while the remaining layers
initialize with random weights; (4) final trained network for the
secondary task, using transfer learning.
4.2 Transfer Learning
We can also measure the amount of particularity of the extracted
feature to the main task using Transfer Learning [8]. This proce-
dure is depicted in Fig 6. Suppose we have already trained a DNN
N1 for primary variable classification. Then, we build and train
another DNN N2 to infer an arbitrary sensitive variable according
to the following procedure:
1) Copy weights from the first i layers of N1 to the first i
layers of N2.
2) Initialize the remaining layers of N2 randomly.
3) Freeze the first i layers of N2 (do not update their
weights).
4) Train N2 for sensitive variable inference to learn the rest
of the parameters.
After the training procedure, the accuracy obtained for sen-
sitive variable prediction is directly related to the degree of
generality of the extracted feature from i’th layer. The lower
accuracy for the sensitive variable prediction, means the more
specific is the feature to the main task.
4.3 Deep Visualization
Visualization is a method for understanding deep networks. Deep
visualization can give us a fascinating insight about the privacy
of the exclusive feature for those tasks in which the input is
visualizable, such as images. In order to obtain an insight about the
amount of sensitive information in the exclusive feature, we use
an Auto-Encoder visualization technique [9], which is especially
useful when working with image datasets. In [9], a decoder is
designed on the data representation of each layer to reconstruct the
original input image from the learned representation. Therefore,
we can analyze the preserved sensitive information in each layer
via comparing the reconstructed image with the original input.
5 EXPERIMENTS
In this section we evaluate and analyze the accuracy and privacy
of different embedding methods for two widely-used classification
tasks as case study: activity recognition and gender classification.
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Fig. 7: VGG-16 architecture for gender classification [19].
For activity recognition, we consider the gender as an arbitrary
sensitive information that the user do not want to be exposed to the
cloud service provider, whereas for gender classification, we set
the sensitive valriable to identity. In each of these applications, we
verify the feature extractor module by using the proposed privacy
metric and transfer learning. We show that among all the proposed
embedding methods, applying Siamese fine-tuning is the most
efficient one in preserving the privacy, yet it does not decrease
the accuracy of the main classification task. In addition, we
show how deep visualization is not feasible in reconstructing the
original data from the exclusive feature. Finally, we evaluate our
hybrid framework on a mobile phone and discuss its advantages
compared to other solutions.
5.1 Experiment Settings
We embedd the proposed framework into the state of the art
models for gender classification and activity recognition, and
evaluate its effectiveness in preserving users’ data privacy.
5.1.1 Gender Classification
In the problem of gender classification, the goal is to classify an
individual’s image to male or female, without disclosing the iden-
tity of individuals as an example sensitive information. This has
various applications in different domains such as human-computer
interaction, surveillance and targeted advertising systems [20].
Datasets. Rothe et al. [21] prepared a large dataset, named
IMDB-Wiki, which is useful for age and gender estimation. We
used the Wiki part of this dataset, containing 62,359 images, to
fine-tune the gender classification model with Siamese architec-
ture. We used 45,000 images as training data and the rest as
validation data. We evaluated our privacy measurement techniques
on this dataset as well. We also used “Labeled Face in the Wild”
(LFW) dataset [22] as a benchmark to test the predictive accuracy
of different embedding methods. This is an unconstrained face
database containing 13,233 images of 5,749 individuals which is
very popular for evaluating face verification and gender classifi-
cation models. For transfer learning approach, we used the IMDB
dataset from [23], containing about 2 million images from 2,622
well-known celebrities on the IMDB website, among which we
selected 100 and divided their images to training and test sets for
evaluating the face recognition model.
Setup. We used the pre-trained model proposed in [21] having
94% accuracy based on VGG-16 architecture [19], which is shown
in Fig 7. We broke it down on Conv5-1, Conv5-2 and Conv5-3 as
different intermediate layers and evaluated our framework on each
of them. To create reduced embeddings, we applied PCA on the
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Fig. 8: MTCNN architecture for activity recognition [24].
TABLE 1: Predictive Accuracy of Different Embedding Methods
Gender Classification Activity Recognition
Method Conv5-1 Conv5-2 Conv5-3 Conv-4 FC-1 FC-2
Simple 94.0% 94.0% 94.0% 93.0% 92.7% 93.2%
Reduced 89.7% 87.0% 94.0% 85.3% 92.5% 93.1%
Siamese 92.7% 92.7% 93.5% 93.2% 93.3% 94.2%
Red. Siam. 91.3% 92.9% 93.3% 90.1% 92.8% 94.2%
intermediate feature to reduce its dimension to 4, 6 and 8 for
Conv5-3, Conv5-2 and Conv5-1, respectively.
5.1.2 Activity Recognition
Another application we used for evaluating the proposed frame-
work is activity recognition, which aims to recognize the activity
of a user from the accelerometer and gyroscope data of her
smartphone. In this scenario, we set to prevent the exposure of
the user’s gender as an arbitrary sensitive information.
Dataset. We used the MotionSense dataset [24] for all the stages
of Siamese fine-tuning, predictive accuracy assessment, and trans-
fer learning. This dataset contains time-series data generated by
accelerometer and gyroscope sensors (attitude, gravity, userAccel-
eration, and rotationRate), collected by an iPhone 6s kept in the 24
participant’s front pocket in 15 trials doing the following activities:
downstairs, upstairs, walking, and jogging.
Setup. The activity recognition model we used in experiments
is the already trained version of a specific implementation of a
multi-task convolutional neural network (MTCNN) proposed by
Malekzadeh et al. [24]. The overall view of this architecture is
depicted in Fig 8. We decoupled the network on Conv-4, FC-1,
and FC-2 as different intermediate layers. Reduced embeddings of
this model were obtained from applying PCA to reduce dimension
of the intermediate feature to 8 for each of the layers.
5.2 Experiment Results
Accuracy of Embedding Methods. In the first step, we assessed
how different embedding methods affect the accuracy of both
gender classification and activity recognition as two different main
tasks. Table 1 reports the accuracy of both tasks under different
embedding methods and intermediate layers. The obtained results
convey two important messages. First, the predictive accuracy of
Siamese and simple embeddings are comparable, which implies
that applying Siamese fine-tuning do not necessarily decrease the
accuracy of the main task, but sometimes can even result in a slight
improvement due to the way it centralizes same-class data points
and separates different-class ones. Second, Siamese embedding is
more robust to PCA than simple embedding, again due to the same
reason. In other words, the accuracy of Siamese embedding is
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Fig. 9: Transfer learning results for different embeddings across
different intermediate layers. Less accuracy means more privacy.
very close to its reduced counterpart, while for simple embedding,
applying dimensionality reduction will deteriorate the accuracy.
As a result, applying the Siamese embedding with dimensionality
reduction leads to better privacy with less accuracy degration of
the main task.
Transfer Learning. The result of transfer learning for different
embeddings on different intermediate layers for both gender clas-
sification and activity recognition tasks are presented in Fig 9.
For gender classification (Fig 9a), applying (reduced) simple or
Siamese embedding results in a considerable decrease in the
accuracy of face recognition (secondary task) from Conv5-1 to
Conv5-3. The reason of this trend is that as we go up through
the layers, the features of each layer will be more specific to the
main task. In other words, the feature of each layer will have
less information related to identity (the sensitive information)
comparing to the previous ones. In addition, face recognition
accuracy of Siamese embedding is by far less than the accuracy of
simple embedding in all configurations. As it is shown in Fig 9a,
when Conv5-3 is chosen as the intermediate layer in Siamese
embedding, the accuracy of face recognition is 2.3%. Another
interesting point of Fig 9 is the effect of dimensionality reduction
on the accuracy of face recognition. Reduced simple and reduced
Siamese embeddings has lower face recognition accuracy than
simple and Siamese embeddings, respectively.
We observe similar trends for the activity recognition task
depicted in Fig 9b, in which the accuracy of the gender recognition
model (secondary task) is decreased in all embedding methods
across different intermediate layers. Analogous to gender classifi-
cation, the Siamese embedding works better than simple embed-
ding for activity recognition as well, and applying dimensionality
reduction helps with better privacy protection.
Privacy Metric. We used the rank measure proposed in Sec-
tion 4.1 to evaluate the privacy of different embedding methods
against their achieved accuracy for the gender classification and
activity recognition tasks. We increased the privacy of noisy em-
bedding methods by widening the variance of the added symmetric
Gaussian noise. Fig 10 illustrates the achieved privacy based on
this metric against the predictive accuracy of the main task for
different noisy configurations of gender classification and activity
recognition. Each data point in the figures represent a certain
amount of variance for the added noise.
In Fig 10a, for the gender classification task, we fixed the
intermediate layer on Conv5-3 and evaluated the accuracy-privacy
trend of two embedding methods: noisy reduced simple and ad-
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Fig. 10: Accuracy-Privacy trade-off. Each point represents a certain amount of variance for the added noise.
Original Image 
Simple Embedding 
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Advanced Embedding 
Fig. 11: The first row shows the original images and the others show the reconstructed ones from exclusive feature. In all reconstructed
images, the gender of the individuals is recognized to be the same as the originals. In addition, From simple to advanced embedding, the
identity of the individuals is increasingly removed, proving that the advanced embedding has the best privacy preservation performance.
vanced embeddings in order to evaluate the effect of Siamese fine-
tuning. We can see from the figure that as the privacy increases
(by adding higher-variance noises), gender classification accuracy
decreases more slowly in advanced embedding, where we use
Siamese fine-tuning, compared to the other method that does
not benefit from Siamese fine-tuning. We also assessed the effect
of choosing different intermediate layers on the accuracy-privacy
curve when using the advanced embedding method. The result of
this experiment is depicted in Fig 10b, where the accuracy-privacy
curve of higher layers are above lower ones, meaning that higher
layers provide more privacy when achieving the same accuracy.
This result conforms with that of transfer learning in a way that
choosing the intermediate layer closer to the output of the network
results in having a lower face recognition accuracy.
Similar to gender classification, we also evaluated the accuray-
privacy trade-off for different embedding techniques in activity
recognition task. The effect of having Siamese fine-tuning is
shown in Fig 10c, where we fixed the intermediate layer to FC-2.
As expected, the advanced embedding curve is above the one for
noisy reduced simple embedding in this task as well. In Fig 10d,
we assessed the effect if choosing different intermediate layers,
among Conv-4, FC-1, and FC-2, on the accuracy-privacy trend of
the advanced embedding method. Like what we experienced for
gender classification, in activity recognition, considering higher
layers as the intermediate results in having more area under
accuracy-privacy curve.
Visualization. We evaluate the identity privacy of the gender
classification task, whose input is image and thus vizualizable,
using deep visualization technique. In order to visualize the output
of the feature extractor module, we fed the Alexnet decoder
[9] with the exclusive feature of the gender classification model
for different embeddings. Then we fine-tuned the decoder to
reconstruct the input image as much as possible. We can visually
verify the identity privacy of the feature extractor by looking at
the reconstructed images. The results are illustrated in Fig 11
for different embedding methods. It can be observed that under
all of the different embedding methods, genders of all images
remain the same as the original ones. However, we can see that for
advance embedding it is harder to distinguish identities from the
reconstructed images compared to other embeddings. The original
images are mostly recovered in simple embedding. Therefore, just
separating layers of a deep network can not guarantee the privacy
of users’ data. Siamese embedding performs better than simple
embedding by distorting the identity, yet advanced embedding
provides the best results.
Mobile Evaluation. We evaluated the proposed hybrid framework
for both gender classification and activity recognition on a modern
handset device, as shown in Table 2. In order to assess the time
and memory usage of our framework, we evaluated simple and
reduced embeddings separately for each of the three intermediate
layers, Conv5-1, Conv5-2, and Conv5-3, of VGG-16 architecture
and Conv-4, FC-1, and FC-2 of activity recognition model, and
compared them with the on-premise solution (full model running
on device). Note that we omitted Siamese embedding in mobile
evaluations, because the Siamese fine-tuning is done entirely on
the cloud, so it does not impact the running time or memory
usage of the mobile device. We used Core ML Tools v2.1.01 to
convert the models into CoreML format that is compatible with
1. https://pypi.org/project/coremltools/
9TABLE 2: Device Specification
Apple iPhone Xs
Memory 4GB LPDDR4X RAM
Storage 256GB
Chipset A12 Bionic chip
CPU Hexa-core 64bit
OS iOS 12.2
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Fig. 12: Running time statistics for different embeddings on
mobile device over 60 tests per configuration
iOS platform. Next, we evaluated each model by measuring the
running time (Fig 12), model loading time (Fig 13) and model
memory usage (Fig 14) of each of the seven configurations.
Most of the variations of trained model architectures under
the proposed embedding approach report the same loading time
and memory usage performance. As the VGG-16 network of the
gender classification is too huge compared to the light activity
recognition model, there is a much larger increase in memory
usage, loading time, and running time when loading the on-
premise solution in gender classification, proving the efficiency
of our framework, especially using heavier deep models.
We conclude that our approach is feasible to be implemented
in a modern smartphone. By choosing a privacy-complexity trade-
off and using different intermediate layers we were able to
significantly reduce the cost when running the model on the
mobile device, while at the same time preserving important user
information from being uploaded to the cloud.
6 RELATED WORK
In this section, we first describe the prior works on privacy-
preserving machine learning methods and then focus on the case
of image analytics. Next, we review the works that have used deep
learning on mobile devices.
6.1 Learning with privacy
Prior works have approached the problem of privacy in machine
learning from different point of views. Some approaches attempt
to remove the irrelevant information by increasing the amount
of uncertainty, while others try to hide information using cryp-
tographic techniques. Earlier works in this area mainly focus on
publicly publishing datasets for machine learning tasks [12], [15],
[25], [26]. We categorize these ones as the Dataset Publishing
methods. They usually concern about publishing a dataset that
consists of high level features for data mining purposes (e.g., a
medical database consisting of patients details), while preserving
the individuals’ privacy. Solutions such as randomized noise ad-
dition [15], [25] and k-anonymity [12] extended by generalization
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Fig. 13: Loading time for different embeddings on mobile device
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Fig. 14: Memory usage for different embeddings on mobile device
and suppression [27], [28], [29] are proposed and surveyed in
[30]. However, these methods have some major caveats, as they
are just appropriate for low-dimensional data due to the curse of
dimensionality [31]. Therefore, they are not suitable for dealing
with high-dimensional data, such as multimedia. Furthermore, it
is shown that a variety of attacks can make many of these methods
unreliable [30].
Differential privacy [32] is another method that provides an
exact way to publish statistics of a database while keeping all
individual records of the database private. A learning model
trained on a dataset can be considered as its high level statistics.
Therefore, considering the training data privacy while publishing
a learning model is another important problem, which we call
Model Sharing. Many machine learning algorithms were made
differentially private in last decade, surveyed in [33]. Recently,
Abadi et al. [34] proposed differentially private deep models.
A different but related problem to model sharing is the privacy
of training data during the training phase. In this problem, which
we call it Training Privacy, a machine learning model needs to
be trained on the data which are distributed among individuals.
Centralising the individual’s data may lead to privacy concerns,
if they contain sensitive information. In this case, the privacy
of individuals can be preserved using distributed learning [35],
[36], [37]. In contrast to centralised learning, distributed learning
methods train a machine learning model in a distributed way by
aggregating the parameters. Papernote et al. [38] introduced a
new privacy preserving framework utilizing differential privacy,
which has the state of the art utility-privacy tradeoff. A more
specific work has been done by Mao et al. that addresses the
privacy of individuals when outsourcing the training task of deep
convolutional neural networks to an untrusted server [39].
In this paper, we address the privacy issue of users’ data from a
totally different perspective compared to dataset publishing, model
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sharing, and training privacy. In our scenario, the focus is on
privacy of users’ data when they have to upload their personal
data to use an online machine learning based service that is already
trained. As a result, neither publishing a dataset, sharing a learned
model, nor participating in training phase are directly relevant to
the problem addressed in this paper. Traditional approaches to
solve this problem are based on cryptographic methods. In [40],
the authors provide a secure protocol for machine learning. In [41],
the neural network is held in cloud and the input of the network is
encrypted in a way that inference becomes applicable to encrypted
data, but this approach requires highly complex operations. The
neural network should be changed in a complicated manner to
enable homomorphic encryption taking 250 seconds on a PC,
which makes it impractical in terms of usability on mobile devices.
The authors in [42], [43] tried to improve this work by employing
a more advanced encryption setting, but they have used simple
deep models in their experiments. Recently, Sanyal et al. have
further decreased the computational complexity of encryption-
based methods using parallelization techniques, but their method
still requires more than 100 seconds to be run on a 16-machine
cluster [44]. Instead of encryption-based methods, an information
theoretic approach is recently introduced in [45], where the main
focus is on discarding information related to a single user-defined
sensitive variable. However, the end-user may not have a complete
understanding about what can be inferred from her data to define
as sensitive variables. Instead, we enforce the exclusive feature to
be specific for the main task of the online service, automatically
discarding any other irrelevant information, including those that
might be sensitive to users. We use the Siamese architecture
to obtain the exclusive feature, which is non-informative for
secondary inferences and can be shared with the cloud service.
6.2 Privacy in image analytics
A good survey on visual privacy can be found in [46] that classifies
different works into five categories: intervention, blind vision,
secure processing, redaction, and data hiding. Our work is similar
to de-identification, a subcategory of redaction methods. The goal
of these approaches is to perturb the individuals’ faces in images
in such a way that they can not be recognized by a face recognition
system. A fundamental work in this category is presented in [47],
which targets privacy issue in video surveillance data. The aim of
this work is to publish a transformed dataset, where individuals
are not identifiable. They show that using simple image filtering
can not guarantee privacy, and suggest K-same algorithm based on
k-anonymity, aiming to create average face images and replacing
them with the original ones. A shortcoming of this work is the
lack of protection against future analyses on the dataset. A number
of works followed this idea and tried to improve it, mainly with
the goal of publishing a dataset of face images. However, they
have not considered to protect the privacy of a new face image,
which is one of our main concerns in this paper. Some recent
works have tried to transform a face image in a way that it is
unrecognizable, while other analytics on the image such as gender
classification is possible. Most of the works in this area use visual
filters or morphing to make the image unrecognizable [48], [49].
One of the main issues with prior privacy preservation methods
is the lack of a privacy guarantee against new models due to
engineering features against specific learning tasks. In most cases,
the learning task is not explicitly defined. Moreover, many works
ignore the accuracy constraints of the learning task in their privacy
preservation methods.
6.3 Deep learning on mobile phone
In the last two years, the implementation and inference ability of
deep neural networks on smartphones have experienced a dramatic
increase. Using pre-trained deep learning models can increase
accuracy of different sensors. For example, in [50], Lane et al.
use a 3 layer network which does not overburden the hardware.
Complex networks with more layers need more processing power.
More complex architectures, such as the 16-layer model (VGG-
16) proposed in [19] and the 8-layer model (VGG-S) proposed in
[51], are implemented on mobile handsets in [52], and the resource
usage, such as time, CPU, and energy overhead, are reported. As
most of the state of the art models are large-scale, full evaluation
of all layers on a mobile device results in serious drawbacks in
processing time and memory requirements. Some methods are
proposed to approximate these complex functions with simpler
ones to reduce the cost of inference. Kim et al. [52] tried to
compress deep models, while in [53] the authors use sparsification
and kernel separation. However, the increase in efficiency of these
methods comes with a decrease in accuracy of the model. In order
to obtain more efficient results, they also implemented the models
on GPU. But the GPU implementation is battery-intensive, making
it infeasible for some practical applications that users frequently
use or continuously require for long periods [54]. To tackle
these problems, Lane et al. [54] have implemented a software
accelerator called DeepX for large-scale deep neural networks to
reduce the required resources while the mobile is doing inference
using different kinds of mobile processors. A survey on deep
learning on mobile is available in [55].
7 CONCLUSION AND NEXT STEPS
In this paper, we presented a new hybrid framework for efficient
privacy preserving mobile analytics by breaking down a deep
neural network into a feature extractor module, which is sent to the
user’s device, and a classifier module, which operates in the cloud.
We exploited the properties of DNNs, especially convolutional
neural networks, to benefit from their accuracy and layered archi-
tecture. In order to protect the data privacy against unauthorized
tasks, we used Siamese fine-tuning to prepare an exclusive feature
well-suited for the main task, but inappropriate for any other
secondary tasks. This is in contrast to today’s ordinary deep neural
networks in which the features are generic and may be used
for various unauthorized tasks. Removing the undesired sensitive
information from the extracted feature results in protection of
users’ privacy. We presented three methods to verify the privacy
of the proposed framework, and evaluated different embedding
methods on various layers of pre-trained state-of-the-art models
for gender classification and activity recognition. We demnstrated
that our framework is able to achieve an acceptable trade-off
between the accuracy and privacy. Furthermore, by implementing
the framework on mobile phones, we showed that we can highly
decrease the computational complexity on the user side, as well as
the communication cost between the user’s device and the cloud.
There are many potential future directions for this work. First,
the proposed framework is designed to preserve the privacy of
users’ data when the desired service is a (multi-class) classifi-
cation task, such as gender recognition or emotion detection. A
possible extension to our work is to address this problem for other
supervised or unsupervised machine learning problems, such as
regression. Second, we would like to provide support for recurrent
neural networks to handle time-series input data, such as speech
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or video. Finally, our current framework is designed for learning
inferences in the test phase. In an ongoing work, we plan to extend
our method by designing a framework for Machine Learning as
a Service, where the users could share their data in a privacy-
preserving manner, to train a new learning model.
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