Sarnak's golden mean conjecture states that (m+1)dϕ(m) 1+ 2 √ 5
Introduction
The unitary group U (1) is compact with an invariant measure, and which may be modeled as acting by rotation on the circle S 1 ⊂ C taken to have length 1. It is well known in this model that U (1) is (monogenically) topologically generated by a rotation by any irrational angle. * A natural question here is which of these topological generators is the best. To answer this inquiry, we introduce the following function:
Definition (cf. [1] ). Let . Therefore, d θ (m) can be thought of as the discrepancy between the first m + 1 iterates of θ and an equidistribution, and (m + 1)d θ (m) can be thought of as measuring how quickly d θ (m) tends to 0 for irrational θ.
Graham and van Lint [1] studied asymptotic behavior of this quantity, using the language of continued fractions. We say that two continued fractions θ and σ are equivalent, written θ σ, if there are positive integers m and n such that θ and σ agree after removing the length-m and length-n prefixes, respectively. The golden ratio is ϕ = 1+ √ 5 2 , and has continued fraction consisting of all 1's. Here, we prove a stronger result about these asymptotics:
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* For a nonabelian consideration, see e.g. Parzanchevski-Sarnak [6] . † This is in contrast to [m] , which denotes {1, . . . , m}. if and only if θ ϕ.
Letting T be the set of values θ for which the condition on d θ (m) in Theorem 1 holds, we will see, as is well known, that T is the set of linear fractional transformations by GL 2 (Z) of ϕ, a dense countable subset of R.
For many choices of θ, (m + 1)d θ (m) rises above 1 + 2 √ 5 before settling below, i.e. M = 1 as in Theorem 1 does not suffice for us here. To study this new sought-after phenomenon-a global generalization of lim sup m→∞ (m + 1)d θ (m) = 1 + 2 √ 5 -we introduce a new measure of quality for topological generators.
From [1] , D(θ) 1 + 2 √ 5 with equality on some (possibly empty) subset S ⊂ T . Sarnak conjectured, and Mozzochi recently proved, the following (the "golden mean conjecture"):
This can be expanded to a surprising result completely characterizing S. Theorem 2. There exist exactly 16 values θ, modulo 1, for which D(θ) = 1 + 2 √ 5 , which are specified in Figure 1 . * Unsurprisingly, ϕ (and ϕ 2 = ϕ+1) is in one of these 16 modulo-1 classes: note that ϕ+η 7 = 2. One way to measure the "quality" of a generator on 1 m M is by the largest value of (m + 1)d θ (m) attained on that range. To put this formally, we introduce:
Then, there is no single "best" generator, in the sense of minimizing this quantity: 
Definitions and past results
Henceforth let θ be irrational. d θ (m) may be evaluated exactly, using the language of continued fractions. We recall the following from [1, 2] :
Definition. Consider the infinite continued fraction θ = [a 0 , a 1 , . . . ]. † We have the following notation, for nonnegative integers n:
• hn kn = anhn−1+hn−2 ankn−1+kn−2 = [a 0 , a 1 , . . . , a n ] is the nth convergent.
• [a 0 , . . . , a n−1 ,1] = [a 0 , . . . , a n−1 , 1, 1, 1, . . . ].
Remark 4. Let θ = [a 0 , . . . , a N ,1], where for n > N we have a n = 1. Then, for such n = N + d, k n = F d+1 k N + F d k N −1 . By the recurrence k n = a n k n−1 + k n−2 and the stipulation that a n ∈ N, k n F n+1 . Indeed, the nth convergent g n = [1, . . . , 1] to ϕ = [1] equals Fn+2 Fn+1 , for F n the nth Fibonacci number, indexed from F 0 = 0 and F 1 = 1, and so in this way ϕ has the smallest convergents.
Using our new notation, we can write more concisely that if θ σ then there exist positive integers m and n for which θ m = σ n . The relationship between equivalent continued fractions can be made even more explicit:
Theorem (cf. [2] , Theorems 174 and 176). Equivalence of continued fractions is an equivalence relation, and two continued fractions θ and σ are equivalent if and only if there exists M = a b c d ∈ GL 2 (Z) for which θ = aσ+b cσ+d , denoted by Mσ in this context.
In this terminology, the aforementioned theorem of [1] and Theorem 1 can be thought of as a biconditional with θ ϕ, and T can be seen as GL 2 (Z)ϕ.
The following are long-established results about continued fractions:
Lemma 5 (cf. [2] , pp.140). Fixing again hn kn and θ n with respect to θ:
With these notions in hand, the following is proved by Slater [9] and Sós [10] and used extensively in [1] : Lemma 6. Given θ = [a 0 , a 1 , . . . ] and nonnegative integers α and m satisfying α < a n+2 and k n + (α + 1)k n+1 − 1 m k n + (α + 2)k n+1 − 2, it is the case that
Combining ( * ) into ( * * ), with some algebraic manipulation we have:
Corollary 7. Given θ = [a 0 , a 1 , . . . ] and nonnegative integers α and m satisfying α < a n+2 and
Henceforth, let ρ = 1 + 2 √ 5 .
Proofs of Theorem 1 and Theorem 2
Theorem 1 asserts that T = GL 2 (Z)ϕ, via linear fractional transformation; that is, T is the set of continued fractions θ ϕ. Towards the proof of this result, we first prove a useful lemma. Of course, this lemma can be generalized considerably, but this is not needed to prove the result in mind.
x] be a function on R + , where the continued fraction is length n + 2. Then f is monotonic (either increasing or decreasing).
This simple lemma equips us to characterize the set T .
Proof of Theorem 1. We know from [1] that equivalence to ϕ is necessary, since if θ ϕ then lim sup(m+1)d θ (m) = > ρ so for all M 0 ∈ N, there is m > M 0 with (m+1)d θ (m) > 1 2 ( +ρ) > ρ. We now show that equivalence to ϕ is sufficient. Write θ = [0, a 1 . . . , a N ,1], where for n > N we have a n = 1. [4] shows that when a n = 1 and k n + k n+1 − 1 m k n + 2k n+1 − 2,
We see that ( ) x n < ϕ + 5 + 2 √ 5 k n is necessary and sufficient to show max(m + 1)d θ (m) < ρ over that range for m, by algebraic manipulation. x n = [1, . . . , 1, a N , . . . , a 1 ] with d = n − N 1's. By Lemma 8 and since a N ∈ N implies a N 1, x n is bounded between g d+1 and g d , so
If we let d 0 be the least d for which ( ) holds, and let N 0 = N + d 0 , then we see that ( ) holds for n N 0 and so the theorem holds
We now investigate when the lower bound can be made M 0 = 1, and we let S denote the set of such irrational numbers. Of course, by Theorem 1, any such generator is equivalent to ϕ. While T is dense in R, Theorem 2 asserts that S is remarkably sparse: #(S mod 1) = 16. Towards this result, we prove two lemmas. The first establishes when the continued fractions of S's elements must become1. The second establishes upper bounds on the values that can appear in the prefix of those continued fractions. It is then merely a matter of verifying with the aid of a short computer program ( §5.1) which values suffice.
Proof. If θ ∈ GL 2 (Z)ϕ then we already know the result to hold, by Theorem 1. So, we take θ ∈ GL 2 (Z)ϕ.
Suppose towards contradiction that for some N 5, a n = 1 for all n N + 2, but a N +1 > 1, yet θ ∈ S. From Corollary 7, we have for
It therefore follows that for m = k N + 2k N +1 − 2:
Rearranging the inequality, along with the substitutions
yields the following:
Using Remark 4, the fact that a N +1 2 by hypothesis, and numerical values of ϕ and ρ, we note that the left-hand side is lower-bounded by 0.04F N +1 + 0.1F N , which, since F 6 = 13 and F 5 = 8, is lower-bounded by 1.3. This provides the desired contradiction and proves the result. Proof. Consider any θ = [0, a 1 , . . . ] ∈ S, and fix n ∈ [5] . We know that we have for k n−1 + (α + 1)k n − 1 m k n−1 + (α + 2)k n − 2, d θ (m) = 1 θnkn−1+kn−2 and so (m + 1)d θ (m) attains its maximum on this range: k n−1 + (α + 2)k n − 1 θ n k n−1 + k n−2 .
In order for this value to be less than ρ (a necessary-but far from sufficient-condition for θ ∈ S), we must have, for α = 0:
Using the substitutions θ n = a n + 1 θ n+1 k n = a n k n−1 + k n−2 we apply the fact that θ n+1 1 and rearrange to obtain
and therefore
Using the numerical value of ρ and letting n range on [5] gives the desired bounds.
Proof of Theorem 2. Lemma 9 and Lemma 10 are sufficient to prove that #(S mod 1) < ∞.
Running the code specified in §5.1 reveals the values specified in Figure 1 . All that remains to be shown is the correctness of the program; each step is evident except for why n only needs to be checked up to 29. This is merely a consequence of ( ) for N = 5, specifically in the "worst case" (in terms of the sizes of k 4 and k 5 ) of θ = [0, 18, 18, 14, 12, 11,1], where k 4 = 55141 and k 5 = 611119 so F d+1 > k5+k4 5+2 √ 5 ≈ 70000, hence d = 24. Because this justifies the code used, the Theorem is true.
To demonstrate the empirical difference between S and a worse choice of θ, see Figure 2 for the partition of the circle for m = 75 for each element of S as well as θ = π. Stylistically, these diagrams are inspired by Motta, Shipman, and Springer's Figure 1 [5] . When there are three distinct lengths, the longest one is colored red and the shortest green; when there are two distinct lengths (Figure 2(d) ), the longer one is colored orange and the shorter black. The code for this figure is found in §5.2. As a consequence of this remark, we treat S implicitly as S/ because of our primary concern with the context of d θ (m). We now introduce some further notation. We have the shorthand
We now begin our approach towards Theorem 3. It is an immediate corollary to the following: Figure 2 . The partition of S 1 for nine values of θ with m = 75. Note that for (e), the partition is far less uniform than in the other figures.
Theorem 11. We have the following asymptotics, where the third and fifth column the give the percentages rounded to the nearest tenth: In particular, each of the lim infs is positive.
As an illustration of the alternating nature for small M , see The proof of this Theorem involves indirectly computing particular values of W by computing the values at which each θ ∈ S is the minimizer, in terms of the convergents. It is now convenient to look at the convergents as functions k 5 , k 6 : S → N: Therefore d ηi (M n (i)) > d ηj (M n (i)), concluding the second inequality. Thus, there are infinitely many values M (e.g. those of the form M n (i)) at which η i = w(M ). Hence σ n (i) and τ n (i) are well-defined sequences for all i.
Further, it is evident from the above argument that the "order of succession" for M sufficiently large, e.g. M K 1 (1) = 70, is η π i for i = 1, 2, . . . . Therefore we just need to compare η π i against η π (i−1) and η π (i+1) . See Figure 4 for an illustration of the interval-based behvaior.
It is now convenient to define "dual" sequences σ n (i) and τ n (i) defined as [ σ n (i), τ n (i)] M the nth range on N ∩ [70, ∞) for which η π i maximizes D M (θ) over θ ∈ S. We see that for similar reasons, this maximizer cycles through 1, 2, . . . , 8. We compute σ n (i) by considering η π (i−1) , η π i : at what value m > M n ( π (i − 1)) does it first occur that
Algebraic manipulation gives m (M n ( π (i − 1)) − 1)
Then, since N ∩ [70, ∞) ⊂ n∈N i∈ [8] [ σ n (i), τ n (i)], we immediately obtain the relationship τ n (i) = σ n (i + 1) − 1.
Finally, we observe that σ n (i) = σ n (πi − 1) τ n (i) = τ n (πi − 1) = σ n (πi) − 1 because by that interval, all j = i will have already achieved a maximum surpassing η π i 's.
Proof of Theorem 11. Given i and M , let j = πi and let n be the greatest integer such that K n (j) M . W ηi (M ) ∈ Θ (τ n (j) − σ n (j)) and so we have the following asymptotic tendencies:
and using the exact values computed in Lemma 13 gives the stated values.
We can interpret this result as saying that as M grows, each element of S is represented as w(M ) infinitely many times. Further, η 1 = w(M ) with marginally higher probability than the alternatives.
There is an interesting parallel to be drawn with Theorems 3 and 11 and with work in analytic number theory on prime distributions. In 1914, Littlewood [3] proved the unexpected fact that the difference π(x)−li(x) alternates infinitely often. * Likewise, Theorem 3 gives eightfold (rather than twofold) alternation. Earlier, in 1853, Chebyshev noticed that π(x, 4, 3) > π(x, 4, 1) despite the asymptotic behavior π(x,4,3)
π(x,4,1) → 1, a result strengthened and generalized considerably by Rubinstein-Sarnak [8] and termed "Chebbyshev's bias." Here we see a much stronger emergent bias in the statement of Theorem 11, where there exists some M 0 ∈ N where for all M > M 0 , we have
In preliminary explorations that became this paper, an attempt was made at the related problem of for each M ∈ [49], minimize D M (θ) over all θ ∈ 0, 1 2 . The approach was to naïvely sample from the interval a large number of times (100000) for each M . Except when M takes the values 30 and 31-where the optimum is approximately 1 30 and 1 31 , respectively, to within one part in 10 6 -the values agree with the problem constrained for θ ∈ S as is solved in this section of the text to within one part in at least 10 3 . We can also compare these results with Ridley [7] , which studies a related problem in packing efficiency of features in plants which grow at fixed divergence angles. There, the optimal angle (out of total angle 1) is determined to be (ϕ − 1) 2 ; note that η 7 = (ϕ − 1) 2 (as enumerated in Figure 1 ). Therefore, we see that Ridley's notion of optimality coincides with the notion explored here using D M (θ) when M takes the values 2, 5, 7-10, 29, 45, and 47-49, where in Ridley's model, M represents the number of generations, that is, the number of features (e.g. petals on a flower) that have grown using the constant divergence angle θ. [ 1 , a , b , c , d , e , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 where DeleteDuplicates might leave a list of length longer than 3, in turn causing nearest3 to throw an error. This can be resolved manually for given a and n. Figure 3 . The following Python code was used to generate Figure 3 . It is admittedly not the most efficient way to handle this data, but given the relatively small numbers used, ease of coding took priority over asymptotic efficiency.
Code
V and rho are as in §5.1.
In order to produce an output on a different range [a, b] of x-axis values (such as in Figure 4 ), replace the outer loop with for m in range(1,b+1) and the last line with plt.xlim(a,b). 1 im po rt m a t p l o t l i b . p y p l o t a s p l t 2 from math im por t s q r t 3 e t a s = [ (13+ s q r t ( 5 ) ) / 8 2 , (7− s q r t ( 5 ) ) / 2 2 , (11+ s q r t ( 5 ) ) / 5 8 , (5− s q r t ( 5 ) ) / 1 0 , (9+ s q r t ( 5 ) ) / 3 8 , (25− s q r t ( 5 ) ) / 6 2 , (3− s q r t ( 5 ) ) / 2 , (7+ s q r t ( 5 ) ) /22 ] c o l o r s = [ " r e d " , " o r a n g e " , " p u r p l e " , " g r e e n " , " b l u e " , " brown " , " b l a c k " , " aqua " ] 
