Abstract. Without Grad's angular cutoff assumption, the local existence of classical solutions to the Boltzmann equation is studied. There are two new improvements: the index of Sobolev spaces for the solution is related to the parameter of the angular singularity; moreover, we do not assume that the initial data is close to a global equilibrium. Using the energy method, one important step in the analysis is the study of fractional derivatives of the collision operator and related commutators.
Introduction
Consider the Boltzmann equation
where f = f (t, x, v) is the density distribution function of particles with position x ∈ R 3 and velocity v ∈ R 3 at time t. The right hand side of (1.1) is given by the Boltzmann bilinear collision operator
which is well-defined for suitable functions f and g specified later. Notice that the collision operator Q(· , ·) acts only on the velocity variable v ∈ R 3 . In the following discussion, we will use the σ−representation, that is, for σ ∈ S 2 ,
which give the relations between the pre-and post-collisional velocities. It is well known that the Boltzmann equation is a fundamental equation in statistical physics. For the mathematical theories on this equation, we refer the readers to [10, 11, 12, 13, 24, 26] , and the references therein also for its physical background.
In addition to the special bilinear structure of the collision operator, the crosssection B(v − v * , σ) is a function of |v − v * | and θ only, where
B varies with different physical assumptions on the particle interactions and it plays an important role in the well-posedness theory for the Boltzmann equation. In fact, with the exception of the hard sphere model, for most of the other molecular interaction potentials such as the inverse power laws, the cross section B(v − v * , σ) has a non-integrable angular singularity. For example, if the interaction potential obeys the inverse power law r −(p−1) for 2 < p < ∞, where r denotes the distance between two interacting molecules, the cross-section behaves like B(|v − v * |, σ) ∼ |v − v * | γ θ −2−2s ,
As usual, the hard and soft potentials correspond to p > 5 and 2 < p < 5 respectively, and the Maxwellian molecule potential corresponds to p = 5.
The main consequence of the non-integrable singularity of B at θ = 0 is that it makes the collision operator Q behave like a (non-standard) pseudo differential operator, as pointed out by many authors, e.g. [2, 17, 20, 23] . To avoid this difficulty, Grad [13] introduced an assumption to cutoff this singularity. This was a substantial step made in the study of the Boltzmann equation (1.1) and is now called Grad's angular cutoff assumption.
The main concern of this paper is about the existence of solutions to (1.1) by requiring as less regularity as possible on the initial data. In fact, a lot of mathematical theories have been developed by using various methods for constructing local and global solutions in different situations. Among them, the Cauchy problem has been studied most extensively for both cutoff and non-cutoff cases.
So far, almost all solutions for the Cauchy problem have been constructed so as to satisfy one of the following three spatial behaviors at infinity; x-periodic solutions (solutions on the torus, [13, 14, 21] ), solutions approaching an equilibrium ( [4, 5, 6, 15, 18, 22] ) and solutions approaching zero (solutions near vacuum, [9, 12] ). We also mention that some partial results are also available for solutions between moving maxwellians, see [1] .
Notice that the solutions constructed in [16] are also solutions approaching an global equilibrium. Morever, the work in [8] is about existence within uniformly local Sobolev space so that it admits a very large solution space, including not only the solutions of the above three types but also the solutions having no specific limit spatial behavior such as almost periodic solutions and perturbative solutions of arbitrary bounded functions which are not necessarily equilibrium state.
On the other hand, even though there was much recent progress on the global existence of classical solutions to the Boltzmann equation without angular cutoff, the regularity required on the initial data is unnecessary high, for example, compared with the cutoff case. Hence, it is natural to find out what is the minimum requirement on the regularity on the initial data for existence, or in other words, to close the a priori estimate. For this purpose, some subtle analysis is needed because of the angular singularity in the cross section.
In this paper, we present a result for local existence in a function space significantly larger than those used in the previous works. However, we still believe that it is not optimal if we compare to the case with Grad's angular cutoff, cf. [25] and the references therein.
Our assumption on the cross section is as follows. Within the non-cutoff case, we assume as usual that B takes the form
and a factor related to the collision angle with singularity,
for some constant K > 0. We are concerned with the solutions of the Boltzmann equation in the form
for some fixed constants ρ, κ > 0, and therefore solve the Cauchy problem for g:
where Γ(g, g) = µ −1 Q(µg, µg). Set T 0 = ρ/(2κ). In the following, H p denotes the usual Sobolev space. Theorem 1.1. Suppose s ∈]0, 1/2[ and −3/2 < γ, γ + 2s < 0, and let ε > 0 be any arbitrarily small number. Denote s 0 = max{2s, 1 2 + }. Then, for any nonnegative initial data satisfying
there is a constant T ∈]0, T 0 ] such that the Cauchy problem (1.4) has a unique nonnegative solution in the same function space, that is
• We believe that the above theorem still holds true even if we replace the Sobolev space in x by the uniformly local Sovolev space, see [8] . However, details are omitted.
• By applying the same approach, we can replace the function space
) with any ε > 0 if we impose the Grad's angular cutoff assumption.
• We point out that the above local solution is not a small perturbation of a global equilibrium. This is different from our previous works [4, 5, 6] , those by Gressman and Strain [14] , see also Guo for the Landau equation [15] . For the cutoff case, there are many works available, and we shall just mention [25] and references therein.
In the proof of Theorem 1.1, we will need to use an upper bound estimate on the collision operator Γ(f, g) = µ −1 Q(µf, µg). Even though the estimate obtained in [5] for this collision operator is sufficient in the present work, we provide another upper bound estimate involving the non-isotropic norm associated with the crosssection B(v − v * , σ) introduced in [5] . This new upper bound estimate is optimal and might be useful for future studies. An equivalent estimate was proved in [14] by using a different method.
Let us recall that the non-isotropic norm introduced in our previous works is defined by
Note that this norm is non-isotropic as it has the following upper and lower bound estimates (see Proposition 2.2 of [5] )
The upper bound estimate using this non-isotropic norm is given by the following improvement of Theorem 1.2 of [5] .
The rest of the paper will be arranged as follows. In the next section, we give the main structure of the proof of Theorem 1.1. The commutator estimates and the upper bound estimates on the nonlinear terms will be given in Section 3. The Leibniz formula for fractional derivatives is given in Section 4. The proof of some technical lemmas will be given in Sections 5 and 6.
Proof of Main Theorem
For any s ∈]0, 1/2[, denote s 0 = max{2s,
and define, for k, m ∈ N, β ∈ R,
It follows that
, with f Ḣλ
. We will prove Theorem 1.1 by using the energy method. Letting g be a nonnegative smooth solution of the Cauchy problem (1.4), we apply E k M m to the equation (1.4) , to obtain
Taking the inner product of this equality with
For the commutators terms and the non linear term, we shall use the estimates given by the following Lemmas 2.1 and 2.3. 
where we have used the fact that
Indeed, the case when λ > 1/2 is straightforward, while the case when 0 < λ < 1/2 follows from the following Hardy inequality in the Fourier transform version: for any number a ∈]0, 3[, it holds that (2.2)
Turning to the commutator [|v|
By Parseval's identity and integrating by part in ξ, we get
Again with the help of (2.2), we finally have
Then the proof of Lemma 2.1 is completed by choosing λ = 2ms > 0.
Lemma 2.1 implies Proposition 2.2. For k + m = 4, m = 0, and for any δ > 0, there exists a constant C δ , such that for any smooth function g, we have
In fact, in the above inequality, the second commutator term can be directly estimated, using for 0 ≤ k ≤ 3
; and for 2ms ≥ 1 and 0 ≤ k ≤ 3
. However, regarding to the first commutator, we need to consider tbe cases when s ≥ 1/4 and s < 1/4 separately. In the first case, we have
Moreover, since
, the case s < 1/4 is easier so that the detail is omitted. 
The proof of this Lemma is the main technical part of this paper, and will be given in Section 5. Granting this result, we can get the following proposition by using the above two Lemmas together with Proposition 2.2. Proposition 2.4. Let g be a nonnegative smooth solution satisfying (2.1). Then for any δ > 0 there exists a constant
Using this energy estimate (2.3), we obtain the main theorem by the same approach used in [3, 8] . In fact, we can first consider the cutoff approximation to construct a family of approximate solutions. That is, set
and denote by Γ ε (g, g) the collision operator corresponding to the above cutoff cross-section B ε = Φ(v −v * )b ε (cos θ). We then study the following Cauchy problem for the cutoff Boltzmann equation
for which we can obtain uniform estimates in weighted Sobolev spaces. As in [3, 8] , we can prove the existence of weak solutions to this cutoff Boltzmann equation as stated in Theorem 2.5. Assume that −3/2 < γ < 0. Let ε > 0 and D 0 > 0. Then, there exists T ε ∈]0, T 0 ] such that for any nonnegative initial data g 0 satisfying
the Cauchy problem (2.4) admits a unique nonnegative solution g ε having the property
Moreover, this solution enjoys a moment gain in the sense that
x,v ). The proof of this theorem will be briefly given at the end of Section 4. In order to show that the limit of the approximate solutions indeed yields a solution to the non-cutoff case, all we need is to obtain a uniform (with respect to cut-off parameter ε > 0) estimate without angular cutoff. For this, note that (2.3) and (2.5) imply that
where c 0 > 0 is a constant independent of g 0 and t, giving an uniform estimate of g(t). Thus we have proved the existence of local solution in [0, T ] with
see for example [3, 8] . And this completes the proof of Theorem 1.1.
Upper bound estimates of collision operator
In this section, we study the estimates of collision operators, so that all functions, their norms and inner products depend only on variables v ∈ R 3 .
3.1. Trilinear operator T . For suitable functions f, g, φ, define the tri-linear operator
We recall that T (f, g, µ) = Γ(f, g), where µ is the Maxwellian function appearing in (1.3). First, we prepare with Lemma 3.1. For any function φ and λ > −3, we have (3.1)
Proof. For λ ≥ 0, it suffices to note that |v − w| ≤ |v| + |w|, while for λ < 0, split the integral in (3.1) to deduce that |v−w|≤1
giving the desired estimate.
where K 0 (ψ, η) is given by
Proof. We note that
Using estimate (2.1) from [7] and Proposition 2.1 there with = 0, m = s, we have
Notice that
We estimate A 2 . Take ν ∈ (2s, 1) satisfying γ + ν ≤ 0. Since ψ, η ∈ W 1,∞ , it holds that
and similarly for η, and hence we have
We also use the change of variables
Then,
Notice that 2(γ + ν) > −3. It follows from (3.1) that
Use the change of the variables v → v as in [19] to deduce, with ϑ = θ/2,
where
L ∞ and we have used the fact that
Similarly,
which gives
We also have
We remark that the above proposition still holds true in the case γ + 2s = 0 by using a method slightly more involved than the one used in [7] . Recall again that
For the term Γ(f, g) we have the following two Propositions.
The following proposition shows a coercivity property of Γ.
In fact, this proposition is a direct consequence of Lemma 2.11 and Lemma 4.5 with β = 0 in [7] .
3.2. Proof of Theorem 1.3. We decompose the kinetic factor of the cross-section (1.2) into two parts,
; ϕ(t) = 1 for |t| ≤ 1/2, and put
Accordingly, we write
) . We have firstly the upper bound estimate of the regular parts, Lemma 3.5. Let γ > −3 and 0 < s < 1. Then we have
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This Lemma will be proved in Section 6. The following proposition follows from Lemma 4.5 in [7] . Proposition 3.6. We have
By means of Lemma 2.12 in [7] and its proof, we have
If γ ≥ 0, the same inequality holds true with the first factor on the right hand side replaced by F L 1
γ+2s
.
It follows from Lemma 3.5 and Propositions 3.6 and 3.7 that
It remains to estimate
To this end, we shall need Lemma 3.6 from [5] , namely Lemma 3.8. For any integer k ≥ 2 we can write
Above, α 
) is a finite linear combination of terms in the form of
Thanks to Proposition 2.1 from [7] , and if we assume that γ > max{−3, −3/2 − 2s}, then
because a, d > 0. It remains to estimate (3.4) which is a linear combination of terms in the form of
where a, b > 0 and d ≥ 0. The estimation on A µ is given in the next Lemma that will be proved in the last section.
Lemma 3.9. Under the conditions of Theorem 1.3, we have
Together with this result, we get
Thus the estimates (3.3) and (3.5) complete the proof of Theorem 1.3.
Fractional Order derivatives for collisional operators
We now study the fractional derivatives of collisional operators with respect to x and v variables, together with their iterations.
4.1.
Leibniz's formula. In the sequel, we set
Then, we have Lemma 4.1. For r ∈ [0, 1], ∈ R and any smooth function f , we have
Notice that by Parseval's identity, for any r
Recall from Lemma 3.6 of [3] that, for any λ ∈]0, 1[, there exists C λ > 0 such that
f w (y) |w| 3+λ dh, for any smooth function f . Moreover, we have the following Leibniz type formula
This formula will be used for the variable v as well as variable x. Firstly for variable v, we have 
Proof. Recall the translation τ w f = f (v +w). The translation invariance of collision operators T leads to
whence the lemma follows.
The first three terms of M λ T (f, g, φ) can be estimated using the upper bound estimate of collision operators, while, for the last term, we have 
Proof. First, consider T (f w , g w , φ) and apply Proposition 3.2. Clearly K 0 (ψ, η) < +∞, so that
Use (4.1) with r = r 1 for f and with r = r 2 and = 2s for g, which results in
We now compute for λ ∈]0, 1[ by a splitting
Actually, we have a freedom in choosing r 1 , r 2 . We make the choice r j = λ j , (j = 1, 2) with λ 1 + λ 2 > λ for |w| ≤ 1 and r j = 0, (j = 1, 2) for |w| ≥ 1, which yields
Next, we consider T (f w , g, φ w ). Since φ = ψη, we have
By virtue of Proposition 3.2, we obtain
By means of (3.2),we can conclude
Exactly in the same way, we also obtain
Moreover, we have also the following Leibniz rule w.r.t. variable x
Remark that the estimate of the difference between f w and g w in Sobolev spaces is given by Lemma 4.1. Thus the estimate of E λ Γ(f, g) is implied by the upper bound estimate of Γ(·, ·).
High order fractional derivatives.
We shall also make use of higher order fractional derivatives in x and v variables, that is, higher order Leibniz formula. Define the following iteration formula for higher order difference:
f w1,w2,...,wm (y) = (f w1,w2,...,wm−1 ) wm (y) .
Then, we have (f w1,w2,...,wm )(ξ) = e iwm·ξ − 1 (f w1,w2,...,wm−1 )(ξ)
and, for any ρ ∈ R f w1,w2,...,wm H ρ (R 3 ) min(1,
The Leibniz formula of higher order for x variables is obtained as follows. Put
By iteration, we have
where P m denotes the set of the permutations of {1, 2, . . . , m}. We will study the Sobolev norm for each term, in the particular case λ j = λ ∈]0, 1[. Then, it follows from (4.3) and Sobolev embedding, that the L 2 norm of the general term is estimated by
, and
If we set k 1 = k − l and
Let us note that in the cutoff case, we will choose m = 3 and λ = 1/2 + . For variable v, similar to Lemma 4.2, we have
Here R l Y = (w j m−l+1 , · · · ,w jq , · · · ,w jm ) withw jq = w jq or 0, and f Y = (f (y1,··· ,y l−1 ) ) y l is defined inductively for Y = (y 1 , · · · , y l ) ∈ R l with the convention such that f (y1,··· ,yq) = f (y1,...,yq−1) if y q = 0. Furthermore, Z, K and g Z , φ K are defined similarly, and we have, in view of (4.2),
In the particular case λ j = λ, we shall consider the following general terms
Proof of Lemma 2.3
In order to apply Proposition 3.2 for φ = M m e −|v| 2 /2 , we need the following result Lemma 5.1.
for any m ∈ N.
Proof. For λ = (2s)m, define ψ = (1+|v| 2 ) −3/4− and η = (1+|v|
. Then the result is trivial if λ = 0. We consider the following function for λ > 0
and note that we only need to prove that there exists δ > 0 such that
Indeed for any index α in N, we have ( Integrating by parts, for j = 1, 2, 3,
We have
where p(ξ) is integrable near ξ = 0 and the lowest power of ξ is λ − 3. Hence, we only need to consider the following typical term
Using the spherical coordinates
The spherical integral is (apart for the function ω 3 j ) like a Bessel function (so we can use stationary phase expansion) to obtain
This is a classical result, but in fact here there is a direct proof. Let P (ω j ) be any polynomial of ω j . Set s = |rv|. We work in the spherical coordinate system directed by rv/|rv|. Then we get
The functionφ is here explicit and smooth. Noting that (multiplication by s)
is cos θ and integrating by parts, this is bounded. Of course, we have
Thus it follows that for any δ ( 0 ≤ δ ≤ 1), we have
and thus we get (for v large)
We need δ − λ < 0 which is always possible if δ < λ.
In conclusion, for all δ < λ, we have
and thus it follows that |g(v)| v −3−δ .
Turning back to our function η which is
So it is enough to choose ε small in comparison of δ.
Using the higher order Leibniz formulas given in Section 4, we have the following commutator formula of higher order
where W k,m (g, g, µ) comes from the remainder terms of the Leibniz formulas of the higher order fractional derivatives with respect to variables x and v. We shall evaluate the inner product of each term of this equality with
x,v ) by using the following Sobolev embedding
Recall that the definition of norms [[ · ]] β and [[ · ]
] are given in Section 2, and k + m = 4. Firstly, we obtain by the coercivity Proposition 3.4, for γ + 2s < 0,
Next, by Proposition 3.2 and by Hölder inequality, we have
x (H 2s
If p = 2, q = ∞ then r 1 = 0, r 2 = (1) The case k 1 + m 1 = 0 and m 3 = 1, · · · , 4: take p = ∞ and q = 2. Then r 1 = 3/2 + ε ≤ 3(1/2 + ε), r 2 = 0 and k 2 + m 2 = 4 − m 3 ≤ 3, so that
whence ( It remains to compute the term W k,m . We consider the terms with l ≥ 1, k 2 ≤ 3 and
Subject to a similar analysis, we only consider the case k 1 = 2, k 2 = 1, l = 1, which is
where we have chosen r 1 = 1, r 2 = 1/2.
Similarly, we also consider the terms with k 1 + k 2 + k 3 + l = 4, l ≥ 1 and k 2 ≤ 3:
Again, we only consider the case k 1 = 2, k 2 = 1, l = 1, which is
where we have chosen r 1 = 1, r 2 = 1/2. If we choose δ/(2s) = 2 /(1 + 2 ) then finally we can bound the right hand side above by
x,v . In conclusion, we have
then it completes the proof of Lemma 2.3.
The proof of Theorem 2.5 can be given in almost the same way as in Section 4 of [3] , but replacing the solution space by H 4 . To this end, we need to show that
These estimates can be easily checked by similar calculations as in the non cut-off case so that the details are omitted for brevity.
Regarding to the proof of Remark 1.2 w.r.t. the cut-off case, we can take m = 0, the commutators terms with linear part are then simply missing, while for the nonlinear parts of Lemma 2.3, we can take k ≤ 3.
6. Proofs of Lemmas 3.5 and 3.9
Now we turn to the technical proof of the upper bound estimate, which is a modification of the one given in [5] .
6.1. Proof of Lemma 3.5. We start from
where (see Figure 1 below)
Using Cauchy-Schwarz inequality, we have
by the same way as in the proof of Lemma 2.12 of [7] . For M , we write
it is not difficult to see that
For each fixed (σ, v * ), we perform the change of variables v → v , as in [2] . Recall that
and we let the inverse transformation be v → v = v σ (v , v * ). Hence Figure 1) . Therefore, writing v and σ instead of v and ω, we have
It is easy to check that
From now on, we concentrate on the term
Note that
Now take the dyadic decomposition as in [5] 
We choose ψ such that ϕ ⊂⊂ ψ. Writing ϕ (z) = ϕ(2 − z) and ψ (z) = (2 − |z|) γ ψ(2 − z), we obtain
We divide
and denote the Fourier transforms of G , H with respect to z byĜ (ξ; v * ),Ĥ (ξ; v * ), respectively. Then Plancherel formula gives
It is easy to see that
A similar estimate is also true for J (1) , by replacing ϕ byφ which is defined from a suitableφ satisfying ϕ ⊂⊂φ. Write
By Cauchy-Schwarz inequality, we have
where, in the second factor, we have used the change of variable
after exchanging dθdξ by dξdθ. Therefore, we get
On the other hand we have
Summing up the above estimates we obtain
Here it should be noted that the commutator
is harmless to the above summation process. Since
As for R 2 , it follows from Cauchy-Schwarz inequality that
Note that the estimation of R 5 is quite similar to R 1 , we obtain the desired upper estimate.
6.2. Proof of Lemma 3.9. For the sake of simplicity, we write µ instead of µ a . Using the change of variables
we have
where F = µ b f . We decompose
for which we have, by means of Lemma 2.12 in [7] and its proof that
We split
By the same way as for M 1 in the proof of Lemma 3.5, we can write
The second term on the right hand side of the above equality is estimated by
Hence, we have
We now consider the term R 3 . Note that
The first term on the right hand side is estimated above by v −N v −N θ 2 for any N > 0 because v ∼ v ∼ v * if |v − v * | ≤ 1. Hence the corresponding part of R 3 is estimated by
As for the second term, we write
The part of R 3 coming from the factor (µ − µ ) 2 can be estimated by the same idea as above. In order to estimate
we use Taylor expansion of the second order (6.5)
Then the term corresponding to the first term vanishes thanks to symmetry (see, for example, Fig. 2 of [3] ).
We must still estimate another term involving H(w) instead of H(v ). Namely, replacing (µ − µ * ) k−1 by (µ − µ * ) k−1 , we need to estimate
3 + R
3 . We use Taylor expansion of the second order at v (6.6)
Since w = v * + (v − v * )(1 + σ · k)/2, R
3 can be estimated using the fact that
Here we have used 
Thus |R 3 | f L 2 |||g||| |||h|||. The estimation of A µ,2 is quite the same as the one for R 3 . In fact, if we decompose
then, for the corresponding two terms on the right hand side, it suffices to estimate A µ,2 by replacing gH by g H and gH, respectively, and using Taylor expansions centered at v * and v, respectively. We turn to estimate R 1 . Using the change of variable v → z = v − v * , we have 
1 + R
1 .
It is easy to see that |R
In order to estimate R It is easy to show that |R
Note that H (ξ/ cos 2 (θ/2); v * ) − H (ξ; v * ) =
