Abstract. In Gfiteaux or bornologically differentiable spaces there are two natural generalizations of the concept of a Fr6chet subderivative. In this paper we study the viscosity subderivative (which is the more robust of the two) and establish refined fuzzy sum rules for it in a smooth Banach space. These rules are applied to obtain comparison results for viscosity solutions of Hamilton-Jacobi equations in smooth spaces. A unified treatment of metric regularity in smooth spaces completes the paper. This illustrates the flexibility of viscosity subderivatives as a tool for analysis.
1. Introduction. It is well known that the proximal limit formula for generalized derivatives plays a crucial role in Hilbert space nonsmooth and variational analysis. The reason is twofold: many properties of a nonsmooth function are determined by the (densely existing) proximal subderivatives, and proximal subderivatives are easier to handle than various other generalized derivatives. However, the proximal derivative concept depends crucially on the analysis of nearest points and, therefore, relies heavily on the inner product structure of the underlying space. Recent research [8, 10, 19] shows that, in fact, what is essential in this context is a "smooth" support function (rather than a nearest point) that corresponds to the "viscosity" (as opposed to the limit) subderivative concept. This makes it possible to do nonsmooth and variational analysis in smooth Banach spaces by using bornological subderivatives (compatible to the smoothness of the underlying space). Such a new technology is crucially important in studying problems on non-Fr6chet-smooth spaces (see, for example, 10]).
One of the most important properties of the proximal subderivatives (and that of other generalized derivatives) is the sum rule. There is extensive research on this topic. We refer to Aubin and Frankowska [1] , Clarke [11, 12] , Deville and Haddad [20] , Fabian [21] , Ioffe Viscosity solutions were introduced by Crandall and Lions [15] to handle partial differential equations (in particular, HJ equations) that do not have any classical solution. Naturally the uniqueness of viscosity solution is one of the most important issues in the viscosity solution theory. The basic uniqueness result for finite-dimension problems was established in the pioneering paper of Crandall and Lions 15] and then developed in 13] . It is extended to Banach spaces with the Radon-Nikodm property in [16, part I] . In [19] and [20] uniqueness results are derived for HJ equations in smooth spaces with elegant short proofs using the smooth variational principle and fuzzy sum rules for viscosity subderivatives. However, the results in [19] and [20] require restrictive uniform continuity conditions to be imposed on the Hamiltonian. For HJ equations corresponding to optimal control problems involving general control equations, these uniform continuity conditions are not satisfied. By using our refined fuzzy sum rule we can prove a uniqueness theorem for an HJ equation under less restrictive conditions. It is applicable to infinite-horizon optimal control problems with a control equation that satisfies the usual Lipschitz condition in the state variable. We then apply this result to show that the value function of a class of infinite-horizon optimal control problems in a /3-smooth space is the unique/3-viscosity solution of the corresponding HJ equation. These results in particular applies to such a problem in L which has a weak Hadamard smooth equivalent norm [6] .
We also apply these fuzzy sum rules to give a unified treatment of metric regularity in smooth spaces. We prove a dual sufficient condition for metric regularity that is parallel to the dual conditions given in Ioffe [27] and Ginsburg and Ioffe [23] and deduce a primal condition that improves a similar condition in Borwein and Strojwas [5] . Then we show that various primal conditions discussed in 1, 2, 3, 5] can be deduced from our primary conditions. This illustrate the flexibility of viscosity subderivatives as a tool for analysis.
We introduce terminology and prove our refined fuzzy sum rules (Theorems 2.9-2.12) in 2. In 3 we discuss viscosity solutions to the HJ equations in smooth spaces, and in 4 we discuss metric regularity.
Finally let us remark that in bornologically differentiable spaces there are two natural generalizations of a Fr6chet subderivative. It seems to us that in such spaces the viscosity subderivative (Definition 2.1) is usually the right generalization to use, rather than the limit definition.
2. Viscosity subderivatives and fuzzy sum formulae. Let X be a real Banach space with closed unit ball B and dual X*. For a set S in X, we denote its diameter by diam(S) "= sup{I Ix Y ll x, y 6 S}. A bornology 13 of X is a family of closed bounded and centrally symmetric subsets of X whose union is X, which is closed under multiplication by scalars and is directed upward (that is, the union of any two members of/3 is contained in some member of/3). We will denote by X the dual space of X endowed with the topology of uniform convergence on/3-sets. The most important bornologies are those formed by all (symmetric) bounded sets (the Fr6chet bornology, denoted by F), weak compact sets (the weak Hadamard bornology, denoted by WH), compact sets (the Hadamard bornology, denoted by H), and finite sets (the Gteaux bornology, denoted by G).
We will define a convex bornology as one that also contains all convex closures of the sets in the corresponding bornology. (In particular, any finite-dimensional subspace is included in the subspace spanned by some element of the convex bornology.) Note that the convex Gteaux bornology lies strictly between the Gteaux and Hadamard bornology, while for the Fr6chet, weak Hadamard, and Hadamard bornologies the convex and nonconvex definitions are the same.
By a function we always mean an extended-real-valued function, usually lower (upper) semicontinuous and proper (that is to say, not everywhere equal to +cx (-cxz) and nowhere equal to -cxz (+)). Given a function f on X, we say that f is fi-differentiable at x and has a fl-derivative V f (x) if f (x) is finite and
as --+ 0 uniformly in u 6 V for every V 6/3. We say that a function f is fl-smooth at x if V f X --+ X is continuous in a neighbourhood of x. It is not hard to check that a convex function f is fl-smooth at x if and only if f is fl-differentiable on a convex neighbourhood of x. Now we can define fl-viscosity subderivatives and superderivatives. DEFINITION 2.1. Let f be a lower semicontinuous function and f (x) < +zxz. We say f is fl-viscosity subdifferentiable and x* is a fl-viscosity subderivative of f at x if there exists a locally Lipschitzfunction g such that g is -smooth at x, V g(x) x*, and f g attains a local minimum at x. We denote the set of all -viscosity subderivatives of f at x by Df (x).
Let f be a upper semicontinuous function and f (x) > -cxz. We say f is fl-viscosity superdifferentiable and x* is a fl-viscosity superderivative of f at x if there exists a locally Lipschitz function g such that g is -smooth at x, V g(x) x*, and f g attains a local maximum at x. We denote the set of all -viscosity superderivatives of f at x by D f (x).
Remark 2.2. The concepts of viscosity subderivatives and superderivatives are introduced in [19] in slightly different forms where the fi-smooth function g is required only to be upper semicontinuous and lower semicontinuous, respectively. We require g to be locally Lipschitz because it seems more convenient for applications. Remark 2.3. By adding a constant we may always assume that the fl-smooth function g in the above definition satisfies g (x) f (x).
Remark 2.4. The limit definition of the fl-subdifferential 0 f (x) of f at x is as follows: x* 0 f (x) if, for any e > 0 and any V fl, there exists a r/> 0 such that t-l(f(x+th)-f(x))-(x*,h) >-e 'v't (0,7), h V. 
Ilhll Ilhll Ilhll which implies that f is Frchet differentiable at 0, a contradiction. DEFINITION 2.6 (see [8] (4) and (3) 
liminf inf -1
(fn(X + h) fn(X)) (x*, h) >_ O. 
Since L is a finite-dimensional space, this is equivalent to [21] . In this spirit we will call a Banach space J-trustworthy (Te) if it has the property stated in the conclusion of Theorem 2.10 (without requiring the bound on the/3-subderivatives in the sum) and say that a Banach space is a (strong) dense/3-subdifferentiability space if, for any lower semicontinuous function f, theset((x, f(x)) graph(f))x dom(f) forwhich Def(x 7 0 is dense in the (graph) domain of f. We will use notations S and S e for strong/3-subdifferentiability and 3-subdifferentiabilit spaces, respectively. We will denote the properties "has a r-smooth norm"
and "has a/3-smooth Lipschitz bump function" by H e and H-, respectively. Then Theorem Adapting the arguments in [7, 8] and using Theorem 2.9 we can obtain corresponding viscosity versions of the sequential limit formulae for the g-subdifferential of a function and the g-normal cone of a closed set. In the following theorems, ag, a, Ng, and Nc signify the g-subdifferential, Clarke generalized gradient, g-normal cone, and Clarke normal cone, respectively, and we refer the reader to [8] Nc(S,x) cl*co {w* llmnX n x n kD#d(S, xn), X n "'S X}.
k=l
In the following discussion we will use the formulae given in the above theorems as equivalent definitions for the g-normal cone in a/-smooth space. These In [19] ,/3-viscosity solutions are defined for problems on non-Fr6chet-smooth spaces. We recall this definition below. DEFINITION 3.1 (see [19] ). Let X be a Banach space with an equivalent -smooth norm. A function u X --+ R is a/3-viscosity subsolution of (6) if u is upper semicontinuous and, for every x X and every x* Dtu(x),
A function u X R is a/3-viscosity supersolution of (6) if u is lower semicontinuous and, for every x X and every x* Du(x),
A continuous function u is called a/3-viscosity solution if u is both a -viscosity subsolution and a 6-viscosity supersolution. Now we prove the main result of this section. Let u and v be two uniformly continuous functions such that v is bounded below and u is bounded above. If u is a -viscosity subsolution of (6) and v is a -viscosity supersolution of (6) (ii) IV(Xl) o(x)l < e and lu(x2) u(x)l < e; (iii) IIxllllxa x211 < and IIxllllx x211 < ;
(iv) x'-x-x*6 V.
Since the function u is a viscosity subsolution of (6) (6) (7); 2. V(x) (llxll / 2)/(llxll / 1) is a uniformly continuous bounded/3-viscosity solution of (7).
Proof
Step 1. If V is a uniformly continuous bounded fl'-viscosity solution of (7), then u is nonnegative. In fact, if--A infx V < 0, then since X has an equivalent/3'-smooth norm, by the Borwein-Preiss smooth variational principle, there exists an x 6 X and a p 6 V(x) + Ilpll < 0 so that V is not a/3'-viscosity supersolution of (7), which is absurd.
Step 2. If V is a nonnegative/3'-viscosity solution of (7), then V is a nonnegative/3'-viscosity subsolution of(7). Thus, DY V(x) {0} wheneverit is nonempty. By [10, Thm. 6.3] u is a constant. It is then obvious that V must be the zero function. This completes the proof of 1.
Step 3. We prove 2. It is trivial to observe that V (x) (llx +2) ! (llx / 1) is a/3-viscosity supersolution of (7) . Since V (x) is convex and nowhere/3-differentiable, D V(x) 0 for all x 6 X. Thus, V is also a/3-viscosity subsolution and, therefore, a fl-viscosity solution of (7) according to [19, Def. Under our assumptions, for given x 6 X and u 6 b/, k(s) g(x(s), u(s)), x(0) x has a unique solution defined on [0, cx), denoted by x(s, x, u).
Since f is bounded, the problem is well defined. We denote the value function of P(x) by V (x). Then we have the following. This theorem is standard; for a proof see, for example, [22] . Define H X x X* --+ R by
We prove the following theorem. , y u) ) + e-t(Vw(x(t, y, u)) g(x(t, y, u) u(t))).
dt Thus, we can write (9) x(s, y, bli) ), g(X(S, y, bli), bl (S))) f(x(s, y,/gi), lg (s))lds > O.
We rewrite this inequality as x(s, y, ui) ), g(x(s, y, lgi), u (s))) (Vw(y), g(y, u (s)))]ds, [e-S f (x(s, y, bli), bti (s)) f (y, ui (s))lds.
-(Vtw(y), g(y, bl (S))) f (y, H (S)) < H(y, p) and, therefore, (11) ?'V(y) + H(y, p) > h(i). x uniformly in U and g(y, ui(s)) is in the /3-set K, the /-smoothness of to at y yields limi he(i) 0. Therefore, limi__, h(i) 0. Sending to infinity in (11) , we obtain that V is a/3-viscosity supersolution of (8) and, hence, a/-viscosity solution of (8) . U 4. Metric regularity. Metric regularity is closely related to the open mapping property and plays an important role in studying exact penalization and necessary conditions for constrained minimization problems. In this section we apply the fuzzy sum rules derived in 2 to derive a necessary condition for metric regularity to fail; contraposition produces a sufficient condition for a function to be metrically regular at a given point. We deduce a dual condition parallel to the dual conditions given in Ioffe [27] and Ginsburg and Ioffe [23] and a/-smooth space version of the primal condition discussed in Borwein and Strojwas [5] . Many authors have discussed primal sufficient conditions. The condition that we give below (Theorem 4.9) appears to be the weakest (in/-smooth spaces) up to now. Various primal conditions discussed in 1, 2, 3, 5] are deduced as corollaries. To avoid complications in the notations we consider metric regularity for a single-valued function with respect to a closed set. This is in fact an entirely general formulation (see [1] and [29] ). There are many discussions about regularity of multifunctions (see, for example, [31, 35] and the references therein). We will indicate at the end of this section how to handle multifunctions with our results. We recall the following definition of metric regularity. The next theorem shows that a function is not metrically regular at a point corresponding to the fuzzy extremal condition described above at the given point. The essential part of the proof is an application of the Ekeland variational principle that was first introduced in [24] for handling metric regularity problems and now becomes quite standard. Before stating the theorem, let us recall that a mapping f X Y is called strictly differentiable at x, provided that f is (Fr6chet) differentiable at x, for each v, 
IIh(y + td) 11-IIh(y) 11
By inclusion (14) there exists z* L Dd(z, S) such that z* We now turn to some sufficient conditions for h to be regular with respect to S at x0. We consider a dual condition first. To do so we need the following definitions. N (x, S) )o.
Here we adopt the convention that (0) o X. [8] that Tc(x, S) (Ng(x, S)) .
The next definition is a fl-normal version of the finite-codimension condition defined in [23] . In a fl-smooth space this condition is less restrictive than the definition in [23] . When n is sufficiently large, the fl-finite-codimension property of h with respect to S at x0 implies that 0 < c < II(Vh(xo))*y*n / lg n n which is a contradiction.
Remark 4.8. Since N(x, S) C Ng(x, S), a function f which satisfies the codimension condition in [23] also satisfies the fl-finite-codimension property. Thus, the fl-finitecodimension property is less restrictive than the codimension condition in [23] . However, we should note that the result in [23] was proven without the smoothness assumption on the underlying space.
Now we turn to a fl-smooth space version of the primal condition discussed in [5] . Remark 4.10. Since Tc(x, S) C Tb(X, S) C T/ (x, S), the condition of this theorem is weaker than that of [5, Thm. 4 .1] in fl-smooth spaces. We should note that the results of [5, Thm. 4 .1 are proven without the fl-smoothness assumption. The same remark also applies to the corollaries below.
As shown in Borwein and Strojwas [5] , in a fl-smooth space, conditions (i) and (ii) in Theorem 4.9 are weaker than the sufficient conditions for regularity given in Borwein [3] for the cases where (i) Y is a finite-dimensional space, (ii) S is convex, and (iii) S is epi-Lipschitz-like (see [5] for the definition). Therefore we have the following corollary. COROLLARY 4.11 (see [3, 5] ). Let X and Y be Banach spaces with fl-smooth norms and S be a closed subset of X. Assume that h X --+ Y is strictly differentiable at xo S. Then h is regular with respect to S at xo, provided that one of the following conditions is satisfied: a. S is convex and 0 coreVh (x0) (S x0). Next we show that the sufficient condition for regularity in terms of uniform sleekness of the set S given by Aubin and Frankowska is also a direct consequence of Theorem 4.9.
First we recall the definitions of sleekness and uniform sleekness. 
