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The calculation of accurate excitation and ionization cross sections for elec-
tron collisions with atoms and ions plays a fundamental role in atomic and
molecular physics, laser physics, x-ray spectroscopy, plasma physics and
chemistry. Within the veil of plasma physics lie important research areas
affiliated with the lighting industry, nuclear fusion, and astrophysics. For
high energy projectiles or targets with a large atomic number it is presently
understood that a scattering formalism based on the Dirac equation is re-
quired to incorporate relativistic effects. This thesis reports on the devel-
opment of the relativistic convergent close-coupling (RCCC) method and
highlights the following three main accomplishments:
1. The inclusion of the Breit interaction, a relativistic correction to the
coulomb potential, in the RCCC method. This led to calculations that
resolved a discrepancy between theory and experiment for the polar-
ization of x-rays emitted by highly charged hydrogenlike ions excited
by electron impact. X-rays emitted from plasmas can be used as a
diagnostic tool. The RCCC results were published in Phys. Rev. A,
80(5):052708, 2009.
2. The extension of the RCCC method to accommodate two electron and
quasi-two electron targets. The method was applied to electron scat-
tering from mercury. Accurate plasma physics modeling of mercury
based fluorescent lamps requires detailed information on a large num-
ber of electron impact excitation cross sections involving transitions
between various states. The RCCC results were published in Phys.
Rev. A, 82(2):022713, 2010.
3. The third accomplishment outlined in this thesis is the restructuring
of the RCCC computer code (approximately 40000 lines of Fortran)
iii
to utilize a hybrid OpenMP-MPI parallelization scheme which now
enables the RCCC code to run on the recently commissioned 11900 cpu
supercomputer at the National Computational Infrastructure Facility
in Canberra.
The work presented in this thesis has resulted in international collaborations
with both experimentalists and other theorists in the field of relativistic
electron scattering. For example, the work on the Breit interaction has
led to a collaboration with experimentalists at the GSI Helmholtz Centre
for Heavy Ion Research in Germany, and total ionization cross sections for
highly charged ions generated with the RCCC method are useful for plasma
modelers in the USA.
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Many of the major discoveries in physics have involved scattering exper-
iments: Rutherford’s students, Geiger and Marsden [23] scattered alpha
particles from a thin gold foil which lead to the groundbreaking discovery
of the atomic nucleus; high energy electrons scattering from protons at the
Standford Linear Accelerator elucidated the quark constituents of protons;
Franck and Hertz [24] scattered electrons from gaseous mercury atoms to
unveil the quantized energy levels in atoms. Practical applications abound:
the underlying structure of materials and biological specimens can be ob-
tained via the coherent scattering of x-rays, neutrons and electrons from
relevant samples.
Both theory and experiment are crucial in the development of scattering
techniques. There have been examples (addressed in the following para-
graphs) where experiments have been in disagreement with theory, and
revisiting the experiments has uncovered problems with the experimental
technique. The relativistic convergent close-coupling (RCCC) method is a
theory that enables the calculation of data for a wide variety of electron
collisions with atoms and ions. It can be used in Franck-Hertz type exper-
iments involving electron collisions with atoms such as mercury, and even
in high energy (several hundred keV) electron collisions with highly charged
ions such as U91+.
Interestingly, the RCCC method, even though it is now primarily applied
to electron scattering from atoms and ions, has its roots in nuclear physics.
In the 1980’s, McCarthy and Stelbovics, two theoretical physicists in the
field of nuclear scattering, took a technique that was being used in nuclear
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scattering theories and applied it to the problem of electron scattering from
hydrogenlike ions [25]. The technique relied on solving the non-relativistic
Lippmann-Schwinger equation [26] in momentum space for the scattering
system. In the following decade the method was refined, culminating in
1992 with the work of Bray and Stelbovics [27] who explicitly demonstrated
that the solution of the Lippmann-Schwinger equation in momentum space
for the electron-hydrogen scattering problem converged as the scattering
wave function was expanded in a basis set of increasing size. The theory
proved to be robust and obtained excellent agreement with most, but not
all experiments. The experiments that were in disagreement were repeated,
and it was subsequently found that there were problems with the initial
experiments. The new experiments were in agreement with the CCC the-
ory [27–31]. The scattering theory developed by Bray and Stelbovics was
called the convergent close-coupling (CCC) method: convergent because the
solution to the Lippmann-Schwinger equation converged with increasing size
of the basis set used in the expansion of the scattering wavefunction. The
“close-coupling” terminology stems from the historical fact that many of the
previous scattering theories expanded the scattering wavefunction in terms
of only the “close” low-lying states of the target [32, 33].
The CCC method was further extended by Fursa and Bray [34] so that
it was applicable to electron scattering from heliumlike targets. Again there
was disagreement with certain experiments. These experiments were re-
peated and agreement was obtained with the CCC method [35, 36]. The
CCC method was generalized to electron scattering from alkali atoms [37]
and alkali-earth atoms [38]. It is applicable to ionizing collisions [39–42]
in addition to excitation processes. The CCC method was developed as a
non-relativistic theory, however it is presently understood that a more suit-
able method based on the Dirac equation is required for the description of
scattering processes involving high energy projectiles and/or targets with a
large atomic number. Before launching into a description of the relativistic
convergent close-coupling method, the subject of this thesis, a brief excur-
sion into the domain of relativistic quantum electrodynamics is required in
order to set the scene in which the method is applicable.
In 1905 Einstein published a paper [43], “On the Electrodynamics of
Moving Bodies” in which he indicated that if the equations of classical elec-
tromagnetism, Maxwell’s equations, were to remain invariant in all inertial
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frames, then restrictions were required in the way spatial (x,y,z) and time (t)
variables transform between inertial frames.∗ Einstein then postulated that
the same transformations apply to kinematics and dynamics and not just
Maxwell’s equations, which lead to constraints on the relationship between
energy, momentum and mass: E2 = p2c2 +m2c4 in the relativistic case as
opposed to E = p2/2m in the non-relativistic case. Schrödinger in the 1920’s
initially attempted to produce a relativistic quantum theory [45], but on en-
countering difficulties in describing the spectrum of hydrogen, published a
non-relativistic version of wave mechanics [46–51]. This was shown to be
equivalent to Heisenberg’s matrix mechanics [52, 53]. Dirac’s relativistic
wave equation [54, 55] accounted for the electron’s spin and produced the
correct hydrogen spectrum. However, Schrödinger’s initial relativistic wave
equation (now called the Klein-Gordon equation) and Dirac’s relativistic
wave equation, both encountered problems: the former could not account
for spin, and the latter admitted negative energy states which required an ad
hoc fix involving a filled sea of negative energy states [55]. Positrons could
be interpreted as holes in this negative energy sea. The problems associated
with the single particle Klein-Gordon and the single particle Dirac equation
were ultimately resolved by the machinery of quantum field theory which
can adequately accommodate particle creation and destruction. Developed
by physicists such as Pauli, Jordan, Wigner, Fermi, Dirac and others, the
new theory in turn had its problems, such as infinities that appear in cal-
culations. These infinities were tamed with techniques developed mainly by
Schwinger [56–59], Tomonaga [60] and Feynman [61–63] for which they were
awarded the 1965 Nobel Prize. Dyson [64, 65] showed that the field quanti-
zation methods of Schwinger and Tomonaga were equivalent to Feynman’s
propagator method based on wave equations. The current formulation of the
theory [66, 67], known as relativistic quantum electrodynamics (or QED for
short) is one of the most precisely tested theories in physics. The calculation
of the Lamb shift [68, 69] and radiative corrections to the anomalous mag-
netic moment of the electron [56–58] are often cited as two of its crowning
achievements.
In 1951 Furry [70] extended the theory of quantum electrodynamics so
that it could accommodate processes involving bound states, such as those
found in atomic and molecular physics. Contemporary treatises [71, 72]
∗See Schwartz [44] for an English translation of Einstein’s original paper.
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stress that the Furry bound state interaction picture is the most appropriate
framework in which to calculate QED effects in atoms and molecules.
The RCCC method involves solving the relativistic Lippmann-Schwinger
equation in momentum space. In turn, the relativistic Lippmann-Schwinger
equation is based on the single particle Dirac equation. Other relativis-
tic scattering theories based on the Dirac equation also exist. The most
advanced of them are the Dirac R-matrix method [73–76], the recently de-
veloped Dirac B-spline R-matrix method (DBRM) [77, 78] and Dirac R-
matrix with pseudo-states method (DRMPS) [79]. Time dependent scat-
tering methods based on the Dirac equation also exist, such as the time
dependent close-coupling method developed by Pindzola et al. [80].
Theories based on the single particle Dirac equation, as opposed to quan-
tum field theory, encounter conceptual and technical difficulties when issues
associated with negative energy states and particle creation and destruction
are considered. As highlighted by Sakurai [81] many of these issues can be
resolved when the full framework of quantum field theory is employed in the
analysis of a problem. To whet the appetite of the interested reader, Ap-
pendix F highlights some of the conceptual tensions that exist in relativistic
quantum theories.
The remainder of this thesis is organized as follows: Chapter 2 outlines
the theory underlying the calculation of electron scattering on hydrogenlike
targets using the RCCC method. The inclusion of the Breit and Møller
interactions in the RCCC method is described in Chapter 3. These inclu-
sions lead to calculations that resolved a discrepancy between theory and
experiment for the polarization of x-rays emitted by highly charged hydro-
genlike ions excited by electron impact. In Chapter 4, the extension of the
RCCC method to accommodate two-electron and quasi two-electron tar-
gets is described in detail. The method is applied to electron scattering
from mercury, which plays an important role in the lighting industry. Elec-
tron scattering from mercury is also of importance in testing fundamental
aspects of scattering theory associated with the formation of negative ion
resonances. The RCCC method can resolve such resonances, whereas the
non-relativistic CCC method could not. The last Chapter describes how
the RCCC computer code (approximately 40000 lines of Fortran) was re-
structured to employ a hybrid OpenMP-MPI parallelization scheme. This
allowed it run on the recently commissioned 11900 cpu supercomputer at
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the National Computational Infrastructure Facility in Canberra. This allows
the RCCC method to not only perform larger calculations, but a calcula-
tion of a given size also scales very well with the number of cpus used. That
is, increasing the number of cpus used in the calculation by a given factor
reduces the calculation time by approximately the same factor.
For the benefit of future graduate students, included in the appendices
are detailed derivations of the partial wave expansion of the relativistic
Lippmann-Schwinger equation, and also expressions for partial wave cross
sections and integrated cross sections. Such derivations are not usually in-




The RCCC method for
hydrogenlike and
quasi-hydrogenlike targets
In this Chapter a detailed formulation of the relativistic convergent close-
coupling (RCCC) method is presented for the general case of electron scat-
tering from quasi-hydrogenlike targets. A square-integrable Dirac L-spinor
basis is used to obtain a set of target states representing both the bound
and continuum spectra of the target. A set of momentum-space coupled
relativistic Lippmann-Schwinger equations (based on the Dirac equation)
for the T-matrix is then formulated and solved. Expressions for scattering
amplitudes, cross sections, and spin assymetry parameters are presented.
These expressions are then utilized in Chapter 3 which contains results for
electron scattering on highly charged hydrogenlike ions.
2.1 Target structure
We assume that the target atom or ion is well described by a model of one
electron above a frozen Dirac-Fock core. The set of core orbitals {ϕc} is
obtained by performing a self-consistent field Dirac-Fock calculation using,
for example, the GRASP package [82]. The resulting Dirac equation for the
active electron wave function is
HTφ(r) =
(
c α · p + βm0c2 + VT
)
φ(r) = ǫφ(r), (2.1)
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where α and β are the Dirac matrices, c is the speed of light, m0 is the
electron mass, p is the momentum operator. In what follows we will use
atomic units: m0 = 1 and c ≈ 137. For a central potential VT the solutions
of the Dirac equation (2.1) are characterized by the relativistic quantum









Here φLκ(r) and φ
S
κ(r) are the large and small components of the radial wave
function, χκm is a two-component coupled spin-orbit function, m is the
magnetic quantum number. The relativistic quantum number κ is related
to the total angular momentum j and parity π = (−1)l of the orbital via





κ, κ > 0,
−κ− 1, κ < 0.
(2.4)
The potential VT of interaction of the active electron with a closed core is
a sum of a frozen-core Dirac-Fock potential V FC and a polarization potential
V pol,
VT = V
FC + V pol. (2.5)




























|r − r′| ϕc(r). (2.8)
We use a point-nuclear model with Z being the nuclear charge. The number
of electrons in the frozen core is Nc =
∑
ϕc(2jc + 1). Note that for neutral
atoms Z = Nc + 1, but for positively charged ions the asymptotic charge of
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the target is nonzero,
Zas = Z −Nc − 1. (2.9)
The phenomenological one-electron core polarization potential V pol allows
us to take into account more accurately the effect of closed inert shells
on the active electron. For light atoms and ions a simple model used in
the nonrelativistic CCC method [37] can be employed. However, for heavy
targets, such as cesium, a more accurate form of polarization potential is
necessary. The polarized-orbital methods of McEachran et al. [84] can be
used to produce the polarization potential from the core orbitals.
2.2 Diagonalization of the Dirac Hamiltonian
The key step in the formulation of the CCC method is the diagonaliza-
tion of the nonrelativistic Schrödinger Hamiltonian of the target in a finite-
size Sturmian basis. In the case of the Dirac Hamiltonian, diagonalization
in a finite-size basis proved to be a significantly more complicated prob-
lem. Firstly, the spectrum of the Dirac Hamiltonian of a hydrogenlike atom
does not have a finite lower bound and consists of three distinct intervals:
the continuous spectrum (−∞,−c2) corresponding to the negative energy
electrons (positrons), the discrete spectrum (−c2, c2) containing the target
bound states, and the target continuous spectrum (c2,∞), see Fig. 2.1 be-
low. The absence of the lowest-energy state for the Dirac Hamiltonian means
that the variational principle and techniques derived from it such as diago-
nalization in the finite-size basis cannot be applied to the problem, at least
not in the same straightforward manner as is done for the nonrelativistic
Schrödinger Hamiltonian. Secondly, the choice of the basis proved to be
very important as a simple generalization of the nonrelativistic diagonaliza-
tion techniques leads to the appearance of so-called “intruder” states [85]
that carry no physical meaning and were an artifact of the incorrect account
of the interaction between the negative energy electron continuum and the
positive energy bound and continuum parts of the Dirac equation spectrum.
The problems of the applicability of the variational principle to the Dirac
Hamiltonian and choice of the basis for diagonalization have been resolved
by Grant and Quiney [86], we refer the reader to this reference for the
detailed discussion. We should also note that an alternative but equivalent
formulation has been presented by Szmytkowski [87]. In this paper we will
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Figure 2.1: A qualitative comparison of the Dirac and Schrödinger target
spectra and their discretization using CCC and RCCC methods. The energy
was shifted by −c2 to facilitate comparison with CCC. Note that RCCC
generally yields a lower energy ground state and that there are states with
energy below −2c2 as well as above.
follow the formulation of Grant and Quiney [86].



























Here cLnr and c
S





Dirac L-spinors [86]. Dirac L-spinors form a complete square-integrable basis
and are the relativistic analogue of Coulomb Sturmian functions (Laguerre
functions) which are used in the formulation of the nonrelativistic CCC
method. The important feature of the expansion (2.10) is that although the
large and small components of the wave function are expanded separately
the Dirac L-spinors for large and small components are not independent but




























κ2 − (Z/c)2 and Nnrκ =
√
κ2 + 2nrγ + nr2. The consequence
of this relation is that the large and small components of the Dirac L-spinors
satisfy the criterion of strict kinetic balance [86] which guarantees the correct
account of the interaction between different parts of the Dirac equation
spectrum and the correct transition to the nonrelativistic limit (c → ∞).
















with the ± corresponding to the large/small components, respectively. Γ(a)
is the usual gamma function [88]. Dirac L-spinors are normalized to unity
but form a non-orthogonal set. We refer the reader to Ref. [86] for a detailed
discussion of the Dirac L-spinors properties, such as orthogonality and the
transition to the nonrelativistic limit. We also note that Dirac L-spinors
have been used to generate a complete set of pseudostates in the DRMPS
method [79].
The problem of diagonalization of the Hamiltonian HT in the basis of
L-spinors is divided into two steps. In the first step, we consider the Dirac




and formulate a standard eigenvalue problem for the expansion coefficients

























































Note that for Nκ L-spinors used in expansion (2.10) the size of the eigenvalue
problem is 2Nκ. The result of the diagonalization is a set of 2N orbitals {φ̃n}
and corresponding energies ǫ̃n with Nκ of them describing bound states and
discretized continuum states for the potential V locT and in addition there is
a set of Nκ orbitals describing discretized negative energy continuum states,
see Fig. 2.1.
According to Dirac [89] the negative energy states are filled with electrons
and the Pauli exclusion principle prohibits decay to them from positive en-
ergy bound and continuum parts of spectrum. Excitations from the negative
energy states results in the creation of electron-positron pairs. The energy
required for such processes (∼ 2c2 ≈ 1 MeV) is much higher than the en-
ergies normally considered in electron-atom collision studies. Therefore we
will exclude all negative energy orbitals that come from the diagonalization
of the Dirac Hamiltonian.
In the second step we use Nκ (positive-energy) orbitals {φ̃n} as a basis
to diagonalize the full target Hamiltonian HT. This requires evaluation of
the matrix elements of the non-local frozen-core potential V FCe ,






























rλ/r′λ+1 for r′ > r,
r′λ/rλ+1 for r′ < r,
(2.17)
and Π(κn, κc, λ) incorporates the parity selection rules [90],










The result of the target structure calculations is a set of wave functions





the target atom or ion and satisfy
〈φNm|HT|φNn 〉 = ǫNn δm,n. (2.19)
2.3 Relativistic scattering formulation
We now turn to the formulation of the relativistic scattering problem. This
formulation is similar to the nonrelativistic case and we present here only
the main results with emphasis on the differences with the nonrelativistic
case [27]. In what follows we use index “1” to describe the projectile electron
coordinates and index “2” for the target electron coordinates.
The Dirac Hamiltonian describing the total projectile electron and target
scattering system is given by
H = H1 +H2 + V12, (2.20)





i denoting the interaction potential of electron i with the
closed frozen core as described in the previous section. We note that with
this notationHT = H2 and VT = V2. The potential V12 denotes the Coulomb
electron-electron potential. Generalization to the Breit and Møller poten-
tials will be discussed in the next chapter.
The total scattering wave function satisfies
(E −H)|Ψ(+)i 〉 = 0, (2.21)
where the superscript (+) denotes the incoming plane-wave or Coulomb-
wave and outgoing spherical-wave boundary conditions. The initial target
state is φi and projectile wavenumber is ki.
We use the set of target states {φNn } to perform a multichannel expansion











where fNn,i are channel functions and P12 is the space exchange operator.
The explicit antisymmetrization in Eq. (2.22) guarantees that the total wave
12
Hydrogenlike targets
function satisfies the Pauli exclusion principle,
〈x1x2|ΨN(+)i 〉 = −〈x2x1|Ψ
N(+)
i 〉, (2.23)
however it leads to nonunique channel functions fNn,i and consequently to
an ill defined set of scattering equations. Similarly to the nonrelativistic
case[27] one can show that uniqueness of the total wave function can be
ensured, without loss of generality, by imposing the following condition
〈φNm|fNn,i〉 = −〈φNn |fNm,i〉. (2.24)
We now turn to the derivation of the close-coupling equations. In the
general case the charged target has asymptotic charge Zas, see Eq. (2.9),
with the asymptotic Hamiltonian of the scattering system defined as









− U1)|k(±), µ, b〉 = 0, (2.26)
where U1 is an arbitrary short-ranged distorting potential, µ is the spin mag-
netic number and b is the sign of energy, ǫ = ±ǫk = ±c
√
k2 + c2, with the
positive sign corresponding to electrons and the negative sign to positrons
(negative energy electrons). The Dirac distorted-waves satisfy the following
orthogonality and completeness conditions,




d3k|k(±)µ′b′〉〈k(±)µb| = 1̃, (2.28)
where 1̃ denotes the unity 4 × 4 matrix.
Dirac distorted-waves reduce to standard Dirac plane-waves in the case
of scattering from neutral targets and zero distorting potential and are given
by [91]





























Here σ consists of the Pauli matrices and χµ are two-component basis
spinors.









E − ǫk ± i0
+
|k(±)µ−〉〈k(±)µ− |




has now two terms corresponding to the positive energy and negative energy
parts of the spectrum.
Substituting the expansion (2.22) in the Dirac equation (2.21) we obtain
(E−Has−U1)|ψN(+)i 〉 = (V1 +
Za
r1
−U1 +V12 +[E−H]P12)|ψN(+)i 〉. (2.32)
Using the Green’s function (2.31) we can transform Eq. (2.32) to the
momentum-space Lippmann-Schwinger equation,















E − ǫNn − bǫk + i0
. (2.33)
Here |k(+)µbφ〉 = |k(+)µb〉 × |φ〉 and
V NU = V1 +
Za
r1
− U1 + V12 − EθIN1 + [E(1 − θ) −H]P12. (2.34)
Any nonzero constant θ implements the condition (2.24), see Refs. [37] and
[92] for details.






























































































E − ǫn + ǫk + i0
,
(2.36)






















′(±)µ′) = 〈k(±)µbφNn |V NU |k′(±)µ′b′φNn′〉. (2.38)
For clarity we dropped N and U .
The T-matrix element T−+ni (kµ,kiµi) describes transition from a posi-
tive energy state to a negative energy state. The important feature of the
Lippmann-Schwinger equation (2.36) is that the projectile electron negative
energy states enter the equation only as virtual states. For a positive total
energy E of the scattering system the Green’s function associated with the
negative energy term T−+ni (kµ,kiµi) has no singularity ( E−ǫn+ǫk > 0, i.e.,
we assume here that the energies of target bound states are much less than
the electron rest energy) and therefore it describes closed states. In what
follows we drop all negative energy terms in the Lippmann-Schwinger equa-
tion. For electron-atom/ion scattering processes the error associated with
this approximation is negligible as the Green’s function for the negative en-
ergy terms is of order 1/2c2. The resulting form of the Lippmann-Schwinger
equation is the same as for the nonrelativistic case with transitions between
positive energy states only, however it contains relativistic kinematics. Ex-
clusion of the negative energy states in both target structure and scatter-
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ing formulation is equivalent to the so-called no-virtual-pair approximation
[72, 93].
The following choice for the distorting potential U has been used in our
calculations,












|r − r′| , (2.39)
where we typically take φn to be the ground state. This choice leads to
a short-ranged potential for neutral targets while at the same time it al-
lows us to minimize the numerical problems arising from large Z/r terms
in V -matrix elements. Finally, we note that similar to the nonrelativistic
CCC method [37] the physical T -matrix (U = 0) can be extracted from the
distorted-wave T -matrix via
〈k(−)f µf + φNf |T |k
(+)
i µi + φi〉 = 〈k
(−)




i µi + φi〉
+ 〈k(−)f µf + |U |k
(+)
i µi+〉δf,i, (2.40)
where the absence of index U in the left-hand side indicates that the final
T -matrix must be independent of the choice of this distorting potential.
2.4 Partial wave expansion
The Lippmann-Schwinger equation for the partial-wave T-matrix can be
obtained from Eq. (2.36) by performing a partial-wave expansion of the T-
matrix and V-matrix. In order to do this we need to specify a partial-wave
















where Cjmj1m1,j2m2 is a Clebsch-Gordan coefficient, σκ is the Dirac-Coulomb









The radial functions u
L/S
kκ (r) are calculated numerically using an Adams-
Moulton predictor-corrector integration method as described by Sienkiewicz
and Baylis [95]. In (2.41) the normalization of the radial function u
L/S
kκ (r) is
chosen such that at large values of r the radial function oscillates with unit
amplitude and has the following asymptotic form
u
L/S
kκ (r) ∼ cos(δκ)FL/Sκ (kr) + sin(δκ)GL/Sκ (kr), (2.43)
where FL/S and GL/S are the regular and irregular Dirac-Coulomb functions
respectively. We use the program DCOUL of Salvat et al. [96] to calculate
Dirac-Coulomb phase shifts σκ. The same program is also used to find
values of the Dirac-Coulomb functions in the asymptotic region (U = 0) in
order to determine distorted wave phase shifts δκ and to choose the correct
normalization of the u
L/S
kκ (r) functions.
The partial-wave expansion of the V and T -matrix can now be defined
as


























× 〈k(−)µ+, φNn |V |k
′(+)µ′+, φNn′〉,
(2.44)
where J and MJ are the total angular momentum of the scattering sys-
tem and its projection, Π = π(−1)L = π′(−1)L′ is the total parity and
|kκ, n : ΠJ〉 stands for the angular momentum coupled projectile-target
wave function. The partial-wave V -matrix (2.44) is complex, but a real
quantity can be defined via
V ΠJn,n′(kκ, k
′κ′) = (i)L(−i)L′e−iηe−iη′〈k(−)κ, n : ΠJ |V |k′(+)κ′, n′ : ΠJ〉,
(2.45)
where ηκ = σκ + δκ. The V -matrix elements (2.45) can be easily evaluated
using standard techniques of relativistic atomic structure [72, 90]. Adopting
for the partial-wave T -matrix the same definition as in (2.45) the Lippmann-
17
Hydrogenlike targets
Schwinger equation (2.36) reduces to the following partial wave form,
TΠJfi (kfκf , kiκi) = V
ΠJ









V ΠJfn (kfκf , kκ)T
ΠJ
ni (kκ, kiκi)
E − ǫNn − ǫk′ + i0
.
(2.46)
Appendix B contains the complete derivation. This equation can be solved
numerically using complex arithmetic. However, we find it more convenient
to define a real K-matrix and solve the corresponding set of equations in
real arithmetic. The transformation from the complex T -matrix to real
K-matrix is similar to the nonrelativistic case,






















The difference compared to the nonrelativistic result (µn = kn) comes from
the difference in the relation between energy and momentum in relativistic
and nonrelativistic theory. The Lippmann-Schwinger equation for the K
matrix can be written as
KΠJfi (kfκf , kiκi) = V
ΠJ










V ΠJfn (kfκf , kκ)K
ΠJ
ni (kκ, kiκi)
E − ǫNn − ǫk′
,
(2.49)
where P stands for a principal-value integral. The V -matrix in the above
equation is real and symmetric which leads to the real and symmetric K-
matrix.
The important advantage of obtaining the T -matrix via Eq. (2.47) is
18
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that the resultant T -matrix is symmetric and unitary by construction,











The coupled set of integral equations (2.49) is solved for each value of
total parity Π and angular momentum J by replacing integration over mo-
mentum by a quadrature rule. The choice of quadrature rule and reduction
to the set of linear equations is practically the same as in the nonrelativistic
CCC method [27, 37].
2.5 Scattering amplitude and cross section
We define the scattering amplitude F
µf µi
fi (θ) in the collision frame (z-axis
is along the incident momentum of the projectile, θ is the angle between
scattered electron momentum and z axis) for a transition from a state φi
with parity πi, angular momentum ji, its projection mi to a state φf with
parity πf , angular momentum jf , its projection mf as
F
µf µi






















TΠJfi (kfκf , kiκi), (2.51)
where mj = mi + µi −mf and Mf = mj − µf .
The differential cross section corresponding to the transition described
by the scattering amplitude (2.51) for the case of unpolarized target atom












|Fµf µimf mi(θ)|2. (2.52)
Compared to the nonrelativistic case it has an additional term ǫf ǫi/c
4 which
appears due to the relativistic relationship between the velocity and mo-
mentum [97]. Appendix C contains the derivation of the expression for the
relativistic cross section in which this extra kinematical factor appears.
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where the partial-wave integrated cross sections σJΠfi can be expressed via












|TΠJfi (kfκf , kiκi)|2. (2.54)
The derivation of this equation is given in Appendix D.
For scattering from neutral targets the unitarity of the T -matrix (2.50)
leads to the optical theorem that relates the elastic forward scattering am-
plitude and total scattering cross section for a target atom in the initial state





















dΩ|Fµf µimf mi(θ)|2. (2.56)
The spin-averaged cross section describing transitions between magnetic
sublevels is defined as









|Fµf µimf mi(θ)|2. (2.57)
Averaging over initial magnetic sublevels we obtain the cross section for






σmf mi . (2.58)







σmf mi . (2.59)
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2.6 Spin assymetry parameters
Scattering of polarized electrons from polarized atoms has been studied in
a series of experiments [98]. These experiments measured the scattered
electron intensities for all four possible combinations of relative polarization
(with respect to the scattering plane) of incident electron (up or down)
and target atom (up and down). This makes it possible to determine the
DCS for scattering of unpolarized electrons and target atoms, as well as
three spin asymmetries describing scattering of unpolarized electrons from
polarized atoms (A1), polarized electrons from unpolarized atoms (A2), and
‘antiparallel-parallel’ asymmetry (Ann) for scattering of polarized electrons
from polarized atoms. Asymmetries A1 and A2 are zero in nonrelativistic
calculations and offer a sensitive test to account for relativistic effects in
theoretical models. We also note that all spin asymmetries are zero when
calculated in the first Born approximation providing, therefore, a test for
importance of channel coupling in electron scattering from atoms/ions.
The spin asymmetry parameters Ai can be expressed in terms of differ-




































































































where the magnetic sublevel DCS is defined as


















































2.7 Scattering amplitude and the analytical Born
subtraction technique
In any practical calculation the partial-wave expansion has to be terminated
at some value of total angular momentum Jmax. At high incident electron
energies the Jmax value has to be sufficiently large in order to achieve con-
vergence in the partial wave-expansion. We can use the analytical Born
subtraction technique to reduce the size of the partial-wave expansion. This
technique has been widely used in nonrelativistic electron-atom scattering
methods, see for example Inokuti [100]. It is probably less common in the
relativistic techniques though recently Fontes and Zhang [101] provided a
useful review of it. The analytical Born subtraction technique relies on the
property that at large values of total angular momentum J the partial-wave
T -matrix becomes equal to the partial-wave V -matrix,
TΠJfi (kfκf , kiκi) = Ṽ
ΠJ
fi (kfκf , kiκi), (2.65)
where the partial-wave Ṽ -matrix is calculated with the direct only part of
the potential (2.34),




using Dirac plane-waves (2.29). This is equivalent to calculating the T -
matrix in the first-order Born approximation (FBA) for the large J values.
The above expression holds for scattering from both neutral and charged
targets as the centrifugal term becomes dominant at large values of J .




























TΠJfi (kfκf , kiκi) − V ΠJfi (kfκf , kiκi)
)
−〈kfµf+, φf |Ṽ |kiµi+, φi〉. (2.67)
Calculation of cross sections and other scattering parameters discussed in the
previous section with use of the amplitude (2.67) normally does not require
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a large partial wave expansion, leading to substantial saving in computer
time.
Calculation of the scattering amplitude via Eq. (2.67) requires evaluation
of the FBA plane-wave V -matrix which can be done using the expressions
for the Dirac plane-waves (2.29),






where q = ki − kf is the momentum transfer,











































































ǫf ǫi + c
4 + c2kfki cos θ
)
. (2.73)
In the case of elastic scattering, kf = ki, the last expression leads to the well
known Mott elastic scattering formula.







allows for an alternative implementation of the analytical Born subtraction
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technique for integrated cross sections that does not require evaluation of the
scattering amplitude (2.67). This can be achieved by adopting the following







+ σFBAfi , (2.75)
where σJΠ,FBAfi is defined as in Eq. (2.54) but with Ṽ
ΠJ




Inclusion of the Breit and
Møller interactions
In this Chapter we present the theory required to include the Breit and
Møller interactions in the RCCC method for electron scattering on highly
charged hydrogenlike ions. We apply the method by calculating the polar-
ization of the Lyman-α1 x-ray line emitted by hydrogenlike Ti
21+, Ar17+
and Fe25+ ions excited by electron impact. We find that account of Breit
relativistic corrections is important to resolve the discrepancy between ex-
periment and theoretical calculations. For the much heavier hydrogenlike
U91+ ion where the Møller interaction becomes important we present the
estimate of the polarization of the Lyman-α1 x-ray line and performed cal-
culation of the total ionization cross section.
3.1 The Breit and Møller interactions
In 1929 Breit [102–104] used classical arguments to include relativistic cor-
rections to the Coulomb potential in helium fine structure calculations. In




[−α1 · α2 +
1
2
(α1 · p1α2 · p2)r212]. (3.1)
In the above potential the first term on the right hand side can be interpreted
as a “magnetic” interaction between electron spins, and the second term on
the right hand side can be interpreted as a “retardation” term due to the
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finite propagation time of the interaction between the electrons.
Møller [105], in 1932, considered the scattering of fast electrons and
derived a more general expression for the relativistic interaction between




(1 − α1 · α2)eiKr12 , (3.2)
where K = |E−E′|/c, and E and E′ denote the initial and final energies of
one of the electrons. The form of the interaction is different if the Coulomb
gauge is used, however Hata and Grant [107] have shown that the Lorentz
and Coulomb gauge forms for the interaction have equivalent matrix ele-
ments provided the wave functions used are derived from a local potential,
which is the situation for electron scattering from hydrogenlike ions. The
Møller interaction incorporates both the Coulomb interaction and all rela-
tivistic corrections, whereas the Breit interaction given by Eq. (3.1) must
be added to the Coulomb potential. The Møller interaction depends on
the energy transferred between the electrons and in the limit of low energy
transfer it reduces to the Coulomb plus Breit interaction [106].
The matrix elements of the Coulomb, Breit and Møller interactions have
been given by Grant [90] and expressed in a convenient form for computa-













(2ν + 1)jν(Kr<)(nν(Kr>) − ijν(Kr>))Cν(1) · Cν(2),
(3.4)
where jν(Kr<) and nν(Kr>) are spherical Bessel and Neumann functions
[109], and r<, r> specify the lesser and greater of r1 and r2 respectively.
For the on-shell matrix elements K = |EC − EA|/c = |ED − EB|/c. In
performing full RCCC calculations we require off-shell V -matrix elements
and to obtain these we follow the method outlined by Hata and Grant [107],
V M12 = 1/2
(
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where KAC = |EC − EA|/c and KBD = |ED − EB|/c.
Fontes et al. [1] have performed calculations that show that the effect of
dropping the imaginary part in Eq.(3.4) is negligible and is of the order of
2-3% for 1s − 2s, 1s − 2p1/2, and 1s − 2p3/2 excitation cross sections for a
very highly charged Z=100 hydrogenlike target. Thus only the real part of
the Møller interaction may then be used.














Cν(1) · Cν(2), (3.6)
the matrix elements of the Coulomb interaction are given by







































× [PB(2)PD(2) +QB(2)QD(2)]dr2. (3.9)
The following notation is used
j = l +
1
2
α, α = ±1,
[j] = (2j + 1), (3.10)
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and following selection rules apply
jA + jC + ν is odd if αA = αC, even if αA 6= αC,
jB + jD + ν is odd if αB = αD, even if αB 6= αD. (3.11)
3.2.1 Two body Breit magnetic
The matrix elements of the “magnetic” part of the Breit interaction are
given by
V12M = 〈ABJM |
−e2
r12
α1 · α2|CDJ ′M ′〉













M (ABCD; JM) = 6ββ
′(−1)jC+jD+J−1+λB+λC



































































× RAβA(1)RBβB (2)RCβC (1)RDβD(2)dr1dr2,
(3.14)
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with λA = jA − 12αAβ, λB = jB + 12αBβ′, λC = jC + 12αCβ and λD =
jD− 12αDβ′, with β = ±1 specifying the upper (β = +1) and lower (β = −1)
components of the wave-function.
3.2.2 Two body Breit retarded
The matrix elements of the “retarded” part of the Breit interaction are given
by
V12R = 〈ABJM |
1
2
e2(α1 · p1α2 · p2)r12|CDJ ′M ′〉







× Rνν′LR (Aβ,B − β′, C − β,Dβ′),
(3.15)
where
MνR(ABCD; JM) = 3ββ
′(−1)jC+jD+J−1+λB+λC







































































× RAβA(1)RBβB (2)RCβC (1)RDβD(2)dr1dr2,
(3.17)
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with





(ν = L− 1, L+ 1)










= 0 (r1 > r2)
WL−1,L+1L(1, 2) = WL−1,L+1,L(2, 1). (3.18)
Note we have as before, λA = jA− 12αAβ, λB = jB + 12αBβ′, λC = jC + 12αCβ
and λD = jD − 12αDβ′, with β = ±1 specifying the upper (β = +1) and
lower (β = −1) components of the wave-function.
3.2.3 Møller interaction
The matrix elements of the Møller interaction, Eq.(3.2),
V12Møller = 〈ABJM |
e2
r12
(1 − α1 · α2)eiKr12 |CDJ ′M ′〉, (3.19)








(2ν + 1)jν(Kr<)(nν(Kr>) − ijν(Kr>))Cν(1) · Cν(2),
(3.20)
to give
V12Møller = 〈ABJM |
e2
r12
(1 − α1 · α2)eiKr12 |CDJ ′M ′〉















M (Aβ,B − β′, C − β,Dβ′),
(3.21)
where the angular parts MνC(ABCD; JM) and M
νββ′
M (ABCD; JM) are
given by Eq.(3.8) and Eq.(3.13) respectively. The radial integrals
RνC(ABCD) and R
ν
M (Aβ,B − β′, C − β,Dβ′) are given by Eq.(3.9) and
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Eq.(3.14) respectively with the change,
rν<
rν+2>
→ −[ν]Kjν(Kr<)(nν(Kr>) − ijν(Kr>)), (3.22)
according to Eq.(3.20). In the above K = |EC −EA|/c = |ED−EB|/c which
pertains to the onshell matrix elements. For the off-shell matrix elements
we follow the method adopted by Fontes [1] and use the operator derived
by Mittleman [110–112],
V12Møller = 1/2 (V12Møller(KAC) + V12Møller(KBD)) , (3.23)
where KAC = |EC − EA|/c and KBD = |ED − EB|/c.
3.3 Results
3.3.1 Excitation cross sections for hydrogenlike targets with
Z = 50 and Z = 100
In order to check our computer code we initially performed first-order “Born-
Oppenheimer” (BO) calculations where the exchange of projectile and target
electrons is included but only the first term on the right hand side in the
set of Lippmann-Schwinger equations (4.22) is kept. Our results for 1s−2s,
1s− 2p1/2, and 1s− 2p3/2 electron impact excitation cross sections for both
Z = 50 and Z = 100 are in excellent agreement to within 1 − 2% with the
first-order BO calculations of Fontes et al. [1], as illustrated in Tables 3.1
and 3.2. Calculations of Walker [108], and Moores and Pindzola [113]) (not
presented in Tables 3.1 and 3.2) are in similarly good agreement with our
results.
We then performed full close-coupling RCCC calculations by solving
the Lippmann-Schwinger equation (4.22) for (i) Coulomb and then (ii)
Coulomb+Breit interactions and found that the full RCCC and first-order
BO excitation cross sections at both Z = 50 and Z = 100 were within
1− 2% for most transitions, and differed at most by 3.6% for the 1s− 2p1/2
transition with Z = 100. Thus, as shown in Tables 3.1 and 3.2, the RCCC
method produces practically the same results as first-order calculations for
highly charged ions.
The full RCCC calculations that include the Møller interaction are pro-
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hibitively time consuming due to the spherical Bessel and Neumann func-
tions that must be generated for both on and off-shell radial matrix elements.
Thus, on the grounds that in both the Coulomb and Coulomb+Breit cases
the full RCCC and first-order results are practically the same we restricted
our Møller interaction calculations to those in which the RCCC code was
run in the first-order mode.
Table 3.1: Scaled (Z4Q) excitation cross sections (Q) in units of πa20, for
n = 1 to n = 2 transitions in a hydrogenlike ion with Z = 50 at incident
electron energy equal to the ionization energy, EI = 35 keV. The present
RCCC and first-order Born-Oppenheimer (BO) calculations are described
in the text and compared with the results of Fontes et al. [1]. The number
of partial waves used in the calculations are given by J.
Transition J Coulomb Coulomb+Breit Møller
1s− 2s Fontes et al. 0.4438 0.5064 0.5082
5 BO 0.4439 0.5066 0.5083
5 RCCC 0.4399 0.5042
1s− 2p1/2 Fontes et al. 0.5536 0.5428 0.5466
9 BO 0.5537 0.5396 0.5492
9 RCCC 0.5500 0.5296
1s− 2p3/2 Fontes et al. 1.0127 0.9829 0.9934
9 BO 1.0138 0.9783 0.9900
9 RCCC 1.0065 0.9619
Table 3.2: As in Table 3.1 but for Z = 100 (EI = 162 keV).
Transition J Coulomb Coulomb+Breit Møller
1s− 2s Fontes et al. 0.8269 1.2514 1.2816
5 BO 0.8283 1.2526 1.2781
5 RCCC 0.8350 1.2629
1s− 2p1/2 Fontes et al. 0.5227 0.7173 0.8040
8 BO 0.5229 0.7226 0.8006
8 RCCC 0.5039 0.7037
1s− 2p3/2 Fontes et al. 0.5940 0.6241 0.7068
9 BO 0.5977 0.6238 0.7155
9 RCCC 0.5972 0.6355
32
Breit and Møller Interactions
3.3.2 Polarization of the Lyman-α1 line
We present in this section results of our calculations of electron scattering
from hydrogenlike Ti21+, Ar17+, Fe25+ and U91+ ions. The structure model
for all considered ions was generated by diagonalizing the target Hamiltonian
in a Dirac L-spinor basis (see [114]) consisting of 17s, 17p, 17d, 17f, and 17g
states using an exponential fall off parameter λ = Z, where Z is the nuclear
charge. Such a model leads to the states up to principle quantum number
n = 5 laying in the bound-state spectrum with the rest providing square
integrable discretization of the target continuum.
Close-coupling RCCC calculations have been performed across a wide
energy range by solving the Lippmann-Schwinger equation (4.22) for (i)
Coulomb and then (ii) Coulomb+Breit interactions. We have found that the
full RCCC results are generally in good agreement (≈ 5%) for all considered
target ions with first-order “Born-Oppenheimer” (BO) calculations. Given
the apparent lack of interchannel coupling we will normally present results
for first-order BO calculations and give brief comments for the cases where
interchannel coupling plays a more important role. In all results presented
the term “Breit” implies Coulomb+Breit interactions incorporated together.
Magnetic sublevel excitation cross sections of the 2p3/2 state from the
ground 1s1/2 state given by Eq. (2.58) are required to determine the po-
larization of the 2p3/2 → 1s1/2 line. These cross sections are related to the





where σmf is the cross section for excitation to a magnetic sublevel given by
Eq. (2.58).
Cascades from the high-lying excited levels (up to n = 5) to the 2p3/2
state can affect the polarization of the 2p3/2 → 1s1/2 line. We will refer to
the cross section and polarization obtained without account of cascades as
direct and those obtained with account of cascades as apparent. We take
into account the cascades by considering the contribution to the 2p3/2 state
magnetic sublevel cross section σmf from an upper lying state n with cross
section σmn to be
σcasc,mnmf = σmnb(n, f)〈jfmf1q|jnmn〉
2, (3.25)
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where 〈jfmf1q|jnmn〉 is a Clebsh-Gordan coefficient and b(n, f) is the
branching ratio for dipole radiative decay from the upper level n to the
lower level f . By applying this formula to all possible radiative decay paths
and summing over all bound states we obtain an estimate of the total cascade
correction






The direct plus cascades values of magnetic sublevel 2p3/2 state (appar-
ent) cross sections σappmf are then used in calculation of polarization via Eq.
(3.24). This scheme has been used with good results in a number of our
previous publications [116–118]. A more sophisticated account of cascades
can be done via the collision-radiative kinetic model [119, 120]. This model,
however, reduces to our approach if all step-wise electron excitation and
deexcitation processes are neglected, which is a good approximation in the
case of EBIT experiments due to the low ion density.
In Fig. 3.1 and Table 3.4 we present results of our calculations for the
polarization of Lyman-α1 emission line of Ar
17+,Ti21+, and Fe25+ ions. Our
calculations for direct polarization (no cascade corrections) with Coulomb
potential are in good agreement with previous Coulomb potential distorted-
wave calculations of Reed and Chen [121] and results of distorted-wave code
of Zhang et al. [122] reported by Robbins et al. [3]. Similarly to previous
calculations [123], we found little difference between the polarization of the
three considered ions when results are presented in threshold units. The
1s1/2 → 2p3/2 energy thresholds for each ion are presented in Table 3.3.
The cascades provide approximately equal contributions to each of the
mf = 3/2 and mf = 1/2 magnetic sublevel cross sections, and the effect
of the cascades on polarization of the Lyman-α1 line proved to be minor.
This can be seen in Fig. 3.1 by comparing Coulomb potential direct and
apparent polarizations. We estimate that cascades corrections lead to about
10% depolarization of the radiation.
We find that the cascade effects are of similar magnitude for both
Coulomb and Breit potential calculations. Hence, only cascade corrected
(apparent) results are presented for the latter calculations. Our Breit po-
tential calculations show substantial difference from the Coulomb potential
calculations and are in very good agreement with the experimental results
of Nakamura et al. [2] for Ti21+, Robbins et al. [3] for Ar17+ and Fe25+ ions,
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Figure 3.1: Polarization of Lyman-α1 emission line of Ar
17+,Ti21+, and
Fe25+. Present calculations are compared with experimental data of Naka-
mura et al. [2] and Robbins et al. [3]. Presented Coulomb potential calcu-
lations are for Ti21+ ions (results for Ar17+ and Fe25+ ions are practically
the same). The two sets of experimental results for Fe25+ pertain to the two
experiments outlined in Robbins et al. [3].
and in particular with the line of best fit to experimental data as presented
by Robbins et al. [3]. At low energies an account of channel coupling and
in particular coupling to the ionization continuum has only a minor effect
on the direct cross section and polarization, however it reduces the effect of
cascading and brings the direct and apparent cross sections closer together.
The difference between Coulomb potential and Breit potential calcula-
tions is greater at larger energies. This is consistent with expected increasing
effect of relativistic corrections with the increase of incident electron energy.
Similarly, at larger energies we can see the change of polarization with
the change of nuclear charge (variation of polarization between Ar17+,Ti21+,
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Table 3.4: Cascade corrected (apparent) and direct polarization results for
Lyman-α1 for Ar
17+, Ti21+, and Fe25+ ions compared to experimental mea-
surements of Nakamura et al. [2] for Ti21+, and Robbins et al. [3] for Ar17+
and Fe25+. The two sets of experimental results for Fe25+ labeled (a) and
(b) pertain to the two experiments outlined in Robbins et al. [3].
Energy (keV) Coulomb Breit Expt
Ar17+
30 app. +0.063 +0.027 −0.019 ± 0.025
dir. +0.070 +0.031
84 app. −0.051 −0.128 −0.099 ± 0.045
dir. −0.056 −0.144
Ti21+
10.6 app. +0.262 +0.250 +0.214 ± 0.066
dir. +0.296 +0.283
24.7 app. +0.143 +0.113 +0.085 ± 0.081
dir. +0.161 +0.127
49.6 app. +0.055 −0.0009 +0.050 ± 0.082
dir. +0.062 −0.0003
Fe25+
30 app. +0.165 +0.128 +0.071 ± 0.034a
+0.051 ± 0.011b
dir. +0.186 +0.145
120 app. +0.0073 −0.102 −0.236 ± 0.109a
−0.217 ± 0.045b
dir. +0.0095 −0.114
and Fe25+ ions) . We have also performed calculations using the Møller
potential and found only minor differences from Breit potential calculations
at large incident electron energies for these ions.
The effect of the Breit interaction and cascades on the 2p3/2 state in-
tegrated cross section is illustrated in Fig. 3.2 for the Ti21+ ion. We find
that cascading plays a relatively larger role for cross sections compared to
its effect on the line polarization, especially at lower energies. However, the
relativistic corrections to the Coulomb interaction cannot be distinguished
for these intermediately charged ions. In Fig. 3.3 we present direct magnetic
sublevel cross sections for 2p3/2 state calculated with the Coulomb and Breit
potentials. Account of Breit relativistic corrections leads to a slight increase
of the cross sections, with the cross section for the m = 1/2 sublevel being
affected more than for the m = 3/2 sublevel. It is this difference that is em-
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phasized in the calculation of the polarization of Lyman-α1 emission line and
makes measurements of polarization a sensitive test of relativistic effects in




























Figure 3.2: Direct and apparent cross sections for excitation of the 2p3/2


























Figure 3.3: Magnetic sublevel direct cross sections for excitation of the 2p3/2
state of Ti21+. Present calculations are described in the text.
become more important as the charge of an ion increases. It is, therefore,
interesting to investigate the electron scattering from hydrogenlike U91+ ion.
The EBIT experiment of Marrs et al. [6] concentrated on measurements of
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total ionization cross section (see next Section). A new experiment at GSI
Darmstadt [124] is expected to determine the Lyman-α1 line polarization.
In support of this experiment we have conducted calculation of e-U91+
scattering. Direct and apparent cross sections for excitation of the 2p3/2
state are presented in Fig. 3.4. We find good agreement with previous
calculations of 2s1/2, 2p1/2, and 2p3/2 direct cross sections by Moores and
Pindzola [113], and Fontes et al. [1], performed with Coulomb, Breit, and
Møller potentials. Account of Breit relativistic corrections does not change
the cross section substantially while account of the Møller interaction leads
to a much stronger effect. Cascade corrections proved to be very large
ranging from about 50% at lower energies to 30% at larger energies.
In Fig. 3.5 we present our predictions for the polarization of the Lyman-
α1 emission line of U
91+. As expected an account of relativistic corrections
leads to a large change in polarization. Calculations with the Coulomb po-
tential lead to polarization that varies little across the considered energy
range from one to six times the excitation threshold. Both Breit and Møller
relativistic corrections lead to polarization that changes significantly more
across the same energy range. At low energies the Breit and Møller potential
results converge to the same polarization values which are different to the
Coulomb potential results. At large energies the Breit and Møller potential
results diverge with the Møller potential results showing much larger varia-
tion across the energy range. Cascading leads to substantial depolarization
of the radiation. Its effect is much larger for the U91+ ion than for the lower
charged ions considered. Given such a large effect a more accurate account
of cascading via the collision-radiative kinetic model [119, 120] seems to be
warranted. This will be investigated in the future. We note, however, that
regardless of the accuracy of the cascading accounted for in the present work,
our calculations predict a clear distinction between calculations of Lyman-
α1 emission line polarization with Coulomb, Breit, and Møller potentials.
The difference between these calculations appears to be sufficiently large to
be observed in experiment.
3.3.3 Ionization cross section of U91+
In the RCCC method to obtain the total ionization cross section we sum over
all the excitation cross sections that correspond to excitation of pseudostates
38



























Figure 3.4: Direct and apparent cross sections for excitation of the 2p3/2

























Figure 3.5: Polarization of Lyman-α1 emission line of U
91+. Present calcu-
lations are described in the text.





where ǫf is the energy of the pseudostate and E is the total energy of the
system.
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When the RCCC code is run in first-order mode the total ionization





where the sum only extends up to E/2. This is required in order to avoid
double counting of pseudostates that represent the continuum. This method
seems to be inconsistent with Eq.(3.27) employed in the full RCCC method,
however it has been demonstrated [125] that σfi(ǫf ) → 0 for ǫf > E/2
with an increasing number of states, N . That is, σfi(ǫf ) converges to a
step function as the number of states used in the calculation increases and
this is a consequence of inter-channel coupling in the RCCC method. The
effect of double counting the pseudostates in first-order total ionization cross
section calculations is demonstrated for the Coulomb interaction case in Fig.
3.6, where it can be seen that the U91+ total ionization cross section for
the 1s electron is not in agreement with the full RCCC results if double
counting occurs, whereas when double counting is avoided the first-order

























Coulomb BO with double counting
Figure 3.6: U91+ total ionization cross section for the 1s electron calculated
with the Coulomb interaction. Full close-coupling (RCCC) results are com-
pared to the first-order Born-Oppenheimer (BO) results obtained with and
without account for double counting.
have performed first-order BO total ionization cross section calculations for
40
Breit and Møller Interactions
U91+ with (i) Coulomb and (ii) Møller interactions included and we found
excellent agreement with the corresponding results of Fontes et al. [5], as
shown in Fig. 3.7. In the RCCC method the continuum is modeled by
pseudostates generated from an asymptotic nuclear charge of Z − 1. This
differs from the calculations of Fontes et al. [5] where the continuum states
are generated from a nuclear charge Z. However for a highly charged target























Fontes et al.: Mo/ ller BO
Coulomb BO
Fontes et al.: Coulomb BO
Experiment: Marrs et al.
Figure 3.7: U91+ total ionization cross section for the 1s electron. Present
results are compared with the first-order BO calculations of Fontes et al. [5],
and the experimental results of Marrs et al. [6].
the effects of distortion of the target charge distribution (represented by the
choice of U in Eq. (2.26)) were negligible. This can be readily understood by
noting that the distorting potential U is only minor compared to the U91+
Coulomb potential.
The results presented in Fig. 3.7 include the exchange of projectile and
target electrons. It has been highlighted by Moores and Reed [126] and
Fontes et al. [127] that the account of the exchange of projectile and target
electrons in the calculations of the U91+ 1s total ionization cross section
leads to only minimal changes in the case of the Coulomb interaction, but
has a significant effect in the case of the Breit and Møller interactions and is
crucial in achieving agreement with the experiment of Marrs et al. [6]. We
indeed found this to be the case as illustrated in Fig. 3.8. It is interesting
to note that even though the account of the exchange leads to only a minor
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Mo/ ller BO (with exchange)
Mo/ ller Born (no exchange)
Coulomb BO (with exchange)
Coulomb Born (no exchange)
Figure 3.8: First-order U91+ total ionization cross section calculations for
the 1s electron illustrating the effects of the exchange of projectile and target
electrons.
change in the U91+ 1s total ionization cross section for the Coulomb inter-
action, it does not mean that the exchange scattering is negligible. This
is illustrated in Fig. 3.9 for the ionization spin asymmetries [128]. Large
values of the ionization spin asymmetries indicate the importance of the ex-




















Figure 3.9: U91+ ionization spin asymmetries for the 1s electron.
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Chapter 4
RCCC method for quasi
two-electron targets
In this Chapter we present the extension of the relativistic convergent close-
coupling method to accommodate two electron and quasi-two electron tar-
gets. We apply the theory to electron scattering from mercury and obtain
differential and integrated cross sections for elastic and inelastic scattering.
We compare with previous nonrelativistic CCC calculations and for a num-
ber of transitions obtained significantly better agreement with experiment.
The RCCC method is able to resolve structure in the integrated cross sec-
tions for the energy regime in the vicinity of the excitation thresholds for the
(6s6p)3P0,1,2 states. These cross sections are associated with the formation
of negative ion (Hg−) resonances that could not be resolved with the non-
relativistic CCC method. The RCCC results are compared with experiment
and other relativistic theories.
4.1 Overview of electron-mercury scattering
Electron-mercury scattering serves as a testing ground [129] for relativistic
theories due to its high atomic number, Z = 80. Furthermore, electron-
mercury scattering plays an important practical role in the physics of flu-
orescent and high intensity discharge lamps [130–132]. The main source
of light from these lamps is the 254 nm UV radiation emitted when the
(6s6p)3P o1 state decays to the (6s
2)1S0 ground state. This optical transition
is a clear indication of a break-down of the nonrelativistic approximation
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due to the strong spin-orbit interaction in mercury resulting in a significant
singlet-triplet mixture for the mercury (6s6p)3P o1 and (6s6p)
1P o1 states. In
Hg fluorescent lamps this 254nm radiation is absorbed by a phosphor coating
which in turn emits visible light.
Accurate plasma physics modeling of mercury based lamps requires de-
tailed information on a large number of electron impact excitation cross
sections involving transitions between various states. Compilation of e-Hg
cross sections obtained from swarm data by Rockwood [133] is widely used
in plasma modeling to date even though more recent measurements for a
number of transitions [15, 16] are found to be in large disagreement with
the former data. Given the difficulty in obtaining the comprehensive set of
cross sections by experiment alone, a theoretical description of e-Hg scat-
tering plays an important role in verifying the accuracy of the currently
used cross sections, and also establishing a new accurate set of e-Hg cross
sections.
Previously the nonrelativistic CCC method has been applied to the cal-
culation of e-Hg scattering [14]. The most important relativistic effects were
taken into account approximately by transformation of the scattering am-
plitudes to an intermediate coupling scheme which allowed cross sections
to be obtained for a wide range of transitions. While generally there was
good agreement between the CCC results and available experimental data
there were a number of cases where the CCC results were either in disagree-
ment with experiment (e.g., elastic scattering DCS at 15 eV) or could not
be reliably applied to calculation of particular transitions due to the inac-
curacy of the approximate treatment of relativistic effects (e.g., excitation
of(6s6p)3P oj fine-structure sublevels near the excitation threshold). With
the development of the RCCC method we are now in a position to perform
e-Hg calculations without any approximation in the treatment of relativistic
effects both in target structure and scattering calculations.
There is a long history of previous experimental and theoretical stud-
ies of electron scattering from mercury. Experimentally, integrated cross
sections in the excitation threshold region of the triplet (6s6p)3P o0,1,2 states
have been measured by Hanne et al. [8], Ottley and Kleinpoppen [9], Erde-
vdi et al. [10], Newman et al. [11], Borst [12] and Krause et al. [13]. In-
tegrated excitation cross sections for excitation of the singlet (6s6p)1P o1
state have been measured by Zubek et al. [15], Panajotović et al. [16],
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and Peitzmann and Kessler [17]. Integrated cross sections for excitation
of (6s7s)1S0 and (6s7p)
1P o1 states have been measured by Panajotović
et al. [16], and angle differential cross sections for elastic scattering from
the (6s2)1S0 ground state have been measured by Zubek et al. [15] and
Holtkamp et al. [18]. Angle differential cross sections at 15 eV for excita-
tion of the triplet (6s6p)3P o0,1,2 states and singlet (6s6p)
1P o1 state have been
measured by Zubek et al. [15]. At 60 eV, angle differential cross sections
for the (6s6p)3P o1 and (6s6p)
1P o1 states have been measured by Panajotović
et al. [16] and Peitzmann and Kessler [17]. Panajotović et al. [16] have also
measured angle differential cross sections for the (6s7s)1S0 and (6s7p)
1P o1
states at this energy. Total cross section measurements have been obtained
by Jost and Ohnemus [19], and elastic cross sections have been measured
by Panajotović et al. [16], Zubek et al. [20], and Holtkamp et al. [18]. Elas-
tic momentum transfer cross sections have been measured by Elford [134],
England and Elford [22], and Panajotović et al. [16]. These play an im-
portant role in determining the electrical characteristics of discharge lamps.
There are also extensive spin-dependent measurements for electron-mercury
scattering [129].
On the theoretical side, in addition to the nonrelativistic CCC method
employed by Fursa et al. [14], there have been many other attempts to model
electron scattering from mercury. Some of these include potential scatter-
ing models by Walker [135], McEachran and Stauffer [136], Sienkiewicz
[137], Sienkiewicz [138], and McEachran and Elford [21]. Haberland and
Fritsche [139] used the generalized Kohn-Sham method. Close coupling cal-
culations have also been performed: a five-state semi-relativistic Breit-Pauli
R-matrix method has been used by Scott et al. [140], Bartschat et al. [141],
and Bartschat [142] to calculate excitation cross sections of the 6s6p1P1
and 6s6p3P0,1,2 states. Wijesundera et al. [143] used a five state relativis-
tic Dirac R-matrix method to study resonances and also calculated elastic
cross sections and excitation cross sections for the (6s6p)3P0,1,2 states. The
excitation of the 6s6p1P1 state has been studied by Bartschat and Madison
[144] using a semi-relativistic distorted-wave Born approximation and also
by Srivastava et al. [145] using a fully relativistic distorted-wave method.
Recently, Zatsarinny and Bartschat [7] performed a 36 state Dirac B-
spline R-matrix (DBSR) close-coupling calculation for electron scattering
from mercury. They reported a significant improvement in agreement with
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experiment over previous calculations especially at low and near threshold
energies. Overall the DBSR calculations are in good agreement with the non-
relativistic CCC results for incident electron energies above the threshold
region. The important feature of the DBSR method is its ability to describe
accurately the Hg target structure by allowing opening of the [Xe]4f145d10
core. On other hand, in the CCC method (similar to practically all other
calculations) the Hg atom was modeled as an atom with two active electrons
above a frozen core [Xe]4f145d10. With the uncertainty of the approximate
treatment of relativistic effects in the CCC method now removed in the
RCCC method, we can now investigate whether the frozen-core model of
Hg is sufficient to provide an accurate description of scattering near the
thresholds of the (6s6p)3P0,1,2 triplet states. Similarly, the new RCCC cal-
culations of e-Hg scattering will also be able to verify the accuracy of our
previous nonrelativistic calculations for the transitions that are strongly af-
fected by relativistic effects.
This Chapter is organized as follows: the next section contains the for-
mulation of the RCCC method applicable to two electron and quasi-two
electron targets, and the following section presents RCCC results for inte-
grated and angle differential cross sections for elastic and inelastic electron
collisions with mercury. Also presented are total, elastic and momentum
transfer cross sections. Atomic units are assumed throughout.
4.2 RCCC method for two-electron targets
Application of the RCCC method to electron scattering from two electron
and quasi two-electron targets follows a similar scheme as described in Chap-
ter 2 for quasi-hydrogenlike targets, however significant modifications are
required for the V -matrix elements.
The target Hamiltonian is diagonalized in a Dirac L-spinor basis and
then the obtained target states are used as an expansion basis to generate
a set of coupled Lippmann-Schwinger equations for the electron-atom/ion
scattering system. The latter are solved in momentum space for the T -
matrix elements from which the cross sections are calculated.
For the case of electron scattering from mercury, the target atom is
modeled as a quasi-two electron atom consisting of two valence electrons
above an inert [Xe]4f145d10 frozen core. The next two sections outline the
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calculation of the target states and then the theory required to set up and
solve the coupled Lippmann-Schwinger equations for the scattering problem.
4.2.1 Target structure
Calculation of target wavefunctions and energy levels for two valence elec-
tron above an inert [Xe]4f145d10 frozen core involves the three steps listed
below:
1. The [Xe]4f145d10 frozen core orbitals {ϕc} are calculated with the
GRASP package [82] that employs a relativistic self-consistent field
Dirac-Fock procedure.
2. The Hg+ one electron Hamiltonian,
Hi = c α · pi + βmc2 + Vi, (4.1)
















with the method outlined in detail in Chapter 2 for quasi-one electron
targets. Briefly, Vi is the interaction of one of the valence electrons
with a closed core and is a sum of a frozen-core Dirac-Fock potential
V FC and a polarization potential V pol,
Vi = V
FC + V pol. (4.3)
The non-local V FC potential is defined as a sum of local (direct) V FCd





























|r − r′| ϕc(r). (4.6)
3. The set of electron orbitals {φα} so obtained are used to perform
standard configuration-interaction calculations [34] to obtain a set of
Hg target states.
In this last step, the method employed to perform the configuration
interaction calculation is similar to that described in detail by Fursa and
Bray [34] with the exception that the jj coupling scheme is utilized in the






αβ 〈r1r2|φα(1)φβ(2) : JTnmnπn〉, (4.7)








to ensure antisymmetry of the two electron target states. The parity of the
target states is π = (−1)lα+lβ and




where CJnmnjαmαjβmβ is a Clebsch-Gordan coefficient. The target states
Φn(r1, r2) satisfy
〈Φn′ |HT |Φn〉 = ǫnδn′n, (4.10)
where
HT = H1 +H2 + V12, (4.11)
with
V12 = 1/|r1 − r2| + V diel(r1, r2), (4.12)
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and the Dirac Hamiltonian for each electron, Hi, is given by Eq. 4.1. The
phenomenological one-electron V pol and two-electron V diel core polarization
potentials allow us to take into account more accurately the effect of closed
inert shells on the active electron [14]. The cut-off radii rpolc and r
diel
c of
these potentials are chosen to obtain the best representation of target state
energies and oscillator strength, while the static dipole polarazability of the
inert core αc is taken either from experiment or accurate calculations. In
the case of mercury we chose αc = 8.4, r
pol
c = 2.235 and r
diel
c = 2.3.
Using a Dirac L-spinor basis, Eq. (4.2), consisting of 35 functions for
each value of κ = l and κ = −l− 1 for l = 0, 1, 2, 3 with an exponential fall-
off parameter of 3.5, we diagonalized the Hg+ Hamiltonian for each value of
κ and obtained a set of Hg+ one electron orbitals {φα}. These orbitals are
then used to perform standard two-electron CI calculations. Similar to our
previous nonrelativistic calculations we find that the mercury bound states
are well-described in a model where the inner electron is limited to the 6s and
6p orbitals of the Hg+ ion. The energy levels obtained for the first 15 lowest
lying states are listed in Table 4.1 and are found to be in good agreement
with the experimental energies in the NIST database [4]. Further check of
the target wavefunction accuracy is provided by optical oscillator strengths.
The experimental value for the (6s6p)1P o1 oscillator strength is 1.16 and it is
in good agreement with our result of 1.20, while for the (6s6p)3P o1 state the
experimental value of 0.024 is lower than our result of 0.038. The ground
state static dipole polarizability of the mercury atom is dominated by the
(6s6p)1P o1 state and in our structure model has a value of αd = 22.6 which
is similar to the value obtained in nonrelativistic CCC calculations [14] but
is significantly lower than the experimental value of αd = 34.4 [146]. This
difference arises from opening of the 5d10 shell which is not allowed in the
present model and can lead to inaccuracy in the calculated cross sections
(see [14] for further discussion).
In the consequent scattering calculations we have used two models: the
29 state model (RCC) that includes only bound states in the close-coupling
expansion and a 193 state model (RCCC) which in addition has a large
number of positive energy states (relative to the Hg+ ground state). This
allows us to model coupling to ionization channels.
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Table 4.1: Energy levels of the first 15 Hg states calculated by diagonalizing
the target in the RCCC method. Experimental levels listed by NIST [4] are
also shown.
Configuration Term J parity Energy (eV) Expt. [4]
6s2 1S0 0.0 1 0.000 0.000
6s6p 3P o0 0.0 -1 4.706 4.667
6s6p 3P o1 1.0 -1 4.926 4.887
6s6p 3P o2 2.0 -1 5.577 5.461
6s6p 1P o1 1.0 -1 6.549 6.704
6s7s 3S1 1.0 1 7.775 7.730
6s7s 1S0 0.0 1 8.000 7.926
6s7p 3P o0 0.0 -1 8.648 8.619
6s7p 3P o1 1.0 -1 8.667 8.637
6s7p 3P o2 2.0 -1 8.763 8.829
6s7p 1P o1 1.0 -1 8.872 8.839
6s6d 3D1 1.0 1 8.869 8.845
6s6d 1D2 2.0 1 8.876 8.844
6s6d 3D3 3.0 1 8.883 8.856
6s6d 3D2 2.0 1 8.887 8.852
Ionization limit 10.447 10.438
4.2.2 Coupled relativistic Lippmann-Schwinger equations
Once the target states are obtained the next step is to use them to generate a
set of coupled relativistic Lippmann-Schwinger equations for the scattering
problem. The total scattering wave function for the system satisfies
(E −H)|Ψ(+)i 〉 = 0, (4.13)
where the superscript (+) denotes incoming plane- or Coulomb-wave and
outgoing spherical-wave boundary conditions. We denote the initial target
state as Φi and the projectile momentum by ki.
The total Hamiltonian for the scattering system is
H = HT −H0 − V01 − V02, (4.14)
where the subscript 0 denotes the projectile electron, 1 and 2 denote the
electrons in the two electron target, and HT is given by Eq. (4.11).
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The projectile Hamiltonian is given by
H0 = c α · p0 + βmc2 + V0. (4.15)
To ensure antisymmetry of the total wave function in accordance with
the Pauli exclusion principle, we perform a multichannel expansion of the
total wavefunction in the following way
Ψ
N(+)
i (r0, r1, r2) = (1 − P01 − P02)ψ
N(+)
i (r0, r1, r2) (4.16)






n (r1, r2), (4.17)
where P0i is the space exchange operator. The RCCC method utilizes the




ΨN(+)(r0, r1, r2) = Ψ
(+)(r0, r1, r2). (4.18)
Substituting Eq. (4.16) and Eq. (4.14) into Eq. (4.13) we obtain
(E(+) − c α · p0 − βmc2 − U0 −HT − U0)ΨN(+)(r0, r1, r2)
= VΨN(+)(r0, r1, r2), (4.19)
where
V = V0 − U0 + V01 + V02 + (E −H)(P01 + P02). (4.20)
The introduction of an arbitrary short range (distorting) potential, U0, is
used as a numerical technique to reduce the required computational re-
sources; however, the results are independent of U0. This rearrangement is
such that the asymptotic (large r0) Hamiltonian is
Ha = c α · p0 + βmc2 + U0 +HT. (4.21)
The asymptotic Hamiltonian is used to generate the Green’s function for
the total wavefunction, as described in detail in Chapter 2, and the Green’s
function is then used to generate a set of coupled relativistic Lippmann-
Schwinger equations in momentum space for each total angular momentum
J and parity Π of the system
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TΠJfi (kfκf , kiκi) = V
ΠJ









V ΠJfn (kfκf , kκ)T
ΠJ
ni (kκ, kiκi)
E − ǫNn − ǫk′ + i0
.
(4.22)
The direct and exchange V -matrix elements appearing in Eq. (4.20) for
electron scattering from a two electron target in the RCCC method differ
from their nonrelativistic counterparts due to the fact that the LS coupling
scheme is employed in the nonrelativistic case [34], whereas spin and orbital
angular momenta are not decoupled in the relativistic case. Therefore we
present here the explicit forms of the direct and exchange matrix elements
used in the solution of the set of relativistic Lippmann-Schwinger equations,
Eq. (4.22).
In a manner similar to the nonrelativistic case for two electron tar-
gets [34, 147] we may separate the V operator in Eq. (4.20) as
V = (V0 − U0 + 2V01) + 2(E −HT −H0 − V01 − V02)P01. (4.23)
The first term is the direct matrix element, and the second term is the
exchange matrix element.
We use the CI representation of the two electron target wave functions
to express the matrix elements









× 〈j′0k′0(0), φα(1)φβ(2)(J ′T ) : J ′MJ ′ |V |j0k0(0), φγ(1)φδ(2)(JT ) : JMJ〉.
(4.24)
4.2.3 Direct matrix element
The direct matrix element is associated with the first term in Eq. (4.23),
which has the multipole expansion







ν(0) · Cν(1), (4.25)
where










and Cν is a renormalized spherical harmonic.
Using standard tensor algebra relations [148] the direct matrix element
for each configuration pair reduces to
























































































2J + 1. (4.29)
4.2.4 Exchange matrix elements
The exchange matrix element is associated with the second term in
Eq. (4.23),
V E = 2(E −HT −H0 − V01 − V02)P01. (4.30)





The first exchange matrix element for each configuration pair is








Cν(0) · Cν(1). (4.32)
We apply the space exchange operator P01 to the right hand side and then
recouple the angular momenta on the right hand side using








|jγ , j0jδ(j) : J〉,
(4.33)
to obtain





(ǫk′ + c2)(ǫk + c2)
ǫk′ǫk
〈φβ |φδ〉δJJ ′δMJMJ′ δjβjδ ĵĴT ĵĴ ′T






















































The second exchange matrix element for each configuration pair is










Cν(0) · Cν(2). (4.36)
We apply P01 to the right hand side but this time it is convenient to recouple
the angular momenta on the left hand side to obtain





(ǫk′ + c2)(ǫk + c2)
ǫk′ǫk
〈φα|j0k0〉ĴT Ĵ ′T


















































The third exchange matrix element for each configuration pair is








Cν(1) · Cν(2). (4.39)
We apply P01 to the right hand side and recouple the angular momenta on
the right hand side to obtain


























































(E −H0 −H1 −H2)P01 matrix elements
The last exchange matrix element for each configuration interaction pair is
〈j′0k′0(0), φα(1)φβ(2)(J ′T ) : J ′MJ ′ |(E −H0 −H1 −H2)P01
× |j0k0(0), φγ(1)φδ(2)(JT ) : JMJ〉.
(4.41)
We apply P01 to the right hand side to obtain
〈j′0k′0(0), φα(1)φβ(2)(J ′T ) : J ′MJ ′ |(E −H0 −H1 −H2)





(ǫk′ + c2)(ǫk + c2)
ǫk′ǫk
(











〈φα|j0k〉〈φβ |φδ〉〈j′0k′|φγ〉[E(1 − θ) − ǫk′ − ǫk]
−〈φα|j0k〉〈φβ |φδ〉〈j′0k′|(V0 − U0)|φγ〉







The parameter θ has been introduced in a manner similar to the nonrelativis-
tic case to ensure the numerical stability and uniqueness of the T matrix, as
outlined by Fursa and Bray [34]. The projection operator INn =
∑
n |φn〉〈φn|
is made from the configuration interaction single particle states.
The numerical calculation of the V -matrix elements and the solution of
the coupled relativistic Lippmann-Schwinger equations is achieved with a
parallelized computer code that employs a hybrid OpenMP-MPI scheme.
Standard ScaLAPACK routines [149] solve the set of linear equations (the
coupled Lippmann-Schwinger equations) given by Eq. (4.22) for the T -
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matrix elements. Calculations were done with 20 partial waves and then the
analytical Born subtraction technique (see Chapter 2) was used to account
for higher partial waves. Observables such as cross sections can be calculated
from the T -matrix elements using the equations specified in Chapter 2.
4.3 Results
4.3.1 Integrated cross sections for excited states
As discussed in the previous section we have performed calculations in two
models: RCC and RCCC. We found that for incident electron energies below
8 eV the inclusion of the continuum states made negligible difference to the
calculated cross sections and so we will present only RCC results at these
low energies.
We begin by presenting integrated cross sections for the (6s6p)3P o0,1,2
states of mercury at low energies. Calculation of these cross sections at
energies close to excitation threshold was not possible with the nonrela-
tivistic CCC method. Fig. 5.1 shows the RCCC integrated cross section
for the excitation of the (6s6p)3P o0 triplet state. In the energy regime near
the excitation threshold of these states the cross sections are dominated by
the formation of negative ion (Hg−) resonant states [150, 151]. There is
excellent agreement between the RCCC results and the DBSR calculations
of Zatsarinny and Bartschat [7]. The RCCC results are also generally in
good agreement with the measurements of Hanne et al. [8]. Note, in Table
4.1 the RCCC energies for the triplet states slightly differ (< 0.12 eV) from
the experimental values and therefore the position of the resonances had
to be offset in the figures by the same amount in order to align with the
experimental position of the resonances.
Fig. 4.2 shows the integrated cross section for excitation of the (6s6p)3P o1
triplet state. The RCCC results are in very good agreement with both the
DBSR calculations of Zatsarinny and Bartschat [7] and the measurements
of Ottley and Kleinpoppen [9], and Erdevdi et al. [10].
The integrated cross section for excitation of the (6s6p)3P o2 triplet state
is shown in Fig. 4.3. Once again very good agreement is found between the
RCCC results and DBSR results [7] and also the measurements of Hanne
et al. [8], Newman et al. [11], Borst [12] and Krause et al. [13]; however in
the region between 6.5 eV and 7.5 eV the RCCC results are slightly lower
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than the DBSR results and experiment. We verified the convergence of our
calculations at this energy region. A possible explanation for the discrepancy
is likely to be related to the error in the 1P o1 − 3P2 energy difference for our
target model which leads to a loss of flux to the 1P o1 state which opens at












































Figure 4.1: RCCC integrated excitation cross section for the (6s6p)3P o0 state.
Also shown are DBSR results [7], and experimental results due to Hanne
et al. [8].
The integrated cross section for electron impact excitation of the sin-
glet (6s6p)1P o1 state is shown in Fig. 4.4. The difference between the RCC
and RCCC calculations in this figure for intermediate and higher projectile
energies gives an indication of the importance of coupling to the target con-
tinuum. The RCC calculation includes only the 29 discrete states and the
cross section is higher by approximately 20% at the cross section maximum
than that obtained by the full RCCC calculation. In the vicinity of 8.6 eV
very small resonance structures are present in the (6s6p)1P o1 cross section
for both the RCCC and DBSR results.
In Fig. 4.5 we present integrated cross sections for the (6s6p)3P o1 state
over a large energy range. We can see a substantial difference between
present RCCC results and nonrelativistic CCC results. This difference sig-
nifies the importance of an accurate account of relativistic effects for this
transition. The present RCCC results are in good agreement with the exper-














































Figure 4.2: RCCC integrated excitation cross section for the (6s6p)3P o1 state.
Also shown are DBSR results [7], and experimental results due to Ottley and

















































Figure 4.3: RCCC integrated excitation cross section for the (6s6p)3P o2 state.
Also shown are DBSR results [7], and experimental results due to Hanne
et al. [8], Newman et al. [11], Borst [12], and Krause et al. [13].
et al. [16]. Similar to the nonrelativistic results we find that coupling to
ionization channels plays a relatively minor role as RCCC and RCC results
are close (except in the 20-40 eV energy range). However, interchannel cou-
pling plays a major role for this transition. The first-order approximation

















































Figure 4.4: RCCC integrated excitation cross section for the singlet
(6s6p)1P o1 state. Also shown are nonrelativistic CCC results [14], DBSR
results [7], and experimental results due to Zubek et al. [15], Panajotović
et al. [16], and Peitzmann and Kessler [17].
the value for the optical oscillator strength. Given that the RCCC struc-
ture model for the (6s6p)3P o1 − (6s2)1S0 transition has an optical oscillator
strength value larger by about 50% than the experimental value, we find
that the RCCC-Born result significantly overestimates the experiment. The
good agreement between RCCC results and experiment is a confirmation
that high-order scattering effects are dominant for this transition.
Integrated cross sections for excitation of the (6s7s)1S0 and (6s7p)
1P o1
states are presented in Fig. 4.6. We find good agreement with our previous
nonrelativistic CCC calculations. For these much smaller cross sections
the coupling to the ionization continuum proved to be significantly more
important as comparison between RCCC and RCC results clearly shows. A
similar conclusion was drawn on the basis of nonrelativistic CCC calculations
[14]. We can conclude that for these states relativistic effects play a minor
role.
4.3.2 Angle differential cross sections for elastic and inelastic
scattering
Angle differential cross sections for elastic scattering from the (6s2)1S0















































Figure 4.5: RCCC integrated excitation cross section for the singlet
(6s6p)3P o1 state. Also shown are nonrelativistic CCC results [14], experi-
mental results due to Zubek et al. [15], Panajotović et al. [16], and Peitz-
mann and Kessler [17].
relativistic CCC calculations had difficulty in describing the elastic cross
section at 15 eV (the minima were too deep), the RCCC differential cross
section does not have such a problem and is in very good agreement with
experiment [15] and also DBSR calculations [7]. As the incident electron
energy increases to 25 and 35 eV we observe nearly perfect agreement be-
tween theoretical and experimental results [18]. At 9 eV we observe good
agreement between all theoretical results and experiment at forward scat-
tering angles. However, the region around the cross section minimum (100◦-
120◦) proved to be particularly sensitive to the details of theoretical models,
with none of the available theories being in agreement with experiment.
In Fig. 4.8 we present angle differential cross sections at 15 and 60 eV for
the(6s6p)3P o1 and (6s6p)
1P o1 states. Excellent agreement is obtained with
the measurements of Zubek et al. [15] for the (6s6p)1P o1 and (6s6p)
3P o1 states
at 15 eV. It is well known that the cross section for the (6s6p)1P o1 state is
strongly dependent on the accuracy of the optical oscillator strength for this
transition [14] with channel coupling effects playing a rather minor role. For
the (6s6p)3P o1 state the situation apparently is quite different. The optical
oscillator strength values in RCCC and DBSR calculations differ by a fac-



























































































Figure 4.6: RCCC and nonrelativistic CCC [14] integrated cross sections
for excitation of the (6s7s)1S0 and (6s7p)
1P o1 states. Experiment is due
to Panajotović et al. [16].
differential cross sections can be observed only at forward scattering angles.
Due to a small value of optical oscillator strength for this intercombinational
transition an adequate account of the interchannel coupling becomes more


































































































































































Figure 4.7: RCCC angle differential cross sections for elastic scattering
from the (6s2)1S0 ground state. Also shown are nonrelativistic CCC re-
sults [14], DBSR results [7], and experimental results due to Zubek et al.
[15] and Holtkamp et al. [18].
relativistic RCCC results for this transition is an indication of the impor-
tance of an accurate treatment of relativistic effects in the calculation of
target wave functions and the scattering process. As the incident electron
energy increases to 60 eV we observe perfect agreement between all theoret-
ical models (RCCC, CCC, DBSR) and experiment for the (6s6p)1P o1 state.
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For the (6s6p)3P o1 state theoretical results are in good agreement except for
small scattering angles, while the experimental results of Panajotović et al.
[16] seem to be systematically higher. This situation is interesting as it con-
tradicts the usual assumption that at this relatively large energy the singlet
component of the target wave function would be dominant and therefore the
(6s6p)1P o1 and (6s6p)
3P o1 state cross sections are related simply by a mul-
tiplicative constant. It is worthwhile to note that this constant is not just
a ratio of optical oscillator strength (1.16 and 0.024 are the experimental
values for the (6s6p)1P o1 and (6s6p)
3P o1 states respectively) as the difference
in excitation thresholds should be also taken into account, which produces
a cross section ratio coefficient of 18.7 (strictly valid for forward scattering
only). However, rescaled in this way, the (6s6p)1P o1 cross section of Pana-
jotović et al. [16] would be lower than their measured (6s6p)3P o1 state cross
section, except for forward scattering angles. We note also that as the RCCC
value for the (6s6p)3P o1 state optical oscillator strength (0.038) is larger than
the experimental value (0.024), and the DBSR value (0.018) is smaller than
the experimental value, one would expect that the RCCC differential cross
section for the (6s6p)3P o1 state would overestimate the experiment while the
DBSR results would underestimate it. In fact this behavior is observed only
at small scattering angles. This suggests that channel coupling effects are
still important at intermediate and large scattering angles at 60 eV and that
they are captured adequately by the present theoretical methods. On the
other hand the measurements of the (6s6p)3P o1 state differential cross sec-
tion [16] seem to be too high and a fresh look at the normalization procedure
appears to be warranted.
In Fig. 4.9 we present differential cross sections for (6s6p)3P o0 and
(6s6p)3P o2 states at 15 eV. We can see that nonrelativistic and relativistic
CCC results are in reasonably good agreement, which supports the conclu-
sion made by Fursa et al. [14] that this transition is governed mostly by the
exchange scattering. Our results are in good agreement with measurements
of Zubek et al. [15]. The results of DBSR calculations are somewhat larger
than our results and experiment, which as discussed in [7] is most likely












































































































































































Figure 4.8: RCCC angle differential cross sections at 15 and 60 eV for the
(6s6p)3P o1 state and (6s6p)
1P o1 state. Also shown are nonrelativistic CCC
results [14], DBSR results [7], and experiment due to Zubek et al. [15],
Panajotović et al. [16], and Peitzmann and Kessler [17].
RCCC angle differential cross sections for the (6s7s)1S0 and (6s7p)
1P o1
states at 60 eV are shown in Fig. 4.10. The differential cross section for the
(6s7s)1S0 state measured by Panajotović et al. [16] displays three minima
which both the RCCC and CCC calculations predict in very good agreement








































































Figure 4.9: RCCC angle differential cross sections at 15 eV for the (6s6p)3P o0
and (6s6p)3P o2 states. Also shown are nonrelativistic CCC results [14],
DBSR results [7], and experimental results due to Zubek et al. [15].
cross sections predict a very sharp first minimum. In contrast to the elastic
scattering cross section (e.g., 15 eV) this appears to be a genuine feature
which might be difficult to obtain experimentally due to finite angular res-
olution. The RCCC and CCC results are in excellent agreement for the
differential cross section of the (6s7p)1P o1 state and are also in excellent










































































Figure 4.10: RCCC angle differential cross sections at 60 eV for the
(6s7s)1S0 and (6s7p)
1P o1 states. Also shown are nonrelativistic CCC re-
sults [14] and experiment due to Panajotović et al. [16]
the second minimum in the cross section where the RCCC results are lower
than the experimental values in the region of the minimum.
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4.3.3 Total, elastic, and momentum transfer cross sections
In Fig. 4.11 we present the total cross section for electron scattering from
the (6s2)1S0 ground state of mercury, that is, the summed contribution from
elastic, excitation and ionization channels. We find that at energies above
2 eV the RCCC, CCC and DBSR calculations are in excellent agreement
with each other. We have also presented in this figure (below 4 eV) results of
calculations by McEachran and Elford [21] who used the polarized orbitals
method with addition of a dynamic distortion potential (labeled RDD).
At low energies all theoretical results have qualitatively similar behavior
(maximum at about 0.4-0.5 eV) but show large variations in the cross section
shape and absolute values. The difficulties in a theoretical description of low-
energy e-Hg scattering have been recently highlighted by Zatsarinny and
Bartschat [7] and the present theoretical results should be considered with
a degree of caution. The experiment of Jost and Ohnemus [19] shows good
qualitative agreement with the RCCC results in terms of the shape of the
cross section and location of minima and maxima, however the experimental









































Figure 4.11: RCCC total cross section for scattering from the (6s2)1S0
ground state of mercury. Also shown are nonrelativistic CCC results [14],
DBSR results [7], and experiment due to Jost and Ohnemus [19].
In Fig. 4.12 we present the elastic cross section. We find good agreement
between the RCCC and CCC results and very good agreement with experi-
mental estimates of elastic cross sections of Holtkamp et al. [18], Panajotović
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et al. [16] and Zubek et al. [20]. Compared to other calculations, we note
that the cross section minimum at 20 eV in RCCC calculations is much










































Figure 4.12: RCCC elastic cross section for scattering from the (6s2)1S0
ground state of mercury. Also shown are nonrelativistic CCC results [14],
DBSR results [7], and experimental results due to Panajotović et al. [16],
Zubek et al. [20], and Holtkamp et al. [18].
The RCCC elastic momentum transfer cross section for electron scatter-
ing on the ground state of mercury is presented in Fig. 4.13. At low energies,
similar to the elastic integrated cross section, there is wide variation in the
results of theoretical methods. The results of the RDD method are in ex-
cellent agreement with the experiment of England and Elford [22] for the
momentum transfer cross section but, interestingly, not for the integrated
cross section. This suggests a possible inconsistency between the measure-
ments of Jost and Ohnemus [19] and England and Elford [22]. At energies
above 1 eV RCCC, CCC, DBSR and RDD results are in good agreement.
Compared to experimental estimates of Panajotović et al. [16] we find that
apart from the two lowest experimental points (at 15 eV and 25 eV) the














































Figure 4.13: RCCC elastic momentum transfer section for scattering from
the (6s2)1S0 ground state of mercury. Also shown are results of nonrela-
tivistic CCC [14], DBSR [7] and RDD [21] calculations and experimental





In April 2010 the National Computational Infrastructure Facility commis-
sioned a new supercomputer, a Sun/Oracle ‘Vayu’ system with over 11900
cpus. In order to run the RCCC code (approximately 40000 lines of For-
tran) on the Vayu system a significant modification of the code was required:
the parallelization scheme had to be converted from a pure OpenMP par-
allelization scheme based on shared memory, to a hybrid OpenMP-MPI
parallelization scheme that employed both shared and distributed memory.
This parallelization represents an emerging trend for using high performance
supercomputing architectures.
Figure 5.1: The Vayu system: 11936 cpus in 1492 nodes with 8 cpus per
node. Each node contains 24GB memory except for 48 nodes which have
48GB. Peak performance is 140TFlops
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The cpus in the Vayu system are grouped into ‘nodes’, with 8 cpus
per node. Each cpu has approximately 3GB of memory, therefore 24GB
of memory is available on a single node. This 24GB can be shared by the
processors on a single node, and therefore RCCC calculations requiring less
than or equal to 24GB can be run on a single node using an OpenMP
shared memory parallelization scheme. However for larger calculations with
memory requirements exceeding 24GB, communication between nodes is
necessary and this is not possible with OpenMP. Instead, MPI must be
employed, where MPI stands for ‘Message Passing Interface’. MPI can be
thought of as the “assembly language” of parallel computing because explicit
send and receive instructions between specified cpus can be implemented: it
can be used on distributed memory systems with any number of processors.
OpenMP on the other hand relies on shared memory and would be restricted
to only 8 processors in a given node on the Vayu system. The disadvantage
of using MPI is that existing code often has to be completely restructured
if an MPI parallelization paradigm is to be employed. Parallelization with
OpenMP, on the other hand is straightforward and achieved with a few
simple directives.
MPI parallelization requires each cpu to run a copy of the program. Each
cpu then performs different tasks in parallel, as required. This automati-
cally presented a problem because each processor only has 3GB of available
memory, whereas the RCCC program often exceeds this when the target
structure and continuum waves are calculated. The solution to this issue
was to employ a hybrid OpenMP-MPI parallelization scheme, where the
first processor of every node calculates the target structure and continuum
waves, given that the first processor of each node can utilize the full 24GB
of available shared memory on each node. The next step in the process is to
split the channel pairs evenly across the nodes, and then employ OpenMP
parallelization within each node to calculate the V matrix elements. Follow-
ing this, the system of linear equations (the Lippmann-Schwinger equation
for the scattering system) is solved using MPI parallelization by employing
ScaLAPACK routines [149]: in this step all the processors across all nodes
are employed. The solution to the system of linear equations gives the T
matrix elements for the scattering problem.
Finally, after the T matrix elements are calculated, the first process of the
first node is used to calculate observable quantities, such as cross sections,
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from the T matrix elements.
A schematic algorithm of the hybrid OpenMP-MPI parallelization
scheme for the RCCC code is outlined below. A note on terminology: usu-
ally one processor is associated with one MPI process, but this is variable.
Algorithm for Hybrid OpenMP-MPI RCCC
1. Call ‘m’ nodes, with ‘n’ processes per node.
2. First process of each node calculates target wavefunctions and
continuum wavefunctions.
3. Begin do loops over total angular momentum and parity for the
scattering system:
(a) Channel pairs are calculated and distributed evenly among the
nodes.
(b) Using OpenMP multithreading within each node, calculate
the V matrix elements for the channel pairs within each node.
(c) Using MPI message passing, solve the system of linear equa-
tions (the Lippmann-Schwinger equations) using ScaLAPACK
routines that employ all processes across all nodes.
(d) Using only the first process of the first node, calculate
observables such as partial wave cross sections from the T ma-
trix elements, and print V matrix elements, T matrix elements,
and observables to file.
4. End do loops over total angular momentum and parity.
5. Using only the first process of the first node, calculate the
total cross section and other observables, and write to file.
The memory requirements for a calculation can be estimated by cal-
culating the size of the largest arrays used in the RCCC code. There are
three such arrays: (1) arrays that store the target wavefunctions, (2) ar-
rays that store the continuum wavefunctions, and (3) the arrays that store
the V -matrix elements. Both the target wavefunctions and continuum wave
functions have upper and lower components due to the use of relativistic
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Dirac spinors. These array elements are declared as double-precision (8
bytes) and therefore the memory requirements can be calculated with the
equations listed in Table 5.1.
Array Variable Type Memory (GB)
Target wavefunctions real nt×nr×2×8
109
Continuum wavefunctions real nc×nr×2×8
109
V -matrix real nc×nc×8
109
Table 5.1: Memory requirements for the largest arrays in the RCCC code,
where nt is the number of target wavefunctions, nc is the number of contin-
uum wavefunctions, nr is the number of radial grid points, and each double
precision real array element requires 8 bytes of memory. The factor of 2 in
the target and continuum wavefunction memory requirements is due to the
fact that each relativistic wavefunction has upper and lower components.
The hybrid OpenMP-MPI scheme will use the above three arrays as
follows:
1. The target and continuum wavefunction memory requirements will be
replicated on each node.
2. The V -matrix memory requirements will be distributed across the
nodes.
That is, for m nodes, the total memory for these three arrays will be
m× (memory for target wavefunctions)
+ m× (memory for continuum wavefunctions)
+ (memory for Vmatrix elements) (5.1)
In the ScaLAPACK routines additional large temporary arrays will be
allocated when the V -matrix array is distributed across all processes in
block-cyclic format for the most efficient solution of the system of linear
equations. These additional temporary arrays will have memory require-
ments equivalent to the V -matrix array.
The primary goal of the conversion from OpenMP to the hybrid
OpenMP-MPI scheme was not to perform a given calculation faster us-
ing more cpus, but instead to allow calculations with memory requirements
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greater than the 24GB available on one node to run at all. This is partic-
ularly necessary for two-electron targets where a large number of configu-
rations are possible for the target states. Nevertheless, the conversion to
a hybrid OpenMP-MPI scheme has not only enabled large calculations to
be performed, but calculations of a given size can also be performed in less
time if more cpus are used. Table 5.2 illustrates the decrease in time for the
calculation of V -matrix elements and solution of the linear equations using
ScaLAPACK routines for a test calculation. The test calculation involved
the zeroth partial wave for electron scattering on a two-electron target with
301 target states. The V matrix size was 37944 × 37944.
Table 5.2: Time for calculation of V -matrix elements and ScaLAPACK
routines for a test calculation.




Compared to the initial calculation using 8 cpus, this illustrates that
increasing the number of cpus by a factor of 2 (i.e. 16 cpus) reduces the
computation time both for the V -matrix elements and ScaLAPACK routines
by approximately a factor of 2. Similarly, increasing the number of cpus by





Three main accomplishments have been demonstrated in this thesis:
• The relativistic convergent close-coupling method has been extended
to include the Breit and Møller interactions. The method has been ap-
plied to calculation of the polarization of the Lyman-α1 line of Ti
21+,
Ar17+, and Fe25+ ions. We have shown that account of the Breit rela-
tivistic correction to the Coulomb interaction resolves the discrepancy
between theory and EBIT experiments [2, 3]. Predictions for U91+
polarization of the Lyman-α1 line have been presented. Large differ-
ences between calculations with Coulomb, Breit and Møller potentials
have been found. We have verified the accuracy of our electron-U91+
scattering calculations that include Breit and Møller relativistic correc-
tions by finding good agreement with U91+ 1s ionization cross section
measurements of Marrs et al. [6] and previous first-order calculations.
• The RCCC method has been extended to accommodate quasi two-
electron targets and the theory has been applied to electron scattering
from mercury which is modeled as an atom with two active valence
electrons above an inert ion core. Comparison with our previous study
of electron-Hg scattering using the non-relativistic CCC method [14]
confirmed the accuracy of the presented results for most of the con-
sidered transitions. In a number of cases where there was discrepancy
between CCC and experimental results (e.g., elastic DCS at 15 eV and
ICS for (6s6sp)3P o1 state) we find that the fully relativistic approach is
in much better agreement with experiment. For scattering at energies
close to (6s6p)3P o0,1,2 state thresholds, where non-relativistic methods
76
Conclusion
like CCC cannot be applied, our RCCC method finds very good agree-
ment with DBSR calculations and experiment.
• The third main accomplishment was the conversion of the RCCC com-
puter code from an OpenMP to a hybrid OpenMP-MPI parallelization
scheme. This allowed for large calculations to be performed on the
Vayu 11900 cpu computer at the National Computational Infrastruc-
ture Facility. Scaling of the computational time has also been demon-
strated: increasing the number of cpus by a factor of ‘n’ decreases
the computational time for the V -matrix elements and ScaLAPACK
routines by a corresponding factor of ‘n’.
The extended capabilities of the RCCC method are of interest to re-
searchers in Germany and the USA. Theory and experiment both play vital
roles in the development of scattering techniques, and the RCCC method
provides a solid theoretical foundation for scattering processes involving a






Considering the normalization of positive energy free continuum states, we
need to show




δ(k − k′)δ(Ωk − Ωk′), (A.1)
where
∫
δ(k)d3k = 1, (A.2)
and
d3k = k2dkdΩk, (A.3)


































































































































































l (r̂)dΩr = δl′lδml,ml′a, (A.12)
we obtain

































































δ(k − k′), (A.15)
to obtain
〈kµ+ |k′µ′+〉 = δµµ′
1
k2























































with ηκ = σκ + δκ, was absorbed into the matrix element for convenience
of presentation. Here a complete derivation of the partial-wave Lippmann-
Schwinger equation is presented in which all such factors (and also factors
of 2, π etc) are kept; this enables comparison with the computer code.

















A partial wave expansion for the V matrix elements in terms of positive
energy continuum waves can be performed as follows
〈k(−)f µf + φf |V |k
(+)












































We couple the target state and projectile state to a total angular momentum
state |ΠJMJ〉 where J and MJ are the total angular momentum of the
scattering system and its projection, Π = π(−1)L is the total parity, with π
the parity of the target state
〈uκf mjf φf |V |uκimjiφi〉 =
∑
JΠMJ
CJMJjf mjf jtf mjtf
CJMJjimjijtimjti
×〈(uκf mjf φf ) : ΠJMJ | V |(uκimjiφi) : ΠJMJ〉.
(B.4)
with a corresponding expression for the T matrix elements. The variable jt
represents the angular momentum of the target state.
Substituting Eq.(B.4) into Eq.(B.3) the partial wave expansion of the V
matrix element becomes
〈k(−)f µf + φf |V |k
(+)






































× CJMJjf mjf jtf mjtfC
JMJ
jimjijtimjti




Now substitute Eq.(B.5) and a corresponding expression for T into the three
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×CJMJjf mjf jtf mjtfC
JMJ
jimjijtimjti




































×CJMJjf mjf jtf mjtfC
JMJ
jimjijtimjti











































×CJMJjf mjf jtf mjtfC
JMJ
j′mj′jnmjn





























































Partial Wave Relativistic Lippmann-Schwinger Equation






























































jf mjf jtf mjtf
CJMJjimjijtimjti







































jf mjf jtf mjtf
CJMJjimjijtimjti

































































× 〈(uκf mjf φf ) : ΠJMJ |V |(uκ′mj′φn′) : ΠJMJ〉
× 1
E − ǫNn′ − ǫk′ + i0





Partial Wave Relativistic Lippmann-Schwinger Equation





















jf mjf jtf mjtf
CJMJjimjijtimjti
(B.11)
for each term in the sum, we have a set of Lippmann-Schwinger equations






























































× 〈(uκf mjf φf ) : ΠJMJ |V |(uκn′mjn′ φn′) : ΠJMJ〉
× 1
E − ǫNn′ − ǫk′ + i0
× 〈(uκn′mjn′ φn′) : ΠJMJ ′ |T |(uκimjiφi) : ΠJMJ ′〉.
(B.12)






cancel on both sides of the equation and we are left with











= 〈(uκf mjf φf ) : ΠJ |V |(uκimjiφi) : ΠJ〉
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× 〈(uκf mjf φf ) : ΠJ |V |(uκn′mjn′ φn′) : ΠJ〉
× 1
E − ǫNn′ − ǫk′ + i0
× 〈(uκn′mjn′ φn′) : ΠJ |T |(uκimjiφi) : ΠJ〉.
(B.14)
The quantum number MJ has been dropped from the above equation be-
cause the spherical symmetry of the scattering system ensures that the ma-
trix elements are independent of the value of MJ .
Defining














































The S matrix, T matrix and
Cross Section
It is important to note that the relativistic cross section differs from the






This appendix outlines the necessary steps required to derive expressions for
the cross section in terms of the T matrix in both the non-relativistic and
relativistic cases.
The interaction or collision process may be described by an operator,
called the scattering operator or S matrix [152],
Ψout = SΨin, (C.2)
where Ψin and Ψout are the incoming and outgoing states. The S matrix is
unitary, S†S = 1. Transition probabilities and cross sections can be obtained
from the S matrix as follows:
Let the initial state be a free state |i〉 which is an eigenstate of a maximal
set of observables (energy, momentum, spin etc). Now expand the out state
into which |i〉 is transformed as a superposition of the members belonging






The S matrix, T matrix and Cross Section
The transition amplitude from |i〉 to some other specified |f〉 is given by




The T matrix is introduced with the following rationale:
1. From S the unit operator is extracted to leave the part corresponding
to transitions between different states.
2. Energy conservation is guaranteed between infinitely removed (in time
or space) initial and final states, therefore an energy conserving factor
δ(Ei − Ef ) is introduced into the remaining part.
Thus we have
Sfi = δfi − 2πiδ(Ei − Ef )Tfi, (C.5)
where Tfi = 〈f |T |i〉 is the transition matrix (or “T matrix”), and the factor
2πi has been introduced for convenience. The transition per unit time from








Using the integral representation of the δ function










































































2 sin((Ei − Ef )τ/(2h̄))











4 sin2((Ei − Ef )τ/(2h̄))




4 sin2( τ2h̄(Ei − Ef ))
τ


















δ(Ei − Ef )|Tfi|2 , f 6= i. (C.11)
We need the transition into a group of states centred at E = Ef . If the
density of states f in the neighborhood of the energy Ef is denoted ρ(E),











This takes the same form as the Golden rule derived from time dependent
perturbation theory. However, unlike the Golden rule, which is an approx-
imation, the above result is exact when the Lippmann-Schwinger equation
is used to solve for the T matrix,
T = V + V GT. (C.13)
C.1 Non-relativistic cross section
The probability per unit time for a transition from an initial state i to a
final state f such that the momentum of the scattered particle lies in the
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|〈f |T |i〉|2δ(Ef − Ei)ρf , (C.14)
where Ei and Ef represent the initial and final state of the whole system.
The density of final states is obtained by first considering box normalized
states: with kx =
2π
L nx, and similarly for y and z, the number of final states












2m and therefore dǫf =
h̄2kf














The differential cross section is obtained by dividing the wfi by the incident



















The sum over final states becomes an integral because they are continuous,































The non-relativistic expression for the incident projectile velocity is

































Note, for delta function normalization of continuum waves the L3 is replaced





































ffi is defined up to a phase, which is chosen to agree with the derivation of
potential scattering,
ffi = − (2π)
2m
h̄2
〈f |T |i〉. (C.25)
C.2 Relativistic cross section
The derivation of the expression for the relativistic cross section proceeds as
per the non-relativistic case, however the velocity of the incident projectile







The S matrix, T matrix and Cross Section
⇒ 1 − v2/c2 = m2c4/ǫ2k
⇒ v = c
√
1 −m2c4/ǫ2k
⇒ v = c2p/ǫk












⇒ dp = ǫkdǫk
c2p
⇒ dk = ǫkdǫk
h̄2c2k
. (C.27)
























The differential cross section is obtained by dividing the wfi by the incident























The S matrix, T matrix and Cross Section
The sum over final states becomes an integral because they are continuous,






























































Thus the relativistic cross section differs from the non-relativistic cross sec-






Usually periodic boundary conditions are employed in which L3 = (2π)3,










|〈f |T |i〉|2. (C.34)
C.3 Scattering amplitude















〈k(−)f µf + φf |T |k
(+)








Using Eq.(B.5) for the partial wave expansion of the T matrix element
and taking the initial projectile momentum ki along the ẑ direction and thus










The S matrix, T matrix and Cross Section
we have
〈k(−)f µf + φf |T |k
(+)








































× 〈(uκf mjφf ) : J,MJ |T |(uκimjφi) : J,MJ〉.
(C.37)
Using Eq.(B.15) we have
〈k(−)f µf + φf |T |k
(+)
i µi + φi〉 =
∑
κf mjf κimjiJΠMJ






















TΠJfi (kfκf , kiκi),
(C.38)
where J is the total angular momentum of the system, ji and jf are the
initial and final total angular moment of the projectile respectively, and jti
and jtf are the initial and final angular momentum of the target respectively.
For a given initial projectile state with fixed µi we have a fixed mji =
µi +mli since mli = 0. We therefore have a fixed value of MJ = mji +mjtI
for a given initial target state with fixed mjti . MJ is a conserved quantum
number (the system is spherically symmetric) and therefore for a given final
target state with fixed mj−tf we must also have fixed mjf for the projectile.
Thus for a given initial pair (µi,mjti ) and final pair (µf ,mjtf ) of quantum
numbers we can define the scattering amplitude
F
µf µi
mf mi(θ) = −〈k
(−)
f µf + φf |T |k
(+)




eiηκf eiηκi (−i)lf ili
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TΠJfi (kfκf , kiκi),
(C.39)
where the minus sign is a convention chosen to agree with the scattering
amplitude for potential scattering. Note, there are varying conventions on
the factors of proportionality between the the scattering amplitude and the







and Goldberger and Watson [154] define it as




D.1 Total cross section and partial wave inte-
grated cross section






























For the case of unpolarized target atom and electron beams we sum over





























Using Eq.(B.5) for the partial wave expansion of the T matrix element and
taking the initial projectile momentum ki along the ẑ direction and thus
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where J is the total angular momentum of the system, ji and jf are the
initial and final total angular moment of the projectile respectively, and jti
and jtf are the initial and final angular momentum of the target respectively.
This equation can be simplified with the following equations that produce









































































































































































jf mjf jtf mjtf












































































The angular momentum algebra manipulations listed in Appendix E lead to










































































































































































































































































For scalar tensor operators the Wigner-Eckart theorem [155, 156] gives




where the double bar || denotes matrix elements independent of the projec-
tion quantum number, m.
The following identities are useful for the calculation of matrix ele-
ments [148],














〈j1j2; j||Uk(1)||j′1j′2; j′〉 =
√










〈j1j2; j||V k(2)||j′1j′2; j′〉 =
√















In the calculation of exchange matrix elements for two electron targets the
following identity is useful,








|jγ , j0jδ(j) : J〉.
(E.5)
In the calculation of T matrix elements and integrated cross sections the



























The following equation is useful for comparing the T -matrix elements
generated with the RCCC code against the corresponding non-relativistic
T -matrix elements generated with the CCC code,




(2J12 + 1)(2J34 + 1)
×
√

























The historical development of relativistic quantum theory has traversed a
tumultuous path. Einstein, who played a leading role in the development
of both quantum theory and special relativity did not publish any papers
in which he explicitly attempted to unite special relativity with quantum
theory. Pais [157] in reflecting on his encounters with Einstein highlighted
the following:
“It is striking how from the very beginning, Einstein kept his sci-
entific writing on relativity theory separate from that on quan-
tum theory. This was evident already in 1905. In his first rel-
ativity paper Einstein noted: ‘It is remarkable that the energy
and frequency of a light complex vary with the state of motion of
the observer with the same law.’ Here was an obvious opportu-
nity to refer to the relation E = hν of his paper on light-quanta,
finished a few months earlier. But Einstein did not do that.”
and furthermore:
“It was even more difficult to discuss quantum field theory with
him. He was willing to admit that quantum mechanics was suc-
cessful on the non-relativistic level. However, he did not believe
that this theory provided a secure basis for relativistic generaliza-
tions. Relativistic quantum field theory was repugnant to him.
Valentine Bargmann has told me that Einstein asked him to give
104
Historical Aspects of Relativistic Quantum Theory
a private survey of quantum field theory, beginning with second
quantization. Bargmann did so for about a month. Thereafter
Einstein’s interest waned.”∗
Dirac played a key role in synthesizing special relativity with quantum
theory and yet, in the later parts of his life, expressed concern with the
foundations of relativistic quantum theories, particularly renormalization
techniques, and even suggested that Lorentz invariance might need to be
dropped if the renormalization techniques were to be maintained [158]. It is
also of importance to note that the prediction of the gyromagnetic ratio g =
2 and two component spin of the electron, initial vindications of the Dirac
equation, can both be obtained from a non-relativistic wave equation that






∂t . Greiner [159] presents an elegant derivation
and then explicitly states:
“Thus a completely non-relativistic linearized theory predicts the
correct intrinsic magnetic moment of a spin-1/2 particle. In con-
trast to this, almost all textbooks falsely claim that the anoma-
lous magnetic moment is due to relativistic properties. The ex-
istence of spin is therefore not a relativistic effect, as is often
asserted, but is a consequence of the linearization of the wave
equations.”
The conceptual problems that arise when the Dirac equation is augmented
with hole theory have been clearly pointed out by Weinberg in his treatise
on quantum field theory [160] :
“How can we interpret the antiparticles of charged bosons, such
as the π± mesons or W± particles, as holes in a sea of nega-
tive energy states? For particles quantized according to Bose-
Einstein statistics, there is no exclusion principle, and hence
nothing to keep positive-energy particles from falling down into
the negative-energy states, occupied or not. And if the hole
theory does not work for bosonic antiparticles, why should we
believe it for fermions?”
∗One can appreciate Einstein’s concern with extending special relativity into the do-
main of quantum theory: the former is founded on Maxwell’s equations and their invari-
ance, the latter was developed in order to replace Maxwell’s equations because Maxwell’s
equations predicted that atomic orbitals would be unstable due to the continuous emission
of electromagnetic waves.
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Nevertheless, as highlighted by Sakurai [81], there are two compelling argu-
ments for developing relativistically covariant quantum theories:
1. Quantum theories should recover the relativistic energy momentum
relation in the classical limit h̄→ 0 in accordance with the correspon-
dence principle.
2. Relativistic quantum field theories provide a framework in which the
creation and annihilation of particles and antiparticles can be modeled
in a convenient manner.
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[17] F. J. Peitzmann and J. Kessler. J. Phys. B, 23:2629, 1990.
[18] G. Holtkamp, K. Jost, F. J. Peitzmann, and J. Kessler. J. Phys. B,
20:4543, 1987.
[19] K. Jost and B. Ohnemus. Phys. Rev. A, 19:641, 1979.
[20] M. Zubek, A. Danjo, and G. C. King. J. Phys. B, 28:4117, 1995.
[21] R. P. McEachran and M. T. Elford. J. Phys. B, 36(3):427, 2003.
[22] J. P. England and M. T. Elford. Aust. J. Phys., 44(3):647, 1991.
[23] H. Geiger and E. Marsden. Proc. R. Soc. London A, 82:495, 1909.
[24] J. Franck and G. Hertz. Verh. Deutschen Phys. Ges., 16:457, 1914.
[25] I. E. McCarthy and A. T. Stelbovics. Phys. Rev. A, 28:2693, 1983.
[26] B. A. Lippmann and J. Schwinger. Phys. Rev., 79:469, 1950.
[27] I. Bray and A. T. Stelbovics. Phys. Rev. A, 46:6995, 1992.
[28] H-A. Yalim, D. Cvejanovic, and A. Crowe. Phys. Rev. Lett., 79:2951,
1997.
[29] R. W. O’Neill, P. J. M. van der Burgt, D. Dziczek, P. Bowe, S. Chwirot,
and J. A. Slevin. Phys. Rev. Lett., 80:1630, 1998.
[30] J. F. Williams and A. G. Mikosza. J. Phys. B, 39(20):4113, 2006.
[31] J. F. Williams and A. G. Mikosza. J. Phys. B, 39(20):4339, 2006.




[33] N. F. Mott and H. S. W. Massey. Theory of atomic Collisions. Oxford
University Press, London, 1965.
[34] D. V. Fursa and I. Bray. Phys. Rev. A, 52:1279, 1995.
[35] A. S. Kheifets and I. Bray. Phys. Rev. Lett., 81:4588, 1998.
[36] M. Achler, V. Mergel, L. Spielberger, R. Dorner, Y. Azuma, and
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