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Characterizing the entropy of a system is a crucial, and often computationally costly, step in
understanding its thermodynamics. It plays a key role in the study of phase transitions, pattern
formation, protein folding and more. Current methods for entropy estimation suffer either from a
high computational cost, lack of generality or inaccuracy, and inability to treat complex, strongly
interacting systems. In this paper, we present a novel method, termed MICE, for calculating the
entropy by iteratively dividing the system into smaller subsystems and estimating the mutual infor-
mation between each pair of halves. The estimation is performed with a recently proposed machine
learning algorithm which works with arbitrary network architectures that can fit the structure and
symmetries of the system at hand. We show that our method can calculate the entropy of various
systems, both thermal and athermal, with state-of-the-art accuracy. Specifically, we study various
classical spin systems, and identify the jamming point of a bidisperse mixture of soft spheres. Lastly,
we suggest that besides its role in estimating the entropy, the mutual information itself can provide
an insightful diagnostic tool in the study of physical systems.
Entropy is a fundamental concept of statistical physics
whose computation is crucial for a proper description
of many phenomena, including phase transitions [1–3],
pattern formation [4], self-assembly [5–7], protein fold-
ing [8–10] and many more. In the physical sciences, en-
tropy is typically interpreted as quantifying the amount
of disorder of a system, or the level of quantum entan-
glement. Entropy is also a fundamental concept in other
fields of thought – statistical learning, economy, infer-
ence and cryptography, among others [11]. There it is
used to quantify the complexity of statistical distribu-
tions. Mathematically, entropy is defined as:
S = −kB
∑
i
pi log pi, (1)
where pi is the probability that the system is in the i-
th microstate, and kB is the Boltzmann constant. For
convneience, in what follows we work with units where
kB = 1.
Analytic calculation of the entropy is achievable only
for simple, weakly interacting systems. Experimentally,
the entropy can be obtained, for example, by measur-
ing the temperature (T ) dependence of the specific heat
down to low temperatures [12]. Computationally, for all
but the simplest systems, a direct calculation of the en-
tropy is computationally infeasible, as it requires compu-
tational resources that grow exponentially with system
size [13, 14]. For example, a classical numerical approach
involves integrating the specific heat down to low temper-
atures [12]. This method is computationally costly and
can suffer from inaccuracies for systems with numerous
ground-states at low T . Other methods evaluate directly
the free energy [15], or embrace additional knowledge
on the system, for example from experiment, to reduce
the entropic contribution to a manageable computational
task [16].
Recently, we and others have shown that using com-
pression algorithms one can compute, to a good approxi-
mation, the entropy of fairly complex systems [8, 17, 18].
This method is based on Kolmogorov’s theorem that
states that the optimal compression of data drawn
from a distribution is bounded by the distribution’s en-
tropy [19, 20]. The compression-based methods capital-
ize on decades of research in computer science, which re-
sulted in fast and efficient compression algorithms, such
as the Lempel-Ziv algorithm or variants of it [21] which
are widely available. However, these algorithms treat
data as a one-dimensional (1D) discrete string, and ma-
nipulating higher dimensional data into a 1D structure
results in information loss. For example, it was recently
demonstrated that compression-based algorithms mises-
timate the entropy of systems with long-range correla-
tions and fails to capture delicate transitions in complex
systems [17].
Here, we introduce a generic approach which we term
MICE : Machine-learning Iterative Calculation of En-
tropy. Our method improves on existing methods in a
number of ways: first, it provides state-of-the-art accu-
racy. Second, it is scalable, in the sense that its computa-
tional cost grows logarithmically with system size. Third,
it provides estimations of the actual entropy, with phys-
ical units, without additive or multiplicative corrections
and with no fitting parameters. Fourth, since the under-
lying computations are performed with artificial neural
nets, MICE can be naturally applied to various physi-
cal systems by adjusting the network architecture, rather
than the digital representation of the system (e.g. flatten-
ing high-dimensional systems to one-dimensional byte ar-
rays as in [8, 17, 18]). Lastly, it can be applied to both
discrete and continuous distributions.
Below we test MICE on several canonical systems, in-
cluding the Ising model on both square and triangular
lattices, the XY model with and without an external
magnetic field (H), and an athermal system of bi-disperse
soft disks in 2D. We show that our approach provides
state-of-the-art accuracy, and provides insightful infor-
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FIG. 1. (A) Schematic illustration of MICE. By dividing into
smaller subsystems and calculating the mutual information
between them we reconstruct the entropy of the whole sys-
tem. The entropy of the minimal subsystem Sk is calculated
directly. Dashed red lines mark the length of interface (`i)
between two subsystems in the ith iteration. (B-D) The dif-
ference between estimations of s and known becnhmarks. We
present three estimation methods: MICE, na¨ıve extrapola-
tion from a system of 16 spins (see text) and a compression-
based method [8]. MICE shows superior performance in all
cases. The three panels show results for (B) ferromagnetic
Ising model on a square lattice (C) antiferromagnetic Ising
model on a triangular lattice and (D) XY model on a square
lattice. In panels B, C we becnhmark against known ana-
lytical results for infinite systems [22] and [23], respectively.
In panel D, we becnhmark against the HOTRG calculation
of [24].
mation about the physics as a by-product.
I. THE METHOD
A. Entropy and Mutual Information
In thermodynamics, entropy is considered to be an ex-
tensive quantity, i.e. a quantity that scales linearly with
system size. This is only approximately true. In fact,
the entropy is strictly sub-extensive. The quantity that
measures sub-extensiveness is called mutual information.
To be precise, the mutual information between two
random variables A, B is defined by the following re-
lation [11]:
S(A,B) = S(A) + S(B)−M(A,B) , (2)
where S(A), S(B) are the entropies of A and B, respec-
tively, and S(A,B) is their joint entropy. It is easy to
show that M(A,B) is strictly non-negative [11]. There-
fore, if we think of A and B as two halves of a thermody-
namical system, this equation tells us that the entropy of
the joint system is smaller than the sum of the entropies
of its components.
Eq. (2) is the basic relation on which our method re-
lies. It allows calculation of the entropy of a large system
by estimating the entropy of each of its halves and the
mutual information between them. Since the computa-
tional cost of estimating the entropy grows exponentially
with the system size, the latter might be a significantly
easier problem than the former.
With this in mind, consider a large physical system
X0, of volume V0, which we divide to two equal halves.
If we deal with translationally invariant systems, as we
will assume for the remainder of this work, the two halves
are statistically indistinguishable, and we’ll denote both
of them by X1 (Fig. 1A). With this notation, Eq. (2)
takes the form
S(X0) = 2S(X1)−M(X1) , (3)
where M(Xk) is a shorthand notation for the mutual
information between two neighboring subsystems Xk.
Each of the halves can be further divided into two statis-
tically indistinguishable halves, and this process can be
iterated arbitrarily many times. After m iterations, we
find that
s(X0) ≡ S(X0)
V
= sm − 1
2
m∑
k=1
M(Xk)
Vk
, (4)
where Vk = 2
−kV0 is the volume (or area in two dimen-
sions) of the kth subsystem, and sm ≡ S(Xm)/Vm is the
specific entropy of the mth subsystem.
Eq. (4) decomposes the entropy S into contributions
from different length scales. At very short scales, the
iteration should only be carried out until Xk becomes
small enough that its entropy can by directly calculated,
either by brute-force enumeration or using other meth-
ods. Since Vk decreases exponentially with k, the num-
ber of needed iterations is logarithmic in the system size.
In many cases the actual value of the first term in the
right-hand-side of Eq. (4), i.e. the entropy of the small-
est subsystem, is an uninteresting additive constant with
no physical significance and can be ignored.
In summary, the crux of our method is replacing the
problem of evaluating the entropy by calculating the mu-
tual information between subsystems of varying sizes,
cf. Fig. 1A. It is left to understand how to actually cal-
culate the mutual information, which is the topic of the
next section.
3B. Estimating the Mutual Information
Recently, Belghazi et. al. proposed a method to cal-
culate the mutual information between high dimensional
random variables with neural networks [25]. Their idea
is simple and elegant: following a theorem by Donsker
and Varadhan [26], the mutual information between two
variables, A and B, can be expressed as a solution to a
maximization problem:
M = sup
θ∈Θ
[〈Fθ(A,B)〉PA,B − log 〈eFθ(A,B)〉PA×B] . (5)
Here, FΘ : A × B → R is a family of functions param-
eterized by a vector of parameters θ, PA,B is the joint
distribution of A and B, and PA×B is product of their
marginal distributions. In our case, since A and B are
subsystems of a bigger system, 〈·〉PA,B means averaging
over samples of A and B taken from the same sample of
the bigger system, while 〈·〉PA×B means averaging over
samples of A and B taken independently. Heuristically,
the reason that this representation works is that the mu-
tual information measures how much the joint distribu-
tion differs from the product of marginal distributions.
In fact, M(A,B) equals the Kubleck-Leibler divergence
between these two distributions [11].
While there is much to be said about Eq. (5), for the
purpose of this work it suffices to note that it reduces the
problem of calculating M to an optimization problem,
which naturally suggests the prospect of using artificial
neural networks (ANNs) to parameterize the function Fθ.
This is the core idea of Belghazi et. al [25], which we
adopt. In Machine-Learning language, Eq. (5) is taken
to be the loss-function of the network.
Technically, the process is as follows: first, using stan-
dard methods, a sizable dataset of samples of the sys-
tem is produced. Then, for a chosen size of subsystem
pair we generate two datasets: one in which the two
subsystems are taken from the same larger sample (the
“joint” dataset) and another in which each subsystem is
sampled independently (the “product” dataset). Then,
each of the datasets is fed to an ANN, the two averages
in Eq. (5) are calculated, and the weights of the ANN
are updated to maximize the loss. This process is re-
peated until the loss stops improving and M saturates.
We found exponential moving average useful to reduce
noise when estimating M over the final training epochs
(see supplementary information appendix Sec. 1C). Fi-
nally, M is calculated from the trained ANN by averag-
ing Eq. (5) over a separate dataset, different from the one
used to train the network (see supplementary information
appendix Sec. 1D).
II. RESULTS
To demonstrate the performance and versatility of
MICE we chose four systems representing different
classes of collective behavior: (a) the 2D ferromagnetic
Ising model on a square lattice with coupling constant
J = 1, a canonical example of a system with a sec-
ond order phase transition; (b) the anti-ferromagentic
Ising model on a triangular lattice (J = −1), a canonical
example of a frustrated system with degenerate ground
states [27]; (c) the continuous XY model on a square
lattice, which has a continuous symmetry and features
a topological phase-transition [27]; (d) lastly, we analyze
an athermal system of a bidisperse mixture of elastic par-
ticles which undergoes a jamming transition when den-
sity increased [28]. In all of these systems our method
achieves state-of-the-art performance. In addition, in
some cases it provides physical insights about the struc-
ture and scales of the emergent behavior, as discussed
below.
A. Spin models
All three spin models were simulated for a system
of 64 × 64 spins with periodic boundary conditions.
The distribution was sampled using standard, well-
established methods: The Ising models were simulated
using Metropolis Monte Carlo simulations as in Ref. [8]
and the XY model was simulated using the Wolff algo-
rithm as in Ref. [29] (see supplementery information
Sec. 3).
Lattice systems can naturally be represented as 2D ar-
rays (the triangular lattice can be represented on a square
lattice with diagonal interactions [27]). This allows the
usage of one of the most successful ANN architectures
to parameterize F of Eq. (5): feed-forward convolutional
nets [30]. We use 1−3 convolutional layers, each of 8−16
filters of size 3× 3, followed by 2 fully connected layers,
using RELU activation, implemented in PyTorch [31].
Complete details about the hyperparameters for each
model are given in Sec. 1 of the supplementary infor-
mation. We calculate M between subsystems of sizes
ranging from a pair of spins to system size. The entropy
of a single spin was trivially calculated using brute force
enumeration.
Our entropy estimations are shown in Fig. 1 and com-
pared to known results [22–24]. In all three cases we
see impressive quantitative agreement, with no fitting
parameters. We benchmark our results against the re-
cently proposed compression-based algorithm [8]. Rely-
ing on highly-optimized code and treating the system as
effectively 1D, the compression-based algorithm is ob-
viously much faster, about 1-2 orders of magnitude in
terms of runtime. However, while it captures the trend,
it offers substantially inferior accuracy in some cases.
For example, the low-temperature behavior of the anti-
ferromagnetic Ising model, cf. Fig. 1C, is governed by a
thermodynamic number of ground states with long-range
correlations. There, the error of MICE is smaller by
an order of magnitude than the compression algorithm
method.
4It is insightful to compare the performance against an-
other very efficient, albeit na¨ıve, estimation of s - cal-
culating s for a small collection of spins by direct enu-
meration, and neglecting the mutual information (i.e. the
last term in Eq. (4)). In other words, this is assuming
that S is extensive. This estimation, which we refer to
as “na¨ıve extrapolation”, provides only slightly worse ac-
curacy than the compression method, as seen in Fig. 1.
In all cases, MICE provides the most accurate calcula-
tion with a maximal error of 0.06kB per spin for all the
systems and across all temperatures.
As presented above, our method requires training an
ANN for every temperature. This is computationally
costly. For example, a single training run for calculat-
ingM between two 64×32 systems of the ferromagnetic
Ising model takes several minutes on a standard personal
computer. If we were to generate all points in Fig. 1 in
this method, the computation time would reach a day
or two. However, drastic improvements in the calcula-
tion time can be obtained by leveraging the similarity
of the systems between different temperatures. This is
done by using the weights (Θ in Eq. (5)) that were ob-
tained by training for a given temperature as the initial
conditions of the training process of a different temper-
ature or size. This technique is ubiquitous in the field
of Machine-Learning, where it is called “transfer learn-
ing” [32]. In our case it reduces the training time by
1-2 orders of magnitudes. For additional information see
Sec. 1F of the supplementary information.
B. Mutual Information as a probe
The main purpose of MICE is providing an accurate
estimation of S. In addition, the byproducts of the calcu-
lation, namely the mutual information between systems
at different sizes, can be an interesting observable in its
own right. Here we briefly discuss how it captures in-
sightful aspects of the thermodynamics and can be used
to assess the accuracy of the MICE against known limit-
ing behaviors. First, we look at M between subsystems
at various sizes for the ferromagnetic Ising model on a
square lattice, plotted in Fig. 2. M shows the familiar
peak at the phase transition [34], a shadow of the diver-
gence in the thermodynamic limit [35]. Indeed, dM/dT
peaks exactly at the theoretical critical temperature of
infinite systems (Tc = 2.269J), cf. Fig. 2B.
In addition, the accuracy of our calculation can be cor-
roborated against known limits at both high and low tem-
peratures. For T  Tc, all spins essentially point in the
same direction. To be precise, in the low T limit the
ground-state entropy of the whole system, or any sub-
system, is exactly log(2). This implies that the mutual
information between any two subsystems is also log(2)
which we indeed observe for all subsystem sizes, cf. Fig. 2.
For T  Tc, the mutual information between two sub-
systems can be obtained by a rigorous high-T expansion.
The calculation is straightforward but lengthy, and for
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FIG. 2. Analyzing M for the 2D Ising model on a square
lattice for different subsystem sizes. (A) M complies with
two known limits: At low temperaturesM = log(2). At high
temperatures M approaches the theoretical value of Eq. (6),
as shown in the inset (dashed line). (B) The derivative of
the mutual information peaking at the theoretical value Tc ≈
2.269J . (Ref. [33]). (C)M normalized by the interface length
for varying subsystem sizes (i.e. number of spins). For visual
clarity, all curves are normalized to start at unity at zero area.
(D)M per area as function of area for the ferromagnetic Ising
model on a square lattice (squares) and the anti-ferromagnetic
triangular lattice model (triangles) at various temperatures.
M decays much faster for the ferromagnetic model, as the
correlation lengths are much shorter.
the sake of brevity its details are given in the SI. How-
ever, the result is short and intuitive: the leading order
behavior at high T is
M = 1
2
`
T 2
, for Ising model
M = 1
4
`
T 2
, for XY model
(6)
where ` is the interface size between the subsystems, i.e.
the number of spins in one system that directly inter-
act with spins in the other. As seen in Fig. 2C, our
method shows excellent agreement with this prediction,
again with no fitting parameters. In passing we note that
Eq. (6) is akin to the famous area law in quantum entan-
glement [36].
Indeed, for the 2D Ising ferromagnetic model, and for
T > Tc the mutual information per interface length is
roughly constant, as expected. However, for T < Tc the
entropy is not extensive, and M/` decays quickly with
the size of the subsystem (Fig. 2C). This means that
the summands in Eq. (4), which are M normalized by
the 2D volume (i.e. area), decay quickly for large subsys-
tems. This is visualized in Fig. 2D. The figure also shows
that in the antiferromagnetic model the summands de-
cay more slowly, which is expected since it features long
range correlations.
Next, in Fig. 3 we examine the entropy and the mu-
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FIG. 3. Analysis of the XY model under external field (H)
using MICE. (A) Entropy as a function of temperature for var-
ious external fields. Inset shows ds/dT , and TKT is marked
with a dashed line. (B) Mutual information between two sys-
tems of size 32×16 spins, for varying fields. The arrow marks
the peak in M(H = 0) at Tmax. The blue line is the high
temperature limit, Eq. (6). (C) Two features of the curves
at panel B are replotted: The low T plateau value (evaluated
at T = 0.1J), compared to the analytically calculated values
at T → 0 in the harmonic approxiamtion, Mh (black line).
Tmax is plotted in orange circles. (D) Exact numerical calcula-
tion ofM between two isolated spins for varying H, showing
qualitatively similar behavior to panel B (though note that
the temperature axis is logarithmic, unlike panel B).
tual information in the XY model. At high temperatures
M decays as described in Eq. (6). Below the critical tem-
perature, the famous Kosterlitz-Thouless transition tem-
perature TKT = 0.8J , M approaches an T -independent
plateau for H 6= 0 and diverges logarithmically when
H = 0. This divergence is due to the continuous de-
generacy of the XY model, which is lifted in the pres-
ence of an external field. In the transition between these
limits, M features a pronounced peak, which becomes
smaller and shifts to higher temperatures with increas-
ing H, cf. Fig. 3C.
This rich behavior of M can be understood in simple
terms. The high temperature behavior is accurately de-
scribed by Eq. (6), which is a further corroboration of our
method, cf. Fig. 3B. The low temperature behavior can
be understood, much like in the case of the Ising model,
in terms of collective behavior. For H 6= 0 and T < TKT
all spins are mostly aligned with the field, even if it is
relatively small, because of the broken symmetry. In this
case, spins fluctuate mildly around their ground state
and a harmonic approximation can be made. Within the
harmonic approximation the mutual information, Mh,
(the subscript h stands for harmonic) can be obtained
analytically in terms of block-determinants of the Hamil-
tonian, a derivation which is given in detail in Sec. 4 of
the supporting information. The results of this calcula-
tion are presented in Fig. 3C and show good quantitative
agreement.
Lastly, we remark that the generic behavior of M – a
T -independent plateau at low T followed by a peak and a
power-law decay at large T – is also present in very small
systems. In fact, even a system of two spins behaves in a
qualitatively similar way, though the transition temper-
atures between the regimes are quite different due to the
collective behavior of the spins, cf. Fig. 3D.
III. A CONTINUOUS, OUT OF EQUILIBRIUM
SYSTEM
One of the main advantages of MICE is that it is
very versatile in terms of the systems it can operate
on. As long as a well-defined distribution exists and
samples can be drawn from it, and as long as the sys-
tem can be digitally represented in a manner compatible
with ANNs, MICE should be, at least potentially, ap-
plicable. In particular, the scheme presented above can
be applied to out-of-equilibrium systems, whose entropy
calculation is a challenge both technically and conceptu-
ally [8, 15, 17, 18, 37, 38]. Clearly, the result of MICE
will be an estimate of the entropy defined in Eq. (1),
which is the information-theoretic definition of entropy.
Relating the result to other thermodynamic properties
would depend on the details of the system, which is al-
ways the case in calculating thermodynamic properties
of out-of-equilibrium systems.
Jammed solids are a prominent class of out-of-
equilibrium systems whose entropy plays a crucial role in
their dynamics [39]. In these systems the entropy, which
stems from steric interactions, is geometric in nature and
measures the number of ways the system’s constituents
can be ordered in space without overlap. When this de-
pends sensitively on the density, jamming occurs. The
jamming transition is also important as it is thought that
understanding it would guide us in understanding one of
the most important open problems in condensed matter
physics - the glass transition, which is also intimately
related to entropic effects [39–41].
As a representative example, we study here a bidis-
perse mixture of soft disks. This system exhibits a jam-
ming transition at high densities [42]. Several works
have attempted to identify the jamming transition of
this system: using dynamic properties such as the jam-
ming length scale, or the effective viscosity [43]; using
static properties such as pair-correlations or fraction of
jammed particles [42, 43]. Recently, Bupathi and collabo-
rators tried to measure the entropy change of this system
around the jamming transition, and have shown that a
compression-based algorithm fails to extract a clear sig-
nature of it [17]. The authors of Ref. [17] have gener-
ously shared their dataset with us, to test our method
on, which we do below.
The system is an equimolar bidisperse system of disks
with one-sided harmonic interactions, cf. Fig. 4A. The
6simulation is performed in a finite box with periodic
boundary conditions. The area density of the particles,
φ, determined by choosing the number of particles (N),
is a control parameter. The system is expected to have
a jamming transition at φJ ≈ 0.841 [28, 43]. We denote
the diameter of the smaller disks as σ. Technical aspects
of the calculation, as well as numerical parameters, are
given in Materials and Methods.
There are a few differences between this system and
the spin models discussed above. First, it is not a lat-
tice system with discrete states. Rather, here the state
space is continuous, parameterized by the positions of the
particles. This requires a careful treatment of the dis-
cretization scheme. The choice of discretization scheme,
and specifically the spatial resolution of discretization,
affects the results in a nontrivial manner. Lastly, in the
analysis of the spin models we employed MICE on sub-
systems of all sizes, between 1 spin and the whole system.
However, in the jamming simulations the number of par-
ticles is so large (adequate resolution requires ∼ 3× 106
pixels, as discussed below) that doing so will be both im-
practical and unnecessary. Before describing the results,
we briefly discuss how these challenges are resolved, since
they are common to many physical systems of interest,
both in and out of equilibrium.
A. Continuous systems (differential entropy)
Since the system is continuous, the summation in
Eq. (1) should be replaced by integration:
S˜ = −
∫
p(x) log p(x)dx . (7)
This definition is known as differential entropy. Note
that log p(x) is ill defined since it depends on the choice
of units of x in a non-multiplicative manner.
This non-multiplicative component, which depends
logarithmically on the choice of units, is fundamentally
related to the fact that the digital representation of the
system is always discrete, and the differential entropy of
Eq. (7) differs from the discrete entropy of Eq. (1) by a
factor that diverges logarithmically with the resolution
of the discretization.
Conveniently, the representation of entropy in terms
of Eq. (4) offers a well defined way to remove this di-
vergence. While S˜ of a continuous system depends log-
arithmically on the resolution, it is easy to show that
M becomes independent of the resolution in the limit
that the resolution is fine enough[44]. Therefore, when
we estimate S according to Eq. (4) we can avoid the log-
arithmic divergence simply by omitting the first term in
the right-hand-side. That is, in what follows we do not
present s˜ but rather
∆s˜ ≡ s˜− S(Xm)
Vm
=
m∑
k=1
M(Xk)
2Vk
(8)
As a side note, we remark that the omitted term,
S(Xm)/Vm, is simply the entropy density of the smallest
subsystem. That is, it corresponds to the entropy of an
“ideal gas“ composed of copies of the smallest subsystem.
Subtracting the entropy of an ideal gas is common in
entropy calculations of thermodynamic systems [17, 37].
The result of the subtraction is commonly referred to as
“excess entropy”.
B. Discretization
Since convolutional ANNs show state-of-the-art capa-
bilities in extracting information from images, we dis-
cretize phase space by mapping a state of the system to
a 2D image, whose pixels are black if they contain a cen-
ter of a particle[45], see Fig. 4B. The spatial resolution of
the image is a hyper-parameter of our method. We define
the resolution as R = σ/p, where p is the spatial extent
of a pixel. Based on the discussion above, we expect the
estimation of M to converge to a constant value when
R increased. This is indeed the case, as demonstrated
in Fig. 4C. In what follows, we use a R = 9.5, for which
M is converged.
C. Extrapolating the mutual information
The resolution required for convergence necessitates
∼ 106 pixels to discretize the whole system. Feeding
such a large image to an ANN might be possible, but re-
quires unreasonable computational resources for the task
at hand. Luckily, this is not necessary.
As discussed above, for large enough subsystems, that
is, scales much larger than the longest correlation length
of the system, we expect M to grow linearly with the
interface length, cf. Fig. 2C. In precise terms, we expect
M(Xk) = `k
`n
M(Xn) . (9)
If we assume this is obeyed for all systems larger than
Xk, this relation can be used to replace the summands
in Eq. (4), and the summation can be done analyti-
cally without calculations on subsystems larger than Xk.
Fig. 4D shows that this happens for subsystems of length
∼ 4σ. In Fig. 4E we show that Eq. (9), based on the
values of M for this size, quantitatively reproduces the
values of the summands of Eq. (4) for sizes larger than
4σ, i.e. a 2D volume of A = 16σ2.
D. Results
We are now in position to calculate the entropy of
the whole system for various densities. Assuming that
Eq. (9) is satisfied for n > m, Eq. (4) can be analytically
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FIG. 4. (A) Snapshots from the bidisperse mixture simulation below and above the jamming transition density (φJ). (B) A
blowup of the marked region in panel A. We discretized the system (colored circles) as boolean 2D images (black and white
pixels). The top and bottom panels show a spatial resolution of R = 5 and R = 9.5, respectively. The pixels are the input
to MICE. (C) The effect of discretizing with various resolutions (R) and various densities. M between two subsystems of size
2σ × 1σ (left panel), and 4σ × 2σ (right panel). At high resolutions, M becomes independent of R. Green and red arrows
indicate the resolutions represented in the top and bottom of panel B, respectively. Different markers correspond to different
densities, see legend in panel E. (D)M/` as function of the area of the subsystem (A) at various densities, see legend in panel
E. For large enough `, M becomes linear in `. (E) M/A as function A at various densities. M becomes negligible for large
subsystems. The dashed colored lines represent the extrapolation of Eq. (9), based on the subsystem at the size represented
by the black dashed line. (F) The density dependence of the excess entropy. The inset shows the results of MICE. For clarity,
a linear trend in φ is subtracted in the main panel. The dashed line represents the theoretical jamming transition point.
summed, yielding (derivation is detailed in Sec. 2 of the
supporting information):
s = s(xm)− 2M(Xm)
Vm
. (10)
In Fig. 4F we present ∆s˜ as function of φ. To em-
phasize the phase transition, we also subtract a trivial
linear dependence[46] of S on φ. ∆s˜ shows a clear in-
dication for a phase transition at the expected jamming
point φJ ≈ 0.8415 (Fig. 4C). Importantly, we remind the
reader that compression-based entropy estimations were
unsuccessful in identifying this transition [17], demon-
strating the effectiveness of MICE for out of equilib-
rium, off-lattice systems as well (see also supplementary
Fig. S5).
IV. DISCUSSION AND CONCLUSION
Machine learning algorithms in general, and neural
networks in particular, offer an effective tool to identify
patterns in high dimensional data with complex corre-
lation structure. We have shown that these capabilities
can be leveraged to tackle another important challenge –
computing the entropy of physical systems.
The crux of the method is mapping the problem of en-
tropy calculation to an iterative process of mutual infor-
mation estimation. By doing so we were able to estimate
the entropy of canonical statistical physics problems such
as the 2D Ising model and the XY model. In addition, our
method can be applied to out-of-equilibrium continuous
systems. It successfully identified the jamming transition
in a system of bi-disperse harmonic spheres, which was
not possible using compression-based entropy estimation
methods. Lastly, we demonstrated that MICE naturally
allows to decompose the entropy into contributions from
different scales, providing an insightful diagnostic for the
thermodynamics of physical systems.
We surmise that MICE could be a promising tool for
the study of important open questions in condensed mat-
ter physics, such as the configurational entropy of amor-
phous solids [47], the entropy crisis of glassy systems [40],
entropy of active matter [38], and more. In addition, we
believe that with adequate modifications MICE could
be used on quantum systems, for which the mutual in-
formation is fundamentally related to entanglement of
8quantum states [48]. A relevant direction could be the
extraction of entropy from quantum Monte Carlo simula-
tions. These directions will be explored in future works.
a. Details about soft sphere simulations Soft
spheres simulations The system is an equimolar
system of larger and smaller spheres. We choose the
units such that the diameter of the smaller sphere is
unity, and the radius of the larger one is 1.4. The
dynamics were simulated using a fast inertial relaxation
engine algorithm [49] in a square box of size 150 with
periodic boundary conditions. 100 realizations were
generated for each φ, ranging between 14,000 to 17,000
particles.
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Supplemental Materials
A. Data preprocessing and augmentation
Input features were normalized between values -1 and
1. For the jammed system, this means that empty pixels
are set to −1 and pixels which contain a particle center
are set to 1. Since all our systems are symmetric under
reflections, we performed data augmentation by reflecting
both vertically and horizontally. In the data of the XY
model without an external field, a global random phase
was also used for data augmentation.
B. Network Architecture
Our method was implemented using the PyTorch li-
brary [31]. For subsystems of input size larger than
32 × 32 we used three convolutional layers with 16 fil-
ters of size 3× 3 each and a rectified linear unit (ReLU)
activation. For smaller subsystems, we use only two con-
volutional layers. For subsystems of size 4×4 or smaller,
only one convolutional layer is used. The last convolu-
tional layer is followed by fully connected layer of size
M × k2 , ReLU layer and another fully connected layer of
size k2 × 1. Here, k is the number of neurons in the the
last convolutional layer, see Fig. S1. The batch size for
training was 128.
C. Noise Reduction
The output of the neural network (ANN) is averaged
over the marginal and joint distributions to give a bound
on the mutual information (see Eq. (5) of the main text).
As the network learning process progresses, the bound
becomes tighter. However, at each iteration the aver-
aging is performed over a small batch of 128 samples.
Therefore, the network’s output is extremely noisy. To
smooth the results we use a moving exponential average:
〈M〉i+1 = 〈M〉i + α
(
Mi+1 − 〈M〉i
)
. (S1)
whereMj is the output of the network after j optimiza-
tion iterations, and 〈M〉i is our averaged estimation after
i iterations, see Fig. S2. Throughout the manuscript we
used the exponential averaging with α = 10−3.
D. Validation
For estimating M we implemented the standard
scehme of using a validation set. Two independent
datasets with ratio of 80-20 were created before train-
ing. The network was trained over the large (training
dataset), and the training phase was terminated when
theM estimation on the training set stopped increasing.
M was estimated over the independent validation set as
well, and this value was used for subsequent calculations.
By comparing the estimation ofM over the training and
validation sets, one can verify that the network did not
overfit the data.
S2
FIG. S1. The flow of MICE. A marginal and joint data batches are constructed from our dataset. An estimation of the
mutual information is performed by our network. The shown architecture was used for subsystems larger than 32×32. Smaller
subsystems used 1− 2 convolutional layers.
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FIG. S2. Noise reduction. The raw output of the network
(blue) and an exponential average with α = 10−3 (green) are
shown during a typical training loop. In addition, we demon-
strate another noise reduction method, used by the original
authors of [25], a moving average with a window size of 100
iterations (orange).
E. Dataset size
For the spin models we used a dataset of 5000 samples
of a 64× 64 system. An exception is the XY model with
an external field where we used 2000 simulations. For
the jammed system we used a set of 100 simulations.
F. Transfer Learning
For random initial network weights the estimation of
M gives roughly zero. During training it increases un-
til a plateau is reached. For our choice of hyperparam-
eters this can take a few thousand training iterations,
cf. Fig. S3. This process can be expedited if the network
A B C
FIG. S3. Effect of transfer learning. (A)-(B) Learning pro-
cess as function of iteration for various subsystem sizes. (A)
Without transfer learning (i.e. random initial weights for each
ANN). (B) With transfer learning from one subsystem to an-
other. M plateaus at the same level with or without transfer
learning, but the number of iterations needed to reach the
plateau changes drastically. (C) M as function of temper-
ature for 16 × 16 subsystem of the 2d ferromagnetic Ising
model. Adding transfer learning from high to low tempera-
ture improves the results dramatically while transfer learning
in the opposite direction is not effective. All trainings were
done for 3000 iterations at every temperature.
is not initialized at a random initial condition but instead
the weights of a network that was trained for a different
system are used, a technique called “Transfer Learning”
This can be done in a number of ways - e.g. transfer
learning across temperature or size of the subsystem. In
the main text we used transfer learning across different
temperatures. In Fig. S3 we show the result of train-
ing with and without transfer learning, which can reduce
training time by 1-2 orders of magnitude. We note that
transfer learning works better when we first train on high
T and then transfer to lower T , similar to simulated an-
nealing strategy in optimization.
We note that transfer learning across subsystem size
is slightly more tricky since the input size to the ANN
is different. One simple-minded way to overcome this is
to pad the smaller subsystems with zeros, which gives
reasonable results, cf. Fig. S3. This is an interesting di-
rection for further research, which we did not further
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explore. Transfer learning across subsystem size was not
used in the main text.
S-I. DERIVATION OF EQ. (10) OF THE MAIN
TEXT
Eq. (4) of the main text starts with a system X0 of a
given volume V0 and looks at smaller and smaller sub-
systems (i.e. larger m). For the purposes of Eq. (10) of
the main text we want to explore the other direction –
assuming that X0 is by itself a part of a much larger sys-
tem and extrapolating from X0 to the system size. To
comply with the notation of the main text, where larger
m’s correspond to smaller subsystems Xm, we consider
subsystems which are formally indexed by negative in-
tegers. Also, it will be useful to consider Eq. (3) of the
main text normalized per unit volume. For any k we have
S(Xk−1) = 2S(Xk)−M(Xk) ⇒ s(Xk−1) ≡ S(Xk−1)
Vk−1
= s(Xk)− M(Xk)
2Vk
, (S2)
where we used the fact that Vk−1 = 2Vk. Using this relation recursively we get
s(X−1) = s(X0)− M(X0)
2V0
s(X−2) = s(X−1)− M(X−1)
2V−1
= s(X0)− M(X0)
2V0
− M(X−1)
4V0
s(X−3) = s(X−2)− M(X−2)
2V−2
= s(X0)− M(X0)
2V0
− M(X−1)
4V0
− M(X−2)
8V0
...
s(X−m) = s(X0)− 1
2V0
m−1∑
k=0
M(X−k)
2k
(S3)
We now assume that for subsystems larger than X0 the
mutual information is extensive, so by Eq. (9) of the main
text we haveM(X−k) = (`−k/`0)M(X0). For our choice
of selecting subsystems, we also have `−k/`0 = 2b
k+1
2 c,
where b·c is the floor function. We assume that X0 is a
square subsystem (subsystems alternate between square
and rectangular, cf. Fig. 1 of the main text). Putting all
this together we get
S(X−m) = s(X0)− M0
2V0
m−1∑
k=0
2b k+12 c−k . (S4)
One can easily verify that in the limit m → ∞ the sum
in the last equation approaches 4. We conclude that
s(X−m) = s(X0)− 2M0
V0
. (S5)
S-II. SPIN MODEL SIMULATIONS
Sampling the distribution of the Ising systems was pre-
formed using standard Monte-Carlo sampling.
Sampling the distribution of the XY simulation was
performed using the c++ library provided in Ref. [29].
To generate uncorrelated samples the mean cluster size at
each temperature, cs, was calculated and the simulation
was sampled every 2/cs steps. That is, each spin was
flipped twice on average between two subsequent samples
at all temperatures.
S-III. ANALYTIC CALCULATION OF M AT
HIGH AND LOW TEMPERATURE LIMIT FOR
SPIN MODELS
A. High temperature
Here we derive Eq. (6) of the main text by a rigorous
high-T expansion of the partition function and marginal
probabilities. Physically this expansion relies on the
fact that at high temperatures correlations become lo-
cal. At high temperature we explicitly obtain the area
law, M(A,B) ∝ `, stating that M is proportional to
the area ` (or length in two dimensions) of the interface
between regions A and B, rather their volume.
The mutual information between subsystems A and B,
whose union is A ∪B = X, is defined as:
M(A,B) = S(A) + S(B)− S(X), (S6)
where the entropy of a subsystem A is given in terms of
S4
the marginal probability:
S(A) = −
∑
α
PA(α) logPA(α). (S7)
Here, α labels microstates of A. For the spins models,
the microstates are given in terms of the configurations
of spins za, a ∈ A. We assume that the entire system X
under consideration is described by an equilibrium dis-
tribution:
PX(z) =
e−βE(z)
Z
. (S8)
Here and in what follows boldface letters (e.g. z) de-
note vectors. The marginal distribution of subsystem A
is obtained by tracing out the spins in its complement,
PA = TrB PX .
We proceed by an explicit evaluation of M at high
temperature for the Ising model:
EIsing(z) = −J
∑
〈i,j〉
zizj −H
∑
i
zi , zi = ±1 . (S9)
The expansion of the partition function in powers of β
up to second order is
Z =
∑
{zi=±1}
(
1− βE(z) + 1
2
β2E(z)2 + . . .
)
(S10)
= 2N +
1
2
β2
J2
∑
〈i,j〉
1
 2N +H2(∑
i
1
)
2N
+O (β3)
= 2N
[
1 +
1
2
β2
(
J2Nlinks +H
2N
)]
+O (β3) , (S11)
where
∑
〈i,j〉 1 = Nlinks is the total number of links and∑
i 1 = N is the number of sites. In what follows we
omit the external field (H) for clarity and conciseness
of presentation, and only mention its effect in the end
result.
Next, we perform a high temperature expansion up to
order β2 of the marginal probability
PA(zA) =
∑
zb
P (zA, zB) (S12)
=
∑
zB
1− βE(zA, zB) + 12β2E2(zA, zB)
Z
+O (β3) .
Here zA is fixed and spins zB in B act like an environ-
ment for A and are traced out.
Tracing out the first order term in the numerator of
Eq. (S12) annihilates any terms that involve at least one
spin in B. Therefore, the first order term yields simply
the energy of subsystem A,
EA(zA) = −J
∑
〈a,a′〉∈A
zaza′ . (S13)
Tracing over the second order term in the numera-
tor of Eq. (S12) involves a double sum over neigh-
bors
∑
〈ij〉
∑
〈i′j′〉 zizjzi′zj′ . The only combinations of
i, j, i′, j′ that are not annihilated by tracing out are:
1. i, j, i′, j′ ∈ A. Summation over these quadruplets
yields EA(zA)
2.
2. i, j, i′, j′ ∈ B. Summation over these quadruplets
yields J2NBlinks where N
B
links is the number of links
in B.
3. i ∈ A, j ∈ B and 〈i, j〉 = 〈i′, j′〉. Summation over
these quadruplets yields J2` where ` is the number
of links between A and B.
4. In the triangular lattice there’s a fourth option
where there exist two distinct spins i, i′ ∈ A which
have a common neighbor j ∈ B. The sum over such
pairs of spins in A is denoted
∑′
aa′ .
Therefore, the numerator of Eq. (S12) yields, to second order in β,
PA(za) = 2
NB
1− βEA(zA) + 12β2
(
EA(za)
2 + J2NBlinks + J
2`+ J2
∑′
aa′ zaza′
)
Z
+O (β3) . (S14)
Proceeding with the expansion, plugging in Eq. (S11) and using NAlinks +N
B
links + ` = Nlinks, we get
PA(za) =
1− βEA(za) + 12β2EA(za)2 + 12β2J2
∑′
aa′ zaza′
ZA
+O (β3) ,with (S15)
ZA = 2
NA
[
1 +
1
2
β2J2NAlinks
]
+O (β3) . (S16)
Eq. (S15) has the form of a Boltzmann distribution (note
the similarity of Eq. (S16) to Eq. (S11)) derived from
the Hamiltonian EA, with extra couplings generated by
the tracing out of B (the last term in the numerator
of Eq. (S15)). A straightforward but tedious calcula-
tion, which will not be detailed here, shows that up to
S5
quadratic order in β these couplings do not affect the en-
tropy – while they do clearly affect the probabilities of
individual states, as shown in Eq. (S15), their combined
contribution to S cancels out to quadratic order when
summed over all states. Therefore, as far as entropy cal-
culations are concerned we can write
PA(zA) ≈ e
−βEA(Sa)
ZA
+O (β3) ,
ZA =
∑
zA
e−βEA(zA) +O (β3) , (S17)
and treat PA as a standard Boltzman distribution, for
which we have S = ∂T (T logZ). Plugginig this into
Eq. (S6) gives
M(A,B) = ∂T
(
T log
ZAZB
ZX
)
+O (β3) . (S18)
Physically the numerator (ZAZB) is the partition
function for all the spins in X without the interac-
tions through links connecting A and B. Finally, using
Eq. (S11) and Eq. (S16) we obtain the result
MIsing(A,B) = 1
2
(
J
T
)2
`+O (β3) . (S19)
Note that neither the sign of J nor the lattice sym-
metry (square versus triangular) influence the answer to
order β2 – the only relevant parameters are the number
of links connecting the two subsystems ` and the coupling
constant J . Also, up to this order the magnetic field H
does not contribute. A very similar calculation leads to
the same form for the XY model, with only a change in
the prefactor:
MXY(A,B) = 1
4
(
J
T
)2
`+O (β3) . (S20)
Both Eq. (S19) and Eq. (S20) are valid also when A and
B do not compose the whole system, but are a part of a
larger system.
B. Low-temperature expansion - XY model in a
magnetic field
Statistical mechanics problems of continuous variables
can be treated at low temperatures via an harmonic
treatment of the interactions, i.e. a mapping to a sys-
tem of coupled harmonic oscillators. This technique can
be applied to compute M too [50], yielding closed-form
formulas. Here we apply this method to the XY model in
an external magnetic field (H) in the zero-temperature
limit.
The XY model in a magnetic field is defined by the
partition function
Z =
∫ 2pi
0
dθe−βE(θ),
E(θ) = −J
∑
〈i,j〉
cos(θi − θj)−H
∑
i
cos θi.
(S21)
At low temperature T  J,H the variables θ ex-
plore only the vicinity of the minimum of the potential
−H cos θi, and since we consider a frustration-free lat-
tice (square lattice), also the differences θi− θj on neigh-
bouring links 〈i, j〉 will be located near the minima of
−J cos(θi − θj). Performing an harmonic approximation
of the overall potential, we get:
Z0 =
∫ ∞
−∞
dθe−βE0(θ) ,
E0(θ) =
J
2
∑
〈i,j〉
(θi − θj)2 + H
2
∑
i
θ2i + const .
(S22)
Here, we extended the variables θi from being angles to
unconstrained real numbers. Accordingly, microstates of
the full system X satisfy a multivariate normal distribu-
tion
p(θ) =
e−
1
2θ
TMθ
Z0
, with
Mij =
H + zJ
T
δij − J
T
δ〈i,j〉 .
(S23)
M is the system’s Hessian, a N × N matrix where N
is the number of sites in the system X. Here z is the
coordination number (z = 4 for a square lattice) and
δ〈i,j〉 = 1 if i and j are neighbors and 0 otherwise. The
entropy of a multivariate Gaussian is well known:
S(X) =
N
2
log 2pie− 1
2
log detM. (S24)
For a single spin in a magnetic field, for example, this
gives S = log
(√
2pieT/H
)
which is valid as long as the
variance of θ, (T/H)2, is sufficiently small compared to
(2pi)2.
The key object required for the calculation of the M
is the marginal probability for a subsystem A. It is ob-
tained by integrating p(θ) over all degrees of freedom
θB ∈ B,
pA(θA) =
1
Z
∫ 2pi
0
dθBe
−βE(θA,θB). (S25)
To perform the Gaussian integral we decompose the ma-
trix M as
M =
(
MAA MAB
MBA MBB
)
, (S26)
where, MAA is an N
A×NA matrix acting only on the NA
degrees of freedom in A, and similarly for MBB . The off-
diagonal blocks MAB = M
T
BA couple the two subsystems.
Thus,
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FIG. S4. Exact calculation of M for two XY spins (J = 1) in the presence of external field (H). The same data are shown
in linear-linear, log-linear and log-log scales (some data of the middle panel appears also in the main text). Colored vertical
dashed lines show T = H with the color code corresponding to H as in the legend. The dashed black line in the right panel is
the high temperature expansion limit of Eq. (S20).
pA(θA) = e
− 12θTAMAAθA
∫
dθB exp
[
−1
2
θTBMBBθB − θTAMABθB
]
. (S27)
Performing the Gaussian integral over θB gives
P (θA) =
(
(2pi)NB detMBB
)1/2
exp
[
−1
2
θTAMAAθA −
1
2
θTA
(
MABM
−1
BBMBA
)
θA
]
. (S28)
Since the marginal distribution is also Gaussian, its en-
tropy is given by Eq. (S24), with the effective Hessian
(covariance matrix) of A given by Eq. (S27),
M effA = MAA −MABM−1BBMBA . (S29)
M effA contains direct interactions inside A, as well as new
interactions MABM
−1
BBMBA generated by tracing out the
environment B. We thus have
M = 1
2
log
detMX
detM effA detM
eff
B
. (S30)
Note that this expression gives the T → 0 limit of M
and is independent of T . Finite temperature corrections
are not present in the harmonic approximation and start
to appear when the variance of spins becomes of order 2pi
and deviations from the Gaussian distribution are sam-
pled.
For the system described in the main textM was com-
puted by evaluating the determinant in Eq. (S24) numer-
ically using the effective covariance matrix Eq. (S29).
S-IV. M BETWEEN TWO XY-SPINS IN A
MAGNETIC FIELD
It is instructive to contrast the result in the main text
for the M of the XY model with that for a system con-
sisting of only two spins. This can be calculated exactly,
and is shown in Fig. S4. At high temperature M de-
creases like M → 14
(
J
T
)2
, indicated by a dashed line in
the right panel, as predicted by Eq. (S20). As T → 0,
we can see in the central panel a logarithmic divergence
with T which is cut-of when T ≈ H.
Indeed it is easy to derive from Eqs. (S23), (S29) and
(S30) the zero temperature limit of M,
lim
T→0
Mtwo spins = log H + J√
H(H + 2J)
. (S31)
As H increases, the cutoff of the logarithmic divergence
occurs at higher temperatures, and the peak thus shifts
to higher temperatures. Thus,the peak itself, as well as
its H-dependence features, are already present in a two-
spin system.
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FIG. S5. Entropy estimation of the bidisperse soft sphere
mixture, using three different methods. For clarity, a linear
trend in φ was subtracted from each curve, according to ∆s˜ =
A + B(∆s − Cφ). The values of A,B,C were chosen such
that all curves have the same values at φ = 0.76 and φ =
0.88. In blue, the results of MICE (A = 0, B = 0, C =
−104197). In orange, the results a compression algorithm
(the method presented in [8]) over 100, 000 subsystems of size
6σ and the same spatial resolution used by MICE (A =
83.29, B = 93.25, C = 0.1). In green, results reported in [17]
(A = −0.84, B = 1.96, C = −0.96).
