Abstract-In order to improve the efficiency of massive medical images retrieval, against the defects of the single-node medical image retrieval system, a massive medical images retrieval system based on Hadoop is put forward. Brushlet transform and Local binary patterns algorithm are introduced firstly to extract characteristics of the medical example image, and store the image feature library in the HDFS. Then using the Map to match the example image features with the features in the feature library, while the Reduce to receive the calculation results of each Map task and ranking the results according to the size of the similarity. At the end, find the optimal retrieval results of the medical images according to the ranking results. The experimental results show that compared with other medical image retrieval systems, the Hadoop based medical image retrieval system can reduce the time of image storage and retrieval, and improve the image retrieval speed.
INTRODUCTION
The development of digital sensor technology and storage device leads to the rapid expansion of the digital image library, and all kinds of digital equipment produce vast amounts of images every day. So how to effectively organize the management and access of these images becomes a hot research direction in recent years. The traditional text-based image retrieval system uses the key words to retrieve the marked images. But owing to the limitations that artificial marking causes large workload, the content of the images cannot be completely described by words, and the understanding of images is different from person to person and so on, the text-based image retrieval system cannot meet the requirements for massive images retrieval. And how to carry on the effective management and organization of these medical images to provide services to clinical diagnosis becomes a problem faced by medical workers [1] . The content-based medical image retrieval (CBMIR) has the advantages of high retrieval speed and high precision and so on, and has been widely applied in the fields such as medical teaching, aided medical diagnosing, medical information management, etc [2] .
The content-based image retrieval [3] is a kind of technology which makes use of the visual features of the images to carry on the image retrieval. Under the premise of a given query image, and according to the information of the image content or the query standard, it searches and finds out the images that meet the query requirements in the image library. There are mainly three key steps: first, selecting the appropriate image characteristics; second, adopting the effective feature extraction method; third, using the effective feature matching algorithm. Features that can be extracted from an image include color, texture, shape, flat space corresponding relation, etc. Color can be presented by color moment, histogram, etc. Texture can extract the Tamura feature, Gabor and wavelet transform of image. Shape can be divided into area-based method and edge-based method. Flat space corresponding relation can be described through two-dimensional string [4] .
At present, many institutions have further studied CBMIR, and developed systems that went into practice. Such as the earliest commercial QBIC system [5] developed by IBM, WebSeek system [6] by Columbia University, Photobook system [7] by Massachusetts Institute of Technology and so on. There are also many outstanding works in the content-based image retrieval direction in recent years, for example, literature [8] , based on the clustering of unsupervised learning, are the typical examples of CBMIR technology, literature [8] [9] use the semi-supervised learning method, literature [9] carry on image retrieval with the method of relevance feedback, and a lot of works also improve the quality of image retrieval by improving the method of feature extraction, such as literature [11, 12] . The CBMIR algorithm needs to calculate the similarity between the features of sample medical images and the features in the feature library. It is a typical data-intensive computing process [13] . When the number of the features in the library is large, the efficiency of the single-node retrieval in the traditional browser/server mode (B/S) is difficult to meet the real-time requirements of the images, and the system has a poor stability and extensibility [14] . Cloud computing can assign the tasks to each work node to complete the tasks together, and with a distributed and parallel processing ability, it provides a new research idea for medical image retrieval [15] .
Hadoop is an open-source project under the Apache Software Foundation organization, which provides the reliable and scalable software under distributed computing environment. It is a framework that allows users easily using and distributing computing platform, and it can support thousands of computing with PB-level nodes data [11, 12] . Hadoop distributed computing platform is suitable for all kinds of resources, data and other deployed on inexpensive machines for distributed storage and distributed management. It is with high reliability, scalability, efficiency and high fault tolerance, etc., and it can effectively improve the image the speed of retrieval. The text on the basis of reaching open-source framework Hadoop, analyzing the traditional image retrieval system and combining the content-based image retrieval technology and MapReduce computing framework [13] stores the image feature in database HDFS and developers the realized Hadoop-based mass image Retrieval System.
Hadoop Distributed File System (HDFS) is a scalable distributed file system. For it can be run on a cheap and ordinary hardware, it is supported by many companies, such as Google, Amazon, Yahoo! and so on. Under the circumstance that the underlying details is unknown, using the Map/Reduce functions to realize the parallel computing easily has been widely applied in the field of mass data processing [16] . Making use of the advantages of Hadoop, the problem that the retrieval efficiency is low in the process of medical image retrieval can be better solved, and there is no related research in the domestic presently [17] . Content-based image retrieval CBIR is the underlying objective retrieval by using global and local features of the image. Global features include color, shape, texture and so on; local features include SIFT, PCA-SIFT, SURF and so on [14] . As an automatic objective reflection image content-based retrieval method, CBIR is suitable for mass image retrieval. Semantic retrieval is the direction of development of CBIR image, but the image semantic has the characteristics of complexity, subjectivity, etc., and it is difficult in the extraction, expression and application of technical exist [15] . There are two main aspects of development of parallel image processing system; one is for some algorithms. It is searching the efficient parallel algorithm and development of high-performance parallel computer to achieve specific purposes, but such system is limited to the scope of application. The other is developed for general-purpose parallel image processing system, which is the mainstream of the parallel image processing system [16] . Image parallel computing generally are divided into two kinds: pipelined parallel and data parallel. Pipelined parallel is with the handling unit sequentially connected in series, that is, the output of a processing unit and the input of the next processing unit is connected. Data parallelism is composed of a plurality of processing units in parallel arrays, and each processing unit can perform its tasks independently [17] . With the increasing of the image data, the mass of the image retrieval process has become a very time consuming process.
To improve the efficiency of medical image retrieval, aiming at the shortage of the B/S single-node system, a medical image retrieval system based on the distributed Hadoop is put forward. And the experimental results show that the Hadoop-based medical image retrieval system not only reduces the time of image retrieval, improves the efficiency of image retrieval, but also presents a more apparent advantage for massive medical images retrieval.
Main innovations of this paper: (a) With the continuous development of digital technology, there is a sharp increase in the amount of image data for the image data. For the mass interested in image retrieval problem of low efficiency, as well as the deficiencies of B / S single-node system, the efficiency of medical image retrieval is further improved and Medical Image Retrieval system based on Hadoop Distributed is proposed. It is based on Hadoop cloud computing platform, adopts the parallel retrieval technology and uses the SIFT Scale Invariant Feature Transform algorithm to solve the problem of massive image retrieval.
(b) Medical Image Retrieval system based on the Hadoop Distributed improves the efficiency of image storage and retrieval, which get better search results. They are mainly showing in the following aspects: medical image retrieval can meet real-time requirements of medical image retrieval, especially when dealing with large-scale medical image. It has the unparalleled advantages compared to traditional B / S single-node, and at the same time it reduces the image retrieval time and improves the efficiency of image retrieval, especially for massive medical image retrieval.
II. HADOOP DISTRIBUTED MEDICAL IMAGE RETRIEVAL

A. Hadoop Platform
Hadoop platform is the most widely used open source cloud computing programming platform nowadays. It is an open source framework which runs large database to deal with application programs on the cluster, and it supports the use of MapReduce distributed scheduling model to implement the virtualization management, scheduling and sharing of resources [10] .
The structure of HDFS is that a HDFS cluster consists of a master server (NameNode) and multiple chunk servers (DataNode), and accessed by multiple clients. The NameNode is responsible for managing the namespace of the file system and the access of the clients to the files, while DataNode manages the storage of the data of its node, handles the client's reading and writing requests of the file system, as well as carries on the creation, deletion and copy of the data block under the unified scheduling of NameNode [11] . HDFS cuts the files into pieces, then stores them in different DataNode dispersedly, and each piece can be copied and stored in different DataNode. Therefore, HDFS has high fault tolerance and high throughout of data reading and writing.
MapReduce is a programming model, which is used for the calculation of large amount of data. For the calculation of large amount of data, the usually adopted processing technique is parallel computing. First of all, breaking a logically complete larger task into subtasks, then according to the information of the tasks, using appropriate strategies, the system assigns the different tasks to different resource nodes for their running. When all the subtasks have been finished, the processing of the whole large task is finished. Finally, the processing result is sent to the user [12] . In the Map phase, each Map task calculates the data assigned, and then maps the result data to the corresponding Reduce task, according to the key value output by Map.
In the Reduce phase, each Reduce task carries on the further gathering processing of the data received and obtains the output results. To make the data processing cycle of MapReduce more visual, the calculation process of the MapReduce model is shown in Figure 1 . 
B. Feature Extraction of Brushlet Domain
Brushlet transform is the image multi-scale geometric analysis tool which aims at solving the problem of angular resolution. The two-dimensional Brushlets has certain direction structure and vibration frequency range, and can be reconstructed perfectly. The structure size of its basic function is inversely proportional to the size of the analysis window. The two-dimensional Brushlet with phase parameters shows its direction, thus better reflects the direction information of the image, and can conduct the decomposition of the Fourier domain [13] . Level one of Brushlet transform will divide the Fourier plane into four quadrants, and the coefficient is divided into four sub-bands, the corresponding direction is / 4 / 2 k
Level two further divides each quadrant into four parts on the basis of level one, and the whole twelve directions respectively are /12 / 6 k   , 0,1, 11 k  . There are sixteen coefficients after the decomposition, among which the four sub-bands around the center are with low frequency component, and the rest are with high frequency component. And so on in a similar fashion. Figure 2 is the decomposition direction graph of level three.
Given an image f , and conducts level l decomposition of Brushlet to it, there are will be two parts after the decomposition, which are the real part ˆr f and the imaginary part ˆi f . Each part has 4 l sub-bands, and each sub-band reflects the direction information of its corresponding decomposition direction. The place where the energy focused is exactly the parts where the texture image mutations. For each sub-band, its energy information can choose to be shown by the mean value and the standard deviation of the module value. Because Brushlet is a complex function, the corresponding sub-band coefficient of the real part and the imaginary part after the decomposition is used to calculate the module value at the same time. After the decomposition, the n sub-bands of the real part and the imaginary part respectively are marked to be [ , , , , ]
C. Feature Extraction of LBP LBP can depict the changes relative to the center of the pixel's gray level within the territory. It pays attention to the changes of the pixel's gray level, which is in accordance with human's visual perception features of the image, and the histogram is treated as the airspace characteristics of the image. 
,
Among which: 
D. The Similarity Matching
To measure the feature similarity of Brushlet domain, the average distance is used:
Among which, P is the medical image waiting to be retrieved, and Q is the image of the medical image library.
For the LBP features of the image, firstly the characteristics are being unanimously processed, and then the Euclidean distance is used to calculate the similarity. 
LBP
Sim . The distance between the two medical images is as follows:
Sim P Q w Sim P Q w Sim P Q  (11) In the equation, 1 w and 2 w are for the weight, and meet the formula that 1 w + 2 w =1.
E. The Algorithm of Medical Image Retrieval 1) The Medical Image Storage of MapReduce
Image storage is the foundation of the automatic medical image retrieval, and it is a data-intensive computing process. The using of the traditional method to put the image into HDFS is very time-consuming, thus the distributed processing method of MapReduce is applied to upload the image to HDFS. The specific situation is as follows:
(1) In the Map phase, using the Map function to read a medical image every time, and extract the color and texture feature of the image.
(2) In the Reduce phase, the extracted feature data of medical image is stored in HDFS. HBase is a column-oriented distributed database, thus the table form of it is used for the medical image of HDFS. The specific process is shown in Figure 3 . 
2) Medical Image Retrieval of MapReduce
The medical image and its features are all stored in HBase, when the data set of HBase is very large, the scan and search of the entire table will take a relatively long time. To reduce the time of image retrieval and improve the retrieval efficiency, the MapReduce calculation model is used to conduct the parallel computing of medical image retrieval. The specific framework is shown in Figure 4 . (1) Collect the medical images, extract the corresponding features and store the features into HDFS.
(2) With the user's submission of search requests, extract the Brushlet features and LBP features of the medical images waiting for retrieval.
(3) In the Map phase, conduct the similarity matching between the features of the medical images waiting for retrieval and the features of images in HBase. The output of the map is the key value of <similarity, image ID>.
(4) Conduct the ranking and redistricting of the whole key value of <similarity, image ID > output by map, according to the size of the similarity, and then input them into the reducer.
(5) In the Reduce phase, collect all the key-value pairs of <similarity, image ID >, then conduct the similarity sorting of these key values, and write the first N keys into the HDFS.
(6) Output the ID of those images that are the most similar to the medical images waiting for retrieval, and the user gets the final result of the medical retrieval.
The function of Map and Reduce is as follows: 
Map key value
III. THE SIMULATION TEST
A. Experimental Environment
Under the Linux environment, one master node (Name Node) and three work nodes (Data Node) form a Hadoop distributed system. The specific configuration is shown in table 1.In the Hadoop distributed system, by conducting the test of medical image retrieval with different number of nodes, compare its test results with the test results of the traditional image retrieval system in literature [15] and the image retrieval system under the B/S structure. The system performance evaluation criteria use the storage efficiency, retrieval speed, precision ratio (%) and recall ratio (%), and analysis the performance of the Hadoop distributed image retrieval system. 
B. Load Performance Testing of the System
For Hadoop medical image retrieval system, the CPU usage rate of each node in 400000 medical images is shown in Figure 5 . From Figure 5 it is known that due to there are only two Map tasks, the tasks are respectively assigned to DataNode1 and DataNode3. In the t1 and t2 moment, the Map tasks of the two nodes are in the execution; in t3 moment, the Map task in DataNode3 has been completed and the Reduce task is started in this node, while the Map task in DataNode1 is still in the complementation; in t4 moment, the Map task in DataNode1 is completed, and DataNode1 transfers the intermediate result generated from the Map task to DataNode3 to conduct the processing of Reduce; in t5 moment, only DataNode3 is processing the Reduce task, while DataNode1 and DataNode2 are idle; in t6 moment, the whole retrieval task is finished, each node is in the idle state. For 800000 and one million medical images, the CPU usage rate of each node is shown in Figure 6 and Figure 7 . From Figure 6 and 7 it is known that the loading condition of each node is similar to that of 400000 medical images.
C. Result of the Medical Image Retrieval
After uploading a medical image, and using the Hadoop medical image system to retrieve, the results are shown in Figure 8 . From Figure 8 it is known that the retrieval results are relatively better. The results show that the Hadoop distributed medical image system is based on Hadoop, and uses the Map/Reduce method to decompose the tasks, which transforms the traditional single-node working mode into the teamwork between all the nodes in the cluster, and splits the parallel tasks to the spare nodes for processing, improves the retrieval efficiency of the medical image.
D. Performance Comparison with the Traditional Method 1) Contrast of Storage Performance
With different number of medical images, and under the situation of different nodes, the storage time of the images is shown in Figure 9 . From Figure 9 it is known that, when the number of the medical image is less than 200000, the difference of the storage performance between the two systems is little. But with the increasing of the image number, the storage time of the B/S single-node system increases sharply, while that of the Hadoop distributed system grows slowly. At the mean time, the storage performance of the text-based system is superior to that of the traditional Hadoop image processing system. This is because the traditional Hadoop image processing system is still using the traditional uploading method, which only uses the Map/Reduce method in the process of image retrieval, while the text-based system uploads the medical images to HDFS through the method of Map/Reduce. 
2) Contrast of Retrieval Efficiency
With different size of medical image library, under the situation of different nodes, the retrieval time of the medical images is shown in Figure 10 . From Figure 10 it is known that, when the size of the medical image is small, the difference of the retrieval time between the distributed system and the B/S single-node system is little. With the increasing of the medical image's number, the retrieval time of the two systems increases accordingly. But the retrieval time of the B/S single-node system grows with larger amplitude, while that of the Hadoop medical image system grows more slowly. That is mainly due to the advantage of using the Map/Reduce parallel computing, which assigns the medical image retrieval tasks to multiple nodes, improves the retrieval efficiency of the medical images. At the same time, the more nodes there are, the faster the speed will be. By increasing the nodes of the Hadoop system, the performance of the image retrieval system is improved.
Compared with the traditional Hadoop image retrieval system, the text-based image retrieval system adopts the Map/Reduce method to conduct the parallel processing for both image storage and image matching. Relatively to the traditional Hadoop image retrieval system, which only adopts Map/Reduce method for image matching, the text-based retrieval system reduces the time to scan and search the whole medical image feature library and the time of medical image matching, improves the image retrieval efficiency. 
3) Contrast of Retrieval Results
For different types of medical images, by using the Hadoop and traditional retrieval system to conduct the comparison experiment, the precision rate and recall rate are shown in Table 2 and Table 3 . From Table 2 and Table 3 it is known that the precision rate and recall rate of the text-based Hadoop system are slightly higher than those of the traditional Hadoop image retrieval system and B/S single-node image retrieval system, the advantages over the precision rate and recall rate is not obvious. But for the large-scale medical image retrieval system, the merits of the system performance are mainly measured by the image retrieval efficiency. Through Figure 10 it is known that the text-based Hadoop distributed system effectively reduces the retrieval time of the medical image, improves the retrieval efficiency of the medical image, which better solves the problem that the massive medical images retrieval has a low efficiency, obtains a relatively satisfactory retrieval results.
IV. CONCLUSION
CBMIR medical image retrieval is a data-intensive computing process, the traditional B/S single-node retrieval system has the defects of low efficiency and poor reliability and so on. Thus, a kind of Hadoop medical image retrieval system is put forward. The results of the simulation test show that the Hadoop medical image retrieval system improves the efficiency of the image storage and image retrieval, obtains a better retrieval result, and can satisfy the real-time requirements of the medical image retrieval. Especially when deals with the massive medical images, it has the advantages the traditional B/S single-node system cannot compared with. Therefore, the working focuses in the future are improving the transmission speed of data between the Map task and the Reduce task, reducing more time consumption which is due to the transfer of information, to further improve the execution efficiency of the existing image retrieval system.
