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Abstract
In this note we revisit the Lin, Lunin, Maldacena (LLM) class of d = 11
supergravity solutions with symmetry SO(6)×SO(3)×R, but generalise
to allow for all fluxes consistent with the isometries. Using the Killing
spinor equation, we prove there are no supersymmetric geometries with
additional fluxes beyond the LLM ansatz. In addition, the LLM relation-
ship between Killing spinors, ǫ− = −γ5ǫ+, may be seen as a consequence
of identifying two Killing directions identified through the Killing spinor
equation corresponding to candidate R-symmetry directions.
1 Introduction
A reputed most general gravity solution of eleven dimensional supergravity which
preserves N = 2 superconformal symmetry was constructed in [1]. Despite the
commonly held belief that it is the most general class of solutions, a question exists
over the existence of solutions with an additional flux term. If such a supersymmetry
preserving flux term could be incorporated into the ansatz, then it raises pressing
questions about the field theory interpretation, and with the recent interest in dual
geometries (e.g. [2]), a thorough analysis is well overdue. In this note we address
that question by adopting the same S5×S2×M4 ansatz as LLM1, but in contrast we
treat the two Killing spinors ǫ+, ǫ− on the spacetime M4 independently to see how
the Killing spinor equation (KSE) constrains the geometry. We begin by reviewing
the arguments and assumptions of LLM [1].
We recall that [1] argued that the presence of a four-form flux term G, propor-
tional to the volume of the external spacetime M4, should be set to zero to avoid
spheres shrinking in an irregular fashion. The reason being that flux density would
diverge at the points where the spheres shrink. Once this simplification is adopted,
it was subsequently noted that the Killing spinor equations simplify into two decou-
pled systems for the linear combinations ǫ−±γ5ǫ+. A choice of sign ǫ− = −γ5ǫ+ then
leaves one with a single independent spinor and generates the geometry through the
powerful techniques of G-structures (see [3, 4] for similar examples with less super-
symmetry and d = 4 dual SCFTs). The authors finally show that starting from the
LLM class of solutions, one cannot perturbatively turn on G, however this does not
rule out geometries where G exists and cannot be set to zero. The aim of this work
is to challenge the generality of these assumptions by relaxing them.
Our work builds on the KSE decomposition presented in [1] by retaining G and
treating ǫ+ and ǫ− initially in an independent fashion, though of course they will be
related through supersymmetry. While our approach does have some overlap with
the work of [4], we follow largely in the footsteps of a classification of AdS3×S
2 ge-
ometries with SU(2)-structure dual to chiral N = (4, 0) SCFTs [5], though here the
space to be determined is of dimension four and not six, leading to a simplification
and more generality. In other words, as we are working in four-dimensions, one can
assume that a generic Killing spinor ǫ+ (non-chiral, non-Majorana) may be related
to another ǫ− simply through complex functions ai such that
ǫ− =
4∑
i=1
aiηi, where ηi ∈ {ǫ+, γ5ǫ+, ǫ
c
+, γ5ǫ
c
+}. (1.1)
1The S5 is easily analytically continued to AdS5 as explained in [1].
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Our strategy for determining the ai will hinge largely on the algebraic constraints
arising from the KSE. These place strong constraints on the scalar and vector bi-
linears one may construct from the Killing spinors. Though one may derive many
constraints, the ones we present later are sufficient for our purposes. In the present
setting of the LLM ansatz one also benefits from a particular linear combination of
the algebraic constraints in which a two-form flux term F on M4 does not appear
[1]. We will see in the first half of this note that if one insists on G 6= 0, then there is
no non-trivial solution to the KSE. However, when one sets G to zero, it is possible
to ask if the choice ǫ− = −γ5ǫ+ is the most general consistent with the ansatz and
supersymmetry. We show that if the two Killing directions we note later in the text
are identified2, so that they correspond to the R-symmetry, as in the case of LLM,
then this relationship is the only possibility.
2 Warm-up
We begin this section by reviewing the ansatz of LLM [1]. The d = 11 supergravity
ansatz may be written as a warped product of S5, S2 and a non-compact M4
spacetime,
ds2 = e2λ
[
1
m2
dΩ25 + e
2AdΩ22 + ds
2
M4
]
,
F (4) = G + vol(S2) ∧ F , (2.1)
where λ,A are functions only of the coordinates onM4 and F and G are respectively
2-forms and 4-forms on M4. The Bianchi identity will be satisfied through the
closure of these forms, while the flux equations of motion are
d(e3λ+2A ∗4 G) = 0,
d(e3λ−2A ∗4 F) = 0. (2.2)
Provided these equations of motion are satisfied, it is at this stage well established
that Einstein equations follow from integrability of the KSE [7], a fact that guaran-
tees the existence of a genuine d = 11 supergravity solution.
We next reproduce the results of the Killing spinor decomposition, the details
of which may be found in appendix F of [1], to get the following equations in our
2See [6] for a recent study of LLM geometries with an additional U(1) isometry.
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notation:(
γµ∂µλ−
i
6
e−6λ−2AIγ5
)
ǫ± ∓
(
1
12
e−3λ−2AγµνFµν +mγ5
)
ǫ∓ = 0, (2.3)
(
±ie−Aγ5 + γ
µ∂µA
)
ǫ± ±
(
mγ5 +
1
4
e−3λ−2AγµνFµν
)
ǫ∓ = 0, (2.4)(
∇µ −
i
4
γ5γµe
−6λ−2AI
)
ǫ± ±
(
m
2
γµγ5 +
1
4
e−3λ−2AγνFµν
)
ǫ∓ = 0. (2.5)
A linear combination of (2.3) and (2.4) leads to an algebraic condition independent
of F (
γµ∂µ(3λ+ A)± ie
−Aγ5 −
i
2
e−6λ−2AIγ5
)
ǫ± ∓ 2mγ5ǫ∓ = 0. (2.6)
Note as in LLM, we have also imposed the equations of motion on G through
the redefinition
G = e−3λ−2AIvol(M4), (2.7)
where I is now simply the constant appearing in the above equations.
Before proceeding with the analysis, consistent with the conventions of LLM
(appendix A)3, we start by making an exhaustive list of the scalars
S1 =
i
2
(ǫ¯+ǫ+ + ǫ¯−ǫ−), S2 =
i
2
(ǫ¯+ǫ+ − ǫ¯−ǫ−), S3 = ǫ¯+ǫ−,
T1 =
1
2
(ǫ¯+γ5ǫ+ + ǫ¯−γ5ǫ−), T2 =
1
2
(ǫ¯+γ5ǫ+ − ǫ¯−γ5ǫ−), T3 = ǫ¯+γ5ǫ−,
U1 = ǫ¯
c
+ǫ−, U2 = ǫ¯
c
+γ5ǫ−, (2.8)
and the vectors
K1µ =
1
2
(ǫ¯+γµǫ+ + ǫ¯−γµǫ−), K
2
µ =
1
2
(ǫ¯+γµǫ+ − ǫ¯−γµǫ−)
K3µ =
1
2
(ǫ¯+γ5γµǫ+ + ǫ¯−γ5γµǫ−), K
4
µ =
1
2
(ǫ¯+γ5γµǫ+ − ǫ¯−γ5γµǫ−),
K5µ =
1
2
(ǫ¯c+γµǫ+ + ǫ¯
c
−γµǫ−), K
6
µ =
1
2
(ǫ¯c+γµǫ+ − ǫ¯
c
−γµǫ−),
K7µ = ǫ¯+γµǫ−, K
8
µ = ǫ¯+γ5γµǫ−,
K9µ = ǫ¯
c
+γµǫ−, K
10
µ = ǫ¯
c
+γ5γµǫ−. (2.9)
that will appear later. The omitted scalar and vector bilinears may be shown to
be zero by employing the symmetry properties of the gamma matrices. It should
be borne in mind that depending on the choice of ǫ+, ǫ−, some of these bilinears
will be trivially zero. As we are also working in four dimensions, we expect that
these vectors are related - they cannot be independent. In fact, some relationships
3We are grateful for correspondence with Oleg Lunin on this matter.
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between them may be deduced by playing around with the algebraic constraints.
The results of some of those efforts we will see later.
As the sight of all these bilinears may be a bit overwhelming, it is helpful to
orient ourselves by recording the non-zero bilinears in the case of LLM i.e when
ǫ− = −γ5ǫ+. For LLM only the following scalars
T3 = iS2 = i, S3 = −T2 = sinh ζ, (2.10)
and vectors
K1 = K8 = −1
2
K, K3 = K7 = − 1
2m
L, K6 = K10 = −ω, (2.11)
are non-zero. Here we have written the non-zero bilinears in the notation of [1].
We begin by using (2.6) and the symmetry properties of the gamma matrices to
derive some constraints linking the various scalars4:
2mS2 + e
−Aℜ(S3) = 0, (2.12)
ℑ(S3) = 0, (2.13)
4mT1 + e
−6λ−2AIℑ(T3) = 0, (2.14)
K1 · d(3λ+ A) = 0, (2.15)
2T1 − e
−6λ−AIT2 = 0, (2.16)
2e−AT2 − e
−6l−2AIT1 − 4mℑ(T3) = 0, (2.17)
U1 = 0. (2.18)
As with all the relationships presented in this note, a valuable consistency check is
provided by checking against LLM.
However, the important point not to be overlooked here is that without doing
much work, we have already arrived at a different perspective of how the KSE
constrains the geometry. If one follows the analysis of LLM, one is left with the
impression that one first needs to set I = 0 before one imposes ǫ− = −γ5ǫ+ to
simplify the KSE. However, by rewriting the information inherent in the algebraic
constraints in terms of bilinears, we immediately see that I = 0 follows from the
relationship between the spinors. This is evident from (2.16) where T1 is zero for
LLM, while T2 is non-zero.
In addition, the following list can be found from manipulating (2.3):
ℜ(T3)I = 0, (2.19)
T2I = 0, (2.20)
K1 · dλ = 0. (2.21)
4Here we employ the notation A · B ≡ AµBµ and henceforth ℜ and ℑ will denote real and
imaginary parts of expressions.
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At this early stage, we are also seeing evidence of the direction K1 emerging
as a Killing direction, since it may be noted that the warp factors λ and A are
independent of K1. Combining some of the above equations, it is possible to infer
that
T1 = Iℑ(T3) = 0. (2.22)
So far, we have made use of the algebraic constraints, but one can also use the
differential equation to write out torsion conditions for the scalars
d(e−AS1) = −
1
2
e6l−3AIK3 + e−2AK4, (2.23)
dS2 = −
1
2
e6l−2AIK4, (2.24)
d(e−AT2) = 0, (2.25)
d(e−Aℜ(T3)) = −e
−2Aℑ(K7), (2.26)
dℑ(T3) = 0, (2.27)
dU2 = = −mK
5, (2.28)
which are all satisfied for LLM. From here we see that ℑ(T3) is a constant, which we
henceforth denote t. Similarly, one can derive algebraic and differential relationships
for the vectors. Despite only having four directions, we see from the text that one
can define ten vectors. As they cannot all be independent, we note the following
relations for the vectors:
IK10 = 0, (2.29)
T2d(3λ+ A) + 2mℜ(K
7) = 0, (2.30)
−ℜ(T3)d(3λ+ A) + e
−Aℑ(K7) + 2mK2 = 0, (2.31)
−2S1d(3λ+ A) + e
−6λ−2AIK3 − 2e−AK4 + 4mℑ(K8) = 0, (2.32)
2S2d(3λ+ A)− e
−6λ−2AIK4 + 2e−AK3 = 0, (2.33)
2ℑ(S3)d(3λ+ A) + e
−6λ−2AIℜ(K8) = 0, (2.34)
−2ℜ(S3)d(3λ+ A) + e
−6λ−2AIℑ(K8) + 4mK3 = 0, (2.35)
2mK5 − ie−AK9 − U2d(3λ+ A) = 0. (2.36)
One may also derive the torsion conditions for the vectors which we record in the
appendix. These vector torsion conditions complete the geometric data required to
construct a geometry by relating the fluxes F and I to vectors appearing in the
metric.
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2.1 Killing directions
The Killing directions from the possible list of vectors KA may be determined by
using (2.5) to determine ∇µKAν and inspecting whether the symmetric part vanishes
or not. As was observed in [5], when one treats the Killing spinors on an independent
footing, it is not too surprising to find additional Killing directions. It may be
confirmed that the two solutions to the Killing equation
∇(µK
A
ν) = 0 (2.37)
are K1 and ℜ(K8). We stress that this is a general result, irrespective of whether I
is zero or not, though ℜ(K8) requires ℑ(S3) = 0 for it to be a solution. Fortunately,
this is the case as may be confirmed from (2.13).
We now show that both these directions are isometries of the full solution by
showing that the Lie derivatives LX ≡ iXd + diX of the warp factors λ and A and
the flux terms F and G with respect to X ∈ {K1,ℜ(K8)} are zero. Firstly it is easy
to show from any of (2.3), (2.4) or (2.6) that
LK1λ = LK1A = 0, (2.38)
and similarly for ℜ(K8).
Now we would like to show that the Lie derivative of the flux term F is also zero
w.r.t. K1 and ℜ(K8). It is easy to show using (2.4) that
iK1F = −2e
3λ+2A
[
ℜ(S3)dA+mK
3
]
,
iℜ(K8)F = 2e
3λ+A
[
T2dA−mℜ(K
7)
]
. (2.39)
Taking a derivative and using (2.12), (2.30) and (2.33) we find the following
LK1F = −2me
−Ad(3λ+ A) ∧K3, (2.40)
Lℜ(K8)F = 0. (2.41)
Though the second line might be expected, the first line which is trivially zero for
LLM has to be set to zero if we are to consider K1 to be a symmetry of the complete
solution. This in turn tells us that d(3λ + A) is a form in the K3 direction. After
eliminating the possibility of non-zero I in the next section, K1 will become an
isometry of the full solution. This may be seen clearly from (2.33) where with I = 0
and non-zero S2, d(3λ+ A) is along the K
3 direction.
Finally, one may want to show that the Lie derivative of G = e−3λ−2AIvol(M4)
is zero. This may be easily done by taking the Hodge dual, in which case, the result
is immediate using the fact that I is constant and the warp factors are independent
of the Killing directions (2.38).
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3 No geometries with I
Having established some algebraic and differential relationships between the bilinears
arising from the KSE, we are now in a fit position to comment on this case. When
I is non-zero, we necessarily have to set the following bilinears to zero:
T1 = ℑ(S3) = U1 = 0 (3.1)
T2 = T3 = K
2 = K7 = ℜ(K8) = K10 = 0. (3.2)
The first line here is true in general i.e. for all geometries, while the second line
follows as a result of insisting that I be non-zero. In deducing that the above vectors
are zero, we have utilised (2.26), (2.29), (2.30), (2.31) and (2.34). In retaining I, we
have been forced to set to zero bilinears that are non-zero for LLM, so there is no
way to reconcile the LLM class of solutions in [1] with I.
It is also worth noting that through naive counting, we have 16 real components
of ǫ+, ǫ− to be determined, while we have five scalar and four vector constraints
making a total of twenty-one real constraints, therefore suggesting the system is
overconstrained. Indeed, it is a straightforward, but lengthy exercise in linear algebra
to show that the only solution to the above constraints is ǫ+ = ǫ− = 0. This may be
most easily done by introducing an explicit representation for the gamma matrices as
in the appendix and then writing ǫ+ and ǫ− in terms of general complex components.
We are thus led to the following conclusion:
There are no supersymmetric geometries within the LLM warped product
ansatz with non-zero I.
This unequivocal statement improves on the analysis in [1] where it was shown
that I could not be turned on perturbatively from the known class of solutions.
This did not rule out the existence of I completely as we have done here.
4 Geometries generalising LLM
In this section we turn our focus to the relationship between the spinors ǫ− =
−γ5ǫ+ to investigate to what extent it is determined by supersymmetry. One naively
imagines, if one relaxes it, there is a small chance that more bilinears may be turned
on in a way that leads to a generalisation. To extract sufficient information about
the geometry to make a definite statement, we opt to initially study the algebraic
Fierz identities.
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Following [4] one can expand in terms of another basis of generic spinors ηa ∈
{ǫ+, ǫ−ǫc+, ǫ
c
−} and construct the identity operator
1 = ηa(m
−1)abη¯b, (4.1)
where mab = η¯aηb. One may now use this completeness relation and (2.6) with I = 0
to write
γµ∂µ(3λ+ A) = Σ
c
a (m
−1)abηcη¯b. (4.2)
Performing Fierz identities on ηcη¯b one finds that the γµ coefficient gives the following
useful relationship:
d(3λ+ A)
[
S22 − S
2
1 + |S3|
2
]
=
{
e−AS1K
4 + (2mS3 − e
−AS2)K
3 − 2mS1ℑ(K8)
}
(4.3)
Note the 1 and γ5γµ coefficients recover (2.17) and (2.12) respectively, while γ5
coefficient is trivially satisfied. One may also extract information from the γµν
coefficient, but the relationship is in terms of 2-forms which we find less useful.
Moreover, one may repeat with the other algebraic constraints from the KSE, but
one recovers known relationships for the scalars and vectors.
Note also now for K1 to be an isometry of the overall solution, we require d(3l+
A) ∧K3 = 0 which as we have seen is true when I = 0. This in turn implies from
(4.3) that
sK4 − 2meAℑ(K8) = S1K
3, (4.4)
where we have determined the factor on the right hand side by using the vector iden-
tity (2.31). The outstanding independent vector identities may then be expressed
as
sd(3λ+ A) + e−AK3 = 0,
sℜ(K7)− tK3 = 0,
ℜ(T3)K
3 + sℑ(K7) + 2mseAK2 = 0,
U2K
3 + 2mseAK5 − isK9 = 0, (4.5)
where we have eliminated factors of d(3λ + A) which are non-zero in general. As
S2 is a constant when I = 0, in addition to the constant ℑ(T3) = t, we also have
S2 = s. Both these constants we take to be real and non-zero as is the case in LLM.
With the above relations between the vectors (4.4) and (4.5) derived from su-
persymmetry, we are now in an adequate position to address whether there is a
generalisation within the LLM class of solutions. Some details may be found in
appendix B, so here we just present an overview of the arguments.
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We now consider ǫ+ to be generic as in LLM, but allow for it to be related to ǫ−
through complex functions a, b, c, d
ǫ− = aǫ+ + bγ5ǫ+ + cǫ
c
+ + dγ5ǫ
c
+. (4.6)
Note as we are only expecting one Killing direction from M4 corresponding to
the R-symmetry5, it is most natural that K1 and ℜ(K8) should be the same6. As we
have seen earlier in (2.11), this is true for LLM. Note also from (2.11) that setting
one of these vectors to zero, takes one out of the LLM class of solutions. In addition,
one may imagine that some linear combination of these two vectors could be an R-
symmetry direction, while another may correspond to a normal isometry direction.
It would be interesting to explore this option, but it would take us out of the LLM
class, so we do not consider this possibility here.
The strategy then is to simply plug this expression for ǫ− into the above vector
conditions, while also taking into account the scalar constraints:
T1 = ℑ(S3) = U1 = 0,
0 = 2ms+ e−AS3,
0 = T2 − 2me
At. (4.7)
One then finds a series of equations in terms of the original scalars and vectors
(K,L, ω) of LLM - we are assuming these are not trivially zero, so that any solution
to the KSE will include the solution presented in [1]. As it is possible to use the
Fierz identities to show that K,L and ω are orthogonal, K · L = K · ω = L · ω = 0,
one can use them as a basis to expand the vector identities above. By identifying
their coefficients, one is lead to a collection of algebraic equations on a, b, c and d.
It is possible to quickly see that the condition K1 = ℜ(K8) is very strong. In
terms of component vectors one finds the following relationships among a, b, c, d:
ℜ(b) = −
1
2
(|a|2 + |b|2 + |c|2 + |d|2 + 1),
ℜ(a) = −ℜ(a∗b− c∗d),
d = −(a∗c+ b∗d). (4.8)
Then using the vector torsion identities (C.1) and (C.8) and the fact that terms
proportional to m and F will in general vanish independently, one finds another set
5Typically in AdS×M geometries with enough supersymmetry, if an R-symmetry is expected,
then it must come out from the Killing spinors.
6They can be related up to a constant and the result is unchanged.
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of identities:
s = t,
ℜ(b) = −
1
2
(1− |a|2 + |b|2 − |c|2 + |d|2),
ℑ(a) = ℑ(a∗b+ c∗d),
c = a∗d− b∗c,
d = a∗c− b∗d. (4.9)
We can reconcile these two only when a = c = 0. Now, it is a simple task to use the
scalar constraints as rewritten in appendix B to see that the only solution is
a = c = d = 0, b = −1. (4.10)
In other words, it appears that the most general relationship between the Killing
spinors permitted by supersymmetry is ǫ− = −γ5ǫ+, so it appears that there is no
way to generalise the LLM solution when I = 0 by relaxing the original relationship
assumed in [1]. Interestingly, this result is an immediate consequence of identify-
ing the two Killing directions K1 and ℜ(K8). It is certainly interesting to see if
there are any geometries with non-parallel K1 and ℜ(K8). It is possible that such
supersymmetric geometries are all maximally supersymmetric.
In conclusion, we have examined the assumptions leading to the LLM class of
solutions in M-theory using Killing spinor bilinears and the KSE. In this language
it is easy to see that there are no supersymmetric solutions with I and when one
sets this flux term to zero, there is no more general class of LLM solutions.
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A Conventions
We will be borrowing our conventions from [1] where we refer the reader for de-
tails. Here we provide a brief summary. On the external space M4 with signature
10
(−,+,+,+) we will take ǫ0123 = 1. As a result, defining γ5 = iγ0123, we have
γ25 = +1. We will then adopt
(γ0)
† = −γ0, (γi)
† = γi, (A.1)
Also from LLM [1], we see that the intertwiners A and C are given by
A ≡ γ0, C ≡ γ2. (A.2)
From (A.1) this means that
AγµA
−1 = −γ†µ. (A.3)
In LLM γ2 is antisymmetric and γ0, γ1, γ3 symmetric so that
C−1γTµC = −γµ. (A.4)
Note that subject to these choices
γ†5 = γ5, γ
T
5 = −γ5. (A.5)
Then defining D = CAT in the usual fashion, we can define the conjugate spinor
to ǫ as ǫc = Dǫ∗ = γ2γ0ǫ∗. This implies that ǫ¯c = −ǫTγ2. Note also that D = γ2γ0
and that DD∗ = +1, so that we have the freedom to take ǫ to be a Majorana spinor
provided we impose ǫc = ǫ.
Given spinors χ, ξ and spinor bilinears constructed from p antisymmetrised gamma
matrices γ(p) ≡ γµ1···µp , we have the following symmetry properties for the spinor
bilinears
(χ¯γ(p)ξ)† = (−1)
p(p+1)
2
+1ξ¯γ(p)χ,
(χ¯cγ(p)ξ)T = (−1)
p(p+1)
2
+1ξ¯cγ(p)χ. (A.6)
Finally, an explicit representation of the above γ matrices may be written:
γ0 = 1⊗ iσ3, γ1 = 1⊗ σ1, γ2 = σ1 ⊗ σ2, γ3 = σ2 ⊗ σ2. (A.7)
Employing this choice γ5 ≡ iγ0123 = σ3 ⊗ σ2.
B Relaxing LLM Killing spinor relation
In this appendix we present some relationships that are useful in determining ǫ− =
−γ5ǫ+ from the identities we have derived in section 4, namely (4.4), (4.5) and (4.7).
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As explained in the text, given two generic spinors in four-dimensions, they can be
related via
ǫ− = aǫ+ + bγ5ǫ+ + cǫ
c
+ + dγ5ǫ
c
+, (B.1)
where a, b, c, d are complex-valued functions. Slotting this expression for ǫ− into the
scalar equations (4.7), they may be rewritten as
f1(−1 + |a|
2 − |b|2 − |c|2 + |d|2) + 2f2ℑ(a
∗b− c∗d)− 2s = 0, (B.2)
if1c+ f2d = 0, (B.3)
iaf1 + bf2 + 2mse
A = 0, (B.4)
f2 − 2mte
A = 0, (B.5)
f2ℑ(a) + f1ℜ(b)− t = 0, (B.6)
f2(1 + |a|
2 − |b|2 − |c|2 + |d|2)− 2f1ℑ(a
∗b− c∗d) = 0. (B.7)
Here we have introduced the added notation ǫ¯+ǫ+ = −ǫ¯c+ǫ
c
+ = if1 and ǫ¯+γ5ǫ+ =
−ǫ¯c+γ5ǫ
c
+ = f2, with fi ∈ R. Note that (B.3) to (B.6) may be satisfied if
b = −
s
t
+ id˜a, (B.8)
where we have defined a new real function d˜ = −f1/f2. Note that this function is
non-zero in LLM.
Moving along to the vector expressions, (4.4) and (4.5), we can write all the
vector expressions in terms of the vectors in LLM [1] as they constitute a basis.
They may be written
Kµ = −2ǫ¯+γµǫ+ = −2ǫ¯
c
+γµǫ
c
+ (B.9)
Lµ = −2mǫ¯+γ5γµǫ+ = 2mǫ¯
c
+γ5γµǫ
c
+ (B.10)
ω = −ǫ¯c+γµǫ+ (B.11)
It is also easy to show that ω∗ = −ǫ¯+γµǫc+ and that
K · L = K · ω = L · ω = 0, (B.12)
so they are all orthogonal and constitute a basis. It is useful to document all the
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vectors in our text KA in terms of the original LLM vectors and a, b, c, d as follow
K1 +K2 = −
1
2
K (B.13)
K1 −K2 = −
1
2
(|a|2 + |b|2 + |c|2 + |d|2)K +
1
m
ℜ(a∗b− c∗d)L (B.14)
−2ℜ ((a∗c+ b∗d)ω∗) (B.15)
K3 +K4 = −
1
2m
L (B.16)
K3 −K4 = ℜ(a
∗b+ c∗d)K −
1
2m
(|a|2 + |b|2 − |c|2 − |d|2)L (B.17)
+2ℜ ((a∗d+ b∗c)ω∗) (B.18)
K5 +K6 = −ω (B.19)
K5 −K6 = (bd− ac)K +
1
m
(bc− ad)L+ (b2 − a2)ω + (d2 − c2)ω∗ (B.20)
K7 = −
1
2
aK +
1
2m
bL− cω∗ (B.21)
K8 =
1
2
bK −
1
2m
aL+ dω∗ (B.22)
K9 = −
1
2
cK −
1
2m
dL− aω (B.23)
K10 =
1
2
dK +
1
2m
cL+ bω. (B.24)
C Vector torsion conditions
In this section we illustrate the result of converting the KSE equations into differ-
ential conditions on the various vectors. Some of the expressions below allow one
to determine an expression for the two-form flux term F , thus completing the in-
formation about the geometry. By using the KSE and the algebraic constraints on
13
occasion, one can rewrite the following vector torsion conditions:
dK1 = e−6λ−2AI i
4
[ǫ¯+γ5γµνǫ+ + ǫ¯−γ5γµνǫ−] dx
µν
+ m
2
[ǫ¯+γ5γµνǫ− − ǫ¯−γ5γµνǫ+] dx
µν − e−3λ−2Aℜ(S3)F , (C.1)
d(e3λK2) = e−3λ−2AI i
8
[ǫ¯+γ5γµνǫ+ − ǫ¯−γ5γµνǫ−] dx
µν , (C.2)
d(e−AK3) = 0, (C.3)
dK4 = m
2
[ǫ¯+γµνǫ− + ǫ¯−γµνǫ+] dx
µν − e−3λ−2Aℜ(T3)F , (C.4)
dK5 = e−6λ−2AI i
4
[
ǫ¯c+γ5γµνǫ+ + ǫ¯
c
−γ5γµνǫ−
]
dxµν , (C.5)
d(e3λK6) = e−3λ−2AI i
8
[
ǫ¯c+γ5γµνǫ+ − ǫ¯
c
−γ5γµνǫ−
]
dxµν
− e3λm
4
[
ǫ¯c+γ5γµνǫ− + ǫ¯
c
−γ5γµνǫ+
]
dxµν , (C.6)
dK7 = e−6λ−2AI
[
i
2
ℜ(ǫ¯+γ5γµνǫ−)−
1
4
ℑ(ǫ¯+γ5γµνǫ−)
]
dxµν
− m
2
[ǫ¯+γ5γµνǫ+ + ǫ¯−γ5γµνǫ−] dx
µν − 3dλ ∧ ℜ(K7)
− iS1F , (C.7)
dK8 = −m
2
[ǫ¯+γµνǫ+ − ǫ¯−γµνǫ−] dx
µν − 3idλ ∧ ℑ(K8)
+ e−3λ−2AT2F , (C.8)
d(e3lK9) = e−3λ−2AI i
4
ǫ¯c+γ5γµνǫ−dx
µν
+ e3λm
4
[
ǫ¯c+γ5γµνǫ+ − ǫ¯
c
−γ5γµνǫ−
]
dxµν , (C.9)
d(e−AK10) = −e−Am
4
[
ǫ¯c+γµνǫ+ + ǫ¯
c
−γµνǫ−
]
dxµν + e−2A i
2
ǫ¯c+γµνǫ−dx
µν .(C.10)
Note (C.1) & (C.8), (C.3) & (C.7), (C.6) are consistent with (F.25), (F.30),
(F.70) of LLM [1] respectively. In contrast, (C.2), (C.4), (C.5), (C.7), (C.9) are
trivial for LLM. There is a factor of two difference between our F and that of LLM.
Also, we have made use of the following form notation:
A ≡ 1
p!
Ai1···ipdx
i1···ip, (p-form),
dxi1···ip ≡ dxi1 ∧ dxi2 ∧ · · · ∧ dxip . (C.11)
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