ABSTRACT This paper presents a tri-level many-objective optimization (TLMaO) approach to provide a final solution for many-objective optimization problems (MaOPs). In this approach, the proposed objectives' number reduction (ONR) method is utilized as the first level to select the most conflicting objectives for the second level to optimize. The second level outputs a set of Pareto-optimal solutions using the multiobjective optimization algorithm, however, a unique solution must be selected for real world problems. Therefore, we propose an improved entropy weight (IEW) method for decision making as the third level to determine the final solution. The effectiveness of the ONR and IEW method is first demonstrated on test problems. Then, the features and efficacy of the proposed TLMaO approach are investigated on a real world problem, the many-objective optimization of power flow (MaOPF). The simulation results verify that when compared with a general method used for MaOPs, our TLMaO approach can offer more competitive and robust solutions.
I. INTRODUCTION
Most real world optimization problems are multi-objective problems (MOPs) , that is, they have more than one objective to be optimized under certain constraints. The MOPs have a set of non-dominated, alternative solutions, known as the Pareto-optimal set, instead of a single global optimal solution. The traditional mathematical method is a serial algorithm characterized with single point search, thus cannot utilize the concept of Pareto-optimality to evaluate solutions [1] , [2] . The multi-objective evolutionary algorithms (MOEAs) proposed in recent decades, such as the non-dominated sorting genetic algorithm-II (NSGA-II) [3] , the strength Pareto approach (SPEA2) [4] , the group search optimizer with multiple producers (GSOMP) [5] , can search for multiple solutions in parallel and are insensitive to the shape of the objective functions such as discontinuity, non-convexity, multimodality, non-uniformity of the search space, et al.
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Although the current MOEAs have shown their capacity in optimizing the problems with few objectives (about three or so), when it comes to optimize problems with a large number of objectives, namely, the many-objective optimization problems (MaOPs), the performance of existing algorithms reduces exponentially [6] , [7] . That is because the selection of Pareto-based non-dominated solutions becomes ineffective as the majority of the solutions are non-comparable, thus cannot provide enough information to guide the evolution to advance towards the true Pareto-optimal front. The other reasons are that it would be difficult to visualize a large dimensional Pareto optimal front and the decision making task would be arduous as there are a large number of non-dominated solutions to choose.
Currently, there are three main techniques to tackle the MaOPs, namely: 1) Propose a different dominance relation to improve the discrimination between solutions, enhancing the selective pressure for better solutions [8] . 2) Incorporate the preferences of the decision maker into the optimization process to guide the search toward the interesting parts of the Pareto-optimal region, avoiding the evaluation of a large number of non-dominated solutions [9] . 3) Reduce the number of objectives, making the problems with redundant objectives easier to be solved by the existing MOEAs [10] . Among these three techniques, reducing the number of objectives is easy to implement before the optimization process, during the search process or in the decision making process. The main goal of these objectives' number reduction (ONR) techniques is to select the smallest set of objectives without changing the dominance relation of the original problem or to obtain the smallest set of conflicting objectives. The researchers have proposed many methods for reducing the number of objectives. Brockhoff and Zitzler [11] proposed a greedy algorithm to remove the redundant objectives and obtain a minimum subset of objectives maintaining the original dominance structure with a given error, but it can only be applied to the linear reduction of objectives and only supports decision makers after running MOEAs. Freitas et al. [12] presented a non-parametric harmony-based approach for ONR, and iteratively grouped the most harmonious objectives into a new compound objective according to a measure of their harmony, but this greedy way might result in local optimum in relation to the number of objectives to be reduced.
This paper follows the explanation of ONR in [13] to analyze the correlation among objectives and identify the smallest set of conflicting objectives. There exist several correlation coefficients to measure the degree of correlation between two variables. The most common one among these is the Pearson correlation coefficient, which is only sensitive to a linear relationship between two variables. Other correlation coefficients have been developed to be more robust than the Pearson correlation, that is, more sensitive to nonlinear relationships. Rank correlation coefficients, such as Spearman's rank correlation coefficient and Kendall's rank correlation coefficient measure the extent to which, as one variable increases, the other variable tends to increase, without requiring that increase to be represented by a linear relationship [14] . Here we adopt the Spearman's rank correlation coefficient to measure the linear and nonlinear correlation degrees among objectives.
By far, extensive effort has been spend on how to ensure the good convergence and diversity of the Pareto-optimal solutions obtained by MOEAs, however, in real world problems, only a unique solution can be selected for application. This gives rise to the decision making issue, and it belongs to the area of multiple attribute decision making (MADM) which has developed well-established methods in the past several decades [15] . Most of the current literatures elaborate on how to integrate the decision maker's preferences into the search process or the decision making process to tackle the MADM task as reviewed in [16] . Nevertheless, under many real world decision making circumstances, it might be difficult and counterproductive for the decision maker to express his/her direct preferences since it requires a high cognitive effort, meanwhile it is not suitable for online operation when human cognition is involved in the decision making process.
Although selecting a compromise solution from the large number of Pareto-optimal solutions is cognitively difficult, it would be effortless for the decision making methods which can evaluate the solutions according to the quality of their objective values among the solution set. There exist many kinds of decision making methods that have been applied in real world MOPs, such as preference ranking organization method for enrichment evaluation (PROMETHEE) [17] , evidential reasoning (ER) [18] , the technique for order preference similar to an ideal solution (TOPSIS) [5] and so on. In this paper, we adopt the entropy weight (EW) method [19] for decision making. Although the EW method has been proposed for several decades, in most cases it is used to determine the objective weights of the attributes for other decision making methods. A number of researchers have found that when the entropy values of attributes are large, the original way to assign weights would lead to the wrong weights [20] . This weakness has limited its further application in selecting the final solution from the Pareto-optimal solution set since the set always contains a large number of solutions which will result in the large entropy values of the attributes. In order to overcome this drawback, an improved entropy weight (IEW) method is proposed in this paper. With the IEW method, we can tackle the decision making problem in a convenient way.
As mentioned above, the MaOPs make the optimization task difficult and the decision making task arduous. In order to decide a final solution for MaOPs, a general method is to divide the procedure into two aspects, that is, optimizing some of the objectives (in most case, two objectives) to ensure the good values of these objectives and utilize the values of the rest objectives corresponding to the Pareto-optimal solutions for decision making, as adopted by [18] to tackle the MaOP in large scale integrated energy system. However the effectiveness of this kind of method is rarely investigated and compared with other methods. In our paper, a tri-level many-objective optimization (TLMaO) based on reducing number of objectives for MaOPs is proposed. The first level is the ONR method which is the premised process for MaOPs since it can reduce the burden of the optimization and decision making, the following two levels. This paper does not put emphasis on the improvement of the performance of MOEAs, yet in order to select a final solution, we propose the IEW method for decision making. In the performance test, the effectiveness of the ONR and IEW method is first demonstrated, then a real world MaOP named many-objective optimization of power flow (MaOPF) is applied to investigate the availability of our approach and the quality of the final solutions is also compared with that obtained by the general method.
The rest of this paper is organized as follows: Section II presents the ONR method, the IEW method and the TLMaO approach for MaOPs. Section III carries out experiments and VOLUME 7, 2019 discusses simulation results. Finally, the conclusion is drawn in section IV.
II. THE TLMaO APPROACH WITH ONR AND IEW METHOD
In this section, the proposed ONR method for analysis the relationships among objectives and selection the most conflicting objectives to optimize, the proposed IEW method for selection the best compromise solutions from Paretooptimal solution set, and the integrated framework of TLMaO approach are described.
A. THE ONR METHOD FOR MaOPs 1) RELATIONSHIP BETWEEN TWO OBJECTIVES
In statistics, Spearman's rank correlation coefficient or Spearman's rho, named after Charles Spearman and often denoted by the Greek letter ρ, is a non-parametric measure of statistical correlation between two variables [21] . It evaluates how well the relationship between two variables can be described using a monotonic function. If there are no repeated data values, a perfect Spearman correlation of +1 or −1 occurs when each of the variables is a perfect monotone function of the other.
The Spearman correlation coefficient is defined as the Pearson correlation coefficient between ranked variables. Let X ij be the value for objective j in the solution i, then the mathematical formulation of the Spearman's rank correlation coefficient ρ ab between objectives a and b is given below:
where n is the number of solutions, and d i is the difference between ranks. Identical values (rank ties or value duplicates) are assigned a rank equal to the average of their positions in the ascending order of the values. Based on the Spearman correlation coefficient matrix
The sign of the Spearman correlation coefficient ρ ab indicates whether two objectives a and b are in conflict, while the magnitude of ρ ab describes the conflict degree. If ρ ab is a large positive value, the two objectives are highly positively correlated, that is, the relationship between a and b is harmony. If ρ ab is a large negative value, objectives a and b are highly conflicted. If ρ ab is around zero, it indicates that the two objectives are not correlated and are independent with each other. The Spearman correlation coefficient increases in magnitude as a and b become closer to be perfect monotone functions of each other. When they are perfectly monotonically related, |ρ ab | becomes 1.
Although this non-parametric correlation measure involves loss of information as it ignores the specific values of the objectives, it owes advantages over other measures. Firstly, it works without requirement of comparability between objectives and the objectives can use different units without any conversion. Secondly, it is useful when we do not have acknowledgement of the relative importance of each objective, all we want to know is the relationship between them. Thirdly, it is robust and insensitive to any previous normalization. Lastly, the correlation coefficient is easy to compute and can give a clear description of the relationship between two objectives, conflict, harmony or independence.
2) OBJECTIVE SELECTION
With the Spearman correlation coefficient matrix, we can select the most conflicting objectives for MOEAs. Here we adopt the objective selection method used in [10] , and the details are shown in Algorithm 1.
Algorithm 1 Pseudo Code of Objective Selection

Require:
C M : the Spearman correlation coefficient matrix; M : the number of objectives;
a temporary set; S c = ∅: the selected conflicting objectives. 1: while S t = ∅ do 2: if all the elements in C M are positive then 3: 
Find the most conflicting objective with the remaining objectives. 6: end if 7: Move f J from S t to S c ; Add value 0, 1 to C M (J , j) > 0 (f j ∈ S t ) as C; Classify C into two clusters; Delete the objectives in the cluster containing 1 from S t . 8: end while Ensure:
S c : the selected conflicting objectives.
The overall procedure of ONR method is shown in the upper right dotted box of Figure 1 . It first samples a number of solutions in the feasible space as the learning database and calculates the values of objectives corresponding to the solutions, based on the objective value matrix, the Spearman correlation coefficient matrix can be obtained, then the most conflicting objectives are selected using Algorithm 1.
B. THE MULTI-OBJECTIVE OPTIMIZATION ALGORITHM
In [18] , the efficiency of multi-objective group search optimizer with adaptive covariance and Lévy flights (MGSO-ACL) is verified for the multi-objective optimization of the IES. Therefore, the MGSO-ACL is addressed to solve the multi-objective optimization model proposed in this paper. In the adopted MGSO-ACL, two different producers are assigned for the electricity network and gas network, respectively, to search for the optimal direction of the two different objective functions. Meanwhile, the producers are sharing the same scroungers and rangers to improve the efficiency of the searching process. The pseudo code of the MGSO-ACL is shown in Table 1 , and its procedure is shown in Figure 1 .
C. THE IEW METHOD AND ITS DECISION MAKING MODEL
Entropy is originally the concept in thermodynamics, and it is C. E. Shannon that introduced this concept into the area of information theory, and imposed the entropy a generalized concept [22] . Entropy is a measure of uncertainty in the information using probability theory. According to the entropy theory, the quantity and quality of the information for decision making is one of the important factors that determining the accuracy and reliability of decision making results.
Utilizing the characteristic of entropy that can measure the quantity of the useful information provided by the data, the EW method can be used to assign objective weights. Given the set of alternatives and their attributes, the weight assigned to one attribute by the EW method represents the quantity of information that this attribute conveys to the decision maker, and it also indicates the variance degree among the alternatives with respect to this attribute. A broad distribution represents more uncertainty than a sharply peaked one, so it assigns a small weight to an attribute if it has similar attribute values among alternatives, since such an attribute does not help in differentiating alternatives. The detailed description for EW method is presented as follows:
The decision making matrix D nm with n alternatives rated on m attributes is first normalized as matrix R nm . According to the definition of entropy, the entropy value of the attribute j is calculated as
where 0 ≤ H j ≤ 1, and it is assumed that if ln f ij = 0,
The entropy weight which is an objective weight for attribute j is thus given by
where 0 ≤ ω ej ≤ 1 and
If attribute j owns a subjective weight ω sj , then the comprehensive weight is
According to (4), when all entropy values H j → 1(j = 1, 2, · · · , m), a delicate difference among the entropy values will bring about the change in the corresponding entropy weight being multiplied. For instance, if the entropy value vectors for attributes are (0.999 9, 0.999 8, 0.999 7) and (0.900 0, 0.800 0, 0.700 0) respectively, the differences among the entropy values of the two vectors are not the same, however, they turn out to have the same entropy weight vector (0.166 7, 0.333 3, 0.500 0) when employ (4) for calculation. This manner to assign weights is obviously improper, the reasons are as follows: Firstly, a delicate difference among different attributes means they provide basically the same VOLUME 7, 2019 amount of information, as a result the corresponding entropy weights should be basically the same; Secondly, different entropy value vectors provide different amounts of information, so they should be given different entropy weights.
To overcome the above disadvantages of the original EW method, we proposed an IEW method, in which the expression of entropy weight is given as:
whereH is the mean value of the all the entropy values which are not equal to 1, and 0 ≤ ω ej ≤ 1,
, a delicate difference among the entropy values will result in a multiple change of ω ej2 . This means that ω ej1 and ω ej2 have a complementary relationship. At the same time, the mean valueH can control the proportions these two weights possessed, that is, when H is close to 0, ω ej2 will have little contribution to ω ej , and whenH is close to 1, ω ej1 will have little contribution to ω ej . As a result, (6) and (7) can give a reasonable entropy weight regardless of the extreme entropy values.
In this paper, we develop the improved entropy weight method (IEW) to assess the solutions with multiple objective (attribute) values. The procedure of IEW is shown in the lower right dotted box of Figure 1 , and detailed illustration is given as follows:
(1) Denote the Pareto-optimal solution set obtained by the MOEAs as X nm , it contains n solutions represented by the rows and m objectives represented by the columns. Normalize X nm into R nm as below.
For minimization problem:
For maximization problem:
where r ij denotes the normalized value of the jth objective in the ith solution.
(2) Calculate the entropy value for each objective.
(3) Employ the IEW method to calculate the weight ω j that should be assigned to objective j according to (6) and (7).
(4) Calculate the aggregation assessment value u i for each solution using below equation.
(5) Rank the solutions according to the aggregation assessment values, and the larger value, the better solution.
The proposed IEW method can be used for decision making without the interference of the decision maker, despite that the decision maker can offer the subjective weights for objectives. The IEW method makes full use of the information contained in the solutions, so it is quite simple but rather effective, as there is nothing than the solution itself that can express its quality.
D. THE TLMaO APPROACH
With the related works been done in section II-A and II-C, we propose the TLMaO approach which provides an integrated procedure to solve MaOPs, as shown in Figure 1 . The TLMaO approach consists of three levels, that is, the ONR, the optimization and the decision making. The ONR method is considered as the first level to analysis the relationship among the many objectives and get the reduced objective set with redundancy objectives removed for MaOPs, which will benefit the following two levels. We follow the common practice to perform the search process of multi-objective optimization without any preference first, resulting in a set of candidate non-inferior solutions for the decision maker to choose from. The search process can be accomplished by most of the current existing MOEAs, as long as they can provide the Pareto-optimal solution set for the IEW method to choose the individual with the best aggregation assessment value as the final compromise solution. The evolutionary operations block in the flowchart represent the corresponding operations of the evolutionary algorithms, such as selection, mutation, combination and so forth. The output of TLMaO approach is the best individual, an unique solution that can be applied in real world MaOPs.
By comparison, the framework of the general method applied for the MaOPs is shown as the solid box part of Fig. 1 . As shown in the figure, the general method chooses two objectives for optimization instead of utilizing the ONR proposed in this paper. Moreover, in order to make the final results comparable, the IEW is also applied for the general method to select the final solution, which is used to make comparisons with the results obtained by the proposed TLMaO.
III. PERFORMANCE TEST
In order to separately demonstrate the effectiveness of our proposed ONR and IEW method, we conduct performance test for ONR on DTLZ5(2,10) problem, as for the IEW method, its abilities in assigning proper weights for objectives and ranking solutions for decision making are testified on test data and compared with other methods. Then the effectiveness of TLMaO approach in tackling the real world MOPs is investigated on the MaOPF problem with seven objectives.
A. THE ONR METHOD ON TEST PROBLEM
We adopt the well-known DTLZ5 test problem with some modification in the formulation [6] as the test problem to verify the effectiveness of the ONR method. The original formulation of DTLZ5 test problem with M objectives and k variables is given below:
where
The parameter θ i of the above formulation is changed as follows:
The modified test problem denoted as DTLZ5(I,M) which is an M-objective problem with I conflicting objectives has a non-convex Pareto-optimal front with the dimensionality I following the relationship m i=1 (f * i ) 2 = 1, and I can be set to an integer between 2 and M . Further, we choose the DTLZ5(2,10) with a medium complex degree as the test problem. To investigate the performance of our ONR method in reducing the number of correlative objectives for DTLZ5(2,10) problem, we independently run the ONR procedure in Figure 1 for 200 times. Figure 2 shows the number of times of each objective being retained over 200 independent trials. From this figure, it can be seen that the objectives f 9 and f 10 can be retained for every time, while f 8 is retained for 84 times as it may have a low degree of correlation with f 9 and f 10 in some of the Latin hypercube samplings. The number of objectives to be optimized after reduction over 200 independent trials is shown in Figure 3 . It can be seen that our method can reduce the objectives' number to two by more than half times, and the maximum of the objectives' number after reduction is five which only shows up for three times. The simulation results prove that our ONR procedure is quite effective and robust in reducing the number of correlative objectives, so it can obtain the smallest set of conflicting objectives of the original problem.
Considering the information given by Figure 2 and Figure 3 , we can choose the objective f 9 and f 10 as the objectives for optimization. To evaluate both the convergence and diversity of DTLZ5(2,10) problem after reduction, we calculate the inverted generational distance (IGD) values of the reduced problem {f 9 , f 10 } and the original DTLZ5(2,10) problem {f 1 , . . . , f 10 }. For a better understanding of DTLZ5(2,10) problem, the IGD values of {f i , f 10 }, (i = 1, . . . , 8) are also calculated.
The IGD metric can be defined as follows:
where PF true is a reference set that is uniformly sampled from the true Pareto-optimal front, v is the vectors in PF true , and d(v, PF obtained ) is the Euclidean distance between each of these vectors and the nearest member in PF obtained . It should be noted that the PF true and PF obtained in IGD are both in full dimensions rather than that after reduction to guarantee fair comparison. A value of IGD equals to zero indicates that all of the generated elements are on the true Pareto front and they cover all the solutions on the true Pareto front. The maximum, minimum, mean IGD values and the standard deviations for different sets of objectives of DTLZ(2,10) in 60 independent trials are shown in Table 2 . All the Paretooptimal solutions are generated by MGSO-ACL, with the maximum iteration of 200 and the population size of 50. Although the objectives of DTLZ(2,10) can be reduced to a two-objective problem with only two objectives {f i , f 10 }(i = 1, . . . , 9), the IGD values are not the same. It is obvious that {f 9 , f 10 } is the best reduction result in regard of convergence and diversity as it has the best IGD values. Furthermore, the two-objective problem {f 9 , f 10 } owns additional advantage of computational efficiency over the original ten-objective problem DTLZ(2,10).
B. THE IEW METHOD PERFORMANCE TEST
To verify the rationality of the IEW method in assigning proper weights, we adopt different types of entropy values, and compare the results with other methods, as shown in Table 3 . Here for convenience, we denote the original method as A, the method in [23] as B, the method in [20] as C, and our method as D. It can be seen that when the entropy value vectors are too large or too small, our method can give more moderate and reasonable entropy weight vectors. When the entropy value are all close to 0.5, the difference between the weight vectors given by our IEW method and the original EW method is tiny, both of them are reasonable. In particular, compared with other methods, our method gives a weight vector which has more discrimination among the attributes for entropy value vector (1.000 0, 0.500 0, 0.100 0).
Take the Pareto-optimal solution set consisting of 39 solutions and 5 objectives obtained by the multi-objective optimization in [18] as the decision making data. We employ the IEW method (rank1) and the PROMETHEE method (rank2) to rank these five solutions, and compare the results with the rank scheme given by the ER (rank3). As shown in Table 4 , all of these three methods give the same rank scheme. However, the IEW method explicitly makes use of the quality information of the solution represented by its numerical value, and doesn't need the decision maker to allocate the solutions into several evaluation degrees according to their numerical value and then transform the evaluation degrees into utility value like the ER. That is why the IEW method is suitable for online running. It can pick up the final solution for decision maker automatically just using the information given by Pareto-optimal solution set.
C. APPLICATION OF TLMaO APPROACH TO MaOPF
Since we proposed the TLMaO approach for MaOPs, it is necessary to apply it to a practical MaOP to investigate its effectiveness. The optimal power flow (OPF) problem has been the subjective of intensive research and one of fundamental issues of power system planning and operation since its introduction as network constrained economic dispatch by Carpentier and its definition as OPF by Bakirtzis et al. [24] . The aim of OPF is to achieve the optimal settings of a given power system that optimize certain objective functions, such as the total fuel cost of generation units, the voltage deviations, et al., while satisfying a set of power flow equality and inequality constraints like system security and equipment operating limits. Therefore, the OPF problem is a complex MOP which involves more than one objective function to be optimized simultaneously. The OPF problem can be formulated as:
is the vector composed of M objective functions to be optimized, g the equality constraints, and h the inequality constraints with lower limits h l and upper limits h u . x is the vector of dependent variables consisting of slack bus active power, load voltages, generators reactive powers and transmission line loadings, and y is the vector of independent variables consisting of continuous and discrete variables. The continuous variables are generators active powers except the slack bus, generators voltages and the discrete variables are transformers tap settings and reactive power injections. There exist numerous literatures concerning the OPF problem with two or three objectives, however, to the best of the author's knowledge, there are few literatures dealing with more than three objectives. Here in this section, seven objective functions are considered for economic, environmental and secure assessments. In order to consider economic assessment, we take the fuel cost and the real power loss as the objective functions. To take the emission assessment, the emissions of NO x , CO 2 and SO 2 are taken as the objective functions. Moreover, in order to take the secure assessment into account, the voltage deviation index and the voltage stability index are regarded as the objective functions.
where N G is the number of generators, 1, 2 , . . . , N E ) is the index value for bus k, its detailed formulation can be referred to [25] .
Here we take the standard IEEE 30-bus system as the simulation system. This test system consists of six generating units interconnected with 41 branches of a transmission network to satisfy a total load of 283.4 MW and 126.2 MVar. Detailed description of the system's data is presented in [26] .
According to the proposed TLMaO approach, the first step for solving MaOPF is to analysis the relationship among the seven objectives and get the reduced objective set with the redundancy objectives removed. A Latin hypercube is utilized to sample the feasible space in 600 different locations. These samples are then used to generate the Spearman correlation coefficient matrix which is shown in Table 5 . With the objective selection method shown in Algorithm 1, the reduced objective set S c for the MaOPF problem is {f 1 , f 2 , f 6 , f 7 }. From this ONR result, it can be seen that the environmental assessments f 3 , f 4 and f 5 are regarded as redundancy objectives as they are highly positively correlated to objective f 1 . This verifies the rationality of converting the emission objectives into cost units using penalty factors, however, it is not necessary from the perspective that emission objectives can be improved along with the fuel cost objective.
The next steps are conducting a search process to optimize the four conflicting objectives in S c and selecting a suitable compromise solution as the final dispatching scheme. The general method mentioned in section I is also used here to solve the same MaOPF problem for performance comparison. The MOEA used for the general method and the TLMaO approach is MGSO-ACL, and the population of individuals and the maximum iteration all set to be 50 and 200, respectively. As for the general method, we take f 6 and f 7 , the most conflicting objectives for optimization, then with the Pareto-optimal solutions obtained, the values of other five objectives can be calculated and the IEW method is then performed to choose the final solution; For the TLMaO approach, we run the MGSO-ACL with the four objectives {f 1 , f 2 , f 6 , f 7 } optimized simultaneously and store the Paretooptimal solutions found during the search process, then we implement the IEW method for decision making to pick up the final solution from the Pareto-optimal solution set obtained by MGSO-ACL. The mean values and standard deviations for the seven objectives in accordance with the final solutions obtained by these two approaches in 60 independent trials are shown in Table 6 , and the better mean value and standard deviation for each objective are marked in boldface. To have a clear observation on their performance, we plot the values for each objective corresponding to the final solutions obtained by the general method and our TLMaO approach in the 60 independent trails in Fig. 4 , designed with stars and circles respectively.
From Table 6 , it can be seen that our TLMaO approach has the smaller standard deviations for all objectives compared with the general method, which means our approach can give the final solution in a more robust way, in spite of the stochastic nature of the evolutionary algorithms. Also the objective values for f 1 , f 2 and f 6 are much less than that gives by the general method, while the values of f 3 , f 4 are slightly less and f 5 , f 7 are slightly more. These conclusions can also be seen in Fig. 4 . Since objectives f 1 and f 2 have been optimized by the TLMaO approach, it is obvious that they have smaller objective values compared with those given by the general method. Meanwhile, the objectives f 3 , f 4 and f 5 have not participated in the optimization and decision making process of the TLMaO approach, it is reasonable that their values might be smaller (for f 3 and f 4 ) or larger (for f 5 ) than those given by the general method in which objectives f 3 , f 4 and f 5 are used for decision making. As for f 6 and f 7 , there exist good values for these two objectives optimized by the general method, however, there also exist large values since f 6 and f 7 have not been used for decision making. By contrast, the objective values for f 6 and f 7 given by the TLMaO approach are more stable and moderate. On the whole, our TLMaO approach is more suitable for tackling the MaOPs than the general method from the perspective of providing competitive and robust solutions.
IV. CONCLUSION
In this paper, the TLMaO approach integrated with three levels, ONR, optimization and decision making, has been proposed to provide an unique final solution for MaOPs. The ONR level is the necessary prerequisite for the other two levels as eliminating the correlation of objectives can reduce the burden and increase the precision, which has been verified on DTLZ5(2,10) test problem. The second level employs an MOEA called MGSO-ACL to generate the Pareto-optimal solution set, and in order to select a final solution, we have proposed the IEW method as the third level for decision making. The IEW method is able to assign proper weights for different types of entropy values and its effectiveness for decision making has been demonstrated on the test data. The case study of the TLMaO approach has been conducted on MaOPF, a practical and critical real world MaOP. When compared with a general method, our approach has shown the ability to obtain more stable and favorable dispatching solutions. In conclusion, the TLMaO approach is applicable and effective in solving the real world MaOPs. He has authored or coauthored more than 440 technical publications, including 220 journal papers, 20 book chapters, and three research monographs published by Springer. His research interests include nonlinear adaptive control, mathematical morphology, evolutionary computation, power quality, and power system control and operation. He is a Fellow of IET, Chartered Engineer, and Fellow of InstMC. VOLUME 7, 2019 
