A graphical model for ordinal variables is considered, where it is assumed that the data are generated by discretizing the marginal distributions of a latent multivariate Gaussian distribution. The relationships between these ordinal variables are then described by the underlying Gaussian graphical model and can be inferred by estimating the corresponding concentration matrix. Direct estimation of the model is computationally expensive, but an approximate EM-like algorithm is developed to provide an accurate estimate of the parameters at a fraction of the computational cost. Numerical evidence based on simulation studies shows the strong performance of the algorithm, which is also illustrated on a data set on movie ratings.
Introduction
Graphical models have been successful in identifying directed and undirected structures from high dimensional data. In a graphical model, the nodes of the network correspond to random variables and the edges represent their corresponding associations (Lauritzen, 1996) . Two canonical classes of graphical models are the Gaussian, where the dependence structure is fully specified by the inverse covariance matrix and the Markov, where the dependence structure is captured by the interaction effects in an exponential family model. In the latter model, each interaction effect can be interpreted as the conditional log-odds-ratio of the two associated variables given all other variables. In both models, a zero element in the inverse covariance matrix or a zero interaction effect determines a conditionally independent relationship between the corresponding nodes in the network.
Estimation of such models from high dimensional data under a sparsity assumption has attracted a lot of interest in the statistics and machine learning literature, including regularized likelihood and regression methods (see (Yuan and Lin, 2007; Banerjee et al., 2008; Friedman et al., 2008; Rothman et al., 2008; Fan et al., 2009; Meinshausen and Buhlmann, 2006; Rocha et al., 2008; Peng et al., 2009 ) and references therein). For the Markov network, direct estimation of a regularized likelihood is infeasible due to the intractable partition function in the likelihood. Instead, existing methods in the literature employ variants of approximation estimation methods. Examples include the surrogate likelihood methods (Banerjee et al., 2008; Kolar and Xing, 2008) and the pseudo-likelihood methods (Höefling and Tibshirani, 2009; Ravikumar et al., 2010; Guo et al., 2010) .
In many applications involving categorical data, an ordering of the categories can be safely assumed. For example, in marketing studies consumers rate their preferences for a wide range of products. Similarly, computer recommender systems utilize customer ratings to make purchase recommendations to new customers; this constitutes a key aspect of the business model behind Netflix, Amazon, Tripadvisor, etc (Koren et al., 2009 ).
Ordinal variables are also an integral part of survey data, where respondents rate items or express level of agreement/disagreement on issues/topics under consideration. Such responses correspond to Likert items and a popular model to analyze such data is the polychotomous Rasch model (von Davier and Carstensen, 2010 ) that obtains interval level estimates on a continuum, an idea that we explore in this work as well. Ordinal response variables in regression analysis give rise to variants of the classical linear model, including the proportional odds model (Walker and Duncan, 1967; McCullagh, 1980) , the partial proportional odds model (Peterson, 1990 ), the probit model (Bliss, 1935) , etc. A comprehensive review of ordinal regression is given in McCullagh and Nelder (1989) and O'Connell (2005) .
In this paper, we introduce a graphical model for ordinal variables. It is based on the assumption that the ordinal scales are generated by discretizing the marginal distributions of a latent multivariate Gaussian distribution and the dependence relationships of these ordinal variables are induced by the underlying Gaussian graphical model. In this context, an EMlike algorithm is appropriate for estimating the underlying latent network, which presents a number of technical challenges that have to be addressed for successfully pursuing this strategy.
The remainder of the paper is organized as follows. Section 2 presents the probit graphical model and discusses algorithmic and model selection issues. Section 3 evaluates the performance of the proposed method on several synthetic examples and Section 4 uses the model to explore the network structure connecting movies inferred from their user ratings.
Methodology

The Probit Graphical Model
Suppose we have p ordinal random variables X 1 , . . . , X p , where X j ∈ {1, 2, . . . , K j } for some integer K j , which is the number of the ordinal levels in variable j. In the proposed probit graphical model, we assume that there exist p latent random variables Z 1 , . . . , Z p from a joint Gaussian distribution with mean zero and covariance matrix Σ = (σ j,j ) p×p .
Without loss of generality, we further assume that Z j 's have unit variances (σ j,j = 1 for j = 1, . . . , p), i.e., the Z j 's marginally follow standard Gaussian distributions. Each observed variable X j is discretized from its latent counterpart Z j . Specifically, for the j-th variable (j = 1, . . . , p), we assume that (−∞, +∞) is split into K j disjointed intervals by a set of
where Φ(·) denotes the cumulative density function of the standard normal distribution.
Let
Then we can write the joint density function of (X, Z) as:
where I(·) is the indicator function. Thus, the marginal probability density function of the observed X is given by
We refer to (1)- (3) as the probit graphical model, which is motivated by the probit regression model (Bliss, 1935) and the polychotomous Rasch model (von Davier and Carstensen, 2010) .
To fit the probit graphical model, we propose maximizing an 1 -regularized log-likelihood of the observed data. Let x i,j and z i,j be the i-th realizations of the observed variable X j and the latent variable Z j , respectively, with x i = (x i,1 , . . . , x i,p ) and z i = (z i,1 , . . . , z i,p ). The criterion is given by
The tuning parameter λ in (4) controls the degree of sparsity in the underlying network.
When λ is large enough, some ω j,j 's can be shrunken to zero, resulting in the removal of the corresponding links in the underlying network. Numerically, it is difficult to maximize criterion (4) directly, because of the integral in (3). Next, we introduce an EM-type algorithm to maximize (4) in an iterative manner.
An algorithm for fitting the probit graphical model
Criterion (4) depends on the parameters Θ and Ω and the latent variable Z. The former has a closed-form estimator. Specifically, for each j = 1, . . . , p, we set
where Φ is the cumulative distribution function of the standard normal. One can show that Θ consistently estimates Θ. The estimation of Ω, on the other hand, is nontrivial due to the multiple integrals in (3). To address this problem, we apply the EM algorithm to solving (4), where the latent variables z i,j 's (i = 1, . . . , n; j = 1, . . . , p) are treated as "missing data"
and are imputed in the E-step, and the parameter Ω is estimated in the M-step.
E-step.
Suppose Ω is the updated estimate of Ω from the M-step. Then the E-step computes the conditional expectation of the joint log-likelihood given the estimates Θ and Ω, which is usually called the Q-function in the literature:
Here S is a p × p matrix whose (j, j )-th element is s j,j = n
, which follows a truncated multivariate Gaussian distribution on the hyper-cupe
is the second moment of a truncated multivariate Gaussian distribution and it can be directly estimated using the algorithms proposed by Tallis (1961) , Lee (1979) and Leppard and Tallis (1989) . Nevertheless, the computational cost of these direct estimation algorithms is extremely high and thus not suitable for even moderate size problems. An alternative approach is based on the Markov-chain-MonteCarlo (MCMC) method. Specifically, we randomly generate a sequence of samples from the conditional distribution f Z|X (z i | x i ; Θ, Ω) using a Gibbs sampler from a multivariate truncated normal distribution (Kotecha and Djuric, 1999) and then E(z i,j z i,j | x i ; Θ, Ω) is estimated by the empirical conditional second moment from these samples. Although the MCMC approach is faster than the direct estimation method, it is still not efficient for large scale problems. To address this computational issue, we develop an efficient approximate estimation algorithm, discussed in Section 2.3.
M-step. The M-step updates Ω by maximizing the 1 -regularized Q-function (up to a constant and a factor):
The optimization problem (7) can be solved efficiently by existing algorithms such as the graphical lasso (Friedman et al., 2008) and SPICE (Rothman et al., 2008) . However, the estimated covariance matrix,
, does not necessarily have unit diagonal elements postulated by the probit graphical model. Therefore, we post-process Σ by scaling it to a unit-diagonal matrix Σ and update
, which will be used in the E-step of the next iteration.
Approximating the conditional expectation
Note that when j = j , the corresponding conditional expectation is the conditional second moment E(z 2 i,j | x i ; Θ, Ω); when j = j , we use a mean field theory approach (Peterson and Anderson, 1987) 
With this approximation, it is sufficient to estimate the first moment E(z i,j | x i ; Θ, Ω) and the second moment E(z 2 i,j | x i ; Θ, Ω). In general, the latent variable z i,j not only depends on x i,j , but also on all other observed variables
We can write the first and second conditional moments as
where
The inner expectations in (8) and (9) are relatively straightforward to compute: given the parameter estimate Ω, z i,1 , . . . , z i,p jointly follow a multivariate Gaussian distribution with mean zero and covariance matrix
A property of the Gaussian distribution is that the conditional distribution of z i,j given z i,−j is also Gaussian, with mean
Moreover, given the observed data
x i,j ). The following lemma gives the closed-form expressions for the first and second moments of the truncated Gaussian distribution.
Lemma 1 Suppose that a random variable Y follows the Gaussian distribution with mean µ 0 and variance σ 2 0 . For any constants t 1 < t 2 , let ξ 1 = (t 1 − µ 0 )/σ 0 and ξ 2 = (t 2 − µ 0 )/σ 0 .
Then the first and second moments of Y truncated to the interval (t 1 , t 2 ) are given by
where φ(·) is the probability density function of the standard normal.
For more properties of the truncated Gaussian distribution, see Johnson et al. (1994) .
k − µ i,j )/ σ i,j and applying Lemma 1 to the conditional expectations in (8) and (9), we obtain
Next, we plug equations (12) and (13) into (8) and (9), respectively. Since µ i,j , a i,j and b i,j depend on the latent variables z i,−j 's, the outer expectations in (8) and (9) depend on
is a linear function of z i,−j and σ i,j is a constant irrelevant to the latent data. For each i = 1, . . . , n and j = 1, . . . , p, the conditional expectation of µ i,j is
However, a i,j and b i,j are nonlinear functions of µ i,j , and thus of z i,−j . We approximate their conditional expectations by (8) and (9) can be approximated by
Equations (17) and (18) establish the recursive relationships among the elements in E(z i |
, respectively, giving a natural iterative procedure for estimating these quantities. Algorithm 1 summarizes the main steps of the proposed combined estimation procedure outlined in Sections 2.2 and 2.3.
In Algorithm 1, Lines 1-2 initialize the conditional expectation E(z i,j | x i ) and the parameter estimate Ω. Lines 3-16 establish the outer loop which iteratively computes the E-step and the M-step. In the E-step, Lines 5-14 consist of the inner loop which recursively estimates the first and second moments of z i,j conditional on x i . The complexity of the inner loop is O(np 2 ), which is the same as that of the graphical lasso algorithm in the M-step.
Therefore, the overall complexity of Algorithm 1 is O(np 2 ).
Model Selection
In the probit graphical model, the tuning parameter λ controls the sparsity of the resulting estimator and it can be selected using cross-validation. Specifically, we randomly split the observed data X into D subsets of similar sizes and denote the index set of the observations in the d-th subset by T d (d = 1, . . . , D). For any pre-specified λ, we denote by Ω and
j,j ) p×p the analogs of Θ and S in Section 2.2,
. . , n and j, j = 1, . . . , p; 2: Initialize s j,j for 1 ≤ j, j ≤ p using the Line 1 above, and then estimate Ω by maximizing criterion (7); {Start outer loop} 3: repeat 4: E-step: estimate S in (6); {Start inner loop} Update E(z i,j | x i ; Θ, Ω) using RHS of equation (17) for j = 1, . . . , p and then set E( 
until The inner loop converges; 
and
can be estimated by the algorithm introduced in Section 2.3, i.e., the inner loop of Algorithm 1. Thus, the optimal tuning parameter can be selected by maximizing the following criterion:
Numerical examples
In this section, we use two sets of simulated experiments to illustrate the performance of the probit graphical model. The first set aims at comparing the computational cost of the three methods estimating the Q-function in the E-step; namely the direct computation, the MCMC sampling and the approximation algorithm. The second set compares the performance of the probit graphical model using the approximation algorithm to that of the Gaussian graphical model.
Computational Cost and Performance
Note that the computational costs of the direct estimation and the MCMC sampling are extremely high when p is even of moderate size. Therefore, in this experiment, we simulate a low-dimensional data set with p = 5 variables and n = 10 observations. Specifically, we define the underlying inverse covariance matrix Ω as a tri-diagonal matrix with 1's on the main diagonal and 0.5 on the first sub-diagonal. The corresponding covariance matrix is then scaled so that all the variances are equal to 1. Then, for i = 1, . . . , n, we generate the latent data z i = (z i,1 , . . . , z i,p ) from N (0, Σ) and discretize them as follows: for each
k ) (i = 1, . . . , n; j = 1, . . . , p), i.e., the value of The probit graphical model is applied with three estimation methods in the E-step, namely the direct computation, the MCMC sampling and the approximation algorithm.
The computational costs are shown in Table 1 . We can see that the median CPU time of the approximation algorithm is only about 1/1,000 of that of the MCMC sampling and about 1/80,000 of that of the direct computation. To further compare the estimation accuracy of these methods, we use the Frobenius and entropy loss metrics that are defined next:
where Ω denotes the estimated network.
The performance of the three estimation methods is depicted in Figure 1 . It can be seen that the direct computation and MCMC sampling methods are close together; this is expected since they can both be considered "exact" approaches. In terms of the Frobenius and entropy losses, the approximation algorithm lags slightly behind its competitors when the tuning parameter λ is relatively small, whereas for larger λ it outperforms them. These findings suggest that the proposed approximation algorithm achieves its orders of magnitude computational savings over the competitors with minimal degradation in performance. 
High-dimensional Experiments
In this section, we evaluate the performance of the proposed method by simulation studies.
These examples simulate four types of network structures: a scale-free graph, a hub graph, a nearest-neighbor graph and a block graph. Each network consists of p = 50 nodes. The details of these networks are described as follows:
Example 1: Scale-free graph. A scale-free graph has a power-law degree distribution and can be simulated by the Barabasi-Albert algorithm (Barabasi and Albert, 1999) .
A realization of a scale-free network is depicted in Figure 2 (A).
Example 2: Hub graph. A hub graph consists of a few high-degree nodes (hubs) and a large amount of low-degree nodes. In this example, we follow the simulation setting in Peng et al. (2009) and generate a hub graph by inserting a few hub nodes into a very sparse graph. Specifically, the graph consists of three hubs with degrees around eight, and the other 47 nodes with degrees at most three. An example of the hub graph is shown in Figure 2 (B).
Example 3: Nearest-neighbor graph. To generate nearest neighbor graphs, we slightly modify the data generating mechanism described in Li and Gui (2006) . Specifically, we generate p points randomly on a unit square, calculate all p(p − 1)/2 pairwise distances, and find the m nearest neighbors of each point in terms of these distances. The nearest neighbor network is obtained by linking any two points that are m-nearest neighbors of each other. The integer m controls the degree of sparsity of the network and the value m = 5 was chosen in the simulation study. Figure 2 (C) exhibits one realization of the nearest-neighbor network.
Example 4: Block graph. In this setting, we generate a graph using a random adjacency matrix generated from the stochastic block model. Specifically, for nodes 1-20 the probability of being linked is 0.2, for nodes 21-30 the probability of being linked is 0.5, whereas for all other pairs of nodes the probability of having a link is 0.02. Figure 2 (D) illustrates such a random graph.
The ordinal data are generated as follows. First, we generate the inverse covariance matrix Ω of the latent multivariate Gaussian distribution. Specifically, each off-diagonal element 
and set
k ) (i = 1, . . . , n; j = 1, . . . , p). For each example, we considered different sample sizes, with n=50, 100, 200 and 500.
We compare the proposed probit graphical model with two other methods. One consists of direct application of the graphical lasso to the ordinal data X, ignoring their ordinal nature.
The second uses the graphical lasso on the latent continous data Z. We refer to the first one as the naive method and the second one as an oracle method because it represents an ideal situation where Z is exactly recovered. Of course, the latter never occurs with real data, but serves as a benchmark for comparison purposes. The receiver operating characteristic curve (ROC) was used to evaluate the accuracy of network structure estimation. The ROC curve plots the sensitivity (the proportion of correctly detected links) against the false positive rate (the proportion of mis-identified zeros) over a range of values of the tuning parameter λ. In addition, the Frobenius loss and the entropy loss defined in (21) were used to evaluate the performance of parameter estimation. When the sample size gets larger, the two methods exhibit similar performance. Table 2 summarizes the parameter estimation measured by the Frobenius loss and the entropy loss. The results were again averaged over 50 repetitions and the tuning parameter λ was selected using the cross-validation introduced in Section 2.4. The oracle method evidently performs the best, as it should. Comparing the two methods based on the observed data X, we can see that the Frobenius losses from the probit model are consistently lower than those from the naive method. The advantage is more significant when the sample size is moderate (n=100 or 200). In terms of the entropy loss, we can see that the probit model outperforms the naive method for relatively large sample sizes, such as n=200 and 500. The estimated network for these 32 movies is shown in Figure 4 . We can see that the estimated network consists of a large connected community as well as a few isolated nodes.
The large community mainly consists of mass marketed commercial movies, dominated by science fiction and action films. These movies are characterized by high production budgets, state of the art visual effects, and famous directors and actors. Examples in this data subset include the Star Wars franchise ("Star Wars" (1977) , "The Empire Strikes Back" (1980) and "Return of the Jedi" (1983), directed/produced by Lucas), the Terminator series (1984, 1991) directed by Cameron, the Indiana Jones franchise ("Raiders of Lost Ark" (1981), "The Last
Crusade" (1989), directed by Spielberg), the Alien series, etc. As expected, movies within the same series are most strongly associated. Further, "Raiders of the Lost Ark" (1981) and "Back to the Future" (1985) form two hub nodes each having 16 connections to other movies and their common feature is that they were directed/produced by Spielberg.
On the other hand, isolated nodes tend to represent "artsier" movies, such as crime films and comedies whose popularity relies more on the plot and the cast than on big budgets and special effects, many with cult status among their followers. Examples include "Pulp Fiction"
(1994) (one of the most popular Tarantino movies), "Fargo" (1996) (a quintessential Coen brothers movie), "When Harry Met Sally" "Princess Bride" (1987) . These films have no significant connections in the network, either with each other or with the commercial movies in the large community. This is likely due to two reasons: (1) we restricted the dataset to movies rated by a substantial fraction of the users, so while there probably are connections from "Fargo" to other Coen brothers movies, the other ones did not appear in this set; and (2) there is a greater heterogeneity of genres in this set than among the large group of science-fiction and action films. In other words, liking "When Harry Met Sally" (a romantic comedy) does not make one more likely to enjoy "Silence of the Lambs" (a thriller/horror movie), whereas liking "Terminator" suggests you are more likely to enjoy "The Alien". A more complete analysis of this dataset is an interesting topic for future work and requires a more sophisticated way of dealing with missing data, which is not the focus of the current manuscript.
Summary and Discussion
Ordinal data occur often in practice and are usually treated as continuous for most analyses, including for estimating the dependencies between the variable by fitting a graphical model.
Ours is a first proposal that explicitly takes account of the ordinal nature of the data in graphical modeling. While the direct computation for our method is expensive, the approximations we make allow us to efficiently fit high-dimensional models. On those dataset where the model can be fitted directly, our numerical results show that the approximations we make result in a minimal loss of accuracy. We leave the theoretical properties of both the exact estimator and its approximate version as a topic for future work.
