INTRODUCTION
Technical change, for all the good it does for society, is not an unmixed blessing. Though it leads to the development of useful new products and new production processes, it may impose hardships on those 1.01 who use old, and no longer efficient, methods or produce products that are no longer wanted. Workers can gain as their industries remain competitive with foreign producers of similar products. As consumers, they also gain from increases in productivity; they are able to buy things at lower prices. But if workers cannot adapt to new production methods and lose their jobs as a result, they can end up as net losers.
.. Technical change might have decreased employment by displacing workers with new machines and equipment, or it might have increased employment by helping to keep these industries competitive in world markets.
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We measure the first effect, the direct substitution of machines for people in production as the percentage change in labor demand when technology increases by one unit. It is a "partial" effect in the sense that other variables that might affect employment are being held constant. There is also an indirect effect: Technical change lowers the prices of industry output, which, holding other things constant, leads to greater output. This, in turn, raises the demand for labor.
Summing the partial and indirect effects gives a more complete accounting of the total effect of new technologies.
To model the effects of technical change, we use a transcendental logarithmic (translog) cost function. We focus on two methodological issues. The first is to distinguish the effects of technical change from the effects of scale economies. Though scale economies have not been totally ignored in the literature, we show why their measurement is particularly important in time-series applications where input adjustment is usually less than instantaneous.
The second issue is how "technology" can best be summarized in a single time series variable. Typically, a time trend is used to represent smooth, undifferentiated changes in technology. To the extent that changes in technology do unfold gradually, the time trend's simplicity is an important attribute. On the other hand, if technical change occurs in discrete "Jumps," it may cause sudden shifts in the demand for inputs like labor. We therefore constructed direct measures of "new -2-
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process innovation" in each industry. These measures were designed to capture the timing with which new types of machinery or equipment have been adopted. We then compared the results of estimation using the two alternative measures of technology.
THE DEFINITION OF TECHNICAL CHANGE
Technical change is related to both new process innovation and 'productivity growth. For this study, we adopt the economist's standard definition of technical change: a shift (or rotation) in an isoquant so that, at constant factor prices, different factor amounts are used. The definition of process innovation, on the other hand, is less formal. It refers to changes in techniques such as the adoption of the basic-oxygen furnace and continuous casting in steel and "Detroit automation" and industrial robots in the auto industry. The adoption of a "new" process is defined to be a technical change, however, only when it lowers cost at fixed factor prices.
Productivity is defined as output per unit of input. It is sometimes attributed to a single factor-for example, labor--but in this paper, we consider all inputs together and measure total factor productivity. Growth in productivity can come from two sources: technical change and scale economies.
The degree to which scale economies are important depends upon the relationship between changes in industry cost and changes in output. It is often assumed that, for an industry in long-run equilibrium, returns to scale are constant (CRS), which means that cost and output change proportionately. If the CRS assumption is correct, scale does not contribute to productivity growth and the rates of productivity growth and technical change are equivalent. We will show that whether or not the assumption of CRS should be made depends crucially on the particular situation being studied.
U RELATED WORK AND THE ISSUE OF RETURNS TO SCALE
Many previous studies have assumed that cost is characterized by a -ranslog function in which all inputs are perfectly variable, i.e.,
inputs are assumed to adjust to their optimal levels instantaneously.
Translog models have been used in both time-series* and cross-section** studies, and their use has become standard in studying technical change and productivity growth.
The cost model approach, regardless of the type of application, does seem to distinguish adequately between factor substitution and technical change. That is, we can tell if we are observing an inward shift in the position of the isoquant, with fixed relative factor prices, or a movement along the same isoquant in response to changing relative factor prices.
In contrast, the issue of scale economies makes the distinction between cross-section studies and time-series studies an important one. In cross-section studies, CRS is not assumed; instead, returns to scale are calculated from the parameters of the estimated econometric model. Typically, these studies find returns to scale are nearly constant (i.e., the scale elasticity is close to one).
The degree of scale economies relates directly to the shape of the average cost curve. The finding of constant returns, using a cross section of firms, therefore implies that firms producing twice the output of other firms in the industry do so with twice as many inputs (and equivalently, costs go up proportionately with output).
Though the finding of CRS may be valid in cross-section analysis, assuming it in time-series estimation of an industry cost model is more questionable. As firms within an industry respond to changes in output, the corresponding changes in their use of inputs will depend upon the costs of adjustment associated with each. For those iaputs whose adjustment costs are low (e.g., materials) we would expect that changes in demand are proportional to changes in output. For other inputs (e.g., capital), adjustment costs are likely to be high, and so we might expect these inputs to adjust less than proportionately with output.
This tendency to partial adjustment of inputs whose adjustment costs are high is reinforced by the cyclical nature of output changes.
To the extent that output changes are transitory, firms will tend not to adjust those inputs with high adjustment costs; they will make major changes only in response to output changes that are expected to be long lasting. This phenomenon is often called "factor hoarding"; it refers to a firm or industry holding on to certain factor inputs in the short run even when output falls because it will be too costly to obtain equivalent inputs later when output recovers. An analogous situation holds for output increases; the firm refrains from obtaining certain "expensive" inputs until it is sure that output will remain high.
Because of this, time-series estimates of the scale elasticity must be interpreted with care. As in most translog studies, our model assumes that all inputs are perfectly variable. A scale elasticity less than one, indicating increasing returns to scale, could result, not only from the existence of true scale economies, but from the fact that we use annual data that may not reflect true, long-run adjustment. The presence of quasi-fixed factors, however, will lead to findings that conflict with the long-run equilibrium assumptions. While the model cannot choose between scale economies and fixed inputs as competing explanations, the approach we take allows us to identify the individual inputs that do not adjust proportionately with output. We interpret a finding that capital, for example, does not adjust proportionately as
implying that capital is a quasi-fixed input.
The issue is not just an econometric fine point. Since we are interested in determining the pure" effects of technical change on input demand, it is important to separate these effects from scale effects. To the extent that certain factor inputs do not adjust with output, and CRS is assumed, computed rates of technical change will be overstated.
THE COST MODEL AND INPUT DEMAND
The cost function approach to modeling technical change begins with a cost function for each industry
where P = vector of (exogenous) input prices for alnC/VaT gives:
The rate of growth in cost is composed of the weighted average of the rates of growth of input prices, the scale weighted rate of growth of output, and the rate of cost reduction due to technical change.
Since total factor productivity growth (VG) is defined as the negative of the change in average cost (with input prices held constant), we can use equation (2) and derive the following expression: 
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To derive the effects of input prices, scale, and technology, we differentiate equation (4) with respect to logs of input prices and output and the measure of technology. This yields the following:
* The relationship between W and VG is given by
Equations (4), (5), and (6) made up the system to be estimated. As usual, one input share was deleted to avoid singularity of the disturbance covariance matrix. Since maximum likelihood estimation yields results that are invariant to the choice of the deleted equation, the iterative version of Zellner's "seemingly unrelated regression" model was used to derive parameter estimates. Finally, to insure linear homogeneity in prices as well as to take into account the adding up condition, the following constraints were imposed on the system:
One of our objectives is to derive the effects of the exogenous variables on factor input quantities* (as opposed to shares) and, in particular, on the quantity of labor. The important relationships between input demand and the exogenous variables can be derived from the cost and share equations.
* We denote input quantities by Xi, where i = 1,..., n. This provides notational consistency with the representation of the ith share and the ith price (V i and Pi. respectively). We will drop the subscript notation later when we focus on specific inputs like labor.
We begin with the input demand equation; in functional form, it is analogous to the input share equation (5):
where the demand for Xi is a function of all input prices output and technology. Differentiating the log form of this equation with respect to time yields
where ( To derive the elasticity formula under the translog specification,
we begin by rewriting the definition of the ith input's share so that the input quantity of labor is on the left-hand side, or -M ViC/P i .
Taking logarithms and then totally differentiating the quantity of input i with respect to time yields
The second term on the right-hand side was given in equation (2).
To obtain an expression for dlnVi/dt, we differentiate the estimated equation for the ith input share (given by equation (5)) and then divide
A Substituting equations (2) and (10) into (9) ields:
i JVi Equation (11) provides the formulas needed to calculate the elasticities of equation (8).
DATA
For the empirical analysis we use industries defined at the 4 Reports, we added up the number of transfer machines and adjusted the total to take account of increases in the value of machines over and above inflation. The adjustment was made to represent increases in the complexity and size of the individual machines. The stock is measured relative to the total auto industry capital stock.
* One other change, continuous casting, apparently is an innovation whose cost reducing properties are likely to occur in the future (see [13] ). ** These furnaces reduce iron ore, converting it into pig iron, a molten iron used in steelmaking. V is usually interpreted as a measure of returns to scale in the Q production process. It also represents the degree to which overall factor inputs move with output.
To show this, it is helpful to go back (whih issimpy inC. to the derivation of VQ (which is simply 3-) from the definition of total cost, C -ZiP Xi .
It follows that
or after some simple manipulation,
• Substituting this relationship for VQ in the calculation for alnX/3lnQ illustrates how the degree of adjustment for input i is in 4 some sense, a deviation away from the average adjustment for all inputs; the measure of this deviation being yiQ/V i .
'1
To the extent that factors that do not adjust proportionately with output are present, VQ will be less than one. Though the presence of inputs that do move proportionately with output will move the calculated value of VQ closer to one, it is because the capital stock changes slowly in the time trend regressions that VQ ends up with a low value. In a similar way, the regression on the direct measure of technology for autos implies that labor adjusts more slowly than does capital, and both adjust less than proportionately with output. Thus, parameters 'iT are to be estimated without bias. As we have seen, alnXi VT and YiT are elements in the expression of aT ' which we term the partial effect of technology.
* To determine the importance of scale and the presence of quasi-fixed factors, two variants of the model were also run. For steel, the assumption of CRS did not change most parameters very muzh, the exception, of course, being the oiQs (assumed to be zero). Also the rate of technical change was higher (as expected). For motor vehicles, a model allowing for quasi-fixed factors was developed and estimated, but the results concerning technical change were similar to those presented here. See [21] for more details, as well as an example of an industry (aluminum) for which a large quasi-fixed capital stock did affect the estimated results for the scale elasticity and rate of technical change. The results for steel are practically insensitive to the measure used to represent technology. In both cases, advances in technology led to an average rate of decline in labor demand of about 1.70 percent per year. While this may seem large, it was less important than increases in workers' wages (regardless of how technology was measured). On the other hand, demand for production workers was increased by increases in the wages of nonproduction workers (since production and nonproduction workers are highly substitutable) and by increases in output.
In both industries, a change in the price of capital, fuel, or materials, holding other things constant, would only marginally affect S employment although the sum of the three effects increased it. 
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When the direct measure of technology is used, labor's own wage has a larger effect than in the time trend case-about negative 3 percent.
Advances in technology still have a negative effect, but the effect is about one-third the size as when the time trend was used. The total effect of these two variables on labor is about the same for both the time trend and the direct measure. Changes in output and nonproduction worker wages are still most important in increasing employment, although the total is now slightly less than the time trend results. A further difference is that the effect of changes in capital's price is now positive, reflecting the estimated substitutability between labor and capital; in the time trend regression, labor and capital were found to be slightly complementary. The effect is small, however, and it is more likely that capital and labor are used in roughly fixed proportions in the short run (i.e., for fixed technology).
THE TOTAL EFFECTS OF TECHNOLOGY ON LABOR
We stated at the outset that technical change reduces the total amount of inputs needed to produce a given level of output, but by shifting the supply curve downward, it may, in balance, lead to an increase in employment.* The final level of labor demand depends upon which of the two effects of technology (i.e., substitution away from labor versus greater demand for labor to produce more output) is larger.**
To measure this second effect, we use some of the findings reported above in a simple model tat relates output changes to changes in industry technology. We assume there exists a domestic product, Q, and a competing import, M. They are not perfect substitutes in use and some finite elasticity of substitution o exists that measures how relative demands depend upon their relative prices. Changes in industry technology can affect domestic output prices though we assume that import prices are exogenous to our model.*** * The downward shift in supply means we move along the demand curve. This implies that the demand elasticity will be of crucial importance in the calculation. ** There is, in fact, another possible effect. Positive rates of technical change in one industry may also lead to lower costs and higher output in a second industry. Technical change in an industry whose products are used as material inputs in another (e.g., steel in auto production) may lead to lower prices in both, causing output and employment to rise in both. The computation of this effect for the second industry would be given by eL * VMj * dlnPM /dT where VM is the share of input j in total materials cost and Mj is its pride.
This effect seems extremely small, and we ignore it in the following calculations.
*** Since this type of model is dependent upon information that is outside the scope of our econometric work, we draw upon estimates of the relevant parameters from the economic literature. Output in the domestic industry is dependent upon its own price PQ and other exogenous factors X. This is given by the relationship
We assume P is dependent upon industry technology but that X is We continue to assume that PQ -C/Q, which means that domestic price is equal to average cost. The percentage change in price due to changes in technology is given by:
Substituting for dlnC/dT from equation (15) and rearranging yields
dT Equation (18) says that the change in price is equal to the negative of the change in industry productivity. If productivity were to increase by say, one percent, there would be a fall in the price of industry output of one percent.
We now substitute back in equation (15), which relates output and price changes. Using equations (15), (17) , and (13) To relate equation (19) to the labor input, we follow the same L procedure described above to derive an expression for dlnL/dT:
The output effect of technology is given by the first term on the right-hand side of (20). If there is a technical change, price will fall, and output and employment will rise. The second term, which was discussed earlier, represents the partial effect of technology.
Results Table 6 presents the average values of the the output, partial, and total effect of technology over the 1959-1977 period.* For steel, the output effect is negligible regardless of how technology is measured.
This is due to the (almost) zero rate of technical change in steel.
Employment is reduced by just over 1.8 percent a year. effect is almost twice as large with the time trend as in the direct measure case (a result of a larger ELQ and VT and lower VQ). The partial effect, on the other hand, is about three times as large and so the total effect remains negative. The direct measure results illustrate how the output effect may be even larger than the partial effect and so, the net effect of technology becomes slightly positive.
CONCLUDING REMARKS
Technical change has two effects on employment, the partial or substitution effect and the indirect or output effect. Much of this paper has dealt with obtaining better estimates of the substitution effect, i.e., the employment change due to new technologies when output is held constant, by use of an econometric model. An important consideration in developing the model was that it allowed us to distinguish the effects of technical change from scale economies.
The substitution effect was negative in both steel and auto industries, regardless of the measure of technology. The effect was stronger in the auto industry, which experienced substantial, and growing, technical change over the period. Steel, with virtually no technical change, still experienced labor displacement due to new technology, but this apparently was solely the result of the installation of less labor intensive production processes.
We also compared the results and the implications for employment demand when alternative measures of technology (the time trend and a measure of new process innovation) were used in our models. In general, the way in which we measured technology did not affect the results very much; the conclusions were substantively the same. Economists typically measure technology with a time trend; our results indicate this may be a reasonable simplification.
The degree of labor displacement is potentially lessened by the output effect of new technology. Changing or new technologies may lead to lower output prices and increases in output demanded. This leads, in turn, to increases in employment. Though insignificant for steel (since technical change was near zero), we found that, for autos, the output effect led to growth in output and therefore employment growth that counterbalanced some of technical change's labor-saving characteristics. The overall decline in employment due to technology, once both the output and substitution effect are accounted for was relatively small and did not typically move in great jumps from year to year.
Rates of normal labor turnover, i.e., turnover due to retirements and quits, are usually higher and could handle the declines in employment caused by changing technology. 
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