The concept of second entropy is introduced for the dynamic transitions between macrostates. It is used to develop a theory for fluctuations in velocity, and is exemplified by deriving Onsager reciprocal relations for Brownian motion. The cases of free, driven, and pinned Brownian particles are treated in turn, and Stokes' law is derived. The second entropy analysis is applied to the general case of thermodynamic fluctuations, and the Onsager reciprocal relations for these are derived using the method. The Green-Kubo formulas for the transport coefficients emerge from the analysis, as do Langevin dynamics.
I. INTRODUCTION
This is the second in a series of papers on the statistical mechanics of steady state systems. The first paper, 1 hereinafter referred to as I, gave the structural probability distribution for systems subject to an externally imposed thermodynamic gradient, and presented results for the first energy moment of a Lennard-Jones fluid that develops in response to an applied temperature gradient. The present paper turns to the dynamics of steady state systems, and develops a general, entropy-based approach that can be used to obtain the flux and probability distributions for such systems. The third paper in the series will use the present formalism to obtain the heat flux in a Lennard-Jones fluid subject to a temperature gradient.
The ostensible motivation for the present paper is to obtain the reciprocal relation for the drag coefficient of a free Brownian particle. Reciprocal relations, which refer to the symmetry of the matrix that gives the proportionality between forces and fluxes in a driven nonequilibrium system, are an experimental fact that were shown by Onsager 2 to be a consequence of the insensitivity of the states of the system to the direction of motion of the constituents, which he named "the principle of dynamical reversibility" ͑see Sec. I below͒. Onsager's proof of the reciprocal relations applies to the case of variables that fluctuate about an equilibrium value. The proof cannot be applied directly to the motion of a free Brownian particle because in this case there is no equilibrium position, and so here it has proved necessary to develop a different approach to that of Onsager. The new approach is based upon velocity fluctuations, and one of its benefits is that it gives a precise definition of the time dependence of the coefficient matrix and averages that appear in Onsager's expression. The conceptual understanding offered by the new viewpoint of velocity fluctuations is probably more far reaching than the particular application to Brownian motion. What soon becomes clear is that the approach offers a theory for the transition probability matrix that is analogous to the classical theory of fluctuations, [3] [4] [5] and as such it should find general application in nonequilibrium statistical mechanics.
Section I summarizes Onsager's proof of the reciprocal relations, and the principle of dynamical reversibility. Section II analyzes the motion of a Brownian particle, introduces the concept of second entropy, and shows that the drag coefficient that appears in Stokes' law is symmetric. Section III extends the analysis to thermodynamic fluctuations in general. The Appendix shows that the second entropy formalism yields Langevin dynamics.
II. ONSAGER'S THEORY

A. Reciprocal relations
Let the macrostates of the system be specified by q, the displacements of a set of coordinates from their equilibrium value, ͗q͘ = 0. The coordinates might, for example, correspond to the energy, the volume, the concentrations of reactants, or, in the case of material fluxes down gradients, to first moments of energy, concentration, etc. The constrained entropy for small fluctuations is a negative definite quadratic form,
where the matrix of second derivatives is
.
͑2͒
The internal force conjugate to the fluctuations is defined as
That is, the restoring force is proportional to the displacement from equilibrium. The probability of a fluctuation occurring is proportional to the exponential of the constrained entropy,
Onsager assumed that the average or most likely rate of change of the coordinate is proportional to the restoring force, or, equivalently, to the displacement,
Multiplying both sides of the first equality by q T , and using Eq. ͑5͒, the coefficient matrix is given by
Dynamical reversibility ͑see below͒ implies that the righthand side of the first equality is zero, ͑for any macrostate q, forward and reverse motions are equally likely͒. As Onsager recognized, 2 one therefore has to assume that there exists a time interval for which the average that is the second equality is nonzero. ͑One also has to assume that it is independent of the value of , which appears to contradict the first assumption. This point is addressed in detail below.͒ This matrix L = , which may be called the transport coefficient matrix, gives the quantitative relation between forces and fluxes, Eq. ͑6͒. The point of Onsager's proof is that these relations are symmetric: the second product ͗q͑t͒q͑t͒ T ͘ is already clearly symmetric, and the first product may be seen to be symmetric by replacing by − ͑dynamical reversibility͒ and then by replacing t by t + ͑time homogeneity͒,
This completes Onsager's proof of the reciprocal relations.
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B. Principle of dynamical reversibility
Dynamical reversibility plays a fundamental role in establishing the reciprocal relations, and indeed in nonequilibrium and steady state theories in general. Onsager defined the principle of dynamical reversibility as "in the end every type of motion is just as likely to occur as its reverse." He also said that in consequence for every transition A → B, "the direct reverse transition B → A must take place equally often" ͑Ref. 2, p. 412͒. Onsager also coined the phrase "microscopic reversibility" and used it as a synonym for dynamic reversibility. Unfortunately nowadays microscopic reversibility is often inappropriately applied to transitions between microstates, whereas Onsager only ever applied it to macrostate transitions. Microscopic reversibility is commonly used in the context of Monte Carlo simulations to establish that a given transition probability ͑such as the Metropolis algorithm͒ yields the desired equilibrium probability distribution.
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This point may be made more clearly, and the meaning of dynamic reversibility elucidated, as follows. Let ⌫ ϵ͑q N , p N ͒ be a point in phase space, which are the microstates of the system, and let ⌳͑⌫Ј , ⌫͒ be the conditional probability for a transition ⌫ → ⌫Ј in the time dt. It has to be clearly understood that
⌳͑⌫Ј,⌫͒ ⌳͑⌫,⌫Ј͒. ͑9͒
Contrary to what one sometimes sees in the literature, 7 reversibility of the equations of motion does not imply equality of the forward and the reverse microstate transition probabilities. This is easy to see in classical mechanics since the microstate transitions are deterministic and are given by
͑10͒
where a Dirac-␦ appears, and ⌫ is the time rate of change of the system microstate. This is obviously not symmetric: if
Interchanging primed and unprimed coordinates does not convert the first equation into the second, which it would if microscopic reversibility were applicable. One concludes from this simple proof that it is microscopic irreversibility that actually holds.
It is straightforward to give mathematical precision to Onsager's definition of dynamical reversibility and to formulate a principle of macroscopic reversibility that can be used to prove the reciprocal relations. Defining the conjugate state point, ⌫ † ϵ͓q N , ͑−p͒ N ͔, time reversibility of the equations of motion implies that if ⌫Ј is the transition microstate of ⌫, then ⌫ † is the transition microstate of ⌫Ј † . Hence time reversibility allows one to say that
Here and throughout it is assumed that there are no velocity dependent forces such as those due to magnetic fields. Also, here it is assumed that the center of mass of the system is stationary, although it is straightforward to extend the analysis to systems in uniform motion or with steady flows. Although the above argument was given for classical mechanics, the same conclusion may be reached quantum mechanically. The quantum analog of microscopic irreversibility is that if 2 is the wave function that evolves from 1 in time dt, then 1 * is the evolution of 2 * in time dt, where the asterisk denotes the complex conjugate. Hence ⌳͑ 2 , 1 ͒ = ⌳͑ 1 * , 2 * ͒. Now an expression for macrostate transitions is derived. In classical statistical mechanics, a collective is an observable or phase space function, and the macrostates of the collective are sets of those phase space points that correspond to a given value of the observable.
8 ͑Collectives are complete sets of disjoint macrostates; macrostates belonging to different collectives are not necessarily disjoint.͒ The system is said to be in the macrostate A if it is in a microstate ⌫ such that E͑⌫͒ = A. The following analysis is restricted to collectives whose macrostates are even functions of the velocities, 9 which is to say that
Such collectives include the energy, the kinetic energy, the density, and the pressure, as some examples. The first part of Onsager's principle of dynamical reversibility 2 says that for a system in a given macrostate the probability of a microstate and its conjugate are equally likely
This equation is not a separate axiom but follows from the fact that the microstates have equal energy, H͑⌫͒ = H͑⌫ † ͒, and hence by the ergodic hypothesis they are equally likely.
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If ⌫ 1 and ⌫ 2 both lie on the same trajectory so that they have equal energy and are equally probable, ͑⌫ 1 ͒ = ͑⌫ 2 ͒, and if E͑⌫ 1 ͒ = A and E͑⌫ 2 ͒ = B, then by the laws of probability
where various weights appear. This and the results below hold even if A and B belong to different collectives. Now suppose that ⌫ 2 B is the transition state of ⌫ 1 A,
It follows that ⌫ 1 † A is the transition state of ⌫ 2 † B,
and Eq. ͑11͒ shows that ⌳͑⌫ 2 ,
is not the transition state of ⌫ 1 , this equation still holds with both sides being zero. This result says that for every microstate transition from macrostate A to B, there is an opposite transition from B to A with equal weight.
In view of these results, the macrostate transition probability for a transition from the macrostate A to the macrostate B in time dt given that the system is currently in macrostate A is
The penultimate equality follows because the Jacobian of the transformation is unity and because both a microstate and its conjugate belong to a macrostate. Hence the principle of macroscopic transition reversibility is
This says that the ͑unconditional͒ probability of observing a transition from A → B is equal to that of observing a transition B → A. In other words, a forward transition between macrostates will occur as frequently as the backward transition. Despite the irreversibility, that is, characteristic of the evolution of the microstates, this shows that the statistical characteristics of the macrostates give rise to reversible behavior. It is a straightforward consequence of the assumption that both a microstate and its motion-reversed conjugate occur in each macrostate with equal weight ͓dynamic reversibility, Eq. ͑13͔͒. To avoid confusion with the widely misunderstood microscopic reversibility, this result, which is a direct consequence of Onsager's principle of dynamical reversibility, 2 will henceforth be referred to by the latter name.
As mentioned above, microscopic reversibility is often demanded of the stochastic transition algorithms used in Monte Carlo simulations. 6 In this case however, the simulations are carried out in configuration space q N , which are macrostates of phase space that are insensitive to velocity. Hence Eq. ͑18͒ must certainly be obeyed,
and it would be desirable to refer to the transition rule as obeying macroscopic reversibility or dynamical reversibility rather than microscopic reversibility.
III. BROWNIAN MOTION
A. Free particle
Consider a particle with coordinate q moving freely under Brownian motion in a fluid. The main difference between a fluctuating variable and a Brownian particle is that the former experiences an internal restoring force that returns a fluctuation to its equilibrium value, whereas no such internal restoring force acts on the instantaneous position of the Brownian particle. The following analysis focuses on the average velocity of the Brownian particle, and it is significant that a restoring force does act upon it. Velocity is also significant since it is in a sense an intensive variable, time and position being regarded as extensive, and time scaling arguments will be used below.
The trajectory of the Brownian particle gives its position at time t, q͑t͒, and this together with the time interval ͓0,t͔ represents a macrostate of the system. ͑See Ref. 8 for a presentation of equilibrium statistical mechanics from the point of view of states, weights, constrained entropy, and probability, and see Ref. 10 for a derivation of the relationship between total entropy and free energy.͒ The macrostate weight ͓͑q͔͉t͒ is a functional of the trajectory over the interval. The weight depends upon the weighted sum of the initial trajectories of the molecules that are compatible with the specified trajectory of the particle, including the weight due to any subsequent stochastic perturbations of those trajectories. One can define entropy and probability functionals of the trajectory as the usual functions of the weight.
Consider those trajectories with a particular value of the average ͑or coarse͒ velocity on the interval ͓t , t + ͔, q ϵ͓q͑t + ͒ − q͑t͔͒ / . In general the coarse velocity q is not equal to the instantaneous velocity, which is denoted q . Each such trajectory belongs to a collective of macrostates, each macrostate labeled by the average velocity q . This is a valid collective because it is a complete set of disjoint macrostates. That is, each microstate of the system, the phase point ⌫͑t͒, belongs to one and only one macrostate q , which follows from the fact that ⌫͑t͒ determines uniquely both q͑t͒ and q͑t + ͒. The system constrained to be in such a macrostate has entropy S͑q ͉ ͒ = k B ln ͑q ͉ ͒, since time and space homogeneity make the arguments t and q unnecessary. Because of its relationship with dynamical transitions between pairs of position macrostates, which is discussed further below, this may be called the dynamical entropy or the second entropy.
The dynamical entropy is an extensive function of the time interval. This can be shown by dividing the interval in half and letting q 1 be the velocity in the first subinterval, and q 2 =2q − q 1 that in the second. ͑It is a convenience, not a necessity, to halve the interval; the following proof is readily generalized for arbitrary subdivisions.͒ Apart from this restriction the two subintervals may be treated as independent, and hence the weight of the whole interval for a given q 1 on the first half is
This expression ignores the prior history of the particle before entering the second subinterval, which boundary or initial condition will have negligible effect for / 2 large enough. Alternatively, it assumes that the prior history is the same on both subintervals, which initial condition is applicable to the steady state ͑see below͒. In view of this the dynamical entropy may be written as
Both terms in the integrand are monotonic functions of the speed q 1 , the first decreasing and the second increasing, ͑i.e., high average velocities are increasingly unlikely͒. The velocity on each subinterval will most likely equal the average velocity on the total interval, in which case the integrand attains a maximum when
as can be seen from symmetry arguments or by differentiation. The fluctuations about the average speed may be expected to be negligible, so that the logarithm of the integral can be approximated by the logarithm of the largest value of the integrand, which gives
In words, for sufficiently large time intervals, the dynamical entropy scales linearly with time,
The absolute value is used here to signify the duration of the time interval; by dynamical reversibility the entropy has to be insensitive to the sign of . The dynamical entropy may be expected to decrease with time, ͑i.e., it is increasingly unlikely that a Brownian particle will maintain a given average velocity as the time interval is increased͒, and hence ss Ͻ 0. For small velocity fluctuations, one can write the entropy as a quadratic form
A simple ansatz that encompasses the short and long time behavior is
The quantity i , which reflects the initial conditions, could be replaced by any short-ranged, even function of that goes smoothly over to the linear behavior at longer times. In the equilibrium case, such as the fluctuations in thermodynamic variables treated below, the velocity following an excursion increases from zero to reach a steady state during which the extensivity argument is rigorously valid. In this case i accounts for the acceleration during the initial inertial regime. In the limit of long times, when the initial conditions have negligible influence, i ͑͒ can be neglected. Conversely, in a steady state, i ͑͒ is strictly zero. The limit of the inertial regime is
In a typical example, taking short = ͉ i /3 ss ͉ in Eq. ͑26͒ provided a reasonable fit to ͑͒.
As mentioned above, the quadratic form is negative definite, which means that the probability ဧ͑q ͉ ͒ ϰ exp S͑q ͉ ͒ / k B is well defined and normalizable. From the nature of Gaussian probabilities, one has the equilibrium fluctuation expression,
In view of this and the Einstein result, ͓͗q͑t͒ − q͑0͔͓͒q͑t͒ − q͑0͔͒ T ͘ =2D = ͉t͉, it follows that the diffusion tensor is related to the second entropy matrix by D = =−k B = ss −1 /2. The above result is valid for large time intervals. In the opposite extreme, the particle behaves ideally, and the entropy is
where M is its mass and T is the temperature; i =−M / T. This is the dominant contribution to the entropy at short times in what may be called the inertial regime.
B. Pinning potential
Now consider the case that an external potential acts on the Brownian particle to pin it in the vicinity of the origin,
Obviously U = is positive definite and ͗q͘ = 0. The entropy for the spatial macrostates, which may be called the first entropy, is now no longer constant but is given by
Technically, this is the total entropy of the system and a thermal reservoir of temperature T, with the exhibited term representing the loss of entropy by the reservoir.
8,10
Instead of labeling the dynamical macrostates by the average velocity over the time interval, they will now be denoted by the terminal positions, q ϵ q͑t͒ and qЈ ϵ q͑t + ͒. Technically, the variable qЈ labels a macrostate in the collective of macrostates called t + , and the variable q labels a macrostate in the collective of macrostates called t. Because these are different collectives, one can enquire of their joint probability ဧ͑qЈ , q ͉ ͒. Note that here the pair of macrostates is ordered, with this representing the unconditional transition probability q → qЈ over the time interval of duration ͉͉. ͑Macroscopic reversibility will shortly be invoked so that the order will not then matter.͒ The conditional and unconditional transition probabilities are related by ဧ͑qЈ , q ͉ ͒ = ဧ͑qЈ ͉ q , ͒ဧ͑q͒ϵ⌳ ͑qЈ , q͒ဧ͑q͒. The exponential of the dynamical or second entropy gives the transition probability.
The dynamical or second entropy can be written as a general quadratic form
The principle of dynamical reversibility implies that this must be symmetric function of qЈ and q, since transitions from q to qЈ must occur as frequently as transitions from qЈ to q. This means that A = Ј= A = , and that B = = B = T . ͑The matrix A = ϵ ‫ץ‬ 2 S / ‫ץ‬q‫ץ‬q T is also symmetric.͒ The dependence of the coefficients will be elucidated shortly. In view of this the second entropy may be rewritten as
A very strong condition is imposed by the reduction of the second entropy to the first, which is equivalent to the normalization of the conditional transition probability. Since the collectives are complete sets of disjoint states, the weight of the macrostate q is the sum of the weights of the intersections ͑qЈ , q͒,
In view of Eq. ͑31͒, this implies that
This result means that the right hand side has to be independent of . Now the dependence of the coefficient matrices will be obtained by making connection with the dynamical entropy for the free Brownian particle. In the absence of the pinning potential, the present expressions reduce to the previous expressions if A = = = ͑͒ / 2 and B = =− = ͑͒ / 2 . Hence in the diffusion dominated regime, where the pinning potential is weak, or where the motion is important, the coefficient matrices may be written as
and
This may be regarded as a small-expansion ͑except of course that the steady state contribution to ͑͒ is proportional to ͉͉, which is nonanalytic͒. If is not so small as to enter the inertial regime discussed at the end of the preceding section, then = ͑͒ can be replaced by ͉͉ = ss . The condition that the perturbing matrices a = and b = are relatively small breaks down in the limit ͉͉ → ϱ. This is the uncorrelated regime where it may be shown that A = → −U = / T and B = → 0.
Hence the results given below are valid in the regime intermediate between the inertial regime and the uncorrelated regime,
Inserting these expansions into the reduction condition, Eq. ͑35͒, to linear order the perturbation matrices must satisfy
Substitution of these results into the quadratic form for the second entropy gives it explicitly as
Here the term b = will be neglected compared to = ss / ͉͉ for small . The potential terms have to be retained because they are not small in comparison with the quadratic term when qЈ Ϸ q. The conditional transition probability is proportional to the exponential of this:
where other terms that are independent of qЈ have been incorporated into the normalization constant. The most likely position at the end of the interval given the position at the start occurs when the derivative of the second entropy with respect to qЈ vanishes,
Accordingly, the most likely average velocity is
For Ͼ 0 this will be the velocity in the future, and for Ͻ 0 this was the velocity in the past. The result says that most likely the particle will move from its current displacement to the origin, and that most likely that particle had moved from the origin to its current displacement, the origin being the equilibrium position. Since −U = q represents the force acting on the particle, and since = is negative definite, the result is equivalent to Stokes' law, namely, the velocity is proportional to, and in the same direction as, the applied force ͑at least in the future; see next͒.
C. Driven motion
Suppose now that a uniform external force F is applied to the pinned Brownian particle. The entropy for a position macrostate becomes
and the most likely position is the one that maximizes this. Evidently this is given by
which is to say that the pinning force is equal and opposite to the uniform force. The general quadratic form for the second entropy is
The reduction of the second entropy again yields Eq. ͑35͒, and also
neglecting higher order terms involving the perturbing matrices. Hence the second entropy may be written as
͑48͒
the terms involving = i / ͉͉ and ͉͉b = again being neglected.
Maximizing the second entropy with respect to qЈ, the most likely terminal position is
͑On the right hand side the pinning force at q has been used instead of that at qЈ, since to the leading order in which b = can be neglected these are the same.͒ The term in brackets represents the negative of the net force on the particle, and this equation says that in the future it will be driven toward its equilibrium position, and in the past it came from its equilibrium position. In both cases the particle travels a distance proportional to the net force and to the duration of the time interval. The most likely coarse velocity over the interval ͓0,͔ is
An interesting case is to set the pinning potential equal to zero, so that only the uniform force acts on the particle,
At first glance this equation appears paradoxical, because it says that in the past the particle was moving opposite to the applied force. Close observation of driven particle motion ͑e.g., electrophoresis͒ indicates that the particle always moves in the direction of the force. The paradox disappears when it is realized that in the absence of a pinning potential, the uniform applied force creates an equilibrium position at infinity outside of the system. In practice the experiments always begin from the nonequilibrium position with the particle placed in the center of the system. Hence the above formula is applicable for both future and past motion if the particle could fluctuate about its equilibrium position. If instead the measurements are concerned with the transient or steady approach to equilibrium, then the above formula is applicable only for Ͼ 0. One may define a drag force as proportional to the derivative of the second entropy with respect to velocity ͑in the absence of the pinning potential and the external force͒,
Note the appearance of 2T / ͉͉ in this definition. The reason for defining the drag force in this way is that the above analysis shows that when an external force is applied the most likely velocity occurs when
That is, the internal drag force is equal and opposite to the applied force. Explicitly this is
This is Stokes' law. The induced velocity is proportional to the applied force, and it has a component in the same direction as the applied force ͑since = ss is negative definite͒. This result also exhibits the reciprocal relations, since the dynamical entropy matrix is a matrix of second derivatives and is therefore symmetric. For example, the ratio of the velocity induced in the y direction to a force in the x direction is equal to the ratio of the velocity induced in the x direction to a force in the y direction.
IV. FLUCTUATIONS AND THEIR TRANSITIONS
Now, motivated by the Brownian particle, fluctuations in general are treated from the point of view of their dynamic transitions. It will be recalled that q represents the displacement of relevant observables from their equilibrium values, ͗q͘ = 0, and that the first entropy, which is the constrained entropy for a displacement, is to quadratic order,
From this it is evident that all of the preceding analysis for the pinned ͑and driven͒ Brownian particle may be applied to free ͑and forced͒ fluctuations with the formal replacement −U = / T ⇒ S = , where, here and below, S = is the first entropy fluctuation matrix. The quadratic form for the second entropy, Eq. ͑33͒, upon integration reduces in the present case to
The solution, for B in terms of A, is
the negative root being required. For large times, there can be no correlation between q and qЈ, and hence
Conversely, on small time intervals, B = ͑͒ϳ−A = ͑͒ + S = /2 + OS = 2 . Since the fluctuation must behave as a freely diffusing particle, one may write
͑59͒
where = ͑͒ϳ͉͉ = ss , for in the intermediate regime, and = ͑͒ → = i , → 0. ͓See Eq. ͑26͒ for an approximate ansatz for = ͑͒.͔ The perturbing matrices must satisfy
In the same limit one has
͑61͒
One can define the long-time scale as long ϵ ʈ = ss S = −1 ʈ. ͑62͒
The three preceding results hold for times less than this. With these expressions, the second entropy is to linear order in the first entropy matrix, and at small times,
The term 2 a = can be neglected in this regime. Since for small enough ͉͉, qЈ Ϸ q, the final term could be replaced by
͓S
͑1͒ ͑q͒ + S ͑1͒ ͑qЈ͔͒ / 2, but this is not done here. Invoking the coarse velocity, the dynamical entropy becomes
Beyond the inertial regime, or in the steady state, one can replace = ͑͒ by ͉͉ = ss . The inertial regime is delineated by
Differentiation of this form for the second entropy with respect to qЈ yields the most likely coarse velocity as
For positive this is the average velocity going forward from q, and for negative this is the average velocity leading up to q. Due to dynamical reversibility, these are the negative of each other. The discontinuity in the velocity at = 0 is clearly exhibited in this form, and the instantaneous velocity vanishes,
This discontinuity is only apparent because the above analysis cannot be applied for ͉͉ too small. In the inertial regime, ͉͉ Ӷ short , the analysis shows that q =− = i −1 S = q / 2. This says that the most likely velocity is zero at = 0, and increases smoothly and linearly from that point. Figure 1 shows a computer simulation of the decay of the fluctuation of the first energy moment of an isolated system. The simulation consists of a number of independent molecular dynamics trajectories followed both forwards and backwards in time. The starting points for the trajectories are taken from a Monte Carlo simulation using the structural probability given in I ͑Ref. 1͒ for a system with an imposed thermal gradient, but no preferential dynamics ͑i.e., the thermal gradient mimics that which would arise from a chance −3 , the temperature is 2⑀ / k B , the initial thermal gradient is 0.02⑀ / k B , the number of atoms is 500, the width is l x = 5.58, and the length is l z = 19.97. The number of Monte Carlo configurations generated was 500ϫ 4 ϫ 10 5 , with a pair of trajectories, each of 2 ϫ 10 3 steps, calculated every 50ϫ 500 configurations.
fluctuation rather than a steady state͒. It can be seen that the velocity is smooth at = 0, which confirms that in the inertial regime Ė 1 ϰ , as was asserted following Eq. ͑67͒. Beyond the inertial regime, within the accuracy of the simulations the first energy moment decays linearly with time, which is to say that the velocity is independent of the duration of the time interval. This is true for both the forward and the backward temporal directions. Hence on intermediate time scales there is a discontinuity in the velocity at = 0. These results confirm Eq. ͑66͒. Because the transition probability is proportional to the exponential of the dynamical entropy, the transition matrix may be extracted from the equilibrium fluctuations. From the Gaussean integrals one obtains
On not too long and on intermediate time scales this reduces to
͑69͒
Using the fact that ͗qq T ͘ 0 =−k B S = −1 , this may be written in terms of the coarse velocity, ͗q ͑t;͒q͑t͒
͑70͒
Differentiating both sides of the first equality with respect to and taking the limit that goes to zero shows that
͑These results use the fact that ͗q ͑t͒q͑t͒ T ͘ 0 =0 = , as follows from dynamical reversibility.͒ This enables the inertial mass to be determined from the velocity fluctuations.
On intermediate times scales, Eq. ͑70͒ must be independent of . The derivative of the left-hand side vanishes if, and only if, ͗q ͑t;͒q͑t͒
͑72͒
It also follows that the instantaneous velocity is constant in the intermediate regime,
Using these results, in the intermediate regime the transport coefficient may be obtained from a number of equivalent expressions,
The final form may be recognized as a Green-Kubo expression. The Onsager matrix for the transport coefficients is related to the second entropy matrix by
It ought to be clearly understood that the transport coefficient always exists, whether or not the intermediate regime exists. In other words, if a particular system at a particular state point should have short տ long , then one cannot use the above expressions to obtain the transport coefficient = ss and not all of the equalities between the various averages will be valid. In general ͗q ͑t ; ͒q͑t͒ T ͘ 0 will yield the transport function, = ͑͒, and it may be possible to extract = ss by fitting. ͑Of course if long is shorter than, or comparable to, the length of the simulation trajectory, then it would be necessary to take into account the influence of a = ͒. If the system is driven by an external thermodynamic force, then it achieves a steady state in which = i is identically zero, ͑and short =0͒. The flux in this steady state and at this state point is characterized by = ss .
V. CONCLUSION
The present analysis provides a proof of the Onsager reciprocal relations for Brownian motion. In this case velocity has to be treated explicitly, which necessitates the introduction of the second entropy for dynamic transitions. The second entropy was shown to be an extensive function of the duration of the time interval of the transition, and an explicit form for the time dependence of the transition probability was given, which enabled the most likely velocity of the driven Brownian particle to be extracted, Eqs. ͑43͒ and ͑50͒.
Beyond Brownian motion, the present analysis was applied to fluctuations of thermodynamic variables in general. The present explicit treatment of the dynamic transitions has at least one advantage over the original proof of the reciprocal relations:
2 whereas Onsager assumed that the flux was proportional to the force, Eq. ͑6͒, here that proportionality was proven as a consequence of the quadratic nature of the second entropy, Eqs. ͑3͒ and ͑66͒. Additional features of the present results are that they show explicitly the coarse discontinuity in the velocity at = 0, and the independence of the reciprocal matrix from the duration of the time interval in the intermediate regime. The analysis also delineates explicitly the intermediate regime, and gives expressions for the transport function outside of the intermediate regime.
One might expect the concept of second entropy introduced here to be generally useful. In the third paper in the present series on steady state systems it is applied to the problem of heat flow.
APPENDIX: RELATIONSHIP WITH LANGEVIN AND WITH FOKKER-PLANCK
The motion of a Brownian particle may be described by Langevin dynamics 11 mq ͑t͒ = F͓q͑t͔͒ − mq ͑t͒ + R͑t͒, ͑A1͒ which is for a particle moving in one dimension with position q, mass m, applied force F͑q͒ =−UЈ͑q͒, and friction coefficient = mD / k B T =−m /2T. The random force is ␦-correlated, ͗R͑t + s͒R͑s͒͘ =2mk B T␦͑t͒. For a time step dt, it is Gaussian distributed, ဧ R ͑R͒ = e −R 2 /2 R / ͱ 2 R , with
Using this as a transition probability, it may be shown that the time evolution of the corresponding probability density satisfies a Fokker- where the limit dt → 0 has been taken. Here q = ͕q , q ͖, q = ͕q ,−q + F͑q͒ / m͖, and ‫ץ‬ / ‫ץ‬q = ‫ץ͕‬ / ‫ץ‬q , ‫ץ‬ / ‫ץ‬q ͖. In the high friction limit, one can take q Ϸ 0, and hence the Langevin equation becomes q ͑t͒ = 1 m ͓F͓q͑t͔͒ + R͑t͔͒. ͑A3͒
Again using this as a transition probability, it may be shown that in this limit the 
͑A4͒
Invoking a coarse velocity, q = ͓qЈ − q͔ / dt, the highfriction Langevin equation gives the stochastic force as R =−F͑q͒ + m͑qЈ − q͒ / dt. Hence the probability distribution of R corresponds to the conditional transition probability ဧ͑qЈ ͉ q , dt͒ ͑which fact was used to derive the FokkerPlanck equations͒. Accordingly, one can readily confirm that the gaussian stochastic force distribution corresponds to the second entropy expression for the transition probability, where terms of order dt have been neglected at the second equality. This agrees with Eq. ͑41͒. This shows that Langevin dynamics in the high friction limit for small times and small changes in displacement corresponds to the present second entropy expression for the transition probability in the intermediate regime. It may be shown by direct evaluation that the second entropy transition probability inserted into the probability evolution equation ͑equivalently Liouville's theorem͒ yields Smoluchowski's equation.
