To all the members of the Applied Electromagnetic Group (UBA) that I had the pleasure of working with, and from whom I have always learned more than I have been able to teach. Silicon, the chemical element with atomic number 14, has become the most popular material in the information-technology revolution. Gordon Moore's observation that transistors were shrinking so fast that their number on a microprocessor chip per unit area would double over a period of time ≈two years (Moore's law) governed the exponential improvement that made it possible to have smartphones that are millions of times more powerful than all the combined computing that in 1969 allowed humans to travel through space, land on the Moon and return safely to the Earth. Today it is clear that the doubling of Moore's law is coming to an end. With faster and faster electrons moving through smaller and smaller silicon circuits, overheating has been found to be a problem, and when chips began to get too hot the beginning of the end started. The problem has been temporarily solved by continuing with the doubling, but limiting the speed of the processors in order not to generate too much heat. However, if the doubling continues, in less than a decade the size of transistors will reach the limit of 2-3 nanometers, that is, the size of ten atoms in line. In this scale, quantum uncertainties will affect electron behavior, thus making transistors unreliable.
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Contents
The search for alternatives to today's silicon technology has driven research in areas such as quantum computing, spintronics and low-dimensional materials. This book deals with the third area of research mentioned above, and is devoted to the interaction of electromagnetic radiation with graphene, a single atomic sheet of carbon in a hexagonal lattice, considered the first strictly two-dimensional material. The isolation and characterization of graphene in 2004, which resulted in the Nobel prize in physics being awarded to Andre Geim and Konstantin Novoselov in 2010, fueled the discovery of other two-dimensional materials, such as boron nitride, transition metal and gallium dichalcogenides, and led to an explosion of research and development activity in the electronics and photonics of flat materials and devices with the potential to provide alternatives to silicon technology.
Apart from its remarkable thinness, graphene is a zero-band-gap semiconductor with conductivity tuned by either electrostatic or magnetostatic gating, and it can support highly confined surface plasmons with tunable dispersion. The remarkable electronic and photonic properties of graphene make it attractive for the development of tunable nanoelectronic and photonic devices that are potentially relevant for on-chip elements such as light sources, photodetectors, sensors or optical modulators. While many graphene applications have been designed to exploit the planar ultrathin configuration, others rely on the properties that emerge when graphene sheets are stacked into structures that are still very thin, but definitely 3D.
This book was written in the same way I would teach a course at graduate or advanced undergraduate level on rigorous macroscopic description of the interaction between electromagnetic radiation and structures containing graphene sheets, and assuming a course in electrodynamics developed from Maxwell's equations as a prerequisite. To comply with the purpose of the IOP Concise x Physics collection-keeping the text short while providing an introduction to the topic-I have chosen to present only canonical problems with translational invariant geometries, in which the solution of the original vectorial problem can be reduced to the treatment of two scalar problems, corresponding to two basic polarization modes. This choice excludes other significant problems, such as the Mie-like solution for the scattering of electromagnetic radiation by a graphene sphere, which can be considered the paradigm of a 3D graphene particle, but includes the analogous solution for the scattering of electromagnetic radiation by a graphene wire of circular section, which can be considered the paradigm of a 2D graphene particle.
The first chapter provides a summary of the topics of macroscopic electromagnetism which are essential to understand the approach used to model the electromagnetic response of graphene, such as the distinction between free versus bound charges and currents, the formulation of constitutive relations in the frequency domain, the constitutive properties of graphene described by the Kubo model for the graphene surface conductivity and the boundary conditions in the presence of graphene layers. The electromagnetic analysis of graphene structures associated with different degrees of symmetry is given in subsequent chapters, starting from geometries exhibiting two-dimensional continuous translational symmetry, such as the single flat and homogeneously doped sheet (the Fresnel problem, chapter 2) and the graphene planar waveguide (chapter 3), and then moving on to geometries with two-dimensional continuous translational symmetry along the graphene sheets and one-dimensional discrete translational symmetry along the normal direction (1D photonic crystals, section 3.4), before continuing with geometries with one-dimensional continuous translational symmetry along one tangent direction on the graphene sheet and one-dimensional discrete translational symmetry along the other (perpendicular) tangent direction on the graphene sheet (graphene gratings, chapter 4), before finally arriving at structures that keep the one-dimensional continuous translational symmetry along the wire axis, but do not have any translational symmetry in the plane perpendicular to this axis (graphene covered wires, chapter 5). Taking into account the fact that since the advent of photonic metamaterials exhibiting magnetism at high frequencies, many well-established optic laws for conventional (nonmagnetic) materials now have an exception, the theoretical expressions in this book are given for materials with non-unity magnetic permeability. However, for reasons of concision, very interesting phenomena, such as negative refraction and propagation in zero index or backward surface waves, have not been investigated in the examples.
I really enjoy computational physics and I always try to include computational problems in my courses. In order to study the nature of the Universe, a physicist needs numerical answers and although in the past it was not easy for non-programmers to get into some type of computing environment, nowadays we have excellent tools, such as the Python language, which makes numerical calculations accessible to any science student, even those who have not attended a computer science class. Therefore, many figures in the book are accompanied by Python scripts, which I hope will generate discussions about physics, rather than programming.
I hope the book will be useful for advanced undergraduate students, postgraduate students and postdocs interested in the rigorous macroscopic description of the interaction between electromagnetic radiation and two-dimensional materials. Comments and suggestions will be very much appreciated. Chapter 1
Electromagnetics of graphene
This chapter summarizes the aspects of macroscopic electromagnetism that form the basis of this book. The emphasis is placed on topics that are essential to understand the approach used to model the electromagnetic response of graphene, such as the distinction between the bound charges and currents associated with atoms or molecules and the free charges and currents associated with external sources; how the bound sources are described in terms of polarization and magnetization densities; the formulation of constitutive relations in the frequency domain; the Kubo model for graphene surface conductivity, the form of the fields in piecewise homogeneous materials; and the boundary conditions in the presence of a graphene layer.
Macroscopic electrodynamics
The electromagnetic field can be described as the combination of electric and magnetic fields produced by charges and currents, i.e. electrically charged moving objects. Due to the microscopic nature of matter, all matter is an ensemble of discrete charges dispersed in free space or vacuum, and bound charges and currents are induced in a material in the presence of electromagnetic fields. Macroscopic electrodynamics can be formulated starting from the fundamental laws of electromagnetism in vacuum. However, this formulation involves the description of the very complicated and granular microscopic sources, and the drastic variations in space they produce on the microscopic fields. In order to avoid such problems, macroscopic electrodynamics is instead formulated in terms of averaged fields and sources, which describe the behavior of fields and sources measured with an instrument of macroscopic dimensions. All averages are performed over a sufficiently large scale, much larger than individual atomic sizes so as not to see 
(1.1)
where = r x y z ( , , ), t denotes the time, E denotes the electric field, D denotes the electric displacement, B and H denote the magnetic fields, and ρ and J denote the free charge and current volume densities, respectively, that is, the free sources not associated with any particular atom or molecule. Since magnetic terminology can be confusing-magnetic induction and magnetic field are used in the literature to describe either B or H without distinction-conventional names for B and H are avoided in this book. Taking into account the fact that E and B appear in the Lorentz force acting on a point charge r q t ( , ) travelling at velocity v r t ( , ),
Lor the fundamental electromagnetic quantity, E and B, may be therefore called primitive fields, while D and H are macroscopic fields induced by the presence of material interactions and may be appropriately termed induction fields. Macroscopically averaged bound charges and currents are described in terms of the polarization density P r t ( , ), representing the electric dipole moment per unit volume, and the magnetization density M r t ( , ), representing the magnetic dipole moment per unit volume. The macroscopic bound charge density ρ r t ( , ) b and bound current density J r t ( , )
Constitutive relations
The use of D and H has the advantage that only the free sources, not the bound ones, appear explicitly in equations (1.2) and (1.3), that is, in Maxwell equations involving the sources. However, the information about the bound sources given by 1 , and c is the velocity of light in vacuum. The behavior of P and M under the influence of the fields results from the microscopic structure of the material. The equations describing this behavior are known as constitutive relations. In some cases the determination of P and M in terms of E and B can be derived from first principles, using the tools of condensed matter physics, whereas in other cases this determination is based directly upon measurements. Constitutive relations can be symbolically expressed in the following form [1]:
(1.10)
[ , ].
(1.11)
For conducting media, i.e. media that generate an electric current in the presence of an electric field, it is sometimes convenient to split J , the current volume density not associated with any particular atom or molecule, into an external current density J (ext) that is associated with external sources, and an induced current density J (cond) that is associated with the conduction carriers:
In this case, a generalized Ohm's law
must also be given. Square brackets were used to denote that the connections between the induced and the primary quantities are not necessarily simple. For example, these connections may include the dependence of D and H (or equivalently, of P and M ) on E and B at other locations and times. The study of constitutive relations provides a basis for the classification of media using certain criteria, such as distinctions on the basis of linearity versus nonlinearity, isotropy versus anisotropy, homogeneity versus nonhomogeneity, spatial and/or temporal dispersion, and so on [2] . Some of the most common materials have a linear response to applied fields over a wide range of field values. The constitutive relations for a linear medium are generally nonlocal with respect to both space and time and can be written as [2, 3] :
(1.14)
3 EB EB Graphene Optics: Electromagnetic Solution of Canonical Problems are second order tensors. Temporal nonlocality refers to the fact that the induction fields D and H (and therefore the induced sources) at time t depend on the values of E and B at all times ′ t previous to t. Similarly, spatial nonlocality refers to the fact that D and H at location r depend on the values of E and B at neighboring locations ′ r . While temporal nonlocality, a consequence of causality [4] , is a widely encountered phenomenon that must be accurately taken into account, spatial nonlocality can play a significant role when some characteristic length scale in the medium is short with respect to the wavelength, but can usually be neglected for visible light or electromagnetic radiation of longer wavelengths [5] . Restricting ourselves to linear, spatially local materials, the constitutive relations take the form:
(1.16)
( 1.17) EB EB
From the time domain to the frequency domain
In equations (1.14) and (1.15), spatial and temporal nonlocality are displayed as convolutions between constitutive tensors and fields. Thanks to the convolution theorem [6], constitutive equations are more conveniently handled in the domain of the angular frequency ω and the wavevector k, the Fourier conjugate variables for the time coordinate t and the space coordinate r, respectively. For spatially local materials, only the angular frequency ω is relevant. After taking the temporal Fourier transforms of equations (1.16) and (1.17), the following frequency-domain constitutive relations can be obtained 
Constitutive relations of graphene
Graphene is a single layer of a graphite crystal. It consists of a single atomic layer of pure covalently bonded carbon atoms arranged in a two-dimensional (2D) hexagonal lattice structure. Each carbon atom has six electrons surrounding its nucleus, two in the inner shell and four in the outer electron shell. Of these four electrons, three are bound with the nearest-neighbor atom electrons and create the strong chemical bonds that make graphene one of the strongest materials known to man, whereas the other electron in the outer electron shell of each carbon atom is delocalized on the whole graphene layer [9]. The energy band structure of the delocalized electron determines graphene's conductivity. While in non-conducting or semiconducting materials the full valence band and the empty conduction band are separated by an energy gap, there is no gap between the conduction and valence bands in pure graphene. Thus, pure graphene can be regarded as a zero-gap semiconductor. Similarly, while in metals the valence band is partially filled, in pure graphene the Fermi level lies at the point where the conduction and valence bands meet (the Dirac point). Thus, pure graphene can be regarded as a metal with an empty valence band. This duality between the zero-gap-semiconductor picture and the metal-with-an-empty-valence-band picture makes graphene particularly interesting for applications in many photonic devices that require conducting but transparent thin films.
The duality between semiconductor and metallic behavior can be controlled by tuning the position of the Fermi level from the Dirac point, either by chemical additions, or, more easily, by using the electric field effect [10] . For example, when a constant voltage (the gate voltage) is applied between graphene and a metallic layer, separated by a very thin insulator, the resulting electrical field will modify the quantity of conduction carriers and thus graphene's electrical conductivity. For a given polarity of the voltage, that is, for a given direction of the dc electric field, the conduction band fills up, which means that electrons are added to the system. For the other polarity, the number of electrons in the valence band is reduced, which means that holes are added to the system. Graphene constitutive equations can be well described using the Schrödinger-equation-based methods of condensed matter physics. In 1947, more than half a century before its deliberate fabrication, the electronic structure of graphene was explored and its unusual properties were demonstrated by P R Wallace [11] . The motivation of his work was to use a single-layer formalism as a starting point to determine the electronic properties of bulk graphite. Using a band theory of solids with a tight-binding approximation, Wallace was able to explain many of the physical properties of graphite.
A relevant result from Wallace's pioneering study is the fact that in graphite electronic currents only take place in layers, in other words, along a graphene layer.
Graphene Optics: Electromagnetic Solution of Canonical Problems
Therefore, a logical choice for incorporating a graphene layer into Maxwell's equations is to model it using concepts such as conductivity surface, sheet resistance or surface impedance. These concepts are widely applied in microwave electronics and antenna theory when thin films are considered as 2D entities [12, 13] , or when the current J (cond) in conducting boundaries is confined to such a small thickness just below the surface of the conductor that is equivalent to an effective surface current K ([1], pp 354-6 ). For a linear and isotropic conductivity surface, the coefficient of proportionality σ ω ( ) linking the surface current and the tangential component of the electric field along the plane of the sheet is called surface conductivity. In this case, the 2D analogue of the constitutive equation (1.25) is written as
(1.30)
The inverse of σ ω ( ), the coefficient of proportionality linking the tangential component of the electric field and the surface current along the plane of the sheet, is usually called surface impedance ([1] , pp 354-6, [14] ). In this book we deal with situations in which graphene exhibits a local, linear and isotropic response.
As an alternative to the infinitesimally thin current sheet model, a homogeneous film of finite thickness δ can also be used to simulate a graphene layer [15] , with the current ω K evenly spread through the thickness of the film. The volume current density ω J (cond) is then δ = 
