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Introdução 
:.i este trabalho, mostraremos resultados de exist.ência. e unicidade da soluçã.o pa.ra 
um sistema de equações diferenciais parciais utilizadas para descrever o movimento 
de um fluido viscoso e incompressível no qual há cultura de microorganismos que 
têm a tendência de nadar na direçã.o \·ertical ( esramos considerando o caso de um 
domínio onde o fluxo está submetido à a.ção de forças gravitacionais). Neste caso. 
podem ser gerados gradientes de concentração de microorganismos na cultura que 
podem ocasionar conYecçào no finido (este processo é chamado de bioconvecç.ão). 
Levandowsky e outros [T] e Moribe [1-±] discutem a fundamentação biológJca 
e física para tais equaçOes e também apre:oentam algumas descrições qualitati\·as 
baseadas em argumentos intuiti,·o:;. 
Em termos mais precisos, as equações a serem estudadas neste trabalho, e que 
chamaremos de Equaçõe.s do Ff.uxo Bwconcect.i·f'o Gt.nerali:arlas. são as seguintes: 
~~ - 2 div(~( c)D( u)) + tt. v u + Vp ~ -g(l + pc)x + J, 
div u ~O, (0.1) 
àc . De 
- - " 'c+ u.V c+['- ~ O em (O T) x O ~ ·~ . a~ , . . .. 
. -\qui, são utilizadas as seguintes nota(;ões: 
a O C !R3 é um domínio limitado e representa a região de escoamento do fluido. 
Denota-se âO a fronteira de 0.. 
1 
• u(x, t) E JR3 denota a velocidade do fluido em um ponto x = (x1 , x2, x3 ) E D, 
e instante t E [0, T], onde O < T 'Õ +oo. 
• p(.1.:, t) é a pressão hidrostática no ponto x e instante t. 
a c(x, t) representa a concentração dos mrcroogamsmos no ponto x E D e ms-
tante t. 
• p( ·) > O é a viscosidade do fluido . 
• e é a constante que indica a taxa de difusão dos microorganismos. 
• g é a intensidade da aceleraçã.o da gravidade (suposta constante). 
• f representa uma força externa dada. 
• x é um vetor unitário na direçào verticaL isto é.\'= (O, O, l)t. (Ou seja. o 
sistema de coordenadas é colocado de tal forma que as forças gravitacionais 
?..gem na vertical). 
e [" denota a "l.'elocida.de média de natação dos microorganismos, na diret;ào 
verticaL 
• pé nma constante positiva. dada por p = !!.!2.. -1, onde po e Pm são a densidade 
Pm 
de um organismo e a densidade do fluido de cultura, respectivamente. 
Nas equações acima.. \,.6. e d1:v representam os operadores gradiente, La.pla-
c:ano e divergente, respectivamente: u.Vu indica o operador de convecção, cuja 
3 f) 
componente i-ésima em coordenadas cartesianas é dada por (u.Vu), =Lu; ·::)u,. 
J:;=l C T_; 
A expressão 
1 
D(u) = l(Vu + (Vu)') 
representa o tensor taxa de deformação. 
Fazendo c= (gp)- 1m e p = q- gx3 , J..L(c) = v(m), (0.1) se reescreve como 
~~- 2 div(v(m)D(u)) + u..Vu + Vq = -mx + J. 
dlV u =O. 
fJm fJm 
àt - a:::.m + u.Vm + [t- éh_
3 
=O. em (0. T) X íl. 
( 0.2) 
);este trabalho queremos consldera.r o fluxo bioconvecti\·o em uma regiáo 
limitada, porém com o bordo nào completamente rígido. :\felhor dizendo. queremos 
que uma parte da fronteira seja a.herta {como um vaso sem tampa. por exemplo). 
Esta situaçáo pode ser modelada. matematicamente como se segue: 
O sistema de equações (0.2) será considerado juntamente com as condi(~ões 
seguintes. Seja ôD = S u r. onde S é a parte rígida da fronteira. e r é a parte 
livre da fronteira {neste trabalho estaremos supondo de s e r são independentes 
do tempo). Denotemos por n(.r) = (n 1 (.r). n-2(.r), n3(.r)) o vetor norma.l unitário 
i) 
exterior no ponto x E 80. e -3 a. deri\·ada nonEal sobre ôfl. Exigimos então as n 
seguintes condições iniciais e de contorno: 
u =O sobre (O,T) x S, 
u.n =o sobre (0. T) X r. 
v(m)[D(u)n.- n.(D(u)n)n] = b, sobre (0, T) X r. 
/)m ( , f)n - U mn.3 =O sobre O, T) x i:IQ. 
u(O) = u0 , m(O) = m0 . em Q. 
( 0.3) 
As condições (0.:3h) e (0.3c) sào as chamada.s condic:õe::; de escorregamento 
(slip conddio-ns) para a velocidade do fluido e s~o frequenr.emente utilizadas para 
modelar condições de fronteira liYie em fluidos (veja. Joseph [4]). Em particular. 
(0.3c) corresponde a atribuir à componente tangencial do vetor de tensão um valor 
determinado b1 ( x) satisfazendo b1 ( x) .n.( x) = O. Ü m caso especial, porém muito 
frequente e importante. é a.quele em que b1(:z:) é identicamente nulo. 
Observamos também que (O.lc) correspondente à equação de conservação 
d . d à dt c+ dtv.] =o, X E n, t >o, com dt ::::::: ât + u.V e o fluxo dos microorganismos 
dado por J::::::: -8'\lc + Ucx.. Assim, (0.3d) estabelece a condição de fluxo nulo em 
cada ponto .r E &D. 
As equações clássicas de Fluxo Bioconvectivo correspondem ao caso particular 
de ( O.l) em que a viscosidade f-l é constante (no decorrer de este trabalho chamaremos 
este caso especial de Equações Clásstcas de Bioconvecção). Kan-On, :.iarukawa e 
Teramoto [.S] fazem uma análi:'lf> matemática do caso clássico, porém com condições 
de fronteira elo tipo Dirichlet para a velocidade, o que exclui o ca.so de vasos abertos. 
Eles obtêm resultados ele existência de soluções. tanto para o problema estacionário 
qnanto para o problema de evolu(~à.o. 
:\"este trabalho estaremos interessados no caso generalizado. e bastante mais 
nà.o linear. no qual a. concentração de microorganismos afeta a viscosidade do fluido. 
~este caso. o sistema de equações (O.l)(ou (0.:2)). assim como no caso das chamadas 
Equa.(;ões de Boussinesq Generalizadas, Lorca e Boldrini [9], [11]. apresenta um 
grau maior de dificuldade. quando comparado ao ca.so clássico (p, constante). Isto(~ 
devido. em parte. a.os termos não Lineares que aparecem no opera..dor di v( v(rn )D( u) ). 
Qctanto às condições de fronteira que aparecem em (0.3), elas se apresentam 
nos artigos de Solonnikov e Scadilov [20]. e também em 'Yiulone e Salemi [16]. em 
um contexto de equações clássica.s de Navier-Stokes (isto é viscosidade constante). 
Dessa forma, a obtenção dos nossos resultados dependerá da adaptação e 
combinaçl.o das técnicas u:sadas em Kan-On. ~arukawa e Teramoto [.S], Lorca e 
Boldrini [9j.:Ll]. Solonnikov e Scadilov [20]. e ~'lulone e Salemi [16]. 
Enfim. a organização do trabalho se dará. na seguinte forma: 
Ko Capítulo 1 (Preliminares) fixaremos a notação a ser empregada e recor-
daremos resultados conhecidos que serão posteriormente utilizados. 
:\o Capítulo 2 estudaremos a situação estacionária, isto é, o caso em que as 
4 
variáveis envolvidas independem do tempo. 
No Capítulo 3 estudaremos o problema de evolução. Obteremos resultados 
de existência de soluções fracas e também mostraremos um resultado de existência 
de soluções em um sentido forte, locais no tempo, bem como a unicidade para tais 
soluções. 
i\ o Capítulo 4 a. partir dos resultados ohtidos no Capítulo :3, deduziremos um 
teorema. de existência global no tempo. 
Os nossos resulta.dos serão obtidos atra\'és da utilização de técnicas de Galerkin. 
Ressa.lr.amos também que cada capítulo a partir do segundo contará com uma pP-
quena introduçã.o na qual faremos comparações com resultados anteriormente con-
hecidos. Fina.lmente. queremos indicar que. como é usual em trabalhos envoh·endo 
estimativa::> em equações diferenciais parciais, também neste trabalho C' denorará 
uma constante positiva genérica dependendo somente de f1 e dos da.dos do proble-
ma.. Somente nos c<tsos em que for necessário distinguir certa.s constantes é que 
utilizaremos outras letras para denor.a-las. 
Capítulo 1 
Preliminares 
~':este ca.pítulo fixaremos a notação a ser utilizada e recordaremos alguns resultados 
qne ser?..o empregado:~ na análise das equn.ções (0.2) - {0.:3) nos próximos capítulos. 
Por simplicidade de exposiçào, ao longo deste trabalho vamos sempre supor 
quP 0 Ç JR:3 é um domínio limit.<tdo. pelo menos de cla.sse C 3. Esta hipótese poderia 
ser eventualmente relaxada. 
Denotaremos por LP(Q) para. 1 :::; p < CC·. o espaço de Banach de funções 
Lebesgue integráveis com as normas tcsuais: 
lu!,~ (i, ju(x)j'dx) 1/p. 1 'Ô p < = e !ui=~ sup ess !v(x)j. 
xen 
No caso p = 2, L 2(D) é um espaço de Hilbert separável com produto interno 
(u, 1') ~ j u(.r)r(x)d.r ~ j t u,{x)v,(r)dx. 
n n i==l 
Po.rcsimplicidade de notação. denotaremos I· l2 = 1·1-
Quando B é um espaço de Banach, U(O, T; B) denotará o espaço das funções 
com \·alores em B. definidAs em (0. T) e que são LLintegrá.vel no sentido de Bochner, 
6 
com as normas usua1s: 
r 
T l >/o 
lluiiLo(o,T;B) = _lo jju(t)jj~dt 
llullr~(o.T;B) = sup ess llu(tllla. 
tE(O,T) 
Quando B é reflexivo, o dual topológico de U(O, T: B) se identifica com o 
espaço de Banach LP(O, T; B'), onde B' é o dual topológico de B e ~ + ~ = 1. 
p q 
Para m 2: O e 1 ::; p < co consideraremos os espaços de Sobolev: 
wm·'(í!) = (u E JP(í!); D"'·' E L'(í!), Vic•! S m}. 
com a norma jju)jmp = [J1m jjD"u(t)jj~,(n)] >/p 
Quando p = 2. usaremos a notação padrão w·m·P(fl) = Hm(0..). 
' Denotamos por ~F 1 -9'P(Jf1) o espaço de traços sobre 8fL correspondente a 
V\.ll,P(Q). Tal espaço será equipado com a norma: 
1-,1 ,_,, =inf{llvllvvkP(fi):vE VVl.P(f1),v='"': ' IV p· \&o., '' • . - ' sobre 8D} 
~o caso p = 2, denotaremos W 11°·2(8í!) = H 112(8í!) (Adams [I]). 
Y denotará o subespaço fechado de l 2 (f!) que consiste das funções ortogonais 
às constantes, isto é, 
Y =(f E L2(í!) lo f(x)d.r =O} 
e também 
B = H 1 (í!) n Y. 
A seguir recordaremos alg1.ws resultados envolvendo espaços de Sobolev que 
ser.io nsa.dos no decorrer do trabalho. 
í 
-------
Lema 1.1 (Desigualdade de _Poincaré-Friedrichs). Seja :E Ç 8!1 uma parte 
da fronteira, tal que a medida superficial de :E é estritamente positiva; então existe 
uma constante positiva C11 (que depende somente de D) tal que: 
[ui<:; Cn[Vu[. para todo u E H 1(íl), com u[~ =O. 
Lema 1.2. Existe uma constante C11 , tal que: 
.io.l:::; Cn!Vo[. WEB=Hr(íl)nY 
(Veja ~lorrev[lí]). 
Lema 1.3 (Imersão de Sobolev). Seja 51 C Jftv um domínio limitado com 
contorno àD localmente Lipschitz. Sejam m. n números inteiros e p nrn número real 
com O :S n. ::.; m. e p 2: l. Então sào contínuas e densas as incLusões seguintes: 
com 
l l m-n p(m- n) ;'\', se < 
q p •V 
q E [!.x) se p(m- n) - N. 
q = .:JC se p(m- n) > X 
Além disso. a inclusã.o de ~ym,P(ft) em VVn·'(D) é compacta para cada. 1 :S s < q. 
com q definido acima. 
Também. se m.p > ~V e k: é o maior inteiro 
inclu:sões compactas 
(wja Adams [ll.p.9T). 
m -.·V 
ta.l que O < k < 
p 
têm-se as 
Seja agora an = S U r com S e r disjuntos. Supondo que 5 e r sejam 
suficientemente suaves, definimos: 
H(fl) = (u E (C 00 (fl))3 :u]s = O,u.nlc = 0), 
H(fl) o fecho de if(fl) com respeito à norma !I I!HIOI· 
.-\qui 11 ·IIH[IJ) denota a norma dada por: 
1/2 
[[u[]H(P.i =[h Vu: V'udx] = [(vu. Vujpf2 = [vu[. (1.1) 
Dada u : !.l --+ IR? com a regularidade adequada. definimos o tensor taxa de 
deformação por 
1 
D(u) = 2(vu + (vu)'). 
Também definimos 
f f 3 Ou âu âr· dv 
(D(u.).D(u)) = loD(u) :D(v)dx = lo.,'f;}ax: + a,.:l(ax: + a,.:)dr. 
Assim. (D(u).D(u)) = f D(u): D(u)d.c =o [D(uil'· 
.ln 
.-\ seguir. enunciaremos alguns teoremas e lemas que serao utilizados nos 
capítulo::; seguintes: 
Lema 1.4. (Desigualdade de Korn). Existe C, tal que: 
[[u[[H(OI = ]V'u] 5:: c[D(u)], \lu E H(fl). 
(Veja Solonnikov[20]. p.l9l). 
Como uma consequência do Lema 1.4, temos o seguinte resultado: 
Lema 1.5. Existe ~f tal que: 
9 
Notemos então, que em H( fi,) as normas j\7uj_e ID(u)J são equivalentes. 
Denotamos por 
C;")!!)~ {f E (C;"(!1)) 3 ' div f~ O} 
e então tomamos 
X(!!)~ o fecho de C;:'"(íl) em (L2(!1)) 1 . 
Sabe-se que: 
'L 2 '01)3 - "(0) :c G'(~) l \-- 1, -.'\. -·- _ r l!. 
onde 
G(!l) ~{"'E (L'(!1)) 3.co ~ \'q.q E H'(!!)} 
(Veja Temam [21]). 
Também necessitz:remos elos seg11lntes espaços: 
)(!!) ~ {u E H(íl). di v u ~O} 
e 
J0 (0) = o fecho de J(!1) na norma dada em ( L.l). 
Consideremos agora as aplica(;óeo; 
e 








B,(u. o. u) ~ (ct.Vo.u) ~i L u,(x)((àó)/(Oc;))(.r)~'(x)dx . 
. íl J=l 
Sà.o formas trilineares bem definidas com as seguintes propriedades: 
Bo(u.t'.lc) = -Bo(u.rc,u), Bt(u,cj;.·!j_!) =-Bl(u,w,ó). 
Biu .. c·.·u)=O e B,(v. 6, 6) ~O. (Ll) 
Denotaremos por P a projeção ortogonal de U(0.) em )((0.). 
Consideremos agora o operador A definido como a extensão de Friedrichs 
do operador simér,rico P~. com domínio D(A) = {u E .10 (0.) n H 2 (D.):D(u.)n-
n.(D(u)n)n!r = 0}. Res11ltados importantes sobre este operádor A. cujas demon· 
strações podem ser encontrados por exemplo em Rionero [11]. páginas -!18--!81. são 
apresentados no seguinte lema: 
Lema 1.6. O operador de Stokes A_= -P!::. (extensão de Friedrichs) com domínio 
D(A.) ~ {u E .!0 (!1) n H 2(!1): D(u)n- n.(D(v)n)nlr ~O} é um operador autoad-
junto, definido positivo, com inversa compacta A-1 :X--+ X. 
Assim, por um resultado de análise funcional, A tem uma seqnência {a,} de 
autovalores posi tívos a 1 > O. 0: 1 _S a 2 :S ···,o-, --+ oc, e as correspondentes a.uto-
funções {w'} formam um conjunto ortonormal completo em X e também formam 
um sistema ortogonal completo em .J0 (D) e .J0 (D) n H 2(D) e satisfazem D(u:').n-
n.(D(w1 )nlnlr =O. 
11 
Seja agora P a projeção ortogonal de L2(D) ------t Y. 
Analogamente ao anterior, consideremos o operador A 1 definido como a ex~ 
tensão de Friedrichs do operador simétrico P.0.., com domínio D(At) = {:.p E 
Y n H 2(D): B~:.p - C n_3 y = O sobre 8f1}. O lema seguinte contém resultados sobre Ôn. 
.4 .. 1 , análogos aos obtidos sobre A e apresentados no lema anterior. Estes resultados 
foram provados por Kan-On; Nar11ka.wa e Teramoto [.J], páginas l-)0~1-i2. 
Lema 1.7. O operador A1 = -P~ (extensào de Friedrichs) com domínio D(.-it) = 
{ y E y· n H 2 (0): fJ~r.p- Cn_1y =O sobre tJO}. é um operador autoadjunto. definido 
un. 
positivo com inversa compacta. .. 
Portanto, .4. 1 tem uma. seqnência {31} de autovn.lores positivos . .3;---+ x. e as cor-
respondentes autofunções { 6'} formam um sistema ortonormal completo em r··. 
O lema seguinte será usado no Capítulo :3, Sua demonstração pode ser efet-
uada em forma análoga a Lorca. Boldrini [11]. 
Lema 1.8. Seja l.' E .l0(f1)n(H2(0.))3 e consideremos a decomposição de Helmho!tz 
de -~v. isto é. 
-0v =Av+ Vq. 
onde q E H 1(D.) e in (jdx =O. Então. existe C> O e para todo:::> O, existe C" 
positiva. tais que: 
e 11<111. s; c:.4ul. 
Também necessitaremos das projeções ortogonais seguintes: 
12 
e 
P . L'(n) " ( •1 •2 "n) n · l~ --+ iYln = q; ,q; , ... ,rp . 
Outros resultados que frequentemente usaremos nos próximos capítulos, são 
os seguintes: 
~·ecessita.remos da Desigualdade de Yonng: Sejam a 1 b E IR com a 2: O. h 2: O 
I I 
e sejam p. q E IR tais que l ::; p < :x e - --:-- - = L Ent.ão. para todo ~ > O. tem-se 
p lj 
Também precisctremos do 
Lema 1.9. (Gronwall). Seja. f(t) uma função absolutamente contínua. nao ne-
gati\·a. em [0. T]. qt:e sat.isfa.z. pa.ra. quase todo t. a seguinte desigualdade diferencial 
f' (f) S o(t)f(t) + c·(t). onde óUI e r.:.·(t) são funç6es integráveis. nào negativas em 
lo. TI. Então. f(t} :S up Ud o(<)dS)[/(0) +I~ c-(s)dS] pa>·a todo O :S t :S T. 
r ma demonstração deste último' resultado pode ser encontrada, por exemplo 
em H ale [:l]. p. :36. 
A seguir. enunciaremos mais um lema que será usado no Capítulo :3. Sua 
dE'monstração pode ser encont.rada em Lorca e Boldrini [11], e é uma consequência 
do Lema de Gronwall. 
Lema 1.10. Sejam ..p e ~~~ fnnções positivas t.<lis que 
ç'(t) ~ <;.U) < Cç3 (t) + h(t)ç(t) + f(t), tE [D.TJ 
co( O) Ço 2 ll. 
onde h(-) e JC) são funções positivas e contínuas. Considere T1 , O < T1 ~ T, tal 
que: 
1T, J,' , /,T' [ (3) C [2,;0 7 2 f(r)dr]·ds + h(s)ds <;:; ln ::; . .o o .o ~ ~ (U) 
Então, pa.ra todo tE [0, Tt], 
,;(I)+ f' ~·(s)d.; < 2(,:0 + f' f(s)ds). 
.lo _fo ( U) 
Fir:abnent.e. como é usual neste contexto J.e eqnac:óes associadas às ecpJaçOec-
de :;\c.vier-Stokes. para simplificar a. notação nào distinguiremos notacionalment.e 
funções escalares de funções a valores vetoriais. 
Capítulo 2 
O Problema Estacionário 
2.1 Introdução 
:\"e-ste capítulo analisaremos o caso estacionário correspondente ao problema (0.:2). 
(O :3).A concentraçã.o total de microogranismos na cultura será fixada corno a> O .
. -\prcsenta.remo-; um resnlta.do df' existêncirt de soluções (generalizadas) do 
problema. via a técnica. de aproximação de Galerkin com a ajuda de argumentos 
sobre pontos fixl)s. Estudaremos também a unicidade das soluções obridas. 
A seguir faremos alguns comentários sobre problemas relacionados ao nosso. 
O trabalho de Kan-on, ::-.íarukawa e Tenmoto [5] nos mo:stra a análise de 
um modelo de fluxo biocorn'ectivo clássico, (isto é, com viscosidade constante) e 
condições de contorno de Dirichlet para a velocidade do fluido. Eles obtêm soluções 
generalizadas, usando um teorema de ponto fixo (Princípio de Leray-Schauder [6]). 
Ctilizando resultados de regularidade Lad_yzhenskaya [G]. :\Jizohat.a. [13], eles também 
conseguem mostrar a existência de solu(;ões fortes. Para obter taJ:-; resultado::;, Kan-
on . .\larnknwa e Teran.10to [5] supõem L: suficientemente pequena. 
O presente trabalho generaliza os resultados de 1\:a.n-on. 1\arukawa e Teramoto 
[.3], no sentido de permitir viscosidades dependentes da concentraçà.o de microorga-
m:;mo.~. Conm nos result.ados de [.1]. trtmbém precisaremos supor[- pequena. 
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Por outro lado, Lorca e Boldrini [9] obtêm resultados de existência e unici-
dade de soluções fracas para o problema de Boussinesq Generalizado (isto é, com 
viscosidade e coeficiente de conductividade térmica dependentes da temperatura) e 
condições de contorno de Dirichler para a velocidade do fluido, usando aproxima-
ções de Galerkin e argumentos de pontos fixos. Adaptaremos técnicas matemáticas 
utilizadas em [9] ao nosso problema. 
Queremos chamar a atenção para o fato de que uma das dificuldades para se 
obter soluções mais reg1tlares em nosso modelo. assim como nas equações de Boussi-
nesq Generalizadas. é a de estimar os termos não lineares de maior ordem. Faremos 
isto, com a ajuda das estimativas para a pressão associada à uma decomposição dt> 
Helmholtz adequada. 
2.2 Existência de Soluções Fracas 
O problema. a ser considerado nesta seção é o seguinte: 
Dado o> O. achar (u 1 m) tais que: 
-2dic·(v(m)D(u)) + u.Vu + \'q = -m.x +f. 
di v u =O, 
am 




(2. 1 I 
u =O sobre S, 
u.n =o sobre r, 
v(m)[D(u)n- n.(D(u)n)n] = b1 sob1e f, 
8m. r a~- [: n.1m =o .~obre àf!. 
an 
h md.r = u. 
Para facilitar a análise do problema. vctmos introduzir a variável: 
(2.2) 
onde ma denota uma possível soluçã.o para a concentração no Problema {:2.1)- (:2.:2) 
( o subíndice indica apenas que a exigência de que a massa total de- microorganismos 
é o). Assim. 
Consideremos também a função 
~ mch =O. 
r. 
c 
E(:r) = C.,exp (ax3). 
oc.de a constante C::. é escolhida de modo que h E(x)dx =a. 
:\otemos que 
-Bt!.E + LiààE =O em il, 
. X3 
fJE 
--Un3E=O dn sobre âil. 
Portanto, o problema (2.1)- (2.2), escrito em t.ermos das variáveis u em torna-
se: 
e 
-2dzu(v(m. + E)D(u)) 7 v.V'v ~ V(q 7 fEl= m. y +f, (2.:3) 
di v u =O, 
em D. (:2 +) 
u =O sobre S, 
u.n = O sobre [, 
v(m + E)[D(n)n- n.(D(u)n)n] = b1 sobre r. (2.õ) 
Õm 0-- Un3 m =0 àn sobre ôf!. 
[o md.r = O .
. -\ seguir precisamos esclarecer o que entenderemos por soluções fracas do 
problema acima.: 
Definição. Dada f E X(O). um par de funções (u, m) E J 0 (0) x B é chamado uma 
sol-u.çiío fraca de (2.:~) - (2.-5). se são válidas as seguintes identidades: 
2(v(m + E)D( u). D(e)) + B0 (v..n. v)+ (m.\.t')- 2 f b1 vda =!F l"), (2.6) Ir 
Ô0 
O(vm.Vo)+B1 (u..m+E.o)-U(m,-8 )=0. (2.'1 ,z;3 
para todo (e, o) E J 0(fl) x B. 
Recordemos que Eu e Bt são a.s formas trilineares dadas em (1.2). 
Observemos que para u,·v E J 0 (D) e q E C 1 , 
J,i-2div(v(m)D(u)) + 'Vq]'Pdx = 2(v(m)D(u).D('P))- 2fr b1 . .,dS. 
De faro. 
Lí-2diu(v(m)D(u))+'Vq].pdx = 2 j v(m)D(u) ''Vçdx-2J (v(m)nD(u)) . .,dS+ j qn.çdS. 
. .. n an . .Jo 
Sabemos que: 
1 ( ( )' 1 ' 
'Vç = l 'V ,c+ vç ) +:i i 'Vi'- ('V\')). 
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onde a primeira parcela corresponde à parte simétrica de V~.p(isto é, D(~.p)) .. Logo, 
como D( u) é uma matriz simétrica temos que: 
1 D(u.): Vpdx = 1 D(u): D(:p)dx. 




= .ln[ln.[q!- 2v(m)D(u)]n.)n).(p.n)ndS 
+ i,)[qi -2v(m)D(n.)]nl -ln.[q! -2v(m)D(u)]n.ln].lç- (ç.n)n)dS. 
Assim. pelas condições de contorno para u. e considerando u, 'P E .!0 • q E C 1 . temos 
qne: 
j [-:?dt>c(v(m)D(a)) + Vqlyd.r r. . 
= 2(v(m)D(n),D(:p)) + 2},-v(m)[D(u)n- n.(D(u)n)n].,cdS 
=2(v(m)D(u),D(\"))-2frb,.ydS. 
Também aplicando integração por partes obtemos que: 
f -B:-.m. 6 dx + j u
8
ffm ó dx 
.Jr1 r! X3 




x+ ln_3mtp -"· 
o ao n n x3 &o 
à 
= ej 'Vm. V6 d.r- U f ffi~dx 
o .lo 8x3 
Com respeito a. tais solw~ões. nesta seçào pronuemos o seguinte resultado· 
Teorema 2.1. Seja v contínua e assumamos: 
v0 = inf{v(m).m E IR}> O. Vt = snp{v(m.),m E IR.}< +x:. (2.8) 
Sejam f E X(11) e~ < (Cn)-1 , com Cn a constante de imersão de Sobolev que 
aparece na desigualdade de Poincare-Friedrichs. Então existe uma solução fraca do 
problema (2.:3)- (2.5). 
Prova: Fixemos bases de Schaude~ (u))f'. de ] 0 (D), e (~J)f'. de B. 
Agora, para cada n E F'v'. consideremos as aproximações de Galerkin: 
n 
nn(.r) =L Cn, 11L'J(_r;) 
J=l 
sa.tisfa.zendo o problema aproximt1do: 
·J( (-" + E)D( ") D(-')) ' B ( " "-,I ' (-" _,, __ v m _ u. . w , 0 u ,u .te ---: m .y,w J 




Assumamos primeiro a existe-nciade (ur.., m"). para todo n E Jl\·- (tal existência. 
será provada posteriormente) e demonstremos que, ao longo de subsequências. ela:s 
convergem para uma solw)io do problema. Para isto, será necessário obter estima-
tivas para os gradientes das incógnitas. 
:'vlultiplicando (:2.9) por C.n. 1 e somando em j de 1 até n. obtemos: 
2( v( m" + E)D( u"). D( u")) + B 0 ( u", u", u") + (m"-x, u") -




Similarmente, multiplicando (2.10) por dn,t, somando em e de 1 até n e adi-
cionando E ao resultado, temos 
(2.121 
:\ otando que B0( un, un, u.") = O ( 1.:3) e fa.zendo uso da desigualdade de 
Hôlder juntamente com (2.8), segue-se que: 
2voiD(u")l 2 5': 1·-· "' 1·· "l · ·'fr' 'dI ,\m · \·U J+ j,'U -;-_ u1 11 .(T 
c 
'/" 
< lm'llu'l + 1/llu'l + 2c(f) U bido). -ID(u.')l. 
Das imersões de Sobolev e das desigualdades de 1\.orn (Lema 1.4) e de Young 
se deduz que 
Similarmente. temos 
BI'Vm"l' 5': B]vm"II'VEI+UCn]vm'I'+UC0 ['Vm"i !vE]. isto é 
1e- UCnJI'Vm"l' 5': (B+UCnJ'IvEI' e-r·c, · · (2.H) 
210- UCo.)v0 
.:VIultiplicando (2.1:3) por /5 =-:-' ') · e somando com (2.1.±). obtemo:-; 
3 Cn~· 
4 (0-UCo.)vo 'I' ( rc I ~·· ( I' 11 11" I 1'1 -3 CÃ·• ID(u I·+ e- ' c. I'Vm 1- õ: c, I! + b, ii•~>tn+ v E-. (2.t.J) 
.. 
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Notando que ~- < (Cn)-1 e considerando € >O, tal que e= min{l, 
4(8-UCo)v6 , 
3 C2 , ,B-úCn},temosque: . n Y 
I(ID(un)l' + !'Vm:"l'l 'S C,(l!l' + llb,ll~·nrrl +'V E!'), isto é 
ID(u")l 2 + I'Vm"!' 'S C'(!fl' + l!b,ll~•i'r) +I 'V E!'). (2.16) 
Portanto. a seqüência {(u". m")} é limitada em .J0 (D) X B. 
Agora, do fato que .]0 (0) é compactamente imerso em);:" e B é compactamente 
imerso em Y. podemos e~colher uma subseqüênria de {(u'"·. m")} (ainda denot.ada. 
por {(un_m")}) e elementos 11 E .lo(ll).m E E. tais que: 
11." -----+ u. fracamente em .10 ( O) e fortemente em X. 
In" -+ m, fracamente em E e fortemente em Y. 
Ainda ma.is. podemos supor que 
D(u")--"' D(u) fracamente ern L 2(\1). 
V(llf")-----+ V(m) fracamente ern U(O). 
I--to é suficiente p;-ua pa.ssa.r ao limite quando n converge para +x em (~.9) 
e (2.10) e entào obter: 
2(v(m + E)D(u.).D(wi)) + 8 0(u.u,u.:') + (m.x.w') 
-1 J lh11Pda =(f. wJ). 
-( - -/! . (- aJ/) 8(Vm, V o) -T B1(u. m + E.o)- L' m, fJx
3 
=o, 
par a todo J. t E p.;. 
De fato. é conhecido que nas condições acima tem-se 
Bo(un.,un,w)-Bo(u,u.~w): VwE.Jo(D), 
n~~u· .m"".o)- !3J(u.,rn.6). \:/<f; E B. 
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(2.]7) 
(Veja Temam [21]). 
Também observamos que: 
(v(m" + E)D( un ). D(wi)) = (D( un), v(m" + E)D( w')) ~ (D( u), v(m + E)D( u·i)) 
(v(m + E)D(u), D( u/ )) 
já que v(mn +E) D(wJ) -----" v(m + E)D( w1 ). forte em e(n) em virtude do Teorema. 
da Convergência Dominada de Lebesgue. 
Como as seqüências {u)} e {Óe} sào completas em .!0(\1) e B, respectiva-
mente. usando (2.17). concluímos que (u .. m) satisfaz (2.6). (2.7). Portanto, (u.rn) 
é a solução fraca. requerida. 
Falta ainda provar q1.:e o sistema não linear (2.9). (2.10) tem soluçào parfl. 
todo n E 1!\'. Faremos isto. utilizando o Teorema do Ponto Fixo de Brouwer. de 
maneira similar a Lorca, Boldrini [9]. 
Seja VVn o subespaço gerado por { tc 1 .... , 1i-'n} e seja }vf,. o subespaço gera-
-l -n . 
do por {0 , ... ,0 }. Para cada (:::,Ç) E Hn x 11{1 • consideramos a única soluçi'i.o 
T(::,Ç) = (u.rn) E ~Vn x ;VJn das equações linearizadas: 
2(v((' + E)D( u), D( uP)) + Bo( z, u, w') + ( m.\. u·') -
(2.18) 
-1 -e. iM ( -1) B(\lm,\16)+B1(z.m+E.6)-[ m,ax, =O, (2.19) 
para l -::; j. E-::; n. 
Este é um sistema de 2n equações lineares para os coeficientes das expansões 
O sistema (2.18), (2.19). tem uma única solução porque o sistema homogêneo-
associado, tem uma única solução. De fato 1 se (u, m) é solução do sistema ho-
mogêneo, multiplicando (2.18) por c1 e (2.19) por de, e somando j e R de 1 até n, 
obtemos 
2(v(( + E)D(u). D(u)) + B0(z, u, u) + (m. \· u) ~O, 
r• B . - -) Ü (•) ·)') \.orno 1 ( ::. m. m = . ___ l torna.-se 
Assim. (8- UC0 ) >O implica que IVmr:! =O. isto é, m é constante. 
:\f as. como r md.r = o. então m = o. 
'" 
Logo. na equa.çào (1.:20), como B0 (::, u.11) =O em= O. temo.<:> que: 
(2.20) 
(2.21 1 
Por outro lado. para o sistema (:2.18). (2.19), obtemos o mesmo tipo de esti-
matiYa que aquela em (2.16), isto é, 
Assim, (2.18) e (2.19) definem uma aplicação conrínua T atuando de um 
Cü!ljllnt.o conYexo e fechado F={(::,() E ~Vn X -tin;(ID(.::il~ + !VÇf) :S Ft} nele 
mesmo. Portanto. pelo Teorema. do Ponto Fixo de Brouwer, concluimos que a 
aplicação T possui pelo menos nm ponto fixo, que é a. solução de (2.9), (2.10). 
L~:q completa a prm·a. do Teorema 2.1. O 
2.3 Existência de Soluções Fortes 
Nesta seção apresentaremos um resultado que fornece soluções mais regulares que 
as obtidas anteriormente. Aquí a principal dificuldade é a de estimar os termos nã.o 
lineares de maior ordem presentes nas equações. Para. fazer isto, precisaremos de 
estimativas para a pressão associada. à decomposição de Helmholtz. 
Teorema 2.2. Seja b1 = O. f E X(íl) e suponhamos que v seja de classe C 1 e 
satisfa.z (:2.S). Entáo. pa.ra c· suficientemente pequeno. existe uma solução forte do 
nroblema (:2.:3)- (:2.-j). ist.o é. existe (u. m) E {.J0 (D) n H 2(D)) x (Y n H~(D)). tal 
que: 
P[-2dn,-(v(m + E)D( u)) + u. Vu + m.\- f]= O em L'(rl). 
- [ .i'Jml p -e::,.m. + u.V(m. +E)+(. ô.r.J =O 
Prova: Provaremos este resultado utilizando a equivalência da norma dada pelo 
operador de Stokes A (respectivamente o operador At) e a. norma (Jo(D) n H"(!1)) 
(respect.iva.ment.e a norma (Y n H 2(!1))). 
Consideremos as aproximações u/' e mn, construidas como na prova do Teo-
rema 2.1. mas utilizando bases espectrais, isto é, utilizando (W1)r' = (u/)~. onde 
(wJ)~ são as autofunções de A. e (;p1 )f' = (<bj)f, onde (dlj)r' são as autofunções de 
.41. 
Observamos que para. esta. aproximações valem todas as estimativas obtidas 
na. seção anterior e que para elas valem automaticamente as condições de contorno 
requeridas. com b1 = O. 
Em seguida mostraremos que a sequência ( un, rn:n) construida desta forma é 
limitada em H 2 (0.)_ 
2:) 
Multiplicando (2.18) por O'jCj, (2.19) por f3tdl! e somando em i e e de 1 até n, 
obtemos 
-2(div(v(Ç + E)D(u)).,4u) + B0 (z, u, Au) + (ni:.x, Au)- (f, Au) =O, (2.22) 
(Para B0 e B 1 dados por (1.2)). 
Csando a identidade 2dic·(v(B)D(t')) = v(B):'.v + 2v'(B)\'BD(t·) em (2 22). 
temos qlte: 
-(v(Ç+E):'.u.Au) = -B0(z.u.Au)-(m.x.Au)+(f.Au.) 
+(2v'(Ç ~ E)\'(Ç + E)D( u). Au). (2.2') 
Agora .. da decomposição de Helmholtz. sabemos que existe q E H 1(D) tal qnt" 
-~u = Au + Vq. e temos 2. estim.:tti\·a 
(., ·n 
---)f 
Portanto, (2.2-±) torna-se 
(v(Ç + E)Au. Au) = -B0 (z, u .. 4u)- (m.x. Au) +(f, Au) 
~z(v'(( +E)\'((+ E)D(u). A.u)- (v(f + E)\'q. Au). 
Em virtude cla.s d,..~Lgua.ldéldes de 1\.orn e Hõlder. da.s imersões de Sobole\· f' 
de (2.8). ob1;emos 
v0 !Aul' < Co!D(zi!!Aul' + C'niA1m!IAul + 1/IIAu.j 
+2V:(U,ç, -1\'EI,)!.-lttl'l + l(v(ç + E'>\'q. Au)l (2.26) 
.onde 
v; = sup{lv'(r)l, r E IR}. 
Observemos que 
(v(<+ E)'Vq, Au) = -(q, div(v(Ç + E)Au)) = -(q, (v'(Ç + E)'V(Ç + E).4.u)). 
já. que Au E H~. 
Assim. 
j(v((-'- E)\'ii. Au)) < v;!iil<i'V(Ç + E)j.,l.4ul 
< cv;(IA,ÇI +IV EI,JII<i!hiAul. (2.2<) 
Combinando (2.:2.)) - (:2.21). segue da desigualdade de Young que 
(2.28) 
Similarmente, pelas desigualdades de Hõlder e Korn, das imersões de Sobo)e\· 
em (:2.:2:3). obtemos 
\luitiplicando (2.28) por 6 = 
(2.29). obtemos: 
vo -:2C\~ (8 - c·Cn) e somando o resultado com 
4~; (e- UCo)]Au] 2 +~(e- UC0 )].4,ml' S 
') 
h(C',fi.4:] 2 + )A,ç]' +]'V El~i!Aul' + .:_1!1'1 + C,]Awl'(].4,ml 2 +]'V Elil 
v o 
ToP..1anclo f" tal que ~- < l C'!! )- 1 e considerando € >O. f= min{L 
, 
v,j " ['C' ) 1 (" ''(' )} 
-==J( a - ·' n ; :) v - ~· r. , temos que: 
-!C o -





Assim. em (2.:30) queremos determinar R de modo que se 
' ' I'"'- I,, 'I' <R ]f1.Z, . .,_lc, _ • 
Isto é. R2 -+- (2'1'V E', 2 - _!c)R ""-I 'V E I'-+- I fi'< O. ' ' 4 c l ,-\ 0 I , -
Logo, 
R 'S }1(1/C- 2!'V Eiil - [21v E I;- l/Ci'- "I I v E li+ 1!1 2 Ji'1l 
[' 
Observemos qne V E = fi E·:.;: . .-\ssim, para c· e ]fi suficientemente pequenOs. 
e 
e obtemos assim um va.lor conveniente para R. 
Consequentemente. T é uma aplicaçã.o contínua atuando ele um conjunto 
convexo e fechado F= {(z,Ç) E W" X M": IA=I 2 + IA1Ç[ 2 'S R) nele mesmo. 
Portanto, podemos escolher nma seqüPnrÍ.'l (u.n. ;;.'·")limitada em H 2 (0..) sa-
tisf'a.zendo (2.9). (2.10). Isto prova o Teorema. :2.2. O 
Observemos que o Problema (:?.3)- (:?.5) é equivalente ao Problema (2.1)-
(2.:2). Portanto. os resultados obtidos para (-u.rn). também valem para (u,m). 
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Além dis.so, existe uma única função q (pressão) em H 1(D) n LJ(D), onde 
L6(íl) ={h E L2 (íl); (h, 1) = 0}, a qual satisfaz 
-2div(v(m)D(u)) + u.Vu + +m.x- f= -'Vq. 
(veja Temam [21]). 
Finalmente. ob~en··emos que o re~ultado sobre a positividade da concentração 
estabelecido por Ka.n-On [.SJ. exatamente com a mesma demonstra.ção. também ,·ale 
no nosso problema. Isto é. vale o seguintr:: 
Lema 2.1. (Positividade da concentração) Seja (u.ê'<. qç,. m.ry) a solução do problema 
(:2.1). (2.2) dada no Teorema 2.2. então m.Çf(.r) >O para todo :r: E O. 
2.4 Unicidade de Soluções 
:\"esta seção apresentaremos um resultado de nnicidade para soluções pequenas. 
Teorema 2.3. Suponha que v é Lipschitz contínua. Então, se (u, m) é uma solução 
fraca do pcoblema (2.:3)- (2.5). de modo que ()D(u)j + jA1mj + j\7Ej 4)) é suficien-
temente peq11ena. ent.ào tal solução é única .. 
u 
Lembremos que v E= e E.x. logo se queremos IV El4 suficientemente pe-
queno. precisamos ter U suficientemente pequeno. 
Prova: Sejam ( u t. m t ). ( u2 • m 2) dnas .soluções fracas de ( 2.:3) - ( :2.5). tais que m 1 , m 2 
:-;à o funções de ( H 2(0.) n Y) e satisfazendo a condi<;ão de pequenez enunciada acima. 
Sejam 
então z E }0 , tp E (H2 (0) n Y) e (z,rp) satisfaz as seguintes equações: 
2(v(m,)D(z), D(w)) + 2((v(m,)- v(m2 ))D(u2), D(w)) + B0 (z, u,, w) 
+B0(u 2 .z.w) + (-;q,w) =O. ( 2.:31 I 
e( ~· ~o) ' B (· m ' E ~) + B (u- co o)-!' ( • do l -O vy,v T 1 _, .,, '"" 1 2·r·. • Y·a.r
3
)- · 
V,L. E .Jo(D). VoE L 2(D). 
Fazendo. u· =::e 0 = -A. 1y em (2.:31), obtemos 
2v0 W(z)j 2 S: )2(( v(m,) -v( m,))D(u 2 ), D(z )) + B0 ( z, u,, z) + ( ç. \. z I! 
( 2.:)2) 
para C1 constante, tal que: 
)v( c)- v(s)l S: (\!r- sj. Vr. sE !R 
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Assim, tomando U tão pequeno que~- UCr~ >O, temos 
c, 1 
Agora, assumamos que (B _[,"Co) ID(uz)l < 2· Entã.o 
j,'lt,col s r e -~~Cr.) (!Atmt! +IV E!,JID(o)l. (2:H) 
Já que IYico ~ CIA 1.ç! e combinando (1.:32). (2.:3.±). ternos que: 
!D(o)! S Co [ 1 (c Cl 1 ' - j.c mEl IID(· )I .c CnCn(l ' - l.c e {·c· lr ;-·-qml. I" 4 U.z,, ·) .'i.tm·l 1 • vo(--~rll -
Assim. se 
Co (ctC(IAtmtl +!v Ej,)jD(u,)j + CnCn(IAtmtl + jv E,',)) (e r'C' ) . , . - ., vo - _, o -
Co 
+-. -jD(u,)l <L 
2vo 
temos que 
!DI=I! = IAt,col =o. 
Portanto, como z E J 0 (f1) e r.p E (H2(f1) n Y) (isto é, f ydx = 0), segue-se ln 
que ::: =O. :.p =O em fl. 
Capítulo 3 
O Problema de Evolução 
3.1 Introdução 
\'este capítulo, vamos estudar o problema de e\·oluçào para as equações generalizadas 
de biocom·ecçã.o. 
Como o nosso interesse é o de estabelecer relações entre soluções não esta-
cionárias e estacionárias. nos restringiremos a e:otudar casos de evoluçào nos quais a 
força externa atuante é independente elo tempo. 
Iremos estabelecer basicamente dois resultados: um deies envolve a existencia 
de soluções fracas, o outro. a existência local e a unicidade de soluções fortes em vizi-
nhanças pequenas de soluções estacionárias suficientemente regulares (como aquelas 
obtidas no capítulo anterior). Em particular, se tomarmos a solução estacionária 
trivial ·u01 =O, met =constante positiva, teremos resultados de existência de soluçOes 
suficientemente pequenas. Isto será feito via aproximações ele Galerkin utilizando 
argumentos de perturba.çã.o em torno da solução estacion~ria fix2-. 
Observemos c~ue em [.j], Kan-On. :\"aruka.wa. e Teramoto obtêm nma solur:ao 
fraca para o caso clássico com condições de Dirichlet na fronteira para a velocidade 
do fluido e condições mistas na. fronteira para a concentra.çào. Aqui, analisaremos 
o caso generalizado. com condiçües mi'ltéts na fronteira tanto para a. velocidade do 
:)2 
fluido como para a. concentração. 
Neste capítulo adotaremos as notações do Capítulo 1 e também considerare-
mos D um domínio limitado de JR3 , de classe C 3 . 
3.2 Existência de Soluções Fracas 
Consideremos o Problema (0.2). (0.:3) com uma. concentração inicial m0 , satisfazendo 
( mod.r =o> O .
. ;n 
Seja (uc:t.Cf0 • mo) a solução do problema estacionário (:2.1). (:2.:2) correspon-
dente ao valor ele o e obtida no Teorema :2.1. 
Argumentos análogos ao do lema 2.1, mostram que uma solução (0.2)- (0.:3) 
tem concent.ração m correspondente satisfazendo k m(.-:c t)d.r =o:. para todo t 2: O. 
Como dissemos na sec:;ão anterior, estamos interessa.dos na relação entre soluções 
estacionárias e as de evoll:1;ão. Assim. formularemos as equações em termos de per-
turba.çóes em torno da solução estacionária. (u. 0 • q'X. m 0 ) fixada acima. 
Consideremos as muclanças de variáveis: 
t' = u. - u .. ). 
'I) = m - m._~· 
Em termos destas variáveis, as equações se reescrevem como: 
àr i!t - 2div(v( ry + rn 0 )D( v)) - 2dw(v(ry + m,)D( u,)) 
di v'(;'= O, 
Ô'J fjv 
v, + n n ' n , ['-'' - 0 
--rJ....).rj l'.Vfj..L.I'.V'frL·Til_~·\1'/T i) . 
rJt ' ,. .r3 em (0. T) x íl. 
:n 
(:3.1) 
v= O sobre (O,T) x S, 
v.n =o sobre (0, T) X r, 
v(~+ m,)[D(v + Uo)n- n.(D(v + ua)n)n] = b, sobre (O. T) X r. 
"i)ry ,. 
,--unn =O 8n ., 3 sobre 10. T) x àíl. 
v·ID) = l'o, ~(O)= ry,,. o I . c "' ,. em ... para v0 . !Jo) '-- -"- X i • 
.-\gora. para buscar urna formulaçào fraca devemos proceder como é usual. 
Observamos então que. assim como no Capítulo '2, considerando as condiçôes dP 
d d I ·3 ·J) I ·H) t - · contorno a as em - __ e --- . emo~ que. 
Analogamente, 
Portanto. 
-2ldivlvlry + m.,)l.w) + I'Vq,w) 
= 2(v( 'l + rn::, lD(v-:-- 11"'), D( w)) 
-2 r v(v1 + m,,)[D(u + u 0 )n- (n.Div· + uJn)n!."· dS ~ . 
= 2(v(q + m(>)D(t' + u,.), D(w))- 2 { b1 u: dS. Jr 
2ld•v·(v(m 0 )D(u,),w)- (Vq0 , w) 
= -2(v(ma)D(un),D(w)) +2fr /,., W dS. 
-2(div(v(v) + m 0 )),w) + ('ilq.w) 
+2(dn•(vlma)D(u0 ),w)- ('V h w) 
= 2(v(ry + mn)D(v + Un), D(w))- 2 r b, tu dS Jr 
-2(v(mn )D(u,), D(w)) + zfr b1 w dS. 
= 2lv( rJ + rn _, ).0( v+ u,.,), D( w)) - :2( u( m_,)D( u_, 1. D( u;)) 
:34 
1•3.2) 
Portanto 1 mesmo tratando-se de um problema não linear, a dependência 
explícita de b1 não aparecerá na formulação fraca. 
Assim. adotaremos a seguinte definição: 
Definição: Gm par de funções (I.'. ry) é chama.do uma solução fm.ca de (:3.1)- (:3.:3) 
se,. E L'(O,T;.J0 (rl)) n L~(ü.T:X):1 E I'iü,T:Bi r, r~(o,T:Y) e (c.1) satisfaz 
as seguintes identidades: 
2(v(mc. )D( ua), D( w)) + Bo( u. v. w) + Bo( c·. U.,y, w) + Bo( tta, v. t.L') = 
em D'(O.TI. para todo u: E .J0(fl) .. 
(~;.o)+ f1(\rl. V o)+ B 1 (v.ry.ó) + B1 (v, m0 • 6) + 
L._ 
·( Ô<JJ) B,(u,.ry.o)-[ ry.-:;- =Ü. 
o.r:3 
(.J i) 
em D'(O. T), para todo 9 E E. Recordemos que B0 e B1 são as formas trilineares 
dadas em (1.2). 
Como no c<tpítnlo anterior. a;;;snmiremos que 
O< Vo <v( r)< 1/t < +x. para todo r· E IR. 
!\esta seção prO\'aremos o seguinte resultado: 
:~.) 
Teorema 3.1. Sejam f E X(f2) e v contínua satisfazendo (3.6). Seja (uo-, q0, mo-) a 
solução do problema estacionário, obtida a partir do Teorema 2.1 e correspondente 
a o:= 1 m 0 dx. Entào, seU é suficientemente pequeno e se ID(uo-)l e IV"mo-l sào 
n 
suficientemente pequenas, de modo que 
(3.7) 
onde c depende a.penas de n, para todo par (uo, 'lo) E X X Y. existe uma solução 
fra.ca (r.ry) de (3.1)- (:J.:l). Além disso. 
Prova: Como no capítulo anterior. fixaremos bases de Schauder (w1 )~. de .!0 (0). 
e (01 )f. de B. 
Construiremos uma soluçào fraca de (3.1)- (3.;3), usando as aproximações de 
Galerkin 
" 
r•"(t.T) = :Lcn.j(l)u/i.r): r)"(t..r) = :LJ, 1(t)o\r) 
J=l f=C 
sa.tisfazendo o pwblema aproximado: 
•• n 
( Olj -e B(" , .,-c) B ·' , -1) B ( n ~~) B ( n -() Ôt . CJ ) + v '7 . v 9 + 1 (L , f/ , <P + 1 V , m"', (]) + 1 Uu. '7 , O 
-U .,-j''. ~(j) I =o. ( 
a _,\ 
âx r ) · (:3.!0) 
:36 
(3.!1) 
para todo 1::::; j_f::::;; n. Aqui, Pn e P são projeções ortogonais sobre VVn, o subes-
paço gerado por { w1 , ••• , n•n}. e }v! 11 , o subespaço gerado por {-;p1 , •.. , ;p'}, respec-
tivamente. 
Para cada n. (:3.9) - (:~.111 é um sistema. de :2n equa.çoes nao lineares par?.. 
os coeficientes cn.]' dnf com condições iniciais cn.) o) = ( Uo- wl ). d,_e( o) = ('lo- C/ J. 
j.l = l, .. .. n. 
Este problema de valor inicial tem uma solução maximal definida num in-
tervalo [0. t 11 ). As estimativas seguintes. mostram na verdade que podemos tomar 
Assim. multiplicando (:3.9) por Cn,1 , somando com respeito a j e notando que 
B0 (t·"·. c". L' 11 ) =O, obtemos: 
Analogamente, em (:3.10), obtemos: 
Devido a. (:3.6) e pela desi~nr.ldade de HO\der. segue-~e o_ne: 
1 dl "I' ID' ")I' 2. tv·--:,2v0 (v~ S .jvliD(u.ol! ID(c")I+)D(uo)llu"l~+lry"llv"l 
1 d I' I ,. 
--lry" ·~0,\'1(.- < 2 dt . . ' ' "I In I I "I ' 1 'I "' '' "' , c· 4 v mêi rJ 4 --;- - 'I i , , n . 
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Das imersões de Sobolev e desigualdade de Young, aplicando às desigualdades 
acima, temos que 
: 11r:"l + 2vaiD(u")!' < CI(!D(u,)l
2 + jry"j' + CaiD(u,)I'ID(v")l', (:3.12) 
Somando as equações (:3.1:2). (3.1:3), segue-se que 
< C'(ID(u.,JI' + lry"j' + (ID(uoll' + lvm,I 211D(v")( 
Fazendo ID(tto-)l, IV mo-! suficientemente pequenos. de modo que 
IID(u 0 )! 2 + 1Vm0 j 2 ) <~-obtemos 
( :l.l:l I 
Integrando de O até t. aplicando a desigualdade de Gronwall e notando que 
IIPn!l:::; l. !!P,[I:::; 1, segue-se que 
!v" I'+ jry"!' ~ Vo L ID(v"ll' +e L !vry"l'ds <: G(t), 
onde G(·) é uma função contínua e limitada independente de n para todo t. Logo, 
podemos tomar t, = T. 
:\ssim. c. sequência (r", r/'') é limitada em L2 (0,TjJ0(0)) n Loc(O,T:X) x 
I'(O. T: E) n L ~(o, T: Y). 




(il,(u, m), w) = 2(v(m)D(u), D(w))- 2 { b1udS, Ir 
(F(u,v),w) = B0 (u,v,w), 
(H(m)_ w) = (m- x, w), 
(il(m),o) = B(vm, \76)- e r ~;n odS- C (m ~0-) + U r __ mn,dS. ko un ulJ hn 
(F(u. m). 6} = Bt(1J. m. o). 
Ctilizando os argumentos de Lions [8], consideremos as projeçàes ortogona.i~ 
anteriores. P~.· e P,.,. como opera.dores em L(Jo(D),.lo(O)) e L(B,B), respecti\·a-
fh_; n Ôr( 







+F(v".u,)+F(u.,.v")+H(ry"))·. em J0 (rl)'_ 
onde Pn~ é o operador adjunto de P,. 
à " 
ry ~p ( "( ") F( " ") ' F( " ) ' F( ")) B' ât =- n .'"1..(j + v .T/ ,- u ,rnc."'"' tl-cx.IJ em , 
onde P: é o operador adjunto de P n· 
(3.! -1) 
(Hõ) 
Também. temos as seguintes estimativas dos operadores definidos acima: 
Il ;:;;~"t~I)~"II::~IS :.~~;~)( ul)~;v:llbviiR'i'(fll-
IIH(mlli.~oroJ' S Cjmj, 
(:l.l6) 
{ 
llil(m)lla• S C(jvmj + C!ml), 
llf(u. m)lla• S CjD(u)jjvmj. 
(.3.11) 
Assim, a equação (:3.14) e as estimativas (3.16), implicam que {: n} é uma 
sequência limitada em L1 (0, T: J0 (D)'). Usando o Corolário 6 em Simon [19], con-
cluimos que { V11 } é relativamente compacta em U(O, T; X), para todo 1 :S q < oo. 
à " 
Por outro lado. por (:3.15) e (:3.17), {;: } é uma sequência limitada em 
L1 (0, T; B'). Logo. concluímos que {r]''·} é relativamente compacta em Lq(O. T: r·). 
para todo 1 :S q < x. 
Portanto. concluímos cpte existe uma subsequência de { (rn .l]n)} l que deno-
taremos da mesma. forf!la). tal que: 
( '( (O L'". r() -+(c, I]) fracamente em L O.T;J0 •• ) x E). 
(rn.l]l'l) ......... {r·. r)) Íracamente *em r=(o. T: X X V) e 
(c".ry") ~ (c.ry) fortemente em L'(O.T,X x Y} 
Ainda mais, podemos escolher a sequência { ( L'11 , l]n)} de modo que: 
(D(v"). 'Vry") ~ (D(r•). Vry) fracamente em L'(O,T;L'(D) x L'(D)) e 
T), ----+ TJ q.t.p. em [0, T) x D. 
Agora .. consideremos a função ú; em C 1[0, T], tal que 1/·(T) =O. Multiplicando 
(:3.9) por ·c(t). e integrando de O a.t.é T. temos que: 
[1a,v", w')d-(i)dt + 2 {rv(ry" + m,)D(v"),D(fl?)),P(t)dt 
T T 
+2 lo v(ry" + m,)D(u,). D(rc'))1•(t)dt- 21 (v(m,)D(u,), D(u;'))c•(t)dt 
7 fT B0(v".r",U'j)t-(l)dt-'- {T Bo(c".u,.wijc>(t)di 1:3.!8) lo .lo 
+ [T B,(u.
0
, un. w")r~(t)dl =- {T(ry" · y, w')<f;(t)dt lo lo 
+(P,..u0 . w1 ·ó(O)). 
-±0 
Notemos que a convergência do termo nao linear B0 (v",vn,wJ) pode ser 
obtida da maneira usual (veja Temam [21]). Por outro lado, temos que: 
{(v(ry" + ma)D( v"). d·( t)D(w ))dt = {(D( vn), v( ry" + m 0 )w(t)D(w))dt 
~ [ID(u), v(ry + m 0 )c·(t)D(wi))dt. 
••( ry" + m,> )u·( t) D( u·') ~ v( ry + ma)•'·(t)D( w') fortemente em L 2 (0. T: L2 (r!) ). 
Assim. tomando o limite qua.ndo n-+ oc. (:3.18) toma-se: 
-T . T f (v.w')u!(t)dt + 2 { (v(ry + m,)D(c"). D(w'))u•(t)dt 
./o la 
+ 2 {T v(ry+ma)D(u 0 ),D(w'))u•(t)dt-2 (iv(m0 )D(ua) D(w'))o(t)dt 
.k ~o 
+ ( B0 (v.v,w')~·(t)dt+ (T B0(,-.u,,.u·')u·(t)dt+ fT B0(ua,,',w'!<J:(t)dt ~ .k ~ 
-1T(ry ·x,w')d•(t)dt+(v0 ,w')C'(O). (:3.19, 
Aplicando argumentos de densidade e continuidade, temos que (3.19) é válida. para 
todo w E .10 (0). Logo, u satisfaz (:3.-t). De maneira similar obtemos que 1f satisfaz 
(3.5 ). 
'. ('')'Td 
.""\ segmr. rnostraremos que -).~ e \"iU _a. 
:\otemos que para dimensã.o espacial 3. v E C([O, T]; .]0 (0)'). Assim, 
u( t) __,. Uo fracamente em X. quando t -+ o+. (:3.20 I 
-!1 
Também. sabemos que v satisfaz q.t.p em [0, T] a desigualdade: 
Portanto. limsupic(t)l 2 :S !v0 j2 quando t -+o+. Por outro lado, sabe-
mos que X é um espaço uniformemente convexo, e já que o quadrado da norma 
i. r" é um funcional semi-contínuo inferior na topologia fraca. conc\uimos que lvoi 2 ~ 
lim in f i d t )!1 quando t --+ o+. Assim. I v(t)! --+ ivol quando t -+ o+ (Brezis [2]). 
Combinando este último resultado com (3.20), temos que: 
u(t)--+ Uo fortemente em X, quando t-+ o+. 
Simila.rmente. podemos mostrar que 17(t) ____,. '7o fortemente em ·v. quando 
t--+ o+. Logo. o Teorema :3.1 é válido. o 
3.3 Existência Local de Soluções Fortes 
~esta seção apresentaremos um resultado local para soluções fortes. :\ovamente 
utilizaremos as estimativas conhecidas para a pressão associada à decomposição de 
Helmholtz. como no caso estacionário. 
Teorema 3.2. Sejam b, =o. f E X(ll), VoE Jo(í!) e ~o E (H'( O) n Y). Suponha-
mos que v seja de classe C 1 satisfazendo (3.6) e sup jv'(m)l <v{ < cc. Consideremos 
R 
( 11-y· q_,. mJ uma. solw~ào do problema estacionário obtida a partir do Teorema 2.2. 
Entà.o, para C suficientemente pequeno, existe T~ = T"(fL u0 • ry 0 , v) ~I. tal que o 
problema (:3.1) - (3.3) tem uma solução (v, ry) satisfazendo: 
,, E L =(o, r . .lc(í!)) n L'(o. r: Jo(í!) n H'( O)), 
-12 
&&·v E L2 (0,T":L2(fl)), 
t 
1) E L=(o, T: H 2(fl) n Y). &ry c r =1o r·· L'(~)) àt '- ~ 1 1 H 1 
u(t)--+ l'o fortemente em .10(0) e ry(t)--+ T)o fracamente em H 2(Q) 




P(~:·- "2rlic(!!(l) + m.~lD\t')\- '2dicíu(rJ-1- mé>:)D(u,)) 
-:-'l.dic(v(rn.~)D(u~ll...!.. I' \c+ r·.\'u::. + u.~.Vv + '17·\) =o em L2(0 r: X i. 
_.!]__ ...!._,I -L•' _I_ , -'- ·__!!_--(a a ) P Bt B..::::..r1. t.'Vr!, t.\m.,, a_,.\1], (i-h,, -O 
em r=(o. r: L'(fl)l. 
Antes dt> provar e~ff' re~ulta.do. façamos a.lguns comentários. 
Primeiramente. como na construção de soluções fortes no caso estacionáno. 
trabalharemos com bnses espectrais. Isto é. consideramos aprox:imaçOes de Galerkin 
da forma 
" " 
c"( I. r·)~ I:c,)i)w1(t). ry"(i.l:) = I:J,,(I)o'(r). 
,'=1 (=I 
onde (wi)f sií.o as autofunçües de A. e (c~/)1, são as autofunções de A 1 
Obsen:amos que pa.ra. estas aproximações valem todas as estimativas obtidas 
na se(;ão 2ntenor e que para elas valem automaticamente as condições de contorno 
requeridas. <Jl!11 b1 :::::O. 
Além disso. corno c a. p:·o\·él. deste teorema t<'remos qne ur.ilizar um argmnento 
de pequenez. será conveniente introduzir uma nova. variável. Para isto, denotamos 
. e definimos a nova variável 
Agora, como fn(O) = O, por continuidade, C(t) será pequena para t pequeno: 
isto nos permitir .á. obr.er uma conh·a.diçio e entào provar o teorema. 
Asstm. reescrPn'ctdo (:3.9}- (:3.11) em termos de (u'",~n), obtemos: 
acn 
( àt . lL'J) + :?(v( C -:- r}~ + m 0 )D ( c·n ). D( n·1 ) + 2( v( C + ')~ + m 0 )D( U."'). D( u.J)! 
- I' I~ ' ~ ·' B ' ·' ' 1 ) B ( ' 1 ) 
-' \. IiJ . \ u i - 1 (L . 'lo . o - 1 u,. ')0 • o 
'[' ( ' é! ,;) 
' 'lo, Ô.T:J o . 
u''(O) = P.v0 , C(O) =o. (:3.25) 
Em seguida .. daremos uma. idéia geral da demonstração. Como usualmente se 
faz. tentaremos obtPr esttmati•;.'\:1 rit" ordem maior pa.ra as aproximações de Galerkin 
ern (:1.26). como por exemp!o. e:-;timativas para. ID(L"n)l e I'VÇ"nl. :\o entanto teremos 
dificll!dades ao n.plicar o procPdinwnru pa.dráo. 
De\·ido a. forte não linearidade do operador principal, precisaremos da press.io 
associada provenienTe da decomposição de Hehnholtz e de uma estimativa para ela 
(\·eir. Lema 1.8). 
. I-! 
Além disso, as estimativas para ID(v")l e I'VCI nao serão obtidas direta-
mente; elas dependem da estimativa de I'VCk Assim, usando uma desigualdade 
de interpolação, estimaremos IVÇ"I4 em termos de f'VC) e f6Cf. Isto, junto com 
o lema 1.10, nos permitirá. esrolher Tx > O suficientemente pequeno, de modo que 
I'VÇniu"{o.r·,L~(O)) seja limitada independente de n. Após obtido este resultado, apli-
cando os argumentos usuais, o teorema é válido. 
Prova do Teorema 3.2: :;otemo.'i que, devido à escolhi'!. de ry 0 , então llr1~ll :S il'loi~· 
para qualquer norm<1 li· li' utilizada na pro\"a. Ag;ora. procedemos a obter no\··"" 
estimat1vas para (c 11 .1J"). :\Iultiplicando (:3.26) por OjCn.)t) e somando.;. de 1 nté 
n. tenco'i: 
·!{d . . ('" ~ '' ' )DI. )'I \ ·") ' ''I i 1 I )Dr' )I ' ") 
-- !t'\V.., , r)0 --:- rn,, ,u.-' .. -c 1 _ ( tt·.v,m,, .u_, .. -il' 
então 
Observemos que: 
a " d a n 
( I' ' .. "I- -ID' ·")''- ·) J __fé D{ ·"I d' - .. 'i.t - I I. I - ' . l n. -. f)t dt · r dt 
ir ~~nD(1'jn dS= 
Ir arn. . Ir avn dt·" (-. .n!(D(v")n)n d.>· + _{c-), -i-. ()t . l ( ,. iJr n)n)(D(,·")n- n.(D(v")n)n)dS. 
!)v n 
Assim. como at E ~Vn.· temos que: 
ôv" d ôr"- d 
I -:-J . Av")= -d !D(u")l'- 2 f -8 b1 dS = -1. !D(u")i', ct .f .frt t! 
onde b~ = bdv('ln + m 0 )- b1 /v(m0 ). Usando como no Capítulo 2, a identidade: 
2div(v(m)D(u)) = v(m)6u + 2v'(m)'VmD(u), obtemos 
d 
dt ID(c·")l'- (v(C + 'IS + m,)2>u", A•·") 
-')(''i'çn...Ln...L l'{çn 1 n, ID(·"I4·")'(1'"+"' )·' '·"\ 
-v, , fJo, m.::. ",<., 1 .7,l ,mu 1 ,. l , _V 1c., Tfo ,m."' ....:..U,y •. "tl , 
...L·)/ r, r:·" ..L n _:_ I'' c" ...L c ...L 'D( 1 1 ."·\ 
, _,v'" , 'lo rn_,. \ l'- , 'h , m,,) 11 0 •• -11. 1 
Ag-or<L 1_tsanr1o a decomposi(;ã.o de Helmholtz -....it.'n = Al'" + Vq". para algum 
(j'. com / lj" = O. e a.s e.stimati\·lls do Lemr._ LS. remos q1.:t": 
./ ,-! 
1 d 'D "I' ' I " ' " I I " 
--, li"-, - 1;(( -r) .. + m .. . -./_' 0 J•' ' v -
- f.' 
''
7 ( '1'''-L "+ i'~('"+"' IDI "I' "I I('"' "' I' '"I -- v , , !]0 m"' " ._ 1)11 , rn.ç, u . ,"l.L" - v c., , r10 , m:;; ."1.110 .• "tt' 
I W-'- " ' ~~- 'l •"I-'- ·)( 'I'"-'- 0 -'- I"('" ' "+ )D( I A •"I -._v, ... ,ry01 m,,vq __ .rl. , __ vc., ,ry0 ,m"'v" ' lo m.~ u"', t: 
íl.291 
B I ·" ·" 1 •") - B I "· ·u •i ·") - B ( .,o 4 ·") - I ( '" + n") \ 4· •") 
- O .. I . I. • : I. O V • 'co:· • I O Uo, c. , , l '- ·r o ·, , • 1.: • 
Csando a.s designdldades de HO!der e Korn. imersôes de SoboleY e desigual-
-Hl 
dade de YOung. os termos do lado direito podem ser estimados da seguinte maneira: 
lv'(ç' + ~~ + m,)'i7(C + ~3 + ma)D(v"), Av")l 
< v{l'i7(Ç" + ~~ + m,)I,ID(v")I,IAv"l 
< C',( IV(("+ ~3 + ma)I,ID(v")i'141Av"l'14 
< C', (i\' ( Ç" -'- IJno + m") I~ID( v' I 12 + 8( Av" I'. 
I( ( Cn--L "-L I! 1 n·' , v " . rJo , me> .""l.IL_, •• ""l.t' Ji 
<: v;lv(C + ry(; + m,)[ 1(D(u.,)l 4 (.4v"l 
< '1~1'" -L "-'- I' ID( '''1'1 'l 1'1" 1 ·"' _ 1.11 \- c, , 'lo 1 m_, q U.ry)! ,- Ua, 1-""l.L I
<('_l,.-.ç''-1-n"--Lm )1 2 (D(u 'l 112 14u I311--L014c"l 2 --~I\\'-, · ·ro · e>.l-1 a} ,. --~ • 1· , 
<C' '~('" ' "+ I''ID( li' ' '(A I' ' ,, ' "'' 
_ ·6.6; 1 "' c, -r- TJo m, 14 u, 'o1 u"' 'v,,--ü• 1 . 
Como rltt·.-4.cn =O. temos 
-(v( C'+~~+ m,I'Vif.Av'l (lf\ di v( v( C + ·'7; + ma )Aun) 
(f',v'(C + '73 + mcr)V(C + 'l~ + mcr)Al'") . 
. -\ssim. nsa.ndo as e5r.ima.tivas do Lema 1.8, temo~ que: 
I ( ( '" ' " ' ~~-" A "li -v<., T'lo 1 m~ vq, 1J 
< v~i7f"I_.I'V(Ç" + '73 + ma)!41.4vnl 
< Cl-q~t1/~il(rn1(3/->l\"('" + n-n -L no )lriA1·nl 
- 1 ; ,[, ,11 I '-. 'IÚ I O • • • 
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< C,, IV (C+ ry; + m,JI,IAu"I'1'1Av~IID(v")l' 1' 
+8,1\I(C + ry~ + mo)I,IA.u"IIA.vnll/'ll<tll{/4 
< C,,s, IV((" + ry; + m, )J~ID( t'n)l 2 + 8IAvnll + ó,IV(Ç" + ry; + m,)I,IAun 12 
Similarmente. obtemos 
r< 1 -t 12 ~ 1 1 .n 12 < L·.<,.>-J.II.u + Ó~."t( ~ . 
!(v'(mv)VrrL,,D(uc.l· _q,.~ l! < v~[\'m"'[..t[D(nry)[.!!AL·n[ 
< V~ I'\ m.~ [.dD{ tta) ll/-11 Au" i V 1iAtJ j 
< Cs.ó 1 IV'ma]~[D("u"' W + Dt!Auo-[2 + ó[A.L•" [2. 
Também. temos qne· 
[Ba(v'',t·n.Ac")! < ]cni,J\'cnUA.vnl 
< !\c"! !Vvn]l/21Au"!3/2 
< '',,"i!,~,, !h· l 11/214 "' \ , , \ ' ,!.-lia .·r ,' 
que: 
IBo(u,, Vn. Aun)) < lvalsi'Vvn),jAvnj 
< C,jD(ua)i'!D(v")l' + ojAc·nj', 
Escolhendo~- t\. F2 • h-3 adequados e usando (:3.ô) f'ill (:3.29). lemos que: 
J ID ·) vo, .,, 
- I cn )I- ..L -!Ac'' ,-dt' I ' :? I , 
S C,[(jvt':~ + j\'ry~j~ + !Vm,!!iiiD(c")i' + iD(unil') 
+-,1 D( cn) 1° + ID( l'n. )!-'ID( u"' W + ID( c" W D( U" )!-' + (IV('~~+ j'V '7~1i (:3.:)0) 
+IVm,li + l)j.4u) 2 -'- !C i'+ jry0j2 + S,(jVÇ"j, + j\'ry0j, + jvm,j,ijAv"j'. 
.-\gor<t. m11ltiplica.ndo (:3.10) por -3anJ(t) e soma.nclo f. de l até n. tencos 
-("''" ''')-'-"(' cn '''i- B ( ,n cn A'")' E ( ·" 4 '"i Út<., ,.'"lt<,, 1 'I .--1[<., ,.'"1[<., - 1 L ·'-, 1 lC, T 1 l ,m•<;.·· 1<, 
' E I '" ' c•• i M 4 n ' C" i ' E ( n " 4 c") T 1 Uo·':. . .'i.t-, -u~. IfJo----tp.., -;- 1 tJ ,fJo·" h. (:3.:31 i 
-'-B I " , C' ' I [' (C'"+'") A f," ( f) ) ' l Ua. ryo, ·~h I T ,---j , ,, ryO • l · c .l_) 
I!Hegtando por partes o primeiro termo acima e nota.nclo que a. condi(àO ele 
frontt;>ira (:3.:2d) vale para ''IÔ = Pn!]o, temos que: 
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' r 
I dI~ nl' u la a n n dS 0-d v( --e . ,ç ( n3 
- .t 80 
!dl "'' ][.'dl •'' 
--V'' ·- --- ((' ("n3d~. 
2dt " 1 :28dtan 
~ ~<i_ (IV'''I'- r· 1 l'•"n ds). 
·) 1.; I '- , n <., .1 .3 
_(;.\ Oi:Jíl 
' . ' ,~ I' [' ;' I-' , . 
. -;.gora.se]O_IJ~(t)=:v(" 1 ~--0 ._ ~ i-nJf_-..·. '-.10. 
Logo. :5e r· for Sllfi{~ient.f'nwnre pequena. existem C. C. r.ais que 
Cl"'' 12 < 3 (1\ <C("'"' 'n,! _ .IJc, ·. ____::- \'',! · 
Isto é. as normas ncima si'í.o equivalentes . 
. -\segui;:". estimamo::; o:o tPrrno . .;; do lado direito de (:3.:31). usando a.s desigual-
chtdes df' HOider e Korn. imersôes de SoboleY e desigualdaJf' deYoung: 
IBdcn.çn + 'IG·AlÇ")I S:: ::·' lôi\IC + 'lSll-3!--ltCI 
:::; C'siD(cnl! 2IV(C + '13li1 1At(C' + 11;)1 + 6!.--ttf''l~ 
:S c, '• I D( ,.-)I' i \'I c + ry"') I' + s, ( (A,Ç"i' + (A, ry"' l'l 
(B1(u•,m0 ,A,Ç")( < (v"(,(\'m,l,(il,Ç"( 
'"(' .1 n .1 t:n )' 1 v ."1.1 'lo · ./1_ 1-.. ! 
< c.(D("')I'I\'m,(; +f -t,C!'. 
< I ' ·~·c• , ')(I' <'I liryJh! \I'- T !Jo 3,---q-,_ 1 
-'SO 
I. M. E. C. C. 
BIBLIOTECA 
onde 
< Cs,s, ID(uo)I'I'V(C + ry~)l 2 + 
51(IA1 Ç"J 2 + l·4lry~l 2 ) + 5IA1Ç"I 2 , 
lU ( 0~., W + ry;) .. 4,Ç") I :õ Csi\7(C + ry~)l 2 + 51A,~nl'· 
Escolhendo !i adequado em (:LH) segue-se o_ue: 
Integrando de O a.té te considerando l = min{1. C. R} em (:3.:~2). temos que 
!Vfn1' 1 + t IA1C!' 2ds < 
,J é) 
C\ t jv('J'IIDk'll' + JD(u, \1" + l)d.; 
.lo 
. c· [' ·~ "1'('D( ')I·' ' IDI )' 4 !) I 
--;- l )
0 
: \' !Jo i- ! t' T U.ry f + G.S 
' ; •1 n [1 _L n 2 i ' +C. 0 ()Vm,( 4 )D(c· )1 , I.4 1 ~0 J )ds. 
:-\ssim. pe!él designa.lda.de de Grom,·a.ll. 
)V/"(1)1 2 :S fú(t: IID(c')IIL'(O.nL'(O))I· 
com U;(t:v) = C1(y 4 + ID(oo)) 4 +li. 
( l l i 
... '·' 
:-;atemos c:1.:e 2.. h:nçáo H 1 é estritamente crescente em cada uma de suas 
\·ilriávci.-; e ind~'P('JJ(l,· ,_)~· n. 
.j l 
Agora, procuraremos estimativas para {âtC} e {A1çn}. Diferenciando (:3.2í). 
com respeito a t e tomando àtC como função teste na equação resultante, temos: 
1 d a " a la cni2 ' B'~i) '""- B ( v ,n-'- " , "'")+r·( i),, i!'") 0-d , 1<., 1 -r 1 v t<, i ~- 1 -;::;-- , <., , 'lo< me.:. 0t<., · tÇ • ~ '" 
.... . t ot o.r1 
" " Vl' < 1- li"('"-'- ' · -- 'I liJ ''I _,_ l'liJ '"' '~J ,,, - Ôt ,v'> , r;., ..,.-,,/_~14 ~'> -1'. t<.,! 1\Ct..,. 
â I] 
<c.!__!:: PI'VIC" ' ,n . ...L m )12 ...L SIVô cnl2 ...L C-lrJ cn,2 ...L fii'VàC"I'2 
- 'b: ')f 1 ,_.., ..,..-ru' ::> Lt' . t<.. ' -~, ,.., : '- t",. 
' ' 
Esrolhenr!o li adequado. 
!:__,[} ,, 12 + Blv &.c'!' < C- ['de' 12( I\/'' I'-'- IV•i".l' -'- IV m I' I+ liJJ" 121 ,:l.:J.i ·, rlt I 11., 1 ' i ,.., ! - 2 I éJf '-, 4 I I) -1 1 C'( ..j , , ,.., •· 
81·" 
Por o11tro lado. considerando Dt como funçã.o teste em (:3.26). ohtemos: 
':) 11 à n ':) ~ 
icâiL' !2 - "2(dit'(11{C-!- rJg + m_~)D(L'~·)). -)~- ) - 2dn,(v{C + q 1~ ~ mc,)D(ue>)). ~,(' l 
' r 1 {)T 
Pelas estima.ti\·i:' .. ~ anteriores. concluimos que: 
~~~"1 2 <; C3[1Avnl 2 + 1Au.,)2 + (1\/CI: + IY'ry~l: + IY'm,I:J(ID(r·"JI' + ID(v,)l3 ) 
(3.:36 i 
Simila,rmente. 
18,("1 2 <; C,[IA,;o"!' + ID(t-")!'(1\/CI' + lvry31'1 + ID(v'J!'Ivm,li + IA,,,~f 
+ID(u,I:'IIVCi' + l\lry~l 2 1 + l\/.;")2 + jvry;;l'l. (J.:l<) 
Logo, como [D(v~JI <:: ID(v0)[, temos que: 
[à,çn(o)!' <:: C,[l O( c:o) I'I'Vryal 2 + ID( uo) I'I'Vm, 1; + [A,ryo I' 
+ID(uo )['[\7ryo[2 + [\7ryo['J. 
(3.38) 
Aplicando a desigualdade de Gronwall na inequaçào (:3.3-S). _junto com as 
e~timativas (:3.:36). (:3.:38): conclui mos que existe uma fun\ão não-negativa. H2 a qua.l 
independe de n e estritamente crPscentP em cada uma de suas variáveis. de modo 
q Ué'. 
:\:-;sim. 
1.--h[''(~ S C':;[ID(cn),l-t(I'Vçr'j 2 + /"V'I31.2 ) + 11D(cn)j~jVm"'j~ + IAt'l~i" 
---;-!D(u._, l!-t(!VC 12 -i- i'Vr1~ !2 ) + !V'C!2 + IVI7~1 2 + !V'78f-+ !âtCI"J 
Lo2,o. 
( :3.:39) 
onde H3 é uma funçã.o contínua, estrit:>.mente crescente e independente de nem cada 
umn de suas q t·iá.veis. 
Em virtude da desig}Ia.lcla.de de interpolaçio e as estimativas (3.:34), (:3.39). 
temo5 que: 
IV(n!tl!-t < Cn!V'Ç"(t)i 11-t!Att"UJ! 3/ 4 
< C8 H: 18 (t)H;~ 1:;1t). 
Agora. escolhemos 61 >O. tal que: 
Yl 
(:UO! 
"C saremos esta condição junto com (3.30). l,7ma vez escolhido 51 , a constante C 51 que 
aparece em (:3.30) fica determinada. Por outro lado, definamos as seguintes funções: 
F (I) e 
H 1(t) ~ C,H~1'(t,-r(t).l)JI;18 (1.7(1).1,-;11)/(~0 )) 
' 
Agora. seja O < r~ :::; T. ~a.tisfa.zendo a seguinte rleslgualdade 
.T· r· 
F(r) ~ C, ;· /(s)ds + Ci, ( (! + ('V~oi: + I'Vm,l: + !Diuol!'lds 
.fo · .fo 
:\atemo.~ que r- existe poroue lim F(t) =O. lim Hl(t. ~,(f).l) =O. e 
· t-o+ t-o+ 
H3(t, -t(i), L -y(t)/(vo/4)) -<; H3(T, -,(T), 1, -t(T)j(vo(l)), 
paril..O:::;t:::;T. 
De\·iclo <J_ que F(t) e Ht(t) são funções não-decrescentes. (:3.41). (:3.42) impii-
ca.nl 
e H 1(1) <L para i E [0, r]. 
Com estes resultados, mostraremos que 
para todo t E [O. r-]. (:l.H) 
De fato, dado que IVC(O)I =O, por contif!-uidade temos que (3.44) é válida 
para tempos pequenos. Suponha agora por contradição que existe O < T[' < T'" tal 
que vale (:3.44) para O 5 t < T,". mas lvC(Tj)l 4 ~ 1. Assim, de (3.30) e da escolha 
de 61 . concluimos qne t"n ::;ari:->frtz para todo t E [0. Tt] a seguinte desigualdade 
diferencial: 
~,ID( c·n ): 1 + ~o! Ar'' I" :::;: ('c'liD( ,.n )! 0 + Cs, I D( Uc. WI!D('t·" )[ 4 ..!.. c~l (i + I\ IJu!~ 
" -
'~~ '' . ![)' 1'1' n '"'' ' (' (l ' I~ •S -L~~ I'I'D' J'' 
--;- \ni_,:_1 --;- 1 Jli!,,l 1 ,lJ\1 J;- _., 'I" r/o]", ,vnl_~," 1 \U::~ 1 
C . .. , , I~ 'J '~ ,, ' , I' , c· (C'itl , I ''I + ,• 1 (.:.I V 1)01-!---;- '\ 111._,,_1 )_,.--H{e> - .lJ r - T /)OI · 
Por antro lado. ohcrvemn..:; r!W' se ,-; > O. para todo :: > O, 
' .,~- < 
I 'j I. . . c·)! 
mo'i aplic<'lr o lem2. í !.i!il Pnl r:).±.)). com y(t) = ID(c"·(!·l'J!'". 1..:(t) = 
Observando qrw (."3. H) cor-responde á eondif:iío (1.4) no Lf-'m?. i lO. conclnímos 
que: 
para 
Logo. podemos a..plica.r ê.S estimativas (3.:34) e (:3.39). e obter em [0. T1n]. 
lnt:n.(/) 112 5 .1.1,· .,·.1-~'.· .. '··, ,_, 'l "r·'tl'-~ <H (t (T'I I 'T~'/( /'I) v, . , , .- " I - _ , . '! . . ·,I ' ' Vo ' . 
Deste modo, (3.40) e (:3.43) implicam que I\7Ç"(t)l4 S H,(t) < 1 para 
tE [O, T~]. Em particular IVÇ"(T1")1 4 < 1. Esta contradição demonstra (3.44). 
Usando a estimativa (:3.44) em (:3.:30), junto com (:3.:33), obtemos estimativas 
ele ordem maior para { un, Ç) e port anta para ( cn. ·r("). Isto é suficiente em termos 
de :subsequências. para. tomar o limite, quando n. --> oc e obter no limite a solução 
forte local satisfazendo (:3.21). (:3.22). 
Por outro lado, para. provar que a velocidade inicial e assumida. fortemenlt" 
em ) 0 (D). é s11ficiente mostrar que lim sup ID(t·(tJ)I::; ID(u0)1 . .iá. que sa-bemos qL~e 
t-0+ 
Parn isto. obsetTemos qne: 
__]_ ·) ' I"' r:! ' I'("! r-:!'i j I' , c·r I ' I i""'d 1 F(l) 
, I_-: "'IJD!..:'i"rncr: 4J ..• u,~ -, .t: 'iol) .s,e . 
(146) 
Como Fi t) .-----l" O quando t _____, o-:-. entào obtemos o resultado desejado . .-\ 
estlmativ<l (:3.-39) implica qne IA!ll(tli' permanece limitada quando t-----. o+ .. Já que 
:>a bemos que ry{ t) -J. rJo em L 2 (o) quando t --t o+' isto implica ry(t) --t I}O fracamente 
em HZ(fJ.). Além disso. é cla.ro que (l". !)) satisfaz as condiçõe~ (:3.:2-i). (:3.2:)). Isto 
completa a prova do Teorema 3:.2. O 
3.4 Unicidade de Soluções 
Nesta seção apresentaremos resultados de unicidade para as soluções fortes locais. 
obtidas anteriormente. 
Teorema 3.3. A solução forte obtida no Teorema 3.2. é única .. 
Prova Sejam (c1 .ry1 ),(t·>r(2 ) du?..;; soluções do problema (:J.l)- {:3.:3) com r:::, 
proprit"dac!es (:3.:21)- (:L2.1). Suhrrr.mdo <L~ correpondentes e(!l!Zl!;óes e denor;:.ndo 
" -,J=- (c) --!-- 2( v( '11 + m") D( .::). D\ w)) + Bo( ::. 1'1- w) + 8 8 ( e"!..::. te) 
' 
+ B0 {.:. IJ."'. r o) + Bll( U.y. ::. u:) = -((y. n·) - 2(~v( '11 --7- rn _ ) - v( '72 + 17L.,)jD( c2:1. D( wl) 
-:2( [v(f)1 + m"') - v( 'h -7- m,) )] D( u" ). D( tcl). 
Fazendo LL' =.:::e o= -A1~ em (:3.-±l). obtemos 
:t )z)2 + 2vo)D(z)1 2 < C)z) 2 (1u,)! + )uo)~) + ('1'\7(") 2 + 
C!(");,IIDh \1'-'- ID(u., 1l 2 ). 
:) I 
( :)JY .. ' ) 
Logo, as estimativas (3.48), (3.49), e as imersões de Sobolev implicam 
,~;(1=1' + ]\7(]') + 2vo]D(z)l 2 + B]A,Ç]2 
<; Cl=l'llv,l~ + iu,l~l + CI=I~II'Vry,]~ + I'Vm,lil 
+CiWI'~'IAvi'I'1 '(1Dir,)l' + !D(u,)l'l + C(!v,l~ + ]u,l: + 2)1'71'1'· 
r sando a. desigualdade de )loung acima., temos que: 
:\:;stm. 
(0ll1 
\ . 11'- (' 'DI . li'+ ID( )' 8 ~I' 18 ~I I'+·)\ 
· J \ ·) - · ( , 1 l2 , t/.c~ 1 ' 1 (. 2 -1 I . tl,) -1 -' · 
Como.\"!(·)+ .\"1 (·) é uma fur..r;ào integrá.vel e ..::(0) =O. Ç(O) =O. aplicando 
a designalda..de de Gronwall. obtemos o resultado desejado. O 
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Capítulo 4 
Existência Global de Soluções 
Fortes. 
4.1 Introdução 
~este capítulo apresentaremos um Teorema de Existência Global para SoluçUe:s 
Fone:;. Como no capítnlo anterior. estaremos intf'ressa.dos na rela1:áo entre soluç(w,., 
esTacionárias e soluções evoluindo no tempo. Portanto. consideraremos apenas forçc,~ 
externas independentes do tempo. analisando perturbações que eYoLuem em torno 
ele uma determinada solução estacionária ( ue>. qe>. m"' ). 
É importante ressaltar que para obter o resultado precisaremos impor certas 
condições df' pequenez tanto sobre os dados iniciais quanto sohre a solw;ã.o esta-
cionária associada. através da adaptação de um raciocínio semelhante ao feito em 
Lorca e Boldrini [10]. 
4.2 Existência Global 
Apresentaremos uma sequência de estimativas válida.s a soluçáo e suas aproximaçàb· 
espectrais. Basear-nos-emos ne~tas estimativ-as para obter uma solução global. 
JD 
Conforme dito acima, vamos trabalhar com as variáveis perturbadas: 
V = U - Ue>, 
Lembramo~ qne c..s eqnac;ões a. serem consideradas são: 
di!: l' =o. 
( .J:. l j 
J
r : ~ ~ oso~::re 
v( I)-;- m ..)[D( t' + uc-)n- n.I.Dí r·+ a,Jn)n. =O sobre 
(O.T\ x S. 
(O.T)xf'. 
(O.T) x f. 
a,l 
fJ Ôn - [ ryn:3 =O sobre (0, T) X DO. 
I l c( OI= Co. ry(O) = lfn. em 0.. 
Como no caso do Teorema 3.:2. trabalharemos com aproximações espectrais. 
Obteremos uma. sequência Ce estimativas v?..lidas a solução e suas aproximações. 
1~sanclo, então. argumentos de desigualdades diferenciai;;. obtcrf'mos uma sdução 
g:lrlhéd. 
Temos ent,;io: 
Teorema 4.1. Suponhamos tenhamos satisfeitas todas as condições do Teorema. 3.:2 
,. (['.:<·. nlé!ll di::;so. <L~ norP1<:~ 1[1(/'ol, .. iVrJ0!. !\m,,l.1. [Au~l sejam suficientemente 
b(J 
pequenas. Então, a solução (v, ''I) construída no Teorema 3.2 existe globalmente. 
Neste caso, existem constantes positivas j3 e 1\tf, tais que: 
sup lê>"'ft)l 2 <; 8/2, 
t~O 
sup{(D(,(tJJI + liJ,~(tll} <; M. 
PO 
(UI 
Os mesmos tipos de estimativas valem uniformemente em n pa.ra as aprox1maçoes 
de Galerkin. 
Prova: As Pstimativ?-S segwnTPS são obtidas primeira.mente para as aprox1maçoe..; 
( ,.n. r( L e logo aplicando um procedimento padrã.o. deduzidas para (c. 'I) no limi:P. 
Para obter a.s est.imat!vas necessária:::. trabalharemos de maneira. análoga 
?.que!as nas prova.::; do Teorema de Existência de Solução Frilca (Teorema :3.1) e 
Teorema. de Existência. Forte Local (Teorema 3.2). Obtemos então: 
I ' 1 l 





\otemos que para. obter (-L-±). f.zernos !D(uc,)! suficientemente pequena, de 
modo qne Cn]D( Uu)l :S V:>./1. 
\-o c;->o das estinlnti\·a:; ':-L-5} e (.J-.8). cvn.sider<m1os CCn:; ()j-'±. Obsern:mo., 
també-m. quP a con.,tcwte C ndo depende de n. 
Combinando ( -1:.0). ( -LC 1 e cc)nsiderando ]V m"' I suficientemenr.e pequeno. obre-
mo~: 
(.\.!!) 
.-\s.~im. combinando ( -t.u·,_ (-L 7) e f -b.S). temos: 
I 
.':__ ( [ D( c·"' f! 2 + (Ô.r) n! 2 ) _;_ llu I Al'n. [2 _J_ ()I V fJrj" !2 
! . . ' , I ' ·) . ' ' . ' ct _ 
Somando termos positivos conven1entes no lado direito da últimc.. desig;nal-
da.de. concluímos 
rJ_(ID(I'"J'I' -'-(Jn"i1 1-'- v0 1Ac'l 1 -'-8'\'f!,n"l' dt ' · , T'i , 1 "2 , . I .·r 
I 4.111 
onde a constante positi\·a. (' é independente de n e das condições iniciais. 
Agora, vamos escolher a constante .8 > O. de modo que o resultado estabele-
cido seja vá.lido. Fixamos (3, de modo que 
CJ < K. 
) • 1 ) · { I) n}(t/2 
-"-7 -:.. - ( -t + :.. mm v01 :... r1 
onrlf" [\ = ----'---'----c---'-=--
2 
IU:l( 
.-\seguir. rr..ostraremos quf". quélndo os da.dos iniciais e l.4u"'l sào suficiente-
mente pequenos e [Vm:;.[~:::; .8/2. entào 
s~lr{!A:n"(t)j'2 + IVm'"'!~} < B 
·_::o 
6il 
I 4. L.\ I 
{[D(u"(t))[ + [8,~n(t)[} :<:; Af, para todo t 2 O eM> O. 
De fato, consideremos a condição inicial ·ry(O). satisfazendo IA1ry(O)i2 < ;3/2. 
Logo, pela escolha da ba:-;e de funçóes, é válido que IA1ryn(O)j2 < .8/2. para qualquer 
n. 
,, 
Lembremos (jl!P r( L dnAnr:/(.r) sã.o aMidos ao resolver um sistema de 
t=1 
equações diferenciais ordinárias e portanto sào contínuos em t no interva.lo de exis-
tência [0. t~). para O < t'{ ::; oc. 
' 
em L2 (f!L 
Como IA1J]"(OW < 3/Lj;:\ :-;ej<:lsup{IAt'ln(t)!:;} < 3j2. para. tE (O.t~).oql:e 
significa que nào tf'mos ··hlow-np··. portanto t; = :x e (-!.lll (; h•rdadeira: ou existe 
t~- rorn O< t~ < t:;. IA1r]nUJi'.? < 312 para f E [0. t~-) e ,IA1 r7''(t;'W = 3/2 . 
. j_.~sl_;m.amo,:; q11e n"(t) sati,-L\z a segunda possibilidade e definamos a \·ariá\·el 
auxiliar 
Observemos que, como jA111nUW ::; B/2, para. t E [0. t;'J: neste inte!Talo 
temos C(!A11)"(t)!2 + IVm"'I~J ::; C3 < K. Assim, podemos estimar o lado direito 
de (cl:.i:2) e obter a.. seguinte inequa.ção diferenciétt: 
d J ... ' 2 ·J -3- ~ •J dt"' + 
2 
([Ac·"[ +IV à,,/'[") S Ccp, + C(B + 1)-[Au,[·. I 4.15 I 
com C~ C(l + K). 
\utemos que existe cl >o. une independe de n. ta.l que: 
/ l I] Di .. " ' .. ' ~ - i (I '' ,, .: ) < I\ ( I 41/' 12 ____.._ r''\" a r( ~ J ) 




ID(v~)!' + liJ,ryn(O)I 2 , 
C(B + 1)'1Au,l 2 
onde 
O Teorema de Comparação para. Desigualdades Diferenciais (Rale [:3]). garanTe 
que existe 0( t). de modo que para todo t E [0, t~~]: 
y,,(t) S o(t), 
d -~ · ' c· c· R' c· ) dt Q :;::: Q - J O+ "2 = c~ <!J, 2 , 
o(O) = ID{t·0 ;i":! -'-lâ~rliO)i~-
Observemos qqe devido à escolha da base ele funções. jD(uó' W + ldtr/n(OW:::; 
ID(t!.o)! 2 + iôrr/(Ol\ 2 . e observemos também qne c e cl não dependem dos da.clos 
iniciais e da. solnçã.o do problema estacionário . 
. -\~ora. n()tcmo:; qne R( o. O)= CC}- C1 o tem três raízes simples: r 1 (0) = 
( (',\l/1 (C')l/2 
-, - ·} . a. qual P instável; r 2(0) =O. que é estável: e r:l(O) = ('1 . a qual \ C' ' 
uunbt>m F inst;íve1. Con"eqnemerner~te. para C2 > o pequeno, R( o. C1 ) tem três 
!·aízes simples. satisfazendo r·t(C'2 ) <O< rJ(C:!) < r·3(C2 ). onde r 1(C2) e r3(C~) são 
instáveis e r-2 ( C'2 ) é estável. .\inda mais. r2 ( C2 ) -+ o+ qnando C'J ___,_ o+ (decrescendo 
monotonicamente). Além disso. pa.ra pequenos \·a.lores de C2 >O. R(o,C1 ) >O. 
pa.ra ó E (O. r,( C,)) . 




para todo tE [0, t~], 
Notemos que a estimativa (4.9) implica: 
Logo. combinando as estimatiqs (..1.18) e (-!.17). segnf'-Sf' Ci':f' 
/D(l'"itl:' + ]â,r((r):' :S ]Diu.0 ): 2 + lr),rliOJ!' para O :S t :S t;' e 
3. :Dt·ol· !--h'lol- !Atc:,I-I'Vm)1 s1tficientement.e pequenas. 
:-\gora .. observemos que as desigualdades (-L lO). ( !.:3 J c (-L l:3) impliccm 
Portaclto. para f E [0. t~] temos 
< ,-r C'~ '') ) I\D I' max,[l·_,__ 1 v'm~,:- -?n(t +Ji (u 0 )-
< max{I\,C',C]vmo]')r,(Co) + ~·ID(u.a)] 2 
< 3/L 
se considera.rmos jAuO:I- !'Vm,yl suficientemente pequenas. de modo que: 
( ' - í'l·-j' ]'21 \ 12 ~ 
-2-' •·--:- I ·.cU1 1 <(i 
(U9) 
Em parricular. (.t.L9) implici'l cpw !.-\ 1 '/nlf~)!~ :=:; ij-±. o qqe contradiz J nossa 
escolha de t~. Conseqüentemente. obtemos as estimativas para as soluções aproxi-
madas. Assim. pa.'isando ao limite em (-Ll-1). conduimos que (t', ry) é uma solw~ào 
~lul.,t[ fone dv problenw (Li), ( l.:.?). ::::J 
66 
Finalmente, gostariamos de indicar alguns temas para futuras pesquisas. 
Por exemplo, o estudo de soluções periódicas das equações generalizadas de 
bioconvecção. assim como seu est.udo em domínios exteriores e o comportamento 
as::;intótico da so\uçã.o. 
Também. poderi<t ser feita nma implementaçà.o computacional do método de 
elementos finitos para as equar;ões generalizadas de bioconvecção. 
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