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The thermodynamic behavior of a fluid near a vapor-liquid and, hence, asymmetric critical point is
discussed within a general “complete” scaling theory incorporating pressure mixing in the nonlinear
scaling fields as well as corrections to scaling. This theory allows for a Yang-Yang anomaly in
which µ′′σ(T ), the second temperature derivative of the chemical potential along the phase boundary,
diverges like the specific heat when T → Tc; it also generates a leading singular term, |t|
2β , in the
coexistence curve diameter, where t ≡ (T − Tc)/Tc. The behavior of various special loci, such as
the critical isochore, the critical isotherm, the k-inflection loci, on which χ(k) ≡ χ(ρ, T )/ρk (with
χ = ρ2kBTKT ) and C
(k)
V ≡ CV (ρ, T )/ρ
k are maximal at fixed T , is carefully elucidated. These
results are useful for analyzing simulations and experiments, since particular, nonuniversal values
of k specify loci that approach the critical density most rapidly and reflect the pressure-mixing
coefficient. Concrete illustrations are presented for the hard-core square-well fluid and for the
restricted primitive model electrolyte. For comparison, a discussion of the classical (or Landau)
theory is presented briefly and various interesting loci are determined explicitly and illustrated
quantitatively for a van der Waals fluid.
I. INTRODUCTION AND OVERVIEW
In 1964 Yang and Yang [1] derived the thermodynamic
relation
CtotV (T, V ) = V T
(
∂2p
∂T 2
)
−NT
(
∂2µ
∂T 2
)
, (1.1)
for a fluid at pressure p, chemical potential µ, and tem-
perature T , where V is the volume and N the number of
particles, while CtotV is the constant-volume specific heat
or, better, heat capacity. This has since been called the
Yang-Yang relation [2]. When it is applied to the two-
phase region beneath the critical temperature Tc, one has
p = pσ(T ) and µ = µσ(T ) (where σ denotes the phase
boundary on which liquid and vapor may coexist), and
the partial derivatives become total derivatives. Since the
observations of Voronel’ and coworkers in 1962-63 [3] it
has been well established that the heat capacity CtotV (T )
diverges weakly along the phase boundary when the crit-
ical point is approached. The divergence of CtotV then
implies that one, the other, or both of the second deriva-
tives p′′σ(T ) and µ
′′
σ(T ) must diverge when T → Tc− along
the phase boundary. The lattice gas model and its stan-
dard variants predict that µ′′σ remains finite at Tc while
p′′σ diverges like the specific heat [4]. However, Yang and
Yang suggested that in real fluids both should diverge
[1]: clearly this is a basic issue for the description and
understanding criticality in fluids.
Recently, Fisher and coworkers [2] carefully analyzed
experimental two-phase heat-capacity data for propane
(C3H8) and CO2 and showed that the evidence rather
strongly indicates that µ′′σ does indeed diverge like the
specific heat when T → Tc−. They dubbed this phe-
nomenon a Yang-Yang anomaly [2]. Even though im-
purities in the propane system have definite effects on
the heat-capacity data [5], the existence of a Yang-Yang
anomaly cannot be ruled out and , in our assessment,
remains the most plausible scenario. In fact, Orkoulas et
al. [6] have performed grand canonical Monte Carlo sim-
ulations for the hard-core square-well fluid and concluded
that this model system probably exhibits a negative but
small Yang-Yang anomaly, i.e., a specific-heat-like diver-
gence in the chemical potential derivative, d2µσ/dT
2,
of magnitude significantly less than the divergence of
v(d2pσ/dT
2), where v = V/N . How can one then accom-
modate such a Yang-Yang anomaly in scaling theory?
The concept of asymptotic scaling has proved a pow-
erful tool for gaining insight into critical phenomena in a
variety of systems including fluids [7–12]. Furthermore, a
scaling equation of state has been rather well confirmed
experimentally for many fluids [13,14]. The currently ac-
cepted asymptotic scaling description of fluid criticality
[15] requires two scaling fields, namely a thermal field, t˜,
and an ordering field, h˜, that, in leading order, are both
linear combinations of t ∝ T − Tc and h = µ − µc,
the deviations of the temperature and chemical potential
from their critical values. This description has also been
extended to describe fluctuations in finite systems and
applied to estimating the critical points of model fluids
[16]. However, within this scaling description, the chemi-
cal potential is always analytic along the phase boundary
and through the critical point, thereby having a finite
value of the second temperature derivative, µ′′σ. Hence,
in order to account for a Yang-Yang anomaly, the current
scaling description must be modified. Indeed, Fisher and
Orkoulas [2] argued that the pressure deviation, p−pc,
must mix into the scaling fields, especially into the or-
dering field h˜.
In order to formulate a scaling theory in which the
pressure is mixed into the scaling fields, let us consider a
1
full thermodynamic description of a one-component fluid
as provided by a functional relation between the three
thermodynamic fields, pressure, p, chemical potential, µ,
and temperature, T , say
Υ(p, µ, T ) = 0. (1.2)
Extending the approach sketched in Ref. [2] to include the
full spectrum of correction exponents (see also [17,18])
one may formulate a rather general scaling hypothesis
by asserting that near a typical critical point, (pc, µc, Tc),
the thermodynamics can be described, at least asymptot-
ically, by
Ψ(λ2−αp˜, λt˜, λ∆h˜; λ−θ4u4, λ
−θ5u5, · · ·) = 0, (1.3)
where λ is a free, positive scaling parameter. In this ex-
pression p˜(p, µ, T ), t˜(p, µ, T ) and h˜(p, µ, T ) are the three
relevant nonlinear scaling fields, while u4(p, µ, T ) and
u5(p, µ, T ) are the leading even and odd irrelevant scal-
ing fields, respectively. Including the quadratic nonlinear
terms, we may write the basic nonlinear fields as
p˜ = pˇ− k0t− l0µˇ
− r0t
2 − q0µˇ
2 − v0tµˇ−m0pˇ
2 − n0pˇt− n3pˇµˇ
+O3(t, µˇ, pˇ), (1.4)
t˜ = t− l1µˇ− j1pˇ
− r1t
2 − q1µˇ
2 − v1tµˇ−m1pˇ
2 − n1pˇt− n4pˇµˇ
+O3(t, µˇ, pˇ), (1.5)
h˜ = µˇ− k1t− j2pˇ
− r2t
2 − q2µˇ
2 − v2tµˇ−m2pˇ
2 − n2pˇt− n5pˇµˇ
+O3(t, µˇ, µˇ), (1.6)
where we have introduced the dimensionless critical de-
viations [2]
t ≡
T − Tc
Tc
, µˇ =
µ− µc
kBTc
, pˇ =
p− pc
ρckBTc
, (1.7)
in which ρc is the critical (number) density and kB is
Boltzmann’s constant, while Om(x, y, z) denotes a for-
mal expansion in powers xjykzl with j + k + l ≥ m. In
accepting these expansions we are neglecting any scaling-
exponent “resonances” that might complicate the expres-
sions by introducing logarithmic factors, etc. [19–22]. For
(d=3)-dimensional systems, particularly real asymmetric
fluids — which are of especial interest — this should be
quite satisfactory. The irrelevant scaling fields, u4, u5,
· · ·, will, in general, have similar expansions in powers of
the variables, t, µˇ and pˇ.
As usual, α in (1.3) is the universal critical exponent
of the specific heat and ∆ is the gap exponent that is
related to α and the exponents β (for the spontaneous
magnetization), γ (for the susceptibility) and δ (for the
critical isotherm) by the scaling relations
∆ = 2− α− β = β + γ = βδ, (1.8)
while θ4 ≡ θ and θ5 are the positive leading correction-to-
scaling exponents. In the case of the (d=3)-dimensional
Ising universality class, which is believed to character-
ize fluid criticality rather generally, we may accept α ≃
0.109, β ≃ 0.326, γ ≃ 1.239, ∆ ≃ 1.565, θ ≃ 0.52 and
θ5 ≃ 1.32 [17]. Finally, substituting λ = 1/|t˜| into (1.3)
yields the “thermal scaling” form
Φ±(p˜/|t˜|2−α, h˜/|t˜|∆; u4|t˜|
θ, u5|t˜|
θ5 , · · ·) = 0, (1.9)
where Φ±(x, y; · · ·) = Ψ(x,±1, y; · · ·) in which ± corre-
sponds to t˜ ≷ 0.
A further observation is worth mentioning at this
point. Specifically, if the critical point is drawn out into
a lambda line without changing the universality class,
by, e.g., the imposition of a magnetic field, H , or, the
addition of a second molecular component with chemical
potential, say µII, etc., the only change needed in the for-
mulation is the inclusion of a further, nonordering field
g [ ∝ H or zII = exp(−µ
II/kBT ), etc.] in the expansions
of the three nonlinear scaling fields; likewise for any fur-
ther fields that leave the universality class unaltered: see,
e.g., [17,18].
Now the particle number N , volume V , and the en-
tropy S, are related by the Gibbs-Duhem relation
V dp− SdT −Ndµ = 0. (1.10)
Hence the number density and the entropy density are
given by
ρ ≡
N
V
=
(
∂p
∂µ
)
T
, S ≡
S
V
=
(
∂p
∂T
)
µ
. (1.11)
Other thermodynamic quantities, such as the specific
heat, compressibility, etc., follow in the standard way.
The crucial point about the scaling formulation pre-
sented here is that the three standard thermodynamic
fields, p, µ, and T enter in a fully symmetrical way with
no a priori assumptions as to which pair combination
or thermodynamic potential, say p(µ, T ) or µ(p, T ), is
“more basic.” By contrast, previous formulations have
typically concluded that it was most appropriate to re-
gard p(µ, T ) as the “basic” quantity [15,17]. This is
what one is led to by studying the standard lattice gases
and what arises most naturally from field-theoretic and
renormalization group approaches [20–22]. However, one
might note that the original Widom formulation [7] was
based on integrating the equation of state and led, fairly
naturally, to a scaling hypothesis for the Helmholtz free
energy density f(ρ, T ); on the other hand, the exactly
soluble cluster-interaction fluids of Fisher and Felderhof
[23] showed that µ(p, T ) was the appropriate thermo-
dynamic potential for describing critical-point scaling in
these models.
It is easily seen, however, that the previous p(µ, T ) for-
mulation [15,17] is recaptured here simply by suppress-
ing the pˇ dependence in the nonlinear scaling fields h˜
and t˜: i.e., in linear order, by setting j1 = j2 = 0
2
in (1.5) and (1.6), and in quadratic order, by setting
m0 = m1 = · · · = n5 = 0. In that case the expansion of
p˜ in (1.4) merely serves to represent the usual “smooth
background” p0(µ, T ) that is always required.
The original discussion of scaling in fluids [7,8] had
to incorporate in the definition of the ordering field h˜
the mixing coefficient k1 which, indeed, is then directly
proportional to (dµσ/dT )c where µσ(T ) represents the
phase boundary below Tc; but the coefficients j1, j2 and
l1 did not appear. Studies of various models later re-
vealed that the coefficient l1, which mixes the chemical
potential into the thermal scaling field, t˜, should also
be included: doing so yielded an unexpected singular-
ity in the coexistence curve diameter, ρ¯(T ), proportional
to |t|1−α. (See, e.g. Ref. [15].) Nevertheless, it was still
argued (in Ref. [15b]) that one could suppress the linear
pressure mixing coefficients j1 and j2 despite the exis-
tence of soluble models in which scaling, in fact, required
them [23].
It is only the recent reconsideration of the possibility
of a Yang-Yang anomaly in real fluids and nonsymmetric
models [2,5] that has led to the realization that pressure
mixing, i.e., nonvanishing coefficients j1 and j2 in (1.5)
and (1.6), should be reconsidered. Indeed, as shown in
Ref. [2], if a nonvanishing Yang-Yang anomaly arises, so
that (d2µσ/dT
2) diverges when T → Tc−, then, within a
scaling formulation, one must have j2 6= 0. In fact, that
also leads, as we demonstrate below, to a singular term
varying as |t|2β in the coexistence curve diameter, ρ¯(T ),
which, in realistic situations, will actually dominate the
previously discovered |t|1−α term [2,15]. Conversely, the
absence of pressure mixing in the linear ordering field, i.e.
j2 = 0, implies the absence of a Yang-Yang anomaly as is
the case for the standard lattice gases. Granted that j2
may not vanish, it is clearly appropriate to allow j1 6= 0,
i.e., to consider pressure mixing also in the thermal field,
t˜.
In light of this background the aim of the analysis pre-
sented in this paper is to thoroughly explore the implica-
tions of the “complete scaling hypothesis” embodied in
the relations (1.3)-(1.9). Hence in Sec. II the “complete
scaling” theory is formulated with the incorporation of
pressure mixing as well as corrections to scaling. For
this purpose, we mostly follow the treatment given in
Ref. [17]. The properties of the scaling functions in the
two limiting cases, h˜/|t˜|∆ → 0 or ∞, are set out as
well as the consequences of the thermodynamic convex-
ity or the 2nd Law of Thermodynamics [24]. For use in
the subsequent calculations, generalized scaling densities
and susceptibilities are defined and the relations between
them and the actual physical quantities are determined.
Once the formulation of the scaling theory is com-
pleted, we examine, in Sec. III, the standard singu-
lar thermodynamic properties including the coexistence
curve and the specific heat. We explicitly determine the
nature of the phase boundaries, pσ(T ) and µσ(T ), of the
coexistence curve diameter, ρ¯ = 12 (ρliq + ρvap) and of
the half-jump, ∆ρ = 12 (ρliq − ρvap), as well as of en-
tropies at the coexistence curve. As mentioned above, the
pressure-mixing coefficient j2 generates a singular |t|
2−α
term in the phase boundary µσ(T ) and thereby, the di-
vergence of the (d2µσ/dT
2) at the critical point: see Sec.
III.A; in addition, a singular |t|2β term in the coexis-
tence curve diameter appears and dominates the |t|1−α
term known previously [15]: see Sec. III.B. In Sec. III.C
the linear mixing coefficients j1, j2, · · ·, l1 are related to
various physical amplitudes, etc., which can, in princi-
ple, be measured via experiments or simulations. The
Yang-Yang anomaly, that was the main motivation for
this study, is discussed in Sec. III.D; it is shown that the
strength of the anomaly, namely Rµ, which measures the
contribution of the chemical potential to the heat capac-
ity relative to that of the pressure in an asymptotic limit
— see (1.1) — is related solely to the pressure-mixing
coefficient j2.
In Sec. IV we study a number of special loci, partic-
ularly in the density-temperature (ρ, T ) plane, that in-
tersect the critical point. These loci are of interest in
their own right but they prove to be especially useful in
attempting to estimate precise values of the critical den-
sity, ρc, both in the case of real asymmetric fluids and in
the simulation of various model systems such as the hard-
core square-well fluid [6] and, more challengingly, primi-
tive model electrolyte systems [25]. More concretely, we
study the locus µ = µc, dubbed the critical isokyme, the
critical isobar (p = pc), the critical isotherm (T = Tc)
and the critical isochore (ρ = ρc) in the (p, T ), (µ, T ),
(ρ, T ), etc., planes. The singular exponents characteriz-
ing these loci are obtained and the corresponding ampli-
tudes are expressed in terms of the mixing coefficients
and the expansion coefficients of the scaling functions
and, thereby, related to one another. One discovers, how-
ever, that these characterizations of the various loci may
not be helpful in estimating the critical point in practical
applications to experiments or simulations, since various
critical parameter values must be known a priori; but,
except for exactly soluble models, the requisite values
are not normally available.
Hence, for direct applications to the analysis of sim-
ulation data, we also study in Sec. IV.E, the “k-
inflection loci” introduced by Orkoulas et al. [6]. The “k-
susceptibility loci” are defined by the points of isothermal
maxima of the modified susceptibility χ(k) = χ/ρk above
Tc in the (ρ, T ) plane where χ = ρ
2kBTKT is the stan-
dard isothermal susceptibility while KT is the compress-
ibility. We find that these loci have leading |t|2β terms
followed by more slowly varying |t|1−α and t contribu-
tions: however, the leading amplitude vanishes when k
takes some ‘optimal value’ kopt. Thus, when k = kopt,
the corresponding k-locus “points” most directly to the
critical point. Furthermore, we find that kopt is directly
related to the strength of the Yang-Yang anomaly via
kopt = 3Rµ. With the aid of simulations we illustrate
these loci quantitatively for the hard-core square-well
fluid and the restricted primitive model electrolyte, and
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compare the results with those for a van der Waals fluid:
see Figs. 1-3, below.
One may, similarly [26], define “k-heat-capacity loci”
via the points of isothermal maxima in the (ρ, T ) plane
of the modified specific heat C
(k)
V ≡ CV /ρ
k. These loci
have not been used in past simulations but may be useful
in the future. We find, as for the susceptibility loci, that
a leading |t|2β term appears in the near-critical expan-
sions, followed by |t|1−α and t terms. Again, the leading
amplitude vanishes when k is equal to a special value that
is once more related directly to the Yang-Yang anomaly:
see Sec. IV.F.
In order to provide semiquantitative guides to the be-
havior of these loci in real systems, we study them in Sec.
V, using classical theory for the gas-liquid phase transi-
tion on the basis of a Landau order-parameter expansion
of the free energy. We obtain the vapor pressure, pσ(T ),
and the saturation chemical potential, µσ(T ), up to sec-
ond order in t, while in the current literature they appear
only up to first order [13]. The coexistence curve diame-
ter, ρ¯(T ), is also found to order t. These curves can be an-
alytically continued from T ≤ Tc to the one-phase region
above Tc so providing special loci that cannot, in general,
be defined in nonclassical cases. Using the van der Waals
equation, these analytic extensions are illustrated quan-
titatively: see Figs. 5-7. In addition to these critical loci,
the k-susceptibility-loci are obtained and compared with
those of the hard-core square-well [6] and the restricted
primitive model [25]. In Sec. V.D the Yang-Yang relation
(1.1) is discussed in more detail within classical theory
and extended to general loci in the (ρ, T ) plane. Finally,
a Yang-Yang-type relation along the critical isotherm is
discussed briefly.
Sec. VI summarizes the paper and provides a key to
the main results. Some further details are provided in the
Appendix and others are available in the first author’s
thesis [26].
II. SCALING FORMULATION AND
THERMODYNAMIC FUNCTIONS
To explore the scaling description (1.9), it is appropri-
ate to focus on the relevant scaling variable (or combina-
tion)
y(pˇ, µˇ, t) = Uh˜/|t˜|∆, (2.1)
where, without loss of generality, U may be taken as a
positive constant. The basic reason for this choice, as
against p˜/|t˜|2−α, is that ∆ is, in general, less than (2−α)
[since, see (1.8), β > 0] so that y diverges less rapidly
when t → 0. Beyond y we need to account for the full
set of irrelevant scaled variables, namely,
yk(pˇ, µˇ, t) = Uk(pˇ, µˇ, t)|t˜|
θk ,
θk+1 ≥ θk > 0, k = 4, 5, · · · , (2.2)
where Uk ∝ uk and we will assume, when needed, that
the associated irrelevant amplitudes Uk are noncritical,
meaning that Uk(pˇ, µˇ, t) can be expanded in a formal
power series of pˇ, µˇ and t (which may not necessarily
converge). Since a fluid has, in general, no obvious sym-
metry, we do not impose any restriction on the Uk: but
see also the discussion in Ref. [17] Sec. II.
Now the thermodynamic potential for the fluid (in this
case the pressure — as a consequence of selecting y as
the primary scaled variable) can be written by formally
solving (1.9) as
p˜ = Q|t˜|2−αW±(y, y4, y5, · · ·), (2.3)
where Q is a positive amplitude while W± is a scaling
function that, in the case of bulk fluids, embodies the
properties of the (d = 3)-dimensional Ising universality
class. In this expression the subscript ± refers to t˜ ≷ 0.
On choosing appropriate values for Q and U , the scal-
ing function, W±(y, · · ·) becomes universal. Note that
the usual analytic background part of the potential, say
p0(t, µˇ), is included in the nonlinear scaling field p˜: see
(1.4) which may, clearly, be solved iteratively for pˇ to
yield an expansion for p0(t, µˇ).
A. Scaling functions
The scaling function W±(y, y4, y5, · · ·) should be both
universal and invariant under change of sign of the odd
arguments y, y5, y7, · · ·. Since the irrelevant scaling
variables, y4, y5, · · ·, vanish as the critical point is ap-
proached, we can also expand the scaling functionW± as
[17]
W±(y, y4, y5, · · ·)
= W 0±(y) + y4W
(4)
± (y) + y5W
(5)
± (y) + · · ·
+ y24W
(4,4)
± (y) + y4y5W
(4,5)
± (y) + · · ·
=
∑
κ
Wκ±(y)y
[κ], (2.4)
where for brevity we have used the multi-index, κ, de-
fined via
κ = 0, (4), (5), · · · , (4, 4), (4, 5), · · · , (4, 4, 4), · · · , (2.5)
as a label and as an exponent via
y0 ≡ 1, y[i,j,···,n] ≡ yiyj · · · yn. (2.6)
We consider κ = (i, j, · · · , n) to be odd or even according
to whether the sum i+ j + · · ·+ n is odd or even. The
symmetry of W±(y, y4, y5, · · ·) then requires [17]
Wκ±(−y) = (−)
κWκ±(y). (2.7)
Recognizing this symmetry, one may write expansions
for Wκ±(y) for small y. For t˜ > 0 we have
4
Wκ+(y)
= Wκ+0 + y
2Wκ+2 + y
4Wκ+4 + · · · , for κ even,
= yWκ+1 + y
3Wκ+3 + y
5Wκ+5 + · · · , for κ odd. (2.8)
By choosing appropriate values for the nonuniversal met-
ric amplitudes Q, U , etc., the expansion coefficients can
be normalized, in general, such that [17,24]
W 0+2 = W
κ
+0 = 1 (κ even) or W
κ
+1 = 1 (κ odd).
(2.9)
For t˜ < 0, the existence of the first-order transition
leads to |y| factors in the expansions so that one has [17]
Wκ−(y) = [W
κ
−0 + |y|W
κ
−1 + y
2Wκ−2 + |y|
3Wκ−3 + · · ·]σκ(y),
(2.10)
where the special signum function is defined by
σκ(y) = 1 for κ even,
= sgn(y) for κ odd. (2.11)
Thermodynamic convexity (which embodies the Second
Law) then requires that W 0−1 and W
0
−2 must both be
positive: see Ref. [24].
For large arguments, |y| → ∞, the scaling functions
Wκ+(y) and W
κ
−(y) must satisfy stringent matching con-
ditions to ensure the analyticity of the potential through
the plane t˜ = 0 for all h˜ 6= 0. By these conditions, the
functions Wκ±(y) may be written as
Wκ±(y) ≈W
κ
∞|y|
(2−α+θ[κ])/∆
×
[
1 +
∞∑
l=1
(±)lwκl |y|
−l/∆
]
σκ(y), (2.12)
where the multiexponent θ[κ] is defined by
θ[0] ≡ 0, θ[(i, j, · · · , n)] = θi + θj + · · ·+ θn, (2.13)
with i, j, · · · , n ≥ 4. By virtue of the normalizations
(2.9) the numerical amplitudes Wκ−j , W
κ
+j , W
κ
∞, and w
κ
l
should all be universal. Beyond that, thermodynamic
convexity dictates that W 0∞ and w
0
2 must be positive
while (w01)
2/w02 must be bounded above [24]. The sign of
w01 is not determined by convexity alone but must, in gen-
eral, be negative: see Ref. [24]. This plays an important
role in determining allowable phase diagrams in a density
(or composition) space at critical endpoints [17,24].
B. Generalized density and entropy
To extract explicit results from (2.3) revealing the sin-
gularities of the various thermodynamic derivatives, crit-
ical loci, etc., we first recall (1.11) and define a dimen-
sionless reduced density, ρˇ, and entropy, sˇ, by
ρˇ ≡
ρ
ρc
=
(
∂pˇ
∂µˇ
)
t
, sˇ ≡
S
ρckB
=
(
∂pˇ
∂t
)
µˇ
. (2.14)
Similarly, the generalized number density, ρ˜, and entropy
density, s˜, will be defined by
ρ˜ ≡
(
∂p˜
∂h˜
)
t˜
, s˜ ≡
(
∂p˜
∂t˜
)
h˜
. (2.15)
These quantities then obey the usual simple scaling rules,
namely, ρ˜ ∼ |t˜|β and s˜ ∼ |t˜|1−α when t˜→ 0.
To find concrete expressions for ρˇ and sˇ, one may con-
sider the differential relation,
dp˜ = ρ˜dh˜+ s˜dt˜, (2.16)
where it is appropriate to recall that all the scaling vari-
ables yk in (2.3) are functions (only) of pˇ, µˇ and t and,
hence, of p˜, µ˜ and t˜. Using (1.4)-(1.6), this differential
relation may be written as
(1 − 2m0pˇ− n0µˇ− n3t+ j2ρ˜+ j1s˜+ · · ·)dpˇ
= (l0 + n0pˇ+ 2q0µˇ+ v0t+ ρ˜− l1s˜+ · · ·)dµˇ
+ (k0n3pˇ+ v0µˇ+ 2r0t+ s˜− k1ρ˜+ · · ·)dt, (2.17)
where in the brackets we have retained only terms up to
linear order. Using (2.14), we then obtain the relations
ρˇ =
l0 + n0pˇ+ 2q0µˇ+ v0t+ ρ˜− l1s˜+ · · ·
1− 2m0pˇ− n0µˇ− n3t+ j2ρ˜+ j1s˜+ · · ·
, (2.18)
sˇ =
k0 + n3pˇ+ v0µˇ+ 2r0t+ s˜− k1ρ˜
1− 2m0pˇ− n0µˇ− n3t+ j2ρ˜+ j1s˜+ · · ·
. (2.19)
If the nonlinear mixing coefficients mj , nj , · · ·, vj in
(1.4)-(1.6) are ignored, these expressions may be approx-
imated by
ρˇ ≈
l0 + ρ˜− l1s˜
1 + j2ρ˜+ j1s˜
, sˇ ≈
k0 + s˜− k1ρ˜
1 + j2ρ˜+ j1s˜
. (2.20)
Note that ρˇ and sˇ are nonlinear functions of ρ˜ and s˜
owing to the pressure mixing coefficients, j1 and j2. In
the absence of pressure mixing (i.e., j1 = j2 = 0), we
recover the Bruce-Wilding linear relations [16]. We will
see later that the approximation (2.20) is adequate to
derive the most important singularities in leading order.
C. Generalized susceptibilities
The second derivatives of the potential determine the
usual response functions, e.g., susceptibilities, heat ca-
pacities, etc. We define the basic reduced susceptibilites
χˇNN ≡ (∂
2pˇ/∂µˇ2)t, χˇUU ≡ (∂
2pˇ/∂t2)µˇ,
χˇNU ≡ (∂
2pˇ/∂µˇ∂t) = (∂2pˇ/∂t∂µˇ). (2.21)
These are related to the number and energy fluctuations
most directly accessible in grand canonical simulations
[6]. The isothermal susceptibility χ is defined by
5
χ ≡ (∂ρ/∂µ)T = (∂
2p/∂µ2)T , (2.22)
and is related to the isothermal compressibility, KT =
ρ−1(∂ρ/∂p)T , by χ = ρ
2KT and to the reduced suscep-
tibility χˇNN by
χ = (ρc/kBTc)χˇNN . (2.23)
Experimentally, the most important heat capacity for
fluids is the constant-volume heat capacity with a density
defined by
CV =
T
ρ
(
∂S
∂T
)
ρ
, (2.24)
where S is the entropy density defined in (1.11). It is
convenient to introduce the dimensionless reduced spe-
cific heat, namely,
CˇV ≡ (∂sˇ/∂t)ρ, (2.25)
for which one has
ρCV /T = (kBρc/Tc)CˇV . (2.26)
The reduced specific heat, CˇV , is then related to the re-
duced susceptibilities in (2.21) via [6]
CˇV = χˇUU − χˇ
2
NU/χˇNN . (2.27)
Finally, we define generalized (scaling) susceptibilities
via
χ˜hh ≡
(
∂2p˜
∂h˜2
)
t˜
, χ˜tt ≡
(
∂2p˜
∂t˜2
)
h˜
, χ˜ht ≡
(
∂2p˜
∂h˜∂t˜
)
.
(2.28)
From (2.3) one finds χ˜hh ∼ |t˜|
−γ , χ˜ht ∼ |t˜|
β−1, and
χ˜tt ∼ |t˜|
−α when t˜ → 0. When the nonlinear mixing
terms in the scaling fields are ignored, as above, χˇNN
can be expressed in terms of the generalized densities
and susceptibilities as
χˇNN ≈
[
(e1 + e2s˜)
2χ˜hh + (e3 + e2ρ˜)
2χ˜tt − 2(e1 + e2s˜)
×(e3 + e2ρ˜)χ˜ht] /(1 + j2ρ˜+ j1s˜)
3, (2.29)
where the derived mixing coefficients are
e1 = 1− j2l0, e2 = j1 + j2l1, e3 = l1 + j1l0. (2.30)
The detailed derivation of (2.29) is presented in Appendix
F of Ref. [26] henceforth to be denoted K; there it is also
shown how (2.29) [K(3.41)] captures the leading singular
correction terms.
III. THERMODYNAMIC PROPERTIES
A. Phase boundaries
The phase boundaries, say pσ(T ) and µσ(T ) [or pˇσ(t)
and µˇσ(t)], on which two phases may coexist, can be de-
termined by equating the pressure and chemical potential
on the vapor and liquid sides below Tc (i.e., for t˜ < 0).
On using the small y expansion of p˜ for t˜ < 0 with the
aid of (2.10), we obtain (including higher order terms)
p˜± = Q|t˜|
2−α[W 0−0 ±W 0−1y +W 0−2y2 + · · ·
+ U4c|t˜|
θ(W (4)−0 ±W
(4)
−1 y +W
(4)
−2 y
2 + · · · )
± U5c|t˜|
θ5(W (5)−0 ±W
(5)
−1 y +W
(5)
−2 y
2 + · · · )+ · · · ], (3.1)
where ± now refers to h˜ ≷ 0, while U4c and U5c are the
critical values of the irrelevant scaling amplitudes, U4 and
U5, respectively. Equating p˜+ and p˜− then yields
W 0−1y = −W
(5)
−0U5c|t˜|
θ5 −W
(4)
−1U4c|t˜|
θy
−W
(5)
−2U5c|t˜|
θ5y2 + · · · , (3.2)
where one sees that various even and odd terms cancel.
Solving for y iteratively, one obtains
y = −
W
(5)
−0
W 0
−1
U5c|t˜|
θ5 +
W
(4)
−1W
(5)
−0
(W 0
−1)
2
U4cU5c|t˜|
θ+θ5 + · · · .
(3.3)
Note that in contrast to the symmetric case (e.g., the fer-
romagnetic Ising model) where U5 = 0, the scaling field
does not vanish identically along the phase boundary.
Using the definition (2.1), we find the phase boundary is
given by
h˜σ(t˜) = E1|t˜σ|
∆+θ5 + E2|t˜σ|
∆+θ+θ5 + · · · , (3.4)
where the coefficients are
E1 = −
U5cW
(5)
−0
UW 0−1
, E2 =
U4cU5cW
(4)
−1W
(5)
−0
U(W 0−1)
2
. (3.5)
Now substituting µ = µσ(T ) and p = pσ(T ) in (1.5)
and (1.6) and using (3.4), we obtain an expansion [see
K(3.65)] of
µˇσ(T ) = [µσ(T )− µc]/kBTc (3.6)
in powers of t, of µˇσ itself, and of
pˇσ(T ) = [pσ(T )− pc]/ρckBTc. (3.7)
One can solve this equation iteratively for µˇσ as a func-
tion of t and pˇσ to obtain
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µˇσ(T ) = j2pˇσ + k1t+ (m2 + j
2
2q2 + j2n2)pˇ
2
σ
+ (r2 + k1q2 + v2k1)t
2
+ (n5 + 2j2k1q2 + k1n2 + v2j2)pˇσt
+ E1|(1 − k1l1)t− (j1 + j2l1)pˇσ|
∆+θ5
+ E2|(1 − k1l1)t− (j1 + j2l1)pˇσ|
∆+θ+θ5
+ · · · . (3.8)
Substituting this result into (1.4) yields
p˜σ = (1− j2l0)pˇσ − (k0 + k1l0)t
− E˜1pˇ
2
σ − E˜2t
2 − E˜3pˇσt+ · · · , (3.9)
where the coefficients E˜j depend on the quadratic
nonlinear-field coefficients r0, m0, · · · in (1.4) to (1.6):
see K(3.68)-(3.70).
Similarly, from (1.5) and (3.8), one finds
t˜σ = (1− k1l1)t− (j1 + j2l1)pˇσ + · · · . (3.10)
Substituting this into (3.1) with the aid of (2.1) and
(3.4), combining it with (3.9) and solving iteratively for
pˇσ finally yields the result
pˇσ(T ) = pˇσ,1t+ pˇσ,2t
2 +Ap|t|
2−α[1 + ap|t|θ + · · ·
+ bp|t|
θ5−β + a′p|t|
θ5−β+θ + · · ·+ b′p|t|
2θ5 + · · · ]
+ · · · , (3.11)
where the leading coefficients are given by
pˇσ,1 =
k0 + k1l0
1− j2l0
, pˇσ,2 = E˜1pˇ
2
σ,1 + E˜2 + E˜3pˇσ,1, (3.12)
Ap =
QW 0−0
1− j2l0
|τ |2−α, ap =
U4cW
(4)
−0
W 0−0
|τ |θ,
bp =
l0(1− j2l0)E1
QW 0−0
|τ |θ5−β , (3.13)
in which we have introduced mixing factor
τ = 1− k1l1 − pˇσ,1(j1 + j2l1), (3.14)
while E1 is given in (3.5) and a
′
p and b
′
p can be derived
from K(3.74).
Note that the leading even correction-to-scaling term
enters the phase boundary pσ(T ) with an exponent (2−
α) + θ, while the odd correction-to-scaling term has an
exponent (2−α)−β+θ5. In addition, it is not hard to see
that the subsequent term bp|t|
2θ5 (and analogous terms
below) must be preceded by lower order terms such as
dp|t|
2θ, a′′p |t|
θ+1, ep|t|
3θ, a′′′p |t|
θ+2, etc.
Now let us substitute the result (3.11) back into (3.8).
With a little further effort, one obtains the desired re-
sult for the chemical potential on the phase boundary,
namely,
µˇσ(T ) = µˇσ,1t+ µˇσ,2t
2 +Aµ|t|
2−α[1 + aµ|t|θ + · · ·
+ bµ|t|
θ5−β + a′µ|t|
θ5−β+θ + · · ·+ b′µ|t|
2θ5 + · · · ]
+ · · · , (3.15)
where the leading coefficients satisfy
µˇσ,1 = k1 + j2pˇσ,1, Aµ = j2Ap, aµ = ap, (3.16)
bµ = E1|τ |
∆+θ5/Aµ, a
′
µ = bµcp, b
′
µ = b
′
p, (3.17)
while µˇσ,2 is given in K(3.78).
As is to be expected, the spectrum of singular terms
that appears in the expansion for µσ(T ) is the same as
that for pσ(T ). Note, however, that the leading singular
amplitude, Aµ, for µσ(T ) is proportional to the pressure-
mixing coefficient j2. Thus, in contrast to the traditional
scaling treatment, pressure mixing in the scaling fields
implies that the second derivative of µσ(T ) diverges at
the critical point with the same exponent α as the specific
heat. However, even in the absence of pressure mixing
per se the phase boundary µσ(T ) is not analytic: rather
its third derivative diverges (in contrast again to lattice-
gas models) owing to the odd correction-to-scaling term,
since in the case of fluids one has 2 < 2−α−β+θ5 = ∆+
θ5 < 3. [Note that the amplitude, Aµbµ, of |t|
2−α−β+θ5
in (3.15) does not vanish when j2 = 0.] The conclusion
that µ′′σ(T ) exhibits a cusp-like behavior near the critical
point was originally advanced by Ley-Koo and Green [27]
and enters into the analysis of the effects of impurities
on the detection of the Yang-Yang anomaly [5]: see the
discussion below in Sec. III.D.
B. Densities and entropies at coexistence
The generalized densities along the phase boundary, ρ˜σ
and s˜σ, can be obtained from (2.3) and (2.15) by using
the results (3.11) and (3.15) for pˇσ and µˇσ. After some
algebra, we find
ρ˜σ(t) ≈ ±QU |τt|
β
[
W 0−1 + U4cW
(4)
−1 |τt|
θ
± U5c
{
W
(5)
−1 − (W
0
−2W
(5)
−0 /W
0
−1)
}
|τt|θ5 + · · ·
]
,
(3.18)
s˜σ(t) ≈ −Q|τt|
1−α
[
(2− α)W 0−0 + (2− α+ θ)U4cW
(4)
−0 |τt|
θ
± (∆ + θ5)U5cW
(5)
−0 |τt|
θ5 + · · ·
]
, (3.19)
where ± refers to h˜ ≷ 0. Using (2.18) and (2.19) and
expanding in powers of t, we finally obtain the number
density and entropy density on the two sides of the co-
existence curve as
ρ±(T ) = ρc{1 +A2β |t|2β +A1−α|t|1−α +A1t+ · · ·
+A5|t|
β+θ5 + · · ·
±B|t|β
[
1 + bθ|t|
θ + b2β |t|
2β + · · ·
]
}, (3.20)
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S±(T ) = ρckB{k0 + S2β |t|2β + S1−α|t|1−α + S1t+ · · ·
+ S5|t|
β+θ5 + · · ·
±Bs|t|
β
[
1 + dθ|t|
θ + d2β |t|
2β + · · ·
]
}, (3.21)
where terms varying as |t|β+1 and |t|1−α+β have not
been displayed and higher order terms such as ±|t|β+∆,
|t|β+2−α, etc. will also be present in general. Implicit in
these results is the conclusion
l0 = ρˇc ≡ 1 and k0 = sˇc ≡ Sc/ρckB. (3.22)
The leading coefficients for the density are then
B = (1− j2)QUW
0
−1|τ |
β , bθ = U4cW
(4)
−1 |τ |
θ/W 0−1,
(3.23)
b2β = j
2
2B
2/(1− j2)
2, A2β = − j2B
2/(1− j2),
(3.24)
A1−α = (2− α)(l1 + j1)QW
0
−0|τ |
1−α, (3.25)
A1 = v0 +m3 + (2q0 + n0)µˇσ,1 + (n0 + 2m0)pˇσ,1,
(3.26)
while the coefficients for the entropy satisfy
Bs/B = − (k1 + j2k0)/(1− j2), dθ = bθ, (3.27)
d2β = j
2
2B
2
s/(k1 + j2k0)
2, S2β = −j2B
2
s/(k1 + j2k0),
(3.28)
S1−α = (2− α)(j1k0 − 1)QW
0
−0|τ |
1−α, S5 = BsA5/B,
(3.29)
and A5 and S5 follow from K(3.83, 3.84).
From (3.20) the coexistence curve diameter, ρ¯(T ) =
1
2 [ρliq(T ) + ρvap(T )], and the width, 2∆ρ(T ) = ρliq(T )−
ρvap(T ) of the coexistence curve, follows immediately. As
anticipated, we see that the diameter contains a |t|2β
term that is proportional to the pressure-mixing coeffi-
cient j2; and, since 2β < 1− α for typical fluids, this ac-
tually dominates the previously anticipated |t|1−α term
[15]. Likewise, one may read off the entropy diameter,
S¯(T ), and entropy jump, ∆S(T ), from (3.21). Again one
observes that the dominating |t|2β term in S¯(T ) is pro-
portional to j2.
The total entropy in the two-phase region is given by
Stotσ (T ) = V
dpσ
dT
−N
dµσ
dT
. (3.30)
On the critical isochore, ρ = ρc, this yields the entropy
density
Sσ(T ; ρc) = Sc + ρckB(1− j2)Ap|t|
1−α +O(t) (3.31)
from which, as was to be anticipated, the |t|2β terms have
cancelled. [Recall that Ap is defined in (3.13).]
In Fig. 1 grand canonical simulation data for the co-
existence curve of the hard-core square-well fluid are
presented. Adopting the critical point estimates, Tc ≃
1.2179 and ρc ≃ 0.3067 [6], and the Ising values for
the critical exponents yields the estimates B = 1.20264,
A2β = −0.00073, A1−α = 0.1897, A1 = −0.06914,
bθ = −0.2576, and b2β = −0.0852 for the amplitudes in
(3.20) [6]. This fit is shown in Fig. 1 as a solid line that
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FIG. 1. Coexistence data (open circles, with closed cir-
cles for the diameter) for the hard-core square-well fluid ob-
tained by Orkoulas et al. [6]. The solid lines connecting
the data points represent an Ising-type fit: see Eq. (3.20).
The vertical and horizontal dashed-lines locate the critical
isochore, ρ∗ = ρ∗c ≃ 0.3067, and the critical isotherm,
T ∗ = T ∗c ≃ 1.2179 [6]. The curves above criticality and in
the inset depict estimates for the k-susceptibility loci for the
values of k indicated.
connects the coexisting density estimates (circles) to the
critical point. Similarly, coexistence simulation data (in
a ζ = 5 fine discretization level) for the restricted primi-
tive model electrolyte are presented in Fig. 2. The solid
line — the Ising fit to the coexistence data — is drawn
by adopting the critical point values, Tc ≃ 0.05069,
ρc ≃ 0.079 [25] and the amplitude estimates, B = 0.274,
A2β = 0.0165, A1−α = 0.919, A1 = 0.586, bθ = 1.464,
and b2β = 2.254. However, one must note that the spe-
cific numbers attached to these particular amplitude es-
timates cannot have a very significant meaning, unless
the higher order corrections are considered more carefully
than is practicable with the data currently available.
C. Mixing coefficients
It is clearly of interest to express the linear mixing co-
efficients entering the scaling fields (1.4)-(1.6) in terms of
various thermodynamic quantities which might, at least
in principle, be measured in experiments or simulations.
As regards the field p˜, we have already noted in (3.22)
the simple expressions for k0 and l0.
The pressure-mixing coefficient, j2, can be obtained
via (3.16) from the singular amplitudes Aµ in µσ(T ) and
Ap in pσ(T ) simply as
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FIG. 2. Plots of coexistence curves, k-susceptibility loci,
etc., as in Fig. 1, based on simulations for the restricted prim-
itive model by Luijten et al. [25]. The critical parameters
adopted are T ∗c ≃ 0.05069 and ρ
∗
c ≃ 0.079 corresponding to a
ζ = 5 fine-discretization level [25].
j2 = Aµ/Ap. (3.32)
Then, from the observable limiting derivatives µ′σc ≡
(dµσ/dT )c and p
′
σc ≡ (dpσ/dT )c, which correspond to
µˇσ,1 and pˇσ,1, we may obtain
k1 = (ρcµ
′
σc − j2p
′
σc)/ρckB = [ρcµ
′
σc − p
′
σc(Aµ/Ap)]/ρckB.
(3.33)
The remaining two linear mixing coefficients, j1 and l1,
can be obtained by using the amplitudes, A1−α and S1−α
in (3.25) and (3.29) which describe the |t|1−α singularity
in the density and entropy diameters. Taking a ratio
yields
l1 + j1
j1k0 − 1
=
A1−α
S1−α
, (3.34)
where we have used l0 = 1, while k0 is given in (3.22). On
the other hand, from the ratio of A1−α to Ap we obtain
via (3.13) and (3.25) the distinct relation
l1 + j1
|τ |
=
A1−α
(2− α)(1 − j2)Ap
, (3.35)
where τ is given in (3.14). Since τ is linear in the mixing
coefficients j1 and l1 one can, in principle, solve these
two equations for j1 and l1. In practice, however, lack
of precision in measuring the amplitudes Ap, A1−α and
S1−α is likely to produce large uncertainties.
D. Yang-Yang anomaly
The Yang-Yang relation (1.1) in the two-phase region
(T < Tc) can be usefully rewritten as [2]
CV (T, ρ) ≡ C
tot
V = (v/vc)C˜p(T ) + C˜µ(T ), (3.36)
where v = V/N = 1/ρ and
C˜p(T ) ≡ vcT (d
2pσ/dT
2), C˜µ(T ) ≡ −T (d
2µσ/dT
2).
(3.37)
The results (3.11) and (3.15) then yield
C˜p(T ) = A˜p|t|
−α + B˜p + a˜p|t|
θ−α + · · ·
+ b˜1|t|
θ5−α−β + b˜p|t|
θ5−α−β+θ + · · · , (3.38)
C˜µ(T ) = A˜µ|t|
−α + B˜µ + a˜µ|t|
θ−α + · · ·
+ c˜1|t|
θ5−α−β + b˜µ|t|
θ5−α−β−θ + · · · , (3.39)
where the various coefficients follow straightforwardly
from (3.12)-(3.14), (3.16) and (3.17): see also K(3.103).
Following Ref. [2] it is reasonable to define the strength
of the Yang-Yang anomaly via
Rµ ≡ lim
t→0−
C˜µ(T )
C˜p + C˜µ
=
A˜µ
A˜p + A˜µ
. (3.40)
By (3.32) this leads immediately to
Rµ = −j2/(1− j2). (3.41)
Note that Rµ depends only on j2 (not on j1). Fisher and
Orkoulas [2] estimated Rµ for propane from experimen-
tal data on the two-phase heat capacity and obtained
Rµ ≃ 0.56: this suggests j2 ≃ −1.27. They also an-
alyzed the heat capacity data for CO2 and estimated
Rµ ≃ −0.4 (±0.3) which implies that j2 should be posi-
tive but small (less than 1). On the other hand, simula-
tions of the hard-core square-well fluid [6] indicate that
Rµ is small but negative, close to zero: correspondingly,
j2 should be small but positive.
IV. SPECIAL CRITICAL LOCI
In this section we use the scaling formulation to obtain
asymptotic expressions for various interesting critical loci
that lie in the one-phase regions of the phase diagram.
For convenience, we introduce a superscript index ι de-
fined so that: ι = i for the locus µ = µc, say, the critical
isokyme; ι = ii for the critical isobar, p = pc; ι = iii for
the critical isotherm, T = Tc; and ι = iv for the critical
isochore, ρ = ρc.
A. Critical isokyme, µ = µc
On the critical isokyme µ = µc (or µˇ = 0) the scaling
fields (1.4)-(1.6) reduce to
p˜ = pˇ− k0t−m0pˇ
2 − r0t
2 − n3pˇt+ · · · , (4.1)
h˜ = − j2pˇ− k1t−m2pˇ
2 − r2t
2 − n5pˇt+ · · · , (4.2)
t˜ = t− j1pˇ−m1pˇ
2 − r1t
2 − n4pˇt+ · · · . (4.3)
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Notice that the scaling variable y = Uh˜/|t˜|∆ ∼ −(j2pˇ +
k1t)/|t−j1pˇ|
∆ now diverges, in general, when the critical
point is approached (i.e., when pˇ, t → 0) since ∆ > 1
for fluids. Hence, we need the expansions of the scaling
functions Wκ±(y) for y → ∞. On using (2.3), (2.4) and
(2.12), we obtain
pˇ = k0t+m0pˇ
2 + r0t
2 + n3pˇt+ · · ·
+QW 0∞(U |h˜|)
(2−α)/∆
[
1 + w01 t˜(U |h˜|)
−1/∆ + · · ·
]
+QW (4)∞ U4c(U |h˜|)
(2−α+θ)/∆ [1 + · · ·] ,
+ σ˜hQW
(5)
∞ U5c(U |h˜|)
(2−α+θ5)/∆ [1 + · · ·] , (4.4)
where σ˜h = sgn(h˜). Now t˜ and h˜ can be expanded in
terms of pˇ and t using (4.2) and (4.3) and the resulting
equation may then be solved iteratively for pˇ as a function
of t. After some algebra, this yields the critical isokyme
in the (p, T ) plane as
pˇi(t) ≡ [pi(T )− pc]/ρckBTc
= pˇi1t+ pˇ
i
2t
2 +Aip|t|
(2−α)/∆[1± bi1|t|β/∆
± bi2|t|
(∆−1)/∆ + · · ·+ bi3|t|
θ/∆ ± bi4|t|
(β+θ)/∆ +
· · ·+ bi5|t|
θ5/∆ + bi6|t|
(β+θ5)/∆ + · · · ]+ · · · , (4.5)
where ± refers to t ≷ 0 while
pˇi1 = k0, pˇ
i
2 = r0 + k
2
0m0 + k0n3,
Aip = QW
0
∞(U |k1 + j2k0|)
(2−α)/∆, (4.6)
and the amplitudes bi1, · · · of the correction terms are
given in K(3.111).
Note that the leading singular exponent is (2−α)/∆ =
1+ δ−1, where δ = ∆/β is the standard critical exponent
characterizing the critical isotherm. In the case of the
(d = 3)-dimensional Ising universality class, δ ≃ 4.8 so
that 1 + δ−1 ≃ 1.21. This implies that the curvature
of pˇi(t), the pressure on the critical isokyme, diverges
as T → Tc. Also by convexity — see Sec. II.A — the
leading singular amplitude Aip is positive regardless of
the sign of t. On the other hand, it transpires that the
amplitude bi5 of the leading odd correction contains the
signum factor σ˜h so that its sign depends on h˜. Later we
will see that the sign of h˜ can be determined from the
mixing coefficient k1.
To obtain the critical isokyme in the (ρ, T ) plane, we
first substitute (4.5) into (4.2) and (4.3) and express h˜
and t˜ as functions of t. Using these results in the defi-
nitions (2.15) then yields ρ˜ and s˜ in terms of t. Finally,
from (2.18), we obtain the density on the critical isokyme,
µ = µc, as
ρi(T ) = ρc{1±Bi|t|β/∆ +Bid|t|2β/∆ +Aid|t|(1−α)/∆ +
· · · ±Bi4|t|
(β+θ)/∆ + · · ·+Bi5|t|
(β+θ5)/∆ + · · ·},
(4.7)
where ± refers to h˜ ≷ 0, while the leading coefficients are
Bi = (1 + δ−1)(1 − j2)A
i
p/|k1 + j2k0|,
Bid = −j2(2− α+ β)(B
i)2/(2− α)(1 − j2), (4.8)
and the further coefficients are presented in K(3.113).
Note that the leading singular exponent is β/∆ = δ−1
which is less than β so implying that the the critical
isokyme in the (ρ, T ) plane is significantly flatter than the
coexistence curve. Clearly, therefore, the critical isokyme
below Tc lies outside the coexistence boundary, i.e., en-
tirely in the one-phase region as is to be expected.
B. Critical isobar
At p = pc (or pˇ = 0), the scaling fields (1.4)-(1.6) with
(3.22) reduce to
p˜ = − k0t− µˇ− q0µˇ
2 − r0t
2 − v0µˇt+ · · · , (4.9)
h˜ = µˇ− k1t− q2µˇ
2 − r2t
2 − v2µˇt+ · · · , (4.10)
t˜ = t− l1µˇ− q1µˇ
2 − r1t
2 − v1µˇt+ · · · . (4.11)
As the critical point is approached along a general lo-
cus (i.e., t, µˇ → 0), the scaling variable y ∝ h˜/|t˜|∆ ∼
(µˇ − k1t)/|t − l1µˇ|
∆ again diverges. Using the large-y
expansion (2.12) for p˜ and rearranging (4.9) yields
µˇ = − k0t− q0µˇ
2 − r0t
2 − v0µˇt+ · · ·
−QW 0∞(U |h˜|)
(2−α)/∆
[
1 + w01 t˜(U |h˜|)
−1/∆ + · · ·
]
−QW (4)∞ U4c(U |h˜|)
(2−α+θ)/∆[1 + · · ·]
−QW (5)∞ U5c(U |h˜|)
(2−α+θ5)/∆[1 + · · ·]. (4.12)
Solving this equation iteratively for µˇ in terms of t with
the aid of (4.10) and (4.11), expresses the critical isobar
in the (µ, T ) plane as
µˇii(t) = [µii(T )− µc]/kBTc
= − k0t+ µˇ
ii
2 t
2 + · · ·+Aiiµ|t|
(2−α)/∆[1± bii1 |t|β/∆
± bii2 |t|
(∆−1)/∆ + · · ·+ bii3 |t|
θ/∆ ± bii4 |t|
(β+θ)/∆
+ · · ·+ bii5 |t|
θ5/∆ + bii6 |t|
(β+θ5)/∆ + · · · ], (4.13)
where ± again refers to t ≷ 0, while the leading coeffi-
cients are
µˇii2 = − r0 + k0v0 − k
2
0q0,
Aiiµ = −QW
0
∞(U |k1 + k0|)
(2−α)/∆, (4.14)
bii1 = −(2− α)A
ii
µ/∆(k1 + k0),
and the further correction amplitudes are given in
K(3.179).
Note that the curvature of µˇii(t) diverges at the critical
point with the same exponent as does the critical isokyme
in the (p, T ) plane: see (4.5). The critical isobar also has
the same sign of curvature above and below Tc in the
(µ, T ) plane. By thermodynamic convexity, the leading
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singular amplitude Aiiµ is negative. The amplitude b
ii
5 of
the leading odd correction term again changes its sign
depending on h˜.
In the (ρ, T ) plane the critical isobar can be obtained
via the same route used above for the critical isokyme.
The result is
ρii(T ) = ρc{1±Bii|t|β/∆ +Biid |t|2β/∆ +Aiid |t|(1−α)/∆ +
· · · ±Bii4 |t|
(β+θ)/∆ + · · ·+Bii5 |t|
(β+θ5)/∆ + · · ·},
(4.15)
where ± here refers to µ ≷ µc while the leading coeffi-
cients are
Bii = −(1 + δ−1)(1 − j2)A
ii
µ/|k1 + k0|,
Biid = −[(2− α)j2 + β](B
ii)2/(2− α)(1 − j2), (4.16)
where the further coefficients are to be found inK(3.121).
Notice that the leading singular behavior matches that
of the density on the critical isokyme as given in (4.7).
For small j2 (< 1), the leading amplitude B
ii must, by
convexity, again be positive. The ratio between Bi in
(4.7) and Bii is simply
Bi/Bii = |(k1 + j2k0)/(k1 + k0)|
β/∆
. (4.17)
C. Critical isotherm
When T = Tc so that t = 0, the scaling fields again
reduce to yield, now,
p˜ = pˇ− µˇ−m0pˇ
2 − q0µˇ
2 − n0pˇµˇ+ · · · , (4.18)
and similarly for h˜ and t˜. Once more, the scaling variable
y diverges, in general, on approach to criticality. Using
(4.18) and the large-y expansion (2.12) for the scaling
functions yields an equation for pˇ in powers of µˇ, h˜, t˜
and pˇ which, as before, can be solved iteratively with the
aid of the reduced expansions for h˜ and t˜ to obtain pˇ as a
function of µˇ. The result for the pressure on the critical
isotherm is
pˇiii(µˇ) = [piii(µ)− pc]/ρckBTc
= µˇ+ pˇiii2 µˇ
2 + · · ·
+Aiiip |µˇ|
(2−α)/∆
[
1± biii1 |µˇ|
β/∆ ± · · ·
]
, (4.19)
where ± refers to µ ≷ µc, while the coefficients are
pˇiii2 = m0 + q0 + n0,
Aiiip = QW
0
∞(U |1− j2|)
(2−α)/∆, (4.20)
biii1 = − j2(2 − α)A
iii
p /∆(1− j2),
and the spectrum of higher order terms matches that in
(4.13): see also K(3.127). The leading singular exponent
is again (2 − α)/∆ = 1 + δ−1, implying that the critical
isotherm in the (p, µ) plane has a divergent curvature at
the critical point, and thermodynamic convexity ensures
Aiiip > 0.
To obtain the critical isotherm in the (ρ, p) plane, we
first invert (4.19) to obtain µˇ ≈ pˇ − Aiiip |pˇ|
(2−α)/∆ and
then use this to express the generalized densities, ρ˜ and
s˜, as functions of pˇ. Using (2.18) finally yields the critical
isotherm in the form
ρiii(p) = ρc
{
1±Biii|pˇ|β/∆ +Biiid |pˇ|
2β/∆ +Aiiid |pˇ|
(1−α)/∆
+ · · · ±Biii4 |pˇ|
(β+θ)/∆ + · · ·
+Biii5 |pˇ|
(β+θ5)/∆ + · · ·
}
, (4.21)
where ± again refers to µ ≷ µc while
Biii = (1 + δ−1)|(1− j1)/(1− j2)|
β/∆Aiiip , (4.22)
and Biiid ∝ −(B
iii)2: see K(3.131). As expected for the
critical isotherm the leading exponent is again β/∆ =
δ−1. Assuming that the pressure-mixing coefficient j2 is
small (< 1), we find Biii > 0 owing to convexity. Now
when j2 ≃ 0, the scaling field h˜ can be approximated by
pˇ which implies that the critical isotherm in the (ρ, p)
plane approaches the critical point from higher density
above pc, while from lower density below pc: this accords
with the observed standard behavior.
D. Critical isochore
Below Tc in normal fluids the critical isochore in the
(µ, T ) and (p, T ) planes coincides with the phase bound-
ary, µσ(T ) and pσ(T ) (but see [23] for exceptions in cer-
tain models); however, the behavior above Tc is of general
interest. When ρ = ρc, the result (2.18) for the density
leads to
0 = (1− j2)QU |t˜|
β
[
W 0 ′+ (y) + U4c|t˜|
θW
(4) ′
+ (y) + · · ·
]
+ j2(j2 − 1)Q
2U2|t˜|2β[W 0 ′+ (y) + · · · ]
2
+ (l1 + j1)Q|t˜|
1−α[∆yW 0 ′+ (y)− (2 − α)W 0+(y)]
+ · · · ,
(4.23)
where the primes denote differentiation with respect to
y. We need to solve this equation for y as a function of t˜;
but on the critical isochore we expect y → 0 when t˜→ 0.
Hence we should now use the small-y expansions (2.8)
for the scaling functions W 0+(y), W
(4)
+ (y), etc. The re-
sulting equation in powers of y may be solved iteratively
to obtain
y = Y1|t˜|
1−α−β
[
1 + y2|t˜|
θ + · · ·
]
, (4.24)
with coefficients
11
Y1 =
(2− α)(l1 + j1)W
0
+0
2(1− j2)W 0+2U
, y2 = −
U4cW
(4)
+2
W 0+2
. (4.25)
The scaling fields p˜ and h˜ along the critical isochore
can now be found as follows: first, on combining (2.3),
(2.4) and (2.8) with (4.24), we find
p˜ = Q|t˜|(2−α)
[
W 0+0 +W
0
+2Y
2
1 |t˜|
2−2α−2β + · · ·
+ U4cW
(4)
+0 |t˜|
θ + · · ·+ U5cW
(5)
+1 Y1|t˜|
1−α−β+θ5
+ · · ·]; (4.26)
then, from the definition (2.1) of the scaling variable y
we get
h˜ = (Y1/U)|t˜|
1−α+γ
[
1 + y2|t˜|
θ + · · ·
]
; (4.27)
finally, by expressing the scaling fields in terms of pˇ, µˇ
and t via (1.4)-(1.6), we can solve these two equations
iteratively for pˇ and µˇ as functions of t. After some al-
gebra, this yields the critical isochore in the (p, T ) plane
as
pˇiv(t) = [piv(T )− pc]/ρckBTc
= pˇσ,1t+ pˇσ,2t
2 + · · ·+Aivp |t|
(2−α)[1 + aiv1p|t|θ
+ aiv2p|t|
γ−α + · · ·+ aiv3p|t|
1−α−β+θ5 + · · · ]
+Bivp |t|
1−α+γ[1 + bivp |t|θ + · · · ], (4.28)
where the leading amplitudes are
Aivp = QW
0
+0|τ |
2−α, Bivp = Y1|τ |
1−α+γ/U, (4.29)
while pˇσ,1, pˇσ,2, τ and the correction amplitudes are give
in (3.12), (3.14) and K(3.139). The amplitude A
(iv)
p is
positive by convexity.
In the (µ, T ) plane, the critical isochore is given by the
closely analogous form
µˇiv(t) = [µiv(T )− µc]/kBTc
= µˇσ,1t+ µˇσ,2t
2 + · · ·+ j2A
iv
p |t|
2−α[1 + aiv1p|t|θ
+ aiv2p|t|
γ−α + · · ·+ aiv3p|t|
1−α−β+θ5 + · · · ]
+ (1 + j2)B
iv
p |t|
1−α+γ[1 + bivp |t|θ + · · · ], (4.30)
in which µˇσ,1 and µˇσ,2 are given in (3.16) and K(3.78),
while the coefficients Aivp , a
iv
1p, etc. are the same as in
(4.28).
When the pressure mixing coefficient j2 vanishes, the
leading singular |t|2−α term here vanishes; but in that
case the third-derivative of µiv(T ), the chemical potential
on the critical isochore above Tc, diverges at criticality,
since one typically has 2 < 1 − α + γ < 3. In view
of these results one might also define a magnitude for
a Yang-Yang-type of anomaly by comparing the leading
singularities in p and µ on the critical isochore above Tc;
but this naturally leads to the identical ratio! One may
thus write R+µ = −j2/(1− j2) = Rµ: see (3.41).
E. k-susceptibility loci
In this section we focus on the novel k-loci defined
in the one-phase region via the isothermal maxima of
χ(k) ≡ χ/ρk in the (ρ, T ) plane [6], where χ = (∂ρ/∂µ)T :
see also (2.22). If one considers χ(k) as a function of µ
and T , the maxima of χ(k) at fixed T satisfy(
∂χ(k)
∂µ
)
T
=
1
ρk
[(
∂χ
∂µ
)
T
− k
χ
ρ
(
∂ρ
∂µ
)
T
]
= 0. (4.31)
This leads to the condition
ρ
(
∂χ
∂µ
)
T
= kχ2 or ρˇ
(
∂χˇNN
∂µˇ
)
T
= k(χˇNN)
2; (4.32)
see (2.14) and (2.21). By using (2.29), one can obtain
the µˇ-derivative of χˇNN and express the k-locus in terms
of the generalized susceptibilities introduced in (2.28).
After some algebra, one finds
χ˜hhh + (1 + j2)ρ˜χ˜hhh − e0(k)χ˜
2
hh − 3e4χ˜hht + · · · = 0,
(4.33)
where, by convention, χ˜hhh ≡ (∂
3p˜/∂h˜3)t˜ and χ˜hht ≡
(∂3p˜/∂h˜2∂t˜), while
e0(k) = 3j2 + k(1− j2) and e4 = (l1 + j1)/(1− j2).
(4.34)
The condition may now be converted to scaling form by
using (2.3) and (2.4); then by employing the small-y ex-
pansions (2.8) one can solve to obtain
y ≡ Uh˜/|t˜|∆ = e0(k)Y¯1|t˜|
β + Y¯2|t˜|
1−α−β + · · · , (4.35)
which might be compared with (4.24) for the critical iso-
chore. The coefficients are given by
Y¯1 =
1
6QU(W
0
+2)
2/W 0+4, Y¯2 =
1
4γe4W
0
+2/UW
0
+4,
(4.36)
and we may note, for its future significance, that the
leading term in (4.35) vanishes identically for the special
k value
kopt = −3j2/(1− j2) = 3Rµ. (4.37)
At this point the scaling field p˜ can be expanded in
powers of y and |t˜| via (2.3) and (2.8) and then, via (4.35),
wholly in terms of |t˜|. Finally, by using (1.4)-(1.5), and
rewriting (4.35) as an expansion for h˜ one can solve for
pˇ iteratively as a function of t. After some algebra, we
find
pˇ(k)(t) = pˇσ,1t+ pˇσ,2t
2 + · · ·+A(k)p |t|
2−α
[
1 + a
(k)
1p |t|
θ
+ a
(k)
2p |t|
2β + · · ·+ a
(k)
3p |t|
β+θ5 + · · ·
]
+B(k)p |t|
1+γ−α + · · · , (4.38)
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where the leading amplitudes are
A(k)p = QW
0
+0|τ |
2−α
[
1 + e0(k)(W
0
+2)
2/6W 0+0W
0
+4
]
,
(4.39)
B(k)p = Y¯2|τ |
1+γ−α/U, (4.40)
while pˇσ,1, pˇσ,2, τ and the remaining coefficients are given
in (3.12), (3.14) and K(3.153).
The k-loci in the (µ, T ) plane can now be obtained by
substituting this result into the scaling fields and using
(4.35) once more. The result is
µˇ(k)(t) = µˇσ,1t+ µˇσ,2t
2 + · · ·+A(k)µ |t|
2−α
[
1 + a
(k)
1µ |t|
θ
+ a
(k)
2µ |t|
2β + · · ·+ a
(k)
3µ |t|
β+θ5 + · · ·
]
+B(k)µ |t|
1+γ−α + · · · , (4.41)
where µˇσ,1 and µˇσ,2 are given in (3.16) andK(3.78) while
the principal amplitudes are
A(k)µ = j2A
(k)
p + e0(k)Y¯1|τ |
2−α/U,
B(k)µ = (1 + j2)B
(k)
p , (4.42)
and a
(k)
iµ = j2A
(k)
p a
(k)
ip /A
(k)
µ for i = 1, 2, 3.
For practical purposes the form of the k-loci in the
density-temperature plane is of most interest. To that
end, note that the generalized densities, ρ˜ and s˜, can be
written using the above results as
ρ˜ = 2QU[e0(k)Y¯1W 0+2|t˜|2β + Y¯2W 0+2|t˜|1−α + · · ·
+ e0(k)Y¯1U4cW
(4)
+2 |t˜|
2β+θ + · · ·
+ 12U5cW
(5)
+1 |t˜|
β+θ5 + · · · ], (4.43)
s˜ = Q|t˜|1−α
[
(2− α)W 0+0 − γ[e0(k)Y¯1]
2W 0+2|t˜|
2β + · · ·
]
,
(4.44)
where t˜ ≈ τt with τ defined in (3.14). The k-loci in the
(ρ, T ) plane are given by
ρˇ(k)(t) = 1 + (1− j2)ρ˜+ j2(j2 − 1)ρ˜
2 − (l1 + j1)s˜+ · · · ,
(4.45)
so that finally the k-locus varies as
ρ(k)(T ) = ρc
{
1 +B
(k)
d |t|
2β
[
1 + b4|t|
θ + · · ·
]
+A
(k)
d |t|
1−α
+A
(k)
1 t+ · · ·+B
(k)
5 |t|
β+θ5 + · · ·
}
, (4.46)
where the coefficients are
B
(k)
d = 2e0(k)(1− j2)Y¯1QUW
0
+2|τ |
2β ,
b4 = U4cW
(4)
+2 |τ |
θ/W 0+2, (4.47)
A
(k)
d = −(l1 + j1)Q|τ |
1−α
×
[
(2− α)W 0+0 +
1
2γ(W
0
+2)
2/W 0+4
]
, (4.48)
B
(k)
5 = (1− j2)QUU5cW
(5)
+1 |τ |
β+θ5 , (4.49)
while the expression for A
(k)
1 is rather complicated. What
is significant is that the leading amplitude, B
(k)
d , varies
linearly with k and vanishes identically when k takes the
“optimal value” kopt = 3Rµ given in (4.37), while the
other coefficients exhibited do not vary with k [despite
the superscript label (k)]. For k = kopt we may say,
loosely, that the k-locus points most directly to the crit-
ical density ρc. Indeed, for this reason examining the
k-loci may be of value in analyzing both experimental
and simulation data. Furthermore the relation to the
Yang-Yang anomaly ratio is again revealing and sugges-
tive.
Orkoulas, Fisher and Panagiotopoulos [6] examined
the k-loci for the hard-core square-well fluid using grand
canonical Monte Carlo simulations. They observed that
the k-loci for different system sizes settle down and be-
come independent of size at high enough temperatures.
Within the precision attainable these loci can be consid-
ered as the true k-loci (for the thermodynamic limit).
However, when T → Tc, the finite-size loci clearly devi-
ate from the limiting behavior. For the data in hand the
finite-size effects become evident when t = (T −Tc)/Tc <
0.1.
To estimate the k-loci near the critical point, we have
fitted the data for t >∼ 0.1 with the formula (4.46) retain-
ing only the coefficients B
(k)
d , A
(k)
d and A
(k)
1 , while adopt-
ing Ising values for the exponents and taking ρc = 0.3067
and Tc = 1.2179 [6]. Some of these estimates are pre-
sented in Fig. 1. Similarly, some of the estimated k-
susceptibility loci for the restricted primitive model [25]
are shown in Fig. 2. For comparison, Fig. 3 presents the
k-loci for the van der Waals fluid: see Sec. V. Note that
0 0.5 1 1.5 2 2.5
−0.5
−0.25
0
0.25
0.5
t
ρ/ρc
k = 1 0 −1
FIG. 3. Selected k-susceptibility loci for the van der Waals
equation. The thick solid line represents the coexistence curve
while the thick dashed line is the diameter. The (k = 0) locus
is the vertical solid line, while the k = 1, 3
5
, 1
4
and k = −1
loci are portrayed by long dashed, short dashed, dotted, and
dot-dashed lines, respectively. Note that the k = 3
5
locus has
the same slope at criticality as the coexistence curve diameter.
for the van der Waals fluid all the k-loci approach the
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critical point linearly, which, of course, is consistent with
the classical exponent equalities 2β = 1− α = 1.
F. k-heat-capacity loci
It is also interesting to examine the k-heat-capacity loci
or C
(k)
V -loci defined by points of maxima of the modified
specific heat
C
(k)
V (T, ρ) ≡ CV (T, ρ)/ρ
k, (4.50)
in the (ρ, T ) plane, where CV is the constant-volume spe-
cific heat. These are clearly quite analogous to the k-
susceptibility loci discussed in the previous section; but
they have not, as yet, been used in any simulations. The
C
(k)
V -loci can, in principle, be obtained in a way similar
to that used for the k-susceptibility loci by starting with
the relation (2.27). However, when one takes a deriva-
tive of (2.27) with respect to µ at fixed T , the expression
becomes complicated and difficult to handle. Therefore
we outline a different, canonical approach.
The required maximal points in the (ρ, T ) plane at
fixed T satisfy
− kCV + ρ (∂CV /∂ρ)T = 0. (4.51)
To find a convenient expression for CV (T, ρ), we consider
the Helmholtz free energy density f(ρ, T ) = ρµ(ρ, T ) −
p(ρ, T ). In terms of the reduced variables ρˇ, µˇ and pˇ one
has
fˇ(ρˇ, t) ≡ [f − fc] /ρckBTc
= (µc/kBTc)∆ρˇ+ ρˇµˇ− pˇ with ∆ρˇ ≡ ρˇ− 1.
(4.52)
The reduced specific heat, (2.25), is then
CˇV (ρˇ, t) = (ρTc/kBρcT )CV = −
(
∂2fˇ/∂t2
)
ρ
, (4.53)
while the k-locus equation, (4.51), becomes
−(k + 1)CˇV + ρˇ
(
∂CˇV /∂ρˇ
)
t
= 0. (4.54)
To solve this for ρˇ as a function of t, we first expand
fˇ , about the critical density in powers of ∆ρˇ for t > 0.
If the expansion coefficients are fˇ0(t), fˇ1(t), · · ·, we can
rewrite the locus equation as
−(k + 1)fˇ ′′0 + fˇ
′′
1 + [(k − 1)fˇ
′′
1 + 2fˇ
′′
2 ]∆ρˇ+O
(
(∆ρˇ)2
)
= 0.
(4.55)
To expand the coefficients fˇ ′′0 (t), etc., in powers of t,
notice first that, from (4.52) with ρˇ = 1 or ∆ρˇ = 0, we
have
fˇ0(t) = µˇ
iv(t)− pˇiv(t), (4.56)
where µˇiv(t) and pˇiv(t) represent the variation of µ and p
on the critical isochore as obtained in (4.28) and (4.30).
Then the relation µ(T, ρ) = (∂f/∂ρ)T yields
fˇ1(t) = (µc/kBTc) + µˇ
iv(t). (4.57)
Finally, we have
fˇ2(t) =
1
2 (∂µˇ/∂ρˇ)t|ρ=ρc =
1
2 χˇ
−1
NN(t; ρ = ρc). (4.58)
To obtain the reduced susceptibility, χˇNN , on the critical
isochore, we may use (2.29) and the previous results in
Sec. IV.D. After some algebra we obtain
χˇNN = 2(1− j2)
2QU2W 0+2|τt|
−γ
×
[
1 + U4c(W
(4)
+2 /W
0
+2)|τt|
θ + · · ·
]
, (4.59)
where τ was defined in (3.14). Note that the pressure-
mixing coefficient j2 first enters in a t
1−α correction; but
that is of higher order than the tθ term retained here.
On taking the reciprocal and differentiating twice with
respect to t, we finally have
2fˇ ′′2 (t) = Dt
γ−2
[
1− dθt
θ + · · ·
]
, (4.60)
where the coefficients are
D =
γ(γ − 1)|τ |γ
2(1− j2)2QU2W 0+2
,
dθ =
(γ + θ)(γ + θ − 1)U4cW
(4)
+2
γ(γ − 1)W 0+2
|τ |θ. (4.61)
We are now in a position to solve (4.55) iteratively for
∆ρˇ as a function of t by using (4.28), (4.30) and (4.60).
One finally obtains the k-heat-capacity or C
(k)
V -locus in
the form
ρ
(k)
C (T ) = ρc
[
1−B
(k)
C t
2β −A
(k)
C t
2β+α + · · ·
]
, (4.62)
where, recalling (4.29), (3.12) and K(3.68)-(3.78), the
amplitudes are
B
(k)
C = (2− α)(1 − α)[1 + k(1− j2)]A
iv
p /D,
A
(k)
C = [pˇσ,2 + k(pˇσ,2 − µˇσ,2)]/D. (4.63)
Note first that the exponents 2β and 2β+α are numer-
ically very close (since α ≃ 0.1), so the two terms derived
compete strongly near the critical point; furthermore, a
|t|1−α term also appears in the full expression. However,
the leading amplitude B
(k)
C does vanish when
k = kC = − 1/(1− j2) = Rµ − 1. (4.64)
This value can be compared to 3Rµ for the k-loci: see
(4.37). However, one must keep in mind that it will be
more difficult to resolve the ‘optimal’ k value here, com-
pared to the k-susceptibility loci, since the term varying
as t2β+α does not vanish at k = kC .
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FIG. 4. The k-heat-capacity loci for the hard-core
square-well fluid in a finite periodic cube of side L derived
from previous simulation data [6]. The dotted curves are the
loci for L∗ ≡ L/σ = 6, where σ is the diameter of the hard
spheres; the dashed lines are for L∗ = 9, while the solid lines
are for L∗ = 12. Note that since the systems are finite these
loci (and the k-susceptiblity loci) extend below Tc.
In order to gain some impression of the behavior of
these C
(k)
V -loci, we present in Fig. 4, some of the k-heat-
capacity loci obtained for the hard-core square-well fluid
in finite systems. Note that since the exponents 2β, 2β+
α, 1 − α, etc., are closely spaced, it is not feasible to
extract reliable estimates of the thermodynamic limiting
loci from such finite-size data.
V. CRITICAL LOCI IN CLASSICAL THEORY
In this section, as concrete, albeit rather special, ex-
amples of the various critical loci discussed above, we
consider the classical theory of a liquid-gas critical point.
In particular, the van der Waals equation will be used to
provide quantitative illustrations: it reads
p = ρkBT/(1− bρ)−Aρ
2, (5.1)
where b and A are constants which measure the molec-
ular size and the strength of the attractive interactions,
respectively. As well known, one has
kBTc = 8A/27b, ρc = 1/3b, pc = A/27b
2. (5.2)
Less well known is the behavior when T → 0 of the liquid
and vapor densities and of the phase boundary µσ(T )→
−A/b: see K(App. D).
A. Phase boundaries
The Helmholtz free energy (or its appropriate analog)
in a classical or Landau theory may be taken as analytic
throughout the critical region. Accordingly, to formulate
the theory we expand the free energy density around the
critical point in terms of the order parameter
m ≡ (ρ− ρc)/ρc (5.3)
and the temperature deviation t = (T − Tc)/Tc, as
f(T, ρ) =
∞∑
j=0
∞∑
k=0
ajkm
jtk,
with a20 = a30 = 0, a40 > 0, (5.4)
where the conditions stated serve merely to ensure nor-
mal critical behavior. The explicit values of the leading
coefficients ajk for the van der Waals equation (5.1) are
derived in K(App. C) where it is seen that a special fea-
ture is that all the cubic coefficients, a3,k (k = 0, 1, 2, · · ·),
vanish identically, as do many higher order coefficients
such as aj2, aj3, etc., for all j ≥ 2. Of course, these
features should not be expected to hold in real systems
or in more realistic models even when a classical descrip-
tion of criticality may be warranted. The leading nonva-
nishing van der Waals coefficients are reproduced in the
Appendix here.
From (5.4), the chemical potential and the pressure
can be expanded using
µ(T, ρ) = (∂f/∂ρ)T , p(T, ρ) = ρµ− f. (5.5)
In the two-phase region, the liquid and vapor phases,
with densities ρliq = ρc(1+mliq) and ρvap = ρc(1+mvap),
respectively, must have the same chemical potential,
µσ(T ), and pressure, pσ(T ). Solving these two condi-
tions for ρliq and ρvap by using (5.3) and (5.4) yields the
desired phase boundaries. The detailed calculations are
presented in K [26]; the results are
m¯(T ) ≡ 12 (mliq +mvap) = A¯1t+ A¯2t
2 +O(t3), (5.6)
m0(T ) ≡
1
2 (mliq −mvap) = B|t|
1/2
[
1 + C1t+O(t
2)
]
,
(5.7)
µσ(T ) = µc + µ1t+ µ2t
2 + µ3t
3 +O(t4), (5.8)
pσ(T ) = pc + p1t+ p2t
2 + p3t
3 +O(t4), (5.9)
where the amplitudes A¯1, A¯2, B, etc. are expressed in
terms of the coefficients ajk in the Appendix. The re-
sults agree with those of Sengers and Sengers [13] who,
however, give them only to one order lower in t.
B. Critical isochore and analytically continued loci
In addition to examining (i) the critical isochore above
Tc one may, for critical points describable by classical the-
ory, always consider the analytical continuation to T > Tc
of various loci otherwise defined only for T ≤ Tc. Specif-
ically, we will study: (ii) the continued coexistence curve
diameter, ρ¯(T ); (iii) the continued saturation chemical
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potential, µσ(T ); and (iv) the continued vapor pressure
line, pσ(T ). For nonclassical critical behavior, the analy-
sis of the previous section demonstrates that, in general,
these last three continuations cannot be uniquely defined
since all carry singularities at Tc.
We address first the appearance of these loci in the
(ρ, T ) plane: see Fig. 5. The critical isochore, (i), is triv-
−0.5 −0.25 0 0.25 0.5
0
0.5
1
1.5
2
2.5
ρ
ρc
t
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(i)
(ii)
(ii)
(iii)
(iv)
(v)
FIG. 5. Various critical loci for the van der Waals equa-
tion of state in the (ρ, T ) plane, where m = (ρ − ρc)/ρc.
The coexistence curve is drawn with a thick solid line. (i)
Critical isochore; (ii) coexistence curve diameter and its an-
alytic continuation into the one-phase region; (iii) analytic
continuation of µσ(T ); (iv) analytic continuation of pσ(T );
(v) (k = 1)-susceptibility locus.
ial; the continued diameter, say ρii(T ) [≡ ρ¯(T )], follows
directly from (5.7) and has a critical slope
(dρii/dt)c = A¯1ρc, (5.10)
which is negative for the van der Waals equation: see Fig.
5 for which the quadratic terms in t were also computed.
To determine ρiii(T ), the density locus on which the
chemical potential is the analytic continuation of the
phase boundary, µσ(T ), we may substitute (5.8) in the
full expansion for µ(T, ρ) that follows from (5.4) and
(5.5). This gives an equation connecting m and t which
is easily solved for m in powers of t although the µ2t
2
term in (5.8) is needed even in linear order. One finds
(dρiii/dt)c = ρc (a21a50 − 2a31a40) /8a
2
40. (5.11)
The locus ρiii(T ) can be regarded as an effective line of
symmetry along which the chemical potential is analytic.
However, as seen in Fig. 5, this locus differs from the
analytic continuation of the coexistence curve diameter,
ρii(T ) — another natural candidate — even in the lowest
order in t.
The locus ρiv(T ), along which the pressure is the con-
tinuation of the vapor pressure curve, pσ(T ), can be
found in an analogous way. Substituting (5.9) into the
expansion of p following from (5.5) leads to
(dρiv/dt)c = ρc (a21a40 + a21a50 − 2a31a40) /8a
2
40, (5.12)
which, in fact, differs from both (5.10) and (5.11): see
Fig. 5.
In the (µ, T ) plane one can find results for the same
four loci by using (5.4) and the expressions found for the
loci in the (ρ, T ) plane. In all cases the initial slopes are
the same, that is (dµι/dT )c = µ1 for ι = i - iv: see Fig.
6. However, the initial curvatures differ, being given by
−0.25 0 0.25 0.5
−2
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0.5
ρc∆µ
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t
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(ii)
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(iv)
(v)
FIG. 6. Critical loci for the van der Waals equation in the
(µ, T ) plane: ρc∆µ/pc is plotted with, for illustrative pur-
poses, ∆µ = µ − µc − (µ1 +
3
2
)t [see (A5) and (A13) for µc
and µ1]. The graphs include only the second and third order
terms in t. The phase boundary, µσ(T ), is drawn with a thick
line. The labeling (i)-(v) is the same as in Fig. 5.
ρcµ
′′
i,c = 2a12 and
ρcµ
′′
ii,c = 2a12 − a21(2a31a40 − 2a21a50)/2a
2
40, (5.13)
ρcµ
′′
iii,c = 2a12 − a21(2a31a40 − a21a50)/2a
2
40, (5.14)
ρcµ
′′
iv,c = 2a12 − a21(2a31a40 − a21a50 − a21a40)/2a
2
40,
(5.15)
where the primes denote differentiation with respect to
t.
Similarly, the loci in the (p, T ) plane can be obtained:
see Fig. 7. Again, all have the same initial slopes while
the curvatures are distinct as follows from
p′′i,c = 2a12 − 2a02, (5.16)
p′′
ii,c = 2a12 − 2a02 − a21(2a31a40 − 2a21a50)/2a
2
40, (5.17)
p′′
iii,c = 2a12 − 2a02 − a21(2a31a40 − a21a50)/2a
2
40, (5.18)
p′′iv,c = 2a12 − 2a02 − a21(2a31a40 − a21a40
−a21a50)/2a
2
40. (5.19)
Notice that in Figs. 6 and 7 the critical values as well
as conveniently chosen terms linear in t have been sub-
tracted from each locus. Thus one can clearly resolve the
differences in curvature and observe that the sequence of
loci, from top to bottom, is the same as in Fig. 5.
16
−0.25 0 0.25 0.5
−0.5
0
0.5
1
1.5
2
∆p
pc
t
(i)
(ii)
(iii)
(iv)
(v)
FIG. 7. Critical loci for the van der Waals equation in the
(p, T ) plane, where ∆p = p−pc−(p1−2)t [see (A8), (A5) and
(A12)] and the graphs are correct only up to third order in
t. The vapor pressure curve, pσ(T ), is represented by a thick
line. The labels (i)-(v) have the same meaning as in Figs. 5
and 6.
C. k-susceptibility loci
Since the density increases monotonically with µ at
fixed T , the maximal condition (4.31) specifying the k-
susceptibility loci can be rewritten as(
∂χ(k)
∂ρ
)
T
=
1
ρk
[(
∂χ
∂ρ
)
T
− k
χ
ρ
]
= 0, (5.20)
and, thence, in terms of the free energy density f(T, ρ),
in the simpler form
k
(
∂2f/∂ρ2
)
T
+ ρ
(
∂3f/∂ρ3
)
T
= 0. (5.21)
Substituting the expansion (5.4) and solving for m iter-
atively yields the k-loci in the (ρ, T ) plane generally as
ρ(k)(T ) = ρc
[
1 +m1(k)t+m2(k)t
2 +O
(
t3
)]
, (5.22)
with coefficients polynomial in k, namely,
m1(k) = −(ka21 + 3a31)/12a40, (5.23)
m2(k) = −
1
12 {ka22 + 3a32 + 3[(k + 1)a31 + 4a41]m1(k)
+ 6[(k + 2)a40 + 5a50][m1(k)]
2
}
/a40. (5.24)
For the van der Waals equation these results yield
m1(k) = −
2
3k, m2(k) = −
2
9k(k
2 + k − 3) (5.25)
(see Appendix). Note that when k = 0, the coefficients
m1 and m2 both vanish; furthermore, an exact calcula-
tion shows that all the expansion coefficients vanish iden-
tically at k = 0 so that one has ρ(0)(T ) ≡ ρc: see Fig. 3.
We also find that the slope of the k-locus at criticality
becomes equal to that of the coexistence curve diameter
when k = 35 . In Fig. 3 the k-loci for the van der Waals
fluid at several values of k have already been presented.
Comparison with Figs. 1 and 2 reveals that the behavior
of these loci is closer to those for the hard-core square-
well fluid than for the restricted primitive model. Figs.
5-7 show how the (k=1)-susceptibility locus appears in
the (µ, T ) and (p, T ) planes and relates to the other van
der Waals loci: see plots labeled v.
D. Yang-Yang relation and some extensions
It is natural to ask how, if at all, a Yang-Yang anomaly
might appear in a classical theory. To that end we dis-
cuss, in this section, the Yang-Yang relation (1.1) on gen-
eral linear loci in the (ρ, T ) plane and also derive an anal-
ogous relation for isotherms.
1. On the critical isochore
On the critical isochore ρ = ρc, in the two-phase region
below Tc, it is convenient here to define the functions
C−(T ) ≡ ρcT
2
c
CV
T
, P−(T ) ≡ T 2c
d2p
dT 2
,
M−(T ) ≡ −ρcT
2
c
d2µ
dT 2
, (5.26)
where the factors T 2c have been introduced simply for
dimensional convenience. [Compare with (3.36)-(3.37).]
Above Tc the functions C
+(T ), P+(T ) and M+(T ) may
be defined on the critical isochore in precisely the same
way. The Yang-Yang relation then implies C± = P± +
M±. In classical theory we may expand in powers of t
for t ≷ 0 to obtain
C±(T ) = C±c + C
±
1 t+O
(
t2
)
, (5.27)
and likewise for P±(T ) andM±(T ). The leading ampli-
tudes above Tc are simply
C+c = −2a02, P
+
c = 2(a12 − a02), M
+
c = −2a12,
(5.28)
while the amplitudes of the terms linear in t are
C−1 = 6(p3 − ρcµ3), C
+
1 = −6a03, P
−
1 = 6p3, (5.29)
P+1 = 6(a13 − a03), M
−
1 = −6ρcµ3, M
+
1 = −6a13,
where µ3 and p3 are given in the Appendix from which
one readily sees that the slopes are discontinuous across
Tc.
Indeed, it is well known that the specific heat CV (T )
on the critical isochore exhibits a finite jump at a classical
critical point which, in fact, is of magnitude given by
ρcTc∆CV = ∆C ≡ C
−
c − C
+
c =
1
2a
2
21/a40. (5.30)
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It transpires, however, that in general both the second
derivative of the pressure and of the chemical potential
have a finite discontinuity on the critical isochore. This
arises from the presence of the odd coefficients a31 and
a50 (even though a31 vanishes “by accident” for the van
der Waals equation) as follows from
∆M≡M−c −M
+
c =
1
2a21(2a31a40 − a21a50)/a
2
40, (5.31)
with, of course, ∆P = ∆C −∆M.
These results are illustrated for a van der Waals fluid in
Fig. 8. Clearly, the variation of both the pressure and the
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FIG. 8. The specific heat CV (T, ρc) (solid curve) on the
critical isochore of a van der Waals fluid (times 1
2
in units of
kB), compared with the corresponding contributions, C˜p(T )
and C˜µ(T ) (dot-dashed and dashed plots), due to the iso-
choric variation of pressure and chemical potential: see (3.37)
and (5.26). Note that the standard kinetic contribution to
the total specific heat, namely 1
2
dkB (in d dimensions), arises
entirely from C˜µ = −Tµ
′′; the plots beneath Tc are correct
only to leading order in t.
chemical potential contribute to the discontinuity in the
specific heat on the critical isochore. The relative degree
of the two contributions may be gauged by evaluating
the ratio
R˙µ ≡
∆M
∆C
= 2
a31
a21
−
a50
a40
, (5.32)
which, as the notation suggests, might be regarded as an
effective Yang-Yang ratio for classical systems. Indeed,
if R˙µ vanishes, as in the case of simple lattice gas mean-
field models, the isochoric second temperature derivative
of the chemical potential becomes continuous through the
critical point: then, the only contribution to the discon-
tinuity in the specific heat on the critical isochore arises
from the variation of the pressure.
2. On linear density loci
In light of the various critical loci that approach the
critical point linearly in the (ρ, T ) plane of classical sys-
tems (see Fig. 5), it is rather natural to extend the Yang-
Yang relation to the general linear locus
ρ = ρc(1 + rt). (5.33)
To that end consider, first, the second temperature
derivatives of the pressure and the chemical potential
near criticality along this locus. For T < Tc, there is
no dependence on r because, since the exponent β is less
than unity, the linear locus (5.33) always lies in the two-
phase region when T → Tc−. Hence the results (5.29)-
(5.31) still apply. In the single-phase region above Tc, the
previous definitions may naturally be extended by taking
P±r (T ) ≡ T
2
c
(
∂2p
∂T 2
)
r
, M±r (T ) ≡ −ρT
2
c
(
∂2µ
∂T 2
)
r
.
(5.34)
From (5.4) and (5.5) these functions may be expanded
straightforwardly to yield the limiting values
P+r,c = 2(2a12r + a12 − a02),
M+r,c = −2(a12 + 2a21r). (5.35)
In an obvious notation, we then obtain
∆Pr = a21(a21a40 − 2a31a40 + a21a50)/2a
2
40 − 4a21r,
(5.36)
∆Mr = 4a21r + a21(2a31a40 − a21a50)/2a
2
40. (5.37)
When r = 0, i.e. along the critical isochore, these results
of course agree with (5.31).
It is now interesting to define rP as specifying that
locus along which the pressure has a continuous second
derivative at criticality and similarly for rM. From (5.36)
and (5.37), we thus find
rM = (a21a50 − 2a31a40)/8a
2
40 = rP −
1
8a21/a40. (5.38)
For the van der Waals equation these expressions yield
rP = 0.8 and rM = −0.2. On the other hand, from
(5.10), the locus of the analytically continued coexistence
diameter is specified by
r¯ = (a21a50 − a31a40)/4a
2
40, (5.39)
which takes the value r¯ = −0.4 for the van der Waals
equation. Evidently, all three loci are distinct! Note
especially, however, that rM is equal to the slope of the
effective line of symmetry at the critical point: see (5.11).
Hence, as already shown by Mulholland [28], this puta-
tive line of symmetry for the van der Waals equation
differs from the analytic continuation of the coexistence
curve diameter; but it is, rather, the locus on which the
effective Yang-Yang ratio, R˙µ, vanishes!
Now, extending the Yang-Yang relation to the general
locus (5.33) leads to
ρCV
T
+
ρ2cr
2
T 2c ρ
2KT
= T−2c
[
P±r (T ) +M
±
r (T )
]
, (5.40)
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where ρ = ρc(1 + rt) is understood and, as before, KT
denotes the isothermal compressibility: see K(App. F).
In classical theory, this relationship may be verified
straightforwardly using (5.4), and subsequently derived
expressions for ρCV /T and 1/ρ
2KT , on (5.33). Explic-
itly, one finds the initial derivatives of P+r (T ) andM
+
r (T )
at criticality to be cubic polynomials, namely,
P+r,1 = 6
[
a13 − a03 + 2a22r + (a21 + 3a31)r
2 + 4a40r
3
]
,
(5.41)
M+r,1 = −
[
6a131 + 2(a12 + 6a22)r + (4a21 + 18a31)r
2
+ 24a40r
3
]
, (5.42)
which, of course, satisfy the generalized relation (5.40)
with
ρ2c/ρ
2KT = 2a21t+O(t
2). (5.43)
3. Yang-Yang-type relation on the critical isotherm
An important locus in the (ρ, T ) plane is the critical
isotherm, T = Tc. In analogy to the Yang-Yang relation
for isochoric variations one can derive a corresponding
isothermal relation, namely,
1
ρ2KT
=
(
∂2p
∂ρ2
)
T
− ρ
(
∂2µ
∂ρ2
)
T
: (5.44)
see K(2.97).
To apply this to the critical isotherm, recall that the
generally expected critical behavior is
1/ρ2cKT ≈ D
± |∆ρ|
δ−1
, for ∆ρ ≡ ρ− ρc → 0±.
(5.45)
In classical theory one has δ = 3 and finds D+ = D− =
12a40/ρ
4
c . More generally one might define the pressure
and chemical potential contributions in (5.44) via
Pρ(ρ) =
(
∂2p/∂ρ2
)
T
, Mρ(ρ) = −
(
∂2µ/∂ρ2
)
T
,
at T = Tc. (5.46)
It is then natural to ask, as on the critical isochore, how
the two contributions — one from p, and one from µ —
contribute to the overall singularity in (5.45) and whether
that might throw any further light on the pressure-mixing
coefficients j1 or j2. It turns out, however, that matters
are very different! In fact, by appropriate integration of
(5.45), one can obtain the leading singular behavior of
both p and µ on the critical isotherm. Then one finds
that the leading singularities of Pρ(ρ) and Mρ(ρ) both
vary as |∆ρ|δ−2 and are, thus more singular than is their
sum! Indeed, these leading terms must cancel exactly in
(5.44) so that the behavior (5.45) for 1/KT appears only
as a net correction term. Needless to say, the classical
theory fits in with this description although, since δ is
an odd integer, there is ambiguity in defining appropri-
ate “singular contributions”. More generally, while there
may well be effective ways in which an estimate of the
degree of pressure mixing can be found from isothermal
observations, we have not identified a good candidate.
VI. SUMMARY
We have carefully formulated a full or “complete scal-
ing theory” for asymmetric fluid criticality that, in par-
ticular, incorporates pressure mixing in the basic linear
and nonlinear scaling fields. The theory can then de-
scribe a Yang-Yang anomaly [2] in which the second tem-
perature derivative of the chemical potential along the
phase boundary, namely, d2µσ/dT
2, diverges at the crit-
ical point with the specific heat exponent α. This is
shown to entail, also, a leading |t|2β term in the coexis-
tence curve diameter that dominates over the previously
known |t|1−α term [15]. The strength of the Yang-Yang
anomaly, Rµ, is directly related to the linear pressure-
mixing coefficient in the ordering field h˜ that we have
labeled j2.
For convenience of reference, we identify here the main
definitions introduced and the explicit results derived.
The coefficients j1, j2, k0, · · ·, n5, v1, v2 entering the
nonlinear scaling fields to quadratic order are defined
via (1.4)-(1.7), in terms of reduced pressure, pˇ, chemi-
cal potential, µˇ and reduced temperature deviation t =
(T − Tc)/Tc: see (1.7). The scaling ansatz, in the form
developed is presented in (2.1)-(2.3) and the basic prop-
erties of the overall scaling function W±(y, y4, y5, · · ·) are
set out in (2.4) together with (2.8) and (2.10) for small
argument, |y| → 0, and in (2.12) for |y| → ∞. Explicit
expansions in powers of t for the phase boundaries, pσ(T )
and µσ(T ), are reported in (3.11) and (3.15). The cor-
responding expressions for the coexistence curve (and its
diameter), and for the entropies of coexisting gas and
liquid are (3.20) and (3.21); Eq. (3.31) gives the entropy
on the critical isochore, ρ = ρc. The linear mixing co-
efficients, themselves are related to measurable critical
amplitudes, etc. in (3.22) and (3.32)-(3.35).
Section IV addresses the behavior of various critical
loci in the µ, p, and ρ vs. T planes. The critical isokyme,
defined by µ = µc, is described in (4.5) and (4.7); the crit-
ical isobar, in (4.13) and (4.15); the isotherm, in (4.19)
and (4.21); and the critical isochore in (4.28) and (4.30).
The family of k-susceptibility loci is defined via (4.31)
while (4.38), (4.41) and (4.46), with (4.34) elucidate their
behavior in the p, µ, and density vs. T planes, respec-
tively: see Figs. 1-3. The analogous k-heat-capacity loci
are defined in (4.50) while (4.62) describes their appear-
ance in the (ρ, T ) plane: see Fig. 4. For both the k-
susceptibility and k-heat-capacity loci there are “opti-
mal” values of k, depending only on the pressure-mixing
coefficient j2, for which the dominant singularity at crit-
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icality vanishes. Thus these particular loci approach the
critical point in the (ρ, T ) plane almost linearly: see
(4.37) and (4.64).
The magnitudes and inter-relations of the various crit-
ical loci, including analytically continued loci, in the
(ρ, T ), (µ, T ) and (p, T ) planes are illustrated in Figs. 5, 6
and 7, respectively. Corresponding analytic results for a
general classical fluid, defined via the Landau expansion
(5.4), are given in (5.6)-(5.9) and (5.10)-(5.19) and, for
the k-loci, in (5.22). The Yang-Yang relation and its gen-
eralization to a linear density locus [in (5.34) and (5.40)]
are discussed for classical systems — for which there is
no uniquely defined “anomaly” — in Section V.D. Fig.
8 illustrates that both pressure and chemical potential
variation contribute to the specific-heat jump in a van
der Waals fluid.
Finally, in part II of this article [29], the present scal-
ing formulation with pressure mixing will be extended to
finite-size systems (with periodic boundary conditions).
The results, which include the definition and analysis
of “Q-loci”, are of practical importance in the analysis
of simulation data for near-critical asymmetric systems
[6,25] as will be further demonstrated [29].
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APPENDIX: PHASE BOUNDARIES IN
CLASSICAL THEORY
The amplitudes for the coexistence curve introduced
in (5.6) and (5.7) are found to be
A¯1 = (a21a50 − a31a40) /4a
2
40, (A1)
A¯2 =
[
a31(4a
3
40a41 − 4a31a
2
40a50 + 10a21a40a
2
50
− 6a21a
2
40a60)− 4a32a
4
40 + a50(4a22a
3
40
− 8a21a
2
40a41 − 6a
2
21a
2
50 + 9a
2
21a40a60)
+ 4a21a
3
40a51 − 3a
2
21a
2
40a70
]
/16a540, (A2)
B = [a21/2a40]
1/2
, (A3)
C1 =
(
8a22a
3
40 − 8a21a
2
40a41 + 6a
2
21a40a60
− 3a231a
2
40 + 10a21a31a40a50 − 7a
2
21a
2
50
)
/16a21a
3
40.
(A4)
The coefficients introduced in (5.8) and (5.9) for the
phase boundaries, µσ(T ) and pσ(T ), turn out to be
ρcµc = a10, ρcµ1 = a11, (A5)
ρcµ2 = a12 + a21 (a21a50 − 2a31a40) /4a
2
40, (A6)
ρcµ3 = a13 +
[
a31(a
2
31a
3
40 − 4a21a31a
2
40a50
− 4a440a22 + 4a21a
3
40a41 + 5a
2
21a40a
2
50
− 3a221a
2
40a60)− 4a32a21a
4
40 + a50(4a
2
21a
2
40a41
− 4a21a22a
3
40 + 2a
3
21a
2
50 − 3a
3
21a40a60)
− 2a51a
2
21a
3
40 +a70a
3
21a
2
40
]
/8a540. (A7)
pc = ρcµ0 − a00, p1 = ρcµ1 − a01, (A8)
p2 = ρcµ2 − a02 + a
2
21/4a40, (A9)
p3 = ρcµ3 − a03 + a21(4a22a
3
40 − 2a21a
2
40a41
+ a221a40a60 − a
2
31a
2
40 + 2a21a31a40a50
− a221a
2
50)/8a
4
40. (A10)
To specify the corresponding coefficients aij for the
van der Waals equation [see K(App. C)] we take Λc to
be the thermal de Broglie wavelength at T = Tc in a
d-dimensional system and define
λ = ln(Λdc/2b)− 1. (A11)
The leading nonvanishing coefficients are then
a00 = (
8
3λ− 3)pc, a01 = a00 − pc, −a02 = 3a03 = 2pc,
(A12)
a10 = a00 + pc, a11 =
8
3λpc, −a12 = 3a13 = 2pc,
(A13)
a20 = 0, a21 = 3pc, a40 = a41 =
3
8pc, (A14)
a50 = −
3
40pc, a60 =
9
80pc, a70 = −
3
56pc. (A15)
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