Representations of the quantum torus and applications to finitely
  presented groups by Brookes, C. J. B. & Groves, J. R. J.
ar
X
iv
:0
71
1.
24
66
v3
  [
ma
th.
RT
]  
5 D
ec
 20
11
Representations of the quantum torus and
applications to finitely presented groups
C. J. B. Brookes and J. R. J. Groves
October 25, 2018
1 Introduction
The first strand of this paper concerns the (algebraic) quantum torus. By
this we mean the crossed product FA of a field F with a free abelian group
A of finite rank, and much of the time we shall assume that F is the centre
of FA.
The representation theory of such crossed products depends heavily on
the image in the multiplicative group of F of the 2-cocycle used to define
the crossed product. For example in [7] the first author showed that the
global dimension is equal to the maximal rank of a subgroup B for which
the sub-crossed product FB is commutative. It is natural to concentrate
on impervious FA-modules, those non-zero modules that contain no non-
zero submodule induced from a module over a sub-crossed product FB for a
subgroup B of infinite index in A. (A consequence of this condition when F
is the centre of FA is that M is FB-torsion-free for every subgroup B of A
for which the sub-crossed product FB is commutative.)
In [7] it is shown that, under the assumption that the centre of FA is
exactly F , the Gelfand-Kirillov dimension, dimM , of any impervious FA-
module M is at least one half of the rank of A. This is analogous to Bern-
stein’s inequality for Weyl algebras. Following the terminology used for Weyl
algebras, we shall say that an FA-module M is strongly holonomic if it is
impervious and dimM is exactly one half of the rank of A. We prove the
following:
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Theorem (Theorem 4.2). Let M be a strongly holonomic FA-module. Then
there is a subgroup of finite index in A having the form
A1 ⊕ · · · ⊕ At
so that if i 6= j then FAi commutes with FAj and the 2-cocycles defining the
crossed products FAi have infinite cyclic image in the multiplicative group of
F, and these images of 2-cocycles are non-commensurable if i 6= j.
Further, if we considerM as FAi-module then there exist FAi-submodules
which are strongly holonomic.
In fact one can relate M to the tensor product of these FAi-submodules.
Roughly speaking, strongly holonomic modules are built from taking tensor
products of strongly holonomic modules for crossed products defined using a
2-cocycle with infinite cyclic image.
The second strand of the paper is to consider the structure of certain
finitely presented groups. Twenty five years ago it seemed likely that an
understanding of finitely presented abelian-by-nilpotent groups would quickly
follow the understanding of finitely presented metabelian groups gained in
Baumslag [2] and in Bieri and Strebel [4].
It soon became clear, however, that even the existence of finitely pre-
sented abelian-by-nilpotent groups which were not also nilpotent-by-abelian-
by-finite was a non-trivial question. It was settled, however, by Robinson and
Strebel in [17]. They provided examples where the ‘nilpotent top’ was either
a Heisenberg group of Hirsch length 3 or a direct product of such a group
with an infinite cyclic group. It is not difficult to extend their techniques to
provide examples with ‘nilpotent top’ which are Heisenberg of any rank or,
more generally, a central product of such groups and cyclic groups. (Here a
Heisenberg group is one of the form
〈x1, . . . , xn, y1, . . . , yn, z : [xi, xj ] = [yi, yj] = [xi, z] = [yi, z] = 1, [xi, yi] = z〉
where the indices i, j are allowed to run between 1 and n; and by ‘nilpotent
top’ we mean the quotient by the Fitting subgroup.)
In [11], the first author, Roseblade and Wilson showed that a finitely
presented abelian-by-polycyclic group is virtually nilpotent-by-nilpotent. In
2
[7], the first author showed that a finitely presented abelian-by-nilpotent
group is virtually nilpotent-by-nilpotent of class 2. Thus the question of
finitely presented abelian-by-polycyclic groups essentially reduces to the case
that the ‘polycyclic top’ is nilpotent of class 2.
We argue that the restriction is, in some sense, greater still. In fact,
with a natural restriction, we are reduced to examples which have a similar
structure to the generalisations of the Robinson-Strebel examples mentioned
above. We cannot in this case restrict the Fitting quotient in general because
the second author and Strebel [14] have shown that the set of possible Fitting
quotients is closed under subdirect product and hence includes all finitely
generated nilpotent groups of class 2. However we do make progress if we
focus on subdirectly irreducible finitely presented groups, that is those where
any two non-trivial normal subgroups have non-trivial intersection.
Theorem (Corollary 5.5). Let G be a finitely presented group which is an
extension of an abelian group by a group which is torsion-free nilpotent of
class two. Suppose that G is subdirectly irreducible. Then the quotient by
the Fitting subgroup of G has a subgroup of finite index which is a central
product of groups which are either Heisenberg or cyclic.
It seems likely that the same will be true if one weakens ‘finitely presented’
by replacing it with the condition that G is the quotient of a small finitely
presented group, that is one without free subgroups of rank two).
After some definitions and basic results in Section 2, we consider some
properties of the geometric invariant, introduced in [8], for modules over
crossed products. This invariant is related to one used by Bieri and Strebel
in the classification of finitely presented metabelian groups [4], which in turn
was related to the logarithmic limit set of Bergman [1]. Such invariants are
also of interest in tropical geometry [12]. In Section 3 we consider local cones
and provide an alternative proof to Theorem B of Wadsley [20] linking them
with trailing coefficient moduIes. In Section 4, we prove the main result
about strongly holonomic modules and complete the paper by applying this
result to groups in Section 5.
3
2 Definitions and preliminary results
Throughout this section and the next, D will denote a division ring, A a
finitely generated free abelian group and DA a crossed product of D with A.
By the rank of any abelian group B, we shall always mean the torsion-free
rank or, equivalently, the Q-dimension of the tensor product B⊗Q of B with
the rational numbers Q. We shall denote the rank of B by rkB. The rank
of A will always be denoted by n. All modules will be right modules. All
functions will be written on the left.
The structure of DA demands that there is a D-vector space basis A¯ of
DA, consisting of units and in bijective correspondence a → a¯ with A, and
it is convenient to assume throughout that 1¯ is the multiplicative identity of
DA; thus each element α of DA can be uniquely expressed as a sum of the
form
α =
∑
a¯da
with da ∈ D, a¯ ∈ A¯ and only finitely many da non-zero. We shall refer to
the finite set of elements a ∈ A such that da is non-zero as the support of α,
written Supp(α), and for a subset X of A write DX for the set of elements
of DA with support in X . The multiplication in DA depends on a 2-cocycle
with image in the multiplicative group of D.
If B is a submonoid of A then DB is a subring which has a natural
structure as a crossed product of D with B. Because A is torsion-free abelian
of finite rank, it is orderable and so it is easy to prove thatDA has no non-zero
divisors of zero. Further details, as well as proofs of some of the statements
made here, can be found in the book by Passman [16].
We denote the homomorphism group Hom(A,R) by A∗ and use similar
notation for other abelian groups. As A has finite rank, χ(A) will also have
finite rank; we call this the rank of χ. We often extend the definition of χ to
DA by defining, for non-zero α ∈ DA, χ(α) = min{χ(a)} where a is allowed
to run through the support of α. If B is a subgroup of A then there is a
natural map from A∗ to B∗ obtained by restriction. We denote this map by
πB. If C is a subgroup of B then the corresponding map from B
∗ to C∗ is
denoted by πBC .
We shall denote by M a finitely generated DA-module. Then M defines
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a subset ∆(M) of A∗. We refer to [9] for a full definition but the most useful
characterisation for the current purposes is the following.
χ /∈ ∆(M) if and only if, for each m ∈ M , there is a relation
m.(1 + α) = 0 with α ∈ DA and χ(a) > 0 for each a in the
support of α.
(2.1)
We refer to [9, Section 3] for a fuller discussion of the elementary properties
of ∆(M).
The dimension of M is the largest natural number m so that M contains
a non-zero torsion-free DB-submodule for some B ≤ A with B of rank m.
The properties of this dimension are discussed in [9]; in particular, it is shown
that it coincides with the standard Gelfand-Kirillov dimension.
It turns out that it is much easier to describe a large subset of ∆(M). A
point x of ∆(M) is regular if some neighbourhood of x in ∆(M) is an m-ball
for some positive integer m and if m is the largest integer for which this can
occur. Then ∆∗(M) is the Euclidean closure of the set of regular points of
∆(M). The main result of [9] was that, if M has dimension m, then ∆∗(M)
is a rational polyhedron and that the points lying in ∆(M) but not in ∆∗(M)
can be enclosed within a rational polyhedron of dimension m − 1. (Here a
rational polyhedron is a finite union of finite intersections of half-spaces with
boundaries defined by a linear equation with rational coefficients. It is of
dimension m if it contains m-balls but no k-balls for k > m.) More recently
Wadsley [20] has shown that ∆(M) is itself polyhedral
The local cone was introduced in [3], where DA is commutative, in an
attempt to describe local behaviour of ∆. Let S ⊆ A∗ and let x ∈ S. The
local cone of S at x is
LCx(S) = {y : for some ǫ0 > 0, x+ ǫy ∈ S for all ǫ ∈ [0, ǫ0]}.
Observe that the local cone is a cone, centered at the origin. In all cases
here, S will be either ∆(M) or ∆∗(M). The dimension of LCχ(∆(M)), for a
regular point χ, equals the dimension of ∆(M) and so that of M .
In this and the next section, we shall be interested in the relation between
the concept of local cone and the following concept, which we can also regard
as being ‘local’.
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Definition 1. Let M be a finitely generated DA-module furnished with a
finite generating set X . Fix χ ∈ A∗ and set A(0) = {a ∈ A : χ(a) ≥ 0} and
A(+) = {a ∈ A : χ(a) > 0}. Then A(0) and A(+) are subsemigroups of
A and we can form the sub-crossed products DA(0) and DA(+). Define the
trailing coefficient module TCχ(M) to be
TCχ(M) = X .DA(0)/X .DA(+);
it is naturally a module for DB where B is the kernel of χ.
Observe that, using the characterisation of ∆(M) above, it follows im-
mediately that if χ /∈ ∆(M) then TCχ(M) is zero. The converse follows
from Proposition 3.1 of [9]. Because TCχ(M) is a DB-module it again has a
∆-set, which is a subset of B∗.
Theorem B of [20] establishes the relationship between the local cone at
χ and ∆(TCχ(M)). The main aim of the rest of this section and the next is
to provide an alternative approach to that result.
First we wish to establish a useful technical condition for inclusion in
∆(TCχ(M)). We have extracted part of the proof of this as a technical
lemma. It enables us to apply results which are standard for Noetherian
rings to non-Noetherian subrings of DA.
Lemma 2.1. Let U and V1 be subsemigroups of A and V a submonoid of A
with UV ⊆ U, V V1 ⊆ V1 and V1 ⊆ V . Then
1. R = DU +DV is a subring of DA and J = DU +DV1 is an ideal of
R;
2. 1− J is a right denominator set in R (in the sense of [15, 2.1.13]);
3. if each x ∈ X is (1− J)-torsion then so also is each m ∈M .
Proof. The first statement of the lemma is a routine check.
Set T = 1− J . We show that T is a right O¨re set in R. Recall that this
means that we must show that, if r ∈ R and t ∈ T then there exist elements
r′ ∈ R and t′ ∈ T so that rt′ = tr′.
The union of the supports of r and t is finite and so we can find finitely
generated subsemigroups Û of U , V̂1 of V1 and a finitely generated submonoid
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V̂ of V so that r ∈ DÛ +DV̂ and t ∈ DÛ +DV̂1. Set U˜ = Û V̂ , V˜ = V̂ and
V˜1 = V̂ V̂1. Then U˜ , V˜1 are subsemigroups and V˜ is a submonoid; further,
U˜ V˜ ⊆ U˜ , V˜ V˜1 ⊆ V˜1 and V˜1 ⊆ V˜ . Also
r ∈ R˜ = DU˜ +DV˜ and t ∈ J˜ = DU˜ +DV˜1.
As in part (1) of the lemma, R˜ is a ring with ideal J˜ .
We can use a non-commutative version of the Hilbert basis theorem (see,
for example, Theorem 10.2.6 of [16] to show that R˜ is Noetherian. Also, J˜
is generated as ideal of R˜ by elements of A¯ and if a ∈ A then a¯R˜ = R˜a¯.
Thus we can apply Proposition 2.6 of [15] and then Proposition 4.2.9 of [15]
to show that 1− J˜ is a right O¨re set. Thus we can find r′ ∈ R˜ and t′ ∈ 1− J˜
so that rt′ = tr′. As r′ ∈ R and t′ ∈ 1− J , this shows, therefore, that T is a
right O¨re set. Because DA has no divisors of zero, neither does R and so T
is a right denominator set.
To prove the last part of the lemma, let m ∈ M and suppose that m =∑
xda with x ∈ X , d ∈ D and a ∈ A. Suppose that, for x ∈ X , we have
xtx = 0 with tx ∈ T . Then (xda).(tx)
da = 0 and (tx)
da is still an element
of J . It is a standard check, using the right O¨re condition, that a sum of
T -torsion elements is still T -torsion and so m is also T -torsion.
Lemma 2.2. Let χ ∈ A∗ and let B denote the kernel of χ. Let ψ ∈ B∗.
Then ψ /∈ ∆(TCχ(M)) if and only if
for each m ∈ M , there exist α ∈ DA and β ∈ DB with
m = mα +mβ and χ(α) > 0 and ψ(β) > 0.
(2.2)
Proof. Let R denote DA(+) +DB(0) and let J denote DA(+) +DB(+) of
R. Applying Lemma 2.1 with U = A(+), V = B(0) and V1 = B(+), we see
that R is a subring of DA and J is an ideal of R. Further 1 − J is a right
denominator set in R.
Applying the definition of the Delta sets, ψ /∈ ∆(TCχ(M)) if and only if
for each u ∈ TCχ(M) there exists β ∈ DB(+) with u.(1 + β) = 0. Applying
the definition of the trailing coefficient module, this implies
for each x ∈ X , there exist β ∈ DB(+), xi ∈ X and ρi ∈
DA(+) so that x.(1 + β) =
∑
i xiρi.
(2.3)
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Reversing this last argument, we see that ψ /∈ ∆(TCχ(M)) if and only if
(2.3) holds.
Let N denote the R-submodule of M generated by X . If (2.3) holds then
for each x ∈ X , we have x ∈ NJ from which it follows easily that N = NJ
and reversing the argument shows that N = NJ is equivalent to (2.3). Thus
ψ /∈ ∆(TCχ(M)) if and only if N = NJ .
Observe that (2.2) is equivalent to the condition thatM is (1−J)-torsion
and from (3) of Lemma 2.1 this is equivalent to the condition thatN is (1−J)-
torsion. Thus the lemma is reduced to showing that N is (1 − J)-torsion if
and only if N = NJ .
If N is (1 − J)-torsion, then clearly N = NJ . For the converse observe
that, since T = 1 − J is a right denominator set in R we can form the
ring of quotients RT and the module of quotients NT . Then NT is a finitely
generated RT module satisfying NT = NTJT . But JT lies in the Jacobson
radical of RT and so, by Nakayama’s lemma (see, for example 0.3.10 of [15]),
NT = 0. That is N is T -torsion, as required.
Observe that the proof of the lemma shows that it is sufficient, in (2.2),
to assume that the condition holds for all m belonging to some generating
set of M .
Lemma 2.3. Suppose that L → M → N is a short exact sequence of DA-
modules. Then
∆(TCχ(M)) = ∆(TCχ(L)) ∪∆(TCχ(N)).
Proof. This is an immediate application of Lemma 2.2.
Much of the content of the next two sections will be to relate the local
cone to the Delta set of the trailing coefficient module. We begin with a
relatively simple observation.
Lemma 2.4. Let χ ∈ A∗ and let B denote the kernel of χ. Then
LC∆(M)(χ) ⊆ π
−1
B (∆(TCχ(M))).
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Proof. Suppose that ψ ∈ A∗ with ψ|B = πB(ψ) /∈ ∆(TCχ(M). We must
show that ψ /∈ LC∆(M)(χ).
Since ψ|B /∈ ∆(TCχ(M) then for each x ∈ X there exists βx ∈ DB with
(x+ X .DA(+)) .βx = {0} and βx = 1+γx with ψ(γx) > 0. This implies that
x.(1 + γx) =
∑
y∈X
yαx,y
with αx,y ∈ DA and χ(αx,y) > 0.
Choose ǫ0 by
0 < ǫ0 < min
χ(a)
|ψ(a)|
where a is allowed to range through the support of all the elements αx,y with
x, y ∈ X . If 0 < ǫ ≤ ǫ0 then, for a in the support of some αx,y
χ(a) + ǫψ(a) > 0.
Also, for b in the support of some γx,
(χ + ǫψ)(b) = 0 + ǫψ(b) > 0.
Thus, for each x ∈ X we have an expression of the form
x =
∑
y∈X
y.δx,y
with δx,x = αx,x − β1 and, if x 6= y, δx,y = αx,y. Thus (χ + ǫψ)(δx,y) > 0.
It follows that χ + ǫψ /∈ ∆(M) for 0 < ǫ < ǫ0. Thus ψ /∈ LC∆(M)(χ), as
required.
Lemma 2.5. Let χ ∈ A∗ and let B denote the kernel of χ. Then
rk(χ) + dimDB(TCχ(M)) ≤ dimDA(M).
Proof. Pick an isolated subgroup B1 of B of rank equal to the dimension of
TCχ(M) so that, for some y ∈ TCχ(M), we have y.DB1 ∼= DB1. Now choose
an isolated subgroup C of A so that B + C = A and so that C ∩ B = B1.
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Choose y ∈M so that y has the image y in TCχ(M). We claim that y.DC ∼=
DC. If this claim is true, then
dim(M) ≥ rk(C) = rk(A/B) + rk(B1)
= rk(A/B) + dim(TCχ(M))
= rk(χ) + dim(TCχ(M)).
(Recall that rk(χ) = rk(im(χ)) = rk(A/ ker(χ)).)
If y.DC is not isomorphic to DC then there is some element α ∈ DC
such that y.α = 0. By multiplying α, if necessary, by a suitable element
of C, we can assume that α = α0 + α1 with χ(a) = 0 for every a in the
support of α0 and χ(α1) > 0 and α0 6= 0. Thus α0 ∈ DB ∩ DC = DB1.
Passing to TCχ(M), we have y.α0 = 0. This contradicts the assumption that
y.DB1 ∼= DB1 and so completes the proof of the claim.
Proposition 2.6. If χ ∈ ∆∗(M) then
rk(χ) + dimDB(TCχ(M)) = dimDA(M).
Proof. Suppose that the dimension of M is m. If χ ∈ ∆∗(M) then χ lies in
at least one polyhedron of dimension m within ∆(M) and so LC∆(M)(χ) has
dimension m. By Lemma 2.4, π−1B (∆(TCχ(M))) has dimension at least m
and so TCχ(M) has dimension at least m−r where r is the dimension of the
kernel of πB. But r is just the rank of χ. Thus
dim(TCχ(M)) ≥ m− r = dimM − rk(χ).
Combining this with Lemma 2.5 gives the result.
Lemma 2.7. Let χ ∈ ∆∗(M) and let B denote the kernel of χ. Then
LC∆∗(M)(χ) ⊆ π
−1
B (∆
∗(TCχ(M))).
Proof. Suppose that ∆(M) has dimension m. Then ∆∗(M) is a finite union
of convex polyhedra of dimension m. Thus LC∆∗(M)(χ) has dimension m and
so πB(LC∆∗(M)(χ)) has dimension at least m − r where r is the dimension
of the kernel of πB or, equivalently, the rank of χ. As πB(LC∆∗(M)(χ)) ⊆
πB(LC∆(M)(χ)), then, from Lemma 2.4, πB(LC∆∗(M)(χ)) is a subset of
∆(TCχ(M)) having dimension at least m − r. But Proposition 2.6 tells us
that the dimension of ∆(TCχ(M)) is exactly m − r. Thus πB(LC∆∗(M)(χ))
is actually a subset of ∆∗(TCχ(M)), as required.
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3 Trailing coefficient modules and local cones
We retain the notation of the previous section. In particular, D is a division
ring, A is an abelian group, DA is a crossed product of D by A, χ ∈ A∗, B
is the kernel of χ and M is a DA-module. The aim in this section is to prove
equality in Lemma 2.7. We begin with a simple case in Lemma 3.1 and then
proceed to a less restricted case, the ‘co-dimension one’ case, in Lemma 3.3.
Then, in Proposition 3.4, we use the fact that an m-dimensional Delta-set
can be reconstructed from its projections onto m+ 1-dimensional subspaces
to reduce the general case to the ‘co-dimension one’ case.
Lemma 3.1. Suppose that M is a cyclic 1-relator module. Let χ ∈ ∆∗(M)
and let B denote the kernel of χ. Then
LC∆∗(M)(χ) = π
−1
B (∆
∗(TCχ(M))).
Proof. If M is a cyclic 1-relator module with relator r, then ∆(M) is de-
scribed in Proposition 2.3 of [8]. For each χ ∈ A∗, write r = rχ + sχ
where if a, b are in the support of rχ and if c is in the support of sχ then
χ(a) = χ(b) < χ(c). By multiplying r by the inverse of some element of the
support of rχ, we can and will assume that χ(a) = 0 for all a in the support
of χ.
Then χ ∈ ∆(M) if and only if the support of rχ contains more than one
element. In this latter case, it is easily verified that TCχ(M) (using the same
generator as was used for M) is a 1-relator module with relator rχ ∈ DB.
Thus ∆(TCχ(M)) is calculated in an analogous way to that used for ∆(M);
that is, ψ ∈ ∆(TCχ(M)) if and only if (rχ)ψ has support with more than
one element. It is an easy consequence of the definition, or the description
in [8], that ∆(M) = ∆∗(M) for one-relator modules M ; a similar comment
then holds for TCχ(M).
Suppose that ψ ∈ ∆(TCχ(M)) and choose φ ∈ A
∗ so that πB(φ) = φ|B =
ψ. Because χ(sχ) > 0, we can choose ǫ0 so that χ(c) + ǫφ(c) > 0 for c in the
support of sχ and 0 < ǫ ≤ ǫ0. Consider χ+ ǫφ for 0 < ǫ ≤ ǫ0. We have that
rχ+ǫφ = (rχ)χ+ǫφ as (χ + ǫφ)(sχ) > 0
= (rχ)ǫφ
= (rχ)ψ as rχ ∈ DB.
11
By assumption, (rχ)ψ has support with more than one element and hence so
also does rχ+ǫφ. Thus χ+ ǫφ ∈ ∆(M) for 0 < ǫ ≤ ǫ0 and so φ ∈ LC∆(M)(χ).
We have thus shown that π−1B (∆
∗(TCχ(M))) ⊆ LC∆∗(M)(χ). The reverse
inclusion is provided by Lemma 2.7 and so the proof is complete.
Lemma 3.2. Suppose that A1 is an isolated subgroup of A and that N is a
DA1-module. Let χ ∈ A
∗ and let B denote the kernel of χ. Let χ1 = πA1(χ).
Then
∆(TCχ(N ⊗DA1 DA)) = (π
B
B∩A1
)−1∆(TCχ1(N))
and so
∆∗(TCχ(N ⊗DA1 DA)) = (π
B
B∩A1
)−1∆∗(TCχ1(N)).
Proof. Let ψ ∈ B∗ and suppose that ψ /∈ ∆(TCχ(N ⊗DA1 DA)). By Lemma
2.2, for each n ∈ N , there exists αn ∈ DA and βn ∈ DB with n ⊗ 1 =
(n⊗ 1)(αn + βn) and χ(αn) > 0, ψ(βn) > 0. Fix a transversal T , containing
1, for A1 in A; we can do this so that it contains a transversal for B ∩A1 in
B. Each element of the support of αn can be written uniquely as a product
of an element in A1 and an element in T . Thus αn can be written as
αn =
∑
t∈T
αn(t)t with αn(t) ∈ DA1.
Clearly χ1(αn(1)) > 0. Similar comments apply for βn; in particular βn(1) ∈
D(B ∩A1) and ψ(βn(1)) > 0. Because N ⊗DA1 DA is an induced module, it
follows that n = n.(αn(1) + βn(1)). Thus the restriction of ψ to A1, that is
πBB∩A1(ψ), does not lie in ∆(TCχ1(N)).
Suppose, conversely, that πBB∩A1(ψ) does not lie in ∆(TCχ1(N)). Then,
by Lemma 2.2, for each n ∈ N , there exist αn ∈ DA1 and βn ∈ D(B ∩ A1)
such that n = n.(αn+βn) and χ1(a) > 0 for each a in the support of αn and
ψ1(b) > 0 for each b in the support of βn. Clearly, αn ∈ DA and βn ∈ DB
with χ(αn) > 0 and ψ(βn) > 0. We thus have condition (2.2) holding for
those m ∈ N ⊗DA1 DA of the form n⊗ 1. But the latter elements suffice to
generate N ⊗DA1 DA as DA-module and so, using the comment at the end
of the proof of Lemma 2.2, it follows that ψ /∈ ∆(TCχ(N ⊗DA1 DA)).
The final equality of the lemma is an immediate deduction.
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Lemma 3.3. Suppose that A has rank n and that M is a DA-module of
dimension n− 1. Let χ ∈ ∆∗(M) and let B denote the kernel of χ. Then
LCχ(∆
∗(M)) = π−1B (∆
∗(TCχ(M))).
Proof. Observe firstly thatM has a finite series with quotients {M1, . . . ,Ms}
which are cyclic and critical. Further, asM has dimension n−1, allMi have
dimension at most n − 1 and at least one has dimension exactly n − 1. By
Lemma 2.3,
∆(TCχ(M)) = ∪
s
i=1∆(TCχ(Mi)).
By Lemma 2.6, TCχ(Mi) has dimension dimMi−rkχ and hence ∆
∗(TCχ(Mi))
also has this dimension. Thus ∆∗(TCχ(M)) is the union of those ∆
∗(TCχ(Mi))
for which Mi has dimension n − 1. Similarly, LCχ(∆
∗(M)) is the union of
those LCχ(∆
∗(Mi)) for which Mi has dimension n− 1. Thus we need prove
the result only in case M is cyclic and critical. We shall use an inductive
argument on the rank of A.
We deal firstly with the case that there is a subgroup A1 of A with A/A1
infinite cyclic so that M is not torsion-free as DA1-module. Then the set
of DA1-torsion elements of M forms a non-zero DA-submodule M1 of M .
Let N be a critical DA1-submodule of M1. By Lemma 2.4 of [9], N.DA has
dimension at most dimN + 1 with equality if and only if N.DA is induced
from N . Since A1 has rank n − 1 and N is a torsion DA1-module, N has
dimension at most n − 2. As M is critical, every non-zero submodule, in
particular N.DA, also has dimension n− 1. It follows that N.DA is induced
from N , that is n.DA ∼= N ⊗DA1 DA, and that N has dimension exactly
n− 2.
By Corollary 4.5 of [9], ∆∗(M) = ∆∗(N.DA) and so, by Lemma 3.4 of
[9],
∆∗(M) = π−1A1 (∆
∗(N)). (3.1)
Set χ1 = πA1(χ) = χ|A1 . The inductive argument enables us to assume that
LCχ1(∆
∗(N)) = (πA1B∩A1)
−1(∆∗(TCχ1(N))) (3.2)
Observe also that the quotient M/N.DA has smaller dimension than M ,
because M is critical. By Lemma 2.3 we have
∆(TCχ(M)) = ∆(TCχ(N.DA)) ∪∆(TCχ(M/N.DA))
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and the dimensions show that
∆∗(TCχ(M)) = ∆
∗(TCχ(N.DA).
We therefore have
π−1B (∆
∗(TCχ(M))) = π
−1
B (∆
∗(TCχ(N ⊗DA1 DA)))
= π−1B ((π
B
B∩A1
)−1∆∗(TCχ(N)) by Lemma 3.2
= π−1B∩A1(∆
∗(TCχ(N))
= π−1A1 ((π
A1
B∩A1
)−1(∆∗(TCχ(N)))
= π−1A1 (LCχ1(∆
∗(N)) by (3.2)
= LCχπ
−1
A1
(∆∗(N))
= LCχ(∆
∗(M)) by (3.1).
This completes the proof in case M is not torsion-free as DA1-module.
Thus we can assume that M is torsion-free as DA1-module for each sub-
group A1 with A/A1 infinite cyclic. Because we are assuming that M is
critical, it follows that every proper quotient of M has dimension at most
n−2 and so must be torsion as DA1-module for each subgroup A1 with A/A1
infinite cyclic. Thus we have the necessary conditions for Theorem 2.4 of [8]
and we can easily deduce from the proof of this theorem that
∆∗(M) = (∆(V1) ∩∆(V2))
∗ (3.3)
where V1 and V2 are 1-relator DA-modules each of which has a quotient
isomorphic toM . Using the fact that each module has a quotient isomorphic
to M , together with Lemma 2.3, we deduce that
∆(TCχ(M)) ⊆ ∆(TCχ(V1)) ∩∆(TCχ(V2)). (3.4)
Observe that (3.3) together with the fact that each ∆(Vi) has dimension
n−1, shows that χ ∈ ∆∗(Vi). By Proposition 2.6, each of the three ∆-sets in
(3.4) has the same dimension, equal to (n− 1)− rk(χ). Thus we can replace
(3.4) by
∆∗(TCχ(M)) ⊆ (∆(TCχ(V1)) ∩∆(TCχ(V2)))
∗. (3.5)
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Thus we have
LCχ(∆
∗(M)) = LCχ((∆(V1) ∩∆(V2))
∗)
= (LCχ(∆(V1)) ∩ LCχ(∆(V2)))
∗ using the definition
of local cones
= (π−1B (∆(TCχ(V1))) ∩ π
−1
B (∆(TCχ(V2))))
∗ by Lemma 3.1
= π−1B (∆(TCχ(V1)) ∩∆(TCχ(V2)))
∗
⊇ π−1B (∆
∗(TCχ(M))) by (3.5).
The reverse inequality has been proved in Lemma 2.7 and so the proof of the
lemma is complete.
Proposition 3.4. Suppose that M is a DA-module. Let χ ∈ ∆∗(M) and let
B denote the kernel of χ. Then
LCχ(∆
∗(M)) = π−1B (∆
∗(TCχ(M))).
Proof. By Theorem 4.4 of [9], we know that ∆∗(TCχ(M)) is a rational
polyhedron and hence so also is π−1B (∆
∗(TCχ(M))). By Proposition 2.6,
we know that the latter has dimension m, say, equal to that of M . Thus
π−1B (∆
∗(TCχ(M))) is a finite union of m-dimensional convex polyhedra. The
same holds true for ∆∗(M) and Theorem 4.4 of [9] shows that the remain-
der of ∆(M) is also contained in a finite union of m-dimensional convex
polyhedra. Let S = π−1B (∆
∗(TCχ(M))) ∪∆(M).
We wish to apply Theorem 4.3 of [9]. The requirement on S stated in
the theorem is satisfied because S itself has been chosen to lie in a polyhe-
dron of dimension m. There therefore exists a finite set X of m-dimensional
subspaces of A∗ and a finite set of projections πi with image A
∗
i , with Ai a
subgroup of A of rankm+1, so that, if we denote byMi the setM considered
as DAi-module, then
1. S ⊆
⋃
X∈X X ;
2. for each i, ker(πi) meets each element of X trivially (in the language
of [9], this follows from the fact that πi is regular with respect to X );.
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3. ∆∗(M) = ∩iπ
−1
Ai
(πAi(∆
∗(M))) (this follows from (3) of Theorem 4.3 of
[9] in the same way that (4) of that theorem follows from (3)).
Using (1) and (2) above, together with Proposition 3.8 of [9] , we see that
Mi is finitely generated for each i. By Proposition 3.7 of [9], πAi(∆(M)) =
∆(Mi). Using (2) above, πAi maps each element of X faithfully and so
dim∆(M) = dim∆(Mi). Thus
πAi(∆
∗(M)) = ∆∗(Mi). (3.6)
Therefore we can replace (3) above by
∆∗(M) = ∩iπ
−1
Ai
(∆∗(Mi)). (3.7)
Observe that (3.7) implies easily that
LCχ(∆
∗(M)) = ∩iπ
−1
Ai
(LCχi(∆
∗(Mi))) (3.8)
where χi denotes the restriction of χ to Ai. Note that the dimension of Mi
is one less than the rank of Ai. Thus we can apply Lemma 3.3 to show that
LCχi(∆
∗(Mi)) = (π
Ai
B∩Ai
)−1(∆∗(TCχi(Mi))). (3.9)
and so, combining (3.8) with (3.9), we have
LCχ(∆
∗(M)) = ∩i(πB∩Ai)
−1(∆∗(TCχi(Mi))). (3.10)
A straightforward application of Lemma 2.2 shows that
πBB∩Ai(∆(TCχ(M))) ⊆ ∆(TCχi(Mi)). (3.11)
We wish to establish the version of (3.11) where the ∆-sets are replaced
by their corresponding ∆∗-versions. This is immediate once we know that
the dimensions on each side of the equation coincide. We have chosen the
subgroups Ai so that the subspaces ker(πi) meet the elements of X triv-
ially. In particular, this implies that the ker(πi) intersect the supporting
spaces (that is the spaces spanned by the convex polyhedra making up the
Delta set) of π−1B (∆
∗(TCχ(M))) trivially. It follows easily that the kernel
of πBB∩Ai meets each supporting space of ∆
∗(TCχ(M)) trivially and that
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ker(πAi) meets ker(πB) trivially. Thus π
B
B∩Ai
(∆(TCχ(M))) has dimension
equal to that of ∆(TCχ(M)).
It follows from (3.6) that χi ∈ ∆
∗(Mi). By Proposition 2.6, the dimension
of ∆(TCχ(M)) is m − rkχ and the dimension of ∆(TCχi(Mi)) is dimMi −
rkχi. We have already seen that dimM = dimMi. Since ker(πi) meets
ker(πB) trivially, Ai supplements B in A. Recalling that B is the kernel of χ,
it follows that rkχi = rkχ|Ai = rkχ. Thus the dimensions of the two sides
of the inequality in (3.11) are equal and so we have
πBB∩Ai(∆
∗(TCχ(M))) = (π
B
B∩Ai
(∆∗(TCχ(M))))
∗ ⊆ ∆∗(TCχi(Mi)). (3.12)
Thus,
π−1B (∆
∗(TCχ(M)) ⊆ ∩iπ
−1
B ((π
B
B∩Ai
)−1(∆∗(TCχi(Mi))) by (3.12).
= ∩iπ
−1
B∩Ai
(∆∗(TCχi(Mi)))
= LCχ(∆
∗(M)) by (3.10).
The reverse inclusion is Lemma 2.7 and so the proof of the proposition is
complete.
Let C be a subgroup of A and let V = ker(πC). A character χ ∈ A
∗ is
generic for V if χ ∈ V and TCχ(M) is locally of finite dimension as a module
for DC. More discussion of genericness can be found in Section 3 of [BG3]
Corollary 3.5. χ is generic for V if and only if LCχ(∆
∗(M)) ⊆ V .
Proof. By Proposition 3.4,
LCχ(∆
∗(M)) ⊆ V if and only if π−1B (∆
∗(TCχ(M))) ⊆ V.
But, π−1B (∆
∗(TCχ(M))) ⊆ V if and only if ker(πB) ⊆ V and ∆
∗(TCχ(M)) ⊆
πB(V ). But ker(πB) ⊆ V if and only if χ ∈ V and, by Lemma 2.4 of
[10], ∆∗(TCχ(M)) ⊆ πB(V ) if and only if ∆
∗(TCχ(M)) is locally of finite
dimension as a module for the dual of πB(V ). The latter condition is exactly
that required for χ to be generic for V and so the proof is complete.
Observe that this implies immediately that any point of ∆∗(M) which
is non-generic for some carrier space must lie in at least two distinct carrier
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spaces. Proposition 3.6 of [10] guarantees that, under certain technical con-
ditions, a carrier space contains non-generic points. We can use that with
Corollary 3.5 to show that, with suitable easily satisfied assumptions, any
two carrier spaces of a Delta-set must have non-zero intersection. (See, for
example, Lemma 4.5.)
4 Modules over central crossed products
4.1 Preliminaries
In this section, F will denote a field, A will denote a free abelian group of
rank n and FA will be a crossed product of A with F in which F is central.
Thus FA is an A-graded algebra in which each component is isomorphic to
F .
Recall from Theorem 4.4 of [9] that if M is a finitely generated FA-
module of dimensionm then ∆∗(M) is a finite union ofm-dimensional convex
polyhedra. The subspace spanned by one of these polyhedra is called a carrier
space of ∆∗(M). It is also shown in [BG2] that this subspace is rationally
defined and so is the kernel of a projection map πB : A
∗ → B∗ where B is a
subgroup, which we can assume isolated, of A. We call such a subgroup B a
carrier space subgroup of M .
Before stating the main result of this section, it will be convenient to
collect a couple of results of the first author [7]. They will be key tools in
the following.
Proposition 4.1 (Brookes). Let M be a non-zero finitely generated module
over FA. Then
1. dimM = n− rkB for some subgroup B of A with FB commutative.
2. A carrier space subgroup of M has a subgroup B of finite index with
FB commutative.
3. If F is the centre of FA and M is impervious then M is FB-torsion-
free for every subgroup B of A with FB commutative.
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Proof. (1) is Theorem 3 of [7] and (3) is Theorem 4. Part (2) is an immediate
consequence of the proof of Theorem 3. Theorem 3 is proved by taking a
character in ∆(M) of maximal rank m and showing that some subgroup of
finite index in the kernel of that character has a subgroup B of finite index
with DB commutative. If we start with a carrier space subgroup then this
corresponds to a carrier space which must contain a character χ of maximal
rank. Then it is easy to show that the kernel of χ is exactly the carrier space
subgroup and the claim follows.
In the following, ζ(A) is the largest subgroup of A so that Fζ(A) is central
in FA. Similarly for any subgroup B of A we define ζ(B) to be the largest
subgroup of B for which Fζ(B) is central in FB.
Definition 2. Suppose that F is the centre of FA and let M be a finitely
generated FA-module. We shall say that M is strongly holonomic if
1. rkA = 2dimM ;
2. if B is any subgroup of A so that FB is commutative, then M is FB-
torsion-free.
The modules that arise from the study of modules over nilpotent groups
will have ζ(A) trivial and will be impervious. But then condition 2 is guar-
anteed by (3) of Proposition 4.1. Further, (1) and (3) of Proposition 4.1
guarantee that 2 dimM ≥ rkA and we will be able to guarantee, from the
finite presentation of the groups from which they arise, that 2 dimM ≤ rkA.
Thus we also have the first requirement for strongly holonomic.
This section is largely devoted to a proof of the following result:
Theorem 4.2. Let M be a strongly holonomic FA-module. Then there is a
subgroup of finite index in A having the form
A1 ⊕ · · · ⊕ At
so that
1. if i 6= j then FAi commutes with FAj;
2. the centre of FAi is F ;
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3. the image of the 2-cocycle used to define each crossed product FAi has
infinite cyclic image in the multiplicative group of F .
4. any two such images of 2-cocycles are not commensurable.
Further, if we consider M as FAi-module then there exist FAi-submodules
which are strongly holonomic.
We shall henceforth suppose that FA has a strongly holonomic module
M . We begin with some of the immediate consequences of this. We shall
denote by m the dimension of M .
Lemma 4.3. Let B be a subgroup of A. Suppose that B contains a subgroup
C of rank m with FC commutative and suppose also that
rkB + rk ζ(B) ≥ 2m.
Then equality holds above. Also, if we denote by F1 the field of fractions
of Fζ(B) then there is a crossed product F1(B/ζ(B)), a localisation of FB,
which has a strongly holonomic module.
Proof. Let W denote a non-zero finitely generated FB-submodule of M .
Clearly, dimB(W ) ≤ dimAM = m. But C ≤ B and, by supposition, M is
FC-torsion-free. Thus dimBW ≥ m and so dimBW = m.
Because Fζ(B) is commutative, M and so W , is torsion-free as Fζ(B)-
module. Set W1 = W ⊗Fζ(B) F1. This is a module for FB⊗Fζ(B) F1 and it is
straightforward to verify that FB⊗Fζ(B) F1 is isomorphic to a cross product
of F1 by B/ζ(B) which we shall denote by F1(B/ζ(B)). We claim that W1
is strongly holonomic.
If C1 is a subgroup ofB containing ζ(B) then F1(C1/ζ(B)) is commutative
if and only if FC1 is also commutative. AlsoW is torsion-free as FC1-module
if and only if W1 is torsion-free as F1(C1/ζ(B))-module.
Thus if C2 is a subgroup of B/ζ(B) with F1C2 commutative then W1 is
F1C2-torsion-free and the second condition for ‘strongly holonomic’ is satis-
fied by W1.
It also follows that
dimW1 = m− rk(ζ(B)). (4.1)
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By (1) of Proposition 4.1, there is a subgroup C2 of B with F1(C2/ζ(B))
commutative and
dimW1 = rk(B/ζ(B))− rk(C2/ζ(B)).
Thus FC2 is commutative and so rk(C2) ≤ m. Thus
dimW1 = rk(B)− rk(C2) ≥ rk(B)−m. (4.2)
Thus, combining (4.1) and (4.2), we have
rk(B)−m ≤ m− rk(ζ(B)). (4.3)
It follows that rk(B) + rk(ζ(B) ≤ 2m. But we have assumed the reverse
inequality and so the inequalities in (4.2) and (4.3) are, in fact, equalities.
In particular,
dim(W1) = rk(B)−m = (1/2)(rk(B)− rk(ζ(B))) = (1/2) rk(B/ζ(B)).
Thus W1 is a strongly holonomic module.
Lemma 4.4. Let C be a subgroup of A with FC commutative. Then C meets
some carrier space subgroup of M trivially.
Proof. By assumption M is torsion-free over FC. Thus any non-zero sub-
module, M1 say, of M will also be torsion-free over FC and so will again
have dimension m. In particular, we can take M1 to be critical.
By Theorem 5.5 of [BG2], (πC(∆
∗(M1)))
∗ = ∆∗(N) for some cyclic critical
FC-submodule N of minimal dimension in M . Because M is FC-torsion-
free, N must have dimension rkC; that is, (πC(∆
∗(M1)))
∗ = C∗. Thus
πC(∆
∗(M1)) = C
∗. But then, because a Euclidean space cannot be the union
of finitely many proper subspaces, at least one of the m-dimensional convex
polyhedra contained in ∆∗(M1) must map onto C
∗. That is, ker πC+V = A
∗
for some carrier space V . Because V is a rational subspace of A∗, we have
V = ker πB for some (carrier space) subgroup B of A and so C∩B = {1}.
Lemma 4.5. If rkA ≥ 4, then each carrier space of M has non-trivial
intersection with some other carrier space.
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Proof. Let V be a carrier space of M and suppose that C is the correspond-
ing carrier space subgroup. By Lemma 4.1, FC1 is commutative for some
subgroup C1 of finite index in C. Thus M is torsion-free over FC1; also
the co-dimension of V is m which is at least 2. Thus, by Corollary 3.7 of
[BG3], V contains non-zero points which are non-generic for V . It follows
from Corollary 3.5 that there are points χ ∈ V such that LCχ(∆
∗(M)) 6⊆ V .
But then χ must lie in some other carrier space of V and so V intersects
some other carrier space, as required.
4.2 Alternating bilinear maps on vector spaces
Our aim is to investigate the nature of the group generated by A¯ within
DA. In particular, we have considerable amounts of information about the
possible subgroups B of A for which DB is commutative. The structure is
described by the commutator map from A to F . But rather than work with
A and its subgroups, we shall work with the divisible hull A ⊗ Q and its
subspaces. The next paragraph translates the previous definitions to this
context.
Let V and W be finite dimensional vector spaces over a field K and let
φ : V × V → W be an alternating bilinear map. We shall often abbreviate
φ(x, y) by (x, y). We shall use terminology with group-theoretical overtones
rather than than that derived from the theory of forms on vector spaces. We
shall say that, if x, y ∈ V then x centralises y if (x, y) = 0 and if S ⊆ V
then the centraliser C(S) is the subspace of all those elements of V which
centralise each element of S. The centraliser of V is called the centre of V .
We shall say that a subspace U of V is abelian if any two elements of U
centralise each other.
We now turn to the sort of structure we wish to establish for crossed
products with a strongly holonomic module.
Definition 3. A symplectic base for V is a decomposition of V ,
V =
t⊕
i=0
Vi,
as a direct sum so that
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1. V0 is the centre of V ;
2. if i 6= j then (Vi, Vj) = {0};
3. (Vi, Vi) has dimension 1 and Vi has centre {0};
4. if i 6= j then (Vi, Vi) 6= (Vj, Vj).
Observe that φ restricted to Vi for i > 0 yields a non-degenerate sym-
plectic form on Vi and so the well-known properties of such a form hold. In
particular, every non-zero element of Vi has centraliser, in Vi, of co-dimension
one. Also, if A is an abelian subspace of maximal dimension in Vi with basis
{x1, . . . , xm} then Vi has a basis {x1, . . . , xm, y1, . . . , ym} where (yi, yj) = 0
for each i, j and (xi, yj) = 0 precisely if i 6= j.
The definition of a symplectic base is designed to ensure a degree of
uniqueness.
Lemma 4.6. If V has a symplectic base (as above) then the subspaces V0+Vi
are uniquely determined up to re-arrangement. In particular, if the centre is
trivial then the subspaces Vi are unique up to re-arrangement.
Proof. This follows immediately from the fact that V0 is the centre of V and
that ‘the non-zero elements of ∪i>0(V0 + Vi) are precisely the elements of V
with centraliser of co-dimension at most one’. We prove the latter statement.
Observe firstly that the elements of V0 + Vi certainly have co-dimension at
most 1 since elements of V0 have centraliser V and elements of Vi with i 6= 0
have centraliser in Vi of co-dimension 1.
If v ∈ V then the function φv : V → W given by w → φ(v, w) is a
linear map with kernel the centraliser of v. Thus the co-dimension of the
centraliser of v is equal to the dimension of the image of φv. Let v =
∑t
i=0 vi
with vi ∈ Vi and suppose, for example, that v1, v2 6= 0. Then there exist
v′1 ∈ V1 and v
′
2 ∈ V2 so that (vi, v
′
i) is non-zero for i = 1, 2. Thus (v, v
′
1)
and (v, v′2) are non-zero elements of (V1, V1) and (V2, V2) respectively and so
are independent. Thus at most one of the vi(i ≥ 1) can be non-zero if the
centraliser of v has co-dimension at most one. The proof is complete.
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Proposition 4.7. Suppose that V has a symplectic base V =
⊕
i Vi with
trivial centre and dimension 2m. Let U be an abelian subspace of dimension
at least m. Then
U =
t⊕
i=1
(U ∩ Vi).
Thus U has dimension exactly m and U ∩ Vi has dimension one half of the
dimension of Vi.
Observe that it is easy to deduce a similar statement without the assump-
tion of trivial centre by applying the proposition to V/V0.
Proof. We prove by induction on the dimension of V .
Case 1: suppose that U contains a non-zero element of some Vi.
Let us suppose that 0 6= v ∈ V1 ∩ U . Then there exists some v
′ ∈ V1 so
that (v, v′) 6= 0. Set X = 〈v, v′〉. Then we can find a complement X1 of X
in V1 so that (X,X1) = {0}. It is easily checked that X1, V2, . . . , Vt forms a
symplectic base for the sum V ′ = X1 + V2 + · · ·+ Vt. Further, V = X ⊕ V
′;
let π be the projection of V onto X .
We claim that π(U) has dimension 1. Otherwise, π(U) = X and so
v′ = π(u) for some u ∈ U . But then (v, u) = 0 as both v and u are in the
abelian subspace U . However, (v, u) = (v, π(u)) as v ∈ X and u−π(u) ∈ V ′.
Also (v, π(u)) = (v, v′) 6= 0, a contradiction.
Thus π(U) has dimension 1 and so U1 = U∩ker(π) has dimension at least
m− 1. Since V ′ = ker(π) has dimension 2m− 2, we can apply the inductive
hypothesis to show that
U1 = (U1 ∩X1)⊕ (U1 ∩ V2)⊕ · · · ⊕ (U1 ∩ Vt).
Also, as v /∈ ker(π), U = 〈v, U1〉. Thus
U = 〈v〉 ⊕ U1
= 〈v〉 ⊕ (U1 ∩X1)⊕ (U1 ∩ V2)⊕ · · · ⊕ (U1 ∩ Vt)
= (U ∩ V1)⊕ . . . (U ∩ Vt).
Thus the proof is complete in this case.
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Case 2: suppose that πi(U) is a proper subspace of Vi where πi is the projec-
tion onto Vi.
Let us suppose that π1(U) 6= V1. Then π1(U) has a non-zero centraliser in
V1; say 0 6= v ∈ V1 centralises every element of π1(U). But then v centralises
every element of U and 〈v, U〉 is still abelian. But then Case 1 applied to
〈v, U〉 completes the proof.
Case 3: suppose that U contains an element u of the form vi + vj where vi
and vj are non-zero elements of Vi and Vj with i 6= j.
Using Case 2, we can suppose that πi(U) = Vi and so there is an element
u′ ∈ U with (vi, πi(u
′)) 6= 0. But (u, u′) = 0 as both u and u′ are non-zero
elements of the abelian subspace U and so
0 = (u, u′) = (vi + vj , u
′) = (vi, πi(u
′)) + (vj , πj(u
′)).
Thus we also have that (vj, πj(u
′)) is non-zero and that the (one-dimensional)
subspaces (Vi, Vi) and (Vj , Vj) are equal. But this was prohibited in the
definition of a symplectic base.
Case 4: the general case. By Case 2, we can assume that π1(U) = V1. Let
dim(V1) = 2m1 and let U1 = U ∩ ker(π1). Thus dim(U1) = dim(U)− 2m1 ≥
m− 2m1.
Choose an abelian subspace X1 of dimension m1 in V1 and set X =
U ∩ π−11 (X1). Then dimX = dimU −m1 ≥ m−m1.
Observe that, if u ∈ U and u = π1(u) then u ∈ V1 and so we can use Case
1 if u 6= 0. Thus the map id− π1 is injective on U and so Y = (id− π1)(X)
is a subspace of ker(π1) having dimension at least m−m1.
We claim that Y is abelian. For i = 1, 2 let xi ∈ X so that yi = xi −
π1(xi) ∈ Y . Then
(y1, y2) = (y1, x2)− (y1, π1(x2)) = (y1, x2) as y1 ∈ ker(π1) and π1(x2) ∈ V1
= (x1, x2)− (π1(x1), x2) = −(π1(x1), x2) as x1, x2 ∈ U
= −(π1(x1), x2) + (π1(x1), π1(x2)) as π1(xi) ∈ X1
= −(π1(x1), x2 − π1(x2)) = 0 as above.
Thus Y is an abelian subspace of ker(π1) and we can apply the inductive
hypothesis to show that Y is the direct sum of the Y ∩ Vi. In particular,
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Y ∩ V2 is non-zero; say v ∈ V2 and v 6= 0 with v ∈ Y . So v = x− π1(x) with
x ∈ X . But then x ∈ U and x = π1(x) + v with π1(x) ∈ V1 and v ∈ V2. This
falls under one of Cases 1 or 3 and so completes the proof.
We now turn to establishing the existence of a symplectic base from the
existence of ‘sufficient’ large abelian subspaces. The latter will arise in the
application because of the existence and size of the carrier space subgroups
corresponding to strongly holonomic modules.
Suppose that dimV + dim ζ(V ) is even; equal, say, to 2m.
Definition 4. We shall say that V has ample abelian subspaces if whenever
X is a subspace of V containing an abelian subspace of dimension m and
satisfying dimX + dim ζ(X) ≥ 2m then equality holds and there exists a
non-empty set ΩX of m-dimensional abelian subspaces of X so that:
1. if dim(X/ζ(X)) > 2 then, given U1 ∈ ΩX , there exists U2 ∈ ΩX with
U1 ∩ U2 > ζ(X);
2. given any abelian subspace U of X, there exists U1 ∈ ΩX such that
U ∩ U1 ≤ ζ(X).
Observe that the subspaces X , which contain abelian subspaces of di-
mension m and satisfy the inequality, inherit the property of having ample
abelian subspaces.
Proposition 4.8. If V has ample abelian subspaces then V has a symplectic
base.
Proof. Observe that, if V has ample abelian subspaces, then so also does
V/ζ(V ) and if V/ζ(V ) has a symplectic base then so also does V . Thus
we can assume that the centre of V is zero. We shall use induction on the
dimension of V .
Let U be any abelian subspace of V with dimension m. Then there exists
U1 ∈ ΩV so that U ∩ U1 = {0}. There also exists U2 ∈ ΩV so that U1 ∩ U2
is not zero; set k = dim(U1 ∩ U2). Then, as the Ui are abelian of dimension
m, we have that X = U1 + U2 has dimension 2m − k and centre at least
U1 ∩ U2. Thus dimX + dim ζ(X) ≥ 2m. Thus equality holds and X has
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ample abelian subspaces. Using the inductive hypothesis, X therefore has a
symplectic base. Also, as
dimX + dim ζ(X) = 2m = dimX + dim(U1 ∩ U2),
it follows that U1 ∩ U2 = ζ(X).
Consider U ∩X . As U1 ≤ X and U ∩ U1 = {0}, with both U and U1 of
dimension half that of V , it follows that U + U1 = V and so U + X = V .
Thus U ∩ X has dimension m − k. Further, as ζ(X) = U1 ∩ U2, we have
(U ∩X) ∩ ζ(X) = {0}. Choose a complement X ′ to the centre of X which
contains U ∩X . Then X ′ has a symplectic base X ′ = ⊕Xi with trivial centre
and, by Proposition 4.7,
U ∩X =
⊕
i
(U ∩X) ∩Xi.
Form a new abelian subspace U ′3 of X
′ by taking abelian subspaces in Xi
which, for i > 1 complement (U ∩ X) ∩ Xi and for i = 1, have dimension
equal to that of (U∩X)∩X1 but intersect it in dimension 1. The existence of
such subspaces within the Xi follows easily from the fact that the restriction
of φ to Xi is a non-degenerate form. Let U3 = U
′
3 + ζ(X). Then U3 has
dimension m and U3∩U = U3∩ (U ∩X) has dimension 1. Let X
′′ = U +U3.
As before, we can show that X ′′ has ample abelian subspaces and so the
inductive hypothesis tells us that X ′′ has a symplectic base with centre of
dimension 1. Thus we have shown that every abelian subspace of dimension
m lies in a subspace of dimension 2m − 1 with centre of dimension 1 and a
symplectic base.
Let V1 and V2 be two such subspaces of co-dimension 1 with centres Z1
and Z2 of dimension 1. Suppose that (Z1, Z2) 6= {0}. Set V3 = V1 ∩ V2 and
Z3 = Z1 + Z2. Then (V3, Z3) = {0} and V3 ∩ Z3 = {0} so that V = V3 ⊕ Z3.
But V2 = V3 ⊕ Z2 and so V3 has a symplectic base. Hence so also does V .
We are left with the possibility that, whenever V1 and V2 are subspaces
of co-dimension 1 with a symplectic base then their centres commute. That
is, the subspace Y spanned by all centres of such subspaces of co-dimension
one is abelian. But then there is a subspace U ∈ ΩV so that Y ∩ U = {0}.
We have shown, however, that U can be placed inside a subspace V ′ of co-
dimension 1 with a symplectic base and that U must then contain the centre
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of V ′ and so intersect Y . Thus this case is not possible and the proof is
complete.
4.3 Proof of Theorem 4.2
Let S be a free generating set for A and let S¯ = {a¯ : a ∈ S} be its image in
FA. Let N denote the multiplicative subgroup of FA generated by S¯. Then
the derived subgroup N ′ of N will lie in F and A will be isomorphic to N/N ′.
Thus commutation in N will yield an alternating (Z-)bilinear map
φˆ : A × A −→ N ′. Set V = A ⊗ Q and W = N ′ ⊗ Q. Then φˆ extends to
an alternating Q-bilinear map φ : V × V −→ W . In the language of the
previous section, we wish to show that V has a symplectic base. Thus we
will need to show that V has ample abelian subspaces and we can then use
Proposition 4.8.
Let X be any subspace of V satisfying dimX + dim ζ(X) ≥ 2m and
containing an abelian subspace of dimension m. Let B be the isolated sub-
group A corresponding to subspace X . Then rkB + rk ζ(B) ≥ 2m. Thus
we can apply Lemma 4.3 to show that equality holds and that F1(B/ζ(B))
has a strongly holonomic module M(B) (of dimension m − rk ζ(B)). Let
Ω′X denote the complete inverse image under the map B → B/ζ(B) of the
set of carrier space subgroups of ∆∗(M(B)). These will have rank equal to
dimM(B) + rk ζ(B) = m. Further we may suppose m ≥ 2, and if we apply
Lemma 4.5 to B, we see that for each element C of Ω′X , there is another ele-
ment C ′ so that C+C ′ is of rank 2m. Let ΩX denote the subspaces spanned
by the elements of Ω′X . Then each element of ΩX is supplemented by another
element of ΩX and, considering dimensions, we see that these two subspaces
have trivial intersection. Thus condition (1) is satisfied in the requirement
for ample abelian subspaces. Condition (2) follows immediately from Lemma
4.4.
Thus V has ample abelian subspaces and we can apply Proposition 4.8
to show that V has a symplectic base. Note that, because we assumed the
centre of A to be trivial, then ζ(V ) will also be trivial and we will have
V = V1 ⊕ · · · ⊕ Vt.
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Let Ai be the isolated subgroup in A corresponding to Vi. Then the Ai
will generate their direct product and this will have finite index in A. The
remaining properties of the Ai follow immediately.
It remains to prove that finitely generated FAi-modules ofM are strongly
holonomic. From Proposition 2.5 of [9], M has a critical submodule M0. Let
N be a cyclic critical FAi-submodule of M having minimal dimension. We
claim that N is a strongly holonomic module for FAi.
Firstly, note that FAi has centre F . Also observe that N is torsion-free as
FB-submodule for any commutative FB, since a similar statement is true for
M . Denote by 2mi the rank of Ai. It remains to show that N has dimension
mi.
We can apply Theorem 5.5 of [9] to show that πi(∆
∗(M))∗ = ∆∗(N)
where π∗i is the map A
∗ −→ A∗i induced by the injection Ai −→ A. Thus
each carrier space of ∆∗(N) will be the image under π∗i of a carrier space of
∆∗(M). We prove that, if U is any carrier space of ∆∗(M), then πi(U) has
dimension mi and it follows immediately that π
∗
i (N) has dimension mi and
so that N has dimension mi.
Let B0 denote the carrier space subgroup of A which is dual to U . Thus
B has rank m and, by (2) of Proposition 4.1, B has a subgroup of finite index
B1 so that FB is commutative. But this implies, by Proposition 4.7, that
B1 has a subgroup of finite index of the form ⊕(B1 ∩Ai). Since B1 has rank
m = m1 + · · · +mt and each B1 ∩ Aj has rank at most mj , it follows that
each B1 ∩Aj has rank exactly mj . In particular, B1 ∩Ai has rank mi. Thus
Ai/(B ∩Ai), and so also (B +Ai)/B has rank mi. Passing back to the dual,
we see that U/U ∩ A◦i has dimension mi, where A
◦
i is dual to Ai; that is, it
is the kernel of π∗i . Hence π
∗
i (U) has dimension mi as required and the proof
is complete.
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5 Finitely presented abelian-by-nilpotent-of-
class-two groups
We now aim to convert the results of the previous section into results about
finitely presented abelian-by-nilpotent-of-class-two groups. Suppose that
{1} −→M −→ G −→ H −→ {1}
with M abelian, H nilpotent of class 2 and with G finitely presented. Thus
M is a finitely generated ZG-module. We shall write the operation of M as
addition.
We shall use the assumption of finite presentation for G in the form of
the somewhat weaker consequence that the second homology
H2(M,Z) = M ∧Z M is finitely generated when considered as a ZG-module
via the diagonal action. There is an immediate problem in that we would like
to pass to submodules M1 ofM but that the natural mapM1∧M1 → M∧M
is, in general, not an injection. It is, however, an injection, in case either M
andM1 are torsion-free orM andM1 are both of the same prime exponent p.
In the former case we use the fact thatM andM ′ are both flat Z-modules and
in the latter case, we observe that the exterior square over Z is equal to the
exterior square over Z/pZ. Combining this with the fact that epimorphisms
of modules yield epimorphisms of exterior squares, we obtain the following.
Lemma 5.1. Suppose that M1 is a submodule of M and that M ∧ M is
finitely generated as ZH-module.
1. if M1 is torsion-free, then M1∧M1 is finitely generated as ZH-module;
2. if M1 has prime exponent p and the p-torsion subgroup of M has
bounded exponent then M1 has a non-zero submodule M2 so that M2 ∧
M2 is finitely generated as ZH-module .
Proof. If M1 is torsion-free then M1 is isomorphic to a submodule of the
quotient M of M by its torsion subgroup. Then M ∧M is finitely generated
and contains a submodule isomorphic to M1 ∧M1. Since ZH is Noetherian.
it follows that M1 ∧M1 is finitely generated
30
If M1 has prime exponent p and if the p-torsion subgroup T of M has
exponent pl then plM ∩ T = {0} and so plM ∩M1 = {0}. Choose k minimal
so that pkM ∩M1 = {0}. ThenM1 is isomorphic to a submodule of M/p
kM .
Let M2 be the complete inverse image in M1 of M = p
k−1M/pkM . The map
m 7→ pk−1m + pkM is a homomorphism (of ZH-modules) and so M ∧M is
finitely generated. As M has exponent p and has a submodule isomorphic
to M2, it follows that M2 ∧M2 is finitely generated.
Lemma 5.2. Let G be a finitely presented group with an abelian normal
subgroup M with quotient which is nilpotent of class 2. Let M1 be a non-
trivial G-normal subgroup of M so that M1 ∧ M1 is finitely generated as
ZG-module. Let C denote the centraliser of M1 in G; denote G/C by H and
let Z denote the centre of H. Suppose:
1. AnnZZ(M1) = P is prime;
2. M1 is torsion-free as ZZ/P -module;
3. for some subgroup K of H with Z ⊆ K,M1 is not torsion as ZK/(P.ZK)-
module.
Then
rk(K/Z) ≤
1
2
rk(H/Z).
Proof. AsM1 is not torsion as ZK/(P.ZK)-module, there ism ∈M1 so that,
if we set V = m.ZK, then V is isomorphic to ZK/(P.ZK). Set M2 = V.ZH .
We wish to apply Lemma 9 of Segal [18] to V and M2. Set J = ZZ/P . By
assumption, M1 and so M2 is torsion-free as J-module. Then Lemma 9 of
[18] tells us that there is a non-zero ideal Λ of J so that if Q is any ideal of
J which does not contain Λ then M2Q ∩ V = V Q.
As J is a finitely generated commutative domain, it follows from the
Nullstellensatz that the Jacobson radical is trivial (see, for example, Section
4.5 of [13]) and so there is a maximal ideal Q1 of J which does not contain
Λ; further J/Q1 will be finite. Let Q be the (maximal) ideal of ZZ so that
Q/P = Q1. Then M2Q ∩ V = V Q and so M2/M2Q contains a copy of
V/V Q ∼= ZK/Q.ZK.
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By Theorem G of Segal[18],M2/M2Q has Krull dimension at least that of
the ZK-module V/V Q. But V/V Q is easily seen to be a crossed product of
the (central) field ZZ/Q with the group Z/K and a minor adaptation of the
proof of Smith[19] for group rings shows that the Krull dimension of V/V Q
equals rk(K/Z). Thus
kdim(M2/M2Q) ≥ rk(K/Z) (5.1)
where kdim(−) denotes Krull dimension and rk(−) denotes the torsion-free
rank or Hirsch length.
It follows from 2. that M1 is either Z-torsion-free or of finite prime expo-
nent. Thus, because M1 ∧M1 is finitely generated as ZH-module, so also is
M2 ∧M2 and hence also M2/M2Q∧M2/M2Q. Let B denotes the centraliser
of M2/M2Q in H . As ZZ/Q is a finite integral domain, it will have prime
exponent as abelian group and so, we can apply Lemma 3 of Brookes[6] to
obtain that
2 kdim(M2/M2Q) ≤ rk(H/B). (5.2)
As ZZ/Q is finite, B ∩ Z must have finite index in Z and so rk(H/B) =
rk(H/BZ) ≤ rk(H/Z). Hence, combining this with (5.1) and (5.2), we obtain
that
2h(K/Z) ≤ rk(H/Z)
as required.
We now aim to translate the results of the previous section into a result
for groups. We begin with a special case.
Proposition 5.3. Suppose the the sequence of groups
{1} −→M −→ G −→ H −→ {1}
is exact with M abelian, H torsion-free nilpotent of class 2 and G finitely
presented. Suppose that M1 is a non-zero G-normal subgroup of M with
M1 ∧M1 finitely generated as G-module. Then there exists a subgroup G0 of
finite index in G and a non-zero G0-normal subgroup N of M1 so that the
quotient of G by the centraliser of N is a central product of groups which are
either cyclic or Heisenberg.
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Proof. Let Z denote the centre of H and consider M1 as ZZ-module. Let
P be a maximal associated prime of M1 and let N1 be the victim of P in
M1; that is, N1 = {n ∈ M1 : nP = 0}. Then N1 is a ZH-submodule of
M1 and is torsion-free as ZZ/P -module. As abelian group, N1 must either
be torsion-free or of prime exponent p and so we can apply Lemma 5.1 to
show that N1 has a non-zero submodule N with N ∧N finitely generated as
H-module. It now follows from Proposition 2 of [5] that N is an impervious
ZH-module.
Let F be the field of fractions of ZZ/P . As N is torsion-free as ZZ/P -
module, it will embed into N̂ = N ⊗ZZ/P F and the latter has a natural
structure as ZH/(P.ZH) ⊗ZZ/P F -module. But it is easy to check that this
ring has a natural structure as a crossed product of the central field F by the
free abelian group of finite rank A = H/Z. Thus we now have an FA-module
N̂ .
If N̂ has dimension d then there is a subgroup B of A of rank d so that N̂
is not torsion as FB-module. If K is the subgroup of H so that K/Z = B,
then it is easily verified that N is not torsion as ZK/P.ZK-module. But
then, by Lemma 5.2, d = rk(K/Z) ≤ (1/2) rk(H/Z) = rk(A); that is
dim(M̂) ≤
1
2
rk(A).
It is straightforward to check (see for example, the proof of Theorem 3.1
of [BG4]) that N̂ is also impervious as FA-module. It is also clear that since
F is constructed from the centre of H , it will be the centre of FA. Then, by
Corollary 5 of Brookes[7], dim(N̂) ≥ 1
2
rk(A) and so dim(N̂) = 1
2
rk(A). We
also have, from Theorem 4 of Brookes[7], that N̂ is FB-torsion-free for any
F -abelian subgroup B of A. Thus N̂ is a strongly holonomic FA-module. It
now follows from Theorem 4.2 that A has a subgroup of finite index of the
form ⊕Ai where each Ai generates a Heisenberg group within FA and these
Heisenberg groups commute.
Let C denote the centraliser of N within H . Then there exists subgroups
Hi of H so that Hi/C is Heisenberg, the subgroups Hi/C are pairwise com-
muting and so that the subgroups HiZ/C generate a subgroup of finite index
in H . Thus
∏
HiZ/C is of finite index in H/C and so H/C has a subgroup of
finite index which is a central product of subgroups which are either Heisen-
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berg or cyclic.
Recall that a submodule is essential if it is non-zero and has non-zero
intersection with every non-zero submodule.
Lemma 5.4. Let H be a finitely generated nilpotent group and let M be a
finitely generated ZH-module. If N is an essential submodule of M and K is
a normal subgroup of H which acts nilpotently on N , then K acts nilpotently
on M .
Proof. Let J denote the kernel of the natural map ZH → Z(H/K). Because
K acts nilpotently on N , we have NJm = {0} for some m. Set I = Jm.
Because I is an ideal of the group ring of a nilpotent group, it satisfies the
weak Artin-Rees condition; that is, there is an integer n so that MIn ∩
N = NI (see Theorem 11.3.11 and Theorem 11.2.8 of Passman[16]). But
NI = {0} and N is essential. Thus MIn = MJmn = {0} and so K acts
nilpotently on M .
Theorem 5.5. Let G be a finitely presented group with a normal abelian
subgroup M so that H = G/M is torsion-free nilpotent of class 2. Then
there exist normal subgroups Mi of G, lying in M , and normal subgroups Ci
of H so that
1. H/Ci is virtually a central product of Heisenberg and cyclic groups;
2. Ci acts nilpotently on Mi;
3. if C = ∩iCi then C acts nilpotently on M .
Proof. We shall consider M as ZH-module. Since ZH is Noetherian, we can
find a maximal finite direct sum of non-zero submodules Mi of M so that
each Mi is uniform. Then the sum M
′ of the Mi is necessarily essential.
Each Mi necessarily has a non-zero submodule which is either of prime
exponent or is torsion-free and, by Lemma 5.1, therefore has a non-zero
submodule N ′i so that N
′
i ∧N
′
i is finitely generated as ZG-submodule. Thus,
by Proposition 5.3, there is a subgroup Hi of finite index in H and a non-zero
ZH-submodule Ni of N
′
i so that if Ci denotes the centraliser of Ni then H/Ci
is a central product of groups which are either cyclic or Heisenberg.
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But Ni is a non-zero submodule of the uniform module Mi and so is
essential. Thus, by Lemma 5.4, Ci acts nilpotently on Mi. Thus, if C is the
intersection of the Ci, then C acts nilpotently on the sum M
′ of the Mi. But
M ′ is an essential submodule of M and so C acts nilpotently on M .
Corollary 5.6. Let G be a finitely presented groups which is an extension
of an abelian normal subgroup by a group which is torsion-free nilpotent of
class 2. Suppose that any two non-trivial normal subgroups of G have non-
trivial intersection. Let F denote the Fitting subgroup of G. Then G/F has a
subgroup of finite index which is a central product of groups which are cyclic
or Heisenberg.
Proof. This is simply the case of Theorem 5.5 in which one of the subgroups
Mi can be taken equal to M .
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