The Tutte polynomial of a graph G is a two-variable polynomial T (G; x, y) that encodes many interesting properties of the graph. We study the complexity of the following problem, for rationals x and y: take as input a graph G, and output a value which is a good approximation to T (G; x, y). We are interested in determining for which points (x, y) there is a fully polynomial randomised approximation scheme (FPRAS) for T (G; x, y). Our main contribution is a substantial widening of the region known to be non-FPRASable.
• For every positive integer q, the Tutte polynomial along the hyperbola Hq given by (x − 1)(y − 1) = q corresponds to the partition function of the q-state Potts model.
We study the complexity of the following problem, for rationals x and y: take as input a graph G, and output a value which is a good approximation to T (G; x, y). Jaeger, Vertigan and Welsh [9] (see Section 2.1) have completely mapped the complexity of exactly computing the Tutte polynomial. They have shown that this is #P-hard, except along the hyperbola H1 (defined above) and at the four special points (x, y) ∈ {(1, 1), (0, −1), (−1, 0), (−1, −1)}. (#P is the analogue, for counting problems, of the more familiar class NP of decision problems. ) We are interested in determining for which points (x, y) there is a fully polynomial randomised approximation scheme (FPRAS) for T (G; x, y). An FPRAS is a polynomial-time randomised approximation algorithm achieving arbitrarily small relative error.
It is known that there is an FPRAS for every point (x, y) on the hyperbola H2 with y > 1 -this follows from an approximation algorithm of Jerrum and Sinclair for the ferromagnetic Ising partition function [10] . No other general FPRAS results are known. A few negative results are known -see Section 2.1.
Our goal is to map the Tutte plane in terms of FPRASability as completely as possible. The specific contribution of this article is a substantial widening of the region known to be non-FPRASable.
Our contributions are summarised in Figure 1 . In particular, under the assumption RP = NP, we prove the following.
(1) If x < −1 and (x, y) is not on H0 or H1, then there is no FPRAS at (x, y) (Corollary 4).
(2) If y < −1 and (x, y) is not on H1 or H2, then there is no FPRAS at (x, y) (Corollary 5 when (x, y) is not on H0 and Lemma 6 for the case in which (x, y) is on H0).
(3) If (x, y) is on H2 and y < −1 then approximating T (G; x, y) is equivalent in difficulty to approximately counting perfect matchings (Lemma 7).
(4) If (x, y) is not on H1 and is in the vicinity of the origin in the sense that |x| < 1 and |y| < 1 and is in the triangle given by y < −1 − 2x then there is no FPRAS (Lemma 8).
(5) If (x, y) is not on H1 and is in the vicinity of the origin and is in the triangle given by x < −1 − 2y then there is no FPRAS (Lemma 9).
(6) The two previous intractability results (results (4) and (5)) can be partially extended to the boundary of the triangles (Lemma 10 and 11).
(7) If (x, y) is in the vicinity of the origin and q = (x−1)(y−1) > 1.5 then there is no FPRAS (excluding the special points at which exact computation is possible) (Lemma 12). Result (2) above implies that, under the assumption RP = NP, there is no FPRAS at the point (x, y) = (0, 1 − λ) when λ > 2 is a positive integer. Thus, there is no FPRAS for counting nowherezero λ flows for λ > 2. This is an interesting consequence of our work since Seymour [13] has shown that the corresponding decision problem is in P for λ = 6. In particular, a graph has a 6-flow if and only if it has no bridge (cut edge).
Although our main concern is to distinguish regions of the Tutte plane that admit an FPRAS from those that do not, we also note that the latter regions exhibit different levels of intractability. At certain points (x, y), for example the integer points on the x-axis, or any point in the positive quadrant, there is a randomised approximation scheme for T (G; x, y) that runs in polynomial time using an oracle for an NP predicate. On the other hand, Theorem 17 identifies a region of points (x, y) at which even approximating T (G; x, y) is as hard as #P. These two kinds of intractability are very different, assuming #P is a "much bigger" class than NP.
DEFINITIONS AND CONTEXT
The Tutte polynomial of a graph G = (V, E) is the two-variable polynomial
where κ(A) denotes the number of connected components of the graph (V, A) and n = |V |. Following the usual convention for the Tutte polynomial [14] a graph is allowed to have loops and/or multiple edges, and we use the term "graph" in this way except where we explicitly state otherwise. The Tutte polynomial is sometimes referred to as the "Whitney-Tutte" polynomial, or the "dichromatic polynomial". See [16] and [18] . The full version contains a brief summary of the complexity of counting and approximate counting, including the definitions of the complexity classes FP (the class of polynomial-time computable functions), #P, and GapP and the definition of a fully polynomial randomised approximation scheme (FPRAS).
It is known that every counting problem in #P has a randomised approximation scheme whose complexity is not much greater than NP. In particular, if f is a counting problem in #P then the bisection technique of Valiant and Vazirani [17, Cor 3.6] can be used to construct a randomised approximation scheme for f that runs in polynomial time, using an oracle for an NP predicate. See [11, Theorem 3.4] or [5, Theorem 1] ; also [15] for an early result in this direction.
We will use the notion of approximation-preserving reduction from Dyer, Goldberg, Greenhill and Jerrum [5] . Suppose that f and g are functions from Σ * to R. An "approximation-preserving reduction" from f to g gives a way to turn an FPRAS for g into an FPRAS for f . If an approximation-preserving reduction from f to g exists we write f ≤AP g, and say that f is AP-reducible to g. If f ≤AP g and g ≤AP f then we say that f and g are AP-interreducible, and write f ≡AP g. Dyer et al. [5] identified three classes of counting problems that are interreducible under approximation-preserving reductions. The first class contains problems that admit an FPRAS. The second class (and the last one that we will describe here) is the set of problems that are APinterreducible with #SAT, the problem of counting satisfying assignments to a Boolean formula in CNF. Zuckerman [20] has shown that #SAT cannot have an FPRAS unless RP = NP. The same is obviously true of any problem in #P to which #SAT is APreducible. See [5] for details. We will study the following computational problem for rationals x and y. Name TUTTE(x, y).
Output T (G; x, y).
Given fixed rationals x and y, TUTTE(x, y) is a function from Σ * to Q, mapping an encoding of a graph G to a rational T (G; x, y). We show in the full version that if x and y are both non-negative then TUTTE(x, y) is in the complexity class #P Q , which means that it is a #P function divided by an FP function. Thus, there is a randomised approximation scheme for TUTTE(x, y) that runs in polynomial time, using an oracle for an NP predicate. It is unlikely that TUTTE(x, y) is in #P Q for all x and y. In particular, Theorem 17 identifies a region of points (x, y), where y is negative, for which even approximating TUTTE(x, y) is as hard as #P.
Previous work
Jaeger, Vertigan and Welsh [9] have completely mapped the complexity of exactly computing the Tutte polynomial. They have observed that TUTTE(x, y) is in FP for any point (x, y) on the hyperbola H1. This can be seen from the definition (1), since terms involving κ(A) cancel. Also, TUTTE(x, y) is in FP when (x, y) is one of the special points (1, 1), (0, −1), (−1, 0), and (−1, −1). As noted in Section 1, T (G; 1, 1) is the number of spanning trees of a connected graph G, T (G; 0, −1) is the number of 2-flows of G (up to a factor of plus or minus one), and T (G; −1, 0) is the number of 2-colourings of G (up to an easily computable factor). T (G; −1, −1) has an interpretation in terms of the "bicycle space" of G. See [9, (2.8) ]. Intriguingly, Jaeger, Vertigan and Welsh managed to show that TUTTE(x, y) is #P-hard for every other pair of rationals (x, y). They also investigated the complexity of evaluating the Tutte polynomial when x and y are real or complex numbers, but that is beyond the scope of this paper.
The only FPRAS for approximating the Tutte polynomial that we know of is the Ferromagnetic Ising FPRAS of Jerrum and Sinclair [10] . This gives an FPRAS for TUTTE(x, y) for every point (x, y) on H2 with y > 1. The connection between the Ising model and the Tutte polynomial along the hyperbola H2 is elaborated in the full version. We know of no other FPRASes for approximating the Tutte polynomial for an arbitrary input graph G. There is some related work, however, for example, Karger [12] gives an FPRAS for non-reliability, which is not the same thing as an FPRAS for reliability, but is somewhat related.
There are also FPRASes known for special cases in which restrictions are placed on G. For example, [1] gives an FPRAS for points (x, y) with x ≥ 1 and y ≥ 1 for the restricted case in which the input graph G is "dense", meaning that the n-vertex graph G has minimum degree Ω(n). As another example, there is a huge literature on approximately counting proper colourings of degreebounded graphs.
Several negative results are known for approximating the Tutte polynomial. First, note that if T (G; x, y) is the number of solutions to an NP-complete decision problem, then there can be no FPRAS for TUTTE(x, y) unless RP = NP. So, for example, if λ > 2 is a positive integer, then by the chromatic polynomial specialisation mentioned in Section 1, there is no FPRAS for T (G; 1 − λ, 0).
Jerrum and Sinclair [10, Theorem 14] showed that there is no FPRAS for (antiferromagnetic) Ising unless RP = NP. This implies that, unless RP = NP, there is no FPRAS for the function whose input is a graph G and a point (x, y) on H2 with 0 < y < 1 and whose output is T (G; x, y).
Welsh [19] extended this result. Specifically, he showed the following, assuming RP = NP.
• Suppose q ≥ 2 is a positive integer. Then there is no FPRAS for the function whose input is a graph G and a point (x, y) on Hq with x < 0, y > 0 and whose output is T (G; x, y). Furthermore, there is no FPRAS for the function whose input is a graph G and a point (x, y) on Hq with x < 0, y < 0 and whose output is T (G; x, y).
• There is no FPRAS for the function whose input is a graph G and a point (x, y) on H3 with 0 < x < 1 and whose output is T (G; x, y).
INAPPROXIMABLE REGIONS
The tensor product of matroids was introduced by Brylawski [2] . We define it here in the special case of graphs. Let G be a graph, and K another graph with a distinguished edge e with endpoints u and u . The tensor product G ⊗ K is obtained from G by performing a 2-sum operation with K on each edge f of G in turn: Let the endpoints of f be v and v . Take a copy of K and identify vertex u (resp. u ) of K with v (resp. v ) of G, and then delete edges e and f . (Since G and K are undirected graphs, there are two ways of performing the 2-sum. This lack of uniqueness is an artefact of viewing a matroid operation in terms of graphs, which have additional structure. However, the Tutte polynomial is insensitive to which of the two possible identifications is made.) For technical reasons we will assume that e is not a bridge of K. In particular, we assume that deleting e does not increase the number of connected components of K.
Let K \ e be the graph constructed from K by deleting edge e. Let K/e be the graph constructed from K by contracting edge e. Suppose (x, y) ∈ Q 2 . Let q = (x − 1)(y − 1). Define the point (x , y ) as follows.
and
Then it is known ([9, (4.1)]) that
where n, m and κ are (respectively) the number of vertices, edges and connected components in G and
,
y) .
Suppose that the denominators of (2) and (3) are non-zero. In this case, the point (x , y ) is well-defined and we say that (x, y) is shifted to the point (x , y ) by K. In this case, L(x, y, K) and M (x, y, K) are also well-defined, so Equation (4) gives us the reduction TUTTE(x , y ) ≤AP TUTTE(x, y).
We are particularly interested in two special cases. The case in which K is a cycle on k + 1 vertices is known as a k-stretch in the literature and the case in which K is a two-vertex graph with k + 1 parallel edges is known as a k-thickening. Informally, a kstretch of G replaces each edge of G by a path of length k, while a k-thickening replaces each edge by a bundle of k parallel edges. Specifically,
Observe that q = (x − 1)(y − 1) is an invariant for stretches and thickenings, and indeed for shifts in general. It is this limitation that gives the hyperbolas Hq a special place in the complexity theory of the Tutte polynomial. All shifts preserve q = (x − 1)(y − 1) but not all AP-reductions do.
We shall make frequent use of the fact that shifts may be composed, which we record in the following lemma which is proved in the full version.
LEMMA 1. The relation "shifts to" is transitive.
Shifts play a key role in the classical study of the complexity of exact computation of the Tutte polynomial [9] , and the same is true in the current investigation. The keys tools that we provide are the following.
. Suppose also that it is possible to shift the point (x, y) to the point (x , y ) with y / ∈ [−1, 1], and to (x , y ) with y ∈ (−1, 1). Then there is no FPRAS for TUTTE(x, y) unless RP = NP.
. Suppose also that it is possible to shift the point (x, y) to the point (x , y ) with x / ∈ [−1, 1], and to (x , y ) with x ∈ (−1, 1). Then there is no FPRAS for TUTTE(x, y) unless RP = NP.
Theorems 2 and 3 are our main new tools. The full proofs of these theorems appear in the full version. In this version of the paper, the proof of Theorem 2 is omitted (though there is a brief discussion in Section 4.2). The proof of Theorem 3 is given in Section 4.3.
Since the notion of "shift" is defined for any class of matroids closed under tensor product, it should be possible to frame statements similar to Theorems 2 and 3 for classes of matroids other than graphic. Although the two theorems are dual to one another in the matroid theoretic sense, they are not equivalent, since the class of graphic matroids is not closed under duality.
Two halfplanes
Here we record our main results about the half-planes x < −1 and y < −1. Omitted proofs are in the full version. 
PROOF. Let (x, y) ∈ R
2 be a point not on H0 H1 or H2 that satisfies y < −1. At the outset, we'll assume further that x = −1. There are three cases, depending on x. First assume x > 1, and observe that q = (x − 1)(y − 1) < 0. Using a k-thickening, we may shift the point (x, y) to the the point (x , y ) = q/(y k − 1) + 1, y k . Now x ∈ (−1, 1) for all sufficiently large even k so Theorem 3 applies. (The trivial shift, taking (x, y) to itself, provides the point (x , y ) with x / ∈ [−1, 1].) A similar argument, but setting k to be large and odd deals with the situation x < −1. Finally, when x ∈ (−1, 1), a 2-thickening shifts (x, y) to the point (x , y ) = q/(y 2 − 1) + 1, y 2 = (x − 1)/(y + 1) + 1, y 2 , with x > 1. The additional condition x = −1 may be removed by noting that a 3-thickening shifts (−1, y) to a point (x , y ) = 1 − 2/(y 2 + y + 1), y 3 with y < −1 and x ∈ (−1, +1), and we have already seen how to deal with such a point.
Corollaries 4 and 5 exclude the hyperbola q = 0. Nevertheless, the arguments of Theorem 2 can be extended to handle the portion of this (degenerate) hyperbola in which y < −1. Specifically, we prove the following. LEMMA 6. Suppose (x, y) is a point with x = 1 and y < −1. Then there is no FPRAS for TUTTE(x, y) unless RP = NP.
We do not know whether the arguments of Theorem 3 can be similarly extended to q = 0. The hyperbola H2 is excluded from Theorems 2 and 3 and we use a separate argument (following Welsh) to include H2 within the scope of Corollary 4 which applies to the region x < −1. We do not know of a similar argument which applies to H2 in the region y < −1 and indeed this hyperbola seems to have a special status in the region y < −1, as Lemma 7 shows. Consider the following computational problem.
Name #PERFECT MATCHINGS.
Instance A graph G. Output The number of perfect matchings in G.
#PERFECT MATCHINGS is #P-complete, but it is not know whether it has an FPRAS. In Section 4 we prove the following. 
Remark:
For convenience, we allow the graph G in the definition of #PERFECT MATCHINGS to have loops and/or multiple edges. This is without loss of generality, since the perfect matchings of a graph G are in one-to-one correspondence with the perfect matchings of the 3-stretch of G (which has no loops or multiple edges).
The vicinity of the origin
In this section, we consider the region given by |x| < 1 and |y| < 1. The proof of Corollary 4 can easily be extended to show that, unless RP = NP, there is no FPRAS for TUTTE(x, y) for any point (x, y) on the hyperbola (x − 1)(y − 1) = 2 in this region. The following lemmas give additional regions that do not admit an FPRAS unless RP = NP. The proofs (see the full version) use stretching and thickening and Theorems 2 and 3. 
Lemmas 8 and 9
give two intractable open triangles in the vicinity of the origin. The following lemmas extend intractability to the boundaries. The value 0.29 in the statement of the lemmas has no special significance. We do not know whether the entire boundary is intractable, but the value 0.29 is not best possible -it was chosen because it yields a simple proof. The intractable triangles from Lemma 8 and 9 certainly do not cover all intractable points in the vicinity of the origin. Possibly the whole of the region |x|, |y| ≤ 1 is intractable (apart from H1 and the special points).
Here is a lemma which adds a little bit to our knowledge in the region. For example, it includes the point (x, y) = (−0.23, −0.23) which has q > 1.5 but is not covered by Lemma 8 or 9. 
THE REDUCTIONS

The multivariate formulation
It is convenient for us to use the multivariate formulation of the Tutte polynomial, also known as the random cluster model [18, 14] . 
So Z is a generalisation of T that allows different weights to be assigned independently to different edges. For rationals q and γ, let MULTITUTTE(q, γ) be the following problem.
Name MULTITUTTE(q, γ).
Instance A graph G = (V, E) with edge labelling w where w is the constant function mapping every edge to the value γ.
Output Z(G; q, w).
Suppose (q, γ) ∈ Q 2 . Equation (6) gives us the reduction
If (x, y) ∈ Q 2 and neither x nor y is 1 then Equation (6) gives us the corresponding reduction
Not surprisingly, the notion of a shift from §3 may be re-expressed in terms of the new parameters. Doing so has the advantage of allowing us to apply shifts to individual edges of a graph, as opposed to the whole graph. This idea is explored in [14, §4.6] . As in §3, let K be a graph with distinguished edge e, and suppose that K has constant edge weight α ∈ Q. Define
and ; q, α) .
Let G = (V, E) be a graph, f ∈ E and w : E → Q a weighting such that w (f ) = α . Denote by G f the 2-sum of G and K along f . Let w be the weight function on G f that gives every edge of K weight α and inherits the remaining weights from w . We show in the full version that
One way to capture (8) informally is to say that a single edge of weight α may be simulated by a subgraph K whose edges have weight α. Suppose that the denominator of (7) is non-zero. In this case, the point (q, α ) is well-defined and we say that (q, α) is shifted to the point (q, α ) by K. In this case, N (q, α, K) is also well-defined, so Equation (8) gives us an efficient algorithm for approximating Z(G; q, w ) by using an subroutine for computing Z (G f ; q, w) .
The shifts that we have defined here are consistent with the usage in §3. In particular, suppose that ( (3) and (6) and (7)) that the same graph K shifts (q, α) to (q, α ) .
Thus, the equation describing stretching and thickening, Equation (5), can be translated as follows. (See, for example, [14, (4.20) , (4.26)])
We now generalise the problem MULTITUTTE(q, γ) defined earlier for rationals q, α1, . . . , α k .
Name MULTITUTTE(q; α1, . . . , α k ).
Output Z(G; q, w).
Proof of Theorem 2
The main lemma that we use to prove Theorem 2 is LEMMA 13. Suppose q ∈ Q \ {0, 1, 2}, and that α1, α2 ∈ Q satisfy α1 / ∈ [−2, 0] and α2 ∈ (−2, 0). Then there is no FPRAS for MULTITUTTE(q; α1, α2) unless RP = NP.
The proof of Lemma 13 relies on the NP-completeness of the decision problem MINIMUM 3-WAY CUT which is defined as follows.
Instance A simple graph G = (V, E) with three distinguished vertices ("terminals") t1, t2, t3 ∈ V , and an integer bound b.
Output Is there a set of at most b edges whose removal from G disconnects ti from tj for every i, j ∈ {1, 2, 3} with i = j?
This problem was shown to be NP-complete by Dahlhaus et al. [3] .
In the full version we show how to convert (G = (V, E), t1, t2, t3) into an instance (G , w ) of MULTITUTTE(q; α1, α2) such that Z(G ; q, w ) is a close approximation to the number of minimum 3-way cuts in G. The proof of Theorem 2 using Lemma 13 is similar to the proof of Theorem 3 using the dual lemma 15 which is given in Section 4.3 of this version. Theorem 2 excludes the case q = 2. Formally, the multivariate Tutte polynomial Z(G; q, w) = A⊆E w(A)q κ(A) is not very interesting at q = 0 because κ(A) ≥ 1 so Z(G; q, w) = 0 and approximation is trivial. Sokal [14] instead treats the q = 0 case as a limit, but for the purpose of approximation complexity it is more convenient to work with the natural polynomial Z(G; q, w)q −κ(E) . We will focus on the case in which G is connected, so we define R(G; q, w) = Z(G; q, w)q −1 . This is the reliability polynomial, and corresponds to the x = 1 component of the hyperbola H0. Now define the following problem. Name ZEROMULTITUTTE(α1, . . . , α k ) .
Instance A connected graph G = (V, E) with edge labelling w :
Output R(G; 0, w).
In the full version, we prove the following lemma which we then use to prove Lemma 6, which establishes hardness of approximation for the part of H0 with x = 1 and y < −1. LEMMA 14. Suppose that α1, α2 ∈ Q satisfy α1 / ∈ [−2, 0] and α2 ∈ (−2, 0). Then there is no FPRAS for the computational problem ZEROMULTITUTTE(α1, α2) unless RP = NP.
Proof of Theorem 3
The following is dual to Lemma 13. Our ultimate goal is to construct an instance (G , w ) of the problem MULTITUTTE(q; α1, α2) such that Z(G ; q, w ) is determined, to a high degree of accuracy, by the number of solutions to the instance of #3-D MATCHING. In particular, using an estimate of Z(G ; q, w ), we'll be able to decide, with high probability, whether the number of solutions to the matching instance is zero or strictly positive. As an intermediate goal, we'll construct a weighted graph (G = (V, E), w) that has the desired properties, as described above, except that w : V → {β1, β2}, where β1 and β2 are set to convenient non-zero values. The final step of the proof will be to relate these convenient values to the specified ones, namely α1 and α2. We will require, for a small ε ≤ 1, that |β1/q| ≤ ε (so the absolute value of q/β1 is big). We will also require for a small δ ≤ 1 2 that |1 + q/β2| ≤ δ (so β2 is close to −q). We will require ε and δ to be sufficiently small -the exact requirements will be given later. The vertex set of G is
and the edge set E = T ∪ L where
is the set of "tree edges" and
the "link edges". Observe that (V, T ) is a tree, and that edges in L join leaves in the tree. For e ∈ E, assign weight w(e) = β2 if e ∈ T is a tree edge, and w(e) = β1 if e ∈ L is a link edge. 1 We'll stick, as far as possible, to the notation of [8] , though occasional changes are needed to avoid clashes.
We're interested in evaluating Z(G; q, w): Let m = |M |, and note that |V | = 3n+2m+1, |T | = 3n+2m and |L| = 3m. Our calculation of Z(G; q, w) is greatly simplified if we take β2 to be exactly −q, rather than merely a close approximation. So let's first determine, as a function of δ, the absolute error we would introduce by replacing β2 by −q. Denote by w : E → Q the weight function
We wish to estimate the absolute error Z(G; q, w) − Z(G; q, w) . Setq = max{|q|, 1}; then either |q|/|β2| ≥ 1, in which case |β2| ≤q or |q|/|β2| < 1. In this case, since |1 + q/β2| ≤ 1/2, |1 + q/β2| = 1 − |q|/|β2| ≤ 1/2, so |β2| ≤ 2|q|. We conclude that, in either case, |q|, |β2| ≤ 2q. Furthermore, for all i ≥ 1, we have
Expanding h(B, β2) and h(B, −q) according to (11) , and comparing term-by-term, we find that
So from (10), recalling |β1| ≤ |q|ε ≤q,
We'll chose δ later to make this estimate small enough. We now proceed with our calculation, using w in place of w, i.e., −q in place of β2. Partition sum (10) 
n , and note that Q = 0. We'll show:
is bridge connected; 0, otherwise.
The set of solutions to the instance of #3-D MATCHING is in 1-1 correspondence with
{B : |B| = n + m and (V, T ∪ B) is bridge connected}.
where N is the number of solutions to the #3-D MATCHING instance. On the other hand, Σ> is crudely bounded as follows:
Let Q = q n+m Q. Now, setting ε (the bound on |β1/q|) so that
we have
Z(G; q, w) Qβ
Then, according to (12) , setting
Combining (13) and (14) yields the required estimate
An FPRAS for Z(G; q, w) would thus give a randomised polynomialtime algorithm for determining whether N > 0, which would show RP = NP. For details about approximation accuracy, see [4] , especially the final three paragraphs of the proof of Theorem 3. It remains to verify the three observations (which is deferred to the full version), and to relate our conveniently chosen weights, β1 and β2, to the actual ones, α1 and α2. To do this, let positive integers k1, k2 satisfy (q/α1 + 1)
Let K1 be a cycle on k1 + 1 vertices in which each edge has weight α1. Recall that taking a 2-sum with K1 implements a k1 stretch. Let K2 be a cycle on k2 + 1 vertices in which each edge has weight α2. Let G be the graph derived from G by taking the 2-sum of each weight β1 edge with K1 and taking the 2-sum of each weight β2 edge with K2. Call the resulting graph G and its weighting w . By repeated application of (8),
By setting
we satisfy |β1/q| ≤ ε and |1 + q/β2| ≤ δ, as required by our reduction. (This is by (9) and the definitions of k1 and k2.) Finally observe that k1 and k2 are at most polynomial in the input size n + m, so the size of G is polynomially bounded. Thus an FPRAS for MULTITUTTE(q; α1, α2) would give us a a polynomial-time randomised algorithm for solving CBRA, which would entail RP = NP.
Using Lemma 15, we can now prove Theorem 3. Theorem 3 Suppose (x, y) ∈ Q 2 satisfies q = (x − 1)(y − 1) / ∈ {0, 1, 2}. Suppose also that it is possible to shift the point (x, y) to the point (x , y ) with x / ∈ [−1, 1], and to (x , y ) with x ∈ (−1, 1) . Then there is no FPRAS for TUTTE(x, y) unless RP = NP.
PROOF. Note that none of y, y and y are equal to 1 since q = 0. Let α = y − 1, α1 = y − 1 and α2 = y − 1. The constraints on x and x , together with (x − 1)(y − 1) = q and (x − 1)(y − 1) = q imply that x − 1 = q/α1 / ∈ [−2, 0] and x − 1 = q/α2 ∈ (−2, 0). Let (K , e ) be a graph that shifts (x, y) to (x , y ) and note that (K , e ) also shifts (q, α) to (q, α1). Similarly, suppose (K , e ) shifts (x, y) to (x , y ) and therefore shifts (q, α) to (q, α2).
Suppose (G, w) is an instance of MULTITUTTE(q; α1, α2) with m1 edges with weight α1 and m2 edges with weight α2. Denote by G the graph derived from G by taking a 2-sum with (K , e ) along every edge with weight α1 and taking a 2-sum with (K , e ) along every edge with weight α2. Letŵ be the constant weight function which assigns weight α to every edge in G. Then by repeated use of Equation (8),
Thus by Equation (6), Z(G; q, w) is
where n is the number of vertices in G, and κ is the number of connected components in G.
Thus an FPRAS for TUTTE(x, y) would yield an FPRAS for the problem MULTITUTTE(q; α1, α2), contrary to Lemma 15.
The hyperbola H2 in the halfplane y < −1
The following lemma will be used in the proof of Lemma 7.
PROOF SKETCH. The construction and proof of correctness are simplified versions of those from the proof of Lemma 15, so we provide only a sketch here.
Suppose G = (V, E) is an instance of #PERFECT MATCHINGS. For convenience, set n = |V |/2. Let G = ( V , E) be the graph with vertex set V = V ∪ {t} and edge set E = E ∪ T , where T = {t, v} : v ∈ V . Define w : E → {β1, β2} by w(e) = β1 if e ∈ E and w(e) = β2 in e ∈ T . As before, β1/q is small in absolute value, and β2 is close to −q = −2; specifically, |β1/q| ≤ ε and |1 + 2/β2| ≤ δ.
Following the now familiar path,
Set Q = q n+1 (q − 1) n = 2 n+1 . We will show the following observations.
3. The set {B : |B| = n and ( V , T ∪ B) is bridge connected} is in 1-1 correspondence with the set of solutions to the instance of #PERFECT MATCHINGS. Specifically,
is bridge connected iff B is a perfect matching in G.
, where N is the number of perfect matchings in G. The proof is completed exactly as before.
It remains to justify the three observations. For Observation 1, note that if |B| < n then (V, B) contains an isolated vertex. Consider the factor contributed to h(B, −2) from the edge connecting this vertex to t. The contribution is −q (for including the edge) plus q (for excluding it, and hence adding a component), which is 0. Observation 3 is self-evident. Using Observation 3, we can establish Observation 2 as follows. Suppose that B is a perfect matching. Then
where the first 2 comes from the component containing t, and for each of the n edges in the matching, the (−2) 2 comes from including both edges to t, the 2(−2) comes from the two ways to add one of the edges to t, and the 2 comes from excluding both edges to t, which adds a component.
We can now prove Lemma 7. (−1, 1) . Then follow the proof of Theorem 3 to reduce MULTITUTTE(2; α1, α2) to TUTTE(x, y). Finally, Lemma 16 reduces #PERFECT MATCHINGS to MULTITUTTE (2; α1, α2) .
We now show TUTTE(x, y) ≤AP #PERFECT MATCHINGS. Using the Fortuin-Kasteleyn representation of the Potts model, we see that Z(G; 2, y − 1) is equal to the partition function of the Ising model in which every edge has weight y − 1. That is,
where mono(σ) denotes the number of monochromatic edges in the mapping σ. (See [14, (2.7) , (2.9)] for a justification of this identity.) We will assume without loss of generality that the graph G has no loops. It is clear from (16) The edges (v2, v3), (v3, v4) , . . . , (v −2 , v −1 ) will be called "supplementary" edges of G . The edges (w1, v), (w2, v), . . . , (w −1 , v), (w , v) correspond to edges  (w1, v2), (w2, v2), (w3, v3), . . . , (w −1 , v −1 ), (w , v −1 ) of G . We will call these edges "primary", because they correspond to the original edges of G.
Then let G be the graph constructed from G by replacing each vertex of degree 2 as follows. Suppose that the neighbours of vertex v in G are w1 and w2. Then replace v with two new vertices v1 and v2 and replace the edges (w1, v) and (w2, v) with the path (w1, v1), (v1, v2), (v2, w2) in which (v1, v2) is a supplementary edge of G and the edges (w1, v1) and (v2, w2) are "primary" edges of G . Fisher has shown [7, (10) ] that
where the sum is over perfect matchings X of G and the product is over primary edges e of G that are in the perfect matching X. Now let n1 and n2 be positive integers such that 1/ν = n1/n2. Let H be a graph consisting of n1 parallel edges from a vertex u to a vertex a and n2 parallel edges from the vertex a to a vertex b and a single edge from b to a vertex v. Let M be the set of matchings of H which match both a and b. There are n1 matchings in M in which a is matched with u. All of these match both u and v. There are n2 matchings in M in which a is matched with b. These do not match u or v. There are no other matchings in M.
Construct G from G by replacing every primary edge (u, v) of G with a copy of H. Then the expression X e 1 ν in Equation (17) is equal to the number of perfect matchings of G divided by n m 2 . So if we could approximate the number of perfect matchings of G, we could approximate Z(G; 2, y − 1).
Remark. The construction in the reduction from TUTTE(x, y) to the problem #PERFECT MATCHINGS relies on the fact that y − 1 and y + 1 have the same sign (so n1 and n2 are both positive integers). The same reduction would apply for q = 2 and y > 1 but this is ferromagnetic Ising, and we already have an FPRAS, due to Jerrum and Sinclair [10] .
#P-HARDNESS
Earlier, we noted that if x ≥ 0 and y ≥ 0 then TUTTE(x, y) is in #P Q , so there is a randomised approximation scheme for TUTTE(x, y) that runs in polynomial time using an oracle for an NP predicate. Here we show that it is unlikely that TUTTE(x, y) is in #P Q for all x and y. In particular, we identify a region of points (x, y) where y is negative for which even approximating TUTTE(x, y) is as hard as #P. Specifically, we prove in §5. 1-5.3 the following. THEOREM 17. Suppose (x, y) is a point with y ∈ (−1, 0) and (x − 1)(y − 1) = 4. Then there is no FPRAS for TUTTE(x, y) unless RP = #P.
The Potts model
For a positive integer q and a y ∈ Q, and a graph G = (V, E), let
where mono(σ) is the number of edges in E that are monochromatic under the map σ. P (G; q, y) is the partition function of the q-state Potts model at an appropriate temperature (depending on y). The region y ≥ 1 is "ferromagnetic" since like spins are favoured along an edge, the region 0 ≤ y ≤ 1 is "antiferromagnetic", and the region y ≤ 0 is "unphysical" [14] . It is known that the q-state Potts model coincides with the Tutte polynomial when q is a positive integer. In particular (see (6) and [14, (2.9) ]),
where q = (x − 1)(y − 1).
In the rest of this section, we suppose that we have an FPRAS for P (G; 4, y) for a point y ∈ (−1, 0) and we show how to use the FPRAS to solve a #P-hard problem (counting proper 3-colourings of a simple graph). This will establish Theorem 17.
First, we establish some notation. If G is a graph with designated vertices a and b and α and β are values in {1, . . . , q}, let P (G; q, y | σ(ab) = αβ) denote the contribution to P (G; q, y) due to colourings σ with σ(a) = α and σ(b) = β.
The building blocks
Fix y ∈ (−1, 0). Suppose that n is the number of vertices of a graph G. Let M be a rational number in the range 1 ≤ M ≤ 3 n and let ε = 2 −n 2 . In this section, we will show how to construct a graph HM with two designated vertices, a and b, so that
As a building block, let P be an -edge path. Let f denote P (P ; 4, y | σ(ab) = 11) and let a denote P (P ; 4, y | σ(ab) = 12). These satisfy the recurrences f = yf −1 + 3a −1 and a = f −1 + (2 + y)a −1 with f1 = y and a1 = 1. The solution to these recurrences, for ≥ 1, is given by Thus,
.
Recall y > −1 and let γ = ((3 + y)/(y − 1)) 2 > 1. For every positive integer j, let δj = 1 − a2j /f2j . Note that
Also, f2j /a2j = 1/(1 − δj ). Given y, choose a positive odd integer k so that
Now, let t be the smallest integer such that δt ≤ εM . For j ∈ {1, . . . , t}, choose a natural number kj so that
Now HM is formed by joining a number of paths, all with endpoints a and b. To form HM , take k paths of length 1 (i.e., edges). Also, for every j ∈ {1, . . . , t}, take kj paths of length 2j. So 
The construction
We use the notation from Section 5.2. Let r be the smallest even integer such that |y| r < ε4 −n . Construct G from the simple graph G (the graph we wish to 3-colour) by replacing every edge (u, v) of G with a bundle of r parallel edges with endpoints u and v. (That is, we perform an r-thickening on all edges.) Add two new vertices, a and b. Connect a to every vertex in G by a bundle of r parallel edges. Similarly, connect b to every vertex in G.
Let n denote the number of vertices of G and m denote the number of edges of G. Recall that P (G; 3, 0) is the number of proper 3-colourings of G. Then, We will restrict attention to graphs G which are bipartite with at least 4 vertices. Note that it is #P-hard to count the proper 3-colourings of a bipartite graph. For example, [4, Section 6] observes that this is the same as counting homomorphisms from a general graph to the cycle C6, which is shown to be #P-hard by Dyer and Greenhill [6] . Also, for such a graph G, P (G; 2, 0) > 0 and P (G; 3, 0) ≥ 4P (G; 2, 0). Now, suppose that we had an FPRAS for approximating the quantity P (GM ; 4, y) . A call to the FPRAS gives us the sign of YM .
Let G be a bipartite graph with n ≥ 4 vertices. Let z = 3 Now the point is that only one real number in the specified interval for zu is of the form 3n1/n2 where n1 is an integer in {1, . . . , 2 n } and n2 is an integer in {1, . . . , 3 n } (since ε and ξ are so small) so the value of zu allows us to compute the fraction 3P (G; 2, 0)/P (G; 3, 0) exactly, and since P (G; 2, 0) can be computed exactly, this gives us P (G; 3, 0), thus counting proper 3-colourings of G.
