Abstract. For the simple problem of estimatinga vector x 0 from a noisy data vector y = Bx 0 +e where B is a known ill-conditioned m n matrix and e is an unknown`white noise' vector, a classical regularized solution, say x( ) where > 0 is the regularization parameter, can be satisfactory provided is well chosen. Standard data-based methods for choosing (like generalized crossvalidation, or GCV) are known to give a good estimate of the value of which minimizes the prediction error jjBx( )? Bx 0 jj 2 . In this paper, we focus on the minimization of the estimation (or reconstruction) error jjx( ) ? x 0 jj 2 .
is completely meaningless ( typically, this will give a highly oscillatory function). Such a`reconstruction problem' frequently results from discretization of a Fredholm integral equation with a smooth kernel, and arises in many contexts concerning scienti c instrumentation e.g. in astronomy and in tomography. A common approach 15, 5] for such a problem is then to introduce a regularization matrix , and to estimate x 0 by the solution of min x ? jjBx ? yjj 2 + jj xjj 2 where > 0 is the regularization (or smoothing) parameter to be chosen. Typically is chosen to be a discretization of some di erentiation operator so that the term jj xjj 2 controls the smoothness of x. Ideally the choice of should re ect a priori information on x 0 but note that in practice a necessary requirement on is that one can obtain a good condition number for this regularized problem. It is easy to see that this problem has a unique solution x( ) as long as Ker(B) \ Ker( ) = f0g:
x( ) = (B T B + T ) ?1 B T y:
(1)
The Deconvolution Problem. The deconvolution problem is a particular
Fredholm integral equation of the rst kind. A simple deconvolution problem will be considered :
b(t i ? u)x 0 (u) du + e i ; t i = i ? 1 n ; i = 1; : : :; n; where b; x 0 are smoothly periodic functions on 0; 1], e i are zero mean independent normal errors. It is then classical to discretize these equations to obtain x = (x(t 1 ); : : :; x(t n )) T with a circulant matrix B so that we can make use of the fast Fourier transform (FFT) algorithm. To exploit the FFT, is usually xed to be a circulant discretization of some di erentiation operator. Then, denoting the eigenvalues of B and by fd i g and f i g, respectively, and their common unit (Fourier) eigenvectors by fu i g (so that applying F = (u 1 ; : : :; u n ) H amounts to a FFT), we obtain an expression similar to (1) 
where IE denotes the expectation over e. Now, in the case of a deconvolution problem with a smooth kernel b, we can already guess from (3) that GCV may have some di culties in determining the optimal parameter because high oscillations in x( ) can be smoothed out in Bx( ) (see Section 1.4, and Figure 7 in Section 4.4 for another example). A second method to choose the value of is to use a statistical estimator of MSPE (see 1, 10, 13, 9] ), known as Mallows' C L criterion. By construction, this method may also have the same di culties. Rice 14] compares the use of the mean square estimation (or reconstruction) error (MSEE) criterion, also called the domain risk, MSEE( ) = IE(1=njjx( ) ? x 0 jj 2 ); (4) to the use of MSPE( ) in some simulated periodic deconvolution problems. Even though in various slightly ill-conditioned problems it has been observed that the that minimizes GCV( ) also nearly minimizes MSEE( ) (e.g. 7] for applications in tomography, 16] in image restoration), Rice points out that the optimal parameter may be strongly dependent on the choice of statistical criterion, especially for severely ill-posed problems where the optimal parameter for MSPE( ) tends to give oscillating solutions x( ) whereas the optimum one for MSEE( ) tends to slightly oversmooth the data. About asymptotic theories, we will only note that even though Wahba and Wang 18] show that under certain conditions, these two parameters asymptotically decrease at the same rate, however Davies and Anderssen 2] show that GCV is suboptimal in terms of MSEE in the numerical di erentiation problem. Rice 14] also proposes, for regularized deconvolution problems, the following new method to estimate, from the data, the minimizer of MSEE( ). In the expression jjx( ) ? x 0 jj 2 = jjx 0 jj 2 + jjx( )jj 2 ? 2hx( ); x 0 i; the rst term jjx 0 jj 2 does not depend on . The second jjx( )jj 2 can be computed.
From (2) (see also Theorem 2.1 in Section 2) it is easy to check that EPSEE( ) ("Estimator of the inner Product in the mean Square Estimation Error"), de ned by :
is an unbiased estimate of the expectation of the third term PSEE( ) = IEhx( ); x 0 i: (6) Rice proposes then to minimize the following criterion for choosing :
Since in most deconvolution problems, we are mainly interested in a good estimation of x 0 , the estimation error (4) is then more appropriate than the prediction error (3). and that the corresponding orthonormal eigenvectors u i ; i = 1; ; n; have been ordered so that the`amount of oscillations' in u i increases with i. For example, if B is circulant and n and k odd, such a basis is: (u 1 ) j = 1 p n ; j = 1; ; n; and (u 2i ) j = p 2 p n cos(2 ji=n); (u 2i+1 ) j = p 2 p n sin(2 ji=n); j = 1; ; n; i = 1; ; n?1 2 ; (e.g.
11]
) and now F = (u 1 ; ; u n ) T is not exactly the previously de ned Fourier transform; however with this F the ordering of the components (Fx) i ; i = 1; ; n; does correspond to increasing frequencies.
In such a case a frequently used estimate of x 0 is the truncated pseudo-inverse estimate obtained by taking as lter function the \rectangular lter" w ;i = n 1 if i , 0 otherwise. Thus, the regularization parameter will be here the cut-o frequency . Now the reconstruction-error is
We see that as long as 2 =d 2 +1 < (x 0 +1 ) 2 , then the expectation of this error will be decreased by increasing , i.e. MSEE( + 1) < MSEE( ). To simplify the discussion assume that jx 0 i j = c if i k. Then
otherwise, has a sharp global minimum at MSEE = k provided c 2 is large enough relatively to 2 (say c 2 10 2 ); and this is also true with a high probability for any realization of the actual reconstruction-error. Now it is easy to see that nMSPE( ) has a similar expression except for the factor d 2 which disappears and the two terms P (x 0 i ) 2 which are replaced by negligeable terms d 2 P (x 0 i ) 2 . Thus, though k is also the minimizer of MSPE( ) (and of the actual prediction error with high probability), MSPE( ) (and the actual prediction error) is a rather at function at the right of its minimum. This is the reason why GCV and Mallows methods may give too large values for (note that undersmoothing corresponds here to large values of on the contrary to regularization lter (2) or (1)). In fact it can be easily shown that, in the case of normal errors, there is a probability of at least about .15 (more precisely, the probability thatẽ 2 k+1 > 2 2 ) that the Mallows method will prefer k+1 instead of k; and a similar behavior holds for GCV for large n. But even though = k+1 is still a reasonable choice in terms of the prediction error, this is a dramatically bad choice in terms of the reconstruction-error. Now it can be checked that with this rectangular lter, the Rice method consists of choosing the index so as to minimize
which, in our particular example, will approximatly coincide with
(ẽ 2 i ? 2 2 ) otherwise. The Rice estimate of hx( ); x 0 i obviously has a very large variability for > k, and, in fact, the probability that E (k + 1) < E (k) is about .15 (as for the Mallows method) in the case of normal errors. 
i otherwise, which obviously is much more e cient in terms of the reconstruction-error. Note that a similar modi cation could be made on the Mallows method, but its justi cation doesn't seem to be so natural, and we don't develop it in this paper.
In this particularly simple example the choice of R (a truncation index here) was obvious by considering the spectrum of B, but this is not the case in general. In this paper we propose an automatic way to do it, based on the bias-variance compromise in estimating hx( ); x 0 i and we show that this will always produce an improvement over the Rice method. In order to try to quantify this improvement, we performed an extensive simulation study, only part of which is reported here. It con rmed that the improvement can be great for typical`severely' ill-conditioned problems. Unfortunately the proposed automatic choice may be still too far from the ideal' one, especially for moderately ill-conditioned problems, where GCV remains a better method on average. (Another automatic method for this choice has also been presented in 4]). However we show here that by taking as regularization parameter the largest among the one produced by this method and the one produced by GCV, we obtain a reasonable automatic choice, which was globally a signi cant improvement over GCV in our simulations. This also holds when the value of required in this method is replaced by its standard estimate given by GCV.
In Section 2, we will give su cient conditions for the existence of unbiased estimators of PSEE( ) in the case of general least squares problems. In Section 3, we will see, in the case of the deconvolution problem, how to greatly improve the estimators by replacing the expansion (5) of EPSEE( ) by an adaptively truncated (hence biased) version of this expansion. We also propose a`regularized' version of EPSEE which is suitable for the case of general least squares problem. In Section 4, this new method for choosing the regularization parameter is compared with the standard methods in various numerical experiments.
2. Rice method and two direct generalizations: EPSEE and GEPSEE.
In this section, su cient conditions for the existence of an unbiased estimator of PSEE( ) = IEhx( ); x 0 i in the case of regularized least squares problems are given. We suppose throughout that e is a vector of independent Gaussian errors e i N(0; 2 ).
The following results can be obtained by standard statistical formulas and some algebraic manipulations (see 3] for complete proofs). Remark 2.1. This estimator has been proposed by Rice 14] in the case of the deconvolution problem where B and are diagonal in the Fourier space. We propose now the following generalization (in particular m is no longer required to be equal to n) of this estimator under a simple condition. and thus the assumption of Theorem 2.2 also holds. So GEPSEE will always be an alternative to EPSEE. Note that under the assumption of Theorem2.1 GEPSEE can be written as: The improvement obtained by using GEPSEE will be discussed in Section 3.
An important case where the assumption of Theorem 2.2 also holds for any x 0 is when m n and the matrix B has full rank, since P R(B T ) is then the identity matrix of order n.
Another important case is when x 0 can be assumed to belong to R(B T ), or equivalently to have no components in the kernel of B. In standard deconvolution problems, this means that all the frequency components of x 0 are in the frequency band which can be recovered from exact data. So this may be a reasonable assumption.
Note that in fact this assumption will be always satis ed if x 0 is replaced throughout by its projection on R(B T ): it is exactly this kind of ideas that will be pursued in 3. Application to the deconvolution problem and a third approach. To facilitate interpretation of the results, we assume in this section that both B and are n n circulant matrices (so the hypothesis of Theorems 2.1 and 2.2 are veri ed), but more general assumptions could be possible.
Comparison of EPSEE( ) and GEPSEE( ).
Substituting the decompositions B = F H diag(d i )F and = F H diag( i )F in (7) and (8), we obtain the formula (5) for EPSEE and
The di erence between these two unbiased estimators is simply that GEPSEE( ) does Thus, at least in theory, GEPSEE( ) solves the possible variance problem of EPSEE( ) for small. However we will see in the following that this improvement is not at all su cient for typical ill-conditioned problems. where we give to` ' the following meaning: at least one of the two following inequalities holds: The advantage of this approach is that it permits us to obtain simple su cient conditions for this in terms of`signal to noise ratios'. We are aware that this proposed procedure is based on rather conservative inequalities but its attractiveness is that we are assured that BEPSEE will then be an improvement on GEPSEE. More heuristic procedures are possible, and may be better in some situations (see the corresponding comment in Conclusions for an example).
3.3. A`regularized' estimator. In the previous section, we have seen how to introduce an automatic truncation in the estimator of IEhx( ); x 0 i to improve its accuracy. In fact, this could also be seen as an unbiased estimation of IEhx( ); x 0 I i where x 0 I is de ned as the projection of x 0 on the span of the eigenvectors corresponding to the`reasonable' eigenvalues (namely i 6 2 I I 0 ). Thus the criterion we were trying to minimize was the more reasonable error criterion jjx( ) ? x 0 I jj. Like in the previous section, we can express the bias and the variance reduction introduced by REPSEE 0 and obtain the analog of Proposition 3.3: Proof. The proof is very similar to that of Proposition3.3, see 3]. Our wish will then be to choose 0 the largest one among those verifying one of the equations (13) 4. Numerical experiments. We present in this section numerical deconvolution experiments with a Gaussian convolution kernel demonstrating great improvements on EPSEE. (Note that with such a kernel, GEPSEE coincides with EPSEE.) We only present the results obtained with BEPSEE, because REPSEE had similar performances in all these experiments. In each experiment, the choice of the truncation in BEPSEE is made by the automatic procedure described Section 3.2 (and resulting from Propositions 3.3 and 3.4), rst assuming that is known.
Data and kernel.
In all the experiments the`signal' to be reconstructed, x 0 , is unchanged; see Figure 2 for its plot. Each one of our experiments is then determined by two vectors of`data' (one example is given in Figure 1 ). The rst one is the discretization of the kernel assumed to be the periodic extension, with period 1, of b l (t) = exp ? ?( t l ) 2 ; jtj :5, (the continuous curve represents the n=2th column of the circulant matrix B with entries B i;j = 1=n b l ((i ? j)=n)). In our experiments l 2 f0:01; 0:05;0:09g and n = 128; in Figure 1 , l = 0:09. The second is the data vector y resulting from the noisy convolution of b l with x 0 . The noise is a Gaussian white noise with standard deviation taken to be one tenth of the maximum of the noiseless data. The regularization matrix is xed to be a circulant discretization of second order di erentiation (similarly as in 14]). Figure 2 illustrates the importance of the choice of the regularization parameter . If the parameter is too big the estimation is too smooth, whereas if the parameter is too small the solution becomes meaningless. 4 .2. The variance gain. Both the estimators BEPSEE( ) and EPSEE( ) were used to determine the regularization parameter by minimizing E ( ) or BE ( ) :
In many experiments, E ( ) produced dramatically low parameter estimates, whereas BE ( ) had a reasonable minimum. Figure 3 shows the functions E ( ) and BE ( ) obtained in the experiment corresponding to Figure 1 . E sends the smoothing parameter far o to the left. This is one of the many examples where E failed to nd a good parameter.
Such behavior is easily explained by looking at the mean and standard deviation of E ( ) represented in Figure 4 compared to those of BE ( ) in Figure 5 . These means and standard deviations were computed from expressions similar to the ones given Section 3.1. Note that in the case of BE these formulas are not rigorously exact since they assume I constant, whereas it is actually data-driven. However, the variability of I with respect to the noise in y is typically relatively slight, so that the formulas using the \average" value of I (obtained by replacing y by y 0 in the automatic method of choosing I) give good approximations of the`true' mean and variance. The standard deviations of 2EPSEE( ) and 2BEPSEE( ) were also computed at the same grid values of . In these plots the corresponding con dence intervals are slightly shifted for better legibility. As predicted by the results in Section 3, the variance of EPSEE( ) becomes dramatically large when tends to 0. The important fact is that, as expected, E ( ) also has the same variance problem. This could have been predicted by deriving for E ( ) similar results to the ones for EPSEE( ) in Proposition 3.2. Thus, for a given data vector, E ( ) is very likely to have no minimum on a reasonable interval. On the contrary, we see in Figure 5 that BE has a much better behavior. The introduced bias is imperceptible. Still, it permits us to improve the estimator signi cantly. Even though the variance of BE ( ) also becomes large when tends to 0, it is reasonable near its expectation minimum (see Figures 4 and 5 ).
4.3.
Comparison of E , BE and GCV. In this section and the next two sections, the performance of a criterion X for choosing will be measured by the classical e ciency E X (except that we use the reconstruction error, not the prediction error) as de ned by: E X = min jjx( ) ? x 0 jj 2 jjx( X ) ? x 0 jj 2 where X is given by the procedure X. A value close to 1 obtained for E X in a given simulated experiment indicates a performance as best as possible, whereas a small value (between 0 and 0.2) typically means a very bad performance. We decided to evaluate the global e ciency of X for a given type of problem by observing the values of E X obtained on 500 experiments which di ered only by the simulated noise. These 500 e ciencies were then classi ed in one histogram by partitioning the range 0; 1] into 5 subintervals of equal length. We believe that such an histogram (like those of Figure 6 ) is a good summary of the global e ciency of X. Let us recall that GCV consists of minimizing The larger l is, the more ill-posed is the problem. In the rst three columns of Figure 6 we can remark that when the problem is only slightly ill-posed (l = 0:01), all the estimators behave well. When l = 0:05, GCV gives the best estimation of . E often is ine cient because of its variance problem. As expected, BE is not so ine cient but is not as good as GCV. When the value of l becomes large, we see in Figure 6 that BE becomes better than GCV which gives an e ciency lower than 0.4 in about 10% of the experiments.
We can simply explain the behavior of BE by noting that when l is small the automatically chosen I is small too and the variance of BE ( ) near = 0 may be still too large. These observations suggest the implementation of a new estimator built up from GCV and BE . 4 .4. Using two estimators. The automatic choice of smoothing parameter can probably be improved by using a set of di erent estimators (e.g. 12]). In our study, GCV or BEPSEE seem to be the best estimators, but not uniformly. As we may expect from the variance problems, the occurence of a bad e ciency for BEPSEE very often corresponds to undersmoothing ( too small). Indeed, when the bias introduced is not su cient BEPSEE behaves like EPSEE (see Figures 3 and 6 when l = 0:05). It is also true that when GCV fails, it very often corresponds to undersmoothing. Indeed GCV( ) ? 2 is asymptotically an estimator of IE(1=mjjB(x( ) ? x 0 )jj 2 ); however, we see in Figure 7 that the criterion IE(jjB(x( ) ? x 0 )jj 2 ) does not discriminate good values of from values that are too small, whereas IE(jjx( ) ? x 0 jj 2 ) does this well.
For these reasons we decided to use as an automatic choice for the regularization parameter the largest of the two parameters given by GCV and BE . the fourth column of Figure 6 shows that this way of choosing the parameter (denoted by max(GCV; BE ) in this gure) always gives a better result. Observe that the`tails' in these histograms (number of cases with e ciency 0:2) have disappeared with this method.
4.5. Estimating by GCV for a completely automatic BE . The great advantage of GCV compared to the other statistical estimators is that it does not need the value of . On the contrary, the optimal parameter given by E and BE depends on the value of whose exact value is seldom known when treating real data. So we have also studied the in uence of using an inexact in E and BE .
As it can be expected, BE is far less sensitive than E to a noise on . This has been analysed in detail and con rmed by many experiments in 3].
Since GCV is a good method in terms of predicting the exact data by Bx( ), even for severely ill-conditioned problems, GCV can very often provide a good estimate of from the formula (see e.g. 11]) 2 GCV = 1=mjjy ? Bx( )jj 2 1=m tr(I ? A( )) where = GCV :
So it is natural to use this estimate of in order to have a fully automatic method BE . We have done this in 3 500 experiments similar to the previous ones. The results are given in Figure 8 . They demonstrate that BE is not too sensitive to the additional noise in and, more important, max(GCV; BE ) is still the best method.
5. Conclusions. The statistical method E introduced by Rice in the deconvolution case to minimize the Mean Square Estimation Error criterion can easily be generalized to arbitrary least squares problems. However, we have seen that E is generally inferior to GCV because of the very large variability of E ( ), when the regularization parameter tends to zero. In this paper we have shown how E ( ) can always be improved by allowing an automatic (i.e., data-driven) bias. The resulting new method is denoted BE (a regularized version RE is also proposed). In deconvolution problems, the larger the kernel width, the more signi cant the improvement on E . More important, in our experiments with`severely' ill-posed problems, BE (or RE ) was much more e cient than GCV (l = 0:09 in Figures 6, 8) . Unfortunately, in the case of only moderately illposed problems (l = 0:05), the proposed automatic bias may not produce a su cient variance reduction.
Nevertheless BE can be used to build maxfarg min GCV( ); arg min BE ( )g as a new estimator of which was observed to be almost always the best method in our simulated deconvolution problems, the improvement on GCV being particularly signi cant for severely ill-posed problems.
We are aware that, as a referee pointed out, our procedure to determine the bias seems to rely eavily on the rst few moments of the Gaussian distribution, and thus is less generally applicable than would be ideal. However we think that similar procedures could be developped for other contexts. We also note that less sophisticated procedures may be su cient for some problems. This is the case for problems similar to the one of Section 1.4, where a good truncation index is naturally determined by the gap in the spectrum of B. More generally, one can propose the following procedure: in our choice of the regularized version Rx 0 , leave out all the components, in Fourier space, which are known to have a very bad signal-to-noise ratio (i.e. jd ix 0 i j ).
In practice these components (i.e. the set I of BEPSEE I ) could be chosen from the criterion jd i jM ^ where M is an approximate upper bound of the jx 0 i j's. This procedure has been tested on the 3 500 previous experiments, using M = jỹ 1 j=jd 1 j, and very similar performance was observed. We thus believe that this BE (or RE ) approach for choosing the regularization parameter may be useful also for other situations, especially for moderately and severely ill-posed problems. It should thus be studied further both numerically and theoretically. 
