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Abstract
We provide explicit lower bounds for the ground-state energy of the renormalized Nelson model
in terms of the coupling constant α and the number of particles N , uniform in the meson mass and
valid even in the massless case. In particular, for any number of particles N and large enough α we
provide a bound of the form −Cα2N3 log2(αN), where C is an explicit positive numerical constant;
and if α is sufficiently small, we give one of the form −Cα2N3 log2N for N ≥ 2, and −Cα2 for
N = 1. Whereas it is known that the renormalized Hamiltonian of the Nelson model is bounded
below (as realized by E. Nelson) and implicit lower bounds have been given elsewhere (as in a recent
work by Gubinelli, Hiroshima, and Lo¨rinczi), ours seem to be the first fully explicit lower bounds
with a reasonable dependence on α and N . We emphasize that the logarithmic term in the bounds
above is probably an artifact in our calculations, since one would expect that the ground-state energy
should behave as −Cα2N3 for large N or α, as in the polaron model of H. Fro¨hlich.
1 Introduction
The Nelson Model describes the interaction of non-relativistic nucleons with a meson field. The model
is ascribed to Edward Nelson, who presented it in some detail for the first time in a conference held in
1963 [18]. In a subsequent article that was published shortly afterward, Nelson [17] studied the model in
a substantially more organized and systematic way: instead of using stochastic-analytic methods as in
[18], which led to rather unwieldy computations, he used operator-theoretic techniques, which made the
arguments substantially more transparent. The Hamiltonian describing the interaction between nucleons
and mesons is given by
HN,Λα,µ ≡ −
N∑
n=1
∆n
2
+
∫
R3
χΛ(k)ω(k)a
†
kak dk +
√
α
N∑
n=1
∫
R3
χΛ(k)√
ω(k)
(eikxnak + e
−ikxna†k) dk, (1.1)
acting on L2(R3N )⊗F , where F is the Fock space over L2(R3). The symbols appearing in (1.1) are defined
as follows: N is the total number of nucleons; if a vector x in R3N is written as (x1, x2, . . . , xN ), with
xi ≡ (xi1, xi2, xi3), then ∆n is the operator ∂2/∂2xn1 + ∂2/∂2xn2 + ∂2/∂2xn3 ; Λ is a non-negative real number
that plays the role of an ultraviolet cutoff; χΛ(k) is the indicator function of the set {k : |k| ≤ Λ}; α is a
number greater than or equal to zero and measures the strength of the nucleon-field interaction; ω(k) is
the function
√
k2 + µ2, where µ is a non-negative number measuring the mass of the mesons; and ak, a
†
k
are the standard annihilation and creation operators for the Fock space F , satisfying [ak, a†k′ ] = δ(k−k′)
and [ak, ak′ ] = [a
†
k, a
†
k′ ] = 0.
We shall now list a series of spectral properties of HN,Λα,µ . We shall refer to H
N,Λ
α,µ simply as H ,
whenever there is no risk of confusion. It is known that for finite Λ, H is self-adjoint and bounded-below,
but as Λ goes to ∞ the infimum of the spectrum goes to −∞ [17]. Despite this fact, a stabilizing term
can be added to the Hamiltonian, which allows one to take Λ to ∞ while still retaining in the limit a
bounded-below operator. This was first discovered by Nelson in [18, 17]. The precise term is
QN,Λα,µ ≡ αN
∫
χΛ(k) dk
ω(k) [k2/2 + ω(k)]
, (1.2)
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and the result is that for all real t, exp[it(HN,Λα,µ + Q
N,Λ
α,µ )] → exp(itĤNα,µ) strongly as Λ → ∞, for some
self-adjoint, bounded-below operator Ĥ. Ĥ is known as the renormalized Hamiltonian of the Nelson
model. The term Q, defined in (1.2), appears naturally after performing a Gross transformation on H ;
we refer the reader to [17] for more information. The main purpose of this article is to give a numerical
lower bound to the infimum of the spectrum of Ĥ with an explicit dependence on N , α, and µ. To the
best of our knowledge, at least one implicit lower bound has appeared before, in a work by Gubinelli,
Hiroshima and Lo¨rinczi [10, Corollary 2.18]. Ours seems to be the first explicit one.
Our main result consists of a family of lower bounds for the renormalized Nelson model Hamiltonian
Ĥ . The general result we provide later below is however rather complicated, and it is perhaps better in
this introduction to simply state particular bounds that may be derived from it. For example, we will
show below that for sufficiently large α and all Λ, µ, and N ,
EN,Λα,µ +Q
N,Λ
α,µ ≥ −Cα2N3 log2 (αN) , (1.3)
where EN,Λα,µ is the ground-state energy of H
N,Λ
α,µ and C is an explicit positive number; and for small
enough α we will find a lower bound of the form EN,Λα,µ + Q
N,Λ
α,µ ≥ −Cα2N3 log2N when N ≥ 2, and
EN,Λα,µ + Q
N,Λ
α,µ ≥ −Cα2 when N = 1. The ground-state energy of the renormalized Hamiltonian is then
obtained on the left side of the inequalities by taking Λ→∞ (see, for example, the discussion preceding
[9, Equation (1.2)]). We note that the constants C are independent of all the model parameters (α, µ,
Λ, and N), and that the results are valid for all meson masses, including the massless case µ = 0; this, in
spite that there is no ground state for the massless Hamiltonian in the absence of an infrared cutoff [16].
We are inclined to believe that the logarithmic factors above are just artifacts; after all, an N3 behavior
of the ground-state energy for large N is something one can find in other cases, such as the Fro¨hlich
polaron model [8] (see [2] and references therein, and also Section 3 in this article), and when considering
gravitating particles in stars [14, Chapter 13]. We do not see any compelling reason to believe that the
Nelson model could give rise to something new and different, such as an N3 logN behavior.
The idea behind the proof is as follows. The ground-state energy of H (with a finite value of Λ) may
be bounded from below by means of a Feynman-Kac-like formula
inf spec H ≥ − lim sup
T→∞
T−1 log
{
sup
x∈R3N
Ex [exp (AT )]
}
, (1.4)
for some Brownian functional AT (an L2 functional of 3N -dimensional Brownian paths on [0, T ]) that
may be written explicitly in the case of the Nelson model after integrating the meson field variables;
this will be explained later below. Ex denotes expectation with respect to Brownian motion starting at
the point x ∈ R3N . We then use an idea appearing in a recent article by the author and L.E. Thomas
[4], namely we apply the Clark-Ocone formula, well-known from Malliavin Calculus and Mathematical
Finance [19, 12, 11], which allows one to rewrite this action AT as
AT = Ex (AT ) +
∫ T
0
ρt dXt, (1.5)
for some unique, adapted, R3N -valued, L2 process ρ, where X is 3N -dimensional Brownian motion, and
the integral is Itoˆ. We remark two things about equation (1.5): it is valid for any Brownian functional
AT , and the point x defines the Brownian paths AT acts on, meaning that a change in x changes AT
(and also in general ρ). A simple supermartingale estimate allows one then to obtain the bound
Ex [exp (AT )] ≤ exp [Ex (AT )]Ex
[
exp
(
p2
2(p− 1)
∫ T
0
ρ2t dt
)]1−1/p
(1.6)
for any p > 1 [4]. Except for some factors and an exponent, the right side in (1.6) is identical to the left,
with a new action
∫ T
0
ρ2t dt, which in the case of the Nelson model will turn out to be more tractable
than the original one, AT . We will then use the results in [4] to further bound this new action. For
every x, the factor Ex(AT ) in (1.6) will happen to be, up to sublinear terms (growing more slowly than
T as T →∞), exactly TQ, where Q is defined above, in equation (1.2), which will at the end allow us to
obtain the desired bound. This is something to take note of, and should not be overlooked: the fact that
Ex(AT ) = TQ + o(T ) for every x is remarkable, because in some sense it indicates that performing a
Clark-Ocone expansion at the functional-integral level amounts to doing the Gross transformation that
Nelson considered in the context of operator methods.
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The structure of the rest of the article is as follows. In Section 2 a proof of the general lower
bound for the renormalized Nelson model Hamiltonian (and in particular of the large- and small-α cases
stated above) is provided. In Section 3 similar calculations are performed for the multi-particle polaron
model (which is described there), and a lower bound for its spectrum is obtained. We obtain an answer
consistent with a simple upper bound, −0.109α2N3 [2], which essentially follows from an argument of
Pekar [20]. At the end an appendix is provided, where the main Feynman-Kac-like formula (1.4) is
derived, and also a combinatorial argument is given, that allows for an improvement on the estimate on
the ground-state energy of the Nelson model.
The present article is partly based on the Ph.D. thesis of the author [3], and we will refer to it
from time to time. We would like to thank Oliver Matte, Jacob Schach Møller, and Lawrence Thomas
for productive discussions. The author also acknowledges partial support from the Danish Council for
Independent Research (Grant number DFF-4181-00221).
2 Proof of the Lower Bound for the Nelson Model
We provide in this section the proof of the lower bound mentioned in the introduction for the Nel-
son model, with Hamiltonian (1.1). After integrating the field variables, one encounters the following
expression for µ > 0:
inf spec HN,Λα,µ
≥− lim sup
T→∞
T−1 log
{
sup
x∈R3N
E
[
exp
(
α
∑
m,n
∫∫ T
0
∫ t
0
χΛ(k)e
−ω(k)(t−s)
ω(k)
e−ik(X
m
t −X
n
s +x
m−xn) ds dt dk
)]}
,
(2.1)
a derivation of which appears in the appendix. (The massless case will be addressed later in this section.)
In (2.1) we have passed the x-dependence to the functional AT , and for this reason E denotes E0 (a
practice we shall continue to use in the rest of the article). We then apply the Clark-Ocone formula,
equation (1.5). The requirement for that formula to be valid is that the action AT , defined here as the
argument of the exponential in (2.1),
AT ≡ α
∑
m,n
∫∫ T
0
∫ t
0
χΛ(k)e
−ω(k)(t−s)
ω(k)
e−ik(X
m
t −X
n
s +x
m−xn) ds dt dk, (2.2)
be real and in L2. Real-valuedness is immediate, as the sine function is odd, and integration over all k’s
makes the imaginary part of the k-integral vanish. Square integrability follows from a simple estimate
on a single summand of AT ,∣∣∣∣∣
∫∫ T
0
∫ t
0
χΛ(k)e
−ω(k)(t−s)
ω(k)
e−ik(X
m
t −X
n
s +x
m−xn) ds dt dk
∣∣∣∣∣ ≤
∫∫ T
0
∫ t
0
χΛ(k)e
−ω(k)(t−s)
ω(k)
ds dt dk, (2.3)
which is independent of the Brownian path chosen. The first part of the proof will be computing E(AT ).
2.1 Computation of E(AT )
The calculation of the expectation of AT comes about after using the independence of Brownian motions
corresponding to different particles and the fact that E(eikZ ) = e−k
2σ2/2 for a 3D Gaussian random
variable Z with zero mean and variance σ2,
E(AT ) =αNT
∫
χΛ(k)
ω(k) [k2/2 + ω(k)]
dk − αN
∫
χΛ(k)
ω(k) [k2/2 + ω(k)]
2
(
1− e−[k2/2+ω(k)]T
)
dk
+ αN(N − 1)
∫ T
0
∫ t
0
∫
e−k
2t/2e−k
2s/2
ω(k)
e−ik(x
m−xn)e−ω(k)(t−s)χΛ(k) dk ds dt. (2.4)
The first term divided by T is, as has been said already in the introduction, the renormalizing term (1.2),
which we have called QN,Λα,µ . The second term is certainly sublinear, and so may be neglected. The third
3
term also turns out to be sublinear. This can be proven in a rather direct way: By using the simple
estimates ω(k) ≥ |k| and χΛ ≤ 1, we can bound the third term from above as
αN(N − 1)
∫ T
0
∫ t
0
∫
e−k
2t/2e−k
2s/2
|k| e
−|k|(t−s) dk ds dt
=4piαN(N − 1)
∫ T
0
∫ t
0
∫ ∞
0
e−r
2t/2e−r
2s/2e−r(t−s)r dr ds dt ≡ 4piαN(N − 1)I. (2.5)
After computing the s-integral we find
I =
∫ ∞
0
∫ T
0
e−r
2t − e−r(1+r/2)t
1− r/2 dt dr, (2.6)
and then pick a number 0 < ε < 2 and split I as∫ ε
0
∫ T
0
e−r
2t
(
1− e−r(1−r/2)t)
1− r/2 dt dr +
∫ 2
ε
∫ T
0
e−r
2t
(
1− e−r(1−r/2)t)
1− r/2 dt dr
+
∫ ∞
2
∫ T
0
e−r(1+r/2)t
(
1− e−r(r/2−1)t)
r/2− 1 dt dr
≤
∫ ε
0
∫ T
0
(1 − r/2)−1 dt dr +
∫ 2
ε
∫ T
0
e−r
2trt dt dr +
∫ ∞
2
∫ T
0
e−r(1+r/2)trt dt dr
≤ − 2T log(1− ε/2) + 3ε−2. (2.7)
By picking then 1−ε/2 = e−T−1/4 , we obtain then that I ≤ CT 3/4 for large enough T and some constant
C.
The upshot is that E(AT ) = QN,Λα,µ T + o(T ). We now proceed to compute and estimate the second
term in the Clark-Ocone expansion, namely
∫ T
0 ρt dXt.
2.2 Computation of
∫
T
0
ρt dXt
In equation (1.5) we stated what the Clark-Ocone formula says in general, but no procedure was given
to compute ρ. In the case of interest here, the Nelson model action, equation (2.2), the process ρ can be
calculated explicitly as E (DtAT |Ft), where Ft is the standard filtration for 3N -dimensional Brownian
motion Xt, namely σ (Xs : 0 ≤ s ≤ t), and Dt is the Malliavin derivative of AT . An introduction to the
Malliavin derivative here would take us too far afield – the reader is simply referred to the publication of
the author and Thomas [4] already mentioned in the introduction, where a fairly complete introduction to
this operator is introduced, discussed, and applied in certain cases of interest. Enough for our purposes
here will be to provide the following prescription for computing this derivative for a certain class of
Brownian functionals: Let f : Rm → R be a smooth function with polynomial growth, and g1, g2, . . . , gm
a collection of functions [0, T ] → Rn in L2. Then, if X represents n-dimensional Brownian motion and
W (h) is the Itoˆ integral of an L2 function h from [0, T ] to Rn, namely
∫ T
0 ht dXt,
Dtf [W (g1),W (g2), . . . ,W (gm)] =
m∑
i=1
∂f
∂xi
[W (g1),W (g2), . . . ,W (gm)] gi(t). (2.8)
We shall only need (2.8) for m = 1, and therefore we will record such result here for future reference:
Dtf [W (g)] = f
′[W (g)] g(t). (2.9)
Even though (2.9) does not apply immediately to the current case, action (2.2), it can easily be
adapted to it, in particular by approximating the integrals by Riemann sums. (See [4] for more informa-
tion.) By noting that each one of the summands of AT , defined in (2.2), is actually real (the imaginary
part of the k-integral vanishing), one arrives at the end at the formula
DuAT =Du
(
α
∑
m,n
∫∫ T
0
∫ t
0
χΛ(k)e
−ω(k)(t−s)
ω(k)
cos [k(Xmt −Xns + xm − xn)] ds dt dk
)
=α
∑
m,n
∫∫ T
0
∫ t
0
χΛ(k)e
−ω(k)(t−s)
ω(k)
Du cos [k(X
m
t −Xns + xm − xn)] ds dt dk. (2.10)
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Note how cos [k(Xmt −Xns + xm − xn)] is of the form f [W (g)], as
cos [k(Xmt −Xns + xm − xn)] = cos
{∫ T
0
[
km1[0,t](r) − kn1[0,s](r)
]
dXr + k(x
m − xn)
}
, (2.11)
where kl is the embedding of the vector k into the null vector with 3N coordinates, with its components
written in the 3l− 2, 3l − 1, and 3l positions, that is
kl ≡ (0, . . . , 0, k1︸︷︷︸
3l−2
, k2︸︷︷︸
3l−1
, k3︸︷︷︸
3l
, 0, . . . , 0). (2.12)
Therefore, by means of the formula (2.9),∫∫ T
0
∫ t
0
χΛ(k)e
−ω(k)(t−s)
ω(k)
Du cos [k(X
m
t −Xns + xm − xn)] ds dt dk
= −
∫∫ T
0
∫ t
0
χΛ(k)e
−ω(k)(t−s)
ω(k)
sin [k(Xmt −Xns + xm − xn)]
[
km1[0,t](u)− kn1[0,s](u)
]
ds dt dk
= − i
∫∫ T
0
∫ t
0
χΛ(k)e
−ω(k)(t−s)
ω(k)
e−ik(X
m
t −X
n
s +x
m−xn)
[
km1[0,t](u)− kn1[0,s](u)
]
ds dt dk, (2.13)
and this is how we finally arrive at the formula
DuAT = −iα
∑
m,n
∫∫ T
0
∫ t
0
χΛ(k)e
−ω(k)(t−s)
ω(k)
e−ik(X
m
t −X
n
s +x
m−xn)
[
km1[0,t](u)− kn1[0,s](u)
]
ds dt dk.
(2.14)
The conditional expectation E (DuAT |Fu) may now be computed directly, by writing eikYr as the
product eik(Yr−Yu)eikYu for a 3D Brownian motion Y and r ≥ u, using the independence of Xn and Xm
for different n and m, and the Markov property of Brownian motion, obtaining
−α
∑
m,n
(2− δnm)
∫∫ T
u
∫ t
0
[1 + Θ(s− u)]χΛ(k)e−ω(k)(t−s)ω(k)−1
× e−k2(t−u)/2e−k2(s−u)+/2 sin[k(Xmu −Xns∧u + xm − xn)]km ds dt dk, (2.15)
where Θ is Heaviside’s theta function and δnm is Kronecker’s delta. Furthermore, the angular integration
in the variable k may be performed explicitly, obtaining that E(DuAT |Fu) is equal to
−4piα
∑
m,n
(2 − δnm)
∫ T
u
∫ t
0
(Xmu −Xns∧u + xm − xn)m
|Xmu −Xns∧u + xm − xn|
[1 + Θ(s− u)]
×
∫ Λ
0
e−ν(r)(t−s)ν(r)−1e−r
2(t−u)/2e−r
2(s−u)+/2
× ϕ(r|Xmu −Xns∧u + xm − xn|)r3 dr ds dt, (2.16)
where ν(r) ≡
√
r2 + µ2 and ϕ(x) = (sinx− x cosx) /x2. From here we find that E(DuAT |Fu)2 can be
bounded from above as
256pi2α2
N∑
m=1
(
N∑
n=1
∫ T
u
∫ t
0
∫ Λ
0
e−r(t−s)e−r
2(t−u)/2e−r
2(s−u)+/2|ϕ(r|Xmu −Xns∧u + xm − xn|)|r2 dr ds dt
)2
,
(2.17)
which we define as
256pi2α2
N∑
m=1
(
N∑
n=1
Cm,n
)2
. (2.18)
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We will now estimate each one of the terms Cm,n from above. We find that, by splitting the s-integral
into the fragments corresponding to [0, u] and [u, t],
Cm,n ≤
∫ Λ
0
∫ u
0
1− e−(r+r2/2)(T−u)
1 + r/2
e−r(u−s)|ϕ(r|Xmu −Xns + xm − xn|)|r ds dr
+
∫ Λ
0
∫ T
u
∫ t
u
e−r(t−s)e−r
2(t−u)/2e−r
2(s−u)/2|ϕ(r|Xmu −Xnu + xm − xn|)|r2 ds dt dr
≡Dm,n + Em,n. (2.19)
We shall now estimate D and E in two separate lemmas.
Lemma 2.1. For all ε > 0, 0 ≤ φ < 1, and 1 < θ < 2,
Dm,n ≤ 2
φ‖ϕ‖∞Γ(2− φ)
(1 − φ)ε1−φ + 2
−1/2‖ϕ(x)xθ/2‖∞
∫ ∞
0
r−(θ−1)/2
1 + r/2
dr
(∫ u
0
1[0,ε](u− s)
|Xmu −Xns + xm − xn|θ
ds
)1/2
.
(2.20)
Proof. Let ε > 0. We have that
Dm,n ≤
∫ u
0
∫ ∞
0
re−r(u−s)
1 + r/2
|ϕ(r|Xmu −Xns + xm − xn|)| dr ds
=
∫ (u−ε)+
0
∫ ∞
0
re−r(u−s)
1 + r/2
|ϕ(r|Xmu −Xns + xm − xn|)| dr ds
+
∫ u
(u−ε)+
∫ ∞
0
re−r(u−s)
1 + r/2
|ϕ(r|Xmu −Xns + xm − xn|)| dr ds. (2.21)
We will begin by concentrating on the first term in (2.21). First we notice 1/(1 + r/2) is both bounded
above by 1 and 2/r, which implies that it is bounded by 2φ/rφ for all 0 ≤ φ ≤ 1, by interpolation. By
using this result, we get that for all 0 ≤ φ < 1,∫ (u−ε)+
0
∫ ∞
0
re−r(u−s)
1 + r/2
|ϕ(r|Xmu −Xns + xm − xn|)| dr ds ≤ 2φ‖ϕ‖∞
∫ (u−ε)+
0
∫ ∞
0
r1−φe−r(u−s) dr ds
=2φ‖ϕ‖∞
∫ ∞
0
r1−φe−r dr
∫ (u−ε)+
0
(u− s)φ−2 ds
=
2φ‖ϕ‖∞Γ(2− φ)
1− φ
{
1
[u− (u− ε)+]1−φ
− 1
u1−φ
}
≤ 2
φ‖ϕ‖∞Γ(2− φ)
(1− φ)ε1−φ . (2.22)
As for the second term in (2.21), we first note that the small and large x-behavior of sinx−x cos x show
that ϕ(x)xa is bounded for all a ∈ [−1, 1] and that, moreover, for no other values of a is ϕ(x)xa bounded.
Therefore, one can estimate |ϕ(y)| as ‖ϕ(x)xa‖∞|y|−a for each a ∈ [−1, 1], and by doing this we find∫ u
(u−ε)+
∫ ∞
0
re−r(u−s)
1 + r/2
|ϕ(r|Xmu −Xns + xm − xn|)| dr ds
≤‖ϕ(x)xa‖∞
∫ ∞
0
r1−a
1 + r/2
∫ u
(u−ε)+
e−r(u−s)|Xmu −Xns + xm − xn|−a ds dr
≤‖ϕ(x)xa‖∞
∫ ∞
0
r1−a
1 + r/2
(∫ u
(u−ε)+
e−2r(u−s) ds
)1/2(∫ u
(u−ε)+
|Xmu −Xns + xm − xn|−2a ds
)1/2
dr
≤ 2−1/2‖ϕ(x)xa‖∞
∫ ∞
0
r1/2−a
1 + r/2
dr
(∫ u
(u−ε)+
|Xmu −Xns + xm − xn|−2a ds
)1/2
. (2.23)
Lemma 2.2.
Em,n ≤ 2−1(1− δnm)‖ϕ(x)/x‖1. (2.24)
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Proof. By applying Fubini’s Theorem we find that, for m 6= n,
Em,n =
∫ Λ
0
∫ T
u
∫ T
s
e−r(t−s)e−r
2(t−u)/2e−r
2(s−u)/2|ϕ(r|Xmu −Xnu + xm − xn|)|r2 dt ds dr
=
∫ Λ
0
∫ T
u
∫ T
s
e−(r+r
2/2)(t−s)e−r
2(s−u)|ϕ(r|Xmu −Xnu + xm − xn|)|r2 dt ds dr
≤
∫ ∞
0
∫ ∞
u
∫ ∞
s
e−(r+r
2/2)(t−s)e−r
2(s−u)|ϕ(r|Xmu −Xnu + xm − xn|)|r2 dt ds dr
=
∫ ∞
0
|ϕ(r|Xmu −Xnu + xm − xn|)|
r(1 + r/2)
dr ≤
∫ ∞
0
|ϕ(r|Xmu −Xnu + xm − xn|)|r−1 dr
=2−1‖ϕ(x)/x‖1. (2.25)
For n = m we simply note that everything vanishes, since ϕ(0) = 0.
We now conclude from the previous two lemmas that
Cm,n ≤ 2−1(1− δnm)‖ϕ(x)/x‖1 + 2
φ‖ϕ‖∞Γ(2− φ)
(1 − φ)ε1−φ
+ 2−1/2‖ϕ(x)xθ/2‖∞
∫ ∞
0
r−(θ−1)/2
1 + r/2
dr
(∫ u
0
1[0,ε](u− s)
|Xmu −Xns + xm − xn|θ
ds
)1/2
≡ (1 − δnm)C +Dε + Fθ
(∫ u
0
1[0,ε](u− s)
|Xmu −Xns + xm − xn|θ
ds
)1/2
, (2.26)
It follows then that
E(DuAT |Fu)2
256pi2α2
=
N∑
m=1
(
N∑
n=1
Cm,n
)2
≤ N
N∑
m=1
N∑
n=1
C2m,n
≤ 2N2(N − 1)(C +Dε)2 + 2N2D2ε + 2NF 2θ
∑
m,n
∫ u
0
1[0,ε](u− s)
|Xmu −Xns + xm − xn|θ
ds. (2.27)
2.3 The Lower Bound
By using the estimates (1.6), (2.27) we obtain
E
(
eAT
) ≤ eE(AT )E [exp( p2
2(p− 1)
∫ T
0
E(DtAT |Ft)2 dt
)]1−1/p
≤ eE(AT )eγTE
[
exp
(∑
m,n
β
∫ T
0
∫ t
0
1[0,ε](t− s)
|Xmt −Xns + xm − xn|θ
ds dt
)]1−1/p
, (2.28)
where
γ ≡ 256pi2α2N2p [(N − 1)(C +Dε)2 +D2ε] = 256pi2α2N2p [(N − 1)(C2 + 2CDε) +ND2ε] , (2.29)
β ≡ 256pi2α2NF 2θ p2(p− 1)−1, (2.30)
We will perform now an estimate on the right side of (2.28) that is explained and proved in the appendix.
It follows from a simple combinatorial argument. It is given by
E
[
exp
(
β
∑
m,n
∫ T
0
∫ t
0
1[0,ε](t− s)
|Xmt −Xns + xm − xn|θ
ds dt
)]
≤E
[
exp
(
Nβ
∫ T
0
∫ t
0
1[0,ε](t− s)
|Yt − Ys|θ ds dt
)]{
sup
x∈R3
E
[
exp
(
2Nβ
∫ T
0
∫ t
0
1[0,ε](t− s)
|Yt − Zs + x|θ ds dt
)]}(N−1)/2
,
(2.31)
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where Y and Z are independent 3D Brownian motions. Proceeding from here, we use [4, Theorems 2.2
and 2.3], to find
E
[
exp
(
λ
∫ T
0
∫ t
0
1[0,ε](t− s)
|Yt − Ys|θ ds dt
)]
≤ exp
[(
Aθλ
2/(2−θ)ε2/(2−θ) +
Bθε
1−θ/2λ
1− θ/2
)
T
]
, (2.32)
sup
x∈R3
E
[
exp
(
λ
∫ T
0
∫ t
0
1[0,ε](t− s)
|Yt − Zs + x|θ ds dt
)]
≤ exp
[
2−θ/(2−θ)Aθλ
2/(2−θ)ε2/(2−θ)T + o(T )
]
, (2.33)
where Aθ and Bθ are the explicit functions of θ
Aθ ≡ 2
(3θ−2)/(2−θ)θθ/(2−θ)(2− θ)
(3− θ)2θ/(2−θ) , Bθ ≡
θΓ[(3− θ)/2]
2θ/2Γ(3/2)
. (2.34)
From here, we find that
E(eAT ) ≤ eE(AT )eγT exp
[(
AθN
2/(2−θ)β2/(2−θ)ε2/(2−θ) +
Bθε
1−θ/2Nβ
1− θ/2
)
(p− 1)T
p
]
× exp
[
AθN
2/(2−θ)(N − 1)β2/(2−θ)ε2/(2−θ)(p− 1)p−1T + o(T )
]
= eE(AT )eγT exp
[(
AθN
(4−θ)/(2−θ)β2/(2−θ)ε2/(2−θ) +
Bθε
1−θ/2Nβ
1− θ/2
)
(p− 1)T
p
+ o(T )
]
, (2.35)
and this is how we finally conclude that, from the Feynman-Kac formula (1.4),
EN,Λα,µ +Q
N,Λ
α,µ
≥− 28pi2pα2N2(N − 1)(C2 + 2CDε)− 28pi2pα2N3D2ε
− 216/(2−θ)pi4/(2−θ)AθN (6−θ)/(2−θ)α4/(2−θ)F 4/(2−θ)θ p(2+θ)/(2−θ)(p− 1)−θ/(2−θ)ε2/(2−θ)
− 28pi2α2Bθε1−θ/2N2pF 2θ (1− θ/2)−1. (2.36)
We notice that from here the case µ = 0 can be derived by taking µ → 0. (See the discussion right
before [9, Equation (1.2)].) There are several parameters involved in (2.36), and fully optimizing the
lower bound in all of them is beyond the scope the article. Many particular estimates may be derived
from (2.36), however. For example, we may first pick θ = 3/2 and then choose ε = N−2α−2. The lower
bound then becomes
EN,Λα,µ +Q
N,Λ
α,µ ≥ −pα2N2(N − 1)(C2 + 2CDε)− pα2N3D2ε − LN −Mα3/2N3/2, (2.37)
where L and M are constants. Even though the N and α behavior of the last two terms is clear, for the
first two there is still a degree of freedom given by ε. In particular, the second term may be bounded
above as
Uα2N3
(N4α4)1−φ
(1 − φ)2 , (2.38)
where U is a constant. Assuming now that N2α2 ≥ e we may select 1−φ = 1/ log(N2α2). The expression
then becomes
4Ue2α2N3 log2 (αN) , (2.39)
where we used the fact that x1/ log x is e for all x > 0. A similar analysis may be applied to the first
term, leading to a bound of a similar form, except that the logarithmic term is now raised to the first
power. After all these computations we conclude that
EN,Λα,µ +Q
N,Λ
α,µ ≥ −Dα2N3 log2 (αN) , (2.40)
for large enough α, where D is an explicit positive constant. Now, if α is sufficiently small, it is easy to
deduce a lower bound of the form −Dα2N3 log2N when N ≥ 2, and −Dα2 when N = 1, by performing
a similar procedure (one can choose ε = N−2 when N ≥ 2, for instance).
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3 Calculations for the Polaron Model
We illustrate the previous techniques further in the polaron model of Herbert Fro¨hlich [8]. It describes
the interaction of a non-relativistic electron with the optical phonon modes of a polar crystal. As
the electron moves inside the crystal, it distorts the atom lattice locally, and this distorsion can be
represented through quantized waves, called phonons. The polaron model is simpler to handle at the
level of functional integrals than the Nelson model, and furthermore, does not require renormalization
when the ultraviolet cutoff is removed. For this reason, the calculations in this section will be simpler
than before, and some of them will be omitted, in the understanding that they follow from modifying
certain arguments in the previous section accordingly. When there are N electrons in the crystal the
model has as Hamiltonian
HN,Λα = −
N∑
n=1
∆n
2
+
∫
R3
χΛ(k)a
†
kak dk +
√
α
23/4pi
N∑
n=1
∫
R3
χΛ(k)
|k| (e
ikxnak + e
−ikxna†k) dk, (3.1)
acting on L2(R3N )⊗F , where F is the Fock space over L2(R3). As in the Nelson model, since χΛ(k)/|k|
is an L2 function, HN,Λα is self-adjoint and bounded below [17]. (The reader should compare at this
point (3.1) with (1.1).) We do not treat the electrons as fermions, and make the unphysical assumption
that the electrons do not repel each other. As for the Nelson model, one can derive an estimate for the
ground state energy of HN,Λα involving a Feynman-Kac-like formula, by following the method presented
in the appendix, which involves the obtention of a path-integral representation of the kernel of e−TH
N,Λ
α .
This representation is due essentially to Feynman, who directly integrated the quantum field variables
[7, 6] (i.e. the Fock space), and was later rederived by Nelson by noting that the field variables are driven
by an Olstein-Uhlenbeck process when computing matrix elements [18]. See also the Ph.D. thesis of the
author for a direct integration of the phonon field using the Trotter product formula [3]. In any case,
one obtains the formula
inf spec HN,Λα ≥ − lim sup
T→∞
T−1 log
{
sup
x∈R3
E [exp (AxT )]
}
, (3.2)
with
AxT ≡
α
23/2pi2
∑
m,n
∫ T
0
∫ t
0
∫
|k|≤Λ
e−(t−s)
k2
e−ik(X
m
t −X
n
s +x
m−xn) dk ds dt. (3.3)
We start with the computation of the expectation. It can be carried out easily, in complete analogy
to that of the Nelson model action, and one encounters that E(AT ) (omitting the superscript x) can be
bounded from above as
√
2αpi−1N
∫ T
0
∫ t
0
e−(t−s)
∫ Λ
0
e−r
2(t−s)/2 dr ds dt
+
√
2αpi−1N(N − 1)
∫ T
0
∫ t
0
e−(t−s)
∫ Λ
0
e−r
2(t+s)/2 dr ds dt
≤αpi−1/2N
∫ T
0
∫ t
0
e−(t−s)√
t− s ds dt+ αpi
−1/2N(N − 1)
∫ T
0
∫ t
0
e−(t−s)√
t+ s
ds dt
≤αpi−1/2NT
∫ ∞
0
e−t√
t
dt+ αpi−1/2N(N − 1)
∫ T
0
es
∫ T
s
e−t√
t
dt ds. (3.4)
The last term can be easily seen to sublinear in T , as a simple integration by parts shows:∫ T
0
es
∫ T
s
e−t√
t
dt ds = −
∫ T
0
e−t√
t
dt+ 2
√
T ; (3.5)
and since
∫∞
0
t−1/2e−t dt = Γ(1/2) = pi1/2, we obtain
E(AT ) ≤ αNT + o(T ). (3.6)
The computation of E(DuAT |Fu) is also entirely analogous to that for the Nelson model, and for
this reason we shall not perform it explicitly, but merely state the final result, that can be obtained as
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before, mutatis mutandis:
−
√
2α
pi
∑
m,n
(2− δm,n)
∫ T
u
∫ t
0
(Xmu −Xns∧u + xm − xn)m
|Xmu −Xns∧u + xm − xn|
[1 + Θ(s− u)]
×
∫ Λ
0
e−(t−s)e−r
2(t−u)/2e−r
2(s−u)+/2ϕ(r|Xmu −Xns∧u + xm − xn|)r dr ds dt.
(3.7)
From here we obtain, easily,
E(DuAT |Fu)2 ≤ 2α
2
pi2
N∑
m=1
(
N∑
n=1
Mm,n
)2
, (3.8)
with
Mm,n ≡ (2− δm,n)
∫ T
u
∫ t
0
[1 + Θ(s− u)] e−(t−s)
×
∫ Λ
0
e−r
2(t−u)/2e−r
2(s−u)+/2|ϕ(r|Xmu −Xns∧u + xm − xn|)|r dr ds dt. (3.9)
Mm,n is in fact a quantity that can be bounded by a number. To see this, we split Mm,n(2 − δm,n)−1
as before, into an [0, u]-integration and an [u, t]-one. The first integral yields∫ T
u
∫ u
0
e−(t−s)
∫ Λ
0
e−r
2(t−u)/2|ϕ(r|Xmu −Xns + xm − xn|)|r dr ds dt
=
∫ Λ
0
r
∫ T
u
e−(1+r
2/2)(t−u) dt
∫ u
0
e−(u−s)|ϕ(r|Xmu −Xns + xm − xn|)| ds dr
≤ 2
∫ u
0
e−(u−s)
∫ ∞
0
r−1|ϕ(r|Xmu −Xns + xm − xn|)| dr ds ≤ ‖ϕ(x)/x‖1, (3.10)
while for the second we get (for m 6= n)
2
∫ T
u
∫ t
u
e−(t−s)
∫ Λ
0
e−r
2(t−u)/2e−r
2(s−u)/2|ϕ(r|Xmu −Xnu + xm − xn|)|r dr ds dt
=2
∫ Λ
0
r|ϕ(r|Xmu −Xnu + xm − xn|)|
∫ T
u
e−r
2(s−u)
∫ T
s
e−(1+r
2/2)(t−s) dt ds dr
≤ 2
∫ ∞
0
|ϕ(r|Xmu −Xnu + xm − xn|)|
r(1 + r2/2)
dr ≤ ‖ϕ(x)/x‖1, (3.11)
from which we conclude that, for all m,n,
Mm,n ≤ (4− 3δmn)‖ϕ(x)/x‖1, (3.12)
and therefore
E(DuAT |Fu)2 ≤ 2α
2
pi2
‖ϕ(x)/x‖21N(4N − 3)2. (3.13)
A numerical evaluation then shows that E(DuAT |Fu)2 ≤ 0.76α2N(4N − 3)2. From here we conclude
that
inf spec HN,Λα ≥ −αN − 0.76α2N(4N − 3)2. (3.14)
There are three important remarks in order, concerning (3.14). One is that a lower bound for the
ground-state energy of the polaron Hamiltonian without an ultraviolet cutoff can be obtained by taking
the limit Λ → ∞ on the left side of (3.14), as in the Nelson model (see the corresponding discussion
for that case, above, by equation (1.3)). Second, proceeding formally, a substantially better estimate
can be obtained for the case without cutoffs if one starts directly from the action AT when Λ = ∞.
Here the resulting action is quite simple, and by means of the combinatorial argument appearing in the
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appendix, one can split it into a diagonal and off-diagonal part; by then using the results in [4], one
finds a lower bound for the polaron without cutoffs equal to −αN − α2N3/4, which is an extension for
N > 1 of a result in [4]. We omit the details, since our main goal here was to provide a lower bound for
the Hamiltonian HN,Λα , valid for all values of the cutoff Λ. As the third and final remark, the behavior
N3 for large N is consistent with an upper bound for the ground-state energy of the polaron without
cutoffs obtained in [2], −0.109α2N3, which in turn was computed following an idea of Pekar [20], namely
inserting a product trial state into the Hamiltonian HN,Λα with a coherent state for the boson field.
Appendix A: A Feynman-Kac Estimate for the Nelson Model
Let H be a self-adjoint, bounded-below operator acting on a Hilbert space H. The following formula is
easy to prove: for any φ in H,
− lim
T→∞
T−1 log
(
φ, e−THφ
)
= inf [supp (µφ)] , (A.1)
where µφ is the spectral measure associated to φ. A proof can be found in, for example, [1, Lemma 2.1].
We shall denote (A.1) by I(φ). From the formula
inf spec H = inf
φ∈S
I(φ), (A.2)
where S is any dense subset of the Hilbert space H, it follows that a universal lower bound on I(φ) (valid
for all φ ∈ S) will provide a lower bound on the infimum of the spectrum of H . We shall focus now on
providing an upper bound on (φ, e−THφ) (φ ∈ S). H will be the massive Nelson model Hamiltonian,
as defined previously in this article, and the set S in question we shall choose is the algebraic tensor
product C∞0 (R
3N )⊗F , where F is the Fock space on L2(R3). (We remark that this is not the Hilbert-
space tensor product C∞0 (R
3N )⊗F , which is the closure of the algebraic version. Even though they are
typically denoted the same in the literature, the context makes the meaning of the notation clear, so
there is usually no risk of confusion between the two.) Any element in S may be written as
M∑
m=1
ψm ⊗ |ξm〉 , (A.3)
whereM is a natural number, ψm is in C
∞
0 (R
3N ), and |ξ〉 denotes the coherent state of F defined by the
formal relationship ak |ξ〉 = ξk |ξ〉, for complex numbers ξk, k ∈ R3, with the normalization 〈0 |ξ〉 = 1.
Now, in the Ph.D. thesis of the author a rather complicated formula was derived for e−THψ⊗ |ξ〉, where
H is the Nelson model Hamiltonian, ψ is in L2(R3N ), and |ξ〉 is a coherent state of F , as just defined.
It is given by
e−TH [ψ ⊗ |ξ〉] (x) = Ex
{
exp
[
α
∑
n,m
∫ T
0
∫ t
0
∫
χΛ(k)ω(k)
−1e−ik(X
m
t −X
n
s )e−ω(k)(t−s) dk ds dt
−√α
N∑
n=1
∫ T
0
∫
χΛ(k)ω(k)
−1/2e−ω(k)(T−t)eikX
n
t ξk dk dt
]
ψ(XT )
⊗
∣∣∣∣∣−χΛ
√
α
ω
N∑
n=1
∫ T
0
e−ikX
n
t e−tω dt+ ξe−Tω
〉}
, (A.4)
and therefore
(
φ⊗ |η〉 , e−THψ ⊗ |ξ〉) is equal to∫
R3
φ(x)Ex
{
exp
[
α
∑
n,m
∫ T
0
∫ t
0
∫
χΛ(k)ω(k)
−1e−ik(X
m
t −X
n
s )e−ω(k)(t−s) dk ds dt
−√α
N∑
n=1
∫ T
0
∫
χΛ(k)ω(k)
−1/2e−ω(k)(T−t)eikX
n
t ξk dk dt
]
ψ(XT )〈
η
∣∣∣∣∣−χΛ
√
α
ω
N∑
n=1
∫ T
0
e−ikX
n
t e−tω dt+ ξe−Tω
〉}
dx, (A.5)
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from which it follows that
∣∣(φ⊗ |η〉 , e−THψ ⊗ |ξ〉)∣∣ is less than or equal to
‖ψ‖∞‖φ‖∞| suppφ| sup
x∈R3
Ex
{
exp
[
α
∑
n,m
∫ T
0
∫ t
0
∫
χΛ(k)ω(k)
−1 cos [k(Xmt −Xns )] e−ω(k)(t−s) dk ds dt
+
√
αN
∫ T
0
∫
χΛ(k)ω(k)
−1/2e−ω(k)(T−t)|ξk| dk dt
]
×
∣∣∣∣∣
〈
η
∣∣∣∣∣−χΛ
√
α
ω
N∑
n=1
∫ T
0
e−ikX
n
t e−tω dt+ ξe−Tω
〉∣∣∣∣∣
}
. (A.6)
Now, for two coherent states of the field ξ and η (normalized as before) one has the following formula
for their inner product,
(ξ, η) = exp
(∫
R3
ξkηk dk
)
, (A.7)
and, in particular,
∫
R3
|ξk|2 dk <∞. We now bound some of the terms in (A.6) as follows∫ T
0
∫
χΛ(k)ω(k)
−1/2e−ω(k)(T−t)|ξk| dk dt ≤
(∫
χΛ(k)ω(k)
−3 dk
)1/2(∫
|ξk|2 dk
)1/2
, (A.8)
∣∣∣∣∣
〈
η
∣∣∣∣∣−χΛ
√
α
ω
N∑
n=1
∫ T
0
e−ikX
n
t e−tω dt+ ξe−Tω
〉∣∣∣∣∣
≤ exp
(∫
R3
N |ηk|χΛ(k)α1/2ω(k)−3/2
(
1− e−Tω) dk + ∫
R3
|ηkξk|e−Tω(k) dk
)
≤ exp
[
Nα1/2
(∫
R3
|ηk|2 dk
)1/2(∫
R3
χΛ(k)ω(k)
−3 dk
)1/2
+
(∫
R3
|ηk|2 dk
)1/2(∫
R3
|ξk|2 dk
)1/2]
.
(A.9)
From these considerations we conclude that(
M∑
m=1
ψm ⊗ |ξm〉 , e−TH
M∑
m=1
ψm ⊗ |ξm〉
)
≤
M∑
m,n=1
∣∣(ψm ⊗ |ξm〉 , e−THψn ⊗ |ξn〉)∣∣
≤Cψ1,...,ψM ,ξ1,...,ξM sup
x∈R3
Ex
{
exp
[
α
∑
m,n
∫ T
0
∫ t
0
∫
χΛ(k)
ω(k)
cos [k(Xmt −Xns )] e−ω(k)(t−s) dk ds dt
]}
,
(A.10)
with C being independent of T . From here we conclude that
I
(
M∑
m=1
ψm ⊗ |ξm〉
)
≥− lim sup
T→∞
T−1 log
(
sup
x∈R3
Ex
{
exp
[
α
∑
m,n
∫ T
0
∫ t
0
∫
χΛ(k)
ω(k)
cos [k(Xmt −Xns )] e−ω(k)(t−s) dk ds dt
]})
,
(A.11)
which proves the assertion.
Appendix B: A Simple Combinatorial Argument
In equation (2.31) an estimate was provided on a certain functional integral that resulted from estimating
the exponential moment of the Nelson model action. In this appendix we shall proceed to provide a
rather general combinatorial argument, from which that particular estimate will follow easily. We will
commence by constructing a partition of the set JN ≡ {(i, j) : 1 ≤ i ≤ j ≤ N} that will be appropriate
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for our purposes later in this section. Pairs of numbers (i, j) will represent pairs of particles later on.
The problem at hand is simple: What is the smallest cardinality of a partition of JN in which there are
no repeated numbers for different pairs in each one of the partition elements? An example of a partition
of J2 we would be interested in is {(1, 1), (2, 2)}∪{(1, 2)}, since in the first element there are no repeated
numbers for different pairs, nor are there in the second one. On the other hand, {(1, 1), (1, 2)}∪ {(2, 2)}
would be discarded, as 1 appears in the two pairs of the first element of the partition. From these
considerations, it is clear that the answer to the question posed for N = 2 is 2. The answer to the
question for any N turns out to be simply N , and it is what we will proceed to prove now. We shall
call a partition of JN with the property that its elements have no repeated numbers for different pairs
“admissible.”
Theorem B.1. The smallest cardinality of an admissible partition of JN is N .
Proof. We first notice that an admissible partition of JN must have at least N elements. For (1, 1) must
be in one of the partition elements, say P1; (1, 2) ought to be in a partition element P2, with P2 6= P1
(for otherwise the partition would be inadmissible); and similarly, (1, 3) belongs to P3 6= P2, P1. By
continuing this way, we arrive at a partition element PN 6= PN−1, . . . , P1, and in this manner we see that
the partition has at least N elements.
We will now construct an admissible partition of sizeN . As a matter of fact, we will find them all: The
admissible partitions of size N will turn out to be in a one-to-one correspondence with the commutatitve
latin squares of size N . We recall the reader that a commutative latin square of size N is a square of
N×N slots with exactly N numbers appearing without repetitions along rows or columns, and such that
the transposed square is equal to the original one. As an example, the additive table of a commutative
group of cardinality N is a commutative latin square. To show now the correspondence, consider a
commutative latin square S, and label its entries as in a matrix, meaning that S(1, 1) is the top leftmost
element, S(1, N) is the top rightmost element, etc. In the upper-right triangle {S(i, j) : 1 ≤ i ≤ j ≤ N}
all numbers 1, 2, . . . , N appear. If S is now seen as a function from JN to the set of numbers {1, 2, . . . , N},
the partition S−1{1} ∪ . . . ∪ S−1{N} is admissible. Indeed, a repeated number in two different pairs of
an element S−1 {k} would violate the very definition of a latin square. To finish the proof we just note
that any admissible partition of size N gives rise to a commutative latin square in the obvious way: If
the partition is written as Q1 ∪ . . . ∪ QN one may color the upper triangular part of an empty N × N
matrix with the number of the partition element the pair (i, j) belongs to: for example, if (1, 3) belongs
to Q4, then one may draw a 4 in the slot with row 1 and column 3. One then fills the lower left triangle
with the values of the upper right triangle as follows: the slot (i, j) takes the value of the slot (j, i). The
resulting matrix is a commutative latin square.
From now on we shall refer to admissible partitions of minimal size as “optimal.” The reader may
refer to [5] for more information on latin squares in particular and block (or partition) design in general.
We will now use the theorem just provided to give a simple proof of the following result, that will imply
in particular the estimate mentioned at the beginning of the present appendix, equation (2.31).
Theorem B.2. Let {Γm,n : 1 ≤ m ≤ n ≤ N} be a collection of non-negative random variables with the
following property: for each subset S of JN with no repeated numbers for different pairs, one has that
the elements in {Γm,n : (m,n) ∈ S} are independent. Then,
E
∏
m≤n
Γm,n
 ≤ ∏
m≤n
E
(
ΓNm,n
)1/N
. (B.1)
Proof. Let K be an optimal partition of JN , which we write as JN = K1 ∪K2 ∪ . . . ∪ KN , where the
Ki’s are non-repeating and disjoint. It then follows from Ho¨lder’s inequality for N elements and equal
coefficients that
E
∏
m≤n
Γm,n
 = E
 N∏
i=1
∏
(m,n)∈Ki
Γm,n
 ≤ N∏
i=1
E
 ∏
(m,n)∈Ki
ΓNm,n
1/N . (B.2)
The proof now follows from the fact that K is admissible:
N∏
i=1
E
 ∏
(m,n)∈Ki
ΓNm,n
1/N = N∏
i=1
∏
(m,n)∈Ki
E
(
ΓNm,n
)1/N
=
∏
m≤n
E
(
ΓNm,n
)1/N
. (B.3)
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From Theorem B.2 equation (2.31) follows immediately. By setting x equal to a fixed vector in R3N ,
and
Υm,n(y) ≡ exp
(
β
∫ T
0
∫ t
0
1[0,ε](t− s)
|Xmt −Xns + y|θ
ds dt
)
, (B.4)
Ωm,n ≡Υm,n(xm − xn), (B.5)
Γm,n ≡
{
Ωm,m if m = n,
Ωm,nΩn,m if m 6= n,
(B.6)
we obtain
E
(∏
m,n
Ωm,n
)
= E
∏
m≤n
Γm,n
 ≤ N∏
m=1
E(ΓNm,m)
1/N
∏
m<n
E
(
ΓNm,n
)1/N
≤E (ΩN1,1) ∏
m 6=n
E
(
Ω2Nm,n
)1/(2N) ≤ E (ΩN1,1)
{
sup
y∈R3
E
[
Υ1,2(y)
2N
]}(N−1)/2
, (B.7)
as claimed.
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