This paper presents a branch-and-cut algorithm for the Time Window Assignment Vehicle Routing Problem (TWAVRP), the problem of assigning time windows for delivery before demand volume becomes known. A novel set of valid inequalities, the precedence inequalities, is introduced and multiple separation heuristics are presented. In our numerical experiments the branch-and-cut algorithm is 3.8 times faster when separating precedence inequalities. Furthermore, in our experiments, the branch-and-cut algorithm is 193.9 times faster than the best known algorithm in the literature. Finally, using our algorithm, instances of the TWAVRP are solved which are larger than the small scale instances previously presented in the literature.
Introduction
The Time Window Assignment Vehicle Routing Problem (TWAVRP) is the problem of assigning time windows for delivery to clients in a distribution network when the demand volume of the clients is uncertain, such that the expected transport costs are minimized. First introduced by Spliet and Gabor (2014) , the TWAVRP is inspired by distribution networks of retailers.
In a retail network, the clients are retail stores whom place orders on a regular basis. It is common that the time windows for delivery are xed for a long period of time (e.g., a year). This is convenient for the retailers, as it allows them to ensure that enough personnel is available to process the delivery. Furthermore, it simplies inventory control. Demand is uncertain and uctuates per delivery. This results in orders of varying sizes, which become known shortly before the vehicles are dispatched.
To deal with demand uncertainty, the TWAVRP requires demand scenarios and their probability of occurrence to be known in advance. Note that if the number of scenarios is equal to one, the problem reduces to a Vehicle Routing Problem with Time Windows (VRPTW). Hence, the TWAVRP is NP-hard.
An increasing number of companies focus on achieving consistent service with their deliveries (Kovacs et al., 2014) . Also in the scientic literature, we see the same trend towards consistency considerations in routing, as can be seen in the recent survey by Kovacs et al. (2014) . In this survey, three main pillars of consistency are described: arrival time, person-oriented and delivery consistency, and the TWAVRP is categorized within the rst. Our study adds to the limited amount of research done so far on exact methods for solving routing problems with consistency considerations.
Among the routing problems with consistency considerations, the TWAVRP is in particular closely related to two specic models. Firstly, the TWAVRP is similar to the Consistent Vehicle Routing Problem (ConVRP) introduced in Groër et al. (2009) . The ConVRP does not only impose consistent arrival time but also requires the same driver to service the same customer. Another closely related model is the Vehicle Routing Problem with self-imposed time windows, as introduced by Jabali et al. (2015) . In their paper, the authors assume demand to be given while travel times are uncertain.
The TWAVRP is a generalization of both the Capacitated Vehicle Routing Problem (CVRP) and the VRPTW, and hence similar solution methods can be used. In a recent survey, Baldacci et al. (2012) mention there are three formulations that have been most successful when used to solve the CVRP. Two of them make use of ow variables (Laporte et al. (1985) , Baldacci et al. (2004) ), while the third is a set partitioning formulation (Balinski and Quandt, 1964) . For the VRPTW, a set partitioning formulation in a branch-price-and-cut algorithm is very successful (Desaulniers et al., 2008) . To solve the TWAVRP, Spliet and Gabor (2014) also introduce a branch-price-and-cut algorithm based on a set partitioning formulation, which allows for instances with up to 25 clients and three demand scenarios to be solved to optimality within a one hour time limit. Similarly, Spliet and Desaulniers (2015) solve the DTWAVRP, the discrete time window variant of the TWAVRP.
In this paper, we present a new ow formulation for the TWAVRP that is of polynomial size in the number of clients and scenarios. This formulation is based on the MTZinequalities in Miller et al. (1960) and the 2-commodity ow formulation in Baldacci et al. (2004) . Based on this formulation, we construct a branch-and-cut algorithm that is faster than the algorithm in Spliet and Gabor (2014) . This new algorithm does not only allow for obtaining solutions faster, but also allows for solving larger instances of the TWAVRP, making it applicable to larger networks than previously possible.
One of the factors that contributes to the success of the branch-and-cut algorithm, is the introduction of a novel class of valid inequalities specically designed for the TWAVRP: the precedence inequalities. We identify pairs of routes in dierent scenarios that cannot be selected simultaneously for any feasible time window assignment. Because time windows are not xed in advance, identifying such pairs is a main challenge, which we address. We subsequently create valid inequalities using these pairs, similar to the valid inequalities designed by Ascheuer et al. (2000) , which disallow infeasible paths for the Asymmetric Traveling Salesman Problem with Time Windows (ATSPTW). We show that separating precedence inequalities is co-NP-hard and present several separation heuristics to nd violated inequalities.
The remainder of this paper is structured as follows: in Section 2, we present the formulation that is used in our branch-and-cut algorithm. In Section 3 we present the branchand-cut framework. Section 4 is dedicated to the precedence inequalities and heuristics for separating them. Our numerical experiments and their results are presented in Section 5. In the nal section, we write our conclusions and present some directions for further research.
Problem denition
In this section, we rst formally introduce the TWAVRP. Then, we present a mixed integer linear program to solve the problem.
Consider a set of n clients V = {1, 2, ..., n}. Furthermore, location 0 represents the starting depot and location n + 1 the ending depot. Let V = V ∪ {0, n + 1} represent the set of all locations. The directed graph G on vertex set V and with arc set A is used to represent our distribution network. Arc set A consists of all arcs leaving the starting depot, (0, i) for i ∈ V , all arcs entering the ending depot, (i, n + 1) for i ∈ V , and all arcs between the clients in V .
For each directed arc (i, j) ∈ A a travel cost c ij and a travel time t ij is given. The travel costs are assumed to be non-negative, c ij ≥ 0, and to adhere to the triangle inequality, c ij + c jk ≥ c ik . We assume the same properties for the travel times. Moreover, we require all travel times to be strictly positive, the reason for this is highlighted later.
Let w i be the width of the time window that has to be assigned to client i ∈ V . We refer to this time window as the endogenous time window of client i, as opposed to the exogenous time window of client i which denes the interval in which the endogenous time window should be chosen. The exogenous time window of each client i ∈ V is xed and given by the interval [s i , e i ], with e i − s i ≥ w i . Furthermore, the opening hours of the starting depot are given by [s 0 , e 0 ] and the opening hours of the ending depot are given by [s n+1 , e n+1 ].
We assume that we have access to an unlimited number of homogeneous vehicles, each with capacity Q. To model demand uncertainty, consider a nite set of possible demand scenarios Ω and corresponding probabilities p ω such that ω∈Ω p ω = 1. The demand of client i ∈ V in scenario ω ∈ Ω is given by 0 < d ω i ≤ Q. We now formally state the TWAVRP: nd both 1) an assignment of the endogenous time windows within the exogenous time windows and 2), for every demand scenario, a routing of the vehicles adhering to the capacity constraints, and consistent with the assigned endogenous time windows, such that the expected routing cost is minimized.
Mixed integer linear program
Next, we present a new mixed integer linear programming formulation for the TWAVRP. First we introduce the decision variables. The time window decisions are given by the continuous variables y i for i ∈ V , which indicate the starting times of the endogenous time windows. That is, the endogenous time window of client i is given by [y i , y i + w i ].
As the endogenous time window has to be within the exogenous time window, we require
The vehicle routes are determined by the binary ow variables x ω ij for (i, j) ∈ A, which are equal to one if a vehicle travels from i to j in scenario ω. The continuous variable t
indicates at what time client i ∈ V receives delivery in scenario ω ∈ Ω.
For notational convenience, we introduce the arc setĀ. LetĀ be the set of arcs A to which the arcs (i, 0) and (n + 1, i) have been added for all i ∈ V . To model capacity, similar to Baldacci et al. (2004) , we introduce the ow variables z ω ij for all (i, j) ∈Ā, ω ∈ Ω. Its interpretation depends on the direction the arc is traversed, as given by the x-variables. If z ω ij follows this direction (x ij = 1), it represents the total vehicle load when traveling from client i to client j. If it follows the opposite direction (x ji = 1), z ω ij represents the leftover capacity on the vehicle when traveling from client j to client i. If the connection between i and j is not used (x ij = x ji = 0), z ω ij is zero. We also introduce the arc sets A ij for all i, j ∈ V . Let A ij be the intersection of A and {(i, j), (j, i)}, i.e., the arcs between i and j that are in A.
We provide the following mixed integer linear programming formulation:
The objective (1) is to minimize the expected traveling costs over all scenarios. Constraints (2) and (3) are the ow conservation constraints. Constraints (15) make sure all ows are integral. Vehicle capacity is modeled by Constraints (4)- (8) and (16), which are based on the 2-commodity ow formulation in Baldacci et al. (2004) . Constraints (4) relate opposing arcs: when either (i, j) or (j, i) is used, the corresponding z-variables sum to the vehicle capacity.
Constraints (5) can be seen as ow conservation constraints for the z-variables: before visiting the client, the load is d ω i units more than afterwards. After visiting, the empty space is d ω i units more than before. Hence, the total dierence in both ows is equal to 2d ω i . The total vehicle load, capacity and excess capacity in the system are constrained by (6)-(8). Constraints (6) set the total vehicle load equal to the total demand of all clients, and Constraints (7) set the total capacity equal to the number of used vehicles multiplied by the vehicle capacity. The total excess capacity of all vehicles leaving the starting depot is set by Constraints (8). Finally, we enforce vehicle capacity to be respected by constraining all empty space on the vehicles to be non-negative, as is done in Constraints (16). For more details on these constraints, see Baldacci et al. (2004) .
Constraints (9)- (14) deal with the time windows. Constraints (9) are the MTZinequalities that model the time-of-service (Miller et al., 1960) . If a vehicle travels from client i to client j in scenario ω ∈ Ω, then x ω ij = 1 and hence t ω j − t ω i ≥ t ij , i.e., the time-of-service increases with at least the travel time from i to j. If no vehicle travels from i to j in scenario ω, then x ω ij = 0 and the constraint reads t ω j − t ω i ≥ s j − e i , which always holds as t ω j ≥ s j and t ω i ≤ e i . Note that the MTZ-inequalities eliminate cycles, because we have assumed that t ij > 0 for all (i, j) ∈ A.
Constraints (10) guarantee that vehicles can only leave the starting depot after it opens and Constraints (11) ensure that vehicles arrive at the ending depot before it closes. Constraints (12) and (13) enforce that each client is served within its endogenous time window, while Constraints (14) make sure these endogenous time windows are within the exogenous time windows.
Remarks
In the above formulation, we model capacity using constraints that are based on the 2-commodity ow formulation in Baldacci et al. (2004) . The MTZ inequalities are used to model time-of-service. Other formulations for capacity and time-of-service have been considered as well, including several adaptations of models for the CVRP (Baldacci et al., 2004) and the ATSPTW (Ascheuer et al., 2001) . Preliminary testing with all our combinations of capacity constraints and time-ofservice constraints in a branch-and-cut algorithm showed that the best performance is achieved by the combination of the 2-commodity ow formulation to model capacity and the MTZ-inequalities to model time-of-service. This may seem surprising, as in general the MTZ-inequalities typically do not contribute to strong bounds in the LP relaxation. For our instances, however, we have seen that this is compensated for by the relatively strong formulation for capacity.
The MTZ-inequalities require no additional variables and only n(n+1)|Ω| constraints. This allows for a branch-and-cut strategy in which we process the nodes of the search tree faster than in all other alternatives we considered. Using the 2-commodity ow formulation to model capacity yields a good trade-o between the number of variables and constraints, and the strength of the formulation.
3 Branch-and-cut algorithm
In this section, we present our branch-and-cut algorithm. First, we present valid inequalities from the literature, which we use to strengthen the LP-bound of (1)-(16). Next, we introduce our branching strategy. In Section 4 we separately introduce the novel precedence inequalities.
2-cycle elimination
The current mixed integer linear program ensures that no integer feasible solution contains cycles. Explicit cycle elimination, however, may still strengthen the LP-bound.
As there are only a quadratic number of 2-cycles in a given graph, we can eliminate all 2-cycles with a relatively small number of constraints. We do so by adding all of the following inequalities to the formulation:
3.2 Rounded capacity inequalities
The capacity inequalities are well-known valid inequalities for the VRPTW, and thus may be applied directly to the TWAVRP per scenario. Let λ ω S be the minimum number of vehicles required to satisfy the demand of all clients in S ⊆ V in scenario ω. The capacity inequalities are given by
That is, we require for each subset S ⊆ V that the total number of vehicles leaving S is sucient to satisfy all demand in S. Calculating λ ω S requires solving a bin-packing problem, which is NP-hard in general. Hence, as is commonly done, we only consider the weakened inequalities in which λ ω S is replaced by the bin-packing lower bound i∈S d ω i /Q . These valid inequalities are known as the rounded capacity inequalities. Simply adding all rounded capacity inequalities is not ecient, but when used in a branch-and-cut algorithm, they can be very eective (Baldacci et al., 2012) .
We add the following |Ω| inequalities to the formulation:
The other rounded capacity inequalities are separated and added in a cutting plane fashion. We use the separation algorithm from Lysgaard (2003) . Details on this algorithm can be found in Lysgaard et al. (2004) .
Branching strategy
In the formulation in Section 2.1, we require each x ω ij to be binary. However, we show that it is sucient to require that all x ω ij ∈ [0, 1], that x ω ij is binary for all arcs connected to one of the depots, and furthermore that x ω ij + x ω ji is binary for all i, j ∈ V (i = j). We dene the following integrality conditions:
Proposition 1. All integer feasible solutions to (1)- (14), (16), (17), (19), and (20)- (23) satisfy
Proof. See Appendix A.
Proposition 1 suggests that for any i, j ∈ V instead of branching on whether a single directed arc is used, we may also branch on whether a connection between i and j (regardless of direction) is used. This decision can be made per connection, as x Branching on x ij means that we partition the feasible region in two parts. In the rst part it is assumed that j is visited directly after i by the same vehicle. In the other part we assume j is not visited directly after i. Knowing whether j is visited directly after i has important implications for the time-of-service variables t ω i and t ω j . The value (s j − e i ) in the MTZ-inequalities is essentially a big-M, hence fractional values of the ow variables cause the time constraints to be very weak or inactive. When x ω ij = 1, however, we have t ω j ≥ t ω i + t ij . Especially when t ij is big, this inequality has a big eect on the time-of-service variables.
If the value of t ij is close to zero, this argument no longer holds, whether x ij = 1 or x ji = 1 is not that important for the time-of-service variables. For the capacity constraints it is important to know whether i and j are visited by the same vehicle, but it is less important to know in which order this happens. Hence, it makes sense to branch on x ij + x ji to split the feasible region in two parts: one part in which j is visited directly after i, or the other way around, and one part in which there is no direct connection between i and j.
To take these eects into account, we introduce the parameter ρ ∈ [0, 1]. Then, for the fraction ρ of all arcs with the shortest travel time, we branch on the connections. For the other arcs, we branch on x ω ij and x ω ji separately. Note that ρ = 0 corresponds to always branching on individual arcs. If ρ = 1, we always branch on connections. By varying ρ, a good compromise can be found between the number of variables and the strength of the LP relaxation.
Precedence inequalities
In this section, we present a novel set of valid inequalities, the precedence inequalities, in which each inequality involves multiple scenarios. First, we make some important observations.
If we want to visit rst i and later j, both within their respective time windows, the time between the two visits is bounded. Lett ij be the maximum time between these visits, for all i, j ∈ V . That is, we denet ij = (y j + w j ) − y i and similarlyt ji = (y i + w i ) − y j , as illustrated in Figure 1 . It follows thatt ij +t ji = w i + w j . Now consider a solution to the TWAVRP for which in scenario ω there is a route visiting rst i, and later j. Furthermore, assume there is a dierent scenario ω with a route visiting rst j, and later i. It follows that the time taken to get from i to j in one scenario, plus the time taken to get from j to i in another scenario, can be at most the sum of the widths of the time windows, w i + w j .
We formalize this in Observation 2. Let A p be the set of arcs used by path p in G and let P ij be the set of all elementary paths in G starting at i ∈ V and ending at j ∈ V .
Observation 2. For given vertices i, j ∈ V (i = j), for any integer feasible solution to the TWAVRP in which both path p ∈ P ij is used in scenario ω ∈ Ω and path q ∈ P ji is used in scenario ω ∈ Ω the following holds:
To construct valid inequalities based on Observation 2, we make use of Theorem (4.5) in Ascheuer et al. (2000), which we restate for the TWAVRP as the following lemma.
Lemma 3. For any integer feasible TWAVRP solution, a set of clients S ⊆ V and two vertices i, j ∈ V \S (i = j), a single vehicle visits i rst, then all clients in S and then j consecutively in scenario ω ∈ Ω if and only if:
Lemma 3 gives us a criterion for testing whether there is a path visiting client i, then visiting a subset of other clients, and then visiting client j. Combining this lemma with Observation 2 allows us to formulate the precedence inequalities. Let us denote by (S : T ) the set of arcs in A which start in S and end in T , for S and T vertices or sets of vertices. For notational convenience we introduce the sets S(i, j) = {S | S ⊆ V \{i, j}} for all i, j ∈ V . That is, S(i, j) is the set of all possible subsets of clients not containing clients i and j. When traveling from i to j, visiting exclusively clients from S, only the arcs in (i : S) ∪ (S : S) ∪ (S : j) ∪ (i : j) are relevant. Therefore, we introduce F(i, S, j) = {F | F ⊆ (i : S) ∪ (S : S) ∪ (S : j) ∪ (i : j)}, which for given i, j ∈ V and S ∈ S(i, j) is the set of all possible subsets of these arcs.
Furthermore, let δ ij (S, F ) be the shortest possible travel time from client i ∈ V to client j ∈ V , visiting all clients in S ∈ S(i, j) in between, using only arcs from set F ∈ F(i, S, j). If no such path exists δ ij (S, F ) = ∞. We then arrive at the main theorem for the precedence inequalities:
Theorem 4. Precedence inequalities: For given scenarios ω, ω ∈ Ω (ω = ω ), given clients i, j ∈ V (i = j), given vertex set S ∈ S(i, j), corresponding to clients visited in scenario ω, and vertex set S ∈ S(j, i) corresponding to clients visited in scenario ω , and given arc sets F ∈ F(i, S, j) and F ∈ F(j, S , i) such that δ ij (S, F )+δ ji (S , F ) > w i +w j , the following are valid inequalities:
Proof. This is a direct application of Observation 2. Lemma 3 shows that Observation 2 is contradicted if and only
By integrality of the x-variables, the theorem follows.
It is possible to generalize this result by redening δ ij (S, F ) to be the minimum travel time to visit client i, all clients in S and then client j using only arcs of F , but only using paths that can be feasible when considering the exogenous time windows. We choose not to present this generalization, as we consider an application in which the exogenous time windows are in general very wide. The proposed generalization is then unlikely to add much value, while making it more complex to identify violated inequalities.
Clearly, the number of possible precedence inequalities is exponential in the number of clients. Hence, it is not ecient to add all precedence inequalities to the formulation directly. Instead, we separate the precedence inequalities in a cutting plane fashion. Note that exact separation of the precedence inequalities is dicult, as nding violated precedence inequalities is co-NP-hard, which is proven in Appendix B. For this reason, we separate subsets of the precedence inequalities exactly, and we present heuristics for more general precedence inequalities.
Before we consider these subsets, we state the following two lemmas, which will be useful when deriving our separation algorithms. We provide a lower bound on the ow in F for violated inequalities and we show that for every violated inequality F is cyclic or F contains an elementary (i, j)-path visiting all vertices in S.
Lemma 5. Let i, j ∈ V , S ∈ S(i, j), S ∈ S(j, i), F ∈ F(i, S, j) and F ∈ F(j, S , i) correspond to a violated precedence inequality, for a feasible solution to the LP relaxation of the formulation (1)- (16), (17) and (19) . Then both (27) and
Proof. By denition of F(i, S, j) all directed arcs in F point to vertex j, or to a vertex in S. Thus, by the ow conservation constraints it follows that the total ow in F is bounded by |S|+1. Hence, we have (k,l)∈F x ω kl ≤ |S|+1 and similarly (k,l)∈F x ω kl ≤ |S |+1. From Theorem 4 it follows that for a violated precedence inequality (k,l)∈F x ω kl + (k,l)∈F x ω kl > |S| + |S | + 1. Combining these facts proves the lemma.
Lemma 6. Let i, j ∈ V , S ∈ S(i, j), S ∈ S(j, i), F ∈ F(i, S, j) and F ∈ F(j, S , i) correspond to a violated precedence inequality, for a feasible solution to the LP relaxation of the formulation (1)- (16), (17) and (19) . Then F contains a cycle or F contains an elementary (i, j)-path through all vertices of S. Also F contains a cycle or F contains an elementary (j, i)-path through all vertices of S .
Proof. We prove this statement for F , as for F the proof is analogous. If F contains a cycle, the lemma holds. Next, we assume F is acyclic. Moreover, we assume that F does not contain an elementary path from i to j through all vertices of S, and we show that this leads to a contradiction.
Because F is acyclic, the vertices of S can be relabeled Kahn (1962) ). By assumption, there is no elementary path from i through all v 1 , v 2 , . . . , v |S| to j. Hence, there exists an integer g ∈ {1, 2, . . . , |S| − 1} such that there is no arc from v g to v g+1 .
Let U 1 = {i, v 1 , v 2 , . . . , v g−1 } and let U 2 = {v g+2 , v g+3 , . . . , v |S| , j}. By construction, we have that
This follows because the total outow of the vertices in U 1 is bounded by |U 1 | due to the ow conservation constraints. Similarly, the total inow of the vertices in U 2 is bounded by |U 2 |. Hence, it follows that the total ow captured by F is bounded by |U 1 |+|U 2 | = |S|. This contradicts Lemma 6, which states that (k,l)∈F x ω kl > |S|. Thus, our assumption that F does not contain an elementary path from i through S to j is false. Hence, we have proven that F contains a cycle, or contains an elementary (i, j)-path visiting all clients in S.
Path precedence inequalities
The rst subset of precedence inequalities we consider, is the subset for which F and F both form a single elementary path, which we refer to as the path precedence inequalities. We make use of the following proposition:
Proposition 7. For any integer feasible solution to the TWAVRP:
Proof. This is a direct application of Theorem 4 with F = A p and F = A q . Note that δ ij (S, F ) = (k,l)∈Ap t kl , as following the path p is the only way to visit all vertices in S using only vertices in F . Analogously, δ ji (S , F ) = (k,l)∈Aq t kl . Finally, note that |S| = |A p | − 1 and |S | = |A q | − 1, and hence
Proposition 7 denes valid inequalities for paths only, instead of for arbitrary sets of vertices and arcs. Next, we show some properties of the path precedence inequalities. These properties are then used to prove that for a given solution to the LP relaxation, all violated path precedence inequalities can be found in polynomial time.
Lemma 8. All violated path precedence inequalities adhere to the following two inequalities:
Proof. This is a direct application of Lemma 5 with F = A p and F = A q .
Lemma 9. Let p and q correspond to a violated path precedence inequality. Path p in graph G contains at most one arc (k, l) for which . The proof for path q is analogous.
Proposition 10. All violated path precedence inequalities can be found in polynomial time.
Proof. To nd all violated path precedence inequalities, we generate an exhaustive list of candidate paths from i to j which meet the necessary condition given by Lemma 9. If we do the same for all candidate paths from j to i, we can check for all combinations of the candidates whether (30) is violated.
To generate a list of candidates, we rst use Lemma 9, which states that for scenario ω ∈ Ω a candidate uses at most one arc for which x before we reach j. By the ow conservation constraints, the total outow and the total inow of a vertex are both equal to one. Hence, at each vertex there can be at most one incoming arc and one outgoing arc for which x . Finding these two elementary paths takes O(n 2 ) time, as the paths contain O(n) vertices, and, for a single vertex, determining which arc has value larger than 1 2 takes O(n) time. All candidate paths from i to j can thus be constructed by starting in i, following the arcs with x values larger than 1 2 up to a certain point after which an arc with x value less or equal to 1 2 is taken to arrive at the path of arcs with x values larger than 1 2 that arrives at j, which is followed until we reach j. That is, without loss of generality we sequentially visit the vertices i = v 1 , v 2 , . . . , v f , w g , w g−1 , . . . , w 1 = j for integers f and g between 1 and n.
For given f and g, the total ow of the candidate path is given by
x w i+1 w i , and the total travel time is given by
t w i+1 w i . By precalculating the summations for all f and g in O(n 2 ) time, this part only takes constant time.
For each scenario, there are O(n 2 ) combinations of f and g. We thus nd O(|Ω|n 2 ) candidates from i to j. Then, we check for all combinations of candidates from i to j and candidates from j to i if the condition in Proposition 7 is satised. Per combination, this takes constant time, as we only sum the predetermined values of total ow and total travel time. There are O((|Ω|n 2 ) 2 ) such combinations. As we repeat the procedure for all combinations of two vertices i and j, the total time complexity is O(|Ω| 2 n 6 ).
Tournament precedence inequalities
In the previous section, we have introduced the path precedence inequalities, which are precedence inequalities based on elementary paths. In this section we present a broader subset of the precedence inequalities, in which both (S, F ) and (S , F ) represent a directed acyclic graph. Furthermore, we show that to satisfy all these valid inequalities it is sucient to restrict ourselves to those directed acyclic graphs F and F obtained by taking the transitive closures of an elementary path. The transitive closure of a set of arcs F ⊆ A in graph G, is dened as follows:
trcl(F ) := {(k, l) ∈ A : l can be reached from k using only arcs in F } .
These inequalities are similar to the tournament constraints of Ascheuer et al. (2000), hence we call this class the tournament precedence inequalities. In Ascheuer et al. (2000) , the tournament inequalities are introduced for the ATSPTW, which are obtained by bounding the total ow on the transitive closure of a simple path which violates (exogenous) time window constraints or cannot be extended without violating time window constraints. Next we present the tournament precedence inequalities, discuss how to separate them, and show that if all tournament precedence inequalities are satised then so are all precedence inequalities based on directed acyclic graphs.
Proposition 11. For any integer feasible solution to the TWAVRP:
Proof. This is a direct application of Theorem 4 with F = trcl(A p ) and F = trcl(A q ).
Observe that taking the transitive closure of an elementary path yields a directed acyclic graph, which contains only a single path visiting all vertices. In particular,
Corollary 12. If a path precedence inequality is violated, then its corresponding tournament precedence inequality (by taking transitive closures) is violated as well.
Proof. Follows directly from Proposition 11, the non-negativity of the x variables and
As a result, we can nd violated tournament precedence inequalities by separating path precedence inequalities. However, not all violated tournament precedence inequalities can be found in this way. Hence, to separate all tournament precedence inequalities, we next present another algorithm. First, per scenario, we make a list of all elementary paths in G, not involving the depot vertices. By denition, each tournament precedence inequality is characterized by two elementary paths and two scenarios. Hence, after we generate the lists, we can separate the tournament precedence inequalities by combining elementary paths from the lists, and checking the condition given in Proposition 11 for each pair.
To construct the list per scenario we use a procedure similar to that described in Ascheuer et al. (2001) to detect violated tournament constraints for the ATSPTW. We enumerate all paths but backtrack as soon as (k,l)∈trcl(Ap) x ω kl ≤ |A p | − 1. It is suggested in Ascheuer et al. (2001) that only a polynomial number of paths is generated this way, which would imply that our separation routine, involving multiple scenarios, also requires only a polynomial number of iterations.
We have mentioned that, for separating tournament precedence inequalities, restricting to transitive closures of elementary paths still allows us to capture all precedence inequalities based on directed acyclic graphs. We state this formally in the following lemma.
Lemma 13. Let i, j ∈ V , S ∈ S(i, j), S ∈ S(j, i), F ∈ F(i, S, j) and F ∈ F(j, S , i) correspond to a precedence inequality, for a feasible solution to the LP relaxation of the formulation (1)- (16), (17) and (19) . Furthermore, assume F and F are acyclic. If all tournament precedence inequalities are satised, then this precedence inequality is also satised.
Proof. As F is assumed to be acyclic, by Lemma 6 it contains an elementary path p ∈ P ij through all vertices of S. By denition of the transitive closure, it follows that F ⊆ trcl(A p ). Analogously we have F ⊆ trcl(A q ) for some q ∈ P ji visiting all vertices of S .
We
kl ≤ |S|+|S |+ 1, as all tournament precedence inequalities are assumed to be satised. It follows that if all tournament precedence inequalities are satised, each precedence inequality based on directed acyclic graphs is satised as well.
4.3
Additional strategies
We have discussed two subsets of the precedence inequalities with corresponding separation strategies. There are, however, some additional strategies that can be utilized. Note that both the separation algorithm for the path precedence inequalities and the separation algorithm for the tournament precedence inequalities rst generate a list of viable candidates i, j ∈ V , S ∈ S(i, j) and F ∈ F(i, S, j) per scenario, after which all combinations of candidates are checked to nd violated inequalities. An additional strategy is to opportunistically alter these candidates when combining them to create stronger inequalities.
Recall that one way to do this, is by separating path precedence inequalities and taking transitive closures, resulting in tournament precedence inequalities (Corollary 12). Another strategy is to complete F by adding arcs. That is, let F * be the maximum cardinality element of F(i, S, j). By denition, F * = (i : S) ∪ (S : S) ∪ (S : j). Note that F * is not acyclic, and hence in general δ ij (S,
Therefore, we introduce an easy to calculate lower bound on δ ij (S, F * ). Note that any violated precedence inequality found while using this lower bound is valid for the actual value of δ ij (S, F * ) as well. It is well known that the weights of a minimum spanning tree can be used as a lower bound on the length of the shortest elementary path visiting all vertices. It thus follows that:
in which MST(S) represents the weight of the minimum weight spanning tree of an undirected complete graph with vertex set S and edge weight min{t kl , t lk } for each edge (k, l).
We consider the following strategies. First, separate either path precedence inequalities or tournament precedence inequalities. The path precedence inequalities may be converted to tournament precedence inequalities. Each resulting tournament precedence inequality corresponds to sets i, j ∈ V , S ∈ S(i, j), F ∈ F(i, S, j), S ∈ S(j, i) and F ∈ F(j, S, i). Now try whether a violated precedence inequality can be obtained by replacing F by F * and/or F by F * , using the lower bounds on travel time given by (35). If so, use these stronger valid inequalities.
Numerical experiments
Next, we present the results of our numerical experiments to test the eectiveness of our new formulation, the precedence inequalities and the branching strategy. Furthermore, we present experiments in which our algorithm is compared to the branch-price-and-cut algorithm of Spliet and Gabor (2014) .
All experiments are run on an Intel i7 3.5GHz computer with 16GB of RAM. To allow for a fair comparison between algorithms, we restrict all experiments to a single thread on a single core. As a basis for our implementation, we use the commercial solver CPLEX version 12.5, with default settings. We disable all CPLEX's built in valid inequalities, so we can more accurately test the eect of the valid inequalities discussed in this paper.
Our own valid inequalities will be generated in a callback, which is called each time the LP relaxation has been solved, or re-solved after adding valid inequalities. In this callback we separate rounded capacity inequalities and precedence inequalities, and only afterwards the LP is resolved. We use the built-in`traditional branch-and-cut' in combination with our own branching strategy as discussed in Section 3.
For our branch-and-cut algorithm we use the 64 bit version of CPLEX, which allows for the full 16GB of memory to be used. The algorithm of Spliet and Gabor (2014) requires less memory, and hence we use the 32 bit version of CPLEX, which gives a slightly better performance.
We use a one hour time limit per instance in all experiments. From preliminary tests we have found that almost every instance is unsolvable within the time limit without separating rounded capacity inequalities, so we separate those in all experiments.
5.1
Test-instances First, we introduce the dierent sets of test-instances which we use for our numerical experiments.
Small instances
We use forty instances introduced by Spliet and Gabor (2014). These instances are randomly generated instances, inspired by a Dutch retail chain. The set contains ten instances of 10, 15, 20 and 25 clients respectively. The clients are uniformly distributed over a square with sides of length ve. Both the starting depot and the ending depot are located in the center of the square. The travel cost and the travel time in hours between two points in the square is equal to the Euclidean distance. Each instance includes three demand scenarios, each with equal probability of occurrence. The average demand is about 1/6 vehicle load. The exogenous time windows are rather wide: on average the exogenous time window of the client has width 10.8, compared to an endogenous time window width of 2.
Large instances
To be able to test our branch-and-cut algorithm on larger instances as well, we have generated fty additional instances in the same way that the small instances have been generated. That is, we created ten instances of 30, 35, 40, 45 and 50 clients respectively. All instances are available online.
Branch-and-cut experiments
Next, we compare the branching strategies and the separation algorithms for the precedence inequalities, using the forty small instances. We consider six dierent strategies to separate precedence inequalities, which have been detailed in Section 4. For the branching strategy, we conduct experiments for ρ ∈ {0, 0.1, ..., 1}. Recall that this corresponds to a strategy in which we branch on connections for the the fraction ρ of arcs with the shortest travel time. For the other connections, we branch on arcs.
In Table 1 we have reported solution times for all combinations of separation and branching strategies. These numbers are aggregated values obtained by computing the average over the forty instances.
We see that strategies P2T and P2C are the best performers for most choices of ρ. Setting ρ = 0 yields a positive eect for all separation strategies, although the exact value of ρ does not seem to be that important. In the remainder of the experiments, we will use the combination of ρ = 0.6 and P2C, as this combination yields the lowest average solution time on our test set. If we compare the solution time of the combination of ρ = 0.6 and P2C to the solution time of the combination of N and ρ = 0, we see that introducing the precedence inequalities and the branching strategy together yields a factor 6.6 improvement in solution time.
In Table 2 , results of using the dierent separation strategies are presented for ρ = 0.6. The rows respectively present the average solution time in seconds, the average number of visited nodes of the search trees, the average number of precedence inequalities and Best strategy 6/40 9/40 9/40 14/40 7/40 14/40 Table 2 : Average branch-and-cut statistics for various separation strategies (ρ = 0.6).
If we look at the total solution time, it becomes clear that all strategies yield an improvement over strategy N. Based on the tested instances, strategy P2C yields the lowest computation time; a factor 3.8 better than strategy N. Looking at the number of nodes in the search trees, we see that all strategies allow the number of nodes to be greatly reduced compared to strategy N. We see that, on average, using T2C allows for the largest number of violated precedence inequalities to be found per node in the search tree. Still, strategy P2C is more eective. This observation cannot be explained by the increase in separation time alone; the average time spend per instance on separating precedence inequalities is 0.2 seconds for P2C, and 0.6 seconds for T2C.
There are two other eects that may explain the dierence between P2C and T2C. First, as more precedence inequalities are found, larger LP relaxations have to be solved, which takes more time. Second, as more precedence inequalities can be found, it can happen that the LP relaxation is resolved more often. It seems that this additional work does not add much value over P2C. Table 2 shows that P2C is the best strategy for 14 of the test-instances. For T2C, this number is the same. Looking at the disaggregated data (Table 5 in Appendix C) we see that for the instances with 20 clients, T2C is the best strategy 5 out of 10 times, while P2C is never the best strategy. For the instances with 25 clients, however, P2C is the best strategy 5 out of 10 times, while T2C is the best only once. Surprisingly, after processing only the root node, there is almost no dierence in lower bounds between strategy N and the other strategies. For 35 instances the lower bounds are exactly the same. For the other instances, dierences between lower bounds of at most 0.04% are observed. The power of the precedence inequalities really shows further down in the search tree. This could be explained by the nature of the precedence inequalities: they disallow certain combinations of paths. If a solution is very fractional, not many paths can be detected, and hence the precedence inequalities are of little use. Deeper in the tree, where more variables are xed, they become more eective.
5.3
Comparison with branch-price-and-cut
Next, we compare the performance of our branch-and-cut algorithm, using strategy P2C and ρ = 0.6, to the performance of the branch-price-and-cut algorithm in Spliet and Gabor (2014) .
To this end, we run their implementation on the same computer as on which our algorithm is run. The computation times are thus directly comparable. The results we present are based on their branch-price-and-cut algorithm with 2-cycle elimination and adding rounded capacity cuts, which is the solution method in Spliet and Gabor (2014) yielding the best average time performance on the test set.
The results per instance can be found in Table 3 . Per instance, data is provided on ve dierent categories, both for the branch-price-and-cut algorithm (BP&C) and the branchand-cut algorithm (B&C). The columns labeled`Seconds' indicate the times in seconds for solving the instance to optimality, the maximum time allowed being one hour. The columns`Nodes' state the number of nodes of the search tree that have been explored during that time. When the algorithm terminates, the percentual deviation from the optimum is given in the column`Optimality gap'. A value of zero indicates the problem was solved to optimality. The column`Root gap' shows a similar value, indicating the optimality gap after processing only the root node. The optimality gap and the root gap are calculated ex-post, using the actual optimal value. Finally, the column`Value' gives the optimal objective value for that instance. Table 3 : Comparison of branch-price-and-cut and branch-and-cut.
What immediately stands out is the enormous decrease in computation time of our new algorithm with respect to the previous algorithm. The instances that can be solved to optimality by the branch-price-and-cut algorithm, can be solved to optimality by the branch-and-cut algorithm 89.6 times faster on average. In total, 9 instances cannot be solved to optimality by the branch-price-and-cut algorithm after a total of 9 hours of computation time. With the branch-and-cut algorithm, all these instances can be solved to optimality in 137.9 seconds. Hence, this is a speedup of at least a factor 234.9.
The new algorithm is faster for all tested instances by at least a factor 7.6 and even up to a factor 2997 for instance 21. If we consider the time necessary to attempt to solve all instances combined, the total time decreases from 37,255.3 seconds in total to 192.1 seconds; a speedup factor of 193.9. We point out that this dierence is not the result of using rounded capacity cuts, as both the branch-and-cut algorithm and the branch-price-and-cut algorithm use these valid inequalities.
It can be seen that an advantage of the branch-price-and-cut algorithm is the stronger LP bound it provides, as for almost all instances the root gap is smaller than the gap given by the branch-and-cut algorithm. However, this strength is less apparent in the remainder of the search tree, as on average the branch-and-cut algorithm processes only twice the number of nodes in the branch-price-and-cut algorithm. There are some extreme instances, however, where processing a lot of nodes is necessary, e.g., instances 12 and 36. Here, we observe that the branch-and-cut algorithm is able to process a large number of nodes in little time (14000+ in less than 40 seconds for instance 12). The branch-priceand-cut algorithm generates stronger bounds, but cannot process enough nodes in the given time to solve the problem.
5.4
Performance on larger instances
As our branch-and-cut algorithm is able to solve all 40 test-instances used in Spliet and Gabor (2014), we also test our algorithm on larger instances, as introduced in Section 5.1. Recall that these instances are generated in a similar way as the rst forty instances. The only dierence is that the number of clients is larger: between 30 and 50. In Table 4 we report results for the instances with 30 and 35 clients. This table is structured in the same way as Table 3 . The column`Value' is replaced by the columns Lower bound' and`Upper bound', as not all instances can be solved to optimality. The reported root gaps are no longer ex post, but based on the best known upper bound.
It can be seen that all but one of the instances with 30 clients can be solved to optimality within one hour of computation time, and for the remaining instance we nd a solution with an optimality gap of 1.66%.
The instances with 35 clients are more dicult: 6 out of the 10 instances can be solved to optimality within one hour. The remaining instances have an optimality gap of less than 1.32%.
The instances with 40, 45 and 50 customers cannot be solved consistently by our branch-and-cut algorithm, which proves optimality of the found solution for only two of these instances in one hour of computation time. In Table 6 in Appendix C, we report the results for these instances, including best found lower and upper bounds. The instances with 40 clients have optimality gaps below 2.09%. The instances with 45 clients have optimality gaps between 0.48% and 7.12%. The instances with 50 clients have optimality gaps between 3.09% and 7.23%. Table 4 : Result for the branch-and-cut algorithm on instances 41 to 60.
Conclusion
In this paper we present a compact formulation for the TWAVRP based on the 2-commodity ow formulation introduced by Baldacci et al. (2004) and the MTZ-inequalities introduced by Miller et al. (1960) . We use this formulation in a branch-and-cut algorithm in which rounded capacity cuts are separated in each node of the search tree.
To further improve the performance of our algorithm, we introduce a branching rule and a novel class of valid inequalities: the precedence inequalities. These TWAVRP specic inequalities are hard to separate in general. Therefore, we introduce exact separation algorithms for two subsets, the path precedence inequalities and the tournament precedence inequalities. Furthermore, we extend these algorithms to separation heuristics for general precedence inequalities. Using the branching rule and separating precedence inequalities makes our algorithm 6.6 times faster.
The new algorithm is superior to the best known algorithm in the literature, the algorithm of Spliet and Gabor (2014) , for all tested instances. Overall, an average speedup factor of 193.9 is achieved.
Finally, we test our algorithm on larger instances. Of the instances with 30 clients, 9 out of 10 instances could be solved to optimality within the one hour time limit. For the instances with 35 clients, we found the optimal solution for 6 out of 10 instances. The instances that could not be solved to optimality all have an optimality gap of less than 1.66%. Instances with 40 clients and more, however, could not be solved to optimality consistently.
In this paper, we compare our results to the branch-price-and-cut algorithm of Spliet and Gabor (2014) . Even without the use of precedence inequalities, our algorithm shows a substantial speedup over the branch-price-and-cut algorithm. It it still interesting, though, to investigate the eect of incorporating the precedence inequalities in a branchprice-and-cut algorithm. Similarly, it is interesting to see how the precedence inequalities would perform on the DTWAVRP.
Another interesting topic of further research concerns algorithms for separating precedence inequalities. In the future, TWAVRP algorithms would benet from new algorithms for separating the remaining class of precedence inequalities, corresponding to directed cyclic graphs. A Proof Proposition 1 Proposition 1. All integer feasible solutions to (1)- (14), (16), (17), (19), and (20)- (23) satisfy
Proof. Constraints (20) and (21) state that x ω 0j , x ω j,n+1 ∈ B for all j ∈ V . Next, we will prove that if x ω ij = 1 with i ∈ V ∪ {0} and j ∈ V , then there exists a unique k ∈ V ∪ {n + 1}, k = i such that x ω jk = 1. Suppose that x ω ij = 1 for some i ∈ V ∪ {0} and j ∈ V . Due to the ow conservation constraints x ω lj = 0 for all l = i and furthermore there exists a vertex k ∈ V ∪ {n + 1} such that x ω jk > 0. If k = n + 1, then by integrality of the ows going into the depot, we have x ω jk = 1 and by the ow conservation constraints we have x ω jl = 0 for all l = k. Finally, suppose k = n + 1. Note that k = i as x jk > 0 while x ji = 0 because x ij + x ji = 1. Constraints (22) and (23) We know that all ows out of the depot are equal to one. We have just proven that any vertex in V with a single inow of 1 also has a single outow of 1. It follows that all ows between the depots are of size 1.
What remains to be proven is that all clients are contained in the integral ows between the depots. Because of the ow conservation constraints (2)- (3), the only other possibility is that there exists a cycle, given by edges (1, 2), (2, 3), ..., (k − 1, k), (k, 1) such that for each arc (i, j) in this cycle we have x ω ij + x ω ji = 1. Using the ow conservation constraints (2)- (3), we have that all arcs adjacent to this cycle have zero ow. Constraints (4) and (16) together state that if x ij + x ji = 0, then z ij = z ji = 0. Hence, if a cycle exists, (5) contains the following constraints:
Summing these constraints gives 0 = 2
which is a contradiction. Hence, all clients are contained in the integer ows between the depots. It follows that all x-variables are integer and that (15) is satised.
I B Separating precedence inequalities is co-NP-hard
We prove that separating precedence inequalities is co-NP-hard. First, we present a brief outline of the proof.
We construct a specic instance of the TWAVRP and a corresponding optimal solution to the LP relaxation of (1)- (16), (17) and (19) . This optimal solution to the LP relaxation is an instance of the separation problem of nding violated precedence inequalities. We will refer to this instance as instance I. Next, we characterize this instance of the separation problem as a decision problem. Finally, we show that separating precedence inequalities is co-NP-hard. We show this by a polynomial time reduction from Euclidean TSP.
TWAVRP instance
Consider n ≥ 4 clients, travel times t ij adhering to the triangle inequality, and endogenous time window widths w i . Let t max be the maximum of the given travel times, and let w max be the maximum of the given endogenous time window widths. We set s i = 0 and e i = 2t max +w max for all locations i ∈ V and we dene two scenarios Ω = {1, 2}, both with probability 0.5 of occurring. In both scenarios, we set the demand of every client equal to 1. The vehicle capacity Q is set equal to n. We set all travel costs equal to zero, such that any feasible solution to the LP relaxation is also an optimal solution. Solution to the LP relaxation Next, we describe an optimal solution to the LP relaxation. We start with setting the x-variables. For scenario 1, set
for all i = 2, 3, . . . , n − 1 and j = 2, 3, . . . , n − 1 (i = j) and set x 1 01 = x 1 n,n+1 = 1. All other x-variables for scenario 1 are set to zero.
For scenario 2, we set x for all i = 2, 3, . . . , n − 1 and j = 2, 3, . . . , n − 1 (i = j). All other z-variables are set to zero.
For scenario 2 we set z
and nally z 2 0i = 1, z 2 i0 = n − 1 and z 2 n+1,i = n for all i = 2, 3, . . . , n − 1. All remaining z-variables are set to zero.
Finally, set y i = t max for all i ∈ V and t ω i = t max for all i ∈ V and all ω ∈ Ω. It is straightforward to check that the described variables give a feasible solution to the LP relaxation of (1)- (16), (17) and (19) . As all costs are equal to zero, this solution is also optimal. By denition, our optimal solution to the LP relaxation is an instance of the separation problem. In the remainder, we refer to this instance of the separation problem as instance I.
Characterization as a decision problem
Next, we characterize instance I of the separation problem as a decision problem. First, we prove the following lemma. Lemma 14. If instance I contains a violated precedence inequality, then the only violated precedence inequality is given by (using the notation of Theorem 4) i = 1, j = n, S = {2, 3, . . . , n − 1}, F = (1 : S) ∪ (S : S) ∪ (S : n), S = ∅ and F = {(n, 1)}.
Proof. By denition, F cannot contain arcs involving the depot vertices. Therefore, considering the assigned values of the x-variables in scenario 2, we have that the arc (n, 1) is the only arc with non-zero ow that may be in
kl > |S | it follows that |S | = 0 and hence S = ∅. As S = ∅ and (n, 1) ∈ F , it follows that i = 1, j = n and F = {(n, 1)}. It remains to be shown that S = {2, 3, . . . , n − 1} and F = (1 : S) ∪ (S : S) ∪ (S : n).
Suppose by contradiction that S ∈ S(1, n) is such that |S| ≤ n − 3. In this case, the largest set F ∈ F(1, S, n) is given by F = (1 : S)∪(S : S)∪(S : n). Therefore, the number of arcs in F is bounded by |1 : S| + |S : S| + |S : n| = |S| + |S|(|S| − 1) + |S| = |S|(|S| + 1). For instance I, all these arcs have ow equal to
≤ |S| + |S | + 1 for all |S| ≤ n − 3. By Theorem 4, the corresponding precedence inequality is not violated, which is a contradiction. It follows that |S| = n − 2, which implies S = {2, 3, . . . , n − 1}.
Finally, we show that F = (1 : S) ∪ (S : S) ∪ (S : n) by contradiction. Suppose that F = (1 : S) ∪ (S : S) ∪ (S : n). Recall that S = {2, 3, . . . , n − 1} and thus |S| = n − 2. Therefore, |F | ≤ |S|(|S| + 1) − 1 = (n − 2)(n − 1) − 1. Hence, (k,l) 
≤ n − 1 = |S| + |S | + 1, which is a contradiction of the precedence inequality being violated. It follows that F = (1 : S) ∪ (S : S) ∪ (S : n).
III
Hence, the only potentially violated precedence inequality is given by i = 1, j = n, S = {2, 3, . . . , n − 1}, F = (1 : S) ∪ (S : S) ∪ (S : n), S = ∅ and F = {(n, 1)}. By assumption, a violated precedence inequality exists, hence, this is the only one.
The next corollary follows from Lemma 14 and characterizes instance I of the separation problem as a decision problem.
Corollary 15. Instance I contains a violated precedence inequality if and only if
with S = {2, 3, . . . , n − 1} and F = (1 : S) ∪ (S : S) ∪ (S : n).
Proof. Assume instance I contains a violated precedence inequality. By Lemma 14, i = 1, j = n, S = {2, 3, . . . , n − 1}, F = (1 : S) ∪ (S : S) ∪ (S : n), S = ∅ and F = {(n, 1)}. By Theorem 4 all precedence inequalities satisfy δ 1n (S, F ) + δ n1 (S , F ) > w 1 + w n . Substituting δ n1 (S , F ) = δ n1 (∅, {(n, 1)}) = t n1 then gives (36). For the reverse implication, let S = {2, 3, . . . , n − 1}, F = (1 : S) ∪ (S : S) ∪ (S : n), S = ∅ and F = {(n, 1)} and assume that δ 1n (S, F ) > w 1 + w n − t n1 , which is equivalent to δ 1n (S, Hence, by Theorem 4, we have that i, j, S, F , S and F dene a violated precedence inequality.
The decision problem is co-NP-complete Next, we show that the decision problem δ 1n (S, F ) > w 1 + w n − t n1 is co-NP-complete. First, we note that the decision problem is in co-NP. A polynomial certicate for the N O-answer is given by a path from 1 to n visiting all vertices of S and using only arcs of F , of length w 1 + w n − t n1 or less. Next, we show that the decision problem is co-NP complete. We show this with a reduction from Euclidean TSP.
Consider the Euclidean TSP problem: given n distinct points in Euclidean space, determine whether there exists a tour visiting all vertices with total travel time α or less. The travel time between two points is given by their Euclidean distance. Let these travel times be t ij . Clearly, the travel times are positive and satisfy the triangle inequality.
Next, we show that the Euclidean TSP problem can be reduced to answering a polynomial number of instances of the complement of the decision problem δ 1n (S, F ) > w 1 + w n − t n1 . For every edge (k, l) we do the following. Without loss of generality, relabel the vertices such that k = 1 and l = n. Now construct an instance I of the separation problem by using the same n and t, and by arbitrarily choosing w i ≥ 0 for all i ∈ V in such a way that w 1 + w n = α. Next, determine whether δ 1n (S, F ) ≤ w 1 + w n − t n1 , which is the complement of δ 1n (S, F ) > w 1 + w n − t n1 . If for any (k, l) the answer is Y ES, this implies that there exists a tour of length at most w 1 + w n − t n1 + t n1 = α, and hence the answer to the Euclidean TSP problem is Y ES. If the answer is N O for all (k, l), it follows that it is impossible to construct a tour that is suciently short. Hence, the answer to the Euclidean TSP problem is N O.
As the number of edges is polynomial, we solve the Euclidean TSP problem by answering the complement of the decision problem δ 1n (S, F ) > w 1 + w n − t n1 a polynomial number of times. As Euclidean TSP is NP-complete (Papadimitriou, 1977) , it follows that answering δ 1n (S, F ) > w 1 + w n − t n1 is co-NP-complete.
IV
Separating precedence inequalities is co-NP-hard Finally, consider a separation algorithm that returns a violated precedence inequality if one exists, or returns that no violated precedence inequality exists. Now use this separation algorithm on instance I. By Corollary 15, there is only one potential precedence inequality in I that may be violated. Hence, if a violated precedence inequality is found, it is established that δ 1n (S, F ) > w 1 + w n − t n1 , for a given S and F . Since determining whether δ 1n (S, F ) > w 1 + w n − t n1 is co-NP-complete, it follows that the problem of separating precedence inequalities is co-NP-hard in general. 
