In this paper we examine the dependence on a parameter of the solution set of a class of nonlinear evolution inclusions driven by subdifferential operators. We prove that under mild hypotheses on the data, the solution set depends continuously on the parameter for both the Victoria and Rausdorif topologies. Then we use these results to study the variational stability of the class of semnilinear parabolic optimal control problems and we also indicate how our work incorporates the stability analysis of differential variational inequalities.
introduction
Let T = [0, b] and H a separable Hilbert space. We consider the following parametrized family of evolution inclusions of subdifferential type:
-±(t) E 8(x(t), ),) + F(t, x(t), A) a.e., x(0) = xo(A). (1)
Denote the set of strong solutions (see Section 2) of (1) by 5(A) 9 QT, H). The purpose of this note is to study continuity properties of the multifunction A-.S(A). Analogous continuous dependence results were obtained earlier by Vasilev [21] and Lim [9] for differential inclusions in R n and by Tolstonogov [19] and Papageorgiou [12] , who considered differential inclusions in Banach spaces, but without subdifferential operators present. In fact, their hypotheses are such that preclude the application of their work to mu.ltivalued partial differential equations and to distributed parameter optimal control problems. More recently, Kravvaritis and Papageorgiou [8] considered evolution inclusions of subdifferential type and under more restrictive hypotheses on the data established that the solution multifunction S( . ) has a dosed graph (see Theorem 4.1 in Kravvaritis and Papageorgiou [8] ).
In this paper, under general hypotheses on the data (weaker than those in Theorem 4.1 of Kravvaritis and Papageorgiou [8] ), we prove that S( . ) is continuous for both the Vietoris and Hausdorif metric topologies (see Theorems 3.2 and 3.3). Then we N. S. Papageorgiou: Nat. Techn. Univ., Dep. Math., Zografou Campud, Athens 15773, Greece, and Florida Inst. Techn., Dep. Math., 150W. Univ. Blvd., Melbourne, FL 32901-6988, USA ISSN 1993 Heldermann Verlag Berlin use these results to establish a sensitivity result for a class of semilinear parabolic distributed parameter optimal control Problems.
Preliminariegi
In what follows, T = [0, r] , equipped with the Lebesgue measure dt, and H is a separable Hilbert space. Throughout this paper we will use the following notations:
= {A c H: nonempty, closed (convex))
= {A ç H: nonempty, (weakly-) compact (convex)). Let X a Banach space and {A,,, A),, >1 C 2X.{Ø}. Let a-denote the strong topology on X and w-the weak topology on X. We define: (I + p&p(,A)) 1x for every x H. Also we will make the following hypothesis concerning the initial condition xo(A) of (1):
A multifunction F: T--.P1(H) is said to be measurable if, for all x E H, t-.+d(x, F(t)
)s-LüraA,, = {x E X:lim d(x,A,,) = 0} = {x E X:x = .s-lim x,,, z,, € A,,, n = {x € X:jjrn d(x,A,,) =0) = {x € X:x = s-urn z,, , Xn k E A,,
H0
A -xo(A) is continuous from A into H and for all A E A, xo(A) E domp( -,A). Given g E L2(H), consider the following evolution inclusion: A) a.e., z(0) = xo(A). We will denote by 5(A) 9 QT, H) the set of all strong solutions of the multivalued Cauchy problem (1).
Theorem 2.2: If hypotheses H(W) and H0 hold, then the solution map p: L2(H) x A -+ C(T, H) is continuous.

By a strong solution of evolution inclusion (1) we mean a function x E C(T, H) such that x( . ) is absolutely continuous on any compact subinterval of (0, b), z(t) € dom ço( . , A) a.e. and -±(t) E O(x(t), A) + f(t) a.e., f( . ) L2(H), f(t)E F(t, x(t),
An important selection theorem that we will use in the sequel is that of Aiimann and can be found in Wagner [22, Theorem 5.10] 
. It says that if G:T -+ 2'{0} is a multifunction such that GrG = {(t, v) E Tx H: v E G(t)} E B(T) x B(H) (i.e. G( . ) is graph measurable), then we can find g:T -' H, a Lebesgue measurable function, such that g(t) E G(i) for all t E T.
A particular case of Theorem 3.1 in Papageorgiou [14] tells us that if Finally from Lemma. 5, p. 71 of Papageorgiou [16] we know that if S:A P(C(T, H)) is a multifunction such that for each K C A compact, the restriction of S on K is upper semicontinuous, then S( . ) is upper semicontinuous.
Continuous dependence results
In this section we study continuity properties of the solution multifunction S( . ). For this, we will need the following hypothesis on the orientor field F(t, x,,\):
and 
Theorem 3.1: If hypotheses H(), H(F), H0 hold and A5 -+ A in A, then 5(A5) K 5(A) in QT, H) as n -+
Proof: Let B C A be a nonempty, compact subset. First we will derive an a priori bound for the elements in U A E B S(A). To this end, let A E B, x( . ) E 5(A) and let u,( . ) E C(T, H) be the unique solution of the Cauchy problem -fix(t) € Ocp(u(t), A) ax-, u(0) = zo(A).
Exploiting the monotonicity of the subdifferential operator, we have (-±(t) + uA(t), uA(t) -x(t)) (f(t), U.\(t) -x(t)) a.e.
with I E L2(H), f(t) E F(t, x(t), A) a.e. and -i(t) E &p(x(t), A) + 1(t) a.e. Then we have
Apply Lemma A. 
r(t) = {u E F(t, p(f, A)(t), A): 11 v(t) -u 11 = d(v(t), F(t, p(f, A)(t), A))}.
Note that for every i € T, r(t) 54 0 since by hypothesis H(F), F is Pk(H)-valued. Then observe that
Because of hypotheses H(F)(i) and (ii) and Theorem 3.3 of Papageorgiou [13] 
= / II v(t) -u(t) exp -U kB(s)ds]dt
0 Lo
As in the beginning of the proof, by exploiting the monotothcity of the subdifferential operator and by using Lemma A.5, p. 157 of Brezis [3] (see Section 2), we get
J 11 g(s) -1(3)11 ds for all (t, A) ET x B.
So we have dB(v, R(f,
JkBWeXP U J kB(8)ds]J 11 gs -f(s) II dsdt r' t )d( r = J g(s) -f(s) li ds exp -U kB(s)ds II 0 0 L 0 ^ J 'exp 1-
Lf kB(s)ds] g(s) -f(s) II ds (by integration by parts)
III B
Similarly for w R(f,.X), we can get da(w,R(g,A)):5fIg-f 11k, i.e. {R(.,A)}AEB is h Lipschitz with constant , for the II Ii
We will show that R(f,,, A,,) 'L4 R(f, A). To this end, let u E R(f, A) and set
= d(u(t)), F(t, p(f1,, A,,)(t), A,,). Then y,,(t) <d(u(t), F(t, p(f, A)(t), A,,)) + h(F(i, p(f, A)(t), A,,), F(t, p(f,,, A,j(t), A,,))
::^-d(u(t), F(t, p(f, A)(t), A,,)) + kB(t) II p(f, A)(t) -
p (f,,, ),)(t) II a.e.
Because of hypothesis H(F)(iii), we have d(u(t), F(t, p(f, A)(t), A,,) -0 as n -oo.. Also because of Theorem 2.2, we have II p (f, A)(t) -p(f,,, A,,)(i)
II -, 0 as n -oo, uniformly on T.
Therefore, we get 'y,,(t) -, 0 a.e. as n -, oo. As before via Aumann's selection theorem, we can find u,,( . ) E KB such that u,,(t) E F(i, p(f,, A,,)(t), A,,) a.e. and
It u(t) -u,,(t) II :5 7,,(t) + u,,(t) .4 u(t) a.e. in H as n -p oo, u,, -4 u in (L1(H), It II B).
Since U,, E R(f,,, A,,), n > 1 we have established that
Next, let v E w-lR(f,,,A,,).
Denoting subsequences with the same index as original sequences, we know that we can find v,, E R(f,,,A,, , p (f,,, A,)(t), A,,) a.e.
Note that, for any v E H, we have d(v, F(t, p (f, ))(t), A,,)) ^ d(v, F(t, p(f,,, A,,)(t), A,,)) + h(F(t, p (f, A)(t), A,,), F(t, p(f,,, A,,)(t), A,,)) d(v, F(t, p(f,,, A,,)(t), A,,)) + kB(t) II p(f, A)(t) -p(f,,, A,,)(t) 11 a.e.
Then by passing to the limit as n -oo and using Theorem 2. p (f,,, A,,)(t), A,,) ç F(t, p(f, A)(t), A) a.e. F(t, p(f, A)(t), A) a.e.
together with hypothesis H(F)(iii), we get d(v, F(t, p(f, A)(t),
v(t) E
V E R(f, A).
Thus we have established that -i R(f,,,A,,) 9 R(f,A). (4)
From (3) and (4) 
Since the solution map p( ): L2(H) x A -C(T, H) is continuous, we get p((Aj, A) . p((A A) in C(T, H) as n -, 00.
But note that 5(A5) = PRO.), A5) and 5(A) = p((A), A). So we have S(A) 5(A) in
C(T,H)asn-oo.
0
If we strengthen hypothesis H() using Theorem 3.1 above, we can have the Vietoris continuity of the multifunction 5: A -Pk (C(T, H) ). The strengthened version of H() that we will need is the following:
:HxA -+i = RU{+oo}isa function such that (i) for every A E A, ( .,A) is proper, convex, lower seinicontinuous (i.e. ,A) E r0(H)), (ii) if An -' A in A, then for every tI> 0 we have (I + jO( . , A n)) -'X (I + pO '( , A)) -'x for every x E H, (iii) ifBçAis compact, then UA E B{X EH: Ix1I2+so(x,A):59}iscompact for every 0>0 and {(zo(A), A): A E B} is bounded.
Theorem 3.2: If hypotheses H(o)', H(F) and H 0 hold, then S:A -Pk(C(T,H))
is Vietoris continuous. H(p)'(iii) ). So we get 11x(i') -x(t) II ^ .M(t' -i)1"2, i.e. 14' is equicontinuous.
Proof: First, note that for any A E A and any compact set C containing xo(A), we have inf {(x,A):x E C) = (,A) for some I E C (Weierstrass theorem). Since O((x, A) -(I,
Furthermore, using once more Theorem 3.6 of Brezis 
Sensitivity analysis in optimal control
In this section, we use the previous theorems to study the variational stability of a class of nonlinear distributed parameter optimal control problems. A)) = f(t, z, z(t, z), A)u(t, z) a.e. z (O, z) = x0(z, A), x(t, 0) = x(t, b) = 0 and I u(t, z)  v(t, z, A) a.e. u( . , )-measurable.
We will need the following hypotheses on the data of (5): z) -f(t, z, x, A) is measurable, (ii) I (t,z,x,A)I :5a B(t,Z)+cB(t,z) 
H(t7)
,1:ZxxA --+ R is an integrand such that Let Q(A) 9 C(T, L2(Z)) be the set of optimal trajectories of (5). 
F(t, x, A) = x, A)U(t, A) € Pk(L2(Z)).
We will now check that F( . ,.) satisfies hypothesis H(F). To this end, let w E H = L2(Z) be given. Then we have 
(with G(t, z, A) = f(t, z, x(z), A)U(t, z, A) and U(t, z, A) = [-v(t, z, A), v(t, z, A)]). But note that because of hypotheses H(f), H(r), it is dear that (t, z) -G(t, z, A) is measurable and so all the transformations
/
1/2 t-+ ( Jd(w(z),G(t,z,A))2dz' , d(w,F(t,x,A)), F(t,x,A).
are measurable. Also note that because of hypothesis H(f) (ii) , if x, y € L2(Z), we have
We will also show that, for every w E L2 (Z), A -, d(w, F(t, x, A) 
Hence At, x,A,ju5 Z (t,x,A)u in L2(Z) and dearly u E U(t,A). Recalling that the norm is weakly lower semicontinuous, we get F(t, z, A5) ).
From (6) and ( (t), A) a.e., z(0) = xo(A). (8) We know (see Theorem 3.1) that, for every A E A, problem (8) above has a nonempty set S(A) ofadmissible trajcctories, which is compact in C(T, L(Z)). Since (•,.) is continuous, we deduce that Q(A) 34 0 for every A E A. x(t)) + F(t,x(t),A) a.e., x(0) = zo(A).
Recall that the normal cone NK(A)(x) to the closed, convex set K(A) Rk at the Point x is defined to be the set NK(A)(z) = OSK(A)(X), where LK(A)(Z) =0 if x E K(A), = + oo otherwise (indicator function of the set K(A)). Also NK(j)(x) = = {v E (v,u) 0 for all U E TK(A)(x)}, with TK(A)(z) being the tangent cone to K(A) at the point z. In fact, problem (11) is equivalent to the following "projected differential inclusion" (see Aubin and Cellina [2] ): proj (F(t,x(t),A);TK(,)(x(t))) a.e., x(0) = zo(A). (12) 
