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ALVIS-CURTIS DUALITY FOR REPRESENTATIONS OF
REDUCTIVE GROUPS WITH FROBENIUS MAPS
JUNBIN DONG
Abstract. We generalize the Alvis-Curtis duality to the abstract represen-
tations of reductive groups with Frobenius maps. Similar to the case of rep-
resentations of finite reductive groups, we show that the Alvis-Curtis duality
of infinite type which we define in this paper also interchanges the irreducible
representations in the principal representation category.
1. Introduction
Let G be a connected reductive group defined over the finite field Fq. Assume
that k is a field which may be different from F¯q. According to the results of Borel
and Tits (see [2]), except the trivial representation, all other irreducible represen-
tations of G are infinite-dimensional when G is semisimple and chark 6= char F¯q.
So it seems difficult to study the abstract representations of G over an arbitrary
field k. Now let Gqa be the set of Fqa-points of G, then G =
⋃
Gqa . Around 2013,
N,Xi provided a new and fundamental method to study the abstract representations
of G over k by taking the direct limit of the finite-dimensional representations of
Gqa and got many interesting results (see [12]). For example, given an irreducible
Gqa -module Mqa for each positive integer a which satisfies Mqa ⊆Mqb as k-vector
spaces when a | b, one has that M =
⋃
Mqa is a simple kG-module. However there
are counterexamples to show that not all simple kG-modules can be obtained in
this way (see Section 4 in [4]).
One important class of irreducible modules of a reductive group (resp. Lie al-
gebra) comes from certain induced modules from an one-dimensional character of
a Borel subgroup (resp. Borel subalgebra). For the rational representations of al-
gebraic groups and, the representations of Lie algebras in the BGG category O, it
was known that all irreducible modules are the simple quotients of Weyl modules
and Verma modules, respectively. Now let B be a Borel subgroup of G and let
T be a maximal torus contained in B, both being defined over Fq. Motivated by
these classical results, we consider the abstract induced module M(θ) = kG⊗kB kθ
in [5], where θ is a character of T which can also be regarded as a kB-module kθ.
All the composition factors of M(θ) are given when chark 6= char F¯q or k = F¯q and
θ is rational. So we have got a series of infinite dimensional simple kG-modules.
However it seems to be impossible to obtain all simple kG-modules.
The Alvis-Curtis duality is a duality operation on the characters of finite re-
ductive groups, introduced and studied by D. Alvis (see [1]) and C.W. Curtis (see
[8]). P. Deligne and G. Lusztig consider this duality on the representations (see [9],
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[10]). The Alvis-Curtis duality interchanges some irreducible representations, for
example, the trivial and Steinberg representations. Thus in this paper we try to
generalize this duality to the abstract representations of a reductive group G. Sim-
ilar to the finite-type case, it also interchanges simple kG-modules in the principal
representation category O(G) (see Theorem 4.2), for example, the trivial module
and the infinite dimensional Steinberg module.
Acknowledgements. The author is grateful to Prof. Nanhua Xi for his constant
encouragement and guidance. The author thanks Prof. Ming Fang and Dr. Xiaoyu
Chen for their useful discussions. The author would also like to thank the referees
for careful reading and helpful comments.
2. Category O(G) and three bases of K0(O(G))
In this section we recall some results in [5] about the composition factors of the
abstract induced module M(θ) = kG⊗kB kθ. Then we introduce the principal rep-
resentation category O(G) and give three bases of K0(O(G)). Firstly we introduce
some notations for convenience. The setting of G,B,T is as before. We denote
by Φ = Φ(G;T) the corresponding root system, and by Φ+ (resp. Φ−) the set
of positive (resp. negative) roots determined by B. Let W = NG(T)/T be the
corresponding Weyl group. We denote by ∆ = {αi | i ∈ I} the set of simple roots
and by S = {si | i ∈ I} the corresponding simple reflections inW . For each w ∈W ,
let w˙ be one representative in NG(T). We denote by U = Ru(B) the (F -stable)
unipotent radical of B and for any w ∈ W , let Uw (resp. U
′
w) be the subgroup
of U generated by all Uα (the root subgroup of α ∈ Φ
+) with wα ∈ Φ− (resp.
wα ∈ Φ+). The multiplication map Uw ×U
′
w → U is a bijection (see [3]). For any
subgroup H of G defined over Fq and any power q
a of q, denote by Hqa the set of
Fqa-points of H. Then we have H =
⋃∞
a=1Hqa .
From now on we assume that k is an algebraically closed field which satisfies
k = F¯q if chark = char F¯q. All representations we consider are over k. Let T̂ be
the set of characters of T when chark 6= char F¯q and let it be the set of rational
characters when k = F¯q. Then the Weyl group W acts naturally on T̂ by
(w · θ)(t) := θw(t) = θ(w˙−1tw˙)
for any θ ∈ T̂. We write x1θ := x⊗1θ ∈ M(θ), where 1θ is a nonzero element in kθ.
Then it is easy to see thatM(θ) =
∑
w∈W kUw−1w˙1θ by the Bruhat decomposition
and moreover, {uw˙1θ | w ∈W,u ∈ Uw−1} is a basis of M(θ).
For each i ∈ I, let Gi be the subgroup of G generated by Uαi ,U−αi and we set
Ti = T ∩Gi. For θ ∈ T̂, define the subset I(θ) of I by
I(θ) = {i ∈ I | θ|Ti is trivial}.
For J ⊂ I(θ), let GJ be the subgroup of G generated by Gi, i ∈ J . We choose a
representative w˙ ∈ GJ for each w ∈ WJ . Thus the element w1θ := w˙1θ (w ∈ WJ )
is well defined. For J ⊂ I(θ), we set
η(θ)J =
∑
w∈WJ
(−1)ℓ(w)w1θ,
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and let ∆(θ)J =
∑
w∈W
kUw˙η(θ)J ,which is a submodule of M(θ). For any J ⊂ I(θ),
we define
E(θ)J = ∆(θ)J/∆(θ)
′
J ,
where ∆(θ)′J is the sum of all ∆(θ)K with J ( K ⊂ I(θ). The following theorem
(see [5]) gives all the composition factors of M(θ) explicitly.
Theorem 2.1. Let θ ∈ T̂. Then all the kG-modules E(θ)J (J ⊂ I(θ)) are irre-
ducible and pairwise non-isomorphic. In particular, M(θ) has exactly 2|I(θ)| com-
position factors each of multiplicity one.
Now we introduce the principal representation category O(G). It is the full
subcategory of kG-Mod such that any object M in O(G) is of finite length and its
composition factors are E(θ)J for some θ ∈ T̂ and J ⊂ I(θ). Denote by K0(O(G))
the Grothendieck group of O(G). It is obvious that {[E(θ)J ] | θ ∈ T̂, J ⊂ I(θ)} is
a basis of K0(O(G)).
The irreducible kG-module E(θ)J can also be realized by parabolic induction.
Now let PJ = 〈T,Uα | α ∈ Φ
+ ∪ ΦJ 〉 be the standard parabolic group containing
B. We have the Levi decomposition PJ = UJ ⋊ LJ , where
UJ :=
∏
α∈Φ+\ΦJ
Uα LJ := 〈T,Uα | α ∈ ΦJ〉.
Let θ ∈ T̂ and K ⊂ I(θ). Because θ|Ti is trivial for all i ∈ K, it induces a character
(still denoted by θ) of T = T/[LK ,LK ]∩T. Therefore, θ is regarded as a character
of LK by the homomorphism LK → T (with the kernel [LK ,LK ]), and hence as
a character of PK by letting UK acts trivially. Set M(θ,K) := kG ⊗kPK θ. Let
1θ,K be a nonzero element in the one-dimensional module kθ associated to θ. We
abbreviate x1θ,K := x⊗ 1θ,K ∈M(θ,K) as before.
Now set R(w) = {i ∈ I | wsi < w} and ZK = {w ∈ W | R(w) ⊂ I\K}. Then
by the same argument of [6, Lemma 6.2], we have
M(θ,K) =
∑
w∈ZK
kUw−1w˙1θ,K
and {uw˙1θ,K | w ∈ ZK , u ∈ Uw−1} is a basis of M(θ,K). Therefore M(θ,K) is a
indecomposable kG-module. Indeed, we use the basis of M(θ,K) to consider the
endomorphism algebra of M(θ,K) and have
EndG(M(θ,K)) ∼= HomPK (kθ,M(θ,K))
∼= k
which implies that M(θ,K) is indecomposable.
Using the same proof as [6, Theorem 6.3] and [4, Corollary 3.8], we have the
following proposition.
Proposition 2.2. For K ⊂ I(θ), M(θ,K) ∼=M(θ)
/∑
s∈K
∆(θ){s}. All composition
factors of M(θ,K) are E(θ)J with J ⊂ I(θ)\K.
For J ⊂ I(θ), set J ′ = I(θ)\J and ∇(θ)J =M(θ, J
′) = kG⊗kPJ′ kθ. Let E(θ)
′
J
be the submodule of ∇(θ)J generated by
D(θ)J :=
∑
w∈WJ
(−1)ℓ(w)w˙1θ,J′ ,
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Thus we see that E(θ)′J is isomorphic to E(θ)J as kG-modules by [5, Proposition
1.9]. Therefore E(θ)J can be regarded as the scole of ∇(θ)J .
Given a finite set X , a matrix (TK,L) indexed by subsets of X will be said to be
strictly upper triangular (resp. strictly lower triangular) if TK,L = 0 unless K ⊂ L
(resp. K ⊃ L), and strictly upper unitriangular (resp. strictly lower unitriangular)
if also TK,K = 1 for all K ⊂ X .
For a fixed θ ∈ T̂ and J ⊂ I(θ), by Theorem 2.1 we have [∆(θ)J ] =
∑
J⊂K [E(θ)K ].
So for such θ ∈ T̂, the transition matrix (AK,L) indexed by subsets of I(θ) from
{[E(θ)J ] | J ⊂ I(θ)} to {[∆(θ)J ] | J ⊂ I(θ)} is strictly upper unitriangular. Ex-
plicitly, the transition matrix (AK,L) is
AK,L =
{
1 if K ⊂ L,
0 otherwise.
Let (BK,L) be the inverse matrix of (AK,L). Then (BK,L) is the transition matrix
from {[∆(θ)J ] | J ⊂ I(θ)} to {[E(θ)J ] | J ⊂ I(θ)} which is also strictly upper
unitriangular. Moreover the matrix (BK,L) is
BK,L =
{
(−1)|L|−|K| if K ⊂ L,
0 otherwise.
On the other hand, we have [∇(θ)J ] =
∑
K⊂J [E(θ)K ]. So the transition matrix
(CK,L) from {[E(θ)J ] | J ⊂ I(θ)} to {[∇(θ)J ] | J ⊂ I(θ)} is
CK,L =
{
1 if K ⊃ L,
0 otherwise,
which is strictly lower unitriangular. Let (DK,L) be the inverse matrix of (CK,L).
Then
DK,L =
{
(−1)|K|−|L| if K ⊃ L,
0 otherwise,
which is also strictly lower unitriangular. Thus the following proposition is proved.
Proposition 2.3. (1) One has that {[E(θ)J ] | θ ∈ T̂, J ⊂ I(θ)}, {[∆(θ)J ] | θ ∈
T̂, J ⊂ I(θ)} and {[∇(θ)J ] | θ ∈ T̂, J ⊂ I(θ)} are three bases of K0(O(G)).
(2) For a fixed character θ ∈ T̂, the transition matrices between {[E(θ)J ] | J ⊂ I(θ)}
and {[∆(θ)J ] | J ⊂ I(θ)} are given by (AK,L) and (BK,L).
(3) For a fixed character θ ∈ T̂, the transition matrices between {[E(θ)J ] | J ⊂ I(θ)}
and {[∇(θ)J ] | J ⊂ I(θ)} are given by (CK,L) and (DK,L).
3. Harish-Chandra Induction and Restriction
In this section, we firstly generalize the Harish-Chandra induction and restriction
to the representations of infinite reductive groups. Then we show that these two
functors are well defined on the principal representation category. As before G is a
connected reductive group defined over Fq. Let P be a parabolic subgroup and let
L a Levi subgroup with Levi decomposition P = LV. By convention, k[G/V] is
the k-vector space with basis G/V on which G (resp. L) acts by left (resp. right)
translations on the basis vectors. This is well defined as L normalizes V and then
k[G/V] is a (kG, kL)-bimodule. Similarly, k[V\G] with the action of G (resp. L)
given by right (resp. left) translations is a (kL, kG)-bimodule.
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We define the Harish-Chandra induction:
R
G
L⊂P : kL-Mod −→ kG-Mod N −→ k[G/V]⊗kL N
and the Harish-Chandra restriction:
∗
R
G
L⊂P : kG-Mod −→ kL-Mod M −→ k[V\G]⊗kG M.
This construction is formally an extension of the ordinary Harish-Chandra induction
and restriction of finite groups with BN-pairs.
Proposition 3.1. The functors RG
L⊂P and
∗RG
L⊂P are exact.
Proof. The restriction functor ∗RG
L⊂P is obviously exact. The induction functor
R
G
L⊂P, it is the same as the functor kG⊗kP k[P/V]⊗kL −. Since k[P/V]
∼= kL as
right kL-modules and kG is a free kP-module, we see that kG⊗kP k[P/V]⊗kL −
is exact.

Remark 3.2. In the case of finite reductive groups, the Harish-Chandra restriction
is right adjoint and also left adjoint to the Harish-Chandra induction when chark 6=
char F¯q. However this is not true in general for R
G
L⊂P and
∗RG
L⊂P in the case of
infinite reductive groups. For example, we take G = SL2(F¯q), then
HomG(M(tr),R
G
T⊂B tr) ≇ HomT(M(tr), tr).
Indeed we have
HomG(M(tr),R
G
T⊂B tr) = EndG(M(tr))
∼= HomB(tr,M(tr)) ∼= k.
However as kG -module, M(tr) has two composition factors: the infinite Steinberg
module St and the trivial module ktr. However, as kT-module, each one has a
simple quotient of trivial module, so we see that dimkHomT(M(tr), tr) ≥ 2.
For J ⊂ I, there is a standard parabolic subgroup PJ with Levi decomposition
PJ = UJ ⋊ LJ . Then we simply denote Harish-Chandra induction by R
J :=
RG
LJ⊂PJ
and Harish-Chandra restriction by RJ :=
∗RG
LJ⊂PJ
. With this notation,
the induced module M(θ) is just R∅(kθ) when J is empty.
Similar to the construction of O(G), we introduce the principal representation
category O(LJ ) of LJ . Let MJ (θ) = Ind
kLJ
kBJ
kθ be the standard induced module of
LJ , where BJ = UwJ ⋊T is a Borel subgroup of LJ . Set J(θ) = J ∩ I(θ) and for
K ⊂ J(θ), set
MJ(θ)K =
∑
w∈WJ
kUwJ w˙η(θ)K ,
which is a submodule of MJ (θ). For any K ⊂ J(θ), we define
EJ (θ)K =MJ (θ)K/MJ(θ)
′
K ,
where MJ(θ)
′
K is the sum of all MJ (θ)K with J ( K ⊂ J(θ). Analogous to
the proof of Theorem 2.1(see [5]), EJ (θ)K is also irreducible and pairwise non-
isomorphic. Let O(LJ ) be the full subcategory of kLJ -modules containing objects
whose subquotients are EJ(θ)K .
Now for J,K ⊂ I, let {w1, w2, · · · , wm} be a complete set of the representatives
(with minimal length) of (WJ ,WK)-double cosets in W . We set Lj = J ∩ wj(K).
Then we have the following lemma.
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Lemma 3.3. Assume that K ⊂ I(θ). Then
RJ(∆(θ)K) ∼=
m⊕
j=1
MJ(θ
wj )Lj
as kLJ -module.
Proof. Since ∆(θ)K =
∑
w∈XK
kUw˙η(θ)K , where
XK = {x ∈ W | x has minimal length in xWK},
we have
RJ (∆(θ)K) = k[UJ\G]⊗kG ∆(θ)K
∼=
m⊕
j=1
kLJ (UJ ⊗ wjη(θ)K),
where kLJ(UJ ⊗ wjη(θ)K) =: Λj is the kLJ -module generated by the element
UJ ⊗ wjη(θ)K .
By the setting of wj and Lj = J ∩ wj(K), we have WLj = WJ ∩
wjWK and
Φ+Lj = Φ
+
J ∩wj(Φ
+
K) by Theorem 2.6 in [7]. So it is not difficult to verify that
f : MJ (θ
wj )Lj −→ Λj , η(θ
wj )Lj −→ UJ ⊗ wjη(θ)K
is a kLJ -module homomorphism. Moreover it is also an isomorphism which com-
pletes the proof. 
On the other hand we consider RJ(MJ (θ)K) and the following lemma is easy to
check.
Lemma 3.4. For J ⊂ I and K ⊂ J(θ), one has
R
J (MJ (θ)K) ∼= ∆(θ)K
as kG-modules.
Proof. Both modules on left- and right-hand sides can be regarded as kG-modules
generated by the element η(θ)K . 
In particular, using Lemma 3.3 and Lemma 3.4, we get
R
J(MJ (θ)) ∼=M(θ)
as kG-modules and
RJ(M(θ)) = k[UJ\G]⊗kGM(θ) ∼=
k⊕
j=1
MJ (θ
vj )
as kLJ -module, where {v1, v2, · · · , vk} is a complete set of the representatives (with
minimal length) of the right cosets of WJ in W . Since R
J and RJ are both exact
functors, we see that
R
J : O(LJ ) −→ O(G) and RJ : O(G) −→ O(LJ ).
are two well-defined functors.
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4. Alvis-Curits Duality
By the results in the last section,
R
J : O(LJ ) −→ O(G) and RJ : O(G) −→ O(LJ ).
are exact functors. Thus we can define them on the Grothendieck group with the
same notation by
R
J : K0(O(LJ )) −→ K0(O(G)), [N ] −→ [R
JN ],
RJ : K0(O(G)) −→ K0(O(LJ )), [M ] −→ [RJM ].
The ordinary Alvis-Curits duality is a duality operation on the characters of
finite reductive groups; see [11] for more details. Analogously we can define DG :
K0(O(G)) −→ K0(O(G)) by
DG =
∑
J⊂I
(−1)|J| RJ RJ
and call DG the Alvis-Curits duality of infinite type on O(G). In the following we
try to understand how DG operates on the elements in K0(O(G)) and then we will
show that DG is really a duality.
By Proposition 2.3, {[∆(θ)K ] | θ ∈ T̂,K ⊂ I(θ)} is a basis of K0(O(G)), so
we need to consider DG([∆(θ)K ]) for a fixed θ ∈ T̂ and K ⊂ I(θ). For each
J ⊂ I, denote by DJ a complete set of the representatives (with minimal length) of
(WJ ,WK)-double cosets in W . For each
Jwj ∈ DJ , set
JLj = J ∩
Jwj(K). Then
using Lemma 3.3 and Lemma 3.4, we have
R
J
RJ(∆(θ)K) ∼=
⊕
Jwj∈DJ
∆(θ
Jwj )JLj .
Therefore we see that
DG([∆(θ)K ]) =
∑
J⊂I
(−1)|J|
∑
Jwj∈DJ
[∆(θ
Jwj )JLj ].
For w ∈ W , we set H (w) = {i ∈ I | siw > w}. So the previous formula can also
be written as
DG([∆(θ)K ]) =
∑
w∈XK
∑
J⊂H (w)
(−1)|J|[∆(θw)J∩w(K)],
where XK = {x ∈ W | x has minimal length in xWK} as before.
We claim that w(K) ⊆ H (w) for w ∈ XK . Indeed, assume j ∈ w(K), then
there exists i ∈ K such that w(αi) = αj which implies wsi > w. On the other
hand, sjw(αi) = −αj , and thus sjwsi < sjw. Therefore we have wsi = sjw > w
and w(K) ⊆ H (w). Moreover w(K) = H (w) if and only if w = w0wK .
It is easy to check that when w(K) ( H (w), then∑
J⊂H (w)
(−1)|J|[∆(θw)J∩w(K)] = 0.
We set σ(K) = H (w0wK) for K ⊂ I(θ). Then
σ(K) = {i ∈ I | si = w0sjw0 for some j ∈ K}
which is a subset of σ(I(θ)) = I(θw0). Noting that θw0 = θw0wK for K ⊂ I(θ), we
have proved the following lemma.
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Lemma 4.1. For θ ∈ T̂ and K ⊂ I(θ), we have
DG([∆(θ)K ]) =
∑
J⊂σ(K)
(−1)|J|[∆(θw0)J ].
If we set θ trivial and K = I, we see that ∆(tr)I = St, where St is the infinite
dimensional Steinberg module (see [13]). By Lemma 4.1, we have
DG([St]) =
∑
J⊂I
(−1)|J|[∆(tr)J ].
The right-hand side of the previous equation is just [ktr] by Proposition 2.3. Thus
DG([St]) = [ktr]. It suggests us to consider the formula of DG[E(θ)J ] for each
J ⊂ I(θ).
Recall the notation
σ(K) = {i ∈ I | si = w0sjw0 for some j ∈ K}
for a subset K of I. Now for a fixed θ ∈ T̂, we introduce a function Dθ from the
set of subsets of I(θ) to the set of subsets of I(θw0) . For J ⊂ I(θ), we set
Dθ(J) = σ(I(θ))\σ(J) = I(θ
w0 )\σ(J).
Then it is easy to check that Dθw0 (Dθ(J)) = J with J ⊂ I(θ).
Theorem 4.2. For θ ∈ T̂ and J ⊂ I(θ), we have
DG([E(θ)J ]) = [E(θ
w0 )Dθ(J)].
Proof. We calculate it directly. By Proposition 2.3, we have
DG([E(θ)J ]) =
∑
J⊂K⊂I(θ)
(−1)|K|−|J|DG([∆(θ)K ])
Using Lemma 4.1, the above formula is equal to∑
J⊂K⊂I(θ)
(−1)|K|−|J|
∑
L⊂σ(K)
(−1)|L|[∆(θw0)L],
which is also equal to∑
L⊂σ(I(θ))
(−1)|L|−|J|(
∑
σ(K)⊃L∪σ(J)
(−1)|K|)[∆(θw0)L].
When σ(I(θ)) = I(θw0) ) L ∪ σ(J), we have∑
σ(K)⊃L∪σ(J)
(−1)|K| = 0.
When I(θw0) = L∪σ(J) which implies that L ⊃ I(θw0)\σ(J) = Dθ(J), thus in this
case we have ∑
σ(K)⊃L∪σ(J)
(−1)|K| = (−1)|I(θ
w0)|.
Therefore we get
DG([E(θ)J ]) =
∑
Dθ(J)⊂L⊂I(θw0)
(−1)|L|−|J|+|I(θ
w0)|[∆(θw0)L]
=
∑
Dθ(J)⊂L⊂I(θw0)
(−1)|L|−|Dθ(J)|[∆(θw0)L] = [E(θ
w0)Dθ(J)]
by Proposition 2.3. The theorem is proved. 
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Since {[E(θ)J ] | θ ∈ T̂, J ⊂ I(θ)} is a basis of K0(O(G)), we get the following
corollary by Theorem 4.2.
Corollary 4.3. DG ◦ DG is the identity functor on K0(O(G)). So DG is called
the Alvis-Curits duality of infinite type.
Corollary 4.4. For θ ∈ T̂ and J ⊂ I(θ), we have
DG([∆(θ)J ]) = [∇(θ
w0 )Dθ(J)].
Proof. By Proposition 2.3 and Theorem 4.2, we have
DG([∆(θ)J ]) =
∑
K⊃J
DG([E(θ)K ]) =
∑
K⊃J
[E(θw0)Dθ(K)]
Note that Dθ(K) ⊂ Dθ(J) if and only if K ⊃ J . Thus we have
DG([∆(θ)J ]) =
∑
Dθ(K)⊂Dθ(J)
[E(θw0)Dθ(K)] = [∇(θ
w0)Dθ(J)]
also by Proposition 2.3. 
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