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A method is presented for determining the dynamics of a system so that it will 
have prescribed hypersurfaces as limit sets with preassigned stability properties. 
This method is applicable not only to the synthesis of systems, but also to the 
analysis of nonlinear systems. This is equivalent to determining the approximate 
analytical solutions for multiple limit sets, or the boundary of the domain of attrac- 
tion Examples which verify this method are included. d 1985 Academic Press, Inc. 
1 .INTROD~CTION 
In this paper a method is presented for determining the dynamics of a 
system so that the resulting system behaves in a manner that is “satisfac- 
tory” to its designer. This method consists of finding the system equations 
which have given surfaces as limit sets with prescribed stability properties. 
It depends on the signature of the inner product between the velocity vec- 
tor of the system and the vector that is normal to the hypersurfaces, and is 
of the same form as the methods that are based on the Lyapunov 
approach, [ 11. 
If only one hypersurface is given, this method is believed to have a num- 
ber of practical applications. These include the development of electronic 
function generators of high precision, the determination of stability 
domains, etc. For the two-dimensional case, the hypersurface coincides 
with the limit cycle. There are many papers which deal with the second- 
order systems with a limit cycle [2-51. Multiple limit cycles may also occur 
in some instances and some effort has been made to develop approximate 
analytical solutions for such cases [6]. 
The method described here can be applied, following suitable 
* On leave from Tottori University, Koyama, Tottori. Japan during 1981-1983. 
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modifications, to the analysis of nonlinear systems giving the approximate 
analytical solutions for multiple limit surfaces in state space. Examples are 
included which show that this method is effective. 
2. NOTATIONS AND DEFINITIONS 
Consider an (n - 1) dimensional hypersurface 
V(x) = c* (1) 
given in an n-dimensional state space R” under the condition that the 
hypersurfaces 
V(x) = c, O-CC-CC* (2a) 
are enclosed convex shells,’ not necessarily concentric, which shrink to the 
origin as c tends to zero. Let us adopt the following notations. 
SC = {x 1 V(x) = c} is a hypersurface, 
N,(Sc)= 1x1 11x-s II c < E > is an E - neighborhood of SC,’ 
K(Sc)= {xl V(x)>c}nN,(S c ) is a exterior of SC in N,(G), and 
N:(Xc) = (x 1 V(x) < c} n N,(Sc) is an interior of SC in N,(Sc). 
The class of systems treated here consists of dynamical systems which 
can be described by ordinary differential equations of the form 
,-i =f(x), f(O)=0 (2b) 
where x is the state of the system, and the solution x(t), the time history of 
x, is called the trajectory. Since the focus is put on the trajectory which 
passes through a specified region the words that the trajectory starts in a 
given region is used in the following definitions. 
DEFINITION 1. For a given system, the set SC is stable from the exterior 
(or interior) if, for any A$‘( SC) (or NE( SC)) E > 0, included in some N&SC), 
there exists a AQSc) (or Nd(Sc) such that any trajectory of a given system 
started in A$(,%) (or Ni(Sc)) remains in ~(Sc)uS,(or NE(Sc)u S,) ever 
after. 
’ This means that, if 0 <cl < c2 < c*, then V(x) = c, is enclosed by V(x) = Cz. 
ZIlx-S,II=inf{Ilx-yll,y~S,},where I(.(1 isanormon R”. 
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DEFINITION 2. For a given system, the set SC is asymptotically stable, 
from the exterior (or interior) if it is stable and any trajectory which starts 
in I (or Ni( SC)) converges to SC as t tends to infinity. 
DEFINITION 3. For a given system, the set S, is unstable from the 
exterior (or interior) if it is not stable from the exterior (or interior). 
Limit sets of the form (1) treated in this paper are intended to be isolated 
invariant subsets, which means the trajectory is defined and in this subset 
the local stability of limit sets as defined above for all t (forward and 
backward in time). Thus, if the initial state of the system is in this subset, 
these limit sets are classified as follows. 
DEFINITION 4. For a given system, shown in Fig. 1, a subset SC is: 
(i) An asymptotically stable limit set (ASLS) if it is asymptotically 
stable from the exterior and interior. 
interi!. A 
n unstable limit set (USLS) if its unstable from the exterior and 
(iii) An asymptotically semi-stable limit set (ASSLS) if it is 
asymptotically stable from the exterior, but unstable from the interior. 
(iv) A semi-unstable limit set (SUSLS) if it is unstable from the 
exterior, but asymptotically stable from the interior. 
Limit cycle 
3 0 
(i) ASLS (ii) USLS 
t3 0 
(iii) ASSLS (iv) SUSLS 
FIG. 1. Classification of limit sets, Definition 4. 
52 YAMAMOTO,GUPTA, AND NIKIFORUK 
It should be noted that there are many other stability situations for a 
general class of dynamic systems other than those that are considered here. 
In this paper only the four situations as described in Definition 4 and por- 
trayed in Fig. 1 are considered. 
3. SYNTHESIS OF NONLINEAR SYSTEMS 
In the following discussion, differential equations are derived for a 
system which has limit surfaces with the prescribed stability properties 
given in Definition 4. 
Consider a differential equation 
1= Kgrad l’(x) + h( V(x)) g(x) (3) 
where x and g are n-dimensional vector functions, h is a scalar function and 
K is an n x n alternate matrix (KT= -K) which can be a function of x. At 
any point x on the hypersurface (2), the inner product3 of the normal vec- 
tor for (2) and velocity vector (3) is 
(grad V(x), i) = NVx))(grad v(x), g(x)). (4) 
The positive (or negative) sign of the inner product (4) shows that the tra- 
jectory of (3) in the vicinity of x crosses the hypersurface (2) from the 
interior to the exterior (or from the exterior to the interior). Now assume 
that g(x) is chosen such that g(o) = 0, and (grad V(x), g(x)) 2 0, where the 
latter equality is not identically held along any solution except along the 
trajectory on the invariant set S, defined below. Then the sign of the inner 
product (4) is determined by the sign of h( V(x)). 
Case [A] 
One prescribed limit surface is given by (1). 
(A - 1): h( V(x)) = V(x)- c*. In this case, the sign of h( V(x)) is 
negative, zero, or positive according to whether the vector x is in the 
interior, on, or in the exterior of the hypersurface SC*. Any trajectory 
starting in the vicinity of hypersurface (1 ), excluding on the hypersurface 
itself, departs from the hypersurface SC*. This means that SC* is an 
unstable limit set. This fact can be proved in another way as follows: 
‘The inner product of two vectors x, y, in R" is denoted by (x,y) and defined by: 
(x, Y) = Z’=, XJ,, where x,, Y, are elements of vectors x and y, respectively. 
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If the function F(x) = (V(x) - c*)’ is taken into consideration, then the 
time derivative of F(x) along any trajectories in the vicinity of the set S,. is 
P= 2( V(x) - c*)(grad V(x), x) = 2( V(x) - c*)2(grad V(x), g(x)) > 0 (5) 
where equality is only the case for the state on the S,... This fact shows that 
the set S,., is unstable and a limit set backward in time [S]. 
(A - 2): h( V(x)) = -(V(x) - c*). The directions of the trajectories are 
just opposite to those of (A - 1) and SC* is an asymptotically stable limit 
set. 
(A-3):h(V(x))=(I’(x)-c*)~. A consideration similar to the above 
shows that SC* is SUSLS. 
(A - 4): h( V(x)) = -(V’(x) - c*)‘. In this case SC* is ASSLS. 
Case [B ] 
Two prescribed limit surfaces are given by 
SC,: V(x)=c,, and sc2: V(x) = c2, 
0 < c, < c2 = c*. (6) 
Let us define 
h(~(x))=(-l)P(V(x)-cCl)~‘(V(x)-c2)~~, 
d,, d, = 1, 2; p=d-1,d; d=d, +d,. 
Then the following are derived by taking, respectively, the signs of (4) into 
consideration: 
(B- 1): p=d- 1, d, = 1, d,= 1; S,.,: USLS; SC>: ASLS. 
(B - 2): p=d- 1, d, = 1, d, = 2; S,.,: USLS; S,.,: SUSLS. 
(B - 3): p=d- 1, d, = 2, d, = 1; S,.,: ASSLS; S,.,: USLS. 
(B -4): p= d- 1, d, =2, d, = 2; S,,,: ASSLS; S,,: ASSLS. 
(B-5): p=d, d, = 1, d, = 1; S,.,: ASLS; SrZ: USLS. 
(B-6): p=d, d, = 1, d2=2; S,,: ASLS; SCz: ASSLS. 
(B-7): p=d, d, = 2, d, = 1; S,.,: SUSLS; SC*: ASLS. 
(B-8): p=d, d, = 2, d, = 2; S,.,: SUSLS; S,.,: SUSLS. 
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Case [C] 
It is easily seen from [A] and [B], that this method can be generalized 
to the case where the m prerequisite limit surfaces are given by 
JQ)=c,, i = 1, 2 ,..., m, 
0 < Cl < c2 < .” cc, = CT*. (7) 
In this case, h( V(x)) can be chosen to satisfy the required stability proper- 
ties as follows: 
h(V(x))= ( -l)“(V(x)-c,)d~(V(X)-c*)~~~~(V(x)-cc,)~~, 
d,=1,2;i=l,2 ,..., m;p=d-l,d;d= f d;. (8) 
i= I 
When p = (d- l), the origin is asymptotically stable4 and the hypersurface 
S,, corresponds to the boundary of the domain of attraction. The origin is 
unstable if p = d. If d, = 1, the corresponding surface S, is ASLS, or USLS, 
where dj = 2, S, is ASSLS or SUSLS. The selection of one of these two 
conditions is determined from the exterior local stability of one more 
interior hypersurface. In fact, if the jth hypersurface is asymptotically stable 
(or unstable) from the exterior, then the (j+ 1)-th hypersurface must be 
unstable (or asymptotically stable) from the interior. It is found from this 
that there are 2”+ ’ patterns for a system with m prescribed hypersurfaces. 
This is confirmed in Case [A] for m = 1, and in Case [B] for m = 2. This 
general Case [C] is a straight extension of the Cases [A] and [B], and the 
proof is omitted here, since it is tedious but the justification of the Eq. (8) is 
almost trivial. 
4. EXAMPLES 
EXAMPLE 1. Let us consider a dynamical system which is to have the 
half space defined by x, > -0.5 in three-dimensional space as a domain of 
attraction which means the origin is an asymptotically stable equilibrium 
point. The surface defined by 
{xl-c/(l-c)}~+x;+x~=c/(l-c)~ (9) 
4 If V(x) is assumed as a Lyapunov function candidate for the local stability in the region 
{xl V(x)<c,} then the time derivative of V(x) gives p(x)=h( V(x)) (grad V(x), g(x))<0 
except at the origin since the signature of h( V(x)) is negative when p = d - 1. 
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is a closed convex sphere, 0 <c < 1, and degenerates to the origin as c 
tends to zero. This equation is changed to the equivalent one, 
V(x) = (xf + x; + xi)/{ (x, + 112 + x: + x:> = c. 
This corresponds to (2), and c* = 1 
grad V(x) = [2/(x, + l)* + xz + xi}‘] 
x:+x,-x:-x: 
x2(2x, + 1) 
x3(2x, + 1) 1 . (11) 
(10) 
Since the vector g(x) = (g,(x), g*(x), g3(x))T has to satisfy the condition 
(5) 
.&(x)(x: + XI - 4 - 4, + g*(x) x2(2x, + 1) 
+ g3(X) X,(2X, + 1) > 0, (12) 
many possibilities exist for g(x) and, as an example, let us select 
g,(x) =g,(x) = 0, g, =x3(2x, + l)((x, + l)* + xg +x:). Similarly, K may be 
selected from the many candidates as follows: 
K= {(x,+ l)*+x;+x:}*/2 L 0 1 1 -1 0 1 I . (13) 
-1 -1 0 
It follows, therefore, that one of the dynamical systems having a plane 
x, = -0.5 as a stability boundary is given by 
i, = (2x, + 1)(x, +x3), 
~*=x3(2x,+1)-(x~+x,-x;-x~), (14) 
f,=-x2(2x,+1)-(x:+x,-x;-x:)-x,(2x,+1)*. 
EXAMPLE 2. Consider the equation 
x:+(10-c)xi=c (15) 
which represents a circle for c = 9, an ellipse for 0 < c < 9 and an origin for 
c = 0. This is equivalent to 
V(x) - c = (xf + 10x:)/( 1 + x;, - c = 0. (16) 
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The differential equations for c1 = 5 and c2 = 9 as USLS and ASLS, are 
derived respectively as follows; Here, k is a (1,2) element of K 
ii-, = -(V(x) - cl) ( V(x) - c2) g,(x) + 2kx,( 10 - x;)/( 1 + x;)*, 
ii-, = - ( l’(x) - cl)( V(x) - c2) g*(x) - 2kx,/( 1 + x:). (17) 
Further, if k = (1 + xg)‘, g,(x) = x,( 1 + xz)‘, g2(x) = x2( 1 + xz)’ are chosen, 
where g, and g, are determined to satisfy (5), then 
i,= -(x:+5,;- 5)(x: + x: - 9) Xl + 2x,( 10 - x:,, 
i*= -(x:+5x:- 5)(x:+x;-9)x2-2x,(1+x;). (18) 
This is one of the systems which satisfy the required conditions. 
5. ANALYSIS OF NONLINEAR SYSTEMS 
In this section, an equation is derived so as to obtain successively the 
limit surfaces of a given system. Consider an n-dimensional autonomous 
system given by 
1 =f(x), f (0) = 0. (19) 
It is assumed that the local stability of the origin is obtained from its 
linearized equation. Assume, further, that the (k - 1) - th hypersurface and 
other hypersurfaces included in (k - 1)-th one, have been obtained and are 
given by 
V(x) - ci = 0, i = 1, 2 ,,.., (k - l), 
(20) 
Cl -cc*< ..’ -CC& ,. 
To obtain the kth hypersurface, let 
V(x) - cl& = 0. (21) 
According to the results of Section 3, the system of the form 
x=Kgrad V(x)+(-l)p fi (V(x)-ci)“g(x) (22) 
can be a candidate for the system which has hypersurfaces (20) and (21), 
where p = d - 1 if the origin is asymptotically stable, and p = d if it is 
unstable. In Eq. (22), the parameters are undetermined since the function 
(21) is unknown in this stage. If one can find the solution (21) which 
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makes Eqs. (19) and (22) equivalent, it can be said that Eq. (21) is a limit 
surface of the system (19). One way of making the right hand side of (22) 
coincide with that of (19) is to choose g(x) as follows: 
g(x)= {f(x)-Kgrad V(x)}/ 
i 
(-1)” fi (V(X)-C~)~’ 
I= 1 I 
. (23) 
Notice that Eq. (23) is undefined on S,, but the second term of the right 
hand side of Eq. (22) is well defined. Since this function has to satisfy con- 
dition (5) it follows that 
i 
grad V(x),f(x)fl{(-1)” fi (Vx)-c,Y” >O (24) 
i=l 
which is equivalent to 
(- 1 )J’ i (V(x) - ci)4(grad V(x),f(x)) > 0 (25) 
i=l 
for almost all x, where V(x) < ck+ , is valid,5 except for the value x for 
which V(x) - ci = 0, i = 1, 2,..., k. If the domain of x is restricted to 
C&l< Vx)<c,+, (26) 
then in this domain 
V(x) - c, > 0, i = 1, 2 ,..., k - 1, (27) 
and condition (25) becomes 
(- 1 Y’( v(x) - ck) %wd Vx),f(x)) > 0 (28) 
for all x such that ~~-~<V(x)<c~+,, k=l,2,...,m (cO=O, c,+~=co), 
p = (d- 1) or d according to the stability of the origin, d = CF=, d, 
This result (28) agrees with our geometrical intuition. Details of how to 
use this result are examined in the following example. 
EXAMPLE 3. Consider a dynamical system given by 
.a?,= -x1+&(X?- 10x:+9)x,, & > 0, (29) 
whose linearized equation shows that the origin in unstable. It is assumed 
that this system has two limit cycles and our problem is to try to obtain 
5 In this stage, ck and clr +, are unknown. 
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their approximate analytical expressions. For this purpose let us assume 
that the limit cycles can be expressed as the single-valued functions 
x2 = WI) (30) 
for the upper half plane (x2 > 0), and 
x2 = -E(x,) (31) 
for the lower half (x2 < 0) of x1 -x2 plane. In this case the limit cycles can 
be expressed by 
which becomes 
(X2--D(XI))(XZ+E(xl))=O (32) 
x: + 2&x,) x2 + B(x,)) -c =o, (33) 
where 
24x1) = m, - Nx,), 
B(x,) - c = -D(x,) E(x,). 
Therefore, it is assumed that 
v(x)-ci=x;+2A(x,)x,+B(x,)-ci=0, O<c, <c2, i= 1,2.(34) 
Case (A) 
The region considered here is for the case where x is restricted to 
From (28) 
o=c,< I/(x)-cc,. (35) 
( - l)d’( V(x) - c,)dl(grad V(x),f(x)) > 0. 
This has a solution for d, = 1, so 
(X:+2~(x1)x2+~(x*)--c,){2C~‘(.~,) 
+ E(Xf - 10x: - 9)] x; + [B’(x,) - 2x, 
+ 2&4(x,)(x’: - 10x: + 9)] x2 - 24X,) XI} < o.6 
(36) 
(37) 
Many methods can be used to solve Eq. (37). In the method used here, 
6 A’(x,) indicates the derivative of A with respect to x,. 
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the solution results in an approximate limit cycle which is completely 
enveloped by the real limit cycle as shown in Fig. 2. For x such that 
x:+2A(x,)x,+B(x,)-c, <o (38) 
the inequality 
2[A’(x,) + E(X; - 10x: + 9)] x: + [B’(x,) 
-2x,+2&A(x,)(x’:-10x~+9)]x,-2A(x,)x,>O (39) 
should be solved for A, B, and c,. Now putting 
A’(x,) = - E(X; - 10x: + 9), 
B’(x,) =2x, - 2d(x,)(x’: - 10x; + 9), 
then 
A(x,)= -&(1/5x;- 10/3x:+9x,), 
B(x,) =x: + E’( 1/5x; - 10/3x; + 9~~)~ 
=x: + (A(x,))2. 
X5 
X:+(X2-0.03($ - ~X+X,i12-13.271-0 
t 
X2 
XT 10 
/ 
.0313 - 3X:-9X,))2-3.389-0 
(40) 
(41) 
FIG. 2. Comparison of real and approximate limit cycles for the system (29). (---) Real 
limit cycles. (---) Approximate limit cycles. 
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Using these results, inequality (39) becomes 
&X:(3X; - 50x: + 135) > 0 
or equivalently 
(4 - a,($ - B) > 0, 
where 
a = (25 - 2 J55)/3 = 3.39, 
fl = (25 + 2 &5)/3 = 13.28. 
(42) 
(43) 
Therefore, it follows that 
xf < a or p<x;. (44) 
The region defined by /I <x: is not suitable. Under the condition XT <a, 
the inequality 
x:+2A(x,)x,+B(x,) 
=x:+2.4(x,)x,+x:+(A(x,))2 (45) 
= x: + (x* + A(x,))2 -=I a
is one of the solutions to (38) and (39). The region defined by (45) show 
the part of the region which is surrounded by the inside limit cycle, and the 
equation 
x: + (x2 + A(x,))’ = a (46) 
shows the analytical approximate expression to the inside limit cycle. 
Case (B) 
The region considered for x is 
Cl< V(x)<c,=co. (47) 
From (28) 
(- l)dl+d* (V(x) - c2)d2(grad V(x),f(x)) > 0. (48) 
A derivation similar to Case (A) shows that the region defined by 
xf + (x2 + A(x~))~ > a 
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and 
x: + (x2 + ax, )I2 < B (49) 
is an approximation to the region defined by two limit cycles (the shaded 
part in Fig. 2) and the equation 
xf+(X2+A(x1))2=p (50) 
is the approximation to the outer limit cycle. These results are shown in 
Fig. 2. 
It is apparent that with more effort applied to the inequalities (38) and 
(39) better approximations will be obtained. One approach is to retain the 
higher order terms in the Taylor’s series expansion of the nonlinear 
function A(x,) and B(x,) and to compare the coefficients of the left sides of 
(38) and (39) in an appropriate way. This gives better approximations, but 
the inequalities (38) and (39) are not necessarily fulfilled. Additional details 
will be reported elsewhere. 
6. CONCLUSIONS 
A method has been presented for determining the system dynamics so 
that the resulting system has prescribed hypersurfaces as limit sets with 
preassigned stability properties. This method provides the designer with 
more freedom for determining the dynamical system uniquely. This should 
be done while taking the actual problem into consideration. 
Conversely, the condition was derived for the analysis of nonlinear 
systems with multiple limit surfaces. An example showed that this result 
can be used to obtain the approximate analytical solution for multiple limit 
sets. 
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APPENDIX 
This research work was motivated partly by Ichikawas’ idea for the two- 
dimensional case [2], and by the following lemma on the inner product 
c71. 
LEMMA. Let y and z be any two real n-vectors and assume y # 0. Then z 
satisfies the condition (z, y) = 0 if and only if there exists a real alternate 
(skew-symmetric) matrix K so that z = Ky. 
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Now, consider the inverse problem so as to obtain the dynamical system 
which has the following hypersurfaces as integral curves 
V(x) = c, (A.11 
where c is any scalar and V has its gradient # 0 in almost everywhere. For 
the dynamical system 
Jc =f(x),f(O) (A.21 
any solution starting on some hypersurface (A.l) has to continue to be in 
that hypersurface, velocity vectorf(x) and normal vector grad V(x) has to 
be orthogonal which means 
(f(x), grad V(x)) = 0 (A.3) 
for almost all x E R”. To apply Lemma to (A.3) it is necessary and sufficient 
that for (A.3) there exists an alternate matrix K= K(x) such that 
f(x) = K(x) grad V(x) (A.4) 
since the n x n matrix K may depend on the value x. Therefore, the differen- 
tial equation 
,-C = K(x) grad V(x) (A.5) 
with any alternate matrix K(x) have (A.l) as integral hypersurfaces for any 
c. 
PROPOSITION 1. The dynamical systems which have hypersurfaces (A.l) 
as integral hypersurfaces are given by (A.5) for any alternate matrix K(x). 
Proof: Given the system (AS), then the derivative of the function V(x) 
along any solution of the system (A.5) is given by 
p(x) = (grad V(x), a) = (grad V(x), K(x) grad V(x)) = 0, 
for any alternate matrix K(x). This means that the system (AS) has hyper- 
surfaces (A. 1) as integral hypersurfaces. 
EXAMPLE 4. It is known that the general solutions of the differential 
equation 
i1=2x,x,, &=x:-x: (A.6) 
is given by 
x;+x;+cx,=o. (A.7) 
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Conversely, the differential equation whose general solution is given by 
V(x) = (XT +x:,/q = c (A.81 
is obtained as follows: 
Letting k = XT, differential equation (A.6) is obtained. 
The converse to Proposition 1 is as follows: 
PROPOSITION 2. The integral hypersurfaces of a given system (A.2) are 
given by (A.l) which satisfies the condition (A.4) for a suitable matrix 
function K(x). 
Proof: Given the system (A.2), define V(x) such that (A.4) is satisfied 
for some matrix function K(x). Then the time derivative of V(x) along any 
solution of (A.2) is given by 
p(x) = (grad V(x),f(x)) = (grad V(x), K(x)grad V(x)) = 0. 
This means hypersurfaces (A.1 ) is the integral hypersurfaces of system 
(A.2). 
EXAMPLE 5. Consider the conservative Dufting equation 
j;-+x+px3=o 
which gives the state space representation as 
x1 =x2, x2= -x,-/Lx: 
the condition (A.4) is 
(A.lO) 
(A.1 1) 
From the first equation, it follows that for k= l/2, 
qx,, x2) = x; + V(x,). (A.13) 
Substituting this into the second equation gives 
V(x)=xf+ 1/2px’:=x: (A.14) 
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and the general (periodical) solution 
x; + l/2& +x; = c (A.15) 
is obtained. 
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