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Validation de l’outil numérique
Cette annexe est consacrée à l’évaluation des performances de notre outil de simulation dans diverses
configurations. Les différents aspects numériques sont mis à l’épreuve comme par exemple la validité
de notre discrétisation temporelle, le bon fonctionnement du schéma à capture de choc, des schémas
compacts ou encore des méthodes de séparation de flux. Les cas tests sont monodimensionnels, bidimen-
sionnels ou tridimensionnels. Ils portent sur différents systèmes d’équations comme l’équation linéaire
d’advection, les équations d’Euler (avec ou sans gravité) ou bien les équations de Navier-Stokes.
A.1 Équation linéaire d’advection
A.1.1 Présentation
L’équation linéaire d’advection (notée « LADV »), donnée par la relation (A.1), exprime le transport
d’une information à une vitesse constante. La solution analytique de ce type d’équation est donnée







= 0, et u(x, t = 0) = u0(x). (A.1)
u(x, t) = u0(x− ct). (A.2)
Cette équation va nous permettre de tester la précision des schémas numériques utilisés mais aussi leur
propriétés de diffusion.
A.1.2 Résultats
Nous avons appliqué l’équation (A.1) sur un domaine de longueur L = 2, avec une vitesse d’ad-
vection c = 1, en utilisant trois conditions initiales différentes. Compte-tenu de la solution analytique
de cette équation (A.2), on peut noter que le signal initial aura parcouru la distance L pour un temps
de simulation égal à t = 1. Afin d’observer l’évolution du signal pour t > 1 sans avoir à augmenter
la taille du domaine L et le nombre de points de discrétisation associé (pour conserver le même pas
d’espace ∆x), des conditions aux limites de type périodique ont été prescrites sur les bords du domaine
de calcul. Autrement dit, ces conditions permettent de simuler l’équation d’advection sur un domaine
spatial infini à partir d’un domaine de calcul fini. Le schéma de discrétisation temporel est le schéma
RK4 avec une condition CFL = 0.2 afin d’écarter les erreurs dues au temps et de n’observer que celles
relatives au schéma spatial.
La première condition initiale (LADV_IC1) est une fonction sinusoïdale (cf. équation (A.3)) de
période L = 2. Cette fonction est continue et à dérivées continues. La variation de cette fonction est
lente par rapport au domaine L.
u0(x) = sin(pix) (A.3)
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Figure A.1 – Solution de l’équation linéaire d’advection, schéma WENO5 (N = 100). (a) :
LADV_IC1 ; (b) : LADV_IC2. (——) Solution analytique ; (· · ◦ · · ◦ · · ◦ · ·) Solution numérique.
La figure A.1[a] présente les solutions analytique et numérique correspondant à un temps de simulation
de t = 10 pour le schéma de discrétisation spatiale WENO5. On constate que ce schéma donne des
résultats corrects. On n’observe pas de phénomène important de diffusion ou de dispersion. Pour
caractériser l’ordre de précision des schémas spatiaux, on évalue l’évolution de l’erreur entre les solutions
numérique et analytique en fonction du nombre de points dans le domaine de calcul. On effectue alors
une étude de « convergence en maillage » où l’on doit observer une diminution de l’erreur en suivant
une loi en puissance dont l’exposant correspond à l’ordre de précision du schéma (cf. figure A.2[a]).
Les définitions des normes utilisées ici pour quantifier l’erreur εk = u(x, t = 10)− u0(x) par point sont
















La seconde condition initiale (LADV_IC2) est une fonction sinusoïdale mais élevée à la puissance
quatre :
u0(x) = sin4(pix) (A.7)
Par rapport à la fonction précédente, l’évolution du signal est beaucoup plus rapide ; ce qui pourrait
être à l’origine d’erreurs de calcul. De la même façon que précédemment, on présente la comparaison
entre les solutions analytique et numérique (cf. figure A.1[b]) et une étude de convergence en maillage
(cf. figure A.2[b]). On aboutit à des conclusions similaires au cas précédent en notant tout de même
que l’erreur absolue est plus grande. Ce résultat est lié au fait que la fonction varie plus rapidement.
La dernière condition initiale (LADV_IC3) correspond à celle proposée par Harten (Harten et al.
[13]) qui permet de tester la capacité d’un schéma à transporter une discontinuité. Cette condition
s’exprime par la relation (A.8). On note la présence de trois discontinuités qui se situent initialement
en x = 1/2, x = 7/6 et x = 11/6.
u0(x˜+ 0.5) =

−x˜sin(3/2pix˜2) −1 ≤ x˜ ≤ −1/3
|sin(2pix˜)| |x˜| < 1/3
2x˜− 1− sin(3pix˜)/6 1/3 < x˜ ≤ 1
(A.8)
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Figure A.2 – Évolution de l’erreur ε en fonction du nombre de points N , schéma WENO5.(a) :
























Figure A.3 – Solution de l’équation linéaire d’advection, LADV_IC3, schéma WENO5 (a) et schéma
CPP6 (b), N = 100. (——) Solution analytique ; (· · ◦ · · ◦ · · ◦ · ·) Solution numérique.
avec x˜ = (2x/L− 1) pour x ∈ [0, L].
A cause de la présence des discontinuités, seul le schéma à capture de choc permet d’effectuer la
simulation sans l’apparition d’oscillations parasites (cf. figure A.3[a]). Les autres schémas ne sont pas
capable d’éliminer le phénomène de Gibbs à l’image du schéma CPP6 (cf. figure A.3[b]). Ce premier
point permet d’apprécier la robustesse des schémas à capture de choc et leur caractère « non oscillant ».
Par contre, on observe aussi un autre effet de ce type de schéma qui conduit à une diffusion numérique
de la solution notable dans certaines zones. Comme on peut le voir sur la figure A.3[a], la solution
numérique est moins « raide » que la solution analytique près des discontinuités. En effectuant une
étude de convergence en maillage, on observe que la convergence s’effectue à l’ordre un pour la norme
L1 (cf. figure A.4) ce qui est conforme aux résultats obtenus par Pirozzoli [24].
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Figure A.4 – Évolution de l’erreur ε en fonction du nombre de points N ; Schéma WENO5,
LADV_IC3. (——) Norme L1 ; (· · · · ·) Loi puissance N−1.
A.2 Équation de Burger
A.2.1 Présentation
L’équation de Burger, contrairement au cas précédent, est une équation non-linéaire (cf. équation
(A.9)). Cette propriété a pour conséquence une accentuation du phénomène de Gibbs. A partir d’une
condition initiale (cf. relation (A.10)) ne présentant pas de discontinuité, l’évolution temporelle due au







u0(x˜) = 0.3 + 0.7sin(pi(x˜+ 1)) (A.10)
Le domaine de calcul est défini par −1 ≤ x˜ ≤ 1, où x˜ = 2x/L − 1 et L = 2, muni de conditions
aux limites périodiques et utilisant un maillage structuré uniforme. Dans ce problème, la discontinuité
apparaît au temps t = 1/(0.7pi). Les calculs ont été conduits jusqu’au temps final t = 2/pi.
La formulation conservative et « upwind » de certains schémas demande l’utilisation d’une méthode
de « flux splitting ». Dans cette situation, les flux positifs et négatifs sont définis par la relation (A.11)
qui est basée sur une méthode de décomposition de type « Lax-Friedrich High Dissipative » globale










Le paramètre α est défini comme la valeur absolue maximale de la dérivée du flux sur tout le domaine




Les différents schémas permettent d’obtenir la solution au temps t = 2/pi. On observe que le
schéma à capture de choc permet d’éliminer le phénomène de Gibbs (cf. figure A.5[a]). De plus, une
augmentation du nombre de points de discrétisation permet d’améliorer la solution obtenue et d’obtenir
une solution numérique convergée.
Par contre, le schéma compact d’ordre 6 (CPP6) présente des oscillations hautes fréquences (cf. figure
A.5[b]). Afin d’essayer de limiter ces oscillations, nous avons effectué des simulations à l’aide du schéma
CPP6 en augmentant le nombre de points N de discrétisation. On observe que plus N est élevé, plus
4



























Figure A.5 – Solution de l’équation de Burger : (a) Schéma WENO5 ; (b) Schéma CPP6. (——)



























Figure A.6 – Solution de l’équation de Burger, schéma CPP6. (a) N = 160 ; (b) N = 320. (——)
Solution numérique convergée (WENO5) N = 5120 ; (· · ◦ · · ◦ · · ◦ · ·) Solution numérique.
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la fréquence de ces oscillations est importante (cf. figures A.6[a] et A.6[b]).




Les équations d’Euler (cf. texte principal, §3.2) constituent le premier système d’équations aux
dérivées partielles de la validation de notre code de calcul. Ces cas-tests vont permettre de mettre
en lumière ses capacités de conservation, de transport de grandeurs ou de capture d’instabilités par
exemple. A l’aide de ce système d’équations, un grand nombre de phénomènes non-visqueux peuvent
être étudiés. Cette étape de validation permet en outre de confirmer le bon fonctionnement du « flux
splitting », notamment l’écriture des matrices de passage liées au système des équations d’Euler et
celle relative au moyennage de Roe pour l’évaluation du Jacobien (cf. texte principal, §3.4.1.3). On se
concentre ici uniquement sur le schéma à capture de choc WENO5.
A.3.2 Résultats
A.3.2.1 Problèmes de Riemann (1D)
Les problèmes de Riemann sont basés sur l’utilisation de conditions initiales discontinues. On peut
ainsi distinguer la solution initiale à gauche uL et à droite uR (cf. relation (A.12)). Ils sont caractérisés
par l’apparition de plusieurs fronts d’ondes. Le domaine de calcul est de longueur L = 10.
u(x, t = 0) =
{
uL si x˜ < 0
uR si x˜ > 0
(A.12)
avec x˜ = x− L/2.
Le premier problème de Riemann que l’on va étudier est le problème de Sod. Les conditions initiales
de ce problème (cf. équation (A.13)) conduisent à l’apparition d’une solution présentant plusieurs
discontinuités en forme de marches d’escalier (cf. figure A.7[a]) au niveau de la densité du fluide.
On observe que le schéma WENO5 capture correctement les discontinuités. La diffusion observée au
voisinage de ces discontinuités dépend du type de « flux splitting » employé. On utilise ici la version












Le problème de Lax est le second problème de type Riemann qui utilise les conditions initiales décrites












Les résultats observés ici sont conformes à ceux obtenus par d’autres auteurs (Jiang et Shu [16], Henrick
et al. [14]) et permettent de confirmer le bon fonctionnement du code de simulation pour résoudre les
équations d’Euler monodimensionnelles en présence de discontinuités nombreuses ou importantes.
A.3.2.2 Interaction d’une onde d’entropie avec une onde de choc (1D)
Ce cas test d’interaction permet à la fois d’évaluer le comportement du schéma numérique en






























Figure A.7 – Solution des équations d’Euler 1D (WENO5) : (a) problème de Sod ; (b) problème de
Lax. (—–) Solution convergée (N = 6401) ; (· · ◦ · · ◦ · · ◦ · ·) Solution numérique (N = 101).
problème se réfère au cas physique de l’interaction entre une onde sinusoïdale d’entropie et une onde
de choc à M1 = 3. Le front de l’onde de choc, initialement positionné en x = 1, se déplace de la gauche
vers la droite en interagissant avec l’onde d’entropie. Il apparaît alors une zone de variation à haute
fréquence près du front de choc. Le domaine de calcul est discrétisé en utilisant un maillage homogène
sur une longueur L = 10 et initialisé grâce aux conditions décrites par les relations données en (A.15)
et (A.16). Les conditions aux limites sont fixées aux valeurs initiales imposées à gauche et à droite du
domaine (cf. équation (A.16)). La simulation est effectuée jusqu’au temps t = 1.8 pour lequel le front
du choc s’est déplacé jusqu’à x ≈ 7.2 environ.
u(x˜, t = 0) =
{
uL si x˜ < −4












avec x˜ = x− L/2.
La principale difficulté réside donc dans la capacité du schéma numérique utilisé à capturer à la fois le
front d’onde de choc sans générer d’oscillations parasites, mais aussi la solution dans le domaine haute
fréquence. On observe sur la figure (A.8[a]) que le front d’onde est bien capturé mais que le domaine
haute fréquence n’est pas correctement représenté. Une augmentation du nombre de points permet
d’améliorer la solution numérique dans cette zone (cf. figure A.8[b]). Ce résultat est conforme à ceux
décrits par Pirozzoli [24]. Il observe lui aussi le même comportement et constate une amélioration de la
qualité de la solution en utilisant un schéma d’ordre plus élevé (WENO d’ordre 7). Il propose aussi une
approche hybride en utilisant conjointement un schéma compact et WENO pour améliorer la solution
dans la zone haute fréquence.
A.3.2.3 Simulation d’un vortex isentropique isolé (2D)
Ce cas test issu de Shu [31] permet de mettre en lumière les propriétés conservatives du schéma
WENO. En effet, un vortex isentropique est imposé au centre du domaine de calcul. Étant solution des
équations d’Euler, ce dernier ne doit subir aucune modification durant la simulation. Pour augmenter
la difficulté, une vitesse de déplacement constante est imposée suivant la diagonale du domaine de
calcul. Étant donné que des conditions aux limites de type périodiques sont imposées sur toutes les
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Figure A.8 – Solution des équations d’Euler, interaction entre une onde de choc et une onde d’entropie,
WENO5. (—–) Solution convergée (N = 1600) ; (· · ◦ · · ◦ · · ◦ · ·) Solution numérique : (a) N = 200 ; (b)
N = 400.
frontières du domaine, le vortex se déplacera dans le domaine en sortant d’un coté pour réapparaître
de l’autre. Cette procédure permet d’effectuer des simulations sur des temps longs pour lesquels on
pourra apprécier les déformations subies par le vortex.
La condition initiale consiste en la superposition d’un champ moyen (A.17) et d’une perturbation de
type vortex sur la vitesse et la température, tout en conservant une entropie constante S = P/ργ = cst.
Par rapport à notre adimensionnalisation, le paramètre Mr est choisi de façon à obtenir la pression
moyenne donnée en (A.17) : Mr = 1/γ2. Ceci simplifie la loi des gaz parfaits qui devient T = P/ρ, ce
qui correspond aux conditions de simulations présentées par Shu [31].
ρ = 1, u = v = 1, P = 1, T = 1 (A.17)












δS = 0 (A.20)
La position initiale du centre du vortex est fixée par les coordonnées (xc, yc). On définit alors x, y et
r par x = x− xc, y = y − yc et r2 = x2 + y2. Le paramètre  qui contrôle l’intensité du vortex est fixé
à la valeur  = 5. La simulation est conduite jusqu’au temps final tfinal = 100, ce qui correspond à
dix traversées du domaine par le vortex. Le temps caractéristique du vortex est calculé à partir de la








δu(r) · rdθ = 2pir · δu(r) = r2e0.5(1−r2) (A.22)
L’expression de la circulation est donné par la relation (A.22). Le calcul de l’extremum de la circulation































































Figure A.9 – Vortex Isolé 2D, schéma WENO5 : Profils de quantités pour y = 5. (a) Profil de densité ;
(b) Profil de pression ; (c) Profil de vitesse u ; (d) Profil de vitesse v. (——) Solution initiale (t = 0) ;
(· · ◦ · · ◦ · · ◦ · ·) Solution finale (t = 100).
Ainsi, la simulation se déroule sur cinquante temps caractéristiques (tfinal/τ = 500). La durée de la
simulation est donc suffisante pour apprécier l’évolution du vortex. Le domaine de taille Lx × Ly =
10×10 est discrétisé par une distribution homogène de Nx×Ny = 80×80 points. La figure A.9 montre
l’évolution de différentes quantités pour y = 5. On observe une très légère modification du profil de v
dans le temps. Contrairement à des schémas d’ordre moins important (cf. Shu [31]), le schéma WENO5
et les schémas d’ordre élevé en général sont hautement conservatifs.
A.3.2.4 Interaction d’un vortex isentropique avec une onde de choc (2D)
Cette situation d’interaction permet de montrer la capacité du schéma à capturer d’une part la
présence du choc mais aussi la génération d’une onde de compression lors du passage du vortex à travers
le choc dans une situation bidimensionnelle. L’écoulement en amont du choc évolue à M1 = 1.1. Les
valeurs des grandeurs moyennes associées sont données par (A.24).
ρ = 1, u = M
√
γ, v = 0, P = 1, T = 1 (A.24)
La définition du vortex est similaire à celle présentée précédemment et est définie par les relations
(A.25 à A.28). On notera que τ = rrc , avec r
2 = (x−xc)2+(y−yc)2 où (xc, yc) sont les coordonnées du
9














































Figure A.10 – SVI2D, WENO5 : Champ d’iso-pression (—–) , 30 niveaux, domaine partiellement
représenté ; (a) t = 0, (b) t = 0.20, (c) t = 0.35.
centre du vortex et rc est le rayon critique du vortex. Les paramètres  et α contrôlent respectivement
l’intensité et la vitesse de décroissance du vortex.
u˜ = τeα(1−τ
2)sinθ (A.25)
v˜ = −τeα(1−τ2)cosθ (A.26)





S˜ = 0 (A.28)
Les différents paramètres ont été fixés aux valeurs données par Shu [31] où  = 0.3, α = 0.204 et
rc = 0.05.
Le domaine de simulation, dont les dimensions sont Lx × Ly = 2 × 1, est discrétisé par Nx × Ny =
251 × 100 points. Le maillage est raffiné dans la zone de choc suivant x et uniforme dans la direction
y. La distribution de points dans la direction x utilise une transformation de Roberts (cf. Anderson
et al. [1]) dont la description est effectuée en annexe (cf. §B.2.2). Les conditions aux limites en entrée
et en sortie imposent les valeurs de l’écoulement moyen en amont et en aval du choc. Les frontières
supérieures et inférieures sont de type réflectives. On utilise les schémas WENO5 et MWENO5 pour
réaliser ces simulations. Les simulations sont conduites jusqu’au temps final tfinal = 0.80.
Le temps caractéristique du vortex basé sur la vitesse périphérique, à l’image du cas précédent, est









Dans notre situation, ce temps vaut approximativement τchoc = 0.08. Ainsi, le temps caractéristique du
choc est beaucoup plus petit que celui du vortex (τchoc/τvortex ≈ 0.15). De plus, le temps d’interaction
du vortex avec le choc est tinter = 0.17, soit tinter/τchoc ≈ 2. Ainsi, cette simulation permet d’étudier
l’interaction entre un choc et un vortex. En effet, le vortex a le temps d’interagir avec le choc puisqu’on
a tinter/τchoc ≈ 2 alors que le temps de simulation n’est pas suffisant pour observer une modification
de la structure même du vortex (tinter/τvortex ≈ 0.32).
On peut observer l’évolution du champ de pression au cours du phénomène d’interaction (figures
A.10[a] à A.10[c]). On voit apparaître la déformation du choc due au vortex et l’apparition d’une onde
de compression liée à cet évènement. Grâce à l’ordre élevé des schémas numériques, cette onde n’est
pas dissipée et on peut la voir évoluer et même se réfléchir sur les frontières supérieures et inférieures
du domaine de calcul (cf. figures A.11[a] et [b]). Les figures A.11[a] et A.11[b] permettent d’apprécier
l’amélioration de la précision de la simulation à l’aide du schéma MWENO5 modifié par Henrick et al.























Figure A.11 – SVI2D : Champ d’iso-pression (—–) , 60 niveaux à t = 0.80. (a) : WENO 5 ; (b) :
WENO 5 modifié
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une zone en aval du choc pour le schéma WENO5 standard alors qu’elles sont quasiment absentes
pour le schéma MWENO5 modifié. Ce cas test est intéressant pour notre étude car il correspond à
un évènement représentatif de l’interaction entre une onde de choc et une turbulence d’intensité forte.
En effet, si l’on augmente suffisamment l’énergie de la turbulence qui impacte l’onde de choc, on peut
s’attendre à observer des évènements du même type que celui présenté dans ce cas test.
A.3.2.5 Instabilité de Rayleigh-Taylor (2D)
L’instabilité de Rayleigh-Taylor apparaît dans des situations où un fluide est stratifié en densité
avec la partie de fluide « lourd » placée au dessus de la partie de fluide « léger », la gravité étant dirigée
du fluide « lourd » vers le fluide « léger ». Dans ce cas, on observe que le fluide « lourd » tombe dans le
fluide léger par effet de gravité en présentant une structuration très caractéristique appelée instabilité
de Rayleigh-Taylor. Ce cas de validation permet de juger de la dissipation numérique des schémas. En
effet, la structuration de l’instabilité dépend notamment de la dissipation du schéma car l’instabilité
de Rayleigh-Taylor possède la particularité de générer des petites échelles, i.e. des tourbillons de petite
taille, qui peuvent être plus ou moins dissipés par les schémas numériques (cf. Shi et al. [30]).
Nous reprenons la configuration décrite par Shi et al. [30]. Les dimensions du domaine de calcul sont
[0, 14 ]× [0, 1]. L’interface entre le fluide « lourd » et « léger » est placée au milieu du domaine (y = 0.5).
La gravité étant dirigée suivant la direction y croissante, le fluide « lourd » se situe en dessous du fluide
« léger ». Le maillage est homogène dans les deux directions. Les conditions aux limites inférieures et
supérieures fixent les grandeurs du fluide à leurs valeurs initiales, tandis que les conditions aux limites
à gauche et à droite sont de type réflectives. Les caractéristiques initiales du fluide sont données par
les relations (A.30) et (A.31).
ulourd = (ρ, u, v, P ) = (2, 0, 0, 2y + 1) (A.30)
uléger = (ρ, u, v, P ) = (1, 0, 0, y + 3/2) (A.31)
L’expression de la pression provient de la pression hydrostatique :
P lourd = P lourd0 + ρ
lourdgy (A.32)
P léger = P léger0 + ρ
légergy (A.33)
En imposant P lourd0 = 1 et en tenant compte de la continuité de la pression au niveau de l’interface
entre les deux fluides, on obtient P léger0 = 3/2. Étant donné que le développement de cette instabi-
lité est long, une perturbation de vitesse suivant la direction y est superposée au champ moyen afin
d’accélérer le processus. La forme de cette perturbation est donnée par (A.34).
v˜ = −0.025c · cos(8pix) (A.34)
avec c la vitesse du son.
Les simulations sont réalisées jusqu’au temps tfinal = 1.95 en utilisant plusieurs maillages. La figure
A.12 présente le champ de densité obtenu au temps tfinal = 1.95 pour quatre maillages de tailles
différentes (61 × 241, 121 × 481, 241 × 961 et 481 × 1921 points). On observe que plus on augmente
le nombre de points, plus la solution comporte de petites structures. Ce résultat était prévisible car
comme cela est rappelé par Shi et al. [30], le développement de ces structures est intimement lié à la
dissipation numérique du schéma qui décroît avec l’augmentation du nombre de points. En effet, en
l’absence de viscosité, seule la viscosité numérique, i.e. la dissipation numérique, permet de structurer
l’écoulement. L’objectif de ces cas-tests n’est donc pas de trouver une solution unique de l’instabilité de
Rayleigh-Taylor, mais plutôt de juger des propriétés dissipatives du schéma WENO5 dans ce contexte.
On peut aussi remarquer que dans le cas le plus résolu spatialement, on observe une perte de symétrie
de l’écoulement. Ce phénomène d’origine numérique est aussi décrit par Shi et al. [30].
Enfin, si l’on compare les cas les plus résolus entre la méthode utilisée ici et celle employée par Shi et al.
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Figure A.12 – RTI2D : Iso-contours de densité pour différents nombres de points de discrétisation
(t = 1.95). (a) Maillage 61×241, (b) Maillage 121×481, (c) Maillage 241×961, (d) Maillage 481×1921.
[30], on arrive à capturer plus de structures avec notre méthode WENO5. On peut même rapprocher
nos résultats de ceux obtenus à l’aide d’un schéma à l’ordre neuf dans Shi et al. [30]. En effet, notre
schéma WENO5 utilise une méthode « flux splitting » locale de type « Lax-Friedrich » qui est moins
diffusive que le schéma utilisé dans Shi et al. [30] et proposé par Jiang et Shu [16]. Ainsi, la diminution
du nombre d’opérations, et donc le coût de calcul, qui caractérise la méthode proposée par Jiang et
Shu [16] est contre balancée par une augmentation de la dissipation numérique qui dans ce cas joue un
rôle prépondérant.
Ce cas test permet d’affirmer que les schémas de type WENO que nous avons choisis sont capables de
capturer correctement des discontinuités de différentes natures (choc, interface) ainsi que l’apparition
de petites structures.
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A.4 Équations de Navier-Stokes
A.4.1 Présentation
La validation du terme « Euler » étant réalisée, on s’attache maintenant à évaluer le comportement
du terme visqueux. Différents cas-tests permettront d’une part de confirmer la bonne écriture du
terme visqueux dans notre outil et d’autre part d’évaluer le comportement des schémas compacts. On
portera une attention particulière aux cas-tests comportant des discontinuités ou de grandes variations
des grandeurs physiques qui pourraient conduire à l’apparition d’oscillations à cause de l’utilisation du
schéma compact CP6. Néanmoins, comme ces schémas sont utilisés uniquement pour approximer le
terme diffusif, leur impact devrait être négligeable.
Dans tout ce qui suit, nous utilisons le schéma MWENO5 pour traiter le terme « Euler » et le schéma
CP6 (ou CPP6) pour calculer les contributions du terme visqueux.
A.4.2 Résultats
A.4.2.1 Couche de mélange (2D)
Nous avons d’abord confronté notre outil de calcul à la simulation du développement spatial de
l’instabilité d’une couche de mélange supersonique bidimensionnelle et visqueuse proposé par Gamet
[12]. Le domaine de calcul a pour dimensions Ω = [0, 130]× [0, 22] et est discrétisé à l’aide de Nx×Ny =
320 × 144 points. Le maillage est raffiné dans la direction transverse y en utilisant la distribution de
points définie par la relation (A.35). Le paramètre by = 1.7 permet de contrôler le taux de raffinement










Le paramètre η représente une coordonnée dans l’espace de calcul (cf. annexe B.1) dont les distributions
de points sont homogènes tandis que y représente la coordonnée correspondante dans l’espace physique
(où l’on résout notre problème). L’écoulement supersonique est caractérisé par un Mach M1 = 1.93 et
une vitesse U1 = 1. Les températures et les pressions sont identiques dans les deux zones soit T1 = T2
et P1 = P2. Le nombre de Mach convectif, défini par la relation (A.36), est donc Mc = 0.6 . Le nombre
de Reynolds de référence de l’écoulement est Rer = 1000, le nombre de Prandtl est Pr = 0.7 et le





A l’exception de la condition d’entrée, toutes les autres conditions aux limites sont non-réfléchissantes.
Des perturbations de vitesse sont ajoutées en entrée du domaine par la relation suivante :
u′i(x = 0, y, t) = A · φ(y, t) · exp(−y2) (A.37)
Le paramètre A définit l’amplitude des perturbations et est fixé à la valeur A = 0.03. La fonction
φ(y, t) représente un tirage de nombres aléatoires compris entre −1 et 1 suivant la direction y et est
réactualisé à chaque itération.
La condition initiale imposée dans tout le domaine est composé d’un profil de vitesse transversal U(y)
et d’un profil de température T (y). Le profil de vitesse moyenne est donné par la relation (A.38). Le
















(U1 − U2) +
T1(U(y)− U2)
(U1 − U2) (A.39)
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Figure A.13 – Couche de mélange 2D : Iso contours de la vorticité ; 15 niveaux uniformément répartis
entre −0.5 et −0.05.
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δω





Figure A.14 – Couche de mélange 2D ; (—–) Évolution du taux d’épaississement δω, (−−−) Loi de
type
√
x, (− · −) Loi linéaire.
On souhaite évaluer les propriétés moyennes de cet écoulement. Or, initialement, les perturbations ne
se sont pas propagées dans tout le domaine et l’instabilité de la couche de mélange n’est pas présente.
Il est donc nécessaire de commencer le calcul des statistiques après un temps de simulation transitoire
correspondant au temps de convection des perturbations de l’entrée du domaine jusqu’à la sortie dans
la zone subsonique, la plus lente. Ce temps est évalué à ttrans = Lx/U2 ≈ 350. Ensuite, à l’image des
travaux de Gamet [12], les statistiques sont recueillies sur un intervalle de temps de tstat = 164.
La figure A.13 présente un champ instantané de vorticité. On observe le développement des structures
tourbillonnaires avec parfois l’appariement de deux structures consécutives. Cette instabilité présente
en effet plusieurs modes de réponse en fonction de l’excitation imposée en entrée. Or comme cette
dernière est aléatoire, elle est susceptible d’activer divers modes de réponse selon le tirage des pertur-
bations en entrée du domaine.
Afin de mesurer quantitativement l’épaississement de la couche de mélange, l’évolution du taux d’élar-
gissement δω, défini par la relation (A.40), est présenté sur la figure A.14.
δω(y) =
U1 − U2∣∣∣dU(y)dy ∣∣∣max (A.40)
On observe bien dans une première phase une évolution suivant une loi de type
√
x traduisant un
épaississement par diffusion visqueuse. Ensuite, le taux d’élargissement suit une évolution quasi-linéaire
dont le coefficient directeur est évalué à δω′ = 0.0478, ce qui est du même ordre que les résultats
théoriques (δω′ = 0.0475) et numériques (δω′ ≈ 0.05) présentés par Gamet [12].
Ces résultats permettent d’apprécier le comportement de notre outil de simulation en présence d’une
forte variation de vitesse et de densité ainsi que sa réponse à des perturbations. L’instabilité de couche
de mélange est correctement décrite et conforme aux résultats présentés dans la littérature. Le processus
d’épaississement visqueux est notamment bien reproduit et permet de dire que le terme visqueux dans
nos équations est bien résolu au sein de notre code de calcul. Une validation plus poussée de ce terme
visqueux est effectuée dans les paragraphes suivants.
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A.4.2.2 Simulation des tourbillons de Green-Taylor (2D)
La simulation des tourbillons de Green-Taylor en deux dimensions fait partie des cas tests permet-
tant de valider le bon fonctionnement du terme visqueux. En effet, la solution analytique de ce type
d’écoulement est connue et permettra de vérifier quantitativement la validité de notre terme visqueux.
Le domaine de calcul est défini par Ω = [0; 2pi] × [0; 2pi] en utilisant N = 256 points de discrétisation
dans chaque direction répartis de manière homogène. Les conditions aux limites sont de type pério-
diques et les conditions initiales sont données par les relations (A.41) à (A.44). Le nombre de Reynolds
de référence est Rer = 100, le nombre de Prandtl est Pr = 0.7 et le nombre de Mach de référence est
Mr = 1/γ
2. La simulation est effectuée jusqu’au temps tfinal = 10.
ρ = 1 (A.41)
u = −A cos(x) sin(y) (A.42)
v = A sin(x) cos(y) (A.43)
p = −A
4
[cos(2x) + cos(2y)] (A.44)
Le paramètre d’amplitude A est fixé à la valeur A = 1. Comme on l’a souligné précédemment, l’évolu-
tion des vortex de Green-Taylor à partir de ces conditions initiales est connue grâce à une expression
analytique qui est solution des équations de Navier-Stokes. Cette solution (relations (A.45) à (A.48))
montre que les tourbillons subissent une décroissance énergétique temporelle sans déformation de leur
structure. On peut en outre noter que la vitesse de décroissance est liée au nombre de Reynolds de
l’écoulement et donc au terme visqueux de notre système d’équations.
ρ = 1 (A.45)
u = −A cos(x) sin(y)e−2t/Re (A.46)
v = A sin(x) cos(y)e−2t/Re (A.47)
p = −A
4
[cos(2x) + cos(2y)] e−2t/Re (A.48)
Afin d’évaluer cette décroissance, l’évolution temporelle de l’énergie cinétique massique moyenne k
















On a utilisé la fonction k˘(t) sur la figure (A.15) pour faciliter la comparaison entre nos résultats
numériques et la solution analytique. En effet, l’évolution de k˘(t) analytique est linéaire comme le
montre la relation suivante :








On observe que les résultats de simulation sont cohérents avec la solution analytique. Le coefficient
directeur ainsi que la constante de la solution analytique (A.50) sont respectés.
Le champ d’énergie cinétique est présenté sur les figures A.16[a] et A.16[b] pour les temps initial et
final de simulation. Afin de comparer ces deux champs, nous avons normalisé le champ final par la
valeur exp(−4tfinal/Re) . On observe que les deux champs, et donc la structure de l’écoulement, sont
identiques, ce qui correspond au résultat attendu.
Ce cas test permet d’affirmer que notre outil de simulation résout correctement les équations de Navier-
Stokes, notamment la partie visqueuse de ce système, et qu’il conserve les propriétés de symétrie de
l’écoulement.
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Figure A.15 – Green-Taylor 2D : Évolution de l’énergie cinétique massique moyenne k˘(t) ; Solution





















Figure A.16 – Green-Taylor 2D : Champs d’énergie cinétique ; (a) t = 0, (b) t = 10 (champs normalisés
par exp(−4tfinal/Re) )
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Figure A.17 – Green-Taylor 3D : Champs de vorticité au temps t = 6 ; (a) ωy dans le plan y = 0, (b)
ωz dans le plan z = 0.
A.4.2.3 Simulation des tourbillons de Green-Taylor (3D)
L’étude des tourbillons de Green-Taylor tridimensionnels permet de vérifier les capacités de la
méthode numérique à respecter les symétries de l’écoulement, à capturer correctement les phénomènes
d’étirement tourbillonnaire et de valider le bon comportement du terme visqueux (cf. Braza [3]).
Le domaine de calcul est un cube de coté L = 2pi muni de conditions aux limites périodiques. Le
maillage est construit à partir de distributions homogènes de N = 128 points suivant les trois directions
de l’espace. La condition initiale est décrite par les relations (A.51) à (A.55). Le nombre de Reynolds
de référence de la simulation est Rer = 200 à l’image des simulation effectuées par Castaldi [4]. Les
simulations sont conduites jusqu’au temps final tfinal = 6.
ρ = 1 (A.51)
u = sin(x) cos(y) cos(z) (A.52)
v = − cos(x) sin(y) cos(z) (A.53)
w = 0 (A.54)
p = p0 +
ρ
16
[cos(2z) + 2 cos(2x) + 2 cos(2y)− 2] (A.55)
Les résultats obtenus vont être comparés à ceux décrits par Castaldi [4]. On va se concentrer dans un
premier temps sur le respect des symétries de l’écoulement. On présente le champ de vorticité au temps
final de simulation t = 6 suivant différents plans du domaine de calcul (cf. figures A.17[a] et [b]). La
symétrie sur ces figures est respectée et est conforme aux champs présentés par Castaldi [4]. En effet,
des plans de symétrie partagent le domaine de calcul en x = pi, y = pi et z = pi comme on peut le voir
sur ces figures.
Les champs de vorticité suivant différents plans et différents instants sont représentés sur les figures
A.18[a] à A.18[d]. Elles montrent que la structuration de l’écoulement est cohérente avec les résultats
obtenus par Castaldi [4].
Dans le plan y = 0 sur la figure A.17[a], on observe une conséquence de l’étirement tourbillonnaire
qui affine une nappe de vorticité au cours du temps. Comme cela est montré par Don et al. [10],
ce phénomène d’étirement aboutit à des structurations d’écoulements différentes, pour des temps de
18













































Figure A.18 – Champs de vorticité à différents instants ; (a) ωy dans le plan y = 0 à t = 0, (b) ωz
dans le plan z = 0 à t = 0, (c) ωy dans le plan y = 0 à t = 2, (d) ωz dans le plan z = 0 à t = 2.
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Figure A.19 – Green-Taylor 3D : (a) Profils de vorticité à différents instants dans la direction normale
au plan z = 0 sur l’axe y = pi/2 ; (b) Évolution temporelle du taux de dissipation ε.
simulation suffisants, selon la méthode numérique employée. Ces auteurs comparent en effet différentes
méthodes spectrales et une méthode à capture de choc (WENO). Ils montrent que dans les premiers
temps de simulation, l’écoulement est correctement décrit par l’ensemble des méthodes mais qu’à partir
d’un certain moment, de part les propriétés diffusives différentes des approches numériques utilisées,
les simulations se différencient. Les résultats obtenus avec notre outil de simulation sont néanmoins
tout à fait cohérents avec ceux décrits par Don et al. [10] et Castaldi [4]. Ainsi, les profils de vorticité
et l’évolution du taux de dissipation ε sur les figures A.19[a] et A.19[b] sont identiques à ceux présentés
par Castaldi [4].
A.4.2.4 Dégénérescence de turbulence 2D (DTH2D)
Notre configuration de simulation est similaire à celle présentée par Gamet [12]. La simulation
consiste à générer de manière aléatoire des fluctuations de vitesse et d’imposer un spectre énergétique
analytique représentatif d’une turbulence bas Reynolds. Cette procédure de génération des conditions
initiales est décrite en annexe D et nous rappelons ici uniquement les paramètres de contrôle de
la méthode. Ainsi, le nombre d’onde k0 correspondant aux structures énergétiques est fixé à k0 =
8. L’énergie initiale des fluctuations de vitesse est k˜(t = 0) = 0.5, soit une vitesse caractéristique
turbulente u0 = 0.5 . Le nombre de Reynolds de référence est fixé à Rer = 1200 et le nombre de
Mach de référence Mr = 0.3. Le nombre de Prandtl est Pr = 0.7, et est supposé constant durant nos
simulations. Le domaine de calcul s’étend sur un carré de coté 2pi discrétisé par N = 256 points dans
chaque direction. La simulation est réalisée jusqu’au temps final tfinal = 10.
L’évolution de l’écoulement conduit à une disparition progressive des fluctuations turbulentes. En
effet, l’équation de l’énergie cinétique turbulente k˜ (cf. relation (A.56)) montre que l’évolution de
cette grandeur est dépendante de la dissipation ε et de la corrélation pression-déformation Πd. Dans
le cas de la turbulence incompressible, le terme Πd est nul et comme la dissipation est un terme de
destruction, cela implique une décroissance monotone de l’énergie cinétique turbulente k˜. En turbulence




= Πd − ε (A.56)
20
A.4. ÉQUATIONS DE NAVIER-STOKES
t












Figure A.20 – DTH2D : Décomposition de l’énergie cinétique turbulente ; (—–) Énergie cinétique
turbulente totale k˜, (—·—) Énergie cinétique turbulente solénoïdale k˜S , (− − −) Énergie cinétique










Ainsi, en décomposant le champ de vitesse fluctuante u′′ en une partie solénoïdale u′′S et une partie
compressible u′′C , on peut observer que la partie solénoïdale de l’énergie cinétique turbulente k˜S décroît
de manière monotone tandis que la partie compressible k˜C présente une décroissance non-monotone





Ce processus dissipatif est accompagné d’une croissance des échelles caractéristiques de la turbulence
et d’une augmentation des nombres de Reynolds turbulent basés sur la micro-échelle de Taylor Reλ et









où λ est la micro-échelle de Taylor, Λ est l’échelle intégrale, uref est une échelle de vitesse de la
turbulence et ν est la viscosité du fluide. Dans cet écoulement, la croissance des échelles est plus rapide
que la diminution des fluctuations de vitesse. En effet, du point de vue phénoménologique, les structures
tourbillonnaires deviennent rapidement de plus en plus étendues au cours du temps grâce au phénomène
d’appariement tourbillonnaire (cf. figure A.21). Ainsi, en plus du processus de diffusion qui conduit
à une augmentation plutôt lente de la taille des structures turbulentes, le processus d’appariement
accélère le grossissement des tourbillons, ce qui permet d’expliquer l’augmentation des nombres de
Reynolds turbulents Reλ et ReΛ au cours de la simulation.
Le nombre de Mach turbulent Mrms (cf. relation (A.62)) et le ratio de compressibilité χ décroissent
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Figure A.21 – DTH2D : Champ de vorticité à différents instants, phénomène d’appariement tour-
billonnaire ; (a) t = 3.5, (b) t = 5, (c) t = 6.
où c =
√
γP/ρ est la vitesse du son.
L’évolution de l’enstrophie Z suit une loi de décroissance en puissance de t (Z ∝ t−1.2) qui correspond
également au comportement décrit par Gamet [12] comme on peut le voir sur la figure A.23.
Les résultats obtenus dans cette partie sont conformes à ceux présentés par Gamet [12] et à ceux plus
généralement décrits dans la littérature. Nous pouvons donc affirmer que notre outil de simulation
permet bien de représenter l’évolution d’une turbulence bidimensionnelle.
A.4.2.5 Dégénérescence de turbulence 3D (DTH3D)
Présentation On réalise ici nos premières simulations turbulentes tridimensionnelles. La méthode
utilisée pour réaliser ces simulations est similaire à celle décrite pour le cas bidimensionnel. On utilise
donc un domaine cubique de coté 2pi et discrétisé par N = 128 points répartis uniformément dans
chaque direction de l’espace. Les conditions aux limites sont périodiques sur chaque face du domaine
de calcul. Les conditions initiales sont basées sur la méthode décrite en annexe D avec pour nombre
d’onde initial maximum k0 = 4 et une énergie cinétique turbulente initiale k˜ = 3.375 (soit u0 =
1.5). Conformément au critère de résolution que nous avons précédemment établi (cf. texte principal,
§3.5.6), le nombre de Reynolds turbulent basé sur la micro-échelle de Taylor est Reλ,0 = 47 soit un
nombre de Reynolds de référence Rer = 94. Le nombre de Mach turbulent initial Mt,0 et le facteur
de compressibilité χ dépendent de la simulation de dégénérescence considérée. Les simulations sont
menées jusqu’au temps t ≈ 6τt (τt étant le temps caractéristique de la turbulence tel que définit en
annexe D). Les différentes simulations qui seront présentées utilisent des valeurs du Mach turbulent
Mt, du facteur de compressibilité χ ou un état d’anisotropie de la turbulence différents.
Simulation faiblement compressible La première simulation que nous allons présenter est réali-
sée avec un nombre de Mach turbulent initial relativement faible Mt,0 ≈ 0.25 et des perturbations de
vitesse quasiment solénoïdales (χ ≈ 0). Le champ turbulent est initialement isotrope.
Sur les figures A.24[a] à A.24[f], on présente les évolutions dans le temps de différents grandeurs carac-
téristiques de la turbulence. Les figures A.24[a] et A.24[b] contiennent les évolutions des paramètres
contrôlant les effets de la compressibilité. On constate que le nombre de Mach turbulent (cf. figure
A.24[a]) décroît de manière monotone tandis que le ratio de compressibilité χ (cf. figure A.24[b]) reste
extrêmement faible (de l’ordre de 2%). Il apparaît que ce ratio χ augmente avec le temps (il passe de
χ ≈ 0.8% à χ ≈ 2%). Ce comportement est liée au fait que l’énergie cinétique turbulente de la partie
solénoïdale du champ de vitesse k˜S décroît sous l’effet de la viscosité tandis que la partie compressible
k˜C reste négligeable mais du même ordre de grandeur durant toute la simulation (cf. figure A.25). Le
ratio de compressibilité ne peut donc qu’augmenter.
On peut observer sur la figure A.24[c] une décroissance monotone de l’énergie cinétique turbulente k˜.
Dans le cas bidimensionnel présenté dans la section précédente, le terme Πd dans l’équation (A.56) était
responsable d’une évolution non-monotone dans la phase initiale de calcul. Ce terme est négligeable
22















































































Figure A.22 – DTH2D : Évolutions temporelles de grandeurs caractéristiques de la turbulence.
(a) Nombre de mach turbulent Mrms ; (b) Ratio de compressibilité χ ; (c) Énergie cinétique k˜ ; (d) En-
strophie Z ; (e) Nombre de Reynolds basé sur la micro-échelle de Taylor Reλ ; (f) Nombre de Reynolds
basé sur l’échelle intégrale ReΛ.
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Figure A.23 – DTH2D : Évolution temporelle de l’enstrophie ; (—–) Enstrophie Z, (−−−−−) Loi
puissance Z ∝ t−1.2.
ici à cause d’un niveau de compressibilité dans l’écoulement extrêmement bas. Ainsi, les phénomènes
physiques prépondérants dans cet écoulement sont d’une part l’effet de la dissipation et d’autre part
l’effet de la turbulence sur elle-même.
Sur la figure A.24[d], on peut observer l’évolution de l’enstrophie qui se décompose en une phase
de croissance liée à l’effet de l’étirement tourbillonnaire et une phase de décroissance où la dissipation
visqueuse devient prépondérante. La première phase est relative à l’interaction de la turbulence avec
elle-même. Ce phénomène est observable uniquement pour des nombres de Reynolds turbulent Reλ
suffisamment élevés. Dans des travaux précédents, Jamme [15], Crespo [9] présentent des évolutions de
l’enstrophie où ces deux phases sont peu marquées à cause du faible nombre de Reynolds turbulent de
leurs simulations (Reλ ≈ 6.7). On note que l’évolution de cette grandeur dans la phase de décroissance
s’effectue en suivant une loi en puissance du temps Z ∝ t−1.7 (cf. figure A.26). On observe également
ces différentes phases à l’aide des spectres tridimensionnels d’énergie cinétique Ek que l’on présente
sur la figure A.27. Il existe en effet en turbulence homogène isotrope une relation entre l’expression de






Ainsi, la valeur de l’enstrophie est fortement dépendante des valeurs du spectre pour les grands nombres
d’ondes k. La croissance de Z entre l’instant t = 0.5τt et t = 1.2τt observée sur la figure A.24[d]
correspond au « relèvement » du spectre d’énergie pour les grands nombres d’ondes (k > 2k0) sur la
figure A.27. Ensuite, entre les instants t = 1.2τt, t = 3.5τt et t = 5.5τt, on peut observer la décroissance
du spectre pour les grands nombres d’onde et donc de l’enstrophie Z.
Les évolutions des nombres de Reynolds turbulents sont présentés sur les figures A.24[e] et A.24[f].
On constate une diminution de ces deux grandeurs au cours du temps. En effet, la croissance des
échelles caractéristiques de la turbulence lorsque t > 2τt (cf. figures A.28[a] et A.28[b]) n’est pas assez
rapide pour compenser la diminution des fluctuations de vitesse.
En examinant les évolutions du facteur de dissymétrie Sk (« Skewness ») et d’aplatissement Fl
(« Flatness ») sur les figures A.29[a] et A.29[b], on constate que ces grandeurs tendent vers des valeurs
constantes au bout d’un temps de simulation t ≈ 2τt. L’ordre de grandeur de ces deux paramètres
(Sk ≈ −0.45 et Fl ≈ 3.5) est cohérent avec ceux présentés dans la littérature (cf. Chassaing [6], Pope
[26]).
Du point de vue de l’état d’anisotropie de la turbulence, on peut observer sur la figure A.30 que
les trois composantes normales du tenseur des contraintes de Reynolds restent proches, i.e. la turbu-
lence demeure isotrope. En effet, dans cette configuration d’écoulement, aucun terme de production
24





































































Figure A.24 – DTH3D, cas faiblement compressible : Évolutions temporelles de grandeurs carac-
téristiques de la turbulence. (a) Nombre de Mach turbulent Mrms ; (b) Ratio de compressibilité χ ;
(c) Énergie cinétique k˜ ; (d) Enstrophie Z ; (e) Nombre de Reynolds basé sur la micro-échelle de Taylor
Reλ ; (f) Nombre de Reynolds basé sur l’échelle intégrale ReΛ ;
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Figure A.25 – DTH3D, cas faiblement compressible : Évolutions de l’énergie cinétique turbulente.
(——) Énergie cinétique totale k˜ ; (− − − − −) Énergie cinétique solénoïdale k˜S ; (—·—·—) Énergie






Figure A.26 – DTH3D, cas faiblement compressible : Évolution temporelle de l’enstrophie Z. (—–
) Enstrophie Z, (−−−−−) Loi puissance Z ∝ t−1.7.
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Figure A.27 – DTH3D, cas faiblement compressible : Spectres tridimensionnels d’énergie totale Ek

























Figure A.28 – DTH3D, cas faiblement compressible : Évolutions temporelles des échelles de turbu-
lence. (a) Micro-échelle de Taylor λ ; (b) Échelle intégrale Λ.
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Figure A.29 – DTH3D, cas faiblement compressible : Évolution temporelle du facteur de dissymétrie
Sk et d’aplatissement Fl. (a) Facteur de dissymétrie Sk ; (b) Facteur d’aplatissement Fl.
t/τ











Figure A.30 – DTH3D, cas faiblement compressible : Évolutions des composantes de la vitesse fluc-
tuante. (——) u˜′′2 (− −−−−) v˜′′2 ; (· · · · ·) w˜′′2.
d’anisotropie n’est présent. Par contre, si l’on impose initialement un état d’anisotropie spécifique autre
qu’isotrope, on observe le phénomène de retour vers l’isotropie de la turbulence (cf. Chassaing [6], Pope
[26]).
Enfin,dans le but de caractériser le type de structures présentes dans notre écoulement turbulent,
nous avons utilisé l’approche proposée par Chong et Perry [8] qui permet de relier la structuration
locale d’un écoulement avec les propriétés du tenseur du gradient de la vitesse. Les développements
de cette approche (cf. Martín et al. [21], Ooi et al. [22]) permettent de synthétiser ces propriétés
structurelles à l’aide du tracé de la fonction de densité de probabilité conjointe (PDF conjointe) des
invariants du tenseur du gradient de la vitesse. En suivant les travaux de Pirozzoli et Grasso [23], nous
allons définir les paramètres de cette représentation. Les invariants du tenseur du gradient de la vitesse
28
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Aij = ∂ui/∂xj sont définis par les relation suivantes :


















et λ1, λ2, λ3 les valeurs propres A.
Selon la classification de Chong et Perry [8], les structures turbulentes sont de type focales ou non-
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P 2Q2). (A.69)
Ainsi, des valeurs de ∆ négatives impliquent la présence de régions non-focales et des valeurs positives
correspondent à des régions focales. Dans leurs travaux, Kevlahan et al. [17] introduisent une classifi-






ij = Sij − 13Skkδij) et de
W 2 = WijWij :
– Régions de type « vortex » si W 2 > 2S?
2
,
– Régions de type « convergentes/divergentes » si W 2 < S?
2
/2,
– Région de type cisaillées si S?
2
/2 ≤W 2 ≤ 2S?2 .
Étant donné que ces classifications sont valables pour une turbulence incompressible, Pirozzoli et
Grasso [23] proposent d’utiliser les invariants de la partie déviatrice du tenseur gradient de vitesse
(A? = A − 13tr(A)I) dans la situation où la compressibilité n’est pas négligeable. La définition des
invariants devient donc maintenant :

































Sur les figures A.31[a] à A.31[d], la PDF conjointe (Q?,R?) est tracée en utilisant les différents critères
de classement présentés ci-dessus. Les valeurs des invariants (Q?,R?) sont normalisées à l’aide de la
valeur moyenne du troisième invariant du tenseur de rotation QW = WijWij/2. On peut observer que
les PDF conjointes que l’on présente sont cohérentes avec celles présentées par Pirozzoli et Grasso
[23]. La PDF conjointe en forme de larme sur la figure A.31[a] est une caractéristique de la turbulence
qui semble être universelle selon Pirozzoli et Grasso [23]. La répartition entre les différents types de
structures turbulentes sur les figures A.31[b] à A.31[d] est aussi conforme à la littérature. Ainsi, on
peut affirmer que la structuration de notre écoulement turbulent est cohérente.
Simulation fortement compressible Cette deuxième simulation est basée sur un nombre de Mach
turbulent initial important Mt ≈ 0.6 et sur une équipartition entre les perturbations de vitesse solé-
noïdales et compressibles (χ ≈ 0.5). Le champ turbulent est initialement de type axisymétrique où la
composante u′′ possède plus d’énergie que les deux autres :
u˜′′2 > v˜′′2 = w˜′′2 (A.74)
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Figure A.31 – DTH3D, cas faiblement compressible : Fonctions de densités de probabilité conjointes,
(——) Discriminant ∆. (a) Toutes configurations ; (b) Configuration « cisaillée » ; (c) Configuration
« vortex » ; (d) Configuration « convergente/divergente ».
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Comme pour la simulation précédente, on présente les évolutions des grandeurs caractéristiques de
la turbulence sur les figures A.32[a] à A.32[f]. On peut observer un comportement spécifique sur les
différentes courbes dans les premiers temps de simulation. Ce temps de transition que l’on peut appeler
« transitoire acoustique » modifie grandement l’état de la turbulence sur une durée relativement courte.
Pour des temps plus grands, on retrouve des évolutions plus classiques pour ces grandeurs.
Ainsi, l’écoulement reste fortement compressible entre t = 0 et t = 4τt. On observe en effet un
nombre de Mach turbulent Mt > 0.3 et un ratio de compressibilité χ > 20% non-négligeables dans
cette période (cf. figures A.32[a] etA.32[b]) où l’évolution de l’écoulement est donc susceptible d’être
modifié par des effets de compressibilité.
Un premier phénomène lié à la forte compressibilité est relatif à la possibilité d’apparition de chocs
locaux ou « shocklets » au sein de l’écoulement. Pour des nombres de Mach turbulents suffisamment
élevés, des poches supersoniques apparaissent dans l’écoulement et certaines sont à l’origine de petits
chocs localisés (cf. figure A.33). En suivant les travaux de Samtaney et al. [28], nous avons représenté
les PDF du Mach turbulent Mt et de la divergence d′ = ∂u′′i /∂xi sur les figures A.34[a] à A.34[d].
On peut remarquer que dans les premiers temps de simulation (cf. figures A.34[a] et A.34[b]), les
PDF montrent une probabilité non négligeable d’existence des zones supersoniques mais aussi des
évènements de compression relativement intenses. Ces deux considérations permettent d’affirmer que
l’écoulement présente des « shocklets » à cet instant (t = 0.6τt). Par contre, à un instant plus tardif
(t = 6τt), on constate (cf. figures A.34[c] et A.34[d]) que la probabilité que l’écoulement possède des
zones supersoniques est nulle et que les évènements de compression sont moins nombreux mais surtout
beaucoup moins intenses. Cela signifie donc que des « shocklets » ne sont pas présents à cet instant
(t = 6τt).
On constate par ailleurs que l’évolution de l’énergie cinétique turbulente k˜ est perturbée durant
le transitoire en début de simulation. Le terme Πd devient prépondérant dans cette zone et il est
responsable de l’évolution non-monotone que l’on observe. On peut ajouter, grâce à la figure A.35,
que le transitoire concerne majoritairement la partie compressible du champ de vitesse fluctuante. La
partie solénoïdale k˜S présente une évolution quasiment monotone et décroissante tandis que la partie
compressible k˜C est beaucoup plus fluctuante.
L’évolution de l’enstrophie (cf. figure A.32[d]) permet de remarquer d’une part que la compressibilité
ralentit le processus d’étirement tourbillonnaire car le maximum d’enstrophie Zmax est atteint pour
t = 2.2τt (au lieu de t = 1.2τt pour l’écoulement faiblement compressible) et que sa valeur est plus faible
Zmax ≈ 90 (à comparer avec Zmax ≈ 160 dans la simulation précédente) d’autre part. Néanmoins, la
phase de décroissance est toujours décrite par une loi en puissance de t comme on peut l’observer sur
la figure A.36. Sur la figure A.37, on peut noter que le spectre d’énergie Ek se comporte de manière
similaire au cas faiblement compressible.
Concernant les nombres de Reynolds turbulents Reλ et ReΛ, les évolutions sont davantage bruitées
mais restent similaires au cas faiblement compressible. La même remarque peut être faite concernant
les échelles caractéristiques de la turbulence λ et Λ (évolutions non présentées).
Du point de vue des indicateurs statistiques sur le facteur de dissymétrie et d’aplatissement, ceux-ci
conservent des valeurs du même ordre de grandeur que précédemment (cf. figures A.38[a] et A.38[b]).
Si l’on s’intéresse maintenant à l’évolution de l’état d’anisotropie (cf. figure A.39), nous pouvons
remarquer que d’une part la turbulence reste axisymétrique, i.e. u˜′′2 > v˜′′2 ≈ w˜′′2 , et d’autre part que
l’on tend vers un état isotrope pour des temps de simulation élevés (t > 8τt). Ces résultats sont en
accord avec ceux issus de la littérature (cf. Choi et Lumley [7]).
Enfin, concernant la structuration de la turbulence, on constate que les PDF conjointes possèdent
une forme similaire au cas faiblement compressible sur les figures A.40[a] à A.40[d]. La structure de
notre écoulement turbulent est proche de celle présentée par Pirozzoli et Grasso [23] et présente plus
d’évènement de type compressible (cf. figure A.40[d]).
Synthèse Les calculs que nous avons réalisés concernant la dégénérescence de turbulence tridimen-
sionnelle nous permettent de valider notre outil pour la simulation d’écoulements turbulents 3D sur
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Figure A.32 – DTH3D, cas fortement compressible : Évolutions temporelles de grandeurs caracté-
ristiques de la turbulence. (a) Nombre de Mach turbulent Mrms ; (b) Ratio de compressibilité χ ;
(c) Énergie cinétique k˜ ; (d) Enstrophie Z ; (e) Nombre de Reynolds basé sur la micro-échelle de Taylor
Reλ ; (f) Nombre de Reynolds basé sur l’échelle intégrale ReΛ ;
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Figure A.33 – DTH3D, cas fortement compressible : Champ de Mach turbulent et phénomène de
shocklets. En rouge foncé : les zones supersoniques.
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Figure A.34 – DTH3D : Fonctions de densité de probabilité. (a) Nombre de Mach turbulent Mt à
t = 0.6τt ; (b) Divergence de la vitesse fluctuante à t = 0.6τt ; (c) Nombre de Mach turbulent Mt à
t = 6τt ; (d) Divergence de la vitesse fluctuante à t = 6τt.
t/τ







Figure A.35 – DTH3D, cas fortement compressible : Évolutions de l’énergie cinétique turbulente.
(——) Énergie cinétique totale k˜ ; (− − − − −) Énergie cinétique solénoïdale k˜S ; (—·—·—) Énergie
cinétique compressible k˜C .
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Figure A.36 – DTH3D, cas fortement compressible : Évolution temporelle de l’enstrophie Z. (—–











Figure A.37 – DTH3D, cas fortement compressible : Spectres tridimensionnels d’énergie totale Ek à
différents instants. (—–) t = 0.5τt ; (−−−) t = 2.5τt ; (− · − · −) t = 6τt ; (· · · · ·) t = 10τt.
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Figure A.38 – DTH3D, cas fortement compressible : Évolution temporelle du facteur de dissymétrie
Sk et d’aplatissement Fl. (a) Facteur de dissymétrie Sk ; (b) Facteur d’aplatissement Fl.
t/τ











Figure A.39 – DTH3D, cas fortement compressible : Évolutions des composantes de la vitesse fluc-
tuante. (——) u˜′′2 (− −−−−) v˜′′2 ; (· · · · ·) w˜′′2.
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Figure A.40 – DTH3D, cas fortement compressible : Fonctions de densités de probabilité conjointes.
(a) Toutes configurations ; (b) Configuration « cisaillée » ; (c) Configuration « vortex » ; (d) Configu-
ration « convergente/divergente ».
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une configuration simple et bien documentée. Les évolutions des différentes grandeurs caractéristiques
de la turbulence sont en effet cohérentes et similaires à celles présentées dans la littérature. Notre
outil est par ailleurs capable de capturer convenablement les effets liés à la compressibilité de la tur-
bulence comme les « shocklets » et restitue une structuration de turbulence compressible conforme à
celle obtenue par d’autres auteurs (cf. Pirozzoli et Grasso [23], Ooi et al. [22], Martín et al. [21]).
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Annexe B
Maillages et distribution de points
Dans cette annexe, nous allons présenterons les outils qui sont nécessaires à la création de maillages
non-uniformes, i.e. utilisant des distributions des points non-homogènes. On commence par présenter la
transformation des coordonnées généralisées permettant de tenir compte de la non-homogénéité des dis-
tributions de points tout en utilisant des schémas numériques d’ordres élevés standards. Les différentes
distributions de points utilisées dans cette étude sont ensuite détaillées et caractérisées.
B.1 Transformation des coordonnées généralisées
B.1.1 Introduction
La transformation des coordonnées généralisées permet d’exprimer une dérivée dans un système
de coordonnées en fonction des dérivées dans un autre système de coordonnées. La principale utilité
de ce type de transformation est de pouvoir utiliser des schémas numériques d’approximation des
dérivées dont la formulation est basée sur une distribution de points homogène. En effet, les schémas
d’ordre élevés sont généralement explicités uniquement sous l’hypothèse d’une distribution de points
homogène. Or comme certaines simulations nécessitent l’utilisation de distributions non-homogènes, il
est impératif de pouvoir effectuer une transformation permettant de calculer les dérivées à l’aide de
schémas d’ordres élevés en tenant compte du caractère non-homogène des distributions de points.
Cette transformation est effectuée depuis le domaine physique où l’on résout les équations vers le
domaine de calcul qui permet le calcul des dérivées. Le domaine physique possède une géométrie
quelconque et des distributions de points a priori non-homogènes, tandis que le domaine de calcul est
de forme parallélépipédique avec des distributions homogènes de points à l’image de la figure B.1 pour
le cas bidimensionnel. On associe à chaque espace un système de coordonnées propre. Pour l’espace
physique, le système de coordonnées est (x, y, z) et pour l’espace de calcul (ξ, η, ζ).
B.1.2 Formalisme
On suppose qu’il existe une transformation suffisamment régulière et continue entre les deux espaces
qui permet d’écrire les relations suivantes :
ξ = ξ (x, y, z) (B.1)
η = η (x, y, z) (B.2)
ζ = ζ (x, y, z) (B.3)
La relation entre le gradient d’une fonction f dans l’espace physique et le gradient dans l’espace de














Figure B.1 – Domaine de calcul et domaine physique : cas général.






















 ξx ξy ξzηx ηy ηz
ζx ζy ζz
 (B.5)
Le calcul d’une dérivée dans le domaine physique à partir du domaine de calcul homogène s’effectue





































Il est donc nécessaire dans le cas général d’évaluer les trois dérivées dans l’espace de calcul homogène
afin d’évaluer une dérivée dans l’espace physique. Compte-tenu des géométries de nos simulations et
de la nature des phénomènes à capturer, il est intéressant d’utiliser une version simplifiée des relations
(B.6 à B.8) comme nous allons le voir dans le paragraphe suivant.
B.1.3 Cas Simplifié
Dans nos simulations, la simplicité des domaines de calcul utilisés permet de simplifier les expres-
sions précédentes via les relations (B.9 à B.11).
ξ = ξ (x) (B.9)
η = η (y) (B.10)
ζ = ζ (z) (B.11)
Ce cas simplifié implique que toutes les géométries à discrétiser seront de forme parallélépipédique
comme on peut le voir sur la figure B.2.
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Figure B.2 – Domaine de calcul et domaine physique : cas simplifié.
L
x0 x1 x2 x i xN−3 xN−1xN−2
h
Figure B.3 – Distribution de points homogène.



















Ces relations montrent qu’il faut simplement ici évaluer les dérivées dans l’espace des coordonnées
à distribution homogène et multiplier le résultat par une fonction dépendante de la distribution de
points utilisée. Le coût d’un maillage non-uniforme dans ce cas simplifié se résume donc à effectuer
une multiplication.
B.2 Distributions de points utilisées
Cette section est consacrée à la présentation des différentes distributions de points utilisées dans le
cadre de notre étude. Dans tout ce qui suit, on considère un segment de longueur L que l’on souhaite
discrétiser à l’aide de N points.
B.2.1 Distribution homogène
La distribution de points homogène est la plus simple. Elle consiste à répartir uniformément les
points de discrétisation sur le segment de longueur L (cf. figure B.3). On peut définir alors le pas
d’espace h = ∆x par :
h =
L
N − 1 (B.15)
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L
x0 x2x1 x i xN−3 xN−2 xN−1
x c
Figure B.4 – Distribution de points par la transformation de Roberts.
Les coordonnées des points de discrétisation sont :
xi = i · h, i = 0 . . . N − 1 (B.16)
Du point de vue du formalisme précédent, cela revient à écrire :
ξ(x) = x et ξx(x) = 1 (B.17)







Ce résultat est évident puisque l’espace physique et l’espace de calcul sont identiques ici.
B.2.2 Distribution de Roberts
Parmi les différentes distributions de points à notre disposition, nous avons été amenés à utiliser
une des transformations de Roberts présentées par Anderson et al. [1]. Cette distribution permet de
resserrer les points de discrétisation à l’aide du paramètre τ autour d’un point intérieur au segment xc














1 + (eτ − 1)(xc/L)
1 + (e−τ − 1)(xc/L)
]
, 0 < τ <∞. (B.20)
Ce type de distribution peut être utile pour raffiner le maillage près de zones à forts gradients comme
les couches de mélange, les ondes de choc par exemple.
Afin de calculer la valeur de la fonction ξx(x), nous explicitons la fonction ξ(x) qui est l’inverse de















A partir de cette expression, nous obtenons la formulation de ξx(x) qui sera utilisée pour effectuer la





1 + [x/xc − 1]2 sinh2(τB)
(B.22)
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Figure B.5 – Distribution de points proposée par Mahesh.
B.2.3 Distribution de Mahesh
La distribution de points proposée par Mahesh et al. [19] est similaire à la transformation de Roberts
présentée précédemment mais permet de régler plus précisément la forme du resserrement des points
via un certain nombre de constantes supplémentaires (cf. figure B.5).



























Le choix du triplet de paramètres (b, d, r) permet d’imposer la taille de la maille au voisinage des
frontières du segment, de contrôler la taille de la maille dans la zone de raffinement et de fixer l’épaisseur
de zone raffinée.
Étant donné la complexité de la fonction x(ξ), nous allons utiliser une des propriétés des fonctions
























Cette annexe est consacrée à la présentation des conditions aux limites non-réfléchissantes et ab-
sorbantes. Nous commençons par décrire le fonctionnement des conditions non-réflectives. Nous effec-
tuons ensuite une validation de cette condition. Nous poursuivons par la présentation de la méthode
permettant d’obtenir des conditions aux limites absorbantes. Une comparaison entre les conditions non-
réfléchissantes et absorbantes est ensuite effectuée. Enfin, nous terminons par une analyse de l’impact
de l’utilisation des conditions aux limites absorbantes à l’aide de simulations de dégénérescence de
turbulence homogène.
C.1 Conditions aux limites non-réfléchissantes
Les conditions aux limites non-réfléchissantes que nous avons utilisées sont celles décrites par Poin-
sot et Lele [25]. Ces auteurs ont développé une formulation des conditions aux limites permettant de
traiter différentes situations. Elle est basée sur la notion de caractéristiques que nous allons rappeler
succinctement.
C.1.1 Ondes caractéristiques
La notion de caractéristiques est liée dans notre cas au terme « Euler » du système d’équation.
Ainsi, nous commençons par écrire les équations d’Euler (cf. mémoire principal, §3.4.1) sous la forme







Les dérivées suivant x2 et x3 sont regroupées dans le terme de droite D. La première étape consiste
à récrire le système précédent en utilisant les variables primitives Up = (ρ, u1, u2, u3, p)T à l’aide des







Le problème étant hyperbolique, la matrice A = P−1Q est diagonalisable et ses valeurs propres sont
les suivantes :
λ1 = u1 − c (C.3)
λ2 = u1 (C.4)
λ3 = u1 (C.5)
λ4 = u1 (C.6)
λ5 = u1 + c (C.7)
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La matrice diagonale Λ associée à A vérifie : A = S−1ΛS, où les lignes de la matrice de passage S








En ignorant les dérivées transversales (SP−1D), l’équation (C.8) correspond à un système d’équations
caractéristiques pour la variable vectorielle dU = S dUp. Les composantes de dU représentent les
amplitudes des ondes de pression (dU1 et dU5), d’entropie (dU2) et des composantes tangentielles de
la vitesse (dU3 et dU4) se propageant avec les vitesses caractéristiques λi correspondantes. Ainsi, selon
le signe des valeurs propres, on est capable de connaître le sens de propagation de l’une de ces ondes
élémentaires suivant la direction considérée. Pour un écoulement se déplaçant suivant la direction des
x1 croissants, la vitesse u1 est positive (u1 > 0). Seule la valeur propre λ1 peut alors être négative si
c > u1, i.e. si l’écoulement est subsonique (M = u1/c < 1).
Lors du développement de conditions aux limites non-réfléchissantes, Thompson [33] introduit le vecteur





































Cette décomposition va être utilisées afin d’imposer la non-réflexion des ondes sur une des limites du
domaine de calcul.
C.1.2 Méthode de calcul
La méthode proposée par Poinsot et Lele [25] consiste à modifier le système d’équations de Navier-
Stokes au niveau des limites du domaine de calcul en utilisant une décomposition du terme « Euler »
sur les caractéristiques. Ainsi, en prenant l’exemple d’une condition aux limites s’appliquant sur une























































γ − 1 +m1d3 +m2d4 +m3d5 +
∂
∂x2










avec les définitions suivantes :
Et =
p



















qi = −λ ∂T
∂xi
(C.23)







































Ainsi, les contributions des différentes ondes à travers le vecteur L permettent de construire le vecteur
d. Il suffit donc d’imposer certaines composantes de ce vecteur L pour appliquer des conditions aux
limites, les autres étant évaluées à l’aide des relations (C.10 à C.14).
Les conditions aux limites non-réfléchissantes pour la sortie d’un écoulement subsonique sont ainsi
imposées en annulant la composante du vecteur L correspondant à la valeur propre négative (L1 = 0
dans notre cas). Ce choix correspond à la condition aux limites décrite par Thompson [33] qui est un
cas particulier de la proposition de Poinsot et Lele [25].
C.1.3 Validation
La validation des conditions aux limites non-réflectives implémentées dans notre code de calcul est
basée sur les cas-tests utilisés par Poinsot et Lele [25] et Gamet [12].
C.1.3.1 Onde de pression monodimensionnelle
Ce cas test est basé sur les équations d’Euler monodimensionnelles. Le fluide est initialement au
repos et comporte une perturbation acoustique de pression et de densité dont la forme est donnée par
les relations suivantes :
ρ(x1, t = 0) = ρ0
(




u(x1, t = 0) = 0 (C.26)





Les valeurs moyennes sont fixées de manière à imposer une vitesse du son c0 = γP0/ρ0 à la valeur
c = 10. L’amplitude des perturbations est fixée à A = 2 × 10−6. Dans un premier temps, l’évolution
de cette onde est simulée sur un domaine de longueur L = 10 comportant N = 201 points muni
de conditions aux limites non-réflectives sur les bords du domaine. On notera que l’onde initiale se
décompose en deux ondes dont les vitesses de déplacement sont égales à u+c pour l’onde se propageant
de la gauche vers la droite et u− c pour l’onde se déplaçant dans l’autre sens. Dans notre validation,
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Figure C.1 – PW1D : Évolution de p′ de l’erreur ε à la sortie du domaine de calcul. (a) Perturbation
de pression p′ ; (b) Erreur ε. (—–) t = 0, (− − −) t = 0.375, (− · −) t = 0.625, (· · ··) t = 0.750,
(—◦—)t = 0.875.
nous allons nous concentrer sur la sortie de l’onde dont la vitesse de propagation est positive.
Afin d’évaluer quantitativement les propriétés non-réflectives de ces conditions aux limites, nous avons
effectué dans un deuxième temps la même simulation, avec une condition initiale identique, sur un
domaine de calcul deux fois plus long (L = 20) discrétisé à l’aide de N = 401 points. Cette simulation,
que l’on définit comme simulation de référence, permet d’observer l’évolution naturelle de l’onde à
la position x = 10 alors que dans la première simulation, la condition non-réflective est imposée. La
comparaison des deux solutions permet de connaître l’effet de ce type de condition.
On présente sur la figure C.1[a], l’évolution de l’onde de pression à différents instant. On observe le
déplacement de l’onde de la gauche vers la droite ainsi que la sortie de l’onde du domaine de calcul.
La comparaison entre les deux simulations est effectuée sur la figure C.1[b] où l’erreur est définie par
ε = (p′ − p′ref )/A et les perturbations de pression par p′ = p − P0. On observe que, conformément
aux résultats présentés par Poinsot et Lele [25] et Gamet [12], l’erreur est localisée près de la sortie
du domaine et que les perturbations induites possèdent une amplitude très faible. Ce cas test est une
situation idéale d’application de ce type de condition aux limites puisque l’onde est monodimensionnelle
et se déplace suivant la normale à la frontière.
C.1.3.2 Onde de pression bidimensionnelle
A l’image du cas test monodimensionnel, on souhaite étudier le comportement du code de simulation
par rapport à la propagation d’une onde de pression bidimensionnelle. Ce deuxième cas test est issu
de Gamet [12] et est une adaptation d’un cas test proposé par Tam et Webb [32]. Le principe repose
encore une fois sur la comparaison entre une solution de référence, i.e. reflétant la propagation de l’onde
de pression sans perturbations liées aux conditions aux limites, avec les solutions utilisant les méthodes
de traitement des conditions aux limites décrites précédemment.
La forme de la perturbation initiale est donnée par les relations (C.28) à (C.31). Le paramètre a1
détermine la forme de la perturbation de pression dont l’amplitude est fixée par le coefficient A qui
a pour valeur A = 1 dans cette simulation (cf. relation (C.32)). Le nombre de Mach de l’écoulement
moyen est M = 0.5.
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Figure C.2 – PW2D : Isobares en utilisant 16 niveaux uniformément répartis (min = −5.3 × 10−2,
max = 5.44 × 10−2). (—–) valeurs positives, (− − −) valeurs négatives. Haut : solution de référence.
Bas : solution « test ».
ρ(x1, x2, t = 0) = 1 (C.28)
u1(x1, x2, t = 0) = u0 (C.29)
u2(x1, x2, t = 0) = 0 (C.30)
p(x1, x2, t = 0) = p0 + a1 (C.31)
La perturbation de pression a1 est définie par le relation suivante :
a1 = A exp
(
− ln 2(x1 − x1,c)




avec (x1,c, x2,c), les coordonnées du centre de la perturbation initiale.
Le domaine de simulation pour le cas de référence est fixé par Ω = [0; 400] × [0; 400] en utilisant
un maillage homogène comportant N = 401 points dans les deux directions de l’espace. Les calculs
d’évaluation des conditions aux limites sont réalisés en utilisant un domaine Ω = [0; 200] × [0; 200]
et, afin de conserver le même pas d’espace que le cas de référence, on utilise N = 201 points pour
discrétiser chaque direction de l’espace.
La figure C.2 montre l’évolution de la perturbation de pression à différents instants pour les deux
simulations envisagées.
On observe de légères déformations de la solution utilisant les conditions aux limites non-réfléchissantes
que l’on peut apprécier plus précisément sur la figure C.3 ou l’on présente la répartition spatiale de
l’erreur ε = |pnum − pref | /A. On constate que l’erreur reste relativement faible (de l’ordre de 0.9%
au maximum). Ce cas-test permet de valider le bon fonctionnement des conditions non-réflectives de
Poinsot-Lele qui génèrent de faibles erreurs dans le domaine de calcul.
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Figure C.4 – Description d’une zone absorbante
C.2 Conditions aux limites absorbantes
C.2.1 Principe
L’utilisation de conditions aux limites absorbantes telles que nous les avons implémentées revient
à ajouter une zone de calcul supplémentaire (cf. figure C.4) qui permet d’éliminer les fluctuations de
l’écoulement. On définit alors l’épaisseur de cette zone absorbante par D. Le nombre de points utilisés
pour discrétiser ce domaine est Na. Le paramètre d définit la distance entre un point de la zone absor-
bante et la limite du domaine de calcul. Des conditions aux limites non-réfléchissantes (N.R.) de type
Poinsot Lele (cf. §C.1) sont utilisées en sortie de cette zone absorbante afin de limiter la production
de perturbations. Il est donc nécessaire d’agrandir le domaine de simulation qui comprend maintenant
le domaine de calcul et les zones absorbantes. La valeur du nombre de points Na doit donc rester
relativement faible afin de ne pas augmenter le coût de calcul de la simulation de manière rédhibitoire.
L’élimination des perturbations est basée sur le forçage de l’écoulement vers un écoulement de ré-
férence. Cette méthode suppose donc la connaissance d’un écoulement de référence. Cette approche
permet aussi de maintenir l’écoulement dans un état déterminé. En effet, si par exemple on impose ini-
tialement un écoulement cisaillé en vitesse uniquement et qu’on laisse l’écoulement évoluer librement,
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le cisaillement va finir par disparaître car il n’y a pas de phénomène physique qui l’entretienne dans
ce cas. Par contre, en utilisant des conditions absorbantes, l’écoulement est contraint dans ces zones à
rester cisaillé en vitesse ce qui permet à ce dernier de rester dans son état cisaillé dans tout le domaine
au cours de la simulation.
Le forçage de l’écoulement est basé sur la modification du système d’équations dans les zones absor-























−σ (Q−QRef )︸ ︷︷ ︸
Terme de forçage
(C.33)
Le terme de forçage fait intervenir un paramètre d’amortissement σ et l’écoulement de référence QRef
vers lequel on fait tendre la solution. Le paramètre σ évolue en fonction du paramètre d qui représente
la distance entre le point courant à l’intérieur de la zone absorbante et la limite du domaine de calcul.
Plus d augmente, plus le terme de forçage devient prépondérant. Le forçage reste actif tant que la
solution courante Q est différente de la solution QRef .
Ce type de condition a déjà été utilisé avec succès par Mahesh et al. [19] avec la formulation suivante







où n définit le degré de la loi puissance du forçage et le paramètre σm règle l’intensité maximale du
forçage. Pour Mahesh et al. [19], ce paramètre σm est une constante fixée avant le calcul. L’auteur
modifie sa valeur en fonction de l’écoulement simulé. Il apparaît donc que la valeur de cette constante
doit être reliée aux propriétés de l’écoulement. Nous avons alors plutôt adopté l’approche présentée









Cette relation dépend de l’écoulement car elle fait intervenir le nombre de Mach M . Dans notre cas,
ce nombre de Mach M est calculé à partir de l’écoulement de référence utilisé pour construire notre
terme de forçage. Cette modification nous permet de nous affranchir du choix d’une constante pour
chaque écoulement étudié.
C.2.2 Validation
C.2.2.1 Onde de pression bidimensionnelle
Le cas test de validation des conditions aux limites absorbantes est le même que celui des conditions
aux limites non-réflectives présenté au paragraphe C.1.3.1. Le but de cette validation est de voir les
améliorations apportées par la présence des zones absorbantes et d’évaluer l’impact du nombre de points
contenu dans ces zones sur la solution. Le domaine de calcul est le même que précédemment mais le
domaine de simulation est plus grand puisqu’on utilise des conditions aux limites absorbantes dans
toutes les directions (cf figure C.5). Dans nos cas tests, le nombre de points dans les zones absorbantes
prend successivement les valeurs Na = 10 et Na = 20.
La figure C.6 montre l’évolution de la perturbation de pression à différents instants pour le cas de
référence et les cas de test des conditions aux limites utilisant un nombre de points différents pour
les zones absorbantes.On constate une diminution des déformations de la solution au voisinage des
frontières supérieures et inférieures par rapport aux simulations n’utilisant pas de zones absorbantes
(cf. figure C.2).
De plus, on observe sur la figure C.7 que l’augmentation du nombre de point Na atténue les erreurs
entre la solution de référence et la solution de test.
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Figure C.6 – PW2D : Isobares en utilisant 16 niveaux uniformément répartis (min = −5.3 × 10−2,
max = 5.44 × 10−2). (—–) valeurs positives, (−−−) valeurs négatives. Haut : solution avec Na = 10
. Bas : solution avec Na = 20.
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Figure C.7 – PW2D : Isocontour de l’erreur ε suivant 20 niveaux uniformément répartis (min = 0%,
max = 1.2%). Haut : solution avec Na = 10. Bas : solution avec Na = 20.
Afin de mieux apprécier les améliorations du comportement des conditions aux limites, nous avons
représenté sur la figure C.8 l’évolution de l’erreur maximale max(ε) et moyenne ε en fonction du
temps et du type de condition aux limites utilisé. On constate la supériorité des conditions aux limites
absorbantes par rapport à la simple utilisation de conditions aux limites de type Poinsot-Lele, surtout
pour les temps t > 15 et pour des zones absorbantes dont le nombre de points est Na = 20.
Ces résultats montrent tout de même le bon fonctionnement des conditions aux limites absorbantes à
partir d’un nombre de points Na équivalent à Na = 10. Nous retiendrons donc cette valeur pour nos
simulations de turbulence cisaillée car elle permet d’une part d’atténuer correctement les fluctuations
et d’autre part de maintenir le cisaillement au sein de l’écoulement.
C.2.2.2 Dégénérescence de turbulence homogène
Présentation Nous allons évaluer l’impact de ce type de condition aux limites sur la dégénérescence
de turbulence homogène. Notre analyse portera sur la comparaison entre les résultats de deux simula-
tions de dégénérescence de turbulence homogène isotrope qui se différencient par le type de conditions
aux limites utilisées :
– Simulation de dégénérescence de référence (DTH) : la turbulence étant homogène, nous utilisons
des conditions aux limites périodiques sur toutes les faces du domaine de calcul.
– Simulation de dégénérescence de test (ETH) : des conditions aux limites périodiques sont utilisées
dans deux directions de l’espace (x1 et x3) mais la dernière direction y est traitée à l’aide de
conditions aux limites absorbantes.
Mis à part les conditions aux limites, tous les paramètres numériques et physiques sont identiques. Le
domaine de calcul est un cube de taille L1 = L2 = L3 = 2pi discrétisé par N = 128 points répartis
uniformément sur chaque direction de l’espace. Le nombre de Mach est M1 = 1.5 et l’écoulement se
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Figure C.8 – PW2D : Évolution de l’erreur en fonction du temps. (a) : Évolution de maximum de
l’erreur max ε. (b) : Évolution de l’erreur moyenne ε. (——) Conditions de Pointsot Lele, (−−−) Zones
absorbantes Na = 10, (· · · · ·) Zones absorbantes Na = 20.
déplace dans la direction x. On utilise la méthode de génération de perturbations turbulentes décrite en
annexe D avec un nombre d’onde d’énergie maximum k0 = 4 et une vitesse de référence des fluctuations
u0 = 1.5 (correspondant à une énergie cinétique turbulente initiale égale à Ek(t = 0) = 3.375 ). Le
nombre de Reynolds de référence est fixé à Rer = 94 en utilisant le critère de résolution que nous
avons défini au paragraphe §3.5.6 du texte principal. Les simulations sont réalisées jusqu’au temps
final tfinal ≈ 8τt, où τt est le temps caractéristique de la turbulence.
Les statistiques sont réalisées de manière identique pour les deux simulations. Les moyennes sont
effectuées à chaque instant t dans les directions x1 et x3 de telle sorte que les statistiques ne dépendent
que du temps et de la coordonnée x2 :
X ≡ X(t, x2) (C.36)
Résultats Notre analyse débute par l’étude de l’évolution temporelle de notre écoulement au milieu
de la boite, i.e. pour x2 = L2/2. Les évolutions des facteurs de dissymétrie Sk et d’aplatissement Fl
sont présentées sur les figures C.9[a] et C.9[b]. On constate que ces grandeurs atteignent des valeurs
stables (Sk ≈ −0.45 et Fl ≈ 3.5) et caractéristiques de la turbulence homogène (cf. Chassaing [6]) dès
que l’on dépasse le temps t ≈ τt. On peut définir ainsi un premier temps d’évolution que l’on qualifie
de « transitoire » qui est le temps nécessaire à l’écoulement initial pour devenir solution des équations
de Navier-Stokes et présenter des caractéristiques turbulentes cohérentes.
Sur les figures C.10[a] à C.10[f], on observe des comportements similaires dans les deux simulations pour
les grandeurs statistiques essentielles de l’écoulement. Ainsi, le nombre de Mach turbulent Mt décroît
à la même vitesse pour les deux simulations jusqu’au temps t ≈ 4τt puis il diminue plus vite pour la
simulation de test ETH (cf. figure C.10[a]). On peut attribuer ce comportement à la diminution plus
prononcée de l’énergie cinétique turbulente k˜ à partir de t = 4τt (cf. figure C.10[c]). Cette disparition
plus rapide de l’énergie cinétique est donc liée à la présence des conditions aux limites absorbantes.
En effet, toute structure énergétique qui entre dans les zones absorbantes est détruite contrairement
au cas périodique. On observe une conséquence plus significative de la présence des zones absorbantes
sur l’évolution de la divergence de la vitesse fluctuante (cf. figure C.10[b]). La décroissance de cette
grandeur est beaucoup plus rapide que dans la simulation de DTH. Or la partie compressible de la
vitesse, i.e. à divergence non-nulle, est reliée à des phénomènes physiques de type propagatifs. Or
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Figure C.9 – Comparaison DTH/ETH : Évolutions temporelles des indicateurs de dissymétrie Sk (a)
et d’aplatissement Fl (b). (——) Simulation de référence (DTH) ; (−−−−) Simulation de test (ETH).
les zones absorbantes sont construites pour éliminer toutes les fluctuations qui y pénètrent, ce qui
explique la forte diminution de cette grandeur qui devient nulle assez rapidement. On retrouve cet
effet sur l’évolution des fluctuations thermodynamiques présentées sur les figures C.11[a] et C.11[b] où
l’on peut constater une atténuation extrêmement rapide de ces quantités. Ces diverses constatations
permettent de souligner le fait que les zones absorbantes sont susceptibles de diminuer ou de sous-
estimer le niveau de compressibilité de l’écoulement en évolution libre.
Concernant l’évolution de l’enstrophie sur la figure C.10[d], on observe un comportement similaire mais
le niveau d’enstrophie est plus important pour le cas ETH. Toutefois, cette évolution est fortement liée
à l’évolution de l’écoulement durant le transitoire où l’on peut constater une plus forte croissance dans
le cas ETH que dans le cas DTH. Les comportements après transitoire sont similaires.
Enfin, sur les figures C.10[d] et C.10[e], on observe une décroissance des nombres de Reynolds turbulents
Reλet ReΛ. Un bon accord entre les évolutions de Reλ des deux cas de simulation peut être souligné.
Néanmoins, un comportement assez différent est observable pour ReΛ. Ceci provient essentiellement
de la différence d’évolution de l’échelle intégrale Λ, notamment dans les premiers temps de simulation
(cf. figure C.12).
Nous venons d’aborder l’évolution des caractéristiques de la turbulence dans le temps. L’impact
des zones absorbantes à pu être souligné au cours du temps. Nous allons compléter cette approche en
présentant l’évolution du profil de l’énergie cinétique k˜ dans le temps (cf. figures C.13[a] et C.13[b]). On
remarque que les profils sont quasiment uniformes au centre de la boîte (x2 = L2/2 = pi) pour les deux
simulations. On constate toutefois que la simulation ETH présente une évolution non uniforme près
des zones absorbantes en x2 = 0 et x2 = 2pi. Ainsi, au cours de nos analyses futures, il est impératif
d’évaluer la zone d’influence des conditions aux limites absorbantes pour distinguer les évolutions
d’origine physique ou numérique. Dans le cas test ETH, la zone de confiance s’étend approximativement
de x2 = 1 à x2 = 5.
Synthèse La comparaison entre les résultats des deux calculs permet d’affirmer que l’utilisation de
conditions aux limites absorbantes permet la réalisation de simulations d’écoulements turbulents. Les
caractéristiques de la turbulence sont en effet cohérentes avec la simulation de DTH et la littérature.
Par contre, il est impératif de tenir compte des deux aspects mis en évidence précédemment :
– le temps de simulation : on a vu que pour des temps t > 4τt, les caractéristiques de la turbulence
s’éloignent du cas de référence (DTH). Ainsi, il est recommandé d’examiner avec précaution
l’évolution des grandeurs aux grands temps de simulation.
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Figure C.10 – Comparaison DTH/ETH : Évolutions temporelles de grandeurs caractéristiques de la
turbulence. (a) Nombre de Mach turbulent Mt ; (b) Divergence de la vitesse fluctuante (∂u′i/∂xi)
2 ;
(c) Énergie cinétique k˜ ; (d) Enstrophie Z ; (e) Nombre de Reynolds basé sur la micro-échelle de Taylor
Reλ ; (f) Nombre de Reynolds basé sur l’échelle intégrale ReΛ ; (——) Simulation de référence (DTH) ;
(− −−−) Simulation de test (ETH).
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Figure C.11 – Comparaison DTH/ETH : Évolutions temporelles des fluctuations thermodynamiques.
(a) Fluctuations de pression p′2/P ; (b) Fluctuations de densité ρ′2/ρ ; (——) Simulation de référence
(DTH) ; (−−−−) Simulation de test (ETC).
t/τt
Λ





Figure C.12 – Comparaison DTH/ETH : Évolution temporelle de l’échelle intégrale Λ. (——) Simu-
lation de référence (DTH) ; (−−−−) Simulation de test (ETC).
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Figure C.13 – Comparaison DTH/ETH : Évolution temporelle du profil d’énergie cinétique k˜. (a) Si-
mulation de référence (DTH) ; (b) Simulation de test (ETH). Symboles correspondants aux temps :
(◦) t ≈ 2.4τt, (+) t ≈ 3.6τt, () t ≈ 4.8τt, (×) t ≈ 6τt, () t ≈ 7.2τt.
– la zone spatiale d’influence : l’évolution des profils d’énergie cinétique permettent de souligner
la présence de zones sous forte influence des conditions aux limites. Il est nécessaire d’effectuer
l’analyse de l’écoulement en dehors de ces zones.
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Annexe D
Génération des conditions turbulentes
Nous allons aborder dans cette annexe diverses méthodes qui manipulent ou qui produisent des
fluctuations turbulentes. Nous débutons par la présentation de la méthode de génération des conditions
initiales turbulentes pour les calculs de dégénérescence de turbulence homogène (DTH) et les simulations
d’évolution de turbulence cisaillée (ETC). Nous poursuivons par la description de la condition d’entrée
turbulente utilisée pour les calculs d’interaction choc/turbulence cisaillé.
D.1 Conditions initiales de turbulence (cas DTH et ETC)
Les enjeux de la génération de conditions initiales turbulente sont d’une part le contrôle des pro-
priétés statistiques des fluctuations et d’autre part la limitation des effets transitoires. En effet, le
régime d’écoulement turbulent peut être caractérisé par un certain nombre de paramètres comme le
nombre de Reynolds turbulent Reλ ou le nombre de Mach turbulent Mt. La méthode de génération
des conditions initiales doit donc dépendre de ces paramètres. De plus, comme les conditions initiales
ne sont généralement pas solution des équations de Navier-Stokes, on observe lors des simulations une
évolution transitoire signe de l’adaptation de l’écoulement pour devenir turbulent.
Pour les simulations de turbulence compressible, la méthode de génération des conditions initiales de
vitesse est similaire à celle présentée par Erlebacher et al. [11]. Cette procédure permet d’imposer
un spectre énergétique à la vitesse fluctuante. Le choix du régime d’écoulement se fait en partie au
travers du choix du spectre analytique utilisé. Les détails de la méthode sont exposés dans la section
suivante. Concernant les fluctuations thermodynamiques, i.e. autre que la vitesse, il existe un certain
nombre de travaux qui montrent l’effet des conditions initiales sur des simulations de dégénérescence de
turbulence compressible. Ainsi, Ristorcelli et Blaisdell [27] montrent que l’ajout de fluctuations ther-
modynamiques permet de limiter la création de vitesse à dilatation non nulle. Ce résultat est conforté
par Samtaney et al. [28]. Néanmoins, ils montrent que l’impact des conditions initiales est négligeable
sur certaines données statistiques en dehors de l’évolution transitoire. Ces méthodes sont basées sur la
résolutions d’équations de Poisson pour la pression fluctuante, les autres grandeurs étant déduites à
l’aide de relations polytropiques linéarisées. D’autres auteurs comme Pirozzoli et Grasso [23] utilisent
la condition d’équilibre acoustique (cf. Sarkar et al. [29]) qui permet de déterminer l’intensité des fluc-
tuations thermodynamiques.
Dans notre étude, nous avons testé les différentes approches présentées présentée ci-dessus, et nous
avons fait le choix d’utiliser la méthode exposée par Pirozzoli et Grasso [23].
D.1.1 Méthode de génération des conditions initiales turbulentes
D.1.1.1 Génération du champ de vitesse fluctuante
La méthode débute par la génération aléatoire d’un champ de vitesse fluctuante u. A l’aide de
la décomposition d’Helmholtz, les parties solénoïdale (uS) et compressible (uC) sont extraites de ce
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champ aléatoire.
u = uS + uC (D.1)
avec :
div(uS) = 0 (D.2)
rot(uC) = 0 (D.3)
Cette décomposition est réalisée dans le domaine spectral à l’aide des relations (D.4) et (D.5) après
avoir effectué une transformation de Fourier du champ aléatoire initial. Du point de vue mathématique,
cette décomposition est unique pour un champ homogène, i.e. périodique dans notre cas.
uˆS(k) = uˆ(k)− k · uˆ(k)
k2
k (D.4)
uˆC(k) = uˆ(k)− uˆS(k) (D.5)
Le spectre de ces champs de vitesse Einit(k) est calculé et pondéré par la relation (D.6). Le spectre
analytique utilisé E(k) est donné par la relation (D.7). Il fait intervenir l’écart-type de la vitesse
fluctuante u0 et le nombre d’onde des structures énergétiques k0. L’utilisation d’un tel spectre permet
























Pour contrôler la part de compressibilité dans le champ fluctuant initial, on utilise le paramètre χ qui
permet de répartir l’énergie totale initiale k entre les énergies cinétiques compressible kC et solénoïdale
















La définition du paramètre χ est donnée par la relation (D.11). Le spectre analytique est lié aux











ES(k) = (1− χ)E(k) (D.12)
EC(k) = χE(k) (D.13)
Une fois les champs solénoïdal et compressible pondérés, on reconstruit le champ total grâce à la
relation (D.1) et on effectue une transformation de Fourier inverse qui permet d’obtenir les conditions
initiales de vitesse.
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D.1.1.2 Génération des grandeurs thermodynamiques
La méthode présentée par Pirozzoli et Grasso [23] est utilisée pour générer les fluctuations ther-
modynamiques. Cette procédure consiste à générer dans un premier des fluctuations aléatoires pour
les grandeurs thermodynamiques. On utilise ensuite le spectre analytique précédemment décrit (cf.
relation (D.7)) pour pondérer ces fluctuations. Puis on utilise la condition d’équilibre acoustique afin
d’imposer la valeur de l’écart-type des fluctuations thermodynamiques selon les relations (D.14) à
(D.16). La pression fluctuante correspondant à la partie compressible de la vitesse p′d est donné par la







T ′2 = (γ − 1)M t√χ (D.16)
D.1.2 Propriétés des fluctuations initiales
Dans ce paragraphe, nous allons examiner les propriétés statistiques des fluctuations de vitesse



















On fait apparaître ici les nombres d’onde ki introduits par les transformations de Fourier rapides (FFT)
utilisées dans nos routines de calcul. On écrit alors :
k = kmin · ki = 2pi
Lb
· ki (D.19)
avec ki, entier tel que : 0 ≤ ki ≤ N2 pour les FFT de champs de variables réelles et Lb, la taille de la
boîte de calcul. Ainsi, lorsque Lb = 2pi, on obtient des nombres d’onde entiers (k = ki).
D.1.2.1 Énergie cinétique turbulente
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D.1.2.2 Enstrophie




























D.1.2.3 Taux de dissipation
Dans un calcul compressible, on peut décomposer la dissipation ε en une partie solénoïdale εS et
compressible εC :













avec d′ = ∂u′k/∂xk.























































On remarque que le paramètre α n’intervient pas dans cette expression. Ce résultat est cohérent avec
le fait que les échelles ne dépendent que de la manière dont est répartie l’énergie dans le spectre E(ki).
















D.2. GÉNÉRATION DE FLUCTUATIONS D’ENTROPIE (CAS DTH ET ETC)
D.1.2.5 Micro-échelle de Taylor































D.1.2.6 Échelle de la dissipation












D.1.2.7 Échelle de Kolmogorov
L’échelle ηK des plus petits tourbillons présents dans un écoulement turbulent est exprimée à l’aide



































D.2 Génération de fluctuations d’entropie (cas DTH et ETC)
La méthode de génération des conditions initiales détaillée précédemment n’introduit pas de fluc-
tuation d’entropie. Or, pour les besoins de notre étude, une méthode de génération de fluctuations
d’entropie (cf. Mahesh et al. [20]) a été mise en oeuvre. Cette méthode se décompose en trois étapes :
1. Génération des conditions initiales de turbulence telles que présentées dans le paragraphe précé-
dent,
2. Obtention d’un champ turbulent « compatible » avec les équations de Navier-Stokes par le biais
d’une simulation (DTH ou ETC),
3. Introduction de fluctuations entropiques dans le domaine de calcul.
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Ainsi, après avoir généré les conditions initiale turbulentes, une simulation de type DTH ou ETC est
utilisée pour transformer le champ initial afin qu’il se structure pour posséder les caractéristiques de
la turbulence (spectres, échelles, facteurs d’aplatissement...). C’est à ce moment que l’on introduit des
fluctuations entropiques, et plus précisément une corrélation entre les fluctuations de masse volumique
























Le champ instantané est donc transformé à l’aide des relations précédentes et la simulation de type DTH
ou ETC peut reprendre. Après l’évacuation d’un transitoire lié à l’introduction des ces perturbation,
le champ turbulent peut être utilisé en tant que champ d’entrée pour des simulations de type ICT ou
ICTC.
D.3 Condition d’entrée turbulente (cas ICT et ICTC)
La condition d’entrée turbulente consiste à superposer un écoulement moyen et des fluctuations
turbulentes. Le champ de vitesse moyenne cisaillée est paramétré de la manière suivante :
U1(x2) = U0 + S × (x2 − L/2) (D.46)
U2(x2) = 0 (D.47)
U3(x2) = 0 (D.48)
où U0 est la vitesse de l’écoulement suivant la direction x1 au centre du cube et S désigne le gradient
constant de vitesse S = dU1/dx2. A partir de ce profil, nous pouvons construire à l’aide de la condition






















A cet écoulement moyen, on ajoute les perturbations turbulentes issues du découpage de champs
turbulents d’alimentation préalablement générés à l’aide de simulation préliminaires. On obtient alors
les grandeurs que l’on va imposer en entrée à l’aide des relations suivantes :
ρ(x2, x3, t) = ρ(x2) + ρ
′(x2, x3, t) (D.52)
U1(x2, x3, t) = U1(x2) + u
′
1(x2, x3, t) (D.53)
U2(x2, x3, t) = U2(x2) + u
′
2(x2, x3, t) (D.54)
U3(x2, x3, t) = U3(x2) + u
′
3(x2, x3, t) (D.55)
P (x2, x3, t) = P (x2) + p
′(x2, x3, t) (D.56)
64
















Figure D.1 – Représentation schématique du procédé d’interpolation utilisé lors de l’alimentation du
domaine de calcul en données turbulentes
Pour obtenir les perturbations turbulentes en fonction du temps, nous utilisons l’hypothèse de Tay-
lor qui permet d’établir une relation d’équivalence entre les évolutions spatiales et temporelles des
grandeurs fluctuantes, et qui s’écrit dans notre situation :






De ce point de vue, on peut considérer que le cube d’alimentation courant « entre » dans le domaine
de calcul d’interaction à la vitesse U0 au fur et à mesure que le temps de simulation augmente comme
on peut le constater sur la figure D.1. Ainsi, les perturbations sont évaluées en fonction de la position
du plan d’entrée du domaine de calcul d’interaction par rapport à deux plans successifs indicés j et
j + 1 du champ d’alimentation à l’aide de la formule d’interpolation suivante :
f =
d fj+1 + (∆x1 − d) fj
∆x1
(D.58)
avec d, la distance entre le plan d’entrée et le plan j et ∆x1, le pas de discrétisation spatiale du champ
d’alimentation dans la direction x1.
Un cube de fluctuations turbulentes permet donc d’alimenter le calcul d’interaction pendant une durée
tcube = L1/U0, avec L1 la dimension du champ dans la direction x1. Lorsque la durée de simulation
de l’interaction choc/turbulence est plus importante que le temps tcube, il est alors impératif d’utiliser
plusieurs champs d’alimentation. Afin de réduire le coût de calcul pour générer ces champs, on utilise
une méthode analytique qui permet de construire plusieurs champs à partir d’un champ « gelé » issu
d’une DNS préalable d’évolution de turbulence cisaillée (cf. Mahesh et al. [19]). Cela consiste à modifier
l’amplitude et la phase des fluctuations turbulentes tout en conservant la variance des perturbations
originales.
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Champ issu Champ issu
d’un calcul d’un calcul
d’ETC d’ETC
Figure D.2 – Génération et utilisation de champs d’alimentation alternés.
Toutefois, les résultats de nos simulations d’interaction choc/turbulence cisaillée utilisant un seul
champ issu d’une simulation d’évolution de turbulence cisaillé (ETC) pour construire tous les champs
d’alimentation montrent que les grandeurs statistiques ne sont pas suffisamment convergées. La non-
homogénéité de l’écoulement dans la direction x2 semble être responsable de ce phénomène. Nous avons
donc mis en place une procédure de génération alternée de ces champs à partir d’un nombre restreint
de champs sources issus de DNS (cf. figure D.2). Cela nous a permis de d’améliorer significativement
la qualité des statistiques.
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Annexe E
Décomposition statistique pour les
écoulements turbulents compressibles
Cette annexe s’attache à décrire les différents outils utilisés de manière usuelle pour le traitement
statistique des équations qui régissent les écoulements compressibles.
E.1 La moyenne de Reynolds
La décomposition statistique utilisant la moyenne de Reynolds d’une fonction aléatoire f(xi, t) d’un
champ turbulent s’écrit :
f(xi, t) = F (xi, t) + f
′(xi, t) (E.1)
avec F (xi, t), la moyenne d’ensemble (ou statistique) portant sur l’ensemble des réalisations indépen-
dantes d’un écoulement, et f ′(xi, t), la valeur fluctuante qui vérifie f ′(xi, t) = 0. Ainsi, la moyenne de
Reynolds est aussi appelée « moyenne centrée ».
Nous rappelons ci-dessous certaines de ses principales propriétés :
f + g = F +G,
f · g = F ·G+ f ′ · g′,
a · f = a · F, si a est une constante






avec : s = x1, x2, x3, t
La décomposition des différentes variables caractérisant l’écoulement est alors :
masse volumique : ρ = ρ+ ρ′
pression : P = P + p′
vitesse : Ui = U i + u′i
température : T = T + T ′
énergie totale : ET = ET + E′T
énergie interne : e = e+ e′
E.2 La moyenne pondérée par la masse
La moyenne pondérée par la masse (ou formalisme de Favre) est définie à partir de la moyenne de






ANNEXE E. DÉCOMPOSITION STATISTIQUE POUR LES ÉCOULEMENTS TURBULENTS COMPRESSIBLES
Reynolds vers Favre Favre vers Reynolds
F = F˜ + f ′′ F˜ = F +
ρ′f ′
ρ
f ′ = f ′′ − f ′′ f ′′ = f ′ − ρ
′f ′
ρ
f ′ = 0 f ′′ = −ρ
′f ′
ρ
f˜ ′ = ρ′f ′/ρ = −f ′′ f˜ ′′ = 0
ρ′f ′ = −ρf ′′ ρ′f ′′ = ρ′f ′
f ′g′ = f ′′g′′ − f ′′ g′′ f ′′g′′ = f ′g′ + ρ
′f ′ ρ′g′
ρ2






Table E.1 – Relations de passage entre le formalisme de Reynolds et de Favre (pondéré par la masse).
La décomposition statistique basée sur cette moyenne d’une fonction aléatoire f(xi, t) d’un champ
turbulent s’écrit alors :
f(xi, t) = F˜ (xi, t) + f
′′(xi, t) (E.3)
avec F˜ (xi, t), la moyenne pondérée par la masse et f ′′(xi, t), la valeur fluctuante correspondante qui
contrairement au cas précédent n’est pas centrée puisque f ′′(xi, t) = −ρ′f ′/ρ n’est pas nulle par
construction. On présente également les principales caractéristiques de ce type de moyenne :
f˜ + g = F˜ + G˜,
a˜ · f = a · F˜ , si a est une constante






avec : s = x1, x2, x3, t
La décomposition des différentes variables caractérisant l’écoulement est alors :
masse volumique : ρ = ρ+ ρ′
pression : P = P + p′
vitesse : Ui = U˜i + u′′i
température : T = T˜ + T ′′
énergie totale : ET = E˜T + E′′T
énergie interne : e = e˜+ e′′
E.3 Principales relations de passage entre les deux formalismes
Nous avons regroupé les principales relations de passage dans le tableau E.1. Une présentation plus
détaillée de ces relations ainsi que des différences entre les deux types de moyennes adoptées est réalisée
par Chassaing et al. [5].
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