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Abstract
The properties of flat minima in the empirical risk landscape of neural networks
have been debated for some time. Increasing evidence suggests they possess better
generalization capabilities with respect to sharp ones. First, we discuss Gaussian
mixture classification models and show analytically that there exist Bayes optimal
pointwise estimators which correspond to minimizers belonging to wide flat regions.
These estimators can be found by applying maximum flatness algorithms either
directly on the classifier (which is norm independent) or on the differentiable
loss function used in learning. Next, we extend the analysis to the deep learning
scenario by extensive numerical validations. Using two algorithms, Entropy-
SGD and Replicated-SGD, that explicitly include in the optimization objective a
non-local flatness measure known as local entropy, we consistently improve the
generalization error for common architectures (e.g. ResNet, EfficientNet). An easy
to compute flatness measure shows a clear correlation with test accuracy.
1 Introduction
The geometrical structure of the loss landscape of neural networks has been a key topic of study for
several decades [1, 2]. One area of ongoing research is the connection between the flatness of minima
found by optimization algorithms like stochastic gradient descent (SGD) and the generalization
performance of the network [3, 2]. There are open conceptual problems in this context: On the one
hand, there is accumulating evidence that flatness is a good predictor of generalization [4]. On the
other hand, modern deep networks using ReLU activations are invariant in their outputs with respect
to rescaling of weights in different layers [5], which makes the mathematical picture complicated1.
General results are lacking. Some initial progress has been made in connecting PAC-Bayes bounds
for the generalization gap with flatness [6].
The purpose of this work is to shed light on the connection between flatness and generalization by
using methods and algorithms from the statistical physics of disordered systems, and to corroborate
the results with a performance study on state-of-the-art deep architectures.
Methods from statistical physics have led to several results in the last years. Firstly, wide flat
minimizers have been shown to be a structural property of shallow networks. They exist even when
training on random data and are accessible by relatively simple algorithms, even though coexisting
with exponentially more numerous minima [7, 8, 3]. We believe this to be a overlooked property of
neural networks, which makes them particularly suited for learning. In analytically tractable settings,
1We note, in passing, that an appropriate framework for theoretical studies would be to consider networks
with binary weights, for which most ambiguities are absent.
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it has been shown that the flatness correlates with the choice of the loss function, with the choice of
the activation functions and with generalization [3, 9].
We employ a notion of flatness referred to as Local Entropy [7, 8]. It measures the low-loss volume
in the weight space around a minimizer. This framework has been used to introduce a variety of
learning algorithms, which we call entropic algorithms in this paper, that focus their search on flat
regions [8, 10, 11].
In what follows we make a substantial step in connecting flatness and generalization by providing
both analytical and state-of-the-art numerical results.
• In the case of a Gaussian mixture classification with shallow networks, we show analytically
that the minimum norm condition, which needs to be imposed during the learning phase
in order to reach the Bayes optimal performance, corresponds to solutions of maximum
local entropy for the classifier (which is norm invariant). These solutions can be found by
entropic algorithms acting on the learning loss function.
• We systematically apply two entropic algorithms, Entropy-SGD (eSGD) and Replicated-
SGD (rSGD), to state-of-the-art deep architectures. With little or no hyperparameter tuning,
we achieve a improved generalization performance and show that it is correlated with a
computable measure of flatness.
2 Related work
The idea of using the flatness of a minimum of the loss function, also called the fatness of the
posterior and the local area estimate of quality, for evaluating different minimizers is several decades
old [1, 12, 13]. These works connect the flatness of a minimum to information theoretical concepts
like the minimum description length of its minimizer: flatter minima correspond to minimizers
that can be encoded using fewer bits. For neural networks, a recent empirical study [2] shows that
large-batch methods find sharp minima while small-batch ones find flatter ones, with a positive effect
on generalization performance.
PAC-Bayes bounds can be used for deriving generalization bounds for neural networks [14]. In [15],
a method for optimizing the PAC-Bayes bound directly is introduced and the authors note similarities
between the resulting objective function and an objective function that searches for flat minima. This
connection is further analyzed in [6]. In [4], the authors present a large-scale empirical study of
the correlation between different complexity measures of neural networks and their generalization
performance. The authors conclude that PAC-Bayes bounds and flatness measures are the most
predictive measures of generalization.
The concept of local entropy has been introduced in the context of a statistical mechanics approach
to machine learning for discrete neural networks in [7], and subsequently extended to models with
continuous weights. The general definition of the local entropy loss LLE for a system in a given
configuration w (a vector of size N ) can be given in terms of any common (usually, data-dependent)
loss L as:
LLE (w) = − 1
β
log
∫
dw′ e−βL(w
′)−βγd(w′,w). (1)
The function d measures a distance and is commonly taken to be the squared norm of the difference
of the configurations w and w′:
d(w′, w) =
1
2
N∑
i=1
(w′i − wi)2 (2)
The integral is performed over all possible configurationsw′; for discrete systems, it can be substituted
by a sum. The two parameters β and γ˜ = βγ are Legendre conjugates of the loss and the distance.
For large systems, N  1, their effect is to jointly restrict the integral to configurations w′ below a
certain loss L∗ (w, β, γ) and within a certain distance d∗ (w, β, γ) from the reference configuration
w. In general, increasing β reduces L∗ and increasing γ˜ reduces d∗.
The interpretation of this quantity is that it computes the log-volume of the configurations w′ in a
region of size d∗ around w that have loss less or equal than L∗. Compared to the original loss L,
it can be interpreted as a Gaussian smoothing, or a site-dependent regularization. It also has the
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interpretation of a non-local measure of flatness, since, for large β, configurations w with small LLE
must lie in the middle of extensive regions in which a large fraction of the configurations have small
loss L.
In a neural network that performs a classification task, the most natural choice for L in eq. (1) is the
training error. This is the definition that has been used in detailed analytical studies on relatively
tractable shallow networks accompanied by numerical experiments, where indeed LLE has been
shown to correlate with generalization error and eigenvalues of the Hessian [7, 3]. Another interesting
finding is that the cross-entropy loss [3] and ReLU transfer functions [9], which have become the
de-facto standard for neural networks, tend to bias the models towards high local entropy regions
(computed based on the error loss).
Using the local entropy as an objective is in general computationally intractable. However, it can be
approximated to derive general algorithmic schemes. Replicated stochastic gradient descent (rSGD)
replaces the local entropy objective by an objective involving several replicas of the model, each one
moving in the potential induced by the loss while also attracting each other. The method has been
introduced in [8], but only demonstrated on shallow networks. The rSGD algorithm is very closely
related to Elastic Averaging SGD (EASGD), presented in [16], even though the latter was motivated
purely by the idea of enabling massively parallel training and had no theoretical basis. The main
distinguishing feature of rSGD compared to EASGD when applied to deep networks is the focusing
procedure by which γ is gradually increased, discussed in more detail below. Another difference is
that in rSGD there is no explicit master replica.
Entropy-SGD (eSGD), introduced in [10], is a method that directly optimizes the local entropy using
stochastic gradient Langevin dynamics (SGLD) [17]. While the goal of this method is the same as
rSGD, the optimization techniques involves a double loop instead of replicas. Parle [11], combines
eSGD and EASGD (with added focusing) to obtain a distributed algorithm that shows also excellent
generalization performance, consistently with the results obtained in this work.
3 Analytical Results on shallow networks
The relation between local entropy, flatness and generalization properties has been investigated
theoretically and numerically for several models in [7, 3, 9]. So far, the theoretical results were
limited to the so-called teacher-student scenario in the context of classification: a training set with
i.i.d. randomly-generated inputs and labels provided by a (shallow) teacher network is presented to
a student network with the same architecture as the teacher. In the under-parameterized regime, in
which the training set does not contain sufficient information, several local minima exist, and the
ones with high local entropy were shown to have almost-bayesian generalization capabilities.
The under-parametrized teacher-student scenario considered in the above-mentioned studies is highly
non-convex, and using random i.i.d inputs is not particularly realistic. Although it was shown in [3]
that the phenomenology is similar with real datasets, the problem of obtaining theoretical insight into
other classification tasks with different distributions remains open.
Here, we confirm the general scenario in a very simple model often used in high-dimensional
statistical machine learning [18–21]: Gaussian mixtures. The generative model for this task is as
follows: for a given problem size N , an N -dimensional vector v? is randomly generated from a
standard multivariate normal N (0, IN ); then, two classes of patterns are generated, with labels
σ = ±1, each class being distributed as N
(
σv?/
√
N, IN
)
. We call αN the size of the training set.
Here, for simplicity, we will restrict ourselves to the case in which the two classes are balanced.
The performance of a linear classifier (a single-unit neural network, a.k.a. a perceptron) on this model
has been studied recently in [22], in particular in the case in which the network is trained using the
mean square error (MSE) loss. This system is prone to overfitting, especially around α ≈ 1. In
[22] it was shown that generalization performances are improved by introducing an `2 regularization
controlled via a positive parameter λ, and that, in the balanced case, optimal performances are
achieved in the limit λ→∞. In the limit of large N , adding the regularization term is equivalent to
fixing the norm of the weights.
This problem is rather peculiar when compared to typical classification tasks performed with neural
networks, since the training loss is convex. Indeed, Bayes-optimal performance can be achieved
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Figure 1: Left: Normalized local entropy as a function of the squared-distance d computed from
reference configurations found by optimizing the regularized MSE loss, with varying regularization
strength λ. Larger values of λ correspond to minimizers with better generalization properties. Right:
Generalization error of the center w¯ of a system of y = 10 replicas, each optimizing the MSE loss
with α = 0.7 and with a constraint on the angle between the replicas, as a function of the norm n of
the replicas. The small-angle case corresponds to cos (θ) = 0.9, the large-angle case to cos (θ) = 0.1.
Solid curves are theoretical results, points are numerical results obtained with N = 1000, averaged
over 30 samples. In the limit θ = 0 the results reproduce those of a single device; increasing θ the
dependence on the norm reduces (the curve flattens onto the Bayes-optimal dashed line in the limit
θ = pi/2 and y →∞).
with a single configuration (instead of requiring a distribution) and can be easily found analytically.
Additionally, the task is impossible, in the sense that no classifier can achieve zero test error (in the
teacher-student context this would be similar to the case of having a "noisy", unreliable teacher).
It is interesting to consider that the output of the network (and thus the generalization error) is
independent of the norm. On one hand, this is also true for most deep neural network models that
use ReLU activations in the intermediate layers and an argmax operation to produce the output
label, and are therefore invariant to uniform scaling of all their weights and biases. On the other
hand, this shows that the norm is only relevant due to the choice of the loss, which is often only
used as a continuous relaxation of the classification error. In light of this, the norm cannot affect the
generalization capabilities of the network, and it thus seems unlikely that a norm-based regularization
could be a valid general strategy.2
We have performed a replica-theory calculation (detailed in the SM) for this model, in which we
have studied analytically the solutions found by optimizing the regularized MSE loss. In particular,
we have explored the normalized local entropy landscape of these configurations (defined below) in
the space of the training error. We stress that by using the error instead of the MSE we explore the
properties of the model in the regime in which it is applied. Furthermore, we can freely renormalize
all the configurations and simplify the analysis.
In this case the normalized local entropy around a given (normalized) configuration w measures the
logarithm of the fraction of configurations whose training error is smaller or equal than that of the
reference w in a volume within a given squared-distance d around w. More precisely, we computed:
ΦLE (λ, d) = lim
N→∞
Ev?EσEξ log
∫
SN
dw′ Θ (ε (w∗)− ε (w′)) Θ (d− d (w′, w∗))∫
SN
dw′ Θ (d− d (w′, w∗)) (3)
where w? is the normalized minimizer of the λ-regularized MSE loss, ε is the training error, and
Θ (x) is the Heaviside step function Θ (x) = 1 if x ≥ 0 and 0 otherwise. The distance parameter d
ranges in [0, 2] and is essentially the Legendre transform of γ of eq. (1). In this definition we also
used ε instead of a generic loss L and a hard cutoff ε (w∗) instead of using β, to make the formula
2There is a caveat to this statement: for particular choices of the loss, e.g. cross-entropy, it is possible to
reparametrize the problem in an invariant way and interpret the norm in terms of a time-evolving parameter of
the loss with a similar role to the focusing procedure discussed below, see e.g. [3].
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more explicit. The denominator is the volume of configurations within squared distance d, and the
domain of integration SN is the unit sphere in N dimensions. The expectations provide the average
behavior on the whole distribution of the generative model, which with high probability is the same
as the behavior of any one random instance for large N .
Due to the log and the normalization term, ΦLE (λ, d) is upper-bounded by zero and always zero at
d = 0. For sharp minima, it is expected to drop rapidly with d, whereas for flat regions it’s expected
to stay very close to zero at least within some range. Some representative results are shown in fig.
1 (left panel), and they confirm that the configurations that generalize better (which for this model
are those that have been obtained with the largest regularization parameter λ) have generally higher
local entropy curves, i.e. they lie in the middle of fairly dense regions of good configurations, a.k.a.
wide flat minima. The SM contains the full derivation, and additional results that show that the
same general scenario holds for different values of the parameters. It also shows that a reasonable
alternative choice for the cutoff could be used in the definition and lead to analogous conclusions.
These results thus confirm that the local entropy landscape constructed using the training error is a
good predictor of generalization performance. However, when dealing with much more complex
architectures, using the training error as the loss function in eq. (1) is not (yet) algorithmically feasible.
In particular, the entropic algorithms rSGD and eSGD must still operate on a differentiable loss. This
leaves the question whether targeting high-local-entropy regions in a differentiable loss landscape
can still lead to good generalization results open. We have investigated this question analytically
on the Gaussian mixture model with a linear classifier and the MSE loss, using the same technique
explained in [3, 9] (details in the SM). This amounts at studying the generalization error of the
barycenter of a replicated system of y classifiers, each with its own parameters wa with a = 1, . . . , y,
each optimizing the MSE under constraints on their norms n and on their mutual angles θ, that is:
∀a, a′ : ‖wa‖ = n, wa · wa′ = n2 cos (θ). The barycenter is defined as w¯ = 1y
∑
a w
a . Due to
the peculiarities of this model, we are interested in whether it is aligned with the solution of the
norm-regularized model with large λ. In this analysis we used the angle θ rather than the distance in
order to compare situations with different norms (if n = 1 then cos (θ) is the same as (1− d) used
previously). Our results indicate that, with sufficiently many replicas (even just y = 3) and with
sufficiently large angles the generalization performance is nearly optimal and the dependence on the
norm is mild, and much less pronounced than at small angles (the limit of zero angles reproduces the
results of the norm-regularized analysis without replicas). Some representative results are shown in
fig. 1 (right panel) and are confirmed by numerical experiments. The fact that for this model the best
results are obtained with widely separated replicas is due to the convex nature of the problem, and we
do not expect this phenomenon to carry over to the non-convex landscapes of deep neural networks.
4 Numerical experiments on deep networks
4.1 Entropic algorithms
For our numerical experiments on deep network we have used two entropic algorithms, rSGD and
eSGD, mentioned in the introduction. They both approximately optimize the local entropy LLE as
defined in eq. (1), for which an exact evaluation of the integral is intractable. The two algorithms
employ different but related approximation strategies, as detailed below. Our aim is to explore the
characteristics of these algorithms on difficult datasets and state-of-the-art networks, comparing their
performance with each other and with standard SGD. We also investigate the relationship between
their generalization properties and the flatness of the minima that they produce.
Entropy-SGD. Entropy-SGD (eSGD), introduced in [10], minimizes the local entropy (1) by
approximate evaluations of its gradient. The gradient can be expressed as
∇LLE(w) = γ (w − 〈w′〉) (4)
where 〈·〉 denotes the expectation over the measure Z−1e−βL(w′)−βγd(w′,w), where Z is a normal-
ization factor. The eSGD strategy is to approximate 〈w′〉 (which implicitly depends on w) using
L steps of stochastic gradient Langevin dynamics (SGLD). The resulting double-loop algorithm is
presented as Algorithm 1. The noise parameter  in the algorithm is linked to the inverse temperature
by the usual Langevin relation  =
√
2/β. In practice we always set it to the small value  = 10−4
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Algorithm 1: Entropy-SGD (eSGD)
Input :w
Hyper-parameters :L, η, γ, η′, , α
1 for t = 1, 2, . . . do
2 w′, µ← w
3 for l = 1, . . . , L do
4 Ξ← sample minibatch
5 dw′ ← ∇L (w′; Ξ) + γ (w′ − w)
6 w′ ← w′ − η′dw′ +√η′ N (0, I)
7 µ← αµ+ (1− α)w′
8 w ← w − η (w − µ)
Algorithm 2: Replicated-SGD (rSGD)
Input :{wa}
Hyper-parameters :y, η, γ, K
1 for t = 1, 2, . . . do
2 w¯ ← 1y
∑y
a=1 w
a
3 for a = 1, . . . , y do
4 Ξ← sample minibatch
5 dwa ← ∇L (wa; Ξ)
6 if t = 0 mod K then
7 dwa ← dwa +Kγ (wa − w¯)
8 wa ← wa − η dwa
as in [10]. For  = 0, eSGD approximately computes a proximal operator [23]. For  = α = γ = 0,
eSGD reduces to the recently introduced Lookahead optimizer [24].
Replicated-SGD. Replicated-SGD (rSGD) consists in a replicated version of the usual stochastic
gradient (SGD) method. In rSGD, a number y of replicas of the same system, each with its own
parameters wa where a = 1, ..., y, are trained in parallel for K of iterations, interacting through an
attractive term with their center of mass. As detailed in [8, 3], the replicated system trained with
a stochastic algorithm such as SGD collectively explores an approximation of the local entropy
landscape, and the replication bypasses the need to explicitly estimate the integral in eq. (1). In
principle, the larger y the better the approximation, but already with y = 3 the effect of the replication
is significant. To summarize, rSGD replaces the local entropy (1) with the replicated loss LR:
LR({wa}a) =
y∑
a=1
L(wa) + γ
y∑
a=1
d (wa, w¯) (5)
Here, w¯ is a center replica defined as w¯ = 1y
∑y
a=1 w
a. The algorithm is presented as Algorithm 2.
Any of the replicas or the center w¯ can be used after training as the resulting model for inference.
This procedure is parallelizable over the replicas, so that wall-clock time for training is comparable
to SGD, excluding the communication which happens every K parallel optimization steps. In order
to decouple the communication period and the coupling hyperparameter γ, we let the coupling
strength take the value Kγ. In our experiments, we did not observe any degradation in generalization
performance with of K up to 10.
Focusing. A common feature of both algorithms is that the parameter γ in the objective LLE
changes during the optimization process. We start with a small γ (targeting large regions and allowing
a wider exploration of the landscape) and gradually increase it. We call this process focusing. Focusing
improves the dynamics by driving the system quickly to wide regions and then, once there, gradually
trading off the width in order to get to the minima of the loss within those regions, see [25, 8]. We
adopt an exponential schedule for γ, where its value at epoch τ is given by γτ = γ0(1 + γ1)τ . For
rSGD, we fix γ0 by balancing the distance and the data term in the objective before training starts, i.e.
we set γ0 =
∑
a L(wa)/
∑
a d(w
a, w¯) for rSGD. The parameter γ1 is chosen such that γ increases
by a factor 104. For eSGD, we were unable to find a criterion that worked for all experiments and
manually tuned it.
Optimizers. Vanilla SGD updates in Algorithms 1 and 2 can be replaced by optimization steps of
any commonly used gradient-based optimizers.
4.2 Comparisons across several architectures and datasets
In this section we show that, by optimizing the local entropy with eSGD and rSGD, we are able
to systematically improve the generalization performance compared to standard SGD. We perform
experiments on image classification tasks, using common benchmark datasets, state-of-the-art deep
architectures and the usual cross-entropy loss. The detailed settings of the experiments are reported
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Dataset Model Baseline rSGD eSGD rSGD×y
CIFAR-10 SmallConvNet 16.5± 0.2 16± 0.1 14.7± 0.3 15.5± 0.3
ResNet-18 [28] 13.1± 0.3 12.4± 0.3 12.1± 0.3 11.8± 0.1
ResNet-110 [28] 6.4± 0.1 6.2± 0.2 6.2± 0.1 5.3± 0.1
PyramidNet+ShakeDrop [29, 30] 2.0 1.8
CIFAR-100 PyramidNet+ShakeDrop [29, 30] 13.9 12.7
EfficientNet-B0 [27] 20.5 19.5
Tiny ImageNet ResNet-50 [28] 45.2± 1.2 41.5± 0.3 41.7± 1 39.2± 0.3
DenseNet-121 [31] 41.4± 0.3 39.8± 0.2 38.6± 0.4 38.9± 0.3
Table 1: Test set error (%) for vanilla SGD (baseline), eSGD and rSGD. The first three columns show
results obtained with the same number of passes over the training data. In the last column instead,
each replica in the parallelizable rSGD algorithm consumes the same amount of data as the baseline.
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Figure 2: Left: Test error of ResNet-18 on CIFAR-10. Right: Test error of ResNet-50 on Tiny Ima-
geNet. The curves are averaged over 5 runs. Training data consumed is the same for SGD, rSGD and
eSGD. Epochs are rescaled by y for rSGD and by L for eSGD (they are not rescaled for rSGD×y).
in the SM. For the experiments with eSGD and rSGD, we use the same settings and hyper-parameters
(architecture, dropout, learning rate schedule,...) as for the baseline, unless otherwise stated in the
SM and apart from the hyper-parameters specific to these algorithms.
While we do some little hyper-parameter exploration to obtain a reasonable baseline, we do not aim to
reproduce the best achievable results with these networks, since we are only interested in comparing
different algorithms in similar contexts. For instance, we train PyramidNet+ShakeDrop for 300
epochs, instead of the 1800 used in [26], and we start from random initial conditions for EfficientNet
instead of doing transfer learning as done in [27]. In the case of the ResNet110 architecture instead,
we use the training specification of the original paper [28]. All combinations of datasets and
architectures we tested are reported in Table 1. Blanks correspond to untested combinations. The first
3 columns correspond to experiments with the same number of effective epochs, that is considering
that in each iteration of the outer loop in Algorithms 1 and 2 we sample L and y mini-batches
respectively. In the last column instead, each replica consumes individually the same amount of data
as the baseline. Being a distributable algorithm, rSGD enjoys the same scalability of the related
EASGD and Parle [16, 11].
For rSGD, we use y = 3 replicas and the scoping schedules described in Sec. 4.1. In our explorations,
rSGD proved to be quite robust with respect to specific choices of the hyper-parameters. The error
reported is that of the center w¯. For eSGD, we set L = 5,  = 1e−4 and α = 0.75 in all experiments,
and we perform little tuning for the the other hyper-parameters. The algorithm is a little more sensitive
to hyper-parameters than rSGD, while still being quite robust. Moreover, it misses an automatic γ
scoping schedule.
Results in Table 1 show that entropic algorithm generally outperform the corresponding baseline with
roughly the same amount of parameter tuning and computational resources. In the next section we
also show that they land in flatter minima.
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Figure 3: Evolution of the flatness along the training dynamics, for ResNet-18 trained on CIFAR-10
with different algorithms. Figures show the train error difference with respect to the unperturbed
configurations. Unperturbed train and test errors (%) are reported in the legends on the right of the
algorithm name. The last panel shows that minima found at the end of an entropic training are flatter
and generalize better.
4.3 Flatness measures
The local entropy curves are hard to estimate except in simple models. For deep networks, we use
an alternative and computationally cheaper measure of flatness to describe the training landscape
geometry and relate it to the generalization error. When the comparison between these two measures
is possible, the qualitative agreement is generally good.
Given a configuration w, we add a noise z with components zi ∼ N
(
0, σ2w2i
)
. We average 1000
perturbations for each selected value of σ to compute the perturbed train error as a function of σ.
Intuitively, the slower the error grows with σ, the flatter is the minimum. The multiplicative nature of
the perturbation handles irrelevant differences in the norm magnitudes, cf. Sec. 3.
This sharpness-based measure has been reported as being one of the most reliable predictor of
generalization performance [4]. In this section, we use this measure to correlate the improved
generalization properties of the minimizers found by entropic algorithms with flatness, i.e. we ask
whether rSGD and eSGD generalize better than SGD by finding flatter minima. We trace the evolution
of the flatness during training. We stop when the training error and loss have reached stationary
values. In our experiments, the final training error is close to 0 (see Fig. 3). We note that eSGD and
rSGD curves are below the SGD curve across a large range of σ values, while also achieving better
generalization. Similar results are found for different architectures, as reported in the SM.
Another set of experiments was performed on the shallow networks that have been studied analytically
in [3]. We found that the generalization performance of rSGD and eSGD is correlated with the local
entropy of the minimizers that they find. These results are compared to different implementations of
SGD, which display worse generalizaton and smaller local entropy. Details are reported in the SM.
5 Discussion and conclusions
We studied analytically and numerically the connection between generalization and flatness, as
defined by the local entropy measure for the classification error loss function and for its differentiable
relaxations. Starting with analytically tractable models, we have discussed new results for Gaussian
mixtures classification, which show that optimal Bayesian predictors correspond to high local
entropy regions of the classifier and of the differentiable loss. These optimal solutions can be found
algorithmically both by adding a strong `2 regularization to the learning loss function or by an
entropic algorithm (rSGD). Observing that the classifier itself is independent of the norm of the
weights and that flatness can be properly defined on any loss, our results give further support to the
idea that the flatness of minima plays an important role for generalization. A similar scenario is
known to exist in DNNs with ReLU activations and argmax operations for the output labels, which
are invariant to weights rescaling. We have performed an extensive numerical study on state of the
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art deep architectures to verify that the improvement in performance is correlated with estimates of
flatness. Our future efforts will be devoted to study the connection between generalization bounds
and the existence of wide flat regions in the landscape of the classifier.
Broader Impact
This work has no ethical or societal impact.
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A Local Entropy and Replicated Systems
The analytical framework of Local Entropy was introduced in Ref. [7], while the connection between
Local Entropy and systems of real replicas (as opposed to the "fake" replicas of spin glass theory
[32]) was made in Ref. [8]. For convenience, we briefly recap here the simple derivation.
We start from the definition of the local entropy loss given in the main text:
LLE (w) = − 1
β
log
∫
dw′ e−βL(w
′)− 12βγ‖w′−w‖2 . (6)
We then consider the Boltzmann distribution of a system with energy function βLLE (w) and with an
inverse temperature y, that is
p(w) ∝ e−βyLLE(w), (7)
where equivalence is up to a normalization factor. If we restrict y to integer values, we can then use
the definition of LLE to construct an equivalent but enlarged system, containing y + 1 replicas. Their
joint distribution p(w, {wa}a) is readily obtained by plugging Eq. (6) into Eq. (7). We can then
integrate out the original configuration w and obtain the marginal distributional for the y remaining
replicas
p({wa}a) ∝ e−βLR({wa}a), (8)
where the energy function is now given by
LR({wa}a) =
y∑
a=1
L(wa) + 1
2
γ
y∑
a=1
‖wa − w¯‖2, (9)
with w¯ = 1y
∑
a w
a. We have thus recovered the loss function for the replicated SGD (rSGD)
algorithm presented in the main text.
B Gaussian Mixtures
In this section we will provide details of the analytical computations performed on a common model
considered in high-dimensional statistics: the Gaussian mixture model.
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As the first step, an N -dimensional vector v? is randomly generated from a Gaussian centered at the
origin and with covariance matrix equal to the identity matrix. Samples from two classes are then
generated in the following way: First we generate a label σ = 1 or σ = −1 with probability ρ and
1− ρ respectively. Then, we generate a pattern ξ by using a Gaussian distribution centered in v?σ√
N
and with covariance matrix proportional to the identity matrix; the proportionality constant (which
we will call by ∆) controls the width of the two clusters. We generate P such points; the coordinate
i ∈ {1, ..., N} of point µ is therefore given by
ξµi =
v?i√
N
σµ +
√
∆ zµi (10)
where zµi are i.i.d Gaussian random variables with mean zero and unit variance. This results in two
clusters, with the label indicating the cluster a pattern belongs to. In the following we will always
limit ourselves to the symmetric case ρ = 12 and unit noise ∆ = 1.
We consider the case of a linear classifier (i.e. a perceptron). Training this classifier corresponds to
the minimization of the overall loss
L(w, b) =
P∑
µ=1
`
[
σµi
(
1√
N
N∑
i=1
wiξ
µ
i + b
)]
(11)
wherew and b are respectively the weights and the bias of the network that need to be learned. `(·) is
a generic loss function for a single pattern. We will consider in particular the case of the MSE loss
`(x) = 12 (x− 1)2. As usual in statistical physics, we will consider the high-dimensional limit, where
both N →∞ and P →∞ with the ratio α ≡ PN fixed.
Recently, this model has been studied in [22] by using Gordon’s inequality. They showed that the
MSE loss is severely prone to overfitting, especially when α ' 1. However, if a parameter λ for
controlling the regularization of the weight norms is introduced, the generalization performance is
improved. In the limit λ→∞ (corresponding to vanishing values for the norm of the weights), the
generalization error of the network is equal to the Bayes-optimal one.
B.1 Typical case analysis
We briefly review how the the geometry of the space of typical Gibbs configurations of the model can
be studied using statistical physics techniques [33, 34].
Denoting by β the inverse temperature, we define the partition function as
Z =
∫ ∏
i
dwi e
−βL(w,b)+λ2
∑
i w
2
i (12)
We will denote the average over the distribution of patterns, labels and the centroids v? with 〈·〉.
The average of the log-volume 〈lnZ〉 /N is the free entropy of the model −βf , where f is the free
energy. We can evaluate it in the large-N limit by using the “replica trick”, i.e. the formula
lnZ = lim
n→0
∂nZ
n .
We first compute the average for integer values of n and then we analytically continue n to 0. As
usual in replica computations one needs to introduce several order parameters in order to use the
saddle point method when N is large. Indicating by a, b ∈ {1, . . . , n} the replica indexes, those
order parameters are: 1) the overlap matrix between two weights qab = 1N
∑
i w
a
i w
b
i for a 6= b,
2) the squared norm Qa = 1N
∑
i(w
a
i )
2 and 3) the overlap between a weight and the centroid
Ma = 1N
∑
i v
?
iw
a
i . In order to enforce the previous three definitions via Dirac delta functions we
need also the corresponding conjugated parameters, that we denote by qˆab, Qˆa and Mˆa respectively.
The order parameters and the bias b satisfy saddle point equations that, once solved, permit to evaluate
the free entropy of the model. Note that when ρ = 12 the bias is always zero.
In the replica-symmetric ansatz we seek solutions to the saddle point equations of the form qab = q
for a 6= b, Qa = Q, Ma = M and similarly for conjugated order parameters. The final expression of
the free entropy is given by
−βf = GS + αGE (13)
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where we have defined the entropic and energetic terms as
GS = qqˆ
2
−QQˆ−MMˆ + 1
2
ln
(
2pi
qˆ − 2Qˆ+ λ
)
+
qˆ + Mˆ2
2
(
qˆ − 2Qˆ+ λ
) (14a)
GE = Eσ
∫
Dy ln
∫
Dhe
−β`
(√
∆(Q−q)h+√∆qy+M+σb
)
(14b)
and Dy ≡ e−z
2/2√
2pi
is the standard Gaussian measure. The train loss is found simply by taking the
derivative ` =
∂(βf)
∂β .
When β → ∞ the interesting regime is found when the regularization parameter λ is itself scaled
with β as λ→ βλ. Moreover, if we consider a loss ` with a unique minimum (such as the MSE), the
overlap q between two replicas must go to the squared norm Q. Therefore we must impose a scaling
for q of the type
q = Q− δq
β
. (15)
Correspondingly, one can verify from the saddle point equations that the conjugated order parameters
must be scaled as
qˆ = β2δQˆ− βδqˆ (16a)
Qˆ =
β2
2
δQˆ− βδqˆ (16b)
Mˆ = βδMˆ (16c)
All the new order parameters introduced in those scalings must satisfy new saddle point equations
obtained by taking derivatives of the free energy −f = GS + αGE ; the entropic and energetic terms
(rescaled with β) are now given by where Aσ(y) ≡ minh
[
h2
2 + `
(√
∆δqh+
√
∆Qy +M + bσ
)]
.
Calling by h∗σ(y) the corresponding argmin, the training loss is
` = αEσ
∫
Dy `
(√
∆δqh∗σ(y) +
√
∆Qy +M + σb
)
(17)
The training error can be found by plugging `(x) = Θ(−x) inside equation (17), where Θ(x) = 1 if
x ≥ 0 and 0 otherwise (the Heaviside step function). For the MSE loss, h∗σ(y) is easily found, so that
the training error is
t = αEσH
(
∆δq +M + bσ√
∆Q
)
, (18)
where H(x) =
∫∞
x
Dy = 12 erfc
(
x√
2
)
. Also the MSE training loss can be easily found by explicitly
performing the y integral in (17). One can verify that when λ is increased not only the corresponding
squared norm Q lowers, but also, and more importantly, the training error/loss increases (even below
the critical capacity αc = 1 of the model, where a zero training error solution can be found). This
means that insisting in searching zero error solutions with the MSE loss is counterproductive and
leads to overfitting. This is to be expected since the Gaussian mixture model is a particular case of
general noisy teacher problems, in which the training set is no longer generated by a rule that can be
inferred [35].
B.2 Local entropy around a given typical configuration: Franz-Parisi approach
In order to quantify the local geometrical landscape around a typical configuration w˜ of the Gibbs
measure with loss function Lr =
∑
µ `r, regularization parameter λr and inverse temperature βr, we
have studied the so-called Franz-Parisi free entropy [36, 37]. It is defined as
−βfFP(S) ≡ 1
N
〈∫ ∏
i dw˜i e
−βrLr(w˜,b˜)+λr
∑
i w˜
2
i lnN (w˜, S)∫ ∏
i dw˜i e
−βrLr(w˜,b˜)+λr
∑
i w˜
2
i
〉
(19)
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where the quantity
N (w˜, S) ≡
∫
dµP (w) e
−βL(w˜,b˜)δ
(∑
i
wiw˜i −NS
)
(20)
is the volume of configurations w at inverse temperature β that have overlap S with the reference
configuration w˜. dµP (w) is the flat measure over the admissible values of w with a fixed squared
norm P ; in other terms the weights w live on the hyper-sphere 1N
∑
i w
2
i = P . P is chosen to match
the squared norm of the reference w˜, that is P = Q. Note that Q is fixed via the soft constraint with
the regularization parameter λr.
In order to compute the average over the disorder induced by the patterns, we use two replica tricks,
one for the denominator of (19), which is just the partition function 1Z = limr→0
Zr−1 and one for the
log in the numerator of the same equation lnZ = lim
n→0
∂nZ
n. From now on we will use indexes a or
b for replicas in {1, . . . , r} and c, d ∈ {1, . . . , n}. Therefore we get
−βfFP(S) = 1
N
lim
n→0
lim
r→0
∂n
〈∫ ∏
a,i
dw˜ai
∏
a
e−βrLr(w˜
a,b˜)+λr
∑
i(w˜
a
i )
2Nn(w˜a=1, S)
〉
(21)
The computation proceeds as usual by averaging over the disorder and introducing some other
order parameters (in addition to those involving only the reference w˜), namely pcd = 1N
∑
i w
c
iw
d
i ,
tac = 1N
∑
i w˜
a
i w
c
i , O
c = 1N
∑
i v
?
iw
c
i , P
c = 1N
∑
i(w
c
i )
2 and the corresponding conjugated ones.
Note that P c is just the squared norm P because of the spherical constraint inside the measure dµ(w).
We obtain that the Franz-Parisi free entropy can be split into the sum of an entropic and an energetic
term as FFP(S) = GS + αGE . Using a RS ansatz on all the order parameter involved, the entropic
term can be written as
GS = ppˆ
2
+ ttˆ− PPˆ −OOˆ − SSˆ + 1
2
ln
(
2pi
pˆ− 2Pˆ
)
+
1
pˆ− 2Pˆ
 pˆ+ Oˆ2
2
+
(Sˆ − tˆ)2
(
2(qˆ − Qˆ) + Mˆ2 + λr
)
2(qˆ − 2Qˆ+ λr)2
+
(Sˆ − tˆ)(tˆ+ MˆOˆ)
qˆ − 2Qˆ+ λr
 (22)
whereas the energetic one is
GE = Eσ
∫
Dx
1
Z(x)
∫
Dhe
−βr`r
(
σb˜+M+
√
∆qx+
√
∆(Q−q)h
)
×
∫
Dy ln
∫
Due
−β`
[
σb+O+
√
∆γ−∆(S−t)2Q−q y+ ∆t√∆q x+
∆(S−t)√
∆(Q−q)h+
√
∆(P−p)u
] (23)
In the previous equation have defined γ = p− t2q and
Z(x) ≡
∫
Dhe
−βr`r
(
σb˜+M+
√
∆qx+
√
∆(Q−q)h
)
. (24)
Note that the parameters involving only the reference w˜ i.e. q, qˆ, Qˆ,M and Mˆ satisfy the same saddle
point equations of the previous subsection. We are now interested in sending βr to infinity. In order
to do that, we need to add to the scalings of the order parameters involving only the reference (16),
together with the ones for the overlaps between reference w˜ andw and their conjugated ones. The
new scalings are
t = S − δt
βr
(25a)
tˆ = βrδtˆ (25b)
Sˆ − tˆ = δSˆ . (25c)
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Using these scalings, the entropic term becomes
GS = ppˆ
2
− δtδˆt− PPˆ −OOˆ − SδSˆ + 1
2
ln
(
2pi
pˆ− 2Pˆ
)
+
1
pˆ− 2Pˆ
 pˆ+ Oˆ2
2
+
δSˆ2
(
δQˆ+ δMˆ2
)
2(δqˆ + λr)2
+
δSˆ(δtˆ+ δMˆOˆ)
δqˆ + λr
 (26)
and the energetic term becomes
GE = Eσ
∫
DxDy ln
∫
Due
−β`
[
σb+O+
√
∆γy+ ∆S√
∆Q
x+ ∆δt√
∆δq
h∗σ(x)+
√
∆(P−p)u
]
(27)
where we have redefined γ as γ = p− S2Q .
Once fFP is known, we can compute the energy ` of the configuration w with overlap S with the
reference w˜ as ` =
∂(βfFP)
∂β and the local entropy S as S = β(`−fFP). The same formulas are valid
if we look at the local entropy landscape in the space of the training error, where `(x) = Θ(−x). As
in the previous subsection we indicate by t the training error of the configuration w to distinguish it
with respect to the training loss. The training error can be written as
t =
∂(βfFP)
∂β
= αe−βEσ
∫
DxDy
H
(
σb+O+
√
∆γy+ ∆S√
∆Q
x+ ∆δt√
∆δq
h∗σ(x)√
∆(P−p)
)
Hβ
(
−σb+O+
√
∆γy+ ∆S√
∆Q
x+ ∆δt√
∆δq
h∗σ(x)√
∆(P−p)
) (28)
where Hβ(x) ≡ e−β + (1− e−β)H(x).
At α = 0 the Franz-Parisi free entropy is
−βfFP(S, α = 0) = 1
2
[
1 + ln (2pi) + ln
(
1
λr
− λrS2
)]
, (29)
and gives the total volume of configurations at overlap S with the reference.
As stated in the main text, we are interested in studying the local entropy landscape of configurations
w˜ found by optimizing the regularized MSE loss in the space of the training error. Therefore we
choose `r(x) = 12 (x− 1)2 and `(x) = Θ(−x). On the other hand, the parameter β has been chosen
in such a way that the training error of w given in (28) is equal to a certain cutoff .
Notice that (29) gives an upper bound to the local entropy. Therefore, if we normalize the local
entropy with respect to (29) it will be either negative, or equal to zero for distances d = 1− SP equal
to zero. For sharp minima w˜ we expect that the normalized local entropy will have a sharp drop near
d ' 0, whereas for flat minima it will be close to zero for some range of distances.
We have studied two different values for the energy :
• in the first case  is chosen to be equal to the training error of the reference given in
equation (18). This case corresponds the left panel of the first figure in the main text, where
we plot the normalized local entropy as a function of the distance d.
• in the second case  is equal to the training error of the teacher v?, which is given by
Tt = αH
(
1√
∆
)
. This case is depicted in figure 4.
In both cases we clearly see that references with better generalization properties (corresponding to
larger values of the regularization parameter λ) have higher local entropy curves.
B.3 Replicated system in the loss landscape
We now study a system of y real replicas where each one optimizes a loss ` under constraints on their
squared norm Q and on their mutual angles, namely: ∀a, b : 1N
∑
i(w
a
i )
2 = Q, 1N
∑
i w
a
i w
b
i =
Q2 cos (θ). This problem is equivalent to imposing a 1RSB ansatz on the standard equilibrium
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Figure 4: Normalized local entropy as a function of the squared-distance d computed from reference
configurations found by optimizing the regularized MSE loss at α = 0.7, with varying regularization
strength λ. Here the cutoff  is given by the training error of the teacher v?. Larger values of λ
correspond to minimizers with better generalization properties.
measure (12) with the Parisi parameter m and the intra-block overlap parameter q1 fixed as external
parameters; their physical meaning is identified respectively with the number of replicas y and the
overlap between replicas Q2 cos(θ) (see also [38, 3]). Therefore the partition function of this system
of y replicas is
Zy =
∫ ∏
a
dµQ(w
a) e−β
∑
a L(wa,b)δ
(
q1 − 1
N
∑
i
wai w
b
i
)
(30)
The free entropy of a single replica is −βf = 1Ny lnZy and can be evaluated by the usual replica
trick
−βf = lim
s→0
1
Ny
∂sZs (31)
If we choose s = n/y, this formalism of the replicated partition function (30) reduces to the 1RSB
formalism on the standard equilibrium measure given in (12), with the only difference being that y
and q1 are fixed as external parameters. The final result is again −βf = GS + αGE , where
GS = q1qˆ1
2
− m
2
(q1qˆ1 − q0qˆ0)−QQˆ−MMˆ + 1
2
ln
(
2pi
qˆ1 − 2Qˆ+ λ
)
+
1
2
qˆ0 + Mˆ
2
qˆ1 − 2Qˆ+ λ−m(qˆ1 − qˆ0)
+
1
2m
ln
(
qˆ1 − 2Qˆ+ λ
qˆ1 − 2Qˆ+ λ−m(qˆ1 − qˆ0)
) (32)
and
GE = 1
m
Eσ
∫
Dy ln
∫
Dz
[∫
Dhe
−β`
(√
∆(Q−q1)h+
√
∆q0y+
√
∆(q1−q0)z+M+σb
)]m
(33)
B.3.1 Computing the barycenter of the replicas
In this subsection we want to evaluate the relevant quantities in the barycenter of the replicas, which
it is defined as
w¯i ≡ 1
m
∑
a
wi . (34)
The relevant order parameters that we need to find in order to compute physical quantities are the
overlap with the teacher M¯ = 1N
∑
i w¯iv
?
i and the norm of the center Q¯ =
1
N
∑
i w¯
2
i . We can see
that M˜ and Q˜ can be expressed in terms of the known replica-overlap quantities: M˜ is simply
M¯ =
1
Ny
∑
i
∑
a
wai v
?
i =
1
y
∑
a
Ma (35)
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whereas Q¯ is
Q¯ =
1
N
∑
i
w¯2i =
1
y2N
∑
ab
∑
i
wai w
b
i =
1
y2
∑
a
Qa +
1
y2
∑
a6=b
qab (36)
Since all real replicas are have the same mutual overlap and the same squared norm, we get
M¯ = M (37a)
Q¯ =
Q− q1
m
+ q1 (37b)
B.3.2 Large-β limit for the MSE loss
For the MSE loss all the integrals in the energetic term can be solved, giving
GE = −1
2
ln (1 + β∆(Q− q1)) + 1
2m
ln
(
1 + β∆(Q− q1)
1 + β∆(Q− q1) +mβ∆(q1 − q0)
)
− β
2
∆q0 + Eσ(M + bσ − 1)2
1 + β∆(Q− q1) + βm∆(q1 − q0)
(38)
When β is large we get the following scaling for q0
q0 =
Q− q1
m
+ q1 +
δq0
β
. (39)
The other scalings are
qˆ0 = β
2δqˆ0 +
β
2
δqˆ1 (40a)
qˆ1 = β
2δqˆ0 − β
2
δqˆ1 (40b)
Qˆ =
qˆ1
2
− 1
2(Q− q1) (40c)
Mˆ = βδMˆ (40d)
The new entropic and energetic terms (rescaled with β) are therefore
GS ≡ lim
β→∞
GS
β
=
1
2
(Q− q1)δqˆ1 + m
2
[q1δqˆ1 + δq0δqˆ0]−MδMˆ + 1
2
δqˆ0 + δMˆ
2
mδqˆ1
(41a)
GE ≡ lim
β→∞
GE
β
= −1
2
∆
(
Q−q1
m + q1
)
+ Eσ(M + bσ − 1)2
1−m∆δq0 (41b)
Notice that in the large β limit the training error/loss of one of the replicas is not zero, because of
distance constrain and the convexity of the loss landscape.
C Flatness and local entropy
Throughout the paper, we argue that the local entropy function
LLE (w) = − 1
β
log
∫
dw′ e−βL(w
′)−βγd(w′,w), (42)
with d(w′, w) = 12
∑N
i=1 (w
′
i − wi)2, provides a good measure of generalization and can be effec-
tively targeted by heuristic algorithms such as eSGD end rSGD.
While it is convenient to use Eq. (42) as an objective function and for the replica analysis of shallow
networks, we consider a normalized version for the sake of providing an interpretable metric of the
flatness of a minimizer.
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The normalized local entropy ΦLE (w, d), for a given configuration w ∈ RN , measures the logarithm
of the volume fraction of configurations whose training error is smaller or equal than that of the
reference w in a ball of squared-radius 2d centered in w:
ΦLE (w, d) =
1
N
log
∫
dw′ Θ (Etrain (w)− Etrain (w′)) Θ (d− d (w′, w))∫
dw′ Θ (d− d (w′, w)) . (43)
Here, Θ (x) is the Heaviside step function, Θ (x) = 1 if x ≥ 0 and 0 otherwise. The definition of
ΦLE corresponds to the Legendre transform of LLE with respect to γ . In this definition we used Etrain
instead of a generic loss L and a hard cutoff Etrain (w) instead of using β to make the formula more
explicit and interpretable. The denominator is the volume of configurations within squared distance d
for the reference w. ΦLE is upper-bounded by zero and always zero at d = 0. For sharp minima, it is
expected to drop rapidly with d, whereas for flat regions it is expected to stay close to zero within
some range.
In Sec. C.1, we compute ΦLE on a a small neural network with one hidden layer using the Belief
Propagation algorithm. For more complex architectures, we have to resort to a cheap proxy of the
local entropy also considered in Ref. [4]. Let Etrain(w) be the training error for a weight configuration
w ∈ RN . Then we define δEtrain(w, σ) as the average training error difference with respect to
Etrain(w) obtained perturbing w by a noise proportional to a parameter σ and w. Therefore we define
the training error difference as
δEtrain(w, σ) = Ez Etrain(w + σz  w)− Etrain(w), (44)
where  denotes element-wise product and the expectation is over normally distributed z ∼
N (0, IN ).
In the cases where comparing the curves given by δEtrain(w, σ) and ΦLE (w, d) was feasible, as in the
case of the committee machine, we found a good qualitative agreement, as well as a good agreement
with generalization.
For a given architecture and dataset, it remains to be assessed which value of σ gives the best indicator
of good generalization, how to compare different architectures, and whether some meaningful scalar
measure can be constructed from the whole flatness profile at all. Hence, we report the whole profiles
insteed of single estimates. A partial solution to some of these problem was given in Ref. [4], where
the σ value corresponding to an a-priori arbitrarily chosen value of δEtrain was used to construct a
generalization measure. This generalization criterium proved to be one of the best performing among
the many analyzed in the paper.
C.1 Local entropy on the committee machine
We study the fully-connected committee machine. This is one of the simplest non-convex neural
network models with continuous weights, and it is possible to compute the local entropy defined in
eq. (43) for it.
For this model, it has been shown in [3] that rare flat minima of the error loss function coexist with
narrower ones. We follow the numerical setting of [3] and show that minima found by entropy driven
algorithms have higher local entropy. We also show that the local entropy measure is correlated with
the generalization error and the cheaper flatness measure defined in Eq. 44. We use this cheaper
flatness measure for deeper networks, where a direct local entropy estimate is unfeasible.
The fully-connected committee machine is a 2-layer fully connected neural network where only the
first layer is trained, while the weights of the second and last layer are all fixed to +1. For a network
with K hidden units, the output predicted for a given input pattern x reads:
σˆ(w, x) = sign
[
1√
K
K∑
k=1
sign
(
1√
N
N∑
i=1
wkixi
)]
(45)
We train this network to perform binary classification on two classes of the Fashion-MNIST dataset
with binarized patterns. In order to have a differentiable objective, we approximate sign activation
functions on the hidden layer with tanh(β ∗ x) functions, where the β parameter increases during
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Figure 5: Normalized local entropy ΦLE as a function of the squared distance d (left), training error
difference δEtrain as a function of perturbation intensity σ (center) and test error distribution (right) for
a committee machine trained with various algorithms on the reduced version of the Fashion-MNIST
dataset. Results are obtained using 50 random restarts for each algorithm.
the training. We normalize the weights during training by rescaling after each iteration, factoring out
an overall scale parameter γCE that we insert explicitly in the binary cross-entropy loss:
L(w) = Ex,σ∼D f(σ · σˆ(w, x), γCE) (46)
Here, we have defined f(x, γCE) = −x2 + 12γCE log(2 cosh(γCEx)) as in [3]. The γCE parameter is
increased gradually in the SGD training process in order to control the growth rate of the weight
norms. Notice that the weight norms are also controlled by the parameter β, as it multiplies the
normalized output of each hidden unit.
As shown in [3], slowing down the norm growth rate results in better generalization performance and
increased flatness of the minima found at the end of the training. To appreciate this effect we used
two different parameters settings for optimizing the loss in eq.(46) with SGD, that we name "SGD
slow" and "SGD fast". In the fast setting both β and γCE start with a large value and grow quickly,
while in the slow setting they start from small values and grow more slowly, requiring more epochs
to converge.
We compare test error, local entropy and training error differences for solutions found by rSGD and
eSGD (see Alg. 1 and 2 in the main text), with those found by SGD. As the flatness of the solution
found by such algorithms depends on the hyperparameters, we also report the results for rSGD in two
different settings, that we call again "fast" and "slow", where the difference is in a faster or slower
increase of the γ parameter, which controls the distance between replicas.
The normalized local entropy (43) around a given solution can be computed using the Belief Propaga-
tion (BP) algorithm (see [3] for analytic and algorithmic details). For each solution we also computed
δEtrain as explained in the previous section to see if it provides the same information as the local
entropy.
The results are shown in Fig. 5. In the left panel, we report ΦLE computed with BP around the
solutions found by the different algorithms, as a function of the distance from the solution. Even
if controlling the norm with the parameters β and γCE improves the flatness of the solution found,
entropy driven algorithms are biased towards flatter minima. This is confirmed in the central panel
where we plot δEtrain for the same solutions. From this experiment it can be seen that the training
error difference curve δEtrain preserves the same ordering of the different solutions as the one resulting
from ΦLE, thus apparently providing a valid alternative way of quantitatively estimate the sharpness
of a given minimum. Finally, in the right panel the distribution of the generalization error for
different solutions clearly shows a high correlation between the generalization performance of a given
algorithm and the local entropy of the minima it finds.
In what follows, we describe the details of the numerical experiments. We define a reduced version
of the Fashion-MNIST dataset following [3]: we choose the classes Dress and Coat as they are
non-trivial to discriminate but also different enough so that a small network as the one we used
can generalize. The network is trained on a small subset of the available examples (500 patterns)
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binarized to ±1 by using the median of each image as a threshold on the inputs; we also filter both
the training and test sets to use only images in which the median is between 0.25 and 0.75. For the
test set we used all the patterns of the chosen classes in the original test set that passed our median
filtering.
The network has N = 784 and K = 9 hidden units, and it is trained using minibatches of 100
patterns. All the results are averaged over 50 independent restarts. For each algorithm we initialize
the weights with a uniform distribution and then normalize the weights of the hidden units norm
before the training starts and after each weight update. The β and γCE parameters are updated using
exponential schedules, β(t) = β0 (1 + β1)
t and γCE(t) = γCE0
(
1 + γCE1
)t
, where t is the current
epoch. An analogous exponential schedule is used for the elastic interaction γ for rSGD and eSGD,
as described in the main text. In the SGD fast case, we stop as soon as a solution with zero errors is
found, while for SGD slow we stop when the cross entropy loss reaches a value lower than 10−7. For
eSGD and rSGD, we stop the training when the distance between the reference weights and the one
used to estimate the local entropy is smaller than 10−8.
We used the following hyper-parameters for the various algorithms:
SGD fast : η = 2 · 10−4, β0 = 2.0, β1 = 10−4, γCE0 = 5.0, γCE1 = 0.0;
SGD slow : η = 3 · 10−5, β0 = 0.5, β1 = 10−3, γCE0 = 0.5, γCE1 = 10−3;
rSGD fast : η = 10−4, y = 10, γ0 = 2 · 10−3, γ1 = 2 · 10−3, β0 = 1.0, β1 = 2 · 10−4, γCE0 = 0.5,
γCE1 = 10
−3;
rSGD slow : η = 10−3, y = 10, γ0 = 10−4, γ1 = 10−4, β0 = 1.0, β1 = 2 · 10−4, γCE0 = 0.5,
γCE1 = 10
−3;
eSGD : η = 10−3, η′ = 5 · 10−3,  = 10−6, L = 20, γ0 = 10.0, γ1 = 5 · 10−5, β0 = 1.0,
β1 = 10
−4, γCE0 = 0.5, γ
CE
1 = 5 · 10−4;
C.2 Flatness curves for deep networks
In this Section we present flatness curves, δEtrain(w, σ) from Eq. (44), for some of the deep networks
architecture examined in this paper.
Results are reported in Figures 6 and 7 for different architectures and datasets. The expectation in
Eq. (44) is computed over the complete training set using 400 and 100 realizations of the Gaussian
noise for each data point in Figures 6 and 7 respectively. In experiments where data augmentation
was used during training, it is also used when computing the flatness curve.
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Figure 6: Train error difference δEtrain from eq. (44) for ResNet-110 on Cifar-10. Values are
computed along the training dynamics of different algorithms and as a function of the perturbation
intensity σ. Unperturbed train and test errors (%) are reported in the legends.
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Figure 7: Train error difference δEtrain from eq. (44), for minina obtained on various architectures,
datasets and with different algorithms, as a function of the perturbation intensity σ. Unperturbed train
and test errors (%) are reported in the legends.
The comparison is performed between minima found by different algorithms, at a point where the
training error is near zero and the loss has reached a stationary value. If the comparison is made for
minima that show different train errors, the correlation between test error and flatness is not clearly
observed since overshadowed by the correlation between test and train error.
We report a generally good agreement between the flatness of the δEtrain curve and the generalization
performance, for a large range of σ values.
D Deep networks experimental details
In this Section we describe in more detail the experiments reported in the Table 1 of the main text.
In all experiments, the loss L is the usual cross-entropy and the parameter initialization is Kaiming
normal. We normalize images in the train and test sets by the mean and variance over the train set.
We also apply random crops (of width w if image size is w × w, with zero-padding of size 4 for
CIFAR and 8 for Tiny ImageNet) and random horizontal flips. In the following we refer to the latter
procedure by the name "standard preprocessing". All experiments are implemented using PyTorch
[39].
For the experiments with eSGD and rSGD, we use the same settings and hyper-parameters used for
SGD (unless otherwise stated and apart from the hyperparameters specific to these two algorithms).
For rSGD and unless otherwise stated, we set y = 3, K = 10 and use the automatic exponential
focusing schedule for γ reported in the main text.
For eSGD, we use again an exponential focusing protocol. In some experiments, we use a value
of γ0 automatically chosen by computing the distance between the configurations w′ and w after a
loop of the SGLD dynamics (i.e. in the first L steps with γ = 0) and setting γ0 = L(w)/d(w′, w).
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Unfortunately, this criterion is not robust. Therefore, in some experiments the value of γ0 was
manually tuned. However, we found that eSGD is not sensitive to the precise value but to the order of
magnitude.
We choose γ1 such that γ is increased by a factor of 10 by the end of the training. Unless otherwise
stated, we set the the number of SGLD iterations to L = 5, SGLD noise to  = 10−4 and α = 0.75.
Moreover, we use 0.9 Nesterov momentum and weight decay in both the internal and external loop.
D.1 CIFAR-10 and CIFAR-100
SmallConvNet The smallest architecture we use in our experiments is a LeNet-like network [40]:
Conv(5× 5, 20) −MaxPool(2)− Conv(5× 5, 50)−MaxPool(2)−Dense(500)−Softmax
Each convolutional layer and the dense layer before the final output layer are followed by ReLU
non-linearities.
We train the SmallConvNet model on CIFAR-10 for 300 epochs with the following settings: SGD
optimizer with Nesterov momentum 0.9; learning rate 0.01 that decays by a factor of 10 at epochs
150 and 225; batch-size 128; weight decay 1e-4; standard preprocessing is applied; default parameter
initialization (PyTorch 1.3). For rSGD we use K = 1. For eSGD, we train for 60 epochs with:
η = 0.5 that drops by a factor of 10 at epochs 30 and 45; η′ = 0.02; γ0 = 0.5; γ1 = 2 · 10−5.
ResNet-18 In order to have a fast baseline network, we adopt a simple training procedure for
ResNet-18 on CIFAR-10, without further optimizations. We train the model for 160 epochs with:
SGD optimizer with Nesterov momentum 0.9; initial learning rate 0.01 that decays by a factor of 10
at epoch 110; batch-size 128; weight decay 5e-4; standard preprocessing.
For rSGD we setK = 1 and learning rate 0.02. For eSGD, we train for 32 epochs with initial learning
rate η = 0.25 that drops by a factor of 10 at epochs 16 and 25; η′ = 0.01. In the case in which we
drop the learning rate at certain epochs, we notice that it is important not to schedule it before that the
training error has reached a plateau also for eSGD and rSGD.
ResNet-110 We train the ResNet-110 model on CIFAR-10 for 164 epochs following the original
settings of [28]: SGD optimizer with momentum 0.9; batch-size 128; weight decay 1e-4. We perform
a learning rate warm-up starting with 0.01 and increasing it at 0.1 after 1 epoch; then it is dropped by
a factor of 10 at epochs 82 and 124; standard preprocessing is applied.
For both eSGD and rSGD, we find that the learning rate warm-up is not necessary. For rSGD we set
γ0 = 5e-4. For eSGD, we train for 32 epochs with initial learning rate η = 0.9 that drops at epochs
17 and 25, SGLD learning rate η′ = 0.02 and we set γ0 = 0.1 and γ1 = 5 · 10−4.
PyramidNet+ShakeDrop PyramidNet+ShakeDrop [29, 30], together with AutoAugment or Fast-
AutoAugment, is currently the state-of-the-art on CIFAR-10 and CIFAR-100 without extra train-
ing data. We train this model on CIFAR-10 and CIFAR-100 following the settings of [26, 41]:
PyramidNet272-α200; SGD optimizer with Nesterov momentum 0.9; batch-size 64; weight decay
5e-5. At variance with [26, 41] we train for 300 epochs and not 1800. We perform a cosine annealing
of the learning rate (with a single annealing cycle) with initial learning rate 0.05. ShakeDrop is
applied with the same parameters as in the original paper [30]. For data augmentation we add to
standard preprocessing AutoAugment with the policies found on CIFAR-10 [26] (for both CIFAR-10
and CIFAR-100) and CutOut [42] with size 16.
For rSGD, we use a cosine focusing protocol for γ, defined at epoch τ by γτ = 0.5γmax cos (piτ/τtot),
with γmax = 0.1. On CIFAR-10, we decrease the interaction step K from 10 to 3 towards the end of
the training (at epoch 220) in order to reduce noise and allow the replicas to collapse.
EfficientNet-B0 EfficientNet-B0 is the base model for the EfficientNet family. In this section
we train EfficientNet-B0 on CIFAR-100, starting from random initial conditions. We follow the
same settings as [27], with some differences: we train for 350 epochs with RMSprop optimizer
with momentum 0.9; batch-size 64; weight decay 1e-5; initial learning rate 0.01 that decays by
0.97 every 2 epochs. We rescale image size to 224 × 224 and as data augmentation we apply
standard preprocessing (with zero-padding of size 32) adding AutoAugment with the policies found
on CIFAR-10 [26] (for both CIFAR-10 and CIFAR-100).
23
D.2 Tiny ImageNet
ResNet-50 Entropic algorithms are effective also on more complex datasets. We train ResNet-50
on Tiny ImageNet (data downloaded from: "Tiny ImageNet Visual Recognition Challenge") for 270
epochs with: SGD optimizer with Nesterov momentum 0.9; initial learning rate 0.05 that decays by a
factor of 10 at epochs 90, 180 and 240; batch-size 128; weight decay 1e-4. Standard preprocessing is
applied together with Fast-AutoAugment with the policies found on ImageNet [41].
For eSGD we train the model for 50 epochs with η = 0.8 that drops by a factor of 10 at epochs 18,
36, 48 and η′ = 0.02.
DenseNet-121 For DenseNet-121 on Tiny ImageNet, the setting is the same as ResNet-50, except
that we train the model for 200 epochs with learning rate drops at epochs 100 and 150.
For eSGD we train the model for 40 epochs with η = 0.5 that drops by a factor of 10 at epochs 25
and 30, η′ = 0.02 and we set γ0 = 1.0 and γ1 = 2 · 10−5
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