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Abstract
Recurrent neural networks (RNNs) are brain-inspired models widely used in machine learn-
ing for analyzing sequential data. The present work is a contribution towards a deeper
understanding of how RNNs process input signals using the response theory from nonequi-
librium statistical mechanics. For a class of continuous-time stochastic RNNs (SRNNs)
driven by an input signal, we derive a Volterra type series representation for their output.
This representation is interpretable and disentangles the input signal from the SRNN archi-
tecture. The kernels of the series are certain recursively defined correlation functions with
respect to the unperturbed dynamics that completely determine the output. Exploiting
connections of this representation and its implications to rough paths theory, we identify
a universal feature – the response feature, which turns out to be the signature of tensor
product of the input signal and a natural support basis. In particular, we show that the
SRNNs can be viewed as kernel machines operating on a reproducing kernel Hilbert space
associated with the response feature.
Keywords: Recurrent Neural Networks, Nonequilibrium Response Theory, Volterra Se-
ries, Path Signature, Kernel Machines
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1. Introduction
Sequential data arise in a wide range of settings, from time series analysis to natural lan-
guage processing. Recurrent neural networks (RNNs) (Goodfellow et al., 2016) constitute
a class of brain-inspired models that are widely used for learning sequential data, in fields
ranging from the physical sciences to finance. Despite their recent innovations and empirical
success (see, for instance, (Sutskever, 2013)), few studies have focused on the theoretical ba-
sis underlying the working mechanism of RNNs. In particular, two natural yet fundamental
questions that one may ask are the following:
(Q1) How does the output produced by RNNs respond to a driving input signal over time?
(Q2) Is there a universal mechanism underlying their response?
The main goal of the present work is to address the above questions, using the nonlinear
response theory from nonequilibrium statistical mechanics as a starting point, for a stochas-
tic version of continuous-time RNNs, abbreviated SRNNs, in which the hidden states are in-
jected with a Gaussian white noise. Our work is in line with the recently promoted approach
of “formulate first, then discretize” in machine learning (E et al., 2019; Nelsen and Stuart,
2020). Sampling from these RNNs gives the discrete-time RNNs, including randomized
RNNs (Herbert, 2001; Grigoryeva and Ortega, 2018; Gallicchio and Scardapane, 2020), com-
monly encountered in applications. The noise injection can then be viewed as a regulariza-
tion scheme or introducing noise in input data (Jim et al., 1996; Couillet et al., 2016). On
the other hand, the continuous-time setting and noise injection are natural assumptions in
modelling biological neural networks (Cessac and Samuelides, 2007; Touboul, 2008). Our
study here belongs to the paradigm of “formulate first” and covers both artificial and bio-
logical RNNs.
Throughout the paper, we fix a filtered probability space (Ω,F , (Ft)t≥0,P), E denotes
expectation with respect to P and T > 0. For a ∈ Rd, |a| denotes the Euclidean norm.
C([0, T ],Rn) denotes the Banach space of Rn-valued continuous functions on [0, T ] equipped
with the sup-norm ‖f‖∞ := supt∈[0,T ] |f(t)|. We use Einstein’s summation notation for
repeated indices. We refer to Supplementary Material (SM) for a complete list of notations
(such as those for functional spaces) used here.
By an activation function, we mean a real-valued function that is non-constant, Lipschitz
continuous and bounded. Examples of activation function include sigmoid functions such
as hyperbolic tangent, commonly used in practice.
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We consider the following model for our SRNNs.
Definition 1.1 (Continuous-time SRNNs) Let t ∈ [0, T ] and u ∈ C([0, T ],Rm) be a de-
terministic input signal. A continuous-time SRNN is described by the following state-space
model:
dht = φ(ht, t)dt+ σdW t, (1)
yt = f(ht). (2)
In the above, Eq. (1) is a stochastic differential equation (SDE) for the hidden states h =
(ht)t∈[0,T ], with the drift coefficient φ : R
n × [0, T ] → Rn, noise coefficient σ ∈ Rn×r, and
W = (W t)t≥0 is an r-dimensional Wiener process defined on (Ω,F , (Ft)t≥0,P), whereas
Eq. (2) defines an observable with f : Rn → Rp an activation function.
We consider an input-affine1 version of the SRNNs, in which:
φ(ht, t) = −Γht + a(Wht + b) +Cut, (3)
where Γ ∈ Rn×n is positive stable, a : Rn → Rn is an activation function, W ∈ Rn×n and
b ∈ Rn are constants, and C ∈ Rn×m is a constant matrix that transforms the input signal.
From now on, we refer to SRNN as the system defined by (1)-(3) satisfying Assumption
A.1 in SM. The hidden states of a SRNN describe a nonautonomous stochastic dynamical
system processing an input signal (c.f. (Ganguli et al., 2008; Dambre et al., 2012; Tino,
2020)). The constants Γ,W , b,C,σ and the parameters (if any) in f are the (tunable)
parameters defining the (architecture of) SRNN. For T > 0, associated with the SRNN is
the output functional FT : C([0, T ],R
m)→ Rp defined as the expectation of the observable
f :
FT [u] := Ef(hT ), (4)
which will be of interest to us.
Our main contributions in this paper are in the following two directions:
(1) We establish the relationship between the output functional of SRNNs and determin-
istic driving input signal using the response theory. In particular, we derive two series
representations for the output functional of SRNNs and their deep version. The first
one is a Volterra series representation with the kernels expressed as certain correlation
(in time) functions that solely depend on the unperturbed dynamics of SRNNs. The
second one is in terms of a series of iterated integrals of a transformed input signal.
These representations are interpretable and allow us to gain insights into the working
mechanism of SRNNs.
(2) Exploiting our understanding in (1), we identify a universal feature, called the response
feature, potentially useful for learning temporal series. This feature turns out to be
the signature of tensor product of the input signal and a vector whose components are
orthogonal polynomials. We then show that SRNNs are essentially kernel machines
operating in a reproducing kernel Hilbert space associated with the response feature.
1. C.f. the footnote on the first page of (Pascanu et al., 2013).
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To achieve (1) we develop and make rigorous nonlinear response theory for the SRNNs (1)-
(3), driven by a small deterministic input signal (see SM). This makes rigorous the results
of existing works on response theory in the physics literature and also extend the recent
rigorous work of (Chen and Jia, 2020) beyond the linear response regime. For simplicity
we have chosen to work with the SRNNs under a set of rather restricted assumptions,
i.e., Assumption A.1, in this paper. Also, one could possibly work in the more general
setting where the driving input signal is a rough path (Lyons and Qian, 2002). Relaxing
the assumptions here and working in the more general setting come at a higher cost of
technicality and risk burying intuitions, which we avoid in the present work.
This paper is organized as follows. Section 2 contains some preliminaries and core ideas
of the paper. There we derive one of the main results of the paper in an informal manner to
aid understanding and to gain intution. We present a mathematical formulation of the main
results and other results in Section 3. We conclude the paper in Section 4. We postpone
the technical details, proofs and further remarks to SM.
2. Nonequilibrium Response Theory of SRNNs
2.1 Preliminaries and Notation
In this subsection we briefly recall preliminaries on Markov processes (Karatzas and Shreve,
1998; Pavliotis, 2014) and introduce some of our notations.
Let t ∈ [0, T ], γ(t) := |Cut| > 0 and U t := Cut/|Cut| be a normalized input signal
(i.e., |U t| = 1). In the SRNN (1)-(3), we consider the signal Cu = (Cut)t∈[0,T ] to be a
perturbation with small amplitude γ(t) driving the SDE:
dht = φ(ht, t)dt+ σdW t. (5)
The unperturbed SDE is the system with Cu set to zero:
dht = φ(ht)dt+ σdW t. (6)
In the above, φ(ht) = −Γht + a(Wht + b) and φ(ht, t) = φ(ht) + γ(t)U t. The process
h is a perturbation of the time-homogeneous Markov process h, which is not necessarily
stationary.
The diffusion process h and h are associated with a family of infinitesimal generators
(Lt)t≥0 and L
0 respectively, which are second-order elliptic operators defined by:
Ltf = φ
i(h, t)
∂
∂hi
f +
1
2
Σij
∂2
∂hi∂hj
f, (7)
L0f = φ¯i(h)
∂
∂h
i
f +
1
2
Σij
∂2
∂h
i
∂h
j
f, (8)
for any observable f ∈ Cb(R
n), where Σ := σσT > 0. We define the transition operator
(Ps,t)s∈[0,t] associated with h as:
Ps,tf(h) = E[f(ht)|hs = h], (9)
for f ∈ Cb(R
n), and similarly for the transition operator (P 0s,t)s∈[0,t] (which is a Markov
semigroup) associated with h.
4
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Moreover, one can define the L2-adjoint of the above generators and transition operators
on the space of probability measures. We denote the adjoint generator associated to h and
h by At and A
0 respectively, and the adjoint transition operator associated to h and h
by (P ∗s,t)s∈[0,t] and ((P
0
s,t)
∗)s∈[0,t] respectively. We assume that the initial measure and the
law of the processes have a density with respect to Lebesgue measure. Denoting the initial
density as ρ(h, t = 0) = ρinit(h), ρ(h, t) = P
∗
0,tρinit(h) satisfies a forward Kolmogorov
equation (FKE) associated with At.
We take the natural assumption that both perturbed and unperturbed process have the
same initial distribution ρinit, which is generally not the invariant distribution ρ∞ of the
unperturbed dynamics.
2.2 Key Ideas and Formal Derivations
This subsection serves to provide a formal derivation of one of the core ideas of the paper
in an explicit manner to aid understanding.
First, we are going to derive a representation for the output functional of SRNN in
terms of driving input signal. Our approach is based on the response theory originated
from nonequilibrium statistical mechanics. For a quick overview of this theory, we refer to
Chapter 9 in (Pavliotis, 2014) (see also (Kubo, 1957; Peterson, 1967; Hanggi et al., 1978;
Baiesi and Maes, 2013)). In the following, we assume that any infinite series is well-defined
and any interchange between summations and integrals is justified.
Fix a T > 0. Let ǫ := supt∈[0,T ] |γ(t)| > 0 be sufficiently small and
U˜ t :=
Cut
supt∈[0,T ] |Cut|
. (10)
To begin with, note that the FKE for the probability density ρ(h, t) is:
∂ρ
∂t
= Aǫtρ, ρ(h, 0) = ρinit(h), (11)
where Aǫt = A
0 + ǫA1t , with:
A0· = −
∂
∂hi
(
φ¯i(h)·
)
+
1
2
Σij
∂2
∂hi∂hj
·, and A1t · = −U˜
i
t
∂
∂hi
· . (12)
The key idea is that since ǫ > 0 is small we seek a perturbative expansion for ρ of the
form
ρ = ρ0 + ǫρ1 + ǫ
2ρ2 + . . . . (13)
Plugging this into the FKE and matching orders in ǫ, we obtain the following hierachy of
equations:
∂ρ0
∂t
= A0ρ0, ρ0(h, t = 0) = ρinit(h); (14)
∂ρn
∂t
= A0ρn +A
1
tρn−1, n = 1, 2, . . . . (15)
The formal solution to the ρn can be obtained iteratively as follows. Formally, we write
ρ0(h, t) = e
A0tρinit(h). In the special case when the invariant distribution is stationary,
ρ0(h, t) = ρinit(h) = ρ∞(h) is independent of time.
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Noting that ρn(h, 0) = 0 for n ≥ 2, the solutions ρn are related recursively via:
ρn(h, t) =
∫ t
0
eA
0(t−s)A1sρn−1(h, s)ds, (16)
for n ≥ 2. Therefore, provided that the infinite series below converges absolutely, we have:
ρ(h, t) = ρ0(h, t) +
∞∑
n=1
ǫnρn(h, t). (17)
Next we consider a scalar-valued observable2, F(t) := f(ht), of the hidden dynamics of
the SRNN and study the deviation of average of this observable caused by the perturbation
of input signal:
EF(t)− E0F(t) :=
∫
f(h)ρ(h, t)dh−
∫
f(h)ρ0(h, t)dh. (18)
Using (17), the average of the observable with respect to the perturbed dynamics can be
written as:
EF(t) = E0F(t) +
∞∑
n=1
ǫn
∫
f(h)ρn(h, t)dh. (19)
Without loss of generality, we take E0F(t) = eA
0t
∫
ρinit(h)f(h)dh = 0 in the following,
i.e., f(h) is taken to be mean-zero (with respect to ρinit).
We have:∫
f(h)ρ1(h, t)dh =
∫
dh f(h)
∫ t
0
ds eA
0(t−s)A1se
A0sρinit(h) (20)
= −
∫ t
0
ds
∫
dh f(h)eA
0(t−s)U˜ js
∂
∂hj
(
eA
0sρinit(h)
)
(21)
=:
∫ t
0
KkA0,F (t, s)U˜
k
s ds, (22)
where the
KkA0,F (t, s) = −
∫
dh f(h)eA
0(t−s) ∂
∂hk
(
eA
0sρinit(h)
)
(23)
= −
〈
eL
0(t−s)f(h)
∂
∂hk
(
eA
0sρinit(h)
)
ρ−1init(h)
〉
ρinit
, (24)
are the first-order response kernels, which are averages, with respect to ρinit, of a functional
of only the unperturbed dynamics. Note that in order to obtain the last line above we have
integrated by parts and assumed that ρinit > 0.
2. The extension to the vector-valued case is straightforward.
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Formula (24) expresses the nonequilibrium fluctuation-dissipation relation of Agarwal
type (Agarwal, 1972). In the case of stationary invariant distribution, we recover the well-
known equilibrium fluctuation-dissipation relation in statistical mechanics, with the (vector)
response kernel:
KA0,F (t, s) = KA0,F (t− s) = 〈f(ht−s)∇hL(ht−s)〉ρ∞ , (25)
where L(h) = − log ρ∞(h).
So far we have looked at the linear response regime, where the response depends linearly
on the input. We now go beyond this regime by extending the above derivations to the case
of n ≥ 2. Denoting s0 := t and applying (16), we derive:∫
f(h)ρn(h, t)dh =
∫ t
0
ds1U˜
k1
s1
∫ s1
0
ds2U˜
k2
s2 · · ·
∫ sn−1
0
dsnU˜
kn
sn K
k(n)(s0, s1, . . . , sn), (26)
where k(n) := (k1, . . . , kn), and the K
k(n) are the nth order response kernels:
Kk
(n)
(s0, s1, . . . , sn) = (−1)
n
〈
f(h)ρ−1init(h)R
k(n)(s0, s1, . . . , sn)e
A0snρinit(h)
〉
ρinit
, (27)
with
Rk1(s0, s1)· = e
A0(s0−s1) ∂
∂hk1
·, (28)
Rk
(n)
(s0, s1, . . . , sn)· = R
k(n−1)(s0, s1, . . . , sn−1) ·
(
eA
0(sn−1−sn) ∂
∂hkn
·
)
, (29)
for n = 2, 3, . . . . Note that these higher order response kernels, similar to the first order ones,
are averages, with respect to ρinit, of some functional of only the unperturbed dynamics.
Collecting the above results, (19) becomes a series of generalized convolution integrals,
given by:
Ef(ht) =
∞∑
n=1
ǫn
∫ t
0
ds1U˜
k1
s1
∫ s1
0
ds2U˜
k2
s2 · · ·
∫ sn−1
0
dsnU˜
kn
sn K
k(n)(s0, s1, . . . , sn), (30)
with the time-dependent kernels Kk
(n)
defined recursively via (27)-(29). More importantly,
these kernels are completely determined in an explicit manner by the unperturbed dynamics
of the SRNN. Therefore, the output functional of SRNN can be written (in fact, uniquely)
as a series of the above form. This statement is formulated precise in Theorem 3.1, thereby
addressing (Q1).
We now address (Q2). By means of expansion techniques, one can derive (see Section
B.5):
Ef(ht) =
∞∑
n=1
ǫnQk
(n)
p(n)
(
sp00
∫ s0
0
ds1s
p1
1 U˜
k1
s1 · · ·
∫ sn−1
0
dsns
pn
n U˜
kn
sn
)
, (31)
where the Qk
(n)
p(n)
are constants independent of time and the signal U˜ . This expression
disentangles the driving input signal from the SRNN architecture in a systematic manner.
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Roughly speaking, it tells us that the response of SRNN to the input signal can be obtained
by adding up products of two components, one of which describes the unperturbed part
of SRNN (the Qk
(n)
p(n)
terms in (31)) and the other one is an iterated integral of a time-
transformed input signal (the terms in parenthesis in (31)). This statement is made precise
in Theorem 3.2, which is the starting point to addressing (Q2). See further results in Section
3.
3. Main Results
Without loss of generality, we are going to take p = 1 and assume that
∫
f(h)ρinit(h)dh = 0
in the following. Recall that we work under Assumption A.1.
First, we define response functions of an observable, extending the one formulated in
(Chen and Jia, 2020) for the linear response regime.
Recall that for t > 0, γ := (γ(s) := |Cus|)s∈[0,t].
Definition 3.1 (Response functions) Let f : Rn → R be a bounded observable. For t ∈
[0, T ], let Ft be the functional on C([0, t],R) defined as Ft[γ] = Ef(ht) and D
nFt[γ] :=
δnFt/δγ(s1) · · · δγ(sn) denote the nth order functional derivative of Ft with respect to γ (see
Definition A.4). For n ∈ Z+, if there exists an integrable function R
(n)
f (t, ·) such that∫
[0,t]n
ds1 · · · dsn
1
n!
DnFt
∣∣
γ=0
φ(s1) · · ·φ(sn)
=
∫
[0,t]n
ds1 · · · dsnR
(n)
f (t, s1, . . . , sn)φ(s1) · · ·φ(sn), (32)
for all test functions φ ∈ C∞c (0, t), then R
(n)
f (t, ·) is called the nth order response function
of the observable f .
Note that in (32) since the derivatives are symmetric mappings (see Subsection A.2),
the response functions R
(n)
f are symmetric in s1, . . . , sn.
We can gain some intuition on the response functions by first looking at R
(1)
f . Tak-
ing φ(s) = δ(x − s) = δs(x), we have, formally, R
(1)
f (t, s) =
∫ t
0 R
(1)
f (t, u)δ(s − u)du =∫ t
0 du
δFt
δγ
∣∣
γ=0
δ(s− u) = limǫ→0
1
ǫ (Ft[ǫδs]− Ft[0]). This tells us that R
(1)
f represents the rate
of change of the functional Ft at time t subject to the small impulsive perturbation to h at
time s. Similarly, the R
(n)
f give higher order rates of change for n > 1. Summing up these
rates of change allows us to quantify the full effect of the perturbation on the functional Ft
order by order.
We now show that, under certain assumptions, these rates of change are well-defined
and compute them. The following proposition provides explicit expressions for the nth
order response function for a class of observables of the SRNN. In the first order case,
it was shown in (Chen and Jia, 2020) that the response function can be expressed as a
correlation function of the observable and a unique conjugate observable with respect to
the unperturbed dynamics, thereby providing a mathematically rigorous version of the
Agarwal-type fluctuation-dissipation relation (A-FDT). We are going to show that a similar
statement can be drawn for the higher order cases.
8
Understanding Recurrent Neural Networks Using Nonequilibrium Response Theory
In the following, let f ∈ C∞b (R
n) be any observable and ∆Lt := Lt − L
0, for t ∈ [0, T ].
Proposition 3.1 (Explicit expressions for response functions) For n ∈ Z+, let R
(n)
f be the
nth-order response function of f . Then, for 0 < sn < sn−1 < · · · < s0 := t ≤ T :
(a)
R
(n)
f (t, s1, . . . , sn) = EP
0
0,sn∆LsnP
0
sn,sn−1∆Lsn−1 · · ·P
0
s1,tf(h0). (33)
(b) (Extension of A-FDT) If, in addition, ρinit is positive, then
R
(n)
f (t, s1, . . . , sn) = Ef(h0)v
(n)
t,s1,...,sn(hs1 , . . . ,hsn), (34)
where
v
(n)
t,s1,...,sn(h1, . . . ,hn) =
(−1)n
ρinit
(P 0s1,t)
∗
∇
T
h1
[U s1 · · · (P
0
sn,sn−1)
∗
∇
T
hn
[U snpsn(h)]]. (35)
We make a few remarks on the above results.
Remark 3.1 In the linear response regime with h stationary, if one further restricts to
reversible diffusion (when detailed balance holds), in which case the drift coefficient in the
SRNN can be expressed as negative gradient of a potential function, then Eq. (34) reduces
to the equilibrium FDT (see, for instance, (Kubo, 1966) or (Chetrite and Gawedzki, 2008)),
a cornerstone of nonequilibrium statistical mechanics. In the one-dimensional case, explicit
calculation and richer insight can be obtained. See, for instance, Example 9.5 in (Pavliotis,
2014) for a formal analysis of stochastic resonance using linear response theory.
Remark 3.2 The observables v
(n)
t,s1,...,sn
(hs1 , . . . ,hsn) can be viewed as nonlinear counter-
parts of the conjugate observable obtained in (Chen and Jia, 2020) in the linear response
regime. Indeed, when n = 1, v
(1)
t,s1(t, s1) is exactly the conjugate observable in (Chen and Jia,
2020). Hence, it is natural to call them higher order conjugate observables. Proposition
3.1(b) tells us that any higher order response of the observable f to a small input signal
can be represented as correlation function of f and the associated higher order conjugate
observable.
Moreover, the conjugate observables v
(n)
t,s1,...,sn are uniquely determined in the following
sense.
Corollary 3.1 Let n ∈ Z+ and 0 < sn < · · · < s1 < s0 := t ≤ T . Assume that there is
another function v˜
(n)
t,s1,...,sn
∈ L1(ρinit) on R
n × · · · × Rn such that
Ef(h)v
(n)
t,s1,...,sn(hs1 , . . . ,hsn) = Ef(h)v˜
(n)
t,s1,...,sn(hs1 , . . . ,hsn), (36)
for all f ∈ C∞c (R
n). Then v
(n)
t,s1,...,sn = v˜
(n)
t,s1,...,sn almost everywhere.
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We now have the ingredients for the first main result addressing (Q1). The following
theorem gives a series representation for the output functional of a SRNN driven by the
deterministic signal γ. It says that infinite series of the form (30) are in fact (or can be
made sense as) Volterra series (Volterra, 1959; Boyd and Chua, 1985) (see Subsection A.2
for definition of Volterra series and related remarks).
Theorem 3.1 (Memory representation) Let t ∈ [0, T ]. The output functional, Ef(ht), of
the SRNN (1)-(3) is the limit as N →∞ of
F
(N)
t [γ] =
N∑
n=1
∫
[0,t]n
ds1 · · · dsnR
(n)
f (t, s1, . . . , sn)γ(s1) · · · γ(sn), (37)
where the R
(n)
f are given in Proposition 3.1. The limit exists and is a unique convergent
Volterra series. If Gt is another such series with the response functions Q
(n)
f , then Ft = Gt.
Using Theorem 3.1 we can obtain another representation (c.f. (31)) of the output
functional, provided that additional (but reasonable) assumptions are imposed. Recall that
we use Einstein’s summation notation for repeated indices.
Theorem 3.2 (Memoryless representation) Assume that the operator A0 admits a well-
defined eigenfunction expansion. Then, the output functional Ef(ht) of the SRNN (1)-(3)
admits a convergent series expansion, which is the limit as N,M →∞ of:
F
(N,M)
t [γ] =
N∑
n=1
ap0,p1,...,pnt
p0
∫ t
0
ds1s
p1
1 u
k1
s1
∫ s1
0
ds2s
p2
2 u
k2
s2 · · ·
∫ sn−1
0
dsns
pn
n u
kn
sn , (38)
where the ap0,...,pn are constant coefficients that depend on the pi and the eigenvalues of
A0 but independent of the input signal and time. Here, pi ∈ {0, 1, . . . ,M} and ki ∈
{1, 2, . . . ,m}.
This representation abstracts away the details of memory induced by the SRNN (thus
the name memoryless) so that any parameters defining the SRNN are encapsulated in the
coefficients ap0,...,pn . It implies that the iterated integrals in (38) are building blocks used
by SRNNs to extract the information in the input signal. See also Remark B.2 and Remark
B.3 in SM. This result can be seen as a stochastic analog of the one in Chapter 3 of (Isidori,
2013). It can also be shown that Eq. (38) is a generating series in the sense of Chen-Fliess
(Fliess, 1981).
Composition of multiple SRNNs (i.e., a deep SRNN), preserves the form of the above
two representations. More importantly, as in applications, composition of truncated (finite)
series increases the number of nonlinear terms and gives a richer set of response functions
and features in the resulting series representation. We make this precise for composition of
two SRNNs. Extension to composition of more than two SRNNs is straightforward.
Theorem 3.3 (Representations for deep SRNNs) Let Ft and Gt be the output functional of
two SRNNs, with the associated truncated Volterra series having the response kernels R
(n)
f
10
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and R
(m)
g , n = 1, . . . , N , m = 1, . . . ,M , respectively. Then (F ◦ G)t[γ] = Ft[Gt[γ]] is a
truncated Volterra series with the N +M response kernels:
R
(r)
fg (t, t1, . . . , tr)
=
r∑
k=1
∑
Cr
∫
[0,t]k
R
(k)
f (t, s1, . . . , sk)
×R(i1)g (t− s1, t1 − s1, . . . , ti1 − s1) · · ·R
(ik)
g (t− sk, tr−ik+1 − sk, . . . , tr − sk)ds1 · · · dsk,
(39)
for r = 1, . . . , N +M , where
Cr = {(i1, . . . , ik) : i1, . . . , ik ≥ 1, 1 ≤ k ≤ r, i1 + · · ·+ ik = r}. (40)
If Ft and Gt are Volterra series (i.e., N,M = ∞), then (F ◦ G)t[γ] is a Volterra series
(whenever it is well-defined) with the response kernels R
(r)
fg above, for r = 1, 2, . . . .
Moreover, the statements in Theorem 3.2 apply to (F ◦ G)t, i.e., (F ◦ G)t admits a
convergent series expansion of the form (38) under the assumption in Theorem 3.2.
Alternatively, the response kernels (39) can be expressed in terms of the exponential Bell
polynomials (Bell, 1927) (see Subsection B.6 in SM).
Remark 3.3 It is the combinatorial structure and properties (such as convolution identity
and recurrence relations) of the Bell polynomials that underlie the richness of the memory
representation of a deep SRNN. To the best of our knowledge, this seems to be the first time
where a connection between Bell polynomial and deep RNNs is made. It may be potentially
fruitful to further explore this connection to study expressivity and memory capacity of deep
RNNs.
Next, we focus on (Q2). The key idea is to link the above representations for the output
functional to the notion and properties of path signature (Lyons et al., 2007; Lyons, 2014;
Levin et al., 2013; Liao et al., 2019), by lifting the input signal to a tensor algebra space.
Fix a Banach space E in the following. Denote by
T ((E)) = {a := (a0, a1, . . . ) : ∀n ≥ 0, an ∈ E
⊗n}, (41)
where E⊗n denotes the n-fold tensor product of E (E⊗0 := R). This is the space of formal
series of tensors of E and can be identified with the free Fock space T0((E)) =
⊕∞
n=0E
⊗n
when E is a Hilbert space (Parthasarathy, 2012).
Definition 3.2 (The signature of a path) Let X ∈ C([0, T ], E) be a path of bounded vari-
ation (see Definition A.6). The signature of X is the element S of T ((E)), defined as
S(X) = (1,X1,X2, . . . ), (42)
where
Xn =
∫
∆n
T
dXs1 ⊗ · · · ⊗ dXsn ∈ E
⊗n, (43)
for n ∈ Z+, with ∆
n
T := {0 ≤ s1 ≤ · · · ≤ sn ≤ T}.
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Let (ei1 ⊗ · · · ⊗ ein)(i1,...,in)∈{1,...,m}n be the canonical basis of E
⊗n, then we have:
S(X) = 1 +
∞∑
n=1
∑
i1,...,in
(∫
∆n
T
dXi1s1 · · · dX
in
sn
)
(ei1 ⊗ · · · ⊗ ein) ∈ T ((E)). (44)
Denoting by 〈·, ·〉 the dual pairing, we have
〈S(X), ei1 ⊗ · · · ⊗ ein〉 =
∫
∆n
T
dXi1s1 · · · dX
in
sn . (45)
Theorem 3.4 (Memoryless representation in terms of signature) Let p be a positive inte-
ger and assume that the input signal u is a path of bounded variation. Then the output
functional Ft of a SRNN is the limit as p → ∞ of F
(p)
t , which are linear functionals of
the signature of the path, X(p) = u ⊗ ψ(p) ∈ Rm×p (which can be identified with Rmp via
vectorizaton), where ψ(p) = (1, t, t2, . . . , tp−1) ∈ Rp, i.e.,
F
(p)
t [u] =
∑
n
bn(t)〈S(X
(p)
t ), ei1 ⊗ · · · ⊗ ein〉, (46)
where the bn(t) are coefficients that only depend on t.
Remark 3.4 It was shown in (Lyons, 2014) that the signature is a universal feature set, in
the sense that any continuous map can be approximated by a linear functional of signature
of the input signal. On the other hand, Proposition 3.4 implies that the output functional
of SRNNs admits a linear representation in terms of signature of a time-augmented input
signal, a lift of the original input signal to higher dimension to account for time. We shall
call the signature of this time-augmented input signal the response feature, which is richer
as a feature set than the signature of the input signal and may be used in a linear regression
framework for learning sequential data.
We now consider a supervised learning (regression or classification) setting where we are
given N training input-output pairs (un, yn)n=1,...,N , where the un ∈ χ, the space of paths
in C([0, T ],Rm) with bounded variation, and yn ∈ R, such that yn = FT [un] for all n. Here
FT is a continuous target mapping.
Consider the optimization problem:
min
Fˆ∈G
{L({(un, yn, Fˆ [un])}n=1,...,N ) +R(‖Fˆ‖G)}, (47)
where G is a hypothesis (Banach) space with norm ‖ · ‖G , L : (χ×R
2)N → R∪{∞} is a loss
functional and R(x) is a strictly increasing real-valued function in x. We are going to show
that the solution to this problem can be expressed as kernel expansions over the training
examples (c.f. (Evgeniou et al., 2000; Scho¨lkopf et al., 2002; Hofmann et al., 2008)).
In the following, consider the Hilbert space H := P ⊗Rm, where P is the appropriately
weighted l2 space of sequences of the form (P0(t), P1(t), · · · ) with the Pn(t) orthogonal
polynomials on [0, T ]. Let Ts((H)) denote the symmetric Fock space over H (see Subsection
B.8 for definition) and T⊗Ls ((H)) denote L-fold tensor product of Ts((H)) for L ∈ Z+.
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Proposition 3.2 Let L ∈ Z+. Consider the map K : H×H → R, defined by
K(v,w) = 〈S(v), S(w)〉T⊗Ls ((H)). (48)
Then K is a kernel over H and there exists a unique RKHS, denoted RL with the norm
‖ · ‖RL , for which K is a reproducing kernel.
One can view SRNNs as kernel machines operating on a RKHS associated with the
response feature. This is captured precisely in the following.
Theorem 3.5 (Representer theorem) Consider the time-augmented paths Xn = v ⊗ un,
where the un are R
m-valued input paths in χ and v is a RZ+-valued vector in P. Then:
(a) Any solution to the optimization problem (47) with the hypothesis space of G := R1
admits a representation of the form:
Fˆ ∗t =
N∑
n=1
cn〈S(Xn), S(X)〉Ts((H)), (49)
where the cn ∈ R and N is the number of training input-output pairs.
(b) Let L ∈ Z+. If we instead consider the paths, denoted X˜n, obtained by linear interpolat-
ing on the L+1 data points (Xn(ti))i=0,1,...,L sampled at time ti ∈ [0, T ], then any solution
to the corresponding optimization problem (47) with the hypothesis space of G := RL admits
a representation of the form:
Fˆ ∗t =
N∑
n=1
αn
L∏
l=1
exp
(〈
∆X(l)n ,∆X
(l)
〉
H
)
, (50)
where the αn ∈ R and ∆X
(l) :=X(tl)−X(tl−1) for l = 1, . . . , L.
We emphasize that the idea of representing Volterra series as elements of a RKHS is
certainly not new (see, e.g., (Zyla and deFigueiredo, 1983; Franz and Scho¨lkopf, 2006)).
However, it is the use of the response feature here that makes our construction differs from
those in previous works (c.f. (Kira´ly and Oberhauser, 2019)). The representer theorem
here is obtained for a wide class of optimization problems using an alternative approach
in the SRNN setting. The significance of the theorem obtained here is not only that the
optimal solution will live in a subspace with dimension no greater than the number of
training examples but also how the solution depends on the number of samples in the
training data stream. Lastly, we remark that the appearance of orthogonal polynomials
here is not too surprising given their connection to nonlinear dynamical systems (Kowalski,
1997; Mauroy et al., 2020).
4. Conclusion
In this paper we have addressed two fundamental questions concerning a class of stochastic
recurrent neural networks (SRNNs), which can be models for artificial or biological net-
works, using the nonlinear response theory from nonequilibrium statistical mechanics as
13
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the starting point. In particular, we are able to characterize, in a systematic and order-
by-order manner, the response of the SRNNs to a perturbing deterministic input signal by
deriving two types of series representation for the output functional of these SRNNs and
a deep variant in terms of the driving input signal. This provides insights into the nature
of both memory and memoryless representation induced by these driven networks. More-
over, by relating these representations to the notion of path signature, we find that the set
of response feature is the building block in which SRNNs extract information from when
processing an input signal, uncovering the universal mechanism underlying the operation
of SRNNs. In particular, we have shown, via a representer theorem, that SRNNs are ker-
nel machines operating on a reproducing kernel Hilbert space associated with the response
feature.
We end with a few final remarks. From mathematical point of view, it would be inter-
esting to relax the assumptions here and work in a general setting where the driving input
signal is a rough path. One could also study how SRNNs respond to changes in parameters
defining their architecture and the driving noise amplitude (regularization) by extending
the techniques developed here. So far we have focused on the “formulate first” approach
mentioned in Introduction. The results obtained here suggest that one could study the “dis-
cretize next” part by devising efficient algorithm to exploit the use of discretized response
features (recall Remark 3.4) in machine learning tasks involving temporal data.
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Supplementary Material (SM)
Appendix A. Preliminaries and Mathematical Formulation
A.1 Notation and Assumptions
Throughout the paper, we fix a filtered probability space (Ω,F , (Ft)t≥0,P), E denotes ex-
pectation with respect to P and T > 0. Moreover, N := {0, 1, 2, . . . }, Z+ := {1, 2, . . . } and
R+ := [0,∞). For two sets A and B, A\B denotes the set difference of A and B, i.e., the
set of elements in A but not in B. The superscript T denotes transposition and ∗ denotes
adjoint.
The following is a list of the spaces that we use in the main paper and this SM:
• Cb(R
n): the space of all bounded continuous functions on Rn
• L(E1, E2): the Banach space of bounded linear operators from E1 to E2 (with ‖ · ‖
denoting norms on appropriate spaces)
• C(E,F ): the Banach space of continuous mappings from E to F , where E and F are
Banach spaces
• Cnc (0, t), n ∈ Z+ ∪ {∞}, t > 0: the space of real-valued functions of class C
n(0, t)
with compact support
• B(Rn+): the space of bounded absolutely continuous measures on R
n
+, with |µ| =∫
d|µ| =
∫
|ρ(x)|dx, where ρ denotes the density of the measure µ
• Lp(ρ), p > 1: the ρ-weighted Lp space, i.e., the space of functions f such that
‖f‖Lp(ρ) :=
∫
|f(x)|pρ(x)dx <∞, where ρ is a weighting function
For simplicity and intuitive appeal we work with the following rather restrictive as-
sumptions on the SRNNs (1)-(3) in the main paper. These assumptions can be either
relaxed at an increased cost of technicality (which we do not pursue here) or justified by
the approximation result in Section C.
Recall that we are working with a deterministic input signal u ∈ C([0, T ],Rm).
Assumption A.1 Fix a T > 0 and let U be an open set in Rn.
(a) γ(t) := |Cut| > 0 is sufficiently small for all t ∈ [0, T ].
(b) ht,ht ∈ U for all t ∈ [0, T ], and, with probability one, there exists a compact set K ⊂ U
such that, for all γ(t), ht,ht ∈ K for all t ∈ [0, T ].
(c) The coefficients a : Rn → Rn and f : Rn → Rp are analytic functions.
(d) Σ := σσT ∈ Rn×n is positive definite and Γ ∈ Rn×n is positive stable (i.e., the real part
of all eigenvalues of Γ is positive).
(e) The initial state h0 = h0 is a random variable distributed according to the probability
density ρinit.
Assumption A.1 (a) implies that we work with input signals with sufficiently small am-
plitude. This is important to ensure that certain infinite series are absolutely convergent
with a radius of convergence that is sufficiently large (see the statements after Definition
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A.5). (b) and (c) ensure some desirable regularity and boundedness properties. In par-
ticular, they imply that a,f and all their partial derivatives are bounded3 and Lipschitz
continuous in ht and ht for all t ∈ [0, T ]. (d) implies that the system is damped and driven
by a nondegenerate noise, ensuring that the unperturbed system is exponentially stable.
(e) is a natural assumption for our analysis since h is a perturbation of h.
We are going to work with Assumption A.1 in the following and throughout the main
paper unless stated otherwise.
A.2 Differential Calculus on Banach Spaces
In this subsection, we present elements of differential calculus on Banach spaces, introducing
our notation and terminology along the way. We refer to the classic book of Cartan (Cartan,
1983) for more details (see also (Abraham et al., 2012)).
We will need the notion of functional derivatives before we dive into response functions.
Functional derivatives are generalization of ordinary derivatives to functionals. At a formal
level, they can be defined via the variation δF of the functional F [u] which results from
variation of u by δu, i.e., δF = F [u + δu] − F [u]. The technique used to evaluate δF is a
Taylor expansion of the functional F [u+ δu] = F [u+ ǫη] in powers of δu, respectively of ǫ.
The functional F [u + ǫη] is an ordinary function of ǫ. This implies that the expansion in
terms of powers of ǫ is a standard Taylor expansion, i.e.,
F [u+ ǫη] = F [u] +
dF [u+ ǫη]
dǫ
∣∣∣∣
ǫ=0
ǫ+
1
2!
d2F [u+ ǫη]
dǫ2
∣∣∣∣
ǫ=0
ǫ2 + · · · , (51)
provided that the “derivatives” can be made sense of. We first define such “derivatives”.
Recall that for a function f of a real variable, the derivative of f is defined by
f ′(x) = lim
h→0
f(x+ h)− f(x)
h
, (52)
provided that the limit exists. This definition becomes absolete when f is a function of vector
variable since then division by a vector is meaningless. Therefore, to define a derivative for
mappings from Banach space into a Banach space, one needs to revise the above definition.
This leads to the notion of Fre´chet differentiability, generalizing the notion of slope of the
line tangent to the graph of the function at some point.
In the following, let E1, E2 be Banach spaces over R, T : E1 → E2 be a given mapping,
and ‖ · ‖ represents the norm on appropriate space.
Definition A.1 (Fre´chet differentiabiliy) Fix an open subset U of a Banach space E1 and
let u0 ∈ U . We say that the mapping T : U → E2 is Fre´chet differentiable at the point u0 if
there is a bounded linear map DT (u0) : E1 → E2 such that for every ǫ > 0, there is a δ > 0
such that
‖T (u0 + h)− T (u0)−DT (u0) · h‖
‖h‖
< ǫ (53)
3. Boundedness of these coefficients will be important when deriving estimates.
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whenever ‖h‖ ∈ (0, δ), where DT (u0) · e denotes the evaluation of DT (u0) on e ∈ E1. This
can also be written as
lim
‖h‖→0
‖T (u0 + h)− T (u0)−DT (u0) · h‖
‖h‖
= 0. (54)
Note that this is equivalent to the existence of a linear map DT (u0) ∈ L(E1, E2) such that
T (u0 + h)− T (u0) = DT (u0) · h+ e(h) (55)
where
lim
‖h‖→0
‖e(h)‖
‖h‖
= 0, (56)
i.e., e(h) = o(‖h‖) as ‖h‖ → 0.
Definition A.2 (Fre´chet derivative) If the mapping T is Fre´chet differentiable at each
u0 ∈ U , the map DT : U → L(E1, E2), u 7→ DT (u), is called the (first order) Fre´chet
derivative of T . Moreover, if DT is a norm continuous map, we say that T is of class C1.
We define, inductively, for r ≥ 2, the r-th order derivative DrT := D(Dr−1T ) : U ⊂ E1 →
L(r)(E1, E2) := L(E1, L
(r−1)(E1, E2)), with L
(1)(E1, E2) := L(E1, E2), whenever it exists.
If DrT exists and is norm continuous, we say that T is of class Cr.
A few remarks follow. A weaker notion of differentiability, generalizing the idea of
directional derivative in finite dimensional spaces, is provided by Gateaux.
Definition A.3 (Gateaux differentiability and derivative) Fix u0 ∈ E1. The mapping T :
E1 → E2 is Gateaux differentiable at u0 if there exists a continuous linear operator A such
that
lim
ǫ→0
∥∥∥∥T (u0 + ǫh)− T (u0)ǫ −A(h)
∥∥∥∥ = 0 (57)
for every h ∈ E1, where ǫ → 0 in R. The operator A is called the Gateaux derivative of T
at u0 and its value at h is denoted by A(h). The higher order Gateaux derivatives can be
defined by proceeding inductively.
Remark A.1 It is a standard result that if the Gateaux derivative exists, then it is unique
(similarly for Fre´chet derivative). Gateaux differentiability is weaker than that of Fre´chet
in the sense that if a mapping has the Fre´chet derivative at a point u0, then it has the
Gateaux derivative at u0 and both derivatives are equal, in which case A(h) = DT (u0) · h
using the notations in the above definitions. The converse does not generally hold. For
basic properties of these derivatives, we refer to the earlier references. From now on, we
will work with the more general notion of Fre´chet differentiability.
We now introduce the notion of functional derivative for the special case of mappings
that are real-valued functionals. Let E2 = R, so that T is a functional on E1. When T is
Fre´chet differentiable at some u ∈ E1, its derivative is a bounded linear functional on E1,
i.e., DT [u] ∈ L(E1,R) =: E
∗
1 . If E1 is a Hilbert space, then by the Riesz representation
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theorem4, there exists a unique element y ∈ E1 such that DT [u] ·e = 〈y, e〉 for every e ∈ E1.
The derivative DT [u] can thus be identified with y, which we sometimes call the gradient of
T . In the case when E1 is a functional space, we call the derivative the functional derivative
of T with respect to u, denoted δT/δu:
〈δT/δu, e〉 = DT [u] · e. (58)
Moreover, T is also Gateaux differentiable at u ∈ E1 and we have DT [u]·e =
d
dt
∣∣
t=0
T [u+te].
The higher order derivatives can be defined inductively. For instance, if T is a twice
differentiable functional on a real Hilbert space E1, then for all u ∈ E1, D
2T [u] · (e1, e2) =
D((DT )(·) · e2)[u] · e1. More generally, if e1, . . . , en−1 ∈ E1, T : U → E2 is n times
differentiable, then the map Q : U → E2 defined by Q[u] = D
n−1T [u] · (e1, . . . , en−1) is
differentiable and DQ[u] · e = DnT [u] · (e, e1, . . . , en−1). Moreover, D
nT [u] is multi-linear
symmetric, i.e.,
DnT [u] · (e0, e1, . . . , en−1) = D
nT [u] · (eσ(0), eσ(1), . . . , eσ(n−1)), (59)
where σ is any permutation of {0, 1, . . . , n} (see Theorem 5.3.1 in (Cartan, 1983)). In this
case, we have
lim
ǫ→0
∥∥∥∥(Dn−1T [u+ ǫh]−Dn−1T [u]) · (h1, . . . , hn−1)ǫ −DnT [u] · (h, h1, . . . , hn−1)
∥∥∥∥ = 0 (60)
and we write
DnT [u] · (h, h1, . . . , hn−1) = lim
ǫ→0
(Dn−1T [u+ ǫh]−Dn−1T [u]) · (h1, . . . , hn−1)
ǫ
. (61)
The notion of functional derivatives that we will need is defined in the following.
Definition A.4 (Functional derivatives) Fix t > 0. Let F be a functional on C([0, t],R)
and u ∈ C([0, t],R). Then for n ∈ Z+, the nth order functional derivative of F with respect
to u is a functional δnF/δu(n), with δu(n) := δu(s1) · · · δu(sn), on C
∞
c (0, t), defined as:∫
(0,t)n
ds1 · · · dsn
δnF [u]
δu(n)
φ(s1) · · · φ(sn) = D
nF [u] · (φ, φ, . . . , φ), (62)
whenever the derivative exists, for any φ ∈ C∞c (0, t).
Recall the following Taylor’s theorem for a mapping T : U → E2.
Theorem A.1 (Taylor’s theorem – Theorem 5.6.3 in (Cartan, 1983)) Let T be an n − 1
times differentiable mapping. Suppose that T is n times differentiable at the point u ∈ U .
Then, denoting (h)n := (h, . . . , h) (n times),∥∥∥∥T (u+ h)− T (u)−DT (u) · h− · · · − 1n!DnT (u) · (h)n
∥∥∥∥ = o(‖h‖n). (63)
4. Note that we cannot apply this fact when defining the response functions in Definition 3.1 since the
space of test functions is not a Hilbert space.
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By Taylor series of a mapping T at a point u ∈ U , we mean the series (of homogeneous
polynomials) given by
T (u+ h) = T (u) +DT (u) · h+ · · ·+
1
n!
DnT (u) · (h)n + . . . (64)
that is absolutely convergent.
An important example of Taylor series of a mapping is given by the Volterra series,
which is widely studied in systems and control theory (Boyd and Chua, 1985; Brockett,
1976; Fliess and Hazewinkel, 2012).
Definition A.5 (Volterra series (Boyd et al., 1984)) Let u ∈ C([0, t],R). A Volterra series
operator is an operator N given by:
Nt[u] = h0 +
∞∑
n=1
∫
[0,t]n
hn(s1, . . . , sn)u(t− s1) · · · u(t− sn)ds1 · · · dsn, (65)
satisfying h0 ∈ R, hn ∈ B(R
n
+), and a := lim supn→∞ ‖hn‖
1/n
∞ < ∞, i.e., {‖hn‖
1/n
∞ }n∈Z+ is
bounded.
It can be shown that the integrals and sum above converge absolutely for inputs with
‖u‖∞ < ρ := 1/a, i.e., for u belonging to the ball of radius ρ, denoted Bρ, in L
∞. Moreover,
‖Nt[u]‖∞ ≤ g(‖u‖∞) := |h0| +
∑∞
n=1 ‖hn‖∞‖u‖
n
∞. Also, Nt is a continuous map from Bρ
into L∞ and has bounded continuous Fre´chet derivatives of all orders, with (Boyd and Chua,
1985)
DkNt[u] · (u1, . . . , uk)
=
∞∑
n=k
n(n− 1) . . . (n− k + 1)
∫
[0,t]n
SYMhn(s1, . . . , sn)
k∏
i=1
ui(t− si)dsi
n∏
i=k+1
u(t− si)dsi,
(66)
where SYMhn(s1, . . . , sn) :=
1
n!
∑
σ∈Sn
hn(sσ(1), . . . , sσ(n)), with Sn the group of all permu-
tations of the set {1, . . . , n}.
When evaluated at u = 0, these derivatives can be associated with the nth term of the
Volterra series and are given by:
1
n!
DnNt[0] · (u1, . . . , un) =
∫
[0,t]n
hn(s1, . . . , sn)u1(t− s1) · · · un(t− sn)ds1 · · · dsn. (67)
Therefore, the Volterra series above are in fact Taylor series of operators from L∞ to L∞.
A.3 The Signature of a Path
We provide some background on the signature of a path. The signature is an object arising
in the rough paths theory, which provide an elegant yet robust non-linear extension of the
classical theory of differential equations driven by irregular signals (such as the Brownian
paths). In particular, the theory allows for deterministic treatment of stochastic differential
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equations (SDEs). For our purpose, we do not need the full machinery of the theory but only
a very special case. We refer to (Lyons and Qian, 2002; Lyons et al., 2007; Friz and Victoir,
2010; Friz and Hairer, 2014) for full details.
We will only consider signature for paths with bounded variation. The following mate-
rials are borrowed from (Lyons et al., 2007).
Fix a Banach space E (with norm | · |) in the following. We first recall the notion of
paths with bounded variation.
Definition A.6 (Path of bounded variation) Let I = [0, T ] be an interval. A continuous
path X : I → E is of bounded variation (or has finite 1-variation) if
‖X‖1−var := sup
D⊂I
n−1∑
i=0
|X ti+1 −Xti | <∞, (68)
where D is any finite partition of I, i.e., an increasing sequence (t0, t1, . . . , tn) such that
0 ≤ t0 < t1 < · · · < tn ≤ T .
When equipped with the norm ‖X‖BV := ‖X‖1−var + ‖X‖∞, the space of continuous
paths of bounded variation with values in E becomes a Banach space.
The following lemma will be useful later.
Lemma A.1 Let E = R. If the path X is increasing on [0, T ], then X is of bounded
variation on [0, T ]. Moreover, if Y and Z are paths of bounded variation on [0, T ] and k is
a constant, then X + Y , X − Y , XY and kX are paths of bounded variation on [0, T ].
Proof The first statement is an easy consequence of the telescoping nature of the sum in
(68) for any finite partitions of [0, T ]. In fact, ‖X‖1−var = XT −X0. For the proof for the
last statement, we refer to Theorem 2.4 in (Grady, 2009).
The signature of a continuous path with bounded variation lives in some tensor algebra
space, which we now elaborate on.
Denote by T ((E)) = {a := (a0, a1, . . . ) : ∀n ∈ N, an ∈ E
⊗n} a tensor algebra space,
where E⊗n denotes the n-fold tensor product of E (E⊗0 := R), which can be identified with
the space of homogeneous noncommuting polynomials of degree n. T ((E)) is the space of
formal series of tensors of E and, when endowed with suitable operations, becomes a real
non-commutative algebra (with unit Ω = (1, 0, 0, . . . )). When E is a Hilbert space, it can
be identified with the free Fock space, T0((E)) :=
⊕∞
n=0E
⊗n (Parthasarathy, 2012).
As an example/reminder, consider the case when E = Rm. In this case, if (e1, . . . , em)
is a basis of E, then any element xn ∈ E
⊗n can be written as the expansion:
xn =
∑
I=(i1,...,in)⊂{1,...,m}n
aI(ei1 ⊗ · · · ⊗ ein) (69)
where the aI are scalar coefficients. For any nonnegative integer n, the tensor space E
⊗n
can be endowed with the inner product 〈·, ·〉E⊗n (defined in the usual way (Parthasarathy,
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2012)). Then, for a = (a0, a1, . . . ) and b = (b0, b1, . . . ) in T ((E)), we can define an inner
product in T ((E)) by:
〈a, b〉T ((E)) =
∑
n≥0
〈an, bn〉E⊗n . (70)
We now define the signature of a path as an element in T ((E)).
Definition A.7 (Definition 3.2 in the main paper) Let X ∈ C([0, T ], E) be a path of
bounded variation. The signature of X is the element S of T ((E)), defined as
S(X) = (1,X1,X2, . . . ), (71)
where, for n ≥ 1, ∆nT := {0 ≤ s1 ≤ · · · ≤ sn ≤ T},
Xn =
∫
∆n
T
dXs1 ⊗ · · · ⊗ dXsn ∈ E
⊗n. (72)
Note that in the definition above since X is a path of bounded variation, the integrals
are well-defined as Riemann-Stieljes integrals. The signature in fact determines the path
completely (up to tree-like equivalence).
Let (ei1 ⊗ · · · ⊗ ein)(i1,...,in)∈{1,...,m}n be the canonical basis of E
⊗n, then we have:
S(X) = 1 +
∞∑
n=1
∑
i1,...,in
(∫
∆n
T
dXi1s1 · · · dX
in
sn
)
(ei1 ⊗ · · · ⊗ ein) ∈ T ((E)). (73)
Denoting by 〈·, ·〉 the dual pairing, we have 〈S(X), ei1 ⊗ · · · ⊗ ein〉 =
∫
∆n
T
dXi1s1 · · · dX
in
sn .
Next we discuss a few special cases where the signature can be computed explicitly. If
X := X is a one-dimensional path, then we can compute the nth level signature to be
Xn = (XT −X0)
n/n!. If X is an E-valued linear path, then Xn = (XT −X0)
⊗n/n! and
S(X) = exp((XT −X0)).
We will need the following fact, which is useful in itself for numerical computation in
practice, later.
Lemma A.2 If X is a E-valued piecewise linear path, i.e., X is obtained by concatenating
L linear paths, X(1), . . . ,X(L), such that X = X(1) ⋆ · · · ⋆ X(L) (with ⋆ denoting path
concatenation), then:
S(X) =
L⊗
l=1
S(X(l)) =
L⊗
l=1
exp (∆X(l)), (74)
where the ∆X(l) denotes the increment of the path X(l) between its endpoints.
Proof Applying Chen’s identity (see Theorem 2.9 in (Lyons et al., 2007)) iteratively and
exploiting linearity of the paths X(l) give the above formula.
A few remarks are in order.
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Remark A.2 By definition, the signature is a collection of definite iterated integrals of the
path (Chen et al., 1977). It appears naturally as the basis to represent the solution to a linear
controlled differential equation via the Picard iteration (c.f. Lemma 2.10 in (Lyons et al.,
2007)). The signature of the path is in fact involved in a lot of rich algebraic and geometric
structures. In particular, the first level signature, X1, is the increment of the path, i.e.,
XT−X0, the second level signature, X
2, represents the signed area enclosed by the path and
the cord connecting the ending and starting point of the path. For further properties of the
signature, we refer to the earlier references. Interestingly, iterated integrals are also objects
of interest in quantum field theory and renormalization (Brown, 2013; Kreimer, 1999).
Remark A.3 From the point of view of machine learning, the signature is an efficient
summary of the information contained in the path and leads to invention of the Signature
Method for ordered data (see, for instance, (Chevyrev and Kormilitzin, 2016) for a tutorial
and the related works by the group of Lyons). More importantly, the signature is a universal
feature, in the sense that any continuous functionals can be approximated arbitrarily well
by a linear functional on the signature.
Appendix B. Proof of Main Results and Further Remarks
B.1 Auxiliary Lemmas
Recall that we assume Assumption A.1 to hold throughout the paper unless stated oth-
erwise. The following lemma on boundedness and continuity of amplitude of the input
perturbation will be essential.
Lemma B.1 Let γ = (γ(t))t∈[0,T ], i.e., the path measuring the amplitude of Cut driving
the SRNN. Then γ ∈ C([0, T ],R) and thus bounded.
Proof Note that using boundedness of C, for 0 ≤ s < t ≤ T :
||Cut| − |Cus|| ≤ |Cut −Cus| ≤ |C(ut − us)| ≤ C|ut − us|, (75)
where C > 0 is a contant. Therefore, continuity of γ follows from continuity of u. That
γ is bounded follows from the fact that continuous functions on compact sets are bounded.
The following lemma will be useful later.
Lemma B.2 Let ai, bi be operators, for i = 1, . . . , N . Then, for N ≥ 2,
(a)
N∏
n=1
an −
N∏
m=1
bm =
N∑
k=1
(
k−1∏
l=1
al
)
(ak − bk)

 N∏
p=k+1
bp

 , (76)
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(b)
N∏
n=1
an −
N∏
m=1
bm
=
N∑
k=1
(
k−1∏
l=1
bl
)
(ak − bk)

 N∏
p=k+1
bp

+ N∑
k=1
( ∑
p1,...,pk−1∈Ω
bp11 (a1 − b1)
1−p1
× · · · b
pk−1
k−1 (ak−1 − bk−1)
1−pk−1
)
(ak − bk)

 N∏
p=k+1
bp

 . (77)
whenever the additions and multiplications are well-defined on appropriate domain. In the
above,
Ω := {p1, . . . , pk−1 ∈ {0, 1}}\{p1 = · · · = pk−1 = 1}, (78)
and we have used the convention that
∏0
l=1 al := I and
∏N
p=N+1 bp := I, where I denotes
identity.
Proof
(a) We prove by induction. For the base case of N = 2, we have:
a1a2 − b1b2 = a1(a2 − b2) + (a1 − b1)b2, (79)
and so (76) follows for N = 2. Now, assume that (76) is true for M > 2. Then,
M+1∏
n=1
an −
M+1∏
m=1
bm = (a1 · · · aM )(aM+1 − bM+1) +
(
M∏
n=1
an −
M∏
m=1
bm
)
bM+1 (80)
= (a1 · · · aM )(aM+1 − bM+1) +
M∑
k=1
(
k−1∏
l=1
al
)
(ak − bk)

 M∏
p=k+1
bp

 bM+1
(81)
=
M+1∑
k=1
(
k−1∏
l=1
al
)
(ak − bk)

 M+1∏
p=k+1
bp

 . (82)
Therefore, the formula (76) holds for all N ≥ 2.
(b) By part (a), we have:
N∏
n=1
an −
N∏
m=1
bm =
N∑
k=1
(
k−1∏
l=1
al
)
(ak − bk)

 N∏
p=k+1
bp

 (83)
=
N∑
k=1
(
k−1∏
l=1
(bl + (al − bl))
)
(ak − bk)

 N∏
p=k+1
bp

 . (84)
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Note that
k−1∏
l=1
(bl + (al − bl))
=
1∑
p1=0
· · ·
1∑
pk−1=0
bp11 (a1 − b1)
1−p1 · · · b
pk−1
k−1 (ak−1 − bk−1)
1−pk−1 (85)
=
k−1∏
l=1
bl +
∑
p1,...,pk−1∈Ω
bp11 (a1 − b1)
1−p1 · · · b
pk−1
k−1 (ak−1 − bk−1)
1−pk−1 , (86)
where Ω = {p1, . . . , pk−1 ∈ {0, 1}}\{p1 = · · · = pk−1 = 1}. Eq. (76) then follows from (84)
and (86).
B.2 Proof of Proposition 3.1
Our proof is adapted from and built on that in (Chen and Jia, 2020), which provides a
rigorous justification of nonequilibrium FDTs for a wide class of diffusion processes and
nonlinear input perturbations in the linear response regime (see also the more abstract
approach in (Hairer and Majda, 2010; Dembo and Deuschel, 2010)). We are going to extend
the techniques in (Chen and Jia, 2020) to study the fully nonlinear response regime in the
context of our SRNNs.
First, note that Assumption A.1 implies that the processes h and h (for all γ) automat-
ically satisfy the regular conditions (Definition 2.2) in (Chen and Jia, 2020). Therefore, it
follows from Proposition 2.5 in (Chen and Jia, 2020) that the weak solution of the SDE (5)
exists up to time T and is unique in law. In particular, h and h are nonexplosive up to
time T . Moreover, if n = r and σ > 0, the strong solution of the SDE exists up to time T
and is pathwise unique.
We collect some intermediate results that we will need later. Recall that ∆Lt := Lt−L
0,
for t ∈ [0, T ], where the infinitesimal generators Lt and L
0 are defined in (7) and (8) in the
main paper respectively. Also, we are using Einstein’s summation convention.
Lemma B.3 For any f ∈ Cb(R
n) and 0 ≤ s ≤ t ≤ T , the function v(h, s) = P 0s,tf(h) ∈
Cb(R
n × [0, t]) ∩ C1,2(Rn × [0, t]) is the unique bounded classical solution to the (parabolic)
backward Kolmogorov equation (BKE):
∂v
∂s
= −L0v, 0 ≤ s < t, (87)
v(h, t) = f(h). (88)
If instead f ∈ C∞b (R
n), then the above statement holds with the BKE defined on 0 ≤ s ≤ t
(i.e., with the endpoint t included), in which case v ∈ C1,2(Rn × [0, t]).
Proof The statements are straightforward applications of Lemma 3.1 and Remark 3.2 in
(Chen and Jia, 2020) to our setting, since Assumption A.1 ensures that the regular condi-
tions there hold. See the proof in (Chen and Jia, 2020) for details. The idea is that upon
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imposing some regular conditions, one can borrow the results from (Lorenzi, 2011) to prove
the existence and uniqueness of a bounded classical solution to the BKE (87)-(88). That
v(h, s) = P 0s,tf(h) = E[f(ht)|hs = h] satisfies the BKE and the terminal condition (88)
follows from an application of Itoˆ’s formula and standard arguments of stochastic analysis
(Karatzas and Shreve, 1998).
Lemma B.4 Let γ ∈ C([0, T ],R) and denote P γs,t := Ps,t. Then:
(a) For f ∈ C2b (R
n) and 0 ≤ s ≤ t ≤ T ,
P γs,tf(h)− P
0
s,tf(h) =
∫ t
s
duγ(u)U iuP
0
s,u
∂
∂hi
P γu,tf(h). (89)
(b) For all f ∈ C∞b (R
n), φ ∈ C([0, T ],R), and 0 ≤ s ≤ t ≤ T ,
lim
ǫ→0
1
ǫ
(P ǫφ0,tf(h)− P
0
0,tf(h) =
∫ t
0
φ(s)P 00,s∆LsP
0
s,tf(h)ds, (90)
where ∆Ls· = (Ls − L
0
s)· = U
i ∂
∂hi
·.
Proof The following proof is based on and adapted from that of Lemma 3.5 and Lemma
3.7 in (Chen and Jia, 2020).
(a) As noted earlier, due to Assumption A.1, both h and h satisfy the regular conditions
(Definition 2.2) in (Chen and Jia, 2020). Therefore, we can apply Lemma B.3 and so their
transition operators satisfy the BKE (87). This implies that u(h, s) := P γs,tf(h)− P
0
s,tf(h)
is the bounded classical solution to:
∂u(h, s)
∂s
= −L0u(h, s)− γ(s)∆LsP
γ
s,tf(h), 0 ≤ s < t, (91)
u(h, t) = 0. (92)
Applying Itoˆ’s formula gives
u(hs, s) =
∫ s
0
∂
∂r
u(hr, r)dr +
∫ s
0
L0u(hr, r)dr +
∫ s
0
∇u(hr, r)
TσdW r (93)
= −
∫ s
0
γ(r)∆LrP
γ
r,tf(hr)dr +
∫ s
0
∇u(hr, r)
TσdW r. (94)
For R > 0, let BR := {h ∈ R
n : |h| < R}. Define τR := inf{t ≥ 0 : ht ∈ ∂BR}, the hitting
time of the sphere ∂BR by h, and the explosion time τ = limR→∞ τR. Note that it follows
from Assumption A.1 and an earlier note that τ > T .
Then, if |h| < R and s < r < t,
u(h, s) = E[u(hr∧τR , r ∧ τR)|hs = h] + E
[∫ r
s
γ(u)∆LuP
γ
u,tf(hu)1u≤τRdu
∣∣∣∣hs = h
]
. (95)
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Since h is nonexplosive up to time T and u ∈ Cb(R
n × [0, T ]), we have:
lim
r→t
lim
R→∞
E[u(hr∧τR , r ∧ τR)|hs = h] = limr→t
E[u(hr, r)|hs = h] = E[u(ht, t)|hs = h] = 0.
(96)
Note that (∆LsP
γ
s,tf(h))s∈[0,t] ∈ Cb(R
n × [0, t]) for any f ∈ C2b (R
n) by Theorem 3.4 in
(Chen and Jia, 2020) and recall that γ ∈ C([0, t],R) for t ∈ [0, T ]. Therefore, it follows
from the above and an application of dominated convergence theorem that
u(h, s) =
∫ t
s
γ(u)E[∆LuP
γ
u,tf(hu)|hs = h]du, (97)
from which (89) follows.
(b) By (97) (with γ := ǫφ and s := 0 there), we have, for ǫ > 0,
1
ǫ
(P ǫφ0,tf(h)− P
0
0,tf(h)) =
∫ t
0
φ(s)E[∆LsP
ǫφ
s,tf(hs)|h0 = h]ds. (98)
We denote gǫ(h, s) := ∆LsP
ǫφ
s,tf(h). Then, it follows from Assumption A.1 that ‖g
ǫ‖∞ <
∞, and
sup
s∈[0,t]
|ǫφ(s)gǫ(·, s)| ≤ ǫ‖φ‖∞‖g
ǫ‖∞ → 0, (99)
as ǫ→ 0.
Now, let t ∈ [0, T ]. For any α ∈ C∞b (R
n× [0, t]), consider the following Cauchy problem:
∂u(h, s)
∂s
= −L0u(h, s)− α(h, s), 0 ≤ s ≤ t, (100)
u(h, t) = 0. (101)
By Theorem 2.7 in (Lorenzi, 2011), the above equation has a unique bounded classical
solution. Moreover, there exists a constant C > 0 such that
‖u‖∞ ≤ C‖α‖∞. (102)
Therefore, (91)-(92) together with (99)-(102) give:
sup
s∈[0,t]
|P ǫφs,tf − Ps,tf | → 0, (103)
as ǫ→ 0. Thus, we have gǫ(h, s)→ ∆LsP
0
s,tf(h) as ǫ→ 0.
Finally, using all these and the dominated convergence theorem, we have:
lim
ǫ→0
1
ǫ
(P ǫφ0,tf(h)− P
0
0,tf(h)) =
∫ t
0
φ(s)E
[
lim
ǫ→0
gǫ(hs, s)
∣∣∣∣h0 = h
]
ds (104)
=
∫ t
0
φ(s)E
[
∆LsP
0
s,t(hs)
∣∣∣∣h0 = h
]
ds. (105)
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We now prove Proposition 3.1.
Proof (Proof of Proposition 3.1 (a)) Recall that it follows from our assumptions that
f(ht) ∈ C
∞
b (R
n) for all t ∈ [0, T ].
We proceed by induction. For the base case of n = 1, we have, for 0 ≤ t ≤ T ,
Ef(ht) =
∫
P 00,tf(h)ρinit(h)dh = EP
0
0,tf(h0). (106)
Then, for u0 ∈ C([0, t],R) and any φ ∈ C
∞
c (0, t):
∫ t
0
δFs
δu
∣∣∣∣
u=u0
φ(s)ds = DFt[u0] · φ (107)
= lim
ǫ→0
1
ǫ
(Ft[u0 + ǫφ]− Ft[u0]) (108)
= lim
ǫ→0
1
ǫ
(Ef(hu0+ǫφt )− Ef(h
u0
t )) (109)
= lim
ǫ→0
E
[
1
ǫ
(P u0+ǫφ0,t f(h0)− P
u0
0,tf(h0))
]
(110)
=
∫ t
0
dsφ(s)EP u00,s∆LsP
u0
s,t f(h0), (111)
where the last equality follows from Lemma B.4 (b). Therefore, the result for the base case
follows upon setting u0 = 0.
Now assume that
Dn−1Ft[u0] · (φ)
n−1 = (n− 1)!
∫
[0,t]n−1
ds1 · · · dsn−1φ(s1) · · ·φ(sn−1)
× EP u00,sn−1∆Lsn−1P
u0
sn−1,sn−2∆Lsn−2 · · ·P
u0
s1,tf(h0) (112)
holds for any φ ∈ C∞c (0, t), for n > 1. Then, for any φ ∈ C
∞
c (0, t):
DnFt[0] · (φ)
n (113)
= lim
ǫ→0
(Dn−1Ft[ǫφ]−D
n−1Ft[0]) · (φ)
n−1
ǫ
(114)
= (n− 1)! lim
ǫ→0
1
ǫ
(∫
[0,t]n−1
ds1 · · · dsn−1φ(s1) · · · φ(sn−1)
(
EP ǫφ0,sn−1∆Lsn−1
P ǫφsn−1,sn−2∆Lsn−2 · · ·P
ǫφ
s1,tf(h0)− EP
0
0,sn−1∆Lsn−1P
0
sn−1,sn−2∆Lsn−2 · · ·P
0
s1,tf(h0)
))
.
(115)
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Note that by use of Lemma B.2(b) and that the limit of products of two or more terms
of the form P ǫφs,s′ −P
0
s,s′ (with s ≤ s
′), when multiplied by (1/ǫ), vanishes as ǫ→ 0, we have
1
ǫ
(
EP ǫφ0,sn−1∆Lsn−1P
ǫφ
sn−1,sn−2∆Lsn−2 · · ·P
ǫφ
s1,tf(h0)
− EP 00,sn−1∆Lsn−1P
0
sn−1,sn−2∆Lsn−2 · · ·P
0
s1,tf(h0)
)
(116)
=
1
ǫ
E
n−1∑
k=1
(
k−1∏
l=1
∆LslP
0
sl,sl−1
)
(∆LskP
ǫφ
sk,sk−1
−∆LskP
0
sk,sk−1
)

 n∏
p=k+1
∆LspP
0
sp,sp−1

 f(h0)
+ e(ǫ), (117)
where e(ǫ) = o(ǫ) as ǫ→ 0, and we have set s0 := t, sn := 0 and ∆Lsn := 1.
Moreover,
lim
ǫ→0
1
ǫ
(
EP ǫφ0,sn−1∆Lsn−1P
ǫφ
sn−1,sn−2∆Lsn−2 · · ·P
ǫφ
s1,tf(h0)
− EP 00,sn−1∆Lsn−1P
0
sn−1,sn−2∆Lsn−2 · · ·P
0
s1,tf(h0)
)
(118)
= E
n∑
k=1
(
k−1∏
l=1
∆LslP
0
sl,sl−1
)
∆Lsk
1
ǫ
lim
ǫ→0
(P ǫφsk ,sk−1 − P
0
sk,sk−1
)

 n∏
p=k+1
∆LspP
0
sp,sp−1

 f(h0)
(119)
= E
n∑
k=1
(
k−1∏
l=1
∆LslP
0
sl,sl−1
)
∆Lsk
∫ t
0
dsφ(s)P 0sk ,s∆LsP
0
s,sk−1

 n∏
p=k+1
∆LspP
0
sp,sp−1

 f(h0),
(120)
where we have applied Lemma B.4(b) in the last line.
Hence, using the above expression and symmetry of the mapping associated to derivative,
we have
DnFt[0] · (φ)
n = n(n− 1)!
∫
[0,t]n
ds1 · · · dsn−1dsφ(s)φ(s1) · · · φ(sn−1)
× EP 00,s∆LsP
0
s,sn−1∆Lsn−1P
0
sn−1,sn−2∆Lsn−2 · · ·P
0
s1,tf(h0). (121)
Therefore, (a) holds for all n ≥ 2.
Remark B.1 Note that here it is crucial to have (b)-(c) in Assumption A.1 to ensure that
all derivatives of the form (121) are bounded and Lipschitz continuous. It may be possible to
relax the assumptions on f at an increased cost of technicality but we choose not to pursue
this direction. Had we been only interested in the linear response regime (i.e., n = 1 case),
then one can indeed relax the assumption on f substantially (see (Chen and Jia, 2020)).
Proof (Proof of Proposition 3.1 (b)) We proceed by an induction argument. We use the
notation (f, g) :=
∫
Rn
f(h)g(h)dh for f, g ∈ Cb(R
n), in the following. Let pt denote the
probability density of ht, t ∈ [0, T ], and recall that p0 = ρinit.
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For the base case of n = 1, first note that
E[P 00,s1∆Ls1P
0
s1,tf(h0)] = E[E[∆Ls1P
0
s1,tf(hs1)|h0 = h0]] = E[∆Ls1P
0
s1,tf(hs1)], (122)
for any s1 < t. Therefore, by part (a) and integration by parts:
R
(1)
f (t, s1) = E[∆Ls1P
0
s1,tf(hs1)] (123)
=
∫
Rn
∆Ls1P
0
s1,tf(h)ps1(h)dh (124)
=
(
∆Ls1P
0
s1,tf, ps1
)
(125)
=
(
P 0s1,tf,∆As1ps1
)
(126)
=
(
f, ((P 0s1,t)
∗∆As1ps1)
)
(127)
=
(
f, [((P 0s1,t)
∗∆As1ps1)ρ
−1
init]ρinit
)
(128)
=
∫
Rn
f(h)v
(1)
t,s1(hs1)p0(h)dh (129)
where the second last line is well-defined since ρinit(h) = p0(h) > 0. Therefore,
R
(1)
f (t, s1) = Ef(h0)v
(1)
t,s1(hs1). (130)
Now, assume that (34)-(35) in the main paper holds for n = k. Note that
E[P 00,sn∆LsnP
0
sn,sn−1∆Lsn−1 · · ·P
0
s1,tf(h0)] (131)
= E[E[∆LsnP
0
sn,sn−1∆Lsn−1 · · ·P
0
s1,tf(hsn)|h0 = h0]] (132)
= E[∆LsnP
0
sn,sn−1∆Lsn−1 · · ·P
0
s1,tf(hsn)] (133)
for any n.
Then, by part (a),
R
(k+1)
f (t, s1, . . . , sk+1) = E[∆Lsk+1P
0
sk+1,sk
∆Lsk · · ·P
0
s1,tf(hsk+1)] (134)
=
∫
Rn
∆Lsk+1P
0
sk+1,sk
∆Lsk · · ·P
0
s1,tf(h)psk+1(h)dh (135)
=
(
∆Lsk+1P
0
sk+1,sk
∆Lsk · · ·P
0
s1,tf, psk+1
)
(136)
=
(
f, (P 0s1,t)
∗∆As1(P
0
s2,s1)
∗ · · ·∆Ask(P
0
sk+1,sk
)∗∆Ask+1psk+1
)
(137)
=
∫
Rn
f(h)v
(k+1)
t,s1,...,sk+1
(hs1 , . . . ,hsk+1)p0(h)dh, (138)
where v
(k+1)
t,s1,...,sk+1
(hs1 , . . . ,hsk+1) is given by (35) in the main paper. Note that we have
applied integration by parts multiple times to get the second last line above. Therefore,
R
(k+1)
f (t, s1, . . . , sk+1) = Ef(h0)v
(k+1)
t,s1,...,sk+1
(hs1 , . . . ,hsk+1). (139)
The proof is done.
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B.3 Proof of Corollary 3.1
Proof (Proof of Corollary 3.1) It follows from (138) that for n ≥ 1, f ∈ C∞c ,∫
Rn
f(h)(v
(n)
t,s1,...,sn(hs1 , . . . ,hsn)− v˜
(n)
t,s1,...,sn(hs1 , . . . ,hsn))ρinit(h)dh = 0. (140)
Since f is arbitrary and ρinit > 0, the result follows.
B.4 Proof of Theorem 3.1
Proof (Proof of Theorem 3.1) Recall that γ := (γ(s) := |Cus|)s∈[0,t] ∈ C([0, t],R) for
t ∈ [0, T ] by Lemma B.1.
Associated with Ef(ht) is the mapping Ft : C([0, t],R)→ R, γ → Ef(ht), where h is the
hidden state of the SRNN. Since by our assumptions the DnFt[0] ·(γ, . . . , γ) are well-defined
for n ∈ Z+, the mapping Ft admits an absolutely convergent Taylor series at the point 0
for sufficiently small γ:
Ft[γ] =
∞∑
n=1
1
n!
DnFt[0] · (γ)
n, (141)
where (γ)n := (γ, . . . , γ) (n times). Moreover, the derivatives are bounded and Lipschitz
continuous, therefore integrable on compact sets. They can be identified with the response
kernels R
(n)
f (t, ·) given in Proposition 3.1 in the main paper. The resulting series is a
Volterra series in the sense of Definition A.5. The uniqueness follows from the symmetry of
the derivative mappings.
B.5 Proof of Theorem 3.2
We start with the proof and then give a few remarks.
Proof (Proof of Theorem 3.2) By assumption, an eigenfunction expansion of the operator
A0 exists and is well-defined. We consider the eigenvalue-eigenfunction pairs (−λm, φm)m∈Z+ ,
i.e., A0φm = λmφm (form ∈ Z+), where the λm ∈ C and the φm ∈ L
2(ρinit) are orthonormal
eigenfunctions that span L2(ρinit) (see also Remark B.2).
In this case, we have eA
0tφm = e
−λmtφm, which implies that for any f ∈ L
2(ρinit) we
have eA
0tf(h) =
∑
n αn(h)e
−λnt, where αn(h) = 〈φn, f〉φn(h).
We first derive formula (31). Applying the above representation in (27)-(29) in the main
paper, we arrive at the following formula for the response kernels (recall that we are using
Einstein’s summation notation for repeated indices):
Kk
(n)
(s0, s1, . . . , sn) = e
−λmnsne−λl1 (s0−s1) · · · e−λln (sn−1−sn)Zk
(n)
l1,...,ln,mn , (142)
for n ∈ Z+, where
Zk
(n)
l1,...,ln,mn = (−1)
n
∫
dhf(h)αl1(h)
∂
∂hk1
[
· · ·αln(h)
∂
∂hkn
[αmn(h)ρinit(h)]
]
, (143)
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which can be written as average of a functional with respect to ρinit. In the above, αm =
〈φm, ρinit〉φm, and
αl1 =
〈
φl1 ,
∂
∂hk1
(αmn(h)
〉
, (144)
αln =
〈
φl1 ,
∂
∂hk1
(φl1(h) · · ·
∂
∂hkn−1
(φln−1(h)
∂
∂hkn
(αmn(h))))
〉
, (145)
for n = 2, 3, . . . .
Plugging in the above expressions into (30) in the main paper, we cast Ef(ht) into a
series of generalized convolution integrals with exponential weights:
Ef(ht) =
∞∑
n=1
ǫnZk
(n)
l1,...,ln,mne
−λl1 t (146)
×
∫ t
0
ds1U˜
k1
s1 · · ·
∫ sn−1
0
dsnU˜
kn
sn e
−λmnsne−λl1 (s0−s1) · · · e
−λln(sn−1−sn) (147)
=
∞∑
n=1
ǫnZk
(n)
l1,...,ln,mne
−λl1 t
∫ t
0
ds1U˜
k1
s1 e
−(λl2−λl1 )s1 · · ·
∫ sn−1
0
dsnU˜
kn
sn e
−(λmn−λln )sn
(148)
(with the λmn equal zero in the case of stationary invariant distribution). Note that the ex-
pression above is obtained after performing interchanges between integrals and summations,
which are justified by Fubini’s theorem.
To isolate the unperturbed part of SRNN from U˜ completely, we expand the exponentials
in Eq. (148) in power series to obtain:
Ef(ht)
=
∞∑
n=1
ǫnZk
(n)
l1,...,ln,mn(−1)
p0+···+pn (λl1)
p0
p0!
(149)
×
(λl2 − λl1)
p1
p1!
· · ·
(λmn − λln)
pn
pn!
tp0
∫ t
0
ds1(s1)
p1U˜k1s1 · · ·
∫ sn−1
0
dsn(sn)
pnU˜knsn (150)
=:
∞∑
n=1
ǫnQk
(n)
p(n)
(
tp0
∫ t
0
ds1s
p1
1 U˜
k1
s1 · · ·
∫ sn−1
0
dsns
pn
n U˜
kn
sn
)
. (151)
This is the formula (31) in the main paper. The series representation in (38) in the main
paper and its convergence then follows from the above and Assumption A.1.
Remark B.2 If the operator A0 is symmetric, then such eigenfunction expansion exists and
is unique, the λm ∈ R, and, since our SRNNs are exponentially stable, the λm are positive
(Pavliotis, 2014). Working with the eigenfunction basis allows us to “linearize” the SRNN
dynamics, thereby identifying the dominant directions and time scales of the unperturbed
part of the SRNNs. If, in addition, the unperturbed SRNN is stationary and ergodic, one
can, using Birkhoff’s ergodic theorem, estimate the spatial average in the response functions
with time averages.
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Remark B.3 Eq. (142) separates the time dependence component from the static compo-
nent described by Zk
(n)
l1,...,ln,mn
. The time-dependent component is solely determined by the
eigenvalues λi’s, which give us the set of memory time scales on which the response kernels
evolve. The static component is dependent on the eigenfunctions φn’s, as well as on the ini-
tial distribution ρinit of the hidden state, and the activation function f . The eigenvalues and
eigenfunctions are determined by the choice of activation function (and their parameters)
and the noise in the hidden states of SRNN. In practice the multiple infinite series above can
be approximated by a finite one by keeping only the dominant contributions, thereby giving
us a feasible way to visualize and control the internal dynamics of SRNN by manipulating
the response functions.
B.6 Proof of Theorem 3.3
The computation involved to obtain (36) in the main paper essentially comes from the
following combinatorial result.
Lemma B.5 Consider the formal power series a(x) =
∑∞
i=1 aix
i and b(x) =
∑∞
i=1 bix
i in
one symbol (indeterminate) with coefficients in a field. Their composition a(b(x)) is again
a formal power series, given by:
a(b(x)) =
∞∑
n=1
cn, (152)
with
cn =
∑
Cn
akbi1 · · · bik , (153)
where Cn = {(i1, · · · , ik) : 1 ≤ k ≤ n, i1+ · · ·+ ik = n}. If ai := αi/i! and bi := βi/i! in the
above, then the cn can be expressed in terms of the exponential Bell polynomials Bn,k (Bell,
1927):
cn =
1
n!
n∑
k=1
αkBn,k(β1, . . . , βn−k+1), (154)
where
Bn,k(β1, . . . , βn−k+1)
=
∑
c1,c2,...,cn−k+1∈Z+
n!
c1!c2! · · · cn−k+1!
(
β1
1!
)c1 (β2
2!
)c2
· · ·
(
βn−k+1
(n− k + 1)!
)cn−k+1
(155)
are homogeneous polynomials of degree k such that c1+2c2+3c3+· · ·+(n−k+1)cn−k+1 = n
and c1 + c2 + c3 + · · ·+ cn−k+1 = k.
Proof See, for instance, Theorem A in Section 3.4 in (Comtet, 2012) (see also Theorem
5.1.4 in (Stanley and Fomin, 1999)).
For a statement concerning the radius of convergence of composition of formal series,
see Proposition 5.1 in Section 1.2.5 in (Cartan, 1995). See also Theorem C in Section 3.4
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in (Comtet, 2012) for relation between the above result with the nth order derivative of
a(b(x)) when a, b are smooth functions of a real variable.
Proof (Proof of Theorem 3.3) Since Volterra series are power series (in the input variable)
of operators from L∞ to L∞ (see the remarks after Definition A.5), the idea is to apply
Lemma B.5, from which (36) in the main paper follows.
Denote ‖ · ‖ := ‖ · ‖∞ in the following. Note that for any finite positive r:
‖R
(r)
fg ‖ ≤
r∑
k=1
∑
Cr
‖R
(k)
f ‖‖R
(i1)
g ‖ · · · ‖R
(ik)
g ‖ <∞ (156)
since the response functions in the finite series above are bounded by our assumptions. This
justify any interchange of integrals and summations in the truncated Volterra series that
involves during computation and therefore we can proceed and apply Lemma B.5.
For the case of (infinite) Volterra series, to ensure absolute convergence of the se-
ries we suppose5 that aF (aG(‖u‖)) < ∞, where aF (x) =
∑∞
n=1 ‖R
(n)
f ‖x
n and aG(x) =∑∞
n=1 ‖R
(n)
g ‖xn. Then, Gt[u] is well-defined as a Volterra series and ‖Gt[u]‖ ≤ aG(‖u‖).
Also, Ft[Gt[u]] is well-defined as a Volterra series by our assumption. In particular, it fol-
lows from (156) that aF◦G(‖u‖) ≤ aF (aG(‖u‖)), where aF◦G(x) =
∑∞
n=1 ‖R
(n)
fg ‖x
n. Thus,
if ρF , ρG, ρF◦G denote the radius of convergence of Ft, Gt and (F ◦ G)t respectively, then
ρF ·G ≥ min(ρG, a
−1
G (ρF )). The last statement in the theorem follows from the above results.
B.7 Proof of Theorem 3.4
Proof (Proof of Theorem 3.4 – primal formulation) Let p ∈ Z+. First, note that by
Lemma A.1 any increasing function on [0, T ] has finite one-variation on [0, T ]. Since com-
ponents of ψ(p), being real-valued monomials on [0, T ], are increasing functions on [0, T ] and
therefore they are of bounded variation on [0, T ]. Since product of functions of bounded
variation on [0, T ] is also of bounded variation on [0, T ], all entries of the matrix-valued
paths X(p) = u ⊗ ψ(p) are of bounded variation on [0, T ], and thus the signature of the
X(p) is well-defined. The result then essentially follows from Theorem 3.2 and Definition
3.2 in the main paper.
B.8 Proof of Proposition 3.2
First, we recall the definition of symmetric Fock space, which has played an important role in
stochastic processes (Guichardet, 2006), quantum probability (Parthasarathy, 2012), quan-
tum field theory (Goldfarb et al., 2013), and systems identification (Zyla and deFigueiredo,
1983).
In the following, all Hilbert spaces are real.
5. If the resulting formal series is not convergent, then one needs to treat it as an asymptotic expansion.
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Definition B.1 (Symmetric Fock space) Let H be a Hilbert space and n ≥ 2 be any integer.
For h1, . . . , hn ∈ H, we define the symmetric tensor product:
h1 ◦ · · · ◦ hn =
1
n!
∑
σ∈Sn
hσ(1) ⊗ · · · ⊗ hσ(n), (157)
where Sn denote the group of all permutations of the set {1, 2, . . . , n}. By n-fold symmetric
tensor product of H, denoted H◦n, we mean the closed subspace of H⊗n generated by the
h1, . . . , hn. It is equipped with the inner product:
〈u1 ◦ · · · ◦ un, v1 ◦ · · · ◦ vn〉H◦n = Per(〈ui, vj〉)ij , (158)
where Per denotes the permanent (i.e., the determinant without the minus sign) of the
matrix. Note that ‖u1 ◦ · · · ◦ un‖
2
H◦n = n!‖u1 ◦ · · · ◦ un‖
2
H⊗n .
The symmetric Fock space over H is defined as Ts((H)) =
⊕∞
n=0H
◦n, with H◦0 := R,
H◦1 := H. It is equipped with the inner product
〈H,K〉Ts((H)) =
∞∑
n=0
n!〈hn, kn〉H⊗n , (159)
for elements H := (hm)m∈N, K := (km)m∈N in Ts((H)), i.e., hm, km ∈ H
◦m for m ∈ N,
and ‖H‖2Ts((H)), ‖K‖
2
Ts((H))
<∞.
It can be shown that the symmetric Fock space can be obtained from a free Fock space by
applying appropriate projection. One advantage of working with the symmetric Fock space
instead of the free one is that the symmetric space enjoys a functorial property that the
free space does not have (see (Parthasarathy, 2012)). Moreover, it satisfies the following
property that we will need later.
Lemma B.6 (Exponential property) Let h ∈ H and define the element (c.f. the so-called
coherent state in (Parthasarathy, 2012)) e(h) =
⊕∞
n=0
1
n!h
⊗n in Ts((H)) ⊂ T0((H)) (with
h⊗0 := 1 and 0! := 1). Then we have:
〈e(h1), e(h2)〉Ts((H)) = exp(〈h1, h2〉H). (160)
Proof This is a straightforward computation.
Next we recall the definition of a kernel. Denote by F a field (e.g., R and C).
Definition B.2 (Kernel) Let χ be a nonempty set. Then a function K : χ × χ → F is
called a kernel on χ if there exists a F-Hilbert space H and a map φ : χ→H such that for
all x, x′ ∈ χ, we have K(x, x′) = 〈φ(x′), φ(x)〉H. We call φ a feature map and H a feature
space of K.
By definition, kernels are positive definite.
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Proof (Proof of Proposition 3.2) Let L ∈ Z+. Viewing H := P⊗R
m as a set, it follows from
Theorem 4.16 in (Steinwart and Christmann, 2008) that K(v,w) = 〈S(v), S(w)〉T⊗Ls ((H))
is a kernel over H with the feature space T⊗Ls ((H)) since it is an inner product on the L-fold
symmetric Fock space T⊗Ls ((H)), which is a R-Hilbert space. The associated feature map is
φ(v) = S(v) for v ∈ H. The last statement in the proposition then follows from Theorem
4.21 in (Steinwart and Christmann, 2008).
B.9 Proof of Theorem 3.5
Proof (Proof of Theorem 3.5 – dual formulation)
(a) First, note that by Lemma A.1 any increasing function on [0, T ] has finite one-variation
on [0, T ]. Since components of v, being real-valued polynomials on [0, T ], are linear combi-
nations of monomials and linear combinations of functions of bounded variation on [0, T ] is
also of bounded variation on [0, T ], the components of v are also of bounded variation on
[0, T ]. Since product of functions of bounded variation on [0, T ] is also of bounded variation
on [0, T ], the Xn = v⊗un are of bounded variation on [0, T ], and thus the signature of the
Xn is well-defined.
By Proposition 3.2 in the main text, 〈S(Xn), S(X)〉Ts((H)) is a kernel on H := P ⊗R
m
with the RKHS R1. Therefore, one can apply Theorem 1 in (Scho¨lkopf et al., 2001) to
obtain the result in (a).
(b) For L ∈ Z+ we compute:
〈S(X˜n), S(X˜)〉T⊗Ls ((H)) =
〈
L⊗
l=1
exp(∆X(l)n ),
L⊗
l=1
exp(∆X(l))
〉
T⊗Ls ((H))
(161)
=
L∏
l=1
〈
e(∆X(l)n ), e(∆X
(l))
〉
Ts((H))
(162)
=
L∏
l=1
exp(〈∆X(l)n ,∆X
(l)〉H), (163)
where we have used Lemma A.2 in the first line and Lemma B.6 in the last line above. The
proof is done.
Remark B.4 Interestingly, the kernel mechanism in Theorem 3.5 in the main paper, albeit
via a distant analogy, resembles the operations defining the Memory Networks (Weston et al.,
2014; Sukhbaatar et al., 2015) and attention mechanisms (Shih et al., 2019; Shen et al.,
2020) in the context of learning temporal data. Therefore, our techniques may be exploited
to shed light on why attention mechanisms alone (such as the Transformers (Vaswani et al.,
2017)) are powerful enough to achieve the performance of RNNs with attention.
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Appendix C. An Approximation Result for SRNNs
In this section we justify why Assumption A.1, in particular the analyticity of the coef-
ficients defining the SRNNs, is in some sense not too restrictive. We need the following
extension of Carleman’s theorem (Gaier, 1987) to multivariate functions taking values in
multi-dimensional space. Note that Carleman’s theorem itself can be viewed as an extension
of Stone-Weierstrass theorem to non-compact intervals.
Theorem C.1 If ǫ(x) > 0 and f : Rn → Rm are arbitrary continuous functions, then there
is an entire function g : Cn → Cm such that for all real x ∈ Rn (or, real part of z ∈ Cn),
|f(x)− g(x)| < ǫ(x).
Proof This is a straightforward extension of the main result in (Scheinberg, 1976) to Rm-
valued functions.
It says that any Rm-valued continuous function on Rn can be approximated arbitrarily
closely by the restriction of an entire function of n complex variables. In the univariate one-
dimensional case, an entire function g has an everywhere convergent Maclaurin series g(z) =∑
n anz
n. The restriction of g to R, g˜ = g|R therefore also admits an everywhere convergent
series g˜(x) =
∑
n anx
n, thus analytic. Similar statements in the multi-dimensional and
multivariate case hold.
Let (h′t,y
′
t) be the hidden state and output of the SRNN defined by
dh′t = −Γh
′
tdt+ a
′(Wh′t + b)dt+Cutdt+ σdW t, (164)
y′t = f
′(h′t), (165)
and satisfying Assumption A.1 with h, h replaced by h′, h
′
respectively, the functions a,
f replaced by a′, f ′ respectively, and with (c) there replaced by:
(c’) The coefficients a′ : Rn → R and f ′ : Rn → Rp are activation functions, i.e.,
bounded, non-constant, Lipschitz continuous functions.
We call this SRNN a regular SRNN.
On the other hand, let (ht,yt) be the hidden state and output of the SRNN defined
in (1)-(3) in the main paper and satisfying Assumption A.1, with h0 = h
′
0. We call such
SRNN an analytic SRNN.
Theorem C.2 (Approximation of a regular SRNN by analytic SRNNs)
Let p > 0. Given a regular SRNN, there exists an analytic SRNN such that for ǫ > 0
arbitrarily small, supt∈[0,T ] E|yt − y
′
t|
p < ǫ.
Proof Let ǫ > 0 be given and the regular SRNN be defined by (164)-(165).
By Theorem C.1, for any ηi(h) > 0 (i = 1, 2), there exists analytic functions a and f
(restricted to Rn) such that for all h ∈ Rn,
|a(h)− a′(h)| < η1(h), (166)
|f(h)− f ′(h)| < η2(h). (167)
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Therefore, by Lipschitz continuity of a′ and f ′, we have:
|a(h)− a′(h′)| ≤ |a(h)− a′(h)|+ |a′(h)− a′(h′)| < η1(h) + L1|h− h
′|, (168)
|f(h)− f ′(h′)| ≤ |f(h)− f ′(h)|+ |f ′(h)− f ′(h′)| < η2(h) + L2|h− h
′|, (169)
where L1, L2 > 0 are the Lipschitz constants of a
′ and f ′ respectively.
From (1)-(3) and (164)-(165), we have, almost surely,
ht = h0 − Γ
∫ t
0
hsds+
∫ t
0
a(Whs + b)ds+
∫ t
0
Cusds+ σW t, (170)
h′t = h0 − Γ
∫ t
0
h′sds+
∫ t
0
a′(Wh′s + b)ds+
∫ t
0
Cusds+ σW t. (171)
Let p ≥ 2 first in the following. For t ∈ [0, T ],
|ht − h
′
t|
p ≤ 2p−1
(∫ t
0
|Γ(hs − h
′
s)|
pds+
∫ t
0
|a(hs)− a
′(h′s)|
pds
)
. (172)
Using boundedness of Γ and (168), we estimate
E|ht − h
′
t|
p ≤ C1(p, T )η(T ) + C2(L1, p)
∫ t
0
E|hs − h
′
s|
pds, (173)
where η(T ) = E sups∈[0,T ](|η1(hs)|
p), C1(p, T ) > 0 is a constant depending on p and T , and
C2(L1, p) > 0 is a constant depending on L1 and p. Therefore,
sup
t∈[0,T ]
E|ht − h
′
t|
p ≤ C1(p, T )η(T ) + C2(L1, p)
∫ T
0
sup
u∈[0,s]
E|hu − h
′
u|
pds. (174)
Applying Gronwall’s lemma,
sup
t∈[0,T ]
E|ht − h
′
t|
p ≤ C1(p, T )η(T )e
C2(L1,p)T . (175)
Thus, using (169) and (175) one can estimate:
sup
t∈[0,T ]
E|yt − y
′
t|
p ≤ 2p−1Lp2 sup
t∈[0,T ]
E|ht − h
′
t|
p + 2p−1E sup
s∈[0,T ]
|η2(hs)|
p (176)
≤ C3(L2, p, T )η(T )e
C2(L1,p)T + 2p−1E sup
s∈[0,T ]
|η2(hs)|
p (177)
≤ C4(L1, L2, p, T )β(T ), (178)
where β(T ) = E sups∈[0,T ]
(∑2
i=1 |ηi(hs)|
p
)
and the Ci > 0 are constants depending only
on their arguments.
Since the ηi > 0 are arbitrary, we can choose them so that β(T ) < ǫ/C4. This concludes
the proof for the case of p ≥ 2.
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The case of p ∈ (0, 2) then follows by an application of Ho¨lder’s inequality: taking q > 2
so that p/q < 1,
sup
t∈[0,T ]
E|yt − y
′
t|
p ≤ sup
t∈[0,T ]
(E(|yt − y
′
t|
p)q/p)p/q =
(
sup
t∈[0,T ]
E(|yt − y
′
t|
q)
)p/q
(179)
≤ C5(L1, L2, p, q, T )β
p/q(T ), (180)
for some constant C5 > 0, and choose β(T ) such that β(T ) <
(
ǫ
C5
)q/p
.
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