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S U M M A R Y
This thesis is primarily concerned with obtaining 
asymptotic identification and estimation results for vector 
linear time series models which can be parameterized by a 
finite and fixed number of parameters and for which a sequence 
of discrete, equally spaced observations is available. We 
note, however, that Chapter 3 presents results of a more general 
nature.
The main results are given in Chapters 3, 4, 7 and 8.
In Chapter 3 we consider a general nonlinear multivariate time 
series model which can be rewritten, if necessary, in a form' 
such that the disturbances are stationary martingale 
differences. We prove the strong consistency and asymptotic 
Normality of the Gaussian Estimators of the parameters.
Chapter 4 applies the results of Chapter 3 to a general 
vector linear time series model, a special case of which is 
the vector ARMAX model.
Chapters 7 and 8 consider the estimation of an unknown 
vector parameter in a multivariate regression model with 
stationary residuals. Applications of the general theory of 
Chapters 3, 4, 7 and 8 are given.
Chapter 2- gives thfe" main ident i f ic'at i‘on results used in 
the thesis. Chapter 5 discusses some of the properties of 
the Gauss-Newton algorithm from a computational point of view.
It also relates the algorithm to some of the estimators proposed 
in the literature.
In Chapter 6 we give a general method for obtaining
(v)
recursive estimators for time series models by using a Gauss- 
Newton linearization.
Chapter 9 obtains conditions for which the methods of 
estimation in Chapter 4 and Chapters 7 and 8 are equally as 
efficient (asymptotically) when applied to dynamic simultaneous 
equations models with autoregressive or moving average residuals.
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I N T R O D U C T I O N
1 . T H E  T H E S I S  IN P E R S P E C T I V E
This thesis is primarily concerned with obtaining 
asymptotic identification and estimation results for vector 
linear time series models which can be parameterized by a 
finite and fixed number of parameters and for which a 
sequence of discrete, equally spaced, observations is 
available. We note, however, that Chapter 3 presents results 
of a more general nature.
The models discussed in the thesis have useful empirical 
applications (prediction, control, structural analysis) in 
Engineering and Econometrics, although it may sometimes be 
necessary to transform the data, for example by trend or 
seasonal adjustment, before analysis can take place.. Data 
transformation is carried out to ensure that the variables we 
finally work with satisfy (approximately) the assumptions of 
the theoretical analysis.
A general procedure we use throughout the thesis is to 
prove, subject to regularity conditions, the consistency and 
asymptotic Normality of parameter estimates obtained by 
maximizing a Gaussian Likelihood, or an approximation to it;
^.. 0 0
the proofs, however, will not require the observations to be 
Normally distributed.
Following Whittle [1962] we call estimates thus obtained 
Gaussian Estimates to distinguish them from Maximum Likelihood 
Estimates. Subject to regularity conditions, the Gaussian 
Estimates are efficient in the sense that they have the same
Iasymptotic distribution as the Maximum Likelihood Estimates 
for Normally distributed observations. This definition of 
efficiency follows Hannan [1970, p.377].
An important feature of the thesis is the use of the 
Gauss-Newton algorithm to provide, subject to appropriate 
regularity conditions, a sequence of iterates that are strongly 
consistent and asymptotically efficient, and that converge for 
N sufficiently large, almost surely, to the Gaussian Estimate. 
Thus we can obtain asymptotically efficient estimators of the 
parameters in a fixed and finite number of steps. The Gauss- 
Newton algorithm has often been used in the past as a 
computational algorithm, which, when iterated to convergence, 
gives us a stationary point of the Normal Equations. The 
statistical properties of the individual iterates have not been 
discussed before, although as we will see in Chapter 5, the 
Gauss-Newton iterates have been used to provide efficient two- 
step estimators for particular models without explicit 
recognition being made of this fact.
Chapter 2 gives the basic identification results that 
will be used throughout the thesis, these results being based 
mainly on Hannan’s [1969a, 1971a] work, with Hannan [1969a] 
being a special case of Hannan [1971a]. Unfortunately there 
are small errors in Hannan [1971a], We amend these and also 
extend Wegge’s [1965] classical identification result to 
ARMAX structures. We will also show how the ARMAX identifica­
tion results can be used to identify ARMAX structures when 
identities are present, as well as to identify structures with 
autoregressive or stationary residuals.
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The latter part of Chapter 2 discusses and extends some 
recent work on identification which has appeared in the 
Econometric literature. In particular, we amend and extend an 
identification result of Hatanaka [1976] and discuss 
Deistler’s [1976] work on vector linear models, where he obtains 
identification results under conditions which appear to be 
weaker than those in Hannan [1971a]; we also show the link 
between identification and estimation, especially for the time 
series context, by using Sargan’s [1975] concept of asymptotic 
identification.
In Chapter 3 we consider a general nonlinear multivariate 
time series model which can be parameterized by a finite and 
fixed number of parameters and which can be rewritten, if 
necessary, in a form such that the disturbances are stationary 
martingale differences. Subject to regularity assumptions, 
we prove the strong consistency and asymptotic Normality of the 
Gaussian Estimators of the parameters, the parameters possibly 
being subject to nonlinear constraints. Because the Normal 
Equations are usually highly nonlinear it may be difficult to 
obtain explicit expressions for the Gaussian Estimates. To 
overcome this problem we use the Gauss-Newton algorithm to 
obtain a sequence of iterates which converge to, and have the 
same asymptotic properties as, the Gaussian Estimates.
Because the approach in Chapter 3 is so general, we can 
expect that in any specific application we may be able to prove 
strong consistency under weaker assumptions on the admissible 
parameter set. I feel, however, that any modification of the 
proof, necessary to weaken the assumptions in the specific 
case, will be minor. The other results of the chapter only
- 4-
require local (in a neighbourhood of the true parameter point) 
conditions on the parameter set and the assumptions we make 
are quite weak.
The results of Chapter 3 are a natural generalization of 
the results in Jennrich [1969] who considered the scalar model
y(n) = f(n;0 ) = u(n) n = 1,2,...
where the u(n) are independent and identically distributed 
residuals with a zero mean and a finite variance, and the 
f(n;*) are known, continuous, nonstochastic functions on a 
compact set.
Hannan [1971b] generalized Jennrich in a different
direction from us by permitting u(n) to be a general
stationary residual and, for a frequency domain criterion
function, obtained the asymptotic properties of the Gaussian
Estimator of 0 .o
Chapter 4 applies the results of Chapter 3 to the vector
linear time series model
r oo oo
£ B (0 0)y(n-j) = Z C (eQ)x(n-j) + Z A (0 )e(n-j) 
j=o J j=o 3 j = o 3
n = 0 , ±1, .. . (1.10)
where the (y(n)}are endogenous variables, the {x(n)} are 
exogenous variables and the (e(n)} are stationary martingale 
differences. The assumption that the e(n) are martingale 
differences is a very natural one to make for the linear system 
(1.10), as then the best linear predictor of y(n) given the 
past is the best predictor (see Remark 2.1(ii) of Chapter 4).
We use the vector ARMAX model
r s t
Z By(n-j) = Z C x(n-j) + Z A e(n-j) 
j=o J j =o 3 j=o 3
tand the dynamic simultaneous model with autoregressive 
residuals to illustrate the theory.
Chapter 5 discusses some of the properties of the Gauss- 
Newton algorithm from a computational point of view. It also 
relates the Gauss-Newton algorithm to some of the estimators 
proposed in the literature.
In Chapter 6 we show how to obtain recursive estimators 
for multivariate time series models by using the Gauss-Newton 
linearization. This gives us a general method of obtaining 
recursive estimators whose nonrecursive counterparts have 
desirable asymptotic properties.
In Chapters 7 and 8 we consider the estimation of the 
unknown vector parameter 0q appearing in the multivariate 
regression model
oo
y(n) = I D (eQ)x(n-j)+v(n) (1.11)
j=o 3
with v(n) a stationary residual. No specific parametric
structure is assumed for v(n). We again show that the
Gaussian Estimates are strongly consistent and asymptotically
Normal and obtain the asymptotic properties of the constrained
Gauss-Newton estimators. Chapter 8 also deals in detail with
the application of the general theory to the linear model 
r s
E B.y(n-j)= I C.x(n-j)+u(n) (1.12)
j=o J j=o 3
where u(n) is a stationary residual.
The model (1.11) is a particular case of a more general 
continuous time model considered by Robinson [1972b, 1975]. 
Using a criterion function which is similar to ours, Robinson 
also obtains consistency and asymptotic Normality results for
- 5 -
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the parameter estimates. Because our model is more specific 
than Robinson’s we have been able to weaken his conditions in 
some respects.
In Chapter 9 we take (1.12) to be an identified, dynamic 
simultaneous equations model with u(n) either a stationary 
autoregression or a stationary moving average. Given that 
the parametric treatment of the residuals is correct, we show 
that an asymptotically efficient estimator of the B_. and
matrices which takes account of the parametric nature of 
the residuals will be at least as efficient (asymptotically) 
as, and generally more than, the corresponding estimator 
discussed in Chapters 7 and 8, the latter using only the 
stationarity property of the residuals. A necessary and 
sufficient condition for the two approaches to be equally as 
efficient is given. These results generalize previous 
results obtained by Espasa [1975] and Espasa and Sargan [1975].
2. B A S I C  D E F I N I T I O N S
In this section we define some technical terms that are 
used later in the thesis.
We take (ft, F , P) as our basic probability space, with 
ft a set, F a o-field of subsets of ,ft and P a probability 
measure defined on F.
A • M a r t i n g a l e s
Let J be an interval of the form [m,n] of the set 
(...,-1,0,1,...) and let {Fr, n £ J}be an increasing sequence 
of o-fields such that F^ C F. If {Xr, n £ J} is a sequence 
of random variables defined on ft which satisfy: (i) X is F
- 7 -
measurable; (ii) E ( I X II) < ; (iii) E(X |F ) = X a.s. forn n ' m m
all m < n with m,n £ J,
then the sequence { X^, n £ J}is a martingale(with respect to
the a-fields { F , n ^ J} ) . n
If Xn is a vector, then each component of X isn
measurable. Let Y = X - Xn n n- 1 (n G J). Then {V F
is a sequence of martingale differences.
B. R e g u l a r  S t a t i o n a r y  P r o c e s s
We follow Hannan [1973b]. Let (X , n = 0,±1,...} ben
a strictly stationary process. Let F be the o-algebra3.
generated by {X , n < a) and put H  F = F . If F isn — a -°° -°°a
the trivial o-field, then X is a regular process.n
C. P r o c e s s  w i t h  O r t h o g o n a l  I n c r e m e n t s
We follow Ibragimov and Linnik [1971, p. 292] . A random 
process Y(A) is said to have orthogonal increments if for 
any values A1 < — ^3 < *4 *
E[{Y(X4)-Y(X3) H y (X2) - Y(X1) >*] = 0.
D. M i s c e l l a n e o u s
The Finite Fourier Transform (FFT) of {X^, n = 1*»*»N) 
at the frequency A is
• UirN)“* " E X einX . 
n=l n
Let A be an arbitrary mxn matrix with columns
to a . Then, vec(A) is the vector (a’,...,a *) ’. Let B n 1 9 n
be an arbitrary pxq matrix. Then, (A8B) is the mpxnq
t llblock matrix with (a_B) in the (i,j) block, where a^ _. is
f. -L
the (i,j) element of A; i = 1 to m, j 1 to n .
i- 8-
Unless stated otherwise, IIAII will stand for any proper 
matrix norm of A. We can make the selection of the norm 
arbitrary because any two matrix norms are equivalent in the 
following sense.' If I • I ^  and I! * I are two matrix norms,
then there exist positive finite constants c^ and c^ such
that I • I ^  <_ c l - ■ c 2 ^ ^ 1 * ^irailarly , if b is a vector,
then I b I will stand for any proper vector norm of b.
3. N O T A T I O N
We now list some of the symbols and abbreviations used 
in the text. Those symbols that are not standard are either 
explained now, or will be explained when they first appear in
Internal R e f e r e n c i n g
Section 4 of current chapter 
Section 4 of Chapter 2
equation number (5.10) , which is equation 10 in 
Section 5 of current chapter 
equation (5.10) of Chapter 2 
Theorem 5 of current chapter 
Theorem 2.5 Theorem 5 of Chapter 2 /
The same notation as applies to theorems, applies 
to lemmas and corollaries. We note that lemmas, 
theorems and corollaries are numbered consecutively 
within chapters. •
Remark 6.2 Remark 2 in"§6 of current dhapter
(ii) A b b r e v i a t i o n s
AR autoregressive
ARMA autoregressive moving average
ARMAX autoregressive moving average with exogenous variables
a.s. almost surely
CLT central limit theorem
finite Fourier transform
the text.
( i ) _ 
§4
2 . §4
(5.10)
(2.5.10) 
Theorem 5
FFT
- 9 -
g . c . d . greatest common divisor
g . c . 1 . d . greatest common left divisor
G.N. • Gauss-Newton
iff if and only if
i.i.d. independent and identically distributed
MA moving average
ML maximum likelihood
NSC necessary and sufficient condition
p . d . positive definite
p . s . d . positive semi-definite
r.v. random variable
s . t . such that
w.r.t. with respect to
(iii) Mathematical Notation
(a) L i m i t s
-+■
P
->■
a . s .
V
1 imn
an = 0(1)
an = ° (1)
converges to
monotonically increasing convergence
convergence in probability
convergence a.s.
convergence in distribution 
limit as n
{a^} is a bounded sequence
a 0 as n -* 00 n
(b) P r o b a b i l i t y
E
E(X|F) 
V
N (a, $)
= 0ri (1) n p
a = ° ( n p
expectation operator
conditional.expectation of the r.v. X w.r.t. the 
a-field F
has the same distribution as
multivariate Normal distribution with mean a and 
covariance matrix $.
the sequence {a^} is bounded in probability
the sequence {a^ } converges to zero in probability
I-10-
(c) V e c t o r s and M a t r i c e s
L e t  A b e  a n  a r b i t r a r y  m a t r i x ,  B a s q u a r e  m a t r i x ,  C
a H e r m i t i a n m a t r i x  a n d  b an  a r b i t r a r y  v e c t o r .
X (P)
w c >
A  . (C)m i n
t h e  i d e n t i t y  m a t r i x  of d i m e n s i o n  p 
m a x i m u m  e i g e n v a l u e  o f t h e  m a t r i x  C 
m i n i m u m  e i g e n v a l u e  of t h e  m a t r i x  C
tr B t r a c e  of  t h e  m a t r i x  B
d e t  B d e t e r m i n a n t  of  t h e  m a t r i x  B
A ’ t r a n s p o s e  of t h e  m a t r i x  A
A *
A +
c o m p l e x  t r a n s p o s e  of t h e  m a t r i x  A
M o o r e - P e n r o s e  g e n e r a l i z e d  i n v e r s e  o f t h e  m a t r i x  A
I A I a n y  p r o p e r  m a t r i x  n o r m  o f  A
lib I a n y  p r o p e r  v e c t o r  n o r m  o f  b
»A»s s p e c t r a l  n o r m  o f  A  = { A  ( A ’A ) } 2r m a x
(d) M i s c e l l a n e o u s
□ e n d  of p r o o f ;  e n d  of s t a t e m e n t
E b e l o n g s  to
[x] l a r g e s t  i n t e g e r  l e s s  t h a n  o r  e q u a l  to x
a p p r o x i m a t e l y
C0 c o m p l e m e n t  of t h e  s e t  0
0
<=►
c l o s u r e  of  t h e  s e t  0 
i f f
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C H A P T E R  2
I D E N T I F I C A T I O N  IN A R M A X  A N D  R E L A T E D  S T R U C T U R E S
1. I N T R O D U C T I O N
The first part of the chapter gives identification
conditions for the simultaneous ARMAX structure
r s
E B y(n-j) 
j = o 2
l C. x(n-j) + u(n), n = 0,±1 
j=o 2 > • • *
(1.10)
with
t
u(n) = E A. e(n-j) 
j = o J
(1 .11)
where we allow identities to be present in (1.10). As far
as Econometric applications are concerned, the most important 
ARMAX identification results have been given by Hannan in a 
series of papers, Hannan [1969a, 1971a, 1976a, 1976b]. Of 
these, Hannan [1969a, 1971a] are the seminal, and perhaps the 
most important, ones with Hannan [1969a] being a special case 
of Hannan [1971a]. Unfortunately there are small errors in 
some of Hannan’s [1971a] theorems; we give corrected versions 
of these theorems. We also generalize to the ARMAX case the 
classical identification result of Wegge [1965] and 
Rothenberg [1971, pp.587-588].
We will also discuss briefly how to obtain analogous 
identification results—when the residuals. u(n) are auto­
regressive, or are taken to be stationary with no specific 
parametric structure assumed.
The second part of the chapter looks at some other recent 
contributions to identification that have appeared in the 
Econometric literature. More specifically, we amend and 
extend an identification result of Hatanaka [1976]; we show
- 12-
how some of the derivations in Deistler [1976] may be 
simplified and the realism of one of Deistler's assumptions 
is discussed; the implications of Sargan's [1975] concept of 
asymptotic identification are explored, especially for the 
time series case.
We have not discussed Akaike’s [1974a, 1974b and 1975]
(see also Hannan [1976a]) and Deistler, Dunsmuir and Hannan 
[1977]) important results because we mainly direct our 
attention to those identification conditions that preserve 
any prior information we may have about the structure.
Akaike’s just identified canonical form for reduced form ARMA 
models would, in general, make prior information impossible 
to apply.
In later chapters we will often refer to the results of 
this chapter.
The chapter is structured as follows. §2 states the 
assumptions we make for the ARMAX case; §3 defines 
identification terms such as model and structure, while §4 
gives some results for matrix polynomials. § § 5 and 6 give
the main ARMAX results; § § 7 and 8 discuss identification^' 
when the residuals are stationary and autoregressive 
respectively; §9 considers identification when identities 
are present; §10 extends Hatanaka’s [1976] result; §11 looks
0 0
at Sargan's concept of asymptotic identification while §12 
discusses Deistler's work; proofs are placed in §13.
We adopt the following notation in the chapter: (1) For 
a function of the complex variable z, g(z) say, we will write 
g(e^) as g(X); (2) We will use z both as a complex 
variable and as a lag operator, e.g. zy(n) = y(n-l); its
- 13-
usage will be clear from the context; (3) p(A) denotes the rank 
of the matrix A.
2. A S S U M P T I O N S  F O R  T H E  A R M A X  M O D E L
r 1 s 1 iPut B(z) = Z B . z , C(z) = Z C . z , A (z) = Z A zJ 
j = o  ^. j = o^ j =o ^
A1. (e(n), n = 0,±1,...} is a sequence of p
dimensional i.i.d. r.v.'s having zero mean and covariance 
matrix ß, where ß is a nonsingular matrix.
A2. The q dimensional exogenous variables 
(x(n), n = 0,±1,...} are stationary, ergodic, have finite 
second moments and are independent of the e(n) sequence.
For j = 0 ,±1,... put
- r x (d) = E { x(n)x(n+j)'}.
Furthermore, we assume that the {x(n)} have a spectral 
density matrix, f ^ (X) say, which is continuous on [ — tt , tt ] and 
nonsingular on an open subset of [ —tt , it ] .
A3. The y(n) are stationary.
A4.(i) The matrices B_. , and A^ are pxp, pxq and 
pxp respectively, where 0 ^ j <_ r, 0 <_ k <_ s and 0 i <_ t;
(ii) det B(z) =f 0 for |z| <_ 1;
(iii) det A(z) 0 for |z| <1. □
To simplify the discussion we have imposed the simplest, 
and therefore also the strongest, assumptions possible on the 
e(n), x(n) and y(n). As we shall see below, as long as we can 
obtain B(X) ^C(X) and B (X) ^A(X)ßA(X)*B(X)  ^ uniquely from 
one complete realization,any other assumptions (see for 
example 4.§2) will do just as well.
- 14-
3. I D E N T I F I C A T I O N  D E F I N I T I O N S
For j = 0 , ±1, ... we put T (j) = E{y(n)y(n+j)’}, 
r (j) = E{y(n)x(n+j)'}. For most of the chapter, our
identification results are based on a knowledge of the second
order moments and cross-moments of the observed variates,
i.e. on a knowledge of {T (j), T (j), T (j); j = 0,±1,...}y y x x
or equivalently on f (X), f (X), f (X),X £ (-tt.tt), wherex yx y
f (X) is the spectral density of y(n) and f (X) is they yx
cross-spectral density of -y and x.
It seems useful to define what we mean by terms such as 
structure, model, identification and observational equivalence, 
for the following reasons, (i) In much of the Econometric 
literature identification is defined through the likelihood, 
e.g. Hurwicz [1950], Koopmans et al. [1950], Rothenberg [1971];
(ii) in the time series context integer valued, as well as 
continuously varying, parameters are present; they describe 
the lag lengths and do matter.
The approach below, with a structure defined first and 
then a model, is in the spirit of Hurwicz [1950]. Some of 
our definitions are quite similar to those in Deistler [1976, 
p.32, §3].
We construct an ARMAX structure by choosing non-negative 
integer values for r, s and t and then alloting numerical 
values to elements of the matrices B , C^, A^ and ft, where 
0 ^ j < _ r ,  0 < _ k £ s ,  0 £ £ £ t. Unless stated otherwise, 
we will always assume that the above choice is made in such a 
way that ft is p.d. and assumption A4. is satisfied.
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For our purposes the properties of the x(n), y(n) and e(n) 
are taken as given and so do not enter our definitions of 
structure or model.
By a model we mean a class of structures satisfying
certain prescribed conditions. We denote a structure by S,
a model by M and let G be the class of all ARMAX
structures. Let F be the class of all second order moments
{T (j), T (j), j = 0)±1>...} generated by members of G with y x y
F a typical member of F. It is easy to see that a given S 
determines F uniquely. We take <j> to be the mapping of G 
onto F.
Two structures and will be called
observati'onally equivalent if 4> (S^) = 4> (S2) . The 
equivalence classes of a model M are defined as 
{<J> 1(F) H M : FGF}, where <|> 1(F) H M = {S G M: (S) = F}
Some of these model equivalence classes may be empty.
A model is globally - (i) identified, if each of its 
equivalence classes has at most one member in it; (ii) over­
identified, if it is globally identified and there exists at 
least one empty equivalence class; (iii) gust identified, if 
it is identified, but not overidentified; (iv) under­
identified, if it is not identified.
A structure S, belonging to the model M, is globally 
identified if it is the sole member of its model equivalence 
class.
We can look upon an ARMAX structure as a point in some
suitably dimensioned Euclidean space, i.e., given r, s and
t, we put 0 = vec{B ,...,B , C ,...,C , A ,...,A , ft}, ando r o s o t
- 16-
regard 6 as representing the structure. This leads to 
the following definition. A structure S, belonging to 
the'model M, is locally identified if there is a 
neighbourhood of S such that no other structure belonging to 
M and observationally equivalent to S lies in the 
neighbourhood.
4. R E S U L T S  F O R  M A T R I X  P O L Y N O M I A L S
The following results, which are well known and not our 
own, will be used in later sections.
D(z) is called a pxq matrix polynomial of degree r 
if it can be written as
r i. D(z) = l D zJ
j-o j
where the D. are constant pxq dimensional matrices.J
For the rest of this section we suppose that H(z),
H^(z), H^Cz) are pxp matrix polynomials having determinants 
that are not identically zero and K(z), K^(z) and K^Cz) pxq 
matrix polynomials.
A pxp matrix polynomial U(z) is called unimodular if 
there exists another pxp matrix polynomial, V(z) say, such 
that U(z)V(z) =
The following result (e.g. MacDuffee [1956, p.30,
Theorem 20.1]) gives NSC’s for a matrix to be unimodular.
Lemma 1 Each of the following is a NSC for U(z) to be 
a unimodular matrix.
(i) det U(z) is a nonzero constant.
(ii) U(z)  ^ exists for any z and is a matrix
- 17-
polynomial . For a proof see MacDuffee. D
An example of a unimodular matrix is
U(z)
1 z
0 1
with U(z) -1
1 -z 
0 1
, de t U ( z) = 1.
The pxp matrix polynomial L(z) is called a common 
left divisor (c.l .d.) of H(z) and K(z) if there exist matrix 
polynomials H^(z) and K^(z) such that
{ H ( z ) , K ( z) } = L(z){H1 (z),K1 (z)>
L (z) is called a greatest common left divisor (g.c.l.d.) 
of H(z) and K(z) if for any other c.l.d. of H(z) and K(z), 
L^(z) say, there exists a matrix polynomial P(z) such that
L(z) = L,(z)P(z); i.e. L_(z) is a left divisor of L(z).1 1
By MacDuffee [1956, p.35, Corollary 23.12] if H(z) and 
K(z) have a g.c.l.d. L(z), then every g.c.l.d. of H(z) and 
K(z) is of the form L(z)U(z) where U is unimodular.
We will say that H(z) and K(z) are relatively left 
prime (or left coprime) if all their g.c.l.d.fs are unimodular.
Lemma 2 H(z) and K(z) are left coprime iff the rank 
of [H(z), K(z)] is p for any z in the complex plane.
For a proof of this result see Rosenbrock [1970, p.71,
Theorem 6.1(i)]. □
The next lemma is due to Hannan [1969a]. Its proof is 
given implicitly in the proof of Theorem 1 of that paper. See 
also Deistler [1976, Theorem 1, pp.35-36].
Lemma 3 Suppose that [H^Cz), K^Cz)] = U(z)[H^(z),
K ^ z ) ]  ( =* U(z) = H2 (z)H1 (z)'"1) . Then: (i) If H ^ z )  and
K^(z) are left coprime, then U(z) is a matrix polynomial;
- 18-
(ii) if, in addition, H2(z) and K2 (z) are also left coprime, 
then U(z) is unimodular. □
• Lemma 4 If H(0) is nonsingular, then there exists a
unimodular matrix U(z) such that U(z)H(z) is lower
triangular with the degree of the (j»j) element of U(z)H(z)
t llgreater than the degree of the (i,j) element (i > j)
and with U(0)H(0) = 1^^.
The proof follows from MacDuffee [1956, p.32, Theorem
22.1]. □
Lemma 5 Suppose that k^(z) and k2(z) are two pxp 
matrices with elements that are rational functions of z and 
have real coefficients. The determinants of k^(z) and 
k2 (z) have no poles in or on the unit circle, and no zeros
inside the unit circle. If t!1( n2 are two pxp positive
definite matrices, k^(0) /*\oCMII = I(p) and k2 (X)SI2k2(X)* -
k^(X)ft^k^(X)* for X G [ —  TT , 7T ] , then ki(z) = k2(z) V z and
For a proof of this lemma see Hannan [1970, p.163, 
Theorem 1"]. □
5. I D E N T I F I C A T I O N  FOR A R M A X  S T R U C T U R E S
For convenience we denote Hannan [1971a] by H. In this 
section we will give amended versions of Theorems 3, A and 5 
of H and modify Theorem 1 of H to make it more useful for 
estimation. All identification results will be global and we 
will not mention this again. Throughout we assume that 
Assumption AA. holds and is p.d. For convenience we
denote the ARMAX structures and S2 as
S s- [B (*), C (*)’, A _. (z) , ß ], j j =1,2.
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The  f o l l o w i n g  l emma g i v e s  NSC f o r  t wo ARMAX s t r u c t u r e s  t o  b e  
o b s e r v a t i o n a l l y  e q u i v a l e n t .
Lemma 6 ( i )  a n d  ( i i )  a r e  e q u i v a l e n t  NSC’ s f o r  t h e  t wo
ARMAX s t r u c t u r e s  S^ a n d  S^ t o  b e  o b s e r v a t i o n a l l y  
e q u i v a l e n t .
( i )  B1 ( X ) ~ 1 C1 (X) = B2 ( X ) _ 1 C2 (X) a n d
B " 1 ( X) A1 (X)!21A1 ( X ) * B 2 1 ( X ) *  = B2 1 ( X ) A 2 (X)£J2A2 ( X ) * B 2 ( X) '  
f o r  A G [ —■ TT ,  7T ] .
( i i )  T h e r e  e x i s t s  a pxp  m a t r i x  U ( z ) ,  w i t h  e l e m e n t s  
t h a t  a r e  r a t i o n a l  f u n c t i o n s  o f  z ,  a n d  a p x p  c o n s t a n t  n o n ­
s i n g u l a r  m a t r i x  F s u c h  t h a t  [ (  z)  , C ^ ( z ) , A ^ ( z ) ] =
= U ( z ) [ B 1 ( z ) , C 1 ( z ) , A 1 ( z ) F ]  V z a n d  8 = F ^ F ’ .
( i )  i s  d u e  t o  H ( e q n s  ( 6 )  a n d  ( 7 )  on p . 7 5 4 ) ;  ( i i )  i s  
g i v e n  i n  D e i s t l e r  [ 1 9 7 6 ,  P r o p o s i t i o n  2 ,  p . 3 5  a n d  Lemma 2 ,  
p . 4 1 ]  b u t  h i s  a s s u m p t i o n s  on t h e  e x o g e n o u s  v a r i a b l e s ,  a n d  
h e n c e  h i s  m e t h o d  o f  p r o o f ,  a r e  q u i t e  d i f f e r e n t  f r o m  o u r s .  O
The  n e x t  t h e o r e m  i s  a m i n o r  m o d i f i c a t i o n  o f  T h e o r e m  1 
o f  H.  We r e p l a c e  H a n n a n ’ s r e q u i r e m e n t  t h a t  Bq = Aq b y  
Aq = The  p r a c t i c a l  a d v a n t a g e  o f  t h i s  i s  t h a t  t h e r e  „i s
now no  l o n g e r  a n y  n e e d  t o  i m p o s e  t h e  r e s t r i c t i o n  Bq = Aq 
wh e n  e s t i m a t i n g ,  i n  t h e  c a s e  t h a t  B^ ^  1 ^ ^ .
T h e o r e m  1 S u p p o s e  t h a t  t h e  ARMAX m o d e l  i s  d e f i n e d  b y  
t h e  f o l l o w i n g  c o n d i t i o n s :  ( i )  B ( z )  i s  l o w e r  t r i a n g u l a r  w i t h
d i a g o n a l  e l e m e n t s  b ^ ( z )  s a t i s f y i n g  b_. , . (0)  = ^ an( * t *ie  
d i a g o n a l  e l e m e n t s  s a t i s f y i n g  e i t h e r :
( a ) d e g { b i . ( z )  } < d e g { b  ( z )  } ( i  > j )  , o r  :
( b ) d e g ( b  ±j ( z )  } £ deg(b_j  j  ( z)  } ( i  > j ) a n d  B ( 0 )  = I ,  * ;\V)
( i i ) ii
o<
x ( p ) ;
( i i i )  A ( z ) , B ( z ) a n d C ( z )  a r e  l e f t  c o p r i m e
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Then the model is just identified. D
The next example shows that the conditions of Theorems 
3 and 4 of H are insufficient to ensure identification.
Example 1 Consider the two ARMAX structures
S1 = [I(p)’ c’ I(p)’ I(p)] and s2 = [I(p )’ c ’ p ’ I (p)1, 
where C is an arbitrary constant matrix and P is an ortho­
gonal matrix. Both and satisfy the conditions of
Theorems 3 and 4 of H and their observational equivalence can 
be deduced from Lemma 6(ii). D
I, v is sufficient to ensure (P)
It is interesting to investigate whether the imposition 
of the extra condition A(0)
identification. Although the example above is no longer 
relevant, the following example shows that there are still 
insufficient conditions for identification.
Example 2 Let P = (p^>P2 >P3 )> where 
p^ = *5(/2, 1, l),.pj = Jf(/7,-l,-l)and p^ = 2-!s(0,l,-l) ;
let Q = (q1 ,q2 ,q3) where qx = P1 + (/2-l)p2 =
= {1, (2-/2)/2, (2-/2)/2}', q2 = p2 + 3//2 p 3 = (/2/2,1,-Z)'
and q^ = /2(/2+l)p^ + P 3 = (/2 + 1, /l + 1,1)'. It can be
easily verified that P is an orthogonal matrix and
f i 0 2 + / T '
P ’ Q = /2- 1 1 0 »
l 0 3//Y 1
det P ’Q = 4  so that P ’Q is nonsingular. We define the
two ARMAX structures si and as 3i = (Q,c,I(p) ^ ( p )5
and S2 = (P’Q, P ’C, I (p ) ’ x (p )) where C is an arbitrary
constant matrix. S1 and S2 certainly satisfy the conditions
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of Theorems 3 and 4 of H and their observational equivalence 
can be deduced from Lemma 6(ii), D
The following theorem provides two possible amendments 
of Theorem 3 of H.
Theorem 2A Put T(z) = [B(z) ,C(z),A(z)] and define the 
model by the following conditions: (i) In each row of T(z)
we prescribe at least (p-1) zero elements; (ii) 1 is the 
greatest common divisor of the elements of each row of T(z); 
(iii) the diagonal elements of B(0) are unity; (iv) B(0)=A(0).
A NSC that a structure belonging to this model is 
identified is: Cl. for each row, the matrix consisting of the 
columns of T(z) having prescribed null elements in that row 
is of rank (p-1).
Theorem 2B Let T(z) be redefined as [B(z),C(z)]. We 
define the model by: (i), (ii) and (iii) are the same as in
(A); (iv) A(0) = " A NSC for a structure belonging to
the model to be globally identified is Cl. of Theorem 2A.
There are ARMAX structures that are not observationally 
equivalent to any structure of the form just described.
In the following theorems, and Theorems 5 and 6 of §6, 
we will assume that the degrees of B(z), C(z) and A(z) are 
prescribed as r, s and t respectively.
The next theorem gives two possible amendments of 
Theorem 4 of H.
Theorem 3A Put N = (B ,...,B ,C ,...,C ,A ,...,A ).---------- ' o r o s o t
We define the model by: (i) at least (p-1) zero elements are
prescribed in each row of N; (ii) the diagonal elements of
B are unity; (iii) B = A . o J o o
- 2 2 -
S u f f i c i e n t  c o n d i t i o n s  f o r  a s t r u c t u r e  b e l o n g i n g  t o  t h e
m o d e l  t o  b e  i d e n t i f i e d  a r e :  C l .  A ( z ) ,  B ( z )  a n d  C ( z )  a r e  l e f t
c o p r i m e ;  C 2 . [B , C , A ] h a s  r a n k '  p ;  C3.  t h e  r a n k  o f  e a c hr  s t
s u b m a t r i x  o f  N o b t a i n e d  b y  t a k i n g  t h e  c o l u m n s  o f  N w i t h  
p r e s c r i b e d  z e r o s  i n  a c e r t a i n  r ow i s  ( p - 1 )  .
¥ 0 ♦
L e t  M '  b e  t h e  c l a s s  o f  a l l  s t r u c t u r e s  b e l o n g i n g  t o  t h e  
m o d e l  a n d  s a t i s f y i n g  C l .  a nd  C 2 . ;  C3.  i s  t h e n  a l s o  a 
n e c e s s a r y  c o n d i t i o n  f o r  a s t r u c t u r e  b e l o n g i n g  t o  M’ t o  b e  
i d e n t i f i e d .
T h e o r e m  3B We d e f i n e  N a s  ( B , . . . , B , C , . . . , C ) and  --------------------- o r  o s
l e t  t h e  m o d e l  b e  d e f i n e d  b y :  ( i )  a n d  ( i i )  a r e  t h e  s a me  a s  i n
p a r t  A;  ( i i i )  A = I  ,  * .
o  V P )
S u f f i c i e n t  c o n d i t i o n s  f o r  a s t r u c t u r e  b e l o n g i n g  t o  t h e  
m o d e l  t o  b e  i d e n t i f i e d  a r e  t h e  s ame  a s  i n  p a r t  A.  □
T h e o r e m s  2 a n d  3 i n d i c a t e  t h a t  i f  B ^  I , . a n d  weo 1 ( p )
w a n t  t o  u s e  r e s t r i c t i o n s  on t h e  A . ’ s f o r  i d e n t i f i c a t i o n ,  t h e n
3
i n  g e n e r a l ,  we m u s t  i m p o s e  t h e  c o n s t r a i n t  B = A a s  w e l l .o o
I t  w i l l  o f t e n  b e  t h e  c a s e  i n  t h e  E c o n o m e t r i c  c o n t e x t
t h a t  t h e  m a t r i x  [B ,C ,A ] w i l l  b e  v e r y  s p a r s e  a n d  h e n c e  n o tr  s t
o f  f u l l  r ow r a n k .  T h e r e f o r e , c o n d i t i o n  C2 .  o f  T h e o r e m s  3A 
a n d  3B w i l l  n o t  be  s a t i s f i e d .  To c o p e  w i t h  t h i s  s i t u a t i o n  
we g i v e  an  a l t e r n a t i v e  v e r s i o n  o f  T h e o r e m  3 ,  b a s e d  on  t h e *  
r e s u l t s  o f  T h e o r e m  2 o f  H.
T h e o r e m  3 r P u t  T ( z )  = [ B ( z ) ,  C ( z ) ,  A ( z ) ] .  I n
T h e o r e m s  3A a n d  3 B , i n s t e a d  o f  p r e s c r i b i n g  t h e  d e g r e e s  o f  
B ( z ) ,  C ( z )  a n d  A ( z )  we w i l l  h a v e  i n s t e a d :  ( O ’ ) At  l e a s t  p
c o m p o n e n t s  a r e  c h o s e n  f r o m  t h e  v e c t o r s  y ( n ) ,  x ( n )  a n d  e ( n ) ,  
a n d  f o r  e a c h  t h e  maxi mum l a g  i s  p r e s c r i b e d ;  e . g .  i f  y ^ ( n )
is chosen, then the degree of
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(b 11 ( z ) , . . . »bpl(z) ) ’ is
prescribed.
• Let N be the matrix of coefficients of these maximum
lags; e.g. if y_. (n) is specified to have a maximum lag £ ,
then the j c o l u m n  of B . is included in N.J Z
We also replace condition C2. in Theorems 3A and 3B by:
C2.’ rank (N) = p .
If the rest of the conditions of Theorems 3A and 3B 
remain as they are, then the results of both parts of 
Theorem 3 still hold. □
A similar result may be obtained by using condition 
(iii)^ on p.758 of H instead of prescribing the degrees of 
B(z), C(z) and A(z).
Put K(z) = B(z) ^A(z), D(z) = B(z) ^C(z). By
assumption A4, we can write K(z) and D(z) as
00 00
K (z) = Z K.z^, D(z) = Z D zJ (5.10)
j = o J j = o J
for I z I <_ 1.
Theorem. 5 of H is motivated by rewriting (1.10) and 
(1.11) as
00 00
y (n) = Z D. x(n-j) + Z K e(n-j). 
j = o J j = o 3
The next example shows that the conditions of Theorem 5 
of H are insufficient to ensure identification.
Example 3 Put p = 3, r = s = t = 0 and let the matrices 
P and Q be defined as in Example 2. We define the two 
ARMAX structures and by = (Q? ^,Q’  ^, I ^ ^ ,I^3))>
S2 = (P'Q'“1,I>'Q'~1 , I (3), I(3)). Hence K^z) = Q',
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D^z) = = I^CsO, K2^z  ^ = Q’p so that C 0) and
K^CO) have l's on the diagonal. If D(0) is prescribed 
as diagonal, then D^(0) and D^(0) certainly satisfy this 
condition and thus there are two zero elements in each row of 
the matrix A which is given in the statement of Theorem 5 
of H. By Lemma 6(ii) and are observationally
equivalent and it is evident that they both satisfy the 
conditions of Theorem 5 of H. □
The following is an amended version of Theorem 5 of H,
Theorem 4 Put N = (K^ , »•••)» where the ,
j > 0, are defined by (5.10), We define the model by:
(i) at least (p-1) zero elements are prescribed in each row
of N; (ii) one element in each row of K’ is prescribed aso
unity; (iii) A = I, (iv) B(z), C(z) and A(z) are left o Cp;
coprime.
The NSC’s for a structure belonging to the model to be 
globally identified are: Cl. [Br>C ,A ] has rank p; C2. the 
rank of each submatrix of N obtained by taking the columns 
of N with prescribed zeros in a certain row is (p-1).
Unlike Theorem 5 of H, our conditions (i) - (iv) do not 
involve the . D
6. S O M E  F U R T H E R  A R W A X  I D E N T I F I C A T I O N ' R E S U L T S
The vector ARMAX model will usually contain a large 
number of moving average parameters. For certain data sets 
a more parsimonious representation may be adequate; e.g.
B(z) or A(z) may be taken as diagonal. Identification with 
B(z) diagonal is an easy consequence of Theorem i, Cor the 
special case where all the diagonal elements of B(z) are
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equal (usually called scalar identification), identification-
has been discussed by Hannan [1976a, p.717]. See also
Zellner and Palm [1974] for an application. A drawback of
taking B(z) diagonal is that if we have some information on
the structural coefficients B., 0 < i < r, then we willJ - ~
almost certainly not be able to use it if B(z) is. chosen 
canonically as diagonal.
The next theorem gives sufficient conditions for the 
identification of a structure when A(z) is diagonal.
Theorem 5 Put N = (B ,...,B , C ,...,C ). We define ----------  o r o s
the model by: (i) for each row of the matrix N there is
prescribed at least one zero element; (ii) the diagonal
elements of B are unity; (iii) A = I, ..o o (.p;
Sufficient conditions for a structure belonging to the
model to be globally identified are: Cl. A(z), B(z) and C(z)
are left coprime; C2. (B , C , A ) has rank p;r s L
tliC3. a^Cz) 4 a (z), i,j = l,...,p, where a^(z) is the i 
diagonal element of A(z); C4. In each row of N there is at 
least one prescribed zero element such that there is no other 
zero element in the column to which this zero element belongs.□
We now give an example of an identified structure which 
satisfies the conditions of Theorem 5.
Example 4 Let p =  3, r =  1 =  t, s =  0 and put
A ( z) =
1+^z 0 0
0 1+V3z 0 , B (z) =
' l 2 l '
1 1 2 +
' l O l '
1 1 0
0 0 l+^z L 2 1 1. , 0 1 1 ,
C ( z)
-1 1
1 1
1 2
, 0, (3) * The structure certainly
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satisfies (i) - (iii) and conditions C3. and C4. Because
det C(z) =1 0 it follows that C2. is satisfied. By Lemma 2,
Cl. is also satisfied. □
The next theorem extends the Wegge [1965, Theorem II, 
p.71] and Rothenberg [1971, Theorem 9, p.588] results to the 
ARMAX case. Because nonlinear restrictions are allowed the 
identification will be local.
T h e o r e m  6 Put A = (B ,...,B , C ,...,C ), 6 = vec A, ---------- o r o s
a = vec (A^ , . . . , A^) , co = vec- ft and 0 = vec(6,a,co). We 
define the model by the following conditions: (i) Aq = 1^
(ii) 6 satisfies the restrictions ip(Q) = 0, where ip is an 
Rxl vector function which is symmetric with respect to co ; 
i.e. ^(6,a,co) = ^(6,a,Lw) with L the permutation matrix 
defined by vec(F') = L vec F for any pxp matrix F.
(a) Suppose that ij; is continuously differentiable in a
neighbourhood of the structure S , where o Sq belongs to the
model. Put = 9^/36', H' = 0 a d i p / d a ' ,  YCO = dip / 9co1 ,
J 6 = <A 0 1 (p)>> - (Ai0i(p)--- •’ At0I(p)) -
- (I(P)9A1 ’ • • • ’h p ) 04^  •
The following conditions are sufficient for the structure Sq 
to be locally identified: Cl. A(z), B(z) and C(z) are left 
coprime; C2. (B ,C ,A ) has rank p; C3. the rank of the matrixIT S L
G(e) = H'.J. + ¥ J + 2 Y (ft0I, .) is p2 at S .o o  a a  co (p) o
(b) Let M' be the subclass of the model containing all 
those structures satisfying conditions Cl., C2. and 
det A(z)  ^ 0 for |z| <_ 1. If £ M' and is a regular
point of the matrix G(*)> i.e. G(») has constant rank in a 
neighbourhood of Sq (see the comment made at the top of
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p.77 ), then C3. is also a necessary condition for Sq 
to be locally identified.
(c) If ^  is a constant matrix and ip is independent 
of a and m , then we can replace the words ’local 
identification' by ’global identification’ in (a) and (b) 
above. □
The next lemma is used in the proof of Theorem 6.
Because of its independent interest we give a statement of it 
here rather than in §13.
Lemma 7 For r and s positive integers define the 
permutation matrix L(r,s) by vec R' = L(r,s) vec R where 
R is an arbitrary r*s matrix. Obviously
L (r , s ) ' L (r , s) = I(rs) and L(r,s)' = L(s,r). Suppose that
A is an _ mxn matrix with columns a^, i = l,...,n, and
rows a^, i = l,...,m and B is a pxq matrix with columns
b ^ , i = 1 , . . . , q , and rows 6 ,^ i = l,...,p.
Then, L(p,m)(A0B) = (b_0a1,...,b 0a1 ,...,b10a , . . . ,b 0a )1 1  q 1 I n  q n
= (a.06-,...,a 0ß-,...,0,06 ,...,a 06 ) ’,1 1 m 1 * ’ 1 p ’ ’ m p
and L(p,m)(A0B)L(n,q) = B0A. □
Remark 6.1 (i) I wish to thank Dr Tony Hall for pointing
out an error in the original proof of Lemma 7.
(ii) We now give an application of Lemma 7. Put
f = vec(AB’CBD), 6 = vec B where A is mxn, B is rxn, C 
is rxr and D is nxs.
Then ,
f = { (CBD) '0A}L(r,n)6 = (D0AB'C)6 = L (s,m){A0(CBD) '}6
by Lemma 7. Therefore
3 f/3 3’ = L (s ,m){A0(CBD) ’} + {D0AB'C} (13.11)
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By using Lemma 7 we can obtain an explicit expression • 
for the first term on the right in (13.11). □
7. I D E N T I F I C A T I O N  W I T H  S T A T I O N A R Y  R E S I D U A L S
In this section we show how the ARMAX identification 
results of the previous two sections can be specialized to 
obtain identification conditions for (1.10) when u(n) is a 
general stationary process with no particular parameterization 
of it assumed. We assume that assumptions A2., A3, and A4, 
(i) and (ii) hold; A4.(iii) becomes irrelevant. A1. is 
replaced by: A1.’ (u(n), n = 0,±1,...} is a second order
stationary process with a spectral density matrix f^(X).
We assume that (x(n)} is uncorrelated with {u(m)>.
The_definition of a structure will be similar to the 
ARMAX case, except that it will now involve B(z), C(z) and 
f^ , rather than B(z), C(z), A(z) and &. All other 
identification definitions given in §3 remain relevant. We 
denote the structures and by
Sj S= [B (z), C (z), f<J)], j - 1,2.
Because B(X)f^x(X) = C(X)f^(X) and 
B(X)f (X)B(X)* = C(X)fx(X)C(X)* + fu(X), it follows readily 
that B(X)_1C(X) and B (X)_1f (X)B (X)”1* will be uniquely 
determined from a complete realization. Therefore the 
analogue of Lemma 6(ii) is (Deistler [1975, p.20, Lemma 3]):
Lemma 8 The following is a NSC for the two structures 
and S£ to be observationally equivalent: There exists
a pxp nonsingular matrix U(z) with elements that are 
rational functions of z so that
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[ B 2 ( z ) * C2 z^^  = U(z) [B1(z) , C ^ ( z ) ] V z and
f^2)(x) = uujf*15 (x)u(x)*, x e t-TT ,w].
The proof of the lemma is immediate and will not be 
given. □
If we are willing -to only use information on the B(z) 
and C(z) matrices, then an obvious specialization of the 
ARMAX results yields identification conditions for the 
stationary case. Since we will rarely have more additional 
information on f than that contained in assumption Al.', 
using only B(z) and C(z) for identification involves little 
loss of generality.
We illustrate the correspondence between the ARMAX and 
stationary cases by obtaining an analogue of Theorem 1.
Theorem 7 We define the model by the following conditions:
(i) B(z) is lower triangular with diagonal elements b.^(z)
satisfying b (0)- = 1 and the off diagonal elements 
satisfying either: (a) deg-fb^ (z) } < deg{b (z)} (i > j), or:
(b) deg{b_(z)} £ deg{b (z) } (i > j) and B(0) = 1 ^ ;
(ii) B(z) and C(z) are left coprime.
Then the model is just identified. Theorem 7 follows 
immediately from Theorem 1 and a proof will not be given. □
Hatanaka [1975] obtrains an analogue of Theorem 2B for the 
stationary case using a completely different method of proof 
to that given for Theorem 2B. Given the above remarks, 
Hatanaka's result is just a simple corollary of Theorem 2B.
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8. I D E N T I F I C A T I O N  W I T H  A U T O R E G R E S S I V E  R E S I D U A L S
We now briefly discuss how the ARMAX identification
results may be specialized to give identification conditions
for the dynamic model (1.10) when the residuals u(n) are
autoregressive, i.e. 
t
£ A. u(n-j) = e(n) (8.10)
j=o J
For convenience we call (1.10) coupled with (1.11) an 
ARMAX (r,s,t) structure and (1.10) coupled with (8.10) an 
ARARX (r ,s, t) structure. Assumptions A i . - A4, stay as they 
are except that A4.(iii) is strengthened to: A4.(iiif) 
det A(z) ={= 0 for |z| 1« The definitions of model,
structure, etc. given in §3 will apply here as well. Because 
an ARARX (r,s,t) structure is a special type of ARMAX 
(r+t,s+t,0) structure, the following lemma is an immediate 
consequence of Lemma 6.
Lemma 9 (i) and (ii) are equivalent NSC's for the ARARX
structures and to be observationally equivalent.
(i) B ^ X ) “1 C^X) = B2 1 (X)C2 (X) and
{A1 (X)B1 (X) }-1!21{A1 (X)B1(X) }_1*={A2 (X)B2 (X) }_1fi2 { A 2 (X ) B2 (X ) }_1 
for X £  [ - I T  , TT ] ,
(ii) There exists a pxp matrix U(z), with elements 
that are rational functions of z, and a constant nonsingular 
matrix F such that [B2 (z) , ( z)]=U(z) [ ( z) , ( z)] ,
A2 (z )U(z ) = F A 1(z) and = FS^F' . □
(i) can be deduced from Lemma 6(ii) while (ii) follows 
easily from Lemma 5. (ii) has also been obtained by
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Deist ler [1976] but his assumptions, and therefore his method 
of proof, are completely different from ours.
As in the stationary case, if we are willing to only use
information on the B(z) and C(z) matrices, and also to
impose A q = I^ then an obvious specialization of the ARMAX
results yields ARARX identification conditions. Using the
notation of Lemma 9(ii), this is because once B(z) and C(z)
are identified we have U(z) = because A^(0) = A^CO)
we also have F = I / N so that A.(z) = A_(z) and ß, = ß„ .Cp) 1 2  1 2
We note that to eliminate redundancy in ARARX structures 
we can always assume that B(z) and C(z) are left coprime.
This is not so, in general, for ARMAX structures. For suppose 
we have an ARARX structure S i= [ B ( z ) , C ( z ) , A ( z ) , ß ] such that 
the g.c.l.d. of B(z) and C(z) is U(z), with U(z) not uni- 
modular. If we define [B^(z) , (z)]=U(z) ^ [B(z),C(z)],
A^(z) = A(z)U(z) and ß^ = ß, then the ARARX structure
•= [B ^ (z) , (z) ,A^(z) ,ß^] is observationally equivalent to
S by Lemma 9 (ii) and B^(z), C^(z) are left coprime by 
construction.
Given the just-mentioned conditions, we illustrate the 
correspondence between ARMAX and ARARX identification by 
obtaining an ARARX analogue of Theorem 1.
Theorem 8 We define the ARARX model by the conditions 
of Theorem 7 together with Aq = 1^ ^ .  Then the model is just 
identified. □
If
imposed
identification 
on A (z), then
conditions 
in general
(besides A = o
, the analysis
i (p )) are
h ^ come°
also
much
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mess ier and usually the only useful identification results 
obtainable are local ones. See §10 for example.
9. I D E N T I F I C A T I O N  W I T H  I D E N T I T I E S  P R E S E N T
We now discuss identification for the ARMAX model (1.10), 
(1.11) when identities are present. Bearing in mind the 
remarks made in § § 7 and 8, it is easy to see that analogous 
results may be obtained if the residuals are stationary or 
autoregressive.
Supposing that the last (p-p^) equations (0 < < p)
in (1.10) are identities, we can write
B (z) =
B 11(z) * B 12 ^ Z  ^• , C ( z ) =
C x ( z ) 
• • • , A(z) =
A l l (z) • 0 
• • • •
[B 2 i (z ): B 2 2 (z )J [ c 2 ( * ) J o••o
. 0
, u(n) ' = {u^(n) ’ , 0 ' } , e(n) f = {e1 (n),,0f},
0 : 0 \ /
y(n) * = (yx(n) ',y2(n) where Bll^2  ^ is plXpl > Bi2^z  ^ is 
P1X(P“P1), Cx (z) is P1><q, Axl(z) is P1XP1» is P1XP1 >
u1(n) is p^xl, e1 (n) is p^xl and y1(n) is p^xl; B21(z), 
B20(z ) and C2(z) are known.
»
We make the following changes to assumptions A 1 . to A4. 
In assumption A 1 . , £3^ rather than £2 is nonsingular now; 
in A4.(ii) we will also assume that det{B22(z)} =j= 0 for 
|z| <_ 1; instead of A4.(iii) we will now assume that
det{A^(z)} =)= 0 for |z| < 1.
Assumptions A 2 . and A3, remain as they are. Given these 
assumptions we can rewrite (1.10) and (1.11) as
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B(z)yx(n) = C(z)x(n) + u1(n),u1(n) = A n (z)e1(n) (9.10)
where B(z) =
1
C(z) = C1(z)-B11U ) _ B 12(z )B22(z) B21(z) and
- B 1 2 (z )B2 2 (z ) ^C2(z), with det B(z) 0 for | z | <_ 1.
Alt hough identities have been eliminated in (9.10), (9.10) is
not usually a suitable form for identification because it will 
be difficult to state prior knowledge on B(z) and C(z) in 
terms of B(z) and C(z).
We will denote the two ARMAX structures and S2 by
S := [ B (z) , C (z) , A . (z), ft .], j = 1,2.J J J » J * J-J-jJ
The following lemma gives NSC’s for two structures to be 
observationally equivalent.
Lemma 10 Put A(z) ’ = {A ^ (z) * , 0 ’ } . The two structures
and are observationally equivalent if and only if
there exists a nonsingular matrix U(z) with elements that are 
rational functions of z, and a p^xp^ nonsingular constant
matrix F, such that
[B2 (z) , C2(z),Ä2(z)]
fill,l F!hl,2F ’- D
Because ®21^Z^* B22(z) are known and U(z) =B^ (z) B^ (z) 
U(z) must be of the form
Ull(z) • U12(z)
• • • • • • •
. °(P-P1) I(P“P1) ,
Using Lemma 10 we can obtain identification results 
similar to those of §§5 and 6. We illustrate by obtaining an 
analogue of Theorem 3B.
Theorem 9 Put N = (B , C ,...,C ).---------- o r o s We define
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t h e  m o d e l  by  t h e  f o l l o w i n g  c o n d i t i o n s :  ( i )  a t  l e a s t  ( p - 1 )  
z e r o  e l e m e n t s  a r e  p r e s c r i b e d  i n  e a c h  o f  t h e  f i r s t  p^  r o ws  
o f  . N; ( i i )  t h e  f i r s t  p^  d i a g o n a l  e l e m e n t s  o f  a r e  u n i t y ;
( i i i )  Al l ( 0)  -  I ( p i > .
S u f f i c i e n t  c o n d i t i o n s  f o r  a s t r u c t u r e  b e l o n g i n g  t o  t h e  
m o d e l  t o  b e  g l o b a l l y  i d e n t i f i e d  a r e :  C l .  B ( z ) ,  C ( z )  a n d  Ä ( z )  
a r e  l e f t  c o p r i m e ;
C2.  (B ,C ,A ) h a s  r a n k  p ;  C3.  t h e  r a n k  o f  e a c h  s u b m a t r i x  r  s t
o f  N o b t a i n e d  b y  t a k i n g  t h e  c o l u m n s  o f  N w i t h  p r e s c r i b e d  
z e r o s  i n  a c e r t a i n  r ow i s  ( p - 1 ) .
The  p r o o f  o f  t h e  t h e o r e m  f o l l o w s  d i r e c t l y  f r o m  t h e  p r o o f  
o f  T h e o r e m  3A a n d  w i l l  n o t  b e  g i v e n .  E3
H a n n a n  [ 1 9 7 1 a ]  a l s o  a l l o w s  f o r  t h e  p r e s e n c e  o f  i d e n t i t i e s  
b y  p e r m i t t i n g  ft t o  b e  s i n g u l a r ;  i n  t h e  s t a t e m e n t s  o f  h i s  
t h e o r e m s ,  h o w e v e r ,  h e  d o e s  n o t  s e e m  t o  t a k e  a c c o u n t  o f  t h e  
f a c t  t h a t  B ^ ^ C z ) ,  B2 2 ^ Z  ^ an<* C2 ^ Z  ^ a r e  k nown  m a t r i c e s .  I n  
a d d i t i o n  we f e e l  t h a t  f o r  t h e  t y p e  o f  s t r u c t u r e s  we a r e  
c o n s i d e r i n g ,  o u r  d e r i v a t i o n  (Lemma 1 0 )  o f  t h e  NSC’ s f o r  t wo 
s t r u c t u r e s  t o  b e  o b s e r v a t i o n a l l y  e q u i v a l e n t  i s  s i m p l e r  t h a n  
t h a t  g i v e n  i n  H a n n a n  [ 1 9 7 1 a ,  p . 7 6 3 ] .
D e i s t l e r  [ 1 9 7 5 ,  p . 2 1 ]  a l s o  m e n t i o n s  t h e  p r o b l e m  o f  
i d e n t i f i c a t i o n  wh e n  i d e n t i t i e s  a r e  p r e s e n t .  H i s  a n a l y s i s  
s e e m s  t o  b e  d e f i c i e n t ,  h o w e v e r ,  b e c a u s e  h e  a s s u m e s  t h a t  
U i 2 ( z )  =  0 a n d  t h i s  i s  n o t  n e c e s s a r i l y  t h e  c a s e .
1 0 .  A N  E X T E N S I O N  O F  A T H E O R E M  O F  H A T A N A K A
H a t a n a k a  [ 1 9 7 6  , p p . 2 0 0 - 2 0 3 ]  g i v e s  a l o c a l  i d e n t i f i c a t i o n  
r e s u l t  f o r  t h e  ARARX ( 1 , 0 , 1 )  m o d e l
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B y(n) + B y(n-l) = C x(n)+u(n),u(n)+A_u(n-1)=e(n) (10.09).o 1 o 1
We note, however, that condition (II’) of Hatanaka's
theorem (p.201) is not necessary. For example, consider the
ARARX (1,0,1) model with p = q=2 and with zeros prescribed on
B , B, and C as in the following structure o 1 o
' i  V 0 k '
IIN__'PQ +
Ji i. . h 0
'l 3 
l2 4 . ,Ä(z) !(2) +
(10.10)
Below we use Hatanaka’s (p.191) definition of the integers
m^ and s^. Under the usual normalization convention, the
structure given in (10.10) is certainly identified. However
m = 1 and s^ = 2 implying that m^ + s^ = 3 ,  while the
matrix in (II’) (Hatanaka, p.201) can be of rank two at most.
In addition Hatanaka’s condition (I’) is satisfied because
C is of full rank. Hence we have demonstrated that (II’) o
can be violated for an Identified structure.
We also note that Hatanaka’s result is not directly
applicable to models having lagged exogenous variables. To
see this suppose we had CQx(n) + C^x(n-l) instead of
CQx(n) in (10.09). The former expression could be rewritten
as C x(n) where C = {C ,C_} and x(n)’ = {x(n)’,x(n-1)’}. o o o 1
Unfortunately, x(n) does not satisfy Hatanaka’s (p.200) 
condition (III) . Thus we cannot reduce a situation where 
there are lags on the exogenous variables to the unlagged one 
of (10.09).
We now show how the issues raised above may be overcome. 
The role of condition (I’) (Hatanaka, p.200), whose function 
is a little unclear in the Hatanaka analysis, is shown, and a
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more straightforward proof than Hatanaka’s is given. The • 
degrees of B(z), C(z) and A(z) are allowed to be arbitrarily 
prescribed, and conditions under which global identification 
is achieved are given. Analogous results are obtained for 
ARMAX structures. For simplicity we assume that there are 
no identities and the conditions of §3 and §8 hold .for ARMAX 
and ARARX structures respectively. We denote ARMAX and 
ARARX structures as in previous sections.
To show the simplicity of our approach we first deal with 
Hatanaka’s case.
Theorem 10 We define the ARARX model by: (i) the
degrees of B(z), C(z) and A(z) are prescribed as 1,0 and 1 
respectively.
We put N = (B ,B ,C ).o 1 o
(ii) In each row of N there are prescribed at least 
(p-1) zero elements; (iii) A^ = 1 ^ ^ ;  (iv) the diagonal 
elements of Bq are prescribed as unity.
Denote the structure S as [B (z),C (z),A (z),ft ],o o o o o
where we write B (z), etc. as B0,0 1,0 z+...+B z , etc.r, o
Put a = vec A^, aQ = vec A^ q , J^(a) = (A^0I^ ^),
If the structure S'q belongs to the faodel and satisfies
P[K(ao) ] = p , (10.15)
then it is locally identified if and only if the following 
condition holds: Cl. The rank of each submatrix of N 
obtained by taking the columns of N with prescribed zeros in 
a certain row is (p-1).
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Proof Suppose S := [B(z), C(z), A(z), ft] is another .
structure belonging to the model and observationally equivalent 
to ’Sq * By Lemma 9(ii),
[B(z) ,C(z) ] = U(z) [Bq (z) ,Cq (z) ] , A(z)U(z)=FAq (z),ft=FftQF',
(10.18)
where U(z) = B(z)B (z)  ^ and F = U(0).o
By assumption A4.(ii) we can write U(z) as 
00
U (z) = Z U . z^  for I z I £ 1
j = o 3
By (i)
(10.19)
U, B + U_ B ii o • ■ o II 0, A_U. + U_ = 0 (10.20)ll,o 2 o , o i 0,0 1 1  2
implying that “ U^B B ~1 = 01,0 0,0 and U,C = 0 .
Hence H(a)u = 0, where u = vec{U|). For S close to So
a will be close to a ,o so that H(a) will be of full column
rank by (10.15). It follows that = 0. Because
A,U. + U.., = 0 V j >1., it follows recursively that U. = 0 1 J J+l “ J
for j >_ 1. Hence U(z) must be a constant matrix for S 
close to Sq . Having reduced the identification problem to 
the classical case, it is clear that Cl. is a NSC for S 
to be locally identified. □
Corollary 1 Subject to conditions (i) - (iv) of 
Theorem 10, if
] = p (10.22)p [B. B“1 C1,0 0,0 0,0
then Cl. of Theorem 10 is a NSC for the global identification
of S . o
Proof Because U„C = 0  it follows from (10.20) that ---- •L~ 2 o , o
U- B B_1 C = 0. If (10.22) holds, then U, = 0 and1 1 ,0 0 ,0 0 , 0  1
therefore = 0 for j >_ 1 as in the proof of Theorem 10.
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The proof is now completed as for Theorem 10. D
Remark 10.1 (i) It is now clear that condition (10.15)
above, (i.e. condition (I’) of Hatanaka) ensures that the
matrix U(z) is constant for structures close to S .o
(ii) We note that by imposing the stronger condition 
(10.22), instead of (10.15), we obtain a global identification 
result, rather than the local identification one of Theorem 
10. □
Define the permutation matrix P, byd
vec(U1...,U ) = Pd vec{(U|.... U^)'}
where the U_. , 1 <_ j <_ d , are arbitrary pxp matrices. It
is easy to verify that P^ = (P^OI^^) where P^ is the 
pd*pd permutation matrix mapping the (j-l)d + l element into 
the (£-l)p+j position, 1 <_ j <_ p , !<_!<_ d. Tor example,
if p = 2, then
1 0 0 . 0  0 0
0 0 0 . 1  0 0
• • • • •
0 1 0 . 0 0 0
0 0 0 . 0  1 0
• . t • • •
0 0 1 . 0  0 0
0 0 0 . 0 0 1
For the rest of this section we suppose that the degrees 
of B(z), C(z) and A(z) are prescribed as r,s and t 
respectively. The next theorem is a generalization of 
Theorem 10.
Theorem 11 (B ,..., b , c ,...,c ). o r o s
the model by: (i) In each row of N
least (p-1) zero elements; (ii) A = I 
elements of B
o (p)
are prescribed as unity.
We define 
there are prescribed at 
; (iii) the diagonal
Denote the
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structure S by [B (z),C (z),A (z), ft ] and put o o o o o
d = max (r,s,t), a = vec(A ,...,A ),
K and K, be 
d band let 
in the same way as
the B . ; put J.(a) =3»o 1
J2 = (K^_1K^0I( }), J(a)
defined with respect to the C.
3 »°
and were defined with respect
[I( )SK21(a)K1 (o)],
= P,Jn (a)P' andd 1 d
to
: 5(a) - J-2-
H (a) = • • • •
L (K50 I (P)) - (n 0 I (p))J2
Let ao be the value of a at S0
belongs to the model and
P[H(aQ)] = p2d,
If the structure So
-AO-
then Sq is locally identified if and only if Cl. of 
Theorem 10 holds. □
The following lemma may prove useful in obtaining a 
simple expression for J(a).
Lemma 11 Let P^ be as described above. Suppose A 
is an arbitrary pxp matrix, and D is an arbitrary d*d 
block matrix with the pxp submatrices D_^_. (i,j = l,...,d). 
Then:
(i) P? d  = 1 (p2d). .
(ii) P,(A0D)P’ is a dxd block matrix with the submatrixd d
(A0D ^ ) in the (i,j)t 1^ position.
(i) follows because P, is a permutation matrix, while • a
the proof of (ii) is easy but messy and hence is omitted. □
Corollary 2 (i) Subject to conditions (i) - (iii) of
Theorem 11, if
p (k5 - k 3k^ k6) = pd, (10.24)
then Cl. of Theorem 10 is a NSC for the global identification
of S . o
If (10.24) holds, then: (ii) B (z) and C (z) are lefto o
coprime and the rank of (B , C ) is p. □r j o s , o
Co_rotlari[ 3 Put _d = min (rjt), 
H (a)
T (a)
1^ (p2d^) ’ °p2d , (d-d_) p2
Subject to the conditions of Theorem 11, if is a
regular point of T(a) and H(a) and if
p{T(aQ)} = p{H(aQ)}, (10.25)
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then Cl. of Theorem 10 is a NSC for the local identification
of S . □o
Remark 10.2 (i) Because K„(ot ), K, are block----------- 2 o 4
triangular matrices, (ao) (aQ) and may be computed
recursively without actually evaluating (aQ) and
explicitly. In addition, because K to K- are block1 o
triangular, we can speed up the calculation of H(a ) byo
taking explicit account of blocks of zeros.
(ii) Using Lemma 12, we can obtain an explicit expression 
for J(a).
(iii) Identification using Theorem 11 just involves 
checking two rank conditions. They will be easier to check 
than the 'usual criteria for determining whether left 
coprimeness holds.
(iv) Corollary 2 shows that (10.24) will in general not
be a necessary condition for Sq to be identified. This is
because (see §8) the conditions stated in Corollary 2(ii)
together with Cl. of Theorem 10 suffice to identify S .o
(v) By the obvious rewording of condition Cl. in 
Theorems 10 and 11 and in Corollary 2, we may obtain local 
identification results (global in the case of Corollary 2) 
for a single equation or a subset of equations.
(vi) For. a result,comparable to Corollary 3 see Wald
[1950, p.244, Theorem 3.3]. □
We now obtain identification results for ARMAX structures 
analogous to those obtained above. The identification will 
now be global rather than local.
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Theorem 12 Put N = (Bq ,..,B , C ,...,Cs). We 
define the ARMAX model by the following conditions: (i) In 
each row of N there are prescribed at least (p-1) zero 
elements; (ii) A^ = 1^ (iii) the diagonal elements of
Bq are prescribed as unity.
Denote the ARMAX structure S by [B (z), C (z),A (z),ft ]o o o o o
and put d = max (r,s,t) and H = (K -K0k T1K0 ,K -K_k T1K,),± d 4 l J J H O
where K , K. , K c and are defined in the same way as in3 4 b  o
Theorem 11, while and are defined with respect to
the A. in the same way as K. and K. are defined withJ ,o 3 4
respect to the B,j >°
If Sq belongs to the model and
p(H) = pd, (10.30)
then Sq is globally identified if and only if Cl. of 
Theorem 10 holds. d
Corollary 4 If (10.30) holds, then B (z), C (z) and ------------  o o
A (z) are left coprime and p(B , C , A^ ) = p. □ o r , o s , o t , o
Corollary 5 Put d_ = min(r,t). Subject to conditions
(i) - (iii) of Theorem 12, if
(pd)
P (H) ,
then Cl. of Theorem 10 is a NSC for the global identification
of S . □o
Remark 10.3 (i) Remarks 10.2 (i), (iii) to (vi) apply
equally well to the ARMAX results just obtained. □
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11. I D E N T I F I C A T I O N  W I T H  R E S P E C T  T O  A S E Q U E N C E  O F
C R I T E R I O N  F U N C T I O N S
For observations generated by a probability distribution 
which is known üp to the specification of a parameter vector, 
and which possesses a probability density function, Rothenberg 
[1971, pp.581-582 ] obtained conditions for the local 
identification of the true parameter 0^  in the presence of 
nonlinear restrictions.
Using an information inequality, Bowden [1973] 
generalized Rothenberg's results by obtaining a global 
identification condition and dispensed with the requirement 
that the probability density function of the observations 
should exist.
Although constituting a significant contribution to 
identification theory, the Rothenberg - Bowden results have 
the following shortcomings: (i) the results depend on a
knowledge of the distribution function of the observations. 
Because this information is usually not available, it would 
be preferable to have a distribution free method of 
identifying parameters of interest; (ii) there is little 
attempt to link the identification theory with common 
estimation procedures to demonstrate how the lack of 
identification affects'estimation; (lii*) there is no link 
between the results stated above and the time series 
identification results we have discussed in previous sections.
In an unpublished paper Sargan [1975] overcomes some of 
the problems raised in (i) to (iii) . Subject to 
regularity conditions analogous to those given below, Sargan 
defines the ident ifiability of a parameter (calling it
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asymptotic ident ifiability) with respect to the uniform limit 
of a sequence of criterion functions. It is the purpose of 
this- section to examine the implications of Sargan’s 
definition. In so doing we will obtain an intuitive under­
standing of results obtained more rigorously in later chapters. 
In particular Theorem 13, Application 1 and Applications 3 
and 4 introduce informally important ideas and techniques.
To estimate 0^, the true value of the unknown parameter
0, we usually choose a sequence {L (0), N >_ 1} of stochastic
criterion functions indexed by the time parameter N and
select as an estimate of 0 that value of 0 which minimizeso
L^(0) over an appropriate parameter space, 0 say. For
example, in Applications 3 and 4 we select L^(0) as
-2/N xlog of a Gaussian likelihood. If the estimation of 0q
is to be meaningful, then, at least for large samples, the
criterion function should distinguish between 0 and othero
values of 9,
Let m be the dimension of 0 and denote the permissible
parameter space by 0; 0q £ 0. We suppose that there exists
a nonstochastic function of 0, L(0) say, such that 
a . s .
L^(0) -* L(0), uniformly in 0. We now make the following
assumptions:
Bl. L(0q) <_ L (0) V.. 0 £ 0.
B2 . h(0) is an f dimensional, 0 <_ f < m, continuous
vector function of 0 £ 0. Furthermore h(0 ) = 0.o'
Definition 1 0 is observationally equivalent to 0q
if L(0) = L(0q) .
Definition 2 Subject to the restrictions h(0) = 0, we 
will say that 0 is globally identified with respect to the
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sequence of criterion functions {L>T(0)} if there is no 
other 0 ^ 0  satisfying h(0) = 0 and observationally
equivalent to 0 .
Definition 2 involves exactly the same idea as the 
definition of asymptotic identification given in Sargan [1975, 
p.8]. We prefer our own terminology as it suggests the link 
between the sequence of criterion functions that are minimized 
to obtain an estimate of 0, and the identification process.
De finit'ion 3 Subject to the restrictions h(0) = 0,
we will say that 0q is locally identified with respect to
the sequence of criterion functions {L^(0)> if there exists
a neighbourhood of 0 such that there is no other 0 ^ 0o
lying in the neighbourhood, which is observationally equivalent
to 0 and satisfies the constraints, o
To obtain an analogue of Theorem 2 of Rothenberg [1971,
p.581] we need the following additional assumption.
B3.(i) 0 is an interior point of 0.o
(ii) There exists a neighbourhood of 0, N say, such 
that h(0) is continuously differentiable for 0 £ N.
Furthermore 32 (0)/3090’ and 32L(0)/3030’ exist and are 
continuous for 0 <= N.
P
(iii) 3 2L^ ( 0 ) / 3 0 3 0 ’ -* 32L ( 0 )/ 3 0 3 0 ' , uniformly in
0 e N. Put H (0) = 3hCÖ)/30’, H = H(0^) , ‘ A(0) = 32L( 0)/3 0 3 0 ' .
A = A (0 ) . o
Theorem 13 Suppose 0q is a regular point of the 
matrix '[ A (0) 1 , H(0)’]. Given assumptions B1.-B3., (i), (ii) 
and (iii) are equivalent NSC’s for 0q to be locally identified 
in the sense of Definition 3.
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(i) p ( A ’,H1) = m
(Ü)
= m + f , where f
Put E = I, . - H '(HH')+H .
P (H)
(iii) p(EAE) = m f. □
Apptic-ation 1 This example illustrates the connection 
between estimation and local identification. The constrained 
minimization of L^(0) yields
3Ln (0)/36 + H 1(0)X = 0, h (0) = 0 (11.10)
where X is a vector of Lagrange multipliers. Because we
cannot usually solve (11.10) for 0 and X we linearize
about 0, a consistent estimate of 0 in the manner ofo
Aitchison and Silvey [1958], to obtain
8Ln (0)/30 + An (0)(§-0) + H 1(0)X = 0 
h (0) + H (0)(0-0) = 0
where 0 , X are the linearized approximate solutions
(11.11)
(11.12)
to
(11.10). We can rewrite (11.11) and (11.12) as
'9Ln (§)/30
. h<e).
(11.13)
Without loss of generality we can assume that H(0 ) is 
of full row rank. If 0q is locally identified, then 
Theorem 13(ii) implies that with a high probability the matrix 
in (11.13) will be nonsingular for N large so we can 
solve (11.13) for (0-0) and X. Conversely, if 0q is 
not locally identified then,the matrix on the left side of
(11.13) will be close to singularity for N large and it will 
be numerically unstable to solve (11.13) for (0-0) and X. □
We need the following lemma in the next application.
Lemma 12 Let E be a pxp symmetric, idempotent matrix 
of rank f (0 < f < p) and A an arbitrary pxp matrix.
Then:
(i) E(EAE)+ = (EAE)+ = (EAE)+E.
For the next two results we assume that p(E) = p(EAE).
(ii) E{I, v - (EAE)+EAE> = 0(P)
(iii) Suppose that (EAE) x = y is a consistent equation
+ +for x. Then xT = (EAE) y is the only solution of the 
equation which satisfies Ex = x. □
ApplLcatLon 2 We again illustrate the connection 
between local identification and estimation. We assume that 
H(6) is constant, i.e. “the restrictions are linear. Rather 
than use Lagrange multipliers, as was done in the previous 
application, we impose the restrictions using a symmetric 
idempotent matrix. This method of handling linear 
restrictions is used in Hannan and Terrell [1972, p.190 and 
1973 , p . 30 6].
AAssuming that the 0 defined above satisfies the 
constraints h(0) = 0, (11.12) is equivalent to E(0-0)=(0-0),
where E is defined in Theorem 13. (11.11) and (11.12) imply
that
{EAn (0)E}(0-0) = -E{8Ln (0)/30> (11.15)
Put = EA^(0)E. Assuming that H is of full row
rank and 0^  is identified, it follows from Theorem 13(iii)
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that for N large p(Q^) = P(E) with a high probability. It 
therefore follows from Lemma 12(iii) that, with probability
A Atending to 1 as N increases, 0 = 0 - QN 8LN (0)/30 is the 
unique solution to (11.15) that satisfies the linear 
restrictions. □
Using the approach taken in this section we will re­
derive the NSC’s for two ARMAX, or ARARX, structures to be 
observationally equivalent and thereby show the close link 
between the identification results of previous sections and 
common estimation practice as depicted by Application 1. 
Although the criterion functions we will work with correspond 
approximately to Gaussian likelihoods (or more precisely to 
-2/N xlog' of a Gaussian Likelihood) they are often used to 
derive estimators (see Chapter 4) irrespective of whether the 
data is Gaussian or not. The results below also do not depend 
on Normality.
It will be convenient to adopt the convention that a zero 
subscript indicates the value of a function at the true 
parameter point.
Application 3 We now consider ARMAX structures as
described by (1.10) and (1.11). Let r,s and t be
prescribed and take R^ as an arbitrarily large positive
number and as an arbitrarily small positive number.
Putting 0 = vec[BQ .....Bf , Co>...,Cg , Aq ,...,A , ß], we take
the parameter space 0 as the closure of the set 0 ,
o
where 0q is defined as follows!
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C 1 . ft is p.d. and | det ft | >_ e ^
C 2 . (i) Hell <_ R ; (ii) | det B (0) | >_ | det B(z) | > 0
f o r ’ \z\ <_ 1; I det A (z) | >_ for |z| <_ 1.
We assume that 0 G o .o o
-1 -1 ’We put ft = B (0) A(0) ftA(O)’B (0)
$(z;0) = B(0) 1A(0)A(z) ^{C(z)-B(z)B (z) (z)}o o
y(z ;6) = B(0)_1A(0)A(z)"1B(z)Bo (z)“1Ao (z)Ao (0)_1Bo (0)
and define the sequence (v(n;0), n > 1} constructively by
A(z)A(0) ^B(O)v(n;0) = B(z)y(n) - C(z)x(n)
with v(n;0) = 0 for n <_ 0 . We define the criterion 
function L (0), N >_ 1, as
N
Z
n = l
N 1 tr ft 1  v(n;0)v(n;0)’ + log det ft (11.20)
It follows from Lemmas 4.1 and 4.3 that
a . s .
Ln (0) + L(0) = tr ft"1
-  7T
$ (X;0)fx (X)$ (X;0)*dX +
+ (2u) 1 tr ft 1
- I T
Y(X;0)ft Y(X;0)*dX + log det ft
uniformly in 0 £ 0 . We will now show that L(0) >_ L(0q)
with equality holding if and only if
C(z) = B (z)B (z) 1C -(z) , A(z) = B(z)B (z) 1A (z)F, o o o o
ftQ = FftF', where F = A q (0)_1Bo (0)B (0)~ 1A(0).
This result is precisely Lemma 6(ii). We can write 
$(z;0) and H' ( z ; 0 ) respectively as
00 oo
Z $.(0)z^ and Z V . (0) z^ ,
j=o J j=o 2
the series converging for |z| <_ 1; ¥^(0) = 1^ For fixed
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0 £  0 ,
~ - l
L ( e )  > t r  fi i  v A e ) n  ^ ( e ) '  + l o g  d e t  ft > 
— . j  o  1 —j = 0  J
~  —  1  *» **
> t r  ft + l o g  d e t  ft =— o
__„  ^ _ j* „
t r  fi 2ft ft 2 -  l o g  d e t  ft 2ft ft + l o g  d e t  ft o o o
E ( X. -  l o g  X. )  + l o g  d e t  ft >_ p + l o g  d e t  ft = L( 0  ) ,  
j =!  1 1  ° o o
b e c a u s e  (X -  l o g  X) >_ 1 V X > 0 ,  w i t h  e q u a l i t y  o n l y  a t  X = 1;
t h e  X (1 <_ j <_ p)  a r e  t h e  e i g e n v a l u e s  o f  ft 2ftQft 2 . We
c an t h e r e f o r e  d e d u c e  t h a t  L ( 0 )  > L( 0  ) w i t h  e q u a l i t y  i f  and
— o
o n l y  i f
t  r ft ^
- i t
$ ( X ; 6 ) f  ^  ( X ) $  ( X; 0 ) * d X = 0 ,  ft ft and  • o
V ( z ; e ) ( P ) ’
B e c a u s e  t r  ft ^
- i t
f ( X ; 0 ) f  ( X ) $ ( X ; 0 ) *  dA
i m p l i e s  t h a t  $ ( z ; 0 )  = 0 ,  t h e  r e q u i r e d  r e s u l t  f o l l o w s .  □
A p p l i c a t i o n  4 We now c o n s i d e r  t h e  ARARX s t r u c t u r e s  
d e s c r i b e d  by ( 1 . 1 0 )  c o mb i n e d  w i t h  ( 8 . 1 0 ) .  S u p p o s e  t h e  d e g r e e s  
o f  B ( z ) ,  C ( z )  and A ( z )  a r e  p r e s c r i b e d  as  r ,  s and t  
r e s p e c t i v e l y  and l e t  R  ^ and b e  two p o s i t i v e  n u m b e r s ,
t h e  f i r s t  a r b i t r a r i l y  l a r g e  and t h e  s e c o n d  a r b i t r a r i l y  s m a l l .  
D e f i n i n g  0 as  i n  A p p l i c a t i o n  3 ,  we t a k e  t h e  p e r m i s s i b l e  
p a r a m e t e r  s p a c e  0 t o  be  t h e  c l o s u r e  o f  t h e  s e t  0 q w h i c h  i s  
d e f i n e d  b y :  • *
D l .  ft i s  p . d .  and | d e t  ft| >_
D 2 . ( i ) II 0 I <_ R^; I d e t  B ( 0 ) |  >_ | d e t  B ( z ) |  > 0 and
I d e t  A ( z ) |  > 0 f o r  | z |  <_ 1 .
We a s s u m e  t h a t  0 G 0 .o o
-1 -1 -1 ’ -1 fP u t  ft = B ( 0 )  A ( 0 )  f tA(0)  B ( 0 )  and d e f i n e  t h e
s e q u e n c e  v ( n ; 0 )  c o n s t r u c t i v e l y  by
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v(n;0) = B(0) ^A(O)  ^A ( z ) [ B ( z ) y (n )-C ( z ) x (n ) ] , n ^ 1.
We now define the criterion function L (0), N >_ 1 , as
in (11.20) above. Because an ARARX (r,s,t) structure is a
special case of an ARMAX (r+t,s+t,o) structure we can deduce
from Application 3 that 0 is observationally equivalent to
0 (in the sense of Definition 1 of this section) if and only o
if
C (z) = B(z)B (z)”1C (z), A(z)B(z)=FA (z)B (z), ß = Fft F f o o o o o
with F = A(0)B(0)B (0)_1A (0)”1 .o o
This is precisely the result of Lemma 9 (ii) . ED
12. A C O M M E N T  ON DE I STL ER [ 1976]
Deistler [1976] gives identification results for linear 
time series models under conditions that are in some respects 
weaker than the corresponding conditions which were stated in 
previous sections. We. now make three observations on 
Deistler's paper. The first two simplify some of Deistler’s 
derivations; hopefully such simplification may make Deistler's 
paper more accessible. The third observation concerns the 
realism of one of Deistler's assumptions. Throughout this 
section we use Deistler’s notation and all references are to 
Deistler unless stated otherwise.
(i) Defining D(z) and T(z) as' iit Deistler (pp.29 and 
30 respectively), D(z) and T(z) can be expressed as
00 00 
D (z) = Z D z^  , T (z) = E T.zJ , 
j=o 3 j=o 3
the expansions being valid for small z because of the non­
singularity of Aq .
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Because of the zero initial conditions (II), we can rewrite 
eqn (1) (p.27) as
n n
y(n) = Z T x(n-j) + Z D.u(n-j) (12.10)
j=o 3 j=o 3
Defining K^(n,m), Kx(n,m), Ku(n,m) (n,m >_ 0) as in Deistler 
we deduce from (12.10) that
K (n,m) = Z T K (n-j,m) 
yx j = o  J x
(12.11)
and
n m n m
K (n,m) - Z Z T.K (n-j,m-k)T; = Z Z D.K (n-j,m-k)D,’ V . 1  j x k . . j u  kJ j = o k=o J j = o k=o J
(12.12)
From assumption (IV), x(j) = 0 a.s. for 0 j < t and
Kx(t,t) is nonsingular. It follows from (12.11) above that
K Y(j,t) = T K (j ,t)+T K (j-l,t) + . . .+T K (t,t) for yx o x  x x j l x
j >_ t. We can therefore compute the T_. , j >_ 0, recursively.
Since the , as well as the second moments of the observed
variates, are now known, the left side of (12.12) above is
known and hence also the right side. We have now effectively
obtained equations (8) to (9c) (Deistler, p.34) without
having to use isomorphisms between formal matrix power
series and infinite block triangular matrices as is done in
Deistler.
(ii) We now give a substantially shorter proof of 
Deistler's Theorem 3 (p.42). Unlike Deistler’s proof, the 
proof does not require Deistler’s Lemmas 3-5. Consider 
equation 18(a) (Deistler, p.41). From Theorem 1 (p.35), 
U(z) is a polynomial matrix. Suppose deg{U(z)} = f > 0.
9Then
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z^U(z ^){zPG*(z ^)} ^{z^H*(z ^)}S ^=z^{zPG(z )^ } ^{zqH(z ^)}.
* —1Letting z -> 0 in the above equation we obtain U^G^ =
Because G* , H* are nonsingular by assumption (XIII),P q
= 0. Hence U(z) must be a constant matrix.
(iii) As shown in the previous section, identification
is closely related to estimation. With this consideration
in mind we look at Deistler’s assumptions on the second
moments of the observed variates. He assumes that the
exogenous variables are stochastic and that E(y x’) andt s
E(x x’) are known V s,t > 0. t s —
Now,even if the {x^} and {yfc} sequences tended to 
stationarity for large t, we could still not evaluate the 
abovementioned moments from a single, complete realization of 
the underlying process; xt and y^ cannot be stationary 
because of the zero initial conditions (II). This must cast 
some doubt on the usefulness of Deistler’s results for pre­
estimation identification.
13. P R O O F S
Proof of Lemma 6 (i) follows from Hannan [1971a,
equations (6) and (7)].
(ii) Sufficiency - given the conditions of (ii) we have that 
b”1(X)c2(X) =■ b"1(X)C1<-X) , B-1(X)A2(X). = .B-1(X)A1(X)F and
It is now easy to check that the conditions of
(i) hold.
Necessity - suppose the structures S ^ and are
observationally equivalent. Put U(z) =
K (z) = B (z)_1A (z), j = 
from (i) that ^(z)!^^)
1,2. Using Lemma 5 we can deduce 
_1 « K ^ z j K ^ O )"1• = and
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K2(0)^2K2(0)’ = K1 (°)^1K1 (°)' 80 that A2 (z)=U(z)A1(z)F
and = F ^ F ’, with F = K^(0) ^K^CO). Furthermore, it
follows from (i) that [B 2 ( z) , ( z) ] = U (z) [ ( z) , ( z) ] .
This completes the proof of (ii). d
Proof of Theorem 1 We first show that the model is 
identified. Suppose and S2 are two observätionally
equivalent structures belonging to the model. From 
Lemma 6 (ii)
[B2 (z) ,C2 (z ) ,A2 (z ) ] = U(z) [B1 (z) ,C]L(z) ,A1 (z)F] .
It follows from Lemma 3 and (iii) that U(z) is uni- 
modular and hence det U(z) is a nonzero constant. Because
U(z) is also lower triangular (U(z) = B 2 (z)B^(z) its
diagonal elements must be nonzero constants.
To deal with conditions (i)(a) or (i)(b) we take p = 2 
for convenience, but the proof applies to a general p. Put
(z)
U(z)
b l l (z) 0
.. ^
b 2 1 (z) b 2 2 ( z ) J
U- 01
U2 1 (Z) u2 •
•
B2 (z)
a (z) 0
L 3 (z) y(z)
We have shown that u^ and u2 are nonzero constants.
We have a(z) = u1b ^ ( z ) ,  ß(z) = u 2 1 ( b n  (z) + u 2b 2 1 ^ *  
Because deg'ß(z) <_ deg a(z) and deg b 2^(z) —  ^ 1 1 ^ Z^
it follows that u 2^(z) a constant* If (i)(a) applies, 
then u2^ is zero so that U is a constant diagonal matrix. 
It follows that U = I(p) because the diagonal elements of 
B(0) are unity. If (i)(b) applies, then U = 1^  ^ because 
B^(0) = B 2 (0) = I^p^. Therefore (i) implies that U = 1 ^ ^ .
F now equals I
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by ( Ü ) .(P)
We now show that the model is just identified.
Suppose := [B^(z) ,C^(z) ,A^(z) , ] is an arbitrary
ARMAX structure; we construct an observationally equivalent
structure belonging to the model. Let L(z) be a g.c.l.d.
of B^(z),C^(z) and A^(z). By Lemma 4 there exists a
unimodular matrix U(z) such that U(z)L(z) ^B^(z) is lower
t titriangular with the degree of its (j,j) element greater
t llthan the degree of the (i,j) element (i > j), and with 
U(0)L ( 0 ) _1 B 1 (0) = I (p). Put F = {U(0)L(0)"1A 1 (0)}"1 ,
G(z) = U(z)L(z) Then the structure
[ G ( z) { B^ ( z) , ( z) , A^ ( z) F} , F ft^F ] is ob s e rva t ional ly
equivalent to by Lemma 6(ii) and certainly belongs to
the model. □
Proof of Theorem 2A Sufficiency: Suppose S and S
are two observationally equivalent structures belonging to 
the model and furthermore S^ satisfies Cl.. By (iv) and 
Lemma 6 ( i i ) , [B ^ (z) »C^Cz^A^Cz)]= U (z)[B ^ (z ) ,C^(z), A ^ ( z ) ] and 
By (i) and Cl, U(z) must be diagonal. We can 
write the diagonal elements of U(z), u_. (z) say (1 £  j <_ p) , 
as m^(z)/n^(z) where, for each j, m^(z) and n^(z) are 
polynomials with no common roots. By (ii) , each of the 
m_.(z) and n^(z) must'be constant and* it- now follows from 
(iii) that u^ (z) = 1 for 1 £  j <_ p . Hence U = I^p ^*
Necessity: Suppose the structure S^ belongs to the
model but does not satisfy Cl.. Without loss of generality 
we suppose that the rank of the matrix having prescribed null 
elements in the first row is of rank less than (p-1).
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There exists a p*l vector polynomial m(z),
m(z)’ = (l,a(z)’) with a(z) 4 0, y = m(0)’b(0) =f 0 and
m(z-) orthogonal to the abovementioned matrix; b(z) is the
first column of B^(z). Put ( z) = [B (z) , ( z) , ( z)]
and let 6(z) be the g.c.d. of the elements of the row vector
m f (z)T^(z) with 6(0) = y. Put
R ( z )
6 ( z ) ^m ’ ( z)
. I (P-D .
Then the structure [ R ( z) {-B^  ( z) , C^ ( z)^ A^  ( z) } , ] is
observationally equivalent to and belongs to the model.
Because R(z) f I, v by construction , S, cannot be(.P; 1
identified.
Proof of Theorem 2B The proof that Cl. is a NSC for 
a structure to be identified is very similar to the proof 
given for Theorem 2A and is omitted. We now show that the
last statement in Theorem 2B holds. For p=l we consider
the ARMAX structure S^, := (1+az,1+az,1,1), a 4 0*
Clearly does not satisfy (ii) of the theorem, i.e. the
g.c.d. of (1+az, 1+az) is not unity, and no ARMAX structure 
observationally equivalent to can satisfy (ii). □
Proof of Theorem ZA Let and be two
observationally equivalent structures belonging to the model 
with satisfying conditions Cl., C2. and C3. Then, by
(iil) and Lemma 6(ii),
[B2 (z) ,C2 (z) ,A2(z) ] = U(z) [B^(z),C^(z) ,A^(z) ] ,
By Lemma 3 and Cl. U(z) must be a polynomial matrix and 
because the degrees of B^ ( z) , B2(z) , C^ ( z) ,C2 (z) ,A^(z) and A 2(z)
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are prescribed it follows from C2 . that U(z) must be a 
constant matrix. We have reduced the proof of the theorem 
to the classical case. (i), (ii) and C3. now imply that 
U = I (P> ' Hence is identified.
The proof that C3. is a NSC for a structure belonging to 
the model to be identified is straightforward and we omit it. □
The proofs of Theorems 3B and 3 ’ are very similar to 
that of Theorem 3A and will be omitted.
Proof of Theorem 4 Sufficiency: Suppose that S^
and S^ are two observationally equivalent structures 
belonging to the model with S^ satisfying Cl. and C2..
It follows from (iv), Cl. and Lemma 6(ii) that
[B2 (z ) ,C2 (z ) ,A2 (z ) ]=U[B ^ (z) ,C^(z) ,A1 (z)F]
with U a constant matrix. From (iii), F = U ^ . Hence
K_ ( z) = K (z)u""1 so that K! 0 = VK \ _ , j > 0, where  ^ 1 „ 3 »^  J»1
- 11V = U . (i), (ii) and C2. now imply that V = 1^ The
required result follows.
The proof of necessity is easy and is omitted. D
Proof of Theorem 5 Suppose S^, S2 are observationally 
equivalent structures belonging to the model with S^ 
satisfying Cl. to C4.. As in the proof of Theorem 4 we can 
show that
[B2 (z ) ,C2 (z ) ,A2 (z ) ] = U[B1 (z),C1 (z),A1 (z)U 1 ]
with U a constant matrix. Hence A2 (z)U = UA^(z). We
now show that one, and only one, element in each row of U is 
non-zero; because U is nonsingular, at least one non-zero 
element exists in each row of U. Let the j*1*1 diagonal
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elements of A (z) and A (z) be af^(z) and af^(z) ^ J 3
respectively. The first row of A^Cz)!! equals the first 
row of UA^(z) so that
{ a ^ ( z ) u 11, . . ; , a ^ ( z ) u ]Lp} = {u11a ^ ( z ) , . . . , u lpa ^ ( z ) } .
Suppose two (or more) elements in the first row of U 
are non-zero; we take them to be u ^  and u ^  for 
convenience. Then a^^(z) = a|^(z) and a^^(z) = a ^ ^  (z)
so that a^^(z) = a ^ ^  (z) , contradicting C3 . Hence there 
can only be one non-zero element in the first row of U and 
we can similarly show that this is true of all other rows as 
well. (i), (ii) and C4.. now imply that U = D
Proof of Lemma 7
A0B = - (a_0b.,...,a,0b ,...,a 0b-,....a 0b )1 1 1 q n 1 n q
and
(B0A)’ = (8-0a-,...,ß-0a ,...,8 0 a-,...,ß 0a ). (13.10)1 ±  ± m  p i  p m
Hence,
h(p,m)(A0B) = (b,0a-,...,b 0a. ,. . . ,b-0a ,...,b 0a )1 1  q 1 I n  q n
= (a10ß-,...,a 0ß1 ,...,a-0ß ,...,a 0ß ) ’1 1 m 1 1 p m p
Hence
L(q,n){L(p,m) (A0B) } ’ = (3 0a ,3 0a .... ß 0a. ..... 3 0a )± 1  i m  p i  p m
= (B0A)1 by (13.10)
The result follows. □
. -- * /
Proof of Theorem 6 (a) Suppose the structure Sq belongs
to the model, satisfies conditions Cl. to C3., but is not
locally identified. Then there exists a sequence of structures,
(S :=[B (z),C (z),A (z),ft ], n > 1; S =}= S Y n >  1}, that n n n n n — n 1 o —
are observationally equivalent to Sq , belong to the model, 
and converge to S . For n >_ 0 let A, 6, a, u , 0 take the
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v a l u e s  A , 6 , a , w , 0 a t  S = S . As i n  t h e  p r o o f  o fn n n n n n
T h e o r e m  4 ,  we c a n  s how t h a t  ( i ) ,  C l .  a n d  C2 i m p l y  t h a t
[B ( z ) , C  ( z ) , A ( z ) ]  = U [B ( z ) , C ( z ) , A ( z ) u “ 1 ] ,  n > 1 n n n n o o o n —
w h e r e  U = B ( 0 ) B  ( 0 )  n n o
- 1 T h e r e f o r e  A -  A n o (U . ) A  ,n ( p )  o ’
Aj . n - A3 , o  ■ ( v i ( p ) )Ai . o D; 1 - AJ , o D; 1 < v i ( p ) ) * >j - 1 ...........*•
“ < V I ( p ) > ° o ^  + a o ^ n 1
P u t  u n -  v e c ( U n - I ( ) ) ,  P "  -  ( t n » 0 « ( p ) ) + <1 ( p ) M o > L -
U 1 ' a ’ 0 I f  ■n l , o  ( p )
U 1 ? A ' 0 If .n t , o  ( p )
If s 0A- U 1 ( p )  l , o  n
If v 0A U ( p )  t , o  n
- 1
w h e r e  t h e  p e r m u t a t i o n  m a t r i x  L wa s  d e f i n e d  i n  t h e  s t a t e m e n t  
o f  t h e  t h e o r e m .
B e c a u s e  S 4= S V n > 1 ,  u = f O V n > l .n 1 o — n 1 —
f r o m  t h e  a b o v e  t h a t
We c a n  o b t a i n
6 - 6  = J . u  , a -  a = P^ u  , co -u> = P ^ u  , n > 1 ( 1 3 . 1 5 )n o 6 n n o l n  n o  2 n —
w i t h  e v a l u a t e d  a t  S . B e c a u s e  S a n d  S s a t i s f yo o o n
t h e  c o n s t r a i n t s  xp ( 0 )  = 0 ,  we h a v e  t h a t
0 = t ( e  ) - t ( e  ) = ' i U i - S J + v U a - a J + f U ü i - U i )n o o n o a n o c o n o
w h e r e  a n d  a r e  s y m b o l i c  d e r i v a t i v e s  e v a l u a t e d6 a a)
a t  ©J ,  w i t h  e a c h  r ow o f  [ ¥ * ,  e v a l u a t e d  a t  a p o s s i b l yN o a u)
d i f f e r e n t  v a l u e  o f  0^  a n d  w i t h  II6 ^ -  6 II < II0 -  0 II .N n o — n o
S u b s t i t u t i n g  i n  f r o m  ( 1 3 . 1 5 )  a n d  p u t t i n g  v ^  = u n / Hu  II, n >_ 1 ,
we o b t a i n
+  y + p ?  +  ' f+ p ! J ] v  = o6 6 a 1 a) 2 n
B e c a u s e  t h e  s e q u e n c e  ( v  , n  > 1)  l i e s  on  a c o m p a c t  s e t ,  i tn —
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it has a convergent subsequence v^m (n) n ;L 1) • Put
lim v , v (11 v I = 1). Then, n nUn j
0 = lim [Y*J + y + *+P™(n>]vn 6 o a 1 oj 2 m(n)
- < V 4 + ’.Ja + 2V no81(p))]V’
where we have used
¥ (I, )L = Y L(I , N0ft )L (by the symmetry of YOü ( p ) o  ( J Ü  (p) o ' v J
with respect to w)
Y (fi ©I, x)W O (p)
by Lemma 7. Because v 4= 0 , G(0 ) cannot be of rank p .■ o
(b) The proof uses a technique of Rothenberg [1971,p.580]
If G(*) is regular at S and has less than full column ranko
there, then there exists a neighbourhood of Sq , N say, and 
a vector, function c(0) defined on N, so that
G(0)c(0) = 0 ,  0 e N (13.20)
If SI is sufficiently small, then V S £ S I ,  
det A(z) 0 9 |z| <_ 1 1 and det B(z) =j= 0 for lz l i 1; it
also follows (Deistler, Dunsmuir and Hannan [1977, Theorem 3]) 
that Cl. and C2. are satisfied. /
Choosing N smali we put ß . = vec B ., 3 3 Yk = vec C
and a = vec A ;X X 0 1 3 1
ou < k < s and ! £ £ <_ t
now define the curve (0(x), x >_ 0} in N by:
dß.(x)/dx = {Bl(x) 01 , v }c (0;x ), 0 < j < r 3 3 vp; — —
dy_.(x)/dx = {Cj(x)0I.^ j}c(0;x), 0 <_ j £ s 
da. (x)/dx = [{A_j($0I^}-{I^eA (x)}]c(0;x),
1 I 3 1 t; Aq (x ) = I(p) 
da)(x)/dx = [ { Cl (x) 01  ^} + { I ^  ^8ft (x) }L ] c ( 0 ; x)
with 0(0) = 0 . Denote S by S for 0 = 0(x). We nowo x
- 6 1 -
s h o w t h a t  t h e  s t r u c t u r e s  S ( x  > 0 a n d  s m a l l )  a r ex
o b s e r v a t i o n a l l y  e q u i v a l e n t  t o  Sq a n d  s a t i s f y  t h e  r e s t r i c t i o n s  
xp (0) -  = 0 .  F i r s t  we d e a l  w i t h  o b s e r v a t i o n a l  e q u i v a l e n c e .
F o r  x > 0
dB ( x )  ^ B . ( x ) / d x  = B ( x )  ^ d B . ( x ) / d x - B  ( x )  ^dB ( x ) / d x B  ( x )  ^ B . ( x ) .o j  o j  o o o j
H e n c e
v e c  d BQ( x )  ^B^ . ( x ) / d x = {  I  8 Bq ( x )  ^ } { B ( x)  * 81  ^   ^ } c{ 0 ( x )  , x} -  
-  [B ( x ) , Bo ( x ) " 1 8Bo ( x ) _ 1 ] { B o ( x ) ’ 8 I ( p ) } c { 0 ( x ) ; x >  = 0 
s o  t h a t
B ( x ) _ 1 B , ( x ) - B  ( 0 ) “ 1 B , ( 0 ) ,  i . e .  B . ( x )  =11 B ( 0 )  , j = 0 , . . . , r ;
°  J °  J J X 3
Ux = Bo ( x ) B o ( 0 )  We c a n  s i m i l a r l y  s how t h a t
C . ( x ) = U  G . ( 0 )  , A. ( x ) = U A. ( 0 )  U ^ a n d  ft = U ft U ’ f o r  j  x j  k  x k x x x o x
j  = 0 , . . . , s a n d  k = l , . . . , t .  By Lemma 6 ( i i )  , t h e  s t r u c t u r e s
S ( x  > 0)  a r e  o b s e r v a t i o n a l l y  e q u i v a l e n t  t o  S . x o
U s i n g  Lemma 7 i t  i s  e a s y  t o  c h e c k  t h a t  f o r  x > 0 
d ^ { 6 ( x ) } / d x  = G{6 ( x ) } c { 0 ( x ) , x }
s o  t h a t  di|j {0 ( x )  } / d x  = 0 b y  ( 1 3 . 2 0 ) .  H e n c e  ip i s  c o n s t a n t  
a l o n g  t h e  c u r v e .  B e c a u s e  t h e  c u r v e  p a s s e s  t h r o u g h  Sq we 
h a v e  t h u s  s h o wn  t h a t  f o r  x s m a l l  a n d  p o s i t i v e  t h e  s t r u c t u r e s  
Sx b e l o n g  t o  M'  a n d  a r e  o b s e r v a t i o n a l l y  e q u i v a l e n t  t o  Sq .
I t  f o l l o w s  t h a t  Sq c a n n o t  b e  l o c a l l y  i d e n t i f i e d .
( c )  I f  t h e  c o n d i t i o n s  i n  ( c )  h o l d ,  t h e n  G( 0 )  d e p e n d s  
o n l y  on  Sq a n d  t h e  d e s i r e d  r e s u l t  f o l l o w s  r e a d i l y  f r o m  t h e  
p r o o f s  o f  ( a )  a n d  ( b ) . □
P r o o f  o f  Lemma 10 P u t  $ ( z )  = - B 2 2 ( z ) ” 1 B2 1 ( z ) ,
= - B 0 ( z )  1 C0 ( z )  a n d  l e t  f  ( A ) ,  f  (A) b e22 2 y . * y , xY ( z )
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respect ively the spectral density of y^ and the cross- 
spectral density of y^ and x. We immediately obtain that
B ( z •) '
= B ( z )
X(P)
9
C ( z )
• • • • = C(z) + B(z)
f \0
o $ (z)^ J
o
V ( z )
\ ' y
Putting D(z) = B(z) ^C(z) and G(z) = B(z) ^A^^(z) 
follows from (9.10) that
(13.25)
it
fy D(X)f (X), f (X)x y 1 D(X)f D(X)* + G(X)J! G(X)*.
Therefore, given the second moments of the observed 
variates, we can obtain D(\) and G(X)ft^G(A)* (A£[-tt,tt]) 
uniquely.
Let { B (z) , C_. ( z) } , j = 1,2, denote (B(z),C(z)} at the 
structures and respectively. We now give two sets
of NSC’s for the structures and to be observationally
equivalent. The first set of conditions (NSC1.) follows 
directly from above, while the second set (NSC2.) follows from 
the first by an application of Lemma 5; for a closely related 
result see how Lemma 6(i) is shown to be equivalent to 
Lemma 6(ii) .
NS Cl. B~1(X)C2(X) = B~1(X)C1(X) and
5ilA11.2(X>8ll,2All,2<X>*5I1(X>*-5IlAll.l(X)nil.lAll,l(X)*5I1(X)*
for X £[-tt , it ] .
NSC2. [B2(z),C2(z),A 2(z)] =
= U(z) [B1(z) ,C1(z) ,Ä1:L 1(z )F] V z 
and 1 = F 2F ' * w^ere U(z) = B2(z)B^(z)  ^ and F
is a constant (p^xp^) matrix.
Put U (z) = B2(z)B1(z ) From (13.25)
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, . -1
B2(z)'
, v -1
’B1(z)>
V z>
0
= B1 ( z )
--
-
O
 
• • •
so that
l(Pl}
U(z)'
U(z) •  •  •  • •  •  •  •
0
V .  > 0
Suppose that and are observationally
equivalent. Then, by NSC2 . , [C2 (z),A^ 2 (z)] =
(13.26)
= Ü(z) [ C1 (z) , Ai:l 1(z )F], so that
using (13.25) and (13.26). Therefore = UC^ because
= UB^._ We can similarly show that
Therefore the conditions of Lemma 10 hold. Conversely, 
if the conditions of Lemma 10 hold, then by reversing the 
arguments above we can show that NSC2. holds. □
Proof of Theorem 11 As in the proof of Theorem 10 ,if 
S : = [B (z) , C (z) ,A (z) ,ft] is an ARARX structure which is 
observationally equivalent to Sq , then (10.18) holds and 
U(z) can be expanded as in (10.19). If S belongs to the 
model, then
K1(a)G1+K2(a)G2 = 0, F ^ + F ^  = 0
where G^ = (U£,...,UJ),G* = (U^+ 1 ,
F1K5+F2K6 = 0
U2d) ,Fj = (U(j-l)d+l’ • ’ ,Ujd^
for j 1. Hence >
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{I(p)0K21(o)K1(a)}g1+g2 = 0, {K41 'K'8I(p)}f1 + f2 = 0 : ■ 
and tK50I(p)}fl + {K60I(p)}f2 = °>
where f. = vec F. (i > 1) and g. = vec G. (j=l,2).
3 3 ~  3 3
Eliminating g^ and g2 by using g1 = P^f , g2 = P^f2 
we obtain that H(a)f^ = 0. As in the proof of Theorem 10,
f^ = 0 for S close to Sq and we can then recursively show 
that f^  = 0 for j > 1. This again reduces us to the 
classical identification situation. □
Proof of Corollary 2 - We use the notation of the proof
of Theorem 11. (i) We know from the proof of Theorem 11 that
(K^-K^K^^K^) = 0, so if (10.24) holds, then F^ = 0 for all
structures S belonging to the model and observationally
equivalent to S^. The rest of the proof proceeds as for
Theorem 11. Global, rather than local, identification is
obtained because the matrix (K_-K„K.^K-) depends on S only.5 3 4 6 o
(ii) Let U(z) be a g.c.l.d. of B (z) and C (z) ando o
V (z) = U (z) 1 = Z V.z3
j=o 3
z <1.
Let [B(z), C(z)] = V(z)[B (z),C (z)] ; B(z) and C(z) areo o
matrix polynomials. Let g be the maximum degree of
B (z), C (z),B(z) and C(z). Then o o
and
V.,- B +. . .+V. - , B, = 0, j > gj+1 o,o j+l-d d,o > j _ &
V _ C +...+V, - , C , = 0 > j > 8»j+1 o,o j+l-d d,o » j _ &
As in the proof of Theorem 11 we can now show that
Vj = 0 for j >_ g+1 if (10.24) holds. Hence V(z) is a
matrix polynomial so that U(z) is a unimodular matrix;
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i.e. B (z) and C (z) are left coprime. We now show that o o
the rank of (B , C ) is p. Suppose U(B ,C ) = 0 r j o s y o r , o s , o
where U is a constant matrix. Put [B(z),C(z)] =
= (I ^ ^+Uz ) [ Bq (z) , Cq (z ) .] . Then, because deg B(z)<^deg Bq (z)
and deg C(z) < deg C (z), it can be shown as in (i) that U = 0 — o -
if (10.24) holds. Hence (B ,C ) is of rank p. □r , o s , o
Proof of Corollary 3 We use the same notation as in 
the proof of Theorem 11. To be specific we suppose that 
d_ = t . From the proof of.Theorem 11 we know that 
H(a)f^ = 0. Hence, if (10.25) holds, then in a small 
neighbourhood of Sq , T(a)f^ = 0  so that U_. = 0 for j=l...,r. 
Because
A U. + A ,U.,-+...+ Ü. r j r-1 3+1 3+r
we can show that j 0 for j > 1 .
follows that of Theorem 10.
0 (j 1 1)
The rest of the proof
Proof of Theorem 13 It follows from Lemma 3.9 and its
proof that each of (i) and (ii) are NSCTs for 6 to be
o
locally identified. We now show that (i) ^^(iii). For 
any vector x ^
Ex = x ^  Hx = 0 (13.30)
If (iii) does not hold, then there exists an x =[ 0 such that 
Ex = x and x ’EAEx = 0.. so that x ' Axt = 0 and hence 
Ax = 0. From (13.30),(i) cannot hold. Conversely, if (i) 
does not hold, then there exists an x 0 such that Ax = 0 
and Hx = 0. Hence Ex = x (by (13.30)) and x ’EAEx = 0
so that (iii) does not hold. □
Proof of Lemma 12 (i) There exists an orthogonal (pxp)
matrix M such that (Rao[1973, p.20 and p.28])
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MEM’ =
Put B = MAM’ and partition B as
with B ^  fxf. We note that for an arbitrary matrix A and 
an orthogonal M, (MAM’)"1" = MA+M ’
ME(EAE)+M * = MEM’ (MEM’MAM *MEM’)+ =
similarly
M(EAE)+M ’
Therefore E(EAE)+ 
(EAE)+E = (EAE)+ .
(ii) If p(E)
0 0
i j
(EAE)+. We can similarly show that
p(EAE), then B ^  is nonsingular and
(ii) follows easily.
(iii) Put Q = EAE. A general solution to the equation 
is (Rao [1973, p.25, (ii)(d)])
x = xT+(I^p^ - Q Q)n where n is arbitrary. If 
Ex = x, then we deduce that E(I^^ - Q+Q)n = (I^^-Q+Q)q .
Hence (I^^-Q+Q)n = 0 by (ii). D
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CHAPTER 3
ASYMPTOTIC PROPERTIES OF TIME DOMAIN GAUSSIAN
ESTIMATORS
1. INTRODUCTION
In this chapter we obtain parameter estimates by 
maximizing a particular approximation to a Gaussian Likelihood. 
In obtaining the asymptotic properties of the estimates, 
however, we will no t require the observations to be Normally 
distributed. Following Whittle [1962] we call estimates so 
obtained Gaussian Estimates in order to distinguish them from 
Maximum Likelihood Estimates. The two coincide if the 
observations are Normally distributed. We note that our use 
of the term Gaussian Estimates slightly extends Whittle’s 
usage of it.
Let be the true value of the parameter 0. We
consider models of the form
v (n ; 0 ) = e (n) , n o 1,2 (1.10)
where (e(n), F , n >_ 1) is a sequence of stationary, square- 
integrable, martingale differences with E{e (n)e(n) ’ |F^_^} = ftQ . 
ftQ is assumed to be a constant nonsingular matrix and v(n;0) 
is a nonlinear vector function of the observations and the
parameter 0. We obtain estimates of 0q and ftQ by 
minimizing the criterion function
LN (0,ft) = % log det ft +htr ft ^{n  ^ Z v (n ; 0 ) v (n ; 0) ’ } (1.11)
n = l
over all 0 lying in a compact set and satisfying nonlinear 
restrictions of the form h(0) = 0, and over all positive 
definite matrices ft. If the e(n) are independent and 
Normally distributed, then exp{-NxLN(0 ,ft)} is the likelihood
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for vec{e(1) ,. . . ,e (N) } . This observation, together with 
(1.10), provides the motivation for using (1.11). The way 
in which (1.11) is an approximation to a Gaussian Likelihood 
and the reason for using this approximation are given below.
Subject to the assumptions stated below, we prove the
strong consistency and asymptotic Normality of the Gaussian
Estimator of 0^, as well as the strong consistency of the
Gaussian Estimator of ft .o
The Normal Equations will usually be highly nonlinear so 
that their closed form solution is unlikely to exist. Because 
of this, we give a Gauss-Newton type algorithm and show that, 
with probability tending to 1 as the sample size increases, 
the iterates converge to the Gaussian Estimator if the iteration 
is initialized by a consistent estimator. In addition, we show 
that the iterates are consistent and have the same asymptotic 
distribution as the Gaussian Estimator.
In the next chapter our results are applied to the vector 
linear time series model
r oo oo
E B (6 )y(n-j) = Z C.(0 )x(n-j) + Z A.(0 )e(n-j) n=0,±l,.. • 1 o , j o , 3 03=0 J j=o J j=o J
(1 .12)
Bo(9) = ^p)* V 6> (p T The exogenous variables
(x(n), n = 0 ,±1 ,... } are assumed to be independent of the e(n). 00 - .
If, for |z| <_ 1, Z A.(0)z^ is a nonsingular and analytic
j = o 3
function of z and we put
Z A.(0)zj
u-° 3
1 - x D (e)zj,
j = o J
then (1 .12) can be rewritten as (1 .10) with
OO * •£ 00
= Z D (0) i Z B (e)y(n-j-k) - Z C (e)x(n-j-k)
k-o  ^j = o  ^ j - o •*
v (n ; 0 )
-69 —
Our results have a much wider application than (1.12), however, 
and apply to general nonlinear models. 1
‘We now briefly discuss the way in which {-NxL^(0,ft)} is 
an approximation -to the log of a Gaussian Likelihood. Consider 
the scalar first order AR process
y(n)= 0 y(n-l) + e(n) n = 1,...,N (1.15)
where | 0|< 1. Put y^ = {y (1),..., y (N)} , T  ^= E(yNy^)- 
If (y(n)} is stationary and Gaussian, then -N ^log-likeli- 
hood of y.T is
(2N)'1 log det rN + (2N)"1y^r^1 yN (1.16)
If we put v(n;0) = y(n) - 0y(n-l) and if y(o) is known, 
then L^ (0,ft) is given by (1.11). It is easy to see that
(1.11) and (1.16) are not the same. The reason for using
(1.11) rather than the exact log-likelihood is that the former
will usually be much easier to work with. For example, for 
the model (1.15),- the presence of the matrix makes (1.16)
a more complicated function of 0 than L^ (0,fi).
Under certain circumstances exp{-N*L„(0,fi)} will beN
exactly a Gaussian Likelihood; e.g. for the model (1.15) with 
y(o) a known constant and the e(n) independent and Normal.
Our results may be considered as a generalization of the 
results given .in Jennri-eh [1969 ] who considered the scalar 
model
y(n) = f (n; 0 ) + u(n) n = 1,2,...o
where the u(n) are independent and identically distributed 
residuals with zero mean and finite variance a2 > 0. The 
f(n;0) are known continuous nonstochastic functions on a
* See the comment on p.135 concerning the application of the 
theory in this chapter to the model (1.12).
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compact subset 0 of Euclidean space. Jennrich proved the 
consistency and asymptotic Normality of the Gaussian 
estimator of 0q and the strong consistency of the Gaussian 
Es timator of a2.
Hannan [1971b] generalized Jennrich, in a direction 
different from ours, by permitting u(n) to be a stationary 
residual and, for a frequency domain criterion function, 
obtained the asymptotic properties of the Gaussian Estimator 
of 0 . Robinson [1972a] generalized Hannan’s analysis to the 
multivariate case.
The chapter is structured as follows: §2 contains the
assumptions on which subsequent analysis is based, §3 contains 
the results, while all proofs are placed in §4.
2. A S S U M P T I O N S
The underlying probability space is taken as ($,F,P) 
with # having typical element m.
A1. {e(n), F , n >_ 0} is a p dimensional sequence of
stationary, square-integrable, martingale differences
satisfying E{ e (n) e (n) ’ I F -} = ft h > 1-, where ft is an-i o — o
constant nonsingular matrix.
A2. 0, the space of permissible parameter points, is
a compact subset of m dimensional Euclidean space. 0 , 
the true parameter point, belongs to 0.
A3. {v(n);0), n >_ 1} is a p dimensional sequence of
random variables depending on the parameter 0 such that:
(i) v (n; 0 ) = e(n) Vn > 1 and V 0, 0, *= 0,o — -r
(v(n;6) - v(n;0+)} is F^_^ measurable.
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Put V0) N  ^ E v (n ; 0 ) v (n ; 0 ) 1 . n = 1 (2 .10)
(ii) a.s., and uniformly in 0 ^ 0 ,  £2^T(0) converges to 
a nonstochastic finite limit, £2(0) say.
-1 N(iii) a.s.; and uniformly in 0 £ 0, N E v ( n ; 0)e(n)’
n= 1
converges to a nonstochastic, finite, limit.
(iv) V n 1 and a.s. v (n; 0) is a continuous function
of 0 for 0 ^ 0 .
w  a > 0 put U = (0 :ll0 — 0 I! < ct). v a o —
A4.(i) 0q is an interior point of 0 . J  > 0 such
that U C 0 and V  n >_ 1, and almost surely, v(n;0) is 
al
twice differentiable with respect to 0, with continuous first 
and second partial derivatives for 0 £ U
“ l
Put V (n; 0) = (3/30')v(n;0) (n;0) = (3/30 )V(n;0),
V (n) = V(n;0Q ) and W (j)(n) = W (j)(n;0Q ) (j = l,...,m).
(ii) H " 1 X vi1 1  e ( n ) ’ and n ' 1 l 3v(n;9) 3 ^ 1 6 ).'.
n=.l i n=l i j
converge in probability, uniformly in 6 ^ Ua , to finite
1
nonstochastic limits; (i ,j=1,...,m ) .
-i N -i pPut lim N X V (n ) ' S2 V(n) -N , On = 1
(2.15)
n-1 t 92v (n; 6) , , „-1 !? 92v(n;0) 32v(n;0)'( i i i )  N  z , 3 e , 3 e ,  e ( n )  a n d  N  ^ a e . a e  T e T a ^n = l i j n = 1 l j k 1
converge in probability, uniformly in 0 £ U » t o  finite
“i
-h
(i, j,k, £ = 1,..
N
1 E V (n) •£j‘1e(n)
n = l o
N-1 E E(Hv(n)»
n= 1
<  00
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A6.(i) For 0 ^ 0 ,  b(0) is an f dimensional, (0 <_ f < m) 
continuous vector function of 0. In addition h ( 0 ). = 0.
. . (ii) h(0) has .continuous1 first and second partial
derivatives for- 0 £ U
al
Put H(0) = (3/30’)h(0), H = H ( 0 )
0^ = o n (h(0) = o}.
(iii) H has rank f
(iv) The matrix
and define 0, h as
is nonsingular.
(v) If 0 G 0^ and ft(0) = ft(0Q), then 0 = 0q. □
Remark 2.1 (i) It follows from A3.(i) and A4.(i) that
(3/30_^)v(n;0) and (32/30^30^.)v(n;0) are measurable
for 0 U
°i
(ii) In practice 0q is unknown so that we will have 
to check assumptions A4-, and A6. for each point in a subset 
of 0, 0’ say, in which we think that 0q is likely to lie.
(iii) For models of the type (1.12), the requirement that 
the e(n) are martingale differences is quite a natural one 
as then the best predictor of y(n) given the past, i.e. 
E( y ( n ) | F  ^), will be the best linear predictor,both in a 
least squares sense. For a further discussion of this point 
see Hannan and Heyde [1972, p.2059].
3. RESULTS
Instead of working with the criterion function (1.11) we 
can concentrate ft out to obtain the criterion function
*N (e) = i  log det n N (0)
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where ft (0) is defined in (2.10). Below we take £^(0) as
Athe criterion function to be minimized. If 0XT minimizesN
Ü, (0) , then we take as the Gaussian Estimate of ftQ .
This is justified by the following lemma.
Lemma 1 L (0,ft) >_ £ (0) + hp with equality if and only
if ft = ftXT(0) . □N
For N large, and almost surely, £^(0) will be well defined 
because, by Lemma 3, ft (0) will then be positive definite.
We first obtain a strong consistency result.
Theorem 1 Suppose assumptions A1.-A3. and A6.(i), (v) •
hold. Then,
A A(i) a.s. 3  a 0XT such that 0„ minimizes £„(0) for, ** N N N
0 £ 0, . For each N, choosing one such 0_T, we have: n N
(ii) 1 im 8„ = 0 a.s. and 1 im.TftXT (0 „) = ft a.s. □N N  o N N  N o
Let ( * 2 = 2 'a  ^ and for each N >_ 1 put
A N =(“ : ®N e % >  (3-09)
/VWe know from Theorem 1 that lim P(A„) = 1. Because 0„N N N
minimizes £ _- (0) we know that for oo £ A„ there exists an f N N
A
dimensional vector of Lagrange Multipliers, X^(w), such that
 ^^ N ^ ^ 
90 + H'(5N>>N
h(V
0
0
(3.10)
(3.11)
We put XN (m) equal to zero for m £ A . N (3.10) and
(3.11) are called the Normal Equations.
-i N  - iPut An (0)= N I V(n;0) 'J2Nx(e)V(n;6) ,Jn (6)
n -1
fA„(6) • H ’(6)l 
H(e) . o
(3.12)
M e>= V 9>-1 Am O )
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. 0 >
0 * 0
•Vs) x. J A . H' 
H * 0
.-1 J11 . J12
,21 * ,22 J • J
> $
J11 . 0
* 22 0 -J
and L = I ^ - H '  (HH ' ) 1H(3.15)
Put t ’ = ( 0 ' , X ' ) (N > 1), t ' = (O',O'). We now comeN N N — o o
to the central limit theorem.
Theorem 2 Suppose assumptions A1.-A6. hold. Then,
iimN N 2(t n -t o) = N(0,}) and $n O n) ■> t a.s. □
Remark 3.1 (i) By the proof of Theorem 2 is a
strongly consistent estimate of $ .
(ii) , It follows from Theorem 2 and Lemma 5 of 54 that
k ~ ^ +N 2(eN-0o)+ W[0,(LAL) ]. □
A natural way of obtaining the Gaussian Estimate of 0q
would be to solve the Normal Equations (3.10) and (3.11).
In practice, however, these equations are likely to be highly
nonlinear so that their closed form solution may not exist.
Because of this, it will often prove useful to re-express the
problem - of solving the Normal Equations - in a fixed point
framework and iterate to the solution, beginning with apriori
given initial values of 0 and X. Put k„(0)=(3/30')£„(0)N N
(0 £ U ) and define the iteration scheme by a- • —  •
TNj+1)= TNj)_ JN1(6Nj))V TNj)) (J i  0) (3-20)
TNj)= (0Nj) ' ,XN3) > T’ = <e'>X'> and
Kn (t ) = [{kN(0)+H'(e)X}’, h (6)>]’; (3.21)
is given prior to the commencement of the iteration. 
(3.20) may be written in the following, simpler, form
T(j+1)N
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* > j rk N ( e )  1= - J (0 ) \ ^N ^  N ;0  J U ( 0 )  J
. Theorem 3 There exists an a ’ > 0 (a' <
(j)N
)
(j 1 0)
such that:
(i) In the set U , x (X : I X H < a ’ ) , t _ T is, witha ’ — * N
probability tending to 1 as N -* 00, the unique solution to
the Normal Equations.
(ii) If T]sj0  ^ e U , x(X : IIX H <_ a ’), then, with probability
(i) atending to 1 as N -»■«>, the iterate converges to asN N
j + 00. □
Remark 3.2 (i) The algorithm (3.20) is motivated by the
Gauss-Newton algorithm (see 5 .§2) and the iteration scheme 
given in Aitchison and Silvey [1958, p.827]. It is clear 
that if there were no restrictions, then (3.20) would be 
exactly the Gauss-Newton iteration scheme.
(ii) By assumptions A4.(ii) and A6 .(iv) and equation
(2.15), J^(0) will be-nonsingular, with probability tending
to 1 as N -> 00, for 0 close to 0 . Hence the algorithmo
given in (3.20) will be well defined if the 0^*^ are close to
0 . □ o
The next theorem deals with the asymptotic properties of
J
the iterates , (j >_ 1) , when the iteration scheme (3.20)
(o)
Nis initialized by t 'w/, where ' = (0 '^J/ , O ’) and 0
(o) ’ 
N
(o) ’ 
N
(o)
N
is a consistent estimator of 0 .o
Theorem 4 Suppose that for the iteration scheme (3.20) 
we put = (e^ T0) , O ’) .
(i) If 0^°^-> 0q p, then, with probability tending to 1
as N 00, lim tn(j) N*
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(ii) If, in addition, N ^ C G ^ - G q ) = 0 (1), then 
N^(T^j)- tq) ■> N(0,$) for j > 1. □
Corollary 1 If we replace convergence in probability by
almost sure convergence in assumptions A4.(ii) and A4.(iii) and
we also have that 0 a.s. in Theorem 4(i) , then we canN o
replace the words "with probability tending to 1 as. N -> °°" by 
"almost surely for N large" in Theorem 3 and Theorem 4(i). □
Remark 3.3 (i) Corollary 1 generalizes Theorem 8 in
Jennrich [1969].
(ii) Subject to the assumptions in Theorem 4 and Corollary
l,the iterates 0^^ are consistent and asymptotically as
efficient as the Gaussian Estimate 0^. Thus, to simplify
the computation, we may prefer to choose as the estimate of
(i)0 ,6 ,for.some small positive j, rather than iterate to
convergence. Whether we do so or not will depend on the 
size of N and the class of models we are considering.
(iii) We show in § §2 and 3 of Chapter 5 that the Gauss- 
Newton iterates are easy to obtain once we have subroutines to 
compute v(n;0) and V(n;0). This is especially so when 0 
is unrestricted or the restrictions can be substituted out. □
For some problems assumptions A5.(i) and A6.(iv) may be 
quite difficult to check from first principles. Because of 
this the following simple sufficient conditions may prove 
useful in applications.
Put
£(0) = y log det fl(0) V 0 G 0 (3.24)
It follows from the proof of Theorem 1 that £..(0) -* £(0) a.s. 
for 0 G Q. We now make the following additional assumption:
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A7 . 8q is a regular point of the matrix
[ ( 8 2 / 3 0 3 0 ’ ) £ ( 0 ) , H(0)’]f, i.e. the matrix has constant rank 
in some neighbourhood of 0 .
This assumption involves little loss in generality because 
(Fisher [1966, p.166, Theorem 5.A.2]) the set of nonregular 
points has Lebesgue measure zero.
Theorem 5 Suppose that assumptions Al.-A4 A6 . ( i) , A6.(ii), 
A6.(iii) and A 7 . hold. If, in addition,
N ................ * - N „2n “1 v 9y (n ;6) 3v(n;0)1
1 3 0 . 3 0 .n = l l 2
, «“I r. 3 z v (n ; 0 ) , „ N ,and N I —  -- v(n;0)’
n = l i j
(i>j = 1,... ,m),converge almost surely, and uniformly in 
0 u , to finite nonstochastic limits, then assumption A6.(v)
implies assumption A6.(iv). □
For an application of the next theorem see the proof of 
Theorem 4.2. We will not discuss its meaning here.
Theorem 6 Suppose that for each n >_ 1 we can write
V(n) = Vr (n) + Vr (n), r = 1,2,... (3.25)
and
V r (n)= Vlr (n) + v 2r(n ) (3.26)
where the decompositions (3.25) and (3.26) have the following 
properties:
(i) V.j^(n) s t at i°nary , measurable, and square-
integrable; V~ (n) is nonstochastic.
- i  N(ii) lim^ N Z V 2r (n) V 2r * exists and is finite.
n = l
_1 N P
(iii) (a) limM N Z V (n)?ft V (n) = A (r > 1), whereN , r o r  r —n= 1
A is a nonstochastic matrix, r
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(b) lim A = A .r r
(iv) V £ > 0 3 R = R(e) such that
N
n = l
E E ( I V (n ) I 2 ) < e
i r if r > R.
Put uN = N 2 Z V(n) 'fi n = l
’  ^ e(n) . Theno
V
u N  -1- N ( 0 , A )  .
4. PROOFS
Throughout this section c is a universal constant, not 
always the same.
Proof of Lemma 1 Let A_^(i = l,...,p) be the eigenvalues
equality, if and only if A ^  = 1 for i=l,...,p. This is
because A - log A >_ 1 for A > 0 with equality if and only if 
A = 1. □
To prove Theorem 1 we need the following two lemmas.
Lemma 2 Suppose that (a ,G , n > 0) is a scalarn n —
sequence of square - integrable martingale differences, bn
is G measurable for n > 1, and there exists a non-n —1 —
stochastic positive constant c such that E (a IG ,) < cn 1 n-1 —
a . s . V n > 1.
% E (A.-log A.)>_ P /2 with
i=l 1 1
(ii) If lim P(N  ^ E b^ < c) = 1 for some finite •N „_i n —n=l
positive constant c, then
lim N  ^ E a b  = 0 p .  N , n n r
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2 -1Proof (i) Put B = 1 + E b. and Z = E B. b.a.:----  n • i J n . 1 J J Jj =1 j =
(Z^jG^, n >_ 1) is a square-integrable martingale.
/■ oo
E(ZZ) < c e| -l B
the analysis proceeding as in Stout [1974, p.157, Theorem
3.3.10]. It follows from the Martingale Convergence Theorem
(Stout [1974, p.42, Theorem 2.7.2]) that there exists a
random variable Z such that E ( I Z I ) < 00 and Z -> Z a.s..n
Hence
- i  N  - i N _ 1  - i  - i
N E, bnan=N E, (V Bn+l>(Zn-Z)+N W Z)+N B1Z " 0 a 'S n=l n=l
the proof proceeding in the same way as the proof of the 
Kronecker Lemma (e.g. Neveu [1975, Lemma VII - 2-5, p.152]). 
The proof of (ii) is almost the same as that of (i) and is 
omitted. □
N
i 3. • S •
Lemma 3 n(0 ) = lim N E e(n)e(n)f = ß . (4.10)
n=l
and
ß(e) >_ ß(eQ)V 0-e © (4.ii)
(ß(0) is defined in assumption A3.(ii)).
:2b 2 J 3 (1+t) 2 dt <
Proof (4.10) follows immediately from assumption A 1 . 
and Heyde [1973, Lemma p.150].
V 0) - V 0o}- N-1 E [e(n){v(n;0)-e(n)}f+{v(n;0)-e(n)}e(n) * ] 
n=1 -  • • (4.12)
For fixed 0 £ 0, the right side of (4.12) converges to zero 
almost surely by Lemma 2(i) and assumptions A 1 . and A3. (4.11)
new follows from (4.10). □
Proof of Theorem 1 (i) ©^ is compact because © is
compact and h(0) is continuous. The required result now 
follows by noting that £jg(0) is a continuous function of ö
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by A3.(iv).
(ii) Put £(0) = h. log det ft(0). By (4.11) of Lemma 3
and assumption A3.(ii), lim^£ (0) = £(0) a.s. >_ £(0 ), the
convergence being uniform in 0 E ©. We note also that
£(0) is continuous in 0 E 0. The proof that 0_T -* 0 nowN o
proceeds by contradiction as in Jennrich [1969, p.638, 
Theorem 6].
If 0^ -> 0q , then the proof is complete. If it does 
not, then there exists a 0 £ 0^ - 0© and a subsequence
{®M(N)’ " i 11 0f {®N} SUCh th3t llmN®M(N) = ®- Ifc 
follows that
£(0) limN ^M (N)(0M(N)> 1 limN £M(N)(6o) =
But, from above, £(0) >_ £(0q). Hence £(0) = £(0q) implying
that &(0) = ft(0Q). It follows from assumption A6.(v) that
• A0 = 0 ,  giving us a contradiction. Therefore 0„ -* 0 a.s. o 0 - ° N o
The proof that ft„(0„) ft a.s. is now immediate. □N N o
To prove Theorem 2 we need the following lemmas.
Lemma 4 Let X be a subset of Euclidean space.
(a) Suppose that: (i) (f^(x), n 1) is a sequence of
stochastic functions that are continuous in x £ X a.s..
(ii) lim^ f (x) = a.s., the convergence being
uniform in x* X.
(iii) f(x) is finite a.s. V x e X.
If (xn > n Ü  1) is a sequence of random variables, x an
interior point of X and x x a.s., then f (x ) -*■ f(x)a.s. ---------  r n n n
(b) Suppose that: (i) There exists a sequence of subsets
of $, (B , n > 1) say, such that lim P(B ) = 1.
(ii) (f (x) , n >_ 1) is a. sequence of random functions of
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x such that f (x) is continuous in x £ X for w £ B .n n
(iii) f^(x) ■* f(x) p, the convergence being uniform in
x *='X, and f(x) is finite a.s. V x £ X.
If ( x^, n :L 1) is a sequence of random variables, x an
interior point of X and x x p , then f (x ) -> f(x) p.n r n n
Proof (a) By Rudin [ 1964 , p . 136, Theo rem 7. 12] f(x) is
continuous at x . x £ X n for n sufficiently large because
x is an interior point of X. Hence
|fn (xn) - f(x)| £ |fn (xn) - f(xn)|+ lf(xn) " f(x)| + 0 a.s.
by the uniform convergence of the {f (x) , n > 1} sequencen —
and the continuity of f(x) at x.
(b) -We first show that f(x) is continuous at x a.s.
V 6 > 0-let A (6) = (wisupjf (y)—f(y) I < 6)^ B . For hn yGx n n
sufficiently small (x+h) £ X. For w €= A (6),n
If(x+h)-f(x)I < If(x+h) - f (x+h)I+ If (x+h) - f (x)| +— n n n
+ |fn (x)-f(x)| £ 26 + |f^(x+h) - f^(x)| £ 36
if we fix n and take h sufficiently small. The desired
result follows by noting that P{An (6)} -»-1 as n ■* 00, 6 is 
arbitrary and |f(x+h) - f(x)j is independent of n and 6. 
Hence
I fn (xn)-f (x) I £ I fn (XR)-f (xn) I + I f (xn)-f (x) I -»-OP 
because of tire uniform"convergence of 'the- (f (x), n £ 1} 
sequence and the continuity of f(x). □
Lemma 5 We take J ^ , $ and L to be defined as in 
equation (3.15). Then
j“1 = $ and J11 = (LAL)+
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-1
It can be; readily verified that
A . 0
=
J11AJ11 . T 1 1 a T 1  2J A J
L 0 . 0 .21. 12 J A J
+ H ’J21 = hm)
HJ11 = 0
HJ12 = I(f)
AJ12 + H tJ22
From (4.21) = J ^ .  It follows that
Put M = LAL. By Rao [1973, (ii)(d) p.25]
J11 = M+L + ( ! , . -  M+M)n (m;
(LAL)J
(4.20)
(4.21)
(4.22)
(4.23) 
11
for some matrix r\ . By Theorem 2.13 rank (L) - rank(LAL).
-f-It follows from Lemma 12 of 2.§11 that LM = M so that
(I, v - M+M)n = 0, i.e. J11 = (LAL)+ . From (4.20)(m;
J11AJ12 = J12 - J12HJ12 = 0 using (4.22). From (4.23) 
J21AJ12 = - (HJ12)'J22 = -J22 using (4.22). □
Lemma 6 Suppose as sumptionsA1.-A6. hold. 
N 2k„ (9 ) ->• W(0,A).IN O
Then t
(4.24)
Proof
N^k (6 ) N o
NZ
n=l
V(n)'{fi"1 (8 ).-n 1}e(n)+N_*S N o o
N
Z
n=l
V ( n ) 1e(n) o
' ' (4.25)
By (4.10) ß  ^(6 ) •+  ^ a.s.. By Chebyshev's inequalityN o o
and assumption A5.(ii), V<$ > 0
i, N T N '
P (IN ^ Z V± . (n)ek (n) I > K) £ c N Z E{V± .(n) }/K < 6
n=l  ^ n=1 J
for K sufficiently large. It now follows that the first
term on the right in (4.25) tends to zero in probability, the
!proof proceeding as in Rao [1973, p.122 (x)(a)]. (4.24)
now follows from assumption A5.(i) and Rao [1973,p .122(x)(b)] .Q
Lemma 7 Let be the i column of A, 0. the------- J
t h -j element of 0, 1 < j < m, and suppose that assumptions
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A l . - A 6 . hold. If 0XT -> 0 p, thenN o
O / 3 6 j )kN (0N ) - A (j)
Proof
(4.26)
3k (0) N _
— -----= N  Z (3/39 ){V(n;0) 'Ö (0) v(n;6)}
j n=l J
N . N
N_1 Z W (J) (n;9) ' JJ“1 ( 9 ) v (n ; 0 )+N_1 Z V (n ; 0 ) ’ — { Si”1 ( 9 ) } v (n ; 0 ) + 
n=l n=l j
-1 11 Ufn-al'o'1  *fa1 3v(ns9)+ N 1 Z 'V(n’0) nN ge.
n = l 3 *
(4.27)
IN (0) + IIn (6) + IIIn (6), say.
IN (0) = N 1 Z W (j)(n;0)’nN(0) 1 {v(n;0)-e(n)}+ 
n = l
- 1  N - 1+ N Z W u  ; (n; 0) (0) e(n)
n-1 N
(4.28)
1 2By assumption A3., N E II v (n ; 0 )-e (n) II converges a.s., 
and uniformly in 0, to a finite continuous, nonstochastic limit 
Hence
xr ~ . 9 P
(4.29)N“1 ^ llv<n i ®N) - e (n) I 2 ■* 0
n= 1
By an application of the Cauchy-Schwarz inequality and (4.29) 
it follows that the first term on the right in (4.28), when
evaluated at 0 , .tends to zero in probability. By assumption
A4.(iii), Lemma 4b and Lemma 2(ii), the second term on the right
side of (4.28), when evaluated at 0 , tends to zero in
_ P P
probability. Thus, 1^(0^) -* 0 and similarly IIN (0N) 0.
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Finally,
_ 1 ^ ~ - 1 ~  ~ P ( A \limN N 1 Z V(n;eN)ffiNX (eN){O/80.)v(ii;eN)} =
n=l J
by Lemma 4(b), assumption A4.(ii), (2.15) and (4.10).
Therefore (4.26) holds. □
Proof of Theorem 2 First we expand k„(0„) and h(0_) ---- --------------- N N N
about 0 to obtain o
W  = W  + {(3/3e')k*(e*)}(eN - eo) (4.30)
o = H**(e**)(e„ - e ) (4.31)N N o
where the symbolism {(3/30’)k*(0 *)} is meant to indicate,h N
here and in the sequel, that each row of { (3/80')k*(3*) } is 
to be evaluated at a possibly different 0* such that
II 0 *  - 0 II < II 0._ - 0 II .N o — N o
A similar explanation holds for H**(0**).
From (3.10), (3.11), (4.30) and (4.31) it follows that
( 3 / a e ' ) k * ( e * )  . h ’ (§ )1N N N N ^ k  (e )1• u -. N 2 (T — T )= -
N O
• N o
h * * ( e * * ) . o l N 0L
for a) £ A.., where the set A„ is defined in (3.09). By N N
(4.24), (4.26), Lemma 5, assumptions A6. (ii) and A6.(iv), and
Rao [1973, p.122 (x)(d)] we obtain that” 
i V
N ^ C T jj ■ T q ) -*• W(0,|) * n
To prove Theorem 3 we need the results of the following 
lemma. Its proof is modelled on that of a contraction 
mapping theorem (e.g. Petrovski [1966 , p.44,Theorem 1]).
Lemma 8 Suppose that there exists a point x having
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a neighbourhood X = (x : ilx-x I! < a) and {f (x), n >  1}a o — n —
is a sequence of stochastic functions defined on such
that :
(a) Xq is a subset of s dimensional Euclidean space for
some positive integer s and the f (x) are s dimensionaln
vector functions.
( b )  f ( x ) - * x  p.n o  o
(c) There exists a sequence of subsets of $, (B , n > 1)n —
such that lim P(B ) = 1 and Y x £ X , n > 1 and m £ B ,n n ot — n
f (x) is differentiable with respect to x and has a n
continuous first derivative.
Put F (x) = (9/3x’)f (x) whenever the derivative existsn n
(d) lim P(sup H F (x)!l < /4) = 1
a , . x
For each n >_ 1 we define the sequence (x^j; , j 1) by
with x (o)
nj + 1>= fn (xnj>)> J ^ ° ’
given apriori.
If x^°^ £ X , then, with probability tending to 1 as
( i )n -* 00, there exists an x such that: (i) lim.x = x ,n j n n
(ii) x £ X , and (iii) x is the unique solution of the n a n
equation
x = f (x) for x £ X (4.35). n "• a
Proof By (b), (c) and (d) there exists a sequence of
subsets of $, (C , n > 1) say, such that lim P(C ) - 1 and * n — n n
for 03 ^ Cn
sup IIF (x)H < 3^4 and I f (x )
x6X n n °a
For convenience we drop the subscript n from
< •
We
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\
first show that if u €= C and x^°^ £ X , then x^k  ^ G xn a a
V k >_ 1. Proceeding by induction, suppose that x ^ ^  £ X^ 
for j <_ k . Then
(k+1)x -x f (x(kV f  (x ) 1 +n n o f (x )-x n o  o 3/4llx(k) -x
H e n c e  x ( k ) £  X V  k 1  1a
l!x ( k ) _ x ( k - l ) n  < ( 3 / 4 ) k - 1
oo
7? II 
M
 
(-*
X 1 ( k - D j  +
+ ha. <_ a .
Iterating backwards we have that 
x^^-x^°^H V k >_ 1, so that
< 00 .
Thus for 03 £ C and
00 n
, (k) (x ..oc-i)
k=l
x (o) e X , a
+ x (o)
the series
is absolutely convergent and hence convergent, (i) now
follows. We now show that (ii) holds. From (i) , x isn
a limit point of X .  Because X is compact, x £ X .a a n a
i; -f a )« < «; -x(j+1)ii+ if (X(j)>-f a >» <n n n  — n n  n n  n n —
Since the right side of this last set of inequalities can be 
made arbitrarily small by increasing j, while the left side 
is independent of j, x^ must be a solution of (4.35). To
Aprove uniqueness, suppose that x^ is another solution of
(4.35), with x €= X . Then. I x -x I < 3 4^llx -x I =* x =x .□ n a  n n — n n  n n
Corollary 2 If in Lemma 8 conditions (b), (c) and (d)
are changed to:
(b1) lim f (x ) = x a.s., n n • o o
(c') w x €=X and w n > 1 and a.s. f (x) is v a v —  n
differentiable with respect to x and has a continuous first
derivative
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(dT) lim sup sup IIF (x)H < ^ 4  a.s.,
n xGX n a
then for x^°^ £ X (i), (Ü) and (iii) of Lemma 8 hold a.s.n a *
for n sufficiently large.
Proof The proof is very similar to that of Lemma 8 and 
is omitted. D
Proof of Theorem 3 In the proof of this theorem a will
stand for a positive constant, not always the same, such that
a a^, where is defined in assumption A4.(i). Put f^(x) =
= t J..(0) ^K.-(t ), where JXT(0) and K„(x) are definedN N N N
in (3.12) and (3.21) respectively. The proof of the theorem
consists of checking that conditions (b), (c) and (d) of
Lemma 8 -are satisfied. Once this is shown the result of the 
theorem follows because x^ x^ a.s. and with probability
Atending to 1 as N -*■ °°> x^ is a solution of the Normal 
Equations.
By assumptions A3.(ii) and A4.(ii), J^(0) converges in 
probability, uniformly in 0 £ , to a finite nonstochastic
limit which can be shown to be continuous. It follows from 
assumption A6.(iv) that lim ^n ^ o  ^ *s nons ingular. Hence
there exists an a > 0 and a sequence of sets (B^, N >_ 1) 
with lim.,P(B_T) = 1 such that for to B and 0 ^ U ,
J^(0)  ^ is differentiable with respect to 0 and has a
continuous derivative. It follows from assumptions A4, and 
A 6 . that condition (c) of Lemma 8, when applied to f^(x), is 
satisfied.
Put fn (x) = o / a x ’)fN (x). Then,
- 88-
V T) = I (n+f)^KN (T),0I(m+f)J[(3/3T’)vec JN (e)"1] "
- JN (0)_1{(3/3t ')Kn (t )} (4.40)
with
3Kn (t )
I
3 T
' ( 3 / 3 e ' ) k N ( e )  + (X'0I ,){(3/30')vec H'(0)}. H'(6)'
h (e)
(4.41)
f- T-Let 9 be the j element of 0. (3/30 )k^(0) is given by
(4.27) . Let T^_.(0) and T^^ö) be, respectively, the first 
and second terms in (4.28). An application of the
Cauchy-Schwarz inequality, the discussion immediately following
(4.28) , together with assumptions A3.(ii) and A4.(iii) enable
us to deduce that V e > 0 3  a = a(e) such that
lim P(sup I! T . (0) I e ) = 1 j = l,...,m.
iN 0GU 12a
By assumption A4.(iii) and Lemma 2(ii) the second term
in (4.28) tends to zero in probability, uniformly in
0 £ U . Hence V e > 0 3 « = a(c) such that
al
lim P (sup IIT .(0) + T (0)l! <_e) = 1 j = l,...,m.
W 0GU 1 2 a
A similar result may be obtained for the secondterm on the
right in (4.27). For any a > 0 put = U x(X:l lx! l  <_ a).
It now follows from (4.27),- (3.12), (4.41), assumption A6.(ii),
and the argument above, that V e > 0 "3 a = a(e) such that
lim.TP(sup I (3/3x 1 )K (x)-JXT(0) I < e) = 1 (4.42)N c-* N N —T^O •a •
We can show similarly that V e > 0, 3 a = a (e) and a
finite positive constant c such that:
lim P(sup 
t€ Q
IlK^x)» e) (4.43)
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l i m  P ( s u p  11(3/30 ) J  (0)11 <_ c)  = 1 
* 0GU J
l i m  P ( s u p  IIJ  ( 8 )   ^I <_ c)  = 1 
0GU a
j = 1 , . . . , m ( 4 . 4 4 )  
( 4 . 4 5 )
F r o m ( 4 . 4 0 )  -  ( 4 . 4 5 )  we c a n  now d e d u c e  t h a t  j-J a ’ > 0 s u c h  
t h a t
l i r a  P ( s u p  II F „ ( T) II < 3 / 4)  = 1 .
* t£ q , N a '
I t  f o l l o w s  t h a t  c o n d i t i o n  ( d )  o f  Lemma 8 i s  s a t i s f i e d .
F i n a l l y ,  we s how t h a t  c o n d i t i o n  ( b )  i s  a l s o  s a t i s f i e d .  W i t h
- 1
t ’ = ( 0 T, O' )  we h a v e  t h a t  f . T(x ) = x - J XT(0 ) {k x7 ( 0 ) ’ , 0 ' } ’ .N o  o N o "N o
By ( 4 . 2 4 )  k ^ ( 0 Q) -»■ 0 p , a n d  i t  now f o l l o w s  f r o m  ( 4 . 4 5 )  t h a t
f  ( t ) -* t p .  T h i s  c o m p l e t e s  t h e  p r o o f  o f  t h e  t h e o r e m .  □  n o  o
P r o o f  o f  T h e o r e m  4 ( i )  f o l l o w s  f r o m  T h e o r e m  3 ( i i ) .  ( i i )
i s  o b t a i n e d  u s i n g  a s t a n d a r d  a r g u m e n t  ( e . g .  Dh r y me s  a n d  T a y l o r  
[ 1 9 7 6 ,  p . 3 7 0 ,  Lemma 1 0 ] ) .  We n o t e ,  h o w e v e r ,  t h a t  t h e  
r e q u i r e m e n t  i n  Dh r y me s  a n d  T a y l o r  t h a t  N " ( 0 ^ ° ^  -  0 ) c o n v e r g e s
i n  d i s t r i b u t i o n  i s  u n n e c e s s a r y ,  t h e  c o n d i t i o n  g i v e n  i n  T h e o r e m  
4 ( i i )  b e i n g  s u f f i c i e n t  f o r  t h e  a r g u m e n t  t o  go t h r o u g h .
We p r o c e e d  b y  i n d u c t i o n .  S u p p o s e  t h a t  f o r  j  = k
( 4 . 5 0 )
F o r  c o n v e n i e n c e  we p u t  t = t* ' " ’ * ' ,  t = . F r o m ( 3 . 2 0 )
N^ ( tNK) '  V  = ° p ( 1 )
( k + 1 )  ;  _ ( k )
tn * T tn
— a  —  1  A
T = t _ j n ( 9 )
( W i 1 C-. CD
>
" * ( 3 / 3 0 ’ ) k*  ( 0 *)  . H ’ ( 0 )”
---
--
\
C
D
 > 1 CD O
0
l  J
H * * (0 **) 0
A
X
l
w h e r e  t h e  s y m b o l i c  d e r i v a t i v e s  ( 3 / 3 0 1) k * ( 0 * ) ,  H * * ( 0 * * )  h a v e  
t h e  s a me  m e a n i n g  a s  i n  t h e  p r o o f  o f  T h e o r e m  2 a n d  II 0* -  0 q H ,
II©** -  0 I a r e  l e s s  t h a n  I 0 - 0  o o I t  f o l l o w s  t h a t
N *5  (  T ” T )  =
o
I ,  . . . - J “ 1 ( 9 )  
( m +  f )  N
" ( 3 / 3 0  ’ ) k * ( 0 * ) . H ’ ( 0 )  "
»
>
L h * * ( 6 * * )  -  o
. N ^ (l -• T ) 
o
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- V §>
\< \N 2k (0 )N o
0
The first term on the right in the above expression tends
Ato zero in probability because t satisfies (4.50) and the 
term in {•} converges to zero in probability by an analysis 
similar to the one given in Theorem 2. It now follows, as in 
the proof of Theorem 2, that
V
lim N!j(T^k+1) - t ) = W(0,j:).N N o
From this we can deduce that
Because N 2(t ^°^- t ) = 0 (1)N o p
complete. O
N*S(T^k + 1)- T ) = 0 (1).N o p
, the proof of the theorem is
Proof of Corollary 1 The proof of this corollary 
follows from Corollary 2 and a simple adaptation of the proofs 
of Theorems 3 and 4. D
We need the following lemma to prove Theorem 5.
Lemma 9 Suppose that: (i) g(x) is a nonstochastic
scalar function of an m dimensional vector argument and is
twice differentiable, with continuous first and second
derivatives, in a neighbourhood of the point
x ; X = (x: lx-x I < a), o a o —
(ii)The f dimensional, (0 <_ f < m),vector function h(x)
well defined,' and has continuous first derivatives, in X^.
Put X (h) = (x :h (x) = 0) H Xa ,
H (x) = (3/3x’)h(x), M(x) = (92/3xSx’)g(x),
M(x) . H* (x)'
Q(x) , T(x)’ = {M (x)', H(x)’}.
L H (x) . 0
is
(iii) H(x ) is of rank f.o
(iv) xq g xa (h) and g(*) >_ g(x0) V x G x .
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( v )  x q i s  a r e g u l a r  p o i n t  o f  t h e  m a t r i x  T ( x ) .
T h e n  x q i s  an  i s o l a t e d  l o c a l  mi n i mu m o f  g ( x )  f o r  
x £  X^Ch)  i f  a n d  o n l y  i f  Q ( xq ) i s  n o n s i n g u l a r .
P r o o f  We u s e  a n  a r g u m e n t  s i m i l a r  t o  t h a t  g i v e n  i n
R o t h e n b e r g  [ 1 9 7 1 ,  T h e o r e m  1 ] .  F i r s t  we n o t e  t h a t  ( Rao [ 1 9 7 3 ,
p . 2 9 6 ,  e q n  ( 4 1 . 1 . 2 1 ) ] )  Q ( x ^ )  i s  n o n s i n g u l a r  i f  a n d  o n l y  i f
T ( x  ) h a s  r a n k  m. I f  x i s  n o t  a n  i s o l a t e d  l o c a l  mi n i mu m o f  o o
g ( x ) ,  t h e n  t h e r e  e x i s t s  a s e q u e n c e  o f  p o i n t s  ( x  , n > 1)  w i t hn —
x £  X ( h )  -  x , g ( x  ) = g ( x  ) a n d  l i m  x = x . P u tn a o 0 n & o n n  o
6 = ( x - x  ) /  !l x - x  I! V n > 1 (=* II 6 II = 1 V n  > 1 ) .n n o n o  — n —
T h e n  ,
0 = { h ( x  ) - h ( x  ) } /  II x - x  II = E * * ( x * * ) 6  ( 4 . 5 5 )n o n o n n
a n  d
0 = ( g ( x  ) - g ( x  } / H x  - x  II2 = { ( 3 / 3 x '  ) g ( x  ) } 6 /  II x  - x  1 +n o n o  o n n o
+ ^ 6 ’ M * ( x * ) 6  = Js6 ’ M* ( x * ) 6  ( 4 . 5 6 )n n n n n n
w h e r e  M * ( x * ) ,  H * * ( x * * )  a r e  s y m b o l i c  d e r i v a t i v e s  w h o s e  m e a n i n g  n n
i s  e x p l a i n e d  i n  t h e  p r o o f  o f  T h e o r e m  2 a n d
Hx * - x  II, H x * * - x  II < II x - x  II V n > 1 .  n o n  o — n o  —
B e c a u s e  t h e  s e q u e n c e  (6 , n >_ 1)  l i e s  on a c o m p a c t  s e t
i t  h a s  a c o n v e r g e n t  s u b s e q u e n c e  ( R u d i n  [ 1 9 6 4 ,  p . 3 3 ] ) ,
(4 , n > 1)  s a y ,  s u c h  t h a t  l i m  £ = £ w i t h  I! C II = 1 .  I tn  — J n n
f o l l o w s  f r o m  ( 4 . 5 5 )  a n d  ( 4 . 5 6 )  t h a t  4 TM(x ) C = 0 a n do
H ( x  ) c  = 0 .  H e n c e  T ( x  ) c  = 0 b e c a u s e  M(x ) i s  a p o s i t i v e  o o o
s e m i - d e f i n i t e  m a t r i x .  H e n c e  t h e  r a n k  o f  T ( x  ) i s  l e s s  t h a no
m, i m p l y i n g  t h a t  0 ( x q ) i s  s i n g u l a r .
C o n v e r s e l y ,  i f  T ( x )  h a s  r a n k  l e s s  t h a n  m a t  x q , 
t h e n  i t  h a s  r a n k  l e s s  t h a n  m i n  s ome  n e i g h b o u r h o o d  o f  x q
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by the regularity assumption. Hence 0 a ’ , 0 < a ' <_ a , and
a vector function c(x) defined on ,, such that
T (x) c (x) = 0 V X e X , .
We now define the curve (x(t), t > 0} in X , by:
—  a
dx (t) 
dt c { x ( t) } , x(0) X .o
Then ,
f^[{(3/3x')g(x(t))}, h(x(t)) ' ] = [ T { x ( t) }c{x(t) }] '=0,
i.e. [(3/3x)g(x),h(x)] is constant along the curve. Because 
[(3/3x)g(x), h(x)] = 0  at x = x^ it follows that it is zero 
at every point on the curve. Furthermore
^-{g(x(t))} = {(3/3x’)g(x(t))}c(x(t)) = 0
so that. g(x) is constant along the curve. Hence x q 
cannot be an isolated local minimum of g(x) for x (h)
because the curve passes through x q by construction. This 
completes the proof of the lemma. □
Proof of Theorem 5 It follows from the assumptions of 
Theorem 5 that ( 9 2 / 9 0 ^  3 0 _^) ft^  ( 0 ) , ( i, j = 1, . . . , m) , converges 
a.s., and uniformly in 0 £ U , to a finite limit. Because
(9/90^)ftN (0) and ft (0) converge a.s. to finite limits for 
0 = 0q , it follows (Rudin [1964, p.140, Theorem 7.17]) that
1 im,
9 ft.T (0 ) a.s. 9 ft ( 0 ) • N o  o
90
and
9 2 ft XT ( 0 ) a.s. 9 2 ft ( 0 )In o o , ,lim„ — —   = — — —   i,j = l,...,m.N 9 0 ± 9 © ^ 90.90, i j
From assumption Al., Lemma 2(i), and the assumptions of
Theorem 5 it follows that (9/90,)ftXT(0 ) -+■ 0 a.s. so thati N o
- 93-
0 / 8 e _ , ) a ( e  ) = oi o 1 , . . . ,ra (4.60)
by above.
We can similarly show that
tr O 2/3ei30 Jfi(0o) }= 2(A)±j i , j = 1, . . .,m (4.61)
Let £(0) be defined by (3.24). If assumption A6.(v)
holds, then, as we have already shown in the proof of Theorem 1,
0 is an isolated minimum of i(0) for 0 £ U H 0 Ino a1 h
addition (3^/303© T)JI(0) and H(0) are continuous functions of
0 and H(0 ) has rank f. Hence the conditions of Lemma 9 o
are satisfied and it follows that
r a 2 & ( e  )_____ o
3 0 3 9 ' H' (e )o
H ( 0 o )
is nonsingular. But
3 2 Jl( 0 ) o
a ©Vs 0 j tr ft
2(A)
- i  a2n(e0> o-i.
---------------------  -  tr “ -------
o 90i90j o
, 9ft(0 )-1 o
90 90
ij (i,j = 1,...,m)
by (4.60) and (4.61). This completes the proof of the theorem.□
Remark 4.1 Although the theorems quoted from Rudin assume 
that 0 lies in a bounded interval of the real line, their 
conclusions apply also to our situation. □
To prove Theorem 6 we need the following lemma.
Lemma 10 Suppose that there exists a sequence of subsets
of #, (B , n > 1) say, such that lim P(B ) = 1. If X > 0 n — n n —
a.s.,E(X) < 00, then lim XdP
Proof By Halmos [1950, p.85, Theorem B and p.112
Theorem B] there exists a sequence (X^ , , j > 1) of non-negative
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simple functions such that X +X (a.s.) and V e > 0 gj = j(£)
such that 
Fixing j (>J) we have
(X-X.)dP < e for j >_ J . 0 J
X dP <
B
(X-X.)dP + 
3
X. < £ + X. dP. J
Hence
lim sup X dP < e
because X. is a simple function. Since lim sup J n X dP
is independent of e, the result follows. □
Proof of Theorem 6 By Rao [1973, p.123 (xi)] it is
sufficient to show that for each t  ^ 0
V
limN * UN = (A.65)
By (iii), (iv) and Anderson [1971, p.425 Theorem 7.7.1] 
(4.65) holds if
limN H - V {  Z 
^n=l
V r (n) ,S2o1e(n) }• = N(0,t’Art) (4.66)
Fix t and r and for 1 <_ n <_ N put
= t ’ v 2 r ( n ) , ^ 0 1 e ( n )Y = n t fV n (n) f S3 1e(n) lr o , z
xM =Nn N"^(Y +Z ), Fn n Nn = F
• ,.N
K t = max , T„ = EN K n < N  Nn N n =
Nn
2
Nn*
E(XNnIFN,n-l^ *
Below we can, without loss of generality, take t to 
be normalized so that lit 8-1.
Sufficient conditions for (4.66) to hold are (Brown and
Eagle son [1971, Corollary 1]): (a) b^ 0 p,
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(b) Tn ■> t' A t, and (c) V e > 0
lim„ Z E{ X2 I(I X I > e) I F }N Nn 1 Nn1 — 1 N ,n-1n = l
0 .
By Chebyshev’s inequality, a sufficient condition for (c) 
to hold is:
N 9(c') v e > 0 limN Z E{XNnI(|XNn| >_ e)} = 0.
n = l
By the ergodic theorem (Stout [1974, p.176, Theorem 3.5.6]) 
lim N "Hlv (N)ll = 0 a.s. and it follows (Anderson [1971, p.25,
Lemma 2.6.1]) that
lim max N l^lv.. (n)H^ = 0 a.s. 
1< n< N
(4.67)
— 1 9From condition (ii) of Theorem 6 N H V £ r (N) I -► 0 a.s. 
and it again follows that
lim N  ^ max ÜV~ (n)H^ : 
l±n<ß
By condition (ii) of Theorem 6
(4.68)
-1 Z Hv2r(n)llZ = 0(1)
n=l
(4.69)
We will also have that
I(IXnJ  - £)lI( h n li!SN!äe) + I(|Zn |>iäN!S£)
and
XNn 1 2 N_1(Yn + Zn>
Now =N ^t'V (n)f£2 ±V (n)t<c N "L(^V1 (n)HZ + Bvo (n)i|Z). Nn r o r  — ir zr.n-li
-1
(4.70)
(4.71)
(a)now follows from (4.67) and (4.68), while (b) follows from 
condition (iii)(a) of Theorem 6 .
We now show that (c') holds.
, N 9 k
lim N E E(Y I ( IY | > h N e)} = 0 N -t n 1 n 1 —n=l
(4.72)
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because is stationary and square-integrable. Put
t, (N) = max N I^IV (n) I . 
1< n< N
Then,
-1 N 2 ' VN 1 E E{Z^I(|zJ > 3s N 2e) }
1 c{N 1 Z IIV2r(n)ll2}.E{lle(n)ll2I(!le(n)ll C(N)_1)} =
n=1
N
= c{N-1 Z IIV2r (n) II2} ,E{ lle(l) II 2 X ( II e (1) II >_c ?(N)_1)} (4.73)
n=l
because of the stationarity of the e(n). It now follows from 
(4.68), (4.69), (4.73) and the square-integrability of e(l), 
that
-1 N 2limN N E E{Z^I(|Z I >_ % N 2e ) } = 0 (4.74)
n=l n
N - N
N~1 E E { Y2 I ( 1 Z I 1 W^e) }<N_1 Z E {Y2 I ( D e (n) 1 C(N)“1)} =
n=l n=l
= E {Y ^ I ( I! e(l) I >_ c ?(N)-1)} -> 0 as N -> 00 (4.75)
using the stationarity of and e(n), (4.68) and applying
Lemma 10.
Finally,
N 1 Z E{Z2I(|y |>*2 N ^ e ) } <- n 1 n 1 — —n=l
1
<_ c{N E UV (n) I } . E { I e (1) I I ( | Y | >_ ^ N 2 e) }+0 as N+°°
• ' (4.76)
using (4.69) and applying Lemma 10.
Condition (c') now follows from (4.70), (4.71), (4.72)
and (4.74) - (4.76). This completes the proof of the theorem.D
C H A P T E R  4
S O M E  A S Y M P T O T I C  R E S U L T S  F O R  V E C T O R  L I N E A R  T I M E  S E R I E S
M O D E L S
1. I N T R O D U C T I O N
We apply the results of the previous chapter to the
vector linear time series model 
£ 00 00
£ B^(Ö0>y(n-j) = Z C (0Q)x(n-j) + Z A (6q)e(n-j) , n = 0 , ±1,.. 
j=o J j=o J j=o J
(1.10)
where the y(n) and x(n) are the endogenous and exogenous 
variables respectively; we observe the y(n) and x(n), but 
not the e(n).
We also obtain analogous results for Gaussian Estimates 
minimizing an equivalent frequency domain criterion function.
The theory is then applied to some of the time series 
models appearing in the literature.
When we refer to (1.10) as a linear model we mean that
it is linear in the variables y(n), x(n) and e(n); the
B., C. and A. matrices may be nonlinear functions of the J 1 3
unknown parameter vector 0q.
The chapter is structured as follows: §2 states the main
assumptions required for the results to hold; the time domain 
results are given in §3 and the frequency domain ones in §4; 
§ § 5 and 6 discuss applications of the theory; all proofs are 
placed in §7.
We will adopt the following notation in the chapter:
1. For a function of the complex variable z, g(z) say, we
iX bwill write g(e ) as g(A)* 2. Z = 0  if a > b.
j=a
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Put 
A(z ; 0) =
B(z ; 0) =
Z A . (0) z 
j=o 3
2. A S S U M P T I O N S
r 00
Z B.(0)z3 , C(z;0) = Z C.(0)z3 and 
j=o 3 j=o 3
3 . We make the following assumptions:
A 1 . (e(n), , n = 0,±1,..) is a sequence of p
dimensional, stationary martingale differences satisfying 
E(e(n)e(n)’IG^_^) = where is a constant nonsingular
matrix and G^ is the a-field generated by the e(m), m <_ n
A 2 . The q dimensional exogenous variables 
(x(n), n = 0,±1,...) are assumed to be either:
(i)- a stationary, ergodic, sequence having finite 
second moments and independent of the (e(n)} sequence. Put 
r^Cj) = E { x (n)x (n+j)'} for j = 0,±1,... .
OR
(i ’) a nonstochastic sequence such that the following 
limits exist and are finite for all non-negative integers j.
limN N Z x(n)x(n+j) ’ = rx (j) 
n = l
We will also assume that
l i m  N_1llx(-N) II2 = 0 . N
In either (i) or (iT) we put T (-j) = F (j)' for j > 0. . - - • x « x .
For either (i) or (i ’) it follows (Doob [1953, p.474,
Theorem 3.2]) that there exists a distribution matrix
such that
rx(j) ijX
-7T
dF (X) x 0 ,±1 ,
We will further assume that:
(ii) For X £ [ — tt , tt ] there exists a continuous matrix
-9 9-
rA
function f (X) s.t. F (A) x x fx (A)dA, with fx (^)' - I T
nonsingular on an open subset of [ — tt , tt ] having Lebesgue 
measure greater than zero.
A3.(i) 0 , the permissible parameter space, is a compact 
subset of m dimensional Euclidean space. 0^, the true 
parameter point, belongs to 0.
(ii) The degree, r, of the polynomial 3(z;0) is 
chosen prior to estimation.
(iii) The matrices B_.(0), 0 £  j £  r , are pxp; the 
Cj(8)> j £  0, are pxq; the A_.(0), j £ 0, are pxp.
(iv) V 0 e 0, B (0) — A (0) — I , ..o o (p)
(v) 3 R > 1 s.t. V 0 ^ 0 and for |z| £  R,
det A(z;0) ={= 0 and the elements of A(z;0) and C(z;0) are 
analytic functions of z, given 0 , and continuous functions
of (z , 0) .
(vi) For 0 £ 0 , the elements of B_.(0) (j=l,...,r)
are continuous functions of 0. det{B(z;0 )} 4 0 foro 1
IZI £  1.
V  a > 0  put U = (0 r II© — 0 I < a)a o —
A4.(i) 3  aT > 0 s.t. U C Q
3 1  a i -
(ii) V 0 E u , the elements of B.(0) (1 £  j £  r ) ,
al J
Cj(6) (j 1  0) and A_. (-0) (j £  1) are twice differentiable 
functions of 0 with continuous first and second derivatives.
(iii) Let R be defined by assumption A3 . (v)
IzI < R and 0 £ U ,For
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z
k=o
3Ak (0) kz , Z
k=o
32Ak (0)
30 . 96 .1 3
k■z , Z
k=o
Z
k=o
s2ck (e)
3 0.30.i J
kz ,
3Ck (0)
30 .
3
kz ,
are analytic functions of z, given 0, and continuous 
functions of (z,0).
A5.(i) For 0 £ ©, h(0) is an f dimensional, (f < m ) ,
continuous, vector function of 0. h(0 ) = 0.o
(ii) h(0) has continuous first and second partial 
derivatives for 0 *= U
al
Put H (0) = (3/30')h(0), H = H(0q).
(iii) H has rank f.
Put
- 0^ = 0 H {0: h(0) = 0}, £(0) = ^ log det ft(0)
where fi(0) is defined in (2.10) below.
A6.(i) The matrix [ { ( 3 2 / 3 0 3 0 ’ ) £, ( 0 ) } , H ’ ( 0 ) ] is regular
at the point 0q , i.e. the matrix has constant rank in some
neighbourhood of 0q .
(ii) If 0 £ 0, and n
[C(z;0),A(z;8)] = B(z;6)B(z;8q)_1[C(z;0q),A(z;6q)]
for jzj = 1, then 0 = 0 . □11 o
Bemark 2.1 (i) As far as the results of this chapter are
concerned, thdre is no Toss of generality4in assuming that
Bq (0) — I^ If this was not so, then, assuming Bq (0) is
nonsingular V 0 ^ 0 ,  we could always premultiply (1.10) by
Bo (0q)  ^ and make it so by a simple redefinition of the
Aj(0Q) and e(n). More specifically, we would put A_.(0q)
equal to B (0 ) ^A.(q )B (q ) and e(n) equal ton 0 0  j o 0 0
Bo (0q)  ^ e(n). For a further clarification of this point see
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the treatment of the simultaneous linear ARMAX model in 
§5. □
(ii) As we have already mentioned in Remark 2.1(iii) 
of 3.§2, the assumption that the e(n) are martingale 
differences is quite a natural one for the model (1.10) and 
its derivatives ^ s  it is equivalent to requiring that the 
best predictor of y(n) given y(j) (j < n) and x(k) (k n)
is equal to the best linear predictor (both in a least squares 
sense) .
-1 00Put D(z) = B(z;0 ) C(z;0 ) = E D.z3 ,o o . ij=o
E(z ; 0) = A (z ;0) -1 E E . (0)z3 ,
3=0
F (z ; 0) = A 1 (z;0)C(z;0) = E F. ( 0 ) z3 ,G (z ;0)=A 1 (z;0)B(z;0)
j=o 3
CO 00
= E G . ( 0)z3 , H (z) = B ( z ; 0 )_1 = E H.z3 , 
j=o 3 ° j=o 3
00
K (z) = G (z ; 0 )_1 = E K.z3 o . 1j=o
00
$(z;0) = G(z;0)D(z)-F(z;0) = E $.(0)z3
n  3 j “ °
n(0)
Y ( z ; 0 ) = G(z;0)K (z) = E V . ( 0)z
j=o 3
-1 IT
— 7T
$ (A ; 0) dFx (X)4> (A ; 0) *+(2tt)
- 7 T
V(A;0)fi V(A;0)*dA (2.10)
We can deduce from our assumptions that the above series 
expansions are valid for 0 £ 0 and for |z| < R ’, for some
R* > 1.
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3. T I M E  D O M A I N  R E S U L T S
We put
v ( n ;0) = Z G (e)y(n-j) - Z F (e)x(n-j) (3.10)
j=o J j=o J
and
ft (0) = N ^ Z v (n ; 0 ) v (n ; 0) 1 
n=l
(3.11)
To obtain the Gaussian Estimate of 0 , 0>T say, weo N J ’
minimize
&N(e) = ^ log det nN(0)
over 0 ^ 0 ,  and take ft.,(6XT) as the Gaussian Estimate of h N N
ftQ . This last step is justified in 3.§3.
Theorem 1 Suppose assumptions A 1 . - A3., A5.(i) and
A6.(ii) hold. Then: (i) a.s., for N sufficiently large,
3  a 0.T such that 0XT minimizes £.T(0) for 0 £ 0,.N N N h
For each N, choosing one such 0^, we have: (ii)
lim.T0XT = 0 a.s. and lim>T^ .T (0>T) = ft a.s. □N N o  N N  N o
We now suppose that assumptions A1.-A6. hold. Then we
Aknow from Theorem 1 that 0^ lies, almost surely, in the 
interior of U for N sufficiently large and therefore
there exists an f dimensional vector of Lagrange multipliers, 
, such t h a t , ,
A A A
(3.15)0/36) S.N (0N) + H ’(0n )Xn = 0
h<V (3.16)
Put V(n; 0) = (3/30') v(n; e) ,
N
1 ZV(n;6)'ß (6) 1V(n;0), 
n= 1
A (0)= N N
- 103 -
V e>
&N (0) . H ’(0)
’ M°>=V e>-1
aN (o) , o
. H(0) • 0
f , \A. H*
0
o
o
o 
v—
A = (32  */3630')«(0 ), J =o • • ••
H 0
, t = j -1
•• • ••
0* 0 
S. 4
V 6>
-i
-i
L = I (m) - H'(HH') 1H.
We now obtain an explicit representation for A. Let 
be the (i,j)th element of A (i,j = l,...,m). From 
(2.10) it is fairly easy to obtain that
■it 3$(A;0 )
A . . = tr ft 13 :Hi 36 .- T T  1 3$ (A ; 0 )*£1 f m  ___! 2 x U ' 36. dA +
+  ( 2  TT ) -1
•n ^ ^ ( X j  G ) g w n  . g \ *
,fl ° Q dX30. o 30.- T T  1  J }
Put 4>(X) = (3 / 3 0 1) vec $(A;6 ), i|>(X) = (3/36’)vec ¥(X;0 )o o
Using the identity tr AB = [vec{A'}]'vec B, we will have that
- T T
4>(A) *{  f ^ ( X ) 0 f t o 1 }({) (X) d X + ( 2 i T ) -1
- I T
iKA)*(ft 0ft 1 )^(X)dX. o o
We now come to the central limit theorem. Let
■ (§n >-x h >-
Theorem 2 Given assumptions A l . - A 6 .
I „ V j . V
limN N^( t n -t o) = W (0,^) and limN N^(0n - 0q) = W(0,|Q), where
i A = (LAL) . . Furthermore t„(0,T) ** t *a . s . , i.e. t,,(0>T) is aT 0 T N N N N
strongly consistent estimate of □
We will see in Chapter 5 that for most time series models 
we cannot obtain closed form solutions of the Normal equations
(3.15, 3.16). Because of this we again set up the constrained
G .N . iteration
- 104 -
(j+1) = JN1(eNj)>
XN(0^ j))l
h(e^})
,j > 0, (3.20)
where
-1 NkN(e) = O/36’)£n (0)=N Z V(n;6) ’S2N(0)v(n;0)
n=l
and x^^ = ) 5 ^ ^  initiates the iteration.
Subject to the conditions of the next theorem the 8^^ (j >_ 1) 
will be consistent and have the same asymptotic distribution 
as e H .
Theorem 3 Suppose that for the iteration scheme (3.20) 
we put tn°^= Given that assumptions A1.-A6.
hold we will have that:
(i) “3 a', 0 < a’ < a ^ , s.t. in the set
Ua,x(X: «XI a’),x^ is, a.s., the unique solution of the
Normal Equations for N sufficiently large.
(ii) If 0^°^ "*■ P> then, with probability tending to
1 as N -*■ 00, lim. x5^ = x„.J N N
(iii) If 8^°^ 6q a.s., then, a.s. for N sufficiently
( i )large, limj xNJ =
(iv) If, in addition, in both (ii) and (iii),
V
6^°^- eQ = 0p(N~^), then lim^ n'1(x^ ^ - xq) = W(0,|) for j >_ 1. □ 
We note that $^(6^^) is a consistent estimator of
It will often be more realistic to assume that (1.10) 
holds for n >_ 1 -only,and that the pre-observation-period 
values of y(n) and e(n) are given constants. The next 
theorem shows that in this slightly modified situation the 
conclusions of Theorems 1 - 3  still hold.
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We change assumption A1. to:
Al’.(i) (1.10) holds for n 1 only
(ii) This is the same as assumption A1. but with.
n taking on positive values only. Gq is assumed to be the 
trivial a-field.
(iii) For some non-negative integers r and t, known 
prior to estimation, y ( o y  (1-r) , e ( o e (1-1) are 
known constants. y(n) and e(n) are identically zero for
n < 1-r and n < 1-t respectively.
Assumptions A2.-A6. stay as they are. Q
We change v(n;0) to
n-1 r t 'v n-1
v(n;6)= - E Efc (0) -I E A .(0)e(n-j-k)> + E Ek (0)x
k = o j^ =n-k J ' k=o
E B . ( 0 ) y (n-j-k) - E C . (0)x(n-j-k)\,n >_ 1 (3.25)
_tj=o 3 j=o J J
The definition of v(n;0) in (3.25) is motivated by the fact
that v(n;0 ) = e(n) (see 3.§1 for a discussion of the o
criterion function L (0,ft) which is given there). Given
v(n;0), (0) and £ ( 0 ) will still be defined by (3.10)N h
and (3.11).
Theorem 4 Suppose assumptions A1’., A2. - A6. are 
given. Then Theorems 1 - 3  still hold. C
4 . '  F R E Q U E N C Y  D O M A I N  E S T I M A T I O N
Let w (X) and w (X) be the FFT ’ s of the y(n) and x(n)y
respectively. Put X^ = 2im/N, -%N < n <_ [%N] ,
v (F)(n;0) = A (X ;0)_1{B(X ;0)w (X )-C(X ;0)w (X )}n n y n n x n
fi^ F)(0) = 2nN“1E v (F) (n;0)v(F) (n;0)*, log det ^ F)(0)N n N in
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The superscript F stands for frequency. Let w^(A)
(y)be the FFT of the e(n). Then the definitions of 7 (6)N
(F) (F)and (0) are motivated by the fact that v (n ; 0 ) isN o
approximately we^ n  ^ an(I t i^e eas^ Y  proved identity
- i  - i  N2ttN l w (X )w (X ) * = N l e (n) e (n) e n e n .n n= 1
See also Lemma 9 and Theorem 8.
- (F)To obtain the Gaussian Estimate of 0 , 0„ say, weo N
minimize £^^(0) over 0 G 0^. We then take
as the Gaussian Estimate of .o
In order that the central limit theorem results of 
Theorems 2 and 3 remain valid for the frequency domain 
estimators we need the following additional assumption if 
the exogenous variables are nonstochastic.
A2.(i’’) If the exogenous variables are nonstochastic, 
then there exists a finite positive constant c such that 
I x (n ) I <_ c for n = 0 , ± 1, . . . d
Theorem 5 (i) If assumptions A1.-A3., A5.(i) and
A6.(ii) hold, then 0^^ -* 0q a.s. and a.s.
(ii) If assumptions A1.-A6. hold, then the analogues of 
Theorem 3(i), (ii) and (iii) also hold for the frequency 
domain estimators.
(iii) if assumption A2.(i’’) holds as well, then the 
results of Theorem 2 and Theorem 3(iv) will also apply to the 
frequency domain- estimators. D
5. A P P L I C A T I O N S
We now apply our results to some of the time series models
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proposed in the literature. Throughout this section we will 
make the following assumptions:
1. Where relevant, assumptions Al., A2.(i) and (if),
A5. and A6.(i) hold. As well, A2.(i’!) holds for frequency 
domain estimation.
2. The degrees of all lag polynomials are non-negative 
integers which are specified prior to estimation.
3. and e^ are two positive numbers chosen before the
start of the estimation. can be taken very large and
will be chosen close to zero.
M O D E L  1
The,first model we look at is the simultaneous equations
model with AR residuals
r' s ’ t
£ B_, y (n-j ) = Z C x(n-j)+u(n), E A.u(n-j) = .e(n) 
j=o 3 j=o 3 j=o 3
Ao - I (p) (5.10)
with E (e_(n) e_(n) ? I G^_^) = ft_ ^ , where ft_Q is nonsingular;
is nonsingular and not necessarily the unit matrix. We
put 0 = vec{B ,...,B , C ,...,C , A,,...,A }, r = r’+t, r —o — r — o —s —1 — t
-1 -1’ -1s = s ’+t, ft = B ft B and e(n) = B e(n). Let theo — o —o—o —o —
matrices B.(0), 0 <_ j r, C, (0), 0 k <_ s , be defined by 
J k
j = o 
s
Z I
j=o j
= B 1 --£ A . z J
' r ’
Z B . z ^— o ii o 1 t_i t_u II O
f t  .'S ' s 1 \
= B ~1 Z A . z 3 Z C  z 3—o ^j=o 3  ^j =o “j
We can now rewrite Model 1 in the standard form (1.10). 
We will make the following assumptions:
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s *Bl. Let x (z) = (l,z,...,z ). The matrix
-7T
X (X)X (X)*0dF (X) is nonsingular._ _ y y x
The parameter space is the closure of the set 0 ,o
where 0 is defined as follows: 
o
B2 . (i) I ell < R_ , I det B I > e. .1 — o —  1
(ii) I de t (Z  ^zJ ) | > 0, | det(E_.A^z^) | > 0 for
I z I £ 1.
(iii) a g.c.i.d. of I_.B__.z^  and E^£_.z^ is ^(p)*
(iv) The matrix [13 f, £ f] has rank p.IT S
We will assume that 0 ^ 0 .o o
Put _B(z;6) = £_.B^(6)z^, £ ( z ; 0 ) = l £ ( 0 ) z ^ ,
A(z;0) = E^Aj(0)z^. We have written £^ (0) etc. instead of
etc. in order- that we may distinguish between arguments 
at two distinct values of 0.
B 3. If 0 £ 0 and [B(z;0), £(z;0)]=U[B (z ; 0 >,£(e;0 )],
A(z;0)U = UA(z;0 ) where — — o is some p*p matrix, then
0 = 0 .  Do
Theorem 6 Subject to assumptions B1.-B3., the results 
of Theorems 1-5 hold for Model 1. □
Remark 5.1 (i) Expressions for $ and (see the
statement of Theorem 2) are given in 9.§3.
* - * 0 ß
(ii) Dhrymes and Erlat [1974] give a proof of the strong 
consistency and asymptotic Normality of a three-stage-least- 
squares type of estimator for Model 1 when r T = t = 1 and 
s ’ = 0 under the following conditions:
DEI. The e(n) are i.i.d. r.v.’s and have finite sixth
moments.
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DE. 2 (i) The x(n) sequence is n'onstochastic and
uniformly bounded.
(ii) A matrix labelled M (see Dhrymes and Erlat 
[1974, p. 253 ]) exists and is lions ingular.
DE.3 We have initial consistent estimates of 
(J3o, , C_ ) prior to estimation, (see p. 253 in Dhrymes and
Erlat).
DE. 4 det(B + B z) 4= 0 and det(I, N + A. z) 4= 0 for ~o —1 CpJ “1
I z I 1  1 •
DE.5 There are simple exclusion and normalization
restrictions on the elements of (B , B , C ). □—o —1 —o
It is not clear what condition DE.2(ii) means as it is' 
a mixed condition -involving the exogenous variables, 
endogenous variables and the parameters of the model. It 
does appear, moreover, that the classical identification
conditions imposed by Dhrymes and Erlat will be insufficientt.
to identify the model. For example, the two structures
(I) y (n) + (0 o) y(n_1) = ( o J) x(n) + u(n)
U (n)
CM O
o o 
+ u (n-1) = e(n) an d
(II) y(n) + (
/—\ H 1e
CM O
 
O
 O = (q J)x(n) + u(n),
u (n)
o o 
+ D u (n-1) = e (n) will certainly satisfy
assumptions DE.4 , DE.5 and the classical identification 
conditions and yet they are observatfonally equivalent. It 
could be, of course, that condition DE.2(ii) does ensure 
identification but this remains to be shown. Finally, it 
seems that the limits in assumption A2.(i') must also exist 
if the analysis is to be valid.
Dhrymes and Taylor [1976] give a proof of the
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consistency and asymptotic Normality of an efficient two-step 
estimator (see 5.§4 ) for the model discussed in Dhrymes and 
Erlat.- They make the following assumptions:
D T . 1 The (e(n), n = 0,±1,...) are independent N(0,ft )~o
r.v.’s with ft_Q nonsingular.
DT.2(i) This is condition (iii) of Theorem 1 in 
Dhrymes and Taylor.
(ii) The ML estimators of (B , B_ , C , ft ) have— o — 1 — o — o
well behaved limiting distributions.
D T .3 This is the same as D E .3 - DE.5 .
Again it appears that there, is a need for additional 
identification conditions besides the classical ones. 
Furthermore, a condition of the type DE.2(i) seems to be needed 
since Dhrymes and Taylor [1976, p.369 Lemma 9] use a result 
from Dhrymes and Erlat where this condition is assumed.
Finally, both the above papers do not, in general, allow
lagged exogenous variables to be present. To demonstrate this
we will, for convenience, depart from our own notation and use
that in Dhrymes and Taylor and Dhrymes and Erlat. If
was of the form w* = (t * , t' .), then* the Q f0 matrixn n n-1
(Dhrymes and Erlat p.250, eqn (13); Dhrymes and Taylor p.363 
eqn (5)) would always be singular, contrary to their assumptions
(iii) Hatanaka" [ 19 74 ] proves *the* consistency and 
asymptotic Normality of a two-step estimator (see 5.§4 ) for 
the scalar version of (5.10). It is not clear whether our 
conditions on the exogenous variables are stronger than 
Hatanaka's or not. On the one hand, the Grenander conditions 
(A.2a) - (A.2c) imposed by Hatanaka [1974, p.212] are weaker 
than A2.(lf); on the other hand condition (A.2e) in Hatanaka
I- U l ­
is a mixed condition involving the exogenous variables and 
the parameters.
(iv) When t = 0 (5.10) becomes the classical 
simultaneous equations model (e.g. Schmidt [1976, p.119])
r1 s’
E B. y(n-j) = E C x(n-j) + e_(n) (5.15)
j=o 3 j=o 3
Even for (5.15) our results seem to be superior to those 
obtained previously. For example, Schmidt [1976, p.221, 
Proposition 5] gives a proof of the consistency and asymptotic 
Normality of the time domain Gaussian Estimates assuming that 
the e(n) are independently, identically and Normally 
distributed, the exogenous variables are uniformly bounded, and 
the restrictions on- 0 are simple exclusion and 
normalization ones. It should be noted, however, that the 
result used in Schmidt’s proof (Schmidt [1976, p.255, Theorem 
19]) does not apply to (5.15) as it is for i.i.d. r.'v’s only.
(v) If B_o = in (5.15), i.e. we are dealing with
a reduced form system, then we can redefine 0 as
0 = vec(B......B , C ,...,C ). When there are no restrictions—1 * —r —o’ —s
on 0 we can obtain a closed form solution to the Normal / 
Equations and strong consistency can be proved from first 
principles without imposing any boundedness assumptions on 0.
For the reduced form case, Anderson [1971, Theorem 5.5.13, 
p.210] proves the weak consistency and asymptotic Normality of 
the Gaussian Estimates when the e_(n) are 'independent , with 
E(e_(n)) = 0 and E {e_(n) e_(n) ’ } = , and have bounded fourth
moments; the x(n) are assumed to be nonstochastic, uniformly 
bounded and satisfy assumption A2.(i’).
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Therefore our results are stronger- than Anderson’s. 
Schonfeld [1971, p.125, Theorem 2] and Schmidt [1976, 
p.99, Theorem 3] also prove the consistency and asymptotic 
Normality of the Gaussian Estimates, for the case just 
considered, but under stronger assumptions than in Anderson.
MODEL 2
The second model we look at is the simultaneous ARMAX
model
r s t
Z _B y(n-j) = Z C.  x (n-j) + Z A.e_(n-j), A
J = o -j l = o *j j = o (p)
We put 6 = vec(B ,...,B , C ,...,C , A , ,...,A ) and'r — o — r — o — s — 1 — t
define B.(0), C, ('S), A (0), ft and e(n), respectively, asJ R JC O
B.,(0) = b ‘1B., C, (0) = B_1C1 , A (0) = B_:LA 0B , ft = B **1 ft B_1 j —o — j . k — o — k 0 n —r, — «■'-Z— o -o 0— 0
-1and e(n) = B_ e^(n) ; 0 <_ j < r , 0 < k <_ s , 0 <_ & <_ t . We
can now rewrite Model 2 in the standard form (1.10)/ We
make the following assumptions:
Cl. This is the same as A2.(ii). ;
We take the permissible parameter space 0 to be the closure
of the set 0 , where 0 is defined as follows: o o
C2.(i) I l0l !  £  Rx , j de t B q f >_ | det(Z_.B_^z^) | > 0 for
< 1
X ( P ) ‘
(ii) |det(Z ^  z^)| >_ e]L for# |z| <_ 1.
(iii) ‘ A g.c.l.d. of Z.B.z^, Z.C.z^ and Z A z ^J-l 1“ ! j~j
(iv) The matrix [B^  , , A ] has rank p.r s l
We will assume that 0 ^ 0 .o o
C 3 . ( i) If 0 £ 0h and [ B ( z ; 0 ) , C ( z ; 0 ) , A (z ; 0 ) ] 
[B(z; 0q) ,C(z ;0q) ,A(z ;0q) ] ,. then 0 = 0Q . □
Theorem 7 Subject to assumptions -C1.-C3., the results 
of Theorems 1-5 hold for Model 2. □
Remark 5.2 (i) Expressions for and (see the
statement of Theorem 2) are given in 9.§3.
(ii) To the best of my knowledge, no complete treatment 
of the ARMAX case has yet been given in the literature. When 
the exogenous variables are missing and B_q = *(p) We °^ta^n 
the ARMA model. The literature relating to Gaussian 
Estimates of the ARMA model is quite extensive, the most 
comprehensive treatment being given by Dunsmuir and Hannan 
[1976].
(iii) For the scalar version of Model 2, Hannan and
Nicholls [ 1972 , p.5'38, Theorem 1] obtain a two-step frequency
domain estimator (see Remark (ii)in 5.§6 ) and show that it
is strongly consistent and asymptotically efficient (in the
sense of 1.§1 ). Using the notation in Hannan and Nicholls,
it appears, however, that their proof of asymptotic formality
is incomplete in that the step of going from (Hannan and'
r
Nicholls [1972, top of p.540]) |hw + E S(j)w.| to I needsy j=i j w
a result of the type given in Theorem .8 of §6 to make it valid. 
This step is also not justified in Nicholls [1971], to which 
Hannan and Nicholls refer for a complete proof.
(iv) The boundedness requirements, on the B_. and C,J k
(1 <_ j <_ r, 0 <_ k £ s) matrices and the condition C2.(ii) are 
of no practical importance because R^ can be chosen very 
large and chosen very close to zero. For theoretical
purposes, however, they are both unnecessary and undesirable.
We can still obtain the strong consistency results even if the 
and (1 £ j ± r, 0 <_ k £ s) are not bounded and C2.(ii)
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is changed to: det(E^A_.z^) =j= 0 for |z| <_ 1, and 0q can
belong to 0 - 0 . The proof in the frequency domain would
follow Hannan [1973c] and Dunsmuir and Hannan [1976] (see 
also Theorems 7.1 and 8.6 and their proofs); analogous 
techniques can be used in the time domain.
Unfortunately, I can see no way, at present, of 
relaxing the requirement that e ^  <_ | det jB j <_ R ’ < 00, where
R ? is a constant.
6. S O M E  F U R T H E R  A P P L I C A T I O N S
We now briefly discuss two other, potentially useful, 
applications of the^ theory.
E x a m p l e  1 - E s t i m a t i n g  the c o e f f i c i e n t s  in a d i f f e r e n t i a l  
e q u a t i o n  model .
Rather than give a general theory we illustrate the--- '
J
1.
methodology using a simple example taken from Robinson [1976a, 
p.759-760]. We suppose that y(t) is a scalar stationary 
process generated by
y (t) + a ~ ^  ( 11 - = ßx(t)+u(t) ,. t G (-°°,°°) ( 6.10)
where x(t) and u(t) are stationary processes whose spectra 
are respectively fC (A) = o \ [ ( 2 tt ) (1+y 2 A 2 ) ]  ^ and
x  1 -  . V
f*(A) = a I [2tt(1+v 2 A2) , A F ( - ” ,”), *
It follows from Robinson [1976a, p.760] that we can, 
regard y(n) (n = 0,±1,...) as being generated by
y(n) - ay(n-l) = bx(n) + cx(n-l) 4- £ (n) (6.11)
where £(n) is an ARMA process
£(n)+iK(n-l)=e(n)+pe(n-l) , E (e (n) e (m) ) =6 (6.12)* nm e
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a, b, c, \p and p are nonlinear functions of a, ß ,  y and 
v. If we observe (6.10) for t = 0,±1,... only, then we 
can obtain estimates of a ,  ß ,  y and v by applying the 
theory of § § 3 and 4 to (6.11) and (6.12). In principle 
the discussion generalizes to higher order, and vector, 
differential equations systems.
E x a m p l e  2 - N o n r a t i o n a l  a (z ;0) and c(z;6)
So far all our examples have dealt with A(z;0) and 
C(z;0) rational functions of z. Our theory, however, gives 
us more flexibility than this. For example, consider the 
simple model
00 j
y (n) = £ 4-r x(n-j) + e (n)
j 3 ■
0 2Here C(z;0) = e and certainly satisfies our assumptions. 
Therefore we can estimate 0 by the methods of § § 3 and 4.
..'7 ,
J
7. P R O O F S  :
Throughout this section c is a universal constant, 
not always the same. Unless stated otherwise, it should be 
assumed that all convergence results below mean a.s. 
convergence; the mode of convergence will often not be 
indicated.
Let F . be the sub-a-field generated by the x(n)X
sequences and put Fn = F(Gn ,Fx), is the smallest
o-field containing the elements of G^ and F^. When the
x(n) are nonstochastic F is the trivial o-field.x
Let v(n;0) be defined by (3.10). It follows from 
Chapter 3 that:
1. Theorem 1 holds if A1.-A3., A5.(i) and A6.(ii) imply that
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conditions SI.-S3, and S6.(i), (ii) hold. (The S. 
conditions are given below).
2. Theorems 2 and 3 hold if A1.-A6. imply that S1.-S6. hold.
51. (e(n), Fn> n = 0,±1,...) is a sequence of p 
dimensional, stationary martingale differences with
E(e(n)e(n)’IFn_1) =
52. This is just assumption A3.(i).
53. (i) V n >_ 1 and V 6, 0+ £ 0, v(n;0Q) = e(n) and
{v(n;0) - v(n;0+)} is measurable. (ii) a.s., and
uniformly in 0 ^ 0 ,  (0) converges to fi(0). (iii) a.s.,
and uniformly in 0 E 0,
-1 NN Z v (n; 0 ) e (n) ' 
n=l
converges to a nonstochastic finite limit. (iv) V n >_ 1,
and a.s., v(n;0) is a continuous function of 6 for 0 E 0.
- v \ 1 ‘54. (i) V n >  1, V 0 £ U and a.s., v(n;0) is twice
°l
differentiable with respect to 0, with continuous first and 
second derivatives.
(ii) S'1 E tT1 E 3v^ 6)'
n=l l n=l^ l j
»-1 n=l l j n=l l j
and N 1 I 3 0 ^  ^ l~0 ~V converge a.s., and uniformly
n=l 1° j
in 0 £ U , to finite nonstochastic limits; (i,j ,k ,£ = 1 , . . . ,m) 
al
Put V(n) = (3/30 f)v(n;0 )o
- 1  N 9S5 . ( i) lim supN N E E ( H V (n) II ) < «>
n = l
(ii) For each • n > 1 we can write
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V(n) = V^(n) + V r (n ) , r = 1,2,... and -
V (n) r V^^(n) + ^ 2 r (n) where: (a) V ^ ( n )  fs stati°nary>
Fr measurable, and square-integrable, while ^2r^n  ^
nonstochastic.
(b) limN N-1 E ^2r^n ^ 2 r ^ n ^ f e x ists and is finite 
n = l
-1 N -1 P(c) lim N E V (n)'ft V (n) = A V  r > 1, where N t r o r r —n = l
a nonstochastic matrix and lim Ar r
(d) V  e > 0 3 R = R(e) s.t.
A .
lim sup.. N N
-1 E EIIV (n) II2 < e for r > R.
n=l
S 6 . ( i) This is A5.(i). 
ft(0) be defined by (2.10).
(ii) If 0 £ 0, and ft(0) « ft(0 ), then 0n o 0
/ 7(iii) This is A5.(ii) and (iii) and A6.(i).D 
To obtain the required results we need the following 
l e m m a : ;
Lemma 1 Suppose that: (i) X is a subset of Euclidean
space with typical element x; (ii) (X_.(x),j 0) and
(Y^ . (x) , j >_ 0) are two matrix sequences with elements that
are functions of for x £ X; (iii) (z(n), n = 0,±1,...)
is a stochastic vector sequence satisfying
N '*• a .*s . *
lim.. N N
-1 E z(n-j)z ( n - k ) ' = T(j-k) 
n = 1
where r(j) is a finite nonstochastic matrix V  j, and 
lim sup^ N ^ H z (—N ) H ^  = 0 a.s.
If (m_. , j ^  0) is a sequence of non-negative scalar 
constants such that:
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E j m . < ®> and II X . ( x)  II <_ m . , IIY ( x )  II <_ m . V x E X andJ— q J j J J  J ^
V j 0, then: (a) For all n >_ 1
00
E X (x)z(n-j)
j=o 3
converges uniformly in x £ X.
- k  00(b) lim N 2 E X.(x)z(-N-j) - 0 a.s.
N j =0 3
uniformly in x €= X #
(c) Put
C (x,x )=N 1 E ■[ E X (x)z(n-j)}( E Y (x ) z (n-k) j ’ .
N + n = lij=o 3 J Mc-o k + ' ' J
Then
00 00
limN^N (x,x+)=C(x,x+)= E E X (x)r(j-k)Y^(x+) a.s.,
j=o k=o J
the convergence being uniform in x, x €: X .T
Proof (a) Fix n >_ 1 and choose r > n. It is 
sufficient to show that V e > 0, 3 J = J(e), J possibly
dependent on n and also on the realization, such that
sup I E X . (x) z (n-j) I < e for r >_ J .
x^X j=r+l 3
Now t
oo 00
I E X . (x) z (n-j ) I <_ E j 2m . x{j 2llz(n-j)B} 
j = r+l 3 j =r+l 3
and the result follows.
(b) The proof’of (b) is trivial.
(c) Put
-1 NCN (j,k) - N E z(n-j)z(n-k)’ V j,k. 
n= 1
For each r > 0, let 
r r
XrN^X,X+^= E 1 X 4 (x)CN (j,k)Yk (x+), *r(x,x+)= 
j =o k= o J
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r r
= E E X (x)r(j-k)Y (x ) and y (x,x ) = 
j=o k=o 3 k +
= ^N (x,x+) - XrN(x,x+). For fixed r,
r r
I!\rN(x,x+)-Xr (x,x+) I <_ E E m mkl! CN (j ,k)-r (j-k) I + 0
j=o k=o 3
as N -> °° . Hence V e > 0 9 = N^(e,r), possibly
realization dependent, s.t.
sup  HXr N ( x » x + ) - X  ( x , x + ) H < e f o r  N >_ ( 7 . 0 9 )
x , x ,GX
* +  'V
00 00
II X ( x  , x ) “ C ( x  , x ) I < E E m m I T ( j - k )  1 +
r + + j = r + l  k=o 3 k
+ E E m . m, I r (j-k) ll-> 0 as r -> oo 
j=o k=r+l 3 k
because Hr(j)ll <_ tr r(o) V j«
Hence V e > 0 3 = J^(e) s.t.
sup R X (x,x.)-^(x,xt)U < e for r > J- (7.10)
x ,x ,cX + ^
00 00 j
E m . ( N  ^ E Hz(n-j)ll2) E jm.(N  ^ E j ^llz(n-j)ll2) + 
j=r 3 n=l j = r 3 n=l
00 - N
+ E m.(N 1 E Hz(n)ll2) -* 0 as r -+ oo (7.11)
j=r 3 n=l
UrN^X,X+^= Z Z xi(x)CN (j,k)Yk (x+)+j=r+l k=o 3
r 00
+ E E X (x)C (j ,k) Y, (x ) . 
j=o k=r+l 3
Hence ,
0° 00
I y (x,x ) 1 <_ E E m.m (N  ^ E Hz(n-j)H2 +N  ^ E I z (n-k) I 2 ) +
rN j =r+l k=o 3 k n=1 n=1
r 00 N N
+ E E m.m (N_1 E I z (n-j) H 2+n "1 E Hz(n-k)H2) 
j=o k= r+1 3 k n=l n = 1
It follows from (7.11) that V e > 0 3a.s. a ^2 = ^2 ^ S * *
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sup I y rN (x, x+ ) I < g
x , x ,£X * + ^
for r J. (7.12)
Given e > 0 , we choose r >_ max{ ( e ) , ( e ) } and
then keep it fixed. We then choose N >_ N (e,r).
Because
I CN (x,x+ )-c(x,x+ ) I <_ I! X^N (x , x+ )-Xr (x , x+ ) I +
+ I Xr (x,x+ )-c(x,x+ ) II+ 1 yrN(x,x+ ) I 
it follows from (7.09), (7.10) and (7.12) that
sup I CN (x, x )-C (x, x ) I £  3e (a.s.) if N >_ N (e,r).
*.*+e2
This completes the proof because neither C nor C 
depends on r. □
Lemma 2 Let the matrix functions G(z;6), F(z;0),
D(z) and K(z) be defined as in §2, and suppose assumption A3
holds. Then there exists a positive constant c and a
number R^ > 1, c and being independent of j and 0,
s.t. for each i > 0 the norms of G.(0), F.(0), D. and~  3 3 3
Kj are each less than c/R^, uniformly in 0 £ 0.
Proof The lemma is an immediate consequence of 
assumptions A3.(v) and (vi). □
Lemma 3 Suppose that assumptions A 1 ., A2.(i) or (i1)
and A3, hold. Then, for any integer j,
. -i N -lim^ N I x(n)e(n+j)? = 0 a.s. 
n = l
(7.15)
limN N 1 E y(n)y<n+j)'n = l - I T
e±:5XD(X)dFx (X)D(X)* +
+ ( 2 7T )-1 1:}XK(X)fi K ( X ) * d X a.s. (7.16)
-TT
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limN N 1 Z y(n)x(n+j) ’ 
n = 1
lim^ N 1 I y (-N ) I * - 0
- I T
e1^XD(X)dF (X) a.s.
a . s .
(7.17)
(7.18)
Proof (5.15) follows from Lemma 3.2(i) and assumptions 
Al. and A2.(i) or A2.(if). From (1.10)
CO 00
y(n) = Z D.x(n-j) + Z K.e(n-j) (7.20)
j=o 3 j=0 3
By Lemma 2 Z j H d _.II < 00, Z _. jllK_.ll < ® so that the right side 
of (5.20) converges for any n by Lemma 1(a). (7.16) and
(7.17) follows from (7.15) and Lemma 1(c), while (7.18) 
follows from Lemma 1(b). D
Lemma 4 Suppose assumptions A1.-A3., A5.(i) and 
A6.(ii) hold. Then conditions SI.-S3, and S6.(i) and (ii) 
also ho l d .
Proof SI., S2., S3.(i) and S6.(i) hold trivially . 
ft (0) ■+ ft(0) a.s. and uniformly in 0 ^ 0  by Lemmas 1-3. 
Therefore S3.(ii) holds. S3.(iii) holds by a similar 
argument. Finally, we show that S6.(ii) holds.
Let $(z;0) and ¥ (z ; 0) be as defined in §2. For fixed 
00
0 e e, ft(0) > Z V (0)ft ^.(0)' > ft (because Y = I, s)- J=0 j O J - o o (p)y
with equality if and only if ¥_.(©) = 0 Vj  >_ 1 and
$(X ;0)f (Xj $(X;0)*dX = 0 # ‘ (7.25)
-ir
It follows from assumption A2.(ii) that (7.25) holds if and 
only if $(X;6) = 0 V  X Hence ft(0) = ft(0Q) if and
only if
[ C (X ; 9) , A ( X ; 8) ] = B (X ; 6) B ( X ; 6 q) _1 [ C (X ; e ^ A  (X ; 0q) V aG [ m ] . 
S6.(ii) now follows from A6,(ii). □
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Having shown that assumptions A1.-A3., A5.(i) and 
A6.(ii) imply that conditions SI.-S3, and S6.(i) and (ii) hold, 
it follows from Chapter 3 that Theorem 1 holds.
Lemma 5 Suppose assumptions A3, and A4, hold. Then 
there exists a positive number c and a number > 1, c
and being independent of k and 6, s.t. the norms of
(3/30i)Gk (e) , O 2/30i38 )Gk (e), O / S B ^ F ^ e )  and
( 3 2 / 3 0 3 0 .) F (0) are each less than c/IC, uniformly in1 J K. x
e ^ U  ; ( i , j = l , . . . , m ) .
a l
Proof The lemma is an immediate consequence of 
assumptions A 4 . (i)- (iii) . D
Lemma 6 If assumptions A1.-A4. hold, then conditions 
S4.(i) and (ii) hold.
Proof (i) By Lemmas 1-3 and 5
y 3G (0) “ 3F (6)
y(n-k) - E -— —   x(n-k) i = l,...,mk= o 3 0 i 36 .k=o i (7.30)
and
“ 32Gk (0)
k=o a e ± s e j y(n-k) - E
® a2Fk(e)
. 36.90k=o i j
x(n-k) i,j=l,...,m 
(7.31)
converge a.s. , and uniformly in 0 £ U , for n 1 and
al
i » j — l,..«,m.
By Lemmas 1-3 the right side of (3.10) also converges for
n > 1 and for 0 = 0 .  It follows (Rudin [1964 ,p. 136,—  o
Theorem 7.12 and p.140, Theorem 7.17]) that v(n;0) is twice
differentiable with, continuous first and second derivatives
for n > 1 and for 0 £ U ; ( 3 / 3 0 . ) v (n ; 0 ) and
“l 1
( 3 2 / 3 0 ^ 3 0_j ) v (n ; 0) are given by (7.30) and (7.31) respectively. 
Hence S4.(i) holds.
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Using Lemmas 1-3 and 5, we can deduce from (3.10), 
(7.30) and (7.31) that S4.(ii) also holds. □
Lemma 7 If assumptions A 1 .-A4. hold, then S 5 . holds.
Proof For convenience we separate the case where 
assumption A2.(i) holds from the case where A2.(l') holds 
By (3.10) and (7.20)
v (n;6) = Z $ (G)x(n-j) + £ ¥ . (0)e (n-j)
j=o 3 j=o 3
For each r >_ 1 we put
r i r 1$ r (z;6) = Z $ (0)zJ , ¥ r (z;0) = Z Y (0)zJ
j=o 3 j=o 3
(a) Suppose A2.(i) holds. We put 
r r
v (n;0) = ‘ Z $ (0)x(n-j) + Z V (0)e(n-j) 
j=o J j=o J
V l r (n) = (3/30')vr (n;8o ) > V 2 r <n) =  0, V r (n) = v l r (n >.
V^(n) = V(n) - V^(n) for r >_ 1.
For this decomposition of V(n), S5.(ii)(a) and (b) 
are certainly satisfied.
3 v(n;0 ) 9o it JL «> 3$.(0 ).1 o 3W '
i ,k=o i 30
« 3 ^ . ( 0 )  3 ^ . ( 0 ) ’
+ l 3 6 °  no le/°" -f < "> 1 = 1.... -n (7-A0)J = 0 i "• i
Hence S5.(i) holds.
N 3v (n;0 ) 3v (n;0 )’>
lim._ tr ft N o
t r ft-1
1 f -1 » 3Vn;V 3Vn;Vl
t n =l 36i 36j ) ‘
■n 3$ (X ; 6 ) 3$ (X;8 )*
-S t , —  d F * (x)  39 .  - - +-T 1 J
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+  ( 2  TT ) -1
it 3V (X; 6 ) 3¥ (X; 6 )*r o 0 r o
36. 36. dX-TT 1  j
a.s. = (fir )tj
say. Obviously lim^A^ = A so that S5.(ii)(c) is
t. «w «V
satisfied. Finally, the i column of V^(n), V^(n,i) say,
equals
00 3 $ . ( 6 )r __ 2___0 00 3¥ . (6 )
• j.! 3e-rj=r+l i
x(n-j) + Z i___o_
j = r+l 36
e(n-j)
so that
E(llv (n,i)ll2)< c tr 11(3/3 6 ){$(X;6 )-$ (X ; 6 ) } H 2 d F (X) + r —  i 1 o r o J x-TT
+  C
-  TT
I (3/36.) {'F ( X ; 6 )-Y ( X ; 6 ) } I! 2 d X -> 0 as r i 1 o r  o
by dominated convergence. Because V^(n) is stationary, 
S5.(ii)(d) follows.
(b) We now briefly discuss the proof when A 2 . ( i ’) holds.
For each r >_ 1 we put
r r
(n;6) = £ Y (6)e(n-j),v 2 (n ; 6) = Z $.(6)x(n-j),
j=o 2 j=o 2
V l r (n) = (3/36,)vl r (n;6o ), V 2 r (n) = ( 3 / 3 6 ’ ) (n ; 6 ^  .
For this decomposition of V(n) S5.(ii)(a) is satisfied.
3 v (n ; 6 ) «
E (I ° 1,236 ) = tr 4 Z
00 3 $ (6 )
• i 90,3,k=o i
, 9 $,( 6 ) ’
-2—— — x(n-j ) x(n-k) ’  — — -— - +36
00 3 ^ .(6) 3Y (6 ) 1
+ E -  k - 0 O'", 3 6. oj = o i
iiv_ \ . .
30i J
Therefore lim_T N ^ Z E ( I ( 3 / 3 6 ) v (n ; 6 ) I! Z ) equals the in n i o
right side of (7.40) and so is bounded. Hence S5.(i) is 
satisfied and it is evident that S5.(ii)(b) is also. 
S5.(ii)(c) and (d) may be shown similarly using a proof 
analogous to that given in (a) . D
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We have now shown that assumptions A1.-A6. imply that 
conditions S1.-S6. hold. It follows from Chapter 3 that 
Theorems 2 and 3 also hold.
Proof of Theorem 4 Only a brief discussion is given 
as the proof of the theorem follows readily from the above 
analysis. From (1.10) and assumption Al.’
y (n) = - E H. { E ' B.(0 )y(n-j-k)\+ 
k=o v j =n-k J ;
n- 1
+ E H 4 E C . (0 ) x(n-j-k) + E A . (6 ) e (n-j-k) \, 
k=o j^ = o 3 ° j=o ^ °
and we can rewrite this as
n-1 n-1
y(n) = E D x(n-k) + E K e(n-k) + q(n) 
k=o „ k=o
where q(n)
n-1
E Hk k=n-r j^
00 r * 1
+ E 
£=n \ 1 ^ k= o , k <_n-1 V i - k (V }
x(n-£)+
Put w (n) = y(n) - q (n) . It is not
limn q(n) = 0 a.s 
N
. , limn n"1 !w ( -n) I ^  
, N
N E w(n)w
n = l
(n+j)’ and — 1N E
* n =
E B . (6Q )y (n-j-k) f + 
=n-k 3
n+t ( £
E E
£ = n ^ k=o,k<n-1V.-1«.>]
converge a.s. to the right sides of (7.16) and (7.17), 
respectively.
* *r* ’ 0 ß 
We can rewrite (3.25) as
n-1 n-1
v(n;0) = E G.(0)w(n-k) - E F (0)x(n-k)+p(n;0) 
j = o 3 j = o
and it is not hard to show that
lim s up I p (n ; 0) I = 0 a.s., lim sup | | = q a .s.,n  e e e  n  0 6 u  3 e iCX.
e (n-£)
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limn s up 6eU a
3 2 p ( n ; 6 ) I.
3 61.8 6 j
= 0 a.s . , (i, j 1 , . . • , TH ) «
The rest of the proof now proceeds in the same way as, 
but is simpler than, the proof given for Theorems 1-3. D
We will deduce Theorem 5 from Theorems 1-3. To do this 
we will need the results given below. Alternatively, we 
could prove the strong consistency result in Theorem 5 directly 
by using the techniques of Chapters 7 and 8. See also 
Remark 5.2(iv).
Suppose that {a(n), b(n); n = 0,±1,...} are two 
sequences of vector random variables, the element £ belongs 
to the set 5 and {P_.(£), Q^(£); j i  0}are two sequences of 
matrix functions of £.
We put
00 00
P (n ; £) = Z P . (£)a(n-j ) ,q (n ;£) = Z Q.(5)b(n-j), 
j=o 2 j=o J
P(z5C)
00
= 2 P . U ) z j ,
j=° J
Q(z;E)
00
= I Q.(£)zj ; 
j=0 J
w (X ; £) 
P
N= N 2 Z p (n ; 
n = l
5)ein\ and define w (X), a w (X) and b
(X;C) similarly to w (X ; O  P , but with respect to the
a(n), b(n) and q(n;£) terms, respectively.
Put v n (X;£) = lP{w (X;5) - P(X;5)wa (X)} 
CN (X;C) = N M w  (X;5) - Q ( X ; 5 )wfe ( X) } .
For convenience, we will often omit to indicate
dependence on N and £ below.
00
Lemma 8 v(X) = lP. e ^ R .  „(X), where
j-o J j >N
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Rj,N(X)
, N imX a(m)e - E
m=-j+1 m=N-j+1
a(m)e:I‘in^ , 0 <_ j <_ N
N-j N , ,
E a(m)e - E a(m)elmA , j > N
m=-j+1 m=l
A similar decomposition can be obtained for £(X).
Proof
E p(n)e = E P e  ^ S (X), wherej j ,N3 = o Jn = l
S. (X) = E a ( n - j ) e ^ n ^  \  Put u = E a(k)e J % 1» 4 n «n=l k=-°°
ikX
Then S. XT(X) = u_T . - u . . i.e.3 »N N-j -j
S . . T(X) = uXT- u  + u - u . - (uXT - uXT .) , 0 < j < Nj ,N N ' o o -j N N-j —  J —
= uXT - u + (u - u .) - (uXT - u ) , j > N.N o N-j -j N o
The required result follows. D
Below, we will denote sup by sup .
^Gh 5
Lemma 8 If: (i) sup^llP^(^)ll <_ m_. and sup^HQ ( C ) ^  m_. ,
V j > 0, where {m ^ , j >_ 0} is a sequence of non-negative 
numbers satisfying < 00»
(ii) a .s . v
- i  N -i  Nlim^j N E a(n)a(n)’ and lim^ ^ £ b(n)b(n)’
n=1 n=l
exist and are finite,
(iii) lim n 2I a (— n ) I = 0 a.s., lim n 2I b (— n ) I = 0 a.s.,n n
-2 N 2then lim sup sup N E I v (X ) I = 0 a.s., X = 2iTt/N.
5 t = l
(iv) If, in addition, 3  a finite positive constant c 
s.t. E(lla(n)H^)<_c and E( Hb (n) I <_ c for n = 0,±l,...,
then V £ > 0 3 K = K(e) s.t.
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P(sup N  ^ S I v (X ) I ^ > K) < e.
5 t = l
Similar results hold for £(X).
-1 N -1 f NProof N x Z v(X )v(X )* = N x S T ,
- t = l Ü C t ^ j , k=o J * ’
(t) +
N 00 00 N
+ E 1 T i k N (t) + Z Z T i k N (t) +j = o k = N+l 3 9 ’ j=N+l k=o J ’ ’
+ Z S T .  ,-N (t)
j = N+1 k=N+l 39 ’
IXT + H XT + I H XT + IV N N N N say,
where T. . .„(t) = P.R. „(X ) R (X )*P
i(j»k)X
j ,k,N j j ,N t k ,N t k with
R. (X) defined in Lemma 8 above. Putting 3 »N
S. / _ (t) = P. a(m)a(n)'P ’ exp{i(j-k+m-n)X }3 , k , m , n 3 k r j  t
we can write I as I = 1 ^ ^ -   ^- IXT ^ ^ +1^ ^ ^ whereN N N N N N
( 1) -1ix;±;= n x s zN
o o
S S S (t)
t j,k=o m=-j +1 n=-k+1 39 ,m,n
N
S S i p .  a(m)a(j-k+m-fN)’P• 1  ^ m 33 ,k=o f =-°°
and ^  is a sum over -j+1 m 0 , -k+1 <_ j-k+m-fN <_ 0 ^
It follows that
/1\ N min(o,k-j)
I I1S1) I < s S llp.llllp, lllla(m)lllla(j-k+mll
3 ,k=o m=-j+1 3
N 1 T  ' ,min(o,k-j) 9
<_ c Z 3 2k 2m . m { (j+1) (k+1) } 2 S {I a (m) H +
j,k=o 3 m=-j+1
+ I a (j -k+m) I ^  }
Below we assume that conditions (i) - (iv) of the lemma
hold unless stated otherwise.
Using Chebyshev's inequality, it follows from the above
- 1 2 9 -
t h a t  z > 0 9  = K ^ ( e )  s . t .
P (su p ^  II I ^ 1 ) II > K)  < E f o r  K >_ K 1 ( 7 . 4 5 )
F u r t h e r m o r e ,  i f  o n l y  c o n d i t i o n s  ( i )  -  ( i i i )  h o l d ,  t h e n  
i t  i s  e a s i l y  s hown  t h a t
l i m  sup . .  sup_  N ^111 
N t, N
0 a . s . ( 7 . 4 6 )
( 2) -1
I x; ' =  N E E  E E S . .
t  j , k = o  m= -  j  +1  n = N - k + l
( t )
N m i n ( o , k - j )
E E
j  , k = o  m = - j  +1
P.  a ( m ) a ( j - k + m + N )  ’ P ’ 
J
I ^ 3 ) = N 1 E E 
N
N o
E E S  ( t )
t  j , k = o  m = N - j  + 1 n = - k + l  J ’ , m , n
1 ^ =  N 1 E E 
N
N N
£ Z S ( t )
t  j , k = o  m = N - j  +1  n = N - k + l  , i n , n
N
E P
m i n  (N , N - j  + k )
j , k = o  3  ^ m = N - j  +1
a ( m ) a ( j - k + m )  ’ f P ^}
a n d  i t  i s  n o t  h a r d  t o  show t h a t  r e s u l t s  a n a l o g o u s  t o  ( 7 . 4 5 )
4 6 )  h o l d  f o r I  ( 2 )1N * * a n d  h e n c e  f o r  I .
w r i t e  I I „  as N I X N -■
! ! < ! )  -  
N
I I ^ 2 ^ -  I I ^  + I I  
N N
I l i 1 5 -  N_1
N
2 E
00
E
o N - k
Z E S i  k- j  +  1 n = - k + l  3 > ‘N t  j  = o k = N + l  m=
N 00 j “ k  -
= E E E P j  a ( n + k - j ) a ( n ) * P
t_u II O k = N + l n = - k + l
N- 1
N
E — E
* 00 
E
o N
E . E S , .
• 1 1 T j  y K- J in y- j + 1  n = l  Jt  j  = o k = N + l  m=
( t )
( t )  .
( 2 )
( s  — 1 , 2 , . . . ; k *  =
N *  n f j - k
E E E P.A £
j = o  s = 1 k  ’ = 1 *5 4 i = l
N + j - k '
+ E a (n
- 1 3 0 -
( 3 ) - 1  NI I v ' =  N E E E
^ t  j  = o k = N+l  m=N- j  +1 n = - k + l  j » k >m>n
N N- k
E E S ( t )
N ■j -k
E E P j' E a ( n + N + k - j  ) a ( n )  ’ \ P.’ 
j = o  k = N+ l  ^ n  = - k + l
N  00
( 4 ) - 1  ^1 1 ^  ; = N E E  E „ “ “ - v
N t  j  = o k =N+ l  m=N- j  +1 n = l  J , k , m , n
N N
E E S ( t )  .
L e t  k = sN + k ’ ( s  = 1 , 2 , . . . ;  k ’ = 1 , . . . , N ) .  H e n c e  
N ® N f j - k ’
1 1 ^ '  = E E E T \  E a ( n + k 1 - j + N ) a ( n ) ’ +
j  = o s = l  k ’ =1  ^ kn = l
m i n ( N , N + j - k 1) ^
+ L u ,  a ( n + k ’ - J ) a ( n ) ' } p ; N+k'n = N - k  +1 1
a n d  we w i l l  h a v e  r e s u l t s  a n a l o g o u s  t o  ( 7 . 4 5 )  a n d  ( 7 . 4 6 )
h o l d i n g  f o r  e a c h  o f  , . . . , a n d  h e n c e  f o r  I I . T. By
t h e  s y m m e t r y  b e t w e e n  j  a n d  k ,  s i m i l a r  r e s u l t s  w i l l  a l s o
h o l d  f o r  I I I . . .N
We c a n  w r i t e  I VXT a s  I VXT = I V * 1 5 -  I V * 2 ) -  I V * 3 ) + I V * A) ,N N N N N N
whe  r e
iv*l5= N- 1  E E N
N - j  N - k
E E S  ( t )
t  j , k = N + l  m= - j  +1 n = - k + l
N - j
« E P ’ a (m) a ( j - k + m )  ’ P ’
j , k = N + l  m = - j + l  ^
I V * 2 5 =XT n " 1 e eN t  j , k = N+ l
k = sN H- k ’ ( s  > / l ;
00 00 N
I V ( 2 )  =XT E E E
j = N + l  s = l  k ’ =
N - j  ' N 
E E S ( t )  .
N - j
E
■j + l + k ’
- j + k '
+ E
m=-j +1
a ( m ) a ( j - k 1+ m ) ' + 
a ( m ) a ( j - k ’ + m+ N ) ’ j P gN + k » •
I V * 3 ) = n " 1 E N
oo N N- k
E E E S
t  j , k = N+ l  m=l  n = - k + l
( t )
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oo N N(A) -1 IN IN
IVN =N E 1 Z Z S .,k,m,n
t j,k=N+l m=1 n=l ^
(t) .
Let j = rN+j’, k = sN+k' (r,s >_ 1; j ’,k’ = 1,...,N). Thus 
TTT(4)_ oo n  fZ ' Z P J
,s=l j',k'=l rN+J ’l
min(N,N+k'-j ')
Z a (m)a (j '-k’+m)'
m=max(1,1+k’-j ')
N
+ Z a(m)a (j ’-k'+m-N)f +
m=N+l+k f-j 1
k ’-j '
+ E a (m) a ( j ’ -k ’ +m+N) ' P 
m= 1 sN+k f
and we shall have results analogous to (7.45) and (7.46)
holding for each of ivf3^ - ivf4) and hence for IV . ThisN N N
completes the proof of the lemma. d
Theorem 8 Put Xfc = 27Tt/N and 
- N N
T (O = Z w (X ; O w  (X ;0*- £ P (X ; 5)w (X )w (X.) *Q (X. ; O  *N ^ . - i P t  q t  _ t a t D t tt=1 r t=l
(i) If conditions (i) - (iii) of Lemma 9 hold, then
lim.. sup_N "Ml TX7 ( £ ) H * 0 a.s.N E, N
(ii) If, in addition, condition (iv) of Lemma 9 holds,
then /
sup5 N_!5IItn (5) I = o (1).
Proof of Theorem 8
Tn (£)=N_!2 Zv(Xt)wb(Xt)*Q(Xt)* +.
+ N_!5ZP(Xt)wa(Xt)C(Xt)* + N_1Zv(Xt) C (Xfc) * (7.50)
and it is obvious from Lemma 9 that (i) holds. Let 
(M)Q (X;£) be the Cesaro sum to M terms of the Fourier series 
for Q(X;£). Then (Zygmund [1959, Theorem 3.4,p.89]),
V e < 0 there exists an = M^(e) such that
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A = sup sup
[ - tt , tt ]
IIQ(m) (X;0-Q(X;5)1< e for M > M  (7.51)
Let SN = s u p 5IIn_j- lv(Xt)wb (Xt)*{Q(Xt)-Q(M) (Xt)}ll . Then
N
S„ M < c suprN_1 Z I v (X )ll2 + c A N " 1 Z I b (n) I 2 N.M — M c, t M ,t n=1
so that
P(SN M > 2e) 1 P(sup5N 1 zilv(Xt)llZ > ^ - )  + c A ^ e
t M
and by (7.51) and Lemma 9 the right side of this last 
inequality can be made arbitrarily small by increasing M. 
Hence, to show that V £ > 0
lim supNP (sup^ I N 1 Ev (A t) wb (A t) *Q (A t) *11 > e) = 0 (7.52)
it is sufficient to show that V £ > 0
, iuA t
lim sup^P (sup£- I N 1 v (^  t) (A ^ ) *e I > e ) = 0 (7.53)
for all finite integers u. To be specific we take u 0, 
where u is fixed and N >> u. The analysis for u 0 is 
very similar and is omitted.
N r N
Z T. (t) + 
=o J ’n
-1 ± u a  _ 3/ (
N Z v (A ) w, (A ) *e = N '2 Z I
t 1 b t n-llj
+ 1 T (t)J= I + II
j =N+1 J>n N N
with T (t) = P R .  (A )b(n) 'exp{i(j+u-n)A }J »n . J j >« -t. . . t
Uj m = Pj a(m)b (n) ' exp{ i (j+u+m-n) Afc } .
We can write I as if1^- If2^»whereN N N
N N o
Z Z Z Zi*1*- n " 3^2 Z Z U. (t) N *. i . • .i J >m »nt n=l j=o m=-j +1 J *
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N r min(o,N-j-u) o
E P E a(m)b(j+m+u)1+ E a(m)b(j+m+u-N) '
j=o 2  ^ m=l —j m=N+l—j-u
and i t .follows that
lim sup^P (sup II1 ^ ^  H > e) (7.54)
(2) _ 3 E E E E U,
t n = l j =o m=N-j +1 J >m,n
(t)
_i N m i n  (N , 2N-j -u) 
N 2 E P J E
j=o  ^^  m=N-j+1
a(m)b(j+m+u-N)’ +
N
+ E a(m)b(j+m+u-2N)’
m= 2N-j— u+1
(2)and a result of the type (7.54) will hold for 1^ and hence.
for V We can write II.T asN II*1*- II*2) with N N
I I (1)N = N - %
N 00 N-j
E E E E U .
t n = 1 j =N+1 m=-j+l 2 >m,n^
l. oc f N-j-u N-j >
= N 2 E P. 
j =N+1 2
•j E a (m) b ( j -m+u) ' + E a ( m ) b (j + m + u - N ) ' r
 ^ m = 1-j m=N-j-u+1 '
II^2)= N %  Z Z
00 M
E E u . (t).
N t n=l j=N+l m=l J ,rn,n
j = rN+j 1 (r >_ 1; j * 1, . . .,N) . Hence
(2) -i* NI I „ ' = N ^ E EN i • yr=l j ;= 1 PrN+j'{
N-j-u
E
n=1
a(m)b(j * +u+m) ' +
min(N,2N-U-j1)
+ E a(m)b(j f+m+u-N) ’ +
m=max(1,N-u-j T+l)
N
+ E a(m)b(j *+m+u-2N)’
m=2N-j *-u+1
Hence a relation of the type (7.54) will hold for 1 1 ^ ^  and
N '
(2)II„ . and thus also for II N * It follows that (7.53), and
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hence (7.52), hold. A result similar to (7.52) may be 
obtained for the second term on the right in (7.50) and, by 
Lemma '9, also for the third term on the right. This 
completes the proof of Theorem 9. □
Corollary 1 Let v(A) and w^(A) defined as above. If 
R(A) is a continuous periodic matrix function of A of period 2tt , 
and the following matrix-vector product is compatible, then
-1 Nsup IIN Z R(A )vec{v(A )w, (A ) * } H  = o (1), A. = 2irt/N.?e= t=i t t b t p t
Proof This follows directly from the proof of 
Theorem 8. □
Proof of Theorem 5 By using Theorem 8 we can deduce 
Theorem 5 from Theorems 1-3. □
Proof of Theorem 6 It can be readily verified that the 
assumptions of Theorem 6 imply that assumptions A1., A2.(i) 
or (d’)> A3., A4., A5. and A6.(i) hold. Because assumptions 
A2.(ii) and A6.(ii) are only used to show that condition 
S6. (Ü) holds, the proof of the theorem will be complete if 
we can show that assumptions Bl. - B3. imply that S6.(ii) 
holds. We now do so.
For a fixed 6, suppose that h(6) = 0 and ft(0)=ft(0 ).o
From the proof of Lemma 4 we will have that ^(zjB) = I^   ^ Vz 
and
•TT
$(A;e)dFx(A)$(A;0)* = 0 (7.60)
^  —  TT
But ¥(z;0) = I(p) means that B(z;6) = B(z ;0q) and hence 
$(z;0) = C(z ;0q) - C(z;0). Therefore $(z;0) is a polynomial 
of degree s at most. It now follows from (7.60) and 
assumption Bl. that $(z;0) = 0 Vz, i.e. C(z;0) = C(z;0 ).
- 135-
Thus, we have shown that if fi(0) = ß(0 ), then 
[B(z;0), C(z;0)] = [B(z ;0q), C(z;0 )]. If this last 
relation holds, then
[B ( z ; 0) , C(z;6)] = U(z;0)[B(z;6 ), C(z;0 )]— o — o
where U(z;0) is a rational function of z. By Lemma 2.3
and B2.(iii) U(z;0) must be a polynomial matrix in z. It
now follows from B2.(iv) and B3. that U(z;0) = 1^
i.e. 0 = 0 .  □o
Proof of Theorem 7 We omit the proof as it is similar 
to, but easier than, the proof of Theorem 6. □
C O M M E N T
Usually v(n;0) as defined in (3.10) involves the 
infinite past (an exception to this is when assumption Al* of 
§3 holds) so that £^(0), given 0, is not computable. Using 
the lemma below, it is straightforward to show, however, that 
Theorems 1 to 3 still hold if v(n;0) of (3.10) is replaced 
by n-1 n-1
E G (0)y(n-j) - E F (e)x(n-j) . 
j=o J j=o J
Lemma Suppose that: (a) E is a subset of Euclidean
space with typical element £. (b) (a(n), n = 0, + 1,...}
is a possibly stochastic vector sequence satisfying
lin^lT1 I a(-N) II2 = 0 a.s.
and
-i Nlim^N E a(n)a(n+k)f = T(k) a.s., k = 0, +!»••• 
n=l
where T(k) is a finite nonstochastic matrix V k.
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(c) {P.(£), j >_ 0} is a matrix sequence with the Pj matrix
functions of £ such that
sup IIP. (Oil £  f ° r 3 0»5 e H 3 J
where {m., j > 0} is a sequence of scalars satisfying
Z . j m . < 00.
J =  o  J J
oo n— 1
p(n;e) = Z P.u)a(n-j), q(n;5) = I P .(?) a(n-J) . 
j=o 3 j=o
Then, uniformly in £ + e H, we have:
N ' -1 N
(i) N“ 1 Z p(n;£)P(n+£;5+ ) ’ “ « I q(n;£)q (n+Ä;5 + ) '
n=1 n=l
a . s
as N -* 00.
If, furthermore,
OO # OO N 2
sup Z I 2 k 2| Pjc+n (OII j < 00 » 
H n=o  ^k=o ^
then
i N , a.s.
(ii) 1im^N * Z q(n;^){p(n;C+ ) - q(n;^+ )} =  0
n=l
Proof (i) This follows immediately from the proof of 
Lemma 1(c).
, N
(ii) N * Z q ( n ; 0 ( P (n;5+ ) - q(n;£+ ) } ’ - 
n = 1
N-. ( CO ^
= N"*5 Zq(n;?) j I P 1+'n (C + )a(-j) [' + 
n= 1 1j = o J J
+ N"*5 Z q(n;?) { Z P.+nU.)a(-j) }' . 
n=M+l *• I“ « 3 J3 = o
For M a fixed positive integer, the first term on the 
right obviously tends to zero. We look at the second term.
- 1 3 5 b -
II N- i f
n = M+lL q(";Oi ; 0v ({+)aH)j
{  N- 1  l II q Cn ;  O i l  2 t N /(■ x Z
 ^ n=M+l n=M+l  ^ £ x
X j  '1 l l a ( - j ) l l  I
a . s .
0 a s  M,N ->
b y  a s s u m p t i o n .  T h u s  we o b t a i n  ( i i ) .  □
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C H A P T E R  5
D I S C U S S I O N  O F  T H E  G A U S S - N E W T O N  A L G O R I T H M  
I . I N T R O D U C T I O N
This chapter has two aims. The first is to briefly 
and informally discuss the properties of the G.N. algorithm 
from a computational, rather than a statistical, point of 
view. The second aim is to relate the G.N. algorithm to 
some of the estimators proposed in the literature.
2. D E R I V A T I O N  O F  T H E  G A U S S - N E W T O N  I T E R A T E S
Suppose that we minimize the criterion function 
-1 N£(6) = ( 2N) Z t r { $ (n) v (n ; 0 ) v (n ; 9) * } 
n=1
over some permissible parameter space, 0 say, to obtain an 
estimate of an unknown parameter value 0q. The v(n;0),
1 <_ n N , are twice differentiable pxl vector functions of 
0 with continuous second derivatives; the $ (n) , 1 <_ n <_ N ,
are pxp symmetric p.d. matrices; 0 is an mxl vector and 
we assume that 0q is an interior point of 0.
To obtain the minimizing value of 0, 0 say, we would
normally try to solve the first order equations
3£(0)/30 = 0 ' (2.11)
Put k(0) = 3£(0)/30. If k(0) is highly nonlinear in 
0, then a closed form solution of (2.11) cannot usually be 
obtained; instead, we often use some iterative procedure to 
obtain 0. A common iterative algorithm to determine 0 is 
the Newton-Raphson algorithm (e.g. Kowalik and Osborne [1968, 
p.65]) which is described by
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= -[92£(e)/aeae’] 1k(e) j ^ o (2.12)
I 0=0u;
with -0^^ initializing the iteration. Let 0^, 1 <_ i £ m, 
t llbe the i element of 0. Then
-1 N32£(e)/a 0 0 k = N E tr[$(n){3v(n;0)/30i}{3v(n;0) ’/96k }] +
n=l
-1 N+ N  E tr[$(n)v(n;0)(32v(n;0)’/36i30k }]
n = l
(2.13)
If we modify (2.12) by omitting the second summation 
on the right in (2.13), then we obtain the G.N. iteration
e(j+i) _ e(j)
-1
-&(e) 1k(e) . N , j > 0
0=0 (j)
(2.14)
where A(0) = N Z V(n;0) 1 $(n)V(n;0) and V(n;0) = 3v(n;0)/301 .n
An instructive alternative way of obtaining (2.14) is 
the following. Given 0 ^ ^  to 0 ^ ^  we obtain 0 ^ +^  by 
minimizing
(2N) 1 E tr{$(n)v(n;0,0^hv(n;0,0^ V >  
n=l
(2.15)
where v(n;0,0^^) is the linearization of v(n;0) about ^ 
0 (^ ;  i.e. v(n;0,0(^ )  = v(n;0(^.) + V (n; 0 (  ^^ ) ( 0 - 0 ^  ) ) . It 
is easy to check that the minimization of (2.15) yields (2.14). 
This second approach shows that in obtaining the G.N. iterates 
(2.14) we perform a sequence of linear regressions, 
regressing v(n;0^^) on {-V(n;0^^)}, with weighting matrix 
$(n), to obtain the corrections ( 0 ^ +^  - 0^^). This last 
observation means that if $ (n) is constant for n=l to N, as 
is usually the case, then we can use ordinary linear regression 
programs to update the iterates once we have written sub­
routines to compute v(n;0) and V(n;0).
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We now discuss some useful simple extensions of the 
basic G.N. algorithm (2.14).
1* We can permit the $(n) to be functions of 0. We 
would then use $(n;0^^) in (2.14).
2. Suppose we want to minimize £(0) subject to the 
continuously differentiable constraints h(0) = 0. Constrained 
minimization of £(0) gives the first order conditions
8£(0)/90 + H ’(0)X = 0, h (0) = 0 (2.16)
where H(0) = 3h(0)/30T and X is a vector of Lagrange 
multipliers. Hence a simple constrained version of (2.14) is
' e (J+1)-
;ü;i)
e ( j ) l A(0)
H( 0 )
H ' ( 0 ) ]
-1 k(6)
h ( 0 ) I 0 = 0 (j)
j > 0 
(2.17)
We have already met the above algorithm in 3.§3.
3. The criterion function (2.10) and the algorithms (2.14) 
and (2.17) are'mainly suitable for time domain estimation. We 
can, however, obtain direct analogues to deal with frequency 
domain estimation. See for example 4.§4 and 7.§6.
3. F U R T H E R  P R O P E R T I E S  A N D  M O D I F I C A T I O N S
A is obviously p.s.d. and hence it is p.d. if it is non­
singular. We. can take-advantage of this property in an un­
constrained application of the G.N. algorithm, i.e. (2.14), by 
using the efficient Cholesky decomposition to invert A. See 
Wilkinson [1971, p.2].
We now assume that if there are any constraints on 0, 
then they are linear, with H of full row rank. We call 
{ 0 ^ ^  - 0 ^  ^  } the j s t e p  of the G.N. iteration (2.17).
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— (1-1) Ä (1)For convenience we let 0 = 0  J ,. 0 = 0 J and put
0 = 0 + t(0- 0), t > 0. Given that 0 and 0 satisfy the
linear restrictions, we will say that the direction of the 
t llj step of the iteration is downhill if for t sufficiently 
small and positive £(0^) <_ £(0), with equality if and only if 
0 satisfies the first order conditions (2.16). The following 
lemma is a generalization of (I) in Kowalik and Osborne 
[1968 , p . 72] .
Lemma 1 Suppose that the restrictions h(0) = 0 are 
linear in 0 and the matrix
(A(0) . H\
• • •
H . 0
is invertible. If ' h(0^^) = 0, then h(0^^) = 0 for j >_ 1
t lland (2.17) has its j step downhill for j >_ 1; furthermore, 
if 0^^ satisfies (2.16), then 0 ^ +^  = 0^^.
Proof It is 
in 6 and h (0 ^ ^ ) 
E = I(m) - H ’(HH’) 
Theorem 2.13(iii),
0 - ?  =
obvious from (2.17) that if h(0) is linear 
= 0, then h(0^^) = 0 for j 1. Put
H^. Because rank (EAE) = rank (E) by 
it follows from the proof of Lemma 3.5 that
-(EA(0)E)+Ek(0) _ (3.10)
I 0 = 0
so that
£ (01) - £(0*) = (0t-?)Tk(?) + 0(t2)^
= -t{Ek(?) }’{EA(?)E}+{Ek(?) } + 0(t2).
Hence < ^(0) for t positive and sufficiently small
unless Ek(0) = 0. Ek(0) = 0 means that there exists a X
such that k(0) + H'X = 0  so that 0 satisfies (2.16) because 
h(0) = 0. Furthermore if Ek(0) = 0, then it follows from 
(3.10) that 0 = 0 .  □
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If the restrictions are linear in 0 and the 
iterations (2.14) or (2.17) converge very slowly or not at 
all, then the result of the above lemma leads naturally to the 
modified Gauss-Newton algorithm described below. For 
convenience we discuss the unconstrained case. Following 
Kowalik and Osborne [1968, p.66] we compute the modified G.N. 
iterates as follows. For i 1:
(i) compute 6^^ = -A(0^^) ^k(0^i )^;
(ii) define = 6 ( /  It 6 ( I ;
(iii) let p* minimize £(0^^ + pv^^);
(iv) let 0(l+1) = 0(l) + p*v(l).
This modification, which retains the G.N. direction but 
modifies' the step length, usually minimizes total computation 
time and ensures convergence. Its success is mainly due to the
fact that the G.N. direction is downhill so that each step of 
the modified iteration decreases £(0). For a further 
discussion on the choice of steplength in the G.N. algorithm 
see Bard [1974, pp.110-116], and Kowalik and Osborne [1968, 
p.71].
If the above modification of the G.N. algorithm is used,
then
T = [£(0 (j-1) )-jf(0 ^  ^ ) ]/{l+£(0 ) }
could be used as a termination criterion. If T. < some small
3 ~
prescribed positive value on two or more occasions, then the 
iteration is terminated. See also Box, Davies and Swann 
[1969 , p. 8] and Bard [1974 , p.114].
A different modification of the G.N. algorithm, which is
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also designed to increase computational efficiency and 
enhance convergence, is due to Marquardt, Levenberg and 
Morrison (see Bard [1974, p.94]) and is described by
eU+D (j) = - { A ( 8 ) + p  I ( m ) } 1 k ( e )
I 0 = e (j) ’
with > 0 . See also Kowalik and Osborne [1968, p.74].
4. R E L A T I N G  T H E  G . N .  E S T I M A T O R  T O  E S T I M A T O R S  P R O P O S E D  IN T H E  
L I T E R A T U R E
In this section and the following two we relate the 
G.N. estimator to some of the estimators proposed in the 
literature. Before doing so however we obtain some 
elementary but useful perturbation results.
* A A A A
Lemma 2 Suppose that A, A, B, B, C, C, D and D are
matrices of dimension pxp, pxp, Pxq>PxcL> pxr, pxr, pxp and 
pxp respectively. A, B, C and D may be regarded as 
perturbed values of A, B, C and D. If A, A, D and D are 
nonsingular, then omitting terms of second order or higher in 
(A-Ä) etc. we have
(i) A-1B=Ä“1B+Ä“1 (B-B)-Ä“1 (A-A)A-1B .
(ii) AB=ÄB+Ä(B-B)+(A-Ä)B=ÄB+(A-Ä)B.
_ T A ■. 1 A A A w 1 A A A — 1 A A A .. 1 A A _  1 A A(iii) A BC=A BC+A B(C-C)+A (B-B)C-A (A-A)A BC
(iv) A D B=A D B+A D (B-B)-A D ±(D-D)D B-
A — 1 A Am !  a — 1 A-A (A-A)A D B.
The proof is straightforward and is omitted. □
The first model we look at is the simultaneous equations
model with AR residuals
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r s t
E B y(n-j) = E C x(n-j)+u(n) , E A u(n-j)= e ( n ) ; A q = I , . . 
j=o 3 j=o 3 j=o 3
(4.10)
We have already discussed this model in 4.§5. Let
r s t
B(z) = E B.z , C(z) = E C .z3 and A(z) = E A.z^ 
j=o 3 j=o 3 j=o 3
and put 0 = vec(B ,C ,A ,...,A ) ando ’ r o s o t
v(n;6) = B q ^A(L)(B(L)y(n) - C(L)x(n)}, with L the lag
operator.
It is clear from Chapter 4 why v(n;0) has been defined 
in this way. We will assume below that the G.N. iterates aife 
constructed as described in Chapter 4.
Using Lemma 2(iii), the linearization of v(n;0) about 
6 is given by
v (n ; 0 , 0 ) = p (n) + B ^ A C L )  [ { B (L)-B (L) }y (n)-{ C (L)-C (L) } x (n) ] +
+ B " 1 {A(L)-A(L)}q(n) - 6“ 1 (Bq -B o )p(n) (4.11)
where p(n) = v(n;0),q(n) = B(L)y(n)-C(L)x(n); we write A(L)
evaluated at 0 as A ( L ) , with B(L) and C(L) defined 
similarly.
If (4.10) is a reduced form system, i.e. B q =  1^ then 
we redefine 0 by dropping Bq . (4.11), reduces to
v (n ; 0 , 0 ) = p (n) + A(L) [ { B (L)-B (L) }y (n) - { C (L)-C (L) } x (n) ] +
+ {A(L) - A(L)}q(n) (4.12)
We now note the following.
(i) We can rewrite (4.12) as
v ( n ;0 , 0) = A(L)(B(L)y(n) - C(L)x(n)} + (A(L)-A(L)}q(n)
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and it is clear from this last equation that Hatanaka's 
[1974] two-step estimator is just the first iterate of a G.N. 
iteration scheme. This has already been observed by 
Hendry [1976, p.83] and Byron and Pagan [1975] but the 
derivations in the references just cited seem to be more 
cumbersome than our derivation.
(ii) Put y(n) = y(n) - p(n). We can rewrite (4.11) as
v(n;0,0) = B-1[{A(L)-Ä(L)}q(n) + Ä(L)q(n)-Ä(L){C(L)-C(L)}x(n)+ o
+{A(L) - I(p)}{B(L)-B(L)}y(n) + (B(L)-Bq-(B(L)-Bq)}y(n) +
+ (Bo-Bo)y(n)] (4.13)
Identifying y(n), q(n) respectively with Y and u*
of Hatanaka [1976, pp.194-196] it is not difficult to see from 
(4.13) that Hatanaka’s [1976, p.196] estimator (c) is exactly 
the first iterate of the G.N. algorithm,
(iii) Hatanaka’s estimators (a) and (b) are also closely 
related to the G.N. algorithm and it is easy to prove that 
they are asymptotically efficient once we have proved that the 
G.N. estimator is asymptotically efficient. We first discuss 
the estimator (b) (Hatanaka [1976, p.195]), using Hatanaka’s 
notation for convenience.
It is not difficult to verify that
y - (R'®IT)<)fy - $6 + -u - (R’0IT)<3fu. (4.14)
Therefore,we can rewrite the expression for the estimator 
(b) as
(0(2) - 0) = A(Y(2 ,^ Y)_1k ( Y ^ )  (4.15)
where A(Y,$) = [ (Y , I ^ U )  ' (i®IT) ~1 (i ,Im0jfÜ) ] , 
k(Y) = (Y, Im0 ’ (f0IT)_1{G - (R'0It) «ifG) >
- 144-
0 = vec(6,R), = vec(6^2^,R^2^).
Because the expression for the G.N. algorithm is 
(Hatanaka, p.196)
( 6 ^ -  0) = A(}^2\  J^2^) 1k($^2^)
it follows that 0^2  ^ - 0 ^ ^ o (N 2) . Hence Hatanaka's P
estimator (b) is asymptotically efficient.
~ (2 ) -Because A(¥ ,¥) is not p.d.,it seems to me that (4.15)
is computationally inferior to the G.N. algorithm for the
following reasons:(1) We now require a general matrix
~ ( 2 )inversion routine to invert A(¥ , Y); (2) the direction of
a step of (4.15) is no longer downhill.
We also note that if we iterate (4.15) till convergence, 
then we will obtain a solution of the first order equations 
(2 .11).
(iv) Next we look at Hatanaka's estimator (a) (p.194).
We again use Hatanaka's notation. It is not difficult to 
check that
A (? ^  ,¥) = A ( $ ^  ) .
Using (4.14) we can now rewrite Hatanaka's estimator (a)
0 ^  - 0 = A (? ^  ,5 ^  ) 1k(5^1 )^
and- again we see the close relationship between Hatanaka's 
estimator (a) and the G.N. estimator.
We note that the estimator proposed in Dhrymes and
Taylor [1976, eqn(17), p.372] is exactly Hatanaka's estimator 
(a).
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5. C O N T I N U A T I O N  - T H E  A R M A  M O D E L
The second model we consider is the ARMA model. It 
will be convenient to consider the scalar case and to depart, 
for this section only, from our usual notation. We consider
qE ß.x(n-j) 
j=o 2
P
E a.e(n-j) (n= 1,...,N) 
j =o 2
(5.10)
where aQ = ß = 1. The observed scalar sequence (x(n),n 1}
forms a stationary process, while the e(n) are independent and 
identically distributed with mean zero and variance a2 . We 
put
p q
ä(z) = E a.z^, b(z) = E ß.z^ 
j=o 2 j=o 2
1 = (a1 ,...,ap), ß» = (31 ,...,3 ), 6' = (a' , 3 ') , (X)
(elX, . . .,elpX) , Xg(^) = (elX,...,elqX)
w(X) = (2nN) 2 E x(n)e*n X , I(X) = ]w(X)|^
n= 1
We assume that a(z) and b(z) have all their zeros out­
side the unit circle and denote a(e^X) and b(e^X) by a(^) 
and b(X) respectively. Let
-1 N 2 £(0) = (2N) 1 E Iv(n;6)|
n=1
where v(n;0) = a ^(X )b(X )w(X ), with X = 2iTn/N (n=l,...,N).n n n n
For a motivation of the criterion function £(0) see 4.§4.
We will now show that: (i) the estimator proposed by
Akaike [1973] for the model (5.10) is exactly the first step of 
a G.N. iteration applied to £(0); (ii) in general, the 
estimator proposed by Hannan [1969b] for (5.10) is not the same
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as that of Akaike but differs from it by a term of order
o (N 2) . For the pure moving average case, however, H a n n a n ’s P
estimator will be the same as Akaike's if the initial estimate 
of a is obtained by factorizing the estimated spectrum of 
the x(n) process.
Proof An application of the G.N. algorithm to £(0) 
yields as a first step,
Ne - e -[{N -1 z
n = l
3 v (n ; 6 ) 3 v (n ; 8 ) i-1 3 Z ( 8 )
38
U . - W ’ -1
38
-c - Ua
38 8 = 8
(5.11)
-W .
V
V d +
< CDIICD
ca>
where
u(e)‘ = -i NN l
n = 1
3 v (n ; 6 ) 
3 a
3 v ( n ;6) 
3a '
-1 N -  -2 = N Z x X (aa) I, a a  n= 1
(5.12)
w ’ (e)=- -1 N ■N Z
n=l
3 v ( n ;0 ) 
3 a
3 v(n ; 8 ) 
36 '
-1 N - - -2 ■ = N Z X X ß b a (aa) I
n=l “ 6
(5.13)
v ( e )  = -1 N N Z
n = 1
3 v ( n ;0) 
38
3v ( n ;0) 
36 ’
-1 N - -1= N Z XgXg(aa) I
n=1 (5.14)
c (0 ) = -1 N N x Z
n=l
Xab b (aä) -2 _i ^ iI, d (0) = N Z Xß(aa) I
n=1 (5.15)
•
with
A
8 an initial consistent estimate of 6 , the true value0
of 8 In (5.12) to (5.15) X stands for X (^ ) with aa Aa n
similar explanation f°r Xg, a , b and I. Comparing (5.11)
to (5 .15) with (3.9) to (3.13) and (4.1) of Akaike [1973] it
is easily seen that Akaike's estimator corresponds exactly to 
the estimator just obtained. Hence (i) is proved.
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Let ß (1) = -{V 1d}e=g, a (l)-i=[U 1{W '(ß (l)-ß)+c+üS]0_ g ,
P = (U.-W' V-1W)_1 and R = V-1WP. It follows that
5- a= {PU(a(l)-ä)}0=g, ß-ß={RU(a(l)-ä)+ß(l)-ß}0=g (5.16)
To prove (ii) we restrict outselves to the case where 
Hannan’s estimator is obtained by factorizing the spectrum 
fy(A) (Hannan [1969b, p.585]) to yield an initial estimate of
/v  aa, a say. The case where f^(X) is not factored follows 
similarly. The derivation of Hannan's estimator may be 
described as follows. Starting with initial consistent
/V aestimates a and 8 satisfying
' 0 - e = 0 (N **) , let 8 ^  P H •V 1 (e)d(6) and
(i) O ( i) (i)- Ü (a,8h )c (a ,8r ).
It follows from above that 8(i) 8(l) and
(i) A 
aH a
r-l
0 = a , 8(i)
[»-1!-1'“ ♦ {ftr»'1’-«»
+ 0 (N 1) P
00 =  6
[u 1{-c-ui-W (ß(l)-ß)}]6 = g + OpOT*5)
because
92£(0)/9a98' = - W ?( 0 ) +  o (1)P (5.17)
It follows that a = -(a^^-a) + o (N . Next we putH p
aR = a + P(0)U(0)(a-a^ ; , 8R = -V (otR)d(aR).
By (5.16), a = a + o (N *5) ,ti p
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ß - 8  P r  P
(i) ,„-1 9£J y '1
1 3* V a  ,8(i)H
TT~*l/^  \ r 9 ß , 9 ^ Z , ~ v i
" V ^  *• 9 ß 9 ß 9a 1 ^a H * 6 = a , ß u) + °P(N_1)
v 1(S)W(0) (a„-S) + c> (tT*5) ,ll p
because of (5.17) and the fact that 9Z (a , ß^ ^ )/9ß = 0.
Hence by (5.16)
ß u - ß (l) = v " 1 ( a ) W ( 0 ) (a-a)+o ( N ~ ^ )  = R ( 6 )U ( 0 ) ( a (1) - a ) +H p
-V ~ _u+ Op(N 2) and it follows that ßfl = ß + o^(N 2), again by
(5.16). The proof of the first part of (ii) is completed by 
identifying a, ß, , 8r , aH and ßfl with a, ß, aK ,
ß^^, and ß ^ ^  respectively of Hannan [1969b, p.585].
For the pure moving average case, i.e. b(z) = 1, 
a = 2a + U ^(a)c(a), since a = a^^ by (5.16). The proof
A — 1 A A ^of (ii) is completed by identifying a, -U (a)c(a) and a 
with a, and a respectively of Hannan [1969b, p.582].
Remark 5.1 (i) Because the Akaike and Hannan estimators
are not exactly the same it should be verified that 6 is a 
real vector. To prove that it is we first note that if 
z = e , then z = 1  and (z ) is the complex conjugate
of (zm)n for m and n integers. Hence (zm)^ n+(zm)n 
is real for 1 <_ n <_ [^ N] and it is now easy to verify that the 
right sides of (5.12) to (5.15) are real. The required 
result follows.
(ii) It is clear that the matrix inverted in (5.11) is 
p.s.d., a result obtained more indirectly by Akaike [1973, 
p.261]. This remark extends immediately to the vector case
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deal t with by Akaike.
(iii) We now amplify on a comment made at the bottom of 
p.262 of Akaike [1973]. Using the notation of Hannan [1969b, 
eqn (2) and p.591] the Normal Equations for the vector moving 
average case become
N-1
p N
E E exp { i ( £-k) A } g **G 1(a)g 1A(£)g 1Ig 1 * =0 
£ = o n=l
k=l ,...,p (5.18)
where G(a) = 2ttN Eng Ig and a = vec{ A (1) , . . . , A(p) } .
Assuming again that the spectrum is factorized to yield 
A(j) (j=l,...,p), the linearized version of (5.18) becomes
_ i - P ^ a_i , n  \ v-lv-i*N 1 E E exp {i (£-k) X }f A'' ;(£)g Ig = 0 (5.19)
£=o n=l n
where
P .g(A.) = E A(k)exp{ikA.} .
3 k=o . 3
Hence (5.19) would replace Hannan’s eqn (12) if the 
treatment there was a direct generalization of the scalar case 
A similar remark extends to Hannan's eqn (13). Therefore,/ 
unlike the scalar case, it is harder to compare Hannan’s 
estimator for the vector moving average to the G.N. estimator.
6. C O N T I N U A T I O N  - T H E  A R M A X  M O D E L
The final model we look at is the ARMAX model 
r s t
E B y(n-j) = E C x(n-j)+ E A e(n-j), A = I, . (6.10)
j=o 3 j=o 3 j=o 3 0
We have already discussed this model in 4.§5. Let B(z), C(z) 
A(z) and 6 be defined as in §4 and put
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v(n;0) = B ^A(L) B (L) y (n)-C (L) x (n) } . It is clear fromo
Chapter 4 why v(n;0) has been defined in this way. Below 
we assume that the G.N. iterates are constructed as described 
in Chapter 4.
Using Lemma 2(iv), the linearization of v(n;0) about 0 
is given by
v(n;0,6) = p(n)+B”1A(L)'1 [{B(L)-B(L)}y(n)-{C(L)-C(L)}x(n)-
-{A(L)-A (L) }B p(n)] - B ''"(B -B )p(n) (6.11)o o o o
A Awhere p(n) = v(n;0); we write A(L) evaluated at 0 as 
A(L) ,with B(L) and C(L) defined similarly.
If (6.10) is a reduced form system, then we redefine 0 by 
dropping • Bq . (6.11) reduces to
v(n;0 , 0) = p(n)+A(L) 1 [ { B (L)-B (L) } y (n)-{ C (L)-C (L) } x (n) -
-{ A(L)-A(L)}p (n) ] (6.12)
We note the following
(i) Comparing (6.11) and (6.12) with (3.50) and (2.25) 
respectively in Phillips [1966] we see that the estimators 
derived by Phillips are each precisely the first step of a ^ 
G.N. scheme for the simultaneous ARMAX model and the reduced 
form ARMAX models respectively. Although this fact is well 
known for the reduced form case, it may not be (as well?) 
known for the simultaneous equations case.
(ii) Hannan and Nicholls [1972] and Nicholls [1976] 
extend to the reduced form ARMAX case Hannan’s [1969b] ARMA 
estimator, while Nicholls [1977] extends Akaike’s [1973] ARMA 
estimator, also to the reduced form ARMAX case. Put
a = vec(A^ , . . . , A ) , y = vec (Cq ,. . . ,C ) and
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n(9) = N-1Env(n;e)v(n;6)'.
Despite an assertion to the contrary in Nicholls [1977] 
we can easily deduce from §5 that the estimator given in 
Nicholls [1977] is just the first step of a G.N. scheme where, 
in addition,
-1 N£
n = l
9 v(n;6) 
9 a
- -1n(e) 9 v(n;6) 9y *
is replaced by its asymptotic limit which is zero, (if
0 - 0  = o (1)). Therefore the Nicholls [1977] estimatoro p
corresponds to the scoring method. We see from §5 that it 
is not identical to the Nicholls [1976] estimator (as claimed 
in Nicholls [1977]) but differs from it by a term of order 
Opor^ . '
It seems to me that the scoring estimator will be 
computationally inferior to the G.N. estimator for the reasons 
given in (iii) of §4.
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C H A P T E R  6
R E C U R S I V E  E S T I M A T I O N  A N D  T H E  G A U S S - N E W T O N  A L G O R I T H M
. 1. I N T R O D U C T I O N
To introduce the idea of recursive estimation we first 
look at the multivariate linear regression model
y(n) = V(n)0(0) + e(n) 1,2,... (1 .10)
where V(n) is a pxq nonstochastic observed matrix,
0^^ a q*l vector of parameters, y(n) a pxl vector of 
observations and {e(n), n >_ 1} a sequence of independent and 
identically distributed random variables having zero mean and
a nonsingular covariance matrix ft(0) If 0.. is the N
(0)generalized least squares estimator of 0 based on the
first N- observations, then
N
®N = Plj{ 1 V(n) ’n(°)”1y(n)}n=l (1.11)
where
PN = {EnV(n)'n(0) lv(n>> 1-
It can be readily verified that (see Appendix 1)
eN = eN-X+PNV(N) 1<y(N>-v(N>6N_i> (1.12)
where can be updated by
PN = PN-1 ” pN_!VCfJ) ' [V(N)Pn_1V(N) '+f!(0) )"1V(N)Pn_1(1.13)
In accordance with current usage, we call (1.12) the 
recursive version of the least squares estimator (1.11). Let
/V Ae(n) = y(n) - V(n)0n the e(n) are called the recursive
residuals and have nice properties (Brown, Durbin and
Evans [1975, p.152]) if the e(n) are Normally distributed and
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the V (n) are nonstochastic. If £2^^ is unknown, then it
may be estimated by
~ _ q N£2 = N £ e (n) e (n) 1
W ' n=l
and this estimate substituted for £2^^ in (1.12) and (1.13).
To avoid inverting £2^ for each NWe can update £2  ^ by using
sj"1 = N{ (N-I)"1^ ^  -T“1(N-l>_2!2^1e(n)e(n) ’ß“^ }  (1.14)
where
tn = 1 + (N-l)e(N) 'n'^eOO .
The recursive estimation technique may be described as
follows: we obtain the sequence of estimates {0^; M < n <_ N}
by using the updating formulae (1.12) to (1.14) with M some
prescribed non-negative integer and with 0.., P._ and £2..M M M
prescribed prior to estimation in order to initialize the
recursion. Depending on the choice of 0W , P__ and £2.,,M M M
the sequence of recursive estimators {0^, n > M) may or may not 
coincide with the sequence of non-recursive generalized least 
squares estimators (1.11). For the single equation version 
of (1.10), the recursions (1.12) and (1.13) were first given 
by Plackett [1950].
We will now discuss briefly recursive instrumental 
variable estimation for the model (1.10). Let (Z(n), n >_ 1} 
be a sequence of qxp matrices of instrumental variables. Then 
(IV) N
0 jj = Qn £ Z.(n)y(n) (1.20)n=l
is an instrumental variable estimator of 0^^ based on N
observations, where Q = { £Z(n)V(n)} . A recursive version ofN
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(1.20) is given by
0 = 0 +Q Z(n){y(n)-V(n)e -} (1.21)n n-i n n—1
<>„ = V l A - l Z(”),V<"l«n-lZ(")+I(p)rl,(n)V l  (1‘22)
In this chapter we show how to obtain recursive 
estimators for multivariate time series models by using the 
G.N. algorithm. As will be explained below, the non­
recursive versions of our class of recursive estimators have 
desirable statistical and computational properties. We will 
not give any consistency or convergence in distribution results 
for the recursive estimators as, given present techniques, they 
seem very hard to get.
A heuristic discussion of almost sure convergence for 
recursive estimators is given in Söderström, Ljung and 
Gustavsson [1974] (see also references therein), while Hannan 
[1976c] and Hannan and Tanaka [1976] give rigorous proofs of 
a.s. convergence for some simple time series models.
We will also relate our class of recursive estimators to 
some of the estimators appearing in the literature.
We conclude this section by explaining why it seems 
likely that recursive estimation will play an important role 
in the empirical analysis of time series models:
(a) To examine th'e stability of parameters and variances 
in the model by looking at the sequence of recursive parameter 
estimates and functions of the recursive residuals. Various 
test criteria have already been suggested in Brown, Durbin and 
Evans [1975] for the single equation version of (1.10).
(b) To estimate on-line (particularly in engineering) 
where it would be impractical to re-estimate the whole model
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eve ry time a new observation came in. Furthermore we may 
continue estimating till a desired degree of accuracy is 
achieved .
(c) Tracking parameters in real time (see Gertler and 
Banyasz [1974, fig. 2].
(d) Closely related to (b) is the updating of estimates 
in off-line (ordinary) estimation when it may be too costly to 
re-estimate the whole model every time a new observation came 
in; e.g. monthly observations in a large econometric model.
2. R E C U R S I V E  E S T I M A T I O N  F O R  N O N L I N E A R  T I M E  S E R I E S  M O D E L S
Suppose we have the model
v(n;0^^) = e(n) n = 1,2.... (2.10)
subject to- the assumptions of 3.§2. For convenience we denote 
the true values of 0 and ft by 0^^ and ft^^ respectively. 
This is a departure from -the notation of previous chapters.
In Chapters 3 to 5 we obtained estimates of 0^^ and
ft^^ by doing the following: (i) we linearized about 0 , ano
initial estimate (guess) of 0^^ to obtain 
v(n;0) = v(n;0Q) + V(n;0q)(0-0q)
where V(n;0) = 9v(n;0)/30T; (ii) we then performed a generalized 
least squares regression -based on N observations, using the 
estimated covariance matrix ft^ .(0Q) , to give the first step of 
the G.N. algorithm
N ,
§"6o = " W  E V(n50o),fiN (0o)v(n;6o) (2’20)n = l
where
Pn (6) = {EV(n;6) ' Jj"1 (0) V (n; 6) }
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By analogy with §1, a recursive version of (2.20) would
0 ..-P V(n;0 . ) ' ft ^v(n;0 - )n-1 n n-1 n n-1 (2.21)
where P and ft  ^ are updated by n n r j
P = P T-P 1 V (n 5 0 n ) 1 { V (n ; 0 , )P ^(n;© n)’ +n n-1 n-1 n-1 * n-1 n-1 n-1
+ } 1V(n;eii ,)Pn .n n-1 n-1 (2 .2 2)
:n1= n{n-1)‘lsln-l-(n-1)'2xnls2n-lv(n;en-l)v(n:0n-l) ’“n-l5
(2.23)
with
t = 1 + (n-1) 1v(n;0 n)'ft 1 v(n;0 ,).
Remark 2.1 We showed in 3. §3, in particular Theorem 
3.4 and Corollary 3.1, and in 5.§2 and 5.§3 that the non­
recursive versions of our class of recursive estimators had 
desirable statistical and computational properties.
(ii) Closely related to our sequence of recursive 
estimators (2.21) is the class of recursive estimators based 
on the Newton-Raphson algorithm which was suggested by 
Gertler and Banyasz [1974]. It seems that our estimators are 
simpler to compute, especially in the multivariate case.
3. R E C U R S I O N  IN M U L T I V A R I A T E  L I N E A R  T I M E  S E R I E S  M O D E L S
For expository purposes we give a detailed derivation 
of the recursive estimator for the ARMAX model (3.10) (see 
below) and for the vector linear simultaneous equations ARMAX 
model (3.30). Before doing so however it is useful to have 
the result of the following lemma.
Lemma 1 Suppose
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d f
G (z) = E G.z^ 
j=d J
is a b x c 
vector . 
Then G(z)
polynomial matrix and 
Let x (z)* = ( z ^ , . . . , z ^
(X(z) 18 r ’0 I ) Y • (b)
r is a c dimensional
and y = vec(G^,...,G ^ ,).
The proof of the above lemma is straightforward and hence 
omitted.
We first look at the ARMAX model
IT S
y(n) + E B (8 °^)y(n-.j)= E C (6 b  x (n-j ) +e (n) 
3=1 3 3=o 3
+ E A. (6 e(n-j)
j = l 3
+
(3.10)
subject t-o the assumptions of 4.§2. Let
t r .
A(z;0)=i(p)+ E A^(6)zJ , B(z;0)=I(p)+ E Bj (0)zJ ,
s
C (z ; 0 ) = E C .(0)z3 
3 = o  3 .
Xß(2) ’ = (z,...,zr), Xy(z) 1 = (1,...,zS), xa (2) * = (z , . . . , zt) ,
a(0) = vec{A1 (0),...,At (0)}
3(0) = vec{B1 (0) ,. ..,Br (0)} ,y(0) = vec{Co (0) , . . . ,Cs (0) } , 
a(0) = 9a(0)/90’,
b(0) = 90(0)/90', c(0) = 9y(0)/90f.
Putting v(n;0) = A(L;0)  ^{ B (L ; 0 ) y (n)-C (L ; 0 ) x (n) } , where
L is the lag operator, we can re-express (3.10) in the form 
(2.10). By Lemma 5.2(i)
v ( n ;0) = v(n;0)+A(L;0)_ 1 [{B(L;0)-B(L;0)}y(n)-{C(L;0)- 
-C(L;0) }x(n)-{A(L; 0)-A(L; 0) }v(n;0) ] -HO ( I 0 - 6 I 2 )
and it now follows from Lemma 1 and the last equation that 
V(n;9) = — = A(L;e)_ 1 [{x3 (L)'0y(n)'0I }b(6) -
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- ( X  (L) T8x(n) ’ 01 ^ ^ } £ ( e ) -{ (L) fQv(n; e)  ' Q I ^  } a ( e )  1 •
We obtain v(n;0 _) and V(n;0 - ) recursively by usingn — 1 n — 1
the relations
v (n;Gn-l)=" 1 Ai^en-l^V n^”^ ;0n-i-l^+B L^;0n-l^y n^^"C^L;6n-l^X^n^j  = 1 J J
(3.20)
t
V(n;6 )= - I A (6 , ) V ( n - 3 ;Q , .) +n-1 . _ i n — l n-1 —1j=i j j
+ {x6(D'0y(n)'ei } b ( e n _ 1 ) -
-{Xy (L) 'ex(n) '0 I (p)} = (0n .1)-{Xa (L) ,0v(n;6n _1) ’ 01 (p) } « ( 0 ^ )
(3.21)
. thwith the j block column of (x (L),8v(n;0 _ ) ’8 I / N } givena n-1 (p)
by {v (n- j ) ; 0^ 1 81 ^  ^} (j = A recursive estimator
of 0(0) can now be constructed as in (2.21) - (2.23).
We now discuss recursive estimation for the linear
simultaneous equations model
r s t
Z _B.y(n-j) = E £. x (n-j) +e^(n) + E A._e(n-j) (3.30)
j=o 3 j=o 3 j=l 3
where (3.30) is subject to the assumptions made for Model 2 
of 4.§5. For (3.30) to be identified it is necessary (but 
not sufficient) to impose some constraints on the 13 , C_ and 
A matrices. A common set of constraints is the following:
(a) The diagonal elements of B_ are unity - a normalization 
constraint.
(b) Certain elements of the matrices B_ (j = 0,...,r) and 
C^. (j = 0,...,s) are prescribed as zero.
Below we assume that the indices i,j and k have the 
following ranges
1 <_i <_ p , 0 <_ j <_ r , 0 <_ k ^_s, 1 <_ £t.
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X. T_
Let b_.(i)’ be the i row of _B, $ (i)' the row
vector containing the unconstrained elements of b_.(i)f in 
their natural order and define c (i)1 and y (i)’ similarlyK. K
but with respect to the C_ matrices; let
3j = vec{3^(1) v. .. , 3^  (p) } , Yk = vec{Yk (l),...,Yk (p)},
3 = vec{ 3q , . . . , 3r } , Y = vec{yQ , . . . , yg } , a = vec (A^ A )
and 0 = vec(3,Y »a) .
We define Y.(n), X, (n) and Q(n;0) by 
J
Äj y (n) = Yj(n)3 j » j > 0; (Bq - I ^ )y(n)=Yq (n)3Q ,£kx ( n ) ( n ) y k ,
(B -I, v)v(n;0) = Q(n;0)3 and let q(n;0)=B v(n;0),o V. p) o — o
X(n)={Xo (n),...,Xs(n-s)}, Y(n)={Yo(n).... Yr(n-r)},
S(n;6)=Y(n)-{A(L)Q(n;e),0}, B (e)=B"1B , Ck (e )-b"1^  ,
A„(0)=B_1A „B , e(n)=B_1e(n) and 5} (0) =B_1S1 (0) B_1 ; 
l — o l~o — o — — o — o
r s
Putting I5(z) = I B^z3 , C^( z) = I £.z3 and A(z) = I , * +
j =o 3 j =o 3 ^p'
ü j
j=l 3
we can rewrite (3.30) in the standard form (3.10) so that 
v(n;0) becomes
v(n;0) = Bo1A(L) 1{B(L)y(n) - C(L)x(n)} (3.35)
It follows from (5.6.11) and Lemma 1 that 
V(n;6) = B^1A(L)_1[S(n;0),-X(n),-{xa (L)’0q(n;0)'0I( ,}]
S(n;0 -), v(n;0 . ) and V(n;0 ,) are now obtainedn-1 n-1 n-1
recursively by
S(n;0 )n — i
t
Y(n)-{Q(n;0 )+ 1 A Q(n-j;0
j = l 3 n-j-1
),0) (3.40)
- 160-
V (n ;en-l)=- 01{-(L)y(n)“-(L)x(n)}" 1 -i-oV ^n"^*6n-i- 1 ^i = 1 3 3
V(n;en-l)=- 01 [{S(n;6n-l) ’_X(n) * " ( x c x ( L )  ,0^ (n»6n-l) ,0I(p))}”
' t
- 2 A B V(n-j;e _!>] (3.42)j=l J J
with B., C. and A n evaluated at 0 - in (3.40) to—3 —k — £ n-1
(3.42) . In (3.42) the £th block column of
(xa (L) * 0q(n; 6n_^) * 01^’ j } is evaluated as { q (n-£ ; 0^_ ^ _^) ’ 01 ^  ^}
Recursive estimators for (3.30) may now be constructed as in 
(2.21) to (2.23).
Remark 3.1 (i) Because of the linear structure of
the models (3.10) and (3.30) we were able to obtain
v(n;0 -) and V(n;0 . ) using (3.20), (3.21), (3.41) andn—l n—1
(3.42) without doing excessive calculation. An alternative 
to obtaining v(n;0^_^) by (3.20) would be to use
t
v (n; 0 n) = - Z A (0 ) v (n-j ; 0 n)+B(L;0 -,)y(n) -n — ± . t i n—1 n-i n-i3 = 1
- C(L;0 )x(n)n — 1
but this involves much more calculation as we would have to 
recompute v(j;0^ (j = l»««»»n-l) for each n.
(ii) As in (1.31) and (1.32) we may obtain recursive 
instrumental .variable estimators for the models (3.10) and 
(3.30). Instruments that work well in non-recursive 
estimation should be suitable candidates for recursive 
estimation.
(iii) With y(n), x(n) and e^ (n) scalars and B_ equal 
to unity, Fuhrt [1973] seems to have been the first to derive 
the algorithm just obtained for the model (3.30) and for this
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case the recursive algorithm is sometimes known in the 
literature as RML2 (see Söderström, Ljung and Gustavsson 
[1974, p.16]. The direct link of the algorithm with the 
Gauss-Newton linearization does not seem to have been noted 
by Fuhrt.
(iv) We can similarly obtain recursive estimators for 
Model 1 of 4. §5. With y(n), x(n) and £(n) scalars and _Bq 
equal to unity Hannan and Tanaka [1976] derived the recursive 
G.N. algorithm for this model. Again the direct link with 
the G.N. algorithm does not seem to have been noted.
4. SOME F INAL C O M M E N T S
(i) > It is clear from (2.21) that if P tends to zeron
as n increases, which is normally the case, new
observations will affect the sequence of recursive estimators
(6n , n >_ 1} less and less. A common practice (e.g.
Söderström, Ljung and Gustavsson [1974, p.22]) to make the
recursive algorithm more responsive to new data is to compute
P by (2.22) with P . replaced by X(n) PP . on the n n-1 n-1
right in (2.22) where the sequence (X(n), n >_ 1} satisfies
the relation X(n+1) = X X(n) + (1-X ) with X chosen closeo o o
to 1, e.g. 0.99.
(ii) When P^ becomes small we may approximate
{V(n;6n-l>Pn-lV(n;en-l)f + V -1
in (2.22) by - ß^-V (n ; 6 ) P XV (n ; 0 ) ’ fT1 thus
eliminating the need to do any matrix inversions when updating 
the recursions.
(iii) To initialize the recursions (2.21)-(2.23) we need
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to specify 0 , P and apriori. The choice of these
parameters should, if possible, be based on prior knowledge. 
Bearing in mind the remarks in (i) above, strong uncertainty 
about 0q ought to be reflected in a choice of a large Pq 
so that (2.21) is responsive to new data.
(iv) We now briefly recapitulate the reasons for 
recommending the class of recursive estimators given in the 
thesis. As mentioned in Remark 2.1(i) the non-recursive 
analogues of these estimators have desirable statistical and 
computational properties. Theoretical results (Hannan [1976c] 
and Hannan and Tanaka [1976] for very simple models .indicate 
that our class of recursive estimators is strongly consistent 
and simulation results (Hannan and Tanaka [1976] and Söderström 
et.al [1974]; see also the references in the last cited paper), 
again for very simple models, indicate that the Gauss-Newton 
recursive estimates are well behaved.
(v) It seems likely that even asymptotic results on how 
the recursive estimators and functions of the recursive 
residuals are distributed will be very difficult to obtain.
None have been obtained to date. Nevertheless I feel that a 
judicious use of analogy between the model discussed in §1, 
where some yardsticks have been given by Brown, Durbin and 
Evans [1975], and more complicated time series models, together 
with simulation results, ought to give us some yardsticks in 
the time series case as well.
(vi) For an interesting discussion of recursive 
estimators see Young [1976].
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A P P E N D I X  1
We now check that (1.12) and (1.13) hold. For 
convenience we omit the zero superscript in
[PN-1 + V( N ) ] [PN_1-PN_1V(N)'{V(N)PN_1V(N) ' + ft}-1*
x v(n )pn_x]
= I(q)-V(N)'[I(p)+JJ-1V(N)PN_1V(N)' - 
-fi_1{JJ+V(N)PN_1V(N) ' }]{V(N)Pn_1V(N) ,+S2}"1V(N)Pn_1
= I(q)‘
“ -1Let b = E V(j)'fi y (j) . Then
n j-i
6N = [PN-l-PN-lV(N)’{V(N)PN-lV(N)'+ß}'lv(N)PN-l1{bN-l+
+ V(N)'fi_1y(N)}
= eN_l+PN_iV(N) ,{V(H)Pn _1V(N) ,+SJ}_1[{V(N)Pn_1V(N) '+n}n_1y (N) 
-V(N)6n_1-V(N)Pn_1V(N) ' J2_1y (N) ]
- 6n_1+Pn_1V(N) ,{V(N)Pn_1V(N) ,+Jl}'1{y(N)-V(N)9N_1}
= 6N_1+PNV(N) ,J2-1{y(N)-V(N)eN_1} 
because
PNV(N)’ST1 = PN_1V(N) ,{V(N)PN_1V(N)’+£2}-1.
Hence (1.12) holds.
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C H A P T E R  7
E S T I M A T I O N  IN R E G R E S S I O N  M O D E L S  
W I T H  S T A T I O N A R Y  R E S I D U A L S
1. I N T R O D U C T I O N
In this chapter aYid the next we consider the estimation
of the unknown parameter vector 6 appearing in the multi-o
variate regression model 
00
y(n) = S D.(0Q)x(n-j) + v(n) , n >_ 1, (1.10)
with v(n) a stationary p dimensional residual. We observe 
the y(n) and x(n), but not the v(n). Unlike Chapters 3 and 
4 all estimation takes place in the frequency domain rather than 
in the time domain. Given (y(n), x(n); 1 <_ n <_ N) let
w (X) and w (X) be the FFT ’ s (see l.§2) of the {x(n)land x y
(y(n)} respectively. Let
00 .
D (z ; 0) = E D.(e)zJ , D (X ; 0) = D(e±X;0),
j = o 3
V ( X ; 0 ) = w (X) - D ( X ; 0 ) w (X) y x
and put X = 2iTt/N for < t <_ [^N].
Suppose that: (i)1 * B is a subset of (-tt,tt) and is
composed of a finite number of disjoint open intervals that 
are symmetrical about X = 0, i.e. if X €= B, then -X €• 8;
(ii) <I>(X) is a Hermitian p.s.d. matrix function of X,
X G [—Tr,Tr], with $(-X) = $(X)’. An estimate of 0q is 
obtained by minimizing the criterion function
1 Such a set B is also considered by Hannan and Robinson
[1973].
- 165-
Ln (9;$) = (2N)”1 trl t ( X t ) V ( X t ; e ) V ( X t ; 0 ) *  (1.15)
over all 0 lying in a compact space and satisfying restrictions
of the form h(0) = 0. Here, and in the sequel, E is a sum
Bover all A £ B. Subject to the assumptions stated below we
shall show that 0 , that value of 0 minimizing (1.15), is
strongly consistent and asymptotically normal. It is also
efficient if $ = f . and B = (— tt , tt ) , where f is thev v
spectral density matrix of v(n). By efficient we mean that
0^ will have the same asymptotic distribution as the maximum
likelihood estimator of 0 when the v(n) are Gaussian and fo v
is known. We remind the reader that efficiency in this 
chapter and the next means asymptotic efficiency.
Because it will usually be difficult to obtain the closed 
form solution of the Normal Equations we again give an 
iterative G.N. algorithm with iterates that converge to § .
As in previous chapters, the iterates themselves will be con­
sistent and have the same asymptotic distribution as
In the next chapter we show that if $(A) is unknown but 
a consistent estimate of it is available, then we can substitute 
it for $(A) in (1.10) and the results of the present chapter 
will still hold. We will also apply the theory to the linear
regression model
E B y(n-j) = Z C x(n-j) + u(n), (1.20)
j-o •> j = 0 J
where {u(n)}is a stationary residual sequence. We have 
already seen in Chapters 4 and 5 that when Bq 4 *(p) an<* u(n) 
has a rational spectrum, i.e. u(n) is generated by an ARMA 
model, (1.20) is frequently used in Econometric work. For a
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fur ther discussion of this model see 8.§2.
Our model (1.10) is a particular case of a more general 
continuous time model considered in Robinson [1972b,1975].
Using a criterion function of the form (1.15) Robinson obtains 
consistency and asymptotic normality results for 0^ similar 
to ours. Because our model is more specific than Robinson’s 
we have been able to weaken his conditions in some respects; 
in other respects, however, his results are more general than 
ours. A fuller discussion of the difference between Robinson’s 
results and ours is given in the text below as they arise.
To help compare Robinson’s work with ours his assumptions are 
listed in Appendix 2 of this chapter.
2 .' M O T I V A T I O N  A N D  C H A P T E R  S T R U C T U R E
We now motivate the use of the criterion function (1.15) 
and give reasons for estimating in the frequency domain.
Suppose that the v(n) are p dimensional, stationary, Gaussian, 
random variables and f^(A) is nonsingular for X £
Let VjJj = {v(l) ’ , . . . ,v(N) ’ } and = E(vNv^). Then, omitting
additive constants, - ^/N xlog - likelihood of v^ is
(2N) 1 log det rN + (2N)~1 v^ r“1 (2.10) . 
thLet S^ j be the Np x Np block matrix having (t,n)
-h.block N . exp ( inX ) . I , and w.T the block vector witht (p) N
kentries (2ir)^ wv(Xt) (1 n £ N, -%N < t _< [%N]). It is easy 
to check that S*S„ =  ^ and we know that (Hannan[1970,p.378])N N
SNrNSN % AN + o(1)» where is a block diagonal matrix with
entries 27rxfv(A ) on the diagonal. Since S>Tv._ = w„, itt N N N
follows that for large,a good approximation to (2.10) is
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(2N) 1 log det A n + (2N) 1 w* A^1 w n =
= 2 (2N) 1 E log det fv (Xt) + (2N) 1tr E f 1 (X ) wv (X ) wv (X ) *; 
t t V
here, and in the sequel, E means summation over -^N< t < [ !$N ] . *
t
1 ?Hence a good approximation to - /N x log - likelihood of 
vec{y (1) , . . . ,y(N)} is
(2N)_ 1 Elog det 2Ttfv (xt ) + (2H)_:Ltr E f (X ) V (X ; 6) V (X t ; 0 ) * ( 2.12)
where we have used the approximation
N °° inX
( 2 ttN) * E { y (n) - E D . ( 0 ) x (n- j ) } e Ü « V ( X  ;0). 
n=l J-o J
Replacing fv^ by $ in the second term of (2.12) and
restricting the summation over the Xfc to the set B
described in §l,we obtain the criterion function L„(0;$).N
Hence our estimation procedure consists of minimizing a 
"generalized exponent" of a Gaussian likelihood.
The above heuristic derivation of (1.15) depended on 
Gaussianity and the approximation of (2.10) by (2.12). Our 
results, however, do not depend on Gaussianity nor on 
justifying rigorously the approximation of (2.10) by (2.12); 
Purely as a matter of interest, however, we show in Appendix 1 
that the difference between (2.10) and (2.12) tends to zero as 
N increases .
We now briefly discuss why replacing fy ^ by $ and 
allowing B to be a strict subset of [ — tt , tt ] permits a greater 
flexibility in the estimation of 0 . It is true, however,
that the choice of $ = f ^ and B = [-ir,ir], if permissible, is 
optimal asymptotically in a minimum variance sense. This is 
shown in §5.
2 Omitting additive constants.
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Dealing with $ first, it may be that fv is singular, 
or nearly so, for some values of X, or that it is unknown 
and difficult to estimate. To avoid numerical instability 
in the estimates, associated with a nearly singular fv , or 
the problems associated with estimating fv , we may prefer to 
choose, if possible, a $ ^ fv  ^ that avoids such difficulties 
and results in only a small loss in efficiency. For a 
further discussion of this point see 8.§6.
When working in the frequency domain it is very easy to 
filter off certain frequencies or bands of frequencies by 
simply choosing B =)= (— tt , tt ) . Reasons for doing such filtering
may be:
(i) the model (1.10) is not valid over the full 
frequency range ( —  tt , tt ) ;
(ii) mean correction and trend and seasonal adjustment 
are easily done by dropping off appropriate frequencies;
(iii) the signal to noise ratio may be very low for some 
frequency bands. The estimation procedure may then be 
simplified, without too much loss in efficiency, by dropping 
these frequency bands. Knowledge of the signal to noise 
characteristics may come from an understanding of the recording 
device, previous estimation experience with like data or 
preliminarly examination, of the current. data.
We will now give reasons for working in the frequency 
domain rather than, or in complement with, the time domain.
(i) For the filtering reasons advanced when discussing
B.
(ii) If D(z;6) is not a rational function of z , or if 
v(n) cannot be represented adequately by an ARMA process, then
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it seems to be more natural to estimate in the frequency
domain than in the time domain.
00 j
e.g. if y(n) = I t t x(n-j) + v(n)
j=o J-
then D(z;0)=e^z.
(iii) Even if we could estimate in the time domain, the 
frequency domain estimates may still be quite useful because:
(a) of the reasons advanced in (i) above
(b) f may not be known (this is usually the case).
The estimates of 0q which are obtained by using a nonparametric 
estimate of f^ can be used as benchmark against which to 
compare estimates obtained by fitting an ARMA model to the 
residuals.
(c) The fitting of an AR or ARMA model to the residuals 
may be extremely tedious, especially in the vector case, if the 
lag lengths are large, and we may prefer to estimate f^ non­
par ametrically.
(d) We may want to obtain separate estimates of 0q for 
each of several frequency bands and then see whether the 
estimates stay stable over these bands. Such an exercise 
would be quite useful in model building.
We should mention, however, that for small samples, time 
domain estimators, if applicable, may have smaller mean square 
errors than their frequency domain equivalents.
Finally, we give a brief outline of the remaining 
sections of this chapter. §3 deals with the Strong Law of 
Large Numbers, §4 with the Central Limit Theorem, §5 considers 
the choice of an optimal $, while §6 deals with the G.N. 
iteration.- All proofs are placed in §7. There are two 
appendices attached to this chapter. The first gives a more
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rigorous derivation of (2.12) from (2.10), while the second 
gives the model and conditions of Robinson [1972b,1975].
3.  STRONG CONSISTENCY
For the model (1.10) we assume that:
Al. (v(n), n = 0, +1,...) is a p dimensional, regular,
stationary sequence having zero mean and finite second
moments. For any integer j, E{v(n)v(n+j)'}
—  7T
eljAf (X)dA v
with f (X) continuous on [ - i t , i t ] .  Furthermore, the best 
linear predictor of v(n) is the best predictor.3
A2 . (i) I j IID . (0 ) I < oo. 
j=o J °
(ii) {x(n), n = 0,±1,...} is a q dimensional sequence, 
possibly stochastic, of real exogenous variables such that for
any integer j >_ 0
_, N-j a .s .
limN N Z x(n)x(n+j)' = Tx (j) 
n=l
with r (j) a finite constant matrix. We also assume 
_ x, a . s .
lim^ N 2I x (— N) I = 0. If the (x(n)} sequence is stochastic
we will also assume that it is independent of the (v(n)} 
sequence.
(iii) V  j , r x ( j ) eljX fx (x)dX,with fx (X)
-TT
continuous on [ — tt , tt ] and nonsingular on an open subset of B, 
B^ say, having Lebesgue measure greater than zero.
With D(z;0) defined as in §1 we will assume that it can 
be written in the form D(z;6) = B(z;0) ^C(z;0) where the
assumptions placed on B(z;0) and C(z;0) are given below.
3 See 1. §2 .
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A3.(i) 0, the permissible parameter space, is a
bounded subset of m dimensional Euclidean space. 0^ , the 
true parameter point, belongs to 0.
Let 0 be the closure of 0.
(ii) For each 0 G 0, B(z;0) is an analytic function 
of z for |z|<_R(R > 1) and C(z;0) is a regular function of 
z for |z| < 1. In addition B(z;0) and C(z;0) are
continuous in (z,0)£(z;|z| <_ l)x 0.
(iii) V© G 0, det B (0; 0) =f 0;V 0 G 0, |z| <_ 1
det B(z;0) 0.
A4.(i) For 0 £ 0, h(0) is an f dimensional (f < m)
continuous vector function of 0. h(0 ) = 0.o
Put 0U = 0 H(e;h(0) = 0). h
(ii) If 0 G 0 and D(A;0) = D(A;0 ) for A lying h o
in some open subset of then 0 = 0q. □
For convenience, we will often omit to indicate
dependence on $. We also adopt the convention that if the
0 argument is omitted from an expression, then it is assumed
to be 0 . e.g., we will write L.T(0;$) as L.T(0) and D,(0 )o ö N N j o
as V  - ''
Theorem 1 Given assumptions A1.-A4., suppose that:
(i) For A*= [-n , it ] » $  (X) is a pxp Hermitian p . s . d ., continuous, 
matrix function of A. It is also nonsingular on (see 
assumption A2.(iii)).
A ___
(ii) a.s. and V N >_ 1, 3 ^ ^h suc  ^ that
ln (5n ) " in£ ln (0)w w 0G0h W
If for each N we choose one such 0 , then we shall have
that 0VT 0 a.s. □N o
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Remark 3.1 (i) Because 0 is bounded and h(.) is
continuous,both 0 and 0^ are compact sets. Requiring 0 
to be bounded is not a severe restriction in practice because 
we can make the bound arbitrarily large.
(ii) It was necessary to impose condition (ii) of 
Theorem 1 because L^ (-0) may be discontinuous on 0 - 0 .  We 
note, however, that,except in very pathological situations^ 
minimizing 0^  is likely to exist because L^(0) >_ 0
V 0 €E 0. This conjecture is supported by the results of 
Dunsmuir and Hannan [1976 ] -for their model. Moreover,
Wald's [1949] classic proof of the strong consistency of the 
maximum likelihood estimator is based on the assumption that 
the maximum likelihood estimator exists.
(iii) The main way in which our assumptions are weaker
than Robinson's [1972b]is that we do not require D(e^;0) to 
be continuous on 0. e.g. if D(e^;0) = (l+0e^)  ^, then
Robinson would require \ 0 | <_ 1-6 for some 6 > 0 whereas we 
can have 0 = {0: |0| < 1}. See also 8.§2. On the other hand, 
Robinson [1972b,1975] does not require the factorization
D(z; 0) = B(z;0) ^C(z;0). If L^(0) was continuous on 0, then 
the existence of a minimizing §N follows as in Theorem 3.1 
and the strong consistency result is given by Robinson [1972b, 
Theorem 2.3; 1975, Theorem 1]. (see Appendix 2 for Robinson's 
assumptions). '
4. THE CLT
To prove a CLT we need the following additional 
assumptions given below.
U = (0: | 0 -0 | < a) and let Üa o aV a > 0 put be the
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closure of U .a
A5.(i) 0q is an interior point of 0.
(ii) H al > 0 s.t. U C 0 and D(A;0) has elementsal —
that are twice differentiable with respect to 0 for 0 £ U^, 
these second derivatives being continuous functions of 
U  , 9) G [-TT , tt] xUal.
(iii) h(0) has continuous first and second partial
derivatives for 0 € u , .al
Let a2 =% al. For 0 £ U 0 puta 2
H (0) = (9/90’)h(0); A ( A ;0)=(9/901){vec D(A;0)},A €[-*,*];
L(0 ; $) = limNLN(0; $).
By Lemma 1 of §7 the last limit exists a.s. and 
uniformly in 0 G u J Put A ( 0 ; $) = ( 92 / 9 0 9 0 ')L(0;$) . It
readily follows that
A ($) = (2tt)-1 A*(A){f^(A)0$(A)}A(X)dX.
A5.(iv) is of rank f.
(v) 0q is a regular point of the matrix [A(0 ; $) rfh (0) '] 
i.e. the matrix has constant rank in some neighbourhood of 0q.
A6 . There exists a positive constant c s.t. I x (n) I ^ <c, 
(n = 0,±1,...), if the sequence (x(n)} is nonstochastic,and 
E(llx(n)ll ; < c, (n = 0,±1,...), if it is stochastic. □
By Theorem 1 and assumption A5. , 0^  £ U £ for N 
sufficiently large (a.s.), and hence there exists a sequence
Aof Lagrange multiplier vectors, {A^} , such that
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W  + h '(6n >'n = 0 (4.10)
h(eN ) = o
where kN (e) = LN (e). We will call (4.10) the Normal 
E q uations .
Let fN - *'o = (8;. O’).
J(4)
4(t) . H'
h : 0
and I ($) = J ( $ )-1
A ( $f $) v J(*) -1
Because 6 is an isolated constrained local minimum of o
L(0;$), it follows from Lemma 9 of 3.§4 that J($) is nonsingular. 
Theorem 2 Subject to assumptions A l . - A 6 .
limN n "2(’'n ‘"t o ) =
Remark 4.1 (i) The main difference between Theorem 2
and Robinson [1972b,Theorem 2.6; 1975, Theorem 2] is that 
Robinson requires the exogenous variables to be stationary and 
ergodic with finite fourth moments whereas we do not. (see 
Appendix 2 conditions R 5 . and R6.). On the other hand, 
Robinson places weaker conditions on D(z ;6) than we do.
(ii) Let J^(0) and A^(0;$)be defined as in §6, and let
f N (9) = J „ ( e ) -1 AN (6;4fvt). o'. . . . . . . .
0 • 0
-1
v e>
-1
Given $ and fv , it follows from the proof of Theorem 2 that 
iN (®N) is a strongly consistent estimate of $($). If either 
$ or fv is unknown we replace the unknown function(s) by a 
suitably constructed estimate; the modified f will again be 
strongly consistent. Further discussion of conditions under 
which the theory continues to hold when either $ or fv is 
replaced by its estimate is given in 8.§6.
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5. E F F I C I E N T  E S T I M A T I O N
/VThe asymptotic efficiency of 0^ obviously depends
on the choice of $. Put
r 11 . . 12 , v
v -1 j (») . j (♦)j(*>
21J (*) • 22J (*)
It follows from Theorem 2 that N^(0__ - 0 ) -*N[0,i ($)],N o T 0
11 11where i ($) = J ($)A($f $)J ($). Subject to assumption 0 v
A7 . , given below, Robinson [1972b]shows that f  ^ is an 
optimal choice of $ in the sense that
V * )  - ^6 (fv1) (5.10)
The following theorem, using a proof which is 
statistical in nature and different from Robinson's »gives 
necessary and sufficient conditions for equality to hold in 
(5.10). (5.10) is obtained during the proof.
A7. f^(X) is nonsingular for X G B".
Theorem 3 Subject to assumptions A 1 .-A7.,(5 •10) holds. 
Equality is attained if and only if
LA*(X){ fx (X)i$’e $fv(X)}=TLA*(X) { f^’(X)0I(p) } V X G B,
where T is some real matrix independent of X and 
L = I - H' (HH’)'1H.-a
In the proof of Theorem 3 we show that ,
tg(f ^) = [LA(fv^)L]+ . It follows from this that the optimal 
choice of B, in a minimum variance sense, is B = (-tt,tt).
V
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6. G A U S S - N E W T O N  I T E R A T I O N
A natural way of obtaining 0^ would be to solve the 
Normal Equations (4.10). Unfortunately they are likely to 
be highly non-linear in general. We therefore again resort 
to G.N. iteration. As expected,the results are similar to 
those of Chapter 3. Let I (A) = w (X)w (A)*,
AN (6 ; 4.) -  N E A*(Xt ;e){I^(Xt)0t(Xt )}A(Xt ;6),
O
(6.05)
JN (0) =
A jj ( 0 ; 4) . H' (0)
. K (0) =
kN (e)
• • • •
O
• • •
CDs-/
tti
IN h ( e )  J
and define the iteration scheme by
(j+1)
,(j)N
• • •
0
-  J N ( e < j ) ) 1 V e Nj ) )  ’ i  ° >  ( 6 - 1 0 )
where x (j)’ [ 0 ^ ^  , ], with a given initial
es t i m a t e .
Theorem 4 In (6.10) put x N0)' = (0NO)'> • Then :
(i)3 cx3,0 < a3 al, such that in the set 
x (X: IIXII <_ a3) there exists, for N sufficiently large
and a.s., a unique solution to the Normal Equations, say.
(ii) If limN
fl(°)
0N E 0 , then,with~ o probability tending
as N -* °°, l i m . 
3
(j)
T N = T N *
(iii) If limN
(o)
0N al S*0 , then for o » N sufficiently large
(a . s . ) , lim . x f ^  J N N*
(iv) If, in addition, in both (ii) and (iii), 
0N ° )= 6o + 0p (N”^ ), then llinN N^ (TN j)_To )= W [ 0 ’ $(*)]
for j >_ 1. □
(j)Thus,we again have that for j >_ 1 the 0^J converge to^
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and have the same asymptotic distribution as, 0^. With
A A . .
$^(0) defined in §4, $^(0^ ), j 1, will be a strongly 
consistent estimate of $($).
If B(z,;0), C (z.; 0 ) and h(0) are linear in 0, then the
requirement that 0^°^ consistent and /N-consistent in
Theorem 4 can be relaxed. By generalizing a result due to
Hannan and Terrell [1973] we show that (iii) and (iv) of
Theorem 4 still hold if we just have, respectively, uniformly
in A G B, consistent and /N-cons is ten t estimates of D(e^).
Because it may be simpler to obtain an estimate of D than
to obtain an estimate of 0 , this may lessen theo
computational burden of the algorithm. An application of the 
next theorem is given in 8.§2 and 8.§3.
We now suppose that vec B(z;0) = F(z)0, 
vec C (2;0) = G(z)0 with F(z) and G(z) independent of 0.
Let d ( 2;0) = - {D (2 ;0) ’ 0 I , N}F(z) + G(z).(P)
-1It follows easily that A(z;6) = {I^ ^0B (z;0) }d(z;0).
Let 6 ^  be independent of N (we write it henceforth as 
0^°^), lie in 0 , and satisfy h(0^°^) = 0. Given that h(0) 
is linear in 0 , we will have that
h ( 0 ) = H ( 0 - 0 ^ )
with H a constant matrix independent of 0. Let
B(A) = B(e*^; 0^°^), C(A) = CCe^;©^0^). The first step of
the G.N. iteration (6.10) is modified by putting
A —  1 A ^ —  1 &  ~ —  1 ^
ÄN ■ N I dN^Ix 0 B * B dN
kN = -N 1 I d*[wx 0 B 1*$](wy - B 1C wx )
V
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where
äN “ -[BN 6 + G>
for convenience the A argument is omitted in the above 
summations. This will often be done in the sequel. We note
/V . A —  1 Athat D ¥ B C.N
Theorem 5 Suppose that the first step of the G.N. 
iteration is modified as described above and that B(z;0), 
C(z;0) and h(0) are linear in 0;0^°^ is independent of N, 
belongs to 0, and satisfies h(0^°^) = 0. Then;
(i) If lim sup sup II D (X)-D (X)  II =  0 a.s. (p) , then
N XGB N
lim.T = 0 a.s. (p).N N o
(ii) If, in addition, sup N 2II D ( A )-D ( A ) II = 0 (1), then
agb n p
N*s(e^1 ) -e ) = c> ( l ) . □N o p
Once 0^^ is obtained we proceed with the G.N. 
iteration as usual. From Theorem 4 we know that the 
0^^ (j >_ 2) will have the properties described in Theorem 4. 
Because 0^°^ can be any 0 E 0 that satisfies the linear 
restriet ions,this gives us great flexibility in the choice of 
0^°^ to start the iteration off.
7. P R O O F S
Throughout this section c is a universal constant, 
not always the same. Unless stated otherwise it should be 
assumed that all convergence results below mean a.s. 
convergence and the mode of convergence will not be explicitly 
stated; for nonstochastic functions we will just have 
convergence in the ordinary sense.
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In the proof of Theorem 1 we will need the result of 
the following lemma due to Hannan and Robinson [1973 , pp . 256- 
257 ] . '
Lemma 1 Let (u (n); n 1; j = 1,2} be two real
sequences and define
-1 N-nc k (n) = N l u (m)uk (m+n) = . (-n) , 0 <_ n < N ;
J m=l J J
= 1 ,2 .
inX
= ( 2 ttN) Z u (n) e
n= 1
2ttsN  ^ and -^N < s
-1gjk(N) = N \ v<->
.s a union of a finite
If for each n, limNc
a. s .
(n) = y k (n), j,k = 1,2 and  ^
is a complex valued continuous function of X for X £ C, 
then
limN 8jk(N) = (27T)
-1 iKX)dF (X)c (7.10)
where F^k (X) is defined by y^k(n)
-  7T
elnX dFjk(X).
If, in addition, ip is also a function of a vector 
parameter x, lying in a compact set, T say, of some finite 
dimensional Euclidean space, so that ip(X;x) is continuous in 
(X,t )£ C x t , then the limit in (7.10) is uniform in x £ T 
(T is the closure of C). □
Proof of Theorem 1 The proof utilizes techniques 
developed in Dunsmuir and Hannan [1976]. Let 
z(n) = EjDj x(n-j). We know from Hannan [1973a, Theorem 1] 
that Vj > 0
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-1 N-jlim N E x(n)v(n+j) = 0. 
m =  1
It now follows from Lemma 1 of 4. §7 that
_1lim N £ z(n)z(n+j)’ =
n= 1
_1 N-j
limN N E y(n)x(n+j) ’ = 
n=l
— 7T 
7T
-IT
eijAD(e1X)fx (X)D(e1X)*dX,
e ljXD(eiX)f (x)dx
and
-1 N-j
limN N E y(n)y(n+j)' 
n=l
elj XD(elA)fx U ) D ( e lX)*dA +
- 7T
f (X) dX . v
Applying Lemma 1 we have 
lim s u p N  LN (6N ) < limNLN (6o ) = ( 2 tt) -1 t r { $ ( X ) f ^ ( X ) } d X
(7.20)
Let n > 0 and define b(z;0) = det B(z;0),
F(z;0) = [adj B ( z ; 0)]C ( z ; 0) , $^(X;0)= $ (X){ | b (elX;0) |2+ n } 1 ,
G (X ; 0) = b(elX;6)D(e:LX) - F(elX;0), 
g (X;6)= b(e1 X ;0)w (X) - F(eiX;6)w (X) and
n y x
LN;n(0) = N"ltr I V Xt:0)8N (V 6>8N(Xi:6)*-
A
If 0^ 0q , then the proof is complete. If it does not,
then there exists a 0 £ 0^ - 0q and a subsequence
{0 , v , n > l}of {0 } such that 0 , N -*■ 0. Using Lemma 1 wem(n) —  n m(n)
will have that
lim inf L . x (0 / \) > lim inf L , . (0 , N)n m(n) m(n) —  n m(n);n m(n)
(2tt)  ^ tr Ori(X;0)G(X;0)fx (X)G(X;0)*dX +
+ (2tt)  ^ tr (X ; e) I b (e1 ;0) |2fy (X)dX . (7.21)
Because b (0; 0) 4 0 and b(z;0) is regular in |z|<R, R >1,
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b (z ; 0) can have at most a finite number of zeros on |z| = 1.
Hence,
sup • ( 2 it ) ^tr <2> (X;0) |b(eiX ; 0 ) | 2f (X)dX=(2Tr) "^ tr 
n > 0  Jß n V
* ( X ) f  ( X ) d X  
B
(7.22)
It now follows from (7.20) - (7.22) that
(27r)“1tr $ ( x ; e ) G ( x ; e ) f  ( x ) G ( x ; 0)*d xJ b h x
=> $ ( X ) { b ( e i X ; e ) D ( e i X ) - F ( e i X ; 0 ) } f x (X) = 0 V  X G  B,
that
0
and hence
b(eiX;e)D(eiX)-F(eiX;6) = 0  , V  i e 8 r
by assumption A2.(iii). Therefore 9 = 0q by assumption
A4.(ii),giving us a contradiction. Hence 0._ -> 0 . □N o
To prove Theorem 2 we need the results of the following 
lemmas. The next lemma is due to Hannan [1973b, Theorem 1 
and pp. 168-169 ] when B = [ — tt , tt ] . The modification for B a 
strict subset of [-tt,tt] is due to Robinson [ 19 7 2b , Theorem 2.4].
Lemma 2 Let T(X) be a pq columned matrix that is 
continuous in X over B and such that T(-X) = T(X). If 
assumptions A 1 . and A 2 . hold, then
limNN H  T(Xt){wx(Xt 0 wv(Xt)}= N((M), B
with $ = (2 tt ) -1 T (X>{f (X)* 0 f (X)}T(X)*dX. D
n "^Cn (X) = (2ttN) h Z { Z D x(n-j)}einX-D(elX)wx (X)
n=l i=o 3 ■
Lemma 3 Subject to the assumptions of Theorem 2
N_1Z A(lt)*[I(q) 0 ■KAt) ] v e c U N U t)wx a t)*}= °p (l) 
Proof Let 4. (X.) - A(X)*[I( ) 0 4> (X) ] and let
i>(x) = <t>(x), x £ B 
s = 0  , x £ c B nj-Tiji],
tThen <f> is discontinuous at a finite number of points at
most, namely the end points of the intervals making up B.
We now employ an argument similar to Hannan and Robinson [1973,
p.257]. For each positive integer m let C be a finitem
union of open intervals of total length m  ^ such that Cm
covers all points of discontinuity of <}>; let \j> be a
continuous periodic function, of period 2tt , which is equal to $
on [ — tt , tt ] H c C and is bounded, uniformly in m, on [ — tt , tt ] •m
N  ^ E <J> vec £„w* = N ^E \Jj vec £vrw*+N E^(<j>-^  )vec L,w* (7.30).■n N x „ m N x ' m N xo t t
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The first term on the right is o^(l) by Corollary 1 of
4.§7 We now look at the second term. <J> “  if»,
I N  ^ Ep vec £ w*ll^<c{N l^llp I ^  I w I ^  } { N  ^E II £  X T II  ^} .  t m N x — m x  ^ N
N"1 El; I2 
t
0 (1) by Lemma 9 of 4.§7 . P
It follows that we can choose the sequence of functions 
{lj; } in such a way that V e > 0 J M = M(e) s.t.
lim sup„ P (IIN  ^ Ep vec C..Tw*ll 5,1 e) < £ for m > M.N m N x —
The result of the lemma now follows. □
Lemma 4 Subject to the conditions of Theorem 2
 ^ plimN N 2kN (eo) = N[0,A(*f *)]
Proof -N^k.^e ) = N_!sEA(X. ) * (w  0 t) {w -D(elXt)w } = ---- N o  g t  x y x
-U -1 r= N 21 A(X4.)*(I/ v 8 $)vec{w w*}+N E A(X.)*(I/ N0$)vec(cHw*} g t' (q) v x g t' (q) N x
By Lemma 2 the first term tends to . W.[0 , A ($ f v$) ] • the
second term is o (1) by Lemma 3. The result now follows. DP
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t" ViLet A (X;0) be the j column of A(A;0), (1 <_ j <_ m) .
i
Lemma 5 Suppose assumptions A1.-A6. hold. If 0^-*-0o , then
1 im • 3kN < 0Ä>N 00 . 
J
( 2 it )-1 A*(X) [f' (X) 0 $(X)]A . (X)dX x j
Prool kN (0)= -N 1EA*(Xt ;0){I(q) 0 4> (X ) } (»x (X t) 8 I ( })
x {w - D(e^Xt;0)w } y x
^  ^ -1 3 A* ^  t----- = -N E YY~ (xt ;e){1 (q ) ( X t)}vec[{w -D(e ;0)wx >w£] +
j B j y
-1+ N ^ ( X t;e){I(q)0M X t) H r ( X t)0I(p)}Aj (Xt;0)
H N (0) + I H N (e) , say
By Lemma 1 ,
IIn (0) + (27t)
IIIn (0)-^(2tt)
-1
-1
ff1 (X;0){I(q)04'(X)}vec[{D(elX)-D(elX;0)}x
8 ®
A*(X;6){I, .0$(X))A.(X;6)dX,
x fx (X)]dX,
s ( q )  • • J
uniformly in 0 £ U 0 . The required result follows. □
Proof of Theorem 2 The proof is virtually the same as 
that of Theorem 3.2. As in the proof of Theorem 3.2 we will
have that
3kN (6N) . H '(®N)"
30 '
h ++(0n +)
X N ( t„-t ) N O
akN^6N^ 
00 ' is a symbolic derivative and indicates that each row
00 * is to be evaluated at a possibly different value 0
t
such that Ü0^-0 I < II0 — 0 II. A similar explanation holds for N o  —  N o
i* i ifH (©N )’• " T^e matrix above on the left tends i • t
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Lemma 5 , while
N 2kN( 0 o ) N [ 0 , 4 ( * f v « ) l
by Lemma 4. The result of the theorem follows. □
Proof of Theorem 3 Let L be defined as in §5. It 
follows from Lemma 3.5 that
J11(4) = [LA($)L]+
so that
$e ($) = [LA($)L]+A($fv$) [LA($)L]+
and
t6 (0  = [LA(iT1)L] + (7.40)
It is now not difficult to show that
t 0 e (f v1) ^  LA($fv$)L >_ LA ($>) L (LA (f “1) L)+LA ($)L
and
$e (*) = LA(<tfvt)L = LA($)L(LA(f~1)L)+LA($)L
To complete the proof we apply Lemma 9.3. Let 
X ( A )  , A £  [ t t , tt] ,  be a p dimensional, zero mean, process with
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orthogonal increments .t .
E { x ( d X ) x ( d y ) * >  = I ( p ) d X ,  X = y
* + U ; [X , y ] £ [ - tt, tt]
and define
Z± = (2 TT) \
Z2 = (2 TT)
It follows that
A * ( X ) ( f %  tf^)x(dX),
8
A * ( X ) ( £ %  f ^ ) x ( d X )
ß
E U ^ * )  = LA(4>fv $)L, E ^ Z * )  = LA(*)L,
E(Z2Z*) = LA(f~X)L•
By applying Lemma 3 of 9.§5 we obtain the result of the 
1 emma. □
Proof of Theorem 4 The proof is very similar to the 
proof of Theorem 3.4. It is clearly sufficient to prove the 
result for j = 1, the proof for j > 1 following similarly# 
Let t 1 = (0’,X*) and let
V T>
CD
, v -1
o
II • • •
0\ y
- V e) • • •h(6)
k 4
(a) We know that
kN (0) ( 2 7T )-1
B
A*(X;0) (f^8<J>)vec{D(e^^;0)-D(e^^) }dX
uniformly in 0 £ by Lemma 1.
Hence 0 and for a(>0) sufficiently small
lim sup sup Ilk (0)H < h
W 0GU N a
(b) It follows from the proof of Lemma 5 that
V e > 0, 3 a ,  0 < a < al, s.t.
l i m  s u p  s u p  IIA ( 0 )  -  A( 0 ) H<  e ;
' N 0GU W
4 See 1.§2.
and
lim sup supN e^ u
3 k N ( 0 )
30 '
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& n  < 6 ) 11 <  e
lim infN ^  Xmin{JN (0) ’V 0)} i c » °-
a
F r o m  ( a )  a n d  ( b )  i t  c a n  b e  r e a d i l y  s h o w n  t h a t  3  a >
<  S i n c e0 <  a  < _  a l ,  s . t .  l i m  s u p  s u p
N e^u
3Fn (t )
3Fn (t ) 
30 '
TT7 1 —  = 0 and F„(t ) -* t .because k.T (6 )-*0 by the above 3 A N o  o * N o
and h(6Q) = 0, (i),(ii) and (iii) of Theorem 4 follow from
Corollary 3.2.
■ktH
To prove (iv) we note that
f 0N 1 )  "  9 1 = 1 ( m )  •  •  •  • - J  ( e ( 0 ) ) - 1  N  ^  N  '
3k X >
3 0 *
* < x >  j 0 Jk  N  J H  ( e N  )
V
. N ^ e ^ - e  )+ •N o
where 3kN ^ >30 *
N o 
0
if i iH (0^ ) are symbolic derivatives having the
same meaning as in the proof of Theorem 2. The result (iv) 
of the theorem now follows because the matrix in [• ] above is 
0 (1), N!5(0^o)-eo) = 0 (1), and ( 0 q )->• N [0 , A(4fy 4>) ] by
Lemma 4. □
In the proof of Theorem 5 we need the following lemma 
whose proof is an adaptation of Hannan [1971b, Lemma p.776].
Lemma 6 Let T(A) be a pq columned matrix function of 
X. Subject to assumptions A l ., A 2 . and A 6 .
i- 1 8 7 -
N "*E T ( X . ) v e c  w (X )w ( X . ) *  = s up  l lT(X) 11^.0 ( 1 )
B t v t  x t  xeB p
Proof L e t  Q(A ) = T(A ) { w  (A ) 8 I ,  . }  and l e t
t  t  x t  v P /
E ^ ( . )  mean e x p e c t a t i o n  c o n d i t i o n a l  on t h e  { x ( n ) } .  W i t h o u t 1
l o s s  o f  g e n e r a l i t y  we c a n  t a k e  B = [ — tt , tt ] ; i f  i t  i s  n o t , t h e n
we c a n  a l w a y s  r e d e f i n e '  T s o  t h a t  ZT v e c  w w* =
B v x
= Z T v e c  w w * . 
t  V X
- 1/  9 o N N
I N ^ZQ(A )w (A ) II =cN t r  Z Z Z Z Q ( A ) v (m) v ( n)  ' Q ( A ) * . 
t  C V C s t  m=l  n = l  S C
. e xp{ i mA - i n A , }  s t
H e n c e
TT
Ex ( llN_isZQ(At ) wv ( At ) I 2 } = c N"2 t r  Z Z Z ZQ(Ag ) {  e 1 (n_ni)  X f  v  ( A ) d A } x
t  s t m n  • ' - tt t  m n
X Q ( A t ) * . e x p { imAg - i n A  } <_
< cN - 2 I Z Z Q ( A ) e i m ^Xs X  ^ II 2I f  ( X ) II d A <
- tt s m
< cN - 2 II Z Z Q ( A ) e s- tt s m
i m ( A - A ) ?
S ll2 d x
!cN t r  E EQ ( Xg ) Q ( X  ^ . e x p  { imX s ~imX }
s , t  m
x N _1  t r  E Q U  ) Q ( X J *
o Ss
He n c e
<_c s u p  H T ( A) II 2 . N ^ Z II x ( n ) U
A n = l
E { IIN T ( A )  v e c  w ' ( A  )w (A ) * II Z } <_ c supÜT( A)  II B t v t x t x
The p r o o f  o f  t h e  l emma c a n  now be  c o m p l e t e d  by an a p p l i c a t i o n  
o f  C h e b y s h e v ’ s i n e q u a l i t y .  □
Proof of Theorem 5 L e t  B,  C,  d „ , D„ and k„ b e
---------- ------- ---------------------------  N N N N
d e f i n e d  as  i n  §6
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w - B 1Cw = -B 1 (B-B)D w + B 1(C-C)w +B 1(B-B)(w -D„w ) + y x N x  x y N x
+ B ^B(w -Dw )y x
-1. -^  —  I A  f  A  \  ^  —  I A  A  —  *<(w^ 0B )dN(eo-ev M+[b (b-b) { (d-dn)wx+n cn + wv>+-l -k.
+B 1B{N + wv }],
where is defined above Lemma 3. Call the expression in
[•] above g^(A). Then is given by
fcN = - \ (6o-e(0)) - N_1£ ®r l **)8No
'*N(eo_e(0)) + qN ’ Say '
Therefore t (1) f0(o)l
fÄXT H 11-1N .
0v. ✓ . H :*0 ,
- 0 (o)) +
- H ( 0 -0 o •
0 ™  - » 1N o 1II
f  * • \Ah . H- -1 p \ qN
2
 /
~S H* ____
__
H * 0 0 ^ /
(7.60)
We now show that Theorem 5(i) holds. It is not hard to see 
that
An + ( 2 tt )-1
B
d(elX)*(f^0B 1*$B 1)d(eiX)dA = A, say.
As in Theorem 2, it follows that
H * 0V /
is nonsingular for N sufficiently large.
Next we show that -*■ 0 .
Let
T1N= N"1Id*(^0B'1*4.)B_1(B-B) (D-Dn)w x 
 ^T- H < c sup IID - D II. sup I d H . sup IIB - b Hs__1N “ agb n agb n ids N (7.70)
where
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-1.N XE li (I ' 0B 1*$B 1) I = 0(1) .
B x
S ince
sup II d. II = 0(1) and sup I IB — B II = 0(1) 
A^B N A^B
it follows that -T_ xt ■> 0.IN
T2N ■ N 2 l äS (wx 0 i'1 % )®'1(S- B ) S
I T I 2 £  c.suplld (A) I 2 .N_1Z I I II. N_2 z IU II2 = o(l) 
ZN B N t x t N
by Lemma 9 of 4.§7. It follows from Lemma 1 that
N 1Z d*(w 0 B 1*$)B 1 (B-B )w -► 0 g N x v
because f = 0 .  The rest of the terms in q„ may vx nN
similarly be shown to tend to zero. From (7*60) we have 
that 0q> A ^ ^  -> 0. This completes the proof of (i)
when
a . s .
sup I D — DU -> 0.
a g b n
The proof of (i) when
P
sup IID - DÜ -* 0 
A^B N
is very similar and is omitted.
We now show that Theorem 5(ii) holds. Let T ^  and 
^2N defined as above. It follows from (7.70) that
N T 1X. = 0 (1). We will also have that IN p
IIn S 0 . J ! 2 < c • s u p  II d II 2 . n ""1 !  I I I  l l2 . N " 1 Z l l c xrl l2 = 0 ( 1 )  b y
Lemma 9 of 4 . § 7. Since
{d-d } * (w 0 B 1* $)B 1(B-B)w = 0 (1) and N x v PB
N ^2 d*(w 0 B $)B (B-B)w =g X V °p(l)
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by Lemma 6,it follows that
N"^E d*(w 0 (B-B)w = 0  (1).N x v P8
J<The rest of the terms in N may similarly be shown to be
Op(l). It follows from (7.60) that = 0p(l). ^
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A P P E N D I X  1
We now provide a more rigorous justification for the 
approximation of the log-likelihood by (2.12). Although 
this more rigorous approach is not needed in obtaining our 
asymptotic results it seems both interesting and instructive . 
to follow it through, as it captures the essence of many of 
the asymptotic proofs encountered when working with stationary 
variables. As we will see, the required proof is obtained by 
approximating the inverse of the spectral density matrix by a 
trigonometric polynomial or, viewed in another way, by 
approximating the stationary process (v(n)} by a finite 
length autoregression. The derivation we give below follows, 
to a large extent, Dunsmuir and Hannan [1976, pp.350-352].
For a
r(n,u)
pxp matrix function U(A), 
einAU(X)d\, and let r (U)
let
be the NpxNp block
' -  IT
t" Vimatrix with r(n-m,U) in the (m,n) block. If >_
then r^(U^) >_ in the usual partial ordering of
Hermitian matrices.
If 4> (A) is a pxp matrix that is continuous in 
A with <}> (— 7T) = ^CiOjthen it may be approximated
arbitrarily well, uniformly in A, by a matrix of trigonometric 
polynomials; to do this it suffices to take the Cesaro sum
of the Fourier series for <j>(A).
'oo
Let v(n;8)=y(n)- E D . ( 0 ) x (n-j ) , (l£n<_N) ,
j=0 3
v (8)’ = {v (1; 6) ’ , . . . , v (m; 8) ’}, (1 “ N) . -2N  ^ x log-
likelihood of {y (j ) , 1 <_ j <_ N } based on Gaussian
assumptions is
ftN (e) = n_1 log det rN (f) + n -1v n (9),r”1(f)vN (e) (a i .i o)
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wit h f(X) standing for f^(X); we will assume that f(X) 
is p.d. for XG[-tt,tt] and f (— tt ) = f ( tt ) . We show below that
for fixed 0 £ 0, 0 defined by assumption A3.,
I (e)-N“1 I log det2irf(X )-N_1 Ztr f~1 ( X ) V ( X ; 6 ) V ( X ; 6 )* + 0 , 
N t t
(A1.12)
as N -> 00. With a little more care, and under slightly more 
restrictive conditions we could show that the convergence in 
(A1.12) is uniform in 0. We will not do this, however.
To give the derivation we need the results of the 
following lemmas.
Lemma Al.1 If A and B are p.d. matrices of the
same dimension, A < B and X . (A), X . (B) > 6 > O.then * — min * m m  — *
X (a “1-B_1) < X (B-A) .6 ~2 .max — max
Proof x'(A_1-B_1)x=(B-1x) ' (B-A) (A_1x) <_
< I B-AII J lB _1xll IIa_:1x II<IIb- a II . 6 " 2 . #xll2 .S b
^  IIA P-B P I c = sup x*(A P-B P ) x  < Hb -a IL.6 □
S llxll-1 ~ S
Lemma A1.2 Suppose P(X) is a pxp Hermitian p.s.d. . 
matrix. Then
(A1.20),
2 \ * ? f  - W p < x > ]X ^ =  [ —  TT , TT ]
I rN(P) I s £ 2 tt sup IIP(X)fls
X ^  [ - T T  , TT ]
(A1.21).
Proof Let {s{j j , 1 < j <_ N } be p dimensional vectors
and let s = vec{s(1),...,s(N)}
TT
X . [ r x. (P) ] = min
mln N I s 1 = 1
P s(j)eijX)*P(X) (Is(j)eljX)dX >
- T T
>  2 tt • inf
X ^ =  [ - T T  , TT ] W p ( x > i -
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We can similarly show that (A1.21) holds. □
We now show (A1.12) holds. We know that V e > 0  there 
exists a matrix of trigonometric polynomials P(x) such that
f”1 1  P 1  f"1 + e I (p) (A1.25),
for all X £[u,Tr]. Then P  ^ may be taken as the spectrum 
of an autoregressive process
i . e .
E B u(n-j) = £(n), E{£(m)C(n)’} 
j=o 3
P"1 (X) = ( 2 tt ) “1 B ( X ) ”1 Kp B(X)”1*, B ( X )
6 K : B = Imn P o p
E B . e
j=° J
Let A^ be the NpxNp matrix
Then
(A1.30)
We first deal with the log det l‘ (f) term of (A1.10).N
From (Al.25) and (Al.30)
N -1 log det r (f)>_N-1 log det T (P-1) = (N-M)N-1 log det Kp+
+ i  log det rM (p-1) =
= log det Kp + o(l)
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log det K ( 2 it)-1 log det [ 2ttP 1 ( X . ) ] dX
-IT
N 1 £ log det [2ttP 1 ( X ^ ) ] + o(l) 
t
= N 1 £ log det{27Tf (Xt) } + 0(e) +
because log det f >_ log det P  ^ >_ log det f - 
It now follows that
o(l) ,
log. det [ I (P) 4 e f ] .
N  ^ log det rN (f) >N  ^ £ log det 2iTf(At) + 0(e) 4- o(l).
We can similarly show that-
N ~ 1 log det rN ([f"14e.I(p) l'1) ^ " 1 £ log det 27rf(At) + o(l). 
Hence
N 1 [log det rN (f) - £ log det 2'rrf(At)] -* 0 as N -*• 00.
t (A1.35)
Hext we deal with the exponent term of (Al.10). By
Lemma A1.2 3 > 0 s.t.
Xmin[V f)1^ ’ Xm in['rN (P'1)]i6 ’ " FN (f > "  S^Ce=0 (e > ’ 
where c is independent of N and z . We now have by 
Lemma A l .1 that
ilrN(p-1)-1 - rN(f)_1«s = o(e)
Hence
0<N"1vN(6)’rN(p"1)"1vN(e) - N_1vN(e)’rN(f)_:LvN(e) <
- l "  N< _ c e N  £ v(n;0)'v(n;0) = 0(e).
n=l 
M
Let a(n;0) = £ B. v(n-j;0) , n > M,
j=o J
= 0 , 1 <_ n <_ M.
V
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For convenience we will not indicate dependence on q .
N
N XvNrN (P X) "VN = N XvMrM (P * V H X E a(n)’Kp1a(n)n=M+l
2ttN Z tr K_^ w (X )w (X )* + o(l) r a t a t
2ttN~ 1 Z tr K"1 B ( X ) w  (Xjw (X }*B(X_)* + o(l)P t V t V t t
N-1 l tr P( X )V(A )V(A )* + o(l)t t tt U
by Theorem 4.8(i),
N 1 l tr f(A ) 1V(X )V(X )* + 0(e) + o(l). 
t C t
It now follows that
N 1vN (0)'rN ( f ) _ 1v N ( e ) - N  1 Z tr f ( X t ) ^ 1V ( X t ; e ) V ( X t ; e ) *  H- 0
(A1.40)
Putting together (Al.35) and (A1.40) we obtain (A1.12). □
s'
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A P P E N D I X  2
C o n d i t i o n s  i m p o s e d  by R o b i n s o n  [ 1 9 7 2 b , 1975]
Robinson considers the continuous time model
y(t)=B D ( T ; 0 ) X ( t-x ) d T + V  ( t ) , -oo<t<oo> (A2.10)
Here v(t) is a pxl residual vector; y(t) is a pxl vector 
of endogenous variables; x(t) is a qxl vector of exogenous 
variables; Bq is a pxs matrix of real parameters; 0q is 
an mxl vector of real parameters; T (t; 0) is a sxq matrix 
of possibly non-linear functions or generalized functions of 
t and 0. Let 6(t) be the Dirac delta function defined by
6(t) 0, t * 0;
00
6 (t)dt
* — 00
1 .
If B D(t ;0 ) = Z D.(0 )<S(T-j), then (A2.10) becomes,
j =o 3 °
for t = n, the model we consider in this chapter, i.e.
y(n) = Z D (0 )x(n-j) + v(n). 
j=o 3
Let
f(X;0)
r00
e * ^  r(t;0)dt, -oo < x < °°,
J —00
(A2.15)
and take 0„, B„ to be the values, out of the set of all N N
admissible 0, B, that absolutely minimize
N ' h  ll<t(X ) {w (X ) - B r ( X  ;6)w (X )}ll2 , g s y s s x s
with $(A),B defined as in §1,
To obtain strong consistency Robinson imposes the 
following conditions:
R 1 . 0, the set of all admissible 0, is the compact
closure of a (m-f) dimensional C manifold, m > f > 0, k > 2.
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R2 . The processes x(t), v(t) have null mean vectors,, 
are mutually incoherent, are stationary and ergodic and have 
absolutely continuous spectra and continuous spectral density 
matrices f (X) ,_ f^(X) respectively, |x| £ tt .
R3 . Uniformly in -® < X < 00, 0 £ 0, f (X; 0) exists and 
is given by (A2.15) . Uniformly in 0 E 0, f (X;0) -is
continuous in X, satisfying a Lipschitz condition of order 
greater than one half, (see Zygmund [1959, p.43]).
R4 . Uniformly in admissible (0,B) =]= (0 ,Bq)
tr{ (2tt) [B f ( X ; 0 )-B T ( X ; 0 ) ] f (X)[B f (X;0 )-Bf(X ;0)]*$(X)dX } >0O O  X o oB
B may also be subject to some linear restrictions but 
is otherwise unconstrained. We have omitted an aliasing 
condition imposed by Robinson as it is of no interest to us; 
its purpose is to enable inferences to be made about a 
continuous time process from discrete data.
To obtain a central limit theorem result Robinson imposes 
the following additional conditions:
R5. v(t) satisfies the strong mixing condition and, 
uniformly in k. £ {k : k = l,...,p}, j = 0,1,2,3,
m  m  no 5
n^=o n2=o n^=o k k krtk „ ,nl ,n2,n3^  I <o 1 2 3
the summand being the absolute value of the fourth cumulant
of vk (n) , vk (n+n^) , vfc (n+n2> and vk (n+n3) .
o 1 2 3 i
R6 . Uniformly in -® < t^  < 00 and k_. k : k=l, . . . , q } , 
j = 1,...,4, the cumulant function of xk (t^), xk (t2)»
Xk ^ 3  ^ an<^  xk ^4^ an<^  given by
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. J J J  fk 1k 2k 3k4 (Xl>X2>X3>X4 )exp{i 1 V j l n d X j
Z Xj=0
where f, , , , is continuous over E X. = 0 .
1K2 3*4 ^
0 is constrained to satisfy the f , possibly non-linear ,
restrictions h(0)= 0, (0 <_ f < m) , while B satisfies the
linear restrictions L[vec B] = vec B , with L a symmetric
idempotent matrix.
R 7 . Uniformly in e G 0 the derivatives 
’ a(vecB’)lh<9) - H(e)
exist and are continuous in 0; 0q is a regular point of H . 
and rank{H(0Q) } = f.
R 8 . Uniformly in -® < X < 00, 0 £ 0, the derivatives
~ pi 2
(9/90^)T (X ;0), ( /90^90 )r ( X ;0 ) , k, £ = l,...,m, exist,being
continuous in X, uniformly in 0 ^ 0 ,  and continuous in 0, 
uniformly in X £ B;(0o ,Bq) is a regular point of [¥($),H , 
w h e r e ,
Y($)»(2tt)-1 T(X;0,B)*[f (X)’0$(X) ] T ( X ; 0 ,B)dX,
B • x
with
T ( X ; 0 , B) = [(d/90,)vec{Bf(X;0)},{r(X;0) f0I^^}L] .
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C H A P T E R  8
E S T I M A T I O N  IN R E G R E S S I O N  M O D E L S  W I T H  S T A T I O N A R Y  R E S I D U A L S :  
A P P L I C A T I O N S  A N D  F U R T H E R  E X T E N S I O N S
1. I N T R O D U C T I O N
This chapter is an extension of the last. A large part
of it is devoted to a discussion of the linear model 
r s
Z B.y(n-j) = Z C. x(n-j) + u(n) (1.10)
j=o J 3=o J
where u(n) is a stationary p dimensional residual. We 
know from previous chapters that if u(n) can be modelled as 
an autoregressive, MA or ARMA process,then numerous -algorithms 
have been suggested to estimate the unknown system and noise 
parameters. When (u(n)} is a general stationary process 
whose spectrum is not necessarily rational,Hannan and 
Terrell [1973] give estimators that are strongly consistent 
and asymptotically efficient (in the sense of 7.§5) when 
r = s = 0 and the parameters are subject to linear 
restrictions only; they also allow identities to be present.
For a different, but closely related, model Robinson [1976b] 
obtains consistent and asymptotically efficient instrumental 
variable estimators; the analogous estimators for the model
(1.10) are discussed by Engle [1976] and Espasa and Sargan 
[1975]. Espasa and Sargan [1975] also suggest a ML type 
estimator based on the full log-likelihood (7.2.12) rather 
than on the exponent only; this is discussed further in §9.
We now give a brief outline of the contents of this 
chapter. §2 applies the results of Chapter 7 to the model
(1.10) ; §3 allows identities to be present. In §4 we discuss
the instrumental variable estimator mentioned above and
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compare it to the G.N. estimator, while §5 looks at the 
estimation of a subset of the equations in (1.10). §6
shows that the results of Chapter 7 will still hold if $ is 
unknown, but an estimate of it, either parametric or non- 
parametric, is available; an explanation of what these terms 
mean is given in §6. §7 discusses in detail the construction
of the G.N. iterates for the model (1.10) when only the 
standard exclusion and normalization restrictions are present. 
Because the restrictions are imposed explicitly rather than 
through Lagrange multipliers, a considerable saving in 
computer storage can be made. §8 significantly relaxes the 
boundedness assumptions previously imposed on the parameters 
of (1.10) in order that strong consistency hold. Finally, 
in §9 we consider estimation based on the full log-likelihood 
(7.2.12) rather than on the exponent only. All proofs are 
given in §10.
It is important that the reader take note of the following 
three conventions adopted in this chapter.
1. z will be used both as a lag operator, i.e.
zy(n) = y(n-l), and as a complex variable. Its usage will be 
clear from the context.
2. We will indicate dependence on 0, even for the
linear model (1.10), explicitly; if the 0 argument is
omitted from an expression, then it is assumed to be 0q, the
true parameter point; e.g. we will write B_.(0), B(z;0)
ordinarily but write B,(0 ) and B(z;0 ) as B, and B(z),J o o j
respectively.
3. For a function of the complex variable z, g(z) say,
s i Xwe will write g(e ) as g(X).
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2. THE L I N E A R  M O D E L
In this section we apply the results of Chapter 7 to 
the model (1.10). We make the following assumptions:
Bl. (u(n), n = 0,±1,...} is a p dimensional, regular,
stationary sequence having zero mean and finite second moments. 
For any integer j we assume that
7T
E { u ( n ) u ( n + j ) ’} ijX
- T T
f (X)dX, with f (X) continuous u u
for X £ [ - t t , t t ]. Furthermore, the best linear predictor of 
(u(n)} is the best predictor.
B2. This consists of assumptions A2 . (i) and (ii) of
7.§3.
B3.(i) r and s are given non-negative integers.
Let 0 = vec(B ,...,B ,C ,...,C ). The dimension , o r o s
2m, of 6 is (r+l)p + (s+l)pq. and e are two
positive numbers chosen before the start of the estimation;
can be taken very large and will be chosen close to
zero. We define the permissible parameter space 0 as the
set of all 0 such that:
B3 . (ii) I 0 I < R1
r .
(iii) det( £ B zJ) =)= 0 for |z| <_ 1
j = o J '
(iv) I de t (B )| > eo 1
r  V- S 1 .(v) £ B zJ and £ C,zJ
j=o j j=0 J
(vi) [B , C ] is of rank p.IT S
The true parameter point, 0q, belongs 
closure of 0.
are left coprime
to 0. 0 is the
B4.(i) For 0 ^ 0 ,  h(0) is an f dimensional, (f < m) ,
continuous vector function of 0. In addition h(0 ) = 0 »o
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(ü) if e e e, e = [i 0 v]eo and h(e) = 0 , 
then 6 = 6q; V is a pxp matrix and t = p(r+l) + q(s+l).
B5.(i) V 0 £ 0, h(0) has continuous first and second 
partial derivatives. Put H(0) = (9/90f)h(0).
Let the matrix A(0;$) be defined as in 7.§4.
(Ü) 0q is a regular point of the matrix 
[A(0 ;$) f , H(e)1] .
B6. This is the same as assumption A6. of 7.§4. d
r 1 S iPut B(z;0) = Z B.(0)zJ; C(z;0) = E C.(0)zJ; D(z;0) =
j=o 3 j=o 3
= B(z;0) (z ; 0) .
We define the stationary sequence (v(n)} constructively by 
r
Z B v(n-j) = u(n) (n = 0,±1,...).
j-o 1
It follows readily that (v(n)} satisfies assumption A1. of
7.§3 and that f (X) = B(X) ^f (X)B(X)  ^ . We can rewritev u
(1.10) as
y(n) = D(z)x(n) + v(n)
possibly omitting negligible transient terms that decay
exponentially to zero. This suggests that we can apply
Theorems 7.1 - 7.5 to (1.10). With D(z;0) as defined above
we minimize (7.1.15) to obtain an estimate of 0 . We nowo
have the following result:
Theorem 1 Given conditions Bl. - B4., Theorem 7.1 
holds for the model (1.10). If B5. and B6. are also given, 
then Theorems 7.2 - 7.5 will also hold. □
Remark 2.1 (i) For practical application condition
B2.(ii) will not be a serious restriction because we can make 
as large as we like. Due to the limitations of computer
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storage, any minimization algorithm must, of necessity, 
also place an upper bound on I 0I .
(ii) We would like to replace B3.(iv) by
B 3.(iv) 1 I de t• B I > 0 .o
Unfortunately our method of proof requires B3.(iv) in order
that I det B (0)1 > 0  V 0 0. If (1.10) is a reduced formo
system, i.e. Bq (0) = 1^^, then B3.(iv) is automatically
satisfied if we take < 1. We also note that for such a
system, with 0 redefined as vec{B_,...,B , C ,...,C },l r o s
B4.(ii) is unnecessary.
(iii) From Chapter 2 we recognize B3.(v) and (vi) as 
being time series identification conditions, while B4.(ii) is 
a classical identification requirement. We know from 2.§7 
that we could substitute other, essentially equivalent, 
conditions for B3.(vi). For a further discussion of time 
series identification conditions for the model (1.10) we refer 
the reader to Chapter 2, in particular 2.§7.
(iv) We now show how Theorem 7.5 can be applied to the 
estimation of (1.10). First we note that vec B(z) and
vec C(z) are linear in 0 . Put 3 =  vec{B B };o r
Y = vec{Cq , .  . •>Cs}; xß(z)'
- 1
= ( 1 ,  
- 1
z , • • •,zr) , xy (z) ' = (l,z, . . . ,
Next we let B . = B B , C. =  B C , ( 0 < j < r ; 0 < k < s ) .
Because
“ j o j -k o k —  —  —  —
r s
iii Ö Z B yXn-j) 
j = l  J
+  l
j=o
x(n-j) + BQ1u(n)
we can obtain ins trumental
A A
variable estimates, B, and C. , of
— j — k
the B, and C. . such that AB -*
A
B , a . s . , C. C. a . s . ,“j — k “j -j ~k -k
N>S(£k-Ck) - Op (1) .
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Let Dn (A) = (£_.  ^( E^  e * ^  ) , A G[-ir,ir]. Because
D(z) = B(z) ^C(z) = (E^B^z^) ^(Ej^z^), it follows that
and
sup I D ( A) - D ( A) I -> 0 a.s.AG[ -it 9 it ]
sup I DN (A) - D ( A) I = 0p (l).
A G  [ - T T  , 7T ]
Thus conditions (i) and (ii) of Theorem 7.5 are satisfied.
(v) Let B. and C. be perturbed values of B. and C,
J k J k
and put B(z) = E.B.z^; C(z) = E.C.z^. We know from
J 1 • J 3
Lemma 5.2 that
B(z) ^C(z) = B ^(z)C(z) - B  ^(z){B (z)-B(z)}B ^(z)C(z) +
- _1 „ .+ B(z) {C(z) - C(z)}+ second order terms in (B^-B_.) and
(Ck"ck)• Hence,
y(n) - B 1 (z)C(z)x(n) = y(n)-B 1(z)C(z)x(n) +
+ B ^ (z){B (z)-B(z)}B ^(z)C (z)x(n)-B(z) ^{C (z)-C(z)}x(n)
+ y (n) = v(n) (2.10)
with y (n) consisting of second order terms in (B_.-B^) and
‘V V '
It is now apparent from (2.10), 5.§2 , and equations
(12) and (13) in Hannan and Terrell [1973], that the Hannan
and Terrell algorithm (pp.303-309 in Hannan and Terrell
[1973]) is just the G.N. algorithm with the first step
- _ 1modified as described in Theorem 7.5 and with $ = f (seev
§6) and B = (— tt , t t) . The construction' of the Hannan - Terrell
estimator differs slightly from the G.N. estimator as given
in 7.§6 because Hannan and Terrell average periodograms over
bands (see §7 for further details).
(vi) It follows as in Deistler, Dunsmuir and Hannan [1977]
that 0 is an open subset of m dimensional Euclidean space.
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Hence is an interior point of 0 and 0 _ 0 is not empty.
For 0 £ © - 0 , det B(z;6) may be zero on |z| = 1, and 
B(z;0) and C(z;0) are not necessarily left prime. Hence 
L^(0;$) may not be continuous on 0. (See Remarks 3.1(i)
and (ii) of Chapter 7).
3. E X T E N S I O N  T O  I D E N T I T I E S
We now consider the linear model (1.10) when identities 
are present. To clearly indicate that identities are present 
we rewrite (1.10) as
(3.10)
r Bll,j * B12,j y(n-j) s fCi.j] u (n)E • • • • • . = E • • x(n-j) + • •
j=o . B21,j • B22 ,j j .y(n-j). j=oK jJ 0w -
Bn , j is pXp: BI2,j is pxp; B21 i£J 3 pxp; B2, >j is
Cl,k is pxq; C2>k Ls pxq B21, j ’ B2:2,j’ C2,k are k
matrices; 0 < j < r and 0 < k < s . y(n) is pxl;
y (n) is px1; x(n) Lj qxl; u (n) Ls pxl. Put
r [Bll.J(e) • Bl2(j(e>| 4 S [ci,2(e)]B j ( z ; 0 ) = Z zJ ;CI(z;0) = E . . .
j=o
[B21,j«0> • B22sj<0>] <
_i ii o K,j<9>I
z^ ;
ri(2) ■ F2(z) -'{V 22,Jz3}"1{Z3C2.J«3}
B (z; 6) = £ B1;L>j(e)zj - {£ B12>j(0)zj}ri(z);
\ .
C(z ; 6) = £,C, ,(0)zj - { E . B „ , (0)zj}T,(z) ;
*
DjCz;©) = BI(z;8)-1CI(z;0) .
It is not hard to show that (3.10) can be rewritten as 
B(z)y(n) = C(z)x(n) + u(n) (3.15)
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We make the following assumptions:
Cl. and C2. are the same as Bl. and B2.
Let 0 — ve c { B 1  ^ n > • • • »®i ■< r >®i o „ > C -i _»•••>£- 0 ^ ^ ill,o 12,o 11,r 12,r l,o l,s 1
and are given positive numbers having the same meaning as
in §2. We take the permissible parameter space 0 to be the
set of all 0 such that:
C3.(i) r,s 0 are given. (ii) I I 0 I I  <  .
(iii) det B (z;0) 4 0 for |z| <_ 1;
det(Z.B00 .z^) 4 0 for3 22, j 1 1 £ 1. (iv) I de t B x ( 0 ; 0 ) | >_ e1 .
(v) B^(z; 0) and C^(z;0) are left coprime.
(vi) The following matrix is of rank (p+p).
Bll,r(0> ’ B1 2 , r < 0 >] [C l , s ( 0 ) |
. . .
2 2 , r ( 0 ) _
1 *
C 2 , s (0)V. JB21,r <6) ’ B
Let p = vec{B2i^o »B22>o*'*'*B21,r*B22,r,C2,o.....C2,s}'
C4.(i), C5.(i) and (ii) and C 6 . are the same as B4.(i),
B5.(i) and (ii) and B6 ., respectively.
C4.(ii) If 0 e 0 and 0 = [I ✓ * 0V_]0 + [I, x0Vo]p(t; l o (t) 2
and h(0) = 0, then 0 = 0^; t = (r+l)(p+p) + q(s+l); 
is a pxp matrix and is a pxp matrix. □
Defining the stationary sequence (v(n)} by 
B(z)v(n) =u(n) (n = 0,±1,...)
we will again have that (v(n)} satisfies assumption A 1 . of 
7.§3 and that f^(A) = B(X) ^f (X)B(X)  ^ • Putting 
D(z;0) = B(z;0) ^C(z;6) we can rewrite (3.15) as
y(n) = D(z)x(n) + v(n).
This suggests that we can again apply Theorems 7.1 - 7.5 to 
(3.15). With D(z;0) as defined above we will again minimize
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a criterion function of the form (7.1.15)to obtain estimates 
of 0 . Formally, we have the following result:
Theorem 2 If conditions Cl. - CA. are given, then the 
result of Theorem 7.1 holds for the model (3.10). If 
conditions C5. and C6. are also given, then the results of 
Theorems 7.2 - 7.5 also hold for (3.10). □
Remark 3.1 vi) Remarks 2.1(i) - (vi) apply equally well
here .
(ii) We motivate condition CA.(ii) by showing that it is
a classical identification condition. If 0 and 0 areo
observationally equivalent, then, because 0q satisfies 
C3.(v) and (vi), we know from 2.§9 that there exist matrices 
and , having dimensions pxp and pxp, respectively,
such that
{ElX,o(e),B12,o(e)” -’’Cl,o(6),‘‘‘,Cl,s(0)}
{v1 ,v2 } x
B. _ . B i 0ll,o 12,o
f \C i1 ,s
■ • • • • ' » • • • » ■B „ , * B „ „ CA
- 21,o . 22,o\ 7 * J 2 , s\ * J
Vectorizing both sides yields 0 = [I. *0V,]0 +[1, N0V_lp. -(t; 1 o (t) 2
(iii) Because £.B00 .z^ is known we can check theJ 2 2 , j
condition det(Z.B?9 .z^) 4 0 far |z| <_ 1 prior to estimationJ 2 z , j
(iv) Let Xg(z)'j:. (1 ,z , . . . ,zr) , xy (z) ’ = (1, z , . . . , zS) .
We now show that
A(z;6) = -|-gi (vec D(z;0)}= {I^^0B 1 ( z ; 0 ) } d (z ; 0 ) with
d(z;0) = [x3(z) ’0 {-DI(z;0)}’0I(p) ,Xy(z) ’0I(q)] (3.20)
This gives us a representation of A(z;0) in terms of D (z;0) 
rather than D(z;0). The usual representation in terms of 
D(z;0) is-given in 7.§6 (see also (3.30) below). Because
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A(z;0) is needed in the construction of the G.N. algorithm, 
the representation (3.20) will be of some importance if 
Dj(z;0) is computationally easier to obtain than D(z;6).
To obtain (3.20) we first note that
DI(z;6)’ = {D ( z;6) ’ , - D (z;0)'r±(z) ’+ r2(z) ’} (3.25)
(3.25) can be verified by direct substitution.
Because
B ( z J © )  ^B11, o * 'B12 , o * ‘•*,Bll,r,B12,r}|Xß(z)0
and
C(z;0) = {b11>0»b12,0 , * * * ,Bll,r,B12,r}{xß (z)e
(P)
-r1(z)
pxq
-r2(z)
} +
+ {ci>0, • •• >C1>s}{xy (z)0I(q)}
we can write vec B(z;0) = F(z)0, vec C(z;0) = G(z)0
with
f (z ) = [xg(z) 'e{i (p).-r1(z) '}0i( } , o 2
p xpq(s+l)](3.26)
and
G(z) = [Xß(«)-®{0'xq.
From 7.§ 6
r2(z),}0I(P) xyCz) 81 (pq) ]
(3.27)
d (z ; 0) 1 = -F(z) ’{D(z;0)0 I (p)> + G(z)1 (3.30)
We can now obtain (3.20) from (3.25) - (3.27) by some 
elementary manipulation.
(v) We showed above that vec B(z;0) and vec C(z;0) 
linear in 0, even though B(z;0) and C(z;0) are not 
necessarily polynomials in z now. Thus Theorem 7.5 is 
relevant to the model (3.10).
are
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We can obtain a consistent (a.s.) and /N - consistent 
estimator of D^(z) by using instrumental variables as out­
lined in Remark 2.1(iv). Using (3.20) we can now obtain a 
consistent and /n - consistent estimator of d(z) which is 
required when applying Theorem 7.5.
4. C O M P A R I N G  T H E  G . N .  E S T I M A T O R  W I T H  A N  I N S T R U M E N T A L  V A R I A B L E  
E S T I M A T O R
We now go back to model (1.10), i.e. the no identities
case, and look at an estimator which is closely related to
the G.N. estimator. For convenience of exposition we assume
that B = I, v and that there are no constraints on 0. o (p)
We redefine 0 and x0(z)> respectively, as 0 = vec{B ,...,B }3 1 r
2 x*and xD (z) f = (z »z »•••»z )• It is not hard to show thatp
A(z;0) = y — r (vec D(z;0)}= [ - { (z) ’ 0D ( z ;0) ’0B 1(z;0)},
(Xy (z)’0I(q)0B 1 (z;0)}] (4.10) .
It follows that An (0;<&), as given in (7.6*05), can be written
a „(6)=n 1i B
{Xgxg0DIxD*0'l>}. -{XgX*0DIx0'H
- { x v x * » i  D*e<t.}‘ { x v x * e i  0*}Y p X y Y X
(4.11)
where <t>(X;e) = {B ( X ; 6) 1*$(X)B(X;0) 1}'
Put
f „ ( e ) = N  h  
N B
( x o X Q 0 DI @ 4> } - “ { x q X*®1)T3 3  xy 3 y x
-{x x?d®i ® 4»}* lx x*® iY 3 xy y y  x
(4.12)
For convenience the arguments X and 0 are omitted from the 
summations in (4.11) and (4.12); dependence on $ is also
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no t shown. With k„(0) as defined in 7 . § 4 , consider theN
iteration scheme
(j+i>_ a(j) (J)'*  ^o-C J )N - V eN ) kN<0N (4.20)
If is replaced by in (4.20) we obtain the G.N.
iteration. Because lim 4^(6^^) = limN AN (0^^) if
-> 0 , it follows that the iterates in (4.20) have theN o
same asymptotic properties as the G.N. iterates. Following 
Robinson [1976b](see below) we call the sequence of iterates 
(4.20) iterated instrumental variable estimators (IIVE).
We note that
B(A;0)wy-C(A;0)wx^wy (X)+[(Xg©w^0I(p)},-(x^w'0I(p)}]0
so that
k (0) = - N~1 Z A*{w 0$}{w - Dw }N b x y x
= V e)e - P N C 6 ) (4.25)
using (4.10), where
' y x
Substituting (4.25) into (4.20) we obtain
pN (e) N-1 Z
{Xo0 Dw ® 4>f) 3 x
(x. 8 0 A» }
0Nj+1) = 'fN (eNj))_1 pN (SNj)) 3 1 °  <*-30)
As mentioned in the introduction, Robinson [ 1976b, p .771 ] 
proposes an estimator of the form (4.30) for a linear 
differential equations model and suggests iterating. For a 
derivation of (4.30) using instrumental variables see Robinson 
[1976b]. It is clear from (4.25) and (4.30) that an alternative 
way of obtaining (4.30) is to linearize k^(0). 
equating k^(0) to zero and solving
Thus
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for e p +1  ^N we obtain (4.30).
Because ¥^(0) is unlikely to be p.d., whereas A^(0) 
almost certainly will be, the IIVE seems to be computationally 
inferior to the G.N. estimator for two reasons.
1. As explained in 5.§3, it will be easier to invert
A than because the former is p.d.N N r
2. In 5.§3 we showed that the G.N. direction is down­
hill. This means that the G.N. iteration can be modified so 
that each step of the iteration is acceptable; by acceptable
we mean that L.T(0.^+^^ ) < L (0 ^) except at the minimum.N N  N N
The IIVE direction i-s not downhill because V is not p.d.;--- N
we cannot, therefore, modify (4.20) as in 5.§3 to ensure 
the acceptability of the modified iterates. Because 
acceptability aids convergence in non-linear minimization we 
prefer the modified G.N. iteration to IIVE.
In this section we show how to obtain relatively efficient 
estimates of the parameters in a subset of the equations of 
(1.10) without having to estimate all the structural parameters 
in the system; we will require, however, estimates of the
generality we can consider this subset to consist of the first
5. E S T I M A T I N G  A S U B S E T  OF E Q U A T I O N S
reduced form parameters for the whole system. Without loss of
p^ equations (p^ < p) in (1.10). We write these as
r s
E B y(n-j) = 
j=o E x(n-j) + u1(n)j =o
V
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For this section only we put o = vec{B, ..... B. , ------------------------ j- r l,o l,r’
C. ...,C- }. This is done to differentiate o from thel,o, 1 ,s
total parameter vector 0 dealt with in §2. We will also 
assume that the restrictions on g are independent of the 
other parameters in (1.10) and that they are linear in a ; we 
write them as h (o) = H (o-o ) = 0, H being a constantJ u O
matrix of full row rank and o is the true value of a.o
Put B ( z ; o ) = E.B .(o)zJ ; C (z;o) = E. C.. .(g ) ; the^ ^ J i » J
subscript S stands for subset.
The estimator to be given shortly is motivated by the 
linearization (2.10). Premultiplying both sides of. (2.10) 
by B(z) we obtain
B(z)y(n) - C (z)x(n)+{B (z)- B (z)}B (z) 1C(z)x(n)-
-B(z)  ^{ C ( z )-C ( z ) } x (n)+B ( z ) y (n) = B(z)v(n). (5.10)
y(n) consists of second order terms in B . - B . , C, - C. .J J k k
The first p^ - rows of (5.10) are
--1Bg(z)y(n) - Cg(z)x(n)+{Bg(z)-Bg(z)}B (z)C(z)x(n) -
- (C g (z) - Cg(z)}x(n) + Bg(z)y(n) = Bg (z)v(n).
The last equation suggests the following iteration scheme:
(i) First obtain DM (X) as outlined in Remark 2.1(iv) 
of §2. Put w (A) = Dm (A)w (A).u IN X
(ii) For j >_ 0, given that is the j ^  iterate,
s tthe (j+1) iterate is obtained by minimizing
L S;N(o;$)=(2N)_ltr E t O t)q(Xt ;o,o^j))q(At ;o,a^j))* (5.20)
for g , subject to the linear restrictions hg(o) = 0;
qCajq^b = B g (o<J )) wy-Cg (o<J }) «x+{ B g (a)-Bg (a^ 5 ) }wg - 
- (Cg (°) -^Cs( o^))}«x.
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For convenience we have omitted to indicate dependence on A 
in the last equation. $ is a p^xp^ matrix function of A 
satisfying similar conditions to the $ matrix introduced in 
Ch ap t e r 7 .
Ig(A) = w g (A)ws (A)*, ISx (A) = w g (A)wx (A)* = Ix S ^ ) * »
A =N 1 T S ; N L
B
X3X30IS0$1 * •-<xßx*eiSx®*,r
• ••• * •••••
Xv Xj®I ' } • {X X*®I  ^ Y p xS y y x
and
B
{xe@wg0 $ ' }
- { X ®w 0 $’ } Y x
{BS (Xt ;0)wy"CS (Xt :0)wx }
It is not difficult to verify now that the constrained 
minimization of (5.20) gives
k j+i)iN N
*<j+1) v N J
• • •
0 ^ J
A S ;N . K S
* 0
-1
k S;N(aN'5) ^
• • • •
hS (0Nj)>
(5.30)
where ( A^^, j 1) is a sequence of Lagrange multiplier
vectors . 
Put
As ('f)= ( 2 tt )-1
(XQX§@Df D*0Yf } . -(xoX*0Df ©V'}3^3
Js ( 0
As ($). H'
H s : °
-  XY"X*0f x0*0'1' ’>
3 Y
; $g ( 0  = Jg (*) -1
dA;
(x -X*® f 0 Y ’ >Y Y x
A ($B f B*$) . 0b b v •
: o
- 2 1 4 -
J s ( * )
- 1
J s1(*) J s2($)
22
J S <*>
5 ^ S ; a ( $ ) = J S 1 ( $ ) A S ( t B S £v BS ^ J S1 ( $ )
I n  o r d e r  t o  o b t a i n  r e s u l t s  s i m i l a r  t o  T h e o r e m  1 we w i l l  
a s s u m e  t h a t :
D l .  C o n d i t i o n s  B l .  a n d  B2.  o f  §2 h o l d .
D 2 . ( i )  r  a n d  s a r e  g i v e n  n o n - n e g a t i v e  i n t e g e r s .
( i i )  The  t r u e  p a r a m e t e r  p o i n t ,  0 , s a t i s f i e so
B 3 . ( i i i )  -  ( v i )  .
D 3 . ( i )  h ( o ) = 0  b o
( i i )  I f  a = [ I ^ ^ O V j e ^  anc* h s ( cj ) = 0 , t h e n  a = o q ; 
V i s  a p x p^  m a t r i x  a n d  t  = ( r + l ) p  + ( s + l ) q .
( i i i )  o q i s  a r e g u l a r  p o i n t  o f  t h e  m a t r i x  
As [ $ E s ( a ) f v Es ( a ) * $ ] .
D 4 . T h i s  i s  t h e  s a me  a s  c o n d i t i o n  A 6 . o f  7 . § 4 .  □
S u b j e c t  t o  t h e  a b o v e  a s s u m p t i o n s  t h e  f o l l o w i n g  r e s u l t  h o l d s .
T h e o r e m  3 F o r  t h e  i t e r a t i o n  s c h e m e  ( 5 . 3 0 )  a b o v e  p u t
( j ) ( a ( j ) ( j ) )> j w i t h  t ( e O’ ).
T h e n ,
( i )  i f  = 0 ( 1 )  a . s . ( 0 ( 1 ) )  and h g ( a ^ ° ^ )  = 0 ,
t h e n  c < j )  -* a Q a . s .  ( p)  V j 1  1 and h g ( a ^ ^ )  = 0  V j 1  1 .
( i i )  I f  a f ° ^  -  a = o ( 1 ) ,  t h e nN o-- p
l i m N K * ( t <J> -  t q ) = W [ 0 , t s ( $ ) ] V  j  >_ 1 .
( i i i )  A l t e r n a t i v e l y ,  s u p p o s e  t h a t  i s  n o n s t o c h a s t i c
i>i
a n d  h _ ( a ^ 0 ^)  = 0 .  T h e n  we s h a l l  h a v e  t h a t  a a  a . s .  
hS( °Nj ) )  = 0 V U 1 *a n d I n  a d d i t i o n
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limN N^ TNj)- To} = W t ° 4 S^   ^ i  L  2 -
Let f (X) be the spectral density matrix of {u (n) } .
U1 1 
In (ii) and (iii) we will have that
limN N^ ° N j)-°o> - N t°,ts;a<4>) 1 *
The following result is analogous to Theorem 7.3.
(iv) If f is nonsingular on B, then $ (f ($)o j o b j ö
i.e. f  ^ is the optimal choice of $. □
ui
Remark 5.1 For N large the iteration (5.30) will be 
well defined because the matrix being inverted will be non­
singular. This follows from Lemma 2 of §10. □
6. U S I N G  AN E S T I M A T E D  $
We now return to the general model considered in 
Chapter 7. There are two ways in which our treatment so far is 
deficient as far as practical estimation is concerned.
First fv is unlikely to be known; in order to construct the 
estimate (see Remark 4.1 of 7.§4) in terms
of known quantities the replacement of f by an estimate of 
it must be justified.
The second way in which it is important to extend the 
analysis of Chapter 7 is to consider the situation where $ 
is unknown but an estimate of it is available. The following 
theorems provide the basis for such extensions of previous 
results. Their application to some important examples is 
given later in the section.
For each positive integer M we define the 2M sets
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S (j ) 1 (-M < j <_ M) as
S (j )=={ X tt/2M < A <_ u k + tt/2M; uk = nj/M; A^B} , | j |<M-1
S(M)={A:-tt < A £  — it (1 — - ~ )  , 7T(1_‘2m )< A < _ tt; A ^ B }  (6.05)
We have omitted to indicate the dependence of the S(j) 
on M; this will be clear from the usage. We first deal with 
the case where $ is estimated non-parametrically ,i.e . $ is 
not assumed to be a function of an auxiliary set of parameters.
We now suppose that for each pair of positive integers
M and N, M << N, $M , N (X) is a pXp matrix function of
A €= B and has the following properties:
(i) V n(x) is a Hermitian p.s.d. matrix with
$ (-A) =M , N V J •
(ii) is a step-function on B, being constant
each of the sets S (j) defined above.
(iii) There exists an Hermitian, nonstochastic, p.s.d;
matrix function <J> ( A ) , defined on A £ B, such thatM
limN Hl "Vn(A)- V X)" = 0 a‘S (6.10)
and
lim.. sup I <I> (A) - $(A)II = 0 
M X£B M
a . s (6 .11)
We note that $ must be a step-function, constant on the setsM
S(j).
The following theorem generalizes, in an obvious way,'
Hannan and Robinson [1973, pp.260-262].
1 Such a decomposition of B follows Hannan and Robinson [1973]
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Theorem 4 Suppose that assumptions A1.-A6. of Chapter
A
7 hold and $> „ is defined as above. Then, there existsM , N
a sequence of positive integers, {M(N), N >_ 1}, such that
M(N) f °° as N -> 00 and the results of Theorems 7.1 and 7.2 .
hold when $w/.tN .. is substituted for $. □M(N) , N
It is clear that Theorems 7.4, 7.5 and Theorems 1-3 of 
this chapter can be similarly extended. Subject to the 
assumptions made in the respective theorems we have:
Corollary 1 There exists a sequence of positive 
integers, (M(N), N >_ 1} , such that M(N) f °° as N -*■ °° and 
the results of Theorems 7.1, 7.2, 7.4, 7.5 hold when
$M(N) , N is substituted for $.
Remark 6.1(1) As pointed out by Hannan [1973b,pp .169- 
170] there are no results available, at present, to guide us 
in choosing the appropriate rate of increase of M with N. □
The next theorem deals with the case where $(X) can 
be parameterized by a fixed and finite number of parameters 
so that $(X) = $(X;^q), with an m dimensional vector.
We assume that:
A 8 . There exists a compact neighbourhood of ¥
say, in which $(X;\J>) is differentiable w.r.t. ij/ . $(X;\jO
g —
and r(X;ip) = — , (vec $(X;i|0.} are continuous in (X,ip)^Bx'f. □ 
0
A ASuppose that ipxl -*  ^ a.s. and N (ib__ — ib ) = 0 (1).rN o N o P
We now have the following result: »
Theorem 5 .Given conditions A1.-A6. of Chapter 7 
and A 8 ., the results of Theorems 7.1 and 7.2 continue to 
hold when $(X) is replaced by $(X;4>^). □
Theorems 7.4, 7.5 and Theorems 1-3 of this chapter can be
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similarly extended. Subject to the assumptions made in the 
respective theorems we have:
C o r o H a r y  2 The results of Theorems 7.4, 7.5 continue 
to hold when $(A) is replaced by $(A,y^). □
R e m ar k  6. 2(i) The main difference between Theorems 4 
and 5 is that when $ is a parametric function it is no 
longer necessary to have $ constant on the sets S(j) for 
the CLT result to remain valid when $ is replaced by $.
In addition, given the sample size N, we eliminate the need to 
choose an appropriate M. □
In proving Theorem 4 we need the result of the following 
lemma. It is placed here, rather than in §10, because the 
result is of independent interest, being a generalization of 
a lemma due to Bernstein (e.g. Hannan [1970], p.242).
Lemma 1 Suppose {Z. , , Y. , ,X. j,k > 1} areJ > k J > k 3 »k
sequences of vector random variables and
i. , = Y. . + X. .
J »k J , k  J »k
j ,k >_ 1.
V
If (i) 1 imk.X j , k =
(ii) lim_. a j = a , a > 0
(iii) V e > 0, 6 > 0 3K=K(6,e) s.t. lim P (i Y . ,ll>6)<k J > k
for k £ K,
then, for any sequence 'of positive integers (j^(k),k >_ 1} 
s.t. j^(k) t » as k -> 00, there exists a sequence of positive 
integers (j(k), k £ 1} s.t. j (k) £ j^k), k £ 1, j (k) + °° as
k -> 00 and
e
V
limkZj(k),k w (0,0 ) . □
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Applications For each positive integer M let the 
sets S(j) be defined as in (6.05) above and suppose 0n 0
cL m S • •
For M << N and A E S(j) put (following Hannan and 
Robinson [1973])
fM W(A) = 2MN"1 E (w -D(?..)w }{w -D(0jw }*, M,N N x y  N xs(j) 7
omitting the argument X for convenience; s(j) means
summation over all A £ S(j). One way of obtaining a
strongly consistent estimate of 0 would be to minimizeo
L.t ( 0 ; $) > with $ = I, v.N (p)
(a) It follows from Lemmas 4 and 10 that there exists 
a sequence of positive integers M(N) + °° as ' N ■> ® such 
that
limN ^ P " JM(N),N(Xl_: fv(X)l1 = 0 a-S”
Let $ ($) be defined as in 7.J4 and A^(0;$), J^(0) as in 
7.§6.
consistent estimate of |($) is
0
If $ is known but f^ is not, then a strongly
JN(°N)-1 AN(6N; $fM(N),N$) * vv'1*
where 0^ is the estimate obtained by minimizing L (0;$).
(b) If f satisfies condition A7. of 7.§5,
A Aput <*> „ = f„ „ and apply Theorem 4 and CorollaryM , N M , N
practice N is fixed and we would decrease M till 
became non-singular over each band.
then we 
1. In
fM,N
(c) Irrespective of whether or not f
Vwe can choose p(A) > 0 (A^B) and put
can
satisfies A7.
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V n(X) = liM,N(X) + P(X)I(p)}_1 (6-20)
If p(X) is chosen uniformly small then the estimates obtained
would be highly efficient asymptotically. In practice N is
fixed and f is unknown. If we suspect that f (X) is v v
singular, or close to singularity, over some frequency bands, 
then we can use (6.20) to eliminate the numerical instability 
inherent in inverting nearly singular matrices; this procedure 
is an alternative to decreasing M as suggested in (b).
(d) We now give an application of Theorem 5 and 
Corollary 2. Suppose v(n) is generated by an ARMA process,
i . e .
nl n2
v(n) + E F. v(n-j) = e(n) + £ G. e(n-j)
j=i J j=i J
with the (e(n)} i.i.d. having E(e) = 0 and E(ee’) = £2^ ; 
detCl^^ + E_.F_.z^ ) =]= 0 for |z| <_ 1;(P)
(P)detCl^,^ + £_.G_.z^ ) =|= 0 for |z| <_ 1.
Put \ p o  = vec (F1 , . . . ,Fr ,G1 ,...,Gn ). If N ( 0 n _ 6 o > = °p^1^
and 0„ -> 0 a . s t h e n  we can use the residuals N o
v(n) = y(n) - D(z;0N)x(n) to obtain an estimate J (of \ p Q )
such that 4 > x .  \jj a.s. and (4»..-^  ) = 0 (1). WeN To N o  p
then put
$(X;iiN) = fv(X;iN)
and apply Theorem 5. $ may be obtained by using either
the time domain or frequency domain estimators described in 
Chapter 5.
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7. C O M P U T A T I O N A L  A S P E C T S  OF T HE G.N. A L G O R I T H M
In this section we look at the computational side of the 
G.N. algorithm for the model (1.10). Rather than discuss 
estimation when we have general nonlinear constraints, we 
will confine ourselves to the following two types of 
restrictions.
(a) The diagonal elements of Bq are unity - a 
normalization restriction.
(b) Certain elements of the matrices B_. (0 <_ j r)
and C^. (0 <_ j <_ s) are set to zero prior to estimation.
Although (a) and (b) are very specialized they occur 
frequently in Econometric work. Rather than use Lagrange 
multipliers we will impose the constraints explicitly.
Doing this enables a significant reduction in the dimension 
of the parameter vector, thus greatly reducing the computer 
storage needed for the iterative algorithm.
More generally, we also note, and we show this below, 
that when the constraints are linear in 0 we can reduce the 
estimation to the case just discussed by redefining the 
parameters using a known orthogonal transformation.
We first show how the constrained G.N. iterates (7.6.10) 
can be reduced to the projection - operator form used in 
Hannan and Terrell [1972, 1973] if the restrictions are linear 
in 0, i.e. H is a constant matrix. From (7.6.10)
8N eN ii i
An (6) . H'
•
-1 kN(S)
 ^ N J
4
9
H ‘ 0k J
(7.10)
|e(j)N
- 2 2 2 -
It is easy to verify that h(9^^) for j > 1
h(8^0)) 0. We henceforth assume that this is so.
1 ^  - H ’(HH') 1H . Then, by Lemma 3.5
a n • H '
H * 0
-1 (l a n l )+
(7.11)
where for the remainder of this section we adopt the convention 
that submatrices denoted by x fs are of no concern to us and 
therefore will not be given explicitly. In addition, since 
N can be regarded as fixed in this section, we will often 
omit to indicate dependence on N.
It follows from (7.10) and (7.11) that
6(i+i) _ e(j) -(LAL) k ... j > 0;le(j) (7.15)
the linear restrictions can be rewritten as
L(6 ) = 0 - 6  (7.16)o o
' J
Because L is a symmetric, idempotent matrix we call 
(7.15) the projection - operator form of the G.N. algorithm. 
There exists an orthogonal matrix () such that
0 L O' hm-f) * 0
where f is the rank of H.
0AO f
A . x 
• • • • , Ok =
k 1
y
3CD 
• = 00 ,
eu 1O
• • •
X • X XV ^ .ec . iec ]
0 6 — o
where A is (m-f)x(m-f), k is (m-f)xl and 0U is (m-f)xl.
It follows from (7.16) that 0U is unrestricted while
c u0 is just a known constant. Thus we need only update 0
when iterating and (7.15) becomes
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( e u ) ( j + 1) - ( e u ) ( j )  =  - i t O - H t e " ) ,  u  (1)I (e ) u ;  '
(7.20)
By Theorem 2.13(iii) A(0U) will be nonsingular for N large
and 0U close to 0U .o
If only the constraints (a) and (b) are -present9 then L 
will already be diagonal with gust zeros and ones on the 
diagonal and we only need to permute the elements of 8 to 
obtain the representation (7.20). We now take a closer look 
at the construction of A and k for this particular case.
Below we assume that the indices i,j and k have the 
following ranges
1 < i < p, 0 < j  < r, 0 < k < s.
Let b.(i)' be the i row of B., 8.(i)’ the row vector J 1 J
containing the unconstrained elements of b (i)’ in their 
natural order and define c^(i)’ and y (i)f similarly but 
with respect to the matrices; letTN
ß j = vec{ß_. (1) , ...,ßj(p)>, Yk = vec{ Yk (l) , . . . ,yk (p) } ,
3 = vec{0 ,...,3 }, y = vec{y , . . . ,Y ) and 6 = vec{3,y}. o r o s
We note that 0, as just defined, is unconstrained and
will therefore differ from that used in § § 1 and' 2. Following
Dhyrmes [1973] we define the selector matrices , T^k by
Sijb j (i) = 8j (1)’ TikCk (1) = Yk (i)- 
Put z(X)=D(X;e)wx (X);Z (i;X)={S.jZ(X)}’; Xfc(i;X)={T.fcwx (X)}';
Z.(X)
zj ( 1 ; x) 0
0 ’vp:x) J
x k ( i
eijX, Xk (X)
11>. 0
■ 0 'xk(p;x)j
ik X
- 2 2 4 -
z (X) = {zo (X),...,zr (X)}; x (A) = (Xo (A),...,xs (x)}.
It is easy to verify that
j* s
{ E B.ei;iX}z(X) = z(A)+Z(X)ß,{ E C.e1:5X}w (X)=X(X)y 
j = o 1 j=o J X
and it therefore follows that
fg-r {B 1 (X;0)C(X;9)wx (X)}= B 1 ( X ; 0 ) [-Z (X ) , X (X ) ] .
Choosing a positive integer M, M << N, let the sets 
S(j) and the frequencies , -M+l <_ j <_ M, be defined as in
(6.05); take to be an estimate of with taking
the constant value on t r^ie set S(j). Some
suggestions on the choice of $ are given in the last section. 
Because M will remain fixed until indicated otherwise we will 
omit to indicate dependence on M below.
Put
y ( x  ) = B_1 (oj. ; 0)*$ (to )B_1 (ui. ; 0) for A e  S(j);
^ J J J ^
w u (Xt;6) = B(Xt;0)w (Xt) - C (At ;6) ( Xt) ;
f (u>.) = 2MN 1 E I (X ); f (u.) = 2MN x 37 x.v x t * X U  3J s(j) J
-1
* ”x (Xt)wu (Xt)* ! S (3 )
where E is a sum over X £ S(j), -M+l < j < M. We note
s(j) 1
that ^(X ) is constant over each of the sets S(j).
Put A(6) = E{-Z(X ) ,X(X )}*4'(X ){-Z(X ) , X ( A ) };g t  L  u  U L
k(0) = E{-Z(X ) , X ( A ) }*'i'(X )w (X ) .g t  L L U  t
The G.N. iteration (7.20) becomes 
e(j+D _ e(J) - A(e)"1k(e) (j) j > o.
V
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We note at this point that the quantities z (a ), Z (i;X)*
(X) , Z(A), H'(A) and w^(A; 0) all depend on the unknown 
parameter 6 and so will have to he updated after each 
iteration.
We now give a detailed description on how to construct 
A (6) and k(0). For notational convenience we omit.to 
indicate dependence on 0.
Constructing A It is sufficient to consider the 
construction of
AZ = E Z(Xt)*¥ (Xt)Z(At) .
B
2as the other submatrices of A are obtained similarly. A 
is a block matrix having (j,k)t 1^ submatrix 
Z ZA., = Er Z.(A )*4'(A )Z, (A ). A., is also a block matrix withJ K D J t t K. t J k
(Jijn)*1*1 submatrix
AZ
j k , £n
2gZj U ; At)*YÄn (At)Zk (n;At).exp{ i(k-j)At>
M
1 '•’„„(‘" J  1 Z (Z;X )*Z,(n;X ) .exp{ i(k-j)X)
m=-M+l *" m s(m) J 1 k 11 1
(7.30)
f" Viwith V. the (£,n) element of ¥.£n
Z Z.(1;X )*Z. (n;X ). exp{ i(k-j ) X } = 
s(m) 3 C K C C
- S [  Z D(Xt)Ix (Xt) ’D(Xt) ’.exp{i(k-j)Xt }]S^k (7.31) 
J s(m)
We can approximate this last expression in [•] by
(2M) 1N D(u) )f 1 (u) ) D ( cd ) ’ exp{ i (k-j ) a) } m x m m m
for easier computation. It is easy to check that the effect
of the matrices S S , on the matrix in [•] in (7.31) is) UK.
to delete certain of its rows and columns. Working backwards
- 2 2 6 -
we first construct the matrices D (o^ ) f ^  (o)_. ) D (w_. ) * y-M < j <_ M;
2 are then obtained by appropriate rowthe matrices Aj k , £n
and column deletions. Next we obtain the matrices and
finally A^.
Constructing k(6) It is again sufficient to discuss
the construction of k^ = ZDZ(X )*^{\ )w (X ).d t t u t
k^ has j*1*1 block row submatrix k^ = ZDZ.(X )*H,(X )w (X ).J j B j t t u t
z t hk. has an £ block row submatrix J
kj£ - I zj (^;xt) * ^ 1(xt)w1(xt)e-ijxt+ ...+
+ s Z, (£;X )*¥ (X )w (X )e g J t £p t p t
-ij X
with w the a element of w , 1 < a < p. A typical sum 
a  u  —  —
in the above equation is
M
Z
m = - M + l Y £a(% >  * zj C1 5Xt)*wa (X )es (m) J
-ijV
(7.40)
wi th
_ _  “ij *
s(m) = S£j[.Z_,D(Xt)wx (Xt)wa (Xt)es (m)
(7.41)
We can approximate the matrix in [.] by
where [f ] denotes the a column of f . Premultiplication u xu
by has the effect of deleting certain rows of the matrix
in [•] in (7.41). As in the construction of A^ we can now 
work backwards to obtain k ^ .
Remark 7.1 Many of the following comments will apply 
equally well to the general model (7.1.10).
(i) In constructing A (0) and k(6) we have dealt with 
terms of the form (see (7.30) and (7.40)):
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M _
Z g(u>.) with g(-w.) = g(w.) and g (0 ) and g(iT)
j=-M+l 3 3 3
real.
M M-l
Hence, Z g(oo ) = 2R£,{ Z g (a> . ) } + g (0 ) + gU).
j— M+l 3 j = l 3
It follows that we need only use real summands in the
computation. For further remarks on this aspect of the
computation see Hannan and Terrell [ 1973 , pp.316-317].
(ii) Suppose 0^ is a strongly consistent estimate of
A A 1 1  A0 . If $ = f“ ,then Y = f~ , and f can be obtainedo v u u
directly by putting
fu(Xt) = 2MN-1 S wu< V V w u(Xs;6N)*,At e S(j).
S (j )
¥ will certainly be Hermitian p.d. if f is nonsingular.
Let m_. be the number of At G S(j), 0 <_j <_M. A
necessary condition for f to be nonsingular is for the m.vi J
to satisfy the following inequalities:
2mj ü P j = 1,...,M-1; 2mQ - 1 - 6 >_ p; 2m^-l >_ p
where 6 = 1 if mean correction has been made and 6 = 0 if it 
has not. We note that mean correcting the data is equivalent 
to dropping the zero frequency in Zg^o .^
In practice 0^ could be chosen as an inconsistent 
estimator, e.g. the OLS estimator if we are dealing with the
Alinear system (1.10). _f would then be updated for the first
few iterations by replacing 0_T by 0,fT3 .^.N N
(iii) We have already noted in Remark 6.1(i) that there 
are, at present, no useful results.on the rate at which M 
should increase with N. It is therefore advisable to try 
out several different values of M and pick that value of M 
at which the parameter estimates stabilize.
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Civ) If the convergence of the G.N. iteration is slow, 
or the iteration fails to converge, it is advisable to modify 
the algorithm as suggested in 5. §3. Alternatively we may
prefer to use the Marquardt type iteration described in 5.§3. 
For some remarks on termination criteria for the iteration 
see 5.§3.
8. A F U R T H E R  R E S U L T  ON S T R O N G  C O N S I S T E N C Y
For the linear model (1.10) the requirement that 0 is 
a bounded set is now relaxed; this will require the 
strengthening of some of the other conditions stated in §2. 
The following assumptions are made:
E0. B = [ — 7T , it ] •
El.(i) This is B1. (of §2) .
(ii) det f^(X) > 0  V x except possibly at
a finite number of points.
E2.(i) This is B2 .
(ii) det fx(A) > 0  V X
Let 0 = vec(B ,...,B , C ,...,C ). The dimension, m,o r o s
2of 0 , is (r+l)p + (s+l)pq. and are two positive
numbers chosen before the start of the estimation; can
be taken very large and can be chosen close to zero.
The permissible parameter space is defined by the 
following conditions:
E3.(i) e. <Idet B I < R.1 1 o 1 1 i
(ii) det [B(z)J =j= 0 for |z| 1.
(iii) B(z) and C(z) are left coprime.
(iv) [B ,C ] is of rank p.IT S
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E4.(i) The constraints h(0) = 0 are linear in ö and 
H = (9/30f)h has full row rank f.
(ii) If II0I < 00, h(0) = 0 and 0 = then
6 = 0q ; V is a pxp constant matrix and t = p (r+1)+q (s+1).□
Put 0", = O’ H (Q: h(0) = 0).n
Remark 8.1 (i) Our assumptions do not exclude u(n)
being generated by an ARMA process with the moving average
polynomial having roots on the unit circle.
(ii) There are no boundedness assumptions placed on the
B., C, (1 <_ j < r , 0 < k < s). Unfortunately, we still need 1 K-
to impose E3.(i). In the reduced form case, i.e. B == I , * ,o (p)
E3.(i) is automatically satisfied. □
The following theorem strengthens the strong consistency 
result given in Theorem 1.
Theorem 6 We take conditions E0.-E4. as given.
Suppose that:
(i) V A E [-ii , tt ] , $ (X) is a Hermitian, p.d. and continuous 
matrix function of X, with $(-A) = <K\)T.
(ii) a.s. and V N > 1  30.. G 0  with il 6 I! < 00 s . t .— N h N
V V  = ini V 0)-
0^0,h
A AIf for each N we choose one such 0.T, then 0XT -> 0N N o
a.s. □
Remark 8.2 (i) Clearly the rest of Theorem 1 goes through
if we assume, in .addition, that condition B 6 . holds.
H
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9. S O M E  R E S U L T S  ON G A U S S I A N  E S T I M A T I O N
We now go back to the general non-linear model 
(7.1.10). The notation used in this section will be that of
Chapter 7. In 7.§2 and Appendix 1 of Chapter 7 we showed 
that if the y(n) are generated by (7.1.10) and the v(n) are 
stationary and Gaussian, then,neglecting additive constants,
(2N) -1 l log f (X ) + (2N)‘1tr L f (X ; 0 ) V (X ; e ) * (9.10) 
t t
is a good approximation to -N log-likelihood of 
(y (1),•••,y(N)}; V (X t;0) = wy (Xt)-D(Xt;0)wx (Xt) and E 
indicates summation over all X for -%N<t <_ [%N]. Let
M be a positive integer, M << N, and define the sets S(j) 
and the frequencies w (-M < j <_ M) as in §6. Put
fM N (X;6) = 2MN-1 Z V (X ;8)V (X ;0)* for X e S(j),
’ s(j) C £
-M < j <_ M , and suppose, for the moment, that f^(X) is a
step-function, constant.on each of the sets S(j). We follow
Sargan and Espasa [1975] and rewrite (9.10) as
M M
Lm N (8;f )=(4M)_1 1 lo8 f (a>,) + (4M)-1 1 tr f~1 (u>,)*
V j=-M+l v 3 J--M+1 V J
xfM)N(..;8) (9.15)
where f (m.) is the common value of all the f (X ) for v j v t
X € S(j). We note that in going from (9.10) to (9.15) we
have replaced the summation E^_ by Eg in order to give
extra flexibility to our estimation. Estimates of 0 and
the fv (u)j) can be obtained by minimizing ^ (0 ; f ^ ) with 
respect to these terms. Concentrating the ^ ( o k ) out o 
(9.15) we obtain, omitting additive constants,
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£m ,n (6) (4M)
-1 ME
j =-M+l
log det fM?N((oj ;e) (9.20)
Let 0.. XT give the constrained minimum of (9.20) for M , N
fixed M and N. We will show that for fixed M,
A A
0_, XT ** 6 a.s. and that 0. ,  _T is asymptotically normal.M , N o M , N
Because f^ will rarely be a step-function it is desirable 
to be able to increase M with N, i.e. make M a 
monotonically increasing function of N, and still retain the 
consistency and asymptotic normality properties of our 
estimator. This is done in the following theorems.
The first theorem gives some strong consistency results.
Theorem 7 We take assumptions A1.-A4. and A 7 . of
Chapter 7 as given. Suppose that, given M , 3 = N^(M) s.t.
for each N >_ ^ N ^ ®h satisfying
XT (  ö  M  XT )M , N M , N
0^0h
Then,
(i) llmN 6M,N a.s.
(ii) 3 a sequence of positive integers (M(N), N >_ 1} s.t
M(N)t “ as N •+ “ and 0x,/M\ „ + 0 a.s.. If { M _ ( N ) , N > 1 }M C N ; , N o 1 —
>os it iv
N -> ® and M- (N) < M(N) V N, then 0
is another sequence of p e integers s.t. M^(N) i 00 as
M XT + 0 a . s . □(N),N o
Next, we give a CLT result. Let the neighbourhoods 
(U^, a > 0) be defined as in 7.§4. Put H(0) = (S/90’)h(0);
A ( X ; 0) = O / 3 0 ’)vec D(X;0); kM>N(0) O / 3 0 ’)AM (0) . For
the 0M w defined in Theorem 7, we will have, analogously to n j in
7.§4 , that for sufficiently large
- 2 3 2 -
kM,N(0M,N)+ H '(eM,N)XM,N 0
h(SM,N) = 0
(9.30) are the Normal Equations with the XM,N
(9.30)
Lagrange
multipliers. Put t
fM(X) = M/it
M,N (0M,N’ XM,N); T o (0o>0 ’);
f (X)d X for X e S(j), -M < j < M.
S(j)
J($) and $($) are defined as in 7.§4.
Theorem 8 We take conditions A1.-A7. of Chapter 7 as 
given. Then:
V
(i) For each M, limN n^ MjN-t0) = M [ 0 , ^ (f M )]
(ii) 3 a  sequence of positive integers (M(N),N >_ 1} s.t.
M(N) i oo as N and
limN " W I O . K f ; 1)]
If {M^(N), N >_ 1} is another sequence of positive integers 
s.t. M 1 (N) 1 oo as N and M ^ N )  £ M(N) V N, then
1 imN h 1* ^ M i (H),H-t o ) ■ □
Because the Normal Equations (9.30) are likely to be 
highly nonlinear, we will again set up a G.N. iteration.
Put
^ A * ( X t ; e ) { i ; ( X t ) e i M  (. ; 9 ) - 1 }A(X ;6); 
j =-M+l s(j) • J
JM jN(6)
Am >n (8) . H 1(0)
H(e) . o
The next theorem gives an analogous result to Theorem
7.4.
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Theorem 9 We take conditions A1.-A7. of Chapter 7 as . 
given. There exists a sequence of positive integers, 
{M(N), N >_ 1}, s.t. M(N) f oo as N -> °° and the following
results hold:
^  0M(N),N ‘>0o a *S * and N ^TM(N),N To) ^ W t ° 4 ( fv )]•
Let U _ be defined as in 7.§4. a 1
(ii) 3 a, 0  < a < al, s.t. in the set U x ( X : f l x l l  < a)— a —
there is (a.s.),for N sufficiently large, a unique solution 
to the Normal equations (9.30) (with M=M(N)), say.
Put T<o)'= (e^o)'>0 1) , T ^ ), = ( 8 ^ ) ')X ^ ) ’) j > 1 and
define the G.N. iteration by
(j+1)
(j)N
0 JM(N),N(0)
-1
kM(N),N(0)
h ( 6 )
j 1 0
|0
(j)
(o) p(iii) If 0^ 6q , then, with probability tending to 1 as
N -* o°, lim.-rf.*^- tx. .j N N
(iv) If 0^°^ 6Q a.s., then (a.s.) for N sufficiently
( i )large, lim^xNJ =
(v) If,in addition, in either (iii) or (iv),
n ^(6m 0)- 0 ) = 0 (1), then N o P
1 r . v V _
limN - to) = N[04(f~ ) 1 for j >_'l. □
We now comment briefly on the computation of the G.N.' 
iterates .
Remark 9.1 (i) The G.N. iterates can be constructed as
A
outlined in §7; now, however, f^ will be updated at the end 
of each iteration rather than for the first few iterations only.
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(see Remark 7.1(ii) in §7).
(ii) Let = £(0^^), omitting the M and N sub­
scripts for convenience. If the G.N. iteration is modified 
as in 5.§3, then we could use
T = (£j_1 - Hj)/(l+UJ-1|)
as a termination criterion (see 5.§3). If, however, some
Aof the f(co_.;0) are nearly singular, then it may be more 
satisfactory to use
Tj = {exp(£^ 1) - exp(£^)}/{l+ exp(^ }.
This is because small changes in x result in large changes 
in log x for 0 < x < L  Using T_. rather than Tj may 
lead to unnecessary additional iterations.
A ridge regression analogue
If in minimizing ^(0) one (or more) of the matrices
A Af^ N^Wj*^M nearly singular, possibly due to the near
singularity of fv(io..), the minimization process may have the 
following undesirable features:
(i) the estimation may become numerically unstable in 
the sense that small perturbations in the data produce marked 
changes in the parameter estimates
(ii) the suggested G.N. iteration may take extremely 
long to converge.
(iii) the effect (on the parameter estimates) of the 
bands where f^ N is close to singularity may be overwhelming
To avoid such unpleasantness we could alternatively 
minimize
VN;.n(e) = (4M)_1 jL m+x108 dett?M,N(V 0)+nI(p)]
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where n is some small positive number. Put
~fM >n(X) = V X) + nI(P): fv; n= f v + n1(p) ' If. i» the above
A Awe replace fw and f , respectively, by f_, and f ,r M v r M; n v; p
then all the results of this section will still hold when
working with £w „ rather than JL, „ . A procedure forM , N ; n M , N
choosing an optimal p', based on a suggestion by Hoerl and 
Kennard [1970a, b] is to plot the parameter estimates for 
several different values of p and choose p in the region 
where the parameter estimates stabilize. The idea is to
choose an p such that small changes in the data produce 
only small changes in the parameter estimates. Hopefully, by 
choosing an p such that small changes in p produce only 
small changes in the parameter estimates the above requirement 
is fulfilled.
»
10. PROOFS
Throughout this section c is a universal constant, not 
always the same. Unless stated otherwise, it should be 
assumed that all convergence results below mean a.s. 
convergence; the mode of convergence will often not be 
indicated.
Proof of Theorem 1 To show that Theorems 7.1-7.5 can be 
applied we need to check that conditions B1.-B4. imply 
conditions A1.-A4. of Chapter 7 and conditions B1.-B6. imply 
conditions A1.-A6. With the exception of A4.(ii) it is easy 
to check that the B. conditions imply the A. conditions.
We now show that B3.(v), (vi) and B4.(ii) imply A4.(ii). If 
D(A;0) = D(A) and B3.(v), (vi) hold, then {B ( X;0) , C (X;0) =
= V{B(A),C(A)} by Lemma 3 of 2.§4 , where V is a constant
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matrix. By B4.(ii), 0 = 0 . Do
Proof of Theorem 2 To apply Theorems 7.1-7.5 we need 
to 'check that conditions C1.-C4. imply conditions A1.-A4. 
and B1.-B6. imply A1.-A6. With the exception of conditions 
A3.(iii) and A4.(ii) it is easy to show that the C. 
conditions imply the A. conditions.
Let B(z;0), C(z;0) and D(z;0) be defined as in §3.
We first show that C3.(iii), (iv) imply A3.(iii). Because 
det BjCz;©) = det B ( z ; 0 ) . de t ( E B ^ 2 z^"1)
it follows from C3.(iii) that V 0 e 0, det B(z;0) =j= 0 for 
|z| <_ 1. From C3.(iv)
|det B (0 ; 6) | = | det BI(0;6)/det B21 I i Ej/ldet B22 J  > 0
v  e e e.
Hence A3.(iii) holds. Next we show that C3.(v), (vi) and 
C4.(ii) imply A4.(ii). If D(X;0) = D(X), then 
BI(X;0)"1CI(X;0) = BI(X)"1CI(X) from (3.25). By C3.(v),
(vi) and Lemma 2.3.
{B x(X;0), CI(X;0)}= V{BI(X) , (X)}
where V is a constant matrix. It now follows from C4.(ii)
that 0 = 0 . □o
Let a, Ag($), Jg($)# Bg(a;$) and Cg(a;$) be defined as 
in §5. Before giving a proof of Theorem 3 we obtain several 
preliminary results. We first show that J ($) is non-
ü
singular.
Lemma 2 If assumptions D1.-D4. of §5 hold, then J„($)
u
is nonsingular.
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Proof P u t  Q( A; a ) = Bg ( A; a ) D ( A ) - C g ( A; a ) ;
P ( A )  = [ { X’ ( A ) Ö D ’ ( A ) 0 I ( p  } } , - { X^ ( A ) 0 I ( q ) 0 I ( p  } }.] 5
M(a ; $) = (4tt)-1 $ Q f  Q* d A.  x
It is easily shown that vec Q(A;a) = P(A)o and
tr $QfxQ* = {vec($Qfx)}’vec Q = a 'P ’(fx®$’)Pa .
Hence, M(a;$) = ’ A ($)a. If M(a;<±>) = 0, then Q(A;a) = 0.
From D2. and D3. we have that o = o if Q(A;a) = 0  ando
h„(a) = 0. But M(a ;$) = 0. Hence a must be an isolated S o o
constrained local minimum of M(o;$). An application of 
Lemma 3.9 completes the proof. □
Let B_ , (j = 0,...,r; k = 0,...,s) and be defined
as in Remark 2.1(iv) of §2. Put £ = vec{B^,...»B^,
C , . . . ,C } and write £ for the true E, . Put — o —s o
-k -L N 00 , inXN 2Cn (X) = (2nN) ^ Z I E Dx(n-j)}e - D(X)w (X).
n=l j=o J
We know that D^(A) = D(A;f^) with
5n C0 a.s. and - 5Q) = 0p (l) (10.10)
2Lemma Z If <}>(A) is a p columned matrix function of 
A, continuous in A for A £ B, then the following results 
hold:
( i )  N 1 Z(J){DNwx 0 I ^ p  ^ }wv -> 0 a . s .
- 3 /2  _
( i i )  N Z<KDNwx 0 I ( p ) } ?N ^  0 a . s .
( i l l )  N'®4 Z< H( DN- D ) w x 0 I ( p ) }wv  = o p ( l )8
-1( i v )  N Z M ( D n - D ) wx 0 I ( p ) } Cn °p(D
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Proof (i) From Lemma 5 (see below)
N_1 l <j){ (D -D)w 01. . }w ->0. g N x (p) v
Because N <b {Dw 01, » } w -* 0 by Lemma 7.1, (i) follows,g x (p) v
(ii) This follows from Lemma 4.9(iii).
Put Q ( X ; 0  = (3/9£’) v e c { D ( X ; 0 I xy = w^w*;
I = w x£ x N
(iii) N SsZ<KDN -D)wx0I( }wv=[N 1 E * { i ( p ) « ; v } Q ( x t ; e | ) ]  X
BB
: o (1) . 0 (1) = o (1) p p
by Lemma 7.1 and (10.10); I “kl-K I < I £ - £ H .N O —  N O
(iv) N-1! <J> {(D -D)w 01, . H
B 3/
x (p) N
[N-J'2 Z *{I(p)0i;5}Q(Xt ;£+)].N!5(iN-Co)
= o(l).0(1) = 0 (1) P P
by Lemma 4.9 and (10.10). □
Proof of Theorem 3 It is sufficient to prove Theorem 3
for , since the proof for ^N N
similarly. For convenience we put o 
Cg(X) = Cs (X;a^o)) . Then,
6sV£SWx = VV^Vn+Vv _ V*
(j > 1) follows 
(o) (o)
°n ’ Bs (x) b s ^x ’°n
= - (BS"BS)DMx + (.CS"CS)wx + B SW v + N B SCN
= -(Bs-Bs)ws + (Cs-Cs)wx + B sw v + gN (X;o)
where w_ = D„w and S N x
g N (X;5) = N - ^ s Cn + (Bs-Bs)wv + (Bs-B s )(D-Dn )w x .
Put
n N ( X ) f = [ ( x e ® w g 0<i> ’ } ’ , - { x y 0 w x 0 $  ’ } * ];
- 239-
n N (x ) f = [ (x3©Dwx@$ ' - {xy8wx®$’ } ’ ] ,
= N_1 I\V v -  VN = N_1 V N (Xt ;5)-
It follows that
kS;N(0) = - AS;N(<V 5) + + v,
so that
r _(1)  ^ ^ a  H »  1 -1 r  'N o AS;N * HS PN + VN
• • • • • =E
X(1)l XN J Hs : 0 . 0 I
(10.20)
because H_ (cr-cr ) = 0 by assumption.b O
(i) If a = 0(1) a.s., then it follows from Lemma 3(i),
(Ü) that - 0 and -»■ 0. It now follows from (10 .20)
that T (1)N - T O -> Ö. If a = 0 (1) , then we can show,„ P
similarly, that T (1)N
P- t 0. Finally, it is clear from
(10.20) that hc (ax(T1)) = 0.b N -n
(ii) limN N 2yN = N[0,4g ($BsfvB*$)] (10.25)
because N 2Zt, (r) -ru.) B„w - o (1) by Lemma 3(iii) andD N N b V p
_ _ t>N 2Z gwv -+ W [ 0 , A g ( f ^ B* $) ] by Lemma 7.2.
We now show that
N*V t = o (1) (10.26)N p
if a - a = o  (1) . o p
N_1 Zb V s = °p(1) because V N = °P(1)
by Lemma 3 (iv) and N ^IDri B_£„ = o (1) from the proof ofD N b N p
1 A ™Lemma 7.3. N 2£gn^(Bg - B ^ )wv = ° (1) using Lemma 3(iii) and 
Lemma 7.2. (10.26) now follows easily. From (10.20),
(10.25) and (10.26) we will have that
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\
llmN n %(tn 1)_t o ) = w r M s (*)]
(iii) . (iii) of Theorem 3 follows easily from Theorem 3(i), 
(ii) •
(iv) We first note that $B f B*$ = f . The proof ofS v S
(iv) is now very similar to the proof of Theorem 7.3 and will 
not be given. □
We now give a proof of Lemma 1. The statement of the 
lemma is given in §6.
Proof of Lemma 1 Put a(t) = (2tt)- ^2 e'^3 ds.
that e . 4* 0 as i °°J
follows from Rao [1973, p.l23(xi)] that it is sufficient to
prove the result for X. , , Y. , and Z. , all scalars.
Let (e^, 3 21 1} be a non-negative sequence of numbers such
By Polya's Theorem (Rao [1973 ,
p.120 (vi)]) and conditions (i) and (iii) of Lemma 1, there
»exists a positive function g(t) s.t. g(t) t °° as t -*■ °° and
for k >_ g (j ) , P ( I Y . |> e ) < e ,J > K- J J
p (X. \r 1 t + 1 a[(t+ e.)/a ] + e ,J > *- J J j J
P(X. , < t - e.) > a [ (t- e.)/a.] - e.
J “  J j  3 /
for all real numbers t.
Hence,
P(Z.jk < t) = P(Zj>k i t,xj(k < t+£j)+
+ P(Zj,k - t ’ Xj,k > S + ej)
i  P ( x j>k 1  t + £ j ) + p ( | y j > k | > £ j )
<_.a[(t + e^/a^] + 2£j k - g ^3)
uniformly in t.
Similarly
P U j>k £ * - V  i p <zj ,k 1 *> + p <lYj)kl >
- 241 -
p (Zj ^ 1 t)ü a[(t-Ej)/a ] - 2 e k > g ( j )
uniformly in t.
-1Put j(k) = min{[g (k)], j (k) } , where [x] is the 
integral part of. x. It follows from above that
p(zj(k),k -  t) -  a[(t + ej(k))/0j ( k > ] + 2ej(k)
F(zj(k),k -  c) -  “ t(t ' ej(k))/aj ( k ) ] " 2ej(k>-
The proof of the lemma is completed by noting that j (k) t 00
as k , so that e -. * 4- 0, a . s ■> a as k □J(k) J(k)
The next few lemmas are needed in the proofs of 
Theorems 4 and 5.
Lemma 4 Suppose that X. . (a) , X.(a), (i,k > 1), and
3 * k J
X(a) are matrix functions of the variable a, where a belongs
to the set A. Let suPa denote the supremum over all
a €= A. If lim, sup IIX. ,(a) - X.(a)H = 0 a.s. andk. a j ,k j
lim_. sup^l'x (a) - X(a)H = 0 a.s., then, for any sequence of 
positive integers {j^(k), k >_ 1} s.t. j^(k) f 00 as k ■> 00, 
there exists a sequence of positive integers (j(k), k >_ 1} 
s.t. j (k) j^(k), k >_ 1, j (k) 1 00 as k -> » and
lim^ sup^Hx,.^^ k ^ a  ^ ” X(a)l! = 0 a.s.
The proof is a generalization of Robinson ;[197 2 b ,p . 51].
Proof - We put G. , = sup IIX. ^(a) - X 4 (a) I , j ,k >_ 1,----- j ,k a j , K  j
and choose a sequence {e_., j 1} of positive real numbers
s.t. e . 4- 0 as i -* «> and £ . e . < 00. From the assumptions
3 3 3
of the lemma, there exists a positive function g(t) s.t. 
g(t) i 00 as t -> 00 and
P(sup G. . > e ) <
k>K J ’ 3
for K >_ g( j ) .
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Put
j(k) = min{j1 (k),[g 1 (k)]}. It follows that
kfj_ p(Gj(k),k > ^ ( k )5 <
so that V  e > 0
Z P ( G .
k=l j(h) ,k
> e ) <
By the Borel-Cantelli lemma, k ^ ^ a.s. as k -*
The result of the lemma follows readily. □
Lemma 5 We take the assumptions and notation of 
Lemma 7.1 as given. Put
hjk(N) -1 E Ij k (s) *(As H n (Xs).
If sup I cf) (A) ] -* 0 a.s., then lim h., (N) = 0 a.s.;
XEC N N JR .
if ^ is a function of t , then the convergence is uniform in 
t E T(see the statement of Lemma 7.1 for a definition of t 
and f ) .
Proof |h ..(N) I <_ sup I <J> (X) I .N Z { I (s )+1, , (s) } | iK X ) | =o ( 1)
JR xGC JN C JJ S
.0(1) = o(l) using Lemma 1 of 7.§7. □
Let the matrices .., $__(M,N > 1) be as described in §6,M , N M —
and let L^(0;$) be as defined in (7.1.15). Suppose that
A  /V —0 XT minimizes L..(0;4>., >T) over 0 G 0 . . BecauseM, N N M , N h M
there exists an M q such that is -nonsingular on an open
subset of B^(B^ is defined in assumption A2.(iii) of 7.§3).
Lemma 6 Suppose assumptions A1.-A6. of Chapter 7 hold.
For M > M we have that:— o
(1) §M,N + 6o a -S<
(il) Put = ■(8S,H'XM,H) * WhSre ,N is a vector of
- 2 4 3 -
Lagrange multipliers, and let = (0^, 0*)- Then, .
N^ M , N  " To> *  N t M C V 1'
Proof The proofs of (i) and (ii) are essentially the 
same as the proofs of Theorems 7.1 and 7.2 respectively.
The method of proof consists in showing that we can replace
XT by M , N $ .M Once this is done (i) and (ii) will follow
b ecaus e $M has, essentially, the same properties as $.
(i) Let L.t (0 ; $) be defined as inN ? n the proof o f
Theorem 7.1. From Lemma 5 we will have that
W  (VirV] " °’ su£ L N ; r , [ 0 ; ( * M , N  " V 1 * 0 V n * °*
0G0
The proof of (i) now follows from the proof of Theorem 7.1.
(ii) Put A (X;9) = (9/30’)vec D(X;0), 
kN (0;$) = O / 3 0 )£n (0;*); *(X;0;$) = A(X;0)*{I( } 0 <KX)>.
We first show that
lim N 1E cp ( X IN e *H,K)veC N x (10.40)
The above expression can be rewritten as
-1M£ N
j =-M+l E ♦<Xts0o 5*M.N)veC CNW x •S (j )
Noting that N is constant on each of the sets S(j), we
can deduce from the proof of Lemma 7.3 that for each j
N"1 Z *(X ;0 ;$M N)vec C w* = o (1). 
s(j) K
Since M is fixed, (10.40) follows.
For a small and positive
llmN(3/38')kN [9;(iMjN - *„)] = 0,
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uniformly in 0 £ , by Lemma 5. It follows from Lemma 7.5
that if 0^. -»■ 0 , thenN o
limN (3/30^)kN (0 + ; 5>m n^) = (27t)-1 A*(X) [f’(X)0$> (X)]A4(X)dX
ü hwhere A^(X) is the j column of A(X). 
Finally, we show that
(10.41)
lim.. N ^ k  (0 ;i__ ..) = N[0,A($> f $v) ] N . N o  M,N M v M (10.42).
From the proof of Lemma 7.4 we know that
N\ [9o:(V n - V 1 = ,Z E, -M3 =-M+l s ( j ) ) ] vec w w* +V X
+ N k  4>[Xt;8o;($M)N-iM)]vec CNw* = II„fH + say
We can deduce from the proof of Lemma 7.6 that for each j
limN ; 0 ; ( L  H“$uo M , N M . .
V
)]vec w w* = 0.V X
P P
Hence, lim„T IIW ,T = 0. Furthermore, lim,T III,, ,T =* N M , N N M , N
from (10.40). i.e.,lim„N N\ [eo;(V t r V ] “ °-
Because lim^ N 2k^(0Q;$^) =  ^^ ^  ^ by ^emma 7.4,
(10.42) follows. Given (10.41)and (10.42), the proof of (ii) 
is the same as that of Theorem 7.2. □
Proof of Theorem 4 Applying Lemma 4, there exists a
sequence of positive integers M^(N) + °° as N -> 00 s.t.
0., XT ** 0 • Next we note that lim.,i(3> ) = i($). It(N) ,N o MT M T
follows from Lemma 1 that there exists a seouence of positive
a * V
integers ^^(N)! 00 as N -> °° s . t. N^(0^ ^-0q) * ^£0,$($)].
Putting M(N) = min{M^(N), (N)}, the result of the theorem
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fallows . □
Proof of Corollary 1 By Lemmas 1, 4 and 6, there exists
a sequence of positive integers M(N) i °° as N -> <» s.t.
i V
S“P IUM(N))N(X)-$(X)" * °> §M(N)>^ 0o ’r2(§M(N)>N-0o)+N[O^ (t)1-
The proof of the analogues of Theorems 7.4 and 7.5 follow 
along the same lines as the respective proofs of these theorems. 
The method of proof consists in applying Lemma 5 to show that 
^H(N) N can replaced hy $. We omit the details. ^
Proof of Theorem 5 We note that
lim s up I $(A;^ ) - $ (A ; I = 0 a.s. (10.50)
X€8 °
Put $ (A) = $(A; ^ ) • We first discuss strong consistency.
From Lemma 5 we will have that
LNt e0 ; °» s^p LN;n [ e ; ( i N-&) 1 -  o v n > o.
The proof of strong consistency now follows from the proof of 
Theorem 7.1. We now discuss the proof of the CLT. Put 
kN (0;$) = ( 9 / 3 0 ) ( 0 ; $ )  . From the proof of Lemma 7.4
-N^kN [ 0q ; ($N-$) ] = N ^EA(At)*[I^^0{ $N-$}]vec{ (wy-Dwx)w*} =
= [N_1ZA(At)*[{ (wy-Dwx)w*> ’0I(p) ]r+ (A;i|; + ) ]
= o(l) .0 (1) = o (l); p P
r(A;i|0 is defined in §6; F^ (A;i|/^) is a symbolic derivative, in
the sense of p. 84 * and I ip ^ ^ Q H <_ II^-^q H« It follows from 
the above and Lemma 7.4 that 
i VN^kN (0Q ;$N) + W [ 0 , A ( $ f v$ ) ] (10.51)
For a small and positive, 1 imN ( 9 / 9 0 f ) k^ [ 0 ; ( $N~<±>) ] = 0
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uniformly in 0 G U , by (10.50) and Lemma 5. It followsa
from Lemma 7.5 that if 0^ -*■ 0 , thenN o
liraN (3/30_. )kN^°N;V ( 2 1 t ) A*(X) [f’ (X)0$(X)]A .(X)dX8 X J
(10.52)
where A.(A) is the i column J
Given (10.51) and (10.52), the 
as that of Theorem 7.2. □
of A (A).
proof of the CLT is the same
Proof of Corollary 2 The proofs of the analogues of 
Theorems 7.4 and 7.5 follow along the same lines as the 
proofs of Theorems 7.4 and 7.5 respectively. The method of 
proof consists in applying Lemma 5 to show that can be
replaced by $. We omit the details. □
To prove Theorem 6 we need the following results.
Lemma 7 (Deistler, Dunsmuir and Hannan [1977]). If 
r(z) is a rational function of z which is analytic within a 
circle containing the unit circle, then
, iA v -ij A j. _ Ar(e )e d A = 0, 0 <_ j <_ m
' -IT
implies r(z) = 0, where m is the degree of the numerator of 
r (z) .
Proof Let r(z) = (a +a_z+...+ -------**- o 1
with B = 1 .  Suppose that a. = 0 
o J
Then ,
(2tt)-1 , iA x -ikA r(e )e dA
—  TT
a zm ) ( E ß.z^) for |z m . iJ = o  J
(0 £ j <_ k-1) for k <
*r
a. 3 = 0 =* a. = 0.k o k
< 1
m .
Since it is easy to verify that a 
cu = 0  (0 <_ j <_ m) . □
0, it follows that
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Lemma 8 (Dunsmuir [1976, p.90]). Let f (X) be a pxp 
Hermitian p.s.d. matrix function of A, which is nonsingular 
for A E [ — tt , it ] except possibly at a finite number of points.
For V > 0 let be the block-matrix having
ei(k-j)Xf(X)<n as ( j > t tlk) submatrix, (j,k = 1,...,V)
—  TT
Then, V V >_ 1, rv. is a p .d. matrix.
Proof Let (a(j), 1 <_ j <_ V } be p dimensional vectors 
and put a = vec{a (1),...,a(V)}
W V inf a*r„a = inf a I = 1 V I a I = 1 -77
V . . A
2 a(j)e1J 
1
f (X) l a (j)e1  ^
1
(10.60)
Now,V e > 0,define [A£[-tt,tt], Am^n(f(A)} >_ e] and let
ü)_. be the j of the, R say, A-values at which det f (A) = 0
Then e may be chosen so that [ — tt , tt ] - A has arbitrarily£
small Lebesgue measure 6. This is possible because
A i (f(A)} is a continuous function of A. Thus the right
hand side of (10.60) is not less than
V , . A 0
e inf 
I all =1
He a(j)e1^
A 1e
>_ e inf {1 - 6.R sup sup IIE a(j)e^^H^) •
I a H=1 l<_j<_R AE [ u - 6 , o>. +6 ] 1
>_ e (1-2 .V . 6 .R)
V .. V" V •
s i n c e  II E a ( j ) e ^ ^  I  ^<_(E II a ( j ) II )  ^ <_ 2 ( E II a ( j ) II  ^) . By c h o o s i n g  6
1 1 1
s.t. (1-2.6.R.V) > 0, the required result follows. □
Let {Pn (z), n fl 1) be a sequence of matrix functions of 
z and P (z) another matrix function of z, all matrices being 
of the same dimension.
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Definition We shall say that the sequence { P^ , n >_ 1} 
converges point wise to P if V p , 0 < p < 1,
lim sup Up (z) - P (z) I = 0 n I I . n
We indicate this mode of convergence by P^ -* P. The 
above definition follows Hannan and Dunsmuir [1976].
Suppose that P^(z) and P(z) are analytic functions of 
z for izl < 1. Then we can write
P (z) = £ p. zJ , P (z) = £ p.zn . i.n . 1J =o J =o
3 z < 1 .
The following result holds.
Lemma 9 V j > 0 lim lip. — p.H = 0 if P -> P. -------- - n ,n n
Proof Choose 0 < p < 1. Then
P. - p . = (2iti) -1 {P (z)-P(z)}z  ^ ^dz
' Z =p
V e > 0, 3 N =N_(e) s.t. sup IIP (z)-P(z)U < e n > N- 1 1  I I n — 1z < p
It follows that Up. - p.H < e p-J for n >_ . The
required result is now easily obtained. □
Proof of Theorem 6 The proof follows Dunsmuir and 
Hannan [1976 , pp. 354-355 ]. As in the proof of Theorem 1 we 
shall have that
-1lim supNLN (6N) 1 (2*) tr{$(A)f (A)}dX (10.70)
Put b^(z) = det B(z;0n), Fn (z)= {adj B (z;0r )}C (z ; 6 ,
1
P (A) = {b (A)I, X, - F (A)}, D ( z ) = D ( z ; 0 )  and s(n)'= n n v p ; n n n
= (y(n)’, x(n)'}. It follows from assumptions E3.(i),(ii)
sup
A E  [ — 7T , IT ]
that
|bn (X) I <. Rl2pr
- 2 4 9 -
Hen c e
LN (®N) = N 1 ptr{ 4’PNWswsPNlbNl 2)- cN lp tr{PnwswsPN } ’ c > 0
Since P (A) is a polynomial matrix in e^A of degree
V ± . A
V=pr+s at most, -i.e. P (A) = Z p^(j)e J say, we have that
o
i CN 2 tr
- 2 VN E I
t—  V N
Z Z Z pN (j)s(m)s(n) ?p (k) 1 X
_t j ,k=0 m ,n=1
x exp{i(j-k+m-n)A.3 (10.75)
£ PN (j)s (m)s (n)*pN ( k )'exp{i (j-k+m-n)A }
t j , k=o m ,n = 1 1
C N 1 E p (j) 
j ,k=o
j-min (k-j +N , N)
Z s(m)s(m+j-k)' +
111=max (1, k-j +1)
N k-j
+ Z s(m)s(m+j-k-N)’ + Z s(m)s(m+j-k+N)’
m=k-j+1+N m=1 ,pN (k)’
= C Z PN (j)(r(j-k)+GN (j,k)}pN (k)?, say 
j >k=o
where T(j) = lim^ N Z s(n)s(n+j)f. It follows from
n=l
assumptions El. - E4 . that
limN 1 Gn (^  ,k) I' = 0 (j ,k=0 , . . . ,V)
Let rv , ^ be block-matrices having, respectively, T(j-k)
t hand G^(j,k) as (j,k) submatrices (j,k = 0,...,V). Then,
- V
Z
4  >k=o
£ PN (j ) { r ( j-k)+GN ( j ,k) }pN (k)
C Amin(rv+GV N)>tr t Z PN Ü ) P N (j>'}> C " ° <10*85>j=o
It is not difficult to show that
r(j)
- I T
eljAf(A)dA
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wher e
f (X)
D(X)f (X)D(X)* + f (X) . D(X)f (X)
X  V X
fx (A)D(A)* . f (A) x
It follows that det: f(A) = det f (A).det f (A).v x
Assumptions El. (ii) and E2.(ii) now imply that A^^^ffCA)} > 0
for A ^[-it,7t], except, possibly, at a finite number of points
It follows from Lemma 8 that A . (Ttt) > 0 and hence thatmin V
A . ( r TT + G X7) > c > 0 min V V ,N —
for all N sufficiently large. By (10.75) and (10.85)
V
LN (®N) - C-tr { 1 PN (J)PN (j) '}j=o
for all N sufficiently large. Combining this with (10.70)
V
we have that trj Z P^(j)PN (j) ’ r c < 00 for all NLj=0 J
sufficiently large. Next we show that
limN d n = D (=D (z ;0o>) (10.90).
The proof proceeds by contradiction. Suppose that (10.90) 
does not hold. Then, because [(PN (0),...,p^(V)},N ] is a 
bounded sequence for all N sufficiently large, it has a 
convergent subsequence [{ Pm (^0) » • • • » Pm (N) ,N :L -^3 with
limN pm(N)(j) = P(j)» s®y> 0 1 3  1 V - ’ Put t(z) = limNbm(N)(z) *
. . * —■ 1 .F(z)=lim_TF /... (z) and D = b F. It follows that *N m(N)
1 P tD = b /xtNF / .tN -> D . As in the proof of Theorem 7.1, wem(N) m(N) m(N)
• •can now show that bD - F = 0 and this gives us a contradiction 
Therefore (10.90) holds. To complete th' proof of the theorem
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cons ider , for given 4> , the following set of equations for 0
f 77 4 • X{ B (X ; 0 ) D (X ; <J> ) - C(A;0)}e J dA = 0 , 0 <_ j <_ pr+s,
** —  7T
(10.95)
Assuming that D (z ; $) does not have any poles in or on the 
unit circle, (10.95) becomes 
r
E B.(0)D . (4>) - C (0) = 0 ,  0 <_ k 1 pr+s,(10.96)
• _ "1 K  j Kj=o J
which we will write more compactly in the form Q($)0 = 0, 
say; we take C^(0) = 0 for k > s and D^ (<f>) — 0 for k < 0 
in (10.96). We know from Lemma 7 that if 0 is a solution 
of (10.96), then it is a solution of
B(A ;0)D(A;4>) - C (A ; 0) = 0 v A €[-*,*].
It now follows from assumptions E3. and E4. that 0q is
the unique solution of [Q(0 ),,H'],0 = [O'(H0 )']*.o * o
Therefore [0(0 ) ’,Ht]’ has full column rank. Because 0XTo N
is a solution of (10.96) for <j> = 0jj, it must be a solution of
[Q(0n )',H']'S = [O',(H6o) ’]'• (10.100)
By (10.90) and Lemma 9 !Iq (6^) - Q (0 ) H -*■ 0 implying
that [Q(0^)’,H’]’ has full column rank for N sufficiently 
large. Hence 0^ is the unique solution of (10.100) for N 
large and
®N = [Q(§N) ’Q(§N)+H'H]-1H ,H0o -v 0Q . □
For the final few results we adopt the notation of §9.
*
Proof of Theorem 7 (i) From Lemma 7.1,
= (4M)_1 jL m+i108 det
Hence
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lim supN £M N (0M N) <_ (4M) 1 Z log det fM (w.) (10.120) 
» » j=-M+l J
Put
b(z;0) = det B ( z ; 0 ) , F ( z ; 0 ) = { ad j B (z;0) } C ( z ; 0) ,
G (z ;0) = b(z;0)D(z) - F(z;0), gN (A;0) = b(A;0)w^(A) -
- F (A;0)wx (A),
fM N .n (u.;0)=2MN 1 z gN (At;0)gN (At;0)*{Ib(a t;0)I2+n} Vn>0»
s (j )
-1
aM,N;n(6) = (4M) ,E Millog det fM,N;n (“j ;e)J --- M+1
If lim^ ^ 0q , then the proof of (i) is complete. If it
does not, then there is a 0 £ 0^ - 0q and a subsequence of
{0 ,N > 1}, (0 , N > 1} says.t. lim 0 , .M,N — M ,n(N) — N M ,n(N)
Put G ( A ) = G (A;0) , b ( A ) = b (A ;0) . Then,
0 .
A
lim inf £ /xT\(0vf /*t\) > lim-T£-, /vr\ (Ö., /VTv ) =N M , n ( N) M , n ( N ) — N M ,n (N);n M , n ( N ) '
M r
= (4M)"1 Z log det{M / Gf G*(|b|2+n)“1dA +
j =-M+l 71 S(i)
I M/+  7T |b|zf (|b|z + n) 1dx}s(j)
Using exactly the same reasoning as in the proof of Theorem 
7.1 we have that
M,SUp / TT
n>0
so that
S(j)
b|2fv (A)(|b|2+n)“1dA = fM (Uj)
lim infN ^Mjn(N) (®M,n(N))-(4M) j=_M+1l0S d6t{ ^  X
2 . x -1GfxG*(|b|+n) dA + fM (w.)} 
S(j)
It now follows from (10.120) that Gf G* = 0 for A £ 8x
and hence G(A) = 0 for A £ 8^. By assumption A4.(ii)
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0 = 0 , giving us a contradiction.
Hence lim o = oN M,N o
(ii) The proof of (ii) follows from Lemma 4. □
Lemma 10 Put Y (X ; 0) = {D (X)- D (A ;0)}f (X){D (X)-D ( X ; 0) } * + 
+ £ (X),T(X;8)Jl- {(3/30Jl)D(X;0)}fx (X){D(X)-D(X;e)}* +
+ {D(X)-D(X;0)}fx (X){(3/3 0J,)D*(X;0)}
¥ (X;6)dX for X e S(j),¥m (X;6) = M/r
V X;e))T M/j
a2 = — a1.
S(j)
S(j)
T (X ; 0 ) £dX for X G S (j ) ,
Given conditions Al. - A 7 . of §7 we have that 
(x) limN fM > N (X;0) = ¥m (X;0) a.s.
(ii) llmM ¥M (X ;6) ¥ ( X ; 0 )
(iii) limN (3/30Jl)fM <X; 6) = - TM (X;0)£ a.s. 1 < l < m
(iv) limMTM (X;0)£ = T(X;8)£ 1 i *• £ “
the convergence in (i) - (iv) being uniform in 0 £ U  ^ and 
X e B.
Proof (i) and (iii) follow from Lemma 7.1 while (ii) 
and (iv) are immediate. □
Proof of Theorem 8 It follows from the proof of Theorem 
7.2 that the result of Theorem 8(i) holds if we can show that
and
limN n\ >n (6o) = NtO.ACf-h^*1)]
limN O / 30')kM>N(0 + ) = A d ' 1)
(10.130)
(10.131)
if el -> e .N ' o
- 2 5 4 -
From Lemma 10(i) we have that
limNfM,N(X) = fM (X) (10.132)
uniformly in A £ B.
(3/3IW n (0) = (4M)_1 Etr ^M!N(“j ;6)^(3/3ea)!M,N(uj :6)}
= - N 1 E l {(3/30o)vec D(Xt;8)}*{wx0fM±N (Xt;0)}. 
3 s(j)
.{w - D ( \ ; 0 ) w }y t x
=* k (0 ) = - N 1 Z Z A* (w 0f  ^ ) (w - Dw ) =M,N o . x M,N V x
—  „--1
/ • \ , yJ s(j)
" N 2 N 2Z Z A* (w 0f X)(w - Dw ) - ,.s x M  y x3 s(j)
N ^Z Z A*{w 8(f \ - f " 1)}(w -Dw )]x/ XT ™ v y x, . v x M , N M3 s(j)
= N + IIIN) say.
V --1 -_iIt follows from Lemma 7.4 that lim..II = W[0, (f f f 1N N M . v MP
To show that III„ -> 0 it is sufficient to show that for eachN
3 » “M < j £ M ,
N"^ Z A*{w 0 (f“1.. - f"1)}(w - Dw ) =x M , N M y x
N ^ ^ ^ (wy"Dwx)Wx},0I(p)lvec(^M^N_^M1) * ° (10*140)
(10.140)follows from Lemma 7.2, Lemma 7.6 and (10.132) by 
-noting that (f^ ^ ) is constant on S(j). Thus (10.130)
holds.
*
Next we show that (10.131) holds
3kM y e> N  ^ Z Z — —■— Cw ®f ) fw — Dw ) — • V x*rM,NM W y x'3 s(j) i * y
- N~1Z Z
3 s(j) ^
A* Iw 0f \  x M, N
afM,N £-1 
3 0 ^ tM,N (w - Dw ) -y x
- 2 5 5 -
- N-1 E I (10.141)
J s (j ) I
= H N (e) - IIIN (0) - IVN (0), say.
For convenience we have omitted to indicate dependence on X. 
and 0 in (10.141).
Let (X ; 0) be defined as in Lemma 10.
iijjO)-*- e M/u 
j s(j)
1A||Allivec['fM (X;0){D(X)-D(X;6)}fx (,\)]dx.
uniformly in 0 £ U by Lemma 7.1 and Lemma 10(i). 
follows that 11^(0^) -> 0. We can similarly show that 
IIIN (0^) -> 0 (use Lemma 10(i), (iii)).
Finally,
IVN (0) -* E M/ir 
3 S(j)
A*(X;0) (f^(X)0H'M (X;0) }A£(X;0)dX
uniformly in 0 £ ^a2* w^ere A £(X;0) is the £ column of 
A ( X ; 0) . (10.131) follows.
(ii) This follows from (i) and Lemma 1. □
Proof of Theorem 9 Let ¥(X;0), T(X;0)£ (1 £ £ <_ m) be 
defined as in Lemma 10. From Lemma 4 and Lemma 10 we know 
that there exists a sequence of positive integers M^(n ) + 00
as N -* oo s . t .
llmNfM1 (N) ,N(X * 6) ^ X;0) (10.150)
lim.
8fM 1(N),N(X;0)
" älT - T(X;0) 1 <_ £ <_ m (10.151)
uniformly in 0 E U  ^ *= B.
It now follows from Lemma 4 and Theorems 7 and 8 that there 
exists a sequence of positive integers M(N) t 00 as N -> 00 s.t.
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SM(N),N + 0o> N,S(®M(N),N-eo> - NtO.Kf;1)] and (10.150)
(10.151) hold with M^(N) replaced by M(N). Given the 
sequence M(N), the following results can be easily deduced 
from the proof of Theorem 8.
»
kM(N) , N ^ 6 o^  ' ** °
For a(>0) sufficiently small, lim sup sup Ilk m (0)H< \ .N q M v W y , W
a
V e > 0 ,  ^ a , 0 < a <  al s.t.
lim supN sup «äm (n )>n (0)-A(0)II< e 
a
a"*N -P AM(N),N<6)B < *
a
Also, 3 a  > 0 s.t
1im infN ^  A rnin^JM(N),N(0)’JM(N),N(0)J - c > °* 
a
Given the above results, the proof of Theorem 9 can be 
completed similarly to the proof of Theorem 7.4. We omit 
the details. □
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C H A P T E R  9
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1. I N T R O D U C T I O N
In this chapter we deal with an identified, dynamic, 
simultaneous equations model 
r s
Z B y(n-j) = E C x(n-j) + u(n) (1.10)
j=o 3 j=o 3
and we assume that the residuals are generated by either a 
stationary MA
t
u(n) = E A. e(n-j) (1.11)
j=o 3
or a stationary AR
t
E A. u(n-j) = e(n) (1.12)
j =o 3
Given the particular residual structure, either (1.11) or (1.12),
Chapters 4 and 5 dealt with the efficient estimation of the
coefficient matrices A., B. and C.. We will call such
J J J
estimators efficient parametric estimators} where the word .. 
parametric is meant to convey that we take into account the 
particular parametric nature of the residuals when estimating.
We remind the reader (see 1.§ 1 ) that by an efficient estimator 
we mean one that has the same asymptotic distribution as the 
maximum likelihood estimator if the e(n) are really Gaussian.
An alternative way of estimating the coefficient matrices 
Bj and C_. , which does not rely on the parameterization of the 
residuals u(n) but just assumes that they are stationary, is 
given in Chapters 7 and 8. The estimators of the B_. and
- 2 5 8 -
matrices obtained using this method of estimation will be 
called nonparametric estimators for the obvious reason.
Given two estimators (1) (2) S  and 6n 
h , A 2 )
of a vector
V
with N2(6y;-6 ) -* W (0 , t n ) and N 2(5;t '- 6 ) -> N(0,io), we J N O  ±  N O  Z
will say that is asymptotically more efficient than
if is p.s.d. and not zero.
In the presence of general nonlinear restrictions on the
parameters we will show that the parametric estimators of the
coefficient matrices B. and C, are at least as efficient
3 k
asymptotically as,and generally more efficient than, the non- 
parametric ones, when the parametric treatment is correct.
The results verify that the estimator given by Hannan and 
Terrell [1973] will be as asymptotically efficient as the 
parametric estimators. See Remark 4.2(i) of §4. Some of our 
results have already been obtained, in a different way, by 
Espasa [1975] and Espasa and Sargan [1975]. This is discussed 
in more detail in Remark 4.2(ii) of §4.
We now give a brief outline of the contents of the 
chapter. §2 states the assumptions required for the results to 
hold; §3 derives the asymptotic covariance matrices; §4 states 
the results of the chapter, while §5 contains all the proofs.
Finally, we give some notation and conventions used in the 
chapter.
1. z will be used both as a lag operator, i.e.
zy(n) = y(n-l), and as a complex variable. Its usage will be 
clear from the context.
2. For a function of the complex variable z, g(z) say, 
we will write g(e^) as g(A).
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3. r(A) will mean the rank of the matrix A. If A
is a p.s.d. matrix we will write A > 0 if A =j= 0; if A
and B are matrices such that (A-B) is p.s.d., then we will
write A > B if (A-B) > 0.
2. A S S U M P T I O N S
In (1.10) - (1.12) the B_. matrices are pxp, 0 <_ j r;
the C. matrices are pxq 0 < i < s; the A. matrices are
J -  “  J
pxp, 0 j <_ t; the (y(n)} are the p dimensional endogenous 
variables; the {x(n)} are the q dimensional exogenous 
variables.
r s t
Put B(z) = E B.zJ, C(z) = E C.zJ and A(z)= E A.z3.
• - J  . 3  • 1j=o J j=o J j=o
As long as the asymptotic results outlined in the next 
section hold, it is immaterial what the exact assumptions on the 
{e(n)} and (x(n)} are. To be specific, however, we assume 
that:
A1. (e(n), , n = 0,±1,...) is a sequence of p
dimensional, stationary, martingale differences satisfying 
E(e(n)e(n) 1 IG )^ = ft, where ft is a constant nonsingular 
matrix.
A2. The (x(n)} satisfy assumption A2. of 4.§2 and, in 
addition, E(Hx(n)H^) <_ .c < 00 V n.
A3.(i)The degrees r, s and t of the polynomials B(z), 
C(z) and A(z) respectively are chosen prior to estimation.
If r’, s' and t' are the degrees of the respective 
polynomials at the true parameter point, then we assume that 
r' <_ r, s' <_ s and t1 t.
(ii) det B(z)  ^ 0 for |z|<_l; det A(z) (= 0 for |z| f.1
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and A q — For the simultaneous equations case, i.e.
B ^ l f x, put 6 = vec(A.,...,A , B ,...,B ,C ) ando 1 (p) 1 t o ’ r o s
2m = p (t+r+1) + pq(s+l). In the reduced form case, i.e.
B = I, x , put 0 = vec(A_,...,A , B_,...,B ,C ,...,C ) and o (p) 1 t 1 r o s
2m = p (r+t) + pq(s+l). Let 0^ be the true value of 0. m 
is the dimension of 0.
A4. The constraints h(0) = 0 are imposed during 
estimation. h(0) is an f (0 <_ f < m) vector function of 0 
with continuous first and second derivatives. Put
H = (3/3© T)h(© ). We assume H has rank f . o
A 5 . In addition we assume that if B(z) ^C(z) is known, 
then, given A3, and A4., additional identification restrictions 
are available to determine B(z) and C(z) uniquely. □
A 5 . is made vague on purpose, because there are available 
a number of essentially equivalent identification requirements 
(see Chapter 2) and we leave it to the reader to choose the set 
he prefers.
For both the AR and MA cases assumption A 5 . ensures that 
A(z) and ft are also identified. This follows from Ch. 2
Put 6 = vec(B ,...,B , C ,...,C ) in the simultaneous o r o ’ ’ s
equations case, 6 = vec(B^,...,B^, C ,...,Cs) in the non- 
simultaneous one ,and let 6 be the true value of 6. Withouto
loss of generality we can restrict our attention to those non­
linear constraints that only involve 6, as only these can be
applied in both parametric and nonparametric estimation, 
other nonlinear constraints involving elements of the A 
matrices can only enhance the relative efficiency of the
j
The
parametric estimators. We will, therefore, assume in the
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sequel that h = h(<5) and put = ( 8 / 8 6 f ) h ( 6 q) .
Hence H = ( 8 / 8 0 ’ ) h ( <5 q ) = (0,H^) with of full row rank.
3. D E R I V I N G  THE C O V A R I A N C E  M A T R I C E S
Put 3 = vec(B , ... ,B ) , x Q (z )' = (l,z,...,zr) for o r p
Bo t I (p) and ß = vec(B1 ,...,Br) , Xg(z)’ = (z,...,zr) for 
Bq Put y — vec(CQ , . . • >Cg) > x^ (z) — (T,z,...,z ) ,
a = vec(A ), Xa (z) ’ = ( z , . . . ^ ) ,
L = I , v - H t(HH,)"1H ’, L. = I,~N - where m is(m) 1 (m) 1 1 1  1
the dimension of 6, D(z) = B(z) ^C(z).
Then, it is easy to show that
(P t) .
• • • • •
0 . L.
(3.10)
We will now derive the asymptotic covariance matrices.
Nonparametr-ic Estimation We define the stationary sequence 
(v(n)} constructively by 
r
E B. v(n-j) = u(n) , n = 0,±1,... 
j=o 3
and let f^(A) be its spectral density matrix. Let w^(A)
and w^(x) he the Finite Fourier Transforms of y(n) and x(n)
respectively (see l.§2 ). If N is the sample size, then the
- (NP)nonparametr ic . es t imate x>f 6q , 6^ say, is obtained by 
minimizing
E tr fv1{w -D(A )w (X ) }{w (X )-D(A )w (A ) }*,A =27Tt/N, 
-i$N<t<[i$N] V y t x t  y t  t x t  t
for 6, subject to the constraints h(6) = 0. It follows from
7 . § 2 and (7.7.40) that
A s < N P ) -  a o ) I W ( o , ^ N P ) ) (3.15)
- 2 6 2 -
where
(NP) = (L A(NP)L )+6 CL1A66 L1; * (3.16)
and
—  TT
F(A),{fx (X)0fv1 ’(A)}F(X)dX; (3.17)
F (X) = (3/86’)vec D(X) .
If f is unknown,then, as shown in 8. §6, it can be v
replaced by a suitable estimate and (3.15) will still hold.
It is also shown in 8.§6 how to construct the estimate of f .v
We now obtain an explicit expression for A 
easy to show that
(NP)
66 It is
vec B(z)={Xg(z)'0I }ß, Bo f I(p), (3.20)
vec B(z)={xQ (z)'01 0 }ß + vec I, .,B = I, .,(3.21)■ß (P ) (p) ’ o (p)
vec C(z)=(xY (z)’0I(pq)>Y (3.22)
tilLet 6. be the i element of 6. Then,1
* Ve36D(X) = -vec{B"1 (X)1|pJ- D(X)}+ vec{B_1(X) =
j 3 j
= - { D C x r e B - h x ) } 9 Ve^ B(X) +{ I . , 8B~1(X) }336^ (q) 36j
Using (3.20) - (3.22) we have
F ( X )  = [ - ( X g ( X )  ,0D(X)-,0B"1 (X) } , (xY (X) '0I( )0B_1(X) }] .
It now follows from (3.17) that
}. -{XoX^QDf^ef“1 '} ]
,(NP)_ . -1
A66 " (2,r)
- T T -{x X n ® f  D*0f_1 }Y 8 x u
p Y x u
(x X * ® f  0f ^ } Y Y x u
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where f is the spectral density matrix of the u(n) u
s equence.
Parametric Estimation -  MA Residuals
Put £(n;0) = Bq 1A(z ) 1{B(z)y(n)-C(z)x(n)},
-1 -1 - 1 *£(n) = £(n;0 ) = B e(n), ft_ = B ftB . Leto o E, o o
0 ^ A^= ( a ^ A  ^ , ) f be the estimate of 0q obtained
by minimizing
f -1 Nlog det<N Z £(n;0)£(n
t n= 1
;e) 'I
with respect to 0, subject to the constraints h(S) = 0.
By Theorem 4.2
N*l(g(MA)_ e^} + W(0j^(MA)}
where
(3.30)
(MA) . (LA(MA)l)+ (3.31)
and is given byü Ü
, N 35(n;0 )' 3£(n;6 )
1 imN N -■ V  ---n=1
(MA)It follows from (3.30) that N 2(6^ilÄy - 6 ) -> W ( 0 , | ^ A )^
where an expression for is given in (3.46).
o' ' ' 1 6
6) .
(MA)We now obtain an explicit expression for A00 when
Bo ^ The expression for the reduced form case is then
deduced from it. ,
It is easy to see that
vec A(z) = {xa (z)’8I  ^ + vec *(p)
tilLet -aj* ßj be the J elements of a and 3
(3.35)
respectively.
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Then ,
(3/3a.)5(n;6 ) = -B 1A(z) 1 A(z) 1{ B ( z ) y (n)-C ( z) x (n) }J o o da.
-{e(n)16B-1 A(z)~V  Vef A(z) 
° 5aj
From (3.35)
(3/3a')5(n;eo) = -{xa (z)'0e(n)'®Bq 1A(z)_1} (3.36)
H  (n I 6 ) _ 1  ^ß * I — 1
~TfT---- = - Bo IßT 5(n) + Bö A(z)’ y(n)3 3 3
- U ( n ) ' 8 B  + {y(n) '0B 1A(z) 1 }-3- Vef  B(z)° < 3 j  O ' dp^.
From (3.20)
(3/3ß')5(n;eo)= - [ { £ (n) ' 0B^X } , 0 ) +{ X g ( z ) ' Sy (n) ' 8 B ^ A  ( z ) _ 1 }
(3.37)
We can similarly show that
O / d y  * ) £ (n; 6q) = { (z) ’ 0x(n) ’ 0Bq 1A( z ) 1 } (3.38)
Denote
N H ( n ; 0  )' ae(n;6 )
limM N 1 I   ----—  °—N - d a  £ d a 'n=l
N 36(n;eo)' 3C(n;6o) . (MA)
llmN N Z, S Z ----- ----341“  6tC- by Aaa *n=l
(MA) etc., respectively. Let fß (X), f^(X) be the spectral
densities of the e(n) and £(n) respectively, and let » 
fe^(X), fgu (A) be the cross-spectra between e(n), £(n) and
e(n), u(n) respectively.
From (3.36) - (3.38) we have that
- 2 6 5 -
A (MA> = (2,)-1 aa -77
-l’{ X X*® f ® f } dX a a e u
(MA)’ _ (MA) 
A3a " a3 “ ( 2 7T )
-1
-77
(x xgef 0f 1 }dx +Aa 3 eu u
where
-1
-77
+ [( 2 77 )
A(MA) = a (MA) 
ya
* (MA)
(x Of r®A  ^ (S7/ 2 77) ^}dX, 0] (3.AO)a e c,
ay
0 (MA)’ = a (MA) . (a (MA) (MA)
6a a6 a3 ay
_ A (Np) + V (MA) 66 6 6 6
(MA) _ [ ^ MA) . 03
(3.41)
(3.42)
with
¥ (MA) = 1
p -77
{xox£0B 1f B 1*0f 1 '}dX - 3 3 u u
-(*<MA\ o )  - (*<MA> ,0’)' +
(MA)
. 0
.(MA) .-1<S> = ( 2 77 )
-77
{ Xn ®B 1f 0A (n/ 2 77) 1 }dXP UC,
,(MA) ,0 .-1$2 = ( 2 77 )
-77
{f ?8(^/ 2 77 )”1 }dX
Putting together the above results we can obtain A 
It follows from (3.10) that
(MA)
66
LS<“ >t
»<"> . »<“ > I,aa aö 1
l i a xMA)  ^ 1 6 a L A (MA)L L1A66 L1
(3.45)
(MA)
6To obtain w o  need the following lemma due to Rohde
[1965]
Lemma 1 Let H be a square p.s.d. matrix. If
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H , ,  . H , _ 1 H 1 1  . H 1 2  ]1 1  1 2
• • • • a n d  H  =
0
# 2 1  ; 2 2H 2 i  • H 2 2  J [ H  # H  J
where ^22 an<^  ^ are scluare m^trices of the same dimension,
then H22 = (H22 - H21H+lHl2)+ . □
It follows from (3.31), (3.45) and Lemma 1 that
f (MA) _ fl ,.(MA) . (MA)a (MA) + . (MA).t ,+ (3.46)
*■& [L1 (A66 ' A6a aa afi )L1J
In the reduced form case (3.45) and (3.46) still hold,with
(MA)the second term on the right in (3.40) and ^^ dropped.
Parametric Estimation - AR Residuals
Put £(n;0) = B 1A(z)(B(z)y(n) - C(z)x(n)},o
-1 -1 -1 *£(n) = £(n;0 ) = B e(n), ft r = B ftB . Let o o £ o o
0^AR^= (a^AR  ^ , )' be the estimate of 0q obtained by
minimizing
-1 Nlog det {N Z £(n;0)S(n;0) *} 
n=l
with respect to 0, subject to the constraints h(6) = 0.
By Theorem 4.2
N% (e^AR)-eo) + N ( 0 , ^ AR))
where }^AR  ^ = (LA^AR)L)+ . Expressions for A^AR), A^AR), a ![AR  ^T0 . 00 . aa ao oo
are given below and are obtained similarly to the analogous
terms in the MA case. From these we can deduce A^AR^ •0 0
Let f^u be 'the cross-spectrum between £(n) and u(n).
a n d  f ^ a r e d e f i n e d
a ( a r > = ( 2 tt) - 1
r 17
{act . - I T
*Y  Ia a
-1
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A I A R ) ' =  A ( f >  =  ( 2 h ) " 13 a a3
- 1 * - 1 -
- T T
(XaX ^ f uB © ( ^ / 2 TT) A ( X ) } d X -
“  [ ( 2  TT )
(AR)’ = a (AR) 
ya ay
(AR)
-1 -1
“ TT {xa0fu^0(fi/27T) }dX’ ° ]
(3.50)
0 (AR)' = a (AR)
o a ao
.(NP) u, (AR) ( AR)
66  6 ’ 6
(AR) (AR) 
aß
.(AR) 0
*
(AR) ( 2 TT ) 1 ,7T , -1 -1* -1* {XßXS0B f B 8fu
- T T
- ($£AR) ,0')' + . 0 •
oo
(AR)
1
with
.(AR) .-1=  ( 2  TT )
.(AR) .-1$ 2  =  ( 2  TT )
-TT 
f TT
-  TT
{ Xc ®B 1 f  0A ’ ( /  2 TT) 1 } dX3  u £
{ f  ^0 ( ^ / 2 t t ) 1 }dX .
It is easy to see that (3.45) and (3.46) also hold for the AR 
case if the (MA) superscripts are replaced by the (AR) super­
scripts. In the reduced form case the second term on the
right in (3.50) and ¥ (AR) are dropped.
4 .  RESULTS
We will state and discuss the results in this section and 
give the proofs in §5.
In estimating 6 parametrically or nonparametrically we 
have allowed for the possibility that the degree of one or more 
of the polynomials A(z), B(z) or C(z) is overstated (see 
assumption A3.(i)). The degrees of B(z), C(z) and A(z) at 
the true parameter point are r ’, s ’, t* respectively, whereas
- 2 6 8 -
we estimate on the assumption that they are r, s and t> 
with r' < r, s ’ < s, t ’ < t.
Put
L1 (4.10)
where L is a square mxm matrix with m the dimension of
8 .
We first look at the case where u(n) is a MA.
Theorem 1 Suppose that u(n) is generated by (1.11). 
The first three parts of the theorem deal with the 
simultaneous equations case, i.e. Bq ^ although it may
equal it. Part (iv) discusses the reduced form case.
(MA)
6 —T 6(i) Even if r' < r or t ! < t, or both,
In general if r’ > 0.
Put G(z) = B(z) ^A(z),
T1(X) = {xg(X)SG(X)0I(p)}-[{B^10A'(A)}’>O ’]',xe[-ii,iT] (4.11)
T9(X) = (x„(X)0I ry } , X
(p )
and let L.^ be defined by (4.10). /
(MA)(ii) A necessary and sufficient condition for I ro
to equal is that there exists a real matrix S,o
independent of X , such that
L 1 1 T 1 (X) = ST2(X) v X ei-TT.Tr] (4.15)
(iii) A sufficient condition for to equal
is that there exists a constant real matrix such that
T1(X) = S1T2(X) , V X € [ - 7 t , t t ] (4.16)
(iv) In the reduced form case, the second term on the
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right in (4.11) drops out. (i) above still holds and (ii) 
and (iii) apply if there are restrictions. In the absence 
of restrictions(4.16) becomes necessary as well as sufficient.□
Remark 4,1 (i) Theorem l(i) implies that even if the lags
on the endogenous variables and the moving average are over 
specified, the parametric estimator will still be at least as 
efficient as the nonparametrie one. If there really are lagged 
endogenous variables, i.e. r ’ > 0, then the parametric 
estimator will in general be more efficient than the non- 
parametric one. Although (ii) may be difficult to work with, 
(iii) is easy to apply as can be seen from the proof of the 
next corollary. □
Corollary 1 Let G(z) be defined as above. If G(z)
is a polynomial of degree g and r+g < t, then i = J;(NP)^
—  o  o
This result covers:
1. The distributed lag case where B(z) = A(z) and
B = lf v. Here G(z) = L  g = 0 and r = t. o (p) (p)
2. The simultaneous equations case when there are no 
lagged endogenous variables, i.e. r = 0. Here G(z )=Bq ^A(z ) 
and g = t * .
The condition r+g <_ t does not automatically hold when 
G(z) is a polynomial even if r=r* and t=t'. As an example 
consider 
B (z) 1 ( 2 ) +
0 1 
0 0 z, A (z) = 1(2)’ r '=r=l> t'=t=0.
Because det A(z) = det B(z) = 1 V z, A(z) and B(z)
-1certainly satisfy condition A3, of §2. G(z) = B(z)
0 _ 1 , z . Hence g = 1 and r+g = 2 > t1 ( 2 ) + 0. □0 0
Next we will deal with the AR case.
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Theorem 2 Suppose that u(n) is generated by (1.12).
The first three parts of the theorem deal with the simultaneous 
equations case and part (iv) looks at the reduced form case.
(i) With i replaced by i this is the same aso o
Theorem 1(i).
Put
T 1 (X) = { X g ( X ) ® B " 1 ( X ) a A ' ( X ) } - [ { B " 1A ( X ) e i ( p ) } ' , 0 ’l , ,XS!-ii,Tr]
(4.20)
T,(X> = (X „ ( X ) 0 I  , ) X £[„,„]
(p )
(ii) The necessary and sufficient condition for
to equal is the same as given in Theorem l(ii),
(iii) and (iv) are the same as (iii) and (iv) of Theorem
1 with T^(X) given by (4.20). In the reduced form case, the 
second term on the right in (4.20) drops out. □
Corollary 2 Put G(z) = B(z)  ^. If G(z) is a
polynomial of degree g and r+g+t * < t, then = i .— o o
The condition r+g+t ’ t does not automatically hold 
when G(z) is a polynomial,even if r=rf and t=t’. This 
can be seen from the example of Corollary 1 where r=rf=g=l, 
t=t'=0. □
Remark 4.2 (i) Hannan and Terrell [1973, Theorem 1]
obtain estimates of 6 . for r=rf=s=sf=0 which have the sameo
asymptotic distribution as the nonparametric estimates discussed 
above. We know from Corollary 1 that if u(n) is a MA, then
under the Hannan - Terrell conditions Byo Ö
Corollary 2 a similar result also holds for the AR case.
(ii) Espasa [1975] demonstrates Theorem 2(i) in the 
simple scalar case with u(n) following a first order AR by
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using the calculus of residues. Espasa and Sargan [1975] 
show that as the lag on the assumed AR tends to infinity, the 
efficiency of the parametric estimator tends to that of the 
nonparametric one. They also state, but do not prove 
Theorem 1(i).
(iii) It is clear that 0 ^ ^  and 0^^^ »which are 
defined in §3, have the same asymptotic distribution as the 
estimates obtained by maximizing the exact Gaussian 
likelihood rather than an approximation to it as we have done. 
Therefore Theorem 1 and 2 and Corollaries 1 and 2 will also 
apply to these quasi-maximum-likelihood estimates.
(iv) An alternative to estimating nonparametrically
is to obtain quasi-ML estimates of it from the model
y(n) = B (z) 1C(z)x(n) + F(z) ^G(z)e(n) (A.25)
where the 
Al., F (z)
e (n) 
f
= E 
j=o
have the properties described in assumption 
i 8 iF .zJ , G(z) = E G.zJ . and we do not assumeJ - 1J=o
that the coefficient matrices F. and G. are related to 6.1 J
Let be the asymptotic covariance matrix of the obtained
estimate of 6q . If f and g are taken sufficiently large 
to ensure that all estimates are consistent, then | ^
It follows that the results of this chapter will also apply to 
the parametric estimation of (4.25) as described above.
5. PROOFS
To prove the results of §4 we need the following two 
lemmas.
Lemma 2 Let A and B be two n*n p . s . d . matrices.
(i) If A and B are p . d ., then A >_ B ^  B_1 >_ A“1 .
(Ü) If r (A) = r(B), then A > B<=> B+ > A+ .
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(iii) If E is a symmetric matrix such that r(E)=r(EBE),
then EAE > EBE => (EBE)+ >_ (EAE) + .
Proof (i) By Rao [ 19 73 , p.41,(ii)], 3  a nonsingular
matrix R s . t . R ’AR = I. v , R ’BR =  A, where A is a (n)
diagonal matrix. Ü  tlLet , 1 < j < n, be the j diagonal
element of A. Then A > B = » I / . > A = > l < A . , l < j < n  
-  (n) -  -  J -  -
-1 -1 -1It follows that A > I / X =>B > A  . The reverse
-  (n) -
inequality is now obvious.
(ii) By Rao [1973, p.39(i)] 3  an orthogonal matrix M 
having columns m ^ , 1 <_ i <_ n , such that Am. = 0 for 
i > r(A) . If A >_ B , then Bm^ = 0 for i > r(A) . Thus
f A. . 0 1 r  \B. . 01 1
ii .... , M ’BM =o6 oo
s ay, where A i and B^ are p . d . matrices of dimension
-1 -1 ,If A >_ B, then A i 2- Bi so that B1 L  A i by (i).
Hence B+ > A+ because
r (A) .
f ß . 1 . ol f A. 1. 0)
= ( M ’B M ) +  = 1 > 1
* 0 * O-1 0 * 0
( M ’AM)+ = M ’A+M .
The reverse inequality is proved similarly.
(iii) EAE >_ EBE =► r(E)=r(EBE) £  r(EAE) £  r(E). Hence 
r(EBE) = r(EAE). Applying (ii) we obtain (EBE)+ > (EAE)+ . □
Lemma 3 Let Z^, Z 2  be two complex random variables
such that E(Z.) = 0, E(Z±Z*) = Q i j , i,j = 1,2. Put
S = Q,_Q* v12^22 and Q Qll - Q12^22^ 21 * Then, ’
(i) 0 <_ Q =s E{(z 1- s z 2 )( z 1- s z 2)*}
(ii) Q E{ (Z^-SZ^) (Z^-SZ 2 ) *) for any arbitrary complex 
matrix S having the same dimensions as S.
(iii) Q = 0 iff 3  a complex matrix S such that
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$Z^ a .s . iff SZ^ a .s .
Proof (i) E{ (Z1-SZ2) Z*} = 0 because Q12 = Q;l2^22^22’ 
Hence
0 <_ E{(Z]L-SZ2)(Z1-SZ2)*} = E{ (Z1-SZ2)Z*} + 0 = Q
and (i) follows
(ii) This follows from
E{(Z1 - SZ2)(Z1-SZ2)*} = Q + (S-S)Q22(S-S)'.
(iii) If there is an S such that Z^ = SZ2 a.s., then
0 from (i) and (ii) and hence Z SZ2 a.s.. If Q = 0,
then Z SZ2 a.s. □
Proof of Theorem 1 From (3.16) and (3.46)
* ( N P )  
* 6 = a xA
( N P). . ,
66 L l'
w h e r e $ Ka , 6
. (MA) = A '6 a a (ma)+ A aa
r ( L 1 A (NP ) .  , 66 Ll' = r ( L 1 )
b e c a u s  e 6 is i d e n t i f i e d .
(MA) = F L fA(MA) - $ \l 16 LL1 (A66 a,5 ^ 1
A ^ . By Theorem 2.l3(iii)
(5.10)
From Lemma 2(iii) and (5.10) we obtain that
a,6)Ll - ~1“65L(np) i p IA) if L ( A ^ A) - $ JL, > L , A ^ P)L,. 0 i 0 0
In addition
j(NP) . iff Ll(i - -  - *af6)L1 x uu x
by the uniqueness of the Moore-Penrose .generalized inverse. 
From (3.41) and (3.42)
(MA) (MA) L.A<?P)L.
T , . (MA) . .T T ,(NP)t
Ll(i66 - 4a,6)Il l LlA66 L; Lu (Yr A)-$a,e)Lii2-0
(5.15)
(MA) , (NP)
L1 (A66 /~$a,«)LX Ll&66 L1 Ln (^ MA)- \ , e )Lii=0 (5a6)
and
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where is defined in (4.10) and
* = (MA)i(MA)+a(HA)>
a , 3 pa aa ap
Let cf) e ( X ) , X ^ [-it , it ], b e a p dimensional, zero mean, 
stochastic function of X having orthogonal increments 
(see l.§2 ) such that
E(<j)e(dX)<J>e(dy)*} = 0 , X =j= p,
= fe(X)dX, X = y , (X ,y )G[-tt ,tt ] .
Let t be a p dimensional vector random variable which is
independent of <J> (X) and has zero mean and covariance (fi/2ir)e
-1
We now define the complex vector random variables
7T
( 2  i t )
- T T
{Xg(X)0B 1(X)A(X)4>e (dX)0A 1(X)'t } -
( 2 TT )
- I T
(B 1({) ( d X ) 0 t } o e
(5.17)
W2 = - ( 2 TT ) -k
- I T
{xa(X)0<t.e(dX)0A 1 ’ (X)t }.
Putting = L^iwi* Z2 = W2 We Can readily show that
E(ZlZl) - L11Y6MA)l 11> E(ZlZ!)=LllAeaA)> E(Z2Z*2> =
Identifying and Z2 with the Z^ and Z2 of Lemma 3,
(i) of that lemma implies that the inequality on the right 
side of (5.15) holds. Hence >_
1+
Put S = L a (ma> a (MA) 11 3a aa S is real because A
(MA) and
(MA) are real. By Lemma 3(iii) the equality on the right
side of (5.16) holds iff
Z^ = SZ2 a.s. (5.20)
Hence
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^ MA) = tgNP) iff Z ± = SZ2 a . s . (5.21)
By postmultiplying both sides of (5.20) by {xe (dA)*0t ’ } and 
taking expectations we have that = SZ2 a.s. implies that
Llir{xß (A)0B_ 1 (X)A(A)£e (X)0A'1 ' (X) (S5/2u)'1}-
- { (E"1fe (X)0(S2/2n)“1) ’,0'}' 1
= S(x (X)0f (X)0A 1 (X) ( S 2 / 2 t t) V \E [ - i t , i t ]a e
=* L 11T 1 (A) = ST2 (X) V A g  [-tt,tt]
with T^(A) and T 2 (A) defined in the statement of Theorem 1.
Conversely, if L ^ T ^ ( A )  = ST2 (A) V A E [ - i t , i t ] ,  where 
S is a constant complex matrix, then Z^ = SZ2 and it follows
from Lemma 3 that Z = sz 2 a . s . From (5.21)
x (MA) 
* 6 - t(NP) ■ *6 iff L 11T1 (A) = ST2 (A) v A E [ - t t , t t ]
Taking r > r 1 or t > t ’ merely increases the
dimension of the X ora X3 vectors; we will still have
.(MA) x(NP)
46 1  46 If r ’ > o, then, in general, G(z)=B(z) ^A(
is not a polynomial but has the infinite series expansion
G (z) E G.z^ for J z I <_ 1 by condition A3. 
j = o  3
The submatrices of T^(A) are
t 1
E ( G . 0 1 , ')z3 - E (B 10A!)z^ , z = e (5.30)iA
3=o 3 (P> 3=o o 3
and
E (G.0I, N)zJ , 1 < £, < r , z = e3 (p) — —3=o
(5.31)
The submatrices of T^(A) are
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I 9 7} , 1 <_ 3 <_ t , z = eiX (5.32)
(P )
If r' > 0, then it is clear from (5.30) - (5.32) that there 
is usually no constant matrix S s.t. L^T^(A) = ST (A). 
Therefore we will usually have if r* > 0 •
This completes the proof of (i) and (ii) of Theorem 1.
(iii) If there is a constant matrix such that
T1 (A) = S1T2 (A)VA € then L11T1 (A) = ( L ^ S ^ T j  (A), and
putting S = (iii) follows from (ii).
(iv) The reduced form case follows in exactly the same 
way as the simultaneous equations one, except that the second 
term on the right in (5.17) drops out. □
Proof of Corollary 1 If = 0 for j > g, then
(5.30) can be rewritten as
8 . t 1
(G 81, .)+ Z (G.8I, s)z^ " (B_10I / N) — Z (B 18 A * ) z ^o (P) j=1 J (P) o (p)' ± o 2
&  _  I  -i= Z (G.OI, .) - Z (B ©A!)zJ , z = e (5.35)
J =1 J J = 1 J
where we have used G = B  ^ to cancel the first and thirdo o
terms on the left side of (5.35). (5.31) becomes
Z (G.8I. v)z^+Ä , 1 <_£'<_ r , z = e ^  (5.36)
j=o J
If (r+g) <_ t, then it is clear from (5.32), (5.35) and
(5.36) that there is a constant matrix S such that 
T^(A) = ST2 (A) V A An application of Theorem- 1
(iii) completes the proof. □
Because the proofs for the AR case are very similar to 
the MA case we will not give them in detail.
Proof of Theorem 2 Let the random variables <}>e (A)
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and T be defined as in the proof of Theorem 1. 
Put
W x = ( 2 7T ) -*S
j _■ Xß (X)0B 1 (X)A 1(X)*e (dX)0A'(X)t -
{ ( 2 7T ) -k
-IT
B 1<}) ( d X ) 0 t  } o e
(5.40)
( 2 TT)
-T T
(x (d A)0A a
-1 ( A) <J> ( d A )  0 T } , (5.41)
Zf = L ^ W ^ ,  Z2 = W 2 . As in the proof of Theorem 1 it 
can be shown that and that if
and only if there is a real, constant, matrix S such that . 
Zi - SZ2 a.s.
By pos tmultiplying (5.40) and (5.41) by ((j> ^  ( dA ) *0t f ) 
and taking expectations we have that = SZ2 a.s. implies
that
L ll[{X6 (4)eB"1 (4)A"1 (X)fe (X)0A,(X)(O/2i,)_1}-
- { (B"1fe(X)0(n/2it)_1) ' , 0'}']
= S ( x a ( X ) 0 A   ^(X ) f (A) 0 (0 / 2 tt ) h  Y  A £  [ — tt , tt ] .
-*• L11T1 (X) = ST2 (X) V X e [-tt.it] (5.45)
where T^(A) and T2 (A) are defined in the statement of 
Theorem 2. Conversely, if (5.45) holds for some matrix S, 
then = SZ2 a.s. Therefore iff
L^^T^(A) =  ST2(A) V  \ E  [ —  tt , tt ] , with S a real constant 
matrix. If r ’ > 0, then, in general, G(z) = B(z)  ^ is not 
a polynomial but has the infinite series expansion
OO
G(z) = Z G.z^ valid for |z| <_ 1.
j = 0 3
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The submatrices of T^(X) are
00 t T . t 1
E Z (G .0A,* ) z^+k - Z (B~1A.0I/ z = elX (5.50), j k . o j (p)j=o k=o J j=o J
and
00 t *
Z Z (G.0A; )zj + £'fk, 1 < Z < r, z = elA (5.51)• i 3 k — —j = 0 k = o
The submatrices of T^(X) are given by (5.32). If 
r* > 0, then it is clear from (5.32), (5.50) and (5.51) that
there is usually no constant matrix S such that (5.45) 
holds. Therefore we will usually have > $5^ ^  if
r T > 0. This completes the proof of (i) and (ii) of 
Theorem 2. (iii) is shown in the same way as for Theorem 
l(iii), while (iv).follows from above. □
Proof of Corollary 2 If G . = 3
.50) can be rewritten as
t *
(Go0I(p))+ (Go0Ak>
kz
g
+ Z
j=i :
_1 t'- (B 0 1 .,) - E 
° (P) k-1
\ 0i (
t ’ k 8 t 1
= z (g ®a ;)z +Lr ' Z E (G
3 k
k=l j=l k=o
.8A ’)z^+k 3 k
- Z (B 1A1’0I/ , z = eiX,k==1 o k (p) •
g, then
j+k
(5.52)
where the first and third terms on the right in (5.52) cancel
because G = B ^ . (5.51) becomes0 0
E E (G.8A')zj+k+<!'> 1 <_ i <_ r, z = eiX (5.53)
3=0 k=o ^
If (g + t ’+r) <_ t, then it is clear from (5.32), (5.52) and
(5.53) that there exists a constant matrix S such that
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T^(A) = ST^CA) V A € [ - tt , t t] . An application of Theorem 2(iii) 
completes the proof. □
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