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EL-LABELINGS AND CANONICAL SPANNING TREES
FOR SUBWORD COMPLEXES
VINCENT PILAUD AND CHRISTIAN STUMP
Abstract. We describe edge labelings of the increasing flip graph of a sub-
word complex on a finite Coxeter group, and study applications thereof. On the
one hand, we show that they provide canonical spanning trees of the facet-ridge
graph of the subword complex, describe inductively these trees, and present
their close relations to greedy facets. Searching these trees yields an efficient
algorithm to generate all facets of the subword complex, which extends the
greedy flip algorithm for pointed pseudotriangulations. On the other hand,
when the increasing flip graph is a Hasse diagram, we show that the edge
labeling is indeed an EL-labeling and derive further combinatorial properties
of paths in the increasing flip graph. These results apply in particular to
Cambrian lattices, in which case a similar EL-labeling was recently studied by
M. Kallipoliti and H. Mu¨hle.
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2 VINCENT PILAUD AND CHRISTIAN STUMP
1. Introduction
Subword complexes on Coxeter groups were defined and studied by A. Knutson
and E. Miller in the context of Gro¨bner geometry of Schubert varieties [KM04,
KM05]. Type A spherical subword complexes can be visually interpreted using
pseudoline arrangements on primitive sorting networks. These were studied by
V. Pilaud and M. Pocchiola [PP12] as combinatorial models for pointed pseudo-
triangulations of planar point sets [RSS08] and for multitriangulations of convex
polygons [PS09]. These two families of geometric graphs extend in two different
ways the family of triangulations of a convex polygon.
The greedy flip algorithm was initially designed to generate all pointed pseudo-
triangulations of a given set of points or convex bodies in general position in the
plane [PV96, BKPS06]. It was then extended in [PP12] to generate all pseudoline
arrangements supported by a given primitive sorting network. The key step in this
algorithm is to construct a spanning tree of the flip graph on the combinatorial
objects, which has to be sufficiently canonical to be visited in polynomial time per
node and polynomial working space.
In the present paper, we study natural edge lexicographic labelings of the in-
creasing flip graph of a subword complex on any finite Coxeter group. As a first
line of applications of these EL-labelings, we obtain canonical spanning trees of the
flip graph of any subword complex. We provide alternative descriptions of these
trees based on their close relations to greedy facets, which are defined and studied
in this paper. Moreover, searching these trees provides an efficient algorithm to
generate all facets of the subword complex. For type A spherical subword com-
plexes, the resulting algorithm is that of [PP12], although the presentation is quite
different.
The second line of applications of the EL-labelings concerns combinatorial prop-
erties ensuing from EL-shellability [Bjo¨80, BW96]. Indeed, when the increasing
flip graph is the Hasse diagram of the increasing flip poset, this poset is EL-
shellable, and we can compute its Mo¨bius function. These results extend recent
work of M. Kallipoliti and H. Mu¨hle [KM12] on EL-shellability of N. Reading’s
Cambrian lattices [Rea04, Rea06, Rea07a, Rea07b], which are, for finite Coxeter
groups, increasing flip posets of specific subword complexes studied by C. Ceballos,
J.-P. Labbe´ and C. Stump [CLS11] and by the authors in [PS11].
2. Edge labelings of graphs and posets
In [Bjo¨80], A. Bjo¨rner introduced EL-labelings of partially ordered sets to study
topological properties of their order complexes. These labelings are edge labelings
of the Hasse diagrams of the posets with certain combinatorial properties. In this
paper, we consider edge labelings of finite, acyclic, directed graphs which might
differ from the Hasse diagrams of their transitive closures.
2.1. ER-labelings of graphs and associated spanning trees. Let G := (V,E)
be a finite, acyclic, directed graph. For u, v ∈ V , we write u v if there is an
edge from u to v in G, and u v if there is a path u = x1 x2 · · · x`+1 = v
from u to v in G (this path has length `). The interval [u, v] in G is the set of
vertices w ∈ V such that u w v.
An edge labeling of G is a map λ : E → N. It induces a labeling λ(p) of any
path p : x1 x2 · · · x` x`+1 given by λ(p) :=λ(x1 x2) · · ·λ(x` x`+1).
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The path p is λ-rising (resp. λ-falling) if λ(p) is strictly increasing (resp. weakly
decreasing). The labeling λ is an edge rising labeling of G (or ER-labeling for short)
if there is a unique λ-rising path p between any vertices u, v ∈ V with u v.
Remark 2.1 (Spanning trees). Let u, v ∈ V , and λ : E → N be an ER-labeling
of G. Then the union of all λ-rising paths from u to any other vertex of the
interval [u, v] forms a spanning tree of [u, v], rooted at and directed away from u.
We call it the λ-source tree of [u, v] and denote it by Tλ([u, v]). Similarly, the union
of all λ-rising paths from any vertex of the interval [u, v] to v forms a spanning tree
of [u, v], rooted at and directed towards v. We call it the λ-sink tree of [u, v] and
denote it by T ∗λ ([u, v]). In particular, if G has a unique source and a unique sink,
this provides two canonical spanning trees Tλ(G) and T ∗λ (G) for the graph G itself.
Example 2.2 (Cube). Consider the 1-skeleton d of the d-dimensional cube [0, 1]d,
directed from 0 := (0, . . . , 0) to 1 := (1, . . . , 1). Its vertices are the elements of {0, 1}d
and its edges are the pairs of vertices which differ in a unique position. Note
that ε := (ε1, . . . , εd) ε
′ := (ε′1, . . . , ε
′
d) if and only if εk ≤ ε′k for all k ∈ [d].
For any edge ε ε′ of d, let λ(ε ε′) denote the unique position in [d] where ε
and ε′ differ. Then the map λ is an ER-labeling of d. If ε ∈ {0, 1}d r 0, then the
father of ε in Tλ(d) is obtained from ε by changing its last 1 into a 0. Similarly,
if ε ∈ {0, 1}d r 1, then the father of ε in T ∗λ (d) is obtained from ε by changing its
first 0 into a 1. See Figure 1.
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Figure 1. An ER-labeling λ of the 1-skeleton 3 of the 3-cube,
the λ-source tree Tλ(3) and the λ-sink tree T ∗λ (3).
2.2. EL-labelings of graphs and posets. Although ER-labelings of graphs are
sufficient to produce canonical spanning trees, we need the following extension for
further properties. The labeling λ : E → N is an edge lexicographic labeling of G
(or EL-labeling for short) if for any vertices u, v ∈ V with u v,
(i) there is a unique λ-rising path p from u to v, and
(ii) its labeling λ(p) is lexicographically first among the labelings λ(p′) of all
paths p′ from u to v.
For example, the ER-labeling of the 1-skeleton of the cube presented in Example 2.2
is in fact an EL-labeling.
Remember now that one can associate a finite poset to a finite acyclic directed
graph and vice versa. Namely,
(i) the transitive closure of a finite acyclic directed graph G = (V,E) is the finite
poset (V, );
(ii) the Hasse diagram of a finite poset P is the finite acyclic directed graph whose
vertices are the elements of P and whose edges are the cover relations in P ,
i.e. u v if u <P v and there is no w ∈ P such that u <P w <P v.
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The transitive closure of the Hasse diagram of P always coincides with P , but the
Hasse diagram of the transitive closure of G might also be only a subgraph of G.
An EL-labeling of the poset P is an EL-labeling of the Hasse diagram of P . If such
a labeling exists, then the poset is called EL-shellable.
As already mentioned, A. Bjo¨rner [Bjo¨80] originally introduced EL-labelings of
finite posets to study topological properties of their order complex. In particular,
they provide a tool to compute the Mo¨bius function of the poset. Recall that the
Mo¨bius function of the poset P is the map µ : P × P → Z defined recursively by
µ(u, v) :=

1 if u = v,
−∑u≤Pw<P v µ(u,w) if u <P v,
0 otherwise.
When the poset is EL-shellable, this function can be computed as follows.
Proposition 2.3 ([BW96, Proposition 5.7]). Let λ be an EL-labeling of the poset P .
For every u, v ∈ P with u ≤P v, we have
µ(u, v) = evenλ(u, v)− oddλ(u, v),
where evenλ(u, v) (resp. oddλ(u, v)) denotes the number of even (resp. odd) length
λ-falling paths from u to v in the Hasse diagram of P .
Example 2.4 (Cube). The directed 1-skeleton d of the d-dimensional cube [0, 1]d
is the Hasse diagram of the boolean poset. The edge labeling λ of d of Example 2.2
is thus an EL-labeling of the boolean poset. Moreover, for any two vertices ε ε′
of d, there is a unique λ-falling path between ε and ε′, whose length is the Ham-
ming distance δ(ε, ε′) := | {k ∈ [d] | εk 6= ε′k} |. The Mo¨bius function is thus given
by µ(ε, ε′) = (−1)δ(ε,ε′). In particular, µ(0,1) = (−1)d.
3. Subword complexes on Coxeter groups
3.1. Coxeter systems. We recall some basic notions on Coxeter systems needed
in this paper. More background material can be found in [Hum90].
Let V be an n-dimensional Euclidean vector space. For v ∈ V r 0, we denote
by sv the reflection interchanging v and −v while fixing pointwise the orthogonal
hyperplane. We consider a finite Coxeter group W acting on V , i.e. a finite group
generated by reflections. We assume without loss of generality that the intersection
of all reflecting hyperplanes of W is reduced to 0.
A root system for W is a set Φ of vectors stable under the action of W and
containing precisely two opposite vectors orthogonal to each reflection hyperplane
of W . Fix a linear functional f : V → R such that f(β) 6= 0 for all β ∈ Φ. It
splits the root system Φ into the set of positive roots Φ+ := {β ∈ Φ | f(β) > 0} and
the set of negative roots Φ− := − Φ+. The simple roots are the roots which lie on
the extremal rays of the cone generated by Φ+. They form a basis ∆ of the vector
space V . The simple reflections S := {sα | α ∈ ∆} generate the Coxeter group W .
The pair (W,S) is a finite Coxeter system. For s ∈ S, we let αs ∈ ∆ be the simple
root orthogonal to the reflecting hyperplane of s.
The length of an element w ∈W is the length `(w) of the smallest expression of w
as a product of the generators in S. An expression w = s1 · · · sp, with s1, . . . , sp ∈ S,
is reduced if p = `(w). The length of w is also known to be the cardinality of the
inversion set of w, defined as the set inv(w) := Φ+∩w(Φ−) of positive roots sent to
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negative roots by w−1. Indeed, inv(w) = {αs1 , s1(αs2), . . . , s1 · · · s`−1(αs`)} for any
reduced expression w = s1 · · · s` of w. The (right) weak order is the partial order
on W defined by u ≤ w if there exists v ∈W with uv = w and `(u) + `(v) = `(w).
In other words, u ≤ v if and only if inv(u) ⊆ inv(v).
Example 3.1 (Type A — Symmetric groups). The symmetric group Sn+1, act-
ing on the linear hyperplane 1⊥ :=
{
x ∈ Rn+1 ∣∣ 〈1|x〉 = 0} by permutation of the
coordinates, is the reflection group of type An. It is the group of isometries of the
standard n-dimensional regular simplex conv{e1, . . . , en+1}. Its reflections are the
transpositions of Sn+1 and the set {ei − ej | i 6= j} is a root system for An. We
can choose the linear functional f such that the simple reflections are the adjacent
transpositions τi := (i i+ 1), and the simple roots are the vectors ei+1 − ei.
3.2. Subword complexes. We consider a finite Coxeter system (W,S), a word
Q := q1q2 · · · qm on the generators of S, and an element ρ ∈ W . A. Knutson and
E. Miller [KM04] define the subword complex SC(Q, ρ) to be the simplicial com-
plex of those subwords of Q whose complements contain a reduced expression for ρ
as a subword. A vertex of SC(Q, ρ) is a position of a letter in Q. We denote
by [m] := {1, 2, . . . ,m} the set of positions in Q. A facet of SC(Q, ρ) is the comple-
ment of a set of positions which forms a reduced expression for ρ in Q. We denote
by F(Q, ρ) the set of facets of SC(Q, ρ). We write ρ ≺ Q when Q contains a reduced
expression of ρ, i.e. when SC(Q, ρ) is non-empty.
Example 3.2. Consider the type A Coxeter group S4 generated by {τ1, τ2, τ3}.
Let Qex := τ2τ3τ1τ3τ2τ1τ2τ3τ1 and ρ
ex := [4, 1, 3, 2]. The reduced expressions of ρex
are τ2τ3τ2τ1, τ3τ2τ3τ1, and τ3τ2τ1τ3. Thus, the facets of the subword complex
SC(Qex, ρex) are given by {1, 2, 3, 5, 6}, {1, 2, 3, 6, 7}, {1, 2, 3, 7, 9}, {1, 3, 4, 5, 6},
{1, 3, 4, 6, 7}, {1, 3, 4, 7, 9}, {2, 3, 5, 6, 8}, {2, 3, 6, 7, 8}, {2, 3, 7, 8, 9}, {3, 4, 5, 6, 8},
{3, 4, 6, 7, 8}, and {3, 4, 7, 8, 9}. Let Iex := {1, 3, 4, 7, 9} and Jex := {3, 4, 7, 8, 9} de-
note two facets of SC(Qex, ρex). We will use this example throughout this paper to
illustrate further notions.
Example 3.3 (Type A — Primitive networks and pseudoline arrangements). For
type A Coxeter systems, subword complexes can be visually interpreted using prim-
itive networks. A network N is a collection of n+ 1 horizontal lines (called levels,
and labeled from bottom to top), together with m vertical segments (called com-
mutators, and labeled from left to right) joining two different levels and such that
no two of them have a common endpoint. We only consider primitive networks,
where any commutator joins two consecutive levels. See Figure 2 (left).
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Figure 2. The network NQex (left) and the pseudoline arrange-
ment ΛIex for the facet I
ex = {1, 3, 4, 7, 9} of SC(Qex, ρex) (right).
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A pseudoline supported by the network N is an abscissa monotone path on N .
A commutator of N is a crossing between two pseudolines if it is traversed by both
pseudolines, and a contact if its endpoints are contained one in each pseudoline.
A pseudoline arrangement Λ is a set of n + 1 pseudolines on N , any two of which
have at most one crossing, possibly some contacts, and no other intersection. We
label the pseudolines of Λ from bottom to top on the left of the network, and we
define pi(Λ) ∈ Sn+1 to be the permutation given by the order of these pseudolines on
the right of the network. Note that the crossings of Λ correspond to the inversions
of pi(Λ). See Figure 2 (right).
Consider the typeA Coxeter groupSn+1 generated by S = {τi | i ∈ [n]}, where τi
is the adjacent transposition (i i + 1). To a word Q := q1q2 · · · qm with m letters
on S, we associate a primitive network NQ with n+ 1 levels and m commutators.
If qj = τp, the j
th commutator of NQ is located between the pth and (p+1)th levels
of NQ. See Figure 2 (left). For ρ ∈ Sn+1, a facet I of SC(Q, ρ) corresponds to a
pseudoline arrangement ΛI supported by NQ and with pi(ΛI) = ρ. The positions
of the contacts (resp. crossings) of ΛI correspond to the positions of I (resp. of the
complement of I). See Figure 2 (right).
Example 3.4 (Combinatorial models for geometric graphs). As pointed out in
[PP12], pseudoline arrangements on primitive networks give combinatorial models
for the following families of geometric graphs (see Figure 3):
(i) triangulations of convex polygons;
(ii) multitriangulations of convex polygons [PS09];
(iii) pointed pseudotriangulations of points in general position in the plane [RSS08];
(iv) pseudotriangulations of disjoint convex bodies in the plane [PV96].
For example, consider a triangulation T of a convex (n+ 3)-gon. Define the di-
rection of a line of the plane to be the angle θ ∈ [0, pi) of this line with the horizontal
axis. Define also a bisector of a triangle 4 to be a line passing through a vertex
of 4 and separating the other two vertices of 4. For any direction θ ∈ [0, pi), each
triangle of T has precisely one bisector in direction θ. We can thus order the n+ 1
Figure 3. Primitive sorting networks are combinatorial models
for triangulations, multitriangulations, and pseudotriangulations
of points or disjoint convex bodies.
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triangles of T according to the order piθ of their bisectors in direction θ. The pseu-
doline arrangement associated to T is then given by the evolution of the order piθ
when the direction θ describes the interval [0, pi). A similar duality holds for the
other three families of graphs, replacing triangles by the natural cells decomposing
the geometric graph (stars for multitriangulations [PS09], or pseudotriangles for
pseudotriangulations [RSS08]). See Figure 3 for an illustration. Details can be
found in [PP12].
Remark 3.5. There is a natural reversal operation on subword complexes. Namely,
SC(qm · · · q1, ρ−1) = {{m+ 1− i | i ∈ I} | I ∈ SC(q1 · · · qm, ρ)} .
We will use this operation to relate positive and negative labelings, facets and trees.
3.3. Inductive structure. We denote by Q` := q2 · · · qm and Qa := q1 · · · qm−1
the words on S obtained from Q := q1 · · · qm by deleting its first and last letters,
respectively. We denote by X→ the right shift {x+ 1 | x ∈ X} of a subset X
of Z. For a collection X of subsets of Z, we write X→ for the set {X→ | X ∈ X}.
Moreover, we denote by X ? z (or by z ?X ) the join {X ∪ z | X ∈ X} of X with
some z ∈ Z. Remember that `(ρ) denotes the length of ρ and that we write ρ ≺ Q
when Q contains a reduced expression of ρ.
We can decompose inductively the facets of the subword complex SC(Q, ρ) de-
pending on whether or not they contain the last letter of Q. Denoting by ε the
empty word and by e the identity of W , we have F(ε, e) = {∅} and F(ε, ρ) = ∅
if ρ 6= e. Moreover, for a non-empty word Q on S, the set F(Q, ρ) is given by
(i) F(Qa, ρqm) if m appears in none of the facets of SC(Q, ρ) (i.e. if ρ 6≺ Qa);
(ii) F(Qa, ρ) ?m if m appears in all the facets of SC(Q, ρ) (i.e. if `(ρqm) > `(ρ));
(iii) F(Qa, ρqm) unionsq
(F(Qa, ρ) ?m) otherwise.
By reversal (see Remark 3.5), there is also a similar inductive decomposition of the
facets of the subword complex SC(Q, ρ) depending on whether or not they contain
the first letter of Q. Namely, for a non-empty word Q, the set F(Q, ρ) is given by
(i) F(Q`, q1ρ)→ if 1 appears in none of the facets of SC(Q, ρ) (i.e. if ρ 6≺ Q`);
(ii) 1 ?F(Q`, ρ)→ if 1 appears in all the facets of SC(Q, ρ) (i.e. if `(q1ρ) > `(ρ));
(iii) F(Q`, q1ρ)→ unionsq
(
1 ?F(Q`, ρ)→
)
otherwise.
Although we will only use these decompositions for the facets F(Q, ρ), they extend
to the whole subword complex SC(Q, ρ) and are used to obtain the following result.
Theorem 3.6 ([KM04, Corollary 3.8]). The subword complex SC(Q, ρ) is either a
simplicial sphere or a simplicial ball.
3.4. Flips and roots. Let I be a facet of SC(Q, ρ) and i be a position in I. If
there exists a facet J of SC(Q, ρ) and a position j ∈ J such that I r i = J r j, we
say that I and J are adjacent facets, that i is flippable in I, and that J is obtained
from I by flipping i. Note that, if they exist, J and j are unique by Theorem 3.6.
We say that the flip from I to J flips out i and flips in j.
We denote by G(Q, ρ) the graph of flips, whose vertices are the facets of SC(Q, ρ)
and whose edges are pairs of adjacent facets. That is, G(Q, ρ) is the ridge graph of
the simplicial complex SC(Q, ρ). This graph is connected according to Theorem 3.6.
This graph can be naturally oriented by the direction of the flips as follows. Let I
and J be two adjacent facets of SC(Q, ρ) with I r i = J r j. We say that the flip
from I to J is increasing if i < j. We consider the flip graph G(Q, ρ) oriented by
increasing flips.
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Figure 4. The increasing flip graph G(Qex, ρex).
Example 3.7. Figure 4 represents the increasing flip graph G(Qex, ρex) for the
subword complex SC(Qex, ρex) of Example 3.2. The facets of SC(Qex, ρex) appear in
lexicographic order from left to right. Thus, all flips are increasing from left to right.
Remark 3.8. The increasing flip graph of SC(Q, ρ) was already considered by
A. Knutson and E. Miller [KM04, Remark 4.5]. It carries various combinatorial
informations about the subword complex SC(Q, ρ). In particular, since the lex-
icographic ordering of the facets of SC(Q, ρ) is a shelling order for SC(Q, ρ), the
h-vector of the subword complex SC(Q, ρ) is the in-degree sequence of the increasing
flip graph G(Q, ρ).
Throughout the paper, we consider flips as elementary operations on subword
complexes. In practice, the necessary information to perform flips in a facet I
of SC(Q, ρ) is encoded in its root function r(I, ·) : [m]→ Φ defined by
r(I, k) := ΠQ[k−1]rI(αqk),
where ΠQX denotes the product of the reflections qx ∈ Q for x ∈ X. The root
configuration of the facet I is the multiset R(I) := {{r(I, i) | i flippable in I}}. The
root function was introduced by C. Ceballos, J.-P. Labbe´ and C. Stump [CLS11],
and we extensively studied root configurations in [PS11] in the construction of
brick polytopes for spherical subword complexes. The main properties of the root
function are summarized in the following proposition, whose proof is similar to that
of [CLS11, Lemmas 3.3 and 3.6] or [PS11, Lemma 3.3].
Proposition 3.9. Let I be any facet of the subword complex SC(Q, ρ).
(1) The map r(I, ·) : i 7→ r(I, i) is a bijection from the complement of I to the
inversion set of ρ.
(2) The map r(I, ·) sends the flippable positions in I to {±β | β ∈ inv(ρ)} and
the unflippable ones to Φ+ r inv(ρ).
(3) If I and J are two adjacent facets of SC(Q, ρ) with Iri = Jrj, the position
j is the unique position in the complement of I for which r(I, j) ∈ {±r(I, i)}.
(4) In the situation of (3), we have r(I, i) = r(I, j) ∈ Φ+ if i < j (increasing
flip), while r(I, i) = −r(I, j) ∈ Φ− if i > j (decreasing flip).
(5) In the situation of (3), the map r(J, ·) is obtained from the map r(I, ·) by:
r(J, k) =
{
sr(I,i)(r(I, k)) if min(i, j) < k ≤ max(i, j),
r(I, k) otherwise.
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We call r(I, i) = −r(J, j) the direction of the flip from the facet I to the facet J .
Example 3.10. In type A, roots and flips can easily be described using the prim-
itive network interpretation presented in Example 3.3. Consider a word Q on the
simple reflections {τi | i ∈ [n]}, an element ρ ∈ Sn+1, and a facet I of SC(Q, ρ). For
any k ∈ [m], the root r(I, k) is the difference et− eb where t and b are the indices of
the pseudolines of ΛI which arrive respectively on the top and bottom endpoints of
the kth commutator of NQ. A flip exchanges a contact between two pseudolines t
and b of ΛI with the unique crossing between t and b in ΛI (when it exists). Such
a flip is increasing if the contact lies before the crossing, i.e. if t > b. Figure 5
illustrates the properties of Proposition 3.9 on the subword complex SC(Qex, ρex)
of Example 3.2.
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Figure 5. The increasing flip from facet Iex = {1, 3, 4, 7, 9} to
facet Jex = {3, 4, 7, 8, 9} of the subword complex SC(Qex, ρex),
illustrated on the network NQex .
3.5. Restriction of subword complexes to parabolic subgroups. In the proof
of our main result, we will need to restrict subword complexes to dihedral parabolic
subsystems. The following statement can essentially be found in [PS11, Proposi-
tion 3.7], we provide a proof here as well for the sake of completeness.
Proposition 3.11 ([PS11, Proposition 3.7]). Let SC(Q, ρ) be a subword complex for
a Coxeter system (W,S) acting on V , and let V ′ ⊆ V be a subspace of V . The sim-
plicial complex given by all facets J of SC(Q, ρ) reachable from a particular facet I
by flips whose directions are contained in V ′ is isomorphic to a subword complex
SC(Q′, ρ′) for the restriction of (W,S) to V ′. The order of the letters is preserved by
this isomorphism. In particular, the restriction of the increasing flip graph G(Q, ρ)
to these reachable facets is isomorphic to the increasing flip graph G(Q′, ρ′).
Proof. To prove this proposition, we explicitly construct the word Q′ on S′ and the
element ρ′ ∈W ′ where (W ′, S′) is the restriction of (W,S) to the subspace V ′.
First, the element ρ′ only depends on ρ and on V ′: it is given by the projection
of ρ onto W ′. This is to say that ρ′ is the unique element in W ′ whose inversion set
is inv(ρ′) = inv(ρ)∩V ′. To see that inv(ρ)∩V ′ is again an inversion set, remember
that a subset I of Φ+ is an inversion set for an element in W if and only if for all
α, β, γ ∈ Φ+ such that γ = aα+ bβ for some a, b ∈ R≥0,
α, β ∈ I =⇒ γ ∈ I =⇒ (α ∈ I or β ∈ I),
see e.g. [Pap94]. Moreover this property is preserved under intersection with linear
subspaces.
We now construct the word Q′ and the facet I ′ of SC(Q′, ρ′) corresponding to
the particular facet I of SC(Q, ρ). For this, let X := {x1, . . . , xp} be the set of
10 VINCENT PILAUD AND CHRISTIAN STUMP
4
6
5
3
2
1
4
1
5
6
2
3
3
1
6
5
6
5
5
4
1
4
5
4
4
2
4
3
3
2
2
1
3
2
3
1
6
4
4
1
5
1
6
5
6
1
⇓ restriction to the space V ′ = vect〈e3 − e1, e4 − e3, e6 − e5〉 ⇓
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Figure 6. Restricting subword complexes.
positions k ∈ [m] such that r(I, k) ∈ V ′. The word Q′ has p letters corresponding
to the positions in X, and the facet I ′ contains precisely the positions k ∈ [p] such
that the position xk is in I. To construct the word Q
′, we scan Q from left to
right as follows. We initialize Q′ to the empty word, and for each 1 ≤ k ≤ p,
we add a letter q′k ∈ S′ to Q′ in such a way that r(I ′, k) = r(I, xk). To see
that such a letter exists, we distinguish two cases. Assume first that r(I, xk) is
a positive root. Let I be the inversion set of w := ΠQ[xk−1]rI and I ′ = I ∩ V ′
be the inversion set of w′ := ΠQ′[k−1]rI′ . Then the set I ′ ∪ {r(I, xk)} is again an
inversion set (as the intersection of V ′ with the inversion set I ∪{r(I, xk)} of wqxk)
which contains the inversion set I ′ of w′ together with a unique additional root.
Therefore, the corresponding element of W ′ can be written as w′q′k for some simple
reflection q′k ∈ S′. Assume now that r(I, xk) is a negative root. Then xk ∈ I, so
that we can flip it with a position xk′ < xk, and we can then argue on the resulting
facet.
By the procedure described above, we eventually obtain the subword complex
SC(Q′, ρ′) and its facet I ′ corresponding to the facet I. Finally observe that se-
quences of flips in SC(Q, ρ) starting at the facet I, and whose directions are con-
tained in V ′, correspond bijectively to sequences of flips in SC(Q′, ρ′) starting at
the facet I ′. In particular, let J and J ′ be two facets reached from I and from I ′,
respectively, by such a sequence. We then have that the root configuration of J ′
is exactly the root configuration of J intersected with V ′, and that the order in
which the roots appear in the root configurations is preserved. This completes the
proof. 
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Example 3.12. To illustrate different possible situations happening in this restric-
tion, we consider the subword complex SC(Q, ρ) on the Coxeter group A5 = S6 gen-
erated by S = {τ1, . . . , τ5}, the word Q := τ1τ2τ4τ2τ5τ3τ1τ3τ4τ2τ5τ3τ1τ2τ4τ4τ3 and
the element ρ := [3, 2, 6, 4, 5, 1] = τ1τ2τ3τ4τ5τ1τ4τ3. The sorting network correspond-
ing to the subword complex SC(Q, ρ) and the pseudoline arrangement corresponding
to the facet I := {2, 3, 5, 7, 8, 10, 12, 14, 15} of SC(Q, ρ) are shown in Figure 6 (top).
Let V ′ be the subspace of V spanned by the roots e3 − e1, e4 − e3 and e6 − e5.
Let X = {x1, . . . , x8} = {2, 4, 5, 6, 8, 10, 15, 16} denote the set of positions k ∈ [17]
for which r(I, k) ∈ V ′. These positions are circled in Figure 6 (top).
We can now directly read off the subword complex SC(Q′, ρ′) corresponding to
the restriction of SC(Q, ρ) to all facets reachable from I by flips with directions
in V ′. Namely, the restriction of (W,S) to V ′ is the Coxeter system (W ′, S′)
where W ′ is generated by S′ = {τ ′1, τ ′2, τ ′3} = {(1 3), (3 4), (5 6)}, and thus of type
A2 × A1. Moreover, we have Q′ = τ ′1τ ′1τ ′3τ ′2τ ′2τ ′1τ ′3τ ′3, corresponding to the roots at
positions in X, and ρ′ = τ ′1τ
′
2τ
′
3, with inversion set given by the positive roots corre-
sponding to the roots at positions in Xr I. Finally, the facet I ′ corresponding to I
is given by I ′ = {1, 3, 5, 6, 7}. The sorting network corresponding to the restricted
subword complex SC(Q′, ρ′) and the pseudoline arrangement corresponding to the
facet I ′ of SC(Q′, ρ′) are shown in Figure 6 (bottom).
As stated in Proposition 3.11, the map which sends a facet J of SC(Q′, ρ′) to
the facet {xj | j ∈ J} ∪ (I r X) of SC(Q, ρ) defines an isomorphism between the
increasing flip graph G(Q′, ρ′) and the restriction of the increasing flip graph G(Q, ρ)
to all facets reachable from I by flips with directions in V ′.
4. EL-labelings and spanning trees for the subword complex
4.1. EL-labelings of the increasing flip graph. We now define two natural
edge labelings of the increasing flip graph G(Q, ρ).
Let I and J be two adjacent facets of SC(Q, ρ), with I r i = J r j and i < j.
We label the edge I J of G(Q, ρ) with the positive edge label p(I J) := i and
with the negative edge label n(I J) := j. In other words, p labels the position
flipped out while n labels the position flipped in during the flip I J . We call
p : E(G(Q, ρ)) → [m] the positive edge labeling and n : E(G(Q, ρ)) → [m] the
negative edge labeling of the increasing flip graph G(Q, ρ). The terms “positive”
and “negative” emphasize the fact that the roots r(I, p(I J)) and r(J, n(I J))
are always positive and negative roots respectively.
The positive and negative edge labelings are reverse to one another (see Re-
mark 3.5). Namely, I J is an edge in the increasing flip graph G(qm · · · q1, ρ−1)
if and only if J ′ := {m+ 1− j | j ∈ J} I ′ := {m+ 1− i | i ∈ I} is an edge in the
increasing flip graph G(q1 · · · qm, ρ), and in this case n(I J) = m+ 1− p(J ′ I ′).
However, we will work in parallel with both labelings, since we believe that certain
results are simpler to present on the positive side while others are simpler on the
negative side. We always provide proofs on the easier side and leave it to the reader
to translate to the opposite side.
Example 4.1. Consider the subword complex SC(Qex, ρex) of Example 3.2. We
have represented on Figure 7 the positive and negative edge labelings p and n. Since
we have represented the graph G(Qex, ρex) such that the flips are increasing from
left to right, each edge has its positive label on the left and its negative label on
the right.
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Figure 7. The positive and negative edge labelings p and n
of G(Qex, ρex). Each edge has its positive label on the left (or-
ange) and its negative label on the right (blue).
The central result of this paper concerns the positive and negative edge labelings
of the increasing flip graph.
Theorem 4.2. The positive edge labeling p and the negative edge labeling n are
both EL-labelings of the increasing flip graph.
For Cambrian lattices, whose Hasse diagrams were shown to be particular cases
of increasing flip graphs in [PS11, Section 6], a similar result was recently obtained
by M. Kallipoliti and H. Mu¨hle in [KM12]. See Section 5.2.1 for details.
In Sections 4.2 to 4.4, we present applications of Theorem 4.2 to the construction
of canonical spanning trees and to the generation of the facets of the subword
complex. Further combinatorial applications of this theorem are also discussed in
Section 5. We prove Theorem 4.2 only for the positive edge labeling p, and leave
it to the reader to translate the proof to the negative edge labeling n (through
the reversal operation of Remark 3.5). Let I and J be two facets of SC(Q, ρ) such
that I J . To show that p is indeed an EL-labeling, we have to show that (i) there is
a p-rising path from I to J in G(Q, ρ) which is (ii) unique and (iii) lexicographically
first among all paths from I to J in G(Q, ρ). We start with (ii) and (iii), which are
direct consequences of the following proposition.
Proposition 4.3. Let I1 · · · I`+1 be a path of increasing flips, and define the
labels pk := p(Ik Ik+1) and nk := n(Ik Ik+1). Then, for all k ∈ [`], we have
min{pk, . . . , p`} = min(Ik r I`+1) and max{n1, . . . , nk} = max(Ik+1 r I1).
Moreover, the path is p-rising if and only if pk = min(Ik r I`+1) for all k ∈ [`],
while the path is n-rising if and only if nk = max(Ik+1 r I1) for all k ∈ [`].
Proof. The position min{pk, . . . , p`} is in Ikr I`+1 since it is flipped out and never
flipped in along the path from Ik to I`+1 (because all flips are increasing). Moreover,
min{pk, . . . , p`} has to coincide with min(Ik r I`+1) otherwise this position would
never be flipped out along the path.
This property immediately yields the characterization of p-rising paths. Indeed,
if the path is p-rising, then we have pk = min(pk, . . . , p`) = min(Ik r I`+1) for
all k ∈ [`]. Reciprocally, if pk = min(Ik r I`+1) for all k ∈ [`], then we have
pk = min(Ik r I`+1) < min(Ik+1 r I`+1) = pk+1 so that the path is p-rising.
The proof is similar for the negative edge labeling n. 
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We now need to prove the existence of a p-rising path from I to J . Before
proving it in full generality, we prove its crucial part in the particular case of
dihedral subword complexes.
Lemma 4.4. Let SC(Q, ρ) be a subword complex for a dihedral reflection group
W = I2(m). Let I and K be two of its facets such that there is a path I J K
from I to K in G(Q, ρ) with p(I J) > p(J K). Then there is as well a p-rising
path from I to K in G(Q, ρ).
Proof. First, we remark that we construct a path only using letters in Q at posi-
tions not used in I (those positions corresponding to the reduced expression for ρ),
together with the two positions i := p(I J) and j := p(J K). Observe here that
both i and j are already contained in I.
We distinguish two cases: the roots r(I, i) and r(I, j) generate either a 1- or a
2-dimensional space. In the first case, we have r(I, i) = r(I, j) and we can directly
flip position j in the facet I to obtain the facet K. In the second case, it is
straightforward to check that we can perform a p-rising path from I to K, starting
with position j, followed by position i, and finishing by a possibly empty p-rising
sequence of flips. 
We are now ready to prove Theorem 4.2. Restricting subword complexes to
dihedral parabolic subgroups as presented in Section 3.5, we will reduce the general
case to several applications of the dihedral situation treated in Lemma 4.4.
Proof of Theorem 4.2. Let I and J be two facets of SC(Q, ρ) related by a path
I = I1 · · · I`+1 = J of increasing flips. Let pk := p(Ik Ik+1). Assume that this
path is not p-rising, and let k be the smallest index such that pk 6= min{pk, . . . , p`},
and let k′ > k such that pk′ = min{pk, . . . , p`}. We now prove that we can flip pk′
instead of pk′−1 in Ik′−1, and still obtain a path from I to J where pk′ is still smaller
than all positive edge labels appearing after it. In Example 4.5, we illustrate this
procedure on an explicit example.
Clearly pk′−1 > pk′ , and we have a p-falling sequence of two flips given by
Ik′−1 Ik′ Ik′+1. Using Proposition 3.11, we can now see these two flips as
well in a subword complex for the dihedral parabolic subsystem. For this, re-
strict (W,S) to the subspace V ′ spanned by the two roots r(Ik′−1, pk′−1) and
r(Ik′−1, pk′) = r(Ik′ , pk′). This restricted subword complex corresponds to all
facets of SC(Q, ρ) reachable from the particular facet Ik′−1 by flips whose direc-
tions are contained in V ′. Applying Lemma 4.4, we can thus replace the subpath
Ik′−1 Ik′ Ik′+1 by a p-rising path from Ik′−1 to Ik′+1 flipping first position pk′
and then a (possibly empty) sequence of positions larger than or equal to pk′−1.
Repeating this operation, we construct a path from I to J such that pk =
min{pk, . . . , p`}. By this procedure, we obtain eventually a p-rising path from I
to J . This path is unique and lexicographically first among all paths from I to J
in G(Q, ρ) according to the characterization given in Proposition 4.3. This concludes
the proof that p is an EL-labeling of G(Q, ρ). The proof is similar for the negative
edge labeling n (by the reversal operation in Remark 3.5). 
Example 4.5. Consider the subword complex SC(Qex, ρex) of Example 3.2, whose
labeled increasing flip graph is shown in Figure 7. Consider the path
12356 5 12367 6 12379 2 13479 1 34789,
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in G(Q, ρ), where the numbers on the arrows are the positive edge labels. In the
language of the proof of Theorem 4.2, we have k = 1, k′ = 4, and therefore
we replace the subpath 12379 2 13479 1 34789 by the subpath 12379 1
23789 2 34789, thus obtaining the path
12356 5 12367 6 12379 1 23789 2 34789.
Applying this operation again and again produces the sequence of paths given by
12356 5 12367 1 23678 6 23789 2 34789,
12356 1 23568 5 23678 6 23789 2 34789,
12356 1 23568 5 23678 2 34678 6 34789,
12356 1 23568 2 34568 5 34678 6 34789.
The resulting path is p-rising. In this example, all paths happen to have the same
length. This does not hold in general, compare Figure 15 on page 29, where the
path 123 2 137 3 178 1 678 7 689 is, for example, replaced by the path
123 2 137 1 357 3 567 5 678 7 689.
In contrast to the rising paths, we can have none, one, or more than one p-falling
and n-falling paths between two facets I and J of SC(Q, ρ). Even if we will not need
it in the rest of the paper, we observe in the next proposition that there are always
as many p-falling paths as n-falling paths from I to J . Remember that we say that
a path I1 I2 · · · I`+1 flips out the multiset P := {{p(Ik Ik+1) | k ∈ [`]}} and
flips in the multiset N := {{n(Ik Ik+1) | k ∈ [`]}}. Note that a p-falling (resp. n-
falling) path is determined by the multiset P (resp. N) of positions that it flips out
(resp. in).
Proposition 4.6. Let I and J be two facets of SC(Q, ρ). Then there are as many
p-falling paths as n-falling paths from I to J . More precisely, for any multisubsets P
and N of [m], there exists a p-falling path from I to J which flips out P and flips
in N, if and only if there exists an n-falling path with the same property.
Proof. Consider a p-falling path I = I1 · · · I`+1 = J . Define pk := p(Ik Ik+1)
and nk := n(Ik Ik+1). We want to prove that there is as well an n-falling path
which flips out P := {{pk | k ∈ [`]}} and flips in N := {{nk | k ∈ [`]}}.
If the path I = I1 · · · I`+1 = J happens to be n-falling, we are done.
Otherwise, consider the first position k such that nk−1 < nk. Since the path is p-
falling, we thus have pk < pk−1 < nk−1 < nk. By Proposition 3.9(3), we know
that r(Ik−1, pk−1) = r(Ik−1, nk−1) and r(Ik, pk) = r(Ik, nk). According to Proposi-
tion 3.9(5) and to the previous inequalities, we therefore obtain
r(Ik−1, pk) = r(Ik, pk) = r(Ik, nk) = r(Ik−1, nk).
Thus, in the facet Ik−1, flipping out pk flips in nk. We denote by I ′k the facet
of SC(Q, ρ) obtained by this flip. Using again Proposition 3.9(5) and the previous
inequalities, we obtain that
r(I ′k, pk−1) = sr(Ik−1,pk)(r(Ik−1, pk−1)) = sr(Ik−1,pk)(r(Ik−1, nk−1)) = r(I
′
k, nk−1).
Therefore, in the facet I ′k, flipping out pk−1 flips in nk−1. After these two flips,
we thus obtain Ik+1 (since we flipped out pk and pk−1, while we flipped in nk
and nk−1). In other words, we can replace the subpath Ik−1 Ik Ik+1 by the
path Ik−1 I ′k Ik+1 where we flip first pk to nk and then pk−1 to nk−1. The
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new path still flips out P and flips in N, and the first k positions it flips in are
in decreasing order. Repeating this transformation finally yields an n-falling path
from I to J which still flips out P and flips in N. Observe that this path does not
necessarily coincide with the p-falling path we started from.
Since a p-falling (resp. n-falling) path is determined by the set of positions it
flips out (resp. in), we obtain a bijection between p-falling paths and n-falling paths
from I to J . They are thus equinumerous. 
Remark 4.7. Observe that Proposition 4.6 can be deduced from the following
observations in the situation of double root free subword complexes studied in
Section 5. In this situation, the flip graph is the Hasse diagram of its transitive
closure and the p- and n-labelings are both EL-labelings thereof. By Theorem 5.4,
all p- and n-falling paths have the same length. Therefore, Proposition 2.3 implies
that they are equinumerous. A similar topological construction in the situation of
subword complexes having double roots is yet to be found.1
4.2. Greedy facets. We now characterize the unique source and sink of the in-
creasing flip graph G(Q, ρ).
Proposition 4.8. The lexicographically smallest (resp. largest) facet of SC(Q, ρ)
is the unique source (resp. sink) of G(Q, ρ).
Proof. The lexicographically smallest facet is a source of G(Q, ρ) since none of its
flips can be decreasing. We prove that this source is unique by induction on the
word Q. Denote by P(Qa, ρ) (resp. P(Qa, ρqm)) the lexicographically smallest facet
of SC(Qa, ρ) (resp. SC(Qa, ρqm)) and assume that it is the unique source of the flip
graph G(Qa, ρ) (resp. G(Qa, ρqm)). Consider a source P of G(Q, ρ). We distinguish
two cases:
• If `(ρqm) > `(ρ), then qm cannot be the last reflection of a reduced expression
for ρ. Thus SC(Q, ρ) = SC(Qa, ρ) ?m and P = P(Qa, ρ) ∪m.
• Otherwise, `(ρqm) < `(ρ). If m is in P, then
r(P,m) = ρ(αqm) ∈ Φ− ∩ ρ(Φ+).
Since Φ− ∩ ρ(Φ+) = − inv(ρ), we obtain that m is flippable (by Proposi-
tion 3.9(3)) and its flip is decreasing (by Proposition 3.9(4)). This would con-
tradict the assumption that P is a source of G(Q, ρ). Consequently, m /∈ P.
Since the facets of SC(Q, ρ) which do not contain m coincide with the facets
of SC(Qa, ρqm), we obtain that P = P(Qa, ρqm).
In both cases, we obtain that the source P is the lexicographically smallest facet
of SC(Q, ρ). The proof is similar for the sink. 
We call positive (resp. negative) greedy facet and denote by P(Q, ρ) (resp. N(Q, ρ))
the unique source (resp. sink) of the graph G(Q, ρ) of increasing flips. The term
“positive” (resp. “negative”) emphasizes the fact that P(Q, ρ) (resp. N(Q, ρ)) is the
unique facet of SC(Q, ρ) whose root configuration is a subset of positive (resp. neg-
ative) roots, while the term “greedy” refers to the greedy properties of these facets
underlined in Lemmas 4.10 and 4.11.
These greedy facets are reverse to one another (see Remark 3.5). Namely,
N(qm · · · q1, ρ−1) = {m+ 1− p | p ∈ P(q1 · · · qm, ρ)} .
We still work with both in parallel to simplify the presentation in the next section.
1We thank an anonymous referee for raising this question.
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Example 4.9. Consider the subword complex SC(Qex, ρex) presented in Exam-
ple 3.2. Its positive and negative greedy facets are P(Qex, ρex) = {1, 2, 3, 5, 6} and
N(Qex, ρex) = {3, 4, 7, 8, 9}, respectively, see Figure 8. They appear respectively as
the leftmost and rightmost facets in Figure 4.
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Figure 8. The positive and negative greedy facets of SC(Qex, ρex).
The following two lemmas provide two (somehow inverse) greedy inductive pro-
cedures to construct the greedy facets P(Q, ρ) and N(Q, ρ). These lemmas are
direct consequences of the definition of the greedy facets and of the induction for-
mulas for the facets F(Q, ρ) presented in Section 3.3. Remember that we denote
by Q` := q2 · · · qm and Qa := q1 · · · qm−1 the words on S obtained from Q:= q1 · · · qm
by deleting its first and last letters respectively, and by X→ := {x+ 1 | x ∈ X} the
right shift of a subset X ⊂ Z.
Lemma 4.10. The greedy facets P(Q, ρ) and N(Q, ρ) can be constructed inductively
from P(ε, e) = N(ε, e) = ∅ using the following formulas:
P(Q, ρ) =
{
P(Qa, ρ) ∪m if m appears in all facets of SC(Q, ρ),
P(Qa, ρqm) otherwise.
N(Q, ρ) =
{
1 ∪ N(Q`, ρ)→ if 1 appears in all facets of SC(Q, ρ),
N(Q`, q1ρ)→ otherwise.
Lemma 4.11. The greedy facets P(Q, ρ) and N(Q, ρ) can be constructed inductively
from P(ε, e) = N(ε, e) = ∅ using the following formulas:
P(Q, ρ) =
{
P(Q`, q1ρ)→ if 1 appears in none of the facets of SC(Q, ρ),
1 ∪ P(Q`, ρ)→ otherwise.
N(Q, ρ) =
{
N(Qa, ρqm) if m appears in none of the facets of SC(Q, ρ),
N(Qa, ρ) ∪m otherwise.
Lemmas 4.10 and 4.11 can be reformulated to obtain greedy sweep procedures
on the word Q itself, avoiding the use of induction. Namely, the positive greedy
facet P(Q, ρ) is obtained:
(1) either sweeping Q from right to left placing inversions as soon as possible,
(2) or sweeping Q from left to right placing non-inversions as long as possible.
The negative greedy facet is obtained similarly, reversing the directions of the
sweeps.
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We have seen in Theorem 4.2 that for any two facets I, J ∈ F(Q, ρ) such that
I J , there is a p-rising (resp. n-rising) path from I to J . In particular, there is
always a p-rising (resp. n-rising) path from P(Q, ρ) to N(Q, ρ). We will now show
that there is also at least one p-falling (resp. n-falling) path from P(Q, ρ) to N(Q, ρ)
if the subword complex SC(Q, ρ) is spherical.
Proposition 4.12. For any spherical subword complex SC(Q, ρ), there is always a
p-falling and an n-falling path from P(Q, ρ) to N(Q, ρ).
Proof. Since the subword complex SC(Q, ρ) is spherical, recall that any position
in any facet of SC(Q, ρ) is flippable. We will prove that starting from the positive
greedy facet P(Q, ρ) and successively flipping all its positions in decreasing order
yields the negative greedy facet N(Q, ρ), thus providing a p-falling path from P(Q, ρ)
to N(Q, ρ).
Let ` := |Q| − `(ρ) denote the size of each facet of SC(Q, ρ). Let p1 > · · · > p`
denote the positions of the positive greedy facet P(Q, ρ) in decreasing order. We
consider the p-falling path P(Q, ρ) = I1 · · · I`+1 defined by p(Ik Ik+1) = pk.
We also set nk := n(Ik Ik+1). By definition, we have Ik = {n1, . . . , nk−1, pk, . . . , p`}.
We will prove that the root r(Ik, nj) is negative for any j < k ∈ [`+1]. This implies
in particular that I`+1 is the negative greedy facet N(Q, ρ).
To see this, fix j ∈ [`]. For any k ∈ [j + 1, ` + 1], denote by xk the po-
sition in the complement of Ik such that r(Ik, xk) = ±r(Ik, nj). We prove by
induction on k that pk < xk < nj , and thus (by Proposition 3.9(4)) that the
root r(Ik, nj) = −r(Ik, xk) is negative for any j < k ≤ `+1. First, this is immediate
for k = j + 1 since xj+1 = pj (because we just flipped out pj to flip in nj in Ij) and
pj+1 < pj < nj . Assume now that we proved that pk < xk < nj for a certain k. We
distinguish two cases:
(i) If nk < nj , then r(Ik+1, nj) = r(Ik, nj) by Proposition 3.9(5). Since this root is
negative, Proposition 3.9(4) ensures that xk+1 < nj . Moreover, if xk+1 ≤ pk+1,
then we would have xk+1 < pk, and thus Proposition 3.9(5) would give
r(Ik, xk+1) = r(Ik+1, xk+1) = −r(Ik+1, nj) = −r(Ik, nj).
By definition, this would imply that xk = xk+1 < pk, contradicting the induc-
tion hypothesis.
(ii) If nk > nj , then we have pk < xk < nj < nk. Therefore, Proposition 3.9(5)
ensures that
r(Ik+1, xk) = sr(Ik,pk)(r(Ik, xk)) = −sr(Ik,pk)(r(Ik, nj)) = −r(Ik+1, nj).
By definition, this implies that xk+1 = xk.
In both cases, we obtained that pk+1 < xk+1 < nj , thus concluding our inductive
argument.
The proof for the n-falling path is similar. 
Note that this proposition fails if we drop the condition that SC(Q, ρ) is spherical,
as illustrated in the subword complex SC(Qex, ρex) of Example 3.2. A smaller
example is given by the subword complex SC(τ1τ2τ1τ2, τ1τ2).
4.3. Spanning trees. As discussed in Remark 2.1, the edge labelings p and n
automatically produce canonical spanning trees of any interval of the increasing flip
graph G(Q, ρ). Since G(Q, ρ) has a unique source P(Q, ρ) and a unique sink N(Q, ρ),
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we obtain in particular four spanning trees of the graph G(Q, ρ) itself. The goal of
this section is to give alternative descriptions of these four spanning trees.
We call respectively positive source tree, positive sink tree, negative source tree,
and negative sink tree, and denote respectively by P(Q, ρ), P∗(Q, ρ), N (Q, ρ),
and N ∗(Q, ρ), the p-source, p-sink, n-source, and n-sink trees of G(Q, ρ). The
tree P(Q, ρ) (resp. N (Q, ρ)) is formed by all p-rising (resp. n-rising) paths from the
positive greedy facet P(Q, ρ) to all the facets of SC(Q, ρ). Both P(Q, ρ) andN (Q, ρ)
are rooted at and directed away from the positive greedy facet P(Q, ρ). The
tree P∗(Q, ρ) (resp. N ∗(Q, ρ)) is formed by all p-rising (resp. n-rising) paths from
all the facets of SC(Q, ρ) to the negative greedy facet N(Q, ρ). Both P∗(Q, ρ) and
N ∗(Q, ρ) are rooted at and directed towards the negative greedy facet N(Q, ρ).
The positive source and negative sink trees (resp. the positive sink and the nega-
tive source trees) are reverse to one another (see Remark 3.5). Namely, as we already
observed, I J is an edge in the increasing flip graph G(qm · · · q1, ρ−1) if and only
if J ′ := {m+ 1− j | j ∈ J} I ′ := {m+ 1− i | i ∈ I} is an edge in the increasing
flip graph G(q1 · · · qm, ρ). Moreover, I J belongs to P(qm · · · q1, ρ−1) if and only
if J ′ I ′ belongs to N ∗(q1 · · · qm, ρ). Similarly, I J belongs to P∗(qm · · · q1, ρ−1)
if and only if J ′ I ′ belongs to N (q1 · · · qm, ρ).
Example 4.13. Consider the subword complex SC(Qex, ρex) from Example 3.2.
Figures 9, 10, 11, and 12 represent respectively the trees P(Qex, ρex), P∗(Qex, ρex),
N (Qex, ρex), and N ∗(Qex, ρex). Observe that these four canonical spanning trees
of G(Q, ρ) are all different in general.
We now give a direct description of the father of a facet I in P∗(Q, ρ) andN (Q, ρ)
in terms of I r N(Q, ρ) and I r P(Q, ρ).
Proposition 4.14. Let I be a facet of SC(Q, ρ). If I 6= N(Q, ρ), then the father
of I in P∗(Q, ρ) is obtained from I by flipping the smallest position in I rN(Q, ρ).
Similarly, if I 6= P(Q, ρ), then the father of I in N (Q, ρ) is obtained from I by
flipping the largest position in I r P(Q, ρ).
Proof. Since the father of I in P∗(Q, ρ) (resp. in N (Q, ρ)) is the facet next to I on
the unique p-rising path towards N(Q, ρ) (resp. the facet previous to I on the unique
n-rising path from P(Q, ρ)), this is a direct consequence of Proposition 4.3. 
We now focus on the positive source tree P(Q, ρ) and on the negative sink tree
N ∗(Q, ρ), and provide two different descriptions of them. The first is an inductive
description of P(Q, ρ) and N ∗(Q, ρ) (see Propositions 4.17 and 4.18). The second
is a direct description of the father of a facet I in P(Q, ρ) and N ∗(Q, ρ) in terms of
greedy prefixes and suffixes of I (see Propositions 4.19 and 4.20). These descriptions
mainly rely on the following property of the greedy facets.
Proposition 4.15. If m is a flippable position of N(Q, ρ), then N(Qa, ρqm) is
obtained from N(Q, ρ) by flipping m. Similarly, if 1 is a flippable position of P(Q, ρ),
then P(Q`, q1ρ) is obtained from P(Q, ρ) by flipping 1 and shifting to the left.
Proof. Although the formulation is simpler for the negative greedy facets, the proof
is simpler for the positive ones (due to the direction chosen in the definition of the
root function). Assume that 1 is a flippable position of P(Q, ρ). Let J ∈ F(Q, ρ)
and j ∈ J be such that P(Q, ρ)r 1 = J r j. Consider the facet J← of SC(Q`, q1ρ)
EL-LABELINGS AND CANONICAL SPANNING TREES FOR SUBWORD COMPLEXES 19
2378912379
3478913479
34678
34568
23678
23568
13467
12367
13456
12356 2 21
6
5
6
5
6
5
6
5
Figure 9. The positive source tree P(Qex, ρex).
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Figure 10. The positive sink tree P∗(Qex, ρex).
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Figure 11. The negative source tree N (Qex, ρex).
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Figure 12. The negative sink tree N ∗(Qex, ρex).
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obtained shifting J to the left. Proposition 3.9(5) enables us to compute the root
function r(J, ·) for J , which in turn gives us the root function for J←:
r(J←, k) =
{
r(P(Q, ρ), k + 1) if 1 ≤ k ≤ j − 1,
q1(r(P(Q, ρ), k + 1)) otherwise.
Since all positions i ∈ P(Q, ρ) such that r(P(Q, ρ), i) = αq1 are located before j, and
since αq1 is the only positive root sent to a negative root by the simple reflection q1,
all roots r(J←, k), for k ∈ J←, are positive. Consequently, J← = P(Q`, q1ρ).
We obtain the result for negative facets using the reversal operation of Re-
mark 3.5. 
Example 4.16. Consider the subword complex SC(Qex, ρex) of Example 3.2. Since
position 9 is flippable in N(Qex, ρex) = {3, 4, 7, 8, 9}, we have N(Qexa , ρexτ1) =
{3, 4, 6, 7, 8}. Moreover, since position 1 is flippable in P(Qex, ρex) = {1, 2, 3, 5, 6},
we have P(Qex` , τ2ρ
ex) = {2, 3, 5, 6, 8}← = {1, 2, 4, 5, 7}.
Using Proposition 4.15, we can describe inductively the two trees P(Q, ρ) and
N ∗(Q, ρ). The induction follows the induction formulas for the facets F(Q, ρ)
presented in Section 3.3. For a tree T whose vertices are subsets of Z and for an
element z ∈ Z, we denote by T ? z = z ? T the tree with a vertex X ∪ z for each
vertex X of T and an edge X ∪ z Y ∪ z for each edge X Y of T . Similarly, we
will denote by T → the tree with a vertex X→ := {x+ 1 | x ∈ X} for each vertex X
of T and an edge X→ Y→ for each edge X Y of T .
We start with the inductive description of the negative sink tree N ∗(Q, ρ), which
is based on the right induction formula. For the empty word ε, the tree N ∗(ε, e) is
formed by the unique facet ∅ of SC(ε, e), and the tree N ∗(ε, ρ) is empty if ρ 6= e.
Otherwise, N ∗(Q, ρ) is obtained as follows.
Proposition 4.17. For a non-empty word Q, the tree N ∗(Q, ρ) equals
(i) N ∗(Qa, ρqm) if m appears in none of the facets of SC(Q, ρ);
(ii) N ∗(Qa, ρ) ?m if m appears in all the facets of SC(Q, ρ);
(iii) the disjoint union of N ∗(Qa, ρqm) and N ∗(Qa, ρ) ?m, with an additional edge
from N(Qa, ρqm) to N(Q, ρ) = N(Qa, ρ) ∪m, otherwise.
Proof. Assume that m is contained in at least one and not all facets of SC(Q, ρ). In
other words, m is a flippable position of N(Q, ρ). Let I = I1 · · · I`+1 = N(Q, ρ)
be any n-rising path from an arbitrary facet I ∈ F(Q, ρ) to N(Q, ρ). If the label m
appears in this path, then it should clearly appear last. By Proposition 4.15, we
have therefore I` = N(Qa, ρqm), and I = I1 · · · I` = N(Qa, ρqm) is also an
n-rising path from I to N(Qa, ρqm) in the increasing flip graph G(Qa, ρqm). Other-
wise, if the label m does not appear in the path, then m is contained in all facets
of this path, and (I rm) = (I1 rm) · · · (I`+1 rm) = N(Qa, ρ) is an n-rising
path from Irm to N(Qa, ρ) in the increasing flip graph G(Qa, ρ). This corresponds
precisely to the description of (iii). The proofs of (i) and (ii) are similar and left
to the reader. 
We now give the inductive description of the positive source tree P(Q, ρ), which
is based on the left induction formula. For the empty word ε, the tree P(ε, e) is
formed by the unique facet ∅ of SC(ε, e), and the tree P(ε, ρ) is empty if ρ 6= e.
Otherwise, P(Q, ρ) is obtained as follows.
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Proposition 4.18. For a non-empty word Q, the tree P(Q, ρ) equals
(i) P(Q`, q1ρ)→ if 1 appears in none of the facets of SC(Q, ρ);
(ii) 1 ?P(Q`, ρ)→ if 1 appears in all the facets of SC(Q, ρ);
(iii) the disjoint union of P(Q`, q1ρ)→ and 1 ?P(Q`, ρ)→, with an additional edge
from P(Q, ρ) = 1 ∪ P(Q`, ρ)→ to P(Q`, q1ρ)→, otherwise.
Proof. We can either translate the proof of Proposition 4.17, or directly apply to
Proposition 4.17 the reversal operation of Remark 3.5. 
Note that we do not have a similar inductive description for the positive sink and
negative source trees P∗(Q, ρ) andN (Q, ρ). Let Imax denote the neighbor of N(Q, ρ)
in G(Q, ρ) which maximizes pmax := p(Imax N(Q, ρ)). We can use position pmax
to decompose the positive sink tree P∗(Q, ρ) as the union of a spanning tree of the
graph of increasing flips on its link {I ∈ SC(Q, ρ) | pmax ∈ I} with a spanning tree
of the graph of increasing flips on its deletion {I ∈ SC(Q, ρ) | pmax /∈ I}, together
with the edge Imax N(Q, ρ). However, contrarily to the link of pmax, the deletion
of pmax is not a subword complex in general. This is a serious limit to an inductive
decomposition of the positive sink tree P∗(Q, ρ). The same observation holds for
the negative source tree N (Q, ρ).
We now give a direct characterization of the father of a facet I of SC(Q, ρ) in
the negative sink tree N (Q, ρ). This description can be understood in terms of the
longest greedy prefix of I.
Proposition 4.19. Let I 6= N(Q, ρ) be a facet of SC(Q, ρ). Define y = y(I) to be
the smallest position in [m] such that
I ∩ [y] 6= N(q1 · · · qy,ΠQ[y]rI),
and x = x(I) to be the smallest position in I such that r(I, x) = r(I, y). Then
the father of the facet I in the negative sink tree N ∗(Q, ρ) is obtained from I by
flipping x.
Proof. Let x(I) and y(I) be the positions defined in the statement of the proposi-
tion. Denote by J the father of I in the negative sink tree N ∗(Q, ρ), and let x¯(I)
and y¯(I) be such that I r x¯(I) = J r y¯(I). We want to prove that x(I) = x¯(I) and
y(I) = y¯(I) for any facet I 6= N(Q, ρ) of SC(Q, ρ).
We first prove that y(I) = y¯(I) for any facet I of SC(Q, ρ) by induction on the
negative sink tree. For this, set y(N(Q, ρ)) = y¯(N(Q, ρ)) = m + 1. Consider an
arbitrary facet I 6= N(Q, ρ) and its father J in N ∗(Q, ρ). In particular, we have
I r x¯(I) = J r y¯(I) with x¯(I) < y¯(I) < y¯(J). The first inequality holds since the
flip I J is increasing, and the second holds since the unique path from I to N(Q, ρ)
in N ∗(Q, ρ) is n-rising. We want to prove that y(I) = y¯(I), assuming by induction
that y(J) = y¯(J). First, since y¯(I) < y¯(J) = y(J) and ΠQ[y¯(I)]rJ = ΠQ[y¯(I)]rI , we
observe that
y¯(I) ∈ J ∩ [y¯(I)] = N(q1 · · · qy¯(I),ΠQ[y¯(I)]rJ) = N(q1 · · · qy¯(I),ΠQ[y¯(I)]rI).
Since y¯(I) /∈ I ∩ [y¯(I)], this implies that y(I) ≤ y¯(I). Second, the negative greedy
flip property of Proposition 4.15 ensures that
I ∩ [y¯(I)− 1] = N(q1 · · · qy¯(I)−1,ΠQ[y¯(I)−1]rI)
since it is obtained from J ∩ [y¯(I)] = N(q1 · · · qy¯(I),ΠQ[y¯(I)]rJ) by flipping y¯(I).
Thus, we obtain that y(I) > y¯(I)− 1. This concludes the proof that y(I) = y¯(I).
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Finally, since Ir x¯(I) = Jr y¯(I) = Jry(I), we know that r(I, x¯(I)) = r(I, y(J))
by Proposition 3.9(3). Moreover, it has to be the smallest position in I with this
property since otherwise y(J) would be smaller than y(I). 
Finally, we give a similar direct characterization of the father of a facet I
of SC(Q, ρ) in the positive source tree P(Q, ρ). This description can be under-
stood in terms of the longest greedy suffix of I.
Proposition 4.20. Let I 6= P(Q, ρ) be a facet of SC(Q, ρ). Define y = y(I) to be
the largest position in [m] such that
{i− y | i ∈ I r [y]} 6= P(qy+1 · · · qm,ΠQ[y+1,m]rI),
and x = x(I) to be the largest position in I such that r(I, x) = −r(I, y). Then
the father of the facet I in the positive sink tree P∗(Q, ρ) is obtained from I by
flipping x.
Proof. We can either translate the proof of Proposition 4.19, or directly apply to
Proposition 4.19 the reversal operation of Remark 3.5. 
4.4. Greedy flip algorithm. The initial motivation of this paper was to find
efficient algorithms for the exhaustive generation of the set F(Q, ρ) of facets of the
subword complex SC(Q, ρ). For the evaluation of the time and space complexity of
the different enumeration algorithms, we consider as parameters the rank n of the
Coxeter group W and the size m of the word Q. Neither of these two parameters
can be considered to be constant a priori. For example, if we want to generate all
triangulations of a convex (n + 3)-gon (see Example 3.4), we consider a subword
complex with a group W of rank n and with a word Q of size n(n+ 3)/2.
The properties of the subword complex described in Sections 3.3 and 3.4 al-
ready provide two immediate enumeration algorithms. First, the inductive struc-
ture of F(Q, ρ) yields an inductive algorithm whose running time per facet is poly-
nomial. More precisely, since all subword complexes which appear in the different
cases of the right induction formula of Section 3.3 are non-empty, and since the
tests ρ 6≺ Qa and `(ρqm) > `(ρ) can be performed in O(mn) time, the running time
per facet of this inductive algorithm is in O(m2n).
The second option is an exploration of the flip graph G(Q, ρ). This flip graph
is connected by Theorem 3.6, and it has degree bounded by m − `(ρ). We can
thus generate F(Q, ρ) exploring the flip graph, and we need O(m− `(ρ)) flips per
facet for this exploration. By Proposition 3.9, we can perform flips in the subword
complex SC(Q, ρ) in O(mn) time if we store and update the facets of F(Q, ρ)
together with their root functions (note that this storage requires O(mn) space).
We thus obtain again a running time of O(m2n) per facet. The problem of a naive
exploration of the flip graph is that we need to store all facets of F(Q, ρ) during
the algorithm, which may require an exponential working space. This happens for
example if we want to generate the 1n+2
(
2n+2
n+1
)
triangulations of a convex (n+3)-gon
(see Example 3.4).
Using the canonical spanning trees constructed in this paper, we can bypass this
difficulty: we avoid to store all visited facets while preserving the same running time.
The greedy flip algorithm generates all facets of the subword complex SC(Q, ρ) by a
EL-LABELINGS AND CANONICAL SPANNING TREES FOR SUBWORD COMPLEXES 23
Figure 13. Comparison of the running times of the inductive al-
gorithm and the greedy flip algorithm to generate the k-cluster
complex of type An. On the left, k is fixed at 1 while n increases;
on the right, n is fixed at 3 while k increases. The time is presented
in millisecond per facet.
depth first search procedure on one2 of the four canonical spanning trees described
in Section 4.3. The preorder traversal of the tree also provides an iterator on the
facets of SC(Q, ρ). Given a facet I ∈ F(Q, ρ), we can indeed compute its next
element in the preorder traversal of the spanning tree, provided we know its root
function (plus the path from I to the root in the tree if we work with either P(Q, ρ)
or N ∗(Q, ρ)). These data can be updated at each step of the algorithm, using
Proposition 3.9 for the root function.
We now bound the time and space complexity of the greedy flip algorithm. First,
its working space is in O(mn) since we only need to remember during the algorithm
the current facet, together with its root function (plus its path to the root in the
tree if we work with either P(Q, ρ) or N ∗(Q, ρ)). Concerning running time, each
facet needs at most m flips to generate all its children in the spanning tree. Since
a flip can be performed in O(mn) time (by Proposition 3.9), the running time per
facet of the greedy flip algorithm is still in O(m2n).
We have implemented the greedy flip algorithm using the mathematical software
Sage [S+12] as part of a project3 on implementing subword complexes. We have
seen that these two algorithms for generating facets have the same theoretical com-
plexity, namely O(m2n) per facet. To compare their experimental running time,
we have constructed the k-cluster complex of type An for increasing values of k
and n. Its facets correspond to the k-triangulations of the (n + 2k + 1)-gon (see
Example 3.4 and [CLS11] for the definition of multicluster complexes in any finite
type). The rank of the group is n, while the length of the word is kn +
(
n
2
)
. Fig-
ure 13 presents the running time per facet for both enumeration algorithms in two
situations: on the left, k is fixed at 1 while n increases; on the right, n is fixed at 3
while k increases. The greedy flip algorithm is better than the inductive algorithm
2As observed by M. Pocchiola, searching on the positive sink tree or on the negative source
tree improves the working space of the algorithm. This issue is relevant for the enumeration of
pseudotriangulations and will be discussed in a forthcoming paper of his.
3The ongoing work on this patch can be found at http://trac.sagemath.org/sage_trac/
ticket/11010.
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in the first situation, and worse in the second. We observe a similar behavior for the
computation of k-cluster complexes of types Bn and Dn. In general, the inductive
algorithm is experimentally faster when the Coxeter group is fixed, but slower when
the size of the Coxeter group increases.
Remark 4.21. Our algorithm is similar to that of [BKPS06] for pointed trian-
gulations and that of [PP12] for primitive sorting networks. More precisely, the
algorithms of [BKPS06] and [PP12] are both depth first search procedures on the
positive source tree of particular subword complexes: subword complexes modeling
pointed pseudotriangulations for [BKPS06] (see Example 3.4), and type A spherical
subword complexes for [PP12].
5. Further combinatorial properties of the EL-labelings
In this section, we discuss some implications of the EL-labelings of the increasing
flip graph presented in Section 4.1. These results concern combinatorial properties
of the increasing flip poset Γ(Q, ρ), defined as the transitive closure of the increasing
flip graph G(Q, ρ). The key requirement for the validity of these results is that the
increasing flip graph G(Q, ρ) coincides with the Hasse diagram of the increasing
flip poset Γ(Q, ρ) (see the discussion in the beginning of Section 2.2). We first
characterize and study the subword complexes which fulfill this property.
5.1. Double root free subword complexes. We say that the subword com-
plex SC(Q, ρ) has a double root if there is a facet I ∈ SC(Q, ρ) and two distinct
positions i 6= j ∈ [m] both flippable in I such that r(I, i) = r(I, j). Otherwise, we
say that the subword complex SC(Q, ρ) is double root free. In this section, we focus
on double root free subword complexes due to the following characterization.
Proposition 5.1. The subword complex SC(Q, ρ) is double root free if and only if
its increasing flip graph G(Q, ρ) coincides with the Hasse diagram of its increasing
flip poset Γ(Q, ρ).
Proof. Assume that SC(Q, ρ) has a double root. Let i 6= j ∈ [m] be both flippable
in I, and let k ∈ [m]r I be such that r(I, i) = r(I, j) = ±r(I, k) so that both i and j
flip to k. Then the flip graph G(Q, ρ) contains a triangle formed by the facets I,
I4{i, k}, and I4{j, k} (where A4B := (A ∪ B)r (A ∩ B) denotes the symmetric
difference of two sets A and B). Since a Hasse diagram cannot contain a triangle,
the Hasse diagram of the increasing flip poset Γ(Q, ρ) is only a strict subgraph of
the increasing flip graph G(Q, ρ).
Assume reciprocally that the Hasse diagram of the increasing flip poset Γ(Q, ρ) is
a strict subgraph of the increasing flip graph G(Q, ρ). Let I J be an oriented edge
in G(Q, ρ) which is not an edge in the Hasse diagram of Γ(Q, ρ). Let i ∈ I and j ∈ J
be such that Ir i = J r j (thus i < j), and consider a path I = I1 · · · I`+1 = J
of increasing flips which prevents the edge I J to be in the Hasse diagram
of Γ(Q, ρ) (in particular, ` > 1). Let p1 > . . . > p` be the decreasing reordering
of the set
{
p(I1 I2), . . . , p(I` I`+1)
}
of positive edge labels along this path, and
let n1, . . . , n` be the corresponding negative edge labels. That is to say, when we
flip pk out of a certain facet in this path, we obtain nk in the next facet of the path.
Since I and J differ only in positions i and j with i < j, and all flips are increasing,
no position smaller than i can be flipped. Thus, we obtain that p` = i, and by a
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similar argument that n1 = j. Applying the same argument to the other positions
that are flipped along the path, in increasing or in decreasing order, moreover gives
i = p` < n` = p`−1 < · · · < n2 = p1 < n1 = j.
Proposition 3.9 thus ensures that all roots r(I, p1), . . . , r(I, p`) coincide and are equal
to r(I, n1), and that we moreover have pk = p(Ik Ik+1) and nk = n(Ik Ik+1).
Since ` > 1, this completes the proof. 
The intervals in the increasing flip graph of a double root free subword complex
have the following property. We will see in Remark 5.6 that this property, as well
as its corollaries below, does not hold for subword complexes with double roots.
Proposition 5.2. Let I and J be two facets of a double root free subword com-
plex SC(Q, ρ). Then the intersection I ∩ J is contained in all facets of the inter-
val [I, J ] in the increasing flip graph G(Q, ρ).
We extract the crucial part of the proof of this proposition in the following
lemma.
Lemma 5.3. Let I0 I1 · · · I`+1 be a path in the increasing flip graph G(Q, ρ)
with pk := p(Ik Ik+1) and such that p0 = max{p0, . . . , p`}. Then, starting from I0,
it is possible to skip the first flip at position p0, and directly successively flip po-
sitions p1, p2, . . . , p`. If I0 = I
′
1 I
′
2 · · · I ′`+1 is the corresponding path for
which p(I ′k, I
′
k+1) = pk for all k ∈ [`], we moreover have that r(I ′k, p) = r(Ik, p) for
any position p ≤ p0 and any k ∈ [`+ 1].
Proof. The proof is based on the observation that flips are described using the root
function, and that flipping out i and flipping in j only affects the roots located
between positions i and j, see Proposition 3.9. Remember that a position p in a
facet I is increasingly flippable if and only if the root r(I, p) is contained in the
inversion set of ρ, compare Propositions 3.9(2) and 3.9(4).
We prove the statement by induction on k. Namely, we prove that
(i) r(I ′1, p) = r(I1, p) for all positions p ≤ p0, and that
(ii) for any k ∈ [`], if r(I ′k, p) = r(Ik, p) for all positions p ≤ p0, then the posi-
tion pk is increasingly flippable in I
′
k and r(I
′
k+1, p) = r(Ik+1, p) for all posi-
tions p ≤ p0.
To prove (i), observe that the flip I0 I1 does not affect roots located to the left
of position p0, so we have r(I
′
1, p) = r(I0, p) = r(I1, p) for any position p ≤ p0.
To prove (ii), we assume that r(I ′k, p) = r(Ik, p) for all positions p ≤ p0. In
particular, r(I ′k, pk) = r(Ik, pk) because pk ≤ p0. Since pk is increasingly flip-
pable in Ik, this root is in the inversion set of ρ, and therefore, pk is also increas-
ingly flippable in I ′k. Here, we used twice Propositions 3.9(2) and 3.9(4). Define
now nk := n(Ik Ik+1) and n
′
k
:= n(I ′k I
′
k+1). If nk ≤ p0, then
r(I ′k, pk) = r(Ik, pk) = r(Ik, nk) = r(I
′
k, nk),
and thus nk = n
′
k. Here, we used twice Proposition 3.9(3). Similarly, if n
′
k ≤ p0,
then nk = n
′
k. We therefore obtain that either both nk and n
′
k are located to the
right of p0, or nk = n
′
k. In both cases, we know that pk < p ≤ nk if and only
if pk < p ≤ n′k for any position p ≤ p0. Since r(I ′k, p) = r(Ik, p), we thus obtain
that r(I ′k+1, p) = r(Ik+1, p) by Proposition 3.9(5). 
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Proof of Proposition 5.2. Let I = I0 I1 · · · I` I`+1 = J be a path from I
to J in the increasing flip graph G(Q, ρ). For 0 ≤ k ≤ `, define pk := p(Ik Ik+1)
and nk := n(Ik Ik+1). In other words, pk ∈ Ik, nk ∈ Ik+1 and Ik r pk = Ik+1 r nk.
We assume by means of contradiction that there is a position in I ∩ J flipped
out during the flip path which is flipped back later in the path. Up to shortening
the path, we can assume without loss of generality that this position is flipped
out during the first flip I0 I1 and flipped back in during the last flip I` I`+1,
i.e. p0 = n`. We moreover assume that our path is a minimal length path which
flips back in a position already flipped out.
Under these assumptions, we prove that
(i) p0 = max{p0, . . . , p`},
(ii) starting from facet I, we can successively flip positions p1, p2, . . . , p`−1 (just
skipping the first and the last flips at positions p0 and p`), and
(iii) the facet J ′ obtained after these flips has a double root at positions p0 and p`.
To prove (i), assume that the index m ∈ [0, `] such that pm = max{p0, . . . , p`}
is different from 0. Note that 0 < m < ` since p` < n` = p0. Consider the path of
flips
I = I0 · · · Im = I ′m I ′m+1 · · · I ′`
defined by p(Ik, Ik+1) = pk for k < m and p(I
′
k, I
′
k+1) = pk+1 for k ≥ m. In other
words, starting from I, we flip positions p0, . . . , pm−1, pm+1, . . . , p`, skipping the flip
at position pm. According to Lemma 5.3, all flips in the path I
′
m I
′
m+1 · · · I ′`
are admissible since pk ≤ pm for all k ≥ m, and we have
r(I ′`−1, p`) = r(I`, p`) = r(I`, p0) = r(I
′
`−1, p0).
Therefore, we flip back position p0 in facet I
′
`, thus contradicting the length mini-
mality of the path I = I0 I1 · · · I` I`+1 = J .
We now prove (ii) and (iii). By (i), the path I = I0 I1 · · · I` I`+1 = J satisfies
the hypothesis of Lemma 5.3. We therefore obtain directly (ii). Let J ′ denote the
facet of F(Q, ρ) obtained after flipping successively p1, p2, . . . , p`−1 starting from I.
We moreover obtain
r(J ′, p`) = r(I`, p`) = r(I`, p0) = r(J ′, p0),
where the first and last equalities are ensured by Lemma 5.3, while the middle
one holds by Proposition 3.9(3) since we flip position p` to position n` = p0 in
facet I`. Since the facet J
′ contains both p0 and p`, it has a double root, thus
proving (iii). 
The following theorem is now a direct consequence of Proposition 5.2.
Theorem 5.4. There is at most one p-falling (resp. n-falling) path between any
two facets I and J of a double root free subword complex SC(Q, ρ). If it exists, its
length is given by |I r J | = |J r I|.
Proof. Let I = I1 · · · I`+1 = J be a p-falling path from I to J in the increasing
flip graph G(Q, ρ), and define pk := p(Ik Ik+1) and nk := n(Ik Ik+1). For k < k′,
we then have nk 6= pk′ (because the flips are increasing and the path is p-falling)
and pk 6= nk′ (otherwise, the position pk = nk′ would be flipped out and flipped back
in during the path, thus contradicting Proposition 5.2). This implies that pk ∈ IrJ
and nk ∈ J r I for all k ∈ [`]. Therefore pk is the kth largest position of I r J
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and ` = |I r J | = |J r I|. This uniquely determines the p-falling path from I to J .
The proof is similar for the n-falling path (see also Proposition 4.6). 
Corollary 5.5. Let I and J be two facets of a double root free subword complex
such that I J . The unique p-rising (resp. n-rising) path from I to J has maximal
length among all path from I to J . Moreover, if there is a p-falling (resp. n-falling)
path from I to J , it has minimal length.
Proof. Consider a maximal length path from I to J . According to the proof of
Theorem 4.2, we can modify this path to obtain the unique p-rising path from I
to J . In the situation of a double root free subword complex, this procedure does
not decrease the length of the path, since the first distinguished case in the proof
of Lemma 4.4 cannot occur. This proves the result for the p-rising path. For the
p-falling path, this follows directly from Theorem 5.4. The proof is similar for the
negative edge labeling n. 
Remark 5.6. Note that the conclusions of Proposition 5.2, Theorem 5.4, and
Corollary 5.5 do indeed not hold if SC(Q, ρ) has double roots. Whenever one has
a double root, one can reduce the situation to type A1 with generator s for the
word Q = sss and the element ρ = s, using Proposition 3.11 (one might actually
get that the word Q contains more than three letters, but the argument stays the
same). In this case, the increasing flip graph G(Q, ρ) consists of the two paths
{1, 2} 2 {1, 3} 1 {2, 3} and {1, 2} 1 {2, 3},
where the numbers on the edges are their positive edge labels. First, {1, 3} lies
in the interval [{1, 2}, {2, 3}] of the increasing flip graph G(Q, ρ), but does not
contain {1, 2}∩{2, 3} = {2}, thus contradicting Proposition 5.2. Second, both paths
are p-falling, contradicting the conclusions of Theorem 5.4. Third, the second path
is p-rising and shorter than the first p-falling path, contradicting the conclusions of
Corollary 5.5.
Corollary 5.7. The Mo¨bius function on the increasing flip poset Γ(Q, ρ) of a double
root free subword complex SC(Q, ρ) is given by
µ(I, J) =
{
(−1)|JrI| if there is a p-falling (resp. n-falling) path from I to J ,
0 otherwise.
Proof. This is a direct consequence of Propositions 2.3 and 4.6 and Theorem 5.4. 
By this corollary, we can compute the Mo¨bius function of an interval [I, J ] of
the increasing flip poset as soon as we can decide whether or not there is a p-falling
path from I to J . According to Proposition 4.12, there is always a p-falling path
from the positive greedy facet to the negative greedy facet of a spherical subword
complex. We therefore obtain the value of the Mo¨bius function on the increasing
flip poset Γ(Q, ρ) of a spherical double root free subword complex.
Corollary 5.8. In a spherical double root free subword complex SC(Q, ρ), we have
µ
(
P(Q, ρ),N(Q, ρ)
)
= (−1)|Q|−`(ρ).
Observe again that this result fails if we drop the condition that SC(Q, ρ) is
spherical. The subword complex SC(Qex, ρex) of Example 3.2 and the subword
complex SC(τ1τ2τ1τ2, τ1τ2) provide counter-examples.
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5.2. Two relevant examples. We finish this section by two relevant families of
examples of double root free subword complexes, to which the above results can be
applied.
5.2.1. Cambrian lattices. We start with recalling background on sortable elements
in Coxeter groups and Cambrian lattices. Those were introduced by N. Reading
in [Rea04, Rea06, Rea07a, Rea07b], originally to connect finite type cluster com-
plexes to noncrossing partitions. Fix a Coxeter element c of W , and a reduced
expression c of c. That is to say, c is a word on S where each simple reflection
appears precisely once. For w ∈ W , we denote by w(c) the c-sorting word of w,
i.e. the lexicographically first (as a sequence of positions) reduced subword of c∞
for w. Moreover, this word can be written as w(c) = cK1cK2 · · · cKp , where cK
denotes the subword of c only taking the simple reflections in K ⊂ S into account.
The element w is then called c-sortable if K1 ⊇ K2 ⊇ · · · ⊇ Kp. Observe that the
property of being c-sortable does not depend on the particular reduced expression c
of the Coxeter element c. We denote by Sortc(W ) the set of c-sortable elements
in W . The order induced by the weak order on W turns Sortc(W ) into a lattice,
the Cambrian lattice for the Coxeter element c [Rea07b].
It was observed in [Rea07a, Remark 2.1] that Cambrian lattices are naturally
equipped with a search-tree structure. The c-sorting tree T (c) has an edge between
two c-sortable elements w and w′ if the c-sorting word for w is obtained from the one
for w′ by deleting the last letter. See Example 5.9 and Figure 14. Observe that the
c-sorting tree really depends on the particular choice for the reduced expression c,
and not only on the Coxeter element c.
In their recent work [KM12], M. Kallipoliti and H. Mu¨hle define an EL-labeling
of the Cambrian lattice Sortc(W ) as follows. They label a cover relation w w
′
of Sortc(W ) by the first position within c
∞ which is used in the c-sorting word
for w′ but not in the c-sorting word for w. They observed in [KM12, Remark 3.5]
that the spanning tree formed by all rising paths from the source e to any other c-
sortable element coincides with the c-sorting tree mentioned above. See Example 5.9
and Figure 14. They moreover use this EL-labeling to derive results on Mo¨bius
functions of Cambrian lattices [KM12, Theorems 4.1, 4.2, and 4.3].
Example 5.9. Let W = S4 and c = τ1τ2τ3. The c-sortable elements, the Hasse
diagram of the Cambrian lattice, the EL-labeling of [KM12], and the c-sorting tree
are represented in Figure 14. We write 12 .1 instead of τ1τ2.τ1 to simplify the
picture (the dots mark the separation between the blocks cKi).
We now recall that Cambrian lattices can be seen as increasing flip posets. This
interpretation was presented in [PS11, Sections 6.3.2 and 6.4], based on previous
connections between c-sortable elements and c-clusters [Rea07b], and between c-
clusters and facets of the subword complex [CLS11].
Let w◦(c) denote the c-sorting word for the longest element w◦ ∈W . To simplify
notations, we write SC(c) for the subword complex SC(cw◦(c), w◦). Similarly, we
denote by F(c) its facets, by G(c) its increasing flip graph, by Γ(c) its increasing flip
poset, and by P(c) its positive source tree. Following [PS11, Section 5.1], we define
a map κ : W → F(c) by sending an element w ∈W to the unique facet κ(w) whose
root configuration R(κ(w)) is contained in w(Φ+). For the subword complex SC(c),
it turns out that the fibers of this map are intervals, and that their minimal elements
are precisely the c-sortable elements. This gives the following proposition.
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1
1
5
2
3
3
2
2
3
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1
7
1
5
4
4
4
1
123.12.1
23.2
123.12
123.1
23
123.2
123
12.1
12
2
133
1e
Figure 14. The (τ1τ2τ3)-sorting tree is the spanning tree corre-
sponding to an EL-labeling of the (τ1τ2τ3)-Cambrian lattice.
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3
2
2
3
2
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1
7
1
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4
4
4
1
123
689678
469
189
567
178
357
137
345
249129
234123
Figure 15. The positive edge labeling p of G(τ1τ2τ3), and the
positive source tree P(τ1τ2τ3).
Proposition 5.10 ([PS11, Corollary 6.31]). The map associating to a facet I the
unique (weak order) minimal element in κ−1(I), is a poset isomorphism between
the increasing flip poset and the Cambrian lattice.
Through this isomorphism, we can transfer the results discussed in this paper
to Cambrian lattices. We thus also obtain natural EL-labelings and spanning trees
for Cambrian lattices.
Example 5.11. Let W = S4 and c = τ1τ2τ3. The facets of SC(c), the Hasse dia-
gram of Γ(c), the positive edge labeling p of G(c), and the positive source tree P(c)
are represented in Figure 15. Compare to Figure 14.
To finish, we want to observe that the positive edge labeling differs from the EL-
labeling of [KM12] and that the positive source tree P(c) differs4 from the c-sorting
tree T (c). This is illustrated in the following (minimal) example.
Example 5.12 (Positive source tree 6= Coxeter-sorting tree). Consider the Coxeter
group W = S5 and the Coxeter element c = τ4τ2τ3τ1. In this situation, the four
facets of SC(c) given by
F1 = {1, 8, 9, 11}, F2 = {1, 9, 11, 14}, F3 = {1, 8, 11, 13}, F4 = {1, 11, 13, 14},
4The contrary was stated in a previous version of this paper. We thank an anonymous referee
for pointing out this mistake.
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F4 = {1,11,13,14}
9
8
F3 = {1,8,11,13}
9
F2 = {1,9,11,14}
8
F1 = {1,8,9,11} w4 = 231.231
7
8
w3 = 231.23
7
w2 = 231.21
8
w1 = 231.2
Figure 16. The positive source tree T (c) differs from the c-sorting tree.
are respectively sent by the isomorphism of Proposition 5.10 to the c-sortable ele-
ments
w1 = τ2τ3τ1.τ2, w2 = τ2τ3τ1.τ2τ1, w3 = τ2τ3τ1.τ2τ3, w4 = τ2τ3τ1.τ2τ3τ1.
The facets F1, F2, F3, F4 (resp. the c-sortable elements w1, w2, w3, w4) form a square
within the increasing flip poset (resp. within the Cambrian lattice). Figure 16
represents the two EL-labelings and their corresponding spanning trees restricted
to these squares. The positive source tree P(c) contains all edges of this square
except F3 F4, while the c-sorting tree T (c) contains all edges of this square
except w2 w4.
5.2.2. Duplicated words. Let ρ := ρ1 · · · ρζ be a reduced expression of an element ρ
of W . For k ∈ [ζ], we define a root αk := ρ1 · · · ρk−1(αρk). Note that the roots
α1, . . . , αζ are pairwise distinct and positive. They are the roots of the inversion
set of ρ.
Let X be an arbitrary subset of χ := |X| positions of [ζ]. We denote by Qdup
the word on S with ζ + χ letters which is obtained by duplicating the letters
of ρ := ρ1 · · · ρζ at positions in X. To be more precise, define k• := k + |X ∩ [k − 1]|
for k ∈ [ζ]. Observe that [ζ + χ] = {k• | k ∈ [ζ]} unionsq {x• + 1 | x ∈ X}. Then, we
set Qdup := q1 · · · qζ+χ, where qk• := ρk for k ∈ [ζ] and qx•+1 := ρx for x ∈ X.
For k ∈ [ζ], the position k• is the new position in Qdup of the kth letter of ρ, and
for x ∈ X, the position x• + 1 is the new position in Qdup of the duplicated xth
letter of ρ.
For any x ∈ X, the pair {x•, x• + 1} of duplicated positions intersects any facet
of SC(Qdup, ρ), otherwise the expression would not be reduced. It follows that any
facet of SC(Qdup, ρ) contains precisely one element of each pair {x•, x• + 1} of du-
plicated positions and no other position. Therefore, the facets of SC(Qdup, ρ) are
precisely the sets Iε := {x• + εx | x ∈ X} where ε := (ε1, . . . , εχ) ∈ {0, 1}X . More-
over, the roots of the facet Iε of SC(Qdup, ρ) are given by r(Iε, k•) = αk for k ∈ [ζ]
and r(Iε, x
• + 1) = (−1)εxαx for x ∈ X. Thus, the subword complex SC(Qdup, ρ)
is double root free, since the roots α1, . . . , αζ are pairwise distinct.
The subword complex SC(Qdup, ρ) is the boundary complex of the χ-dimensional
cross polytope. In particular, the graph of increasing flips G(Qdup, ρ) is the directed
1-skeleton χ of a χ-dimensional cube, and the increasing flip poset Γ(Qdup, ρ) is
a boolean poset.
The positive greedy facet P(Qdup, ρ) is the facet I0, while the negative greedy
facet N(Qdup, ρ) is the facet I1. The positive and negative edge labelings p and n
of SC(Qdup, ρ) are essentially the same as the edge labeling λ of χ presented in
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Example 2.2. More precisely, for any edge ε ε′ of χ, we have
ψ ◦ λ(ε ε′) = p(Iε Iε′) = n(Iε Iε′)− 1,
where ψ : [χ] → {x• | x ∈ X} is such that ψ(1) < ψ(2) < · · · < ψ(χ). Since
p(·) = n(·)− 1, the positive and negative source trees P(Qdup, ρ) and N (Qdup, ρ)
coincide. Similarly the positive and negative sink trees P∗(Qdup, ρ) andN ∗(Qdup, ρ)
coincide as well. Moreover, the map ε 7→ Iε defines a graph isomorphism from the
λ-source tree of χ to the source trees P(Qdup, ρ) = N ∗(Qdup, ρ), and from the
λ-sink tree of χ to the sink trees P∗(Qdup, ρ) = N ∗(Qdup, ρ). See Example 2.2
and Figure 1.
Finally, the Mo¨bius function on the increasing flip poset Γ(Qdup, ρ) is given by
µ(Iε, Iε′) =
{
(−1)δ(ε,ε′) if ε ε′,
0 otherwise,
where δ denotes the Hamming distance on the vertices of the cube. See Example 2.4.
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