A mixed quantum-classical formulation of nonadiabatic molecular processes is outlined. Based on a recently introduced mapping formalism ͓Stock and Thoss, Phys. Rev. Lett. 78, 578 ͑1997͔͒, the formulation employs a quantum-mechanically exact mapping of discrete electronic states onto continuous variables, thus describing the dynamics of both electronic and nuclear degrees of freedom by continuous variables. It is shown that the classical evaluation of the mapping formalism results in a self-consistent description of electronic and nuclear degrees of freedom, which treats both types of dynamical variables in a completely equivalent way. The applicability of the approach is thus solely determined by the validity of the classical approximation and does not rest on additional assumptions such as the ad hoc combination of classical and quantum-mechanical theories. The observation of unrestricted flow of zero-point energy in the electronic degrees of freedom indicates the limits of the classical approximation. However, it is shown that this problem can virtually be removed by restricting the classically accessible phase-space. Adopting a multidimensional model of the internal-conversion process in the benzene cation, it is demonstrated that the classical mapping approach is able to account for the branching of classical trajectories in the presence of multiple surface crossings. The classical simulations are found to match the exact quantum-mechanical reference calculations quite accurately. The virtues and limitations of various mixed quantum-classical descriptions are discussed by comparing the mapping approach to the classical-path, the classical electron-analog, and the surface-hopping formulation, respectively.
I. INTRODUCTION
In many areas of chemical physics, classical and semiclassical methods represent a powerful tool for the description of molecular dynamics. A classical description is wellestablished in cases where both the system under consideration and the observable to be calculated have an obvious classical analog. It is less clear, however, how one can incorporate discrete quantum-mechanical degrees of freedom ͑DoF͒ which do not possess an obvious classical counterpart into a classical theory. For example, to account for nonadiabatic dynamics such as internal-conversion and electron-transfer processes, one obviously has to go beyond the simple picture of running trajectories on a single BornOppenheimer potential-energy surface ͑PES͒.
A formal solution to this problem was given by Pechukas, who showed that the path-integral formalism provides a dynamically consistent formulation of the coupling of quantal and classical degrees of freedom.
1 Employing a stationary-phase evaluation of the path integral, he showed that the classical particles move in a nonlocal force field generated by the quantum particles, thus reflecting the nonlocal nature of the quantum system. As discussed by Miller and George, 2 the approach furthermore requires the propagation of complex-valued trajectories, because in this theory electronic transition correspond to classical forbidden processes.
3 Pechukas' theory is conceptionally illuminating and is ''semiclassically exact'' in the sense that it requires only the basic semiclassical Van-Vleck-Gutzwiller approximation 4 to the quantum propagator. However, the computational value of this and related semiclassical formulations has so far been rather limited.
More approximate but also more practical methods are mixed quantum-classical ͑MQC͒ schemes, 5-25 most notably the ''classical-path'' approach 5-14 and the ''surfacehopping'' approach. [15] [16] [17] [18] [19] [20] [21] These methods share the concept that the ''quantum'' particles ͑e.g., the electrons͒ are represented by a wave-function description, while the ''classical'' particles ͑e.g., the nuclei͒ are represented by a trajectory description. They differ in the way the quantum-mechanical and classical subsystems are coupled to each other. In the classical-path approach, the effective force on the classical trajectory is given through a mean potential that is averaged over the quantum DoF. In the surface-hopping approach, the coupling of quantum and classical DoF is realized via instantaneous hops between coupled PESs, while the trajectories always propagate on a single adiabatic surface.
Although MQC methods have successfully been used in many areas of physics, there are specific problems associated with the ad hoc combination of classical and quantummechanical theories. These shortcomings can be rationalized by studying the approximations involved and have also become apparent in numerical studies. For example, recent surface-hopping studies on photoinduced relaxation dynamics in bound-state systems have shown that classically forbidden electronic transitions play an important role in the description of internal-conversion processes. 21 Since for practical reasons standard surface-hopping methods are restricted to real-valued trajectories, classically forbidden transitions are not accounted for. As a consequence, it is not possible to fulfill Tully's ''fewest switches'' criterion, 17 that is, the distribution of trajectories on the individual PESs should directly reflect the probability distribution of the corresponding electronic coefficients. The applicability of classical-path methods, on the other hand, has been discussed within WKB theory 6 and has also been investigated in terms of a semiclassical time-dependent self-consistent-field ͑TDSCF͒ ansatz. 14 In cases where the coupled PESs differ significantly in energy and shape, the mean-field approximation has been found to underestimate the overall vibronic coupling.
14 This flaw of the method can to some extend be compensated by the introduction of ''dynamical corrections'' such as the ''detailed-balance'' correction of Billing 26 or the ''Langer-like modifications'' of Meyer and Miller. 9 However, the much-debated question remains to what extent a mean-field theory is appropriate to calculate the branching of trajectories at surface crossings.
The discussion above reflects the need for a formulation that consistently combines classical and quantum mechanics. Like in Pechukas' theory, the quantum-mechanical evaluation should be exact and the semiclassical evaluation should require no other approximation than the basic semiclassical approximation to the quantum propagator. Unlike to Pechukas' theory, however, the formulation should be practical. On a semiclassical level, this means that the Van-Vleck propagator can be evaluated with an initial-value representation [27] [28] [29] [30] [31] without complications due to nonlocal potentials or complex trajectories. On a purely classical level, this means that the observables of interest are evaluated with standard quasiclassical sampling techniques, 32 yet providing a consistent treatment of quantum and classical DoF.
With this end in mind, recently a ''mapping approach'' to the semiclassical description of nonadiabatic dynamics has been proposed. 33 In this formulation the problem of the classical treatment of discrete quantum DoF is bypassed by transforming the discrete quantum variables to continuous variables. Consider, for example, a molecular model system comprising N el electronic states and N vib vibrational modes. The basic idea is to ͑i͒ map the N el discrete DoF onto N el continuous DoF and ͑ii͒ solve the resulting dynamical problem of N el ϩN vib continuous DoF employing standard semiclassical or classical methodology. Since the mapping formalism is quantum-mechanically exact, the approach allows us-without any further approximations-to extend wellestablished techniques of classical trajectory calculations to nonadiabatic problems on coupled PESs.
The semiclassical evaluation of the mapping formalism thus appears to fulfill all requirement outlined above. It is semiclassically exact, does not require complex trajectories or the evaluation of nonlocal potentials, and can ͑but need not͒ be used in combination with a standard initial-value method. First test calculations obtained for a simple spinboson model 33 as well as for various one-dimensional scattering problems 34 have shown that the thus obtained semiclassical wave function excellently reproduces the exact quantum-mechanical results. As with all semiclassical descriptions of multidimensional systems, however, the occurrence of classical chaotic dynamics renders the calculation of the semiclassical wave function a serious numerical problem. Keeping in mind the description of complex molecular systems, one therefore has to resort to the much simpler ''quasiclassical'' implementation of the theory. The main goal of this paper therefore is to investigate to what extent the appealing features of the mapping approach are retained by a simple quasiclassical evaluation.
In Sec. II the general concept of the mapping formalism is outlined and its semiclassical and quasiclassical evaluation is introduced. We furthermore compare the classical limit of the mapping formalism to the classical-path model and the ''classical electron-analog'' model of Meyer and Miller. 9 Adopting a multidimensional model of the internalconversion process in the benzene cation, 35, 36 Sec. III presents detailed numerical studies, thus comparing various classical simulations to exact quantum-mechanical reference calculations.
II. THEORETICAL FORMULATION

A. Mapping formalism
Let us consider a N-level system described by the Hamiltonian
͑2.1͒
The goal is to change from the discrete representation employed in Eq. ͑2.1͒ to a continuous representation. There are several ways to do so, most of them are based on the representation of spin operators by boson operators. 37 Wellknown examples of such mappings are the HolsteinPrimakoff transformation, 38 which represents a spin system by a single nonlinear boson DoF, and Schwinger's theory of angular momentum, 39 which represents a spin system by two independent boson DoF.
As has been shown in Ref. 33 , a general N-state system can be mapped on N continuous DoF, which are described by the harmonic-oscillator creation and annihilation operators a n ,a m † with commutation relations ͓a n ,a m † ͔ϭ␦ n,m and basis states ͉n 1 ,...,n N ͘. The mapping relations for the operators and basis states are given by
͑2.3͒
According to Eq. ͑2.2͒, the Hamiltonian ͑2.1͒ in the ''oscillator representation'' reads
h nm a n † a m .
͑2.4͒
It is easy to show that the mapping of the operators ͑2.2͒ preserves the commutation relations and leads to the exact identity of the electronic matrix elements of the propagator (បϵ1)
As is stated by Eq. ͑2.5͒, the Hamiltonians ͑2.1͒ and ͑2.4͒ are fully equivalent when used as generators of quantum-mechanical time evolution. It is noted that the mapping ͑2.2͒ only represents an identity if it is restricted to the oscillator subspace with a single excitation ͓Eq. ͑2.3͔͒.Inthe quantum-mechanical formulation, this feature does not cause any problems, since it is clear from Eq. ͑2.4͒ that the system will always remain in this subspace. As discussed below, however, this virtue generally does not apply for the classical counterpart of the Hamiltonian ͑2.4͒. We note in passing that in the case of a two-level system, the formalism is equivalent to Schwinger's theory of angular momentum. 39 To apply the above formalism to vibronically coupled polyatomic systems, we identify the ͉ n ͘ with electronic states and the h nm with operators of the nuclear dynamics. Hereby, the adiabatic as well as a diabatic electronic representation may be employed. 40 In the adiabatic representation, we have
where W n denotes the adiabatic Born-Oppenheimer PESs, T is the kinetic energy, and ⌳ represents the non-BornOppenheimer operator. In a diabatic representation, we obtain
where V nm represent the elements of the diabatic potential matrix. The adiabatic representation is unique and is often advantageous for the interpretation of nonadiabatic relaxation processes. On the other hand, transitions between diabatic electronic states are important for the interpretation of spectroscopic data. 41 This is because in the vicinity of a surface crossing the electronic dipole transition operator is only smooth in the diabatic representation.
As is clear from the derivation above, the mapping can be employed to any electronic representation under consideration. To be specific, in the following we refer to the diabatic electronic representation. Introducing furthermore the electronic variables X n ϭ(a n † ϩa n )/ͱ2, P n ϭi(a n † Ϫa n )/ͱ2, the molecular Hamiltonian in the diabatic oscillator representation can be written as
where h 0 (x,p)ϭT(p)Ϫ 1 2 ͚ n V nn (x) and we have assumed that V nm ϭV nm † . For the discussion below it is instructive to introduce the electronic occupation operator
thus yielding the final form of the mapping Hamiltonian
͑2.10͒
The Hamiltonian ͑2.10͒ describes a general vibronically coupled molecular system, whereby both electronic and nuclear DoF are represented by continuous variables. Contrary to Eq. ͑2.1͒, the quantum-mechanical system described by Eq. ͑2.10͒ therefore has a well-defined classical analog, which was the goal to be achieved.
B. Quantum dynamics
Let us consider the quantum-mechanical equations of motion iẏ k (t)ϭ͓y k (t),H͔ for the Heisenberg operators y k ϭX n , P n ,x j ,p j (nϭ1...N el , jϭ1...N vib ). For the nuclear DoF we obtain
where we have assumed that the kinetic energy is given by Tϭ ͚ j p j 2 /2m j . Note that in the absence of vibronic coupling ͑i.e., V nm ϭ0, N n ϭ␦ n,1 ) Eq. ͑2.11͒ reduces to the standard expression ṗ j ϭϪ‫ץ‬V/‫ץ‬x j .
The equations of motion for the electronic DoF can be written as
The electronic dynamics may alternatively be recast in terms of the occupation operator
Since the expectation value of N n corresponds to the timedependent population probability ͗N n ͘ t of the diabatic electronic state ͉ n ͘, it is clear that ͚ n Ṅ n ϭ0, which simply states that the total electronic population is conserved. We note in passing that the population probability ͗N n ͘ t is directly proportional to the energy content ͗ 1 2 V nn (X n 2 ϩP n 2 )͘ of the corresponding electronic oscillator.
Expressions ͑2.11͒-͑2.13͒ are exact operator equations which describe the time evolution of a vibronically coupled molecular system. Although the above formalism is completely equivalent to the standard formulation ͑2.1͒, the representation of a nonadiabatic problem in terms of continuous variables offers a different point of view. First, it is illustrative to rewrite Eq. ͑2.11͒ for the simple case of an electronic two-state system with a constant diabatic coupling V 12 . Taking furthermore the quantum-mechanical average, we obtain
͑2.14͒
It is seen that the mean force F j ϭ͗ṗ j ͘ acting on a classical ''particle'' that propagates on coupled PESs can be expressed as a sum of forces associated with the individual surfaces V n , which are ''weighted'' by the corresponding electronic occupation operator N n . This finding is interesting, because it elucidates an obvious connection between the exact Eq. ͑2.14͒ and the corresponding approximate expres-sion ͑2.22͒ of the self-consistent classical-path approach, where classical trajectories propagate in an averaged potential.
Furthermore it is noted that within the mapping formalism nonadiabatic relaxation dynamics can be thought of as energy transfer from electronic to nuclear ''oscillators.'' This is seen most clearly in Eqs. ͑2.11͒ and ͑2.13͒, where the occupation operator N k accounts for the energy transfer between the electronic and nuclear DoF as well as among the electronic DoF, respectively. The mapping approach therefore allows us to understand the intricate concept of vibrational motion on several coupled PESs in a simple and physically appealing way.
C. Classical dynamics
The transition from quantum to classical mechanics can be performed by changing from the Heisenberg operators obeying Heisenberg's equations to the corresponding classical functions obeying Hamilton's equations
where now H denotes the classical Hamiltonian function corresponding to the Hamiltonian operator ͑2.10͒. In addition to the equations of motion one needs to specify a procedure to evaluate the observables of interest. This can be done either by a semiclassical or a quasiclassical treatment.
In a time-dependent semiclassical description, the wave function ⌿(q,t) of the system is expressed in terms of the coordinate-dependent propagator K t (q,qЈ), whereby the propagator is evaluated within the semiclassical Van-VleckGutzwiller approximation 4 ⌿͑q,t ͒ϭ ͵ dqЈ K t ͑q,qЈ͒ ⌿͑qЈ,0͒,
͑2.17͒
Here the sum runs over all trajectories that start from point qЈ at time 0 and end up at point q at time t, S t is the classical action along such a trajectory, and the monodromy matrix elements ‫ץ‬q/‫ץ‬pЈ account for the dependency of the trajectory q(t) with respect to its initial momentum pЈ. The calculation of the semiclassical wave function therefore amounts to the solution of a boundary-value problem, that is, to find all trajectories that contribute to the sum in Eq. ͑2.17͒.
To circumvent this cumbersome procedure, one may rewrite the propagator as an initial-value problem. [27] [28] [29] [30] [31] This way the semiclassical wave function is given as a phase-space integral over initial conditions, which is amenable to a MonteCarlo evaluation.
Since the mapping Hamiltonian ͑2.10͒ has a well-defined classical analog, the semiclassical evaluation of general nonadiabatic problems is in principle a straightforward matter. Using a Herman-Kluk-type representation of the propagator, 28 the semiclassical mapping calculation has been shown to quantitatively describe the wave function of a simple spin-boson model. 33 As is well known, however, the occurrence of classical chaotic dynamics renders the semiclassical description of many-dimensional systems quite troublesome. In order to describe the dynamics of complex systems with many DoF, one therefore has to resort to a quasiclassical description.
The quasiclassical trajectory approach essentially amounts to a classical description, whereby the quantum nature of the initial state is simulated through a sampling of the quantum-mechanical probability distribution. 32 This means that all semiclassical phase information is disregarded and possible quantum-mechanical interferences between individual classical paths are not accounted for. The expectation value of an observable A is thus simply given by ͗A͘ t ϭ ͵ dq ͵ dp ͑q,p͒ A͑q͑t͒,p͑t͒͒,
͑2.18͒
where represents a phase-space distribution function describing the quantum-mechanical initial state of system, and the quantity A is considered as a function of the classical trajectory ͕q(t),p(t)͖ with initial conditions ͕q,p͖.
In this work, we are primarily interested in the quasiclassical evaluation of the electronic population probability
which is defined as the expectation value of the electronic occupation operator ͑2.9͒. The initial phase-space distribution vib for the nuclear DoF x j and p j may be chosen in a standard manner, e.g., by introducing classical action-angle variables via the transformation p j ϩix j ϭͱ(2n j ϩ1)e iq j and averaging over the initial angles q j while keeping the initial actions n j constant. 32 For example, the action-angle distribution associated with the ground state of a single harmonic oscillator thus is given by vib ϭ␦(n j Ϫ 1 2 ), whereby the factor 1 2 accounts for the zero-point energy of this mode.
To specify the electronic phase-space distribution el , let us assume that the system is initially in the electronic state ͉ n ͘. According to Eq. ͑2.3͒, the electronic state ͉ n ͘ is mapped onto N el harmonic oscillators, whereby the nth oscillator is in its first excited state while the remaining N el Ϫ1 oscillators are in their ground state. The initial electronic distribution el thus factorizes in N el harmonic-oscillator distributions, which may be sampled, for example, from the Wigner distribution. While this is known to work well for the ground state of the harmonic oscillator, the Wigner distribution pertaining to the first excited state may become negative, which can give rise to unphysical results. To avoid this well-known problem, it thus has proven advantageous to again change to classical action-angle variables N n , Q n and assume a constant initial action N n for all trajectories. For a general discussion of initial conditions in classical trajectory calculations see, for example, the review of Raff and Thompson.
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D. Relation to other formulations
The mapping approach outlined above has been designed to furnish a well-defined classical limit to nonadiabatic quantum dynamics. The formalism applies in the same way on the quantum-mechanical, semiclassical, and quasiclassical level, respectively. Most important, no additional assumptions but the standard semiclassical and quasiclassical approximations are needed to get from one level to another. Most of the established MQC methods such as the classicalpath model do invoke additional assumptions. The comparison of the mapping approach to these formulations may therefore ͑i͒ provide insight into the nature of these additional approximation and ͑ii͒ indicate whether the conceptual virtues of the mapping approach may be expected to result in practical advantages.
Self-consistent classical-path model
To motivate the classical-path ansatz, we expand the time-dependent molecular wave function ͉⌿(t)͘ in terms of diabatic electronic basis states
where c n (x,t) denotes the vibrational wave function pertaining to the electronic state ͉ n ͘. Insertion into the timedependent Schrödinger equation yields
.21͒ is still exact. To introduce the classical-path approximation, we assume that the nuclear dynamics of the system can be described by classical trajectories, that is, the position operator x is approximated by its mean value, i.e., the trajectory x(t). Hence the quantum-mechanical operators of the nuclear dynamics ͑e.g., V nm (x)) become classical functions which depend parametrically on x(t). In the same way, the nuclear wave functions c k (x,t) become complexvalued coefficients. As a consequence, the electronic dynamics is evaluated along the classical trajectory x(t) of the nuclei, while the trajectories evolve according to the gradient of the mean value of the electronic energy ṗ ϭϪٌ͗⌿͉H͑x͉͒⌿͘.
͑2.22͒
To make contact to the classical limit of the mapping formalism, we express the complex electronic variables c n in terms of their real and imaginary parts, i.e., c n ϭ(X n ϩiP n )/ͱ2. Let us furthermore introduce the classical-path Hamiltonian function H CP , which may be defined as
͑2.23͒
As first noted by Dirac, the canonical equations of motion for the real variables X n , P n with respect to H CP are completely equivalent to Schrödinger's equation ͑2.21͒ for the complex variables c n . 42 Moreover, it is clear that the time evolution of the nuclear DoF ͓Eq. ͑2.22͔͒ can also be written as Hamilton's equations with respect to H CP . Similarly to the equations of motion for the mapping formalism ͓Eqs. ͑2.15͒ and ͑2.16͔͒, the classical-path equations of motion for both electronic and nuclear DoF can thus be written in canonical form.
There is, however, an important conceptional difference between the two approaches. On the quasiclassical level, this difference simply manifests itself in the initial conditions chosen for the electronic DoF. Let us consider an electronic two-level system which is initially assumed to be in the electronic state ͉ 1 ͘. In the classical-path formulation, the initial conditions are ͉c 1 (0)͉ϭ1, ͉c 2 (0)͉ϭ0. Changing to actionangle variables, the electronic initial distribution in ͑2.19͒ thus is given by el ϭ␦(N 1 Ϫ1)␦(N 2 ). In the mapping formalism, on the other hand, the initial electronic state ͉ 1 ͘ is represented by the first oscillator being in its first excited state and second oscillator being in its ground state ͓cf. Eq. ͑2.3͔͒. This corresponds to the electronic action-angle initial distribution el ϭ␦(N 1 Ϫ 3 2 )␦(N 2 Ϫ 1 2 ), stating that, just like the nuclear DoF, the electronic DoF hold zero-point energy.
Since the two-level system to be described, of course, does not hold zero-point energy, the zero-point energy 1 2 (V 11 ϩV 22 ) of the two oscillators needs to be subtracted from the Hamiltonian. In fact, comparing the corresponding Hamiltonian functions H ͓Eq. ͑2.10͔͒ and H CP ͓Eq. ͑2.23͔͒,i ti s found that
thus assuring that the total energy is the same in both formulations.
What is the origin for the difference between the two formulations? In addition to the classical approximation for the nuclear DoF, the classical-path formulation constitutes an ad hoc ansatz to couple the classical and quantum DoF. This ansatz is not unique; the surface-hopping scheme, for example, represents an alternative ansatz. In the mapping approach, on the other hand, we perform a quantummechanically exact transformation and subsequently employ the classical approximation to the complete system. As explained above, this results in harmonic-oscillator initial conditions and in the zero-point energy correction ͑2.24͒, which originates from nonvanishing commutators ͓X n , P n ͔ϭiប.
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As a consequence, the classical limit of the mapping formalism accounts for the dynamics of both quantum and classical DoF in a completely equivalent way, while the classical-path method treats electronic and nuclear DoF differently with respect to their initial conditions ͑quantum-like initial conditions for the electronic DoF, quasiclassical initial conditions for the nuclear DoF͒. As shown in Section III D, this seemingly minor aspect may in fact completely determine the outcome of the classical modeling of nonadiabatic dynamics.
Classical electron-analog model
The general idea of a equivalent classical treatment of electronic and nuclear DoF was anticipated in various ''classical models of electronic DoF'' due to McCurdy, Meyer and Miller. 8, 9 Exploiting various quantum-classical analogies, they constructed classical-path-like Hamiltonian functions, thus accounting for the dynamics of electrons and nuclei in a classical manner. The most successful version, sometimes referred to as ''classical electron-analog'' ͑CEA͒ model, is based on a classical-path ansatz of the Hamiltonian function, and has been employed to several test problems including nonadiabatic collision processes 43 and bound-state electronic relaxation dynamics. 44, 45 In an extension to existing classical-path formulations, the CEA model suggest a semiclassical treatment of the dynamics within classical S-matrix theory. 3 Since there exists a close connection of this formulation and the classical limit of the mapping approach, it is instructive to elucidate the common and diverse features of the two formulations. As discussed above, the mapping approach is an exact quantum-mechanical theory with a well-defined semiclassical and classical limit, whereby no additional assumptions except for the standard semiclassical and classical approximations are needed. As a consequence, the theory uniquely determines the semiclassical propagator as well as the associated boundary ͑or initial͒ conditions. 46 The CEA model, on the other hand, is based on a classical-path ansatz of the Hamiltonian function similar to ͑2.23͒, which subsequently has been ''requantized'' in order to obtain a semiclassical formulation. 9 Starting out with an approximate classical ͑rather than an exact quantum-mechanical͒ formulation, there are two interrelated problems: ͑i͒ The nature of the approximations involved is difficult to specify and ͑ii͒ the formulation is not unique, for example the theory does not determine the boundary ͑or initial͒ conditions of the semiclassical propagator.
Two examples may illustrate these issues. Starting with a classical formulation, the CEA Hamiltonian function does not include the above mentioned zero-point energy term in the Hamiltonian stemming from the commutators ͓X n , P n ͔. In order to achieve meaningful semiclassical quantization conditions, ''Langer-like modifications'' were subsequently invoked to the off-diagonal elements of the Hamiltonian function, which result in a similar effect as the initial zeropoint energy excitation in the electronic DoF. Within the CEA model, however, the origin as well as the value of these modifications are difficult to justify, and have thus given rise to some discussion. 14, 43 Furthermore, the CEA model is not semiclassically exact and gives approximate results even for a two-level system. 9 As has been discussed in Ref. 34 , the original CEA model 9 has to be augmented by two features to be equivalent to the semiclassical limit of the mapping approach: A change from electronic action-angle variables N n ,Q n to Cartesian variables X n , P n 48 and the use of harmonic-oscillator initial conditions ͓Eq. ͑2.3͔͒ in connection with the appropriate zero-point energy correction in the Hamiltonian. A comprehensive discussion of the connection between various mapping theories and the models of Meyer and Miller will be given elsewhere.
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III. COMPUTATIONAL STUDIES
A. Model system
Recently, an ab initio-based model of the ultrafast C →B→X internal-conversion process in the benzene cation ͑Bz ϩ ) has been proposed by Köppel, Domcke, and Cederbaum. 35, 36 The diabatic potential matrix elements ͑2.7͒ of the Hamiltonian have been approximated by a quadratic Taylor expansion in normal coordinates of the electronic ground state of neutral benzene. The resulting model system has been shown to give rise to multidimensional conical intersections of the corresponding adiabatic PESs. Taking into account the five most important vibrational modes ( 1 , 4 , 6 , 8 , and 17 in Wilson numbering͒ and ignoring the degeneracy of the X and B electronic states as well as of the modes 6 , 8 , 17 ,K ö ppel has performed exact timedependent quantum wave-packet propagations including five vibrational modes. 36 He showed that the initially excited C state decays irreversibly into the X state within Ϸ 250 fs.
In the following, we adopt this model as a prototype of a molecular system undergoing nonadiabatic relaxation dynamics and compare our classical simulations to the quantum calculations of Ref. 36 . To simulate the optical excitation of the system by an ultrashort laser pulse, 41 it has been assumed that the system is initially in the vibrational ground state of neutral benzene shifted up vertically to the C PES. For a general discussion of vibronic-coupling systems and the associated nonadiabatic relaxation dynamics, see, for example, Refs. 40 and 41.
B. Dynamics of the two-state problem
It is instructive to first focus on the initial C →B internal-conversion process, thereby neglecting the subsequent B→X decay ͑i.e., V BX ϭ0). For the resulting electronic two-state problem, Fig. 1 shows the time evolution of the electronic population probability ͓cf. Eq. ͑2.9͔͒ of the initially excited electronic C state. As discussed above, the internal-conversion dynamics can be described in the diabatic ͓Fig. 1͑a͔͒ as well as in the adiabatic ͓Fig. 1͑b͔͒ representation. Let us first consider the quantum-mechanical results which are drawn as thick lines. The diabatic electronic population ͗N C ͘ t exhibits an ultrafast initial decay which is followed by pronounced recurrences of the electronic population, thus reflecting the coherent wave-packet motion in the strongly-coupled vibrational mode 1 . 36 The adiabatic elec- Figure 1 compares the results of the classical simulations ͑thin lines͒ to the exact quantum-mechanical wave-packet propagation ͑thick lines͒. The classical simulations have been performed employing three different initial conditions associated with the classical-path model ͑i.e., no ZPE in the electronic DoF͒, the mapping formalism ͑i.e., with ZPE in the electronic DoF͒, and an intermediate case to be discussed below. Although all classical calculations qualitatively match the quantum results, there are significant differences. In particular, the classical-path results are seen to underestimate the electronic relaxation as well as the vibronic beating, while the mapping-formalism results exaggerate the overall damping, thus resulting in a too small long-time limit of the electronic population. Although the overall agreement might seem satisfactory for a simple classical description, it is noted that the population probabilities obtained by the mapping approach are not restricted to the interval ͓0,1͔, e.g., the adiabatic population assumes negative values for large times.
To understand this somewhat surprising artifact of the classical calculation, we recall that, due to Eq. ͑2.9͒, the population probability of the electronic state ͉ n ͘ is directly proportional to the mean energy content ͗ 1 2 V nn (X n 2 ϩP n 2 )͘ of the corresponding electronic oscillator. The explanation for the failure of the classical calculation is thus given by the well-known zero-point energy ͑ZPE͒ problem of classical mechanics. 49 In quantum mechanics, each oscillator mode must hold an amount of energy that is larger or equal to the ZPE of this mode. In a classical trajectory calculation, on the other hand, energy can flow among the modes without this restriction. Although it is clear that one initially needs to include ZPE in order to simulate the quantum nature of the initial state, 32 the unrestricted energy flow in classical calculations may give rise to unphysical behavior. It is noted that the ZPE problem is particularly serious in the case of the mapping formalism. This is because the electronic oscillators are constrained to the ground and first excited state ͓cf. Eq. ͑2.2͔͒, therefore representing a hard challenge for a classical description.
C. Adjustment of electronic zero-point energy flow
Numerous approaches have been proposed to circumvent the ZPE problem. 49 There are a variety of ''active'' methods ͓i.e., the flow of ZPE is controlled and ͑if necessary͒ manipulated during the course of individual trajectories͔ and several ''passive'' methods which, for example, discard trajectories not satisfying predefined criteria. However, most of these techniques share the problem that they manipulate individual trajectories, whereas the conservation of ZPE should correspond to a virtue of the ensemble average of trajectories. In a recent paper we have proposed an alternative approach to cope with the ZPE problem, which refers to the behavior of the ensemble rather than to behavior of individual trajectories. 50 The method exploits the connection between the flow of ZPE and the classically accessible phase space, as has also been discussed by Schlier and co-workers. 51 To introduce the general idea, let us consider the number of quantum states N(E) at energy E of the vibronic-coupling model system ͑2.10͒. As is well known, N(E) can be approximated through the calculation of the classical phasespace volume enclosed by the energy shell, i.e.,
where ⌰ represents the Heaviside step function and f denotes the number of DoF of the system under consideration.
In general, the level number N(E) ͑the derivative of which is the level density͒ significantly determines the relaxation dynamics of a system. Thus, it may be expected that the quality of the classical modeling of relaxation dynamics is reflected in the validity of the classical approximation ͑3.1͒.
To illustrate this point for the two-state four-mode model of Bz ϩ adopted above, Fig. 2 compares the quantummechanically calculated number of states N Q (E) ͑thick line͒ to various classical approximations ͑thin lines͒. To calculate N Q (E)ϭ ͚ n ⌰(EϪE n ), the eigenvalues E n have been ob- tained with the Lanczos algorithm. 52 The classical approximation N C (E) is readily evaluated, since the integrations in Eq. ͑3.1͒ can partially be performed analytically for the model system under consideration. The energy scale in Fig. 2 has been chosen such that Eϭ0 corresponds to the first vibronic level in the B state of the cation. Due to the logarithmic scaling, it is easy to see the steps in the quantum result N Q (E) for low energies. As is expected, the number of states N Q (E) increases relatively slowly until EϷ0.6 eV, which corresponds to the excitation energy of the C state. For higher energies, both vibronically coupled electronic states are accessible, which results in a rapid increase of the level density.
In analogy to Fig. 1, Fig. 2 shows three classical calculations of N(E) which correspond to the mapping formalism ͑i.e., with ZPE in the electronic DoF͒, the classical-path model ͑i.e., no ZPE in the electronic DoF͒, and an intermediate case to be discussed below. While the classical-path model yields too low level numbers ͑dashed-dotted line͒, the classical mapping calculation ͑dashed line͒ is seen to overestimate the quantum result N Q (E). In the classical limit, that is, for high energies and thus high quantum numbers, the relative derivation (N C ϪN Q )/N Q approaches zero in all cases. As is explained below, the purely classical approximation ͑3.1͒ actually should overestimate the quantum result N Q (E). The fact that the classical-path result underestimates N Q (E) therefore leads to the conclusion that the classicalpath model does not represent a correct classical analogon for the vibronically coupled system under consideration.
To explain why the simple phase-space integration in ͑3.1͒ in general leads to too large level numbers, let us again consider the evaluation of observables in the semiclassical ͑2.17͒ and quasiclassical ͑2.18͒ formulation. Due to the boundary condition to be fulfilled in the semiclassical VanVleck-Gutzwiller propagator ͑2.17͒, only a part of the accessible phase-space volume may be approached. As a consequence, it is assured ͑to first order in ប) that observables calculated via the semiclassical wave function obey the uncertainty relations and also conserve the ZPE in each DoF. This argument, however, does not apply to the quasiclassical evaluation ͑2.18͒ which simply sums up all trajectories emerging from the initial conditions chosen. Since the classical approximation ͑3.1͒ essentially represents an integration over the entire classically accessible phase space, it is clear that the resulting level number N C (E) generally represents an upper bound to the corresponding semiclassical and quantum-mechanical results. 53 As indicated by the discussion above, the classically accessible phase space has to be restricted if one wishes to approximatively introduce quantum-mechanical features such as the conservation of ZPE into a quasiclassical calculation. This conclusion is reached independently when considering quantum corrections 54 to the classical approximation N C (E). At the simplest level of the theory, these corrections can be shown to amount to a reduction of the ZPE included in the classical calculation, which in turn results in a reduction of the classically accessible phase-space. 50 Figure 2 illustrates this effect for the vibronically coupled system, showing that the mapping result for N(E) including only 60% of the ZPE ͑thin line͒ reproduces the quantum result fairly well.
As explained above, the reason for this excursion has been the assumption that there is a close connection between the validity of the classical approximation N C (E) and the quality of a classical modeling of relaxation dynamics. In fact, it has been found for all systems under consideration that the ZPE problem vanishes, if the initially included ZPE is chosen such that N C (E)ϷN Q (E).
50 This is demonstrated in Fig. 1 , where the thin full lines show the classical calculation of the electronic population probabilities including only 60% of the full ZPE in the electronic DoF. The ZPEadjusted mapping calculations are seen to reproduce the quantum reference calculations quite accurately. In particular, both the diabatic and the adiabatic population probabilities remain within ͓0,1͔.
As discussed in Ref. 50 , the simple procedure of adjusting the ZPE appears to work quite generally: The ''best'' value of ZPE included for the static quantity N C (E) is also the best value for the dynamical calculations. Note that the thus determined reduction of ZPE reflects to what extent the quantum physics to be described overstresses the classical approximation. In the case of a two-state problem it has been found that typically about half of the ZPE is required to fulfill the above criterion. The classical mapping description of a N-state (Nӷ2) system, however, may require a further reduction of the ZPE, because in this case the ZPE of all N DoF may ''pool'' into a single electronic DoF. 50 The connection of ZPE excitation and relaxation dynamics obtained by classical trajectory calculations has also been discussed in the context of intramolecular vibrational-energy redistribution in benzene. 55 It is important to note that the proposed procedure also suggest a way to adjust the ZPE in cases where there is no quantum calculation. Since for large times and low temperature every nondegenerate multidimensional quantum system is expected to decay completely in its adiabatic ground state, the ZPE is adjusted such that the long-time limit of the adiabatic excited-state population is zero. Note that the adiabatic electronic DoF may be viewed as electronic instantaneous normal modes of the system. The conservation of ZPE in the adiabatic oscillators is therefore essential.
To conclude this subsection, it has been found that the unphysical flow of ZPE in classical trajectory calculations can be removed by adjusting the initially included ZPE in such a way that N C (E)ϷN Q (E). This is important for the quasiclassical evaluation of the mapping approach, because here the ZPE problem may manifest itself in negative population probabilities. The ZPE-adjusted mapping calculations are in good agreement with the exact quantum results. Finally it is noted, that single-trajectory studies demonstrate that most of the ZPE-corrected individual trajectories nevertheless violate the conservation of ZPE. Thus it may be concluded that methods which manipulate or discard individual trajectories cannot reproduce the observed relaxation dynamics of the ensemble average.
D. Dynamics of the three-state problem
In the previous section we have established the importance of initial ZPE excitation in a MQC calculation in order to account for the level-density as well as for the relaxation behavior of a quantum system. In the case of the two-state problem discussed above, the relative deviations of the electronic populations ( P QM ϪP Cl )/P QM are found to be of the order of one. The effect of initial ZPE excitation, however, turns out to be much more substantial in the case of a multistate problem. To illustrate this point, Fig. 3 shows quantum and classical calculations for the above introduced three-state model of Bz ϩ . Allowing for internal conversion of the system into the electronic X state of the cation, the quantummechanical calculation shown in panel ͑a͒ reveals that after 300 fs about 65% of the electronic population has decayed into the electronic ground state. 36 It is interesting to compare the quantum calculation to the classical results obtained by the standard classical-path method ͑d͒ and the mapping method with ͑b͒ and without ͑c͒ ZPE correction. While the uncorrected results again exaggerate the overall relaxation, the corrected mapping results including 60% of the ZPE reproduce the quantum reference almost quantitatively. With regard to the above discussion it is interesting to note that the ZPE adjustment chosen assures that the adiabatic population probabilities remain within ͓0,1͔ and at the same time also yields the best agreement with the quantum diabatic populations. The classical-path calculation, on the other hand, is seen to only catch the initial C →B decay, but essentially fails to reproduce the internal conversion into the electronic X state.
The explanation for this serious failure of the classicalpath ansatz is again provided by considering the vibronic level densities associated with the individual classical approximations. Since in the three-state problem the initial excitation of the electronic C state results in a total energy of Ϸ 2.7 eV, it is clear that the corresponding level densities are considerably higher than in the case of the two-state system. In particular, it is found that the classical-path result N CP (E) at Eϭ2.7 eV is about a factor of 50 smaller than the ZPEcorrected mapping results. As a comparison, in the case of the two-state problem considered in Fig. 2 the classical-path result is about a factor of 5 smaller than the quantum result. This finding explains why the classical-path ansatz fails to account for the electronic relaxation dynamics of multi-state problems. Since large molecular systems provide much higher level densities than the simple models studied here, it is clear that the ZPE excitation of the quantum DoF as suggested by the mapping approach is crucial to a successful MQC treatment of molecular dynamics.
IV. CONCLUSIONS
The mapping approach allows us to interpret the intricate concept of vibrational motion on several coupled PESs in a simple and physically appealing way. Due to the transformation defined in Eqs. ͑2.2͒ and ͑2.3͒, the dynamics of discrete electronic states ͉ n ͘ is mapped quantum-mechanically exactly onto the dynamics of harmonic-oscillator states ͉0 1 ...1 n ...0 N ͘. As a consequence, nonadiabatic relaxation dynamics in a molecular system may simply be viewed as the exchange of energy between electronic and nuclear oscillators, whereby the quantum nature of the electronic oscillators manifests itself in the fact that only single excitations ͉0 1 ...1 n ...0 N ͘ may occur.
In this work we have been concerned with the quasiclassical evaluation of the mapping approach, which represents the most important application of the formalism if one is interested in the description of large molecular systems. It has been shown that in the classical limit the mapping formalism results in a self-consistent mean-field description which is similar to the standard classical-path approach. However, unlike to a classical-path formulation, both electronic and nuclear DoF are considered as classical variables and thus are treated in a completely equivalent manner. As an important consequence, the initial conditions of the electronic DoF are sampled from the phase-space distributions of the harmonic-oscillator eigenstates. We have shown that the correct initial ZPE excitation of the electronic DoF has a profound effect on the corresponding electronic relaxation behavior and, as demonstrated in Fig. 3 , may decide whether a classical modeling of nonadiabatic dynamics works or not! We have briefly reviewed the quantum-mechanical and semiclassical dynamics of the mapping formalism. It has been shown that the semiclassical evaluation of the mapping approach provides a consistent formulation of both quantum and classical DoF. This means that the standard Van-VleckGutzwiller evaluation of the quantum-mechanical propagator is the single approximation needed to semiclassically treat nonadiabatic quantum dynamics. In principle, the same holds for the quasiclassical evaluation of the mapping approach: Both quantum and classical DoF are treated in a completely equivalent way by classical mechanics. However, the classical approximation to the dynamics of the mapped quantum DoF may not always be appropriate. In particular, it has been found that the classical formulation suffers from the wellknown ZPE problem, that is, in a classical trajectory calculation the ZPE can flow among vibrational modes without any restriction. While quantum-mechanically the dynamics of the electronic oscillators is restricted to single excitations, the classical oscillators may also assume action variables associated with higher quantum states, thus resulting in spurious values for the corresponding electronic population probabilities.
We have suggested a simple strategy to remove the ZPE problem in the quasiclassical mapping description of nonadiabatic relaxation dynamics. It exploits the connection between the accessible phase space of the classical system and the relaxation dynamics of the quantum system. 50 In particular, it has been shown that the ZPE problem in the classical description of the relaxation dynamics vanishes if the classically accessible phase space is restricted such that the classical approximation of the quantum-level number N C (E)i s equal to the quantum result N Q (E). Unlike to alternative treatments of the ZPE problem which manipulate individual trajectories, the method restricts the phase space of the trajectory ensemble by including only a fraction of the total ZPE into the initial phase-space distribution. For the twostate and three-state models of Bz ϩ it has been shown that the above procedure results in a very good agreement of classical and quantum-mechanical calculations.
It is interesting to note that both the surface-hopping method and the classical mapping approach considered here appear to suffer from related problems. As explained in the Introduction, the surface-hopping description is plagued by classically forbidden electronic transitions, which is tantamount to the fact that a classical description cannot account for tunneling processes. The classical evaluation of the mapping approach, on the other hand, has been found to suffer from the ZPE problem, which is another well-known shortcoming of classical mechanics. Since the underlying classical approximation turns out to be abused in both methods, it is not easy to predict which method will perform better for a given problem.
On the other hand, it is surprising how well these relatively simple MQC methods describe complex nonadiabatic dynamics. Other approximate methods such as the quantummechanical time-dependent Hartree approximation have been found to completely fail to account for the long-time behavior of the electronic dynamics. 56 This is because the standard Hartree ansatz neglects all correlations between the dynamical DoF, whereas the MQC treatment accounts for all dynamical correlation within the classical approximation. In particular, the present work has established that the selfconsistent mapping approach does account for the branching of classical trajectories in the presence of multiple surface crossings. It is clear, however, that this cannot be achieved by a single ''best'' trajectory, but requires an appropriate quasiclassical sampling of the initial phase-space distribution of both quantum and classical DoF.
Finally, it may be stressed that the above described MQC methodology is not restricted to the treatment of vibronic-coupling dynamics occurring on coupled PESs. Rather it may be considered as a general approach to account for the ubiquitous situation in chemical physics that a few dynamical DoF ͑describing, e.g., the motion of electrons or protons͒ require a quantum-mechanical treatment while the dynamics of the remaining DoF is appropriately described by classical mechanics.
