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by
Weihua Cai
Thermal-hydraulic networks are widely used in the heating and cooling of
building complexes, industrial processes, power plants, and in many other applica-
tions. A single pipe with a ﬂow-control valve is a basic unit in a thermal-hydraulic
network, and therefore transient pipe ﬂow due to control-valve actuation is studied
ﬁrst. Diﬀerent analytical approximations are applied to this nonlinear problem,
and of these the homotopy analysis method is shown to be the most promising.
The study is then extended to a simple piping network, for which the mathemat-
ical model is a set of nonlinear diﬀerential-algebraic equations. By constructing a
homotopy deformation of these equations, a dynamical system is obtained which
is more tractable than the original.
The hydrodynamic and thermal interaction between subsystems as the network
goes from one steady state to another is studied experimentally. A step change is
introduced by manually actuating a valve in one loop, which results in temperature
and pressure changes in the other loops. The response time of the temperature
is found to be an order of magnitude higher than that of the ﬂow rate, which
is again an order of magnitude higher than for the pressure diﬀerence. There is
signiﬁcant interaction between the loops, and that it is dependent on the initial
operating condition. The hydrodynamic and thermal responses are found to beWeihua Cai
very diﬀerent. The experimental results are explained using a mathematical model
of the processes.
Self-sustained ﬂow and temperature oscillations occur in thermal-hydraulic
networks with thermostatic control. Experiments are conducted of the synchro-
nization of coupled oscillators set up by the simultaneous action of multiple con-
trollers on diﬀerent secondary loops. Frequency locking, phase synchronization
as well as phase slips are observed to occur due to thermal-hydraulic coupling
between the controllers. A simpliﬁed mathematical model of synchronization in
a system with many thermostatically-controlled oscillators is developed. Each
subsystem is coupled with its neighbors by conductive heat transfer, and they
are arranged in the form of a ring. The properties of the system are discussed,
and numerical simulations are performed. The results show the presence of a rich
array of synchronization dynamics.To my family.
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xxiCHAPTER 1
INTRODUCTION
Thermal-hydraulic networks are piping networks that supply heat, provide
cooling, or generate power to target places by driving ﬂuid through connected
pipes. In general, a thermal-hydraulic network encompasses a heating or cooling
plant, nuclear reactor or other heating sources, piping networks, and pumps or
compressors. There are other components such as reservoirs, valves, heat exchang-
ers, etc., that can be seen in piping networks. These systems are widely used in
heating and cooling of building complexes, industrial processes, power plants, elec-
tronic cooling systems, naval ship platforms, and many others. Thermal-hydraulic
networks possess multiple variables, phases and time scales. All these combined
with the control stability, control strategy and system optimization form complex
systems that make general prediction formidable. Many studies have focused on
the analysis, design, control and optimization of such systems. Some of the most
important are reviewed as follows.
1.1 Modeling and simulations
Common concerns in the study of thermal-hydraulic networks are to model
steady or unsteady single- or two-phase ﬂow networks so that satisfactory sys-
tem performance can be reached. The basic equations are expressed in terms of
1unknown ﬂow rates or unknown pressure diﬀerences. These equations combined
with continuity equations constitute a set of nonlinear equations. A general pre-
diction of the network behavior of thermal-hydraulic networks is impossible, and
numerical simulations of the ﬂow networks are usual.
The analysis of ﬂows and pressure drops in piping networks has been studied
by many researchers and is usually focused on the consideration of steady state
conditions. Thermal-hydraulic networks are usually represented as nodes and
elements. Elements are components such as pipes, valves, heat exchangers or
compressors, while nodes are the end points of the elements. A general approach
to simulation is to implicitly solve the momentum equation at each element and
the continuity and energy equations at each node based on the network laws. Many
algorithms are proposed such as the Hardy-Cross method, Newton-Raphson [1],
and linear theory [2]. A detailed description of these methods is given by [3] and
[4]. In addition to the numerical simulations, approximate solutions using the
perturbation method were also obtained by [5].
The steady state analysis of piping networks, however, is less applicable in
the design of actual piping systems, since the unsteady (transient) state is more
often encountered. The analysis of the unsteady state is much more diﬃcult
than that of the steady state in that the unsteady state is typiﬁed by variables
which are functions of time and space. In contrast, for steady-state analysis, the
variable is only a function of space. Analysis of ﬂuid transients is usually based
on two theories: rigid water-column theory and elastic theory. It is also possible
to combine the rigid water-column and elastic theories to analyze transient ﬂow
in complex piping networks [6].
2The rigid water-column theory is developed under the assumptions of incom-
pressible ﬂuid and inelastic pipe and is useful in estimating transient ﬂow for
situations where changes occur gradually, or pipelines are very short [7]. The
elastic theory, on the other hand, assumes that changing the momentum of the
ﬂuid causes deformations in the pipeline and compression in the ﬂuid. Because a
liquid is not completely incompressible, it can experience density changes. Based
on these assumptions, a wave propagation with ﬁnite velocity will occur. Various
methods of analysis were developed for elastic theory. They range from numer-
ical solutions to approximate approaches wherein the nonlinear friction term in
the momentum equation is linearized. These methods include the method of
characteristics [8] that converts the partial diﬀerential equations into ordinary
diﬀerential equations, implicit methods [9] which use a ﬁnite diﬀerence scheme for
transient ﬂow problems, and perturbation methods [10] that expand the nonlin-
ear friction term in a perturbation series to get the explicit solution. These are
many commercial software codes developed to solve the ﬂow transients with or
without heat transfer in thermal-hydraulic networks such as TRACG, TRACE,
RELAP, RETRAN, Flownet, or AMESim. These codes have been used to sup-
port basic research on single phase or two phase thermal-hydraulics and to design
small and large scale thermal-hydraulic systems. When the scales of the systems
are extremely large, these codes, however, run into diﬃculties and need to make
simpliﬁcation of the topologies of the networks or to couple with approximations
provided by analytical solutions, such as those developed in this work.
31.2 System performance, control and optimization
Since reliable operation of thermal-hydraulic systems is critically dependent on
satisfactory thermal performance, there are many studies focused on the thermal
performance of thermal-hydraulic networks. A common problem in chilled-water
plants, for example, is that the temperature diﬀerential is frequently not at its
design value due to improper thermal loads [11]. Even small changes in piping
arrangements can signiﬁcantly aﬀect the performance of the system preventing it
from achieving optimum operating conditions [12, 13]; some practical solutions
have been suggested to achieve high performance in this case [14–16].
The proper operation of subsystems in thermal-hydraulic networks is vital to
the overall energy eﬃciency and directly aﬀects the performance of the entire
network. Poorly designed subsystems can decrease the temperature diﬀerentials
in chillers [14] which do not work eﬃciently when the network does not perform
at design conditions because of ﬂow and thermal interactions [17]. The supply
and return water temperatures in the circulation network also greatly aﬀect the
primary energy consumption [18]. An important point of concern with thermal-
hydraulic networks is the resulting unbalanced distribution of heat and ﬂow to
the subsystems. Accommodations are sometimes made by valve adjustments [19],
system retroﬁt [19, 20] and resizing of control valves [14] to balance the thermal
and ﬂow distribution.
There also has been a special interest in the control of thermal-hydraulic net-
works [21], among them the use of optimal, adaptive and robust control, devel-
opment of fuzzy logic and neural network control, and application of learning
automata to select alternative control algorithms [17, 22, 23]. Thermostats are
still very common in industrial and building thermal control applications [24, 25].
4Some authors have speciﬁcally looked at the modeling of system behavior due to
thermostats. For example, this has included whole building energy simulations
[26], variable-air-volume air conditioning [27], radiant ﬂoor heating [28], automo-
tive thermostats [29], thermostatically controlled appliances [30], and the energy
performance of coupled-control units [31].
Thermal-hydraulic networks are complex systems that can span a building, a
campus, or even a town. Construction and maintenance of such networks requires
huge investments. In addition, the network characteristics are also largely aﬀected
by hardware locations. From the design perspective, it is necessary to optimize
the location of the hardware performance of the networks to reduce the cost and
improve their eﬃciency. Traditional optimization methods include calculation of
all possible component locations [32], linear [33–35] or nonlinear programming
methods [36]. Another promising recent method is genetic algorithms. These
algorithms do not require linearizing assumptions nor the calculation of partial
derivatives. In addition, their search space is global, rather than local, thus reduc-
ing the tendency to become entrapped in local minima. Because of these charac-
teristics, genetic algorithms are eﬃcient in nonlinear optimization problems and
have obtained considerable popularity. The applications of genetic algorithms in-
clude minimizing networks costs [37–39], estimating network capacity reliability
[40] and optimizing the location of control valves [41], or the combination of some
of these objectives [42].
1.3 Synchronization
In thermal-hydraulic networks, oscillation of ﬂow or temperature may occur
due to instabilities, periodic external disturbances, or change of operating condi-
5tion, among other factors. In addition, feedback control systems, with which we
are also concerned, are an important class of systems that may oscillate. For ex-
ample, thermostatic control of temperature will lead to a self-sustained oscillatory
behavior.
Over the past decades, synchronization in a population of weakly coupled
self-sustained oscillators has attracted wide-spread interest among scientists in
diﬀerent ﬁelds. In 1958, when studying the alpha rhythm of brain waves, Wiener
[43] suggested that “in the brain we have some sort of oscillators, and that these
oscillators in some sense constitute a more accurate oscillator en masse than they
do singly.” Winfree [44], working within the framework of a mean-ﬁeld model,
pointed out that when a certain threshold is crossed, coupled oscillators may be-
gin to synchronize spontaneously. An early theoretical explanation came from
Kuramoto [45], who analyzed a mean-ﬁeld model of a population of phase oscilla-
tors. This model is simple enough to be mathematically tractable and has since
been further explored [46, 47]. Synchronization is now understood to be a ubiq-
uitous phenomenon [48–50], and has been observed and studied in many diﬀerent
kinds of natural and artiﬁcial systems. There are examples in biological [51–55],
chemical [56–58], mechanical [59–62], ﬂuid [63], and electrical [64–66] systems,
among others. Some of the systems exhibit chaos [67–75] or are of fractional order
[76].
1.4 Objectives
Thermal-hydraulic networks are very complex systems that possess many com-
ponents, multiple variables and phases, and diﬀerent time scales. Though the
performance of individual components is fairly well understood, when these com-
6ponents are put together to constitute a complex network, the performance of the
entire network is far diﬀerent from that of its components due to thermal and hy-
drodynamic interaction. What is the network behavior if we put many individual
systems together as a coupled network? Our aim is to answer this question.
Most of the studies presented so far were constrained to the numerical simula-
tion of the network, while very few analytical methods have been developed. Our
ﬁrst work is to propose some analytical methods to study the thermal-hydraulic
networks. The goal is to acquire deeper understanding of the nonlinear characteris-
tics of the network, which is helpful in the design and control of thermal-hydraulic
networks.
As a complement to the analytical study, experimental investigation of the
network behavior are then carried out on a simple yet complex enough thermal-
hydraulic network. Speciﬁcally, the interaction of subsystems under the valve
actuation in one subsystem is studied. Then the collective dynamic behaviors of
the thermostatically controlled subsystems are investigated.
Large-scale thermal systems have many subsystems. Experimental investiga-
tion of the interaction of the subsystems are diﬃcult. Therefore, our ﬁnal work is
extended to the numerical simulation of the interaction of a population of ther-
mostatically controlled thermal systems arranged in a ring. Our goal is to study
the synchronization of the coupled subsystems and ﬁnd approaches to improve
the performance of the entire system.
The objective of this dissertation is presented as a tentative step to understand
the coupled network behavior of thermal-hydraulic networks. The current study
is part of a broader movement towards research on complex systems.
7CHAPTER 2
MATHEMATICAL MODELING
In order to gain a better understanding of thermal-hydaulic networks, mathe-
matical model has to be developed. In the current study, the ﬂuid density and the
diameter of each pipe are assumed constant. The temperature is assumed to be
uniform over the cross section of a pipe and a lumped parameter method is applied
to the heat exchangers. Heat transfer is assumed to take place only at the heat
exchangers. A two-dimensional model is ﬁrst presented for transient pipe ﬂow and
a practical one-dimensional model is discussed as a simpliﬁed model. Particular
emphasis is placed on the comparison of the two models and the evaluation of
friction losses in pipes, including minor losses. Equations for the components in
the network such as valves, pumps and heat exchangers are described.
2.1 Transient ﬂow in a pipe
Flow in a pipe can be viewed as a basic component in piping networks en-
countered in engineering design. A typical diagram is shown schematically in Fig.
2.1, where where D,r and z are the diameter, the radial and axial coordinates,
respectively.
8Figure 2.1. Unsteady ﬂow in a pipe.
2.1.1 2-D model
Assuming that the ﬂow is incompressible, fully developed with only one nonzero
component of velocity in the z direction, the momentum equation is
ρ
∂u
∂t
=
 
r
∂
∂r
 
r
∂u
∂r
 
−
dp
dz
, (2.1)
where t,ρ,u,p and   are time, ﬂuid density, ﬂow velocity, pressure, and dynamic
viscosity of the ﬂuid, respectively. The ﬁrst term is ﬂuid inertia, the second the
viscous term, and the last the driving force.
92.1.2 Laminar solution
In this section, we will follow the steps in [77] and give the laminar solution.
The steady state solution of Eq. (2.1) satisﬁes
0 =
 
r
∂
∂r
 
r
∂u
∂r
 
−
dp
dz
, (2.2)
and the boundary condition
du∞
dr
 
 
 
 
r=0
= 0 . (2.3)
Therefore, the solution is
u∞(r) = −
D2
16 
dp
dz
 
1 −
 
2r
D
 2 
. (2.4)
The development of center-line velocity proﬁle is shown in Fig. 2.2. In the
ﬁgure, um is the averaged center-line velocity deﬁned as
um =
4
πD2
  D/2
0
2πru∞(r)dr = −
D2
32 
dp
dz
. (2.5)
For transient solution, let us ﬁrst deﬁne a perturbation quantity u′ such that
u(r,t) = u
′(r,t) + u∞(r) , (2.6)
where u∞(r) is given in Eq. (2.4). As t → ∞, u′ → 0. Substituting Eqs. (2.4) and
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Figure 2.2. Evolution of center-line velocity.
11(2.6) into Eq. (2.1) gives
ρ
∂u′
∂t
=
 
r
∂
∂r
 
r
∂u′
∂r
 
, (2.7)
with initial condition u′(r,0) = −u∞(r) and boundary conditions
r = 0,
∂u′
∂r
= 0 ,
r =
D
2
, u
′ = 0 .
This is an initial-boundary value problem. With the separation of variables
technique [77], we have
u
′(r,t) =
∞  
n=1
cnJ0
 
λnr
√
ν
 
exp
 
−λ
2
nt
 
, (2.8)
where J0 is the Bessel function of the ﬁrst kind of 0th order, λn are eigenvalues,
ν =  /ρ is the kinematic viscosity, and the coeﬃcients cn are obtained from the
orthogonality property of J0 by
  D/2
0
rJ0
 
λnr
√
ν
 
J0
 
λmr
√
ν
 
= 0 , (2.9)
where n  = m. Applying Eq. (2.9) to initial condition u′(r,0) gives
cn =
−
  D/2
0 ru∞(r)J0
 
λnr √
ν
 
dr
  D/2
0 rJ2
0
 
λnr √
ν
 
dr
. (2.10)
12The mean ﬂow velocity V (t) of the 2-D model for laminar ﬂow is
V (t) =
4
πD2
  D/2
0
2πru(r,t) dr
= −
D2
32ν
dp
dz
+
∞  
n=1
4
√
νcn
Dλn
J1
 
λnD/2
√
ν
 
e
−λ2
nt .
It is noticed that as t → ∞, V∞ = um.
2.1.3 1-D model
In engineering practice, a one-dimensional model is commonly used and is
written as
dQ
dt
+ F(Q) =
πD2
4ρ
∆p
L
, (2.11)
where Q = πD2U/4 is the volume ﬂow rate, U is the mean velocity of the 1-D
model, L is the characteristic length of pipe, and ∆p, deﬁned to be positive in the
ﬂow direction, is the pressure diﬀerence along L. This is accompanied by an initial
condition so that Q(0) = Q0 is known. The function F(Q), commonly taken from
steady-state measurements in rough pipes, can be written in terms of the Fanning
friction factor f, in the form
F(Q) =
2fQ|Q|
πD3 . (2.12)
Since we will be dealing with unidirectional ﬂow, we will dispense with the
absolute value sign and rewrite Eq. (2.12) as
F(Q) =
2fQ2
πD3 . (2.13)
13For laminar ﬂow, Poiseuille’s law is applicable and
f = 64/Re , (2.14)
where the Reynolds number is Re = 4Q/πνD.
The mean ﬂow velocity U from the one-dimensional model for laminar ﬂow
can be obtained by substituting Eq. (2.14) into Eq. (2.13) and its result into Eq.
(2.11) and replacing Q with πD2U/4. Eq. (2.11) now becomes
dU(t)
dt
+
32 
ρD2U(t) =
∆p
ρL
. (2.15)
The solution is
U(t) = U∞
 
1 − e
−t/τ 
, (2.16)
where τ = D2/32ν, U∞ = ∆pD2/32L .
Comparison of the mean velocities V (t) and U(t) is shown in Fig. 2.3. We
deﬁne the time scale of the pipe ﬂow as
τ =
  ∞
0
V − V∞
V0 − V∞
dt . (2.17)
Therefore,
τ1d =
D2
32ν
, (2.18)
τ2d =
∞  
n=1
−4
√
νcnJ1
 
λnD
2
√
ν
 
um,∞λ3
nD
. (2.19)
14The ratio of the time constants is
τ
∗ =
τ2d
τ1d
≈ 1.33 . (2.20)
It is shown that the 1-D model is good enough to predict the dynamics of the ﬂow
in a pipe, which will be used in this work.
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Figure 2.3. Comparison of mean velocities. Solid line is for 1-D modeling
and dash-dot line for 2-D.
152.1.4 Power-law approximation of friction loss
In addition to the form of Eq. (2.14), diﬀerent forms of f are available in the
literature for turbulent ﬂow in pipes [78], such as that proposed by Blasius
f = 0.316 Re
−0.25 (2.21)
for 4,000 < Re < 105. A more widely used implicit expression is that by Colebrook
f = −2.0log
 
ǫr/D
3.7
+
2.51
f1/2Re
 
, (2.22)
where ǫr is the roughness at the wall. A single correlating equation relating pipe
friction loss to Reynolds number and surface roughness for laminar, transitional
and turbulent ﬂow alike is in [79]. As Re → ∞, we see that f → f∞, a constant,
where
f∞ = −2.0log
ǫr/D
3.7
. (2.23)
Eqs. (2.14), (2.21) or (2.23) give the power-law form
F ∝ Q
n . (2.24)
If, as it happens, the available f-Q correlation is not of the power-law form, an
average ﬁt may be obtained by writing the exponent as
n = 2 +
dlnf
dlnRe
(2.25)
averaged over the range of interest, where f is calculated from Eq. (2.22) by an
algorithm using a combination of bisection, secant, and inverse quadratic interpo-
16lation methods originated by [80]. The result is plotted in Fig. 2.4; in the direction
of the arrow, ǫr/D = 0, 1.0 × 10−6, 1.0 × 10−5, 1.0 × 10−4, 2.0 × 10−4, 6.0 ×
10−4, 1.0×10−3, 2.0×10−3, 6.0×10−3, 1.0×10−2, 1.5×10−2, 2.0×10−2, 3.0×10−2
and 5.0×10−2, respectively. A validation of the power-law approximation of F is
shown in Fig. 2.5, where Re0 is the reference Reynolds number where comparison
of the approximations have been applied. The proportional coeﬃcient is assumed
to be constant at diﬀerent value of Re. As is shown, there is only a little diﬀer-
ence between the loss terms calculated from the power-law approximation and Eq.
(2.22). Also plotted is the loss term with approximation of n = 2, which is not as
good as that of power-law approximation.
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Figure 2.5. Validation of the power-law approximation. Re0 = 6 × 104
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In addition to the friction loss for a length L of pipe, we must also consider
losses due to various ﬁttings (valves, elbows, tees, etc.). These losses are typically
expressed as
Fm =
 
i
Ki
2Q2
πD2L
, (2.26)
where Fm is the pressure head loss across the ﬁtting or ﬂow component, and Ki
18are the minor loss coeﬃcients. The total friction loss now becomes
F(Q) =
2
πD3
 
f +
D
L
 
i
Ki
 
Q
2 . (2.27)
Again, a power-law approximation form as Eq. (2.24) may be obtained.
2.2 Energy balance
Under the lumped approximation, the energy balance is
mwcp
dTw
dt
= h
cA
c(T
c − Tw) + h
hA
h(T
h − Tw) , (2.28)
where m is the mass of the heat exchanger, cp the speciﬁc heat, T the temperature,
h is the convective heat transfer coeﬃcient, A the heat transfer area, the subscript
w the wall temperature, the superscripts c and h the cooling side and the heating
side, respectively. The steady state calculation of heat transfer rate q is taken as
q = UAF
 
(T
h
i − T
c
o) − (T
h
o − T
c
i )
 
 
ln
T h
i − T c
o
T h
o − T c
i
 −1
, (2.29)
= ρQ
hCp(T
h
i − T
h
o ) , (2.30)
= ρQ
cCp(T
c
o − T
c
i ) , (2.31)
where U is the overall heat transfer coeﬃcient, F the correction factor available
in chart form [81], and the subscripts i and o are inlet and outlet, respectively.
Assuming that wall thermal resistance and fouling are negligible, and also assum-
ing equal surface areas on both sides, the overall heat transfer coeﬃcient can be
written as
1
U
=
1
hh +
1
hc . (2.32)
19For shell-tube heat exchangers, the tube-side heat transfer coeﬃcient, assumed to
be the heating side, hh is given by [82]
hhdi
kh = 0.03 (Re
h)
0.79 (Pr
h)
0.3 , 1200 < Re
h < 5.3 × 10
4. (2.33)
The Reynolds number and the Prandtl number are deﬁned as Re
h = ρ uh
i di/ h
and Pr
h = cp h/kh, respectively, and ui is the ﬂow velocity inside tubes, di is
the tube inner diameter, and k is the thermal conductivity. The shell-side heat
transfer correlation suggested by [83] is
hcdo
kc = 0.2 (Re
c)
0.6 (Pr
c)
0.4 , (2.34)
where Re
c = ρQdo/As c and Pr
c = cp c/kc, respectively, and do is tube outside
diameter and As is the cross-ﬂow area of the shell diameter.
The heat transfer coeﬃcients on heating and cooling sides of the compact plate
heat exchanger are [81]
hde
k
= Ch (Re
ch)
m Pr
1/3
 
 f
 w
 0.17
, (2.35)
where  f and  w are the dynamic viscosities of water at the bulk and wall tem-
perature, respectively. Also Re
ch = ρQde/NcAx ch, and the equivalent diameter
is de = 4Ax/Pw; Ax is the channel ﬂow area, and Pw is the wetted perimeter
determined by the geometry of the heat exchanger. The values of Ch and m are
available [81, 84].
202.3 Control valve
The control valve is used to adjust the ﬂow rate in pipe. It is possible to cast
the ﬂow rate as a function of the oriﬁce area of the valve and the upstream and
downstream pressures across the valve. However, valves are more complicated
and the most common procedure is to simply use Eq. (2.26). K, for high Re, is
a function only of the valve position. Re-dependence for speciﬁc valves is also
available [85]; the behavior is similar to that of pipes, and approximate power-law
ﬁts of the form of Eq. (2.24) may also be obtained. Changing the oriﬁce area
changes the loss coeﬃcient, which then alters the ﬂow rate in the pipe.
A valve takes some time to actuate, and the dynamic model is simply taken
to be an exponential form
v(t) = v∞ − exp(t/τv)(v∞ − v0) , (2.36)
where v0 and vf are the initial and ﬁnal oriﬁce area, and τv is the time constant
of the valve.
2.4 Pump
A pump is the major element that increases the pressure diﬀerence or hy-
draulic head to overcome the piping head loss. The performance of a pump can
be obtained from the pump characteristic curves usually given by manufacturers,
which can be conveniently represented as a low-order polynomial of volume ﬂow
rate. The dynamics of a pump is usually taken to be an exponential form
H(t) = H∞ − exp(t/τp)(H∞ − H0) , (2.37)
21where H0,H∞ and τp are the initial and ﬁnal values of the head and the time
constant of the pump, respectively.
2.5 Network modeling
The network equations are the combination of the equations for the compo-
nents and a number of network laws, among them:
• The sum of the mass ﬂow rate entering a node is equal to the sum of all the
masses leaving the node, symbolically represented as
 
in
˙ m =
 
out
˙ m , (2.38)
where ˙ m is the mass ﬂow rate in each pipe coming into and going out of the
junction.
• The directed sum of the pressure diﬀerences around a closed loop must be
zero
 
loop
∆p = 0 . (2.39)
22CHAPTER 3
TRANSIENT PIPE FLOW DUE TO CONTROL-VALVE ACTUATION
In this chapter, we will apply the mathematical model developed in Chapter
2 to analyze the thermal-hydaulic networks. A common way to understand the
behavior of a complex system is to ﬁrst study its components. The basic structure
of thermal-hydraulic networks is the ﬂow in a single pipe. When water is conveyed
through a pipe, hydraulic energy is lost due to friction. The friction loss is a main
energy loss in pipe ﬂow and is a function of ﬂow rate, pipe length, diameter, and
roughness. In this section, some cases of ﬂow in a single pipe will be discussed. A
schematic diagram is shown in Fig. 3.1.
p + ∆p p
Valve
Q
Figure 3.1. Pressure-driven pipe ﬂow with valve.
233.1 Governing equation
In Section 2.1.3, the total friction loss with minor loss is expressed as Eq.
(2.27), which can be expressed in a power-law form F ∝ Qn. On deﬁning the
proportionality coeﬃcient as α(t), Eq. (2.11) now becomes
dQ
dt
+ α(t)Q
n = β∆p , (3.1)
where
β =
πD2
4ρL
. (3.2)
The time-dependency α is due to the actuation of the control valve, which will take
some time to change its position. Changing the valve position therefore changes
α, which then alters the ﬂow rate in the pipe.
Eq. (3.1) can also be written nondimensionally as
dQ∗
dt∗ + α
∗(t
∗)Q
∗n = 1, (3.3)
with the initial condition
Q
∗(0) = 1, (3.4)
where
Q
∗ =
Q
Q0
, (3.5a)
t
∗ =
πD2
4ρLQ0
  t
0
∆p(u) du, (3.5b)
α
∗ =
4ρLQn
0α
πD2∆p
. (3.5c)
This equation applies to all three cases of ﬂow rate change by changing the driving
24pressure diﬀerence, the valve position, or both. For convenience, we dispense with
the superscript so that Eq. (3.3) becomes
dQ
dt
+ α(t)Q
n = 1 , (3.6)
with the initial condition
Q(0) = 1 . (3.7)
Usually n = 1 for laminar ﬂow, but for turbulent ﬂow, which is more common,
1 < n ≤ 2, and the equation is nonlinear. In general, there is no exact solution
for Eq. (3.6) except for some special cases given below. Otherwise, it is necessary
to construct an approximate solution of this problem.
3.2 Analytical solutions
3.2.1 Step-change valve action
If α(t) is changed at t = 0 in the form of a step function, the valve position is
a constant for t > 0. For α = α0H(t), where H(t) is the Heaviside step function,
Eq. (3.6) has an analytical solution
QΦ(z,s,a) = nt + Φ(α0,s,a) , (3.8)
where z = α0Qn, s = 1, a = 1/n. Φ(z,s,a) is a Lerch transcendent deﬁned as
Φ(z,s,a) =
∞  
k=0
zk
(a + k)s , |z| ≤ 1 , a  = 0,−1,... . (3.9)
Φ(z,s,1) is related to the polylogarithm (also known as Jonqui` ere’s function)
25given by
Lis (z) = z Φ(z,s,1) ,
=
∞  
k=1
zk
ks . (3.10)
Since s = 1, we have
Li1 (z) = −ln(1 − z) . (3.11)
For n = 1, Eq. (3.8) gives
Q =
1
α0
+
 
1 −
1
α0
 
e
−α0t , (3.12)
which can also be obtained from Eq. (3.6) for α = α0.
When n = 2, the Lerch transcendent reduces to the Legendre χ function, given
by
χs (z) = 2
−s z Φ
 
z
2,s,1/2
 
, (3.13)
=
∞  
k=0
z2k+1
(2k + 1)s . (3.14)
χs (z) is also related to the polylogarithm by
χs (z) =
1
2
[Lis(z) − Lis(−z)] . (3.15)
Therefore, for s = 1,
χ1 (z) =
1
2
[Li1(z) − Li1(−z)] , (3.16)
=
1
2
ln
 
1 + z
1 − z
 
. (3.17)
26Using Eqs. (3.13) and (3.17), n = 2 and s = 1, Eq. (3.8) gives
Q(t) =
1
√
α0
tanh
 
t
√
α0 +
1
2
ln
1 +
√
α0
1 −
√
α0
 
. (3.18)
Eq. (3.18) can also be directly obtained from Eq. (3.6) by separating variables
and integrating. More generally, the solution of
dQ
dt
+ β0Q + α0Q
2 = 1, (3.19)
with Q(0) = 1 is
Q(t) =
1
2α0
 
−β0 + tanh
 
t
2
 
4α0 + β0
2 +
1
2
ln
 
4α0 + β0
2 + 2α0 + β0  
4α0 − β0
2 − 2α0 − β0
  
4α0 + β0
2
 
.
(3.20)
3.2.2 Exponential valve action
The valve position is usually controlled manually or by the action of a feedback
control system. It is more realistic then, instead of a step function, to assume that
the action is an exponential change that takes place in a time scale ǫ so that
α = exp
 
t
ǫ
 
. (3.21)
Thus α(t) goes from 1 to e in a time interval ǫ. From Eq. (3.5c), this may be
observed to be due either to a closing of the valve, to a drop in driving pressure,
or to a combination of both. The net result is that the ﬂow rate goes from 1 to
e−1/n in the same time.
27Writing τ = t/ǫ, Eq. (3.6) becomes
dQ
dτ
+ ǫe
τQ
n = ǫ . (3.22)
with initial condition Eq. (3.7). We seek analytical solutions of this problem for
1 ≤ n ≤ 2.
If n = 1, Eq. (3.22) is now linear and its solution is
Q0 = exp(−ǫe
τ)[e
ǫ + ǫEi(ǫe
τ) − ǫEi(ǫ)] . (3.23)
Ei is the exponential integral given by
Ei(x) = −PV
  ∞
−x
e
−u u
−1du . (3.24)
where PV represents the Cauchy principal value.
At n = 2, the exact solution of Eq. (3.22), subject to the initial condition Eq.
(3.7), is
Q(τ) = e
−τ/2[K0 (2ǫ) + K1 (2ǫ)]I0(2ǫeτ/2) + [I1(2ǫ) − I0(2ǫ)]K0(2ǫeτ/2)
[K0 (2ǫ) + K1 (2ǫ)]I1(2ǫeτ/2) − [I1(2ǫ) − I0(2ǫ)]K1(2ǫeτ/2)
, (3.25)
where I0,1 and K0,1 are the modiﬁed Bessel function of ﬁrst and second kind of
order 0 and 1, respectively. The results of Eq. (3.25) at diﬀerent time scale of
valve actuation are plotted in Fig. 3.2. This solution will be used to compare with
the diﬀerent approximations in Section 3.7.
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Figure 3.2. Exact solutions at diﬀerent time scale of valve actuation.
Solid line is for n = 0.1, dotted for n = 1, and dashed for n = 10,
respectively.
293.3 Regular perturbation
In this section we will construct perturbation solutions of Eq. (3.22). Pertur-
bation solutions can be obtained in several diﬀerent ways. In each one the problem
is a small deviation from one that can be exactly solved.
3.3.1 Perturbation from step change
The constant α solution in Section 3.2.1 applies for a step change in valve
position. For a quick change that is close to but not exactly instantaneous, we
can assume that ǫ ≪ 1. Proposing an expansion of the form
Q(τ) = Q0(τ) + ǫQ1(τ) + ǫ
2Q2(τ) + ... , (3.26)
we can show that the solution of Eqs. (3.22) and (3.4) gives
Q0(τ) = 1 , (3.27a)
Q1(τ) = τ − e
τ + 1 , (3.27b)
Q2(τ) = −nτe
τ +
n
2
e
2τ −
n
2
, (3.27c)
and so on.
3.3.2 Perturbation from n = 1
If n is close to unity, Eq. (3.23) can be perturbed from that value (this is
sometimes referred to as δ-expansion). Assuming
n = 1 + δ , (3.28)
30with δ ≪ 1, and the expansion
Q = Q0 + δQ1 + ... , (3.29)
we have
Q
n = Qexp(δ lnQ), (3.30a)
= Q0 + δ (Q1 + Q0 lnQ0)
+ δ
2
 
Q2 + Q1 + Q1 lnQ0 +
1
2
Q0(lnQ0)
2
 
+ ... . (3.30b)
To O(1),
dQ0
dτ
+ ǫe
τQ0 = ǫ , (3.31)
with Q0(0) = 1. The solution is
Q0 = exp(−ǫe
τ)[e
ǫ + ǫEi(ǫe
τ) − ǫEi(ǫ)] . (3.32)
The terms of O(δ) are
dQ1
dτ
+ ǫe
τQ1 = −ǫe
τQ0 lnQ0 , (3.33)
with Q1(0) = 0. This gives
Q1 = −ǫexp(−ǫe
τ)
  τ
0
Q0 lnQ0 exp(u + ǫe
u) du . (3.34)
This and the higher order terms have to be computed numerically.
313.3.3 Perturbation from n = 2
Assuming
n = 2 − δ , (3.35)
where 0 ≤ δ ≪ 1, and the expansion Eq. (3.29), we have
Q
n = Q
2 exp(−δ lnQ) , (3.36a)
= Q
2
0 + δ
 
2Q0Q1 − Q
2
0 lnQ0
 
+ δ
2
 
Q
2
1 + 2Q0Q2 − Q0Q1 − 2Q0Q1 lnQ0 +
1
2
Q
2
0(lnQ0)
2
 
+ ... .
(3.36b)
Substituting into Eq. (3.22) and collecting terms of O(1), we have
dQ0
dτ
+ ǫe
τQ
2
0 = ǫ , (3.37)
subject to the initial condition Q0(0) = 1. The solution is given in Eq. (3.25).
The equation of order O(δ) is
dQ1
dτ
+ 2ǫe
τQ0Q1 = ǫe
τQ
2
0 lnQ0 , (3.38)
subject to Q1(0) = 0. The solution is
Q1 = ǫexp
 
−2ǫ
  τ
0
e
u/ǫQ0 du
   τ
0
Q
2
0 lnQ0 exp
 
u + 2ǫ
  u
0
Q0e
vdv
 
du ,
(3.39)
also to be computed numerically.
323.4 WKB
This works for Eq. (3.22) only if n = 2. Under the transformation
Q =
1
ǫweτ
dw
dτ
, (3.40)
it becomes
d2w
dτ2 −
dw
dτ
− ǫ
2e
τw = 0 , (3.41)
with
w(0) = 1, and
dw
dτ
 
 
 
 
τ=0
= ǫ . (3.42)
The nonlinear transformation makes the original diﬀerential equation linear, but
at the expense of increasing the order.
If λ = 1/ǫ, and
w = y(τ)e
τ/2 , (3.43)
Eq. (3.41) becomes
λ
2d2y
dτ2 = f(τ)y , (3.44)
with
y(0) = 1 , and
dy
dτ
       
τ=0
=
1
λ
−
1
2
, (3.45)
where
f(τ) = e
τ +
λ2
4
. (3.46)
We seek a solution to Eq. (3.44) of the form
y(τ) = exp
 
1
λ
  τ
0
[S0(u) + λS1(u) + ...] du
 
, (3.47)
33where λ ≪ 1. After some algebra, we get
y(τ) = f
−1/4
 
C1 exp
 
R
λ
 
+ C2 exp
 
−
R
λ
  
, (3.48)
where
R =
√
4eτ + λ2 −
√
4 + λ2 + λ
 
tanh
−1
 √
4 + λ2
λ
 
− tanh
−1
 √
4eτ + λ2
λ
  
.
(3.49)
C1 and C2 are constants which can be determined by the initial conditions Eq.
(3.45) as
C1 =
 
1 + λ2
4
 1/2
+ λ
4
 
1 + λ2
4
 −1
+
 
1
λ − 1
2
 
λ
2
 
1 + λ2
4
 1/4 , (3.50a)
C2 =
 
1 + λ2
4
 1/2
− λ
4
 
1 + λ2
4
 −1
−
 
1
λ − 1
2
 
λ
2
 
1 + λ2
4
 1/4 , (3.50b)
Substituting Eq. (3.48) into (3.43) then into (3.40), we get
Q(τ) =
1
2
λe
−τ + λe
−τf
1/4  
C1e
R/λ + C2e
−R/λ −1 dy
dτ
, (3.51)
where
dy
dτ
= C1e
R/λ
 
f1/4
λ
−
f−5/4eτ
4
 
− C2e
−R/λ
 
f1/4
λ
+
f−5/4eτ
4
 
. (3.52)
For λ = 0, this reduces to
Q(τ) = e
−τ/2 , (3.53)
which from Eq. (3.22) can be seen to correspond to an extremely slow rate of
34change of the valve so that the d/dτ term is small and the ﬂow changes quasi-
statically with valve position.
3.5 Adomian’s decomposition
So far, we discussed the regular perturbation method and WKB. We saw that
both methods need to have a small parameter. In this section, we will use a non-
perturbation method, Adomian’s decomposition method, to solve the nonlinear
equation. We follow the procedure described in [86, 87] and rewrite Eq. (3.22) as
Q(τ) = L
−1(ǫ) − L
−1 (N(Q(τ))) , (3.54)
where
L
−1( ) =
  τ
0
(  (s)) du , (3.55)
and
N( ) = ǫe
τ( )
n . (3.56)
Q can be decomposed into a sum of components given by
Q(τ) = Q0(τ) +
∞  
m=1
Qm(τ) , (3.57)
where
Qm(τ) =
  τ
0
Am−1(s) ds . (3.58)
The Adomian polynomials are generated by
Am(τ) =
1
m!
dm
dpm
 
N
 
Q0 +
∞  
k=1
p
kQk(τ)
  
p=0
, m = 0,1,2,... (3.59)
35where the ﬁrst two are
A0 = ǫe
τQ
n
0 , (3.60a)
A1 = ǫne
τQ
n−1
0 Q1 . (3.60b)
A three-term approximation is thus
Q0(τ) = ǫτ + 1 ,
Q1(τ) = −ǫ
  τ
0
e
u(ǫu + 1)
ndu ,
Q2(τ) = nǫ
2
  τ
0
e
u(ǫu + 1)
n−1
   u
0
e
s(ǫs + 1)
nds
 
du .
For n = 2 we have
Q0(τ) = ǫτ + 1 ,
Q1(τ) = ǫ
3e
τ(−τ
2 + 2τ − 2) + e
τ(−2ǫ
2τ + 2ǫ
2 − ǫ) + 2ǫ
3 − 2ǫ
2 + ǫ ,
Q2(τ) = e
2τ(−11/4ǫ
5 + 11/2ǫ
4 − 7/2ǫ
3 + ǫ
2) + e
τ(4ǫ
5 − 8ǫ
4 + 6ǫ
3 − 2ǫ
2)
+ e
2τ(11/2ǫ
5τ + 3ǫ
4τ
2 + 3ǫ
3τ − 7ǫ
4τ + ǫ
5τ
3 − 7/2ǫ
5τ
2)
+ e
ττ(−4ǫ
5 + 4ǫ
4 − 2ǫ
3) − 5/4ǫ
5 + 5/2ǫ
4 − 5/2ǫ
3 + ǫ
2 .
3.6 Homotopy analysis
Adomian’s decomposition method provided an analytical solution in terms of
an inﬁnite power series. In this section, we will introduce another non-perturbation
method, that is, homotopy analysis method. We will see soon the later one pro-
vides much more freedom than Aomomian’s decomposition to adjust our analyti-
cal solution. The procedure used here and its convergence are described by Liao
36[87]. In this section, we will apply this method to analyze the nonlinear equation.
We ﬁrst construct a so-called zeroth-order deformation equation in the unknown
φ(τ,p) of Eq. (3.22) as
(1 − p)L(φ − Q0) + p h H N(φ) = 0 , (3.63)
subject to the initial condition φ(0,p) = 1. In this equation, p ∈ [0,1] is an
embedding parameter; the homotopy lies in the gradual change in the left hand
side operator from L to N as p goes from 0 to 1. Q0(τ) is an initial guess for Q(τ)
subject to the initial condition Q0(0) = 1, and N is a nonlinear operator deﬁned
as
N(φ) =
∂φ
∂τ
+ ǫe
τφ
2 − ǫ , (3.64)
which comes from Eq. (3.22). L is an auxiliary linear operator that should satisfy
L(0) = 0. We choose
L(φ) =
∂φ
∂τ
+ φ . (3.65)
h and H(τ) are a nonzero auxiliary parameter and a nonzero auxiliary function,
respectively, that have to be chosen.
At the two extremes, p = 0 and p = 1, Eq. (3.63) becomes L(φ(τ,0) − Q0) = 0
with solution φ(τ,0) = Q0(τ) and N (φ(τ,1)) = 0 with solution φ(τ,1) = Q(τ),
respectively. We assume that L, Q0(τ), h and H are properly chosen so that
the deformation of φ(τ,p) is smooth enough, and that the solution of Eq. (3.63)
exists for p ∈ [0,1]. Therefore, when p varies from 0 to 1, the solution of Eq.
(3.22) continuously varies from Q0(τ) to Q(τ). φ(τ,p) is smooth enough, so we
37can deﬁne its mth-order derivative with respect to p at p = 0 to be
Qm(τ) =
1
m!
∂mφ(τ,p)
∂pm
       
p=0
. (3.66)
Meanwhile, we can take the Taylor series expansion
φ(τ,p) = φ(τ,0) +
∞  
m=1
1
m!
∂mφ(τ,p)
∂pm
       
p=0
p
m (3.67)
of φ(τ,p) at p = 0. Using Eq. (3.66) and letting p = 1, this leads to
Q(τ) = Q0(τ) +
∞  
m=1
Qm(τ) . (3.68)
The solution depends on the initial guess and the high-order deformations,
which can be obtained as follows. Diﬀerentiating the zeroth-order deformation,
Eq. (3.63), m times with respect to p, evaluating it at p = 0, and dividing both
sides by m!, we get the mth-order deformation equation
L[Qm(τ) − γmQm−1(τ)] =
hH(τ)
(m − 1)!
∂m−1N [φ(τ,p)]
∂pm−1
       
p=0
, (3.69)
with
γm =

  
  
0 m ≤ 1
1 m > 1
, (3.70)
and the initial conditions
Qm(τ) = 0 . (3.71)
Eqs. (3.69) are a set of linear diﬀerential equations. It is straightforward to
38integrate them with the initial conditions to obtain the mth-order deformation
Qm(τ).
We choose the initial approximation as
Q0(τ) = e
−kτ , (3.72)
based on the exponential decay solution of a linear equation. Furthermore, the
auxiliary function is chosen to be
H(τ) = e
−gτ , (3.73)
so that its eﬀect is larger in the beginning than in the end. Two additional
parameters, k and g, have been introduced. Being embedded within high-order
deformations they, like the auxiliary parameter h, can be adjusted to control the
convergence of the solution.
Based on this initial guess, the linear operator and the auxiliary function, we
have the three-term approximation
Q(τ) ≈ Q0(τ) + Q1(τ) + Q2(τ) , (3.74)
where
Q0(τ) = e
−kτ ,
Q1(τ) = −he
−τ
 
k(eτ(1−g−k) + 1)
1 − g − k
+
ǫ
 
e−τ(nk+g−2) + 1
 
nk + g − 2
+
ǫ
 
eτ(1−g) + 1
 
1 − g
 
,
Q2(τ) =
−he−τ
(g − 1 + k)(g − 2 + nk)(g − 1)
10  
i=1
ci .
39The constants are
c1 = −k(g − 1)(g − 2 + nk)
 
e
−τ(g−1+k) − 1
 
,
c2 = ǫ(g − 1)(g − 1 + k)
 
e
−τ(g−2+nk) − 1
 
,
c3 =
hǫ(g − 1)(g2 + 2nkg − 2g + kg − 3nk + n2k2 − k + nk2 + 1)
nk + 2g − 2
 
e
−τ(nk+2g−2) − 1
 
,
c4 = −
nhǫ2(g − 1)(g − 1 + k)
2g + 2nk − k − 3
 
e
−τ(2g+2nk−k−3) − 1
 
,
c5 = −
nhǫ[(−n + ǫn + ng)k2 + (2 − ǫn + ǫng + g2 − ǫ − 3g)k + ǫ − ǫg]
nk − k + g − 1
 
e
−τ(nk−k+g−1) − 1
 
,
c6 = −
kh(g − 1)(g + k)(g − 2 + nk)
2g − 1 + k
 
e
−τ(2g−1+k) − 1
 
,
c7 = −
hǫg(g − 1 + k)(g − 2 + nk)
2g − 1
 
e
−τ(2g−1) − 1
 
,
c8 =
nhǫ[(−n + ǫn + ng)k2 + (2 − ǫn + ǫng + g2 − ǫ − 3g)k + ǫ − ǫg]
g
 
e
−τg − 1
 
,
c9 =
nhǫ2(g − 1 + k)(−2 + g + nk)
nk − k + 2g − 2
 
e
−τ(nk−k+2g−2) − 1
 
,
c10 = −ǫ(g − 1 + k)(g − 2 + nk)
 
e
−τ(g−1) − 1
 
.
Using symbolic calculating software such as Maple and Mathematica, one can get
higher-order approximations (which will not be included here).
So far we have chosen the linear operator L, the initial approximation Q0,
and the auxiliary function H. We need to select h, g and k which control the
approximation, and to ﬁnd the optimal combination. The search is shown in Fig.
3.3, which shows the L2 norm of the homotopy analysis approximation error (for
n = 2 compared to the exact solution) versus the parameter h and g. It shows
40TABLE 3.1
OPTIMAL g VALUES FOR k = 0.5 AND DIFFERENT ǫ
ǫ = 0.1 ǫ = 1 ǫ = 10
n = 1.75 0.41 1.046 0.71
n = 2 0.47 1.18 4.6
TABLE 3.2
OPTIMAL h VALUES FOR k = 0.5 AND DIFFERENT ǫ
ǫ = 0.1 ǫ = 1 ǫ = 10
n = 1.75 -1.53 -1.192 -0.078
n = 2 -1.59 -1.245 -0.6
41that for a given k, there exists an optimal combination of h and g at which the
error takes a minimum value. The L2 norm of the best approximation at diﬀerent
k is shown in Fig. 3.4, indicating that k = 0.5 should be chosen. Tables 3.1 and
3.2 show the optimal values of g and h that have been calculated by trial and
error for this value of k.
1.2 1.4 1.6 1.8 2 2.2 2.4 2.6
−1.6
−1.5
−1.4
−1.3
−1.2
−1.1
−1
−0.9
0.0074
0.0101
0.0128
0.0155
0.0183
0.021
0.0237
0.0101
0.0074
0.0128
0.0183 0.0372
h
g
Figure 3.3. Error of homotopy analysis for n = 2, ǫ = 1 and k = 0.5.
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Figure 3.4. Error of homotopy analysis for diﬀerent k; n = 2 and ǫ = 1.
433.7 Comparison of results
The exact solutions of Section 3.2 are useful if the ﬂow is laminar, if the valve
closing is instantaneous, or if it is exponential with n = 2. Approximate solutions
are needed for any other condition.
3.7.1 n = 2
We will ﬁrst choose this value of n since the WKB approximation exists, and so
does an exact solution. Regular perturbation assumes a small parameter. When
ǫ ≪ 1, corresponding to quick valve closure, analytical solutions can be determined
for as many terms as desired. If, as it usually is, the exponent n deviates an amount
δ from either 1 or 2, where δ ≪ 1, the perturbation solutions require numerical
evaluation of integrals. WKB, on the other hand, assumes that ǫ ≫ 1, i.e., slow
valve closure, and n = 2. Adomian’s decomposition and homotopy analysis do
not rely on a small parameter assumption.
Results for ǫ = 0.1, 1 and 10 are shown in Figs. 3.5, 3.6 and 3.7, respectively.
The three-term regular perturbation approximation is good only for small times
even for ǫ = 0.1, and the region of validity becomes smaller with the increase of
ǫ. Adomian’s decomposition performs well in a rather small region of time too,
which also becomes smaller as ǫ increases. WKB is for large ǫ, and so is seen to
perform well in Fig. 3.7 when ǫ = 10. In addition, it is noticed that it also works
well even when ǫ = 1 as in Fig. 3.6. The worst result occurs in Fig 3.5 when
ǫ = 0.1, though it may be considered to be quite acceptable.
In comparison to the others, homotopy analysis has selectable parameters
which have been tuned to the form of the present nonlinear equation, and so
gives very good results at all ǫ. To quantitatively show the accuracy of homotopy
440 2 4 6 8 10
0
0.2
0.4
0.6
0.8
1
 
 
HAM
WKB
perturbation
Adomian’s
exact
Q
(
τ
)
τ
Figure 3.5. Comparison of exact solution with approximations obtained
by perturbation, Adomian’s decomposition, WKB and homotopy
analysis; h = −1.59, k = 0.5, g = 0.47, n = 2, ǫ = 0.1.
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Figure 3.6. Comparison of exact solution with approximations obtained
by perturbation, Adomian’s decomposition, WKB and homotopy
analysis; h = −1.245, k = 0.5, g = 1.18, n = 2, ǫ = 1.
460 2 4 6 8 10
0
0.2
0.4
0.6
0.8
1
HAM
WKB
perturbation
Adomian’s
exact
Q
(
τ
)
τ
Figure 3.7. Comparison of exact solution with approximations obtained
by perturbation, Adomian’s decomposition, WKB and homotopy
analysis; h = −0.6, k = 0.5, g = 4.6, n = 2, ǫ = 10.
47TABLE 3.3
COMPARISON OF ERRORS USING HOMOTOPY ANALYSIS
METHOD (HAM) AND WKB FOR DIFFERENT ǫ
ǫ = 0.1 ǫ = 1 ǫ = 10
HAM 0.0338 0.005 0.0032
WKB 0.1142 0.0038 0.0004
analysis and WKB, the two best methods for this problem, the L2 norm of both
are shown in Table 3.3 at diﬀerent ǫ. In calculating the L2 norm of the homo-
topy analysis approximation and the exact solution, the parameters g and h are
properly chosen as listed in Tables 3.1 and 3.2. We can see both approximations
converge to the exact solution. The homotopy analysis result is much better than
that of WKB at ǫ = 0.1, at ǫ = 1 both are comparable, while for ǫ = 10, both are
very accurate, the WKB approximations being better.
3.7.2 n = 1.75
In practice, values of n diﬀerent from 2 will be needed. Though both WKB
and homotopy analysis can give very good results for n = 2, the latter is not
necessarily dependent on a small parameter nor on the value of n. For this reason
we compare results obtained with n = 1.75, as obtained using Eq. (2.21), with
numerical values. Also included for comparison are the results obtained in Sections
3.3.2 and 3.3.3 where analytical solutions for n = 1 and n = 2 are perturbed.
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Figure 3.8. Comparison of numerical solution with approximations
obtained by perturbation and homotopy analysis; h = −1.53, k = 0.5,
g = 0.41, n = 1.75, ǫ = 0.1.
Three diﬀerent results are shown in Figs. 3.8, 3.9 and 3.10. Again, homotopy
analysis works well for diﬀerent ǫ, and the small ǫ perturbation results are valid
only for small time. The perturbation from n = 2 is better than that from n = 1
as well as the homotopy results.
3.8 Summary
Regular perturbation and Adomian’s decomposition are valid only for small
time and are rather poor outside that. On the other hand, homotopy analysis,
WKB and perturbation from n = 2 give very accurate results in this problem.
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Figure 3.9. Comparison of numerical solution with approximations
obtained by perturbation and homotopy analysis; h = −1.192, k = 0.5,
g = 1.046, n = 1.75, ǫ = 1.
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Figure 3.10. Comparison of numerical solution with approximations
obtained by perturbation and homotopy analysis; h = −0.078, k = 0.5,
g = 0.71, n = 1.75, ǫ = 10.
51WKB, though strictly applicable when the valve changes slowly, is not just limited
to a large value of ǫ but works well in a wide range. However, since it works only
for n = 2, it is restricted in application.
The n = 2 perturbation also seems to work very well as long as n is near
that value, but it is not very practical since numerical integration is needed for its
evaluation. The homotopy analysis, however, does not have any restrictions, and
thus has an advantage compared to the others. Based on a Taylor series expansion,
it is a very powerful tool that does not assume any small parameter in the problem,
but is a way to improve an initial approximation. Certain assumptions have to
be made, however, but for well-chosen initial approximation and parameters, this
method can give very good results even with a few terms. We have determined
the values that work well for the equation at hand, and can be used in the future.
52CHAPTER 4
ANALYSIS OF PIPING NETWORKS
In Chapter 3, diﬀerent analytical approximations are applied to analyze a single
pipe ﬂow with a control valve and the homotopy analysis method is shown to be
a promising one. In this chapter, we will extend our analysis to a simple piping
network. Fig. 4.1 shows a very simple piping network with one primary loop and
two parallel branching loops. This is a typical subsystem that is widely seen in
piping networks. Three ﬂow components such as heat exchangers are located on
the primary and branching loops respectively.
4.1 Governing equations
The pressure diﬀerence pa and pe is ∆pH and is assumed to be constant. The
pressure losses along each branching loop are ∆pa = pb − pe, ∆pb = pc − pd, and
∆pc = pa − pb, respectively. It is assumed that the pressure diﬀerence between
∆pa and ∆pb is very small, so that
∆pa ≈ ∆pb = Qd, (4.1)
where we deﬁne the pressure diﬀerence as Qd so that
∆pH = Qd + ∆pc . (4.2)
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Figure 4.1. Schematic of simpliﬁed loop.
Therefore, the governing equations are
dQa
dt
+ αaQ
n
a = βaQd , (4.3a)
dQb
dt
+ αbQ
n
b = βbQd , (4.3b)
dQc
dt
+ αcQ
n
c = βc (∆pH − Qd) , (4.3c)
Qc = Qa + Qb , (4.3d)
subject to initial conditions
Qa(0) = qa , Qb(0) = qb , Qc(0) = qc , Qd(0) = qd . (4.4)
Eqs. (4.3a–4.3d) are nonlinear diﬀerential-algebraic equations (NDAEs), which
can be easily transformed into a dynamic system. But the consequent dynamical
54system is not much more tractable than the original NDAEs because of the strong
nonlinearity.
However, we can transform the NDAEs into a dynamical system in a diﬀerent
way. After substituting Eqs. (4.3d) and (4.2) into Eqs. (4.3a), (4.3b) and (4.3c)
we have
Qd =
1
 
j βj
 
βc∆pH +
 
k
αkQ
n
k − αc(
 
k
Qk)
n
 
, (4.5)
where the subscript k = a,b and j = a,b,c. Substituting Eq. (4.5) into Eqs. (4.3a)
- (4.3b), the NDAEs become
dQa
dt
= −αaQ
n
a + β
′
a[βc∆pH +
 
k
αkQ
n
k − αc(
 
k
Qk)
n] , (4.6)
dQb
dt
= −αbQ
n
b + β
′
b[βc∆pH +
 
k
αkQ
n
k − αc(
 
k
Qk)
n] , (4.7)
where β′
k = βk/
 
j βj, k = a,b and j = a,b and c.
4.2 Exact solution at n = 1
For n = 1, Eqs. (4.6) and (4.7) can be written in matrix form
dQ
dt
= AQ + B , (4.8)
where
Q =



Qa
Qb


 , A =



a1,1 a1,2
a2,1 a2,2


 , B =



b1
b2


 ,
55where a1,1 = β′
a(αa − αc) − αa, a2,2 = β′
b(αb − αc) − αb, a1,2 = β′
a(αb − αc),
a2,1 = β′
b(αa − αc), b1 = β′
aβc∆pH and b2 = β′
bβc∆pH. The solutions are
Q = e
AtC + G , (4.9)
where G = −A−1B, C = Q(0) − G and Q(0) are initial conditions given in Eq.
(4.4).
4.3 Regular perturbation
For n  = 1, Eqs. (4.6) and (4.7) cannot be solved exactly. However, with
βa = βb, we can identify that ǫ = βa/(βa+βb+βc) ≪ 1, which is usually the case.
We assume that the solutions can be Taylor expanded in ǫ:
Qk = Qk,0 + ǫ Qk,1 + ǫ
2 Qk,2 + ... , (4.10)
where k = a,b.
At O(1), we have
dQa,0
dt
= −αa Q
n
a,0 , (4.11)
dQb,0
dt
= −αb Q
n
b,0 , (4.12)
with initial conditions Qa,0(0) = qa,Qb,0 = qb. The solutions can be easily obtained
as
Qa,0 =
 
(n − 1)αat + q
1−n
a
 1/(1−n) , (4.13)
Qa,0 =
 
(n − 1)αbt + q
1−n
b
 1/(1−n) . (4.14)
56At O(ǫ),
dQa,1
dt
= − nαa Qa,0Q
n−1
a,1 + αaQ
n
a,0 + αbQ
n
b,0
− αc(Qa,0 + Qb,0)
n + βc∆pH , (4.15)
dQb,1
dt
= − nαb Qb,0Q
n−1
b,1 + αaQ
n
a,0 + αbQ
n
b,0
− αc(Qa,0 + Qb,0)
n + βc∆pH , (4.16)
with initial conditions Qa,1(0) = 0,Qb,1 = 0. It is impossible to get the general
solutions of the higher order terms. Numerical calculations, therefore, need to be
made.
4.4 δ-perturbation
Section 4.2 has the solution for n = 1 which can be perturbed to solve for
slightly smaller values of n. Assuming n = 1 + δ, in this section, we will expand
the nonlinear term Qn as a power series of a small parameter δ using the δ-
perturbation method that we have used in the Chapter 3, Section 3.3.2. The
solutions to O(1) are given in Eq. (4.9).
To O(δ), we have
dQ1
dt
= AQ1 + D , (4.17)
where the elements of D are di:
di = β
′
i [αiQi,0 lnQa,0 + αbQb,0 lnQb,0 − αc(Qa,0 + Qb,0)ln(Qa,0 + Qb,0)]
− αiQi,0 lnQi,0 ,
where i = a, b. Numerical methods need to be applied to get higher order terms.
574.5 Homotopy analysis method
In the previous section, it is known that perturbation methods are unable to be
applied to these equations because there are no relatively small parameters. Some
non-perturbation method, such as the δ-expansion, still cannot get an approximate
result with adequate accuracy even with the assistance of a commercial symbolic
computing software such as Maple or Mathematica. In Section 3.6, homotopy
analysis method has been proven to be powerful in solving nonlinear problems
with strong nonlinearity. There is good reason, therefore, to believe that the
homotopy analysis method may be applied to systems comprised of a mixture of
diﬀerential and algebraic relations. In this section, we try to apply the homotopy
analysis method to solve the NDAEs.
4.5.1 Homotopy deformations
Eqs. (4.3a–4.3d) can be written nondimensionally as
dQ∗
a
dt∗ + α
∗
a(Q
∗
a)
n = β
∗
aQ
∗
d , (4.18a)
dQ∗
b
dt∗ + α
∗
b(Q
∗
b)
n = β
∗
bQ
∗
d , (4.18b)
dQ∗
c
dt∗ + α
∗
c(Q
∗
c)
n = β
∗
c (∆p
∗
H − Q
∗
d) , (4.18c)
ccQ
∗
c = caQ
∗
a + cbQ
∗
b , (4.18d)
58where
Q
∗
i =
Qi
qi
, i = a,b,c,d , (4.19a)
t
∗ =
tβaqd
qa
, (4.19b)
∆p
∗
H =
∆pH
qd
, (4.19c)
α
∗
j =
αjqaq
n−1
j
βaqd
, j = a,b,c , (4.19d)
β
∗
j =
βjqa
βaqj
, (4.19e)
cj =
qj
qa
, (4.19f)
with initial conditions Q∗
i(0) = 1.
We ﬁrst construct the zeroth-order deformation equations:
(1 − p)Li = phHi(t
∗)Ni (4.20)
where i = a,b,c and d and
Li =
 
d
dt∗ + g
 
(φi(t
∗,p) − Qi,0(t
∗)) , (4.21)
Na =
dφa(t∗,p)
dt∗ + α
∗
aφ
n
a(t
∗,p) − β
∗
aφd(t
∗,p) , (4.22)
Nb =
dφb(t∗,p)
dt∗ + α
∗
bφ
n
b(t
∗,p) − β
∗
bφd(t,p) , (4.23)
Nc =
dφc(t∗,p)
dt∗ + α
∗
cφ
n
c(t
∗,p) − β
∗
c∆pH + β
∗
cφd(t
∗,p) , (4.24)
Nd = caφa(t
∗,p) + cbφb(t
∗,p) − ccφc(t
∗,p) + (1 − p) , (4.25)
subject to initial conditions
φi(0,p) = 1 . (4.26)
59When p = 0, the solutions of above equations are
φi(t
∗,0) = Qi,0 , (4.27)
where Qi,0 are initial guesses. When p = 1, the above equations become Eq.
(4.18), the original NDAEs.
Diﬀerentiating the zeroth-order deformation equations m times with respect
to p at p = 0 and dividing both sides by m!, ﬁnally we can get the mth-order
deformation equations
L[Qi,m − γmQi,m−1] =
hHi(t∗)
(m − 1)!
∂m−1Ni
∂pm−1
 
 
 
 
p=0
, (4.28)
where γm and Qi,m are deﬁned as in Eqs. (3.70) and (3.66) respectively. These
equations are linear ODEs, and we can integrate these equations to get the mth-
order deformation. The ﬁrst two terms are
Qi,1 = he
−gt∗
  t∗
0
Hi(u)e
guNi,0du , (4.29)
where
Na,0 =
dQa,0
dt
+ α
∗
aQ
n
a,0 − β
∗
aQd,0 ,
Nb,0 =
dQb,0
dt
+ α
∗
bQ
n
b,0 − β
∗
bQd,0 ,
Nc,0 =
dQc,0
dt
+ α
∗
cQ
n
c,0 − β
∗
c∆pH + β
∗
cQd,0 ,
Nd,0 = caQa,0 + cbQb,0 − ccQc,0 + 1 ,
60and
Qi,2 = e
−gt∗
  t∗
0
e
gu
 
hHi(u)Ni,1 +
dQi,1
dt
+ gQi,1
 
du , (4.30)
where
Na,1 =
dQa,1
dt
+ α
∗
aQ
n
a,1 − β
∗
aQd,1 ,
Nb,1 =
dQb,1
dt
+ α
∗
bQ
n
b,1 − β
∗
bQd,1 ,
Nc,1 =
dQc,1
dt
+ α
∗
cQ
n
c,1 + β
∗
cQd,1 ,
Nd,1 = caQa,1 + cbQb,1 − ccQc,1 − 1 .
With initial guesses and proper selection of auxiliary functions, we can inte-
grate the above equations. Now the approximation can be written as
Q
∗
i(t
∗) ≈
m  
n=1
Qi,n . (4.31)
4.5.2 Results and discussion
In this section, the homotopy analysis results at n = 1.5 and 2 will be compared
with that of the regular perturbation and the δ-perturbation. To compare the
accuracy of the approximate results, the numerical solutions are also obtained. In
the calculation, the parameters are taken as αa = 20 αb = 10, αc = 1, βa = βb =
βc = 1 and ∆pH = 10. α∗
j, β∗
j, cj, t∗ and ∆p∗
H can be calculated using Eq. (4.19).
The initial ﬂow rates are qa = qb = 1. All the calculations are implemented in
MAPLE.
In the calculation, we choose the initial guesses as
Qi,0 =
1
qi
[qi,f + (1 − qi,f)exp(−kit
∗)] , (4.32)
61where ki are parameters need to be determined. It should be noticed that ki could
be normally diﬀerent for diﬀerent loops.
qd,f =
βc∆pH
αc
 
βa
αa +
βb
αb +
βc
αc + 2
 
βaβb
αaαb
 1/n  ,
and
qa,f =
 
qd,f
βa
αa
 1/n
, qb,f =
 
qd,f
βb
αb
 1/n
, qc,f =
 
(∆pH − qd,f)
βc
αc
 1/n
.
Generally, the auxiliary functions Hi(t) are diﬀerent for diﬀerent loops. We
choose
Ha(t
∗) = Hb(t
∗) = Hc(t
∗) = e
−t∗
, (4.33)
and
Hd(t
∗) = (1 + t
∗)e
−t∗
. (4.34)
The results of n = 1.02 are shown in Figs. 4.2, 4.3, 4.4, and 4.5, respectively. As
shown in these ﬁgures, although the time region of validity of the δ-perturbation
is larger than that of the regular perturbation, both approximations are valid only
in a small initial region of time. On the contrary, the homotopy results ﬁt the
numerical results very well in the entire time region, where the h,ki and g are
tuning parameters determined by trial and error.
62Figure 4.2. Three-term homotopy approximation of Q∗
a at n = 1.02 with
h = −0.85,g = 1, k1 = 1.8, k2 = 0 and k3 = −0.2; cross: homotopy, solid
line: numerical, dash-dot line: regular perturbation, and dashed line:
δ-perturbation.
63Figure 4.3. Three-term homotopy approximation of Q∗
b at n = 1.02 with
h = −0.95,g = 0.7, k1 = 1.5, k2 = 0 and k3 = −0.4; cross: homotopy,
solid line: numerical, dashdot line: regular perturbation, and dashed
line: δ-perturbation.
64The results of n = 2 are shown in Figs. 4.6, 4.7, 4.8, and 4.9, respectively.
Because of the strong nonlinearity, the results by the δ-perturbation are valid in a
much smaller initial region of time compared with that of n = 1.02. The results of
the regular perturbation are still valid in a very small initial region of time. The
results of the homotopy analysis method, however, are valid in the entire time
region and give very good approximations.
As we can see, because of the strong nonlinearity of the system, both regular
and δ perturbation methods can not give good approximations. It is also not
practical to use these perturbation methods since numerical integration is needed
for the higher order evaluation. Homotopy analysis, however, does not have any
restrictions, and thus has an advantage compared to the others. It is a very
powerful tool that does not assume any small parameter in the problem, but is a
way to improve an initial approximation and auxilairy parameters and functions.
Based on certain assumptions, this method can give very good results even with
a few terms.
65Figure 4.4. Three-term homotopy approximation of Q∗
c at n = 1.02 with
h = −0.6,g = 1.5, k1 = 0, k2 = 0.42 and k3 = −0.4; cross: homotopy,
solid line: numerical, dashdot line: regular perturbation, and dashed
line: δ-perturbation.
66Figure 4.5. Three-term homotopy approximation of Q∗
d at n = 1.02 with
h = −0.2,g = 2.1, k1 = 2.5, k2 = 1.4 and k3 = 0.44; cross: homotopy,
solid line: numerical, dashdot line: regular perturbation, and dashed
line: δ-perturbation.
67Figure 4.6. Three-term homotopy approximation of Q∗
a at n = 2 with
h = −1,g = 3, k1 = 1.5, k2 = 0 and k3 = 0.2; cross: homotopy, solid line:
numerical, dashdot line: regular perturbation, and dashed line:
δ-perturbation.
68Figure 4.7. Three-term homotopy approximation of Q∗
b at n = 2 with
h = −1.1,g = 2, k1 = 10, k2 = 0 and k3 = 0; cross: homotopy, solid line:
numerical, dashdot line: regular perturbation, and dashed line:
δ-perturbation.
694.6 Summary
Exact solutions can only be obtained at n = 1. For nonlinear case n >
1, the mathematical model of even a very simple piping network are nonlinear
diﬀerential equations with strong nonlinearity. Complete nonlinear dynamical
equations can be obtained after some manipulations. The approximate solutions of
the dynamical system obtained by the regular perturbation and the δ-perturbation
methods are valid only for a small region of time and numerical calculations have
to be made for the higher order terms. On the other hand, the homotopy analysis
method provides us with very good approximations. Unlike the perturbation
methods, the homotopy analysis is directly performed on the NDAEs and do not
need to identify a small parameter in the system. However, the limitations of the
homotopy analysis method are also remarkable. There are no rigorous theories
directing the selection of the initial approximations, auxiliary linear operators
and auxiliary parameters and functions. Parameter tuning has to be performed
by trial and error, which limits the application of the method to some nonlinear
problems for which numerical solutions cannot be obtained.
70Figure 4.8. Three-term homotopy approximation of Q∗
c at n = 2 with
h = −0.7,g = 10, k1 = k3 = 0 and k3 = 0.82; cross: homotopy, solid line:
numerical, dashdot line: regular perturbation, and dashed line:
δ-perturbation.
71Figure 4.9. Three-term homotopy approximation of Q∗
d at n = 2 with
h = −0.9,g = 10, k1 = 2, k2 = 1.5 and k3 = 0.8; cross: homotopy, solid
line: numerical, dashdot line: regular perturbation, and dashed line:
δ-perturbation.
72CHAPTER 5
STEADY-STATE INTERACTION IN SECONDARY LOOPS
Previous chapters have examined the dynamic behaviors of a transient pipe
ﬂow and a simple piping network. But thermal-hydraulic networks are very com-
plex systems that possess many variables and diﬀerent time scales. When many
diﬀerent components are put together to constitute a complex network, the per-
formance of the whole system as a network is far diﬀerent from that of its com-
ponents, since the whole system is coupled through ﬂuid ﬂow and heat transfer.
A general prediction of the systems is impossible. Therefore, experimental study
is necessary in order to acquire deeper knowledge about the thermal-hydraulic
networks. The design of one subsystem of a complex network often neglects the
eﬀect that its operation on the others. In this chapter, experiments will be per-
formed to study the hydrodynamic and thermal interaction between secondaries in
a thermal-hydraulic network as the system goes from one steady state to another.
Experimental results are related to those derived from a mathematical model.
Taking into account all the complexity of the real-world problem, this work seeks
to complement the theoretical study presented before.
5.1 Experimental facility and procedure
A diagram of the experimental facility is shown in Fig. 5.1 [17]. There is
a cold-water primary circuit that feeds several cold-water secondary loops. A
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Figure 5.1. Schematic of experimental facility; a,b and c are secondary
loops.
1.5 HP, variable-speed pump P2 (Bell & Gossett series 90, 15 gpm @ 60 ft of
water) drives the water. A compact, brazed plate heat exchanger (Bell & Gossett,
BP415-50) placed in this circuit uses chilled water provided by the building for
cooling purposes. The approximate water-ﬂow distance through the primary and
one secondary is 18 m, which gives an idea of the size of the network.
74Although a minimum of two secondaries is needed to observe interaction, it
was decided to have three in order to be able to examine the eﬀect of distance
between the loop where the step change is made and that where the interaction
is observed. In the ﬁgure, the three secondaries are marked as a, b, and c. Each
secondary has a four-pass water-to-water shell and tube heat exchanger (Bell &
Gossett, 308-4S). There is a PID-controlled two-way bronze valve V (Johnson Con-
trols, VG7000 Series) on each secondary mounted with a pneumatic valve actuator
(Johnson Controls, V-3000-8011). The actuator responds to an electro-pneumatic
transducer (Johnson Controls, EP-8000-2) that converts the voltage signal from a
controller into a pneumatic output pressure signal to set the operating ﬂow rate.
The controllers are initially applied to set identical initial ﬂow rates in the sec-
ondary loops, but are subsequently turned oﬀ. There are two brass ball valves Ma
and Mb (Watts Regulator, FBV-3), located on loops a and b respectively. Manual
changes in valve positions are produced by striking quickly with a hammer.
The other sides of the heat exchangers lie on a hot-water circuit. Hot water
is generated by a 6 kW heater HT1 (Chromalox, NWHMT-03-006P-E1) and a
15 kW heater HT2 (Chromalox, NWH-31525XX). The water temperatures are
maintained at 37.8◦C by a single PID controller (RKC Instruments, REX-F400).
The water is driven by a 3/4 HP, 60 Hz pump P1 (TEEL, 1P833), and the ﬂow
rate at each heat exchanger can be set by a PID-controlled two-way valve.
Data acquisition, processing and setpoint control are carried out by a PC
with National Instruments boards (PCI-6033E, PCI-6704 and PCIMIO-16E-4)
and LabVIEW software. The temperature of the water is measured by type J
ungrounded thermocouples shielded from the water by a thermocouple probe with
a time constant of 0.55 seconds. Water ﬂows are measured by turbine meters
75(Omega, FTB-4607 on the main cooling loop and FTB-4605 everywhere else), the
responses of which are not fast enough for transients to be measured. Pressure
diﬀerences are measured through pressure transducers (Omega, PX26-030DV)
with a response time of 0.001 second. The locations of the measuring points are
indicated in Fig. 5.1.
In the experiment, the dynamic and static responses of the system to step
changes in valve setting in one of the secondary loops is determined. Since the
secondary loops are in parallel with the primary, they can all be set to operate
at identical conditions before the step change is introduced. For this purpose the
control valves on the heating side of the secondary loops are set using separate
PID controllers to maintain the same initial hot-water ﬂow rate, Qh
set = 158 mL/s,
in all three secondaries. In the same way, the control valves on the cooling side
are also set using separate controllers to maintain the same initial cold-water ﬂow
rate Qc
set. After a steady state has been reached, the controllers on both cooling
and heating sides are switched oﬀ, so that without actuation the valve positions
do not change. At this point the three secondary loops are operating at the same
hydraulic and thermal conditions.
To understand the pressure response of the system, a preliminary test was
made of natural pressure wave oscillations to a severe disturbance. This was
created by a large change in valve position under ﬂow conditions. The frequency
of these oscillations depends on the properties of water and the elasticity of the
pipe. A typical pressure wave is shown in Fig. 5.2, the period of the oscillations
being about 0.027 s.
A series of step changes is then introduced in a manual valve on the cooling
sides of either loops a or b, which we will call the actuating loop. Each change is
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Figure 5.2. Pressure wave in loop a.
77quick enough to be considered as a step change in comparison to the other time
scales in the system. The response of the other two loops, to be called responding
loops, is determined until a steady state is reached, after which another step
change in valve position is eﬀected. This results in a series of valve step changes
for a given Qc
set. The measurements are carried out for Qc
set = 189, 127 and 63
mL/s. Two types of responses are studied. The transient response allows us to
understand the thermal-hydraulic network as a complex dynamical system. The
steady-state is that found after the slowest transient has died down.
5.2 Transient response
5.2.1 Flow-rate calculation
Since direct measurement was not possible, the transient ﬂow rate is calculated
from pressure-diﬀerence information. This indirect method provides an insight on
the timescale of the ﬂow rate response. We write the one-dimensional momentum
equation for ﬂow in a secondary loop, Q(t), as
dQ
dt
+ α
′ Q
n = β ∆p(t) , (5.1)
where β is deﬁned in Eq. (3.2). In Eq. (5.1) the three terms from the left are
inertia, frictional and pressure forces, respectively. α′ is a loss coeﬃcient which is
due to a combination of the wall-shear stress and losses due to various ﬁttings such
as valves, elbows and tees. The step change occurs at t = 0. Since all the other
contributions to the loss coeﬃcient are the same before and after the step change,
there is a change in α′ in the actuating loop due to the manual valve change. The
before and after values of α′ can be determined from the corresponding steady-
78state form of Eq. (5.1), α′ = β∆p/Qn. Once the step function α′(t) has been
found, Eq. (5.1) can be solved numerically to determine Q(t). Since the exponent
n varies between 1 for laminar and 2 for high-Reynolds number ﬂows, unless
otherwise stated the calculations are done for the two extremes of n to determine
a range within which the ﬂow rate Q(t) must lie.
5.2.2 Response times
It is desirable to know the speed of response of the network with respect to each
of the three variables: temperature, pressure diﬀerence and ﬂow rate. As a typical
result, we will show those for a small valve step change in loop a. The pressure
diﬀerence in the same loop, ∆pc
a, is shown in Fig. 5.3. There is an overshoot of the
pressure diﬀerence because of the rapid change of the manual valve setting. The
duration of the overshoot is of the same order of the period of a pressure wave
within the system. Since the magnitude of the valve change is much smaller than
that in Fig. 5.2, not many periods can be observed before the signal is overcome
by noise. The transient pressure time is also aﬀected by the speed with which the
valve is closed [88]. The temperature at the outlet of the heat exchanger HXa is
shown in Fig. 5.4. The signal has been smoothed with a 5th order Savitzky-Golay
FIR ﬁlter [89] to eliminate the noise; the rms of the noise is also indicated. Flow
rates Qa and Qb in loops a and b respectively are shown in Fig. 5.5.
We can deﬁne the response time for a system variable as the approximate time
required for it to go from its initial to its ﬁnal value. The three ﬁgures show
that the response times of the pressure diﬀerence, ﬂow rate and temperature are
approximately of the order of 0.01s, 0.1s and 1s, respectively. Quantitative values
are shown in Table 5.1, where the results of three diﬀerent runs for Qc
set = 189
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Figure 5.3. Transient pressure diﬀerence in loop a.
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Figure 5.5. Transient ﬂow rates in loop a and b; -◦- n = 1, - - n = 2;
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82TABLE 5.1
RESPONSE TIMES FOR PRESSURE DIFFERENCE,
TEMPERATURE AND FLOW RATES FOR THREE DIFFERENT
RUNS
Variable Time [s] Time [s] Time [s]
∆pa 0.01 0.03 0.02
T c
a 5.17 5.26 7.33
T h
a 4.02 3.66 4.56
T c
b 4.17 2.16 3.69
T h
b 3.71 1.62 3.09
Qa 0.26–0.36 0.15–0.31 0.13–0.19
Qb 0.09–0.12 0.06–0.09 0.10–0.39
mL/s are shown. In each run, because of the speed of the pressure wave in the
system, the pressure diﬀerence throughout the network is the quickest to respond.
The pressure change induces a ﬂow-rate change which is resisted by the ﬂuid inertia
and wall-shear stress, so that the response in ﬂow rate is slower. The temperature
response is slower still because of the mass of ﬂuid and heat exchanger that has
to be heated or cooled.
835.3 Steady-state hydrodynamic response
In this section the pressure and ﬂow rate interaction will be presented. The
results are shown in a series of graphs, the symbols for which are indicated in
Table 5.2. Interest is principally on the cooling side of the heat exchangers, and
unless otherwise stated all information presented will be from that side.
5.3.1 Experimental
Figures 5.6 and 5.7 show the eﬀect of valve adjustment on the actuating loop.
The abscissa is the relative change of ﬂow rate in the actuating loop; the ordinate
is the relative change of pressure diﬀerences along the secondary loops or the
relative change of ﬂow rates in the responding loops. As shown in the ﬁgures,
closing the valve in the actuating loop results in a decrease of ﬂow in that loop
but an increase of pressure diﬀerences along secondary loops and ﬂow rates in the
responding loops. Figures 5.6 and 5.7 both have three groups of lines with diﬀerent
slopes that correspond to three diﬀerent initial setting of the ﬂow rate Qc
set. The
larger the Qc
set, the steeper the slope of the lines and, therefore, the stronger the
interaction among the secondary loops. In addition, there is little diﬀerence in the
pressure drops in the three secondaries, no matter if the actuation takes place in
loop a or b. This means that for this particular network, being relatively small, the
distance between the actuating and responding loops does not aﬀect the response
results very much.
84TABLE 5.2
SYMBOLS USED IN GRAPHS OF STEADY-STATE RESPONSE
Actuation in loop a Actuation in loop b Setting
Symbols Measurement Symbols Measurement [mL/s]
in loop in loop
  a   a 63
♦ b   b 63
▽ c   c 63
△ a   a 127
+ b × b 127
◦ c • c 127
¤ a ◮ a 189
∗ b ⋆ b 189
¢ c ◭ c 189
Line Flow rate Actuating loop
[mL/s]
Continuous 189 a
Dashed 127 a
Dotted 63 a
Thick Continuous 189 b
Thick Dashed 127 b
Thick Dotted 63 b
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Figure 5.6. Change of pressure diﬀerence versus change of ﬂow rate in
actuating loop.
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Figure 5.7. Change of ﬂow rate in responding loops versus change of
ﬂow rate in actuating loop.
87TABLE 5.3
PRESSURE DROPS FOR DIFFERENT FLOW RATES
Qc
set = 63 mL/s Qc
set = 127 mL/s Qc
set = 189 mL/s
(1 − ∆pbf/∆pae) × 100 2.53 ∼ 2.56 1.78 ∼ 2.32 2.21 ∼ 2.31
(1 − ∆pcg/∆pae) × 100 6.15 ∼ 7.54 4.10 ∼ 6.80 4.61 ∼ 7.39
5.3.2 Modeling
A mathematical model can provide physical insight on how the ﬂow is dis-
tributed among the secondary loops. Fig. 5.8 is a simpliﬁed schematic of the
cold-water loops. According to the measurements shown in Table 5.3, the pres-
sure drops in the short stretches ab, bc, cd, ef, fg and gh are small compared to
those in ae, bf, cg or dh. Thus we can assume that the pressure drops ∆pae =
∆pbf = ∆pcg = ∆pdh = ∆p. Writting α = α′/β, the steady-state momentum
equations are
αaQ
n
a = αbQ
n
b = αcQ
n
c = αdQ
n
d = ∆pt − αeQ
n
e = ∆p , (5.2)
where ∆pt is the pressure increase across the pump, assumed to be constant with
respect to the ﬂow rate through it. The continuity equation is
Qe − Qa − Qb − Qc − Qd = 0 . (5.3)
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Figure 5.8. Schematic of simpliﬁed loop.
When αa undergoes a small change δαa, ﬂow rates and pressure will also
change. Assuming that the loss coeﬃcients in the responding loops are constant,
we can write the linearized variance equations as
AδQ = Bδαa , (5.4)
where
A =

           
 

nαaQ
n−1
a,set 0 0 0 0 −1
0 nαbQ
n−1
b,set 0 0 0 −1
0 0 nαcQ
n−1
c,set 0 0 −1
0 0 0 nαdQ
n−1
d,set 0 −1
0 0 0 0 −nαeQ
n−1
e,set −1
1 1 1 1 −1 0

           
 

(5.5)
89δQ =
 
δQa δQb δQc δQd δQe δ∆p
 T
(5.6)
B =
 
−Qn
a,set 0 0 0 0 0
 T
. (5.7)
For our experiments, the three secondary loops are initially set to be identical so
that Qa,set = Qb,set = Qc,set = Qc
set and αa = αb = αc. Writing δ( ) = ( ) − ( )set,
we can get
Qb − Qb,set
Qb,set
=
Qc − Qc,set
Qc,set
=
Qd − Qd,set
Qd,set
= −
1
S
Qa − Qa,set
Qa,set
, (5.8)
where
S =
Qe,set
Qa,set
∆pt
∆pt − ∆pset
− 1. (5.9)
Qa,set, Qe,set, ∆pt and ∆pset can be viewed as the operating parameters which
are initially given. With these parameters, the change of the ﬂow rates in the
responding loops upon perturbation in the actuating loop can be determined. S
deﬁnes the slope of the relative changes.
In the same manner, we can get the relative change of the pressure diﬀerence
as
∆p − ∆pset
∆pset
= −
n
S
Qa − Qa,set
Qa,set
, (5.10)
and the primary ﬂow rate as
Qe − Qe,set
Qe,set
=
1
S
∆pset
∆pt − ∆pset
Qa − Qa,set
Qa,set
. (5.11)
The theoretical predictions using Eqs. (5.8) and (5.10) with n = 2 are also shown
in Figs. 5.6 and 5.7, respectively, where the symbols represent the experimental
90data and lines represent the modeling results.
The experimental results can be physically explained in the following way.
Closing the valve in the actuating loop results in an increase of the ﬂow resistance
in that loop and, as a result, an increase of the total resistance in the network and,
consequently, a decrease of the total ﬂow rate due to the constant ∆pt. Therefore,
the pressure diﬀerence decreases on the main loop but increases on the secondary
loops. Accordingly, the ﬂow rate in the actuating loop decreases but increases in
the responding loops since the ﬂow resistances in those loops are unchanged. Since
S > 0, the one-dimensional model results, Eq. (5.8), show a similar behavior. In
addition, S > 1 means that the increase in magnitude of the ﬂow rates in the
responding loops is always smaller than that in the actuating loop.
Once the operating condition is given, the slopes of the relative change curves
are ﬁxed and the response is almost linear. It can be pointed out that the greater
the value of Qc
set, the smaller is the total resistance in the network and, con-
sequently, there is an increase of pressure diﬀerence along the main loop but a
decrease along the secondary loops. This combination results in a decrease of S
and so a higher relative change. From Eqs. (5.8) and (5.10), the relative change
of the pressure diﬀerence is n-times larger than that of the ﬂow rate. For fully
turbulent ﬂow, n = 2 and the relative change of the pressure diﬀerence is almost
twice that of the ﬂow rate.
5.4 Steady-state thermal response
In addition to the hydrodynamic interaction between secondaries, the thermal
interaction is also important. In this section we analyze the response of the tem-
perature distributions and the heat rates. The symbols used in the graphs are the
91same as shown in Table 5.2.
5.4.1 Experimental
The heat rate at the heat exchangers, q, is determined from
q = ρQcp∆T , (5.12)
where cp is the speciﬁc heat, and ∆T = |Ti − To| is the magnitude of the temper-
ature change of the ﬂuid as it passes through the device. The heat rates on the
heating and cooling side are diﬀerent due to some losses to room air. Table 5.4
shows the range of the ratio of the heat rate in the cooling loop, qc, compared to
that in the heating loop, qh, measured in each of the three secondaries. About
10% of the heat is lost to the room, being a little higher for lower ﬂow rates due
to higher temperatures. We will ignore these losses and consider only the heat
rate at the cooling side of the heat exchangers.
The change in heat rate is aﬀected by two factors: change in ﬂow rate and
change in temperature diﬀerence. Flow rate changes, considered in the previous
section, have been seen to be linear over a wide range of valve actuation. Fig.
5.9 shows the temperature change in the actuating loop. The behavior over the
same range is quadratic, and the value of Qc
set does not seem to make much
diﬀerence. Fig. 5.10 shows the temperature change in the responding loops. The
temperature change is much smaller and is dependent on Qc
set. For Qc
set = 63
mL/s, a decrease of ﬂow rate in the actuating loop results in a decrease of the
total ﬂow rate causing a decrease of the inlet ﬂow temperature and an increase of
the ﬂow rates in the responding loops; therefore, the temperature diﬀerences in the
responding loops increase. The larger the initial value of the ﬂow rate, the greater
92TABLE 5.4
RATIO OF HEAT RATES IN COOLING AND HEATING SIDES OF
THE HEAT EXCHANGERS
Qc
set = 63 mL/s Qc
set = 127 mL/s Qc
set = 189 mL/s
qc
a/qh
a 0.794 ∼ 0.869 0.826 ∼ 0.883 0.841 ∼ 0.866
qc
b/qh
b 0.934 ∼ 0.948 0.954 ∼ 0.965 0.943 ∼ 0.954
qc
c/qh
c 0.913 ∼ 0.957 0.923 ∼ 0.955 0.927 ∼ 0.934
is the ﬂow rate increase in the responding loops with the same relative change
of the ﬂow in the actuating loop. The heat rate, however, is almost independent
of the ﬂow rate setting. Therefore, at Qc
set = 127 mL/s, the same trend of the
change of the temperature diﬀerence is observed but the relative change is reduced.
At Qc
set = 189 mL/s, the relative change of the ﬂow rate continuously increases
while the relative change of the heat rate is almost constant, so that the change
of temperature diﬀerence shows a trend opposite to that for the other two Qc
set
values. It is reasonable to expect that there is a ﬂow rate between Qc
set = 127
mL/s and Qc
set = 189 mL/s at which the temperature diﬀerence is constant while
the ﬂow rate is changing.
In the actuating loop, the reduced ﬂow rate causes a rapid decrease of the
heat transfer coeﬃcient and, therefore, a decrease of the heat transfer rate as
shown in Fig. 5.11. The nonlinearity of the thermal response over the same range
is obvious in comparing with the hydrodynamic response. Fig. 5.12 shows the
change in the heat rate in the responding loops. A decrease of ﬂow rate in the
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Figure 5.9. Change of temperature diﬀerence in actuating loop versus
that of ﬂow rate.
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Figure 5.10. Change of temperature diﬀerence in responding loops
versus that of ﬂow rate in actuating loop.
95actuating loop causes an increase of heat rate in the responding loops. There
is a decrease of the total ﬂow rate in the main loop causing a decrease of the
outlet temperature of the cooling water when running through the compact plate
heat exchanger HXm and, as a result, the decrease of the inlet temperature in the
cooling side of heat exchangers in the secondary loops. The decrease of the ﬂow
temperature, combined with the increase of the ﬂow rates in the responding loops
and therefore the increase of the heat transfer coeﬃcient, results in the increase of
the heat rates in the cooling sides of heat exchangers. The responses of the heat
rates are contrary to the hydrodynamic responses in that at larger initial setting,
the relative changes of the heat rates are smaller. However, it is noticed that there
is little diﬀerence among the responses for diﬀerent Qc
set.
5.4.2 Modeling
The governing equations for the heat exchanger a are provide in Eqs. (2.29) –
(2.31). After some manipulation, we get
qa =
ρCp(T h
i − T c
i )
 
exp
 
UaAaFa
ρCp
 
1
Qh −
1
Qa
  
− 1
 
exp
 
UaAaFa
ρCp
 
1
Qh −
1
Qa
  
1
Qh −
1
Qa
. (5.13)
Similar expressions can be written for qb and qc.
In the primary loop
qe = ρQecp(Te − T
c
i ) , (5.14)
=
ρcp(Te − T ch
i )
 
exp
 
UeAeFe
ρcp
 
1
Qe
−
1
Qch
  
− 1
 
exp
 
UeAeFe
ρcp
 
1
Qe
−
1
Qch
  
1
Qe
−
1
Qch
, (5.15)
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Figure 5.11. Change of heat rate in actuating loop versus that of ﬂow
rate.
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Figure 5.12. Change of heat rate in responding loops versus change of
ﬂow rate in actuating loop.
98where Te is the inlet cooling water temperature of the primary heat exchanger,
T ch
i is the chiller inlet temperature, and Qch is the chiller volumetric ﬂow rate.
From this and the energy balance
qe = qa + qb + qc , (5.16)
we can ﬁnd
T
c
i =
(ra + rb + rc)T h
i + reT ch
i
ra + rb + rc + re
. (5.17)
The temperature diﬀerence and heat rate in the heat exchanger are then
∆T
c
j =
rj
ρQj
re
ra + rb + rc + re
(T
h
i − T
ch
i ) , (5.18)
qj = rj
re
ra + rb + rc + re
cp(T
h
i − T
ch
i ) , j = a,b,c (5.19)
where
rj =
expj ( ) − 1
expj ( )
1
ρQh −
1
ρQj
, j = a,b,c, (5.20)
re =
expe ( ) − 1
1
ρQe
−
1
ρQch
, (5.21)
expj( ) = exp
 
UjAjFj
ρcp
 
1
Qh −
1
Qj
  
, j = a,b,c, (5.22)
expe( ) = exp
 
UeAeFe
ρcp
 
1
Qe
−
1
Qch
  
. (5.23)
Qh,T h
i , Qch and T ch
i are parameters that are ﬁxed during the experiments. The
overall heat transfer coeﬃcient can be calculated from Eq. (2.32) For shell-tube
heat exchangers, the tube-side heat transfer coeﬃcient (which is the heating side)
hh is given by Eq. (2.33). The shell-side heat transfer correlation suggested by Eq.
99(2.34). The heat transfer coeﬃcients on heating and cooling sides of the compact
plate heat exchanger are given by Eq. (2.35).
For loop a, for example, Qa and Qe can be obtained from Eqs. (5.8) and (5.11)
based on the mathematical model. ∆T c
a and qa can be calculated from Eqs. (5.18)
and (5.19). Similar expressions may be found for loops b and c. All the properties
are calculated based on the inlet and outlet mean temperature through numerical
iterations.
It is noticed that a common part of the expressions for temperature diﬀerences
and heat rates for loops a, b and c is (T h
i − T ch
i ) R, where
R =
re
ra + rb + rc + re
, (5.24)
which involves the four heat exchangers in the network and represents the thermal
interaction. This term contributes equally to each secondary loop since they are
connected in parallel with the primary and have the same inlet cooling-water
temperature on the cooling side.
The results are shown in Figs. 5.9–5.12 where again the symbols represent the
experimental data and lines represent the results of the model. The changes of the
temperature diﬀerences and ﬂow rates can be explained by Eqs. (5.18) and (5.19).
Taking actuation in loop a as an example, raR increases with Qa. The increasing
rate of raR, however, is slower than that of Qa. Therefore, on the actuating loop,
the temperature diﬀerence decreases while the heat rate increases with Qa.
In the responding loops, rbR and rcR decrease while Qa increases. Thus the
heat rate decreases. It is shown that the ﬂow rates Qb and Qc decrease while
Qa increases. The relative change of the ﬂow rate is smaller than that of rbR or
rcR at Qc
set = 63 mL/s. Therefore, the temperature diﬀerence decreases while Qa
100increases. At Qc
set = 127 mL/s, the same trend of the change of the temperature
diﬀerence is observed but the relative change is reduced. At Qc
set= 189 mL/s, the
relative change of the ﬂow rate is a little bit faster than that of the heat rate.
Therefore, the temperature diﬀerence increases while Qa increases.
5.5 Summary
It is observed that the response time of the temperature is an order of mag-
nitude higher than that of the ﬂow rate, and that of the pressure diﬀerence is
an order of magnitude lower. As a consequence of this, it is reasonable in com-
plex network studies to assume that pressure changes take place instantaneously,
while the ﬂow rates and temperatures respond more slowly. Interactions between
secondary loops depend on initial ﬂow rates. The higher it is, the stronger the
hydrodynamic interaction. Both ﬂow rates and pressure diﬀerences show a lin-
ear response. Thermal interaction is a result of hydrodynamic interaction; it is
nonlinear and also diﬀerent for diﬀerent loops and initial ﬂow rates.
101CHAPTER 6
SYNCHRONIZATION OF THERMOSTATICALLY CONTROLLED
SECONDARY LOOPS
In the Chapter 5, it is shown that there is signiﬁcant interaction among sec-
ondary loops. Self-sustained ﬂow and temperature oscillations occur in a thermal
system with thermostatic control under normal conditions. It is natural to expect
that synchronization of these coupled oscillators may occur in these networks. In
the present work, we look at oscillations due to multiple thermostatic controllers
located on diﬀerent loops of a thermal-hydraulic network. The work was carried
out in an experimental facility that has previously been used for studies of control
strategies and network dynamics [17, 22, 23], as well as steady-state interactions
of the pressure, ﬂow rate and temperature between secondary loops [90].
6.1 Preliminaries
6.1.1 Kuramoto model
It is illustrative to ﬁrst do a numerical study of the synchronization of coupled
oscillators. The simplest case is the synchronization of two coupled oscillators.
102We consider the mutually coupled phase dynamics as
dθ1
dt
= ω1 +
K
2
sin(θ2 − θ1) , (6.1)
dθ2
dt
= ω2 +
K
2
sin(θ1 − θ2) , (6.2)
where θ1,2 are the phases of the two oscillators 1 and 2 respectively, ω1,2 are the
natural frequencies, and K is the coupling strength. When K > 0, the interaction
is attractive and K < 0 represents repulsive interaction. When K = 0, there is
no interaction between the two oscillators and the phases of two oscillators move
at the natural frequencies ω1 and ω2, respectively.
Deﬁne phase diﬀerence φ = θ2 −θ1 and frequency detuning ∆ω = ω2 −ω1 and
substitute into Eqs. (6.1) and (6.2) to get
dφ
dt
= ∆ω − K sin(φ) . (6.3)
According to Eq. (6.3), there are three cases of the phase diﬀerence φ, as shown
in Fig. 6.1. When ∆ω=0, the system has ﬁxed points at φ = 0 (or 2π) and π. It
is easy to check that for attractive (repulsive) interaction, the ﬁxed point φ = 0
is stable (unstable) while φ = π is unstable (stable). The two oscillators in this
case evolve to complete synchronization. Thus
θ1(t) = θ2(t) = Ωt , (6.4)
where Ω = ω1 = ω2 is the observed frequency. For repulsive interaction, the
oscillators have the same frequency but their phases are opposite.
103Let us look at the attractive interaction again. If the natural frequencies of
the two oscillators are diﬀerent but
∆ω ≤ K , (6.5)
there are still two ﬁxed points with one stable and the other unstable. The system
evolves to one of the stable ﬁxed points so that the two oscillators move at a
common frequency Ω1 = Ω2 = (ω1+ω2)/2 and the phase diﬀerence |φ| < constant.
In short, the stable ﬁxed point of Eq. (6.3) means not only that both oscillators
have the same frequency, known as the frequency locking, but also that there
is a constant phase shift between the phases of the oscillators, known as the
phase locking. A generalized deﬁnition [91] of frequency locking is understood as
nΩ1 = mΩ2, where Ω1,2 =  ˙ θ1,2  and n and m are integers.     is a temporal
mean deﬁned by
 T  = lim
τ→∞
1
τ
  τ
0
T(t)dt . (6.6)
The generalized phase locking is | φn,m| = | nθ1 − mθ2| < constant.
When ∆ω > K, the two oscillators are too separate to allow synchronization.
The motion of the two oscillators remains incoherent. The phase diﬀerence now
is a function of time and increases monotonically. When ∆ω < K, the frequency
locking region is a plateau in the parameter space of (∆Ω,∆ω), as shown in Fig.
6.2. For diﬀerent coupling strengths, the range of the frequency locking region is
diﬀerent. If we plot the frequency-locking region in the parameter space (K,∆ω),
as shown in Fig. 6.3, there is a domain that corresponds to frequency locking,
known as the Arnol’d tongue.
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Figure 6.1. Evolution of phase diﬀerence of two coupled oscillators at K
= 1 and diﬀerent values of frequency detuning ∆ω; solid line: ∆ω = 0,
dash-dot line: ∆ω = 0.4, dashed line: ∆ω = 1.4.
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Figure 6.2. Observed frequency diﬀerence versus frequency detuning at
ﬁxed coupling strength. Bold curve corresponds to noise-free case, light
solid curve corresponds to weak noise, and dash curve to large noise.
Plateau of noise-free case represents synchronization.
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Figure 6.3. Synchronization region for two oscillators in the
(K,∆ω)-plane. Shaded area is synchronization region, the other is
incoherent region.
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Figure 6.4. Phase diﬀerence between two oscillators at diﬀerent
frequency detuning at K = 1 and ω1 = 2; line 4 corresponds to
∆ω = 1.2, line 3 to ∆ω = 1, line 2 to ∆ω = 0.5, and line 1 to ∆ω = 0.
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frequencies of 200 oscillators with normal distribution of frequencies.
Coupling strength K = 4.
109For a certain coupling strength, diﬀerent dynamics occur for diﬀerent frequency
detuning. Let us ﬁrst consider point 1 in Fig. 6.3 with zero frequency detuning,
the phases are locked and the phase diﬀerence φ = 0, shown as the solid curve 1
in Fig. 6.4. Then we increase the frequency detuning from point 1 to point 2 with
non-zero frequency detuning. Since point 2 is still in the synchronization region,
the phase diﬀerence is constant and is not equal zero, the evolution of which is
the solid curve 2 in Fig. 6.4. At point 3, the boundary of the synchronization
domain, the phase diﬀerence is not constant but grows very slowly. With further
increases of frequency detuning to point 4 in Fig. 6.3, the phase diﬀerence grows
almost uniformly as shown as the solid curve 4 in Fig. 6.4.
Sometimes the oscillation is perturbed by noise which may introduce diﬀerent
regimes of the phase dynamics. A simple way to consider the noise is to directly
add it to the r.h.s. of Eq. (6.3)
dφ
dt
= ∆ω − K sin(φ) + ξ(t) , (6.7)
where ξ is a noise that is independent of the phase diﬀerence. Noise causes a
diﬀusion of the phase diﬀerence which appears as a random walk, shown as the
dashed curves 1–4 in Fig. 6.4. At the vicinity of the boundary region, if the noise
is large, it can cause a quick 2π jump of the phase diﬀerence, as the dashed curve
3 in Fig. 6.4, which is known as phase slip [91–93]. A detailed discussion of the
synchronization driven by noise is performed in [94, 95] by assuming the noise is
Gaussian, δ-correlated noise such that  ξ(t)ξ(t + τ)  = 2σ δ(τ), where σ is the
diﬀusion intensity and brackets mean time averaging. The phase locking solution
in the sense of ˙ φ = 0 may be broken for a system driven by noise. Therefore, the
synchronization between diﬀerent oscillators in the sense of frequency locking is
110presented as Ω1 = Ω2 [96, 97], where
Ω = lim
τ→∞
  τ
0
˙ θ(t)dt . (6.8)
The synchronization of a group of coupled oscillators is a simple generalization
of previous analysis by changing the number of oscillators from 2 to n. Assuming
the oscillators are mutually coupled, the phase dynamics are governed by
dθi
dt
= ωi +
K
n
n  
j=1
sin(θj − θi), i = 1,...,n. (6.9)
The analysis of the synchronization governed by Eq. (6.9) has been performed in
[45, 98]. A numerical simulation of the phase dynamics of a population of coupled
oscillators, initially with normal distributions of phases and frequencies, is shown
in Fig. 6.5. As can be seen from the ﬁgure, at t = 2s, part of the population
near the mean frequency is synchronized. At t = 20s, all of the oscillators are
synchronized with constant phase diﬀerences.
6.1.2 Signal analysis
Compared to analytical or numerical data, it is harder in experiments to an-
alyze almost-periodic events and to determine the instantaneous phase and fre-
quency from data. Here we use some of the techniques of time-frequency analysis of
non-stationary signals [99], as is commonly done in phase synchronization studies
[56, 68], to determine instantaneous values of amplitudes, phases and frequencies
for the temperature signals. The computations were done in MATLAB.
111We take the deviation of the temperature from the mean as
T
′(t) = T(t) −  T  . (6.10)
Applying the Hilbert transform
  T
′(t) =
1
π
PV
  ∞
−∞
T ′(t)
t − τ
dτ , (6.11)
where PV is the Cauchy principal value, we can obtain the so-called complex
analytic signal
s(t) = T
′(t) + i   T
′(t) , (6.12)
which can be written in terms of an instantaneous amplitude A(t) and phase θ(t)
as
s(t) = A(t)e
iθ(t) . (6.13)
Thus we can calculate
A(t) =
 
T
′2 +   T
′2
 1/2
, (6.14)
θ(t) = tan
−1
 
  T ′
T ′
 
. (6.15)
Determination of an instantaneous frequency, ω(t), is not so straightforward.
A direct approach is the numerical diﬀerentiation of the instantaneous phase so
that
ω =
dθ
dt
. (6.16)
1126.1.3 Thermostatic self-sustained oscillations
All the controllers reside in the PC in the form of software. For each controller
the sensor is a thermocouple at one of the outlets of a heat exchanger and the
actuator is a two-way valve at the same location. Actuation of the valve is de-
pendent on the temperature signal. The temperature control method used here
is thermostatic (also called on-oﬀ, two position or bang-bang). If the water tem-
perature T rises above an upper limit TU, the controller shuts the valve partially
(it is not shut completely so as to allow a small ﬂow whose temperature can be
measured). If, on the other hand, the temperature falls below the lower limit TL,
the valve is completely opened. ∆T = TU − TL is deﬁned as the dead-band, and
the set point of the controller can be considered to be the mean Tset = (TU+TL)/2.
The temperature and ﬂow rate oscillate in time as a result of thermostatic control.
When TU and TL are given, the oscillation is entirely determined by the internal
parameters of the system.
To produce a single uncoupled oscillator, a thermostatic controller is used on,
for example, the temperature T c
b on the cooling side of the heat exchanger HXb
as sensor and the valve V c
b as actuator. Though both ﬂow rate and temperature
vary in time, only the latter information is measured. Measurements are made
long enough so that the temperature undergoes a more or less periodic behavior
indeﬁnitely. To reduce the random error of temperature, 500 data points per
second were taken and the averaged result was used. A typical oscillation of the
temperature T c
b is shown in Fig. 6.6. The period is around 20 s in this example,
and is much larger than the time constant of the thermocouple probe which is
around 0.55 s. The form of each period is not exactly sinusoidal: it takes longer
for the temperature to rise than to fall. Nor are the periods all exactly identical.
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Figure 6.6. Typical oscillation of temperature T c
b. Upper and lower
limits of controller are indicated.
The TU and TL limits used by the controller are also indicated in the ﬁgure, and
it can be seen that the temperature over- and under-shoots the limits. The exact
form of the temperature-time relation depends on the network conﬁguration and
parameters. Temperatures at other locations within the network also oscillate at
the same frequency due to interaction with this controller and driven by it.
The mean frequency of oscillation  ω  is deﬁned in a manner similar to Eq.
(6.6), and is obtained from the instantaneous frequency ω(t) by numerical inte-
gration. Since the measured temperature is not exactly periodic, the interval τ is
taken suﬃciently large so that the integral becomes independent of it. As shown
in Fig. 6.7, τ ≈ 500 s appears to be suﬃcient. The mean frequency is a function
of the dead-band with a complicated dependence on the network characteristics.
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Figure 6.7. Eﬀect of interval of integration τ.
In general, however, as the upper and lower limits for thermostatic action are
separated more, it takes longer for the temperature to go from one to the other
and back again, and the period of the oscillation consequently increases. This is
shown in Fig. 6.8 which is a result of measuring  ω  for diﬀerent ∆T. This indi-
cates that the frequency of the thermostatic oscillator can be changed by altering
the dead-band, a fact that we will use to detune multiple controllers.
6.1.4 Multiple controllers
The experiments are carried out based on the experimental facility in Chapter
5. Thermostatic control can be applied to a temperature and actuator pair in
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Figure 6.8. Eﬀect of dead-band on frequency of T c
b.
more than one loop. Since there are three heat exchangers, there are six outlets
where the temperature can be sensed and the valve actuated. These locations
are marked in Fig. 5.1 as (T h
a ,V h
a ), (T h
b ,V h
b ), (T h
c ,V h
c ) for the heating sides, and
(T c
a,V c
a), (T c
b,V c
b ) and (T c
c,V c
c ) for the cooling sides. Each location, if used as a
controller, is a potential oscillator.
When more than one oscillator is in operation, the frequency of each may be
diﬀerent than if it were operating alone. We will use the symbol ω as before to de-
note the uncoupled frequency of an oscillator when it is the only one in operation,
and use Ω for its coupled frequency when another oscillator is also simultaneously
functioning. In general, the two will be diﬀerent because of interaction between
the oscillators.
116Generally speaking, there are two possible parameters to change during the
study of the collective dynamics of coupled oscillators. The ﬁrst is the coupling
between the oscillators, and the second is the detuning (i.e. the diﬀerence in the
uncoupled frequency ω of each). Since there is no way to change the coupling
between the loops in the present case, we will use detuning as a parameter. This
we will do by modifying the dead-band of the oscillators which will change their
uncoupled frequency of oscillation. It can be done independently for each con-
troller through the software. If ω1 and ω2 are the uncoupled frequencies of two
oscillators, then ∆ω = ω1 − ω2 represents the detuning between them. Of course,
∆Ω = Ω1 − Ω2 is a diﬀerent quantity that depends on the coupling between the
oscillators. For completely decoupled oscillators, ω1 = Ω1 and ω2 = Ω2, and on
the other hand, complete frequency locking between the two oscillators means that
∆Ω = 0 independently of the value of ∆ω. Another manifstation of synchroniza-
tion is phase locking [48, 91] where the phase diﬀerence φ = θ1 − θ2 = constant.
6.2 Results and discussion
Steady-state interaction between the loops was previously measured [90] where
it was shown that a change in ﬂow rate in one secondary aﬀected the pressure dif-
ferences, ﬂow rates and temperatures in the others also. The dynamics of coupling
between the loops are complex, but some physical reasons can be put forth. If a
valve in one secondary is closed slightly, some of the ﬂow in the primary is mo-
mentarily diverted to the other secondaries which then aﬀects the temperatures.
There are diﬀerent times scales associated with interactions between each one of
the variables. In the present case, there are two opposing eﬀects in operation. A
decrease of the temperature in one loop is due to an increase in the ﬂow rate in that
117loop; the ﬂow rates in other loops will decrease causing the outlet temperature
to increase. In this sense, the interaction is repulsive. However, a decrease of the
temperature in one loop also reduces the water temperature in the primary and
therefore the inlet temperature to the other loops. In this sense, the interaction
between the oscillators is attractive. In addition, the other controllers are also
actively trying to contain the temperature between the limits. It is not diﬃcult
to see why detuning can have an important eﬀect on the response of the network.
There is also coupling between the heating and cooling sides of a heat exchanger.
This, however, is not hydrodynamic but thermal; temperatures on one side aﬀect
those on the other. Thus the coupling across the two sides can be expected to be
weaker than that on the same side.
There are many combinations of multiple controllers that can be applied to the
six water-outlet locations of the three heat exchangers, but we will not experiment
with all. We will ﬁrst select two controllers and then three. For each set of
experiments, only the valves selected for control are varied in time, while all the
others are ﬁxed. Detuning is introduced by a series of dead-band changes in one
controller and keeping the other controllers ﬁxed.
6.2.1 Two controllers
The simplest interaction between oscillators is when only two of them are
present. These can be chosen to be both on the cooling side or one each on either
side.
1186.2.1.1 Controllers at T c
b and T c
c
We choose the locations T c
b and T c
c for two controllers on the cooling side.
The controller for T c
c is ﬁxed at Tset = 14◦C, ∆T = 4◦C, while that for T c
b has
Tset = 14.5◦C with a variable dead-band. Figs. 6.10(a) and (b) show the  Ω  and
 ∆Ω  response of the network, respectively, for a number of diﬀerent values of
the dead-band ∆T. For small and large ∆T the two coupled frequencies change,
while in the middle they are locked together in synchrony. (a) shows that in the
unsynchronized regions, the  Ω  vs. ∆T line is steeper for T c
b, which is where
the dead-band change is aﬀected. However, the coupled frequency of T c
c also
changes, though not as much. The diﬀerence in the coupled frequency,  ∆Ω ,
in (b) shows the same phenomenon slightly diﬀerently. For the dead-band in the
range 3.0◦C < ∆T < 5.0◦C there is a plateau where  ∆Ω  is almost zero indicating
synchronization. Outside this region the two oscillators are out of synchrony.
The phase diﬀerence φ(t) is shown for six diﬀerent values of the dead-band
in Fig. 6.9 (letters A–F refer to corresponding points on Fig. 6.10(b)). In curves
A and F at the two extremes, |φ| grows indeﬁnitely: the oscillators are out of
synchrony. In curve E the growth is not uniform. There are times when |φ| is
nearly constant while at times it changes rapidly by 2π (a phenomenon that is
often known as phase slip [48]). It is an indication of transition to synchronization.
In curves B, C and D, however, |φ| is a constant throughout implying that the
two oscillators are phase-synchronized.
6.2.1.2 Controllers at T h
a and T c
c
We now choose one controller on the heating and one on the cooling sides, for
example, T h
a and T c
c. Again, frequency detuning is achieved by changing the dead-
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Figure 6.9. Phase diﬀerences of temperatures T c
b and T c
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correspond to points in Fig. 6.10.
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Figure 6.11. Diﬀerence in coupled frequencies for diﬀerent dead-bands.
Synchrony is exhibited in interval between vertical dashed lines.
band of T h
a with Tset = 21.5◦C while that of T c
c, with Tset = 14◦C and ∆T = 4◦C,
is kept constant.  ∆Ω  vs.  ∆T  is plotted in Fig. 6.11, where a plateau exists
between the dashed vertical lines indicating synchronization there. The dead-band
interval in which this happens is about 0.5◦C wide, being much smaller than the
2◦C in Section 6.2.1.1 where the two controllers were on the same side.
6.2.2 Three controllers
The collective behavior of three active controllers is more complex. In one
study we will choose all three on the cooling side, and in the other two on the
cooling and one on the heating side.
1226.2.2.1 Controllers at T c
a, T c
b and T c
c
The three controllers are on the cooling side. The controller T c
a is set at
Tset = 14.5◦C, ∆T = 2.0◦C and T c
b at Tset = 14.5◦C, ∆T = 2.5◦C. Controller T c
c
is set at Tset = 14.5◦C with variable dead-band 0.4◦C < ∆T < 4◦C.
The eﬀect of the dead-band on the three phase diﬀerences are shown in Fig.
6.12. The dead-band is kept constant for about 15 mins to get the network
response. The phase diﬀerences are shown as a series of plots; each corresponds
to a ﬁxed ∆T but the initial phase diﬀerences are subtracted out so that they all
start from zero. In (a), the dead-bands of the two controllers T c
a and T c
b are close
enough for synchrony, while T c
c is not. With an increase in ∆T, they all slowly
become asynchronous as shown in (c). On further increase all three oscillators
synchronize, as in (f). After that, they are out of synchrony, as in (g). Finally,
the dead-band becomes too large and the oscillation of T c
c is out of synchrony with
the others.
The three loop temperatures, T c
a(t), T c
b(t) and T c
c(t), can be plotted in a phase
space as shown in Figs. 6.13(a) and (b) (where they correspond to the signals in
Fig. 6.12(d) and (f), respectively). Clearly, there is no synchronization in (a). In
(b), synchronization introduces a “hole” in the plot and all three variables oscillate
at similar frequencies; the phases of the three temperatures remain locked, while
the amplitudes of the individual temperatures evolve independently. The ﬂow in
phase space is not exactly repeatable; this could be due to noise in the measured
signals, nonlinearity in the system, or variations in the building chilled-water
temperature.
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Figure 6.12. Phase diﬀerences of temperatures T c
a, T c
b and T c
c with
variation of dead-band of T c
c. Circles, squares and triangles correspond
to φAB, φAC and φBC respectively. ∆T = (a) 0.5◦C, (b) 1.0◦C, (c) 1.5◦C,
(d) 2.0◦C, (e) 2.5◦C, (f) 3.0◦C, (g) 3.5◦C, (h) 4.0◦C.
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Figure 6.13. Phase plot of temperatures T c
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1256.2.2.2 Controllers at T h
a , T c
b and T c
c
This a case where there is coupling between the heating and cooling sides.
The controller for T c
b is ﬁxed at Tset = 16.5◦C, ∆T = 2.5◦C, while that for T c
c is
ﬁxed at Tset = 16.5◦C, ∆T = 4.5◦C. The controller for T h
a , on the other hand, has
Tset = 18.5◦C and variable dead-band 0.4◦C < ∆T < 4◦C.
The results of the phase diﬀerences are shown in Fig. 6.14. In the beginning the
frequency detuning of the three oscillators is so large that they fail to synchronize,
as shown in (b). As the dead-band grows the detuning becomes smaller and there
is synchronization; φAB is nearly constant while the other two increase indeﬁnitely
as shown in (d). On further increasing the dead-band, φAB decreases indeﬁnitely,
though slowly, as in (e), but φAC becomes smaller. Now the two oscillators T h
a
and T c
c begin to synchronize. After (f), the three oscillators are out of synchrony
again.
6.3 Summary
Self-sustained oscillations are generated by using thermostatic temperature
control. Detuning between controllers has been varied by changing their dead-
bands. With this the network has been observed in various states of synchroniza-
tion. The phenomena of frequency- and phase-locking as well as phase slip were
observed. This study may be helpful in the design of control systems for thermal-
hydraulic networks. In building systems, for instance, it would be of concern if
temperatures ﬂuctuations in diﬀerent areas were to enter into synchrony.
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Figure 6.14. Phase diﬀerences of temperatures T h
a , T c
b and T c
c with
variation of dead-band of T h
a . Circles, squares and triangles correspond
to φAB, φAC and φBC respectively. ∆T = (a) 0.5◦C, (b) 1.0◦C, (c) 1.5◦C,
(d) 2.0◦C, (e) 2.5◦C, (f) 3.0◦C, (g) 3.5◦C, (h) 4.0◦C.
127CHAPTER 7
SYNCHRONIZATION OF THERMOSTATICALLY CONTROLLED
FIRST-ORDER SYSTEMS
In the Chapter 6, we have experimentally demonstrated the phenomenon of
synchronization for a small-scale network. But the thermal systems are often in
a very large scale that have many subsystems such as, for example, the heat-
ing and cooling systems in a large oﬃce building; the temperature in individual
oﬃces may be thermostatically controlled, but it may not be correct to assume
that the resulting dynamics are independent. It is necessary to systematically
study the synchronization in these coupled thermal systems. In this chapter, we
will ﬁrst develop a simpliﬁed mathematical model of synchronization in a system
with thermostatically-controlled oscillators. The properties of such system will be
discussed. Then a large number of such systems arranged in a ring will be studied.
7.1 First-order self-sustained thermostatic oscillation
7.1.1 Mathematical model
Consider the temperature control of a body that loses energy to the environ-
ment with a constant ambient temperature T∞, as in Fig. 7.1. A heating source
q is located in the body to compensate for the heat loss. The objective is to
maintain the temperature T at a set-point. Once the temperature is larger than
128T∞
T q
Figure 7.1. Lumped system.
the set-point, the heating source is fully turned oﬀ and vice versa. As a result,
the heating source is either fully on or oﬀ.
Under a lumped parameter approximation, the energy balance is
mcp
dT
dτ
+ hA(T − T∞) = q , (7.1)
where h is the convective heat transfer coeﬃcient, m is the mass of the body, cp
is its speciﬁc heat, and A is the convective surface area. When the heating source
is on, q = q0 and consequently, T → Tmax = T∞ + q0/hA as t → ∞. q = 0 when
the heating source is oﬀ T → T∞ as t → ∞.
Using mcp/hA and hA(Tmax − T∞) as the characteristic time and heat rate,
129this equation can be nondimensionized as
dθ
dt
+ θ = Q =

  
  
0 oﬀ
1 on
, (7.2)
where θ = (T −T∞)/(Tmax −T∞), t = τhA/mcp and Q = q/hA(Tmax −T∞). The
solution of Eq. (7.2) is
θ =

  
  
c1e−t oﬀ
1 + c2e−t on
. (7.3)
Usually, to avoid switching the heating source rapidly and unnecessarily when
the temperature is close to the set-point, the heating source does not turn on
and oﬀ precisely at the same point. Instead a small amount of diﬀerence of the
turn-on temperature TU and turn-oﬀ temperature TL known as the dead-band is
applied. As a result the temperature oscillates around the set-point. These lower
and upper bounds are non-dimensionalized as
θL =
TL − T∞
Tmax − T∞
, (7.4)
θU =
TU − T∞
Tmax − T∞
. (7.5)
The oscillation of temperature is self-sustained [48] since the energy transferred
to the cooling side and lost to the environment is balanced by the heater.
The oscillations of the temperature θ and heating source q are shown in Fig.
7.2, the period and amplitude of which can be chosen using suitable parameters.
Symbolic representation of the heating source Q is shown in Fig. 7.2(c), where Q
130is color coded in bar code with light and dark indicating heating source on and
oﬀ , respectively. It can be shown that the on and oﬀ time periods are
ton = ln
1 − θL
1 − θU
, (7.6)
toﬀ = ln
θU
θL
, (7.7)
respectively. The total period of the oscillation is
tp = ln
θU(1 − θL)
θL(1 − θU)
. (7.8)
It can be shown that the total period of the oscillation is aﬀected by the upper
and lower temperature limits [100].
7.2 Multiple oscillators in a ring
7.2.1 Mathematical model
Now there are n bodies connect in a ring as shown in Fig. 7.3. With lumped
parameter approximation and assuming they have the same mass, heat transfer
coeﬃcient, separation wall, and area of convection, the heat balance is
mcp
dTj
dτ
+
kAc
Lc
(Tj−Tj+1)+
kAc
Lc
(Tj−Tj−1)+hA(Tj−T∞) = qj , j = 1,2,...,n ,
(7.9)
where n is the total number of bodies and Ac and Lc are the conductive area and
length, respectively.
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Figure 7.2. Typical oscillation of temperature and heating source.
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Figure 7.3. Multiple bodies in a ring.
133We can nondimensionalize Eq. (7.9) as
dθj
dt
+ K(2θj − θj+1 − θj−1) + θ = Qj , (7.10)
where K = kAc/LchA, t = τhA/mcp, θj = (Tj − T∞)/(Tmax − T∞), Qj =
qj/(hA(Tmax − T∞)). Rewriting Eqs. (7.10) in matrix form
˙ Θ = AΘ + Q , (7.11)
where A is a n × n circulant matrix with the ﬁrst row vector {−(2K+1),K,0,...,0,K}
The eigenvalues and corresponding eigenvectors of A are [101]
λj =
n−1  
l=0
ale
−i2πlj/n , j = 0, 1, ..., (n − 1) , (7.12)
ξj =
1
√
n
 
1, ρj, ρ
2
j, ..., ρ
n−1
j
 ′ , (7.13)
respectively. al is the lth argument of the ﬁrst row vector of A and ρj = exp(−i2πj/n).
It is noticed that even though Q is a vector that depends on the value of θ,
between the nearest two on or oﬀ instants ti and ti+1, Q is constant. Here ti
j is
the ith time instant at which the jth temperature hits the upper or lower on-oﬀ
limits and consequently, the value of Qj will change value, either from 1 to 0,
or from 0 to 1. For example, as is shown in Fig. 7.4, before the (i − 2)th time
instant, Qi−2 = (1,1,0,0,0)T. At (i − 1)th time instant, θ2 hits the upper limit
0.8 and consequently, the heating source is turned oﬀ, i.e., Q
i−1
2 = 0. Therefore,
Qi−1 = (1,0,0,0,0)T and will be constant until the ith time instant when θ1 hits
the upper limit 0.8. Then Qi = (0,0,0,0,0)T. At (i + 1)th time instant, θ5 hits
134the lower limit 0.4 and Qi+1 = (0,0,0,0,1)T. Therefore, between the nearest two
on or oﬀ instants, we can write the solution as
Θ
i = e
Ati
jC
i + G
i , (7.14)
where Gi = −A−1Qi−1 and Ci = Θi−1(ti−1) − Gi. Θi−1(ti−1) and Qi−1 can be
obtained from the previous time instant ti−1. The only variable that needs to be
determined is the ti
j, which is the root of the scalar equation
θ
i
j(t
i
j) = e
i
jC
i + G
i
j , (7.15)
subject to the initial condition
θ
i
j(0) = θ
i−1
j (t
i−1) . (7.16)
ei
j is the jth row vector of e
Ati
j and
θ
i
j(t
i
j) =

  
  
θU ,if Q
i−1
j = 1 ,
θL ,if Q
i−1
j = 0 .
Given Θi−1(ti−1) and Qi−1, ti
j can be numerically determined by the bisection
method. Therefore, our methodology is a combination of analytical and numerical
methods.
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Figure 7.4. On-oﬀ instants.
1367.2.2 Numerical simulations
We take the deviation of the temperature from the mean as
θ
′(t) = θ(t) −  θ  . (7.17)
In order to analyze the global behavior of the coupled system, a mean-ﬁeld quan-
tity r is deﬁned as
r =
1
n
n  
j=1
e
iφj , (7.18)
where φ is the phase of the temperature. The Kuramoto order parameter r mea-
sures the degree of phase synchronization (PS) of the oscillators. Full PS is denoted
by  |r|  → 1.
In engineering applications, common concerns are focused on reducing the
running cost and capital cost of thermal systems. The running cost is the energy
supplied by the heating sources, which is determined by the number of heating
sources being on and the on time interval ton. We are only interested in the long-
time behavior of the system. Therefore, we deﬁne the running cost as the ratio of
the total on time interval to the total time interval
PT =
m
n
ton
tp
, (7.19)
where T is the period that the dynamics of the coupled oscillators repeats itself,
m is the number of bodies being on, and n is the total number of bodies. The
capital cost is deﬁned as the
ET = mmax , (7.20)
where mmax is the maximum number of bodies being on simultaneously.
1377.2.3 Results and discussions
For multiple bodies arranged in a ring with identical dead-bands, target tem-
peratures, and heating sources, if the initial temperatures are identical, there is no
diﬀerence among them and consequently, all the temperatures vary in the same
way. Here we will consider the case when the initial temperatures among them
are diﬀerent. Though further work needs to be done to study the eﬀect of the
initial temperature distribution, we will assume a normalized initial temperature
distribution among the bodies as
θ(j) = exp
 
−
(j − jmax)2
2σ2
 
, (7.21)
where j is the jth body and jmax is the location of the body with highest temper-
ature, and σ is the standard deviation of the initial distribution.
The oscillation of the thermostatic controller is dependent on the size and
location of the dead-band. In this section, the dead-band is ﬁxed as ∆T = θU −θL
= 0.5. σ = 2 and jmax = 1. The collective dynamic behavior of a number of 5
oscillators will be studied.
7.2.3.1 θL = 0.01
The parameters are taken as θL = 0.01 and θU = 0.51. At K = 0.015, FS
has been reached while the heating sources take turns to be on and oﬀ with
the same period, as shown in Fig. 7.5(a), where only the time range is from
τ = 380toτ = 400. Therefore the return map of ti vs ti+1, shown in Fig. 7.5(b), is
a point. The oscillations of temperatures are shown in Fig. 7.5(a). There is phase
diﬀerence between temperatures and consequently, the order parameter r is less
than 1, as shown in Fig. 7.5(d), which implies that PS has not been reached.
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Figure 7.5. Collective behavior of 5 bodies at θL = 0.01 and K = 0.015.
139The coupling strength increases as K increases. When K = 0.05, FS is shown
in Fig. 7.6(a). It is noticed that the oscillation period at K = 0.05 is larger than
that at K = 0.015. An interesting phenomenon at K = 0.05 is that bodies 3 and
4 are fully synchronized and turn on and oﬀ at the same time, as in Fig. 7.6(b).
This phenomenon is known as the clustering of coupled oscillators. Not only the
nearest neighbors may be fully synchronized, other bodies at diﬀerent locations
may also be fully synchronized, as in Fig. 7.6(b) with bodies 2 and 5. But the
clustered bodies take turns to be on and oﬀ when the coupling strength is not
strong enough.
When K increases, diﬀerent dynamics appear among the bodies. At K = 0.2,
as shown in Fig. 7.7, the coupling among the bodies drives the heating sources at
bodies 2 and 5 always to oﬀ when the equilibrium state has been reached. Bodies
3 and 4 are still clustered together with on-oﬀ instants diﬀerent from that of body
1. At K = 0.5, PS occurs with all the bodies turning on and oﬀ at the same
time, as in Fig. 7.8(b). The order parameter at PS is equal to 1 as shown in Fig.
7.8(a).
The running and capital costs at diﬀerent coupling strengths are shown in
Table 7.1. In engineering applications, the goal is to reduce the running cost
while maintaining the capital cost at a certain value. We can take advantage
of the synchronization to achieve that goal. For example, K = 0.2 may be a
promising choice.
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Figure 7.6. Collective behavior of 5 bodies at θL = 0.01 and K = 0.05.
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TABLE 7.1
RUNNING AND CAPITAL COSTS AT θL=0.01
K 0 0.015 0.05 0.2 0.5
PT 0.152 0.137 0.116 0.097 0.152
ET 1 1 2 2 5
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Figure 7.8. Collective behavior of 5 bodies at θL = 0.01 and K = 0.5.
1437.2.3.2 θL = 0.15
In this section, the parameters are taken as θL = 0.15 and θU = 0.65. At
K = 0.015, all bodies are fully synchronized and the order parameter equals 1 at
full synchronization, as shown in Fig. 7.9. In Fig. 7.10, when K = 0.13 bodies
1 and 2 are fully synchronized while bodies 3 and 5 are oﬀ and body 4 is on.
On increasing K to 1.4, as in Fig. 7.11, there is no oscillation among the bodies.
The temperatures become constant and distributed between the lower and upper
on-oﬀ limits. When K = 5, Fig. 7.12 shows that body 4 becomes oﬀ and body 3
becomes on. The temperatures are ﬁxed in a smaller range compared with that in
Fig. 7.11. When K = 10, as in Fig. 7.13, body 4 becomes on again. The running
and capital costs are shown in Table 7.2. So K = 0.13 or 0.14 may be possible
choices to control the body temperatures.
TABLE 7.2
RUNNING AND CAPITAL COSTS AT θL=0.15
K 0 0.015 1 1.3 1.4 5 10
PT 0.353 0.377 0.378 0.389 0.4 0.4 0.6
ET 5 5 5 3 2 2 3
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Figure 7.9. Collective behavior of 5 bodies at θL = 0.15 and K = 0.015.
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Figure 7.10. Collective behavior of 5 bodies at θL = 0.15 and K = 0.13.
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Figure 7.11. Collective behavior of 5 bodies at θL = 0.15 and K = 1.4.
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Figure 7.12. Collective behavior of 5 bodies at θL = 0.15 and K = 5.
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Figure 7.13. Collective behavior of 5 bodies at θL = 0.15 and K = 10.
1497.2.3.3 θL = 0.45
Now θL = 0.45,θU = 0.95. For K = 0.2, there are periodic solutions rep-
resented by a ﬁnite number of dots in Fig. 7.14. K = 0.5 leads to PS in all
bodies which is identiﬁed by the same period. When K = 2, as in Fig. 7.16, the
oscillation of the bodies disappears and consequently, the temperatures are ﬁxed
at certain values. It is noticed that for a smaller coupling strength, for example
K = 0.05, a diﬀerent motion occurs as seen in Fig. 7.17. The running and capital
costs are shown in Table 7.3. It is shown that the coupling between bodies leads
to an increase in running cost. Only at higher coupling strengths is the capital
cost smaller than that at lower coupling strengths.
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Figure 7.14. Maps of ti vs ti+1 at K = 0.2.
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7.3 Summary
In this work, we have developed a simpliﬁed mathematical model of synchro-
nization in a system with thermostatically-controlled oscillators. The properties
of the thermostatically controlled system are discussed, and numerical simulations
are performed. The results show the presence of a rich array of synchronization
dynamics such as the frequency synchronization, phase synchronization, cluster-
ing, and coupling induced amplitude death. In building systems, we may take the
advantage of synchronization to reduce the running and capital costs. It may also
possible to use thermostatic control to get a relative stable temperature without
oscillation.
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Figure 7.17. Maps of ti vs ti+1 at K = 0.05.
TABLE 7.3
RUNNING AND CAPITAL COSTS AT θL=0.45
K 0 0.05 0.2 0.5 0.6 2
PT 0.7624 0.7624 0.808 0.7624 0.79 0.8
ET 5 5 5 5 5 4
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CONCLUSIONS AND RECOMMENDATIONS
8.1 Transient ﬂow in a single pipe
First of all, as the basic structure in thermal-hydraulic networks, the ﬂow in
a single pipe with a control valve is analyzed in Chapter 3. Diﬀerent analytical
approximations are presented and the homotopy analysis method is shown to be
a promising one. It is a very powerful tool based on a Taylor series expansion
and does not assume any small parameter in the problem. But parameter tuning
has to be carried out based on trial and error. We have determined the values
of parameters that work well for the equation at hand, and can be used in the
future.
8.2 Piping networks
In Chapter 4, we extend the homotopy analysis to a simple piping networks
that is often seen in thermal-hydraulic networks. Exact solution can only be
obtained at the case of laminar ﬂow. For other cases, the mathematical model
of such piping network are nonlinear diﬀerential-algebraic equations with strong
nonlinearity. Complete nonlinear dynamical equations can be obtained after some
manipulations. But the dynamical equations are still intractable. The approxi-
mate solutions of the dynamical system obtained by the regular perturbation and
155the δ-perturbation methods are valid only for a small region of time and numerical
calculations have to be made for the higher order terms. The homotopy analy-
sis method, on the other hand, is directly applied to the nonlinear diﬀerential-
algebraic equations to break them into a inﬁnite system of ODEs and provides
very good approximations based on the proper selection of some parameters. The
homotopy analysis does not need to identify a small parameter in the system.
However, there are no rigorous theories directing the selection of the initial ap-
proximations, auxiliary linear operators and auxiliary parameters and functions.
Parameter tuning has to be performed by trial and error as we did in Chapter 3.
8.3 Experiments of interaction in subsystems
Taking into account all the complexity of the real-world problem, the experi-
ments are complementary analysis to the theoretical study in previous chapters. It
is experimentally observed in Chapter 5 that the network has multiple time scales.
The response time of the temperature is an order of magnitude higher than that
of the ﬂow rate, and that of the pressure diﬀerence is an order of magnitude lower.
The present study investigated the interaction between the secondary loops in
a thermal-hydraulic network. The network is small enough relative to ﬂow rates,
heat transfer rates, pipe length, and total thermal capacitance, so that little eﬀect
was found of the distance between interacting loops. In a real network, the pipe
length can be very large and, therefore, the pressure diﬀerence between secondary
loops cannot be neglected.
Interactions between secondary loops depend on initial ﬂow rates. The higher
it is, the stronger the hydrodynamic interaction. Both ﬂow rates and pressure
diﬀerences show a linear response. Thermal interaction is a result of hydrodynamic
156interaction; it is nonlinear and also diﬀerent for diﬀerent loops and initial ﬂow
rates.
In the present case at least, each secondary loops cannot be treated as isolated
from the others. There is interaction between them that can be signiﬁcant for
some initial ﬂow rates. The present work quantiﬁes the interaction, so that in
applications it may be a priori determined whether it is negligible or not for the
purpose at hand.
8.4 Synchronization of subsystems
Steady-state interaction between the loops was previously measured in Chapter
5 where it was shown that a change in ﬂow rate in one secondary aﬀected the
pressure diﬀerences, ﬂow rates and temperatures in the others also. Large-scale,
complex thermal-hydraulic networks are sometimes broken up into sub-systems
which are then designed independently and without regard to dynamic interaction
between them. It is possible, however, that their dynamics may become coupled
during interaction. This may happen not only for identical sub-systems but also
for those with slight dissimilarities.
We have experimentally demonstrated the phenomenon of synchronization for
a small-scale network in Chapter 6. Self-sustained oscillations are generated by
using thermostatic temperature control. Detuning between controllers has been
varied by changing their dead-bands. The phenomena of frequency- and phase-
locking as well as phase slip were observed. Though much more work needs to
be done to generalize the results, this study may be helpful in the design of
control systems for thermal-hydraulic networks. In building systems, for instance,
it would be of concern if temperatures ﬂuctuations in diﬀerent areas were to enter
157into synchrony.
8.5 Synchronization of a population of thermal systems
The thermal systems are often in a very large scale that have many subsystems
such as, for example, the heating and cooling systems in a large oﬃce building;
the temperature in individual oﬃces may be thermostatically controlled, but it
may not be correct to assume that the resulting dynamics are independent. It
is necessary to systematically study the synchronization in these coupled thermal
systems. In Chapter 7, we have developed a simpliﬁed mathematical model of
synchronization in a population of ﬁrst-order subsystems, each of which has a
heat input that goes on or oﬀ to keep the temperature between prescribed upper
and lower limits. Each system is coupled with its neighbors by conductive heat
transfer, and they are arranged in the form of a ring.
The properties of the thermostatically controlled system are discussed, and
numerical simulations are performed. The results show the presence of a rich
array of synchronization dynamics such as the frequency synchronization, phase
synchronization, clustering, and coupling induced amplitude death. In building
systems, we may take the advantage of synchronization to reduce the running and
capital costs. It may also possible to use thermostatic control to get a relative
stable temperature without oscillation.
8.6 Recommendations
In looking forward to future work, it is clear that there is much work to be
done. Several interesting problems stand out for future research.
1588.6.1 Modeling and optimization
Scientists have stressed in recent years the need for the development of new
models that minimize the network cost and maximize the beneﬁts. The future
work presented here is to apply genetic programming as a functional regression
method to ﬁnd new models that can make better prediction of the performance
of components such as a compact heat exchanger, a valve or a pump. The ad-
vantage of using genetic programming is that there is no need to initially assume
the functional forms, which is contrary to the traditional approach. The second
part of the proposed method is to combine the homotopy analysis method with
genetic algorithms. The idea is to use genetic algorithms to dynamically tune the
parameters in the homotopy analysis method.
For a given network layout and demands, the pipe network optimization prob-
lem has been considered as the selection of pipe sizes that will minimize the cost of
a network with constraints of pipe layout, thermal load or head constraints at pipe
junctions (nodes). In addition to cost, obviously, there are other possible objec-
tives in thermal-hydraulic networks such as maximum temperature diﬀerence in
heat exchangers, minimum head loss at pipe junctions, and reliability that can be
included in the optimization process. Genetic algorithms stand out as promising
methods due to their capabilities of multi-objective optimization.
8.6.2 Network control strategy
The control of diﬀerent thermal components that interact in a thermal-hydraulic
networks is another work that can be done. Future thermal and ﬂuid systems in
buildings and other systems are being designed for decentralized and autonomous
operation. In the practice of control and operation of thermal and ﬂuid networks,
159the design of one subsystem is often carried out by neglecting its eﬀect on the
others by, for example, optimizing it in terms of its own operation [102]. The
functioning of an independent controller in a subsystem, however, may negatively
aﬀect controllers in the others because of ﬂow and thermal interactions [17, 22].
Therefore, proper component and system-wide control are absolutely essential to
their satisfactory and optimal operation.
8.6.3 Thermostatically controlled multiple bodies
Rich dynamics are shown in locally coupled thermostatically controlled multi-
ple bodies. Further study needs to be carried out to identify a possible synchrony
that may be n-frequency torus or chaos. The dynamics of a large population of
systems still need to be investigated to generalize the results.
Current lack of understanding of the synchronization behavior in locally cou-
pled network environments leads us to the third direction for future study of the
behavior of coupled oscillations. The coupled oscillators under the eﬀect of delay
due to the actuation of control valves, energy accumulation of heat exchangers, or
the convective transportation should be studied and the eﬀect of dead-band and
initial temperature distribution should also be taken into account.
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