The unsteady flow in stator-rotor interactions affects the structural integrity, aerodynamic performance of the cascades, and blade-surface heat transfer. Numerous viscous and inviscid computer programs are currently becoming available for the prediction of unsteady flows in two-dimensional and three-dimensional stator-rotor interactions. The relative effects of the various components of flow unsteadiness on heat transfer are currently under investigation. In this paper it is shown that for subsonic cases the reduced frequency parameter for boundarylayer calculations is about two orders of magnitude smaller than the reduced frequency parameter for the core flow. This means that for typical stator-rotor interactions the unsteady flow terms are needed to resolve the location of disturbances in the core flow, but in many cases the instantaneous disturbances can be input in steady-flow boundarylayer computations to evaluate boundary-layer effects in a quasi-steady approximation. This hypothesis is tested by comparing computations with experimental data on a turbine rotor for which there is extensive experimental heat-transfer data available in the open literature. An unsteady compressible inviscid two-dimensional computer program is used to predict the propagation of the upstream stator disturbances into the downstream rotor passages. The viscous wake (velocity defect) and potential flow (pressure fluctuation) perturbations from the upstream stator are modeled at the computational rotor-inlet boundary. The effects of these interactions on the unsteady rotor flow result in computed instantaneous velocity and pressure fields. The period of the rotor unsteadiness is one stator pitch. The instantaneous velocity fields on the rotor surfaces are input in a steady-flow differential boundary-layer program, which is used to compute the instantaneous heat-transfer rate on the rotor blades. The results of these quasi-steady heat-transfer computations are compared with the results of unsteady heat-transfer experiments and with the results of previous unsteady heat-transfer computations. The unsteady flow fields explain the unsteady amplitudes and phases of the increases and decreases in instantaneous heat-transfer rate. It is concluded that the present method is accurate for quantitative predictions of unsteady heat transfer in subsonic turbine flows. (on p, u and v) angles locating the potential (eq. 12) mean momentum thickness over s intermittency factor viscosity complex parameter for x decay of cl> (eq. 11) density shear stress tensor (eq. 1) velocity potential (defined by eq. 10) phase of unsteady rotor flow (figure 1)
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INTRODUCTION
The flow between stator and rotor blade rows in turbomachinery cascades is inherently three-dimensional and unsteady. Demands for improved performance, fewer stages, and fewer blades per stage result in highly optimized and highly loaded airfoils that operate at continuously increasing gas and alloy temperatures. The sources of two-dimensional flow unsteadiness between the rotor and the stator are: viscous velocity wakes shed from the trailing edge of the stator; inviscid potential-flow variations in time and space caused by the relative motion of the lifting surfaces; two-dimensional vortices shed at the stator trailing edge; flutter of both cascades; and the effect of flow changes due to cooling flows in high-pressure high-temperature turbine stages. Three-dimensional disturbances include the effects of passage vortices, end-wall effects, and radial flows. In order to analyze these flows and design reliable engines we need to understand the effects of unsteady flow aerodynamics and unsteady heat transfer on airfoil and engine performance. This has resulted in a series of numerical and experimental investigations on unsteady flow and unsteady heat transfer.
Euler and Navier-Stokes stator-rotor interaction computations have been performed (for example) by Erdos and Alzner (1977) , Koya and Kotake (1985) , Fourmaux (1986) , Lewis, Delaney and Hall (1989) , Rai (1989a Rai ( , 19896, 1990 , Giles (1990 Giles ( , 1991 , and Richardson (1990) . Other investigators have used unsteady flow programs to study the effect of upstream and downstream disturbances on cascade flows. For example such analyses have been performed by Hodson (1985) , Scott and Hankey (1986) , Korakianitis (1987) , Hwang and Liu (1992) , Manwaring and Wisler (1992) and others. Experimental unsteady aerodynamic investigations have been conducted by many groups, for example by Gallus et al. (1982) , Dring et al. (1982) , Binder et al. (1987) , and others. Unsteady heat transfer experiments and computations are harder than unsteady flow experiments, but they are essential to improve our understanding of these processes and to improving engine life and performance. Representative examples of unsteady heat transfer experiments have been published by Dunn and his coworkers (Dunn et al. 1984a (Dunn et al. ,19846, 1989 (Dunn et al. , 1990 (Dunn et al. , 1992 , Ashworth et al. (1985) , Blair (1992) Liu and Rodi (1992) , Magari and LaGraff (1992) , and others. Representative unsteady hot-streak-flow and unsteady-heat-transfer computations have been performed by Krouthen and Giles (1988) , Griffin and McConnaughey (1989) , Tran and Taulbee (1992) , and Abhari et al. (1992) .
In our previous investigations (Korakianitis, 1987 (Korakianitis, , 1992a (Korakianitis, , 1992b (Korakianitis, , 1992c (Korakianitis, , 1993a we concentrated on computing and interpreting the aerodynamic effects of the two-dimensional propagation of the combination of viscous wakes (velocity defect only) and potential-flow interaction (static pressure perturbation) from upstream cascades in turbine passages. These were modeled as incoming flow disturbances into the computational flow field of the downstream rotors. The effects of two-dimensional-vortex shedding were neglected, and infinitely rigid blades without cooling were assumed. The conclusion from these investigations is that the aerodynamic unsteadiness (unsteady pressure and velocity fields on the cascades) is a function of the stator-to-rotor pitch ratio R, The purpose of this paper is: to show that the amplitudes and phases of unsteady heat transfer in subsonic turbines can be accurately predicted using unsteady-inviscid-flow and quasi-steady heat-transfer computations; and to identify the instantaneous (quasi-steady) convection as the major heat transfer mechanism. It is shown theoretically, and demonstrated by comparing computations with experiments, that this approach is valid for subsonic turbine geometries of practical interest. The unsteady inviscid computations predict the location of instantaneous disturbances in the core flow using disturbance-rotor models of stator-rotor interactions. In order to accurately predict the instantaneous location of the unsteady disturbances it is essential to model correctly the values of R and d, and the combined wake and potentialflow interactions. The unsteady-flow predictions are made with very reasonable CPU times, using two-dimensional unsteady inviscid-flow computations on the rotor geometry. Three-dimensional unsteady inviscid flow computations would be required in cases where the flow has strong three-dimensional gradients. The resultant instantaneous velocities are input in a steady-flow finite-difference boundary-layer program, which is used to predict the instantaneous heat transfer rates at the corresponding times. The computed amplitudes and phases of unsteady heat transfer rates agree well with experimental measurements.
For unsteady core flows
Assuming that shearing in the core of the flow (outside the boundary layer) is less dominant than the core unsteady flow, the friction terms and dissipation function are dropped from equations 1. The re-suiting two-dimensional inviscid equations for unsteady stator flow in nondimensional form are: For unsteady rotor flows the equations are modified slightly to account for the centrifugal forces (the momentum equations) and for the work done or extracted by the rotor (the energy equation).
Cl cf is the reduced frequency parameter for the core flow. Many definitions of reduced frequency parameter appear in the literature, but for the purposes of this paper it is a measure of the time required for a disturbance to pass through the rotor (modeled by brblao), divided by the time between successive disturbances entering the rotor (or for the rotor to traverse the distance between two stator trailing edges, Sab/V,b), given by:
(Note that this definition is slightly different from "C.," used in our previous investigations and that c7., = 27 rnc.f/Mz,0)•
For unsteady boundary-layer flows
Starting from equations 1 and using the thin boundary layer approximation, the non-dimensional unsteady boundary layer equations along the two-dimensional blade surface (along surface lengths s) become: nu is the reduced frequency parameter for the boundary layer. It is a measure of the time required for the disturbance to pass through the boundary layer thickness (modeled by 0/a0), divided by the time between significant changes in properties at the boundary-layer edge. As will be seen below the disturbances are from potential flow interaction and from wake interaction. The blade passing frequency is the lowest frequency of unsteadiness for both types of interaction. The unsteady amplitudes of higher harmonics from the wake interaction are orders of magnitude smaller than the first harmonic, and their downstream decay from the stator trailing edge is rapid (Majjigi and Gliebe, 1984) . The unsteady amplitudes of higher harmonics from the potential-flow interaction are several orders of magnitude smaller than the first harmonic, and their downstream decay is very rapid. As will be seen later in instantaneous velocity figures at points on the rotor Surface, the dominant (highest amplitude) frequency of the core-flow unsteadiness is the blade-passing frequency. For subsonic cases the amplitude of higher harmonics is much smaller than the amplitude of the first harmonic. For such cases we chose as characteristic time between significant changes in properties at the boundary-layer edge the blade passing period, (or for the rotor to traverse the distance between two stator trailing edges, S,b/Vrb). Therefore for these cases nbi is given by:
Comparison of Cl ef and r2 bt
The reduced frequency parameters are a strong function of R. In equations 2 the second and third (inertia) terms are of the order of unity (0(1)). In most turbomachinery stator-rotor interactions CI,/ is of the order of, or greater than unity, indicating that the unsteady terms can not be neglected and that the flow is fully unsteady. Unsteady-flow computations are required to accurately predict the instantaneous location of the disturbances.
By direct comparison of equations 4 and 6: nbi= (-)nb, brb
In many non-separated turbine flows the term (0/b rb) is between two and three orders of magnitude below unity (0(10 -2 ) to 0 (10 -x)). (0 is defined as the average value of boundary-layer momentum thickness between the leading and trailing edge). In equations 5 the inertia and viscous terms are one to two orders of magnitude larger than the unsteady terms (because fibs is very small in comparison). In such cases the unsteady terms multiplied by flu can be neglected from the boundary-layer formulations without significant loss of accuracy. This is not valid when the fifth or higher harmonics of local disturbances (with respect to the blade-passing frequency V,.6/S,"b) have a high amplitude, so that the corresponding flu becomes significant. In unsteady transonic flows this is valid away from the moving shocks, and is invalid in the temporal and spatial vicinity of the moving shocks, where an unsteady boundary layer computation with shock capturing is required. For example in figure 8 of Abhari et al. (1992) and for the design case, the Nusselt number traces over the blade-passing period for most of the pressure surface have a dominant first harmonic amplitude, and negligible higher harmonics. This is because the flow solution for that case is not affected by shocks (see figure 9 of the same reference). The above idea is valid for most of the pressure surface in that case. It is clearly invalid in other cases shown in that paper, where shocks significantly affect the flow solution on the blade surfaces.
Hypothesis
In subsonic turbines while the core of the flow is unsteady and requires unsteady-flow computations, the boundary layer responds al-
(6) (7) most immediately to instantaneous changes in properties at its edge. The disturbance travels through the thickness of the compressible boundary layer (of order 0) with the local sonic velocity (of order ao). Unsteady boundary-layer effects can be computed using a series of steady boundary -layer computations, in each of which the instantaneous properties at the edge of the boundary layer have been obtained from unsteady core-flow computations. This is true whenever the highamplitude harmonics of the disturbances at the edge of the boundary layer have low frequency (up to about five times the blade-passing frequency), and the boundary-layer thickness and running length are small. Therefore in subsonic turbine cascades the hypothesis is valid: near the leading edge because the boundary layers are thin; and further downstream (where the boundary layers become a little thicker) because the amplitude of the high-frequency disturbances decay very fast.
PROPAGATION OF 2D DISTURBANCES
In our investigations (past and the present one) we used Giles' (1988a Giles' ( , 1988b computer program UNSFLO to compute the flow fields and the forces. Initially UNSFLO was an Euler solver for the twodimensional, unsteady, compressible, inviscid flow around rotor blades. Although later versions of the program can compute viscous statorrotor flows, we have concentrated on identifying the propagation of the disturbances in the core of the flow using the inviscid version of the program. This program was chosen because it can handle arbitrary values of R with reasonable CPU and storage requirements due to a novel "tilting" of the time domain. The accuracy of the computations has already been checked by comparing results of calculations with the results of numerous steady and unsteady-flow cases of known theoretical and experimental output (Korakianitis, 1987 (Korakianitis, , 1992a (Korakianitis, , 1992d and Giles, 1988b, 1991) . Of particular importance to this paper is that the accuracy of the disturbance-rotor modeling approach and of the unsteady-flow inviscid computations compared favorably with unsteady-flow stator-rotor interaction experiments (Korakianitis 1992a). In other words this method can predict accurately the instantaneous location of the core disturbances. This is essential in order to predict accurate instantaneous conditions for the edge of the boundary layer.
For the remainder of this paper wakes are defined as the velocity defects generated by the surface boundary layers of upstream blade rows and propagating downstream. Since there is no static pressure jump at the trailing edge of blades, the wakes by this definition do not include a static pressure variation at the trailing edges where they are generated. Potential-flow interaction is defined as the static pressure variation generated by the existence of the lifting surfaces and by the relative motion between the cascades. Static pressure perturbations due to potential-flow interaction are observed both upstream and downstream of the blade-surface region that generates it.
The mechanisms of propagation of the wake interaction and of the potential-flow interaction from upstream stators in downstream rotor cascades for various stator-rotor configurations were explained in previous investigations (Korakianitis, 1992c (Korakianitis, , 1993a (Korakianitis, , 1993b . The wake is chopped, sheared and rotated in the cascades, because the portion of the wake touching the pressure surface moves downstream with (lower) pressure-surface velocities, while the portion of the wake touching the suction surface moves downstream with (higher) suction-surface velocities. The resultant vortical unsteady flow patterns result in a region of increased pressure upstream of the wake centerline, and in a region of decreased pressure downstream of the wake centerline. The potential-flow interaction is chopped and propagates downstream with mechanisms similar to those of acoustic disturbances (pressure waves) in channels.
In order to accurately predict unsteady flows and the resultant unsteady heat transfer, the phases of the unsteady pressures and yelocities in stator-rotor interactions must be accurately predicted. Our previous work indicates that, in order to do that, one needs to model accurately both R and d. Rai's work (1989a Rai's work ( , 1989b Rai's work ( , 1990 ) also indicates that approximating R and d leads to reasonable estimates of the average unsteady effects, but in order to predict the amplitude and phase of the temporal fluctuations of pressure and velocity, R and d must be modelled accurately. This last conclusion is evident if one considers the mechanisms of propagation of the unsteadiness for different geometries, and the limiting cases of R = 1 (wake disturbances dominate the unsteadiness) and R = 3, 4 and 6 (potentialinteraction disturbances dominate the unsteadiness) published in (Korakianitis, 1987 (Korakianitis, ,1992b (Korakianitis, ,1993a .
APPROACH
Unsteady rotor heat transfer experimental data from stator-rotor interactions on the Garrett 731-2 HP rotor have been obtained by Dunn (1990) . In a previous investigation Tran and Taulbee (1992) performed unsteady inviscid flow combined with unsteady boundary layer (unsteady heat transfer) calculations on this rotor by approximating R = 78/41 = 1.90244 2 and by modeling only the wake interaction (neglecting the potential flow interaction). Their analyses reasonably predicted average values of heat flux, but missed unsteady amplitudes and phases.
The approach of this paper is to use UNSFLO in a disturbancerotor interaction calculation to obtain the instantaneous velocities modeling the geometry and flow conditions of Dunn's experiments. The effects of both wake interaction and potential-flow interaction, and the correct values of stator-to-rotor-pitch ratio R and axial gap d are modeled at the computational rotor-inlet boundary. It is assumed that the instantaneous flow properties on the rotor surface (inviscid computation) are the same as the flow properties on the edge of the boundary layer. These properties (denoted by subscript e) are input in a series of steady-flow boundary-layer computations using Albers and Gregg's (1974) differential boundary-layer program. The resultant series of instantaneous Stanton numbers computed on the rotor surface are used to evaluate the instantaneous heat transfer rates on the rotor surfaces (quasi-steady heat transfer computations), and compared with the experimental measurements.
THE ROTOR-INLET BOUNDARY
The two disturbances (viscous wake and potential flow) from the stator have been modeled as inputs to the computational rotor-inlet boundary. This simplification provides accurate computational results only if one is extremely careful to specify the correct boundary conditions to the problem. Details of the following derivations have been published elsewhere (Korakianitis, 1987 (Korakianitis, , 1992c (Korakianitis, , 1993b and Giles, 1988a) . The following equations have been included here for clarity and completeness, because they are essential to understanding the model of the rotor-inlet boundary, and the following results and discussion.
The velocity disturbance due to the wake is characterized by the maximum amplitude of the velocity defect D, expressed as a fraction of the undisturbed velocity, and by the "width" W of the velocity defect. Most velocity wakes observed in experimental data have velocity distributions which resemble Gaussian distributions. For the wake model we assumed that: the velocity defect is a Gaussian distribution with characteristic width expressed as a fraction of the pitch of the blade cascade that generates the wake; in the stator frame the flow vectors in the wake are parallel to the undisturbed flow (a velocity deficit with no angle variation); the static pressure is constant across the wake; and the total enthalpy is constant across the wake. potential disturbance downstream, and 27r IS,b dictates the periodicity of the potential (D. Substituting these (with the negative root of e to make the potential disturbance decay downstream) in equation 9, solving for 4), we derive the velocity disturbances Otto and 8v4,. These are coupled with the conditions of no variation in entropy and total enthalpy to give a sinusoidal pressure perturbation Op of the form: 
where q is either s (for the suction surface) or p (for the pressure surface). Experimental data for D and W as a function of d were reviewed in (Korakianitis, 1993b) . Based on these data, for the unsteady flow computations shown below the inputs were D = 0.10 and W, = W" = W = 0.1100S,b = 0.2092S rb.
The model for the potential-flow disturbance is developed by observing experimentally measured and computed static pressure fields of various turbine-blade cascades. Across the line of the trailing edges there is a variation of static pressure with maxima at (or very near) the trailing edges and minima at (or very near) the middle of the passage. The exact location and shape of the pressure variation depends on the geometric shape of the passage. It is nearly sinusoidal for cascades of various geometries and tangential lift-coefficients, and the amplitude of the pressure disturbance decays very fast with distance downstream.
The potential-flow model (in the stator frame) is derived as a twodimensional, linear, isentropic, irrotational perturbation to uniform flow (modeled by the following nonlinear equation 9, from Liepmann and Roshko, 1959, p. 198 The velocity-potential relationship is defined by:
For subsonic flows one expects that the potential-flow disturbance from the upstream cascade is periodic (one period per stator pitch) in the y (circumferential or tangential) direction, and that it decays exponentially in the x (axial) direction. Thus the general solution of equation 9 is of the form:
where B is the amplitude, e is a complex parameter that depends on whether the flow is subsonic or transonic and governs the decay of the (12) tan(aip ) = 1 -M? • where the phases c and De are phase shifting constants used to locate the maximum of the potential-flow variation at the trailing edge of the upstream stators, and tan(a,p ) is the direction of propagation of the potential field. Experimental and computational data reviewed in (Korakianitis, 1987 (Korakianitis, , 1993b indicate that across the line of the trailing edges Apo is typically between 4% and 5% of the average pressure. In the computations presented in this paper we used Apo = 0.05.
For transonic cases Giles (1988a) gives a modification of this solution with imaginary e, with an arbitrary periodic solution for (I), with no spatial decay of any mode. This solution represents an oblique shock generated at the trailing edge of the stator that moves in space and time as the relative positions of rotor and stator change. The inflow (and static pressure at outflow) boundary conditions are non-reflecting (Giles, 1988a) .
The combined potential flow and wake disturbance from the upstream stator at the rotor inlet boundary is found by adding the values of the two disturbances. These are input at the computational rotor-inlet boundary via a coordinate transformation for V,b•
UNSTEADY FLOW CALCULATIONS
The relative geometry of rotor and stator are shown in figure 1. Some pertinent values for this geometry and for the unsteady-flow and heat transfer calculations are included in table 1. Two-dimensional calculations were performed for the mid-span location, at a radius of 4.92 inches.
The period of the rotor unsteadiness is one stator pitch, starting from phase 0 = 0.000 (when the rotor leading edge is aligned with one stator trailing edge), and finishing at phase 4) = 8.780 (when the rotor leading edge is aligned with the next stator trailing edge), as shown in figure 1 . The results of the unsteady flow disturbance-rotor calculations are illustrated in figure 2 for a series of 0 values. The computations have been performed on a relatively coarse 100 x 40 Htype Euler grid. This grid (with this solver) adequately resolves the location of the disturbances with minimum numerical diffusion. This is important in order to accurately predict the phase of the unsteady heat transfer. The figure shows unsteady flow vectors (instantaneous minus average vector at each grid point) superimposed on entropy contours.
The stator trailing edges are along the lines of X = -0.23, and the centerlines of the wake contours can be used to identify the location of the stator trailing edges, as well as the chopping, shearing and rotation of the wakes in the rotor passages.
Since R = 1.9024 the flow is approximately (but not exactly) periodic every second rotor. The results are obtained relative to the shaded rotor in figure 2, which is always shown in the same location with the wake centerlines moving in the negative y direction as 0 increases. Counter-rotating unsteady-flow vectors are located upstream and downstream of each wake centerline, resulting in a region of increased and decreased pressure upstream and downstream of the wake centerline respectively (Korakianitis, 1993a, 19936) .
QUASI-STEADY HEAT TRANSFER
The instantaneous Stanton number St for this case and at each point on the surface is defined by:
Nu q St (13) RePr p e tle cp (T, -Tw ) where q is the heat transfer rate from the working fluid to the wall under the local conditions. The subscript e denotes properties on the blade surface (inviscid unsteady-flow computation), assumed equal to the properties at the boundary layer edge. The blade-surface temperature was kept constant during the experiments (T. = 294.4 K).
At every value of 0 the instantaneous rotor-surface Mach number distribution (obtained from the above unsteady flow calculations) was input for a boundary layer calculation using Albers and Gregg's (1974) boundary layer program. These data at different values of were taken for the rotor blade shown shaded in figure 2. Other inputs to the boundary-layer calculations were the blade geometry and blade-surface curvature, the total pressure and temperature at the rotor inlet, the ratio of specific heats, and the relative inlet Mach number.
The program starts from an initial velocity (and enthalpy) profile, and it recalculates the profile shape assuming either a stagnation point somewhere in the flow, or Blasius flat-plate flow, or some wedge flow. These methods use similarity-profile solutions. Stagnation-point profiles (about the stagnation point computed in the flow calculations) were used as recommended by Albers and Gregg (1974) . For each quasi-steady boundary layer calculation the stagnation point was obtained from the corresponding Mach number distrtibution. Because of the unsteady-flow effects the stagnation point moves about its nominal position during the blade-passing period. The parabolized NavierStokes equations for the boundary layer are discretized in the s direction using a modification of Crank-Nicolson's finite-difference scheme. The resulting linearized ordinary (in the transverse direction) differential equations are numerically integrated at each s location. Since we are not certain where the unsteady-flow transition points are, it was specified that the flow transitioned into turbulence as soon as it entered the rotor. The program calculates the boundary layer properties, and outputs (among others) the local Stanton number along the blade surfaces. The instantaneous and local Mach number distribution along the blade surfaces, and the total properties at rotor inlet, are used to compute p,, U, and The latter and the instantaneous and local Stanton number are used in equation 13 to evaluate the instantaneous and local values of heat transfer rates along the blade surfaces.
Computed quasi-steady heat transfer results are compared with experimental unsteady heat transfer data (Dunn, 1990) and with previous unsteady heat transfer computations (considering the effects of wake passing only, Tran and Taulbee (1992)) for two points on the suction surface and two points on the pressure surface. Figure 3 shows unsteady heat-transfer rate data 4 (in units of btu/ ft2/s) as a function of phase 0 for the four points on the blade surface. All the data have been plotted to the same scale in the figure in order to facilitate comparison between the experimental data, the present computation, and the previous computation. The solid lines with solid points represent the experimental data. The dashed lines represent the previous unsteady heat-transfer computations by Tran and Taulbee. The solid lines represent the current calculations for the combined wake and potential-flow interaction. The square tick points indicate the results of similar computations to the above considering the disturbances from the wake interaction alone (no potential-flow interaction). The round tick points indicate the results of similar computations to the above considering the disturbances from the potential-flow interaction alone (no wake interaction). (to show the propagation and diffusion of the disturbances and their higher harmonics from upstream to downstream, which makes the hypothesis more valid). For the unsteady flow computations fi c i 0.6. This indicates that the core flow is unsteady, as seen by the propagation of disturbances in figures 2, 4 and 5. The wake and potential disturbances travel downstream with different mechanisms and they have different phases (Korakianitis, 1993a (Korakianitis, , 1993b . As they go past a point on the rotor surface each causes a local change in velocity and pressure. This is accounted for in the unsteady flow computation as seen in figures 2, 4 and 5. The pressure traces are not "inverse" to the velocity traces in figures 4 and 5 because the two interactions have different phases.
DISCUSSION
With the exception of the upstream point on the auction surface (X = 0.085), the velocity traces are almost sinusoidal (first harmonic of blade passing frequency is dominant). Even at the upstream point on the suction surface (figure 4) the amplitude of the second harmonic is an order of magnitude smaller than the first, and the amplitudes of the third and higher harmonics are negligible. The frequency of the disturbances at the edge of the boundary layer is the blade-passing frequency. Therefore fibi for equations 5 can be computed using equation 6. Near the leading edge Obi sr 0.002 and near the trailing edge flu 0.005. The hypothesis of this paper is valid in this case, and the boundary-layer flow is quasi-steady.
The current quasi-steady heat transfer computations for the combined wake and potential-flow interaction have predicted both the amplitude and the phase of the unsteady heat transfer rates better than the unsteady boundary layer computations of Tran and Taulbee (1992) with less computational effort. Top left: at 9.17% along the suction surface. Top right: at 85.5% along the suction surface. Bottom left: at 11.4% along the pressure surface. Bottom right: at 85.7% along the pressure surface.
steady heat transfer has been predicted correctly, indicating that the hypothesis is valid. The normalized peak-to-peak heat transfer variation for each one of the four points is as follows:
• X = 0.126 on the pressure surface: Dunn (1990) 49%, 74%, 70%; present computation 45%; Tran and Taulbee (1992) 37%.
• X = 0.893 on the pressure surface: Dunn (1990) 31%, 19%, 15%; present computation 16%; Tran and Taulbee (1992) 6%.
• X = 0.085 on the suction surface: Dunn (1990) 44%, 55%, 40%; present computation 13%; Tran and Taulbee (1992) 35%.
• X = 0.892 on the suction surface: Dunn (1990) 20%, 23%, 34%; present computation 18%; Tran and Taulbee (1992) 9%. The present method underpredicts the unsteady amplitude (although less than the unsteady boundary layer computation). The amplitude of the unsteady heat transfer is a function of the amplitude of the unsteady velocity at the same point. The amplitude of the unsteady heat transfer is larger where the amplitude of the unsteady velocity is larger (see figures 3, 4 and 5). The amplitude of the unsteady velocity depends on the amplitude of the wake input in the calculations. A larger-amplitude wake introduces larger velocity and heat transfer variations (with the same phases). There are no wake data available for this geometry. A larger-amplitude wake was not used because it is not supported by the average turbine-wake data in (Korakianitis, 1993b) .
By comparing the locations of the solid lines (combined wake and potential-flow interaction), the square tick marks (wake only), and the round tick marks (potential only) of the present calculations along the phases, it is clear that the heat-transfer effect of the two interactions is not additive. (Contrary to this, the unsteady flow effects in the core of the flow are nearly additive (Korakianitis, 1993a (Korakianitis, , 1993b ).
One way to interpret the unsteady flow vectors in figure 2 is as local and instantaneous perturbations from the average flow at that surface point. Considering the unsteady flow vectors on the surfaces of the shaded blade, when the unsteady flow vector is pointing downstream it indicates slightly increased velocity from the average conditions, and therefore slightly increased convective heat transfer at that instant and location. Conversely, when the unsteady flow vector is pointing upstream it indicates slightly decreased velocity from the average conditions, and therefore slightly decreased convection at that instant and location. This matches the local velocity variations shown in figures 4 and 5.
For the point at X = 0.085 on the suction surface our calculations predict the average amplitude, and tend to follow the phase reasonably well, but they underpredict the unsteady amplitude. The direction of the unsteady flow vectors in figure 2 and the velocity trace in figure 4 indicate that the heat transfer rate should be decreasing at 0 sr 4.39 and a little later, and increasing near 0 0.00 and 8.78. This is indeed the measured and computed trend in figure 3 . The unsteady heat transfer calculations of Tran and Taulbee predict the unsteady amplitude better, but they do not follow the phases as well as the present quasi-steady heat transfer computations (for example for 0 > 6).
For the point at X = 0.892 on the suction surface our calculations predict the steady and unsteady amplitude and phase reasonably well. The direction of the unsteady flow vectors in figure 2 For the point at X = 0.126 on the pressure surface our calculations underpredict the average amplitude, but they predict the unsteady amplitude and phase reasonably well. The direction of the unsteady flow vectors in figure 2 and the velocity trace in figure 5 indicate that the heat transfer rate should be decreasing at 0 tt 5, and increasing near 0 1. This is indeed the measured and computed trend in figure 3 . The unsteady heat transfer calculations of Tran and Taulbee underpredict the unsteady amplitude similarly, but do not follow the phases as well.
For the point at X = 0.893 on the pressure surface our calculations overpredict the average amplitude, but they predict the unsteady amplitude and phase well. The direction of the unsteady flow vectors in figure 2 and the velocity trace in figure 5 indicate that the heat transfer rate should be increasing at 0 s 3 and a little later, and decreasing near 0 sr 5.2 and a little later. This is indeed the measured and computed trend in figure 3 . The unsteady heat transfer calculations of Tran and Taulbee predict the unsteady amplitude better, but do not follow the phases as well.
Similar trends are observed by carefully examining the unsteady flow vectors, the instantaneous velocity traces, and the variations in unsteady heat transfer rates computed by Tran and Taulbee (1992) . This is a further indication that the unsteady terms in the boundarylayer equations (which they used in their computations) are negligible. However, the phases of their unsteady flow vectors and their velocity traces do not agree with ours, and this may be the reason for which they missed the phases of unsteady heat transfer rates. In all cases the results from the wake interaction alone (square tick marks) are reasonably close to the phase of the experimental results, indicating that in this case the wake interaction is dominant. The results from the potential-flow interaction alone frequently miss the phase of unsteady heat transfer rates. However, in many cases the potentialflow interaction slightly but critically modulates the combined solution so that it predicts better the unsteady amplitude of the heat transfer rate. For example, at X = 0.126 on the pressure surface and at 4.39 < < 7.02, the effect of the potential-flow interaction (round tick marks) on the wake interaction alone (square tick marks) is to further decrease the instantaneous heat-transfer rate of the combined interaction (solid line) so that it matches better the unsteady amplitudes and phase of the experimental results. Similarly, at X = 0.892 on the suction surface and at 5.26 < < 8.78 the effect of the potential-flow interaction (round tick marks) on the wake interaction alone (square tick marks) is to further increase the instantaneous heat-transfer rate of the combined interaction (solid line) so that it matches better the unsteady amplitudes and phase of the experimental results.
In figure 3 the experimental data and our quasi-steady heat-transfer computations show that on the suction surface the average heat transfer rates decrease downstream (X = 0.085 versus X = 0.892). As explained by Dunn (1990) this is a combined effect of: a decrease of working-fluid temperature due to work extraction; and a decrease of average relative flow vectors in the region of unguided diffusion. (Tran and Taulbee (1992, their figures 8, 13 and 14) predict a slight increase of average heat transfer downstream, also shown in their data in the present figure 3). In figure 3 the experimental data and the heattransfer computations show that on the pressure surface the average heat transfer rates slightly increase downstream (X = 0.126 versus X = 0.893). As explained by Dunn (1990) this is a combined effect of: a decrease of working-fluid temperature due to work extraction; and an increase of average relative flow vectors downstream on the pressure surface. Although the two effects are counteracting, the relative-flow acceleration that increases the convective heat transfer dominates the decrease due to reduction in working fluid temperature. Similar observations are shown in figures 5, 6 and 7 of (Abhari et al. 1992 ) for a different geometry along the rotor surface.
From the designers point of view, the time-averaged velocity distribution around the airfoil is approximately equal to the steady-state velocity distribution (a little less loading because of the effect of loss of momentum by the velocity deficit in the wake; the potential does not contribute to loss of momentum (Korakianitis, 19926) ). Since quasisteady convection is the dominant heat transfer mechanism, the timeaveraged (turbulent) heat transfer will be approximately equal to the (turbulent) steady-state heat transfer (Abhari et al. 1992 , figures 5, 6 and 7). However, the local variation of heat transfer about its local average depends on the variation of local velocity about its average, and it is large.
CONCLUSIONS
1. Using the concept of reduced frequency parameter it is theoretically demonstrated that:
• Unsteady core-flow computations are needed to predict the propagation of disturbances in cascades from stator-rotor interactions.
• Starting from the resultant unsteady properties on the blade surfaces, quasi-steady boundary-layer (heat transfer) computations are sufficient to predict the unsteady heat-transfer rates. This is valid whenever the boundary-layer reduced frequency parameter evaluated using the maximum frequency of the dominant amplitudes in the frequency spectra of the unsteadiness and the boundary layer thickness is small compared to the reduced frequency parameter of the core flow.
• This approach can be used in subsonic turbine cases and away from the location of the shocks in transonic turbine cases (which introduce large-amplitude high-frequency local disturbances).
2. The above are verified by comparing experiments with computations. A two-dimensional unsteady compressible inviscid computer program is used to compute the instantaneous unsteady flow fields from disturbance-rotor interactions on a turbine rotor for which extensive experimental data have been published. The effects of the upstream stator on the rotor are modeled by carefully simulating: the stator-to-rotor-pitch ratio; the stator-rotor axial gap; the viscous wakes propagating downstream from the stator; and the potential-flow interaction (static pressure perturbation due to the relative motion of the lifting surfaces) between the stator trailing edges and the rotor. The resultant unsteady rotor flow fields closely follow the explanations given in previous publications. The instantaneous unsteady velocities on the rotor surface and other pertinent stage data are input on a steady-flow differential boundary layer program, and the resultant heat transfer rates are computed. The results of these unsteady-flow / quasi-steady heat transfer computations are compared with experimental results for four points on the rotor surfaces. These computations predict the average amplitude of the heat transfer, the unsteady amplitude of the heat transfer, and the unsteady phase of the heat transfer well.
3. The unsteady flow fields can be used to explain the phases of the increases and decreases and amplitude of unsteady heat transfer rate.
The unsteady flow vectors (instantaneous minus average flow velocity) on the blade surfaces result in instantaneous and local velocity variations along the rotor surface. These correspond to instantaneous variations of the convection heat-transfer rate from the rotor surface. The instantaneous velocity variations at the boundary layer edge cause instantaneous variations in convection that dominate unsteady heat transfer.
4. It is concluded that the present method can be used for quantitative predictions of unsteady heat transfer in subsonic turbines.
