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SUMMARY
Unmanned Aerial Vehicles (UAVs) are often used for reconnaissance, search and
rescue, damage assessment, exploration, and other tasks that are dangerous or prohibitively
difficult for humans to perform. Often, these tasks include traversing indoor environments
where radio links are unreliable, hindering the use of remote pilot links or ground-based
control, and effectively eliminating Global Positioning System (GPS) signals as a potential
localization method. As a result, any vehicle capable of indoor flight must be able to stabilize
itself and perform all guidance, navigation, and control (GNC) tasks without dependence
on a radio link, which may be available only intermittently.
Stability and control of rotorcraft UAVs is usually achieved by either a passive stability
system, such as a Bell stabilizer bar, or by actively measuring body accelerations and angular
rates with an onboard Inertial Measurement Unit (IMU) and using that data for feedback
control. However, neither active nor passive attitude stabilization methods provide position
control by themselves. Therefore, GNC methods must either be tolerant to position drift or
have some means of estimating and controlling position, which requires an external reference
in order to measure and correct errors in the position estimate. GPS signals are often the
most convenient method for providing this external position reference. As a result, most
UAVs utilize GPS for localization and to bound error on position drift.
Unfortunately, the availability of GPS signals in unknown environments is not assured,
especially during indoor operation. As a result, other sensors must be used to provide
position information relative to the environment. This research covers a description of
different ranging sensors and methods for incorporating them into the overall guidance,
navigation, and control system. Various sensors are analyzed to determine their performance
characteristics and suitability for indoor navigation, including sonar, infrared (IR) range
sensors, and a scanning laser rangefinder. Each type of range sensor tested has its own
unique characteristics and contributes in a slightly different way to effectively eliminate the
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dependence on GPS. A discussion of vehicle selection criteria is provided, with an analysis of
the pros and cons associated with passively versus actively stabilized vehicles. Two levels of
navigation capability are presented, each providing different levels of mission performance.
First, the use of low-cost range sensors on an inexpensive passively stabilized coaxial
helicopter for drift-tolerant indoor navigation is demonstrated through simulation and flight
test. The system developed and flown shows promise for future miniaturization, enabling
vehicles to be easily transported in large quantities to remote areas. One potential use for
such a vehicle would be the distribution of small lightweight sensors deep into a mine or
cave through a small opening. Figure 1(a) shows an example of such a deployment. Other
sensors, including video cameras and microphones, could also be used in a variety of similar
scenarios where access is limited.
For situations where some level of map building may be required, as shown in Fig-
ure 1(b), additional capabilities are needed. Hence, this thesis also describes a system
with a scanning laser rangefinder mounted onboard a quadrotor helicopter with an IMU to
enable active stabilization. Position control is demonstrated in simulation via navigation
algorithms that utilize Simultaneous Localization and Mapping (SLAM) techniques. Two
different algorithms are evaluated for suitability for use with an IMU-stabilized flying vehi-
cle. Simulation and experimental results of the navigation system are provided, including
two novel approaches to extracting useful information about the environment from laser
scan data. Thus, the research presented in this thesis demonstrates new capabilities for
autonomous UAV operation in adverse unknown environments, specifically those in which

















(b) Small vehicle with basic mapping locates a hazardous spill in a chemical plant
Figure 1: Concepts of Operation. Different levels of autonomous navigation capability




This research describes several methods by which Unmanned Aerial Vehicles (UAVs) can
autonomously navigate unknown indoor environments. Techniques are discussed for guid-
ance, navigation, and control (GNC) of rotorcraft vehicles. Both passively and actively
stabilized rotorcraft vehicle platforms are considered, and different GNC methods are ex-
plored for different vehicle and sensor combinations. Sensors include sonar, infrared range
sensors, and a scanning laser rangefinder, as well as an integrated inertial measurement
unit (IMU) for acceleration and angular rate measurement. For passively stable rotorcraft,
a basic navigation algorithm using only range information was developed, simulated, and
flown experimentally. Actively stabilized vehicles require a continuous estimate of vehicle
position and velocity through the integration of IMU data. The state estimate drifts over
time, so range sensors are used to bound this drift enabling position control relative to the
stationary environment. In addition, the accumulation of range data over time can be used
to develop and maintain a map of the environment. The vehicle can then localize itself
using its map of the environment. This process is commonly known as the Simultaneous
Localization and Mapping (SLAM) problem. Two different SLAM algorithms are evaluated,
with simulation results and experimental test results presented.
1.1 Motivation
Autonomous mobile robots that can effectively navigate unknown environments could be
utilized for a wide range of applications, including search and rescue, disaster assessment,
reconnaissance, or other tasks that would be risky or impossible for a human to perform.
However, there are several technical challenges that hinder reliable operation of UAVs in
these environments. Situational awareness must be maintained to prevent collision with
obstacles and to ensure stable flight. This is particularly important for autonomous vehicles,
where an operator is not present to provide input to the vehicle. For simple autonomous
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exploration missions, a low-cost passively stabilized vehicle with basic guidance laws may be
useful. In cases where more complex behavior is required, a UAV may rely on some method
of mapping the unknown environment and determining its location within the environment
in order to accomplish its mission. Most UAVs utilize Global Positioning System (GPS)
signals for localization. In addition to aiding navigation, the GPS position measurement
is used to bound drift in position estimates caused by the integration of acceleration and
angular rate sensors. Since the availability of GPS signals indoors is not assured, other
sensors must be used to provide position information so that a vehicle can make corrections
to its state estimate. An aerial vehicle that can perform simultaneous localization and
mapping using range sensors would thus be capable of navigating within unknown indoor
environments where GPS signals are not available.
1.2 Aerial Vehicle Options
Indoor flight usually requires navigating small spaces with obstacles in close proximity. As
a result, only vehicles with sustained hover capability were evaluated during this research.
Fixed-wing aircraft require considerable space to maneuver, and one small enough to ma-
neuver in a typical indoor environment would likely be unable to carry a useful payload or
the necessary sensors and computers required to perform SLAM given the current state of
the art. Hence, in this research simulation and flight testing was accomplished using ro-
torcraft, although the techniques developed during this research could in theory be applied
to fixed-wing aircraft flying in outdoor GPS-denied areas as well. Lighter-than-air vehicles
were not considered, due to their low maneuverability and limited payload capacity.
Although the capability to hover is an advantage for indoor flight, a hovering vehicle
is typically unstable and requires either passive or active stabilization. Passive and ac-
tive stabilization methods each have advantages and disadvantages, and each system has
unique challenges for indoor navigation. A passively stabilized system, such as a coaxial
helicopter with a Bell stabilizer bar, can be controlled using only range sensors for position
control [59]. Thus, the guidance, navigation, and control (GNC) algorithms are simplified
compared to those for an actively stabilized system. Unfortunately, the same mechanism
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that enables passively stable hovering flight also limits maneuverability. Actively stabilized
vehicles with hover capability include traditional single-rotor helicopters, quadrotors and
other multi-rotor vehicles, and ducted fan vehicles. Although these vehicles are generally
more maneuverable, active stabilization requires the measurement of body acceleration and
angular rate, usually through the use of an IMU. As discussed in the following chapters,
this research includes the design, construction, and testing of a passively stable coaxial he-
licopter capable of simple indoor navigation, and the use of an actively stabilized quadrotor
vehicle to test more advanced navigation techniques.
1.3 Sensor Options
Several different sensors were evaluated for use in indoor navigation during this research.
Initial emphasis was on lightweight, low cost sensors that could be used for ranging and
obstacle avoidance. Sonar is a good choice for wide area coverage, and when longer range
measurements are required. Infrared range sensors have a narrower beam width and shorter
range, but unlike sonar they do not suffer from multi-path errors and they do not tend
to interfere with each other during simultaneous operation. A scanning laser rangefinder
provides a wide field of view 2-dimensional range map, which can be used to determine
vehicle 2-D position and heading relative to a static environment. For aerial vehicles that
require active stabilization, an IMU is necessary to measure vehicle acceleration and angular
rate. In addition to the sensors mentioned here, other sensors not used in this research that
may also be used to estimate vehicle motion include machine vision, optical flow sensors,
3-D scanners, and time-of-flight cameras, to name a few. Further information on specific
sensors and how they were utilized in the research is provided in the chapters below.
1.4 Guidance, Navigation, and Control
When using a passively stabilized vehicle to perform indoor missions, the task of guid-
ance, navigation, and control is greatly simplified. Algorithms can utilize small, lightweight
ranging sensors to measure distance to obstacles in the environment. GNC algorithms can
then be tailored to perform basic flight behaviors using only relative information without
generating an inertial position estimate [59, 22, 52].
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For more complex missions, an actively stabilized vehicle may be useful. An IMU
can be used onboard the vehicle to measure body accelerations and angular rates, which
are then integrated to estimate velocity and position. The IMU data, along with other
measurements, are typically used with a Kalman filter to maintain an estimate of the
vehicle state. A position measurement is also required to bound the drift that is inherent
with the estimation process. In lieu of GPS signals, a scanning laser rangefinder can be
used to estimate vehicle motion and relative position [1].
1.5 Review of Relevant Literature
Navigation of autonomous vehicles in unknown environments has been a topic of study in
the field of robotics for over two decades, especially as applied to ground vehicles. The
work published by Self, Smith, and Cheeseman [58] and the work by Leonard and Durrant-
Whyte [37] is generally considered the first attempt to solve the problem of estimating
vehicle position from observation of landmarks in the environment. Solving the problem
of “Where am I?” is the primary topic of Leonard’s book [36], and it requires in its most
basic form a moving vehicle, a sensor that can measure distance (angular or linear) to some
feature in the environment, and some way to correlate current measurements with past mea-
surements. The problem, now known as Simultaneous Localization and Mapping (SLAM),
was first proposed and solved using ground-based vehicles with sonar range sensors [36].
Since its inception, solving the SLAM problem has evolved and matured to include a wide
variety of vehicle platforms, sensor packages, and many different algorithms for localization
and mapping [51, 6, 7, 23, 24, 64].
Early SLAM algorithms utilized an Extended Kalman Filter (EKF) to keep track of the
position of landmarks observed in the environment. A general overview of current EKF-
SLAM theory, formulated without respect to the specific platform or sensors, can be found
in [17, 3]. More recent work using a nonlinear observer to estimate landmark and vehicle
states can be found in [66].
As scanning laser sensors became more widely available, methods were developed to
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use the entire scan data instead of identifying specific landmarks. Development of scan-
matching algorithms is well documented in [38, 40, 15, 46]. Later efforts successfully married
the techniques of EKF-SLAM and scan-matching for even more effective algorithms [45, 8].
More recent developments include solutions which utilize rich 3-dimensional data sets [35,
72, 53, 54, 39] and attempt to map dynamic environments [25, 68].
The task of correlating noisy sensor readings with uncertain vehicle motion to estimate
vehicle position has also become less daunting over the years due to advancements in sensing
technology. In addition to sonar mentioned previously, radar [16, 32], scanning laser range
finders [20], and vision sensors [42, 29, 57, 34] have been successfully used for mapping and
localization on ground based vehicles. A thorough survey of vision-based SLAM techniques
can be found in [11].
As the use of laser scanners for localization has increased in popularity, techniques for
analyzing the feature-rich data they generate have been widely studied. In fact, some of
the faster and more popular techniques for extracting line segments from laser scan data
began in the 1970’s [49]. Feature extraction from laser scan data, including line segments,
corners, and curves, is performed by many different methods [2, 5, 43, 67, 50, 63, 65]. An
excellent overview of different algorithms and their comparative computational complexity
and performance was performed by Nguyen et al in [44].
Each SLAM method has its own advantages and disadvantages, and any robust system
will likely utilize a combination of different sensors and algorithms. For air vehicles, however,
methods are somewhat restricted due to vehicle constraints. Air vehicles have limited
payload capacity, so sensors and onboard computing power are limited. Vehicle motion is
also more complex, requiring more complex state estimation algorithms. The dynamics of
an airborne vehicle span six degrees of freedom, and are often faster and more difficult to
model than common ground vehicles. As a result of these challenges, airborne vehicles have
only recently been explored as platforms for SLAM experimentation.
Early airborne SLAM work utilized fixed-wing vehicles to map terrain landmarks of
known size and shape using vision and radar sensors [32]. In this work, the SLAM navigation
solution was evaluated by comparing it with a combined IMU/GPS solution. Later, IMU
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data was integrated with the SLAM algorithm in a real-time implementation as described
in [33, 9]. When compared to GPS-corrected position data, the vehicle was able to determine
its position with 1-σ values ranging from 5-20 meters. While these results demonstrated that
SLAM is a viable method for airborne navigation, the vehicle used and position accuracy
achieved fall short of what would be required for successful indoor navigation.
More recently, vision-based localization and mapping has been applied to helicopter
platforms as described in [70, 69, 10]. Due to their unstable flight characteristics, heli-
copters require a much faster attitude control system to maintain flight. Hence, they are
usually stabilized by use of an IMU for rate feedback control, with some type of localiza-
tion required to prevent position drift. For indoor flight of unstable vehicles, localization
must be highly accurate with fast update rates to avoid collision with the environment. A
minimal system for autonomous indoor flight was demonstrated in [52] using a quadrotor
with an IMU for active attitude stabilization and infrared range sensors for obstacle detec-
tion. This system did not demonstrate strict position control, but was primarily concerned
with obstacle avoidance. The preliminary results of the research presented in this thesis,
as documented in [59], achieved position control and limited indoor navigation by using a
passively stabilized coaxial helicopter with only range sensors for relative localization. The
system was fully autonomous with a control station only required for observation. However,
no mapping was attempted, primarily due to the limited sensor suite and computational
power onboard.
Perhaps the most advanced demonstration of indoor navigation to date is the work
described in [1]. This work uses the techniques developed in [48] to successfully integrate
a laser scanner and stereo vision system with an IMU onboard a quadrotor helicopter.
The system is capable of localization and mapping within unknown indoor environments,
including autonomous exploration and path planning, utilizing a suite of ground station
computers to process laser and vision data and to perform SLAM algorithms. An Extended
Kalman Filter is used to estimate the vehicle state at the ground station, with vehicle
commands provided to the onboard computer over a Wi-Fi radio link. While this system
demonstrates complex mapping and localization during autonomous flight, the dependence
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on ground computers and a reliable data link could prevent the vehicle from exploring
deep into caves or structures. In such situations, it is desirable for a vehicle to have no
dependence on external resources.
The research presented in this thesis approaches the design of the navigation system
from the perspective that all necessary sensors and computational power should be carried
onboard the vehicle. It is this design philosophy which has led to contributions on two
different fronts. First, a very minimal navigation system consisting of only five range sensors
was designed, implemented, and flown onboard a passively stable coaxial helicopter. Second,
a more capable navigation system utilizing a scanning laser rangefinder for localization
and mapping was designed and tested in simulation and experimentally. This laser-aided
navigation system also utilizes an IMU and a sonar, with an EKF navigation filter providing
state estimates, all designed to run onboard a small embedded computer capable of being
flown on a small quadrotor vehicle.
1.6 Contributions to the Field
The chapters that follow describe in detail the contributions made by this research in the
areas of guidance and navigation systems for autonomous indoor flying vehicles utilizing
range sensors for position estimation. As the primary focus is on addressing problems related
to navigation in GPS-denied environments, however, the guidance systems described herein
are primarily designed around demonstrating novel concepts for indoor navigation. Specific
contributions in the area of indoor navigation are summarized as follows:
 Demonstration of autonomous indoor navigation utilizing low-cost range sensors on
a passively stabilized helicopter, with results suggesting the miniaturization of this
method to vehicles weighing less than 50g is feasible
 Development of an algorithm for extracting line segments from laser scan data using a
polar form recursive least squares approach that is an order of magnitude faster than
previous similar methods
 Development of an Iterative Closest Point scan matching algorithm that utilizes key
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frame scans to reduce the rate of position estimate drift compared to sequential scan-
matching techniques
 Development of a method for determining pose estimate uncertainty based on the
shape of the features observed in the environment
 Analysis of two fast SLAM algorithms for pose estimation using a scanning laser
rangefinder, and testing of both methods in simulation and experimentally to deter-
mine suitability for indoor flight navigation
 Demonstration that these “minimum” capabilities performed on board a vehicle enable
a completely self-contained autonomous UAV to successfully navigate indoors
1.7 Organization of the Thesis
The research presented in this thesis consists of two different approaches to solving the
problem of indoor navigation for autonomous flying vehicles. The organization of the thesis
is thus built around the presentation of these two solutions. The introduction in this chapter
provides a description of the problems associated with navigating in indoor and other GPS-
denied environments, and covers the motivation behind the development of new approaches
to solving these problems. An overview of the types of vehicles and sensors that are suitable
for indoor flight is included, as well as a specific challenges faced when attempting guidance,
navigation, and control in indoor environments. A review of relevant literature is provided,
covering several decades of research in GNC of unmanned aerial vehicles as well as navigation
techniques commonly used for autonomous ground vehicles. Finally, contributions in the
the field of indoor aerial navigation are specifically listed, with more details provided in the
following chapters.
Before discussing the research in detail, background information on the problem is pro-
vided in Chapter 2. A discussion of guidance, navigation, and control techniques is provided,
with an emphasis on the special considerations required for indoor flight. Next, a formu-
lation of the Extended Kalman Filter with continuous propagation and discrete updates is
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provided. Finally, Chapter 2 covers an overview of the SLAM problem and how aerial nav-
igation differs from traditional ground-based algorithms. Two classic approaches to solving
the SLAM problem are summarized, with a discussion of which approach is best suited for
laser-aided indoor aerial navigation. A description of the information that can be extracted
from laser scan measurements is provided at the conclusion of the discussion on SLAM.
Following the background information, Chapter 3 covers a simple, low-cost approach to
indoor navigation. The choice of a coaxial helicopter fitted with infrared and sonar range
sensors is discussed in detail, followed by the specific guidance, navigation, and control
algorithms implemented. The system described in Chapter 3 is designed around the use
of small, lightweight, inexpensive range sensors for navigation relative to the environment.
This minimal system is capable of providing estimates of lateral position, longitudinal po-
sition, heading, and altitude all relative to the local environment. Rate of change of these
quantities is also estimated, providing all the necessary information to the guidance and
control algorithms to perform autonomous indoor flight. A complete description of the de-
sign, implementation, and flight testing of the navigation system is provided in Chapter 3.
The system has the potential for easy miniaturization to vehicles as small as 50g, provid-
ing a significant contribution toward the development of extremely small fully autonomous
aerial vehicles.
A more capable system, which is also more complicated and more expensive, is described
in Chapter 4. This navigation system is designed to provide not only vehicle localization,
but active stabilization of an unstable rotorcraft vehicle through the fusion of measurements
from an IMU, a sonar altimeter, and a scanning laser rangefinder in an EKF navigation
architecture. Two specific SLAM algorithms are discussed in detail, along with specific
techniques for extracting useful information from laser scan data. Guidance and navigation
algorithms that utilize these sensors are described in detail, followed by a discussion of
the simulation environment. Two navigation algorithms are compared in several identical
scenarios to determine the advantages and disadvantages of each. Finally, a description of
experimental tests using a laser scanner, IMU, and the EKF navigation system is provided,
with results using the two different SLAM algorithms.
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After the discussion of the different approaches to indoor navigation provided in Chap-
ters 3 and 4, a summary of the conclusions is given in Chapter 5 with a description of the
contributions made as a result of this research. Following the conclusions, references are
provided, as well as an appendix that contains a theorized but untested method for using
sonar range sensors to perform mapping on a stable flight vehicle as an intermediate level




2.1 UAV Guidance, Navigation, and Control
The ability for any vehicle to move about in a way that progresses toward some goal depends
heavily on three things: a measure of the current state of progress toward the goal, a plan for
continuing or improving that progress, and a method for effecting required changes to follow
the aforementioned plan. To these ends, the terms Navigation, Guidance, and Control are
used here, respectively. This chapter briefly discusses the role of each in the ability for
an air vehicle to successfully maneuver in an unknown indoor environment without any
external inputs. Often, the term indoor navigation will be used throughout as a general
description of the entire Guidance, Navigation, and Control system and its ability to effect
desired vehicle motion. The following subsections will describe how specialization to indoor
flight affects the design of the GNC system for both stable vehicles with simple avionics
packages, and unstable vehicles with more advanced avionics.
2.1.1 Guidance Philosophy
During any mission, an autonomous vehicle must make decisions about what behavior
is required for success. The guidance system encompasses that decision making process,
which may be as simple as a hierarchy of rules to follow. In order for the guidance system
to work effectively, it must have a measure of the vehicle’s current status with respect to
mission goals (provided by the navigation system) and a means to change the vehicle’s
motion if required (executed through the control system). For indoor navigation, typical
goals include obstacle avoidance, exploration, target identification, and other surveillance
or reconnaissance activities. Depending on the complexity of the mission, these goals may
be met by simple random flight that avoids obstacles, or an advanced system of mapping
and path planning to maximize search effectiveness may be required. The complexity of the
guidance system, as determined by mission requirements, heavily influences the complexity
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of the navigation and control systems. This research focuses on indoor flight at two different
levels of complexity, and provides significant contributions through the complete design,
simulation, and testing of the guidance systems and the navigation and control systems
required for their implementation.
An important aspect of the guidance system is to determine which direction and how
fast a vehicle should fly in order to meet its goals. Traditionally, flying vehicles designed for
outdoor use rely on inertial navigation (via GPS-aided IMU) and as a result position and
velocity goals are typically determined with respect to an inertial reference frame. Complex
path planning and trajectory generation algorithms have been developed and implemented
with great success using this framework. For indoor flight, however, directions like north
or east may have little or no meaning (although down is still fairly universal). Without an
inertial position reference like GPS, the guidance system requires a very different approach.
Position and velocity goals must be established with respect to a local reference frame which
has an unknown relationship to the inertial frame. The chapters that follow discuss in detail
the guidance systems developed for indoor flight during this research.
2.1.2 Navigation Philosophy
In order for a vehicle’s guidance system to determine what position and velocity goals
are required, a reasonable estimate of the vehicle’s state with respect to those goals is
needed. The navigation system provides this state estimate, based on sensor inputs and
some algorithm to extract useful information from them. Naturally, the complexity of the
navigation system and the state estimate produced is influenced by the mission requirements
and the plan to achieve them, as well as the type of information required by the control
system to determine correct actuator inputs. A major contribution of this research is
the development and testing of a low-cost, lightweight navigation system for autonomous
flight of a passively stable flying helicopter, as well as the design of a minimal system for
a vehicle that requires active stabilization. Here, the focus is on determining the lower
limit for successful indoor navigation given two different air vehicle designs, rather than
throwing the massive resources available in the robotics community at the problem. It is
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an approach that seeks to minimize weight and computational resources required by the
navigation system, leaving more capacity available for mission related sensors. Unlike efforts
to date [1], these navigation algorithms and the required sensors for each have been designed
for implementation on completely self-contained autonomous vehicles that do not require
any external navigation support.
Passively stabilized aircraft are capable of limited indoor flight behaviors using simple
systems, however navigation systems for vehicles that require active flight stabilization are
necessarily more complex. In addition to providing position and velocity estimates, the
vehicle attitude and angular rates must also be estimated and controlled. Hence, a full
inertial measurement unit is required to sense body accelerations and angular rates and the
vehicle state must be estimated using those measurements. An effective method for GNC of
inherently unstable flying vehicles is to use an Extended Kalman Filter to produce a state
estimate, with associated uncertainty, from measurements produced by an IMU [14]. This
estimate will drift over time if no external position reference is used to make corrections.
Typically, GPS signals are used to provide the position measurements necessary to bound
the drift in the navigation solution.
For indoor flight, another localization method is required in lieu of GPS, since the
satellite signals do no penetrate well into building structures or underground. A localiza-
tion method commonly used on ground vehicles is the scanning laser rangefinder. Using
a laser scanner to provide 2-D position and heading is a well-studied problem, with many
algorithms freely available within the computer science and robotics community. However,
these algorithms have evolved through many years of experimentation on ground-based ve-
hicles. Ground vehicles have much slower and more stable dynamics than an air vehicle,
they can carry greater computational power, and they often perform longer missions cov-
ering greater area than an indoor flying vehicle would. As a result, many of the algorithms
developed for ground vehicles to analyze laser scan data for localization and mapping are
not ideal for air vehicles using current embedded computer systems due to their computa-
tional requirements. Any navigation algorithm must be able to process scan data in real
time with resources shared between flight stabilization, GNC, and other mission related
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processes. Past efforts have solved this problem by offloading the guidance and navigation
tasks, including analysis of laser scan data, to a network of computers on the ground [1].
In contrast, this research provides contributions in the area of finding navigation so-
lutions that are compatible with completely self-contained autonomous indoor flight using
currently available hardware. To that end, several methods for analyzing laser scan data
were implemented and tested for suitability with regard to the computational power avail-
able on typical lightweight embedded computer systems. Research efforts focused on find-
ing, evaluating, and optimizing scan matching algorithms specifically for indoor flight. The
scan matching algorithms were used to estimate the vehicle’s 2-D position and heading, also
known as the vehicle pose (x, y, θ).
Many techniques have been developed for estimating states of systems with nonlinear
dynamics [21, 66].
Pose estimates were incorporated with an existing UAV navigation filter that is designed
to take external measurements as inputs to the filter.
The existing navigation filter is based on an Extended Kalman Filter with continu-
ous state and covariance propagation and discrete measurement updates. The EKF is
described in more detail below, along with an overview of Simultaneous Localization and
Mapping techniques. Details on the laser-aided inertial navigation system developed during
this research, including design, implementation and experimental results, are provided in
Chapter 4.
2.1.3 Control Philosophy
Given a reasonable estimate of the vehicle’s current state, the guidance system determines
what actions should be taken in order to achieve the mission and set intermediate position
and/or velocity goals as required. It is the job of the control system to determine what
instructions to give the actuators in order to minimize the error between the commanded
state and the measured state. The complexity of the control system depends not only on
the quantities being controlled, but also on the dynamics of the system itself. Unlike ground











Figure 2: A common control architecture for unstable rotorcraft utilizes a set of nested
loops to control attitude, velocity, and ultimately position by generating actuators com-
mands. The guidance system provides position, velocity, and attitude commands, and the
navigation system provides an estimate of the system states.
control system is not properly tuned. Even for stable flying vehicles, coupling between
lateral and longitudinal motion, as well as aerodynamic interaction with the environment,
must be considered. Fortunately, much progress has been made in the area of designing
advanced control systems for rotorcraft vehicles [14]. Typically, a position control loop
generates a velocity command, a velocity control loop generates an attitude command, and
an attitude control loop generates servo commands to stabilize the vehicle by controlling
the angular rate [27, 30, 12, 56].
This system of nested control loops (see Figure 2) requires that the vehicle maintain
an estimate of its position, velocity, attitude, and angular rate, with the addition of an
external inertial position reference if position control is to be ultimately achieved. The
navigation system described in Chapter 4 relies on this type of control architecture, which
utilizes existing software developed at the Georgia Tech UAV Research Facility [27]. For
this research, contributions primarily lie in the integration of the laser scanner position
updates with the existing navigation filter to provide better state estimates, rather than
in advancements in the control system. For the stable air vehicle described in Chapter 3,
however, new control algorithms were required. Due to the simplicity of the vehicle and the
type of control required, traditional classical control methods utilizing independent control
loops were used, with gain-scheduling techniques added to handle special cases.
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2.2 The Extended Kalman Filter
This section, summarized from [21], describes how a linear dynamical system can be ex-
pressed in state space form, where the system states evolve according to the model shown
in Equation 1. The rate of change of the states is a linear function of the states, x(t), and
the inputs, u(t), plus noise, w(t). It is assumed that measurements of the states, z(t), are
also a linear function of the states, plus noise, v(t), as shown in Equation 2.
ẋ(t) = A(t)x(t) + B(t)u(t) + w(t) (1)
z(t) = H(t)x(t) + v(t) (2)
Here, H(t) is the measurement matrix relating the measurements to the states. The vectors
w(t) and v(t) are assumed to be uncorrelated zero mean Gaussian noise with covariance
matrices Q(t) and R(t), respectively. A familiar form of the continuous Kalman filter (or
Kalman-Bucy filter) used to estimate the states of such a system consists of two differential
equations as shown in Equations 3-4:





Ṗ(t) = A(t)P(t) + P(t)AT (t) + Q(t)−K(t)R(t)KT (t) (4)
where ˙̂x(t) is the rate of change of the state estimate, x̂(t). The covariance of the estimate
is given by P(t), and it is a measure of the uncertainty of the estimate at the current time.
The Kalman gain, which minimizes the mean-square error of the measurements with respect
to the expected measurements, is given by:
K(t) = P(t)HT (t)R−1(t) (5)
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For most real systems, flying vehicles in particular, the state vector changes as a non-
linear function of the states and inputs at a given time. Likewise, measurements may also
be a nonlinear function of the states and inputs. In practical systems, measurements are
typically collected at specific time increments, as most sensors have either a fixed update
rate or are sampled at a fixed rate. Equations 6-7 shows the model and measurement equa-
tions for the general nonlinear case of a continuous dynamic model with measurements at










+ vk ; k = 1, 2, 3, . . . (7)
While the standard Kalman filter requires linear system dynamics, the nonlinear system
can be linearized about the instant in time when measurements are taken. This is the
essence of the Extended Kalman Filter. Equations 8-9 show the propagation equations for















Equations 10-11 show the update equations [21], whereby sensor measurements are used
to correct the state estimate and the covariance at time tk. A superscript notation is used to
represent the state estimate at time tk just before the update x̂
−
k and just after the update
x̂
+
k , with the same notation used for the covariance matrix. The Kalman gain matrix is
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The linearization of the state propagation and measurement equations is accomplished


































In this research, an existing EKF-based navigation filter developed at the Georgia Tech
UAV Research Facility is utilized as part of the indoor navigation system for an unstable
rotorcraft vehicle. The existing navigation filter is designed to operate using GPS to provide
position updates. As described in Chapter 4, 2-D position and heading are measured using
a laser scanner, and altitude is measured using a sonar. These measurements, with their
respective errors, are used to update the EKF in addition to the IMU measurements. A
brief description of how the laser scanner is used to provide localization is provided below,
with specific implementation details provided in Chapter 4.
2.3 Simultaneous Localization and Mapping (SLAM)
For Simultaneous Localization and Mapping, much emphasis is placed on retaining a his-
tory of scan data and associated pose information, with the eventual goal of using pose
constraints to find an optimal solution of past motion. Thus, a more accurate estimate of
past motion and present state is achieved, improving not only knowledge of the vehicle’s
location and orientation, but also improving the accuracy of the map by correcting past
observations when a pose constraint chain is solved. Solving this optimization problem
comes at a computational price, however, especially when using a nonlinear solver.
For GNC algorithms that only require an estimate of very recent history, solving the
pose constraint chain and correcting past motion estimates is less important and may not be
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worth the computational effort. The EKF navigation solution maintains a current estimate
of vehicle pose and motion, using a recent history of sensor measurements. Error in the
measurements, as well as plant model, cause this solution to drift over time. Throughout
this thesis, the concept of local versus global error is important to the development of the
navigation systems discussed herein. In this thesis, global error is defined as the total accu-
mulated error between the vehicle’s current inertial position estimate and its initial position.
Local error refers to the error in the position estimate relative to the local environment di-
rectly detectible by the vehicle’s range sensors. Global error causes distortions in maps
generated by the system, often causing spatial compression in certain directions, or bend-
ing of hallways that are straight in reality. Local error results in a diminished capability for
the vehicle to maintain position control relative to immediately observable features in the
environment (distance from a wall, for example). If the position error relative to the current
local environment is small, a vehicle can be stabilized and flown indoors even though global
error with respect to the initial state is large. A global map generated from observations
throughout the flight will accumulate large error if corrections to past state estimates are
not made. However, depending on a vehicle’s mission and its associated guidance algorithm,
global map errors may not affect mission performance.
The underlying basis for this research is that a variety of missions requiring indoor
flight are not negatively impacted by global position error. As depicted in Figure 1(a), an
air vehicle may not require a map at all. Even when mapping is necessary to complete
the mission, some level of distortion in the map may be acceptable. If the vehicle does not
require a globally consistent map for its navigation, then the effect of map errors is primarily
dependent on how the map is used by ground observers. The primary GNC task for the
aerial vehicle is to provide attitude stabilization, bound position drift, and avoid collision
with the environment while maximizing mission goals such as area explored, observations
made, number of targets identified, or other similar objectives. Particularly for indoor
aerial navigation, smaller vehicles and shorter flight times limit computational power and
geographic scope of the mapping and localization problem. As a result, the SLAM methods
tailored specifically for indoor flight during this research place an emphasis on simplicity and
19
speed of computation, with tolerable accuracy, over algorithms that produce a very accurate
global map. Due to the unique requirements of indoor aerial navigation, it is difficult to
compare the performance of SLAM algorithms discussed here with those developed for
ground vehicles with comparatively unlimited computational power and vehicle dynamics
that are slow, stable, and highly predictable.
Most existing SLAM algorithms can be classified by their propagation method as either
based on the Extended Kalman Filter, a Particle Filter, or some hybrid combination of the
two. In either case, the problem essentially boils down to making observations of features in
the environment from different vantage points which facilitate the estimation of the vehicle’s
position and attitude (together referred to as the vehicle’s pose). Pose estimation is greatly
improved by using some method to measure the vehicle’s motion, which can then be used
to predict the vehicle’s pose before making corrections via environmental observations.
Odometry can take many forms, from simply measuring wheel rotation on ground vehicles,
to the use of a complete state estimation algorithm that incorporates measurements from
inertial sensors, magnetic, and air data sensors on flying vehicles. Measurement error in the
odometry and uncertainty in the plant dynamics contribute to uncertainty in the vehicle
pose estimation. It is the task of the SLAM algorithm to use observations of features in the
environment, which have their own associated uncertainty, to reduce the uncertainty of the
vehicle pose estimate as much as possible. Algorithms based on the EKF and the Particle
Filter apply knowledge of observed features slightly differently.
2.3.1 EKF SLAM
In EKF SLAM, landmarks are observed and the pose associated with each is stored along
with the vehicle pose in a state vector. This subsection summarizes the work described
in [16, 17, 3], whereby an EKF is used to estimate vehicle pose and landmark position using
vehicle odometry and observations of the environment. As new landmarks are observed,
more states are added to the state vector. Vehicle dynamics are modeled in the filter,
and as temporal and measurement updates are made the vehicle pose estimate is improved.







Figure 3: In EKF SLAM, the position of each landmark observed (xi,yi) is stored in a state
vector, along with the vehicle state (x,y,θ). The observations are uncorrelated, however the
error in the observations is highly correlated. The uncertainty of the landmark positions
and vehicle state grows as the vehicle moves, but subsequent reobservation of landmarks
allows the vehicle motion history to be estimated more accurately and the vehicle state
estimate can be corrected.
vantage points are not correlated, the error in landmark observations is highly correlated.
Thus, multiple observation of the same landmarks improves the vehicle pose estimate. One
drawback to EKF SLAM is that the state vector and associated covariance matrix increases
with each new observation. Managing these large matrices becomes a computational burden.
As a result, much work has gone into ways of reducing that burden, including removing
landmarks that are no longer needed and finding rapid inversion techniques for large sparse
matrices. Even using such techniques, EKF SLAM is often considered impractical when
observations come in the form of extremely rich data sets such as those generated by laser
scanners or machine vision cameras. These sensors may produce observations of hundreds
of landmarks or features at a very high rate, such that the associated state vector soon
becomes unmanageable for real time applications.
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2.3.2 Particle Filtering SLAM
As a method for taking advantage of the large quantity of data produced by scanning and
imaging sensors, Particle Filters (PF) are an improvement over EKF SLAM. An overview
of PF SLAM can be found in [17], with more details available in [64]. In a particle
filter, multiple pose estimates, referred to as “particles”, are generated and propagated
forward using a dynamics model (which may be as simple as a Newtonian integration of
the vehicle’s estimated velocity). Each particle is perturbed based on the uncertainty of
the pose estimate, such that the group of particles represents a growing cloud of probable
vehicle poses. Observations in the form of laser scans or images are used by comparing
changes in the observations from one data set to the next, allowing vehicle motion to be
estimated. Thus, changes in vehicle pose from one instant to the next can be observed
and used to correct the pose estimate stored for each particle as it is propagated along.
These observations form a chain of constraints on the vehicle pose over time. Eventually,
all of the particles are evaluated based on these pose constraints, and the optimal solution
is found that satisfies all of the constraints. The particle which has the motion history that
best meets the constraints is considered to be the best estimate of vehicle pose, a series of
new particles is spawned from that pose, and the process continues. The corrected vehicle
motion history over the life of the particle is then used to correct past scan information for
the purpose of reducing errors in the global map.
With both the EKF and Particle Filter approaches, uncertainty in the pose estimate
continues to grow over time, although the rate is slower than purely integrating vehicle
odometry due to the repeated cycle of observing-correcting. This error can be virtually
eliminated on a global scale by returning to a previously observed location on the map
and correctly determining the total pose error accumulated over the history of the vehicle’s
motion. Solving this “loop closure” problem can correct large errors in a vehicle’s path esti-
mate, though that path may be hundreds of meters long, if a complete history of odometry
and observations is stored and the proper data associations are made in order to recognize
that a vehicle has returned to a previously visited location. The approach to SLAM in this







Figure 4: In Particle Filtering SLAM, the a cloud of particles, each with its own state
estimate (x,y,θ)n, is propagated with uncertainty along the estimated trajectory. The cloud
grows until subsequent reobservation of landmarks allows the historical pose constraint
chain to be solved. The particle whose path history best solves the pose constraint chain is
selected, and a new group of particles is spawned.
only one copy of the vehicle pose and its associated covariance. No loop closure is attempted
and no corrections to the map are made, so having multiple hypotheses on the pose is not
beneficial. The particle (pose estimate) is propagated forward using the vehicle’s EKF state
estimation, with pose measurements accomplished by analysis of the laser scan data.
2.3.3 Extracting Information from Laser Scans
Scanning laser range finders produce a data set rich with information. Instead of a single
measurement, they produce hundreds of range readings each scan cycle over a wide field
of view. Typically, the data streams continuously and in order to make use of it any
navigation system must be able to process it in real time. Range measurements are provided
in sequence, beginning and ending in a known direction, with a known angular separation
between each measurement. Field of view varies from sensor to sensor, usually somewhere
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between 180◦ and 270◦ for most sensors. Angular resolution varies as well, though most
sensors can deliver 1◦ separation or lower between range measurements. Sensor range is
typically directly related to size, weight, and power consumption. Small, lightweight sensors
are available with a range of 4m, while some larger sensors have a range up to 80m while
still being portable. Most scanners that are suitable for indoor flight are in the 4m-30m
range, weighing between 160g-400g typically.
Range measurement error is primarily a function of the range measured, incidence angle
between the beam and the target, and to some degree the target material, although this
usually affects the probability of a successful measurement more than the measurement
error itself. Since target orientation and material properties are usually unknown, sensor
noise is typically modeled as zero mean Gaussian white noise in the range measurement
direction. Noise in the angle of measurement is commonly neglected [2, 43].
Information contained in a laser scan can be used in a variety of ways. Most common
methods of analyzing scans can be classified as scan matching (one scan is compared with
another scan), scan registration (a scan is compared against a set of stored values, such as a
map) or feature extraction (salient features are identified through various methods). Each
type of analysis has benefits and drawbacks, with trade-offs between accuracy, process-
ing time, information content, ease of implementation, and type of information produced,
among others. Scan data is usually supplied in polar coordinates, though conversion to
cartesian coordinates at some point in the process is typical for most navigation applica-
tions, and different algorithms will make this conversion at different points. Scan matching
and scan registration algorithms typically provide a level of confidence, indicating how well
the algorithm is able to match a scan with the reference. This match confidence, however,
does not provide a complete picture with regard to the uncertainty of the pose estimate. Cer-
tain environments provide few features, or features only in certain directions, upon which to
accurately estimate vehicle pose. A novel approach to addressing this problem is presented
later, which can be applied to both scan matching and scan registration algorithms.
Scan registration techniques require the creation and storage of a global map. The
map represents the extent of the space explored by the robot, broken up into a grid. Map
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(a) Scan registration





















Figure 5: In scan registration (a), scan measurements are compared to a map to determine
the likely vehicle pose. Scan matching (b) algorithms compare one scan directly to another
scan to estimate the change in pose.
information varies, from a simple binary representation of obstacles and free space, to
a complete probability map where each grid square contains a number representing the
likelihood that an obstacle exists there. Map resolution and total size affect speed and
accuracy of the localization process. Clearly, a trade-off exists between the map fidelity
and how quickly an algorithm can process and compare a scan relative to the map if an
exhaustive search of the map is required. For global localization techniques, this is indeed
the case, as detecting large loop closure and solving the “kidnapped robot” problem are
often important goals. If the map search is restricted to local motion, using a Monte Carlo
routine near the pose estimate for example, then the map resolution affects only required
memory and not the speed of the algorithm. In either case, scan information is compared
to values on the map for a given pose hypothesis, and some measure of how well the scan
matches the map is calculated. Different pose hypotheses are evaluated, and the one that
results in the best match is used to update the vehicle pose estimate.
In contrast to scan registration, scan matching does not require the use of a global map.
This process involves comparing scan data from one scan directly to scan data collected
previously. The baseline scan data may be a single scan or a set of previously stored scans.
A common implementation is sequential scan matching, whereby each new scan is compared
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to the previous scan as a means of vehicle odometry. The output of the scan match in this
case is a change in vehicle pose, with associated uncertainty, which can be used to update the
vehicle navigation estimate. Scan matching can be based directly on the distance between
individual corresponding data points, differences between parameterized models of the two
scans, or the distance between corresponding features extracted from the data sets. These
features are typically line segments, polynomial curves, or corners identified in the scan.
Feature extraction can be used for both scan matching and to provide input to the vehicle
guidance system by identifying topology of the environment. Figure 5 shows examples
of scan registration and scan matching for estimating the vehicle pose given a laser scan
measurement.
Scan Registration, scan matching, and feature extraction are all problems that have been
well studied in the computer science and robotics fields as cited in Chapter 1. However,
due to the only recent emergence of aerial based SLAM experimentation, most algorithms
favor robustness and accuracy over computational speed. As a result, choice of navigation
algorithm should take into consideration suitability for implementation onboard a small
flight-worthy computer. This research examines several algorithms and identifies a few of
the faster methods for localization as a way of determining the minimum requirements
for performing indoor flight navigation. Thus, the laser-aided navigation system described
herein is designed and tailored specifically for small flying vehicles. Specific details on the
algorithms and their implementation and testing are provided in Chapter 4.
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CHAPTER III
LOW COST RELATIVE GUIDANCE, NAVIGATION, AND CONTROL
Successful indoor flight does not necessarily require the use of cutting-edge sensor tech-
nology, the fastest and smallest computer available, all mounted on an advanced, highly
maneuverable vehicle. As evident by observing insect behavior, modest navigation and
obstacle avoidance goals can be accomplished with a much simpler system. However, to
avoid mimicking the proverbial moth fluttering around a lamp, some planning must go into
the guidance system so that simple relative navigation can be used to effect productive
behavior. To that end, this chapter discusses an approach to indoor navigation that relies
on low-cost sensors, simple GNC algorithms running on a small microcontroller, flown on
a passively stable vehicle. Simulation and flight test results are presented at the end of the
chapter, describing the success of this approach to autonomous indoor flight.
3.1 Vehicle and Sensors
The designing a system for indoor flight requires the consideration of a variety of aircraft
and sensors, with the GNC system largely influenced by the type of behaviors desired. The
characteristics of the vehicle and the sensors carried onboard must be thoroughly understood
in order to ensure the overall system is capable of performing the required mission. The
following section provides a discussion of the vehicle and range sensors used to demonstrate
simple autonomous indoor flight.
3.1.1 Aerial Platform
The choice of platform for indoor flight is influenced by several factors. Airspace is typi-
cally limited, so traditional fixed-wing platforms have a disadvantage. Most rotorcraft are
unstable in flight and must have an inertial measurement unit (IMU) and some additional
method to estimate velocity or attitude in order to be effectively stabilized. Single-rotor
helicopters and quad-rotor designs fall into this category, where maintaining stable flight
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Figure 6: The E-Sky®Big Lama. Photo courtesy E-Sky® . Note: the tail rotor on this
aircraft is neither functional nor required.
without GPS or an external attitude estimation system is itself a challenge. For this rea-
son, only stable platforms were considered for this low-cost approach to indoor navigation.
Lighter-than-air craft were not considered feasible due to their limited payload capacity and
poor maneuverability. The desire for a stable, commercially available vehicle with payload
capacity resulted in the choice of a coaxial helicopter for the sensor platform. The coaxial
helicopter has a pair of counter-rotating blades, making the vehicle more compact since no
tail rotor is required for yaw control. The bottom set of blades has cyclic control for ma-
neuvering, while the upper set of blades has a Bell stabilizer (sometimes called a flybar) to
counteract vehicle pitch and roll, providing some attitude stability. Several manufacturers
make radio-controlled coaxial helicopters of various sizes. The helicopter selected for this
research was the E020 Big Lama [19], made by E-Sky® (see Figure 6). It has a rotor diam-
eter of 46cm and has a mass of approximately 410g in its stock configuration. Initial flight
tests indicated that the stock vehicle has a useful payload capacity of approximately 50g.
Removal of the canopy and motor upgrades significantly increased the available payload
capacity. The final flight configuration, with avionics, a 1350mAh lithium polymer battery,
brushless motors, and a protective shroud had a total mass of 605g.
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(a) MaxBotix®LV-MaxSonar® (b) SHARP GP2Y0A02YK0F Infrared Sensor
Figure 7: Lightweight, low-cost range sensors suitable for indoor navigation. Photos
courtesy SparkfunElectronics. [60]
Table 1: Range Sensor Manufacturer Specifications
Sensor MaxSonar® [41] SHARP IR [55]
Range 0.15-6.45 m 0.2-1.5 m
Resolution 2.54 cm 1 cm
Weight 4.3 g 4.8 g
3.1.2 Sensor Selection
Several range sensors were selected based on their usable range and resolution, with an
emphasis on low-cost commercially available sensors (see Figure 7. The MaxBotix®LV-
MaxSonar® -EZ1 was chosen for measuring altitude. The SHARP GP2Y0A02YK0F in-
frared sensor was selected for close obstacle avoidance during forward flight and for wall-
following navigation modes. It has a shorter range than the MaxSonar® , but it has a better
resolution and a narrow beam width. In addition, multiple IR sensors can be operated at
the same time with less interference than sonar. See Table 1 for detailed information on the
sensors. The stock yaw rate gyro was replaced with a hobby heading-lock gyro to improve
yaw stabilization.
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(a) SHARP IR range/voltage response curve. (b) SHARP IR inverse range response curve.
Figure 8: SHARP GP2Y0A02YK0F infrared range sensor response curves. [55]
3.1.3 Range Sensor Characterization
Both sensors were tested to determine the useful range and error characteristics. The
SHARP infrared sensor has an analog output, and the correlation between output voltage
and range is nonlinear. However, the reciprocal relationship is linear over most of the useful
range of the sensor. Figure 8 shows the calibration curves provided by the manufacturer [55].
Actual voltage/range relationships were measured for two IR sensors and were comparable
to the specification. In addition to determining the calibration curves, the sensors were
each sampled for 10 seconds at different fixed ranges to determine the standard deviation.
The analog output voltage is updated approximately every 38ms. The MaxBotix® sonar
range finders output data via serial RS-232 protocol, a Pulse Width (PW) signal, or analog
voltage output. For initial testing, the serial output was used. During flight tests, the
PW signal was also used. For the PW signal, the sonar outputs a logical high signal that
has a width of 147 microseconds per inch. Each measurement cycle for the sonar takes
approximately 50ms. Operating multiple sonar at the same time can cause interference
in some circumstances. However, the sonar can be operated in a chain, with each sensor
triggering the next one automatically. Alternatively, the sonar can be triggered individually
at specified times to avoid interference. The next sections provide further insight into the
sensor characterization and data collection process for the IR and Sonar range sensors.
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SHARP IR Range Sensor



















St Dev: 0.41 cm
Figure 9: Initial test of the SHARP IR Range Sensor. The test was conducted at 36 cm
from the target (white paper) for 10 seconds.
3.1.3.1 IR Sensor Testing and Calibration
Two identical IR sensors were tested to determine whether each sensor would require its
own calibration curve. Initial testing consisted of collecting data from the range sensors at
a fixed distance for approximately ten seconds. The analog output voltage was measured
using a 10-bit analog-to-digital converter. The output voltage was then converted to range
using the manufacturer’s calibration curve. Figure 9 shows the result for a white paper
target at a distance of 36cm. The data show about 90% of the measurements have a mean
near the actual range, while approximately 10% are 1cm short of the actual range, with
some sparse outliers reading as much as 4-5cm short. The sensor performed well, with a
mean value of 35.91cm and a standard deviation of 0.41cm. However, the pattern observed
in 10% of the data prompted a more in-depth analysis of the voltage output from the sensor.
The IR sensor was connected to an oscilloscope to determine the characteristics of the
output voltage. As shown in Figure 10, the noise is periodic, consisting of a region approxi-
mately 0.13ms long with a period of 1.1ms. In this region, the output voltage is higher than
the rest of the data, resulting in a shorter reported range. The time scale on the oscilloscope
was reduced to record the output more accurately, and a voltage spike was observed at the
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Figure 10: SHARP IR sensor output voltage. Note the periodic nature of the sensor noise.
beginning and end of the elevated reading (see Figure 11). It was determined that the char-
acteristics of the noise fully account for the observed range measurement data. The 10%
grouping of short range readings correlate to the elevated voltage output, while the outliers
correlate to voltage recorded during one of the spikes seen at the beginning and end of the
elevated region. As a result, a median filter was applied to the raw voltage, whereby three
voltage measurements were collected for each range reading with the middle value of the
three used to calculate the range. Using this filtering technique, the range measurement was
greatly improved as shown in Figure 12. After filtering the data, the mean range reading
was 36.00cm, with a standard deviation of 0.11cm. The three-point median filter described
above was used on all subsequent IR measurements.
Next, the two IR sensors were tested at fixed intervals from a white paper target to
determine the voltage-to-range relationship. The sensors were mounted to a tripod, and
each sensor was operated independently to avoid interference. Then, output voltage was
recorded for ten seconds each at 10 cm intervals from 20cm to 190cm. The output voltage
was filtered before being recorded using the filtering algorithm described above. The data
were averaged for the ten second sample, and the voltage for each sensor was plotted versus
target distance. Figure 13 shows the voltage/range curve for the sensors tested. Although
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Figure 11: SHARP IR sensor output voltage, higher resolution capture. Note the spike
before and after the elevated voltage region.
SHARP IR Range Sensor with Median Filter



















St Dev: 0.11 cm
Figure 12: SHARP IR sensor output voltage using three-point median filter. Note the
improvement in the mean and standard deviation.
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Figure 13: SHARP IR sensor voltage response curve. Each data point represents the
average over a ten-second period, filtered as described above.
the sensor response is nonlinear, a graph of the voltage versus inverse distance shows some
linear regions. Three linear regions were identified (see Figure 14) and linear approxima-
tions were used for these regions to calibrate the sensors. Using linear approximations for
the relationship over these three regions produced an error of less than 6% over the man-
ufacturer’s advertised range of 20-150cm. The sensors may be used up to 190 cm under
some circumstances, with calibration error of less than 10% (see Figure 15). The standard
deviation was also calculated for the two sensors using data collected over the 10-second
period at each distance interval (see Figure 16). Subsequent testing of a different batch of
IR sensors showed that a single linear approximation can be used for the entire advertised
range of the sensor.
After calibrating the SHARP IR sensors, they were both mounted to the test vehicle for
initial flight testing. Due to mounting constraints, the initial test was done with the sensors
mounted side-by-side. In practice, the sensors should be placed so that their illumination
patterns are at least 20cm apart to avoid interference (the beam width of each sensor is
approximately 10cm at maximum range). During the initial flight test, the vehicle was flown




























Figure 14: SHARP IR sensor calibration curves are nearly linear for the inverse range.
The data were divided into three discrete linear regions.



















Figure 15: SHARP IR sensor calibration error. Three linear approximations are used
for the voltage/inverse range relationship. Note: The manufacturer’s advertised sensor
measurement range is 20 - 150 cm.
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Figure 16: SHARP IR sensor standard deviation over measurement range. Two sensors
were measured independently for ten seconds at each distance interval.
measurements recorded from both range sensors. Note that due to the nonlinear response
of the sensor, distances below the minimum range appear higher than normal. For this test,
range measurements after about eight seconds into the flight are valid. The two sensors
performed nearly identically over most of their design range, however the measurements
were quite noisy above approximately 120cm. This may have been due to interference
between the sensors, which were operating simultaneously, since the standard deviation at
this range was measured to be approximately 2cm for independent sensor operation.
3.1.3.2 Sonar Testing
Two ultrasonic range sensors were tested to determine which is better suited to indoor
navigation. The MaxBotix®LV-MaxSonar® -EZ1 and LV-MaxSonar® -EZ4 sensors are
both inexpensive and lightweight, making them possible candidates for small UAVs. The
two sensors are nearly identical, but the EZ4 has a narrower beam width than the EZ1 .
Initial comparisons consisted of powering the sensors and reading the data via the RS-232
serial connection. The sensors were then aimed at targets at various ranges to determine
qualitative difference between the two. Both sensors produce a digital output, and showed
no noise when pointed at a fixed, flat target. In a cluttered environment, however, small
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Figure 17: SHARP IR sensor flight test. Two sensors were placed side-by-side and aimed
at the ground. During the flight, the vehicle was flown to different altitudes while recording
data.
movements of the sensors produced “noisy” range readings due to varying strength of the
sonar return from different objects. The sensors are designed to return the range to the
first object detected. This can produce varying results in a cluttered, moving environment.
The EZ4 showed more noise in cluttered environments than the EZ1 , possibly due to its
narrower beam hitting various objects of differing ranges when the sensor is in motion.
Once qualitative analysis was complete, the sensors were mounted to a tripod and tested
in a more controlled environment. The tripod was set in the middle of a small room with
the sensor platform 122cm above the ground, 173cm from the left and right walls, and
198cm from the front wall. The sensors were turned through a range of 180◦ beginning
facing the right wall, turning counterclockwise to face the front wall, and finishing with the
left wall. Each test was completed independently to prevent possible interference between
the sensors. The sensors were turned by hand, though an attempt was made to ensure a
fairly constant angular rate. Next, the sensors were operated simultaneously with similar
results.
The range measurements of the initial test is shown in Figure 18. The results, similar for
both sensors, illustrate a primary difference between a pulse-wave range measurement sensor
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Figure 18: Distance measurements recorded using the EZ1 and EZ4 in simultaneous
operation during a 180◦ sweep of a small room. Note the straight lines observed that
correlate to the distance to the right, front, and left walls at 173cm, 198cm, and 173cm
respectively. Some features such as corners and an open doorway are also observed.
(such as sonar or radar) and a point range measurement sensor (such as the IR sensors or a
laser rangefinder). When facing a flat wall, the sonar measures the perpendicular distance
to the wall, regardless of sensor orientation. The result is a reading which remains constant,
until the sensor is turned past an angle where the wall is no longer detected. A graph of
the range readings versus angle show a series of straight lines, with some features such
as corners and doorways observed. The horizontal lines correspond to the perpendicular
distance from the sensor to major feature points in the room. The first feature detected
during the sensor sweep was the right wall at 173cm. As the angle increased, the sensors
began to lose range measurement to the right wall and pick up the front right corner at
264cm. The EZ4 sensor picked up the corner first, while the EZ1 sensor with the wider
beam maintained a reading to the right wall longer before picking up the corner. As the
sensor angle was increased, both sensors eventually picked up the front wall, which was at
a distance of 198cm. The reading remained fairly constant until the sensors were turned
far enough to pick up an open doorway in the front left corner. As the sensors were rotated
further, they both eventually picked up the left wall at 173cm.
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Although the sensor orientation was not measured directly, the sensor platform was
turned at a reasonably constant angular rate, and the time for each data point was recorded.
As a result, the range data can be plotted on a 2-D map using the estimated angle informa-
tion (see Figure 19). Although the sonar returns do not map directly to the wall locations,
some features can be identified from the 180◦ sensor sweep. The arc that is visible from
major geographic features represents the sonar wave pulse as it expands from the sensor.
The sensor reports the distance of the first sonar return, which corresponds to the perpen-
dicular distance to the walls and corners. Thus, the center of each visible arc in the 2-D
plot represents the location of the sensor within the room. Given room dimensions and
accurate heading information, it may be possible to localize a sonar sensor platform in a
given room.
Further testing showed that the sonar range sensors return the shortest distance to any
object or wall detected, regardless of the angle between the sensor and the object. As a
result, small changes in sensor angle do not affect the range returned. For this reason, the
sonar range sensor is an excellent choice for measuring the altitude of an indoor vehicle.
Small changes in the pitch or roll angle would cause a downward-pointing line-of-sight
sensor (like the IR sensor) to read long, whereas the sonar is unaffected. For this reason,
the MaxBotix®LV-MaxSonar® -EZ1was chosen for altitude measurement. The sensor
characterization tests demonstrate that the sonar have uniquely different properties than
the IR sensors. The combined properties of the IR and sonar range sensors work together
to improve overall vehicle navigation.
3.1.4 Sensor Integration
An ATMega128 microprocessor is used onboard the vehicle to read the sensors and process
the data for navigation. The data are collected and filtered appropriately according to their
error characteristics for altitude hold, simple obstacle avoidance and wall-following behavior.
The IR range sensors have analog voltage outputs, which are read by onboard analog to
digital input channels. One sonar, used for altitude, is read via serial port. The ATMega128
has one additional serial port, which is used for a data link. In addition to the sonar,
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Figure 19: Distance measurements plotted using estimated sensor angle and measured
range. Actual wall locations are show for reference. Note the EZ4more easily detects
corners and open doorways than the EZ1 .
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Figure 20: Range sensor layout as viewed from above with the vehicle facing right. The
infrared sensors are placed and oriented as shown, while the sonar is pointed downward for
sensing altitude.
two infrared sensors are placed 45cm apart looking forward for heading control, improved
obstacle avoidance during forward motion, for detection of openings such as windows or
doors, and for wall-following behavior. Two IR sensors are also used to sense obstacles in
the lateral directions. Figure 20 shows the IR sensor configuration, and Figure 21 shows the
sensors mounted to the test vehicle. Development of a custom carbon-fiber safety shroud
enabled the vehicle to survive mild contact with obstacles, so a rear-facing IR sensor was
not required.
3.2 Guidance Algorithm
A variety of guidance algorithms are possible using the sensor configuration described
above. Possible behaviors range from simple random flight to thorough room-by-room
exploration of an unknown indoor environment. This investigation into simple low-cost
navigation was conducted in preparation for the 2009 International Aerial Robotics Com-
petition (IARC) [26]. This competition, held in July 2009, required the autonomous entry
into a building mock-up and successful navigation within the building in search of a specified
target. Thus, the guidance algorithm flight tested and presented below is tailored to the
simplest logic required to achieve IARC mission requirements. Using this simple guidance
algorithm allows a simplified navigation scheme as well, whereby the vehicle only needs to
41
Figure 21: Flight vehicle with sensors and protective shroud installed.
determine its altitude, distance to one wall, heading with respect to that wall, and detec-
tion of obstacles in the vehicle’s flight path. To accomplish those goals, an altitude-hold
controller was used to maintain a fixed altitude throughout the flight, and a wall-following
routine was used to explore the competition arena. Once in autonomous mode, the vehicle
followed the guidance algorithm described below in Figure 22.












Figure 22: Wall-following guidance algorithm. Specific sensor inputs will cause the algo-
rithm to progress to successive logic blocks.
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Direction of Flight











Figure 23: When the vehicle is flying laterally, a wall detected in the direction of flight
triggers the guidance state to enter an inside turn as shown in (a). If a the forward-looking
range sensors detect an outside corner as shown in (b), the guidance system state switches
to outside turn mode.
mode, it flies forward searching for the arena entry portal. If an object is detected by the
forward-looking left or right IR sensors, the lateral controller adjusts the flight path so that
the vehicle is in the center of the window. Once the vehicle enters the building, walls are
detected by the left IR sensor and the vehicle enters “Left Turn” mode. In this mode, it
turns to the left until the forward-looking IR sensors detect the wall. Once the forward-
looking sensors detect the wall, “Wall Follow” mode begins. In this mode, the longitudinal
controller maintains a commanded distance from the wall, while the heading controller
maintains the desired heading with respect to the wall (navigation details are provided in
the sections below). The vehicle then flies along the wall to the right, using the right facing
sensor to detect walls and obstacles in the flight path. During lateral flight, the lateral
controller does not try to maintain a fixed position, rather it monitors the side-looking
sensors and tries to prevent the vehicle from getting within a specified distance of obstacles.
As shown in Figure 23, different corner-turning modes are entered depending upon different
conditions detected by the IR sensors. If a wall or obstacle is detected in the direction of
flight, the vehicle enters “Inside Turn” mode, whereby it changes its heading to either turn
the corner (for concave corners) or fly around the obstacle. This is achieved by giving an
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open-loop yaw command until no obstacle is seen by the right IR sensor. Alternatively, if
one of the forward-looking IR sensors detects a step increase in the range while the other
sensor still reads near the estimated wall distance, a convex, or outside, corner has been
detected. The vehicle then enters “Outside Turn” mode and the controller commands an
open-loop yaw to the left in order to continue around the corner. Once an inside or outside
corner has been completed and valid range measurements are seen on the two front IR
sensors, the vehicle returns to “Wall Follow” mode and continues flight. Using this simple
event-based guidance system, it is possible for the vehicle to effectively traverse the majority
of an unknown indoor environment. Simple variations, such as random changes in flight
direction, could improve coverage of areas not encountered by the basic algorithm. This
simple guidance system relies only on range measurements relative to the local environment,
which requires only a simple relative navigation algorithm.
3.3 Navigation Algorithm
The guidance system described above does not require any inertial navigation or other
global position estimate. As a result, the navigation algorithm is much simpler than those
utilized on most UAV systems. Only five range measurements are required, all relative to
the local environment. Different filtering methods are used to maintain current estimates of
altitude, heading, and distance to walls. The sensor characterization experiments described
above revealed that both the IR and sonar range sensors occasionally reported readings near
maximum range when the sensors failed to detect a wall or obstacle at a particular instant.
These and other outliers can cause catastrophic results for a feedback control system that
expects smooth error measurements. For this reason, a smart filtering routine described
in [13] was implemented to prevent large step or impulse inputs from adversely affecting
the controller. In this routine, a Kalman filter is used to estimate the range and range rate
for each of the sensors. The covariance of the residuals is then used to detect and ignore
outliers in the range measurement beyond three standard deviations. Occasionally an actual
discontinuity in range occurs, such as flight over an obstacle on the ground. The smart
filtering routine recognizes such events when a number of similar measurements is detected
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Figure 24: Altitude measurements and estimate. The performance of the outlier detection
routine is visible here. Outliers typically have values near the minimum range (0.15m) or
the maximum range (6.45m). The autopilot command represents the enabling and disabling
of the altitude-hold controller.
in sequence, and the filter adjusts the range estimate to match the new measurements
without changing the velocity estimate. The result is a smooth vehicle response to new
range information even in the presence of step changes in range measurements. Figure 24
shows an example of the smart filter in operation during an altitude hold demonstration
flight.
In addition to measuring distance from the ground, the IR sensors were used to deter-
mine position and heading of the vehicle relative to the environment. The filtered range
estimates on the left and right facing IR sensors (see Figure 20) were used directly by the
guidance algorithm for triggering different guidance states, as well as by the control algo-
rithm for relative position control. The two forward-facing IR sensors were used together
for estimating distance from a wall and heading relative to the same wall. As show in
Figure 25, the left and right range readings on the forward sensors (denoted xL and xR)
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Figure 25: The two forward-looking IR sensors are used to calculate vehicle heading with
respect to the wall (ψ). Relative heading and average range on the two sensors is used
to calculate perpendicular distance to the wall (D). Note: the side-looking IR sensors are
omitted for clarity.
range measurements can quickly approach the maximum useful range if the vehicle is flying
a safe distance from the wall. Near maximum range, the IR sensors are characteristically
very noisy, resulting in a noisy heading measurement. As the relationship between the
range readings and ψ is nonlinear, the individual range readings were filtered as described
above with estimates for xL and xR used to directly calculate ψ in leu of using an Extended
Kalman filter to estimate the heading. The left and right range estimates were also used
to estimate the distance to the wall, D, by using their average and the heading estimate as
shown in Figure 25.
Figure 26 shows the performance of the wall distance and heading estimate using the
two forward-looking IR sensors.
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Figure 26: This test demonstrates the wall heading estimation and control algorithm, as
well as the longitudinal distance control algorithm. During this test, the vehicle was flying
laterally along a wall, at a commanded distance of 1.14m(45in), while trying to maintain a
heading of zero degrees relative to the wall normal vector. The difference between the two
forward looking IR sensors is used to estimate the heading, while the average of the two
sensors is used to estimate the distance to the wall.
3.4 Control Algorithm
Hovering rotorcraft usually require a complex control system due to their inherent attitude
instability. The system typical of helicopter UAVs [27] requires a complete state estimate
including position, velocity, attitude, and angular rate in order to provide positive stability
and position control. By using a vehicle with passive roll and pitch stability, measuring
and controlling body rates is no longer required to achieve stable flight. Yaw stability is
achieved by the use of a hobby heading-lock gyro, so no additional yaw rate stabilization
is required by the controller. Thus, the traditional nested control loop architecture is not
required, resulting in a vehicle control system that is greatly simplified.
The sensor combination described above does not take any inertial measurements, and
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the vehicle guidance and navigation system do no require an estimate of the vehicle’s inertial
position or attitude. Since guidance and navigation occurs in the vehicle body frame, the
control algorithm is simplified to four independent control loops [59]: altitude, longitudinal
position, lateral position, and heading. The control architecture utilizes Proportional/In-
tegral/Derivative (PID) design which assumes a linear vehicle dynamic model around a
valid trim condition. The control loops seek to minimize the error between the commanded
position (or reference model) and the measured position by generating appropriate servo
commands. Range measurements are filtered as previously described to reduce noise, and a
Kalman filter local velocity estimator is used in lieu of measured velocity for the derivative
feedback. Integral feedback is provided by simply integrating the error over time.
A critical aspect affecting performance of the system is the determination of appropriate
gains for each of the PID feedback loops. Gains for the altitude and heading loops were
determined by trial and error during extensive flight testing. However, for lateral and
longitudinal control, vehicle stabilization dynamics and aerodynamic interaction with the
environment precluded a single choice for the control gains. During flight testing, the
vehicle was observed to behave differently depending on the distance to nearby walls. At
distances approaching 1.0m from a wall, the vehicle had a tendency to push away the wall.
At distances closer than approximately 0.5m, the vehicle showed a tendency to be drawn
toward the wall, usually resulting in contact. As a result of this behavior, a method of
gain scheduling was developed whereby different gains were used depending on the vehicle’s
proximity to obstacles [59]. Variable aerodynamic effects were also encountered during
ground effect flight, however gain scheduling was not required in the altitude loop since
commanded autonomous hover altitudes were above the maximum ground effect height
(approximately 0.5m for this vehicle).
The feedback control algorithm is summarized below for each of the four independent
control actions:
1. Altitude Hold: The altitude loop uses the filtered range measurements from the
downward pointed sonar for altitude control. A PID architecture is used, where the
















Figure 27: PID architecture for the altitude hold controller. Longitudinal and Lateral
control loops use a similar architecture.
During vehicle operation, varying battery voltage level affects the throttle trim value.
The integral part of the controller is used to counteract this effect. Rather than in-
tegrating the position as is traditionally done, the servo commands output by the
controller are integrated instead. As a result, the system can inherently handle actu-
ator saturation and integration windup. Furthermore, servo commands are easier to
measure since they are assigned by the controller. Figure 27 shows the schematic of
the altitude control loop. The lateral and the longitudinal control loops have a similar
architecture.
2. Heading Hold: The vehicle’s heading relative to the facing wall is measured as
described in the navigation section above. The filtered range measurements from two
forward-facing IR sensors are used to calculate heading according to Equation 15.
When the guidance system is in inside or outside turning mode, the vehicle is placed
in an open-loop turn until the range sensors detect completion of the turn. When
the vehicle returns to wall-following mode, the heading hold controller is re-engaged.
The IR range measurements are very noisy near maximum range, so vehicle’s distance
from the facing wall is controlled to keep the vehicle from flying too far from the wall.
3. Longitudinal Position Control: The longitudinal position control loop is used to
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ensure that the vehicle maintains a fixed distance from a wall or obstacle in the lon-
gitudinal direction. Control is achieved by using the average of the two filtered range
readings from the forward-facing IR sensors. In order to improve the longitudinal
position and heading measurements, the distance from the facing wall is kept in the
range of 0.5m-1.5m. Above this distance, the IR sensors are unreliable, so the vehicle
is commanded to perform slow open-loop forward flight until the wall is within range.
If the vehicle is below minimum range and moving toward the wall, gains are increased
to prevent aerodynamic effects from causing the vehicle to be drawn against the wall.
Between minimum and maximum range, the gain is interpolated for smoother perfor-
mance at intermediate ranges. Other than this gain scheduling, the architecture of
the longitudinal position control is similar to that of the altitude hold controller.
4. Lateral Position Control: The lateral position control loop is used to detect and
avoid obstacles in the lateral path of the vehicle during wall-following flight. When
a wall or obstacle is detected as the vehicle flies along the wall, the filtered range
measurements from the IR sensor facing in the direction of flight are used to slow
the vehicle and prevent it from hitting the wall. in addition, the guidance mode is
switched to “Inside Turn” mode when the desired minimum lateral range from the
wall is reached. The control loop architecture is similar to the altitude hold controller.
3.5 Simulation Results
Two different simulations were developed during the design and testing of the GNC algo-
rithms for the coaxial helicopter vehicle. First, the vehicles and sensors were modeled using
the open-source software Blender [4]. The purpose of this simulation was to determine the
best combination and placement of range sensors, as well as to develop the guidance algo-
rithm logic. First, the vehicle and environment were modeled graphically. Next, a vehicle
dynamics model was created and refined based on experience from manual flights of the
coaxial test vehicle. Finally, IR and sonar range sensors were added to the vehicle model,
and initial guidance and navigation algorithms were developed. The Blender simulation
allowed for easy configuration of different test environments, with variable room size and
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Figure 28: Screen capture from Blender simulation.
obstacle placement. Variations on the guidance algorithm logic were easily tested before
attempting to fly the actual hardware. In addition, some mapping and localization algo-
rithms were developed using the simulation as described in Appendix A. Figure 28 shows a
screen capture from the Blender simulation.
Once the vehicle was built and flight testing had begun, a higher fidelity simulation was
developed using software developed in-house at the Georgia Tech UAV Research Facility.
The primary purpose of this second simulation was to test the actual flight code in simulation
before flying it on the vehicle. This simulation had a more accurate vehicle dynamic model,
sensor performance that was based on the characterization experiments discussed above, as
well as a simulated test environment. Since the GNC software that was developed for the
flight computer was the same code used to control the vehicle in simulation, the guidance,
navigation, and control algorithms, as well as control system gains, were further refined
during the flight test program through simulation prior to actual flight. Figures 29 and 30
show the flight vehicle simulation during successful autonomous navigation of a simulated
building.
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Figure 29: Screen capture from flight vehicle simulation.
Figure 30: Screen capture from flight vehicle simulation showing navigation solution. The
vehicle path is traced during simulation to show where the vehicle has flown during the
mission.
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Figure 31: Screen shot of ground control station.
3.6 Flight Test Results
During flight testing, all navigation, guidance, and control algorithms were performed on-
board the ATMega128 microprocessor. Thus, the controllers operated at a the same rate
as the sensor measurements, while the range data and vehicle status was transmitted to
the ground at a rate of 10Hz for monitoring and post-flight analysis. A Ground Control
Station (GCS) was developed to enable real-time monitoring of all sensor data, adjustment
of control loop gains during flight, and as a pilot interface during manual flight. In addition
to real-time monitoring, all sensor data and vehicle status information is recorded during
flight for later analysis. A screenshot of the GCS is shown in Figure 31. A separate com-
puter was also used to view and process imagery collected via an onboard camera, which
was required to complete the IARC mission. Although it is possible to use the camera
for measuring velocity (via optical flow) or possibly position [69], such methods were not
employed by this system.
A typical flight test began with manual takeoff and flight to a desired altitude. Next,
the altitude control loop was enabled, bringing the vehicle to a commanded altitude while
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all lateral and longitudinal controls were still managed by a remote pilot. The altitude loop
gains were tuned very early in the flight test program, and its performance was superb, so
altitude control was generally enabled during independent testing of all the other control
loops. After altitude control was proven, control loops were closed incrementally, with PID
control gains and gain schedules tuned as each new capability was added. To establish a
rough order of magnitude on the gains, the heading, longitudinal, and lateral control loops
were each closed individually. Then, the loops were added one at a time to further tune the
gains. First, yaw control was enabled so that the vehicle could maintain a fixed heading
with respect to a facing wall while the vehicle was under manual control in the lateral and
longitudinal directions. Once the heading control loop was working well, the longitudinal
loop with gain scheduling was tuned. Finally, the lateral control loop was tuned such that
the vehicle could then hover in a room at a fixed position relative to a facing wall without
drifting into any walls in the lateral direction.
Once the control loops were closed, the guidance algorithms were enabled and the vehicle
trim conditions were tuned such that the vehicle could maintain a desired range from a wall
while flying laterally along the wall. The guidance logic was adjusted to enable the vehicle to
make inside and outside turns within the building structure while exploring its environment
as described above. Flight times lasted approximately eight minutes, with all range sensors,
the microcontroller, 60mW 2.4GHz datalink, and a camera with dedicated 1W video link
operating simultaneously.
During the ongoing flight test program, the vehicle was flown in the 2009 International
Aerial Robotics Competition. The competition allowed four attempts to navigate a maze
constructed in a basketball arena. Each attempt was initiated by enabling completely
autonomous control from a distance of 3m outside the competition arena. This distance was
outside the range of the IR sensors used for heading and longitudinal control, so the vehicle
flew forward at a predetermined speed until the arena structure was detected. The forward-
looking pair of IR sensors were used to adjust lateral position of the vehicle with respect to
the 1m square entry window, while the side-looking IR sensors were used to determine when
the vehicle had entered the arena. Once the vehicle was inside, the wall-following guidance
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mode was triggered. The vehicle performed two successful autonomous flights through the
window into the test arena, followed by autonomous wall-following behavior within the test
arena. During a third flight, the vehicle missed the target window and began executing
its wall-following guidance algorithm on the outside of the arena. Successful altitude hold,
wall-following behavior, and inside and outside turns were all demonstrated during fully
autonomous flight at the 2009 IARC, resulting in a second-place award in the competition
overall. After the competition, the flight test program resumed at Georgia Tech in order to
collect more data and further refine the GNC algorithms.
An indoor test environment was designed to further tune the guidance turning modes and
the transition between turning modes and the wall-following mode. The wall arrangement,
shown in Figure 32, included a series of inside and outside turns, separated by a straight
length of wall that was long enough to demonstrate the lateral wall-following mode with
heading control. An example of longitudinal distance control and heading control is shown
in Figure 26. The altitude control performance is shown in Figure 33, while the longitudinal
and lateral control for a typical flight test is shown in Figure 34. Approximately 10 fully
autonomous flights were performed in the test environment, with several dozen flights in all

















B. Outside Turn Initiated
C. Lateral Flight
D. Inside Turn Initiated
E. Lateral Flight
F. Inside Turn Initiated
G. Outside Turn Initiated
H. Inside turn Initiated
I. Lateral Flight
Guidance Modes
Figure 32: Typical flight test environment. In this test, the vehicle begins at the left
side of the room and flies to the right while maintaining a specified distance from the wall.
When outside and inside turns are encountered, the vehicle guidance system switches state
and performs the appropriate behavior.
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Figure 33: Altitude measurements and estimate, with vertical velocity estimate. Com-
manded altitude was 1.14m (45in). The autopilot command represents the enabling and
disabling of the altitude-hold controller.
57
10 20 30 40 50 60 70 80 90 100
   0
   1
   2





















10 20 30 40 50 60 70 80 90 100
   0
   1
   2


























LASER AIDED INERTIAL NAVIGATION
Missions that require UAVs to enter unknown environments, including structures, may not
have reliable reception of radio signals. As a result, reliance on GPS for navigation, or
on ground computers performing complex GNC algorithms with commands relayed to the
vehicle, limits the environments that can be effectively explored. This chapter describes
a navigation system that utilizes a scanning laser range sensor and sonar altimeter in lieu
of GPS for position updates to a traditional EKF-based state estimation algorithm. A de-
scription of the vehicles and sensors compatible with this system is provided, followed by a
discussion of two different candidate algorithms for analyzing laser scan data to estimate ve-
hicle motion. A novel method is presented for determining the uncertainty of pose estimates
related to the topology of the environment, as well as recursive method for extracting line
segments from scan data. Guidance, navigation, and control algorithms are implemented
in simulation, as well as experimentally, with results provided at the end of the chapter.
4.1 Vehicles and Sensors
4.1.1 Aerial Vehicle
Simple indoor navigation has been demonstrated using a passively stable coaxial helicopter,
but maneuverability is limited and the vehicle dynamic response is much more compli-
cated [59]. Any autonomous indoor flight vehicle must also be capable of carrying the re-
quired sensors and onboard computer required for navigation. Figure 35 shows some poten-
tial vehicle configurations compatible with autonomous indoor flight using laser-augmented
inertial navigation.
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(a) Helicopter Concept (b) Quadrotor Concept
Figure 35: Conceptual vehicles designed for laser aided inertial navigation. Vehicle major
dimension is approximately 80 cm.
4.1.2 Sensors
The primary necessity for indoor navigation using an unstable vehicle is to provide a position
reference to bound the drift in the navigation solution. As previously discussed, vehicle mo-
tion can be estimated by using an Extended Kalman Filter with sufficiently accurate IMU
data and a dynamic model of the vehicle. Drift in this estimate requires correction by
an additional position measurement. This research addresses one approach to measuring
vehicle position directly through the use of laser scan data for taking range measurements
in the plane of the vehicle’s flight. The scan data is compared to a map of the environment
which has been created using past scan data. The process has been demonstrated in sim-
ulation to sufficiently replace GPS for indoor navigation of a helicopter equipped with an
IMU, a sonar for altitude measurement, and a scanning laser rangefinder. The scanner itself
consists of an infrared laser which is reflected off a spinning mirror, causing the beam to
pan across the environment. The reflected laser light returns to the sensor and is detected
by the sensor, which uses the reflection to triangulate the range. The return is sampled at
fixed intervals, resulting in a series of range measurements with regular angular separation.
A common practice is to consider the laser scan as a set of 1-dimensional range readings
in hundreds of directions that span the sensor field of view. As a practical matter, this
assumption treats the angle of measurement as an independent variable whose uncertainty
is neglected, while the range reading is a dependent variable with a known uncertainty in
the measurement direction [2, 43]. Implications using this essentially 1-dimensional error
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to calculate the uncertainty of a 2-D position and heading estimate are discussed below.
Figure 36 shows some examples of small, lightweight, commercially available sensors that
could be used for indoor navigation via the methods described below. These sensors were
modeled in simulation and used in experimental testing as described in the sections below.
4.2 Laser Aided Navigation Algorithms
The laser scanner model and simulation environment can be used to test a desired SLAM
algorithm in lieu of using actual hardware. A variety of SLAM algorithm implementations
are available for free use at the web site OpenSLAM.org. The algorithm used for the
preliminary research, called CoreSLAM [62], was chosen primarily because it is simple, easy
to implement, and it uses integer math where possible to improve computational speed [61].
There are two main parts to any SLAM routine. The first task is to measure distance to
obstacles or landmarks in the environment, and to map them given the vehicle’s position and
orientation (i.e. mapping). The second task is to determine the best estimate of the vehicle’s
position and orientation based on the latest scan (or series of scans) given a stored map
(i.e. localization). The mapping and localization tasks are performed together to maintain
the most current map and position estimate. In this research, two different algorithms for
localization and mapping were tested in simulation as well as experimentally. First, a simple
open-source algorithm called CoreSLAM [62] was tested, and later an Iterative Closest Point
(ICP) scan-matching algorithm was developed in-house. As discussed in Chapter 2, in the
robotics and computer science community much emphasis is placed on keeping track of
vehicle motion and solving chains of pose constraints between differen locations to make
corrections to a global map. For basic indoor navigation, however, it was determined that
this level of accuracy in a global map is not required, or even desired if it comes at too steep
a computational burden. As a result, the algorithms discussed here are primarily designed
for localization with respect to the immediate environment, not to building and maintaining
highly accurate global maps. As such, the CoreSLAM mapping routine as implemented here
does not detect or correct errors in past observations, and the “map” in the ICP algorithm
consists entirely of a singe previous scan. However, with the ICP algorithm individual scans
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(a) MaxBotix®EZ1 Sonar (b) Analog Devices ADIS 16355 IMU
(c) Hokuyo URG-04LX-UG01 laser scanner
Figure 36: There are many lightweight commercially available sensors which would be
useful for indoor navigation on UAVs.
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can be saved and post-processed into a global map if desired.
4.2.1 CoreSLAM
In CoreSLAM, estimated vehicle state information is used to align each new scan with
the evolving map. CoreSLAM maintains a map that consists of a two-dimensional array
containing integer values ranging from 0 to 65535. The map is initialized to a middle value
of 32768, and values are adjusted as each new scan is processed to reflect the evolving map.
In order to easily visualize the map, the values are scaled to the range 0-255 and displayed on
a one-to-one scale 8-bit gray scale image. As observations are made, areas where obstacles
are detected are darkened, and areas that are clear of obstacles increase in brightness. The
map image thus represents an occupancy grid, with color value displaying the probability
that a square is occupied. As more areas are explored, the observed obstacles are shown by
darkened areas on the map, while clear areas are displayed by lighter colored pixels.
For the experiments described below, a map size of 400 with a scale of 0.2 feet was used.
Thus, the displayed map is 400 x 400 pixels, displaying 80ft2. When the mapping algorithm
is running, the map is updated at a user-defined rate (currently 0.1 Hz) using the current
position and orientation estimate as described in [61]. Figure 38(b) shows an example of
the map produced by the CoreSLAM routine during simulation.
Once the map is initialized, the algorithm continuously monitors and incorporates new
scan data into the map. The scan data is transmitted from the sensor as a vector of
range measurements, where the angle increments counterclockwise. CoreSLAM requires the
scan data to be in a Cartesian coordinate system, so the scan data is first converted from
polar coordinates. Next, the position estimate is updated if desired. The vehicle always
maintains an estimate of its position in the navigation state vector, and this estimate is
used as a starting point for the localization routine. A scan registration algorithm is used
to determine the most likely vehicle position and orientation (pose) for a given scan. This
is accomplished by performing a Monte Carlo search of different poses nearest the current
pose estimate, and evaluating the latest scan at the new pose to see how closely it matches
the most current map. The current pose estimate is updated by using the vehicle’s EKF
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Figure 37: This flowchart shows the CoreSLAM algorithm as implemented in simulation.
navigation solution to provide a more accurate starting point for the Monte Carlo search.
If the scan matching routine can find a better pose to match the current scan with the most
recent map, the current pose is updated to the new pose. In [61], the measure of how well
a particular scan matches the latest map is described as the “distance” between the scan
and the map. The Monte Carlo routine calculates the distance between the scan and the
map and returns the pose that minimizes this distance. Next, the scan data is incorporated
into the map using the updated pose. Figure 37 shows a flow chart that describes how the
CoreSLAM mapping and localization algorithms are implemented in the simulation.
Figure 38(a) shows a simulated building interior being explored by a helicopter with a
scanning laser rangefinder. Figure 38(b) shows the map generated during a simulated flight.
For this research, the CoreSLAM algorithm was modified and improved in two important
ways. First, the position covariance matrix of the navigation solution was used as an input to
the map update function. In the original algorithm, a user-defined constant value was used
to create the Gaussian uncertainty on obstacle locations. To prevent unrealistic confidence
in the map, the actual sensor range uncertainty (which is a function of range detected) was
added to the vehicle’s position uncertainty. The map update algorithm was then modified to
use this total uncertainty when assimilating scan data into the map. A second improvement
made to the CoreSLAM algorithm was to use the vehicle’s state estimate and covariance as
inputs to the Monte Carlo search. Thus, the random search initial conditions and search
scope were significantly improved over the original algorithm by providing a good starting
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(a) Mapping a simulated environment (b) Map generated during simulation
Figure 38: The map maintained by the CoreSLAM routine represents an occupancy grid,
where the value of each pixel in the image represents the likelihood that a particular grid
square is occupied. Here, lighter colors represent free space, while darker colors represent
obstacles and medium gray areas are unexplored. Areas with higher contrast represent
greater certainty due to longer observation periods during the flight. The green triangle
represents the vehicle’s estimated position and heading.
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point for the search, resulting in better match performance.
4.2.2 Iterative Closest Point Scan Matching
In contrast to the probability map used by CoreSLAM, the Iterative Closest Point (ICP)
algorithm does not use a complete global map. Strictly speaking CoreSLAM uses scan
registration (a scan compared to a map) to estimate vehicle pose relative to the map, while
ICP uses scan matching (a scan compared to another scan) to estimate vehicle pose change
relative to a previous scan. With regard to SLAM, in this custom ICP algorithm the “map”
consists entirely of a single scan collected and stored at a previous time. As the vehicle
moves and collects new scans of the environment, the “map”, or key frame scan, is replaced
by a more recent scan. Updates of the key frame scan occur based on user-adjustable
parameters that include distance the vehicle has traveled and a measure of how well current
scans correspond to the key frame scan.
The ICP algorithm begins by making a copy of the key frame scan and the current scan
that are rotated and translated to the inertial frame using the pose estimate (x, y, θ) for
each scan. Then, a nearest-neighbor match is performed to determine which points in the
current scan correspond to points in the key frame scan. Next, the pose error (∆x,∆y,∆θ)
between the current scan and the key frame scan is determined. The pose difference is
calculated to minimize the least squared error between the set of corresponding points in
the current and key frame scans. Equation 16 shows the rotation matrix relating the ith














Here, the subscript k indicates the key frame scan points expressed in the inertial frame,
c represents the current scan points expressed in the inertial frame, and ∆θ represents the
rotation difference between the current and key frame scans. With some re-arrangement
of terms, solving for the rotation angle can be set up as a constrained linear least-squares
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problem, where the nonlinear constraint equation is: sin2(∆θ)+cos2(∆θ) = 1. Equation 17
shows the more practical arrangement, where cos(∆θ) and sin(∆θ) are parameters to be
















This relationship is identical for each scan point, such that the scan coordinates may be

























The solution that minimizes the squared error is shown in Equation 19. Fortunately,
due to the structure of the H matrix, this equation can be reduced analytically to the form
shown in Equations 20 and 21. A similar result was presented by Mart́ınez in [40], although
it is derived there by defining a cost function and minimizing with respect to squared error.
Mart́ınez also provides an excellent overview of additional scan matching techniques that
have been used successfully in the past, although few can match ICP for its simplicity and

























































Given the form derived here, the angle that minimizes the squared-error of rotation
difference between the current scan and the key frame scan can be found by simply summing
the product of scan point coordinates without resorting to inverting or multiplying matrices.
This results in a very efficient estimation algorithm. In fact, the denominator in Equation 21
need not be calculated to find ∆θ since it divides out during the arctangent function shown in
Equation 22. Once ∆θ is estimated, ∆x and ∆y can be found by averaging the error between
the key frame scan points and the corresponding current frame scan points (corrected by a























yki − (xci sin ∆θ + yci cos ∆θ)

(23)
One benefit of this simplified form is that the ICP scan matching routine is very fast.
The number of calculations required for the closest point scan match is on the order of N ,
the number of corresponding points between the two scans. In fact, as Mart́ınez noted [40],
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the most computationally expensive part of the ICP algorithm is the nearest neighbor
match, which requires on the order of N2 operations. The entire process of determining
scan point correspondence and finding the pose error (∆x,∆y,∆θ) is iterated until a user-
defined minimum root-mean-squared error between two sets of corresponding scan points is
achieved. Although this error is a useful metric for determining how well the scan matching
algorithm was able to align two scans, it is not a good metric for the uncertainty of the pose
estimation that results. A better method for measuring pose estimate uncertainty, which
includes an analysis of the local topology, is provided in sections below. Figure 39 shows
an example of the ICP scan matching process.
4.3 Laser Scan Information Content
Scanning laser range finders produce a rich data set that can be exploited in ways other
than vehicle odometry based on scan-matching or scan-registration. The actual shape of
the surrounding environment can be deduced with the proper analysis, and features can
be extracted from the data to improve the vehicle’s performance. Feature point detection
and tracking is a common machine vision task, although image processing can be somewhat
computationally expensive. For laser scan data, however, features such as straight walls,
corners, and simple curves can be easily and quickly identified [67]. In this research features
were restricted to line segments, limiting the possible algorithms to the fastest ones that still
produced the necessary information to accomplish all guidance and navigation tasks. The
line segment estimates were used in two different ways, both contributing to the success of
the navigation system. First, each incoming scan was modeled as a series of line segments
to determine the orientation of continuous walls. The guidance algorithm can use this
information to align the vehicle with any feature in its immediate surrounding and thus fly
at any desired orientation with respect to the observed walls. Any gaps in the walls are
identified, and the guidance system can then determine whether or not to attempt to fly
through gaps that are deemed large enough (i.e. doors or hallways) or simply ignore them.
The second feature analysis technique developed here pertains to the uncertainty of
the pose estimates produced by the ICP or CoreSLAM algorithms. Any scan-matching
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Figure 39: The ICP scan matching process. First corresponding points are paired, then
the transformation (∆x,∆y,∆θ) that minimizes the squared error is determined and applied.
The process iterates until no better match is found (in this example, after five iterations).
Note that in this case, a local minimum has been found due to improper correspondence of
the points along the top right of the scan.
70
algorithm can provide the “fit quality” as well as the pose estimate. For ICP, this can be
deduced from the squared-error summed over the corresponding scan points. CoreSLAM
uses the sum of the map probabilities for each scan point as a measure of the scan fit.
However, these and all similar algorithms fail to identify the uncertainty due to the structure
of the environment. For example, a vehicle in a long, straight hallway will may have a good
estimate of its position with respect to the walls on each side, but very little certainty of
its position along the length of the hallway. Similarly, a vehicle in the middle of a circular
room might have a good position estimate, but estimating heading would be impossible.
In these situations, a scan-matching algorithm may produce a fit that has very little error,
while at the same time providing very little information in certain directions. This Dilution
of Precision (DOP) problem causes a position estimate that relies solely on the scan-match
fit quality to quickly become overconfident in directions where few feature are observed. To
solve this problem, a novel method was developed to identify the uncertainty in the x, y,
and θ directions based on the orientation and distance to line segments extracted from the
matched scan points (or in the case of CoreSLAM, the entire scan).
4.3.1 Line Extraction
A nearly exhaustive survey of line extraction techniques was performed by Nguyen et al [44]
which identified a few algorithms that excelled in speed, robustness to outliers, and ability
to correctly identify lines in a set of experimentally collected laser scan data. Analysis
and experimental results showed that two methods outperformed the others: a recursive
algorithm commonly known as Split and Merge (SM) or Iterative End Point Fit (IEPF)
and an incremental approach commonly referred to as Line Tracking (LT). As a result,
these two methods were analyzed for suitability with respect to the aerial indoor navigation
problem.
Two line extraction algorithms were implemented and tested in MATLAB®using scan
data collected during this research. The SM algorithm was implemented essentially as
described in [44]. The process begins by connecting the end points of the sequentially
collected scan data to form a line segment. Next, the perpendicular distance of each point
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from the original segment is calculated, and the point that is farthest from the segment is
calculated. If this distance is above some threshold, the original line segment is split at
the point of maximum distance, forming two new line segments. In this implementation,
the sensor standard deviation on range was used to determine the split threshold. The
process is repeated recursively, with each new segment being split into two new segments
until all of the data is assigned a segment meeting the threshold requirement, with segments
shorter than a specified length being eliminated. The algorithm for creating line estimate
parameters (described in detail below) has complexity on the order of N , where N is the
number of scan points to be fit to the line, and the recursive splitting algorithm is essentially
a binary search, which has complexity on the order of log2N . The resulting complexity of
the SM or IEPF algorithm is on the order of N × log2N .
The incremental LT algorithm described in [44] involves starting with a line segment
through the first two points in the scan, then adding new points sequentially and computing
the new line parameters. If each new point is statistically likely to be a part of the line
segment, the line segment is extended. Otherwise, the point is removed from the segment,
the line parameters are recomputed, and a new segment is started. Since line parameters are
calculated for each new point, and once again at the end of each segment, the complexity of
the algorithm is S×N2, where S is the number of segments and N is the number of points
in the scan. This method was evaluated in [44] to be slightly less than half as fast as the
SM algorithm when used on identical sets of scans consisting of 722 scan points each, with
similar performance otherwise. During this research, a significant improvement was made
to the LT algorithm which reduced the complexity to the order of N , resulting in a decrease
in the number of calculations required. By using a recursive least squares method for the
line estimation, each new point is added to the line estimate without the need to recompute
the line parameters using the entire data set. The modified incremental approach, herein
called Polar Recursive Line Segmentation (PRLS), adds new points to the line segment
and updates the estimate parameters much in the way a Kalman filter incorporates new
measurements as they arrive. A similar recursive linear regression approach is presented
in [65] and [63], however those methods perform the linear regression in slope-intercept form
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and thus require extra consideration for lines whose slope is infinite or zero. In PRLS, the
linear regression is done using the normal form of the line, so the orientation of the line
does not produce a singularity in the parameters.
The general form of the linear regression is discussed first, followed by the implemen-
tation of the recursive formula. Equation 24 shows the normal (or polar) form for a line
expressed in Cartesian coordinates. Polar coordinates may also be used, however the result
is more complicated and computationally expensive as discussed in the original formulation
of the problem in normal form [2], which did not take advantage of recursive solutions to
the problem.
In the normal form, a line is represented by two parameters: the perpendicular distance
from the origin to the line, ρ, and the angle measured to the perpendicular line, φ. Ev-
ery point on the line (xi,yi) satisfies the equation for the line, given the two parameters.
Although mathematically a line through the origin is indeterminate in this form, it is not
physically possible for a laser scanner, which collects data at incremental angles, to produce
data which has a fit that goes through the origin. Thus, the smallest possible value for ρ
for a given laser scanner is approximately equal to scanner angular resolution.






Using the two parameters, ρ and φ, a nonlinear regression can be performed to estimate
a line given a set of scan points. However, by performing a change of variables, the problem
can be set up as a linear regression with two new parameters, (A,B). Equations 25 and 26
show the linear regression formulation, with the solution for the new parameters given by
Equation 27. Once the parameters (A,B) are calculated, ρ and φ can then be calculated













































































A set of laser scan measurements can thus be analyzed and a line segment through
the data can be found. However, determining which points are likely to lie on the same
line must be determined prior to batch processing as described above. Several approaches
have been suggested in previous work, including using a distance test or using a sliding
window to batch process groups of points to determine how to best group them before
running a batch process on the resulting segment after each new point is added [5]. These
approaches face difficulty in determining the appropriate distance thresholds to apply or
require multiple processing of the same data sets as line segments are expanded to include
new points. The PRLS algorithm, however, uses the cumulative squared error of the fit
as a statistically significant threshold and performs the estimation recursively. Thus, the
identification of segment end points occurs as the data is being processed rather than as
a preprocessing step. The recursive algorithm begins by batch processing m consecutive
points to determine the starting line parameters ρ and φ. Theoretically, at least two points
are required to initialize the recursive algorithm, but in practice three to five initial points
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helps to reduce the number of very short line segments. The perpendicular distance of each
point from the line estimate is given by Equation 30.
di = xi cos(φ) + yi sin(φ)− ρ (30)
which can be written in the following form to avoid having to perform trigonometric oper-
ations:
d2i =
(xiA+ yiB − 1)2
A2 +B2
(31)
Using the error defined above, each new point (xi,yi) can then be checked to see if
it fits the current line estimate to within three standard deviations. If so, the point is
incorporated to the current estimate as described below. First, the matrix P is defined as
shown in Equation 32, based on the segment initialization points. Next, a new matrix Pnew
is calculated using the formula shown in Equation 33.












































Figure 40 shows an example of how line segments are extracted from laser scan data,
and Figure 41 shows PRLS segmentation of a scan taken during experimental testing on
the first floor of the Montgomery-Knight building. Altogether, a set of 144 laser scans was
collected using the Hokuyo laser scanner shown in Figure 36(c). Each scan consisted of
an average of 467 points out of a total possible 682. The set of laser scans was used to
compare the performance of the PRLS algorithm with the IEPF algorithm by counting the
number of arithmetic operations and number of output segments for each algorithm. Both
algorithms produced similar results in the accuracy and qualitative shape of the segmented
output. However, PRLS required on average 22901 operations per scan (∼ 49N), while the
IEPF algorithm required 278886 operations on average (∼ 67N log2N). Thus, the PRLS
algorithm required fewer calculations than the IEPF algorithm by more than an order of
magnitude. Using the same settings for minimum segment length and range variance, the
PRLS algorithm tended to split the scans into more segments, averaging 25.4 segments per
scan versus 15.7 segments for IEPF.
4.3.2 Dilution of Precision
As mentioned above, a typical scanning laser rangefinder performs its measurements by
panning a laser across the environment and sampling the return at fixed angular increments.
The result is a series of 1-D range readings recorded at consecutive, known angles. The error
associated with each range measurement is a function of many parameters, but only the
affect of range to target on error can be estimated for an individual measurement during
real-time operation. As a result, it is common practice to estimate the range error as
a function of the measured range, neglecting all other sources of error [2, 43]. However,
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ρ = x·cosφ + y·sinφ
Figure 40: Line extraction using the PRLS algorithm. Each line segment is estimated
from laser scan data using two parameters: perpendicular distance from the origin (ρ), and
the angle to the perpendicular (φ).























Figure 41: Line extraction using the PRLS algorithm on a laser scan collected during
experimental testing.
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if the local topology as indicated by the adjacent measurements is also considered, more
information about the measurement uncertainty can be gleaned.
A similar problem exists for range measurements calculated using GPS signals. Termed
Dilution of Precision, the effect of satellite position with respect to the receiver has an impact
on the quality of the receiver position estimate. When the satellites used to estimate position
are all located in a similar direction, the resultant navigation solution is less accurate.
Similarly, the topology of the local environment measured by the laser scanner affects the
accuracy of the pose estimate performed when matching scans against maps or other scans.
In essence, vehicle position information is most accurate when measured perpendicular to
the local environment. As such, a long featureless wall or hallway only provides position
information perpendicular to the walls, and no information parallel to the walls. Thus, any
position estimate using scans in this environment will show a strong correlation between
the longitudinal and lateral estimates. This correlation is not detected by scan matching
routines alone–the shape of the environment must be analyzed. Likewise, a heading estimate
requires that range readings be different in different directions such that any change in
heading can be detected. Hence, straight walls provide a good basis for measuring heading,
while concave curved surfaces do not.
The information contained in a laser scan can be calculated by summing the information
provided by each measurement to form the information matrix. An inverse form of the
Kalman filter, called the information filter, utilizes the information matrix as defined in
Equation 36 [18]. In this formulation, the information contained in each measurement is
the inverse of the variance of the measurement, transformed by a measurement matrix, H.
In this case, the measurement matrix projects the variance, which is in the range direction,
onto the vector normal to the surface. Then, the (x,y) components are calculated to get
the information in each direction. For the heading component, it is noted that the range
measurement has more heading information when the surface is close to parallel and farther
away from the laser source, with the heading in the body frame with respect to walls (ψ)
being the same as the direction to the normal (φ). The geometry of the problem is shown











zi = f - qi
Figure 42: The information available from a laser scan is in the direction perpendicular
to the local topology. The range error at each measurement angle is projected onto the
information vector direction. This value is calculated for each of the scan points identified
during the ICP scan matching algorithm.
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I , HTΣ2r
−1H = R−1 (36)
H =


























The surface normal at each point is calculated by fitting a line through the measurement
point and the two points on either side of it. The angle to the normal (φi) and the point
coordinates (ri,θi) are calculated for each range measurement. The result can be calculated
as a sum of terms over the number of points in the correspondence set, m, when using ICP
scan matching, or the total scan when using CoreSLAM. The equation for calculating the
information matrix is given by 39, where the summation terms are defined in 40. Inverting
the 3×3 information matrix produces the covariance matrix for the (∆x,∆y,∆θ) pose error
measurement, R, which is used to update the EKF state estimate.








































While the above form preserves at least some geometric insight into the problem, the
speed of the algorithm can be significantly improved in actual implementation by noting
the identities in Equations 28 and 41 below. Substitution, and a little careful algebra,
produces the form shown in Equation 42, thus enabling the calculation of the information
matrix without having to resort to trigonometric operations. Figures 43-45 show the error
ellipses associated with the pose measurement covariance calculated using the algorithm
presented here using scan data collected during the experiment described at the end of this
chapter. In the figures, the error is normalized using the sensor standard deviation and
scaled up as indicated in the plots to improve visualization of the shape and relative size
of the measurement uncertainty. The 1-σ position uncertainty is shown by an ellipse, while
the 1-σ heading uncertainty is shown by a circle. In comparing the different scenarios, the
relative size of the circle indicates the relative uncertainty in the heading estimates, while
the size and shape of the error ellipse indicates the relative position uncertainty in the pose
estimation.
cosφ = ρA cos(φ− θi) = cosφ cos θi + sinφ sin θi
sinφ = ρB sin(φ− θi) = sinφ cos θi − cosφ sin θi



































B[AB(x2i − y2i )− xiyi(A2 −B2)]
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Dilution of Precision due to Scan Topology
(scaled nondimentional error ellipses)
 
 
Position, 10σ / σ
r
Heading 100σ / σ
r
Figure 43: In a hallway, uncertainty is greater in the direction of the hallway.



















Dilution of Precision due to Scan Topology
(scaled nondimentional error ellipses)
 
 
Position, 10σ / σ
r
Heading 100σ / σ
r
Figure 44: If many surface normals point toward the vehicle, the heading uncertainty is
greater.
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Dilution of Precision due to Scan Topology
(scaled nondimentional error ellipses)
 
 
Position, 10σ / σ
r
Heading 100σ / σ
r
Figure 45: An environment with walls on several sides reduces uncertainty in the pose
measurement.
4.4 Guidance Navigation and Control
4.4.1 Guidance Algorithm
Indoor navigation, as developed here, is by its nature based on relative measurements. As
a result, any guidance system must use information in the local environment, rather than
specifying waypoints fixed in inertial space. Thus, the existing path planning algorithm
in the Georgia Tech UAV Research Facility guidance software, which uses inertially fixed
waypoints, must be replaced with a relative guidance system. A simple velocity field method
was employed, with a few basic rules for identifying different features of interest in the
environment. In essence, the shape of the environment determines where the vehicle decides
to go, and walls and doorways are identified and used in the decision making process. Each
point in a laser scan contributes a small incremental velocity, and the average velocity over
all the scan points is input as a commanded velocity to the velocity control loop. Equation 43
gives the equation used to calculate the incremental velocity at each scan angle [71].





)− π (0 ≤ ri ≤ 2rgoal)
γi = θi (2rgoal < ri)
(43)
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The incremental velocity at each measurement angle, γi, is determined by the range
measurement, ri, the range angle, θi and the user-defined desired distance from the wall,
rgoal. The commanded velocity in the body frame is calculated according to Equation 44,
where Kv is the velocity gain and n is the number of scan points with valid range readings.
A user-defined minimum safe distance rmin (by default set to the vehicle maximum radius) is
used to adaptively increase the gain Kv as a means of providing obstacle avoidance behavior
as an inherent part of the velocity guidance algorithm. The body frame velocity commands



























Heading control is achieved by using the angle parameters of the line segments extracted
from the scan data using the PRLS algorithm. The vehicle is given a commanded heading
to align itself with any portion of the wall set by the user. The default behavior is to
use the farthest contiguous wall segment, starting from the beginning of the scan on the
right and continuing counterclockwise until a gap is found in the wall that is large enough
for the vehicle to fly through. Using this setting causes the vehicle to turn around when
it encounters a “dead end” hallway while still making proper outside turns to go through
doors or into side hallways.
The average of the incremental velocity commands provide the vehicle with a flight
direction and speed that varies appropriately depending on the local environment topology.
This guidance algorithm produces basic wall-following behavior, whereby the vehicle will
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Figure 46: The guidance algorithm generates a velocity vector from the average of vectors
generated for each range measurement. Along a section of straight wall, the algorithm gives
corrections to keep the vehicle a desired distance from the wall, which is indicated by a
dotted line. The wall is shown by a solid vertical line, with individual range measurements
shown by circles. Individual velocity increments are indicated by a line showing the mag-
nitude and direction at each measurement point. The total commanded velocity is shown
by a line emanating from the vehicle, which is represented by a triangle at the origin.
continue along a wall until it encounters an opening, an inside corner, or an outside corner.
As the vehicle is flying along a wall, small changes in the velocity command keep the vehicle
at the desired distance from the wall as shown in Figure 46.
When the vehicle encounters inside corners, no specific additional logic is required. The
velocity increments generate a commanded velocity that slows the vehicle as it approaches
the incoming corner, while at the same time the commanded velocity begins to turn in the
direction of the wall ahead. At the same time, the heading command begins to track the
oncoming wall instead of the current wall, so the vehicle also changes heading during the
turn until it is flying along the new wall direction. For outside turns, the incremental ve-
locity equation also automatically generates the correct velocity, and the heading algorithm
provides a new heading command that is aligned with the corner. In both cases, the turn
begins as soon as some portion of the next wall is visible to the scanner, and continues
smoothly until the vehicle is completely following the new wall. Examples of inside and
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Figure 47: Inside and outside corners are handled with no special topology check required.
The average velocity vectors generate a total commanded velocity that takes the vehicle
smoothly through the maneuver. Heading commands are generated to turn the vehicle
parallel with the next wall face as soon as it is detected.
outside turns are shown in Figure 47.
When a gap is encountered, either due to a physical discontinuity or failure of the
sensor to detect portions of the environment, a small change is made to the incremental
velocity formula shown above. Gaps are detected during the PRLS estimation as the scan is
processed by looking for discontinuities in the segmented line estimate. If a gap is detected
that is below a user-defined threshold, the guidance algorithm flags it as a “small” gap
and it is ignored by the heading control portion of the guidance system (i.e. the heading
algorithm treats wall segments on the far side of the gap as being connected to the rest of
the wall). If the gap is an actual physical feature, any range measurements taken inside the
gap will point toward the inside of the gap, causing the vehicle to fly slightly closer to the
gap. When this occurs, any lateral incremental velocity command that is generated from
points inside the gap are reversed such that they point outside the gap. This causes the
vehicle to slightly avoid gaps, but the primary benefit is that it prevents the vehicle from
becoming “stuck” against a gap that is just slightly smaller than the allowed entry size.
In contrast, if the guidance algorithm detects a gap that is large enough to fly through,
such as a side hallway, T-intersection, or open door, the horizontal incremental velocities
are forced to all point toward the gap. This ensures that the vehicle will always fly into
any opening that is large enough, which improves the overall coverage when the vehicle is
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Figure 48: Any gap in the wall is detected by the PRLS wall estimation algorithm. Gaps
that are smaller than the desired threshold are flown by with no effect on the commanded
velocity. Gaps that are large enough for the vehicle to fly through, such as a hallway or
door, cause the commanded velocity vector to bend toward the opening. If the vehicle
enters a hallway or goes through a door where the minimum lateral separation is not at
least twice the wall follow distance, the vehicle simply keeps an equal distance from both
sides. Otherwise, the vehicle picks up the wall on the right hand side and keeps the desired
distance from it as flight continues.
flying a wall-following search algorithm. In addition, the heading control routine will turn
the vehicle toward passable gaps, improving the smoothness of the turn. Figure 48 shows
an example of how gaps are managed by the guidance algorithm.
This simple guidance system is just one example of many algorithms that could be
employed using the vehicle and navigation system described here. As the primary focus
of this research is on navigation, only a simple algorithm that created velocity commands
relative to the environment was required to demonstrate the effectiveness of the navigation
system.
4.4.2 Navigation Algorithm
Vehicle state estimation for the navigation algorithm is based on the EKF design developed
at the GT UAV Research Facility. The basic design is as described sections 2.1.2 and 2.2. In
this implementation, the IMU measurements are incorporated at a fixed rate of 100Hz. In
lieu of GPS position measurements and magnetometer heading measurements, the SLAM
pose estimate and sonar range measurements are used, with updates at 10Hz and 20Hz
respectively. The navigation filter estimates 15 vehicle states, x̂(t), which are propagated
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Figure 49: The guidance system uses the wall to the vehicle’s right for heading alignment,
and determines the location of the first possible doorway on the right. In the graphics
display, the wall estimate is shown by a blue line, while the door location is spanned by a
yellow line. Scan points are also visible here, with the key frame scan points indicated by
white and the matched scan points from the current scan indicated by green.
using the linearized vehicle dynamics and updated using the sensor measurements with
the appropriate covariance Rk and measurement matrix Hk. The state and covariance
propagation, as well as updates using the IMU measurements, are handled by the existing
navigation software. Measurement updates from the SLAM pose estimation and sonar
altimeter are incorporated by calling an external update function that takes as its arguments
the measurement residual (sometimes called the “innovation”), the measurement matrix,
and the covariance of the measurements. The measurement update equations given in







































k ) + Rk
)−1 (48)
As shown below in Equation 49, the state estimate includes the vehicle angle error,
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position, velocity, and biases of the IMU accelerometers and gyros. The process model, given
by Equations 50-53 below, is a set of nonlinear differential equations describing the vehicle
motion as described in detail in [28, 14]. The residual of the SLAM pose measurements
(Equation 54) is the pose error (∆x, ∆y, ∆θ), which is expressed in the inertial frame. The
altitude residual (Equation 55) is simply the difference between the sonar measurement and
the altitude estimate. It is assumed that the vehicle attitude does not affect the altitude
measurement due to the properties of the sensor, as described in Section 3.1.3.2. The state
and covariance updates occur at different times due to the different measurement rates
of the SLAM navigation and the sonar. The sonar measurement is uncorrelated to other
measurements, so its experimentally determined variance is used directly in the Kalman
gain (48), with a measurement matrix equal to unity. The covariance of the SLAM pose
measurement, calculated by inverting the information matrix shown in Equation 36, is in
the body frame. Hence, it must be transformed using the direction cosine matrix that
rotates body frame measurements into the inertial frame.
x̂(t) = [φerr, θerr, ψerr, xpos, ypos, zpos, u, v, w, bax, bay, baz, bωx, bωy, bωz]
T (49)
˙̂x = v̂ (50)
˙̂v = a(x(t),u(t)) (51)
˙̂ba = 0 (52)











= (sonar measurementk − EKF alt estimatek) (55)
Care must be taken to calculate the residuals in a manner consistent with the navigation
filter states. Table 2 Shows the different reference frames and their respective coordinate
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systems used in the navigation algorithms. The simulation described below assumes a flat
earth with a North-East-Down (NED) coordinate system. The navigation algorithm uses an
inertial reference frame that is by default aligned with the simulation NED frame, although
in practice the relationship between the navigation inertial frame and NED is defined by an
arbitrary rotation about the Z-axis and a translation of the origin that is established when
the navigation system is initialized.
The scan data is collected in a reference frame that is fixed to the vehicle body, with the
X-axis aligned to the front of the vehicle, the Y-axis to the right, and the Z-axis down. The
vehicle’s navigation system maintains an estimate of the direction cosine matrix (DCM)
relating the body frame to the inertial frame. The DCM is used to project body frame
X- and Y-axes into the 2-D inertial XY-plane. This projection forms another reference
frame, herein called the 2-D body frame, which is located at the center of the body and
has the Z-axis aligned with the inertial Z-axis, and the X-axis aligned with the heading of
the vehicle. As laser data is collected from the sensor, it is projected into the 2-D body
frame. This corrects for changes in range caused by roll and pitch of the vehicle, assuming
that the surfaces detected are continuous in the vertical direction. Scan data in the 2-D
body frame are then processed by the SLAM navigation algorithms and transformed to the
navigation inertial frame to estimate the vehicle’s motion. The CoreSLAM algorithm uses
an additional reference frame, which is fixed in inertial space, and aligned with the X-axis
to East, the Y-axis North, and the Z-axis upward. The map constructed by CoreSLAM
uses this reference frame, the origin of which is shifted by a customizable offset such that
the vehicle begins exploration at a user-defined location on the map. Figure 50 shows a
consolidated view of the different coordinate frames in use.
During operation, the onboard software can be remotely configured to use either the
CoreSLAM or the ICP navigation algorithms. Prior to takeoff, navigation initialization
occurs relative to the environment with the vehicle body frame, the 2-D body frame, and
the navigation inertial frame initially aligned. The vehicle inertial frame is not aligned to
any external reference, such as a magnetic compass heading, nor is it aligned with any
features in the environment. In fact, the navigation inertial frame will drift over time as
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The inertial frame is aligned by default to
the simulation North-East-Down frame. In
practice, the inertial frame is aligned to the
body frame on navigation system initializa-
tion. Note that this is a right-handed system,
with the Z axis pointing into the page.
2-D Body
Frame
The 2-D body fixed frame is related to the in-
ertial frame by a rotation of the heading angle
ψ about the Z axis. Scan data is projected
















The CoreSLAM frame is an inertially fixed
frame that is oriented with respect to the navi-
















Figure 50: Coordinate frame relationships.
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errors in the position estimate gradually build. These errors will cause distortions in a global
map, but will not affect the vehicle’s ability to navigate relative to the local environment
or its ability to achieve position control with respect to the local environment, except when
drift is in directions where there are no observable features.
4.4.3 Control Algorithm
The guidance and navigation techniques described above are compatible with control sys-
tems that have already been proven for unstable rotorcraft [27]. As a result, an existing
adaptive control algorithm as described in Chapter 2 that utilizes a series of nested control
loops (see Figure 2) was implemented for the simulation described below. The simulated
guidance system provides the necessary position, velocity, and heading commands to the
controller, and the navigation system provides the required state estimates for closed loop
control.
4.5 Simulation of the Navigation System
4.5.1 Sensor Modeling and Simulation Environment
A laser scanner was modeled and the navigation algorithms described above were imple-
mented using an in-house simulation environment developed at the Georgia Tech UAV
Research Facility [31]. The simulation models the dynamics of various fixed-wing and ro-
torcraft vehicles, as well as sensors commonly available to many UAV systems including an
IMU, a magnetometer, a sonar altimeter, and GPS. The simulation environment facilitates
the development and testing of software that will later be flown onboard a vehicle. The
flight software can be tested and refined by running it inside the simulation, with all sensor
measurements and communications, vehicle dynamics, and wind gusts if desired, provided
by the simulation. The system provides a graphic interface with access to system parameters
that can be changed during flight and a variety of internal variables to aid in refining new
simulated sensors and GNC algorithms. As is the standard in the Aerospace Engineering
community, the simulation uses U.S. customary units since the flight software developed
and tested in simulation is the same software that is flown onboard actual vehicles. Hence,
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system parameters are listed below in U.S. customary units for the purpose of document-
ing actual settings used, while simulation and experimental results have been converted to
metric units.
Before implementing the navigation algorithms, a model was developed for a scanning
laser range sensor that could interact with the simulated environment. The simulation
contains a database of objects which can be input by location, size, and object type. To
build complex indoor scenarios, each wall is created by entering it at the command line or
from an automated script. The scanning range sensor is “mounted” to a simulated vehicle,
and it derives its position and orientation in the simulation from the parent vehicle. In order
to detect the buildings, the laser scanner is modeled as a single ray that emanates from the
desired sensor location on the vehicle. This ray is swept through a user-defined field-of-view,
and the direction of the ray is calculated for each sensor step during the sweep. The ray
direction is compared against each of the quadrilaterals in each of the walls to determine if
a wall face has been hit by the ray. The distance to each wall face intersection is calculated,
along with the incidence angle between the beam and the obstacle. The shortest distance
detected is returned by the ray tracing function. If the closest obstacle detected is outside
the user-defined maximum range, a “no obstacle detected” error code is generated for that
range reading to mimic the behavior of the actual range sensor. Noise is added to the range
reading using the mean and standard deviation provided by the user as a function of the
range and incidence angle to the obstacle.
The sensor model is very flexible, with parameters that can be changed to meet the
desired specifications of the user during runtime. Table 3 below shows the default settings,
which correspond to the Hokuyo URG-04LX-UG01 range sensor. Noise characteristics were
taken from characterization tests performed by Okubo, Ye, and Borenstein [47], and from
the manufacturer’s specification.
In the simulation, a semi-transparent green beam is displayed in the simulation win-
dow to indicate the location and orientation of the laser scan. The scanner range readings
are updated at the desired scan rate and the measurements are stored in an array by the
simulation software. Sensor communications are also simulated, such that a message that
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Table 3: Default settings for the scanning laser range finder simulation.
Parameter Setting Description
Position (0,0,0.4) (X,Y,Z) Position relative to vehicle center
of mass (ft)
Direction (1,0,0) (X,Y,Z) Orientation of sensor relative to
vehicle (vector direction)
Bias 0 ft Bias at zero reading
Sigma 0.015 % Standard Deviation, later multiplied by
range measurement
Incidence Sigma 0.112 ft Standard Deviation added at hight inci-
dence angle
Maximum Range 18.37 ft (5.6 m) Maximum sensor range
FOV 240◦ Sensor field of view
Resolution 0.3515625◦ Sensor angular resolution (360◦ /1024)
Scan dt 0.10 s Scanner update rate
mimics the actual sensor is generated with the simulated range readings. The onboard flight
software, running simultaneously, decodes the sensor message as if it were from the actual
sensor. The flight software decodes the message and stores the range readings in polar and
Cartesian coordinates for later processing by the guidance and navigation algorithms. A
message containing the scan points converted to the inertial frame is sent from the flight
software to the simulation for display to help the user visualize the scan measurement in
realtime. Several other visualization aids are displayed in simulation, including the state
estimate covariance (displayed as an error ellipse), the segment of wall used for heading
control, and the location of doors detected. All of the visualization tools utilize data mes-
sages between the flight software and the simulation software, such that these visualizations
would also be visible at a ground station terminal when the flight code is in operation on-
board an autonomous vehicle. See Figures 38(a), 49 and 51 for examples of the simulation
visualization window.
In addition to the sensor modeling and visualization tools described above, the base-
line autopilot flight code was modified to include the navigation and guidance algorithms
described above. No changes to the control architecture were required. Both CoreSLAM
and the ICP algorithms were implemented as described above, with pose measurements
fed into the existing EKF navigation system. The wall-following guidance system was also
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implemented to test how well the navigation algorithms can determine position relative to
the environment, and to see if the state estimates were accurate enough for the vehicle to
fly stably and track relative position and velocity commands. In addition, vehicle guidance
can be input manually, either using a joystick or by typing commands in the simulation
console window.
4.5.2 Simulation Results
The navigation and guidance algorithms described above were tested in a variety of different
simulated indoor environments. A small quadrotor type aircraft, suitably sized for indoor
flight, was selected for the vehicle dynamics model. Each test was performed using both
the CoreSLAM and keyframe ICP navigation algorithms.
First, the vehicle was commanded to hover over a spot for three minutes. Next, a
commanded trajectory was created using the simulation ground control station trajectory
planning interface. The vehicle flew the commanded trajectory using only CoreSLAM or
Keyframe ICP in lieu of GPS measurements for localization.
Using the SLAM position updates to the navigation filter, the vehicle is able to hover
stably and fly a programmed flight plan through the simulated environment while relying
entirely on the laser scanner for localization. Figure 51(a) shows the simulation environment
and vehicle with laser scan displayed. The vehicle is shown hovering in the position hold
test. The preprogrammed trajectory used in the second test is visible in Figure 51(b) as a
curved path through the building with waypoints indicated by circles along the path.
The actual and estimated position and heading during the hover maneuver are shown in
Figures 52 through 54. Figure 55 shows the position error as the helicopter hovered around
the commanded position. The vehicle was able to hold position better using CoreSLAM,
although some drift was noticeable toward the end of the test. Using the Keyframe ICP
algorithm, the position estimate was more accurate with no noticeable drift in spite of
the increased oscillation around the hover point. Figure 56 shows the position estimate
error when using CoreSLAM and Keyframe ICP to provide position updates to the EKF
navigation filter.
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(a) Hover Position (b) Trajectory Planner
Figure 51: The simulated position-hold hover maneuver was initiated at the location indi-
cated in (a). Flight path waypoints are shown in (b) as circles connected by the commanded
trajectory line segments. The final position and actual path after executing the commanded
trajectory using the ICP algorithm is shown here.
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(b) Keyframe Scan Matching
Figure 52: East position during a three-minute hovering position hold maneuver using
CoreSLAM and Keyframe Scan Matching for localization.
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(b) Keyframe Scan Matching
Figure 53: North position during a three-minute hovering position hold maneuver using
CoreSLAM and Keyframe Scan Matching for localization.
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(b) Keyframe Scan Matching
Figure 54: Vehicle heading during a three-minute hovering position hold maneuver using
CoreSLAM and Keyframe Scan Matching for localization.
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(b) Keyframe Scan Matching
Figure 55: Comparison of position error during a three-minute hovering position hold
maneuver using CoreSLAM and Keyframe Scan Matching for localization. The commanded
position is at (0,0).
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(b) Keyframe Scan Matching
Figure 56: Comparison of estimate error during a three-minute hovering position hold
maneuver using CoreSLAM and Keyframe Scan Matching for localization.
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After the hover test, the simulation was reset and the vehicle was allowed to complete its
commanded trajectory through the building without interruption. Figures 57 through 59
show the position and heading errors during the tests using CoreSLAM and Keyframe ICP
for localization. Both algorithms were successful, indicating that these SLAM algorithms
can successfully replace GPS for navigation in indoor environments. Figure 60 shows the
actual and estimated position, along with the commanded trajectory. During the Keyframe
ICP test, key frames were updated as indicated by circles along the vehicle’s estimated
path. Using the default controller settings, the vehicle’s autopilot seems to be able to
control position better with CoreSLAM, however some adjustments to the controller may
yield improvements and reduced oscillation using Keyframe ICP.
4.6 Experimental Results
An experimental vehicle is in the process of being designed and built to carry the sensors
discussed above, so a test rig was assembled to compare the CoreSLAM and ICP algorithms
in an experimental test. The test rig included a Hokuyo URG-04LX-UG01 laser scanner,
an IMU made by Inertial Science, Inc., and a laptop computer to read the sensors, run the
navigation software, display the ground station graphic interface, and record the data.
A long hallway was surveyed to determine the dimensions and location of prominent
features, and the test rig was “flown” through the hallway to simulate vehicle motion and
test the real time operation of the SLAM algorithms. The results of running the CoreSLAM
and ICP algorithms are presented in this section.
4.6.1 CoreSLAM Scan Registration
The CoreSLAM localization and mapping algorithm was initialized using a map size of
400x400 pixels, with a map scale of 3. This resulted in a map size of 133.33 feet with a
resolution of 4 inches per pixel. An initial offset of 60 feet in the South direction was used
to shift the origin of the CoreSLAM map so that the entire hallway was visible on the
map. The test rig was placed on a rolling cart and maneuvered down the hallway while the
navigation filter maintained estimated position and heading using the IMU and laser scan
data. Near the beginning of the test run, the sensor rig was diverted into a room to the
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(b) Keyframe Scan Matching
Figure 57: East position while following a commanded trajectory using CoreSLAM and
Keyframe Scan Matching for localization.
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(b) Keyframe Scan Matching
Figure 58: North position while following a commanded trajectory using CoreSLAM and
Keyframe Scan Matching for localization.
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(b) Keyframe Scan Matching
Figure 59: Vehicle heading while following a commanded trajectory using CoreSLAM and
Keyframe Scan Matching for localization.
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(b) Keyframe Scan Matching
Figure 60: Actual and estimated position while following a commanded trajectory using
CoreSLAM and Keyframe Scan Matching for localization. In 60(b), the circles indicate
where new keyframes were set along the path.
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Figure 61: The motion estimate using CoreSLAM with an IMU. Wall location and ap-
proximate true path are shown for comparison.
East and then returned to the hallway. Toward the end of the test run, the rig was diverted
into another room to the West, then returned to the hallway proceeding to the end of the
hall. Figure 61 shows an outline of the test environment, an approximation of the actual
path followed during the test, and the motion estimate created by the CoreSLAM-aided
navigation filter. Figures 62 through 64 show the estimated position and heading during
the test run.
The CoreSLAM algorithm position updates allowed the navigation filter to operate
without significant drift throughout the test run. The majority of drift in this example is in
the direction along the hallway. This is expected since there are fewer feature points along
that direction and thus the scan registration is less accurate in that direction. Lateral and
heading errors seem to be incurred primarily during the portions of the test when the rig
is diverted into the side rooms. This may be a side-effect of using a rolling cart instead
of a flying vehicle for the test rig. The center of rotation of the cart changes location
depending on how the cart is maneuvered. This kinematic effect, along with the typical
non-holonomic dynamics of rolling wheels, produces forces on the IMU that the navigation
filter will incorrectly interpret using the dynamics of a flying vehicle.
Although these dynamic effects are unmodeled, the test setup demonstrated the ability of
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Figure 62: North position estimate using CoreSLAM scan registration and IMU. Note:
time scale is compressed by a factor of approximately 4.
the laser-aided inertial navigation system to maintain a locally accurate position estimate
with little drift over short distances. Figure 65 shows the map created during the test,
along with the outline of the test environment for comparison. One notable effect observed
during the CoreSLAM test was that the laptop computer was not able to process the laser
scans in real time using even modest settings for the Monte Carlo scan registration routine.
The navigation time increment is triggered by the external clock signals of the IMU at an
assumed fixed rate. Since the computer was not able to run the algorithm in real time,
the actual time stamp recorded on the data is inaccurate. As a result, the time scale in
Figures 62 through 64 are compressed by a factor of approximately 4.
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Figure 63: East position estimate using CoreSLAM scan registration and IMU. Note: time
scale is compressed by a factor of approximately 4.
















Figure 64: Heading estimate using CoreSLAM scan registration and IMU. Note: time
scale is compressed by a factor of approximately 4.
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Figure 65: The map generated by the CoreSLAM algorithm with the motion estimate.
Approximate wall location is shown by the solid red line.
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4.6.2 Iterative Closest Point Scan Matching
The Keyframe ICP scan matching algorithm has several parameters that can be adjusted to
improve speed and accuracy. The main parameters to set for the scan matching algorithm
are the maximum distance between the key frame and current scan, the minimum number
of corresponding points between scans, the maximum allowable error, and the maximum
number of iterations. After some trial and error, a good balance was found to be a limit
of 5 feet between key frame origin and current position estimate and a minimum of 250
(out of 682) scan points corresponding between the key frame scan and the current scan. If
either of these two criteria were not met, the current scan was made the key frame scan and
the process continued. A maximum squared-error of 0.01 ft2 was chosen, so that the ICP
match iterated until the error criteria was met or until the number of iterations reached 20.
Using the parameters described above for the scan matching loop, the same path was
traversed with the experimental sensor rig through the test environment. Figure 66 shows
the motion estimate created during the ICP test run. As seen with the CoreSLAM results,
the motion estimate shows drift along the length of the hallway, where few feature points are
available for scan matching. Lateral and heading errors are also visible, occurring primarily
as a result of the turning maneuvers. As discussed previously, the motion of the rolling cart
during the turns is expected to induce some errors due to the unmodeled dynamics of the
system.
The ground station data recording was able to run the ICP algorithm at a maximum of 20
iterations per scan without lagging behind, showing a speed advantage over the CoreSLAM
algorithm. However, the overall accuracy is somewhat less due to the fact that each time a
new key frame scan is selected, any error up to that point is “locked in” so that the drift
eventually grows as new key frames are selected. The North, East, and heading estimates
for the ICP test are shown in Figures 67 through 69.
In addition to the pose estimates, it is interesting to note how the ICP algorithm per-
forms at different points in the test run. The total number of iterations required, the error
for each match, and the total number of correlated points at each successful match are
shown in Figures 70 through 72. During the experiment, all key frame scans were logged
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Figure 66: Vehicle motion estimate using ICP scan matching and IMU.
















Figure 67: North position estimate using ICP scan matching and IMU.
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Figure 68: East position estimate using ICP scan matching and IMU.
















Figure 69: Heading estimate using ICP scan matching and IMU.
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Figure 70: Number of iterations required during ICP scan matching routine.
and later they were combined into a “map” of the global environment. Figure 73 shows all
of the key frame scans, along with the motion estimate and an outline of the actual test
environment for comparison. Note that similar distortions occur as a result of errors in
position and heading that accumulate during the test.
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Figure 71: Number of correlated points between current scan and key frame scan using
ICP scan matching with an IMU.































Figure 72: Error between current scan and key frame scan using ICP scan matching with
an IMU.
115






















Figure 73: Key frame scans transformed to inertial frame, showing actual wall location




This research provides several contributions in the field of autonomous flight vehicles, with
an emphasis on solving problems related to indoor navigation. First, a vehicle capable
of flying indoors autonomously using only five range sensors was designed, constructed,
and successfully flown. This vehicle system was built using very low cost, lightweight
sensors and a passively stable airframe. A sonar was used for altitude control, while IR
sensors were used to measure range to walls, detect inside and outside corners, measure
heading, and detect openings that the vehicle could pass through. Proportional-integral-
derivative control was utilized to maintain desired distance to interior walls while employing
lateral flight with wall-following behavior to explore an unknown indoor environment. The
navigation, guidance, and control algorithms demonstrated during this research have direct
application to miniature vehicles with a gross mass of less than 50g. Such vehicles could
be built using current technology, with some small advancements in miniaturizing infrared
sensor hardware. Figure 74 shows an example of such a vehicle, which has a stock mass
of approximately 28g, that could be outfitted with miniature versions of the IR sensors
described in this thesis. The GNC algorithms developed for this system can easily run on
a small microcontroller chip, which would replace the stock radio control receiver circuitry.
The low-cost navigation system implemented on a passively stable vehicle performed
well in the test setup described herein, and it is expected that performance would be com-
parable in similar environments. It is well-suited for uncluttered environments, and could
likely descend stairs, although an ascending set of stairs would likely trigger the inside
turning mode when the side-looking sensors detect the stairs during lateral flight. Obsta-
cle avoidance in a cluttered environment would likely also cause a problem, since the IR
sensors have a narrow beam width. Also, the current setup does not have any sensors
aimed directly behind or above the vehicle, so these directions represent blind spots in the
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(a) Blade®mCX by E-Flight® (b) Blade®mCX without canopy
Figure 74: The navigation system developed and tested during this research has the
potential for miniaturization and implementation on existing micro vehicles. This vehicle,
manufactured by E-Flight® , has a stock mass of approximately 28g.
obstacle avoidance system. Operating in direct sunlight would also be problematic, due to
increased noise on the IR range sensors, which are only rated for indoor use. In addition to
interference from sunlight, outdoor flight would also be limited severely by wind due to the
vehicle’s limited maneuverability.
After demonstrating that low-cost relative navigation is feasible, more advanced navi-
gation techniques were tested for suitability on an unstable rotorcraft vehicle. Two basic
SLAM algorithms were developed and tested using simulation and actual hardware to de-
termine the overall suitability of each for real-time autonomous indoor flight applications.
An Extended Kalman Filter already in use for operational UAVs was adapted to incorpo-
rate measurements from a scanning laser rangefinder, via the SLAM algorithms, to estimate
vehicle position in lieu of GPS. The first algorithm was a slightly modified version of an
open-source algorithm called CoreSLAM. The second algorithm was a custom Iterative
Closest Point scan matching routine that utilized key frame scans as a basis for localiza-
tion. The use of key frame scans reduces the assimilation of position error over sequential
scan matching methods. Both SLAM algorithms rely on a lean approach to the localization
problem, demonstrating that methods compatible with current state of the art embedded
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computers can be utilized.
A scanning laser rangefinder was modeled, and a simulated vehicle and environment were
used to test the SLAM algorithms during autonomous indoor flight. Simulation results show
that a laser scanner can be used to determine aircraft position in an indoor environment
using these simple algorithms. Thus, the position drift that is inherent when using an IMU
for stabilization can be corrected using the methods demonstrated without relying on GPS
for localization. An experimental test rig was constructed to test both CoreSLAM and
the ICP algorithm with an IMU in a realistic indoor environment. Both SLAM algorithms
were able to provide position estimates to the navigation filter that were accurate enough
to prevent short term drift, although some drift over long distances was observed. While
the ICP algorithm was able to run in real time on a 2GHz laptop, processing scans as they
arrived at 10Hz, the CoreSLAM algorithm was only able to run at approximately 25% of the
required speed. Depending on the dynamics of a particular flying vehicle, position updates
at that speed may be acceptable. In addition, an onboard computer will not be burdened
with the additional task of running a graphic user interface and logging test data, and will
likely have much less overhead than the laptop operating system in use during the test.
Both methods of navigation using laser scan data are limited to environments where
features are detectable and static. If there are no observable physical features (for in-
stance smooth, straight walls), or if obstacles in the environment are in motion, the two
pose estimation algorithms tested here will likely perform poorly if at all. In addition,
the 2-D nature of the laser scanner measurements could limit navigation performance in
environments where small changes in altitude cause large changes in the scan topology.
For instance, although the unstructured environment of a cave would provide a wealth of
observable features, variation in the cross-section with altitude might make it difficult to
perform scan-matching. The best type of environment for both algorithms would contain
angular features that vary in size and distribution, as is common in manmade structures,
with some regularity in the vertical dimension such that small changes in altitude do not
result in large changes in the scan data.
The CoreSLAM algorithm, while very accurate, was also slower than the key frame ICP
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method. Although actual implementation on an embedded computer may prove that real-
time operation is feasible, especially as computer performance increases over time, there
are methods for improving the algorithm that should be investigated. The mapping and
scan-registration are already on the order of N , however the Monte Carlo pose estimation
routine runs a fixed number of samples on every scan. An adaptive algorithm could be
utilized, whereby the number of runs is either terminated early if a good match is found,
or continued longer when needed.
The key frame ICP algorithm could also be extended and improved in several ways.
First, the key frame scans could be stored in an array such that the history of key frames
could be used to eventually solve the loop closure problem and correct large map errors if
desired. Key frames could also be stored as a series of line segments instead of complete
scans, thus creating a model of the environment. This would reduce the scan point corre-
lation problem from the order of N2 to the order of N , resulting in further improvements
in speed and perhaps better pose estimation altogether.
In general, ICP scan matching underestimates heading changes, since rotation differences
between scans usually result in a local minimum being found as the scans are rotated into
place, but before the actual heading error is determined. Thus, during a turn heading error
can accumulate, especially if a new key frame is selected during the maneuver. This could
be resolved by placing more weight on the IMU measurements when yaw rates are high.
Improvements in key frame transition could also be made by allowing scan matching to
span across multiple key frames. Although this may be impractical when using the nearest
neighbor scan correlation due to its computational complexity, if key frames are stored as
line segments it may be possible to use the entire set of past key frames as a kind of map.
In addition to the extensions to key frame ICP mentioned above, the algorithm in general
could be improved by further tuning it with respect to the vehicle dynamics. The navigation
algorithm performance and stability depend on the proper adjustment of the ratio between
the process model noise covariance and the measurement noise covariance. In practice, these
values must be tuned together for best performance. In the simulation, initial performance
of the ICP algorithm was unacceptable in anything but a hover due to large oscillations in
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the navigation solution, which induced large oscillations in the control system output. Thus,
the vehicle tended to oscillate around its commanded position, eventually becoming unstable
when the scan matching algorithm eventually failed to find a match. After tuning the system
the algorithm performed acceptably, as demonstrated in the simulation tests, although some
oscillation is still visible in the data. With further tuning, and implementation of some
of the extensions suggested above, the key frame ICP algorithm may perform as well as
CoreSLAM, but with less computational effort.
The experimental results indicate that these two SLAM algorithms can potentially re-
place GPS for position updates, enabling rotorcraft UAVs to effectively navigate in indoor
environments, without the requirement for a radio link to ground station computers. How-
ever, before implementation on an actual flying vehicle, the navigation system must be mod-
ified to compensate for time delay resulting from processing the laser scans. The method
is somewhat straightforward, and requires keeping a brief history of the state information
such that the measurement updates can be applied to states that are synchronized with the
collection time of the laser scan measurements.
The implementation and testing of two efficient SLAM-based algorithms demonstrated
that both have the potential for successful indoor navigation using the laser scanner, sonar,
and IMU sensors. During the implementation of the algorithms, several important con-
tributions were also made in the analysis of laser scan data with regard to information
content. A novel recursive line segment extraction algorithm was developed that is an order
of magnitude faster than competitive algorithms. In addition, a method for determining
the quality of a specific local topology with regard to navigation was developed, providing
a way for the navigation filter to “know” when it has little information with regard to its
position due to a lack of features in the environment. This focus on fast, simple algorithms
that still provide the information required for navigation is a significant improvement to the
current approach to indoor aerial navigation. Rather than relying on popular algorithms
in the robotics community that are accurate, but slow, this approach focuses on designing
the navigation system from the ground up with the air vehicle in mind, thus enabling a




A.1 Sonar Localization and Mapping
The sonar range sensors were tested to determine their characteristics and suitability for
mapping indoor environments as discussed in Chapter 3, Section 3.1.3.2. A theoretical sys-
tem for using sonar range readings to perform localization and mapping was developed and
limited testing was done in simulation. Hardware difficulties and other schedule demands
motivated a transition away from the system described in this appendix to the more capable
system described in Chapter 4.
A.1.1 Sonar Mapping
The range measurements of the initial test discussed in Chapter 3 are repeated below in
Figure 75. The results, similar for both sensors, illustrate a primary difference between a
pulse-wave range measurement sensor (such as sonar or radar) and a point range measure-
ment sensor (such as the IR sensors or a laser rangefinder). When facing a flat wall, the
sonar measures the perpendicular distance to the wall, regardless of sensor orientation. A
graph of the range readings versus angle show a series of straight lines, with some features
such as corners and doorways observed. The horizontal lines correspond to the perpendicu-
lar distance from the sensor to major feature points in the room. The first feature detected
during the sensor sweep was the right wall at 173cm. As the angle increased, the sensors
began to lose range measurement to the right wall and pick up the front right corner at
264cm. The EZ4 sensor picked up the corner first, while the EZ1 sensor with the wider
beam maintained a reading to the right wall longer before picking up the corner. As the
sensor angle was increased, both sensors eventually picked up the front wall, which was at
a distance of 198cm. The reading remained fairly constant until the sensors were turned
far enough to pick up an open doorway in the front left corner. As the sensors were rotated
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Figure 75: Distance measurements recorded using the EZ1 and EZ4 in simultaneous
operation during a 180◦ sweep of a small room. Note the straight lines observed that
correlate to the distance to the right, front, and left walls at 173cm, 198cm, and 173cm
respectively. Some features such as corners and an open doorway are also observed.
further, they both eventually picked up the left wall at 173cm.
Although the sonar returns do not map to the wall locations directly, some features can
be identified from the 2-D mapping. The arc that is visible from major geographic features
represents the sonar wave pulse as it expands from the sensor. The sensors report the
distance to the first return, which corresponds to the perpendicular distance to the walls
and corners. Thus, the center of each visible arc in the 2-D plot represents the location of
the sensor within the room. Given room dimensions and accurate heading information, it
should be possible to localize a sonar sensor platform in a given room.
In order to determine room dimensions from observed range data, it is useful to consider
the data shown in Figure 75. The straight lines representing distance to major geographical
features are easily detected using a histogram approach. Figure 77 shows a histogram of
the range data recorded during the test. The data bins are 10cm wide, so data in these
bins represent an average value halfway between the bin label and the next lower bin.
Looking at the histogram, the prominent features appear at the 180cm and 200cm bins.
These represent measurements of approximately 175cm and 195cm, which correspond to
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Figure 76: Distance measurements plotted using estimated sensor angle and measured
range. Actual wall locations are show for reference. Note the EZ4more easily detects
corners and open doorways than the EZ1 .
the distance to the walls (173cm and 198cm respectively). An even more accurate estimate
can be done by averaging the actual range measurements for the data that falls into the
highest bins. As long as the data bin size is chosen wisely, however, the proposed method
of using the middle of the bin for the measurement estimate is accurate enough for room
size estimation.
Four sonar range sensors are arranged looking to the front, back, left and right of the
aircraft as depicted in Figure 78. These sensors are read using the pulse-width method
mentioned above via an interrupt pin on the ATMega128. They are used to measure the
room dimensions and provide relative position information.
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Figure 77: This histogram shows the frequency of measurements in each 10cm bin. The
highest peaks represent room measurements of 175cm (average of 170-180cm bin) and 195cm
(average of 190-200cm bin). Actual room measurements are 173cm and 198cm, respectively.
Figure 78: Range sensor layout for sonar mapping.
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A.1.2 Navigation Algorithm
Once a reasonable range estimate is calculated, mapping and localization becomes possi-
ble. To use the range data collected by these low-cost IR and sonar sensors, additional
assumptions are made to simplify the problem. By assuming that rooms are rectangular in
shape and aligned to some Cartesian reference frame, the mapping problem is significantly
reduced. The traditional method of measuring, recording, remeasuring, and adjusting map
boundaries produces tens of thousands of data points, requiring extensive processing power
and memory to be carried onboard the aircraft. By taking advantage of the regular struc-
ture exhibited by the majority of indoor environments, rooms can be mapped and stored
using a 2-D parametric representation by determining characteristics such as dimension,
location of room center, location of navigable openings, and location and radius of obsta-
cles detected. Once initial mapping of a room has been completed, the map is stored and
assumed correct while the vehicle remains in the room. The range sensors are then used to
provide vehicle position relative to the stored map of the room being explored. Once the
initial room has been explored to satisfaction, the vehicle flies through a detected opening
into the next room and the process begins again. In this way, multiple rooms are explored
with stored coordinates linking their mutual openings, and relative localization within each
room is plotted on a global coordinate system based on the current room coordinates. The
overall navigation scheme, described in further detail in sections that follow, is summarized
in Figure 79.
A.1.3 Mapping
The first step in the process of mapping a room begins with the vehicle finding its way to
the middle of the room. While this step is not strictly necessary, it is likely to provide the
best view of the entire room. In addition, range measurements taken at regular angular
increments are more spread out when the measurements are taken from the middle of a
room. To find the middle of the room, the vehicle flies to a position where the “front” and
“back” sensors read approximately the same range, while the “left” and “right” sensors
also measure approximately the same range. The vehicle orientation is not important at
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Figure 79: Navigation Scheme Flowchart. If the range information collected from the
sensors is inconsistent with the the estimated vehicle position and orientation, the navigation
sequence may be repeated as desired.
this time, so if the above range criteria cannot be suitably met, the vehicle undergoes a
small yaw maneuver and tries again. Figure 80 shows how the vehicle uses its range sensors
together to find the middle of a room.
Once the vehicle is satisfied that it is near the middle of the room, it performs a 360◦
yaw maneuver. During the maneuver, the rate gyro data is integrated to provide an angle
measurement (relative to the original unknown orientation) for each range datum. The
vehicle adds the range measured from the “front” and “back” sensors together to get a
total longitudinal measurement, and it adds the range from the “left” and “right” sensors
to get a total lateral range measurement. As a result, a full room sweep produces data
similar to that shown in Figure 81. After the initial yaw sweep is accomplished, the data is
analyzed and room dimensions are determined. For a rectangular room, a regular pattern of
local minimum lateral and longitudinal range is clearly visible, repeated every 90◦. Obstacles
within the room produce short range readings as well, but these can typically be identified by
comparing the two paired sensor ranges. In other words, if the two lateral or longitudinal
sensors do not read approximately the same range, and obstacle is likely present at the

























Figure 81: Simulated range measurement data during a room mapping 360◦ yaw sweep.
the vehicle drifts during the yaw maneuver, the error can be detected and corrected by
comparing the range measurements identified at 90◦ intervals. The histogram for this data
set is shown in Figure 82.
After the first room has been measured, the origin of a Cartesian reference frame is set at
the center of the room. All future measurements can then be referenced to this coordinate
system. A data structure is established to store the parameterized room data, which saves
significant memory over storing all of the range data recorded (see Table 4). Parameters
for the openings and obstacles are stored in substructures with their identifiers incremented
based on the number of openings and obstacles detected (see Table 5). In this way, upon
re-entering a room, the map can be fully recalled from the simple stored parameters. For
example, Room4.Opening2.Coords would store the location of the second opening in fourth
room explored. Likewise, Opening2.ConnectsTo would store the ID of the room adjoined
to Room 4 via Opening 2. Obstacle location and size can be recalled in a similar manner.
Once the dimensions for a given room are calculated, another yaw sweep is performed,
this time relative to the established coordinate system. The room dimensions are confirmed,
and obstacles and potential doorways are located by looking for range readings that are



















Histogram of Simulated Room Sweep
Figure 82: In this histogram of the simulated room measurement, the room dimensions
are determined by observing the two data bins with the highest frequencies. In this test,
bins 7.4m-7.8m and 9.8m-10.2m have the highest frequencies, corresponding to average
measurements of 7.6m and 10.0m. Actual room dimensions were 7.3m and 9.8m.
Table 4: Data structure for storing room parameters
Label Data Type
Room ID string
Room Coordinates (x,y) (integer,integer)
Room Dimensions (x,y) (integer,integer)
Number of Obstacles integer
Number of Openings integer
room with two exits was performed in simulation. The data presented in Figure 81 can be
plotted using the heading estimate from simulated gyro data. Once the room dimensions
are calculated, the room data can be corrected for drift that occurs while the vehicle is
performing the yaw sweep maneuver. Figures 83 and 84 show the room mapping plot
before and after correcting for vehicle drift. Some rooms encountered may not be strictly
rectangular. Rooms shaped similar to the one shown in Figure 85 are identified as two
separate rooms, with an opening adjoining them.
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Table 5: Data substructures for storing opening and obstacle data
(a) Substructure for openings.
Label Data Type
Opening ID string
Opening Coordinates (x,y) (integer,integer)
Opening Width integer
Room Connected To string (Room ID)
(b) Substructure for obstacles.
Label Data Type
Obstacle ID string
Obstacle Coordinates (x,y) (integer,integer)


































Figure 83: Simulated room sweep. The vehicle is rotated through a heading change of



































Figure 84: Simulated room sweep. The vehicle is rotated through a heading change of
360◦ while measuring range to the front, back, left, and right.
Figure 85: A room that is not rectangular would be broken up logically into two rooms
with an adjoining opening between them.
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A.1.4 Localization
Using the room data developed during the mapping stage, the vehicle can use its range
sensors to determine its location within a given room. Theoretically, a given set of four range
measurements does not determine a unique position within a rectangular room. However,
if the vehicle maintains even a crude estimate of its position over time and the vehicle
heading is correctly estimated to within ±45◦, the possible positions for a given set of range
measurements will be narrowed from four down to one. Location of obstacles and openings
in the room give further clues to actual vehicle position. In addition to the sonar range
finders, the two forward-facing IR sensors can be used to align the vehicle perpendicular to a
wall, which allows “scanning” of a room while maintaining a known orientation by traversing
from one end of the room to the other and measuring range to the opposite wall. In addition,
using the two IR range sensors to maintain heading enables a less computationally expensive
exploration routine whereby the vehicle follows a wall from room to room without actually
knowing where it is. Employing this technique allows the vehicle to “escape” from a room
if it cannot accurately determine its position or the position of openings in the room.
A.2 Sonar Mapping Simulation
A simulation was initially developed using the open-source software Blender [4]. In the
simulation, coaxial helicopter vehicle dynamics are simulated, as well as the sonar and
IR range sensors and a gyro to measure angular rate. The simulation allowed for easy
configuration of different test environments, with variable room size and obstacle placement.
In addition, the guidance and navigation algorithms were easily tested and refined. Mapping
and localization algorithms were also tested using the simulation. Figure 28 in Chapter 3
shows a screen capture from the Blender simulation, and the data presented in Figures 83
and 84 were generated using this simulation.
A.3 Flight Test
Flight testing for the sonar mapping system was conducted using four EZ4 sonar for lon-
gitudinal and lateral ranging, one EZ1 sonar for altitude ranging, and two IR sensors for
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heading estimation (see Figure 78). The sensor data was transmitted to a ground computer
for processing, and servo commands were sent via a 2.4GHz hobby radio control transmit-
ter. This setup facilitated testing of the sensors in flight under manual control before the
onboard sensor processing and control algorithms were completed. During this phase of
flight testing, characterization of the sonar and IR sensors was refined and altitude control
and longitudinal obstacle avoidance were demonstrated. It was determined that in order
to avoid interference between the sonar, each should be operated independently. With five
sonar operating at 50ms per measurement, it takes 250ms to sample all of the sensors. How-
ever, a 4Hz update rate is not ideal for operating the altitude control loop, which is more
sensitive to data rate. It is recommended to interleave the altitude measurement with the
mapping sensors in the following manner: A-S1-A-S2-A-S3-A-S4, where “A” represents an
altitude measurement, and “S1-S4” represent the four mapping sonar. Using this sampling
order provides an altitude measurement at a rate of 10Hz, while mapping occurs at a slower
rate of 2Hz. For longitudinal control in close proximity to a wall or obstacle, the IR sensors
can be used since they operate at a rate of 25Hz. Unfortunately, due to problems with
the sonar (possibly due to wiring or vibration), two of the sonar did not operate correctly
using the first avionics package built and flown. As a result, research efforts were shifted
to focus on building and testing another set of avionics specifically designed to test the
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[40] Mart́ınez, J., González, J., Morales, J., Mandow, A., and Garćıa-Cerezo,
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