We propose a solution to the problem of finding an empirical therapy policy in a health care facility that minimizes the cumulative infected patient-days over a given time horizon. We assume that the parameters of the model are known and that when the policy is implemented, all patients receive the same treatment at a given time. We model the emergence and spread of antimicrobial resistance at the population level with the stochastic version of a compartmental model. The model features two drugs and the possibility of double resistance. Our solution method is a variant of the Monte-Carlo tree search algorithm. In our example, this method allows to reduce the cumulative infected patient-days over two years by 22% compared to the best standard therapy.
within-host and between-host, the spread of resistance is allowed by the selective pressure of antimicrobials [30] .
Antimicrobial resistance is a wide-ranging problem, and the relative influence of antimicrobial use in health care facilities on its emergence has sometimes been challenged [22, 47] . Yet several features of health care facility environments make antimicrobial resistance a serious issue in health care facilities [23, 35] . First, patients are highly vulnerable to infections -drug-resistant or not. This may be due to their general health condition (underlying disease, denutrition, previous infections), to breaches into the physical defenses of the body (intravascular devices, tracheal tubes, urinary catheters), or to treatments weakening the immune system. Promiscuity and long or repeated exposure (chronically ill and relapsing patients) increase the risk of infection. Second, and precisely because patients are so vulnerable, antimicrobials are heavily used in health care facilities either as prophylactic treatments or empirically. Empirical therapies consist in using combinations of antimicrobials or broad-spectrum antimicrobials at the onset of symptoms, when the infecting organism is not yet known e.g. before test results are available and allow to switch to a more specific treatment. Whether drug-resistance is first acquired by organisms in health care facilities, or mutations first occur in the community and are then imported in health care facilities, exposure to antimicrobials during care (even at residual levels as it has been suggested [19] ) selects for drug-resistance with serious consequences for the patients.
Many strategies have been proposed to control health care associated infections, some of which are routine in health care facilities. They include hygiene measures, screening, prophylaxis, isolation of infected patients, and patient and staff cohorting [15] . Since antimicrobials promote the emergence of resistance but are at the same time unavoidable in health care facilities, empirical prescription policies have been proposed to slow and even revert the evolution of resistance [36] . Indeed, antimicrobial resistance is often associated with a fitness cost [1] [2] [3] 32] such that a resistant mutant strain's ability to survive and reproduce in the absence of antimicrobial treatment is reduced compared to that of wildtype drug susceptible strains. Therefore, alternating between antimicrobials or increasing heterogeneity in empirical therapies should reduce the emergence of resistance, at least in theory. Prescription policies based on this idea include mixing where antimicrobials are allocated randomly to patients, and cycling where antimicrobials are alternated either following a fixed rotation schedule or adaptively.
The merits of cycling and mixing have been largely debated and there is to date no clear-cut empirical evidence that either performs better in general (see [7, 8] and the references therein). As for theoretical studies, it was first shown [9, 27, 45] that mixing performs better than cycling with a fixed period in a vast majority of cases. Later, other authors [40] used a control-theoretic approach to show that a better policy than mixing could be found by relaxing the constraint that drugs should alternate with a fixed period. This approach was criticized on two major accounts [11] . First, that computing an optimal policy depending heavily on the parameters of the problem would require perfect knowledge of such parameters. Second, that a policy without a fixed period would be too complex to implement. That is, put shortly, that trying to compute and implement an optimal policy would be impractical. Given the stakes, the critics advocated a conservative approach to empirical therapy policies. Yet the debate does not seem to be closed as it was shown [8, 41] that the results in [9, 45] could be explained by the parameter values used in these studies (especially symmetries between strains). In addition, the same authors argued that it is impossible to tell a priori which of mixing and cycling with a fixed period performs better due to inherent properties of the problem. To be sure, these theoretical arguments do not answer criticisms of optimization made on the ground that it could not be applied in practice, but they clearly speak in favor of exploring this path further -with the provision that an optimization method, however powerful, is ultimately to be appraised in the light of its practical feasibility.
In this article, we propose a solution to the optimization problem that consists in choosing a rotation schedule for, say, new antimicrobials to be used in empirical therapies in a health care facility. For the sake of clarity in the following, we take up a broad definition of empirical therapies including prophylactic treatments. We assume that the parameters of the population and disease dynamics in the health care facility are known. Also, we assume that the rotation schedule is not adaptive, i.e. its implementation does not depend on the contingencies of the spread of the disease. Solving the optimization problem in this setting is intended as a first step toward the information rich and personalized strategies pointed to in [8] .
This optimization problem is a dynamic problem in the sense that the empirical treatment decisions in a given period of time influence the subsequent spread of the disease and emergence of resistance. However, the size and complexity of the problem make common dynamic programming methods ineffective. We circumvent this difficulty by using a variant of the Monte-Carlo tree search algorithm, an algorithm first developed for two-player games in the field of artificial intelligence [12] . Algorithms of the same class have previously found applications in health care, for instance to compute optimal chemotherapy regimens [20, 21] .
Our contribution is primarily methodological. Our objective is to illustrate the use of an empirical therapy optimization method. There is no reason to believe a priori that alternating between drugs (perhaps following some intricate therapy policy) will yield better results than, say, simple hygiene measures. Yet empirical therapy optimization remains relevant as a part of a global strategy to limit antibiotic resistance. Besides, recent advances in evolutionary biology have opened the way to predicting the emergence of resistance [17] , and to exploiting evolutionary interactions between drugs to curb it [7] . On their way to implementation in health care facilities, such novel strategies will certainly have to be optimized at the population level.
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The optimization algorithm implemented in this study is applied to a mathematical model of the emergence and spread of drug resistance in a health care facility. Mathematical modeling and numerical simulation are natural tools for infection control in health care facilities. We refer to [18] for an early overview of this topic and to [53] for a review. Flexibility is certainly the main advantage of mathematical modeling as it allows to test and compare control strategies at almost no cost and with little practical or ethical constraints. This is all the more true when designing empirical therapy policies given the large number of available alternatives (see again the arguments made in [8] ).
2 In this line, our method is close to in silico clinical trials (see [33] for instance). While antimicrobial resistance is but one issue among others in health care facility infection control, its complexity received special attention from modelers. Reviews and categorizations of models of emergence and spread of antimicrobial resistance can be found in [44, 48] . In this study, we build upon models of antimicrobial resistance that were developed to investigate empirical therapy policies. These models are compartmental models at the between-host level. They do not give an explicit account of within-host dynamics. Early studies in this stream of literature include [4, 5, 26, 31] with models featuring a single drug. The discussion of the relative merits of mixing and cycling found in [9, 45] and [40] relies on models derived from [10, 28, 29] . Consequently, we use a variant of the same models. Similar variants have previously been used to study adaptive and adjustable strategies [24, 55] , to investigate the role of hospital size in the spread of infections [25] , to understand the implications at the population level of resistance acquisition mechanisms reported in vitro [37] , to give justification for the widely used combination therapies [13] , to discuss potential adverse effects of antibiotic restrictions [38] , and to compare empirical therapy policies over ranges of population dynamics parameters [51, 52] .
As we are investigating a nonlinear phenomenon in a small population (such as a hospital unit), we will use stochastic simulations of the model. We refer to [16] for a striking theoretical illustration of stochastic effects in a hospital setting, and to [24, 25] for practical implications. Specially in the context of optimization, stochastic effects cannot be overlooked.
We expose the materials and methods used in the study in Section 1. The model of emergence and spread of resistance in a health care facility is presented in Section 1.1. The optimization algorithm is introduced in Section 1.2. We show our results in Section 2: first, the performance of the optimal policy computed with our optimization algorithm (Section 2.1), then the performance of a close policy with the advantage of a fixed switching period (Section 2.2). Section 3 concludes the study.
Materials and methods

Model
We describe with an epidemiological compartmental model the emergence and spread of a microbial disease and of resistant strains in a small health care facility or a single hospital ward. Two drugs are available, drug 1 and drug 2. At any point in time, patients are either infected with a wild-type strain susceptible to both drugs, infected with a strain resistant to drug 1 and susceptible to drug 2 (1-resistant), infected with a strain resistant to drug 2 and susceptible to drug 1 (2-resistant), infected with a strain resistant to both drugs (12-resistant), or uninfected with any of the above. We assume that the different strains do not coexist in a single host.
As was noted elsewhere [56] , a new strain will take over a resident population of organisms following two distinct processes. First, the newcomer must get a foothold in the host. In our model, a new strain appears in a host either through de novo mutation, or through migration, that is contagion. Horizontal gene transfers, another widely studied mode of emergence of new strains [6, 54] , are overlooked in this study. Once it has appeared within a host, the new strain must compete with the resident strains to survive and reproduce. When the patient is not infected by one of the four pathogenic strains, the new pathogenic strain must compete with the commensal microflora. We assume that commensal organisms cannot be transmitted, and that they are not impacted by antimicrobial treatments.
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As a result of the two processes, an equilibrium is finally reached where one strain takes over the other.
Drug resistant organisms may incur a fitness cost in each of the two processes [3] . Accordingly, we include two distinct fitness costs in our model. c i ∈ [0, 1], i ∈ {1, 2, 12}, denotes the fitness cost on transmission of the i-resistant strain. The transmission rate of a i-resistant strain is weighed by 1 − c i . We normalize the fitness cost c S of the wild-type susceptible strain to 0. s i ∈ [0, 1], i ∈ {1, 2, 12}, denotes the fitness cost on competitive performance of the i-resistant strain in the absence of adequate treatment. Again, we normalize the fitness cost s S of the wild-type susceptible strain in the absence of treatment to 0. Also, the fitness cost s X of the commensal microflora is normalized to 1. We assume that the fitness cost on competitive performance of a strain that receives adequate treatment is equal to 1. In the literature, the fitness cost s i is often interpreted as a selection coefficient, that is a reduction in growth rate due to resistance, so that in most cases only new alleles providing a strict advantage over the resident population have a non-zero probability of fixation (takeover). In our illustrative framework, we allow the fixation of neutral and deleterious mutations. However, we assume that a strain cannot colonize a treated patient unless it is resistant to the treatment. If the patient is not treated or if the new strain is resistant to the treatment, the rate of takeover of the resident strain by the new strain is given by
where s i is the fitness cost on competitive performance of the new strain, and s j the fitness cost on competitive performance of the resident strain. In the limit → 0, a new strain takes over the population if and only if it has a competitive advantage over the resident population. 4 Function χ allows us to model the relative competitive performance of strains in a flexible and consistent way, while avoiding to model within-host dynamics explicitly. A useful graphical summary of the evolutionary dynamics of resistance in the presence and absence of treatment can be found in [56] . We refer the interested reader to [39] for a brief historical overview of the derivation of fixation probabilities. As a final remark about fitness costs and selection, we point out that our framework allows to model fitness costs of drug susceptibility as have been reported in several organisms [46] , even if we made the more common assumption of fitness costs associated with drug resistance. At each time, patients can receive a treatment. Three treatments are available to the clinician: drug 1 in monotherapy (treatment 1), drug 2 in monotherapy (treatment 2), and a combination of drugs 1 and 2 (treatment 12). Patients can also be left without a treatment (treatment 0). Decision variable f i , i ∈ {0, 1, 2, 12}, is equal to 1 when patients receive treatment i and to 0 otherwise. Notice that at each time exactly one of the f i 's, i ∈ {0, 1, 2, 12}, is equal to 1 and the others are equal to 0.
Our compartmental model is illustrated in Figure 1 . The events corresponding to moves from and to compartments are summarized in Table 1 , and the parameters are shown in Table 2 along with their default values. S, R i and X denote the number of patients infected with the susceptible strain, the i-resistant strains (i ∈ {1, 2, 12}), and the number of uninfected patients respectively. It is assumed that infection with one of the four pathogenic strains considered in the model is not the primary cause of admission, so the admission and discharge rates are independent of health status. When patients are infected at the time of admission, the symptoms appear following the start of care. This is characteristic of endogenous infections, where a previously harmless organism is introduced by health interventions in body parts where it causes damage. For simplicity, we assume that the spread of infections in the community outside the health care facility is exogenous to the problem -the proportion of incoming patients infected with each strain is set as a parameter m i , i ∈ {S, 1, 2, 12}.
5 Also, we assume that infected patients do not incur additional mortality or morbidity. Infected individuals recover spontaneously at rate γ, or at rate τ if they receive adequate treatment. Rates γ and τ do not depend on the infecting strain. When a treatment is adequate, the rate τ does not depend on the antimicrobial or combination of antimicrobials (there are no drug interactions).
De novo mutations conferring drug resistance (Figure 1a ) occur on two different genes and at constant rates, as illustrated in Figure 2 . We assume that a mutation conferring
Population changes
Rate Admissions and discharges 1-resistance (resp. 2-resistance) cannot take over the pathogenic population in a host receiving treatment 2 or 12 (resp. treatment 1 or 12), unless the resident population (and so the mutant) is already 2-resistant (resp. 1-resistant). The level of selective pressure depends on whether the resident population receives adequate treatment or not, as modeled by fitness costs and rate function χ . Since there is no coexistence of pathogenic strains within a host, acquisition of 1-resistance (resp. 2-resistance) by an organism infecting a host in R 2 (resp. R 1 ) leads necessarily to 12-resistance. Finally, our model assumes no back-mutations, no compensatory mutations, and no co-selection. Infection and superinfection (Figure 1b) are the second mode of acquisition of a new strain in our model. Notice that because all patients receive identical treatment, a strain under adequate treatment cannot be transmitted before it is cleared.
A patient already infected with a pathogenic strain may become superinfected with a new strain. Treatments offer protection so a strain cannot be transmitted to a patient receiving a treatment, unless the strain is resistant to this treatment. If it is, and just like in the case of de novo mutations, its success at taking over the resident infecting population is represented by rate function χ . This success depends on the treatment currently received by the host, and on the resident strain ability to fight off invasion given that treatment. In this instance of the model, we make the assumption that the transmission to an already infected host when the competitive advantage over the resident strain is high (χ = 1) is equal to the transmission rate to an uninfected individual. Put differently, the relative rate of superinfection σ is set to 1. This needs not always be the case (e.g. because of the patient's immune response to the first infection) and we give a general formulation including σ in Table 1 for later reference.
Optimization algorithm
In our scenario, we must decide on an empirical therapy policy knowing only the population dynamics parameters of the disease and of the health care facility. In particular, we do not allow for strategies that are contingent on observations of the actual evolution of the disease. Decision heuristics based on the evolution of the number of patients infected with each strain for instance have shown promising results in theoretical studies [8, 24] , but this information is not always readily available to clinicians, e.g. when a rotation schedule is to be chosen in advance for new antimicrobials that have not been used before. We leave the important issue of optimization when more information is available to future studies. Let us now turn to a more detailed explanation of our algorithm.
We compute an empirical therapy policy by arranging the use of the four treatment described in the previous section over an horizon H of two years (720 days). In the following, a policy denotes a sequence of treatments over a period of time that needs to be specified (administering a single treatment over the period is a valid policy). Our objective is to minimize the cumulative infected patient-days over H. We call OPTI the policy computed with our optimization algorithm. In OPTI, the treatment can be switched every ∆h = 30 days. Therefore, L = 24 decisions are to be made. Available decisions for each period of length ∆h consist in administering either of the following treatments during each period: treatment 1, treatment 2, treatment 12, or no treatment. We define the corresponding standard policies: MONO-1 which consists in always administering treatment 1 over the specified period of time, MONO-2 which consists in always administering treatment 2, COMBO which consists in always administering treatment 12, and NONE which consists in never administering any drug. Of course, the merit of the immediate decision for one period depends on the subsequent spread of the infection, that is on the subsequent decisions that are yet unknown at the moment of decision. In the algorithm, decisions in each period are made by assuming that a default policy will be applied subsequently over H −∆h days. Notice that this horizon is rolling so that there are no border effects. Decisions are evaluated on the basis of the cumulative infected patient-days over the rolling horizon of length H days (the decision during ∆h days followed by the default policy during H − ∆h days). To evaluate decisions while taking stochastic effects into account, we run n S = 2000 stochastic simulations of the model for each possible decision over the rolling horizon and choose the policy that minimizes the average cumulative infected patient-days.
The performance of the algorithm depends on the fine-tuning of a number of parameters. The length ∆h of a period can be adjusted. If it is too short (e.g. one day), stochastic effects come to dominate the effect of the decision and the optimization fails. Keep also in mind that switching treatments too often can be impractical in a health care facility. The rolling horizon does not need to have the same length as the policy we are computing. It can be shortened, for instance if computing resources are limited, but at the expense of the performance of the computed policy. n s must be chosen so that the algorithm is not too sensitive to stochastic effects (n s too small), but still does not require unreasonably high computing power (n s too large). Also, different default policies will yield different solutions ("optimal" policies). Therefore several default policies need to be experimented and improved upon. We tested different values for the parameters of our algorithm, and chose those yielding the best results.
Our optimization method is presented more formally in Algorithms 1-3. Algorithm 1 shows the procedure stochSimu updating a stochastic simulation of the model over a time horizon given a treatment policy. Function evaluateDecision computes the average cumulative infected patient-days over n S simulations obtained by applying a sequence of two policies over two subsequent time horizons. Algorithm 2 is the core of the method. It allows to compute a solution policy given a default policy as explained above. Algorithm 3 shows how the method is initialized, and how different default policies are tried in order to improve the solution. We initialize all simulations by running the model over a 30-year period under the NONE policy (no treatment). We first use NONE, MONO-1, MONO-2, and COMBO as default policies. Thus, we obtain four solution policies. The best solution policy out of the four is then used as default policy to compute a new solution. We iterate by using the last solution as default policy to compute the next solution until the quality of the solution deteriorates. Figure 3 illustrates the optimal policy OPTI computed with our algorithm. Treatment 1 is never used, and the policy consists mostly in switching between treatment 0 (no treatment) and treatment 12 (both drugs).
Results
Performance of our optimal policy OPTI
Once OPTI has been designed, we run 400 stochastic simulations of the model under this policy. We also run 400 simulations under policies NONE, COMBO, MONO-1, and MONO-2 defined in Section 1.2. In Figure 4 , we compare the performance the different policies over two years (720 days). We show the performance of cycling policies in order to compare our results with those of standard policies found in the literature. The cycling policy CYC-n consists in alternating n days of treatment 1 with n days of Algorithm 1 Simulation of the model, and policy and decision evaluation 1: procedure stochSimu(s, π, H, h) Update simulation s by running the stochastic model with treatment policy π starting at date h and over horizon H.
2:
simulate s starting from its current state, using the model presented in Table 1 with the f i 's, i ∈ {0, 1, 2, 12}, varying according to π starting at date h and over H 3: end procedure
Evaluate the performance over simulation set S of using treatment policy π 1 over horizon H 1 (the immediate decision) followed by policy π 2 starting at date H 1 and over H 2 (the default policy), and return a score.
5:
for all s ∈ S do 6:
end for 9: return average cumulative infected patient-days over S 10: end function Algorithm 2 Policy computation given a default policy
Compute a treatment policy over horizon H = ∆h × L by choosing the best policy in set Π for each interval ∆h assuming that default policy π def ault is used next over horizon H − ∆h.
2:
policy ← empty vector of size L 4:
for all π ∈ Π do 6:
score π ← evaluateDecision(S π , π, ∆h, π def ault , H − ∆h) for all s ∈ S do Update all simulations in S.
12:
stochSimu(s, π * , ∆h) Try all default policies in Π def ault .
8:
S ← a copy of S ini 9:
score π def ault ← average cumulative infected patient-days over S ← a copy of S ini
18:
policy ← computePolicy(S, Π, bestP olicy, ∆h, L) bestP olicy is used as default policy.
19:
score ← average cumulative infected patient-days over S
20:
if score > bestScore then 21: bestScore ← score 22: bestP olicy ← policy In Figure 6 we display the evolution in time of the cumulative infected patient-days for OPTI and COMBO. Both policies show similar performance until approximately day 250. We surmise that by day 250, the influence of initial conditions has vanished so the remaining of the curves reflects the divergence between a population treated with OPTI and a steady state population treated with COMBO. We show the evolution of the population in each compartment under policies NONE, COMBO, and OPTI in Figures A.1 
Metronomic therapy policies as alternatives to OPTI
A major drawback of a policy such as OPTI is its irregularity making its use inconvenient in a health care facility. We saw from Figure 3 that OPTI is close to alternating between treatment 12 and treatment 0. Let us compare OPTI with policies that are close to it in this respect, but with the advantage of regularity. We define metronomic policies that consist in switching between treatment 12 and treatment 0 with a fixed period. In METRO-n, the switch occurs every n days. The outcomes of METRO-n policies are displayed in Figure 6 . Among metronomic policies, METRO-20 shows the best result with an average of 10,233.7 (95% CI: 10,090.2 -10,377.1) cumulative infected patient-days over two years. It is yet arguable that METRO-30 would be more convenient to implement (one switch every month). Because the average cumulative infected patient-days is only 0.2% (non significantly at the 95% threshold) higher with METRO-30 (10,255, 95% CI: 10,135.7 -10,374.3) and because METRO-30 shows the advantage of having the same switching dates as OPTI, we will retain METRO-30 for the following discussion. The evolution of the population in each compartment under METRO-30 as a function of time is given in Figure A .4 in appendix.
OPTI decreases the cumulative infected patient-days by 6% (significantly at the 95% threshold) compared to METRO-30. The close performance of OPTI and METRO-30 is further illustrated in Figure 6 . Notice that even though they are always close, there is no time horizon for which METRO-30 dominates OPTI. The close performance of OPTI and METRO-30 has two consequences. First, it shows that even if policies obtained with optimization methods can be impractical, they may still lead the way to more convenient solutions that were first not considered. This might prove especially useful in more com- plex settings, say with more than two drugs and drug interactions or specific constraints. Second, metronomic policies seem to deserve closer investigations. To our knowledge, investigations of periodic empirical therapy policies have mostly been focused on cycling policies that alternate between drugs. Clearly, not treating infected patients may imply some ethical discussions. However, when this option is on the table, metronomic empirical therapy policies should be given proper attention.
Conclusion
We tackled the problem of designing an empirical therapy policy at the population level in a health care facility. An empirical therapy policy specifies which antimicrobial or combination of antimicrobials should be used empirically at each time. The problem is to choose a policy allowing to cure patients while at the same time avoiding the emergence of antimicrobial resistant strains. To solve the problem, we built upon existing compartmental models developed over the last 20 years and which describe the emergence and spread of antimicrobial resistance in a health care facility. Our version of the model features two drugs and the possibility of double resistance. We use stochastic simulations of the model.
Most previous studies investigating empirical therapy policies compared the performance of policies over ranges of population dynamics parameters. Researchers strove for empirical therapy policies showing good results in general, that is for the most plausible parameter values. While giving priority to such general solutions might be appropriate in some cases, the approach has shown limits as it did not yield unambiguous results as to whether a policy dominates the others in all relevant cases.
In this study, we looked at the problem from another perspective by assuming that the population dynamics parameters are known to the decision maker. Given these parameters, a policy that minimizes the cumulative infected patient-days must be designed. We borrowed our solution method from the field of artificial intelligence. In our setting, the policy computed with the algorithm allows a 22% reduction in the average cumulative infected patient-days over two year compared to the widespread combination therapy. From this policy, considering regularity constraints, we could derive a policy with a fixed period and a close performance. This new policy that we called metronomic has never been suggested in the literature to the best of our knowledge.
The results shown here are only illustrative of the performance of our method. This performance will depend on the problem in hand, and specially on the population and disease dynamics parameters. Yet, we strongly believe that our approach, which is close to in silico clinical trials, and the purposely highly flexible solution method presented in this study will contribute to determine implementable optimal empirical therapy policies in more complex and realistic settings. 
