The term fractal describes a class of complex structures exhibiting self-similarity across different scales. Fractal patterns can be created by using various techniques such as finite subdivision rules and iterated function systems. In this paper, we will present a method for the construction of geometric fractals that exploits Kronecker products and tensor decompositions, which can be regarded as a generalization of matrix factorizations. We will show how to create several well-known examples for one-, two-, and three-dimensional self-similar structures. Additionally, the proposed method will be extended to the construction of fractals in arbitrary dimensions.
Introduction
Around 1960, the mathematician L. Richardson observed that the lengths of international borders and coastlines differed widely depending on different sources. In particular, he deduced from the available data that the measured length of a coastline strongly depends on the unit lengths used for measuring and (empirically) increases without limit as the unit length decreases towards 0. This observation was later called the coastline paradox. However, as Richardson stated in [1] , the measured length L can be approximately expressed as
where r ∈ R is the unit length and λ, m ∈ R are specific constants. A few years later, B. see [2] . Mandelbrot interpreted the constant D ∈ R as a generalized dimension by comparing coastlines with socalled monster curves, e.g. the Koch curve [3] or the curve defined by the Weierstrass function [4] . These curves were called "monsters" because their properties were inconsistent with generally accepted principles of mathematics. More precisely, monster curves are continuous but nowhere differentiable. They are early examples of topological objects displaying self-similarity, a term which describes the property of an object to be (approximately) similar to parts of itself. In 1975, Mandelbrot coined the word "fractal " [5] , denoting objects whose Hausdorff-Besicovitch dimensions strictly exceeds their topological dimensions, see Section 2. Fractals commonly show self-similarity at increasingly small scales. Approximate fractals can be found in many places in our environment. That is, we see patterns in nature which display quasi self-similarity or statistical self-similarity, respectively, at different scales. Besides coastlines, further examples are river networks [6] , tree branches [7] , and blood vessels [8] . For more examples of fractal structures in nature, we refer to [9] . In general, fractals often have various remarkable properties and are therefore of high interest from a mathematical point of view. Since the 19th century, many mathematicians and other scientists have made contributions to the field of fractals and self-similarity including B. Bolzano [10] , G. Peano [11] , and D. Hilbert [12] . Additionally, the ideas of fractal geometry are also used in practical applications such as antenna design [13] , image compression [14] , and computer graphics [15] .
In this paper, we will consider fractals arising from iteratively applying mathematical functions to certain sets. Furthermore, we will include the concept of tensor decompositions in this work. Tensors are multidimensional generalizations of vectors and matrices represented by arrays with several indices. By using so-called tensor products, high-dimensional tensors can be decomposed into networks consisting of several smaller tensors. Over the last years, the interest in tensor decompositions has been growing rapidly since tensor-product approaches can be applied to many different application areas in order to mitigate the curse of dimensionality, see e.g. [16, 17, 18] . Several tensor formats such as the canonical format [19] , the Tucker format [20, 21] , and the tensor-train format [22, 23, 24] have been introduced and it was shown that various high-dimensional systems can be treated directly in those tensor formats. In particular, the tensor-train format may also be used for compact and storage-efficient representations of large data sets by capturing self-similar structures in the data, see [25] . In this study, we will extend the ideas presented in [26, 27, 28] and use tensor decompositions for the opposite direction, i.e. for generating self-similar patterns in different dimensions. We will show that various well-known geometric fractals can be created using tensor products and generalized Kronecker products.
The paper is organized as follows: In Section 2, we give a brief overview of fractal geometry including basic definitions and some prominent examples. Furthermore, we describe the fractal construction by iterated function systems. In Section 3, we describe the concept of tensors and tensor decompositions, focusing on the tensor-train format. Examples of tensor-generated fractals will be shown in Section 4. In Section 5, we will conclude with a short summary and an outlook on future work.
Fractal geometry
In mathematics, the dimension of an object essentially identifies the number of degrees of freedom of the elements belonging to that object. Intuitively, the dimension is the minimum number of coordinates required to specify any point of the object. However, as we will explain in this section, there exist different concepts of dimensions specifically defined for different contexts. The intuitive concept of a dimension is given by the topological dimension.
Definition 2.1. The topological dimension D T , also called Lebesgue covering dimension, of a compact metric space X ⊂ R d is the smallest number n ∈ N such that there exists an open cover (U i ) i∈I with diam(U i ) < ε for all i ∈ I and for any given ε > 0, where each point x ∈ X belongs to at most n + 1 sets in the cover.
For instance, the topological dimension of a curve (including graphs) is 1, whereas the topological dimension of a surface is 2. In general, a d-dimensional Euclidean space has topological dimension D T = d.
The fractal dimension, as introduced by Mandelbrot in 1967, is a special case of the Hausdorff-Besicovitch dimension which was already introduced in 1918 by F. Hausdorff, see [29] . In general, the fractal dimension of a compact metric space X is given by the so-called box-counting dimension, cf. [30, 31] .
where N (r) is number of (d-dimensional) boxes of side length r required to cover the space X.
In order to understand the Definition 2.2, we consider simple geometric objects such as lines, squares or cubes. We scale these objects by scaling factors r < 1 and denote by N (r) the number of subobjects, which then fit into the given object, see Figure 1 . One can see that we obtain the same relation as defined in (1), i.e.
The only difference between (1) and (2) is that we do not take the limit as r → 0 in (2) since the result is the same for all scaling factors. Thus, we see that D F can indeed be interpreted as a generalized form of the intuitive concept of a dimension. The fundamental definition of a fractal was stated by Mandelbrot in [5] by comparing the topological dimension and the Hausdorff-Besicovitch dimension of a given object. Prominent examples of fractal structures which arise from simple mathematical equations are Julia sets and the Mandelbrot set, see [9] . In general, Julia sets are non-empty, uncountable, compact, and perfect, i.e. they have no isolated points. The boundary of the Mandelbrot set is a fractal curve with fractal dimension 2. That is, in terms of fractal geometry, it is a curve in a two-dimensional space which is as complicated as it can be. Despite being a one-dimensional object, it behaves like a surface.
In this paper, we focus on strictly geometric fractals. A simple and early example is the Cantor set, see Figure 2 , which was introduced by G. Cantor in 1883 [32] . It can be constructed by using a finite subdivision rule, i.e. starting with the unit interval [0, 1] , the open middle third of every line segment is removed in each iteration step. The Cantor set is then defined as the limit set obtained by repeating the subdivision infinitely many times. Just like the Julia sets, the Cantor set is non-empty, uncountable, compact, and perfect. Furthermore, it is nowhere dense and totally disconnected. Since the Cantor set is a null set, its topological dimension is 0. However, its fractal dimension can be calculated by 
Iterated function systems
Fractal patterns can also be constructed by using iterated function systems (IFS), which are finite sets of contractive functions f i : X → X, i = 1, . . . , m, on a complete metric space. That is, there exists a real number κ i for any i ∈ {1, . . . , m} with 0 < κ i < 1 such that
for all x, y ∈ X. Here, ∆(·, ·) denotes the metric on X ⊂ R d . For the fractal construction by using an IFS, we set X to [0, 1] ×d with 1 ≤ d ≤ 3. That is, the space X is either the unit interval, the unit square, or the unit cube.
Definition 2.4. Let Y ⊆ X be a subset of the metric space X. The Hutchinson operator corresponding to the IFS {f 1 , . . . , f m } is given by
The fixed set of the Hutchinson operator, i.e. Z ⊆ X with H(Z) = Z, is called the IFS attractor.
As a consequence of the Banach fixed-point theorem, the IFS attractor Z is uniquely defined for any given (countable) IFS, see [33] . Furthermore, it can be represented as a limit set of the iterative application of H to an arbitrary compact subset Y ⊆ X with Y = ∅, i.e.
IFS attractors often exhibit self-similarity over an infinite range of scales. The Cantor set, which was already mentioned in the previous section, see Figure 2 , can also be constructed by using an IFS instead of a finite subdivision rule. The corresponding set of functions is given by
The functions iteratively scale and shift a given initial subset of [0, 1]. If we, for the sake of simplicity, start with the whole unit interval as the initial set, we get exactly the same construction steps as shown in Figure  2 . Two other famous IFS fractals we will focus on in this paper are the Sierpinski carpet, introduced by W. Sierpiński in 1916 [34] , and the Menger sponge, introduced by K. Menger in 1926 [35] . Both can be seen as higherdimensional generalizations of the Cantor set. That is, the Sierpinski carpet is a two-dimensional counterpart of the Cantor set. The corresponding IFS can be found in Appendix A.1. Figure 3 shows the first four iteration steps of the construction of the Sierpinski carpet and its connection to the Cantor set. The Menger sponge is a threedimensional generalization of the Sierpinski carpet and the Cantor set, respectively. See Figure 4 for an illustration of the construction and Appendix A.2 for the corresponding IFS. Each face of the Menger sponge is a Sierpinski carpet and the intersection of the sponge with any midline of the faces is a Cantor set. The Sierpinski carpet as well as the Menger sponge have in fact topological dimension of 1, meaning both are curves in two and three dimensions, respectively. The fractal dimension of the Sierpinski carpet is D F = ln(8)/ ln(3) ≈ 1.8928 and the fractal dimension of the Menger sponge is D F = ln(20)/ ln(3) ≈ 2.7268. These calculations become clear by considering the number of residual subsquares/subcubes in each iteration step. In both cases the subsquares/subcubes are scaled by a factor of 1/3, determining the denominators in (1). In each iteration step, every subcube is divided into 27 smaller cubes. Subsequently, the central smaller cubes in the middle of each face and in the center of the subcube are then removed.
Tensor decompositions
A tensor is a multidimensional array T ∈ R n1×···×n d whose entries are indexed by T x1,...,x d . The number d is called the order of the tensor T. If we fix certain indices, colons are used to indicate the free modes (cf. Matlab colon notation), e.g. for a tensor T ∈ R n1×···×n d , we obtain
and T x1,:,...,:,
A tensor of order 1 is a vector, a tensor of order 2 is a matrix, and a tensor of order 3 can be imagined as layers of matrices. In order to visualize tensors T ∈ R n1×n2×3 , we list the single layers of the tensor in a row, i.e. with T :,:,i ∈ R n1×n2 for i = 1, 2, 3. With the aim to mitigate the curse of dimensionality, i.e. the exponential growth of the memory consumption of a tensor, various tensor formats have been proposed over the last years. The common basis of these formats is the tensor product.
The tensor product enables the decomposition of high-dimensional tensors into several smaller tensors. It is a bilinear map, meaning that, if we fix one of the tensors, we obtain a linear map on the space where the other tensor lives. In 1927, F. Hitchcock presented the idea of expressing a tensor as the sum of a finite number of so-called rank-one tensors [19] , i.e.
with cores T (i) ∈ R r×ni for i = 1, . . . , d. The parameter r is called the rank of the decomposition. The above format is the initial concept of tensor decompositions. In fact, any tensor can be represented by a linear combination of tensor products of vectors as in (3) . However, the number of required rank-one tensors plays an important role. For more information about canonical tensors, we refer to [36] .
Another fundamental operation is the Kronecker product, which has a close relation to the tensor product in terms of vectorizations and matricizations, see e.g. [37, 38] . Usually, the Kronecker product is only applied to vectors and matrices. However, we generalize this operation to tensors with arbitrary order. 
Note that some of the dimensions m 1 , . . . , m d and n 1 , . . . , n d in Definition 3.2 can also be equal to 1. Thus, the definition also includes the standard Kronecker products of vectors and matrices. Remark 3.3. The Kronecker product is often denoted by the symbol ⊗. In order to avoid confusion, we use two different symbols for the tensor product (⊗) and the Kronecker product ( ).
The respective products are then given by
and
Tensor-train format
A frequently used tensor format is the so-called tensor-train format, or short TT format, see [24] . It is a special case of the hierarchical Tucker format that has been investigated, e.g. in [39, 40] . The TT format is one of the most promising tensor formats in terms of storage consumption as well as computational robustness and has been successfully applied to many different application areas, e.g. quantum physics [41, 42] , chemical reaction dynamics [17, 43] , stochastic queuing problems [18, 44] , machine learning [45, 46] , and high-dimensional data analysis [47, 48] .
Since we are only interested in exploiting the TT format for the construction of fractal structures, we will disregard numerical aspects concerning memory consumption and the computational costs. For more information on the TT format, we refer to [49] . For the sake of comprehensibility, we represent the TT cores as two-dimensional arrays containing vectors as elements, cf. [50] . For a given tensor-train T ∈ R n1×···×n d with cores
, each core is written as
We then use the following notation for the TT decomposition of T:
. . .
This operation can be regarded as a generalization of the standard matrix multiplication, where the cores contain vectors as elements instead of scalar values. Just like multiplying two matrices, we compute the tensor products of the corresponding elements and then sum over the columns and rows, respectively. Below, we will use this notation to derive compact representations of fractal patterns in arbitrary dimensions.
Example 3.6. Let us consider a simple example for a TT decomposition which is similar to the decompositions used later for the fractal construction. We define a tensor T of order 3 in the TT format as
By consecutively contracting the given TT cores, we then obtain 
Tensor-generated fractals
In this section, we will describe the construction of fractal patterns in different dimensions by using tensor as well as Kronecker products. The idea to exploit the Kronecker product for creating two-dimensional fractals was already described in, e.g., [26, 27, 28] . Here, we will extend this idea in order to create self-similar structures also in higher dimensions. We express these structures by binary tensors T that only contain the values 0 and 1. The created patterns are then visualized by the non-zero entries, i.e. every entry of T equal to 1 is displayed by a line/square/cube whereas the entries equal to 0 are not displayed. The patterns projected to [0, 1] ×d then represent our compact metric spaces.
Let us again consider the Cantor set. As we saw in the previous sections, it can be constructed by using a finite subdivision rule or an iterated function system. Additionally, this fractal can be represented in terms of Kronecker products. We can represent the iteration steps for the construction by Kronecker powers of the vector (1 0 1). That is, denoting the kth iteration step of the Cantor set by C 
respectively. For instance, Figure 3 (c) then corresponds to 1 1 1 1 1 1 1 1 0 1 1 0 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 1 1 1 1 0 1 0 0 0 1 0 1 1 1 1 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 0 1 1 0 1 1 1 1 1 1 1 1 1 
Note that we can directly deduce the fractal dimensions of these patterns by counting the non-zero entries of the defining tensors. That is, for a defining tensor T ∈ R n×n×···×n it holds that
where m is the number of entries of T with T x1,...,x d = 1. Considering Definition 2.2, the number m corresponds to the number of boxes required to cover the pattern. Since we assume that all dimensions of the defining tensor are equal to n, the side length of these boxes is 1/n. Two further examples of three-dimensional fractals are the Cantor dust, an alternative generalization of the Cantor set, and the 3D Vicsek fractal, see [51] . In order to illustrate the multidimensional fractal construction using tensor-train decompositions, let us consider again the Sierpinski carpet, see Figure 3 , and the Menger sponge, see Figure 4 . By decomposing the defining tensors given in (6) into the TT format, we obtain
respectively. Here, we use the notation introduced at the end of Section 3.1. One can see that the first and the last cores, respectively, of both decompositions (8) and (9) are equal. The question now is: What happens if we insert more middle cores? We fix the first and the last core of (9) and alter the number of cores in between, i.e. the construction steps of the d-dimensional pattern can be expressed as
for d ≥ 2. This systematic approach resembles the concept of so-called SLIM decompositions, which we introduced in [18] . It was shown that TT decompositions similar to (10) can be used to represent high-dimensional nearest-neighbor interaction systems. However, we here adapt the idea of SLIM decompositions for creating multidimensional counterparts of the Menger sponge, so-called multisponges.
In order to calculate the fractal dimension D d F of a multisponge in R d , we again consider the number m of nonzero entries of the defining tensor. Due to the construction of the TT decompositions in (10), m can be computed in terms of the non-zero entries of every core vector resulting in
A proof of this result can be found in Appendix B.1. The scaling factor is again 1/3 so that the fractal dimension is given by
The kth iteration step of the d-dimensional multisponge comprises m k smaller multisponges, each with side lengths of 1 3 k . Thus, the total (d-dimensional) volume at each step is
which approaches 0 for k → ∞ (see Appendix B.2 for a proof). For fixed k, any subset of C d k with dimension larger than 1 and smaller than d will be thoroughly perforated during the further iterations. This implies that the limit
3 for a proof), the topological dimension is equal to 1. Thus, the d-dimensional multisponge is a fractal curve.
At the end of this section, we additionally want to present a different approach for combining Kronecker and tensor products in order to construct fractal patterns. Consider a three-dimensional tensor T ∈ R n×n×3 representing RGB triplets. Every vector T x,y,: , 1 ≤ x, y ≤ n, defines the color for one pixel (x, y) of an image by specifying the intensities of red, green, and blue components of the color. For three given defining matrices M R , M G , M B ∈ R m×m , we compute the Kronecker powers M That is, using a similar core notation for the Kronecker product as for the tensor product, cf. (4) and (5), the RGB tensor T ∈ R n×n×3 , n = m d , can be written as
In this way, we construct one fractal pattern per RGB layer and combine these layers to a quasi fractal image. Figure 6 shows three examples of RGB fractals. The corresponding matrices M R , M G , and M B can be found in Appendix C. Note that the images in Figure 6 as such are not strictly fractal. However, we can still find quasi self-similar patterns at different scales if we ignore the varying intensities of the RGB channels.
Conclusion
In this paper, we proposed a method to construct geometric fractals by exploiting Kronecker products and tensor decompositions. In particular, we focused on the so-called TT format which has been frequently used in the past years to mitigate the curse of dimensionality in many different application areas. The approach was illustrated with several examples for well-known fractal patterns which are usually created by using, e.g., iterated function systems. First, we have shown how to construct self-similar structures in one, two, and three dimensions. Then, we described the generalization to arbitrary dimensions by constructing so-called multisponges. Additionally, we presented the application of tensor decompositions and Kronecker products to construct RGB fractals. We demonstrated that it is possible to use tensor decompositions for the construction of fractal patterns, which may be one step towards the aim of using tensor decompositions for finding self-similar structures in complex numerical data and providing tensor-based representations of the data with high compression ratios. Other possible applications may be found in the fields of fractal image compression or computer graphics.
Our future work will include the investigation of the relation between self-similar structures of tensors and the characteristics of the cores of corresponding TT representations. Moreover, we will consider the tensor-based construction of further (quasi) fractal structures as well as the detection of self-similar patterns in large data sets by applying different tensor formats.
[ A Iterated function systems
A.1 Sierpinski carpet
The IFS corresponding to the Sierpinski carpet is given by
A.2 Menger sponge
The IFS corresponding to the Menger sponge is given by
B Proofs
B.1 Non-zero entries of the defining tensor of the d-dimensional multisponge Theorem B.1. The number m of non-zero entries of the defining tensor as given in (10) 
Proof. Denote the defining tensor of the d-dimensional multisponge by T, i.e.
, with r 0 = r d = 1 and r 1 = · · · = r d−1 = 2. In order to count the non-zero entries of T, we simply sum the over all dimensions since T is a binary tensor. That is, we obtain
:,x1,: Proof. By induction, we show that the volume V k given in (11) approaches 0 for k → ∞, i.e. we show that Proof. In order to prove the connectedness of the limit C For d = 3, we obtain the defining tensor of the Menger sponge. As one can see in Figure 4 (b), this tensor is connected in the above sense. Now, we assume that the assertion holds for some d Furthermore, T
B.2 Volume of the d-dimensional multisponge
(d + 2) · 2 d−1 < 3 d ,( * )
