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Text embedding is an approach used in Natural Language Processing (NLP) to represent words, phrases, sentences, and documents. It is the process of obtaining numeric
representations of text to feed into machine learning models as vectors (arrays of
numbers). One of the biggest challenges in text embedding is representing longer
text segments like sentences. These representations should capture the meaning of
the segment and the semantic relationship between its constituents. Such representations are known as semantically meaningful embeddings. In this thesis, we seek to
improve upon the quality of sentence embeddings that capture semantic information.
The current state-of-the-art models are based on transformer networks that utilize
attention mechanisms. Such networks use encoders that generate dense vectors to
represent input sentences. While most of these models combine the dense vectors into
fixed-sized embeddings, there is no evidence that such heuristic pooling techniques
work best for capturing semantic relationships. We argue that processing the encoder
output in such a way incorporates unwanted information into the embeddings. To
capture the semantic relationship between words in a sentence and remove linguistic
noise, we propose a modified version of the DeBERTa model with a novel pooling
technique. Our encoder model uses FCNN-based pooling to reduce the size of the
encoder output while enriching the expressiveness of semantic information in the
embeddings. Our experiments show that the proposed model achieves significant
improvement over existing sentence embedding methods on two different datasets -

STS Benchmark (STS-B) and SICK-Relatedness (SICK-R). We also create a semantic
search engine that encodes an input sentence and returns N most similar sentences.
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Chapter 1

Introduction

1.1

Problem Overview

In NLP, text embedding is a learned representation for text in a form that can be
understood by machine learning models. These embeddings are typically vectors (an
array of numeric values). There are several ways to generate different kinds of text
embeddings. Widely popular methods like word2vec [40], GloVe [45], fastText [11, 28]
are mostly useful for creating word embeddings.
To generate embeddings for greater-than-word length text, like sentences or phrases,
we need to be able to produce a different kind of embedding. Sentence embeddings
are particularly challenging to NLP researchers, as they are more complex in terms
of both syntax and semantics. Syntax denotes the order or arrangement of words and
phrases that form a sentence while Semantics denote the meaning or interpretation
of the sentence as a whole. Semantic similarity defined over a textual segment is the
perceived distance between the components that are characterized by the closeness in
their meaning. In NLP, the task of estimating the semantic similarity between text
is popularly denoted as Semantic Textual Similarity (STS).
BERT [20] was one of the initial models to make use of pre-trained transformers
network [54] to generate sentence embeddings for sentence-pair regression tasks like
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the STS [18]. However, its construction is unsuitable for efficient semantic similarity
search and unsupervised tasks like clustering. This is because BERT needs to evaluate combinatorially many sentence pairs during inference, which causes a massive
computational overhead [66].
Current models generate fixed-length embeddings of sentences by pooling contextaware representations of each word that makes up the sentence. The most widely
used pooling techniques are averaging (mean-pooling), using [CLS] embeddings, and
max-pooling. These pooled representations are then evaluated on pair-wise sentence
similarity tasks using cosine-similarity. Newer models like RoBERTa [36], T5 [46], DeBERTa [25] have explored architectures stemming from transformers to achieve stateof-the-art results on various NLP benchmarks. Most of these models use multi-headed
attention such that the model can associate relationships between words within a sentence.
While these models have shown notably successful results in various downstream
Natural Language Understanding (NLU) tasks, there is no standard evaluation if
these methods indeed lead to useful sentence embeddings [48]. Since sentences are
structurally more complex than mere words on a vector space, it is important to
study the relationships between the generated vectors before drawing out conclusions
about them encompassing semantic information. This leaves the current research on
how to generate and evaluate sentence embeddings still open to interpretation.
Recent advancements in NLU has led to models like DeBERTa surpassing human
performance for the first time on the SuperGLUE Benchmark [58]. In this work,
we explore how encoded vectors generated by newer, more powerful state-of-the-art
models can be used to generate a more sophisticated sentence embedding model.
We assume that the vectors from a transformer encoder are packed with much more
than semantic information, and this additional information obscures the semantic
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meaning of the sentence that we are after. We argue that current pooling strategies
cannot successfully remove the extra information that can be classified as noise for
our purposes. We propose a new technique that filters out irrelevant information from
the transformer output and focuses on semantic characteristics in the embeddings.
Transformer-based networks are advantageous since they can identify the context
that confers meaning to each word in a sentence. It allows for parallel processing,
which is much faster for training than RNNs. State-of-the-art transformer-based
models (e.g. BERT, RoBERTa, DeBERTa, and XLNet) that are pre-trained using
general English corpora have been shown to outperform other models.

1.2

Proposed Solution

The output of encoder-based models like DeBERTa is a dense vector representation or
embedding. This vector encapsulates general linguistic information from the datasets
that the model was trained on. We need to fine-tune the model to generate embeddings that are more contextually aware of our closed domain. The dense vector needs
to be collapsed further into fixed-sized sentence embeddings that are semantically
aware. Once we have access to the embeddings, we can build our custom similarity
models that compare the semantic similarity between given sentences.
Our proposed solution starts with a pre-trained DeBERTa model, which we further
train on the STS task to enable it to generate sentence embeddings. We fine-tune
DeBERTa on a semantic similarity task (STS-Benchmark) where it compares the
similarity between two sentences to output a similarity score between a range, say,
0 to 5. Here, 0 denotes no semantic similarity and 5 denotes the sentences being
semantically equal. The intermediate values ranging from 0 to 5 represent increasing
semantic similarity between candidate sentences.
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Semantic similarity datasets are generally modeled such that they contain sentences in pairs and the similarity between the pair is represented as a numeric value
within a relatedness scale. We read the sentence pairs as input and feed them into our
fine-tuned DeBERTa model one sentence at a time. The fine-tuned DeBERTa model
uses the encoder block to learn the interaction between each word with other words
within a sentence. Then it spits out a representation of the input sequence that is
a dense vector of size (N × d). Here, the vector represents the sentence comprising
N words where d is the size of the hidden layer in the encoder. Unlike the pooling
strategies that have been previously used, we collapse the vector into size (1 × d)
using a fully connected neural network (FCNN). Once we have the embeddings for
each sentence, we evaluate if the sentence embeddings are good or not. The intuition is that the sentence vectors that are related, must be closer together. Thus, we
compute a relatedness value to predict the similarity score and compare it with the
actual values from the dataset. Here, one of our key tasks for generating fixed-size
sentence embeddings includes adding to the existing DeBERTa architecture (adding
an FCNN layer) so that the model spits out embedding vectors for sentences instead
of a dense vector representing each word in the sentence.
We also fine-tune our model on the new domain. Fine-tuning is quite helpful for
us because the way that certain words are used in different settings varies on different
occasions. The main goal is to be able to correctly capture this variation. For example,
in ordinary language ‘viral’ means something related to, or caused by a virus, and
the word often appears with negative connotations (e.g. spread of viral diseases).
However, in terms of internet slang, ‘viral’ is much more specifically about something
being widely popular after circulating within different social media. The contextual
meaning of ‘viral’ here is quite different and often has a positive connotation to
it as being viral denotes being famous. With more linguistic and cultural changes
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provoking different meanings of words or even the creation of completely new words,
it could happen that many terms may not even appear enough in general language
to have an embedding assigned to them by pre-trained models. Because of this very
reason, fine-tuning on newer datasets and the newer domain is important.

1.3

Contributions

A summary of our contributions are as follows:
1. We propose a novel technique that uses FCNN to produce fixed-size sentence embeddings from the dense encoder output in a transformer. The FCNN is trained
to progressively reduce the size of the encoder output as it passes through each
hidden layer in the neural network.
2. Our DeBERTa-based encoder model outperforms existing sentence embedding
models on the STS benchmark and the SICK-Relatedness dataset by a decent
margin. We attribute the improvement in performance to our novel pooling
technique.
3. We investigate various pooling techniques that can be applied to Transformerbased models and evaluate their performance on the STS benchmark dataset
from the STS task.
4. We assess the impact of freezing layers in the DeBERTa model during the
training process. We show that training just one-fourth of the model can achieve
competitive performance as training the model in its entirety. We also show that
fine-tuning the final few layers is enough to capture task-specific features during
transfer learning.
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5. We also create a Similar Sentence Generator from the STS benchmark dataset,
which can be used to perform Semantic search. The sentence generator stores
sentence vectors generated from the dataset and it can be used to find top N
sentences that are semantically similar to an input sentence.

1.4

Outline

We begin by discussing prior works related to semantic textual similarity (STS) in
Chapter 2. We first describe what semantic textual similarity means. Then, we talk
about transformers and attention, along with the models that stem from these techniques. In Section 2.5, we discuss some popular techniques that have been proposed
for tasks similar to our project. In Chapter 3, we describe how the sentence embeddings are generated using our model and how semantic similarity between sentences is
measured. In Chapter 5, we describe our encoder model and also provide its training
details. Experiments and results are outlined in Chapter 6. We also look at computational constraints of our research in Section 6.2. We present some applications of
our work in Section 7.1 and Section 7.2. Finally, we conclude the thesis and discuss
future work in Chapter 8.

7

Chapter 2

Background and Related Work

In this chapter, we present a brief introduction and description of the background
related to this project. We start by introducing the STS task in NLP. After this, we
describe the Transformer architecture in Section 2.2, on which our model is based.
Then, we discuss two variations of Transformer-based models - 1) BERT in Section
2.3 and 2) DeBERTa in Section 2.4.

2.1

Semantic Textual Similarity

In NLP, semantic textual similarity (STS) refers to the task of determining the similarity between two pieces of text. Similarities between text snippets are expressed on
an ordinal scale that spans from semantic equivalence to complete unrelatedness [4].
This relationship is usually measured using a numeric similarity score between 0 to
5, as canonical STS scores fall on an ordinal scale with 6 distinctly defined degrees
of semantic similarity. The intermediate levels capture specifically defined degrees of
partial similarities, such as topicality or rough equivalence, but with differing details.
This scale may vary between different STS datasets that have been published [4].
Sample sentences along with their similarity scores can be seen in table 2.1.
The STS task is one of the most widely used tasks for evaluating if sentence
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Table 2.1: Similarity scores with description and examples for the core STS task from
SemEval-2013 [6]
.
Two sentences are completely equivalent, as they mean the same thing.
5
The bird is bathing in the sink.
Birdie is washing itself in the water basin.
4

Two sentences are mostly equivalent, but some unimportant details differ.
Two boys on a couch are playing video games.
Two boys are playing a video game.

3

Two sentences are roughly equivalent, some important details differ/missing.
John said he is considered a witness but not a suspect.
“He is not a suspect anymore.” John said.

2

Two sentences are not equivalent, but share some details.
They flew out of the nest in groups.
They flew into the nest together.

1

Two sentences are not equivalent, but are on the same topic.
The woman is playing the violin.
The young lady enjoys listening to the guitar.

0

Two sentences are completely dissimilar.
The black dog is running through the snow.
A race car driver is driving his car through the mud.

embeddings are able to capture the semantic meaning of the original text. It provides a unified framework that allows for an extrinsic evaluation of multiple semantic
components that otherwise have tended to be evaluated independently and without
broad characterization of impact on NLP applications [5]. The STS framework can be
implemented for intrinsic or extrinsic evaluation as a grey/black box within NLP applications like Machine Translation (MT), Text Summarization, Question Answering
(QA), etc [6].
The first STS dataset was introduced in the SemEval 2012 Task [5], which established a comparable dataset that was specifically annotated for pairwise semantic
sentence similarity. Initially, STS only incorporated sentences written in the same
language, however, now more and more cross-lingual evaluations are becoming avail-
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able. Participating systems, whether monolingual or cross-lingual are evaluated based
on the degree to which their predicted similarity scores correlate with the STS scores.
The process of quantitatively assessing the semantic similarity between two text
snippets to come up with the STS scores is mostly done by training on humanannotated data. As with most annotation schemes in the general English language
domain, the text is manually labeled by human contributors. These systems are free
to use any scale or range of values for the scores they return [4]. Such an evaluation
technique helps approach the design of natural language models in a more flexible
way, just how any natural language would come to be. In addition, labeling by human
annotators that don’t necessarily have training in formal semantics allows for more
intuitive and organic applications in downstream NLU tasks.
STS is closely related to Paraphrase Detection (PARA) and Textual Entailment
(TE). Paraphrase Detection (PARA) is concerned with recognizing whether two snippets of text have the same or similar meaning. However, in STS, we are concerned
with the degree of similarity between the two snippets. Similarly, Textual Entailment
(TE) identifies discrete signaling as an entailment, a contradiction or a neutral relationship between candidate sentences [56]. Sentence similarity research explores the
methodologies for replicating or learning human judgment regarding the degree to
which a sentence is similar to another sentence. That is when they impart the same
or very similar meaning.
The English STS tasks commonly use a 6 point similarity scale. The lowest
similarity level, a 0, denotes two sentences being completely dissimilar by relatedness.
That is, the two sentences are not related to each other in any way. A similarity level of
1 denotes that the sentences are not equivalent but are topically related to each other.
A similarity level of 2 denotes a pair of sentences that are still not equivalent but agree
on some portion of what is being imparted. Levels 3 represents rough equivalence,
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with some cardinal information differing or missing. Level 4 denotes that the two
sentences are mostly equivalent, with minor differences in unimportant details. The
highest level, level 5 represents the pair of sentences being completely equivalent to
each other in full semantic terms, as they mean the same thing. Arbitrary similarity
scores between 0.0 and 5.0, such as 2.5 or 3.5, are used to reflect different levels of
equality in between. Figure 2.1 shows the annotation instructions given out to human
annotators for the STS task.

Figure 2.1: Annotation instructions for English STS task from SemEval-2014 Task
10 [3]
.
SentEval [18] is one of the most widely used evaluation toolkits for sentence embeddings. It constitutes 17 different downstream tasks, which include tasks for semantic textual similarity. The 2012–2016 STS benchmark tasks (STS12, STS13,
STS14, STS15, STS16, STS-B) measure the relatedness of a pair of sentences using
cosine similarity between the two representations. The evaluation criterion is Pear-
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son correlation/Spearman correlation. For our purposes, we do not evaluate on all of
the SentEval tasks, since it is meant for more generalized evaluations. We evaluate
specifically on the STS datasets.

2.2

Transformer and Attention

Figure 2.2: The Transformer - model architecture by Vaswani et al. [54]
.
The Transformer [54] is an architecture that aims to solve sequence-to-sequence
tasks while handling long-range dependencies with ease. Sequence-to-Sequence (or
Seq2Seq) is a neural network that transforms any given sequence of elements, like a
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sequence of words in a sentence, into another sequence. Just like Seq2Seq models,
the transformer networks consist of encoders and decoders as shown in figure 2.2.
However, it differs from other Seq2Seq models such that it does not use any Recurrent
Neural Networks (RNNs).
The encoder block has a layer of Multi-headed attention followed by another
layer of a Feed-Forward Neural Network. The Multi-headed attention allows the
transformer model to jointly attend to information at different positions. That is, the
attention mechanism helps to look at an input sequence and decides at each step, what
other parts of the sequence are important. This is called Self-attention and it helps
transformers detect relationships between the word within the sentence. Self-attention
is computed multiple times, independently and in parallel in the transformer, which
is why it is called as Multi-headed attention. The encoder block takes in the input
sequence and maps it into a higher n-dimensional vector. The decoder has the same
layers as the encoder and an additional Masked Multi-headed Attention layer.
Consider the sentence “The animal didn’t cross the street because it was too tired.”,
as shown in figure 2.3. To explore the association of the word “it” to other words, we
resort to self-attention. As shown in the figure, “it” refers to “The animal” the most
in the sentence. Similarly, with cross-attention, the multiple attention heads focus
on different words as we encode the word “it”. Here, one attention head focuses the
most on “The animal”, while the other one focuses on the word “tired”. That is, the
word “it” associates the most with “The animal” and “tired” in the sentence.
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a

b

Figure 2.3: (a) Transformer Self-attention and (b) Transformer Multi-headed attention. For more details, refer to The Illustrated Transformer [7]
.
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2.3

BERT

BERT [20] stands for Bidirectional Encoder Representations from Transformers. It
is based on the transformer architecture and uses deep bi-directional representations
from an unlabeled text by jointly conditioning on both right and left context in
all layers. This allows BERT to construct a pre-trained model capable of being finetuned with just one additional output layer. BERT uses a Masked Language Modeling
(MLM) objective for pre-training. MLM is a fill-in-the-blank task, where a word is
masked and the model is trained to predict that word based on its neighboring words.
BERT randomly masks token from the input and trains to predict the word solely
based on context. The model also uses a Next Sentence Prediction task that jointly
pre-trains text-pair representations.
BERT was the first model with fine-tuning capability to achieve state-of-the-art
performance on a variety of sentence-level and token-level tasks, even outperforming
many task-specific models. BERT can unambiguously represent either a single sentence or a pair of sentences in one token sequence. This allows the BERT architecture
to perform well on sentence embeddings tasks. However, BERT is not feasible for the
analysis of large-scale semantic similarity, clustering, and semantic search. This is
because BERT uses a cross-encoder. i.e., two sentences are passed into the network
and the target value is predicted. This setup does not scale well due to too many
possible combinations. For example: finding sentences with the highest similarity
among 10K sentence pairs requires BERT to make n(n-1)/2 = 49,995,000 inference
computations. Similarly, for a semantic search to find the most similar question to a
new question, all the questions need to be modeled for a pair-wise comparison with
BERT, which requires well over 50 hours. One of the most commonly used approaches
to get sentence embeddings is to compute an average of the BERT output layer (also
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called BERT embeddings) or by using the output of the first token (the [CLS] token).
This practice produces rather bad sentence embeddings, often even worse than GloVe
embeddings [48].

2.4

DeBERTa

DeBERTa [25] improves on BERT and RoBERTa models using two novel techniques.
The first is a disentangled attention mechanism, where each word is represented
using two vectors that encode its content and position, respectively. The attention
weights among words are then computed using the disentangled matrices. Secondly,
DeBERTa uses an enhanced mask decoder to incorporate absolute positions in the
decoding layer for predicting the masked tokens during model pre-training. The
architecture of DeBERTa is shown in figure 2.4.

Figure 2.4: The architecture of DeBERTa as shown in [1]
.
DeBERTa is pre-trained similar to BERT, using Masked Language Modeling. For
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this, DeBERTa uses content and position information of the context words. This is
done by using two types of encoding, that is, for content and for position respectively.
This allows the model to capture the attention weight of words based on not just their
contents but also their relative positions. For example, The words “machine” and
“learning” have a unique association when they occur together rather than when they
occur in different parts of the text.
The disentangled attention mechanism, however, does not consider the absolute
positions of the words. Consider the sentence “A new store opened beside the new
mall.” where the words “store” and “mall” are masked for prediction. The subject
of this sentence is “store” and not the “mall”, which demonstrates that even though
the local context might be similar for these words, the syntactic roles that they
play are different. Oftentimes, this depends largely on the absolute positions of the
words in the sentence. Thus, to incorporate this, DeBERTa includes absolute word
position embeddings right before the softmax layer where the model decodes. Since
the absolute position is only used as complementary information, the decoder in
DeBERTa is also termed as Enhanced Mask Decoder (EMD).
Consider a token in a sequence, at position i. The token is represented using two
vectors: its content as Hi and its relative position with respect to token at position
j as Pi|j . Cross-attention score between a pair of tokens at positions i and j is
calculated as the sum of three attention scores using disentangled matrices on contents
and positions, that is, sum of content-to-content, content-to-position and positionto-content. Here, position-to-position is ignored since relative position embeddings
already account for it. Thus, cross-attention is calculated as

>
Ai,j = {Hi , Pi|j } × {Hj , Pj|i }> = Hi Hj> + Hi Pj|i
+ Pi|j Hj>

(2.1)
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Similarly, the disentangled self-attention is calculated as

>
r
Āi,j = Qci KjC> + Qci Kδ(i,j)
+ Kjc Qrδ(j,i) >

(2.2)

Ā
Ho = sof tmax( √ )Vc
3d
where, H ∈ RN ×d denotes the input hidden vectors and Ho ∈ RN ×d denotes the
output of self-attention for N number of tokens and d dimension of hidden states.
Here, Ā is the attention matrix and Āi,j denotes the attention score from token i
and token j. A scaling factor of

√1
3d

is applied on Ā to help stabilize model training

[54].
The count vectors Qc = HWq,c , Kc = HWk,c and Vc = HWv,c are generated using
projection matrices Wq,c , Wk,c and Wv,c ∈ Rd×d respectively. P ∈ R2k×d is the relative
position embedding vector that is shared across all the layers. Qr = P Wq,r and
Kr = P Wk,r are the relative position vectors generated using Wq,r and Wk,r ∈ Rd×d
respectively. Qci is the i-row of Qc , Kjc is the j-the row of Kc . δ(j, i) is the relative
distance between token i and j.

2.5

Related Techniques

In this section, we present literature reviews of state-of-art models and research
methodologies dedicated to generating powerful sentence embeddings. More specifically, we discuss data sources used, methodologies, and results as reported by the
authors from the models. We explore four major sentence embedding techniques based
on their results, usage and popularity - 1) SentenceBERT (Section 2.5.1), 2) Universal Sentence Encoder (Section 2.5.2), 3) InferSent (Section 2.5.3), and 4) Sent2Vec
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(Section 2.5.4). Then, in Section 2.5.5, we provide a summary of our sentence encoder
model and compare it with the reviewed models.

2.5.1

SBERT

Sentence-BERT, also called SBERT [48] is a model based on the BERT/RoBERTa architecture that allows two sentences to be processed simultaneously to obtain sentencelevel embeddings. Although BERT and RoBERTa have recorded impressive performance on sentence-pair regression tasks like STS, the models need both sentences to
be fed into the network in a pair [48]. As discussed in Section 2.3, this causes massive
computational overhead such that finding the most similar sentence pairs in a collection of 10,000 sentences using BERT takes about 50 million inference computations
(∼ 65 hours). SBERT was able to bring down the computation time to around 5
seconds, while still maintaining the accuracy from BERT. SBERT uses Siamese and
triplet networks that allow fixed-sized vectors to be generated for input sentences.
Sentence similarity is calculated using cosine similarity. SBERT and SRoBERTa also
outperform other state-of-the-art sentence embeddings methods on common STS and
transfer learning tasks.

Methodology
SBERT/SRoBERTa derives fixed-sized sentence embeddings by adding a pooling operation to the output of BERT/RoBERTa. Three pooling strategies are compared:
Taking the mean of all output vectors (MEAN-strategy; default), using the output of
the [CLS] token, computing a max-over-time of the output vectors (MAX-strategy).
The model is trained on a combination of the SNLI (A collection of 570K sentence
pairs that are labeled as either contradiction, entailment, or neutral) and the MultiGenre NLI dataset (A collection of 430K sentence pairs annotated with same labels
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as SNLI). The model was also fine-tuned with a 3-way softmax-classifier objective
function for one epoch. The batch size for training was set to 16. Adam optimizer
with a learning rate of 2 × 10−5 , and a linear learning rate warm-up over 10% of the
training data was used.

Evaluation
Cosine similarity is used to compare embeddings for two sentences. Negative Manhattan and negative Euclidean distances were also evaluated, for which the results
remained roughly unchanged. On STS tasks 2012–2016 and STS benchmark data,
SBERT with an average correlation of 79.23 was able to largely outperform BERT
(54.81 with averaging embeddings and 29.19 using [CLS] token output), Universal
Sentence Encoder (74.92), and InferSent (68.03) without any STS specific training
data. However, SBERT performed worse than Universal Sentence Encoder for the
SICK-R dataset. This is attributed to Universal Sentence Encoder being trained on
various datasets complimentary to SICK-R whereas SBERT was trained on Wikipedia
(via BERT) and NLI data. When trained on the STS benchmark (STS-B) dataset,
BERT, SBERT, and SRoBERTa showcase marginally close performance. Meanwhile,
first training on NLI and then training on STS-B leads to an improvement by 1–2
points for SBERT/SRoBERTa and 3–4 points for BERT.

Discussion
While SBERT is the most successful model for generating sentence embeddings across
a wide variety of tasks, the obtained embeddings are general-purpose. SBERT uses
the same pooling techniques, as in previous research to produce the sentence embeddings. These embeddings, thus, are diluted with much more information than just
the semantic information that we are interested in. In order to correctly isolate and
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capture semantic information, we need to get rid of the additional data that comes
with these general-purpose sentence embeddings. Only then, the embeddings will
truly deliver to our requirements of the STS task.
On the STS Benchmark dataset, the SBERT-large model does not perform very
well, with a Spearman’s correlation of 0.792. When fine-tuned on the STS Benchmark
dataset, the correlation improves by 1-2 points. Similarly, training on both the STSbenchmark dataset and NLI further takes the correlation to 0.861. When trained on
NLI and STS benchmark, the BERT model outperforms the SBERT model with a
correlation of 0.887.

2.5.2

Universal Sentence Encoder

Google’s Universal Sentence Encoder [13] is a model that encodes sentences into
embedding vectors. The use of these vectors are specifically targeted towards transfer
learning to other NLP tasks. Two variants of the model were presented along with a
comparison of accuracy and computational needs: 1) Transformer-based model, and
2) Deep averaging network (DAN) model. It was shown that transfer learning using
sentence embeddings was able to attain surprisingly good performance with minimum
task-specific training data. The model was able to perform very well on the Word
Embedding Association Tests (WEAT) that are targeted towards detecting model
bias.

Methodology
There are two variants of the model: one is based on the Transformer architecture
and the second one is created as a Deep Averaging Network (DAN). The transformerbased model achieves high accuracy but requires more computational resources. It
generates context-aware word embeddings using the encoder sub-block of the trans-

21
former architecture. The word embeddings are converted into fixed-length sentence
encodings by taking the element-wise sum of the representations at each word position.
The models were trained on unsupervised training data collected from online
sources including Wikipedia, news, question-answer pages, and discussion forums.
Unsupervised learning was augmented by training on supervised data from the Stanford Natural Language Inference (SNLI) corpus, which was found to improve performance.
The models were evaluated on a set of transfer tasks including SST, STS Benchmark, TREC, MR, CR, SUBJ, and MPQA datasets. For sentence classification, the
output of the two models was provided to a task-specific feed-forward deep neural
network (DNN). The word embeddings were first averaged and then fed into the DNN
to generate fixed-length sentence embeddings. For the pair-wise sentence similarity
task, the similarity of the sentence embeddings from the models was directly evaluated. Cosine similarity between the two sentence embeddings was calculated and
then arccos was used to convert it into an angular distance.

Evaluation
Transfer learning from Transformer-based sentence encoder was found to perform as
well as or even better than transfer learning from DAN encoder. For some tasks,
the simpler and faster DAN proved to be much more effective. Another interesting
observation was that the best-performing models made use of both sentence and
word level transfer. The model that used sentence-level transfer clearly outperformed
models that used only word-level transfer.
On the STS Benchmark dataset, the Universal Sentence Encoder using Transformer (USE T) model was able to achieve a Pearson’s correlation of 0.782. Similarly,
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the Universal Sentence Encoder DAN (USE D) model was able to achieve a correlation
of 0.719.
The DAN-based model is computationally more efficient (linear in the length
of input sequence) but it has slightly lower accuracy. However, for short sequences
transformer model (stores unigram embeddings) requires nearly half as much memory
as DAN model (stores unigram and bigram embeddings).

Discussion
It is evident that models that use sentence embeddings perform marginally better than
models that use word embeddings. Results showing models that use both sentence and
word embeddings surpassing the performance encourages us to investigate a similar
approach on our model as well.
Although the DAN model scales much better as compared to the Transformer
model, utilizing GPUs over CPUs might make much more impact for the Transformer
model. The accuracy and memory trade-offs between the two models ultimately
should be evaluated as per the application at hand.

2.5.3

InferSent

InferSent [19] was proposed to generate universal sentence embeddings using the supervised data from the SNLI corpus. The authors compare sentence embeddings
trained on different supervised tasks and show that the embeddings drawn from
models trained on a Natural Language Inference (NLI) task reach the best results
for transfer accuracy. They attribute the suitability of NLI for such training to the
fact that it constitutes reasoning about semantic relationships within sentences. The
study compares 7 different architectures for encoding. During their comparative analysis, it was shown that training an encoder based on Bi-directional LSTM with max
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pooling on the SNLI corpus gave the best results. This model was not just better in terms of results but it was also much faster to train. The learned sentence
representations are universal like the models discussed previously.

Methodology
The NLI task is used to train the universal sentence encoder model. The model was
trained on the SNLI dataset that contains 570K sentence pairs which are manually
labeled as one of entailment, contraction, or neutral. A shared sentence encoder
outputs a representative vector that is fed into a 3-class classifier with multiple fullyconnected layers culminating into a Softmax layer.
For a given sequence of T words {wt }t=1,...,T , a BiLSTM is used to compute a
set of T vectors {ht }t . Here, ht represents the concatenation of the forward and the
backward LSTM that reads the sequence from two directions:

→
−
−−−−→
ht = LST M t (w1 , ..., wT )
←
− ←−−−−
ht = LST M t (w1 , ..., wT )
→
− ←
−
ht = [ ht , ht ]

Here, the varying number of {ht }t is combined into a fixed-size vector using max
pooling [17].

Evaluation
The sentence embeddings are evaluated by using them as features in a variety of
transfer tasks from SentEval [18]. The tasks include Semantic Textual Similarity,
Binary classification and Multi-class classification, Entailment and Semantic Relat-
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edness, Paraphrase detection, and Caption-Image retrieval. InferSent model trained
on 570K sentences was able to outperform SkipThought that was trained on 64M sentences. The BiLSTM-max model trained on SNLI was able to surpass SkipThought
vectors on Movie Review (MR), Product Reviews (CR), Opinion Polarity (MPQA),
Sentiment Analysis (SST), Paraphrase Identification (MRPC), Semantic Similarity
and Relatenedd (SICK-R, SICK-E and STS14) datasets.
The model was augmented to additionally train on MultiNLI corpus [63], which
is a multi-genre version of SNLI with 433K sentence pairs. This gave a significant
performance boost as compared to the original model trained only on the SNLI task.

Discussion
The paper explores how larger datasets that rely on natural language understanding
can be much more advantageous for improving the quality of semantically meaningful
sentence embeddings. The hypothesis that NLI is suitable as a training task since it
is an understanding task that involves reasoning about the semantic relationship can
prove to be a useful insight.

2.5.4

Sent2vec

Sent2Vec [42] is a simple and efficient model that uses an unsupervised objective to
train distributed representations of sentences. The model is an extension of the CBOW [40] training objective where sentences are trained instead of words embeddings.
The model has the advantage of performing well on various tasks while keeping the
model simplicity, and the training and inference complexity relatively low.
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Methodology
The model is largely inspired by simple matrix factor models (bi-linear models) that
have been utilized for learning unsupervised word embeddings. The fixed-length context windows used in C-BOW were modified to include entire sentences (of arbitrary
length). This is similar to what was done in FastText classifier [28]. The sentence
embedding was obtained via averaging of the source word embeddings that it constitutes.
The sent2Vec model was trained on three different datasets: The Toronto book
corpus, Wikipedia sentences, and tweets. The model was further augmented by learning source embeddings including n-grams and not just the unigrams. To predict a
missing word, the objective models the Softmax output approximated by negative
sampling. Subsampling was also used to mediate strong biases in the prediction task.

Evaluation
The model demonstrated strong performance when transferred to a wide range of supervised and unsupervised NLP benchmark tasks. For supervised learning, sentence
embeddings were combined with logistic regression to predict the target classes. The
performance was evaluated on Paraphrase identification (MSRP) [22], classification of
Movie Review sentiment (MR) [44], Product Reviews (CR) [26], Subjectivity Classification (SUBJ) [43], Opinion Polarity (MPQA) [61], and Question type classification
(TREC) [57]. For unsupervised learning, cosine similarity was used to calculate the
correlation between two sentence embeddings. The performance was evaluated on the
STS 2014 dataset [3] and SICK 2014 dataset [38].
The model was able to outperform other common models like ParagraphVec
DBOW, Skipgram, C-BOW, Unigram TF-IDF, SkipThrought, and FastSent on the
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STS 2014 and SICK 2014 dataset with an average Spearman/Pearson correlation of
.65/.68.

Discussion
The Sent2Vec model was able to outperform, on average, many other unsupervised
and even semi-supervised models. This demonstrates the high generality of the model.
The complexity of the embeddings both during training and inference is only O(1)
vector operations per word processed. This allows the model to learn from large
datasets in a streaming fashion and provide faster inference, in contrast to neural
network-based architectures.
However, when compared to stronger architectures based on transformers, the
model’s ability to perform well on various downstream NLP tasks has not been evaluated. Although the model is simple and efficient to use, it may not be qualified to
outperform the current state-of-the-art in transfer learning.

2.5.5

Summary - Comparison with DeBERTa-based encoder model

In summary, multiple sentence models have been proposed and implemented to generate sentence embeddings. A majority of these models operate on top of larger
pre-trained models like BERT. In this study, we will use DeBERTa for our encoder
model. DeBERTa has outperformed BERT/RoBERTa on a majority of NLU tasks
with 80 GB of training data. It was also the model that surpassed T5-11B, and
human performance on SuperGLUE benchmark [58] for the first time. The largest
DeBERTa model, V2-XXLarge has 1.5B parameters, which also motivates us to use
it over other larger models like T5 that has 11B parameter.
Data Used. For the purpose of Semantic Similarity, there are various datasets
that have been published. These datasets are created with the STS tasks in mind. As
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for training, the pre-trained transfer models are trained on a wide array of publicly
available datasets. Most of the models are trained on the SNLI corpus along with
some other sources like Wikipedia, Multi-Genre NLI (MNLI), Tweets, and Web news.
DeBERTa is trained on Wikipedia (English Wikipedia Dump; 12 GB), BookCorpus
(6GB) [67], OPENWEBTEXT (public Reddit content; 38 GB) [23], and STORIES (a
subset of CommonCrawl; 31 GB) [53]. The total data size after data de-duplication
[49] is about 78G.
For evaluation, a standard set of supervised as well as unsupervised benchmark
tasks from the literature is used to evaluate the trained models. As the models we discussed are intended to produce general-purpose sentence encoding, they are evaluated
on a wide variety of NLU datasets. The models listed in 2.5 evaluate on SentEval that
contains datasets including: Classification of movie review sentiment (MR), product
reviews (CR), subjectivity classification (SUBJ), opinion polarity (MPQA) and question type classification (TREC). Besides SentEval, they also access performance on
STS Benchmark, STS tasks 2012-2016, and the SICK-Relatedness dataset. For the
purpose of this research, we are only interested in semantic similarity, thus we evaluate the datasets related to the same, that is, STS Benchmark, STS tasks 2012–2016,
and the SICK-Relatedness dataset.
Methodologies. An encoder-based model processes each item in an input sequence and compiles the captured information into high dimensional vectors. The
sentence embedding models discussed in Section 2.5 use one or another kind of pooling
technique on the encoder output in order to generate fixed-size sentence embeddings.
These pooling techniques may work well for general-purpose sentence embeddings
that can be used in a variety of downstream NLP tasks like Text classification, Clustering, Semantic Similarity, Question Answering, and so on. However, we are in
pursuit of more specialized embeddings that can isolate and capture the semantic
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essence of sentences. Our hypothesis is that simply pooling the encoder output does
not work well for isolating semantic information. This is because, when pooling, no
data is filtered out from the encoder output. We know that the encoder captures
several characteristics of the input text sequence and outputs the encoding.
Thus, instead of aggregating everything together, we use a novel approach to
generate sentence embeddings for semantics. We propose a matrix reduction technique that allows the network to drop non-semantic information and more efficiently
combine the semantic information from across the sentence to develop a fixed-sized
representation for the entire sentence. It involves putting an FCNN on top of the
N × d stacked vector, which forces the outcome into an acceptably sized vector (1 × d,
in this case). The N × d output from the encoder is then passed through the hidden
layers inside the FCNN, slowly reducing the size of the output vector, until we get the
desired vector length of 1 × d. Once we have the fixed-size embeddings, we fine-tune
our DeBERTa-based encoder model to predict the semantic sentence similarities.
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Chapter 3

Sentence Embeddings

Sentence embeddings are numeric vectors that capture different properties of a sentence such as syntax, semantics, lexicon, pragmatics, interpretation, and so on. In
this study, we are interested in exploring the semantic properties of a sentence.
Here, we introduce semantic sentence embeddings (Section 3.1) and explain why
generating fixed-size sentence embeddings is necessary for NLP implementations.
Then, we describe sentence pair modeling in Section 3.1.1, which is a technique
that is used to train STS models and explain how it is used to compare semantic
similarity between two candidate sentences. In Section 3.1.2, we discuss why we use
cosine similarity for our pair-wise comparisons out of the different metrics available
for comparing sentence pairs.

3.1

Semantic Sentence Embeddings

Semantic sentence embeddings capture the meaning of a sentence and its constituents
in a numeric format. To do this, we process the sentence as a whole instead of dealing
with individual words. Consider two sentences - “How old are you?” and “What is
your age?”. We can evaluate both of these sentences to be semantically similar
(having the same meaning) even though they have no syntax or words in common.
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On the other hand, consider a second pair of sentences: “I hate myself for doing that.”
and “I hate it when I do that.”. These two sentences are not semantically equal, even
though they share syntax and word structures. Thus, it is necessary to understand
the context, intention, and other semantic nuances in the sentence as a whole, to be
able to understand the meaning of the sentence.
Once we have the semantic sentence embeddings, we can directly compare sentences using their respective vector representations. The idea is that sentences that
are closer in meaning to each other must be close together in the vector space, by
some metric. These vectors can thus be used to find sentences that are similar to a
given sentence or even cluster groups of sentences that impart the same or similar
meaning.
The standard NLP approach is to generate general-purpose sentence embeddings
and apply the sentence model to downstream tasks like STS. That is, fine-tuning is
carried out using an STS dataset to direct the sentence embeddings towards capturing
the desired semantic information. The first step in STS is learning fixed-size sentence
embeddings. Here, the majority of prior works use techniques to simply combine
or aggregate word embeddings from all the words within a sentence. While this
approach is widely used, there has been no evidence that this technique produces
the best results for capturing semantic information within sentences. It is not even
studied if, these embeddings are able to isolate semantic information amongst other
information in sentences.

3.1.1

Pair-wise Sentence Similarity

In order to be able to compare if sentence embeddings are semantically similar, we
use the sentence pair modeling technique. Sentence pair modeling is the process
of comparing two sentences and their relationship with each other based on their
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Table 3.1: Pair-wise Sentence Similarity
Sentence 1
How old are you
The food was bad
The dog is hungry
..
.

Sentence 2
Similarity
What is your age
0.99
The food was awful
0.78
The plane has taken off
0.00
..
..
.
.

individual internal representation. This technique is widely used in NLP for a variety
of tasks, which includes comparing the semantic similarity between two sentences.
Given two sentences S1 and S2 , the embeddings for both the sentences are generated separately. Once the embeddings are obtained, the two sentences in the pair are
compared to determine if they are similar or dissimilar. This comparison is frequently
modeled as a classification (e.g. entailment, neutral, or contradiction ) or regression
(e.g. scale between 0 to 5). Regardless of the type of the learning objective, the
main motivation behind evaluating pair-wise sentence similarity is the assumption
that comparing sentences in pairs is equivalent to comparing a sentence to any other
sentence. In our task, we will also use the same concept to compare and evaluate our
sentence embeddings to one another. Two sentences in a pair will be passed into the
encoder where attention will be applied across the input tokens.
There are two main approaches used when carrying out pair-wise sentence modeling in an encoder-based model: 1) Cross-encoders [65][55], where both sentences
are simultaneously passed into the network and 2) Bi-encoders [39][21], where each
input sentence is independently mapped into a dense vector space and combined at
the end for a final representation. Since bi-encoders generate separate encodings for
each sequence, they are able to cache the representations and reuse them for each
input resulting in fast prediction times [27]. On the other hand, cross-encoders need
to recompute representations for each input and label and this causes computational
overhead. In this study, we use bi-encoders, and thus, feed each input sentence in the
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pair separately into the encoder.

3.1.2

Cosine Similarity

In order to be able to compare the numeric vector representations of sentences with
each other, we need a distance metric to calculate and analyze the relationship between the vectors. One of the most widely used metrics for this purpose is cosine
similarity. Cosine similarity measures the similarity between two vectors of an inner
product space by computing the cosine of the angle between the vectors.
Given two vectors A and B, the cosine similarity between them is calculated as

cos(θ) =

A.B
||A||B||

In this study, we use cosine similarity to compare the sentence embeddings with
each other. To compute the cosine similarity between a sentence pair S1 and S2, the
sentences are first converted into vectors that can be numerically processed. Each
word in the sentences defines a dimension in euclidean space and their frequencies
corresponds to the value in the dimension respectively [51]. Here, cosine similarity
between S1 and S2 is
S1.S2
||S1||S2||
n
X
where, S1.S2 =
S1i S2i
cos(S1, S2) =

i=1

Cosine similarity is preferable because even if two similar sentence vectors are far
away from each other by euclidean distance (due to varied size), cosine similarity can
identify how close they are oriented with each other. Smaller angles represent a higher
cosine similarity which is close to a value of one, which means that the sentences are
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closer to each other. Similarly, a lower cosine similarity between two sentence vectors,
that is, a value closer to zero indicates that the two sentences are not closely related
in characteristics.
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Chapter 4

Scientific Rationale

One of the main motivations behind this research is to find an optimal way to generate
fixed-size sentence embeddings that capture semantic information well. Pooling is a
technique in NLP that allows us to downsample an input to a fixed-sized output. It is
often used to aggregate hidden states at different time steps (i.e., words in a sentence)
to obtain sentence embeddings [15]. It is common practice to simply combine or
aggregate the output from the encoder layers to create a fixed-size sentence vector.
This technique has been applied since the very beginning when the STS task was
introduced in models like BERT [20], DeBERTa [25], SBERT [48], Universal Sentence
Encoder [13] and so on.
In this chapter, we implement some of these pooling techniques to compare our
results with the existing models. We use the DeBERTa encoder to get the output of
hidden states from the final layer with the shape (N × d). Then, we applied average
pooling to get a downsampled (pooled) vector of shape (1 × d), which represents the
sentence embedding. The results are reported on the development split of the STS
Benchmark dataset using Spearman’s correlation.
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4.1

Mean-pooling

Models like SBERT use a mean pooling strategy for generating fixed-size sentence
embeddings. In [66], the authors compare between three pooling strategies - using
the output of the [CLS] token, taking a mean over the output vector (mean pooling),
and computing a max-over-time of the output vectors (max pooling). It was shown
that the mean pooling strategy worked the best on both the NLI and STS-B datasets
out of all the three strategies that were compared. It was also shown that the maxpooling strategy performed significantly worse than mean pooling or using [CLS]
embeddings.
Table 4.1: Spearman rank correlation (ρ) with different pooling strategies on the
development set of the STS-B dataset
Pooling Strategy
MEAN pooling
MAX pooling
CLS embeddings

NLI STS-B
80.78 87.44
79.07 69.92
79.80 86.62

To evaluate the performance of mean pooling on our task, we computed an average of the encodings from the last hidden states from fine-tuned DeBERTa output.
last hidden states represents the output from the final layer in the encoder model.
Averaging across the final hidden layer states gave us a Spearman’s correlation of
0.80. While the result was satisfactory, we show later in Section 6.1 that this strategy
does not perform as well as our proposed pooling strategy. One of the reasons why
the mean pooling technique might not work so well for encoding semantic information
is that during averaging we are combining everything together into a smaller vector.
During this process, we do not get rid of any additional information related to the input sentence like syntactic or lexical information. Such additional noise contaminates
the semantic information that we are trying to detect in the hidden states.
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4.2

Self-attention pooling

The self-attention pooling method utilizes the self-sentence (inner) attention mechanism used in Transformer-based models. Self-attention is used to associate each word
in a sentence to other words in the sentence. It has been found that this helps the
model learn about the structure of the sentence. Due to this reason, it is assumed
that self-attention can capture semantic relationships between words in sentences.

Figure 4.1: Output returned by the HuggingFace DeBERTaV2 model, where hidden states is the model output of each layer plus the initial embedding outputs and
attentions is the attention weights used to compute the weighted average in the selfattention heads.
An intra-sentence level attention mechanism was proposed in [16], where it was
used with an LSTM network. Similarly, attention was also used in [54] for applications in neural machine translation. A multi-head scaled dot-product attention was
used to represent each word by the weighted summation of the rest of the words
in the sentence. Self-attention-based pooling was proposed in [35], where scalar
structure/multi-head self-attention was used for generating sentence embeddings.
For this pooling strategy, we used the attentions that are one of the outputs that
can be extracted from the encoder model as shown in figure 4.1. These are the
attention weights after the attention softmax that are used to compute the weighted
average in the self-attention heads. We first averaged the attention heads across
the last layer. Then, we took the encoder hidden states and multiplied it by the
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respective attention score and finally averaged them. This gave us a weighted average
of the sentence embedding. The self-attention pooling strategy gives us a Spearman’s
correlation of 0.867, which was much better than the simple mean pooling strategy.
However, it suffers from the same problem as discussed in mean pooling, that is, it
does not filter out any additional information other than the semantic information.

4.3

Pooling using Autoencoder

An autoencoder is a neural model where the output units are directly connected
with or identical to the input units [34]. It typically consists of an encoder that
compresses a representation and a decoder that attempts to reconstruct it. Autoencoder was proposed in [10] for pre-training artificial neural networks. They have been
widely utilized in NLP for applications in Textual Reconstruction. They are also
used for denoising and dimensionality reduction, which was interesting to us. In [41],
the authors experimented by using autoencoders to learn fixed-vector summaries of
sentences in an unsupervised learning task.

Figure 4.2: The essential structure of an autoencoder as shown in [14]. It is composed
of an encoder f and a decoder g. The training loss of the model is measured as the
distance d between the input x and its reconstruction x0 = (g ◦ f )(x).
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We fed the output of the DeBERTa encoder into an Autoencoder network. The
encoder progressively forces the dense vector into a (1×d) sentence embedding and the
decoder attempts to reconstruct it back to the original (N × d) matrix. The goal was
to have a lower-dimensional representation of the input. This was done by limiting the
amount of information flowing through the network. We got a Spearman’s correlation
of 0.53 with autoencoders. Autoencoders was believed to perform the worse because
it works in a self-supervised manner and it only trains on reducing/reproducing the
matrix. The network not really trained to capture any semantic information.
However, exploring the working mechanisms of autoencoders deemed to be interesting to us because of its capability to reduce dimensionality of the input while
ignoring insignificant data (noise). We take inspiration from the hierarchical structure of the autoencoders to design a pyramid-shaped FCNN network that is identical
to the fully-connected encoder network in autoencoders. We train this network on a
supervised objective such that it can learn to combine useful semantic information.
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Chapter 5

Semantic Sentence Encoder Model

In Chapter 4, we showed that the current pooling techniques are not up to par
when it comes to extracting semantic information into sentence embeddings. This
observation further supports our previous discussion in Section 1.1, where we argued
that current heuristic pooling approaches are not ideal for extracting semantically
meaningful sentence embeddings. To improve on this, we introduce an FCNN-based
pooling technique that reduces the (N × d) encoder output to a fixed-size vector of
size (1 × d) in Section 5.1.
Then, we go into the details of the overall architecture of our proposed semantic
encoder model in Section 5.2. Our semantic encoder model has two main parts: 1)
a DeBERTa encoder-based feature learning model, and 2) an FCNN layer on top
of the encoder that generates fixed-size embeddings from the encoder output. The
DeBERTa encoder generates a dense vector representation for each sentence fed into
it. We incorporate an FCNN layer on top of the DeBERTa encoder to derive fixedsized sentence embeddings that capture semantic information. After obtaining the
fixed-sized embeddings, we train the model to predict the gold similarity scores using
cosine similarity as our metric. We use a regression objective to calculate a similarity
score between 0.0 and 5.0 according to the distributed representations derived from
the transformers.
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5.1

FCNN-based pooling

Figure 5.1: Our pyramid shaped FCNN network architecture for generating fixedsize sentence embeddings from dense DeBERTa encoder output. The dense input is
collapsed into progressively smaller size as it is passed through each neural layer in
the FCNN network.
FCNN stands for Fully Connected Neural Networks, which is a type of artificial
neural network where all the neurons in previous layer are connected to the neurons
in the next layer such that the output dimension depends on each input dimension.
This FCNN layer will be added on top of the encoder model that will slowly collapse
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the (N × d) matrix to output a (1 × d) matrix. The FCNN is trained on the STS
benchmark data to combine semantic information from across the sentence while
dropping out non-semantic information.
The structure of the FCNN is shown in figure 5.1. We use an input size of 128
for our semantic encoder model, which represents 128 tokens in an input sentence.
Thus, the output of our encoder model is a matrix of size (128 × d). There are 8
linear layers inside the FCNN. In each layer, we reduce the size of the matrix by
reducing the hidden size by a factor of 8. We repeat this until we get an output of
size (1 × d) from the final layer of FCNN. The output of the FCNN is a composition
of what it encodes, which is subsequently refined throughout the model’s layers via
residual connections to produce the final output distribution that captures semantic
information in the input sequence. The number of hidden layers and the number of
neurons in each hidden layer in the FCNN was chosen through a series of empirical
evaluations. The current combinations gave us the best results.
Although compression with FCNN is not a popular technique, we use it because
it achieves pretty good results and is easy to implement. The major advantage of
fully connected networks is that they are “structure agnostic” i.e. there are no special
assumptions needed to be made about the input. It might seem odd that removing
weights from a neural network wouldn’t drastically harm its performance. It was
shown in [32] that one could reduce the size of a neural network by selectively deleting
weights. The authors found it was possible to remove half of a network’s weights and
end up with a lightweight, sometimes better-performing network.

Training the FCNN model
For training the FCNN model, we feed each sentence in a pair one at a time into
the semantic encoder to get the last hidden states output from the encoder. The
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Figure 5.2: FCNN training with two forward passes and one backward pass.
last hidden states contains the output of the final layer of the encoder model. We
only use hidden states from the final layer because this layer is assumed to encapsulate
all the information that the encoder has learned. This is a dense vector having
shape (N × d). In order to reduce it into a one-dimensional vector, we pass the
last hidden states to our FCNN model. This is done one by one for each sentence
in the pair like before. The FCNN has a pyramid-shaped structure that collapses the
(N × d) matrix into (1 × d). As the hidden states pass through each layer in the
FCNN, the size is progressively reduced in each layer.
Similarly, the hidden size d depends on the chosen encoder model. In our case, we
use the DeBERTa xx-large version that has a hidden size of 1536, so d is 1536. This
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number can be varied when experimenting between different encoder models.
Since we feed the two sentences in a pair in two passes, the forward propagation
in the FCNN network take place in two distinct phases. Once we have the onedimensional vector from each of the two sentences, we calculate the cosine similarity
between them. Then, we predict the similarity score between the two sentence pairs
using Spearman’s correlation. This predicted similarity score is compared against
the gold label scores and the loss is calculated. Mean Square Error (MSE) is used to
compute the loss and it is fed back into the FCNN network in a backward propagation
step where the gradients are computed to minimize loss.
In order to speed up the process, we train the FCNN model in a batch of 6
sentences. We train the pooling network for 10 epochs, with an Adam optimizer and
a learning rate of 1e − 3. The total training time was 157 minutes and 07 seconds on
an RTX 8000 GPU.

5.2

Semantic Encoder Model

For a sequence of N words (w1 , w2 , ..., wN ) the encoder computes a set of d hidden
representations (h1 , h2 , .., hd ). A sentence as a whole is represented by the vector
thrown out of the last hidden layer, hd . We take the dense vector of size (N × d) from
the last hidden layer and convert it into a fixed-size representation of size (1 × d).
We use the Transformers library 4.5.0 from HuggingFace [64], where we utilize
PyTorch 1.7.1-based DeBERTa-v2 model. The tokenizer in V2 uses a new vocabulary
of size 128K built from the training data and instead of the GPT2-based tokenizer in
the previous version, the tokenizer uses SentencePiece tokenizer [31]. The V2 model
also uses an additional convolution layer besides the first transformer layer to learn
better local dependencies of input tokens. We use the DeBERTA V2 XXLarge model

44

Figure 5.3: Semantic encoder model based on Fine-tuned DeBERTa
with 1.5B parameters. The model has a hidden size of 1536 and 48 layers in total.
In order to be able to use DeBERTa for the downstream STS task, we fine-tune the
pre-trained DeBERTa model to produce sentence embeddings that are semantically
meaningful. For fine-tuning, we use the STS Benchmark dataset that contains pairs
of sentences and semantic similarity in the range 0 to 5. Cosine similarity is used as
a measure of the cosine of the angle between the sentence embeddings for the two
sentence pairs. This cosine similarity value is between the range 0.0 (no similarity)
and 1.0 (semantically equal). The gold labels are also converted between the range
0.0 and 1.0 by dividing each label similarity score by 5.0. Spearman’s rank correlation
[50] is computed between the predicted scores and the label scores. The details of the
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choice of correlation metric used can be found in Section 6.1. A higher correlation
represents a similar observation (highly correlated) and a lower correlation value
represents a dissimilar observation (less correlated) between the embeddings.

5.3
5.3.1

Training Details
Dataset

The STS benchmark dataset [12] is a collection of sentence pairs in the English
language with a corresponding semantic similarity score. It is a selection from the
English STS shared tasks between 2012 and 2017. The dataset includes text from
image captions, news headlines, and user forums. There are 8628 sentence pairs.
The gold label, the semantic similarity score is between 0 to 5, with 0 being least
similar and 5 being the most similar. An example of a sentence pair with semantic
equivalence from the STS benchmark dataset is- “A woman peels a potato.” and “A
woman is peeling a potato.”. Similarly, an example of a sentence pair from the STS
benchmark dataset with no semantic relation is - “A woman is dancing.” and “A
man is talking.”.
The data is divided into train, dev, and test splits. The number of sentence
Table 5.1: STS Benchmark breakdown by source
genre
news
news
news
captions
captions
captions
forum
forum
forum

file
MSRpar
headlines
deft-news
MSRvid
images
track5.en-en
deft-forum
answers-forums
answer-answer

years
2012
2013-16
2014
2012
2014-15
2017
2014
2015
2016

train
1000
1999
300
1000
1000
0
450
0
0

dev
250
250
0
250
250
125
0
375
0

test
250
250
0
250
250
125
0
0
254
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Table 5.2: STS Benchmark train-dev-test splits
news
caption
forum
total

train
3299
2000
450
5749

dev
500
625
375
1500

test
500
625
254
1379

total
4299
3250
1079
8628

pairs in each split as well as the source that the sentences were derived from is
shown in table 5.2. The development set can be used to design new models and
tune hyperparameters. The test set is used after the model has been trained and
configured.
The STS-B dataset is also a part of the GLUE development set, that was introduced by Wang et al. [59]. It lies under the criteria of Similarity and Paraphrase
tasks and thus was targeted to be used in Semantic Textual Similarity (STS) task.

5.3.2

Preprocessing of Sentence Pairs

We configure the DeBERTa-V2 model to output the hidden states from all the attention layers. The hidden states is a tuple of shape (batch size, sequence length,
hidden size) and it contains the hidden states of the model from each layer along
with the initial embedding output.
Then we tokenize the sentences, that is, each input sentence is split into words.
This is done using DebertaV2Tokenizer from HuggingFace, which is based on SentencePiece. To speed up the tokenization process, we tokenize the sentences in batches.
Since longer sequences are expensive to train on, to speed up our training process
each sentence is also either padded or trimmed to a uniform length. We implement
padding to make all the sequences into a uniform length. Every sentence in the
dataset is padded into a length of 128. We also implement truncation to reduce the
size of sentences longer than 128 tokens.
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Figure 5.4: An example of sample sequence tokenization and detokenization using
DeBERTaV2Tokenizer, which is based on SentencePiece. SentencePiece treats the
input text as a sequence of Unicode characters. To handle white-spaces, SentencePiece
escapes the white-spaces with the meta symbol “ ” (U+2581). Since white-space is
preserved, detokenization can be performed without any ambiguities.
Special tokens are concatenated to the sequence after which the DeBERTa sequence has the following format:
• Single sequence A : [CLS] A [SEP]
• Pair of sequences (A, B) : [CLS] A [SEP] B [SEP]
The special tokens help the model track where sentences begin and end during
the training process. Specifically, for each input sentence S, we add the [CLS] token
and [SEP ] token to the beginning and end of the sentence. [CLS] is added to the
beginning of the sequence token and [SEP ] marks the end of the sequence token. In
multiple sequences, [SEP ] is used as a separator token to differentiate between two
sequences.
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5.3.3

Training Setup

For our pairwise sentence training, let W = {wi w
i=1 } be our vocabulary of words.
Given a set of training sentence pairs X = {(Ai , Bi )}, our goal is to train the semantic
encoder model M such that for all (A, B) ∈ X, the predicted similarity score SAB
0
predicts the actual score SAB
with a high accuracy.

We define a regression loss function L : R × R → R and train the model M to
0
minimize L(SAB , SAB
). That is, given a pair of sentence (A, B) ∈ X, we compute the

embeddings α(A) and α(B) for sentence A and B respectively. Then, we use cosine
similarity as discussed in Section 3.1.2 to get the similarity score (SAB ) denoted by
SAB = Cos(α(A), α(B)). The embedding function α is implemented as discussed in
Section 5.1. We first pass the sentence S through the DeBERTa encoder to get the
dense matrix representation of size N × d (here, N = 128 and d = 1536). Finally, we
use the FCNN layer to collapse the output to a size 1 × d.

5.3.4

Layer Freezing

Like BERT, DeBERTa captures different kinds of linguistic information by encoding
them in the attention weights. We show that for DeBERTa, fine-tuning all the layers
does not help in our STS task. in addition to this, re-training the entire xx-large
model with 1.5 billion parameters is not possible using the resources that we have.
We carry out layer freezing in our DeBERTa model, that is, we disable the gradient
computation and backpropagation for the weights of certain layers.
We only fine-tune a fourth of the final layers in our DeBERTa model, as it was
shown in [33] to achieve 90% of the original quality performance in downstream tasks
with BERT and RoBERTa. It was suggested in [30] that a limited set of attention
patterns are repeated across different heads in BERT, which indicates overall model
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overparametrization.
Table 5.3: Development set results of DeBERT aBASE , with none, some and all of
the non-output layer weights fine-tuned
Model
DeBERT aBASE
DeBERT aBASE
DeBERT aBASE

Frozen up to
0th
9th
12th

STS-B (ρ)
0.835
0.826
0.572

To assess the impact of layer freezing, 0, 9, and 12 encoder layers out of the
12 total layers in the base model were frozen. We used the base model for this
experiment because re-training all layers in the xxlarge version was not possible for
us due to restrictions in compute capacity. The results are shown in table 5.3. We
observe that training just one-fourth of the model, that is the final 3 layers does
not degrade performance a lot from training all the layers in the model. However,
we observe a significant performance drop when freezing all 12 layers of the encoder.
Similarly, freezing 6 layers also demonstrated degraded performance. Our results show
that the final few layers capture task-specific features while the earlier layers encode
more fundamental and low-level information. Using a reasonable cutoff point also
saves computational efforts, thus giving our training a nice speed boost and reducing
memory consumption.
5.3.5

Hyperparameter Setting

The model hyperparameters are set through manual tuning on the STS-B development split. We carried out layer freezing for the first 38 out of 48 layers in the
DeBERTa model and trained the remaining layers. We experimented with three different learning rates as used in the original DeBERTa model for downstream tasks
that include {1e − 6, 3e − 6, 5e − 6}. We used a learning rate of 3e − 06 since it gave us
the best results. The optimizer was AdamW which is a variant of the Adam optimizer
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that was proposed in [29]. The authors of AdamW suggest in their article for weight
decay to be used with the optimizer [37]. So we used a weight decay of 0.001. We
experimented by varying the weight decay between 0.1, 0.01, and 0.001. With a value
of 0.001, our model converged within 10 epochs and also gave us better results. And
indeed this was also the same value that was used in the DeBERTA 1.5B model. For
calculating loss, we use Mean Squared Loss (MSE) between the predicted scores and
the label scores. MSE was used because it works well for regression models.
Similarly, the batch size was set to 6. This is actually quite low for what is widely
used in transformer-based models. The original DeBERTa paper uses batch sizes
between 16 to 34 for downstream tasks. We tried to use a higher batch size, but we
ran into memory restrictions with the compute resources. A larger batch size could
have helped our model converge faster and even give better performance. This is
indeed one of the major limitations that we faced during our experiments.

5.3.6

Model Training

We trained our model for 10 epochs, where each epoch runs a step (processes a batch).
We started the training process by feeding two sentences in the pair from a batch into
our DeBERTa-based semantic encoder model one at a time. For each sentence fed
into the model, the encoder produces a dense vector output. The outputs for each
of the two sentences in the pair were converted into fixed-size sentence embeddings
using the FCNN layer. Then, the similarity score between the two sentences was
predicted. The similarity score lies in between the range [0.0, 1.0].
Meanwhile, the label scores were retrieved from the dataset. The label scores were
also divided by 5.0 to make the labels between 0.0 and 1.0. Upon getting the label
scores, we computed the loss using Mean Squared Error (MSE). We computed the
gradients and updated the weights in the network. We did this for all sentence pairs
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in the batch. After iterating over the batch data, we get a list of batch loss, batch
predictions, and batch labels. We also calculated the running loss which is a sum of
all batch losses. Then, we calculated the loss in the particular epoch by dividing the
running loss by the number of samples in the batch. Similarly, the correlation for
the epoch was calculated between the predicted score and the label using Spearman’s
correlation. This process was repeated until we completed all the epochs. After that
was done, we returned the best correlation value from our observations and saved the
weights of the best model. Finally, we loaded the semantic encoder with the best
weights that were calculated so that the model was ready for use for predictions.
Once the training was completed, we made a note of the total time elapsed. The
total training time was 215 minutes and 31 seconds on an RTX 8000 GPU.
The learning curves showcasing our model training process are shown in figure
5.5 and figure 5.6. Figure 5.5 shows Loss vs Number of Epochs. We can see that
both the training and validation loss are decreasing steadily until the 8th epoch, after
which the validation loss starts to go up. Figure 5.6 shows Correlation vs Number
of Epochs. We can see that the correlation of the model increases for both training
and validation until the 8th epoch after which the performance on validation data
starts to decline. We don’t want out model to overfit on the training data so we stop
training at the 10th epoch.

52

Figure 5.5: Learning curve showing the model loss (MSE) for training and validation
steps during the training epochs.

53

Figure 5.6: Learning curve showing the correlation values (Spearman, ρ) for training
and validation steps during the training epochs.
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Chapter 6

Results

In this chapter, we discuss the results of our experiments and compare the performance of our DeBERTa-based model with existing models. We evaluate our model
performance on two different datasets - Section 6.1.1 showcases the results for the STS
Benchmark dataset and Section 6.1.2 showcases the results for the SICK-Relatedness
dataset. Our results show that our model is able to outperform the previous models
in terms of correlation between the gold scores and predicted scores. We also evaluate
the computational efficiency of our model and discuss some performance constraints of
our research in Section 6.2. Finally, we present a demonstration of how our semantic
model can be utilized to find semantically similar sentences in Section 7.2.

6.1

Evaluation

Since the goal of this experiment was to produce sentence embeddings that capture
semantic meaning, we evaluate our model on benchmarks for Semantic Textual Similarity tasks. Reimers et al. [47] showed that Pearson correlation is not suited for
STS tasks. One of the main issues when using Pearson correlation is that it uses the
mean and standard deviation of scores regardless of the STS task under consideration.
With the influence of outliers, it is possible to get a high Pearson correlation even
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Table 6.1: Spearman rank correlation (ρ) between the cosine similarity of sentence
representations and the gold labels for STS-B dataset and SICK-R dataset
Model
Avg. GloVe embeddings
Avg. BERT embeddings
BERT CLS-vector
InferSent - GloVe
Universal Sentence Encoder
SBERT
DeBERTa-STS

STS-B (ρ)
0.580
0.463
0.165
0.680
0.749
0.792
0.865

SICK-R (ρ)
0.538
0.584
0.426
0.656
0.767
0.737
0.793

though there is no actual relationship between the similarity scores [9].
Thus, we use Spearman’s rank correlation to evaluate the cosine similarity between
the predicted sentence embeddings and the gold labels. Spearman’s correlation (denoted by ρ) is a non-parametric test, where the coefficient measures the degree of
association between two variables and ranges between -1 and +1. Spearman’s correlation is higher and closer to +1 when the two sentences are similar (or identical
for a correlation of +1) and low when two sentences are not similar to each other
(or completely dissimilar for a correlation of -1). It is more robust than Pearson’s
correlation as shown by Atoum [9] and is appropriate for both linear and non-linear
relationships.
There are three distinct STS task datasets, on which we evaluate our data - 1)
STS Benchmark, 2) STS 2014 and 3) SICK-Relatedness dataset.

6.1.1

STS Benchmark

We evaluate our model on the STS Benchmark dataset and report our results with
Spearman’s correlation. Our model was able to obtain a Spearman’s correlation of
0.883 on the development set and 0.865 on the test set. The previous best was SBERT,
which achieved a Spearman’s correlation of 0.792 when they trained their large version
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Table 6.2: Sentence pairs and their similarity in STS-B dataset
Sentence 1
A woman is dicing some peeled
potatoes cut into thick strips.
Three people sit at a picnic table
outside of a building painted like
a union jack.
A young blonde girl wearing a helmet sits with a red bicycle behind
her.
This a picture of the countryside
with a large city in the background.
A woman in a black and orange
jacket throws a stick for a brown
and black dog to fetch.

Sentence 2
Similarity
A woman is chopping a peeled
4.0
potato into slices.
Three people sit at an outdoor ta4.8
ble in front of a building painted
like the Union Jack.
A young girl wearing a bike helmet
3.4
with a bicycle in the background.
There are some black cattle in a
grassy plain with a large tree in
the background.
The man in a blue jacket is standing in a crowd.

0.6

0.0

on the NLI dataset. SBERT was also able to achieve a Spearman’s correlation of
0.845 ± 0.43 when additionally fine-tuned on the STS benchmark dataset. However,
it is important to note that in our approach we only fine-tune the final 10 layers of
the pretrained model and no such thing has been reported for SBERT.

6.1.2

SICK-Relatedness

The SICK dataset stands for Sentences Involving Compositional Knowledge. The
dataset contains about 10,000 English sentence pairs, generated from two existing sets:
the 8K ImageFlickr data set and the SemEval 2012. Sentence pairs were randomly
selected from each of the two sources and a 3-step generation process was applied:
the original sentences were normalized to remove unwanted linguistic phenomena;
the normalized sentences were then expanded to obtain up to three new sentences
with specific characteristics suitable to Compositional DSM evaluation, and all the
sentences generated in the expansion phase were paired with the normalized sentences
in order to obtain the final data set [38]. A score of 1 to 5 represents the relatedness of
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Figure 6.1: Score distribution for STS benchmark dataset
Table 6.3: Sentence pairs and their similarity in SICK-R dataset
Sentence 1
A group of kids is playing in a yard
and an old man is standing in the
background
A brown dog is attacking another
animal in front of the tall man in
pants
A young girl is looking at a woman
in costume

Sentence 2
Similarity
A group of boys in a yard is play4.5
ing and a man is standing in the
background
A brown dog is attacking another
4.9
animal in front of the man in pants

People wearing costumes are gathering in a forest and are looking in
the same direction
A lone biker is jumping in the air A man is jumping into an empty
pool
A family is watching a boy who is A little boy is watching a family
hitting a baseball
that is hitting a baseball

2.2

1.5
3.7

two sentences. There are 9840 sentence pairs in total and 3 splits: train split (4439),
trail/dev split (495), and test split (4906). Each sentence pair was annotated using
crowd-sourcing techniques.
Our model obtained a Spearman’s correlation of 0.813 on the trail split of the
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Figure 6.2: Score distribution for SICK-Relatedness dataset
SICK-Relatedness dataset. Similarly, on the test split, we obtained a Spearman’s
correlation of 0.793. Our model easily surpasses existing sentence embedding models
like SBERT, InferSent and Sent2Vec which report Spearman’s correlation of 0.737,
0.656, and 0.715 respectively. The previous best, Universal Sentence Encoder outperformed the other models with a Spearman’s correlation score of 0.767 on the SICK-R
dataset.
Thus, our results show that using our pooling strategy, we can improve the performance over previously used sentence embedding models. A list of different sentence
embedding models and their results on the STS-B and SICK-R datasets are shown
in the table 6.1.
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6.2

Performance Constraints

As we saw from during evaluation (Section 2.5.1), our model outperforms current
sentence embedding models by a decent margin. However, our study is limited by
several constraints that are bound by the available resources. Training a highly
parameterized model like DeBERTa that has 1.5 billion parameters requires a massive
amount of computational power and time. For this study, we are limited by the
number and capacities of the available GPUs as well as the model training time for
our experiments. Since a majority of the experiments in this study are empirical,
our explorations require the training process to be shorter. Since that didn’t work
out for us, our training is indeed less optimized. We use a batch size of 6 which is
substantially less than the batch sizes like 16, 32, and 64 used by DeBERTa in the
original paper. To add to that, we could not perform tests for freezing several and
all layers in the xx-large version of DeBERTa due to memory constraints.
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Chapter 7

Applications of Semantic Search

In this chapter, we showcase some applications of semantic sentence embeddings.
The embeddings generated by our semantic encoder model can be used to compare
sentences as shown in Section 7.1. We also create a semantic sentence generator in
Section 7.2, that can perform semantic search.

7.1

Comparing semantic similarity in sentences

One important goal of producing semantic sentence embeddings is to allow the comparison of sentences for various downstream NLP applications like semantic search
or clustering. Once we have created a model that can encode an input sentence and
generate its embeddings, the embeddings can be compared with one another to explore the semantic similarity between the original sentences. We follow the same idea
as discussed in Section 3.1. That is, sentence vectors with a higher similarity score
(cosine similarity) between them must be closer in meaning.
For our implementation, we feed the sentences one by one into our semantic encoder model. From the model, we get the embeddings for the respective sentences.
For each pair of sentences in the set of processed sentence embeddings, we calculate
their semantic similarity and visualize it using a heat map. This process is shown in
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figure 7.1

Figure 7.1: Comparing semantic similarity in sentences using our semantic encoder
model. The similarity between sentence embeddings is visualized using a heat map.
We demonstrate how comparison between sentences can be carried out using our
semantic encoder model with some examples. Consider a set of sentences as shown in
figure 7.2. The figure shows multiple sentences and the similarity score between them
calculated using our semantic encoder model. A higher similarity score is represented
using a higher color concentration in the heat map. Similarly, sentences that have
low similarity between them are represented with a less intense color concentration.
The first trio of sentences - “A man is riding a horse.”, “A man rides a horse.”
and “A man is riding the horse.” have very high similarity scores. This is because
these three sentences convey almost the same meaning. Similarly, the final trio of
sentences - “College is really expensive.”, “How do planes fly?” and “That crab is
alive.” have almost nothing in common and thus they have no overlap in meaning.
As we move further in the heat map, it is evident that the semantic relationship
between the groups of sentences decreases.
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Figure 7.2: Similarity scores from the model visualized using a heat map. Each combination of sentence pair is scored between a scale of 0 to 5. Higher score represents
a higher semantic similarity between a pair of sentences and vice-versa.

7.2

Semantic Search Engine

In this thesis, we created a DeBERTa-based encoder model to generate semantically
meaningful sentence embeddings. We can utilize these embedding vectors in Semantic search. i.e., finding sentences that are semantically similar to an input search
query. We populate a python dictionary with vectors from our training data using
indexes. In total there are 2910 sentences and their respective embeddings. Then,
we define a Similar Sentence Generator that returns sentences from the index using a
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search mechanism. For the search, we first compute the sentence vector for the input
sentence. Then, we find N most similar sentences from our index. The value of N is
provided by the user. For each sentence and its embedding in the index, we compute
their cosine similarity with the embedding from our input sentence. Then, we sort the
cosine similarity score in decreasing order so that we can return the top N sentences
that have the highest similarity to the input sentence. Here, N is a configurable input
variable.
Refer to figure 7.3 to see how the generator can be used in the exploration of the
semantically meaningful sentence embeddings. For an input sentence, we can find the
top N = 5 sentences from the dataset that are similar to it. The generator returns
similar sentences along with the associated similarity score.
Here, the first input sentence- “A young child is riding a horse.” is a sample
sentence from the STS-B dataset. Due to this reason, our generator is able to find
the exact match of the sentence with a similarity score of 1.0. Likewise, we have
other sentences that are highly similar with the given input sentence. The second
input sentence that we evaluate is- “Armed conflicts and attacks in Sudan”. This
one is a bit more topic-oriented since it talks about conflict. Our search returns
mostly news headlines that are related to Sudan and surrounding countries. As
for our final sentence- “Technology firm Trax raise $640 million in funding”, the
sentences returned are related to both technology and company growth. This further
demonstrates that our sentence encoder model is able to perform well when provided
with different variations of sentences and semantics.
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Figure 7.3: Similar Sentences in STS-B dev and their respective similarity scores

65

Chapter 8

Conclusions and Future Work

8.1

Conclusions

In this thesis, we introduced a novel technique to generate semantically meaningful
sentence embeddings. We use a pre-trained DeBERTa-based model in combination
with an FCNN model to identify and isolate semantic data from the encoder output.
Our model differs from existing models such that it filters out unnecessary information from context-aware sentence representations before creating a fixed-size sentence
embedding. We evaluated our model on two different STS datasets- the STS benchmark and the SICK Relatedness dataset. By incorporating a pyramid-shaped FCNN
model on top of the DeBERTa stack, we were able to generate sentences embeddings
that outperform existing techniques on both these datasets.
In addition, we also ran several experiments that explore the ways in which fixedsize sentence embeddings can be generated from dense token representations. We
showed that current heuristic pooling techniques do not get rid of additional noise
nor do they produce quality embeddings that capture semantic information. We also
experimented with using Auto-encoders to collapse the dense vector into a fixed-size
matrix. We observed that this technique leads to even worse results. As an attempt
to utilize attention from our transformer-based encoder model, we also implemented a
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weighted attention pooling technique that averages the tokens based on the attention
weights computed by the encoder model. We concluded that this technique, while
it works better than the previous methods, is not helpful in our goal of removing
unwanted information from the sentence embeddings.
Since the pre-trained DeBERTa model (V2, XXLarge) contains 48 layers with 1.5
billion parameters, we incorporated fine-tuning in our training process to subside the
computational cost of training such a large model. We ran several experiments to
evaluate the number of layers on which we fine-tune the model. We fine-tuned only
the final 10 layers out of the 48 layers in our implementation. Fine-tuning only the
last few layers drastically reduced the training time and memory usage.
Finally, we created a Similar Sentence Generator from our training data, where
embeddings from sentences were stored using indexes. This similar sentence generator
can be used for Semantic search. For each input sentence, the generator computes its
embeddings then returns the top n sentences that are the most semantically similar to
it along with the similarity score. Our qualitative demonstration showcased various
example sentences and their semantically similar sentences returned by our search.
Thus, with the help of this generator, we demonstrated efficient and practical use of
our semantic similarity model.

8.2

Future Work

In this study, we used the Transformer-based DeBERTa model, which is one of the topperforming models on the SuperGLUE benchmark leader-board [2]. There are several
other models like ERNIE [52] and T5 [46] that have outperformed DeBERTa on the
STS tasks. While DeBERTa is very powerful and has been trained on massive data
(80 GB), we can take a step back and explore simpler word embeddings techniques
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that could be used to generate the sentence embeddings. Using simpler models like
word2vec or GloVe can help relieve the computational overhead of re-training a highly
parameterized model like DeBERTa. It was shown that relatively simpler models
with mild retraining of word embeddings have outperformed more advanced methods,
especially in out-of-domain (transfer learning) settings [62][8]. Additionally, we only
explored supervised sentence embedding methodologies. It would also be interesting
to see how our model can be implemented in unsupervised or semi-supervised settings.
This would allow for a more inclusive and broader comparison with other existing
techniques.
During our study, most of our experiments were eminently restricted by the limited
availability of training resources. In order to make the training process faster, we can
implement smarter batching strategies like mini-batching used in SBERT, or we can
explore better combinations of fine-tuning and hyper-parameter settings to get highquality results. Our resources are certainly no match to the state-of-the-art TPUs
and GPUs which are being used in current NLP research. But as more powerful
machines are becoming increasingly available, we can expect that larger models can
be trained in less time and with more data.
For the purpose of generating fixed-size sentence embeddings, we use a fairly
simple FCNN model. While the FCNN layer did give us better results than existing
pooling techniques, there are more efficient and advanced techniques which can be
explored. Using a Convolutional Neural Network (CNN) or even an additional encoder
stack to reduce the dense matrix into a fixed-size sentence vector is worth exploring
and might possibly give even better results than the FCNN. We plan to explore more
architectures to do this in the future.
Last but not the least, one of the major limitations of our study lies in our evaluation of the proposed model on the STS task. We have evaluated our model on
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two popular STS datasets - STS Benchmark and SICK-Relatedness data. In recent
years, many datasets have been utilized for the STS task, out of which datasets like
CORD19STS dataset [24], MedSTS dataset [60] and STS 2013 Machine Translation
dataset [6] specialize in discrete domains within STS. Unfortunately, none of these
datasets are publicly available at the moment. It would be interesting to see the
performance of our model on these specialized datasets, given that the datasets are
made available in the near future.
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[39] Pierre-Emmanuel Mazaré, Samuel Humeau, Martin Raison, and Antoine Bordes.
Training millions of personalized dialogue agents. CoRR, abs/1809.01984, 2018.
[40] Tomás Mikolov, Ilya Sutskever, Kai Chen, Greg Corrado, and Jeffrey Dean. Distributed representations of words and phrases and their compositionality. CoRR,
abs/1310.4546, 2013.
[41] Barak Oshri. There and back again : Autoencoders for textual reconstruction.
2015.
[42] Matteo Pagliardini, Prakhar Gupta, and Martin Jaggi. Unsupervised learning of sentence embeddings using compositional n-gram features.

CoRR,

abs/1703.02507, 2017.
[43] Bo Pang and Lillian Lee. A sentimental education: Sentiment analysis using
subjectivity summarization based on minimum cuts. ACL ’04, page 271–es,
USA, 2004. Association for Computational Linguistics.
[44] Bo Pang and Lillian Lee. Seeing stars: Exploiting class relationships for sentiment categorization with respect to rating scales. In Proceedings of the 43rd An-

75
nual Meeting of the Association for Computational Linguistics (ACL’05), pages
115–124, Ann Arbor, Michigan, June 2005. Association for Computational Linguistics.
[45] Jeffrey Pennington, Richard Socher, and Christopher Manning. GloVe: Global
vectors for word representation. In Proceedings of the 2014 Conference on Empirical Methods in Natural Language Processing (EMNLP), pages 1532–1543, Doha,
Qatar, October 2014. Association for Computational Linguistics.
[46] Colin Raffel, Noam Shazeer, Adam Roberts, Katherine Lee, Sharan Narang,
Michael Matena, Yanqi Zhou, Wei Li, and Peter J. Liu. Exploring the limits of
transfer learning with a unified text-to-text transformer. CoRR, abs/1910.10683,
2019.
[47] Nils Reimers, Philip Beyer, and Iryna Gurevych. Task-oriented intrinsic evaluation of semantic textual similarity. In Proceedings of COLING 2016, the 26th
International Conference on Computational Linguistics: Technical Papers, pages
87–96, Osaka, Japan, December 2016. The COLING 2016 Organizing Committee.
[48] Nils Reimers and Iryna Gurevych. Sentence-bert: Sentence embeddings using
siamese bert-networks. CoRR, abs/1908.10084, 2019.
[49] Mohammad Shoeybi, Mostofa Patwary, Raul Puri, Patrick LeGresley, Jared
Casper, and Bryan Catanzaro. Megatron-lm: Training multi-billion parameter
language models using model parallelism, 2020.
[50] Charles Spearman. “General intelligence,” objectively determined and measured.
American Journal of Psychology, 15:201–293, 1904.

76
[51] Pantulkar Sravanthi and Dr. B. Srinivasu. Semantic similarity between sentences.
2017.
[52] Yu Sun, Shuohuan Wang, Shikun Feng, Siyu Ding, Chao Pang, Junyuan Shang,
Jiaxiang Liu, Xuyi Chen, Yanbin Zhao, Yuxiang Lu, Weixin Liu, Zhihua Wu,
Weibao Gong, Jianzhong Liang, Zhizhou Shang, Peng Sun, Wei Liu, Xuan
Ouyang, Dianhai Yu, Hao Tian, Hua Wu, and Haifeng Wang. ERNIE 3.0:
Large-scale knowledge enhanced pre-training for language understanding and
generation. CoRR, abs/2107.02137, 2021.
[53] Trieu H. Trinh and Quoc V. Le. A simple method for commonsense reasoning,
2019.
[54] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones,
Aidan N. Gomez, Lukasz Kaiser, and Illia Polosukhin. Attention is all you need.
CoRR, abs/1706.03762, 2017.
[55] Jesse Vig and Kalai Ramea. Comparison of transfer-learning approaches for
response selection in multi-turn conversations. 2018.
[56] Ngoc Phuoc An Vo and Octavian Popescu. Corpora for learning the mutual
relationship between semantic relatedness and textual entailment. In Proceedings
of the Tenth International Conference on Language Resources and Evaluation
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