Abstract. A typical question in MDS is whether two alternative configurations that are both acceptable in terms of data fit may be considered "practically the same". To answer such questions on the equivalency of MDS solutions, Lingoes & Borg (1983) have recently proposed a quasistatistical decision strategy that allows one to take various features of the situation into account. This paper adds another important piece of information to this approach: for the Lingoes-Borg decision criterion R, we compute what proportion of R-values is greater/less than the observed coefficient if one were to consider all possible alternative distance sets within certain bounds defined by the observed fit coefficients for two alternative MDS solutions, what are the limits of acceptability for such fit coefficients, and how are the observed MDS configurations interrelated.
I. Introduction
In the context of multidimensional scaling (MDS), in particular in its confirmatory variety, one often faces the question whether two alternative representations should be considered 'equivalent'. E.g., given a set of proximity data, we could represent them optimally in some geometry via a standard procedure like SSA-I (Lingoes, 1973) , and then again in the same geometry with additional external constraints on the distances by using CMDA (Borg & Lingoes, 1980) . Or, in another context, two MDS solutions differing only in their dimensionality may be computed. In either case, one would first compare the respective fit coefficients. If they are both within the limits of acceptability, one proceeds to evaluate whether the more demanding mapping conditions of the more restrictive scaling approach had an appreciable effect.
Lingoes & Borg (1983a) describe two coefficients that are useful in such evaluations. Let y the vector of proximity data, and x and z the representing distances in two MDS representations, where z is generated under the more restrictive conditions. We then compute the product-moment correlation coefficients Pl = P~y, 02 = Pzy, and P3 = Pxz-(In ordinal MDS, due allowance is made for the weaker mapping constraints by substituting the original x, y, and z values with their ranks and by an appropriate coefficient of monotonic-ity. These values are combined into the partial or conditional correlation coefficient:
A simple absolute benchmark for evaluating the size of & would be to check whether p~ > 0.5. If so, the distances in the two MDS configurations share more variance, independent of their common data source y, than they do not due to the additional constraints on z. Naturally, as Pc ~ 1, one should be more and more inclined to conclude that these additional constraints are essentially irrelevant.
But rather than evaluating the absolute size of Pc, one can compare it to another measure, 1 -p], the decrement in common variance due to the imposition of the additional constraints onto z, i.e., in other words, the loss from satisfying the constraints. If p~ >> 1 -O 2, one should feel very confident about the essential equivalency of the solutions x and z. In the context of a decision approach, where the equivalency is the H a, Lingoes & Borg (1983a) suggest that:
should be greater than 3. For R-values less than 3, additional criteria may be considered. Seven such factors are discussed by Lingoes & Borg (1983a) . E.g., if the number of points, n, is small, one should expect that additional constraints can generally be satisfied without moving the points around very much. Hence, one should require that R be greater for a small n than for a large n. So, e.g., with w = 3 for n < 9 , w = 2 for 9~<n~<15, and w = l for n > 15, R should be greater than w to accept Ha. Similar weights result from taking into account the sample size for the proximities, the dimensionality, the ratio of additional constraints on z relative to those on x, etc. Each of these Conditions gives rise to a weight w of 1, 2, or 3, and then the average of various weights defines the final decision hurdle w.
The coefficient R is apparently purely descriptive and involves only the given vectors x, y, and z. However, in setting w criteria, one does actually go beyond the observed values and expresses an expectancy that, e.g., R should generally be greater when n decreases. Some bounds for such expectancies will now be derived.
Populations for Pc and R
With x, y, and z as given eliminate vectors, the three bivariate correlations Pa, P2, and P3, and, consequently, also p~ and R are fixed values. Yet, this does
