Michael Klemm has recently studied the conditions satisfied by the complete weight enumerator of a self-dual code over Z 4 , the ring of integers modulo 4. In the present paper we deduce analogous theorems for the ''symmetrized'' weight enumerator (which ignores the difference between + 1 and − 1 coordinates) and the Hamming weight enumerator. We give a number of examples of self-dual codes, including codes which realize the basic weight enumerators occurring in all these theorems, and the complete list of selfdual codes of length n ≤ 9. We also classify those self-orthogonal codes that are generated by words of type ±1 4 0 n − 4 .
Introduction
In recent years, several papers have mentioned (implicitly or explicitly) codes over Z 4 ([5] - [8] , [20] , [21] , [26] , [31] ), without however giving many concrete examples. The main results of the present paper are the following.
The first is a structure theorem (analogous to the result for binary codes stated on p. 35 of [10] ) characterizing self-orthogonal ( 1 ) codes over Z 4 that are generated by ''tetrads'', vectors which contain four components congruent to + 1 or − 1 (mod 4), the other components being congruent to 0 (mod 4). As we shall see later, tetrads are the simplest possible vectors in an indecomposable self-orthogonal code over Z 4 .
Theorem 1.
Any self-orthogonal code # over Z 4 generated by tetrads is equivalent to a direct sum of codes from the list
The codes mentioned in (1) are defined in Section 3. They are inequivalent except that $ 4 O > $ 4 + ; the inclusions between these codes are displayed in Figure 1 . (The figures are at the end of the paper.)
The second theorem classifies self-dual codes of length up to 9. The statement of this result is facilitated by the fact that self-dual codes over Z 4 have a property not shared by self-dual codes over finite fields: a self-dual code # of length n can be shortened to a self-dual code of length n − 1 by deleting any one of its coordinates. This is accomplished as follows. If the projection of # onto the i-th coordinate contains all of Z 4 , the shortened code is obtained by taking those words of # that are 0 or 2 in the i-th coordinate and omitting that coordinate. If the projection of # onto the i-th coordinate contains only 0 and 2, we take the words of # that are 0 in the i-th coordinate and omit that coordinate. (1) The terms ''self-orthogonal'', ''self-dual'', ''equivalent'', etc. are explained in Section 2. Theorem 2. Any indecomposable self-dual code over Z 4 of length n ≤ 9 is equivalent to one of those shown in Table I . All self-dual codes of length n ≤ 8 are shown in Figure 2 , in which a line indicates that the upper code can be obtained by shortening the lower code. In [21] , Klemm has studied the conditions satisfied by the complete weight enumerators of self-dual codes over Z 4 (see Theorems 4, 5 below). In Section 2 we deduce analogous theorems for the ''symmetrized'' and Hamming weight enumerators (see , and in Table II we list examples of self-dual codes that realize the basic weight enumerators occurring in all these theorems. The codes themselves are defined in Section 3. Theorem 3 is a general result on obtaining codes over Z 4 from pairs of binary codes.
Codes over
We first establish some terminology. By a ''code'' # we usually mean an additive subgroup of Z 4 n . We define an inner product on Z 4 n by x . y = x 1 y 1 + . . . + x n y n (mod 4), and the notions of dual code (# * ), self-orthogonal code (# ⊆ # * ) and self-dual code (# = # * ) are then defined in the standard way (cf.
[20], [24] ). For most applications there is no need to distinguish between + 1 components of codewords and − 1 components, and so we say that two codes are equivalent (denoted > ) if one can be obtained from the other by permuting the coordinates and (if necessary) changing the signs of certain coordinates. Codes differing by only a permutation of coordinates are called permutation-equivalent. The automorphism group Aut (# ) of # consists of all permutations and sign-changes of the coordinates that preserve the set of codewords. We denote the order of Aut (# ) by g.
Any code is permutation-equivalent to a code # with generator matrix of the form     0
where A, B are matrices over Z 4 and C is a { 0 , 1 }-matrix. The dual code # * to (2) has generator matrix
and
Suppose L (resp. L * ) is the lattice consisting of all integer points congruent modulo 4 to the words of C (resp. C * ). Then the invariant factors of L are
and for L * they are
Let β be the ''mod 2'' map from Z 4 to Z 2 , sending 0 and 2 to 0, 1 and 3 to 1. The kernel { 0 , 2 } is isomorphic to Z 2 , and we denote this isomorphism by γ, so that γ( 0 ) = 0, γ( 2 ) = 1.
There are two binary codes # ( 1 ) , # ( 2 ) canonically associated with # :
= {γ(u) : u∈# , β(u) = 0 } .
while #
⊇ # ( 1 ) is an [n, k 1 + k 2 ] binary code with generator matrix
If # is self-orthogonal then #
is a self-orthogonal doubly-even binary code and #
= # ( 1 ) * . The next theorem gives the converse assertions. 
Without loss of generality we may assume that ! , @ have generator matrices
is a generator matrix for a code # with #
= @. To establish the second assertion we must modify (6) to make # self-orthogonal. This is accomplished by replacing the ( j,i)-th entry of (6) by the inner product modulo 4 of rows i and j, for 1
In this way every self-orthogonal doubly-even binary code corresponds to one or more self-dual codes over Z 4 . For example the vectors
-where the parentheses indicate that all cyclic shifts of the parenthesized portion(s) are to be usedgenerate a self-dual code & 24 over Z 4 for which & 24 ( 2 ) is the binary Golay code.
The complete weight enumerator (or c.w.e.) of # is
where n i (u) is the number of components of u that are congruent to i (mod 4) (cf. [20] , [24, p. 141] (8):
This is equivalent to the ''weight function'' W(Z 1 , Z 2 , Z 4 ) of Klemm [20] . The Hamming weight enumerator of # is
The theorems stated below require that we work with homogeneous polynomials, but sometimes -as in Table I -it is simpler to set a = 1.
There are several other criteria for judging a code # over Z 4 besides its minimal Hamming weight. One may consider its minimal Euclidean norm, defined by N( 0 ) = 0, N(±1 ) = 1, N( 2 ) = 4 (cf. [4] ), which can be found from swe # ( 1 ,x,x 4 ). In [13] (see also [9] , [14] ) the Leech lattice was constructed by combining eight copies of the face-centered cubic lattice using the code # = 2 8 . For this type of construction one needs the minimal A 3 -norm of # , defined by N( 0 ) = 0, N(±1 ) = 3/4, N( 2 ) = 1, which can be found from swe # ( 1 ,x 3/4 ,x).
Klemm [21, Theorem 1.5] gives an analog of the MacWilliams identity:
which implies
(this is also a special case of Theorem 1.2 of Klemm [20] ), and
Klemm observes that (11) is simpler when stated in terms of the variables
Let cwe ___ # denote the c.w.e. of # when written as a function of a
The main results of [21] are the following two theorems.
Theorem 4 (Klemm [21] ). The c.w.e. of a self-dual code over Z 4 belongs to the ring
where
This ring has the Molien series (cf. [24] , [27] )
Theorem 5 (Klemm [21] ). The c.w.e. of a self-dual code over Z 4 that contains the all-ones vector belongs to the ring
where R is the ring of symmetric functions of a
, and
This ring has the Molien series
The analogous theorems for symmetric and Hamming weight enumerators follow easily from Theorems 4 and 5; we omit the proofs. Theorem 6. The s.w.e. of a self-dual code over Z 4 belongs to the ring
An alternative basis is given by the polynomials φ 1 = a + c ,
Theorem 7. The s.w.e. of a self-dual code of length n over Z 4 containing a vector ±1 n belongs to the ring
where S is the ring of symmetric functions of ã 4 , b 4 , c 4 . This ring has the Molien series
An explicit basis for S is given by the polynomials
and then the ring is S ⊕ Ψ 8 S ⊕ Ψ 8 2 S, where
with
Theorem 8. The Hamming weight enumerator of a self-dual code over Z 4 belongs to the ring
Theorem 9. The Hamming weight enumerator of a self-dual code of length n over Z 4 containing a vector ±1 n belongs to the ring
where 
A question left unanswered by Klemm in [21] is whether one can find a set of codes with lengths equal to the degrees of the basic polynomials in Theorems 4 and 5 and whose c.w.e.'s are a polynomial basis for the rings (16) and (19) . In other words, are there analogues of Gleason's theorem that says (for example) that the weight enumerator of a self-dual doubly-even binary code is a polynomial in the weight enumerators of the Hamming and Golay codes (cf. [3] , [16] , [23] , [24] , [27] )? Similar questions can be asked about Theorems 6-9.
The affirmative answers to these questions are obtained using the codes listed in Table II . The codes mentioned in Table II are defined in Section 3. In general we use the same name for all codes in an equivalence class, but for the first two lines of Table II we include equation numbers to identify particular representatives from the equivalence classes. The codes before the semicolons have algebraically independent weight enumerators, and correspond to the terms in the denominators of the Molien series (18), (21) , etc., while those after the semicolon correspond to the terms in the numerator. We discuss this table further in Section 3.
Examples of self-orthogonal and self-dual codes over
The smallest self-dual code is ! 1 = { 0 , 2 }, with symmetrized weight enumerator a + c and g = Aut (! 1 ) = 2 (the transformation that negates all coordinates is always in Aut (# )).
If a self-orthogonal code # contains a vector of type 2 1 0 n − 1 then # > ! 1 ⊕ # ′ is decomposable. The next-simplest possible vectors are ''tetrads'', of type ±1 4 0 n − 4 (see Section 1) . We now list a number of self-orthogonal codes that are generated by tetrads; t denotes the total number of tetrads in the code.
The first four codes have the property that the associated binary code # ( 1 ) is the self-dual code d 2m of [10] , [12] . 
is generated by $ 2m and 2v 2 ; $ 2m
+ is a 4-group generated by 2 v 1 and v 2 .
For use in Table II % 8 is the self-dual code generated by 0u, u∈% 7 
Proof of Theorem 1. It is now easy to verify (using Figure 1 as a guide) that the preceding codes are, up to equivalence, the only ones generated by tetrads; we omit the details.
We next list some further examples of self-dual codes.
The octacode 2 8 (cf. [9] , [13] , [14] ) is the self-dual code generated by the vectors 
) (see (14) ).
More generally, given any graph G with k vertices labeled by positive integers m 1 , ..., m k and nodenode adjacency matrix A = (a i j ), there is a self-dual code of length n = 4m 1 + . . . + 4m k generated by (i) the vectors
and # 10  = 4 2 2 6 . This code, used in Table II , was found as a ''neighbor'' (defined as in [15] ) of the direct sum of d 4 ⊕ and d 6 ⊕ .
Let A be the point-block incidence matrix of a symmetric (v,k,λ)-design for which λ is odd and k − λ ≡ 4 ( mod 8 ). Klemm [20] , [21] shows that the rows of A span a code # of length v with # = 〈# * , 1 v 〉, and that 〈# * , 2 v 〉 is self-dual. If in addition λ ≡ 3 ( mod 4 ) then, by adding an extra coordinate to # to make the sum of the coordinates zero, we obtain a self-dual code
For example, any normalized Hadamard matrix H n of order n ≡ 16 ( mod 32 ) produces a self-dual code $ n of length n. $ n is generated by the vector 1 n and the rows of the matrix obtained from H n by replacing + 1 entries by 0 and − 1 entries by 1.
There are five distinct Hadamard matrices of order 16 ([1] , [2] , [4] , [17] , [18] , [25] , [29] ), from which we obtain five self-dual codes $ 16 of length 16. These are inequivalent, since the associated binary codes Proof of Theorem 2. Let # be an indecomposable self-dual code of length n ≥ 2, and let # ( 1 ) be the associated binary code. The projection of # onto any coordinate must be all of Z 4 (for otherwise # * = # contains a subcode isomorphic to ! 1 and is decomposable). # ( 1 ) is therefore a binary self-orthogonal Table I are the only possibilities for # .
We end with a question: is there a ''mass formula'' for self-dual codes over Z 4 , analogous to those for codes over GF( 2 ) ([24 ( 2 ) There are no indecomposable codes of length 9, so that the codes of length 9 are obtainable by adjoining ! 1 to the codes of length 8.
