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a b s t r a c t
We present an algorithm for finding a system of recurrence relations for the number
of k-ary words of length n that satisfy a certain set of conditions. A rewriting of these
relations automatically gives a system of functional equations satisfied by the multivariate
generating function that counts k-ary words by their length and the indices of the
corresponding recurrence relations.We propose an approach to describing such equations.
In several interesting cases the algorithm recovers and refines results on τ -avoiding k-
ary words and k-ary words containing τ exactly once, where τ is either a classical, a
generalized, or a distanced pattern of length three.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Pattern avoidance in permutations. Let pi = pi1pi2 . . . pin be a permutation of length n. Let τ = τ1τ2 . . . τk be a permutation of
length k. An occurrence of τ in pi is a subsequence 1 ≤ i1 < i2 < · · · < ik ≤ n such that pii1 · · ·piik is order-isomorphic to τ ;
in this context, τ is usually called a pattern (or classical pattern). We denote the number of occurrences of the pattern τ in pi
by τ(pi). We say that pi contains τ if τ(pi) > 0, otherwise, we say that pi avoids τ (or is τ -avoiding).
Herb Wilf [26] raised the question: For a pattern τ , what can you say about fτ (n), the number of permutations in Sn that
avoid the pattern τ? More generally, what can you say about f{τ1,...,τ`};(r1,...,r`)(n), the number of permutations in Sn that
contain the pattern τ j exactly rj times, for each j = 1, 2 . . . , `?
It follows from the Robinson–Schensted algorithm and the hook-length formula [13] that for any k the number of
permutations with no increasing subsequence of length k is a certain binomial-coefficient multisum, from which it follows
immediately [24] that it is P-recursive (i.e., it satisfies a linear recurrence with polynomial coefficients in n). Noonan and
Zeilberger [19] conjectured that for any given finite set T = {τ 1, . . . , τ `} of patterns, the sequence f{τ1,...,τ`};(r1,...,r`)(n) is
P-recursive.
Pattern avoidance problems have been extensively studied over the last decade, and one motivation has been to decide
the above conjecture, see for instance [1,2,5,15–25]. In these papers, the authors have employed various methods such
as generating trees with one or two labels [6], block decompositions [15] and basic algorithms for counting patterns [19]
to derive explicit formulas for the number of permutations of length n that satisfy a certain set of conditions. For example,
Noonan [18] has proved that f{123};(1)(n) = 3n
(
2n
n−3
)
and Bóna [5] has showed that f{132};(1)(n) =
(
2n−3
n−3
)
. Other authors used
generating trees [22,23] and enumeration schemes [21,25] to obtain a finite set of recurrence relations for the sequence
of permutations of length n that satisfy a certain set of conditions. Recently, Firro and Mansour [12] suggested another
approach, a scanning-elements algorithm, to study the number of permutations of length n that satisfy a certain set of
conditions. The algorithmdiffers from the above approaches by, for instance, the following critical points: (1) The generating
tree approach (see [6,22,23]) is based on finding refinements of permutations to obtain the labels of the tree. But the
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algorithm suggests refining the permutations according to the position of the greatest element. (2) The basic algorithm for
counting patterns [19] used the generating functionswith an infinite number of variables. In contrast, the scanning-elements
algorithm deals with generating functions with a finite number of variables. (3) The enumeration schemes approach [21,
25] does not describe the permutations as a generating tree with only finitely many labels; this is a very special case of the
generating tree approach.
Pattern avoidance in words. Let [k] = {1, 2, . . . , k} be an (totally ordered) alphabet on k letters. We call the elements of
[k]n words. Consider two words, σ ∈ [k]n and τ ∈ [`]m. In other words, σ is a k-ary word of length n and τ is an `-
ary word of length m. Assume additionally that τ contains all letters 1 through `. We say that σ = σ1 · · · σn contains an
occurrence of τ = τ1 · · · τm, or simply that σ contains τ , if σ has a subsequence order-isomorphic to τ , i.e. if there exist
1 ≤ i1 < · · · < im ≤ n such that, for any relation φ ∈ {<,=, >} and indices 1 ≤ a, b ≤ m, σiaφσib if and only if τ(a)φτ(b).
In this situation, the word τ is called a pattern. If σ contains no occurrences of τ , we say that σ avoids τ . We denote the
number of k-ary words of length n that avoid the pattern τ by fτ (n, k).
Pattern avoidance problems inwords have been studied over the last decade, see for instance [7–9]. Several authors have
tried to explain how to enumerate k-ary words of length n that satisfy a certain set of conditions. For instance, Burstein [8]
(see also Brändén and Mansour [7]) found that∑
n,k≥0
fτ (n, k)xnyk = 1+ y1− x +
2y2
(1− 2x)(1− y)+√((1− 2x)2 − y)(1− y) ,
where τ ∈ S3 (when τ ∈ [3]3, see Burstein and Mansour [9]). Recently, Mansour [14] described how to use the block
decomposition approach (see [15]) to obtain an exact enumeration of the number of k-ary words of length n that avoid both
132 and a pattern τ .
In this paper we extend the use of the scanning-elements algorithm to study the number of k-ary words of length n that
satisfy a certain set of conditions. In particular, we present an explicit formula for the generating function for the number
of k-ary words of length n that contain τ ∈ S3 exactly once.
Organization of the paper. The paper is organized as follows. In Section 2 we formulate the scanning-elements algorithm on
words. Applying the general methods introduced in Section 2, we get several results on pattern-avoiding k-ary words, see
Section 3. As a consequence, we recover and refine several results on τ -avoiding k-ary words and k-ary words containing
τ exactly once, where τ is either a classical (see Section 3.1), a generalized (see Section 3.3), or a distanced (see Section 3.4)
pattern of length three. Finally, in Section 4, we use the block decomposition approach as described in [14] to obtain further
results where we failed to achieve a functional equation from the scanning-elements algorithm alone.
2. Scanning-elements algorithm
Let P(n, k) be any subset of [k]n parameterized by n and k. Denote the cardinality of the set P(n, k) by p(n, k), that is,
p(n, k) = #P(n, k) for all n, k ≥ 0. The main goal of this section is to describe how to derive a recursive structure for the
family P(n, k). To formulate that we need the following notation. Given b1, b2, . . . , bm ∈ [k], we define
P(n, k; b1, b2, . . . , bm) = {pi1pi2 . . . pin ∈ P(n, k) | pi1pi2 · · ·pim = b1b2 · · · bm}
p(n, k; b1, b2, . . . , bm) = #P(n, k; b1, b2, . . . , bm).
If no confusion can arise, we will write P(n, k) instead of P(n, k; ∅) and p(n, k) instead of p(n, k; ∅). As a direct consequence
of the above definitions, we have
p(n, k; b1, . . . , bm) =
k∑
j=1
p(n, k; b1, . . . , bm, j). (1)
Eq. (1) suggests writing a recurrence relation for the sequence {p(n, k)}n,k≥0 in terms of p(n, k; b1), the sequence
{p(n, k; b1)}n,k,b1 in terms of the sequences p(n, k; b1, b2), and so on. To simplify this process we need the following
definition.
Definition 1. Let 1 ≤ s ≤ m, 1 ≤ r ≤ k and a1, . . . , am−s ∈ [k]. If there exists a bijection between the sets
P(n, k; b1, . . . , bm) and P(n − s, k − r; a1, . . . , am−s) then the set P(n − s, k − r; a1, . . . , am−s) is said to be a reduction
of the set P(n, k; b1, . . . , bm). In this case we say that the set P(n, k; b1, . . . , bm) is reducible (otherwise it is irreducible). An
element b is said to be an (m + 1)-active element (resp. (m + 1)-inactive element) of the set P(n, k; b1, . . . , bm) if the set
P(n, k; b1, . . . , bm, b) is irreducible (resp. reducible).
For instance, if P(n, k) = [k]n(1234), the set of all k-ary words of length n that avoid the pattern 1234, then the set
P(n − 1, j3; j1, j2) is a reduction of the set P(n, k; j1, j2, j3) where 1 ≤ j1 < j2 < j3 ≤ k. We now describe in the following
three steps how to obtain the recurrence relation for the sequence {p(n, k)}n,k≥0.
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First step. Decide what are the 1-inactive (active) elements of P(n, k), i.e.
I(n, k) := {j|j is an 1-inactive element of P(n, k; ∅)},
I(n, k) := {j|j is an 1-active element of P(n, k; ∅)}.
As a direct consequence of the above definitions and (1) we have
p(n, k) = p(n, k; 1)+ · · · + p(n, k; k) = |I(n, k)| · p(n− 1, k)+
∑
j∈I(n,k)
p(n, k; j) (2)
for all n ≥ 1. In other words, Eq. (2) leads to a recurrence relation for the sequence {p(n, k)}n,k≥0 in terms of p(n, k; j).
Second step. In this step we discuss how to obtain a recurrence relation for the sequence {p(n, k; b1, . . . , bm)} (in particular,
for the sequence {p(n, k; b1)}). Given a set P(n, k; b1, . . . , bm), decidewhether it is reducible or irreducible. If it is irreducible
then decide what are the (m+ 1)-inactive (active) elements of P(n, k; b1, . . . , bm), i.e.
I(n, k; b1 . . . , bm) := {a|a is an (m+ 1)-inactive element of P(n, k; b1, . . . , bm)},
I(n, k; b1, . . . , bm) := {a|a is an (m+ 1)-active element of P(n, k; b1, . . . , bm)}.
As a direct consequence of the above definitions we have for allm ≥ 0,
p(n, k; b1, . . . , bm) =
∑
j∈[k]
p(n, k; b1, . . . , bm, j)
=
∑
j∈I(n,k;b1,b2,...,bm)
p(n, k; b1, . . . , bm, j)+
∑
j∈I(n,k;b1,b2,...,bm)
p(n, k; b1, . . . , bm, j)
=
∑
j∈I(n,k;b1,b2,...,bm)
p(n, k; b1, . . . , bm, j)
+
∑
(d,e,c1,...,cm−d)∈U(n,k;b1,...,bm)
p(n− d, k− e, c1, . . . , cm−d), (3)
where U(n, k; b1, . . . , bm) is the following multiset{
(d, r, c1, . . . , cm−d)
∣∣∣∣P(n− d, k− r; c1, . . . , cm−d) reduction of the set P(n, k; b1, . . . , bm, j),1 ≤ d ≤ m, 1 ≤ r ≤ k, j ∈ I(n, k; b1, . . . , bm)
}
.
Eq. (3) suggests an algorithm forwriting finite or infinite systemsof recurrence relations in terms of p(n−d, k−r; b1, . . . , bm)
withm, d, r ≥ 0.
Thus,
0 : p(n, k) = a0 · p(n− 1, k)+
∑
j1∈I(n,k)
p(n, k; j1)
1 : p(n, k; j1) =
∑
(d,r,j′1)∈U(n,k;j1)
p(n− d, k− r; j′1)+
∑
j2∈I(n,k;j1)
p(n, k; j1, j2)
2 : p(n, k; j1, j2) =
2∑
s=1
∑
(d,r,j′1,...,j′s)∈U(n,k;j1,j2)
p(n− d, k− r; j′1, . . . , j′s)+
∑
j3∈I(n,k;j1,j2)
p(n, k; j1, j2, j3)
...
(4)
where a0 = |I(n, k)| is the number of 1-inactive elements of P(n, k).
Let us call the ith row of Eq. (4) the ith level of p(n, k). The equality I(n, k; j1, . . . , jm) = ∅ is equivalent to there not
existing any (m+1)-active element of the set P(n, k; j1, . . . , jp). Thus, if∪j1,...,jm I(n, k; j1, . . . , jm) = ∅ then Eq. (4) contains
onlym+ 1 levels. Hence, we can make the following definition.
Definition 2. The minimalm ∈ N such that the set I(n, k; j1, . . . , jm) is empty for any 1 ≤ j1, . . . , jm ≤ n is called the depth
of the sequence {p(n, k)}n,k≥0. If the depth of a sequence {p(n, k)}n≥0 does not depend on n and k then it is said to have finite
depth.
It follows from the definitions that the depth of p(n, k) equals the number of levels of p(n, k).
Definition 3. The sequence p(n, k) is said to be t-linear if its depth is a finite number t+1 and U(n, k; j1, . . . , jm) is a simple
multiset if the number of occurrences of (d, r, j′1, . . . , j′s) in U(n, k; j1, . . . , jm) is a constant that does not depend on the
parameters n, j1, j2, . . . , jm, for any d, r, s.
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Proposition 4. Let {p(n, k)}n,k≥0 be any t-linear sequence. Then the sequence {p(n, k)}n≥0 satisfies the following recurrence
relation
0 : p(n, k) = a0 · p(n− 1, k)+
∑
j1∈I(n,k)
p(n, k; j1)
1 : p(n, k; j1) =
∑
(d,r,j′1)∈U(n,k;j1)
p(n− d, k− r; j′1)+
∑
j2∈I(n,k;j1)
p(n, k; j1, j2)
...
t − 1 : p(n, k; j1, . . . , jt−1) =
t−1∑
s=1
∑
(d,r,j′1,...,j′s)∈U(n,k;j1,...,jt−1)
p(n− d, k− r; j′1, . . . , j′s)
+
∑
jt∈I(n,k;j1,...,jt−1)
p(n, k; j1, . . . , jt)
t : p(n, k; j1, . . . , jt) =
t∑
s=1
∑
(d,r,j′1,...,j′s)∈U(n,k;j1,...,jt )
p(n− d, k− r; j′1, . . . , j′s),
where a0 = |I(n, k)| is the number of 1-inactive elements of p(n, k), and the set U(n, k; j1, . . . , jm) is a simple multiset for all
m = 1, 2, . . . , t.
Now, if we assume that the sequence {p(n, k)}n,k≥0 satisfies Proposition 4 then we can ask whether there exists an exact
formula for the sequence {p(n, k)}n,k≥0. To answer this we need the following notations: for any sequence {p(n, k)}n,k≥0 we
define
Pk(x; v1, . . . , vk) =
∑
n≥0
xnPk(n; v1, . . . , vk) =
∑
n≥0
xn
( ∑
1≤j1,...,jk≤k
p(n, k; j1, . . . , jk)
k∏
i=1
v
ji−1
i
)
. (5)
and
P(x, y; v1, . . . , vk) =
∑
k≥0
ykPk(x; v1, . . . , vk). (6)
Now, we can describe our method by the following naive approach, whose input is a t-linear sequence and whose output is
an exact formula for the sequence {p(n, k)}n,k≥0.
Scanning-elements algorithm on words:
(0) Given a sequence {p(n, k)}n,k6=0 where p(n, k) = #P(n, k) and P(n, k) ⊆ [k]n.
(1) Find a recurrence relation for the sequence {p(n, k)}n,k≥0 as described in (4).
(2) Decide whether the sequence {p(n, k)}n,k≥0 is t-linear. If yes, continue, otherwise stop.
(3) Rewrite the system of recurrence relations in the statement of Proposition 4 in terms of generating functions with t
indeterminates v1, v2, . . . , vt . This is done by multiplying the recurrence relations by
∏t
i=1 v
ji−1
i and summing over all
the possibilities j1 ∈ I(n, k), j2 ∈ I(n, k; j1),. . . , jt ∈ I(n, k; j1, . . . , jt−1).
(4) Extract from step (3) a system of functional equations in t + 2 variables x, y, v1, v2, . . . , vt .
(5) Solve this system to get a formula for P(x, y; 1, 1, . . . , 1), which is a formula for the ordinary generating function∑
n,k≥0 p(n, k)xnyk, as desired.
The above algorithm suggests refining the k-ary words according to the value(s) of the leftmost element(s), and then
applying algebraic techniques. As we see, Step (2) is the crucial one (as in the permutation case, see [12]), and often the
sequence {p(n, k)}n,k≥0 is not t-linear. However, in the next section we will illustrate the above algorithm for several
interesting cases
Example 5 (See Mansour [14, Example 3.2]). Let us illustrate the scanning-elements algorithm on the set of k-ary words
that avoid both 132 and 122. Define P(n, k) = [k]n(132, 122). Then by the scanning-elements algorithm we obtain
p(n, k; j) =∑ji=1 p(n−1, k; i)+∑k−1i=j p(n−1, i; j), for all n ≥ 2 and k ≥ j ≥ 1. Multiplying the above equation by vj−1 and
summing over all possible j = 1, 2, . . . , k, we arrive at Pk(n; v) = 11−v (Pk(n− 1, v)− vkPk(n− 1; 1))+
∑k−1
j=1 Pj(n− 1; v),
where n ≥ 2 and k ≥ 1. Again, multiplying by xn, summing over all possible n ≥ 2, and using Pk(0; v) = 1 and
Pk(1; v) = 1−vk1−v we obtain that
Pk(x; v) = 1+ x1− v (Pk(x; v)− v
kPk(x; 1))+ x
k−1∑
j=1
(Pj(x; v)− 1).
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Now, multiplying by (y/v)k and summing over all possible k ≥ 0 we obtain the following functional equation(
1− x
1− v −
xy
v − y
)
P(x, y/v; v) = v(v − y− xy)
(v − y)2 −
x
1− v P(x, y; 1).
The above equation can be solved using the so-called kernel method as described in [4]. If we let 1 − x1−v − xyv−y = 0 then
the coefficient of P(x, y/v; v) in the above equation is zero, and we get that v = v(x, y) = 1+y−x+xy+
√
(1+y−x+xy)2−4y
2 and
P(x, y; 1) = 1−vx(1−y) = (1−x)(1−y)−
√
(1+y−x+xy)2−4y
2x(1−y) .
3. Three letter patterns
In this sectionwe deal with several interesting cases of families of k-arywords by using the scanning-elements algorithm
as described in Section 2. In particular, we deal with classical patterns (see Section 3.1), generalized patterns (see Section 3.3),
and distanced patterns (see Section 3.4) of three letters.
3.1. Classical patterns
In this subsection we recover and refine several interesting enumerations on the set of k-ary words that either avoid or
contain a (classical) pattern of length three.
3.1.1. Refining 123-avoiding k-ary words
Define P(n, k) = [k]n(123). Let pi = pi1pi2 · · ·pin be any k-ary word of length n. If pi1 ≥ pi2 then pi avoids 123 if and only
if pi2pi3 · · ·pin is a k-ary word of length n − 1 that avoids 123, and if pi1 < pi2 then pi1pi3 · · ·pin is a pi2-ary word of length
n − 1 that avoids 123. Hence, the set P(n − 1, k) is a reduction of the sets P(n, k; k) and P(n, k; k − 1), the set P(n, k; i, j)
is a reduction of the set P(n − 1, k; j) for all i > j, and the set P(n, k; i, j) is a reduction of the set P(n − 1, j; i) for all i < j.
Thus, Eq. (1) gives the following two levels of p(n, k) = f123(n, k):
f123(n, k) = f123(n, k; k)+ f123(n, k; k− 1)+ · · · + f123(n, k; 1)
= f123(n− 1, k)+ f123(n− 1, k)+
k−2∑
j=1
f123(n, k; j) = 2f123(n− 1, k)+
k−2∑
j=1
f123(n, k; j), (7)
f123(n, k; j) = f123(n, k; j, 1)+ · · · + f123(n, k; j, j)+ f123(n, k; j, j+ 1)+ · · · + f123(n, k; j, k)
= f123(n− 1, k; 1)+ · · · + f123(n− 1, k; j)+ f123(n− 1, j+ 1; j)+ · · · + f123(n− 1, k; j)
=
j∑
i=1
f123(n− 1, k; i)+
k∑
i=j+1
f123(n− 1, i; j),
for all k− 2 ≥ j ≥ 1. Therefore, in terms of P(n, k; v) = F123(n, k; v) the above recurrence relations can be written as
F123(n, k; v) =
k−1∑
j=0
vj − vk
1− z f123(n− 1, k; j+ 1)+
k∑
j=2
j−1∑
i=1
f123(n− 1, j; i)vi−1
= 1
1− z
(
F123(n− 1, k; v)− vkF123(n− 1, k; 1)
)+ k∑
j=2
(
F123(n− 1, j; v)− vj−1F123(n− 2, j; 1)
)
,
for all n ≥ 2. From the definitions we have that F123(0, k; v) = 1 and F123(1, k; v) = 1−zk1−z . Multiplying the above recurrence
relation by xn and summing over all possible n ≥ 2 we arrive at
F123(x; k; v)− 1− v
k
1− v x− 1
= x
1− v
(
F123(x; k; v)− vkF123(x; k; 1)
)+ x k∑
j=2
(F123(x; j; v)− 1)− x2
k∑
j=2
vj−1F123(x; j; 1),
which is equivalent to
F123(x; k; v) = 1− (k− 1)x+ x1− v
(
F123(x; k; v)− vkF123(x; k; 1)
)
+ x
k∑
j=2
F123(x; j; v)− x2
k∑
j=2
vj−1F123(x; j; 1), (8)
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for all k ≥ 2. From the definitions we have that F123(x; 0; v) = 1 and F123(x; 1; v) = 11−x . Multiplying (8) by yk and summing
over all possible k ≥ 2 we obtain
F123(x, y; v) = (v + x
2)(1− y)− vx
v(1− y)2
+ x
1− v (F123(x, y; v)− F123(x, vy; 1))+
x
v(1− y)
(
vF123(x, y; v)− x2F123(x, vy; 1)
)
.
The above equation canbe solvedusing the so-called kernelmethod as described in [4]. Ifwe let y = z/v and1− x1−v− x1−y = 0
then the coefficient of F123(x, y; v) in the above equation is zero, and we get that v = v(x, z) = 1+z−2x+
√
(1−z)((1−2x)2−z)
2(1−x) ,
F123(x, z; 1) = 1+ 11− x z +
z
2x(1− x)
1− 2x−
√
(1− 2x)2 − z
1− z
 (9)
and
F123(x, y; v)
= −2vx(1− x)(1− v)+ (1− v)(1− y)(2v(1− x)+ (2− v)x
2 − 4x3 + 2x4)− v(1− y)2(v + 2x+ (v − 3)x2)+ v2(1− y)3
2v(1− x)(1− y)((1− v)(1− y)+ x(v + y− 2))
+ y(v(1− y)+ x
2(1− v))
2(1− x)((1− v)(1− y)+ x(v + y− 2))
√
(1− 2x)2 − vy
1− vy . (10)
Hence, evaluating the coefficient xnyk in the generating function F123(x, y; 1) we get an explicit formula for f123(n, k) the
number of k-ary words of length n that avoid 123 (see Burstein [8]):
f123(n, k) =
n∑
j=0
(−1)n−j
1+ j
(
j
n− j
)(
k− 1+ j
j
)(
2j
j
)
.
3.1.2. Refining 132-avoiding k-ary words
To complete the picture for permutation patterns of length 3 it remains to find an explicit formula for F132(x, y; v). Simion
and Schmidt [20] introduced a simple bijection between Sn(123) and Sn(132)which fixes each element of Sn(123)∩Sn(132).
West [22] generalized this bijection to obtain a bijection between Sn(τ ) and Sn(τ ′) where τ` = τ ′`−1 = `, τ`−1 = τ ′` =
`− 1, and τ , τ ′ ∈ S`. This bijection, in turn, generalizes to words as follows.
Theorem 6. Let τ = τ1τ2 · · · τ` be a pattern with greatest entry equal to d and τ`−1 = d − 1, τ` = d. If d occurs exactly once
in τ then
|{pi1pi2 · · ·pin ∈ [k]n(τ )|pi1 = j}| = |{pi1 · · ·pin ∈ [k]n(τ ′)|pi1 = j}|,
where τ ′ = τ1τ2 · · · τ`−2τ`τ`−1.
Proof. The proof is a straightforward generalization of West’s algorithm presented in [22, Section 3.2]. 
For example, if τ = 132 then τ ′ = 123. Hence, by Theorem 6we get that F132(x, y; v) = F123(x, y; v). Moreover, the number
of k-ary words of length n that avoid 132 is given by
f132(n, k) =
n∑
j=0
(−1)n−j
1+ j
(
j
n− j
)(
k− 1+ j
j
)(
2j
j
)
.
3.2. k-ary words containing 123 exactly once
Now, we will derive an exact formula for the number of k-ary words that contain τ ∈ S3 exactly once. We denote the
number of k-ary words of length n that contain that pattern τ exactly once by f̂τ (n, k). As we will see the scanning-elements
algorithm is a useful approach for finding recurrence relations and obtaining an explicit formula for f̂123(n, k). First of all,
define
Gn,k = {pi1 · · ·pin ∈ [k]n(123) | #{i|pii = k} = 1},
and let us enumerate the number of k-ary words of length n in Gn,k. For that, we need the following notations. Let
g(n, k) = #Gn,k and g(n, k; b1, . . . , bm) = #{pi1 · · ·pin ∈ Gn,k|pi1 · · ·pim = b1 · · · bm}.
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Lemma 7. For all n ≥ 1 and k ≥ 1, we have
g(n, k; k) = f123(n− 1, k− 1),
g(n, k; j) =
j∑
i=1
g(n− 1, k; i)+ f123(n− 1, k− 1; j), 1 ≤ j ≤ k− 1.
(11)
Proof. Let pi = pi1pi2 . . . pin be any k-ary word of length n such that the letter k appears in pi exactly once. If pi1 ≥ pi2 then
pi avoids 123 if and only if pi2pi3 · · ·pin is a k-ary word of length n− 1 that avoids 123, if pi1 < pi2 < k then pi contains 123,
and if pi1 < pi2 = k then pi avoids 123 if and only if pi1pi3 · · ·pin is a (k− 1)-ary word of length n− 1 that avoids 123. Thus,
for any j = 1, 2, . . . , k− 1,
g(n, k; j) =
j∑
i=1
g(n, k; j, i)+ g(n, k; j, k) =
j∑
i=1
g(n− 1, k; i)+ f123(n− 1, k− 1; j)
and for j = kwe have that g(n, k; k) = f123(n− 1, k− 1), as required. 
Given k ≥ 0 we can use Lemma 7 to find a functional relation determining the generating function for the sequence
{gn,k}n,k≥0.
Here we present such functional relations for k ≥ 1. First, define
G(n, k; v) =
k∑
j=1
g(n, k; j)vj−1, Gk(x; v) =
∑
n≥0
G(n, k; v)xn, G(x, y; v) =
∑
k≥1
Gk(x; v)yk.
Multiplying (11) by vj−1 and summing over all possible j = 1, 2, . . . , kwe arrive at
G(n, k; v) = 1
1− v
(
G(n− 1, k; v)− vk−1G(n− 1, k; 1))
+ F123(n− 1, k− 1; v)+ vk−1F123(n− 1, k− 1; 1),
for all k ≥ 1 and n ≥ 2. From the definitions we have that G(0, k; v) = 0 and G(1, k, v) = vk−1. Now, multiplying the above
equation by xnyk and summing over all n ≥ 2 and k ≥ 1 we get that
G(x, y; v) = x
1− v
(
G(x, y; v)− 1
z
G(x, vy; 1)
)
+ xy
(
F123(x, y; v)+ F123(x, vy; 1)+ y(1+ v)1− x +
1− 2y
1− y
)
.
Now, by using the kernel method, as described in [4], we can solve the above equation as follows. If we let v = 1 − x and
y = z1−x then the coefficient of G(x, y; v) in the above functional equation is zero, which leads us to
G(x, z; 1) = xz
(
F123(x, z/(1− x); 1− x)+ F123(x, z; 1)+ z(2− x)
(1− x)2 +
1− x− 2z
1− x− z
)
, (12)
where F123(x, z/(1− x); 1− x) (see (10)) is given by
F123(x, z/(1− x); 1− x) = 1− x+ x
2 − z
x(1− x) F123(x, z; 1)−
((1− x)2 − z)z2
x(1− x)2(1− x− z) .
Nowwe are ready to find the generating function for f̂123(n, k) the number of k-arywords of length n that contain the pattern
123 exactly once. Let us start with the following lemma.
Lemma 8. For all n ≥ 3, k ≥ 3, and 1 ≤ j ≤ k− 1,
f̂123(n, k; k) = f̂123(n− 1, k)
f̂123(n, k; j) =
j∑
i=1
f̂123(n, k; j, i)+
k∑
i=j+1
f̂123(n− 1, i; j)+
k−1∑
i=j+1
(k− i)g(n− 1, i+ 1; j).
Proof. Let pi = pi1 · · ·pin be any k-ary word of length n that contains the pattern 123 exactly once. If pi1 < pi2 then pi
contains 123 exactly once if and only if either pi1pi3 · · ·pin ∈ Gn−1,1+pi2 or pi1pi3 · · ·pin is a pi2-ary word of length n − 1 that
contains 123 exactly once. Thus, for any j = 1, 2, . . . , k− 1,
f̂123(n, k; j) =
j∑
i=1
f̂123(n, k; j, i)+
k∑
i=j+1
f̂123(n, i; j)+
k−1∑
i=j+1
(k− i)g(n− 1, i+ 1; j)
and for j = kwe have that f̂123(n, k; k) = f̂123(n− 1, k), as claimed. 
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Arguing as in the proof of Lemma 8, we obtain the following result.
Lemma 9. For all n, k ≥ 3 and k ≥ j1 ≥ j2 ≥ 1,
f̂123(n, k; j1, j2) =
j2∑
i=1
f̂123(n− 1, k; j2, i)+
t∑
i=j2+1
f̂123(n− 2, i; j2)
+
j1∑
i=j2+1
(k− i)g(n− 2, i+ 1; j2)+
k∑
i=j1+1
f̂123(n− 1, i; j1, j2).
Given k ≥ 0 we can also use Lemmas 8 and 9 to find a functional relation determining the generating function for the
sequence f̂123(n, k). Here we present such functional relations for k ≥ 2. First, define
L(x; k; v) =
∑
n≥0
xn
(
k−1∑
j=1
vj−1
j∑
i=1
f̂123(n, k; j, i)
)
for any k ≥ 1. Then, Lemmas 8 and 9 give that
F̂123(x; k; v) = L(x; k; v)+ x̂F123(x; k; 1)vk−1 + x
k∑
j=3
(̂F123(x; j; v)− xvj−1̂F123(x; j; 1))
+ x
k∑
j=3
(k+ 1− j)(G(x; j; v)− xvj−2G(x; j; 1)− xvj−1F123(x; j− 1; 1)). (13)
On the other hand, if we multiply the statement of Lemma 9 by xnz j1−1 and sum over j2 = 1, 2, . . . , j1, j1 = 1, 2, . . . , k− 1
and n ≥ 3, then we arrive at
L(x; k; v) = x
1− v
(
L(x; k; v)− vk−1L(x; k; 1))+ x2(1− x) k−1∑
j=3
vj−1 − vk−1
1− v F̂123(x; j; 1)
+ x2
k∑
j=3
(k+ 1− j)v
j−2 − vk−1
1− v ((1− x)G(x; j; 1)− xF123(x; j− 1; 1))+ x
k∑
j=3
L(x; j; v). (14)
Define L(x, y; v) = ∑k≥3 L(x; k; v)yk. If we multiply (13) and (14) by yk and sum over all possible k ≥ 3 (by definitions
F̂123(x; k; v) = 0 for k = 0, 1, 2), then we get the following result.
Proposition 10. We have(
1− x
1− y
)
F̂123(x, y; v) = L(x, y; v)+ x(1− x− y)
v(1− y) F̂123(x, vy; 1)+
x
(1− y)2 G(x, y; v)
− x
2
v2(1− y)2 G(x, vy; 1)−
x2y
(1− y)2 F123(x, vy; 1)+
x2y((x− v)(1− x)− yv2)
v(1− x)(1− y)2 , (15)
and (
1− x
1− v −
x
1− y
)
L(x, y; v)− x
v(1− v) L(x, vy; 1) =
x2(1− x)y
v(1− y)(1− vy) F̂123(x, vy; 1)
+ x
2(1− x)(1− vy2)
v2(1− y)2(1− vy)2
(
G(x, vy; 1)− xyv − xy
2v2
(1− x)2
)
− x
3y(1− vy2)
v(1− y)2(1− vy)2 F123(x, vy; 1). (16)
Eq. (15) gives that
L(x, y; v) =
(
1− x
1− y
)
F̂123(x, y; v)− x(1− x− y)
v(1− y) F̂123(x, vy; 1)−
x
(1− y)2 G(x, y; v)
+ x
2
v2(1− y)2 G(x, vy; 1)+
x2y
(1− y)2 F123(x, vy; 1)−
x2y((x− v)(1− x)− yv2)
v(1− x)(1− y)2
610 G. Firro, T. Mansour / Discrete Applied Mathematics 157 (2009) 602–616
and
L(x, vy; 1) =
(
1− x
1− vy
)
F̂123(x, vy; 1)− x(1− x− vy)1− vy F̂123(x, vy; 1)−
x
(1− vy)2 G(x, vy; 1)
+ x
2
(1− vy)2 G(x, vy; 1)+
x2vy
(1− vy)2 F123(x, vy; 1)+
x2vy((1− x)2 + vy)
(1− x)(1− zy)2 .
Now, using the kernel method, as described in [4], we can solve (16) as follows. If we let y = z/v and 1 − x1−v − x1−y = 0
then we arrive at
F̂123(x, y; 1) = vx
(v − t)(xv − v + y)
[
xy
1− xF123(x, y; 1)− G(x, y; 1)+
yx((1− x)2 + y)
(1− x)2
]
. (17)
Finally, combining the above equation with (10) and (12) we get the following result.
Theorem 11. The generating function for the number of k-ary words of length n that contain the pattern 123 exactly once is
given by
y
2x3(1− x)2(1− y)
[
2x3(x− 1)+ x2(9− 10x+ 2x2)(1− y)− x(3− 2x)(1− y)2 + (1− y)3]
− y(1− x− y)((1− x)(1− 2x)− y)
2x3(1− x)2
√
(1− 2x)2 − y
1− y .
Moreover, for k ≥ 3 and n ≥ 0, the number of k-ary words of length n that contain the pattern 123 exactly once is given by
hn+2,k − 3hn+1,k + 2hn,k − 2(hn+2,k−1 − hn+1,k−1)− 1+
n+2∑
j=0
hn+2−j,k−2,
where hn,k =∑nj=0 (−1)n−j1+j ( jn−j) ( k−1+jj ) ( 2jj ).
We conclude this subsectionwith the following remark. If one tries to find an explicit formula for the number of k-ary words
that contain 132 exactly once, then onewill discover that the case of containing 132 is harder than the case of containing 123
exactly once. This is based on finding the recurrence relations of f̂132(n, k), where we should use the sequence f̂132(n, k; i, j)
with i < j − 1. Thus, we need to define a new sequence qmn,k to be the number of k-ary words of length n that contain 132
exactly once such that the letter m occurs once. Our feeling is that, while the scanning-elements algorithm can indeed be
used to determine f̂132(n, k), the solution will be much more involved compared to finding f̂123(n, k). In the last section we
use the block decomposition approach as described in [14] to obtain an easier way of finding an exact formula for f̂132(n, k).
3.3. Three letter generalized pattern of type (2, 1)
In [3] Babson and Steingrímsson introduced generalized patterns that allow the requirement that two adjacent letters
in a pattern must be adjacent in the permutation. In this subsection, we study the generating functions Fab-c(x; k; 1) and
F̂ab-c(x; k; 1)where abc ∈ S3.
3.3.1. Refining 12-3-avoiding k-ary words
For all k ≥ 2 and 1 ≤ j ≤ k− 1,f12-3(n, k; j) =
j∑
i=1
f12-3(n− 1, k; i)+
k∑
i=j+1
f12-3(n− 2, i)
f12-3(n, k; k) = f12-3(n− 1, k).
(18)
To see that let pi = pi1 · · ·pin be any k-ary word of length n. By the definitions we have the following. If pi1 ≥ pi2 then pi
avoids 12-3 if and only if pi2 · · ·pin is a k-ary word of length n− 1 that avoids 12-3, and if pi1 < pi2 then pi avoids 12-3 if and
only if pi3 · · ·pin is a pi2-ary word of length n − 2 that avoids 12-3. Hence, by using (1) we get (18). Multiplying Eq. (18) by
vj−1 and summing over all j = 1, 2, . . . , kwe arrive at
F12-3(n, k; v) = 11− v
(
F12-3(n− 1, k; v)− vkF12-3(n− 1, k; 1)
)+ k∑
j=2
1− vj−1
1− v F12-3(n− 2, j; 1).
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Now,multiplying by xn and summing over all n ≥ 2 (from the definitionswe have that F12-3(0, k; v) = 1 and F12-3(1, k; v) =
1−vk
1−v ) we get that
F12-3(x; k; v) = 1+ x1− v (F12-3(x; k; v)− v
kF12-3(x; k; 1))+ x2
k∑
j=2
1− vj−1
1− v F12-3(x; j; 1).
Therefore, by using the kernel method as described in [4] with v = 1− xwe arrive at
F12-3(x; k; 1) = 11− x
(1−x)k−1
F12-3(x; k− 1; 1).
Hence, by using the above functional equation k times and F12-3(x; 1; 1) = 11−x , one recovers the well known enumeration
of 12-3-avoiding k-ary words of length n, F12-3(x; k; 1) =∏k−1j=0 11− x
(1−x)j
, see [10, Theorem 3.6].
3.3.2. Refining 21-3-avoiding k-ary words
For all k ≥ 2 and 1 ≤ j ≤ k− 1,f21-3(n, k; j) =
k∑
i=j
f21-3(n− 1, k; i)+
j−1∑
i=1
f21-3(n− 1, j; i)
f21-3(n, k; k) = f21-3(n− 1, k).
(19)
To see that, let pi = pi1 · · ·pin be any k-ary word of length n. By the definitions we have the following. If pi1 ≥ pi2 then pi
avoids 21-3 if and only if pi2 · · ·pin is a pi1-ary word of length n − 1 that avoids 21-3, and if pi1 < pi2 then pi avoids 21-3 if
and only if pi2 · · ·pin is a k-ary word of length n − 1 that avoids 21-3. Hence, by using (1) we get (19). Multiplying Eq. (19)
by vj−1 and summing over all j = 1, 2, . . . , kwe arrive at
F21-3(n, k; v) = 11− v (F21-3(n− 1, k; 1)− vF21-3(n− 1, k; v))+
k∑
j=1
vj−1(F21-3(n− 1, j; 1)− F21-3(n− 2, j; 1)).
Now,multiplying by xn and summing over all n ≥ 2 (from the definitionswe have that F21-3(0, k; v) = 1 and F21-3(1, k; v) =
1−vk
1−v ) we get that
F21-3(x; k; v) = 1− x+ x1− v (F21-3(x; k; 1)− vF21-3(x; k; v))+ x(1− x)
k∑
j=1
vj−1F21-3(x; j; 1).
Therefore, by using the kernel method as described in [4] with v = 11−x we arrive at
F21-3(x; k; 1) = 1+ x
k∑
j=1
1
(1− x)j−1 F21-3(x; j; 1).
Hence, F21-3(x; k; 1) − F21-3(x; k − 1; 1) = x(1−x)k−1 F21-3(x; k; 1). By using the initial condition F21-3(x; 1; 1) = 11−x , one
recovers the well known enumeration of 21-3-avoiding k-ary words of length n, F21-3(x; k; 1) = ∏k−1j=0 11− x
(1−x)j
, see [10,
Theorem 3.6].
3.3.3. k-ary words containing 12-3 exactly once
First of all, define
Gn,k = {pi1 · · ·pin ∈ [k]n(12-3) | #{i|pii = k} = 1},
and let us enumerate the number of k-ary words of length n in Gn,k. For that, we need the following notations. Let
g(n, k) = #Gn,k and g(n, k; b1, . . . , bm) = #{pi1 · · ·pin ∈ Gn,k|pi1 · · ·pim = b1 · · · bm}.
Our scanning-elements algorithm as described in Section 2 gives the following recurrence relation
g(n, k; j) = g(n− 1, k; 1)+ · · · + g(n− 1, k; j)+ f12-3(n− 2, k− 1)
and g(n, k; k) = f12-3(n−1, k−1), where n, k ≥ 2. Given k ≥ 2we can use the above recurrence relation to find a functional
relation determining the generating function for the sequence g(n, k). Here we present such functional relations for k ≥ 1.
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First, define G(n, k; v) = ∑kj=1 g(n, k; j)vj−1 and Gk(x; v) = ∑n≥0 G(n, k; v)xn. Multiplying the above recurrence by vj−1
and summing over all possible j = 1, 2, . . . , kwe arrive at
G(n, k; v) = 1
1− v
(
G(n− 1, k; v)− vk−1G(n− 1, k; 1))
+ 1− v
k−1
1− v F12-3(n− 2, k− 1; 1)+ v
k−1F12-3(n− 1, k− 1; 1),
for all k, n ≥ 2. Form the definitionswe have thatG(0, k; v) = 0 andG(1, k, v) = vk−1. Now,multiplying the above equation
by xn and summing over all n ≥ 2 we arrive at
Gk(x; v) = x1− v (Gk(x; v)− v
k−1Gk(x; 1))+ x
(
x
1− vk−1
1− v + v
k−1
)
F12-3(x; k− 1; 1).
Setting v = 1 − x in the above functional equation gives that Gk(x; 1) = x(1−x)k−1 F12-3(x; k − 1; 1). The explicit formula of
the generating function F12-3(x; k; 1) (see Section 3.3.1) leads to the following formula
Gk(x; 1) = x
(1− x)k−1
k−2∏
j=0
1
1− x
(1−x)j
. (20)
Now we are ready to find the generating function for f̂12-3(n, k) the number of k-ary words of length n that contain the
generalized pattern 12-3 exactly once. Again, it is not hard, using the scanning-elements algorithm as described in Section 2,
to find that for all j = 1, 2, . . . , k− 2,
f̂12-3(n, k; j) = f̂12-3(n− 2, k)+
j∑
i=1
f̂12-3(n− 1, k; i)+
k−1∑
i=j+1
f̂12-3(n− 2, i)+ (k− i)g(n− 2, i+ 1),
and f̂12-3(n, k; k) = f̂12-3(n, k; k − 1) = f̂12-3(n − 1, k). Rewriting the above equation in terms of generating functions we
arrive at
F̂12-3(x; k; v) = x1− x (̂F12-3(x; k; v)− v
k̂F12-3(x; k; 1))
+ x
2
1− v
k∑
j=3
(
(1− vj−1)̂F12-3(x; j; 1)+ (k+ 1− j)(1− vj−2)Gj(x; 1)
)
.
By setting v = 1− x and using (20) we get that
F̂12-3(x; k; 1) = 11− x
(1−x)k−1
F̂12-3(x; k− 1; 1)+ x
2
(1− x)k−1 − x
k∑
j=3
1− (1− x)j−2
(1− x)j−1
j−2∏
i=0
1
1− x
(1−x)i
.
By using induction on kwe can state the following result.
Theorem 12. The generating function for the number of k-ary words of length n that contain 12-3 exactly once is given by
x2
k−1∏
i=0
1
1− x
(1−x)i
·
k∑
`=3
∑`
j=3
1− (1− x)j−2
(1− x)j+`−2
(
`−2∏
i=j−1
1
1− x
(1−x)i
)−1
.
3.3.4. k-ary words containing 21-3 exactly once
First of all, define
Gn,k = {pi1 · · ·pin ∈ [k]n(21-3) | #{i|pii = k} = 1},
and let us enumerate the number of k-ary words of length n in Gn,k. For that, we need the following notations. Let
g(n, k) = #Gn,k and g(n, k; b1, . . . , bm) = #{pi1 · · ·pin ∈ Gn,k|pi1 · · ·pim = b1 · · · bm}.
Our scanning-elements algorithm as described in Section 2 gives the following recurrence relation
g(n, k; j) = g(n− 1, k; j)+ · · · + g(n− 1, k; k− 1)+ f21-3(n− 2, k− 1)
and g(n, k; k) = f21-3(n−1, k−1), where n, k ≥ 2. Given k ≥ 2we can use the above recurrence relation to find a functional
relation determining the generating function for the sequence g(n, k). Here we present such functional relations for k ≥ 1.
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First, define G(n, k; v) = ∑kj=1 g(n, k; j)vj−1 and Gk(x; v) = ∑n≥0 G(n, k; v)xn. Multiplying the above recurrence by vj−1
and summing over all possible j = 1, 2, . . . , kwe arrive at
G(n, k; v) = 1
1− v (G(n− 1, k; 1)− vG(n− 1, k; v))+ v
k−1(F21-3(n− 1, k− 1; 1)− F21-3(n− 2, k− 1; 1)),
for all k, n ≥ 2. From the definitionswe have thatG(0, k; v) = 0 andG(1, k, v) = vk−1. Now,multiplying the above equation
by xn and summing over all n ≥ 2 we arrive at
Gk(x; v) = x1− v (Gk(x; 1)− vGk(x; v))+ x(1− x)v
k−1(F21-3(x; k− 1; 1)).
Setting v = 11−x in the above function equation gives that Gk(x; 1) = x(1−x)k−1 F21-3(x; k − 1; 1). The explicit formula of the
generating function F12-3(x; k; 1) (see Section 3.3.2) leads to the following formula
Gk(x; 1) = x
(1− x)k−1
k−2∏
j=0
1
1− x
(1−x)j
. (21)
Now we are ready to find the generating function for f̂21-3(n, k) the number of k-ary words of length n that contain the
pattern 21-3 exactly once. Again, it is not hard, using the scanning-elements algorithm as described in Section 2, to find that
for all j = 1, 2, . . . , k− 2,
f̂21-3(n, k; j) = f̂21-3(n− 2, k)+
k−1∑
i=j
f̂21-3(n− 1, j; i)+
j−1∑
i=1
f̂21-3(n− 1, j; i)+ (k− j)g(n− 1, j+ 1; i),
and f̂21-3(n, k; k) = f̂21-3(n, k; k − 1) = f̂21-3(n − 1, k). Rewriting the above equation in terms of generating functions we
arrive at
F̂21-3(x; k; v) = x1− v (̂F21-3(x; k; 1)− vF̂21-3(x; k; v))
+ x(1− x)
k−1∑
j=1
v ĵF21-3(x; j+ 1; 1)+ x
k−1∑
j=2
(k− j)vj−1
(
Gj+1(x; 1)− x1− xF21-3(x; j; 1)
)
.
By setting v = 11−x and using (21) we get that
F̂21-3(x; k; 1) = 1− x1− x− x
(1−x)k−2
F̂21-3(x; k− 1; 1)+ x
2
1− x− (1− x)k−2
k−1∑
j=2
1− (1− x)j−1
(1− x)2j−1
j−1∏
i=0
1
1− x
(1−x)i
.
By using an induction on kwe can state the following result.
Theorem 13. The generating function for the number of k-ary words of length n that contain 21-3 exactly once is given by
x2
k−2∑
j=1
[
k−2∏
i=j
1− x
1− x− x
(1−x)i
j∑
i=1
(
1− (1− x)i
(1− x)2i+2
i∏
`=0
1
1− x
(1−x)`
)]
.
This subsection can be completed if we enumerate the number of k-ary words of length n that avoid (resp. contain) 13-2
(resp. exactly once). However, we failed to obtain an exact formula for f13-2(n, k), and finding it remains a challenging open
question (see [10, Lemma 3.7]).
3.4. Distanced patterns
We say a permutation pi ∈ Sn avoids the distanced pattern τ1τ2τ3 if there is no subsequence 1 ≤ a < b < c ≤ n
such that c > b+ 1 and piapibpic is order-isomorphic to τ (see [11]). As in the previous subsections, the above results can be
extended to the case of distanced patterns. Since the answers become very cumbersome, we present here only the simplest
case, namely avoiding the distanced pattern 123. Let us start with the following lemma.
Lemma 14. For all n ≥ 3 and 1 ≤ j ≤ k− 1,f123(n, k; j) = f123(n− 1, k; j)+
j∑
i=1
f123(n− 1, k; i)+
k−1∑
i=j+1
(f123(n− 1, i; j)+ (k− i)f123(n− 2, i; j))
f123(n, k; k) = f123(n− 1, k).
(22)
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Proof. Let pi = pi1 · · ·pin be any 123-avoiding k-ary word in [k]n. If pi1 < pi2 then either pi is a pi2-ary word or pi is a
(pi2 + 1)-ary word such that pi contains exactly one letter greater than pi2. So, in the first case pi avoids 123 is equivalent
to pi1pi3 · · ·pin ∈ [pi2]n−1(123) and in the second case pi avoids 123 is equivalent to pi1pi4 · · ·pin ∈ [pi2]n−1. Otherwise,
if pi1 > pi2 then pi avoids 123 is equivalent to that pi2pi3 · · ·pin avoids 123. The cases pi1 = k follow easily from the
definitions. Hence, by using (1) we get the desired result. 
Multiplying Eq. (22) by vj−1 and summing over all j = 1, 2, . . . , kwe arrive at
F123(n, k; v) = 11− v (F123(n− 1, k; v)− v
kF123(n− 1, k; 1))
+
k∑
i=2
(F123(n− 1, i; v)− vi−1F123(n− 2, i; 1))
+
k−1∑
i=2
(k− i)(F123(n− 2, i; v)− vi−1F123(n− 3, i; 1)),
for all n ≥ 3 and k ≥ 1. Now, multiplying by xn and summing over all n ≥ 3 (from the definitions we have that
F123(0, k; v) = 1, F123(1, k; v) = 1−vk1−v , and F123(2, k; v) = k 1−v
k
1−v ) we obtain that
F123(x, k; v) = 1− (k− 1)x−
(
k− 1
2
)
x2 + x
1− v (F123(x, k; v)− v
kF123(x, k; 1))
+ x
k∑
i=2
(x(k− i)+ 1)(F123(x, i; v)− xvi−1F123(x, i; 1)),
From the definitions we have that F123(x; 0; v) = 1. Multiplying the above equation by yk and summing over all possible
k ≥ 1 we obtain that
F123(x, y; v) = x
2(y(x− 1)+ 1)
v(1− y)2 +
(1− y)2 − x(1+ xy− y)
(1− y)3
+
(
x(1− y+ xy)
v(1− y)2 +
x
1− v
)
(vF123(x, y; v))− xF123(x, yv; 1),
Therefore, by using the kernel method as described in [4] with v = v(x, y) = 1 + x(1−y)2
xy(1+x−y)−(1−y)2 we obtain the following
result.
Theorem 15. The generating function F123(x, t; 1) for the number of k-ary words of length n that avoid 123 is given by
−x4 + x3(x2 + 2x− 2)(1− y)− x2(2x3 − (1+ x)2)(1− y)2 + x(x4 − 3x3 − 2x+ 2)(1− y)3 + (x4 − x2 − 1)(1− y)4
x(1− y)3(xy(1+ x− y)− (1− y)2) ,
where t = y+ xy(1−y)2
xy(1+x−y)−(1−y)2 .
4. k-ary words that contain 132 exactly once
Let Aτ (x; k) (resp. Âτ (x; k)) be the generating function for the number of k-ary words of length n that avoid τ (resp.
contain τ exactly once). Define Aτ (x, y) = ∑k≥0 Aτ (x; k)yk and Âτ (x, y) = ∑k≥0 Âτ (x; k)yk. As we said in the previous
section, finding a formula for Â132(x, y), the generating function of the number of k-ary words of length n that contain 132
exactly once, by the use of the scanning-elements algorithm seems to be extremely difficult. However, in this section, using
the block decomposition approach (see Mansour [14] and references therein) we find an explicit formula for the generating
function Â132(x, y).
Let σ be an arbitrary k-ary word of length n that avoids 132. There are two possibilities: either σ does not contain k, or
it contains k. In the first case we get immediately that σ ∈ [k]n(132) if and only if σ ∈ [k− 1]n(132). In the second case, let
σ = σ ′kσ ′′ such that either σ ′ = ∅, or σ ′ is a word on the letters a, a+1, . . . , k−1 and σ ′ contains the letter a at least once.
If σ ′ = ∅ then σ ∈ [k]n(132) if and only if σ ′′ ∈ [k]n−1(132). If σ ′ 6= ∅ then σ avoids 132 if and only if σ ′ is a 132-avoiding
word on the letters a, a + 1, . . . , k − 1 where σ ′ contains the letter a at least once, and σ ′′ is a 132-avoiding word on the
letters 1, 2, . . . , a − 1, a, k. These possibilities are called the block decomposition for k-ary words of length n that avoid 132
and can be formulated as follows.
Proposition 16. Let k ≥ 2 and let σ ∈ [k]n(132). Then one of the following assertions holds:
(1) σ ∈ [k− 1]n(132);
G. Firro, T. Mansour / Discrete Applied Mathematics 157 (2009) 602–616 615
(2) σ = kσ ′′ where σ ′′ ∈ [k]n−1(132);
(3) there exists a where 1 ≤ a ≤ k − 1 such that σ = σ ′kσ ′′, σ ′ is an 132-avoiding word on the letters a, a + 1, . . . , k − 1
where σ ′ contains the letter a at least once, and σ ′′ is an 132-avoiding word on the letters 1, 2, . . . , a, k.
Now we are ready to consider the case of k-ary words of length n that contain the classical pattern 132 exactly once. There
are two possibilities: (1) The word σ does not contain k, thus σ ∈ [k]n contains 132 exactly once if and only if σ ∈ [k− 1]n
contains 132 exactly once. (2) There exists j0 such that σj0 = k and σi < k for all i = 1, 2, . . . , j0 − 1. Here we have to
consider two possibilities: either (2a) the occurrence of the pattern 132 in σ does not contain the letter σj0 = k, or (2b) it
contains the letter σj0 = k. Case (a) together with use of Proposition 16 holds one of the following assertions:
(1) σ = kσ ′′ where σ ′′ ∈ [k]n−1 contains 132 exactly once;
(2) there exists a where 1 ≤ a ≤ k − 1 such that σ = σ ′kσ ′′, σ ′ is a 132-avoiding word on the letters a, a + 1, . . . , k − 1
where σ ′ contains the letter a at least once, and σ ′′ is a word on the letters 1, 2, . . . , a, k containing 132 exactly once;
(3) there exists awhere 1 ≤ a ≤ k− 1 such that σ = σ ′k, σ ′′, σ ′ is a word on the letters a, a+ 1, . . . , k− 1 containing 132
exactly once such that σ ′ contains the letter a at least once, and σ ′′ is a 132-avoiding word on the letters 1, 2, . . . , a, k.
In the second case (2b) there exist a, p and q, 1 ≤ p < q ≤ k− 1; 1 ≤ a ≤ p, such that σ = σ ′pqq . . . qkσ ′′qσ ′′′ where σ ′ is
a 132-avoiding word on the letters q, q+ 1, . . . , k− 1, σ ′′ is a 132-avoiding word on the letters a, a+ 1, . . . , p, and σ ′′′ is a
132-avoiding word on the letters 1, 2, . . . , a, k.
These possibilities are called the block decompositions for k-ary words of length n that contain 132 exactly once and can be
formulated as follows.
Proposition 17. Let σ be any k-ary word of length n that contains 132 exactly once. The one of the following assertions holds:
(i) σ ∈ [k− 1]n contains 132 exactly once.
(ii) σ = kσ ′′ where σ ′′ ∈ [k]n−1 contains 132 exactly once;
(iii) there exists a where 1 ≤ a ≤ k− 1 such that σ = σ ′kσ ′′, σ ′ is an 132-avoiding word on the letters a, a+ 1, . . . , k− 1
such that σ ′ contains the letter a at least once, and σ ′′ is a word on the letters 1, 2, . . . , a, k containing 132 exactly once;
(iv) there exists a where 1 ≤ a ≤ k − 1 such that σ = σ ′kσ ′′, σ ′ is a word on the letters a, a + 1, . . . , k − 1
containing 132 exactly once such that σ ′ contains the letter a at least once, and σ ′′ is an 132-avoiding word on the letters
1, 2, . . . , a, k.
(v) there exist a, p and q, 1 ≤ p < q ≤ k − 1; 1 ≤ a ≤ p, such that σ = σ ′pqq . . . qkσ ′′qσ ′′′ where σ ′ is an 132-avoiding
word on the letters q, q + 1, . . . , k − 1, σ ′′ is an 132-avoiding word on the letters a, a + 1, . . . , p, and σ ′′′ is an 132-avoiding
word on the letters 1, 2, . . . , a, k.
The above block decomposition of a word containing 132 exactly once leads us to the following result.
Theorem 18. The generating function Â132(x, y) =∑k≥0 Â132(x; k)yk =∑n,k≥0 f̂132(n, k)xnyk for k-ary words of length n that
contain 132 exactly once is given by
Â132(x, y) =
y2
[
x+ y− 1− ((1− 2x)(1− x)− y)
(
(1−2x)2−y
1−y
)− 12 ]
2(1− x)2(1− y)2 .
Proof. Let k ≥ 3; by Proposition 17, we have exactly five possibilities for the block decomposition of an arbitrary word σ ∈
[k]n containing 132 exactly once. Let us write an equation for Â132(x, y). Immediately, the contributions of the first, second,
third, and fourth decompositions above are Â132(x; k−1), x̂A132(x; k), x∑k−1a=1(A132(x; k−a)−A132(x; k−a−1))̂A132(x; a+1),
and
x
k−1∑
a=1
(̂A132(x; k− a)− Â132(x; k− a− 1))A132(x; a+ 1),
respectively. Let G(x;m) be the ordinary generating function for the number of 132-avoidingm-ary words of length n such
that the letter m occurs at least once; the contribution of the fifth decomposition above equals x
2
1−x
∑k−2
a=1
∑k−1
b=a+1 G(x; a +
1)A132(x; k+ 1− b). Summing over all the five contributions, then multiplying by yk and summing over all k ≥ 3, we get
Â132(x, y) = ŷA132(x, y)+ x̂A132(x, y)+ x
(
1− y
y
(A132(x, y)− 1)− 1
)
Â132(x, y)
+ x(1− y)
y
Â132(x, y)
(
A132(x, y)− 1− y1− x
)
+ x
2
(1− x)(1− y) (A132(x, y)− 1)
(
G(x, y)− xy
1− x
)
.
On the other hand, using Proposition 16 we get that G(x, y) = (1− y)A132(x, y)− 1. Hence,
Â132(x, y) = x
2y(1− A132(x, y)) ((1− y)(1− x)A132(x, y)+ x(1− y)− 1)
(1− x)(1− y)2(y− 2x(1− x)(A132(x, y)− 1)) .
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Using A132(x, y) = 1+ 11−xy+ y2x(1−x)
(
1− 2x−
√
(1−2x)2−y
1−y
)
(see Section 3.1.2), we get the desired result. 
One can try to obtain results similar to the above theorems in the case of the distanced pattern 132, but the proof in this
case (using the block decomposition approach) is very similar to the proof of the case of k-ary words of length n that contain
132 exactly once (see the proof of Theorem 18) and extremely cumbersome. One can state the following result.
A132(x; k) = A132(x; k− 1)+ xA132(x; k)+ x
k−1∑
a=1
G(x; k− a)A132(x; a+ 1)
+ x2
k−1∑
a=2
a−1∑
b=1
(G(x; k− a)+ 1)G(x; a− b+ 1)A132(x; b+ 1),
where G(x; a) = A132(x; a)−A132(x; a−1). Multiplying the above recurrence relation by yk and summing over all possible
k ≥ 1, we then obtain that the generating function A(x, y) =∑k≥1 A132(x; k)yk satisfies
A(x, y) = y
3((1− x)(1− y)+ x2y)+ yx(1− x)(1− y)(1− 3x− y− x2y+ 5xy− xy2)A2(x, y)+ x2(1− x)2(1− y)3A3(x, y)
y2
(
x2(1− x)+ (x3 − 2x2 − x+ 1)(1− y)2) .
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