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Capitolo 1
Introduzione ai MOSFET di Potenza
1.1  Elettronica di potenza
1.1.1 Contesto
L'elettronica di potenza è la branca dell'elettronica che si occupa della gestione e controllo 
dell'energia elettrica. A differenza dell'elettronica di segnale, dedicata all'elaborazione di 
segnali, dove i segnali elettrici di tensione e corrente vengono usati per veicolare infor-
mazioni, in quella di potenza tensione e corrente sono mezzi di trasporto per l'energia. 
Il compito che le viene affidato è quello di attuare trasformazioni a livello di ampiezza e 
frequenza di tali grandezze affinché la potenza fornitaci da un generatore possa adattarsi 
alle caratteristiche richieste dall'utilizzatore. Le operazioni di conversione principali sono 
dunque le seguenti: conversione DC-AC (come negli inverter); conversione AC-DC (ad 
esempio i raddrizzatori); conversione DC-DC (in cui si modificano i livelli di tensione) e 
conversione AC-AC (in cui il parametro da modificare è la frequenza).
Tra le diverse figure di merito che caratterizzazione un circuito di potenza,  è doveroso 
richiamare l'efficienza di conversione, ovvero il rapporto tra la potenza in uscita e quella 
in ingresso al convertitore. Tale figura di merito è particolarmente importante sia per una 
questione di risparmio energetico che per problematiche riguardanti la dissipazione di 
potenza nei componenti stessi. Queste apparecchiature sfruttano principalmente tecniche 
di commutazione: ciò significa che tensioni e correnti vengono manipolate tramite l'uso 
di interruttori elettronici.
1.1.2 Interruttori di Potenza
Gli interruttori sono dispositivi caratterizzati idealmente da due modalità di funziona-
mento, ovvero on-state (interruttore chiuso), in cui esso conduce corrente, e off-state (in-
terruttore aperto), dove il flusso di corrente viene bloccato.
Figura 1. Simbolo circuitale di un interruttore
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L'interruttore ideale, nella fase di on-state, riesce a condurre correnti di valore infinito 
senza presentare alcuna caduta di tensione; analogamente, nella fase di off-state può so-
stenere una tensione illimitata senza perdite di corrente. E' evidente che questo compor-
tamento porta ad una dissipazione di potenza nulla durante entrambi gli stati. Inoltre, 
le transizioni da on-state a off-state (e viceversa) devono avvenire in maniera istantanea 
senza porre alcun limite alla velocità di commutazione e senza portare a dissipazione di 
potenza. Ovviamente tutto ciò non è né possibile né realizzabile: nei dispositivi reali è 
presente una piccola corrente inversa quando l'interruttore è interdetto (leakage current) 
e si verifica sempre una caduta di tensione dovuta alla resistenza (RDS(ON)) del dispositivo 
stesso; inoltre i tempi di commutazione, seppur brevi (da pochi ns a qualche μs) non pos-
sono essere considerati trascurabili.
I dispositivi che più si avvicinano alle condizioni ideali sono basati su componenti a se-
miconduttore, in particolare dalle architetture IGBT (Insulated Gate Bipolar Transistor) e 
MOSFET (Metal-Oxide-Semiconductor Field-Effect Transistor).
1.2  MOSFET di Potenza
1.2.1 architettura dei Dispositivi
Come suggerisce il nome, i MOSFET di potenza (detti anche power MOSFET) presen-
tano significative differenze rispetto ai MOSFET di segnale. Nei MOSFET tradizionali 
la corrente scorre in maniera longitudinale tra drain e source; questa però può scorrere 
solamente quando la tensione applicata tra i terminali di gate e source VGS supera un certo 
valore (detto valore di soglia, VTH), permettendo la formazione del canale conduttivo nella 
regione p compresa tra i pozzetti n+.
Figura 2. Struttura di un MOSFET di segnale di tipo n [21]
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3La particolare morfologia del componente lo rende inadatto a impieghi di potenza perchè:
•	 la tensione di rottura (o Breakdown Voltage, massima tensione tra drain e source sop-
portata dal MOSFET), e di conseguenza la capacità di sopportare elevate differenze 
di potenziale, è legata alla lunghezza del canale (in particolare, per ottenere elevate 
tensioni di breakdown è necessario utilizzare struttura a canale più lungo);
•	  la quantità di corrente che attraversa il dispositivo quando esso è in conduzione è 
invece inversamente proporzionale alla lunghezza del canale.
L'andamento discordante di queste due grandezze fondamentali rende impossibile trovare 
un compromesso adatto a renderlo un interruttore nelle applicazioni di potenza; tuttavia, 
basterebbe svincolare uno di questi parametri dalla lunghezza di canale per far sì che il 
dispositivo possa acquisire le proprietà desiderate. Un semplice accorgimento consiste nel 
cambiare la disposizione relativa tra drain e source, disponendoli in maniera verticale: in 
questo modo, la tensione di rottura dipende dallo spessore dello strato epitassiale ne dal 
suo drogaggio. Nasce così il VDMOSFET (Vertical Diffusion MOSFET), che assieme agli 
UMOSFET, VMOSFET e SJMOSFET, costituisce la famiglia dei power MOSFET.
Figura 3. Struttura di un MOSFET di potenza di tipo n
Così come nei MOSFET a svuotamento, anche i power MOSFET possono essere di tipo 
n o di tipo p. Occorre inoltre notare che questa nuova struttura presenta due elementi pa-
rassiti quali un diodo pn e un BJT npn; in particolare quest'ultimo può rendere il compo-
nente poco controllabile in alcune situazioni (latchup), per cui base ed emettitore vengono 
cortocircuitati tramite la metallizzazione del source. La presenza del diodo non è invece 
così scomoda, tanto che alcune applicazioni (ad esempio negli inverter e nei raddrizzato-
ri) viene sfruttato come sistema di recupero dell'energia attraverso la corrente inversa di 
drain (freewheeling current).
4Figura 4. Simbolo circuitale di un MOSFET, comprendente il diodo parassita
1.2.2 Regioni di funzionamento e caratteristiche salienti
Le regioni di funzionamento di un MOSFET di potenza sono analoghe a quelle di un 
MOSFET di segnale: esso passa dallo stato di cutoff a quello di conduzione non ap-
pena la tensione VGS supera la tensione di soglia VTH, permettendo la formazione del 
canale n; inoltre, nello stato di conduzione si possono riconoscere le regioni di triodo 
(con VDS < VGS VTH e VGS > VTH) e di saturazione (quando VDS > VGS – VTH, sempre con 
VGS > VTH). La caratteristica ID-VDS è illustrata in Figura 5.
Nelle applicazioni in cui viene usato come interruttore, il power MOSFET è in offstate 
quando è in cutoff e in onstate nella regione di triodo (regione lineare a resistenza costan-
te); generalmente viene utilizzato per basse tensioni (fino a 100V) e medie (400-500V) 
usando una tensione di controllo VG  di 15V; la corrente massima che il dispositivo può 
condurre arriva al centinaio di Ampere.
Figura 5. Caratteristica ID-VDS delle regioni di funzionamento di un MOSFET [22]
5Dalla caratteristica appena presentata, possiamo desumere una delle grandezze di mag-
giore interesse del nostro studio, ovvero la resistenza di conduzione (on state resistance), 
che viene calcolata tramite la seguente relazione:
Dalla caratteristica appena presentata, possiamo desumere una delle grandezze di maggiore interesse del 
nostro studio, ovvero la resistenza di conduzione (on state resistance), che viene calcolata tramite la seguente 
relazione: 
 
𝑅𝑅𝐷𝐷𝐷𝐷(𝑂𝑂𝑂𝑂) =
𝜕𝜕𝑣𝑣𝐷𝐷𝐷𝐷
𝜕𝜕𝑖𝑖𝑑𝑑
∣𝑉𝑉𝐺𝐺𝐺𝐺=𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 
 
Essa risulta essere una somma di diversi contributi legati alla struttura intrinseca del dispositivo: 
Figura 6. Componenti di RDS(ON) [7] 
 
RDS(ON) = RSource + RCh + RJ + RA + RD + RSub + Rwcml 
 
dove RSource è la resistenza diffusiva del pozzetto n+ del source, Rch (channel resistance) la resistenza del 
canale, RJ la resistenza della zona di svuotamento (zona JFET), RA  (accumulation resistance) la resistenza di 
accumulazione, RD la resistenza della regione diffusiva (drift region, la zona dello strato n- non soggetta a 
svuotamento), Rsub (substrate resistance) la resistenza del substrato n+, e Rwcml (wiring, contact, metallization 
and leadframe resistance) è la resistenza comprendente i contatti di source, drain, wiring e saldatura. 
Negli utilizzi a media tensione, RDS(ON) può essere approssimata a RD (resistenza di drift). Valori complessivi 
tipici di questa grandezza variano da qualche decina di milliohm ad alcuni ohm. Importante proprietà di 
RDS(ON) è il coefficiente di temperatura positivo: essa quindi cresce con l'aumentare della temperatura, come 
indicato in figura 7, comportando una maggiore stabilità termica nel caso più dispositivi vengano connessi in 
parallelo e annullando i problemi legati alla deriva termica. 
Figura 7. Andamento di RDS(ON) in funzione della temperatura di giunzione [17] 
 
Altri parametri di cui tener conto per via della loro influenza nel comportamento dinamico del dispositivo, 
sono le capacità parassite presenti tra gate e source (Cgs), tra gate e drain (Cgd) e tra source e drain (Cds): il  
loro valore viene fornito dal datasheet sotto il nome di capacità di ingresso (Ciss = Cgs + Cgd), capacità di 
uscita (Coss = Cds + Cgd) e capacità di trasferimento inversa (Crss= Cgd). 
Essa risulta essere una somma di diversi contributi legati alla struttura intrinseca del di-
spositivo:
 
 
  
Abstract-- Thermal cycling is one of the main techniques to 
accelerate the package related failure progress. In this paper, 
a custom designed accelerated ageing platform that can expose 
multiple discrete power MOSFETs to thermal stress 
simultaneously, is introduced. Active heating, without using 
external loads, is used to increase the junction temperatures of 
the devices from a single current source, where temperature 
swing for each device can be controlled independently. The 
issues during the measurements such as high off-state drain-
to-source voltage, and transients during turning on instants 
are addressed. The variation of the on-state resistance is 
identified as the failure precursor. It is observed that on-state 
resistance increases by 10%-17% of its initial value before it 
completely fails. Based on the collected field data, an 
exponential degradation model that fits successfully with the 
experimental data is developed. 
 
Index Terms-- accelerated ageing platform, fault 
diagnostics, on-state resistance, power MOSFET, remaining 
useful lifetime, thermal cycling. 
I.  INTRODUCTION 
AILURE of power semiconductors used in industry and 
transportation systems can cause catastrophic failures 
resulting in costly shut downs. In such environment, these 
components are subjected to various mechanical and 
electrical stresses, wear, and vibration that contribute to an 
increased potential for equipment failure. For instance, a 
failed drilling system drive can easily account for millions 
of dollars lost revenue if down for a month and repair costs 
can add up to several hundreds of thousands of 
dollars. Therefore, research on non-invasive incipient fault 
diagnosis of key components of the drive systems becomes 
very critical to avoid strenuous periodic check-ups and 
costly interruptions.  
Preliminary research on the failure mechanisms reflect 
two types of faults occurring in the Si semic nductor 
device, namely, intrinsic and extrinsic faults [1]-[2]. In [3], 
collector-emitter voltage was monitored and shown as a 
degradation indicator for IGBT. Another study focused on  
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Fig. 1. Typical MOSFET structure with resistance components. 
 
Fig. 2. Weak points of MOSFETs. 
 
the maximum peak voltage of the collector-emitter ringing 
at turn off [4]. In [5], the turn off time of the switch was 
studied and recog ized as failure precursor. The failure 
related to die solder attachments of discrete power 
MOSFETs was related with increased on resistance in [6], 
[7]. In another study, g te hreshold voltage variation is 
analyzed and recognized as failure indicator [8]. All of 
these studies mainly focused on the thermal cycling and 
increased junction temperature. From electrical stress point 
of view, some researches have investigated radiation related 
faults [9], effects of electro-static discharge (ESD) [10] and 
lightning surges [11].  
Majority of the research groups has designed custom 
build test beds that are used to age single power module, 
most commonly high power IGBTs, at a time. This paper 
presents a comprehensive test bed able to apply thermal  
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Figura 6. Componenti di RDS(ON) [7]
RDS(ON) = RSource + RCh + RJ + RA + RD + RSub + Rwcml
dove RSource è la resistenza diffusiva del pozzetto n+ del source, Rch (channel resistance) la 
resiste za del canale, RJ la resistenza della zon  di svuotamento (zona JFET), RA  (accu-
mulation resistance) la resistenza di accumulazione, RD la resistenza della regione diffusiva 
(drift region, la zona dello strato n- non soggetta a svuotamento), Rsub (substrate resistance) 
la resistenza del substrato n+, e Rwcml (wiring, contact, metallization and leadframe resistan-
ce) è la resistenza comprendente i contatti di source, drain, wiring e saldatura.
Negli utilizzi a media tensione, RDS(ON) può essere approssimata a RD (resistenza di drift). 
Valori complessivi tipici di questa grandezza variano da qualche decina di milliohm ad 
alcuni ohm. Importante proprietà di RDS(ON) è il coefficiente di temperatura positivo: essa 
quindi cresce con l’aumentare della temperatura, come indicato in Figura 7, comportando 
una maggiore stabilità termica nel caso più dispositivi vengano connessi in parallelo e 
annullando i problemi legati alla deriva termica.
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Figure 4: Increase on-resistance RDS (on) with temperature TJ for Power MOSFET 
The on-resistance can be defined by, 
wcmlsubDJAchSourceonDS RRRRRRRR ++++++=)(   Equation (2) 
Where, 
SourceR = Source diffusion resistance  
chR = Channel resistance
AR = Accumulation resistance  
JR = “JFET” component-resistance of the region between the two-body regions 
DR = Drift region resistance 
subR = Substrate resistance 
wcmlR =Sum of Bond Wire resistance, the Contact resistance between the source and drain 
metallization and leadframe contributions. 
The temperature coefficient of RDS (on) is positive because of majority-only carrier 
movement. It is a useful property, which ensures thermal stability when paralleling the 
devices.
Transconductance gfs:
The Transconductance is defined as the change in drain current divided by the change in 
gate voltage for a constant drain voltage: 
tconsds
gs
D
fs VdV
dIg tan==     Equation (3) 
A large transconductance is desirable to obtain a high current handling capability with 
low gate drive voltage and for achieving high frequency response. A typical variation of 
transconductance as a function of drain current is shown in Figure 5. The reduction in the 
mobility with increasing temperature severely affects the transconductance of Power 
MOSFET.   
Figura 7. Andamento di RDS(ON) in funzione della temperatura di giunzione [18]
Altri parametri di cui tener conto per via della loro influenza nel comportamento dinami-
co del dispositivo, sono le capacità parassite presenti tra gate e source (Cgs), tra gate e drain 
(Cgd) e tra source e drain (Cds): il  loro valore viene fornito dal datasheet sotto il nome di 
capacità di ingresso (Ciss = Cgs + Cgd), capacità di uscita (Coss = Cds + Cgd) e capacità di tra-
sferimento inversa (Crss = Cgd).
Figura 8. Elementi parassiti in un MOSFET di potenza [23]
L’evoluzione della caratteristica del power MOSFET negli stadi di turn on e turn off sono 
determinate da queste grandezze, in quanto ricadono sul calcolo delle costanti di tempo 
che entrano in gioco nella fase di commutazione.
7Ci sono inoltre altri fattori di cui tener conto al momento dell’utilizzo del componente, i 
cosiddetti limiti operativi, al di fuori dei quali il dispositivo va incontro a rottura o dan-
neggiamento; questi sono:
•	  tensione di breakdown tra source e drain e massima tensione di applicabile al gate 
senza compromettere l’integrità dell’ossido;
•	  massima corrente di drain;
•	  limite di temperatura di giunzione, ovvero la temperatura massima entro la quale il 
dispositivo nella sua totalità (chip, case, package, saldature ecc.) rimane integro.
Tenendo conto di questi vincoli, assieme alla limitazione indotta da RDS(ON) e dalla massi-
ma potenza dissipabile dal dispositivo, possiamo individuare la Safe Operating Area (SOA) 
relativa al dispositivo, un’area al cui interno in cui ricadono le condizioni di lavoro che non 
danneggiano il MOSFET.
Figura 9. Tipico grafico indicante la SOA di un MOSFET di potenza [24]
1.2.3 aging e Meccanismi di Rottura
Uscendo dai confini imposti dalla SOA, il dispositivo può andare incontro a mutamenti 
strutturali irreversibili che spesso si risolvono con la rottura o con una diminuzione delle 
prestazioni del componente, allontanandolo ulteriormente dalla condizioni di idealità: il 
comportamento del dispositivo cambia e rende di conseguenza meno efficace qualsiasi 
sistema di controllo che si basa sulle caratteristiche iniziali del componente. In realtà, 
anche lavorando all'interno dell'area di sicurezza, i parametri del MOSFET subiscono una 
variazione a causa dei stress termici o elettrici cui il dispositivo è soggetto durante il nor-
male funzionamento, degradandone progressivamente le proprietà fino alla rottura: è il 
cosiddetto aging (invecchiamento).
8Si deduce dunque che gli eccessivi stress termici ed elettrici siano le principali cause di 
innesco dei fenomeni di aging e rottura, che allo stadio terminale portano a:
•	  rottura del dielettrico, in particolare dell'ossido di gate;
•	  elettromigrazione;
•	  bond wire liftoff, ovvero il l'interruzione del collegamento presente tra i pin metallici 
e il semiconduttore (Figura 10);
•	  degradazione della saldatura tra il chip di silicio e la placca in rame del dissipatore di 
calore (Figura 11);
Figura 10. Cricche innescanti il bond wire liftoff [25]
Figura 11. Cricche nella saldatura [26]
Uno dei sintomi dello svolgersi di questi processi è l'aumento di temperatura di giunzione: 
essi sono infatti dovuti principalmente all'accumulo di difetti in zone cruciali del MO-
SFET, i quali portano ad un aumento dell'impedenza termica tra giunzione e case, cau-
sando il surriscaldamento, che a sua volta favorisce l'innesco dei processi di degradazione; 
questo meccanismo a feedback positivo, se lasciato incontrollato, non può concludersi che 
con la rottura del dispositivo.
Anche le altre grandezze principali del componente sono sentinelle utili per capire se il 
processo di aging è in corso: RDS(ON) aumenta sempre a causa dell'accumulo dei difetti in 
determinate zone del dispositivo, alla delaminazione del silicio, allo sviluppo di cricche 
nel collegamento del terminale di source e per via della riduzione della mobilità elettro-
nica dovuta all'aumento della temperatura; la tensione di soglia si abbassa e la caduta di 
tensione VDS durante l'on state cresce.
91.2.4 applicazioni generali
Vista la loro efficienza i power MOSFET trovano impiego in vari settori tecnologici, dai 
sistemi elettronici classici (come nel caso dei regolatori di tensione in alternativa a quelli 
tradizionali a partitore e a diodo zener), fino ad applicazioni più moderne, quali le ener-
gie rinnovabili (specialmente in ambiente fotovoltaico), l'automotive (dove la presenza 
crescente di componenti elettronici atti a migliorare il controllo e la sicurezza del veico-
lo rendono indispensabile una gestione ottimale della potenza disponibile all'interno del 
mezzo) e in ambito aerospaziale.
Figura 12. Tipico formato di un MOSFET di potenza: TO220 [27]
1.3  Condition Monitoring
1.3.1 generalità
Per condition monitoring (CM) si intende quell'insieme di tecniche atte a monitorare le 
caratteristiche operative di  un sistema fisico o di un suo componente al fine di program-
marne una manutenzione preventiva\predittiva, evitando che la deteriorazione di tali ca-
ratteristiche compromettano l'affidabilità del sistema e\o prima che questo si rompa; altre-
sì rappresenta uno strumento di prognosi efficace poiché ci permette di stabilire lo stato 
di salute corrente del sistema, prevederne l'evoluzione nel tempo e attuare con sufficiente 
anticipo gli interventi necessari ad evitare le complicazioni dovute al malfunzionamento 
del componente d'interesse. In ambito industriale, il condition monitoring porta benefici 
non indifferenti a livello economico in quanto:
•	  il funzionamento anormale o la rottura di un singolo dispositivo può danneggiare 
una parte della componentistica in cui è inserito o addirittura compromettere l'intero 
sistema, alzando notevolmente i costi per componenti di ricambio;
•	  previene i fermi macchina non previsti;
•	  riduce i costi di mantenimento del macchinario a partire dalla manutenzione straor-
dinaria necessaria alla riparazione e alla sua rimessa in funzione;
•	  aumenta la vita utile e l'efficienza del macchinario.
Il CM diventa indispensabile poi se inserito in un contesto di sicurezza o in ambienti sa-
nitari, dove comportamenti imprevedibili causati da malfunzionamenti possono arrecare 
danno anche a persone fisiche.
A seconda del tipo del sistema (meccanico, elettrico ecc.) soggetto a CM, cambiano le 
grandezze oggetto di studio e anche le strategie con cui esse vengono monitorate, che van-
no dalle semplici operazioni di sensing di tali grandezze alle analisi al microscopio, dalle 
radiografie alle misure del rumore acustico.
Se da una parte la vastità delle tecnologie a nostra disposizione, nonché la loro precisione 
sempre crescente, ci permette di trovare metodi efficaci di condition monitoring, lo svi-
luppo di queste tecniche è ostacolato principalmente dalla quantità di studio necessaria 
a stabilire la relazione esistente tra la variazione di un parametro e la causa scatenante, 
dedurne l'evoluzione nel tempo e creare un modello descrivente il fenomeno: tutto ciò per 
individuare la strategia adatta da implementare nel sistema studiato.
1.3.2 Condition Monitoring nei MOSFET di Potenza
La presenza sempre più crescente dei power MOSFET nelle tecnologie odierne ha fatto 
nascere l'interesse di creare strategie di condition monitoring efficaci. La ricerca attorno 
alle tecniche di monitoraggio di questi componenti ha cominciato a muovere i primi passi 
a partire dalla seconda metà degli anni Novanta1, e ha conseguito dei risultati degni di 
nota solo negli ultimi anni (articoli riguardo i primi modelli di vita utile rimanente risal-
gono addirittura a quest'anno).
Il procedimento più utilizzato per eseguire sperimentazioni su larga scala è l'invecchia-
mento accelerato. In questi test monitoriamo le caratteristiche di interesse del componen-
te, il quale lavora sotto le condizioni operative tipiche a cui è destinato, ma con carichi di 
lavoro (cicli di stress termico ed elettrico a sovratensione e sovracorrente) piuttosto severi: 
dal momento che l'invecchiamento e la rottura sono innescati da processi termicamente 
attivati ed evolvono principalmente grazie alla temperatura, le caratteristiche degradano 
ad una velocità maggiore; di conseguenza, possiamo farci un'idea del comportamento dei 
parametri del componente a partire dalla messa in funzione fino alla rottura in tempi re-
lativamente brevi. La parte complessa rimane individuare un modello di estrapolazione 
che permetta di legare la variazione dei parametri alle condizioni di stress. Lo studio è fi-
nalizzato alla creazione di un modello di riferimento con cui confrontare le caratteristiche 
del componente durante il funzionamento per valutare lo stato di salute del componente e 
quindi attuare le procedure di intervento preventivo.
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1 Seppur esistano dagli anni 70, c’era una preferenza nell’utilizzare al loro posto gli IGBT in quanto sopportavano ten-
sioni di blocco maggiori, ma che presentavano una velocità di commutazione minore e problemi di deriva termica: 
chiaro quindi che gli studi riguardassero principalmente questo tipo di dispositivo. Col passare degli anni però, i 
progressi fatti nella tecnologia MOSFET, li hanno resi un’alternativa valida per applicazioni a media e bassa tensione.
 
 
  
Abstract-- Thermal cycling is one of the main techniques to 
accelerate the package related failure progress. In this paper, 
a custom designed accelerated ageing platform that can expose 
multiple discrete power MOSFETs to thermal stress 
simultaneously, is introduced. Active heat ng, without using 
external loads, is used to increase the junction temperatures of 
the devices from a single current source, where temperature 
swing for each device can be controlled independently. The 
issues during the measurements such as high off-state drain-
to-source voltage, and transients during turning on instants 
are addressed. The variation of the on-state resistance is 
identified as the failure precursor. It is observed th t on-state 
resistance increases by 10%-17% of its initial value before it 
completely fails. Based on the collected field data, an 
exponential degradation model that fits successfully with the 
experimental data is developed. 
 
Index Terms-- accelerated ageing platform, fault 
diagnostics, on-state resistance, power MOSFET, remaining 
useful lifetime, thermal cycling. 
I.  INTRODUCTION 
AILURE of power semiconductors used in industry and 
transportation systems can cause catastrophic failures 
resulting in costly shut downs. In such environment, these 
components are subjected to various mechanical and 
electrical stresses, wear, and vibration that contribute to an 
increased potential for equipment failure. For instance, a 
failed drilling system drive can easily account for millions 
of dollars lost revenue if down for a month and repair costs 
can add up to several hundreds of thousands of 
dollars. Therefore, research on non-invasive incipient fault 
diagnosis of key components of the drive systems be omes
very critical to avoid strenuous periodic check-ups and 
costly interruptions.  
Preliminary research on the failure mechanisms reflect 
two types of faults occurring in the Si semiconductor 
device, namely, intrinsic and extrinsic faults [1]-[2]. In [3], 
collector-emitter voltage was monitored and shown as a 
degradation indicator for IGBT. Another study focused on  
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Fig. 1. Typical MOSFET structure with resistance components. 
 
Fig. 2. Weak points of MOSFETs. 
 
the maximum peak voltage of the collector-emitter ringing 
at turn off [4]. In [5], the turn off time of the switch was 
studied nd recognized as failure recursor. The fai ure 
rel ted to die sold r attachments of discrete p wer 
MOSFETs was related with increased on resistance in [6], 
[7]. In another study, gate threshold voltage variation is 
analyzed and recognized as failure indicator [8]. All of 
these studies mainly focused on the thermal cycling and 
increased junction temperature. From electrical stress point 
of view, some researches have investigated radiation related 
faults [9], effects of electro-static discharge (ESD) [10] and 
lightning surges [11].  
Majority of the research groups has designed custom 
build test beds that are used to age single power module, 
most commonly high power IGBTs, at a time. This paper 
presents a comprehensive test bed able to apply thermal  
An Accelerated Thermal Aging Platform to 
Monitor Fault Precursor On-State Resistance  
Serkan Dusmez, Student Member, IEEE, and Bilal Akin, Senior Member, IEEE 
F
l-))) 
Figura 13. Principal  punti deboli di un MOSFET di potenza [5]
Come accennato in precedenza, le principali grandezze che vengono monitorate nei po-
wer MOSFET sono la temperatura di giunzione Tj , la tensione di soglia VTH, e RDS(ON). In 
particolare:
•	  l'aumento di Tj può essere dovuto alla degradazione della saldatura presente tra il 
chip di silicio e la base in rame: a causa dei differenti coefficienti di espansione termi-
ca, l'interfaccia di questi componenti è sottoposta a stress meccanici notevoli (Figura 
15), favorendo la formazione di cricche e vuoti che contribuiscono ad innalzare la 
resistenza termica tra case e giunzione, aumentando il calore dissipato all'interno del 
dispositivo fino ad arrivare al burnout;
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Figure 3: Thermal overstress aging control.
above, there are additional measurements at a lower sam-
pling speed which are used to control the aging experi-
ments. A snapshot of these measurements are presented
in Figure 4. In this figure, only ID and Tc are plotted
along the logic state of the device (gate state). When the
device is in the power cycling regime (gate state is 1),
the current flows through the drain and the temperature
starts to rise. On the other hand, temperature decreases
when the device is not switching. These measurement
are single value measurements with a sampling time of
400mS. Their main objective is to provide monitor con-
trol variables for the experiment, provide a visual online
assessment of the aging process and monitor different
temperatures. In addition to ID, other voltages like VDD
and VDS are monitored. These are not used to compute
RDS(on) given that they do not have enough resolution
as to make sure that the measurement was taken during
the ON state.
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Figure 4: Aging control measurements.
3. DIE-ATTACH DAMAGE AS FAILURE
MECHANISM
As described earlier in section 1.1, thermal cycling is
typically used for accelerated aging in the field of elec-
tronics reliability. The objective of accelerated life test-
ing in electronics reliability is to run the devices to fail-
ure in a controlled fashion and in a period of time con-
siderably smaller than the intended life of the device in
real life operation. Thermal cycling is widely used to
trigger failure mechanisms related to the packaging of
the device or to stress bi-metal assemblies typical in flip-
chip designs and power transistors in TO-220 packages
where the copper case of the packaging serves as the
drain/collector pin, providing electrical and thermal dis-
sipation capabilities. In general, a reliability study would
be concerned with the time to failure under an acceler-
ated life test, disregarding the progression of the degra-
dation process and the progression of an incipient fault
into a failure. A physics of failure reliability study would
apply thermal cycling in an environmental chamber (no
electrical power applied) to several devices and record
their corresponding times to failure. These data are
then used to fit empirical models based on physics like
a power law, Boltzmann–Arrhenius, or Coffin–Manson,
depending on the failure mechanism. These models are
then used to predict reliability in terms of mean time to
failure or other measures like time between failure or
availability.
The accelerated aging methodologies used in relia-
bility serve as a good starting point for generating run
to failure data for prognostics algorithm development
(data-driven of physics-based). These methodologies
should be enhanced to include measurements of key vari-
able throughout the test in order to assess the health of
the system. This work makes use of the thermal cycling
aging methodology but uses electrical power to heat the
device. This results in thermal cycles as well and it is
closer to the way these devices are used in fielded appli-
cations.
3.1 Thermal stresses due to thermal cycling
The power MOSFET under consideration can be re-
garded as a bi-metal assembly in flip chip design as
shown in Figure 5. The substrate of the assembly is con-
sidered to be the copper plate of the device, the chip is
the bare die and it is attached to the substrate by lead-
free solder (die-attach). This is a thermally mismatched
assembly due to the great difference in the linear coeffi-
cient of thermal expansion (CTE) of the materials. The
CTE for copper is 16–18, for silicon is 2.6–3.3 and for
lead-free solder 20–22.9 ppm/◦C.
Figure 5: Bi-metal assembly representation of power
MOSFET under thermo-mechanical loading.
This mismatch in CTE generates stresses on the sol-
der. Consider the manufacturing process at high temper-
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Fig. 4. Stress-strain graph variation with temperature of (a) solder [33] (b) aluminum specimen [32].
Fig. 5. Time considerations for equivalent temperature model.
equivalent temperature is the maximum of the two values. At
elevated temperatures, the stress does not change much with
temperature. Usually, the threshold temperature for metals is
very high (> 250 ◦C) and since the devices in applications are
operated within its maximum rated temperatures of 150 ◦C, the
time-dependent equation should be used for all calculations.
The equivalent temperature calculation is preferred over the
mean temperature calculation previously used because it con-
siders the dependence of time on the lifetime.
Table I illustrates the difference in the mean calculations for
the signal in Fig. 3 for conventional and equivalent temperature-
based calculations. Four closed cycles are determined by the
four-point algorithm criterion. The mean temperatures using
conventional calculation method and equivalent temperatures
are shown in the sixth and ninth columns of Table I. It also
displays the equivalent time values from the calculations. A
difference in the mean temperature calculation can be observed
for the second and third cycles where the mean temperatures
by conventional calculation are 57.0 ◦C and 54.2 ◦C, whereas
that by equivalent temperature method are 58.7 ◦C and 55.3 ◦C.
Since lifetime is dependent on temperature amplitude (swing),
ΔT , and mean temperature, Tm, even a slight difference in
temperatures for a large number of load points would affect
the overall lifetime, as can be seen from temperature dependent
stress-strain plots [32], [33].
III. LIFETIME ESTIMATION OF IGBT IN A STATCOM
FOR AN INDUSTRIAL LOAD
A STATCOM is a voltage source converter connected to the
grid to provide reactive compensation and harmonic elimina-
tion, as shown in Fig. 6. In order to estimate the lifetime of
an IGBT in a STATCOM, a long-term load variation for a
Fig. 6. STATCOM model connected to grid.
power system should be obtained. In this case, an arc furnace-
based industrial load in Brazil, whose power factor values are
monitored every 15 min throughout the day over a period of
a month, as shown in Fig. 7, is considered for analysis and
lifetime estimation of IGBTs. Every day during the weekdays
from 19:30 to 23:30 h the arc furnace load is switched off and
the capacitor banks are used to provide reactive compensation
of the grid current. During these off-peak hours, the output
power is low but reactive power is injected into the grid,
resulting in low leading power factor.
The loss calculation model and the thermal model de-
scribed in [29], [30] are used in this paper. It is assumed that
STATCOMs connected in parallel compensate for overall reac-
tive power of the load and a single STATCOM can compensate
the maximum rated power, 180 kVA. An analytical model for
power calculation is discussed in Section V.
IV. ANALYTICAL POWER LOSS CALCULATION
Table II is a list of symbols and parameters used in the
equations in this paper.
Power Factor Correction: For a lagging/leading power factor
current drawn by the load, the real power is provided by
the source, whereas the reactive power is provided by the
STATCOM, i.e., the magnitudes of the source and inverter
currents are iactive = is = il × cos(Φ) and inonactive = ic =
±il × sin(Φ), respectively.
Figura 14. Tensioni meccaniche che si sviluppano tra i vari materiali a causa della diversa 
dilatazione termica [2]
Figura 15. Valori delle tensioni che si sviluppano nella sadatura [8]
•	  la tensione di soglia degrada a causa del fenomeno di hot carriers injection (HCI) nei 
MOSFET di tipo n, o NBTI (negative bias temperature instability) nel caso di MO-
SFET di tipo p, e con l'aumentare della temperatura di giunzione;
•	  RDS(ON) aumenta in funzione di temperatura di giunzione, della tensione di soglia e 
con la riduzione della mobilità elettronica nello strato epitassiale (nella regione di 
drift): la sua dipendenza da tutte queste variabili lo rende il parametro più sensibile e 
significativo per determinare lo stato di invecchiamento.
Gli approcci di condition monitoring più utilizzati nei MOSFET di potenza sono il sen-
sing diretto di suddette grandezze, il controllo dei parametri elettrici della componentisti-
ca in cui sono inseriti (valutando cioè la  ripercussione del loro invecchiamento sull'intero 
sistema) e il controllo di sistema (tramite l'utilizzo della risposta in frequenza e la misura 
di margini di fase e ampiezza).
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Capitolo 2
Tecniche di Condition Monitoring
Nel capitolo precedente è stata presentata una panoramica dei dispositivi MOSFET di po-
tenza e si è introdotto il concetto del condition monitoring, sottolineandone l'importanza 
della sua presenza nei contesti in cui vengono utilizzati tali dispositivi. Sono stati inoltre 
menzionati i parametri che più soffrono i processi di invecchiamento (temperatura di 
giunzione e resistenza di on), e che dunque sono le grandezze più idonee ad indicare lo 
stato di salute del componente. Vediamo dunque le principali tecniche di monitoraggio 
abbinate a queste grandezze. Tutte le procedure si riferiscono a power MOSFT di tipo n.
2.1  Principali Tecniche di Sensing Diretto
2.1.1 Temperatura di giunzione Tj
La temperatura di giunzione è un parametro fondamentale per monitorare i fenomeni di 
aging: sintomi e cause di questi processi sono principalmente dovuti all'aumento di tale 
parametro. E' chiaro quindi che il monitoraggio di questa grandezza sia una materia di 
studio di grande interesse visto il ruolo che ricopre. La misura diretta della temperatura 
non è sempre possibile, a meno di strutture create ad hoc che prevedano la presenza di 
sensori di  temperatura nel dispositivo. Risulta di conseguenza necessario creare modelli 
per la stima della temperatura che si basino su altre grandezze, possibilmente accessibili e 
di facile misurazione. Si ricorre dunque ai parametri maggiormente sensibili alle variazio-
ni di temperatura , quali la temperatura di case e package, la resistenza di on, la tensione 
di soglia e la caduta di potenziale VDS durante lo stato di on.
A livello intuitivo, i modelli più precisi potrebbero essere costruiti attorno alle temperatu-
re di case e package, per risalire poi a quella di giunzione: in realtà la relazione tra le due 
grandezze non è così banale a causa della varietà di materiali (silicio a diversi drogaggi, 
package solitamente in resina epossidica, case in rame, saldatura al piombo ecc.) che com-
pongono il dispositivo; sarebbero inoltre necessari dei sensori di temperatura aggiuntivi 
con un aumento dei costi di realizzazione e gestione.
L'attenzione ricade dunque sulle grandezze elettriche (i cosiddetti TSEP, temperature sen-
sitive electrical parameter): queste possono essere misurate\stimate con maggiore sempli-
cità e precisione, non necessitano solitamente di sensori aggiuntivi (sono normalmente 
controllate per prevenire sovraccarichi) e il loro comportamento rimane comunque un'e-
spressione della temperatura del componente.
Calibrazione del TSEP
Tra le tre scelte menzionate, la tensione di soglia presenta a basse ID una relazione lineare 
con Tj (tipicamente da -2 a -8 mV/°C) ed è pertanto il parametro maggiormente utilizzato 
per la stima della temperatura di giunzione. I metodi usati per trovare questa relazione 
sono piuttosto semplici: il più comune consiste nell'iniettare una bassa corrente ID (5 o 
10 mA) applicando una certa tensione VDS (15V) e misurando contemporaneamente VGS, 
che vista la modalità della caratterizzazione è considerabile come tensione di soglia. In 
fase di calibrazione del TSEP, tutto ciò avviene in una camera dove la temperatura (com-
presa quella di giunzione) è controllata e misurata. Interpolando i punti di un grafico 
VTH-Tj, troviamo una retta la cui equazione è la relazione cercata.
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Fig. 3. Calibration testing circuit and test results. (a) Measurement circuitry
for VSD and Vth. (b) Calibration curves for VSD and Vth.
B. Calibration Curves
In this paper, three identical power MOSFETs (IRFI640GPbF)
and a Texas Instruments floating-point DSP (TMS320C6701)
are used. The MOSFETs have a breakdown voltage of 200 V, a
continuous drain current of 9.8 A (at 20 ◦C case temperature)
and an on-state resistance of 0.18Ω [32]. The MOSFET devices
are tested in a standard temperature-controlled environmental
chamber (Binder MKF720).
The body diode forward voltage VSD(Tj) and gate threshold
voltage Vth(Tj) are calibrated at four set temperatures of 20 ◦C,
40 ◦C, 60 ◦C, and 80 ◦C. As shown in Fig. 3(a), VSD(Tj)
is firstly calibrated by injecting a 10 mA current followed by
Vth(Tj) at a 5 mA drain current and a 15 V drain-source
voltage. On the one hand, the current needs to be large enough
to ensure an effective conduction of the switching devices. On
the other hand, the current should be low enough to avoid
excessive self-heating which affects the calibration precision.
Calibration results in Fig. 3(b) exhibit an approximately
linear relationship between the diode forward voltage drop and
ambient temperature with a slope of −2.2 mV/◦C. Similarly,
the threshold voltage is linear with the ambient temperature
with a slope of −5.8 mV/◦C. It is obvious that Vth has better
temperature sensitivity than VSD if used as a TSEP.
Fig. 4. Simplified circuit for threshold voltage measurement.
Test results from the MOSFETs can also give their junction
temperature by
Tj =
(3.459− Vth)
0.0058 . (3)
C. Transient Thermal Impedance Curves
In order to obtain a TTIC, the device is heated by a constant
power to reach its steady state, and is then switched off to mea-
sure the cooling response of the junction temperature through
the TSEP (i.e., Vth in this case).
With measured junction temperatures, the thermal
impedance Zth(c)(t) can be calculated by [33]
Zth(c)(t) =
Tjs − Tjc(t)
P
(4)
where Tjc(t) is the instantaneous junction temperature of the
device at the time t after removing the constant power P , Tjs is
the junction temperature of the device at thermal equilibrium.
Fig. 4 illustrates a simplified circuit for Vth measurement,
which utilizes the existing gate driver and DSP/microcontroller
capabilities. When the switch S1 is closed, the MOSFET is in
the heating mode. When S1 is open, the MOSFET is isolated
from the DC link and is in the cooling mode for measurements.
It is crucial to choose a right value for the gate resistor
RG: the MOSFET should be driven into the active operating
region in the heating mode, and there is only a small drain
current ID flowing through the MOSFET in the cooling mode.
Through trial and error, a 2.2 kΩ gate resistor is selected in
this study. During the heating mode, VDS(on) = 7.6 V with a
drain current of 4.3 A. This results in a power input of 32.68 W
(note: rated power 40 W). In the cooling mode, ID ≈ 5 mA
with VGG = 15 V applied (nearly the same condition as the
calibration measurement).
After a steady state is reached, S1 is switched off so that
the cooling responses of Vth as well as the heatsink temper-
ature Tref can be measured and recorded by the DSP at a
sampling interval of 15 μs. During the cooling response tests,
the heatsink temperature is almost constant. After correcting
the non-thermal switching transients for Tjc(t) and Tref [29],
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power to reach its steady state, and is then switched off to mea-
sure the cooling response of the junction temperature through
the TSEP (i.e., Vth in this case).
With measured junction temperatures, the thermal
impedance Zth(c)(t) can be calculated by [33]
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where Tjc(t) is the instantaneous junction temperature of the
device at the time t after removing the constant power P , Tjs is
the junction temperature of the device at thermal equilibrium.
Fig. 4 illustrates a simplified circuit for Vth measurement,
which utilizes the existing gate driver and DSP/microcontroller
capabilities. When the switch S1 is closed, the MOSFET is in
the heating mode. When S1 is open, the MOSFET is isolated
from the DC link and is in the cooling mode for measurements.
It is crucial to choose a right value for the gate resistor
RG: the MOSFET should be driven into the active operating
region in the heating mode, and there is only a small drain
current ID flowing through the MOSFET in the cooling mode.
Through trial and error, a 2.2 kΩ gate resistor is selected in
this study. During the heating mode, VDS(on) = 7.6 V with a
drain current of 4.3 A. This results in a power input of 32.68 W
(note: rated power 40 W). In the cooling mode, ID ≈ 5 mA
with VGG = 15 V applied (nearly the same condition as the
calibration measurement).
After a steady state is reached, S1 is switc d off so th t
the cooling responses of Vth as well as the heatsink temper-
ature Tref can be measured and recorded by the DSP at a
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In order to obtain a TTIC, the device is heated by a constant
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With measured junction temperatures, the thermal
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where Tjc(t) is the instantaneous junction temperature of the
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It is crucial to choose a right value for the gate resistor
RG: the MOSFET should be driven into the active operating
region in the heating mode, and there is only a small drain
current ID flowing through the MOSFET in the cooling mode.
Through trial and error, a 2.2 kΩ gate resistor is selected in
this study. During the heating mode, VDS(on) = 7.6 V with a
drain current of 4.3 A. This results in a power input of 32.68 W
(note: rated power 40 W). In the cooling mode, ID ≈ 5 A
with VGG = 15 V applied (nearly the same condition as the
calibration measurement).
After a steady state is reached, S1 is switched off so that
the cooling responses of Vth as well as the heatsink temper-
ature Tref can be measured and recorded by the DSP at a
sampling interval of 15 μs. During the cooling response tests,
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Figura 1. Circuito per la calibrazione della tensione di soglia [4]
Prendendo ad esempio l'interpolazione dei risultati della caratterizzazione di 3 dispositivi 
IRFI640GPbF eseguita in [4], si ottiene un grafico come quello in Figura 2.
Figura 2. Caratteristica Tj-VTH [4]
Per questo dispositivo, la pendenza risulta essere di -5,8 mV/°C.
Risulta interessante confr tare questo dato con la relazione (presupposta anch'essa li-
neare) che lega Tj alla tensione necessaria per polarizzare direttamente la giunzione body 
drain. In questo caso si inietta una corrente costante ID (5 o 10 mA), si misura VSD (sempre 
in una camera a temperatura controllata) e si applica lo stesso procedimento analitico di 
prima.
Figura 3. Circuito per la calibrazione di VSD [4]
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are used. The MOSFETs have a breakdown voltage of 200 V, a
continuous drain current of 9.8 A (at 20 ◦C case temperature)
and an on-state resistance of 0.18Ω [32]. The MOSFET devices
are tested in a standard temperature-controlled environmental
chamber (Binder MKF720).
The body diode forward voltage VSD(Tj) and gate threshold
voltage Vth(Tj) are calibrated at four set temperatures of 20 ◦C,
40 ◦C, 60 ◦C, and 80 ◦C. As shown in Fig. 3(a), VSD(Tj)
is firstly calibrated by injecting a 10 mA current followed by
Vth(Tj) at a 5 mA drain current and a 15 V drain-source
voltage. On the one hand, the current needs to be large enough
to ensure an effective conduction of the switching devices. On
the other hand, the current should be low enough to avoid
excessive self-heating which affects the calibration precision.
Calibration results in Fig. 3(b) exhibit an approximately
linear relationship between the diode forward voltage drop and
ambient temperature with a slope of −2.2 mV/◦C. Similarly,
the threshold voltage is linear with the ambient temperature
with a slope of −5.8 mV/◦C. It is obvious that Vth has better
temperature sensitivity than VSD if used as a TSEP.
Fig. 4. Simplified circuit for threshold voltage measurement.
Test results from the MOSFETs can also give their junction
temperature by
Tj =
(3.459− Vth)
0.0058 . (3)
C. Transient Thermal Impedance Curves
In order to obtain a TTIC, the device is heated by a constant
power to reach its steady state, and is then switched off to mea-
sure the cooling response of the junction temperature through
the TSEP (i.e., Vth in this case).
With measured junction temperatures, the thermal
impedance Zth(c)(t) can be calculated by [33]
Zth(c)(t) =
Tjs − Tjc(t)
P
(4)
where Tjc(t) is the instantaneous junction temperature of the
device at the time t after removing the constant power P , Tjs is
the junction temperature of the device at thermal equilibrium.
Fig. 4 illustrates a simplified circuit for Vth measurement,
which utilizes the existing gate driver and DSP/microcontroller
capabilities. When the switch S1 is closed, the MOSFET is in
the heating mode. When S1 is open, the MOSFET is isolated
from the DC link and is in the cooling mode for measurements.
It is crucial to choose a right value for the gate resistor
RG: the MOSFET should be driven into the active operating
region in the heating mode, and there is only a small drain
current ID flowing through the MOSFET in the cooling mode.
Through trial and error, a 2.2 kΩ gate resistor is selected in
this study. During the heating mode, VDS(on) = 7.6 V with a
drain current of 4.3 A. This results in a power input of 32.68 W
(note: rated power 40 W). In the cooling mode, ID ≈ 5 mA
with VGG = 15 V applied (nearly the same condition as the
calibration measurement).
After a steady state is reached, S1 is switched off so that
the cooling responses of Vth as well as the heatsink temper-
ature Tref can be measured and recorded by the DSP at a
sampling interval of 15 μs. During the cooling response tests,
the heatsink temperature is almost constant. After correcting
the non-thermal switching transients for Tjc(t) and Tref [29],
Sempre con riferimento agli stessi IRFI640GPbF presentati prima, si ottiene il grafico di 
Figura 4.
Figura 4. Caratteristica Tj-VSD [4]
La pendenza è di -2.2 mV/°C, una sensibilità più che dimezzata rispetto a quella della 
tensione di soglia.
Occorre comunque ricordare che la variazione della tensione di soglia non è solo funzione 
della temperatura, ma che essa dipende anche dai cambiamenti interni della struttura del 
dispositivo che vengono indotti dall’invecchiamento: questo fenomeno rappresenta per-
ciò una possibile fonte di errore nella stima di temperatura in dispositivi che evidenziano 
degrado.
Reti termiche equivalenti
Quando il dispositivo viene inserito in un circuito elettronico, la misura della tensione 
di soglia può avvenire durante il periodo di commutazione (Figura 5) rilevando l’istante 
in cui la corrente di drain comincia a scorrere (la tensione di VGS relativa a tale istante è 
VTH); tuttavia il rumore e l’influenza degli altri dispositivi, nonché la difficoltà di rilevare 
il momento preciso dello zero crossing di ID, rendono questo metodo piuttosto impreciso.
Figura 5. Caratteristica di turn on: la corrente ID inizia a scorrere da VGS=VTH  [1]
Un'alternativa consiste nell'isolare il componente dal circuito e misurare la tensione di 
soglia iniettando una piccola ID: un provvedimento di questo genere, se eseguito fre-
quentemente, penalizza però l'operatività del dispositivo a causa dei fermi di controllo. 
Per ridurre i down time, sarebbe utile eseguire controlli sporadici della tensione di soglia al 
fine di calibrare un modello in cui l'andamento della temperatura non viene misurato ma 
stimato: vengono utilizzati a questo scopo i modelli termici di Cauer e Foster (Figura 6).
Figura 6. Rete termica di Cauer (a) e rete termica di Foster (b) [4]
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Abstract—This paper presents a novel real-time power-
device temperature estimation method that monitors the power
MOSFET’s junction temperature shift arising from thermal aging
effects and incorporates the updated electrothermal models of
power modules into digital controllers. Currently, the real-time
estimator is emerging as an important tool for active control of
device junction temperature as well as online health monitoring
for power electronic systems, but its thermal model fails to ad-
dress the device’s ongoing degradation. Because of a mismatch of
coefficients of thermal expansion between layers of power devices,
repetitive thermal cycling will cause cracks, voids, and even delam-
ination within the device components, particularly in the solder
and thermal grease layers. Consequently, the thermal resistance of
power devices will increase, making it possible to use thermal re-
sistance (and junction temperature) as key indicators for condition
monitoring and control purposes. In this paper, the predicted de-
vice temperature via threshold voltage measurements is compared
with the real-time estimated ones, and the difference is attributed
to the aging of the device. The thermal models in digital controllers
are frequently updated to correct the shift caused by thermal aging
effects. Experimental results on three power MOSFETs confirm
that the proposed methodologies are effective to incorporate the
thermal aging effects in the power-device temperature estimator
with good accuracy. The developed adaptive technologies can be
applied to other power devices such as IGBTs and SiC MOSFETs,
and have significant economic implications.
Index Terms—Circuit topology, converters, monitoring,
MOSFET switches, prognostics and health management,
reliability testing, thermal management.
I. INTRODUCTION
IN POWER electronic converters, the junction temperatureof semiconductor devices is of critical importance for ther-
mal management. Owing to the different coefficients of thermal
expansions (CTEs) of materials used to form the layers of
power devices, repetitive thermal cycling will cause cracks,
voids and even delamination within the device components,
particularly in the solder and thermal grease layers. This in turn
gives rise to their thermal resistance and junction temperature,
which may be detected and employed as key indicators for
condition monitoring and control purposes.
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Fig. 1. Two typical thermal RC models. (a) Cauer network. (b) Foster network.
The junction temperature of power devices is traditionally
calculated using thermal resistance-capacitance (RC) networks
that represent an equivalent heat transfer process from the
source (power chips) to the heatsink, whose temperature is
monitored by a temperature sensor [1]. In the literature, a trend
is to move towards real-time power-device junction temperature
estimation [2]–[5] based on certain thermal models. Typical
models of a single-chip power module are in the form of either
Cauer network [6], [7] or Foster network [8], [9], as shown in
Fig. 1. In essence, the Cauer model can represent the internal
physical structure of the device layers but is computationally
complex to implement. In contrast, the Foster-network is easier
to be complemented but cannot provide temperature changes
in the internal layers of the device. In this paper, the focus
is placed on the junction temperature (in relation to the total
thermal impedance) rather than the thermal distribution in the
internal layers. Since the change in the total thermal impedance
arising from aging effects can be detected from the terminal
characteristics, the two methods can offer identical solutions in
this regard.
In addition, the electrical models are also found in use
to compute the power dissipation of the device for a given
operational condition. When combined with a thermal model,
an electrothermal model of power devices can be attained and
implemented in a digital signal processor (DSP) for condition
monitoring and thermal management. Because of the contin-
uous improvement in these models and the parameter iden-
tification, the power-device junction temperature can now be
determined with reasonable accuracy. As a result, electrother-
mal models have become an important tool for health monitor-
ing and active control of power electronic converters [10]–[16].
However, these models all adopt fixed thermal resistances
throughout the device’s lifespan so that the degradation of the
1530-4388 © 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
In questi modelli , i vari strati di materiali che compongono il MOSFET di potenza sono 
ricondotti a delle celle di un circuito RC che ne simula il omp rtamento termico e dal 
quale possiamo stimare la temperatura di giunzione a partire dalla temperatura ambiente 
e dalla potenza fornita al dispositivo (grandezze generalmente note). Si noti che R e C non 
sono parametri elettrici ma termici: R è la resistenza termica (espressa in K/W) e C è la 
capacità termica (che ha come unità di misura J/K). Per stimare i valori di R e C di ogni 
singol  cella, è necessaria una misura della curva di Zth(t) (detta transient thermal impe-
dance curve o TTIC). Per otte erla occorre scaldare il dispositivo fornendo una potenza 
costante P per poi lasciarlo raffreddare, misurando attraverso un TSEP la temperatura 
di giunzione dal momento in cui viene interrotta l'immissione di potenza e all'equilibrio 
termico. Il valore di Zth(t) è dato da:
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con Tj(ah)(t) temperatura di giunzione raggiunta dal dispositivo dopo essere stato riscalda-
to (after he ting) e Tj(ss) temperatura di giunzione all'equilibrio. Come presentato in [9], 
le curve di raffreddamento e di riscal amento sono i almente complementari, per cui 
con i risultati che si possono trovare dalla (1), riferiti al r ffr dd mento, si può risalire alla 
curva di Zth(t) relativa al riscalda ento del dispositivo1.
La curva descritta dagli IRFI640GPbF di [4] è presentata in Figura 7.
1 La curva di riscaldamento si ottiene sempre riscaldando il dispositivo con una potenza costante P, misurando la tem-
eratura di giunzione iniziale per poi monitorarne la crescita nel tempo: in questo caso
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 con Tj(h)(t) temperatura misurata durante il riscaldamento; assumendo che il processo di riscaldamento sia esattamen-
te opposto a quello di raffreddamento (Tj(h)(t)=-Tj(ah)(t)) si ottiene appunto la (1). Solitamente si preferisce misurare 
Zth(t) durante il raffreddamento poiché la medesima situazion  in f se di riscaldame to è un’operazione più c mplessa.
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Figura 7. Curva TTIC tipica della fase di riscaldamento [4]
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Fig. 5. The measured transient thermal impedance curves.
Fig. 6. Modified threshold voltage measurement.
the TTIC is attained, as is plotted in Fig. 5. It can be seen
that the obtained junction-to-heatsink thermal resistance Zth(c)
is approximately 1.6 ◦C/W. However, this parameter in the
MOSFET datasheet is 3.1 ◦C/W [32], nearly twice as the
measured value. Clearly, the device manufacturer has added a
considerable safety margin to the transient thermal impedance
and this is not uncommon in semiconductor industry [34].
III. ONLINE MEASUREMENTS OF
THE THRESHOLD VOLTAGE
Online measurements of the threshold voltage are first car-
ried out at switching transients and then at steady state.
A. Measurements During Switching Transients
Early attempts [35] to measure the threshold voltage suffer
from rapid transient changes in the turn-on time. As a pre-
liminary improvement, the gate-source voltage rise and drain
current rise are directly sampled and monitored by the DSP
in this paper. Moreover, the gate drive circuit is also modified
to prolong the turn-on process. A 470 kΩ gate resistor RG2 is
added, and the switch S1 and the diode D1 are rearranged as
depicted in Fig. 6. In this diagram, S1 is an optocoupler which
can be directly driven by the DSP output but cannot conduct in
reverse.
At normal operating mode, S1 is turned on by the DSP. Then
the driver IC can charge the gate of the device through RG1
Fig. 7. Test results of the gate-source voltage and drain current.
and S1. Since the MOSFET gate cannot discharge through S1,
D1 is arranged anti-parallel with S1 to allow current to flow
back to the driver IC. The on-state voltage drops of S1 and D1
are approximately 0.15 V and 0.6 V, respectively, so that their
impact on the normal switching process is negligible.
When Vth is measured, S1 is turned off by the DSP and the
gate charging current flows through RG1 and RG2. Because
RG2 is much larger than RG1, the turn-on process of the
MOSFET is greatly slowed down. During this period, the gate
source voltage and drain current are continuously sampled by
the DSP until a zero-crossing point of ID is detected. The
gate source voltage at this instant is identified as the threshold
voltage.
Experimental tests are performed under the following con-
ditions: 100 V DC link voltage, 30 Ω load resistance, 10 mH
load inductance, 20 ◦C heatsink temperature, and 15 μs sample
interval. From test results plotted in Fig. 7, the threshold voltage
reads as 3.9 V, indicating a 20% measurement error in the
measurement.
Clearly, the modified threshold voltage measurement still
needs to detect the exact drain current rise moment during the
turn-on process, which is both prone to measurement noise and
Vds bias effects. Given this particular experimental challenge,
the modified topology in Fig. 6 is not recommended and better
alternatives need to develop.
B. Measurement During a Steady State
In fact, the threshold voltage can also be measured at a steady
state condition. During the measurements, the DC link and the
load are momentarily isolated from the MOSFET to eliminate
their influence on the power device. Next, the driver IC supplies
a small drain current (less than 10 mA) to the MOSFET.
The gate source voltage under this condition is recorded and
considered to be the threshold voltage.
Fig. 8 illustrates the proposed circuit setup for the thresh-
old voltage measurement. A switching device (C1) is used
as the circuit contactor to momentarily disconnect the power
MOSFET from the DC link voltage during measurements.
Moreover, an optocoupler (S2) and a power diode (D2)
are added to connect the gate to the drain during threshold
voltage measurements and to disconnect them during normal
operations. Furthermore, RG2 is changed from 470 kΩ to
A questo punto si modella una rete di Foster che ricalchi la  Zth(t) appena ricavata attraver-
so tecniche di curve-fitting che possono essere implementate su MATLAB. Dalla Figura 
5b si deduce che
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con Zi impedenza della i-esima cella; quindi ogni singola cella contribuisce con un incre-
mento di temperatura pari a
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Applicando Kirchhoff sulla singola maglia si ha
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Dalla soluzione della relativa equazione differenziale della i-esima maglia si ha
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che se divisa per P (secondo la (3)) mi restituisce la singola Zi: posso allora scrivere la Zth(t) 
complessiva come
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La scelta di questa rete non è casuale: rispe to alla rete di Cauer, si presta maggiormente 
ad essere estra ta da suddette tecniche, e la seguente stima della temperatura di giun-
zione comporta un costo computazionale minore. Sempre con riferimento a [4], per gli 
IRFI640GPbF risulta sufficiente sviluppare la rete fino al terzo ordine per ottenere un mo-
dello abbastanza accurato, i cui valori di resistenza e capacità termica delle le tre maglie 
sono R1=0.1817 K/W, C1=0.0158 J/K, R2=0.4900 K/W, C2=0.5064 J/K, R3=0.9241 K/W, 
C3=2.5452 J/K.
Anche nel caso di utilizzo di una rete termica, è necessario aggiornare periodicamente il 
modello per tener conto dell’invecchiamento del componente. Per tale motivo, occorre 
stimare, periodicamente, la temperatura di giunzione mediante TSEP. Presupposta una 
degradazione lineare della resistenze termiche della rete in funzione dei cicli termici so-
stenuti dal dispositivo, H. Chen et al.[4] propongono una formula di aggiornamento per 
la resistenza della i-esima cella del tipo
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dove Tj(measured) e Tj(estimated) sono la misura (tramite VTH in questo caso) e la stima (tramite 
modello) della temperatura di giunzione, P è la potenza fornita, Rtotal è la somma delle resi-
stenze di ogni cella senza che si tenga conto dell’aging. Per quanto riguarda i cambiamenti 
di capacità termica, essi sono relativamente piccoli rispetto alle variazioni di resistenza e 
possono essere trascurati.
I risultati delle prove condotte per verificare la validità del modello in [4] sono presentati 
in Figura 9.
Figura 9. Stima e misura della temperatura di giunzione senza aggiornamento (sopra) e 
con aggiornamento del modello termico (sotto) [4]
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Fig. 13. Measured and estimated junction temperature without thermal model
update.
TABLE II
THERMAL MODEL UPDATE TEST (WITH THERMAL GREASE REMOVED)
A. Online Update on the Thermal Model
Fig. 13 presents a comparison between the measured and es-
timated junction temperatures without an update on the thermal
model. The former is based on Vth measurement and the latter
on the Foster-network from the cooling curves of the “aged”
MOSFET. By comparing the aged MOSFET with a new one,
the error in temperature estimation is found to be as much as
20 ◦C, which is well over the measurement tolerance. Obvi-
ously, traditional methods are increasingly difficult to measure
the junction temperature with precision as thermal aging of the
power device take places.
This paper takes aging effects into account by measuring
the change in thermal resistance and updating the thermal RC
model for temperature estimation. During experimental tests,
three consecutive thermal model updates are conducted at a
1-minute interval, and the log files are tabulated in Table II.
Three measurements from Updates 1–3 are used to minimize
the measurement uncertainty (by convergence) in detecting the
thermal deterioration of the device related to the removal of the
thermal grease in this case.
The data for Update 1 show that the temperature difference
(ΔT ) between measurements and estimations is 18.62 ◦C, the
change in thermal resistance (ΔR) is 0.636 ◦C/W, which is
40% of the original value due to the removal of the thermal
grease. Thus the thermal resistances R1 to R3 increase by 40%
accordingly by the thermal model updater. Since Update 2 uses
the data from Update 1, the temperature difference is reduced
to 6.07 ◦C and the thermal resistance change is reduced to
0.229 ◦C/W. Similarly, For Update 3, the temperature and
resistance differences become negligible: −0.52 ◦C and
Fig. 14. Measured and estimated junction temperatures with thermal model
updated.
−0.017 ◦C/W, respectively. The minus sign here indicates an
overshooting occurrence in the previous update. Obviously,
three successive measurements are sufficient to trace and cor-
rect a thermal change and to update the Foster-network model
accurately. Although the updating can be achieved continu-
ously, it is only needed to do so once a reasonable level of
device degradation is generated (e.g., months).
These estimated junction temperature results are then com-
pared to the measured ones using Vth through the cooling
phase. As depicted in Fig. 14, the temperature error is consis-
tently lowered (less than 2 ◦C) after thermal model updates.
This significant improvement confirms the effectiveness of the
proposed methodology for the accurate junction temperature
estimation.
B. Discussions
A fundamental principle behind the proposed technique is
that solder layer degradation will not affect the linear relation-
ship of the junction temperature and TSEPs. Because solder
sits in the transitional layers between the silicon region and
the base plate, the void growth within the solder layers does
not impact on the physical characteristics of the silicon region.
Therefore, it is feasible to use measured TSEP results to correct
the estimated junction temperature generated from the thermal
models.
It should be noted that TSEPs are measured under similar
conditions of conducting the offline calibration so as to acquire
accurate information of the junction temperature using TSEPs.
In power MOSFETs, the variations of TSEPs are typically
in a few millivolts while the threshold voltage may vary by
6 mV/◦C. Moreover, the actual conditions for threshold voltage
measurement at a specific DC-link voltage and load scenario
may be a far cry from the calibration measurement, resulting
in measurement uncertainty of the junction temperature. There-
fore, it is needed to conduct the calibration tests as close as
possible to the operational conditions.
This paper is focused on the aging effects of power
MOSFETs, particularly the solder layer degradation. The pro-
posed techniques may not be suitable for correcting bonding
wire-related failures because the relationship between the ther-
mal resistance and bond wire failures is not yet established. The
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Studio del comportamento dinamico: td(ON) e Id
Esistono anche tecniche che sfruttano la relazione tra VTH (di cui viene sempre fatta la ca-
ratterizzazione in funzione della  temperatura di giunzione) e le grandezze legate al com-
portamento dinamico del dispositivo [1]. Una di queste è td(ON) (Figura 5), cioè l'intervallo 
di tempo che VGS impiega a raggiungere la tensione di soglia dal momento in cui viene 
applicato al gate il segnale di accensione Vg (VGS inizialmente nulla); in altre parole t=td(ON) 
quando VGS=VTH (con VGS=0 con t=0).
Figura 10. Caratteristica Tj-td(ON) [1]
Eq. (8) delivers tMAX, i.e. the time at which dIds/dt
reaches its maximum as a function of the temperature.
The parameters for considered MOS device are
Rg = 1.9 X, Ciss = 4.6 nF, Vg+ = 16 V, and Vg� = �4 V.
By assuming the usual temperature dependence of Vth by
8.6 mV/K, Eq. (8) predicts a time delay of about 6 ps/C.
Once tMAX is known, the sensitivity of the maximum
dIds/dt on the temperature can be easily computed by
dIds
dt

MAX
¼ lðT ÞCOX WL
1
4RgCiss
ðV gþ � V thðT ÞÞ2 ð10Þ
The measurement of the normalized sensitivity of the max-
imum dIds/dt on the temperature is represented in Fig. 2.
Experimentally, dIds/dt can be directly measured by a
simple magnetic ﬂux sensor (integrated or in close vicinity
of the drain metallization) in conjunction with an oscillo-
scope. No absolute dIds/dtmeasurements are required since
the parameters can be easily calibrated as a function of the
temperature by means of a thermochuck; furthermore the
accuracy can be improved by averaging successive
measurements.
3.2. dIds/dt at low Ids as thermo-sensitive parameter
At 25 C the Vth of the considered MOS device is
around 3 V. Measurements performed by a Vgs close to
the Vth result both into a low Ids, as well in a positive tem-
perature coeﬃcient. Fig. 2 shows that at Vgs = 4 V, the nor-
malized dIds/dt measured varies by about 18% of the initial
value in the temperature range from 25 C up to 125 C.
Thus, the dynamics of this technique is better than that
associated to the maximum dIds/dt (about 3.5%). Further-
more, due to the lower power dissipation in the low Ids
regime, the self-heating of the device during the turn ON
is much less relevant [5].
This measurement can be performed either at a constant
Vgs, or at a constant value of Ids. Both are slightly more dif-
ﬁcult to implement than the maximum dIds/dt, since they
require to monitor dIds/dt at the same time as Vgs or Ids.
In addition, this technique is based on the thermal sensitiv-
ity of process-dependent parameters (e.g. Vth) rather than
on the temperature dependence of physical parameters
(e.g. mobility) [6]. This requires an accurate calibration of
every single device.
3.3. Turn ON delay time as thermo-sensitive parameter
This technique makes use of the temperature depen-
dency of Vth [3]. In this case, Vth is not extracted as usual
from an I–V curve. The measuring principle used here is
based on the fact that the temperature of the device has
an eﬀect on delay td(ON) between the application of the gate
signal by the gate driver and the achievement of the Vth.
The measurement is performed at the turn ON of the
device by an oscilloscope triggered either by the gate driver,
or when Vgs reaches a given level. The time measurement is
stopped either when Ids or dIds/dt has reached a given level.
This procedure is quite easy to be implemented even under
ﬁeld operating conditions. The response of the measure-
ment system can be deﬁned by rewriting Eq. (7) (with
Vg� = OV) as [7]
tdðONÞ ¼ �RgðCgs þ CgdÞ ln 1� V thðT ÞV gþ
 
ð11Þ
where Vth depends almost linearly on the temperature
according to Eq. (4). This behaviour is shown in the mea-
surement of Fig. 3, where td(ON) has a dynamics of about
40 ps/C. This implies that a very accurate calibration is
required.
4. Modiﬁed double pulse measurement setup
The clamped inductive load circuit represented in Fig. 4
reproduces the realistic operation conditions of the device
as encountered in ﬁeld applications. This setup [8] operates
in two distinct phases as shown in Fig. 5. During the ﬁrst
one, the inductor current is raised to the intended value
and at the same time the device temperature is increased
Fig. 2. Measured sensitivity on the temperature of the max dIds/dt
(diamonds) and of the dIds/dt at Vgs = 4V (triangles).
Fig. 3. Measurement of td(ON) as a function of the temperature.
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L'equazione che lega queste due grandezze deriva dalla legge esponenziale descrivente 
l'andam nto di VGS durante la fase di carica,
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da cui si ha
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Emerge di conseguenza la necessità di implementare un circuito de icato capace di misu-
rare questo v lore in real time.
Le prove eseguite in [1] su di un OPTIMOS SPP80N08S2-07, dove td(ON) è misurato con 
l'ausilio di un oscilloscopio, forniscono la caratteris ica di Figura 11.
Altri metodi interessanti legati alla dinamica derivano dallo studio della derivata nel tem-
po della corrente di drain durante il turn on; nella regione di saturazione si ha
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dove W è lo spessore del dispositivo, L la lunghezza del canale, Cox la capacità dello strato 
dell'ossido e μ(T) è la mobilità elettronica, per cui vale
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La (5) derivata in dt dà
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Si può osservare che oltre alla tensione di soglia entra in gioco anche la mobilità elettroni-
ca come elemento sensibile alla temperatura: attraverso delle simulazioni SPICE, è possi-
bile capire il loro ruolo sulla corrente e sulla sua derivata a diverse temperature.
dIds
dt
¼ lðT ÞCOX WL ðV gs � V thðT ÞÞ
dV gs
dt
ð3Þ
where l is the electron mobility, COX is the intrinsic gate-
channel oxide capacitance, W/L is the gate width/length
ratio, Vth the threshold voltage and T is the temperature.
The right side of Eq. (3) includes the temperature depen-
dency of the MOS transistor over the l and Vth. It is valid
at the turn ON, only, when the device is in the active region
and it does not take into account the dependency of the
transconductance on Vds.
2.2. Temperature dependency of the threshold voltage
In the low drain current regime (e.g. 10 mA), Vth
depends linearly on the device temperature. This eﬀect is
due to the temperature dependency of the Fermi level in
the channel region. Therefore, Vth is a measure of the aver-
age temperature at the surface of the device.
Analytically, the dependency on the temperature of Vth
is given by [3]
dV th
dT
¼ dwB
dT
� 2þ 1
cOX
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
esiqNA
wB
s !
ð4Þ
with
dwB
dT
� 1
T
Egð0Þ
2q
� j wB j
� �
ð5Þ
where wB is the potential diﬀerence between the Fermi level
and the intrinsic Fermi level, eSi is the dielectric constant of
silicon, NA the doping density, q the elementary charge,
and Eg(0) the band-gap energy at T = 0 K. Eq. (4) predicts
a decrease of Vth with increasing temperature by 8.6 mV/K
for the device is used.
2.3. Temperature dependency of the electron mobility
The ON resistance of a power MOS transistor is due to
the resistance of the channel, but in particular to the resis-
tance of the thick drift region. Therefore, the temperature
dependency of Ids is given among other by the combination
of the temperature dependency of the mobility in the inver-
sion layer (channel region) and of the lattice mobility (drift
region).
During conduction, the mobility of the electrons
(NMOS) is limited by several scattering processes within
both the very thin inversion layer and the low-doped drift
region [3]. For sake of simplicity, an empirical model is
assumed [3], where the mobility (inversion and lattice)
decreases with the temperature by a power law.
lðT Þ ¼ 1360 300
T ½K�
� �2:42
ð6Þ
Fig. 1 shows the temperature dependence of the dIds/dt
during the turn ON of a commercial 75V-80A MOS device,
as simulated by its compact model. For low Ids current lev-
els, the decrease of Vth with the temperature results into a
positive temperature coeﬃcient of dIds/dt. On the contrary,
for high Ids current levels, the temperature coeﬃcient be-
comes negative, due to dominating contribution of the
mobility degradation. For a given current level between
both regimes (turning point), dIds/dt does not depend on
the temperature [4].
3. The proposed techniques
3.1. Maximum dIds/dt as thermo-sensitive parameter
In this case the maximum value of dIds/dt is considered
as the thermo-sensitive parameter. The maximum value of
dIds/dt is reached above the turning point in Fig. 1. Analyt-
ically, this condition was obtained by imposing the time
derivative of Eq. (3) to be zero and solving for Vgs, i.e.
dV gs
dt
� �2
þ ðV gs � V thðT ÞÞ d
2V gs
dt2
¼ 0 ð7Þ
The change in time of the Vgs signal is mainly controlled by
the charge of the capacitances Cgs and Vgd (gate–source
and gate–drain capacitance, respectively) through the gate
resistor Rg. The application of a step signal (Vg� bottom
level, Vg+ top level) yields.
V gsðtÞ ¼ V g� þ ðV gþ � V g�Þ 1� e�
t
RgðCgsþCgdÞ
� �
ð8Þ
where Cgs + Cgd is the input capacitance Ciss (during the
turn on delay time) of the MOS speciﬁed by the manufac-
turer and Rg is the gate resistor deﬁned by the user. Under
the assumption that the stray inductances are negligible,
the impact of the Miller eﬀect on Cgd is also negligible
[3], thus Vgs(t) is accurately described by Eq. (7).
Substituting Eq. (7) in Eq. (6) and solving for t yields
tMAX ¼ RgCiss ln 2ðV gþ � V g�ÞV gþ � V thðT Þ ð9Þ
Fig. 1. Temperature dependency of dIds/dt at the turn ON, as simulated
by PSPICE.
1708 D. Barlini et al. / Microelectronics Reliability 47 (2007) 1707–1712
Figura 11. Simulazione della dipendenza della derivata della corrente 
rispetto alla temperatura di giunzione [1]
Dal grafico si può dedurre che per basse correnti l’aumento della temperatura interna fa 
assumere un coefficiente di temperatura positivo alla derivata; per orrenti maggiori, il 
termine di  mobilità comincia a far sentire il suo peso causando una diminuzione della 
corrente e la deriva a presenta all ra un coefficiente di temperatura negativo. Si nota an-
che che il punto di massimo della derivata si sposta a sec nda della temperatura di giun-
zione. A questo punto sono p rcorribili due strade:
•	  studio del punto di massimo della derivata nel tempo della tensione per ricavare la 
temperatura di giunzione;
•	  studio della derivata per basse correnti, la quale presenta un comportamento lineare 
analogo a quello della tensione di soglia.
Nel primo caso occorre derivar  ulteriormente la (12) in dt per trovarne il punto di mas-
simo, ovvero ponendo la derivata seconda ugual  a zero:
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Sappiamo inoltre dalla (8) l’equazione che descrive l’andamento di VGS nel tempo; sosti-
tuendo la (8) in (13) e risolvendo per t, si ottiene
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che se sostituita a sua volta in (12) otteniamo la relazione cercata:
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Eq. (8) delivers tMAX, i.e. the time at which dIds/dt
reaches its maximum as a function of the temperature.
The parameters for considered MOS device are
Rg = 1.9 X, Ciss = 4.6 nF, Vg+ = 16 V, and Vg� = �4 V.
By assuming the usual temperature d pendence of Vth by
8.6 mV/K, Eq. (8) predicts a time delay of about 6 ps/C.
Onc tMAX is known, the sensitivity of the maximum
dIds/dt on the temperature can be easily computed by
dIds
dt

MAX
¼ lðT ÞCOX WL
1
4RgCiss
ðV gþ � V thðT ÞÞ2 ð10Þ
The measurement of the normalized sensitivity of the max-
imum dIds/dt on the temperature is represented in Fig. 2.
Experimentally, dIds/dt can be directly measured by a
simple magnetic ﬂux sensor (integrated or in close vicinity
of the drain metallization) in conjunction with an oscillo-
scope. No absolute dIds/dtmeasurements are required since
the parameters can be e sily calibrated as a function of the
temperature by means of a thermochuck; furthermore the
accuracy can be improved by averaging successive
measurements.
3.2. dIds/dt at low Ids as thermo-sensitive parameter
At 25 C the Vth of the considered MOS device is
around 3 V. Measurements performed by a Vgs close to
the Vth result both into a low Ids, as well in a positive tem-
perature coeﬃcient. Fig. 2 shows that at Vgs = 4 V, the nor-
malized dIds/dt measured varies by about 18% of the initial
value in the temperature range from 25 C up to 125 C.
Thus, the dynamics of this technique is better than that
associated to the maximum dIds/dt (about 3.5%). Further-
more, ue to the lower power dissipation in the low Ids
regime, the self-heating of the device during the turn ON
is much less relevant [5].
This measurement can be performed either at a constant
Vgs, or at a constant value of Ids. Both are slightly more dif-
ﬁcult to implement than the maximum dIds/dt, since they
require to monitor dIds/dt at the same time as Vgs or Ids.
In addition, this technique is based on the thermal sensitiv-
ity of process-dependent parameters (e.g. Vth) rather than
on the temperature dependence of physical parameters
(e.g. mobility) [6]. This requires an accurate calibration of
every single device.
3.3. Turn ON delay time as thermo-sensitive parameter
This technique makes use of the temperature depen-
dency of Vth [3]. In this case, Vth is not extracted as usual
from an I–V curve. The measuring principle used here is
based on the fact that the temperature of the device has
an eﬀect on delay td(ON) between the application of the gate
signal by the gate driver and the achievement of the Vth.
The measurement is performed at the turn ON of the
device by an oscilloscope triggered either by the gate driver,
or when Vgs reaches a given level. The time measurement is
stopped either when Ids or dIds/dt has reached a given level.
This procedure is quite easy to be implemented even under
ﬁeld operating conditions. The response of the measure-
ment system can be deﬁned by rewriting Eq. (7) (with
Vg� = OV) as [7]
tdðONÞ ¼ �RgðCgs þ CgdÞ ln 1� V thðT ÞV gþ
 
ð11Þ
where Vth depends almost linearly on the temperature
according to Eq. (4). This behaviour is shown in the mea-
surement of Fig. 3, where td(ON) has a dynamics of about
40 ps/C. This implies that a very accurate calibration is
required.
4. Modiﬁed double pulse measurement setup
The clamped inductive load circuit represented in Fig. 4
reproduces the realistic operation conditions of the device
as encountered in ﬁeld applications. This setup [8] operates
in two distinct phases as shown in Fig. 5. During the ﬁrst
one, the inductor current is raised to the intended value
and at the same time the device temperature is increased
Fig. 2. Measured sensitivity on the temperature of the max dIds/dt
(diamonds) and of the dIds/dt at Vgs = 4V (triangles).
Fig. 3. Measurement of td(ON) as a function of the temperature.
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Figura 12. Sensibilità alla temperatura di giunzione del massimo di dId/dt (quadratini) 
e di  dId/dt con VGS=4V (triangoli) [1]
Il vantaggio di queste due tecniche consiste nell’utilizzare dati ottenuti da organi di sen-
sing di norma presenti nel contesto in cui viene inserito il MOSFET di potenza; le limita-
zioni principali sono la necessità di avere una VDS costante e, solo nel secondo caso, una 
VGS prossima alla tensione di soglia.
2.1.2  Resistenza di ON RDS(ON)
Se l’innesco dei fenomeni di degradazione in un MOSFET di potenza è spesso legato alla 
temperatura di giunzione, il parametro che più risente dei cambiamenti indotti durante 
l’invecchiamento, nonché il principale punto di riferimento riguardante lo stato di salute 
del dispositivo è la resistenza che la corrente   incontra per fluire dal drain al source.
A differenza di Tj, si può misurare RDS(ON) direttamente monitorando VDS e ID, poiché per 
definizione si ha
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A partire dalle formule di mobilità elettronica, ci si aspetta che RDS(ON) abbia un incremen-
to rispetto a Tj, che in prima approssimazione può essere supposto quadratico. La possibi-
lità di misurare in situ questa grandezza (e non stimarla come si faceva con Tj) porta con 
sé il vantaggio di eseguire misurazioni precise  nel momento in cui si eseguono prove di 
invecchiamento accelerato volte a stabilire il legame tra aging e resistenza di on. Si imposti 
ad esempio un esperimento di stress termico strutturato come segue [2]
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contraction rates of the layer materials. Persistent cy-
cling under such stresses is expected to create imperfec-
tions or even cracks in the die-attach layer. However, in
our first aging methodologies (Celaya et al., 2009; Patil
et al., 2009; Sonnenfeld et al., 2008) the devices were op-
erated at very high temperatures, estimated to be beyond
the melting point of die-attach material. In some cases, it
was observed that molten material had cracked apart the
package and appeared on the surface ultimately leading
to device failure. In results presented here, the tests were
carefully designed to avoid such situations and to age
multiple devices in a controlled and repeatable manner.
This meant aging at lower temperatures and following a
step load temperature profile as indicated in Table 1. The
temperature levels were adjusted to keep a maximum of
Tc = 250
◦Cwithin the first aging cycle and successively
reduce it by 10◦C in further cycles until device failed.
Five devices were aged under this procedure.
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Figure 9: Relationship of package and case temperatures
to on-resistance.
Table 1: Aging regime (all temperatures in ◦C)
Aging Target Tmin Tmax Aging time
run Tc (min)
1 250 249 250 35
2 240 239 240 35
3 230 229 230 35
4 220 219 220 35
5 210 209 210 240
6 210 209 210 180
7 210 209 210 180
Our hypothesis behind these tests was that if ther-
mal cycling causes the die-attach degradation its ef-
fect should be reflected on the on-resistance computed
through VDS and ID measurements. A limitation in es-
tablishing RDS(on) as a precursor of die-attach degrada-
tion was its dependence on junction temperature, which
could not be easily isolated from our experiments at this
time. Therefore, we attempted to learn the RDS(on) de-
pendence on temperature using data from 5 repeated ex-
periments conducted under similar environmental condi-
tions and aging regimes. Figure 10 shows the relation-
ship between the measured on-resistance and the tem-
perature in the initial aging runs, where the device is
expected to be in a pristine and aged conditions respec-
tively.
Figure 10: RDS(on) vs. Tc for the first 4 aging runs.
This device lasted the seven aging cycles spanning
over 13 hours. During the first four aging cycles we
see negligible changes in the relationship between on-
resistance and the temperature. However as shown in
Figure 11, in the next three successive tests this rela-
tionship changes drastically. We attribute these changes
to the die-attach degradation, which was confirmed in
the previous section. As described in previous section,
RDS(on) has a quadratic relationship with the temper-
ature and it can be observed from the previous figures
even though they show Tc instead of Tj . The migration
of these curves as a function of aging time could be used
as a mechanism for damage detection and for diagnos-
tics of the die-attach failure mechanism. It can also be
used to assess remaining life of the device, considering
for example, the red curve from aging run 7 (Figure 11)
as failure threshold.
Figure 11: RDS(on) vs. Tc for the all aging runs.
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Tabella 1. Regimi termici per la prova di invecchiamento accelerato [2]
L’esperimento si svolge su di un MOSFET di potenza (IRF520Npbf) la cui temperatu-
ra viene misurata con una termocoppia posta sulla base in rame; non è inoltre presente 
un dissipatore di calore. In ogni aging run, questo dispositivo viene controllato in modo 
tale che entri in switching mode, ovvero vi si applica un segnale di gate VGS=15V ad una 
frequenza di 1kHz, duty cicle 40%, quando la temperatura d l cas  è inferiore a Tmin, e 
viene spento quando la temperatura misurata è superiore a Tmax. Ad ogni run dunque, il 
dispositivo si trova inizialmente a temperatura ambiente, commuta fino a raggiungere la 
temperatura Tmax per poi fermars ; non ppena la temperatura scende al di sotto di Tmin, 
il componente ricomincia a commutare fintantoché non raggiunge nuovamente il valore 
Tmax e così via per una durata totale indicata nella Tabella 1.
Per i primi quattro cicli si ottiene un comportamento regolare che segue una corrispon-
denza quadratica tra la resistenza e la temperatura di case (sembra lineare solo in appa-
renza)
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contraction rates of the layer materials. Persistent cy-
cling under such stresses is expected to create imperfec-
tions or even cracks in the die-attach layer. However, in
our first aging methodologies (Celaya et al., 2009; Patil
et al., 2009; Sonnenfeld et al., 2008) the devices were op-
erated at very high temperatures, estimated to be beyond
the melting point of die-attach material. In some cases, it
was observed that molten material had cracked apart the
package and appeared on the surface ultimately leading
to device failure. In results presented here, the tests were
carefully designed to avoid such situations and to age
multiple devices in a controlled and repeatable manner.
This meant aging at lower temperatures and following a
step load temperature profile as indicated in Table 1. The
temperature levels were adjusted to keep a maximum of
Tc = 250
◦Cwithin the first aging cycle and successively
reduce it by 10◦C in further cycles until device failed.
Five devices were aged under this procedure.
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to on-resistance.
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3 230 229 230 35
4 220 219 220 35
5 210 209 210 240
6 210 209 210 180
7 210 209 210 180
Our hypothesis behind these tests was that if ther-
mal cycling causes the die-attach degradation its ef-
fect should be reflected on the on-resistance computed
through VDS and ID measurements. A limitation in es-
tablishing RDS(on) as a precursor of die-attach degrada-
tion was its dependence on junction temperature, which
could not be easily isolated from our experiments at this
time. Therefore, we attempted to learn the RDS(on) de-
pendence on temperature using data from 5 repeated ex-
periments conducted under similar environmental condi-
tions and aging regimes. Figure 10 shows the relation-
ship between the measured on-resistance and the tem-
perature in the initial aging runs, where the device is
expected to be in a pristine and aged conditions respec-
tively.
Figure 10: RDS(on) vs. Tc for the first 4 aging runs.
This device lasted the seven aging cycles spanning
over 13 hours. During the first four aging cycles we
see negligible changes in the relationship between on-
resistance and the temperature. However as shown in
Figure 11, in the next three successive tests this rela-
tionship changes drastically. We attribute these changes
to the die-attach degradation, which was confirmed in
the previous section. As described in previous section,
RDS(on) has a quadratic relationship with the temper-
ature and it can be observed from the previous figures
even though they show Tc instead of Tj . The migration
of these curves as a function of aging time could be used
as a mechanism for damage detection and for diagnos-
tics of the die-attach failure mechanism. It can also be
used to assess remaining life of the device, considering
for example, the red curve from aging run 7 (Figure 11)
as failure threshold.
Figure 11: RDS(on) vs. Tc for the all aging runs.
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Figura 13. Risultati della prova dopo i primi quattro cicli [2]
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Dal quinto ciclo, si osserva però un primo cambiamento: durante il thermal swing, l’an-
damento di  RDS(ON) comincia a seguire un’evoluzione esponenziale e non più quadratica 
rispetto a Tc/Tj;dal sesto ciclo, la resistenza assume un valore di partenza maggiore, e dopo 
un andamento discontinuo assume un comportamento esponenziale; dal settimo, il valore 
di default aumenta ancora e la dinamica complessiva rispecchia quella del ciclo precedente.
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contraction rates of the layer materials. Persistent cy-
cling under such stresses is expected to create imperfec-
tions or even cracks in the die-attach layer. However, in
our first aging methodologies (Celaya et al., 2009; Patil
et al., 2009; Sonnenfeld et al., 2008) the devices were op-
erated at very high temperatures, estimated to be beyond
the melting point of die-attach material. In some cases, it
was observed that molten material had cracked apart the
package and appeared on the surface ultimately leading
to device failure. In results presented here, the tests were
carefully designed to avoid such situations and to age
multiple devices in a controlled and repeatable manner.
This meant aging at lower temperatures and following a
step load temperature profile as indicated in Table 1. The
temperature levels were adjusted to keep a maximum of
Tc = 250
◦Cwithin the first aging cycle and successively
reduce it by 10◦C in further cycles until device failed.
Five devices were aged under this procedure.
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Figure 9: Relationship of package and case temperatures
to on-resistance.
Table 1: Aging regime (all temperatures in ◦C)
Aging Target Tmin Tmax Aging time
run Tc (min)
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2 240 239 240 35
3 230 229 230 35
4 220 219 220 35
5 210 209 210 240
6 210 209 210 180
7 210 209 210 180
Our hypothesis behind these tests was that if ther-
mal cycling causes the die-attach degradation its ef-
fect should be reflected on the on-resistance computed
through VDS and ID measurements. A limitation in es-
tablishing RDS(on) as a precursor of die-attach degrada-
tion was its dependence on junction temperature, which
could not be easily isolated from our experiments at this
time. Therefore, we attempted to learn the RDS(on) de-
pendence on temperature using data from 5 repeated ex-
periments conducted under similar environmental condi-
tions and aging regimes. Figure 10 shows the relation-
ship between the measured on-resistance and the tem-
perature in the initial aging runs, where the device is
expected to be in a pristine and aged conditions respec-
tively.
Figure 10: RDS(on) vs. Tc for the first 4 aging runs.
This device lasted the seven aging cycles spanning
over 13 hours. During the first four aging cycles we
see negligible changes in the relationship between on-
resistance and the temperature. However as shown in
Figure 11, in the next three successive tests this rela-
tionship changes drastically. We attribute these changes
to the die-attach degradation, which was confirmed in
the previous section. As described in previous section,
RDS(on) has a quadratic relationship with the temper-
ature and it can be observed from the previous figures
even though they show Tc instead of Tj . The migration
of these curves as a function of aging time could be used
as a mechanism for damage detection and for diagnos-
tics of the die-attach failure mechanism. It can also b
used to assess remaining life of the device, considering
for example, the red curve from aging run 7 (Figure 11)
as failure threshold.
Figure 11: RDS(on) vs. Tc for the all aging runs.
7
Figura 14. Risultato complessivo della p ova [2]
Lo stesso esperimento è stato condotto su diversi dispositivi dello stesso modello e i risul-
tati non si discostano molto da quelli di questo prima esperimento; vale la pena ricordare 
inoltre che nessun dispositivo è andato incontro a rottura durante i test.
Risulta quindi evidente che i cambiamenti strutturali dovuti all’invecchiamento si tradu-
cono in una evoluzione esponenziale, e non quadratica, di RDS(ON) rispetto alla temperatura 
di giunzione; ciò è comprovato dal fatto che il suo valore di partenza aumenta irreversibil-
mente (a causa dell’accumulo di difetti e dalla degradazione della saldatura tra il silicio e 
il rame) e segue un comportamento discontinuo sempre a causa di tali difetti. Valutando 
dunque le condizioni di  RDS(ON), il CM risulta efficace quando si va a sostituire il com-
ponente sotto controllo non appena questo assuma un’evoluzione esponenziale rispetto 
alla temperatura di giunzione. Tuttavia, i dispositivi non hanno subito dei breakdown e 
avrebbero potuto continuare a funzionare per tutti i cicli proposti (mentre per il condition 
monitoring dovremmo sostituire il dispositivo già al quinto ciclo), rivelando che il pro-
cesso di aging è in corso ma senza dir nulla sul suo effettivo stato di avanzamento e sulla 
vita utile rimanente al dispositivo prima che sopraggiunga la rottura; in termini di effi-
cienza energetica, questo criterio si dimostra comunque valido in quanto l’aumento della 
resistenza si traduce in maggiori perdite per dissipazione, senza contare che il dispositivo 
assume un comportamento diverso da quello che presentava in origine.
Un altro approccio valuta le variazioni di RDS(ON)  basandosi sulle perdite di efficienza del 
circuito in cui viene inserito il MOSFET di potenza, ed in particolare focalizzandosi sulle 
perdite di conduzione. La dissipazione di potenza attraverso la RDS(ON) è legata duty cycle, 
mentre altri non risentono minimamente delle variazioni di questo parametro. Quello che 
si propone di fare è di isolare questa categoria di resistenze (chiamiamole per comodità 
Rx) e monitorarne l’andamento: un aumento di Rx può indicare un aumento di RDS(ON). 
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Prendendo ad esempio un convertitore, lo si può ricondurre ad un circuito equivalente di 
questo tipo
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Figure 4. Measured RX based on (1).  The unfilled markers correspond to 
RON=41 mȍ for two Iload equal to 5A and 6A, while the filled markers
correspond to RON=82 mȍ for the same two load currents.  The dashed line 
between the two different MOSFET RON plots is a failure prediction 
threshold above which the algorithm detects abnormal RX.
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Figure 3. Averaged circuit model of the forward converter shown in
Fig. 2(a) including the lumped resistances RX and RY, input voltage Vg,
diode voltage VD and load RLOAD.
MOSFET RON using sensing points inherently available in the 
converter, consider first the averaged model of the forward 
converter including the following losses: transformer winding 
resistance, MOSFET RON, sense resistor losses, diode forward 
voltage drops and inductor winding resistance [7].  Analysis of 
this model shows that the resistive conduction losses in the 
converter can be lumped into two resistive loss elements – one 
element is duty-cycle dependent (DRX) while the other is not 
(RY).  The averaged circuit model including DRX and RY is 
shown in Fig. 3.  Solving for RX in the averaged model of 
Fig. 3 yields 
»
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X RI
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D
R 1 . (1) 
In (1), D is the average duty cycle, Vg is the input voltage, 
VD is the diode forward voltage drop, V is the output voltage, 
and ILOAD is the load current.  Sensing V and Vg is 
straightforward, requiring only a resistor divider and an A/D 
converter.  ILOAD can be sensed in any number of ways 
including current sensing MOSFET’s, series resistors or 
methods utilizing component parasitics, such as inductor 
equivalent series resistance [8-10].  For this experiment, ILOAD
is monitored by sampling the voltage across a sense resistor in 
series with the power MOSFET at exactly D/2.  However, it 
should be noted that any of the above described methods 
would be suitable for this application. 
  Rather than using the component expected values for RY
and VD in (1), Fig. 3 can be used as the basis for an 
experimental curve fit with empirical values for RY and VD.
By employing an experimental curve fit, non-duty cycle 
dependent losses and diode forward voltage drops are 
characterized more accurately than the averaged model 
predicts. Then, using the empirical values of RY and VD along 
with instantaneous samples of the voltages and current 
mentioned previously, the instantaneous value of RX can be 
monitored.  Further, since RX is a measure of duty cycle 
dependent losses, its value includes MOSFET RON.  Therefore, 
significant changes in RX can indicate changes in MOSFET 
RON.
The advantage to monitoring changes in RON in this manner 
is the insensitivity of the algorithm to converter operating 
conditions.  Specifically, the values of RY and RX in the 
averaged model are ideally independent of input voltage and 
load current.  Therefore, the characterization of RON using this 
method does not depend on particular values of either input 
voltage or load current.  Further, implementing the algorithm 
for monitoring RX is hardware-efficient, requiring only one 
divider, no look up tables, and limited multiplications. 
Figure 4 shows experimental results obtained for the 
prototype shown in Fig. 2a.  The calculated value of RX is 
shown over a wide range of input voltages and two different 
load currents.  The blue lines correspond to normal MOSFET 
RON=41 mȍ while the red lines correspond to abnormally high 
MOSFET RON=82 mȍ.  The orange line between the normal 
and abnormal MOSFET RON is a failure prediction threshold 
above which the algorithm detects unusually high MOSFET 
RON.  Notice in Fig. 4 the relative insensitivity to a wide range 
of input voltages and load currents.  
As a final note, the effective quantization of (1) based on 
the quantization of the individual terms is of interest to 
determine the precision in monitoring RX.  Assuming the 
model of Fig. 3 is ideal and that RY and VD are characterized 
perfectly, it is possible to look at the quantization of (1) based 
on the quantization of the individual terms sensed by A/D 
converters.  For this example, based on the quantization 
intervals stated in Section II, the worst case precision in RX
based on (1) is 1.5 mȍ.  This effective quantization is better 
than the necessary precision required to accurately monitor RX.
IV. FREQUENCY RESPONSE HEALTH MONITORING
The frequency response health monitoring method 
addressed in this paper builds on concepts presented in [11-
14].  In particular, it was recently shown that hardware-
efficient system identification is possible for switching power 
converters containing a digital control loop [11]. A brief 
summary of system identification and its relevance to power 
converter health monitoring is given below in subsection A.
An improved system identification method, suitable for 
measuring stability margins is given in subsection B along 
with experimental results. Finally, subsection C describes a 
hardware-efficient algorithm for finding the stability margins 
from the frequency response data for the purpose of detecting 
changes in converter health. 
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Figura 15. Circuito equivalente di un convertitore con separazione dei carichi dipendenti 
da duty cycle (Rx) e non (Ry)
dove D è il duty cycle, Vg è la tensione di ingresso, V la tensione di uscita, VD è la caduta 
di tensione dovuta al MOSFET, ILOAD  la corrente che attraversa il carico RLOAD, Rx le resi-
stenze dipendenti dal duty cycle e Ry tutte le altre resistenze che causano dissipazione di 
potenza. Dall’equazione della maglia si risale facilmente a Rx:
Eliminare linea in fondo alla pagina  11
Modificare la nota 1 del capitolo 2 con quanto segue:
La curva di riscaldamento si ottiene sem re risc ldando il dispositivo con una potenza costante P, misurando 
la temperatura di gi nzione iniziale per poi monitorarne la crescita nel tempo: in questo caso 
Zth (t)=T j (ss)+T j (h )(t)P
c n Tj(h)(t) temperatura misurata dura t  il ri caldamento; assumendo che il processo di riscaldamento sia 
esattamente opposto a quello di raffreddamento (Tj(h)(t)=-Tj(ah)(t)) si ottiene appunto la (1). Solitamente si 
preferisce misurare Zth(t) durante il raffreddamento poiché la medesima situazione in fase di riscaldamento è 
un'operazione più complessa
Zth (t)=T j (ss)−T j (ah)( t)P (1)
T j=P∑
i=1
n
Zi (2) ΔT i=PZi (3)
PR=ΔT iR
PC=C d (ΔTi)dt
P=PR+PC
(4)
ΔT i=PRi(1−e
t
R iCi ) (5)
Zth(t)=∑
i=1
n
Ri(1−
t
RiCi) (6) Ri (aged )=Ri(1+T j (measured )−T j(estimated )P Rtotal ) (7)
VGS(t)=V g(1−e
− tRgCiss ) (8)
t d (on)(t )=−RgCiss ln(1−V th(t )V g ) (9) I d=12 WL μ(T )C ox(V GS(t )−V th(t))2 (10)
μ(T )=1360( 300T [K ])2.42 (11) dI ddt =μ(T )WL Cox(V GS( t)−V th(t)) dVGSdt (12)
(dVGSdt )2+(V GS(t )−V th(t)) d 2VGSdt 2 =0 (13) tMAX=RgCiss ln 2VgV g−V th(t ) (14)
dI d
dt ∣t=t MAX=μ(T )Cox
W
L
1
4Rg Ciss (V g−V th (t ))
2 (15) RDS (ON )=∂ vDS∂ id ∣VGS=cost (16)
RX= 1D [ DV g−V−V DI LOAD −RY] (17)
In un convertitore [11] risulta abbastanza semplice risalire al risultato: ILOAD,V, VD e Vg 
sono normalmente monitorati per la protezione da sovracorrenti sovratensioni, mentre Ry 
la si può ricavare impostando un duty cycle iniziale nullo. Analogamente a quanto fatto 
per RDS(ON), si può valutare la sostituzione del componente non appena Rx supera un certo 
valore di soglia o procedere con delle indagini più accurate riguardo lo stato di salute ef-
fettiva del dispositivo.
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MOSFET RON using sensing points inherently available in the 
converter, consider first the averaged model of the forward 
converter including the following losses: transformer winding 
resistance, MOSFET RON, sense resistor losses, diode forward 
voltage drops and inductor winding resistance [7].  Analysis of 
this model shows that the resistive conduction losses in the 
converter can be lumped into two resistive loss elements – one 
element is duty-cycle dependent (DRX) while the other is not 
(RY).  The averaged circuit model including DRX and RY is 
shown in Fig. 3.  Solving for RX in the averaged model of 
Fig. 3 yields 
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In (1), D is the average duty cycle, Vg is the input voltage, 
VD is the diode forward voltage drop, V is the output voltage, 
and ILOAD is the load current.  Sensing V and Vg is 
straightforward, requiring only a resistor divider and an A/D 
converter.  ILOAD can be sensed in any number of ways 
including current sensing MOSFET’s, series resistors or 
methods utilizing component parasitics, such as inductor 
equivalent series resistance [8-10].  For this experiment, ILOAD
is monitored by sampling the voltage across a sense resistor in 
series with the power MOSFET at exactly D/2.  However, it 
should be noted that any of the above described methods 
would be suitable for this application. 
  Rather than using the component expected values for RY
and VD in (1), Fig. 3 can be used as the basis for an 
experimental curve fit with empirical values for RY and VD.
By employing an experimental curve fit, non-duty cycle 
dependent losses and diode forward voltage drops are 
characterized more accurately than the averaged model 
predicts. Then, using the empirical values of RY and VD along 
with instantaneous samples of the voltages and current 
mentioned previously, the instantaneous value of RX can be 
monitored.  Further, since RX is a measure of duty cycle 
dependent losses, its value includes MOSFET RON.  Therefore, 
significant changes in RX can indicate changes in MOSFET 
RON.
The advantage to monitoring changes in RON in this manner 
is the insensitivity of the algorithm to converter operating 
conditions.  Specifically, the values of RY and RX in the 
averaged model are ideally independent of input voltage and 
load current.  Therefore, the characterization of RON using this 
method does not depend on particular values of either input 
voltage or load current.  Further, implementing the algorithm 
for monitoring RX is hardware-efficient, requiring only one 
divider, no look up tables, and limited multiplications. 
Figur  4 sh ws exper m ntal results obtained for the 
prototype shown in Fig. 2a.  The calculated value of RX is 
shown over a wide range of input voltages and two different 
load currents.  The blue lines correspond to normal MOSFET 
RON=41 mȍ while the red lines correspond to abnormally high 
MOSFET RON=82 mȍ.  The orange line between the normal 
and abnormal MOSFET RON is a failure prediction threshold 
above which the algorithm detects unusually high MOSFET 
RON.  Notice i  Fig. 4 the relative insensitivi y t  a wide range 
of input voltages and load currents.  
As a final note, the effective quantization of (1) based on 
the quantization of the individual terms is of interest to 
determine the precision in monitoring RX.  Assuming the 
model of Fig. 3 is ideal and that RY and VD are characterized 
perfectly, it is possible to look at the quantization of (1) based 
on the quantization of the i dividual terms sensed by A/D 
converters.  For this example, based on the quantization 
intervals stated in Section II, the worst case precision in RX
based on (1  is 1.5 mȍ.  This effective quan ization is better 
than the necessary precision required to accurately monitor RX.
IV. FREQUENCY RESPONSE HEALTH MONITORING
The frequency response health monitoring method 
addressed in this paper builds on concepts presented in [11-
14].  In particular, it was recently shown that hardware-
efficient system identification is possible for switching power 
converters containing a digital control loop [11]. A brief 
summary of system identification and its relevance to power 
converter health monitoring is given below in subsection A.
An improved system identification method, suitable for 
measuring stability margins is given in subsection B along 
with experimental results. Finally, subsection C describes a 
hardware-efficient algorithm for finding the stability margins 
from the frequency response data for the purpose of detecting 
changes in converter health. 
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Figura 16. Valori di Rx al variare di RDS(ON); si può impostare una soglia di warning 
per valutare il reale stato di salute di un componente [11]
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2.2. altre tecniche
Le tecniche di sensing diretto dei vari parametri del power MOSFET costituiscono un 
buon compromesso tra semplicità ed efficacia per valutare lo stato di salute di un com-
ponente. Esistono ovviamente metodi molto più articolati nei quali è però necessaria una 
conoscenza profonda dei legami esistenti tra la natura del fenomeno di degradazione e gli 
effetti che propagano. Una di queste tecniche si basa sull’identificazione del sistema in cui 
è inserito il dispositivo e se ne studia la risposta in frequenza: è di particolare interesse il 
monitoraggio del CTR (current transfer ratio), ovvero il rapporto tra ID e VDS, nel quale 
una riduzione dei margini di fase e ampiezza è dovuta dell’aging [11]. Rimangono co-
munque da definire quali cambiamenti specifici che avvengono all’interno del MOSFET 
influiscano sulle figure di merito di un’analisi in frequenza, senza contare che servono 
strumenti di signal processing di grande precisione (per isolare il rumore) e capaci di sop-
portare algoritmi solitamente complessi. Altre soluzioni di grande complessità sono le reti 
neurali, dove il circuito da controllare viene visto come una black box di cui si monitorano 
i segnali di ingresso e uscita; al circuito viene affiancato un sistema (la rete neurale) capace 
di simulare il comportamento dello stesso circuito sotto una vasta gamma di condizioni 
di lavoro: non appena il comportamento reale del circuito devia da quello simulato viene 
generato un segnale di warning [10].
I metodi che utilizzano modelli termomeccanici risalgono invece alla radice di alcuni 
problemi di invecchiamento, quali le cricche innescate dalle tensioni che si sviluppano 
nell’interfaccia dei vari materiali che compongono il MOSFET di potenza. Risultano di 
conseguenza utili gli stessi metodi che si utilizzano nella meccanica dei materiali sottopo-
sti a cicli di fatica, tra cui il metodo degli elementi finiti (FEM, finite elements method). A 
partire da questa analogia è possibile dunque sfruttare le conoscenze in campo meccanico 
(più avanzate in fatto di comprensione dei fenomeni che precedono il cedimento dei com-
ponenti) per applicarle in campo elettronico. In questo caso, il FEM può essere applicato 
alla saldatura presente tra la placca in rame e il silicio: a causa dei differenti coefficienti di 
dilatazione termica (CTE), essa sarà sottoposta a delle tensioni che a loro volta causano 
delle deformazioni ε; questo dato viene poi utilizzato nella legge di Coffin-Manson con 
cui è possibile stabilire quanti cicli può reggere il componente meccanico (in questo caso 
la saldatura) prima che sopraggiunga la rottura. In questo contesto si parlerà di valutare il 
thermal cycling (o power cycling) sopportabili dal MOSFET. Questo ultimo metodo tiene 
però conto di solo una delle cause dell’aging e, visto che si basa sui CTE, necessita di una 
misura della temperatura di giunzione molto precisa; d’altro canto, a differenza di tutte le 
altre tecniche, il coinvolgimento della legge di Coffin-Manson può fornirci delle indica-
zioni circa lo stato di salute del dispositivo e della sua vita utile rimanente.
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Capitolo 3
Metodi per Stimare la Vita utile Rimanente
3.1  Thermal Cycling
Le tecniche di condition monitoring finora discusse, seppur a volte si dimostrino suffi-
cienti ad assolvere gli obiettivi preposti, offrono un aiuto marginale nella prognosi del 
dispositivo: le indicazioni che se ne ricavano riguardo alla grandezza in osservazione sono 
di natura prevalentemente quantitativa, mentre rimangono implicite le informazioni qua-
litative circa lo stato di salute del componente, dove la figura di maggior merito è senz’al-
tro la stima della vita utile rimanente (o RUL, remaining useful life), che può ad esempio 
essere valutata in termini di cicli di lavoro (ovvero cicli termici affrontati dal dispositivo 
durante il funzionamento). In questo capitolo verranno presentate le principali tecniche 
di previsione della vita utile rimanente legate allo stress indotto dal thermal cycling, una 
delle principali cause di degrado del dispositivo. Vista la varietà delle grandezze coinvolte 
(meccaniche, elettriche, nonché una conoscenza delle proprietà intrinseche del compo-
nente), congiunte alla infinita variabilità delle condizioni di lavoro che il dispositivo dovrà 
affrontare, la sintesi di un modello o un algoritmo preciso risulta quantomeno complicata, 
tanto che gli articoli presenti in letteratura sono pochi e piuttosto recenti. L’impossibilità 
di conoscere a priori le condizioni operative cui il MOSFET verrà sottoposto rappresenta 
l’ostacolo di maggior entità: risulta dunque necessario stabilire se esiste un indicatore cir-
ca lo stato di salute del dispositivo che presenta un comportamento comune alle diverse 
condizioni di lavoro. A tal proposito, la resistenza di on è il parametro che più si presta 
allo scopo. Dagli esperimenti di invecchiamento accelerato emerge che questa grandezza 
aumenta in maniera esponenziale rispetto alla temperatura di giunzione dopo un certo 
numero di cicli termici, questo a causa dello stato di degradazione avanzato del compo-
nente che comporterà inevitabilmente ad una rottura più o meno imminente. Occorre 
però verificare se tale comportamento è riscontrabile anche al variare del ciclo di stress. 
Vengono allora riportate in [6] e [7] le seguenti prove di invecchiamento accelerato su 
diversi MOSFET di potenza IRFP340:
•	una prova ‘veloce’, con cicli termici severi caratterizzati da un elevato thermal swing 
in cui la temperatura di giunzione supera i 200°C;
•	una prova ‘lenta’, con cicli caratterizzati da una ΔTj minore rispetto al primo esperi-
mento ma applicati per un lungo periodo di tempo;
•	una prova ‘variabile’, dove l’ampiezza dei cicli termici cambia continuamente.
In maniera analoga a quanto presentato negli esperimenti di aging accelerato del capitolo 
precedente, si impostano due temperature di soglia: ogni dispositivo viene scaldato fino 
a una certa TjMAX tramite una corrente di drain di 5.2 A; appena raggiunto questo limite, 
la corrente di drain viene interrotta e il dispositivo viene lasciato raffreddare fino al rag-
giungimento di Tmin=80°C, per poi venire nuovamente riscaldato fino a TjMAX con la solita 
corrente di 5.2 A. RDS(ON) iniziale: 428 mΩ.
Nel primo dei tre test, ad un primo MOSFET (R2a in Figura 1) è imposto TjMAX=210°C, al 
secondo (R1a) TjMAX=220°C, mentre i restanti (R4a-R9a) TjMAX=240°C.
Le temperature vengono monitorate tramite una termocamera ad infrarossi.
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(a) 
(b) 
Fig. 1. Online ¨Rds_on monitoring during thermal cycling under three 
different conditions, 1) ¨Tj=160°C Tjmax=240°C, 2) ¨Tj=140°C 
Tjmax=220°C, 3) ¨Tj=130°C Tjmax=210°C; (a) full-scale, (b) zoom-in profile 
to determine EOL (logarithmic x-axis). 
degradation, is updated in software. Two set of tests are 
performed with different thermal swing amplitudes on 
IRFP340 power MOSFETs. In the first set of experiments, 
the switches are degraded under three different thermal 
conditions, which are a) ¨Tj=160°C Tjmax=240°C, b)  
¨Tj=140°C Tjmax=220°C, c)  ¨Tj=130°C Tjmax=210°C,   at 
drain current of 5.2A. The results of the online ¨RDS_ON 
measurements are given in Fig. 1(a).  This set of MOSFETs 
is labelled as “R1a”-“R9a”. It is clearly seen that even 
though the same thermal swing is applied to the same type 
of switch, the degradation curves are slightly different. A 
possible cause of this is the slight measurement errors, the 
thermal interface degradation, and differences during the 
manufacturing process, i.e. die attachment, solders etc. 
along with differences in the physical structures, i.e. bond 
wire neck. 
The zoom-in profile of the results is given in Fig. 1(b), 
which is plotted on a logarithmic x-axis. From this figure, it 
is clear that all of the switches degrade exponentially up to a 
certain value. After this value, at least one or more switches 
exhibit very high and/or unstable on-state resistances till 
they completely fail.  The devices aged to this level can be 
classified as “faulty”, as the characteristics deviate from 
normal operating conditions, such as dropped breakdown 
voltage. It should be highlighted that only R4a, R5a, and 
R7a have failed during the experiments. The other switches 
 Fig. 2. Online ¨Rds,on monitoring during thermal cycling at ¨Tj=80°C 
Tjmax=160°C.  
Fig. 3. Rds,on  variation of sample #Rb1 versus thermal cycles. 
 
were able to turn on, however, exhibited unstable Rds,on. R1a 
and R2a were functional and no abnormalities have been 
observed in these devices except increased Rds,on. 
The second set of experiments intends to degrade 
switches thermally with swing amplitude of 80°C and a 
maximum junction temperature of 160°C. The experiments 
took approximately 3 weeks. This set of experiments is 
important to find out if similar results can be populated 
within shorter time. Similar to the results of the previous 
experiments, the Rds,on variation is found to be exponential 
to a certain value, each one exhibiting slightly different 
propagation under the same thermal conditions. The change 
in Rds,on is plotted in Fig. 2, for each switch till the 
degradation curve does not evolve exponentially anymore. 
From the results given in Fig. 1 and Fig. 2, it is clear that 
a safe threshold value can be determined after exhaustive 
experiments. The results also suggest that an exponential 
empirical model can be established representing the data 
points till this chosen threshold value. This has been 
illustrated for the sample R1b as shown in Fig. 3. The initial 
Rds,on was recorded as 0.423ȍ. The exponential degradation 
continues till Rds,on reaches to 0.478ȍ. For this particular 
sample, the end-of-life (EOL) can be defined as 55mȍ 
increase in the on-state resistance. Considering the results of 
the other samples, the safe threshold ¨Rds,on value is 
determined as 50mȍ for the given switch type.  
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Figura 1. Risultati test di invecchiamento ‘veloce’: (a) risultati complessivi,
(b) particolare sull’andamento nei primi 1000 cicli [6]
Basandosi sui grafici ottenuti si possono trarre le prime osservazioni: come ci si aspet-
ta, cicli di stress caratterizzati da ΔT maggiore comportano una degradazione più veloce 
del dispositivo e quindi una aumento precoce di RDS(ON); dispositivi dello stesso modello 
sottoposti alle stesse condizioni di stress presentano comportamenti leggermente diversi; 
tutti i dispositivi presentano un aumento esponenziale di RDS(ON) dopo un certo numero 
di cicli relativo alle condizioni dell’esperimento; è possibile definire una soglia di RDS(ON), 
superata la quale tutti i dispositivi (a prescindere dalle condizioni di lavoro) presentano un 
aumento instabile di questa grandezza che li rende incontrollabili e che può portarli alla 
rottura (come successo per R4a, R5a e R7a). In questo caso, un incremento della resistenza 
di on pari a circa 50 mΩ porta all’instabilità. Nel secondo test, dei componenti dello stesso 
modello sono sottoposti per tre settimane ad un thermal swing ΔTj=80°C per raggiungere 
TjMAX=160°C. I risultati sono riportati in Figura2.
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(b) 
Fig. 1. Online ¨Rds_on monitoring during thermal cycling under three 
different conditions, 1) ¨Tj=160°C Tjmax=240°C, 2) ¨Tj=140°C 
Tjmax=220°C, 3) ¨Tj=130°C Tjmax=210°C; (a) full-scale, (b) zoom-in profile 
to determine EOL (logarithmic x-axis). 
degradation, is updated in software. Two set of tests are 
performed with different thermal swing amplitudes on 
IRFP340 power MOSFETs. In the first set of experiments, 
the switches are degraded under three different thermal 
conditions, which are a) ¨Tj=160°C Tjmax=240°C, b)  
¨Tj=140°C Tjmax=220°C, c)  ¨Tj=130°C Tjmax=210°C,   at 
drain current of 5.2A. The results of the online ¨RDS_ON 
measurements are given in Fig. 1(a).  This set of MOSFETs 
is labelled as “R1a”-“R9a”. It is clearly seen that even 
though the same thermal swing is applied to the same type 
of switch, the degradation curves are slightly different. A 
possible cause of this is the slight measurement errors, the 
thermal interface degradation, and differences during the 
manufacturing process, i.e. die attachment, solders etc. 
along with differences in the physical structures, i.e. bond 
wire neck. 
The zoom-in profile of the results is given in Fig. 1(b), 
which is plotted on a logarithmic x-axis. From this figure, it 
is clear that all of the switches degrade exponentially up to a 
certain value. After this value, at least one or more switches 
exhibit very high and/or unstable on-state resistances till 
they completely fail.  The devices aged to this level can be 
classified as “faulty”, as the characteristics deviate from 
normal operating conditions, such as dropped breakdown 
voltage. It should be highlighted that only R4a, R5a, and 
R7a have failed during the experiments. The other switches 
 Fig. 2. Online ¨Rds,on monitoring during thermal cycling at ¨Tj=80°C 
Tjmax=160°C.  
Fig. 3. Rds,on  variation of sample #Rb1 versus thermal cycles. 
 
were able to turn on, however, exhibited unstable Rds,on. R1a 
and R2a were functional and no abnormalities have been 
observed in these devices except increased Rds,on. 
The second set of experiments intends to degrade 
switches thermally with swing amplitude of 80°C and a 
maximum junction temperature of 160°C. The experiments 
took approximately 3 weeks. This set of experiments is 
important to find out if similar results can be populated 
within shorter time. Similar to the results of the previous 
experiments, the Rds,on variation is found to be exponential 
to a certain value, each one exhibiting slightly different 
propagation under the same thermal conditions. The change 
in Rds,on is plotted in Fig. 2, for each switch till the 
degradation curve does not evolve exponentially anymore. 
From the results given in Fig. 1 and Fig. 2, it is clear that 
a safe threshold value can be determined after exhaustive 
experiments. The results also suggest that an exponential 
empirical model can be established representing the data 
points till this chosen threshold value. This has been 
illustrated for the sample R1b as shown in Fig. 3. The initial 
Rds,on was recorded as 0.423ȍ. The exponential degradation 
continues till Rds,on reaches to 0.478ȍ. For this particular 
sample, the end-of-life (EOL) can be defined as 55mȍ 
increase in the on-state resistance. Considering the results of 
the other samples, the safe threshold ¨Rds,on value is 
determined as 50mȍ for the given switch type.  
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Figura 2. Risultati test di invecchiamento ‘lento’ [6]
Anche in questo caso, superato un certo valore, RDS(ON) presenta un’evoluzione esponen-
ziale che sfocia anche in questo caso in un aumento incontrollato di questa grandezza; la 
soglia risulta essere un incremento di circa 50 mΩ.
(a) 
(b) 
Fig. 1. Online ¨Rds_on monitoring during thermal cycling under three 
different conditions, 1) ¨Tj=160°C Tjmax=240°C, 2) ¨Tj=140°C 
Tjmax=220°C, 3) ¨Tj=130°C Tjmax=210°C; (a) full-scale, (b) zoom-in profile 
to determine EOL (logarithmic x-axis). 
degradation, is updated in software. Two set of tests are 
performed with different thermal swing amplitudes on 
IRFP340 power MOSFETs. In the first set of experiments, 
the switches are degraded under three different thermal 
conditions, which are a) ¨Tj=160°C Tjmax=240°C, b)  
¨Tj=140°C Tjmax=220°C, c)  ¨Tj=130°C Tjmax=210°C,   at 
drain current of 5.2A. The results of the online ¨RDS_ON 
measurements are given in Fig. 1(a).  This set of MOSFETs 
is labelled as “R1a”-“R9a”. It is clearly seen that even 
though the same thermal swing is applied to the same type 
of switch, the degradation curves are slightly different. A 
possible cause of this is the slight measurement errors, the 
thermal interface degradation, and differences during the 
manufacturing process, i.e. die attachment, solders etc. 
along with differences in the physical structures, i.e. bond 
wire neck. 
The zoom-in profile of the results is given in Fig. 1(b), 
which is plotted on a logarithmic x-axis. From this figure, it 
is clear that all of the switches degrade exponentially up to a 
certain value. After this value, at least one or more switches 
exhibit very high and/or unstable on-state resistances till 
they completely fail.  The devices aged to this level can be 
classified as “faulty”, as the characteristics deviate from 
normal operating conditions, such as dropped breakdown 
voltage. It should be highlighted that only R4a, R5a, and 
R7a have failed during the experiments. The other switches 
 Fig. 2. Online ¨Rds,on monitoring during hermal cycling at ¨Tj=80°C 
Tjmax=160°C.  
Fig. 3. Rds,on  variation of sample #Rb1 versus thermal cycles. 
 
were able to turn on, however, exhibited unstable Rds,on. R1a 
and R2a were functional and no abnormalities have been 
observed in these devices except increased Rds,on. 
The second set of experiments intends to degrade 
switches thermally with swing amplitude of 80°C and a 
maximum junction temperature of 160°C. The experiments 
took approximately 3 weeks. This set of experiments is 
important to find out if similar results can be populated 
within shorter time. Similar to the results of the previous 
experiments, the Rds,on variation is found to be exponential 
to a certain value, each one exhibiting slightly different 
propagation under the same thermal conditions. The change 
in Rds,on is plotted in Fig. 2, for each switch till the 
degradation curve does not evolve exponentially anymore. 
From the results given in Fig. 1 and Fig. 2, it is clear that 
a safe threshold value can be determined after exhaustive 
experiments. The results also suggest that an exponential 
empirical model can be established representing the data 
points till this chosen threshold value. This has been 
illustrated for the sample R1b as shown in Fig. 3. The initial 
Rds,on was recorded as 0.423ȍ. The exponential degradation 
continues till Rds,on reaches to 0.478ȍ. For this particular 
sample, the end-of-life (EOL) can be defined as 55mȍ 
increase in the on-state resistance. Considering the results of 
the other samples, the safe threshold ¨Rds,on value is 
determined as 50mȍ for the given switch type.  
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Figura 3. Variazion  media di RDS(ON) nel secondo test: anche in questo caso, un 
incremento di circa 50 mΩ porta ad una evoluzione incontrollata di questa grandezza [6]
Nell’ultima prova, l’ampiezza ΔTj del ciclo t rmico cambia continua ente: i valori che essa 
assum  son  110°C, 120°C, 130°C e 140°C. Il profilo di rif rimento che viene fatto seguire 
alla temperatura di giunzione in questo test è p entato i  Figura 4 (da notare come varia 
la cadenza del valore di ΔTj ad ogni thermal swing). Questo patte n di 10 cicli viene ese-
guito per circa 600 volte.
DUSMEZ et al.: RUL ESTIMATION FOR THERMALLY STRESSED POWER MOSFETS 2557
Fig. 5. Results of decapsulation of the switch R6a.
Fig. 6. Online ΔRds,ON monitoring during thermal cycling under
three different conditions. 1) ΔTj = 160◦C Tjmax = 240◦C.
2) ΔTj = 140◦C Tjmax = 220◦C. 3) ΔTj = 130◦C Tjmax = 210◦C.
The second set of experiments intends to degrade switches
thermally with a swing amplitude of 80◦C and a maximum
junction temperature of 160◦C. The experiments took approx-
imately three weeks. This set of experiments is important to
find out if similar results can be populated within shorter time.
Similar to the results of the previous experiments, the Rds,ON
variation is found to be exponential to a certain value, each
one exhibiting slightly different propagations under the same
thermal conditions. The change in Rds,ON is plotted in Fig. 7
for each switch till the degradation curve does not evolve
exponentially anymore.
B. Under Variable Thermal Stress
The previous experimental results have been performed for
cyclic thermal stress, where the thermal swing amplitude has
been kept constant throughout the aging. In order to observe the
ON-state variation under thermal swings with variable ampli-
tudes, another test has been performed on the same power
MOSFET, which experienced 10 consecutive thermal cycles of
different amplitudes, as given in Fig. 8. The number of ther-
mal swings that the switch experiences are NΔTj=110◦C =
2, NΔTj=120◦C = 5.5, NΔTj=130◦C = 3, and NΔTj=140◦C =
0.5. Please note that a thermal swing is defined as a complete
Fig. 7. Online ΔRds,ON monitoring during thermal cycling at ΔTj =
80◦CTjmax = 160◦C.
Fig. 8. Applied variable thermal swings
Fig. 9. ON-state resistance variation under variable amplitude thermal swings.
cycle (up and down). The experimental results of ΔRds,ON are
presented in Fig. 9. As it can be seen from the figure, the aging
curve is again exponential and the accumulated damage is sim-
ilar to that observed in tests where the thermal swing amplitude
is 120◦C.
IV. RUL ESTIMATION BASED ON PALMGREN–MINER
METHOD
A. Coffin–Manson Model
The EOL of a power device can be modeled by the well-
known Coffin–Manson model as given in (2), even though it
has some shortcomings as it only considers the amplitude of
the junction temperature, ΔTj and the mean temperature Tm
[23], [24]
Nf = ΔTj
δAe
Ea
kTm (2)
Figura 4. Ciclo t rmico di riferimento del test ‘variabile’ [7]: 
l’ultimo ciclo si ricollega al primo applicando ΔTj=120°C
Anche in questo caso, la curva di invecchiamento con riferimento a RDS(ON) ha un anda-
mento esponenziale.
DUSMEZ et al.: RUL ESTIMATION FOR THERMALLY STRESSED POWER MOSFETS 2557
Fig. 5. Results of decapsulation of the switch R6a.
Fig. 6. Online ΔRds,ON monitoring during thermal cycling under
three different conditions. 1) ΔTj = 160◦C Tjmax = 240◦C.
2) ΔTj = 140◦C Tjmax = 220◦C. 3) ΔTj = 130◦C Tjmax = 210◦C.
The second set of experiments intends to degrade switches
thermally with a swing amplitude of 80◦C and a maximum
junction temperature of 160◦C. The experiments took approx-
imately three weeks. This set of experiments is important to
find out if similar results can be populated within shorter time.
Similar to the results of the previous experiments, the Rds,ON
variation is found to be exponential to a certain value, each
one exhibiting slightly different propagations under the same
thermal conditions. The change in Rds,ON is plotted in Fig. 7
for each switch till the degradation curve does not evolve
exponentially anymore.
B. Under Variable Thermal Stress
The previous experimental results have been performed for
cyclic thermal stress, where the thermal swing amplitude has
been kept constant throughout the aging. In order to observe the
ON-state variation under thermal swings with variable ampli-
tudes, another test has been performed on the same power
MOSFET, which experienced 10 consecutive thermal cycles of
different amplitudes, as given in Fig. 8. The number of ther-
mal swings that the switch experiences are NΔTj=110◦C =
2, NΔTj=120◦C = 5.5, NΔTj=130◦C = 3, and NΔTj=140◦C =
0.5. Please note that a thermal swing is defined as a complete
Fig. 7. Online ΔRds,ON monitoring during thermal cycling at ΔTj =
80◦CTjmax = 160◦C.
Fig. 8. Applied variable thermal swings.
Fig. 9. ON-state resistance variation under variable amplitude thermal swings.
cycle (up and down). The experimental results of ΔRds,ON are
presented in Fig. 9. As it can be seen from the figure, the aging
curve is again exponential and the accumulated damage is sim-
ilar to that observed in tests where the thermal swing amplitude
is 120◦C.
IV. RUL ESTIMATION BASED ON PALMGREN–MINER
METHOD
A. Coffin–Manson Model
The EOL of a power device can be modeled by the well-
known Coffin–Manson model as given in (2), even though it
has some shortcomings as it only considers the amplitude of
the junction temperature, ΔTj and the mean temperature Tm
[23], [24]
Nf = ΔTj
δAe
Ea
kTm (2)
Figura 5. Evoluzione di RDS(ON) nel terzo test [7]
Si può concludere che durante l’invecchiamento l’incremento della resistenza di on pre-
senta una evoluzione esponenziale a prescindere dai cicli termici applicati, e che raggiunto 
un certo valore di soglia pressoché comune alle varie condizioni operative, questa gran-
dezza diventa instabile e può determinare la rottura del componente. Il modello di vita 
utile dovrebbe quindi stimare, in base al numero di cicli cui il dispositivo è stato sottopo-
sto, quanti cicli può affrontare prima di raggiungere il valore di soglia.
3.2  Modello Coffin-Manson e Palmgren-Miner
Il modello di Coffin-Manson, solitamente usato in componenti soggetti a sollecitazioni 
meccaniche, utilizza in que to contesto l’analogia passante tra cicli di fatica meccanica e 
cicli termici. Per una certa ΔTj abbinata ad una temperatura media di giunzione Tm si ha:
N f=Δ T jδ Ae
Ea
kT m (1) δ=
ln( N f2N f1)− Eak ( 1Tm2− 1Tm1 )
ln( Δ T j2Δ T j1) (2)
y=ln (N f1)−δ ln (Δ T j1)−
Ea
kT m1 , A=e
y (3) RUL=1−∑
1
n N n
N fn∣ΔT jn (4)
RDS (ON )( t)=α eβt+ Rinit (5) RDS (ON )' ( t)=βα eβt (6)
RDS (ON )' ( t)=β(RDS (ON )( t)−Rinit) (7)
RDS (ON )(k+ 1)=RDS (ON )(k )(1+ Δ tβ)−Rinit Δ tβ (8) x (k+ 1)=Ax (k )+ Bu(k ) (9)
y (k )=Cx(k ) (10) x (k )=Ax(k+1)+Bu(k )+w(k )yk=Cx(k )+v (k )
(11)
P (k )=cov [ X k− X̂ k ] (12)
X̂ k−=Ak X̂ k−1+ Bk u (k ) (13) Pk−=Ak P k−1 AkT+ Qk (14)
Kk=Pk−CKT inv(Ck Pk−CkT+Rk) (15) X̂k=X̂k−+KK( yK−Ck X̂k− ) (16)
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dove Nf è il numero di cicli totali che il dispositivo può sopportare, Ea e k sono rispettiva-
mente l’energia di attivazione termica e la costante di Boltzmann, mentre A e δ sono due 
costanti empiriche che si ricavano dalle curve ottenute dai test. Per la saldature SnPb, il rap-
porto Ea/k è circa 1414 [14]. Con riferimento alla prima prova, sostituendo ΔTj1=130°C, 
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che se sostituito in una equazione derivante dalla (1) si trova
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da cui risulta A=4.9283×1013 e δ=-5.2776. Verificando la relazione per ΔTj=140°C, si ottie-
ne un Nf previsto di 1586 cicli, dove i dati sperimentali indicano 1430 cicli.
Conoscendo allora la quantità dei differenti thermal swing affrontati da componente e Nf 
relativo ad ogni intervallo di temperatura, si ottiene una indicazione sulla vita rimanente 
tramite la legge di danneggiamento lineare di Palmgren-Miner:
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dove n è la quantità delle diverse ampiezze ΔTjn, Nn è il numero di cicli affrontati ad una 
certa ΔTjn, Nfn sono il numero massimo di cicli sopportabili per la specifica ΔTjn calcolati 
attraverso la relazione di Coffin-Manson; il dispositivo arriva a fine vita appena RUL giun-
ge a zero. Questo metodo funziona abbastanza bene se i cicli di temperatura seguono un 
andamento regolare: se la temperatura assume una evoluzione libera e casuale, risulta dif-
ficile determinare con precisione il valore di ΔTjn e i relativi Nn. Sempre dalla meccanica, 
derivano metodologie di cyclecounting efficaci che ovviano il problema in queste situazio-
ni; in particolar modo, il metodo di rainflow identifica con molta accuratezza questi due 
parametri. Se in campo meccanico questa tecnica è consolidata, non si può dire lo stesso 
nell’ambito elettronico: nei confronti degli IGBT si è mosso qualche passo per implemen-
tare un algoritmo di rainflow1 capace di operare online [8], ma all’attuale stato dell’arte 
mancano studi volti ad adattare questo metodo ai MOSFET di potenza.
Non è comunque da trascurare il fatto che il numero di cicli di vita utile calcolati con il 
modello Coffin-Manson sono in questo caso sovrastimati, questo a causa della ridotta 
conoscenza dello stato fisico del dispositivo: si tiene conto solamente della temperatura 
di giunzione (dato non facile da ottenere con precisione assoluta) trascurando ogni altro 
aspetto legato all’invecchiamento riguardo, ad esempio, alla saldatura e al wiring. All’at-
tuale stato dell’arte, questo modello risulta essere una soluzione ancora approssimativa.
3.3  Filtro di Kalman
Visto come l’evoluzione esponenziale di RDS(ON) preceda l’instabilità del componente, pos-
siamo costruire un modello di vita utile rimanente a partire da una relazione del tipo
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dove Rinit è il valore di RDS(ON) prima che sopraggiunga il comportamento esponenziale, 
α e β sono i parametri che occorre determinare per descrivere la traiettoria della curva. 
I valori di α e β devono essere ricavati tracciando l’andamento di RDS(ON) durante il periodo 
operativo del dispositivo per prevedere il superamento della soglia imposta (che in questo 
caso è ancora di 50mΩ); per una maggiore precisione, questi parametri devono essere 
periodicamente aggiornati. Il pregio di una procedura di questo tipo si basa solamente sul 
valore di RDS(ON) e della sua evoluzione nel tempo, e non richiede la conoscenza dello stato 
fisico del dispositivo né della sua temperatura di giunzione.
Un procedimento utile a definire α e β consiste nell’usare il filtro di Kalman [6][7].
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1 Questo metodo è usato in meccanica principalmente per la progettazione e il dimensionamento e raramente come 
strumento diagnostico; occorre tra l’altro tener conto che per applicare il metodo rainflow è necessario disporre 
dell’intero profilo di emissione della temperatura del componente, dalla messa in funzione fino alla rottura, per cui 
una trasposizione diretta in materia elettronica lo renderebbe una tecnica da usare offline.
Il filtro di Kalman stima lo stato futuro di un sistema dinamico lineare facendo riferimen-
to alle stime fatte in precedenza dal modello che lo costituisce e dalle misure dipendenti 
dallo stato, grazie alle quali aggiorna continuamente il proprio modello di riferimento per 
renderlo più vicino alla realtà; si tratta di uno stimatore di stato ottimo dal momento che 
esso si basa sulla minimizzazione dell’errore quadratico degli errori di stima. In poche pa-
role, il filtro di Kalman predice lo stato futuro del sistema basandosi sugli errori derivanti 
da modello e dalle misurazioni. È un filtro non perché seleziona delle frequenze ma per via 
del fatto che toglie le componenti di rumore (incertezza) dalle stime e dalle misurazioni.
Per utilizzare il filtro di Kalman occorre trovare il modello corrispondente alla (5): deri-
vando nel tempo si ha
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da cui, sostituendo αeβt dalla (5), si ottiene
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Discretizzando quindi la (7) si risale al sistema discreto, cioè
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che presenta una forma canonica del tipo
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Le misurazioni y(k) fatte su RDS(ON) hanno invece una forma discreta del tipo
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ln( N f2N f1)− Eak ( 1Tm2− 1Tm1 )
ln( Δ T j2Δ T j1) (2)
y=ln (N f1)−δ ln (Δ T j1)−
Ea
kT m1 , A=e
y (3) RUL 1−∑
1
n N n
N fn∣ΔT jn (4)
RDS (ON )( t)=α eβt+ Rinit (5) RDS (ON )' ( t)=βα eβt (6)
RDS (ON )' ( t)=β(RDS (ON )( t)−Rinit) (7)
RDS (ON )(k+ 1)=RDS (ON )(k )(1+ Δ tβ)−Rinit Δ tβ (8) x (k+ 1)=Ax (k )+ Bu(k ) (9)
y (k )=Cx(k ) (10) x (k )=Ax(k+1)+Bu(k )+w(k )yk=Cx(k )+v (k )
(11)
P (k )=cov [ X k− X̂ k ] (12)
X̂ k−=Ak X̂ k−1+ Bk u (k ) (13) Pk−=Ak P k−1 AkT+ Qk (14)
Kk=Pk−CKT inv(Ck Pk−CkT+Rk) (15) X̂k=X̂k−+KK( yK−Ck X̂k− ) (16)
Pk=(I−KKCk )Pk− (17) lnΔ RDS (ON )= lnα+ β x (18)
lnα=
∑
i=1
n
ln yi∑
i=1
n
xi2−∑
i=1
n
xi∑
i=1
n
xi ln yi
n∑
i=1
n
xi2−(∑i=1n xi) 2
β=
n∑
i=1
n
xi ln yi−∑
i=1
n
xi∑
i=1
n
ln yi
n∑
i=1
n
xi2−(∑i=1n xi)2
(19) ∑
i=1
n
yi( ln yi−lnα−β x)2 (20)
lnα=
∑
i=1
n
xi2 yi∑
i=1
n
yi ln yi−∑
i=1
n
xi yi∑
i=1
n
xi yi ln yi
∑
i=1
n
yi∑
i=1
n
xi2 yi−(∑i=1n xi yi) 2
β=
∑
i=1
n
yi∑
i=1
n
xi yi ln yi−∑
i=1
n
xi yi∑
i=1
n
yi ln yi
∑
i=1
n
yi∑
i=1
n
xi2 yi−(∑i=1n xi yi)2
(21)
A questo punto si può risalire alla forma richiesta dal modello di Kalman, cioè
x (k )=Ax(k+1)+Bu(k )+w (k )
y (k )=C (k )+v (k ) (1 ) X̂ k= X̂ k
−+KK (Y K−Ck X̂ k−) (16)
dove w(k) è l’incertezza del processo e presenta una covarianza Q(k), v(k) è l’incertezza di 
misura con covarianza R(k); entrambe le incertezze hanno una distribuzione gaussiana a 
media nulla; Q(k) e R(k) si possono ricavare da un modello statistico del modello di stato 
e del sensore. Viene definita inoltre P(k), covarianza della differenza tra il valore di x(k) 
misurato e quello stimato:
N f=Δ T jδ Ae
Ea
kT m (1) δ=
ln( N f2N f1)− Eak ( 1Tm2− 1Tm1 )
ln( Δ T j2Δ T j1) (2)
y=ln f1)−δ ln (Δ T j1)−
Ea
kT m1 , A=e
y (3) RUL=1−∑
1
n N n
N fn∣ΔT jn (4)
RDS (ON )( t)=α eβt+ Rinit (5) RDS (ON )' ( t)=βα eβt (6)
RDS (ON )' ( t) β(RDS (ON )( t)−Rinit) (7)
RDS (ON )(k+ 1)=RDS (ON )(k )(1+ Δ tβ)−Rinit Δ tβ (8) x (k+ 1)=Ax (k )+ Bu(k ) (9)
y (k )=Cx(k ) (10) x (k )=Ax(k+1)+Bu(k )+w(k )yk=Cx(k )+v (k )
(11)
P (k )=cov [ X k− X̂ k ] (12)
X̂ k−=Ak X̂ k−1+ Bk u (k ) (13) Pk−=Ak P k−1 AkT+ Qk (14)
Kk=Pk−CKT inv(Ck Pk−CkT+Rk) (15) X̂k=X̂k−+KK( yK−Ck X̂k− ) (16)
Pk=(I−KKCk )Pk− (17) lnΔ RDS (ON )= lnα+ β x (18)
lnα=
∑
i=1
n
ln yi∑
i=1
n
xi2−∑
i=1
n
xi∑
i=1
n
xi ln yi
n∑
i=1
n
xi2−(∑i=1n xi) 2
β=
n∑
i=1
n
xi ln yi−∑
i=1
n
xi∑
i=1
n
ln yi
n∑
i=1
n
xi2−(∑i=1n xi)2
(19) ∑
i=1
n
yi( ln yi−lnα−β x)2 (20)
lnα=
∑
i=1
n
xi2 yi∑
i=1
n
yi ln yi−∑
i=1
n
xi yi∑
i=1
n
xi yi ln yi
∑
i=1
n
yi∑
i=1
n
xi2 yi−(∑i=1n xi yi) 2
β=
∑
i=1
n
yi∑
i=1
n
xi yi ln yi−∑
i=1
n
xi yi∑
i=1
n
yi ln yi
∑
i=1
n
yi∑
i=1
n
xi2 yi−(∑i=1n xi yi)2
(21)
Il filtro di Kalma  utilizza u  algoritmo ricorsivo di due fasi, ovvero la predizione/stima 
dello stato e l’aggiornamento del modello.
Le operazioni coinvolte nella fase d  predizione sono:
•	Pred zione dello stato
N f=Δ T jδ Ae
Ea
kT m (1) δ=
ln( N f2N f1)− Eak ( 1Tm2− 1Tm1 )
ln( Δ T j2Δ T j1) (2)
y ln f1)−δ ln (Δ T j1)−
Ea
kT m1 , A=e
y (3) RUL=1−∑
1
n N n
N fn∣ΔT jn (4)
RDS (ON )( t)=α eβt+ Rinit (5) RDS (ON )' ( t)=βα eβt (6)
RDS (ON )' ( t)=β(RDS (ON )( t)−Rinit) (7)
RDS (ON )(k+ 1)=RDS (ON )(k )(1+ Δ tβ)−Rinit Δ tβ (8) x (k+ 1)=Ax (k )+ Bu(k ) (9)
y (k )=Cx(k ) (10) x (k )=Ax(k+1)+Bu(k )+w(k )yk=Cx(k )+v (k )
(11)
P (k )=cov [ X k− X̂ k ] (12)
X̂ k− Ak X̂ k−1+ Bk u (k ) (13) Pk−=Ak P k−1 AkT+ Qk (14)
Kk=Pk−CKT inv(Ck Pk−CkT+Rk) (15) X̂k=X̂k−+KK( yK−Ck X̂k− ) (16)
Pk=(I−KKCk )Pk− (17) lnΔ RDS (ON )= lnα+ β x (18)
lnα=
∑
i=1
n
ln yi∑
i=1
n
xi2
i=1
n
xi
i=1
n
xi ln yi
i=1
n
xi2 ( i=1n xi) 2
β=
n∑
i=1
n
xi ln yi−∑
i=1
n
xi∑
i=1
n
ln yi
n∑
i=1
n
xi2−(∑i=1n xi)2
(19) ∑
i=1
n
yi( ln yi−lnα−β x)2 (20)
lnα=
∑
i=1
n
xi2 yi
i=1
n
yi ln yi−∑
i=1
n
xi yi∑
i=1
n
xi yi ln yi
i=1
n
yi
i=1
n
xi2 yi ( i=1n xi yi) 2
β=
∑
i=1
n
yi∑
i=1
n
xi yi ln yi−∑
i=1
n
xi yi∑
i=1
n
yi ln yi
∑
i=1
n
yi∑
i=1
n
xi2 yi−(∑i=1n xi yi)2
(21)
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•	Predizione della covarianza
N f=Δ T jδ Ae
Ea
kT m (1) δ=
ln( N f2N f1)− Eak ( 1Tm2− 1Tm1 )
ln( Δ T j2Δ T j1) (2)
y=ln (N f1)−δ ln (Δ T j1)−
Ea
kT m1 , A=e
y (3) RUL=1−∑
1
n N n
N fn∣ΔT jn (4)
RDS (ON )( t)=α eβt+ Rinit (5) RDS (ON )' ( t)=βα eβt (6)
RDS (ON )' ( t)=β(RDS (ON )( t)−Rinit) (7)
RDS (ON )(k+ 1)=RDS (ON )(k )(1+ Δ tβ)−Rinit Δ tβ (8) x (k+ 1)=Ax (k )+ Bu(k ) (9)
y (k )=Cx(k ) (10) x (k )=Ax(k+1)+Bu(k )+w(k )yk=Cx(k )+v (k )
(11)
P (k )=cov [ X k− X̂ k ] (12)
X̂ k−=Ak X̂ k−1+ Bk u (k ) (13) Pk−=Ak P k−1 AkT+ Qk (14)
Kk=Pk−CKT inv(Ck Pk−CkT+Rk) (15) X̂k=X̂k−+KK( yK−Ck X̂k− ) (16)
Pk=(I−KKCk )Pk− (17) lnΔ RDS (ON )= lnα+ β x (18)
lnα=
∑
i=1
n
ln yi∑
i=1
n
xi2−∑
i=1
n
xi∑
i=1
n
xi ln yi
n∑
i=1
n
xi2−(∑i=1n xi) 2
β=
n∑
i=1
n
xi ln yi−∑
i=1
n
xi∑
i=1
n
ln yi
n∑
i=1
n
xi2−(∑i=1n xi)2
(19) ∑
i=1
n
yi( ln yi−lnα−β x)2 (20)
lnα=
∑
i=1
n
xi2 yi∑
i=1
n
yi ln yi−∑
i=1
n
xi yi∑
i=1
n
xi yi ln yi
∑
i=1
n
yi∑
i=1
n
xi2 yi−(∑i=1n xi yi) 2
β=
∑
i=1
n
yi∑
i=1
n
xi yi ln yi−∑
i=1
n
xi yi∑
i=1
n
yi ln yi
∑
i=1
n
yi∑
i=1
n
xi2 yi−(∑i=1n xi yi)2
(21)
La fase di aggiornamento consiste in:
•	Calcolo del guadagno di Kalman
N f=Δ T jδ Ae
Ea
kT m (1) δ=
ln( N f2N f1)− Eak ( 1Tm2− 1Tm1 )
ln( Δ T j2Δ T j1) (2)
y=ln (N f1)−δ ln (Δ T j1)−
Ea
kT m1 , A=e
y (3) RUL=1−∑
1
n N n
N fn∣ΔT jn (4)
RDS (ON )( t)=α eβt+ Rinit (5) RDS (ON )' ( t)=βα eβt (6)
RDS (ON )' ( t)=β(RDS (ON )( t)−Rinit) (7)
RDS (ON )(k 1)=RDS (ON )(k )(1+ Δ tβ)−Rinit Δ tβ (8) x (k+ 1)=Ax (k )+ Bu(k ) (9)
y (k )=Cx(k ) (10) x (k )=Ax(k+1)+Bu(k )+w(k )yk=Cx(k )+v (k )
(11)
P (k )=cov [ X k X̂ k ] (12)
X̂ k−=Ak X̂ k−1+ Bk u (k ) (13) Pk−=Ak P k−1 AkT+ Qk (14)
Kk=Pk−CKT i v(Ck Pk−CkT+Rk) (15) X̂k=X̂k−+KK( yK−Ck X̂k− ) (16)
Pk=(I−KKCk )Pk− (17) lnΔ RDS (ON )= lnα+ β x (18)
lnα=
∑
i=1
n
ln yi∑
i=1
n
xi2−∑
i=1
n
xi∑
i=1
n
xi ln yi
n∑
i=1
n
xi2−(∑i=1n xi) 2
β=
n∑
i=1
n
xi ln yi−∑
i=1
n
xi∑
i=1
n
ln yi
n∑
i=1
n
xi2−(∑i=1n xi)2
(19) ∑
i=1
n
yi( ln yi−lnα−β x)2 (20)
lnα=
∑
i=1
n
xi2 yi∑
i=1
n
yi ln yi−∑
i=1
n
xi yi∑
i=1
n
xi yi ln yi
∑
i=1
n
yi∑
i=1
n
xi2 yi−(∑i=1n xi yi) 2
β=
∑
i=1
n
yi∑
i=1
n
xi yi ln yi−∑
i=1
n
xi yi∑
i=1
n
yi ln yi
∑
i=1
n
yi∑
i=1
n
xi2 yi−(∑i=1n xi yi)2
(21)
•	Aggiornamento della stima della misura
x (k )=Ax(k+1)+Bu(k )+w (k )
y (k )=C (k )+v (k ) (11) X̂ k= X̂ k
−+KK (Y K−Ck X̂ k−) (16)
•	Aggiornamento della covarianza P(k)
N f=Δ T jδ Ae
Ea
kT m (1) δ=
ln( N f2N f1)− Eak ( 1Tm2− 1Tm1 )
ln( Δ T j2Δ T j1) (2)
y=ln (N f1)−δ ln (Δ T j1)−
Ea
kT m1 , A=e
y (3) RUL=1−∑
1
n N n
N fn∣ΔT jn (4)
RDS (ON )( t)=α eβt+ Rinit (5) RDS (ON )' ( t)=βα eβt (6)
RDS (ON )' ( t)=β(RDS (ON )( t)−Rinit) (7)
RDS (ON )(k+ 1)=RDS (ON )(k )(1+ Δ tβ)−Rinit Δ tβ (8) x (k+ 1)=Ax (k )+ Bu(k ) (9)
y (k )=Cx(k ) (10) x (k )=Ax(k+1)+Bu(k )+w(k )yk=Cx(k )+v (k )
(11)
P (k )=cov [ X k− X̂ k ] (12)
X̂ k−=Ak X̂ k−1+ Bk u (k ) (13) Pk−=Ak P k−1 AkT+ Qk (14)
Kk=Pk−CKT inv(Ck Pk−CkT+Rk) (15) X̂k=X̂k−+KK( yK−Ck X̂k− ) (16)
Pk=(I−KKCk )Pk− (17) lnΔ RDS (ON )= lnα+ β x (18)
lnα=
∑
i=1
n
ln yi∑
i=1
n
xi2−∑
i=1
n
xi∑
i=1
n
xi ln yi
n∑
i=1
n
xi2−(∑i=1n xi) 2
β=
n
i=1
n
xi ln yi
i=1
n
xi∑
i=1
n
ln yi
n
i=1
n
xi2−(∑i=1n xi)2
(19) ∑
i=1
n
yi( ln yi−lnα−β x)2 (20)
lnα=
∑
i=1
n
xi2 yi∑
i=1
n
yi ln yi−∑
i=1
n
xi yi∑
i=1
n
xi yi ln yi
∑
i=1
n
yi∑
i=1
n
xi2 yi−(∑i=1n xi yi) 2
β=
∑
i=1
n
yi∑
i=1
n
xi yi ln yi−∑
i=1
n
xi yi∑
i=1
n
yi ln yi
∑
i=1
n
yi∑
i=1
n
xi2 yi−(∑i=1n xi yi)2
(21)
I nuovi valori di stima della misura e della covarianza vengono dunque indirizzati alla fase 
di predizione per stimare il valore futuro dello stato e della covarianza, che a loro volta 
saranno impiegati nei calcoli di aggiornamento.
È evidente che la stima dell’evoluzione di RDS(ON) è accurata e presenta degli errori accet-
tabili solo quando α e β sono calcolati usando un umero elevato di misure, per cui il 
calcolo online di questi parametri deve tener conto del fatto che le prime stime sono poco 
attendibili a causa della scarsità di dati. Emerge quindi la necessità di pesare le stime in 
base al numero di dati dai quali sono state desunte nel momento in cui si calcolano α e β 
col metodo dei minimi quadrati: per fare ciò, si passa alla forma logaritmica della (5), di 
cui si trascura il valore iniziale, cioè 
N f=Δ T jδ Ae
Ea
kT m (1) δ=
ln( N f2N f1)− Eak ( 1Tm2− 1Tm1 )
ln( Δ T j2Δ T j1) (2)
y=ln (N f1)−δ ln (Δ T j1)−
Ea
kT m1 , A e
y (3) RUL=1−∑
1
n N n
N fn∣ΔT jn (4)
RDS (ON )( t)=α eβt+ Rinit (5) RDS (ON )' ( t)=βα eβt (6)
RDS (ON )' ( t)=β(RDS (ON )( t)−Rinit) (7)
RDS (ON )(k+ 1)=RDS (ON )(k )(1+ Δ tβ)−Rinit Δ tβ (8) x (k+ 1)=Ax (k )+ Bu(k ) (9)
y (k )=Cx(k ) (10) x (k )=Ax(k+1)+Bu(k )+w(k )yk=Cx(k )+v k )
(11)
P (k )=cov [ X k− X̂ k ] (12)
X̂ k−=Ak X̂ k−1+ Bk u (k ) (13) Pk−=Ak P k−1 AkT+ Qk (14)
Kk=Pk−CKT inv(Ck Pk−CkT+Rk) (15) X̂k=X̂k−+KK( yK−Ck X̂k− ) (16)
Pk=(I−KKCk )Pk− (17) lnΔ RDS (ON )= lnα+ β x (18)
lnα=
∑
i=1
n
ln yi∑
i=1
n
xi2−∑
i=1
n
xi∑
i=1
n
xi ln yi
n∑
i=1
n
xi2−(∑i=1n xi) 2
β=
n∑
i=1
n
xi ln yi−∑
i=1
n
xi∑
i=1
n
ln yi
n∑
i=1
n
xi2−(∑i=1n xi)2
(19) ∑
i=1
n
yi( ln yi−lnα−β x)2 (20)
lnα=
∑
i=1
n
xi2 yi∑
i=1
n
yi ln yi−∑
i=1
n
xi yi∑
i=1
n
xi yi ln yi
∑
i=1
n
yi∑
i=1
n
xi2 yi−(∑i=1n xi yi) 2
β=
∑
i=1
n
yi∑
i=1
n
xi yi ln yi−∑
i=1
n
xi yi∑
i=1
n
yi ln yi
∑
i=1
n
yi∑
i=1
n
xi2 yi−(∑i=1n xi yi)2
(21)
I valori di best-fitting che tengono conto del numero di misurazioni effettuate nel caso si 
usi il metodo dei minimi quadrati si hanno per
N f=Δ T jδ Ae
Ea
kT m (1) δ=
ln( N f2N f1)− Eak ( 1Tm2− 1Tm1 )
ln( Δ T j2Δ T j1) (2)
y=l (N f1)−δ ln (Δ T j1)−
Ea
kT m1 , A=e
y (3) RUL=1−∑
1
n N n
N fn∣ΔT jn (4)
RDS (ON )( t)=α eβt+ Rinit (5) RDS (ON )' ( t)=βα eβt (6)
RDS (ON )' ( t)=β(RDS (ON )( t)−Rinit) (7)
RDS (ON )(k+ 1)=RDS (ON )(k )(1+ Δ tβ)−Rinit Δ tβ (8) x (k+ 1)=Ax (k )+ Bu(k ) (9)
y (k )=Cx(k ) (10) x (k )=Ax(k+1)+Bu(k )+w(k )yk=Cx(k )+v (k )
(11)
P (k )=cov [ X k− X̂ k ] (12)
X̂ k−=Ak X̂ k−1+ Bk u (k ) (13) Pk−=Ak P k−1 AkT+ Qk (14)
Kk=Pk−CKT inv(Ck Pk−CkT+Rk) (15) X̂k=X̂k−+KK( yK−Ck X̂k− ) (16)
Pk=(I−KKCk )Pk− (17) lnΔ RDS (ON )= lnα+ β x (18)
lnα=
∑
i=1
n
ln yi∑
i=1
n
xi2−
i=1
n
xi∑
i=1
n
xi ln yi
n∑
i=1
n
xi2−(∑i=1n xi) 2
β=
n∑
i=1
n
xi ln yi−∑
i=1
n
xi∑
i=1
n
ln yi
n∑
i=1
n
xi2−(∑i=1n xi)2
(19) ∑
i=1
n
yi( ln yi−lnα−β x)2 (20)
lnα=
∑
i=1
n
xi2 yi∑
i=1
n
yi ln yi−∑
i=1
n
xi yi∑
i=1
n
xi yi ln yi
∑
i=1
n
yi∑
i=1
n
xi2 yi−(∑i=1n xi yi) 2
β=
∑
i=1
n
yi∑
i=1
n
xi yi ln yi−∑
i=1
n
xi yi∑
i=1
n
yi ln yi
∑
i=1
n
yi∑
i=1
n
xi2 yi−(∑i=1n xi yi)2
(21)
Usando questa formulazione insorgono indirettamente delle problematiche legate alla 
conformazione della (19), la quale attribuisce un peso maggiore alle misure che rilevano 
piccole variazioni di RDS(ON): risulta necessario distribuire equamente i pesi attribuiti ad 
ogni misurazione.
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Occorre allora minimizzare la seguente equazione
N f=Δ T jδ Ae
Ea
kT m (1) δ=
ln( N f2N f1)− Eak ( 1Tm2− 1Tm1 )
ln( Δ T j2Δ T j1) (2)
y=ln (N f1)−δ ln (Δ T j1)−
Ea
kT m1 , A=e
y (3) RUL=1−∑
1
n N n
N fn∣ΔT jn (4)
RDS (ON )( t)=α eβt+ Rinit (5) RDS (ON )' ( t)=βα eβt (6)
RDS (ON )' ( t)=β(RDS (ON )( t)−Rinit) (7)
RDS (ON )(k+ 1)=RDS (ON )(k )(1+ Δ tβ)−Rinit Δ tβ (8) x (k+ 1)=Ax (k )+ Bu(k ) (9)
y (k )=Cx(k ) (10) x (k )=Ax(k+1)+Bu(k )+w(k )yk=Cx(k )+v (k )
(11)
P (k )=cov [ X k− X̂ k ] (12)
X̂ k−=Ak X̂ k−1+ Bk u (k ) (13) Pk−=Ak P k−1 AkT+ Qk (14)
Kk=Pk−CKT inv(Ck Pk−CkT+Rk) (15) X̂k=X̂k−+KK( yK−Ck X̂k− ) (16)
Pk=(I−KKCk )Pk− (17) lnΔ RDS (ON )= lnα+ β x (18)
lnα=
∑
i=1
n
ln yi∑
i=1
n
xi2−∑
i=1
n
xi∑
i=1
n
xi ln yi
n∑
i=1
n
xi2−(∑i=1n xi) 2
β=
n∑
i=1
n
xi ln yi−∑
i=1
n
xi∑
i=1
n
ln yi
n∑
i=1
n
xi2−(∑i=1n xi)2
(19) ∑
i=1
n
yi( ln yi−lnα−β x)2 (20)
lnα=
∑
i=1
n
xi2 yi∑
i=1
n
yi ln yi−∑
i=1
n
xi yi∑
i=1
n
xi yi ln yi
∑
i=1
n
yi∑
i=1
n
xi2 yi−(∑i=1n xi yi) 2
β=
∑
i=1
n
yi∑
i=1
n
xi yi ln yi−∑
i=1
n
xi yi∑
i=1
n
yi ln yi
∑
i=1
n
yi∑
i=1
n
xi2 yi−(∑i=1n xi yi)2
(21)
sempre usando il metodo dei minimi quadrati, da cui si ottiene
N f=Δ T jδ Ae
Ea
kT m (1) δ=
ln( N f2N f1)− Eak ( 1Tm2− 1Tm1 )
ln( Δ T j2Δ T j1) (2)
y=ln (N f1)−δ ln (Δ T j1)−
Ea
kT m1 , A=e
y (3) RUL=1−∑
1
n N n
N fn∣ΔT jn (4)
RDS (ON ) t =α eβt+ Rinit (5) RDS (ON )' ( t)=βα eβt (6)
RDS (ON )' ( t)= (RDS (ON )( t)−Rinit) (7)
RDS (ON )(k+ 1)=RDS (ON )(k )(1+ Δ tβ)−Rinit Δ tβ (8) x (k+ 1)=Ax (k )+ Bu(k ) (9)
y (k )=Cx(k ) (10) x (k )=Ax(k+1)+Bu(k )+w(k )yk=Cx(k )+v (k )
(11)
P (k )=cov [ X k− X̂ k ] (12)
X̂ k−=Ak X̂ k−1+ Bk u (k ) (13) Pk−=Ak P k−1 AkT+ Qk (14)
Kk=Pk−CKT inv(Ck Pk−CkT+Rk) (15) X̂k=X̂k−+KK( yK−Ck X̂k− ) (16)
Pk=(I−KKCk )Pk− (17) lnΔ RDS (ON )= lnα+ β x (18)
lnα=
∑
i=1
n
ln yi∑
i=1
n
xi2−∑
i=1
n
xi∑
i=1
n
xi ln yi
n∑
i=1
n
xi2−(∑i=1n xi) 2
β=
n∑
i=1
n
xi ln yi−∑
i=1
n
xi∑
i=1
n
ln yi
n∑
i=1
n
xi2−(∑i=1n xi)2
(19) ∑
i=1
n
yi( ln yi−lnα−β x)2 (20)
lnα=
∑
i=1
n
xi2 yi∑
i=1
n
yi ln yi−∑
i=1
n
xi yi∑
i=1
n
xi yi ln yi
∑
i=1
n
yi∑
i=1
n
xi2 yi−(∑i=1n xi yi) 2
β=
∑
i=1
n
yi∑
i=1
n
xi yi ln yi−∑
i=1
n
xi yi∑
i=1
n
yi ln yi
∑
i=1
n
yi∑
i=1
n
xi2 yi−(∑i=1n xi yi)2
(21)
A questo punto, si possono calcolare α e β dalla (21). Il seguente flow-chart riassume le 
fasi da seguire:
 
Fig. 8. Block diagram of the RUL estimator. 
 
correct value after approximately 1/5th of the total cycles. 
Similarly, Į converges around same number of cycles.  
Using the established error covariance matrix with data 
points measured up to current time step, it is possible to 
predict the RUL of the degraded switch till the threshold 
value is reached. To test the proposed algorithm, RUL of the 
sample R1a is evaluated and the RUL is estimated at 5 
different cycle points (100, 200, 300, 500, 1000 cycles). The 
results of the estimation are given in Fig. 12, and the RUL 
values along with estimation errors are summarized in Table 
I. At initial estimation after 100 cycles, the RUL is 
estimated as 935 and 1020 when online and offline 
computed Į and ȕ are used, respectively. The estimation 
errors are %34.6 and %28.7, respectively. With more data 
points are evaluated and the error covariance matrix is 
updated, the estimation error reduces to %4.2 and %3.5, 
respectively. 
V. CONCLUSIONS 
The remaining useful lifetime (RUL) estimation of the 
degraded switches is very critical particularly for mission 
critical systems to avoid costly shutdowns and scheduled 
maintenances. The literature on counting the junction 
temperature cycles and estimating the end-of-life through 
thermal models such as Coffin-Manson model is well 
established. However, these methods require junction 
temperature information. 
In this paper, RUL estimation is targeted based on the 
recent findings on the on-state resistance variation of power 
 
Fig. 9. Comparison of estimated trajectory versus and trajectory obtained 
from degradation model for actual measurements of #R1a with constant Į 
and ȕ. 
¨R
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Fig. 10. Comparison of estimated trajectory versus and trajectory obtained 
from degradation model for actual measurements of #R1a with online 
computed Į and ȕ. 
 
Fig. 11. Online Į and ȕ tracking for the sample #R1a. 
 
Fig. 12. RUL estimation of the sample #R1a with online Į and ȕ 
computation after various number of cycles. 
 
MOSFETs. Firstly, an exponential empirical model is 
derived using the experimental results obtained from 
repetitive thermal cycle tests. Kalman Filter is applied to 
deal with the measurement errors and model uncertainties. 
An online exponential fitting algorithm based on least 
square fitting is implemented to find the empirical 
coefficients of the model online. The error covariance 
established through evaluating the data points up to step k is 
used to predict the RUL of the degraded switch. It has been 
shown that the error converges to minimal value as more 
data points are evaluated. 
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Con riferimento alle prove di invecchiamento accelerato di [6] e [7], le stime di vita utile 
rimanente (cioè il numero di cicli necessari a raggiungere la soglia di 50mΩ) risultano 
essere
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TABLE II
RUL ESTIMATION OF THE SWITCHES WITH RESPECT TO THERMAL CYCLES
The measurement update involves the calculation of opti-
mal Kalman gain, posterior state estimate, and posterior error
covariance, which are expressed as
Kk = Pk
−HkT inv
(
HkPk
−HkT +Rk
) (21)
Xˆk = Xˆ
−
k +Kk
(
Zk − HXˆ−k
)
(22)
Pk = (I −KkHk)Pk−. (23)
At every time step, the new state is estimated in a recur-
sive manner using the previous posterior estimate that is found
through the time and measurement updates. The estimated tra-
jectory using KF and trajectory obtained from the developed
model is compared with the actual measurement data obtained
from #Rb1 in Fig. 12. α and β are found through least-squares
method evaluating all of the data points, where α = 0.001676,
and β = 0.0001611. In the results given in Fig. 13, a random
white noise with a standard deviation of 0.005 is added on
top of the measurement data. In this case, KF deals with the
measurement noise and has no impact on finding the empirical
coefficients.
C. Online α and β Computation
From Figs. 12 and 13, it is clear that fault growth trajectory of
the degraded switches can be estimated within sufficient error
margin, when α and β are computed using all the data points.
This case is used as a benchmark as outlier effect is minimal
when all data points are evaluated. However, when data points
up to current time are computed with least-squares method to
find α and β, the RUL prediction would be erroneous particu-
larly at the beginning due to the effect of the outliers. In order to
make the estimation online and robust, the data are filtered with
KF at every time step and empirical coefficients are found based
on this filtered data using least-squares method. The exponen-
tial curve can be written in the form as in (11), ignoring the
initial value. Taking the natural logarithm of both sides yields
lnΔRds,on = lnα+ βx. (24)
The best fit values for (24) are
a =
n∑
i=1
ln yi
n∑
i=1
xi
2 −
n∑
i=1
xi
n∑
i=1
xi ln yi
n
n∑
i=1
xi2 −
(
n∑
i=1
xi
)2 (25)
b =
n
n∑
i=1
xi ln yi−
n∑
i=1
xi
n∑
i=1
ln yi
n
n∑
i=1
xi2 −
(
n∑
i=1
xi
)2 (26)
where
α = ea (27)
β ∼= b. (28)
In this fit, small ΔRds,ON values in (24) gets higher weights;
thus, the following function should be minimized to distribute
the weights equally among the points:
n∑
i=1
yi(ln yi − a− bxi)2. (29)
Equation (29) can be minimized by using least squares
method, which yields
a =
n∑
i=1
xi
2yi
n∑
i=1
yi ln yi −
n∑
i=1
xiyi
n∑
i=1
xiyi ln yi
n∑
i=1
yi
n∑
i=1
xi2yi−
(
n∑
i=1
xiyi
)2 (30)
b =
n∑
i=1
yi
n∑
i=1
xiyi ln yi −
n∑
i=1
xiyi
n∑
i=1
yi ln yi
n∑
i=1
yi
n∑
i=1
xi2yi−
(
n∑
i=1
xiyi
)2 . (31)
Using (27), (28) (30), and (31), it is possible to estimate α
and β online using KF filtered data. It is also clear from the
equations that α and β would converge with more data points.
Tabella 1. Risultati procedura con filtro di Kalman riferiti al primo test [7]
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Fig. 15. State estimation with online computed α and β.
Fig. 16. RUL estimation for the samples #R1a, #R2a, and #R4a–#R7a with online computed α and β.
h ve Gaussian distribution with z ro mean and the following
covariance:
Qk = E
[
wkwk
T
] (16)
Rk = E
[
vkvk
T
]
. (17)
In the following equation, the estimation error covariance Pk
is defined as the covariance of the difference between the true
state at time k Xk and posterior state estimate Xˆk:
Pk = cov
[
Xk − Xˆk
]
. (18)
The KF is defined for a discrete system as given in (15). The
time updates of the KF for the priori state estimate and priori
error covariance estimate are given as
Xˆ−k = AkXˆ(k−1) +Bku (k) (19)
Pk
− (k) = AkP(k−1)Ak
T +Qk. (20)
Figura 6. Plot della RUL in funzione dei cicli i lavoro riferito al primo test [7]:  
le urve tratteggiate di ogni grafico rappresentano la stima dell’evoluzione prevista di 
RDS(ON) el borata  p rtire dai ci li termici già affrontati; si noti com  la i a del valore 
futuro è più accurata quando si ha a disposizione una maggiore quantità di dati
35
Quello che si nota dai risultati ottenuti in Figura 6 è che il modello si dimostra molto 
preciso nel caso di cicli termici caratterizzati da una grande thermal swing (nei MOSFET 
R4a-R7a, sottoposti a TjMAX=240°C, ΔTj =160°C) dove l’errore di predizione di vita utile è 
già al di sotto del 10% nelle fasi iniziali, assottigliandosi poi fino al 2-3% (Tabella 1): questo 
perché i valori di α e β convergono ad un valore che si mantiene poi costante superato 1/5 
dei cicli totali sopportabili dal componente (Figura 7).
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used to estimate the lifetime extension in real time. The draw-
back of this method is the necessity of junction temperature
information.
C. Challenges in Junction Temperature Estimation for Aged
Devices
The junction temperature can be estimated by monitoring
electrothermal sensitive parameters such as saturation volt-
age [30] and threshold voltage [31] variations. Among these
parameters, ON-state resistance of power MOSFETs and IGBT
saturation voltage greatly varies due to aging in solder attach-
ments and electrical resistances at contact points. On the other
hand, threshold voltage is not affected by solder degradation
and can be used to estimate the junction temperature if there is
no degradation on the gate-oxide layer [31].
In high-power modules, a p-n junction mounted next to
the Si chip can be monitored to sense the temperature [32].
This method is used in some industrial applications; how-
ever, it is suitable for very high-power module structure. The
conventional way to estimate junction temperature is: 1) calcu-
lating the power losses at each step; 2) multiplying the losses
with the thermal impedance; and 3) adding the generated heat
in the device to the case temperature [33]–[35]. However, due
to the solder degradation and thereby change in the thermal
impedance, the estimated junction temperature may not be
accurate.
V. PROPOSED RUL ESTIMATION BASED ON ON-STATE
RESISTANCE VARIATION
A. Exponential Degradation Model
The degradation growth can be modeled from the experi-
mental data due to lack of information on the physical mod-
eling of the device. As it can be observed from Figs. 7
and 10, the Rds,ON increases exponentially with respect to
thermal cycles in the defined RUL estimation zone with
an initial value Rinit. Thus, the degradation process can be
modeled with an exponential curve, and an added offset
value as
Rds,on (t) = αe
βt +Rinit. (11)
Assuming α and β as constants, (11) can be written in state-
space form as
R˙ds,on (t) = (Rds,on (t)−Rinit)β. (12)
Discretizing the system yields
Rds,on (k + 1) = Rds,on (k) · (1 + Δtβ)−RinitβΔt. (13)
This can be written in canonical form as
x (k + 1) = Ax (k) +Bu (k)
y (k) = Cx (k) . (14)
Fig. 12. Comparison of estimated trajectory and trajectory obtained from
degradation model for the actual measurements of #R1b.
Fig. 13. Comparison of estimated trajectory and trajectory obtained from
degradation model for the white noise added measurements of #R1b.
Fig. 14. Online β tracking for the samples. (a) #R1a. (b) #R2a. (c) #R4a.
(d) #R5a. (e) #R6a. (f) #R7a.
B. Kalman Filter
It is possible to estimate the posterior state by applying KF
to the empirical model given in (13). KF is a widely acknowl-
edged optimal state estimator assuming a Gaussian distribution
through minimizing the mean square error (mse) of the esti-
mates considering the errors in the measurements and the
model [36]
xk = Axk−1 +Buk + wk
Zk = Hxk + vk (15)
where wk and vk denote the process and measurement noises,
respectively. The noise terms are assumed to be white and they
Figura 7. Assestamento di β (in ordinata) in funzione dei cicli di lavoro [7]
Ciò non vale per condizioni di lavoro che comportano una degradazione più lenta: seppu-
re i calcoli siano ottimizzati per tener conto del numero di misurazioni fatte, l’errore circa 
la stima dei numero di cicli di vita utile rimanente al dispositivo è ancora molto alto nelle 
fasi iniziali (attorno al 30%) e assume un valore accettabile in fase avanzata, cioè quando 
viene superata la metà della RUL effettiva del componente. Nonostante questo, il filtro di 
Kalman rappresenta odiernamente la soluzione di maggior efficacia e robustezza nella 
predizione della vita utile rimanente del dispositivo poiché pur non richiedendo la cono-
scenza della temperatura di giunzione e dello stato intrinseco del dispositivo, monitora gli 
effetti dell’invecchiamento integrandoli nel proprio modello, fornendo una rappresenta-
zione dell’effettivo stato di salute del componente più di quanto una stima dello stato fisico 
(o della temperatura di giunzione) possa dare.
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Conclusioni
La presente tesi ha illustrato il concetto di condition monitoring applicato ai MOSFET 
di potenza: dopo aver definito il condition monitoring e la sua importanza in ambiente 
industriale, sono state presentate le cause responsabili di invecchiamento e rottura nei 
dispositivi MOSFET. Questi processi sono termicamente attivati: di conseguenza la tem-
peratura del dispositivo, specialmente la temperatura di giunzione, gioca un ruolo chiave 
ed è pertanto un parametro da monitorare continuamente. Dal momento che spesso non 
è possibile misurare tale grandezza in situ, si ricorre all’utilizzo di diverse tecniche per 
ottenerne una stima. In questo lavoro sono state presentate le principali tecniche basate 
sull’andamento delle grandezze elettriche sensibili alla temperatura (TSEP), in particolar 
modo della tensione di soglia; grazie a questo parametro, si possono costruire reti termi-
che equivalenti del componente e studiare il comportamento dinamico dello stesso per 
ottenere una stima della temperatura di giunzione.
I test di invecchiamento accelerato riportati in letteratura mostrano che il parametro che 
si presta maggiormente ad indicare lo stato di salute del componente è la resistenza di on: 
alla fine della vita utile del dispositivo infatti, essa presenta un’evoluzione esponenziale 
rispetto al tempo anche se il componente lavora sotto le più diverse condizioni operative; 
inoltre, è opportuno individuare un valore di soglia, superato il quale il dispositivo diviene 
incontrollabile.
Infine, sono stati presentati i principali modelli di stima di vita utile del dispositivo: un 
primo metodo sfrutta le analogie tra un componente meccanico sotto fatica e un MO-
SFET sottoposto a thermal cycling, applicando le leggi di Coffin-Manson e Palmgren-
Miner. Queste tecniche non tengono conto dello stato fisico del dispositivo e di altre cause 
di invecchiamento, pertanto devono essere raffinate. Il secondo metodo utilizza invece 
un predittore, quale il filtro di Kalman, per valutare in anticipo l’andamento di RDS(ON) nel 
tempo e prevedere entro quanti cicli di lavoro questo parametro supererà il sopracitato 
valore di soglia.
Gli studi futuri su questi argomenti potrebbero incentrarsi nel migliorare le tecniche basa-
te sul parallelismo dei componenti meccanici per raggiungere anche in campo elettronico 
validità e affidabilità di tali metodi. Il criterio di Coffin-Manson offre un buon punto di 
partenza e un primo miglioramento per non risentire della mancanza di dati circa lo stato 
fisico del dispositivo, può essere la ricerca di un metodo che individui con maggior preci-
sione i valori di ΔTjn e Nn , ad esempio tramite un adattamento dell’algoritmo di rainflow 
(che già viene studiato nel caso degli IGBT) o la creazione di un metodo ex novo basato 
sul profilo di emissione della temperatura di giunzione del tempo.
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