We propose a simple and e cient self-stabilizing distributed algorithm to construct the breadth rst search (BFS) spanning tree of an arbitrary connected symmetric graph. We develop a completely new direct approach of graph theoretical reasoning to prove the correctness of our algorithm. The approach seems to have potential to have applications in proving correctness of other self-stabilizing algorithms for graph theoretical problems.
Introduction
A distributed system can be viewed to consist of a set of loosely connected systems (state machines) which do not share a global memory but can share information by exchanging messages only. Each node or machine is allowed to have only a partial view of the global state which depends on the connectivity of the system as well as the propagation delay of di erent messages. Yet, the objective in a distributed system is to arrive at a global nal state (legitimate state), which is some invariance relationship over the global state of the system. For example, in this paper as well as in many other applications, it is assumed that each node can have informations only about its neighboring nodes. Dijkstra Dij74] introduced the term self-stabilizing for the systems which starting from any (and possibly illegitimate) initial state, is always guaranteed to converge to a legitimate state in a nite number of steps. This kind of property is highly desirable for any distributed system, since without having a global memory global synchronization is achieved in nite time and thus the system can correct itself automatically from spurious perturbation or failures.
We model a distributed system by a connected graph G = (V; E), where V denotes the set of nodes representing the machines (processors) and E denotes the set of edges representing the interconnections among the processors. Let jV j = n = the number of nodes in the graph. A BFS spanning tree of a graph is de ned to be the spanning tree generated when the graph is traversed by a breadth rst search starting from a given root node r. Our objective in this paper is twofold:
(1) to develop a distributed algorithm that always maintains a BFS spanning tree of the graph 1 , and (2) to develop a completely di erent graph theoretic proof technique to show the correctness of self-stabilizing algorithms. There are very few self-stabilizing algorithms reported in the literature CYH91, Dij86, Kes88, Gho90, GM91, ADG92].
The proposed algorithm has only one rule for each processor. This rule has two parts: antecedent (condition) part and the action (move) part. The antecedent part of the rule is a boolean function of its own state and the states of its neighbors and when it is true for any processor it may take the corresponding action. Any node for which the antecedent is true is called a privileged node. Any privileged node that takes action is called an active node.
The proposed algorithm is self-stabilizing because regardless of the initial state the algorithm constructs the BFS spanning tree of the graph rooted at the given node r with each node knowing its level in the tree as well as its immediate predecessor in the tree. When the system is brought back to a legitimate state, no node is privileged (the system is deadlocked). Again, any perturbation can bring the system to an illegitimate state; the algorithm is activated automatically and the system is again brought back to a legitimate state. In our proposed algorithm, every node except a speci c node called the root node maintains a local integer variable called level. The level of a node is the distance of the node from the root node along a spanning tree of the graph rooted at the given root node and the value of level ranges between 0 and n?1. We do not need to consider level values beyond that (even after perturbation) 1 It was brought to our attention that a substantially similar algorithm for BFS trees has appeared in the literature HC92] after submission of the original version of this paper.
as we can always assume each processor is capable of doing a modulo n operation and always keeps the remainder (mod n) as its level value. Each node also maintains a predecessor pointer variable P(i) which can also assume any value between 0 and n ? 1 (indicating the n node id's). We also assume that the root node always maintains its level to be 0 i.e., the root node is not perturbed. Our algorithm meets the following three requirements of a self-stabilizing algorithm:
(a) In any illegitimate state there is at least one privileged node.
(b) In the legitimate state no node is privileged, i.e. the system is deadlocked.
(c) For all possible initial states and for all possible ways a privileged node is selected to take action during execution of the algorithm, the system is guaranteed to reach the legitimate state after a nite number of moves.
Our self-stabilizing algorithm is a fault-tolerant graph algorithm rather than a token based distributed algorithm. Our purpose in this paper is as follows:
We propose a simple uniform distributed algorithm to construct BFS spanning tree in a symmetric graph (we do not include rooted or directed trees of directed graphs). This algorithm is, in principle, similar to that of HC92] although each node has a single rule in our algorithm while in HC92] each node has two rules.
Correctness proof of all existing self-stabilizing algorithms including that of HC92] uses the same approach: de ne a bounded function that decreases monotonically with each move and then prove that there is at least one move in each illegitimate state. Authors in HC92] had to transform their original rules to new set of rules in order to develop such a bounded function and that made their correctness proof indirect and reasonably complicated. We develop a completely new direct approach to prove the correctness of our algorithm based on graph theoretical reasoning. This proof technique is substantially simpler and direct; we hope that the approach will be useful in proving the correctness of future self-stabilizing algorithms.
Most of self-stabilizing algorithms assume the existence of a central demon, as suggested by Dijkstra Dij74, Dij86], which determines which single processor takes action when multiple nodes are privileged. Our algorithm does not need this assumption. When multiple nodes are privileged, an arbitrary subset of these nodes (at least one) takes action (this is de ned as one move or one step in the algorithm). Since the actions taken by a node depend on the local states of the neighboring nodes, we assume that current states of the neighboring nodes dictate the action even when the neighboring nodes are active concurrently (in this sense the actions taken by nodes are still atomic). Our algorithm does not assume any order or any speci c rule in which the set of active nodes is chosen at any point of time. This is also true for the algorithm in HC92]. But unlike HC92], we do not need any extra complication in the proof; our proof technique inherently accommodates concurrent actions by nodes.
2 Algorithm to construct BFS spanning tree Let G be the given connected bipartite graph (V; E) where a speci c node r is designated to be the root node. The root node has a level of 0 and it is not changed by any perturbation i.e., the level of the root node is always 0. We use the following notations:
n: number of nodes in the graph N(i): set of the neighbors of node i L(i): level of node i P(i): predecessor pointer of node i, pointing to one of the nodes in N(i)
Here 0 L(i) n ? 1. In an illegitimate state any node other than the root node r (root node r has a constant level 0) can have an arbitrary level between 0 and n ? 1. Also, P(i) 2 V , where i is any node other than the root node r, i.e., in an illegitimate state any node (other than r) can point to an arbitrary node to be its immediate predecessor in the spanning tree. We introduce the following set S(i), for any node i in the graph as,
The set S(i) contains neighboring nodes of i with minimum level. Note that the set S(i) may contain more than one node but is never empty. Also, all the nodes in S(i) must have the same level and hence we can use the term L(S(i)) without ambiguity to designate this level. Now we can de ne our legitimate state as the state in which the following predicate is true.
The predecessor pointer P(i) 2 S(i) means that the predecessor pointer of node i is pointing to one of the nodes in N(i); exact setting of P(i) depends on implementation details of the breadth rst search strategy and is not important for our purpose here.
Lemma 1 In any connected symmetric graph the legitimate state as described above represents a BFS spanning tree of the graph rooted at the given node r.
Proof : Root node r has a constant level 0. Hence in a stable or a legitimate state, all the immediate neighboring nodes of the root node have a level 1. Similarly, all the neighboring nodes of the level 1 nodes (except the root) have a level of 2. And each of these level 2 nodes has its predecessor pointer pointing to some of its level 1 neighbor. Repeating this argument for all the nodes, we see that the predecessor pointers and the levels of the nodes in a legitimate state give one possible breadth rst spanning tree of the graph rooted at the node r. 2
The purpose of our algorithm is to bring back the stable state once the system is in any possible illegitimate state by any perturbation. The basic idea is whenever the system is in an illegitimate state at least one of the nodes should be able to recognize it and should take some corrective action. Our algorithm has a single uniform rule for all the nodes in the graph except the root node which always has a constant level of 0. The rule has two parts: antecedent and action. The antecedent is basically a Boolean function of the level of the node and the levels of the neighboring nodes and the action part forces the node to come to a locally stable state by changing its own level and/or its predecessor pointer. The rule is as follows: (R) : i 6 = r^L(S(i)) 6 = n ? 1^fL(i) 6 = L(S(i)) + 1 _ P(i) 6 2 S(i) ) L(i) = L(S(i)) + 1; P(i) = k; k 2 S(i)
Before we prove the correctness of our algorithm, we illustrate the execution of the algorithm by using an example graph.
Example: Figure 1 illustrates the execution of the algorithm on an example graph from an arbitrary initial state. The connected symmetric graph in our example has 6 vertices, fr; a; b; c; d; eg, where r is the speci ed root node which has constant level of 0 and which does not have any predecessor pointer. The gure 1(i) shows the initial state. Each node in the gures is labeled with its name and its level. The predecessor pointer at each node is shown by the arrow. It is to be noted that in a given state more than one node may be privileged; we have arbitrarily chosen a node to take the action in our example. Also, the root node is never privileged, i.e., the node r will never take any action. In Figure 1 (i) all the nodes, except r and b, are privileged. Suppose that the central demon selects node e to take the action which brings the system to the state as depicted in gure 1(ii). Note that by this action node e does not change its level but only changes its predecessor pointer. Now three nodes, a, c and d are privileged and again assume that c is chosen arbitrarily to take action which takes us to the gure 1(iii). Continuing in this fashion we see that the stable state is reached in 6 moves (for the particular choices made at each step). For each state the node which is chosen to take action is shown underlined. We have redrawn the nal state in gure 1(viii) to emphasize the BFS spanning tree edges. It is to be noted that there are many other possible sequence of moves that will bring the state back to a stable state starting from the same initial illegitimate state.
Correctness Proof
In order to prove the correctness of our algorithm, we show that the algorithm satis es the criteria (a), (b) and (c) as described in the introduction.
Lemma 2 In the legitimate or the stable state, no node is privileged, i.e. the system is deadlocked.
Proof : The proof is obvious from the de nition of the stable state and the antecedent part of the single rule (R).
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Lemma 3 In any illegitimate state there exists at least one privileged node, i.e., in an illegitimate state some action is always guaranteed.
Proof : We prove by contradiction. Suppose that there is an illegitimate state where no node is privileged. Then there exists a node j 6 = r such that L(j) 6 = L(S(j)) + 1 or P(j) 6 2 S(j) or both. Then S(j) must have a level of n ? 1; otherwise j would be active by the antecedent of our rule (R). Consider all the immediate neighbors of the node r which has a constant level 0. All these nodes must have a level 1 since none of them is privileged by assumption. Then consider all the immediate neighbors of these level 1 nodes except r; all of these nodes must have level 2 since none of them is privileged. We repeat this argument until all the nodes in the graph are exhausted; in the worst case a node q can have a level of n ? 1 (when the graph is a chain of length n ? 1) and even then S(q) is less than n ? 1. Hence, when no node is privileged, we cannot get a node j as supposed in the beginning. Hence the proof.
Next, we prove that the algorithm brings the system back to a stable state starting from any arbitrary illegitimate state. We need the following de nitions:
De nition 1 The state vector representing the system state is de ned to be an n-vector consisting of the levels of the nodes.
For example, in Figure 1(i) , if the ordering (r; a; b; c; d; e) is used (any ordering can be used), the state vector is given by f0; 5; 4; 5; 4; 5g. Similarly the system state for the gure 1(vi) is given by f0; 1; 2; 1; 1; 5g. Note that the predecessor pointers at nodes do not contribute to the state of the system as de ned.
Remarks:
Note that the level of a node can assume values in the range 0 to n ? 1 and hence total number of possible distinct state vectors or system states is nite, e.g., n n?1 (root node has a constant level). Our approach in proving that the algorithm brings back the stable state in nite number of moves is to show that the system, starting from any arbitrary illegitimate state can never return to the same state.
It is possible that when a node i takes action, the system state is not changed i.e., only the predecessor pointer of node i gets changed. Let us call such a move a pseudo-move. It is easy to observe that there can be a sequence of at most n ? 1 pseudo-moves starting from a given system state and then any move must change the system state. So from now on we assume that each move changes the system state (i.e., a move is assumed to be associated with the possible adjacent pseudo-moves).
De nition 2 Whenever a node i is privileged and takes action (i.e., is active), it does so because of the presence of a node j, one of its neighbors with L(i) 6 = L(j) + 1, and j 2 S(i). The node j is called the forcing node for node i for that move where node i changes its level from L(i) to L(j)+1. Note that any node in S(i) can be viewed as the forcing node for node i when node i is active. Note that each move is characterized by an active node and a forcing node.
For example, in Figure 1 (ii) the node c changes its level from 5 to 1 to go to Figure 1(iii) because of the node r with level 0. Node r is the forcing node for node c for this move. Similarly, we can easily determine the forcing node for each move.
Lemma 4 Regardless of the initial state and regardless of the order in which the nodes are selected to take actions, the system is guaranteed to reach the legitimate state after a nite number of moves.
Proof : Since the total number of states is nite, it is su cient to show that starting from any arbitrary state the system cannot come back to the same state. We prove this by contradiction.
Assume that i-th and j-th states are identical, i 6 = j (i-th state is the state reached by the system after i moves starting from the initial illegitimate state). Assume that at the i-th state node A (possibly along with other nodes) is active (i.e., makes the (i + 1)st move); A can either decrease or increase its own level. We consider two cases separately. . We now use method of induction. The induction hypothesis is: if there exists a forcing node X with level p, then there must exist another forcing node Y with level p ? 1 or less. Since X is a forcing node, there is a node Z, neighbor of X, which changes its level to p + 1; call this m-th move, i < m < j (m must be distinct from i and j since actions taken in a move must depend on current states only). We need to consider two di erent cases:
Case I: The node X was active, i.e., made a move between i-th and the m-th moves. Hence, node X didn't have a level p in the i-th state and it has acquired the level p because of the move and consequently there must exist a forcing node Y Case II The node X was not active, i.e., didn't make any move between the i-th and the m-th states. That is, node X has a constant level p from i-th to the m-th states. We need to consider the node Z that changes its level to p + 1 in m-th move. i-th state. Then after m-th move Z must be active again to get back to the level of p + by j-th state. Since X is a neighbor of Z and X has a constant level of p between i-th and m-th states, X must have increased its level before the nal move by Z. Again X must also come back to level p by j-th state and hence there must be a forcing node Y with level p ? 1.
Thus, if the i-th and the j-th states are the same, existence of a forcing node with level p implies the existence of another forcing node with level p ? 1 or less. Since in the i-th state, there exists a forcing node with level L(A) ? k ? 1, then there must exist another forcing node with level L(A) ? k ? 2 or less and proceeding similarly by induction, there must exist a forcing node with level less than zero, which is a contradiction.
Case B: Similarly, if in the i-th state the level of A increases, say from L(a) to L(a) + k, the argument is almost the same. After the level of A is increased, A must return to its own level L(a) by j-th state. This would then require a forcing node with level L(a) ? 1. Now again we can follow the previous induction argument and arrive at a contradiction.
Thus, the system is always brought back to a stable state starting from any arbitrary state in nite number of moves.
4 Conclusion
We have developed a simple self-stabilizing distributed algorithm to construct the breadth rst search spanning tree of an arbitrary connected symmetric graph. We have shown that the algorithm brings back the stable state in a nite number of steps after the system is perturbed arbitrarily. The algorithm is simple and yet elegant in that every node has only one rule to apply. The algorithm is similar to that of HC92], but our correctness proof is completely di erent; it is simple, direct and does not need a bounded function and hence is more intuitive. We have used purely graph theoretical arguments to prove the correctness of our algorithm. We hope that the strategy may be useful in designing and proving self-stabilizing algorithms for other graph theoretical problems.
