On Equivalence of M$^\natural$-concavity of a Set Function and
  Submodularity of Its Conjugate by Murota, Kazuo & Shioura, Akiyoshi
ar
X
iv
:1
70
7.
09
09
1v
1 
 [m
ath
.C
O]
  2
8 J
ul 
20
17
On Equivalence of M♮-concavity of a Set Function
and Submodularity of Its Conjugate
Kazuo Murota∗, Akiyoshi Shioura†
July 28, 2017
Abstract
A fundamental theorem in discrete convex analysis states that a set function is M♮-
concave if and only if its conjugate function is submodular. This paper gives a new proof
to this fact.
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1 Introduction
Let f : 2N → R ∪ {−∞} be a set function on a finite set N = {1, 2, . . . , n}, where the effective
domain dom f = {X ⊆ N | f (X) > −∞} is assumed to be nonempty. The conjugate function
g : RN → R of f is defined by
g(p) = max{ f (X) − p(X) | X ⊆ N} (p ∈ RN), (1.1)
where p(X) =
∑
i∈X pi.
A set function f : 2N → R ∪ {−∞} with dom f , ∅ is called M♮-concave [13, 17] if, for
any X, Y ∈ dom f and i ∈ X \ Y , it holds that1
f (X) + f (Y) ≤ f (X − i) + f (Y + i), (1.2)
or there exists some j ∈ Y \ X such that
f (X) + f (Y) ≤ f (X − i + j) + f (Y + i − j). (1.3)
Since f (X) + f (Y) > −∞ for X, Y ∈ dom f , (1.2) requires X − i, Y + i ∈ dom f , and (1.3)
requires X− i+ j, Y+ i− j ∈ dom f . A function g : RN → R is called submodular if it satisfies
the following inequality:
g(p) + g(q) ≥ g(p ∨ q) + g(p ∧ q) (p, q ∈ RN), (1.4)
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where p∨q and p∧q are the componentwisemaximum and minimum of p and q, respectively.
The following theorem states one of the most fundamental facts in discrete convex anal-
ysis [11, 13] that M♮-concavity of a set function f can be characterized by submodularity of
the conjugate function g.
Theorem 1. A set function f : 2N → R ∪ {−∞} with dom f , ∅ is M♮-concave if and only if
its conjugate function g : RN → R is submodular.
This theorem was first given by Danilov and Lang [3] in Russian; it is cited by Danilov,
Koshevoy, and Lang [2]. It can also be derived through a combination of Theorem 10 of
Ausubel and Milgrom [1] with the equivalence of gross substitutability and M♮-convexity
due to Fujishige and Yang [8]. A self-contained detailed proof can be found in a recent
survey paper by Shioura and Tamura [20, Theorem 7.2].
The objective of this paper is to give yet another proof to the above theorem. Section 2
offers preliminaries from discrete convex analysis, and Section 3 presents the proof. Section 4
is a technical appendix.
2 Preliminaries on M-concave Functions
A set function f : 2N → R ∪ {−∞} with dom f , ∅ is called valuated matroid [4, 6] if, for
any X, Y ∈ dom f and i ∈ X \ Y , there exists some j ∈ Y \ X such that
f (X) + f (Y) ≤ f (X − i + j) + f (Y + i − j). (2.1)
This property is referred to as the exchange property. A valuated matroid is also called an
M-concave set function [9, 13]. The effective domain B of an M-concave function forms
the family of bases of a matroid, and in particular, B consists of equi-cardinal subsets, i.e.,
|X| = |Y | for all X, Y ∈ B.
As is obvious from the definitions, M-concave functions form a subclass of M♮-concave
functions.
Proposition 2. A set function f is M-concave if and only if it is an M♮-concave function and
|X| = |Y | for all X, Y ∈ dom f .
The concepts of M-concave and M♮-concave functions are in fact equivalent. For a func-
tion f : 2N → R ∪ {−∞}, we associate a function f˜ with an equi-cardinal effective domain.
Denote by r and r′ the maximum and minimum, respectively, of |X| for X ∈ dom f . Let
s ≥ r − r′, S = {n + 1, n + 2, . . . , n + s}, and N˜ = N ∪ S = {1, 2, . . . , n˜}, where n˜ = n + s. We
define f˜ : 2N˜ → R ∪ {−∞} by
f˜ (Z) =
{
f (Z ∩ N) (|Z| = r),
−∞ (otherwise).
(2.2)
Then, for X ⊆ N and U ⊆ S , we have f˜ (X ∪ U) = f (X) if |U | = r − |X|.
Proposition 3. A set function f is M♮-concave if and only if f˜ is M-concave.
Proof. This fact is well known among experts. Since f is a projection of f˜ , the “if” part
follows from [13, Theorem 6.15 (2)]. A proof of the “only-if” part can be found, e.g., in
[16]. 
2
The exchange property for M-concave set functions is in fact equivalent to a local ex-
change property under some assumption on the effective domain. We say that a family B
of equi-cardinal subsets is connected if, for any distinct X, Y ∈ B, there exist i ∈ X \ Y and
j ∈ Y \ X such that Y + i − j ∈ B. As is easily seen, B is connected if and only if, for any
distinct X, Y ∈ B there exist distinct i1, i2, . . . , im ∈ X \ Y and j1, j2, . . . , jm ∈ Y \ X, where
m = |X \ Y | = |Y \ X|, such that Y ∪ {i1, i2, . . . , ik} \ { j1, j2, . . . , jk} ∈ B for k = 1, 2, . . . ,m.
The following theorem is a strengthening by Shioura [19, Theorem 2] of the local ex-
change theorem of Dress–Wenzel [5] and Murota [10] (see also [12, Theorem 5.2.25], [13,
Theorem 6.4])2.
Theorem 4. A set function f : 2N → R ∪ {−∞} is M-concave if and only if
(i) dom f is a connected nonempty family of equi-cardinal sets, and
(ii) for any X, Y ∈ dom f with |X \ Y | = 2, there exist some i ∈ X \ Y and j ∈ Y \ X for
which (2.1) holds.
Proof. The “only-if” part is obvious. For the “if” part, the proof of Theorem 5.2.25 in [12,
pp.295–297] works with the only modification in the proof of Claim 2 there. Since the proof
is omitted in [19], we include the proof in Section 4. 
3 A Proof of Theorem 1
We prove the characterization of M♮-concavity by submodularity of the conjugate function
(Theorem 1). Let f : 2N → R ∪ {−∞} be a set function with dom f , ∅, and g : RN → R be
its conjugate function, which is defined as g(p) = max{ f (X) − p(X) | X ⊆ N} in (1.1).
We first show that M♮-concavity of f implies submodularity of g.
Lemma 5. If f is M♮-concave, then g is submodular.
Proof. As is well known, g is submodular if and only if
g(p + aχi) + g(p + bχ j) ≥ g(p) + g(p + aχi + bχ j) (3.1)
for any p ∈ RN , distinct i, j ∈ N, and a, b ≥ 0, where χi and χ j are the ith and jth unit vectors,
respectively. For simplicity of notation we assume p = 0, and write pi = aχi, p
j = bχ j, and
pi j = aχi + bχ j. Take X, Y ⊆ N such that
g(p) = f (X) − p(X) = f (X), g(pi j) = f (Y) − pi j(Y) = f (Y) − a|Y ∩ {i}| − b|Y ∩ { j}|.
Note also that g(pi) = max { f (Z) − a|Z ∩ {i}| | Z ⊆ N} and similarly for g(p j).
• If |Y ∩ {i, j}| = 2, then g(p) + g(pi j) = ( f (X) − a) + ( f (Y) − b) ≤ ( f (X) − a|X ∩ {i}|) +
( f (Y) − b|Y ∩ { j}|) ≤ g(pi) + g(p j).
• If |Y ∩ {i, j}| = 1, we may assume i ∈ Y and j < Y . Then g(p)+ g(pi j) = f (X)+ ( f (Y)−
a) ≤ ( f (X) − a|X ∩ {i}|) + ( f (Y) − b|Y ∩ { j}|) ≤ g(pi) + g(p j).
2In [5, 10], the effective domain is assumed to be a matroid basis family, and the assumption is weakened to
connectedness in [19]. It is well known that a matroid basis family is connected.
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• If |Y ∩ {i, j}| = 0, then g(p) + g(pi j) = f (X) + f (Y). If i < X, we have f (X) + f (Y) =
( f (X) − a|X ∩ {i}|) + ( f (Y) − b|Y ∩ { j}|) ≤ g(pi) + g(p j). Similarly, if j < X. Suppose
{i, j} ⊆ X. By the M♮-concave exchange property, we have f (X)+ f (Y) ≤ f (X′)+ f (Y ′),
where (X′, Y ′) = (X− i, Y + i) or (X′, Y ′) = (X− i+k, Y + i−k) for some k ∈ Y \X. Since
i < X′ and j < Y ′, we have f (X′)+ f (Y ′) = ( f (X′)− a|X′ ∩ {i}|)+ ( f (Y ′)− b|Y ′ ∩ { j}|) ≤
g(pi) + g(p j). 
Next, we show, in two steps, that submodularity of g implies M♮-concavity of f . We treat
the M-concave case in Lemmas 6 to 8, and theM♮-concave case in Lemma 9. It is emphasized
that the combinatorial essence is captured in Lemma 7 for the M-concave case.
Lemma 6. If dom f is a family of equi-cardinal sets and g is submodular, then dom f is
connected.
Proof. To prove this by contradiction, suppose that dom f is not connected. Then there exist
X, Y ∈ dom f such that |X \ Y | = |Y \ X| ≥ 2 and there exists no Z ∈ dom f \ {X, Y} satisfying
X ∩ Y ⊆ Z ⊆ X ∪ Y . Let i0 be any element of X \ Y and j0 be any element of Y \ X.
Let M be a sufficiently large positive number in the sense that M ≫ n and M ≫ F for
F = max{| f (X)| | X ∈ dom f }. Define p, q ∈ RN by
pi =
{
−M (i = i0),
0 (i ∈ (X \ Y) \ {i0}),
qi =
{
0 (i = i0),
−M (i ∈ (X \ Y) \ {i0});
pi = qi =

−M (i = j0),
0 (i ∈ (Y \ X) \ { j0}),
−M2 (i ∈ X ∩ Y),
+M2 (i ∈ N \ (X ∪ Y)).
Denote m = |X \ Y | and C = M2|X ∩ Y |. Since there is no Z ∈ dom f \ {X, Y} satisfying
X ∩ Y ⊆ Z ⊆ X ∪ Y , we have
g(p) = max{ f (X) − p(X), f (Y) − p(Y)}
= max{ f (X) + M, f (Y) + M} +C
≤ F + M + C,
g(q) = max{ f (X) − q(X), f (Y) − q(Y)}
= max{ f (X) + (m − 1)M, f (Y) + M} + C
≤ F + (m − 1)M + C,
and therefore
g(p) + g(q) ≤ 2F + mM + 2C. (3.2)
Similarly, we have
g(p ∨ q) = max{ f (X) − (p ∨ q)(X), f (Y) − (p ∨ q)(Y)}
= max{ f (X), f (Y) + M} +C
= f (Y) + M +C,
g(p ∧ q) = max{ f (X) − (p ∧ q)(X), f (Y) − (p ∧ q)(Y)}
= max{ f (X) + mM, f (Y) + M} +C
= f (X) + mM +C,
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and therefore
g(p ∨ q) + g(p ∧ q) = f (X) + f (Y) + (m + 1)M + 2C. (3.3)
Since M ≫ F, it follows from (3.2) and (3.3) that g(p) + g(q) < g(p ∨ q) + g(p ∧ q), which
contradicts the submodularity of g. 
Lemma 7. If dom f is a family of equi-cardinal sets and g is submodular, then f has the local
exchange property (ii) in Theorem 4.
Proof. To prove by contradiction, suppose that the local exchange property fails for X, Y with
|X \ Y | = |Y \ X| = 2. To simplify notations we assume X \ Y = {1, 2} and Y \ X = {3, 4},
and write αi j = f ((X ∩ Y) + i + j), etc. Then we have α12 + α34 > max{α13 + α24, α14 + α23}
by the failure of the local exchange property. Consider an undirected graph G = (V, E) on
vertex set V = {1, 2, 3, 4} and edge set E = {(i, j) | αi j > −∞}. The graph G has a unique
maximum weight perfect matching M = {(1, 2), (3, 4)} with respect the edge weight αi j. By
duality (see Remark 3.1 below) there exists pˆ = (pˆ1, pˆ2, pˆ3, pˆ4) ∈ R
4 such that α12 = pˆ1 + pˆ2,
α34 = pˆ3 + pˆ4, and αi j < pˆi + pˆ j if (i, j) , (1, 2), (3, 4). Define βi j = αi j − pˆi − pˆ j, to obtain
β12 = β34 = 0 and βi j < 0 if (i, j) , (1, 2), (3, 4).
To focus on {1, 2, 3, 4} we partition p into two parts as p = (p′, p′′) with p′ ∈ R{1,2,3,4} and
p′′ ∈ RN\{1,2,3,4}. We express p′ = pˆ + q with q = (q1, q2, q3, q4) ∈ R
4, while fixing p′′ to the
vector p¯ defined by
p¯i =
{
−M (i ∈ X ∩ Y),
+M (i ∈ N \ (X ∪ Y))
with a sufficiently large positive number M. Let h(q) = g(pˆ+ q, p¯)− M|X ∩ Y |. By the choice
of pˆ and p¯ as well as the assumed equi-cardinality of dom f , we have
h(q) = max{βi j − qi − q j | i, j ∈ {1, 2, 3, 4}, i , j}
if ‖q‖∞ is small enough compared with M. Let a > 0 be a (small) positive number with
a ≤ min{|βi j| | (i, j) , (1, 2), (3, 4)}. Then h(0, 0, 0, 0) = h(a,−a, 0, 0) = h(a, 0, 0, 0) = 0 and
h(0,−a, 0, 0) = a. This shows a violation of submodularity of h, and hence that of g. 
Lemmas 6 and 7 with Theorem 4 show the following.
Lemma 8. If dom f is a nonempty family of equi-cardinal sets and g is submodular, then f
is an M-concave function.
Remark 3.1. In general, the perfect matching polytope of a graph G = (V, E) is described by
the following system of equalities for x ∈ RE : (i) xe ≥ 0 for each e ∈ E, (ii) x(δ(v)) = 1 for
each v ∈ V , (iii) x(δ(U)) ≥ 1 for each U ⊆ V with |U | being odd ≥ 3, where δ(v) denotes the
set of edges incident to a vertex v and δ(U) the set of edges between U and V\U; see Schrijver
[18, Section 25.1]. In the proof of Lemma 7 we have V = {1, 2, 3, 4}, in which case the
inequalities of type (iii) are not needed, since δ(U) = δ(v) for U with |U | = 3 and the vertex
v ∈ V \ U. Consider the maximum weight perfect matching problem on our G = (V, E). This
problem can be formulated in a linear program to maximize
∑
(i, j)∈E αi jxi j subject to
∑
j xi j = 1
for i = 1, 2, 3, 4 and xi j ≥ 0 for (i, j) ∈ E. Our assumption α12+α34 > max{α13+α24, α14+α23}
means that this problem has a unique optimal solution x with x12 = x34 = 1 and xi j = 0 for
(i, j) , (1, 2), (3, 4). The dual problem is to minimize p1+ p2+ p3+ p4 subject to pi+ p j ≥ αi j
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for (i, j) ∈ E. The strict complementary slackness guarantees the existence of a pair of
optimal solutions (xi j | (i, j) ∈ E) and (pi | i = 1, 2, 3, 4) with the property that either
xi j > 0 or pi + p j > αi j (exactly one of these) holds for each (i, j) ∈ E. Therefore, there exists
(pˆ1, pˆ2, pˆ3, pˆ4) such that α12 = pˆ1+ pˆ2, α34 = pˆ3+ pˆ4, and αi j < pˆi+ pˆ j for (i, j) , (1, 2), (3, 4).
Next we turn to the M♮-concave case. Consider the function f˜ : 2N˜ → R ∪ {−∞} of (2.2)
associated with f : 2N → R ∪ {−∞}, where N˜ = N ∪ S and dom f˜ ⊆ {X | |X| = r}. We take S
with |S | ≥ r − r′ + 2. Let g˜(p, q) denote the conjugate of f˜ , where p ∈ RN and q ∈ RS .
Lemma 9. If g is submodular, then g˜ is submodular.
Proof. By definition,
g˜(p, q) = max{ f (X) − p(X) − q(U) | X ⊆ N, U ⊆ S , |X| + |U | = r}. (3.4)
It suffices to prove that
g˜(p˜ + aχ˜i) + g˜(p˜ + bχ˜ j) ≥ g˜(p˜) + g˜(p˜ + aχ˜i + bχ˜ j) (3.5)
holds for any p˜ = (p, q) ∈ RN∪S , distinct i, j ∈ N ∪ S , and a, b ≥ 0, where χ˜i and χ˜ j are the
ith and jth unit vectors in RN∪S , respectively. For simplicity of notation we assume p˜ = 0,
and write p˜i = aχ˜i, p˜
j = bχ˜ j, and p˜
i j = aχ˜i + bχ˜ j. Take X, Y ⊆ N and U,V ⊆ S such that
|X| + |U | = |Y | + |V | = r,
g˜(p˜) = f (X) − p˜(X ∪ U) = f (X),
g˜(p˜i j) = f (Y) − p˜i j(Y ∪ V) = f (Y) − a|(Y ∪ V) ∩ {i}| − b|(Y ∪ V) ∩ { j}|.
Note also that g˜(p˜i) = max{ f (Z) − a|(Z ∪ W) ∩ {i}| | Z ⊆ N, W ⊆ S } and similarly for g˜(p˜ j).
If {i, j} ⊆ N, (3.5) reduces to g(p + aχi) + g(p + bχ j) ≥ g(p) + g(p + aχi + bχ j), which
holds since g is assumed to be submodular. The remaining cases are easier (not essential).
In case of {i, j} ⊆ S , we can assume, by |S | ≥ r − r′ + 2, that V ∩ {i, j} = ∅, which implies
that g˜(p˜i j) = g(p). Similarly, we have g˜(p˜i) = g˜(p˜ j) = g(p) as well as g˜(p˜) = g(p). Therefore,
(3.5) holds.
In case of |N ∩ {i, j}| = |S ∩ {i, j}| = 1, we may assume i ∈ N and j ∈ S by symmetry. By
|S | ≥ r − r′ + 2, we have g˜(p˜i j) = g˜(p˜i) = g(pi) and g˜(p˜ j) = g˜(p˜) = g(p), where pi = aχi ∈ R
N
and p j = bχ j ∈ R
N . Therefore, (3.5) holds. 
We are now in the position to complete the proof of Theorem 1. If the conjugate function
g of f is submodular, g˜ is also submodular by Lemma 9. Then f˜ is M-concave by Lemma 8,
and therefore f is M♮-concave by Proposition 3.
4 Appendix: Proof of Theorem 4
A self-contained proof of Theorem 4 is presented here. This is basically the same as the proof
of Theorem 5.2.25 in [12, pp.295–297] adapted to our present notation, with the difference
only in the proof of Claim 2.
Let B = dom f . For p ∈ RN we define
fp(X) = f (X) + p(X), fp(X, i, j) = fp(X − i + j) − fp(X) (X ∈ B),
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where fp(X, i, j) = −∞ if X − i + j < B. For X, Y ∈ B, i ∈ X \ Y , and j ∈ Y \ X, we have
f (X, i, j) + f (Y, j, i) = fp(X, i, j) + fp(Y, j, i). (4.1)
If X ∈ B, X \ Y = {i0, i1}, Y \ X = { j0, j1} (with i0 , i1, j0 , j1), the local exchange property
(condition (ii) in Theorem 4) implies3
fp(Y) − fp(X) ≤ max{ fp(X, i0, j0) + fp(X, i1, j1), fp(X, i0, j1) + fp(X, i1, j0)}. (4.2)
Define
D = {(X, Y) | X, Y ∈ B, ∃ i∗ ∈ X \ Y, ∀ j ∈ Y \ X :
f (X) + f (Y) > f (X − i∗ + j) + f (Y + i∗ − j)},
which denotes the set of pairs (X, Y) for which the exchange property (2.1) fails. We want to
showD = ∅.
Suppose, to the contrary, that D , ∅, and take (X, Y) ∈ D such that |Y \ X| is minimum
and let i∗ ∈ X \ Y be the element in the definition of D. We have |Y \ X| > 2. Define p ∈ R
N
by
p j =

− f (X, i∗, j) ( j ∈ Y \ X, X − i∗ + j ∈ B),
f (Y, j, i∗) + ε ( j ∈ Y \ X, X − i∗ + j < B, Y + i∗ − j ∈ B),
0 (otherwise)
with some ε > 0.
Claim 1:
fp(X, i∗, j) = 0 if j ∈ Y \ X, X − i∗ + j ∈ B, (4.3)
fp(Y, j, i∗) < 0 for j ∈ Y \ X. (4.4)
The inequality (4.4) can be shown as follows. If X − i∗ + j ∈ B, we have fp(X, i∗, j) = 0 by
(4.3) and
fp(X, i∗, j) + fp(Y, j, i∗) = f (X, i∗, j) + f (Y, j, i∗) < 0
by (4.1) and the definition of i∗. Otherwise we have fp(Y, j, i∗) = −ε or −∞ according to
whether Y + i∗ − j ∈ B or not.
Claim 2: There exist i0 ∈ X \ Y and j0 ∈ Y \ X such that i0 , i∗, Y + i0 − j0 ∈ B, and
fp(Y, j0, i0) ≥ fp(Y, j, i0) ( j ∈ Y \ X). (4.5)
First, we show the existence of i0 ∈ X \ Y and j ∈ Y \ X such that Y + i0 − j ∈ B and
i0 , i∗. By connectedness of B and |X \ Y | > 2, there exist i1 ∈ X \ Y and j1 ∈ Y \ X such
that Z = Y + i1 − j1 ∈ B. If i1 , i∗, we are done with (i0, j) = (i1, j1). Otherwise, again by
connectedness, there exist i2 ∈ X \ Z and j2 ∈ Z \ X such that W = Z + i2 − j2 ∈ B. Since
|W \ Y | = 2 with W = Y + {i1, i2} − { j1, j2}, we obtain Y + i2 − j1 ∈ B or Y + i2 − j2 ∈ B
from (2.1). Hence we can take (i0, j) = (i2, j1) or (i0, j) = (i2, j2); note that i2 is distinct from
i∗. Next we choose the element j0. By the choice of i0, we have fp(Y, j, i0) > −∞ for some
j ∈ Y \ X. By letting j0 to be an element j ∈ Y \ X that maximizes fp(Y, j, i0), we obtain (4.5).
Thus Claim 2 is established under the connectedness assumption.
3If Y < B, the inequality (4.2) is trivially true with fp(Y) = −∞.
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Claim 3: (X, Z) ∈ D with Z = Y + i0 − j0.
To prove this it suffices to show
fp(X, i∗, j) + fp(Z, j, i∗) < 0 ( j ∈ Z \ X).
We may restrict ourselves to j with X − i∗ + j ∈ B, since otherwise the first term fp(X, i∗, j) is
equal to −∞. For such j the first term is equal to zero by (4.3). For the second term it follows
from (4.2), (4.4), and (4.5) that
fp(Z, j, i∗) = fp(Y + {i0, i∗} − { j0, j}) − fp(Y + i0 − j0)
≤ max
[
fp(Y, j0, i0) + fp(Y, j, i∗), fp(Y, j, i0) + fp(Y, j0, i∗)
]
− fp(Y, j0, i0)
< max
[
fp(Y, j0, i0), fp(Y, j, i0)
]
− fp(Y, j0, i0) = 0.
Since |Z \ X| = |Y \ X| − 1, Claim 3 contradicts our choice of (X, Y) ∈ D. Therefore we
concludeD = ∅. This completes the proof of Theorem 4.
Remark 4.1. For the ease of reference, we describe here the necessary change in the proof
of [12, Theorem 5.2.25] in the notation there. The necessary change is localized to the proof
of
Claim 2: There exist u0 ∈ B\B
′ and v0 ∈ B
′\B such that u0 , u∗, B
′+u0−v0 ∈ B,
ωp(B
′, v0, u0) ≥ ωp(B
′, v, u0) (v ∈ B
′ \ B). (4.6)
We now assume connectedness of B, instead of its exchange property. First, we show the
existence of u0 ∈ B\B
′ and v ∈ B′ \B such that B′+u0−v ∈ B and u0 , u∗. By connectedness
of B and |B \ B′| > 2, there exist u1 ∈ B \ B
′ and v1 ∈ B
′ \ B such that B′′ = B′ + u1 − v1 ∈ B.
If u1 , u∗, we are done with (u0, v) = (u1, v1). Otherwise, again by connectedness, there exist
u2 ∈ B \ B
′′ and v2 ∈ B
′′ \ B such that B′′′ = B′′ + u2 − v2 ∈ B. Since |B
′′′ \ B′| = 2 with
B′′′ = B′ + {u1, u2} − {v1, v2}, we obtain B
′ + u2 − v1 ∈ B or B
′ + u2 − v2 ∈ B from (2.1). Hence
we can take (u0, v) = (u2, v1) or (u0, v) = (u2, v2); note that u2 is distinct from u∗. Next we
choose the element v0. By the choice of u0, we have ωp(B
′, v, u0) > −∞ for some v ∈ B
′ \ B.
By letting v0 to be an element v ∈ B
′ \ B that maximizes ωp(B
′, v, u0), we obtain (4.6). Thus
Claim 2 is established under the connectedness assumption.
Acknowledgement
This work is supported by The Mitsubishi Foundation, CREST, JST, Grant Number JP-
MJCR14D2, Japan, and JSPS KAKENHI Grant Numbers 26280004, 15K00030.
References
[1] L. M. Ausubel and P. R. Milgrom: Ascending auctions with package bidding. Frontiers
of Theoretical Economics, 1 (2002), Issue 1, Article 1.
[2] V. Danilov, G. Koshevoy, and C. Lang: Gross substitution, discrete convexity, and sub-
modularity. Discrete Applied Mathematics, 131 (2003), 283–298.
8
[3] V. I. Danilov and C. Lang: The gross substitution property for piece-wise functions (in
Russian). Economics and Mathematical Methods, 37 (2001), 50–63.
[4] A. W. M. Dress and W. Wenzel: Valuated matroid: A new look at the greedy algorithm.
Applied Mathematics Letters, 3 (1990), 33–35.
[5] A. W. M. Dress and W. Wenzel: Perfect matroids. Advances in Mathematics, 91 (1992),
158–208.
[6] A. W. M. Dress and W. Wenzel: Valuated matroids. Advances in Mathematics, 93
(1992), 214–250.
[7] S. Fujishige: Submodular Functions and Optimization, Second Edition (Elsevier, Ams-
terdam, 2005).
[8] S. Fujishige and Z. Yang: A note on Kelso and Crawford’s gross substitutes condition.
Mathematics of Operations Research, 28 (2003), 463–469.
[9] K. Murota: Convexity and Steinitz’s exchange property. Advances in Mathematics, 124
(1996), 272–311.
[10] K. Murota: Characterizing a valuated delta-matroid as a family of delta-matroids. Jour-
nal of Operations Research Society of Japan, 40 (1997), 565–578.
[11] K. Murota: Discrete convex analysis. Mathematical Programming, 83 (1998), 313–371.
[12] K. Murota: Matrices and Matroids for Systems Analysis (Springer, Berlin, 2000).
[13] K. Murota: Discrete Convex Analysis (Society for Industrial and Applied Mathematics,
Philadelphia, 2003).
[14] K. Murota: Recent developments in discrete convex analysis. In W. Cook, L. Lova´sz,
and J. Vygen (eds.): Research Trends in Combinatorial Optimization (Springer, Berlin,
2009), Chapter 11, 219–260.
[15] K. Murota: Discrete convex analysis: A tool for economics and game theory. Journal
of Mechanism and Institution Design 1 (2016), 151–273.
[16] K. Murota: A stronger multiple exchange property for M♮-concave functions. arXiv:
http://arxiv.org/abs/1706.09222 (2017).
[17] K. Murota and A. Shioura: M-convex function on generalized polymatroid. Mathemat-
ics of Operations Research, 24 (1999), 95–105.
[18] A. Schrijver: Combinatorial Optimization—Polyhedra and Efficiency (Springer, Hei-
delberg, 2003).
[19] A. Shioura: Level set characterization of M-convex functions. IEICE Transactions on
Fundamentals of Electronics, Communications and Computer Sciences, E83-A (2000),
586–589.
[20] A. Shioura and A. Tamura: Gross substitutes condition and discrete concavity for multi-
unit valuations: a survey. Journal of the Operations Research Society of Japan, 58
(2015), 61–103.
9
