Parameter-robust Stochastic Galerkin mixed approximation for linear
  poroelasticity with uncertain inputs by Khan, Arbaz & Powell, Catherine E.
PARAMETER-ROBUST STOCHASTIC GALERKIN MIXED APPROXIMATION FOR
LINEAR POROELASTICITY WITH UNCERTAIN INPUTS∗
ARBAZ KHAN † AND CATHERINE E. POWELL‡
Abstract. Linear poroelasticity models have a number of important applications in biology and geophysics. In particular,
Biot’s consolidation model is a well-known model that describes the coupled interaction between the linear response of a porous
elastic medium and a diffusive fluid flow within it, assuming small deformations. Although deterministic linear poroelasticity
models and finite element methods for solving them numerically have been well studied, there is little work to date on robust
algorithms for solving poroelasticity models with uncertain inputs and for performing uncertainty quantification (UQ). The
Biot model has a number of important physical parameters and inputs whose precise values are often uncertain in real world
scenarios. In this work, we introduce and analyse the well-posedness of a new five-field model with uncertain and spatially
varying Young’s modulus and hydraulic conductivity field. By working with a properly weighted norm, we establish that the
weak solution is stable with respect to variations in key physical parameters, including the Poisson ratio. We then introduce a
novel locking-free stochastic Galerkin mixed finite element method that is robust in the incompressible limit. Armed with the
‘right’ norm, we construct a parameter-robust preconditioner for the associated discrete systems. Our new method facilitates
forward UQ, allowing efficient calculation of statistical quantities of interest and is provably robust with respect to variations
in the Poisson ratio, the Biot–Willis constant and the storage coefficient, as well as the discretization parameters.
Key words. Biot consolidation model, linear poroelasticity, stochastic Galerkin method, mixed finite elements, uncer-
tainty quantification, uncertain inputs, forward UQ.
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1. Introduction. Over the last three decades, there has been a substantial amount of work on devel-
oping deterministic mathematical models of poroelasticity and finite element methods for their numerical
solution. Such models have a wide range of applications in science and engineering. In particular, linear
poroelasticity models have important applications in biology and medicine, such as in the study of diseases
affecting the cervical spinal cord (see [35] and references therein) as well as applications in geophysics [5, 36].
The Biot consolidation model is a popular model that describes the coupled response of a linear elastic
porous medium and a diffusive fluid flow within it, when subject to small deformations. The standard
model is time-dependent and consists of a momentum conservation equation derived under the quasi-static
assumption and a fluid mass conservation law. In this work, we start by considering the static two-field
Biot model from [19] which is derived by applying an implicit time discretization scheme to the standard
time-dependent model. This can be thought of as a model to be solved at a single time step. In this
setting, given a body force f and a volumetric source/sink term g, one aims to find the displacement u of
the saturated poroelastic medium (the ‘material’) and the associated fluid pressure pF satisfying
−∇ · σ = f in D, (1.1a)
−s0pF − α∇ · u+ τ ∇ · (κ˜∇pF ) = g in D, (1.1b)
with (for simplicity) homogeneous boundary conditions
σn = 0, pF = 0 on ∂Dp. (1.2a)
u = 0, (κ˜∇pF ) · n = 0 on ∂Du. (1.2b)
Here, τ (with 0 < τ << 1) denotes the chosen time-step and the stress and strain tensors are defined as
σ := 2µ(u) + λ∇ · uI− αpF I, (u) := (∇u+ (∇u)>)/2,
respectively, where I is the d× d identity matrix (with d = 2, 3). For the analysis that follows, we assume
that the spatial domain D is a bounded Lipschitz polygon in R2 (polyhedral in R3) and the boundary
∂D = ∂Du ∪ ∂Dp is partitioned into two parts with ∂Du ∩ ∂Dp = ∅ and ∂Du, ∂Dp 6= ∅.
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The boundary-value problem (1.1)–(1.2) has a number of important physical parameters. The Biot–
Willis coefficient α ∈ (0, 1], κ˜ > 0 is the (spatially varying) hydraulic conductivity, which depends on the
permeability of the medium and viscosity of the fluid and λ > 0, µ > 0 are the usual Lame´ coefficients
which can be written in terms of the Young modulus E > 0 and the Poisson ratio ν ∈ (0, 1/2) as follows
µ =
E
2(1 + ν)
, λ =
Eν
(1 + ν)(1− 2ν) .
Note that when the material becomes nearly incompressible, ν → 1/2 and λ → ∞. The parameter s0 is
the so-called storage coefficient and for incompressible fluids we typically have
s0 =
α− φ
2µd−1 + λ
, (1.3)
where φ denotes porosity. Using the definition of α, we assume 0 ≤ φ < α ≤ 1 and so s0 > 0. For other
characterisations of the storage coefficient see [9, 23, 19, 2]. We also refer interested readers to [36, 5] for
more background on poromechanics.
A broad discussion on the use of finite element methods (FEMs) for the numerical simulation of
fluid flow and deformation processes in porous media can be found in [21]. Taylor-Hood finite element
approximation for Biot consolidation models is discussed in particular in [24, 25, 26] and a stabilized lowest-
order FEM for a three-field model is discussed in [1]. It is well accepted that solving poroelasticity models
such as (1.1)–(1.2) numerically is challenging. The main issue (e.g., see [29, 28, 15]) is that the accuracy
of standard FEMs deteriorates due to spurious pressure modes and volumetric locking when ν → 1/2. To
avoid locking, various mixed formulations have been proposed which are derived by introducing appropriate
auxiliary variables. In [28], Oyarzu´a et al. discussed locking-free FEMs and presented a priori error analysis
for a three-field mixed Biot consolidation model. In [19], Lee et al. presented an alternative three-field model
and discussed parameter-robust mixed FEM approximation. The authors of [20] also recently presented a
mixed method for a nearly incompressible multiple-network poroelasticity model. In addition to developing
methods that avoid locking, a second important challenge is to design bespoke solvers for the associated
discrete linear systems that are robust with respect to both variations in the discretization parameters and
the physical parameters. See [19] and [14] for recent work on preconditioning in the context of poroelasticity.
Adopting a similar approach as in [19] and [28], we introduce the ‘total pressure’ pT := −λ∇ ·u+αpF
and consider the following three-field ‘mixed’ model:
−∇ · σ = f in D, (1.4a)
−∇ · u− λ−1(pT − αpF ) = 0 in D, (1.4b)
λ−1(αpT − α2pF )− s0pF +∇ · (κ∇pF ) = g in D. (1.4c)
Here, the stress tensor is defined as σ := 2µ(u)− pT I and the rescaled hydraulic conductivity is κ := τ κ˜.
Note that when ν → 1/2 we have λ−1 → 0 and s0 → 0. The problem then decouples for (u, pT ) and pF
and the weak solution remains well behaved. If we set s0 = α
2/λ in (1.4) then we recover the model in [19].
The model in [28] differs in that it is derived from a two-field model with a slightly different stress tensor.
In real-world applications, the values of E, κ, ν, α and s0 may have very different orders of magnitude.
As reported in [19], in biomedical applications involving fluid flow in the soft tissue of the central nervous
system (e.g., see [35]), E typically takes values in the range 1 − 60 kPA, while ν takes values from 0.3 to
almost 0.5 (the incompressible limit) and the permeability lies in the range 10−14–10−16m2. In geophysical
applications (e.g., see [5, 36]), E can be in the order of GPA, while ν varies from 0.1 to almost 0.3 and
the permeability is in the range 10−9–10−21m2. While realistic ranges of values for the inputs may be
available, their precise values are often uncertain. Even if measurements are available, these are often
subject to errors. Moreover, materials may have small imperfections or variations which are impossible to
characterise, so quantities such as E and κ may be spatially varying in an uncertain way.
Although there is a large body of work on deterministic poroelastic models, there has been little
work to date on robust approximation for stochastic Biot models. That is, formulations in which one
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or more inputs is modelled as a function of random variables (or parameters). In [3], uncertainty in
one-dimensional consolidation of soils was assessed using the method of moments and Monte Carlo (MC)
simulation. Uncertainty in consolidation of soils was also considered in [27] and [7]. In [13], Frias et
al. discussed stochastic modelling of highly heterogeneous poroelastic media with long-range correlations
using finite element approximation and MC sampling. In [8], Delgado et al. outlined a stochastic Galerkin
finite element method (SGFEM) for a two-field poroelastic model and demonstrated its use on a model
with spatially uniform random inputs. More recently, Botti et al. [2] discussed the numerical solution
of a two-field Biot model with random coefficients using a non-intrusive polynomial chaos method. To
the best of our knowledge, there are no previous works addressing parameter-robust mixed formulations
of stochastic Biot consolidation models that are suitable in the nearly incompressible case. To remedy
this, we combine and extend ideas from [19] and [28] (for deterministic Biot models) and [17] (for a
stochastic linear elasticity model) and formulate, analyse and then solve a new mixed formulation of Biot’s
consolidation model with uncertain inputs. We tackle the case where E and κ are random fields with
prescribed distributions and employ mixed SGFEM approximation. Our new method facilitates efficient
forward uncertainty quantification (UQ), allowing calculation of statistical quantities of interest and is
provably robust with respect to variations in ν, α and (after rescaling) to s0.
2. The New Model. To define the new model, we introduce vectors of parameters y = (y1, . . . , yM1)
and z = (z1, . . . , zM2) which are assumed to be images of mean-zero, bounded and independent real-valued
random variables. We consider models where E and κ are expressed as functions of the form
E(x,y) = e0(x) +
M1∑
k=1
ek(x)yk, x ∈ D, y ∈ Γy := Γ1 × · · · × ΓM1 , (2.1)
κ(x, z) = κ0(x) +
M2∑
k=1
κk(x)zk, x ∈ D, z ∈ Γz := Γ1 × · · · × ΓM2 . (2.2)
For simplicity, we further assume that yk, zk ∈ Γk = [−1, 1] for each k (but any bounded interval is
permitted for the analysis that follows). Now, if we define the parameter domain Γ := Γy × Γz, and let
Y := (y, z), the parametric analogue of (1.4) is: find u : D × Γ→ Rd and pT , pF : D × Γ→ R such that
−∇ · σ(x,Y ) = f(x) in D × Γ, (2.3a)
−∇ · u(x,Y )− (pT (x,Y )− αpF (x,Y ))
λ(x,y)
= 0 in D × Γ, (2.3b)
αpT (x,Y )
λ(x,y)
−
(
α2
λ(x,y)
+ s0(x,y)
)
pF (x,Y ) +∇ · (κ(x, z)∇pF (x,Y )) = g(x) in D × Γ. (2.3c)
Note that (2.1) and (2.2) have the same structure as truncated Karhunen–Loe`ve expansions. In that setting
e0 and k0 represent the means of the associated random fields. To distinguish them from the physical
parameters, we will refer to Y = (y, z) as the stochastic parameters. In (2.3), the solution fields u, p and p˜
are all functions of Y , as are the stress and strain tensors σ : D× Γ→ Rd×d and  : D× Γ→ Rd×d. Since
they depend on E, the Lame´ coefficients are now functions of the stochastic parameters y. That is,
µ(x,y) =
E(x,y)
2(1 + ν)
, λ(x,y) =
E(x,y)ν
(1 + ν)(1− 2ν) , x ∈ D, y ∈ Γy.
Stochastic Galerkin (SG) approximation is one of the most well-known approaches for performing
forward UQ in parametric PDEs. Unlike many of its non-intrusive competitors, it offers a natural framework
for error analysis and a posteriori error estimation [16]. From a practical perspective, standard SGFEMs
(which employ finite element approximation for the spatial discretisation) can be applied straightforwardly
if (i) the model has a modest number M of stochastic parameters, (ii) the PDE inputs are expressed as linear
functions of the stochastic parameters as in (2.1)–(2.2) and (iii) efficient linear algebra tools are available.
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SGFEMs also have excellent convergence properties for models whose solutions are smooth functions [4] of
the stochastic parameters (such as scalar elliptic PDEs with affine parameter dependence). However, for
more challenging problems, more advanced adaptive and/or multilevel SGFEMs may be required. Such
methods are now available for several classes of parametric PDEs (see [6], [10], [16]). See also [32] for a
comprehensive discussion of SGFEMs for high-dimensional parametric PDEs.
Recall that E and κ have the form (2.1) and (2.2), respectively. Unfortunately, E−1 also appears in three
places in (2.3) (due to the 1/λ term which was introduced via pT in setting up the three-field mixed model
to accommodate the nearly incompressible case). Clearly, E−1 is not linear in the stochastic parameters.
While it is not impossible to apply a stochastic Galerkin method directly to (2.3), the cost of assembling and
solving the associated linear system can be problematic for stochastically nonlinear problems. Following
ideas in [17] and [16], we reformulate the model so that the resulting discrete problem, although larger,
has a more favourable structure and a sparser coefficient matrix. To this end, we introduce two auxiliary
variables p1 := (pT − αpF )/E, p2 := pF /E, and define the rescaled Lame´ and storage coefficients
µ˜ :=
2µ
E
=
1
1 + ν
, λ˜ :=
λ
E
=
ν
(1 + ν)(1− 2ν) , s˜0 := Es0. (2.4)
Note that if s0 is defined as in (1.3) then s˜0 is independent of E.
Now, substituting p1 and p2 in (2.3) and rearranging yields the following five-field formulation: find
u : D × Γ→ Rd and pT , pF , p1, p2 : D × Γ→ R such that,
−∇ · σ(x,Y ) = f(x) in D × Γ, (2.5a)
−∇ · u(x,Y )− λ˜−1p1(x,Y ) = 0 in D × Γ, (2.5b)
λ˜−1αp1(x,Y )− s˜0 p2(x,Y ) +∇ · (κ(x, z)∇pF (x,Y )) = g(x) in D × Γ, (2.5c)
−λ˜−1(pT (x,Y )− αpF (x,Y )) + λ˜−1E(x,y)p1(x,Y ) = 0 in D × Γ, (2.5d)
−s˜0pF (x,Y ) + s˜0E(x,y)p2(x,Y ) = 0 in D × Γ. (2.5e)
Notice that E appears in the first, fourth and fifth equations and κ appears in the third equation, but E−1
does not appear at all. We also supplement (2.5) with the following boundary conditions
σn = 0, pF = 0 on ∂Dp × Γ (2.6a)
u = 0, (κ∇pF ) · n = 0 on ∂Du × Γ. (2.6b)
2.1. Outline. In Section 3 we develop the weak formulation of (2.5)–(2.6) and prove that it is well-
posed. In Section 4, we derive a finite-dimensional weak problem using a stochastic Galerkin mixed FEM
(SG-MFEM) and discuss the block structure of the associated discrete linear system and coefficient matrix.
In Section 5, we apply the theory of operator preconditioning outlined in [19] and build on previous work [17]
for linear elasticity problems, to develop a new block-diagonal preconditioner that is provably robust with
respect to ν, α and s˜0 (the Poisson ratio, the Biot–Willis constant and the rescaled storage coefficient).
Finally, in Section 6, we present numerical results to demonstrate the robustness and efficiency of the
proposed solver and then use the new SG-MFEM scheme to perform forward UQ and estimate statistical
information about the displacement u and fluid pressure pF for a benchmark ‘footing’ problem.
3. Weak Mixed Formulation. We begin by introducing some function spaces for the forthcoming
analysis and state some assumptions on E and κ defined in (2.1)–(2.2). Recall that yk, zk ∈ [−1, 1],
y ∈ Γy := [−1, 1]M1 and z ∈ Γz := [−1, 1]M2 . In addition, Y = (y, z) ∈ Γ = [−1, 1]M where M := M1+M2.
Assumption 3.1. E ∈ L∞(D × Γy) and κ ∈ L∞(D × Γz) and there exist positive constants Emin,
Emax, κmin and κmax such that
0 < Emin ≤ E(x,y) ≤ Emax <∞ a.e. inD × Γy, (3.1)
0 < κmin ≤ κ(x, z) ≤ κmax <∞ a.e. inD × Γz. (3.2)
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In addition, there exist positive constants emin0 , e
max
0 , κ
min
0 and κ
max
0 such that
0 < emin0 ≤ e0(x) ≤ emax0 <∞ a.e. inD and
M1∑
k=1
||ek||L∞(D) < emin0 , (3.3)
0 < κmin0 ≤ κ0(x) ≤ κmax0 <∞ a.e. inD and
M2∑
k=1
||κk||L∞(D) < κmin0 . (3.4)
Next, we define a product1 measure pi(Y ) := ΠMk=1pik(Yk) = Π
M1
k=1pik(yk) Π
M2
k=1pik+M1(zk), where pik
denotes a measure on (Γk,B(Γk)) and B(Γk) is the Borel σ-algebra on Γk = [−1, 1]. Using this measure,
we can define Bochner spaces of the form,
L2pi(Γ, X(D)) :=
{
v(x,Y ) : D × Γ→ R; ||v||L2pi(Γ,X(D)) <∞
}
,
where X(D) is a normed vector space of real-valued functions on D with norm || · ||X and
|| · ||L2pi(Γ,X(D)) :=
(∫
Γ
|| · ||2Xdpi(Y )
)1/2
. (3.5)
In particular, we will need the spaces V0,p := L2pi(Γ, H10,p(D)) and W := L2pi(Γ, L2(D)) where H10,p(D) =
{v ∈ H1(D), v|∂Dp = 0} and H1(D) is the usual Sobolev space with norm || · ||1. We will also need the
analogous spaces of vector-valued functions
V0,u := L2pi(Γ,H10,u(D)), W := L2pi(Γ,L2(D))
where H10,u(D) = {v ∈ H1(D),v|∂Du = 0} and H1(D) = H1(D;Rd). Notice that V0,u and V0,p encode
the essential Dirichlet boundary conditions associated with the displacement u and fluid pressure pF .
Assuming that the load function f ∈ L2(D) and the source term g ∈ L2(D), the weak form of (2.5)–
(2.6) can be written as: find (u, pT , pF , p1, p2) ∈ V0,u ×W × V0,p ×W ×W such that
a(u,v) + b(v, pT ) = f(v) ∀v ∈ V0,u, (3.6a)
b(u, qT )− c1(p1, qT ) = 0 ∀qT ∈ W, (3.6b)
c2(p1, qF )− c3(p2, qF )− d(pF , qF ) = g(qF ) ∀qF ∈ V0,p, (3.6c)
−c1(pT , q1) + c2(pF , q1) + c˜1(p1, q1) = 0 ∀q1 ∈ W, (3.6d)
−c3(pF , q2) + c˜2(p2, q2) = 0 ∀q2 ∈ W. (3.6e)
In (3.6), the symmetric bilinear forms a(·, ·) : V0,u × V0,u → R, d(·, ·) : V0,p × V0,p → R, and
c˜1(·, ·), c˜2(·, ·) :W ×W → R are defined by
a(u,v) := µ˜
∫
Γ
∫
D
E(x,y)(u(x,Y )) : (v(x,Y )) dx dpi(Y ),
d(r, s) :=
∫
Γ
∫
D
κ(x, z)∇r(x,Y ) · ∇s(x,Y ) dx dpi(Y ),
and c˜1(p, q) := λ˜
−1c˜(p, q), c˜2(p, q) := s˜0 c˜(p, q), where
c˜(p, q) :=
∫
Γ
∫
D
E(x,y)p(x,Y )q(x,Y ) dx dpi(Y ).
Recall that µ˜, λ˜ and s˜0 were defined in (2.4). As ν → 12 , µ˜ remains bounded and λ˜−1, s˜0 → 0.
1This is natural if Yk, k = 1, . . . ,M are associated with an underlying set of independent random variables.
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The bilinear form b(·, ·) : V0,u ×W → R is defined by
b(v, p) := −
∫
Γ
∫
D
p(x,Y )div v(x,Y ) dx dpi(Y ),
and the symmetric bilinear forms c1(·, ·), c2(·, ·), c3(·, ·) :W ×W → R are defined by c1(p, q) := λ˜−1c(p, q),
c2(p, s) := α λ˜
−1 c(p, q), and c3(p, s) := s˜0c(p, q), where
c(p, q) :=
∫
Γ
∫
D
p(x,Y )q(x,Y ) dx dpi(Y ).
E and κ do not appear in these expressions. Note also that although we have defined c2(·, ·) and c3(·, ·)
as bilinear forms on W ×W (for convenience), in (3.6) they act on a pair of functions from V0,p and W,
where V0,p ⊂ W. Finally, we define the linear functionals f : V0,u → R and g : V0,p → R by,
f(v) :=
∫
Γ
∫
D
f(x) · v(x,Y ) dx dpi(Y ), g(r) :=
∫
Γ
∫
D
g(x)r(x,Y ) dx dpi(Y ).
If we now define X := V0,u ×W × V0,p ×W ×W and B(·, ·) : X ×X → R by
B(u, pT , pF , p1, p2;v, qT , qF , q1, q2) := a(u,v) + b(v, pT ) + b(u, qT )− c1(p1, qT ) + c2(p1, qF )
− c3(p2, qF )− d(pF , qF )− c1(pT , q1) + c2(pF , q1)
+ c˜1(p1, q1)− c3(pF , q2) + c˜2(p2, q2), (3.7)
then we can express (3.6) more concisely as: find (u, pT , pF , p1, p2) ∈ X such that
B(u, pT , pF , p1, p2;v, qT , qF , q1, q2) = f(v) + g(qF ), ∀ (v, qT , qF , q1, q2, q3) ∈ X . (3.8)
To establish that (3.8) is well-posed, we will need to choose an appropriate norm on X . First, let ‖ · ‖W
and ‖ · ‖W denote the norms associated with W and W defined by (3.5), respectively, and note that
if Assumption 3.1 holds, then ‖e1/20 ∇u‖W , ‖κ1/20 ∇p‖W and ‖e1/20 p‖W are norms on V0,u, V0,p and W,
respectively. On X we will work with the weighted and coefficient-dependent norm ||| · ||| defined by
|||(v, qT , qF , q1, q2)|||2 := µ˜||e
1
2
0∇v||2W +
(
µ˜−1 + λ˜−1
)
||e− 120 qT ||2W + (α2λ˜−1 + s˜0)||e−
1
2
0 qF ||2W
+ ||κ1/20 ∇qF ||2W + λ˜−1||e
1
2
0 q1||2W + s˜0||e
1
2
0 q2||2W . (3.9)
Recall that e0 and κ0 are the leading (deterministic) coefficients in the expressions for the Young modulus
E and hydraulic conductivity κ, respectively. Recall also from (2.4) that µ˜ and λ˜ depend only on the
Poisson ratio ν. If s0 is defined as in (1.3), then s˜0 depends on α and φ as well as ν.
It is straightforward to show, using Assumption 3.1 and results such as the Cauchy-Schwarz inequality,
that all the bilinear forms appearing in (3.6) are bounded in the chosen weighted norms. In particular,
a(u,v) ≤ Emax
emin0
(µ˜1/2||e1/20 ∇u||W)(µ˜1/2||e1/20 ∇v||W) ∀u,v ∈ V0,u, (3.10)
b(u, p) ≤
√
d (µ˜1/2||e1/20 ∇u||W)(µ˜−1/2||e−1/20 p||W) ∀u ∈ V0,u, ∀ p ∈ W, (3.11)
c˜1(p, q) ≤ Emax
emin0
(λ˜−1/2||e1/20 p||W)(λ˜−1/2||e1/20 q||W) ∀ p, q ∈ W, (3.12)
c˜2(p, q) ≤ Emax
emin0
(s˜
1/2
0 ||e1/20 p||W)(s˜1/20 ||e1/20 q||W) ∀ p, q ∈ W, (3.13)
d(p, q) ≤ κmax
κmin0
||κ1/20 ∇p||W ||κ1/20 ∇q||W ∀ p, q ∈ V. (3.14)
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In addition, we have the following coercivity results,
a(u,u) ≥ Emin
emax0
CK µ˜||e1/20 ∇u||2W ∀u ∈ V0,u, (3.15)
c˜1(p, p) ≥ Emin
emax0
λ˜−1||e1/20 p||2W ∀ p ∈ W, (3.16)
c˜2(p, p) ≥ Emin
emax0
s˜0||e1/20 p||2W ∀ p ∈ W, (3.17)
d(p, p) ≥ κmin
κmax0
||κ1/20 ∇p||2W ∀ p ∈ W, (3.18)
where 0 < CK ≤ 1 is the usual Korn constant (see [17] and references therein). Finally, following Lemma
2.2 from [17], it can also be shown that there exists a constant CD > 0 (the inf-sup constant) such that
sup
0 6=v∈V0,u
b(v, q)
||∇v||W ≥ CD||q||W ∀q ∈ W. (3.19)
Combining all these bounds, the well-posedness of (3.8) is established using the next result.
Lemma 3.1. Suppose α2λ˜−1 ∈ (0, C˜1s˜0] with C˜1 < 32 . For any (u, pT , pF , p1, p2) ∈ X , there exists
(v, qT , qF , q1, q2) ∈ X with |||(v, qT , qF , q1, q2)||| ≤ C2 |||(u, pT , pF , p1, p2)|||, satisfying
C1 |||(u, pT , pF , p1, p2)|||2 ≤ B(u, pT , pF , p1, p2;v, qT , qF , q1, q2) ≤ C3|||(u, pT , pF , p1, p2)|||2 (3.20)
where C1, C2 and C3 depend on the inf-sup constant CD in (3.19), the Korn constant CK and the bounds
for E, κ, e0 and κ0 stated in Assumption 3.1, but not on the physical parameters α, ν or s˜0.
Note that Lemma 3.1 implies that the solution (u, pT , pF , p1, p2) to (3.8) satisfies
C1 |||(u, pT , pF , p1, p2)|||2 ≤ B(u, pT , pF , p1, p2;v, qT , qF , q1, q2) = f(v) + g(qF ).
Using the definitions of f(v) and g(qF ), one then easily finds that there exists a constant C4 (depending
only on the Poincare´–Freidrichs constant and emin0 and e
max
0 ) such that
C1 |||(u, pT , pF , p1, p2)|||2 ≤C4
(
µ˜−1/2||e−1/20 f ||L2(D) + ||κ−1/20 g||L2(D)
)
|||(v, qT , qF , q1, q2)|||.
We then obtain
|||(u, pT , pF , p1, p2)||| ≤ C
(
µ˜−1/2||e−1/20 f ||L2(D) + ||κ−1/20 g||L2(D)
)
, (3.21)
where C := C4C2/C1 > 0 does not depend on ν, α or s˜0. The proof of Lemma 3.1, which is given below,
follows that of [17, Lemma 2.3]. However, modifications are needed to deal with the fact that we have five
solution fields and we need to work with the weighted norm ||| · ||| defined in (3.9).
Proof. [Lemma 3.1]. First, we prove the lower bound. From (3.7), we have
B(u, pT , pF , p1, p2;u,−pT ,−pF , p1, p2)
= a(u,u) + b(u, pT ) + b(u,−pT )− c1(p1,−pT ) + c2(p1,−pF )− c3(p2,−pF )
+ d(pF , pF )− c1(pT , p1) + c2(pF , p1) + c˜1(p1, p1)− c3(pF , p2) + c˜2(p2, p2),
= a(u,u) + d(pF , pF ) + c˜1(p1, p1) + c˜2(p2, p2) =: |u|2a + |pF |2d + |p1|2c˜1 + |p2|2c˜2 .
Now, as a consequence of (3.19), since pT ∈ W, there exists a w ∈ V such that
−b(w, pT ) ≥ CD 1
µ˜Emax
||pT ||2W , E1/2maxµ˜1/2||∇w||W ≤ µ˜−1/2E−1/2max ||pT ||W . (3.22)
8 A. Khan, C.E. Powell
Using the following inequalities
||pT ||2W ≥ emin0 ||e−1/20 pT ||2W , (3.23)
µ˜1/2||e1/20 ∇w||W ≤ (emax0 )1/2µ˜1/2||∇w||W ≤ E1/2maxµ˜1/2||∇w||W , (3.24)
µ˜−1/2E−1/2max ||pT ||W ≤ µ˜−1/2(emax0 )−1/2||pT ||W ≤ µ˜−1/2||e−1/20 pT ||W , (3.25)
in (3.22) implies that
− b(w, pT ) ≥ CD e
min
0
Emax
µ˜−1||e−1/20 pT ||2W , µ˜1/2||e1/20 ∇w||W ≤ µ˜−1/2||e−1/20 pT ||W . (3.26)
Using the chosen w in (3.7) and using (3.26) and (3.24), it follows that2, for any  > 0,
B(u, pT , pF , p1, p2;−w, 0, 0, 0, 0) = −b(w, pT )− a(u,w)
≥ CD µ˜−1 e
min
0
Emax
||e− 120 pT ||2W − |u|a|w|a
≥ CD e
min
0
µ˜Emax
||e− 120 pT ||2W − |u|aE1/2max µ˜1/2||∇w||W
≥ CD e
min
0
µ˜Emax
||e− 120 pT ||2W − |u|a µ˜−1/2||e−1/20 pT ||W
≥ CD e
min
0
µ˜Emax
||e− 120 pT ||2W −

2
|u|2a −
1
2µ˜
||e− 120 pT ||2W ,
In addition, using (3.7) again, for any 1, 2, 3 > 0 we have,
B(u, pT , pF , p1, p2; 0, 0, 0,−pT ,−pF )
= c1(pT , pT )− c2(pF , pT )− c˜1(p1, pT ) + c3(pF , pF )− c˜2(p2, pF )
≥ λ˜−1||pT ||2W − αλ˜−1||pF ||W ||pT ||W − E1/2maxλ˜−1/2||pT ||W |p1|c˜1 + s˜0||pF ||2W − E1/2maxs˜1/20 ||pF ||W |p2|c˜2 ,
≥ 1
λ˜
||pT ||2W −
α21
2λ˜
||pF ||2W −
1
21λ˜
||pT ||2W −
Emax
22λ˜
||pT ||2W −
2
2
|p1|2c˜1 + s˜0||pF ||2W
− Emaxs˜0
23
||pF ||2W −
3
2
|p2|2c˜2 ,
≥
(
1− 1
21
− Emax
22
) 1
λ˜
||pT ||2W +
((
1− Emax
23
)
s˜0 − 1
2
α2
λ˜
)
||pF ||2W −
2
2
|p1|2c˜1 −
3
2
|p2|2c˜2 ,
≥
(
1− 1
21
− Emax
22
)emin0
λ˜
||e− 120 pT ||2W +
((
1− Emax
23
)
s˜0 − 1
2
α2
λ˜
)
emin0 ||e−
1
2
0 pF ||2W −
2
2
|p1|2c˜1 −
3
2
|p2|2c˜2 .
Now choose any δ > 0 and δ′ > 0 and consider
B(u, pT , pF , p1, p2;u− δw,−pT ,−pF , p1 − δ′pT , p2 − δ′pF )
= B(u, pT , pF , p1, p2;u,−pT ,−pF , p1, p2) + δ B(u, pT , pF , p1, p2;−w, 0, 0, 0, 0)
+ δ′B(u, pT , pF , p1, p2; 0, 0, 0,−pT ,−pF ).
Combining the above lower bounds for the three terms on the right and rearranging gives
B(u, pT , pF , p1, p2;u− δw,−pT ,−pF , p1 − δ′pT , p2 − δ′pF )
≥
(
1− δ
2
)
|u|2a +
(
δ
µ˜
(
CDe
min
0
Emax
− 1
2
)
+
δ′emin0
λ˜
(
1− 1
21
− Emax
22
))
||e− 120 pT ||2W
2Here, we used the standard inequality −ab ≥ − a2
2
− b2
2
.
Stochastic Galerkin Mixed FEM for Biot’s Consolidation model 9
+ |pF |2d + δ′
((
1− Emax
23
)
s˜0 − 1
2
α2
λ˜
)
emin0 ||e−
1
2
0 pF ||2W +
(
1− δ
′2
2
)
|p1|2c˜1 +
(
1− δ
′3
2
)
|p2|2c˜2 .
Next, making the specific choices 1 = 1, 2 = 3 = 2Emax and
 =
Emax
CDemin0
, δ =
1

=
CDe
min
0
Emax
, δ′ =
1
2
=
1
2Emax
, (3.27)
we have
B(u, pT , pF , p1, p2;u− δw,−pT ,−pF , p1 − δ′pT , p2 − δ′pF )
≥ 1
2
|u|2a +
1
2
(
δ2
µ˜
+
emin0
4λ˜Emax
)
||e− 120 pT ||2W + |pF |2d +
emin0
2Emax
(
3
4
s˜0 − α
2
2λ˜
)
||e− 120 pF ||2W +
1
2
|p1|2c˜1 +
1
2
|p2|2c˜2 .
To ensure a positive lower bound, we will need to assume that 34 s˜0 − 12α2λ˜−1 > 0. For this, we need
0 < α2λ˜−1 <
3s˜0
2
. (3.28)
Let us assume then that α2λ˜−1 ∈ (0, C˜1s˜0] with C˜1 < 3/2. This gives
3
4
s˜0 − α
2
2λ˜
≥
(
3
4
− C˜1
2
)
s˜0 =: As˜0 =
2
5
As˜0 +
3
5
As˜0 ≥ 2
5
As˜0 +
2
5
A
α2
λ˜
=
2A
5
(
s˜0 +
α2
λ˜
)
.
If we now define C˜ := 2A/5 then we have
B(u, pT , pF , p1, p2;u− δw,−pT ,−pF , p1 − δ′pT , p2 − δ′pF )
≥ 1
2
|u|2a +
1
2
(
δ2
µ˜
+
emin0
4λ˜Emax
)
||e− 120 pT ||2W + |pF |2d +
emin0 C˜
2Emax
(
s˜0 +
α2
λ˜
)
||e− 120 pF ||2W +
1
2
|p1|2c˜1 +
1
2
|p2|2c˜2
and using the bounds (3.15)–(3.18) gives
B(u, pT , pF , p1, p2;u− δw,−pT ,−pF , p1 − δ′pT , p2 − δ′pF )
≥ 1
2
(
CKEmin
emax0
)
µ˜ ||e 120∇u||2W +
1
2
(
δ2
µ˜
+
emin0
4λ˜Emax
)
||e− 120 pT ||2W +
κmin
κmax0
||κ 120∇pF ||2W
+
(
emin0 C˜
2Emax
)
(s˜0 + α
2λ˜−1)||e− 120 pF ||2W +
1
2
(
Emin
emax0
)
λ˜−1||e 120 p1||2W +
1
2
(
Emin
emax0
)
s˜0 ||e
1
2
0 p2||2W ,
≥ C1
(
µ˜||e 120∇u||2W +
(
1
µ˜
+
1
λ˜
)
||e− 120 pT ||2W + (s˜0 + α2λ˜−1)||e−
1
2
0 pF ||2W + ||κ
1
2
0∇pF ||W
+λ˜−1||e 120 p1||2W + s˜0||e
1
2
0 p2||2W
)
=: C1 |||(u, pT , pF , p1, p2)|||2,
where C1 =
1
2 min{EminCKemax0 ,
C2D(e
min
0 )
2
E2max
,
emin0
4Emax
,
emin0 C˜
2Emax
, κminκmax0
} (since CK ≤ 1). We have shown then that (3.20)
holds with v := u− δw, qT := −pT , qF := −pF , q1 := p1 − δ′pT , and q2 := p2 − δ′pF .
To complete the proof of the lower bound, we note that due to (3.26) we have
µ˜||e 120∇(u− δw)||2W ≤ 2µ˜||e
1
2
0∇u||2W + 2δ2µ˜||e
1
2
0∇w||2W ≤ 2µ˜||e
1
2
0∇u||2W + 2δ2µ˜−1||e−
1
2
0 pT ||2W .
Similarly, using the definition of δ′ gives
λ˜−1||e 120 (p1 − δ′pT )||2W ≤ 2λ˜−1‖e
1
2
0 p1‖2W + 2δ′2λ˜−1‖e1/20 pT ‖2W ,
≤ 2λ˜−1‖e 120 p1‖2W +
(emax0 )
2
2E2max
λ˜−1‖e−1/20 pT ‖2W ,
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and
s˜0||e
1
2
0 (p2 − δ′pF )||2W ≤ 2s˜0‖e
1
2
0 p2‖2W +
(emax0 )
2
2E2max
s˜0‖e−1/20 pF ‖2W .
Using the definition of ||| · ||| in (3.9) and the fact that (emax0 )2/E2max ≤ 1 then leads to the upper bound
|||(u− δw,−pT ,−pF , p1 − δ′pT , p2 − δ′pF )|||2
= µ˜||e 120∇(u− δw)||2W +
(
µ˜−1 + λ˜−1
)
||e− 120 pT ||2W + (s˜0 + α2λ˜−1)||e−
1
2
0 pF ||2W + ||κ
1
2
0∇pF ||2W
+ λ˜−1||e 120 (p1 − δ′pT )||2W + s˜0||e
1
2
0 (p2 − δ′pF )||2W ,
≤ (2 + 2δ2)
(
µ˜||e 120∇u||2W +
(
1
µ˜
+
1
λ˜
)
||e− 120 pT ||2W + (s˜0 + α2λ˜−1)||e−
1
2
0 pF ||2W + ||κ
1
2
0∇pF ||W
+λ˜−1||e 120 p1||2W + s˜0||e−
1
2
0 p2||2W
)
=: C ′ |||(u, pT , pF , p1, p2)|||2,
as required. The result now holds with C2 =
√
C ′ =
√
2 + 2δ2 where δ is defined as in (3.27).
To establish the upper bound, we omit the full details for brevity. Clearly,
B(u, pT , pF , p1, p2;v, qT , qF , q1, q2)
≤| a(u,v) | + | b(v, pT ) | + | b(u, qT ) | + | c1(p1, qT ) | + | c2(p1, qF ) | + | c3(p2, qF ) | + | d(pF , qF ) |
+ | c1(pT , q1) | + | c2(pF , q1) | + | c˜1(p1, q1) | + | c3(pF , q2) | + | c˜2(p2, q2) | .
All of the bilinear forms are bounded. Applying their upper bounds, grouping terms and then applying the
Cauchy-Schwarz inequality for sums gives
B(u, pT , pF , p1, p2;v, qT , qF , q1, q2)
≤ 3
√
6 max
{
Emax
emin0
,
√
d,
κmax
κmin0
}
|||(u, pT , pF , p1, p2)||| |||(v, qT , qF , q1, q2)|||.
Using the upper bound for the second norm, the result holds with C3 := 3
√
6C2 max
{
Emax
emin0
,
√
d, κmax
κmin0
}
.
Remark 3.1. Note that (3.28) simply says that the physical parameters α, ν and s0 need to be chosen
in a compatible way. If s0 = α
2/λ (as assumed in [19]), then s˜0 = α
2λ˜−1 and (3.28) is satisfied. If s0 is
chosen as in (1.3), then s˜0 depends on ν, α and φ (but not E) and (3.28) yields a compatibility condition.
For example, if d = 2, we require α2 < 3(α− φ)ν. If (3.28) is not satisfied, then it may still be possible to
establish a positive lower bound but with a constant C1 that depends on the physical parameters.
4. Stochastic Galerkin Mixed Finite Element Method (SG-MFEM). We now discuss how to
construct an SG-MFEM approximation of the solution to (3.6). For this, we first need to choose appropriate
finite-dimensional subspaces of V0,u and V0,p to approximate the displacement u and fluid pressure pF ,
respectively, and finite-dimensional subspaces of W to approximate the total pressure pT , and auxiliary
variables p1 and p2. As usual, we exploit the fact that V0,u ∼= H10,u(D)⊗L2pi(Γ) (and similarly for the other
spaces) and employ a tensor product construction that combines a mixed finite element method (MFEM)
on the spatial domain D, and global polynomial approximation on the parameter domain Γ.
We start by selecting two compatible pairs of finite element spaces associated with a mesh Th (with
mesh parameter h) on the spatial domain D. First, we choose a pair (V h0,u,W
h) with V h0,u ⊂H10,u(D) and
Wh ⊂ L2(D) such that the discrete inf–sup condition
sup
06=v∈V h0,u
∫
D
q∇ · v
||∇v||L2(D) ≥ γ ||q||L
2(D) ∀q ∈Wh (4.1)
is satisfied with γ uniformly bounded away from zero (i.e., independent of h). Next, we choose a pair
(V˜ h0,p, W˜
h) with V˜ h0,p ⊂ H10,p(D) and W˜h ⊂ L2(D) such that the discrete inf–sup condition
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sup
06=q∈W˜h
∫
D
q p
||q||L2(D) ≥ γL||p||L
2(D) ∀p ∈ V˜ h0,p (4.2)
is also satisfied with γL uniformly bounded away from zero. Clearly (4.2) always holds with γL = 1 if
V˜ h0,p ⊂ W˜h. We can ensure this is true by choosing the same H1(D)-conforming finite element space for
both V˜ h0,p and W˜
h (but removing basis functions associated with nodes on ∂Dp to define V˜
h
0,p).
Now, let Q1 (resp., Q2) denote the usual finite element space associated with continuous piecewise
bilinear (resp., biquadratic) approximation and let Q1 (resp., Q2) denote the analogous vector-valued
space, with components in Q1 (resp., Q2). Some possible combinations V
h
0,u −Wh − V˜ h0,p −Wh − W˜h of
finite element spaces for the spatial approximation of u, pT , pF , p1 and p2 (in that order), are as follows.
• Q2 −Q1 −Q1 −Q1 −Q1: This method uses the standard Taylor–Hood Q2 −Q1 element for the
spatial approximation of u and pT . It is well-known (e.g. see [11]) that (4.1) is satisfied for this pair.
Since pF and p2 are both approximated in Q1 (up to boundary conditions), (4.2) is also trivially
satisfied. However, a priori error analysis for Q2 − Q1 − Q1 approximation for the deterministic
three-field model in [28] suggests that if u, pF and pT have sufficient spatial regularity, one can
only expect O(h) convergence in an energy-type norm.
• Q2 − Q1 − Q2 − Q1 − Q2: This method uses Q2 approximation for pF and p2 as well as for the
displacement. Both inf-sup conditions are satisfied and the a priori results in [28] suggest that one
can now expect O(h2) convergence in an energy norm if the solution has sufficient spatial regularity.
• Qk+1 −Qk −Qk −Qk −Qk or Qk+1 −Qk −Qk+1 −Qk −Qk+1 for k ≥ 2: For these higher order
methods, both inf-sup conditions are satisfied.
Next, we describe the parametric approximation. Recall that M := M1 + M2 is the total number of
stochastic parameters in (2.1)–(2.2). For each j = 1, . . . ,M, we find a set {ψi(Yj), i = 0, 1, . . .} of univariate
polynomials on Γj (where ψi has degree i) that are orthonormal in the L
2
pij (Γj)-sense. For example, if Yj
is the image of ξj ∼ U(−1, 1), it is natural to choose pij to be the associated probability measure and the
required polynomials are Legendre polynomials. Given M appropriate sets of univariate polynomials, and
a set of multi-indices Λ ⊂ NM0 , a set of multivariate polynomials on Γ can then be constructed as follows
SΛ := span
{
ψα(Y ) =
M∏
i=1
ψαi(Yi), α ∈ Λ
}
⊂ L2pi(Γ). (4.3)
If pi is a product measure, the basis functions for SΛ are by construction orthonormal in the L
2
pi(Γ) sense.
Working with an orthonormal basis is advantageous because the associated matrix components of the
Galerkin system are sparse (see Section 4.1).
Once we have chosen four suitable finite element spaces V h0,u, W
h, V˜ h0,p, W˜
h and an appropriate set of
polynomials SΛ (equivalently, a set of multi-indices Λ), we can define the SG-MFEM spaces
V 0h,Λ := V
h
0,u ⊗ SΛ, Wh,Λ := Wh ⊗ SΛ, V˜ 0h,Λ := V˜ h0,p ⊗ SΛ, W˜h,Λ := W˜h ⊗ SΛ,
and solve the discrete weak problem: find (uh,Λ, ph,ΛT , p
h,Λ
F , p
h,λ
1 , p
h,Λ
2 ) ∈ V 0h,Λ×Wh,Λ× V˜ 0h,Λ×Wh,Λ× W˜h,Λ
such that
a(uh,Λ,v) + b(v, ph,ΛT ) = f(v) ∀v ∈ V 0h,Λ, (4.4a)
b(uh,Λ, qT )− c1(ph,Λ1 , qT ) = 0 ∀qT ∈Wh,Λ, (4.4b)
c2(p
h,Λ
1 , qF )− c3(ph,Λ2 , qF )− d(ph,ΛF , qF ) = g(qF ) ∀qF ∈ V˜ 0h,Λ, (4.4c)
−c1(ph,ΛT , q1) + c2(ph,ΛF , q1) + c˜1(ph,Λ1 , q1) = 0 ∀q1 ∈Wh,Λ, (4.4d)
−c3(ph,ΛF , q2) + c˜2(ph,Λ2 , q2) = 0 ∀q2 ∈ W˜h,Λ. (4.4e)
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If Assumption 3.1 is satisfied and if V h0,u, W
h, V˜ h0,p, W˜
h are chosen so that the discrete inf-sup conditions
(4.1) and (4.2) are satisfied, then well-posedness of (4.4) can be established in a similar way as for (3.8).
4.1. SG-MFEM Linear System. We now describe the structure of the discrete linear system as-
sociated with (4.4). We will assume that V˜ h0,p and W˜h are both Q1 spaces, or are both Q2 spaces so that
(4.2) holds. To simplify the description, we will further assume that W˜h = Wh.
First, let ny := dim(SΛ) and define the symmetric matrices G0, Gk ∈ Rny×ny for k = 1, . . . ,M by
[G0]α,β :=
∫
Γ
ψα(Y )ψβ(Y ) dpi(Y ), [Gk]α,β :=
∫
Γ
Yk ψα(Y )ψβ(Y ) dpi(Y ), α,β ∈ Λ.
Since the basis functions for SΛ are orthonormal we have G0 = I. In addition (due to the three-term
recurrence of the underlying orthogonal polynomials [30]), Gk has at most two nonzero entries per row.
Now, let V h0,u := span{φ1(x), . . . , φnu(x)} ⊂ H10,u(D) denote the usual (scalar-valued) Q1 or Q2
finite element space associated with mesh nodes that do not lie on ∂Du. When D ⊂ R2, a basis for
V h0,u ⊂H10,u(D), with components in V h0,u, is then given by{(
φi(x)
0
)
,
(
0
φi(x)
)
, i = 1, . . . , nu
}
.
Using this basis, we define the matrix Ak11 ∈ Rnu×nu by
[Ak11]i,` :=
∫
D
ek(x) 
(
φi(x)
0
)
: 
(
φ`(x)
0
)
dx, i, ` = 1, . . . , nu,
for k = 0, 1, . . . ,M1 and the matrix A
k
21 ∈ Rnu×nu by
[Ak21]i,` :=
∫
D
ek(x) 
(
0
φi(x)
)
: 
(
φ`(x)
0
)
dx, i, ` = 1, . . . , nu,
and similarly for Ak12, A
k
22 ∈ Rnu×nu , for k = 0, 1, . . . ,M1.
Next, let V˜ p0,h = span {ϕ1(x), . . . , ϕn0(x)} ⊂ H10,p(D) and let
W˜h = Wh = span
{
ϕ1(x), . . . , ϕn0(x), ϕn0+1(x), . . . , ϕnp(x)
} ⊂ H1(D)
(so ϕn0+1, . . . , ϕnp are basis functions associated with nodes on ∂Dp), and define B1, B2 ∈ Rnp×nu by
[B1]r,` = −
∫
D
ϕr(x)
∂φ`(x)
∂x1
dx, [B2]r,` = −
∫
D
ϕr(x)
∂φ`(x)
∂x2
dx,
for r = 1, . . . , np, ` = 1, . . . , nu. We also define the mass matrix C ∈ Rnp×np associated with W˜h = Wh by
[C]r,s =
∫
D
ϕr(x)ϕs(x) dx, r, s = 1, . . . , np,
and for k = 0, 1, . . . ,M1, we define the weighted mass matrices C˜k ∈ Rnp×np by
[C˜k]r,s =
∫
D
ek(x)ϕr(x)ϕs(x) dx, r, s = 1, . . . , np.
The rectangular matrix Cb ∈ Rn0×np associated with V˜ h0,p and W˜h is formed by taking the matrix C and
simply removing the rows associated with nodes on ∂Dp. For each k = 0, 1, . . . ,M2, we also define the
weighted stiffness matrices Dk ∈ Rn0×n0 associated with V˜ h0,p by
[Dk]r,s =
∫
D
κk(x)∇ϕr(x) · ∇ϕs(x) dx, r, s = 1, . . . , n0.
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The vector g0 ∈ Rny is defined to be the first column of G0 = I. Writing f(x) = (f1(x), f2(x))>, we
also define the vectors f1,f2 ∈ Rnu by
[f1]` =
∫
D
f1(x)φ`(x) dx, [f2]` =
∫
D
f2(x)φ`(x) dx, ` = 1, . . . , nu,
and finally, we define g ∈ Rn0 by
[g]r =
∫
D
g(x)ϕr(x) dx, r = 1, . . . , n0.
Now, permuting the variables in (4.4) so that they appear in the order uh,Λ, ph,Λ1 , p
h,Λ
2 , p
h,Λ
F and p
h,Λ
T
leads to a system of (2nu + 3np + n0)ny equations with the saddlepoint structure( A B>
B −C
)(
v
p
)
=
(
b
c
)
. (4.5)
Here, the solution vector has the block structure
v =

u1
u2
p1
p2
 , p = ( pFpT
)
,
where u1,2 ∈ Rnuny , p1,p2,pT ∈ Rnpny and pF ∈ Rn0ny contain the degrees of freedom associated with
the distinct physical variables, and on the right-hand side,
b =

g0 ⊗ f1
g0 ⊗ f2
0
0
 ∈ R2(nu+np)ny , c = ( g0 ⊗ g0
)
∈ R(n0+np)ny .
To obtain (4.5), the degrees of freedom must first be grouped by physical variable. For each physical
variable, the spatial degrees of freedom are then grouped for the same parametric basis function ψα(j).
For example, the vector associated with the fluid pressure ph,ΛF has the form p
>
F = (p
>
F,1,p
>
F,2, . . . ,p
>
F,ny
)
where pF,j ∈ Rn0 for j = 1, . . . , ny. With the assumed ordering of the degrees of freedom, the blocks of
the coefficient matrix in (4.5) are then given by
A :=

µ˜
M1∑
k=0
Gk ⊗Ak11 µ˜
M1∑
k=0
Gk ⊗Ak21 0 0
µ˜
M1∑
k=0
Gk ⊗Ak12 µ˜
M1∑
k=0
Gk ⊗Ak22 0 0
0 0 λ˜−1
M1∑
k=0
Gk ⊗ C˜k 0
0 0 0 s˜0
M1∑
k=0
Gk ⊗ C˜k

, (4.6)
and
B :=
 0 0 αλ˜−1I ⊗ Cb s˜0I ⊗ Cb
I ⊗B1 I ⊗B2 −λ˜−1I ⊗ C 0
, C :=
 M2∑
k=0
G˜k ⊗Dk 0
0 0
, (4.7)
where G˜0 = G0 = I (the ny × ny identity matrix) and G˜k = Gk+M1 for k = 1, . . . ,M2.
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One can write the discrete system in various ways. For instance, by reordering the degrees of freedom,
so that all of the spatial degrees of freedom for all of the physical variables are grouped for the same
parametric basis function ψα(j), we can also write the linear system in so-called Kronecker form as(
G0 ⊗K0 +
M1∑
k=1
Gk ⊗Kk +
M2∑
k=1
G˜k ⊗ K˜k
)
x = z (4.8)
where the solution vector has the form x = (x>1 , . . . ,x
>
ny )
>, with
x>j := (u
>
1,j ,u
>
2,j ,p
>
1,j ,p
>
2,j ,p
>
F,j ,p
>
T,j)
>, j = 1, . . . , ny.
In (4.8) we then have
K0 :=

µ˜A011 µ˜A
0
21 0 0 0 B
>
1
µ˜A012 µ˜A
0
22 0 0 0 B
>
2
0 0 λ˜−1C˜0 0 αλ˜−1C>b −λ˜−1C
0 0 0 s˜0C˜0 s˜0C
>
b 0
0 0 αλ˜−1Cb s˜0Cb D0 0
B1 B2 −λ˜−1C 0 0 0
, z = g0 ⊗

f1
f2
0
0
g
0
 (4.9)
and for k = 1, . . . ,M1 and ` = 1, . . . ,M2, we have
Kk :=

µ˜Ak11 µ˜A
k
21 0 0 0 0
µ˜Ak12 µ˜A
k
22 0 0 0 0
0 0 λ˜−1C˜k 0 0 0
0 0 0 s˜0C˜k 0 0
0 0 0 0 0 0
0 0 0 0 0 0
, K˜` :=

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 D` 0
0 0 0 0 0 0
. (4.10)
Using the definition of the Kronecker product, one can also rewrite (4.8) as a matrix equation [34],
K0X +
M1∑
k=1
KkXGk +
M2∑
`=1
K˜`XG˜` = Z (4.11)
where X is the (2nu+3np+n0)×ny solution matrix obtained by reshaping the vector x (so the jth column
of X is xj) and similarly for the right-hand side matrix Z.
Due to their extremely large size, it is usually infeasible to form the Kronecker products that appear in
the above equations. However, the coefficient matrices in (4.5) and (4.8) are symmetric and indefinite so
one can in principle solve these systems iteratively using the minimal residual method (MINRES) see [11,
Chapter 4] if (i) enough memory is available to store vectors of length nxny, where nx := 2nu + 3np + n0
and (ii) matrix-vector products can be efficiently computed. However, preconditioning is essential due to
the inherent ill-conditioning that stems from the discretisation and physical parameters. We discuss this
next. When memory is exhausted and vectors of length nxny cannot be stored, low-rank or reduced-basis
solvers (see [34], [31]) that operate on (4.11) may need to be explored instead of standard Krylov methods.
5. Preconditioning. We will assume the degrees of freedom are ordered so that the linear system
has the form (4.5). A natural starting point (see [12], [18], [22], [33]) is then to consider block-diagonal
preconditioners P with
P =
(
PA 0
0 PS
)
, (5.1)
where PA and PS approximate A and S = BA−1B> + C (the Schur complement), respectively. Ideally,
we want to choose matrices that are spectrally equivalent to A and S, so that we obtain spectral bounds
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for the preconditioned system that are independent of the SG-MFEM discretisation parameters and the
physical parameters ν, α and s˜0. We can achieve this by following the operator approach to constructing
preconditioners described in [22] and [19]. Briefly, the main idea is as follows.
In Lemma 3.1 we established that the solution to (3.8) is bounded with respect to the norm in (3.9).
This result can be used to show (see [22]) that the operator B associated with (3.8) is a bounded linear
map from X (equipped with ||| · |||) to its dual space X ∗ and has a well-defined inverse B−1 : X ∗ →
X . Moreover, the operator norms satisfy ‖B‖L(X ,X∗) ≤ C3 and ‖B−1‖L(X ,X∗) ≤ C2/C1 and hence the
condition number κ(B) ≤ C3C2/C1 is bounded independently of ν, α and s˜0. An optimal and ‘parameter-
robust’ preconditioning operator is given by the Riesz map R : X ∗ → X since it can be shown that
κ(RB) ≤ C3C2/C1. An analogous result to Lemma 3.1 holds for (4.4), except that the constants C1, C2, C3
appearing in the bounds depend on the discrete inf-sup constants rather than CD. If inf-sup stable FEM
spaces are chosen, then the operator associated with (4.4) is a bounded linear map from X h,Λ to X ∗h,Λ where
X h,Λ := V 0h,Λ×Wh,Λ×V˜ 0h,Λ×Wh,Λ×W˜h,Λ. The associated operator norm, that of the inverse operator, and
the condition number are all then bounded independently of the parameters ν, α and s˜0 as well as the mesh
parameter h and other discretisation parameters involved in the definition of SΛ. A ‘parameter-robust’
preconditioner for the finite-dimensional problem is then given by the Riesz map from X ∗h,Λ to X h,Λ. To
represent this in matrix form, we choose PA and PS in (5.1) so that, for any (v, q1, q2, qF , qT ) ∈ X h,Λ,
x>Px = |||(v, q1, q2, qF , qT )|||2 (5.2)
where x = (w>, q>1 , q
>
2 , q
>
F , q
>
T ) ∈ Rnxny is the vector of coefficients associated with (v, q1, q2, qF , qT ) when
the components are expanded in the chosen bases.
5.1. Approximation of A. First, define A := 2(A011 +A022)/3 and consider the block-diagonal matrix
PA :=

µ˜ I ⊗ A 0 0 0
0 µ˜ I ⊗ A 0 0
0 0 λ˜−1I ⊗ C˜0 0
0 0 0 s˜0I ⊗ C˜0
 =:
(
PA,1 0 0
0 PA,2 0
0 0 PA,3
)
. (5.3)
For any v ∈ V 0h,Λ and q1, q2 ∈Wh,Λ, we have
µ˜‖e1/20 ∇v‖2W = w>PA,1w, λ˜−1‖e1/20 q1‖2W = q>1 PA,2q1, s˜0‖e1/20 q2‖2W = q>2 PA,3q2, (5.4)
where w ∈ R2nuny , q1 ∈ Rnpny and q2 ∈ Rnpny are the associated vectors of coefficients. That is, each of
the diagonal blocks of PA provides a discrete representation of one of the terms in ||| · |||2 in (3.9). Applying
the action of P−1A requires only multiple decoupled applications of the inverses of the sparse matrices A and
C˜0. Since A is a weighted stiffness matrix (a Laplacian matrix if e0 = 1) and C˜0 is a weighted mass matrix,
there are many strategies for approximating the actions of A−1 and C˜−10 efficiently.
5.2. Approximation of S. Having chosen an approximation PA to A, it would seem quite natural
to approximate the Schur complement by Sapprox := BP−1A B> + PC where
PC :=
(
I ⊗D0 0
0 0
)
. (5.5)
However, this leads to a matrix Sapprox with dense blocks. Instead, we consider the block-diagonal matrix
PS :=
(
(α2λ˜−1 + s˜0)I ⊗ C¯b + I ⊗D0 0
0 (µ˜−1 + λ˜−1) I ⊗ C¯
)
=:
(
PS,1 0
0 PS,2
)
(5.6)
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where C¯b is the n0 × n0 weighted mass matrix associated with the finite element space V˜ h0,p defined by
[C¯b]r,s =
∫
D
e0(x)
−1ϕr(x)ϕs(x)dx, r, s = 1, . . . , n0, (5.7)
and C¯ is the analogous np × np matrix associated with Wh. For any qF ∈ V˜ 0h,Λ and qT ∈Wh,Λ, we have
(α2λ˜−1 + s˜0)‖e−1/20 qF ‖2W + ‖κ1/20 ∇qF ‖2W = q>FPS,1qF , (µ˜−1 + λ˜−1)‖e−1/20 qT ‖2W = q>T PS,2qT , (5.8)
where qF ∈ Rn0ny and qT ∈ Rnpny are the associated vectors of coefficients. Again, the action of P−1S
can be applied via decoupled applications of the inverses of two sparse finite element matrices, namely
(α2λ˜−1 + s˜0)C¯b +D0 and the weighted mass matrix C¯.
Combining (5.4) and (5.8), we see that (5.2) holds. As outlined above, bounds for the norm of the
underlying preconditioned PDE operator can be derived using the arguments in [22]. Alternatively, working
in the matrix setting, explicit bounds for the eigenvalues of the preconditioned saddlepoint matrix can be
derived by following the arguments in Section 4 of [17]. Using either approach, one obtains bounds that
depend on upper and lower bounds for e−10 E and κ
−1
0 κ (over D × Γ), the Korn constant CK and the two
discrete inf-sup constants γ, γL but not on the Poisson ratio ν, the Biot–Willis constant α, the rescaled
storage coefficient s˜0 or any of the SG-MFEM discretization parameters. Formal proofs are omitted but
we now demonstrate the robustness of the preconditioner numerically on test problems.
6. Numerical results. We first consider two artificial test problems and demonstrate the robustness
of the preconditioner P defined by (5.1)—with PA and PS defined as in (5.3) and (5.6)—with respect to
the physical and discretization parameters. We use Q2 − Q1 − Q1 − Q1 − Q1 mixed finite elements and
choose SΛ to be the set of polynomials of total degree p or less in the variables y1, . . . , yM1 , z1, . . . , zM2 on
Γ = [−1, 1]M where M = M1 + M2. In the third example, we consider a benchmark ‘footing’ problem,
similar to examples considered in [2] (a two-field stochastic Biot model) and [28] (a three-field deterministic
Biot model). We apply the proposed SG-MFEM approximation scheme to the new five-field parametric
model (2.5)–(2.6) and compute estimates of the mean and variance of the displacement u and fluid pressure
pF for the nearly incompressible case. All experiments were performed on a MacBook Pro laptop with a
modest 16GB of memory and a 2.3GHz Intel Core i5 processor using MATLAB 2019b.
6.1. Example 1. Here, we choose the spatial domain D = (0, 1)2 with ∂Du = [0, 1)×{0}∪{0}× [0, 1)
and ∂Dp = (0, 1]×{1} ∪ {1}× (0, 1]. The forcing function is chosen to be f = (1, 1)> and g = 0. We start
by modelling the Young modulus E and permeability κ as spatially uniform. Specifically,
E(y) = e0 + e1y, κ(z) = κ0 + κ1z, (6.1)
where e0, e1, κ0, κ1 are constants and y and z are images of independent U(−1, 1) random variables. Note
that this is a low-dimensional problem with M1 = 1 = M2 and M = 2. Preconditioned MINRES iteration
counts3 are recorded in Table 6.1 for different values of the physical parameters. For the storage coefficient,
we follow [19] and set s0 = α
2/λ. In this case, the rescaled coefficient s˜0 depends only on ν and α. We
vary ν and α, as well e0 and κ0 (the mean values of E and κ, respectively) and fix e1 = 0.1 × e0 and
κ1 = 0.1 × κ0. We also show results for two finite element meshes associated with ‘level’ numbers ` = 5
(giving nu = 1024, np = 289, n0 = 256) and l = 6 (giving nu = 4096, np = 1089, n0 = 1024). For the
parametric approximation, we chose p = 3 (giving ny = 10). Results obtained with p = 4 (giving ny = 15)
are also shown in Table 6.2. We observe that the iteration counts remain bounded when the physical and
discretization parameters are varied. This confirms that the proposed preconditioner is robust.
3The stopping tolerance on the relative residual error in the preconditioned 2-norm was set to 10−6.
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Table 6.1
MINRES iteration counts and timing in seconds (in parentheses) for varying ν, α, κ0, κ1 = 0.1 × κ0 and FEM grid
level ` with p = 3 fixed. In columns 4–6, e0 = 105 and e1 = 104 and in columns 7–9, e0 = 1 and e1 = 0.1.
κ0 = 1
α = 1
level ν = .4 ν = .499 ν = .49999 ν = .4 ν = .499 ν = .49999
l = 5 56(0.45) 71(0.58) 71(0.56) 60(0.48) 72(0.58) 71(0.58)
l = 6 56(1.96) 71(2.48) 71(2.46) 60(2.22) 73(2.61) 72(2.55)
α = 10−2 l = 5 55(0.44) 70(0.58) 70(0.58) 56(0.46) 71(0.58) 71(0.59)
l = 6 55(1.94) 71(2.47) 70(2.47) 58(2.02) 71(2.51) 71(2.52)
α = 10−4 l = 5 55(0.45) 70(0.58) 70(0.57) 56(0.46) 70(0.58) 70(0.59)
l = 6 55(1.94) 70(2.47) 70(2.50) 56(1.98) 71(2.5) 71(2.52)
κ0 = 10
−5
α = 1
l = 5 60(0.48) 72(0.59) 71(0.57) 71(0.63) 70(0.60) 72(0.60)
l = 6 60(2.11) 73(2.56) 72(2.53) 72(2.62) 73(2.65) 73(2.56)
α = 10−2 l = 5 56(0.46) 71(0.59) 71(0.57) 64(0.52) 72(0.59) 71(0.59)
l = 6 58(2.02) 71(2.47) 71(2.51) 64(2.27) 73(2.57) 73(2.61)
α = 10−4 l = 5 56(0.45) 70(0.58) 70(0.56) 58(0.46) 71(0.59) 71(0.58)
l = 6 56(1.94) 71(2.5) 71(2.50) 58(2.05) 71(2.52) 71(2.48)
κ0 = 10
−10
α = 1
l = 5 71(0.61) 70(0.59) 72(0.63) 71(0.61) 70(0.59) 68(0.60)
l = 6 72(2.61) 73(2.64) 73(2.63) 72(2.63) 70(2.53) 70(2.57)
α = 10−2 l = 5 64(0.52) 72(0.59) 71(0.57) 71(0.64) 70(0.61) 71(0.60)
l = 6 64(2.25) 73(2.57) 73(2.62) 72(2.70) 70(2.56) 73(2.76)
α = 10−4 l = 5 58(0.46) 71(0.58) 71(0.57) 70(0.60) 72(0.58) 71(0.58)
l = 6 58(2.04) 71(2.53) 71(2.51) 70(2.54) 73(2.57) 73(2.55)
Table 6.2
MINRES iteration counts and timing in seconds (in parentheses) for varying ν, α, κ0, κ1 = 0.1 × κ0 and FEM grid
level ` with p = 4 fixed. In columns 4–6, e0 = 105 and e1 = 104 and in columns 7–9, e0 = 1 and e1 = 0.1.
κ0 = 10
−10
α = 1
level ν = .4 ν = .499 ν = .49999 ν = .4 ν = .499 ν = .49999
l = 5 72(0.78) 70(0.74) 73(0.77) 72(0.77) 70(0.74) 70(0.74)
l = 6 72(3.75) 73(3.83) 73(3.81) 72(3.72) 70(3.63) 70(3.66)
α = 10−2 l = 5 64(0.70) 73(0.78) 73(0.83) 72(0.76) 70(0.73) 71(0.73)
l = 6 64(3..37) 73(3.82) 73(3.79) 72(3.72) 70(3.68) 73(3.79)
α = 10−4 l = 5 58(0.60) 71(0.76) 71(0.76) 70(0.75) 73(0.77) 73(0.77)
l = 6 58(3.08) 73(3.77) 72(3.74) 71(3.83) 74(3.85) 73(3.79)
6.2. Example 2. Next, we consider D = (−1, 1)2 with ∂Du = [−1, 1) × {−1} ∪ {−1} × [−1, 1) and
∂Dp = (−1, 1] × {1} ∪ {1} × (−1, 1]. Again, we choose f = (1, 1)> and g = 0. This time, the Young
modulus E and hydraulic conductivity κ are modelled as
E(x,y) = e0 + σE
M1∑
m=1
√
λmϕm(x)ym, κ(x, z) = κ0 + σκ
M2∑
m=1
√
λmϕm(x)zm, (6.2)
where ym, zm are images of independent U(−
√
3,
√
3) random variables, σE and σκ are the standard devia-
tions of the respective random fields, e0 and κ0 are the (constant) means, and {(λm, ϕm)} are the eigenpairs
of the integral operator associated with the covariance kernel
C(x,x′) = exp
(
−1
2
||x− x′||1
)
, x,x′ ∈ D. (6.3)
Note that this means that E and κ have the covariance functions σ2EC(x,x
′) and σ2κC(x,x
′), respectively.
We do not have to choose the same spatial covariance kernel for both fields (indeed, this would be unphysical
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Table 6.3
MINRES iteration counts and timing in seconds (in parentheses) for varying ν, α, κ0, σκ = 0.1 × κ0 and FEM grid
level `, with e0 = 105, σE = 0.1×e0 and p = 3 fixed. In columns 4–6, M1 = 3,M2 = 3 and in columns 7–9, M1 = 5,M2 = 5.
κ0 =
α = 1
level ν = .4 ν = .499 ν = .49999 ν = .4 ν = .499 ν = .49999
l = 5 79(4.23) 98(5.33) 96(5.31) 81(16.0) 99(18.9) 99(18.5)
l = 6 81(22.7) 98(27.3) 98(27.5) 82(90.2) 101(113.0) 101(113.8)
α = 10−2 l = 5 79(4.33) 96(5.29) 95(5.18) 80(14.6) 99(18.4) 97(17.9)
l = 6 79(23.1) 98(27.4) 97(27.1) 80(86.9) 99(110.6) 99(107.5)
1
α = 10−4 l = 5 77(4.12) 95(5.15) 95(5.12) 78(15.1) 97(17.7) 96(17.4)
l = 6 78(22.1) 97(27.1) 96(27.0) 79(87.3) 99(108.3) 98(106.7)
κ0 =
α = 1
l = 5 85(4.88) 99(5.42) 98(5.35) 86(15.7) 100(18.3) 100(18.3)
l = 6 85(24.3) 100(29.0) 100(29.1) 87(94.0) 102(112.3) 101(109.0)
α = 10−2 l = 5 80(4.38) 98(5.28) 96(5.37) 81(14.9) 100(18.8) 99(18.8)
l = 6 81(22.7) 100(27.9) 99(27.7) 83(89.6) 101(109.8) 101(109.5)
α = 10−4 l = 5 79(4.34) 96(5.4) 95(5.11) 80(15.2) 99(18.1) 97(18.0)
10−5 l = 6 79(22.5) 98(27.3) 97(27.3) 81(87.4) 99(107.1) 99(107.1)
κ0 =
α = 1
l = 5 96(5.58) 91(5.22) 98(5.71) 97(19.7) 93(17.9) 100(20.6)
l = 6 97(28.7) 96(27.3) 100(29.3) 98(114.4) 97(113.8) 102(119.3)
α = 10−2 l = 5 93(5.20) 99(5.34) 98(5.32) 95(17.4) 100(18.6) 100(18.3)
l = 6 94(26.9) 100(28.0) 100(28.2) 95(103.4) 102(111.5) 102(111.6)
α = 10−4 l = 5 81(4.40) 98(5.28) 96(5.19) 81(14.8) 100(18.4) 99(18.0)
10−10 l = 6 81(22.8) 100(28.1) 99(27.7) 83(90.3) 101(109.6) 101(109.6)
in realistic applications); we do so here for simplicity only to test the performance of the preconditioner.
We define the storage coefficient as described in Example 1 and vary the physical parameters ν, α and
κ0 as before with σκ = 0.1 × κ0. For the Young modulus, we fix the mean and standard deviation to be
e0 = 10
5 and σE = 0.1×e0. In Table 6.3 we show results for two cases: M1 = M2 = 3 (giving ny = 84) and
M1 = M2 = 5 (giving ny = 286). Again, we consider two finite element meshes with level numbers ` = 5, 6
and now fix p = 3 for the parametric approximation. The MINRES iteration counts remain bounded as the
discretization and physical parameters are varied, confirming once again that the preconditioner is robust.
6.3. Example 3. (Footing Problem) We consider a block of porous soil saturated with fluid that
has a load of intensity h applied in the downward vertical direction on a portion of the top side. The spatial
domain is chosen to be D = (−5, 5)× (0, 10) and we define ∂Dp := (−5, 5)× {10} and ∂Du = ∂D \ ∂Dp.
We also choose f = (0, 0)> and g = 0. The Young modulus E and hydraulic conductivity κ are modelled as
in (6.1) in Example 1 and so the parameter domain is Γ := [−1, 1]× [−1, 1]. For the boundary conditions,
we set pF = 0 on ∂D × Γ, u = 0 on ∂Du × Γ and σn = (0,−h) on ∂Dp × Γ where
h =
{
1.5× 104 x1 ∈ [−2, 2],
0 otherwise.
(6.4)
For the physical parameters, we follow the deterministic example in [28] and choose α = 0.1, s˜0 = 30 and
ν = 0.4995 (so the material is nearly incompressible) and we choose the mean values of E and κ to be
e0 = 3× 104 and κ0 = 10−4. For the stochastic part, we then choose e1 = 0.5× e0 and κ1 = 0.5× κ0. The
mean and variance of the SG-MFEM approximation to the components of the displacement and the fluid
pressure computed with mesh level ` = 5 (here, giving nx = 307, 204) and p = 4 (giving ny = 15) are plotted
in Figure 6.1. The mean solution fields are qualitatively similar to the deterministic results shown in Figure
3 in [28]. A similar time-dependent footing problem was also considered in [2], although the approximation
scheme considered there is not suitable in the nearly incompressible case. For comparison, results obtained
with ν = 0.45 are also plotted in Figure 6.2. Observe that even when close to the incompressible limit,
there no spurious oscillations.
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Fig. 6.1. Mean (left) and variance (right) of the SG-MFEM approximation to the horizontal displacement u1 (top), the
vertical displacement u2 (middle) and the fluid pressure pF (bottom) computed for Example 3 using Q2−Q1−Q1−Q1−Q1
mixed finite elements with mesh level ` = 5 and polynomials of total degree p = 4 or less. The physical parameters are
ν = 0.4995, α = 0.1 and s˜0 = 30.
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Fig. 6.2. Mean (left) and variance (right) of the SG-MFEM approximation to the horizontal displacement u1 (top), the
vertical displacement u2 (middle) and the fluid pressure pF (bottom) computed for Example 3 using Q2−Q1−Q1−Q1−Q1
mixed finite elements with mesh level ` = 5 and polynomials of total degree p = 4 or less. The physical parameters are
ν = 0.45, α = 0.1 and s˜0 = 30.
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7. Summary. We presented a new parameter-robust approximation scheme and a solver for a linear
poroelasticity model with uncertain inputs. Specifically, we introduced a five-field Biot model with un-
certain Young modulus E and hydraulic conductivity field κ and rigorously analyzed the well-posedness
and stability of the associated weak problem with respect to a weighted norm. We explained how to dis-
cretize the weak problem using a locking-free stochastic Galerkin mixed finite element method and then
constructed a parameter-robust preconditioner for the associated linear systems which is informed by the
weighted norm with respect to which the approximation is provably stable. Numerical results demonstrate
the robustness of the preconditioner with respect to three key physical parameters, as well as the SG-
MFEM discretization parameters. Crucially, both the approximation scheme and solver are robust when
the Poisson ratio ν → 1/2. As far as we are aware, this is the first attempt to develop an approximation
scheme for stochastic Biot-type problems that is robust in the incompressible limit.
However, there are clearly many possible avenues for future work. So far, we have not examined
transient problems. We also focused on uncertainty in the spatially varying inputs E and κ. Other physical
parameters could also be treated as uncertain. Although we achieved a preconditioning scheme that is
robust with respect to the Poisson ratio, the Biot–Willis constant and the storage coefficient, it is not
robust with respect to variations in Emax/e
min
0 and κmax/κ
min
0 . This is because the preconditioner only
incorporates the leading terms e0 and κ0 from the representations of E and κ. This leads to a block-diagonal
preconditioner, which can therefore be implemented efficiently. However, convergence will deteriorate if the
standard deviations of E and κ are large relative to their mean values. Depending on the computational
resources available, more sophisticated solvers may need to be developed for more challenging cases. Finally,
now that a discretization scheme and solver are in place, a posteriori error estimation needs to be explored.
Galerkin approximation offers a very natural framework for doing this rigorously and recent work [16] for
linear elasticity problems provides a suitable starting point.
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