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The solar wind is a continuous plasma flow from the Sun into the interplanetary space. It consist
of large number of charged particles that carry the solar magnetic field with it. When the solar
wind reaches the Earth, it interacts with the terrestrial magnetic field and creates a magnetosphere
around our planet. At times, significant plasma and energy transfer occurs from the solar wind into
the magnetosphere causing strong disturbances to the Earth’s inner magnetic field.
The solar wind is often considered to be a single fluid that has macroscopic measurable parameters
like velocity, density, pressure and magnetic field. These parameters have a different role in cont-
rolling the solar wind-magnetosphere coupling and thus, the relative and absolute variations of the
parameters affects to the magnetospheric response.
The motivation for this thesis stems from the need to improve our understanding on the solar
wind-magnetosphere coupling, and thus, ultimately the space weather forecasting ability. The the-
sis consists of four peer-reviewed scientific publications and introduction. The main objectives were
to study the coupling efficiency of different large-scale solar wind structures and how the efficiency
varies with the geomagnetic latitude. This thesis also studies how the solar wind parameters control
the plasma convection in the high-latitude magnetosphere. All four publications are statistical stu-
dies that combine in-situ solar wind measurements combined with the ground-based magnetometer
data.
This thesis gives significant new insight on how different solar wind parameters affect the magne-
tospheric response. The published articles suggest that the strongest geomagnetic disturbances are
caused by the solar wind structures with the combination of the high geoeffective electric field, and
high solar wind velocity and dynamic pressure. Such conditions are found generally from sheath
regions of coronal mass ejections. The published articles also show new observational features of
well-known phenomenon, called the polar cap potential saturation, that decreases coupling between
the solar wind and magnetosphere
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Auringosta peräisin olevaa sähköisesti varautuneiden hiukkasten virtausta, joka kuljettaa muka-
naan Auringon magneettikenttää, kutsutaan aurinkotuuleksi. Aurinkotuulen plasman vuorovaiku-
tuksesta Maan magneettikentän kanssa muodostuu alue, jota kutsutaan magnetosfääriksi. Ajoittain
vuorovaikutus johtaa myös plasman ja energian siirtymiseen aurinkotuulesta magnetosfääriin. Tä-
män kytkennän seurauksena Maan magneettikentässä havaitaan muutoksia, joita kutsutaan yleisesti
geomagneettisiksi häiriöiksi. Geomagneettisia häiriöitä voi esiintyä paikallisesti esimerkiksi korkeilla
leveyspiireillä tai häiriöitä voidaan mitata samanaikaisesti koko planeetalla.
Aurinkotuulelle voidaan määrittää erilaisia makroskooppisia parametrejä kuten esimerkiksi nopeus,
tiheys, magneettikentän arvo ja paine. Näillä parametreillä on erilainen vaikutus aurinkotuuli-
magnetosfäärikytkentään, joten muutokset niiden suhteellisissa ja absoluuttisissa voimakkuuksissa
aiheutavat erilaisen vasteen magnetosfäärissä.
Tämä väitöskirja käsittelee aurinkotuulen eri parametrien vaikutusta magnetosfäärin. Väitöskir-
ja koostuu neljästä vertaisarvioidusta julkaisusta ja johdannosta. Väitöskirja tutkii erityisesti,
kuinka plasmaominaisuuksiltaan erilaiset aurinkotuulen suuren mittakaavan rakenteet vaikuttavat
aurinkotuuli-magnetosfääri -kytkennän tehokkuuteen, millainen vaikutus eri rakenteilla on eri le-
veyspiirien häiriöihin sekä mitkä aurinkotuulen parametrit kontrolloivat magnetosfäärin napa-alueen
dynamiikkaa.
Tässä väitöskirjassa olevat tutkimusartikkelit ovat luonteeltaan tilastollisia ja perustuvat sekä ava-
ruusluotaimien tekemiin suoriin havaintoihin Maan lähiavaruudessa että maanpäällisten magneto-
metrien magneettikenttämittauksiin.
Tässä väitöskirjassa osoitettiin, että aurinkotuulen koostumuksella on merkittävä vaikutus magne-
tosfäärin vasteeseen. Tutkimusten perusteella aurinkotuulen rakenteet, joilla on suuren geoefektiivi-
sen sähkökentän lisäksi korkea paine ja suuri nopeus, ajavat kaikkein tehokkaimmin suuria geomag-
neettisia häiriöitä verrattuna rakenteisiin, joilla on suuri sähkökenttä ja voimakas magneettikenttä.
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This thesis includes an introductory part to solar wind - magnetosphere coupling and
four research articles referred to as Publication 1 to 4. The introduction contains a
background information for the research, data sources used in the publications and
the scientific context of the results. The research articles are listed below with short
summary of the author’s contribution:
Publication I
Myllys, M., Partamies, N., and Juusola, L. (2015), Latitude dependence of long-term
geomagnetic activity and its solar wind drivers, Annales Geophysicae, 33, 5, 573–581,
doi:10.5194/angeo-33-573-2015
Summary: A latitude dependence of geomagnetic variations in Fennoscandia and
Svalbard has been examined from years 1994 to 2010. Daily standard deviation
values of the horizontal magnetic field have been used as a measure of the ground
magnetic disturbance level. The focus of the study was to compare the strength
of the geomagnetic variations and the timing of the geomagnetic minimum and
maximum within a certain latitude band. The geomagnetic activity variations were
compared with the occurrence of different large-scale solar wind drivers to show
that the relative importance of different solar wind drivers differs inside the auroral
(i.e., high-latitude) region.
The author’s contribution: Executed the data analysis, interpreted the results,
produced the figures and wrote the manuscript with the help of the co-authors.
Publication II
Myllys, M., Kilpua, E., and Pulkkinen, T. (2015), Solar-wind control of plasma sheet
dynamics, Annales Geophysicae, 33, 7, 845–855, doi:10.5194/angeo-33-845-2015
Summary: The paper studies how the varying solar wind conditions affect the en-
ergy and plasma transport in the geomagnetic tail and its large-scale configuration.
The study combines solar wind measurements from the upstream of the bow shock
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with the satellite data in the Earth’s magnetotail. The data set consists of the years
from 2008 to 2011, covering the extended low solar activity period and the rising
phase of Solar Cycle 24. This allowed us to study the magnetospheric processes
during relatively quiet state of the magnetosphere. Statistical maps of the sun- and
tailward flows together with the occurrence of high-speed bursts during different
upstream solar wind conditions are shown.
The author’s contribution: Wrote the code needed to divide the data based on
the solar wind values, performed the data analysis with the help of the co-authors,
presented the results in international conference, produced the figures and wrote
the manuscript with the help of the co-authors.
Publication III
Myllys, M., Kilpua, E. K. J., Lavraud, B., and Pulkkinen, T. I. (2016), Solar wind
- Magnetosphere coupling efficiency during ejecta and sheath driven geomagnetic
storms, Journal of Geophysical Research: Space Physics, 121(5), 4378–4396,
doi:10.1002/2016JA022407
Summary: The effect of key solar wind driving parameters on solar wind-
magnetosphere coupling efficiency has been investigated.The data set consists of
measurements during 80 sheath and magnetic cloud driven storms. The energy
input into the magnetosphere was estimated using the interplanetary electric field
dawn-dusk component and two coupling functions. The energy consumption inside
the magnetosphere was estimated using three different geomagnetic indices. The
results highlight the differences of the coupling efficiency between different input
and output parameters and discuss the possible reasons leading to the differences.
The paper also studies saturation of the cross polar cap potential and how the
potential is dependent on Alfvén Mach number. We found that during ICME events
the saturation occurs both during low and high Alfvén Mach number conditions.
The paper also introduces a method to define the time delay between the upstream
solar wind measurements and the ground-based geomagnetic indices.
The author’s contribution: Developed the method for the time delay analysis.
Performed the data analysis. The analysis were partly executed under supervising of
Dr. Benoit Lavraud during research visits to The Research Institute in Astrophysics
and Planetology in Toulouse. Presented the results in international conferences,
produced the figures and wrote the manuscript with the help of the co-authors.
Publication IV
Myllys, M., E. K. J. Kilpua, and B. Lavraud (2017), Interplay of solar wind
parameters and physical mechanisms producing the saturation of the cross polar cap
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potential, Geophysical Research Letters, 44, 3019–3027, doi:10.1002/2017GL072676
Summary: A statistical study of the coupling efficiency between the solar wind
and the Northern Polar Cap index (PCN) has been performed. PCN is used as a
proxy for the cross polar cap potential in ionosphere. The paper studies the effect
of solar wind ram pressure, bulk velocity and number density to PCN index during
different driving electric field and upstream Alfvén Mach number conditions. PCN
is shown to be dependent on the dynamic pressure only during high solar wind
driving. The paper discusses the existing saturation models and previous studies
in the context of the shown results. The study highlights that it is not possible to
explain all observed features of the cross-polar cap potential (CPCP) saturation
with the currently existing models.
The author’s contribution: Created the research plan and defined the research
questions, executed the data analysis, interpreted the results and compared the
results with existing models with co-authors, presented the results in international




IMF Interplanetary magnetic field
ICME Interplanetary coronal mass ejection
GSM Geocentric solar magnetic coordinate systems
CIR Interplanetary co-rotating interaction region
HSS High-speed stream
PSBL Plasma sheet boundary layer
AE Auroral electrojet index
MHD Magnetohydrodynamics
CPCP Cross-polar cap potential
THEMIS Time History of Events and Macroscale Interactions during Substorms
KH Kelvin-Helmholtz
BBF Bursty bulk flow
DF Dipolarization front
PCN Northern Polar Cap index
DMSP Defense Meteorological Satellite Program
CF Chapman-Ferraro
IMAGE International Monitor for Auroral Geomagnetic Effects
STD Daily standard deviation
NASA National Aeronautics and Space Administration
ACE Advanced Composition Explorer
MMS Magnetospheric Multiscale mission
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Introduction
Understanding and predicting space weather is becoming more and more important
for the modern society. We are increasingly dependent on the satellite data and
the technological infrastructures both in space and on ground that solar generated
disturbances have potential to damage. The space weather in the near-Earth envi-
ronment is controlled by the highly variable solar wind plasma that propagates from
the solar corona into the interplanetary space. The coupling and energy transfer be-
tween the solar wind and the magnetosphere is defined by the plasma and magnetic
field properties of the solar wind and the properties of the planetary magnetic field.
The details of the solar wind-magnetosphere coupling are still not fully under-
stood. One of the open questions is how different large-scale solar wind drivers and
solar wind conditions affect different magnetospheric regions. An important well-
known phenomenon, which decreases the coupling efficiency between the solar wind
and magnetosphere, is called the saturation of the cross polar cap potential in the
ionosphere. However, the reasons leading to this saturation have, so far, remained
unclear.
The motivation for this thesis stems from the urgent need to improve our un-
derstanding on the solar wind-magnetosphere coupling, and thus, ultimately space
weather forecasting ability. The main scientific objective of this thesis is to study
the following question: How variable solar wind drives geomagnetic storms?
This top-level research question was then divided to sub-questions that have been
systematically addressed in this thesis:
1) How solar wind-magnetosphere coupling efficiency, energy and plasma trans-
port are dependent on solar wind parameters? (Publications II and III)
2) What processes and parameters control the saturation of the polar cap poten-
tial (Publications III and IV).
3) How does large-scale solar wind driving affect the coupling efficiency and ge-
omagnetic activity (Publications I, III and IV))
This thesis is organized as follows: Chapter 1 is a brief introduction to the solar
wind and the magnetosphere. Chapter 2 describes the most common energy trans-
5
fer mechanisms, reconnection and viscous interactions, from the solar wind to the
magnetosphere. Chapter 3 discusses the effect of the key solar wind parameters to
the solar wind - magnetosphere coupling. In Chapter 4, the phenomenon ’polar cap
potential saturation’ is introduced and the most relevant saturation models are ex-
plained. Chapter 5 reviews the geomagnetic response of the large-scale solar wind
drivers and the final chapter includes the conclusions and future prospects.
6
1 Background
The Earth is surrounded by several different plasma environments. This Chapter
introduces the basic concepts needed to understand the physical phenomena at the
near-Earth space. The time varying solar wind, introduced in Sections 1 and 2, is
the ultimate reason for the space weather effects observed in space and on ground.
The interaction between the solar wind and the magnetosphere causes variations to
the geomagnetic field. The frequency as well as the amplitude of the disturbances of
the geomagnetic field are dependent on the solar wind conditions and the occurrence
of its large-scale structures. Section 3 defines the term ’geomagnetic storm’ as well
as summaries the basic structure of the magnetosphere.
1 Solar wind
The solar wind is a plasma flow that continuously emanates from the solar corona to
the interplanetary space. It consists mainly of electrons, protons and small amounts
of some heavier ions. The existence of the solar wind was discovered by Biermann
(1957) when he analysed comet tails. Later, Parker (1958) theoretically predicted
the continuous solar wind by showing that the solar corona cannot be in a hydro-
static equilibrium. A few years later, direct spacecraft measurements confirmed the
existence of the solar wind (American Association for the Advancement of Science,
1962). Since the beginning of space era, various spacecraft have monitored the solar
wind, and its observational properties are now well understood.
The solar wind flows radially to all directions and it is both supersonic and
superalfvénic near the orbit of the Earth, i.e., at the distance of one astronomical
unit (AU, 149 597 871 km) from the Sun. The typical velocity of the solar wind is
around 350 km/s at 1 AU (e.g., Dimmock et al., 2015) and it takes approximately
four days for the solar wind to reach from the Sun to the Earth.
Since the solar wind is a plasma and a conductive medium, it carries the solar
magnetic flux with it. The magnetic field in the solar wind is called the interplanetary
magnetic field (IMF). Because the conductivity in the solar wind is nearly infinite,
7
Table 1: The properties of the fast and slow solar wind (Koskinen, 2011)
solar wind parameter Slow wind Fast wind
Velocity (km/s) 350 750
Electron number density (m−3) 1× 107 3× 106
Electron temperature (K) 1.3× 103 1× 105
Proton temperature (K) 3× 104 2× 105
Magnetic field (nT) 3 6
Alfvén speed (km/s) 20 70
the magnetic field is tied to the motion of the solar wind plasma, in other words, it
is often said that the magnetic field is ’frozen-in’ to the plasma (e.g., Alfvén, 1942).
Since the footpoints of the IMF are connected to the surface of the rotating Sun
and the field lines follow the plasma movement, the IMF forms of a spiral structure.
The amplitude of the IMF is, on average, few nanoteslas at the Earth orbit (e.g.,
Koskinen, 2011).
Spacecraft measurements have revealed that the solar wind is not a homogeneous
flow but it is constantly varying. The solar wind can be roughly divided into two
different categories: the fast and slow solar wind (e.g., Koskinen, 2011). The average
plasma properties of these two categories are described in Table 1. The differences
between the fast and slow solar wind are due to different origin of the flows. The
fast solar wind originates from the so-called coronal holes (Bame et al., 1993; Phillips
et al., 1994). They are regions with an open magnetic field configuration, i.e., the
magnetic field lines extend far to the outer heliosphere where they are closed. During
solar minimum, when the magnetic complexity of the Sun is decreased, the high-speed
wind mainly comes from two large coronal holes near the polar regions. When the
solar activity (i.e., the complexity of the magnetic field) increases smaller coronal
holes appear nearer to the equatorial regions and the fast solar wind flows may
originate also from the lower latitudes as happend during solar cycle 23 (Abramenko
et al., 2010). The coronal holes are typically long-lasting structures that can last
several solar rotations (e.g., Phillips et al., 1994), thus the high-speed streams have
27-days periodicity in their occurrence.
The origin of the slow solar wind is more varying and currently not well un-
derstood. During solar minimum, it mainly originates near the equator from the
streamer belts
8
Figure 1: The structure of Interplanetary Coronal Mass Ejection (left) and spacecraft
data during an ICME event (right)
2 Large-scale solar wind structures
2.1 Coronal mass ejections and their sheath regions
The strongest geomagnetic storms at the Earth are caused by the interplanetary
coronal mass ejections (ICME). Coronal mass ejections are violent solar eruptions
that release huge amounts of plasma and magnetic field into interplanetary space.
Because ICMEs often travel faster than the surrounding solar wind, a shock wave
forms ahead of the ICME. Thus, at the Earth orbit, the ICMEs can be divided into
two sub-structures with distinct solar wind properties (Guo et al., 2011; Kilpua et
al., 2013): 1) an ejecta, which is the actual erupted magnetic structure, and 2) a
turbulent sheath region between the shock and the leading edge of the ejecta (See
Figure 1).
ICME ejectas can be classified based on their inner magnetic structure. The
ejecta, which consists of magnetic flux rope is called a magnetic cloud (Burlaga,
1988). The magnetic clouds are identified by an enhanced magnetic field that slowly
rotates through a large angle (> 30 degrees), low proton temperatures and a low
plasma beta (the ratio between the plasma pressure and magnetic pressure). The
density inside the magnetic cloud is often also decreased compared to the typical
solar wind conditions.
The magnetic clouds have smoother plasma parameters than the sheath regions.
For example the geoeffective IMF Z-component (Geocentric solar magnetic coordi-
nate system, GSM) may change its sign several times in a sheath region. Although,
the sheath regions are shorter in durations than the magnetic clouds (Publication
9
III), they are also large-scale structures.
Figure 1 shows an example of an ICME event that consists of the sheath region
and magnetic cloud. The example event occurred on 13th of November 2012 and it
clearly shows the turbulent nature of the sheath compared to the ejecta part. As the
sheath region consists of compressed and heated plasma it has much higher pressure,
temperature and density than the magnetic cloud.
Figure 2 shows distributions of different solar wind parameters during 80 ICME
events which were studied in Publication III. The dashed lines in the panels show
the median. The distributions show that, like in the case of the example event, also
statistically the sheath regions have higher density, pressure, temperature and Alfvén
Mach number compared to magnetic clouds. The velocity distributions, however, are
quite similar in both regions. The above-described differences in the plasma and field
properties in the sheath regions and magnetic clouds affect significantly their solar
wind – magnetosphere coupling efficiency and geomagnetic response. We will discuss
this in Chapter 5.
2.2 High-speed streams
As discussed above, the fast solar wind (≈ 500− 800 km/s at 1 AU) originates pri-
marily from the coronal holes. The slow solar wind, on the other hand, propagates
more equatorial with the velocities between 300 to 400 km/s at the Earth orbit. Be-
cause the solar wind velocity differs depending on which region it originates from, the
faster solar wind flow can overtake the slower wind ahead of it forming a compres-
sion region. Such large scale-structures are rotating with the Sun and thus, called
a Co-rotating Interaction Regions (CIR). Because the IMF is frozen-in to the solar
wind plasma, the magnetic fields of the slow solar wind are more curved compared
to the fast solar wind. The high-speed streams (HSS) and CIRs have typically a
27-day periodicity in their occurrence because the coronal holes can last for several
solar rotations.
The CIR regions are identified from the spacecraft measurements using the fol-
lowing features: 1) solar wind flow changes from low to high, 2) proton density rises
to high values near the leading edge of the stream, 3) The IMF magnitude is propor-
tional to bulk speed with constant polarity throughout the high-speed stream part
and 4) the proton temperature varies similarly to the flow speed (Mavromichalaki
and Vassilaki , 1998).
However, there are several definitions used to recognize only the HSS events.
For example the HSS has been defined to be an increase of greater than 150 km/s
in the solar wind speed within a five-day interval (Bame et al., 1976) or a period
10
Figure 2: Distributions of 80 ICME events. The data points that are measured in the
sheath regions and magnetic clouds are separated. Figure adapted from Publication
III
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Figure 3: Formation of co-rotating interaction region and high-speed stream.
when 1-day average solar wind speed exceeds 500 km/s (Broussard et al., 1978).
More definitions can be found from the introduction by Xystouris et al. (2014).
Publication I estimated the monthly occurrence of the HSS by counting the ratio
between the times when the solar wind speed exceeded 600 km/s and the total
duration of the measurements during the month.
3 Magnetosphere
The Earth has a magnetic field, which is generated by electrically conductive fluid
motion in the inner part of the planet. The magnetosphere protects the Earth
from the ionized particles coming from the outer space and those accelerated by
the eruptions from the Sun. The region around the Earth that is dominated by its
magnetic field is called the magnetosphere. Despite its name, it is not a sphere.
Due to constant interaction with the solar wind, the magnetosphere is compressed
on the dayside and stretches at the night to a long tail. Only the inner part of the
magnetosphere (i.e., the magnetic field lines nearest to the Earth) resembles a dipole
field. The structure of the magnetosphere is presented in Figure 4.
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Figure 4: The structure of the magnetosphere. Courtesy: NASA
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3.1 Dayside: bow shock, magnetosheath and magnetopause
The Earth’s magnetic field is constantly compressed by the solar wind. In ideal case
the solar wind and magnetospheric plasma do not mix and the solar wind is flowing
around the magnetospheric boundary called magnetopause. In this scenario, the
boundary where the solar wind ram pressure and the magnetic pressure inside the
magnetosphere are equal is called the magnetopause. The standoff distance of the






where PSW is the combination of the solar wind ram pressure and the magnetic
pressure. BS is the magnetospheric magnetic field and μ0 is vacuum permeability.
From Eq. 1 it can be seen that the location of the magnetopause depends on the
solar wind pressure: higher pressure leads to a more compressed magnetosphere and
the magnetopause is closer to the Earth.
As explained in Section 1 in this Chapter, the solar wind at the Earth orbit
is supersonic and superalfvénic. When it collides with the Earth’s magnetic field,
it forms a shock region in front of the magnetosphere. This shock is called the
bow shock and it defines the outer boundary of the magnetospheric system. The
region between the bow shock and the magnetopause is called the magnetosheath.
The shock compression rate and location are dependent on the upstream solar wind
Mach number. The bow shock is moved further away from the Earth when the Mach
number decreases and the plasma in the magnetosheath becomes less compressed. If
the magnetosonic Mach number becomes less than one, the shock disappears.
In the case of a perpendicular shock, the maximum compression ratio for the







C2 + 4(γ + 1)(2− γ)M−2A
(2)
where C
C = γ − 1 + 2M−2S + γM−2A (3)
MS is the sonic Mach number (i.e., solar wind speed divided by sound speed) and
MA is the Alfvén Mach number (i.e., the ratio between the solar wind speed and
Alfvén speed).
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Thus, when the Mach numbers approach infinity and the adiabatic index (γ)
is 5/3, the maximum theoretical compression ratio is 4. From Eq. 2, it follows
that when the Mach number is small, the dependence between the upstream and
downstream (e.g., magnetosheath) magnetic fields is more non-linear than during
higher Mach number periods. The shape of the magnetopause also depends on the
solar wind Mach number, which affects the magnetosheath force balance as shown by
Lavraud and Borovsky (2008). During low Mach number conditions (< 4) the mag-
netopause is more elangated (i.e., asymmetric) in north-south direction compared to
more nominal Mach number periods.
Hence, the magnetosheath consists of compressed solar wind plasma that has
lower velocity and higher temperature, density and magnetic field than the upstream
solar wind. The magnetosheath conditions are important in terms of solar wind-
magnetosphere coupling and energy transfer because it is the magnetosheath plasma
that ultimately interacts with the magnetospheric magnetic field. However, continu-
ous spacecraft measurements are currently only available in the solar wind upstream
of the bow shock.
3.2 Magnetotail: tail lobes and plasma sheet
Most of the volume of the nightside of the magnetosphere is taken by the two enor-
mous tail lobes (See Fig. 4). The tail lobes consists of magnetically open-field lines
that are connected to the surface of the Earth. The lobes are regions of magnetic
field configuration parallel to the Sun-Earth line. The field lines that are attached
to northern hemisphere are pointing earthward and those connected to the southern
hemisphere are directed away from the Earth. The tail lobes have been measured to
extend beyond 220 RE (Slavin et al., 1983).
Tail lobes are almost empty, which means that the plasma density is very low,
only 0.01cm−3 on average (e.g, Koskinen, 2011). This is because, due to the open-
field line configuration, the plasma is able to escape from the magnetospheric system.
Due to the low density and high magnetic field value (B = 15 nT), the plasma beta
is very small inside the tail lobes.
Between the two oppositely directed tail lobes is a denser plasma region called the
plasma sheet (Fig. 4). The plasma sheet is located in the region of closed field-lines.
The plasma sheet consists of two parts with slightly different plasma properties.
Plasma sheet boundary layer (PSBL) separates the plasma sheet from the tail lobes.
At lower latitudes is the central plasma sheet, which has a slightly higher density
and weaker magnetic field than the PSBL (e.g., Koskinen, 2011). In the middle of
the plasma sheet is a current layer, called cross-tail current. The current flows from
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dawn to dusk.
The plasma sheet properties vary with the solar wind conditions. For example,
periods when the density of the plasma sheet is several times higher than usual have
been observed to be associated with high-density solar wind (e.g., Borovsky et al.,
1997). Also the thickness of the plasma sheet is varying. Under non-storm times
the plasma sheet is relatively thick (≈ 7RE) but it thins during substorm conditions
(e.g., Fairfield et al., 1981).
The plasma sheet has an important role for energy transfer inside the magneto-
sphere and for the auroral region because the magnetic field lines (i.e., the footpoints
of the dipole field) at the nightside auroral oval maps to the plasma sheet.
3.3 Magnetospheric activity
The impact of the large-scale solar wind drivers on the Earth’s magnetosphere can
be measured even on ground. The ground signatures of the solar wind interactions
with the magnetosphere are the variations of the geomagnetic field, which can be
measured using ground-based magnetometers.
Strong perturbations in the Earth’s magnetic field due to the solar wind are
called ’geomagnetic storms’ (Perreault and Akasofu, 1978). The perturbations can be
observed globally but sometimes they are more localized in high-latitudes and called
’substorms’ (Rostoker et al., 1980). The geomagnetic storm and substorm periods can
be defined using the geomagnetic indices that are explained in Section 3 of Chapter
3. Typically, the geomagnetic storms are identified from the Dst index (Sugiura
and Kamei , 1991) data, which is derived using low- and mid-latitude magnetometer
stations, while the substorms can be recognized using the AE index, which is derived
from high-latitude magnetometers (Rostoker , 1972).
The relationship between the storms and substorms is unclear but they can be
considered to be different phenomena based on the different observational features.
The geomagnetic storms are more rare than the substroms. The typical length of
a substorm is about 2 to 3 hours (Tanskanen, 2009) while it may take half a day
for a geomagnetic storm to develop. Substorms may occur during the geomagnetic
storm but there are also so-called isolated substorms that do not occur concurrently
with storms (Baumjohann et al., 1996; Tanskanen et al., 2002, e.g.,). During the
geomagnetic storms more particles are injected into the ring current and the outer
radiation belts (Kamide, 1998) than during the substorm. The geomagnetic storms
and substorms can be both divided into three different phases, growth phase, expan-
sion phase and recovery phase (e.g., Rostoker et al., 1980; Partamies et al., 2013),
based on several phenomenological features.
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Figure 5: Geomagnetic storm caused by an ICME. The upper panel shows the solar
wind BZ component in GSM coordinates at the bow shock nose, the curve in the
middle panel is the Dst index and in the lower panel the AL index.
Fig. 5 illustrates how the geomagnetic storm looks like according to Dst index:
a deep drop of the index during the main phase followed by a longer recovery phase.
The example storm was driven by an ICME that had a long southward BZ period
(upper panel) leading to ideal conditions for reconnection on the dayside magneto-
sphere. The AL index (Rostoker , 1972) that describes the substorm activity at high
latitudes is also enhanced during the storm (bottom panel in Fig. 5).
The geomagnetic storms are often classified based on their strength, which is
commonly measured using the Dst index. Even though there is no real threshold
for storms, their strength is typically estimated using the Dst minimum value. For
example, the storm is often called moderate when the Dst index is between −100 nT
and −50 nT and intense when it goes below −100 nT (e.g., Koskinen, 2011).
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2 Solar wind - magnetosphere coupling
As the solar wind reaches the vicinity of the Earth, it interacts with the Earth’s
magnetosphere and impacts the near-Earth space environment. As emphasized al-
ready in the previous Chapter, it is the magnetosheath plasma that has a direct
impact to the magnetospheric magnetic field. Thus, magnetosheath plasma plays
a key role of the coupling and energy transfer between the solar wind and magne-
tosphere. The direction and magnitude of the IMF plays a significant role when
predicting the timing and amount of energy transport. This Chapter describes the
phenomena and conditions that control the energy transfer between the solar wind
and magnetosphere.
1 Reconnection
In magnetohydrodynamic (MHD) description of plasma, the time evolution of mag-
netic field (B) lines can be described using the resistive induction equation
∂ B
∂t
= ∇× (V × B) + η∇2 B (4)
where V is the flow velocity and η is the magnetic diffusivity, which is inversely
proportional to conductivity (η = 1/(μ0σ)). In collisionless plasma diffusivity is very
small, which means that the diffusivity term can be neglected from the induction
equation. Thus, the magnetic field and plasma flow are frozen-in with each other
and the plasma elements that are magnetically connected remain so as the plasma
evolves in time.
A topological rearrangement of the magnetic field lines is called magnetic recon-
nection. It takes place when the ’frozen-in’ condition does not hold anymore, which
typically happens when some resistivity appears to the system. For example, frozen-
in condition can be broken in a current sheet, which forms between two anti-parallel
magnetic field configurations. The reconnection is one of the most important con-
cepts in plasma physics because it restructures the macroscopic quantities of plasma.
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Figure 6: 2-dimensional structure of Sweet-Parker reconnection X-line. The black
lines are representing the magnetic field configuration and the bolded arrows are
showing the plasma inflow and outflow directions. In the middle of the diffusive
region is the X-line.
Magnetic reconnection also converts magnetic energy into kinetic energy of plasma.
The early model to describe the steady-state reconnection between two oppositely
directed magnetic fields on both sides of a current layer is called the Sweet-Parker
model (Parker , 1957; Sweet , 1958) (See Fig. 6). The model describes the reconnec-
tion only in a qualitative manner and it does not tell anything about what actually
happens in the microscopic scale in the diffusive region. However, it provides some
useful scaling relations. For example, the Sweet-Parker model says that the plasma
inflow speed is directly related to the Alfvén speed. Thus, the local electric field
in the reconnection region is proportional to the Alfvén speed. The strength of the
reconnection electric field is often called the reconnection rate.
There are two regions in the Earth’s magnetosphere where the reconnection is
likely to happen regularly: between the magnetosheath and magnetospheric magnetic
fields on the dayside magnetopause and in the cross tail current sheet between the
oppositely directed fields in the tail lobe. On average, the dayside and magnetotail
reconnection are in equilibrium and the circulation of magnetic flux from the dayside
to nightside and back to the dayside is called the Dungey cycle (Dungey , 1961).
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Figure 7: Dungey cycle and two cell convection pattern in high-latitude ionosphere.
In the Dungey cycle, the dayside reconnection opens the magnetic field lines at
the nose of the magnetopause and the newly opened field lines are swept to the
nigthside of the magnetosphere by the antisunward solar wind flow. Because of the
increased magnetic flux loading the magnetotail becomes stretched and unstable.
Eventually reconnection happens in the central plane of the nightside plasma sheet
and the open flux becomes closed again. The closed flux proceeding to the dayside
closes the Dungey cycle.
The Dungey cycle forms a two-cell convection pattern in the high-latitude iono-
sphere, as shown in Figure 7. At first, the plasma is convected to the nightside
with the open-magnetic flux tubes across the polar cap region and then it flows back
to dayside with the flux tubes that are closed due the magnetotail reconnection.
The maximum potential difference between the convection pattern is the polar cap
potential (CPCP).
There are some differences between the dayside and nightside reconnections. Per-
haps the most notable difference is that the magnetic field strengths on the both
sides of the reconnection region differ significantly from each other on the dayside.
Thus, the reconnection is asymmetric. In turn, in the magnetotail, the reconnected
magnetic field lines in the tail lobes have almost equal magnetic field strengths and
plasma conditions.
The asymmetries in the magnetic field and plasma properties mean that the
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Figure 8: Orientation of the X-line when the antiparallel components of BI and
BO exist (a) and when antiparallel components do not exist (b). The existence of
antiparallel components requieres that cos θ < BO/BI (See Equation 2 in Sonnerup
(1974)). Figure is adopted from Sonnerup (1974)
scaling laws of the Sweet-Parker model need to be reconsidered. This has been done
for example by Cassak and Shay (2007) who derived the reconnection rate (i.e., the
reconnection electric field) in terms of inner and outer magnetic fields and densities.
The other problem, which arises from the asymmetric reconnection, is that the
shear angle (the angle between the magnetosheath magnetic field and the magneto-
spheric magnetic field directions) must be large (i.e., between 90◦ − 180◦) for the
reconnection to take place. This was shown by Sonnerup (1974) who considered
an X-line orientation where both the inner and outer reconnected field lines have
a common component (B‖) along the X-line. Thus, the magnetic field components
perpendicular to the X line (i.e., B⊥,O and B⊥,I) on the two sides of the reconnection
region participate to the reconnection (Fig. 8). As shown by Sonnerup (1974), the
existence of such anti-parallel components depends on the ratio of the magnetic field
strengths (BO/BI). According to Equation 2 in Sonnerup (1974) the reconnection
can only take place when the shear angle is high, if the ratio BO/BI is small, which
is the case on the dayside magnetopause.
The above-described scheme is called the ’component reconnection’ (Sonnerup,
1970, 1974). It assumes that reconnection takes place first at the subsolar mag-
netopause before stretching along the magnetopause and the X-line is tilted with
respect to the equatorial plane. The tilt angle is defined by the shear angle that
roughly equals to the IMF clock angle (the relation between the IMF BY and BZ
components) on the nose of the magnetopause.
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There is also another theory of the location of the reconnection on the dayside
magnetopause. It is called anti-parallel hypothesis, and it states that the recon-
nection only happens in the regions were the magnetic fields inside and outside of
the magnetopause are antiparallel (Luhmann et al., 1984). The both hypotheses,
component reconnection and anti-parallel reconnection, have got support from the
spacecraft measurements and the dominant mechanism seems to depend on the IMF
orientation (Trattner et al., 2007).
The reconnection point in the neart-Earth magnetotail, which is part of the
Dungey cycle, is statistically located around 20 − 30 RE from the Earth (Nagai
et al., 1998). This location was also confirmed by Publication II by studying the
directions and magnitudes of the plasma sheet flows using data from Time History of
Events and Macroscale Interactions during Substorms (THEMIS) mission spacecraft
(Angelopoulus , 2009).
2 Viscous interactions
Before Dungey proposed his model, Axford and Hines (1961) suggested that the
observed plasma convection pattern in the ionosphere is caused by viscous interaction
between the outer boundary of magnetosphere and the solar wind flow when the
magntopause is fully closed. The collisional viscosity at the magnetopause is weak
while the finite gyroradius with the wave-particle interaction causes some level of
anomalous viscosity. Viscous interactions are estimated to provide roughly 10% of
the momentum transfer from the solar wind to the magnetosphere (e.g., Koskinen,
2011).
Most of the energy and mass transport into the magnetosphere occurs during the
southward IMF because of reconnection. However, there are also other mechanisms
than reconnection for the energy and mass inflow, like Kelvin-Helmholtz (KH) waves.
The KH waves belong to the viscous interactions and can lead to a considerable mass
transfer into the magnotail (Nykyri and Otto, 2001). The KH instability is a fluid
phenomenon related to the velocity (V ) shear between two fluid surfaces, for example
the solar wind flow along the Earth’s magnetopause may give rise to KH vortices.
In the ideal MHD description, the onset condition for the KH instability is (e.g.,
Foullon et al., 2008)
[k · ( V1 − V2)]2 > n1 + n2
μ0mpn1n2
[(k · B1)2 + (k · B2)2] (5)
where 1 and 2 refer to fluids on the opposite sides of the boundary (for example in
the magnetosheath and in the magnetospheric plasmas), n is the number density and
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mp is the proton mass. V1 and V2 are velocities tangential to the layer. The equation
above tells immediately that the instability is caused by the velocity shear, | V1− V2|.
The instability condition is most likely to be fulfilled when the wave propagation
is parallel to the high flow shear and when B1 and B2 are nearly parallel or anti-
parallel. Such conditions are typically met along the magnetospheric flanks. The
KH unstable region is depended on the IMF clock angle (Foullon et al., 2008).
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3 Solar wind control of the coupling effi-
ciency, energy and plasma transport
The coupling and energy transfer between solar wind and magnetosphere are not
constant but vary in time due to varying solar wind conditions. As discussed earlier
the transition of the solar wind plasma and magnetic field through the bow shock
into the magnetosheath is an important factor when determining the solar wind -
magnetosphere coupling efficiency and the plasma and energy transport.
In this Chapter the solar wind control of the energy and plasma transfer in the
plasma sheet is discussed. The Chapter also gives a brief introduction how the
times of energy inlow into magnetosphere as well as the magnetospheric response are
estimated using measurements.
1 Energy and plasma transfer in the plasma sheet
The ideal MHD description of large-scale plasma convection from the dayside across
the polar cap to the nightside and then back to the dayside (i.e. the Dungey cycle)
gives an impression of smooth plasma flow in the nightside plasma sheet. Most of the
time the plasma sheet convection is indeed dominated by slow speed (< 100 km/s)
flows that circulate the plasma around the Earth towards the dayside (Juusola et al.,
2011). The slow flow pattern is not significantly depended on the IMF orientation
(Wang et al., 2006). However, the greatest part of the mass and energy is carried
during short duration bursty bulk flow (BBF) events (Angelopoulus et al., 1992,
1994).
High speed flows occur in bursts which can last less than 10 seconds (Baumjo-
hann et al., 1990). The BBFs are defined as intervals of plasma flow speed > 100
km/s in the plasma sheet when the flow exceeds 400 km/s for at least 5-sec interval
(Angelopoulus et al., 1992, 1993). The BBFs are typically part of flow enhancement
intervals that last of the order of 10 minutes. Fast flow in the plasma sheet is thought
to indicate the near-Earth reconnection. Juusola et al. (2011) showed that statisti-
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cally IMF clock angle controls the high-speed flows while the solar wind electric field
plays only a minor role.
The high-speed bursts typically occur near the midnight meridian (Baumjohann
et al., 1990) and the flows with speed > 500 km/s are almost always directed strictly
towards the Earth (Juusola et al., 2011). BBFs are often accompanied by dipolar-
ization fronts (DFs) (Nakamura et al., 2002) that are common features of substorm
dynamics. DFs are defined to be sharp increase of BZ (the north-south magnetic
field component) which is preceded by a transient decrease in BZ . The DFs are
considered to be a signature of an abrupt change from a stretched to a more dipo-
larized magnetotail configuration. DFs are also described to be Earthward moving
flux tubes with lower entropy compared to the ambient plasma sheet (Pontius and
Wolf , 1990). Fu et al. (2012) observed that the maximum occurrence rate of DFs
and substorms are comparable, which indicates relationship between the two.
Figure 9 is adapted from the Publication II and it shows THEMIS (An-
gelopoulus , 2009) observations of the occurrence of the fast speed flows in the magne-
totail plasma sheet during years 2008-2011. The color panel shows the percentage of
observations during which 1-min averaged flow speed exceeds 50 km/s (upper pan-
els) or 100 km/s (lower panels). The data set is divided into two groups based on
the sign of the VX component (GSM) to show the sunward and tailward flows sepa-
rately. Figure 9 demonstrates that the flows exceeding 100 km/s are relatively rare
and predominantly pointing to sunward direction. The flows also brake significantly
when the radial distance from the Earth decreases. The high-speed flows have been
suggested to slow down when they reach from the tail-like field to more dipolar field
plasma sheet (Shiokawa et al., 1997).
The other large-scale magnetic field configurations frequently observed in
the magnetotail are flux ropes. The flux ropes consist of helical magnetic field
configuration. They can be identified from the bipolar BZ signature and a peak in
the BY component, which represents the core field of the rope. Like DFs, flux ropes
have also been observed embedded within Earthward or tailward high-speed flows
(Slavin et al., 2003). Flux ropes are signs of multiple reconnection X-lines and they
are observed frequently in the tail between −15 to −30 RE (Slavin et al., 2003).
In Publication II it was found that the occurrence of the fast tailward flows
(|Vtail| > 100 km/s) does not significantly vary with the solar wind conditions like
the sunward fast flows do. The IMF BZ had the most significant impact to the
plasma sheet flows, which is understandable in terms of the Dungey cycle. It was
also observed that, surprisingly, the fast flow bursts were more common during the
slow solar wind (< 400 km/s) than fast solar wind. The reason for this is unclear
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Figure 9: THEMIS observations of the magnetotail plasma sheet flows during years
2008-2011. Percetage of observations during which 1-min averaged flow speed exceeds
50 km/s (100 km/s) are shown in the upper (lower) panels. The studied region in
the upper and lower panels are partly overlapping. The data set is divided into two
groups based on the sign of the VX component. Figure adapted from Publication
II
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and it should be examined more in detail in the future.
2 Coupling parameters and functions
The solar wind-magnetosphere coupling can be studied using both observations and
simulations. The simulations provide better tools to study the coupling on large-
scales while the point measurements are important in space weather predicting point-
of-view and to verify the simulation results. The problem that arises when using
the point measurements is that it is impossible to get a global view of the system.
This means that, the amount of energy transferred from the solar wind into the
magnetosphere cannot be directly measured and proxies are needed to estimate the
level of coupling and the times of the energy inflow.
During the last two decades the spacecraft have offered continuous measurements
of the solar wind. Several coupling functions have been developed to describe the
geoefficiency of the solar wind. A comprehensive list of different coupling functions
and parameters suggested in the literature can be found from Table 1 by Newell et
al. (2007). The coupling functions use the upstream solar wind parameters and most
of them aim at describing the electric field value that impinges to the magnetopause
(Kan and Lee, 1979; Akasofu, 1981). They are combinations of the solar wind velocity
and magnetic field.
The Kan and Lee (1979) function is an estimate for the reconnection electric field
on the dayside magnetopause nose. It is derived using the component hypothesis of
the reconnection (Sonnerup, 1974) (see Chapter 2 Section 1) and purely geometrical
approach. The function is ER = V BT sin2(θ/2), where V is the solar wind velocity,
BT is tangential interplanetary magnetic field and θ is the shear angle that is typically
estimated using the IMF clock angle. The function has been used in Publication
IV to estimate the reconnection electric field.
One of the best coupling functions in the literature, when measured by the corre-
lation with several geomagnetic indices, has been developed by Newell et al. (2007).










where ΦMP is the magnetic flux on the dayside magnetopause, V and BT are the
same as in the case of reconnection electric field (ER) and θ is the IMF clock angle.
The function represents the rate of magnetic flux, which is open at the magnetopause.
The derivation of the Newell function is based on the previous coupling functions
in the literature. The exponents of the solar wind parameters have been extracted
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by a correlation study with 10 different geomagnetic indices characterizing magneto-
spheric activity. The study was made using a large data set covering measurements
over two solar cycles. The Newell function, like the most coupling function in the
literature, ignore the role of the magnetosheath in the coupling process.
Borovsky (2008) used a completely different approach while deriving his coupling
function. He started from the assumption that reconnection is a local process and is
determined by the local plasma parameters. He used a formula, derived by Cassak
and Shay (2007), as a basis for the function. The Cassak-Shay formula defines the
local reconnection rate using four free parameters that are the magnetospheric and
magnetosheath magnetic fields and number densities. Borovsky (2008) presented
all of these parameters, except the magnetospheric number density (ρm), using the
upstream solar wind parameters. He used the shock jump conditions and MHD
simulations for the parameterization. Borovsky (2008) also included one extra free
parameter, the IMF clock angle (θ), to his function. As a result, the coupling function
is derived completely independently from the magnetospheric measurements and it
takes into account the magnetosheath dynamics. The Borovsky function is
R = 0.4μ1/20 sin(
θ
2
)ρV 2(1 + 0.5M−2MS)(1 + βS)
−1/2
· [Cρ+ (1 + βS)−1/2ρm]−1/2[(1 + βS)1/2 + 1]−1/2 (7)
where ρ is the solar wind number density, MMS and MA are the magnetosonic
and Alfvén Mach numbers, V is velocity, βS is the magnetosheath plasma beta
(βS = 3.2 ·10−2M1.92A ) and C is the compression ratio of the bow shock C = [[1/4]6+
[1/(1 + 1.38loge(MA))]
6]−1/6.
The functional form of the Borovsky function differs significantly from the other
coupling functions (see Table 1 by Newell et al. (2007) for comparison). The Borovsky
function also depends on the upstream Mach numbers, which makes it unique.
Borovsky (2008) presented a correlation study between his new coupling function
and commonly used geomagnetic indices. The correlation study was also done us-
ing the other coupling functions, like the Newell function, to demonstrate that the
Borovsky function shows nearly as good results as the Newell function despite the
different derivation approach.
Guo et al. (2011) executed a statically study of the geomagnetic storms caused by
the ICMEs and their sheath regions and showed using superposed epoch analysis that
Borovsky and Newell functions give similar profiles for the energy input estimates
but their results significantly differ at times when dynamic pressure is high or Alfvén
Mach number is low. Because the ICME ejecta typically has a very low Alfvén Mach
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Figure 10: The geomagnetic PCN index as a function of Newell and Borovsky func-
tion during four different Aflvén Mach number levels. The data points cover 80
ICME events. See the details of the Figure from Publication III
number, the coupling function to describe the geoefficiency of the ejecta should be
selected with a caution.
The Publication III studies the solar wind-magnetosphere coupling efficiency
during the 80 ICME driven geomagnetic storms. The effect of the different solar wind
driving parameters was examined separately. The energy input rate was estimated
using the Newell and Borovsky functions. According to the results, the Borovsky
function gives more linear energy estimate into the magnetosphere for all solar wind
conditions compared to the Newell function. Consistently with the results by Guo
et al. (2011), the Newell and Borovsky function differed the most during low Alfvén
Mach number solar wind. Figure 10 is adopted from Publication III and it shows
the PCN index (See next Section) as a function of Newell and Borovsky functions
during four different Aflvén Mach number levels. When the Newell function experi-
ences clear saturation during the lowest Aflvén Mach number intervals, the Borovsky
function shows less non-linearity.
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3 Geomagnetic indices
3.1 High-latitude indices: AE and PCN
Northern Polar Cap index (PCN) is measuring the perturbation of the horizontal
magnetic field in the polar cap region in the northern hemisphere. The index is
derived from a single ground-based magnetometer station located in Thule in Green-
land. The index is based on the papers by Troshichev (Troshichev et al., 1979, 1988).
Troshichev et al. (1996) showed that the PCN index correlates well with the
CPCP measured by the Defense Meteorological Satellite Program (DMSP) satellites.
Thus, the PCN has been used as a proxy for the CPCP in the Publication III and
IV. The index is available over several solar cycles with a 1-minute time resolution,
which makes it ideal for statistical studies. There are also empirical formulas that
are showing the relationship between the CPCP in kV and PCN (Ridley et al., 2004).
However, it should be noted that the correlation studies between the CPCP and PCN
have been done during relatively low solar wind electric field conditions and thus,
new studies are needed to ensure the correlation also during high solar wind electric
field driving.
The PCN index saturates when the solar wind driving is strong enough
(Publications III and IV), and the reason for the saturation is most likely re-
lated to the CPCP saturation explained in Chapter 4.
Another index describing the geomagnetic field perturbations in the high-
latitudes is called the auroral electrojet (AE) index. It was originally derived by
Davis and Sugiura (1966) and it is designed to be a measure for the electrojet ac-
tivity at the auroral ionosphere (See Fig. 11). AE is widely used index to describe
the evolution of geomagnetic substorms and to measure the general level of magnetic
variations at high latitudes. It is derived using the horizontal perturbations of ge-
omagnetic field from 12 magnetometer stations (Rostoker , 1972). The AE index is
defined as AE = AU-AL, where AL represents the maximum magnetic perturbation
generated by the westward electrojet and AU is the maximum perturbation caused
by the eastward electrojet. These indices, AL and AU, can also be used separately
since they may vary independently from one another (Rostoker , 1972).
The AE index can be considered to have a two-component structure. The first
component is related to perturbations in the directly driven two-cell convection pat-
tern in ionosphere, like PCN, and the other component is related to the formation of
substrom current-wedge (Kamide and Kokubun, 1996). This means that the index
starts to increase relatively quickly after solar wind conditions change favorable to
dayside reconnection. The other intensification of the index happens when the tail-
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Figure 11: Illustration of location of the auroral electojets flowing from noon to
midnigth at the auroral ionosphere (A) and the ring current (B) that lies in the
equatorial plane and circulates clockwise.
side reconnection begins. This behavior is clearly present in the time delay analysis,
which was done in Publication III.
The problem related to the AE index is that it saturates during high solar wind
driving (showed in Publication III). The reason for saturation can be related to
the saturation of the auroral electrojets due to the CPCP saturation (Weimer et al.,
1990), but it is also affected by the expanding auroral oval. In Publication III, it
was found that the AE index starts to show non-linearity around the same EY values
as PCN. This suggests that during the moderate electric field driving, the saturation
of the AE index is related to the CPCP saturation.
3.2 Ring current indices: Dst and SYM-H
Geomagnetic storms are often defined using a geomagnetic index, called Dst (Sugiura
and Kamei , 1991), which describes the perturbation in the horizontal geomagnetic
field components. The Dst index is derived from the ground-based magnetic field
measurements observed at low latitudes. It is based on the measurements from four
different magnetometer stations called Hermanus (33.3◦ south, 80.3◦ in magnetic
dipole latitude and longitude), Kakioka (26.0◦ north, 206.0◦), Honolulu (21.0◦ north,
266.4◦), and San Juan (29.9◦ north, 3.2◦). The Dst index is considered to react to
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the ring current activity (Fig. 11), and especially to reflect the symmetric part of
the current.
The Dst index is computed at 1-hour intervals, which limits its usefulness in stud-
ies that require higher time resolution. Thus another index, like SYM-H (Iyemori ,
1990), is needed to resolve higher-frequency variations. The SYM-H has 1-minute
time resolution and can be used as a high-resolution Dst index (Wanliss and Showal-
ter , 2006). SYM-H is derived using six magnetometer stations (See the list in Table
1 by Wanliss and Showalter (2006)). Like Dst, SYM-H also reacts to the symmetric
part of the ring current.
Publication III uses the SYM-H index to describe the ring current evolution
during ICME driven storms. The ring current has a long memory and it builds
up slowly after strong solar wind interaction. Thus, the SYM-H has a long time
delay before it responses to the changes in driving solar wind conditions as shown
in Publication III. The SYM-H does not saturate when the solar wind driving
increases (Publication III), which may be a sign that ring current does not saturate
either (see also discussion in Lopez et al., 2009).
4 Solar wind - magnetosphere coupling efficiency
The energy transfer between the solar wind and the magnetosphere leads to intensi-
fication of magnetospheric and ionospheric current systems, which can be observed
by variations in the geomagnetic field data. Certain solar wind parameters correlate
well with the geomagnetic disturbances, like BZ and EY . The role of these param-
eters to the geomagnetic activity is relatively easy to understand, because both of
them have a role in the magnetic reconnection at the magnetopause nose. Like ex-
plained in Chapter 2 reconnection at the dayside magnetopause typically occur when
the magnetic fields are nearly anti-parallel, which is the case when the IMF points
southward. The EY , on the other hand, is a proxy for the reconnection electric field.
Thus, the amount of energy available (i.e., the energy input) and times when the
energy is transferred from the solar wind into the magnetosphere are often estimated
using EY , BZ or coupling functions (e.g., Turner et al., 2009; Guo et al., 2011).
The magnetospheric response (i.e., the energy output) is typically estimated us-
ing the geomagnetic indices as discussed in the previous Section. The geomagnetic
indices can be used to estimate the energy dissipation via ring current, auroral pre-
cipitation and Joule heating using empirical relationships (See e.g., Turner et al.
(2009)) or just to estimate geomagnetic variations in some certain latitude band







The coupling efficiency for the same driver and similar solar wind conditions
may differ when different definition is used (Publication III). As demonstrated in
previous studies, some solar wind structures are more geoeffective at high latitudes
while others have higher impact to the global disturbance level and to lower latitudes
(Huttunen et al., 2004, 2006).
In Publication III the coupling efficiency was defined using three different prox-
ies for the energy input (EY , Newell and Borovsky functions) and three different ge-
omagnetic indices for the energy output (PCN, AE and SYM-H). The results showed
that the Borovsky function gives the best estimates for the energy input when the
above-mentioned indices were used, which is most probably related to the fact that
the function includes the Mach number. The results also highlighted the difference
of geomagnetic variations in the polar region (PCN) and lower latitudes (SYM-H)
by showing that the PCN saturates in certain solar wind conditions while SYM-H
does not.
5 The magnetospheric response time
One thing that one needs to consider when studying the coupling between the solar
wind and magnetosphere is the time delay between the solar wind observations and
the geomagnetic response. This must be taken into account when selecting the most
suitable definition for the coupling efficiency. The magnetosphere has also been
noted to act like a low-pass filter, (Clauer et al., 1981; Takalo et al., 2000; Ilie et al.,
2010) which means that it does not react to all small-scale solar wind fluctuations.
Thus, solar wind parameters can be either averaged (Publication III and IV) or
integrated (Turner et al., 2009; Yermolaev et al., 2012) in time.
Publication III focused on this time delay issue. A new method to solve the
time delay and the averaging window length was developed. The method tries to
maximize the correlation between solar wind measurements and geomagnetic indices.
The method defines the time delay to be the time difference between the cause (input)
and response (output). The averaging time window is used to smooth the input data
and it is centered to the time step in question. The method uses the following
procedure to determine the delay and the averaging window length:
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1. The correlation coefficient (r) is calculated between the used input and output
parameters when the time window is kept fixed and the time lag is varied
2. Computed correlation coefficients are stored into matrix elements so that each
column represents different time lag and each row different the time window
value
3. The time window length is changed and the correlation coefficients are com-
puted again by varying the time lag
4. New correlation coefficients are again stored into the matrix
Before starting the procedure, the maximum value for the time delay must be se-
lected. Since the time window is centered to the time step in question, the maximum
possible value for the window length is twice the time delay. The above-mentioned
steps are repeated until the maximum time window length is achieved. The most
optimal time delay and averaging window length are defined to be the coordinates
for the matrix element whose correlation coefficient value is the highest.
There are few things that need to be taken into account when the method is
used. The definition for the correlation coefficient can be selected freely but it is
important to pay attention to the differences between the definitions (Artusi et al.,
2002). In Publication III, the time delay method was executed using Spearman’s
rank correlation coefficient since it is a nonparametric measure and it describes the
monotonic increase between the variables. The other option would be, for example,
Pearson correlation coefficient but since it is a parametric method and assesses the
linear instead of monotonic trend between the variables, it is not as suitable to a
situation where some non-linearity may occur between the variables.
The time intervals, which are used in the time delay analysis, should also be
carefully chosen. The ideal solar wind structures for the method are those that last
more than an hour to get enough data points for the study and that have some
large-scale fluctuations in the input parameters. In Publication III, it was noted
that the magnetic cloud intervals are not suitable for the method. The reason is their
relatively smooth inner structure and thus, the correlation coefficient does not vary
much when the time delay and the window length are varied. The sheath regions,
on the other hand, are ideal for the method.
Figure 12 shows an example of the result of the time delay analyses used in
Publication III. The example analysis was done between the Borovsky coupling
function and the PCN index. The color of each bin shows Spearman’s correlation
coefficient. The horizontal axis is the time lag and the vertical axis is the time
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window length. In the example case, the highest coefficient is achieved when the time
delay is 17 minutes and the window length is 27 minutes. The defined time delay
is compatible with the previous studies in literature that have found, for example,
20 minutes time delay between the reconnection electric field (i.e., Kan-Lee function
(Kan and Lee, 1979)) and the PCN (Stauning and Troshichev , 2008) index and 15
minutes time lag between the CPCP and IMF Z-component (Eriksson et al., 2000).
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Figure 12: Example of the time lag and the averaging time window length determi-
nation. The correlation coefficients between the Borovsky function and PCN index
are computed using measurements in 80 sheath regions. The horizontal axis shows
the used time lag values and the vertical axis the averaging time window lengths.
The time resolution is 1 minute.
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4 Saturation of the polar cap potential
One well-known phenomenon that weakens the coupling between the solar wind and
the magnetosphere is called ’polar cap potential saturation’. This Chapter defines
what is meant by the polar cap potential saturation and it gives a brief summary of
the saturation models suggested in the literature.
1 Polar cap potential saturation
The reconnection potential along the merging line at the dayside magnetopause can
be mapped into the high-latitude ionosphere along the equipotential magnetic field
lines. Thus, in theory, the CPCP should match with the assumed reconnection po-
tential. Typically, it is also assumed that the reconnection electric field could be
estimated using the upstream solar wind parameters, namely the dawn-dusk compo-
nent of the interplanetary electric field (EY ).
If we expect that both of the above-mentioned assumptions are correct, we should
be able to observe a linear dependence between the EY and the CPCP. This means
that the CPCP should always increase with increasing EY . However, this is obviously
not the case. Non-linearity between the CPCP and the EY has been noted in several
studies (Reiff et al., 1981; Reiff and Luhmann, 1986; Weimer et al., 1990; Russell et
al., 2001; Ridley et al., 2005; Shepherd , 2007; Wilder et al., 2011). The non-linear
relationship of the CPCP and the EY is illustrated in Figure 13.
The linear dependence between the EY and the CPCP would mean that the
reconnection electric field at the magnetopause scales as the solar wind upstream
electric field and that the reconnection electric field is fully reflected into the iono-
sphere. Thus, the saturation of the CPCP implies that one or both of the above
assumptions are violated. The reasons why these assumptions do not always hold
can, for example, be related to the magnetosheath properties (Lavraud and Borovsky ,
2008; Lopez et al., 2010; Wilder et al., 2015). The conditions in the magnetosheath
are largely dictated by the solar wind transition past the bow shock, which in turn,



















Figure 13: PCN index, a proxy for the CPCP, as a function of the EY . The blue
dots show 1-min measurements during 80 ICME interactions and the red curve is the
smoothed average of PCN. The black line represents the best-fit line between PCN
and the EY .
shock depends on the Magnetosonic Mach number. The strength of the shock (and
the compression of the magnetosphere) increases with the increasing Mach number.
The change in the plasma and field conditions from the solar wind to the mag-
netosheath are not the only factors violating the linear assumptions. The saturation
can also be related to the changes in the reconnection rate (Hill et al., 1976; Raeder
and Lu, 2005) or some inner magnetospheric mechanisms (Hill et al., 1976; Siscoe
et al., 2002b). The following sections discuss the solar wind parameters, which have
been observed to affect the CPCP value and the possible mechanisms leading to the
saturation.
2 Solar wind parameters affecting the polar cap potential
Saturation is typically defined as a non-linearity between the solar wind EY and the
CPCP because their relationship can be easily understood theoretically. However, as
can be seen from Figure 13 there is a lot of scatter in the data points throughout the
whole EY range. The saturation as well as the high scatter of the data both raise the
question of the role of the other plasma parameters in controlling the CPCP value.
Several studies have noted that the solar wind Alfvén Mach (MA) number seems
to have a significant role in the CPCP saturation and that the saturation occurs
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predominantly during the low (< 4) MA conditions (Ridley et al., 2005; Kivelson
and Ridley , 2008; Lavraud and Borovsky , 2008; Lopez et al., 2010; Wilder et al.,
2011, 2015). Lavraud and Borovsky (2008) studied the magnetosheath during a low
MA solar wind using MHD simulations, and concluded that during those periods
the magnetosheath flows along the flanks of the magnetopause are enhanced. The
increased magnetic forces squeeze the magnetopause on the flanks. Since the size and
shape of the whole magnetosphere and the thickness of the magnetosheath change
as a response to the solar wind MA, it is likely that MA can affect the CPCP as well.
Ridley et al. (2005) pointed out that the bow shock compression ratio is MA
depended, thus it should be taken into account when estimating the CPCP. Both
Lavraud and Borovsky (2008) and Lopez et al. (2010) noted that the magnetosheath
plasma beta and thus, the magnetosheath force balance, are significantly different
during low MA conditions compared to nominal or high MA periods. They both
suggested that the reason for the saturation is in the altered magnetosheath flows
due to low plasma beta (See section 3.2). Another low Alfvén Mach number related
mechanism that could decrease the coupling efficiency between the solar wind and
the magnetosphere is the impedance mismatch of the solar wind across the polar cap
and the ionosphere (Kivelson and Ridley , 2008).
Consistently with the previous studies, it was shown in Publications III and IV
that CPCP saturates during the low MA conditions using the PCN index as a proxy
for the CPCP. Both studies, however, showed evidence that the saturation is not only
related to low MA but the saturation is also visible during higher MA periods. This
introduces an important new question regarding whether the low MA saturation
is only one of the several saturation mechanisms or whether there is a saturation
mechanism, yet not completely understood, that can explain the saturation over a
wider range of MA conditions.
Previous studies in the literature do not have a consensus on the role of the solar
wind dynamic pressure to the CPCP. Dynamic pressure plays a role for example
on determining the reconnection X-line length at the dayside magnetopause since it
controls the compression of the magnetosphere. Because the reconnection potential
at the magnetopause is the electric field integrated along the X-line, the shrinkage
of the X-line length should decrease the potential (Raeder and Lu, 2005). Dynamic
pressure also defines the pressure balance between the solar wind and magnetosphere
and thus, defines the location of the magnetopause standoff distance. The so-called
’Hill-Siscoe’ saturation model, discussed in the next Section, is based on the pressure
balance and the magnetopause currents and it predicts that during high EY condi-
tions, the solar wind dynamic pressure increases the CPCP value that contradicts
the X-line prediction.
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Wilder et al. (2011) showed using a large data set that non-linearity of the CPCP
from the linear fit has statistically significant correlation with the MA but not with
the solar wind dynamic pressure. The study implies that dynamic pressure is hardly
the main reason for the CPCP saturation. However, Publication IV showed that
the dynamic pressure has an increasing effect to PCN during high solar wind electric
field values but no dependence during low and moderate solar wind driving. Thus,
it is likely that the solar wind dynamic pressure is one source of the scatter of the
data points especially in the saturation regime.
The saturation of the CPCP is often considered to be a phenomenon occurring
only during southward IMF periods, since the CPCP is largely caused by the plasma
convection in the high-latitude ionosphere driven by the dayside subsolar reconnec-
tion. However, reconnection also happens during the northward IMF. During the
northward IMF the reconnection occurs at higher latitudes near the cusps (e.g.,
Luhmann et al., 1984). The relative importance of the viscous processes to the en-
ergy transport is also increased during the northward IMF. The changes in the energy
transport during the northward IMF modify the large-scale plasma convection pat-
tern in the ionosphere. Instead of two convection cells, like in the case of southward
IMF, there are four cells (Wilder et al., 2008). Two of the cells are driven by the
viscous interactions and the other two, called reverse convection cells, by the lobe
reconnection (Crooker , 1992). Wilder et al. (2008) showed that the potential across
the reverse convection cells also saturates (i.e., exhibits non-linearity) and later, sev-
eral other studies have reported similar results (Sundberg et al., 2009; Bhattarai et
al., 2012).
3 Polar cap potential saturation models
In the literature several different mechanisms have been suggested to explain the
linear and non-linear behavior of the CPCP during different solar wind driving con-
ditions. However, the cause of the saturation is still unclear and even the details
related to the saturation are under debate. The CPCP saturation has remained a
controversial topic for such a long time because it has turned out to be difficult to
test the different models. These difficulties arise from the limited amount of measure-
ments covering the saturation regime, because the saturation mainly occurs during
high solar wind driving (EY > 3 mV/m). In this Section some of the best known
saturation models are introduced.
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3.1 The Hill-Siscoe formulation
The Hill-Siscoe model is based on three different publications (Hill et al., 1976; Siscoe
et al., 2002a,b). The main idea of the model is that the CPCP saturation is caused by
a so-called feedback mechanism where the increased reconnection rate on the dayside
magnetopause causes changes to the current systems in the inner magnetosphere.
Siscoe et al. (2002a) created a saturation model based on the work done by Hill
et al. (1976). The model states that the CPCP saturates at times when the Region 1
currents are significantly enhanced due to the increased solar wind driving. The main
idea of the model is that during the times when reconnection occurs at the dayside
magnetopause, the Region 1 current system is fed by the MHD generator (Lundin
and Evans, 1985), which transforms kinetic energy to electricity. The resulting strong
Region 1 currents create a magnetic field that opposes the Earth’s dipole field at the
dayside magnetopause. This leads to a weaker magnetospheric magnetic field, and
finally lowers the reconnection rate by limiting the Aflvén speed at the reconnection
site.
The assumption that the dayside magnetic field would be significantly decreased
due to Region 1 currents has been questioned. Lavraud and Borovsky (2008) showed
using global MHD simulations that the enhanced Region 1 currents do not lower
the magnetic field near the reconnection site. The weakening of the dayside magne-
tosphere causes only the magnetopause to move closer to the Earth. To maintain
the pressure balance with the solar wind, the Chapman-Ferraro (CF) currents at the
magnetopause must get stronger and thus, the CF currents increases the magneto-
spheric magnetic field just inside the magnetopause. Thus, the magnetic field at the
magnetopause is set by the pressure balance with the solar wind.
The contradiction between the pressure balance and the first version of the Hill-
Siscoe model was also noted by Siscoe et al. (2002b). Thus, the model was improved
and the authors suggested that the reason for the CPCP saturation lies in the current
limited Region 1 system instead of lowered reconnection rate. This mechanism has
been called as a ’ram pressure model’ in the literature (Borovsky et al., 2009). As
mentioned previously, the dayside MHD generator feeds the Region 1 currents when
the solar wind driving increases. According to the model by Siscoe et al. (2002b), the
current required to provide the J×B -force needed at the magnetopause to sustain the
balance with the solar wind, sets the upper limit for the Region 1 currents. Siscoe et
al. (2002b) noticed that at the saturation limit, the CF currents at the magnetopause
were absent and the Region 1 currents had replaced their role in acting against the
solar wind pressure. Thus, the Region 1 system is not able to close any more current





































































Figure 14: PCN index as a function of dynamic pressure and reconnection electric
field (ER). The curves top of the color map shows the Hill-Siscoe prediction for the
cross-polar cap potential in kV. The Hill-Siscoe prediction is based on the equation
6 in Siscoe et al. (2002b). We have also adopted the values for the coefficient ξ
(3.6) that parametrizes the geometry of current flow lines in the ionosphere and for
the ionospheric conductance (12 Siemens) used in Siscoe et al. (2002b). Figure is
published as Online Supplementary Material with Publication IV
Because the maximum strength of the Region 1 currents depends on the pressure
balance, the saturated CPCP must depend on the solar wind dynamic pressure. The
formula for the CPCP derived by Siscoe et al. (2002b) depends on the pressure (pdyn)
in the following way:
ΦH = 57.6p
1/3
dyn · ER/(p1/2dyn + 0.01ξΣ · ER) (9)
where Σ is the ionospheric conductance, ξ is the parameterizing coefficient and ER
is the reconnection electric field. The functional form of the Hill-Siscoe model was
compared with the observations in Publication IV, where PCN was used as a proxy
for the CPCP. Even though the measured PCN increases with the dynamic pressure
during high solar wind driving, the formula fits poorly to the data when ER and pdyn
are high as can be seen from Figure 14.
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3.2 The magnetosheath force balance model
It is ultimately the magnetosheath plasma and electric field that interacts with the
magnetic field of the Earth. Thus, the magnetosheath dynamics plays a key role
when energy is transferred into the magnetosphere.
When the solar wind plasma and IMF propagate in the magnetosheath their
stream paths are diverted. This can also have significant effect on the field and plasma
properties that impinges on magnetopause. The changes in the magnetosheath flow
pattern must be taken into account when predicting the CPCP according to Lavraud
and Borovsky (2008) and Lopez et al. (2010). Only the plasma streamlines with flows
across the merging line at the magnetopause affect the CPCP.
In MHD, the force balance in the magnetosheath is described by the momentum
equation. When the time-independent flow is considered, the equation is:
ρ(V · ∇)V = J × B −∇p (10)
where ρ is mass density, V is velocity, B magnetic field, J current density and
p pressure of the plasma fluid. The pressure gradient and J × B are the forces
defining the path of the flow streamlines within the magnetosheath (Lopez et al.,
2010). Both of these forces act to divert the streamlines around the magnetosphere
but the significance of the diversion depends on the relative strength of the forces.
Most of the time the magnetosheath flows are dominated by the pressure gradient
(Lavraud and Borovsky , 2008; Lopez et al., 2010). However, there are times when the
impact of the J ×B-force becomes equal or even dominant compared to the pressure
gradient. The variations in the force balance affect the large-scale magnetosheath
flow pattern.
The parameter that describes the force balance in the magnetosheath is the
plasma beta. The plasma beta in the magnetosheath is strongly controlled by the
bow shock properties that in turn depend on the sonic and Alfvén Mach numbers in
the upstream solar wind. The evolution of the plasma parameters across the shock
can be described by the Rankine-Hugoniot jump conditions. As shown by Lavraud
and Borovsky (2008) in their Fig. 2a, the magnetosheath beta decreases below one
when the Mach number is below 4. To create the figure, Lavraud and Borovsky
(2008) varied the magnetic field from 1 to 30 nT and used a constant value for the
upstream velocity (650 km/s), density (1cm−3), adiabatic index (5/3) and ion and
electron temperatures (50000K). Lavraud and Borovsky (2008) used relatively slow
density and temperature values, because those are typical for magnetic clouds (See
Fig. 2), which cause the most severe geomagnetic storms.
When the magnetosheath plasma beta decreases below one, it means that the
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magnetic forces are enhanced and the significance of the J×B term in the momentum
equation increases. Thus, the flows are diverted around the magnetopause more than
during the times when the pressure gradient dominates (Lavraud and Borovsky , 2008;
Lopez et al., 2010).
The magnetosheath flow pattern during high and low plasma beta conditions are
illustrated in Figure 15. The flow diversion decreases the total amount of flux that
enters the reconnection region. Thus, even if the flow elements are carrying more
flux, due to the increased magnetic field, the potential drop across the magnetopause
does not increase with the upstream electric field. In other words, due to the de-
crease of the geoeffective length of the plasma crossing the magnetopause during low
magnetosheath plasma beta conditions, the CPCP has a non-linear response to the
upstream electric field.
In addition to the flow diversion, the magnetosheat plasma beta is also suggested
to be related to the ability of the magnetic flux tube to derform as a response to
the magnetosheath flows as it is carried over the polar cap (Wilder et al., 2015).
The deformation follows from the fact that when the open flux tube formed by the
dayside merging is carried over the polar cap, they are affected by the collisional
drag force in the ionosphere caused by the ion-neutral particle collisions. The drag
force resists the motion of the foot point of the flux tube. The other end of the
flux tube is connected to the solar wind and the magnetosheath and it flows towards
the magnetotail. Because of the collissional drag force that is antiparallel to the
magnetosheath flows, the magnetic flux tube is bent (Strangeway et al., 2000). The
field line bending provides a tension force that can act against the collisional drag
and accelerates the foot points in the ionosphere.
Figure 16 demonstrates the effects of the open field line bending. The Figure
16A illustrates a 2-D (Z-Y plane in GSM system) plot of the open-closed field line
boundary. Inside the polar cap region, the magnetic field is perturbed to sunward
direction (i.e., out of the page) due the tailward magnetosheath flows while outside
the polar cap the field is perturbed to antisunward direction due to return flow of the
closed field lines. The magnetic shear at the open-closed field line boundary leads
to formation of a current system that is associated with the Region 1 field-aligned
currents.
Figure 16B shows how the currents are coupled with the ionosphere and magne-
topause. The current system that is created by the bending of the open field lines,
is closed via ionospheric horizontal current and the magnetopause current (green
lines). The horizontal ionospheric current causes the force (J ×B) that acts against
the collision drag force, while the J × B at the magnetopause is slowing down the
bulk magnetosheath flow. According to Strangeway et al. (2000) the steady-state
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Figure 15: Illustration of the magnetosheath flow pattern during high (black lines)
and low (dashed lines) magnetosheath beta. The magnetic flux (Φ) that encounters
the magnetopause when magnetosheath beta is high is greater than the flux during
low beta conditions. Courtesy: Dr.Benoit Lavraud
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Figure 16: Panel A: Magnetic shear at the open-closed field line boudary and the
associated field-aligned currents (j). PC means polar cap. The Figure is showing
ZY -plane in the in GSM coordinates and is viewed from the Sun. The magnetic
perturbation force is pointing antisunward in inside PC and sunward outside the
PC. The Figure is adopted from Wilder et al. (2015). Panel B: Deformation of
the magnetic flux tubes. The Figure is also viewed from the Sun. The 1 refers to
magnetopause and 2 to the ionosphere. Diagram is adapted from Strangeway et al.
(2000)
plasma velocity in the ionosphere, is directly related to the magnetic perturbation
in the bent flux tube that, in turn, has linear dependence with the magnetosheath
convection electric field. This steady-state scheme for the coupling is expected in the
linear regime of the CPCP.
Based on the formula for the ionospheric plasma velocity by Strangeway et al.
(2000), it is clear that if the magnetic flux tube bending saturates, so does the
ionospheric convection and thus, the CPCP. The hypothesis proposed by Wilder et
al. (2015) is that the ability of the flux tubes to bend depends on the magnetosheath
plasma beta which governs the stiffness of the flux tube. The stiffer the flux tube
is, the less it can bend. According to the MHD simulations by Wilder et al. (2015)
the flow diversion predicted by Lavraud and Borovsky (2008) and Lopez et al. (2010)
and flux tube deformation occur in tandem.
Since the saturation during low Mach number conditions is found both in sta-
tistical studies based on measurements (Ridley et al., 2005; Lavraud and Borovsky ,
2008; Wilder et al., 2011) and MHD simulations (Lavraud and Borovsky , 2008; Lopez
et al., 2010; Wilder et al., 2015), there is strong support for the magnetosheath force
balance models. The advantage of both of the saturation mechanisms that depend
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on the magnetosheath beta (i.e., flow diversion and magnetic field bending) is that
they can explain the saturation both during the southward and during northward
IMF. The problem with the models comes from the fact that they are not able to
predict the possible saturation during more nominal Alfvén Mach number conditions
(Publication III and IV).
3.3 The other suggested mechanisms
The magnetosheath force balance model is not the only model that attempts to
explain the CPCP saturation using low upstream Alfvén Mach number conditions.
Ridley (2007) and Kivelson and Ridley (2008) have explained the saturation using
the so-called Alfvén wings.
Alfvén wings are formed during sub-Alfvénic solar wind when the magnetic field
starts to bend when it encounters an obstacle (Neubauer , 1980). The bending
launches Alfvén waves which propagate with the Alfvén speed (vA) along the mag-
netic field lines. The plasma flow still affects the magnetic field lines and the Alfvén
waves travel with an angle θ = atan(M−1A ). The interaction with the flow veloc-
ity and the Alfvén wave creates a cavity in which flow characteristics are different
than in the surroundings. The electric field within the wing is lower than within the
medium, which may be the reason for the saturation.
The formation of the Alfvén wings at the Earth’s magnetosphere using MHD
simulations was studied by Ridley (2007) who showed that the CPCP saturation
occurs near the point when the solar wind becomes sub-Alfvénic. The analysis was
later extended by Kivelson and Ridley (2008) to define the CPCP using the solar
wind and ionospheric properties. The idea behind the CPCP expression is that
the impedance difference between the solar wind and ionosphere causes the signal
propagating into the ionosphere to partially reflect. This reflection can be observed
as a saturation. The problem with the Alfvén wing model is that the Alfvén Mach
numbers are assumed to be very small, even below one. Such values are very rarely
encountered in the near-Earth solar wind. However, the statistical study by Wilder et
al. (2011) and Publications III and IV revealed the saturation even in conditions
when the Alfvén Mach number was considerably larger than the Alfvén wing theory
requires.
Observational evidence of the Alfvén wings at the Earth has been offered by
Chané et al. (2012). However, Chané et al. (2012) observed Alfvén wings when the
solar wind was sub-Alfvénic due to low density and not due to high IMF like expected
by Ridley (2007).
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5 Large-scale solar wind structures and
geomagnetic activity
Large-scale solar wind structures, like ICMEs and HSSs, collide with the Earth’s
magnetosphere and cause geomagnetic perturbations. The previous chapters have
focused on how single solar wind parameters affect to the magnetospheric system and
explained that the solar wind-magnetosphere coupling is different depending on the
solar wind conditions. Since the inner structure of the drivers differs, as explained
in Chapter 1, there are also statistically discernible differences between the impact
of the drivers.
The definition of solar wind- magnetosphere coupling efficiency also differs, as
mentioned in Chapter 3 in Section 4. This is because there are several current systems
in the magnetosphere, which have a different response to solar wind driving. The
occurrence rate of the drivers depends on the phase of the solar activity cycle, and
thus, the relative importance of different drivers also varies in time. The following
sections focus on the observed differences in the magnetospheric response of the
large-scale drivers and the latitude dependence of the relative importance of the
drivers.
1 Geoeffectiveness of large-scale solar wind structures
Most of the previous papers in the literature have been studying the differences be-
tween the ICME-driven and CIR-driven storms (e.g., Gonzalez et al., 2002; Richard-
son et al., 2002; Borovsky and Denton, 2006; Turner et al., 2009). The CIRs are
closely related to HSSs. The solar wind conditions during the ICME and CIR driven
storms are typically different. For example, during the CIR interactions with the
magnetosphere the IMF BZ does not remain steady, as is often the case with ICMEs
(Turner et al., 2009). Borovsky and Denton (2006) compiled a comprehensive list
(Table 1 in their publication) of the important differences between the ICME and
CIR driven storms. The list includes, for example, the following remarks: during
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the ICME interactions 1) magnetosonic Mach numbers are smaller, 2) bow shock
compression ratios are lower and 3) magnetosheath beta is lower compared to CIR
interactions.
Turner et al. (2009) also studied the geoeffectiveness of the ICME and CIR driven
storms and showed statistically meaningful differences in the energy coupling and
partitioning between the two drivers. The study included 280 storms in total covering
an entire solar cycle from 1995 to 2004. The energy input was estimated using the
epsilon parameter (Akasofu, 1981) integrated over the storm period and the energy
output was the sum of the integrated value of energy dissipated via ring current,
auroral precipitation and Joule heating. According to Turner et al. (2009) ICME-
driven storms have on average much greater electromagnetic energy input (measured
by the epsilon parameter), deeper Dst reduction and higher dissipated energy in the
case of all energy sinks. However, when the ratio of the energy output and input was
computed, the CIR events had a higher coupling efficiency than the ICME events.
The difference of the efficiencies was statistically significant. Thus, even though
there is more energy available during the ICME than CIR driven events, the energy
transfer is not more efficient.
Most of the intense geomagnetic storms (Dst < −100 nT) are associated with
ICMEs (e.g., Richardson et al., 2001; Huttunen et al., 2002). Turner et al. (2009)
did not separate the effect of the two ICME sub-structures (i.e., the sheath and
ejecta) while studying the geomagnetic response. The importance of the sheath
region alone for generating the magnetic storms was pointed out by Huttunen et al.
(2002). Later, Yermolaev et al. (2012) also demonstrated the importance of sheath
regions for driving geomagnetic storms.
Huttunen et al. (2002) noted that ejecta-related storms drove a strong Dst de-
pletion more often than sheath- or shock-related storms and in the case of strong
Kp variations the situation was vice versa. Huttunen et al. (2004) showed that low-
and high-latitude activity do not always occur concurrently and sheath and magnetic
clouds can have different response of the auroral and ring current systems.
There is also asymmetry in the low-latitude evolution of the geomagnetic field
during the sheath- and magnetic cloud driven storms that can be seen when the
SYM-H and ASY-M indices are studied. Huttunen et al. (2006) showed that ASY-
M index (i.e., asymmetric part of ring current) dominated during sheath driven
storms compared to magnetic cloud driven storms. Thus, like Huttunen et al. (2004)
concluded, several magnetic indices are needed to have a global idea of the magneto-
spheric effects because the response of the ring current and the ionosphere can vary
by the type of the solar wind driver.
When the statistical differences between the sheath regions and magnetic clouds
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(See Figure 2 in Chapter 1) and the results of the Publication III are considered,
it is evident that they have different responses in the magnetosphere. The ring
current builds-up and the Dst index response slowly after the solar wind driving has
increased. The sheath regions may have at times as strong magnetic fields as the
magnetic clouds, but due to the fluctuating nature and the short duration of the
region, they do not have as high impact to the ring current as the magnetic clouds.
Previous studies, like Huttunen et al. (2002), noted that the sheath regions have
a higher impact to the high-latitude geomagnetic indices. This is easy to understand
in terms of the Publications III and IV. The magnetic clouds have statistically
more often MA below 4 and the CPCP saturation favours low MA conditions. The
dynamic pressure is also typically much larger in the sheath regions than magnetic
clouds. According to the Publication III the higher dynamic pressure leads to
higher response in the polar region. Both higher MA and dynamic pressure values
are factors that favour greater high-latitude response during the sheath regions than
during the magnetic clouds.
2 Long-term variations of geomagnetic activity
Geomagnetic storms can be observed throughout the solar cycle, even though the
number of storms is higher during the solar activity maximum (Zhang et al., 2006).
As shown by several authors, the occurrence of the ICMEs and HSSs is dependent on
the solar cycle phase (Gonzalez et al., 2002; Richardson et al., 2002; Georgieva et al.,
2006; Holappa et al., 2014): the number of ICMEs peaks near the solar maximum
while the HSS maximum is during the declining phase of solar cycle. Because of
the solar cycle dependence of the solar wind drivers, also the geomagnetic variations
vary during the cycle phase. The importance of the HSS of driving geomagnetic
storms increases during the declining phase (Gonzalez et al., 2002; Georgieva et al.,
2006). Figure 17 is adopted from Publication I. It visualizes the occurrence of the
ICME (third panel) and high solar wind speed (second panel) with the solar cycle
(i.e. sunspot number, top panel) during the years studied in Publication I.
Georgieva et al. (2006) studied the years from 1992 to 2002 and compared the
average and cumulative geoeffectiveness of HSS and magnetic cloud driven storms.
They noted that the geoeffectiveness of magnetic clouds have a strong solar cycle
dependence unlike the HSS. The authors suggested that the decreased efficiency is
related to the fact that for magnetic clouds, both the magnitude of the magnetic
field and the velocity, have a solar cycle dependence. For the HSS, the authors





























































































Figure 17: From top to bottom: number of sunspots, the percentage of the time
when solar wind speed exceeds 600 km/s, the number of ICMEs (solid) together
with the IMF magnitude (dashed), STDs in the northermost latitude band (R1,
73.06◦ − 75.25◦ MLAT), STDs in middle band (R2, 63.55◦ − 67.34◦ MLAT) and
STDs in the southermost band (R3, 56.89◦ − 60.99◦ MLAT), and the maximum
geographic latitudes of the maximum eastward (blue) and westward (red) electrojet
current densities in degrees. The studied time interval is from 1994 to 2010. In every
panel the values are 13-month smoothed averages. The black dashed horizontal lines
in the bottom panel show the southern boundary of R1 (upper line) and the northern
boundary of R2 (bottom line). The blue dashed vertical lines shows the starting and
ending point of solar cycle 23 and the red dashed line show the month of the smoothed
maximum sunspot number. See details from Publication I.
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cumulative efficiency of the both drivers to the geomagnetic variations depends on
the abundance of the drivers. For example, during the time interval studied by
Georgieva et al. (2006) the yearly sum of the daily Dst index got its minimum in the
same year as the maximum number of magnetic clouds but the yearly sum of the Kp
index (Mayaud , 1980) peaked one year earlier than the HSS occurrence.
Because different solar wind drivers have a different impact to different current
system and thus, to different latitude bands (Finch et al., 2008) the solar cycle effect
to the occurrence of the drivers also means that the geomagnetic perturbations may
peak in different latitudes at different times (Echer et al., 2004).
Holappa et al. (2014) studied using principal component analysis the latitudinal
distribution of annual geomagnetic activity in 1966-2009. According to the analy-
sis, the first two principal components describe more than 97% of the variance in
annually averaged geomagnetic activity. While the first principal component repre-
sents the global geomagnetic activity caused by mixture of solar wind drivers (like
ICME and HSS), the second component describes how the latitudinal distribution
of geomagnetic activity deviates from the global activity and it correlates with the
relative annual fraction of HSS. Holappa et al. (2014) showed that the second mode
peaks at auroral latitudes (corrected geomagnetic latitudes: 65◦-75◦), has a local
minimum at sub-auroral latitudes (55◦-63◦) and a low maximum at mid-latitudes
(45◦-50◦). Thus, Holappa et al. (2014) states that the latitudinal effect of the second
mode is caused by the difference between the average intensity and location between
substorms related to HSSs and ICMEs.
Publication I studied the long-term evolution of the geomagnetic variations in
the high-latitude regions using the International Monitor for Auroral Geomagnetic
Effects (IMAGE) (Viljanen and Häkkinen, 1997) magnetometer array. Instead of
using any existing geomagnetic index, the magnetic field variations were measured
computing the daily standard deviation (STD) from the horizontal (X in Geographic
coordinates) geomagnetic field component. By using the STD it was possible to
divide the high-latitude region to even more narrower latitude bands than in the
previous studies. It was shown in Publication I that even in the auroral region,
there are variations in different latitudes to the response of different large-scale solar
wind drivers (See Fig. 17). This means that when estimating the evolution of
geomagnetic variations in a certain latitude band it can be more useful to estimate
the disturbance level using single magnetometer station measurements instead of
some known geomagnetic index.
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6 Summary and Conclusions
This thesis consists of four published peer-reviewed research articles that are obser-
vationally studying the solar wind- magnetosphere system. The main motivation
has been to understand how the solar wind conditions alter the coupling between
the solar wind and magnetosphere. All these four publications aim to answer the
main-level question: how does variable solar wind drive geomagnetic storms?
The publications use spacecraft and satellite data as well as ground-based mag-
netometer measurements. Publications I, II, III and IV are based on the so-
lar wind data downloaded from NASA Goddard Space Flight Center’s OMNIWeb
(http://omniweb.gsfc.nasa.gov/). During the analysed periods the OMNI data con-
sist mainly of Advanced Composition Explorer (ACE) and Wind satellite measure-
ments. Publication I uses the one-hour resolution OMNI data while the other
publications are using the one-minute time resolution data. Publication II also
uses satellite data from the five THEMIS spacecraft that orbit the Earth at different
distances. The study uses data from 2008 to 2011 when the satellite orbits covered
the magnetotail from 4 to 30 RE .
The magnetometer data in Publication I are from the IMAGE magnetometer
network that is located in Fennoscandia and Svalbard. The time resolution of the
geomagnetic field measurements is 10 seconds. Data set consist of 17 years of mea-
surements from 15 magnetometer stations. The geomagnetic index data (AE, PCN
and SYM-H) used in the Publications II, III and IV are also propagated through
the OMNIWeb.
The next Section summaries the main conclusions of the thesis.
Results
Publication II combines the solar wind conditions with the magnetotail measure-
ments to study the large-scale plasma transport. The sunward and tailward directed
flows were studied separately. The statistical maps of the flow speeds and occur-
rences confirmed several features found in earlier studies as well as presented some
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new features. Publication II also studied the effect of ultra low frequency BZ
power level to the occurrence of the plasma sheet flows, which, to the knowledge of
the authors, has not been studied previously.
80 ICME events that consist of both sheath and magnetic cloud regions were
analysed in the Publication III to study the solar wind-magnetosphere coupling
efficiency. The events were selected so that either sheath or magnetic cloud (or both)
drove a geomagnetic storm when Dst index was at least −50 nT. Publication III
studied the effect of the solar wind parameters to the coupling efficiency as well
as the differences of the results between the different definitions for the efficiency.
The energy input was estimated using the interplanetary electric field dawn-dusk
component (EY ), as well as the Newell and Borovsky functions.
Publications II and III are both focused on the question, how solar wind-
magnetosphere coupling efficiency, energy and plasma transport depend on solar
wind parameters. While Publication II studied the effects of solar wind parameters
to the plasma sheet at the magnetotail, Publication III highlighted the differences
between the magnetospheric response in the polar cap convection, auroral electojets
and ring current to the solar wind key-parameters.
It was shown in Publication II that the sunward flows vary greatly with the
solar wind conditions while the tailward flow pattern is almost independent of the
solar wind conditions. The sign of the IMF Z-component was noted to have the most
visible effect on the occurrence rate and pattern of fast (|Vtail| > 100 km/s) sunward
flows. The most unexpected observation was that the flow bursts exceeding > 100
km/s are more common during the slow solar wind conditions than during the fast
solar wind. This needs to be studied more carefully in the future. However, it should
be remembered that the results of Publication II were obtained using observations
during mostly weakly driven magnetosphere during low solar activity period.
Publication III emphasized that the solar wind-magnetosphere coupling effi-
ciency depends on the definition. It was observed that the EY and Newell functions
give very similar results but the Borovsky function gives the most linear energy input
during all solar wind conditions. However, when the PCN and AE index were used
as the proxy for the energy output, they all saturated despite of the input estimate.
Nevertheless, the Borovsky function showed less clear saturation for PCN than the
EY and the Newell function.
Publications III and IV addressed the question what processes and parameters
control the saturation of the polar cap potential.
Publication III showed that while the PCN and AE indices saturate when the
solar wind driving increases, the SYM-H index does not. This is a sign that the
ring current does not necessarily saturate either (Lopez et al., 2009). The PCN and
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AE saturation are both typically assumed to be related to the polar cap potential
saturation. However, there is an interesting difference between the PCN and AE
saturation: PCN is clearly Alfvén Mach number dependent while AE is not. PCN
clearly saturates during low MA conditions. Since PCN was assumed to be related
to the CPCP, its low MA saturation can be easily understood using the existing
literature (e.g., Lavraud and Borovsky , 2008; Lopez et al., 2010; Wilder et al., 2011).
Publication III also reported evidence of PCN saturation during high MA (> 7.2)
conditions. The saturation started to occur during more intense solar wind driving
than the low MA saturation. Publication III is the first study to suggest that
CPCP saturation occurs during high MA solar wind conditions.
Publication IV continued the study of the effect of solar wind parameters to
the PCN index. Like in Publication III, PCN was assumed to be related to the
CPCP. While the Publication III included only 80 ICME events, Publication IV
used all OMNI data from the years 1986-2015 and thus the data set included also the
non-storm periods. The study was focused particularly on the effect of the solar wind
dynamic pressure to the PCN index. The main conclusions of Publication IV can
be summarized as follows: 1) during high solar wind driving electric field, the PCN
index increases with the increasing solar wind dynamic pressure, 2) velocity increases
the coupling efficiency between the solar wind and the magnetosphere during all
driving conditions and 3) removing the lowest Aflvén Mach number periods (< 5)
from the data set does not remove the saturation effect from the PCN data. The
meaning of the results of Publication IV in the context of the existing CPCP
saturation models in the literature can be expressed simply by saying that such a
model which could explain all the observed features of PCN does not exist.
The question, how large-scale solar wind driving affects the coupling efficiency
and geomagnetic activity, motivated Publications I and III.
According to the results shown in Publication III and IV it is evident that solar
wind - magnetosphere coupling efficiency, measured using the high-latitude indices, is
higher during sheath region than magnetic cloud interactions. This follows from the
results that the pressure is typically higher in sheath regions than magnetic clouds
and increasing dynamic pressure increases polar cap potential. The CPCP saturation
tends to also occur during low MA solar wind that is typical for the magnetic clouds.
Publication I studied the long-term geomagnetic variations in the high-latitude
region and compared the results with the abundance of different solar wind drivers.
The previous studies, like Finch et al. (2008), have considered the auroral area
(roughly the geomagnetic latitudes from 60◦ to 82◦) as one region when studying
the high-latitude response to the solar wind. This, however, neglects the possible
latitudinal dependence of the drivers inside the auroral oval. It is shown in Publi-
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cation I that there are, indeed, latitudinal differences in the magnetic disturbances
inside the oval: the HSS activity affects most significantly to the northernmost part
of the oval (magnetic latitudes > 73.06◦) during the solar minimum and the region
is the least responsive to the CME activity during the solar maximum. Publication
I also demonstrates that the daily standard deviation is a useful measure to asses
the geomagnetic disturbance level at a single magnetometer station. The measure is
easy to compute and it does not require any baseline magnetic field subtraction.
As a by-product of the solar wind-magnetosphere coupling efficiency study in
Publication III a new time delay analysis method was developed. When the solar
wind - magnetosphere coupling is studied using data with a higher time resolution
than one hour, the time lag between the solar wind and ground based measurements
must be taken into account. There are several studies in the literature investigating
the time lag between the geomagnetic indices and the solar wind drivers (e.g., Bar-
gatze et al., 1985; Ridley et al., 1998; Eriksson et al., 2000; Stauning and Troshichev ,
2008). The magnetospheric system is also suggested to be insensitive to the smallest-
scale fluctuations of the solar wind parameters and the magnetosphere is said to act
as a low-pass filter (Clauer et al., 1981; Takalo et al., 2000; Ilie et al., 2010). In
contrast to previous methods that only searched for time delay between the solar
wind and its magnetospheric response, the new method also investigates the optimal
time window length, which is used to smooth the solar wind input parameters. Thus,
the method takes into account both the time lag between cause and effect and the
magnetospheric feature to act like a low-pass filter.
2 Future prospects
While writing the publications for the thesis, several new research questions and fu-
ture interests arose. The cause of the CPCP saturation was unsolved before this PhD
work was started and it still remains so. However, the thesis offered significant new
information that can be used to distinguish between the existing saturation models
and to exclude certain models. For example, based on the results presented in this
PhD thesis, the saturation models that rely on the high dynamic pressure as a cause
of the CPCP saturation can be rejected. Publication III revealed an unexpected
feature of the solar wind-magnetosphere coupling during the ICME events: the sat-
uration can also occur during times when the MA is relatively high. This feature
are poorly understood by the existing saturation models, which means that more
theoretical work is needed to understand the saturation process.
The results shown in Publication IV can also be used to plan future MHD
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simulation runs to examine the CPCP saturation problem and to verify the observed
features of the CPCP. The MHD simulations, on the other hand, can offer important
insight of the magnetospheric processes and the magnetosheath dynamics during the
saturated magnetosphere. As observed in Publication IV, when the reconnection
electric field was kept fixed the combination of higher velocity and smaller magnetic
field lead to higher geomagnetic response in the polar region compared to the com-
bination of the higher magnetic field and smaller velocity. This was true during all
electric field strengths. The MHD simulations would be ideal to better understand
and test the result.
So far, the CPCP saturation has been only studied using MHD simulations, which
excludes all kinetic effects. In the future, it will be interesting to see if the hybrid
simulations, like the Vlasiator (Von Alfthan et al., 2014), are able to shed new light
on the problem. Since the CPCP is directly related to the dayside reconnection, a
more detailed understanding of the reconnection processes, which is achieved both
by the hybrid simulations and NASA’s Magnetospheric Multiscale (MMS, Burch et
al. (2016)) mission, will benefit the understanding of the CPCP saturation as well.
The saturation of the CPCP is also an important aspect for the generation of the
extreme geomagnetic storms. Hence, a more detailed understanding of the processes
in the magnetosphere during the saturation would improve the understanding of
the most likely drivers of extreme storms and forecasting of these largest geospace
disturbances.
The results shown in the thesis imply that the ICME sheath regions and inter-
acting ICMEs that are typically associated with large dynamic pressure and strong
magnetic fields are needed for driving the strongest geospace disturbances rather
than the smooth flux rope part of the ICME, which may lead to the saturation of
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