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1. Introduction
The reflected stochastic differential equation (RSDE) has been widely applied in the modeling of storage systems, supply
chains and management sciences. Some known approaches in the fields may refer to Abate and Whitt [1,2], Ang and
Barria [3], Ata et al. [4], Bo et al. [5], Harrison [6], Jang and Shim [7], Rabehasaina [8],Ward andGlynn [9,10], Yamada [11] and
so on. The above-mentioned literature mainly focus on the following aspects for RSDEs: Transient behavior of the solution,
drift rate control, stationary distribution, diffusion approximation, first passage problem and comparison theorem for the
solution.
In this paper, we are concerned with the following d-dimensional reflected Markov-modulated stochastic differential
equation (RMMSDE) on a closed positive orthant in Rd,
dX(t) = b(X(t), α(t))dt + σ(X(t), α(t))dW (t)+ dL(t),
X(0) = x0 ∈ Rd+, α(0) = r0 ∈ S. (1.1)
Here W (t) = (W1(t),W2(t), . . . ,Wm(t))T is an m-dimensional Brownian motion, and α(t) is a right-continuous Markov
chain taking values in a finite state space S = {1, 2, . . . ,N} on a common probability space (Ω,F , (Ft)t≥0, P) with the
filtration (Ft)t≥0 satisfying the usual conditions. The Markov chain α(t) is characterized by its Q -matrix (Q = (qij)N×N ),
which is independent ofW . We assume that the Markov chain is irreducible. In addition, the coefficients b and σ admit the
forms
b(x, k) = (b1(x, k), b2(x, k), . . . , bd(x, k))T
σ(x, k) = σij(x, k)d×m , (x, k) ∈ Rd+ × S,
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where Rd+ := {x ∈ Rd; xi ≥ 0 for i = 1, . . . , d} is a closed positive orthant in Rd. The nonnegative process L(t) =
(L1(t), L2(t), . . . , Ld(t))T is called the regulator for the solution process X(t). Specifically, the ith component of L(t) can
only increase when the ith component of X(t) reaches the point zero. Hence the action of L(t) is termed a reflection at the
boundary of the orthant. Further, the regulator L(t) satisfies the following properties:
(L1) The ith component of L(t) has continuous, nondecreasing path modification and Li(0) = 0;
(L2) For all t > 0 and i = 1, 2, . . . , d, it holds that
Li(t) =
∫ t
0
1(Xi(s) = 0)dLi(s). (1.2)
To guarantee the existence and uniqueness of the strong solution (X(t), α(t)), we suppose the following Lipschitz-
condition holds (see, [11]):
(A) The coefficients b and σ satisfy, for all (k, u, v) ∈ S × Rd+ × Rd+, there exists a constant δ > 0 such that
|b(u, k)− b(v, k)| + |σ(u, k)− σ(v, k)| ≤ δ|u− v|.
Here | · | denotes the Euclidean norm for vectors or the trace norm for matrices.
The aimof this paper is to extend the asymptotic stability criterion in distribution as in [12] to the d-dimensional RMMSDE
(1.1). For the study of stability for the MMSDE without reflection, the reader can refer to Mao [13], Mao et al. [14] and Yuan
and Mao [12]. To the best of our knowledge, it seems that there exists not much literature to investigate the stability in
distribution for the multi-dimensional RSDE with Markovian switching.
An outline of the paper is as follows. Section 2 presents some sufficient criteria of stability in distribution for RMMSDE
(1.1). An example associated to reflected Ornstein–Uhlenbeck process with Markovian switching is established in Section 3.
We can check that such a reflected process is asymptotic stable in distribution under the same setting as in [12], according
to stability criterion obtained in Section 2.
2. Sufficient criteria of stability in distribution
In this section, we present some sufficient criteria of stability in distribution for the strong Markov process (X(t), α(t))
of the solution of RMMSDE (1.1), namely, we shall investigate if P((X x(t), αk(t)) ∈ · × ·) tends to a probability measure as
t →∞ for any initial value X(0) = x, α(0) = k. We mainly refer to [12, Theorem 3.1] for establishing sufficient criteria of
stability in the distribution of RMMSDE (1.1).
Actually, we only need to give sufficient criteria to satisfy the following properties (P1) and (P2) (see Definition 3.1 and
Theorem 3.1 in [12]):
(P1) For all (k, x) ∈ S × Rd+ and any ϵ > 0, there exists a constant R > 0 such that
P
|X x,k(t)| ≥ R < ϵ, ∀t ≥ 0.
(P2) For any ϵ > 0 and any compact subset K of Rd+, there exists a time T = T (ϵ, K) > 0 such that
P
|X x,k(t)− X z,k(t)| < ϵ ≥ 1− ϵ, ∀t ≥ T ,
whenever (x, z, k) ∈ K 2×S.WhereX x,k denotes the solution to Eq. (1.1)with initial data (X(0), α(0)) = (x, k) ∈ Rd+×S.
Prior to proposing sufficient criteria for the properties (P1) and (P2), we first recall the one-dimensional deterministic
Skorohod problem associated to Eq. (1.1) (see, e.g., [15]).
Definition 2.1. Let the deterministic continuous function ft : R+ → R satisfy f0 ≥ 0. We say that a pair (x, ℓ) of functions
on R+ is a solution to the Skorohod problem associated with f , if
(i) xt = ft + ℓt for all t ≥ 0;
(ii) xt ≥ 0 for all t ≥ 0;
(iii) t → ℓt is nondecreasing, continuous, ℓ0 = 0 and satisfies
ℓt =
∫ t
0
1(xs = 0)dℓs.
In particular, the function ℓt can be given by
ℓt = sup
0≤s≤t
f −s , ∀t ≥ 0. (2.1)
According to Definition 2.1, we have the following estimate concerning the solution X(t) and L(t).
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Lemma 2.1. Let the condition (A) hold. Then for any p > 0, i = 1, 2, . . . , d and any compact subset K of Rd+, we have
sup
(x,k)∈K×S
E
[
sup
0≤s≤t
|X x,k(s)|p + |Li(t)|p
]
≤ C, (2.2)
for some constant C = C(p, t, δ) > 0.
Proof. Recall Eq. (1.1). We have for i = 1, 2, . . . , d,
X x,ki (t) = xi +
∫ t
0
bi(X(u), α(u))du+
m−
j=1
∫ t
0
σij(X(u), α(u))dWj(u)+ Li(t).
Using Definition 2.1, it follows that
Li(t) = sup
0≤s≤t

xi +
∫ s
0
bi(X x,k(u), α(u))du+
m−
j=1
∫ s
0
σij(X x,k(u), α(u))dWj(u)
−
. (2.3)
This yields that
sup
0≤s≤t
|X x,ki (s)| + |Li(t)| ≤ 2xi + 2
∫ t
0
|bi(X x,k(u), α(u))|du+ 2 sup
0≤s≤t
 m−
j=1
∫ s
0
σij(X x,k(u), α(u))dWj(u)
 . (2.4)
According to the estimates of (2.4) and the condition (A), the estimate (2.2) can be derived by employing a similar procedure
as in [15]. We omit the details. 
Remark 2.1. For ρ > 0, define the stopping time
τρ = inf{t > 0 : |X x,k(t)| ≥ ρ}. (2.5)
As a consequence of Lemma 2.1, τρ →∞ almost surely when ρ →∞. Indeed, for any t > 0,
P(τρ ≤ t) ≤ P

sup
0≤s≤t
|X x,k(s)| ≥ ρ

≤ 1
ρp
E
[
sup
0≤s≤t
|X x,k(s)|p
]
≤ C(p)
ρp
→ 0, when ρ →∞.
Next we give a sufficient condition for the validity of the property (P1). Before presenting the result, we first define a
second-order differential operator on C2(Rd+ × S),
Aσ ,bv(x, k) =
N−
j=1
qkjv(x, j)+
d−
i=1
bi(x, k)
∂v(x, k)
∂xi
+ 1
2
d−
i,j=1
aij(x, k)
∂2v(x, k)
∂xi∂xj
, (2.6)
where aij(k, x) =∑mn=1 σin(x, k)σjn(x, k).
Proposition 2.1. Suppose that there exists a nonnegative function v1 ∈ C2(Rd+ × S) such that for all (x, k) ∈ Rd+ × S,
∂v1
∂xi
(x0i , k) ≤ 0, i = 1, 2, . . . , d, (2.7)
where x0i = (x1, . . . , xi−1, 0, xi, . . . , xd) for xj ≥ 0 (j ≠ i),
f1(|x|) ≤ v1(x, k), (2.8)
for some nondecreasing function f1 : R+ → R+ with limt→∞ f1(t) = +∞, and
Aσ ,bv1(x, k) ≤ −γ v1(x, k)+ β, (2.9)
for some positive constant γ , β > 0. Then the RMMSDE (1.1) admits the property (P1).
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Proof. Let tρ = τρ ∧ t for t > 0 and τρ defined by (2.5). Then tρ → t as ρ → ∞ by Remark 2.1. Using Itô’s formula and
(1.2), we conclude that
E

eγ tρv1(X x,k(tρ), α(tρ))

= v1(x, k)+ E
[∫ tρ
0
eγ sAσ ,bv1(X x,k(s), α(s))ds
]
+ γE
[∫ tρ
0
eγ sv1(X x,k(s), α(s))ds
]
+
d−
i=1
E
[∫ tρ
0
eγ s
∂v1
∂xi
((X x,k(s))0i , α(s))1(X
x,k
i (s) = 0)dLi(s)
]
,
where (X x,k(s))0i := (X x,k1 (s), . . . , X x,ki−1(s), 0, X x,ki+1(s), . . . , X x,kd (s)). Then the conditions (2.7)–(2.9) further yield that
E

eγ tρv1(X x,k(tρ), α(tρ))
 = v1(x, k)+ E [∫ tρ
0
eγ sAσ ,bv1(X x,k(s), α(s))ds
]
+ γE
[∫ tρ
0
eγ sv1(X x,k(s), α(s))ds
]
≤ v1(x, k)+ β
γ
(eγ t − 1).
Taking ρ →∞, it follows that for all t ≥ 0,
E

v1(X x,k(t), α(t))
 ≤ e−γ tv1(x, k)+ β
γ
(1− e−γ t) ≤ v1(x, k)+ β
γ
.
By virtue of the condition (2.8), we have
E

f1(|X x,k(t)|)
 ≤ v1(x, k)+ β
γ
.
This yields that for any R > 0,
P
|X x,k(t)| ≥ R ≤ P f1(|X x,k(t)|) ≥ f1(R) ≤ E[f1(|X x,k(t)|)]f1(R)
≤ v1(x, k)+
β
γ
f1(R)
.
Note that the function f1 is nondecreasing and f1(t) → ∞ when t → ∞. Then we can choose R large enough such that
v1(x,k)+ βγ
f1(R)
< ϵ given by (P1). Thus the proof of the validity of (P1) is now complete. 
Remark 2.2. Compared with Lemma 4.1 of Yuan and Mao [12], there appears an additional condition (2.7) for the function
v1, due to the reflection at boundary of the closed positive orthant Rd+. It will be seen that there exists such a function v1
satisfying (2.7)–(2.9) for some concrete Eq. (1.1) (see Section 3).
Finally, we establish a criterion for the property (P2). To achieve it, we define the following operator on C2(Rd × S),
A
σ ,b
d v(x, z, k) =
N−
j=1
qkjv(x− z, j)+
d−
i=1
[bi(x, k)− bi(z, k)]∂v(x− z, k)
∂xi
+ 1
2
d−
i,j=1
aij(x− z, k) ∂
2v(x− z, k)
∂xi∂xj
, (2.10)
where (x, z, k) ∈ Rd+ × Rd+ × S.
As in [12], the difference between the two strong solutions X x,k(t) and X z,k(t) to Eq. (1.1) with different initial data (x, k)
and (z, k) ∈ Rd+ × S is needed to consider.
X x,k(t)− X z,k(t) = x− z +
∫ t
0
[b(X x,k(s), α(s))− b(X z,k(s), α(s))]ds
+
∫ t
0
[σ(X x,k(s), α(s))− σ(X z,k(s), α(s))]dW (s)+ Lx,k(t)− Lz,k(t). (2.11)
Next we give a criterion for the property (P2) by the following proposition.
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Proposition 2.2. Assume that there exists a nonnegative function v2 ∈ C2(Rd × S) with v2(0, k) = 0 for all k ∈ S such that
∂v2
∂xi
(x−i , k) ≤ 0,
∂v2
∂xi
(x+i , k) ≥ 0, ∀x∓i , k ∈ S, i = 1, 2, . . . , d, (2.12)
where x∓i = (x1, . . . , xi−1,∓x, xi+1, . . . , xd) with x ≥ 0 and xj ∈ R (j ≠ i), and there exist two nondecreasing functions
f2, f3 : R+ → R+ with f2(0) = f3(0) = 0 and limt→∞ f2(t) = +∞, for all (w, k) ∈ Rd × S and (x, z, k) ∈ Rd+ × Rd+ × S,
f2(|w|) ≤ v2(w, k), (2.13)
A
σ ,b
d v2(x, z, k) ≤ −f3(|x− z|). (2.14)
Then RMMSDE (1.1) admits the property (P2).
Proof. The proof is similar to that of Lemma 4.2 of Yuan andMao [12]. In contrast to the difference of solutions as in [12], we
will particularly deal with the difference of reflections Lx,k(t)− Lz,k(t) in (2.11). Apply Itô’s formula to the semi-martingale
v2(X x,k(t)− X z,k(t), α(t)) for t ≥ 0,
E

v2(X x,k(t)− X z,k(t), α(t))
 = v2(x− z, k)+ E [∫ t
0
A
σ ,b
d v2(X
x,k(s)− X z,k(s), α(s))ds
]
+
d−
i=1
E
[∫ t
0
∂v2
∂xi
(X x,k(s)− X z,k(s), α(s))dLx,ki (s)
]
−
d−
i=1
E
[∫ t
0
∂v2
∂xi
(X x,k(s)− X z,k(s), α(s))dLz,ki (s)
]
. (2.15)
For any compact subset K of the closed positive orthant Rd+, taking the initial datum (x, z, k) ∈ K 2× S. Define the following
stopping times by
τk1 = inf{t > 0; |X x,k(t)− X z,k(t)| ≤ k1}, and
τk2 = inf{t > 0; |X x,k(t)− X z,k(t)| ≥ k2}
where k2 > k1 > 0. Let tk2 = τk2 ∧ t with t > 0. Using (2.13) and (2.15), we have
f2(k2)P(τk2 ≤ t) = E

f2(k2)1(τk2 ≤ t)
 ≤ E f2(k2)1(tk2 ≤ t)
≤ E f2(k2)1(|X x,k(tk2)− X z,k(tk2)| ≥ k2)
≤ E f2(|X x,k(tk2)− X z,k(tk2)|)1(|X x,k(tk2)− X z,k(tk2)| ≥ k2)
≤ E v2(X x,k(tk2)− X z,k(tk2), α(tk2))
= v2(x− z, k)+ E
[∫ tk2
0
A
σ ,b
d v2(X
x,k(s)− X z,k(s), α(s))ds
]
+
d−
i=1
E
[∫ tk2
0
∂v2
∂xi
(X x,k(s)− X z,k(s), α(s))d[Lx,ki (s)− Lz,ki (s)]
]
.
Next we estimate the last term of r.h.s. of the above inequality by employing the condition (2.12). In fact, using the property
(1.2), it follows that
d−
i=1
E
[∫ tk2
0
∂v2
∂xi
(X x,k(s)− X z,k(s), α(s))d[Lx,ki (s)− Lz,ki (s)]
]
=
d−
i=1
E
[∫ tk2
0
∂v2
∂xi
(X x,k(s)− X z,k(s), α(s))1(X x,ki (s) = 0)dLx,ki (s)
]
−
d−
i=1
E
[∫ tk2
0
∂v2
∂xi
(X x,k(s)− X z,k(s), α(s))1(X z,ki (s) = 0)dLz,ki (s)
]
=
d−
i=1
E
∫ tk2
0
∂v2
∂xi
(X x,k1 (s)− X z,k1 (s), . . . , X x,ki−1(s)− X z,ki−1(s),−X z,ki (s), . . . , X x,kd (s)− X z,kd (s), α(s))dLx,ki (s)

−
d−
i=1
E
∫ tk2
0
∂v2
∂xi
(X x,k1 (s)− X z,k1 (s), . . . , X x,ki−1(s)− X z,ki−1(s), X x,ki (s), . . . , X x,kd (s)
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− X z,kd (s), α(s))dLz,ki (s)

≤ 0, (2.16)
because X x,ki (t) ≥ 0 and X z,ki (t) ≥ 0 for all t ≥ 0 and i = 1, 2, . . . , d. This further yields that for all t > 0,
f2(k2)P(τk2 ≤ t) ≤ v2(x− z, k),
since Aσ ,bd v2(x, z, k) ≤ 0 by (2.14). Hence there exists a positive constant k2 = k2(K , ε) such that
P(τk2 <∞) ≤
ε
4
. (2.17)
Similarly, by (2.14)–(2.16), one has for the above fixed k2,
0 ≤ E v2(X x,k(τk2 ∧ τk1 ∧ t)− X z,k(τk2 ∧ τk1 ∧ t), α(τk2 ∧ τk1 ∧ t))
≤ v2(x− z, k)− f3(k1)E[τk2 ∧ τk1 ∧ t].
As a consequence
v2(x− z, k)
f3(k1)
≥ E[τk2 ∧ τk1 ∧ t] = E[τk2 ∧ τk11(τk2 ∧ τk1 < t)] + E[t1(τk2 ∧ τk1 ≥ t)] ≥ tP(τk2 ∧ τk1 ≥ t).
This implies that there exists a time T = T (K , ε) > 0 such that
P(τk1 ∧ τk2) > 1−
ε
4
. (2.18)
The proof can be complete by along the lines of Lemma 4.2 in [12]. We omit the details here. 
3. An example of stability in distribution for RMMSDE
This section focuses on an example of stability in distribution for RMMSDE (1.1). We find the sufficient conditions of the
example (Theorem 5.1 of Yuan and Mao [12]) of stability in distribution for the case without reflection can guarantee the
stability in distribution for RMMSDE (1.1).
We first recall the conditions presented in Theorem 5.1 of Yuan and Mao [12]. Assume that the condition (A) and for all
(x, z, k) ∈ Rd+ × Rd+ × S,
xTb(x, k) ≤ βi|x|2 + α,
(x− z)T[b(x, k)− b(z, k)] ≤ βi|x− z|2,
|σ(x, k)|2 ≤ δi|x|2 + α, (3.1)
|σ(x, k)− σ(z, k)|2 ≤ δi|x− z|2,
where α, βi and δi are constants such that A = −diag(2β1+δ1, . . . , 2βN+δN)−Q is anM-matrix. We can check that under
the above conditions, RMMSDE (1.1) is stable in distribution. Indeed, we choose the functions v1, v2 in Propositions 2.1 and
2.2 as
v1(x, k) = v2(x, k) = γk|x|2, x = (x1, x2, . . . , xd) ∈ Rd, (3.2)
where the vector (γ1, γ2, . . . , γd)T ≫ 0 is given by Theorem 5.1 of [12]. Then we have
∂v1
∂xi
(x, k) = ∂v2
∂xi
(x, k) = 2γkxi, i = 1, 2, . . . , d.
Hence it holds that for all w0i = (w1, . . . , wi−1, 0, wi+1, . . . , wd) with wj ≥ 0 (j ≠ i) and x∓i = (x1, . . . , xi−1,∓xi,
xi+1, . . . , xd)with xi ≥ 0 and xj ∈ R (j ≠ i),
∂v1
∂xi
(w0i , k) = 0,
∂v2
∂xi
(x−i , k) = −2γkxi ≤ 0, (3.3)
∂v2
∂xi
(x+i , k) = 2γkxi ≥ 0,
since xi ≥ 0. This implies that the properties (P1) and (P2) hold and hence RMMSDE (1.1) is asymptotically stable in
distribution.
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In particular, the following reflected 1-dimensional Ornstein–Uhlenbeck (ROU) process
dX(t) = (α − γ X(t))dt + σdW (t)+ dL(t)
X0 = x0 ≥ 0, (3.4)
where the regulator L(t) has the property∫ ∞
0
1(X(s) > 0)dL(s) = 0.
By Proposition 1 in [10], the ROU process (3.4) admits a unique stationary distribution with density
2γ
σ 2
φ

2γ /σ 2(x− α/γ )

1− Φ

−2α2/γ σ 2 , σ ≠ 0, x ≥ 0
when γ > 0. Here φ and Φ are the density and distribution of a standard normal random variable. Hence the ROU process
(3.4) is asymptotically stable in distribution only when γ > 0. Next we extend Example 5.1 in [12] to the followingMarkov-
modulated ROU process:
dX(t) = −γ (α(t))X(t)dt + σdW (t)+ dL(t)
(X(0), y0) = (x, k) ∈ R+ × S. (3.5)
According to (3.1) and (3.3), we can conclude that under the same setting of the Q -matrix and switching the drift γ (i) as
in [12], the above Markovian switching reflected ROU process (3.5) is also asymptotically stable in distribution.
Acknowledgements
The author would like to thank two anonymous referees for their careful reading of the manuscript and the resulting
comments and suggestions that helped to improve the paper.
References
[1] J. Abate, W. Whitt, Transient behavior of regulated Brownian motion. I. Starting at the origin, Adv. in Appl. Probab. 19 (1987) 560–598.
[2] J. Abate, W. Whitt, Transient behavior of regulated Brownian motion. I. Nonzero initial conditions, Adv. in Appl. Probab. 19 (1987) 599–631.
[3] E. Ang, J. Barria, The Markov modulated regulated Brownian motion: a second-order fluid flow model of a finite buffer, Queueing Syst. 35 (2007)
263–287.
[4] B. Ata, J.M. Harrison, L.A. Shepp, Drift rate control of a Brownian processing system, Ann. Appl. Probab. 15 (2005) 1145–1160.
[5] L. Bo, Y. Wang, L. Zhang, On the first passage times of reflected O–U processes with two-sided barriers, Queueing Syst. 54 (2006) 313–316.
[6] M. Harrison, Brownian Motion and Stochastic Flow Systems, John Wiley Sons, New York, 1986.
[7] B. Jang, G. Shim, A reflected diffusion process in a regime-switching environment, Oper. Res. Lett. 36 (2008) 177–183.
[8] L. Rabehasaina, Monotonicity properties of multi-dimensional reflected diffusions in random environment and applications, Stochastic Process. Appl.
116 (2006) 178–199.
[9] A.R. Ward, P.W. Glynn, A diffusion approximation for Markovian queue with reneging, Queueing Syst. 43 (2003) 103–128.
[10] A.R. Ward, P.W. Glynn, Properties of the reflected Ornstein–Uhlenbeck process, Queueing Syst. 44 (2003) 109–123.
[11] K. Yamada, Diffusion approximation for open state-dependent queueing networks in the heavy traffic situation, Ann. Appl. Probab. 5 (1995) 958–982.
[12] C. Yuan, X.Mao, Asymptotic stability in distribution of stochastic differential equationswithMarkovian switching, Stochastic Process. Appl. 103 (2003)
277–291.
[13] X. Mao, Stability of stochastic differential equations with Markovian switching, Stochastic Process. Appl. 79 (1999) 45–67.
[14] X. Mao, A. Matasov, A.B. Piunovskiy, Stochastic differential delay equations with Markovian switching, Bernoulli 6 (2000) 73–90.
[15] I. Karatzas, S. Shreve, Brownian Motion and Stochastic Calculus, Springer-Verlag, New York, 1991.
