We report concurrent measurements of ocean currents and turbulence at two sites in the North Sea, one site at upwind of the FINO1 platform and the other 200-m downwind of the Alpha Ventus wind farm. At each site, mean currents, Reynolds stresses, turbulence intensity and production of turbulent kinetic energy are obtained from two bottom-mounted 5-beam Nortek Signature1000s, high-frequency Doppler current profiler, at a water depth of approximately 30 m. Measurements from the two sites are compared to statistically identify the effects of wind farm and waves on ocean current variability and the turbulent structure in the water column. Profiles of Reynolds stresses are found to be sensible to both environmental forcing and the wind farm wake-induced distortions in both boundary layers near the surface and the seabed. Production of turbulent kinetic energy and turbulence intensity exhibit approximately similar, but less pronounced, patterns in the presence of farm wake effects.
Introduction
Detailed knowledge of ocean circulation and the mechanisms responsible for turbulent mixing is of great importance in coastal oceanography (e.g. hydrodynamics, sediment transport, energy transport, marine ecology, contaminants spread and water quality) and in successful developments of offshore renewable energy sites (e.g. fatigue and transient loading on marine constructions). However, the ability to accurately quantify the characteristics and statistics of turbulence depends directly on high-resolution field observations which are typically sparse. The inherent noise in technology used, patchy and intermittent nature of turbulence, and hydrodynamic complexity of the surface boundary layer make it difficult to conduct successful and reliable measurements.
Velocity measurements are one of the matured techniques for statistical description of the natural turbulence. A single-point acoustic Doppler velocimeter (ADV) measures the three-dimensional velocity field at a small sampling volume with a high sampling frequency, ≥ 20 Hz. The ability of an ADV to measure turbulence statistics depends on the distance of ADV sampling volume to the boundary (e.g. regions of strong turbulent intensity), the level of noise variances, contaminations induced by wave motions and non-stationarity of flow conditions. The single-point measurements from ADVs are obviously unable to capture spatial structures in the water column, and an array of ADVs is then required to provide high-resolution vertical profiles of ocean currents and small-scale velocity fluctuations. Furthermore, this intrusive measuring technique is highly sensitive to biofouling in shelf seas as well as flow distortion due to the sensor's head and its installation. In recent years, the development of free falling/rising microstructure profilers has facilitated the quality measurements of turbulence (e.g. dissipation rates of TKE, ε) throughout the water column. As a result of turbulence intermittency, however, the method requires repeated profiling, which is labour intensive and is limited to short-term measurement periods . Observation capability has been expanded by the use of high-frequency acoustic Doppler current profilers (ADCPs) which collect extended profiles of turbulent quantities from the measured along-beam velocities. Compared to ADVs, ADCPs, however, cannot appropriately resolve short temporal (spatial) scales of motions because of Doppler noise (horizontal spreading of ADCP beams) and non-homogenous nature of flow. Lohrmann et al. (1990) used a pulse-to-pulse coherent ADCP on the continental shelf to measure Reynolds stresses and eddy viscosity by assuming that turbulence statistics are homogenous. Gargett (1994) used an ADCP to directly measure vertical velocity of water column and investigated the (horizontal) homogeneity assumption used in (indirect) turbulence measurements from the opposing beams of ADCP. She illustrated that the direct and indirect vertical velocity measurements begin to be less correlated by increasing distance from the instrument. Wiles et al. (2006) compared profiles of ε from velocity microstructure with those measured from ADCP velocity profiles by applying a structure function technique which relies on stationary assumption of long-time averages. Osalusi et al. (2009) utilised ADCP measurements to determine several turbulence parameters such as TKE, rate of TKE production, Reynolds shear stresses and eddy viscosity using a so-called variance method (VM) for various tidal regimes. They further estimated ε by applying structure function and inertial dissipation method to ADCP profiles (Thomson 2012; Bakhoday-Paskyabi et al. 2015) . In summary, the aforementioned techniques have been well-suited for estimation of turbulence, but they are not fully applicable to regions with strong intermittent turbulence consisting of scales less than the system time-averaging interval and particularly in the presence of energetic surface gravity waves.
ADCPs, as a common ocean current profiling technique, use short-term bursts of along-beam velocities to extract vertical profiles of currents and turbulence parameters (Lu and Lueck 1999; Howarth and Souza 2005; Nystrom et al. 2007 ). In the presence of surface gravity waves, however, contributions from the wave orbital velocities may be an order of magnitude larger than the turbulence fluctuating velocities (Trowbridge 1998; Shaw and Trowbridge 2001; Gerbi et al. 2008 ). In such cases, even a small orientation of the instrument's head produces a large wave-induced bias in the estimated variances and covariances from ADCP measurements (Rosman et al. 2008) . Therefore, several methods have been suggested and applied to accurately calculate Reynolds stresses using ADCPs in the presence of surface gravity waves (Rosman et al. 2008; Whipple et al. 2006; Kirincich et al. 2010) .
The primary objective of the present study is to report current and turbulence measurements under varying surface forcing and flow conditions in the close vicinity of the FINO1 platform and Alpha Ventus wind farm in the North Sea. We use novel platforms including different oceanographic sensors, particularly Nortek 5-beam Signature1000s (hereafter S1000s) to link the upper ocean turbulence and current characteristics with disturbances induced by the offshore structures. We further aim to investigate the capability of the S1000 systems mounted on fixed bottom frames to derive the typical turbulence metrics in shallow seas in the presence of gravity wave orbital motions.
The paper is organised as follows: details of experimental sites and measuring strategies are given in Section 2. Measuring fundamentals of 5-beam S1000s to measure three-dimensional mean currents and turbulence metrics are presented in Section 3. Comparisons between measurements at two sites in the upwind direction of the FINO1 and downwind direction of the Alpha Ventus wind farm are carried out in Section 4. Some conclusions are given in the final section.
Observations
An experiment was carried out between June and November 2015 with assistance from the FINO and the Alpha Ventus wind farm operators, to investigate the physical processes of air-sea interaction, particularly turbulence generated by the breaking and non-breaking surface gravity waves, and coherent large-scale Langmuir circulations. The deployment was part of the Offshore Boundary Layer Experiment at the FINO1 (OBLEX-F1).
Measurement site and instrumentations
Ocean stratification, currents and turbulence were measured with four moorings deployed on 4 June 2015 (yearday 154 (YD154), where YD1 is the first day of January 2015) in the immediate vicinity of the research offshore platform FINO1 in the North Sea (54 • 00 53.5 N, 6 • 35 15.5 E, hereafter S1) and the Alpha Ventus, the first German offshore wind farm, which is located to the east of FINO1 with a closest distance of 400-m (Fig. 1a) . Two systems including a "Bottom Lander" (BL1, Fig. 2a ) and a mooring were deployed in the southwest sector of FINO1 to preserve the less disturbed observations under the (quasi) free flow conditions, safety zone (hereafter S2) to make the same measurements as those performed at the location of S1, see Table 1 for details (Fig. 2) . All moorings were recovered at 1 November 2015 (YD304) together with their bottom anchors. Each Bottom Lander at S1 and S2 is a tripod-shaped frame equipped with an upward pointing Nortek Vector current meter and an upward looking 5-beam S1000 with its first vertical bin at 2.8-m height above the seabed (Fig. 2c) . The 5-beam S1000s carried out concurrent measurements of the velocity profile in averaged mode (as 2-min averages every 10-min at 1-m cells) and in turbulence mode (as 15-min bursts every hour at 0.5-m cells with a sampling frequency of 4 Hz). The cell size in turbulence mode is sufficient to resolve the important eddy scales. The mooring deployed upwind of FINO1 is a bottomanchored Moored Autonomous Turbulence System (MATS) to measure the viscous dissipation rate, ε, at a fixed depth ) using a modified MicroRider turbulence package and an upward looking three-component Nortek Vector (Fig. 2c) . The MATS's 22-m tall mooring line was equipped with SeaBird (SBE56) temperature loggers at 5.5-, 9.5-, 13.5-, 15.5-, 17.5-and 21-m heights above the seabed sampled at 3-s interval, two SeaBirds (SBE37) unpumped conductivity-temperaturedepth (CTD) loggers at 7.5-and 19.5-m heights above the seabed sampled at 1-min interval and a Seaguard current metre at 5.5-m height above the seabed sampled at 5-min interval.
In the Alpha Ventus safety zone, a similar bottom lander was deployed at a water depth of 31-m with approximately 100-m distance from the OM system (Fig. 2b) . The OM system measured the background currents, temperature and salinity downwind of the Alpha Ventus using a Seaguard current metre (hereafter RCM) located at 5.5-m height above the seabed sampled at 5-min interval, SBE56 temperature loggers at 5.5-, 8-, 9.6-and 11.2-m heights above the seabed sampled at 3-s interval and a Microcat CTD logger (unpumped) at 12.8-m height from the seabed sampled the background salinity and temperature at 1-min interval. Further details of instrumentations are provided in Table 2 .
During deployment, the S1000 on BL1 experienced a transducer failure and stopped operating after 10 days with almost 3 days of records. Furthermore, all instruments were subject to intensive buildup of diverse organic sea life (biofouling) such as soft-bodied organisms and hard-bodied barnacle shells. The biofouling also constrained the quality data, in particular those collected from ADVs.
To examine the upper ocean variability in the area of offshore structures and to check the reliability of 5-beam measurements, we selected approximately 3 days of measurements during June 2015 when both S1000s on BL1 and BL2 returned high-quality data (Table 1) . Unfortunately, ADVs are not included for the analysis considered in this study because of a series of sampling and technical issues. Therefore, the main focus of this study would be on measurements from the BL-mounted S1000s.
Surface forcing measurements
The 100-m meteorological mast of FINO1 has been instrumented with meteorological sensors to perform multi-level measurements of wind speed, wind direction, air temperature, humidity and air pressure since 2004. Here, we use data from a cup anemometer at 33-m height above the mean see a b c Fig. 2 a Bottom lander view from top (top) and sketch of the BL deployed on the seafloor equipped with an ADV and a S1000 (below). The BL includes a double axis gimbal allowing the S1000 for an approximately 20 • tilt in any direction. b A conventional Oceanographic Mooring (OM) to measure temperature, salinity and water velocity in the downwind direction of AV. c Schematic of the MATS deployed at the upwind direction of FINO1 level in order to have appropriate estimate for the wind at 10-m height using the Monin-Obukhov similarity applicable for the neutral atmospheric boundary layer (Large and Pond 1981) . Statistics of the sea-state (i.e. significant wave height, peak period and wave direction) have been extracted from a Waverider buoy moored few hundred metres northwest of the platform.
3 Data analysis and methods
Velocity description
The current velocity data, collected in averaged-and burstmode from S1000s sampled at a finite number of vertical segments (cells or bins) throughout the water column are Note that the bin resolution for S1000s in average mode is 1-m. Height of each sensor above the seabed is presented by "hab". Furthermore, the sampling durations correspond to available raw datasets before applying the quality control criteria quality controled to remove outliers, to account for the missing data and to accurately detect the air-water interface. The instantaneous current velocities in beam coordinate frame (for the turbulence-mode configuration) are then transformed into the Cartesian (Earth) system u = (u, v, w) , where u (East), v (North) and w (Up) are horizontal and vertical velocities, respectively. For the sake of simplicity, we exclude effects of heading angle for all theoretical derivations in this section and account for its effect by using the heading rotation matrix afterward in order to perfectly align the instrument coordinate with the Earth coordinate system.
Mean current measurements from S1000
A five-beam S1000 consists of two pairs of opposing transducers (1-3 and 4-2 axes) and one transducer aligned with vertical axis of S1000 such that the beam 1 faces in the positive x axis and beam 4 faces in the positive y-axis (Fig. 3a, c (Fig. 3b) , we apply the following beam-mapping strategy, known as Janus configuration, Dewey and Stringer (2007) :
and
whereφ 1 ,φ 2 andφ 3 are heading, pitch and roll angles of S1000, respectively (Fig. 3b, c) . The heading of Janus a b c Fig. 3 a Side view of the five-beam S1000. The instrument XYZ coordinate system is drawn together with decomposition of the third alongbeam velocity, U 3 , in the corresponding Y and Z components using the transducers' angles relative to the vertical axis. b Two pairs of opposing beams (1-2 and 3-4) reside in two perpendicular planes, x-z and y-z, respectively. The beam-convention has been adapted from Dewey and Stringer (2007) ; and c two pairs of opposing beams (1-3 and 4-2) for the S1000. Each beam makes an angle of β = 25 • with the vertical axis for S1000's configuration. The heading, pitch and roll angles of the S1000 areφ 1 ,φ 2 andφ 3 , respectively. Correspondingly, φ 1 , φ 2 and φ 3 are the heading, pitch and roll angles of the Janus ADCP as used in Dewey and Stringer (2007) ADCP is φ 1 and its pitch and roll angles are φ 2 and φ 3 , respectively. When S1000 experiences non-zero pitch, φ 2 , and roll,φ 3 , motions, the estimated along-beam tilted velocity profiles in the Janus orthogonal coordinate frame, XYZ, using Eqs. 1 and 2 are trigonometrically calculated from
where β denotes the slant angle of S1000 relative to the vertical (25 • for S1000) and U i,X , U i,Y and U i,Z are respectively X, Y , and Z velocity components at beam i for i = 1, 2, · · · , 5 (Fig. 3a) . Equations 3 and 7 contain 5 known radial velocities and 15 unknown velocity components. The above underdetermined system of equations can be solved by assuming horizontally homogeneous velocity field (i.e.
In matrix notation, Eqs. 3-7 under the horizontal homogeneity assumption and in the absence of (instrumental/environmental) noise effects can be written as
where (u, v, w) , is then determined as
where T = AM is the transformation matrix and M(φ 1 , φ 2 , φ 3 ) is the total coordinate orientation matrix as a function of instrument heading, pitch and roll angles (for a rotation from the reference coordinate to the instrument frame). The total rotation matrix is calculated by multiplying the individual rotations about z, x and y axes, respectively (Dewey and Stringer 2007) . Note that the order of three successive rotations is important in calculation of M. However, the error due to the order of rotation would be negligible for conditions where roll and pitch angles are small. Furthermore, we solve the overdetermined system (9) for U XY Z as
By solving systems (8) and (9) using Eq. 10, three components of velocity either in XYZ frame or ENU coordinate system are obtained. In this study, we use zero-tilt estimate for the matrix A based on the value of β. This matrix is directly provided by the S1000 software as a standard postprocessing output for (zero-tilt) four-beam configuration (Lohrmann et al. 1990 ).
Reynolds stresses using the variance method
In this section, we assume that the velocity field is statistically homogeneous (spatial uniformity) in order to calculate the second-order turbulent quantities such as Reynolds stresses (RSs). For the rest of this paper, we use the ADCP configuration as shown in Fig. 3b ; u, v and w are assumed to be in the Earth coordinates, and we consider the local turbulent velocity as u = u −ū (the same for other components), where overbar denotes some temporal averaging over scales much longer than the temporal scales of turbulent fluctuations.ü ,v , andẅ are the velocity fluctuations in the instrument coordinate system.
For an upward looking 5-beam S1000 with zero-tilt, the beam variances for the first four radial velocity fluctuations
in the instrument frame are written as
b 3 2 =v 2 sin 2 β +ẅ 2 cos 2 β + 2v ẅ sin β cos β,
Reynolds stresses (RSs) are then extracted from the difference between the variances of opposing beam velocities, i.e. variance method (VM), as
where primes denote the velocity fluctuations around the mean due to only turbulent motions. In deriving above equations, the turbulence is assumed to be horizontally homogeneous over the beam-separation distance so that statistics of turbulence are the same for all diverged beams (i.e. first-order homogeneity). We further assume that beam 1 and beam 2 are in x-z plane (i.e. Janus configuration in Fig. 3b ). As the deployed S1000s are subject to tilts and motions (i.e. non-zero pitch and roll angles), the vertical beam velocity b 5 is not perfectly representative for the true vertical velocity, and it is necessary to account for the tilt-induced errors in RSs. Based on geometrical considerations and neglecting the effects of along-beam wave orbital velocities, the velocity variances (normal stresses) and covariances (shear stresses) with an appropriate time-averaging period (here 15-min) similar to Eqs. 11-14 are calculated using beam variances for non-zero pitch and roll angles in the level coordinate frame (i.e. the Earth coordinate system by applying pitch and roll rotation matrices) as Dewey and Stringer (2007) :
Here, it is assumed that second-order statistics of turbulence are uniform across the area between opposing beams. In Eqs. 20 and 21, there is still one unknown, u v , that cannot be derived from the variance method. Dewey and Stringer (2007) have shown that this term is small and may be ignored for the initial estimate of RSs. Alternatively, we estimate this unknown term from the turbulent fluctuating components of the S1000 velocities in the Earth coordinates, i.e. Eq. 9. Using Eqs. 17-21, the TKE and anisotropy ratio are determined as
The shear production as a rate at which the energy is transferred from mean flow to turbulence is calculated from the estimated momentum fluxes as
where ρ w is the seawater density estimated from the measured temperature and salinity and vertical gradients of horizontal/vertical velocities and RSs are calculated from four and five along-beam radial velocities, respectively. The averaging time interval used in the calculation of RS is 15-min bursts that ensures averaging over large eddies in the energy-containing subrange. Furthermore, performance of the VM is deteriorated in the presence of surface gravity waves which can lead to large along-beam variances. Therefore, even in calm sea-state conditions, the wave-induced bias must be reduced.
Wave bias correction
Turbulence field in the ocean surface boundary layer is permanently affected by the kinematic and dynamic constraints imposed by the ocean surface gravity waves so that the instantaneous velocity observations (in the Earth coordinate) may be conceptually decomposed into mean u = (ū,v,w), turbulence, u = (u , v , w ) and wave, u = (ũ,ṽ,w), components:
where overbar and tilde denote time averages over period of each burst and wave, respectively. On the small scale, the wave-generated orbital velocities distort the background strain field through straining of the vorticiy lines of turbulence motions (Teixeira and Belcher 2002) . On the large scale, the wave-generated mass transport along the direction of wave propagation (i.e., Stokes drift) interact with flow vorticity resulting in formation of Langmuir turbulence (Leibovich 1983) . Hence, underneath the wavy air-sea interface, all turbulence velocity spectra exhibit a significant energy elevation about the dominant wave peak frequency, f = f p , accompanied by a variance (covariance) enhancement at frequencies far away from f p (i.e. advection of turbulent eddies by wave orbital motion) for conditions when the ratio between the rms wave orbital velocity,σ w , and the mean current speed, u c , (i.e. R =σ w /u c ) increases for values less than 2. For R > 2, in particular in the coastal ocean, the wave-related variances (covariances) are, however, appeared at frequencies below the wave band and the stress-carrying turbulent eddies may be appeared at frequencies that overlap with the wave band. These complexities in interactions of turbulence and waves significantly influence the quality of extraction of turbulence statistics, e.g. RSs, from the turbulence (co)spectra. Using two spatially (horizontally/vertically) separated ADVs, Trowbridge (1998) presented a method to reduce the wave bias in RS estimates by assuming that the wave velocities are correlated over the flow field between two sensors, and a well-separated spectral gap exists between waves and turbulence. While the method has been successfully applied to estimate RSs in surface-zone and the outer-shelf bottom boundary layer, it exhibited poor performance in the presence of complex wave climates. Feddersen and Williams (2007) adapted the technique to reduce the wave-induced bias even further by utilising the ogive curve to check the validity of RS estimates. The techniques of Trowbridge (1998) and Shaw and Trowbridge (2001) have been recently modified by Rosman et al. (2008) and Whipple et al. (2006) for observations from ADCPs. They estimated the vertical attenuation of wave-induced velocities using linear wave theory before applying the variance method. The methods, however, become more biased when wave periods decrease and wave heights increase, in particular very close to the sea surface.
Substituting (25) into (17)- (21) and assuming uncorrelated turbulent motions lead to emergence of three motioninduced biases due to the instrument tilt, wave-induced stresses and interactions between instrument tilt and wave orbital velocities. In order to account for these errors, we reformulate the variance method in spectral domain based on one-sided velocity spectra, by the fast Fourier transformation (FFT). In this approach, the covariances (shear stresses) are computed by spectral-integration for frequencies well below the wave scales. For example, an estimate of the vertical RS (from 1-2 axis in Janus configuration) is given by
where Co uw (f ) is the observed cospectrum at frequency f and depth z, and f l c (z) characterises the lower frequency bound for the dominant wave energy scales at depth z. During the period of experiment, the corresponding cutoff frequency ranged from 0.05 (near the surface) to 0.1 Hz (near the bottom). Considering this depth-dependent variation of f l c , we determine the value of f l c at each vertical level as 50% of the peak frequency of the corresponding vertical velocity spectrum for frequencies between 0.05 and 0.1 Hz, in order to appropriately separate between the wave band and the below-wave frequencies (see Eq. 30). While the (surface/bottom) boundary layer thicknesses limit the size of large turbulent eddies, the choice of f l c also constrains the scales of energy-containing motions. For instance, for values of f l c ≤ 0.1 Hz, turbulent eddies with sizes ≥ 5 m are advected past the ADCP sampling volumes by a steady current of u c = 0.5 m s −1 . Using Eq. 26 results, however, in a theoretical underestimation of RS estimates for conditions where the energy-containing eddies are highly energetic and intermittent in the absence of stratification, and when there exist complex kinematic and dynamic interactions between wave orbital motions and local turbulence. According to the latter, the energy-containing eddies may overlap in frequency with scales associated with the wave motions, and contributions from the wave-induced stresses (the non-zero cross-correlation between the vertical and the horizontal wave orbital velocities, e.g.ũw) dominate significantly stress estimates (i.e. wave bias). In order to check the kinematic effects of wave advection on the estimated RSs using Eq. 26, we use analytical shapes for the turbulence (co)spectra in the framework of the kinematic model proposed by Lumley and Terray (1983) and extended by Rosman and Gerbi (2017) .
In homogeneous and isotropic turbulence, the onedimensional turbulence frequency spectrum (cospectrum) in the presence of wave advection for f f p , ifσ w k o /f p > 2π , is given by
where u, v, w) , Co lf u i u j are the spectral densities at the plateau of the (auto/co)spectrum for frequencies f f p , k o denotes the wavenumber related to the spatial scale of the energy-containing turbulent eddies, and μ ij = (2πσ w /f p ) −2 Coũ iũj (f )/f 2 p df are coefficients depending on the shape of wave spectrum (here, part of the observed spectral densities resides within the wave-affected frequency band). The RSs estimated using Eq. 27 at each depth z are then compared with those calculated from Eq. 26 to characterise the effects of non-steady wave advection on turbulence statistics at frequencies well below waves.
Turbulence intensity
Turbulence intensity (TI) is generally used as a metric to characterise the strength of turbulence with an extensive application in marine energy society as it is connected to amount of loading experienced by offshore platforms and is a required input for many commercial codes, such as FLU-ENT, to model tidal (wind) turbine performance . TI is defined as the ratio between turbulent fluctuations and the mean flow. For example, the turbulence intensity for the u-component, I u , is defined by
where σ u is the standard deviation of u , and ξ u denotes an empirical noise related to the measurement uncertainty and is used, in the statistical sense, to account for the effects of Doppler noise. In pulse-coherent Doppler systems, ξ u depends on the sound speed magnitude in water, the observed velocity variance, the pulse separation time of sonar system and the magnitude of the correlation between two sequential received pings. It can be also approximated from the velocity variance at the tail of velocity spectrum.
In this study, we use the variances for all velocity components from frequencies below f l c using Eq. 26 because of significant interactions between wave orbital velocities and turbulence. Furthermore, turbulence intensities for other components of velocity are obtained similarly.
Results
All measured velocities from S1000s in the Earth coordinate frame are rotated into the along-shore, v, and cross-shore, u, orthogonal reference frame using principle axes determined from a long-term (hourly averaged) measurements from an uplooking (600 kHz) ADCP with 15 vertical cells deployed Fig. 4 The polar plot of the horizontal depth-averaged (over upper 8 m below the sea surface) velocity vector measured from an uplooking ADCP with 15 vertical bins deployed in the vicinity of FINO1, at upwind direction x near the FINO1 area, Fig. 4 . An array of temperature sensors installed at the centre of the FINO1 jacket provided the ocean temperature at 3-, 10-, 15-and 20-m water depths, and the Sea Surface Temperature (SST) is determined from the temperature data at 3 m below the sea surface. These measurements combined with the temperature and salinity records from the MATS and the OM systems are used to compute the vertical density stratification (Fig. 6a, b) . Comparisons between BL-mounted S1000s are performed between YD162 and YD165 when the BL1-mounted S1000 successfully logged data (Table 2) . Figure 5a illustrates wind speed and direction measurements at 33-m height scaled to 10-m height based on MoninObukhov similarity. The wind speed rapidly increases from 6 to 11 m s −1 between June 12 and June14 along with an abrupt change of wind direction from northeast sector to northwest sector. Air temperature is warmer than sea temperatures (stable atmospheric conditions) during June 2015 and the SST increases to 14.2 • C until at 3rd of June where the wind speed increases to >10 m s −1 (not shown). The significant wave height, H s , varies between 0.4 and 1.9 m, and the wave peak period varies between 4 and 9 s (Fig. 5b) for a period between June 12-14, 2015. At early YD162, the sea-state is dominated by short swell waves with a peak at 9 s, in particular after YD163 together with a substantial decline of the peak wave period to < 5 s. Figure 5c shows temporal evolution of wave age, A w = c p /u * a , estimated from waves characterised at the peak of the wave energy spectrum. Here, u * a is the air-side friction velocity, and c p is the characteristic surface wave phase speed calculated from the dispersion relation for linear waves (Bakhoday-Paskyabi and Fer 2014). For small values of A w , the wave growth rate is high and the wave field is strongly forced by the surface wind. For large values of A w , the growth rates of waves are very small. In the vast majority of times, the sea-state is categorised as developed seas forced by the surface wind (i.e. A w < 80). Figure 6 summarises the temperature, density and velocity structure during the experiment to give the context for interpretation of turbulence data from S1000s. The detailed temperature vertical structure between YD162-YD180 shows typically well-mixed temperature throughout the water column, gradually growing in time in response to the surface forcing (Fig. 6a) . Early in the experiment, the vertical structure of potential density, σ θ , shows an increase of stratification towards the bottom, and the upper 20-m layer shows a weak density gradient for the rest of periods. The cross-and along-shore velocities from the ADCP reveal ±1 m s −1 velocity variability with dominating oscillations at a period of approximately 12 hours.
Environmental conditions
Rotary spectra of the depth-averaged currents measured by the ADCP (Fig. 7a) show a dominant semidiurnal peak, i.e. M 2 with ≈ 12.42-h period. The counterclockwise (CCW) component is slightly, but not significantly, more energetic than the clockwise (CW) components. Figure 7b shows the spectra for the cross-shore (black line) and alongshore (red line) components of the current at 3-m height above the seabed (hab). The along-shore component is more energetic at all frequencies. The semidiurnal peak is the 
Mean flow variability at BL1 and BL2 locations
The scatterplots in Fig. 8 show a very good agreement between the current measurements from RCMs at 5.5-m hab (as reference measurements) and S1000s from the closest cell to 5.5-m hab in BL-locations at S1 and S2 (Table 2) . Comparisons are shown for along-and cross-shore components separately, and note the change in scales. Regression lines are shown together with the equations and the 95% confidence bounds. The overall comparisons reveal very good agreement (almost zero-lag correlations) with high values of correlation coefficients, r, varying between 0.98-1.0 for all cases. Comparisons in S1 and S2 are based on approximately 3-day period (YD162-YD165) common to BL-mounted S1000s and mooring line mounted RCMs. Figure 8a shows that the regression line for cross-shore velocity does not pass through the origin, and consequently the ratio of velocities slightly changes for different values of u. Points outside the error bounds correspond to long waves passing over the S1 (T p > 8 s, not shown). During high-speed events (|v| > 0.2 m s −1 ), generally, the scatter in velocity between the co-located RCM and S1000 increases by increasing current amplitude. Comparisons in Fig. 8c at S2 show a broad scatter in velocity magnitudes when |u| < 0.12 m s −1 . The vast majority of points outside the error bounds are associated with quasi-long waves with T p ≥ 7 s and H s ≥ 1 m. For the along-shore velocity component at S2, most notably the scatter is greatly reduced for a broad values of current speeds with more scatter at high velocity events. Overall comparisons suggest that wind farm would unlikely cause significant differences between the co-located RCMs and S1000s at S1 and S2 in particular for the cross-shore components, while the farm effect is weakly pronounced for the along-shore components when |v| > 0.2 m s −1 . The observational current distributions (i.e. histograms) at the depths of RCMs may be approximated, in a statistically significant sense, by the Weibull distribution for both low-wave (LW, i.e. H s < 0.6-m) and high-wave (HW, i.e.
H s > 1.1-m) episodes (Fig. 9) . These hourly time-averaged current measurements (see Table 2 ) provide enough sampling points to conduct such statistical analysis. Given the weak stratification during the period of our experiment, we only look at the shape variability of the current probability distribution at S1 and S2 based on a two-parameter Weibull Probability Density Function (PDF):
where λ and κ are scale and shape parameters for this distribution, respectively, and s is a Weibull random number. Table 3 summarises the results of PDF-fitting for the data shown in Fig. 9c, d . The empirical probability distributions characterise the observed PDFs for all episodes. For the LW conditions, the PDF exhibits a larger peakedness with a lower mode (i.e 0.03 m s −1 ) at S1 compared to that of at S2. Furthermore, the distributions suggest a socalled semi-heavy tail for the calm surface forcing conditions. Fig. 9 Comparisons between the observational PDFs (i.e. histograms) of horizontal current speeds for the low-and the high-wave events using the RCM data, and the fitted Weibull distributions (red curves) at 5.5-m hab at S1 and S2 experimental sites a b c d
During strong wind events, two PDFs at S1 and S2 have approximately the same peakedness and (positive) skewness. The distributions at S1 have slightly lower mode than those at S2 (i.e 0.04 m s −1 ), and both PDFs at S1 and S2 during strong surface forcing conditions exhibit light-tail distributions. Figure 10 illustrates histograms for the RCM-based cross-and along-shore velocity components at S1 and S2. The shapes of all histograms are Gaussian-like, in particular for the along-shore components, and generally show skewnesses towards the positive values of velocities. The cross-shore variance at S2 is slightly higher than the one at S1, while no statistically significant differences have been observed for the along-shore velocity statistics, and the frequency distribution of the along-shore current is rather symmetric around the mean value. The histograms of velocity directions at two sites are also symmetric around the most frequent angle of 180 • with approximately normal distributions (not shown). Figure 11 summarises the contour plots of horizontal and vertical velocities measured from the BL-mounted S1000s (in averaged-mode based on four beams) between YD162 and YD165. The cross-shore velocities (Fig. 11a, b) have weaker, by approximately a factor of 2, amplitudes than the along-shore velocities (Fig. 11c, d ) and the tidal currents dominate in the along-shore direction at S1. Generally, the horizontal and vertical velocity distributions are similar at sites S1 and S2. At heights well below any possibility of instrument's side-lobe contaminations, the magnitudes of cross-shore current profiles are high near the bed and Table 3 Summary of the statistical parameters for the Weibull distribution, the cross-and along-shore currents, and horizontal current speed, u h , for the data reported in Fig. 9 Site decrease towards the surface, whereas the magnitudes of along-shore profiles are larger at the surface and slowly decrease towards the bed. Figure 11e , f show detailed structure of vertical velocity profiles (measured from four beams). Strong vertical banding in the measuredw profiles suggests larger response of ocean vertical motions to the forcing variability at S1 versus S2 in particular at interior layers (e.g. YD163-YD163.5) when internal waves or wave-bottom interaction (e.g. bottom friction) might be important forcing mechanisms. In addition to some variability expected because of the spatial separation between BL1 and BL2, instrument tilt error, and errors induced by applying pitch-and roll-correction algorithm, we can also expect wind farm wake disturbances. Figure 12 demonstrates ensemble-averaged (horizontal) current profiles during YD162-YD165 over calm and wavy surface forcing conditions in S1 and S2. A total number of 52 and 85 10-min observations are used to compute the mean profiles for the weak and strong wind and wave forcing conditions, respectively. Velocity profiles during LW and HW episodes (Table 3) at S1 illustrate a sharp increase near the sea surface, as expected. While qualitative shapes of profiles at BL1 location remain similar for two ensembles, the magnitudes of velocities near the sea surface are larger than those during the calm periods as a result of the response of uppermost currents to variable surface forcing conditions. The current vertical structure at S2 is generally surface-intensified with smaller values, within the shown confidence intervals, near the sea surface than the similar measurements made at S1. Three days of observations used for this analysis are not, however, sufficient to describe the role of the wind farm in modulation of ocean current profiles. Additionally, the computed ensembles generally exhibit tendency towards near-surface overestimation due to the potential side-lobe interferences of acoustic measurements very close to the air-sea boundary. Figure 13 shows the frequency spectra of vertical velocity fluctuations, w , from the upward pointing beam (i.e. b 5 for firmly levelled S1000) over heights below 24-m above the seabed. Variation in the vertical evolutions of energy Fig. 11 Contour plots of the mean cross-shore (ū), along-shore (v), and vertical (w) velocities measured from a, c, e the BL1-mounted S1000 and b, d, f the BL2-mounted S1000 sampled in averaged mode (i.e. 2-min averages every 10-min) a b c d e f distribution is clearly linked to the rapid attenuation of wave signals away from the air-sea interface. In general, all vertical velocity spectra at different vertical levels exhibit a wave band at which its bandwidth has tendency to decrease exponentially at higher frequencies towards the seabed. There exists further a systematic shift in energy peaks, as expected, Fig. 12 Time-averaged horizontal velocities measured during YD162-YD165 for low-wave (LW) and high-wave (HW) conditions from the BL1-and BL2-mounted S1000s (see Table 3 
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Vertical velocity spectra
where for our datasets, values of a = 1.05, b = 1, and λ w = 1/(2k p ) are set by checking manually all velocity spectra.
Here, z is the distance from the sea surface and k p denotes the wavenumber at the wave peak frequency calculated from the dispersion relation for linear waves. The power spectra of w for the uppermost and lowermost cells are characterised by high energy content across a broad range of wave-affected frequencies accompanied by flat and noisy energy spectra above the wave band. Both vertical velocity spectra have a peak with different amplitude at f p , which is attributed to the waves, and the uppermost spectrum flattens out at frequencies > f p and below f u c while the lowermost calculated from Eq. 30, and the black line displays the wave peak frequency for an arbitrary burst of S1000 at BL1 spectrum still continues to cascade down. The slope of the surface spectrum does not show a clear characteristic −5/3 power-law beyond the wave band, while a narrow-band inertial subrange (where TKE cascades downward from larger to smaller scales) emerges closer to the seabed.
Reynolds stresses
An example of cospectrum, Co uw (f ), for a sample nearsurface burst measured from the BL1-mounted S1000 is shown in Fig. 14. As expected, there is a significant contribution to the cospectrum at frequencies between f l c and f u c from surface waves. The observed cospectrum is highly scattered particularly at high frequencies, and is little affected by wave orbital motions at frequencies higher than f u c because the rms wave orbital velocity is smaller than u c for this burst. Furthermore, wave-induced variances decay at low frequencies below f l c . This suggests that the advection of turbulence for this burst at frequencies lower/higher than the wave band is mainly due to the mean current. Note that this burst is for the uppermost cell, close to the sea surface, and the wave bandwidth near the sea surface is much wider than those at deeper levels, with large effects on the covariances near the peak wave frequency. By taking distance from the air-sea interface, the wave peak bandwidth becomes narrower and the wave effects on the integral of (co)spectrum reduces substantially (see also Fig. 13) .
The wave advection effect on observed RSs is summarised in Fig. 15a that illustrates the time-depth variation of the ratio between the rms wave orbital velocities,σ w , and the mean current speeds measured from the BL1-mounted S1000. The values ofσ w are estimated using the integration of the spectral densities of the observed fluctuating velocities within the wave frequency range [f l c , f u c ]. While the spatio-temporal variation of R =σ w /u c near the sea surface is controlled by the wave-and the wind-related processes (see Fig. 5a ), the wave-advection at energycontaining scales and at scales well above f p play little Fig. 15b . In this figure, the constant spectral density averaged over very low frequencies, Co lf uw , is multiplied by an exponentially decaying factor as a function of R, f , u c and f p , i.e. Eq. 27. The modelled and observed RSs are highly correlated, suggesting less waveinduced covariances at low frequencies (i.e. f < f l c ) and therefore underestimation of u w obs may be explained by removing the turbulence energy from the portion of the cospectrum within the wave-affected frequency band. To diagnose the wave advection effects at low frequencies, we compare the observed time-averaged friction velocity and TKE profiles with the modelled ones. The low frequency portion of the observed frequency spectra and cospectra are less affected by wave advection and the turbulence quantities are in close agreement with the model predictions.
Reynolds stresses in the cross-and along-shore directions are computed using the VM between YD162 and YD165 for data collected from the BL1-mounted S1000, Fig. 16 . During the strong surface wind and wave forcing episodes, the surface-generated stresses are extended downward through the water column and merged by the bottom-intensified stresses which vary typically over the semidiurnal M 2 tidal cycle. Applying the wave-correction algorithm removes substantially the large wave-induced variances from the estimated stresses (Fig. 16a, c) and reduces their magnitudes by nearly one order of magnitude (Fig. 16b, d ). The wave-corrected along-shore stress, (v w ) c , reveals stronger response to the major wind event (i.e. around YD163.5) by spanning the turbulence throughout the water column compared with the response of the cross-shore component to the surface variability, (u w ) c , Fig. 16b . Some asymmetric features are clearly observed in the vertical structures of (u w ) c and (v w ) c that may be explained by the effects of weak stratification, interactions between surface and bottom boundary layers and poor stationarity of velocity field (in particular for the horizontal velocity components). The magnitudes of these burst-type events, separated by nearly quiescent periods, are closely connected to different phases of tidal cycle for mainly lower part of RS profiles.
We also check the accuracy of the measured RSs in Fig. 17 by comparing the values of u * w predicted by the drag law using wind speed (Large and Pond 1981) to those obtained from the uncorrected and wave-corrected time series of RS at the uppermost bin below the sea surface. Due to the S1000 side-lobe contamination at the air-sea interface, the Reynolds stresses in this graph are taken for depths about one meter below the sea surface. Computed values for RSs are then filtered in time to reduce the noise using a four-point running average filter. It is observed that the wave-induced disturbances lead to an order of magnitude overestimation in the observed friction velocities relative to those calculated from the drag law (in the bulk sense), and applying the correction procedure successfully removes the majority of the wave-induced variances from RS estimates. Both uncorrected and wave-corrected friction velocities also exhibit a strong increase and departure from the drag law during YD164-YD164.5 due to the Doppler phase noise in the uppermost S1000's sampling volume and side-lobe contaminations caused by strong surface forcing events (colour of markers are scaled by H s , see also Fig. 11e ). ) denotes the drag coefficients depending on the seabed composition, height above the seabed, waves and the tidal current speeds. We calculate C d using the Chézy formulation for sediment particle size of 0.02 mm in the absence of wave effect (Nielsen 1992) . The comparisons show much better agreement between the observed and the bulk friction velocities at the bottom boundary layer when the wavecorrected RSs are used to estimate u * b . The scatters in Fig. 17d is partly explained by the effect of excluded turbulent spectral densities at frequencies beyond f l c , and in part due to other sources of uncertainty such as form drag effects. Figure 18 shows profiles of time-averaged (wave-and tilt-corrected) along-shore drag coefficient, C y d , over wavy (H s > 1.1 m) and calm (H s < 0.6 m) sea-state conditions (Fig. 18a, b) , and flood and ebb tidal conditions (Fig. 18c,  d ) for the data collected from the BL1-and BL2-mounted S1000s during YD162-YD165. We estimate 95% confidence interval using t distribution of the observed time series at each vertical level. There is evidence of strong drag variability throughout the water column for the LW case at both measuring locations (Fig. 18a) . Meanwhile, the presence of wind farm has modulated the magnitude of the observed C y d at heights near the sea surface during the LW events with less variability very close to the seabed. The implications for the local and non-local interactions between waves and turbulence can be assessed from the noticeable level of uncertainty (noise) observed in the reported measurements (e.g. residual wave-induced 
TKE, P s , ATKE and I u
The wave-and tilt-corrected TKE, P s , ATKE and I u are shown in Fig. 19 for BL1-and BL2-mounted S1000s. All turbulence metrics measured in these locations reveal similar characteristics in spite of approximately 3 km of separation distance. The high values for the TKE and the shear production, P s , are found near the surface and in the lower layers due to the strength of surface forcing, bottom friction and strong tidal mixing (Fig. 19a, b) . However, it is not clear, from these figures whether the observed variations are from superimposition by the wind wake behind the Alpha Ventus or because of the spatial separation between measuring platforms. By an abrupt increase in the wind speed during YD163.5-YD164 (Fig. 5b) , the surface layers at S1 show strong tendency towards being more isotropic. In contrast, the counterpart measurements in S2 exhibit more anisotropic features in this period at the uppermost layers as a result of farm wake effects on modulation of wind and wave fields. The anisotropic variances (originated from weak stratification, wave-bottom interaction and farminduced wake effects) make the flow highly unbalanced with respect to the momentum, energy and vorticity fields (Fig. 19c, d) . Figure 19e , f shows the spatio-temporal evolution of the cross-shore component of turbulence intensity, I u , in S1 and S2, respectively. The values of turbulence intensities are consistent with the variations of TKE and P s with nearly the same temporal/spatial characteristics. Furthermore, increased magnitudes of I u when currents are relatively weak (below 0.1 m s −1 near the surface), are inconsistent with the relationship given by Eq. 28. This suggests that the non-local variances from farm wake and waves Fig. 19 Depth-time series of different turbulence parameters at S1 and S2 from the wave-corrected data during YD162-YD165. Contour plots of a, b TKE from BL1-and BL2-mounted S1000s, respectively; c, d P s at S1 and S2; e, f ATKE at S1 and S2 sites; and (g, h) I u from S1000s at locations of BL1 and BL2, respectively. All turbulence metrics in this figure 
Conclusions
We reported novel observational systems to measure ocean currents and high-resolution turbulence parameters, such as Reynolds stress and turbulent kinetic energy (TKE) throughout the water column. The experiment was conducted in close vicinity of FINO1 platform in the North Sea and near the Alpha Ventus wind farm, allowing us to study possible effects of farm on ocean currents and turbulence. Measurements performed from two bottom-mounted 5-beam Nortek Signature1000s (S1000s) deployed at two sites, one upwind of FINO1 and the other downwind of the wind farm. We presented the variance-method framework to estimate the turbulent stresses from S1000s in the presence of surface gravity wave orbital velocities and wave-induced instrumental tilt (i.e measurements from non-orthogonal axes). In order to account for the wave effect, we computed the covariances by integrating only the below-wave band of the measured turbulent cospectra. The below-wave motions approximately explained the majority of covariances for interior ocean sampling volumes. While applying this procedure underestimates the true RSs, comparisons of the surface/bottom friction velocities using uncorrected and corrected turbulence covariances to the estimates made by drag laws (Large and Pond 1981) indicated that the correction method substantially reduces (by approximately one order of magnitude) the wave-induced biases from turbulence measurements. In contrast to the mean flow which shows weak effects from the farm wake, profiles of Reynolds stresses (and non-dimensional drag coefficients) show relatively strong response to the surface forcing, gravity waves, tidal forcing and the wind farm wake-induced distortions in both boundary layers near the surface and bottom. We observed similar, but less pronounced, trends for vertical distributions of other turbulence parameters (e.g TKE production, turbulent intensity and anisotropy ratio). Although comparisons were limited to only 3 days because of a transducer failure on one of the S1000s, this investigation provides invaluable information about the wave-current and the wave-turbulence interactions in the vicinity of offshore structures which are crucial in the design and optimisation of marine energy devices and in turbulence modelling and analysis. 
