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Abstract
Let P be the orthogonal projection from L2(B, dv) onto the Bergman space L2a(B, dv) of the unit ball
in Cn. In this paper we characterize the membership of commutators of the form [Mf ,P ] in the norm
ideal CΦ , where the symmetric gauge function Φ is allowed to be arbitrary.
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1. Introduction
Let B be the open unit ball {z ∈ Cn: |z| < 1} in Cn and let dv be the volume measure on B
with the normalization v(B) = 1. Recall that the Bergman space L2a(B, dv) is the subspace
{
h ∈ L2(B, dv): h is analytic on B}
of L2(B, dv). Note that the symbol A2(B) is also used for the Bergman space by some authors,
but we prefer the notation L2a(B, dv). Let
P : L2(B, dv) → L2a(B, dv)
be the orthogonal projection. Often, this P is called the Bergman projection. The main result
of this paper is a characterization of the membership of [Mf ,P ] in norm ideals, where Mf
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known history. Before stating our result, it is necessary to recall the relevant definitions and other
background information.
Closely related to the commutator [Mf ,P ] is the Hankel operator Hf = (1−P)Mf P . There
is a vast literature on Hankel operators of various kinds, of which we cite [1–4,6,7,9–12,15,17]
as a small sample. Because of the well-known relation
[Mf ,P ] = Hf −H ∗¯f ,
the study of the commutator [Mf ,P ] is equivalent to the so-called “two-sided” theory of Hankel
operators, i.e., the simultaneous study of the pair Hf and Hf¯ .
Of particular relevance to this paper are references [15,17]. In [17], Zhu determined the mem-
bership of [Mf ,P ] in the Schatten class Cp for 2  p < ∞. Later, the author extended the
result to the case 2n/(n + 1) < p < 2 [15]. But as it was explained in [15], the same kind of
characterization cannot be extended to the case p  2n/(n + 1). The reason for the lower limit
p > 2n/(n+ 1) is that in [15,17], the condition for the membership [Mf ,p] ∈ Cp involved mean
oscillation with respect to the normalized reproducing kernel
kz(w) = (1 − |z|
2)(n+1)/2
(1 − 〈w,z〉)n+1 , z,w ∈ B.
More precisely, the condition in [15,17] was stated in terms of the numerical quantity
MO(f )(z) = ∥∥(f − 〈f kz, kz〉)kz∥∥.
As it turns out, what is responsible for the lower limit p > 2n/(n+ 1) in [15] is the fact that the
kernel kz simply “does not decay sufficiently fast”. The meaning of the words in the quotation
marks will become clear later when we present modified kernel which does “decay sufficiently
fast” for our purpose.
On the other hand, obviously there are nonzero commutators in C2n/(n+1) and in smaller ide-
als when n  2. For example, if f is a bounded measurable function on B which vanishes on
B\{z: |z| r} for some 0 < r < 1, then the commutator [Mf ,P ] obviously belongs to the trace
class C1. Thus it is not vacuous to ask, how does one characterize the membership [Mf ,P ] ∈ Cp
for 1 p  2n/(n+ 1)?
Moreover, Schatten classes are just some of the most familiar examples of a much larger class
of operator ideals called norm ideals. Given the discussion above, it is also a legitimate ques-
tion to ask, how does one characterize the membership [Mf ,P ] in an arbitrary norm ideal?
What makes this question look promising is the fact that the analogous problem has been
solved in the setting of the Fock space of the Gaussian measure on Cn [6]. Of course, each
reproducing-kernel Hilbert space has its own peculiarities. The fact that a result can be estab-
lished on one reproducing-kernel Hilbert space is no guarantee that its analogue can be proved
on another.
Before we discuss the membership of [Mf ,P ] in general norm ideals, let us recall the relevant
definitions. We will use [8] as our standard reference for norm ideals, although the term norm
ideal itself is due to Schatten [14]. Let cˆ be the linear space of sequences {aj }j∈N, where aj ∈ R
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called symmetric norming function) [8, p. 71] is a map
Φ : cˆ → [0,∞)
which has the following properties:
(a) Φ is a norm on cˆ.
(b) Φ({1, 0, . . . , 0, . . .}) = 1.
(c) Φ({aj }j∈N) = Φ({|aπ(j)|}j∈N) for every bijection π : N → N.
Given a bounded operator A, we write s1(A), . . . , sk(A), . . . for its s-numbers [8, Section II.7]
as usual. Each symmetric gauge function Φ gives rise to the symmetric norm
‖A‖Φ = sup
k1
Φ
({
s1(A), . . . , sk(A),0, . . . ,0, . . .
})
for operators. On any separable Hilbert space H, the set of operators
CΦ =
{
A ∈ B(H): ‖A‖Φ < ∞
}
is a norm ideal [8, p. 68]. This term refers to the following properties of CΦ :
• For any B , C ∈ B(H) and A ∈ CΦ , BAC ∈ CΦ and ‖BAC‖Φ  ‖B‖‖A‖Φ‖C‖.
• If A ∈ CΦ , then A∗ ∈ CΦ and ‖A∗‖Φ = ‖A‖Φ .
• For any A ∈ CΦ , ‖A‖ ‖A‖Φ , and the equality holds when rank(A) = 1.
• CΦ is complete with respect to ‖.‖Φ .
It will be convenient to adopt the convention that for each unbounded operator X, we simply set
‖X‖Φ = ∞.
For each 1 p < ∞, if we define the symmetric gauge function
Φp
({aj }j∈N)=
( ∞∑
j=1
|aj |p
)1/p
,
{aj }j∈N ∈ cˆ, then the norm ideal CΦp is just the Schatten class Cp .
For each 1  p < ∞, we can define the symmetric gauge function Φ+p : cˆ → [0,∞) as fol-
lows. For each {aj }j∈N ∈ cˆ, let
Φ+p
({aj }j∈N)= sup
k1
|aπ(1)| + · · · + |aπ(k)|
1−1/p + · · · + k−1/p ,
where π : N → N is any bijection such that |aπ(j)|  |aπ(j+1)| for every j ∈ N, which exists
because aj = 0 for all but a finite number of j ’s. Then usually the norm ideal CΦ+p is simply
denoted by the symbol C+p . For each 1 < p < ∞, the ideal C+p is the dual of a certain Lorentz
ideal [8, Section III.15]. It is well known that Cp ⊂ C+p and that Cp = C+p . Another interesting
fact is that, as a Banach space, C+ is not separable.p
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more examples of symmetric gauge functions, see [8]. But these less or more exotic examples
aside, this paper only requires a rudimentary knowledge of symmetric gauge functions. In fact,
the whole point of the paper is about obtaining estimates from bare definitions.
Given a symmetric gauge Φ , it is a common practice to extend its domain of definition be-
yond the space cˆ. Suppose that {bj }j∈N is an arbitrary sequence of real numbers, i.e., the set
{j ∈ N: bj = 0} is not required to be finite. Then we define
Φ
({bj }j∈N)= sup
k1
Φ
({b1, . . . , bk,0, . . . ,0, . . .}).
For our purpose we also need to deal with sequences indexed by sets other than N. If W is a
countable, infinite set, then we define
Φ
({bα}α∈W )= Φ({bπ(j)}j∈N),
where π : N → W is any bijection. The definition of symmetric gauge functions guarantees that
the value of Φ({bα}α∈W) is independent of the choice of the bijection π . To be thorough, let us
also mention the case of finite sequences. For a finite index set F = {x1, . . . , x}, we define
Φ
({bx}x∈F )= Φ({bx1 , . . . , bx ,0, . . . ,0, . . .}).
The main interest of the paper is the following. Suppose that a symmetric gauge function Φ
is given. Then for which f ∈ L2(B, dv) does one have the membership [Mf ,P ] ∈ CΦ? As we
explained above, for a general Φ , one cannot hope to characterize the membership [Mf ,P ] ∈ CΦ
in terms of the normalized reproducing kernel kz. Taking similar situations in the Hardy space
[4] and in the Drury–Arveson space [5] as a hint, we need a modified version of kz, a version that
“decays faster”.
Let z ∈ B. Following [4], we define the Schur multiplier function
mz(w) = 1 − |z|1 − 〈w,z〉 , w ∈ B. (1.1)
For each integer i  0, we define the function
ψz,i(w) = (1 − |z|
2){(n+1)/2}+i
(1 − 〈w,z〉)n+1+i , w ∈ B. (1.2)
Then we have the relation
ψz,i =
(
1 + |z|)imizkz.
The factor (1 + |z|)i is unimportant but it arises from Proposition 4.1 below in a natural way.
What is important above is the factor miz, which gives ψz,i a faster decaying rate than kz. But if
i  1, then ψz,i is not a unit vector. Thus we need to normalized it. Define
ψ˜z,i = ψz,i .‖ψz,i‖
992 J. Xia / Journal of Functional Analysis 263 (2012) 988–1039The reason for normalizing ψz,i is that for each f ∈ L2(B, dv), we have∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥= inf
α∈C
∥∥(f − α)ψz,i∥∥.
That is, ‖(f −〈f ψ˜z,i , ψ˜z,i〉)ψz,i‖ is the mean oscillation of f with respect to the modified kernel
function ψz,i . This is the quantity that will replace MO(f )(z) = ‖(f − 〈f kz, kz〉)kz‖.
To state our result, we also need to recall the notion of lattice in B, which is defined in terms
of the Bergman metric. For each z ∈ B\{0}, we have the Möbius transform
ϕz(w) = 11 − 〈w,z〉
{
z− 〈w,z〉|z|2 z−
(
1 − |z|2)1/2(w − 〈w,z〉|z|2 z
)}
of the unit ball B. Recall that each ϕz is an involution, i.e., ϕz ◦ ϕz = id [13, Theorem 2.2.2].
Also, we define ϕ0(w) = −w. It is well known that the formula
β(z,w) = 1
2
log
1 + |ϕz(w)|
1 − |ϕz(w)|
defines a metric on B. For each z ∈ B and each a > 0, we define the corresponding β-ball
D(z, a) = {w ∈ B: β(z,w) < a}.
Definition 1.1. (i) Let a be a positive number. A subset Γ of B is said to be a-separated if
D(z, a)∩D(w,a) = ∅ for all distinct elements z, w in Γ .
(ii) Let 0 < a < b < ∞. A subset Γ of B is said to be an a, b-lattice if it is a-separated and has
the property
⋃
z∈Γ D(z, b) = B.
The simplest example of such a lattice is the following. Take any positive number 0 < a < ∞,
and then take any subset M of B which is maximal with respect to the property of being a-
separated. Then obviously M is an a,2a-lattice in B.
We can now state the main result of the paper.
Theorem 1.2. Let 0 < a < b < ∞ be positive numbers such that b  2a. Let integer i  6n + 1
also be given. Then there exist constants 0 < c  C < ∞ which depend only on a, b, i and the
complex dimension n such that the inequality
cΦ
({∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥}z∈Γ ) ∥∥[Mf ,P ]∥∥Φ  CΦ({∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥}z∈Γ )
holds for every f ∈ L2(B, dv), every symmetric gauge function Φ , and every a, b-lattice Γ in B.
Although Theorem 1.2 is stated in terms of commutators and norm ideals, it is really a result
about the structure of the Bergman space L2a(B, dv). What this paper really shows is that there
is enough “almost orthogonality” in the Bergman space to permit a proof of Theorem 1.2. More
specifically, it shows that such “almost orthogonality” is realized through the functions ψz,i ,
which can be useful for Bergman space related investigations in the future.
The rest of the paper is taken up by the very long proof of Theorem 1.2. We would characterize
the proof of Theorem 1.2 as being extremely laborious, but not difficult. In other words, most of
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Let us give a brief outline of our approach here.
First of all, the reader will find that our approach is fundamentally different from past works on
[Mf ,P ]. Our actual estimates of ‖·‖Φ at the most basic level involve nothing but the definition of
Φ-norm. As it turns out, the estimate of ‖[Mf ,P ]‖Φ can be ultimately reduced to the estimates
of the Φ-norms of families of operators of the simple form
A =
∑
j∈N
ajxj ⊗ yj , (1.3)
where {xj : j ∈ N} and {yj : j ∈ N} are orthonormal sets. For such an A, if Φ is a symmetric
gauge function and if 0 < s  1, then we have
∥∥|A|s∥∥
Φ
= Φ({|aj |s}j∈N), (1.4)
where |A| denotes (A∗A)1/2, the absolute value of A. But there are numerous steps involved in
the reduction process from [Mf ,P ] to (1.3), which is why the paper is so long.
The first step of reduction involves what we call a quasi-resolution of the Bergman projec-
tion P . For an appropriate natural number i′ we consider the operator
Ri′ =
∫
ψz,i′ ⊗ψz,i′ dλ(z),
where dλ is the standard Möbius-invariant measure on B. Then there are scalars 0 < c C < ∞
such that the operator inequality cP  Ri′  CP holds on the Hilbert space L2(B, dv). By the
Riesz functional calculus, this reduces the estimate of ‖[Mf ,P ]‖Φ to that of ‖[Mf ,Ri′ ]‖Φ .
Using Möbius transform, we can rewrite the operator Ri′ as
Ri′ =
∫
D(0,2)
Tζ dλ(ζ ),
reducing the estimate of ‖[Mf ,Ri′ ]‖Φ to that of ‖[Mf ,Tζ ]‖Φ , where each Tζ is a “discrete
sum”:
Tζ =
∑
z∈G
χEz(ζ )ψϕz(ζ ),i′ ⊗ψϕz(ζ ),i′ .
Thus the modified kernel ψz,i′ enters the estimate of ‖[Mf ,P ]‖Φ . Using the obvious cancellation
property of the commutator [Mf ,Tζ ], the estimate of ‖[Mf ,Tζ ]‖Φ is further reduced to that of
the Φ-norm of operators of the form
X =
∑
cz
(
(f − fz,i)ψz,i′
)⊗ψz,i′ ,
z∈F
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quite far from (1.3), for the vectors on the right-hand side lack orthogonality. The next step is to
pick any orthonormal set {ez: z ∈ F } and factor X as X = X1X∗2 , where
X1 =
∑
z∈F
cz
(
(f − fz,i)ψz,i′
)⊗ ez and X2 =∑
z∈F
ψz,i′ ⊗ ez.
Then ‖X‖Φ  ‖X1‖Φ‖X∗2‖. As it turns out, the operator norm ‖X2‖ is quite easy to handle. Our
main problem is ‖X1‖Φ . To estimate ‖X1‖Φ , we start with the identity
X∗1X1 =
∑
z,w∈F
czc¯w
〈
(f − fz,i)ψz,i′ , (f − fw,i)ψw,i′
〉
ew ⊗ ez.
The terms on the right-hand side must then be grouped according to the separation between
z and w. In other words, X∗1X1 needs to be further decomposed. But if one goes through the
necessary steps, formula (1.4) can be brought to bear to give us the desired result.
What makes all of this work is the following simple inequality: For z and w satisfying the
conditions specified in Lemma 3.5, we have
∣∣〈gψz,i′ , gψw,i′ 〉∣∣ C3.52−(n+1)2−2im‖gψw,i‖2,
g ∈ L2(B, dv). Here  and m measure the separation of z and w in the radial direction and
the spherical direction respectively. This inequality should be read as follows. In the spherical
direction, we can achieve arbitrarily fast decaying rate simply by penciling in a large i. In other
words, the spherical direction is the good direction. But the decay in the radial direction, i.e., the
factor 2−(n+1), is unaffected by the value of i. One can think of the factor 2−(n+1) as an intrinsic
property of the Bergman space that cannot be artificially improved. So the radial direction is the
bad direction. Fortunately, the inherent decay 2−(n+1) in the radial direction together with fast
decay in the spherical direction are sufficient for Theorem 1.2, and our proof grew out of this
simple observation.
To conclude the Introduction, let us describe how the paper is organized, which is different
from the order of reduction steps described above. Section 2 deals with the radial–spherical de-
composition of B and the equivalence of various mean oscillations. The purpose of Section 3 is
to establish the Φ-norm estimate given in Lemma 3.9. The proof of Lemma 3.9 is long because
there are several decompositions involved. Unfortunately, there does not appear to be any sensi-
ble way to divide Lemma 3.9 into shorter pieces. In Section 4 we introduce the above-mentioned
quasi-resolution for the Bergman projection. In Section 5 we combine the results from the pre-
ceding sections to establish the upper bound in Theorem 1.2. In Section 6 we prove the lower
bound in Theorem 1.2, which is much easier than the upper bound. Finally, in Section 7 we es-
tablish an alternate version of Theorem 1.2, a version where the membership [Mf ,P ] ∈ CΦ is
characterized by the mean oscillations of f over subsets of B.
2. Various mean oscillations
As it turns out, the metric β is convenient for the purpose of stating our result, but it is not very
useful in many of our proofs. This is mainly due to the disparity between the radial direction and
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on the familiar radial–spherical decomposition of B, which we now recall.
Let S denote the unit sphere {ξ ∈ Cn: |ξ | = 1}. Recall that the formula
d(u, ξ) = ∣∣1 − 〈u, ξ 〉∣∣1/2, u, ξ ∈ S, (2.1)
defines a metric on S [13, p. 66]. Throughout the paper, we denote
B(u, r) = {ξ ∈ S: ∣∣1 − 〈u, ξ 〉∣∣1/2 < r}
for u ∈ S and r > 0. Let σ be the positive, regular Borel measure on S which is invariant under
the orthogonal group O(2n), i.e., the group of isometries on Cn ∼= R2n which fix 0. We take the
usual normalization σ(S) = 1. There is a constant A0 ∈ (2−n,∞) such that
2−nr2n  σ
(
B(u, r)
)
A0r2n (2.2)
for all u ∈ S and 0 < r √2 [13, Proposition 5.1.4]. Note that the upper bound actually holds
when r >
√
2.
For each integer k  0, let {uk,1, . . . , uk,m(k)} be a subset of S which is maximal with respect
to the property
B
(
uk,j ,2−k−1
)∩B(uk,j ′ ,2−k−1)= ∅ for all 1 j < j ′ m(k). (2.3)
The maximality of {uk,1, . . . , uk,m(k)} implies that
m(k)⋃
j=1
B
(
uk,j ,2−k
)= S. (2.4)
For each pair of k  0 and 1 j m(k), define the subsets
Tk,j =
{
ru: 1 − 2−2k  r < 1 − 2−2(k+1), u ∈ B(uk,j ,2−k)} and (2.5)
Qk,j =
{
ru: 1 − 2−2k  r < 1 − 2−2(k+2), u ∈ B(uk,j ,9 · 2−k)} (2.6)
of B. Let us also introduce the index set
I = {(k, j): k  0, 1 j m(k)}.
For each (k, j) ∈ I , we define the subset
Fk,j =
{
(, i):  > k, 1 i m(), B
(
u,i ,2−
)∩B(uk,j ,3 · 2−k) = ∅}
of I . We then define
Wk,j = Qk,j ∪
{ ⋃
(,i)∈Fk,j
Q,i
}
. (2.7)
Obviously, Wk,j ⊃ {ru: 1 − 2−2k  r < 1, u ∈ B(uk,j ,3 · 2−k)}.
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for the mean value of f on E, i.e., fE = (1/v(E))
∫
E
f dv. Furthermore, denote
V (f ;E) = 1
v(E)
∫
E
|f − fE |2 dv,
which is the variance of f over the set E. Accordingly, V 1/2(f ;E) is the standard deviation of
f over E. Suppose that E and F are Borel sets in B such that v(E ∩ F) > 0. Then
|fE − fF | v(E)
v(E ∩ F)V
1/2(f ;E)+ v(F )
v(E ∩ F)V
1/2(f ;F). (2.8)
See inequality (3.3) in [15].
It is elementary that if c is a complex number with |c| 1 and if 0 ρ  1, then
2|1 − ρc| |1 − c|.
This inequality will be used frequently in the paper.
Lemma 2.1. Given any integer i  0, there exists a constant 0 <C2.1 < ∞ which depends only
on i and n such that for each (k, j) ∈ I and each f ∈ L2(B, dv), the inequality
∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥ C2.1 ∑
(t,h)∈Hk,j
V 1/2(f ;Wt,h)2−(n+2i)(k−t)
holds whenever z ∈ Tk,j , where
Hk,j =
{
(t, h): 0 t  k, 1 hm(t), B
(
ut,h,2−t
)∩B(uk,j ,2−k) = ∅}.
Proof. Let (k, j) ∈ I and z ∈ Tk,j be given. Then z = |z|ξ for some ξ ∈ S. By (2.4), for each 0
  k, there is a ν() ∈ {1, . . . ,m()} such that ξ ∈ B(u,ν(),2−). We stipulate that ν(k) = j ,
which is allowed because z ∈ Tk,j . We claim that the inequality
|ψz,i |2  C1
k∑
=0
2−2(n+1+2i)(k−) 1
v(W,ν())
χW,ν() (2.9)
holds on B, where C1 depends only on n and i.
First of all, by (2.7) we have W0,ν(0) = B. Suppose that w ∈ W−1,ν(−1)\W,ν() and let us
estimate the value of |1 − 〈w,z〉|. Since w /∈ W,ν(), there are two possibilities. Either |w| 
1 − 2−2, in which case we have |1 − 〈w,z〉| 1 − |w| 2−2. Or w/|w| /∈ B(u,ν(),3 · 2−),
in which case we have d(w/|w|, ξ) > 2 · 2− since ξ ∈ B(u,ν(),2−) by the choice of ν().
In the latter case, |1 − 〈w,z〉|  (1/2)|1 − 〈w/|w|, ξ 〉|  2 · 2−2. Thus we have shown that
if w ∈ W−1,ν(−1)\W,ν(), then |1 − 〈w,z〉|−1  4 · 22(−1). On the other hand, the definition
of Tk,j gives us 1 − |z|  2−2k . By (2.7), (2.2) and the formula dv = 2nr2n−1 dr dσ , we have
v(W−1,ν(−1)) C2−2(n+1)(−1). Combining these three inequalities, we see that (2.9) holds on
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2−2(k+1) = (1/4)2−2k since z ∈ Tk,j . Thus (2.9) holds on B.
Let f ∈ L2(B, dv) also be given. Then it follows from (2.9) that
∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥2  ∥∥(f − fWk,j )ψz,i∥∥2
 C1
k∑
=0
2−2(n+1+2i)(k−) 1
v(W,ν())
∫
W,ν()
|f − fWk,j |2 dv. (2.10)
For  < k, since ξ ∈ B(u,ν(),2−) ∩ B(u+1,ν(+1),2−−1), we have B(u,ν(),3 · 2−) ⊃
B(u+1,ν(+1),2−−1). Therefore W,ν() ∩W+1,ν(+1) ⊃ T+1,ν(+1). Hence
v(W,ν())
v(W,ν() ∩W+1,ν(+1))  C2 and
v(W+1,ν(+1))
v(W,ν() ∩W+1,ν(+1))  C2.
Applying (2.8), we have
|fW,ν() − fW+1,ν(+1) | C2
(
V 1/2(f ;W,ν())+ V 1/2(f ;W+1,ν(+1))
)
.
Thus for every  < k we have
|f − fWk,j | |f − fW,ν() | +
k−1∑
t=
|fWt,ν(t) − fWt+1,ν(t+1) |
 |f − fW,ν() | + 2C2
k∑
t=
V 1/2(f ;Wt,ν(t)).
Squaring both sides and then applying the Cauchy–Schwarz inequality, we find that
|f − fWk,j |2  (2 + k − )
(
|f − fW,ν() |2 + 4C22
k∑
t=
V (f ;Wt,ν(t))
)
.
Substituting the above in (2.10), we see that
∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥2  C1(1 + 4C22)
k∑
=0
2−2(n+1+2i)(k−)(2 + k − )
k∑
t=
V (f ;Wt,ν(t))
= C1
(
1 + 4C22
) k∑
t=0
V (f ;Wt,ν(t))
t∑
=0
2−2(n+1+2i)(k−)(2 + k − )
= C1
(
1 + 4C22
) k∑
t=0
V (f ;Wt,ν(t))
k∑
m=k−t
2−2(n+1+2i)m(2 +m)
 C1
(
1 + 4C22
) k∑
V (f ;Wt,ν(t))2−2(n+2i)(k−t)
∞∑
2−2m(2 +m).t=0 m=k−t
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∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥2  C3 k∑
t=0
V (f ;Wt,ν(t))2−2(n+2i)(k−t).
By choice, ξ ∈ B(ut,ν(t),2−t ) for each 0 t  k, and ν(k) = j . Thus (t, ν(t)) ∈ Hk,j for every
0 t  k. Hence the above implies
∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥2  C3 ∑
(t,h)∈Hk,j
V (f ;Wt,h)2−2(n+2i)(k−t).
Taking the square root on both sides, the lemma now follows from the elementary fact that if
b1  0, . . . , bm  0 and 0 < s  1, then (b1 + · · · + bm)s  bs1 + · · · + bsm. 
Lemma 2.2. Suppose that X and Y are countable sets and that N is a natural number. Sup-
pose that T : X → Y is a map that is at most N -to-1. That is, for every y ∈ Y , card{x ∈ X:
T (x) = y}  N . Then for every set of real numbers {by}y∈Y and every symmetric gauge func-
tion Φ , we have
Φ
({bT (x)}x∈X)NΦ({by}y∈Y ).
Proof. Since T is at most N -to-1, we can decompose X as the union of pairwise disjoint subsets
X1, . . . ,XN such that for each 1 j N , the restricted map T : Xj → Y is injective. The injec-
tivity implies Φ({bT (x)}x∈Xj )Φ({by}y∈Y ) [8, p. 71] for each j . For each j , define a(j)x = bT (x)
for x ∈ Xj and a(j)x = 0 for x ∈ X\Xj . Then it is obvious that Φ({a(j)x }x∈X) = Φ({bT (x)}x∈Xj ).
Hence
Φ
({bT (x)}x∈X)Φ({a(1)x }x∈X)+ · · · +Φ({a(N)x }x∈X)
= Φ({bT (x)}x∈X1)+ · · · +Φ({bT (x)}x∈XN )
NΦ
({by}y∈Y )
as promised. 
Lemma 2.3. Given any integer i > n/2, there exists a constant 0 < C2.3 < ∞ which depends
only on i and n such that the following estimate holds: Let z(k, j) ∈ Tk,j for each (k, j) ∈ I .
Then for each f ∈ L2(B, dv) and each symmetric gauge function Φ , we have
Φ
({∥∥(f − 〈f ψ˜z(k,j),i , ψ˜z(k,j),i〉)ψz(k,j),i∥∥}(k,j)∈I ) C2.3Φ({V 1/2(f ;Wk,j )}(k,j)∈I ).
Proof. Let Hk,j be the set given in Lemma 2.1. For each non-negative integer  k, we further
defined the set
H
()
k,j =
{
(,h): (,h) ∈ Hk,j
}
.
Let us first show that there is a natural number M such that the inequality
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(
H
()
k,j
)
M (2.11)
for all integers 0  k and 1 j m(k). Indeed if (,h), (,h′) ∈ H()k,j , then
B
(
u,h,2−
)∩B(uk,j ,2−k) = ∅ and B(u,h′ ,2−)∩B(uk,j ,2−k) = ∅
by definition. Since k  , we conclude that d(u,h, u,h′)  4 · 2−. By (2.3) and (2.2), this
clearly implies (2.11).
Let f ∈ L2(B, dv) be given. For each triple of integers 0  k and 1 j m(k), there is
an element (,h(k, j ;)) ∈ H()k,j such that
V (f ;W,h(k,j ;)) V (f ;W,h) for every (,h) ∈ H()k,j .
Let z(k, j) ∈ Tk,j , (k, j) ∈ I , also be given. By Lemma 2.1 and (2.11), we have
∥∥(f − 〈f ψ˜z(k,j),i , ψ˜z(k,j),i〉)ψz(k,j),i∥∥ C2.1M k∑
=0
V 1/2(f ;W,h(k,j ;))2−(n+2i)(k−)
= C2.1M
k∑
ν=0
V 1/2(f ;Wk−ν,h(k,j ;k−ν))2−(n+2i)ν
for each (k, j) ∈ I . Thus if we define
ηk,j ;ν =
{
V 1/2(f ;Wk−ν,h(k,j ;k−ν)) if ν  k,
0 if ν > k
for all (k, j) ∈ I and all ν  0, then
∥∥(f − 〈f ψ˜z(k,j),i , ψ˜z(k,j),i〉)ψz(k,j),i∥∥ C2.1M ∞∑
ν=0
ηk,j ;ν2−(n+2i)ν .
Consequently, writing C1 = C2.1M , for each symmetric gauge function Φ we have
Φ
({∥∥(f − 〈f ψ˜z(k,j),i , ψ˜z(k,j),i〉)ψz(k,j),i∥∥}(k,j)∈I )
 C1
∞∑
ν=0
2−(n+2i)νΦ
({ηk,j ;ν}(k,j)∈I ). (2.12)
Since ηk,j ;ν = 0 whenever k < ν, for each ν  0 we have
Φ
({ηk,j ;ν}(k,j)∈I )= Φ({V 1/2(f ;Wk−ν,h(k,j ;k−ν))}(k,j)∈I (ν)),
where I (ν) = {(k, j): k  ν, 1 j m(k)}.
1000 J. Xia / Journal of Functional Analysis 263 (2012) 988–1039For each ν  0, consider the map Gν : I (ν) → I defined by the formula
Gν(k, j) =
(
k − ν,h(k, j ; k − ν)), (k, j) ∈ I (ν).
If k = k′, then, of course, Gν(k, j) = Gν(k′, j ′) for all possible j and j ′. Now suppose that inte-
gers j and j ′ are in the set {1, . . . ,m(k)} such that Gν(k, j) = Gν(k, j ′). Then h(k, j ; k − ν) =
h(k, j ′; k − ν). A chase of definitions gives us
B
(
uk−ν,h(k,j ;k−ν),2−(k−ν)
)∩B(uk,j ,2−k) = ∅ and
B
(
uk−ν,h(k,j ′;k−ν),2−(k−ν)
)∩B(uk,j ′ ,2−k) = ∅.
Since h(k, j ; k − ν) = h(k, j ′; k − ν), we have d(uk,j , uk,j ′)  4 · 2−(k−ν). Thus we conclude
from (2.3) and (2.2) that there is a C2 ∈ N which depends only on n such that for all ν  k and
all 1 j m(k),
card
{
j ′ ∈ {1, . . . ,m(k)}: Gν(k, j ′)= Gν(k, j)} C222nν.
That is, the map Gν : I (ν) → I is at most C222nν -to-1. Applying Lemma 2.2, we have
Φ
({ηk,j ;ν}(k,j)∈I )= Φ({V 1/2(f ;WGν(k,j))}(k,j)∈I (ν))
 C222nνΦ
({
V 1/2(f ;Wk,j )
}
(k,j)∈I
)
.
Substituting this in (2.12), we find that
Φ
({∥∥(f − 〈f ψ˜z(k,j),i , ψ˜z(k,j),i〉)ψz(k,j),i∥∥}(k,j)∈I )
 C1C2
∞∑
ν=0
2−(2i−n)νΦ
({
V 1/2(f ;Wk,j )
}
(k,j)∈I
)
.
The lemma now follows from the assumption i > n/2. 
For each (k, j) ∈ I , we define
w(k, j) = (1 − 2−2k)uk,j , (2.13)
which is an element in Tk,j . This notation will be fixed for the rest of the paper. As usual, let dλ
denote the standard Möbius-invariant measure on B. That is,
dλ(z) = dv(z)
(1 − |z|2)n+1 . (2.14)
Lemma 2.4. Given any 0 < a < ∞, there exists a natural number K which depends only on
a and the complex dimension n such that the following holds true: Suppose that Γ is an a-
separated subset of B. Then there exist pairwise disjoint subsets Γ1, . . . ,ΓK of Γ such that⋃K
Γμ = Γ and such that card(Γμ ∩ Tk,j ) 1 for all μ ∈ {1, . . . ,K} and (k, j) ∈ I .μ=1
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1 − ∣∣ϕw(z)∣∣2 = (1 − |w|2)(1 − |z|2)|1 − 〈z,w〉|2 . (2.15)
Using this formula, it is a routine exercise to show that there is a 0 < C < ∞ such that Tk,j ⊂
D(w(k, j),C) for each (k, j) ∈ I . Thus β(w,w′) < 2C for each pair w,w′ ∈ Tk,j , (k, j) ∈ I .
Given 0 < a < ∞, let K be the smallest integer that is greater than λ(D(0,2C+a))/λ(D(0, a)).
Suppose that Γ is an a-separated set in B. Then the selection of subsets Γ1, . . . ,ΓK is just
a matter of applying the axiom of choice. Indeed one starts with any subset Γ1 of Γ which is
maximal with respect to the property that card(Γ1 ∩ Tk,j ) 1 for each (k, j) ∈ I . Suppose that
1  μ < K and that we have defined the subsets Γ1, . . . ,Γμ. Then we pick a subset Γμ+1 of
Γ \{Γ1 ∪ · · · ∪Γμ} which is maximal with respect to the property that card(Γμ+1 ∩ Tk,j ) 1 for
each (k, j) ∈ I . Thus we have inductively defined Γ1, . . . ,ΓK .
To complete the proof, we need to show that Γ \{Γ1 ∪· · ·∪ΓK } = ∅. Suppose that there were a
wˆ ∈ Γ \{Γ1 ∪· · ·∪ΓK}. Then for each 1 μK , the maximality of Γμ implies that there would
be a (kμ, jμ) ∈ I such that card(({wˆ} ∪ Γμ) ∩ Tkμ,jμ) = 2. This happens only if Tkμ,jμ contains
both wˆ and some wμ ∈ Γμ. Since wˆ,wμ ∈ Tkμ,jμ , we have β(wˆ,wμ) < 2C. Thus D(wˆ,2C)
contains wˆ,w1, . . . ,wK , K + 1 distinct elements in Γ . On the other hand, since both β and λ
are Möbius invariant, we have
λ
(
D(0,2C + a))= λ(D(wˆ,2C + a))

∑
w∈Γ∩D(wˆ,2C)
λ
(
D(w,a)
)
= card(Γ ∩D(wˆ,2C))λ(D(0, a)).
Hence card(Γ ∩D(wˆ,2C)) λ(D(0,2C + a))/λ(D(0, a)) < K . This contradicts the statement
that D(wˆ,2C) contains at least K + 1 distinct elements in Γ . 
Proposition 2.5. Given 0 < a < ∞ and integer i > n/2, there exists a constant 0 < C2.5 < ∞
which depends only on a, i and n such that the inequality
Φ
({∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥}z∈Γ ) C2.5Φ({V 1/2(f ;Wk,j )}(k,j)∈I ) (2.16)
holds for every f ∈ L2(B, dv), every symmetric gauge function Φ , and every a-separated subset
Γ of B.
Proof. Given 0 < a < ∞, let K be the natural number provided by Lemma 2.4. According to
Lemma 2.4, each a-separated set Γ is the union of pairwise disjoint subsets Γ1, . . . ,ΓK such that
card(Γμ ∩ Tk,j )  1 for all μ ∈ {1, . . . ,K} and (k, j) ∈ I . Thus for each f ∈ L2(B, dv), each
symmetric gauge function Φ and each μ ∈ {1, . . . ,K}, it follows from Lemma 2.3 that
Φ
({∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥} ) C2.3Φ({V 1/2(f ;Wk,j )} ).z∈Γμ (k,j)∈I
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Φ
({az}z∈Γ )Φ({az}z∈Γ1)+ · · · +Φ({az}z∈ΓK ).
Hence (2.16) holds for C2.5 = KC2.3. 
Lemma 2.6. Given any positive number 0 < b < ∞ and any integer i  0, there is a constant
C2.6 which depends only on b, i and n such that if z ∈ B and (k, j) ∈ I satisfy the condition
w(k, j) ∈ D(z, b), then
V 1/2(f ;Wk,j ) C2.6
∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥
for every f ∈ L2(B, dv).
Proof. Obviously, it suffices to show that there is a C such that the inequality
1
v(Wk,j )
χWk,j  C|ψz,i |2 (2.17)
holds on B whenever (k, j) ∈ I and z ∈ B satisfy the condition w(k, j) ∈ D(z, b). Since we know
that v(Wk,j ) v(Tk,j ) c2−2(n+1)k , (2.17) will follow if we can show that there are 0 < c1 < ∞
and 0 < C2 < ∞ such that for (k, j) ∈ I and z ∈ B satisfying the condition w(k, j) ∈ D(z, b),
we have
1 − |z|2  c12−2k and
∣∣1 − 〈w,z〉∣∣ C22−2k for each w ∈ Wk,j . (2.18)
To prove this, suppose that D(z, b) contains some w(k, j). Suppose that 1 − |z|2 < 2−2k for
some  > 0. Then by (2.5) we have
1 − ∣∣ϕw(k,j)(z)∣∣ 1 − ∣∣ϕw(k,j)(z)∣∣2
 (1 − |w(k, j)|
2) · 2−2k
|1 − 〈z,w(k, j)〉|2
 2(1 − |w(k, j)|) · 2
−2k
(1 − |w(k, j)|)2 = 2.
Hence b  β(w(k, j), z)  (1/2) log{(2)−1}. Solving this inequality, we find that  
(1/2)e−2b . Therefore if we set c1 = (1/4)e−2b , then 1 − |z|2  c12−2k .
To prove the other half of (2.18), we need an upper bound for 1 − |z|. Note that |1 −
〈z,w(k, j)〉| 1 − |z|. Using (2.15) again, we have
1 − ∣∣ϕw(k,j)(z)∣∣ 1 − ∣∣ϕw(k,j)(z)∣∣2  4(1 − |w(k, j)|)(1 − |z|)|1 − 〈z,w(k, j)〉|2  4 · 2
−2k
1 − |z| .
Thus b (1/2) log{(1 − |z|)/(4 · 2−2k)}, which implies 1 − |z| 4e2b2−2k = C32−2k .
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|1 − 〈uk,j , ξ 〉| > A2−2k for some A > 0. Then 2|1 − 〈w(k, j), z〉|  |1 − 〈uk,j , ξ 〉|  A2−2k .
Another application of (2.15) now gives us
1 − ∣∣ϕw(k,j)(z)∣∣ 4(1 − |w(k, j)|)(1 − |z|)|1 − 〈z,w(k, j)〉|2  4 · 2
−2k ·C32−2k
((1/2)A2−2k)2
= 16C3
A2
.
Hence b  (1/2) log{A2/(16C3)}. That is, A  4C1/23 eb. Thus if we set C4 = 8C1/23 eb, then
|1 − 〈uk,j , ξ 〉| C42−2k . That is, d(uk,j , ξ) C1/24 2−k .
Let w ∈ Wk,j be given. Then by (2.7) we can write w = |w|u, where u ∈ S satisfies the
inequality d(u,uk,j )  13 · 2−k . Hence d(u, ξ)  (13 + C1/24 )2−k . Thus if we set C5 = (13 +
C
1/2
4 )
2
, then |1 − 〈u, ξ 〉| C52−2k . With these estimates in hand, we now have
∣∣1 − 〈w,z〉∣∣ (1 − |w|)+ (1 − |z|)+ ∣∣1 − 〈u, ξ 〉∣∣ 2−2k +C32−2k +C52−2k.
This proves the second half of (2.18) and completes the proof of the lemma. 
Lemma 2.7. Given any 0 < b < ∞, there is a natural number N such that for every z ∈ B, we
have card{(k, j) ∈ I : w(k, j) ∈ D(z, b)}N .
Proof. In the proof of Lemma 2.6 we showed that if w(k, j) ∈ D(z, b), then c12−2k  1 − |z|
C32−2k , where c1 and C3 depend only on b. In other words, there is an m ∈ N which depends
only on b such that
2−2(k+m)  1 − |z| 2−2(k−m)
if w(k, j) ∈ D(z, b). If w(k′, j ′) also belongs to D(z, b), then 2−2(k+m)  1 − |z| 2−2(k′−m).
Solving the inequality, we find that k′  k + 2m if w(k, j),w(k′, j ′) ∈ D(z, a).
As in the previous proof, write z = |z|ξ , where ξ ∈ S. The previous proof tells us that
d(uk,j , ξ) C1/24 2−k if w(k, j) ∈ D(z, b). Hence if both w(k, j) and w(k, ν) belong to D(z, b),
then d(uk,j , uk,ν) 2C1/24 2−k . By (2.3) and (2.2), there is an N1 which is determined by n and
C4 such that
card
{
j ∈ {1, . . . ,m(k)}: w(k, j) ∈ D(z, b)}N1
for all k  0 and z ∈ B. Combining this with the conclusion of the preceding paragraph, we see
that card{(k, j) ∈ I : w(k, j) ∈ D(z, b)} (2m+ 1) ·N1. 
Proposition 2.8. Given any positive number 0 < b < ∞ and any integer i  0, there is a constant
C2.8 which depends only on b, i and n such that if Γ is a countable subset of B with the property
that
⋃
z∈Γ D(z, b) = B, then
Φ
({
V 1/2(f ;Wk,j )
}
(k,j)∈I
)
 C2.8Φ
({∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥}z∈Γ )
for every f ∈ L2(B, dv) and every symmetric gauge function Φ .
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property that
⋃
z∈Γ D(z, b) = B. Then for each (k, j) ∈ I , pick a ζ(k, j) ∈ Γ such that w(k, j) ∈
D(ζ(k, j), b). By Lemma 2.6, for each f ∈ L2(B, dv) and each symmetric gauge function Φ we
have
Φ
({
V 1/2(f ;Wk,j )
}
(k,j)∈I
)
 C2.6Φ
({∥∥(f − 〈f ψ˜ζ(k,j),i , ψ˜ζ(k,j),i〉)ψζ(k,j),i∥∥}(k,j)∈I ).
Lemma 2.7 tells us that the map (k, j) → ζ(k, j) is at most N -to-1. Thus, by Lemma 2.2,
Φ
({∥∥(f − 〈f ψ˜ζ(k,j),i , ψ˜ζ(k,j),i〉)ψζ(k,j),i∥∥}(k,j)∈I )NΦ({∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥}z∈Γ ).
Hence the constant C2.8 = NC2.6 suffices for the proposition. 
3. Estimates of certain Φ-norms
This section contains the key estimates in the proof of the upper bound in Theorem 1.2. We
begin with a general fact about the norm ‖ ·‖Φ . Recall that for a bounded operator A, |A| denotes
(A∗A)1/2, the absolute value of A.
Lemma 3.1. Suppose that A1, . . . ,Am are finite-rank operators on a Hilbert space H and let
A = A1 + · · · +Am. Then for each symmetric gauge function Φ and each 0 < s  1,∥∥|A|s∥∥
Φ
 21−s
(∥∥|A1|s∥∥Φ + · · · + ∥∥|Am|s∥∥Φ).
Proof. First we consider the special case where we have Aj  0 for each 1  j  m. Then
A 0. Assuming that dim(H) = ∞, we can express A in the form
A =
∞∑
i=1
si(A)ei ⊗ ei,
where {ei : i ∈ N} is an orthonormal set in H. Let 0 < s  1 be given. Define
X =
∑
si (A)=0
{
si(A)
}(s−1)/2
ei ⊗ ei .
Since si(A) = 0 for all but a finite number of i’s, X is a bounded operator. We have
As = XAX =
m∑
j=1
XAjX =
m∑
j=1
B∗j AsjBj ,
where Bj = A(1−s)/2j X. Since 0 < s  1, we have 0 1 − s < 1. Thus for each j , the operator
inequality Aj A implies A1−sj A1−s . Hence for each h ∈H,
‖Bjh‖2 =
∥∥A(1−s)/2j Xh∥∥2 = 〈XA1−sj Xh,h〉 〈XA1−sXh,h〉= ∑ ∣∣〈h, ei〉∣∣2  ‖h‖2.si (A)=0
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∥∥As∥∥
Φ

m∑
j=1
∥∥B∗j AsjBj∥∥Φ 
m∑
j=1
∥∥B∗j ∥∥∥∥Asj∥∥Φ‖Bj‖
m∑
j=1
∥∥Asj∥∥Φ.
Next we consider the general case. Let Aj = Uj |Aj |, 1  j  m, and A = U |A| be the
respective polar decompositions. Then U1, . . . ,Um and U are partial isometries, and we have
U∗A = |A|. Thus
|A| = U∗U1|A1| + · · · +U∗Um|Am| = T ∗1 |A1|1/2 + · · · + T ∗m|Am|1/2,
where Tj = |Aj |1/2U∗j U , 1 j m. For each h ∈H, we have
∣∣〈T ∗j |Aj |1/2h,h〉∣∣= ∣∣〈|Aj |1/2h,Tjh〉∣∣ ∥∥|Aj |1/2h∥∥‖Tjh‖
 1
2
(∥∥|Aj |1/2h∥∥2 + ‖Tjh‖2)
= 1
2
〈(|Aj | + T ∗j Tj )h,h〉.
Thus if we set
A˜ = 1
2
m∑
j=1
(|Aj | + T ∗j Tj ),
then the operator inequality |A| A˜ holds on H. Hence si(|A|) si(A˜) for each i ∈ N [8, p. 26],
and consequently ‖|A|s‖Φ  ‖A˜s‖Φ . Applying the special case that we already proved to A˜, we
have
∥∥|A|s∥∥
Φ

∥∥A˜s∥∥
Φ
 1
2s
m∑
j=1
(∥∥|Aj |s∥∥Φ + ∥∥(T ∗j Tj )s∥∥Φ).
On the other hand, for each 1  j  m we have T ∗j Tj = U∗Uj |Aj |U∗j U . Therefore for each
i ∈ N we have si(T ∗j Tj )  ‖U∗Uj‖si(|Aj |)‖UjU∗‖  si(|Aj |) [8, p. 27]. This implies the in-
equality ‖(T ∗j Tj )s‖Φ  ‖|Aj |s‖Φ . Substituting this in the above, the lemma is proved. 
Having established the above general lemma, which will not be needed until Lemma 3.9, the
rest of the section deals with estimates which are very specific to our setting.
Lemma 3.2. For each integer i  0, there exists a constant C3.2 which depends only on i and n
such that for each (k, j) ∈ I , if z,w ∈ Qk,j , then the inequality
|ψz,i | C3.2|ψw,i |
holds on B.
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Thus It suffices to find an absolute constant C such that |1 − 〈η,w〉|  C|1 − 〈η, z〉| for every
η ∈ B. By the definition of Qk,j we have z = |z|ξ and w = |w|u, where ξ,u ∈ B(uk,j ,9 · 2−k).
Given an η ∈ B, let us also write η = |η|y, where y ∈ S. Then
∣∣1 − 〈η,w〉∣∣ (1 − |η|)+ (1 − |w|)+ ∣∣1 − 〈y,u〉∣∣.
We have 1 − |η|  |1 − 〈η, z〉| and 1 − |w|  16(1 − |z|)  16|1 − 〈η, z〉|. For |1 − 〈y,u〉|,
consider the following two cases. (1) Suppose that d(y,uk,j ) 18 ·2−k . Then (1/2)d(y,uk,j )
d(uk,j , ξ). Applying the triangle inequality, we have
d(y, ξ) (1/2)d(y,uk,j )+
{
(1/2)d(y,uk,j )− d(uk,j , ξ)
}
 (1/2)d(y,uk,j ).
On the other hand, d(y,u)  d(y,uk,j ) + d(uk,j , u)  2d(y,uk,j ). Hence d(y,u)  4d(y, ξ).
Squaring both sides, we find that
∣∣1 − 〈y,u〉∣∣ 16∣∣1 − 〈y, ξ 〉∣∣ 32∣∣1 − 〈η, z〉∣∣
in this case. (2) Suppose that d(y,uk,j ) < 18 · 2−k . Then d(y,u)  d(y,uk,j ) + d(uk,j , u) 
27 · 2−k . Squaring both sides, we find that
∣∣1 − 〈y,u〉∣∣ (27)2 · 2−2k  (27)2 · 16 · (1 − |z|) (27)2 · 16 · ∣∣1 − 〈η, z〉∣∣
in this case. This completes the proof. 
For the complicated estimates that are to come, let us introduce the following simplifying
notation. For any f ∈ L2(B, dv), z ∈ B and integer i  0, denote
fz,i = 〈f ψ˜z,i , ψ˜z,i〉.
Lemma 3.3. Given an integer i  0, let C3.2 be the corresponding constant in Lemma 3.2. Then
for each pair of z,w ∈ Qk,j , (k, j) ∈ I , and each f ∈ L2(B, dv), we have
|fz,i − fw,i | C3.2
∥∥(f − fw,i)ψw,i∥∥.
Proof. First of all, for i  0 and z ∈ B we have 〈ψz,i , kz〉 = (1 − |z|2)(n+1)/2ψz,i(z) = 1. Since
‖kz‖ = 1, this means that ‖ψz,i‖ 1. Let z,w ∈ Qk,j , (k, j) ∈ I , and f ∈ L2(B, dv) be given.
Then
|fz,i − fw,i | =
∣∣∣∣
∫
f |ψ˜z,i |2 dv − fw,i
∣∣∣∣
∫
|f − fw,i ||ψ˜z,i |2 dv

(∫
|f − fw,i |2|ψ˜z,i |2 dv
)1/2

(∫
|f − fw,i |2|ψz,i |2 dv
)1/2
.
Applying Lemma 3.2, we can replace the function |ψz,i |2 in the last integral by C23.2|ψw,i |2,
which gives us the desired conclusion. 
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notation. For any integer i  0 and any f ∈ L2(B, dv), denote
Mi(f ; k, j) =
∥∥(f − fw(k,j),i )ψw(k,j),i∥∥, (3.1)
(k, j) ∈ I . Given integers  0 and m 0, we define
Mi(f ; k, j ;,m) = max
{
Mi(f ; k + , ν): d(uk+,ν, uk,j ) 2−k+m+6
} (3.2)
for i  0 and (k, j) ∈ I . Here,  and m indicate how “far” away uk+,ν is from uk,j in two
different ways. The number m, of course, represents an actual distance measurement. But the
number  indicates the “generation gap” between uk+,ν and uk,j .
Although the estimate in our next lemma is extremely crude, it suffices for our purpose.
Lemma 3.4. Given any integer i  0, there is a 0 < C3.4 < ∞ which depends only on i and n
such that the following estimate holds: Let   0 and m  0 be integers, and let (k, j) ∈ I . If
w ∈ Tk+,ν where ν satisfies the condition d(uk+,ν, uk,j )  2−k+m+3, then for each z ∈ Tk,j
and each f ∈ L2(B, dv) we have
|fz,i − fw,i | C3.422nm
∑
t=0
Mi(f ; k, j ; t,m).
Proof. Let   0, m  0 and (k, j), (k + , ν) ∈ I be such that d(uk+,ν, uk,j )  2−k+m+3 as
in the statement of the lemma. By (2.4), there is a j ′ such that uk+,ν ∈ B(uk,j ′ ,2−k). Note
that d(uk,j ′ , uk,j ) d(uk,j ′ , uk+,ν, )+ d(uk+,ν, uk,j ) 2−k+m+4. We first show that there are
elements j1, . . . , jr ∈ {1, . . . ,m(k)} such that
(i) uk,j ′ ∈ B(uk,j1 ,2−k) and uk,j ∈ B(uk,jr ,2−k);
(ii) B(uk,js ,2−k)∩ {ξ ∈ S: d(ξ,uk,j ) d(uk,j ′ , uk,j )} = ∅ for each 1 s  r ;
(iii) B(uk,js ,2−k)∩B(uk,js+1 ,2−k) = ∅ whenever 1 s < r ;
(iv) js1 = js2 whenever 1 s1 < s2  r .
To prove this, we need to construct a continuous path
η : [0,1] → S
such that η(0) = uk,j ′ , η(1) = uk,j , and
d
(
η(x),uk,j
)
 d(uk,j ′ , uk,j ) for every x ∈ [0,1]. (3.3)
Such construction is trivial if uk,j ′ and uk,j are linearly dependent as vectors in Cn. Suppose that
uk,j ′ and uk,j are linearly independent. Then we have
uk,j ′ = cuk,j +
(
1 − |c|2)1/2u⊥,
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Define
η(x) = (x + (1 − x)c)uk,j + (1 − |x + (1 − x)c|2)1/2u⊥, 0 x  1.
Then obviously η is a continuous path in S with η(0) = uk,j ′ and η(1) = uk,j . Moreover, for
each x ∈ [0,1] we have∣∣1 − 〈η(x),uk,j 〉∣∣= ∣∣1 − (x + (1 − x)c)∣∣= (1 − x)|1 − c| |1 − c| = ∣∣1 − 〈uk,j ′ , uk,j 〉∣∣.
Hence (3.3) holds. Once we have such an η, for each μ ∈ {1, . . . ,m(k)} define the set Uμ = {x ∈
[0,1]: η(x) ∈ B(uk,μ,2−k)}, which is open in [0,1]. Then, of course, ⋃μ Uμ = [0,1]. We claim
that there are j1, . . . , jr ∈ {1, . . . ,m(k)} such that
(1) 0 ∈ Uj1 and 1 ∈ Ujr ;
(2) Ujs = ∅ for each 1 s  r ;
(3) Ujs ∩Ujs+1 = ∅ whenever 1 s < r ;
(4) js1 = js2 whenever 1 s1 < s2  r .
The choice of these j1, . . . , jr is easy. We start with any j1 such that 0 ∈ Uj1 . Then con-
sider x1 = sup{x: x ∈ Uj1}. If x1 /∈ Uj1 , we pick a j2 such that x1 ∈ Uj2 . Then consider
x2 = sup{x: x ∈ Uj2}, and so on. Obviously, this process must stop after some r steps. Once
we have j1, . . . , jr chosen this way, (i), (iii) and (iv) follow from (1), (3) and (4) respectively,
while (ii) follows from (2) and (3.3).
Let z ∈ Tk,j and z′ ∈ Tk,j ′ . Then
|fz′,i − fz,i | |fz′,i − fw(k,j1),i | + |fw(k,jr ),i − fz,i | +
∑
1sr−1
|fw(k,js ),i − fw(k,js+1),i |.
By (i), we have z′ ∈ Qk,j1 and z ∈ Qk,jr . Moreover, (iii) implies w(k, js+1) ∈ Qk,js . Applying
Lemma 3.3 to the above, we obtain
|fz′,i − fz,i | 2C3.2
r∑
s=1
Mi(f ; k, js).
Since d(uk,j ′ , uk,j )  2−k+m+4, it follows from (ii) that Mi(f ; k, js)  Mi(f ; k, j ;0,m) for
each 1 s  r . Therefore
|fz′,i − fz,i | 2C3.2rMi(f ; k, j ;0,m).
On the other hand, (ii) and (iv) together imply
r  card
{
μ ∈ {1, . . . ,m(k)}: d(uk,μ,uk,j ) 2−k+m+5}.
By (2.3) and (2.2), this means that r  C122nm. Thus we have shown that
|fz′,i − fz,i | C222nmMi(f ; k, j ;0,m) (3.4)
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decomposition of the ball. Next we consider the “vertical descent” in generations.
For each 0 t  , there is a ν(t) ∈ {1, . . . ,m(k + t)} such that
uk+,ν ∈ B
(
uk+t,ν(t),2−k−t
)
.
In particular, we take ν() = ν. Since uk+,ν ∈ B(uk,j ′ ,2−k), we can, and do, take ν(0) = j ′.
Since B(uk+t,ν(t),2−k−t ) ∩ B(uk+t+1,ν(t+1),2−k−t−1) = ∅ in the case 0  t < , we have
w(k + t + 1, ν(t + 1)) ∈ Qk+t,ν(t). Thus it follows from Lemma 3.3 that
|fw(k+t+1,ν(t+1)),i − fw(k+t,ν(t)),i | C3.2Mi
(
f ; k + t, ν(t)).
Let w ∈ Tk+,ν . Then Lemma 3.3 also gives us |fw,i −fw(k+,ν),i | C3.2Mi(f ; k+, ν). Hence
|fw,i − fw(k,j ′),i | |fw,i − fw(k+,ν),i | +
∑
0t<
|fw(k+t+1,ν(t+1)),i − fw(k+t,ν(t)),i |
 C3.2
∑
t=0
Mi
(
f ; k + t, ν(t)).
For each 0 t  , we have
d(uk+t,ν(t), uk,j ) d(uk+t,ν(t), uk+,ν)+ d(uk+,ν, uk,j ) 2−k+m+4.
Hence Mi(f ; k + t, ν(t))Mi(f ; k, j ; t,m) for each 0 t  . Therefore
|fw,i − fw(k,j ′),i | C3.2
∑
t=0
Mi(f ; k, j ; t,m).
Combining this with the special case of (3.4) where z′ = w(k, j ′), the lemma follows. 
Lemma 3.5. Given any integer i  0, there is a 0 < C3.5 < ∞ which depends only on i and n
such that the following estimate holds: Let   0 and m  0 be integers, and let (k, j) ∈ I . If
w ∈ Tk+,ν and if ν satisfies the condition d(uk+,ν, uk,j ) 2−k+m, then for each z ∈ Tk,j and
each g ∈ L2(B, dv) we have
∣∣〈gψz,3i+n+1, gψw,3i+n+1〉∣∣ C3.52−(n+1)2−2im‖gψw,i‖2 (3.5)
and
∣∣〈ψz,3i+n+1, gψw,3i+n+1〉∣∣ C3.52−(n+1)2−2im‖gψw,i‖. (3.6)
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∣∣ψz,3i+n+1(η)ψw,3i+n+1(η)∣∣
= ∣∣ψw,i(η)∣∣2 ·
(
1 − |w|2
1 − |z|2
)(n+1)/2
·
∣∣∣∣ 1 − |w|21 − 〈η,w〉
∣∣∣∣
i
·
∣∣∣∣ 1 − |z|21 − 〈η, z〉
∣∣∣∣
2n+2+3i
 22n+2+4i
(
1 − |w|2
1 − |z|2
)(n+1)/2
· ∣∣mw(η)mz(η)∣∣i · |ψw,i(η)|2, (3.7)
where mw and mz were defined by (1.1).
Suppose that w and z satisfy the conditions given in the lemma. We claim that ‖mwmz‖∞ 
72 · 2−2m. To justify this claim, we only need to consider m 2. Write z = |z|ξ and w = |w|u,
where ξ ∈ B(uk,j ,2−k) and u ∈ B(uk+,ν,2−k−). Since d(uk+,ν, uk,j )  2−k+m, it follows
from the triangle inequality that d(ξ,u)  (1/3)2−k+m. Thus for each ζ ∈ S, we have either
d(ζ, ξ) (1/6)2−k+m or d(ζ,u) (1/6)2−k+m. In the former case, we have
∣∣mz(ζ )∣∣=
∣∣∣∣ 1 − |z|1 − 〈ζ, z〉
∣∣∣∣ 2 1 − |z||1 − 〈ζ, ξ 〉|  2 2
−2k
{(1/6)2−k+m}2 = 72 · 2
−2m.
In the latter case, we similarly have |mw(ζ )| 72 · 2−2m−2  72 · 2−2m. Thus we have shown
that ‖mwmz‖∞  72 · 2−2m. For such z and w, we also have (1 −|w|2)/(1 −|z|2) 2(1 −|w|)/
(1 − |z|) 8 · 2−2. Combining these facts with (3.7), we see that the inequality
∣∣ψz,3i+n+1ψw,3i+n+1∣∣ C2−(n+1)2−2im|ψw,i |2
holds on B. Obviously, (3.5) is an immediate consequence of this, while (3.6) follows from this
inequality and the fact that ‖ψw,i‖ 2i . 
Lemma 3.6. Given any integer i  0, there is a 0 < C3.6 < ∞ which depends only on i and n
such that the following estimate holds: Let (k, j) ∈ I and m ∈ N. If w ∈ Tk,ν and if ν satisfies the
condition d(uk,ν, uk,j ) 2−k+m, then for each z ∈ Tk,j and each pair of g1, g2 ∈ L2(B, dv) we
have
∣∣〈g1ψz,3i+n+1, g2ψw,3i+n+1〉∣∣ C3.62−2im‖g1ψz,i‖‖g2ψw,i‖.
Proof. In the previous proof we showed that ‖mwmz‖∞  72 · 2−2m for such z and w. This
clearly implies the present lemma. 
Lemma 3.7. Given any integer i  0, there is a 0 < C3.7 < ∞ which depends only on i and n
such that the following estimate holds: Let k  0 and   0. If w ∈ Tk+,ν , 1  ν  m(k + ),
and z ∈ Tk,j , 1 j m(k), then for each g ∈ L2(B, dv) we have
∣∣〈gψz,3i+n+1, gψw,3i+n+1〉∣∣ C3.72−(n+1)‖gψw,i‖2 and∣∣〈ψz,3i+n+1, gψw,3i+n+1〉∣∣ C3.72−(n+1)‖gψw,i‖.
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It is obviously too long to write 3i + n + 1 for a part of a subscript. To simplify, let us adopt
the following convention. For each integer i  0, we denote
i′ = 3i + n+ 1.
We need one more lemma before we get to our main estimate.
Lemma 3.8. (See [16, Lemma 4.1].) Let X be a set and let E be a subset of X×X. Suppose that
m is a natural number such that
card
{
y ∈ X: (x, y) ∈ E}m and card{y ∈ X: (y, x) ∈ E}m
for every x ∈ X. Then there exist pairwise disjoint subsets E1, E2, . . . , E2m of E such that
E = E1 ∪E2 ∪ · · · ∪E2m
and such that for each 1  j  2m, the conditions (x, y), (x′, y′) ∈ Ej and (x, y) = (x′, y′)
imply both x = x′ and y = y′.
Lemma 3.9. Let 0 < b < ∞ and integer i  6n+1 be given. Then there is a constant C3.9 which
depends only on b, i and n such that the following holds: Let z(k, j) ∈ Tk,j for every (k, j) ∈ I .
Let {ck,j : (k, j) ∈ I } be a collection complex numbers such that |ck,j |  1 for each (k, j) ∈ I ,
and such that ck,j = 0 for all but a finite number of (k, j)’s. Finally, let {ek,j : (k, j) ∈ I } be an
orthonormal set. Then for each f ∈ L2(B, dv) and each symmetric function Φ , the operator
A =
∑
(k,j)∈I
ck,j
{
(f − fz(k,j),i )ψz(k,j),i′
}⊗ ek,j
satisfies the estimate
‖A‖Φ  C3.9Φ
({∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥}z∈Γ ),
where Γ is any countable subset of B with the property ⋃z∈Γ D(z, b) = B.
Proof. For the A defined above we have
A∗A =
∑
(k,j),(k′,j ′)∈I
c¯k′,j ′ck,j
〈
(f − fz(k,j),i )ψz(k,j),i′ , (f − fz(k′,j ′),i )ψz(k′,j ′),i′
〉
ek′,j ′ ⊗ ek,j .
To simplify our notation, let us denote
p
(
k, j ; k′, j ′)= c¯k′,j ′ck,j 〈(f − fz(k,j),i )ψz(k,j),i′ , (f − fz(k′,j ′),i )ψz(k′,j ′),i′ 〉,
q
(
k, j ; k′, j ′)= c¯k′,j ′ck,j 〈(f − fz(k′,j ′),i )ψz(k,j),i′ , (f − fz(k′,j ′),i )ψz(k′,j ′),i′ 〉 and
r
(
k, j ; k′, j ′)= c¯k′,j ′ck,j (fz(k′,j ′),i − fz(k,j),i )〈ψz(k,j),i′ , (f − fz(k′,j ′),i )ψz(k′,j ′),i′ 〉
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A∗A = B +
∞∑
=1
(
B +B∗
)
,
where
B =
∞∑
k=0
∑
j,j ′
p
(
k, j ; k, j ′)ek,j ′ ⊗ ek,j
and
B =
∞∑
k=0
∑
j,j ′
p
(
k, j ; k + , j ′)ek+,j ′ ⊗ ek,j
for each  1. Applying Lemma 3.1, for each symmetric gauge function Φ we have
‖A‖Φ =
∥∥(A∗A)1/2∥∥
Φ
 2
∥∥|B|1/2∥∥
Φ
+ 2
∞∑
=1
(∥∥|B|1/2∥∥Φ + ∥∥∣∣B∗ ∣∣1/2∥∥Φ). (3.8)
Note that ‖|B|1/2‖Φ = ‖|B∗ |1/2‖Φ . Thus our task is to estimate ‖|B|1/2‖Φ and ‖|B|1/2‖Φ . But
to carry out these estimates, we need to further decompose B and B.
To decompose B , consider the index sets
E(0) = {((k, j), (k, j ′)): d(uk,j , uk,j ′) < 2−k+2} and
E(m) = {((k, j), (k, j ′)): 2−k+m+1  d(uk,j , uk,j ′) < 2−k+m+2}, m 1.
Then for each m 0 define the operator
B(m) =
∑
((k,j),(k,j ′))∈E(m)
p
(
k, j ; k, j ′)ek,j ′ ⊗ ek,j . (3.9)
Obviously, we have the decomposition
B =
∞∑
m=0
B(m).
But even B(m) needs to be further decomposed. By (2.3) and (2.2), there is a natural number C1
such that for each (k, j) ∈ I and each m 0, we have
card
{
j ′ ∈ {1, . . . ,m(k)}: d(uk,j , uk,j ′) < 2−k+m+2} C122nm. (3.10)
By (3.10) and Lemma 3.8, for each m 0 we have the partition
E(m) = E(m) ∪ · · · ∪E(m) 2nm (3.11)1 2C12
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elements in E(m)ν , then we have both (k1, j1) = (k2, j2) and (k1, j ′1) = (k2, j ′2). Define
B(m)ν =
∑
((k,j),(k,j ′))∈E(m)ν
p
(
k, j ; k, j ′)ek,j ′ ⊗ ek,j
for m  0 and 1  ν  2C122nm. The above-mentioned property of E(m)ν implies that the pro-
jections ((k, j), (k, j ′)) → (k, j) and ((k, j), (k, j ′)) → (k, j ′) are injective on E(m)ν . Since
{ek,j : (k, j) ∈ I } is an orthonormal set, it follows that
∥∥∣∣B(m)ν ∣∣1/2∥∥Φ = Φ({∣∣p(k, j ; k, j ′)∣∣1/2}((k,j),(k,j ′))∈E(m)ν ). (3.12)
By Lemma 3.6, if m 1, then for each ((k, j), (k, j ′)) ∈ E(m) we have∣∣p(k, j ; k, j ′)∣∣ C3.62−2im∥∥(f − fz(k,j),i )ψz(k,j),i∥∥∥∥(f − fz(k,j ′),i )ψz(k,j ′),i∥∥.
On the other hand, by the definition of p(k, j ; k′, j ′) and (1.2) we have
∣∣p(k, j ; k′, j ′)∣∣ ∥∥(f − fz(k,j),i )ψz(k,j),i′∥∥∥∥(f − fz(k′,j ′),i )ψz(k′,j ′),i′∥∥
 C2
∥∥(f − fz(k,j),i )ψz(k,j),i∥∥∥∥(f − fz(k′,j ′),i )ψz(k′,j ′),i∥∥.
If x  0 and y  0, then √xy  (1/2)(x + y). Hence for each m 0, we have
∣∣p(k, j ; k, j ′)∣∣1/2  C52−im(∥∥(f − fz(k,j),i )ψz(k,j),i∥∥+ ∥∥(f − fz(k,j ′),i )ψz(k,j ′),i∥∥) (3.13)
if ((k, j), (k, j ′)) ∈ E(m). Since the projections ((k, j), (k, j ′)) → (k, j) and ((k, j), (k, j ′)) →
(k, j ′) are injective on E(m)ν , we have
Φ
({∥∥(f − fz(k,j),i )ψz(k,j),i∥∥}((k,j),(k,j ′))∈E(m)ν )Φ({∥∥(f − fz(k,j),i )ψz(k,j),i∥∥}(k,j)∈I )
and
Φ
({∥∥(f − fz(k,j ′),i )ψz(k,j ′),i∥∥}((k,j),(k,j ′))∈E(m)ν )Φ({∥∥(f − fz(k,j),i )ψz(k,j),i∥∥}(k,j)∈I ).
Combining this with (3.12) and (3.13), we obtain
∥∥∣∣B(m)ν ∣∣1/2∥∥Φ  2C52−imΦ({∥∥(f − fz(k,j),i )ψz(k,j),i∥∥}(k,j)∈I ).
By (3.9) and (3.11), B(m) = B(m)1 + · · · +B(m)2C122nm . Thus it follows from Lemma 3.1 that
∥∥∣∣B(m)∣∣1/2∥∥
Φ
 2
(∥∥∣∣B(m)1 ∣∣1/2∥∥Φ + · · · + ∥∥∣∣B(m)2C122nm ∣∣1/2∥∥Φ)
 4C122nm · 2C52−imΦ
({∥∥(f − fz(k,j),i )ψz(k,j),i∥∥}(k,j)∈I )
= C62−(i−2n)mΦ
({∥∥(f − fz(k,j),i )ψz(k,j),i∥∥} ).(k,j)∈I
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∥∥|B|1/2∥∥
Φ
 2
∞∑
m=0
∥∥∣∣B(m)∣∣1/2∥∥
Φ
 2C6
∞∑
m=0
2−(i−2n)mΦ
({∥∥(f − fz(k,j),i )ψz(k,j),i∥∥}(k,j)∈I )
= C7Φ
({∥∥(f − fz(k,j),i )ψz(k,j),i∥∥}(k,j)∈I ). (3.14)
Next we consider the operators B,  1, which must be handled more carefully.
First of all, by design we have the relation
p
(
k, j ; k′, j ′)= q(k, j ; k′, j ′)+ r(k, j ; k′, j ′).
Accordingly, for each  1 we have B = X + Y, where
X =
∞∑
k=0
∑
j,j ′
q
(
k, j ; k + , j ′)ek+,j ′ ⊗ ek,j and
Y =
∞∑
k=0
∑
j,j ′
r
(
k, j ; k + , j ′)ek+,j ′ ⊗ ek,j .
We deal with X and Y separately. But before getting to estimates, we need to group the terms
in these operators properly.
Note that for any k  0,   1 and 1  j ′  m(k + ), we have B(uk+,j ′ ,2−k−) ∩
B(uk,t ,2−k) = ∅ for at least one t ∈ {1, . . . ,m(k)}. Thus we can write
X =
∞∑
k=0
∑
j,t
g
()
k,t;j ⊗ ek,j ,
where
g
()
k,t;j =
∑
B(uk+,j ′ ,2−k−)∩B(uk,t ,2−k)=∅

(
k, t; k + , j ′)q(k, j ; k + , j ′)ek+,j ′ , (3.15)
where the value of (k, t; k + , j ′) is either 1 or 0. Obviously, if k = k1, then we have
〈g()
k,t;j , g
()
k1,t1;j1〉 = 0 for all possible t , t1, j , j1 and . For a given k  0, if t , t1, j , j1 and
 are such that 〈g()
k,t;j , g
()
k,t1;j1〉 = 0, then we necessarily have a j ′ ∈ {1, . . . ,m(k + )} such
that B(uk+,j ′ ,2−k−) ∩ B(uk,t ,2−k) = ∅ and B(uk+,j ′ ,2−k−) ∩ B(uk,t1 ,2−k) = ∅. Since
k +   k, this implies that d(uk,t , uk,t1) < 4 · 2−k if 〈g()k,t;j , g()k,t1;j1〉 = 0. Combining this fact
with (2.3) and (2.2), we can decompose I as the union of pairwise disjoint subsets I1, . . . , IN ,
where N is determined by n, such that for each γ ∈ {1, . . . ,N}, if (k, t), (k1, t1) ∈ Iγ and if
(k, t) = (k1, t1), then 〈g() , g() 〉 = 0 for all possible , j and j1.k,t;j k1,t1;j1
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X,γ =
∑
(k,t)∈Iγ
∑
1jm(k)
g
()
k,t;j ⊗ ek,j .
Then, of course, X = X,1 + · · · +X,N . Next we decompose each X,γ in a manner similar to
the decomposition of B . Define
E(γ,0) = {((k, j), (k, t)): (k, j) ∈ I, (k, t) ∈ Iγ , d(uk,j , uk,t ) < 2−k+2} and
E(γ,m) = {((k, j), (k, t)): (k, j) ∈ I, (k, t) ∈ Iγ , 2−k+m+1  d(uk,j , uk,t ) < 2−k+m+2}
for m 1. For each m 0, define
X
(m)
,γ =
∑
((k,j),(k,t))∈E(γ,m)
g
()
k,t;j ⊗ ek,j .
Then we have
X,γ =
∞∑
m=0
X
(m)
,γ . (3.16)
By (3.10) and Lemma 3.8, for each m 0 we have the partition
E(γ,m) = E(γ,m)1 ∪ · · · ∪E(γ,m)2C12nm
such that for each 1 ν  2C122nm, if ((k1, j1), (k1, t1)) and ((k2, j2), (k2, t2)) are two distinct
elements in E(γ,m)ν , then we have both (k1, j1) = (k2, j2) and (k1, t1) = (k2, t2). Let
X
(m,ν)
,γ =
∑
((k,j),(k,t))∈E(γ,m)ν
g
()
k,t;j ⊗ ek,j ,
1  ν  2C122nm. Then X(m),γ = X(m,1),γ + · · · + X(m,2C12
2nm)
,γ . For any two distinct ele-
ments ((k1, j1), (k1, t1)) and ((k2, j2), (k2, t2)) in E(γ,m)ν , we have both 〈ek1,j1, ek2,j2〉 = 0 and
〈g()
k1,t1;j1, g
()
k2,t2;j2〉 = 0. Hence
∥∥∣∣X(m,ν),γ ∣∣1/2∥∥Φ = Φ({∥∥g()k,t;j∥∥1/2}((k,j),(k,t))∈E(γ,m)ν ).
Next we consider ‖g()
k,t;j‖.
By (3.15), we have
∥∥g()
k,t;j
∥∥2  ∑
B(u ′ ,2−k−)∩B(u ,2−k)=∅
∣∣q(k, j ; k + , j ′)∣∣2.
k+,j k,t
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B(uk,t ,2−k) = ∅, then d(uk,j , uk+,j ′) d(uk,j , uk,t )− d(uk,t , uk+,j ′) 2−k+m+1 − 2−k+1 
2−k+m. Thus it follows from inequality (3.5) in Lemma 3.5 that
∣∣q(k, j ; k + , j ′)∣∣ C2−(n+1)2−2im∥∥(f − fz(k+,j ′),i )ψz(k+,j ′),i∥∥2.
If we apply Lemma 3.7 instead of Lemma 3.5, then the above inequality also holds in the case
m = 0. If B(uk+,j ′ ,2−k−) ∩ B(uk,t ,2−k) = ∅ and ((k, j), (k, t)) ∈ E(γ,m)ν , then we also have
d(uk,j , uk+,j ′)  d(uk,j , uk,t ) + d(uk,t , uk+,j ′)  2−k+m+2 + 2−k+1  2−k+m+3. Now, for
(k, j) ∈ I ,  1 and m 0, define
a(k, j ;m;) = max{∥∥(f − fz(k+,j ′),i )ψz(k+,j ′),i∥∥: d(uk+,j ′ , uk,j ) 2−k+m+3}.
Combining the above, if ((k, j), (k, t)) ∈ E(γ,m)ν , then,
∥∥g()
k,t;j
∥∥2  (C2−(n+1)2−2ima2(k, j ;m;))2
× card{j ′: B(uk+,j ′ ,2−k−)∩B(uk,t ,2−k) = ∅}.
Applying (2.3) and (2.2) again, for such ((k, j), (k, t)) ∈ E(γ,m)ν we have
∥∥g()
k,t;j
∥∥2  (C2−(n+1)2−2ima2(k, j ;m;))2 ·C822n = C92−22−4ima4(k, j ;m;).
Since the projection ((k, j), (k, t)) → (k, j) is injective on E(γ,m)ν , we now have
∥∥∣∣X(m,ν),γ ∣∣1/2∥∥Φ = Φ({∥∥g()k,t;j∥∥1/2}((k,j),(k,t))∈E(γ,m)ν )
 C1/49 2
−/22−imΦ
({
a(k, j ;m;)}
(k,j)∈I
)
.
To estimate Φ({a(k, j ;m;)}(k,j)∈I ), note that given any k, j,m, , there is a τ(k, j ;m;) ∈
{1, . . . ,m(k + )} such that d(uk+,τ (k,j ;m;), uk,j ) 2−k+m+3 and such that
a(k, j ;m;) = ∥∥(f − fz(k+,τ (k,j ;m;)),i )ψz(k+,τ (k,j ;m;)),i∥∥.
If j1, j2 ∈ {1, . . . ,m(k)} are such that τ(k, j1;m;) = τ(k, j2;m;), then it follows that
d(uk,j1 , uk,j2) 2−k+m+4. Combining this fact with (2.3) and (2.2), we see that the map
(k, j) → (k + , τ (k, j ;m;))
is at most C1022nm-to-1, where C10 depends only on n. Applying Lemma 2.2, we have
Φ
({
a(k, j ;m;)}
(k,j)∈I
)= Φ({∥∥(f − fz(k+,τ (k,j ;m;)),i )ψz(k+,τ (k,j ;m;)),i∥∥}(k,j)∈I )
 C1022nmΦ
({∥∥(f − fz(k,j),i )ψz(k,j),i∥∥} ). (3.17)(k,j)∈I
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Since X(m),γ = X(m,1),γ + · · · +X(m,2C12
2nm)
,γ , by Lemma 3.1 we have
∥∥∣∣X(m),γ ∣∣1/2∥∥Φ  2(∥∥∣∣X(m,1),γ ∣∣1/2∥∥Φ + · · · + ∥∥∣∣X(m,2C122nm),γ ∣∣1/2∥∥Φ)
 4C122nm ·C112−/22−(i−2n)mΦ
({∥∥(f − fz(k,j),i )ψz(k,j),i∥∥}(k,j)∈I )
= C122−/22−(i−4n)mΦ
({∥∥(f − fz(k,j),i )ψz(k,j),i∥∥}(k,j)∈I ).
Applying Lemma 3.1 again, since i  6n+ 1, we have
∥∥∣∣X,γ ∣∣1/2∥∥Φ  2
∞∑
m=0
∥∥∣∣X(m),γ ∣∣1/2∥∥Φ  C142−/2Φ({∥∥(f − fz(k,j),i )ψz(k,j),i∥∥}(k,j)∈I ).
Since X = X,1 +· · ·+X,N and since N depends only on n, another application of Lemma 3.1
gives us
∥∥∣∣X∣∣1/2∥∥Φ  C152−/2Φ({∥∥(f − fz(k,j),i )ψz(k,j),i∥∥}(k,j)∈I ). (3.18)
Let us now consider Y. As the reader can imagine, it must undergo decompositions parallel
to those for X. First of all, we rewrite Y as
Y =
∞∑
k=0
∑
j,t
h
()
k,t;j ⊗ ek,j ,
where
h
()
k,t;j =
∑
B(uk+,j ′ ,2−k−)∩B(uk,t ,2−k)=∅

(
k, t; k + , j ′)r(k, j ; k + , j ′)ek+,j ′ ,
where the value of (k, t; k+ , j ′) is either 1 or 0. As above, I decomposes as the union of pair-
wise disjoint subsets I1, . . . , IN , where N depends only on n, such that for each γ ∈ {1, . . . ,N},
if (k, t), (k1, t1) ∈ Iγ and if (k, t) = (k1, t1), then 〈h()k,t;j , h()k1,t1;j1〉 = 0 for all possible , j and j1.
Accordingly, we have
Y = Y,1 + · · · + Y,N , where Y,γ =
∑
(k,t)∈Iγ
∑
1jm(k)
h
()
k,t;j ⊗ ek,j
for each γ ∈ {1, . . . ,N}. Taking the E(γ,m) and E(γ,m)ν given above, we have
Y,γ =
∞∑
Y
(m)
,γ and Y
(m)
,γ = Y (m,1),γ + · · · + Y (m,2C12
2nm)
,γ ,m=0
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Y
(m,ν)
,γ =
∑
((k,j),(k,t))∈E(γ,m)ν
h
()
k,t;j ⊗ ek,j ,
1 ν  2C122nm. Again, the property of E(γ,m)ν ensures that∥∥∣∣Y (m,ν),γ ∣∣1/2∥∥Φ = Φ({∥∥h()k,t;j∥∥1/2}((k,j),(k,t))∈E(γ,m)ν ).
Obviously, this is just a repeat of what happened with X. The main difference between the case
for X and the case for Y lies in the estimate for ‖h()k,t;j‖.
Of course, we still have
∥∥h()
k,t;j
∥∥2  ∑
B(uk+,j ′ ,2−k−)∩B(uk,t ,2−k)=∅
∣∣r(k, j ; k + , j ′)∣∣2.
For ((k, j), (k, t)) ∈ E(γ,m)ν with m  1, if  and j ′ are such that B(uk+,j ′ ,2−k−) ∩
B(uk,t ,2−k) = ∅, then 2−k+m  d(uk,j , uk+,j ′)  2−k+m+3 as before. Thus it follows from
inequality (3.6) in Lemma 3.5 that
∣∣r(k, j ; k + , j ′)∣∣
 C2−(n+1)2−2im|fz(k+,j ′),i − fz(k,j),i |
∥∥(f − fz(k+,j ′),i )ψz(k+,j ′),i∥∥
 C2−(n+1)2−2im
(|fz(k+,j ′),i − fz(k,j),i |2 + ∥∥(f − fz(k+,j ′),i )ψz(k+,j ′),i∥∥2).
By Lemma 3.7, this inequality also holds in the case m = 0. Now if we define
b(k, j ;m;) = max{|fz(k+,j ′),i − fz(k,j),i |: d(uk+,j ′ , uk,j ) 2−k+m+3},
then, repeating the argument we used in the estimate of ‖g()
k,t;j‖2, we have
∥∥h()
k,t;j
∥∥2  C92−22−4im(b2(k, j ;m;)+ a2(k, j ;m;))2.
Therefore ∥∥h()
k,t;j
∥∥1/2  C1/49 2−/22−im(b(k, j ;m;)+ a(k, j ;m;)).
Since the projection ((k, j), (k, t)) → (k, j) is injective on E(γ,m)ν , it follows that
∥∥∣∣Y (m,ν),γ ∣∣1/2∥∥Φ
= Φ({∥∥h()
k,t;j
∥∥1/2}
((k,j),(k,t))∈E(γ,m)ν
)
 C1/49 2
−/22−im
(
Φ
({
b(k, j ;m;)}
(k,j)∈I
)+Φ({a(k, j ;m;)}
(k,j)∈I
))
. (3.19)
Since we already have (3.17), we only need to estimate Φ({b(k, j ;m;)}(k,j)∈I ).
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j ′ satisfy the condition d(uk+,j ′ , uk,j ) 2−k+m+3. Hence
b(k, j ;m;) C3.422nm
∑
t=0
Mi(f ; k, j ; t,m).
Applying Φ , we obtain
Φ
({
b(k, j ;m;)}
(k,j)∈I
)
 C3.422nm
∑
t=0
Φ
({
Mi(f ; k, j ; t,m)
}
(k,j)∈I
)
. (3.20)
By (3.2) and (3.1), Φ({Mi(f ; k, j ; t,m)}(k,j)∈I ) can be estimated using the same argument that
was used in the estimate of Φ({a(k, j ;m;)}(k,j)∈I ). Thus, similar to (3.17), we have
Φ
({
Mi(f ; k, j ; t,m)
}
(k,j)∈I
)
 C1622nmΦ
({
Mi(f ; k, j)
}
(k,j)∈I
)
,
where Mi(f ; k, j) was given by (3.1). Substituting this in (3.20), we find that
Φ
({
b(k, j ;m;)}
(k,j)∈I
)
 C17(1 + )24nmΦ
({
Mi(f ; k, j)
}
(k,j)∈I
)
. (3.21)
Let us write
V = Φ({Mi(f ; k, j)}(k,j)∈I ) and
U = Φ({∥∥(f − fz(k,j),i )ψz(k,j),i∥∥}(k,j)∈I ).
Combining (3.19), (3.21) and (3.17), we see that
∥∥∣∣Y (m,ν),γ ∣∣1/2∥∥Φ  C18(1 + )2−/22−(i−4n)m(V + U).
Therefore, applying Lemma 3.1,
∥∥∣∣Y (m),γ ∣∣1/2∥∥Φ  2(∥∥∣∣Y (m,1),γ ∣∣1/2∥∥Φ + · · · + ∥∥∣∣Y (m,2C122nm),γ ∣∣1/2∥∥Φ)
 4C1C18(1 + )2−/22−(i−6n)m(V + U).
Since we assume i  6n+ 1, we have ∑∞m=0 2−(i−6n)m < ∞. Consequently
∥∥|Y,γ |1/2∥∥Φ  2
∞∑
m=0
∥∥∣∣Y (m),γ ∣∣1/2∥∥Φ  C19(1 + )2−/2(V + U).
Since Y = Y,1 + · · · + Y,N , one more application of Lemma 3.1 leads to
∥∥|Y|1/2∥∥Φ  2
N∑∥∥|Y,γ |1/2∥∥Φ  C20(1 + )2−/2(V + U).γ=1
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Substituting this and (3.14) in (3.8), we have
‖A‖Φ  2C7U + 4C21
∞∑
=1
(1 + )2−/2(V + U) C22(V + U).
On the other hand, by Lemma 2.3 and Proposition 2.8, if Γ is a countable subset of B which has
the property
⋃
z∈Γ D(z, b) = B, then
V + U  2C2.3C2.8Φ
({∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥}z∈Γ ).
Thus if we set C3.9 = 2C22C2.3C2.8, then the lemma holds. 
4. A quasi-resolution of the Bergman projection
Recall that dλ denotes the Möbius-invariant measure on B given by (2.14). It is well known
that the orthogonal projection P : L2(B, dv) → L2a(B, dv) can be expressed as
P =
∫
kz ⊗ kz dλ(z).
One can think of this formula as a “resolution” of the Bergman projection. But as we have seen
in the previous sections, the kernel kz is not good enough for our purposes. What we need is a
formula in terms of the modified kernel ψz,i . Such a formula gives us a “quasi-resolution”, as we
will see.
The reader will notice that the proof of our next proposition is very similar to the proof of
Theorem 3.1 in [5]. Unfortunately, the minor difference in details makes it necessary for us to go
through the exercise here again.
Proposition 4.1. For each integer i  0, there exist scalars 0 < c C < ∞ which are determined
by i and n such that the self-adjoint operator
Ri =
∫
ψz,i ⊗ψz,i dλ(z)
satisfies the operator inequality cP Ri  CP on the Hilbert space L2(B, dv).
Proof. As in [5], for each z ∈ B we introduce the function
gz(ζ ) = 〈ζ, z〉.
Write Cmk for the binomial coefficient m!/(k!(m− k)!) as usual. Then
ψz,i =
(
1 − |z|2)((n+1)/2)+i ∞∑Ck+n+ik gkz ,k=0
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ψz,i ⊗ψz,i =
(
1 − |z|2)n+1+2i ∞∑
j,k=0
Ck+n+ik C
j+n+i
j g
k
z ⊗ gjz .
For each 0 < ρ < 1, define Bρ = {z: |z| < ρ}. Since both dλ and Bρ are invariant under the
substitution z → eθ
√−1z, θ ∈ R, we have∫
Bρ
(
1 − |z|2)n+1+2igkz ⊗ gjz dλ(z) =
∫
Bρ
(
1 − ∣∣eθ√−1z∣∣2)n+1+2igk
eθ
√−1z ⊗ g
j
eθ
√−1z
dλ(z)
= e(j−k)θ
√−1
∫
Bρ
(
1 − |z|2)n+1+2igkz ⊗ gjz dλ(z).
This implies that ∫
Bρ
(
1 − |z|2)n+1+2igkz ⊗ gjz dλ(z) = 0 if k = j.
Therefore
∫
Bρ
ψz,i ⊗ψz,i dλ(z) =
∞∑
k=0
(
Ck+n+ik
)2 ∫
Bρ
(
1 − |z|2)n+1+2igkz ⊗ gkz dλ(z).
We follow the usual multi-index notation as, for example, given on page 3 in [13]. Then
gkz (ζ ) = 〈ζ, z〉k =
∑
|α|=k
k!
α! z¯
αζ α.
Consequently
gkz ⊗ gkz =
∑
|α|=|δ|=k
(k!)2
α!δ! z¯
αzδζ α ⊗ ζ δ.
Obviously, we have ∫
Bρ
(
1 − |z|2)n+1+2i z¯αzδ dλ(z) = 0 whenever α = δ.
Therefore∫
B
(
1 − |z|2)n+1+2igkz ⊗ gkz dλ(z) = ∑
|α|=k
(k!)2
(α!)2
∫
B
(
1 − |z|2)n+1+2i |zα|2 dλ(z) ζ α ⊗ ζ αρ ρ
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∫
Bρ
ψz,i ⊗ψz,i dλ(z) =
∞∑
k=0
(
Ck+n+ik
)2 ∑
|α|=k
(k!)2
(α!)2
∫
Bρ
(
1 − |z|2)n+1+2i |zα|2 dλ(z) ζ α ⊗ ζ α
=
∞∑
k=0
(
Ck+n+ik
)2 ∑
|α|=k
(k!)2
(α!)2
∫
Bρ
(
1 − |z|2)2i∣∣zα∣∣2 dv(z) ζ α ⊗ ζ α. (4.1)
By the formula dv = 2nr2n−1 dr dσ , if |α| = k, then
∫
Bρ
(
1 − |z|2)2i∣∣zα∣∣2 dv(z) =
ρ∫
0
(
1 − r2)2i2nr2n+2k−1 dr ∫
S
∣∣ξα∣∣2 dσ(ξ)
=
ρ∫
0
(
1 − r2)2i2nr2n+2k−1 dr (n− 1)!α!
(n− 1 + k)! , (4.2)
where the second step follows from Proposition 1.4.9 in [13]. On the other hand,
2
1∫
0
(
1 − r2)2i r2n+2k−1 dr =
1∫
0
(1 − x)2ixn+k−1 dx = (2i)!(n+ k − 1)!
(2i + n+ k)! .
Letting ρ ↑ 1 in (4.1) and (4.2), easy algebra yields
∫
ψz,i ⊗ψz,i dλ(z) =
∞∑
k=0
bk,i
∑
|α|=k
(n+ k)!
n!α! ζ
α ⊗ ζ α,
where
bk,i = (n!)
2(2i)!
((n+ i)!)2 ·
((k + n+ i)!)2
(2i + n+ k)!(n+ k)! .
By Stirling’s formula, there are 0 < c C < ∞ determined by i and n such that
c bk,i  C
for every k  0. Comparing this with the formula for the Bergman projection,
P =
∞∑
k=0
∑
|α|=k
(n+ k)!
n!α! ζ
α ⊗ ζ α,
the proposition follows. 
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∣∣〈ψz,i ,ψw,i〉∣∣ C4.2e−iβ(z,w)
for all z,w ∈ B.
Proof. Since z and w are interchangeable, it suffices to consider the case where we have |w|
|z| > 0. Recall that the formula
(Uzh)(ζ ) = h
(
ϕz(ζ )
)
kz(ζ )
defines a unitary operator on L2a(B, dv) [13, Theorem 2.2.6]. Therefore
〈ψz,i ,ψw,i〉 = 〈Uzψz,i ,Uzψw,i〉.
It follows from Theorem 2.2.2 in [13] that
(Uzψz,i)(ζ ) =
(
1 − 〈ζ, z〉)i .
On the other hand,
(Uzψw,i)(ζ ) = Hiz,w(ζ )(Uzkw)(ζ ),
where Hz,w(ζ ) = (1 − |w|2)/(1 − 〈ϕz(ζ ),w〉). Set μ = ϕz(w). Then w = ϕz(μ). Applying [13,
Theorem 2.2.2] again, we have
Hz,w(ζ ) = (1 − |w|
2)(1 − 〈z,μ〉)
1 − |z|2 ·
1 − 〈ζ, z〉
1 − 〈ζ,μ〉 =
1 − |w|2
1 − 〈z,w〉 ·
1 − 〈ζ, z〉
1 − 〈ζ,μ〉 .
Hence, if we define hz(ζ ) = 1 − 〈ζ, z〉 and hμ(ζ ) = 1 − 〈ζ,μ〉, then
〈ψz,i ,ψw,i〉 =
(
1 − |w|2
1 − 〈w,z〉
)i
· 〈hiz,Mh−iμ hizUzkw〉.
Note that if η is any monomial in ζ1, . . . , ζn of degree i+1 or greater, then 〈hiz, η〉 = 0. Therefore
〈ψz,i ,ψw,i〉 =
(
1 − |w|2
1 − 〈w,z〉
)i
· 〈hiz,Mqμ,ihizUzkw〉,
where
qμ,i(ζ ) =
i∑ (j + i − 1)!
j !(i − 1)! 〈ζ,μ〉
j .j=0
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∑i
j=0
(j+i−1)!
j !(i−1)! = C1. Thus
∣∣〈ψz,i ,ψw,i〉∣∣ C1
∣∣∣∣ 1 − |w|21 − 〈w,z〉
∣∣∣∣
i
. (4.3)
Using the assumption |w| |z| and (2.15), we have
∣∣∣∣ 1 − |w|21 − 〈w,z〉
∣∣∣∣ (1 − |w|2)1/2(1 − |z|2)1/2|1 − 〈w,z〉| =
√
1 − ∣∣ϕz(w)∣∣2. (4.4)
It is elementary that if 0 x < 1, then
√
1 − x2  2 exp(−(1/2) log{(1 + x)/(1 − x)}). Combin-
ing this with (4.3) and (4.4), we obtain
∣∣〈ψz,i,ψw,i〉∣∣ 2iC1e−iβ(z,w)
as promised. 
Having gone through the proof of Lemma 3.9, our next proposition is almost trivial.
Proposition 4.3. Let 0 < a < ∞ and integer i  2n + 1 be given. Then there exists a constant
C4.3 which depends only on a, i and n such that for each a-separated subset Γ of B, the operator
AΓ,i =
∑
z∈Γ
ψz,i ⊗ψz,i
satisfies the norm estimate ‖AΓ,i‖ C4.3.
Proof. Using the Möbius invariance of both the measure dλ and the metric β , it is easy to verify
that there is a constant C which such that λ(D(ζ, r)) Ce2nr for all ζ ∈ B and r > 0. Thus given
any a > 0, there is a C1 which is determined by n and a such that for each a-separated subset Γ
of B, the inequality
card
(
Γ ∩D(ζ, r)) C1e2nr (4.5)
holds for all ζ ∈ B and r > 0.
Given an a-separated subset Γ of B, let {ez: z ∈ Γ } be an orthonormal set indexed by Γ .
Then we define
BΓ,i =
∑
z∈Γ
ψz,i ⊗ ez.
Since ‖AΓ,i‖ = ‖BΓ,iB∗Γ,i‖ = ‖B∗Γ,iBΓ,i‖, it suffices to estimate the latter. We have
B∗Γ,iBΓ,i =
∑
〈ψz,i ,ψw,i〉ew ⊗ ez = Y +
∞∑
Y (m), (4.6)
z,w∈Γ m=1
J. Xia / Journal of Functional Analysis 263 (2012) 988–1039 1025where
Y =
∑
z∈Γ
‖ψz,i‖2ez ⊗ ez and Y (m) =
∑
maβ(z,w)<(m+1)a
z,w∈Γ
〈ψz,i ,ψw,i〉ew ⊗ ez.
Obviously, we have ‖Y‖ sup{‖ψz,i‖2: z ∈ Γ } 22i . To estimate ‖Y (m)‖, let us define
E(m) = {(z,w): z,w ∈ Γ, ma  β(z,w) < (m+ 1)a}.
By (4.5), for each z ∈ Γ we have
card
{
w ∈ Γ : (z,w) ∈ E(m)} C1e2n(m+1)a.
Let ν(m) = 1 + [C1e2n(m+1)a], where [C1e2n(m+1)a] denotes the integer part of C1e2n(m+1)a .
By Lemma 3.8, we have the partition E(m) = E(m)1 ∪ · · · ∪ E(m)2ν(m) such that for each 1  j 
2ν(m), if (z,w), (z′,w′) ∈ E(m)j and if (z,w) = (z′,w′), then we have both z = z′ and w = w′.
Accordingly, Y (m) = Y (m)1 + · · · + Y (m)2ν(m), where
Y
(m)
j =
∑
(z,w)∈E(m)j
〈ψz,i,ψw,i〉ew ⊗ ez
for each 1 j  2ν(m). It follows from the property of E(m)j that
∥∥Y (m)j ∥∥= sup{∣∣〈ψz,i ,ψw,i〉∣∣: (z,w) ∈ E(m)j }.
But for each (z,w) ∈ E(m), Lemma 4.2 gives us |〈ψz,i ,ψw,i〉|  C4.2e−iβ(z,w)  C4.2e−ima .
Hence ‖Y (m)j ‖ C4.2e−ima for each 1 j  2ν(m). Consequently,
∥∥Y (m)∥∥ ∥∥Y (m)1 ∥∥+ · · · + ∥∥Y (m)2ν(m)∥∥ 2ν(m)C4.2e−ima
 2
(
1 +C1e2n(m+1)a
)
C4.2e
−ima
 C2e−(i−2n)ma.
Combining this with (4.6) and with the fact that ‖Y‖  22i , we see that the constant C4.3 =
22i +C2∑∞m=1 e−(i−2n)ma will do for our purpose. 
5. Upper bound
The purpose of this section is to establish the upper bound for ‖[Mf ,P ]‖Φ given in Theo-
rem 1.2. This requires all the preparations up to this point. In addition, we also need to recall
a few elementary facts about symmetric gauge functions.
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Φ∗
({bj }j∈N)= sup
{∣∣∣∣∣
∞∑
j=1
ajbj
∣∣∣∣∣: {aj }j∈N ∈ cˆ, Φ({aj }j∈N) 1
}
, {bj }j∈N ∈ cˆ,
defines the symmetric gauge function that is dual to Φ [8, p. 125]. For any A ∈ CΦ and B ∈ CΦ∗ ,
we have
∣∣tr(AB)∣∣ ‖A‖Φ‖B‖Φ∗ . (5.1)
This follows from inequality (7.9) on page 63 of [8]. Moreover, we have the relation Φ∗∗ = Φ
[8, p. 125]. This relation implies that
Φ
({aj }j∈N)= sup
{∣∣∣∣∣
∞∑
j=1
ajbj
∣∣∣∣∣: {bj }j∈N ∈ cˆ, Φ∗({bj }j∈N) 1
}
(5.2)
for each {aj }j∈N ∈ cˆ. Thus for each operator A, we have
‖A‖Φ = sup
{∣∣tr(AB)∣∣: rank(B) < ∞, ‖B‖Φ∗  1}. (5.3)
From (5.3) and (5.1) we immediately obtain
Lemma 5.1. Let {Ak} be a sequence of bounded operators on a separable Hilbert space H. If
{Ak} weakly converges to an operator A, then the inequality
‖A‖Φ  sup
k
‖Ak‖Φ
holds for each symmetric gauge function Φ .
To prove the upper bound in Theorem 1.2, we begin with a variant of it involving the quasi-
resolution introduced in Section 4.
Proposition 5.2. Let integer i  6n + 1 be given and denote i′ = 3i + n + 1 as before. Let
0 < b < ∞ also be given. Then there exists a constant 0 <C5.2 < ∞ which depends only on b, i
and n such that the inequality∥∥[Mf ,Ri′ ]∥∥Φ  C5.2Φ({∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥}z∈Γ )
holds for every f ∈ L2(B, dv), every symmetric gauge function Φ , and every countable subset
Γ of B which has the property ⋃z∈Γ D(z, b) = B.
Proof. Set ω = (e4 − 1)/(e4 + 1). Then D(0,2) = Bω = {ζ ∈ Cn: |ζ | < ω}. Let G be a sub-
set of B which is maximal with respect to the property of being 1-separated. The maximality
implies that
⋃
z∈GD(z,2) = B. Hence there are pairwise disjoint Borel sets {z: z ∈ G} such
that z ⊂ D(z,2) for each z ∈ G and ⋃ z = B. We have D(z,2) = ϕz(D(0,2)) by thez∈G
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that z = ϕz(Ez). By the Möbius invariance of dλ, we have
Ri′ =
∑
z∈G
∫
z
ψζ,i′ ⊗ψζ,i′ dλ(ζ )
=
∑
z∈G
∫
Ez
ψϕz(ζ ),i′ ⊗ψϕz(ζ ),i′ dλ(ζ )
=
∫
Bω
Tζ dλ(ζ ), (5.4)
where
Tζ =
∑
z∈G
χEz(ζ )ψϕz(ζ ),i′ ⊗ψϕz(ζ ),i′ .
This needs to be further decomposed.
Since G is 1-separated, there is a natural number N0 such that for each z ∈ G,
card
{
w ∈ G: β(w, z) < 6}N0 − 1. (5.5)
We claim that for each ζ ∈ Bω and each z ∈ G,
card
{
w ∈ G: β(ϕz(ζ ),ϕw(ζ ))< 2}N0 − 1. (5.6)
Indeed if ζ ∈ Bω and z,w ∈ G are such that β(ϕz(ζ ), ϕw(ζ )) < 2, then
β(z,w) = β(ϕz(0), ϕw(0))
 β
(
ϕz(0), ϕz(ζ )
)+ β(ϕz(ζ ),ϕw(ζ ))+ β(ϕw(ζ ),ϕw(0))
= β(0, ζ )+ β(ϕz(ζ ),ϕw(ζ ))+ β(ζ,0)
< 2 + 2 + 2 = 6.
Hence (5.6) follows from (5.5). As a consequence of (5.6), for each ζ ∈ Bω there is a partition
G = G(1)ζ ∪ · · · ∪G(N0)ζ (5.7)
such that for each 1 ν N0, if z,w ∈ G(ν)ζ and if z = w, then β(ϕz(ζ ), ϕw(ζ )) 2. Applying
Lemma 2.4 to the case a = 1, we obtain a K ∈ N for which the following holds: For each pair of
ζ ∈ Bω and 1 ν N0, the set G(ν)ζ admits a partition
G
(ν)
ζ = G(ν,1)ζ ∪ · · · ∪G(ν,K)ζ (5.8)
such that for each 1 K , the subset G(ν,) has the property thatζ
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{
z ∈ G(ν,)ζ : ϕz(ζ ) ∈ Tk,j
}
 1 (5.9)
for every (k, j) ∈ I .
Now consider any finite subset F of G. Accordingly, we define
Tζ,F =
∑
z∈F
χEz(ζ )ψϕz(ζ ),i′ ⊗ψϕz(ζ ),i′ (5.10)
for each ζ ∈ Bω, and then define
Ri′,F =
∫
Bω
Tζ,F dλ(ζ ). (5.11)
By (5.7) and (5.8) we have
Tζ,F =
N0∑
ν=1
K∑
=1
T
(ν,)
ζ,F , (5.12)
where
T
(ν,)
ζ,F =
∑
z∈F∩G(ν,)ζ
χEz(ζ )ψϕz(ζ ),i′ ⊗ψϕz(ζ ),i′
for each pair of 1 ν N0 and 1 K .
Let {ez: z ∈ G} be an orthonormal set. Given any f ∈ L2(B, dv), we have
[
Mf ,T
(ν,)
ζ,F
]= ∑
z∈F∩G(ν,)ζ
χEz(ζ )
{(
(f − fϕz(ζ ),i )ψϕz(ζ ),i′
)⊗ψϕz(ζ ),i′
−ψϕz(ζ ),i′ ⊗
(
(f¯ − f¯ϕz(ζ ),i )ψϕz(ζ ),i′
)}
= X(ν,)ζ,F −
(
Y
(ν,)
ζ,F
)∗
,
where
X
(ν,)
ζ,F =
∑
z∈F∩G(ν,)ζ
χEz(ζ )
(
(f − fϕz(ζ ),i )ψϕz(ζ ),i′
)⊗ψϕz(ζ ),i′,
Y
(ν,)
ζ,F =
∑
z∈F∩G(ν,)ζ
χEz(ζ )
(
(f¯ − f¯ϕz(ζ ),i )ψϕz(ζ ),i′
)⊗ψϕz(ζ ),i′ .
Using the orthonormal set {ez: z ∈ G}, we can factor X(ν,)ζ,F as
X
(ν,)
ζ,F = A(ν,)ζ,F
(
B
(ν,)
ζ,F
)∗
,
where
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(ν,)
ζ,F =
∑
z∈F∩G(ν,)ζ
χEz(ζ )
(
(f − fϕz(ζ ),i )ψϕz(ζ ),i′
)⊗ ez and
B
(ν,)
ζ,F =
∑
z∈F∩G(ν,)ζ
ψϕz(ζ ),i′ ⊗ ez.
Let Φ be a symmetric gauge function, and let Γ be a countable subset of B which has the property⋃
z∈Γ D(z, b) = B. Because of (5.9), we can apply Lemma 3.9 to A(ν,)ζ,F to obtain∥∥A(ν,)ζ,F ∥∥Φ  C3.9Φ({∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥}z∈Γ ).
Since the set {ϕz(ζ ): z ∈ F ∩G(ν,)ζ } is 1-separated and since the map z → ϕz(ζ ) is injective on
F ∩G(ν,)ζ , it follows from Proposition 4.3 that ‖(B(ν,)ζ,F )∗‖2 = ‖B(ν,)ζ,F (B(ν,)ζ,F )∗‖ C4.3. Thus∥∥X(ν,)ζ,F ∥∥Φ  ∥∥A(ν,)ζ,F ∥∥Φ∥∥(B(ν,)ζ,F )∗∥∥ C3.9C1/24.3 Φ({∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥}z∈Γ ).
Obviously, the same argument is applicable to ‖Y (ν,)ζ,F ‖Φ = ‖(Y (ν,)ζ,F )∗‖Φ . Therefore∥∥[Mf ,T (ν,)ζ,F ]∥∥Φ  2C3.9C1/24.3 Φ({∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥}z∈Γ ).
Combining this with (5.12), we find that
∥∥[Mf ,Tζ,F ]∥∥Φ  2N0KC3.9C1/24.3 Φ({∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥}z∈Γ )
= C1Φ
({∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥}z∈Γ ). (5.13)
Let B be a finite-rank operator. Then it follows from (5.11) that
∣∣tr([Mf ,Ri′,F ]B)∣∣=
∣∣∣∣
∫
Bω
tr
([Mf ,Tζ,F ]B)dλ(ζ )
∣∣∣∣ λ(Bω) sup
ζ∈Bω
∣∣tr([Mf ,Tζ,F ]B)∣∣.
Applying (5.1) and (5.13), we obtain
∣∣tr([Mf ,Ri′,F ]B)∣∣ λ(Bω) sup
ζ∈Bω
∥∥[Mf ,Tζ,F ]∥∥Φ‖B‖Φ∗
 λ(Bω)C1Φ
({∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥}z∈Γ )‖B‖Φ∗ .
Since this holds for every finite-rank operator B , by (5.3) this implies
∥∥[Mf ,Ri′,F ]∥∥Φ  λ(Bω)C1Φ({∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥}z∈Γ ). (5.14)
To complete the proof of the proposition, let us pick a sequence of finite subsets {Fμ} of G
such that Fμ ⊂ Fμ+1 for every μ and such that ⋃∞μ=1 Fμ = G. Then we have
lim Ri′,Fμ = Ri′μ→∞
1030 J. Xia / Journal of Functional Analysis 263 (2012) 988–1039in the strong operator topology. Thus it follows from Lemma 5.1 and (5.14) that
∥∥[Mf ,Ri′ ]∥∥Φ  sup
μ1
∥∥[Mf ,Ri′,Fμ ]∥∥Φ  λ(Bω)C1Φ({∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥}z∈Γ ).
This completes the proof of the proposition. 
Proposition 5.3. Given any integer i  0, there is a constant C5.3(i) which depends only on i
and n such that the inequality
∥∥[Mf ,P ]∥∥Φ  C5.3(i)∥∥[Mf ,Ri]∥∥Φ
holds for every f ∈ L2(B, dv) and every symmetric gauge function Φ .
Proof. By Proposition 4.1, there are 0 < c C < ∞ such that cP  Ri  CP . This means that
the spectrum of the self-adjoint operator Ri is contained in {0} ∪ [c,C]. Let T be the circle in C
with center located at the point (c +C)/2 and with radius equal to C/2 = {(C − c)/2} + (c/2).
Furthermore, let T be oriented in the counter-clockwise direction. From the spectral decomposi-
tion of Ri we obtain
P = 1
2π
√−1
∫
T
(τ −Ri)−1 dτ.
Thus for each f ∈ L2(B, dv) we have
[Mf ,P ] = 12π√−1
∫
T
(τ −Ri)−1[Mf ,Ri](τ −Ri)−1 dτ. (5.15)
Since the spectrum of Ri is contained in {0} ∪ [c,C], the function
τ → (τ −Ri)−1
is continuous with respect to the operator norm on the contour T . Approximating the right-hand
side of (5.15) by, for example, Riemann sums and then applying Lemma 5.1, for each symmetric
gauge function Φ we have
∥∥[Mf ,P ]∥∥Φ  |T |2π supτ∈T
∥∥(τ −Ri)−1∥∥∥∥[Mf ,Ri]∥∥Φ∥∥(τ −Ri)−1∥∥,
where |T | denotes the length of T . This gives us the desired conclusion. 
Proof of the upper bound in Theorem 1.2. Given integer i  6n + 1, write i′ = 3i + n + 1
as before. Then it follows from Propositions 5.3 and 5.2 that for every f ∈ L2(B, dv), every
symmetric gauge function Φ , and every a, b-lattice Γ in B, we have
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 C5.3
(
i′
)
C5.2Φ
({∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥}z∈Γ ).
This establishes the desired upper bound for ‖[Mf ,P ]‖Φ . 
Remark 5.4. A minor issue in Theorem 1.2 is the stated lower limit 6n + 1 for the integer i.
The number 6n + 1 came up naturally in the proof of Lemma 3.9, as we saw. But Theorem 1.2
actually holds for smaller i for the following reason. Suppose that i1 and i2 are integers greater
than n/2. Let a, b be positive numbers with b 2a. Then it follows from Propositions 2.5 and 2.8
that there is a constant C(i1, i2;a, b) such that
Φ
({∥∥(f − 〈f ψ˜z,i1, ψ˜z,i1〉)ψz,i1∥∥}z∈Γ ) C(i1, i2;a, b)Φ({∥∥(f − 〈f ψ˜z,i2, ψ˜z,i2〉)ψz,i2∥∥}z∈Γ )
for every f ∈ L2(B, dv), every symmetric gauge function Φ , and every a, b-lattice Γ in B.
6. Lower bound
The proof of the lower bound in Theorem 1.2 involves estimates in the trace class. Following
the usual practice, we will write ‖ · ‖1 for the norm of the trace class, while the norm of the
Hilbert–Schmidt class will be denoted by ‖ · ‖2.
Lemma 6.1. There is a constant C6.1 such that for each f ∈ L2(B, dv) and each (k, j) ∈ I , we
have
∥∥MχQk,j [Mf ,P ]MχQk,j ∥∥1  C6.1V 1/2(f ;Qk,j ).
Proof. Given any f ∈ L2(B, dv) and (k, j) ∈ I , we have
MχQk,j
[Mf ,P ]MχQk,j = M(f−fQkj )χQk,j PMχQk,j −MχQk,j PM(f−fQkj )χQk,j .
By the relation ‖AB‖1  ‖A‖2‖B‖2, we have
‖M(f−fQkj )χQk,j PMχQk,j ‖1  ‖M(f−fQkj )χQk,j P ‖2‖PMχQk,j ‖2. (6.1)
But
‖M(f−fQkj )χQk,j P ‖22 =
∫
Qk,j
|f (w)− fQk,j |2
(∫
dv(z)
|1 − 〈w,z〉|2(n+1)
)
dv(w)
=
∫
Qk,j
|f (w)− fQk,j |2
(1 − |w|2)n+1 dv(w)

∫
Q
|f (w)− fQk,j |2
2−2(n+1)(k+2)
dv(w).k,j
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‖M(f−fQkj )χQk,j P ‖22  C1V (f ;Qk,j ). (6.2)
For the same reason, we have
‖PMχQk,j ‖22 =
∫
Qk,j
(∫
dv(w)
|1 − 〈w,z〉|2(n+1)
)
dv(z) =
∫
Qk,j
dv(z)
(1 − |z|2)n+1  C1. (6.3)
Combining (6.1), (6.2) and (6.3), we find that
‖M(f−fQkj )χQk,j PMχQk,j ‖1  C1V 1/2(f ;Qk,j ).
Obviously, the same estimate also holds for ‖MχQk,j PM(f−fQkj )χQk,j ‖1. Therefore the lemma
follows. 
We need the following “condensation inequality” for symmetric gauge functions:
Lemma 6.2. If A1, . . . ,Am, . . . are trace-class operators, then the inequality
‖A1 ⊕ · · · ⊕Am ⊕ · · · ‖Φ Φ
({‖A1‖1, . . . ,‖Am‖1, . . .})
holds for every symmetric gauge function Φ .
This lemma was first established in [6] (see Lemma 4.2 in that paper). But since its proof is
really simple, let us produce it here anyway.
Consider a sequence of the form {a, b, c3, . . . , ck, . . .}, where a > 0 and b > 0. Since
{a, b, c3, . . . , ck, . . .} = a
a + b {a + b,0, c3, . . . , ck, . . .} +
b
a + b {0, a + b, c3, . . . , ck, . . .},
for each symmetric gauge function Φ we have
Φ
({a, b, c3, . . . , ck, . . .}) a
a + bΦ
({a + b,0, c3, . . . , ck, . . .})
+ b
a + bΦ
({0, a + b, c3, . . . , ck, . . .}).
Since Φ({a + b,0, c3, . . . , ck, . . .}) = Φ({0, a + b, c3, . . . , ck, . . .}), it follows that
Φ
({a, b, c3, . . . , ck, . . .})Φ({a + b,0, c3, . . . , ck, . . .}).
Applying this inequality repeatedly, we see that
‖A1 ⊕ · · · ⊕Am ⊕ 0 ⊕ · · · ⊕ 0 ⊕ . . .‖Φ Φ
({‖A1‖1, . . . ,‖Am‖1,0, . . . ,0, . . .})
for any number of finite-rank operators A1, . . . ,Am. Once this is established, applying
Lemma 5.1, the general case of Lemma 6.2 follows.
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discussed in Section 5.
Lemma 6.3. There is a constant C6.3 such that the inequality
Φ
({
V 1/2(f ;Qk,j )
}
(k,j)∈I
)
 C6.3
∥∥[Mf ,P ]∥∥Φ
holds for every f ∈ L2(B, dv) and every symmetric gauge function Φ .
Proof. By design, we have Qk,j ∩ Qk′,j ′ = ∅ whenever k′  k + 2. Hence, by (2.6), (2.3) and
(2.2), there is a partition
I = I1 ∪ · · · ∪ IN
of the index set I such that for each 1 ν N , if (k, j), (k′, j ′) ∈ Iν and if (k, j) = (k′, j ′), then
Qk,j ∩Qk′,j ′ = ∅. It suffices to show that there is a C such that the inequality
Φ
({
V 1/2(f ;Qk,j )
}
(k,j)∈Iν
)
 C
∥∥[Mf ,P ]∥∥Φ (6.4)
holds for all 1 ν N , f ∈ L2(B, dv), and symmetric gauge functions Φ .
Let {bk,j }(k,j)∈Iν be a set of non-negative numbers such that bk,j = 0 for all but a finite number
of (k, j)’s. Let f ∈ L2(B, dv) be given. For each (k, j) ∈ Iν , define
ck,j =
{
V −1/2(f ;Qk,j ) if V (f ;Qk,j ) = 0,
0 if V (f ;Qk,j ) = 0.
By Lemma 6.1, we have ck,j‖MχQk,j [Mf ,P ]MχQk,j ‖1  C6.1. Define the operator
B =
∑
(k,j)∈Iν
bk,j ck,jMχQk,j
[Mf ,P ]MχQk,j .
The property of Iν ensures that MχQk,j MχQk′,j ′ = 0 if (k, j), (k′, j ′) ∈ Iν and (k, j) = (k′, j ′).
This allows us to apply Lemma 6.2 to obtain
‖B‖Φ∗ Φ∗
({
bk,j ck,j
∥∥MχQk,j [Mf ,P ]MχQk,j ∥∥1}(k,j)∈Iν ) C6.1Φ∗({bk,j }(k,j)∈Iν ). (6.5)
Since we assume that bk,j = 0 for all but a finite number of (k, j)’s, there is a 0 < ρ < 1 which
depends on the choice of {bk,j }(k,j)∈Iν such that Qk,j ⊂ Bρ = {ζ : |ζ | < ρ} whenever bk,j = 0.
Now we have
tr
(
MχBρ [Mf ,P ]∗MχBρ B
)= ∑
(k,j)∈Iν
bk,j ck,j
∫ ∫
Qk,j×Qk,j
|f (w)− f (z)|2
|1 − 〈w,z〉|2(n+1) dv(w)dv(z).
For w,z ∈ Qk,j , we have z = |z|ξ and w = |w|u with ξ,u ∈ B(uk,j ,9 · 2−k). Therefore
∣∣1 − 〈w,z〉∣∣ 1 − |w| + 1 − |z| + ∣∣1 − 〈u, ξ 〉∣∣ 2−2k + 2−2k + (18 · 2−k)2 = 326 · 2−2k.
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δ/v2(Qk,j ). Therefore
tr
(
MχBρ [Mf ,P ]∗MχBρ B
)

∑
(k,j)∈Iν
bk,j ck,j
∫ ∫
Qk,j×Qk,j
δ|f (w)− f (z)|2
v2(Qk,j )
dv(w)dv(z)
= 2δ
∑
(k,j)∈Iν
bk,j ck,jV (f ;Qk,j )
= 2δ
∑
(k,j)∈Iν
bk,jV
1/2(f ;Qk,j ).
On the other hand, by (5.1) and (6.5), we have
tr
(
MχBρ [Mf ,P ]∗MχBρ B
)

∥∥MχBρ [Mf ,P ]∗MχBρ ∥∥Φ‖B‖Φ∗

∥∥[Mf ,P ]∗∥∥ΦC6.1Φ∗({bk,j }(k,j)∈Iν )
= C6.1
∥∥[Mf ,P ]∥∥ΦΦ∗({bk,j }(k,j)∈Iν ).
Combining the above two inequalities, we obtain
2δ
∑
(k,j)∈Iν
bk,jV
1/2(f ;Qk,j ) C6.1
∥∥[Mf ,P ]∥∥ΦΦ∗({bk,j }(k,j)∈Iν )
for every set of non-negative numbers {bk,j }(k,j)∈Iν which has the property that bk,j = 0
for all but a finite number of (k, j)’s. By (5.2), this means 2δΦ({V 1/2(f ;Qk,j )}(k,j)∈Iν ) 
C6.1‖[Mf ,P ]‖Φ , i.e., (6.4). This completes the proof. 
Our next lemma is an improvement of Lemma 6 in [15]. But this improvement actually in-
volves something subtle.
Lemma 6.4. There is a constant C6.4 such that the inequality
Φ
({
V s(f ;Wk,j )
}
(k,j)∈I
)
 C6.4
1 − 2−s Φ
({
V s(f ;Qk,j )
}
(k,j)∈I
)
holds for every f ∈ L2(B, dv), every symmetric gauge function Φ , and every 0 < s  1.
Proof. By (2.7), for each (k, j) ∈ I , we have
V (f ;Wk,j ) 1
v(Wk,j )
∫
Wk,j
|f − fQk,j |2 dv
 v(Qk,j )
v(Wk,j )
V (f ;Qk,j )+
∑
(,i)∈Fk,j
v(Q,i)
v(Wk,j )
· 1
v(Q,i)
∫
|f − fQk,j |2 dv.Q,i
J. Xia / Journal of Functional Analysis 263 (2012) 988–1039 1035Since v(Q,i) C12−2(n+1) and v(Wk,j ) v(Qk,j ) C22−2(n+1)k , it follows that
V (f ;Wk,j ) V (f ;Qk,j )+C3
∑
(,i)∈Fk,j
2−2(n+1)(−k) 1
v(Q,i)
∫
Q,i
|f − fQk,j |2 dv. (6.6)
Consider any (, i) ∈ Fk,j . Pick an x ∈ B(uk,j ,3 ·2−k)∩B(u,i ,2−), which is possible since
the intersection is non-empty by the definition of Fk,j . Then by (2.4) there is a chain of elements
{(t, i(t)): k  t  } in I such that (, i()) = (, i), (k, i(k)) = (k, j), and x ∈ B(ut,i(t),2−t )
for each k < t  . This implies that
Qt,i(t) ∩Qt+1,i(t+1) ⊃ Tt+1,i(t+1) for each k  t < .
Indeed, since x ∈ B(ut,i(t),3 · 2−t ) ∩ B(ut+1,i(t+1),2−t−1), we have B(ut+1,i(t+1),2−t−1) ⊂
B(ut,i(t),9 · 2−t ). The above assertion now follows from (2.5) and (2.6). Since v(Tt+1,i(t+1))
C42−2(n+1)(t+1), we have v(Qt,i(t))/v(Qt,i(t) ∩ Qt+1,i(t+1))  22(n+1)C1/C4. Applying (2.8),
we find that
|fQt,i(t) − fQt+1,i(t+1) | C5
(
V 1/2(f ;Qt,i(t))+ V 1/2(f ;Qt+1,i(t+1))
)
if k  t < . Therefore
|fQk,j − fQ,i |2 
(
−1∑
t=k
|fQt,i(t) − fQt+1,i(t+1) |
)2

(
2C5
∑
t=k
V 1/2(f ;Qt,i(t))
)2
 4C25(1 + − k)
∑
t=k
V (f ;Qt,i(t)).
Let Gk,j ;,i = {(ν,h): k  ν  , 1  h  m(ν), B(uν,h,2−ν) ∩ B(u,i ,2−) = ∅ and
B(uν,h,2−ν)∩B(uk,j ,3 ·2−k) = ∅}. By the above choice of (t, i(t)), we have (t, i(t)) ∈ Gk,j ;,i
for all k  t  . Therefore
|fQ,i − fQk,j |2  4C25(1 + − k)
∑
(ν,h)∈Gk,j ;,i
V (f ;Qν,h). (6.7)
Substituting 2|f − fQ,i |2 + 2|fQ,i − fQk,j |2 for |f − fQk,j |2 in (6.6) and then applying (6.7),
we obtain
V (f ;Wk,j ) V (f ;Qk,j )+C6(Ak,j +Bk,j ),
where
Ak,j =
∑
(,i)∈Fk,j
2−2(n+1)(−k)V (f ;Q,i),
Bk,j =
∑
(,i)∈F
2−2(n+1)(−k)(1 + − k)
∑
(ν,h)∈G
V (f ;Qν,h).
k,j k,j ;,i
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V (f ;Wk,j ) V (f ;Qk,j )+ 2C6Bk,j . (6.8)
Let us estimate Bk,j . First of all, if we set C7 = supm0 2−m/2(1 +m), then
Bk,j  C7
∑
(,i)∈Fk,j
∑
(ν,h)∈Gk,j ;,i
2−2(n+(3/4))(−k)V (f ;Qν,h). (6.9)
For each (ν,h), if ν   and B(uν,h,2−ν) ∩ B(u,i ,2−) = ∅, then B(uν,h,3 · 2−ν) ⊃
B(u,i ,2−). Thus by (2.3) and (2.2), for each (ν,h) with ν  , the cardinality of the set
{i: 1 i m(), B(u,i ,2−)∩B(uν,h,2−ν) = ∅} is at most C822n(−ν). Set
Gk,j =
{
(ν,h): ν  k, 1 hm(ν), B
(
uν,h,2−ν
)∩B(uk,j ,3 · 2−k) = ∅}.
Then a change of the order of summation in (6.9) yields
Bk,j  C7
∑
(ν,h)∈Gk,j
V (f ;Qν,h)
×
∞∑
=ν
2−2(n+(3/4))(−k) card
{
i: B
(
u,i ,2−
)∩B(uν,h,2−ν) = ∅}
 C7C8
∑
(ν,h)∈Gk,j
V (f ;Qν,h)
∞∑
=ν
2−2(n+(3/4))(−k) · 22n(−ν)
 C7C8
∑
(ν,h)∈Gk,j
V (f ;Qν,h)2−2(n+(1/2))(ν−k)
∞∑
=ν
2−(1/2)(−k)
 C9
∑
(ν,h)∈Gk,j
V (f ;Qν,h)2−2(n+(1/2))(ν−k). (6.10)
Up to this point, the proof is basically a repeat of a part of the proof of Lemma 6 in [15]. The
more subtle part comes next when we bring in general symmetric gauge functions.
The idea is to further analyze Bk,j . First of all, we claim that there is a natural number N such
that for each (k, j) ∈ I , we have
card
{
j ′ ∈ {1, . . .m(k)}: Gk,j ′ ∩Gk,j = ∅}N. (6.11)
To prove this, consider any 1 j ′ m(k) such that Gk,j ′ ∩Gk,j = ∅. This means that there exist
a ν  k and a 1 hm(ν) such that
B
(
uν,h,2−ν
)∩B(uk,j ′ ,3 · 2−k) = ∅ and B(uν,h,2−ν)∩B(uk,j ,3 · 2−k) = ∅.
Since k  ν, this gives us d(uν,h, uk,j ′) 4 · 2−k and d(uν,h, uk,j ) 4 · 2−k . That is, if Gk,j ′ ∩
Gk,j = ∅, then d(uk,j ′ , uk,j ) 8 · 2−k . Thus (6.11) follows from (2.3) and (2.2).
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G
()
k,j =
{
(k + ,h): 1 hm(k + ),B(uk+,h,2−k−)∩B(uk,j ,3 · 2−k) = ∅}
of Gk,j . By (2.3) and (2.2), there is a natural number M such that
card
(
G
()
k,j
)
M22n (6.12)
for all (k, j) ∈ I and  0. It follows from (6.10) that
Bk,j  C9
∞∑
=0
B
()
k,j , (6.13)
where
B
()
k,j = 2−2(n+(1/2))
∑
(k+,h)∈G()k,j
V (f ;Qk+,h). (6.14)
Given any (k, j) ∈ I and  0, there is a (k + ,h(k, j ;)) ∈ G()k,j such that
V (f ;Qk+,h(k,j ;)) V (f ;Qk+,h) for every (k + ,h) ∈ G()k,j .
By (6.12) and (6.14), we have
B
()
k,j M2
−V (f ;Qk+,h(k,j ;)).
For each  0, define the map F : I → I by the formula
F(k, j) =
(
k + ,h(k, j ;)).
If k = k1, then F(k, j) = F(k1, j1) for all possible j and j1. Since (k + ,h(k, j ;)) ∈ G()k,j ⊂
Gk,j , (6.11) tells us that for each , the map F is at most N -to-1. Hence, by Lemma 2.2, for
each 0 < s  1 and each symmetric gauge function Φ , we have
Φ
({(
B
()
k,j
)s}
(k,j)∈I
)
Ms2−sΦ
({
V s(f ;Qk+,h(k,j ;))
}
(k,j)∈I
)
= Ms2−sΦ({V s(f ;QF(k,j))}(k,j)∈I )
NMs2−sΦ
({
V s(f ;Qk,j )
}
(k,j)∈I
)
.
Since 0 < s  1, (6.13) gives us
Bsk,j  Cs9
∞∑
=0
(
B
()
k,j
)s  (1 +C9) ∞∑
=0
(
B
()
k,j
)s
,
(k, j) ∈ I . Thus if we set C10 = NM(1 +C9), then the above leads to
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({
Bsk,j
}
(k,j)∈I
)
 (1 +C9)
∞∑
=0
Φ
({(
B
()
k,j
)s}
(k,j)∈I
)
 C10
∞∑
=0
2−sΦ
({
V s(f ;Qk,j )
}
(k,j)∈I
)
= C10
1 − 2−s Φ
({
V s(f ;Qk,j )
}
(k,j)∈I
)
. (6.15)
By (6.8), we have
V s(f ;Wk,j ) V s(f ;Qk,j )+ (2C6Bk,j )s  V s(f ;Qk,j )+ (1 + 2C6)Bsk,j . (6.16)
The lemma now follows from (6.16) and (6.15). 
Proof of the lower bound in Theorem 1.2. Given i  6n + 1, a, b-lattice Γ , f ∈ L2(B, dv)
and symmetric gauge function Φ , we apply Proposition 2.5, Lemma 6.4 and Lemma 6.3, in that
order. This gives us
Φ
({∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥}z∈Γ ) C2.5Φ({V 1/2(f ;Wk,j )}(k,j)∈I )
 C2.5C6.4
1 − 2−1/2 Φ
({
V 1/2(f ;Qk,j )
}
(k,j)∈I
)
 C2.5C6.4C6.3
1 − 2−1/2
∥∥[Mf ,P ]∥∥Φ
as desired. 
7. An alternate version of Theorem 1.2
Obviously, Lemma 6.3 provides an alternate lower bound for ‖[Mf ,P ]‖Φ . Combining that
with the upper bound in Theorem 1.2 and with the argument at the end of Section 6, we obtain
another characterization of the membership [Mf ,P ] ∈ CΦ .
Theorem 7.1. There are constants 0 < c C < ∞ such that the inequality
cΦ
({
V 1/2(f ;Qk,j )
}
(k,j)∈I
)
 ‖[Mf ,P ]‖Φ  CΦ
({
V 1/2(f ;Qk,j )
}
(k,j)∈I
)
holds for every f ∈ L2(B, dv) and every symmetric gauge function Φ .
Proof. Let C6.3 be the constant provided by Lemma 6.3. By what we just mentioned, the constant
c = 1/C6.3 suffices for the lower bound.
To established the upper bound, take i = 6n + 1, and pick a 1,2-lattice Γ in B. Then Theo-
rem 1.2 provides a constant C1 such that the inequality∥∥[Mf ,P ]∥∥  C1Φ({∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥} )Φ z∈Γ
J. Xia / Journal of Functional Analysis 263 (2012) 988–1039 1039holds for every f ∈ L2(B, dv) and every symmetric gauge function Φ . Applying Proposition 2.5
and Lemma 6.4, we have
Φ
({∥∥(f − 〈f ψ˜z,i , ψ˜z,i〉)ψz,i∥∥}z∈Γ ) C2.5Φ({V 1/2(f ;Wk,j )}(k,j)∈I )
 C2.5C6.4
1 − 2−1/2 Φ
({
V 1/2(f ;Qk,j )
}
(k,j)∈I
)
.
Hence the constant C = C1C2.5C6.4(1 − 2−1/2)−1 suffices for the upper bound. 
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