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Abstract
This work is a study of permissible Poisson tensors in noncommutative
emergent gravity. In this framework, in contrast to classical general rela-
tivity, the spacetime metric is not the fundamental object, but an emergent
quantity, which also depends on the function algebra given by these noncom-
mutative structures.
A short introduction to the concepts of noncommutative geometry and
noncommutative emergent gravity is given. The following investigations are
devoted to solutions of the equations of motion for Poisson structures in the
semi-classical limit of the so called matrix models of Yang-Mills type. One is
naturally interested in solutions which are compatible with certain physical
spacetime metrics.
General results and a calculation procedure for (i-)(anti-)self-dual solu-
tions are deduced in four spacetime dimensions and Lorentzian signature.
This regime is formally analogous to the study of complexified classical elec-
trodynamics on a curved spacetime. A solution on all manifolds which ad-
mit a conformally flat metric is computed and other previous results, like a
solution for the Schwarzschild metric, are systematically re-derived. Then
the higher-dimensional case is considered, where it is demonstrated how the
additional degrees of freedom can resolve problems encountered in the four-
dimensional case.
Zusammenfassung
In der vorliegenden Arbeit werden Poisson-Tensoren im Rahmen von non-
commutative emergent gravity-Theorien untersucht. Im Gegensatz zur klas-
sischen allgemeinen Relativita¨tstheorie ist in diesem Fall nicht die Raumzeit-
Metrik das fundamentale Objekt, sondern emergent. Diese ha¨ngt von der
zugrundeliegenden Funktionenalgebra ab, welche im Poisson-Tensor kodiert
ist.
Nach einer kurzen Einfu¨hrung in die noncommutative geometry und non-
commutative emergent gravity werden die Bewegungsgleichungen fu¨r die
Poisson-Tensoren im semi-klassischen Limes des sog. Matrix-Models vom
Yang-Mills Typ behandelt. Dabei liegt das Interesse besonders bei bes-
timmten physikalischen Metrik-Strukturen.
Im Hauptteil werden allgemeine Resultate und ein Berechnungsverfahren
fu¨r (i-)(anti-)selbst-duale Lo¨sungen auf vier-dimensionalen Raumzeiten mit
Lorentz-Signatur herausgearbeitet. Dieses Regime ist formal analog zur
komplexifizierten klassischen Elektrodynamik auf gekru¨mmen Raumzeiten.
Es wird sodann eine Lo¨sung fu¨r alle konform flachen Raumzeiten ermittelt
und fru¨here bekannte Resultate, wie etwa eine Lo¨sung fu¨r die Schwarzschild-
Metrik, werden im neuen Formulismus wieder entdeckt. Danach wird die Ver-
allgemeinerung auf ho¨herdimensionale Raumzeiten besprochen und aufgezeigt,
welche Konsequenzen die zusa¨tzlichen Freiheitsgrade fu¨r die aus vier Dimen-
sionen bekannten Problemstellungen haben.
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Notations and conventions:
The signatures of metrics in this work are such that the spatial parts are
positive, e.g. sign(g) = (−,+,+,+) and the components of forms are such
that
ω = 12ωµνdx
µ ∧ dxν .
The operator ∗g is the Hodge star, which acts on 2-forms as
∗gω := 1
2
1√|g| gµα gνβ "αβγδ (12ωγδ) dxµ ∧ dxν ,
with ∗2g = ±1, where the sign depends on the dimension and signature of the
metric. It is not to be confused with the star product, which will not be used
in any computations beyond chapter 4. Here and in the following |g| denotes
|det(g)|.
1 INTRODUCTION
1 Introduction
Concerning the mathematical description of fundamental observables, classi-
cal mechanics and quantum mechanics are fundamentally different. In clas-
sical mechanics, position and momentum are described by commutative co-
ordinate functions xi and pi, which generate the function algebra in phase
space. In quantum mechanics, the corresponding observables X i and Pi are
not commutative anymore, but fulfill the canonical commutation relations
[X i, Pj] = i! δij, [X i, Xj] = 0, [Pi, Pj] = 0.
This has many consequences, most prominently the uncertainty principle,
which implies that the position and momentum of the observed system can
not be known simultaneously.
The basic idea of noncommutative geometry is to modify the concept of a
smooth manifold such that the commutator [X i, Xj] is not necessarily equal
to zero. This implies a version of the uncertainty principle for the X i, which
in turn obscures the conventional notion of points. We write
[X i, Xj] = θij(X),
where by θij(X) we denote a general “geometric structure”. From a math-
ematical point of view, the study of the quantized physical phase space is
just the special case of this problem in which θ is constant, see [14]. As we
will see in the following, there are many reasons to consider the concepts of
noncommutative geometry in physics.
A first motivation for fuzzy spacetimes is quantum gravity. Measurements
of very small distances require high energies. Due to the phenomenon of
gravitational singularities at very high energies, the measurement of distances
below a certain length scale does not make sense anymore. The idea of
noncommutative geometry and its lack of points in the traditional sense
seems like a natural way out of this black hole problem [12].
Our second example is the Landau problem, which is related to the quan-
tum hall effect and which is roughly described here:
On the classical level, one considers an electrically charged particle moving
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in a homogeneous and constant magnetic field. The particle is confined to
the xy-plane, while the magnetic field is pointing in the z-direction:
B = Bzez ⇐= A = Bzx ey.
The Lagrangian and the canonical momentum of this system are given by
L =
m
2
δijx˙
ix˙j − e
c
Aix˙
i =⇒ pii = ∂L
∂x˙i
= mδijx˙
j +
e
c
Bijx
j ≈ e
c
Bijx
j,
where we have introduced the constant matrix Bij such that Ai = Bijxj and
considered the limit of small masses m. With the canonical Poisson brackets
{pii, xj} = δji we find
{xi, xj} = c
e
(B−1)ij,
and after canonical quantization “{., .} → [., .]” we end up with a noncom-
mutative space. [10]
This work is organized as follows:
In the second chapter star products and the concept of quantum field theory
on noncommutative spacetimes are presented. Then, after this short intro-
duction, the framework of the following investigations is noncommutative
emergent gravity. As described in the third chapter, this is closely related to
gauge field theory on noncommutative spacetimes and aimed to describe the
physics of quantum gravity. At the end of this chapter we take the so called
semi-classical limit and then study properties of natural geometric structures
θij in chapter 4 and 5. In the last two chapters 6 and 7 we investigate the
relations of such solutions to metric structures suggested by general relativity
and we also consider higher dimensions.
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2 Noncommutative geometry and physics
2.1 Star products
There is a useful way to relate the product structure of the commutative
algebra A to the product structure of the quantized algebra Aˆ. Let xi and
xˆi be the elements of A, resp. Aˆ, which generate the whole algebra. The xˆi
satisfy
[xˆi, xˆj] = θij(xˆ),
while the xi commute. The map W from A to Aˆ satisfies
W [xi] = xˆi.
The mapping of products of xi must define an ordering prescription, be-
cause the target algebra is non-commutative. In the case of constant θij, one
possibility is for example given by the symmetric ordering:
W [xixj] =
1
2
(xˆixˆj + xˆjxˆi).
The map W becomes an isomorphism of algebras as we introduce the non-
commutative product “"” for functions on A, which is implicitly given by
W [f " g] = W [f ] ·W [g].
If such a map W is known, then the star product on A is given by
f " g = W−1[W [f ] ·W [g]].
2.1.1 The Weyl quantization procedure
Let f be a function on A and
f˜(k) =
1
(2pi)
n
2
∫
dnx e−ikjx
j
f(x)
9
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its fourier transform. The Weyl quantization procedure is given by the map
W [f ] =
1
(2pi)
n
2
∫
dnk eikj xˆ
j
f˜(k).
The explicit form of the corresponding star product depends on θij. In the
Moyal case, where θij is a constant anti-symmetric matrix, the star product
is given by
(f # g)(x) =
1
(2pi)n
∫
dnk dnp ei(kj+pi)xˆ
j− i2kiθijpj f˜(k)g˜(p).
This can be written more compactly as
(f # g)(x) = exp
(
i
2
∂
∂xi
θij
∂
∂yj
)
f(x)g(y)|y→x. (2.1)
Concerning noncommutative quantum field theory, i.e. quantum field the-
ory on such a noncommutative spacetime, two important properties of this
product are∫
dnx (f1 # f2 # · · · # fn) =
∫
dnx (fn # f1 # · · · # fn−1)
and ∫
dnx (f1 # f2 # · · · # fn) =
∫
dnx f1 (f2 # · · · # fn) . (2.2)
There is a more general approach to the star product, where it is ab-
stractly defined as a product structure of the function algebra of a manifold,
which fulfils certain relations, like associativity. Historically, it was physically
motivated and the main feature is that up to first order in θ, the commutator
behaves like the Poisson bracket, i.e.
f # g = f · g + i2{f, g}+O(θ2),
such that
[f ", g] := f # g − g # f = i{f, g}+O(θ2),
where
{f, g} := θµν∂µf∂νg.
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The product 2.1 clearly fulfils these relations. In the regime of Poisson brack-
ets, the “geometric structures” θµν are so called Poisson tensors. These
should be viewed as a generalization of symplectic structures, which are not
necessarily invertible. If the introduction of a star product is viewed as a
quantization procedure f → fˆ , then we see that in the commutative or semi-
classical limit “∼” the commutator [xˆµ, .] can be viewed as a derivation:
[xˆµ, fˆ ] ∼ iθµν∂νf.
Notice that the commutator fulfils the Leibnitz rule.
2.2 Noncommutative quantum field theory
A noncommutative quantum field theory is a quantum field theory on a non-
commutative spacetime. This subsection gives a brief summary of notable
features, which are relevant for the following discussion. More extensive re-
views are given in [5], [16] and references therein.
The simplest example in four dimensions is noncommutative φ4−theory,
with the star product given by the Moyal structure θ¯. This model is defined
by the action
S[φ] =
∫
d4x
(
1
2
∂µφ $ ∂
µφ+
m2
2
φ $ φ+
λ
4!
φ $ φ $ φ $ φ
)
.
Notice that due to equation (2.2), the kinetic and the mass term of the La-
grangian are the same as in the commutative case. When it comes to Feyn-
man diagram computations, the difference of noncommutative φ4−theory is
a new phase factor in the interaction vertex. The new Feynman rules give
rise to UV/IR-mixing.
2.2.1 Gauge theory
We now turn our focus on gauge fields, which are of importance to the Stan-
dard Model in their role as force carriers. Following our previous procedure
11
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we find
S =
1
4
∫
dnx tr Fµν ! F
µν ,
with
Fµν = ∂µAν − ∂νAµ − i[Aµ",Aν ]
and where “tr” is the trace over Lie algebra elements. The bracket [.",.] is the
commutator with star products as product structure.
This action is invariant under U(N)−gauge transformations which are given
by
Aµ → U ! AµU−1 + i U ! ∂µU−1.
However, if we consider a gauge transformation of the corresponding matter
particles, we see that gauge transformations
δˆψ(x) = iα(x) ! ψ(x) (2.3)
do not transform the fields covariantly. For example we find
δˆ(xµ ! ψ(x)) = ixµ ! α(x) ! ψ(x) #= iα(x) ! (xµ ! ψ(x)).
Let us now come from the other direction and demand a theory which is
invariant under the transformation (2.3). To do so we introduce gauge in-
variant coordinates
Xµ = xµ + θµνAν ,
such that
δˆ(Xµ ! ψ(x)) = iα(x) ! (Xµ ! ψ(x)).
If we assume that θ is invertible, the field strength F corresponding to A can
now be written as
Fµν = −i[Xµ",Xν ] + θ−1µν ,
where Xµ = θ−1µν x
ν +Aµ. The action of the theory becomes the matrix model
S = −14 Tr
(−i[Xµ",Xν ] + θ−1µν )2 . (2.4)
This is the so called twisted reduced model and is related to the IKKT model
encountered in Type IIB string theory.
12
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3 Noncommutative emergent gravity
3.1 Introduction
Our starting point is a model similar to the one defined via the action (2.4),
namely
S ∝ Tr
(
[Xa, Xb][Xa
′
, Xb
′
]ηaa′ηbb′
)
. (3.1)
The Xa are abstract infinite dimensional hermitian matrices or operators
acting on a Hilbert space with an index a running from 1 to D = 2n and can
be seen as quantization of space-time coordinates. The unphysical metric η
fixes the signature of the theory.
The action has the symmetry
Xµ → UXµU−1,
where U(N) is a unitary matrix and equations of motion are given by
[Xa, [Xb, Xa
′
]]ηaa′ = 0.
It must be emphasized that, in contrast to the previews considerations, in
this approach the Xa are the fundamental objects. They might be viewed as
the quantization of space time coordinates and the whole spacetime structure
will follow from the action (3.1).
Using
[Xµ,Ψ] ∼ iθµν∂νΨ,
we see that a natural way to couple a scalar field Ψ to X is
S[Ψ] = −(2pi)n Tr ([Xa,Ψ][Xb,Ψ]ηab) . (3.2)
This is also already the only gauge invariant way to obtain a kinetic term
“(∂Ψ)2” for Ψ [4].
Notice that we can reduce the physical degrees of freedom of our model
by a splitting
Xa = (Xµ,φi(Xµ)),
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µ = 1, ..., 2m, i = 1, ..., D − 2m, (3.3)
where µ might run from 1 to 4. The embedding functions φi(Xµ), although
they are purely geometric objects, might then formally be associated with
scalar fields in the sense of the expression (3.2).
A simple example of this is the canonically deformed Minkowski spacetime
[Xµ, Xν ] = θ¯µν , φ(X) = 0,
µ = 1, ..., 4, i = 1, ..., D − 4,
where θ¯µν is a constant. We will see that a general solution, or rather its
classical limit, need not describe a flat spacetime geometry.
3.2 The semi-classical limit
Fundamental aspects of the considered noncommutative emergent gravity
model are established in [15], [1], [3]. We are specifically interested in the
semi-classical limit of the theory. In this limit we view the Xa as a quan-
tization of classical spacetime with coordinates xa in the sense of the last
chapter. To first order in the star product expansion we are therefore in the
regime of Poisson manifolds where we have
{xa, xb} = θab(x).
The main point is that θµν is not an arbitrary Poisson tensor but a solution
of (the semi-classical limit of) the equations of motion governed by the action
of our model.
We define the induced metric as
gµν :=
∂xµ
′
∂xµ
∂xν
′
∂xν
ηµ′ν′ + (∂µφ
i)(∂νφ
j)δij,
with indices as in (3.3) and the effective metric as
Gµν = e−σθµαθνβgαβ,
14
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with
e−(n−1)σ :=
√|θ−1|√|g| , (3.4)
where 2n is the dimension of the induced manifold and | · | denotes the ab-
solute value of the determinant which implicitly depends on n. The positive
quantity e−(n−1)σ is of crucial importance [15]: If the matrix model is viewed
as a gauge field theory, as discussed in the second chapter, then it effectively
determines gauge coupling. For the Moyal solution in flat spacetime, far away
from any perturbations, it is certainly constant. In this sense, our search for
solutions θ of the theory is therefore guided by finding well behaving e−(n−1)σ.
We will now derive the semi-classical limit of the kinetic term of the scalar
field given in the expression (3.2), which will reveal that Gµν really has to be
interpreted as an effective metric in the obvious sense.
S[Ψ] = −(2pi)n Tr ([Xa,Ψ][Xb,Ψ]ηab)
= −(2pi)n Tr ([Xµ,Ψ][Xν ,Ψ]ηµν + [φi,Ψ][φj,Ψ]δij)
∼ −(2pi)n Tr (θµαθνβ(∂αΨ)(∂βΨ)ηµν + θµαθνβ(∂µφi)(∂αΨ)(∂νφj)(∂βΨ)ηµν)
=
∫
dnx |Gµν | 12Gµν(∂µΨ)(∂νΨ).
Here, the integral measure is chosen to be compatible with the symplectic
volume given by θ−1, see [15]. In a second step we derive the equations
of motion of our theory and its semi-classical limit. This present work is
concerned with the resulting set of (nonlinear) partial differential equations:
[Xa, [Xµ, Xb]]ηab = [X
ρ, [Xµ, Xσ]]ηρσ + [φ
i, [Xν ,φj]]δij
∼ −θρλ(∂λθµσ)ηρσ − θρλ(∂ρφi)(∂λθµσ)(∂σφj)δij − θνη(∂νφi)θµλ(∂σφj)δij
= θρα(∂ρθ
µβ)gαβ + θ
ραθµβ(∂ρgαβ)
= 0.
Using the effective metric and the associated covariant derivative, this can
be shown to be equivalent to
∇µ(eσ(θ−1)µν) = e−σθνρ∂ρη, (3.5)
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where we defined the scalar function
η := 14 e
σ Gµνgµν .
In equation (3.5) the tensor θ−1µν is the symplectic form associated with θ and
we pulled the indices of θµν using Gµν .
This work is devoted to noncommutative structures θ which admit a
closed inverse θ−1 and satisfy
Gµν := e−σθµαθνβgαβ = gµν . (3.6)
This is not only a convenient way of introducing physical effective metrics,
but it will also turn out, that these tensors contain a remarkable class of solu-
tions of the matrix model. We will always require that θµν is non-degenerate,
since e−σ != 0 and therefore det(θ) != 0.
4 Four-dimensional manifolds
4.1 The requirement Gµν = gµν
In this section we study tensors θ on four-dimensional (pseudo-)Riemannian
manifolds with signature sign(g) = (±,+,+,+), which satisfy the relation
(3.6). In this case we have
θµν(−e−σθνρ) = θµν(−e−σθαβgανgβρ) = (e−σθβαθµνgαν)gβρ = gµβgβρ = δµρ ,
which implies that the inverse of θµν is given by multiplication with −e−σ,
i.e.
(θ−1)µν = −e−σθµν or (θ−1)µν = −e−σθµν . (4.1)
It also follows that η := 14 e
σ Gµνgµν = eσ, so that the matrix model equations
of motion (3.5) reduce to
∇µθ−1µν = 0, (4.2)
16
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which is equivalent to
d ∗g θ−1 = d ∗G θ−1 = 0. (4.3)
We will now see that any closed form θ−1 with G = g satisfies a Hodge self-
duality relation, such that the matrix model equations of motion are satisfies
identically:
In our current setting relation Gµν = e−σθµαθνβgαβ = gµν can be written as
θµαθνβgαβ =
√
|θ|
√
|g| gµν ,
and this can easily be solved algebraically. By choosing a coordinate chart,
such that the metric takes diagonal form (which is always possible, at least
in a point) these equations reduce to the following three restrictions
g00 g11 (θ
−1
23 )
2 = g22 g33 (θ
−1
01 )
2 ,
g00 g22 (θ
−1
13 )
2 = g11 g33 (θ
−1
02 )
2 ,
g00 g33 (θ
−1
12 )
2 = g11 g22 (θ
−1
03 )
2 .
Since we will be concerned with 2-forms, these equations are stated in term
of the inverse of θ here. It follows that in such a coordinate system, the
general solution of G = g is given by
(θ−1µν ) =

0 −" √g00g11 f3 −" √g00g22 f2 −" √g00g33 f1
"
√
g00g11 f3 0 −√g11g22 f1 √g11g33 f2
"
√
g00g22 f2
√
g11g22 f1 0 −√g22g33 f3
"
√
g00g33 f1 −√g11g33 f2 √g22g33 f3 0
 ,
(4.4)
where " = ±1 and ∑3i=1 f 2i > 0. The remarkable feature of this solution is
that it satisfies
∗ θ−1 = 1
2
1√|g| gµα gνβ "αβγδ (12θ−1γδ ) dxµ ∧ dxν = " √sgn(g00) θ−1.
This means that θ−1 is (anti-)self-dual resp. i-(anti-)self-dual, depending on
" and on the signature of the metric. In the context of symplectic structures,
the three functions f1, f2 and f3 have to be chosen in such a way that θ−1
is closed. Closedness of θ−1 is a necessary condition regarding the algebraic
17
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properties of the Poisson brackets, see [14]. Then
∗ θ−1 = ±θ−1 on a Euclidean metric
and
∗ θ−1 = ±i θ−1 on a Lorentzian metric (4.5)
means that θ−1 is also co-closed, which due to (4.3) implies that in four
dimensions any symplectic form satisfying G = g is also a solution of the
matrix model. The coupling is then given bye e−σ =
∑3
i=1 f
2
i . Similarly,
configurations with G = g and eσ = const are also always solutions of the
equations of motion in the higher-dimensional case.
For later convenience, we introduce a new tensor
J µν := e−
σ
2 θµαgαν . (4.6)
We have (J 2)µν = −e−σ(θµα$ θρβ$ gαβ)gρν , and the embedding metric can be
written as
Gµν := −(J 2)µρgρν .
The condition Gµν
!
= gµν now implies
(J 2)µν != −δµν ,
which is to say that J is an almost complex structure. We also reformulate
the above definition in matrix notation:
J := e−σ2 θ$ g
J 2 = e−σ (θ$ g θ$) g
G−1 = e−σ θ$ g θT$
= −e−σ (θ$ g θ$ g) g−1
= −J 2 g−1
=⇒ G != g ⇐⇒ J 2 != −1l.
18
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4.2 Euclidean signature
Since θ−1 is closed by assumption, the obvious solutions to the equation
d ∗g θ−1 = 0 are forms, which are (anti-)self-dual with respect to g. And
in fact, in the case of a four-dimensional metric with Euclidean signature,
all such forms automatically also satisfy G = g, such that the matrix model
equations of motion (3.5) are fulfilled identically. This means that in the
Euclidean setting the converse of the statement of the last section is also
true and it can be seen as follows: Using an appropriate SO(4) rotation, we
can always find a local coordinate frame, such that g = diag(1, 1, 1, 1) and
the antisymmetric tensor θ takes the form
θµν = det(θ)
1
4

0 −" α 0 0
" α 0 0 0
0 0 0 −α−1
0 0 α−1 0
 ,
with " = ±1. The inverse is given by
θ−1µν = det(θ
−1)
1
4

0 " α−1 0 0
−" α−1 0 0 0
0 0 0 α
0 0 −α 0
 , (4.7)
so that
θ−1 = 12θ
−1
µν dx
µ ∧ dxν
= θ−101 dx
0 ∧ dx1 + θ−123 dx2 ∧ dx3
= det(θ−1)
1
4
(
" α−1 dx0 ∧ dx1 + α dx2 ∧ dx3) .
We compute the dual form
∗ θ−1 = 12 1√|g| gµα gνβ "
αβγδ
(
1
2θ
−1
γδ
)
dxµ ∧ dxν
= 12 δµα δνβ
(
"αβ01θ−101 + "
αβ23θ−123
)
dxµ ∧ dxν
= θ−123 dx
0 ∧ dx1 + θ−101 dx2 ∧ dx3
= " det(θ−1)
1
4
(
" α dx0 ∧ dx1 + α−1 dx2 ∧ dx3)
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and see that θ−1 is (anti-)self-dual if and only if α = α−1. Then # denotes
whether θ−1 is self-dual or anti-self-dual. The embedding is given in matrix
notation by
G−1 := e−σθ g−1θT = −
√
|θ−1| θ2 = diag(α2,α2,α−2,α−2).
This yields
∗ θ−1 = # θ−1 ⇔ α2 = 1 ⇔ G = diag(1, 1, 1, 1) = g,
which is what we wanted to show. It also follows that, locally, we can write
an (anti-)self-dual tensor θ−1 as
θ−1µν = det(θ
−1)
1
4

0 # 0 0
−# 0 0 0
0 0 0 1
0 0 −1 0

or
θ−1 = det(θ)−
1
4 (# dx0 ∧ dx1 + dx2 ∧ dx3)
= det(θ)−
1
4 (1 + # ∗) dx2 ∧ dx3.
As a remark, notice that an overall sign of a single block in this representation
of θ is irrelevent in the sense that it only changes the meaning of # to −# and
maybe the overall sign of the tensor θ. But this has no concequences for the
effective metric G ∝ θ2.
We immediately see that in (globally) flat Euclidean space R4 the form
θ¯−1µν := c

0 # 0 0
−# 0 0 0
0 0 0 1
0 0 −1 0
 , θ¯−1 = c (1 + # ∗) dx2 ∧ dx3, (4.8)
with a constant c ∈ R\{0} is closed, is obviously of the form (4.4) and is
therefore a solution of the matrix model. Moreover, we find e−σ = c2 = const.
The inverse θ¯µν is the noncommutative structure of the well known Moyal-
Weyl.
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The expressions for θ and θ−1 in the Moyal case can be compared with
the canonical commutation relations in quantum mechanics:
[X i, Pj] = i! δij, [X i, Xj] = 0, [Pi, Pj] = 0.
If we define θQM to be the commutator of the six dimensional vector operator(
X1
P1
)
⊕
(
X2
P2
)
⊕
(
X3
P3
)
,
with itself, then the commutation relations can be expressed as
θQM = i!

0 1 0 0 0 0
−1 0 0 0 0 0
0 0 0 1 0 0
0 0 −1 0 0 0
0 0 0 0 0 1
0 0 0 0 −1 0

.
4.3 Lorentzian signature
On a manifold with Lorentzian metric, the situation is more complicated.
Since locally g = diag(−1, 1, 1, 1), the same approach as (4.7) leads to
G = e−σ θ g θT = diag(α2,−α2,α−2,α−2).
As is apparent from the general solution (4.4), this “sign error” can be cor-
rected by considering complexified θ, which is related to a Wick rotation.
The factor of
√
sgn(g00) = i in θ
−1
01 flips the signs in G
−1. Specifically, we
can easily recover G = g if we require θ to locally look like
θµν = det(θ)
1
4

0 −$ i 0 0
$ i 0 0 0
0 0 0 −1
0 0 1 0
 ,
21
4.3 Lorentzian signature
such that the inverse is given by
θ−1µν = det(θ
−1)
1
4

0 −" i 0 0
" i 0 0 0
0 0 0 1
0 0 −1 0
 , θ−1 = det(θ) 14 (1− " i ∗) dx2 ∧ dx3.
(4.9)
The representation (4.9) makes the i-(anti-)self-duality particularly explicit,
since ∗2 = −1 and therefore
∗ (1− " i ∗) ω = (∗ − " i (−1)) ω = " i (1− " i ∗) ω ∀ ω.
In analogy to the solution (4.8), we now have a Moyal-like solution in Minkowski
space
θ¯µν" =
1
c

0 −" i 0 0
" i 0 0 0
0 0 0 −1
0 0 1 0
 ,
and its inverse
(θ¯−1" )µν := c

0 −" i 0 0
" i 0 0 0
0 0 0 1
0 0 −1 0
 , θ¯−1" = c (1− " i ∗) dx2 ∧ dx3, (4.10)
with a real constant c ∈ R\{0}. This is just a global version of (4.9) with
e−σ = c2.
We will be interested in the closed i-(anti-)self-dual 2-forms on manifolds
with Lorentzian signature satisfying G = g. All closed forms which at least
locally look like θ¯−1" are of this type. However, in contrast to the Euclidean
case, not every i-(anti-)self-dual form satisfies G = g. To name the simplest
counter example: Given any solution θ−1" , we can always find a new closed
i-(anti-)self-dual form θˆ−1" := e
iαθ−1" ,α ∈ (0, pi), which leads to a complexified
induced metric Gˆ = e−2iαG, since the induced metric is quadratic in θ. This
θˆ−1" must therefore also be locally different from θ¯
−1
" .
22
4 FOUR-DIMENSIONAL MANIFOLDS
In the next chapter, we will successively investigate the properties of the
solutions of our interest. The main insights are summarized as follows:
Proposition:
Closed forms θ−1! on a four-dimensional manifold with Lorentzian metric
satisfying
Gµν := e−σθµµ
′
θνν
′
gµ′ν′ = g
µν
are of the form
θ−1! = ∂µΦ ∂νΨ (1− # i ∗g) dxµ ∧ dxν (4.11)
with two real functions Φ,Ψ ∈ C2(M), satisfying
d(∗g dΦ ∧ dΨ) = 0. (4.12)
In coordinates the closedness condition reads
gµν(∂µΦ ∂ν(g
ρσ∂σΨ)− ∂µΨ ∂ν(gρσ∂σΦ)) + gρσ(∆gΦ(∂σΨ)−∆gΨ(∂σΦ)) = 0,
(4.13)
and we have
e−σ = |(gµν∂µΦ∂νΦ)(gαβ∂αΨ∂βΨ)− (gµν∂µΦ∂νΨ)2|.
Furthermore, there is a local “Darboux coordinate system” φD = (Φ,Ψ,Φ′,Ψ′),
such that we can write
θ−1! = dΦ ∧ dΨ− # i dΦ′ ∧ dΨ′.
In the Lorentzian setting it is possible to make such strong statements about
θ−1, because we have to consider a complexification/Wick rotation, while
still requiring reality of the embedding metric. This relates the real and
the imaginary part Re(θ−1) and Im(θ−1) of θ−1, which both have to satisfy
closedness seperately and this reduces the degrees of freedom of θ−1.
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5.1 Algebraic properties of i-(anti-)self-dual 2-forms
5.1.1 The relation between Re(θ−1! ) and Im(θ
−1
! )
At first we note that i-(anti-)self-dual forms θ−1! can be written as
θ−1! = (1− " i ∗)F,
where F is real. This corresponds to the fact that i-(anti-)self-duality takes
away half of the degrees of freedom. More explicitly, a relation between the
real and the imaginary part of
θ−1! = Re(θ
−1
! ) + i Im(θ
−1
! )
can be established as follows:
Due to the equation (4.5), the operator (−" i ∗) acts as the identity on θ−1! .
Therefore
θ−1! =
1+(−! i ∗)
2 θ
−1
!
= 12(1− " i ∗)(Re(θ−1! ) + i Im(θ−1! ))
= 12(Re(θ
−1
! ) + " ∗ Im(θ−1! )) + i 12(−" ∗ Re(θ−1! ) + Im(θ−1! ))
=⇒ Im(θ−1! ) = −" ∗ Re(θ−1! )
=⇒ θ−1! = Re(θ−1! ) + i Im(θ−1! )
= (1− " i ∗)Re(θ−1! )
≡ (1− " i ∗)F.
The Moyal solution (4.10) is clearly of this type, with F = Re(θ¯−1! ) = c dx
2∧
dx3. Moreover, we see that the real part of i-(anti-)self-dual forms θ−1! , which
are locally of the form (4.9), are necessarily of rank two. In chapter (5.1.4)
we will show that the converse is also true.
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As a remark, it is worthwhile mentioning that the customary appearance
of θ−1! is related to the representation theory of L↑. In our current setting,
the relation ∗2 = −1 holds and therefore (±i∗) are two idempotent operators
satisfying (±i∗)2ω = ω for all forms. Consequently, P± = 12(1 − (±i∗)) are
orthogonal projectors satisfying ∗ (P±ω) = ±i(P±ω), and the vector space of
2-forms can be decomposed into an i-self-dual and an i-anti-self-dual part via
ω = 12(1− i ∗)ω + 12(1 + i ∗)ω. Note that this corresponds to the irreducible
representation of L↑ in the space of anti-symmetric tensors of second degree,
namely L↑ ∼= SO(3,C)⊕ SO∗(3,C).
5.1.2 The complex phase of θ−1!
From the last chapter it follows that the map
F %→ θ−1! = (1− # i ∗)F
defines a linear bijection between the real 2-forms and complex i-(anti-)self-
dual 2-forms. The inverse of this map is given by
θ−1! %→ F = Re(θ−1! ).
In turn, we obtain many of the following results in the language of electrody-
namics in curved spacetime. For example, since the Hodge star ∗ is a linear
operator, a change of the components
Ei := −F 0i, Bi := −12#ijkF jk
of F as given below corresponds to a complex phase change of θ−1! , and
therefore a sign change of the embedding metric G ∝ θ2! :
(E,B) %→ (−B,E)
⇐⇒ F %→ ∗ F
=⇒ θ−1! = (1− # i ∗)F %→ (1− # i ∗)(∗ F ) = ∗ θ−1! = # i θ−1!
=⇒ θ2! %→ −θ2!
=⇒ G %→ −G
25
5.1 Algebraic properties of i-(anti-)self-dual 2-forms
On the other hand, since G is quadratic in F , an inversion
(E,B) !→ (−E,−B)
⇐⇒ F !→ −F
leaves G invariant. This can also be seen by applying the Hodge star twice:
F !→ ∗ F !→ ∗2 F = −F
=⇒ G !→ −G !→ −(−G) = G
More generally, the phase change
G !→ e−2!iα(x)G (5.1)
is induced by
θ−1! !→ e!iα(x)θ−1!
and given in terms of F by
F !→ cos(α(x))F + sin(α(x)) ∗ F. (5.2)
The inversion symmetry ofGmentioned above corresponds to the pi-periodicity
of e−2!iα(x).
Let θ−1! be a i-(anti-)self-dual form, then all of the forms e
!iα(x)θ−1! , with
α ∈ [0, pi) are i-(anti-)self-dual too, since the Hodge star is a linear operator
and e!iα(x) is just an overall complex factor. Nevertheless, only one of them
has the chance to satisfy the relation G = g. In fact, the “correction phase”
will be calculated in section (5.1.5) in terms of F . However, given an F
that satisfies dθ−1! = 0, requiring closedness for e
!iα(x)θ−1! results in the new
differential equation dα∧θ−1! = 0 and this is a nonlinear differential equation
in F . Therefore, the technique of changing the phase for a given F described
above can not be applied to just correct the overall phase of the embedding
metric in retrospect. In section (5.1.4) we will work out the condition for F
so that G = g is satisfied from the start.
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5.1.3 The Pfaffian of θ−1!
In this short section we compute e−σ in terms of F , which will be useful later.
Let A be some (skew-symmetric) 2-form. The Pfaffian of A, which fulfils
Pf(A)2 = det(A),
can now be written as follows:
Pf(A) :=
(
1
8"
αβγδAαβAγδ
)
= 14
(
1
2"
αβγδgαµgβνAγδ
)
Aµν = 14
√
|g| (∗A)µνAµν .
For A = (a + b ∗)F , with a, b ∈ C, we can express Pf(A) in terms of the
invariants of F :
Pf(A) = 14
√
|g| (∗A)µνAµν
= 14
√
|g| (a ∗ F − bF )µν(aF + b ∗ F )µν
= 14
√
|g| (a2(∗F )µνF µν − a b FµνF µν + a b (∗F )µν(∗F )µν − b2Fµν(∗F )µν)
= 14
√
|g| ((a2 − b2)(∗F )µνF µν − 2 a b FµνF µν) .
More specifically, with a = 1 and b = −" i, it follows that
Pf(θ−1! )√|g| = 12 ((∗F )µνF µν + " iFµνF µν) . (5.3)
Therefore we have
e−σ =
√|θ−1! |√|g| =
∣∣∣∣∣Pf(θ−1! )√|g|
∣∣∣∣∣ = 12 |(∗F )µνF µν + iFµνF µν |
which can locally be written as e−σ = |2EB+ i(E2 −B2)| .
5.1.4 The determinant of Re(θ−1! )
Lemma:
For i-(anti-)self-dual forms θ−1! , the embedding metric G
µν := e−σθµµ′! θ
νν′
! gµ′ν′
satisfies Gµν = ±gµν if and only if the determinant of the real part of θ−1!
vanishes.
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We know that θ−1! = (1 − " i ∗)F . In terms of F = Re(θ−1! ), this means
that the relation
(∗F )µνF µν = 0 ⇐⇒ det(F ) ∝ det
(
Re(θ−1! )
)
= 0
has to be fulfilled. Since det(F ) ∝ det(∗F ), the lemma can equally be
formulated in terms of the imaginary part or θ−1! . Also notice that a swith
from−G to +Gmerely corresponds to a multiplication of θ with i, as describe
above. Therefore we can focus on the case G = g.
We already encountered the example of the Moyal solution (4.10), for
which the proposition obviously holds, since in that case
Fµν = Re(θ¯
−1
! )µν =

0 0 0 0
0 0 0 0
0 0 0 c
0 0 −c 0.
 (5.4)
Proof:
To work out the claimed restriction for θ−1! , we start with a weaker condition
using the concept of almost complex structures given earlier in (4.6), namely
det(J 2) != det(−1l) = 1.
We have
det(J 2) = det(J )2
= det(e−
σ
2 θ!g)
2
= (e−σ)4det(θ!)2det(g)2
=
(√|det(θ−1! )|√|det(g)|
)4
det(g)2
det(θ−1! )2
=
(
Pf(θ−1! )
|Pf(θ−1! )|
)−4
,
so the equation det(J 2) != 1 has four possible solutions, namely
Pf(θ−1! )
|Pf(θ−1! )|
∈ {1,−1, i,−i}.
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Taking a look at the Pfaffian (5.3) we see that either (∗F )µνF µν or FµνF µν
has to vanish and due to e−σ ∝ √|θ−1# | #= 0, the other term has to remain
non-zero.
The first case can immediately be confirmed to deliver a valid solution
for G = g:
A well known result from electrodynamics [11] states that
(∗F )µνF µν ∝ EB = 0, FµνF µν ∝ E2 −B2 < 0
is the necessary and sufficient condition for the existence of a local coordinate
system such that E = 0. Furthermore, we can then rotate the coordinate
frame such that B = |B|ex. So F is locally of the form of the Moyal solution
(5.4), which implies J 2 = −1l in every point. Notice that E2 − B2 < 0 is
no restriction: Given a candidate F for which one of the two invariants is
zero, the only remaining allowed phase shift of θ−1# leaving det(J 2) = −1
invariant are multiplications by i. These correspond to acting on F with ∗,
which means we can always switch the sign of FµνF µν .
The second possibility can be ruled out by a similar argument:
(∗F )µνF µν ∝ EB #= 0 implies that we can change the angle between E and
B using a boost such that E ∝ B [11]. From FµνF µν ∝ E2 −B2 = 0 it then
follows that E = ±B in this local inertial frame. If we now apply a rotation
such that E and B are parallel to the x-axis, we have
Fµν =

0 Ex 0 0
−Ex 0 0 0
0 0 0 −Bx
0 0 Bx 0
 = Ex

0 1 0 0
−1 0 0 0
0 0 0 ±(−1)
0 0 ±1 0

and therefore
(θ−1# )µν = ((1 − " i ∗)F )µν = Ex(1 ± " i)

0 1 0 0
−1 0 0 0
0 0 0 " i
0 0 −" i 0

=⇒ J 2 = e−σ(θ# g θ#)g = ∓ " i 1l.
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This J 2 of course still satisfies the weaker condition det(J2) != 1, but we also
have G−1 = −J 2g−1 = ± ! i g −1 "= g−1. This completes the proof. !
Here is an alternative argument to rule out the second case: Consider the
general solution of G = g, given in (4.4) in a local inertial frame. Clearly,
the “eletric” and the “magnetic” vector field part of this form only differ by
a constant factor of ±i. This means there exists a rotation such that the
tensor takes the form
θ−1µν = f

0 ∓i 0 0
±i 0 0 0
0 0 0 −1
0 0 1 0
 .
For f = Re(f) + i Im(f), we find det(Re(θ−1)) = Re(f)2Im(f)2. The
condition f 2 > 0 now implies that f is real, which in turn implies that
(∗F )µνF µν ∝ det(Re(θ−1)) has to vanish.
5.1.5 The complex phase of Gµν for general i-(anti-)self-dual struc-
tures
Now we compute the phase α(x) to which a given F fails to define an almost
complex structure and consequently Gµν = gµν . As we have seen, this is the
phase to which F fails to satisfy (∗F )µνF µν = 0.
To do so, we apply a general phase shift as in the transformation (5.2), which
results in
(∗F )µνF µν &→ (cos(α(x))(∗F ) + sin(α(x)) ∗ (∗F ))µν(cos(α(x))F + sin(α(x)) ∗ F )µν
=
(
cos(α(x))2 − sin(α(x))2) (∗F )µνF µν − 2 cos(α(x)) sin(α(x))FµνF µν .
We want for this expression to vanish, so the “correction phase” is
α(x) =
1
2
arctan
(
(∗F )µνF µν
FµνF µν
)
∈ [−pi4 , pi4 ] .
As discussed in the last section, one might have to apply an additional phase
shift F &→ ∗F to achieve the right sign of FµνF µν . The two extremal cases
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for α(x) we already encountered are
(∗F )µνF µν = 0 =⇒ α(x) = 12 arctan(0) = 0,
which is obvious, since in this case the sufficient condition for Gµν = gµν is
already fulfilled and
FµνF
µν = 0 =⇒ α(x) = lim
x→±∞
1
2 arctan(x) = ±pi4 ,
which according to the transformation (5.1) exactly produces a correction of
the embedding metric by ±i.
5.1.6 Implications of det(F ) = 0
From
det(F ) ∝ (∗F )µνF µν = 0 and e−σ = 12 |FµνF µν | $= 0 (5.5)
it follows that F µν is a rank two tensor and can be written as F = X$ ∧ Y $,
where X$ and Y $ are two linearly independent 1-forms [11]. In terms of
components we have
Fµν = gµµ′gνν′F
µ′ν′ = gµµ′gνν′(X
µ′Y ν
′ − Y µ′Xν′) = X$µY $ν − Y $µX$ν , (5.6)
where in X$µ = gµνX
ν and Xµ = gµνX$ν we identify the tangential bundles
T ∗M and TM using the metric. Since the relations (5.5) equivalently hold
for ∗F , we also have ∗F = U $ ∧ V $ with two linear independent 1-forms U $
and V $.
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Lemma:
Let EXY and EUV denote the distributions spanned by the vector fields X, Y
resp. U, V defined above. These distributions are orthogonal complements
with respect to g, i.e.
TM = EXY ⊕ EUV , with EXY⊥ EUV .
Proof:
First we observe that ∗F can also be expressed in terms of X and and Y :
(∗F )µν = 12 1√|g|gµαgνβ!
αβγδFγδ
= 12
1√
|g|gµαgνβ!
αβγδ(X&γY
&
δ − Y &γX&δ)
= 1√|g|gµαgνβ!
αβγδX&γY
&
δ
= 1√|g|(!
αβγδgµαgνβgγγ′gδδ′)X
γ′Y δ
′
= 1√|g|(det(g)!µνγ′δ′)X
γ′Y δ
′
= −
√
|g| !µνµ′ν′Xµ′Y ν′ .
And similarly:
Fµν = −(∗(∗F ))µν ∝ !µνµ′ν′Uµ′V ν′ .
Furthermore
det
(
(U, V,X, Y )T
)
= !αβγδU
αV βXγY δ ∝ FαβFαβ '= 0
so X, Y, V, U span the whole tangent bundle. Now let W be any vector field
in EUV . We have
(iWF )α ∝ !αβγδUβV γW δ = 0 =⇒ EUV ⊆ ker(F ).
On the other hand
(iWF )α = FµνW
µ
=
(
X&µY
&
ν − Y &µX&ν
)
W µ
=
(
X&µW
µ
)
Y &ν −
(
Y &µW
µ
)
X&ν
= g(X,W ) Y &ν − g(Y,W ) X&ν .
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Using the linear independence of X and Y , it follows that
g(X,W ) = g(Y,W ) = 0 ∀W ∈ EUV . !
5.2 A version of the Darboux theorem for i-(anti-)self-
dual 2-forms
5.2.1 Consequences of closedness
We are concerned with closed i-(anti-)self-dual 2-forms θ−1! = (1 − " i ∗)F.
Since F is real, the closedness condition is equivalent to F satisfying the
Maxwell equations in vacuum:
dθ−1! = 0 ⇐⇒ dF = 0, d ∗ F = 0. (5.7)
Formulated in terms of a vector potential A, such that F = dA, these equa-
tions are commonly written as
∆gA− (d ∗ d∗)A = 0,
where ∆g is the Laplace–de Rham operator, or
∆gAµ −∇ν∇µAν = 0
in a coordinate frame. For example, in Minkowski spacetime we recover the
familiar vacuum equations
!Aµ − ∂µ(∂νAν) = 4pijµ = 0.
A general vector potential Aµ is characterized by 3 independent degrees of
freedom. However, in our case we have the additional restrictions (5.5).
Finding the general solution to the Maxwell equations in terms of the gauge
potential on a curved spacetime and demanding these conditions afterwards
will in general be practically impossible. We will therefore consider the equa-
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tions (5.7) using the previously established (5.6) form of F :
d ∗ F =ˆ ∇νF µν
= 1√|g| ∂ν
(√
|g|F µν
)
= 1√|g| ∂ν
(√
|g|(XµY ν − Y µXν)
)
= Y ν∂νX
µ −Xν∂νY µ + 1√|g|∂ν(
√
|g| Y ν)Xµ − 1√|g|∂ν(
√
|g| Xν)Y µ
= [Y,X]µ + div(Y )Xµ + div(X)Y µ
!
= 0
=⇒ [X, Y ] = div(Y )X + div(X)Y,
where “[·, ·]” and “div” denote the Lie bracket resp. divergence of vector
fields. From
dF = −d ∗ (∗F ) != 0
we find the analogous equations, where X and Y are replaced by U and V .
We therefore established that
[X, Y ] ∈ Γ(EXY ), [U, V ] ∈ Γ(EUV ), (5.8)
where Γ(E) are the vector fields over a distribution E (the smooth sections of
E). These are precisely the integrability conditions of the distributions EXY
and EUV in terms of Lie brackets. This means that there exist (at least) two
different but equivalent orthogonal foliations of the base manifold.
Let BXY denote the set of two-dimensional leaves with tangent space
spanned by X and Y . Given a point p ∈ M , then by BXYp ∈ BXY we
denote the unique leaf through p containing the neighborhood Up ⊂ BXYp .
Since the relation (5.8) holds, the local Frobenius theorem now guarantees
the existence of a coordinate system
φ = (φ0,φ1,φ2,φ3), φ : M −→ R4
centered in p, such that
φ(Up) = UI × UII ⊂ R2 × R2
and for fixed (φ20,φ
3
0) ∈ UII , the two-dimensional neighborhood Up (a plaque)
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is parameterized by
φ−1Up (UI) := φ−1(UI × (φ20,φ30)).
This φ−1Up can be viewed as a submersion from B
XY with Tφ−1Up (UI) = EXY |Up ,
which just says that EXY actually is the tangent space of the leaf. Together
with the result from the last section, we have
TM = EXY ⊕ EUV = TBXY ⊕ TBUV = T (BXY ⊕BUV ) (5.9)
and there is a corresponding coordinate system φ such that ∂∂φ0 ,
∂
∂φ1 and
∂
∂φ2 ,
∂
∂φ3 span the (pushforward of the) orthogonal distributions.
Now let V be a vector field in TBUV = EUV ⊆ ker(F ). With F =
1
2Fµνdφ
µ ∧ dφν in these new coordinates, we have
2 i∂φ2F = F20dφ
0 + F21dφ
1 + F23dφ
3 != 0,
2 i∂φ3F = F30dφ
0 + F31dφ
1 + F32dφ
2 != 0
=⇒ F02 = F03 = F12 = F13 = F23 = 0
=⇒ F = F01dφ0 ∧ dφ1 with F01 ∈ C∞ '= 0.
Furthermore, using the closedness of F we find
dF = (∂φ2F01) dφ
2 ∧ dφ0 ∧ dφ1 + (∂φ3F01) dφ3 ∧ dφ0 ∧ dφ1
=⇒ ∂φ2F01 = ∂φ3F01 = 0 =⇒ F = F01(φ0,φ1) dφ0 ∧ dφ1. (5.10)
This means that BUV is not only in the kernel of F , viewed as that map
F : TM → T ∗M , but F also does not vary perpendicular to the leaf TBXY .
Alternatively this can be seen in coordinate-free terms using a Lie derivative:
LWF = (diW + iWd)F = d(iWF ) + iW (dF ) = 0 ∀ W ∈ EUV .
Since φ−1Up defines a submersion of the leaf B
XY
p ∈ BXY , we know its cotangent
bundle. In the two-dimensional subspaces the form F = F01(φ0,φ1) dφ0∧dφ1
is symplectic, which means there exist two functions Φ(φ0,φ1) and Ψ(φ0,φ1),
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such that F = dΦ ∧ dΨ. Using the explicit form (5.10) of F , the existence
of such coordinates guaranteed by the Darboux theorem can also be shown
by a direct calculation
F = F01(φ
0,φ1) dφ0 ∧ dφ1 = dφ0 ∧ d
(∫
F01(φ
0,ϕ) dϕ
)
≡ dΦ ∧ dΨ.
In a general coordinate system we have
F = ∂µΦ ∂νΨ dx
µ ∧ dxν .
In contrast to a general field strength F = dA, a form F = dΦ ∧ dΨ is
characterized by only two real degrees of freedom1. It is explicitly of rank
two and therefore satisfies the restrictions (5.5), which implies Gµν = gµν .
Using the equation (4.1), the tensor θµν" takes the form
θµν" = −eσ(θ−1" )µν
= −eσgµµ′gνν′ ((1− % i ∗)F )µ′ν′
= −eσgµµ′gνν′
(
(dΦ ∧ dΨ)µ′ν′ − % i 12 1√|g| gµ′α gν′β %
αβγδ (dΦ ∧ dΨ)γδ
)
= eσ
(
% i 12
1√
|g| %
µναβ − gµαgνβ
)
(∂αΦ∂βΨ− ∂αΨ∂βΦ) .
As an example, in Minkowski space gµν = ηµν , the Moyal solution
θ¯µν" =
1
c

0 −% i 0 0
% i 0 0 0
0 0 0 −1
0 0 1 0
 ,
is naturally of this form. In this case we have Φ = c·x2, Ψ = x3 and e−σ = c2,
i.e. the canonical coordinates coincide with the “Darboux coordinates”.
All of the above computations can of course be done for ∗F as well. In
the “Darboux coordinate system”, which we will denote with a capital D by
1A possible vector potential for such a form is of course given by A = −Ψ dΦ, which is
just the canonical form of F , viewed as a family of symplectic forms on BXY . However,
this will not be necessary in any of the following computations.
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φD = (Φ,Ψ,Φ′,Ψ′), we can now write the i-(anti-)self-dual form θ−1! as
θ−1! = (1− # i ∗)F = dΦ ∧ dΨ− # i dΦ′ ∧ dΨ′. (5.11)
We therefore find in a general coordinate system, that
θ−1! = (∂µΦ ∂νΨ− # i ∂µΦ′ ∂νΨ′) dxµ ∧ dxν .
To be precise, the Darboux coordinate system φD is not unique. For example,
the transformations
Φ $→ f(Φ), Ψ $→ Ψ
f ′(Φ)
,
where f is any well behaved function, leave F invariant:
F = dΦ ∧ dΨ $→ df(Φ) ∧ d
(
Ψ
1
f ′(Φ)
)
= f ′(Φ)dΦ ∧
(
1
f ′(Φ)
dΨ+Ψ
(
∂
∂Φ
1
f ′(Φ)
)
dΦ
)
= dΦ ∧ dΨ.
This transformation can either be viewed as a symplectomorphism on BXY
or as a gauge transformation of F with Λ(Φ,Ψ) = Ψ f(Φ)f ′(Φ) .
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5.2.2 Darboux coordinates and e−σ
The integrability of EXY implies that without loss of generality, the vector
fields X and Y in F = X" ∧ Y " can be viewed as the gradient fields of the
Darboux coordinate functions Φ and Ψ:
Xµ = gµν∂νΦ, Y
µ = gµν∂νΨ.
Using the equation (5.9) it follows that in Darboux coordinates φD the metric
decomposes into two blocks
gφD =
(
gXYφD 0
0 gUVφD
)
with the induced metric
gXYφD =
(
g(X,X) g(X, Y )
g(X, Y ) g(Y, Y )
)
and the corresponding expression for gUVφD . As before X, Y and U, V denote
the two orthogonal components we established earlier. For e−σ we find
e−σ = 12 |FµνF µν |
= 12 |gαµgβνFµνFαβ|
= |(gµν∂µΦ∂νΦ)(gαβ∂αΨ∂βΨ)− (gµν∂µΦ∂νΨ)2|
= |(gµνφDδ1µδ1ν)(gαβφDδ2αδ2β)− (gµνφDδ1µδ2ν)2|
= |g11φDg22φD − (g12φD)2|
= |gXYφD |−1 = |gUVφD |−1 = 1√|gφD | .
The relation |gXYφD | = |gUVφD | stems from the fact that e−σ is invariant under
F $→ ∗F . The last equality e−σ = 1√|gφD | can also be seen from the very
definition (3.4) of e−σ, since in Darboux coordinates we have |θ−1' | = const,
see (5.11). As a remark, notice that if e−σ is to be constant, then the blocks
of the Darboux metric have to have constant determinant |gXYφD | = |gUVφD | =
const.
This concludes the statements made in section (4.3).
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6 Solving the equations of motion
6.1 A solution on conformally flat metrics
As is the case with the Maxwell equations in vacuum, the Hodge star is
the only way the metric enters into the equations of motion (4.12). Since
the Hodge star operator on 2-forms in four dimensions is invariant under
conformal transformations g !→ g′ = 1f g, with some conformal factor f ∈
C∞(M):
∗g′ω = 12 1√|g′|g
′
µαg
′
νβ"
αβγδωγδdx
µ ∧ dxν .
= 12
1√
f−4|g′|
(
f−1g
)
µα
(
f−1g
)
νβ
"αβγδωγδdx
µ ∧ dxν .
= ∗gω.
It follows that each solution is always also valid on conformal multiples of
the considered metric. This can already be seen directly from (4.4).
The Moyal solution
(θ¯−1& )µν := c

0 −" i 0 0
" i 0 0 0
0 0 0 1
0 0 −1 0
 , θ¯−1& = c (1− " i ∗) dx2 ∧ dx3,
with c ∈ R\{0} and e−σ = c2 is the archetype of the form given in (4.11). It
is closed, because in Minkowski space, the metric has constant coefficients.
Therefore θ¯−1& is a solution for all conformally flat metrics g =
1
f η. We have
e−σ =
√|θ¯−1& |√|g| = 1√|gφD | = c2f 2,
which reduces to the Moyal case for f = 1.
Frequently studied spaces which admit a conformally flat metric can be
found in [6], [7]. An example is de Sitter and anti-de Sitter space with
conformal factor of f = (1− ||x||2)2 and f = (1 + ||x||2)2, respectively.
This solution for conformally flat metrics also includes the results of [9].
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6.2 Electrostatic solutions
In the case of a diagonal metric g = diag(g00, g11, g22, g33), we can write the
equations (4.13) as
∂µ
(√
|g| g(ρρ)gµν (∂(ρ)Φ∂νΨ− ∂νΦ∂(ρ)Ψ)) = 0. (6.1)
Here the Einstein summation convention with respect to the free index ρ
does not apply. Furthermore, we now make an “electrostatic ansatz”
∂0Φ = 0, Ψ = x
0,
in which case the equations of motion reduce to
∂i
(√
|g| g00gij∂jΦ
)
= 0, (6.2)
where the latin index i runs from 1 to 3, and the condition
∂0
(√
|g| g00gij
)
= 0. (6.3)
Assuming sign(g) = (−,+,+,+) we have
e−σ = |(gµν∂µΦ∂νΦ)(gαβ∂αΨ∂βΨ)− (gµν∂µΦ∂νΨ)2| = −g00
3∑
i=1
gij(∂jΦ)
2.
6.2.1 Conformally flat metrics
As a first example, we immediately reestablish that on any conformally flat
metric g = 1f η, the functions Ψ = x
0 and Φ = c ·x1 are a valid solution of the
equation (6.2), since in this case
√|g| g00gij = δij = const. We also clearly
have
e−σ = −g00
3∑
i=1
gij(∂jΦ)
2 = c2f 2.
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6.2.2 Radially symmetric metrics
Our second example is another type of metric, which are frequently encoun-
tered in physics, namely
ds2 = −κ(r)dt2 + 1
κ(r)
dr2 + r2
(
dϑ+ sin2(ϑ)dϕ2
)
, κ(r) > 0. (6.4)
This class of metrics is independent of t, so the equation(6.3) is fulfilled.
If we make the ϕ-independent separation ansatz [8]
Φ(r,ϑ) = φ(r)Yl(ϑ),
where Yl(ϑ) are the spherical harmonics, then the equations (6.2) reduce to
an ordinary differential equation in r:
(r φ(r))′′ − l(l + 1)
r κ(r)
φ(r) = 0. (6.5)
Furthermore
e−σ = −g00
3∑
i=1
gij(∂jΦ)
2 = (φ′(r) Yl(ϑ))
2 +
1
r2 κ(r)
(φ(r) Y ′l (ϑ))
2 . (6.6)
The flat limit:
For κ(r) = 1 we are considering the Minkowski metric in spherical coordi-
nates. The differential equation then is just the Laplace equation for the
electric potential φ(r) known from classical electrostatics2:
(r φ(r))′′ − l(l + 1)
r
φ(r) = 0.
For l = 0, Y0(ϑ) =
1√
4pi
, we are left with the condition (r φ(r))′′ = 0 and
therefore
φ(r) =
√
4pi
(a
r
+ b
)
→ Φ(r) = a
r
+ b.
Due to Y ′0(ϑ) = 0 this leads to
e−σ = (φ′(r) Yl(ϑ))
2 =
( a
r2
)2
.
2If we change of variables φˆ(r) := r φ(r), then we can write the equation in its familiar
form φˆ′′(r)− l(l+1)r2 φˆ(r) = 0.
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In fact, since in the case l(l + 1) = 0 the differential equation (6.5) is inde-
pendent of κ(r), this radial point particle potential solution Φ(r) exists for
all metrics of the type given in (6.4).
For l = 1, Y1(ϑ) =
√
3
4pi cos(ϑ), we find
φ(r) =
√
4pi
3
( a
r2
+ b r
)
→ Φ(r) =
( a
r2
+ b r
)
cos(ϑ).
For a = 0 this potential Φ(r) = b r cos(ϑ) = b z is again just the Moyal
solution given in (4.10)
θ¯−1" = = ∂µΦ ∂νΨ (1− ' i ∗) dxµ ∧ dxν
= b (1− ' i ∗) dz ∧ dt
= b (' i dx ∧ dy + dz ∧ dt)
and we therefore have
e−σ = (φ′(r) Yl(ϑ))
2 −
(
φ(r)
r
Y ′l (ϑ)
)2
= ((b r)′ cos(ϑ))2 − (−b sin(ϑ))2
= b2.
It should be noted that in the flat case, the solutions of the differential
equation (6.5) can be calculated for all l in closed form, so that
φ(r) = a
1
rl+1
+ b rl. (6.7)
However, the relation
lim
r→±∞
e−σ = const
only holds for the Moyal solution l = 1.
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The general case:
Solving the differential equation (6.5) for κ(r) and plugging it into the formula
(6.6) one can show that with this ansatz, only flat spacetime admits constant
e−σ. We would like to view i-(anti-)self-dual solutions as perturbations of the
Moyal case in flat spacetime. Hence we expect
g → η ⇐⇒ κ(r)→ 1
↓
θ−1" → θ¯−1" ⇐⇒ φ(r)→ b r.
We can now set l = 1 and try to solve the differential equation (6.5) for any
κ(r) of interest, together with φ(r) → b r as boundary condition in the flat
limit. Alternatively, since up to now we were always considering a general
metric of the type given in (6.4), we can view (6.5) as equation in κ(r).
The only reasonable ansatz for φ(r), which does not end up as a nonlinear
differential equation, is φ(r) ∝ κ(r), so we set
φ(r) = b r κ(r) ϕκ(r) with lim
κ→1
ϕκ(r) = 1.
The resulting equation
(r κ(r) ϕκ(r))
′′ − l(l + 1)ϕκ(r) = 0
can be integrated out with respect to κ(r). This way we obtain a solution
on all metrics with
κ(r) =
1
ϕκ(r)
 l(l + 1)
r2
r∫
1
ϕκ(&) (r − &) d&+ c1
r
+
c2
r2
 ,
where c1, c2 are constants of integration and ϕκ(r) is any well-behaved func-
tion.
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Specifically, for l = 1 and r-independent ϕκ = 1, we obtain
κ(r) =
2
r2
r∫
1
(r − #) d#+ c1
r
+
c2
r2
= 1 +
(c1 − 2)
r
+
(c2 + 1)
r2
≡ 1− rc
r
+
Q2
r2
.
Therefore, the potential
φ(r) = b r κ(r) = b
(
r − rc + Q
2
r
)
is a solution of the Reissner–Nordstro¨m metric. The corresponding tensor
θµν is not spherically symmetric, since one of the spatial directions is distin-
guished.
e−σ = (φ′(r) Yl(ϑ))
2 +
1
r2 κ(r)
(φ(r) Y ′l (ϑ))
2
= (b r κ(r))′2 cos2(ϑ) + b2κ(r) sin2(ϑ)
= b2
((
1− Q
2
r2
)2
+
(
−rc
r
+
Q2
r2
(
3− Q
2
r2
))
sin2(ϑ)
)
.
For Q = 0 we obtain the Schwarzschild metric with
e−σ = b2
(
1− rc
r
sin2(ϑ)
)
and for rc = 0 we return to the flat limit e−σ = b2. This is a reproduction of
the result given in [2].
Notice that for r = rc there is a singular ring around the black hole, where
e−σ = 0. This is problematic regarding the invertibility of θ and we will come
back to this later on, when we consider related metrics in higher-dimensional
spaces.
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Figure 1: Qualitative spatial plots of the potential solution Φ(r,ϑ) =
b (r − rc) cos(ϑ) in Schwarzschild spacetime for different values of Φ. The
hyper-surfaces of the potential wrap around the black hole with Schwarzschild
radius rc.
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Figure 2: Qualitative spatial plots along the z-axis of the potential so-
lution Φ(r,ϑ) = b (r − rc) cos(ϑ) and its corresponding electric field in
Schwarzschild spacetime.
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7 On solutions on 2n-dimensional manifolds
In this last section, we will be discussing closed two-forms θ−1 in higher
dimensions, which satisfy Gµν = gµν and e−σ = 1. This implies that θµν is a
Poisson tensor and θµν is an almost complex structure, as can be seen from
the definition of J µν given in (4.6). In dimensions other than four, the matrix
model equations of motion can not be related to the closedness condition via
Hodge duality. However, Poisson tensors θ satisfying G = g with constant
e−σ are still solutions.
7.1 Recapitulation
We have seen that on a four-dimensional Lorentzian manifold it is possible
to find closed and co-closed non-degenerate i-(anti-)self-dual 2-forms, which
satisfy
Gµν := e−σθµµ
′
# θ
νν′
# gµ′ν′ = g
µν .
However, with the exception of the Moyal case, the invariant
e−σ =
√|θ−1# |√|g| ,
which acts as a coupling constant, always turned out to be spacetime depen-
dent. For example, on conformally flat metrics g = 1f η we found a solution
with e−σ = c2f 2, where f is the conformal factor and c is a non-zero real
constant. The problem lies in the fact that we want to solve dθ−1 = 0 ,
while simultaneously implementing the condition |θ¯−1# | ∝| g|, so that e−σ is
a constant. The only case where this is an easy task is flat Minkowski space,
since then |g| itself is constant.
Furthermore, if θ−1 is not self-dual, then the matrix model equation of
motion (4.2), which in four diemsnions can be written as (4.3) is an additional
restriction.
To work out the difficulties more clearly, consider a given diagonal metric
g = diag(g00, g11, g22, g33)
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and the simple ansatz
θ−1 = θ−101 dx
0 ∧ dx1 + θ−123 dx2 ∧ dx3,
i.e.
θ−1 =

0 θ01 0 0
−θ01 0 0 0
0 0 0 θ23
0 0 −θ23 0
 .
This can be considered to be a perturbation of the Moyal solution (4.10).
We now assume e−σ = 1 and compute the (inverse) embedding metric:
G−1 := e−σ θ g θT
= −(θ−1)−1 g (θ−1)−1
= −

0 θ01 0 0
−θ01 0 0 0
0 0 0 θ23
0 0 −θ23 0

−1
g00 0 0 0
0 g11 0 0
0 0 g22 0
0 0 0 g33


0 θ01 0 0
−θ01 0 0 0
0 0 0 θ23
0 0 −θ23 0

−1
=

g11(θ01)−2 0 0 0
0 g00(θ01)−2 0 0
0 0 g33(θ23)−2 0
0 0 0 g22(θ23)−2
 .
The main observation to be made here is that the tensor θ effectively switches
the entries of the metric:
g00 ↔ g11,
g22 ↔ g33.
For this embedding metric G−1 to fulfill the relation G−1 = g−1 we conclude
θ01 =
√
g00g11, θ23 =
√
g22g33.
However, e.g. due to the closedness of θ−1, for this ansatz this is only a valid
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solution if
∂
∂x0
(g00g11) =
∂
∂x1
(g00g11) =
∂
∂x2
(g22g33) =
∂
∂x3
(g22g33) = 0,
which in general clearly isn’t true.
7.2 Moyal-like Poisson structures in d = 8
Let us now consider an eight-dimensional space using coordinates, such that
the metric takes the following diagonal form:
g = diag
(
g00, g11, g22, g33,
1
g00
,
1
g11
,
1
g22
,
1
g33
)
, |g| =
8∏
µ=1
gµµ = 1.
For this type of metric, the switch of components
g00 ↔ g44 = 1
g00
,
g11 ↔ g55 = 1
g11
,
g22 ↔ g66 = 1
g22
,
g33 ↔ g77 = 1
g33
,
exactly corresponds to taking the inverse:
g ↔ g−1.
The 2-form, which does this via e−σθµµ′" θ
νν′
" gµ′ν′ is
(θ−1µν ) =

0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
−1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 −1 0 0 0 0

, det(θ−1) = 1 = det(g),
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This form is constant and therefore trivially closed. It is even exact, since
we can write
θ−1 = dx0∧dξ4+dx1∧dξ5+dx2∧dξ6+dx3∧dξ7 = d
(
3∑
ν=0
xνdξν+4
)
, (7.1)
where ξµ with µ = 4, 5, 6, 7 are the coordinate functions of the second block.
Furthermore it fulfils the desired relation e−σ = 1. Since in these coordinates
also det(g) and θ are constant by construction, the matrix model equation
of motion (3.5) are trivially fulfilled as claimed.
7.2.1 Radially symmetric metrics
As a physical application we consider the Schwarzschild metric
g = diag
(
−κ¯(r), 1
κ¯(r)
, r2, r2 sin2(ϑ)
)
, κ¯(r) = 1− rc
r
,
where rc ist the Schwarzschild horizon. For our purposes, however, using
this representation of the metric is problematic, since in Schwarzschild coor-
dinates not all spatial directions are treated equally. If we would follow the
construction described above, we would end up with the metric component
g77 =
1
g33
= 1
r2 sin2(ϑ)
, which is singular along the whole z-axis. A more suit-
able choice are the isotropic coordinates, which we obtain by introducing a
new radial coordinate r1(r), which is related to r by the differential equation
r′1(r) = r1(r)
1
r
√
κ¯(r)
with an initial value r1(rc) =
rc
4 , i.e.:
x0(t) = t,
x1(r, θ,ϕ) = r1(r) sin(θ) cos(ϕ),
x2(r, θ,ϕ) = r1(r) sin(θ) sin(ϕ),
x3(r, θ,ϕ) = r1(r) cos(θ).
In these new coordinates, the Schwarzschild metric takes the form
g = diag (α(r1), β(r1), β(r1), β(r1)) ,
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with α(r1) = −
(
1− rc4r1
)2
(
1 + rc4r1
)2 , β(r1) = (1 + rc4r1
)4
,
where α(r1) is just κ¯(r) in terms of r1 and the function β(r1) is well defined
for r ≥ rc. Notice that the spatial part of metric is now conformally flat.
By following the above procedure, we now obtain the eight-dimensional
metric
g = diag
(
α(r1), β(r1), β(r1), β(r1),
1
α(r1)
,
1
β(r1)
,
1
β(r1)
,
1
β(r1)
)
, det(g) = 1,
which is regular outside of the Schwarzschild horizon and in which the Moyal-
like 2-form (7.1) is the desired solution with e−σ = 1. Until now we have
not restricted the topology of the extra dimensions. A natural idea is to
compactify the additional coordinates respecively at each point, to obtain
four S(1)-bundles over Schwarzschild space. How to do that is discussed
below.
In the next step we will now transform this solution back to Schwarzschild
coordinates. Moreover, since we did not use the explicit form of κ¯(r) in the
above derivation, we can generalize the solution to a broader class of metrics:
Consider a metric of the form
g = diag
(
−κ(r), 1
κ(r)
, r2, r2 sin2(ϑ),− 1
κ(r)
,
(
r1(r)
r
)2
,
(
r1(r)
r
)2
,
(
r1(r)
r
)2)
,
where the functions r1(r) and κ(r) are related by r′1(r) = r1(r)
1
r
√
κ(r)
. This
can also be stated explicitly as
r1(r) = c e
R r
1
1
!
√
κ(!)
d#
,
where c just corresponds to a linear rescaling of the coordinate.
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Then the exact 2-form
θ−1 = d
(
3∑
ν=0
xνdξν+4
)
= d
(
t dξ4 + r1(r) sin(θ) cos(ϕ) dξ
5 + r1(r) sin(θ) sin(ϕ) dξ
6 + r1(r) cos(θ) dξ
7
)
= dt ∧ dξ4 + r1(r)
(
sin(θ) cos(ϕ)
r
√
κ(r)
dr ∧ dξ5 + sin(θ) sin(ϕ)
r
√
κ(r)
dr ∧ dξ6 + cos(θ)
r
√
κ(r)
dr ∧ dξ7
+ cos(θ) cos(ϕ) dθ ∧ dξ5 − sin(θ) sin(ϕ) dϕ ∧ dξ5
+ cos(θ) sin(ϕ) dθ ∧ dξ6 + sin(θ) cos(ϕ) dϕ ∧ dξ6
− sin(θ) dθ ∧ dξ7
)
,
satisfies
e−σ = 1
and
Gµν := e−σθµµ
′
& θ
νν′
& gµ′ν′ = θ
µµ′
& θ
νν′
& gµ′ν′ = g
µν .
A notable example of this kind of metric is given by κ(r) = 1 − rcr +
Q2
r2 , which correponds to the Reissner–Nordstro¨m metric, which was already
discussed in the four-dimensional case.
7.2.2 Generalizations
Notice that the metric described in the last example has a signature of
sign(g) = (−,+,+,+,−,+,+,+). However, the construction formalism de-
scribed here is in no way restricted by this signature and the described prin-
ciple can simply be extended to even more general metrics. For example,
consider the metric
g = diag
(
g00, g11, g22, g33,
−1
g00
,
1
g11
,
1
g22
,
f(x3, ξ7)
g33
)
, det(g) = −f(x3, ξ7).
We freely determine the signature of the second block of the metric, by intro-
ducing additional factors of −1, or more generally introduce non-vanishing
functions f(x3, ξ7), which might depend on the variables of the position it is
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to be switched with. In that case the form
(θ−1µν ) =

0 0 0 0
√−1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0
√
f(x3, ξ7)
−√−1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 −√f(x3, ξ7) 0 0 0 0

,
det(θ−1) = −f(x3, ξ7) = det(g),
is still exact and everything works out as before. As stated in the introduc-
tion to this chapter, solution with G = g and constant e−σ are always also
solutions of the matrix equations of motion. Notice that for every relative
negative sign in the signature, this procedure automatically introduces an
imaginary component
√−1 = i. We already encountered this phenomenon
in four-dimensional spaces with Lorentzian signature.
7.3 Moyal-like Poisson structures in d = 6
Depending on the metric of interest, there are some simplifications which
immediately allow one to write down examples which do not require four
additional dimensions.
7.3.1 de Sitter space
As an example consider the direct product of de Sitter space [13] with a
two-dimensional, conformally flat torus
M6 =Mde Sitter × T 2.
In planar coordinates, we can write the metric as
gM6 = gde Sitter⊕ 1f(t) ·gtorus = diag
(−1, e−2t, e−2t, e−2t, e2t, e2t) , det(gM6) = −e−2t.
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We will denote the additional two coordinate functions as φ1,φ2 and the
conformal factor of gtorus is a function of the time coordinate, namely
1
f(t) =
1
e−2t = e
2t. The pleasant aspect of this coordinate system is that the metric
only depends on one variable, which helps in finding a closed form.
An appropriate solution with e−σ = 1 is
(θ−1µν ) =

0 i e−t 0 0 0 0
−i e−t 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 −1 0 0 0
0 0 0 −1 0 0

, det(θ−1) = −e−2t = det(g).
i.e.
θ−1 = i e−t dt ∧ dx+ dy ∧ dφ1 + dz ∧ dφ2 = −d (i e−t dx+ φ1 dy + φ2 dz) .
The metric components beyond the forth, i.e. the metric of the “additional
space”, only depend on the coordinates of the four-dimensional part. The
size of this space seems to vary with respect to these coordinates and this
will also be the case in the following example. However, at this point we
still have not fixed the value identifications of the periodic torus coordinates
φ1,φ2. These are now restricted by the requirement that all tori should have
the same volume, such that∫
T 2
√
|gM6| dφ1dφ2 !=
√
|gde Sitter| ∀ t. (7.2)
We have
√|gM6 | =√|gde Sitter| e2t and therefore the condition (7.2) reads∫
dφ1dφ2
!
= e−2t.
A reasonable choice is
φ1,φ2 ∈ [0, e−2t),
i.e. the torus coordinates take values in R mod e−2t.
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8 Discussion
Permissible Poisson structures in noncommutative emergent gravity have
been investigated. Specifically, an important class of Poisson tensors in the
semi-classical limit of the so called matrix models of Yang-Mills type and
their relation to Hodge dual forms have been worked out. These are the
solutions for which the physical metric and the effective metric of the theory
coincide. In contrast to the Euclidean case, there are no real solutions in the
Lorentzian regime. It turns out that then not all complexified Hodge dual
solutions are of this type. However, a precise condition was established and
consequently the matrix model equations of motion have been reduced to
their relevant degrees of freedom. Several examples for physically relevant
metrics, such as Minkowski, Schwarzschild and conformally flat spacetimes,
have been calculated. It is uncertain at the moment, whether solutions with
constant coupling exist, aside from the well known Moyal-Weyl plane and its
Lorentzian generalization. Furthermore, a version of the Darboux theorem
in the case of complexified symplectic solutions in the context of a Lorentzian
manifold in four spacetime dimensions was presented.
Then the higher dimensional case was considered, especially solutions on
physical spacetimes with compactified extra dimensions. Problems which
arose in the lower-dimensional case could be resolved. Lastly, a class of
“Moyal-like” forms of the matrix model with constant coupling has been
established, which are absolute minima of the Yang-Mills type matrix model
action.
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