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Let W(x) = exp( - Q(x)) be a weight on the real line, with Q satisfying conditions 
typically imposed by Freud. For large enough n, let yn denote the positive root of 
the equation qnQ’(q.) = n. For a large class of weights of this type, we construct 
polynomials P,(x) of degree at most n, such that for n large enough, 
P,(x)- W(x), IXIGCY~, where C > 0 is independent of n. We apply these to prove 
L, Markov-Bernstein inequalities (0 <p < zo) that are new for 0 <p < 1, except in 
special cases. Further applications include lower bounds for Christoffel functions 
that are new for weights such as exp( - ~xl”(log~~~)~~(log loglxl);...), /xl large 
enough, if 1 <U < 2. @? 1987 Academic Press, Inc. 
1. INTRODUCTION 
Let c( > 1 and W,(x) = exp( - IX/~), x E R. In [6], we constructed 
polynomials P,,(x), of degree at most n, n = 1, 2, 3 ,..., such that 
p, (xl - w, (xl, IX < cnl’z, 
and 
IP;,(x)J < C,n’ l;‘nWZ(X), 1x1 d Cn’““, 
where C and C, are independent of n and x. As usual, - denotes that the 
ratio of the two functions is bounded above and below by positive con- 
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stants independent of n and x. These polynomials were used to estimate 
Christoffel functions and to prove L, Markov-Bernstein inequalities for 
o<p<co. 
It is the purpose of this paper to extend the results of [6] to more 
general weights. To this end, we need two definitions: 
DEFINITION 1.1. Let W(x) =exp( -Q(x)), where Q is even and con- 
tinuous in R, and assume there exist A, B > 0, and 0 < 8 < 1 such that Q” is 
continuous in [A, co) and 
Q’(u) > 0, UE CA, a), (1.1) 
-8 < uQ”(u,/Q’(u, < B, UE [A, co). (1.2) 
Then we shall call W a Freud weight. Associated with a Freud weight are 
the quantities q,,, defined to be the positive root of the equation 
for n large enough. 
qn Q’(q,) = n, (1.3) 
The above definition of a Freud weight is essentially the same as that in 
[9] and the existence and uniqueness of qn follows from Lemma 7 in [9]. 
DEFINITION 1.2. Let W be a Freud weight. Assume there exist positive 
constants C, and C, independent of n and x, and even polynomials P,(X) 
of degree at most n, such that for n large enough 
P,(x) - W(X)? I4 G c, qn, (1.4) 
IPL(x)l G C2(4qn) W(x), I4 G C1qn. (1.5) 
Then we shall call W a regular weight. 
We shall investigate conditions under which Freud weights are regular 
weights. Once the regularity of a weight is established, one can easily 
obtain lower bounds for the associated Christoffel functions (compare 
Freud [4], Nevai [lo], and L, Markov-Bernstein inequalities for 
0 <p d co. For weights W(x) = exp( - Q(x)), where Q(x) grows at least as 
fast as x2 as 1x1 + co, the new elements of our work are the L, 
Markov-Bernstein inequalities for 0 <p < 1. The approach adopted by 
Freud [S] cannot deal with the case 0 <p < 1, so we use an approach 
similar to that of Bonan and Nevai [3]. In the case where Q(x) grows 
slower than x2 as (XI -+ 00, the lower bounds for the Christoffel functions 
are new as well. 
As examples of weights that we can prove to be regular, we mention 
W(x) = (1 +x’)~ exp( - Ixl”(loglxl)Bi(logzlxl)~z... (log,I~l)~~), (1.6) 
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where A is real, CI > 1, and bj> 0, j= 1, 2 ,..., k, while log, denotes the kth 
iterated logarithm. Of course, the weight is defined by (1.6) only for Ix/ 
large enough and must be suitably modified for small 1x1. It is also possible 
to handle weights such as 
W(x) = exp( - Ixl”(loglxi )“), p < 0. (1.7) 
provided tl> 1 but CI # 2. Unfortunately, for technical reasons relating to 
canonical products of integral order, we cannot deal with the weight (1.7) if 
c1 = 2. 
We now mention an important special case of our results that can deal 
with the weights in (1.6) and (1.7), except when tl = 2 or CI = 4. 
THEOREM 1.3. Let W= exp( -Q) be a Freud weight. Assume that 
lim xQ’(x)/Q(x) = Z. (1.8) r - iu 
where a > 1, but c1# 2 and E # 4. Then W is a regular weight. 
As in [6], our basic idea is to use canonical products G,(z) of 
Weierstrass primary factors, with only negative real zeros. Much of 
the groundwork was laid in [6], and the main task of this paper is to 
determine when we can find d such that, for example, W= exp( -Q) - 
lexp(( - 1)‘H)I in the notation of [6, Lemma 3.33. This is completed in 
Theorems 2.1 and 2.6. Using the entire functions constructed by one of us 
[9], we show in Theorems 2.4 and 2.5 that a very large class of Freud 
weights are regular. 
The paper is organized as follows: In Section 2, we define our notation 
and state our main results. In Section 3, we state Markov-Bernstein 
inequalities, estimates of Christoffel functions, and so on. In Section 4, we 
prove Theorems 2.1 and 2.6 and in Section 5 we prove Theorem 2.4. 
Finally, in Section 6 we prove Theorem 2.5, and in Section 7 we prove 
Theorem 1.3. 
2. NOTATION AND MAIN RESULTS 
Throughout, C, C,, C, ,... denote positive constants independent of n and 
x. Different occurrences of the same symbol do not necessarily denote the 
same constant. When stating inequalities for polynomials P of degree at 
most n, the constants will be independent of P, n, and x. To denote depen- 
dence of constants C on parameters a, p,..., we write C = C(OZ, p), and so on. 
The usual symbols -, 0, and 0 will be used to compare functions and 
sequences. Thus,f(x) -g(x) if for some C, and C,, C1 bf(x)/g(x) < C, for 
all x considered. 
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Associated with a Freud weight W = exp( - Q), there is the quantity 
CI = a(W) = lim sup log Q(x)/log(x). 
x-m (2.1) 
It is shown in [9, Lemma 7(v)] that a < B+ 1, where B is as in 
Definition 1.1. We note that the case CI < 1 leads to an indeterminate 
moment problem (see Akhiezer [ 1, p. 87, Problem 141). Further it was 
shown in [6] that the weights exp( - Jx~‘), 0 <CL < 1, cannot be regular. 
Thus we restrict ourselves to the case CI > 1. Even the cases cx = 2 and CI = 4 
pose certain difficulties because of the delicate behavior of canonical 
products of integral order. 
The case where CL > 2 or IX = 2 and Q(t) # o( t2), ItI -+ 00 is dealt with in 
Theorem 2.1, while Theorem 2.5 deals with the case CI > 2, c( ~4. 
Theorem 2.6 may be used for the case 1 < c1< 2, while Theorem 2.4 is a 
comparison theorem, which may be used for any CI > 1. 
THEOREM 2.1. Let W= exp( - Q) be a Freud weight. Suppose that for 
some positive even integer k, Q admits the following representation: 
Q(r1.“)=/Im$!$(r)2dt+cr+g(r), re CO, a), (2.2) 
where 4 is a function, positive, continuous, and increasing on [ 1, co) such 
that 
.c 
cc 
d(t) tP’dt< co but a: d(t) t-*dt = CO, (2.3) 
1 s I 
while c E ( - CD, CO) and g(r) is a bounded real function. Then W is a regular 
weight. 
Note that if we add a bounded function to Q, then the new weight N the 
old one. Thus we may assume that (2.2) holds only for r large enough. 
Further, since 
1 r*rl 1 - - 
0 t+r t 
=1--+- t t t+r’ (2.4) 
it follows from (2.2) that in changing C$ on a finite interval we change only 
the remainder terms in (2.2). Thus we need only assume that d(t) is 
positive and increasing for large enough t. For the same reason, we may 
replace the lower limit of the integral in (2.2) by any positive number. At 
this stage, it is pertinent to discuss two examples. 
174 LEVIN AND LUBiNSKY 
EXAMPLE 2.2. Let 
Q(x) = Ixl’Wxlxl I”> lx/ 3 2, (2.5) 
where c( 3 2 and /I > 0, and if CI = 2 or cr = 4, then p > 0. Further define a 
positive even integer k by 
if2”<a<2”+‘,somem>l, 
ifa=2”,somemb3, 
ifcr=2or4. 
(2.6) 
Then tl’ = a/k satisfies 
l<a’<2 if cy > 2, CI # 4, 
cd= 1 if c( = 2, cy: = 4. 
Consider the function 
f‘(z) = (-z)“‘(log( -z))P, ZE@\[-1, co), (2.7) 
where the powers and logs have their principal values. Let 
f(t+iO)=lim,,,+ f(t+k), PER. A straightforward, but tedious 
calculation shows that 
Imf(t + i0) 
0, t< -1, 
Itl”‘llog]tl lB sin( -/In), -l<t<O, 
It]X’{(logt)*+7r2jfi’* sin( - nrx’ - p arctan(n/log t)), t > 0. 
(2.8) 
A similar representation holds for Ref(t + i0). We observe that Ref(t + i0) 
and Imf( t + i0) are differentiable in [w, except at - 1, 0, and 1. Defining 
.f(t - i0) in a similar manner, we see that 
f( t - i0) =f( t + iO), t E R. (2.9) 
We now use contour integral techniques. Let s > 2. Let r2 and r, denote 
circles centred on 0, of radius 2 and s, respectively, oriented as in Fig. 1. Let 
L*={tfiO:tE[2,s]}, oriented as in Fig. 1, so that 
r=r, u L+vr,vLp is a closed curve. Sincef(t+iO) andf(t-i0) are 
continuous in [2, s], Cauchy’s integral formula shows that for -z inside I; 
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FIGURE 1 
Since f(t)/r’ vanishes at co (uniformly in arg t), we see that 
i 
f(t) dt+o 
r,t+7 ’ 
as s + co, z fixed. 
Hence, for -z outside Tz u [2, co), 
SC-z) 1 s f(f) df 1 s mf(t z= =27(i r,t+zt=+2ni 2 + i0) -f(t - i0) dt -- t+z -5, t 
and by (2.4) and (2.9), 
1 0~ Imf(t+iO) Re z2 
+- 
s 
dt 
71 2 t2 1-l t+z . 
(2.10) 
In particular, as f( -r) is real for r E (3, co), 
f(-r)=c,r+g,(r)+I O” lm~~rio) 
s 
2dt, (2.11) 
n 2 
where c1 is real, g,(r) is bounded, and both are defined in an obvious way 
from (2.10). Next, let 
d(t)= {7dca}~~‘Imf(t+iO), t E (2, co). 
We see from (2.X) by differentiation, that d(t) is positive and increasing for 
large t-note that /r > 0 if CX’ = 1. Further, as 1 d CC’ < 2, 4(t) obviously 
satilies (2.3). Finally, by (2.5) and (2.7), 
Q(r’lk)=kp”f(-r), rE(3, 001, 
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and together with (2.11) this essentially yields (2.2). The remarks after 
Theorem 2.1 show that the different range of integration and range of Y are 
not important. Hence W= exp( - Q) is a regular weight. 
EXAMPLE 2.3. Let Q(x) be given by (2.5) where SI > 2 and p < 0. Define 
a positive even integer k by 
k= 
2” if2”‘<cr<2”+‘, somem3 1 
2”-2 if c( = 2”, some m 3 2. 
Then a’ = cc/k satisfies 
1 <%I<2 if CI > 2, u # 4, 
ix’ = 2 if cz = 4. 
Let f(z) be as in (2.7). We see that (2.8)-(2.11) hold as before, even if 
a’ = 2, as,f( - t)/z* still vanishes at RI. We can define d(t) exactly as before. 
If 1 < a’ < 2, (2.3) follows, while if cz’ = 2, (2.3) still follows, since from (2.8), 
qs( t) = O( P(log t)“(log t) ’ ), 1+x. 
Finally, (2.2) follows as before, and so W= exp( - Q) is a regular weight. 
In much the same way, we can deal with all the weights in (1.6) if Y 3 2, 
though the more complicated the weight is, the more difficult it is to check 
the representation. The case 1 < c( < 2 will be discussed after Theorem 2.6. 
Note that the integral in (2.2) may be analytically continued to 
C\( - CC, ~ l), and hence the functions Q in Theorem 2.1 are analytic, 
apart from an essential bounded function. The following “comparison 
theorem” enables us to consider non-analytic weights, 
THEOREM 2.4. Let W = exp( -Q) h e u regulur weight und assume Q”(x) 
is positive .for large enough x, u!hile Q’( cc ) = n3. Let W, = exp( ~ Q, ) be II 
Freud weight such that 
x large enough, (2.12) 
and 
IQ;(x)1 d CQ”b), 
Then W, is also u regular weight. 
.Y large enough. (2.13) 
It is noteworthy that even if Q, does not satisfy the conditions (1.1) and 
(1.2) in Definition 2, the proof of Theorem 2 nevertheless shows that we 
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can find polynomials satisfying (1.4) and (1.5) for IV,. Using Theorems 1 
and 2, we shall prove 
THEOREM 2.5. Let W= exp( -Q) be a Freud weight, and let a(W) > 2, 
but LY( W) # 4. Let 
2 m 
k= 
{f2m<cK2”+‘, somema 1, 
2”-2 if c( = 2”, some m 2 3. 
(2.14) 
Suppose there exist constants a, b such that 
Zk < ad Q(2x)/Q(x) 6 b < 2’k, x large enough. (2.15) 
Then W is a regular wleight. 
There are a number of simple conditions that imply the rather cumber- 
some (2.15). For example, if Q(x)= lxl”T(lxl), where T(2x)/T(x)+ 1, 
x + CD, then (2.15) holds. Similarly, if for some 1 < a’ < b’ < 2, we have 
a’ < uQ’(u)/(kQ(u)) d b’, u large enough, (2.16) 
then one check that (2.15) is valid by multiplying both sides of (2.16) by 
l/u, and integrating from x to 2x. In particular, (2.16) is valid if 
lim uQ’( u)/Q( u) = c(( W), (2.17) 
u - x 
and so Theorem 2.5 implies Theorem 1.3 in the case CL( W) > 2, c1( W) # 4. 
THEOREM 2.6. Let W= exp( - Q) b e a Freud weight. Suppose that Q 
admits the following representation: 
Q(r112)= -Re{!:‘;E(:)dt}+g(r), rE[O, oo), (2.18) 
where g(r) is a bounded real function, z = r exp(iO,), 8, E ( - 7r, 7c), and I$ is a 
function, positive and differentiable for large enough t, with 
d’(t) > 0, t large enough 
and fbr some 1 -C ct < 2, 
lim tfj’( t)/& t) = a/2. 
I-T 
Assume also 
cos(&J2) < 0. 
Then W is a regular weight. 
(2.19) 
(2.20) 
(2.21) 
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The remarks made after Theorem 2.1 about changing Q or 4 in a boun- 
ded interval apply to Theorem 2.6 as well. It is noteworthy that with much 
extra effort, the restriction (2.20) can be somewhat weakened. In any event, 
Theorem 2.6 will be sufficiently powerful to prove Theorem 1.3 in the case 
1 < cz( W) < 2, and in turn, Theorem 1.3 applies to all the weights (1.6) and 
(1.7) if 1 <cc<2. 
Note, finally, that if W and W, are regular weights, so is WW, Further, 
one can use Theorem 2.4 to show that for any Y > 0, w’ is regular. 
3. INEQUALITIES FOR REGULAR WEIGHTS 
We first need some properties of Freud weights: 
LEMMA 3.1. Let W be a Freud weight, and 0 and B be as in Definition 1.1. 
(i) xQ’(x) is increasing,for large x. 
(ii) 2 I:(1 +Lo < , q2,, /q,, < 2 ’ ;( ’ (” .for n large enough. 
(iii) C, .Y ” < Q’(x) d C2xB for x large enough. 
(iv) C,x’ ’ < Q(x) 6 C,x’ +’ for x large enough. 
(v) Q(x) - xQ’(x) for x large enough. 
(vi) lim sup Q(q,)/n < ~8. 
n-x 
(vii) C,n”“+“‘dq,,dC,n”“~~“‘,for n large enough. 
Proof. These are all proved in Lemma 7 in [9] except for (ii), which 
may easily be deduced from (i ) and (iii) of Lemma 7 in [9]. 1 
Next, we need an infinite&mite range inequality: 
LEMMA 3.2. Let W be a Freud weight and let 0 <p < ccj. There exist n,, 
C, , and C2 depending on W and p on!v, such that ,for every polynomial P of 
degree at most n, n > n,, 
IIPWII Lp( R) d c, IIPWII Lp( ~‘~y,,.~ >q,,. (3.1 1 
Proof: As W is even and decreasing in (A, c;c), we may apply 
Theorem A in Lubinsky [7] with g = 1 to deduce (3. l), but with 
(- C2q,l, C,q,,) replaced by ( - 1 lq,,, 1 lq,,,). In view of Lemma 3.1 (ii), 
(3.1) follows as stated. [ 
We can now prove Markov-Bernstein inequalities. Note that n is 
restricted below, only in order that qn be defined. 
RELATIVE POLYNOMIAL APPROXIMATION 179 
THEOREM 3.3 (Local Markov-Bernstein inequality). Let W be a 
regular weight. Let 0 < p 6 n3. Let 0 < n < ( < co. There exist n, and C 
depending on W, n, (, and p only, such that for all polynomials P of degree at 
most n, n 3 n,, 
IwwllLp(-wlYn) d C(nlq,)llPWII,,~(-Tu.,Tu.). 
Proof This is exactly the same as that of Theorem 7.3 in [6]. u 
COROLLARY 3.4 (Global MarkovvBernstein inequality). Let W be a 
regular weight. Let 0 < p < co. There exist n, and C depending on W and p 
only, such that jar all polynomials P of degree at most n, n 2 n,, 
II P’ WII L,,IW)~C(nlq,)lIPWllLp(IW,. 
Proof This follows from Lemma 3.2 and Theorem 3.3. 1 
Except for the weights exp( - Ix]“), CY > 1, Corollary 3.4 is new when 
0 <p < 1. See [6] for further discussion and references. Next, we estimate 
Christoffel functions: 
THEOREM 3.5. Let W be a regular weight, and assume further that 
Q”(x) 3 0, x large enough, (3.2) 
and,for some C 
Q’(2x)/Q’(x) > C> 1, x large enough. (3.3) 
Let 0 < p 6 co andj be a nonnegative integer. For n = j+ 1, j + 2,..., define 
jL,,(W,j, .~~=~~fll~~II,~p~W~lI~~~~~~~l, XE r-2, 
where the infimum is over all polynomials P qf degree at most n - 1. Then 
there exist C, and C, depending only on j, p, and W such that 
(i) A,,,( W,j, -x) - (q,Jn)‘+ ““W(x), I-xl G C,q,, 
(ii) A,,,( W’,j, x) 3 C2(q,lln) j+ ‘,‘p W(x), x E R. 
Proof The lower bound in (ii) may be proved in exactly the same way 
as Theorem 7.4 in [6] and is valid even when we do not assume (3.2) and 
(3.3). To obtain the matching upper bounds needed for (i), we apply 
Theorem 3.4 in [S]. To this end, we must first verify (3.10), (3.11), and 
(3.12) in [S]. First, from (3.2) above it follows that the left member of 
(3.10) in [S] is identically zero, and hence (3.10) in [8] holds trivially. 
Next, as Q’(x) is non-decreasing for large x (by (3.2)), M,(x) = Q’(x) for 
large x, and so (3.3) above implies (3.11) in [8]. Finally, to verify (3.12) in 
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[S], we note that if x>[> C,, Lemma 3. I(v) and monotonicity of Q’ 
show 
Hence. 
Q(x) 3 CxQ’(x) 3 CxQ’((). 
3~Q’(5){log(lxlli’),/Q(x, 
d (3KXUx) bdx/i”) < 13 if ,x/t 3 Cl, Cz large enough. 1 
COROLLARY 3.6. Let W be a regular weight and satisj;~~ (3.2) and (3.3). 
Let pk( W2; x), k = 0, 1, 2,... he the orthogonal polynomials associated with 
the weights W2, so that 
I y pk(W2;x)p;(W2;x) W2(x)dsx= k=j rL k #.j 
Let j be a nonnegative integer. Then ,for n =,j+ 1, j+ 2 ,..., 
One can also prove analogs of Theorem 7.6 and Theorem 7.7 in [6], and 
one can estimate the coefficients in the recurrence relation. Hence, a quan- 
titative approximation theory may be developed for any regular weight. 
4. PROOF OF THEOREMS 2.1 AND 2.6 
The proofs of both Theorems 2.1 and 2.6 use results from [6], which we 
summarize in the following lemma. Recall the definition of the Weierstrass 
primary factor: 
E(z’ ‘) = i 
(1 -z), I= 0, 
( 1 - z) exp( z + z2/2 + + =‘/I), i2 1. 
LEMMA 4.1. Let d*(t) he a function, nonnegative, continuous, and non- 
decreasing in (0, m) with q5*( 1) = 1. Assume further that 
lim d*(t) = ccj, (4.1) I + -x 
and assume there exists a nonnegative integer 1 such thut 
I 
‘+‘dt < KZ. (4.2) 
Let 
H*(z)=r-g(;)‘+‘dt. ZEC\(-z,O), (4.3 1 
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and let c* be real, but c* = 0 if I = 0. Further, let 
y(z) = exp(2( - 1)’ H*(z) + 2c*z), z E a=\( - co, 0). (4.4) 
Let t,,, n = 1, 2, 3,... be positive numbers such that for some C, and some 
9> 1, 
1 <t,,<C,nL1’, n= 1, 2, 3 ,... ifl>O, (4.5 1 
1 6 5,, d C, n2/(log nlZq, n = 1, 2,... ifl=O, (4.6) 
und 
ff*(L) d Cl n, n = 1, 2,.... (4.7) 
Let -n<e,<rc, and write z = r exp(iQ,), r E [0, co ). There exist 
pol?womials T,,(z) qf degree at most 4n, n = 1, 2, 3,..., and C, and C, such 
that 
T,(r) - I .dz)l, (4.8) 
and 
rE Cl, C2Ll, 
rE(0, 11. (4.9) 7 
Proof: Let r,, be the smallest root of the equation d*(r,,) = n, n = 1, 2,... 
and let 
G,*(z) = fi E( -z/r,, I), ZEC. 
ti = I 
It is shown in [6, Lemma 3.33 that G,, is entire and 
G,* (z) = exp( ( - 1)’ H*(z) + U(z) + F(z)), ZEC\(-qO), 
where H*(z) is given by (4.3), U(z) is a polynomial of degree at most 1, and 
F(z) is given by (3.13) in [6]. If U*(z)= U(z)-c*z, then U* is still a 
polynomial of degree at most I, and 
y(z) = { Gds(z) exp( - U*(z)) exp( - F(z))}‘, ZE@\(-CqO). (4.10) 
Lemma 5.2 in [6] shows that we can find polynomials R,,(z) of degree at 
most n, n = 1, 2, 3 ,..., such that if z = r exp(ie,), 
I&(z)1 - IG,*(zI exp(- u*(z))l, rE(O, C2CJ, (4.11) 
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and 
lR:,(z)/ {C,.(z) exp( - L’*(z)) 
, < 
i 
C,ff*(r)!r. rE [I. C’?i;,,] 
’ C,(H*(r);r + I), l.E(O. I]. 
(4.12) 
We note that although Lemma 5.2 in [6] is proved for G,, exp( - U), it 
holds with U replaced by U* as the only property of U used in [6] was 
that U has degree at most 1. Next, Proposition 4.1 in [6] shows that there 
exist polynomials P,(z) of degree at most n, n = 1, 2, 3, 
z = Y exp( $I,), 
such that if 
and 
Ip,,(z)I - lexp( -F(z))l, 
IPI 6 C(l + 1~1) ‘lexp(-F(z))l, 
for rE [0, <,,I. Let 
V,,(z) = f’,,(z) R,,(:), n = 1) 2, 3,... 
and 
(4.13) 
(4.14) 
T,,(-x) = I v,,(x ev(&,))I’, n = 1, 2, 3 ,..., x real, 
so that V,, and T,, are polynomials of degree at most 2n and 4n, respec- 
tively. Then (4.8) follows easily from (4.10), (4.11) and (4.13). Further, 
(4.9) follows from (4.10), (4.12) and (4.14)-compare the proof of 
Theorem 1 in [6, Sect. 61 and note that H*(r) is positive and nondecreas- 
ing 16, Lemma 5.l(iv)]. 1 
LEMMA 4.2. Assume the hypothesis qf Theorem 1, and let 
H(z) = j-,’ E (;)’ dt, z E C\( - ‘cc, 0). 
Further, let r,, denote the positive root of the equation 
WL) = n, n = 1 , 2, 3,. 
(4.15) 
(4.16) 
Then, 
(i) Q(r’,“) - H(r), r large enough. 
(ii) L-d, n large enough. 
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ProoJ: We note that (4.15) coincides with the case 1= 1 of (3.12) in [6, 
Lemma 3.31. Hence Lemma S.l(iii), (iv), (v) in [6] are valid. In particular, 
H(r) is strictly increasing, and so 5, is uniquely defined by (4.16). 
(i) Note that 
dt >/ (l/2) lr d( t)/t* dt 
I 
+ a, asr-+co, (4.17) 
by (2.3). Thus for large r, H(r) is the dominant term in the right member of 
(2.2). 
(ii) By (i) above and Lemma 3.1(v), 
<;kQ’(<,‘!k)-Q((;k)-H(&J=n. 
As uQ’(u) is strictly increasing (Lemma 3.1(i)), it follows from (1.3) that 
there exist C, and C, such that 
q[c,n] G C’” 6 q[c-zn], 
where [x] denotes the integer part of x. The result now follows from 
Lemma 3.l(ii). 1 
Proof of Theorem 2.1. We shall apply Lemma 4.1 with I = 1, 8, = 0, and 
with a suitable choice of d* and c*. Let 
d*(t) = 4(t)/Z tE [1, a). 
The remarks after Theorem 2.1 show that we can alter 4 in a finite interval 
so that d*( 1) = 1. Then (2.3) immediately yields (4.2) while (2.3) and the 
monotonicity of Q yield (4.1). If H* and H are defined by (4.3) and (4.15), 
respectively, we see that 
H*(z) = H(z)/2. 
Let c* = -c/2 and 5, be defined by (4.16). Now from (4.17), n/t, -+ co as 
n + m, and so (4.5) follows. Then Lemma 4.1 shows that there exist 
polynomials T,, of degree at most 4n for which (4.8) and (4.9) hold. 
Further, by (4.4) and as B0 = 0, 
I y(z)1 = y(r) = exp( - H(r) - cr) 
=exp( -Q(r”“) +g(r)) -exp( -Q(r”k)), 
by (2.2). Let 
f’,(x) = T,,(x”), n = 1, 2,..., 
(4.18) 
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so that P,, has degree at most 4nk. By (4.8) and (4.18) 
P,,(x) - w-v, 
if X’ 6 Cl&,, which is true if 1x1 d Cy,, by Lemma 4.2(ii). Further, for 
1x1 6 Cq,,, (4.9) and the monotonicity of H*(r)jr (see [6, Lemma 5.l(iv)]) 
show that 
Finally, we can replace P,, by Pl,,,c4kll to obtain polynomials of degree at 
most n, and can use 
qln’(4k)l - qn. I 
We next proceed to the proof of Theorem 2.6. 
LEMMA~.~. Assume thut Q, H,,, a, and 4 satisfj (2.18) to (2.21). Let 
a’ = u/2. Then 
(i) rlim &rt)/cj(r) = la’, t E (0, m). (4.19) 
(ii) lim log &t)/log t = a’. (4.20) 
t - x. 
(iii) lim Q(r)/&?) = C > 0. (4.21) 
I-’ , 
(iv) [/“g(r)=0 in (2.18), then 
lim r’Q”‘(r)/Q(r) = Cj > 0, j= 1, 2, (4.22) 
r-x 
and consequently Q’(w) = m and Q”(x) > 0 for large enough .x. 
Proof: (i) We prove more than (4.19) since we need more below. 
Let E > 0. By (2.20), there exists A = A(E) > 0 such that 
(u’lu)(l - 6) d 4’(u)Mu) G (u’lu)(l + &I, l43A. 
If r 3 A and t 3 1, we may integrate from r to rt: 
a’( 1 -e) log t d log #(rt)/&t) < c(‘( 1 + E) log t. 
If t < 1, but rt 3 A, we may integrate from rt to r: 
x’( 1 - E) log t 3 log #(rt)/&t) 3 c(‘( 1 + a) log t. 
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Hence, if r > 0 and t > A/r, 
(max{ t, l/t}))“‘” 6 &rt)/(&r) t”‘) < (max{ t, l/t) Fix. (4.23) 
It is now fixed, we can let r + co and use the fact that E is arbitrary to 
deduce (4.19). 
(ii) This follows easily by integrating (2.20). 
(iii) Let 
H(z) = jp s (;) dt, ZE@\(-QO) (4.24) 
and 
HI (z) = 1,” -$ (5) dt, zEc\(-co,O). 
By a well-known identity (Boas 12, p. 56, (4.1.6)]), 
H,(z) = (rc/sin na’) z”, ZEC\(-co,O]. (4.26) 
Now, let IHI < 7c, r E (0, m)), z = reiw, and MI = e”. Setting t = ur, we see 
(4.27) 
Unfortunately, because of a problem at u = 0, we cannot apply Lebesgue’s 
dominated theorem directly to this last integral. So, let E > 0 and A = A(E) 
be as in (4.23). Write 
ff(z)ld(r) = (jIl+ss> (= 11 +2, say). 
We see that 
A/r 1 
-~<(1-A/r)m’~(A)logA/q3(r)-+Oasr+co. 
I/r lu+wi u 
Further, for UE (A/r, co) (4.23) shows that the integrand in (4.27) is 
bounded by 
u”(max{u, l/u})“‘“(u+ WI ’ up’, 
which is integrable over (0, cc ) if E is small enough, since LX’ E (i, 1). Hence 
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we can apply (4.19) and dominated convergence to Iz to deduce that for 
z = ric, u’ = c”‘, and ) 0 < rc, 
(4.28) 
Now, let H=6,. We see from (2.18) (4.26) and (4.28), that 
lim Q(r”‘)/t$(r) = -(z/sin ncc’) cos CI’H,,. 
I+” 
(4.29) 
Then (2.21) yields (4.21). 
(iv) We first show that for z = re”, r E [0, zc ), 101 < II, 
lim r’H”‘(z)jf$(r) = H\-‘1(w) .i= 1, 2, (4.30) r - I 
where w = e’“. From (4.24), 
rH’(zM(r) = (r/d(r)) j,’+$!p df 
As $( ur)/& r) < 1, u < 1, we can directly apply dominated convergence and 
(4.19) to deduce 
This proves (4.30) for ,j = 1. The case j= 2 is similar. Now let 0 = B. and 
a’= exp(ib),). As g(r) = 0 in (2.18), 
Q’(r)= -Re[H’(r% 
and so by (4.26) and (4.30) 
) 2rwi, 
lim rQ’(r)/&r2) = -Re( Hi (M’) 2)~) = 
r--r 7L 
- 2a’(rc/sin 7n.x’) cos ~‘(1)~~. 
Similarly, 
.l[t”, r’Q”(r)/#(r’) = -R~{H;‘(K~)(~M~) + H; (IV)(~W)} 
= ~ 2a’( 2cr’ - 1 )( 7r/sin 712’) cos I’d, > 0. 
RELATIVE POLYNOMIAL APPROXIMATION 187 
Then (4.22) follows from (4.21). As CI’ > 4, it follows from (4.20) that 
16, m $(r*)/r = CD, and so Q’(co) = co. 1 
We shall need (4.22) in proving Theorem 1.3. 
Proof qf Theorem 2.6. Let 8, be as in the hypotheses of Theorem 2.6. 
We apply Lemma 4.1 with c* = 0 and I= 0 and with 
d*(f) = d(f)/7 lE [l, co). 
We can assume q5*( 1) = 1. Given E > 0 (4.20) implies that 
f-t: < (j(t) < p’+c, t > 1” = t,(E). 
Hence (4.1) and (4.2) hold with I= 0 as a’ E (f- 1). Let t,, be defined by 
H( r,,) = n, n large enough. 
From (4.20) and (4.28) with 8 = 0, we see 
,!i~; log n/log 5, = ,,‘im= {log H(S,)/log d(L)} {log 4(5,)/lag L> 
cd, 
and (6.4) follows as CI’ > t, while (4.7) follows as H* = (f) H. Further, by 
Lemma 3.1(v) and Lemma 4.3(iii), 
i’,‘,‘*Q’(t:“) - Q(t?‘*) - 4(&t) - H(5,) = n> 
by (4.28) with 8 = 0. Then, as in Lemma 4.2, this implies 
5,, - 4;, n large enough. 
Let { T,} be as in Lemma 4.1, and let 
P,,(x) = TAX*), n = 1) 2,... . 
by (4.4) (4.8), and (4.31) for Ix/ <Cq,, 
P,(x) - I y(x* exp(i0,))I = exp(2Re H*(x2 exp(i8,))) 
= exp( - Q(x) + g(x2)) - f+‘(x), 
by (2.18). Further, by (4.9), for 1x1 < Cq,, 
(4.31) 
ifx3 1, 
ifx< 1. 
(4.32) 
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Finally, it is easy to see from (4.24) that 
H(x2)/x + 0 as x + 0 + , 
and as x-+ a, 
g (H(X2)/X)=X~2H(x~)(2xw(X~)/H(X~)- 1) 
=x 2~(~2)(2~;(l)/H,(1)-1+o(l)) 
(by (4.28) and (4.30)) 
=x-2H(x2)(2a’- I +o(l))>O, 
by (4.26). Thus for n large, and for 1x1 < Cq,,, C small enough, the right 
member of (4.32) is bounded above by 
G { H( Cd WY,, + 1) d c‘l n/q,, 7 
by (4.31) and the definition of [,,. 1 
5. PROOF OF THEOREM 2.4 
The following lemma summarizes the results that we shall need from 
[I911 
LEMMA 5.1. Let W = exp( - Q) be a Freud weight, and assume that 
Q”(x) > 0 for x large enough. 
Let q,, be defined .for n >, n’, say, and let 
G,(x) = 1 + f (-4q,)2'j It2 ev(2Q(q,)L .YE R. (5.1  ,=,r' 
Further, let BZn(x) be the (n + 1 )th partial sum of’Ga, so that B,,, has degree 
at most 2n, n = I 3 ) e,... . Then 
(i) G, is entire and 
G,(-x) -exp(2Q(x)), XE R. (5.2) 
(ii) There exist C, and Cz such that 
B,,(x) - ew(2Q(x)), l-4 d c, q,,, (5.3) 
and 
IBi,(x)l < C,(n/q,) exp(2Q(x)), XE R. (5.4) 
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Proof: (i) By Theorem 6(ii) in [9], G, is entire and 
G,(x) - evG’Q(4)~ .x+ co. (5.5) 
Note that in [9, Eq. (17)], G, is defined in such a way that the lower index 
of summation is 0, rather than n’ as in (5.1). However, addition or sub- 
straction of a polynomial to G, obviously does not affect (5.5). Next, as 
both G and exp(2Q) are positive and even in R, (5.5) implies (5.2). 
(ii) By Lemma 3.l(vi), there exists C> 0 such that 
Q(qF7) G Cn, n > n’. (5.6) 
Hence, if 1x1 d&q,,, some O<E< 1, 
I Bz,, (x) - G, (x)1 G f (Eqnlqj)2’e2c’ 
/=“+I 
ZL 
d 1 (k-eC)” -ck, 
j=n+l 
if E is small enough. As G,(X) > 1, (5.3) follows. Next, 
number L > 2 exp(C) with C as in (5.6). We can write 
n 
choose a positive 
IR(-~)l = C (Xlqj)2Vm I’* exp(2Q(q,)Wjll4) 
J = n’ 
=Z,+C,. 
where the summation in Z:, ranges over j< Lnlx(/q,, and C, ranges over 
LnJxl/q, <j 6 n. We see that 
Cl G &(xW4q,) G G’Lnlq,) G,(x). (5.7) 
To deal with ,Z‘, we note that as Q” 2 0, j/qj = Q’(q,) is nondecreasing for 
large j. Hence, in Z,, 
and by (5.6) 
.L’, < 2 i (L-’ exp C)%- lj/qj< nlq, d nlq,Go(x). 
I 
(5.8) 
Finally, (5.2), (5.7), and (5.8) yield (5.4). 1 
Proof of Theorem 2.4. Let Q and Q, satisfy the hypotheses of 
Theorem 2.4. Let M be a large positive integer and define 
Q*(x) = Me(x) - (l/2) Q, (x 1, XER. (5.9) 
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From (2.13) it follows that if A4 is large enough 
Q*“(x) - Q”(S) > 0, .I- large enough. (5.10) 
Integrating and using Q’( a ) = ;r~, we see that 
Q*'(.Y) - Q'(x) > 0, Y large enough. (5.11) 
Since W= exp( -Q) is a Freud weight, it follows from (5.10) and (5.1 1) 
that W* = exp( -Q*) is a Freud weight and satisfies the hypotheses of 
Lemma 5.1. Hence, there exist polynomials B7n(~~) of degree at most 2n, 
n = 1, 2 ,..., such that for some C, and CL 
and 
B2,,(-~) - eW2Q*(-v)), 
I&(~~)l d Cr(4q,T) ev(W*(-~)), .YE R. (5.13) 
Here q,T is the positive root of the equation 
q,TQ*‘(q,,)=n, n large enough 
Now let q,? and q,‘, respectively denote the positive roots of the equations 
s,lQ’(s,l) and q!Q; (ql,) = n, n large enough. 
From (2.12), Lemma 3.1 (v) and (5.11) we deduce 
xQ’, (x) - xQ’(.u) - xQ*‘(-Y), x large enough, 
and so Lemma 3.1 (i), (ii) show that 
Y!, - Y, - Yff, n large enough. (5.14) 
Next, as W= exp( -Q) is regular, we can find polynomials A,,(X) of degree 
at most n, n = 1, 2 ,..., such that for some C3 and C, 
A,,(x)-exp(-Q(-x)), I-x/ G c,q, (5.15) 
and 
Let 
IAL( G c,(dq,,) exp( -Qb)), /xl d c,q,,. (5.16) 
p =A2”B 
II 12 2n ) n = 1, 2,.... 
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SO that P, has degree at most (2M+ 2) IZ. By (5.12) (5.14), and (5.15), for 
Ix/ d c54,1> 
P,,(x) - exp( -2MQtux)) exp(2MQ(x) - Q, (x)) = W, (x), 
while by (5.13) and (5.16) 
IP;(x)l < 2MAy ’ (x)lA:,(x)l~2,1(-~) + A?(X)I%*b)l 
d C,(nlq,,) W(x). 
Finally, to obtain polynomials of degree at most n, we can replace P, by 
P Cn. 12M + 2j1 and use qrnj(2M +2,1 - 4,1 -4!. I 
6. PROOF OF THEOREM 2.5 
The proof of Theorem 2.5 will proceed along the following lines: Assume 
the hypotheses of Theorem 2.5. We set 
d(t) = Q(t”k), tg Cl, a’) (6.1) 
and 
(6.2) 
and define 
Q*(r) = H(rk), r E [0, co). 
(6.3) 
We use Theorem 2.1 to show that W*(r) =exp( -Q*(r)) is a regular 
weight and then use Theorem 2.4 to show that W(r) = exp( - Q(r)) is also 
regular. 
LEMMA 6.1. Assume the hypotheses of Theorem 2.5 and let 4, H, and Q* 
be as in (6.1) to (6.3). 
(i) For large enough t, d(t) is positive and increasing. 
(ii) There exist E > 0 and C,, C2, C3, and C, such that 
c1u’+‘: <qqut)/&t)dC2U2-C, u>l, t>C, (6.4) 
and 
c,u2~~~~(ut)/~(t)~C2u’+~~, O<ud 1, ut&C,. (6.5) 
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Consequently, for some C,, C,, und C,, 
(6.6) 
(iii) H(r) - Q(r), r large enough. 
(iv) 1 < rH’(r)/H(r) < 2, rE (0, “0). 
(v) &r)/4<r2H”(r)<2H(r), rE(l, cc). 
Proqf (i) This follows immediately from (6.1). 
(ii) From (6.1) and (2.15) we see that 
2” < u < &25)/$(t) <h < 22”, t large enough. 
Let 3. = 2k. This last inequality implies that for some E > 0, 
I* ‘+‘:<qqnt)/qh(t)<n’ I:, t large enough. (6.7) 
If 2’ d u < A/+ ‘, some j 3 0, then repeated application of (6.7) shows that if 
t3 C,, say, 
and (6.4) follows. Similarly (6.7) yields (6.5). Finally, fixing some large t 
and setting u = u/t, we see that (6.6) follows from (6.4). 
(iii) First, for r > 1, 
Next, let C4 be as in (6.5). We see that if r is large enough, 
(by (6.4) and (6.5)) 
,< c, 
(by (6.6)). 
(iv) This is Lemma S.l(iii) in [6] with 1= 1. 
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(v) From (2.4) and (6.2), it follows that 
m hw) H”(r)r2=2j1 ([dr)3 
62 
2 d(t) t+r dt = 2H( r ). 
Further 
H”(r)r2>2r2qi(r)~“j (t+r)-3dt=qi(r)/4. I 
r 
Proof of Theorem 2.5. We first show that W* = exp( -Q*) is regular. 
Now 
Q*‘(r) = krkp ‘H’(rk) - qS(rk)/r, r large enough, (6.8) 
by Lemma 6.l(iii) and (iv). Further, by Lemma 6.l(iii), (iv), and (v), 
Q*“(r) = (kr kp1)2 H”(rk)+k(k- 1) rkp2H’(rk) 
- Q(rkYr2, r large enough. (6.9) 
It follows that W* is a Freud weight. From (6.2) and (6.3) we see that Q* 
admits a representation of the form (2.2), while (2.3) follows from (6.6). 
Hence W* is regular. 
Next, (6.1), (6.3) and Lemma 6.l(iii) show that 
Q(x) - Q*(x), x large enough, 
while by (1.2) and Lemma 3.1(v), 
IQ”(x)1 < (B+ 1) Q’(x)/x d CQ(x,/x’ 
= C&x” )/x2 
< C, Q*“(x), 
by (6.9). Hence Theorem 2.4 shows that W= exp( -Q) is also regular. i 
7. PROOF OF THEOREM 1.3 
The remarks after Theorem 2.5 show that Theorem 1.3 is true if in (1.8), 
CI > 2, but c( # 4. Hence, we assume below that 1 <(Y < 2. Assuming the 
hypotheses of Theorem 1.3, let 
6(t) = QG”‘), tE (1, a), 
(7.1) 
!I’ = m/2, 
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and choose (jg E (-n, rc) such that 
cos( a’O,,) < 0. (7.2) 
Define 
H(z) = j-,? s (;) dt, z E C\( - x, 0). (7.3) 
Finally, define Q* by 
Q*(r’12) = -Re{H(r exp(i0,))}, r E (0, a). (7.4) 
We shall use Theorem 2.6 to show that W*(x)=exp( -Q*(x)) is regular, 
and then use Theorem 2.4 to show W is regular. It follows from 
Lemma 7.l(iii) below that H is well defined. 
LEMMA 7.1 Assume the hypotheses of Theorem 1.3 with 1 < rx < 2, and let 
4, 8,,, H, and Q* be as in (7.1) to (7.4). 
(i) d(t) is positive and Q’(t) > 0 for large t. 
(ii) )im tqb’(t)/d(t) = c~‘. 
(iii) Let E>O. For t large enough, 
t”‘-“6qqt)<t”‘+‘. 
(iv) Q*“‘(r) - q5(r*)/r’, j = 0, 1, 2; r large enough. 
Proof (i), (ii) These follow immediately from (1.8) and (7.1). 
(iii) This follows from (ii). 
(iv) First note that, by definition, Q* admits a representation of the 
form (2.18) with g(r)sO. Further, we have shown that (2.19) and (2.20) 
are true, while (7.2) implies (2.21). Then Lemma 4.3(iii) and (iv) yield the 
result. [ 
Proof of Theorem 1.3 when 1 < c1< 2. First, it follows easily from Lem- 
ma 7.l(iv) that W* =exp( -Q*) is a Freud weight. As already discussed, 
Q* admits a representation (2.18), and so W* =exp( -Q*) is regular. 
Further, Q*‘(a) = co, by Lemma 4.3(iv). 
Next, Q(X)- Q*(x) for large X, by (7.1) and Lemma 7.l(iv). Finally, as 
in the proof of Theorem 2.5, one sees that IQ”(x)1 < CQ*“(x) for large X, 
and so W is also regular by Theorem 2.4. 1 
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