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Vorwort
Im Fokus der vorliegenden Arbeit stehen die p-adischen Zahlen, wie sie Kurt Hensel 1904 einfu¨hrte. Er
definierte sie im Zuge der Umsetzung einer Idee, der er seit etwa 1893 nachging: der Nutzung von Po-
tenzreihenentwicklungen in der Zahlentheorie.
Hensels Arbeiten werden in ihrer zeitlichen Abfolge betrachtet und innere Zusammenha¨nge aufgedeckt,
so daß verfolgt werden kann, welche Ideen fu¨r Hensel spezifisch sind und wie sie sich entwickelten. Es
gibt vielfa¨ltige Wechselwirkungen zwischen Hensels Arbeiten und seinem Umfeld, insbesondere zu wissen-
schaftlichen Vero¨ffentlichungen anderer Mathematiker, methodischen Standpunkten und professionellen
Handlungsoptionen. Dieses Umfeld wird in der vorliegenden Arbeit ausschließlich in Hinblick auf die p-
adischen Zahlen untersucht.
Das Herzstu¨ck der Arbeit bilden die technischen Kapitel 2-5. Weniger technisch sind demgegenu¨ber die
Einleitung und die Kapitel 1 und 7.
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Einleitung
Man kann nicht sagen: Alle diese Resultate hatte ich schon, ich
finde jetzt nur noch einen besseren Weg, der zu allem hinfu¨hrt.
Sondern dieser Weg ist ein neuer Ort, den man bisher noch nicht
hatte.
Ludwig Wittgenstein (PB §155)
Kurt Hensel stellte die p-adischen Zahlen im Jahre 1904 im Crelle-Journal als Neue Grundlagen der
Arithmetik vor. Damit positionierte er sich in den damals hochaktuellen Debatten daru¨ber, welche Vor-
gehensweisen in der Mathematik u¨berhaupt zula¨ssig sind und welche Begriﬄichkeiten zur Theorie der
algebraischen Zahlen passen.
1905 behauptete Hensel eine enorme Tragweite der p-adischen Methoden, indem er in einem Vortrag
eine Reihe von Transzendenzbeweisen skizzierte. Nachdem sich sein Beweisansatz als fehlerhaft erwies,
betrachteten viele Mathematiker die p-adischen Zahlen als unfruchtbaren Seitenweg.
Der philosophische Schriftsteller Hugo Dingler sah sie jedoch 1915 als eine wichtige Inspiration fu¨r sein
Buch Das Prinzip der logischen Unabha¨ngigkeit in der Mathematik an:
Der Verfasser widmet dieses Buch dem Begru¨nder der modernen Axiomatik David Hilbert und dem Scho¨pfer
einer neuen Arithmetik Kurt Hensel als ein kleines Zeichen seiner Dankbarkeit fu¨r die Anregung und Fo¨rde-
rung, die ihm durch das Studium ihrer Schriften zuteil geworden ist.
Nach dem ersten Weltkrieg konnte Hensels Schu¨ler Helmut Hasse u¨berzeugend den Wert der p-adischen
Zahlen nachweisen, indem er mit ihrer Hilfe Lokal-Global-Prinzipien in der Zahlentheorie bewies. Oskar
Perron bezeichnete die Scho¨pfung der p-adischen Zahlen in seinem Nachruf auf Hensel als eine “gla¨nzende
und ho¨chst originelle Leistung”.
Heute werden die p-adischen Zahlen in der algebraischen Zahlentheorie und der arithmetischen algebrai-
schen Geometrie benutzt. Daneben gibt es die ultrametrische Analysis, deren Grundbegriffe erst durch
die p-adischen Zahlen motiviert wurden. Die Anwendungmo¨glichkeiten fu¨r p-adische Zahlen gehen jedoch
weit u¨ber die Mathematik hinaus. Betrachtet man die erste Ausgabe der seit Ma¨rz 2009 im Springer-
Verlag erscheinenden Zeitschrift P-Adic Numbers, Ultrametric Analysis, and Applications, so fu¨hren die
Beitra¨ge von der Quantentheorie u¨ber die Graphentheorie zur Bildanalyse, von neuronalen Netzwerken
und Bioinformatik u¨ber chaotische Systeme bis hin zur Genomik.
Thema dieser Arbeit ist die Entstehung der p-adischen Zahlen. Es geht um die Entscheidungen, die zu
ihnen fu¨hrten, die mathematischen Fragestellungen und Objekte, die sie ermo¨glichten, und die Eigen-
schaften, die sie zum Zeitpunkt ihrer Entstehung verko¨rperten.
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Dabei sind die p-adischen Zahlen ein “modernes mathematisches Objekt” im Sinne von Herbert Mehr-
tens, das in seiner Einfachheit aus einer komplizierten mathematischen Situation hervorging. Ihr Scho¨pfer
Hensel ist hingegen fest in Mehrtens’ Gegenmoderne verankert. Trotzdem zeigte seine entscheidende
Vero¨ffentlichung auch modernistische Zu¨ge. Das hier skizzierte Spannungsfeld wird in Kapitel 7 genauer
untersucht.
Bereits seit der Arbeit an seiner Dissertation hatte Hensel einen ganz spezifischen Blick auf die arithme-
tische Theorie der algebraischen Zahlen. In den 1890er Jahren behandelte er sie (wie zuvor sein Lehrer
Leopold Kronecker) parallel zur Theorie der algebraischen Funktionen einer Variablen.
Ab etwa 1893 versuchte er, zu den dort auftretenden Potenzreihen eine zahlentheoretische Entsprechung
zu konstruieren. Dahinter stand die Idee einer diskreten Riemannschen Fla¨che, auf der analoge Struktu-
ren zu denen auf einer gewo¨hnlichen Riemannschen Fla¨che identifiziert werden sollten.
Erst 1897 stellte Hensel die von ihm gefundenen Potenzreihen, in deren Verwendung er einen Bruch mit
Kroneckers Methodik sah, auch o¨ffentlich vor.
Die einzelnen Schritte von diesen Potenzreihen bis zu den p-adischen Zahlen seien anhand der zu Hensels
Zeit gebra¨uchlichen Geba¨udemetapher fu¨r mathematische Theorien illustriert:
Die neuen Potenzreihen waren ein neuer Typ von Ziegelsteinen, den Hensel in das etablierte Haus der
Zahlentheorie mitbrachte. Dort baute er mit ihnen zuna¨chst ein Modell fu¨r ein neues Geba¨ude, d.h. er
stellte die erhofften Ergebnisse einer geplanten Theorie vor.
Anschließend baute er mit ihrer Hilfe an das alte Geba¨ude an, d.h. seine Theorie beinhaltete Potenzrei-
hen, benutzte aber Teile der alten Theorie.
Hensel arbeitete hart an seinem Ziel, anhand des Modells ein neues, freistehendes Geba¨ude zu errichten,
also mit Hilfe der Potenzreihen eine selbsta¨ndige arithmetische Theorie der algebraischen Zahlen aufzu-
bauen, konnte es jedoch nicht vollsta¨ndig erreichen. Das Fundament dieses Vorhabens bildeten die als
unabha¨ngige mathematische Objekte eingefu¨hrten p-adischen Zahlen.
Diese Einfu¨hrung der p-adischen Zahlen illustrierte implizit die definitorische Freiheit und Macht der
begriﬄichen Mathematik: Die neu eingefu¨hrten Objekte sind unendliche Reihen einer pra¨zisen Form
und werden Zahlen genannt. Einige davon, na¨mlich die abbrechenden Reihen, entsprechen unmittelbar
natu¨rlichen Zahlen. Mit Hilfe einer neuen Gleichheitsdefinition kann man bestimmte unendliche Reihen
mit den negativen und rationalen Zahlen identifizieren.
Unklar blieb allerdings, ob bezu¨glich dieser Gleichheitsdefinition jede p-adische Zahl eindeutig mit einer
bereits bekannten (d.h. komplexen) Zahl identifiziert werden kann. Hensel hatte offenbar diese Vorstel-
lung und ließ sich insbesondere bei seinen mißglu¨ckten Transzendenzbeweisen von ihr leiten.
Hensel wurde als enger Schu¨ler Kroneckers wahrgenommen. Methodisch wurde er zudem von Karl Weier-
straß gepra¨gt. In der Debatte u¨ber die Begriﬄichkeiten und Methoden in der arithmetischen Theorie der
algebraischen Zahlen argumentierte er 1894 fu¨r Kronecker (und damit gegen Dedekind). Ab 1897 vertrat
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er eine unabha¨ngige Position. Die dazugeho¨rige Theorie wurde jedoch von David Hilberts Synkretismus
der Theorien von Richard Dedekind und Kronecker im Zahlbericht [Hilbert, 1897] in den Schatten gestellt.
Nach Kroneckers Tod 1891 litt Hensel stark unter den Spannungen zwischen der geschwa¨chten Berli-
ner und der erstarkten Go¨ttinger Schule. Obwohl sich die genauen Vorga¨nge nicht rekonstruieren lassen,
ist sicher, daß neben Hensel auch andere Personen der Meinung waren, er sei in verschiedenen Situationen
ungerecht behandelt worden. Hensel erwog sogar, die wissenschaftliche Laufbahn aufzugeben. Im Herbst
1902 erhielt er einen Lehrstuhl in Marburg, wo er bis zu seinem Lebensende blieb.
Hensel hatte die angestrebten Resultate nicht erreichen ko¨nnen, doch von seinem Weg blieben die p-
adischen Zahlen als neuer Ort, die ihn fest im Geda¨chtnis der Mathematiker verankern.
0.1 Die p-adischen Zahlen als neues mathematisches Objekt
Was ist eine p-adische Zahl?
In diesem Abschnitt soll eine mo¨glichst konkrete Vorstellung davon vermittelt werden, was fu¨r ein Objekt
eine p-adische Zahl ist. Dabei wird eine modernisierte Notation benutzt; die Inhalte sind jedoch im Sinne
Hensels.
Fu¨r eine Primzahl p hat eine p-adische Zahl die Form
zp =
∞∑
i=k
aip
i mit ai ∈ {0, 1, . . . , p− 1}, k ∈ Z.
Eine p-adische Zahl ist also eine mo¨glicherweise unendliche Summe, deren Summanden die Form aip
i
haben, wobei die Koeffizienten ai natu¨rliche Zahlen kleiner als p sind. Dies sichert, daß sich die einzelnen
Summanden nicht sto¨ren. Die folgende abku¨rzende Schreibweise verdeutlicht die Analogie zu einem De-
zimalbruch: zp = ak . . . a0, a1a2 . . . (k < 0).
Die Zahl k gibt dabei an, durch welche Potenz von p das betrachtete zp teilbar ist. Ist k ≥ 0, so heißt zp
eine ganze p-adische Zahl. Beschra¨nkt man sich auf ganze p-adische Zahlen, so werden nur die natu¨rlichen
Zahlen durch endliche Summen beschrieben. Die u¨brigen rationalen Zahlen kann man ebenfalls durch p-
adische Zahlen beschreiben, man beno¨tigt dazu jedoch unendliche Summen. Dies soll an zwei Beispielen
erla¨utert werden:
Sei p = 3. Dann ist 100 = 1 + 0 · 3 + 2 · 9 + 1 · 81 = 1 · 30 + 0 · 31 + 2 · 32 + 1 · 33. Dem entspricht die
Schreibweise 100 = 1, 021 (3).
Der Zahl −1, die ja zum Beispiel fu¨r 6− 7 steht, entspricht hingegen die unendliche Reihe
−1 = 2, 222... = ∑∞i=0 2 · 3i (3).
Diese Gleichung la¨ßt sich folgendermaßen erkla¨ren: Fu¨r jedes n ∈ N besteht bei Betrachtung der
Summenglieder bis zum Exponenten n− 1 die Kongruenz
−1 ≡
n−1∑
i=0
2 · 3i mod pn, also etwa − 1 ≡ 2 + 6 + 18 = 26 mod 27.
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Fu¨r eine genauere Motivation und Definition der Operationen sei auf Kapitel 5 verwiesen.
Alle nichtperiodischen p-adischen Zahlen entsprechen keiner rationalen Zahl und haben damit zuna¨chst
keine Verbindung zu bekannten Zahlen.
Was fu¨r ein neues mathematisches Objekt sind die p-adischen Zahlen?
Man kann die p-adischen Zahlen folgendermaßen charakterisieren:
Die p-adischen Zahlen sind der Prototyp eines einfachen, abstrakten mathematischen Gegenstands im
Herzen der Mathematik.
Im Herzen der Mathematik befinden sie sich, weil es um Zahlen und Teilbarkeitsaussagen geht. Eine
einzelne p-adische Zahl ist ein einfaches Objekt, weil man sie als geordnete Zusammenfassung der Koeffi-
zienten ai auffassen kann, die keine zusa¨tzliche Struktur besitzt. Die p-adischen Zahlen sind, ebenso wie
die Regeln fu¨r die Operationen mit ihnen, direkt analog zu den reellen Zahlen. Damit sind sie einfach
zuga¨nglich, weil sie syntaktisch etwas Gewohntem entsprechen.
Abstrakt sind die p-adischen Zahlen in mehrerer Hinsicht: Zum einen beschreibt die Formel, mit der eine
p-adische Zahl notiert wird, im gewo¨hnlichen Sinn eine unendlich große Zahl. Zum anderen haben die
(meisten) p-adischen Zahlen nach heutiger Sichtweise keinen Bezug zu den reellen bzw. komplexen Zah-
len, also keinen Bezug zu zuvor bekannten mathematischen Objekten. Diese beiden Aspekte illustrieren,
daß die Theorie der p-adischen Zahlen keine Gro¨ßenlehre ist und sich daher in die seit Mitte des 19.
Jahrhunderts beginnende Moderne in der Mathematik einordnet.
Die p-adischen Zahlen befriedigen ein innermathematisches Interesse, denn p-adische Koeffizienten be-
schreiben die Zerlegung eines Polynoms mit ganzzahligen Koeffizienten modulo pM fu¨r alle M gleichzeitig.
Die Einfu¨hrung der p-adischen Zahlen geschah in drei Schritten. Hensel ordnete zuna¨chst einem an-
gesehenen mathematischen Objekt (einer rationalen Zahl r) eine Entwicklung zu. Die erhaltene Reihe ist
ein neues mathematisches Objekt. Dieses Objekt ist aber sowohl durch die Beschreibung “Entwicklung
von r” als auch durch eine Rechenvorschrift fest mit der gegebenen rationalen Zahl r verbunden. Die
Reihe kodiert auf eine neue Art Informationen u¨ber die rationale Zahl.
Anschließend abstrahierte Hensel von einem ihrer Merkmale, na¨mlich der Periodizita¨t, und betrachtete
beliebige Reihen gleicher Bauart. Nach dieser Vervollsta¨ndigung faßte er noch alle so erhaltenen Reihen
in einem Objekt “Ko¨rper der p-adischen Zahlen” zusammen.
Hensels Texte geben keine eindeutige Auskunft daru¨ber, ob er annahm, daß zu jeder dieser Reihen min-
destens eine (komplexe) Zahl existiert, der sie zugeordnet ist. Falls er dies annahm, so ha¨tte er seiner
Auffassung nach nur bekannte mathematische Objekte neu beschrieben und anhand dieser Beschreibung
neu zusammengefaßt.
In der Arbeit [47, 1904], die die p-adischen Zahlen systematisch der O¨ffentlichkeit vorstellte, deutete
Hensel eine solche Verbindung allerdings nicht einmal an. Entsprechend wurden die p-adischen Zahlen
als ein neuartiges Beispiel eines Ko¨rpers wahrgenommen und motivierten in den ersten 15 Jahren nach
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ihrer Einfu¨hrung vor allem strukturelle und axiomatische Untersuchungen. Dazu geho¨ren neben Steinitz’
Untersuchungen zum Ko¨rperbegriff [Steinitz, 1910] und Ku¨rschaks Definition des Bewertungsbegriffs
[Ku¨rschak, 1913] auch Fraenkels Axiomatisierung der p-adischen Zahlen [Fraenkel, 1912].
0.2 Kurt Hensel (1861-1941)
Kurt Hensel stammte aus einer wohlhabenden ju¨dischen Berliner Familie. Seine Großmutter va¨terlicher-
seits war Fanny Hensel, die ebenfalls komponierende Schwester von Felix Mendelssohn-Bartholdy. Dieses
kulturelle Erbe war innerhalb der Familie stets pra¨sent, denn Kurt Hensels Vater Sebastian hatte 1879
das aus Familienbriefen komponierte Buch Die Familie Mendelssohn 1729-1847 herausgegeben. Bis 1924
erlebte es achtzehn Auflagen und Kurt Hensel war zeitweise die Kontaktperson des Verlages. Zuletzt wur-
de es 2010 verlegt. Daneben pflegte die Familie Hensel aber auch ihren eigenen Familienstolz. So wurde
Der richtige Hensel in Worten und Redensarten schriftlich fixiert und nach und nach (auch von Kurt
Hensel) erga¨nzt.
Ab 1880 studierte Kurt Hensel Mathematik, davon zwei Semester in Bonn, die u¨brigen in Berlin. Er
hatte bald perso¨nlichen Kontakt zu Leopold Kronecker. Kroneckers akademischer Lehrer Dirichlet war
mit einer Schwester von Hensels Großmutter (va¨terlicherseits) verheiratet gewesen. Hensel selbst for-
mulierte spa¨ter, er “habe es bei Kronecker immer so herzlich gehabt”, und bezeichnete sich als seinen
“Hauptschu¨ler”.
Hensels erste mathematische Forschungen schlossen sich explizit an Kronecker an: Das Thema seiner Dis-
sertation wurde von Kronecker angeregt, die Habilitationsarbeiten enthielten Erga¨nzungen zu Kroneckers
Grundzu¨gen [Kronecker, 1882]. Hensel u¨bernahm auch Kroneckers Konstruktivita¨tsforderungen und ent-
wickelte konstruktive Verfahren fu¨r die Theorie der algebraischen Funktionen einer Variablen.
An Hensels dreißigstem Geburtstag starb Kronecker. In den folgenden Jahren lockerte Hensel seine Kon-
struktivita¨tsforderungen. Insbesondere entschloß er sich zur Benutzung von Potenzreihenentwicklungen,
da diese fu¨r ihn algorithmische Vorteile hatten. Anschließend fand er nicht nur entsprechende Potenz-
reihenentwicklungen fu¨r die Zahlentheorie, sondern suchte auch nach einer Mo¨glichkeit, mit Hilfe dieser
Entwicklungen Primdivisoren zu definieren, um die Theorien von Kronecker und Dedekind ablo¨sen zu
ko¨nnen.
Hensel hatte 1890 eine Befo¨rderung zum Extraordinarius beantragt. Nach Kroneckers Tod wurde er
schließlich im Ma¨rz 1892 (unbesoldeter) Extraordinarius, da er Werke und Vorlesungen Kroneckers her-
ausgeben sollte. Hensel hielt thematisch vielseitige Vorlesungen, seine Vero¨ffentlichungen blieben jedoch
einseitig. In den na¨chsten Jahren kam Hensels Karriere nicht voran, was sehr wahrscheinlich auch mit
antiju¨dischen Vorbehalten zusammenhing.
1897 organisierte Dedekind die DMV-Tagung in Braunschweig, auf der er die Zahlentheorie stark re-
pra¨sentiert sehen wollte. Auf Einladung von Dedekind stellte Hensel seine Theorie der Potenzreihen in
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der Zahlentheorie vor. Dabei kodiert eine Potenzreihe unendlich viele Teilbarkeitsaussagen in Bezug auf
eine feste Primzahl p. Hensel betonte vor allem, daß diese Reihen analog zusammenha¨ngen wie die auf
Riemannschen Fla¨chen. (In Abschnitt 4.2.4 wird die damit verbundene geometrische Vorstellung erla¨ute-
ret.) Seine Ideen wurden insbesondere von Dedekind positiv aufgenommen.
In der Folgezeit litt Hensel sehr unter seiner unbesoldeten Anstellung. Zwar hatte er aufgrund seines
privaten Vermo¨gens keine finanziellen Probleme, aber die fehlende Anerkennung machte ihm so sehr zu
schaffen, daß er im Jahr 1900, obwohl Vorstandsmitglied der DMV, weder deren Jahrestagung noch den
Internationalen Mathematikerkongreß in Paris besuchte. Erst im Jahr 1902 erhielt Hensel bei Stellenneu-
besetzungen aufgrund mehrerer Todesfa¨lle eine Professur in Marburg.
Da es Hensel zuna¨chst nicht gelang, aus seinen Ideen eine neue Primdivisortheorie zu entwickeln, vero¨ffent-
lichte er 1902 eine ausfu¨hrliche Herleitung der Potenzreihen aus bekannten Primdivisortheorien.
Die 1904 vero¨ffentlichten Neue[n] Grundlagen der Arithmetik sind wohl die am deutlichsten wahrge-
nommene Arbeit Hensels; sie inspirierte verschiedene Anknu¨pfungen. In ihr werden zu den jeweiligen
Objekten Teilbarkeitsaussagen bezu¨glich der verschiedenen Potenzen einer Primzahl p betrachtet. Aus
dieser Sichtweise leitete Hensel die p-adischen Zahlen ab. Sie waren bereits in seinen letzten Berliner Vor-
lesungen im Sommersemester 1902 quasi selbstversta¨ndlich aufgetreten, aber jetzt betonte Hensel ihre
Neuheit.
Noch bekannter wurden die p-adischen Zahlen nach einem Vortrag 1905, in dem Hensel sie und seine
neue Betrachtungsweise fu¨r ganze Serien von Transzendenzbeweisen nutzen wollte. Es stellte sich jedoch
heraus, daß Hensels Beweisidee fehlerhaft war.
In den folgenden Jahren gelang es Hensel nicht, seine Transzendenzbeweise zu vervollsta¨ndigen. Auch die
Primeigenschaften seiner abgeleiteten Primdivisoren konnte er nicht beweisen, ohne eine andere Primdi-
visorentheorie zu benutzen. 1913 brachte er die p-adischen Zahlen 1913 in ein Lehrbuch der elementaren
Zahlentheorie [56, 1913] ein. Von diesem ausgehend fu¨hrte Helmut Hasse sie nach dem Ersten Weltkrieg
zu einem Siegeszug, indem er sie fu¨r Lokal-Global-Prinzipien nutzte.
Hensel hatte 1887 geheiratet, seine Frau Gertrud stammte aus einer ju¨dischen Industriellenfamilie und
ließ sich vor der Hochzeit taufen, wa¨hrend Hensel (wie bereits die Familie Mendelssohn-Bartholdy) von
Geburt an evangelisch war. Das Paar hatte fu¨nf Kinder: vier To¨chter und einen Sohn.
Hensels Karriereverlauf la¨ßt nur die Vermutung zu, daß seine ju¨dische Abstammung ihn behinderte. In
der Zeit des Nationalsozialismus wurde er allerdings ganz direkt ihretwegen schikaniert. Konkret wurde
ihm 1935 (bereits nach seiner Emeritierung) das Abhalten von Vorlesungen verboten und die Ku¨rzung
der Bezu¨ge angedroht. Die entsprechende Gesetzesauslegung wurde spa¨ter allerdings zuru¨ckgenommen.
1936 trat Hensel als Herausgeber des Crelle-Journals zuru¨ck, 1939 trat er aus der DMV aus. Beides erfolg-
te aufgrund der wohlbegru¨ndeten dringenden Befu¨rchtung, ansonsten ausgeschlossen zu werden. Hensel
starb 1941 an einem Herzinfarkt.
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0.3 Die Entstehung der p-adischen Zahlen im U¨berblick
Die folgende U¨berblicksdarstellung verzichtet so weit wie mo¨glich auf komplizierte Formeln.
Vorgeschichte
In Hensels mathematischen U¨berlegungen im Zusammenhang mit seiner Dissertation befinden sich zwei
Strukturen, die er spa¨ter ausbaute.
Die erste dieser Strukturen sto¨rte ihn im Spezialfall der Kreisteilungsko¨rper bei einem Beweisversuch: Er
betrachtete die Reste der Konjugierten eines Elements eines Periodenunterko¨rpers modulo eines Primdi-
visors. Diese Reste ko¨nnen nicht beliebig vorgeschrieben werden, sondern sie bilden Zyklen. Das heißt, mit
einem Rest sind auch die anderen Reste des Zyklus bereits bestimmt. Der erste Schritt zur Einfu¨hrung
der p-adischen Zahlen war die Konstruktion eines Szenarios, in dem nicht nur der Rest modulo eines
Primdivisors, sondern auch die Reste bezu¨glich aller Primdivisorpotenzen durch eine lokale Reihe kodiert
werden. Die Reihen, die dabei konjugirten Zahlen zugeordnet werden, sind untereinander konjugiert.
Die zweite Strukur ist ein Zwischenko¨rper, nach dem Hensel bei der Arbeits an seiner Dissertation (ver-
geblich) gesucht hatte, na¨mlich nach einem Zwischenko¨rper, u¨ber dem die Reste eines Zyklus konjugiert
sind. Im gerade angesprochenen Szenario konstruierte er spa¨ter die Reihen so, daß ihre Bestandteile kon-
jugiert sind, aber nicht im Zahlko¨rper liegen mu¨ssen.
Wesentliche technische Rahmenbedingungen fu¨r seine spa¨teren Untersuchungen erarbeitete sich Hensel
anhand der Problemstellung, die Diskriminante der Komposition zweier Ko¨rpererweiterungen zu bestim-
men:
Hierbei fu¨hrte Hensel eine lokale Sichtweise ein, betrachtete die Situation also in Bezug auf einen Prim-
divisor P . Dem entspricht die Frage nach dem P -Anteil der Diskriminante und einem lokalen Fundamen-
talsystem (fu¨r den Modul P ), mit dem alle Elemente dargestellt werden ko¨nnen, die P nicht im Nenner
haben. Hensels Idee war, beides aus der Primdivisorzerlegung von P zu bestimmen.
Auch zu einem Primdivisor gibt es ein sogenanntes Fundamentalsystem, das es erlaubt, alle Reste
bezu¨glich dieses Primdivisors darzustellen. Hensel bildete ein Fundamentalsystem fu¨r den Modul P aus
den Fundamentalsystemen zu den Primdivisoren von P , indem er die Elemente mit geeigneten Vorfakto-
ren multiplizierte.
Ein solches an die Primdivisorzerlegung angepaßtes lokales Fundamentalsystem konstruierte Hensel in
der Folge in den verschiedensten Situationen.
Vom Fall der Periodenunterko¨rper ausgehend modellierte er das fu¨r ihn ideale Verhalten im Begriff des
normalen Fundamentalsystems S fu¨r den Modul P : Um den P -Anteil der Determinante der Konjugier-
tenmatrix von S (und damit der Diskriminante von S ) zu bestimmen, kann man die Spalten einzeln
betrachten.
In spa¨teren Arbeiten operierte Hensel in leicht vera¨nderten Situationen mit zwei verschiedenen a¨quiva-
lenten Definitionen.
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In einer Serie von Arbeiten ab 1895 untersuchte Hensel die Konjugiertenmatrix eines lokalen Funda-
mentalsystems im Fall der algebraischen Funktionen einer Variablen mit Hilfe von Elementarteilern.
Aus den Elementarteilern eines beliebigen linear unabha¨ngigen Systems kann man den (x−a)-Anteil der
Diskriminante des Ko¨rpers berechnen. Dies beruht darauf, daß man das System in eines mit gleichen Ele-
mentarteilerexponenten u¨berfu¨hren kann, bei dem man die Spalten der Konjugiertenmatrix nur einzeln
betrachten muß.
Außerdem beschreiben die Elementarteiler die Verzweigung. Fu¨r den Nachweis nutzte Hensel die Theorie
der Riemannschen Fla¨chen, um ein der Primdivisorenzerlegung von (x − a) entsprechendes Fundamen-
talsystem fu¨r den Modul (x− a) aufzustellen.
Fu¨r die Berechnung von dessen Elementarteilern mußte er die Konjugiertenmatrix nur modulo (x − a)
betrachten, wodurch sie Blockdiagonalgestalt erhielt: Jedem Verzweigungspunkt entspricht ein quadrati-
scher Block.
’Zugeordnete’ algebraische p-adische Zahlen
Zugeordnete Potenzreihen benutzte Hensel im zahlentheoretischen Fall der wilden Verzweigung fu¨r die
Bestimmung der Diskriminante. (Dies ist der Fall, wenn ein Exponent in der Primdivisorzerlegung von
p durch p teilbar ist. Bei den von Hensel zuvor betrachteten algebraischen Funktionen kann dieser Fall
nicht auftreten.)
Hierbei kann der p-Anteil der Diskriminante nicht aus den Graden und Vielfachheiten der Primdiviso-
ren bestimmt werden. Hensel bestimmte ihn trotzdem aus einem Fundamentalsystem modulo p, das der
Primdivisorzerlegung von p entspricht, also mit Hilfe von Vorfaktoren aus den Elementen von Fundamen-
talsystemen bezu¨glich der Primdivisoren von p zusammengesetzt ist. Die Konjugiertenmatrix des Systems
hat modulo pM (fu¨r ein geeignetes M) Blockdiagonalgestalt.
Dabei entspricht jedem Block ein Primdivisor und zu jedem von letzteren bestimmte Hensel ein genau
einmal durch ihn teilbares Element pi, das lokal (d.h. modulo pM ) eine Gleichung mit ganzzahligen Ko-
effizienten erfu¨llt. Dann bestimmt sich der von diesem Block stammende p-Anteil der Diskriminante aus
der Diskriminante der lokalen Gleichung fu¨r das Element pi.
Zu Primdivisoren bestimmte Hensel seit seiner Habilitation immer ein Element ε, dessen Potenzen ein
vollsta¨ndiges Restsystem modulo des Primdivisors erzeugen. Hier konstruierte er dieses Element so, daß
es ebenfalls eine lokale Gleichung erfu¨llt.
Die zugeordneten algebraischen p-adischen Zahlen beschreiben die Teilbarkeit durch einen der Prim-
divisoren von p. Sie haben die Gestalt
∞∑
i=o
ri(ε) · pii, wobei die ri die jeweiligen Reste bedeuten.
Hensel erhielt zu einem festen p insgesamt n Entwicklungen fu¨r ein beliebiges Element des Zahlko¨rpers.
(Dabei bezeichnet n den Grad des Zahlko¨rpers.) Die zum Primdivisor P von p geho¨renden Entwicklungen
ergeben sich aus einer ersten von ihnen, indem die Entwicklungselemente pi und ε durch ihre Konjugierten
bezu¨glich der lokalen Gleichungen ersetzt werden.
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Im unverzweigten Fall gibt es keine Konjugationen von pi und daher beschreiben die U¨berga¨nge von ε zu
seinen Konjugierten dann insbesondere die Struktur zwischen den Resten modulo eines Primdivisors, die
Hensel wa¨hrend der Arbeit an seiner Dissertation bemerkt hatte.
Hensel motivierte die Konstruktion von lokalen Entwicklungen zu den Primdivisoren, indem er die Situa-
tion analog zur der in der Theorie der Riemannschen Fla¨chen modellierte. Er nutzte die Analogie auch als
rhetorisches Mittel, um seine vereinfachte Darstellung des Zusammenhangs zwischen Konjugierten und
Entwicklungen zu u¨berspielen.
’Unabha¨ngige’ p-adische Zahlen
Hensels Ziel war es, mit Hilfe der lokalen Entwicklungen eine neue Primdivisorentheorie aufzubauen. Dazu
wollte er die Entwicklungen unabha¨ngig von den Primdivisoren ableiten. Anschließend sollten die Prim-
divisoren mit Hilfe der Entwicklungen definiert werden: Eine algebraische Zahl x ist mit der Vielfachheit
k durch den Primdivisor P teilbar, wenn alle zu P geho¨rigen Entwicklungen durch pik teilbar sind.
Hensel gelang kein befriedigender Aufbau der Theorie. Insbesondere fu¨hrte er keine Nachweise u¨ber die
beno¨tigten Eigenschaften der von ihm eingefu¨hrten Primdivisoren.
Bei Betrachtung modulo pM erha¨lt man aus den konjugierten lokalen Entwicklungen zu einem Primdivisor
einen Teiler der definierenden Gleichung modulo pM mit ganzzahligen Koeffizienten, insgesamt also eine
Zerlegung der definierenden Gleichung modulo pM . La¨ßt man die Reihenentwicklungen nicht abbrechen,
so erha¨lt man entsprechend Faktoren, deren Koeffizienten nicht abbrechen. Diese Koeffizienten sind die
p-adischen Zahlen.
Diesen Gedankengang fu¨hrte Hensel im Sommersemester 1902 in Berlin in Vorlesungen aus.
Hensel wollte daher die definierende Gleichung in Bezug auf p so zerlegen, daß jedem Faktor ein Primdi-
visor entspricht. Dazu mußte er zuna¨chst die Gestalt der Faktoren festlegen und dann die Eindeutigkeit
der Zerlegung zeigen. Fu¨r die Koeffizienten der Faktoren definierte Hensel wohldefinierte p-Reihen bzw.
p-adische Zahlen - sie laufen nach Potenzen von p und haben Koeffizienten aus dem vollsta¨ndigen Rest-
system {0, 1, . . . , p− 1}.
Zu den so bestimmten Faktoren konstruierte Hensel die Entwicklungen der algebraischen Zahlen. Der
einfachere Fall ist der, in dem die definierende Gleichung des Zahlko¨rpers fu¨r den Bereich von p irreduzi-
bel bleibt. In diesem wa¨hlte Hensel als Primelement ein Element pi, das durch die minimale gebrochene
Potenz von p teilbar ist. Im weiteren Aufbau der Theorie bis hin zu den Potenzreihen nahm es den Platz
des genau einmal durch den Primdivisor teilbaren Elements ein.
Im allgemeinen Fall zerlegte Hensel die definierende Gleichung in irreduzible Faktoren, behandelte diese
wie angegeben und setzte das Ergebnis zusammen.
Spa¨ter modifizierte bzw. konkretisierte er seinen Ansatz: Ist die definierende Gleichung nicht irreduzibel,
so haben die irreduziblen Faktoren keine rationalen Koeffizienten. Da man dann nicht direkt Wurzeln
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dieser Faktoren erha¨lt, konstruierte Hensel sie als Potenzreihe. Die Bestandteile dieser Potenzreihe er-
hielt er durch die bekannte Behandlung einer endlichen Na¨herungsgleichung. (Dies ist mo¨glich, da letztere
ebenfalls irreduzibel ist.)
Die so konstruierte Potenzreihe ist einer der konkreten Anla¨sse fu¨r die auch sonst naheliegende Definition
der allgemeinen algebraischen p-Reihen bzw. algebraischen p-adischen Zahlen.
Einfu¨hrung der p-adischen Zahlen
Hensel wollte Neue Grundlagen der Arithmetik legen, indem er fu¨r ein gegebenes p eine spezifische Sicht-
weise vorstellte, die sich ganz auf die Teilbarkeit durch p konzentrierte. Dabei wird insbesondere von der
im Vorgang des Za¨hlens implizit enthaltenen Gro¨ße, der Anzahl, abstrahiert.
Er betrachtete die “von der Natur gegebenen ganzen positiven Zahlen” und ihre Operationen Addition,
Multiplikation, Subtraktion und Division. Fu¨r die Rechnungen, die innerhalb der positiven ganzen Zah-
len nicht ausfu¨hrbar sind, stellte er Symbole fu¨r das Ergebnis bereit. (Beispiele fu¨r solche Rechnungen
wa¨ren 2− 7 oder 15 : 4.) Hensel erla¨uterte, diese Ergebnisse wu¨rden von ihm nur anders als gewo¨hnlich
bezeichnet.
Von den endlichen p-Reihen fu¨r natu¨rliche Zahlen ausgehend leitete Hensel die unendlichen (periodischen)
p-Reihen fu¨r rationale Zahlen ab. Zusa¨tzlich ließ er beliebige wohldefinierte Reihen zu, die er ebenfalls
als Zahlen bezeichnete.
Hensel u¨bertrug weiter einige Konzepte der Algebra, wodurch er ein konstruktives Zerlegungsverfahren
fu¨r Polynome erhielt, deren Koeffizienten solche neuen Zahlen sind (Hensels Lemma).
In dieser Arbeit stehen die p-adischen Zahlen nur fu¨r sich selbst - sie dienen weder direkt einer wei-
terfu¨hrenden Fragestellung noch wird thematisiert, ob jede p-adische Zahl mit einer bekannten Zahl in
Verbindung steht.
Hensel nutzte jedoch seine Ergebnisse in einer Vero¨ffentlichung zur Theorie der algebraischen Zahlen.
Zuna¨chst definierte er eine erste Art neuer, zu einem Zahlko¨rper Q(α) spezifischer Zahlen als eine wohl-
definierte Reihe nach (ganzen) Potenzen von p mit Koeffizienten in einem vollsta¨ndigen Restsystem.
Falls die definierende Gleichung irreduzibel ist, bestimmte er wiederum ein Primelement pi. Dann kann
man die oben eingefu¨hrten Zahlen genauer als wohldefinierte Reihe nach Potenzen von pi mit Koeffizien-
ten in einem vollsta¨ndigen Restsystem modulo pi schreiben. Da dann die Koeffizienten Einheite modulo
p sind, kann man die Teilbarkeit durch gebrochene Potenzen von p an diesen letzteren Reihen direkt
ablesen.
Im allgemeinen Fall zeigte Hensel, daß n der neuen Zahlen Lo¨sungen der definierenden Gleichung sind.
Hierzu benutzt er das oben bereits angesprochen Verfahren, die Lo¨sungen von endlichen Na¨herungsglei-
chungen der irreduziblen Faktoren zu verfeinern.
Bei seinem Vortrag 1905 in Meran bezeichnete Hensel eine p-adische Zahl als ein Rechnungssymbol,
bei dem es sich nicht um eine Summe im gewo¨hnlichen Sinne, sondern um ein Aggregat von Ziffern han-
dele. Gleichzeitig behauptete er aber explizit, bestimmte p-adische Zahlen seien transzendente Zahlen.
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Vermutlich befand Hensel sich auch selbst in diesem Spannungsfeld zwischen der formalen Betrachtungs-
weise und seiner eigenen Vorstellung von der mathematischen Situation.
Hensel fu¨hrte die Begriffe Betrag, Konvergenz und Umgebung ein, um den Konvergenzradius der Rei-
hendarstellungen der Exponentialfunktion fu¨r den Bereich von p (fu¨r verschiedene p) zu bestimmen. Fu¨r
jedes p erhielt er eine irreduzible Gleichung vom Grad p fu¨r e im Bereich von p. Sein Fehler war, daß er die
Wurzeln dieser abgeleiteten Gleichungen miteinander und mit der u¨blichen reellen Zahl e identifizierte.
Zusammenfassung
Hensels fru¨he Arbeiten zeigen neben unverhofften Beobachtungen viel technische Phantasie, um die Situa-
tion mit der maximal mo¨glichen Kontrolle zu modellieren und ggf. die optimale Situation herbeizufu¨hren.
Dies fu¨hrte ihn zu der Behauptung, man ko¨nne eine vereinfachte Primdivisorentheorie anhand lokaler Ent-
wicklungen aufbauen, wobei die Situation vo¨llig analog zu der im Fall der Riemannschen Fla¨chen sei.
Sowohl in der Vorlesung als auch in den Vero¨ffentlichungen wurden p-adische Zahlen eingefu¨hrt, die zu-
mindest nicht unmittelbar als Entwicklung einer Zahlgro¨ße zugeordnet sind.
Die Gegenu¨berstellung von Vorlesung und Vero¨ffentlichung zeigt vor allem, wie stark Hensel fu¨r die
Vero¨ffentlichung an der rhetorischen Wirkung seiner Darstellung gefeilt hat.
Wa¨hrend er sich in der Arbeit 1904 auf die moderne Kraft der Neuscho¨pfung verließ, kehrte er in seinem
Vortrag 1905 zur Idee des Zusammenhangs aller mo¨glichen Zahlen zuru¨ck. Da seine Intuition aber fehl-
schlug, wirkten die p-adischen Zahlen ziellos modern. Es gab kein naheliegendes Anwendungsgebiet und
vermutlich hielten es andere Mathematiker fu¨r gefa¨hrlich, mit ihnen zu arbeiten, nachdem Hensel selbst
von seinen Intuitionen geta¨uscht worden war.
0.4 Fragestellungen
Diese Arbeit leistet etwas fu¨r vier verschiedene Fragen- bzw. Themenkomplexe:
1. Wie entstanden die p-adischen Zahlen als mathematisches Objekt? Im engeren Sinne wird
diese Frage in den Kapiteln 4 und 5 beantwortet: Hensel beno¨tigte die p-adischen Zahlen, um die lokalen
Potenzreihen, die er (vgl. Kapitel 4) zuna¨chst nur behauptet und mit Hilfe der Primdivisoren abgeleitet
hatte, auch unabha¨ngig von letzteren erhalten zu ko¨nnen.
2. Welche mathematischen Probleme und mathematikhistorischen Konstellationen und Pro-
zesse fu¨hrten zur Entstehung der p-adischen Zahlen? Der Beantwortung dieser Frage dienen die
Kapitel 2 bis 5. Insbesondere mußten auch die fru¨hen Arbeiten Hensels untersucht werden, um sichtbar
zu machen, warum sich die Theorie der algebraischen Zahlen fu¨r Hensel anders darstellte als fu¨r alle
seine Zeitgenossen: Bereits wa¨hrend der Arbeit an seiner Dissertation war Hensel auf eine (technische)
Struktur gestoßen, die er spa¨ter versuchte auszubauen und fruchtbar zu machen.
3. Welche Bedeutung hatten die p-adischen Zahlen zum Zeitpunkt ihrer Entstehung? Hensel
erla¨uterte die p-adischen Zahlen in unterschiedlichen Textformen zwischen 1902 und 1905 in verschiede-
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nen Zusammenha¨ngen. Dies wird in Kapitel 5 dargestellt. U¨berlegungen zur Bedeutung der p-adischen
Zahlen, die letztere im Kontext der modernen/modernistischen Mathematik gewinnen, werden im zusam-
menfassenden Kapitel 7 angestellt.
4. Was folgt fu¨r eine wissenschaftliche Biographie Hensels? Da alle wesentlichen Arbeiten
Hensels zwischen 1884 und 1904 vorgestellt werden, ko¨nnte ein Vergleich zu anderen Mathematikern
seiner Generation direkt anschließen. Ein solcher wa¨re eine notwendige Voraussetzung fu¨r eine fundierte
Abscha¨tzung der Frage, ob sein Fortkommen durch sein (getauftes) “Ju¨dischsein”, seine Identita¨t als
Kronecker-Schu¨ler bzw. Mitglied der Berliner Schule oder doch durch seine enge thematische Ausrichtung
(oder noch andere Faktoren) behindert wurde.
0.5 Quellen und Vorgehen
Quellen
Die erste und wichtigste Materialgrundlage dieser Untersuchung bilden Hensels vero¨ffentlichte Forschungs-
arbeiten aus den Jahren zwischen 1884 und 1909.
Neben diesen stehen die von Hensel publizierten Bu¨cher, die aber im Text kaum Erwa¨hnung finden.
Zuna¨chst entha¨lt der von Hensel geschriebene Teil des Buches Theorie der algebraischen Funktionen einer
Variabeln [Hensel/Landsberg, 1902] eine Zusammenschau der (vorgestellten) Henselschen Forschungsar-
beiten zu diesem Thema, die in Bezug auf die p-adischen Zahlen wenig Neues bietet. Das von Hensel
seit 1897 geplante Buch Theorie der algebraischen Zahlen erschien erst 1908, also vier Jahre nach der
Einfu¨hrung der p-adischen Zahlen. Daher kann es nur beleuchten, wie Hensels Einstellungen sich in der
Zwischenzeit a¨nderten. Das 1913 vero¨ffentlichte Buch Zahlentheorie, durch das Hasse fu¨r die p-adischen
Zahlen begeistert wurde, wird nicht behandelt, weil es außerhalb des Untersuchungszeitraums entstand
und weil Hensel in ihm die p-adischen Zahlen in einem anderen Zusammenhang pra¨sentierte.
Als wichtigste unvero¨ffentlichte Materialien werden Vortragsausarbeitungen und ein mathematisches Ta-
gebuch aus Hensels Studienzeit sowie Hensels Vorbereitungen fu¨r eine Vorlesung im Sommersemester 1902
benutzt. Die Vortragsausarbeitungen befinden sich im Archiv der HU Berlin, das Tagebuch in Familien-
besitz und die Vorlesungsvorbereitungen im Imperial College in London. Weiterhin geho¨ren zum Material
der Arbeit vero¨ffentlichte und unvero¨ffentlichte Briefe; zum Beispiel von Kurt Hensel, David Hilbert, Felix
Klein, Heinrich Weber, Richard Dedekind und Georg Frobenius, sowie vero¨ffentlichte Forschungsarbeiten
anderer Mathematiker.
Textform und Voraussetzungen
Die wichtigste Textform der folgenden Arbeit ist das Ergebnis der Lektu¨re eines mathematischen Tex-
tes: Eine knappe, strukturierte Darstellung des Ausgangstextes, die wiederum ein mathematischer Text
ist. Dabei besteht der Anspruch, daß die mathematischen Aussagen versta¨ndlich werden. Auch die ma-
thematische Argumentation soll in den meisten Fa¨llen nachvollziehbar sein. Genaue Formulierungen,
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Positionierungen und rhetorische Strategien werden in die Analyse einbezogen. Aus Gru¨nden der U¨ber-
sicht geht einer solchen Darstellung oft eine zitatfreie Zusammenfassung des Inhaltes voraus.
Daneben gibt es Textteile, die den chronologischen Ablauf dokumentieren, Zusammenha¨nge rekonstruie-
ren bzw. Schlußfolgerungen aus den Analyseergebnissen formulieren.
Die Kapitel 1 und 7 beno¨tigen kaum spezielle mathematische Kenntnisse. Fu¨r die u¨brigen Kapitel sind
hingegen Kenntnisse der von Leopold Kronecker und Richard Dedekind entwickelten Theorien der alge-
braischen Zahlen hilfreich, da diese den Hintergrund zu Hensels U¨berlegungen bilden. Zur Einfu¨hrung in
diese beiden Theorien sei die Arbeit [Edwards, 1980] empfohlen.
“Lokale” Beschreibungen
Bereits in dieser Einleitung und in der gesamten Arbeit werden Aspekte von Hensels Vorgehensweise mit
dem Wort “lokal” beschrieben. Um Mißversta¨ndnissen vorzubeugen, sei hier explizit darauf hingewiesen,
daß Hensel dieses Wort (zumindest im hier untersuchten Zeitraum 1881-1910 und dem hier untersuchten
Zusammenhang) an keiner Stelle verwendete.
Vielmehr wird das Wort “lokal” benutzt, um Hensels Vorgehen zu beschreiben und Parallelen zwischen
verschiedenen Betrachtungsweisen aufzuweisen. Dabei wird implizit auf die heute gela¨ufige Vorstellung
rekurriert, wonach die Punkte einer Varieta¨t Primidealen entsprechen. Eine lokale Betrachtung konzen-
triert sich dabei auf die Umgebung eines Punktes; dem entspricht in Hensels Terminologie die Betrachtung
in Bezug auf eine Primzahl bzw. einen Primdivisor.
Hensel explizierte diese Vorstellung ab seinem Vortrag auf der DMV-Tagung 1897, die dafu¨r beno¨tig-
ten U¨berlegungen waren jedoch spa¨testens seit 1882 bekannt: In der Arbeit [Dedekind/Weber, 1882]
entsprechen die Punkte einer Riemannschen Fla¨che den Primidealen des Ganzheitsrings (bezu¨glich der
gewa¨hlten Variable). Dabei wird die Analogie zwischen algebraischen Funktionenko¨rpern einer Variablen
und Zahlko¨rpern genutzt, um Konzepte aus dem zahlentheoretischen Fall in den Fall der algebraischen
Funktionen zu u¨bertragen. Ebenfalls 1882 behandelte Kronecker in seinen Grundzu¨gen [Kronecker, 1882]
beide Theorien gemeinsam in einer allgemeineren Theorie.
Zwischen Hensel und dem Wort “lokal” besteht zudem ein unmittelbarer Zusammenhang, denn Hensel
strebte einen bestimmten Aussagentyp an, der heute als “Lokal-Global-Prinzip” bezeichnet wird. Diese
Bezeichnung wurde jedoch, ebenso wie der mathematische Begriff “lokal”, erst deutlich nach 1920 u¨blich.
Das Wort “lokal” dient also der Zusammenfassung und hat in dieser Verwendung keinen eigenen ma-
thematischen Inhalt. In den folgenden Kapiteln ist jeweils eindeutig erkennbar, auf welche konkrete Be-
trachtungsweise Hensels sich das Wort “lokal” gerade bezieht. Typische Beispiele wa¨ren die Betrachtung
der algebraischen Zahlen eines Zahlko¨rpers modulo eines Primdivisors oder modulo pM fu¨r beliebig großes
M (und eine Primzahl p). Insbesondere bezieht sich “lokal” damit auch auf Situationen, die in der heu-
tigen mathematischen Terminologie als “semilokal” bezeichnet wu¨rden.
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U¨berblick
Die Reihenfolge der Kapitel ist thematisch-chronologisch. Dies bedeutet, daß an einigen Stellen inhaltlich
zusammengeho¨rige Arbeiten gemeinsam dargestellt wurden, auch wenn sie zu verschiedenen Zeitpunkten
vero¨ffentlicht wurden.
Das erste Kapitel erla¨utert Hintergru¨nde. Neben einer Einfu¨hrung in die mathematische Thematik und
die Akteure, die die entsprechenden Fragestellungen bearbeiteten, beinhaltet dies auch eine biographisch-
chronologische Skizze.
Die folgenden vier Kapitel befassen sich mit den einzelnen mathematischen Arbeiten. Das zweite Kapitel
behandelt die Dissertation, die Habilitationsarbeiten und eine einzelne Arbeit in der allgemeinen Situa-
tion aus dem Jahr 1889.
Thema des dritten Kapitels sind Hensels Vero¨ffentlichungen in der Theorie der algebraischen Funktionen
einer Variablen, die keine Potenzreihenentwicklungen voraussetzen. Diese beginnen 1891 und enden 1895
mit zwei Notizen, die die Potenzreihenentwicklungen noch nicht zum Gegenstand haben, aber bereits mit
ihnen argumentieren.
Das vierte Kapitel beginnt mit Hensels Einfu¨hrung von Potenzreihenentwicklungen in die zahlentheore-
tische Situation 1897. Anschließend leitete er diese unter Benutzung einer Primdivisortheorie her und
transformierte seine Theorie der algebraischen Funktionen unter der Voraussetzung, daß die Potenzrei-
henentwicklungen bekannt sind.
Im fu¨nften Kapitel wird dargestellt, wie Hensel 1904 die p-adischen Zahlen einfu¨hrte, um die 1897 be-
hauptete Theorie 1905 auch unabha¨ngig von einer Primdivisortheorie beweisen zu ko¨nnen. Dabei kann
man anhand der Vorlesungsvorbereitungen von 1902 nachvollziehen, wie Hensel die Konzepte einfu¨hrte
und umformulierte. Dieses Kapitel behandelt zudem Hensels fehlerhaften Beweis fu¨r die Transzendenz
von e.
Im sechsten Kapitel werden alle vorgestellten mathematischen Arbeiten Hensels chronologisch zusam-
mengefaßt, indem die technischen U¨berga¨nge zwischen ihnen in den Blick genommen werden.
Das abschließende siebente Kapitel betrachtet die p-adischen Zahlen im Spiegel der Debatte zur Moderne
in der Mathematik.
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Kapitel 1
Hintergru¨nde
1.1 Biographisch-chronologische Skizze
Familia¨re Wurzeln
Kurt Hensel wurde am 29.12.1861 in Ko¨nigsberg geboren.1
Sein Vater Sebastian Hensel (1830 - 1898) stammte aus einer beru¨hmten Berliner Ku¨nstlerfamilie: Des-
sen Mutter Fanny Hensel, geb. Mendelssohn-Bartholdy (1805 - 1847) war die ebenfalls komponierende
Schwester von Felix Mendelssohn-Bartholdy, der Vater der Maler Wilhelm Hensel. Nach Fannys Tod
1847 wurde Sebastians Tante Rebecka, die Frau des Mathematikers Dirichlet, Mutterersatz und vertrau-
te Briefpartnerin fu¨r ihn.2
Sebastian Hensel hatte Landwirtschaft studiert und kaufte im Jahr 1853 ein gro¨ßeres Gut Großbarthen in
Ostpreußen. Aufgrund des feuchten Klimas in den Pregelniederungen kra¨nkelten jedoch sowohl seine Frau
Julie von Adelson als auch Kurts a¨lterer Bruder Paul, und daher beschloß die Familie 1870, nach Berlin
zuru¨ckzukehren, wo sie bis 1880 eine elegante Zwo¨lfzimmerwohnung an der Mohrenstraße bewohnten.
Wa¨hrend Kurt Hensel zuvor von seinen Eltern privat unterrichtet worden war, besuchte er in Berlin erst
die Do¨bbelinsche Privatschule und anschließend das Friedrich-Wilhelms-Gymnasium.3 Dort begeisterte
Karl Heinrich Schellbach ihn fu¨r die Mathematik. Nach den Erinnerungen von Sabine Lepsius, einer
Freundin von Kurt Hensels ju¨ngster Schwester Lili, zeichneten sich alle fu¨nf Geschwister durch eine große
geistige Lebhaftigkeit und ungewo¨hnliche Bildung aus, ihr Gespra¨ch habe einem Feuerwerk geglichen
und in seinen Anspielungen einen solchen Bildungsschatz vorausgesetzt, daß “der gewo¨hnliche Sterbliche
kaum folgen konnte.”4
1879 erschien die erste Auflage von Die Familie Mendelssohn, Sebastian Hensels “harmonische[m] Gema¨lde
seiner assimilierten Familie,”5 eine Erza¨hlung mit zahlreichen Briefdokumenten. Bis 1933 sollten davon
1Die Darstellung folgt [Hasse, 1950], d.h. alle nicht belegten Aussagen finden sich dort.
2Kurt Hensel war also mit Kroneckers verehrtem Lehrer Dirichlet verwandt.
3Dies hing u.a. damit zusammen, daß sein Vater sich noch la¨ngere Zeit mit dem Verkauf des Gutes bescha¨ftigen mußte,
und daher selten in Berlin war. Vgl. [Hensel, 1903].
4[Lepsius, 1972, 47].
5[Lackmann, 2005, 359]. Lackmann schreibt ebenfalls, mit seiner Ehe habe Sebastian Hensel “das Assimilationsprogramm
der Familie konterkariert”, da die (ostju¨dische) Familie seiner Frau “erst zwei Jahrzehnte zuvor getauft worden war,”
15
achtzehn Auflagen (in fu¨nf Verlagen) erscheinen, wobei (mindestens) in den 1920er Jahren auch Kurt
Hensel fu¨r die Verhandlungen mit den Verlagen zusta¨ndig war.
Laut Lackmann hat Sebastian Hensel darin “zweifellos, ohne das Thema zu benennen, die Diskussion
u¨ber ein ju¨disches Selbstversta¨ndnis zwischen deutschem Nationalbewußtsein und christlichem Bekennt-
nis angeregt.”6 Das Buch sei ein Zeichen der Hoffnung, daß “das ju¨dische Erbe nun keine Belastung mehr
darstellt.”7 Dieses deutliche Bewußtsein des ju¨dischen Erbes in Kurt Hensels Familie rechtfertigt es,
Kurt Hensel als getauften ju¨dischen Mathematiker zu bezeichnen.8 Seine Lebensauffassung war hingegen
atheistisch.9
Mathematische Anfa¨nge
Hensel verbrachte sein erstes Studiensemester (das Sommersemester 1880) und das Sommersemester 1882
in Bonn.10 Die u¨brigen Semester studierte er in Berlin, neben Mathematik auch etwas Physik und Phi-
losophie.
Hensels am 28.10.1879 begonnenes Tagebuch entha¨lt bereits Ende 1879 bzw. Anfang 1880 erste Berech-
nungen zur analytischen Geometrie. Die erste Notiz u¨ber eine “Privatunterhaltung” mit “Prof. Kronecker”
ist auf den 6.2.1882 datiert.11 Wenige Seiten danach beginnen (undatiert) die Rechnungen, die spa¨ter den
vero¨ffentlichten Teil von Hensels Dissertation ausmachen sollten.
In seinen Bonner Semestern ho¨rte Hensel vor allem Vorlesungen bei Lipschitz und gewann einen Preis
fu¨r eine Seminararbeit. In Berlin ho¨rte er u.a. Vorlesungen von Weierstraß, Kronecker, Kirchhoff und
Helmholtz. Seine Ausarbeitungen des Weierstraß’schen Vorlesungszyklus sind in der Bibliothek des IR-
MA Straßburg erhalten.12 Die fu¨r seine Dissertation maßgebliche Theorie Kroneckers aus den Grundzu¨gen
einer Theorie der algebraischen Gro¨ßen13 scheint dieser jedoch erst in spa¨teren Jahren in seinen Univer-
sita¨tsvorlesungen behandelt zu haben.14
Ende November 1882 dachte Hensel, er habe das Problem der gemeinsamen außerwesentlichen Dis-
kriminantenteiler (im Folgenden stets gaDT, fu¨r die Erla¨uterung des Problems vgl. 1.2.1) fu¨r Perioden-
unterko¨rper vollsta¨ndig gelo¨st, da er eine hinreichende Bedingung fu¨r deren Auftreten gefunden hatte,
[Lackmann, 2005, 344]. Fanny Mendelssohn (damals noch ohne den Zusatz “Bartholdy”) war bereits 1816 getauft worden,
ihre Eltern konvertierten 1822, [Lackmann, 2005, 161].
6[Lackmann, 2005, 359].
7[Lackmann, 2005, 359].
8So argumentierten Birgit Bergmann und Anette Vogt, die Hensel 2006 in die Ausstellung u¨ber ju¨dische Mathematiker
aufnahmen, vgl. den Katalog [Bergmann/Epple, 2009].
9Daran erinnert sich die Enkelin Luise Hackelsberger vor allem, da es zu Konflikten zwischen ihrem religio¨sen (zuna¨chst
evangelischen, dann katholischen) Vater Werner Bergengruen und den Hensels kam. Diese Information verdanke ich Britta
Habdank-Eichelsbacher, die am 12.6.1998 ein Interview mit Luise Hackelsberger fu¨hrte.
10Diese Datierung weicht von der Behauptung in [Hasse, 1950] aufgrund eines Briefes ab, den Kurt Hensel am 7.6.1882
aus Bonn an seine Schwester Cecilie schrieb. Nach Hasse verbrachte Hensel die Sommersemester 1880 und 1881 in Bonn.
Auch die “Biographischen Mittheilungen”, die Hensel der Leopoldina am 1.2.1908 machte, unterstu¨tzen die hier vertretene
Meinung, vgl. Matrikel-Mappe Nr. 3256 der Leopoldina zu Halle.
11Gedanken zu einem Ausspruch Kroneckers, [TB, 20-26].
12Durch einen Schriftvergleich mit Hensels Tagebuch ist erkennbar, daß Hensel diese Ausarbeitungen anfertigte. Allerdings
entsprechen sie nicht der kanonischen Reihenfolge des Zyklus.
13[Kronecker, 1882]
14Kronecker hielt auch in Hensels Studienjahren Vorlesungen mit dem Titel “Zahlentheorie”. Mitschriften von diesen
Vorlesungen sind u¨ber Hensels Bibliothek an das IRMA Straßburg gelangt und inzwischen zum Teil online zuga¨nglich.
Diese Mitschriften legen nahe, daß Kronecker bis 1884 die Divisorentheorie nicht in Vorlesungen behandelte. Spa¨ter a¨nderte
sich dies; insbesondere gab Hensel 1901 ein Buch Zahlentheorie mit Vorlesungen Kroneckers heraus, wobei ein Abschnitt
die Divisorentheorie behandelte, vgl. [Kronecker, 1901].
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die er auch fu¨r notwendig hielt.15 Diese erwies sich jedoch als nicht notwendig und Kronecker erkla¨rte
ihm, er mu¨sse auch ideale Primdivisoren mit beru¨cksichtigen, sich also mit Kroneckers Theorie vertraut
machen.
Am 14.4.1883 entha¨lt Hensels Tagebuch den ersten Eintrag, der eine Theorie der gaDT einer beliebigen
galoisschen Gattung verspricht. Wie erhaltene Ausarbeitungen von Seminarvortra¨gen am 23.5., 6.6. und
1.8. 1883 zeigen, bescha¨ftigte er sich zu diesem Zeitpunkt ausschließlich mit dem galoisschen Fall, den er
in strenger Analogie zum Fall der Periodenunterko¨rper behandelte.
Die schrittweise eingereichte (verschollene) Dissertationsschrift behandelte hingegen auch den allgemei-
nen unverzweigten Fall.16 Bei der Abfassung seiner Dissertation hatte Hensel sich u¨berarbeitet, so daß er
Reitstunden nahm und Kroneckers Empfehlung folgte, Karl May zu lesen, um so einige Zeit auszuspannen.
Dissertation, Hochzeit und die Privatdozentenzeit
Kronecker beschrieb die Arbeit in seinem Gutachten vom 10.2.1884 als sehr umfangreich. Er habe sie
bereits mehrere Monate gepru¨ft, wobei er “Mancherlei zu bemerken gefunden” habe,17 was vor dem
Abdruck noch zu beru¨cksichtigen sei, sie sei jedoch
eine hervorragende Arbeit, ein Zeugniß von Forschergeist und Forscherkraft, von mathematischem Talent
und mathematischer Bildung.18
Es erfolgte allerdings kein Abdruck, die vero¨ffentlichte Promotionsschrift entha¨lt nur eine U¨bersicht u¨ber
den Inhalt der Arbeit sowie die Rechnungen im Fall der Periodenunterko¨rper.19
Die Promotionspru¨fung fand am 28.2.1884 statt. In Mathematik bei Kronecker und in Mechanik bei
Kirchhoff lautete das Urteil jeweils sehr gut, auf die philosophischen Fragen Zellers zeigte sich Hensel “im
wesentlichen wohl orientiert”.20 Die Promotion erfolgte am 24.3.1884.
Anschließend diente Hensel als Einja¨hrig-Freiwilliger in Freiburg, danach wollte er sich in Go¨ttingen ha-
bilitieren. Dieser Plan zerschlug sich jedoch aus unbekannten Gru¨nden,21 so daß Kronecker ihm 1886 in
Berlin “die Habilitation ermo¨glichte”,22 obwohl es mit Blick auf seine mathematischen Kenntnisse au-
ßerhalb der Arithmetik “an sich gerechtfertigt gewesen [wa¨re], die Ertheilung der venia legendi an Dr.
Hensel noch einige Zeit zu vertagen.”23
Bereits am 12.12.1885 hatte sich Hensel mit Gertrud Hahn (1866 - 1954), der Tochter einer aus den
Sommerferien befreundeten ju¨dischen Familie, verlobt. In einem Brief an seine Schwester Cecile schrieb
15[TB, 48-51] vom 27.11.1882.
16Mit Hilfe der vero¨ffentlichten Einleitung kann man argumentieren, daß Hensel ein falsches Ergebnis erhielt, dieses aber
in ein richtiges ru¨cktransformierte, vgl. in 2.2.3 den Abschnitt mit FN 87 und [1, 1884].
17Zitiert nach [Biermann, 1988, 295].
18[Biermann, 1988, 296].
19Vgl. 2.2.1 fu¨r mo¨gliche Gru¨nde.
20[Biermann, 1988, 296] wirft die Frage auf, warum das Gesamturteil nur “magna cum laude” war. Einerseits kann das an
der Philosophiepru¨fung liegen, andererseits zeigte sich Hensels Bruder Paul sehr zufrieden, als er 1885 seine Doktorpru¨fung
mit diesem Pra¨dikat abschloß, vgl. [Hensel, 1937, 37].
21Diese Behauptung wird stets mit Bezug auf [Hasse, 1950, 2] wiedergegeben. Es gibt noch eine weitere Quelle, die etwas
damit zu tun haben ko¨nnte: In einem Brief Hilberts aus Berlin an Klein in Go¨ttingen heißt es, “der Ha¨nsel” (sic!) werde
sich in Berlin habilitieren, Brief vom 9.7.1886 zitiert nach [Frei, 1985, 15]. Es stellt sich die Frage, warum Hilbert dies fu¨r
mitteilenswert ha¨lt.
22[Hasse, 1950, 2].
23Ru¨ckblickende Erinnerung Weierstraß aus dem Jahr 1891, zitiert nach [Biermann, 1988, 148f]. Der hier zitierte Text
Weierstraß’ wird in 2.3.1 umfangreicher zitiert.
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er am 13.12.1885 von der “tiefen Neigung, welche ich seit beinah einem Jahr fu¨r sie hege,” sowie davon,
daß die Verlobung geheim bleiben solle. Sein Enkel Walter Hayman erinnerte sich an eine Geschichte aus
der Verlobungszeit, wonach Kurt Hensel bei einem Essen bei seiner Familie auf die Fragen, wer denn
links und rechts von ihm sitzen solle, jeweils mit “Trudchen” geantwortet habe.24 Wa¨hrend es von sei-
ner Seite also offenbar eine Liebesheirat war, haben ihr ihre Eltern mo¨glicherweise zugeraten, welchen
der zahlreichen Bewerber sie auswa¨hlen solle. Ihre Enkelin Luise Hackelsberger erinnerte sich, daß sie
auf die Frage, ob sie denn gar nicht gefragt worden sei, wen sie heiraten wolle, antwortete: “Mein liebes
Kind, meine Eltern wußten ganz genau, was gut fu¨r mich war, und wir hatten eine sehr glu¨ckliche Ehe.”25
Anfang Ma¨rz 1886 stellte Hensel den Antrag auf Habilitation, dem er acht thematisch zusammengeho¨rige
handschriftliche Abhandlungen zur Zahlentheorie sowie einen kleineren Aufsatz u¨ber eine in der Theo-
rie der Elektrizita¨t auftretende Reihe beilegte.26 Kronecker hob in seinem Gutachten vom 16.7.1886 am
meisten die fruchtbare Abstraktion hervor, die in der Betrachtung von Gattungsbereichen und Funda-
mentalsystemen modulo eines Primdivisors liege.27 Daneben lobte er auch den Beweis der absoluten
A¨quivalenz zwischen der Diskriminante einer Gattung und der Diskriminante ihrer Fundamentalglei-
chung. Er sicherte weiterhin zu, zwei der acht Arbeiten seien bereits seit la¨ngerer Zeit fu¨r den Abdruck
im Crelle-Journal angenommen. Letztendlich wurde nur eine der Arbeiten u¨berhaupt vor Kroneckers Tod
vero¨ffentlicht, na¨mlich die, in der Gattungsbereiche modulo eines Primdivisors untersucht werden, und
auch diese erst 1887.28
Hensels Probevortrag bescha¨ftigte sich historisch und methodisch mit einem von Kroneckers Lieblings-
themen, der Anwendung der Analysis des Unendlichen auf die Zahlentheorie. Auch das Thema der am
29.7.1886 stattfindenden Probevorlesung stand Kronecker nahe, na¨mlich der Einfluß von Gauss’ Kreis-
teilungstheorie auf die Entwicklung der Algebra.29 Weierstraß erinnerte sich 1891, daß im anschließenden
Colloquium deutlich geworden sei, daß “Hensel in den letzten Jahren seine Studien in zu einseitiger Weise
betrieben habe.”30
Nach der Habilitation am 30.7.1886 wurde die Verlobung o¨ffentlich, am 3.3.1887 wurde Gertrud Hahn
getauft und die Hochzeit fand am 26.3.1887 statt.31 Auf drei To¨chter, die 1888, 1889 und 1890 geboren
wurden, folgte 1895 der heiß ersehnte Sohn und 1896 eine weitere Tochter.
24[Hayman, 1998, 107].
25Auch dies ist nach dem Interview zitiert, das Britta Habdank-Eichelsbacher am 12.6.1998 mit Luise Hackelsberger
fu¨hrte. Eventuell sollte diese Geschichte nur pa¨dagogischen Wert haben. Die Familiengeschichte, daß Kurt Hensel einer von
sechs Bewerbern war, die am gleichen Tag um ihre Hand anhielten, und unter denen ihre Eltern ihn auswa¨hlten, scheint
mir auf jeden Fall u¨bertrieben zu sein. Eine u¨berlieferte A¨ußerung Kurt Hensels ist: “Ich erza¨hle die Geschichten nicht so,
wie sie sich zufa¨llig ereignet haben, sondern wie sie wirklich sind.” Auch diese verdanke ich Britta Habdank-Eichelsbacher,
sie stammt von einem Familientreffen der Familie Gu¨nther-Schenk am 6.9.1998 in Schlierbach im Odenwald. Dabei handelt
es sich ebenfalls um Enkel Hensels.
26Der Antrag selbst ist nicht datiert. Aus den Unterlagen zum Habilitationsvorgang geht hervor, daß Kronecker und Fuchs
am 4.3.1886 mit der Begutachtung beauftragt wurden. Vgl. [Akte H, 145-150].
27Die dadurch ermo¨glichten Untersuchungen wu¨rden heute als Theorie der endlichen Ko¨rper bezeichnet werden.
28[2, 1887].
29[Biermann, 1988, 366]. Die beiden anderen von Hensel vorgeschlagenen Themen waren der Sturmsche Satz und Strah-
lensysteme, [Akte H, 153].
30Abgedruckt in [Biermann, 1988, 148f], “zu” wurde beim Abdruck vergessen. Es handelt sich um dasselbe Dokument
wie in FN 23. Auch dieser Ausschnitt ist in dem la¨ngeren Zitat in Abschnitt 2.3.1 enthalten.
31In Kurt Hensels lateinischem Lebenslauf, der mit der Dissertation vero¨ffentlicht wurde, ist als Konfession evangelisch
angegeben, wie es in seinem Zweig der Familie Mendelssohn u¨blich war, vgl. [1, 1884].
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Hasse und nach ihm auch Hayman schreiben, Hensel sei “bald” nach seiner Habilitation Extraordinari-
us geworden.32 Betrachtet man aber zum Vergleich die Biographie des wenige Wochen ju¨ngeren David
Hilbert, der ebenfalls 1884 promovierte und 1886 habilitierte, so ist sein Biograph Blumenthal der U¨ber-
zeugung, ihm sei die Zeit bis zu seiner Ernennung zum Extraordinarius 1892 recht lang geworden.33
Ebenso war es vermutlich bei Hensel, der am 7.12.1890 selbst den Antrag stellte, die Fakulta¨t mo¨ge beim
Ministerium seine Befo¨rderung zum außerordentlichen Professor vorschlagen.34
Bis dahin hatte Hensel insgesamt erst fu¨nf Vero¨ffentlichungen vorzuweisen. Neben der Dissertation und
der 1887 vero¨ffentlichten Habilitationsschrift handelte es sich um eine Abhandlung zur Theorie der un-
endlich du¨nnen Strahlenbu¨ndel, die ein Resultat seiner Mitarbeit bei der Herausgabe der Kirchhoffschen
Werke war, eine kurze Abhandlung zur Zahlentheorie, sowie die an Fehlern und interessanten Ideen rei-
che Arbeit Ueber Gattungen, welche durch Composition aus zwei anderen Gattungen entstehen aus dem
Jahr 1889.35 Diese steht aller Wahrscheinlichkeit nach bereits im Zusammenhang mit Hensels Hoffnung
auf arithmetische Transzendenzbeweise, denn Hilbert notierte 1888 in seinem Reisetagebuch nach einem
Gespra¨ch mit Hensel in Berlin:
Er will den Beweis fu¨r die Transzendenz der Zahl pi so fu¨hren, dass er nachweist, dass die Diskriminante von
der numerischen Gl.[eichung] dann durch jede Primzahl teilbar sein mu¨sste.36
Hensels erste an der Universita¨t gehaltene Vorlesung behandelte im Wintersemester 1886/87 die allge-
meine Theorie der Strahlensysteme, vom Wintersemester 1887/88 bis zum Sommersemester 1890 hielt er
jedes Semester eine andere, eher grundlegende Vorlesung mit einer relativ hohen Ho¨rerzahl von durch-
schnittlich 16 Zuho¨rern.37
Um etwas vorzugreifen: In seinem Nachruf auf Hensel erinnert sich Oskar Perron, der zwischen 1898 und
1902 in Berlin (und Mu¨nchen) studierte, daß Hensels Vorlesung u¨ber Synthetische Geometrie bei ihm
“einen besonders tiefen nachhaltigen Eindruck hinterlassen hat.”38
Sowohl Weierstraß als auch Kronecker a¨ußerten sich positiv zu Hensels Befo¨rderungsgesuch. So schrieb
Weierstraß am 15.1.1891 in einer Stellungnahme an den Dekan der Fakulta¨t, er wu¨rde in der Zustim-
mung zu ihm “eine gerechte Anerkennung nicht nur seines Talentes, sondern auch seines Eifers und
seiner wissenschaftlichen Tu¨chtigkeit” erblicken.39 Kronecker schrieb am 10.2.1891 abschließend an den
Kultusminister von Goßler:
Die vorgeschlagene Befo¨rderung wu¨rde Herrn Hensel selbst eine wohlverdiente Anerkennung seines bisherigen
Wirkens sein sowie eine Aufmunterung, seine Kra¨fte auch fernerhin ganz und voll der Universita¨t und der
Wissenschaft zu widmen.40
32[Hasse, 1950, 3] bzw. [Hayman, 1998, 107].
33[Blumenthal, 1935, 396].
34Vgl.[Biermann, 1988, 148].
35Vgl. [5, 1989] und 2.5.
36[Hilbert, RTB 1888, 1/5 - 1/6].
37[Biermann, 1988, 148]. U¨ber 20 Zuho¨rer hatte er in den Veranstaltungen zur Differentialrechnung und zur Analytischen
Geometrie.
38[Perron, 1948, 234]. Erinnerungen von Ho¨rern an Hensels Vorlesungsta¨tigkeit in Berlin sind sehr selten.
39Zitiert nach [Biermann, 1988, 149].
40Zitiert nach [Biermann, 1988, 301]. Zuvor hatte er ausgefu¨hrt: “Herr Hensel besitzt in seiner vielseitigen humanistischen
Bildung und in der glu¨cklichen Vereinigung von Lehr- und Forschungsgaben alle fu¨r einen mathematischen Universita¨tsdo-
centen erforderlichen Eigenschaften; sein Eintritt in den Kreis der Professoren erscheint uns daher sehr erwu¨nscht.”
19
Trotzdem wurde Hensels Befo¨rderung zu diesem Zeitpunkt abgelehnt.
1891 vero¨ffentlichte Hensel neben drei Notizen mit maximal sechs Seiten zur linearen Algebra bzw. Phy-
sik auch eine lange Abhandlung zur Theorie der algebraischen Functionen einer Vera¨nderlichen und der
algebraischen Integrale.41 U¨ber diese Arbeit trug Hensel auch am 26.9.1891 auf der ersten DMV-Tagung
in Halle vor.42 Wa¨hrend der Vortrag vor allem die eingefu¨hrte Homogenisierung hervorhob, zeichnete sich
die gedruckte Arbeit durch die im Werk Hensels einmalig strikten Konstruktivita¨tsforderungen aus. Diese
verboten die Betrachtung von Wurzeln eines Polynoms und damit auch die Betrachtung der Konjugierten
zu einer algebraischen Funktion.
Ebenfalls bereits in dieser Arbeit untersuchte Hensel den Fall, in dem die gebrochene Potenz eines gege-
benen Faktors, durch die eine algebraische Funktion genau teilbar ist, nur vom Absolutglied der Minimal-
gleichung der algebraischen Funktion abha¨ngt.43 Die Einfu¨hrung der p-adischen Zahlen erlaubte es Hensel
spa¨ter in der zahlentheoretischen Situation, den allgemeinen Fall auf diesen Spezialfall zuru¨ckzufu¨hren.44
Nach Kroneckers Tod
Hensels Situation in Berlin a¨nderte sich erst nach Kroneckers u¨berraschendem Tod am 29.12.1891. Jetzt
argumentierte die Fakulta¨t, daß Hensel, der ihr mit der Abhaltung von Vorlesungen im Sinne Kroneckers
hervorragende Dienste leisten wu¨rde und der geeignetste Herausgeber von Kroneckers wissenschaftlichem
Nachlaß sei, in Berlin gehalten werden sollte.45 Hensel wurde am 7.3.1892 zum Extraordinarius befo¨rdert,
jedoch ohne die eigentlich damit verbundenen Bezu¨ge. Er erza¨hlte Fraenkel spa¨ter daru¨ber, der Ministe-
rialdirektor Friedrich Althoff46 habe diesbezu¨glich zu ihm gesagt: “Sie haben ohnehin genug Geld.”47
Hensel hatte zu Kronecker eine enge perso¨nliche und wissenschaftliche Bindung aufgebaut und bezeich-
nete sich selbst spa¨ter als seinen “Hauptschu¨ler”.48 Aus einer Fo¨rderung mit großem Wohlwollen war
eine “geistige Gemeinschaft” geworden, der Hensel ein “Denkmal” setzte, indem er in jahrelanger Arbeit
die Werke und Teile der Vorlesungen Kroneckers herausgab.49 An Adolf Hurwitz schrieb Hensel 1897
ru¨ckblickend, daß er es “fru¨her bei Kronecker so herzlich gehabt” habe.50
Vermutlich nachdem er keine entsprechenden Resultate in Kroneckers Nachlaß gefunden hatte, vero¨ffent-
lichte Hensel im Jahr 1894 zwei Arbeiten, deren wesentliche Resultate noch aus der Zeit seiner Habilitation
stammten. Die Arbeit [13, 1894], die die A¨quivalenz von Diskriminante der Gattung und Diskriminante
der Fundamentalgleichung zeigt, wurde sowohl von Hilbert als auch von Hurwitz als Zeichen dafu¨r zitiert,
41[9, 1891].
42Abdruck: [11, 1892].
43Allerdings spezifizierte er die dem entsprechende Bedingungen nicht pra¨zise, vgl. 3.1.2.
44Vgl. 5.5.3 und [49, 1905].
45Hensel hatte einen Ruf an die TH Darmstadt erhalten. Die Fakulta¨t ging zurecht davon aus, daß Hensel diesen ablehnen
wu¨rde, wenn er ein Extraordinariat in berlin erhielte, vgl. den Antrag auf Nachfolge von Weierstraß und Kronecker vom
8.2.1892, wiedergegeben nach [Biermann, 1988, 309f].
46Zu Althoff vgl. z.B. [vom Brocke, 1980].
47Zitiert nach [Fraenkel, 1967, 97]. Vgl. allerdings Hensels oben angebenen Ausspruch, er erza¨hle die Geschichten, wie
sie wirklich sind, nicht wie sie sich zufa¨llig zugetragen haben. Fraenkels Erinnerung ist in keinem Fall ganz korrekt, denn
er behauptete, das Extraordinariat sei bereits in Marburg gewesen. Richtig sind Fraenkels Aussagen, Hensel habe “reich
geheiratet”, denn seine Frau stammte aus einer “angesehenen Berliner ju¨dischen Industriellenfamilie.”
48[Fraenkel/Hensel, 1927, 754].
49[Hasse, 1950, 2f].
50Brief Hensels an Hurwitz vom 13.5.1897.
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daß die Kroneckersche Benutzung von Unbestimmten zu einer Vereinfachung der Theorie fu¨hre.51 Die
Arbeit [14, 1894] u¨ber die gemeinsamen außerwesentlichen Diskriminantenteiler entha¨lt hingegen mo¨gli-
cherweise auch neue Resultate.
Seit dem Wintersemester 1892/93 war Georg Frobenius (1849-1917) als Nachfolger Kroneckers in Berlin.
1894 publizierte er Ueber die Elementarteiler der Determinanten,52 wobei er eine Kroneckersche Deter-
minantenformel mit dem Weierstraß’schen Begriff der Elementarteiler verband.
An diese Arbeit schloß Hensel Aussagen Ueber die Elementarteiler componirter Systeme an,53 die er als
methodisches Hilfsmittel fu¨r eine Reihe von Abhandlungen in der Theorie der algebraischen Funktionen
einer Variablen fruchtbar machte.54
Ab [20, 1895] waren fu¨r Hensel auch Wurzelfunktionen, also Wurzeln aus rationalen Funktionen,55 Objek-
te der arithmetischen Theorie. Betrachtet man zu einem linear unabha¨ngigen System mit n Elementen die
oben H genannte Matrix der Konjugierten, so sind die Elementarteiler solche Wurzelfunktionen. Auch ein
beliebiges linear unabha¨ngiges System erlaubt durch Betrachtung der Elementarteiler die Bestimmung
der Diskriminante, da ihre (gebrochenen) Reste Invarianten sind.
Die Anteile eines bestimmen Linearfaktors in den Elementarteilern bilden Folgen, die mit der Prim-
idealzerlegung dieses Linearfaktors zusammenha¨ngen. Diesen Zusammenhang bewies Hensel mit Hilfe
der Theorie der Riemannschen Fla¨chen und ihrer lokalen Potenzreihenentwicklungen. Die entsprechen-
den Ergebnisse wollte er schnell vero¨ffentlichen und ließ sie daher von Frobenius am 17.10.1895 bzw.
14.11.1895 der Berliner Akademie vorlegen.
Entta¨uschte Hoffnungen
1894 wurde Georg Hettner an die TH Charlottenburg berufen. Er behielt zwar sein Extraordinariat an der
Berliner Universita¨t, um je Semester eine zweistu¨ndige Veranstaltung anzubieten, doch wurde dadurch
seine Besoldung frei. Es wurde beantragt, aber abgelehnt, die freie Besoldung auf Hensel zu u¨bertragen.56
Ebenfalls 1894 war Hensel auch fu¨r die Nachfolge Dedekinds an der TH Braunschweig im Gespra¨ch, die
schließlich Robert Fricke bekam. Eine interessante Außensicht auf Hensel gibt die in diesem Zusammen-
hang erfolgte Beurteilung:
...Kronecker, als dessen hervorragendster Schu¨ler er gilt....In wissenschaftlicher Beziehung liegen die Haupt-
Verdienste Hensel’s in der Herausgabe der Kirchhoff’schen und Kronecker’schen Schriften. Derselbe ist
hauptsa¨chlich von den zu Rathe gezogenen Berliner Autorita¨ten als einer derjenigen jungen Gelehrten be-
zeichnet, welche am Geeignetsten dazu erscheinen, Nachfolger von Rich. Dedekind zu werden.57
Eine Berliner Sichtweise sieht man im Briefwechsel zwischen Frobenius und Dedekind. Hensel war mit
dem 13 Jahre a¨lteren Frobenius befreundet, er war Taufpate von Hensels einzigem Sohn. An Hurwitz
51[Hilbert, 1894a, 21] und [Hurwitz, 1895, 199]. Vgl. auch 2.4.1.
52[Frobenius, 1894].
53[17, 1894].
54Beginnend mit [20, 1895]. Die fu¨r Hensel entscheidende Aussage Frobenius’ hatte dieser schon in [Frobenius, 1879]
bewiesen. Hensel beno¨tigte vermutlich eine frische Anregung, weil Kronecker die gro¨ßten gemeinsamen Teiler (im Folgenden:
ggTs) der Unterdeterminanten (einer bestimmten Gro¨ße) und nicht deren Quotienten (also die Elementarteiler) fu¨r die
“richtigen” Invarianten hielt. Vgl. dazu 3.5.2 und [27, 1897, 350f].
55D.h. w(x) = r(x)
1
k mit einer rationalen Funktion r(x) und k ∈ Z.
56Dies geht aus dem Briefwechsel Frobenius - Dedekind um den 20.3.1896 hervor.
57Braunschweiger Rektoratsbericht vom 14.2.1894.
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schrieb Hensel 1897 daru¨ber:
Aber hier habe ich außer Frobenius, dem ich allerdings ganz außerordentlich viel verdanke, niemand, der
ein arithmetisches Herz hat, und das wird mir, nachdem ich es fru¨her bei Kronecker so herzlich hatte, jetzt
schwerer zu entbehren.58
Frobenius berichtete an Dedekind u¨ber Hensel, bevor letzterer am 28.3.1896 erstmals zu Dedekind nach
Braunschweig kam:
Hensel fu¨hlt sich zurecht zuru¨ckgesetzt und schlecht behandelt. Leider kann ich ihm nicht helfen, nicht einmal
Weierstraß kann es, der ihm ebenso wohl will wie ich. Sollte er Ihnen sein Leid klagen, so mahnen Sie ihn
doch recht zur Geduld.59
Es ist nicht klar, auf welche Vorkommnisse sich dies genau bezieht.
Zu¨rich
Ebenfalls 1896 gab es mit dem Scheitern seiner Berufung nach Zu¨rich ein weiteres A¨rgernis fu¨r Hensel. Um
die Sympathien zu beleuchten, sei zuna¨chst eine Briefstelle von Hilbert zitiert, in der es um Minkowskis
Nachfolge in Ko¨nigsberg geht: “..., dagegen habe ich Minkowski den Hensel auszureden gesucht.”60 U¨ber
die Stelle an der Universita¨t Zu¨rich schrieb Minkowski am 17.11.1896 an Hilbert:
Hensel wu¨rde gute Aussichten haben, wenn man nicht glaubte, daß er schließlich doch ausschlagen und den
Ruf nur fu¨r Berlin benutzen wu¨rde.61
Nachdem dieser Hinderungsgrund durch Nachfrage bei Hensel aus dem Weg gera¨umt worden war, traten
jedoch weitere Stimmen gegen Hensel auf den Plan. Im Bericht der Erziehungsdirektion der Universita¨t
vom 14.12.1896 kann man daru¨ber unter anderem lesen:
Von den nicht versorgten ju¨ngeren Mathematikern wird von Frobenius und von den hiesigen Mathematikern
und nach den Versicherungen von Frobenius auch von Weierstraß am meisten in den Vordergrund geru¨ckt:
Kurt Hensel...
Hiesige Mathematiker und Kenner der Verha¨ltnisse (Hurwitz, Geiser etc.) glauben eher annehmen zu sollen,
dass eine Berufung Hensels ’ein Schlag ins Wasser’ wa¨re, trotzdem er gerne von Berlin wegginge, weil ihm dort
’u¨bel mitgespielt’ worden sei. Warum ihm in Berlin ’u¨bel mitgespielt wurde’, ob etwa aus Gru¨nden, die auch
bei uns ins Gewicht fallen ko¨nnten (die vielleicht mit Semitismus oder Antisemitismus zusammenha¨ngen),
haben wir nicht zu eruieren vermocht. Es bleibt hier ein Punkt dunkel, der die meisten Mitglieder der Fakulta¨t
vorsichtig und zuru¨ckhaltend gestimmt hat.62
Am 13.5.1897 schrieb Hensel ru¨ckblickend u¨ber seine Zu¨rich-Pla¨ne ausgerechnet an den gegen ihn agie-
renden Hurwitz:
Es tut mir recht leid, dass ich mit Ihnen und Minkowski so aus der Ferne u¨ber die Dinge sprechen muß,
die mich interessieren, besonders jetzt, wo ich andere wissenschaftliche Pla¨ne habe, welche ich gar zu gern
mit Ihnen beiden durchgesprochen ha¨tte. Das war auch wesentlich, was mich an dem Plane an die Zu¨richer
Universita¨t zu gehen lockte, denn sonst habe ich es hier so gut, dass ich mich nicht so sehr fortwu¨nsche....
Kommen Sie nicht vielleicht dieses Mal nach Braunschweig? Ich gehe jedenfalls hin und will auch dort einen
Vortrag halten, nachdem Dedekind mich in liebenswu¨rdigster Weise dazu aufgefordert hat.63
58Brief Hensels an Hurwitz vom 13.5.1897.
59Brief von Frobenius an Dedekind vom 22.3.1896.
60Brief Hilberts an Klein vom 1.9.1896, zitiert nach [Frei, 1985, 123], die Stelle bekam Otto Ho¨lder.
61Brief Minkowskis an Hilbert vom 17.11.1896, zitiert nach [Minkowski, 1973, 87].
62Zitiert nach [Frei/Stammbach, 1994, 15f].
63Brief Hensels an Hurwitz vom 13.5.1897.
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Den geplanten Vortrag auf der DMV-Tagung in Braunschweig sprach Hensel einen Tag spa¨ter auch in
einem Brief an Hilbert an. Anlaß dieses Briefes war der Empfang von Hilberts Zahlbericht:
Ich habe mich auf eine sehr liebenswu¨rdige Einladung von Professor Dedekind auch entschlossen, auf der
Naturforscherversammlung einen Vortrag zu halten; ich freue mich ganz besonders daru¨ber und darauf, dass
Sie auch da sein werden. Bis dahin werde ich wohl auch Ihr Buch [Zahlbericht] ganz durchgelesen haben,
und werde dann hoffentlich u¨ber manche Punkte desselben ausfu¨hrlicher mit Ihnen reden ko¨nnen.64
In dem angesprochenen Vortrag stellte Hensel den Grundgedanken seiner neuen Theorie vor, der hier
als Vision einer diskreten Riemannschen Fla¨che bezeichnet werden soll. Dabei sind einer algebraischen
Zahl n-ten Grades n Konjugierte zugeordnet, die u¨ber der Menge aller Primzahlen ausgebreitet liegen.65
Zu einer bestimmten Primzahl p geho¨ren dabei n sogenannte Entwicklungen, die in Gruppen zusam-
menha¨ngen. Jeder Gruppe entspricht ein Primdivisor von p und man kann anhand der Entwicklungen
ablesen, welche Potenz des Primdivisors die Zahl entha¨lt.
Verweigerung
Die weitere Entwicklung la¨ßt sich anhand der erhaltenen Briefe Hensels an Hilbert nachvollziehen. Ab
dem 19.10.1897 beginnen diese meist mit der Anrede “Lieber Freund”.66 Im Jahr 1898 hatte Hensel Hil-
bert gebeten, sich bei Klein fu¨r ihn einzusetzen.67
Insbesondere bezu¨glich der Nachfolge Ho¨lder in Ko¨nigsberg hoffte Hensel auf den Einfluß der Gutachten
von Klein und Hilbert.68 Er war der U¨berzeugung, jetzt ko¨nne “doch eigentlich kaum noch jemand vor
mir dort in Betracht kommen.”69 Falls er diese Stelle nicht beka¨me, wu¨rde er u¨berlegen, “aus der Uni-
versita¨tsta¨tigkeit, die fu¨r mich dann doch gar keine Aussicht zu haben scheint, ganz auszuscheiden.”70
Am 12.8.1899 wandte sich Hensel unter anderem mit der Frage an Hilbert, warum er zur Einweihung
des Gauß-Weber-Denkmals nicht eingeladen gewesen sei.71 Am 28.3.1900 schrieb er von “Gru¨nden, die
ich Ihnen lieber mu¨ndlich auseinandersetze” fu¨r eine schnellstmo¨gliche Vero¨ffentlichung der Arbeit [39,
1901].72
Bereits auf der Ru¨ckfahrt von der DMV-Versammlung 1899 in Mu¨nchen hatte Hensel gegenu¨ber Hil-
bert angeku¨ndigt, er werde 1900 weder zur DMV-Versammlung nach Aachen noch zum Internationalen
Mathematikerkongress nach Paris kommen, wenn sich bis dahin an seiner universita¨ren Stellung nichts
a¨ndere.73 Im Dezember 1900 begru¨ndete er sein erfolgtes Fernbleiben damit, es ginge ihm gegen sein
Gefu¨hl, diesen Versammlungen beizuwohnen. Er habe sich auch beurlauben lassen, denn wenn seine aus-
gezeichnete Ta¨tigkeit nicht honoriert wu¨rde, ko¨nne er sie auch frei ausrichten und ordentlich fu¨r sich
64Brief Hensels an Hilbert vom 14.5.1897.
65Diese geometrische Vorstellung wird in einem Abschnitt in 4.2.4 genauer beschrieben, der nach FN 105 beginnt.
66Es erscheint mo¨glich, daß Hilbert nach dem neuerlichen Treffen eine bessere Meinung von Hensel hatte. Hensel selbst
wird als sehr vorsichtig in seinen A¨ußerungen beschrieben. Seine Enkel erinnern sich, die ho¨chste Kritik sei “Den kenne ich
noch nicht so genau” gewesen. Zitiert nach dem Familientreffen der Familie Gu¨nther-Schenk am 6.9.1998.
67“U¨ber das Resultat Ihrer Besprechung mit Klein bin ich ebenfalls sehr froh. Mo¨chte doch jetzt endlich etwas daraus
werden, dass ich von Berlin fortkomme... Bitte liefern Sie mir doch auch weiterhin darin Ihre Hilfe.” Brief Hensels an Hilbert
vom 21.7.1898.
68“Vielleicht ko¨nnen Sie noch einmal mit Klein daru¨ber sprechen; ich hoffe, dass jetzt durch sein und Ihr Gutachten
endlich etwas daraus werden ko¨nnte,” Brief Hensels an Hilbert vom 26.8.1898.
69Brief Hensels an Hilbert vom 26.8.1898, die Stelle bekam Schoenflies.
70Brief Hensels an Hilbert vom 26.8.1898.
71Brief Hensels an Hilbert vom 12.8.1899.
72Brief Hensels an Hilbert vom 28.3.1900.
73Brief Hensels an Hilbert vom 16.12.1900. Hensel war zu diesem Zeitpunkt im Vorstand der DMV!
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arbeiten. Weiter hoffe er, “dass man vielleicht doch bald einmal einsieht, dass es gerecht wa¨re, wenn ich
auch einen Schritt vorwa¨rts ka¨me.”74
Fruchtbare Jahre und die Zeit des Nazisozialismus
Als Schottky im Herbst 1902 nach Berlin berufen wurde, erhielt Hensel dessen ordentliche Professur in
Marburg.
In Marburg entwickelte Hensel eine erfolgreiche Forschungs- und Lehrta¨tigkeit. So stieg innerhalb von
fu¨nf Jahren die Zahl der Mathematikstudenten von 30 auf 175.75 Hensels Leistungen wurden jetzt auch
honoriert: Er erhielt einen Ruf nach Leipzig, dessen Ablehnung ihm (am 3.8.1908) den Titel “Geheimrat”
einbrachte.76 Am 26.2.1908 wurde er in die Leopoldina zu Halle, die Deutsche Akademie der Naturfor-
scher, aufgenommen.77
Zwischen 1903 und 1932 begutachtete er insgesamt 21 Promotionen, die achte davon war 1915 die von
Abraham A. Fraenkel.78
Seit Fuchs’ Tod im April 1902 gab Hensel auch das Crelle-Journal (Journal fu¨r die reine und angewandte
Mathematik) heraus, was ihm eine besondere Herzensangelegenheit war.79
Unter Hensels Schu¨lern sei Helmut Hasse hervorgehoben, weil dieser nicht nur ab 1920 bei Hensel stu-
dierte, promovierte und habilitierte, sondern auch anschließend eng mit ihm zusammenarbeitete, z.B. bei
der Herausgabe des Crelle-Journals.80
Insbesondere schrieb Hensel u¨ber dessen mathematische Ta¨tigkeit, er habe “so manche Wu¨nsche und
Hoffnungen , die ich in meinem langen Leben hegte, so scho¨n erfu¨llt.”81
Obwohl Hensel bereits 1929 emeritiert worden war, hatte er noch unter den Schikanen des NS-Regimes
gegen “ju¨dische” Mathematiker zu leiden.82 So wurde er im Juli 1935 vom Rektor der Marburger Univer-
sita¨t gebeten, im Wintersemester 1935/36 keine Vorlesungen zu halten.83 Am 19. Dezember 1935 wurde
ihm angedroht, er werde mit Wirkung zum 31.12.1935 in den Ruhestand versetzt.84
1936 entschied Hensel durchaus schmerzvoll, es sei wohl “das Richtigste und Ansta¨ndigste”,85 wenn er
selbst seine Ta¨tigkeit fu¨r das Crelle-Journal abschließe. 1939 trat er dann auf dringenden Rat Hasses aus
der DMV aus, um einem Ausschluß zuvorzukommen.86
74Brief Hensels an Hilbert vom 16.12.1900.
75[Hayman, 1998, 109].
76Vgl. [Hasse, 1950, 4] und Blatt 1 der Marburger Personalakte.
77Vgl. deren Matrikel-Mappe Nr. 3256.
78Vgl. die Marburger Universita¨tsakten.
79Vgl. [Hasse, 1950, 4]. Nur gelegentlich war er mit den eingegangenen Manuskripten so unzufrieden, daß seine Frau
vorschlug, er ko¨nne es ja immer noch Journal fu¨r kleine und ungewandte Mathematik nennen, [Hayman, 1998, 109].
80Hasse steht erstmals 1926 als Mitarbeiter auf dem Deckblatt, ab 1929 kommt er wie Schlesinger als Editor hinzu, ab
1934 sind Hensel und Hasse zu zweit Editoren, ab Band 176 (1937) ist Hasse alleiniger Editor, s.u.
81Brief Hensels an Hasse vom 11.6.1936. Hasse konnte insbesondere in verschiedenen mathematischen Situationen die
Bedeutung der p-adischen Sichtweise etablieren.
82Vgl. die Hintergru¨nde am Beginn dieser biographischen Skizze.
83[Personalakte Hensel, Blatt 12].
84[Personalakte Hensel, Blatt 14]. Diese Versetzung in den Ruhestand ha¨tte eine Ku¨rzung der Dienstbezu¨ge auf 35%
bedeutet, wurde aber zuru¨ckgenommen, da emeritierte Hochschullehrer nachtra¨glich von der Anwendung des Paragraphen:
“Ein Jude kann nicht Reichsbu¨rger sein. Ihm steht ein Stimmrecht in politischen Angelegenheiten nicht zu, er kann ein
o¨ffentliches Amt nicht bekleiden.” ausgenommen wurden.
85Brief Hensels an Hasse vom 11.6.1936.
86Belegt durch eine Postkarte Hensels an Hasse vom 16.6.1939. Die Durchschrift des Briefes vom 13.6.1939, in dem Hasse
dies anriet, ist ebenfalls erhalten.
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Hensel war deutschnational eingestellt,87 woran sich auch nach der Machtu¨bernahme der Nationalsozia-
listen nichts a¨nderte. U¨ber den Internationalen Mathematikerkongress in Oslo 1936 schrieb er: “Dass
Deutschland so scho¨n abgeschnitten hat, freut mein deutsches und mein mathematisches Herz.”88
Er starb am 1. Juni 1941 zumindest ko¨rperlich von den Nazis unbehelligt an einem Herzinfarkt. Der
Hasse-Schu¨ler Hans Reichardt legt in seinen Erinnerungen nahe, dies habe mit “riskanten Bemu¨hungen”
Hasses zugunsten Hensels zusammengehangen.89
1.2 Hintergru¨nde der Mathematik Hensels
In diesem Abschnitt werden zuna¨chst die wichtigsten Problemstellungen, die Hensel bearbeitete, darge-
stellt. Anschließend wird skizziert, wie diese Problemstellungen mit den Problemlo¨sungen anderer Akteure
in der Theorie der algebraischen Zahlen zusammenha¨ngen.
Primdivisoren
Um Mißversta¨ndnissen vorzubeugen, wird hier der Gebrauch des Wortes Primdivisor erla¨utert. Zuna¨chst
ist Divisor in diesem Zusammenhang nur das lateinische Wort fu¨r Teiler,90 es soll also keine Assoziation
zu spa¨teren Begriffsbildungen der algebraischen Zahlentheorie bzw. der algebraischen Geometrie herge-
stellt werden.
Jeder im Folgenden auftretende Primdivisor P hat die folgenden abstrakten Eigenschaften:
1) fu¨r jede ganze algebraische Zahl/Funktion X ist definiert (und kann bestimmt werden), welche Potenz
von P das X genau teilt (Divisor),
2) ein Produkt ist genau dann durch P teilbar, wenn mindestens ein Faktor es ist (prim).
In Kroneckers Theorie der Grundzu¨ge [Kronecker, 1882] werden Unbestimmte ui eingefu¨hrt und mit
ihrer Hilfe Formen F = a1u1 + · · ·+akuk gebildet. Im hier betrachteten Fall eines Zahlko¨rpers sind die ai
dabei ganze algebraische Zahlen des untersuchten Zahlko¨rpers. Eine solche Form repra¨sentiert verschiede-
ne ganze algebraische Zahlen, die man erha¨lt, wenn man statt der ui gewo¨hnliche ganze Zahlen einsetzt.
Kroneckers wichtigstes Ziel war es, den gro¨ßten gemeinsamen Teiler der ai zu konstruieren. Dazu wird
die Form F noch modifiziert. Das entstehende Modulsystem M entspricht dann den heute gela¨ufigeren
Dedekindschen Idealen.91 Fu¨r Kronecker war es dabei methodisch wichtig, daß er die Objekte mit For-
meln konstruieren und nicht nur als Mengen beschreiben konnte.
Dedekind hingegen definierte Ideale als Mengen ganzer algebraischer Zahlen mit bestimmten Eigenschaf-
87Der folgende Ausschnitt aus einem Brief Hensels an seine Schwester Cecile Leo vom 12.9.1914 soll nur der Illustration
dienen. Seine Interpretation wu¨rde eine sta¨rkere Kontextualisierung erfordern. “[T]rotz allem muss ich sagen, ich bin stark
und glu¨cklich, dass ich diese gro¨ßte Zeit erleben durfte; wie es auch kommen mag, ob wir siegen oder untergehen, niemand
kann mir diese wundervollen Eindru¨cke der letzten 6 Wochen rauben.”
88Brief Hensels an Hasse vom 31.7.1936.
89[Reichardt, 1984, 201]. Allerdings ist Reichardts Formulierung nicht konkret genug, um daraus abzuleiten, Hasse habe
Hensel vor dem KZ bewahrt, wie es in der Internetpublikation [Sponsel, www] und auf der Wikipedia-Seite zu Hasse (6.10.
2010, FN 1) geschieht.
90Damit soll eine Verwechlsung zwischen den ganzen rationalen Primteilern einer Zahl z ∈ Z und ihren Primdivisoren in
einem Zahlko¨rper vermieden werden.
91Mit Hilfe dieser nur angesprochenen Konstruktion ordnete Kronecker also dem Ring der ganzen algebraischen Zahlen
durch Hinzunahme von Unbestimmten einen Bezout-Ring zu, in dem jedes endlich erzeugte Ideal ein Hauptideal ist, vgl.
[Neumann, 2001, 142 & 150].
25
ten. Er betrachtete diese Mengendefinition entscheidend. Weniger grundlegend waren fu¨r ihn die aus
dieser Definition abgeleiteten Aussagen, daß alle von ihm untersuchten Ideale endlich erzeugt sind und
also als gro¨ßte gemeinsame Teiler betrachtet werden ko¨nnen. Insbesondere gibt es in seiner Theorie nur
Ideale und keine ihnen entsprechenden Divisoren als Objekte.
Sowohl Kronecker als auch Dedekind definierten eine Multiplikation fu¨r ihre jeweiligen Objekte, so daß
jedes Modulsystem eindeutig in ein Produkt von Primmodulsystemen bzw. jedes Ideal eindeutig in ein
Produkt von Primidealen zerlegt werden kann.92 Auf technische Einzelheiten der Definition von Prim-
idealen bzw. Primdivisoren und verschiedene Beweise der eindeutigen Zerlegung bei diesen Autoren muß
hier nicht eingegangen werden.93
Hensel arbeitete im Verlauf seiner Karriere mit verschiedenen Konzepten von Primdivisoren, Ideale be-
nutzte er nur gelegentlich als Hilfsmittel. Er begann im Kroneckerschen Theorierahmen der Grundzu¨ge.
Nach Kroneckers Tod (spa¨testens ab 1893) suchte er jedoch nach eigenen Konzeptionen. So ging er in der
Theorie der algebraischen Funktionen dazu u¨ber, die beno¨tigten ggTs nicht als Kroneckersche Divisoren,
sondern als Wurzelfunktionen einzufu¨hren. Die von ihm im zahlentheoretischen Fall eingefu¨hrten Prim-
divisoren bleiben sehr abstrakt, da sie den Reihenentwicklungen, in denen die Teilbarkeitsinformationen
kodiert sind, nur zugeordnet werden.
Hensels Ziel ab 1893 war es insbesondere, die bekannten Primdivisoren (oder je nach Bezeichnung Prim-
ideale) in der Theorie der algebraischen Zahlen durch eine neue Konstruktion einfacher zu bestimmen
bzw. zu beschreiben.
1.2.1 Die zahlentheoretischen Problemstellungen Hensels
Die drei wichtigsten zahlentheoretischen Problemstellungen Hensels ha¨ngen alle eng mit dem Begriff der
Diskriminante zusammen. Dieser wird daher zuerst in modernisierter Begriﬄichkeit, aber aus Hensels
Perspektive, vorgestellt.
Die Diskriminante
Ausgangspunkt ist eine algebraische Ko¨rpererweiterung K = Q(α) n-ten Grades, die durch Adjunktion
einer Wurzel einer irreduziblen Gleichung n-ten Grades (1) xn + a1x
n−1 + · · · + an = 0 mit ganzen
Koeffizienten gegeben ist. Der “richtige” Begriff der ganzen algebraischen Zahl umfaßt dann nicht mehr
nur die ganzrationalen Funktionen von α mit ganzen Koeffizienten, sondern alle diejenigen Zahlen des
Ko¨rpers, die einer Gleichung mit ganzen (rationalen) Koeffizienten und Leitkoeffizient 1 genu¨gen.94
Man kann eine Ganzheitsbasis g1, . . . , gn konstruieren, die die Darstellung aller und nur der ganzen alge-
braischen Zahlen als Linearkombination mit ganzen (rationalen) Koeffizienten ermo¨glicht.95 Der Ko¨rperer-
92Ringe, die Integrita¨tsbereiche sind und in denen eine solche Zerlegung eindeutig mo¨glich ist, heißen heute Dedekindringe.
Die definierten Multiplikationen stimmen im Fall eines Zahlko¨rpers u¨berein, in allgemeineren Fa¨llen entspricht Kroneckers
Multiplikation aber nicht mehr der Idealmultiplikation, vgl. [Neumann, 2001].
93Als Lektu¨re hierzu sei noch einmal [Edwards, 1980] empfohlen.
94Also der Form (1). Dieser Ganzheitsbegriff wurde unabha¨ngig voneinander von Kronecker und Dedekind eingefu¨hrt. Es
erscheint naheliegend, daß bereits bei dieser Begriffsbildung die Analogie zur Theorie der algebraischen Funktionen einer
Vera¨nderlichen eine wesentliche Rolle spielte.
95D.h. in der Form g = a1g1 + a2g2 + · · ·+ angn mit ai ∈ Z.
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weiterung wird dann eine ganze Zahl, die Diskriminante D zugeordnet, die man aus der Ganzheitsbasis
berechnen kann, die von der konkreten Ganzheitsbasis jedoch unabha¨ngig ist:
Man schreibt die Elemente gi = gi,1 der Ganzheitsbasis in die erste Zeile einer Matrix. In jeder Spalte
stehen darunter die insgesamt n konjugierten Ko¨rperelemente gi,j .
96 Die Diskriminante ist das Quadrat
der Determinante der so entstandenen n× n-Matrix H:
H =

g1,1 g2,1 . . . gn,1
g1,2 g2,2 . . . gn,2
...
...
. . .
...
g1,n g2,n . . . gn,n

Die Diskriminante D = detH ist eine rationale ganze Zahl. Daher kann man fu¨r jede Primzahl einzeln
untersuchen, ob und in welcher Potenz sie in der Diskriminante vorkommt.
Das Problem der gemeinsamen außerwesentlichen Diskriminantenteiler
Die erla¨uterte Berechnungsmethode fu¨hrt ebenfalls auf eine (rationale) ganze Zahl, wenn man sie fu¨r eine
beliebige Ko¨rperbasis aus ganzen algebraischen Zahlen durchfu¨hrt, also insbesondere auch fu¨r die Q-Basis
1, x, . . . , xn−1 fu¨r ganzes x. Das Ergebnis heißt dann Elementdiskriminante und werde mit dx bezeichnet.
Dann stellt sich fu¨r ein gegebenes x die Frage, fu¨r welche Primzahlen p die in dx enthaltene Potenz von
p mit der in D enthaltenen u¨bereinstimmt.97
Umgekehrt kann man aber auch fu¨r eine beliebig gegebene Primzahl p fragen, ob es ein Element y gibt,
so daß der p-Anteil von D und dy u¨bereinstimmt.
98
Falls kein solches y existiert, d.h. die Potenz von p in D kleiner ist als im gro¨ßten gemeinsamen Teiler
aller dx, so heißt die Primzahl p gemeinsamer außerwesentlicher Diskriminantenteiler (gaDT). Hensels
Ziel war es, eine Theorie dieses bekannten Pha¨nomens aufzustellen - er wollte also die Gru¨nde fu¨r das
Vorkommen der gaDT verstehen, ihr Vorkommen in bestimmten Ko¨rpertypen nachweisen usw.
Die Probleme der “wilden Verzweigung” und der Komposition
Es ist bekannt, was es bedeutet, wenn eine Primzahl in der Diskriminante einer algebraischen Ko¨rperer-
weiterung vorkommt: Im Ring der ganzen Zahlen dieser Erweiterung wird p im Allgemeinen nicht prim
bleiben und p teilt genau dann die Diskriminante, wenn in der Primdivisorzerlegung der Zahl p Faktoren
mehrfach vorkommen.99 (Hensel nannte die Diskriminantenteiler aus diesem Grund 1897 als erster Ver-
zweigungszahlen.100)
Geht man umgekehrt von der Primdivisorzerlegung von p aus, so kann man versuchen, aus dieser die
genaue Potenz von p zu bestimmen, die in der Diskriminante enthalten ist. Ist p = P e11 P
e2
2 . . . P
eh
h die
96In jeder Zeile stehen dabei die zusammengeho¨rigen Konjugierten.
97Es ist klar, daß D ein Teiler von dx ist.
98Vgl. hierzu den Abschnitt “Die Nachfolge Kummers - Kronecker, Dedekind, Selling” in 1.2.2.
99Dieser Satz stammt von Dedekind, der ihn am 20.9. 1871 ohne Beweis in den Go¨ttingischen gelehrten Anzeigen vero¨ffent-
lichte [Dedekind, 1871a, 1489] und in [Dedekind, 1882] bewies.
100Dies geschah in einem Vortrag, in dem er zugunsten seiner neuen Theorie stark mit der Analogie zur Theorie der
algebraischen Funktionen argumentierte, in welcher der Begriff gela¨ufig ist. Vgl. 4.2.3 und den Abdruck des Vortrags [34,
1899].
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Zerlegung und ist keiner der Exponenten durch p teilbar, so ist hierfu¨r eine Formel bekannt.101
Ist andererseits eines der ei durch p teilbar, so spricht man von wilder Verzweigung.
102 In diesem Fall
liefert die Formel einen echt zu kleinen Wert.
Das Problem der wilden Verzweigung besteht darin, den (betroffenen) Primdivisoren Pi genauere Bestim-
mungsstu¨cke zuzuordnen, um wiederum zu einer Formel fu¨r den Exponenten von p in der Diskriminante
zu kommen.103
Schließlich ging es Hensel noch um das Verhalten der Diskriminante bei Komposition: Es sind zwei
Ko¨rpererweiterungen gegeben und man mo¨chte aus den beiden Diskriminanten die Diskriminante des
Kompositums berechnen. (Konkrete Ansa¨tze fu¨r dieses Problem fand Hensel jedoch nur in Spezialfa¨llen.)
Das zentrale mathematische Objekt
Zu einem beliebigen linear unabha¨ngigen System von n (ggf. nur lokal) ganzen Elementen betrachtete
Hensel die bei der Berechnung der Diskriminante bereits eingefu¨hrte Matrix H, die aus den Elementen
und ihren Konjugierten aufgebaut ist.
Diese Matrix ist der Motor fu¨r das Neue, an ihr entzu¨ndete sich Hensels Phantasie. Er fu¨hrte Begriffe fu¨r
die Situationen ein, in denen er die zugeho¨rige Determinante schon verstand, ersetzte die Elemente durch
ihre Reihenentwicklungen, suchte nach speziellen Blockdiagonalgestalten und fand Algorithmen, die auf
diese fu¨hrten.104
Analogien
Zwei Analogien spielten in Hensels Arbeiten eine wesentliche Rolle. Einmal war dies die bekannte Analogie
zwischen algebraischen Zahlen und algebraischen Funktionen einer Variablen. Die zugeho¨rigen Theori-
en waren z.B. beide Spezialfa¨lle von Kroneckers Theorie der Grundzu¨ge gewesen.105 Hensel nutzte diese
Analogie zum einen als rhetorisches Argument fu¨r seine arithmetischen Potenzreihen,106 zum anderen
inspirierte sie ihn aber auch dazu, seine Ideen fu¨r die algebraischen Zahlen auf den Fall der algebraischen
Funktionen einer Variablen zu u¨bertragen.107
Eine weitere zentrale Analogie ist diejenige zwischen den neuen p-adischen Zahlen und den reellen Zahlen.
Hensel hatte bemerkt, daß die eindeutige Zerlegung eines irreduziblen Polynoms mit ganzzahligen Koeffi-
zienten fu¨r den Bereich von p analog zur eindeutigen Zerlegung dieses Polynoms mit reellen Koeffizienten
101In der Formel kommen noch die Grade fi der Primdivisoren vor. Dann gilt
∑
i eifi = n und der Exponent von p in der
Diskriminante ist
∑
i(ei−1.)fi. Diese Formel war unvollsta¨ndig in [Kronecker, 1882] bewiesen worden; ein Beweis, den Hensel
wahrscheinlich in einer seiner unvero¨ffentlichten Habilitationsarbeiten, in jedem Fall aber in [13, 1894], vervollsta¨ndigte.
Dedekind ha¨tte diese Formel leicht ableiten ko¨nnen, wenn er an ihr Interesse gehabt ha¨tte, vgl. [Dedekind, 1882, 393].
102Dieser heute aktuelle Ausdruck wird hier zur Abku¨rzung benutzt, obwohl er weder von Hensel noch von seinen Zeitge-
nossen benutzt wurde.
103Hensel sprach von der “Bestimmung der Ko¨rperdiskriminante”, Brief Hensels an Weber vom 23.11.1897.
104Entsprechend ha¨ufig taucht dieses Objekt in Hensels Untersuchungen auf. Eine wichtige Rolle spielt es in den Abschnit-
ten 2.5.2, 3.2.2, 3.4.1, 4.2.4, 4.3.2, 4.4.3 und 5.3.1. Vgl. auch die Erla¨uterungen in 4.1.1.
105[Kronecker, 1882].
106Vgl. 4.2.3 und 4.2.4.
107Vgl. die vero¨ffentlichte Umsetzung im Fall der algebraischen Funktionen in 4.3.2 und anschließend fu¨r algebraische
Zahlen in 4.4.3.
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ist.108 Daher orientierte er sich bei der formalen Definition der p-adischen Zahlen in den anschließenden
Vero¨ffentlichungen an der in Berlin u¨blichen Definitionsweise fu¨r die reellen Zahlen.109
1.2.2 Akteure im Umfeld von Theorien algebraischer Zahlen
Gemeint sind hierbei Theorien ggf. spezieller Zahlko¨rper, in denen modern gesprochen Primideale im
Ring der ganzen Zahlen, zeitgeno¨ssisch also auch “ideale complexe Zahlen” oder “ideale Primdivisoren”
betrachtet bzw. zuvor definiert werden.
Eine erste solche Theorie hatte Ernst Eduard Kummer im Jahr 1847 fu¨r den Ko¨rper der p-ten Einheits-
wurzeln vorgestellt. Anschließend verallgemeinerte er sie fu¨r Ko¨rper, die durch Adjunktion einer k-ten
Wurzel aus einem Ko¨rper p-ter Einheitswurzeln entstehen.110
Die Nachfolger Kummers - Kronecker, Dedekind, Selling
Kummer hatte bereits 1859 in einer Abhandlung darauf hingewiesen, daß sein etwas ju¨ngerer Freund
Leopold Kronecker eine Verallgemeinerung seiner Theorie der idealen Zahlen auf beliebige Zahlko¨rper
besitze.111 Zwar kam es nicht zu der angeku¨ndigten Vero¨ffentlichung Kroneckers, aber 1865 plante er sie
noch, denn mit Bezug auf diese lehnte er ein Manuskript Eduard Sellings fu¨r das Berliner Crelle-Journal
ab.112
Eduard Selling vero¨ffentlichte seine Theorie (fu¨r galoissche Zahlko¨rper), deren Grundideen in 4.2.2 dar-
gestellt werden, daraufhin in einer Wiener Zeitschrift.113 Obwohl Selling durch eine Vorlesung Dedekinds
und Gespra¨che mit ihm zu seinen Untersuchungen motiviert worden war, erkennt man die bewußten
Parallelen zu Kummer, aber nur wenig gedankliche Na¨he zu Dedekinds eigener Theorie.
Richard Dedekind arbeitete bereits seit Ende der 1856 an einer Verallgemeinerung von Kummers Theorie
auf allgemeine Zahlko¨rper.114 Allerdings vero¨ffentlichte er erst seine zweite Theorie [Dedekind, 1871], weil
er in der ersten die gaDT extra behandeln mußte.115 Wie er diesen Ausnahmefall behandeln wollte, ist
weder vero¨ffentlicht noch im Nachlaß enthalten,116 aber in der Rezension eines Lehrbuchs zur Theorie
der Kreisteilung merkte er an, man ko¨nne (in diesem konreten Fall) auch die Zerlegung der definierenden
Gleichung “in bezug auf beliebig hohe Potenzen von q” benutzen.117
Die gaDT, die Hensels Dissertationsthema wurden, sind fu¨r die Entstehung von Dedekinds bzw. Kroneckers
Theorie der algebraischen Zahlen verschieden wichtig gewesen. Glaubt man Kronecker, so hatte er bereits
1858 einen Periodenunterko¨rper des Ko¨rpers der 13. Einheitswurzeln betrachtet, in dem ein gemeinsa-
mer außerwesentlicher Diskrimininantenteiler auftritt.118 Dieses Pha¨nomen beeinflußte seinen Zugang zur
108Vgl. 5.2.1. Die Zerlegung in reelle Faktoren ersten und zweiten Grades ist eine Formulierung des Fundamentalsatzes
der Algebra.
109Vgl. 5.4 und das Ende von 1.2.2.
110[Kummer, 1847] und [Kummer, 1859].
111[Kummer, 1859, 737].
112Daß Selling eine solche Vero¨ffentlichung wu¨nschte, weiß man, weil Selling die Ablehnung Kroneckers an Dedekind
schickte. Dieser bewahrte eine Abschrift auf, die sich in seinem Nachlaß befindet.
113[Selling, 1865].
114[Haubrich, 1992, 128].
115[Dedekind, 1878, 202].
116Vgl. [Haubrich, 1992, 174].
117Es handelt sich um [Bachmann, 1872] bzw. [Dedekind, 1873, 418].
118Vgl. [Kronecker, 1882, 384]. Im Fall der dreigliedrigen Perioden ist jede Elementdiskriminante durch drei teilbar, wa¨hrend
drei offenbar kein Teiler der Diskriminante des Ko¨rpers ist.
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arithmetischen Theorie der algebraischen Zahlen jedoch anscheinend nicht wesentlich.
Anders ist es mit Dedekind, der “viele Beweisversuche” fu¨r die Aussage unternahm, daß es keine gaDT
gibt.119 Nachdem er ihnen eine Sonderstellung in seiner (nicht u¨berlieferten) ersten Theorie geben mußte,
hielt er anschließend seine Theorie der Ideale gerade aufgrund des Vorkommens der gaDT fu¨r notwen-
dig.120
Dedekind schrieb an Heinrich Weber, Kronecker sei noch 1880 “ganz im Unklaren u¨ber das Wesen dieser
Erscheinung” gewesen, was man in den Grundzu¨gen jedoch nicht mehr bemerken wu¨rde.121
Unstrittig sollte jedoch sein, daß Kronecker das Pha¨nomen bemerkt hatte, denn in seiner von 1862 stam-
menden Arbeit Ueber die Discriminante algebraischer Functionen einer Variabeln bewies er, daß es in
diesem Fall keine gaDT gibt.122
Die Situation in den 1880er Jahren: Dedekind versus Kronecker
Ab 1882 gab es zwei konkurrierende Theoriemodelle fu¨r die gemeinsame Behandlung der algebraischen
Zahlen und der algebraischen Funktionen einer Variablen:
Einerseits war dies die auf dem sehr allgemeinen, mengentheoretischen Idealbegriff beruhende Idealtheo-
rie Dedekinds. Fu¨r die algebraischen Zahlen maßgeblich ist dabei die erste Darstellung der Theorie im
Anhang von Dirichlets Zahlentheorie [Dedekind, 1871], sowie die Abhandlung Ueber die Discriminante
endlicher Ko¨rper.123 Den Fall der algebraischen Funktionen behandelte Dedekind gemeinsam mit Hein-
rich Weber in der Abhandlung Theorie der algebraischen Functionen einer Vera¨nderlichen, die bereits
1880 abgeschlossen war, aber erst 1882 publiziert wurde.124
Andererseits fu¨hrte Kronecker einen ebenfalls sehr allgemeinen, aber mehr kalku¨lorientierten Formen-
begriff (nebst Operationen) ein, mit dessen Hilfe er in den aus Anlaß von Kummers fu¨nfzigja¨hrigem
Doktorjubila¨um entstandenen Grundzu¨ge[n] einer arithmetischen Theorie der algebraischen Gro¨ßen eine
allgemeine Theorie entwarf, die die Theorie der algebraischen Zahlen ebenso wie die Theorie der Funk-
tionen einer Variablen als Spezialfa¨ll umfaßte.
Die Unterschiede in den methodischen Ansichten Dedekinds und Kroneckers haben Edwards, Neumann
und Purkert auf die griffige Formel gebracht:
Was fu¨r Dedekind “formal” war, war “konkret” fu¨r Kronecker, namentlich das Rechnen mit Formen; was fu¨r
Dedekind “konkret” war, war “abstrakt” fu¨r Kronecker, besonders Dedekinds Ideale.125
119Brief Dedekinds an Marie Henle vom 9.4.1859, zitiert nach [Haubrich, 1992, 173].
120Ga¨be es keine gemeinsamen außerwesentlichen Diskriminantenteiler, so ko¨nnte man die Primidealzerlegung jeder ratio-
nalen Primzahl aus der Minimalgleichung eines geeignet gewa¨hlten Erzeugers der Ko¨rpererweiterung gewinnen bzw. auch
so definieren.
121Brief Dedekinds an Weber vom 20.02.1887, zitiert nach [Edwards/Neumann/Purkert, 1982, 79], Hervorhebung B.P.
122Die Arbeit wurde am 16.1.1862 vor der Berliner Akademie vorgetragen, erschien aber erst 1881, vgl. [Kronecker, 1881].
123[Dedekind, 1882].
124[Dedekind/Weber, 1882]. Kronecker war Herausgeber des Crelle-Journals. Es war mit Dedekind und Weber abgespro-
chen, daß die alte Abhandlung [Kronecker, 1881] zur Theorie der algebraischen Funktionen zuvor gedruckt werden wu¨rde.
Ob sich diese Absprache auch auf die deutlich umfangreicheren Grundzu¨gen [Kronecker, 1882] bezog, ist ungekla¨rt. Vgl.
[Ullrich, 1998, 167f] und die dort zitierten Brief- und Textstellen Dedekinds.
125[Edwards/Neumann/Purkert, 1982, 53], wo diese Ansicht z.T. erla¨utert, z.T belegt wird.
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Nach Kroneckers Tod: Hurwitz und Hilbert
Etwa ab 1893 arbeiteten sich Hilbert und Hurwitz in Ko¨nigsberg gemeinsam in die Ansa¨tze zur arithme-
tischen Theorie der algebraischen Zahlen ein. Wie Otto Blumenthal sich erinnerte, erza¨hlte Hilbert u¨ber
die betreffenden Spazierga¨nge mit Hurwitz:
Einer nahm den Kroneckerschen Beweis fu¨r die eindeutige Zerlegung in Primideale vor, der andere den
Dedekindschen, und beide fanden wir scheußlich.126
Hilberts erstes Resultat zur Theorie der algebraischen Zahlen war dann auch ein vereinfachter Beweis fu¨r
die eindeutige Zerlegung in Primideale, woru¨ber er 1893 auf der DMV-Tagung in Mu¨nchen vortrug.127
Dort wurde er auch gemeinsam mit Minkowski um einen Bericht u¨ber den Stand der Zahlentheorie ge-
beten.128
Anschließend entwickelte Hilbert Grundzu¨ge einer Theorie des Galois’schen Zahlko¨rpers,129 die Hilbert-
sche Verzweigungstheorie. Mit dieser Vero¨ffentlichung geriet er in Konflikt zu Dedekind, da ihn dessen
vorsichtiger Hinweis, er habe schon weitere Resultate u¨ber die Diskriminante bewiesen, nicht von seiner
Vero¨ffentlichung abhielt.130 Dedekind bezog sich in seinem Unwilllen darauf, er habe Hilbert am 30.6.1892
seine Arbeit [Dedekind, 1882] geschickt und extra mit den Worten “Die erwa¨hnte Untersuchung war schon
damals mit allen Beweisen aufgeschrieben” auf den Schlußsatz hingewiesen. Dieser Brief befindet sich im
Nachlaß Hilbert.
Hurwitz vero¨ffentlichte 1894 eine Arbeit U¨ber die Theorie der Ideale,131 die sogar zum Auslo¨ser einer
o¨ffentlichen Polemik mit Dedekind wurde, da Hurwitz (damit na¨her zu Kroneckers Ansichten neigend)
eine Beschra¨nkung auf endlich erzeugte Ideale vorschlug.132
1897 erschien Hilberts Zahlbericht [Hilbert, 1897], der nicht nur den Stand der Theorie der algebraischen
Zahlen referierte, sondern die Resultate in eine einheitliche, architektonisch strukturierte Form goß. Der
Bericht bediente sich sowohl bei Dedekind als auch bei Kronecker und wurde zur u¨berragenden Referenz-
quelle.133
Ein Weggenosse - Georg Landsberg
Georg Landsberg arbeitete spa¨testens ab 1895 a¨hnlich wie Hensel an der U¨bertragung von Konzepten
aus der Theorie der algebraischen Funktionen in die Zahlentheorie.134
Landsberg hatte 1890 in Breslau promoviert, seine Arbeit fu¨hrte einen Aspekt von Dedekinds Idealtheo-
rie genauer aus. Am Ende ihrer Einleitung bedauerte er, den inneren Zusammenhang der Dedekindschen
126[Blumenthal, 1935, 397]. Da bekannt war, daß Kronecker zahlreiche seiner Resultate mit großer zeitlicher Verzo¨gerung
oder gar nicht vero¨ffentlichte, ko¨nnte die Bescha¨ftigung mit der Theorie der algebraischen Zahlen durch Kroneckers Tod
Ende 1891 motiviert worden sein.
127Vgl. [Hilbert, 1894].
128Es scheint naheliegend, daß diese Beauftragung von Klein ausging, der damit der Berliner Schule die Deutungshoheit
u¨ber die Theorie der algebraischen Zahlen nehmen wollte. Es gibt dafu¨r meines Wissens jedoch keine Quellen. Klein und
Hilbert kannten sich seit einem Studienbesuch Hilberts bei Klein in Leipzig im Wintersemester 1885/86, [Blumenthal, 1935,
392]. Sie blieben danach in relativ vertrautem Briefwechsel (vgl. [Frei, 1985]), bis Klein ihn 1895 nach Go¨ttingen berief.
129[Hilbert, 1894a]
130Frobenius kritisierte zusa¨tzlich, die Arbeit sei schlecht geschrieben, vgl. Brief Frobenius an Dedekind vom 24.1.1895.
131[Hurwitz, 1894].
132Vgl. [Dedekind, 1895] und [Hurwitz, 1895].
133Hilbert und Minkowski hatten den Stoff aufgeteilt, der Teil Minkowskis wurde aber nicht beendet. Zur Bedeutung des
Zahlberichts vgl. [Lemmermeyer/Schappacher, 1998] und [Schappacher, 2005].
134Ein genauerer Vergleich der Herangehensweisen Hensels und Landsbergs wa¨re lohnend. Hier sei nur auf die Arbeit
[Landsberg, 1898] verwiesen.
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Theorie mit derjenigen Kroneckers noch nicht verstanden zu haben.135 Auch um diesem Mißstand abzu-
helfen, verbrachte er die na¨chsten drei Jahre mit “Eigenstudien” in Berlin.136 1893 habilitierte er sich mit
einer Arbeit u¨ber Thetafunktionen in Heidelberg, wo er 1897 Extraordinarius wurde und bis 1904 blieb.
Er hielt sich jedoch weiterhin viel in Berlin auf und verfaßte die zweite Ha¨lfte des bekannten Lehrbuchs
[Hensel/Landsberg, 1902] u¨ber die Theorie der algebraischen Funktionen, in dessen erster Ha¨lfte Hensel
die Ergebnisse seiner zahlreichen Vero¨ffentlichungen zu diesem Thema zusammenfaßte.
Der Nachfolger Kroneckers - Georg Frobenius und Elementarteiler
Hensel war mit Kroneckers Nachfolger, Georg Frobenius, befreundet.137 Frobenius hatte in Berlin stu-
diert und promoviert. 1874 wurde er aus dem Schuldienst an der sta¨dtischen ho¨heren Bu¨rgerschule Berlins
auf Betreiben Weierstraß’ ohne vorherige Habilitation auf ein Extraordinariat in Berlin berufen.138 1875
wechselte er auf ein Ordinariat am Polytechnikum in Zu¨rich, wo er blieb, bis er 1892 nach Berlin zuru¨ck-
kehrte.
Elementarteiler waren von Weierstraß in den 1860er Jahren im Kontext der A¨quivalenz von bilinearen
Formen eingefu¨hrt worden und Kronecker unterstu¨tzte diese Herangehensweise 1874 in einer Kontroverse
gegenu¨ber Jordan.139 Zu dieser Zeit weilte Frobenius noch in Berlin, wa¨hrend er bereits in Zu¨rich war,
als er 1879 das technische Konzept der Elementarteiler auf lineare Formen mit ganzen Koeffizienten an-
wendete.140
Kronecker nutzte in den Grundzu¨gen das Konzept der Determinantenteiler fu¨r seine Definition der Dis-
kriminante einer Ganzheitsbasis mit mehr als n Elementen.141 Er hielt diese Determinantenteiler fu¨r die
wesentlichen Invarianten einer Matrix. Die Elementarteiler, die Quotienten der Determinantenteiler sind,
waren fu¨r ihn nur nachgeordnete Invarianten.142
Hensel, der sich in seinen ersten Arbeiten strikt an den Grundzu¨gen orientierte, benutzte Elementarteiler
in seiner Forschung erst nach dem Kontakt zu Frobenius. 1894 vero¨ffentlichten Hensel und Frobenius bei-
de Erweiterungen von Frobenius Arbeit [Frobenius, 1879].143 Hensel erweiterte insbesondere Frobenius’
Resultat auf allgemeinere Matrixeintra¨ge.
Das von Hensel erhaltene Resultat bildete eine wesentliche Grundlage fu¨r Hensels Theorie der algebrai-
schen Funktionen von 1895.144 Die Elementarteiler verschwanden erst wieder aus Hensels Behandlung
der algebraischen Funktionen, nachdem Hensel die Verzweigung, die man aus ihnen bestimmen kann, in
Form der Potenzreihenentwicklungen implizit voraussetzte.145
135[Landsberg, 1890, 4].
136Wie es in seinem Heidelberger Lebenslauf heißt, zitiert nach [Dru¨ll, 1986, 155].
137Frobenius war 1895 Taufpate fu¨r Hensels einzigen Sohn.
138Vgl. [Biermann, 1988, 131].
139Vgl. dazu [Hawkins, 1977] und die Arbeiten Fre´de´ric Brechenmachers, z.B. [Brechenmacher, 2008].
140Es handelt sich um [Frobenius, 1879].
141Dabei ist n der Grad der Erweiterung. Eine Ganzheitsbasis mit mehr als n Elementen tritt in den beiden gut verstan-
denen Spezialfa¨llen der algebraischen Zahlen u¨ber Q und der algebraischen Funktonen einer Variablen u¨ber C[x] nicht auf.
Der k-te Determinantenteiler ist der ggT aller k × k-Unterdeterminanten einer i.A. rechteckigen Matrix. Im konkreten Fall
handelt es sich um die Konjugiertenmatrix.
142Vgl. 3.5.2 den Text zu FN 213 und fu¨r die Definition den Abschnitt 3.2.2.
143Es handelt sich um [Frobenius, 1894] und [17, 1894].
144Vgl. 3.2 - 3.4.
145Fu¨r den zahlentheoretischen Fall sind die Elementarteiler weniger geeignet, da hierbei wilde Verzweigung auftreten
kann.
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Der Berliner Konstruktivismus - Karl Weierstraß und Leopold Kronecker
Es ist bekannt, daß Kronecker gegen Ende der 1880er Jahre an einer radikalen Grundlegung der Mathe-
matik arbeitete, die alle auf dem Zahlbegriff beruhenden Teile der Mathematik nur auf natu¨rliche Zahlen
und das Rechnen mit Formen zuru¨ckfu¨hren wollte. Im Zuge dessen kam es auch zu einem Bruch zwischen
Weierstraß und Kronecker.146
Demgegenu¨ber wird oft vergessen, daß die etwa 1860 beginnende Zusammenarbeit zwischen Weierstraß
und Kronecker ebenfalls auf einer methodischen Grundlage beruhte, die hier als Berliner Konstruktivis-
mus bezeichnet werden soll. (Allgegenwa¨rtig ist der dem entsprechende ε− δ-Kalku¨l der Analysis.)
Hier sollen die folgenden beiden Prinzipien als Berliner Konstruktivismus bezeichnet werden:
1. Ein Objekt mit unendlich vielen Bestandteilen (z.B. eine reelle Zahl) ist nur dann wohldefiniert, wenn
die Bestandteile einer Vorschrift genu¨gen.147
2. Eine Operation, die unendlich viele Schritte erfordert, ist nur dann zula¨ssig, wenn sie mit einer beliebig
vorgegebenen Genauigkeit in endlich vielen Schritten durchgefu¨hrt werden kann.
Wa¨hrend Hensel eine Orientierung am radikalen Standpunkt Kroneckers zum Teil explizit einforder-
te, vertrat er den hier Berliner Konstruktivismus genannten Standpunkt ganz selbstversta¨ndlich und
unauffa¨llig.148
146Es ist sehr schwer abscha¨tzbar, inwiefern Kroneckers A¨ußerungen so absolut und insbesondere abwertend gemeint waren,
wie sie z.T. (auch von Cantor) aufgefaßt wurden. Vgl. [Bo¨lling, 1993] und [Cantor, 1991].
147Ein gern und auch von Hensel gewa¨hltes Beispiel ist die Zahl pi. Gelegentlich heißt es auch “Gesetz” bzw. “gesetzma¨ßige
Vorschrift”.
148Zum Beispiel wird oft u¨bersehen, daß die von Hensel definierten p-adischen Zahlen streng genommen aus diesem Grund
nicht mit den heute u¨blichen u¨bereinstimmen. Insbesondere zeigen U¨berlegungen, die ungefa¨hr zu Zeiten Hensels erstmals
angestellt wurden, daß es nach den meisten Pra¨zisierungen von Vorschrift nur abza¨hlbar viele p-adische Zahlen gibt.
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Kapitel 2
Hensels Einstieg in die Mathematik
Hensel bescha¨ftigte sich ab 1882, angeregt durch einen Hinweis Kroneckers, mit dem Problem der gaDT.
Aus dem Jahr 1883 sind Ausarbeitungen von Seminarvortra¨gen Hensels zu diesem Thema erhalten. Seine
Untersuchungen waren spa¨testens zum Zeitpunkt seiner Habilitation 1886 abgeschlossen. Die Entwick-
lung seiner Gedanken la¨ßt sich relativ leicht nachvollziehen, auch wenn die technischen Details seiner
Untersuchungen nicht u¨berliefert sind: Seine Dissertation wurde nicht vero¨ffentlicht (und ist auch nicht
erhalten). Der vero¨ffentlichte Text entha¨lt nur eine Zusammenfassung seiner Ergebnisse und konkrete
Rechnungen in einem Spezialfall. Auch die meisten der acht zusammenha¨ngenden Habilitationsarbeiten
wurden nicht vero¨ffentlicht: 1887 erschien eine bereits 1884 abgeschlossene Arbeit, weil Kronecker die
darin entwickelte Methode begru¨ßte, auch u¨ber ganze algebraische Zahlen modulo eines Primdivisors in
Termen von Gattungen und Gattungsbereichen nachzudenken. Zwei weitere dieser Arbeiten vero¨ffent-
lichte Hensel (vermutlich im Wesentlichen unvera¨ndert) 1894, nachdem er im Nachlaß Kroneckers keine
entsprechenden Untersuchungen gefunden hatte.
Eine weitere Arbeit, die vermutlich auf die Habilitationsarbeiten aufbaut, wurde 1889 vero¨ffentlicht und
wird ebenfalls in diesem Kapitel analysiert. Sie behandelt nicht die zahlentheoretische, sondern die all-
gemeine Situation und entwirft fu¨r diese ganz im Sinne Kroneckers ein Forschungsprogramm. Als ersten
Schritt hierfu¨r versuchte Hensel, das Verhalten der Diskriminante bei der Komposition zweier Gattungen
zu verstehen. Neben einigen Ideen, die Hensel spa¨ter noch explizierte bzw. ausbaute, kann man an dieser
Arbeit vor allem die spezifischen Schwierigkeiten der allgemeinen Situation erkennen: Hensel erkannte an
einigen Stellen nicht, wie sich die allgemeine Situation von der speziellen der Zahlentheorie unterscheidet.
2.1 Der Gedankenbogen zu den gaDT
In diesem Abschnitt wird knapp skizziert, wie sich Hensels Herangehensweise an das Problem der gaDT
vera¨nderte und wie beim U¨bergang von einem konkreten zu einem abstrakteren Untersuchungsgegenstand
die beno¨tigten begriﬄichen Hilfsmittel zunahmen.
Hensels erstes Untersuchungsobjekt sind Periodenunterko¨rper im Ko¨rper der p-ten Einheitswurzeln. Da
hierbei bekannt ist, daß alle Primzahlen q 6= p nicht in der Diskriminante vorkommen, muß man nur
35
u¨berpru¨fen, ob alle Elementdiskriminanten die Primzahl q enthalten, um zu entscheiden, ob q gaDT ist.
Die ersten Rechnungen stellte Hensel fu¨r den Fall p = 13 an, da Kronecker sich noch erinnerte, daß
hier gaDT auftreten. An die Besta¨tigung von Kroneckers Erinnerung anschließend, untersuchte Hensel
allgemein die Periodenunterko¨rper 3. und 4. Grades. Hier kann man jeweils explizit (und mit Hilfe Hensel
bekannter Techniken bzw. Formeln) die Form der Elementdiskriminante berechnen und anschließend auf
ihre Teilbarkeit durch 2 bzw. 3 (die Kandidaten fu¨r gaDT in diesem Fall) untersuchen. Wie Hensel selbst
anmerkte, ist damit gezeigt, daß das Vorkommen gaDT keine Ausnahme darstellt, allerdings gibt das
Ergebnis keinen Hinweis darauf, warum die gaDT auftreten.
Hensel richtete seine Aufmerksamkeit nun auf die Determinante, deren Quadrat die Elementdiskrimi-
nante ist und konnte damit eine hinreichende Bedingung fu¨r gaDT in beliebigen Periodenunterko¨rpern
ableiten. Fu¨r jedes ganze Element x eines Periodenunterko¨rpers ist na¨mlich eine Potenz xq
k ≡ x mod q
und wenn hierbei qk < n− 1 ist, so sind zwei Spalten der Determinante kongruent modulo q und damit
teilt q die Determinante. Ein erster Grund fu¨r das Auftreten von gaDT ist also, daß die ersten n − 1
Potenzen einer Zahl des gegebenen Periodenunterko¨rpers nicht inkongruent modulo q sein ko¨nnen.
Um zu einer notwendigen Bedingung fu¨r das Auftreten gaDT zu kommen, wechselte Hensel zur anderen
Darstellungsform der Elementdiskriminante: D =
∏
(xi−xj).1 Dieses Produkt kann durch q teilbar sein,
ohne daß einer der Faktoren durch q teilbar ist. Daher ist es an dieser Stelle naheliegend, auch (ideale)
Primteiler q(ξ) von q zu beru¨cksichtigen, denn durch q(ξ) kann D nur teilbar sein, wenn einer der Fakto-
ren es ist. Man muß dabei nur einen solchen Primteiler betrachten, denn ist D durch q(ξ) teilbar ist, so
muß es als ganze Zahl auch durch q teilbar sein. Sind also zwei der Konjugierten kongruent modulo q(ξ),
so ist die Elementdiskriminante durch q teilbar. Dieser Fall muß eintreten, wenn es weniger inkongruente
Zahlen modulo q(ξ) gibt, als Konjugierte beno¨tigt werden. Damit hatte Hensel einen weiteren Grund fu¨r
das Auftreten gaDT isoliert: Es gibt zu wenig inkongruente Zahlen modulo q(ξ).
Hensel hoffte zuna¨chst, wenn es genug verschiedene Reste modulo q(ξ) gibt, ko¨nne er auch ein Element
konstruieren, dessen Konjugierte paarweise verschiedene Reste modulo q(ξ) haben. In seinem Tagebuch
gibt es zwei Beweisversuche zu dieser Aussage.2
Anschließend bemerkte er jedoch, daß jeweils Gruppen von Resten modulo q(ξ) durch einen von ihnen
mitbestimmt waren. In eine solche Gruppe geho¨rten diejenigen Konjugierten, die auch noch u¨ber dem
Periodenunterko¨rper konjugiert waren, aus dessen Perioden der Primdivisor zusammengesetzt war. Da-
mit gliederte sich die Frage der außerwesentlichen Diskriminantenteiler in zwei Teilfragen auf: Sind die
Reste einer Gruppe untereinander inkongruent? und Sind die Reste verschiedener Gruppen untereinan-
der inkongruent? Es kann nun weniger Mo¨glichkeiten geben, die erste Bedingung zu erfu¨llen, als beno¨tigt
werden, damit auch die zweite Bedingung erfu¨llt ist und damit ist q gaDT. Die erste Bedingung ist genau
dann erfu¨llt, wenn die Zahl wirklich in der betrachteten Gattung, also in keinem der Unterko¨rper des
betrachteten Periodenunterko¨rpers liegt.
1Dabei bezeichnen die xi die verschiedenen Konjugierten des Elements x.
2Aus dem zweiten kann man die richtige Aussage schon beinahe ablesen.
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Die so entstandene Theorie der gaDT in Periodenunterko¨rpern versuchte Hensel zuna¨chst auf den Fall
einer galoisschen Erweiterung K|Q, deren Diskriminante q nicht entha¨lt, zu u¨bertragen. Dazu fu¨hrte er
(modern ausgedru¨ckt) den Zerlegungsko¨rper Z des Divisors q(ξ) ein. Mit diesem verband er zwei Aus-
sagen: Zum einen bestimmt der Grad k = [K : Z] die Kardinalita¨t qk eines vollsta¨ndigen Restsystems
modulo q(ξ), zum anderen ha¨ngen die Reste von jeweils den k Konjugierten zusammen, die auch u¨ber Z
konjugiert sind.
Hensel entwickelte im Anschluß eine Klassifikation modulo q(ξ), um zu entscheiden, wann die zusam-
menha¨ngenden Konjugierten inkongruent sind. (Diese Klassifikation ist analog zur entsprechenden Klas-
sifikation in der “Theorie der ho¨heren Kongruenzen”, also der endlichen Ko¨rper.3) Die von ihm eingefu¨hrte
Ordnung eines Elements modulo q(ξ) gibt an, welchen Grad eine irreduzible Kongruenz (mit ganzzahligen
Koeffizienten) hat, die es modulo q(ξ) erfu¨llt. Die maximale Ordnung eines Elements ist k, die Ordnung
jedes Elements ist ein Teiler k1 von k und die Anzahl der Elemente der Ordnung k1 ha¨ngt nur von k1 ab
und ist insbesondere gro¨ßer als Null.
Die k zusammengeho¨rigen Konjugierten sind genau dann paarweise inkongruent modulo q(ξ), wenn sie
die Ordnung k haben. Insbesondere wird q stets dann gaDT sein, wenn die Anzahl aller Reste modulo
q(ξ), die die Ordnung k haben, geringer ist als die Anzahl n der beno¨tigten Konjugierten.
Anschließend versuchte Hensel, seine Ergebnisse auch auf den Fall einer nicht-galoisschen Erweiterung
K1|Q zu u¨bertragen, deren Diskriminante q nicht entha¨lt. Dazu betrachtete er einen Primdivisor q(ξ) von
q in der galoisschen Hu¨lle K und dessen Zerlegungsko¨rper Z. Der Zerlegungsko¨rper soll jetzt fu¨r jeden der
konjugierten Ko¨rper Ki dasselbe leisten, wie im galoisschen Fall: Der Grad ki = [KiZ : Z] bestimmt die
Anzahl qki der inkongruenten ganzen Zahlen modulo q(ξ) in Ki und es ha¨ngen jeweils die ki Konjugierten
zusammen, die auch u¨ber Z konjugiert sind.4 Damit ist die Ordnung eines Elements aus Ki ein Teiler
von ki und die zusammenha¨ngenden ki Konjugierten sind genau dann paarweise inkongruent, wenn diese
Ordnung genau ki ist.
Auch hieraus erhielt Hensel eine hinreichende Bedingung dafu¨r, daß q gaDT ist, na¨mlich, daß es fu¨r einen
Wert von ki nicht so viele Elemente der Ordung ki gibt, wie insgesamt Konjugierte in Gruppen mit ki
Elementen vorkommen.
Hensel suchte weiterhin nach einer Darstellung seines Ergebnisses, in der kein spezieller Primdivisor
mehr vorkommt. Dazu leitete er aus jeder Gruppe von Konjugierten, deren Reste modulo q(ξ) zusam-
menha¨ngen, einen Faktor in der Zerlegung des Minimalpolynoms von x modulo q ab. Sind die Konjugier-
ten einer Gruppe nicht paarweise inkongruent, so ist der Faktor nicht irreduzibel; sind die Konjugierten
verschiedener Gruppen nicht inkongruent, so sind zwei der Faktoren kongruent modulo q. Ist also q ein
Teiler der Diskriminante, so erfu¨llt x eine Kongruenz niedrigeren als n-ten Grades modulo q.
3Vgl. z.B. [Dedekind, 1857], [Serret, 1866] etc.
4Es wird sich zeigen, daß dies im Allgemeinen falsch ist.
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Kroneckers Theorie der Fundamentalgleichung5 lieferte Hensel eine Aussage u¨ber die beno¨tigten Fak-
toren, so daß gar keine Arbeit mit den Primdivisoren mehr erforderlich war. Hensel zeigte zuna¨chst,6
daß die Fundamentalgleichung (modulo q gelesen) die Kongruenz minimalen Grades ist, der die Funda-
mentalform fu¨r den Modul q genu¨gt. Aus Hensels Beweis folgt unmittelbar eine Entsprechung zwischen
den Faktoren der Zerlegung der Fundamentalgleichung modulo q und den Primdivisoren von q, bei de-
ren Beweis Kronecker noch einige Ausnahmefa¨lle hatte ausschließen mu¨ssen. Einem Primdivisor, dessen
vollsta¨ndiges Restsystem qk Elemente entha¨lt, entspricht dabei ein Faktor k-ten Grades, so daß diese
Theorie auch mit Hensels obiger Theorie kompatibel ist.
Aus der Zerlegung der Fundamentalgleichung modulo q ergibt sich eine Zerlegung des Minimalpolynoms
eines Elements x und sind diese Faktoren irreduzibel und paarweise verschieden, so ist q nicht in der
Diskriminante enthalten. Umgekehrt ko¨nnen diese Faktoren aber nicht irreduzibel und verschieden sein,
wenn die Anzahl der modulo q irreduziblen Funktionen eines der auftretenden Grade geringer ist als die
beno¨tigte, die man aus der Zerlegung der Fundamentalgleichung ablesen kann. In diesem Fall ist also q
stets gaDT.
In dieser letzteren Form gilt das Resultat aber auch im allgemeinen Fall, in dem p in der Diskriminante
des Zahlko¨rpers vorkommen darf. Auch hier ist na¨mlich p außerwesentlicher Diskriminantenteiler, wenn
x eine Kongruenz niederigeren als n-ten Grades modulo p erfu¨llt.
Daraus, daß die Fundamentalgleichung die Kongruenz niedrigsten Grades ist, die die Fundamentalform
modulo p erfu¨llt, la¨ßt sich direkt folgern, daß der Zahlteiler der Diskriminantenform der Fundamentalglei-
chung und die Diskriminante des Zahlko¨rpers die gleiche Potenz von p enthalten und daraus ergibt sich
ein weiterer von Hensel formulierter Grund fu¨r das Auftreten gaDT: Die primitive Form, die entsteht,
wenn man die Diskriminantenform durch ihren Zahlteiler teilt, kann fu¨r alle Belegungen mit ganzen Zah-
len durch p teilbar sein.
An dieses Faktum schloß Hensel eine weitere schon von Kronecker angeregte Untersuchung an, na¨mlich
die der Frage, welche algebraischen Zahlen man in diese Form einsetzen kann, damit nicht alle sich
ergebenden Zahlen durch einen Primdivisor von p teilbar sind.
2.2 Die Dissertation
2.2.1 Quellen und Einscha¨tzungen
Hensels Dissertation tra¨gt den Titel Arithmetische Untersuchungen u¨ber Discriminanten und ihre aus-
serwesentlichen Theiler. Der Separatdruck entha¨lt (neben disputierten Thesen und einem lateinischen
Lebenslauf) eine zwo¨lfseitige Einleitung und 18 Seiten Rechnungen. Die Einleitung zeichnet den Weg
von einer sehr speziellen Fragestellung innerhalb der Theorie der 13. Einheitswurzeln zur allgemeinen
Theorie nach und nennt die jeweiligen Ergebnisse. Hensel a¨ußerte sich zum Verha¨ltnis zwischen diesem
5Vgl. [Kronecker, 1882, §§ 24 u. 25], insbesondere die Anwendung auf den zahlentheoretischen Teil ab S.382. Die Fun-
damentalgleichung ist die Minimalgleichung der Form, die genau alle ganzen algebraischen Zahlen darstellt.
6Diese Untersuchungen sind unabha¨ngig davon, ob q in der Diskriminante vorkommt oder nicht.
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Separatdruck und der eigentlichen Arbeit folgendermaßen:
Ich schließe hiermit diese vorla¨ufige Vero¨ffentlichung ab, in welcher nur eine U¨bersicht des Inhalts mei-
ner der Faculta¨t eingereichten Dissertation, sowie die na¨here Entwicklung der auf die Theorie der Kreis-
theilungsgleichungen bezu¨glichen Resultate gegeben werden sollte. Die vollsta¨ndige Vero¨ffentlichung soll
baldmo¨glichst erfolgen.7
Es kam nicht zu der angeku¨ndigten Vero¨ffentlichung. Ein Grund mag gewesen sein, daß die Ergebnisse
Spezialfa¨lle von spa¨teren Ergebnissen Hensels sind.8
Eine Vorstellung von der eingereichten Arbeit vermittelt Kroneckers Gutachten:
Ich habe die außerordentlich umfangreiche Arbeit, [die] - ihrem bei weitem gro¨ßten Theile nach - schrittweise
dem Herrn Dekan eingereicht worden ist, mehrere Monate lang zur Vorpru¨fung bei mir gehabt und Zeit
und Sorgfalt auf eine genaue, ins Einzelne gehende Durchsicht verwendet. Dabei habe ich mancherlei zu
bemerken gefunden und an den betreffenden Stellen mit Bleistift Notizen gemacht, welche vor dem Abdruck
zu beru¨cksichtigen sein werden. Aber durch diese einzelnen Ausstellungen wird das gu¨nstige Urteil, welches
ich mir u¨ber die Arbeit in ihrer Gesamtheit gebildet habe, in keiner Weise alterirt.9
Da diese handschriftliche Arbeit Hensels nicht erhalten ist, wird die Aufgabe im folgenden sein, anhand
der vero¨ffentlichten Ergebnisse Ru¨ckschlu¨sse auf die Arbeit zu ziehen. Wichtige Anhaltspunkte fu¨r die
Ausgangspunkte seiner Verallgemeinerungen liefern dabei sowohl sein mathematisches Tagebuch, als auch
Ausarbeitungen von Seminarvortra¨gen, die Hensel im Sommersemester 1883 in Berlin gehalten hat. Dabei
gibt es eine Ausarbeitung, die auf den 23.5. 1883 datiert ist, sowie eine weitere, die auf einem Umschlag
von fremder Hand die Daten 6.6. und 1.8. 1883 tra¨gt, der Hensel jedoch den Untertitel Auszug aus 3
Seminarvortra¨gen gegeben hat. Es ist also davon auszugehen, daß Hensel an den drei genannten Daten
u¨ber seine Untersuchungen vorgetragen hat und die umfangreichere Ausarbeitung erst nachtra¨glich an-
gefertigt wurde.
Kroneckers Urteil u¨ber die Arbeit ist im Wesentlichen positiv:
Als eine Doctordissertation ist die Abhandlung des Hrn. Hensel, nach meinem Urtheil, eine hervorragende
Arbeit, ein Zeugniß von Forschergeist und Forscherkraft, von mathematischem Talent und mathematischer
Bildung.10
Die nachtra¨gliche Einscha¨tzung Hasses erscheint mir hingegen u¨bertrieben:
Hensel geho¨rt zu denjenigen großen Mathematikern, die gleich durch ihre Erstlingsarbeit, die Dissertation,
Aufsehen erregt und sich einen Namen verschafft haben.11
Hensels Arbeit schließt direkt an die Begriffsbildungen von Kroneckers Grundzu¨gen an, wie er selbst
folgendermaßen formulierte:
Da fu¨r die in dieser Arbeit angestellten Untersuchungen diejenige Behandlung der Theorie der algebraischen
Zahlen als Ausgangspunkt gewa¨hlt ist, welche Herr Professor Kronecker in seiner Festschrift gegeben hat, so
ist es erkla¨rlich, dass diese Schrift in sehr ausgedehntem Maasse benutzt worden ist. Jeder Einsichtige wird
mit Leichtigkeit erkennen, wie eng alle hier abgeleiteten Resultate mit jenem Werke zusammenha¨ngen.12
7[1, 1884, 30].
8Allerdings wurden auch die (spa¨teren) Habilitationsergebnisse nicht 1886 vero¨ffentlicht.
9Zitiert nach [Biermann, 1988, 295f].
10Zitiert nach [Biermann, 1988, 295f]
11[Hasse, 1950, 6], es ist nicht klar, wer außer Kronecker und Netto (der die Besprechung fu¨r das Jahrbuch u¨ber die
Fortschritte der Mathematik geschrieben hat), diese Arbeit bemerkt haben soll.
12[1, 1884, 12]. Gemeint ist [Kronecker, 1882].
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Hensel wußte von der Arbeit Dedekinds, die sich mit dem Pha¨nomen der gaDT bescha¨ftigt, es scheint
aber, als habe er dies ebenfalls Kroneckers Grundzu¨gen verdankt, wa¨hrend er die Arbeit selbst nicht
gut kannte.13 Er schrieb na¨mlich, daß “das vereinzelte Vorhandensein dieser Theiler nach der bisherigen
Auffassung als eine Anomalie erschien”, wohingegen er “das Auftreten dieser ausserwesentlichen Factoren
als an eine a¨usserst einfache und sehr ha¨ufig erfu¨llte Bedingung geknu¨pft erwiesen habe.”14 Dedekind
hatte hingegen schon in der erwa¨hnten Arbeit behauptet:
Durch dieses Beispiel, welchem man viele andere an die Seite stellen ko¨nnte, ist außer Zweifel gesetzt, daß
es Ko¨rper Ω gibt, in welchen die Indizes aller ganzen Zahlen durch eine und dieselbe Primzahl p teilbar
sind.15
Hensels Rechnungen beruhen auf Formeln, die auf Kummer zuru¨ckgehen und die er aus Bachmanns
Lehrbuch Die Lehre von der Kreistheilung und ihre Beziehungen zur Zahlentheorie kannte.16
Es erscheint wahrscheinlich, daß die folgende Forderung an eine mathematische Theorie
[E]s ist somit fu¨r eine wirklich erscho¨pfende Behandlung des Problemes durchaus nothwendig, den Resultaten
den Charakter des Ueberraschenden, Unvorhergesehenen zu nehmen, und sie als einfache, leicht erkennbare
Folgerungen, aus klaren und allgemeinen Sa¨tzen erscheinen zu lassen.17
an der konkreten Stelle aus dem nachtra¨glichen Gefu¨hl Hensels resultiert, er habe zum entsprechenden
Zeitpunkt noch nicht genug verstanden gehabt: Im ausfu¨hrlichen Teil der Dissertation kommen gar keine
Primdivisoren von p vor, man wu¨rde aber den Grund fu¨r das Vorkommen eines gemeinsamen außerwe-
sentlichen Diskriminantenteilers mit Hilfe eines solchen Primdivisors formulieren.18
2.2.2 Theorie der Periodenunterko¨rper - nach Tagebuch und Vortra¨gen
Der Beginn der Einleitung der Dissertation schildert, wie sich Hensels Problemstellung verallgemeinerte
und die Herangehensweise komplizierte. Sein mathematisches Tagebuch ermo¨glicht es, die verschiedenen
Phasen, die im Text der Dissertation nur noch genannt werden, zu pra¨zisieren und insbesondere zu datie-
ren. Besonders fu¨r Hensels Versuche, seine Theorie auf den Fall galoisscher Gattungen zu verallgemeinern,
geben die erhaltenen Ausarbeitungen seiner Seminarvortra¨ge wichtige Hinweise.
Die von Gauss 1801 eingefu¨hrten Perioden bilden eine Unterstruktur im Ko¨rper der ν-ten Einheitswur-
zeln.19 Die genaue Situation ist folgende: Es ist ν prim, ν = λµ + 1, ω eine ν-te Einheitswurzel und g
eine primitive Kongruenzwurzel von ν.20 Dann sind die µ-gliedrigen Perioden definiert als
εa+1 =
µ∑
δ=1
ωg
δλ+a
(a = 0, 1, . . . , λ− 1).
13[Dedekind, 1878]. Hensel zitierte na¨mlich ihren Titel mit den Worten “Ich muss mich darauf beschra¨nken, an dieser
Stelle auf diese interessanten Abhandlungen des Herrn Dedekind zu verweisen, indem ich mir vorbehalte, an einer anderen
Stelle na¨her auf ihren Inhalt einzugehen.”[1, 1884, 1].
14[1, 1884, 3].
15[Dedekind, 1878, 230], Hervorhebung B.P.
16[Bachmann, 1872]. Dieser Bezug ist in der vero¨ffentlichten Dissertation nicht mehr erkennbar. Auf dieses Buch bezu¨gliche
Zitate finden sich jedoch in Hensels mathematischem Tagebuch, in dem einige der Rechnungen zu finden sind.
17[1, 1884, 25].
18Hensel gibt keine explizite Formulierung. Ich habe in der Einleitung formuliert: Es gibt zu wenig inkongruente Zahlen
modulo q(ξ), wobei q(ξ) ein (idealer) Primdivisor von q ist.
19Er betrachtete sie erstmals in der Sektion VII seiner Disquisitiones Arithmeticae und fu¨hrte dort auch die Bezeichnung
“Perioden” ein, [Gauss, 1801].
20D.h., daß die ersten p− 1 Potenzen von g alle mod ν inkongruent sind und alle Reste erzeugen.
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Der Periodenunterko¨rper besteht aus den linearen Funktionen dieser Perioden (mit rationalen Koeffizi-
enten).
Der elementare Teil
Als elementar wird hier der Teil der Arbeit angesprochen, der nicht auf die Theorie der (idealen) Prim-
divisoren zuru¨ckgreift. Hensels Schilderung beginnt mit den Worten:
Auf diese Stelle seiner Schrift21 machte mich mein verehrter Lehrer, Herr Kronecker, aufmerksam, und
veranlasste mich, die in der Theorie der dreizehnten Einheitswurzeln auftretenden Gattungen algebraischer
Zahlen auf das Vorkommen solcher ausserwesentlicher Theiler zu untersuchen, da die von ihm zu demselben
Zwecke fru¨her angestellten Rechnungen sich nicht mehr auffinden liessen.22
Die entsprechende Rechnung in Hensels Tagebuch ist nicht datiert, sie ist jedenfalls nach dem 6.2.1882. Fu¨r
die “viergliedrigen Perioden der dreizehnten Wurzeln” fand er keine gaDT, jedoch ist die Discriminante
fu¨r eine aus den dreigliedrigen Perioden gebildete Zahl stets durch drei teilbar. Die na¨chste Frage, die
Hensel sich stellte, lautet:
Wie muß die Primzahl ν von der Form 3µ + 1 oder 4µ + 1beschaffen sein, damit die Discriminanten aller
derjenigen Gleichungen, welchen eine aus den µ-gliedrigen Perioden der νten Einheitswurzeln gebildete ganze
algebraische Zahl genu¨gt, stets durch eine der Zahlen 2,3 oder 4 theilbar ist.23
In seinem Tagebuch begann Hensel mit dem Fall ν = 4µ + 1 und zitierte hierfu¨r [Bachmann, 1872].
Anschließend an die Diskussion des Falls ν = 3µ + 1 stellte er die Aufgabe, die Periodengleichung fu¨r
die µ-gliedrigen Perioden zu bestimmen. Er benutzte hierfu¨r ein Lehrbuch von Serret24 und erhielt eine
Gleichung, welche “auch von Kummer so hergeleitet wurde.”25
Fu¨r eine weitere Verallgemeinerung “lag es [laut Hensels Dissertation] nahe, nun diejenigen Gattungen
ganzer algebraischer Zahlen zu untersuchen, welche durch die µ-gliedrigen Perioden der νten Wurzeln der
Einheit definirt sind, wenn ν eine beliebige Primzahl und µ irgend einen Divisor von ν − 1 bedeutet.”
Es gelang “mit Hu¨lfe eines sehr einfachen Kunstgriffes einen Satz zu beweisen, der die erwa¨hnte Frage
zum Theil entschied, indem er ein sehr allgemeines und im einzelnen Falle leicht festzustellendes Merkmal
solcher ausserwesentlichen Theiler sa¨mmtlicher Discriminanten einer Gattung hervortreten liess.”26.
Dazu schrieb Hensel am 27.11.1882 in sein Tagebuch: “Das bis jetzt nur fu¨r specielle Fa¨lle gelo¨ste Problem
kann ich jetzt ganz allgemein lo¨sen.”27 Er hatte die Determinante, deren Quadrat die Diskriminante ist,
betrachtet und er konnte zeigen, daß in einigen Fa¨llen eine der auftretenden Potenzen wk0 der Zahl w0
modulo q kongruent zu w0 ist. Das Ergebnis formulierte er folgendermaßen:
Es sei ν = λµ+1 eine beliebige Primzahl. Ist dann qk die niedrigste Potenz einer Primzahl q, welche modulo ν
zum Exponenten µ geho¨rt, so wird qk in allen Gleichungsdiskriminanten der durch die µ-gliedrigen Perioden
der ν-ten Einheitswurzeln constituierten Gattung enthalten sein, wenn die Ungleichung qk < λ erfu¨llt ist.28
21[Kronecker, 1882, 384] der Grundzu¨ge, wo Kronecker sich erinnert, 1858 dieses Beispiel gerechnet zu haben.
22[1, 1884, 1f].
23[1, 1884, 2].
24Es ko¨nnte sich um die Ausgabe [Serret, 1868] handeln.
25[TB, 47].
26Beide Zitate [1, 1884, 2f].
27[TB, 48].
28[1, 1884, 3]. Ich habe hier diese Formulierung gewa¨hlt, die leicht aus der im Tagebuch folgt, weil ich auf diese Bezug
nehmen werde. Es geho¨rt qk dann modulo ν zum Exponenten µ, wenn µ die minimale ganze Zahl ist, fu¨r die qk
µ ≡ 1 mod ν
gilt.
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Die von Hensel (im Tagebuch) benutzten Formulierungen suggerieren, daß er zuna¨chst annahm, die so
gefundene Bedingung fu¨r gaDT sei auch notwendig, auch wenn er dies nicht explizit formulierte. Aber er
demonstriert die Rechnung fu¨r ν = 227 = 2 ·113+1 und resumiert “Also die Discr. hat keinen Theiler.”29
Beru¨cksichtigung der Primdivisoren
Die bisher benutzten elementaren Methoden ermo¨glichten es jedoch nicht, diese Notwendigkeit zu zeigen
bzw. zu entscheiden und hier war es Kronecker, der den entscheidenden Tip gab:
Erst dann, als ich mich, einer Aufforderung meines verehrten Lehrers folgend, entschloss, diesselbe Frage fu¨r
einen der betreffenden Gattung angeho¨rigen Primtheiler von q zu untersuchen, gelang es die gestellte Frage
vollsta¨ndig und allgemein zu lo¨sen; und merkwu¨rdiger Weise ergab sich aus dem erlangten Resultate, dass die
oben angegebenen Bedingungen fu¨r das Auftreten solcher ausserwesentlichen Factoren nicht die nothwendigen
und hinreichenden sind, sondern dass q in gewissen Fa¨llen auch dann als besta¨ndiger ausserwesentlicher
Theiler auftritt, wenn qk ≥ λ ist.30
In seiner Dissertation kam Hensel unmittelbar im Anschluß auf die Verallgemeinerungen im Fall beliebiger
ganzzahliger Gleichungen zu sprechen, die Eintragungen in seinem Tagebuch ermo¨glichen es aber, das
“merkwu¨rdiger Weise” noch etwas zu pra¨zisieren.
Hensel fu¨hrte na¨mlich die (idealen) Primdivisoren ein, um die Notwendigkeit der obigen Bedingung zu
zeigen. Am 14.4.1883 begann er eine Tagebuchnotiz mit dem Titel Allgemeine Untersuchung u¨ber die
außerwesentlichen Theiler der Discriminante Galoisscher Gleichungen. Im Anschluß an eine nochmalige
Herleitung seiner hinreichenden Bedingung schrieb Hensel darin:
Um nun auch nachzuweisen, daß dieselben Bedingungen nothwendig sind, ist ein tieferes Eingehen in die
Theorie der idealen Zahlen, oder auch besser der Divisorensysteme nothwendig. Mit Hilfe der dann sich er-
gebenden Resultate wird es aber dann mo¨glich, ganz allgemein die nothwendigen und hinreichenden Bedin-
gungen aufzustellen, damit die Discriminante aller aus den Wurzeln einer vorgelegten Galoisschen Gleichung
gebildeten algebraischen Zahlen durch eine Primzahl q theilbar sei. Zuerst soll jedoch das angedeutete Ver-
fahren an dem Beispiel der Kreistheilungsgleichungen durchgefu¨hrt werden, und dann der ganz allgemeine
Fall kurz ausgefu¨hrt werden.31
Sei also wieder ν = λµ + 1 und werde die Periodengattung der λ µ-gliedrigen Perioden ξ0, . . . , ξλ−1
betrachtet. Ist k minimal mit qk
µ ≡ 1 mod ν, so hat q gerade λk Primdivisoren. Hensel wa¨hlte einen
solchen Primdivisor q(ξ0), fu¨r den es q
k inkongruente Elemente gibt.32 Ist w0 = u0ξ0 + · · · + uλ−1ξλ−1
mit ui ∈ Z ein ganzes Element dieser Periodengattung, so betrachtete er jetzt wieder D =
∏
(wi − wj)
mod q(ξ0), wobei die wi die Konjugierten von w0 sind. Da D eine ganze Zahl ist, ist sie durch q teilbar,
wenn sie durch q(ξ) teilbar ist. Dieses Argument formulierte Hensel in der Einleitung der Dissertation
(fu¨r den allgemeineren Fall) folgendermaßen:
Diese Vera¨nderung des Moduls war offenbar fu¨r das nachher abzuleitende Resultat aus dem Grunde ganz
unwesentlich, weil dort nur reelle ganze Zahlen modulo q zu untersuchen waren.33
29[TB, 51].
30[1, 1884, 3].
31[TB, 53].
32Aus seiner Formulierung geht nicht hervor, daß ihm bewußt ist, daß dieser Primfaktor ideal sein kann.
33[1, 1884, 3].
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D ist damit genau dann nicht durch q teilbar, wenn keiner der Faktoren wi − wj durch q(ξ) teilbar ist,
also nicht zwei der Konjugierten kongruent modulo q(ξ) sind. Das ist sicher unmo¨glich, wenn qk < λ
ist, womit Hensel einen Grund fu¨r seinen obigen Satz gefunden hatte. Eine Beweisstrategie formulierte
Hensel folgendermaßen:
Um die Nothwendigkeit zu erweisen, mu¨ßte man jetzt zeigen, daß wenn qk > λ ist, die ganzen Zahlen
u0, u1 . . . uλ−1 stets so gewa¨hlt werden ko¨nnen, daß alle conjugirten Zahlen w0w1 . . . wλ−1 einander nach
dem Modul q(ξ0) incongruent sind.
34
Hensel nutzte nun “einen von Prof. K. im Wintersemester 1881/82 gegebenen Beweis”35, um die Existenz
eines Fundamentalsystems fu¨r die durch q(ξ0) teilbaren Zahlen zu zeigen, d.h. von Zahlen z0, . . . , zλ−1, so
daß jede durch q(ξ0) teilbare Zahl in der Form b0z0 + · · ·+ bλ−1zλ−1 mit bi ∈ Z dargestellt werden kann.
Man kann die zi (da sie ganz sind) als Linearkombination der Perioden mit Koeffizienten in Z darstellen.
Da der Effekt der Konjugationen genau bekannt ist (ξ0 7→ ξi bewirkt eine zyklische Vertauschung der
Koeffizienten von w0), so kann man jetzt die Bedingung, daß keine Differenz der Konjugierten von w0
durch q(ξ0) teilbar ist, als eine (ziemlich komplizierte) Bedingung an die ui formulieren, in der nur ganze
Zahlen vorkommen. Hensels Ansatz fu¨r dieses Problem besteht darin, durch eine Kombination aus Zeilen-
und Spaltenoperationen die Matrix zu diagonalisieren, die die Darstellung der zi beschreibt (z = Cξ),
wobei die zi auch transformiert werden, jedoch weiterhin ein Fundamentalsystem fu¨r die durch q(ξ0)
teilbaren Zahlen bilden.
Die Theorie, die Hensel verallgemeinerte
Mit dem so erhaltenen Ergebnis war Hensel jedoch nicht zufrieden, denn am 25.4.1883 schrieb er
Der Beweis der Nothwendigkeit ist auf keinen Fall befriedigend, wahrscheinlich sogar auch nicht richtig.
Folgender scheint mir gut zu sein.36
Bei diesem Neuansatz begann Hensel mit der Konstruktion eines vollsta¨ndigen Restsystems modulo q(ξ0).
Zuna¨chst behandelte er den Spezialfall qµ ≡ 1 mod ν. Dann ist die Periode ξ0 durch mindestens einen
der Primdivisoren von q nicht teilbar, sei dieser q(ξ0). Jetzt ist 0, ξ0, 2ξ0, . . . , (q − 1)ξ0 ein vollsta¨ndiges
Restsystem modulo q(ξ0) und man kann (falls q > λ) die Koeffizienten ui wie gewu¨nscht bestimmen.
Anschließend ging er wieder zum allgemeinen Fall u¨ber, in dem erst qk
µ ≡ 1 mod ν ist. Sei dann λ1 =
λ
k , µ1 = kµ und seien ξi die λ1 µ1-gliedrigen Perioden und εi die λ µ-gliedrigen Perioden. Der Primdivisor
von q ist dann wieder q(ξ0). Hensel zeigte, daß eine der k × k-Determinanten
Fa =
εa ελ1+a . . . ε(k−1)λ1+a
ελ1+a ε2λ1+a . . . εa
...
ε(k−1)λ1+a εa . . . ε(k−2)λ1+a
(a = 0, . . . λ1 − 1)
34[TB, 54].
35[TB, 54f].
36[TB, 64].
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nicht durch q(ξ0) teilbar ist.
37 Sei dies ohne Einschra¨nkung F0. Dann folgt, “daß man in der folgenden
Form
a0ε0 + a1ελ1 + · · ·+ ak−1ε(k−1)λ1 (aα = 0, 1, . . . , q − 1)
ein vollsta¨ndiges System incongruenter Moduln fu¨r den Primzahltheiler q(ξ0) haben wird.”
38 Betrachtet
man nun wieder die Konjugationen und ein beliebiges Element w0 der Periodengattung, so ist offensicht-
lich, daß durch den Rest von w0 modulo q(ξ) diejenigen von wλ1 , w2λ1 , . . . , w(k−1)λ1 mitbestimmt sind,
jener aber so gewa¨hlt werden kann, daß diese k Reste paarweise verschieden sind.
Hensel versuchte anschließend zu zeigen, daß ein gewisses System von Koeffizienten
b0 b1 . . . bk−1
bk bk+1 . . . b2k−1
...
b(λ−1)k b(λ−1)k+1 . . . bλk−1
(bi = 0, . . . , q − 1)
mit paarweise verschiedenen Zeilen als Koeffizientensystem der Reste der Konjugierten auftreten kann,39
d.h. daß der Rest von wr gerade brkξ0 + brk+1ξλ1 + · · ·+ b(r+1)k−1ξ(k−1)λ1 ist.
Dazu zeigte er, daß man eine beliebig gewa¨hlte erste Spalte (die also fu¨r die Koeffizienten von ξ0 in
den Resten steht) erreichen kann. Dadurch ist aber (durch die Konjugationsvorschrift) die zweite Spalte
bereits bestimmt, aus dieser folgt die dritte usw. Allerdings ging er u¨ber den entscheidenden Punkt
hinweg, er fragte na¨mlich nicht, ob es mo¨glich ist, daß dann alle Zeilen verschieden sind, sondern hielt
seine Behauptung fu¨r bewiesen.40
Hensels Vortrag vom 23. Mai 1883 In einem Teil A entha¨lt Hensels Vortrag drei verschiedene
Mo¨glichkeiten zu beweisen, daß q sicher gaDT ist, wenn qk < λ. Zuna¨chst sind dann die Potenzen von
w nicht inkongruent modulo q. Weiter argumentierte Hensel, daß die Kongruenz xq
k − x ≡ 0 mod q(ξ)
genau qk inkongruente Kongruenzwurzeln hat, jede ganze Zahl der Gattung aber diese Kongruenz erfu¨llt,
also zu einer dieser Kongruenzwurzeln kongruent sein muß. In seiner dritten Methode berechnete er die
Anzahl der inkongruenten Zahlen modulo q(ξ0) direkt als die Norm dieses Divisors, also q
k. Jeweils folgt
im Fall qk < λ, daß λ Konjugierte nicht inkongruent modulo q(ξ0) sein ko¨nnen. Hensel bemerkte nun:
“Diese Bedingung wa¨re auch nothwendig, wenn die Anzahl aller incongruenten conjugirten algebraischen
Zahlen auch = qk wa¨re. Dies ist aber nicht der Fall, wie jetzt gezeigt werden soll.”41
Der Teil B von Hensels Vortrag gliedert sich in zwei Methoden, um eine notwendige Bedingung zu zeigen.
Die erste besteht darin, fu¨r die Konjugierten verschiedene Reste vorzugeben und das entsprechende lineare
Kongruenzensystem zu lo¨sen. Dies fu¨hrte Hensel im Fall k = 1 vor und bemerkte:
Die Ausdehnung dieser Methode auf den Fall qk
µ ≡ 1 mod ν die ich auch durchgefu¨hrt habe, mo¨chte ich,
da sie einige Rechnung voraussetzt nicht vortragen.42
Die Darstellung der zweiten Methode beginnt mit der Beobachtung, daß
37[TB, 67].
38[TB, 69].
39Dies zeigt en passant nochmals, dass qk < λ hinreichend fu¨r das Auftreten der gaDT ist.
40[TB, 73].
41[V1, 1].
42[V1, 2].
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die conjugirten Zahlen w0 w1 . . . wλ−1 stets durch die folgenden Congruenzen mit einander verbunden [sind]:
wqα ≡ wα+λ1 , wq
2
α ≡ wα+2λ1 , . . . wq
δ
α ≡ wα+δλ1 . . . . . . mod q(ξ0).
[A]lso kann man die λ conjugirten algebraischen ganzen Zahlen w0 . . . wλ−1 nicht beliebigen algebraischen
Zahlen b0b1 . . . bλ−1 congruent setzen, sondern nur die λ1 ersten b0 . . . bλ1−1 sind beliebig, die folgenden sind
bestimmt durch bαλ1+β ≡ bq
α
β .
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Hat man alle b-s entsprechend gewa¨hlt, kann man die Koeffizienten ui so bestimmen, daß die Konjugierten
diesen Resten kongruent werden. Das dazu zu lo¨sende Kongruenzensystem ist:44
w0 = u0ε0 + u1ε1 + · · ·+ uλ−1ελ−1 ≡ b0 mod q(ξ0)
...
wλ1−1 = u0ελ1−1 + u1ελ1 + · · ·+ uλ−1ελ+λ1−1 ≡ bλ1−1 mod q(ξ0)
...
wαλ1+β = u0εαλ1+β + u1εαλ1+β+1 + · · ·+ uλ−1εαλ1+β+λ−1 ≡ bq
α
β mod q(ξ0)
Dieses Kongruenzensystem hat eine Lo¨sung, da seine Determinante nicht durch q(ξ0) teilbar ist, man kann
diese auch ganzzahlig bestimmen, denn zuna¨chst gilt: “Die aus I. sich ergebenden u0 . . . uλ−1 a¨ndern sich
nicht, wenn man ε0 mit ελ1 vertauscht.”
45 Daraus folgt, daß die Zahlen ui “im Gebiete der ξ0ξ1 . . . ξλ1−1”
46
liegen. Da die Zahlen 0, 1, . . . , q−1 in diesem Gebiet ein vollsta¨ndiges Restsystem bilden, sind die ui daher
auch ganzen Zahlen kongruent.
Hensel zeigte weiter, daß die b so gewa¨hlt werden mu¨ssen, “daß nur dann die Congruenz ba − b ≡ 0
mod q(ξ0) besteht, wenn a ein Vielfaches von q
k ist.”47 Zahlen mit dieser Eigenschaft nannte er primitive
Kongruenzwurzeln der Kongruenz wq
k−w ≡ 0. Er bezeichnete ihre Anzahl mit ψ(d), leitete die Beziehung
qk =
∑
d|k ψ(d) ab und erhielt als Resultat:
Hieraus folgt nach dem Dirichletschen Satze: fu¨r ψ(k) =
∑
qd1 −∑ qd2 wo sich d1 auf alle Theiler von
k bezieht, die durch eine gerade, d2 auf alle Primfactoren [Theiler], die durch eine ungerade Anzahl von
Primfactoren von k geschieden sind.48
Ist also 0 < λ ≤ ψ(k), so ist q kein gaDT.
Ungefa¨hr auf diesen Zeitpunkt bezog sich Hensel vermutlich, als er in seiner Dissertation schrieb, daß es
gelang
die gestellte Frage vollsta¨ndig und allgemein zu lo¨sen; und merkwu¨rdiger Weise ergab sich aus dem erlangten
Resultate, dass die oben angegebenen Bedingungen fu¨r das Auftreten solcher ausserwesentlichen Factoren
nicht die nothwendigen und hinreichenden sind, sondern dass q in gewissen Fa¨llen auch dann als besta¨ndiger
ausserwesentlicher Theiler auftritt, wenn qk ≥ λ ist. Ausserdem hatte das jetzt erlangte Resultat den Vorzug,
dass durch dasselbe der ganzen Frage der Schein des Wunderbaren genommen wurde, der ihr vorher noch
angehaftet hatte.49
43[V1, 2].
44[V1, 2]. In der untersten Zeile hatte Hensel ein λ vergessen, das hier eingefu¨gt wurde.
45[V1, 3].
46[V1, 3].
47[V1, 3].
48[V1, 4].
49[1, 1884, 3].
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Der Auszug aus den Vortra¨gen vom 23.5., 6.6. und 1.8. 1883 Hensel behauptete die Verall-
gemeinerbarkeit seiner Ergebnisse dieser Ausarbeitung mit den Worten, seine Sa¨tze ließen “sich aber
unmittelbar auf Galoissche Gleichungen erweitern.”50 Die Ausarbeitung gliedert sich in zwei Paragra-
phen, von denen der erste Vorbereitungen entha¨lt. Hensel begann mit der Herleitung eines vollsta¨ndigen
Restsystems modulo q(ξ0), die mit der oben vorgestellten aus dem Tagebucheintrag vom 25.4.1883 u¨ber-
einstimmt. Dann gibt es qk modulo q(ξ0) inkongruente ganze Zahlen. Anschließend fu¨hrte Hensel ein
neues Konzept ein:
Welches ist die niedrigste Gattung, zu der eine algebraische Zahl w fu¨r den Modul q(ξ0) geho¨rt?
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Diese Gattung ist durch eine Zahl gekennzeichnet und Hensel erla¨uterte, wann w zum Gattungsbereich
algebraischer Zahlen von der Ordnung k1 geho¨rt:
Dies ist so zu verstehen, daß dann die Zahl wmod q(ξ0) einer Zahl congruent ist, welche aus den λ1k1
µ1
k1
-gliedrigen Perioden gebildet ist.52
Zu was fu¨r einem Gattungsbereich eine algebraische Zahl geho¨rt, la¨ßt sich aber auch folgendermaßen
charakterisieren:
Jede algebraische ganze Zahl, welche mod q(ξ0) der Congruenz : w
qk1 −w ≡ 0 genu¨gt, wo k1 als Theiler von
k = k1k2 angenommen ist, geho¨rt fu¨r den mod q(ξ0) zum Gattungsbereiche algebraischer Zahlen von der
Ordnung k1 [und umgekehrt].
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Die von Hensel bestimmte Anzahl g(k) der algebraischen Zahlen, “welche zur Gattung k selbst geho¨ren
und mod q(ξ) inkongruent sind,”54 stimmt mit dem oben definierten ψ(k) u¨berein. Jede dieser Zahlen
erfu¨llt dann modulo q(ξ0) eine irreduzible Kongruenz k-ten Grades und ihre Potenzen 1, w0, . . . , w
k−1
0
bilden fu¨r den Modul q(ξ0) ein Fundamentalsystem. Diesen Begriff benutzte Hensel an dieser Stelle so,
daß eine Zahl u0w
k−1
0 + u1w
k−2
0 + · · ·+ uk−1 “nur dann ≡ 0 mod q(ξ0) sein [kann], wenn alle Coefficien-
ten ≡ 0 mod q(ξ) sind.”55 Anschließend kombinierte Hensel diese Frage nach der Gattung mit der Frage
nach dem Exponenten, zu dem eine Zahl geho¨rt.56
Der zweite Teil kommt zum Thema der gaDT zuru¨ck. Es werden wieder die verschiedenen Mo¨glichkei-
ten vorgestellt, um zu zeigen, daß qk < λ hinreichend dafu¨r ist, daß q gadT ist. Bei den notwendigen
Bedingungen machte Hensel hier explizit, daß er seine erste Methode nur im Fall k = 1 streng bewiesen
hat, wa¨hrend sie allgemein einen “Weierstrassschen Satz” voraussetzt, den dieser “bei Gelegenheit eines
Seminarvortrages u¨ber allgemeine Einheiten erwa¨hnte, den er aber damals noch nicht bewiesen hatte.”57
Bei der zweiten Methode wies Hensel wieder darauf hin, daß die Konjugierten wi von w0 durch die Kon-
gruenzen wq
δ
α ≡ wα+δλi verbunden sind, woraus er folgerte, daß fu¨r Zahlen, die einer Kongruenz wq
k1 ≡ 0
50[V2, 1].
51[V2, 3].
52[V2, 3]. Es ist unklar, ob Hensel hier behaupten wollte, eine analoge Konstruktion ließe sich im galoisschen Fall
durchfu¨hren. Ab der Dissertation benutzt er die hier noch nachgeordneten Eigenschaften als Definition.
53[V2, 3f]. Der Satz, der ’und umgekehrt’ formuliert, findet sich bei Hensel im Anschluß.
54[V2, 4].
55[V2, 4]. Vermutlich sollen die ui hier trotzdem ganz sein, auch wenn man dann als Modul q ha¨tte schreiben ko¨nnen.
56Der Exponent ist das minimale n, so daß wn ≡ 1 mod q(ξ0). Er zeigte dazu, daß von den Zahlen der Gattung k genau
ϕ(n) zum Exponenten n geho¨ren, wenn n ein Teiler von qk − 1 ist.
57[V2, 5 bzw. 10]. Leider la¨ßt sich nicht rekonstruieren, was dieser Satz aussagte. Laut Hensel hing er (vermutlich recht
indirekt) mit der Frage zusammen, ob die Wurzeln einer irreduziblen Kongruenz modulo q(ξ0) linear unabha¨ngig sind,
[V2, 5]. Weierstrass’ Satz ko¨nnte durchaus falsch gewesen sein, ebenso wie Hensels (nicht pra¨zise bekannte) Schlußfolgerung
daraus.
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mod q(ξ0) mit k1 < k genu¨gen, zwingend Konjugierte kongruent modulo q(ξ0) sind. Der Nachweis, daß
g(k) < λ auch notwendig fu¨r das Auftreten gaDT ist, im Falle g ≥ λ also eine Zahl gefunden werden
kann, deren Diskriminante nicht durch q teilbar ist, verla¨uft wie im ersten Vortrag mit Hilfe des dort
angefu¨hrten Kongruenzensystems.
Der na¨chste Eintrag in Hensels Tagebuch vom 13.8. 1883 beginnt mit der Anku¨ndigung
Aehnlich wie die algebraischen Galoisschen Zahlen kann man auch die reellen ganzen Zahlen fu¨r einen Modul
behandeln, der die Potenz einer reellen Primzahl ist.58
Es ist nicht klar, ob dies bedeutet, daß Hensel bereits zu diesem Zeitpunkt algebraische Zahlen fu¨r eine
(reelle) Primzahlpotenz als Modul untersucht hatte.59 Hensel zeigte zuna¨chst, daß jeder Rest modulo qk
eindeutig in der Form u0 + u1q + u2q
2 + · · · + uk−1qk−1 mit 0 ≤ ui < q darstellbar ist. Anschließend
beantwortete er die Frage, wieviele der s := qk−qk−1 zu q teilerfremden Reste (mit u0 6= 0) primitiv sind,
d.h. fu¨r wieviele von ihnen erst xs ≡ 1 mod qk ist. Um zur Antwort ϕ(ϕ(qk)) zu gelangen, betrachtete
er die gleiche Frage auch fu¨r alle Teiler s1|s.60
Da Hensels Tagebuch keinen weiteren Aufsachluß gewa¨hrt, wird hier zum Text der Dissertation zuru¨ck-
gekehrt.
2.2.3 Zum Inhalt der Arbeit
Der ausfu¨hrliche Hauptteil der Dissertation
Auffa¨llig ist, daß Hensel in diesem Textteil nur elementar formulierte, also keine Sa¨tze bildete, in denen
Primdivisoren vorkommen.
Die Rechnungen in Periodenunterko¨rpern 3. und 4. Grades Sei jetzt wieder ν prim, ν = λµ+1,
ω eine ν-te Einheitswurzel und g eine primitive Kongruenzwurzel von ν. Dann sind die µ-gliedrigen
Perioden definiert als
εa+1 =
µ∑
δ=1
ωg
δλ+a
(a = 0, 1, . . . , λ− 1).
Hensel begann mit einer Zusammenstellung bekannter Ergebnisse:
Von den so bestimmten Perioden gelten dann einige bekannte Sa¨tze, welche sich unter Benutzung der in der
Festschrift gegebenen Definitionen und Bezeichnungen so aussprechen lassen:
Durch die µ-gliedrigen Perioden der ν-ten Wurzeln der Einheit wird eine Galois’sche Gattung der λ-ten
Ordnung constituiert, welche durch Gλ(ε) bezeichnet werden soll. Die λ conjugierten Zahlen
ε1, ε2, . . . , ελ
bilden ein Fundamentalsystem fu¨r diese Gattung. Die Discriminante der Gattung Gλ(ε) entha¨lt ausser der
Primzahl ν keinen Theiler.
Jede ganze algebraische Zahl des Gattungsbereiches Gλ(ε) wird also durch die Linearform
ω1 = u1ε1 + u2ε2 + · · ·+ uλελ
dargestellt, wenn den Coefficienten u gewisse ganzzahlige Werthe beigelegt werden.61
58[TB, 74].
59Wahrscheinlich bezieht sich das “Aehnlich” auf die benutzten Methoden, nicht auf den Modul.
60[TB, 74 - 80].
61[1, 1884, 13]. Hier findet man eine bei Hensel ha¨ufige Formulierungsungenauigkeit: Gattung und Gattungsbereich werden
durch das gleiche Symbol bezeichnet.
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Hensel fu¨hrte also (wie Kronecker) eine Linearform, die die ganzen Zahlen darstellt, als Objekt ein. Wei-
terhin definierte er die Diskriminante als die Form, die aus den Konjugierten ωi dieser Linearform gebildet
wird: D(u) =
∏
(a6=b)(ωa−ωb). Die Frage der gemeinsamen außerwesentlichen Diskriminantenteiler lautet
nunmehr, ob D(u) durch q 6= ν teilbar ist, wenn man fu¨r die ui beliebige Tupel a = (a1, . . . , aλ) ∈ Zn
einsetzt.
Konkrete Rechnungen fu¨hrte Hensel in denjenigen Fa¨llen durch, wo die von den Perioden erfu¨llte Glei-
chung Grad drei oder vier hat, also ν = 3µ+1 bzw. ν = 4µ+1 ist. Sie beruhen, wie Hensel selbst anmerkte,
vor allem darauf, daß in diesen Fa¨llen die symmetrischen Funktionen der µ-gliedrigen Perioden der ν-ten
Einheitswurzeln von Kummer berechnet worden sind.62 Genauer nutzt er die “bekannten Gleichungen...,
denen die Resolventen der cubischen und biquadratischen Periodengleichungen genu¨gen.”63
Sind ν = (α+3β%)(α+3β%2) bzw. ν = (α+2βi)(αa−2βi) die Zerlegungen von ν “im Gebiete der
dritten [bzw. vierten] Wurzel der Einheit,”64 wobei % eine primitive dritte Einheitswurzel ist, so erhielt
Hensel fu¨r die Wurzel ∆(u) aus D(u) im Fall ν = 3µ+1 einen Ausdruck ∆(u1, u2, u3) = −ν(α∆1 +β∆2),
wobei in ∆i nur ganze Zahlen und die ui vorkommen.
Im Fall ν = 4µ + 1 erhielt er fu¨r die Wurzel ∆(u) aus D(u) eine Gleichung 4∆(u) = ν
3
2A(A2 − νB2),
wobei in A und B nur α, β, die ui und die Gro¨ßen ε = (−1)µ, δ = 1−ε2 vorkommen.
Kandidaten fu¨r gaDT sind nur q = 2, 3 bzw. q = 2, 3, 4 und Hensel diskutierte die Formen D(u) mod q
nach allen Regeln der Fallunterscheidungskunst.
Im Fall λ = 3 gelangt man leicht zu der Aussage, daß 2 genau dann gemeinsamer außerwesentlicher
Diskriminantenteiler ist, falls β gerade ist. Drei ist kein gemeinsamer außerwesentlicher Diskriminanten-
teiler, aber Hensel zeigte (was zuna¨chst u¨berraschend scheint) noch, daß genau im Fall β ≡ 0 mod 3 alle
Elementdiskriminanten von Elementen u1ε1 + u2ε2 + u3ε3 mit u1 + u2 + u3 ≡ e 6= 0 mod 3 durch drei
teilbar sind.
Im Fall λ = 4 erha¨lt man zuna¨chst (nach la¨ngerer Diskussion), daß 2k genau dann gemeinsamer au-
ßerwesentlicher Diskriminantenteiler ist, wenn β durch 2k teilbar ist (k = 1, 2). Drei ist genau dann
gemeinsamer außerwesentlicher Diskriminantenteiler, wenn ν ≡ 1 mod 12 und β ≡ 0,±1 mod 6.
Eine hinreichende Bedingung in beliebigen Periodenunterko¨rpern Als na¨chstes untersuchte
Hensel den allgemeinen Fall Gλ(ε) (es ist weiterhin ν = λµ+1 prim) und gelangte zu einem hinreichenden
Kriterium dafu¨r, daß q gemeinsamer außerwesentlicher Determinantenteiler ist. Dazu benutzte er D(u) =
|wji |2 (i = 1, . . . , n, j = 0, . . . , n−1) und daß q Teiler dieser Determinante ist, wenn zwei Zeilen kongruent
modulo q sind. Ist erst qk
µ ≡ 1 (mod ν), so ist εqki ≡ εi mod (q) und damit auch ωq
k
i ≡ ωi mod (q), falls
man fu¨r die ui beliebige ganzzahlige Werte einsetzt. Ist q
k < λ, so sind also in obiger Determinante zwei
Zeilen kongruent modulo q, q ist also gemeinsamer außerwesentlicher Diskriminantenteiler.
Das so erhaltene Resultat erlaubte immerhin Zusammenspiele mit anderen mathematischen Aussagen.
Zuna¨chst kann man es unter Anwendung einer Aussage von Kronecker elegant aussprechen:
62[1, 1884, 25].
63[1, 1884, 2].
64[1, 1884, 15].
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Alsdann ist jede Gleichungsdiscriminante der Gattung Gλ(ε) durch diejenigen in der Reihe 2, 3, . . . , λ − 1
enthaltenen Primzahlpotenzen theilbar, welche λ-te Potenzreste von ν sind.65
Weiter ermo¨glicht es das Zusammenspiel von Hensels speziellen Rechnungen und den allgemeinen Re-
sultaten der neuen Theorie, Erga¨nzungssa¨tze zu Reziprozita¨tsgesetzen abzuleiten. So ergibt sich u.a. der
von Eisenstein gefundene Erga¨nzungssatz zum kubischen Reziprozita¨tsgesetz:
Die Zahl 3 ist dann und nur dann cubischer Rest einer Primzahl ν von der Form 3µ + 1, wenn in der
Darstellung von 4ν durch die Form A2 + 27B2 die Zahl B durch 27 teilbar ist.66
Die neuen theoretischen Konzepte der Einleitung
Kronecker schrieb in seinem Gutachten zu Hensels Dissertation:
[Es] bedurfte demgema¨ß einer genaueren und tieferen Durcharbeitung der nur in ihren Grundzu¨gen aufge-
stellten allgemeinen Theorie der algebraischen Zahlen. Hr. Hensel hat diese Aufgabe mit anerkennenswerthem
Eifer, Fleiß und Geschick durchgefu¨hrt; die große Mu¨he, die er darauf gewendet hat, ist aber auch durch den
Erfolg belohnt worden.67
Dieser Abschnitt versucht die Resultate dieser tieferen Durcharbeitung zu rekonstruieren und nachzu-
vollziehen.
Hensel wollte nun die “fu¨r die Kreistheilungsgleichungen durchgefu¨hrte Untersuchung auch auf beliebige
ganzzahlige Gleichungen”68 ausdehnen, wobei er die Voraussetzung beibehielt, daß q kein Teiler der Dis-
kriminante der Gattung ist. Es wird wieder “an die Stelle der Primzahl q ein Primdivisor derselben als
Modul gesetzt.”69 Hensel begru¨ndete zuna¨chst, daß er mit einem Primdivisor von q in der Galoisschen
Hu¨lle der Gattung G1 arbeitete:
Da es ferner die Natur der zu lo¨senden Frage mit sich brachte, dass nicht nur die Zahlen einer Gattung
G1, sondern auch die allen conjugierten Gattungen angeho¨rigen ganzen algebraischen Zahlen fu¨r denselben
Primdivisor von q zu untersuchen waren, so musste der den Betrachtungen zu Grunde gelegte Modul fu¨r alle
diese Gattungen unzerlegbar sein, also q innerhalb der niedrigsten die Gattung G1 nebst ihren Conjugirten
enthaltenden Galois’schen Gattung G in seine Primdivisoren zerlegt vorausgesetzt, und fu¨r eine von ihnen
als Modul die Zahlen des Gattungsbereiches (G1) untersucht werden.70
Die Frage ist wieder, ob eine der Differenzen (wi − wj) durch den (neuen) Primdivisor q(ξ) teilbar ist.
Das Ziel: Ein Fundamentalsystem fu¨r den Modul q(ξ) Hensel begann seine Untersuchung im
galoisschen Fall. Ist q(ξ) der Primteiler von q, so war sein Ziel, “alle ganzen algebraischen Zahlen ω des
Gattungsbereiches (G) modulo q(ξ) auf... eine ganz bestimmte reducierte Form” zu bringen, “welche hier
zuna¨chst abzuleiten war.”71 In der Tat gibt es in Kroneckers Grundzu¨gen (nur) einen Hinweis darauf,
wie diese Form aussieht:
Mittels eben jenes Verfahrens, welches zur Aufstellung eines Fundamentalsystems einer Art und Gattung
fu¨hrt, la¨ßt sich na¨mlich das Restsystem fu¨r einen Primdivisor hter Ordnung, dessen Norm ph ist, so aufstellen,
65[1, 1884, 28].
66[1, 1884, 29]. Dazu braucht man die obige Aussage u¨ber den Fall ω1 + ω2 + ω3 nicht durch drei teilbar.
67[Biermann, 1988, 295].
68[1, 1884, 3f].
69[1, 1884, 4].
70[1, 1884, 4].
71[1, 1884, 4].
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dass alle Zahlen nur lineare Functionen von h Elementen des Fundamentalsystems sind, und hieraus folgt
dann, dass die Anzahl dieser in Bezug auf den Primdivisor incongruenten Zahlen genau ph ist.72
Hensel hatte ein solches Restsystem im Fall der Periodengattung abgeleitet und arbeitete auch in diesem
allgemeineren Fall mit der entsprechenden Form:
dass alle Zahlen des Bereiches (G) modulo q(ξ) betrachtet auf eine und nur auf eine Weise auf die Form:
(a) u1ξ11 + · · ·+ ukξk,1
(
uδ = 0, 1, . . . , q − 1
δ = 1, 2, . . . , k
)
gebracht werden ko¨nnen. Hieraus ergibt sich unmittelbar, dass die Anzahl aller modulo q(ξ) incongruenten
Zahlen des Gattungsbereiches (G) gleich qk ist.73
Ein solches System ξ11, . . . , ξk,1 nannte Hensel ein Fundamentalsystem fu¨r den Modul q(ξ).
Das Hilfsmittel: Die Gattung des Divisors q(ξ) Hensel begann mit der Konstruktion einer Hilfs-
gattung:
Es la¨sst sich nun zeigen, dass stets eine unter G enthaltene Gattung Γ gefunden werden kann, innerhalb deren
der Divisor q(ξ) von der Ordnung Eins ist; ferner kann man fu¨r q(ξ) einen a¨quivalenten Divisor finden, dessen
sa¨mmtliche Elemente dem Gattungsbereiche (Γ) angeho¨ren. Aus diesen Gru¨nden soll Γ als die Gattung des
Divisors q(ξ) bezeichnet werden.74
Zwei Teile dieser Aussage sind interpretationsbedu¨rftig. Einmal soll der Divisor q(ξ) innerhalb Γ von der
Ordnung Eins sein. Dies ist so zu verstehen, daß es in (Γ) genau q mod q(ξ) inkongruente ganze Zahlen
gibt. Zum anderen mu¨ssen die Elemente des Divisors nicht im Gattungsbereich (Γ) liegen, es soll jedoch
einen zu q(ξ) a¨quivalenten Divisor geben, dessen Elemente (Γ) angeho¨ren.
Diese Angabe ist deshalb verwirrend, weil Kronecker Primdivisoren oft in der Form u1x1 + . . . unxn
schrieb, wobei fu¨r die ui ganze Zahlen in Z zu setzen sind. (Die xi bilden also eine Z-Basis fu¨r das dem
Primdivisor korrespondierende Primideal.) Das macht hier aber keinen Sinn, denn bezu¨glich dieser Dar-
stellung hat entweder jede oder keine a¨quivalente Form des Divisors Elemente in (Γ). Vielmehr dachte
Hensel hier an einen Primdivisor der Form u1x1 + · · ·+umxm(m ≤ n) , wobei fu¨r die ui hier ganze Zahlen
des Gattungsbereiches (G) gesetzt werden ko¨nnen.
Ist λ die Ordnung von Γ, so setzte Hensel k = nλ und behauptete, daß k die Anzahl der Elemente eines
Fundamentalsystems fu¨r den Modul q(ξ) ist.
An welche Konstruktion Hensel dachte, als er schrieb, daß eine solche Gattung Γ gefunden werden kann,
la¨ßt sich anhand der verfu¨gbaren Quellen nicht bestimmen. Jedoch kann man Γ als Objekt in heutiger
Terminologie im Zerlegungsko¨rper des zu q(ξ) geho¨rigen Primideals wiedererkennen. (Diese sogenannte
Hilbertsche Verzweigungstheorie fu¨hrte 1894 zu einem Priorita¨tsstreit bzw. Streit um Vero¨ffentlichungs-
praxen zwischen Hilbert, der daru¨ber vero¨ffentlicht hatte, und Dedekind, der sich darauf berief, Hilbert
doch extra auf die Stelle hingewiesen zu haben, an der er 1882 geschrieben hatte, u¨ber weitere Ergebnisse
zu verfu¨gen.75 Insbesondere war daru¨ber also 1884 noch nichts vero¨ffentlicht worden.)
72[Kronecker, 1882, 319].
73[1, 1884, 5]. Hensels Darstellung entha¨lt auch hier keinen Beweis, aber es ist sehr wahrscheinlich, daß er das von
Kronecker angedeutete Verfahren durchgefu¨hrt hatte.
74[1, 1884, 4].
75Vgl. dazu [Haubrich, 1992], [Hilbert, 1894a], [Dedekind, 1882], sowie die entsprechenden Briefe Hilberts und Dedekinds
in Go¨ttingen. Dedekinds Anku¨ndigung ist zumindest nicht eindeutig bezu¨glich der Frage, was fu¨r weitere Ergebnisse er
hatte.
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Im folgenden gebe ich die relevanten Aussagen u¨ber den Zerlegungsko¨rper in diesem Spezialfall jeweils
mit einer U¨bertragung in Hensels Terminologie an:76
Es sei K|Q endlich vom Grad n, galoissch, OK der Ring der ganzen Zahlen in K, q in K unverzweigt.
Jedes Ideal in OK ist ein freier Z-Modul vom Rang n.
1. Die u¨ber q liegenden Primideale sind zueinander konjugiert.
1.’ Ist q(ξ) = x1u1 + · · ·+ xnun mit xi ∈ OK ein Primdivisor von q, so sind die u¨brigen Primdivisoren
von q gerade qj(ξ) :=
∑
i x
(j)
i uj , (j = 1, . . . , n), wobei x
(j)
i die Konjugierten von xi bezeichne.
2. Ist ℘ ein Primideal in OK , so besteht die Zerlegungsgruppe G℘ aus denjenigen Elementen σ ∈ G =
Gal(K|Q), fu¨r die gilt σ℘ = ℘. Der Zerlegungsko¨rper K1 besteht aus den Elementen in K, die unter G℘
invariant sind.
2.’ Betrachtet man alle diejenigen Konjugationen (j), fu¨r die die Divisoren q1(ξ) und qj(ξ) a¨quivalent
sind, so besteht der Gattungsbereich (Γ) aus denjenigen Zahlen in (G), die unter diesen Konjugationen
invariant sind.
3. Ist λ die Anzahl der Primideale u¨ber q und f deren Tra¨gheitsindex, so ist n = λf und es gilt [K :
K1] = f , [K1 : Q] = λ = |G℘|. P = ℘ ∩ K1 hat u¨ber Q den Tra¨gheitsgrad Eins, ℘ hat u¨ber K1 den
Tra¨gheitsgrad f .
3.’ Ist λ die Anzahl der Primdivisoren von q und f deren Ordnung, so ist n = λf und Γ von der
Ordnung λ. Die Anzahl der modulo q(ξ) inkongruenten ganzen Zahlen ist in (Γ) gleich p.
Offenbar hat der Zerlegungsko¨rper Γ die von Hensel gewu¨nschten Eigenschaften.
Dem sei zum Vergleich Hensels Behandlung der Periodengattungen in seinem mathematischen Tagebuch
zur Seite gestellt. Zu einer Kreisteilungsgattung hatte er zuna¨chst die Zerlegung von q bestimmt. Die-
jenigen Perioden (sagen wir die µ1-gliedrigen), die dann in q(ξ) vorkommen, bestimmen die Gattung
des Divisors Γ, in der q(ξ) die Ordnung eins hat. Anschließend untersuchte er die Gattungen G der µ-
gliedrigen Perioden, wobei µ = µ1k ist. Diese ist dann von der Ordnung k u¨ber Γ und die Bahn einer
geeignet gewa¨hlten µ-gliedrigen Periode unter den Konjugationen von G, die Γ fest lassen, bildete in G
ein Fundamentalsystem fu¨r den Modul q(ξ).
Betrachtet man diese Situation nun von der Gattung G ausgehend, so sind die Aussagen 1.’-3.’ mo¨glich,
um die Situation zu beschreiben. Die Perioden sind gerade so konstruiert, daß sie unter gewissen Konju-
gationen invariant sind und die zugeho¨rigen Periodengattungen bestehen dann aus allen Elementen, die
unter diesen Konjugationen invariant sind. Eine Argumentation mit bestimmten der Konjugationen liegt
also nahe.
Hensels Vorgehen la¨ßt sich im Einzelnen aus den vorhandenen Dokumenten nicht rekonstruieren. Insbe-
sondere la¨ßt sich auch nicht abscha¨tzen, ob Kronecker die Theorie im galoisschen Fall bekannt war.
76Die moderne Formulierung wird hier nach [Neukirch, 1992, 56ff] zitiert.
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Die Kardinalita¨t des Fundamentalsystems im nicht-galoisschen Fall Hensel versuchte anschlie-
ßend auch im nicht-galoisschen Fall, die Kardinalita¨t eines Fundamentalsystems fu¨r den Modul q(ξ) als
Ordnung einer Zwischengattung wiederzufinden. Er schrieb:
Eine Verallgemeinerung dieses Satzes ist hier hervorzuheben, welche sich folgendermaassen aussprechen la¨ßt:
Ist q(ξ) ein beliebiger Primdivisor einer reellen Primzahl q und Γ die durch ihn constituierte Gattung; ist
ferner G1 eine ganz beliebige Gattung algebraischer Zahlen, welche von der Ordnung k1 ist, sobald die Gattung
Γ dem natu¨rlichen Rationalita¨tsbereiche adjungirt wird; und ist endlich die Primzahl q in den Discriminanten
der Gattungen G1 und Γ nicht enthalten, so lassen sich stets k1 Zahlen ν11, ν21, . . . , νk1,1 eines beliebigen
Fundamentalsystems der Gattung G1 durch eine endliche Anzahl von Operationen so bestimmen, dass jede
zum Bereiche (G1) geho¨rige ganze Zahl auf eine und nur auf eine Weise modulo q(ξ) auf die Form
u1ν11 + · · ·+ ukνk1,1 (uδ = 0, 1, . . . , q − 1; δ = 1, 2, . . . , k1)
gebracht werden kann. Also ist die Anzahl aller modulo q(ξ) incongruenten Zahlen des Gattungsbereiches G1
gleich qk1 , d.h. gleich der Norm des Divisors q(ξ) fu¨r die Gattung G1.77
Versuchen wir wiederum eine Interpretation. Es fa¨llt hier zuna¨chst die unpra¨zise Ausdrucksweise auf.
Primdivisor ohne Angabe eines Gattungsbereiches G, in dem dieser prim sein soll, gibt keinen Sinn. Au-
ßerdem ist zwar die Teilbarkeit einer beliebigen algebraischen Zahl durch q(ξ) erkla¨rt, trotzdem kann aber
G1 nicht ganz beliebig sein, sondern sollte unter G enthalten sein, da sonst evtl. q(ξ) bezu¨glich G1 nicht
prim bleibt. Diese Interpretation wird auch dadurch unterstu¨tzt, daß genau diese Situation auf der Seite
zuvor vorgestellt worden war. Dies legt es weiterhin nahe, daß G galoissch ist und Γ wie oben bestimmt
ist, also als Zerlegungsko¨rper des q(ξ) entsprechenden Ideals in G.
Was genau soll dann bedeuten: “welche von der Ordnung k1 ist, sobald die Gattung Γ dem natu¨rlichen
Rationalita¨tsbereich adjungiert wird”? Wa¨hrend man in heutiger Terminologie eine Ko¨rpererweiterung
suchen (und das Kompositum G2 = G1Γ in Gu¨ber Γ betrachten) wu¨rde, betrachtete Hensel die von einem
Element der Gattung G1 u¨ber Q erfu¨llte irreduzible Gleichung und schaute, ob und wie diese zerfa¨llt. Die
gesuchte Ordnung ist dann der Grad des irreduziblen Faktors, der das betrachtete Element annuliert.
Ich mo¨chte hier, als eine mo¨gliche heuristische Stu¨tze fu¨r Hensels Theorie (die ihm oder Kronecker mo¨gli-
cherweise zur Verfu¨gung stand) zeigen, daß die von Hensel angegebene Kardinalita¨t eines Fundamentalsy-
stems richtig ist, wenn die Galoissche Gattung abelsch ist. Da dieser Beweis in keiner direkten Beziehung
zu Hensel steht, wird er hier mit modernen Bezeichnungen gegeben. Sei dazu K|Q galoissch mit abelscher
Galoisgruppe, p in OK unverzweigt und ℘ ein Primideal in OK u¨ber p. Sei K1 der Zerlegungsko¨rper von
℘ (der nur von p abha¨ngt, da K abelsch ist), K2 ein Unterko¨rper von K, K1K2 ihr Kompositum in K
und ℘2 = ℘ ∩ OK2 . Hensels Behauptung ist dann [OK2/℘2 : Fp] = [K1K2 : K1].
Beweis: Es gilt [K2 : (K1 ∩K2)] = [K1K2 : K1]. Zu zeigen ist daher, daß u¨ber ℘1 := ℘ ∩OK1∩K2 nur ein
Primideal in OK2 liegt, denn da p unverzweigt ist, ist dann
[OK2/℘2 : OK1∩K2/℘1] = [K2 : (K1 ∩K2)],
und wegen K1 ∩K2 ⊂ K1 ist OK1∩K2/℘1 ∼= Fp.
Sei also ℘′ ein zu ℘ konjugiertes Primideal in OK , das ebenfalls u¨ber ℘1 liegt. Dann gibt es ein σ ∈
Gal(K|K1 ∩K2) mit ℘′ = σ(℘). Da Gal(K|K1 ∩K2) von Gal(K|K1) und Gal(K|K2) erzeugt wird und
77[1, 1884, 5].
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nach Voraussetzung abelsch ist, ist also σ = gτ mit g ∈ Gal(K|K1) und τ ∈ Gal(K|K2). Es ist g(℘) = ℘,
also ℘′ = τ(℘) und daher ℘′ ∩ OK2 = ℘ ∩ OK2 , wie zu zeigen war.
Bemerkungen: Der Fall K2 ⊂ K1 kann nicht auftreten, wenn K (wie bei Hensel) die galoissche Hu¨lle
von K2 ist. Gilt K1 ⊂ K2, so liegt u¨ber ℘1 = ℘ ∩ OK1 klarerweise nur ein Primideal in OK2 . In diesem
Fall gilt die Aussage auch fu¨r eine nicht-abelsche Erweiterung. Außerdem entfa¨llt dann auch der Umweg
u¨ber die Betrachtung von K1 ∩K2, Hensels Aussage wird also offensichtlich. Falls aber die die galoissche
Erweiterung nicht abelsch ist, so gibt es i.A. mehrere Primideale u¨ber ℘1 in OK2 , die Aussage wird also
falsch.
Die Konstruktion eines Fundamentalsystems fu¨r den Modul q(ξ) Sowohl im galoisschen, als
auch im allgemeinen Fall wollte Hensel aber nicht nur die Kardinalita¨t eines Fundamentalsystems fu¨r
den Modul q(ξ) mit Hilfe der Gattung dieses Primdivisors bestimmen, sondern auch dieses selbst. Er
behauptete jeweils, daß sich aus einem beliebigen Fundamentalsystem dieser Gattung entsprechende
Elemente auswa¨hlen lassen.78 Diese Elemente mu¨ssen zuna¨chst linear unabha¨ngig u¨ber Γ sein, was sich
erreichen la¨ßt. Die weitere Bedingung ist aber, daß unter den Mo¨glichkeiten, k bzw. k1 u¨ber Γ linear
unabha¨ngige Elemente auszuwa¨hlen, auch eine ist, bei der die Diskriminante dieser k bzw. k1 Elemente
u¨ber Γ nicht durch q(ξ) teilbar ist.79 Dies ist im Allgemeinen nicht der Fall. Im Fall der Periodengattungen
ließ sich die entsprechende Aussage noch leicht beweisen. Wa¨ren na¨mlich dort alle betrachteten k ×
k-Unterdeterminanten durch q(ξ) teilbar gewesen, so wa¨ren u¨berhaupt alle k × k-Unterdeterminanten
der Diskriminante der Periodengattung durch q teilbar gewesen, also auch diese im Widerspruch zur
Voraussetzung.80 Dieser Beweis la¨ßt sich aber nicht auf die allgemeine Situation u¨bertragen. Dies ist
auch einsichtig, wenn man bedenkt, daß im nicht-galoisschen Fall die Kardinalita¨t des gesuchten Systems
zu groß ist und daru¨berhinaus auch im abelschen Fall nicht gesichert ist, daß es eine Ganzheitsbasis fu¨r
die Erweiterung K1K2|K1 gibt. Selbst wenn es eine solche ga¨be, mu¨ßten ihre Elemente aber nicht in K2
liegen.
Es ist nicht klar, ob Hensel seinen Fehler bemerkte, denn in den folgenden Arbeiten verzichtete er auf die
Voraussetzung, daß p nicht in der Diskriminante vorkommt und fu¨r diesen allgemeineren Fall mußte er
sowieso eine andere Technik entwickeln, um die Kardinalita¨t eines Fundamentalsystems zu bestimmen.
Es bleibt festzuhalten, daß die Einfu¨hrung des Begriffs “Fundamentalsystem fu¨r die Gattung G und
den Primdivisor q(ξ)” Hensel eine einfache Beschreibung eines vollsta¨ndigen Restsystems modulo q(ξ)
erlaubte und Hensel glaubte, mit Hilfe der Gattung des Primdivisors ein solches Fundamentalsystem und
damit auch ein Restsystem bestimmen zu ko¨nnen.
Strukturierung des vollsta¨ndigen Restsystems Hensels Ziel war es, die qk modulo q(ξ) inkongru-
enten ganzen Zahlen der galoisschen Ordnung “in geeigneter Weise zu ordnen”.81 Den Ausgangspunkt
seiner U¨berlegungen bildete dabei die folgende Aussage:
78[1, 1884, 5].
79Diese Bedingung wird im vero¨ffentlichten Text der Dissertation nicht genannt. Sie findet sich aber nicht nur in der
ebenfalls 1884 angefertigten ersten Habilitationsschrift, sondern auch schon in Hensels Herleitung eines Fundamentalsystems
fu¨r den Modul q(ξ) im Fall der Periodengattungen in seinem Tagebuch [TB, 69].
80[TB, 67].
81[1, 1884, 6].
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Ist (G1) ein beliebiger, unter der Galois’schen Gattung G enthaltener Gattungsbereich, welcher unter Adjunc-
tion der Gattung Γ des Divisors q(ξ) von der Ordnung k1 ist, so ist jede zu (G1) geho¨rige ganze algebraische
Zahl ω eine Wurzel der Congruenz:
ωq
k1 − ω ≡ 0 (mod q(ξ)).82
An diese knu¨pfte er zwei Definitionen: Ist k1 ein beliebiger Teiler von k und x eine ganze Zahl, die die
obige Kongruenz erfu¨llt, dann “geho¨rt [sie] modulo q(ξ) zu einem Gattungsbereiche der Ordnungszahl
k1.” Erfu¨llt sie diese, aber keine mit einem kleineren k1 “so soll sie als zu einer Gattung der Ordnungs-
zahl k1, oder als zur Ordnungszahl fu¨r den betrachteten Modul geho¨rig betrachtet werden.”
83 Hensel
definierte damit Gattung und Gattungsbereich der Ordnungszahl k1 fu¨r den betrachteten Modul als neue
Objekte, wobei die Definition keinen Bezug mehr (wie noch in der zweiten Vortragsausarbeitung) zu den
Untergattungen der betrachteten Gattung hat. Hensel fu¨hrte die folgenden Aussagen als Erkla¨rung der
Bezeichnungen an:
Jede Zahl, welche modulo q(ξ) zu einem Gattungsbereiche der Ordnung k1 geho¨rt, ist fu¨r diesen Divisor die
Wurzel einer ganzzahligen Congruenz vom Grade k1.
Geho¨rt eine algebraische Zahl zur Ordnungszahl k1 selbst, so ist die definirende Congruenz des Grades k1
irreductibel.84
Durch das “definirend” kommt vermutlich die Vorstellung Hensels zum Ausdruck, daß eine Gattung fu¨r
den Modul q(ξ) auch durch eine Kongruenz definiert werden kann.
Hensel bezeichnete mit g(k1) die Anzahl (die wirklich nur von k1 abha¨ngt) der Zahlen, die fu¨r q(ξ) zur
Ordnungszahl k1 geho¨ren. Er charakterisierte sie als Wurzeln einer Kongruenz mod q(ξ) des g(k1)-ten
Grades und gab eine Formel fu¨r ihre Anzahl. Beides soll erst bei der Darstellung der ausfu¨hrlichen ersten
Habilitationsvero¨ffentlichung sowohl erla¨utert als auch auf seinen Ursprung befragt werden. Ebendort
wird sich auch zeigen, was die “weitere Eintheilung der zu derselben Ordnungszahl k1 geho¨rigen ganzen
algebraischen Zahlen”85 ist, auf die auch Hensel in seinem Ergebnisbericht nicht eingeht, da er sie nicht
beno¨tigt.
Entscheidend fu¨r Hensels Argument ist der Zusammenhang zwischen konjugierten Zahlen im Gattungs-
bereich fu¨r den Modul q(ξ) und den Konjugierten u¨ber der Gattung Γ des Primdivisors q(ξ). Als fu¨r den
Modul q(ξ) konjugiert bezeichnete Hensel die Zahlen
ω1, ω
q
1, . . . , ω
qk1−1
1
(wobei ω1 zur Ordnungszahl k1 fu¨r den Modul q(ξ) geho¨rt), einmal, weil sie eine irreduzible ganzzahlige
Kongruenz k1-ten Grades modulo q(ξ) erfu¨llen, zum anderen aber auch, weil sie zu k1 der k Konjugierten
von ω1 “fu¨r den Rationalita¨tsbereich Γ” modulo q(ξ) kongruent sind.
86 Genauer gesagt, sind alle k
konjugierten Zahlen den Zahlen ω1, ω
q
1, . . . , ω
qk−1
1 modulo q(ξ) kongruent und ist ω von der Ordnung
k1 < k, so sind nur k1 der Konjugierten inkongruent.
82[1, 1884, 6]. Die entsprechende Aussage (wobei qk1 die Kardinalita¨t eines vollsta¨ndigen Restsystems ist) steht bereits
explizit in Dedekinds erster Darstellung der Idealtheorie [Dedekind, 1871], aber nicht in Kroneckers Grundzu¨gen.
83Beide Zitate [1, 1884, 6].
84[1, 1884, 6].
85[1, 1884, 7].
86[1, 1884, 7].
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Die Formulierung der Ergebnisse Im galoisschen Fall kann man jetzt ein einfaches hinreichendes
Kriterium formulieren: Ist G galoissch von der Ordnung n, Γ wieder die von q(ξ) konstitutierte Gattung, λ
deren Ordnung und n = λk, so ist q gemeinsamer außerwesentlicher Diskriminantenteiler, falls n > g(k),
falls es also nicht genug modulo q(ξ) inkongruente Zahlen gibt, die modulo q(ξ) von der maximal mo¨glichen
Ordnung k sind. Hensel behauptete weiter (ohne Beweis), daß diese Bedingung auch notwendig ist, daß
er also ein Element konstruieren kann, dessen Diskriminante q nicht entha¨lt, wenn n ≤ q(k) ist.
Hensels Formulierung des hinreichenden Kriteriums im allgemeinen Fall (sei diesmal G1 eine beliebige
Gattung ν-ter Ordnung) werde wiederum zitiert:
In diesem Falle ist die Primzahl q in derjenigen Galois’schen Gattung G in ihre Primdivisoren zu zerlegen,
unter der die zu untersuchende Gattung G1 nebst ihren conjugirten Gattungen enthalten ist. Ein beliebiger
Primdivisor von q sei dann q(ξ), und Γ die durch ihn constituierte Gattung. Dann denke man sich die Gattung
Γ dem natu¨rlichen Rationalita¨tsbereiche adjungirt und untersuche, welches die Ordnung ist, auf die sich die
ν einzelnen zu G1 conjugirten Gattungen in diesem erweiterten Bereiche (1,Γ) reduciren. Es seien nun:
λ1k1, λ2k2, . . . , λµkµ
die ganzen Zahlen, welche angeben, wie viele der ν Gattungen Ga respective von der Ordnung:
k1, k2, . . . , kµ
sind. Dann la¨ßt sich der allgemeine hier sich ergebende Satz so aussprechen:
Ist eine der µ Bedingungen:
kaλa > g(ka) =
∑
d|ka
εdq
d (a = 1, 2, . . . , µ)
erfu¨llt, so enthalten die Discriminanten aller Gleichungen des Gattungsbereiches (G1) die Primzahl q als
ausserwesentlichen Theiler.87
Versuchen wir zu verstehen, wie diese Aussage mit den vorherigen zusammenha¨ngt. Die Tatsache, daß sich
λiki der zu G1 konjugierten Gattungen auf den Grad ki reduzieren, wenn man den Rationalita¨tsbereich
(Γ) betrachtet, bedeutet gerade, daß in der Zerlegung der u¨ber Q irreduziblen Gleichung ν-ten Grades,
der ein Element der Gattung G1 genu¨gt (im folgenden definierende Minimalgleichung), u¨ber dem Ratio-
nalita¨tsbereich (Γ) genau λi Faktoren ki-ten Grades auftreten. Damit ha¨ngen (nach Hensels Theorie) je
ki der Reste modulo q(ξ) zusammen und ihre Ordnung ist daher ein Teiler von ki. Wenn es im gesamten
galoisschen Gattungsbereich (G) nicht genug verschiedene Zahlen der entsprechenden Ordnungen gibt
(das ist die Bedingung, die formuliert ist), so ko¨nnen diese auch nicht in den entsprechenden konjugierten
Gattungen als Konjugierte eines Elements auftreten, es mu¨ssen also zwei der Konjugierten kongruent
modulo q(ξ) sein und damit ist q gaDT.
Eine symmetrische Formulierung des Ergebnisses Hensel sah nun “die Aufgabe gegeben, die
Untersuchungsmethode in der Weise umzugestalten, dass die Unabha¨ngigkeit des Resultats von der Wahl
des Primdivisors ins Licht gesetzt wu¨rde.”88 Diese Aufgabe stellt sich insbesondere deshalb, weil die
Anzahl der Konjugierten, die zu w1 ∈ G1 fu¨r den Modul q(ξ) konjugiert sind, wirklich von der Auswahl
von q(ξ) abha¨ngt. Die von Kronecker eingefu¨hrte Fundamentalgleichung erlaubte es Hensel, eine neue
Theorie zu formulieren. Die Betrachtung der Fundamentalgleichung modulo q zeigt, wie die definierende
87[1, 1884, 9].
88[1, 1884, 9].
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Minimalgleichung in jedem Fall zerfa¨llt und q ist genau dann in der Elementdiskriminante nicht enthalten,
wenn sie nicht weiter zerfa¨llt und die entstehenden Faktoren paarweise inkongruent sind.89
Als Kriterium formulierte Hensel daher:
Um zu entscheiden, ob eine reelle Primzahl q ausserwesentlicher Theiler aller Discriminanten einer Gattung
G1 ist, denke man sich ihre Fundamentalgleichung modulo q in irreductible Factoren zerlegt. – Geben alsdann
die Zahlen λ1, λ2, . . . , λµ an, wieviele dieser Factoren beziehungsweise vom Grade k1, k2, . . . , kµ sind, so hat
die Primzahl q dann und nur dann die angegebene Eigenschaft, wenn eine der µ Bedingungen λα >
1
kα
g(k)
erfu¨llt ist.
Allerdings war auch jetzt fu¨r den Beweis die Existenz irreductibler Divisoren von q nothwendig, jedoch wurde
hier von denselben keine weitere Eigenschaft, als eben ihre Existenz vorausgesetzt.90
Diese letzte Anmerkung Hensels la¨ßt es sehr wahrscheinlich erscheinen, daß er einen vo¨llig neuen Ansatz
zur Herleitung seiner Ergebnisse gemacht hatte. Die Zerlegung der Fundamentalgleichung liefert na¨mlich
auch (bzw. wirklich) die Kardinalita¨t der Restsysteme modulo der verschiedenen Pridivisoren von q. Fu¨r
diese (hier vermutlich schon entwickelte) Theorie mußten einige Aussagen bewiesen werden, die Kronecker
in den Grundzu¨gen nur unvollsta¨ndig hatte beweisen ko¨nnen.91
Untersuchung der Diskriminante der Fundamentalgleichung Hensel leitete nun zum Fall u¨ber,
wo ganz allgemein p auch Diskriminantenteiler sein darf, indem er berichtete, er habe am Ende seiner
Arbeit ein Beispiel dargelegt, in dem ein Diskriminantenteiler auch gemeinsamer außerwesentlicher Dis-
kriminantenteiler sei.92 Er wies nun noch auf “eine vo¨llig andere Behandlung derselben Frage...,welche
sich auf die Theorie der Divisorensysteme gru¨ndet”93 hin. Dazu betrachtete er die Diskriminantenform
der Fundamentalgleichung, teilte sie durch die Diskriminante und ging dann der Frage nach, wann diese
bzw. eine beliebige primitive Form fu¨r beliebige ganzzahlige Werte durch eine Primzahl q teilbar ist:
Denkt man sich na¨mlich die von ihren Zahlenfactoren befreite Discriminantenform der Fundamentalgleichung
einer Gattung G gebildet, so wird diese primitive Form dann und nur dann fu¨r alle ganzzahligen Werthe
der Unbestimmten durch eine gegebene Primzahl q theilbar, wenn die Zahl q ausserwesentlicher Theiler
sa¨mmtlicher Discriminanten der zu (G) geho¨rigen Gleichungen ist.94
Die Antwort wenn sie sich modulo p aus Ausdru¨cken up − u zusammensetzen la¨ßt formulierte Hensel
wieder nur in Termen der Fundamentalgleichung, um eine strukturelle Analogie zur Bedingung fu¨r Dis-
kriminantenteiler zu erhalten:
Die Primzahl q ist dann und nur dann außerwesentlicher Theiler aller Gleichungsdiscriminanten einer gege-
benen Gattung G1, wenn die Fundamentalgleichung dieser Gattung F (ω;u1, . . . , uν) mit ihrer ersten nach
der Variablen ω genommenen Ableitung fu¨r das Modulsystem
(q, uq1 − u1, . . . , uqν − uν)
89Dies schrieb Hensel in der Dissertation nicht, erla¨uterte es aber in der erst 1894 abgedruckten Darstellung der Theorie
[14, 1894].
90[1, 1884, 10].
91Zumindest eine der Vervollsta¨ndigungen ist nachweislich in einer der Habilitationsarbeiten enthalten. Vero¨ffentlicht
wurde diese Theorie aber erst als [13, 1894].
92Dies bedeutet, daß p in allen Elementdiskriminanten in ho¨herer Potenz vorkommt, als in der Gattungsdiskriminan-
te. Unterteilt man (wie Hensel im Anschluß an Kronecker) die Elementdiskriminanten in einen wesentlichen und einen
außerwesentlichen Anteil, so kann man formulieren, p sei sowohl gaDT, als auch Diskriminantenteiler.
93[1, 1884, 10].
94[1, 1884, 11]. Hier benutzte er, daß der abgetrennte Zahlenfaktor die Diskriminante der Gattung ist, ohne darauf
hinzuweisen, daß bei Kronecker ein Teil dieser Aussage noch unbewiesen war.
56
einen gemeinsamen Theiler hat.95
Im Anschluß daran ging Hensel noch einer ebenfalls von Kronecker angeregten Fragestellung nach, na¨mlich
aus was fu¨r Gattungen die ui gewa¨hlt werden ko¨nnen, damit der gro¨ßte gemeinsame Teiler der durch die
Form dargestellten Zahlen eins wird. Kronecker hatte in Bezug auf das Beispiel Dedekinds geschrieben:
Doch darf hier nicht unerwa¨hnt bleiben, dass merkwu¨rdiger Weise auch bei dieser elementareren Frage der
Darstellung der complexen Zahlen, ganz analog wie bei der ho¨heren Frage der Darstellung ihrer Primtheiler,
eine zweite Art der Association, na¨mlich die von algebraischen Zahlen ho¨herer Ordnung, zu demselben
Ziele fu¨hrt. In der That sieht man leicht, daß die Unbestimmten jener primitiven Form, welche eine Wurzel
der Fundamentalgleichung darstellt, stets als ganze algebraische Zahlen dem angegebenen Zwecke gema¨ss
bestimmt werden ko¨nnen, und wenn man z.B. oben fu¨r u eine dritte Wurzel der Einheit setzt, so wird die
primitive Form ihrem absoluthen Werthe nach gleich Eins.96
Es geht also darum, daß alle ganzen Zahlen der Gattung mit Hilfe von Potenzen einer Zahl y, die nicht
in der Gattung liegt, mit ganzen Koeffizienten (in Z) dargestellt werden ko¨nnen. Fu¨r Kronecker (und
offenbar auch fu¨r Hensel) ist es dabei kein Problem, daß dann klarerweise in dieser Form nicht nur ganze
Zahlen des gegebenen Gattungsbereiches dargestellt werden ko¨nnen und das es nicht leicht zu entscheiden
ist, ob eine gegebene Zahl dem Gattungsbereich angeho¨rt.
Hensels erhielt als Ergebnis, daß man dazu nur Einheitswurzeln braucht und der Grad k der Primdivisoren
von p hoch genug sein muß.97 Ich werde auf diese Fragestellung ebenfalls genauer eingehen, wenn ich die
Arbeiten betrachte, in denen diese Ergebnisse ausfu¨hrlich vorgestellt werden.
Zusammenfassung Man kann Hensels Dissertation als eine schrittweise Hinwendung zur Theorie der
Grundzu¨ge beschreiben. Mit elementaren Hilfsmitteln kam er bis zu einer hinreichenden Bedingung fu¨r
gaDT (im unverzweigten Fall). Anschließend nutzte er die Theorie der idealen Primdivisoren, um zu
einem notwendigen Kriterium zu kommen. Dazu fu¨hrte er ein Konzept ein, das nicht in den Grundzu¨gen
vorkommt, die Gattung eines Divisors. Obwohl er glaubte, mit dessen Hilfe ein hinreichendes Kriterium fu¨r
gaDT (im unverzweigten Fall) formulieren zu ko¨nnen, benutzte er fu¨r eine bessere Formulierung dann auch
die weiteren Konzepte Kroneckers, die Fundamentalgleichung und ihre Diskriminantenform. Als Ergebnis
war er mit Kroneckers Theorie soweit vertraut, daß er auch kleinere Lu¨cken in ihr vervollsta¨ndigen konnte.
2.3 Die Habilitationsarbeiten
2.3.1 Dokumentation und Bewertung
Als Dokumente liegen Hensels Antrag auf Erteilung der venia legendi, sowie Kroneckers Gutachten vor.
Aus Kroneckers Gutachten erfahren wir, daß es sich (neben der Dissertation) um “ 8 gro¨ßere - auf den
Umschla¨gen mit No. I bis VIII bezeichnete - handschriftliche Abhandlungen sowie einen kleineren mit No.
95[1, 1884, 11]. Die Formulierung fu¨r die Diskriminante ist (speziell fu¨r den von Hensel angesprochenen zahlentheoreti-
schen Fall umformuliert): p ist Diskriminantenteiler genau dann, wenn die Fundamentalgleichung F (w;u) mit ihrer nach w
genommenen Ableitung, im Sinne der Congruenz modulo p, einen gemeinsamen Theiler hat. [Kronecker, 1882, 381].
96[Kronecker, 1882, 384].
97Die Bedingung ist qk < ν(ν − 1), wobei ν der Grad der Form ist. [1, 1884,11 ].
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IX bezeichneten Aufsatz”98 handelt. Hier die Liste der Titel der eingereichten Arbeiten, wie sie Hensel
auf seinem Gesuch vermerkte:99
1. Untersuchung der ganzen algebraischen Zahlen eines gegebenen Gattungsbereiches (G) fu¨r einen beliebigen
algebraischen Primdivisor.
2. Untersuchung der ganzen algebraischen Zahlen eines gegebenen Gattungsbereiches, sowie der Gattungs-
discriminante fu¨r eine reelle Primzahl als Modul.
3. Arithmetische Untersuchung u¨ber die gemeinsamen außerwesentlichen Theiler aller Gleichungsdiscrimi-
nanten einer beliebigen Gattung algebraischer Zahlen.
4. Ueber ein rationales endliches Verfahren, welches zur Aufstellung der Fundamentalgleichung einer belie-
bigen Gattung fu¨r eine reelle Primzahl als Modul fu¨hrt.
5. Ueber den Zusammenhang der Primdivisoren einer reellen Primzahl innerhalb einer aus zwei anderen
componierten Gattung mit den Primtheilern derselben Zahl fu¨r die beiden erzeugenden Gattungen.
6. Anwendung der Theorie der Modulsysteme auf die Theorie der ganzen algebraischen Zahlen.
7. Ueber den Zusammenhang zwischen den Primdivisoren einer reellen Primzahl innerhalb einer beliebigen
Gattung mit denjenigen innerhalb einer jene enthaltenden Galoisschen Gattung.
8. Ueber die Zerlegung der Fundamentalgleichung einer beliebigen Gattung algebraischer Zahlen in Bezug
auf eine reelle Primzahl. Beweis der absoluten Aequivalenz der Gattungsdiscriminante und der Discriminante
der Fundamentalgleichung.
9. Notiz u¨ber eine in der Theorie der Elektricita¨t auftretende unendliche Reihe
Zum Zeitpunkt von Kroneckers Gutachten (16.7.1886) war definitiv der Druck von mindestens zwei der
Arbeiten geplant:
Zwei seiner Arbeiten sind bereits vor la¨ngerer Zeit von der Redaction des hiesigen Journals fu¨r Mathematik,
welche von Hrn. Weierstraß und mir gefu¨hrt wird, zum Abdruck angenommen worden, aber die Fu¨lle des
sonst vorliegenden Materials gestattete bisher den Abdruck noch nicht.100
Tatsa¨chlich ist aber nur die erste dieser Arbeiten zu Lebzeiten Kroneckers gedruckt worden. Hensel
vero¨ffentlichte 1894 zwei weitere Arbeiten, die mit hoher Wahrscheinlichkeit direkt aus den Habilitations-
arbeiten hervorgegangen sind, vermutlich nachdem er keine entsprechenden Manuskripte in Kroneckers
Nachlaß gefunden hatte. Die erste entspricht dabei hochwahrscheinlich der Arbeit 8., die zweite entha¨lt
sicher 3., eventuell aber auch Ergebnisse aus 6.101
Kronecker bezeichnete die eingereichten Arbeiten als inhaltlich wertvoll und hebt insbesondere die neue
Begriffsbildung und die A¨quivalenz der Diskriminante und der Diskriminantenform der Fundamentalglei-
chung hervor:
Dagegen sind die 8 gro¨ßeren von Hn. Hensel eingereichten Abhandlungen die sehr werthvolle Frucht mehrja¨hri-
ger, anhaltender und eingehender, mit ebensogroßem Talent als Fleiß ausgefu¨hrter Untersuchungen aus dem
Gebiete der ho¨heren Arithmetik.
[I]ch hebe... aus dem Inhalt zwei Punkte hervor, die mir als die wichtigsten erscheinen; einen, der sich auf
eine fruchtbare neue Methode, einen anderen, der sich auf ein interessantes neues Resultat bezieht.
Hr. Hensel hat erstens den sinnigen Gedanken gehabt, alle jene Begriffe (Gattungsbereich, Fundamentalsy-
stem etc.), welche ich in meinen “Grundzu¨gen einer arithmetischen Theorie der algebraischen Gro¨ßen” ent-
wickelt habe, bei seinen Untersuchungen in einem neuen abstracten, nur relativen Sinn anzuwenden und also
z.B. “Fundamentalsysteme” gewisser algebraischer Zahlen einzufu¨hren, die die Eigenschaften eines solchen
98[GAK, 1].
99Vgl. [HGH].
100[GAK, 2].
101Es handelt sich um die Arbeiten [13, 1894] und [14, 1894], die im Abschnitt 2.4 behandelt werden.
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nur im Sinn der Congruenz fu¨r einen bestimmten Modul besitzen. Diese echt wissenschaftliche Abstraction
hat - wie diejenige, welcher der Gaußesche Congruenzbegriff selbst entsprungen ist - wesentliche methodi-
sche Vortheile, und sie hat sich in den Henselschen Untersuchungen aufs Beste bewa¨hrt. Ja, man kann - die
Haupterfolge derselben gerade dieser sachgema¨ßen Abstraction zuschreiben.
Hr. Hensel hat zweitens eine der wichtigsten Fragen, welche die Theorie der Discriminanten algebraischer
Gleichungen uns darbietet, fu¨r den Fall von Zahlengleichungen vollsta¨ndig aufgekla¨rt, indem er in der mit No.
VIII bezeichneten Abhandlung den Beweis dafu¨r erbringt, daß die absolute Aequivalenz der Discriminante
einer Gattung mit derjenigen der bezu¨glichen Fundamentalgleichung ausnahmslos besteht....[I]ch betrachte
es als einen sehr glu¨cklichen Gedanken des Hrn. Hensel, die Aufgabe der Bestimmung dieser Discriminante
ohne Ru¨cksicht auf den urspru¨nglichen Grund102 des Problems mit allen zur Verfu¨gung stehenden Mitteln
in Angriff zu nehmen. Der Erfolg, den Hr. Hensel dabei gehabt hat, vervollsta¨ndigt unsere bis dahin immer
noch beschra¨nkt gebliebene Einsicht in die Natur der Fundamentalgleichungen.103
Ebenfalls dokumentiert ist ein ru¨ckblickendes Urteil von Weierstraß, der sich positiv u¨ber die Arbeiten,
aber kritisch u¨ber Hensels mathematische Allgemeinbildung a¨ußerte. In seiner Befu¨rwortung des Antrags
auf Ernennung Hensels zum außerordentlichen Professor vom 15.1.1891 schrieb Weierstraß zuna¨chst zu
den Habilitationsarbeiten:104
[D]ie eingereichten Habilitationsschriften entsprachen allen billigen Anforderungen, indem sie zeigten, daß der
Verfasser in einem wichtigen und ausgedehnten mathematischen Gebiete nicht nur gu¨ndliche und umfassen-
de Kenntnisse besitze, sondern auch, auf gegebener Grundlage weiterbauend, selbsta¨ndige Untersuchungen
auszufu¨hren im Stande sei.
Anschließend fu¨hrt er jedoch aus, daß Hensels Kenntnisse in anderen mathematischen Disziplinen ei-
gentlich fu¨r einen Universita¨tslehrer zu du¨rftig gewesen seien, so daß es gerechtfertigt gewesen wa¨re, die
Verleihung der venia legendi zu vertagen:
Indessen war nicht zu verkennen und zeigte sich auch in dem an die Probevorlesung sich anschliessenden
Colloquium in auffallender Weise, dass Dr. Hensel in den letzten Jahren seine Studien in zu einseitiger Weise
betrieben habe105 - in die schwierigsten Fragen sich vertiefend war er nicht dazugekommen in die u¨brigen
Disciplinen: Analysis, Geometrie, Mechanik, mathematische Physik so weit sich einzuarbeiten als es von dem
Universita¨tslehrer verlangt werden muss. Bei diesem Stand der Dinge wa¨re es an sich gerechtfertigt gewesen,
die Ertheilung der venia legendi an Dr. Hensel noch einige Zeit zu vertagen.
Zum eigentlichen Thema seines Textes kommend, konstatierte Weierstraß, Hensel habe daher einen Ver-
trauensvorschuß erhalten und diesen gerechtfertigt:
[B]ei seinem entschiedenen mathematischen Talente und ungewo¨hnlichem Fleisse glaubte aber die Fakulta¨t,
sich der Hoffnung hingeben zu ko¨nnen, er werde, sofort in die praktische Tha¨tigkeit eintretend, die in seinem
Wissen noch vorhandenen Lu¨cken alsbald erkennen und in nicht zu langer Zeit aufzufu¨llen im Stande sein.
Es freut mich, heute aussprechen zu ko¨nnen, dass diese Hoffnung nicht geta¨uscht worden ist.
2.3.2 Die vero¨ffentlichte Habilitationsarbeit
Hensels Arbeit Untersuchung der ganzen algebraischen Zahlen eines gegebenen Gattungsbereichs fu¨r einen
beliebigen algebraischen Primdivisor ist auf 1884 datiert, wurde jedoch erst in Band 101 des Crelle-
102Den urspru¨nglichen Grund fu¨hrte Kronecker zuvor aus. Es handelt sich um Kroneckers Idee, die Primdivisoren auch
begriﬄich mit Hilfe der Fundamentalgleichung einzufu¨hren.
103[GAK, 1f].
104Alle Zitate bis zum Ende des Abschnittes nach [Akte H, Blatt 8b]. Der Text ist (mit etwas anderen Auslassungen) in
[Biermann, 1988, 148f] abgedruckt.
105Hervorhebung B.P., dieses “zu” ist bei Biermann nicht mit abgedruckt.
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Journals und also 1887 vero¨ffentlicht. Sie entha¨lt eine dreistufige Klassifikation der Zahlen eines vollsta¨ndi-
gen Restsystems modulo eines Primdivisors, daru¨berhinaus aber auch ein Verfahren, um die Kardinalita¨t
eines solchen Systems zu bestimmen.
Die Einleitung
Hensels Einleitung dokumentiert, daß die Arbeit im Zusammenhang mit Untersuchungen u¨ber gaDT
entstand. Konkret bemerkte er, daß der Teil seiner Dissertation, der die Struktur des vollsta¨ndigen Rest-
systems modulo eines Primdivisors behandelte, nur von der vorherigen Bestimmung der Kardinalita¨t
dieses Restsystems abha¨ngig war und daher auf den allgemeinen Fall (in dem p in der Diskriminante
vorkommen kann) u¨bertragen werden kann: Es
ergab sich das Resultat, dass die u¨ber das Verhalten der Zahlen einer Gattung in Bezug auf einen Primdivisor
gefundenen Sa¨tze zum gro¨ssten Teil von der vorhin erwa¨hnten Voraussetzung unabha¨ngig sind; und ein
weiteres Eingehen auf diesen Gegenstand machte es auch mo¨glich, den Uebergang zu der ho¨heren [galoisschen]
Gattung zu vermeiden.106
Dies ist leicht zu interpretieren: Wie wir gesehen hatten, brauchte Hensel einen Primdivisor q(ξ) von q in
einer galoisschen Gattung, da er nur diesem die Gattung des Divisors zuordnen konnte. Mit Hilfe dieser
Gattung bestimmte er die Anzahl der Elemente eines Fundamentalsystems modulo q(ξ). Dies ist aber
nur dann (und genaugenommen auch dann nicht) mo¨glich, wenn q kein Teiler der Diskriminante der Gat-
tung ist. Hensel beno¨tigte also ein neues Verfahren zur Bestimmung der Kardinalita¨t eines vollsta¨ndigen
Restsystems, konnte aber dann seine Untersuchungen u¨bernehmen.
Hensels Motivation der neuen Begriffe Hensels Ziel war es, einige der von Kronecker in der Fest-
schrift gepra¨gten Begriffe auf die Situation, in der die algebraischen Zahlen nur modulo eines Primdivisors
betrachtet werden, auszudehnen:
Ein Hauptzweck dieser Arbeit ist der, die von Herrn Kronecker in seiner Festschrift aufgestellten Begriffe des
Gattungsbereiches, der Gattung und des Fundamentalsystems in der Weise zu fassen, dass sie ihre Bedeutung
und ihre wesentlichen Merkmale auch dann noch beibehalten, wenn man die ganzen algebraischen Zahlen
nicht mehr als solche, sondern nur in Bezug auf einen beliebigen algebraischen Primdivisor betrachtet.107
Als wesentliche Eigenschaften der Kroneckerschen Grundbegriffe, die seine Begriffe beibehalten, hob er
hervor, daß sich Zahlen einer Gattung “gegenseitig rational durcheinander darstellen lassen.”108 Der
Gattungsbereich entha¨lt daru¨ber hinaus noch Zahlen, die sich rational durch die Zahlen der Gattung
darstellen lassen, aber durch die sich die Zahlen der Gattung nicht rational darstellen lassen, und die
dann zu einer der unter der ersten enthaltenen Gattungen geho¨ren. Ein Fundamentalsystem ermo¨glicht
die “Darstellung aller ganzen Zahlen eines jeden unter (G) enthaltenen Gattungsbereiches als homogene
lineare ganzzahlige Functionen” seiner Elemente.109
Er hob anschließend die analogen Eigenschaften seiner Begriffe hervor, (auch) um seine Bezeichnungen
106[2, 1887, 99].
107[2, 1887, 100].
108[2, 1887, 100].
109[2, 1887, 100]. Hensel nannte dieses Fundamentalsystem der Gattung, fordert aber, daß alle ganzen Zahlen des Gat-
tungsbereichs mit seiner Hilfe darstellbar sind.
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zu rechtfertigen. Ein Fundamentalsystem fu¨r die Gattung G und den Modul P1 ermo¨glicht es, “alle ganzen
algebraischen Zahlen des Bereiches (G), modulo P1 betrachtet, eindeutig als homogene lineare ganzzahlige
Functionen derselben [d.h. der Funktionen des Fundamentalsystems] dar[zu]stellen.”110 Die Bezeichnung
“fu¨r den Modul P1 zu derselben Gattung Γh geho¨rig”
111 erla¨uterte Hensel dadurch, daß “alle diese Zahlen
sich, modulo P1 betrachtet, ganzzahlig durcheinander ausdru¨cken lassen.”
112 Entsprechend geho¨ren zum
Gattungsbereich (Γh) die Zahlen, “die rational durch jede der zur Gattung Γh geho¨rigen Zahlen aus-
dru¨ckbar sind.”113 Fu¨r diesen la¨ßt sich ebenfalls ein Fundamentalsystem angeben. In beiden Fa¨llen sind
also erst die zu ordnenden Objekte gegeben. Von diesen werden die durcheinander ausdru¨ckbaren in eine
Gattung zusammengefaßt und die durch diese ausdru¨ckbaren in den Gattungsbereich aufgenommen, fu¨r
den man ein Fundamentalsystem hat. Im Hauptteil werden die hier genannten Eigenschaften allerdings
nicht noch einmal angesprochen.
Hensels Einordnung Als “wichtigste Arbeiten, welche fru¨her u¨ber diesen Gegenstand vero¨ffentlicht
worden sind”, nannte Hensel Gauß’ Disquisitiones generales circa congruentias (aus dem Nachlaß vero¨ffent-
licht 1863), weiter [Galois, 1830], [Scho¨nemann, 1845], sowie die Darstellung von Serret, die er auf einen
Vortrag vor der Pariser Akademie 1865 datierte und nach [Serret, 1866] zitierte.114 Hensel ging von ei-
ner gegebenen Gattung algebraischer Zahlen aus und bemerkte dann, daß die genannten Arbeiten einen
Spezialfall seiner Untersuchung behandeln, na¨mlich denjenigen, in dem die Primzahl p prim bleibt:
Alle diese Arbeiten behandeln den Fall, dass die Primzahl innerhalb der der Untersuchung zu Grunde gelegten
Gattung G ihren Primzahlcharakter nicht verliert, d.h. unzerlegbar bleibt. In der That werden daselbst der
Sache nach die ganzzahligen Functionen einer Variablen x fu¨r ein Modulsystem (p, F (x)) untersucht; die
Function F (x) wird aber jedesmal als irreductibel fu¨r den Modul p angenommen.115
Diesem Spezialfall stellte Hensel nun den von ihm untersuchten allgemeinen Fall gegenu¨ber, wo “u¨ber das
Verha¨ltniss der Primzahl p zu der zu untersuchenden Gattung keinerlei Voraussetzung gemacht wird.”116
Dieser allgemeine Fall war auch Gegenstand von Dedekinds Idealtheorie. Hensel erla¨uterte, warum er
nicht detailiert auf dessen Ergebnisse eingehen konnte:
Einige der im Folgenden entwickelten allgemeinen Resultate finden sich schon in den Dedekindschen Publi-
cationen. Ich wu¨rde sie im Einzelnen an den betreffenden Stellen dieser Abhandlung citiren, wenn nicht die
ganz verschiedene Terminologie eine zu weitla¨ufige Darlegung fu¨r die Vergleichung der Resultate erforderte.
Aber ich werde dies in einer spa¨teren Arbeit nachholen.117
Hensel bezog sich hier also allgemein auf Dedekinds Arbeiten zur Idealtheorie, ho¨chstwahrscheinlich
jedoch nicht auf dessen Abriß [Dedekind, 1857], da dieser eindeutig in einer Reihe mit den genannten
Arbeiten von Gauß, Galois und Serret steht.118 Zum Abschluß seiner Einleitung wies er noch darauf hin,
110[2, 1887, 101].
111[2, 1887, 101].
112[2, 1887, 101].
113[2, 1887, 101].
114[2, 1887, 102].
115[2, 1887, 102f]. Dazu muß man wissen, daß p prim bleibt, wenn die definierende Gleichung der Gattung mod p irreduzibel
ist, was z.B. leicht aus §3 von [Dedekind, 1878] folgt, aber sicher auch Kronecker bekannt war. Gauß behandelte u¨brigens
auch Situationen, in denen F (x) nicht irreduzibel ist, vgl. [Frei, 2007].
116[2, 1887, 103].
117[2, 1887, 103]. Eine solche Arbeit existiert nicht.
118Vermutlich kannte er den Abriß also nicht, und dies ist ein weiteres Indiz dafu¨r, daß er von Dedekinds U¨ber den
Zusammenhang [Dedekind, 1878] um 1884 nur den Titel und Kroneckers Bezug darauf kannte, denn der Abriß ist die
explizite Grundlage von U¨ber den Zusammenhang.
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daß es U¨berschneidungen zwischen seiner Arbeit und den oben genannten gibt:
[S]o kommen naturgema¨ss einige der im Folgenden abgeleiteten Resultate und Ausdru¨cke schon in jenen
Abhandlungen fu¨r den Fall vor, dass p innerhalb G als irreductibel angenommen wird. Indessen sind auch
diese einzelnen Sa¨tze, der allgemeineren Natur unseres Problems entsprechend, stets auf einem von dem
fru¨her betretenen abweichenden Wege hergeleitet worden.119
Der Inhalt der Arbeit
Zur ho¨heren U¨bersichtlichkeit haben Hensels Paragraphen Titel erhalten.
§1 : Voraussetzungen Im ersten Abschnitt motivierte Hensel seine Wahl des begriﬄichen Rahmens
von Kroneckers Grundzu¨gen und stellte einen Hilfssatz bereit, der es erlaubte, Aussagen u¨ber alle ganzen
Zahlen des Gattungsbereiches zu machen.
Hensel fu¨hrte zuna¨chst die Kroneckerschen Grundbegriffe Gattung, Gattungsbereich, Fundamentalsystem
und Fundamentalform ein. Anschließend “sollen die ganzen algebraischen Zahlen des Bereiches (G) fu¨r
eine Primzahl p untersucht werden.”120 Da letztere aber nicht irreduzibel bleiben muß und die gewo¨hn-
liche Zerlegung in Irreduzible nicht eindeutig ist, nutzte er die Kroneckersche “Theorie der algebraischen
Divisoren”, da
man wieder zu einer eindeutigen Zerlegung in einfachste Elemente, und dadurch auch zu einer methodischen
Arithmetik gelangen kann, wenn man die algebraischen Zahlen nicht fu¨r sich, sondern innerhalb desjenigen
weiteren Bereiches behandelt, der durch die Gesammtheit aller algebraischen Formen des Gattungsbereiches
(G) mit beliebig vielen Variablen gebildet wird, und von welchem die algebraischen Zahlen offenbar einen
Teilbereich bilden.121
Er stellte daher den Kalku¨l der ganzen algebraischen Formen aus §22 der Grundzu¨ge vor, in dem primitive
Formen als Einheiten fungieren. (Eine Form ist primitiv, wenn die (ganzzahligen) Koeffizienten ihrer Norm
keinen gemeinsamen Teiler haben.122) Anschließend hob er als die wesentlichen Punkte fu¨r die eindeutige
Zerlegung in unzerlegbare Formen hervor:
1) Es giebt ein endliches Verfahren, um zu entscheiden, ob ein Divisor durch einen anderen theilbar ist.
2) Es giebt ein endliches Verfahren, um den gro¨ssten gemeinsamen Theiler zweier Divisoren darzustellen.
3) Jede reelle Zahl ist dem Product einer endlichen Anzahl von Divisoren a¨quivalent.123
Damit schloß sich Hensel explizit Kroneckers Konstruktivita¨tsforderungen an. Um mit Hilfe der Funda-
mentalform auch Aussagen u¨ber alle ganzen Zahlen der Gattung machen zu ko¨nnen, formulierte er den
folgenden Satz, in dem P1 einen der irreduziblen Divisoren von p in (G) und w1 = u1ξ1 + . . . unξn eine
Fundamentalform bezeichnet:
Bedeutet w1 eine Fundamentalform der Gattung G, so besteht eine ganzzahlige Congruenz
F (w1) ≡ 0 (modd.P1, up1 − u1, . . . , upn − un)
dann und nur dann, wenn dieselbe Congruenz fu¨r jede ganze Zahl des Bereiches (G) und fu¨r den Modul P1
erfu¨llt ist.124
119[2, 1887, 103].
120[2, 1887, 104].
121Beides [2, 1887, 104f.]. Die angesprochenen algebraischen Formen sind Polynome in Unbestimmten u1, . . . , uz , deren
Koeffizienten ganze algebraische Zahlen der betrachteten Gattung sind.
122[2, 1887, 105] bzw. [Kronecker, 1882, 342f].
123[2, 1887, 107]. Fu¨r den Beweis verwies er auf die Grundzu¨ge.
124[2, 1887, 108].
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Dieser Hilfssatz stand bereits (etwas allgemeiner formuliert) in der Einleitung der Dissertation [1, 1884,
11]. Die Richtung nur dann ist klar, u¨ber den Beweis der anderen Richtung schrieb Hensel, daß er “in
einer anderen Arbeit gegeben werden” soll.125 Dies bezieht sich vermutlich auf die sechste der oben
aufgefu¨hrten Habilitationsarbeiten.
§2 : Bestimmung eines Fundamentalsystems fu¨r den Modul P1 Hensel zeigte, daß man aus ei-
nem beliebigen Fundamentalsystem ξ1, . . . , ξn eines fu¨r den Modul P1 auswa¨hlen kann, und zwar wieder
in den drei Schritten, die bereits im Fall der Periodenuntergattungen vorkamen:
1. zeigte Hensel, daß fu¨r ein k-Tupel der ξi eine geeignet konstruierte Determinante nicht durch P1 teilbar
ist.
2. folgerte er daraus, daß eine Linearkombination mit ganzen Koeffizienten nur dann durch P1 teilbar
sein kann, wenn alle Koeffizienten durch p teilbar sind.
3. zeigte er, daß auch jede ganze Zahl der Gattung einer Linearkombination der Elemente ξi mit ganzen
Koeffizienten zwischen 0 und p − 1 kongruent ist, indem er nachwies, daß die Lo¨sungen des linearen
Gleichungssystems modulo P1 invariant unter p-Potenzierung sind und daher als ganze Zahlen gewa¨hlt
werden ko¨nnen.
Die dabei hauptsa¨chlich benutzte Technik ist wiederholte p-Potenzierung, die jetzt nicht mehr die Kon-
jugation u¨ber einer Untergattung (des Primdivisors) ist. Sei w1 = u1ξ1 + . . . unξn eine feste Fundamen-
talform. Es gibt dann ein minimales κ mit
wp
κ
1 − w1 ≡
∑
h
uh(ξ
pκ
h − ξh) ≡ 0 (modd.P1, up1 − u1, . . . , upn − un).
Dies gilt na¨mlich genau dann, wenn ξp
κ
h − ξh ≡ 0 (mod.P1) fu¨r alle h. Fu¨r jedes ξh gibt es aber ein
minimales kh, fu¨r das diese Gleichung erfu¨llt ist, weil es nur endlich viele mod p und damit auch nur
endlich viele mod P1 verschiedene Zahlen in (G) gibt. Dann ist κ das kleinste gemeinsame Vielfache der
kh.
126 Hensel wa¨hlte die Notation
wa :=
n∑
β=1
uβξ
pa−1
β ≡ wp
a−1
1 (mod.P1) (a = 1, 2, . . . , κ).
Dann sind die wi nach Konstruktion modulo P1 voneinander verschieden, also ist die Form D(w) =∏
h>i(wh − wi) nicht durch P1 teilbar. Diese kann man auch als Determinante D(w) = |wgh| mit (h =
1, 2 . . . , κ; g = 0, 1, . . . , κ− 1) schreiben. Mit Techniken der Determinantentheorie folgerte Hensel, daß es
κ unter den ξi (O.E. ξ1, . . . , ξκ) gibt, so daß
∆ =
∣∣∣∣∣∣∣∣∣∣∣∣
ξ1 ξ2 . . . ξκ
ξp1 ξ
p
2 . . . ξ
p
κ
...
...
...
ξp
κ−1
1 ξ
pκ−1
2 . . . ξ
pκ−1
κ
∣∣∣∣∣∣∣∣∣∣∣∣
125[2, 1887, 108].
126Erst aus spa¨teren Aussagen folgt, daß dieses κ unabha¨ngig von der Wahl von w1 ist. Diese Frage wurde von Hensel
nicht thematisiert.
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nicht durch P1 teilbar ist.
127 Weiter ist ∆2 invariant unter p-Potenzierung und damit einer ganzen Zahl
kongruent.
Hensel bewies anschließend den Satz:
Sind ξ1, . . . ξκ κ Zahlen eines beliebigen Fundamentalsystems von (G), deren Determinante∣∣∣ξpδh ∣∣∣ (h=1,2,...κδ=0,1,...κ−1)
modulo P1 nicht verschwindet, so la¨sst sich jede ganze algebraische Zahl ξ des Gattungsbereichs (G) fu¨r den
Modul P1 auf eine und nur auf eine Weise in die Form u1ξ1 + · · ·+ uκξκ setzen, wenn die Coeffizienten u die
Werte 0, 1, . . . , (p− 1) annehmen du¨rfen.128
Hensel zeigte dazu zuerst, daß zwei verschiedene dieser Zahlen mod P1 inkongruent sind und anschließend,
daß fu¨r ein gegebenes ξ eine solche Darstellung existiert. Dazu ging er jeweils von der vorliegenden
Gleichung durch wiederholtes p-Potenzieren zu einem linearen Gleichungssystem mit κ Gleichungen und
κ Unbekannten u¨ber, welches er mit Hilfe der Cramerschen Regel mod P1 eindeutig lo¨sen kann. Man kann
die Lo¨sungen zuna¨chst modulo P1 ganz wa¨hlen, da der Nenner ∆
2 einer reellen ganzen Zahl kongruent
ist und daher beseitigt werden kann. Potenziert man das ganze System mit p und zieht es dann vom
urspru¨nglichen ab, so erha¨lt man die Gleichungen
(up1 − u1)ξp
a
1 + · · ·+ (upκ − uκ)ξp
a
κ ≡ 0 (mod.P1) (a=0,1,...κ−1);
die zeigen, daß die Lo¨sungen ui auch “reellen ganzen Zahlen congruent” und modulo P1 eindeutig be-
stimmt sind.129
Daraus folgt insbesondere, daß es pκ modulo P1 inkongruente ganze Zahlen gibt. An diesen konstruktiven
Existenzbeweis schloß Hensel die entsprechende Definition:
Ein System von κ Zahlen ξ1, . . . , ξκ, durch welches jede Zahl des Gattungsbereichs (G) [modulo P1] in der
Form (26.)
[
u1ξ1 + · · ·+ uκξκ (ua=0,1,...(p−1)a=1,2,...κ )
]
dargestellt werden kann, soll ein Fundamentalsystem fu¨r die
Gattung G und den Modul P1 genannt werden.“130
§3: Die neuen Strukturen In diesem Abschnitt definierte Hensel die (relativen) Begriffe fu¨r den
Modul P1. Als Ausgangspunkt schlußfolgerte er aus der Definition von κ:
Jede ganze algebraische Zahl des Gattungsbereichs (G) ist eine Wurzel der Congruenz (1). wpκ−w ≡ 0 (mod.
P1), und die Congruenz (1.) ist die niedrigste dieser Art, welche fu¨r alle Zahlen des Bereichs besteht.
131
Er merkte an, daß dieser Satz sonst “immer noch eines besonderes Beweises” bedarf.132 Dies bezieht sich
sowohl auf die Theorie der ho¨heren Kongruenzen, die Hensel ja als den Spezialfall, in dem p prim bleibt,
auffaßte, als auch auf Dedekinds Idealtheorie. In beiden Fa¨llen ist der angesprochene Beweis direkt analog
dem Beweis des Satzes von Fermat in der elementaren Zahlentheorie.133
127Sei ξhi = ξ
pi−1
h und M = (w
g
h). Wegen F (x
p) ≡ F (x)p mod p folgt aus wg1 =
∑
h Ughξh (wobei Ugh Formen in ui sind)
auch wga ≡
∑
h Ughξha mod P1. Dann ist M ≡ UX mod P1 mit U = (Ugh) und X = (ξhi) (h = 1, . . . , n; g, i = 1, . . . , κ).
Es ist |M | ≡∑UiDi mod P1, wobei Ui Formen in ui und Di die verschiedenen κ× κ-Unterdeterminanten von X sind. Da
|M | nicht durch P1 teilbar ist, muß mindestens ein Di nicht durch P1 teilbar sein. [2, 1887, 110f].
128[2, 1887, 112].
129[2, 1887, 114].
130[2, 1887, 114]. Der Einschub “[modulo P1]” stellt ein Versehen Hensels richtig, der andere erga¨nzt den Ru¨ckbezug auf
die unmittelbar zuvor stehende Formel.
131[2, 1887, 114].
132[2, 1887, 115].
133Dedekind schrieb “man findet leicht”, verwies aber auch auf einen analogen Beweis in einer etwas anderen Situation.
[Dedekind, 1871, 254 bzw. 249].
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Sind w1, . . . , ws in beliebiger Reihenfolge die p
κ Zahlen u1ξ1 + · · ·+uκξκ (ui = 0, 1, . . . , (p−1)), so erha¨lt
man die Zerlegung
wp
κ − w ≡
s∏
h=1
(w − wh) (mod.P1).
Hensel ordnete jedem wh die minimale Zahl κh zu, fu¨r die w
pκh
h −wh ≡ 0 mod. (P1) ist. Dieses κh ist ein
Teiler von κ und die Kongruenz (14.) wp
κh − w ≡ 0 (mod. P1) hat ebenfalls keine mehrfachen Wurzeln.
Die Zusammenfassung der Wurzeln dieser Kongruenz begru¨ndete Hensel damit, daß auch Summe und
Produkt dieser Wurzeln wieder dieser Kongruenz genu¨gen:
Alle Zahlen des Bereiches (G), welche Wurzeln der Congruenz (14.) sind, bilden zusammengefasst einen
Bereich, dessen Individuen sich durch Addition und Multiplication, modulo P1 betrachtet, wieder erzeu-
gen....Aus diesen sowie aus anderen spa¨ter zu ero¨rternden Gru¨nden will ich die folgenden drei Definitionen
aufstellen:
I. Eine Zahl w, die der Congruenz wp
κh −w ≡ 0 (mod. P1) genu¨gt, geho¨rt fu¨r den Primdivisor P1 zu einem
Gattungsbereich (Γh) der Ordnungszahl κh.
II. Genu¨gt eine Zahl w der Congruenz wp
κh − w ≡ 0 (mod. P1) und keiner anderen von derselben Form,
in der der Exponent κh kleiner als κh ist, so soll w als zur Gattung Γh der Ordnungszahl κh, oder als zur
Ordnungszahl κh fu¨r den Divisor P1 geho¨rig bezeichnet werden.
III. Eine Gattung der Ordnungszahl κh ist unter einer anderen der Ordnungszahl κ
′
h enthalten, wenn κh ein
Teiler von κ′h ist.
134
Es wird also fu¨r jede ganze Zahl des Gattungsbereichs (G) definiert, zu welcher Gattung und zu welchen
Gattungsbereichen sie geho¨ren. Beide sind durch ihre Ordnungszahlen definiert. Herausgestellt wird die
Abgeschlossenheit gegenu¨ber Addition und Multiplikation.135
§4 : Anzahlen im Zusammenhang mit den neuen Strukturen Hensel bestimmte zuna¨chst die
Anzahl der inkongruenten Elemente im Gattungsbereich der Ordnungszahl κh und zwar als p
κh durch
explizite Konstruktion eines Fundamentalsystems. Die Anzahl der inkongruenten Zahlen der Gattungen
ergibt sich dann durch Auflo¨sung des Gleichungssystems, das die Verteilung der Zahlen der Gattungsbe-
reiche auf die Gattungen beschreibt. Durch Auflo¨sung eines analogen Gleichungssystems kann man auch
die Kongruenz bestimmen, die die Zahlen einer Gattung charakterisiert.
Sei jetzt κh immer ein Teiler von κ und cκh = κ. Hensel bestimmte zuna¨chst ein Fundamentalsystem (der
Kardinalita¨t κh) fu¨r den Gattungsbereich (Γh) aus dem Fundamentalsystem ξ1, . . . , ξk fu¨r den Modul P1.
Dazu benutzte er Eigenschaften der Determinante und eine Symmetrisierungstechnik, die es erlaubte,
Elemente des Gattungsbereiches (Γh) zu konstruieren. Er vera¨nderte in
∆ =
∣∣∣∣∣∣∣∣∣∣∣∣
ξ1 ξ2 . . . ξκ
ξp1 ξ
p
2 . . . ξ
p
κ
...
...
...
ξp
κ−1
1 ξ
pκ−1
2 . . . ξ
pκ−1
κ
∣∣∣∣∣∣∣∣∣∣∣∣
die ersten κh Zeilen, in dem er zur i-ten alle kκh+ i-ten addiert (i = 1, . . . , κh, k = 1, . . . , c). Dies a¨nderte
die Determinante nicht, die Elemente dieser Zeilen sind aber nun invariant unter pκh -Potenzierung, also
134[2, 1887, 117f]. In diese Begriffsbildung geht ein, daß eine zur Ordnungszahl κ geho¨rige Zahl nur Kongruenzen wp
k−w ≡ 0
(mod. P1) mit κ|k erfu¨llt.
135Wobei unklar ist, ob in dem “wieder erzeugen” eine sta¨rkere Aussage stecken sollte.
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Elemente von (Γκh). Nennt man die so erhaltenen Elemente der ersten Zeile ζ1, . . . , ζκ, so sind die Ele-
mente der i-ten Zeile mod P1 kongruent ζ
pi−1
1 , . . . , ζ
pi−1
κ (i = 1, . . . , κh). Entwickelt man die Determinante
mod. P1 nach den ersten κh neuen Zeilen, so kann man aus P1 6 |∆ folgern, daß es κh Elemente ζi (O.E.
ζ1, . . . , ζκh) gibt, so daß
∆κh =
∣∣∣∣∣∣∣∣∣∣∣∣
ζ1 ζ2 . . . ζκh
ζp1 ζ
p
2 . . . ζ
p
κh
...
...
...
ζp
κh−1
1 ζ
pκh−1
2 . . . ζ
pκ1−1
κh
∣∣∣∣∣∣∣∣∣∣∣∣
nicht durch P1 teilbar ist. Die Schlußfolgerung, daß dann ζ1, . . . , ζκh das gesuchte Fundamentalsystem
bilden, ist fu¨r Hensel klar:
Dann beweist man wo¨rtlich ebenso, wie dies vorher fu¨r die Gattung von der Ordnung κ geschehen ist, daß
die κh Zahlen ζ1, ζ2, . . . , ζκh fu¨r den Gattungsbereich der Ordnung κh in der Weise ein Fundamentalsystem
bilden, dass jede zu ihm geho¨rige Zahl auf eine und nur eine auf eine Weise in die Form
u1ζ1 + u2ζ2 + · · ·+ uκhζκh (ui = 0, 1, . . . p− 1)
gebracht werden kann. Demnach ist die Anzahl aller incongruenten zum Gattungsbereiche (Γh) der Ord-
nungszahl κh geho¨renden Zahlen gleich p
κh .136
Die zu (Γh) geho¨renden sh := p
κh inkongruenten Zahlen bezeichnete er mit w1,h, . . . , wsh,h und erhielt
“fu¨r variables w die Congruenz
(10.) wp
κh − w ≡
sh∏
i=1
(w − wi,h) (mod.P1).′′137
Nun wendete sich Hensel den Gattungen Γh zu. Zuna¨chst folgt leicht, daß die Zahlen des Gattungsbe-
reiches (Γh) alle zu einem Teiler von κh fu¨r den Modul P1 geho¨ren. Daraus erha¨lt man das folgende
Gleichungssystem, wenn g(κh) die “Anzahl der zu einer Gattung Γh von der Ordnungszahl κh geho¨rigen
incongruenten ganzen algebraischen Zahlen”138 bezeichnet:∑
d|κh
g(d) = pκh (fu¨r κh|κ). Dessen Auflo¨sung g(κh) =
∑
d|κh
εdp
d,
wird sehr u¨bersichtlich “durch die Benutzung eines Symbols, von dem Herr Kronecker in seinen Uni-
versita¨tsvorlesungen ha¨ufigen Gebrauch zu machen pflegt”.139 Dabei ist εd = 0, falls
κh
d mehrfache
Primfaktoren entha¨lt, andernfalls +1 wenn die Anzahl der Primfaktoren von κhd gerade ist und −1 sonst.
Fu¨r die Positivita¨t der Zahlen g(κh) zitierte Hensel [Serret, 1866], die Entdeckung der Methode schrieb
er Dirichlet zu.
Faßt man nun in der obigen Congruenz (10.) die Faktoren (w−wi,h) zu Vd(w) zusammen, bei denen die
wi,h zur Ordnungszahl d|κh geho¨ren, so erha¨lt man das folgende Gleichungssystem (16.) fu¨r die Vd(W ):
wp
κh − w ≡
∏
d|κh
Vd(w) (mod.P1) (fu¨rκh|κ). Auch dessen Lo¨sung Vκh(w) =
∏
d|κh
(wp
d − w)εd
gelang nach Ansicht Hensels durch eine Standardtechnik, denn Hensel schrieb daru¨ber:
136[2, 1887, 120].
137[2, 1887, 120].
138[2, 1887, 120].
139[2, 1887, 121].
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Nimmt man in (16.) auf beiden Seiten die Logarithmen, so erha¨lt man eine ebensolche Congruenz wie
die vorher behandelte. Lo¨st man dieselbe in der dort angegebenen Weise auf und geht wieder von den
Logarithmen zu den Functionen selbst u¨ber, so erha¨lt man [obige Formel].140
§5: Zuordnung der Exponenten Anschließend fu¨hrte Hensel eine weitere ganze Zahl ein, die einen
Rest modulo P1 charakterisiert, den Exponenten. Auch die Zahlen, die zum gleichen Exponenten geho¨ren,
kann man als Wurzeln einer Kongruenz charakterisieren.
Die Betrachtung des Exponenten motivierte Hensel durch dessen Betrachtung in der elementaren Zah-
lentheorie:
Ich wende mich jetzt derjenigen Eintheilung der pκ Zahlen des Restensystems von (G) fu¨r den Modul P1
zu, welche auch in der elementaren Zahlentheorie auftritt, na¨mlich der Anordnung dieser Zahlen nach dem
Exponenten, zu dem sie modulo P1 geho¨ren.
141
Fu¨r jede nicht durch P1 teilbare Zahl w von (G) gilt wpκ−1 ≡ 1 (mod. P1). Der Exponent von w ist
das minimale σ1, fu¨r das w
σ1 ≡ 1 (mod. P1) gilt, dieser ist stets ein Teiler von σ := pκ − 1 und Hensel
zeigte (analog zum Vorgehen in der elementaren Zahlentheorie), daß “fu¨r jeden Theiler σ1 von p
κ − 1
die Anzahl der zu ihm als Exponenten geho¨rigen incongruenten Zahlen gleich ϕ(σ1) ist.”
142 Hensel gab
noch eine zweite Methode an, um dieses Resultat abzuleiten. Dazu bemerkte er, daß genau die zu einem
Exponenten d|σ1 := pκ1 −1 geho¨renden Zahlen w Elemente des Gattungsbereichs (Γ1) der Ordnungszahl
κ1 sind. Damit bekommt man wiederum ein Gleichungssystem, das mit Hilfe der Methode Dirichlets und
der Bezeichnung Kroneckers aufgelo¨st werden kann:
Nennt man daher χ(d) die Anzahl aller incongruenten, zu d geho¨rigen Zahlen des Gattungsbereichs (Γ1), so
besteht fu¨r jeden Theiler κ1 von κ die Gleichung∑
d|σ1
χ(d) = pκ1 − 1 = σ1;
und hieraus folgt, genau wie im vorigen Paragraphen:
χ(σ1) =
∑
d|σ1
εd · d,
wo das Symbol εd wieder in Bezug auf σ1 dieselbe Bedeutung hat wie fru¨her in Bezug auf κ1.
143
Ebenso kann man nun auch die Congruenz aufstellen, der nur die Zahlen genu¨gen, die zum Exponenten
d geho¨ren. Es gilt wp
κ1−1 − 1 ≡ (w − w1)(w − w2) . . . (w − wσ1) (mod.P1), wobei wi alle nicht durch P1
teilbaren inkongruenten Zahlen des Gattungsbereichs (Γ1) der Ordnungszahl κ1 durchla¨uft. Faßt man
nun jeweils die zu einem Exponenten geho¨rigen Faktoren zum Faktor Φd(w) zusammen, so erha¨lt man
wieder ein Gleichungssystem, na¨mlich fu¨r jedes σ1 die Gleichung w
σ1 − 1 = ∏d|σ1 Φd(w) und dessen
Auflo¨sung:
Φσ1(w) =
∏
d|σ1
(wd − 1)εd ≡ 0 (mod.P1).
140[2, 1887, 122].
141[2, 1887, 122].
142[2, 1887, 124].
143[2, 1887, 125].
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§6: Ineinandergreifen beider Klassifikationen, dritte Stufe In diesem Abschnitt zeigte Hensel
zuna¨chst, daß durch Betrachtung des Exponenten nur Zahlen der gleichen Gattung modulo P1 zusam-
mengefaßt werden. Von den Zahlen der Gattung Γh mit der Ordnungszahl κh faßt Hensel dann noch je
κh Zahlen zusammen, die zum gleichen Exponenten geho¨ren. Die Bedeutung dieser Gruppierung wird
erst im na¨chsten Abschnitt erla¨utert.
Betrachtet man nur die zu einer Gattung Γh der Ordnungszahl κh geho¨renden Zahlen vom Exponenten
σ, so gilt wp
κh−1 ≡ 1 (mod. P1) und wσ ≡ 1 (mod. P1), also pκh ≡ 1 (mod. σ) und κh ist auch minimal
mit dieser Eigenschaft, d.h. die Exponenten der Zahlen der Gattung
sind na¨mlich die sa¨mmtlichen “eigentlichen” Divisoren von pκh − 1, wenn man unter dieser Bezeichnung
diejenigen Theiler versteht, die in keiner Zahl von der Form pκh − 1 enthalten sind, wenn κh < κh ist.144
Kennt man umgekehrt den Exponenten σ einer Zahl, so kann man daraus die Gattung ableiten, der sie
angeho¨rt, denn es ist die der Ordnungszahl κ, wobei κ minimal mit der Eigenschaft σ|pκ − 1 bzw. in
klassischer Sprechweise: ihre Ordnungszahl ist gleich dem Exponenten, zu dem p fu¨r den Modul σ geho¨rt.
Hensel bewies eine allgemeine Aussage, aus der auch direkt folgte, was die Berechnung der Anzahlen
ergibt: g(κh) =
∑
σi
ϕ(σi), wobei σi die eigentlichen Teiler von p
κh−1 durchla¨uft. Anschließend zeigte er,
daß mit w1 auch die w
pi
1 fu¨r i < κh zur Gattung Γh der Ordnungszahl κh geho¨ren, paarweise inkongruent
sind und zum gleichen Exponenten geho¨ren. Damit erhielt er folgendes Schema fu¨r die “modulo P1
incongruenten Zahlen, die zu einer Gattung Γh der Ordnung κh geho¨ren”
145: Es gibt d := g(κh)κh Zahlen,
so daß wp
j
i fu¨r 0 < i ≤ d, 0 < j < κh “ein vollsta¨ndiges Restensystem fu¨r den Modul P1, und die Gattung
Γh bildet.”
146 Hensels Zusammenfassung seiner Klassifikation sei hier ausfu¨hrlich wiedergegeben:
Durch diese letzten Resultate ist nun eine vollsta¨ndige Eintheilung der pκ incongruenten Zahlen des Gat-
tungsbereiches (G) modulo P1 gegeben. – Dieselben zerfallen na¨mlich zuna¨chst in soviele Gattungen Γh als κ
Theiler besitzt. Jede dieser Gattungen entha¨lt g(κh) incongruente Zahlen. Die g(κh) zu derselben Gattung
Γh der Ordnung κh geho¨renden Zahlen theilen sich dann nach ihrem Exponenten σ
(γ)
h in soviele Klassen,
als (pκh − 1) eigentliche Divisoren entha¨lt; jede dieser Klassen entha¨lt ϕ(σ(γ)h ) incongruente Zahlen. Endlich
theilen sich die ϕ(σ
(γ)
h ) zu demselben Exponenten σ
(γ)
h geho¨renden Zahlen in ϕ(σ
(γ)
h ) =
ϕ(σ
(γ)
h
)
κh
Gruppen,
deren jede κh Glieder in sich fasst, welche den von einander modulo P1 verschiedenen (p
δ)ten Potenzen einer
beliebigen unter ihnen congruent sind.
Die drei hier angegebenen Klassificationen der modulo P1 incongruenten Zahlen des Gattungsbereichs (G)
lassen sich demnach in durchaus naturgema¨sser Weise combinieren, ohne in einander zu greifen.147
§7: Aus irreduziblen Kongruenzen folgende Fundamentalsysteme mod P1 Hensel zeigte zuna¨chst,
daß die in der dritten Stufe der Klassifikation zusammengefaßten Zahlen einer irreduziblen Kongruenz
genu¨gen. Daran anschließend untersuchte er die Situation, in der zwei verschiedene Gattungen adjungiert
werden und sich die irreduzible Kongruenz reduziert. Dies ist sehr explizit mo¨glich, weil Schnitt und
Kompositum nur von den Ordnungszahlen abha¨ngen.
Hensels Ziel war es, die “engere Zusammengeho¨rigkeit der zu einer Gattung Γh der Ordnung κh modulo
P1 geho¨rigen Zahlen w1, w
p
1 , . . . , w
pκh−1
1 deutlich [zu] machen.”
148 Dazu zeigte er den Satz, der ha¨ufige
144[2, 1887, 127]. Die Bezeichnung “eigentliche Divisoren” u¨bernahm Hensel von Serret.
145[2, 1887, 131].
146[2, 1887, 131].
147[2, 1887, 132].
148[2, 1887, 132].
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Anwendung finde (und auch von ihm bereits benutzt wurde), daß eine unter p-Potenzierung mod P1
invariante Zahl des Gattungsbereiches (G) mod P1 einer ganzen Zahl kongruent ist, in der Form:
Jede Zahl des Gattungsbereiches (G), welche modulo P1 zur Gattung Γ1 der Ordnungszahl 1 geho¨rt, ist einer
reellen positiven ganzen Zahl congruent.149
Daraus folgt unmittelbar, daß die von den Zahlen w1, w
p
1 , . . . , w
pκh−1
1 erfu¨llte Kongruenz
Gκh(w) =
κh−1∏
δ=0
(w − wpδ1 )
ganzzahlige Koeffizienten hat. Sie muß auch irreduzibel sein, denn jede Kongruenz, die von einer dieser
Zahlen erfu¨llt wird, wird auch von den u¨brigen erfu¨llt. Daraus folgt weiter, daß eine ganze ganzzahlige
Function H(w) genau dann fu¨r w = w1 durch P1 teilbar ist, wenn H(w) das Modulsystem (p,Gκh(w)) im
Sinne von Kroneckers Grundzu¨gen entha¨lt, d.h. wenn H(w) modulo p durch Gκh(w)) teilbar ist. Hensel
kommentierte dieses Ergebnis folgendermaßen:
Durch diesen Satz ist, wie schon in der Einleitung erwa¨hnt wurde, ein Weg angegeben, wie man, ohne
die Theorie der Primdivisoren zu Hu¨lfe zu nehmen, die in dieser Arbeit abgeleiteten Resultate gewinnen
ko¨nnte.150
Es ist nicht klar, welche Stelle der Einleitung Hensel meinte. Man kann seinen Satz aber dahingehend
interpretieren, daß durch dieses Ergebnis der allgemeine Fall wieder auf den speziellen Fall zuru¨ckgefu¨hrt
wurde, der schon von Serret etc. behandelt worden war.
Hensel nannte weiter die Zahlen w1, w
p
1 , . . . , w
pκh−1
1 “die modulo P1 zu w1 conjugirten Zahlen”
151, weil
sie die “sa¨mmtlichen incongruenten Wurzeln einer irreductiblen Congruenz”152 sind. Diese U¨bertragung
sei auch zweckma¨ssig, weil sie “wie in einer spa¨teren Arbeit gezeigt werden wird, in der That gewissen
zu w1 conjugirten Zahlen fu¨r einen bestimmten Primtheiler von p congruent sind.”
153
Hensel schlußfolgerte weiter (aus der Irreduzibilita¨t von Gκh(w)), daß eine ganzzahlige Kongruenz
u1w
κh−1
1 + u2w
κh−2
1 · · ·+ uκh ≡ 0 (mod.P1)
nur dann mo¨glich ist, wenn alle Koeffizienten durch p teilbar sind, daß also die Zahlen 1, w1, w
2
1, . . . , w
κh−1
1
fu¨r den Gattungsbereich (Γh) und den Modul P1 ein Fundamentalsystem bilden.
Der na¨chste Abschnitt liefert allgemeinere Aussagen, wann die Potenzen einer Zahl ein Fundamental-
system mod P1 fu¨r einen anderen Rationalita¨tsbereich bilden. Seien dazu (Γh) und (Γi) Gattungsberei-
che der Ordnungszahlen κh und κi, κhi der gro¨ßte gemeinsame Teiler und Khi das kleinste gemeinsame
Vielfache von κh und κi. Hensel betrachtete dann den “gro¨ssten, unter Γh und Γi zugleich enthaltenen
Gattungsbereich (Γhi) der Ordnungszahl κhi” und den “Gattungsbereich (Γhi) der Ordnung Khi”, d.h.
den niedrigsten Gattungsbereich “unter dem die beiden Gattungsbereiche (Γh) und (Γi) zugleich enthal-
ten sind.”154 Weiter sei λh :=
κh
κih
und λi :=
κi
κih
. Hensel zeigte zuna¨chst, daß die irreduzible Gleichung
149[2, 1887, 133].
150[2, 1887, 135f].
151[2, 1887, 136], analog zu den Grundzu¨gen [Kronecker, 1882].
152[2, 1887, 136]
153[2, 1887, 136]. Es ist nicht klar, worauf sich diese Aussage bezieht.
154[2, 1887, 138f].
69
vom Grad λh, die ein w1 aus Γh erfu¨llt, wenn die Koeffizienten aus (Γi) stammen du¨rfen, die Gestalt
λh−1∏
k=0
(w − wpkκi1 )
hat. Weiter zeigte er aber, daß die Koeffizienten dieser Gleichung mod P1 bereits in (Γhi) und fu¨r be-
stimmte w1 in keinem darunterliegenden liegen.
Als Beleg fu¨r “die grosse Analogie zwischen den hier fu¨r einen Primdivisor charakterisierten und den
in der Festschrift definierten Gattungen algebraischer Zahlen” formulierte Hensel dieses Ergebnis als die
gegenseitige Reduktion zweier Gattungen:
Es mo¨gen κh und κi die Ordnungszahlen zweier beliebigen Gattungen Γh und Γi sein. Reduciert sich dann
die Ordnungszahl von Γh unter Adjunction von Γi auf die Zahl λh und die Ordnung von Γi unter Adjunction
von Γh auf λi, so sind λh und λi die kleinsten ganzen Zahlen, fu¨r welche die Proportion besteht:
κh
κi
=
λh
λi
.155
Aus Kardinalita¨ts- und Irreduzibilita¨tsgru¨nden folgt, daß die λh Zahlen 1, w1, . . . , w
λh−1
1 nicht nur fu¨r
den Gattungsbereich (Γhi) und den Rationalita¨tsbereich Γi ein Fundamentalsystem fu¨r den Modul P1
bilden,156 sondern auch fu¨r den Gattungsbereich (Γh) und den Rationalita¨tsbereich (Γhi), sowie fu¨r alle
Gattungsbereiche (Γκi) und den Rationalita¨tsbereich (Γhi), wenn κhi der gro¨ßte gemeinsame Teiler von
κh und κi ist.
157
Den Abschluß der Arbeit bildet die “Zerlegung der Function (wp
κ−w) fu¨r den Modul P1, also auch fu¨r p,
innerhalb des natu¨rlichen Rationalita¨tsbereiches.”158 Die irreduziblen Faktoren κh-ten Grades sind dabei
die Gκh(w), wobei Hensel aber nicht darauf abhebt, daß dies alle irreduziblen Funktionen κh-ten Grades
sind.
2.3.3 Eine unbekannte Theorie endlicher Ko¨rper?
Ru¨ckschau Hensel fu¨hrte in dieser Arbeit durch eine neue Art der Zusammenfassung neue mathema-
tische Objekte ein. Zuna¨chst faßte er die modulo P1 kongruenten Zahlen zusammen, anschließend aber
auch inkongruente Zahlen mit gemeinsamen Eigenschaften in Bezug auf P1.
Anlaß dafu¨r war eine Verallgemeinerung bei der Behandlung des Problems der gaDT gewesen: Im Fall
der Periodengattungen hatte er gefragt, in was fu¨r einer Gattung ein Element x in Bezug auf P1 liegt,
d.h. einem Element welcher Gattung es modulo P1 kongruent ist. Die Antwort ließ sich durch Angabe
einer ganzen Zahl geben, na¨mlich der minimalen Zahl k, so daß x die Kongruenz xp
k − x ≡ 0 mod P1
erfu¨llt.
Davon ausgehend wa¨hlte Hensel im allgemeinen Fall diese Charakterisierung als Ausgangspunkt und
nannte die so definierten Objekte Gattungen fu¨r den Modul P1. Die daran anschließende Untersuchung
wurde zum Teil durch die Betrachtung der gaDT motiviert, u¨bernahm aber auch Fragestellungen, die der
Gattungsbegriff bzw. die Theorie der ho¨heren Kongruenzen nahelegte.
155[2, 1887, 138f].
156D.h. man hat eine eindeutige Darstellung der Zahlen aus (Γhi) in der Form u1 + u2w1 + · · ·+ uλhw
λh−1
1 , wobei die ui
“alle pκi incongruenten Zahlen des Gattungsbereichs (Γi)” annehmen ko¨nnen. [2, 1887, 139].
157[2, 1887, 139f]. Letzteres scheint mir eine Fehlformulierung zu sein.
158[2, 1887, 140].
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Hensels Ordnung der Elemente des vollsta¨ndigen Restsystems ist in ihren Bedingungen nicht neu: Bei
[Dedekind, 1857] gibt es z.B. Entsprechungen zu allen drei Stufen von Hensels Klassifikationsschema. Cha-
rakteristisch fu¨r Hensel ist (neben der U¨bertragung auf die vera¨nderte mathematische Situation) nicht
nur die Kombination dieser Stufen zu einer Klassifikation, die an Gauß’ Klassifikation der quadratischen
Formen erinnert, sondern auch die Zusammenfassung der Objekte mit gleichem Klassifikationsmerkmal
und die nochmalige Charakterisierung durch eine Kongruenz mod P1.
Daru¨berhinaus hatte Hensel ein konstruktives Verfahren angegeben, um ein vollsta¨ndiges Restsystem
mod P1 zu bestimmen.
Kroneckers Divisoren- und Formentheorie wird fast nur zur Motivation beno¨tigt. Hingegen nutzte Hensel
neben den elementaren Rechenregeln fu¨r das p-Potenzieren mod p einige Rechenregeln der Determinan-
tentheorie, elementaren Zahlentheorie, sowie Konzepte der Gleichungstheorie.159
Einordnung in die Geschichte der Theorie der endlichen Ko¨rper Es sollen hier nur drei Eck-
punkte der Entwicklung der endlichen Ko¨rper angefu¨hrt werden:160 Etwa um 1860 waren zwei Auf-
baumo¨glichkeiten der Theorie bekannt. Einerseits kann man wie [Dedekind, 1857] in der sogenannten
Theorie der ho¨heren Kongruenzen den Ring Z[x] modulo p und modulo eines mod p irreduziblen Poly-
noms betrachten, also mit Hilfe von Identifikationen den betrachteten Bereich einschra¨nken. Andererseits
kann man auch, wie [Galois, 1830], von der endlichen Menge Z/pZ ausgehen und diese durch Adjunktion
von Imagina¨ren, also abstrakten Wurzeln des Polynoms, erweitern.
In der sieben Jahre nach Hensels Habilitation vero¨ffentlichten Arbeit [Weber, 1893] wurden schließlich
Ko¨rper axiomatisch eingefu¨hrt und explizit endliche Ko¨rper einbezogen.
Hensel ging (modern gesprochen) von den Elementen eines Zahlko¨rpers aus und betrachtet diese mo-
dulo eines Primdivisors. Dies entspricht der Betrachtungsweise der ho¨heren Kongruenzen, allerdings wird
zuna¨chst der Ring Z[x] modulo eines beliebigen irreduziblen Polynoms mit ganzzahligen Koeffizienten
betrachtet und daher als zweiter Modul ein komplizierterer Primdivisor P1 statt p beno¨tigt, da p im
Allgemeinen nicht prim wa¨re.
Zum Abschluß seiner Untersuchungen fu¨hrte Hensel seinen Fall auf den gewo¨hnlichen Fall der ho¨heren
Kongruenzen zuru¨ck, indem er ein mod p irreduzibles Polynom F konstruierte, so daß die Betrachtung
modulo (p, F ) gerade auf das betrachtete Restsystem fu¨hrt.
Ordnet man Hensel in das oben skizzierte Dreieck ein, so liegt er daher vom Gegenstand na¨her an
[Dedekind, 1857] und [Galois, 1830] als an [Weber, 1893], von der Herangehensweise na¨her an [Dedekind,
1857] als an [Galois, 1830]. Es stellt sich daher die Frage, inwiefern sich Hensel begriﬄich von [Dedekind,
1857] abhebt.
Hensel startete in einer konkreten mathematischen Situation. Er hatte aber das explizite Ziel, von den
Kroneckerschen Begriffen der Gattung und des Gattungsbereichs Versionen modulo P1 zu schaffen. Diese
159Es handelt sich u.a. um die “Mo¨biusschen Umkehrformeln” (so benannt von [Haubrich, 1992, 143], die Hensel Dirich-
let zuschreibt, Irreduzibilita¨tsbetrachtungen und Symmetrisierungstechniken, um eine Resolvente mit unter bestimmten
Operationen invarianten Koeffizienten zu erhalten.
160Zur Geschichte der endlichen Ko¨rper vgl. z.B. [Purkert, 1972].
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Na¨he der Benennung fu¨r einen Zahlko¨rper und den Restklassenko¨rper als endlichen Ko¨rper war in den
fru¨heren Theorien nicht zu beobachten gewesen.
Er isolierte sein Untersuchungsobjekt auch nicht von der konkreten Situation. Daher enthalten die von
ihm betrachteten Gattungen Γh und Gattungsbereiche (Γh) fu¨r den Modul P1 unendlich viele ganze Zah-
len der urspru¨nglichen Gattung, wohingegen sich seine Anzahlberechnungen auf ein endliches Restsystem
modulo P1 beziehen.
161
Fu¨r die Gattungsbereiche fu¨r den Modul P1 thematisierte Hensel die Abgeschlossenheit bezu¨glich Addi-
tion und Multiplikation, nicht aber die Existenz von Inversen. Ein weiterer Unterschied zum modernen
Begriff des Ko¨rpers ist seine explizite Definition der Untergattungen zu einer Gattung durch die Forde-
rung, ihre Ordnungszahlen sollten Teiler der Ordnungszahl der gegebenen Gattung sein.162
Obwohl Hensels Untersuchungen also weit weniger begriﬄich bzw. formal sind als diejenigen von [Weber,
1893], sollten Hensels Untersuchungen einen Platz in der Geschichte der endlichen Ko¨rper erhalten, da
sie insbesondere zeigen, welche Anknu¨pfungen Kroneckers Terminologie der Grundzu¨ge in diese Richtung
erlaubte.
2.4 Ru¨ckkehr nach Kroneckers Tod: zwei Arbeiten 1894
Nach Kroneckers Tod vero¨ffentlichte Hensel zwei weitere Arbeiten zum Themenbereich der gaDT. Die-
se enthalten zum gro¨ßten Teil Ergebnisse aus Hensels (unvero¨ffentlichten) Habilitationsarbeiten.163 Die
erste von ihnen stellt vorbereitend einige Aussagen bereit, die zweite entha¨lt Kriterien in verschiedenen
Formulierungen.
2.4.1 Zugrundeliegende Theorie
Die na¨chste vero¨ffentlichte Arbeit, die zum Themenkreis der gaDT geho¨rt, erschien 1894 mit dem Titel
Untersuchung der Fundamentalgleichung einer Gattung fu¨r eine reelle Primzahl als Modul und Bestim-
mung der Theiler ihrer Discriminante. Hensel beendete die Komposition dieser Arbeit im Oktober 1893.
Er stellte zu Beginn heraus, daß seine Untersuchungen unabha¨ngig von der benutzten Theorie der idealen
Primdivisoren sind. Insbesondere setzte er eine solche Theorie voraus, bescha¨ftigte sich also nicht mit der
Definition der Primdivisoren oder dem Beweis der eindeutigen Zerlegung in Primdivisoren. Wie am Ende
deutlich wird, ist die Arbeit jedoch ein Pla¨doyer fu¨r Kroneckers Theorie, insbesondere fu¨r dessen Begriff-
lichkeit der Fundamentalgleichung und die damit verbundene Verwendung von Unbestimmten. Sie wurde
zu einer Standardreferenz fu¨r Kroneckers Theorie, da sie einige Lu¨cken in den Grundzu¨gen schließt.164
Die Ergebnisse dieser Arbeit hatte Hensel bereits 1886 erhalten. Kronecker hob sie in seinem Gutach-
161Der U¨bergang zu den A¨quivalenzklassen erfolgt so en passant, daß tatsa¨chlich unklar ist, was Hensel auf die Frage
geantwortet ha¨tte, ob eine solche Gattung Γh endlich oder unendlich viele Elemente entha¨lt.
162Bei Benutzung der modernen Definition wa¨re diese Aussage eine Folgerung.
163Vgl. dazu 2.3.1.
164Zum Beispiel schreibt Ore in seinem Kommentar zu [Dedekind, 1882] in den gesammelten Werken: “Die Verzweigungs-
theorie in der Kroneckerschen Formentheorie (Journ. f. Math., Bd. 92, S. 1-122 (1882)) ist von Hensel (ebenda, Bd. 113, S.
61-83 (1894)) entwickelt worden,”[Ore, 1930, 396]. Bereits [Hilbert, 1894, 21] wies auf die Arbeit als Vervollsta¨ndigung der
Kroneckerschen Theorie hin und [Hurwitz, 1895, 199] sah sie als “scho¨nen Beleg fu¨r die Kraft des ’methodischen Hilfsmittels
der unbestimmten Koeffizienten’ in der Theorie der algebraischen Zahlen.”
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ten zur Habilitation hervor und der Titel einer der Habilitationsarbeiten lautete 8. Ueber die Zerlegung
der Fundamentalgleichung einer beliebigen Gattung algebraischer Zahlen in Bezug auf eine eine reelle
Primzahl. Beweis der absoluten Aequivalenz der Gattungsdiscriminante und der Discriminante der Fun-
damentalgleichung. Kroneckers Gutachten gibt keinen Hinweis auf den Gedankengang dieser Arbeit, er
schrieb nur, daß “Hr. Hensel bei seinem Nachweise die Ergebnisse einer Theorie der algebraischen Zah-
len selbst zu Hu¨lfe nimmt.”165 Es ist hochwahrscheinlich, daß Hensel auch 1886 zuerst zeigte, daß die
Fundamentalgleichung die Kongruenz minimalen Grades ist, der die Fundamentalform fu¨r den Modul p
genu¨gt, denn die Umformulierung seines Ergebnisses zu den gaDT hatte als Kriterium nahegelegt, daß p
dann gaDT ist, wenn alle Zahlen modulo p einer Kongruenz niedrigeren Grades genu¨gen als die Funda-
mentalform.
Hensel begann damit zu zeigen, daß die Fundamentalform fu¨r den Primdivisor P eine irreduzible Kon-
gruenz k-ten Grades erfu¨llt, wenn es pk modulo P inkongruente Zahlen gibt. Weiter zeigte er, daß fu¨r das
Produkt von zwei oder mehr Primdivisoren als Modul das Produkt der entsprechenden Kongruenzen als
Kongruenz fu¨r die Fundamentalform beno¨tigt wird und sich fu¨r die Anzahl der inkongruenten Zahlen die
Exponenten addieren. Da es pn modulo p inkongruente Zahlen gibt, muß daher die Kongruenz minimalen
Grades, die die Fundamentalform erfu¨llt, Grad n haben und die konstruierten Faktoren ergeben daher
eine Zerlegung der Fundamentalgleichung fu¨r den Modul p, aus der man direkt die Primdivisoren erhalten
kann.
Die A¨quivalenz der Gattungsdiskriminante und der Diskriminante der Fundamentalgleichung folgte an-
schließend daraus, daß die Determinante der Transformationsmatrix, die die Potenzen der Fundamen-
talform w mit Hilfe eines Fundamentalsystems darstellt, nicht durch p teilbar sein kann, weil sonst
1, w, . . . , wn−1 nicht modulo p linear unabha¨ngig wa¨ren, also w eine Kongruenz niederigeren Grades mo-
dulo p erfu¨llen wu¨rde. Ebenso wie Kronecker leitete Hensel anschließend die Fundamentalgleichung ab,
um zu zeigen, daß die Teiler der Diskriminante die verzweigten Primzahlen (d.h. die mit mehrfachen
Primdivisoren) sind.
Hensels Aussage, daß die Fundamentalform modulo p keine Kongruenz niedrigeren als n-ten Grades
erfu¨llt, fu¨gte sich daher als Hilfsmittel nahtlos in Kroneckers Theoriegeba¨ude ein, das von Hensel im Gan-
zen nochmals vorgestellt wurde. Damit ist versta¨ndlich, warum Hensel diese Arbeit 1893 nach Durchsicht
von Kroneckers Nachlaß vero¨ffentlichte.166
Darstellung der Arbeit In §1 stellte Hensel alle Begriffe bereit, die er beno¨tigte, um die Frage
“nach der niedrigsten Congruenz, welcher die Fundamentalform w0 fu¨r eine beliebige Primzahl als Modul
genu¨gt,”167 zu stellen. Ist x eine Wurzel einer irreduziblen Gleichung n-ten Grades mit ganzzahligen Ko-
effizienten, so bilden alle rationalen Funktionen ϕ(x) mit ganzzahligen Koeffizienten den Gattungsbereich
(G) bzw. “einen Ko¨rper in Dedekindscher Bezeichnungsweise”.168 Hensel erla¨uterte, was die ganzen Zah-
len des Bereichs sind, daß ein Fundamentalsystem ξ1, . . . , ξn fu¨r diese existiert und daß die Linearform
165[GAK, 2].
166Allerdings ist nicht klar, warum Kronecker sie nicht schon viel fru¨her (z.B. 1887) vero¨ffentlicht hatte. Vermutlich wollte
er noch selbst etwas zu einem a¨hnlichen Thema vero¨ffentlichen.
167[13, 1894, 62].
168[13, 1894, 61].
73
w0 = u1ξ1 + u2ξ2 + · · · + unξn “alle ganzen algebraischen Zahlen von (G) und keine anderen dar[stellt],
wenn man fu¨r die Unbestimmten (u1, . . . , un) alle voneinander verschiedenen ganzzahligen Werthsysteme
setzt.”169 Sie heißt daher Fundamentalform und die von ihr nebst ihren Konjugierten erfu¨llte Gleichung
F (w) = 0 heißt Fundamentalgleichung. Er zeigte, daß w0 “fu¨r unbestimmte Werthe der Coefficienten
u1, . . . , un keiner Gleichung von niedrigerem als dem n-ten Grad”
170 genu¨gt und legte daher die Frage
nahe, ob sie eine Kongruenz niederigeren Grades fu¨r den Modul p erfu¨llt.
Zu Beginn von §2 zerlegte Hensel den Modul p in ideale Primfaktoren und betonte, daß seine weite-
ren Untersuchungen unabha¨ngig von der gewa¨hlten Divisor- oder Idealtheorie ist:
Wie man diese Primfactoren definiren will, ob in geschlossener Form, als Linearformen mit unbestimmten
Coefficienten, wie bei Kronecker oder, wie bei Dedekind, als die Gesammtheit von unendlich vielen bestimmt
charakterisirten ganzen algebraischen Zahlen, ist fu¨r die vorliegende Untersuchung vo¨llig gleichgu¨ltig. Es
kommt hier nur darauf an, dass man erkennen kann, ob eine algebraische Zahl durch einen Primtheiler Pi
theilbar ist, oder nicht, und diese Frage kann bei beiden Auffassungsarten leicht entschieden werden.171
Sei also P ein Primdivisor von p. Hensel fragte nach Eigenschaften, die eine Kongruenz modulo P haben
muß, die die Fundamentalform als Wurzel hat. Dazu pra¨zisierte er zuna¨chst, daß dies bedeutet, “dass der
Coefficient jedes Potenzproductes von u1, . . . , un fu¨r sich jenen Primtheiler entha¨lt.”
172 Er zeigte (durch
p-Potenzieren), daß mit w0 stets auch wi = u1ξ
pi
1 +u2ξ
pi
2 + · · ·+unξp
i
n Wurzel einer gegebenen Kongruenz
modulo P ist. Ist dann κ minimal mit wκ ≡ w0(mod.P ), so ist F(w, u1, . . . , un) = (w − w0)(w −
w1) . . . (w−wκ−1) modulo P betrachtet einer Funktion mit ganzen (reellen) Koeffizienten kongruent, da
fu¨r alle Koeffizienten ap−a ≡ 0 mod P gilt. Ist F(w) diese (zusa¨tzlich modulo p reduzierte) Funktion mit
ganzen Koeffizienten, dann ist sie modulo p irreduzibel und die Kongruenz κ-ten Grades F(w) ≡ 0(mod
P ) ist die Kongruenz niedrigsten Grades, der die Fundamentalform w0 modulo P genu¨gt.
Die Bestimmung von κ ist mit der in [2, 1887] identisch. Der etwas andere Blickwinkel fu¨hrte allerdings
dazu, daß diesmal erst die wi benannt und die Bedingung mit dieser Bezeichnung formuliert wurden. Die
entstehende Kongruenz κ-ten Grades war in der Arbeit [2, 1887] nicht betrachtet worden, sondern nur
ihre Spezialisierungen.
Hensel nannte κ die Ordnungszahl des Divisors P und zeigte, daß es genau pκ modulo P inkongruente
ganze Zahlen in (G) gibt. Dazu bemerkte er, daß fu¨r jede ganze Zahl ξ des Bereichs
ξp
κ − ξ ≡ 0 mod P gilt und betrachtet die Matrix
ξ1 ξ2 . . . ξn
ξp1 ξ
p
2 . . . ξ
p
n
. . .
ξp
λ
1 ξ
pλ
2 . . . ξ
pλ
n
. . .

.
Alle Unterdeterminanten κ+ 1-ter Ordnung sind durch P teilbar, da dann zwei Zeilen modulo P gleich
sind. Weiterhin ist aber mindestens eine Unterdeterminante κ-ter Ordnung nicht durch P teilbar. Hensel
169[13, 1894, 62].
170[13, 1894, 62].
171[13, 1894, 63].
172[13, 1894, 64].
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argumentierte dafu¨r mit der nichttrivialen Lo¨sbarkeit eines linearen Kongruenzensystems mod P , wenn
dessen Determinante durch P teilbar ist und nutzte weiter, daß auch jede Form in u1, . . . , un mit (alge-
braisch) ganzen Koeffizienten eine eindeutige Darstellung U1ξ1 + · · · + Unξn hat, worin die Ui Formen
in den ui mit ganzen (reellen) Koeffizienten sind. Wa¨ren dann alle κ × κ-Unterdeterminanten durch P
teilbar, so mu¨ßte auch die Determinante |wji | =
∏
i<j(wi − wj) durch P teilbar sein im Gegensatz zur
Konstruktion.173
Sei jetzt die Bezeichnung so gewa¨hlt, daß die linke obere Unterdeterminante κ-ter Ordnung nicht durch
P teilbar ist, dann
bilden die κ Zahlen ξ1, . . . ξκ fu¨r den Divisor P in der Weise ein Fundamentalsystem, dass jede Zahl ξ des
Bereiches modulo P auf eine und nur eine Weise in der Form u1ξ1 + · · ·+ uκξκ dargestellt werden kann.
Also erha¨lt man alle modulo P incongruenten Zahlen des Gattungsbereiches (G), wenn man in der Form
u1ξ1 + · · ·+ uκξκ fu¨r u1, . . . , uκ alle Zahlen der Reihe 0, 1, . . . , p− 1 setzt.174
Das Argument hierfu¨r umfaßt wieder die beiden Schritte, daß die Lo¨sung des Kongruenzensystems erst
eindeutig und dann wegen Invarianzeigenschaften auch reell ist.
In §3 zeigte Hensel, daß F(w0) nicht P 2 und auch keinen anderen Primdivisor P ′ von p entha¨lt, und
schlußfolgerte P ∼ p + F(w0).175 Dazu benutzte er die Existenz von ganzen Elementen pi0 bzw. pi des
Bereichs (G), die durch P , aber nicht durch P 2 bzw. nicht durch P ′ teilbar sind. Dann konnte er mit
Hilfe der Taylorentwicklung zeigen, daß F(w0 + pi0) bzw. F(pi) nicht durch P 2 bzw. P ′ teilbar sind und
daher kann auch F(w0) fu¨r unbestimmte Koeffizienten nicht durch P 2 bzw. P ′ teilbar sein.
Anschließend zeigte Hensel, daß fu¨r zwei und damit auch fu¨r ein beliebiges Produkt P von Primteilern
von p, welches nur p noch teilt, die Kongruenz niedrigsten Grades, die w0 fu¨r den Modul P erfu¨llt, das
Produkt der minimalen Kongruenzen fu¨r die Faktoren als Modul ist und die Ordnungszahl von P die
Summe der Ordnungszahlen der Faktoren ist. Wendet man diese Aussage fu¨r P = p an und “beachtet
man dabei, dass die Anzahl der modulo p incongruenten Zahlen des Gattungsbereiches (G) gleich pn,
d.h. dass die Ordnungszahl von p selbst gleich n ist,”176 so folgt, daß die Kongruenz minimalen Grades,
der w0 modulo p genu¨gt, vom gleichen Grad ist, wie die Fundamentalgleichung F (w) und damit dieser
kongruent modulo p.
Ist konkret p = P δ11 P
δ2
2 . . . P
δh
h , sei κi die Ordnungszahl von Pi und Fi(w) die modulo p irreduzible
Funktion minimalen Grades, deren Kongruenzwurzel w0 modulo Pi ist, so gilt
∑
δiκi = n und
F (w) ≡ Fδ11 (w) . . .Fδhh (w)(mod p)
und man kann die Fi(w) und damit auch die Primdivisoren von p aus der Zerlegung der Fundamental-
gleichung modulo p gewinnen. Hensel weist an dieser Stelle auf §25 von Kroneckers Festschrift hin, wo
dieser Satz nur fu¨r p 6 | (n− 2)! gezeigt worden war.
In §4 nutzte Hensel den gewonnenen Satz, daß die Fundamentalform fu¨r jedes p keiner Kongruenz niede-
ren als n-ten Grades genu¨gt, um zu zeigen, daß die Diskriminante der Fundamentalgleichung die gleichen
173Der Beweis stimmt inhaltlich mit dem in [2, 1887] u¨berein, ist aber etwas u¨bersichtlicher aufgeschrieben.
174[13, 1894, 69f].
175Dabei bedeutet ∼ “als Divisoren a¨quivalent”, man erha¨lt also eine Formel fu¨r den Primdivisor P .
176[13, 1894, 74].
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Zahlteiler wie die Gattungsdiskriminante hat.
Seien dazu diesmal wi die Konjugierten von w0 und ξ
(0)
i , . . . , ξ
(n−1)
i die Konjugierten der Elemente
des Fundamentalsystems ξi. Dann ist D =
∣∣∣ξ(j)i ∣∣∣2 (i = 1, . . . , n; j = 0, . . . , n − 1) die Diskriminan-
te der Gattung und D(u1, . . . , un) = |wji |2 (i, j = 0, . . . , n − 1) die Diskriminante der Fundamental-
gleichung. Stellt man nun die ganzen Formen wj0 durch die Elemente des Fundamentalsystems ξi dar:
wj0 = Uj1ξ1 + · · ·+Ujnξn (j = 0, . . . , n− 1), wobei Uji wieder ganze Funktionen der ui mit ganzzahligen
Koeffizienten sind, so ist ∆(u1, . . . , un) = |Uji| eine primitive Form, also durch keine Primzahl p teilbar.
Aus diesen n Gleichungen erha¨lt man die n2 Gleichungen
wji = Uj1ξ
(i)
1 + · · ·+ Ujnξ(i)n fu¨r i = 0, . . . , n− 1,
als die “entsprechenden Systeme fu¨r die n zu (G) conjugirten Gattungen” und hieraus folgt “mit Hu¨lfe
des Multiplicationssatzes fu¨r Determinanten”177 D(u1, . . . , un) = D ·∆2(u1, . . . , un) und da ∆(u1, . . . , un)
primitiv ist, folgt daß die Diskriminante der Fundamentalgleichung dieselben Zahlteiler wie die Gattungs-
diskriminante entha¨lt.178
In §5 bestimmte Hensel, wie oft p in der Diskriminante der Fundamentalgleichung und damit auch in
der Gattungsdiskriminante vorkommt. Dazu leitete er die Kongruenz F (w) ≡ Fδ11 (w) . . .Fδhh (w)(mod p)
nach w ab, erhielt F ′(w) ≡ Fδ1−11 . . .Fδh−1h Φ(w) mod p und argumentierte, daß Φ(w) relativ prim zu
Fi ist, wenn p 6 |δi.179 Dann ist F ′(w0) genau durch P δ1−11 . . . P δh−1h teilbar und daraus ergibt sich eine
Gleichung F ′(w0) = (w0 − w1) . . . (w0 − wn−1) = P δ1−11 . . . P δh−1h F , wobei F zu p teilerfremd ist. Bildet
man die Norm dieser Gleichung, so erha¨lt man “die wichtige Gleichung
D(u1, . . . , un) = pκ1(δ1−1)+κ2(δ2−1)+···+κh(δh−1) ·H(u1, . . . , un),
wo H eine ganze zu p teilerfremde Form bedeutet.”180 Dabei wurde benutzt, daß die Norm von Pi gerade
pκi ist. Setzt man r = κ1 + . . . κh und beru¨cksichtigt κ1δ1 + · · ·+ κhδh = n so ergibt sich
Ist p = P δ11 . . . P
δh
h die Zerlegung der Primzahl p in ihre Primfactoren und N(P1 . . . Ph) = p
r die Norm des
Productes aller von einander verschiedenen Primfactoren, so ist die Gattungsdiscriminante genau durch pn−r
und durch keine ho¨here Potenz von p theilbar.
Eine Ausnahme tritt allein in dem Falle ein, dass einer der Exponenten δ1, . . . , δh durch die Primzahl p
theilbar ist.181
177Beide [13, 1894, 78].
178[13, 1894, 78]. Der Beweis wird durch die heute u¨bliche Matrixschreibweise u¨bersichtlicher: Seien X = (xij) mit
xij = ξ
(j)
i , U = (uij) mit uij = Uij und W = wik mit wik = (w
i
k) (i = 1, . . . , n, j, k = 0, . . . n − 1), n × n-Matrizen
und w = (wi0) = (wi0), x = (ξ
(0)
i ) = (xi0) Spaltenvektoren. Wa¨re |U | durch p teilbar, dann ga¨be es ganze Formen
v = (V (0), V (1), . . . , V (n−1)), die nichttriviale Lo¨sungen des Kongruenzensystems vU ≡ 0 mod p sind und wegen Ux = w,
wa¨re vUx = vw ≡ 0 mod p und also V0 + V1w0 + . . . Vn−1wn−10 ≡ 0 (mod. p), d.h. w0 wu¨rde einer Kongruenz n− 1-ten
Grades fu¨r den Modul p genu¨gen. Hensel umschrieb diesen Sachverhalt mit den Worten:
“Wa¨re na¨mlich ∆(u1, . . . , un) durch irgend eine Primzahl p fu¨r unbestimmte u1, . . . , un theilbar, so ko¨nnte man in
(9.) [das System der Gleichungen] n nicht sa¨mmtlich durch p theilbare ganze ganzzahlige Functionen von u1, . . . , un
V (0), V (1), . . . , V (n−1) so finden, dass wenn man die erste Gleichung mit V (0), die zweite mit V (1), . . . die letzte mit
V (n−1) multipliciert und sie alle zu einander addirt, auf der rechten Seite der so erhaltenen Congruenz alle Coefficienten
durch p theilbar sind” [13, 1894, 77]. Die u¨brigen Gleichungen ergeben mit den gewa¨hlten Bezeichnungen die Matrixgleichung
W = UX und daraus folgt |W |2 = |U |2|X|2.
179Die Idee, die Kongruenz der Fundamentalform abzuleiten, findet sich schon bei Kronecker: “Wenn andererseits P Factor
der Discriminantenform ist, so muss wenigstens eine der Zahlen gro¨sser als Eins sein, weil dann die Function F(R) mit ihrer
nach R genommenen Ableitung, im Sinne der Congruenz modulo P , einen gemeinsamen Theiler hat.” [Kronecker, 1882,
381].
180[13, 1894, 80].
181[13, 1894, 80].
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Fu¨r diesen Ausnahmefall wilder Verzweigung konnte Hensel schlußfolgern, daß D durch eine ho¨here
Potenz als pn−r teilbar ist, er erhielt also insbesondere den Satz, daß eine Primzahl genau dann in der
Diskriminante enthalten ist, wenn sie verzweigt ist, also in (G) mehrfache Primdivisoren besitzt.182
Hensel benutzte im Anschluß seinen Beweis als Argument zugunsten von Kroneckers Methodik.183 Dazu
formulierte er, daß die
Fundamentalform w0, die alle ganzen Gro¨ssen gleichma¨ssig vertritt,... mit Recht als eine Invariante
der Gattung angesehen werden kann. Dedekind hingegen habe versucht,
an die Stelle von u1, . . . , un ganze Zahlen a1, . . . , an zu setzen, so dass die so sich ergebenden Gro¨sse ξ modulo
p betrachtet einer niedrigsten Kongruenz von gleich hohem Grade wie die Fundamentalgleichung genu¨gt.
Wegen des Auftretens gaDT kann eine solche Zahl im Allgemeinen nicht gefunden werden und daher
kann der Beweis jener beiden Sa¨tze nicht in der hier durchgefu¨hrten einfachen Weise gegeben werden, wenn
man, wie dies in der Dedekindschen Theorie geschieht, principiell von der Untersuchung von ganzzahligen
Formen absieht und nur die ganzen algebraischen Zahlen selbst betrachtet.
Daher beno¨tigte Dedekind einen komplizierteren Beweis:
Herr Dedekind beweist nun a.a.O.184 diesen Satz mit den Mitteln seiner Theorie auf eine ho¨chst scharf-
sinnige Weise unter Benutzung der Begriffe der Ordnungen, ihrer Fu¨hrer, der sog. complementa¨renBasen
etc. dadurch, daß er nachweist, dass die Gattungsdiscriminante die Norm eines Ideales ist und die idealen
Primfactoren desselben bestimmt.
Dies benutzte Hensel als Argument dafu¨r, daß Kroneckers Theorie vorzuziehen sei:
So geistvoll nun auch jene Herleitung ist, so geho¨rt sie zwar zu den scho¨nsten, aber auch zu den schwie-
rigsten der ganzen Dedekindschen Theorie, und es scheint, als ob hier die von Kronecker begru¨ndete auf
die Betrachtung der algebraischen Formen basirte Theorie der algebraischen Zahlen, deren Elemente hier
benutzt wurden, einfacher und naturgema¨sser zum Ziele fu¨hrt.
insbesondere, da sie es erlaubte, den Beweis zu fu¨hren, den auch Dedekind urspru¨nglich im Auge hatte
Diese Annahme wird auch dadurch besta¨tigt, dass der Entdecker jenes Fundamentalsatzes, Herr Dedekind,
seinen Beweis desselben erst gesucht hat, nachdem er sich von der Unmo¨glichkeit u¨berzeugt hatte, ihn auf
a¨hnlichem Wege zu beweisen, wie dies hier geschah, wenn man sich auf die Betrachtung der algebraischen
Zahlen allein beschra¨nkt.185
Weiter versuchte Hensel zu argumentieren, daß die auftretenden Unbestimmten “keineswegs nur aus for-
malen Gru¨nden in die Untersuchung eingefu¨hrt sind”, sondern daß “bei einer jeden naturgema¨ss durch-
gefu¨hrten Untersuchung die in ihr auftretenden Unbestimmten in der allerengsten und nothwendigsten
Beziehung zu dem behandelten Probleme stehen.”
182Dieser Satz war zuerst 1871 von Dedekind angezeigt worden, vgl. [Dedekind, 1871a] bzw. [Dedekind, 1878, 230]. Den
Beweis vero¨ffentlichte er aber erst 1882, vgl. [Dedekind, 1882]. [Kronecker, 1882] bewies den Satz nur unvollsta¨ndig, Hilbert
entschied sich im Zahlbericht fu¨r Hensels Beweis, vgl. [Hilbert, 1897, 85ff].
183Alle Zitate bis Ende des Abschnitts nach [13, 1894, 81-83].
184[Dedekind, 1882].
185Dies bezieht sich vermutlich auf [Dedekind, 1878, 230] und [Dedekind, 1882, 351].
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2.4.2 Kriterien
Die Arbeit Arithmetische Untersuchungen u¨ber die gemeinsamen ausserwesentlichen Discriminantent-
heiler einer Gattung wurde am 17.11. 1893 abgeschlossen. Auch sie entha¨lt jedoch im Wesentlichen
Ergebnisse, die Hensel bereits zur Zeit seiner Habilitation erhalten hatte. In dieser Arbeit findet sich
ein expliziter Hinweis darauf, daß Hensel Teile seiner Untersuchungen vero¨ffentlichte, nachdem er sich
u¨berzeugt hatte, daß es in Kroneckers Nachlaß keine Manuskripte zu diesem Thema gibt.186
Der erste Teil entha¨lt das Ergebnis, das Hensel fu¨r den unverzweigten Spezialfall bereits in seiner Dis-
sertation angegeben hatte. Dazu stellte er die Frage, welches die Kongruenz minimalen Grades ist, die
ein ganzes Element ξ fu¨r den Modul p erfu¨llt bzw. wann dieser minimale Grad gleich dem Grad n der
Fundamentalgleichung ist. Ebenso wie sich die Fundamentalgleichung modulo p aus einzelnen Faktoren
fu¨r die Primdivisoren von p zusammengesetzt hatte, muß jetzt auch die minimale Kongruenz fu¨r ξ fu¨r
jeden Primdivisor einen Faktor enthalten, allerdings kann es sein, daß ein Faktor fu¨r verschiedene Prim-
divisoren reicht.
Zuna¨chst ergibt sich, daß es kein Element geben kann, dessen minimale Kongruenz modulo p den Grad
n hat, wenn es fu¨r einen der auftretenden Grade der Faktoren nicht soviele inkongruente Primfunktionen
modulo p gibt, wie es Primdivisoren dieses Grades gibt, wie also beno¨tigt wu¨rden. Umgekehrt konnte
Hensel aber (mit Hilfe einer Konstruktion, die er von Dedekind u¨bernimmt), wenn er zu jedem Primdivi-
sor Pi eine Primfunktion Fi des entsprechenden Grades gegeben hat, zuna¨chst ein Element xi bestimmen,
daß die Kongruenz Fi(xi) ≡ 0 mod Pi erfu¨llt, dann aber auch ein Element x, das alle diese Kongruenzen
erfu¨llt. Wenn also die gegebenen Primfunktionen paarweise inkongruent sind, so erfu¨llt das konstruierte
Element x eine minimale Kongruenz n-ten Grades modulo p.
Auch der Beweis, daß ein Element x, das eine minimale Kongruenz n-ten Grades modulo p erfu¨llt, p
nicht in der Elementdiskriminante als außerwesentlichen Teiler entha¨lt, ergibt sich ebenso wie im Fall der
Fundamentalform: p wa¨re genau dann in der Elementdiskriminante von x enthalten, wenn die Determi-
nante der Matrix, die 1, x, . . . , xn−1 mit Hilfe eines Fundamentalsystems ξ1, . . . , ξn darstellt, den Faktor
p enthielte. Dann wa¨ren aber 1, x, . . . , xn−1 modulo p nicht linear unabha¨ngig und also wu¨rde x modulo
p eine Kongruenz niedrigeren als n-ten Grades enthalten - im Widerspruch zur Voraussetzung.
Fu¨r eine Umformulierung dieses Ergebnisses bemerkte Hensel, daß die Differenz wν −w0 genau durch die
Primdivisorenvon p teilbar ist, deren Ordnungszahl ein Teiler von ν ist. Das ermo¨glichte es, ein Produkt
Pk aufzustellen, das nur durch die Primdivisoren von p teilbar ist, die genau Ordnungszahl k haben. Nur
aufgrund dieses Produkts la¨ßt sich dann entscheiden, ob p gaDT ist: Aus der Norm von Pk kann man
die Anzahl der Primdivisoren vom Grad k bestimmen und der Grad von Pk in den ξi entspricht (da er
sich aus einem analogen Gleichungssystem bestimmt) der Anzahl der inkongruenten Primfunktionen vom
Grad k.
Hensel schloß daran noch ebenfalls durch das Problem der gaDT motivierte Untersuchungen daru¨ber,
wann eine primitive ganzzahlige Form fu¨r jede ganzzahlige Belegung ihrer Unbestimmten durch p teilbar
ist. Dies ist genau dann der Fall, wenn sie sich modulo p in Summanden der Form c(upi − ui) zerlegen
186“... und ich habe in seinen hinterlassenen Papieren bis jetzt keine Andeutung des Beweises finden ko¨nnen. Ich mo¨chte
daher auf diesen Punkt kurz eingehen.”[14, 1894, 149].
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la¨ßt. Hensel verallgemeinerte dieses Ergebnis wesentlich, indem er fragte, wann eine primitive ganzzahlige
Form fu¨r jede Belegung mit ganzen Zahlen aus einem Gattungsbereich durch einen Primdivisor P von p
teilbar ist. Dies ist wiederum genau dann der Fall, wenn die Form sich modulo p als Summe von Termen
c(up
k
i − ui) schreiben la¨ßt, wenn k die Ordnung von P ist, also jede Zahl des Bereichs die Kongruenz
xp
k − x ≡ 0 mod P erfu¨llt.
Diese Aussage ermo¨glichte es zu untersuchen, aus welcher einfachsten Gattung man die einzusetzenden
Zahlen wa¨hlen kann, damit das Ergebnis teilerfremd zu p sein kann. Hensel gab sowohl den minimalen
Grad einer solchen Erga¨nzungsgattung an, als auch den minimalen Grad, wenn man eine Kreisteilungs-
gattung bzw. eine Periodengattung nutzen mo¨chte.
Darstellung der Arbeit
In §1 leitete Hensel das hinreichende und notwendige Kriterium fu¨r gaDT her, das er fu¨r den unver-
zweigten Fall bereits in der Dissertation angegeben hatte. Er ging dazu von der Zerlegung der Fun-
damentalgleichung der Gattung mod p aus und setzte statt der Fundamentalform w0 eine feste Zahl
ξ = a1ξ1 + a2ξ2 + · · ·+ anξn ein. Damit erhielt er a posteriori die Kongruenz
Fδ11 (ξ) . . .Fδhh (ξ) ≡ 0(mod p).
Damit diese Kongruenz n-ten Grades auch die Kongruenz niedrigsten Grades ist, die ξ mod p erfu¨llt,
mu¨ssen zuna¨chst zwei einfache Bedingungen erfu¨llt sein: die Fi(ξ) mu¨ssen mod p irreduzibel und paarweise
inkongruent sein. Hensel wies ausdru¨cklich darauf hin, daß diese Aussage von Dedekind stammt.187 Er
habe auch,
was besonders hervorzuheben ist, weiter nachgewiesen, dass die Mo¨glichkeit, h solche Functionen F1(ξ), . . . ,Fh(ξ)
zu finden, nothwendig und hinreichend dafu¨r ist, dass eine Zahl ξ0 existirt, in deren Gleichungsdiscriminante
p nicht als ausserwesentlicher Theiler enthalten ist.188
Hensel erla¨uterte, daß Dedekind daraus folgerte, “daß die Theorie der Gattungen nicht auf die der ho¨heren
Congruenzen gegru¨ndet werden darf”.189 Hingegen sei dies mo¨glich, wenn man
die Linearform w0 = u1ξ1 + · · ·+ unξn selbst fu¨r unbstimmte u1, . . . , un zu Grunde legt, denn in der vorigen
Arbeit wurde ja nachgewiesen, dass in ihrer Gleichungsdiscriminante keine Primzahl p als ausserwesentlicher
Theiler enthalten ist.190
Er begann damit zu untersuchen, wann es solche irreduziblen Funktionen der entsprechenden Grade
u¨berhaupt gibt. Ist Fi vom Grad κi irreduzibel und die Kongruenz, der ξ0 fu¨r den Modul Pi genu¨gt,
so muß Fi ein Teiler von ξpκi − ξ sein, denn auch diese Kongruenz erfu¨llt ξ0 fu¨r den Modul Pi. Sind
daher λi der verschiedenen Funktionen Fi vom Grad κi, so muß es λi verschiedene irreduzible Teiler von
ξp
κi − ξ vom Grad κi geben.191 Fu¨r deren Anzahl zitierte Hensel seine Arbeit [2, 1887], verwendete aber
Dedekinds Notation: Es “hat (ξp
κ − ξ) genau
g(κ) =
1
κ
(pκ −
∑
p
κ
q +
∑
p
κ
qq′ −
∑
p
κ
qq′q′′ + . . . )
187Er bezog sich auf [Dedekind, 1878].
188[14, 1894, 131].
189[14, 1894, 131].
190[14, 1894, 131].
191Dies ist gleichbedeutend damit, daß λi der Primdivisoren von p die Ordnungszahl κi haben, denn die Faktoren Fi(ξ)
ergaben sich ja aus den Faktoren Fi(w) der Zerlegung modulo p der Fundamentalgleichung. Auf diesen Zusammenhang
weist Hensel im Anschluß an sein Argument auch nochmal explizit hin [14, 1894, 136].
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irreductible Theiler des Grades κ, welche sa¨mmtlich von einander verschieden sind, wenn q, q′, q′′, . . .
die sa¨mmtlichen von einander verschiedenen Primfactoren von κ bedeuten.”192 Notwendig dafu¨r, daß es
ein ξ0 geben kann, das mod p keine irreduzible Gleichung vom Grad kleiner als n erfu¨llt, ist damit, daß
λi ≤ g(κi) fu¨r alle i.
Hensel konstruierte im folgenden ein solches ξ0, falls die Bedingungen erfu¨llt sind. Genauer zeigte er,
daß er die irreduziblen Kongruenzen vorgeben kann, die ξ0 fu¨r alle Primdivisoren Pi von p erfu¨llt, wenn
diese nur die richtigen Grade haben. Sei also p = P δ11 . . . P
δh
h und Pi von der Ordnungszahl κi. Sind dann
Fi(ξ) h beliebige mod p irreduzible und paarweise inkongruente Funktionen der Grade κi, so gibt es
zu jeder von diesen ein ξ
(i)
0 , daß die Kongruenz Fi(ξ(i)0 ) ≡ 0(modPi) erfu¨llt. Da es (algebraisch) ganze
Zahlen pii gibt, die durch Pi, aber nicht durch P
2
i teilbar sind, kann man durch U¨bergang zu pii + ξ
(i)
0
erreichen, daß weiterhin Fi(ξ(i)0 ) ≡ 0(modPi) gilt, aber nun auch Fi(ξ(i)0 ) 6≡ 0(modP 2i ).193
Aus der Existenz von Zahlen, die durch genau einen der Divisoren von p nicht teilbar sind, folgert
Hensel die Existenz von εi ≡ δij(modP 2j ). Bildet man dann ξ0 = ε1ξ(1)0 + · · · + εhξ(h)0 , so ist offenbar
ξ0 ≡ ξ(i)0 (modP 2i ). Damit ist aber auch Fi(ξ0) durch Pi, aber nicht durch P 2i teilbar und es folgt p +
uFi(ξ0) ∼ Pi. Das so erhaltene Element ξ0 hat die gewu¨nschte Eigenschaft, denn
man beweist genau ebenso, wie dies fu¨r die Fundamentalform w0 im §3 der vorigen Arbeit geschah, dass die
Congruenz des n-ten Grades
Fδ11 (ξ)Fδ22 (ξ) . . .Fδhh ≡ 0(mod. p)
die niedrigste ist, der ξ0 genu¨gt.
194
Dieser Beweis entspricht genau dem in [Dedekind, 1878, §4]. Stellt man nun die Potenzen ξj0 mit Hilfe
eines Fundamentalsystems dar: ξk0 = a1kξ1 + · · · + ankξn (k = 0, . . . , n − 1), so genu¨gt ξ0 genau dann
mod p einer Kongruenz niedrigeren als n-ten Grades, wenn p die Determinante |aik| teilt. Das Argument
verla¨uft ebenso genau parallel zu dem in der vorigen Arbeit, wie der zweite Teil, aus dem folgt, daß
D(ξ0) = |aik|2D, wenn D(ξ0) die Diskriminante der Gleichung fu¨r ξ0 und D die Gattungsdiskriminante
ist. Hensel nannte |aik|2 den ausserwesentlichen Theiler der Discriminante D(ξ0). Damit ist p genau dann
“ein ausserwesentlicher Theiler der Discriminante D(ξ0), wenn ξ0 modulo p betrachtet einer Congruenz
von niedrigerem als dem n-ten Grade genu¨gt.”195 Damit kann man ein Kriterium fu¨r das Auftreten
gaDT formulieren, in dem statt der Ordnungszahlen der Primdivisoren von p die Grade der Faktoren der
Zerlegung der Fundamentalgleichung modulo p vorkommen, fu¨r dessen Formulierung man also gar keine
Primdivisoren braucht:
Ist
F (w) ≡ Fδ11 (w) . . .Fδhh (w) (mod. p)
die Zerlegung der Fundamentalgleichung einer Gattung (G) in ihre modulo p irreductiblen Factoren und
geben die Zahlen λ1, . . . , λγ an, wie viele derselben bzw. vom Grade κ1, . . . , κγ in w sind, so ist p dann und
nur dann ein gemeinsamer ausserwesentlicher Theiler aller Gleichungsdiscriminanten D(ξ0) von (G), wenn
von den γ Bedingungen
λ1 > g(κ1), . . . , λγ > g(κγ)
mindestens eine erfu¨llt ist.196
192[14, 1894, 133].
193Dies folgt aus der Taylor-Entwicklung, weil die Fi irreduzibel sind [14, 1894, 135].
194[14, 1894, 136].
195[14, 1894. 138].
196[14, 1894, 138].
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Das Ziel des zweiten Paragraphen ist eine Umformulierung dieses Kriteriums, fu¨r die man die Funda-
mentalgleichung nicht mehr mod p zerlegen muß. Dazu betrachtete Hensel neben der Fundamentalform
w0 = u1ξ1 + · · ·+ unξn noch wh = u1ξp
h
1 + · · ·+ unξp
h
n und die Differenzen wh −w0. Hat ein Primdivisor
P von p die Ordnungszahl κ, so ist wκ ≡ w0 mod P , d.h. wν −w0 ist genau dann teilbar durch P , wenn
κ|ν. Durch eventuelle Modifikation der ξi, “wodurch der Charakter des Fundamentalsystems modulo p
u¨berhaupt nicht gea¨ndert wird,”197 kann man erreichen, daß keine dieser Differenzen durch P 2 teilbar
ist.
Es gibt daher eine Differenz wν−w0, die durch das Produkt der verschiedenen Primfaktoren von p teilbar
ist, aber keine, die durch p teilbar ist, wenn p mehrfache Faktoren entha¨lt. Hensel schlußfolgerte hieraus,
daß p genau dann in der Diskriminante der Gattung enthalten ist, wenn keine der Differenzen wν − w0
durch p teilbar ist.198
Anschließend stellte Hensel einen Ausdruck Fκ(w0) auf, der genau einmal durch alle Primfaktoren von p
der Ordnungszahl κ teilbar ist:
Fκ(w0) =
∏
d|κ
(wd − w0)εd .
Zuvor hatte er auch fu¨r diesen Ausdruck die ausfu¨hrliche Schreibweise angegeben.199 Fκ(w0) hat in den
ξi den Grad g(κ) =
∑
d|κ εdp
d = κg(κ). Da Fκ(w0) jeden Primfaktor von p der Ordnung κ genau einmal
entha¨lt, alle weiteren Primfaktoren von p aber gar nicht, kann man aus dem p-Anteil der Norm von
Fκ(w0) die Anzahl λκ der Primfaktoren von p der Ordnungszahl κ ermitteln: N(Fκ(w0)) = p
κλκ . Daher
kann man das obige Ergebnis unter ausschließlicher Benutzung der Formen Fκ(w0) formulieren:
Die Primzahl p ist dann und nur dann gemeinsamer außerwesentlicher Theiler aller Gleichungsdiscriminanten
D(ξ0) des Gattungsbereichs (G), wenn unter den Formen
Fκ(w0) =
∏
d|κ
(wd − w0)εd (κ=1,...,n)
mindestens eine vorhanden ist, deren Dimension in Bezug auf die Elemente (ξ1, . . . , ξn) des Fundamentalsy-
stems kleiner ist als ihre Ordnungszahl, d.h. als der Exponent Lκ von p in der Gleichung NFκ(w0) = p
Lκ .200
In §3 setzte Hensel voraus, daß man die Diskriminante der Fundamentalgleichung D(u1, . . . , un) kennt
und fu¨hrte das Problem der gaDT auf die Frage zuru¨ck, wann eine primitive Form nach Einsetzen ganzer
Zahlen fu¨r die Unbestimmten stets durch p teilbar ist. Nach der vorherigen Arbeit ist D(u1, . . . , un) =
∆2(u1, . . . , un)D und beim Einsetzen von ganzen Zahlen ai fu¨r die ui erha¨lt man die Diskriminante der
Gleichung fu¨r ξ =
∑
aiξi, der außerwesentlicher Diskriminantenteiler von ξ ist also ∆
2(a1, . . . , an). Die
Frage ist also, wann die primitive Form ∆ fu¨r alle ganzzahligen Wertsysteme durch p teilbar ist.
Hensel bewies nun zuna¨chst induktiv den bereits in der Habilitation angeku¨ndigten Satz:
197[14, 1894, 140].
198Er benutzte hierzu den Satz, daß p in der Diskriminante der Gattung genau dann enthalten ist, wenn p mehrfache
Faktoren entha¨lt. Hensel nannte seine Folgerung “fu¨r eine folgende Untersuchung von Wichtigkeit” und formulierte sie
folgendermaßen: “Die Primzahl p ist dann und nur dann in der Discriminante der Gattung (G) enthalten, wenn eine der
Linearformen (wν − w0) durch eine gebrochene Potenz von p, aber nicht durch p selbst theilbar ist.”[14, 1894, 141].
199Er erla¨uterte, daß “εd = ±1 zu setzen ist, je nachdem der zugeho¨rige Theiler d von κ eine gerade oder eine ungerade
Anzahl verschiedener Primfactoren q, q′, q′′, . . . weniger entha¨lt als κ, wo dagegen εd = 0 ist, sobald der Quotient κd irgend
welche gleichen Factoren entha¨lt.” [14, 1894, 141f]. Die genutzte Technik ist die gleiche wie in [2, 1887], die Darstellung
weicht aber ab, denn Hensel argumentierte diesmal anhand des Ausdrucks, daß er wirklich die gewu¨nschte Eigenschaft hat.
200[14, 1894, 143].
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Eine Form U(u1, . . . , un) ist fu¨r alle ganzzahligen Werthe von u1, . . . , un durch eine Primzahl theilbar, wenn
sie das Modulsystem (p;up1 − u1, . . . , upn − un) entha¨lt, d.h. wenn U in der Form
U(u1, . . . , un) = p · U0 + (up1 − u1)U1 + · · ·+ (upn − un)Un
geschrieben werden kann, wo U0, U1, . . . , Un ganze ganzzahlige Functionen von u1, . . . , un bedeuten.
201
Kronecker hatte bei seiner Erwa¨hnung der gaDT bereits darauf hingewiesen, daß dieser Fall sicher ein-
tritt, wenn die primitive Form sich als ganze homogene Form von Ausdru¨cken (upi − ui) darstellen la¨ßt.
Hensel wies nun zurecht darauf hin, daß er gezeigt habe, daß nur dieser Fall eintreten kann, daru¨ber-
hinaus aber auch noch das Vorkommen außerwesentlicher Diskriminantenteiler in der Diskriminante der
Fundamentalgleichung ausgeschlossen werden mußte (was er in der vorherigen Arbeit gemacht hatte),
um von diesem Ausgangspunkt zu einem vollsta¨ndigen Kriterium fu¨r gaDT zu kommen.202 Kann man
also D(u1, . . . , un) berechnen, so ist es leicht zu entscheiden, ob p gemeinsamer außerwesentlicher Diskri-
minantenteiler ist, denn dazu muß man nur den gro¨ßten gemeinsamen Teiler der Koeffizienten beseitigen
(um zu ∆2 zu gelangen) und anschließend
alle Coefficienten dieser Form auf ihre kleinsten Reste modulo p, alle Exponenten von u1, . . . , un, welche
gro¨sser sind als p − 1, auf ihre kleinsten Reste modulo p − 1 ... reduciren; dann ist p dann und nur dann
ausserwesentlicher Theiler aller Discriminanten von (G), wenn die so erhaltene Form identisch Null ist.203
Dieses Verfahren demonstrierte Hensel an einem Beispiel, das er schon in der Dissertation gerechnet hatte.
In §4 untersuchte Hensel, wann eine primitive Form stets durch einen Primdivisor P von p teilbar ist,
wenn man fu¨r die Unbestimmten ganze Zahlen eines Gattungsbereiches Γ(ζ) einsetzt. Er motiviert dies
dadurch, daß Kronecker “auf den merkwu¨rdigen Umstand aufmerksam” gemacht habe, daß man die gaDT
dadurch beseitigen kannn, dass man die Coeffizienten u1, u2, . . . , un der Linearform
w0 = u1ξ1 + · · ·+ unξn
nicht mehr innerhalb des Bereiches der ganzen Zahlen, sondern in dem gro¨sseren Raume der ganzen alge-
braischen Zahlen eines anderen Gattungsbereiches Γ(ζ) beliebig annimmt.204
Hensel wies darauf hin, daß er in Kroneckers hinterlassenen Papieren keinen Beweis dieser Behauptung
habe finden ko¨nnen. Er formulierte zwar die Frage
Wie man die Gattung Γ(ζ) fu¨r die Coeffizienten u1, . . . , un zu wa¨hlen hat, damit eine Primzahl p aufho¨rt, ge-
meinsamer Discriminantentheiler zu sein, und welches die Gattung niedrigster Ordnung ist, deren Adjunction
fu¨r diesen Zweck nothwendig ist,205
setzte aber die Form fu¨r den außerwesentlichen Teiler einer Gleichungsdiskriminante als unvera¨nderlich
voraus und untersuchte daher eigentlich nur die am Anfang des Abschnitts formulierte Frage.
Hensels Analyse des Induktionsbeweises aus §3 ergab als wesentlich, daß p prim ist und die Kongruenz
upi − ui so viele ganze Kongruenzwurzeln modulo p hat, wie ihr Grad ist. Damit ergab sich ein analoger
Satz, wenn die Koeffizienten und Wertesysteme aus dem Gattungsbereich Γ(ζ) stammen du¨rfen und p(ζ)
ein Primdivisor von p in Γ(ζ) ist:
201[14, 1894, 144]. Die Induktion la¨uft u¨ber die Anzahl der Unbestimmten und man isoliert Terme mit u1, um auf die
u¨brigen die Induktionsvoraussetzung anzuwenden.
202[14, 1894, 146].
203[14, 1894, 146f].
204[14, 1894, 148f].
205[14, 1894, 149].
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Besitzen dann allgemein die Functionen Fi(ui, ζ) modulo p(ζ) betrachtet innerhalb des Bereiches Γ(ζ) genau
so viele incongruente Wurzeln ζi als ihr Grad angiebt, so beweist man wieder ganz wie vorher, dass fu¨r eine
ganze Function F (u1, . . . , un, ζ) die Congruenzen
F (ζ1, ζ2, . . . , ζn; ζ) ≡ 0 (mod. p(ζ))
fu¨r alle Wertesysteme (ζ1, . . . , ζn) dann und nur dann sa¨mmtlich erfu¨llt sind, wenn die Function F (u1, . . . , un, ζ)
durch die Elemente des Divisorensystems (p(ζ);F1(u1, ζ), . . . , Fn(un, ζ)) homogen und linear mit ganzen Co-
effizienten dargestellt werden kann.206
Eine Vereinfachung ergibt sich, wenn alle Funktionen ganzzahlige Koeffizienten haben und nur die Wer-
tesysteme aus Γ(ζ) stammen, denn dann kann man in dem Divisorensystem a¨quivalent auch p statt p(ζ)
fordern.
Betrachtet man nun die ganzen algebraischen Zahlen von Γ(ζ) als die Congruenzwurzeln modulo p(ζ)
der n Funktionen up
k
i − ui, wobei k die Ordnungszahl des Divisors p(ζ) ist, so formuliert Hensel den sich
ergebenden Satz wiederum im Vokabular der gaDT
Der Primdivisor p(ζ) ist fu¨r den Rationalita¨tsbereich Γ(ζ) dann und nur dann gemeinsamer außerwesentlicher
Theiler aller Gleichungsdiscriminanten von (G), wenn die von ihrem Zahlenfactor befreite Gattungsdiscrimi-
nante von (G), ∆(u1, . . . , un) das Divisorensystem Pk = (p;up
k
1 −u1, . . . , up
k
n −un) im Kroneckerschen Sinne
entha¨lt.207
Die na¨chste Frage ist, ob man andernfalls auch ein n-Tupel in Γ(ζ) finden kann, fu¨r das ∆(u1, . . . un)
prim zu p ist. Dies ist aber mo¨glich, denn hat man fu¨r die verschiedenen Primteiler pi(ζ) von p Resttupel
gewa¨hlt, fu¨r die jeweils ∆(u1, . . . un) nicht durch pi(ζ) teilbar ist, so kann man n Elemente finden,
208 die
bezu¨glich pi(ζ) den jeweiligen Rest lassen und fu¨r die also ∆(u1, . . . un) prim zu p ist.
Hensel nannte die Gattung Γ(ζ) eine Erga¨nzungsgattung, wenn es in Γ(ζ) ganze Zahlen gibt, fu¨r die
∆(u1, . . . , un) zu p relativ prim ist. Dazu ist notwendig und hinreichend, daß ∆ die Divisorensysteme Pk
nicht entha¨lt, wobei k die Grade der Primdivisoren von p in Γ(ζ) durchla¨uft.209
Im abschließenden §5 bestimmte Hensel sowohl eine Erga¨nzungsgattung minimalen Grades, als auch
eine Kreisteilungsgattung bzw. Periodengattung minimalen Grades, die Erga¨nzungsgattung ist.
Zu einer Erga¨nzungsgattung minimalen Grades kam er, indem er das erste Divisorensystem Pk bestimmt,
welches in ∆(u1, . . . , un) nicht enthalten ist und ζ als Wurzel einer mod p irreduziblen Gleichung k-ten
Grades wa¨hlt. Dann ist p in Γ(ζ) prim von der Ordnung k und es ist daher nur Pk zu pru¨fen, welches
in ∆ nicht enthalten war. Hensel formulierte eine Bemerkung, die modern formuliert besagt, daß alle
Erweiterungen k-ten Grades von Fp isomorph sind:
... so erkennt man, dass es fu¨r p nur einen einzigen Gattungsbereich Γ(ζ) giebt, welcher ein Erga¨nzungsbe-
reich niedrigster Ordnung in Bezug auf G(ξ) ist. Dieser letzte Ausspruch ist so zu verstehen, dass die ganzen
Gro¨ssen zweier Gattungsbereiche kter Ordnung, welche modulo p irreductibel sind, einander fu¨r diese Prim-
zahl paarweise kongruent sind, so dass bei der hier behandelten Frage der eine Bereich fu¨r den anderen
gesetzt werden kann.210
206[14, 1894, 150].
207[14, 1894, 152].
208Z.B. mit Hensels obiger Konstruktion, er schreibt nur “was offenbar mo¨glich ist.”[14, 1894, 153]
209Hensel merkte noch an, daß man Pak nicht mehr pru¨fen muß, wenn das System nicht durch Pk teilbar war, [14, 1894,
154].
210[14, 1894, 156].
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Wiederum dadurch motiviert, daß Kronecker bei seinem Beispiel die Gattung der dritten Einheitswurzeln
adjungiert hatte, versuchte Hensel nun auch noch die algebraisch einfachsten Erga¨nzungsgattungen zu
finden. Es ist mo¨glich, eine minimale Gattung der q-ten Einheitswurzeln (q prim), sowie innerhalb dieser
die Periodenuntergattung minimalen Grades, die noch Erga¨nzungsgattung ist, zu bestimmen, da man
genau weiß, wie p in diesen Gattungen zerfa¨llt. Es werden dabei alle Ordnungen der Primdivisoren
explizit ausgeschlossen, fu¨r die Pk in ∆(u1, . . . , un) enthalten ist. Hensel erhielt:
Es sei (G) eine beliebige Gattung nter Ordnung und ∆(u1, . . . , un) die von ihrem Zahlentheiler befrei-
te Discriminante ihrer Fundamentalgleichung. Ferner sei p irgend eine reelle Primzahl und es bezeichnen
Pk1 , Pk2 , . . . , Pkl alle diejenigen Divisorensysteme von der Form: Pk = (p;u
pk
1 − u1, . . . , up
k
n − un); welche in
∆ enthalten sind, und von deren Indices k1, . . . , kl keiner ein Vielfaches eines anderen ist.
Ist dann ν die kleinste Primzahl, welche in der ganzen Zahl F (p) = (pk1 − 1) . . . (pkl − 1) nicht enthalten ist,
so ist die Gattung Γν der νten Einheitswurzeln die niedrigste dieser Art, welche eine Erga¨nzungsgattung der
Gattung (G) ist, und ferner ist die unter ihr enthaltene Periodengattung Γν(λ) der λ µ-gliedrigen Perioden
der νten Einheitswurzeln die niedrigste dieser Art, welche noch dieselbe Eigenschaft besitzt, wenn µ der
gro¨sste Theiler von ν − 1 ist, fu¨r welchen die Zahl f(pµ) die Primzahl ν nicht entha¨lt.211
Datierung
Es erscheint sehr wahrscheinlich, daß mit Ausnahme von §2 Hensel alle Ergebnisse bereits 1886 bekannt
waren. Fu¨r die Umformulierung in §2 gibt es andererseits auch keine Indizien, daß sie so alt sein ko¨nnte.
Allerdings ist ebenfalls nicht klar, fu¨r welche spa¨tere Arbeit Hensel sie beno¨tigte. Vermutlich stand der
erste Paragraph in der 3. Habilitationsarbeit und darin wurde auf die achte Habilitationsarbeit verwiesen,
ebenso wie im Text auf [13, 1894]. Die Ergebnisse des §4 und eventuell auch die detailierten Ausfu¨hrungen
des §5 sind hingegen wohl schon in der Dissertation enthalten: In seiner knappen Zusammenfassung schrieb
Hensel, der Satz, wonach eine Form genau dann fu¨r alle ganzzahligen Werte durch q teilbar sei, wenn sie
das Divisorensystem (q, uq1 − u1, . . . , uqν − uν) enthalte, lasse sich noch erweitern. Er fu¨hre dann zu der
Aussage, daß die Form die Primzahl q sicher nicht stets als Teiler enthalte, wenn q in der Gattung, aus der
die einzusetzenden ganzen Zahlen stammen, in Faktoren der Ordnungszahl k zerfa¨llt und qk > ν(ν − 1)
ist.212 Die Gattung ko¨nne “als Gattung von Einheitswurzeln bestimmt” und deren minimale Ordnung
explizit berechnet werden.213
2.5 Die Diskriminante in der allgemeinen Situation
Wie man an den Titeln der Habilitationsarbeiten erkennt, bescha¨ftigen sie sich alle mit der zahlentheo-
retischen Situation. Ein Ru¨ckschluß auf ihren Inhalt ist allenfalls durch einen Blick auf die Arbeit Ueber
Gattungen, welche durch Composition aus zwei anderen Gattungen entstehen [5, 1889] mo¨glich, die zwar
in der allgemeinen Situation angesiedelt ist, auf deren Besonderheiten aber gar nicht na¨her eingeht.
In der oben besprochenen Arbeit [13, 1894] behauptete Hensel, die Zerlegung eines Primdivisors in Prim-
divisoren erster Stufe mit Hilfe der Fundamentalgleichung auch fu¨r beliebige Rationalita¨tsbereiche zeigen
zu ko¨nnen:
211[14, 1894, 159f].
212[1, 1884, 11]. Das entspricht nicht ganz der Grobabscha¨tzung in §4 [14, 1894, 155]. Die Diskrepanz beruht aber vermutlich
auf einem Flu¨chtigkeitsfehler.
213[1, 1884, 11].
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Diese Erweiterung des Satzes ist hier nicht gegeben worden, um die Einfachheit der Herleitung deutlicher
erkennen zu lassen; es ist sehr leicht, den Satz auf diesem Wege fu¨r einen beliebigen Rationalita¨tsbereich zu
beweisen, wie in einer spa¨teren Arbeit dargelegt werden soll.214
Die genannte Arbeit gibt Anhaltspunkte, was Hensel glaubte, auch allgemeiner bewiesen zu haben.
2.5.1 Der Gedankengang
Die Arbeit [5, 1889] ist ein erster Versuch, mit Hilfe der Bestimmungsstu¨cke zweier Gattungen etwas u¨ber
die komponierte Gatttung auszusagen. Hensel beschra¨nkte sich in ihr daher auf den einfachsten Fall: Die
beiden Gattungen sind linear unabha¨ngig und es tritt keine wilde Verzweigung auf.215 In diesem Fall
stellte er sich die Aufgabe, die ganzen Elemente und die Diskriminante der komponierten Gattung zu
bestimmen.
Eine der Hauptschwierigkeiten mit dieser Arbeit ist, daß Hensel unvero¨ffentlichte Ergebnisse nutzte,
auch ohne sie explizit anzusprechen. Sein Vorgehen legt die Interpretation nahe, daß er u¨berhaupt keine
zusa¨tzlichen Schwierigkeiten in der allgemeinen Situation sah. Daher ging er davon aus, daß seine im
zahlentheoretischen Fall erlangten Ergebnisse auch hier Bestand ha¨tten.
Er setzte daher voraus, daß die Primdivisorzerlegung des Primdivisors P aus der Zerlegung der Fun-
damentalgleichung modulo P bestimmt werden kann und aus dieser der P -Anteil der Diskriminante.216
Dabei la¨ßt sich zuordnen, welcher Anteil der Diskriminante zu welchem Primdivisor geho¨rt.
Hensel nannte ein System, dessen Diskriminante den gleichen P -Anteil hat wie die Diskriminante eines
Fundamentalsystems, ein Fundamentalsystem fu¨r den Modul P , denn mit dessen Hilfe ko¨nnen nur dann
durch P teilbare Elemente dargestellt werden, wenn sa¨mtliche Koeffizienten durch P teilbar sind.
Er stellte sich die Aufgabe, ein Fundamentalsystem fu¨r den Modul P aus den Fundamentalsystemen fu¨r
die Primdivisoren Pi von P zusammenzusetzen. Anschließend versuchte er, in dem so erhaltenen System
die Verteilung des P -Anteils der Diskriminante auf die Primdivisoren wiederzufinden. Dazu fu¨hrte er
gebrochene Potenzen von P ein und ordnete jeder Spalte der Matrix, deren Determinantenquadrat die
Diskriminante bildet, die gebrochene Potenz von P zu, die man aus ihr herausziehen kann.217
Durch komplizierte Rechnungen mit Divisorensystemen konnte Hensel fu¨r sein zusammengesetztes Funda-
mentalsystem zeigen, daß bereits der gesamte P -Anteil der Determinante aus den Spalten herausgezogen
werden kann. Ein solches Fundamentalsystem fu¨r den Modul P nannte er normal. Wesentlich fu¨r die-
sen Begriff ist die Betrachtung von gebrochenen Potenzen eines Primdivisors. Hensels konkretes Beispiel
stammt wiederum aus der Situation Periodenunterko¨rper, so daß diese mo¨glicherweise auch den Aus-
gangspunkt fu¨t diesen Theorieteil Hensels bildete.
Startet man mit normalen Fundamentalsystemen fu¨r den Modul P fu¨r beide Gattungen, so kann man in
dem von Hensel betrachteten einfachen Fall aus den Produkten der Elemente nur durch eventuelle Divisi-
on durch P wieder ein normales Fundamentalsystem fu¨r die komponierte Gattung bilden, mit dessen Hilfe
214[13, 1894, 76]. Es ist allerdings nicht klar, ob er damit die zahlentheoretische Situation mit einem algebraischen Ko¨rper
als Grundko¨rper meint, oder tatsa¨chlich die allgemeine Situation. Fu¨r beide Situationen gibt es keine Arbeiten von ihm.
215Dies ist nur eine Bedingung, falls P eine Primzahl ist: Keiner der Exponenten der Primdivisorzerlegung von P darf
durch P teilbar sein.
216P ist dabei prim im urspru¨nglichen Rationalita¨tsbereich, entspricht also p in der zahlentheoretischen Situation. Fu¨r die
Aussage u¨ber den P -Anteil der Diskriminante geht ein, daß wilde Verzweigung ausgeschlossen wurde.
217Zur Erinnerung: In den Spalten stehen die Konjugierten der einzelnen Elemente des Fundamentalsystems.
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man also sowohl die in Bezug auf P ganzen Zahlen darstellen, als auch unmittelbar die Diskriminante
berechnen kann.
2.5.2 Darstellung der Arbeit
Die Einleitung
In der Einleitung vermittelte Hensel die Vorstellung, daß es eine einheitliche arithmetische Theorie gibt,
die erst Kronecker auch im allgemeinen Fall entwickelt hatte:
Die arithmetische Theorie stellt sich als Hauptaufgabe die Erkenntniss der Eigenschaften einer beliebigen
Gattung, d.h. die Untersuchung desjenigen Zahlen- und Formenreiches, welches durch alle rationalen Func-
tionen einer Wurzel einer vorgelegten algebraischen Gleichung bestimmt ist.218
In dieser wu¨rden sich zuna¨chst drei Fragen stellen,
die vollsta¨ndige Darstellung aller ganzen algebraischen Gro¨ssen..., ferner die Bestimmung der Discriminante
der Gattung..., endlich die Zerlegung einer beliebigen rationalen Function in ihre innerhalb der Gattung
unzerlegbaren Factoren.219
die Hensel als beantwortet ansah:
[S]ie sind in dem allgemeinsten Falle in den “Grundzu¨gen einer arithmetischen Theorie der algebraischen
Gro¨ssen” von Herrn Kronecker mit einer Vollsta¨ndigkeit und Einheitlichkeit behandelt worden, welche die
Hinzufu¨gung von Wesentlichem ausschließt.220
Als “na¨chsten Schritt, welcher in dieser Theorie zu thun ist”,221 bezeichnete er die Untersuchung der
Komposition zweier Gattungen. Sein Ziel war es, die Antworten auf die obigen Fragen aus den Antworten
fu¨r die komponierenden Gattungen abzuleiten. Etwas u¨bertrieben formulierte er, daß diese Frage
fu¨r die Theorie und besonders auch fu¨r ihre Anwendungen etwa dieselbe Wichtigkeit besitzt, wie fu¨r die
elementare Zahlentheorie die Untersuchung der zusammengesetzten Zahlen.222
Er wollte mit der Arbeit [5, 1889] nur den Anfang zur Bewa¨ltigung der aufgeworfenen Probleme machen
und beschra¨nkte sich daher auf den (einfacheren) Fall, in dem die Ordnung der komponierten Gattung
gleich dem Produkt der Ordnungen der komponierenden Gattungen ist. Fu¨r diesen behauptete er, die
beiden ersten Aufgaben gelo¨st zu haben:
Damit ist dann die Mo¨glichkeit gegeben, alle ganzen algebraischen Formen einer aus zwei anderen compo-
nirten Gattung darzustellen und zu untersuchen, sobald dieselbe Aufgabe fu¨r jene beiden Gattungen gelo¨st
ist. Mit Hu¨lfe dieses Resultates ist es dann mo¨glich, die Discriminante der componirten Gattung a priori zu
bestimmen, sobald man die entsprechenden Fragen fu¨r die beiden componirenden Gattungen gelo¨st hat.223
Fu¨r die dritte Aufgabe sowie den allgemeinen Fall ku¨ndigte er weitere Arbeiten an.
218[5, 1889, 329].
219[5, 1889, 329].
220[5, 1889, 329]. Diese Behauptung ist etwas u¨berraschend, denn selbst im bestausgefu¨hrten zahlentheoretischen Fall
hatten wir ja gesehen, daß die Arbeit [13, 1894] als wesentliche Erga¨nzung angesehen wurde.
221[5, 1889, 329].
222[5, 1889, 329f]. Der Vergleich zur elementar-zahlentheoretischen Situation ist in der Zeit nicht ungewo¨hnlich, z.B.
beschreibt Dedekind die Relation des Enthaltenseins zwischen Ko¨rpern mit Begriffen der Teilbarkeitstheorie, vgl. [Dedekind,
1871].
223[5, 1889, 330].
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Bereitstellung der Hilfsmittel - das spezielle Fundamentalsystem
Im la¨ngsten Abschnitt I. motivierte, definierte, rechtfertigte und behandelte Hensel den Begriff des nor-
malen Fundamentalsystems fu¨r den Modul P . Dazu fu¨hrte er zuna¨chst den Begriff Fundamentalsystem fu¨r
den Modul P ein, konstruierte ein solches und wies dessen konkrete Eigenschaften nach, die die speziellere
Definition nahelegen.
Es sei G eine Gattung m-ter Ordnung u¨ber dem natu¨rlichen Rationalita¨tsbereich (R,R′, . . . ). Fu¨r die
Frage, wie oft ein P (prim in (R,R′, . . . )) in der Diskriminante der Gattung G enthalten ist, ist es nu¨tzlich,
wenn man fu¨r die Darstellung der Zahlen von G ein Fundamentalsystem fu¨r den Modul P , d.h. ein System
von m so gewa¨hlten Formen:
(1.) ξ11, ξ12, . . . ξ1m
zu Grunde legt, dass eine Congruenz:
(2.) u1ξ11 + u2ξ12 + · · ·+ umξ1m ≡ 0 (mod.P ),
deren Coefficienten u1, u2, . . . um rational und ganz sein sollen, nur dann bestehen kann, wenn alle Coeffizi-
enten den Divisor P enthalten.224
Es wird hier ein Teil der Bedingungen an ein (absolutes) Fundamentalsystem gefordert, na¨mlich daß
die Darstellung eines ganzen Elements mit Hilfe dieses Systems keinen Nenner P hat. Fu¨r Hensel war
selbstversta¨ndlich, daß umgekehrt ein System auch dann ein (absolutes) Fundamentalsystem ist, wenn
es fu¨r jeden Primdivisor P ein Fundamentalsystem fu¨r den Modul P ist, denn er erwa¨hnt dies beila¨ufig
acht Seiten spa¨ter.225 Hensel begru¨ndete weiter, warum das Fundamentalsystem fu¨r den Modul P zur
Berechnung des P -Anteils der Diskriminante benutzt werden kann:
Da na¨mlich ein solches Fundamentalsystem in ein absolutes durch eine den Divisor P nicht enthaltende
Substitution u¨bergeht, so wird seine Discriminante
(3.) D2 = |ξhk|2 (h, k = 1, 2, . . .m)
diesen Modul ebenso oft als jene [Discriminante der Gattung] enthalten, und es kann daher diese der Unter-
suchung zu Grunde gelegt werden.226
An dieser Stelle ging Hensel offenbar davon aus, daß es ein absolutes Fundamentalsystem mit m Ele-
menten auch im allgemeinen Fall gibt. Kronecker hingegen hatte in den Grundzu¨gen behauptet, man
beno¨tige im allgemeinen Fall mehr als m Elemente, woraus sich auch eine leicht modifizierte Definition
der Diskriminante ergibt.227
Hensel schwa¨chte den Begriff des gewo¨hnlichen Fundamentalsystems ab, da er ein Fundamentalsystem
fu¨r den Modul P leichter in Abha¨ngigkeit von P konstruieren konnte. Er setzte es aus den Fundamental-
systemen fu¨r die Primdivisoren Pi von P mit Hilfe von Vorfaktoren zusammen.
228
Sei dazu P ∼ P δ11 P δ22 . . . P δhh und κi die Ordnungszahl von Pi, “d.h. es sei: NGPi ∼ Pκi .”229 Hensel
224[5, 1889, 330f]. Bei Hensels Bescha¨ftigung mit den gaDT ging es (implizit) um die Frage, ob das spezielle System
1, w, . . . , wm−1 diese Eigenschaft (fu¨r p) hat.
225[5, 1889, 337].
226[5, 1889, 337].
227Vgl. [Kronecker, 1882, §§ 6 u. 8]. In spa¨teren Arbeiten beru¨cksichtigte Hensel Kroneckers Aussage (vgl. 3.5), bestritt
sie jedoch noch spa¨ter im konkreten Fall zweier Variablen (vgl. 4.5). Es ist also sehr unwahrscheinlich, daß er Kronecker an
dieser Stelle widersprechen wollte.
228Es erscheint wahrscheinlich, daß Hensel hier sein Vorgehen in der zweiten Habilitationsarbeit auf den allgemeinen Fall
u¨bertrug.
229[5, 1889, 331].
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behauptete implizit die Existenz eines Fundamentalsystems fu¨r den Modul Pi “in dem oben fu¨r P cha-
rakterisierten Sinne” mit κi Elementen.
230 Daß die Existenz eines solchen Systems im allgemeinen Fall
problematisch ist, wird im na¨chsten Abschnitt erla¨utert.
Das Fundamentalsystem ξ11, . . . , ξ1m fu¨r den Modul P besteht aus den Elementen
P
P δi−ri,1
ξ
(i)
1s (i = 1, . . . , h; r = 0, 1, . . . , δi − 1, s = 1, 2, . . . , κi),
wobei ξ
(i)
1s die Elemente eines Fundamentalsystems mod Pi sind.
231
Hensel betrachtete die Determinante D = |ξhk| der aus den Elementen des Fundamentalsystems fu¨r
den Modul P und deren Konjugierten gebildeten Matrix und den gro¨ßten gemeinsamen Teiler piir der
Vorfaktoren einer Spalte dieser Matrix
piir = ggT
(
P
P δi−ri,1
, . . . ,
P
P δi−ri,m
)
.
Betrachtet man nur die κiδi einem Pi entsprechenden Spalten der Matrix, so kann man aus je κi von
ihnen piir herausziehen, insgesamt also pi =
∏δi−1
r=0 pi
κi
ir . Hensel berechnete piir mit Hilfe des Kalku¨ls der
Modulsysteme:(
P
P δi−ri,1
, . . . ,
P
P δi−ri,m
)δi
∼
(
P δi
P
δi(δi−r)
i,1
, . . . ,
P δi
P
δi(δi−r)
i,m
)
∼ P r
( P
P δii,1
)δi−r
, . . . ,
(
P
P δii,m
)δi−r ∼ P r,
also piir ∼ P
r
δi .
Dabei benutzte er zuna¨chst M ∼ (M1,M2, . . . ) −→M t ∼ (M t1,M t2, . . . ), was er “in einer spa¨teren Arbeit
eingehend” darlegen wollte.232 Den Schluß( P
P δii,1
)δi−r
, . . . ,
(
P
P δii,m
)δi−r ∼ 1
rechtfertigte Hensel mit den Worten, daß das links stehende Modulsystem “zu jedem der zu Pi1 conjugirten
Divisoren, also auch gegen ihre Norm, d.i. gegen P relativ prim, also a¨quivalent Eins” ist.233 Ermo¨glicht
wird die ganze Berechnung durch die Zulassung gebrochener Potenzen von Primdivisoren, mit denen nach
der Regel piδ ∼ P k −→ pi ∼ P kδ (auch wenn kδ nicht ganz ist) gerechnet wird.
Da gilt
κi
δi
δi−1∑
r=0
r =
κi
2δi
δi(δi − 1) = 1
2
κi(δi − 1),
folgt pi ∼ P 12κi(δi−1) und wegen m = κ1δ1 + · · · + κhδh und mit m1 := κ1 + · · · + κh erha¨lt man die
Aussage, man ko¨nne Pm−m1 aus der Diskriminante D2 herausziehen.234
230Trotz der ungewohnten Formulierung, d.h. dem Schwerpunkt auf der linearen Unabha¨ngigkeit modulo Pi und nicht auf
der Darstellbarkeit aller Elemente mit Hilfe des Systems, erkennt man leicht, daß dieser Begriff eines Fundamentalsystems
fu¨r den Modul Pi mit demjenigen u¨bereinstimmt, den Hensel im zahlentheoretischen Spezialfall in [1, 1884] bzw. [2, 1887]
eingefu¨hrt hatte. Die Koeffizienten sind dabei als rationale Elemente schon durch P teilbar, falls sie durch Pi teilbar sind.
231Das j-te Konjugierte des obigen Elements ist dann
P
P
δi−r
i,j
ξ
(i)
js .Wegen
∑
κiδi = m erha¨lt man wirklich m Elemente.
232[5, 1889, 332]. Diese Behauptung ist eher u¨berraschend, so daß Olaf Neumann sie explizit bewies, [Neumann, 2001, 158].
233[5, 1889, 332]. Sein Argument wu¨rde einen Zusammenhang zwischen allen Primdivisoren von P und allen Konjugierten
eines Primdivisors erfordern, der im nicht-galoisschen Fall nicht trivial ist.
234[5, 1889, 332f].
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Hensel behauptete, “dass die auf dem vorhin angegebenen Wege aus den Verticalreihen herausgehobene
Potenz von P auch die ho¨chste in D2 enthaltene Potenz dieses Divisors ist”, schloß hierbei aber expli-
zit den (modern formuliert) Fall der wilden Verzweigung aus.235 Er betrachtete die Diskriminante “der
von u1ξ1 + · · ·+umξm nebst ihren conjugierten fu¨r unbestimmte u1, . . . um” erfu¨llten Gleichung, also der
Fundamentalgleichung, die, wie “eine einfache Determinantenumformung” zeige, durch D2 teilbar sei und
daher den Divisor P mindestens (m −m1) Mal enthalte. Weiter behauptete er aber, man ko¨nne “leicht
nachweisen, dass jene Gleichungsdiscriminante den Divisor P auch nicht o¨fter entha¨lt.”236 Daraus folge
nun (außer im Fall der wilden Verzweigung) “ein neuer Beweis des wichtigen Satzes von der Aequivalenz
der Gattungsdiscriminante und der Discriminante der Fundamentalgleichung.”237 Insbesondere folgt aber
auch, daß allein die Betrachtung der Vorfaktoren bei dem speziellen System schon zur Berechnung des
P -Anteils der Diskriminante ausreicht.
Begriﬄichkeiten - Anwendungen des speziellen Systems
Das betrachtete spezielle Fundamentalsystem fu¨r den Modul P diente Hensel als Motivation fu¨r den
Begriff normales Fundamentalsystem η11, . . . , η1m fu¨r den Modul P . Ein solches hat die folgenden drei
Eigenschaften:
- Die η1i sind linear unabha¨ngig.
- Ist P %i der gro¨ßte gemeinsame Teiler von P mit den Elementen einer Spalte der Matrix (ηij), so
sind alle %i echte Bru¨che.
- Es ist % =
∑
%i die gro¨ßte Potenz von P , die in D = |ηij | enthalten ist.238
Akzeptiert man die gebrochenen Potenzen, so kann man mu¨helos mit Hilfe der Cramerschen Regel zeigen,
daß ein System mit diesen Eigenschaften wirklich modulo P linear unabha¨ngig ist: Sei dazu
m∑
k=1
ukηik = Pηi
fu¨r i = 1 die Darstellung einer durch P teilbaren Form und i = 2, . . . ,m die daraus folgenden konjugierten
Gleichungen. Dann ergibt sich Duk = Dk, “wo Dk aus D dadurch hervorgeht, dass an Stelle der Elemente
ihrer kten Verticalreihe die Elemente Pη1, . . . , Pηm gesetzt werden.”
239 Also entha¨lt Dk den Divisor P
ha¨ufiger als D, jedes uk also eine positive Potenz von P und da die ui aus dem Rationalita¨tsbereich
stammen, folgt, daß sie P enthalten mu¨ssen.
Hensel zog aus dem speziellen Fundamentalsystem eine weitere Schlußfolgerung, die eine abku¨rzende
235[5, 1889, 333]. Der Fall ist, daß P eine Zahl ist und einen der Exponenten δi teilt. Hensel schrieb: “Dieser ganz specielle
Fall bietet gro¨ssere Schwierigkeiten dar, besitzt aber deshalb ein besonderes Interesse, weil hier zum ersten Male eine
Beziehung zwischen arithmetischen und algebraischen Eigenschaften der Gattungen hervortritt.”
236Damit bezieht er sich wahrscheinlich auf die Untersuchungen seiner achten Habilitationsarbeit, die im Abschnitt 2.4.1
dargestellt wurden. Noch in der spa¨teren Vero¨ffentlichung [13, 1894, 76] behauptete er, seine Theorie lasse sich auf beliebige
Rationalita¨tsbereiche ausdehnen.
237Alle Zitate [5, 1889, 333]. Dieser Satz war zu diesem Zeitpunkt in einer Vero¨ffentlichung noch gar nicht vollsta¨ndig
bewiesen, vgl. [Kronecker, 1882, 376f].
238[5, 1889, 334]. Offenbar kann in % nur der Nenner 2 auftreten.
239[5, 1889, 334].
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Sprechweise erlaubte: Er betrachtete als weitere Invarianten der Gattung die Divisorensysteme (Ds), de-
ren “Elemente die sa¨mmtlichen Unterdeterminanten einer bestimmten sten Ordnung der Discriminante
der Gattung sind.”240 Bildet man analog das Divisorensystem (∆s) fu¨r die aus m beliebigen Formen
ζ11, . . . , ζ1m und ihren Konjugierten gebildete Matrix, so ist (Ds) ein Teiler von (∆s), insbesondere sind
(Ds) und (∆s) a¨quivalent, wenn ζ11, . . . , ζ1m ebenfalls ein Fundamentalsystem ist.
241
Interessiert man sich nur fu¨r “die Theiler, welche (Ds) mit P gemeinsam hat”,
242 so kann man diese auch
aus einem Fundamentalsystem modulo P bestimmen, also zum Beispiel dem aufgestellten. Fu¨r dieses ist
aber (Ds, P ) ∼ 1 fu¨r s ≤ m1, denn es gibt in der aufgestellten Matrix eine s× s-Unterdeterminante, die
prim zu P ist.243 Fu¨r s > m1 tritt hingegen mindestens ein Teiler piir mit r 6= 0 auf, der einer gebrochenen
Potenz von P a¨quivalent ist. “[D]er Modul (Ds, P ) wird also jetzt nicht mehr primitiv sein.”
244
Hensel nannte das maximale s mit (Ds, P ) ∼ 1 den Rang der Determinante mter Ordnung modulo P
und erhielt daher die Aussage, daß die Determinante |ηij | eines beliebigen Fundamentalsystems fu¨r den
Modul P vom Rang k modulo P ist, wenn genau Pm−k die Diskriminante teilt.
Er behauptete weiter, “dass es mit Benutzung unseres Fundamentalsystemes leicht ist, den Theiler, wel-
chen der Modul (Ds) mit P gemeinsam hat, in jedem Falle zu bestimmen, wenn man nur die Zerlegung
von P fu¨r die Gattung G vollsta¨ndig kennt.”245
Die Anwendung auf die Komposition
In den weiteren Abschnitten zeigte Hensel, wie man mit Hilfe der normalen Fundamentalsysteme fu¨r den
Modul P die Diskriminante eines Kompositums berechnen kann.246
Hat man allgemein Fundamentalsysteme ξ1i bzw. η1j (i = 1, . . . ,m; j = 1, . . . , n) fu¨r die Gattungen G1
und G1 gegeben, so ist das System der mn Produkte ξ1iη1j linear unabha¨ngig und aufgrund der For-
mel |ξhiηik| = |ξhi|n · |ηik|m entha¨lt die Diskriminante des komponierten Systems den Divisor P gerade
n(m−m1)+m(n−n1)-mal, wenn m1, n1 wie oben den Rang der jeweiligen Matrix modulo P bezeichnen.
Hensel zeigte zuna¨chst am Beispiel der Periodengattungen, daß das komponierte System im Allgemei-
nen kein Fundamentalsystem ist und wie man es modifizieren kann. Sei dazu p eine Primzahl und
p − 1 = mµ = nν, wobei m und n teilerfremd sind. Dann betrachtete er die Gattungen der m µ-
gliedrigen und der n ν-gliedrigen Perioden, sowie deren Kompositum, die Gattung der mn p−1mn -gliedrigen
240[5, 1889, 335]. Hier ist mit Discriminante die Determinante gemeint, deren Quadrat die Diskriminante ist.
241Als Argument nannte Hensel den “erweiterten Multiplicationssatz fu¨r Determinanten,” [5, 1889, 335].
242[5, 1889, 335].
243Man wa¨hle alle Spalten mit r = 0 und die Zeilen so, daß die Konjugierten des Primdivisors P01 bereits allen Primdivi-
soren entsprechen, so daß schon  P
P
δi
i,k1
 , . . . ,
 P
P
δi
i,ks
 ∼ 1
ist, worin k1, . . . , ks die gewa¨hlten Zeilen bzw. Konjugierten sind. Hensel formulierte hingegen, “da man ja alsdann sogar
eine Matrix finden kann, deren sa¨mmtliche Determinanten ster Ordnung, modulo P betrachtet, ein primitives Modulsystem
bilden.”[5, 1889, 336].
244[5, 1889, 336].
245[5, 1889, 336]. Auf diesen Aussagentyp ist Hensel zumindest in den na¨chsten zwanzig Jahren nicht zuru¨ckgekommen.
246Der Abschnitt beginnt gleich mit einer verwirrenden Formulierung, es soll na¨mlich der “wesentliche Theiler einer aus
zwei Gattungen componirten dritten Gattung” bestimmt werden, [5, 1889, 337]. Offenbar fehlt hier das Wort Diskriminante.
Weiterhin erha¨lt man aber auch einen Hinweis darauf, wie Hensel Diskriminante konzipierte. In der Einleitung schrieb er
na¨mlich, die Diskriminante sei der gro¨ßte gemeinsame Teiler aller Gleichungsdiskriminanten. Dieser hat nun einen außerwe-
sentlichen und einen wesentlichen Teiler und letzterer soll bestimmt werden. Unklar ist, warum dieses Wort dann erst hier
auftaucht.
90
Perioden. Die Diskriminante aller drei Gattungen ist vom Rang 1 (also m1 = n1 = 1), die Exponenten
von p in den Gattungsdiskriminanten sind daher m − 1, n − 1 bzw. mn − 1 und die Diskriminante des
komponierten Systems ist durch pmn−1+(m−1)(n−1) teilbar. Letzteres ist also nur fu¨r m = 1 oder n = 1
ein Fundamentalsystem fu¨r den Modul p. (Hensel merkte weiter an, daß der Fall, wo das komponierte
System kein Fundamentalsystem fu¨r den Modul p ist, “schon bei den drei- und viergliedrige Perioden der
dreizehnten Wurzeln der Einheit auftaucht.”247)
Die Ursache hierfu¨r sah Hensel darin, daß von den Produkten einige durch p selbst teilbar sind, falls
na¨mlich (ξiηj)
nm ∼ pk mit k > nm gilt. Teilt man die betreffenden Produkte durch p, so erha¨lt man den
gewu¨nschten Exponenten kleiner als Eins.
Der Verallgemeinerung dieses Vorgehens widmete Hensel einen neuen Abschnitt. Geht man nun von nor-
malen Fundamentalsystemen fu¨r den Modul P aus, so kann man leicht kontrollieren, welche gebrochene
Potenz von P man aus einer Spalte der Determinante des komponierten Systems herausziehen kann und
insbesondere nachrechnen, daß dies alle Potenzen von P sind, die u¨berhaupt in der Diskriminante ent-
halten sind. Um zusa¨tzlich noch die letzte Bedingung fu¨r ein normales Fundamentalsystem zu erfu¨llen,
mu¨ssen die Elemente und damit auch die Spalten der komponierten Matrix durch eine geeignete ganz-
zahlige Potenz von P dividiert werden, bis sich nur noch P k herausziehen la¨ßt, wobei k ein echter Bruch
ist. Der Rang der komponierten Matrix modulo P ist die Anzahl der Spalten, die u¨berhaupt keinen Teiler
von P mehr enthalten.
Sind also %i die Exponenten, die bezeichnen, welche gebrochene Potenz von P man aus den Spalten
der Matrix zu dem normalen Fundamentalsystem fu¨r den Modul P von G herausheben kann und σj die
entsprechenden fu¨r G, so ergibt sich die Frage, wie oft %i + σj gro¨ßer als Eins ist. Fu¨r die Angabe einer
Formel nutzte Hensel wieder das spezielle normale Fundamentalsystem. Dann weiß man mit Hilfe der
Primdivisorzerlegung von P in G bzw. G, welche Bru¨che wie oft in den %i bzw. σj auftreten. Ist (δi, εj)
der gro¨ßte gemeinsame Teiler der Exponenten δi und εj , so erhielt Hensel:
Sind G1 und G1 zwei Gattungen mter und nter Ordnung, (G1, G1) die aus ihnen componirte Gattung von
der (mn)ten Ordnung, sind ferner: P ∼ P δ11 . . . P δhh und P ∼ Πε11 . . .Πεkk die Zerlegungen eines beliebigen
rationalen Primdivisors P in seine Primfactoren innerhalb G1 und G1, und sind endlich κ1, . . . , κh;λ1, . . . , λk
die Ordnungszahlen jener Divisoren, so sind
m−
h∑
r=1
κr =
h∑
r=1
κr(δr − 1),
n−
k∑
s=1
λs =
k∑
s=1
λs(εs − 1),
mn−
h∑
r=1
k∑
s=1
κrλs(δr, εs) =
h∑
r=1
k∑
s=1
κrλs{δrεs − (δr, εs)}
die Exponenten derjenigen Potenzen von P , welche als wesentliche Theiler in den Discriminanten der Gat-
tungen G1, G1 und (G1, G1) enthalten sind.248
Hensel hob noch zwei Spezialfa¨lle hervor: Ist P in der Diskriminante von G1 u¨berhaupt nicht enthalten,
so sind alle εk Eins und man erha¨lt als Exponenten (m − m1)n, also das nfache des Exponenten von
247[5, 1889, 339]. Zur Erinnerung, diese bildeten Hensels allerersten mathematischen Untersuchungsgegenstand.
248[5, 1889, 343].
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P in der Diskriminante der Gattung G1. Sind die Exponenten der beiden Zerlegungen von P paarweise
teilerfremd, so vereinfacht sich das Ergebnis auf mn−m1n1.
2.5.3 Interpretation im allgemeinen Fall?
Wie wa¨hrend der Darstellung der Arbeit bereits angedeutet wurde, wirft Hensels Arbeit einige Probleme
auf. Diese betreffen besonders, aber nicht nur, den allgemeinen Fall mit mindestens zwei Variablen.
Zuna¨chst stellt sich die Frage nach der Existenz eines Fundamentalsystems fu¨r den Modul P . Hensel ging
stillschweigend von der Existenz eines (absoluten) Fundamentalsystems mit m Elementen aus und daraus
folgt natu¨rlich insbesondere die Existenz eines Fundamentalsystems fu¨r den Modul P .
Weiterhin ist der von Hensel benutzte Begriff der Diskriminante aus dem Text nicht zu entnehmen. Am
plausibelsten ist, daß er Diskriminante als den “gro¨ssten gemeinsamen Theilers aller ihrer [der Gattung]
Gleichungsdiscriminanten”249 definierte, in dieser aber einen wesentlichen und einen außerwesentlichen
Teiler unterschied, wobei der wesentliche Teiler wie bei Kronecker als der gro¨ßte gemeinsame Teiler aller
Diskriminanten von n beliebigen ganzen Elementen definiert ist.250 Gleichzeitig wollte er aber die Dis-
kriminante mit Hilfe des (absoluten) Fundamentalsystems mit m Elementen berechnen.
Auch wenn ein absolutes Fundamentalsystem im Allgemeinen mehr als m Elemente beno¨tigt, kann man
jedoch die Existenz eines Fundamentalsystems fu¨r den Modul P mit m Elementen zeigen, mit dessen
Hilfe man den P -Anteil der Diskriminante bestimmen kann. (Hensel machte dies in [26, 1897].)
Die zweite Frage betrifft die Zerlegung von P in Primdivisoren. Welche Primdivisoren sind hier gemeint
und warum ist die Zerlegung in diese eindeutig? Die einzige sinnvolle Interpretation ist, daß Hensel mit
Kroneckers Primdivisoren erster Stufe arbeitete.251 Wie unter anderem [Lucius, 1996] und [Neumann,
2001] herausgearbeitet haben, entsprechen diesen Kroneckerschen Primdivisoren minimale (von Null ver-
schiedene) Primideale und der Multiplikation der Primdivisoren entspricht eine Operation mit diesen
Idealen, die nicht die normale Idealmultiplikation ist. Die eindeutige Zerlegung in diese Primdivisoren ist
gewa¨hrleistet.252
Aus dieser Antwort folgt das na¨chste Problem, denn Hensel schloß aus NGPi ∼ Pκi auf die Existenz von
κi fu¨r den Modul Pi linear unabha¨ngigen Elementen. Da den Primdivisoren im allgemeinen Fall keine
maximalen Ideale entsprechen, ist O/Pi kein Ko¨rper und es gibt insbesondere keinen Grund, warum es ein
freier Modul sein sollte. Kronecker hatte vermutlich dieses Problem gesehen, zumindest war er vorsichtig
genug, die entsprechende Aussage nur im zahlentheoretischen Fall zu behaupten.253
Die na¨chste Frage, die auch die zahlentheoretische Situation betrifft, ist, warum die P
P
δi−r
i,1
ξ
(i)
1s sinnvoll
als Elemente eines Fundamentalsystems angesehen werden ko¨nnen. Die Faktoren der Zerlegung von P in
Primdivisoren liegen im Allgemeinen nicht im Gattungsbereich, sondern im
249[5, 1889, 329].
250Anhaltspunkte fu¨r diese Ansicht finden sich bei der Definition der Divisorensysteme (Ds) [5, 1889, 335] und in der
Bezeichnung wesentlicher Teiler [5, 1889, 337 und 342f].
251Vgl. [Kronecker, 1882, § 20].
252[Neumann, 2001, 172].
253[Kronecker, 1882, 318f].
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weiteren Bereiche..., der durch die Gesammtheit aller algebraischen Formen des Gattungsbereiches (G) mit
beliebig vielen Variablen gebildet wird.254
Es gibt zwei Mo¨glichkeiten, mit diesem Problem umzugehen. Einmal kann man versuchen, die gesamte
Arithmetik in diesem gro¨ßeren Bereich anzusiedeln. Dies scheint problematisch, da es schwierig zu ent-
scheiden ist, wann ein Ausdruck dann einem Element der urspru¨nglichen Gattung entspricht. Plausibler
erscheint mir daher die zweite Interpretation, daß Hensel implizit davon ausging, er habe ein Element
zur Verfu¨gung, das zumindest lokal a¨quivalent zu dem Primdivisor ist, d.h. genau einmal durch ihn und
nicht durch alle anderen Primdivisoren von P teilbar ist, und dieses ebenso bezeichnete.255
Nicht gekla¨rt ist auch, wie Hensel seine Behauptung einlo¨sen wollte, es sei ihm mo¨glich,
alle ganzen algebraischen Formen einer aus zwei anderen componirten Gattung darzustellen und zu untersu-
chen, sobald diese Aufgabe fu¨r jene beiden Gattungen gelo¨st ist.256
Eventuell wollte er dazu mit zwei Fundamentalsystemen starten, die fu¨r alle kritischen Primdivisoren
normal sind.257
Grundsa¨tzlich problematisch ist also nur die Existenz eines Fundamentalsystems fu¨r den Modul Pi im
allgemeinen Fall, auf der aber fast die gesamte Arbeit beruht. (Ohne das spezielle Fundamentalsystem fu¨r
den Modul P bleibt nur die Aussage: Wenn man fu¨r zwei linear unabha¨ngige Gattungen je ein normales
Fundamentalsystem fu¨r den Modul P hat, so kann man leicht ein Fundamentalsystem fu¨r den Modul P
fu¨r das Kompositum konstruieren. So lange man noch nicht weiß, ob es normale Fundamentalsysteme fu¨r
den Modul P u¨berhaupt gibt, ist diese Aussage jedoch noch nicht sehr hilfreich.)
Hensel scheint Kroneckers Grundzu¨ge nicht sehr aufmerksam gelesen zu haben und hat (das ist weni-
ger u¨berraschend) ihre Feinheiten nicht durchdrungen. Insbesondere haben Kroneckers Primdivisoren im
allgemeinen Fall nicht mehr die Eigenschaften, die Hensel ihnen selbstversta¨ndlich zuschrieb. Im folgen-
den wird dargestellt, welche Anknu¨pfungen diese Arbeit in der zahlentheoretischen Situation und in der
Theorie der algebraischen Funktionen einer Vera¨nderlichen gestattete.
254Wie Hensel in seiner Habilitation formulierte, [2, 1887, 104f].
255Er hatte explizit gezeigt, daß das im zahlentheoretischen Fall mo¨glich ist, wenn es keine gaDT gibt.
256[5, 1889, 330].
257Er griff diese Aufgabenstellung schlicht nicht wieder auf. U¨berhaupt entsteht der Eindruck, daß Einleitung und Hauptteil
nicht richtig zusammenpassen.
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Kapitel 3
Theorie der algebraischen
Funktionen einer Vera¨nderlichen
Dieses Kapitel behandelt fru¨he Arbeiten Hensels zur Theorie der algebraischen Funktionen. Es beginnt
mit seiner ersten Arbeit zu diesem Themenkreis und endet mit der Arbeit, in der zum ersten Mal mit
Potenzreihen argumentiert wird und die daher die U¨berleitung zum na¨chsten Kapitel bildet.
Eine wesentliche Idee von Hensels erster Darstellung der Theorie [9, 1891] ist eine Homogenisierung,
die es erlaubt, den Punkt ∞ in eine einheitliche Untersuchung zu integrieren.1 Hensel hat diese Homoge-
nisierung in weiteren Arbeiten noch ausfu¨hrlicher durchgefu¨hrt, letztendlich aber wieder darauf verzichtet.
Weiterhin ist der Ausgangspunkt von Hensels erster Darstellung strikt konstruktiv. Dies erlaubt weder die
Zerlegung eines Polynoms in seine Linearfaktoren noch die Benutzung der Konjugierten eines Elements.
Hensel verzichtete dementsprechend auch auf das Konzept “Diskriminante”. In seinen spa¨teren Arbeiten
gab Hensel diese starke Konstruktivita¨tsforderung wieder auf, um sich auf die Betrachtung der einzelnen
Stellen x = a konzentrieren zu ko¨nnen.
Hensel lo¨ste eine der Hauptaufgaben der Theorie, na¨mlich die (explizite) Aufstellung der sogenannten
Integrale erster Gattung, d.h. der Integranden, die nach der Integration an jedem Punkt endlich sind.
Dazu verallgemeinerte er die einfache Beobachtung, daß eine Funktion, die lokal die Gestalt c(x − a)r
mit r > −1 hat, nach der Integration lokal die Gestalt c1(x − a)r1 mit r1 > 0 hat, also ihr Integral in
x = a nicht singula¨r ist. Daraus ergab sich die Frage, welche Exponenten r in einer Gattung algebraischer
Funktionen u¨berhaupt auftreten ko¨nnen.
Hensel bemerkte einen Zusammenhang zwischen einem Fundamentalsystem fu¨r die ganzen Formen und
einem solchen fu¨r die Formen erster Gattung, so daß sich die Teilaufgabe ergab, ein Fundamentalsystem
fu¨r die ganzen Formen aufzustellen. Ist die algebraische Funktion y durch eine Gleichung n-ten Grades
gegeben, so geht es darum, daß eine Funktion der Gestalt c0 + c1y + · · · + cn−1yn−1 auch dann ganz
sein kann, wenn in einigen der ci Nenner vorkommen. Nachdem Hensel den maximal mo¨glichen Nenner
bestimmt hatte, stellte er sich die Aufgabe, alle Funktionen zu finden, die durch ein beliebiges P teilbar
1Die Objekte heißen im homogenen Fall Formen und nicht mehr Funktionen.
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sind, ohne daß alle Koeffizienten durch P teilbar wa¨ren, d.h. fu¨r diese ein Fundamentalsystem aufzu-
stellen. Aus der Lo¨sung dieser Teilaufgabe la¨ßt sich ein Fundamentalsystem fu¨r die ganzen Funktionen
bestimmen.
Hensel suchte konkret nach einem konstruktiven Verfahren, also einem Algorithmus, um die durch P
teilbaren Funktionen wirklich zu bestimmen. Dazu hatte er die Idee, die Aufgabe in Teilaufgaben zu
zerlegen. Zuna¨chst sonderte er aus allen Funktionen der angegebenen Form diejenigen aus, die durch P
1
n
teilbar sind, anschließend aus diesen die, die durch P
2
n teilbar sind, bis er diejenigen erha¨lt, die durch P
teilbar sind. Fu¨r jeden Schritt ist ein lineares Kongruenzensystem zu lo¨sen. In einem Nachtrag verfeinerte
er das Verfahren noch weiter, indem er die Anzahl der Schritte erho¨hte und die Anzahl der Kongruenzen,
die insgesamt zu beru¨cksichtigen sind, reduzierte.
Hensels zweite Theorie der algebraischen Funktionen [20, 1895] ist weniger konstruktiv, insbesondere
ist in ihr der Bezug auf die Konjugierten einer Funktion erlaubt. Er nahm damit die Theorie der Arbeit
[5, 1889] wieder auf, allerdings konnte er auf eine Theorie der idealen Primdivisoren als Voraussetzung
verzichten. Dazu benutzte er nur ggTs von vollsta¨ndigen Familien konjugierter Funktionen, die er als
Wurzelfunktionen einfu¨hrte.2
Hensel hatte zuvor definiert, daß eine algebraische Funktion f(x) durch w(x), eine rationale Potenz einer
rationalen Funktion, algebraisch teilbar ist, wenn die Minimalgleichung des Quotienten ganze Koeffizien-
ten hat. In diesem Fall ist aber, wie er jetzt anmerkte, die Funktion f(x) nebst allen ihren Konjugierten
durch w(x) teilbar ist. Daher kann man den ggT einer Funktion f(x) mit ihren Konjugierten mit Hilfe der
Koeffizienten der Minimalgleichung der Funktion f(x) beschreiben bzw. definieren. (Wie angeku¨ndigt,
ist dieser ggT eine Wurzelfunktion.)
Hensel betrachtete in dieser Arbeit wieder wie in [5, 1889] die Matrix M , in der die Konjugierten der
Elemente eines linear unabha¨ngigen Systems stehen.3 Zur Untersuchung dieser Matrix benutzte er syste-
matisch ihre Elementarteiler, die ebenfalls Wurzelfunktionen sind. Eines seiner Ergebnisse ist die Aussage,
daß ein gegebenes System ganzer Funktionen genau dann ein Fundamentalsystem ist, wenn die Exponen-
ten e aller Linearfaktoren in den Elementarteilern der Matrix M die Bedingung 0 ≤ e < 1 erfu¨llen.
Die Betrachtung der Elementarteiler ermo¨glichte es, den Begriff des normalen Systems nutzbringend zu
verfeinern. Hatte Hensel in [5, 1889] fu¨r ein normales System gefordert, daß das Produkt der Spaltenteiler
bereits den ganzen (x−a)-Anteil der Determinante D ergibt, so konnte er jetzt zeigen, daß in diesem Falle
(lokal) die Elementarteiler schon mit den Spaltenteilern u¨bereinstimmen. Diese (a¨quivalente) Bedingung
benutzte er anschließend als Definition eines (lokal) kanonischen Systems.
Da die (lokalen) Elementarteiler invariant bleiben, wenn man die gegebene Matrix mit einem (lokalen)
Einheitssystem multipliziert, kann man das gegebene System so transformieren, daß die Elementarteiler
gleich bleiben, aber einer der Spaltenteiler steigt und dies ermo¨glichte es Hensel, ein Verfahren anzuge-
ben, um ein beliebig gegebenes System in ein a¨quivalentes kanonisches System zu transformieren. Ein
2Eine Wurzelfunktion ist eine Wurzel aus einer rationalen Funktion, also w(x) = r(x)
1
k mit rationaler Funktion r(x)
und k ∈ Z.
3Ist das linear unabha¨ngige Sysytem ein Fundamentalsystem, so ist das Quadrat der Determinante D dieser Matrix die
Diskriminante.
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kanonisches System la¨ßt sich aber sehr leicht in ein Fundamentalsystem transformieren, da man es dazu
nur noch durch ganze Potenzen von Linearfaktoren teilen muß.
Vermutlich ermo¨glichte die Benutzung der Elementarteiler Hensel auch die folgenden U¨berlegungen. Er
wußte bereits ([5, 1889]), daß die Spaltenteiler eines (lokalen) Fundamentalsystems die Verzweigung wi-
derspiegeln, wenn es mit Hilfe der Primdivisorzerlegung konstruiert wurde. Jetzt folgte zuna¨chst, daß
man die Verzweigung aus jedem kanonischen System anhand der Spaltenteiler ablesen kann und weiter,
da a¨quivalente Systeme die gleichen Elementarteiler haben, aus jedem beliebigen linear unabha¨ngigen
System anhand der Elementarteiler.4
Fu¨r die (schnelle5) Darstellung dieses Wissens wa¨hlte Hensel einen weiteren theoretischen Ausgangs-
punkt, na¨mlich die insgesamt n Potenzreihenentwicklungen an der Stelle x = a aus der Theorie der
Riemannschen Fla¨chen. Er definierte auch fu¨r diese gro¨ßte gemeinsame Teiler und zeigte, daß einem
k-fachen Verzweigungspunkt u¨ber x = a eine Sequenz von Linearfaktoren 1, (x − a) 1k , . . . , (x − a) k−1k
in den Elementarteilern entspricht. Daher kann man aus diesen Sequenzen in den Elementarteilern die
Verzweigung ablesen.
Ein wesentlicher Vorteil von Hensels Theorie ist, daß man mit dem System 1, y, . . . , yn−1 arbeiten kann.
Fu¨r dieses rechnete Hensel die Fa¨lle n = 3, 4, sowie den Fall einer reinen Gleichung yn = a(x) komplett
durch. Transformiert man dieses System geeignet in ein kanonisches System, so kann man neben den Ver-
zweigungspunkten auch die Doppelpunkte bzw. die außerwesentlichen Diskriminantenteiler bestimmen.
Hensel homogenisierte seine Theorie vollsta¨ndig und daher erwiesen sich die Elementarteiler auch fu¨r
die Integrale erster Gattung als nu¨tzlich. Die in der ersten Arbeit rational formulierte Beziehung zwi-
schen einem Fundamentalsystem fu¨r die ganzen Formen und die Formen erster Gattung vereinfachte sich
na¨mlich dahingehend, daß die Matrix des einen Systems die Inverse der Matrix den anderen Systems ist,
wenn diese Matrizen gebildet werden du¨rfen. Damit ist ein System genau dann ein Fundamentalsystem
fu¨r die Formen erster Gattung, wenn seine Elementarteiler Formen sind, fu¨r deren Linearfaktoren alle
Exponenten d die Bedingung −1 < d ≤ 0 erfu¨llen.
Hensel nutzte die Elementarteiler auch in der allgemeinen Situation. Die entsprechenden Arbeiten werden
in einem Exkurs dargestellt und zwar einmal, weil die Voraussetzungen der allgemeinen Situation pra¨ziser
formuliert werden als in [5, 1889], zum anderen aber auch, weil hier die Theorie mit Primdivisoren ent-
wickelt wird, die im Fall der algebraischen Funktionen durch eine Theorie der Potenzreihenentwicklungen
ersetzt worden war. Hensel zeigte zuerst, wie sich auch hier die Exponenten fu¨r den Faktor P in den
Elementarteilern eines Fundamentalsystems aus der Zerlegung des Primdivisors P folgern lassen. Dazu
benutzte er das schon in [5, 1889] konstruierte kanonische Fundamentalsystem fu¨r den Modul P . Mit
Hilfe der so erhaltenen Bruchsequenzen untersuchte er dann die Frage, wie sich die Diskriminante bei der
Komposition von Gattungen verha¨lt. Dabei schloß er aber (neben den Exponenten der Primzerlegung
von P ) noch weitere potentielle Zahlteiler von seiner Betrachtung aus, na¨mlich die Teiler des Grades einer
Teilerweiterung.
4In der Situation der algebraischen Funktionen einer Variablen gibt es keine wilde Verzweigung, im allgmeinen Fall war
sie ausdru¨cklich ausgeschlossen.
5Frobenius reichte zwei kurze diesbezu¨gliche Noten im Herbst 1895 der Berliner Akademie ein.
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3.1 Die konstruktive Theorie - 1891
3.1.1 Hintergru¨nde
Hensels Arbeit Theorie der algebraischen Functionen einer Vera¨nderlichen und der algebraischen Inte-
grale. Erste Abhandlung [9, 1891] wurde 1891 im Crelle-Journal vero¨ffentlicht. Vermutlich zuvor hatte
Hensel am 26.9.1891 auch auf der ersten DMV-Tagung in Halle u¨ber seine Ergebnisse vorgetragen [11,
1892]. Aus zwei Briefen Kleins an Fricke aus der auf die Tagung folgenden Woche la¨ßt sich entnehmen,
daß Hensel die dabei benutzte Homogenisierung unabha¨ngig von den Arbeiten Kleins entwickelt hatte.
Eine erste Bemerkung zu Hensel schließt sich an Kleins positives Gesamturteil u¨ber die DMV-Tagung an:
Waren Sie denn Freitag Mittag noch da, als wir von allen Seiten auf Hensel eindrangen, der die Einfu¨hrung des
formentheoretischen Denkens in die Theorie der algebraischen Functionen als etwas Neues hatte vorbringen
wollen? Die na¨chste Folge ist, dass Hensel Ende der Woche nach Go¨ttingen kommt, wo wir ausfu¨hrlich
conferiren wollen.6
Wenige Tage spa¨ter bezog sich Klein auf diesen Vorfall, um zu begru¨nden, warum die formentheoretische
Denkweise in der Einleitung zu Kapitel 4 ihres Buchs u¨ber elliptische Modulfunktionen [Klein/Fricke,
1892] als grundlegend hervorgehoben werden sollte:
Alle wirkliche Durchfu¨hrung analytischer Ansa¨tze knu¨pft immer an den formentheoretischen Ansatz an. Ih-
nen gegenu¨ber brauche ich in dieser Hinsicht nicht auf meine Abhandlung u¨ber Abel’sche Functionen in Bd.
36 zu argumentiren. Aber ich erza¨hle Ihnen gern von dem dramatischen Momente, der in dieser Hinsicht vo-
rigen Freitag Mittag (Sie waren da schon abgereist?) zwischen Hensel und mir zur Entwickelung kam. Hensel
hatte, ohne unsere Arbeiten zu kennen, genau denselben Gedanken, natu¨rlich in Kronecker’scher Sprechweise,
entwickelt! Genau dasselbe Homogenmachen, etc. etc. Ich brauche nicht zu erza¨hlen, mit welcher Lebhaftig-
keit ich reagirte. Das Resultat ist, dass H. na¨chster Tage herkommen will, um mit mir das Gesammtgebiet
zu besprechen. Vielleicht, dass das fu¨r unsere mathematischen Parteigegensa¨tze im allgemeineren Sinne er-
freuliche Resultate zeitigt. Jedenfalls ist mir um so wichtiger, dass in unserem Modulbuche unsere eigentliche
Denkweise, auch wenn sie aus didaktischen Gru¨nden nicht zur Basis der Darstellung genommen wird, als
solche vo¨llig hervortritt.7
U¨ber das angesprochene Treffen zwischen Klein und Hensel ist nichts bekannt, auch sind keine Spuren
sichtbar, die auf “erfreuliche Resultate” bezu¨glich der “mathematischen Parteigegensa¨tze” schließen lie-
ßen. Insbesondere verwies Hensel in der gedruckten Arbeit nicht auf Klein.8 Vermutlich diese taucht noch
ein weiteres Mal in der Klein-Fricke-Korrespondenz auf, in einem Brief, den Fricke kurz vor seiner Abreise
aus Berlin schrieb:
Prof. Franklin ist nun gestern fru¨h hier angekommen und will bis morgen abend bleiben. Eben ist er zu
Kronecker mit dem [er] auch u¨ber die letzte Arbeit von Hensel sprechen will; ich bin sehr gespannt auf das
Resultat dieser Unterhaltung.9
Falls in diesem Satz die Erwartung einer Kritik an Hensels Arbeit zum Ausdruck kommt (was nicht
eindeutig ist), so korrespondiert dem vermutlich eine Stelle in Hensels Arbeit [12, 1893]:
6Brief Kleins an Fricke vom 29.9.1891.
7Brief Kleins an Fricke vom 1.10.1891. Der Brief entha¨lt allgemeine Kommentare zu dem von Fricke selbsta¨ndig bear-
beiteten vierten Kapitel.
8U¨ber Hensels Gru¨nde dafu¨r kann nur spekuliert werden. Eventuell waren Kleins Arbeiten fu¨r ihn thematisch weit
entfernt, oder er betrachtete die Technik der Homogenisierung als Allgemeingut. Es ist bekannt, daß Kronecker u¨berhaupt
sehr wenig von den formentheoretischen Arbeiten Kleins hielt, aber unbekannt, ob Hensel diese Einscha¨tzung teilte.
9Brief Frickes an Klein vom 20.12.91
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[I]ch mo¨chte diese Gelegenheit benutzen, um ein dort auftretendes Versehen zu berichtigen, zu dessen Auf-
findung ich zuerst durch eine gu¨tige Bemerkung des Herrn Franklin gefu¨hrt wurde.10
Ein weiteres Indiz dafu¨r, daß Hensels Arbeit wahrgenommen wurde, ist eine Kritik Bakers in den Mathe-
matischen Annalen,11 gegen die sich Hensel ebendort verteidigte.12
3.1.2 Darstellung der Arbeit
Auf die Einleitung, die den konstruktiven Standpunkt hervorhebt und begru¨ndet, folgen zwei Abschnitte,
die den U¨bergang von rationalen bzw. algebraischen Funktionen zu den ensprechenden homogenen For-
men beschreiben. Der na¨chste Abschnitt fu¨hrt ganze algebraische Formen und insbesondere Formen, die
ganz fu¨r den Modul P (x1, x2) sind, ein und motiviert die Frage, wann ein Quotient
u1η1+···+unηn
P fu¨r den
Modul P ganz ist. Nachdem diese allgemeine Frage auf die einfachere mit ganzen ui zuru¨ckgefu¨hrt wurde,
formt der folgende vierte Abschnitt die Bedingungen an die Koeffizienten der von w erfu¨llten Gleichung,
die sichern, daß w
P δ
lokal ganz ist, solange um, bis in ihnen nur noch der Koeffizient des Absolutglieds
vorkommt.13 Nachdem im folgenden Abschnitt die Diagonalisierung (bei erlaubter Variablentransforma-
tion) eines linearen Kongruenzensystems dargelegt wurde, zeigte Hensel (induktiv), daß das von ihm
abgeleitete Kongruenzensystem auf lineare Kongruenzen zuru¨ckfu¨hrbar ist, in denen alle (n− 1)-ten par-
tiellen Ableitungen der Form des Absolutgliedes vorkommen. Im sechsten Abschnitt fu¨hrte Hensel sehr
ausfu¨hrlich vor, wie man (mit Hilfe der in Frage kommenden Teiler) die Dimension eines gegebenen linear
unabha¨ngigen Systems so lange reduzieren kann, bis es ein Fundamentalsystem ist. Die minimale Dimen-
sion eines solchen Systems ist das Geschlecht der Gattung. Einfacher gestaltete sich die Bestimmung
eines Fundamentalsystems fu¨r den Modul P in Abschnitt sieben. Hier betonte Hensel erstmals, daß mit
Hilfe eines solchen Fundamentalsystems auch alle fu¨r den Modul P ganzen Formen mit rationalen, fu¨r
den Modul P ganzen Formen als Koeffizienten dargestellt werden ko¨nnen. Der vorletzte Abschnitt fu¨hrte
die algebraischen Formen erster Gattung als diejenigen ein, die nach Multiplikation mit einer rationalen
ganzen Form P (x1, x2) fu¨r jede Nullstelle von P verschwinden. Sie stehen in so enger Beziehung zu den
ganzen Formen, daß Hensel eine explizite Formel zur Berechnung eines Fundamentalsystems der Formen
erster Gattung aus einem fu¨r die ganzen Formen ableiten konnte. Die Beziehung zu den algebraischen
Integralen wird im letzten Abschnitt hergestellt. Dabei homogenisierte Hensel zuna¨chst das Integral und
leitete die Bedingung ab, daß das Integral genau dann u¨berall endlich ist, wenn der Integrand eine Form
erster Gattung ist. Damit die Form einer algebraischen Funktion entspricht, muß sie Dimension Null
haben. Diese Bedingung an die Koeffizienten der Form erlaubte es weiterhin, eine allgemeine Form fu¨r
die Integranden erster Gattung mit konstanten Koeffizienten aufzustellen und aus dieser folgte, daß die
Anzahl der linear unabha¨ngigen Integranden erster Gattung gleich dem Geschlecht ist. Hensel betonte
zum Abschluß, daß in dem von ihm aufgestellten System linear unabha¨ngiger Integranden erster Ordnung
neben x und y nur noch rationale Funktionen der Gleichungskoeffizienten vorkommen.
10[12, 1893, 154].
11Zum Beispiel auf der Seite [Baker, 1894, 129]
12[19, 1894]. Es ist unklar, was Baker mißverstanden hatte.
13Dies hat eine Voraussetzung, die Hensel spa¨ter vergaß, was Franklin kritisierte (s.o.).
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Die Einleitung
Hensel begann seine Arbeit mit der Bemerkung, die “durch die neueren Untersuchungen in hohem Masse
ausgebildete” Theorie der algebraischen Funktionen einer Vera¨nderlichen wu¨rde nicht den notwendigen
Anforderungen genu¨gen, denn:
Alle hier gegebenen Definitionen entbehren na¨mlich so lange einer sicheren Grundlage, als kein Mittel ange-
geben wird, durch welches entschieden werden kann, ob sie auf eine vorgelegte Gro¨sse passen oder nicht, und
ebensowenig kann ein Satz als begru¨ndet gelten, wenn sein Beweis nicht so gefu¨hrt ist, dass auch in jedem
speciellen Falle seine Anwendbarkeit erkannt werden kann.14
Hensel behauptete, die Bedeutung dieser von Kronecker aufgestellten Forderung wu¨rde man in der Theorie
der algebraischen Funktionen besonders gut erkennen. Das Ziel der Untersuchung mu¨sse die
eingehende Untersuchung specieller Klassen algebraischer Gebilde sein. Nur auf dahin gerichtetem Wege kann
diese Theorie eine so hohe Ausbildung erreichen, wie sie schon seit Anfang dieses Jahrhunderts die Theorie
der algebraischen Zahlen ereicht hat.15
Die hierin sichtbare Gauß-Verehrung ist auch fu¨r Kronecker charakteristisch, der Aussage wu¨rde aber wohl
kaum ein Zeitgenosse Hensels zugestimmt haben. Einen Anhaltspunkt dafu¨r, was Hensel bema¨ngelte, gibt
die angefu¨hrte Aufgabe, “die dort nur definirten Anzahlen nunmehr wirklich zu bestimmen.”16 Weil “die
Resultate und Methoden unmittelbar auf jedes specielle algebraische Gebilde angewendet werden ko¨nnen”
sollen,
darf die Untersuchung nur zu Functionen fu¨hren, welche sowohl in Bezug auf die Vera¨nderlichen, als auch
auf die Coefficienten der Gleichung rational sind.17
Hensel dachte dabei insbesondere an die Fa¨lle, “wo zwischen den Gleichungscoefficienten beliebige al-
gebraische Relationen bestehen.” Mit Blick auf diese “muss daher die Benutzung conjugirter Wurzeln
der definierenden Gleichung, und die der Linearfactoren der Functionen einer Variablen vollsta¨ndig ver-
mieden werden.”18 Hensel begru¨ndete also seine methodische Forderung auch inhaltlich: Er wollte einen
umfassenderen Gegenstandsbereich konkret bearbeiten ko¨nnen.
Nach dieser methodischen Vorbemerkung erla¨uterte Hensel die Ergebnisse seiner Arbeit. Die Einfu¨hrung
der homogenen algebraischen Formen habe “die Betrachtung der unendlich fernen Stellen des algebrai-
schen Gebildes” entbehrlich gemacht.19 Da jede algebraische Funktion als Quotient zweier homogener
ganzer Formen dargestellt werden ko¨nne, reiche es aus, die ganzen algebraischen Formen zu betrach-
ten und hier ergebe sich die Aufgabe der Aufstellung eines Fundamentalsystems, die durch Aufstellung
geeigneter linearer Gleichungssysteme gelo¨st werde. Hensel schrieb u¨ber den Fortgang seiner Arbeit:
Hieran schließt sich die Untersuchung derjenigen Formen, welche den ganzen am na¨chsten stehen, der so-
genannten ’Formen erster Gattung’, und als Anwendung die vollsta¨ndige Darstellung der Integrale erster
Gattung. Zugleich ergibt sich die einfache Beziehung, welche zwischen der Gesammtdimension des Funda-
mentalsystems und dem Geschlecht des betrachteten algebraischen Gebildes besteht.20
14[9, 1891,1].
15[9, 1891, 1f].
16[9, 1891, 2 ].
17[9, 1891, 2].
18Zitate [9, 1891, 2]. Vermutlich werden die von Hensel angesprochenen “Klassen algebraischer Gebilde” mit Hilfe solcher
Unbestimmter gebildet, dachte er also an durch Parameter beschriebene Familien von Kurven.
19[9, 1891, 2].
20Sie sind gleich. [9, 1891, 3].
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Hensel behauptete weiter, seine Untersuchungen ko¨nnten auch auf “die Theorie der algebraischen Fla¨chen
und Raumcurven ausgedehnt werden.”21 Den Abschluß der Einleitung bilden Hinweise auf andere Ar-
beiten, die den aufgestellten methodischen Forderungen entsprechen. Hensel nannte hierzu zuna¨chst
Kroneckers Grundzu¨ge [Kronecker, 1882], die jedoch “entsprechend der umfassenderen Natur der ab-
geleiteten Resultate, auf die hier sich darbietenden Probleme” nicht eingingen.22 Hensel erwa¨hnte weiter
Kroneckers Arbeit Ueber die Discriminante algebraischer Functionen [Kronecker, 1881] und deren “la¨ngst
abgeschlossen[e]” unvero¨ffentlichte Fortsetzung,23 sowie eine Arbeit Max Noethers, der “einige der hier
behandelten Probleme in einer von der unsrigen vo¨llig verschiedenen Weise, jedoch unter Zugrundelegung
genau derselben Forderungen behandelt” habe.24
Die Homogenisierung
Hensel begann mit der Homogenisierung der rationalen Funktionen. Deren Koeffizienten du¨rfen aus be-
liebigen Gattungsbereichen (im Sinne Kroneckers) stammen:
Die Coefficienten werden, um gleich den allgemeinsten Fall zu umfassen, als rationale Functionen beliebig vie-
ler Unbestimmten (R,R′, . . . ) vorausgesetzt, zwischen denen wiederum eine algebraische Gleichung bestehen
kann.25
Hensel setzte x1 =
x
x−u , x2 =
1
x−u mit einer Unbestimmten u und erreichte dadurch x =
x1
x2
. Dann erha¨lt
man alle Werte von x (auch ∞) durch endliche Werte von x1, x2 und fu¨r jedes endliche u bleiben x1 und
x2 endlich. Jede rationale Funktion von x kann nun in naheliegender Weise als Quotient zweier ganzer
homogener Formen f, g in x1, x2 geschrieben werden.
Fu¨r eine homogene Form P (x1, x2) der Dimension λ
P (x1, x2) = a0x
λ
1 + a1x
λ−1
1 + · · ·+ aλxλ2 ,
setzte Hensel voraus, daß a0 und aλ nicht beide verschwinden. Den Rest einer beliebigen ganzen Form
f(x1, x2) modulo P (x1, x2) bestimmt man, indem man durch Division eine Gleichung f(x1, x2) = P (x1, x2)Q(x1, x2)+
f1(x1, x2) erha¨lt, wobei
der Grad von f1 in Bezug auf x1 der mo¨glichst niedere ist, ausser natu¨rlich in dem Falle, wo P = x
λ
2 ist, und
wo x2 an die Stelle von x1 tritt.
26
Hensel behauptete, man ko¨nne ebenso wie in der Theorie der ganzen Funktionen den gro¨ßten gemeinsamen
Teiler zweier ganzer Formen bestimmen und formulierte dies im teilerfremden Fall:
Ist f(x1, x2) zu P (x1, x2) relativ prim, so kann man vermittelst dieses ’Euklidischen Verfahrens zur Auf-
suchung des gro¨ssten gemeinsamen Theilers’, stets eine solche ganze homogene Form F finden, dass fF ≡
xµ2 (mod.P (x1, x2)) ist, wo µ einen ganzzahligen nicht negativen Exponenten bedeutet.
27
21[9, 1891, 3].
22[9, 1891, 3]. Strenggenommen fa¨llt Hensels Situation nicht unter die der Grundzu¨ge, da es in diesen keine Vera¨nderliche
gibt. Es gibt dort nur Unbestimmte, die ja auch bei Hensel im Koeffizientenko¨rper auftreten du¨rfen. Wa¨hrend aber in den
Grundzu¨gen die Ganzheit eines Elements auch von diesen Unbestimmten abha¨ngt, ist sie hier nur an die Vera¨nderliche
gebunden, d.h. unter anderem ganze Funktionen dieser Vera¨nderlichen mit beliebigen (auch gebrochenen) Koeffizienten des
Grundko¨rpers werden als ganz betrachtet.
23Diese Fortsetzung ist unvero¨ffentlicht geblieben. Da Kronecker 1891 noch lebte, ist unklar, ob Hensel sie spa¨ter aus
dem Nachlass ha¨tte vero¨ffentlichen ko¨nnen oder ob Kronecker dies ausgeschlossen hatte. Ebenfalls unbekannt ist, ob sie sich
noch in dem 1945 verbrannten Kronecker-Nachlass befand. Zum Kronecker-Nachlass vgl. [Edwards, 1978].
24Beide Zitate [9, 1891, 3]. Sie beziehen sich vermutlich auf [Noether, 1894].
25[9, 1891, 4].
26[9, 1891, 5]. Die Notwendigkeit, den Fall P = xλ2 (stets) extra zu behandeln, entspricht dem Extrafall des Punktes im
Unendlichen.
27[9, 1891, 5].
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Ordnet man einer gebrochenen homogenen Form als Dimension die Differenz der Dimensionen von Za¨hler
und Nenner zu, so la¨ßt sich zeigen, daß genau die Formen nullter Dimension den rationalen Funktionen
entsprechen. Hensel faßte, in U¨bertragung einer Ausdrucksweise aus der Zahlentheorie, alle rationalen
Formen einer Dimension in eine Klasse zusammen, da das “Verha¨ltniss je zweier von ihnen einer Functi-
on von x gleich ist.”28
Anschließend fu¨hrte Hensel die Betrachtung fu¨r eine homogene ganze Form P (x1, x2) als Modul ein.
Die rationale homogene Form F (x1, x2) =
f(x1,x2)
g(x1,x2)
heißt modulo P betrachtet ganz, wenn der Nenner
g(x1, x2) mit P keinen gemeinsamen Teiler hat. Aus der Charakterisierung dieser Formen, “dass sie fu¨r
keinen derjenigen Werthe von x u¨ber jedes Mass hinaus wachsen, fu¨r welche P (x1, x2) fu¨r ein variables
u verschwindet,”29 schlußfolgerte Hensel, daß auch der Bereich der modulo P ganzen Formen bezu¨glich
Summen und Produkten abgeschlossen ist.
Im na¨chsten Schritt demonstrierte Hensel, wie man von einer algebraischen Funktion von x zu einer
algebraischen homogenen Form von x1 und x2 gelangt. Sei dazu A0y
n + A1y
n−1 + · · · + An = 0 die
Gleichung, die y als algebraische Funktion von x bestimmt, worin die Ai ganze Funktionen von x sind.
Ist xm die ho¨chste in den Ai vorkommende Potenz von x, so fu¨hrte Hensel x1, x2 durch Einsetzen von
x = x1x2 ein und multiplizierte anschließend mit x
m
2 . Dadurch erhielt er die Gleichung A0(x1, x2)y
n +
A1(x1, x2)y
n−1 + · · · + An(x1, x2) = 0, deren Koeffizienten ganze homogene Formen der Dimension m
sind. Er nannte dann η := yA0(x1, x2) eine homogene algebraische Form von (x1, x2) der Dimension m,
denn η erfu¨llt eine Gleichung ηn + B1η
n−1 + · · · + Bn = 0, wobei Bi eine homogene Form der mi-ten
Dimension ist und η in tmη u¨bergeht, wenn man x1, x2 durch tx1, tx2 ersetzt.
Unter allen rationalen Funktionen von x1, x2 und η betrachtete Hensel nur die homogenen Formen (der
“Dimension” µ), d.h. diejenigen, fu¨r die gilt F (tx1, tx2, t
mη) = tµF (x1, x2, η). Auch hier entsprechen die
algebraischen Formen der Dimension Null den algebraischen Funktionen von x.
Ganzheit
Hensel definierte algebraisch ganz wie u¨blich: Eine homogene algebraische Funktion heißt algebraisch
ganz, wenn sie einer Gleichung mit Leitkoeffizient 1 und rationalen homogenen ganzen Koeffizienten
genu¨gt.30 Diese ganzen Formen haben ”die charakteristische Eigenschaft, fu¨r alle Werthe von x stets
endlich zu bleiben, wenn die Unbestimmte u auf endliche Werthe beschra¨nkt wird.“31 Daraus folgt, daß
ganze Funktionen von algebraisch ganzen Formen wieder algebraisch ganz sind.
Wa¨hlt man η ganz, so la¨ßt sich jede gebrochene algebraische Form als Quotient zweier ganzer algebraischer
Formen darstellen. Hensel setzte dazu ηi = η
i−1. Dann la¨ßt sich jede Form w eindeutig in der Form
w = u1η1 + · · ·+ unηn darstellen und bildet man den Hauptnenner der Koeffizienten ui, erha¨lt man
w =
v1η1 + . . . vnηn
P (x1, x2)
,
28[9, 1891, 6].
29[9, 1891, 6].
30Daß jede homogene algebraische Form w = u0 + u1η + · · · + un−1ηn−1 eine Gleichung n-ten Grades erfu¨llt, leitete
Hensel hier aus den Darstellungen wηi−1 =
∑n
k=1 uikη
k−1 ab, die die Gleichung |uik − δikw| = 0 ergeben. Dies entspricht
der Vorgehensweise bei [Dedekind/Weber, 1882, 244].
31[9, 1891, 9].
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also w als Quotient zweier ganzer Formen.
An diese Darstellung schloß Hensel die Frage, wann w algebraisch ganz ist, auch wenn die Koeffizienten
in der Darstellung mit dem System der ηi gebrochen sind:
Es sind also zuna¨chst die Bedingungen aufzustellen, damit eine algebraische Form durch eine homogene
Form P (x1, x2) von x1 und x2 theilbar ist, und hierzu ist es wieder no¨thig, u¨berhaupt das Verhalten einer
beliebigen algebraischen Form fu¨r eine ganze rationale Form als Modul genauer zu untersuchen.32
Hierzu fu¨hrte Hensel den Begriff fu¨r einen Modul P (x1, x2) algebraisch ganz ein, der besagt, daß die
Koeffizienten der erfu¨llten Gleichung mit Leitkoeffizient 1 fu¨r den Modul P ganz sind. Auch diese wachsen
“fu¨r keinen Werth von x u¨ber jedes Mass hinaus ..., welchem eine Nullstelle von P (x1, x2) entspricht”
33
und Summen und Produkte solcher Formen sind daher wieder algebraisch ganz fu¨r den Modul P (x1, x2).
Hensel untersuchte dann jedoch nicht konkret, wann w modulo P betrachtet algebraisch ganz ist, sondern
kehrte zu dem zuerst angesprochenen Punkt zuru¨ck, wann
u1η1 + . . . unηn
P
=
w
P
algebraisch ganz ist, wobei man in beiden Fa¨llen voraussetzen kann, daß alle Koeffizienten ui ganz fu¨r
den Modul P und modulo P reduziert sind.
Umformung der Bedingung
Hensels Ziel war es, die Kongruenz
∑
uiηi ≡ 0 (modP ) auf eine Folge von Systemen linearer Kongruenzen
mod P zuru¨ckzufu¨hren.34
Jeder Schritt in dieser Folge wird dem U¨bergang von der Teilbarkeit durch P
k
n zur Teilbarkeit durch
P
k+1
n entsprechen. Daher fragte Hensel zuna¨chst nach den Bedingungen dafu¨r, daß w = u1η1 + . . . unηn
durch P δ fu¨r beliebiges 0 < δ ∈ Q algebraisch teilbar ist,
d.h. damit die Gleichung des nten Grades, der
z =
w
P δ
genu¨gt, lauter ganze homogene Formen von x1 und x2 als Coefficienten besitzt.
35
Ist die von w erfu¨llte Gleichung wn+U1(u1, . . . , un)w
n−1 + · · ·+Un(u1, . . . , un) = 0, so erha¨lt man durch
Einsetzen von zP δ fu¨r w die Gleichung, der z genu¨gt und damit die Kongruenzen
P (n−i)δUi(u1, . . . , un) ≡ 0 (modPnδ) (i=1,...,n)
als Bedingung dafu¨r, daß z ganz ist.36
Zur Umformung dieser Bedingungen benutzte Hensel das Hilfsmittel der unbestimmten Koeffizienten und
die Schreibweise der Modulsysteme (die hier u¨bergangen wird). Daß w durch P δ teilbar ist, ist a¨quivalent
32[9, 1891, 10].
33[9, 1891, 11].
34In der Arbeit Zur Theorie der linearen Formen [7, 1891] hatte er einen Lo¨sungsalgorithmus fu¨r solche Systeme darge-
stellt.
35[9, 1891, 12].
36[9, 1891, 13]. Der Umgang mit diesen Kongruenzen scheint fu¨r Hensel unproblematisch und rein formal zu sein. Er
ku¨rzte soweit mo¨glich Potenzen von P und die rationale Form Ui muß dann durch die na¨chstho¨here ganzzahlige Potenz von
P teilbar sein, da sie nicht durch gebrochene Potenzen von P teilbar sein kann.
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dazu, daß
∑
k(uk+vkP
δ)ηk mit Unbestimmten vk durch P
δ teilbar ist. Mit Hilfe einer Taylor-Entwicklung
erhielt Hensel das System der Kongruenzen
P (n−i+λ)δU (λ)i (u1, . . . , un) ≡ 0 (modPnδ) ( i=1,...,nλ=0,1,...,i),
worin U
(λ)
i (u1, . . . , un) alle λ-ten partiellen Ableitungen von Ui durchla¨uft.
37
Unter der Bedingung, daß 1 linear und homogen durch die ηi darstellbar ist, folgen (wie Hensel durch
eine weitere Taylor-Entwicklung nachwies) alle diese Kongruenzen aus denjenigen, in denen nur die Ab-
leitungen von U := Un(u1, . . . , un) vorkommen: P
νδU (ν) ≡ 0 (modPnδ) (ν=0,1,...,n).38
Hensel bezeichnete die so gefundenen Bedingungen als “sehr complicirter Natur, weil sie die Auflo¨sung ei-
ner grossen Anzahl homogener Congruenzen der ersten, zweiten bis nten Dimension erfordern wu¨rden.”39
Daher wollte er diese “ durch eine Anzahl homogener linearer Congruenzen modulo P”
Wi =
n∑
k=1
aikuk ≡ 0 (mod.P (x1, x2))
ersetzen.40
Lineare Kongruenzensysteme
Sei jetzt ein solches Kongruenzensystem gegeben. Durch Zeilen- und Spaltenoperationen an der Koeffizi-
entenmatrix, wobei letztere einer Transformation der Unbestimmten entsprechen, gelang es Hensel, das
Kongruenzensystem auf die Diagonalform PnPn−1 . . . Piu′i ≡ 0 (mod.P ) zu transformieren. Dabei ist
Pi der P -Anteil des i-ten Elementarteilers der Koeffizientenmatrix, was Hensel nicht explizit formulierte,
sondern mit Hilfe der Formulierung:
wo allgemein das Product (PnPn−1 . . . Pn−i) der gro¨ßte gemeinsame Theiler der Form P mit allen Unterde-
terminanten der iten Ordnung der aus den Coefficienten aik gebildeten Matrix ist,
41
zum Ausdruck bringen wollte. Hier hat sich ein kleiner Fehler eingeschlichen, denn bezeichnet man den
gro¨ßten gemeinsamen Teiler von P und allen i× i-Unterdeterminanten mit Di, so muß
Di = Pn . . . Pn−i+1 sein, damit man aus diesen Gleichungen alle Pi bestimmen kann.42 Setzt man D0 = 1,
so ergibt sich Pi =
Dn−i+1
Dn−i
fu¨r i = 1, . . . , n und Hensel setzte weiter P = P0P1 . . . Pn, also P0 =
P
Dn
.
Unter der von nun an geltenden Voraussetzung, daß P keine mehrfachen Teiler entha¨lt, sind die n + 1
Formen Pi relativ prim zueinander, es ist also mo¨glich, das erhaltene Diagonalsystem nacheinander fu¨r
jedes Pi als Modul zu lo¨sen und die sich ergebenden Bedingungen zu kombinieren. Die Lo¨sungen fu¨r Pi
als Modul lassen sich aber sehr einfach beschreiben, denn in dem entstehenden Diagonalsystem
sind dann die Coefficienten von u′1, . . . , u
′
i durch Pi theilbar, wa¨hrend diejenigen von u
′
i+1, . . . , u
′
n zu Pi relativ
prim sind; die m Congruenzen fu¨r den Modul Pi sind demnach dann und nur dann erfu¨llt, wenn u
′
i+1, . . . , u
′
n
durch Pi theilbar sind, wa¨hrend u
′
1, . . . , u
′
i vo¨llig beliebige Werte haben ko¨nnen.
43
37Die Koeffizienten jedes Produkts der vi mu¨ssen durch P
nδ teilbar sein. [9, 1891, 14].
38[9, 1891, 15].
39[9, 1891, 16].
40[9, 1891, 16].
41[9, 1891, 17].
42Diese Interpretation wird dadurch gestu¨tzt, daß Hensel den Divisor P0 anders definieren wollte.
43[9, 1891, 17f].
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Die Transformation des Systems fu¨hrte also auf eine Zerlegung in Teilsysteme und eine Transformation
der Unbestimmten, die dieser Zerlegung in Teilsysteme angepaßt ist.
Hensel wendete dieses Verfahren an, um induktiv zu zeigen, daß das Kongruenzensystem
P νδU (ν) ≡ 0 (modPnδ) (ν=0,1,...,n) auch fu¨r δ1 = κn auf ein Folge von Systemen linearer Kongruen-
zen fu¨r den Modul P zuru¨ckgefu¨hrt werden kann, wenn dies fu¨r δ0 =
κ−1
n gilt.
Er begann damit, die Konsequenzen aus der Induktionsvoraussetzung zu ziehen. Sei P einer der Tei-
ler, die sich aus dem linearen System ergeben und sei w = u′1η
′ + . . . u′nη
′
n die Form, die sich nach der
Transformation der Unbestimmten ergibt, so la¨ßt sich diese Voraussetzung folgendermaßen formulieren:
Eine ganze algebraische Form w = u′1η
′ + · · ·+ u′nη′n ist dann und nur dann durch P
κ−1
n theilbar, wenn ihre
(n− µ) letzen Coefficienten gleich Null sind.44
Hensel benutzte anschließend noch einmal das Hilfsmittel der unbestimmten Koeffizienten mit anschlie-
ßender Taylorentwicklung. Es ist w = u′1η
′ + · · ·+ u′µη′µ genau dann durch P
κ
n teilbar, wenn
µ∑
i=1
(u′i + v
′
iP
1
n )η′i
mit Unbestimmten v′i durch P
κ
n teilbar ist, denn v′1η
′
1 + · · ·+v′µη′µ ist fu¨r Unbestimmte v′i durch P
κ−1
n teil-
bar. Transformiert man die Form U auf die neuen Unbestimmten u′i und setzt anschließend u
′
µ+1, . . . , u
′
n
gleich Null und fu¨hrt fu¨r die so entstandenen Formen U ′(ν) die Taylor-Entwicklung durch, so erha¨lt man
das System der Kongruenzen
P
ν1
n U ′(ν1)(u′1, . . . , u
′
µ) ≡ 0 (mod.P
κ
) (ν1=0,1,...,n).
Hier erha¨lt man fu¨r ν1 = n eine bereits erfu¨llte Bedingung und auch in den anderen Fa¨llen kann der
Faktor P
ν1
n weggelassen werden:
Nun sind aber alle Ableitungen U ′(ν1) homogene Formen von u′1, . . . , u
′
µ, deren Coefficienten rationale ganze
Formen von x1 und x2 sind. Daher kann eine Form U
′(ν1), multiplicirt mit der Potenz P
ν1
n , deren Exponent
ein echter Bruch ist, nur dann durch P
κ
theilbar sein, wenn U ′(ν1) selbst jene Potenz von P entha¨lt.45
Aus den so erhaltenen Bedingungen U ′(ν1)(u′1, . . . , u
′
µ) ≡ 0 (mod.P
κ
) (ν1=0,1,...,n−1) ko¨nnen nun noch
alle mit ν1 6= n− 1 weggelassen werden, denn alle Ableitungen lassen sich homogen und linear durch die
(n− 1)-ten darstellen.46 Man erha¨lt damit das Kongruenzensystem
U ′(n−1)(u′1, . . . , u
′
µ) ≡ 0 (mod.P
κ
) und dies ist ein System linearer Kongruenzen mod P , weil nach der
Induktionsvoraussetzung U ′(n−1)(u′1, . . . , u
′
µ) bereits durch P
κ−1
teilbar ist.
Da fu¨r δ = 0 die Induktionsvoraussetzung gilt, wendete Hensel die Induktion an und erhielt, daß man
fu¨r alle P und damit auch fu¨r P alle durch P teilbaren Elemente als Lo¨sung mehrerer linearer Kon-
gruenzensysteme erha¨lt. Als Nebenresultat erhielt Hensel fu¨r die Teilbarkeit durch P die Bedingung:
44Wobei die u′i auf ihren “kleinsten Rest modulo P reducirt” angenommen worden sind.[9, 1891, 19].
45[9, 1891, 21].
46Nach “dem bekannten Eulerschen Satze.”[9, 1891, 21]. Dieser heißt auch heute noch Satz von Euler u¨ber homogene
Funktionen und liefert fu¨r eine homogene Funktion f der Dimension m (bzw. in heutiger Terminologie: des Grades m) die
Gleichung
mf =
n∑
i=1
xi
∂f
∂xi
.
Wendet man diesen sukzessive auf die auftretenden partiellen Ableitungen an, gelangt man zu Hensels Aussage.
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U (n−1)(u1, . . . , un) ≡ 0( modPn).
Unter bestimmten Bedingungen (die Hensel an dieser Stelle vergaß, nochmals zu erwa¨hnen), kann also
die Teilbarkeit eines Elements durch eine (gebrochene) Potenz von P am Absolutglied seiner Minimal-
gleichung abgelesen werden. Diese strukturelle Aussage war mo¨glicherweise als Zielpunkt wichtig fu¨r die
spa¨ter von Hensel entwickelte Zahlentheorie und damit die Betrachtung der p-adischen Zahlen.47 Die von
ihm besonders ausfu¨hrlich betrachteten (ganzzahligen) Gleichungen, die auch fu¨r den Bereich von p (also
u¨ber Qp) irreduzibel bleiben, haben jedenfalls diese Eigenschaft.48
Aufstellen von Fundamentalsystemen
Mit Hilfe des so erhaltenen Verfahrens konnte Hensel
ein System von n linear unabha¨ngigen ganzen algebraischen Formen ableiten, welches die Eigenschaft besitzt,
dass alle ganzen algebraischen Formen und nur sie als homogene lineare Functionen von jenen dargestellt
werden ko¨nnen, deren Coefficienten ganze homogene Formen von x1 und x2 sind. Ein solches System soll ein
Fundamentalsystem genannt werden.49
Seien dazu wieder linear unabha¨ngige Formen η1, . . . , ηn gegeben, die diesmal nach absteigender Dimen-
sion geordnet sind. Ist νi die Dimension von ηi, so forderte Hensel weiter, daß νn = 0, also genau eine
der Formen von der Dimension Null ist. Man kann z.B. (wie Hensel angab) ηi = η
n−i+1 setzen.
Hensel schra¨nkte zuna¨chst die mo¨glichen Teiler bzw. Nenner ein. Damit w = u1η1 + · · ·+unηn mit ganzen
rationalen ui durch P (x1, x2) teilbar ist, muß (wie im vorigen Abschnitt hergeleitet) das Kongruenzen-
system U (n−1) ≡ 0 (modPn) erfu¨llt sein, also insbesondere U (n−1) ≡ 0 (modP ). Ist dann D der gro¨ßte
gemeinsame Teiler aller n× n-Unterdeterminanten des Systems U (n−1), d.h. der Determinanten, die aus
je n Zeilen des Koeffizientensystems gebildet werden, so folgt
Dui ≡ 0 (mod.P ). Also muß man nur die Formen betrachten, die Teiler von D sind.
Hensel faßte alle diese Teiler zusammen, indem er P als das Produkt der verschiedenen Teiler von D
setzt. Durch das obige Verfahren gelangt man fu¨r einen Teiler P ′ von P
zu einem Systeme von linear unabha¨ngigen homogenen algebraischen Formen
η′1, η
′
2, . . . , η
′
m,
welche sa¨mmtlich durch P ′(x1, x2) algebraisch theilbar sind, und durch welche sich jede andere P ′ enthaltende
Form homogen und linear ausdru¨cken la¨ßt.50
Mit Hilfe dieser Formen konstruierte Hensel aus η1, . . . , ηn ein linear unabha¨ngiges System geringerer
Dimension. Dazu stellte er die Formen η′i mit Hilfe der Formen ηi dar
η′i =
n∑
κ=1
βiκηκ (i=1,...m).
Anschließend beschrieb er die Vera¨nderungen am System der η′i, nach denen mit seiner Hilfe weiterhin
alle durch P ′ teilbaren Formen dargestellt werden ko¨nnen:
47Er selbst datierte den Beginn seiner U¨berlegungen dazu (z.B. in [53, 1907]) auf 1893.
48Vgl. 5.2 und 5.5.2.
49[9, 1891, 23].
50[9, 1891, 25].
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Die m Formen behalten offenbar alle vorher angegebenen Eigenschaften, wenn man jede mit irgend einer zu
P ′ theilerfremden Form multiplicirt, oder auch, falls dies ausfu¨hrbar ist, dividirt, wenn man ferner allgemein
η′i durch η
′
i −Qη′κ ersetzt, wo Q eine beliebige ganze rationale Form bedeutet, und wenn man endlich einen
jeden Coefficienten auf seinen kleinsten Rest modulo P ′ reducirt.51
Hensel identifizierte die A¨nderungen, die diese Operationen am Koeffizientensystem (βiκ) bewirken, und
brachte umgekehrt mit Hilfe dieser Operationen das System (βiκ) auf Zeilenstufenform, wobei die Pivot-
elemente zu P ′ relativ prim sind. Er erhielt
ein Coefficientensystem, dessen Horizontalreihen mit Formen
β1, β2, . . . , βm,
anfangen, die zu P ′ relativ prim sind, und das aus dem Grunde ein Diagonalsystem genannt werden kann,
weil die unter dem Anfangsgliede βi einer jeden Zeile stehenden Elemente derselben Colonne sa¨mmtlich gleich
Null sind.52
Anschließend muliplizierte Hensel jede Zeile mit einem Element β′i, fu¨r das βiβ
′
i ≡ xδi2 (mod.P ′) gilt,
reduzierte modulo P ′ und teilte jede Spalte durch eine mo¨glichst hohe Potenz von x2. Ist λ die Dimension
von P ′, so beginnt jede Zeile des so modifizierten Koeffizientensystems mit einem Term xεi2 , wobei εi < λ
ist. Er betrachtete weiter die Formen η′′i , die mit Hilfe des modifizierten Koeffizientensystems γiκ gebildet
werden:53
η′′1 = x
ε1
2 η%1 + γ%1+1,1η%1+1 +. . . . . . . . . . . .+ γn1ηn
η′′2 = x
ε2
2 η%2 +. . . . . . . . . . . .+ γn2ηn
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
η′′m = x
εm
2 η%m + · · ·+ γnmηn
Ersetzt man hier die Elemente η%i durch
η′′i
P ′ , so erha¨lt man ein System geringerer Dimension, in dem
ho¨chstens zusa¨tzlich eine Form durch x2 teilbar sein kann, denn die Determinante der Substitutionsmatrix
ist
xε1+ε2+···+εm2
P ′(x1, x2)m
.
Die Dimension des neuen Systems ist
∑n
i=1 νi −
∑m
k=1(λ − εk) und damit um mindestens m kleiner als
die des alten Systems.
Diesen Vorgang wiederholt man nun fu¨r P ′, bis P ′ kein mo¨glicher Teiler mehr ist, dann fu¨r die anderen
Mo¨glichkeiten fu¨r P ′ und abschließend noch fu¨r Ps = x2. In seinem Resumee hob Hensel hervor, man
gelange
von einem beliebig gegebenen System η1, η2, . . . , ηn von n linear unabha¨ngigen ganzen algebraischen For-
men auf rationalem Wege, na¨mlich durch blosse Auflo¨sung linearer Gleichungen, zu einem anderen Systeme
unabha¨ngiger homogener Formen ζ1, ζ2, . . . , ζn, welches die wichtige Eigenschaft besitzt, dass alle ganzen
algebraischen homogenen Formen und nur sie eindeutig in der Form:
w = u1ζ1 + u2ζ2 + · · ·+ unζn
mit homogenen ganzen Formen von x1 und x2 als Coefficienten dargestellt werden ko¨nnen.
54
51[9, 1891, 25].
52[9, 1891, 26].
53[9, 1891, 27].
54[9, 1891, 29].
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Ist jetzt µi die Dimension von ζi und N =
∑n
i=1 µi, so muß N ≥ n − 1 sein, da nur eine Form von
der Dimension Null sein kann und p = N − (n − 1) ist also eine ganze, nicht negative Zahl, die man
“das Geschlecht der Gattung G, welche durch die urspru¨ngliche Gleichung f(x, y) = 0 definirt ist,”55
nenne. Warum dies so ist bzw. in welchem Verha¨ltnis diese Bestimmung des Geschlechts zu der bei [De-
dekind/Weber, 1882] steht, wird im letzten Abschnitt von 3.1.2 erla¨utert.
Im Anschluß daran widmete Hensel einen eigenen Abschnitt der entsprechenden lokalen Aufgabe, d.h.
der Darstellung der modulo P (x1, x2) ganzen algebraischen Formen durch ein Fundamentalsystem fu¨r
den Modul P . Ein solches ist
ein System von n algebraischen Formen ξ1, . . . , ξn, welche, modulo P betrachtet, algebraisch ganz und linear
unabha¨ngig sind, d.h. zwischen denen eine homogene lineare Congruenz
w = u1ξ1 + · · ·+ unξn ≡ 0 (mod.P )
dann und nur dann besteht, wenn alle Coefficienten durch P teilbar sind.56
Hensel behauptete, daß dies die Aufgabe sei,“ welche z.B. fu¨r die Zerlegung der algebraischen Gro¨ssen
in ihre Primfactoren einzig und allein erforderlich ist.”57 Weiter wies er darauf hin, daß ein absolutes
Fundamentalsystem auch fu¨r jeden Modul P eines ist und betonte, daß
jede modulo P ganze Form w auf eine und nur auf eine Weise durch die Elemente desselben homogen und
linear so dargestellt werden kann, dass die Coefficienten rationale homogene Formen von (x1, x2) sind, deren
Nenner mit P keinen gemeinsamen Theiler haben.58
Die “Aufstellung eines solchen Systems ist viel einfacher als die im vorigen Abschnitt durchgefu¨hrte.”59
Ist P kein Teiler von D, so ist das System ηn−1, . . . , η, 1 ein Fundamentalsystem fu¨r den Modul P .
Andernfalls bestimmte Hensel wieder ein System η′1, . . . , η
′
m, mit dessen Hilfe alle durch P algebraisch
teilbaren Formen dargestellt werden ko¨nnen. Ausgangspunkt ist das System ηn−1, . . . , 1 und mit Hilfe
der Gleichungen
η′i =
∑
βiκη
n−κ−1
kann man m der Formen direkt durch die modulo P ganzen Formen
η′i
P zu ersetzen. (Zur Darstellung der
ηj beno¨tigt man dann die u¨brigen Potenzen von η und die neuen η′i.) Dieses Verfahren wird fortgesetzt und
man gelangt nach einer endlichen Anzahl von Schritten zu dem gesuchten Fundamentalsystem modulo
P .
Formen erster Gattung
Um die Integranden der Integrale erster Gattung algebraisch zu charakterisieren, nannte Hensel diejeni-
gen Formen w Formen erster Gattung, fu¨r die fu¨r eine beliebige Form P (x1, x2) das Produkt wP noch
durch eine (gebrochene) Potenz von P teilbar ist.60 Diese umfassen die algebraisch ganzen Formen und
55[9, 1891, 29].
56[9, 1891, 30]. Dies ist derselbe Begriff eines lokalen Fundamentalsystems wie in [5, 1889].
57[9, 1891, 30]. Es gibt keine spa¨tere Vero¨ffentlichung Hensels, die diese Behauptung stu¨tzt.
58[9, 1891, 30].
59[9, 1891, 30].
60Dazu muß es mindestens durch P
1
n teilbar sein.
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lassen sich so charakterisieren, “dass das Product z = Pw fu¨r eine jede Nullstelle der beliebig gewa¨hlten
Form P (x1, x2) stets verschwindet.”
61
Hensel nannte als erste Mo¨glichkeit, alle Formen erster Gattung zu bestimmen, die Auflo¨sung des Kon-
gruenzensystems U (n−1) ≡ 0 mod P . (Dabei entha¨lt P wiederum alle Formen, durch deren 1n -te Potenz
eine Form teilbar sein ko¨nnte, ohne daß alle Koeffizienten durch P teilbar sind.)62
Es gibt aber noch einen einfacheren Weg, ein Fundamentalsystem fu¨r die Formen erster Gattung zu fin-
den, wenn man bereits ein Fundamentalsystem zur Verfu¨gung hat. Hensel betrachtete dafu¨r zu seinem
Fundamentalsystem eine homogene Variante dessen, was bei [Dedekind-Weber, 1882, 274] komplementa¨re
Basis heißt.
Er brachte seine Rechnung wiederum durch die Einfu¨hrung einer Form mit unbestimmten Koeffizienten
voran: Falls z =
∑
uiζi durch P
1
n teilbar ist, so auch Z = zw, worin w =
∑
viζi eine ganze Form mit
unbestimmten Koeffizienten bedeutet. Dann sind in der Gleichung, der Z genu¨gt, auch alle Koeffizien-
ten fu¨r unbestimmte vi durch P teilbar. Dazu ist aber hinreichend, daß der “erste dieser Coefficienten,
oder, was dasselbe ist, dass die Summe der n zu Z conjugirten Formen durch P theilbar” ist,63 also
S(zw) ≡ 0(mod.P ), “wenn allgemein S(w) die Summe der zu einer algebraischen Form w conjugirten
Formen bedeutet.”64
Unter Benutzung der Bezeichnungen aiκ = S(ζiζκ) formte Hensel S(zw) ≡ 0 mod. P in die Bedingung∑
aiκviuκ ≡ 0(mod.P ) fu¨r unbestimmte Koeffizienten vi um, die sich auf
∑
aiκuκ ≡ 0(mod.P ) redu-
ziert.
In einem zweiten Schritt ging es Hensel darum, die abgeleiteten Bedingungen auch zu erfu¨llen. Es ist
∆ = |aij | 6= 0 und eine Auflo¨sung des Kongruenzensystems ergibt ∆uκ ≡ 0(mod.P ), also
jenen Bedingungen kann dann und nur dann durch Formen u1, . . . , un genu¨gt werden, welche nicht sa¨mmtlich
durch P theilbar sind, wenn P in ∆ enthalten ist.65
Ist dann P der gro¨ßte Teiler von ∆ = |aij |, der keine mehrfachen Faktoren entha¨lt, so muß man nur das
Kongruenzensystem
∑
aikuk ≡ 0(mod.P ) auflo¨sen.
Setzt man A = (aiκ) und A
−1 = (Aiκ), so stellte Hensel die Gleichungen
∑
aiκuκ = P ui mit ganzen
Formen ui auf, lo¨ste diese durch uκ = P
∑
Aiκui und setzte ζi =
∑
Aiκζκ. Mit dieser Bezeichnung ist
z = P
∑
ui ζi.
Eine beliebige Form w ist genau dann eine Form erster Gattung, wenn Pw durch P
1
n teilbar ist, d.h. wie
gerade gezeigt, wenn Pw = P
∑
ui ζi ist. Dann folgt w =
∑
ui ζi, worin die ui ganze Formen von x1
und x2 sind. Daher bilden die ζi ein Fundamentalsystem fu¨r die algebraischen Formen erster Gattung.
66
Hensel berechnete noch (durch Betrachtung von S(ww), wenn w eine ganze Form und w die entsprechende
Form erster Gattung ist) die Dimension von ζi als −µi, wenn ζi homogen von der Dimension µi war.
61[9, 1891, 32].
62Anschließend muß man die gefundenen Formen, die jetzt durch P
1
n teilbar sind, noch durch P teilen, was Hensel nicht
erwa¨hnte, [9, 1891, 33].
63[9, 1891, 33]. Es folgt durch schrittweise Betrachtung von w = 1, z, . . . , zn−1 mit Hilfe der Newtonschen Potenzsum-
menformeln.
64[9, 1891, 33]. Hensel sah also kein Problem darin, S(w) hier durch seine Bedeutung und mit Bezug auf die konjugierten
Werte zu definieren, nachdem er zuvor gezeigt hatte, wie man diese Gro¨ße ohne die Benutzung dieser konjugierten Werte
bestimmt.
65[9, 1891, 35].
66[9, 1891, 36].
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Der Zusammenhang zu den Integralen
Ist J =
∫
ϕ(x, y)dx ein algebraisches Integral, d.h. ϕ eine rationale Funktion und y als algebraische
Funktion von x durch die Gleichung f(y, x) = 0 definiert, die in y Grad n hat, so erha¨lt man das
homogenisierte Integral, indem man
x =
x1
x2
, y =
η
A0(x1, x2)
einsetzt, als J =
∫
ϕ(x1, x2, η)
x2dx1 − x1dx2
x22
.
Dabei ist ϕ(x1, x2, η) eine homogene algebraische Form der nullten Dimension. Hensel setzte
Φ(x1, x2, η) =
ϕ(x1,x2,η)
x22
und betrachtete das entstehende Integral
∫
Φ(x1dx1 − x1dx2) zuna¨chst fu¨r eine
beliebige homogene Form Φ. Es ergibt sich die Aufgabe
zu untersuchen, wie diese beschaffen sein muss, damit J fu¨r jeden Werth von x endlich und stetig ist. Ist dies
der Fall, so nennt man J ein Integral erster Gattung. Hierzu ist bekanntlich nothwendig und hinreichend,
dass fu¨r jeden Werth von x dJ = Φ · (x2dx1 − x1dx2) unendlich klein ist.67
Hensel begann damit, das Differential dJ so umzuformen, “dass die angegebene nothwendige und hinrei-
chende Bedingung in algebraischer Form erscheint.”68 Dazu fu¨hrte er zwei rationale homogene Hilfsformen
P (x1, x2) und Q(x1, x2) ohne gleiche Faktoren der Dimensionen pi bzw. κ ein, um einen anderen Ausdruck
fu¨r (x2dx1 − x1dx2) abzuleiten. Er erhielt
dJ = Φ
κQdP − piPdQ
P1Q2 −Q1P2 ,
wobei Pi, Qi die partiellen Ableitungen von P und Q bedeuten. Setzt man speziell Q = u1x1 + u2x2,
so wird κ = 1 und der Nenner u¨berall endlich und von Null verschieden. Man kann sich daher auf die
Betrachtung des Za¨hlers beschra¨nken. Es ergibt sich damit die Bedingung,
dass das Product
Φ(QdP − piPdQ) = (ΦdP )Q− (ΦP )pidQ
unendlich klein ist, wenn P (x1, x2) eine beliebige ganze Form ohne gleiche Factoren bedeutet.
69
Der kritische Fall ist hier, daß P verschwindet. Hensel betrachtete dann die lokalen Entwicklungen in
Potenzreihen
P = tλP(t), P ′ = dP
dt
= tλ−1P1(t).
Weiter argumentierte er, daß Q und Q′ = dQdt beide fu¨r t = 0 nicht verschwinden und die beiden Sum-
manden des Termes, der unendlich klein werden soll, also mit verschiedenen Potenzen von t beginnen.
Daher mu¨ssen PΦ und P ′Φ beide fu¨r t = 0 endlich sein.
Beachtet man nun, das der Quotient dieser beiden Formen:
PΦ
P ′Φ
=
P
P ′
= t · P(t)P1(t)
fu¨r t = 0 verschwindet, ohne dass eine von ihnen unendlich gross ist, so ergibt sich, dass der Za¨hler ver-
schwinden muss.70
67[9, 1891, 38].
68[9, 1891, 38].
69[9, 1891, 39].
70[9, 1891, 40].
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Damit hatte Hensel die gewu¨nschte Bedingung, daß ΦP fu¨r jede Nullstelle von P verschwinden muß,
abgeleitet. Er beru¨cksichtigte jetzt wieder, daß im Fall der algebraischen Integrale ϕ die Dimension Null,
also Φ die Dimension −2 haben muß. Mit Hilfe des Fundamentalsystems ζi fu¨r die Formen erster Gattung
erha¨lt er die Darstellung
ϕ = x22(u1ζ1 + · · ·+ unζn).
Da ζi die Dimension −µi hatte, kann man fu¨r die ui homogene (rationale) Formen der Dimension µi − 2
setzen. Fu¨r µi 6= 0 ist eine homogene Form der Dimension µi − 2 eine “homogene lineare Function der
Formen
x%i1 x
µi−%i
2 ζi =
(
x1
x2
)%i
(xµi2 ζi) (%i=0,1,...,µi−2)′′
71
.
Dies sind insgesamt
∑n−1
i=1 (µi − 1) =
∑n
i=1 µi − (n− 1) = N − (n− 1) = p linear unabha¨ngige Integran-
den, d.h. die Anzahl der linear unabha¨ngigen Integranden erster Gattung ist gleich dem Geschlecht der
betrachteten Kurve.
Hensel hob den seiner Meinung nach entscheidenden Unterschied seiner Untersuchung zu der von Dede-
kind und Weber hervor, denn
[i]n der hier gegebenen Form ist dieser Fundamentalsatz der Theorie der algebraischen Integrale von den
Herren Dedekind und Weber im §26 ihrer wichtigen Abhandlung “Theorie der algebraischen Functionen
einer Vera¨nderlichen” (dieses Journal Band 92) in voller Allgemeinheit ausgesprochen72
und bewiesen worden. Wa¨hrend in dieser Arbeit “aber nur die Nothwendigkeit der Existenz einer Lo¨sung”73
der Aufgabe, eine Normalbasis aufzustellen gezeigt wurde und daher “mit Hu¨lfe jener Untersuchungen
in keinem Falle die Bestimmung des Geschlechts wirklich gegeben und die Integranden erster Gattung
gefunden werden ko¨nnen”, hat Hensel ein Verfahren, also einen Algorithmus angegeben. Weiter ergebe
sich aus der Untersuchung von Dedekind und Weber nicht
wie die Coefficienten jener p Integrale erster Gattung beschaffen sind, ob sie z.B. Wurzeln algebraischer
Gleichungen, oder transcendente Gro¨ssen sind.74
Hensel schloß mit der folgenden Wu¨rdigung seines Ergebnisses:
Hier ergiebt sich, und ich glaube auf dieses Resultat besonderes Gewicht legen zu du¨rfen, dass man stets ein
vollsta¨ndiges System von linear unabha¨ngigen Integranden erster Gattung finden kann, deren Coefficienten
aus denjenigen der urspru¨nglichen Gleichung f(x, y) = 0 rational zusammengesetzt sind; sind also z.B. die
Coefficienten jener Gleichung ganze Zahlen, so sind die p Functionen rationale Functionen von x und y mit
ganzzahligen Coefficienten.75
Hensel ku¨ndigte eine weitere Arbeit an, die auch die Zerlegung der Formen in ihre Primfaktoren darstel-
len sollte und sowohl den zahlentheoretischen Fall, als auch den Fall mit beliebig vielen unabha¨ngigen
Variablen umfassen sollte. Ihre Grundlage sollte die “Theorie der bilinearen und der mit ihnen zusam-
menha¨ngenden ho¨heren homogenen Formen” bilden.76
71[9, 1891, 41].
72[9, 1891, 41].
73[9, 1891, 41].
74[9, 1891, 41]. Das scheint eine Fehlinterpretation zu sein, denn die Normalbasis besteht bei Dedekind und Weber ebenfalls
aus Elementen des Funktionenko¨rpers.
75[9, 1891, 42].
76[9, 1891, 42]. Eine solche Arbeit ist nicht erschienen.
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Diese sollte vermutlich auch die zusa¨tzliche Behauptung des Vortrags in Halle beweisen, man erhalte
unmittelbar den Satz von Riemann-Roch.77
Zusammenha¨nge zur Arbeit von Dedekind und Weber
Im Vergleich zur breit angelegten Arbeit [Dedekind/Weber, 1882] ist Hensels Arbeit [9, 1891] auf ein Ziel
ausgerichtet. Dieses einzige Ziel ist es, einen Algorithmus aufzustellen, mit dessen Hilfe das Geschlecht
und eine Basis der Integranden erster Gattung fu¨r eine gegebene Gleichung bestimmt werden ko¨nnen.
Nur das Fundamentalsystem fu¨r den Modul P wird behandelt, ohne das es fu¨r dieses Ziel notwendig wa¨re.
Allerdings konnte Hensel zu dessen Aufstellung ein bereits vorgestelltes Verfahren vereinfachen und er
hielt es fu¨r nu¨tzlich fu¨r eine vermutlich zu diesem Zeitpunkte geplante Arbeit, in der die Primdivisoren
einer rationalen Funktion P bestimmt werden sollten.
Die Homogenisierung entspricht der Betrachtung einer Normalbasis bei Dedekind/Weber. Diese ordneten
na¨mlich einer in Bezug auf z ganzen Funktion w als Exponenten die kleinste Zahl zu, so daß wzr ganz in
Bezug auf 1z ist.
78 Diesem Exponenten entspricht bei Hensel die Dimension der homogenen Form, na¨mlich
die Potenz von x2, mit der der Absolutteil einer Funktion multipliziert werden muß, damit diese dann
auch in Bezug auf x2 ganz ist.
Wa¨hrend bei Dedekind/Weber das Geschlecht mit Hilfe der Verzweigungszahl definiert wurde, wobei
zuna¨chst gezeigt werden mußte, daß der benutzte Ausdruck von der gewa¨hlten Variablen unabha¨ngig
ist, nutzte Hensel die Summe der Dimensionen der Elemente seines Fundamentalsystems fu¨r die Defi-
nition des Geschlechts. Dedekind und Weber hatten gezeigt, daß die Verzweigungszahl vz das Doppelte
der Summe der Exponenten einer Normalbasis ist und p = vz2 − n + 1 gesetzt. Damit nutzte Hensel ihr
Ergebnis fu¨r seine Definition bzw. Berechnung79 und blieb bei seiner Betrachtung einer ausgezeichneten
Variablen.
U¨berhaupt u¨bernahm Hensel diejenigen Schritte, die heute an der Arbeit von Dedekind und Weber
strukturell-begriﬄich als bahnbrechend hervorgehoben werden, im Wesentlichen nicht. Zum Beispiel ging
er von der Definition der Ganzheit zu einer Charakterisierung u¨ber, die besagt, daß die Funktion fu¨r alle
endlichen Werte der Vera¨nderlichen endlich bleibt und mit deren Hilfe zeigte er, daß das Produkt ganzer
Funktionen wieder ganz ist. Auch werden die Punkte der Riemannschen Fla¨che und die Differentiale nicht
abstrakt eingefu¨hrt, sondern gar nicht betrachtet.
Hensel verzichtete darauf, die Diskriminante zu definieren, auch wenn er an der Stelle, an der er aus dem
Fundamentalsystem fu¨r die ganzen Formen das fu¨r die Formen erster Gattung ableitete, den entsprechen-
den Ausdruck betrachtete und (mit ∆) bezeichnete.
Fu¨r die Integranden bzw. Differentiale erster Gattung gibt es bei Dedekind/Weber zwei Bedingungen.
Wa¨hrend aus der ersten folgt, daß eine solche Funktion zum komplementa¨ren Modul geho¨ren muß, stellt
die zweite eine Anforderung an z =∞. Die erste Bedingung
In jedem Punkte P, in welchem z einen endlichen Wert z0 hat, ist (u(z − z0))0 = 0.80
77[11, 1892, 57].
78[Dedekind/Weber, 1882, 314].
79Wobei er sich, worauf ich oben hingewiesen hatte, nicht explizit so a¨ußert, als wu¨rde er das Geschlecht definieren, eher
so, als sei klar, daß der von ihm betrachtete Ausdruck das Geschlecht ist.
80[Dedekind/Weber, 1882, 329]. Dabei ist u die Funktion, die als Differentialquotient bezeichnet wird und 0 bedeutet das
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u¨bernahm Hensel im Prinzip. Da er im Allgemeinen nicht auf Linearfaktoren zuru¨ckgreifen konnte, formu-
lierte er sie mit Hilfe einer rationalen Form P (x1, x2), na¨mlich daß ΦP an jeder Stelle verschwinden soll,
an der P verschwindet. Wa¨hrend Dedekind und Weber diese Bedingung aus einer Theorie der abstrakten
Differentialquotienten und der Ordnungszahlen folgerten, argumentierte Hensel an der entsprechenden
Stelle mit den Anfangstermen von lokalen Potenzreihenentwicklungen.
Die zweite Bedingung von Dedekind und Weber ist bei Hensel aufgrund der Homogenisierung automa-
tisch erfu¨llt. Zu der Schlußfolgerung, die diese aus ihrer Bedingung ableiten, gelangte Hensel, weil die
homogene Form von der Dimension Null sein muß, damit sie einer algebraischen Funktion entspricht.
Es scheint daher, als habe sich Hensel relativ genau an Dedekind-Weber orientiert und versucht, die
fu¨r seine Problemstellung wichtigen Theorieteile in eine knappere Theorie (die insbesondere ganz un-
abha¨ngig von Primidealen ist) zu integrieren. Wesentlich neu an Hensels Arbeit ist der Versuch, einen
wirklichen Algorithmus zur Bestimmung eines Fundamentalsystems zu finden.81 Dabei gelangte er zu
Schritten, die sich einfach als U¨bergang von der Teilbarkeit durch P
k
n zur Teilbarkeit durch P
k+1
n be-
schreiben ließen und diese Begriffsbildung legte es vielleicht nahe, auch bei der Betrachtung der Formen
erster Gattung die Bedingung als eine Teilbarkeit von PΦ mindestens durch P
1
n zu formulieren.
3.1.3 Eine Vereinfachung und Verbesserung
Die Arbeit Ueber die Darstellung der ganzen algebraischen Functionen einer Variablen durch ein Fun-
damentalsystem ([12, 1893]) entstand vermutlich aus dem Wunsch, einen von Franklin bemerkten Fehler
zu verbessern. Hensel hatte na¨mlich in der Arbeit [9, 1891] vorausgesetzt, daß es mo¨glich ist, mit dem
Ausgangssystem die Eins darzustellen, bei seinen Induktionsschritten aber nicht nachgepru¨ft, ob diese
Eigenschaft erhalten bleibt. Er setzte also
wie a.a.O. ausdru¨cklich hervorgehoben wird, voraus, dass durch die betrachtete Form w die Zahl Eins, oder
irgendeine zu P (x1, x2) theilerfremde Form darstellbar sei. Beru¨cksichtigt man aber diese Bemerkung bei der
im fu¨nften Abschnitt von dieser Aequivalenz gemachten Anwendung, so gelangt man zu einem etwas anderen
Resultate, welches sich von dem in dieser Arbeit gefundenen nur formal unterscheidet. 82
Diesen vervollsta¨ndigten Gedankengang vero¨ffentlichte Hensel jedoch nicht, da er ein einfacheres Verfah-
ren abgeleitet hatte und das andere Resultat auch komplizierter zu formulieren gewesen wa¨re.
Er konzentrierte sich in der Arbeit [12, 1893] ausschließlich auf die Aufgabe, alle durch (x− a) teilbaren
Funktionen durch Auflo¨sung geeigneter linearer Gleichungssysteme zu bestimmen und verzichtete daher
auf Konstruktivita¨tsanforderungen:
Um die hier durchgefu¨hrten Entwicklungen ohne Bezugnahme auf die weitergehenden Untersuchungen der
vorigen Arbeit vollsta¨ndig darlegen zu ko¨nnen, ist an die Stelle einer rationalen homogenen Form P (x1, x2)
hier von vorn herein ein Linearfactor x−a als Modul betrachtet, und in Folge dessen sowohl von der rationalen
Ausfu¨hrung der Operationen, als auch von der Betrachtung der unendlich fernen Stellen des algebraischen
Gebildes abgesehen.83
Einsetzen der Werte am Punkt P.
81Im Unterschied zu z.B. [Kronecker, 1881], wo in jedem Schritt ein Nenner maximalen Grades bestimmt werden muß,
ohne daß auf die konkrete Lo¨sung dieser Aufgabe eingegangen wird.
82[12, 1893, 154].
83[12, 1893, 154].
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Gleich der erste Satz bestimmt eine ganze algebraische Funktion von x als eine, “die fu¨r alle endli-
chen Werthe von x ebenfalls endlich bleibt.”84 Ist dann y eine ganze algebraische Funktion n-ten Gra-
des von x, so stellt sich die Frage, fu¨r welche Linearfaktoren (x − a) und fu¨r welche ui der Quotient
u0+u1y+···+un−1yn−1
x−a ganz ist, obwohl nicht alle ui durch x − a teilbar sind. Fu¨r die Bestimmung der in
Frage kommenden Linearfaktoren (x − a) verwies Hensel ebenso auf die vorherige Arbeit, wie fu¨r den
na¨chsten Schritt, aus einem linear unabha¨ngigen System mit n ganzen Elementen und einem Fundamen-
talsystem fu¨r die durch x− a teilbaren Funktionen ein linear unabha¨ngiges System zu finden,
durch welches jetzt auch noch alle diejenigen ganzen algebraischen Functionen mit ganzen Coefficienten
dargestellt werden ko¨nnen, welche durch das erste System ausgedru¨ckt als Bru¨che mit dem Nenner x − a
erschienen.85
Die damit verbleibende Aufgabe formulierte Hensel folgendermaßen:
Es seien y1, y2, . . . , yn n unabha¨ngige ganze algebraische Functionen von x; es sollen die Coefficienten
u1, u2, . . . , un in der allgemeinsten Weise als ganze Functionen von x so bestimmt werden, dass die alge-
braische Function z = u1y1 + · · · + unyn durch einen gegebenen Linearfactor x − a algebraisch theilbar
ist.86
Da die Koeffizienten nur modulo eines Linearfaktors betrachtet werden mu¨ssen, ko¨nnen sie als konstant
angenommen werden.
Die auftretenden gebrochenen Potenzen erla¨uterte Hensel in dieser Arbeit etwas ausfu¨hrlicher als in der
vorangegangenen. So schrieb er explizit, daß er “den Begriff der algebraischen Theilbarkeit in einem etwas
erweiterten Sinne auffaßt.”87 Es soll “z algebraisch theilbar durch die gebrochene Potenz (x−a)δ heissen,
wenn der Quotient w = z
(x−a)δ fu¨r x = a endlich bleibt.”
88 Ist zn +B1(x)z
n−1 + · · ·+Bn(x) = 0 die von
z erfu¨llte Gleichung, so mu¨ssen in der von w erfu¨llten Gleichung
wn +
B1(x)
(x− a)δw
n−1 +
B2(x)
(x− a)2δw
n−2 + · · ·+ Bn(x)
(x− a)nδ = 0
alle Koeffizienten ganz sein, also muß gelten Bi(x) ≡ 0 (mod. (x − a)iδ). Hensel erla¨uterte explizit, wie
diese Kongruenzen fu¨r gebrochenes iδ aufzufassen sind:
Nun ist aber eine ganze rationale Function B(x) nur dann durch die gebrochene Potenz eines Linearfactors
theilbar, wenn sie die na¨chst ho¨here ganzzahlige Potenz desselben entha¨lt.89
Bezeichnet [δ] die minimale ganze Zahl, die gro¨ßer oder gleich δ ist, und nennt man z genau durch (x−a)δ
teilbar, wenn z nicht durch (x− a)δ1 mit δ1 > δ teilbar ist, so kommen fu¨r Exponenten δ, durch die eine
Funktion genau teilbar ist, nur Bru¨che in Frage, deren Nenner in der geku¨rzten Form kleiner oder gleich
n ist. Hensel ordnete jetzt fu¨r ein festes n die geku¨rzten Bru¨che mit Nenner kleiner oder gleich n der
Gro¨ße nach, so daß δ0 = 0, δi+1 > δi und δρ = 1. Fu¨r i = 1, . . . , n kann dann zwischen iδk und iδk+1
keine ganze Zahl liegen. Seine Aufgabe reduzierte sich nunmehr auf die folgende:
Es seien y1, y2 . . . , ym m unabha¨ngige ganze algebraische Functionen des Gattungsbereiches G(x, y), welche
sa¨mmtlich durch die gebrochene Potenz (x − a)δk algebraisch theilbar sind..., so dass also die algebraische
84[12, 1893, 139].
85[12, 1893, 141].
86[12, 1893, 142].
87[12, 1893, 142].
88[12, 1893, 142].
89[12, 1893, 143].
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Form z = u1y1 + u2y2 · · · + umym fu¨r unbestimmte Werthe der Constanten u1, . . . , um dieselbe Potenz von
x− a entha¨lt. Es sollen nun jene m Constanten in der allgemeinsten Weise so bestimmt werden, dass z nicht
bloss durch die δkte, sondern auch durch die na¨chstho¨here d.h.durch die δk+1te Potenz von x−a algebraisch
theilbar ist.90
Die Voraussetzung besagt also, daß Bi(u1, . . . , um) = (x − a)[iδk]Bi(u1, . . . , um) ist, wo Bi auch eine
ganze homogene Form der ui ist. Beim U¨bergang von δk zu δk+1 ergeben sich nur dann neue Bedingungen
Bi(u1, . . . , um) ≡ 0 mod(x−a), wenn iδk ganz war. Nach Einsetzen von a fu¨r x werden diese Kongruenzen
zu Gleichungen: Bi(u1, . . . , um|a) = 0 (falls iδk ganz). Wie in der vorherigen Arbeit fu¨hrte Hensel dieses
Gleichungssystem durch die Einfu¨hrung von Unbestimmten und anschließende Taylorentwicklung und
den Eulerschen Satz auf ein lineares Gleichungssystem zuru¨ck. In einem ersten Schritt erha¨lt man die
Kongruenzen
Bi
(λ)(u1, . . . , um) ≡ 0 mod(x− a)[iδk+(i−λ)(δk+1−δk)],
wobei Bi
(λ) alle λ-ten partiellen Ableitungen von Bi nach den ui bezeichnet. Da gilt
[iδk + (i− λ)(δk+1 − δk)] = [iδk+1], sind diese Kongruenzen a¨quivalent zu
Bi
(λ)(u1, . . . , um) ≡ 0 mod(x− a)[iδk+1],
die aus den entsprechenden Kongruenzen fu¨r die (i-1)-ten partiellen Ableitungen folgen. Damit reduziert
sich das Kongruenzensystem auf das lineare Gleichungssystem Bi
(i−1)
(u1, . . . , um|a) = 0 (falls iδk ganz).
Setzt man die die allgemeine Lo¨sung u′ fu¨r die ui in das z = u1y1 + · · ·+umym aus der Voraussetzung des
aktuellen Schrittes ein, so erha¨lt man (durch die enthaltenen Parameter) m′ linear unabha¨ngige Funk-
tionen y′i, durch die sich genau alle durch (x− a)δk+1 teilbaren Funktionen darstellen lassen und fu¨r die
also der na¨chste Schritt durchgefu¨hrt werden kann.
Die Betrachtung der vollen Sequenz der δi fu¨hrte dazu, daß in jedem Schritt nur relativ wenige Kon-
gruenzen betrachtet werden mußten. Die Vereinfachung, die daher kommt, daß als Modul diesmal ein
Linearfaktor betrachtet wird, ist hingegen nicht wesentlich, sondern soll nur die Darstellung einfacher
machen. Hensel wies zum Abschluß nochmal auf das “von mir in jener Arbeit zum ersten Male eingefu¨hr-
te absolute Fundamentalsystem” hin und betonte, daß die U¨bertragung des hier vorgefu¨hrten Verfahrens
auf die konstruktive, homogene Situation “so einfach” sei, “dass auf sie an dieser Stelle nicht na¨her
eingegangen zu werden braucht.”91
Die Situation 1894
Im Jahr 1894 vero¨ffentlichte Hensel die Arbeit The´orie des fonctions alge´briques d’une variable. (Premier
me´moire.) Traduit par M. G. Brincard. [18, 1894] in der Acta Mathematica. Auch fu¨r diese Arbeit war
offenbar (ebenso wie fu¨r [9, 1891]) eine Fortsetzung geplant gewesen, zu der es jedoch nicht kam.92
Hensel stellte fu¨r das Publikum der Acta Mathematica sehr ausfu¨hrlich eine Kombination seiner Ansa¨tze
vor: Er arbeitete mit der Homogenisierung aus [9, 1891], benutzte aber Linearfaktoren und (natu¨rlich) das
sta¨rkere Verfahren aus [12, 1893], um in weniger Schritten zu den durch (x− a) teilbaren Funktionen zu
90[12, 1893, 145].
91[12, 1893, 155].
92Bei [9, 1891] erkennt man dies an der ro¨mischen Eins im Titel: Theorie der algebraischen Functionen einer Vera¨nder-
lichen und der algebraischen Integrale. I.
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gelangen. Diese Ansa¨tze wurden offenbar fu¨r so wichtig befunden, daß eine U¨bersetzung ins Franzo¨sische
angefertigt wurde.93
Ein weiteres Zeichen fu¨r die internationale Sichtbarkeit von Hensels Theorie war die oben bereits an-
gesprochene Kritik des Cambridgers H.F.Baker [Baker, 1894] in den Mathematischen Annalen an der
Arbeit [9, 1891], die Hensel auf etwa anderthalb Seiten [19, 1894] entschieden zuru¨ckwies.94 Verbunden
mit Bakers Detailkritik war jedoch auch eine grundsa¨tzliche Anerkennung der Henselschen Resultate:
Of course these remarks are not intended to detract from the very great interest attaching to the results
given by Hensel.95
Hensel wechselte im Anschluß an diese Arbeit Voraussetzungen, Hilfsmittel und Fragestellungen. Den
Zusammenhang zwischen Formen erster Gattung und Integralen erster Gattung konnte er jedoch auch
im neuen Rahmen noch verwerten.
3.2 Die Theorie von 1895 - Elementarteiler
3.2.1 Der Aufbau der Arbeit
Hensel begann seine Arbeit Ueber einen neuen Fundamentalsatz in der Theorie der algebraischen Functio-
nen einer Variablen [20, 1895] mit der Behauptung, daß die entwickelte Theorie nur “der Einfachheit”96
wegen fu¨r algebraische Funktionen einer Vera¨nderlichen vorgefu¨hrt werde und auch fu¨r Gleichungen ohne
oder mit zwei oder mehr Vera¨nderlichen durchgefu¨hrt werden kann. Nach dieser Vorbemerkung gliedert
sich die Arbeit in zwei Teile. Die ersten sechs Paragraphen behandeln (modern formuliert) die Theorie des
ganzen Abschlusses von C[x] in einer algebraischen Erweiterung. Der zweite Teil geht auf die Situation
ein, die fu¨r die Behandlung der Abelschen Integrale maßgeblich ist, bei der also die Vera¨nderliche x auch
den Wert ∞ annehmen kann. Hierfu¨r fu¨hrte Hensel eine etwas andere Homogenisierung als in [9, 1891]
ein, fu¨r die es besonders einfach ist, die Ergebnisse von den Funktionen auf die Formen zu u¨bertragen.
Im ersten Paragraph u¨bertrug Hensel die Bildung des ggT von rationalen Funktionen auf Wurzelfunktio-
nen, also Wurzeln aus rationalen Funktionen. Eine solche Wurzelfunktion ist das Produkt ihres gro¨ßten
rationalen Divisors mit ihrem kleinsten Rest und die reduzierten ganzen Wurzelfunktionen, die mit ihrem
Rest u¨bereinstimmen, werden im folgenden wichtig.
Den ggT von n konjugierten Funktionen definierte Hensel mit Hilfe der Koeffizienten der Minimalglei-
chung, und zwar als gro¨ßten gemeinsamen Teiler von (verschiedenen) Wurzeln aus diesen Koeffizienten.97
Ebenfalls eine Wurzelfunktion ist der ggT von mehreren vollsta¨ndigen Systemen konjugierter Funktionen.
Im zweiten Paragraphen fu¨hrte Hensel Elementarteiler und Vielfache von Matrizen ein, um den grundle-
genden Satz formulieren zu ko¨nnen, daß eine Matrix genau dann ein Vielfaches einer anderen ist, wenn
93Nicht alle Arbeiten in der Acta Mathematica waren franzo¨sisch, vgl. z.B. Hensels [6, 1891].
94Baker glaubte, eine Beweislu¨cke aufgezeigt zu haben, worauf Hensel antwortete, die Schließung dieser sei nicht nur
leicht, sondern von ihm bereits vero¨ffentlicht gewesen. Weiter gab Baker ein Beispiel an, um zu demonstrieren, daß Hensels
Geschlechtsformel in einer Klasse von Fa¨llen zu falschen Ergebnissen fu¨hre. Hensel skizzierte in wenigen Zeilen, daß das
Geschlecht in Bakers Beispiel maximal Eins sein kann und schrieb dazu: “Wie aber Herr Baker durch Anwendung meiner
Methoden die gro¨ssere Zahl p = 3 erhalten will, ist mir vo¨llig unversta¨ndlich,” [19, 1894, 599] und in der Tat sind Bakers
Ausfu¨hrungen sehr kompliziert und nicht nah an Hensels Vorgehensweisen, [Baker, 1894, 128f.]
95[Baker, 1894, 130].
96[20, 1895, 254].
97In einer Fußnote wies er darauf hin, daß der so definierte ggT mit dem idealtheoretischen ggT u¨bereinstimmt.
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ihre Elementarteiler Vielfache der Elementarteiler der anderen sind. Zwei Matrizen heißen a¨quivalent,
wenn jede ein Vielfaches der anderen ist und damit ist jede Matrix a¨quivalent zur Diagonalmatrix ihrer
Elementarteiler.
Betrachtet man nun speziell die aus n Gro¨ßen und ihren Konjugierten gebildete Matrix, so sind sowohl
die ggTs der Konjugierten (Die in einer Spalte stehen und deren ggT daher im folgenden Spaltenteiler
heißt.) als auch die Elementarteiler Wurzelfunktionen. Die Frage ist daher, ob die Elementarteiler der
aus den Spaltenteilern gebildeten Diagonalmatrix mit den Elementarteilern der urspru¨nglichen Matrix
u¨bereinstimmen. Betrachtet man einzelne Linearfaktoren (x− a), so la¨ßt sich diese Bedingung einfacher
formulieren, denn dann mu¨ssen die Spaltenteiler dieselben Exponenten bezu¨glich (x − a) enthalten wie
die Elementarteiler des Ausgangssystems. Sind beide Systeme a¨quivalent, so heißt das System kanonisch,
stimmen nur die Exponenten von (x− a) u¨berein, so heißt es kanonisch in Bezug auf (x− a).
Im dritten Paragraphen wird die Relation Vielfaches zwischen Systemen von n Elementen, sowie das
(Kroneckersche) Fundamentalsystem eingefu¨hrt. Die Bedeutung der Elementarteiler zeigt sich auch dar-
in, daß die Elementarteiler eines Fundamentalsystems die ggTs der Elementarteiler beliebiger (linear
unabha¨ngiger) ganzer Systeme sind. Der folgende Paragraph beginnt mit dem Beweis des entscheidenden
Satzes, wonach ein System genau dann ein Fundamentalsystem ist, wenn seine Elementarteiler reduzierte
Wurzelfunktionen sind. Einfach sind dabei die Beweisteile, daß ein System, dessen Elementarteiler re-
duzierte Wurzelfunktionen sind, ein Fundamentalsystem ist, sowie der U¨bergang von einem kanonischen
System zu einem Fundamentalsystem.
Hensel behauptete bereits in dieser Arbeit, daß jedes System a¨quivalent zu einem kanonischen System
ist.98 Im fu¨nften Paragraphen fu¨hrte er aber zuna¨chst nur den Beweis, daß ein beliebiges System a¨quiva-
lent zu einem in Bezug auf (x− a) kanonischen System ist, da dieser ausreicht, um von einem beliebigen
System zu einem Fundamentalsystem zu gelangen.
Den Abschluß des ersten Teils bildet ein Paragraph, in dem gefolgert wird, daß die Elementarteiler eines
Fundamentalsystems auch aus den Elementarteilern eines beliebigen Systems bestimmt werden ko¨nnen.
Dazu bildet man fu¨r jeden vorkommenden Linearfaktor den Rest der Elementarteiler des beliebigen Sy-
stems und ordnet die reduzierten Anteile dann zu den gesuchten Elementarteilern zusammen.
Der zweite Teil fu¨hrt eine Homogenisierung ein, die eine direkte U¨bertragung der Ergebnisse erlaubt.
So beginnt der siebente Paragraph mit der Einfu¨hrung der homogenen rationalen und Wurzelfunktionen
von zwei Variablen (der homogenen rationalen Formen), sowie deren ggTs. Im Anschluß daran definierte
Hensel die homogenen algebraischen Formen und fand darunter die algebraischen Funktionen als die For-
men nullten Grades wieder. Der ggT der Konjugierten einer homogenen Form wird wiederum so definiert,
daß er, ebenso wie die Elementarteiler eines Systems homogener Formen, eine homogene Wurzelform ist.
Damit la¨ßt sich auch der Begriff des kanonischen Systems u¨bertragen.
Im achten Paragraphen fu¨hrte Hensel den Begriff des absoluten Fundamentalsystems ein, mit dessen Hilfe
alle ganzen homogenen Formen einer Gattung als Linearkombination mit ganzen Koeffizienten dargestellt
werden ko¨nnen. Falls ein solches existiert, sind seine Elementarteiler die ggTs der Elementarteiler aller
98Hierbei bedeutet a¨quivalent, daß mit beiden Systemen dieselben Elemente dargestellt werden ko¨nnen.
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ganzen Systeme mit n Elementen. Hensel zeigte die Existenz eines solchen Fundamentalsystems durch
einen nichtkonstruktiven Beweis. An diesen schließt sich der Satz, daß ein System genau dann ein Fun-
damentalsystem ist, wenn seine Elementarteiler reduzierte Wurzelformen sind. Der Beweis u¨bertra¨gt sich
aus dem nichthomogenen Fall, wobei die Konstruktion eines lokal kanonischen Systems nicht u¨bertragen,
sondern nur benutzt werden muß. Schließlich erha¨lt man ebenfalls analog die Aussage, daß aus einem
beliebigen System die Elementarteiler bestimmt werden ko¨nnen.
Im abschließenden neunten Paragraphen wandte Hensel dieses Resultat an, indem er am Beispiel der
reinen Gleichung yn = a(x) vorfu¨hrte, wie die Diskriminante tatsa¨chlich berechnet werden kann. Die Be-
deutung der Diskriminante des zugeordneten Bereiches homogener algebraischer Formen wird aber nicht
erla¨utert, sondern dazu auf zuku¨nftige Arbeiten verwiesen.
Hensel fu¨hrte an den verschiedenen Stellen an, was noch auf rationalem Wege bestimmt werden kann,
allerdings sind die kritischen Linearfaktoren (x− a) grundsa¨tzlich nicht dabei.
3.2.2 Die Theorie der ganzen algebraischen Funktionen
Die neuen Objekte
Einer der Ausgangspunkte fu¨r die Komposition dieser Arbeit ist die Beobachtung, daß die in der Arbeit [5,
1889] erfolgte Berechnung des ggTs der Konjugierten eines Elements auf die Betrachtung der Koeffizienten
der Minimalgleichung zuru¨ckgefu¨hrt werden kann und daher keine Theorie der idealen Primdivisoren
beno¨tigt. Diese ggTs sind nunmehr Wurzelfunktionen, mit deren Einfu¨hrung Hensel daher seine Arbeit
begann.
Eine Wurzelfunktion hat die Gestalt a(x)
1
% , wobei a(x) eine rationale Funktion ist und eine der %-ten
Wurzeln fest gewa¨hlt ist. Die Bestimmung des ggTs d(x) von n Wurzelfunktionen ai(x)
1
%i la¨ßt sich
besonders leicht erla¨utern, wenn man die Wurzelfunktionen in ein Produkt von Linearfaktoren zerlegt
denkt, ist aber auch sonst auf rationalem Weg mo¨glich. Sei also ai(x) =
∏
(x − cj)δj (mit δj ∈ Q) ist.
Dann nimmt man
jeden Linearfactor so oft in d(x) auf, als er in den n Functionen ai(x)
1
%i mindestens vorkommt. Auch diese
gemeinsamen Theiler ko¨nnen offenbar ohne Kenntnis der Linearfactoren von a1, . . . , an allein durch das
Euklidische Verfahren gewonnen werden.99
Die Notationsweise fu¨r diesen ggT ist d(x) =
(
a1(x)
1
%1 , a2(x)
1
%2 , . . . , an(x)
1
%n
)
. Er ist genau dann ganz,
wenn alle n Funktionen ganz sind. Zu einer beliebigen Wurzelfunktion d(x) =
∏
(x − ai)δi , wobei δi ein
positiver oder negativer Bruch ist, definiert Hensel den gro¨ßten rationalen Divisor [d(x)] =
∏
(x− ai)[δi],
wobei [δ] fu¨r δ ∈ Q im Unterschied zur Arbeit [9, 1891] diesmal die gro¨ßte ganze Zahl kleiner oder gleich
δi bezeichnet, und den kleinsten Rest R(d(x)) =
∏
(x−ai)δi−[δi]. Besonders wichtig sind reduzierte ganze
Wurzelfunktionen, in denen alle Exponenten positiv und kleiner als Eins sind.100
Um den ggT konjugierter algebraischer Funktionen zu definieren, fragte Hensel zuna¨chst nach den Be-
dingungen dafu¨r, daß diese alle algebraisch durch eine Funktion δ teilbar sind. Diese Teilbarkeit soll
bedeuten, daß der Quotient z ganz ist, also “fu¨r alle endlichen Werthe von x ebenfalls endlich bleibt” und
99[20, 1895, 256].
100[20, 1895, 256].
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dies ist auch der Fall, wenn die “Coefficienten ai(x) [der von z erfu¨llten Gleichung] irgend welche ganze
algebraische Functionen von x sind.”101
Sind daher y1, . . . , yn die konjugierten Wurzeln der Gleichung y
n + a1(x)y
n−1 + · · ·+ an(x) = 0, so la¨ßt
sich die Bedingung, daß δ ein Teiler der yi ist, so formulieren, daß die von ηi =
yi
δ erfu¨llte Gleichung
ηn +
a1(x)
δ
ηn−1 +
a2(x)
δ2
ηn−2 + · · ·+ an(x)
δn
= 0
ganze Koeffizienten hat,
also δ ein Theiler der folgenden Wurzelfunction ist: d(x) =
(
a1(x), a2(x)
1
2 , . . . , an(x)
1
n
)
.102
Da also alle gemeinsamen Teiler der yi auch Teiler der Wurzelfunktion d(x) sind, nannte Hensel diese den
gro¨ßten gemeinsamen Teiler der yi und bezeichnete sie auch durch (y1, y2, . . . , yn).
103 Dieser ggT ist genau
dann eine ganze Wurzelfunktion, wenn alle ai ganz sind, also y eine ganze algebraische Funktion ist. Der
gro¨ßte gemeinsame Teiler von mehreren Systemen konjugierter Funktionen ist wieder eine Wurzelfunktion,
na¨mlich der ggT der Wurzelfunktionen, die die ggTs der einzelnen Systeme sind.
Das neue Hilfsmittel
Ermo¨glicht wird die neue Theorie durch einen “Fundamentalsatz, auf welchem die hier zu gebenden
Resultate sa¨mmtlich beruhen.”104 Ist (aik) eine rechteckige Matrix, deren Eintra¨ge rationale Funktionen
von x sind, und ist jeweils Di der gro¨ßte gemeinsame Teiler aller i × i-Unterdeterminanten, dann heißt
Ei =
Di
Di−1
der i-te Elementarteiler der Matrix A (i = 1, . . . , n ,D0 = 1).
Ist B = PAQ ist, wobei die Matrizen P und Q ganze Eintra¨ge haben, so heißt B ein Vielfaches von A.
Diese Aussage formulierte Hensel folgendermaßen:
Componiert man ein System (aik) vorn und hinten mit je einem anderen System (αik) bzw. (βik), deren
Elemente aber ganze rationale Functionen von x sein sollen, so erha¨lt man ein neues durch die Compositions-
gleichung (αik)(aik)(βik) = (aik) definirtes System (aik); jedes solches System soll ein Vielfaches von (aik)
genannt werden.105
Der entscheidende Satz besagt, daß B genau dann ein Vielfaches von A ist, wenn die Elementarteiler
Ei von B Vielfache der Elementarteiler Ei von A sind, d.h. Ei = MiEi, wobei die Mi “ganze Gro¨ßen
desjenigen Bereiches [sind], dem die Elemente der Systeme (α), (a) und (β) angeho¨ren.”106 Der zitierte
Halbsatz weist bereits darauf hin, daß Hensel diesen Satz auch auf “ganze oder gebrochene rationale oder
algebraische Functionen von x” ausdehnen wollte. Wie Hensel schrieb, wurde dieser Satz fu¨r Matrizen mit
ganzzahligen Eintra¨gen zuerst von Frobenius 1879 aufgestellt. Er war 1894 in seiner Arbeit in den Berliner
Berichten Ueber die Elementarteiler der Determinanten [Frobenius, 1894] auf ihn zuru¨ckgekommen und
Hensel hatte in der im Ma¨rz 1894 beendeten Arbeit Ueber die Elementartheiler componierter Systeme
[17, 1894] einen “allgemeinen Beweis angegeben, welcher auch fu¨r beliebige Elemente aik” gilt.
107
101[20, 1895, 257].
102[20, 1895, 257].
103[20, 1895, 257]. An dieser Stelle wies Hensel in einer Fußnote darauf hin, daß dieser Teiler mit dem idealtheoretischen
Teiler von (y1, y2, . . . , yn) u¨bereinstimmt, er jedoch den elementaren Charakter seiner Untersuchung hervorheben wollte.
104[20, 1895, 260].
105[20, 1895, 259f].
106[20, 1895, 260].
107[20, 1895, 260]. In einer Fußnote wies Hensel darauf hin, daß der Fall, in dem (aik) und (aik) Systeme algebraischer
Funktionen einer Variablen sind, dort nicht ausdru¨cklich erwa¨hnt ist, aber ebenso bewiesen werden kann.
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Nennt man zwei Systeme a¨quivalent, die jeweils ein Vielfaches des anderen sind, so folgerte Hensel noch,
daß zwei Systeme genau dann a¨quivalent sind, wenn sie die gleichen Elementarteiler haben, und daß jedes
System (aik) a¨quivalent zu der Diagonalmatrix seiner Elementarteiler ist.
Sei jetzt y eine algebraische Funktion n-ten Grades von x, seien Y (i) (i = 1, . . . , n) rationale Funktionen
von x und y und seien Y
(i)
k die Konjugierten von Y
(i). Betrachtet man dann die n× n-Matrix
(
Y
(i)
k
)
=

Y
(1)
1 Y
(2)
1 . . . Y
(n)
1
Y
(1)
2 Y
(2)
2 . . . Y
(n)
2
. . . . . . . . . . . .
Y
(1)
n Y
(2)
n . . . Y
(n)
n
 ,
und “das vollsta¨ndige System aller Unterdeterminanten derselben hten Ordnung”, so bemerkte Hensel,
daß dieses
ungea¨ndert [bleibt], wenn man irgend zwei conjugirte Functionen yr und ys mit einander vertauscht; denn
einer solchen Permutation entspricht ja die Vertauschung der rten und sten Zeile in dem Systeme
(
Y
(i)
k
)
.108
Daher besteht die Menge aller h × h-Unterdeterminanten (h = 1, . . . , n) aus mehreren vollsta¨ndigen
Familien konjugierter Funktionen und ihr gro¨ßter gemeinsamer Teiler ist also eine Wurzelfunktion. Damit
sind auch die Elementarteiler der Matrix
(
Y
(i)
k
)
Wurzelfunktionen und zwar alle ganze Wurzelfunktionen
genau dann, wenn alle Y (i) ganze Funktionen waren.
Weiter bezeichnete Hensel mit di(x) den gro¨ßten gemeinsamen Teiler der Konjugierten zu Y
(i). Dann
entha¨lt die Matrix mit den Elementen Z
(i)
k =
Y
(i)
k
di(x)
nur ganze Eintra¨ge und es gilt (Y
(i)
k ) = (Z
(i)
k )D, wobei
D die Diagonalmatrix ist, deren Eintra¨ge die di(x) sind. Nach obigem Satz sind daher die Elementarteiler
von (Y
(i)
k ) Vielfache der Elementarteiler von D.
Letztere sind aber leicht zu bestimmen. Es entha¨lt
der ite Elementartheiler ei(x) jeden der Linearfactoren x − a von d1, . . . , dn in derjenigen Potenz, deren
Exponent unter den in d1, . . . , dn enthaltenen Potenzen von x−a der Gro¨sse nach die ite Stelle einnimmt.109
Neue Begriffe
Als besonders nu¨tzlich erwies sich die Situation, in der die Elementarteiler von (Y
(i)
k ) nicht nur Vielfache
der Elementarteiler von D sind, sondern auch mit diesen u¨bereinstimmen. Dann sind die beiden Systeme
a¨quivalent und die Determinante von
(
Z
(i)
k
)
ist eine Konstante. In diesem Fall nannte Hensel das System
Y (1), . . . , Y (n) ein kanonisches System.
Ein kanonisches System in Bezug auf den Linearfaktor x− a hat die schwa¨chere Eigenschaft, daß
die Determinante von
(
Z
(i)
k
)
nur durch einen bestimmten Linearfaktor x − a nicht theilbar [ist], wa¨hrend
sie andere enthalten kann.110
Als einfachstes Beispiel fu¨r ein kanonisches System fu¨hrte Hensel das System 1, y, . . . , yn−1 an, falls y
eine Wurzelfunktion n-ten Grades ist.
108[20, 1895, 261].
109[20, 1895, 263].
110[20, 1895, 263].
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Diese Definition spiegelt das genauere Versta¨ndnis der Situation wider, das durch die Betrachtung der
Elementarteiler ermo¨glicht wurde. U¨bertra¨gt man die von Hensel in der Arbeit [5, 1889] aufgestellte Be-
dingung fu¨r ein normales System in die Terminologie und Situation der Arbeit [20, 1895], so besagte sie,
daß die Determinante des Systems (Y
(i)
k ) mit der Determinante von D u¨bereinstimmen soll (bzw. diese
U¨bereinstimmung fu¨r den (x − a)-Anteil). Der von Frobenius stammende Satz besagt aber, daß daraus
bereits folgt, daß die Elementarteiler beider Systeme u¨bereinstimmen (bzw. in ihrem (x−a)-Anteil u¨ber-
einstimmen). Diese a¨quivalente Forderung benutzte Hensel fu¨r seine neue Definition.111
In einem na¨chsten Schritt fu¨hrte Hensel den Begriff des Vielfachen fu¨r Systeme (Y (1), . . . , Y (n)) und
(Y
(1)
, . . . , Y
(n)
) in der Weise ein, daß die entsprechenden Systeme (Y
(i)
k ) bzw. (Y
(i)
k ) Vielfache von ein-
ander sind. Daraus ergibt sich, daß (Y
(i)
) ein Vielfaches von (Y (i)) bzw. (Y (i)) ein Teiler von (Y
(i)
) ist,
falls sich die Elemente Y
(1)
, . . . , Y
(n)
als Linearkombination der Y (1), . . . , Y (n) mit ganzen Funktionen
von x als Koeffizienten darstellen lassen. Hensel schrieb dazu:
Diese Definition ist eine consequente Erweiterung der Kroneckerschen Terminologie, denn unter der hier
gemachten Voraussetzung ist ja das Divisorensystem (Y
(1)
, . . . , Y
(n)
) in der That durch (Y (1), . . . , Y (n))
theilbar; hier kommt nur noch die weitere Forderung hinzu, dass die Coefficienten uik nicht bloss ganze
algebraische sondern ganze rationale Functionen von x sein sollen.112
Ist (Y
(i)
) ein Vielfaches von (Y (i)), dann sind auch die Elementarteiler von (Y
(i)
) ganze Vielfache der
Elementarteiler von (Y (i)) und die Faktoren sind ganze Wurzelfunktionen von x.
Hensel fu¨hrte den Begriff des Kroneckerschen Fundamentalsystems ein, durch das also “jede ganze al-
gebraische Function des Bereiches homogen und linear mit ganzen Functionen von x als Coefficienten
dargestellt werden kann.”113 Hensel merkte dazu an, daß diese “nur solange ihren Namen verdienen,
als man die unabha¨ngige Variable auf endliche Werthe beschra¨nkt”,114 wa¨hrend anderenfalls ein neuer
Begriff beno¨tigt wird, den Hensel fu¨r §7 anku¨ndigte.
Ein algebraisches System (Y1, . . . , Yn) ist genau dann ein Fundamentalsystem, wenn es in jedem anderen
ganzen System enthalten ist und daher:
Ein System (Y1, . . . , Yn) ist nur dann ein Kroneckersches Fundamentalsystem, wenn jeder seiner n Elementar-
teiler E1, . . . , En ganz und der gro¨ßte gemeinsame Theiler der entsprechenden Elementartheiler aller anderen
ganzen Systeme Y 1, . . . , Y n ist.
115
Hensel bewertete diesen Satz dahingehend, daß er “eine viel tiefer liegende Eigenschaft des Fundamen-
talsystems” aufdecke als die analoge Aussage Kroneckers fu¨r die Diskriminante, also fu¨r das Produkt der
Elementarteiler (E1E2 . . . En)
2. Er ermo¨gliche es (wie noch gezeigt wird), die Elementarteiler eines Fun-
damentalsystems und damit die Gattungsdiskriminante aus den Elementarteilern eines beliebigen linear
unabha¨ngigen Systems zu bestimmen.116
111Daß aus der Gleichheit der Elementarteiler auch die Gleichheit der Determinante folgt, ist offensichtlich.
112[20, 1895, 265]. Dieses Zitat belegt, daß Hensel sich weiterhin mit den Kroneckerschen Begriffsbildungen auseinandersetzt
und sich insbesondere ihnen gegenu¨ber rechtfertigt.
113[20, 1895, 266].
114[20, 1895, 266].
115[20, 1895, 266].
116[20, 1895, 266].
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Die Ergebnisse
Hensel erhielt als wichtigstes Ergebnis den Satz:
Ein System ist stets und nur dann ein Fundamentalsystem, wenn seine Elementartheiler reducirte ganze
Wurzelfunctionen sind.117
Relativ leicht la¨ßt sich zeigen, daß ein System (Y (1), Y (2), . . . , Y (n)), dessen Elementarteiler ganze redu-
zierte Wurzelfunktionen sind, wirklich ein Fundamentalsystem ist. Ist Y algebraisch ganz, so gibt es fu¨r
die Konjugierten Yi Darstellungen Yi = u1Y
(1)
i + · · · + unY (n)i und zu zeigen ist, daß die uj ganz sind.
Setzt man ∆ = |Y (i)k | und definiert ∆h als die Determinante der Matrix, die sich aus (Y (i)k ) ergibt, wenn
man die h-te Spalte durch Yi ersetzt, so wird uh =
∆h
∆ . Entwickelt man ∆h nach der h-ten Spalte, so
erkennt man, daß ∆h durch den ggT aller (n− 1)× (n− 1) Unterdeterminanten E1 . . . En−1 teilbar ist.
Es folgt also
uh =
E1 . . . En−1Gh
E1 . . . En−1En
=
Gh
En
mit ganzem Gh. Als Nenner von uh kommt also nur ein Teiler von En in Frage, was aber nicht mo¨glich
ist, wenn En eine reduzierte Wurzelfunktion ist, weil uh eine rationale Funktion von x ist.
118
Die Strategie zum Abschluß des Beweises beschrieb Hensel folgendermaßen:
Dieser Satz ist bewiesen, wenn man zeigen kann, dass man von einem beliebigen Systeme (Y
(1)
, . . . , Y
(n)
) aus-
gehend stets zu einem anderen (Y (1), . . . Y (n)) gelangen kann, dessen Elementartheiler ganze reducirte Wur-
zelfunctionen sind; nach dem eben bewiesenen Satze ist das letztere dann na¨mlich ein Fundamentalsystem,
und jedes andere Fundamentalsystem besitzt dann dieselbe Eigenschaft, weil es dem System (Y (1), . . . Y (n))
a¨quivalent ist.119
Hier stellt sich die Frage, was mit “zu einem anderen gelangen kann” gemeint ist. Mit Blick auf die obige
Charakterisierung eines Fundamentalsystems ergibt sich, daß man in mehreren Schritten jeweils zu einem
System u¨bergeht, das ein Teiler des vorherigen ist.
Hensel sah zwei Mo¨glichkeiten fu¨r diese Modifikation des Systems. Entweder man zeigt, daß jedes System
einem kanonischen System a¨quivalent ist und konstruiert aus diesem ein in ihm enthaltenes Fundamental-
system, oder man fu¨hrt diese Schritte fu¨r die in Frage kommenden Linearfaktoren (x−a) einzeln durch.120
Der U¨bergang von einem kanonischen System zu einem Fundamentalsystem ist einfach, denn man muß
nur jedes Element durch den gro¨ßten rationalen Divisor des ggTs seiner Konjugierten teilen:
Sei (Y
(i)
) ein kanonisches System. Dann ist (Y
(i)
k ) = (di(x))(Z
(i)
k ) und fu¨r das System der
Y (i) =
Y (i)
[di(x)]
gilt dann offenbar (Y
(i)
k ) = (R(di(x)))(Z
(i)
k ), d.h. es ist weiterhin ein kanonisches System und ein Funda-
mentalsystem. Hat man nur ein kanonisches System fu¨r den Linearfaktor (x− a), so teilt man Yi durch
117[20, 1895, 267].
118Auch dieser Beweis entspricht demjenigen in [5, 1889], wird aber durch die Elementarteiler vereinfacht.
119[20, 1895, 268].
120Dazu zeigt man zuna¨chst, daß jedes System a¨quivalent zu einem fu¨r den Linearfaktor (x− a) kanonischen ist. Anschlie-
ßend vera¨ndert man dieses (durch Division durch Potenzen von (x− a)) so, daß seine Elementarteiler nur noch gebrochene
Potenzen von (x−a) enthalten. Anschließend macht man dieselbe Konstruktion fu¨r alle weiteren Linearfaktoren, die in den
Elementarteilern noch nicht reduziert vorkommen.
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die ho¨chste ganzzahlige Potenz von (x− a), die in di(x) enthalten ist.121
Hensel zeigte in dieser Arbeit nur, daß jedes System a¨quivalent zu einem in Bezug auf einen beliebigen
Linearfaktor x − a kanonischen System ist. Den allgemeineren Beweis, daß jedes System a¨quivalent zu
einem kanonischen ist, ku¨ndigte er fu¨r eine spa¨tere Arbeit an.122
Die Konstruktion
Der U¨bergang von einem beliebigen System zu einem fu¨r den Linearfaktor (x − a) kanonischen System
erfolgt in mehreren Schritten, in denen jeweils ein Element des Systems durch eine Linearkombination
aller Elemente ersetzt wird, so daß der ggT der Konjugierten dieses Elements durch eine ho¨here gebro-
chene Potenz von (x− a) teilbar ist als zuvor. Da die Differenz der Exponenten von (x− a) nach unten
beschra¨nkt ist,123 gelangt man nach endlich vielen Schritten dazu, daß |Z(i)k | gar nicht mehr durch (x−a)
teilbar ist und damit zu einem kanonischen System.
Da der U¨bergang von einem beliebigen zu einem lokal kanonischen System das ist, was durch die Be-
trachtung der Potenzreihenentwicklungen wesentlich erleichtert wird, lohnt es sich, Hensels Konstruktion
der angesprochenen Linearkombination genauer anzusehen.
Es sei (Y
(1)
, . . . , Y
(n)
) das gegebene System und (x − a)δi die (gebrochene) Potenz von (x − a), die im
ggT der Konjugierten Y
(i)
k enthalten ist. Hensel betrachtete dann das durch Y
(i)
= (x−a)δiZ(i) definierte
System bzw. dessen Determinante |Z(i)k |.
In den Z
(i)
ersetzte er zuerst die gebrochenen Potenzen von (x−a). Dazu bestimmte er den Hauptnenner
ν der δi, so daß also δi =
νi
ν mit νi, ν ∈ Z ist, und ordnete die Elemente so um, daß νi ≤ νi+1 ist.
Anschließend fu¨hrte er ti (i = 1, . . . , ν) als die Wurzeln von t
ν = (x− a) ein.
Ist das System (Y
(1)
, . . . , Y
(n)
) nicht kanonisch in Bezug auf (x−a), so ist die Determinante |Z(i)k | durch
eine positive gebrochene Potenz von (x− a) teilbar, verschwindet also fu¨r t = 0. Dann
kann man bekanntlich n nicht sa¨mmtlich verschwindende Constanten a1, . . . , an so bestimmen, dass die
lineare Function Z = a1Z
(1)
+ · · ·+ anZ(n) nebst allen ihren n Conjugirten fu¨r t = 0 gleich Null ist.124
Ist dann ar die letzte nichtverschwindende dieser Konstanten, so normierte Hensel sie zu Eins und setzte
Z(r) = a1Z
(1)
+ · · ·+Z(r). Da die Gleichung n-ten Grades, die Z(r) erfu¨llt, rational in t ist und fu¨r t = 0
verschwindet, ist jeder der Koeffizienten durch t teilbar und deshalb ist “Z(r) durch eine positive ganze
oder gebrochene Potenz von t, etwa durch t% algebraisch theilbar.”125 Durch die gleiche Potenz von t
sind auch die ν Konjugierten von Z(r) teilbar, die entstehen, wenn man t durch einen anderen der ν − 1
konjugierten Werte ersetzt.
Hensel konstruierte mit Hilfe von Z(r) zuna¨chst eine Funktion in Y
(i)
und t, und durch anschließende
Symmetrisierung eine Funktion nur in Y
(i)
, die ebenfalls durch eine ho¨here Potenz von (x−a) teilbar ist.
Dazu setzte er Z
(i)
= Y
(i)
tνi ein und brachte den Ausdruck auf den Hauptnenner t
νr . Wegen der Anordnung
121[20, 1895, 269f]. Diese letztere Konstruktion hatte Hensel in [5, 1889, 343] benutzt, um ein normales Fundamentalsystem
fu¨r den Modul P zu erhalten. Dort hatte er die Elemente eines Systems, daß Eigenschaften hatte, aus denen kanonisch fu¨r
P folgt, durch geeignete Potenzen von P geteilt.
122Diese Arbeit [25, 1897] gibt es im Gegensatz zu vielen anderen Anku¨ndigungen Hensels. Sie wird im Abschnitt 3.3
besprochen.
123Kein Nenner ist gro¨ßer als n, d.h. 1
n(n−1) ist eine untere Schranke.
124[20, 1895, 272].
125[20, 1895, 272].
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der Y
(i)
erha¨lt man
a1t
µ1Y
(1)
+ a2t
µ2Y
(2)
+ · · ·+ Y (r)
tνr
mit nichtnegativen µi.
Nach Konstruktion ist der Za¨hler dieses Ausdrucks durch tν1+% teilbar. Hensel nannte ihn Y (r)(ti), nach-
dem ti fu¨r t eingesetzt wurde. Da die Funktion Y
(r) =
∑ν
i=1 Y
(r)(ti) “in t1, . . . , tν symmetrisch ist, so
sind alle Coefficienten ganze Functionen von x allein.”126 Auch Y (r) ist durch tνr+% = (x−a)δr+ %ν teilbar
und daher sind
die beiden Systeme (Y
(1)
, . . . , Y
(r)
, . . . Y
(n)
) und (Y
(1)
, . . . , Y (r), . . . Y
(n)
) a¨quivalent, aber Y (r) entha¨lt eine
ho¨here Potenz von x− a als Y (r).127
Bei dieser Konstruktion wurde also zuerst aus jeder Spalte des Systems A die maximale Potenz von
(x−a) entfernt, so daß das Restsystem B ganz bleibt. Die Bedingung, daß das System A nicht kanonisch
ist, besagte dann, daß es eine nichttriviale Linearkombination der Spalten von B gibt, die fu¨r x = a
verschwindet. Aus dieser Linearkombination wurde durch Multiplikation mit der gro¨ßten Potenz von
(x−a), durch die eine darin vorkommende Spalte geteilt worden war, eine Linearkombination des Systems
A, nur daß noch einige zusa¨tzliche Potenzen von t als Faktoren auftraten. Diese mußten noch durch
Symmetrisierung beseitigt werden.
Formulierung des Ergebnisses
Der sechste Paragraph verfolgt zuna¨chst das Ziel, “die Beziehungen zwischen allen Systemen von n
Functionen desselben Ko¨rpers klar erkennen” zu lassen.128
Betrachtet man die Linearfaktoren der Elementarteiler eines Fundamentalsystems einzeln, so entha¨lt
jeder Elementarteiler eine eindeutig bestimmte gebrochene Potenz (x− a)δi mit 0 ≤ δi < 1 von (x− a).
Die (x − a)-Anteile der Elementarteiler eines beliebigen anderen linear unabha¨ngigen ganzen Systems
unterscheiden sich von diesen um ganze Potenzen von (x− a) und jedes System von (x− a)-Anteilen der
Elementarteiler, das sich von diesen nur um ganze Potenzen von (x − a) unterscheidet, kommt auch als
System von (x− a)-Anteilen der Elementarteiler eines Systems linear unabha¨ngiger Funktionen vor.129
Um diesen Sachverhalt fu¨r alle vorkommenden Linearfaktoren gleichzeitig formulieren zu ko¨nnen, fu¨hrte
Hensel die Menge aller zum Diagonalsystem der Elementarteiler a¨quivalenten Diagonalsysteme ein und
nannte jedes solche ein System zugeho¨riger Wurzelfunktionen. Jede Wurzelfunktion eines solchen Systems
entha¨lt genau einen der (x−a)-Anteile der Elementarteiler (fu¨r alle vorkommenden Linearfaktoren (x−a)).
Nach Hensel sind diese Systeme zugeho¨riger Wurzelfunktionen dann vom System der Elementarteiler nicht
wesentlich verschieden, letzteres zeichne sich aber dadurch aus, daß seine Elemente
selbst und nicht bloss ihre Linearfactoren Invarianten des Systemes (Y
(i)
k ) sind, also rational und ohne
Kenntnis eines kanonischen Systemes aus jenem gefunden werden ko¨nnen.130
126[20, 1895, 273].
127[20, 1895, 274].
128[20, 1895, 275].
129Dies folgt aus Hensels Konstruktion eines Fundamentalsystems: A¨quivalente Systeme haben gleiche Elementarteiler
und beim U¨bergang von einem kanonischen System zu einem Fundamentalsystem vera¨ndern sich offenbar die Spaltenteiler
um ganze Potenzen von (x − a) und daher (nach dem schon mehrfach als entscheidend benannten Satz von Frobenius)
auch die Elementarteiler. Umgekehrt muß man nur die Elemente eines Fundamentalsystems mit den entsprechenden ganzen
Potenzen von (x− a) multiplizieren.
130[20, 1895, 275].
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Hat man dann zwei Systeme von n linear unabha¨ngigen Funktionen und zu dem ersten ein System
zugeho¨riger Wurzelfunktionen gegeben, dann kann man (aus der Menge der a¨quivalenten) ein System
zugeho¨riger Wurzelfunktionen zum zweiten System bestimmen, dessen Elemente rationale Vielfache von
denen des ersten sind. Umgekehrt findet man zu vorgegebenen rationalen Vielfachen auch ein System,
daß diese als System zugeho¨riger Wurzelfunktionen hat.131
Die Terminologie der zugeho¨rigen Wurzelsysteme erlaubte es Hensel insbesondere, das folgende Ergebnis
zu formulieren, ohne noch Faktoren umzusortieren:
Ist (Y (1), . . . , Y (n)) irgend ein System algebraischer Functionen, und sind e1(x), . . . , en(x) die rational be-
stimmbaren Elementartheiler von (Y
(i)
k ); dann findet man das System der dem Fundamentalsysteme zu-
geho¨rigen Wurzelfunctionen, wenn man alle Exponenten von e1(x), . . . , en(x) auf ihren kleinsten positiven
Rest reducirt.132
3.2.3 Die Theorie der homogenen algebraischen Formen
Die Homogenisierung
Der zweite Teil der Arbeit erschien im na¨chsten (vierten) Heft von Band 115 des Crelle-Journals. Zur
Motivation der Homogenisierung erla¨uterte Hensel zuna¨chst, daß alle vorhergehenden Untersuchungen
auf der Definition der Teilbarkeit und diese auf dem Begriff der ganzen Funktion von x beruhten. Cha-
rakteristisch fu¨r eine solche war, daß sie “fu¨r den ganzen Bereich dieser Variablen, d.h. fu¨r jedes endliche
x endlich bleibt.”133 Wenn es nun notwendig ist, “auch die Stelle x =∞ in den Bereich der unabha¨ngigen
Vera¨nderlichen” aufzunehmen,134 so nannte Hensel diese fru¨here Definition “gegenstandslos”, da es ein
rein a¨ußerlicher Umstand sei, ob alle Unendlichkeitsstellen an x = ∞ liegen.135 Um weiterhin in einem
Bereich zu arbeiten, der auch ganze Elemente entha¨lt, betrachtete Hensel “einen gro¨sseren Bereich spe-
cieller Functionen von zwei Variablen”, der die rationalen und algebraischen Functionen einer Variablen
entha¨lt, na¨mlich “die homogenen rationalen und algebraischen Functionen von x1 und x2.”
136
Zuerst erweiterte Hensel den Bereich der rationalen Funktionen von x. Dabei ist eine homogene rationale
Form von (x1, x2) eine rationale Funktion a(x1, x2), “welche sich nur mit einer Potenz von t multiplicirt,
wenn x1 und x2 durch tx1, tx2 ersetzt werden.”
137 Gilt a(tx1, tx2) = t
µa(x1, x2), so heißt µ die Dimen-
sion der homogenen Form. Die rationalen Funktionen von x findet man nach dem Einsetzen x = x1x2 als
die homogenen Formen der Dimension Null wieder und von diesen sind nur die Konstanten ganz. Als
Schlußfolgerung hierraus formulierte Hensel:
So sieht man, dass die Einfu¨hrung der homogenen Formen nothwendig ist, wenn der Begriff der ganzen
Gro¨ssen erhalten bleiben soll.138
Eine homogene Wurzelform ist die %-te Wurzel aus einer homogenen Form. Ist dabei a(x1, x2) homogen
von der Dimension µ, so hat a(x1, x2)
1
% die Dimension µ% . Jede homogene Wurzelform kann man als
131[20, 1895, 275].
132[20, 1895, 276]. Fu¨r diese Reduktion muß man natu¨rlich doch die Linearfaktoren kennen.
133[20, 1895, 277].
134[20, 1895, 277].
135[20, 1895, 277].
136[20, 1895, 277f].
137[20, 1895, 278].
138[29, 1875, 278]. Die Formulierung ist etwas irrefu¨hrend, denn die Notwendigkeit, etwas zu vera¨ndern, hatte Hensel ja
schon zur Motivation dargelegt. Vielmehr ist der gro¨ßere Bereich hier so gewa¨hlt, daß die Funktionen von x wirklich nicht
ganz sind, die gewa¨hlte Erweiterung paßt in dieser Hinsicht zum (motivierenden) Pha¨nomen.
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ein Produkt von Potenzen von Linearfaktoren
∏
i(aix1 − bix2)δi schreiben und daher ebenso wie bei
Wurzelfunktionen gro¨ßte gemeinsame Teiler definieren. Der ggT mehrerer Wurzelformen ist genau dann
ganz, wenn diese Wurzelformen alle ganz sind und der ggT von Wurzelfunktionen ist nur dann ganz,
wenn diese alle konstant sind.
Hensels Ziel war
an Stelle der algebraischen Functionen von x die homogenen algebraischen Formen von (x1, x2) [zu] untersu-
chen; da aber dieses Reich von Gro¨ssen bis jetzt noch nicht untersucht worden ist, will ich dieselben zuna¨chst
definieren.139
Die algebraische Funktion η(x1, x2) heißt homogene Form der Dimension µ, falls sie in t
µη u¨bergeht,
wenn man x1, x2 durch tx1, tx2 ersetzt. Hensel zeigte als erstes, daß eine durch
ηn + a1(x1, x2)η
n−1 + · · ·+ an(x1, x2) = 0
definierte algebraische Funktion η genau dann eine homogene Form der Dimension µ ist, wenn ai(x1, x2)
homogen von der Dimension µi sind.140 Eine Form heißt ganz, wenn die Koeffizienten der von ihr erfu¨llten
Gleichung ganz sind und eine ganze Form ist von nichtnegativer Dimension. Auch alle algebraischen
ganzen Formen der Dimension Null sind konstant.
Jede algebraische Funktion ist eine homogene algebraische Form der Dimension Null und umgekehrt, wie
man leicht erkennt, wenn man in die definierende Gleichung x = x1x2 und gegebenenfalls t =
1
x1
einsetzt.
Auch hier formulierte Hensel, daß
die Einfu¨hrung der Formen nothwendig ist, wenn der Begriff der ganzen algebraischen Gro¨sse erhalten bleiben
soll.141
Zu jeder Form H der Dimension µ ist H
xµ2
eine homogene Form der Dimension Null, entspricht also einer
algebraischen Funktion von x. Daher erha¨lt man alle homogenen algebraischen Formen, indem man alle
algebraischen Funktionen von x mit beliebigen ganzzahligen Potenzen von x2 oder auch einem anderen
Linearfaktor multipliziert.
Sind η1, . . . , ηn die konjugierten homogenen Formen, die durch
ηn + a1(x1, x2)η
n−1 + · · ·+ an(x1, x2) = 0
definiert werden, so nannte Hensel wiederum d(x1, x2) = (a1(x1, x2), a2(x1, x2)
1
2 , . . . , an(x1, x2)
1
n ) den
gro¨ßten gemeinsamen Teiler der ηi.
Sei jetzt yn + a1(x)y
n−1 + · · · + an(x) = 0 die irreduzible Gleichung, die den Gattungsbereich G(x, y)
definiert. Dann betrachtete Hensel nach obiger Beobachtung den Bereich G(x1, x2, y), der zu Y = ϕ(x, y)
alle homogenen Formen xµ2Y = x
µ
2ϕ(
x1
x2
, y) fu¨r µ ∈ Z entha¨lt, und schrieb, er sei “ebenfalls ein Gattungs-
bereich oder Ko¨rper homogener algebraischer Formen.”142
139[20, 1895, 278].
140Um die Notwendigkeit dieser Bedingung nachzuweisen, setzte er tx1, tx2 und tµη statt x1, x2, η ein, dividierte durch
tnµ und da die entstehende Gleichung mit der urspru¨nglichen identisch sein muß, ergibt Koeffizientenvergleich die Homoge-
nittsforderungen (inkl. Dimension) an die Koeffizienten der Gleichung. Es ist klar, daß die Bedingung hinreichend ist, [20,
1895, 280].
141[20, 1895, 282].
142[20, 1895, 283]. Natu¨rlich ist nur die Summe homogener Formen gleicher Dimension wieder in diesem Bereich enthalten.
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Der Hauptunterschied zu der Homogenisierung in der Arbeit [9, 1891] besteht darin, daß hier die ho-
mogenen Formen unmittelbar aus den Funktionen des Bereichs G(x, y) abgeleitet werden, wa¨hrend dort
erst eine algebraische Form η konstruiert wurde, wonach die homogenen Formen aus allen rationalen
Funktionen von x1, x2, η isoliert werden mußten.
Hensel betrachtete zu einem System von n linear unabha¨ngigen algebraischen Formen H(i) wieder die
aus ihren Konjugierten gebildete Matrix (H
(i)
k ), deren Elementarteiler Ei(x1, x2) und die ggTs der Kon-
jugierten zu H(i), bezeichnet durch di(x1, x2). Ein solches System (H
(1), . . . ,H(n)) heißt dann kanonisch,
wenn die Wurzelformen d1(x1, x2), . . . , dn(x1, x2), welche bezw. die Theiler der Functionen H
(i) nebst ihren
Conjugirten sind mit den Elementartheilern E1(x1, x2), . . . , En(x1, x2) abgesehen von der Anordnung ihrer
Linearfactoren u¨bereinstimmen.143
Er setzte wiederum H(i) = di(x1, x2)Z
(i) und nannte das System kanonisch in Bezug auf den Linearfaktor
ξ, wenn |Z(i)k | nur den Linearfaktor ξ nicht entha¨lt.
Hensel merkte an, daß durch ein linear unabha¨ngiges System von Formen (H(1), . . . ,H(n)) jede algebrai-
sche Form des Bereichs G(x1, x2, y) eindeutig mit homogenen rationalen Koeffizienten dargestellt werden
kann. Seien von nun an die H(i) so numeriert, daß die Dimension µi von H
(i) kleiner oder gleich der
Dimension µi+1 von H
(i+1) ist. Daran anschließend definierte er einen (leicht verallgemeinerten) Begriff
von Fundamentalsystem
Ich verstehe unter einem Fundamentalsysteme fu¨r einen Gattungsbereich G(x1, x2, y) ein System von n ganzen
algebraischen Formen (H(1), . . . H(n)), durch welche jede ganze Form des Bereiches homogen und linear mit
ganzen Formen u1, . . . , un als Coefficienten dargestellt werden kann.
144
Er bezeichnete diese Begriffsbildung als eine notwendige Erweiterung des Kroneckerschen Begriffs, und da
ein solches System nicht aus algebraischen Funktionen bestehen kann, “bedarf man fu¨r die Erweiterung
des Begriffes eines Fundamentalsystemes nothwendig der Adjunction der algebraischen Formen.”145
Die U¨bertragung der Ergebnisse
Falls ein Fundamentalsystem existiert, so hat es offenbar die folgende Eigenschaft:
Die Elementartheiler eines Fundamentalsystems sind die gro¨ssten gemeinsamen Divisoren der entsprechenden
Elementartheiler aller ganzen Systeme des Bereichs G(x1, x2, y).146
Den Beweis der Existenz eines solchen Fundamentalsystems fu¨hrte Hensel analog zu Kroneckers Beweis
im nichthomogenen Fall:147 Ist (H(1), . . . ,H(n)) kein Fundamentalsystem, so gibt es eine ganze Form, in
deren Darstellung einer der Koeffizienten ui eine gebrochene Form ist. Bildet man den Hauptnenner und
wa¨hlt aus ihm einen Linearfaktor ξ1 aus, so hat man eine ganze Form
u1H
(1) + · · ·+ unH(n)
ξ1
gefunden, fu¨r die nicht alle Koeffizienten ui durch ξ1 teilbar sind. Da man gegebenfalls eine lineare
Transformation ausfu¨hren kann, kann man sich auf den Fall ξ1 = x1 beschra¨nken. Dann kann man jeden
143[20, 1895, 283].
144[20, 1895, 285].
145[20, 1895, 285].
146[20, 1895, 291].
147In [Kronecker, 1881], Kronecker verringerte entsprechend den Grad des Systems.
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Koeffizienten auf die Form cix
νi
2 transformieren, indem man Potenzen von x1 durch solche von x2 ersetzt,
und den letzten von Null verschiedenen Koeffizienten cr zu Eins normieren. Die so entstehende homogene
Form
H
(r)
=
c1x
ν1
2 H
(1) + · · ·+H(r)
x1
hat dann Dimension µr−1, das System (H(1), . . . ,H(r), . . . H(n)) hat also eine geringere Gesamtdimensi-
on als (H(1), . . . ,H(n)). Da die Gesamtdimension eines Systems ganzer homogener Formen nichtnegativ
bleiben muß, gelangt man nach endlich vielen Schritten zu einem Fundamentalsystem, bzw. “so ist die
Existenz eines solchen Fundamentalsystemes dargethan.”148
Hensels na¨chstes Ziel bildete der folgenden Satz:
Ein System (H(1), . . . H(n)) eines Gattungsbereiches G(y) ist dann und nur dann ein Fundamentalsystem fu¨r
denselben, wenn seine n Elementartheiler E1, . . . , En ganze Wurzelfunctionen mit lauter echt gebrochenen
Exponenten, wenn sie also ganze reducierte Wurzelformen sind.149
Er erla¨uterte zuerst, daß der Beweis leicht auf die Aussage zuru¨ckgefu¨hrt werden kann, daß jedes System
fu¨r einen beliebigen Linearfaktor ξ einem kanonischen a¨quivalent ist. Um letzteres zu zeigen, benutzte
er die entsprechende Aussage aus dem ersten Teil. Dazu nahm er ohne Einschra¨nkung ξ = x1 an und
betrachtete zu einem gegebenen System (H(i)) das durch H(i) = xµi2 Y
(i) definierte System algebraischer
Funktionen (Y (i)). Dieses ist in Bezug auf x1 zu dem System der H
(i) a¨quivalent, einem kanonischen
System (Z(i)) in Bezug auf x a¨quivalent und letzteres ist dann auch zu dem System der H(i) in Bezug
auf x1 a¨quivalent, also das gesuchte a¨quivalente (lokale) kanonische System.
Ebenso wie im inhomogenen Fall folgt daraus, daß sich die Exponenten jedes Linearfaktors in den Ele-
mentarteilern eines beliebigen Systems von den Exponenten desselben Linearfaktors in den Elementar-
teilern eines Fundamentalsystems nur um ganze Zahlen unterscheiden. Schließlich gilt daher:
Ist (H
(i)
k ) ein beliebiges System algebraischer Formen mit nicht verschwindender Determinante und sind
(e1(x1, x2), . . . , en(x1, x2)) seine Elementartheiler, so geho¨rt zu dem Fundamentalsysteme des Bereiches das
System von Wurzelformen, welches durch die kleinsten Reste jener Elementartheiler constituiert wird.150
Um die Elementarteiler des Fundamentalsystems selbst zusammenzusetzen, muß man noch fu¨r jeden vor-
kommenden Linearfaktor die Restexponenten der Gro¨ße nach sortieren.
Insbesondere kann man ein solches Wurzelsystem auch aus dem einfachen System 1, y, . . . , yn−1 bestim-
men und die entsprechende Rechnung ku¨ndigte Hensel fu¨r “einige sehr allgemeine Fa¨lle” an, in denen er
auch das das Geschlecht explizit bestimmen ko¨nne.151
Um die Diskriminante |G(i)k |2 eines Fundamentalsystemes und damit der Gattung G(x1, x2, y) zu be-
stimmen, muß man nur die bestimmten Restformen multiplizieren und anschließend quadrieren. Hensel
ku¨ndigte weitere Ergebnisse u¨ber die Diskriminante an:
Ihre Dimension ergiebt leicht das Geschlecht der durch G(x, y) bestimmten Klasse algebraischer Functionen,
ihre Linearfactoren ξ bestimmen die Verzweigungspunkte der zugeho¨rigen Riemannschen Fla¨che, und ebenso
148[20, 1895, 287].
149[20, 1895, 287].
150[20, 1895, 289].
151[20, 1895, 290].
128
kann man aus ihr die Ordnung der zugeho¨rigen Verzweigungspunkte unmittelbar erkennen, wie in einer
spa¨teren Arbeit dargelegt wird.152
Die Arbeit endet mit einer expliziten Berechnung im Fall einer reinen Gleichung yn = a(x). Das Ergebnis
ist:
Ist also yn =
∏h
i=1 ξ
ri
i irgend eine in homogener Form geschriebene reine Gleichung nten Grades, so ist ihre
Gattungsdiscriminante D(x1, x2) =
∏h
i=1 ξ
n−(n,ri)
i .
Es sei z.B. die vorgelegte reine Gleichung:
y12 =
(x− a)3(x− b)8
(x− c)7(x− d)18(x− e)12
=
(x1 − ax2)3(x1 − bx2)8x262
(x1 − cx2)7(x1 − dx2)18(x1 − ex2)12
dann ist die Gattungsdiscriminante durch die Gleichung
D(x1, x2) = (x1 − ax2)9(x1 − bx2)8(x1 − cx2)11(x1 − dx2)6x102 bestimmt.153
3.3 Unmittelbare Fortfu¨hrungen
Aus der obigen Darstellung wurde deutlich, daß es offensichtliche Anknu¨pfungspunkte an die Arbeit
[20, 1895] gab. Zuna¨chst stand die Fortsetzung der neuen homogenen Theorie auf die Formen erster
Gattung noch aus, diese ist [24, 1896]. Weiter war Hensels Behauptung, daß jedes System a¨quivalent zu
einem kanonischen System ist, noch nicht bewiesen worden. Dieser Beweis findet sich, ebenso wie die
angeku¨ndigte Theorie fu¨r das spezielle System 1, y, . . . , yn−1, in der Arbeit [25, 1897]. Die Behauptung,
daß sich aus den Elementarteilern eines beliebigen Systems die Verzweigung ablesen la¨ßt, wurde hingegen
(in [21, 1895]) mit anderen Hilfsmitteln gezeigt und wird daher erst im na¨chsten Abschnitt dieses Kapitels
vorgestellt.
3.3.1 Die Fortsetzung der homogenen Theorie
Die Arbeit Ueber die Darstellung der Integrale erster Gattung durch ein Fundamentalsystem [24, 1896]
schließt direkt an die Arbeit [20, 1895] an. Sie wurde auch unmittelbar nach dieser fertiggestellt, denn sie
ist auf den 16.7.1895, erstere auf den 5.7.1895 datiert.
Im ersten Paragraphen wird der Begriff der Form erster Gattung aus den Bedingungen an ein Integral
erster Gattung abgeleitet, im zweiten ein Fundamentalsystem fu¨r diese aus einem Fundamentalsystem fu¨r
die ganzen Formen und im dritten wird gezeigt, daß dieser Zusammenhang es ermo¨glicht, eine Aussage
u¨ber die Elementarteiler eines Fundamentalsystems fu¨r die Formen erster Gattung abzuleiten.
Die Formen erster Gattung
Hensel begann mit der Herleitung einer Bedingung, wann
∫
Y dx ”allenthalben endlich, also ein Integral
der ersten Gattung ist.“154 Diese Herleitung unterscheidet sich von der 1891 vor allem dadurch, daß sie
152[20, 1891, 291]. Die letztere Behauptung hat Hensel in dieser Sta¨rke nicht eingelo¨st: Es bleiben bei alleiniger Betrachtung
der Diskriminante im Allgemeinen noch endlich viele Mo¨glichkeiten fu¨r die Ordnungen der zugeho¨rigen Verzweigungspunkte.
153[20, 1895, 293f]. Dabei bezeichnet (n, ri) den ggT von n und ri.
154[24, 1896, 29].
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Limites und Linearfaktoren benutzt und also insbesondere weniger konstruktiv ist.
Es sei x = a1a2 ein Wert von x, bei dem also auch a2 = 0 sein darf. Ist dann wieder
x =
x1
x2
, also dx =
x2dx1 − x1dx2
x22
und η =
Y
x22
eine homogene algebraische Form der −2ten Dimension, so transformiert sich das Differential Y dx, das
sich auf Null reduzieren muß, in η(x2dx1 − x1dx2). Sei jetzt ξ = a2x1 − a1x2 der Linearfaktor, dessen
Nullstelle x ist und ξ′ = b2x1 − b1x2 ein beliebiger Linearfaktor mit der anderen Nullstelle b1b2 . Die
Transformation auf die Koordinaten ξ, ξ′ ergibt (a1b2 − a2b1)(x1dx2 − x2dx1) = ξ′dξ − ξdξ′ und da
(a1b2 − a2b1) nicht Null ist, erhielt Hensel die Bedingung
lim
ξ=0
(η(ξ′dξ − ξdξ′)) = lim
ξ=0
(
ξ′2η d
(
ξ
ξ′
))
= 0.155
An der Stelle ξ = 0 ist d
(
ξ
ξ′
)
= lim ξξ′ und damit ergibt sich die Bedingung lim(ξξ
′η) = 0. Wegen
ξ′ξ=0 6= 0 folgt, daß
fu¨r jeden Linearfactor ξ das Produkt (ξη) an der Nullstelle von ξ verschwindet.156
Die Bedingung fu¨r dieses Verschwinden ist, daß in der Gleichung fu¨r (ξη) jeder Koeffizient mindestens
durch ξ teilbar ist. Dann muß der gro¨ßte gemeinsame Teiler der zu (ξη) konjugierten Formen eine positive
Potenz von ξ als Faktor enthalten, der gro¨ßte gemeinsame Teiler der ηi selbst also jeden Linearfaktor mit
einem Exponenten gro¨ßer als −1.
Homogene Formen η, fu¨r die das Produkt (ξη) mit einem beliebigen Linearfaktor ξ stets fu¨r ξ = 0
verschwindet, nannte Hensel algebraische Formen erster Gattung und da er gezeigt hatte, daß
∫
Y dx
genau dann ein Integral erster Gattung ist, wenn η eine Form erster Gattung ist,
ist also die Aufsuchung der Integrale erster Gattung vollsta¨ndig auf die Darstellung aller homogenen Formen
der ersten Gattung zuru¨ckgefu¨hrt, denn man braucht ja aus ihnen nur alle Formen der -2ten Dimension
auszusuchen, um alle jene Integranden zu erhalten.157
Ein Fundamentalsystem fu¨r die Formen erster Gattung
Sind η(1), . . . , η(n) Formen erster Gattung und sind die ganzen rationalen Formen ui so gewa¨hlt, daß
η = u1η
(1) + · · ·+ unη(n) homogen ist, so ist η auch eine Form erster Gattung. Hensel nannte ein System
(η(1), . . . , η(n)) Fundamentalsystem fu¨r die Formen erster Gattung, wenn man die Formen erster Gattung
und nur sie eindeutig in der Form η = u1η
(1) + · · ·+unη(n) mit ganzen Koeffizienten ui darstellen kann.158
Hensel betrachtete wiederum zu einem beliebigen linear unabha¨ngigen System homogener Formen η(1), . . . , η(n)
die Matrix (η
(i)
k ), die die Konjugierten von η
(i) entha¨lt.159 Sei (η
(i)
k ) “das reciproke System”
160 bzw. die
inverse Matrix. Dann leitete Hensel aus der (Cramerschen) Formel fu¨r die Eintra¨ge η
(i)
k ab, daß die Ele-
mente der k-ten Zeile nur von yk und x1, x2 rational abha¨ngen, da sie symmetrische Funktionen von
155[24, 1896, 30]. Diese Umformung war in [9, 1891] nicht explizit. Daher wurde dort mit lokalen Potenzreihenentwicklungen
argumentiert.
156[24, 1896, 30]. 1891 war dies fu¨r jede Nullstelle einer beliebigen rationalen Funktion P gefordert worden, was offenbar
daraus folgt.
157[24, 1896, 31].
158[24, 1896, 32].
159Diese entstehen durch Einsetzen der Konjugierten y1, . . . , yn der algebraischen Funktion y.
160[24, 1896, 33].
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y1, . . . , yk−1, yk+1, . . . , yn sind. Daher sind auch die Elemente einer Spalte von (η
(i)
k ) zueinander konju-
giert. Durch Betrachtung der Dimensionen folgt, daß die Elemente η
(i)
k von der Dimension −µi sind, wenn
µi die Dimension von η
(i) bezeichnet. Weiter gilt fu¨r die Elementarteiler beider Systeme ei =
1
en−i+1
.
Ist das System (η(1), . . . , η(n)) speziell ein Fundamentalsystem fu¨r die ganzen Formen, so ist “das reci-
proke System” (η(1), . . . , η(n)) ein Fundamentalsystem fu¨r die Formen erster Gattung.161 Dies folgt in
zwei Schritten. Zum einen sind die erhaltenen Formen erster Gattung. Es ist e1 der ggT der Elemente
η
(i)
k , d.h. η
(i)
k = e1γ
(i)
k mit ganzen γ
(i)
k . Wegen e1 =
1
en
, folgt also η
(i)
k =
γ
(i)
k
en
. Da die Elementarteiler
eines Fundamentalsystems alle ganze reduzierte Wurzelfunktionen sind, entha¨lt der Nenner nur ganze
reduzierte Wurzelfunktionen und die η(i) und damit auch η = u1η
(1) + · · · + unη(n) sind Formen erster
Gattung, wenn die ui ganze rationale Formen geeigneter Dimension sind.
Ist umgekehrt η eine homogene Form erster Gattung, so ist zu zeigen, daß die Koeffizienten bei der Dar-
stellung mit dem System der η(i) ganz sind. Durch Konjugieren erha¨lt man die Gleichungen
ηi = u1η
(1)
i + · · · + unη(n)i . Multipliziert man jeweils die Gleichung fu¨r ηi mit η(h)i (h = 1, . . . , n) und
addiert alle diese Gleichungen, so erha¨lt man durch Koeffizientenvergleich
uh = η1η
(h)
1 + η2η
(h)
2 + · · · + ηnη(h)n . Also sind die uh Formen erster Gattung und da sie rational sind,
mu¨ssen sie auch ganze algebraische Formen sein, was zu zeigen war.162
Damit folgt aus der Existenz eines Fundamentalsystems fu¨r die ganzen Formen auch die Existenz eines
Fundamentalsystems fu¨r die Formen erster Gattung und:
Ein System ist dann und nur dann ein Fundamentalsystem fu¨r die Formen erster Gattung, wenn sein reci-
prokes ein Fundamentalsystem fu¨r die ganzen Formen desselben Bereiches ist.163
An dieser Stelle wies Hensel darauf hin, daß auch [Dedekind/Weber, 1882] die Beziehungen reziproker
Systeme behandelten.164 Da sie aber weder Elementarteiler noch homogene Formen betrachteten, konnten
sie die Ergebnisse von Hensels Arbeit nicht ableiten:
[D]ies war schon deshalb nicht mo¨glich, weil die Herren Verfasser u¨berhaupt die Elementartheiler algebraischer
Systeme nicht in Betracht gezogen haben, und weil sie von vornherein nur die algebraischen Functionen und
nicht die homogenen Formen betrachten, deren Hinzuziehung fu¨r die ausnahmslose Gu¨ltigkeit jenes Satzes
unerla¨sslich ist.165
Schlußfolgerungen
Hensel nannte eine homogene Form gebrochene reduzierte Wurzelform, wenn jeder Linearfaktor einen
negativen Bruch > −1 als Exponenten hat. Es folgt unmittelbar, daß ein System (η(1), . . . , η(n)) genau
dann ein Fundamentalsystem fu¨r die Formen erster Gattung ist, wenn seine Elementarteiler reduzierte
gebrochene Wurzelformen sind.166 Weiter ordnete Hensel einem System von homogenen Formen wiederum
161[24, 1896, 34].
162[24, 1896, 34f].
163[24, 1896, 35].
164Da sie ohne Konjugierte arbeiten, invertieren sie die Matrix, die die Spuren der Produkte der Elemente entha¨lt. Hensel
hatte diese Vorgehensweise in seiner Arbeit [9, 1891] u¨bernommen.
165[24, 1896, 36]. Die Worte “jenes Satzes” beziehen sich auf die Charakterisierung im na¨chsten Abschnitt. Die Betrachtung
einer Normalbasis entspricht bis zu einem gewissen Grad den homogenen Formen. Wie bei der Besprechung der Arbeit [9,
1891] erla¨utert wurde, ergeben sich die Integrale erster Gattung auch bei Dedekind und Weber unmittelbar aus dem
reziproken System zu einer Normalbasis. Dabei wird die Bedingung an der Stelle ∞ genauso direkt durch die Wahl der
Koeffizienten erreicht, wie bei Hensel die erforderliche Dimension.
166[24, 1896, 37].
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a¨quivalente Diagonalsysteme aus Wurzelformen zu.167
Bezeichnet man fu¨r rationales δi mit [δi] die gro¨ßte ganze Zahl, die kleiner oder gleich und mit {δi}
die kleinste ganze Zahl, die gro¨ßer oder gleich δi ist, so nannte Hensel fu¨r D(x1, x2) =
∏
ξδii die Form
[D(x1, x2)] =
∏
ξ
[δi]
i den gro¨ßten rationalen Teiler von D und {D(x1, x2)} =
∏
ξ
{δi}
i das kleinste rationale
Vielfache von D.168 Aus einem beliebigen linear unabha¨ngigen System kann das Wurzeldiagonalsystem
abgeleitet werden, zu dem ein Fundamentalsystem der ganzen Formen a¨quivalent ist, sowie das, zu dem ein
Fundamentalsystem fu¨r die Formen erster Gattung a¨quivalent ist: Sind E1, . . . , En die Elementarteiler des
gegebenen Systems, so sind EI[Ei] die Wurzelformen, denen das Fundamentalsystem fu¨r die ganzen Formen
und EI{Ei} die Wurzelformen, denen das Fundamentalsystem der Formen erster Gattung a¨quivalent ist.
Man kann dann die Elementarteiler dieser beiden Systeme bestimmen
und hierdurch hat man ein directes und sehr elegantes Verfahren, um aus den Elementartheilern eines ganz
beliebig gegebenen algebraischen Systems (Y (1), . . . Y (n)) z.B. von (1, y, y2, . . . , yn−1) die Elementartheiler
des Fundamentalsystemes fu¨r die ganzen Gro¨ssen, sowie fu¨r die algebraischen Gro¨ssen erster Gattung abzu-
leiten.169
Integranden erster Gattung sind alle Formen Y = x22η = x
2
2(u1η
(1) + . . . unη
(n)) der Dimension −2. Dazu
mu¨ssen die ui ganze rationale Formen der Dimension µi− 2 sein, falls µi ≥ 2. Da eine rationale Form der
Dimension µi − 2 genau µi − 1 Glieder hat,
so erkennt man leicht, dass die Anzahl p der linear unabha¨ngigen Integrale erster Gattung, oder das Ge-
schlecht des Bereiches G(x) durch die Gleichung p = N − n+ 1 gegeben ist, wenn N = (µ1 + µ2 + · · ·+ µn)
die Gesammtdimension des Fundamentalsystems (η(1), . . . , η(n)) fu¨r die ganzen Formen bedeutet.170
Hensel setzte anschließend die am Ende von [20, 1895] begonnene Diskussion der allgemeinen reinen
Gleichung n-ten Grades yn = a(x) =
∏
ξnii fort. Da (1, y, . . . , y
n−1) ein kanonisches Fundamentalsystem
fu¨r die ganzen Formen ist, kann man die Elemente des Fundamentalsystems fu¨r die Formen erster Gattung
explizit angeben und die Darstellung aller Integrale erster Gattung ableiten (wobei %i die Dimension von
{a in } bezeichne) :
yi
{a in } bzw. J =
∑
i,hi
cihi
∫
xhiyi
{a in }dx, (
i=0,1,...,n−1
hi=0,1,...,%i−2).
Die Gesamtdimension N des Fundamentalsystems ist die Ha¨lfte der Dimension der Diskriminante und
daher ist nach [20, 1895] N = 12
∑
a(n− (n, na)).171
Fu¨r das Geschlecht erhielt Hensel somit p = 12
∑
a(n − (n, na)) − n + 1. Ist a(x) noch spezieller ein
Quotient aus Polynomen gleichen Grades r, die keine mehrfachen Linearfaktoren enthalten, so ist wegen
(n, na) = 1 das Geschlecht p =
1
2
∑2r
1 (n− 1)− n+ 1 = (r − 1)(n− 1).172
167[24, 1896, 37]. Zur Erinnerung: Ein solches ist das System der Elementarteiler. Die Menge der vorkommenden Linear-
faktoren ist konstant und jedes Element des Wurzelsystems entha¨lt zu jedem vorkommenden Linearfaktor ξi genau einen
Faktor ξ
δj
i .
168[24, 1896, 38]. D.h. das kleinste Vielfache, das rational ist.
169[24, 1896, 38].
170[24, 1896, 40]. Aus der Betrachtung der Elementarteiler folgt u¨brigens auch, daß die Gesamtdimension eines Fundamen-
talsystems fu¨r die ganzen Formen tatsa¨chlich eine Invariante ist, auch wenn Hensel das nirgends thematisierte.
171Dabei ist (n, na) der ggT von n und na.
172[24, 1896, 41].
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3.3.2 Die Bestimmung eines a¨quivalenten kanonischen Systems
Einen vorla¨ufigen Abschluß von Hensels Bescha¨ftigung mit den algebraischen Funktionen einer Vera¨nder-
lichen stellte die Arbeit Ueber die Reduction algebraischer Systeme auf die kanonische Form dar. Sie ist
auf den 12.11. 1895 datiert, erschien jedoch erst 1897. In ihr erla¨uterte Hensel zuna¨chst noch einmal, was
ein kanonisches System ist. Anschließend modifizierte er die Konstruktion fu¨r den U¨bergang von einem
beliebigen System zu einem fu¨r den Linearfaktor (x− a) kanonischen dahingehend, daß er zusa¨tzlich for-
derte, daß die Lo¨sung des homogenen Gleichungssystems mo¨glichst niedrige Dimension hat. Durch einen
zusa¨tzlichen Faktor konnte Hensel dann sichern, daß das System an allen bereits bearbeiteten Stellen
kanonisch bleibt und er hatte damit ein Verfahren gewonnen, um von einem beliebigen System zu einem
a¨quivalenten kanonischen zu gelangen.
Den zweiten Teil der Arbeit bildet die Anwendung dieses Verfahrens auf das spezielle System 1, y, . . . , yn−1
und die Interpretation der so erhaltenen Ergebnisse.
Konstruktion eines kanonischen Systems
Hensel begann damit
aus dem fru¨her gegebenen Beweise diejenigen Schlu¨sse in einer einfacheren und weitergehenden Weise [zu]
recapituliren, welche fu¨r das Folgende von Wichtigkeit sind.173
Seien dazu Y (1,) . . . , Y (n) rationale Funktionen von x und y und sei (x−a)δi der (x−a)-Anteil des gro¨ßten
gemeinsamen Teilers der i-ten Spalte von (Y
(i)
k ), also des ggTs der Konjugierten zu Y
(i). Im folgenden
sollen die Y (i) stets so angeordnet werden, daß δi ≤ δi+1 ist. Ist ∆l der Exponent von x− a im gro¨ßten
gemeinsamen Teiler aller l× l-Unterdeterminanten, so gilt offenbar ∆l ≥ δ1 + · · ·+ δl. Ist ∆l = δ1 + . . . δl,
so nannte Hensel das Teilsystem (Y (1), . . . , Y (l)) kanonisch, denn es
hat die so sich ergebende Matrix(
Y
(1)
k
(x− a)δ1 , . . . ,
Y
(l)
k
(x− a)δl
)
(k=1,2,...,n)
fu¨r die Stelle a den Charakter eines Einheitssystems, weil ihre Elemente in Bezug auf jene Stelle ganz, und
weil ihre Unterdeterminanten der ho¨chsten Ordnung nicht mehr sa¨mmtlich durch eine positive Potenz von
(x− a) theilbar sind.174
Ist hingegen r minimal mit ∆r > δ1 + . . . δr, so kann man ein Y
(r)
= a1(x)Y
(1) + . . . ar−1(x)Y (r−1) +Y (r)
konstruieren, das nebst seinen Konjugierten durch (x − a)δr mit δr > δr teilbar ist.175 Setzt man nun
Y
(r)
statt Y (r) in das System ein, so kann man das Verfahren fortsetzen, nachdem man die Exponenten
δi neu sortiert hat. Dabei wird stets an dem ersten Element Y
(r) gearbeitet, so daß (Y (1), . . . , Y (r)) noch
nicht kanonisch ist.
Nach dieser leicht modifizierten Wiederholung kam Hensel zu seinem eigentlichen Ziel, das neue Element
so zu bilden, daß das System an den Stellen a′, . . . a(%), an denen es schon kanonisch war, auch kano-
nisch bleibt. Dazu betrachtete er ein System (Y (1), . . . , Y (ν)) von ν Funktionen, das schon kanonisch
173[25, 1897, 131].
174[25, 1897, 131].
175[25, 1897, 132]. Dies folgt aus dem Beweis in [20, 1895]. Dort war noch nicht gefordert worden, daß Y
(r)
nur Funktionen
minimalen Teilers benutzt.
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bezu¨glich der Stellen a′, . . . a(%) ist. Sind dann E1(x) bzw. Eν(x) die Elementarteileranteile des Systems
bezu¨glich dieser Stellen, so bezeichnete er mit E(x) “eine rationale ganze Function von x, welche ein
Vielfaches des Quotienten Eν(x)E1(x) jener beiden Elementartheiler ist und nur an den Stellen a
′, a′′, . . . , a(%)
verschwindet.”176 Ersetzt man dann Y (l) durch
Y
(l)
= Y (l) + E(x)(a1Y (1) + . . . al−1Y (l−1)) + al+1Y (l+1) + · · ·+ aνY (ν),
wobei die ai(x) beliebig gewa¨hlte ganze Funktionen von x sind, so ist das entstehende System zu dem
alten a¨quivalent und ebenfalls in Bezug auf die Stellen a′, a′′, . . . , a(%) kanonisch.177 Dies folgt daraus, daß
Y
(l)
dieselben gebrochenen Potenzen von (x− a′), . . . , (x− a(%)) entha¨lt wie Y (l).178 Seien dazu d1, . . . dν
die Anteile bezu¨glich der Stellen a′, . . . , a(%) der Teiler von Y (1), . . . , Y (ν). Dann ist E(x)Y (i) durch dl
teilbar, denn es ist
E(x)Y (i)
dl
=
Eν(x)di(x)
E1(x)dl(x)
G =
Eν
dl
· di
E1
·G
mit einer ganzen Gro¨ße G und hier sind alle drei Faktoren ganz.
Um dies anzuwenden, wa¨hlte Hensel wiederum r minimal mit ∆r > δ1 + . . . δr. Dann verschwinden nicht
nur alle Unterdeterminanten r-ter Ordnung der Matrix(
Y
(1)
k
(x− a)δ1 , . . . ,
Y
(r)
k
(x− a)δr
)
(k=1,2,...,n),
sondern auch die der Matrix(
E(x) · Y
(1)
k
(x− a)δ1 , . . . , E(x) ·
Y
(r−1)
k
(x− a)δr−1 ,
Y
(r)
k
(x− a)δr
)
(k=1,2,...,n),
und es ist daher mo¨glich, ein Y
(r)
= Y (r) + E(x)(a1Y (1) + . . . ar−1Y (r−1)) zu finden, daß durch eine
ho¨here Potenz als (x−a)δr teilbar ist und in Bezug auf die Stellen a′, a′′, . . . , a(%) kanonisch bleibt. Durch
Fortsetzung dieses Verfahrens gelangt man zu einem kanonischen System:
Formt man also das System in der hier dargelegten Weise in Bezug auf alle Stellen um, fu¨r welche es noch
nicht kanonisch ist, und beachtet dabei, dass die Anzahl jener Stellen offenbar endlich ist, so erha¨lt man
zuletzt ein fu¨r jede Stelle kanonisches System.179
Schlußfolgerungen fu¨r das spezielle System (1, y, . . . , yn−1)
Sei jetzt das Ausgangssystem speziell (1, y, . . . , yn−1), wobei y eine ganze algebraische Funktion von x ist
und seien E0, . . . , En−1 die Elementarteiler dieses Systems.180 Hensel behauptete, man ko¨nne Funktionen
f0 = 1,
f1 = a10 + y,
...
fn−1 = an−1,0 + an−1,1y + an−1,2y2 + · · ·+ yn−1
176[25, 1897, 133].
177[25, 1897, 133].
178Definiert weiterhin u¨ber den ggT der Konjugierten.
179[25, 1897, 134]. Der Punkt ist, daß fu¨r alle Stellen, die nicht in der Diskriminante des Ausgangssystems vorkommen,
auch nichts gepru¨ft werden muß, damit es an diesen Stellen kanonisch bleibt.
180Die andere Numerierung ist Absicht.
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finden, so daß Ei|fi, woraus folgt, daß sich die Determinante von(
f0(yi)
E0
,
f1(yi)
E1
, . . . ,
fn−1(yi)
En−1
)
(i=1,2,...,n)
auf eine Konstante reduziert. Dies gilt fu¨r i = 0. Sind aber bereits die Funktionen f0, . . . , fr−1 entspre-
chend gefunden, so kann man auf die Funktionen f0, . . . , fr−1, yfr−1, . . . , yn−rfr−1 das obige Verfahren
anwenden und erha¨lt das gesuchte fr, so daß f0, . . . , fr kanonisch ist. Durch Fortsetzen dieses Verfahrens
erha¨lt man ein zu 1, y, . . . , yn−1 a¨quivalentes kanonisches System f0, . . . , fn−1. Die Bedeutung des so
gefundenen Systems beschrieb Hensel folgendermaßen:
Das so gefundene System von algebraischen Functionen eines Gattungsbereiches ist von fundamentaler Be-
deutung fu¨r alle Fragen in der Theorie der algebraischen Curven und algebraischen Functionen, denn mit
seiner Hu¨lfe kann die Untersuchung der Singularita¨ten aller Curven jener Klasse, sowohl die der Doppelpunk-
te als die der Verzweigungspunkte ohne jede weitere Ueberlegung allein auf die trivialen Singularita¨ten jener
n Wurzelfunctionen E0(x), E1(x), . . . , En(x) reducirt werden.
181
Offenbar ist das System ( fi[Ei] ) ein kanonisches Fundamentalsystem. Weiter kann man den Elementarteiler
Er des Systems 1, y, . . . , y
n−1 als das kleinste gemeinsame Vielfache der Wurzelfunktionen, “welche in
allen Functionen rten Grades yr + b1(x)y
r−1 + · · · + br(x) mit ganzen oder gebrochenen Coefficienten
enthalten sind,” charakterisieren.182 Hier wird ein Zusammenhang zu Kroneckers Arbeit Ueber die Dis-
criminante algebraischer Functionen [Kronecker, 1881] deutlich. In dieser stellte Kronecker na¨mlich ein
System (fi) auf, so daß fi durch eine rationale Funktion Ni(x) mo¨glichst hohen Grades teilbar ist.
183
Das Quadrat des Produktes dieser Nenner ist der außerwesentliche Anteil der Diskriminante des Systems
1, y, . . . , yn−1 und seine Linearfaktoren (x − a) beschreiben die Doppelpunkte x = a der Kurve. Hensel
schrieb dazu, daß das System ( fiNi ) ein Fundamentalsystem fu¨r den Bereich G(x, y) ist,
dessen Discriminante also die Gattungsdiscriminante von G(x, y) ist, und hierdurch gelingt es ihm zwar,
die Untersuchung der Doppelpunkte von der der Verzweigungspunkte der zugeho¨rigen Riemannschen Fla¨che
zu trennen, aber er erledigt nicht die Frage nach jenen Verzweigungspunkten selbst, denn diese fa¨llt eben
mit derjenigen nach den Elementartheilern Ei(x)
[Ei(x)]
der Gattungsdiscriminante zusammen, welche bei der
Kroneckerschen Auffassung gar nicht aufgeworfen werden konnte.184
Die hierin enthaltene Behauptung, daß die Elementarteiler etwas u¨ber die Verzweigung aussagen, hatte
Hensel schon bei Abschluß (und nicht erst bei Vero¨ffentlichung) dieser Arbeit durch seine Vero¨ffentlichung
[21, 1895] eingelo¨st.185
3.4 Der Zusammenhang zur Verzweigung - zwei Noten 1895
Die Schlußfolgerungen aus seinen Ergebnissen zog Hensel ebenfalls zuna¨chst in einem elementaren Rah-
men (also ohne Primdivisoren), wobei er diemal die Theorie der Riemannschen Fla¨chen, deren Verzweigungs-
bzw. Windungspunkte und die lokalen Potenzreihenentwicklungen voraussetzte.
181[25, 1897, 136].
182[25, 1897, 137]. Daraus folgt Ek+i|EkEi.
183Hensel merkte zu Recht an, daß Kronecker “nur die Existenz” dieser Funktionen zeigt, sein Beweis also nicht konstruktiv
ist, [25, 1897, 139].
184[25, 1897, 139]. Diese Auffassung kann man so charakterisieren:“Kronecker kennt und betrachtet nur die algebraische
Theilbarkeit einer algebraischen Function f(y, x) durch eine rationale ganze Function N(x) allein, aber nicht ihre Theilbar-
keit durch eine Wurzelfunction von x,” [25, 1897, 138].
185Die Tatsache, daß auch bei ihm die [Ei] die Doppelpunkte beschreiben, erschien Hensel hingegen so klar, daß er sie
nicht noch einmal ausdru¨cklich erwa¨hnt.
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In zwei kurzen Arbeiten, die im Oktober bzw. November 1895 (von Frobenius) der preußischen Akademie
der Wissenschaften vorgelegt wurden, zeigte er zuna¨chst, daß die Exponenten der Linearfaktoren der Ele-
mentarteiler nicht beliebig sein ko¨nnen, sondern Bruchsequenzen bilden, die den Verzweigungspunkten
entsprechen.
Daraus folgt nicht nur, daß man durch Bestimmung der Elementarteiler die Verzweigung bestimmen
kann, sondern es vereinfacht sich auch die konkrete Berechnung der Verzweigung in leichten Fa¨llen, in
denen es nur wenige Mo¨glichkeiten fu¨r diese Sequenzen gibt, die einzeln diskutiert werden ko¨nnen.
3.4.1 Die Bedeutung der Elementarteiler
Die Arbeit U¨ber die Ordnungen der Verzweigungspunkte einer Riemann’schen Fla¨che [21, 1895] wurde
am 17.10.1895 von Frobenius der Berliner Akademie vorgelegt. Nachdem Hensel in [20, 1895] gezeigt
hatte, daß es mo¨glich ist, aus einem beliebigen linear unabha¨ngigen System Informationen u¨ber die
Elementarteiler eines Fundamentalsystems zu gewinnen, konstruierte er jetzt ein sehr spezielles Funda-
mentalsystem, um die Bedeutung der Elementarteiler zu erweisen. Entscheidend dabei ist, daß die zu
einem Verzweigungspunkt, an dem α Bla¨tter zusammenha¨ngen, geho¨renden konjugierten Entwicklungen
durch Multiplikation mit α-ten Einheitswurzeln zusammenha¨ngen. Richtet man es so ein, daß die u¨brigen
Konjugierten fu¨r x = a verschwinden, kennt man dann alle Konjugierte fu¨r x = a explizit. Das Ziel seiner
Arbeit stellte Hensel folgendermaßen dar:
In der vorliegenden Abhandlung will ich nunmehr zeigen, wie mit Hu¨lfe jener rational bestimmbaren Ele-
mentartheiler unmittelbar die Verzweigung der zu einer gegebenen Gleichung f(x, y) = 0 geho¨rigen Rie-
mann’schen Fla¨che R gefunden werden kann. Bekanntlich ist das eine von denjenigen Aufgaben, welche man
z.B. in der Theorie der algebraischen Curven und der Abel’schen Functionen als gelo¨st anzusehen pflegt,
ohne doch jene Lo¨sung in anderen als ganz trivialen Fa¨llen wirklich angeben zu ko¨nnen.186
Hensel stellte zuna¨chst die Ergebnisse der Arbeit [20, 1895] zusammen, wobei er sich auf eine Stelle
x = a konzentrierte. Sei dazu wieder (Y (1), . . . , Y (n)) ein linear unabha¨ngiges System und (Y
(i)
k ) das
aus deren Konjugierten gebildete System, dessen Elementarteiler betrachtet werden. Da es genu¨ge, “die
algebraischen System und ihre Elementarteiler allein in der Umgebung einer beliebig gegebenen Stelle
(x=a) zu untersuchen”,187 nannte Hensel die Potenzen (x− a)δi , die in den Elementarteilern eines linear
unabha¨ngigen Systems auftreten, die Elementarteiler des Systems fu¨r die Stelle a. Die kleinsten positiven
Reste der Exponenten δi sind unabha¨ngig vom gewa¨hlten System, also Invarianten des Bereiches G(x, y),
und “wohl die wichtigsten Invarianten, welche u¨berhaupt in der Theorie der algebraischen Gro¨ssen auf-
treten.”188
Um mit Hilfe der reduzierten Elementarteiler die Verzweigung bestimmen zu ko¨nnen, zeigte Hensel
zuna¨chst umgekehrt, was fu¨r Elementarteiler aus der gegebenen Verzweigung eines Punktes folgen. Da-
zu stellte er ein an die Verzweigung angepaßtes linear unabha¨ngiges System auf, dessen Elementarteiler
fu¨r x = a einfach bestimmt werden ko¨nnen.189 Die Zusammensetzung des Systems beschrieb Hensel
186[21, 1895, 933].
187[21, 1895, 934].
188[21, 1895, 935].
189Da bei Benutzung der Potenzreihenentwicklungen die ggTs der Konjugierten eines Elements direkt abgelesen werden
ko¨nnen, geht es dabei darum, daß das konstruierte System kanonisch ist. Diese Terminologie benutzte Hensel jedoch in
dieser Arbeit nicht.
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folgendermaßen:
Ich stelle nun fu¨r die Stelle x = a ein System (Y (1) . . . Y (n)) von n Functionen auf, deren auf jene Stelle
bezu¨glichen Elementartheiler aus den in a u¨ber einander liegenden Windungspunkten unmittelbar gefunden
werden ko¨nnen, und ich bediene mich zu diesem Zwecke eines in der Zahlentheorie sehr bekannten Verfahrens,
durch das man die fu¨r eine zusammengesetzte Zahl m = aαbβ . . . kκ inkongruenten Zahlen vermittelst eines
Fundamentalsystems darstellt, dessen Elemente aus den in m aufgehenden Primzahlpotenzen aα, bβ , . . . kκ
geeignet zusammengesetzt sind.190
Seien nunA,B, . . . ,K die Punkte der Riemannschen Fla¨che, die u¨ber x = a liegen und an denen α, β, . . . , κ
Bla¨tter zusammenha¨ngen. Aus der Theorie der Riemannschen Fla¨chen benutzte Hensel einerseits den
folgenden “fast selbstversta¨ndlichen Satz”,191 der die Existenz einer Funktion mit gewu¨nschten Eigen-
schaften sichert:
Ist A irgend ein Punkt der Riemann’schen Fla¨che, so kann man stets eine Function Y (x, y) des Bereiches
finden, welche in A von vorgeschriebener Ordnung Null oder unendlich wird, wa¨hrend sie an einer beliebigen
Anzahl vorgeschriebener Stellen B, C, . . .K endlich und von Null verschieden ist.192
Andererseits benutzte er Aussagen u¨ber die Potenzreihenentwicklungen an einem Verzweigungspunkt,
na¨mlich daß die Entwicklung einer Funktion Y1, die in A eine einfache Nullstelle hat, in einem der α zu
A geho¨renden Bla¨tter mit (x− a) 1α beginnt, wa¨hrend man die konjugierten Entwicklungen, die ebenfalls
zu A geho¨ren, erha¨lt, indem man “fu¨r (x− a) 1α bez.
(x− a) 1α , ω(x− a) 1α , ω2(x− a) 1α , . . . ωα−1(x− a) 1α
setzt, wo ω irgend eine primivite αte Wurzel der Einheit, also etwa e
2pii
α bedeutet.”193
Sei jetzt Y eine Funktion, die in A eine einfache Nullstelle hat und in den u¨brigen u¨ber x = a lie-
genden Windungspunkten weder verschwindet, noch unendlich wird. Dann kann man diese so normieren,
daß die zu A geho¨renden Entwicklungen die Gestalt Yi = ωi−1(x−a) 1α + . . . haben, wa¨hrend alle u¨brigen
mit einer Konstante beginnen. Da gilt Y λi = ω
λ(i−1)(x− a) λα + . . . , beginnen die zu A geho¨renden Ent-
wicklungen von A(0) = x−aY α mit Eins, die zu den u¨brigen u¨ber x = a liegenden Stellen geho¨rigen hingegen
mit (x−a). Hensel setzte A = Y A(0) und betrachtete das System A(0), A,A2, . . . , Aα−1. Dessen Entwick-
lungen in A beginnen dann mit 1, (x−a) 1α , . . . , (x−a)α−1α , wa¨hrend sie in den u¨brigen Windungspunkten
mindestens mit (x − a) beginnen. Aus diesen Entwicklungen las Hensel den (x − a)-Anteil des gro¨ßten
gemeinsamen Teilers der Funktion Ai mit ihren Konjugierten als (x − a) iα ab. Teilt man dann in der
Matrix (Aλi ) (
λ=0,1...,α−1
i=1,...,n ) jede Spalte durch ihren ggT, so ist das entstehende System(
Aλi
(x− a) λα
)
ein Einheitssystem in Bezug auf den Linearteiler (x − a), denn fu¨r x = a ist nur die Unterdeterminante
von Null verschieden, die aus den ersten λ Zeilen besteht, diese “|ωλ(i−1)| ist aber bekanntlich gleich einer
Potenz von α, also von Null verschieden.”194 Daher stimmen die Elementarteiler des Systems Ai mit den
190[21, 1895, 936]. In einer Fußnote zitierte Hensel auch [Dedekind/Weber, 1882, §16] und seine Aufstellung eines speziellen
Fundamentalsystems in [5, 1889]. In beiden Fa¨llen wird eine explizite Primdivisorzerlegung von x−a bzw. P benutzt. Schon
hier wird deutlich, was sich im Exkurs dieses Kapitels noch versta¨rkt, daß Hensel die allgemeine Theorie von 1889 und die
hier dargestellte elementarisierte Theorie noch zusammen denkt.
191[21, 1895, 936].
192[21, 1895, 936].
193[21, 1895, 937].
194[21, 1895, 939].
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Spaltenteilern u¨berein und sind 1, (x− a) 1α , . . . , (x− a)α−1α .
Hensel bildete anschließend entsprechende Systeme von β, . . . , κ Funktionen fu¨r die anderen Windungs-
punkte und erhielt ein (linear unabha¨ngiges) System von n Funktionen, fu¨r das die Exponenten von
(x− a) in den Elementarteilern aus den Bruchsequenzen
0
α
,
1
α
, . . . ,
α− 1
α
,
0
β
, . . . ,
β − 1
β
, . . . ,
0
κ
, . . . ,
κ− 1
κ
bestehen. (Die Matrix, die entsteht, nachdem jede Spalte durch ihren ggT geteilt wurde, ist dann fu¨r
x = a eine Blockdiagonalmatrix, deren Blo¨cke alle die Gestalt (ωλ(i−1)) haben.)
Mit dem Hauptergebnis der vorherigen Arbeit folgerte Hensel daraus:
Ist (Y (1) . . . Y (n)) ein beliebiges rational unabha¨ngiges System und sind (x− a)δ1 , (x− a)δ2 , . . . (x− a)δn die
Elementartheiler des zugeho¨rigen Systems (Y
(i)
κ ) fu¨r die Stelle a, so lassen sich die kleinsten positiven Reste
der gebrochenen Exponenten stets in Bruchsequenzen[
1
λ
]
=
(
0,
1
λ
,
2
λ
, . . .
λ− 1
λ
)
anordnen; ergeben sich hierbei die h (gleichen oder verschiedenen)Bruchsequenzen[
1
α
]
,
[
1
β
]
, . . .
[
1
κ
]
so liegen in der zugeho¨rigen Riemann’schen Fla¨che an jener Stelle genau h Verzweigungspunkte u¨ber einan-
der, in denen beziehungsweise α, β, . . . κ Bla¨tter derselben zusammenha¨ngen.195
Zum Abschluß nutzte Hensel das angegebene Verfahren noch, um die Verzweigung der durch yn = a(x)
gegebenen Riemannschen Fla¨che zu berechnen. Das Ergebnis ist:
Ist yn = a(x) und ist der Linearfactor x − a r Male in a(x) enthalten, so ist die Anzahl der in a u¨ber
einander liegenden Verzweigungspunkte gleich dem gro¨ssten gemeinsamen Theiler von n und r, und diese
sind sa¨mmtlich von gleicher Ordnung.196
3.4.2 Einige Berechnungen
Die am 14. 11. 1895 der preußischen Akademie vorgelegte Arbeit U¨ber die Verzweigung der drei- und
vierbla¨ttrigen Riemann’schen Fla¨chen hat das Ziel “ein einfaches und praktisch brauchbares Verfahren”
zur Berechnung der Elementarteiler vorzustellen und dieses fu¨r n = 3, 4 anzuwenden.197 Dazu ging Hensel
von dem System (1, y, . . . , yn−1) aus und zeigte zuerst, daß man zur Berechnung des ggTs aller λ × λ-
Unterdeterminanten von (yki ) nur die ersten λ Spalten beru¨cksichtigen muß. Bezeichnet man diesen mit
D(1, y, . . . , yλ−1), so ist nach [20, 1895] fu¨r die Stellen, an denen y ganz ist, klar, daß die gesuchten
Elementarteiler eines Fundamentalsystems die Gestalt
Eλ = R
(
D(1, y, . . . , yλ−1)
D(1, y, . . . , yλ−2)
)
haben. Diese Formel bleibt erhalten, auch wenn y nicht ganz ist. Zum Beweis fu¨hrte Hensel eine homogene
ganze Gro¨ße η = a0(x1, x2)y ein und zeigte, daß deren Elementarteiler sich von denen von y nur um
Potenzen von a0, also um ganze rationale Funktionen von x unterscheiden und damit den gleichen Rest
195[21, 1895, 941].
196[21, 1895, 943].
197[22, 1895, 1103].
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ergeben.
Hensel zeigte weiter, daß sich vier der Elementarteiler, na¨mlich die beiden ersten und die beiden letzten,
relativ leicht direkt berechnen lassen, nachdem die Gleichung so linear transfomiert wurde, daß der
Koeffizient von yn−1 verschwindet. Er behandelte dann mit den Gleichungen dritten und vierten Grades
die Fa¨lle, in denen keine weiteren Elementarteiler auftreten.
Im Fall der Gleichung 3. Grades, die (nach evtl. linearer Transformation) die Form y3 + αy + β = 0 hat,
konnte Hensel die entscheidende Diskussion komplett auf E(x) = E2(x)E3(x) =
∆
1
2
(α,β
2
3 )
zuru¨ckfu¨hren, wobei ∆
die Diskriminante und (α, β
2
3 ) den ggT bezeichne. Er erhielt das Ergebnis, daß man den Rest R(E(x))
eindeutig in der Form R(E(x)) = A
1
2B
1
3 darstellen kann, wobei A eine ganze und B eine gebrochene
homogene Form ist.
Dann entsprechen allen Linearfactoren (x1 − ax2) von A und B, und nur ihnen, Verzweigungspunkte der
zu y3 + αy + β = 0 geho¨rigen Riemann’schen Fla¨che, und zwar geho¨ren zu den Linearfactoren von A die
einfachen, zu denen von B die doppelten Verzweigungspunkte.198
Entsprechende Bedingungen ergeben sich auch fu¨r n = 4, nur daß Hensel dabei fu¨r jede Art von Verzwei-
gungspunkt eine i.A. mehrteilige Bedingung erhielt.
3.5 Exkurs: Elementarteiler in der allgemeinen Situation
In der im letzten Abschnitt vorgestellten Arbeit [21, 1895] hatte Hensel ein System aufgestellt, das an
die Verzweigungspunkte angepaßt war und fu¨r das sich der (x − a)-Anteil der Elementarteiler aus den
Potenzreihenentwicklungen ablesen ließ. Das Ergebnis war, daß in den Exponenten fu¨r jeden Verzwei-
gungspunkt der Ordnung α einmal die Sequenz
[
1
α
]
=
(
0, 1α ,
2
α , . . .
α−1
α
)
auftritt.
In der allgemeinen Situation entspricht dem das Aufstellen eines Fundamentalsystems fu¨r den Modul P
und wenn dieses an die Primdivisorzerlegung von P angepaßt ist, erha¨lt man ganz analog die Aussage,
daß die Exponenten von P in den Elementarteilern Sequenzen
[
1
δ
]
enthalten, wenn ein Primdivisor Pj
von P mit dem Exponenten δ in der Primdivisorzerlegung vorkommt.
Hensel vero¨ffentlichte drei Arbeiten zu diesem Themenkreis. In der ersten leitete er den angedeuteten
Zusammenhang zwischen Exponenten der Primdivisoren und Exponentensequenzen der Elementarteiler
(pra¨ziser) ab, in der zweiten zog er Schlußfolgerungen fu¨r die unter einer Gattung enthaltenen Gattungen
und in der dritten behandelte er den Fall, daß der zu untersuchenden Gattung ein neuer Rationalita¨ts-
bereich adjungiert wird.
3.5.1 Herleitung der Bruchsequenzen
Voraussetzungen
Der erste Teil der Arbeit Ueber die Fundamentaltheiler algebraischer Gattungsbereiche stellt die Voraus-
setzungen zusammen. Hensel arbeitete u¨ber einem natu¨rlichen oder algebraischen Gattungsbereich. Der
Gattungsbereich G sei algebraisch vom Grad n u¨ber diesem Grundbereich.199 Er schrieb lapidar, jede
198[22, 1895, 1110].
199Das heißt, der Grundbereich kann algebraisch u¨ber einem Bereich sein, der Unbestimmte enthalten darf. Letzterer ist
also ungefa¨hr Q(x1, . . . , xk).
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Gro¨ße des Bereichs lasse sich dann “bekanntlich auf eine und nur auf eine Art in ein Product von Prim-
factoren, d.h. von solchen Gro¨ssen zerlegen, welche ihrerseits nicht innerhalb desselben Bereichs zerfa¨llt
werden ko¨nnen.”200
Hierbei ergibt sich wieder das bei der Analyse der Arbeit [5, 1889] ausfu¨hrlich begesprochene Problem,
daß die von Kronecker in den Grundzu¨gen fu¨r diese Situation konstruierten Primdivisoren eben nicht im
selben Bereich liegen, sondern weitere Unbestimmte enthalten.
Es ist offensichtlich, daß Hensel glaubte, mit den Primdivisoren operieren zu ko¨nnen. Welche Vorstellung
er damit verband, insbesondere also auch, ob u¨berhaupt eine u¨ber die speziellen Fa¨lle hinausgehende kon-
krete, la¨ßt sich aus den Quellen nicht rekonstruieren. Kronecker schrieb an einer Stelle der Grundzu¨ge, es
ga¨be die Mo¨glichkeit, die Primdivisoren als gebrochene Elemente zu realisieren.201 Andererseits schrieb er
ebenfalls dort, man mu¨sse die verschiedenen Typen von Unbestimmten begriﬄich auseinanderhalten.202
Mo¨glicherweise hielt Hensel diese letztere Einscha¨tzung fu¨r falsch.
Hensel beru¨cksichtigte in dieser Arbeit, daß ein Fundamentalsystem x(1), . . . , x(m) fu¨r die ganzen Gro¨ßen
m > n Elemente haben kann und definierte die Diskriminante der Gattung als Quadrat des gro¨ßten
gemeinsamen Teilers der n× n-Unterdeterminanten der Matrix (x(i)l ) der Konjugierten der x(i). Er wies
darauf hin, daß diese auch Divisorensysteme ho¨herer Ordnung entha¨lt, er diese jedoch nicht betrachtet.
Weiter setzte er (diesmal explizit) ein Resultat u¨ber die Diskriminante voraus, das er in einer spa¨teren
Arbeit herleiten wolle. Sei P ∼ P d11 . . . P dhh , wobei in Pi alle Primdivisoren von P vereinigt sind, die in
der Primzerlegung in Divisoren erster Ordnung mit dem Exponenten di vorkommen. Sei ki die Ordnung
von Pi, d.h. Nm(Pi) ∼ P ki und k = k1 + · · ·+kh. Dann ist n = k1d1 + · · ·+khdh und die Gattungsdiskri-
minante ist genau durch Pn−k teilbar, außer, wenn P |d1 . . . dh. Diesen letzteren Fall, der nur vorkommen
kann, wenn P eine Zahl und kleiner als die Ordnung der Gattung ist, schloß Hensel aus.
Er behauptete weiter, die Ordnung von P1 ko¨nne man bestimmen, indem man unter den m Elementen des
Fundamentalsystems schrittweise diejenigen Elemente wegla¨ßt, die durch die u¨brigen modulo P1 linear
mit ganzen Koeffizienten dargestellt werden ko¨nnen. Man komme so
zuletzt zu einem Systeme von Elementen, welche modulo P1 rational unabha¨ngig sind, und durch welche dann
modulo P1 betrachtet jede Gro¨sse des Bereiches in der eben angegebenen Weise dargestellt werden kann. Ein
solches System nenne ich ein Fundamentalsystem modulo P1, und die andere Bedeutung der Ordnungszahl ist
die, dass k1 die Anzahl der modulo P1 rational unabha¨ngigen ganzen Gro¨ssen oder die Anzahl der Elemente
eines Fundamentalsystems modulo P1 angibt.
203
Hensel betrachtete anschließend die Elementarteiler der rechteckigen Matrix (x
(i)
l ), die auch hier redu-
zierte Wurzelfunktionen mit positiven Exponenten sind. Er schrieb, das Prinzip seiner Herleitung habe
er bereits in einer fru¨heren Arbeit benutzt, allerdings dabei noch keine Elementarteiler betrachtet.204
200[26, 1897, 333].
201[Kronecker, 1882, 356].
202[Kronecker, 1882, 277 u. 355].
203[26, 1897, 336]. Das Problem, daß der betrachtete Modul nicht frei sein muß und damit die Anzahl k1 von der Reihenfolge
der x(i) abha¨ngen kann, wurde schon im Zusammenhang mit der Arbeit [5, 1889] erwa¨hnt. Es bleibt natu¨rlich bestehen.
204Dies bezieht sich auf die Arbeit [5, 1889].
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Die Konstruktion eines Fundamentalsystems modulo P
Fu¨r die Betrachtung des P -Anteils der Elementarteiler kann aus dem Fundamentalsystem mit m Elemen-
ten ein Teilsystem ausgesondert werden, das die gleichen Elementarteiler hat. Dazu wa¨hlt man aus der
m × n-Matrix (x(i)l ) die n Elemente bzw. Spalten aus, deren Determinante die minimale Potenz von P
entha¨lt. Sind diese x(1), . . . , x(n), so sind die Elementarteiler dieses Untersystems Teiler der Elementar-
teiler des urspru¨nglichen Systems,205 gleichzeitig ist aber der P -Anteil des Produktes der Elementarteiler
gleich, also muß auch der P -Anteil der einzelnen Elementarteiler u¨bereinstimmen.
Ein solches System, fu¨r das der P -Anteil der Elementarteiler mit demjenigen eines Fundamentalsystems
u¨bereinstimmt, nannte Hensel ein Fundamentalsystem modulo P . Er zeigte zwei Eigenschaften eines sol-
chen: Zum einen kann jede ganze Gro¨ße des Bereichs eindeutig in der Form
X = u1x
(1) + . . . unx
(n) “mit modulo P ganzen, d.h. mit solchen rationalen Coeffizienten dargestellt
werden, welche P nicht im Nenner enthalten.”206 Zum anderen sind
[d]ie Elemente (x(1), . . . , x(n)) eines Fundamentalsystems modulo P ... somit fu¨r diesen Modul in der Weise
rational unabha¨ngig, dass eine Congruenz mit ganzen rationalen Coeffizienten u1x
(1)+. . . unx
(n) ≡ 0 (mod.P )
dann und nur dann erfu¨llt ist, wenn alle Coefficienten durch P teilbar sind und umgekehrt erkennt man leicht,
dass jedes System von n modulo P rational unabha¨ngigen ganzen Gro¨ssen ein Fundamentalsystem fu¨r P
ist.207
Hensel setzte exakt so wie schon in [5, 1889] ein Fundamentalsystem modulo P aus den Fundamentalsyste-
men (zi) modulo Pi zusammen. Die Elemente sind
P
P
di−j
i
z
(k)
i (i = 1, . . . , h; j = 0, . . . di − 1, k = 1, . . . , kh)
und der Unterschied, daß die Primfaktoren mit gleichem Exponenten hier schon zusammengefaßt wurden,
ist unwesentlich.
Aus der Betrachtung der gebrochenen Exponenten folgt, daß P
P
d1−j
1
= P j1P
d2
2 . . . P
dh
h nebst seinen Konju-
gierten durch P
j
d1 = P j1P
j
d1
·d2
2 . . . P
j
d1
·dh
h , aber nicht durch eine ho¨here Potenz von P teilbar ist. Damit
ist P
j
di der gro¨ßte gemeinsame Teiler von P
P
δi−j
i
mit seinen Konjugierten und weil diese gro¨ßten gemeinsa-
men Teiler bereits den ganzen P -Anteil der Wurzel aus der Diskriminante P
n−k
2 umfassen,208 muß das so
gebildete System fu¨r den Modul P a¨quivalent zu dem Diagonalsystem sein, in dem je ki mal die Potenzen
von P mit den Exponenten
[
1
di
]
= ( 0di ,
1
di
, . . . , di−1di ) vorkommen und diese Sequenzen sind damit die
Exponenten von P in den Elementarteilern des Systems.209 Dies formulierte Hensel folgendermaßen:
Ist ferner P = P d11 P
d2
2 . . . P
dh
h die Zerlegung von P in seine mehrfachen Factoren innerhalb G und sind
k1, k2, . . . , kh die Ordnungszahlen der Factoren P1, . . . , Ph, so lassen sich die Exponenten der in den n Ele-
mentartheilern von G enthaltenen Potenzen von P in die Sequenzen
[
1
d1
]
,
[
1
d2
]
, . . . ,
[
1
dh
]
anordnen, welche
bezw. k1−, k2−, . . . , kh− mal auftreten. Endlich ist die Gattungsdiscriminante durch Pn−k theilbar, wenn
k = k1 + · · ·+ kh die Anzahl der zu P geho¨rigen Sequenzen bedeutet.210
Im Spezialfall einer galoisschen Gattung sind alle di gleich und man erha¨lt k Sequenzen
[
1
d
]
mit n = k ·d.
Das so konstruierte spezielle Fundamentalsystem nannte Hensel anschließend (analog zur Theorie der
205Das ist ein Satz u¨ber Elementarteiler, den Hensel “bekannt” nennt und fu¨r den er seine Arbeit [17, 1894] zitiert.
206[26, 1897, 340]. Der Beweis wurde bereits mehrfach dargestellt. Ein Element, in dessen eindeutiger Darstellung ein ui
eine Potenz von P als Nenner ha¨tte, sta¨nde im Widerspruch zu der Minimalita¨tsforderung an x(1), . . . , x(n).
207[26, 1897, 340].
208Wie man ebenso wie in [5, 1889] leicht nachrechnet.
209Das Argument beruht also wie schon 1889 auf einem nicht bewiesenen Ergebnis u¨ber die Diskriminante, aus dem folgt,
daß die zi keinen Beitrag leisten ko¨nnen.
210[26, 1897, 343f].
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algebraischen Funktionen einer Variablen) ein kanonisches System modulo P , weil der P -Anteil der Spal-
tenteiler von (x
(i)
k ) mit dem P -Anteil der Elementarteiler u¨bereinstimmt. Er hielt fest, daß ein kanonisches
System modulo P ein solches bleibt, wenn es mit einem Einheitssystem modulo P komponiert wird.211
3.5.2 Anwendung auf Untergattungen
Die Arbeit Ueber die Elementartheiler zweier Gattungen, von denen die eine unter der anderen enthalten
ist [27, 1897] steht auf den unmittelbar folgenden Seiten des Crelle-Journals. Die Ergebnisse beruhen
wesentlich darauf, daß Hensel durch Symmetrisierung von einem Fundamentalsystem fu¨r die Gattung zu
einem fu¨r die Untergattung kommt.
Sei dazu G1 eine Gattung n-ten Grades u¨ber dem Rationalita¨tsbereich Γ und G1 eine Untergattung ν-ten
Grades, die also von einem Element aus G1 erzeugt wird, dessen Minimalpolynom u¨ber Γ Grad ν hat.
Hensel betrachtete dann eine Spurabbildung von G1 nach G1, die einer Funktion Y ∈ G1 die Summe ihrer
Konjugierten u¨ber G1 zuordnet. Fu¨r ein Fundamentalsystem von G1 gilt:
Dann besteht mit einer gleich zu erwa¨hnenden sehr speciellen Ausnahme der folgende wichtige Satz: Die
Spur eines jeden Fundamentalsystemes fu¨r den Gattungsbereich G1 bildet ein Fundamentalsystem fu¨r den
unter G1 enthaltenen Gattungsbereich G1.212
Besagte Ausnahme ist, daß bei der Darstellung von ganzen Zahlen aus G1 durch dieses Fundamental-
system die Koeffizienten noch Teiler von µ = nν als Nenner enthalten ko¨nnen. Die Primdivisoren, die
Teiler vom µ sind, werden explizit von der Behandlung ausgeschlossen. Hensel leitete fu¨r die u¨brigen
Primdivisoren den folgenden Satz u¨ber Elementarteileranteile ab:
Die Elementartheiler einer beliebigen Gattung sind in den entsprechenden Theilern einer jeden unter ihr
enthaltenen Gattung enthalten.213
Sei dazu y(1), . . . , y(m) ein Fundamentalsystem fu¨r G1. Dann ist das System
(
η
y
)
, das entsteht, wenn man in
den ersten ν Zeilen von (y) = (y
(i)
k ) (i = 1, . . .m; k = 1, . . . , n) die y
(i)
k durch ihre Spur ersetzt, a¨quivalent
zu (y) ist. Daher hat das System (η), das nur aus den ν Zeilen mit den Spuren η
(i)
k besteht, als Teilsystem
von
(
η
y
)
Vielfache von dessen Elementarteilern als Elementarteiler.
Hensel hob hervor, daß die Elementarteiler “viel wichtigere und wesentlichere” Invarianten sind, als
die Determinantenteiler “im Gegensatz zu einer Bemerkung Leopold Kroneckers, welche sich in seinem
Nachlasse vorgefunden hat.”214 Wa¨hrend na¨mlich die Determinantenteiler der Untergattung nur Teiler
der entsprechenden Determinantenteiler der Gattung sind, stimmen die Elementarteiler der Untergattung
mit gewissen der Elementarteiler der Gattung u¨berein.
Um dies zu zeigen, schloß Hensel zusa¨tzlich wilde Verzweigung, also den Fall, daß P eine Zahl kleiner als n
ist, aus und betrachtete ein kanonisches Fundamentalsystem y(1), . . . , y(n) fu¨r den Modul P . Dann ist auch(
η
y
)
ein kanonisches System,215 und aus dem System (η) lassen sich ν Funktionen η(1), . . . , η(ν) auswa¨hlen,
die ein kanonisches Fundamentalsystem fu¨r den Modul P bilden. Teilt man na¨mlich in (η) jede Spalte
211[26, 1897, 345].
212[27, 1897, 347].
213[27, 1897, 347]. Die Diskriminante von G1 setzt sich aus mehr Elementarteilern zusammen als die von G1 und entha¨lt
daher im allgemeinen trotzdem eine ho¨here Potenz von P .
214[27, 1897, 350f]. Der kte Determinantenteiler ist der ggT aller k × k-Unterdeterminanten, die Elementarteiler sind
Quotienten der Determinantenteiler.
215Das wie oben entstehe, indem die ersten ν Zeilen durch ihre Spuren ersetzt werden.
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durch den entsprechenden Spaltenteiler von (y), so zeigte Hensel, daß eine der ν× ν-Unterdeterminanten
der entstehenden Matrix
η
(i)
k
P ri nicht durch P teilbar ist. Das Fundamentalsystem fu¨r den Modul P besteht
dann aus den diesen Spalten entsprechenden Elementen und der P -Anteil der Elementarteiler dieses
Systems ist gleich dem P -Anteil von ν der Elementarteiler des Systems (y), d.h. die P -Elementarteiler
der Gattung G1 sind ν bestimmte unter denjenigen von G1.216
Da die Exponenten der Elementarteiler der Untergattung ebenfalls in Bruchsequenzen angeordnet werden
ko¨nnen, ergibt sich noch eine genauere Beziehung. Ist
[
1
δi
]
eine der auftretenden Bruchsequenzen fu¨r
die Exponenten des P -Anteils der Elementarteiler von G1, so gibt es eine Bruchsequenz
[
1
dj
]
in den
Exponenten des P -Anteils der Elementarteiler von G1, so daß di|δj . Außerdem teilt das Produkt aller δi
das Produkt aller dj . Da der Exponent des P -Anteils der Diskriminante von G1 gerade
∑
di − 1 und der
der Diskriminante von G1 gerade
∑
δj − 1 ist, ergibt sich
als ganz specielles Corollar der bekannte Satz: Die Discriminante einer Gattung ist ein Vielfaches der Discri-
minante einer jeden unter ihr enthaltenen Gattung.217
Kommt Pn−s in der Diskriminante der Gattung G1 vor, so muß die Diskriminante jeder Untergattung
G1, deren Ordnung gro¨ßer als s ist, ebenfalls eine Potenz von P enthalten, da dann nicht alle Sequenzen
nur ein Element enthalten ko¨nnen.218
3.5.3 Anwendung auf die Komposition
Sehr a¨hnliche Techniken wendete Hensel auch in der Arbeit Ueber die Fundamentaltheiler eines Gat-
tungsbereiches in Bezug auf zwei verschiedene Rationalita¨tsbereiche [28, 1897] an. Sei dazu (G1; Γ) die
urspru¨ngliche Gattung n-ten Grades und (G1; Γ) die Gattung u¨ber dem erweiterten Rationalita¨tsbereich
Γ. Hensel schrieb, die Ordnung ko¨nne sich reduzieren, weil nicht alle zuvor konjugierten Bereiche Gi
konjugiert bleiben mu¨ssen, bezeichnete mit ν die Ordnung von (G1; Γ) und
die Bezeichnung sei so gewa¨hlt, dass die ν Bereiche (G1), (G2), . . . , (Gν) conjugirt bleiben.219
Der U¨bergang von den Elementarteilern u¨ber dem einen zu denen u¨ber dem anderen Rationalita¨tsbereich
wird durch ein kanonisches Fundamentalsystem ermo¨glicht. Sei dazu y(1), . . . , y(n) ein kanonisches Fun-
damentalsystem fu¨r den Primdivisor P fu¨r (G1; Γ). (Dabei ist P ein Primdivisor in Γ.) Ist dann P einer
der Primdivisoren von P in Γ und P
d
die maximale Potenz von P , die in P enthalten ist, so zeigte Hensel,
daß man aus dem kanonischen Fundamentalsystem modulo P ein kanonisches System fu¨r den Modul P
aussondern kann. Dazu teilte er in dem System (y
(i)
k ) jede Spalte durch ihren Spaltenteiler P
ri , betrach-
tete nur die ersten ν Zeilen und zeigte, daß mindestens eine der ν × ν-Unterdeterminanten prim zu P ist
und damit auch P nicht entha¨lt. Das aus den entsprechenden y(j) gebildete System ist dann kanonisch
fu¨r P und daher nach Division durch eine geeignete Potenz von P ein kanonisches Fundamentalsystem
216[27, 1897, 353].
217[27, 1897, 354].
218[27, 1897, 355]. Denn s ist die Anzahl der Sequenzen in G1 und die Anzahl der Sequenzen in jeder Untergattung ist
dann kleiner oder gleich s.
219[28, 1897, 174]. Da Hensel die Gattungsbereiche u¨ber dem neuen Rationalita¨tsbereich nicht anders bezeichnete als u¨ber
dem alten, wu¨rde der moderne Leser hier davon ausgehen, daß er implizit annahm, der neue Rationalita¨tsbereich sei unter
dem alten Gattungsbereich enthalten, da der “neue” Gattungsbereich ja sonst neue Elemente enthielte. Dies kann aber
nicht der Fall sein, da Hensel spa¨ter den Fall n = ν noch diskutierte.
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fu¨r den Modul P . Die Elementarteiler des Teilsystems sind dann ν der Elementarteiler des urspru¨nglichen
Systems, nur muß man diese, um zu den Elementarteilern eines Fundamentalsystems zu gelangen, noch
auf P umrechnen. Man erha¨lt:
Sind (P r1 , P r2 , . . . , P rn) die n auf P bezu¨glichen Elementartheiler von (G; Γ), ist ferner P ein d-facher
Primtheiler von P fu¨r den Bereich Γ und P
%1 , . . . , P
%ν
die auf P bezu¨glichen Elementartheiler von (G; Γ), so
ist allgemein:
%i = R(drhi), (i = 1, 2, . . . , ν)
wo rh1 , rh2 , . . . , rhν gewisse ν unter den n Exponenten (r1, . . . rn) sind und die R(drhi) die kleinsten nicht-
negativen Reste der Bru¨che dri bedeuten.
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Genauere Schlußfolgerungen erhielt Hensel im Fall ν = n. Sind
[
1
di
]
(i = 1, . . . , s) die Sequenzen, die in
den Exponenten des P -Anteils der Elementarteiler von (G; Γ) auftreten, bezeichnet (d, di) den gro¨ßten
gemeinsamen Teiler von d und di und ist Di =
d
(d,di)
, so kommen in den Exponenten des P -Anteils der
Elementarteiler von (G; Γ) je (d, di)-mal die Sequenzen
[
1
Di
]
vor.221
Die Gesamtzahl der Sequenzen ist s = (d, d1) + · · · + (d, ds) ≥ s und s = s gilt nur dann, wenn d zu
allen di teilerfremd ist. Die Diskriminante D von (G; Γ) ist durch Pn−s, also durch P d(n−s) teilbar, die
Diskriminante D von (G; Γ) durch Pn−s. Die Diskriminante wird also durch die Adjunktion von Γ nur
dann nicht reduziert, wenn fu¨r jeden Teiler P von P d = 1 gilt und dies ist genau dann der Fall, wenn
die Diskriminante der Gattung (Γ; Γ) nicht durch P teilbar ist. Damit erhielt Hensel:
Adjungirt man dem Gattungsbereiche (G1; Γ) den Rationalita¨tsbereich Γ, so reducirt sich die Discriminante
jener Gattung fu¨r alle die und nur die Primfactoren P , welche in der Discriminante des adjungirten Gat-
tungsbereiches Γ enthalten sind.222
Aus der obigen Formel erkennt man, daß P genau dann nicht in der Diskriminante vorkommt, wenn s = n
ist, wofu¨r (d, di) = di sein muß. Diesen Fall kann man erreichen, wennm das kleinste gemeinsame Vielfache
der Sequenznenner di des Bereichs (G; Γ) fu¨r P ist und P 1m adjungiert wird.223 Hensel behauptete, mit
Hilfe dieses Verfahrens ko¨nne man die Diskriminante schrittweise auf 1 reduzieren und
man erha¨lt so eine Pra¨cisierung und eine Erweiterung der Bemerkung Kroneckers, dass man Gattungen G1
finden kann, welche in einem algebraischen Rationalita¨tsbereiche Γ keine Discriminante haben, eine Thatsa-
che, welche bei natu¨rlichen (nicht algebraischen) Bereichen niemals vorkommt.224
Ist hingegen ν 6= n, so sind die auftretenden Sequenzen Teilsequenzen der obigen, d.h. sie haben die
Gestalt
[
1
δi
]
mit δi|Dj fu¨r ein j und einer Sequenz
[
1
Dj
]
entsprechen maximal (d, dj) Sequenzen.
Um auch diese Aussage noch zu pra¨zisieren, betrachtete Hensel, welche der urspru¨nglich konjugierten
Gattungen G1, . . . ,Gn bezu¨glich Γ konjugiert sind. Ist (y(1), . . . , y(n)) ein kanonisches Fundamentalsystem
modulo P fu¨r (G; Γ), so teilte Hensel dieses System in soviele kanonische Systeme modulo P , wie es
Gruppen konjugierter Gattungen gibt. Nach U¨bergang zu Fundamentalsystemen stimmen die insgesamt
n echt gebrochenen Exponenten der Elementarteiler bezu¨glich P fu¨r alle konjugierten Gattungen mit den
220Hensel schrieb einmal fa¨lschlich Γ statt Γ, [28, 1897, 177].
221[28, 1897, 178].
222[28, 1897, 179].
223[28, 1897, 179]. Es gibt auch kein Problem, wenn sich die Ordnung der Gattung durch diese Adjunktion reduziert.
224[28, 1897, 180]. Im Fall der algebraischen Funktionen erla¨uterte Hensel weiter, daß man mit einer reinen Gleichung aus-
kommt, indem man bei mehreren Primdivisoren in der Diskriminante das kleinste gemeinsame Vielfache aller auftretenden
Sequenznenner als m benutzt und die m-te Wurzel aus dem Produkt der Primdivisoren adjungiert, [28, 1879, 180].
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kleinsten Resten der n Bru¨che (dr1, dr2, . . . , drn) u¨berein, wenn ri die Exponenten der Elementarteiler
bezu¨glich P und Γ sind. Die auftretenden Sequenzen ko¨nnen daher aus Kardinalita¨tsgru¨nden nur[
1
di
(d,di)
]
sein, jede von ihnen tritt (d, di)fach auf und da zu jedem von den oben gefundenen Teilsystemen vollsta¨ndi-
ge Sequenzen geho¨ren, tritt jede der
∑s
i=1(d, di) Sequenzen “in einer und nur einer der g Gattungsdiscri-
minanten D1, D2, . . . , Dg auf, in welche D unter Adjunction von Γ zerfa¨llt.”
225
225[28, 1897, 185].
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Kapitel 4
Die Vorteile der
Potenzreihenentwicklungen
Die Hauptfragen dieses Kapitels sind: “Wofu¨r benutzte Hensel die Potenzreihenentwicklungen in der
Theorie der algebraischen Zahlen?” und “Welche ihrer Vorteile fu¨hrten dazu, daß Hensel sie anschließend
auch in seine Theorie der algebraischen Funktionen einfu¨hrte?”
Zuna¨chst sei ein U¨berblick u¨ber die in diesem Kapitel behandelten Quellen und Zeitra¨ume gegeben:
Hensel trug u¨ber seine neue Theorie der algebraischen Zahlen erstmals im September 1897 auf der DMV-
Tagung in Braunschweig vor. Die knappe Ausarbeitung dieses Vortrags erschien erst 1899, noch im Okto-
ber 1897 vero¨ffentlichte Hensel jedoch zwei kurze Abhandlungen, die illustrieren sollten, welche Vorteile
die Arbeit mit den Potenzreihen bietet.
Im Juni 1900 schloß Hensel die lang geplante Arbeit [41, 1902] ab, in der er die benutzten Potenzrei-
henentwicklungen erstmals auch herleitete. Unmittelbar zuvor (bis Ma¨rz 1900) verfaßte er eine Arbeit
[39] zur Theorie der algebraischen Funktionen, in der er ebenfalls die (in diesem Zusammenhang alt-
bekannten) Potenzreihenentwicklungen als Grundlage wa¨hlte. Die Arbeiten enthalten analoge Aussagen
und erschienen als [39, 1901] bzw. [41, 1902] in den Mathematischen Annalen.1
Hensels Vertrauen in die Kraft der Potenzreihenentwicklungen fu¨hrte dazu, daß er eine solche Theo-
rie auch fu¨r die algebraischen Funktionen zweier Variablen entwickelte. Er trug daru¨ber 1898 und 1899
auf den DMV-Tagungen vor und vero¨ffentlichte 1900 in den Acta Mathematica eine Ausarbeitung von
Teilen der Vorlesung, die er daru¨ber im Wintersemester 1898/99 in Berlin gehalten hatte.2
Diese Theorie wird hier nur knapp in einem Exkurs vorgestellt, da sie zwar illustriert, in welchem Rahmen
1[39, 1901] bzw. [41, 1902]. Nach Peter Ullrich machte Hensel die Analogie zwischen Zahl- und Funktionenko¨rpern “zur
Basis einer eigensta¨ndigen mathematischen Teildisziplin,” [Ullrich, 1999a, 127]. Hier soll nicht genauer auf die Abgrenzung
einer “Teildisziplin” eingegangen werden. Hensels Ziel war es jedochin der Tat, die Grundlagen fu¨r eine neue Theorie der
algebraischen Zahlen zu entwickeln, die die bekannten Ergebnisse enthielt, durch die Analogie zur Theorie der Funktio-
nenko¨rper aber zudem bereits einen Weg zu weiteren Ergebnissen wies.
2Dabei half ihm F. Hartogs, der 1903 (in Mu¨nchen) u¨ber analytische Funktionen zweier Variablen promovierte, vgl. [38,
1900].
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Hensel u¨ber seine Theorie der algebraischen Zahlen nachdachte, davon abgesehen aber keinen Bezug zur
Entstehung der p-adischen Zahlen hat.3
4.1 Der Gedankengang
Dieser Abschnitt rekonstruiert zuna¨chst einen mo¨glichen Weg zu Hensels Theorie (von 1897) im Fall der
wilden Verzweigung. Eine Rekonstruktion ist no¨tig, weil Hensels erste Darstellung der gesamten Theorie
(und nicht nur ihrer Behauptungen) erst drei Jahre spa¨ter vero¨ffentlicht wurde. Hensel schickte zwar
1897 eine Ausarbeitung an Weber (vgl. den unten zitierten Brief vom 23.11.1897), diese ist jedoch nicht
erhalten. Daher ist unbekannt, wie detailliert und abgeschlossen Hensels U¨berlegungen 1897 waren.
Hierbei wird nach den Motivationen und Gru¨nden von Hensels Theorie gefragt, wa¨hrend Peter Ullrich
nur konstatiert:
Hensel kombinierte also die ihm bekannte Analogie des Zahlko¨rper- und des Funktionenko¨rperfalls mit der
Methode der Reihenentwicklung aus der Funktionentheorie zu der Idee, algebraische Zahlen als “Potenzrei-
hen” in einer gegebenen Primzahl p zu schreiben. Wohlgemerkt, solche Reihen waren zuvor noch nirgendwo
aufgetreten.4
Dabei bleibt jedoch (in Anlehnung an Dedekind formuliert) die Frage: Was sollen die Potenzreihenent-
wicklungen in der Theorie der algebraischen Zahlen?5
Anschließend werden die praktischen Aspekte der Arbeit mit den Potenzreihenentwicklungen in den Ar-
beiten von 1901 bzw. 1902 etwas expliziter aufgezeigt, als Hensel dies in seinen Texten tat.
4.1.1 Der Umgang mit der wilden Verzweigung
Der Fall der wilden Verzweigung, in dem in der Primfaktorenzerlegung von p mindestens einer der Ex-
ponenten durch p teilbar ist, war in Hensels Arbeiten zur allgemeinen Situation (also [5, 1889], [26 - 28,
1897]) stets explizit ausgeschlossen worden. Bereits in [5, 1889] hatte er geschrieben, der Fall besitze “ein
besonderes Interesse”6 und bei seiner Vorstellung der neuen Theorie hob er ausdru¨cklich die Einbeziehung
dieses Falls hervor.
Daher wird hier die Bestimmung der Diskriminante eines Zahlko¨rpers K im wild verzweigten Fall als das
mathematische Problem angesehen wird, das Hensel lo¨sen wollte.7
Zusammenschau der bisherigen Ergebnisse
Die Einfu¨hrung von Wurzelfunktionen erlaubte es in der im vorigen Kapitel vorgestellten Theorie, den
gro¨ßten gemeinsamen Teiler der Konjugierten einer Funktion als Wurzelfunktion aus den Koeffizienten
ihres Minimalpolynoms zu bestimmen. Hensel hatte ein Verfahren angegeben, um zu einem System zu
3Hensels Schu¨ler Heinrich W.E. Jung entwickelte diese Theorie spa¨ter weiter. Sie blieb aber isoliert, d.h. sie wurde kaum
mit Arbeiten zum gleichen mathematischen Gegenstand (z.B. in der algebraischen Geometrie) in Verbindung gebracht.
4[Ullrich, 1999, 134].
5[Dedekind, 1888].
6[5, 1889, 333], in 2.5.2 bereits ausfu¨hrlicher zitiert.
7Bestimmung meint dabei (im Sinne Hensels) ein konstruktives Verfahren. Seine Ergebnisse in der Theorie der algebrai-
schen Funktionen hatten die Diskriminante in diesem Sinne recht einfach bestimmt, denn man mußte nur die Elementarteiler
eines beliebigen Systems reduzieren, multiplizieren und quadrieren.
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gelangen, aus dessen Minimalpolynomen die Diskriminante bestimmt werden konnte. Ein solches hieß ein
kanonisches System.8
Potenzreihenentwicklungen waren nicht Objekte jener Theorie. Hensel benutzte sie jedoch zum Beweis
eines Theorems, das die Interpretation seiner Ergebnisse erweiterte: Die Summanden, aus denen sich der
Exponent von (x− a) in der Diskriminante zusammensetzt, bestimmen die Verzweigung u¨ber x = a. (Da
jedem Verzweigungspunkt eine Sequenz solcher Summanden entspricht, erleichtert dieses Theorem auch
die Bestimmung der Summanden.)
Fu¨r den Beweis dieses Theorems hatte Hensel ein kanonisches Fundamentalsystem fu¨r den Modul (x−a)
konstruiert, das zu jedem Verzweigungspunkt, an dem k Bla¨tter zusammenha¨ngen, eine modifizierte null-
te und die erste bis k − 1-te Potenz einer geeigneten Funktion enthielt. Alle diese Potenzen erfu¨llten
die zusa¨tzliche Bedingung, daß ihre Entwicklungen an den u¨brigen Verzweigungspunkten u¨ber x = a
mindestens mit der Potenz (x − a)1 begann. Daher hat die Matrix, deren Determinantenquadrat die
Diskriminante ist, fu¨r x = a Blockdiagonalgestalt.
Das so konstruierte System entsprach dem speziellen normalen Fundamentalsystem, das Hensel in [5,
1889] eingefu¨hrt hatte: In der Sprache der Riemannschen Fla¨chen entsprechen den Primdivisoren von
(x−a) die Verzweigungspunkte u¨ber x = a und die verschiedenen Konjugierten eines Elements sind lokal
an x = a den verschiedenen Verzweigungspunkten und damit den verschiedenen Primdivisoren zugeord-
net.
Da die Entwicklungen eines Elements dieses kanonischen Fundamentalsystems an den Verzweigungspunk-
ten, denen es nicht zugeordnet ist, mindestens mit (x−a) beginnen, sind diese Elemente mindestens durch
die Potenz der zugeordneten Primdivisoren teilbar, die in (x− a) vorkommt. Dem entspricht, daß Hensel
in [5, 1889] aus P (hier (x − a)) schrittweise die Potenzen von jeweils nur einem der P teilenden Pi
herausdividiert hatte.
Fu¨r den zahm verzweigten zahlentheoretischen Fall kann man die Ergebnisse von [5, 1889] folgender-
maßen zusammenfassen: Es gibt ein Fundamentalsystem fu¨r den Modul p der Gestalt v
[i]
j(k)
αj(k) , wobei
die αj(k) jeweils ein Fundamentalsystem fu¨r den Modul Pk bilden und zu jedem αj(k) eine bestimmte Se-
quenz von Vorfaktoren v
[i]
j(k)
geho¨rt. Diese Vorfaktoren erfu¨llen bestimmte Teilbarkeitsbedingungen bzgl.
aller in p enthaltenen Primdivisoren.
Das wesentliche Ergebnis von Hensels komplizierter Rechnung war, daß der p-Anteil der Diskriminante
sowohl komplett von den Vorfaktoren v
[i]
j(k)
herru¨hrt, als auch durch Berechnung der gro¨ßten gemeinsamen
Teiler dieser Vorfaktoren mit ihren Konjugierten bestimmt werden kann.
8Weiter gelangte man durch einfach zu bestimmende Divisionen von einem kanonischen System zu einem Fundamental-
system, das dann als kanonisches Fundamentalsystem bezeichnet wurde.
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Die allgemeine Situation
Hensel wollte auch im allgemeinen Fall, der wilde Verzweigung zula¨ßt, ein Fundamentalsystem fu¨r den
Modul p so konstruieren, daß der p-Anteil seiner Diskriminante komplett von den Vorfaktoren kommt.9
Hierzu u¨bertrug er Aussagen und Ziele aus seiner Theorie der algebraischen Funktionen: Er behauptete,
zu jedem Primdivisor geho¨re eine bestimmte Gruppe von Konjugierten, die lokal (d.h. modulo pM ) durch
Potenzreihen beschrieben werden ko¨nnen, die untereinander konjugiert sind.10 Umgekehrt wollte er die
Elemente des Fundamentalsystems so wa¨hlen, daß jeweils nur die zu einem Primdivisor geho¨renden Kon-
jugierten beru¨cksichtigt werden mu¨ssen.
Das Zerfallen der Konjugierten eines Elements in Gruppen modulo eines Primdivisors war eine fu¨r Hensel
spezifische Beobachtung, die dieser bereits wa¨hrend der Arbeit an seiner Dissertation gemacht hatte. Die
Behauptung, zu jedem Primdivisor geho¨re eine Gruppe von Konjugierten bzw. von Entwicklungen, ist
hingegen ku¨hn, neu und bereitete Hensel noch gro¨ßere Probleme bei der Ausformulierung seiner Theorie.
Um den Nutzen der lokalen Konjugation zu erla¨utern, sei P einer der Primfaktoren von p und d ∈ N
maximal mit P d|p. Dann wa¨hlte Hensel fu¨r die zu P geho¨renden Elemente des Fundamentalsystems fu¨r
den Modul p speziell die Gestalt piiαj (i = 1, . . . , d−1, j = 1, . . . , k−1), wobei die Potenzen 1, α, . . . , αk−1
ein Fundamentalsystem fu¨r den Modul P bilden und pi ∈ K genau einmal durch P teilbar ist. Diesem
Teilsystem eines Fundamentalsystems fu¨r den Modul p entspricht dann ein quadratischer Ausschnitt der
Konjugiertenmatrix des gesamten Systems: Hensel betrachtete zu den dk Elementen nur die dk Zeilen,
die dem Primdivisor P entsprechen. In diesem Ausschnitt setzte er die konjugierten lokalen Darstellungen
ein. Dann kommt der p-Anteil der Determinante dieses Ausschnitts nur von den Potenzen von pi und zwar
ist er gleich der Wurzel aus der Diskriminante einer lokalen Gleichung fu¨r pi.11
Um weiter zu erreichen, daß sich aus dem Produkt solcher Teildiskriminanten der Exponent von p in der
Diskriminante bestimmen la¨ßt, muß man die Forderungen, die in der Theorie der algebraischen Funktio-
nen einer Variablen an die Entwicklungen an den u¨brigen Verzweigungspunkten gestellt wurden, erheblich
versta¨rken. Das Ziel ist in beiden Fa¨llen, daß der Exponent von p bzw. (x− a) in der Determinante der
Konjugiertenmatrix aus den Determinanten der gerade betrachteten Ausschnitte bestimmt werden kann.
Im Fall der algebraischen Funktionen reichte es dazu aus, daß die Koeffizienten, die den u¨brigen Ver-
zweigungspunkten entsprechen, fu¨r x = a verschwinden, nachdem die minimal vorkommende Potenz von
(x − a) (also der Spaltenteiler) herausgeteilt wurde, denn die Determinanten der entsprechenden Aus-
schnitte waren Konstanten.
Da im Falle der wilden Verzweigung die Teildeterminante auch nach der Division aller Spalten durch ihren
gro¨ßten gemeinsamen Teiler mit p noch durch eine (nicht abscha¨tzbare) Potenz von p teilbar ist, muß
man fordern, daß die anderen Teildeterminanten, die aus den zu P geho¨rigen Spalten gebildet werden
ko¨nnen, alle durch eine ausreichend hohe Potenz von p teilbar sind. Um dies zu erreichen, forderte Hensel,
daß die Konjugierten, die zu den u¨brigen Primdivisoren von p geho¨ren, durch eine beliebig hohe Potenz
9Er la¨ßt sich aber nicht mehr aus den einzeln betrachteten Vorfaktoren einer Spalte berechnen, d.h. das System ist i.A.
nicht mehr kanonisch.
10“Lokal” ist mein Ausdruck fu¨r diesen Abschnitt, Hensel selbst benutzte fu¨r die Betrachtung modulo pM auch geome-
trische bzw. topologische Ausdru¨cke.
11Falls p nur einen Primdivisor hat, gilt das automatisch, ansonsten muß man evtl. noch vor den anderen Primdivisoren
“abschirmen”.
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von p teilbar sind. Diese Formulierung korrespondiert zu Hensels konstruktiver Auffassung und bedeutet:
Man hat einen Algorithmus zur Verfu¨gung und fu¨r jedes konkret gegebene M erreicht man nach endlich
vielen Schritten, daß die Konjugierten alle durch pM teilbar sind.12
Man kann also nicht apriori abscha¨tzen, durch welche Potenz von p die u¨brigen Konjugierten teilbar
sein mu¨ssen. Hat man aber die Diagonalblo¨cke bestimmt, so kann man aposteriori entscheiden, ob die
Konjugierten durch eine genu¨gend hohe Potenz von p teilbar sind.13
Um die Teildiskriminante wirklich berechnen zu ko¨nnen, muß man noch die angesprochene lokale Glei-
chung fu¨r pi bestimmen: Ihr Grad ist d, wenn p genau durch P d teilbar ist. Weil zum Primdivisor P
insgesamt dk Konjugierte geho¨ren, kommt α in den Koeffizienten der Gleichung fu¨r pi vor. Da ein Ele-
ment des betrachteten Zahlko¨rpers K im Allgemeinen keine Gleichung d-ten Grades mit Koeffizienten
aus Q(α) erfu¨llen kann, suchte Hensel eine Kongruenz fu¨r eine beliebig hohe Potenz PM als Modul.
Hensel gelangte in zwei Schritten zu einer solchen Kongruenz fu¨r pi. In einem ersten Schritt entwickelte
er den Quotienten x = pi
d
p nach Potenzen von pi. Dazu bestimmte er den Rest r0 von x modulo P , bildete
y1 = x − r0, teilte durch pi und erhielt damit x1 = y1pi , bestimmte den Rest von x1 modulo P usw. Er
gelangte zu
pid
p
= r0 + r1pi + r2pi
2 + · · ·+ rd−1pid−1 +Rpid.
Anschließend multiplizierte er diese Gleichung mit p, setzte den erhaltenen Ausdruck fu¨r pid auf der
rechten Seite ein und erhielt einen neuen Ausdruck14
pid
p
= s0 + s1pi + s2pi
2 + · · ·+ sd−1pid−1 + pRpid,
also eine Kongruenz fu¨r pi fu¨r den Modul P 2d. Durch Fortsetzen dieser Schritte gelangte er zu der
gewu¨nschten Kongruenz fu¨r pi. In einem zweiten Schritt zeigte Hensel, daß man nur ein Anfangsstu¨ck
dieser Kongruenz braucht, wenn man anschließend pi schrittweise anpaßt.
Analog kann man α modifizieren, so daß es die Kongruenz k-ten Grades, die es zuna¨chst fu¨r den Modul
p erfu¨llte, schrittweise fu¨r die Mouln pk+1 und schließlich fu¨r den Modul pM erfu¨llt.
Aus der so erhaltenen Kongruenz fu¨r pi kann man die gesuchte Teildiskriminante berechnen. Die gewo¨hn-
lichen Wurzeln der Gleichungen, die den Kongruenzen fu¨r pi bzw. α entsprechen, sind die Bausteine
der lokalen Konjugierten.15 Damit sind fu¨r den Teil des Fundamentalsystems, der zu P geho¨rt, die P
entsprechenden lokalen Konjugierten wie gewu¨nscht eingefu¨hrt. Fu¨r die u¨brigen Konjugierten kann man
erreichen, daß sie wie gewu¨nscht (modulo pM ) verschwinden, so daß die geplante Konstruktion eines an-
gepaßten Fundamentalsystems zur Berechnung der Diskriminante im wild verzweigten Fall abgeschlossen
ist.
12Fu¨r den schwachen Konstruktivismus der Berliner Schule vgl. z.B. 1.2.2.
13Eine sehr grobe aposteriori-Abscha¨tzung wa¨re, daß es ausreicht, wenn die Konjugierten durch das Produkt des p-Anteils
der Determinanten der Diagonalblo¨cke teilbar ist. Die U¨berlegungen zur Mo¨glichkeit von Abscha¨tzungen dienen nur der
Illustration; Hensel a¨ußerte sich dazu nicht.
14Wa¨hrend die ri aus einem vollsta¨ndigen Restsystem modulo P stammen, also Koeffizienten zwischen Null und p − 1
haben, sind die si im Allgemeinen nicht reduziert.
15Dabei ist die Gleichung fu¨r ein pii stets von der Wahl eines α = αj abha¨ngig.
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Hieraus leitete Hensel fu¨r ein beliebiges, durch das gesamte Fundamentalsystem fu¨r den Modul p darge-
stelltes Element insgesamt n Entwicklungen modulo pM ab. Dazu betrachtete er die lokalen Konjugierten
zu den jeweiligen Primdivisoren P und rechnete die noch auftretenden ganzzahligen Koeffizienten folgen-
dermaßen um: Er schrieb sie in der Form N =
∑k
i=0 aip
i mit 0 ≤ ai < p und ersetzte jedes vorkommende
p durch seine Entwicklung bezu¨glich pi und α. Durch Ausmultiplizieren und Reduzieren mit Hilfe der
Kongruenz fu¨r α erhielt er die gesuchte Potenzreihe in pi und α, die offenbar kd konjugierte Reihen hat.16
Kurzzusammenfassung: Das spezielle Fundamentalsystem und die Diskriminante
Ausgangspunkt von Hensels U¨berlegungen war der zahm verzweigte Fall, in dem bekannt war, wie die
Diskriminante aus der Primdivisorzerlegung berechnet werden kann. Mit Hilfe dieser bekannten Diskri-
minante konnte Hensel nachweisen, daß ein von ihm konstruiertes spezielles Fundamentalsystem normal
bzw. kanonisch ist.17
Die Betrachtung der Elementarteiler ermo¨glichte es zu u¨berpru¨fen, ob ein gegebenes System kanonisch
ist, und es gegebenenfalls in ein solches zu u¨berfu¨hren. Unabha¨ngig davon war es durch die Betrach-
tung der Elementarteiler jedoch auch mo¨glich, den p-Anteil der Diskriminante zu bestimmen, ohne die
Primdivisorzerlegung von p zu kennen.18 Insbesondere folgte daraus auch ohne die Theorie der Fun-
damentalgleichung, daß Hensels spezielles, der Primdivisorzerlegung angepaßtes System ein kanonisches
Fundamentalsystem ist, mit dessen Hilfe man den p-Anteil der Diskriminante bestimmen kann.
Um die Diskriminante auch im wild verzweigten Fall berechnen zu ko¨nnen, hielt Hensel an der Betrach-
tung eines Systems fest, das genau an die Primdivisorzerlegung angepaßt ist. Da dieses System i.A. nicht
kanonisch ist, muß die Konjugiertenmatrix des Systems nicht nur modulo p Blockdiagonalgestalt haben
sondern fu¨r eine ausreichend hohe Potenz von p als Modul. Aufgrund dieser sta¨rkeren Teilbarkeitsforde-
rungen ist eine kompliziertere Konstruktion no¨tig. Die Determinanten der so konstruierten Diagonalblo¨cke
bestimmte Hensel aus den Gleichungsdiskriminanten der Kongruenzen fu¨r die Grundbausteine der Fun-
damentalsysteme bezu¨glich des jeweiligen Primdivisors.
Wa¨hrend also im zahm verzweigten Fall das der Primdivisorzerlegung angepaßte kanonische System
direkt hingeschrieben werden konnte, mußte im wild verzweigten Fall zur Berechnung des p-Anteils der
Diskriminante ein ebenfalls der Primdivisorzerlegung angepaßtes, nicht kanonisches System erst konstru-
iert werden.
4.1.2 Algebraische Funktionen einer Variablen
In der ersten Jahresha¨lfte 1900 schrieb Hensel gleichzeitig an den auch inhaltlich parallel gefu¨hrten Arbei-
ten [39, 1901] und [42, 1902]. In ihnen operierte er im Fall der algebraischen Funktionen einer Variablen
16Der Vorteil des modifizierten α ist, daß man bei der Reduktion mit Hilfe der Kongruenz fu¨r α keine U¨bertra¨ge beru¨ck-
sichtigen muß.
17Beide Begriffe beschreiben, daß der p-Anteil der Determinante der Konjugiertenmatrix eines Systems aus den Spal-
tenteilern bestimmt werden kann. Fu¨r “normal” hatte Hensel dies direkt gefordert, fu¨r “kanonisch” formulierte er eine
a¨quivalente Bedingung mit Hilfe der Elementarteiler.
18Hensel vero¨ffentlichte die entsprechende Theorie nur im Fall der algebraischen Funktionen, in dem es keine wilde
Verzweigung gibt.
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mit Potenzreihen bzw. im zahlentheoretischen Fall mit zugeordneten lokalen Konjugierten. Der einfachere
Fall der algebraischen Funktionen einer Variablen wird hier zuerst dargestellt.
Hensel begann damit, die Bedingung an ein kanonisches System einfacher zu formulieren, indem er die
Koeffizienten der Entwicklung benutzte. Zu einer algebraischen Erweiterung n-ten Grades und einem
n-elementigen linear unabha¨ngigen System betrachtete er die n×n-Matrix M der Entwicklungen an den
verschiedenen Verzweigungspunkten. Das System ist genau dann kanonisch, wenn die Determinante der
reduzierten Matrix Mred, die dadurch entsteht, daß man jede Spalte durch ihren Spaltenteiler
19 teilt, fu¨r
x = a nicht verschwindet, also nicht durch eine positive (gebrochene) Potenz von (x− a) teilbar ist. Um
dies zu u¨berpru¨fen, muß man in Mred nur die Absolutglieder beru¨cksichtigen: Das System ist kanonisch,
wenn die Determinante der aus den Absolutgliedern von Mred gebildeten Matrix nicht verschwindet.
Diese Bedingung formulierte Hensel jetzt ohne die vorherige Division: In jeder Spalte sind die Anfangsko-
effizienten die Koeffizienten des Spaltenteilers. Ein System heißt regula¨r fu¨r x = a, wenn die Determinante
der aus den Anfangskoeffizienten gebildeten Matrix nicht verschwindet.
Hensel gab einen relativ einfachen Algorithmus an, um von einem beliebigen System zu einem regula¨ren
System an x = a zu gelangen. Die d Entwicklungen an einem der Verzweigungspunkte sind durch eine
von ihnen mitbestimmt und Hensel betrachtete die rechteckige Matrix, die zu jedem Verzweigungspunkt
genau eine Zeile entha¨lt.
Aus der bekannten Verzweigung folgen die Reste der Spaltenteilerexponenten eines regula¨ren Systems. Zu
einem Verzweigungspunkt der Ordnung drei geho¨ren zum Beispiel die Reste 0, 13 ,
2
3 , wa¨hrend die Exponen-
ten selbst auch 2, 43 ,− 13 sein ko¨nnen. Ist das System nicht regula¨r, so kommt einer der vorgeschriebenen
Reste nicht und stattdessen einer der kleineren Reste ha¨ufiger vor.
Die Betrachtung der Potenzreihen hat den Vorteil, daß man nicht nur erkennt, daß ein falscher Spalten-
teiler vorkommt, sondern auch, an welchem Verzweigungspunkt das Problem auftritt. In seiner Arbeit
[20, 1895] hatte Hensel durch Lo¨sung eines linearen Gleichungssystems nur erreichen ko¨nnen, daß die
Summe der Spaltenteiler irgendwie ansteigt.
Es gebe zum Beispiel nur einen Verzweigungspunkt der Ordnung drei und keinen, dessen Ordnung ein
Vielfaches von drei ist. Wenn dann in einer Zeile zwei Entwicklungen mit (x − a) 13 beginnen und die
Spaltenteiler der dazugeho¨rigen Spalten beide (x−a) 13 sind, so kann das System nicht regula¨r sein.20 Das
Verfahren ha¨lt dann eine der beiden den Spalten zugeordneten Funktionen fest und zieht von der zweiten
ein Vielfaches der ersten ab, so daß der Koeffizient von (x−a) 13 der zweiten Funktion in dieser Zeile Null
wird, diese zweite Funktion also einen ho¨heren Spaltenteiler hat.
Diese Umformungen werden mit Hilfe der zugeordneten Entwicklungen bestimmt (und vera¨ndern diese
auf leicht auszurechnende Weise), aber an den Funktionen selbst durchgefu¨hrt und daher sto¨rt es nicht,
daß die Ausdru¨cke (x − a) 1d , nach denen entwickelt wird, nicht im betrachteten Ko¨rper algebraischer
Funktionen liegen. Es mu¨ssen genaugenommen nur die Koeffizienten der Spaltenteiler beru¨cksichtigt wer-
19Dies ist die in der Spalte minimal auftretende gebrochene Potenz von (x− a).
20Es ko¨nnte trotzdem regula¨r sein, wenn ein zweiter Spaltenteiler 1
3
sein du¨rfte, was daher ausgeschlossen wurde.
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den - allerdings muß der Spaltenteiler neu berechnet werden, wenn alle Koeffizienten verschwunden sind.
Ein wichtiger Vorteil dieses Verfahrens liegt darin, daß man nicht nur ein regula¨res System bekommt,
sondern daru¨berhinaus auch erreicht, daß jede Funktion des Systems genau einem Verzweigungspunkt
zugeordnet wird, da der Spaltenteiler aus genau einer Zeile der rechteckigen Matrix stammt.
Nimmt man jetzt die Zeilen wieder hinzu, die aus den eben betrachteten folgen, so erha¨lt man eine
untere Blockdreiecksmatrix. Bei der Konstruktion eines Fundamentalsystems (fu¨r alle ganzen Funktio-
nen oder ein Ideal) setzt man das Verfahren fort, bis man eine Blockdiagonalmatrix erreicht. Dazu werden
wiederum Spaltenoperationen durchgefu¨hrt, die jeden Eintrag, der nicht den Spaltenteiler liefert, zu Null
machen.
Mit Hilfe dieses Verfahrens kann man auch entscheiden, ob ein gegebenes System lokal ein Fundamental-
system fu¨r irgendein Ideal ist, ohne daß dieses bekannt sein muß. Ein Ideal bilden dabei alle Funktionen,
die vorgegebene Teilbarkeitsforderungen erfu¨llen und an den u¨brigen im Endlichen liegenden Punkten
nicht singula¨r sind. Eine solche Forderung an den Verzweigungspunkten u¨ber x = a ko¨nnte sein, daß die
Funktionen durch P 31 und P
−4
2 teilbar sind.
Bei der Konstruktion eines Fundamentalsystems fu¨r alle an x = a ganzen Funktionen ging Hensel von ei-
nem beliebigen n-elementigen, linear unabha¨ngigen System an x = a ganzer Funktionen aus und u¨berfu¨hr-
te es in ein regula¨res. Dann teilte er die Elemente, deren Spaltenteiler (x − a)s mit s > 1 sind, durch
(x− a)g mit g ≤ s ∈ Z maximal und erhielt ein Fundamentalsystem. Sind zum Beispiel die Spaltenteiler
der zu P1 geho¨renden Elemente
2
3 ,
4
3 , 3, so beha¨lt man das erste Element bei, teilt das zweite durch (x−a)
und das dritte durch (x− a)3.
Will man u¨berpru¨fen, ob ein gegebenes System ein Fundamentalsystem ist, so u¨berfu¨hrt man es in ein
regula¨res System und kontrolliert, ob die Exponenten der Spaltenteiler alle kleiner als Eins sind.
Will man jetzt aus dem oben konstruierten Fundamentalsystem eines fu¨r die ganzen Funktionen erhal-
ten, die durch P 41 teilbar sind, so muß man noch zwei weitere Schritte machen. Zuerst muß man durch
Spaltenoperationen erreichen, daß alle Elemente des Systems, die nicht zum Primdivisor P1 geho¨ren,
durch P 41 teilbar sind, indem man ggf. die ersten Summanden der entsprechenden Entwicklungen be-
seitigt. Anschließend multipliziert man einige der Elemente des Fundamentalsystems, die zu P1 geho¨ren
mit (x − a), damit sie durch P 41 teilbar sind. Geho¨rt zum Beispiel P1 zu einem Verzweigungspunkt der
Ordnung d > 4, so kann man zu einem fu¨r x = a regula¨ren System u¨bergehen, erha¨lt also d Elemente,
deren Entwicklungen an P1 die Spaltenteiler 0,
1
d ,
2
d , . . . ,
d−1
d ergeben. Das gesuchte System erha¨lt man,
indem man die ersten vier dieser Funktionen mit (x− a) multipliziert, wodurch man ein System erha¨lt,
dessen Spaltenteiler 4d , . . . ,
d−1
d , 1,
d+1
d ,
d+2
d ,
d+3
d sind.
Will man jetzt u¨berpru¨fen, ob ein gegebenes System ein Fundamentalsystem fu¨r ein Ideal sein kann, so
u¨berfu¨hrt man es in ein regula¨res und u¨berpru¨ft, ob die Spaltenteiler eine lu¨ckenlose Sequenz ergeben.
In einem zweiten Schritt muß noch u¨berpru¨ft werden, ob die u¨brigen Elemente des Systems durch die
Potenz von Pi teilbar sind, die der Sequenz entspricht. Geho¨ren also zum Beispiel zu P1 drei Elemente des
regula¨ren Fundamentalsystems und bilden die dazugeho¨rigen Spaltenteiler die Sequenz 23 ,
4
3 , 3, so kann
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das gegebene System kein Fundamentalsystem fu¨r ein Ideal sein. Bilden die dazugeho¨rigen Spaltenteiler
hingegen die Sequenz 23 , 1,
4
3 , so ko¨nnte das System ein Fundamentalsystem fu¨r die durch P
2
1 teilbaren
Funktionen sein und es ist zu u¨berpru¨fen, ob auch alle u¨brigen Elemente des Systems durch P 21 teilbar sind.
Hensel formulierte diese Bedingungen als verschiedene Mo¨glichkeiten, die Matrix in Blockdiagonalge-
stalt umzuformen. Die Umformung ist genau dann mo¨glich, wenn sie fu¨r eine bestimmte endliche, aber
a priori nicht bestimmte Potenz (x − a)D als Modul mo¨glich ist.21 Fordert man nur eine bestimmte
Genauigkeit, betrachtet man also die Matrix modulo (x − a)M mit M > D, so la¨ßt sich die geforderte
Blockdiagonalform, falls sie mo¨glich ist, in endlich vielen Schritten erreichen, denn in jedem Schritt be-
seitigt man einen Summanden einer auftretenden Potenzreihe.
Fu¨r die tatsa¨chliche Blockdiagonalform beno¨tigt man im Allgemeinen unendlich viele Schritte und die so
erhaltenen Elemente liegen nicht mehr im betrachteten Ko¨rper.22 Man erkennt hier erstmals in Hensels
Arbeiten die schwache Konstruktivita¨tsforderung der Berliner Schule: Das System kann in endlich vielen
Schritten einer beliebig gegebenen Genauigkeitsforderung genu¨gen.
Als Ergebnis dieses Algorithmus erha¨lt man insbesondere Elemente, die genau einen der Primdiviso-
ren u¨ber x = a genau einmal enthalten, wa¨hrend sie durch beliebig hohe Potenzen der anderen teilbar
sind.23
Die erhaltenen lokalen Ergebnisse lassen sich zusammensetzen. Somit konnte Hensel sowohl u¨berpru¨fen,
ob ein gegebenes System ein Fundamentalsystem fu¨r ein Ideal ist, weil er dazu nur eine endliche Anzahl
kritischer Linearfaktoren betrachten mußte, als auch ein Fundamentalsystem fu¨r eine gegebene Teilbar-
keitsbedingung konstruieren, da sich die erforderlichen Modifikationen zu verschiedenen Linearfaktoren
gegenseitig nicht sto¨ren.
Der Aufbau des zweiten Teils der Arbeit orientierte sich sta¨rker als Hensels vorige Arbeiten zu die-
sem Themenbereich an der Arbeit von Dedekind und Weber (1882). Der Grund ist vermutlich, daß er
diesmal alle Aussagen ihrer Arbeit auch auf seine Weise erhalten wollte. Er betrachtete Divisoren mit
positiven oder negativen Exponenten und definierte ihre A¨quivalenz. Weiter fu¨hrte er die Differential-
klasse ein und arbeitete statt mit einer ausgezeichneten Variable mit der Ordnungszahl einer Funktion.
Die Zulassung von Divisoren mit negativen Exponenten ermo¨glichte eine elegantere Ausdrucksweise und
Vereinfachungen der Beweise im Vergleich zu [Dedekind/Weber, 1882].
4.1.3 Die Eingliederung in die Idealtheorie
Oben wurde versucht, Hensels Weg zu seiner neuen Theorie der algebraischen Zahlen nachzuzeichnen.
Entscheidend dafu¨r waren seine Behauptungen, daß (und wieviele) Konjugierte genau einem Primdivisor
entsprechen bzw. lokal konjugiert sind. Ein wesentlicher Punkt der ausfu¨hrlichen Darstellung der Theorie
21Dies ist analog zum Fall der algebraischen Zahlen, wo Hensel die Blockdiagonalgestalt auch fu¨r pM als Modul forderte,
da er die Potenz, fu¨r die er sie brauchte, nicht apriori abscha¨tzen konnte.
22Dies implizite Vervollsta¨ndigung wurde von Hensel jedoch nicht thematisiert.
23Auch hier gilt: Fu¨hrt man unendlich viele Schritte des Algorithmus durch, so sind die Elemente durch die u¨brigen
Primdivisoren gar nicht mehr teilbar.
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war es, diese Behauptungen zu beweisen. Hensel brauchte von Oktober 1897 bis Juni 1900, um zu einer
relativ pra¨zisen Formulierung dieses Sachverhalts zu kommen.
Geht man von der Primdivisorzerlegung von p und einem der Primdivisoren P aus, so ist es verha¨lt-
nisma¨ßig leicht, zu Entwicklungen modulo PM zu gelangen. Man braucht dazu ein Element α, dessen
Potenzen 1, α, . . . , αk−1 ein Fundamentalsystem fu¨r den Modul P bilden, und ein Element pi, das genau
einmal durch P teilbar ist. Die Entwicklungen haben die Gestalt x =
∑M−1
i=0 fi(α)pi
i, wobei die ganzen
Funktionen fi mod p reduzierte Koeffizienten und maximal Grad k − 1 haben.
Hensel wollte u¨ber die Potenzreihenentwicklungen allgemeinere Aussagen treffen, die nicht mehr auf
P Bezug nehmen. Zuna¨chst erfu¨llt die fu¨r x bestimmte Entwicklung das Minimalpolynom von x modulo
PM . Hensel zeigte, daß sie es auch modulo pM
′
erfu¨llt.24
Um die gesuchten kd konjugierten Entwicklungen zu erhalten, ersetzte Hensel die Entwicklungselemente
α und pi zuna¨chst durch algebraisch einfachere Elemente und benutzte die Konjugierten der letzteren.
Dazu ging er von der Kongruenz aus, die α modulo P erfu¨llt, und zeigte, daß sich α schrittweise innerhalb
des Ko¨rpers modifizieren la¨ßt, bis es diese Kongruenz auch modulo PM erfu¨llt. Dann betrachtete er die
entsprechende Gleichung und arbeitete mit ihren k algebraischen Wurzeln αi. Analog ging Hensel fu¨r pi
vor: Er bestimmte eine Kongruenz (in deren Koeffizienten α vorkommt), die pi fu¨r eine genu¨gend große
Potenz von P als Modul erfu¨llt, zeigte dann, daß sich pi so modifizieren la¨ßt, daß es diese Kongruenz
auch fu¨r PM als Modul erfu¨llt, und betrachtete anschließend die Wurzeln der Gleichungen, die entstehen,
wenn in den Koeffizienten die verschiedenen Werte αi eingesetzt werden. Die kd Konjugierten erha¨lt man,
indem man zu jedem gewa¨hlten αi nacheinander die d zugeordneten Werte pij einsetzt.
Sei x ein Element des betrachteten Zahlko¨rpers, dessen Minimalpolynom F (x) Grad n hat. Jede Ent-
wicklung, die man erha¨lt, indem man in die urspru¨ngliche Entwicklung statt (α, pi) eine der kd zula¨ssigen
Kombinationen (αi, pij) einsetzt, erfu¨llt ebenfalls das Minimalpolynom F (x) modulo p
M ′ . Die urspru¨ngli-
che Entwicklung mit (α, pi) stimmt modulo PM mit genau einer der Entwicklungen mit (αi, pij) u¨berein.
Es bleibt die Aufgabe zu zeigen, in welchem Sinne die so erhaltenen Entwicklungen eindeutig sind.
Bisher wurden zu einem Primdivisor und einem Element kd Entwicklungen konstruiert. Hensel erla¨uterte
anschließend, wie die Konjugierten dieses Elements in Gruppen zerfallen.
Dazu ging er zur normalen Hu¨lle u¨ber, bestimmte dort einen Primdivisor P1 von P und bezeichnete
jeweils den konjugierten Divisor zu P1 in dem entsprechenden konjugierten Ko¨rper mit Pi. Betrachtet
man dann jeweils die (urspru¨ngliche) Entwicklung von xi modulo P
M
i , so erha¨lt man insgesamt n Po-
tenzreihenentwicklungen, die alle das Minimalpolynom von x modulo pM
′
erfu¨llen.
Hensels wesentliches Argument ist, daß die Kongruenz F (x) ≡ 0 mod ℘M genau n modulo ℘ verschiedene
Wurzeln hat, wobei ℘ jeweils einen Primdivisor von p in dem normalen Ko¨rper bezeichnet, der alle gerade
zu beru¨cksichtigenden Gro¨ßen entha¨lt.
Sei also zuna¨chst ℘ ein solcher Primdivisor, nachdem man alle xi, αj und pik hinzugenommen hat. Dann
erfu¨llen die kd konjugierten Entwicklungen zu x1 die Kongruenz ebenso wie die n Entwicklungen zu den
24Dabei wird M ′ ∈ N beliebig groß, wenn M beliebig groß wird. Konkret ist M ′ der ganze Anteil von M
d
.
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jeweiligen xi. Daher mu¨ssen die kd konjugierten Entwicklungen zu x1 modulo ℘
M mit kd der Entwick-
lungen zu xi (i = 1, . . . , n) u¨bereinstimmen. Diese kd der xi bilden also eine der gesuchten Gruppen.
Betrachtet man die kd konjugierten Entwicklungen zu einem xi, das nicht in der ersten Gruppe enthalten
ist, so erha¨lt man eine weitere Gruppe usw.
Es ist klar, daß je nach gewa¨hltem P ein festes x1 mo¨glicherweise in verschiedenen Gruppen ist, da ja fu¨r
ein anderes P ′ schon k′d′ einen anderen Wert haben kann.25
Hensels Hoffnung war, daß die Menge der Entwicklungen, die zu einem Primdivisor P geho¨ren, in einem
geeigneten Sinne invariant ist.26 Um dies zu zeigen, betrachtete Hensel die ganzzahligen Faktoren, die
entstehen, wenn man jeweils die zu einem Primdivisor geho¨rigen Linearfaktoren (X − x(αi, pij)) ausmul-
tipliziert. Diese Faktoren liefern eine Zerlegung des Minimalpolynoms modulo pM
′
. Fu¨r die behauptete
Eindeutigkeit ist daher zu zeigen, daß die Zerlegung des Minimalpolynoms modulo pM
′
eindeutig ist.
Dann sollte nach Hensel jedem irreduziblen Faktor ein Primdivisor entsprechen und die Wurzeln eines
solchen Faktors sollten bis auf eine noch zu definierende A¨quivalenz eindeutig sein.27
Hensel ku¨ndigte daher an, daß man von dieser Zerlegung ausgehend auch die Primdivisoren definieren
und damit auf die Grundlage der Idealtheorie verzichten ko¨nne.28
Im zweiten Teil seiner Arbeit stellte sich Hensel analog zum Fall der algebraischen Funktionen die Aufgabe,
von einem beliebigen linear unabha¨ngigen System mit n Elementen ausgehend zu einem Fundamental-
system fu¨r die lokal ganzen Zahlen bzw. fu¨r ein Ideal zu kommen, sowie ein solches Fundamentalsystem
allgemein zu charakterisieren.
Die Situation ist etwas komplizierter als im Fall der algebraischen Funktionen: Zum einen ist das Zielsy-
stem nicht kanonisch, d.h., man kann die Diskriminante eines Systems i.A. nicht aus den Spaltenteilern,
die hier gebrochene Potenzen von p sind, berechnen. Zum anderen tritt jeder Spaltenteiler k-fach auf.
Das Verfahren, das im wesentlichen analog zu dem oben vorgestellten verla¨uft, arbeitet daher mit den
Spaltenteilern, um in der richtigen Reihenfolge zu modifizieren, kann aber die Bedingung an das System
in Blockdreiecksform nicht allein in Termen der Spaltenteiler formulieren.
Hensel betrachtete wieder die rechteckige Teilmatrix der Entwicklungen, in der zu jedem Primdivisor von
p genau eine Zeile geho¨rt. Im ersten Schritt modifizierte er das System so, daß der Teiler jeder Spalte von
genau einer Zeile herkommt. Die Betrachtung modulo pM erlaubt es dabei, nur mit Linearkombinationen
der Elemente des Fundamentalsystems αipij mit ganzzahligen Koeffizienten zu arbeiten.29 Diese ganz-
zahligen Koeffizienten beeinflussen die Spaltenteiler (konkret z.B. fu¨r eine Primzahl q). Die Betrachtung
25Auch wenn k = k′ und d = d′ ist, mu¨ssen die Gruppen nicht u¨bereinstimmen.
26D.h. einem festen Primdivisor werden immer kd Entwicklungen zugeordnet und diese haben genug gemeinsam. Da um-
gekehrt ein festes x i.A. eine andere Entwicklung bezu¨glich P bzw. P ′ hat, ist diese Hoffnung nicht offensichtlich aussichtslos,
obwohl x in verschiedenen Gruppen liegt.
27Die Zerlegung einer irreduziblen ganzzahligen Gleichung modulo pM
′
liefert fu¨r ein genu¨gend großes M ′ keine mehrfa-
chen Faktoren.
28Tatsa¨chlich begann sein spa¨terer Aufbau der Theorie mit der Einfu¨hrung geeigneter Objekte, die es erlaubten zu
beweisen, daß die Zerlegung einer ganzzahligen Gleichung in solche Faktoren eindeutig ist, vgl. hierzu vor allem seine in den
Abschnitten 5.2 und 5.3 behandelte Vorlesung aus dem Sommersemester 1902.
29Hat man eine Entwicklung gegeben, so schneidet man sie an der betreffenden Stelle ab und reduziert alle Potenzen pic
mit c ≥ d mit Hilfe der Gleichung d-ten Grades, die pi erfu¨llt. Hensel konstruierte einen von M abha¨ngigen algebraischen
Hilfsko¨rper, in dem der zugeordnete Eintrag liegt. Das la¨uft auf dasselbe hinaus.
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modulo pM erlaubte es außerdem, bei der Modifikation nicht durch zu p teilerfremde Zahlen zu teilen,
sondern mit den entsprechenden Inversen modulo pM zu multiplizieren.30 Dies ist entscheidend dafu¨r,
daß die Ganzheitseigenschaften an anderen Stellen (z.B q) durch dieses Verfahren nicht zersto¨rt werden.
Das so erhaltene System in Stufendreicksform modifizierte Hensel weiter, bis es in jeder Spalte nur noch
die obersten Eintra¨ge enthielt. Um zu einem Fundamentalsystem fu¨r die lokal ganzen algebraischen Zah-
len zu gelangen, teilte Hensel die so erhaltenen Elemente noch durch die Potenz von p, die der ganzzahlige
Koeffiziente der inzwischen einzigen nichtverschwindenden zugeho¨rigen Entwicklung entha¨lt.
Nimmt man jetzt die durch die Konjugationen bestimmten Zeilen wieder hinzu, so ist ein gegebenes Sy-
stem genau dann (lokal) ein Fundamentalsystem fu¨r irgendein Ideal,31 wenn es modulo pM a¨quivalent zu
einem geeigneten Blockdiagonalsystem ist, welches in sogenannte Partialsysteme zerfa¨llt. Letzteres stellt
jedoch spezifische Anforderungen: Ein Partialsystem ist ein lokales Fundamentalsystem eines Hilfsko¨rpers,
der einem Primdivisor von p entspricht. Insbesondere kann man diese Bedingung nicht allein mit Hilfe
der Spaltenteiler formulieren.
Die lokalen Modifikationen sto¨ren sich nicht gegenseitig, so daß man ein Fundamentalsystem fu¨r ein belie-
biges Ideal aufstellen kann und durch lokale Betrachtung modulo endlich vieler Primzahlpotenzen pru¨fen
kann, ob ein gegebenes System ein Fundamentalsystem fu¨r irgendein Ideal ist.
Hensel fu¨hrte abschließend noch einen Verzweigungsdivisor ein, dessen Norm die Diskriminante ist und
der beschreibt, welchen Anteil ein Primdivisor an der Diskriminante hat.32 Damit la¨ßt sich neben der
Diskriminante des Zahlko¨rpers auch die Diskriminante eines Fundamentalsystems fu¨r ein Ideal berechnen.
Er nutzte diesen Verzweigungsdivisor, um analog zum Fall der algebraischen Funktionen einer Variablen
zu beschreiben, fu¨r welchen Divisor D das komplementa¨re System eines Fundamentalsystems fu¨r den
Divisor D ein Fundamentalsystem ist.
4.1.4 Kurze Zusammenfassung zu beiden Theorien
Es gibt einen entscheidenden Unterschied zwischen der Theorie der algebraischen Funktionen und der
Theorie der algebraischen Zahlen. Wa¨hrend im Fall der algebraischen Funktionen die Vervollsta¨ndigung
nur a¨ußerlich ist, weil man in endlich vielen Schritten ein System konstruieren kann, das ein Fundamen-
talsystem ist und dessen zugeordnete Matrix der Entwicklungen in unendlich vielen Schritten in eine
Blockdiagonalmatrix u¨berfu¨hrt werden ko¨nnte, erha¨lt man im Fall der algebraischen Zahlen ein System,
das von dem benutzten Modul pM abha¨ngig ist, und sowohl die Blockdiagonalgestalt, als auch die Eigen-
schaft, ein Fundamentalsystem zu sein, nur modulo pM hat. Der Punkt dabei ist, daß zu p prime ganze
Zahlen modulo pM invertierbar sind, diese Inversen aber von M abha¨ngen.(Allerdings kann man mit dem
vorgestellten Verfahren durchaus u¨berpru¨fen, ob ein gegebenes System ein Fundamentalsystem ist, denn
es ist offenbar kein Problem, wenn das lokal a¨quivalente System an anderen Stellen nicht ganz ist.)
30Da diese Inversen von M abha¨ngig sind, treten hier implizit Folgen von Inversen modulo pM fu¨r steigendes M bzw.
p-adische Zahlen auf.
31Ein Ideal ist dabei wie im Fall der algebraischen Funktionen (und in Anlehnung an Dedekind) durch Teilbarkeitsforde-
rungen bestimmt.
32Unverzweigte Primdivisoren kommen im Verzweigungsdivisor nicht vor, fu¨r zahm verzweigte ist der Beitrag P d−1, wenn
p genau durch P d teilbar ist, und wild verzweigte tragen P d−1 mit d > d, wobei d aus der Gleichung fu¨r pi berechnet wird.
158
Die Arbeit mit den Potenzreihenentwicklungen dient in beiden Theorien nicht der Bestimmung der Dis-
kriminante. In der Theorie der algebraischen Funktionen werden die Reihenentwicklungen analytisch
bestimmt und aus ihnen la¨ßt sich die Verzweigung ablesen, aus der die Diskriminante unmittelbar folgt.
Auch in der Theorie der algebraischen Zahlen mu¨ssen zuerst die Entwicklungselemente αi und pij be-
stimmt werden, bevor man die Potenzreihen entwickeln aufstellen kann. Der p-Anteil der Diskriminante
folgt dabei aus den Gleichungen, die fu¨r die verschiedenen Entwicklungselemente pij aufgestellt wurden.
Der Vorteil der Potenzreihenentwicklungen ist daher wirklich, daß man Fundamentalsysteme einfacher
konstruktiv erhalten kann und sich insbesondere u¨berpru¨fen la¨ßt, ob ein gegebenes System ein Funda-
mentalsystem fu¨r irgend ein Ideal ist.
Es ist nicht klar, wie eng Hensel den Bezug zwischen den Entwicklungen und den Konjugierten im Fall der
algebraischen Zahlen tatsa¨chlich dachte. Zu einem gegebenen Element kann man bereits n Entwicklungen
erhalten, wenn man Hensels Konstruktion bezu¨glich aller Primdivisoren durchfu¨hrt. Umgekehrt erha¨lt
man ebenfalls n Entwicklungen, wenn man zu jedem Konjugierten und einem festen Primdivisor (in der
normalen Hu¨lle) eine Entwicklung konstruiert.33
Hensel behauptete mindestens, man ko¨nne mit Hilfe der Entwicklungen den p-Anteil der Diskriminante
berechnen. Fu¨r die Algorithmen sind die Reihenentwicklungen bzw. lokalen Konjugierten den urspru¨ng-
lichen Elementen nur zugeordnet und zeigen an, wie mit diesen operiert werden soll. Das Rechnen mit
den Reihenentwicklungen stellte fu¨r Hensel kein Problem dar.
Es gibt insgesamt drei Stellen in der Arbeit u¨ber die algebraischen Zahlen, an denen implizit
p-adische Zahlen auftreten. Zum ersten bei der ganzzahligen Zerlegung der Minimalgleichung modulo
pM , dann als Inverse modulo pM fu¨r die Spaltenoperationen und schließlich haben die Koeffizienten die-
se Form, wenn man eine gegebene Reihenentwicklung als Linearkombination eines Fundamentalsystems
schreibt.
4.2 Werbung fu¨r die neue Theorie
Hensel stellte seine neue Theorie der algebraischen Zahlen zuerst auf der vom 20.9. bis 25.9. 1897 statt-
findenden DMV-Tagung in Braunschweig vor. Dedekind hatte ihn zu einem Vortrag eingeladen,34 da
die Zahlentheorie neben der Mechanik einer der geplanten thematischen Schwerpunkte der Tagung sein
sollte. Der zusammenfassende Bericht konstatierte dann auch:
[I]nsbesondere gelang es, die gesamte Mechanik und daneben bis zu einem gewissen Grade die Zahlentheorie
in den Mittelpunkt der Verhandlungen zu stellen.35
Außer Hensel trugen Hilbert (u¨ber relativquadratische Zahlko¨rper) und Fricke (u¨ber die Beziehungen zwi-
schen Zahlentheorie und Theorie der automorphen Funktionen) zu zahlentheoretischen Themen vor.36
33Hensel a¨ußerte sich in dieser Arbeit nicht zu der Frage, ob eine konkrete Entwicklung auch allgemein zu einem festen
Konjugierten geho¨rt.
34Brief Hensels an Hurwitz vom 13.5.1897: “Kommen Sie nicht vielleicht dieses Mal nach Braunschweig? Ich gehe jedenfalls
hin und will dort auch einen Vortrag halten, nachdem Dedekind mich in liebenswu¨rdigster Weise dazu aufgefordert hat.”
35[DMV, 1899, 3].
36DMV, 1899, 4].
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Hilberts ebenfalls 1897 erschienener Zahlbericht war zu diesem Zeitpunkt bereits ausgeliefert, denn Hensel
hatte sich schon am 14.5.1897 fu¨r sein Exemplar bei Hilbert bedankt.37
Hensels Vortrag enthielt Analogien und Motivationen, er leitete die neu eingefu¨hrten Potenzreihen in
der Zahlentheorie aber nicht her. Weniger als einen Monat danach schickte Hensel zwei kurze Noten an
Hilbert zur Vero¨ffentlichung in den Go¨ttinger Nachrichten. Diese setzten in etwa die Ergebnisse des Vor-
trags voraus und benutzten sie zur Ableitung von zahlentheoretischen Resultaten. Neben vereinfachten
Beweisen fu¨r bekannte Aussagen handelte es sich um die oben dargestellte Bestimmung der Diskriminante
im wild verzweigten Fall.
Die abgedruckte Ausarbeitung des Vortrags sowie die beiden angesprochenen Noten sind Gegenstand
dieses Abschnitts.
4.2.1 A¨ußerungen Hensels zur Situation 1897
Es gibt zwei Briefe Hensels, aus denen man entnehmen kann, wie Hensel seine Theorie und ihre Mo¨glich-
keiten in den Monaten nach der DMV-Tagung 1897 einscha¨tzte.
Den ersten dieser Briefe schickte er mit den beiden kurzen Abhandlungen fu¨r die Go¨ttinger Akademie
am 19.10.1897 an Hilbert, der zweite beantwortete am 23.11.1897 eine Anfrage Webers, der etwas u¨ber
Hensels Theorie fu¨r die zweite Auflage des zweiten Bandes seiner Algebra erfahren wollte.38
Der Brief an Hilbert beginnt mit einer Beschreibung der ersten Abhandlung [29, 1897]:
Beifolgend sende ich Ihnen eine Notiz u¨ber die Bestimmung der Discriminante eines algebraischen Ko¨rpers, in
welcher ich im ersten Abschnitt die Grundlagen meiner Auffassung der algebraischen Zahlen auseinandersetze,
und diese im Weiteren zur vollsta¨ndigen Bestimmung der Ko¨rperdiscriminante anwende. Ich habe mich doch
sehr daru¨ber gefreut, dass diese Methode eine so vollsta¨ndige Lo¨sung dieser Aufgabe ermo¨glicht, wie sie in
dem letzten und auch in dem vorletzten Satze dieser Arbeit enthalten ist, und dieses unter Anwendung so
einfacher U¨berlegungen.39
Anschließend beschrieb Hensel, daß er in den vergangenen drei Wochen auch weitere Aufgaben mit seiner
Methode lo¨sen konnte und die entsprechende Abhandlung [30, 1897] ebenfalls beilege. Eine mo¨gliche
Interpretation ist, daß Hensel bereits in Braunschweig mit Hilbert abgesprochen hatte, ihm eine kurze
Note fu¨r die Go¨ttinger Nachrichten und eine ausfu¨hrliche Arbeit fu¨r die Mathematischen Annalen zu
schicken, wa¨hrend jetzte eine weitere Note hinzukam:
In den letzten 3 Wochen habe ich nun diese Methode auch auf die Frage der A¨quivalenz der Discriminante
der Fundamentalgleichung und der Ko¨rperdiscriminante, und auf die der gemeinsamen ausserwesentlichen
Discriminantentheiler eines Ko¨rpers angewendet, zwei Fragen, deren vollsta¨ndige Erledigung mir fru¨her viel
Mu¨he gemacht hat; und auch hier ging Alles so leicht, dass ich noch eine zweite kleine Note u¨ber diese
beiden Aufgaben geschrieben habe, welche ich Ihnen ebenfalls beilege, mit der Bitte, auch sie, falls Ihnen
dies mo¨glich ist, in einer der na¨chsten Sitzungen mo¨glichst bald vorlegen zu wollen.40
37Brief Hensels an Hilbert vom 14.5. 1897.
38Weber widmete Hensels Theorie eine ausfu¨hrliche Fußnote, vgl. [Weber, 1899, 559].
39Brief Hensels an Hilbert vom 19.10.1897.
40Brief Hensels an Hilbert vom 19.10.1897.
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Hensel begru¨ndete den Wunsch nach Vero¨ffentlichung der sehr knappen Noten mit dem Wunsch, schnell
etwas in der Hand zu halten, um die Nu¨tzlichkeit seiner Methode zu zeigen,41 wa¨hrend er das Gefu¨hl
hatte, noch nicht den einfachsten Aufbau der dazugeho¨rigen Theorie gefunden zu haben, so daß sich die
Darstellung der Theorie, die schließlich in [41, 1902] erfolgte, noch verzo¨gere:
Sie wu¨rden mir durch die Erfu¨llung dieser Bitte einen großen Gefallen tun, denn es liegt mir viel daran
mo¨glichst bald einige Beispiele fu¨r die Anwendbarkeit dieser Methoden auszugeben. Die gro¨ssere Abhandlung
fu¨r die Annalen liefere ich Ihnen dann bald nach, aber ich mo¨chte die Ausfu¨hrungen mo¨glichst einfach machen,
und warte daher noch etwas mit der Redaction.42
Weiterhin zeigt dieser Brief auch, daß Hensel Sellings Arbeit U¨ber die idealen Primfactoren der complexen
Zahlen, welche aus den Wurzeln einer beliebigen irreductiblen Gleichung rational gebildet sind [Selling,
1865] kannte. Er hielt diese aber nicht nur an entscheidenden Punkten fu¨r falsch, sondern sah auch die
wesentlichen Punkte seiner Arbeit darin nicht angesprochen:
Dort will ich auch noch ausfu¨hrlicher auf die Selling’sche Arbeit eingehen, welche ich jetzt nochmals genau
durchstudiert habe, was u¨brigens nicht leicht ist, denn sie ist grauenhaft geschrieben. Sie ist ausserdem
abgesehen davon dass der Fall der Theilbarkeit von d durch p nicht erledigt werden konnte [wilde Verzweigung]
direct unbrauchbar fu¨r meine Zwecke, denn weder die conjugirten Entwickelungen in der Umgebung der
Verzweigungsstellen, noch auch die verbundenen43 noch auch die Unabha¨ngigkeit der u¨brigen Entwickelungen
ergiebt sich aus seinen Ausfu¨hrungen; dies kann sich auch gar nicht ergeben, solange er die Wurzeln von
Congruenzen modulo p einfu¨hrt, denn dann sind jene Entwicklungen gar nicht verbunden bzw. conjugirt,
sondern man muss dazu die Wurzeln von Gleichungen einfu¨hren, oder wenn Sie wollen die Wurzeln von
Congruenzen fu¨r jede noch so hohe Potenz von p als Modul. Ausserdem ist sie noch an wesentlichen Stellen
unrichtig. Daru¨ber schreibe ich aber noch genauer in jener Arbeit.44
Diese Stelle la¨ßt (neben anderen) die plausible Interpretation zu, daß Hensel auch vor seinem Braun-
schweiger Vortrag von der Arbeit Sellings wußte, sich aber noch nicht genauer mit ihr auseinandergesetzt
hatte. Hilbert (oder auch Dedekind) ko¨nnte ihn darauf hingewiesen haben, daß es deutliche konzeptio-
nelle A¨hnlichkeiten zwischen seiner Arbeit und der von Selling gebe. Sellings Arbeit wird im na¨chsten
Abschnitt knapp vorgestellt.
Hilbert legte die beiden kurzen Arbeiten Hensels am 30.10. 1897 der Go¨ttinger Akademie vor.
Am 23.11.1897 hatte Hensel bereits (wie gewu¨nscht) Separatdrucke zur Verfu¨gung, so daß er sie mit
einem Begleitbrief an Weber schicken konnte. In diesem erla¨uterte er ihren Hintergrund, wodurch auch
erste Reaktionen auf Hensels Theorie bekannt werden:
Sie beziehen sich auf eine neue Auffassung der Theorie der idealen Zahlen, zu welcher ich nach vierja¨hriger
Arbeit gekommen bin, und deren Grundzu¨ge ich in Braunschweig in etwa der Weise angegeben habe, wie
sie sich im ersten Paragraphen der ersten jener beiden Noten dargelegt finden. Zu meiner gro¨ßten Freude
hat sich Herr Dedekind damals in einem Nachwort zu jenem Vortrag dahin ausgesprochen, daß ihm diese
Prinzipien eine Vereinfachung fu¨r die Theorie der algebraischen Zahlen zu ergeben schienen, und ebenso hat
sich Herr Hermite gea¨ußert, dem ich eine Darstellung jener Anschauungen schickte.45
Hensel wies darauf hin, daß seine Abhandlungen Aufgaben lo¨sen, die auch in Webers Algebrabuch be-
handelt werden:
41Vermutlich auch mit Blick auf eventuelle Berufungschancen.
42Brief Hensels an Hilbert vom 19.10.1897.
43Dies sind die Stellen, deren Entwicklungen durch die Konjugation der Entwicklungskoeffizienten (im Unterschied zu
den Entwicklungselementen pik) zusammenha¨ngen.
44Brief Hensels an Hilbert vom 19.10.1897.
45Brief Hensels an Weber vom 23.11. 1897.
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Ich habe nun jene Prinzipien in diesen beiden Noten auf einige Probleme der ho¨heren Mathematik ange-
wendet, welche sich auch in Ihrer Algebra behandelt finden, und es scheint mir, dass dieselben bei dieser
Auffassung wesentlich einfacher gelo¨st werden (das erste, die Bestimmung der Ko¨rperdiskriminante, wird
vollsta¨ndig erst durch diese Behandlung gelo¨st, wa¨hrend vorher nur fu¨r den allgemeinen Fall die scho¨ne
Lo¨sung des Herrn Dedekind vorhanden war.)46
Er erla¨uterte die Analogie zwischen Zahlentheorie und Theorie der algebraischen Funktionen einer Va-
riablen und, daß aus ihr Aufgabenstellungen fu¨r die Zahlentheorie entstehen:47
Ich habe mich aber schon seit la¨ngerer Zeit davon u¨berzeugt, dass die ganze Auffassung der Entwickelbarkeit
der algebraischen Zahlen modulo pM in Potenzreihen in der ganzen Theorie eine wesentliche Vereinfachung
herbeifu¨hrt, weil hier die Teilbarkeit durch die idealen Primfaktoren vollsta¨ndig durch das Verschwinden der
bezu¨glichen Entwicklungskoeffizienten ersetzt wird. Dadurch wird aber die ho¨here Arithmetik vollsta¨ndig das
Abbild der Theorie der algebraischen Funktionen einer Variablen, und schon durch die Analogie mit dieser
so viel weiter ausgestatteten Theorie wird man auf eine Menge Probleme gefu¨hrt, deren Erledigung ebenfalls
durch die Analogie sehr vereinfacht wird.48
Hensel bot an, Weber eine Herleitung seiner Ergebnisse aus der Idealtheorie zur Verfu¨gung zu stellen,
betonte aber gleichzeitig, daß er sie auch ganz ohne Idealtheorie ableiten ko¨nne:
Ich weiß nun nicht, ob Sie geneigt wa¨ren von dieser Auffassung in ihrer Algebra Notiz zu nehmen. Sollte
dies der Fall sein, so ko¨nnte ich Ihnen eine Herleitung jener Sa¨tze von der Idealtheorie aus zur Verfu¨gung
stellen, bei welcher die Aufstellung der Sa¨tze verha¨ltnisma¨ßig sehr einfach wird, und dann ko¨nnten die hier
behandelten 3 Probleme sich sehr einfach anschließen. Ich habe aber auch eine andere Herleitung, welche
die Idealtheorie gar nicht voraussetzt und jene Entwicklung durch einfache Erweiterung der Newton’schen
Parallelogramme und der Bernoulli’schen Na¨herungsmethoden beweist: dann bedarf man eben der Theorie
der Ideale oder der Formen gar nicht mehr und die ganze Theorie der algebraischen Zahlen wird wo¨rtlich
ebenso wie die Theorie der algebraischen Gebilde f(x, y) = 0.49
Er begru¨ndete seine neue Auffassung abschließend damit, daß er gewisse Fragen (z.B. die der wilden
Verzweigung) nicht mit der Kroneckerschen Theorie bewa¨ltigen konnte:
Ich wa¨re Ihnen sehr dankbar, wenn Sie mir mit einem Worte schreiben wollten, ob Ihnen diese Auffassung
der Theorie der algebraischen Zahlen Berechtigung zu haben scheint oder nicht; ich habe mich zu ihr erst
nach langem und gru¨ndlichem Studium der Ideal- und Formentheorie entschlossen, in Stunden, als ich sah,
dass gewisse Fragen sowohl bei den Zahlen, als auch bei den algebraischen Funktionen von 2 und mehreren
Variablen auch mit den Kronecker’schen Hilfsmitteln nicht gelo¨st werden konnten, oder doch auf fu¨r mich
unu¨berwindliche Schwierigkeiten fu¨hrten, wa¨hrend andererseits die Entwicklung nach Potenzen einer oder
mehrerer irreduzibler Funktionen oder Zahlen in jedem derartigen Gebiete geht und sich wunderbar einfach
gestaltet.50
4.2.2 Die Theorie Sellings
Es kann an dieser Stelle nicht darum gehen, Sellings Arbeit detailliert zu analysieren. Stattdessen soll
nur seine grundsa¨tzliche Herangehensweise geschildert werden. Die Darstellung beinhaltet jedoch die
46Brief Hensels an Weber vom 23.11.1897. Der “allgemeine Fall” steht dabei, wie damals noch u¨blich, im Gegensatz zu
einem Sonderfall. Konkret bezeichnet er hier den Fall, in dem keine wilde Verzweigung auftritt.
47Diesen Mechanismus nutzte Hensel in seinen Arbeiten [39, 1901] zur Theorie der algebraischen Funktionen und [41,
1902] zur Zahlentheorie.
48Brief Hensels an Weber vom 23.11.1897.
49Brief Hensels an Weber vom 23.11.1897. Der Hinweis auf die Newtonschen Parallelogramme, la¨ßt darauf schließen,
daß Hensel diese Herleitung noch grundsa¨tzlich a¨nderte, vgl. Kapitel 5. Hensel sprach explizit von einer Erweiterung der
Methode der Newtonschen Parallelogramme in seiner ausfu¨hrlichen Darstellung der Theorie der algebraischen Funktionen
zweier Variablen; fu¨r eine Erla¨uterung dieser Begriﬄichkeit vgl. daher [38, 1900, 369]. Eine analoge Methode benutzte Hensel
in seiner Herleitung der algebraischen Entwicklungselemente seiner Potenzreihen im zahlentheoretischen Fall, vgl. 4.4.2.
50Brief Hensels an Weber vom 23.11.1897. Es ist unklar, welche Fragen Hensel glaubte, fu¨r die algebraischen Funktionen
von zwei und mehr Variablen gelo¨st zu haben.
162
Behauptung, daß die Hauptkritik in [Bourbaki, 1971, 121], wonach Sellings “Unverfrorenheit” ja “nur zu
Unsinn fu¨hren konnte”, auf einem Mißversta¨ndnis beruht.
Ausgangssituation und Darstellung der Idee im einfachsten Fall
Selling ging (anders als Hensel) von der Gleichung Rn = a0x
n+a1x
n−1 + · · ·+an = 0 aus, in der a0 nicht
Eins sein muß.51 Er betrachtete die normale Erweiterung m-ten Grades, die alle Wurzeln der Gleichung
entha¨lt. Diese konstruierte er zuna¨chst durch schrittweise Reduktion von Gleichungen.52
In Anlehnung an Galois (bezogen auf Serrets Darstellung) fu¨hrte Selling das “Symbol j” als eine “ima-
gina¨re Congruenzwurzel” von Φ(x) ≡ 0( mod p) ein.53 Er erla¨uterte dann:
Eine Congruenz f(j) ≡ 0( mod p) soll dann lediglich ein abku¨rzender Ausdruck fu¨r f(x) ≡ Φ(x)F (x)( mod p)
sein, wo f(x) und F (x) ganze ganzzahlige Functionen der willku¨rlich Vera¨nderlichen x darstellen.54
Aus dieser Passage geht eindeutig hervor, daß j in Ausdru¨cken f(j) nicht als Element eines endlichen
Ko¨rpers im heutigen Sinn aufgefaßt wird.55 Selling benutzte eine verku¨rzte Sprechweise, denn er schrieb,
er wolle von Funktionen von j
wie von gewo¨hnlichen Zahlen sprechen, so oft nur Eigenschaften derselben in Betracht kommen, welche sie
nach dem Obigen mit gewo¨hnlichen Zahlen gemein haben.56
Sellings Idee war es, statt der definierenden Gleichung Rn(x) = 0 die Kongruenz Rn(x) ≡ 0 mod pM zu
betrachten. Dann wollte er fu¨r ein genu¨gend großes M insgesamt n Kongruenzwurzeln ri konstruieren
und mit ihrer Hilfe die Teilbarkeit durch die Primdivisoren von p definieren.
Zuna¨chst mußte Selling aus den Kongruenzwurzeln der Gleichung eine ’lokale’ Entsprechung der Konju-
gierten konstruieren. Sind %i (i = 1, . . . , n) die Gleichungswurzeln so besteht der betrachtete Ko¨rper aus
rationalen Funktionen x der %i. Zu einem solchen x erha¨lt man m Konjugierte xj .
57 Analog erha¨lt man
m Ausdru¨cke yj in den Kongruenzwurzeln ri, wenn man die ri statt der %i in xj einsetzt.
Jedem lokalen Konjugierten yi entspricht ein Primdivisor ℘ von p. (Induzieren zwei lokale Konjugierte die
gleichen Teilbarkeitsausagen, so entspricht ihnen der gleiche Primdivisor.) Jedem Primdivisor ℘ ist eine
(gebrochene) Potenz von p zugeordnet. Jedes yi ist durch eine (gebrochene) Potenz von p genau teilbar.
Daher kann man ablesen, durch welche Potenz des Primdivisors die betrachtete Funktion x teilbar ist.
Genauer:
Will man wissen, durch welche Potenz von ℘ das Element x teilbar ist, so berechnet man zuerst ein zu ℘
geho¨riges yk (also eine rationale Funktion der Kongruenzwurzeln ri). Anschließend sucht man die zu ℘
geho¨rige Potenz von p heraus. Sei diese p
r
s . Dann sichert Sellings Theorie, daß yk genau durch p
rt
s (fu¨r
ein t ∈ N) teilbar ist. Damit ist x genau durch ℘t teilbar ist.58
51Die ai sind ganz und haben keinen gemeinsamen Teiler, [Selling, 1865, 17].
52[Selling, 1865, 21].
53Beide [Selling, 1865, 23].
54[Selling, 1865, 23].
55Insbesondere heißt das, daß eine Summe, die modulo p verschwindet, im na¨chsten Schritt modulo p2 untersucht werden
kann. Die Darstellung von [Bourbaki, 1971, 121] geht hingegen davon aus, daß Selling in Fq arbeitet.
56[Selling, 1865, 32].
57Selling hatte zuvor bestimmt, welche m Permutationen der Wurzeln auf die Konjugierten fu¨hren, d.h. in etwas aktua-
lisierter Sprechweise zur Galoisgruppe geho¨ren.
58Bezeichnungen dieses U¨berblicks B.P.
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Der einfachste Fall ist der, in dem p nicht in der Diskriminante der definierenden Gleichung enthalten ist.
In diesem erhielt Selling jeweils eine lineare Kongruenz, um die na¨chstho¨here Kongruenz zu erfu¨llen, d.h.
aus einer Kongruenzwurzel r(µ−1) von Rn ≡ 0 (mod pµ−1) eine Kongruenzwurzel r(µ) = r(µ−1) + pµ−1y
von Rn ≡ 0 (mod pµ) zu bestimmen.59
Dann werden fu¨r den Test, ob x durch ℘µ teilbar ist, in die ℘ zugeordnete rationale Funktion yk =
F (r1, . . . , rn) statt ri die Na¨herungswerte r
(µ)
i eingesetzt. Gepru¨ft wird, ob das so erhaltene Ergebnis
durch pµ teilbar ist.
Selling untersuchte anschließend, ob sich Elemente konstruieren lassen, die vorgegebene Teilbarkeitseigen-
schaften haben. Weiter pru¨fte er, ob sich sogar vorgegebene Na¨herungswerte fu¨r yk erreichen lassen.
60.
Selling erla¨uterte, seine lokale Betrachtungsweise erlaube die Benutzung der “Methode des gro¨ßten ge-
meinsamen Teilers”:
Der Grundgedanke bei der Einfu¨hrung der idealen Primfactoren besteht darin, die complexen Zahlen nicht
im Ganzen, sondern getrennt in Beziehung auf die einzelnen gewo¨hnlichen Primzahlen zu untersuchen, da
sich in Bezug auf die einzelnen Primzahlen die Functionen der Gleichungswurzeln durch Functionen von
Congruenzwurzeln ersetzen lassen, welche die zur Zerlegung in Primfactoren no¨thigen Eigenschaften besitzen,
da sich die Methode des gro¨ßten gemeinsamen Divisors auf sie anwenden la¨ßt.61
Der von Selling definierte Begriff der ganzen komplexen Zahl in Bezug auf die Primzahl p bedeutet, daß
die Zahl nicht genau durch eine negative Potenz eines Primdivisors von p teilbar ist. In diesem einfachen
Fall ist dies a¨quivalent dazu, daß die Koeffizienten der Zahl x die Primzahl p nicht im Nenner enthalten.62
Konstruktion der Wurzeln im allgemeinen Fall
Im zweiten Fall ist p in der Diskriminante von Rn enthalten, aber a0 nicht durch p teilbar. Dann kann
o.E. a0 = 1 angenommen werden. Selling begann seine Untersuchung damit, fu¨r ein beliebiges µ ∈ N eine
Zerlegung Rn ≡ BP (mod pµ) zu konstruieren, wobei B eine Fortsetzung eines Faktors B1 ist, der eine
mehrfache Kongruenzwurzel modulo p von Rn beschreibt: Es ist also B ≡ B1 + pB2 + . . . (mod pµ) und
B1 ≡
(
x− r(1)1
)β
(mod p).63 Beno¨tigt man die Wurzeln von Rn bis zur µ-ten Stelle, so mu¨ssen aufgrund
der angegebenen Zerlegung in diesem Fall die Berechnungen modulo pK fu¨r ein geeignetes K > µ durch-
gefu¨hrt werden.64
Aus dem so erhaltenen Faktor B leitete Selling ab, welche Gestalt die weiteren Glieder der β Kongruen-
zwurzeln r
(1)
1 haben ko¨nnen. Dazu setzte er x = r
(1)
1 + y und bestimmte eine Kongruenz β-ten Grades
modulo pµ fu¨r y:
B ≡ yβ + b1yβ−1 + · · ·+ bβ(mod pµ).
Nachdem Selling die Exponenten kh so einfu¨hrte, daß bh genau durch p
kh teilbar ist, ergibt sich eine
Fallunterscheidung, je nachdem ob fu¨r jedes h gilt: khh ≥ 1.
59[Selling, 1865, 26]. Er bezeichnete die Primzahl in diesem Fall mit q, was hier nicht u¨bernommen wurde.
60Na¨herungswert bedeutet, daß der Wert nur modulo eines gegebenen pµ u¨bereinstimmen muß, [Selling, 1865, 27f].
61[Selling, 1865, 31]. Selling gab also durchaus ein (wenn auch sehr implizites) Argument, warum er zu Primdivisoren
gelangt.
62[Selling, 1865, 31].
63Vgl. [Selling, 1865, 33]. Beim U¨bergang vom Modul µ − 1 zum Modul µ wird dabei der ’Rest’ M (bestimmt durch
Rn−BP = pµ−1M) mit Hilfe der teilerfremden Anfangsglieder B1 und P1 modulo p dargestellt: M ≡ B1Pµ+P1Bµ(mod p).
64Vgl. [Selling, 1865, 33] und [Selling, 1865, 37].
164
Ist dies der Fall, so kann man y = pz einsetzen, das na¨chste Glied erha¨lt also die Gestalt
r
(2)
1 = r
(1)
1 + pR2. Dividiert man die nach dem Einsetzen erhaltene Kongruenz B1(z) durch p
β , so erha¨lt
man eine Kongruenz B′(z) modulo pµ−β . Besitzt auch B′ modulo p noch mehrfache Wurzeln, so muß
der Prozeß fortgesetzt werden. Sonst kann man (wie im einfachsten Fall) die Wurzeln von B′ so weit wie
beno¨tigt berechnen und aus diesen die Wurzeln von B bestimmen.
Ist hingegen c := min khh < 1, so ist y nicht durch p teilbar. Selling fu¨hrte in diesem Fall eine geeig-
nete γ-te Kongruenzwurzel von p modulo pµ ein: Sei dazu i maximal mit kii = c, δ := ggT(ki, i), γ :=
i
δ
und κ = kiδ . Dann fu¨hrte er eine Wurzel von y
γ ≡ p (mod pµ) ein und behauptete, man ko¨nne als solche
“eine algebraische γ-te Wurzel aus p ansehen.”65
Das weitere Verfahren soll hier nur ganz grob geschildert werden. Die obigen Berechnungen bedeuten,
daß das zu bestimmende y genau durch p
κ
γ teilbar. Durch Einsetzen von y = z · γ√pκ erha¨lt man daher
wiederum eine Kongruenz fu¨r z. Aus dieser leitete Selling eine Hilfskongruenz B′ ≡ 0 modulo p ab. Hat
diese Hilfskongruenz keine mehrfachen Wurzeln, so kann man ihre Wurzeln zu den gesuchten Werten fu¨r
y verla¨ngern.
Anderenfalls nutzte Selling die mehrfachen Wurzeln von B′, um B weiter zu zerlegen usw.66
Hierbei tritt der Fall auf, der der wilden Verzweigung entspricht: Ist γ durch p teilbar, so muß die be-
trachtete Hilfskongruenz B′ mehrfache Wurzeln haben.67 Daher setzte Selling γ = γ′ · pα, wobei γ′ nicht
durch p teilbar ist. Anschließend benutzte er Zerlegungen, in deren Koeffizienten nur γ′-te Wurzeln von
p vorkommen.68 Die in seinem Zerlegungsprozeß auftretenden Kongruenzen, die auf pα-te Wurzeln aus p
fu¨hren wu¨rden, behielt er als Objekte bei und ordnete ihnen symbolische Wurzeln zu.
Zusammenfassend erha¨lt man in jedem Schritt entweder 1) Kongruenzwurzeln von B und einen Faktor,
der den Rest beschreibt, oder 2) eine feinere Zerlegung.
Der Zerlegungsprozeß kommt zu einem Abschluß und man erha¨lt Kongruenzwurzeln ri, die die folgenden
Typen von Bestandteilen enthalten ko¨nnen: eine imagina¨re Kongruenzwurzel j, eine Wurzel s
√
p aus p,
sowie Wurzeln vi fu¨r jede der nicht weiter behandelbaren Kongruenzen p
α-ten Grades, in deren Koeffizi-
enten i.A. s
√
p vorkommt.69
Um auf den Kongruenzwurzeln eine Konjugation zur Verfu¨gung zu haben, konstruierte Selling s-te Ein-
heitswurzeln modulo pµ, mit denen er s
√
p multiplizierte. Bezeichne Θ den minimalen Grad der fu¨r die
ri (i.A. ohne die Einheitswurzeln) beno¨tigten imagina¨ren Kongruenzwurzeln. Weiter seien die je σ der
m Konjugationen zusammengruppiert, die nur Vertauschungen der (nicht unterscheidbaren) Wurzeln vi
entsprechen.
Nach diesen Vorbereitungen argumentierte Selling, daß man die Koeffizienten der Wurzeln ri in der ra-
65[Selling, 1865, 34].
66Die Zerlegung hat dann die Gestalt B ≡ γ
√
pβκ · C · D(mod pµ), wobei C = C1 + C2 γ√p + · · · + Cν γ
√
pν−1 mit
C1 ≡ (z − z1)λ(mod p), dabei ist ν = γµ− βκ, [Selling, 1865, 34].
67[Selling, 1865, 35].
68Wobei diese Zerlegung “nach einer Potenz von γ′
√
p als Modul vo¨llig analog der Zerlegung der Congruenz B ≡ 0 nach
einer Potenz von p als Modul ausgefu¨hrt werden kann,” [Selling, 1865, 36].
69[Selling, 1865, 36].
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tionalen Funktion f so bestimmen kann, daß die m Konjugierten vorgegebene Werte annehmen, solange
die letzteren mit der Konjugationsstruktur der Wurzeln vertra¨glich sind.70
Die Definition der Primdivisoren
Fu¨r die Definition der Primdivisoren untersuchte Selling, durch welche minimale (positive, gegebenenfalls
gebrochene) Potenz von p ein aus den Wurzelbestandteilen rational gebildeter Ausdruck teilbar sein
kann. Dazu muß zuna¨chst den Wurzeln vi, die einer Gleichung des Grades p
α mit genau durch s
√
pκ
teilbarem Absolutglied genu¨gen, ein Anfangsglied zugeordnet werden.71 Mit einem Ru¨ckblick auf sein
Zerlegungsverfahren begru¨ndete Selling, daß dieses Anfangsglied genau durch p
κ
s·pα teilbar ist:
Denn wu¨rde diese Congruenz beim Versuch einer der fru¨heren analogen Auflo¨sung nicht zu einem solchen An-
fangsglied fu¨r ihre Wurzeln fu¨hren, so mu¨sste sie nach dem Fru¨heren in Factoren niedrigerer Grade zerlegbar
sein.72
Weiter betrachtete Selling symmetrische Produkte von je σ Ausdru¨cken, die sich nur durch Permutation
der vi unterscheiden. Hat ein solches den Exponenten
λ
s , so ordnete er jedem der Faktoren den Exponen-
ten λσs zu.
Konkret fragte Selling daher nach dem minimal mo¨glichen Wert δ, wenn der betrachtete Ausdruck genau
durch p
δ
σs teilbar ist. Dann ist δ ein Teiler von σ, da man sonst “zwei ganze Zahlen h und k finden ko¨nnte,
durch welche hδσs − ks < δσs werden wu¨rde.”73
Setzt man die verschiedenen ri fu¨r die %i in x = f(%1, . . . , %n) ein, so la¨ßt sich das erste Glied in der
Form g · σs
√
pδν mit zu p primem g und ganzem ν schreiben.74
Zu einem gegebenen x bestimmte Selling fu¨r alle m Konjugationen das jeweilige ν. Die m Konjugationen
zerfallen i.A. in Gruppen, so daß die Konjugationen einer solchen Gruppe fu¨r jedes x auf das gleiche ν
fu¨hren.75 Jeder solchen Gruppe ordnete Selling einen Primdivisor zu, wobei die Zahl x genau durch die
ν-te Potenz dieses Primdivisors teilbar ist.
Sind die Zahlen ν, die man nach Anwendung der m Konjugationen auf diese Weise erha¨lt, alle positiv,
so soll die complexe Zahl f(%1, %2, . . . , %n) eine ganze complexe Zahl in Bezug auf auf die Primzahl p genannt
werden, auch wenn von den Coefficienten derselben einige p im Nenner als Factor enthalten.76
Ist a0 durch p teilbar, so la¨ßt sich das Vorgehen u¨bertragen, allerdings ko¨nnen dann im Allgemeinen auch
ganze ganzzahlige Funktionen der Wurzeln gebrochen in Bezug auf p sein.
Selling entwickelte eine ausfu¨hrliche Theorie der so eingefu¨hrten Primdivisoren, in der diese auch in ne-
gativen Potenzen auftreten ko¨nnen. Er bescha¨ftigte sich mit der Frage, welche Kongruenzensysteme zu
70Die Auflo¨sung erfordere jedoch die Zulassung von Potenzen von p im Nenner, da die Gleichungen noch mit Potenzen
von p multipliziert sein ko¨nnen, [Selling, 1865, 39].
71Die Wurzel wird dabei nach “steigenden gebrochenen Exponenten geordnet” gedacht, [Selling, 1865, 40].
72[Selling, 1865, 40].
73[Selling, 1865, 40]. Wa¨re c := ggT(δ, σ) < δ, so ga¨be es eine Darstellung hδ − kσ = c < δ. Teilt man diese durch s,
erha¨lt man die von Selling angebene Gleichung. Aus ihr erha¨lt man eine Vorschrift, wie man ein Element mit geringerem
Exponenten konstruieren ko¨nnte, im Widerspruch zur Annahme.
74Das Argument fu¨r die Ganzheit von ν fu¨hrte Selling nicht aus, es ist aber analog zu obigem: Ha¨tte das erste Glied die
Gestalt g · σs
√
pC , wobei δ den Exponenten C nicht teilt, so ko¨nnte wieder c := ggT(δ, C) < δ in der Form c = kδ + hC
dargestellt werden, im Widerspruch zur Minimalita¨t von δ.
75Eine solche Gruppe besteht aus σsΘ Konjugationen.
76[Selling, 1865, 40].
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lo¨sen sind, um vorgegebene Teilbarkeiten zu erreichen und schloß insbesondere mit dem Resultat, daß
die Norm der von ihm konstruierten Zahlen nur um eine Konstante (die von den Forderungen abha¨ngt)
gro¨ßer ist als die minimal mo¨gliche.
Sellings Behandlung des galoisschen Falles ohne die Betrachtung eines erzeugenden Elements verleiht
seinen Ergebnissen ein ungewohntes Aussehen. Trotzdem lassen sich die folgenden Beru¨hrungspunkte zu
Hensels Theorie erkennen: Die Teilbarkeit la¨ßt sich anhand von lokalen Darstellungen bestimmen, den
verschiedenen Primdivisoren entsprechen die verschiedenen Konjugierten.
Weniger inhaltlich als vielmehr technisch a¨hnlich zu spa¨teren Argumenten Hensels sind die Beweise dafu¨r,
daß der minimale Exponent von p ein Bruch mit Za¨hler Eins ist, und daß u¨berhaupt nur ganze Vielfache
dieses Exponenten auftreten ko¨nnen.77
4.2.3 Der Vortrag
Hensels Vortrag wurde unter dem Titel U¨ber eine neue Theorie der algebraischen Zahlen im entsprechen-
den Jahrsbericht der DMV vero¨ffentlich, also nach der damals u¨blichen Verzo¨gerung 1899.78
In seinem Vortrag fu¨hrte Hensel erstmals Potenzreihenentwicklungen in die Theorie der algebraischen
Zahlen ein. (Den Zusammenhang zur Idealtheorie skizzierte er hingegen nur knapp). Er versuchte dabei,
die Analogie zu den Potenzreihenentwicklungen in der Theorie der algebraischen Funktionen so anschau-
lich und greifbar wie mo¨glich zu machen. Seine rhetorische Strategie hierfu¨r war, zuna¨chst die Form der
Entwicklungen als der der Entwicklungen in der Theorie der algebraischen Funktionen genau entspre-
chend darzustellen, und zwar sowohl im unverzweigten Fall als auch im Verzweigungsfall. Erst dann wies
er auf die Unterschiede hin, die er zuna¨chst u¨bergangen hatte.79
Hensel begann seinen Text mit einer Formulierung, die suggeriert, es sei naheliegend gewesen, in der
Zahlentheorie nach einem Analogon zu den Potenzreihenentwicklungen in der Theorie der algebraischen
Funktionen zu suchen:
Die Analogie zwischen den Resultaten der Theorie der algebraischen Functionen einer Variabeln und der
der algebraischen Zahlen hat mir schon seit mehreren Jahren den Gedanken nahe gelegt, die Zerlegung der
algebraischen Zahlen mit Hu¨lfe der idealen Primfactoren durch eine einfachere Behandlungsweise zu ersetzen,
welche der Entwickelung der algebraischen Functionen in Potenzreihen fu¨r die Umgebung einer beliebigen
Stelle vo¨llig entspricht.80
Der lokalen Betrachtung entspricht dabei die Betrachtung einer Kongruenz modulo pM und die Grundlage
der Theorie bildet daher ein Satz, der die Existenz von genu¨gend Kongruenzwurzeln sichert. Erfu¨lle dazu
x eine irreduzible ganzzahlige Gleichung n-ten Grades, sei X = ϕ(x) eine rationale Funktion von x und
F (X) = 0 die Gleichung n-ten Grades, der X genu¨gt:
Die Congruenz: F (X) ≡ 0 (mod pM ) besitzt genau so viele Wurzeln, als ihr Grad angiebt, wie groß auch der
Exponent M angenommen werde, und jene n Congruenzwurzeln X1, X2, . . . , Xn ko¨nnen stets in Potenzreihen
77Fu¨r Hensels Nutzung dieser Argumente vgl. 5.2.3 und 5.5.2. Es scheint, als habe Hensel seine Herangehensweise nach
einer ausfu¨hrlichen Lektu¨re der Arbeit Sellings vera¨ndert.
78Es handelt sich um [34, 1899].
79Man ko¨nnte sogar behaupten, durch die Wahl der Bezeichnungen habe Hensel die Unterschiede bewußt verwischt.
80[34, 1899, 83f].
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entwickelt werden, welche nach steigenden Potenzen von p fortschreiten und ho¨chstens eine endliche Anzahl
von Anfangsgliedern mit negativen Exponenten besitzen.81
Hensel behauptete “im Allgemeinen” wu¨rden diese Entwicklungen nach ganzzahligen Potenzen von p
fortschreiten und notierte sie in der Form:82
X =
A−h
ph
+ · · ·+ A−1
p
+A0 +A1p+ . . . ;
fu¨r diese Zahlen erha¨lt man also genau dieselben Entwickelungen wie fu¨r eine algebraische Function in der
Umgebung einer regula¨ren Stelle.83
Ausnahmen bilden die Teiler der Ko¨rperdiskriminante. Hensel erla¨uterte, dies seien im wesentlichen die
Primzahlen, die in den Diskriminanten aller Gleichungen F (X) = 0 enthalten sind.84 Fu¨r diese Ausnahme-
primzahlen entwickelte Hensel nach einer neuen Entwicklungszahl pi1, beschrieb letztere aber ebenso wie
die Zyklen konjugierter Entwicklungen in direkter Analogie zu den Verzweigungspunkten in der Theorie
der algebraischen Funktionen:
Fu¨r diese Zahlen schreiten na¨mlich jene Entwickelungen, genau wie in der Umgebung eines Verzweigungs-
punktes eines algebraischen Gebildes, nicht nach ganzzahligen, sondern nach Potenzen von p mit rational
gebrochenen Exponenten fort. Ist na¨mlich pi1 = d
√
p eine richtig gewa¨hlte dte Wurzel aus p, so erha¨lt man
fu¨r eine jener Wurzeln, etwa fu¨r X1, eine Entwickelung der folgenden Art:
X1 =
A−h
pih1
+ · · ·+ A−1
pi1
+A0 +A1pi1 + . . .
Sind ferner pi2, . . . , pid die zu pi1 konjugierten d
ten Wurzeln aus p, so stimmen die d conjugirten Entwickelun-
gen:
Xi =
A−h
pihi
+ · · ·+ A−1
pii
+A0 +A1pii + . . . , (i = 1, 2, . . . d)
genau mit d von den n conjugirten Wurzeln von F (X) ≡ 0 u¨berein; jene d Entwickelungen ha¨ngen hier also
genau in derselben Weise zusammen, wie die d Zweige einer algebraischen Function in der Umgebung eines
Verzweigungspunktes Vd von der (d− 1)ten Ordnung. Es sollen daher diese Primzahlen Verzweigungszahlen
genannt werden.85
Nachdem die Resultate als “wo¨rtlich u¨bereinstimmend” vorgestellt wurden, kam Hensel zu den Unter-
schieden in der Bedeutung, d.h. zu zwei Bemerkungen, “durch welche sich die ho¨here Arithmetik princi-
piell von jener anderen Theorie unterscheidet:”86
Die Koeffizienten Ai der Wurzel X1 sind nicht beliebige reelle Zahlen, sondern sie geho¨ren “ganz be-
stimmten einfachen algebraischen Ko¨rpern an”87 und haben die Form A = a0 + a1α1 + · · ·+ ak−1αk−11 ,
wobei α1 eine der Wurzeln einer auch modulo p irreduziblen Gleichung k-ten Grades ist und die ai die
Werte 0, 1, . . . , p− 1 annehmen ko¨nnen.
Die k Entwicklungen, die sich ergeben, wenn man α1 durch eine der konjugierten Wurzeln der ange-
sprochenen Gleichung k-ten Grades ersetzt, sind dann zu bestimmten der n konjugierten Wurzeln Xi
81[34, 1899, 84].
82[34, 1899, 84]. “[Im] Allgemeinen” bedeutete fu¨r Hensel in dieser Arbeit stets: wenn nicht ein bestimmter Spezialfall
eintritt. Diese Verwendung war zu Hensels Zeit nicht ungewo¨hnlich. Sie wird in diesem Abschnitt generell verwendet, auch
wenn Hensels Text nicht wo¨rtlich zitiert wird.
83[34, 1899, 84]. Die Bedeutung der Zeichen Ai u¨berging Hensel dabei zuna¨chst.
84[34, 1899, 84]. Offenbar wollte Hensel auch Zuho¨rer erreichen, die mit der Theorie der algebraischen Zahlen nicht vertraut
sind. Auf die Existenz gemeinsamer außerwesentlicher Diskriminantenteiler, die diese Bedingung erfu¨llen, aber nicht in der
Diskriminante enthalten sind, wies er in einer Fußnote hin.
85[84, 1899, 85].
86Beide [34, 1899, 85].
87[34, 1899, 85].
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kongruent und diese heißen “verbundene Wurzeln”.88
Um den zweiten Unterschied zu veranschaulichen, u¨bertrieb Hensel zuna¨chst geringfu¨gig die Paralle-
lita¨t zur Theorie der algebraischen Funktionen im allgemeinen Fall. Er behauptete na¨mlich, die pii seien
im Allgemeinen die Wurzeln der Gleichung pid − p = 0 und wu¨rden sich daher nur um Potenzen der
Kreisteilungseinheit ω = cos 2pid + i sin
2pi
d unterscheiden.
89 Tatsa¨chlich ist pi hier aber Wurzel einer Glei-
chung pid − εp = 0, wobei ε eine geeignete Einheit modulo p ist. Hensel wies darauf in einer Fußnote
folgendermaßen hin:
In Wahrheit lauten jene reinen Gleichungen ψ(pi) = pid− εp = 0, wo ε eine bestimmte, durch p nicht teilbare
Zahl des Ko¨rpers K(α1) ist. Da dieselbe fu¨r alle hier zu ziehenden Folgerungen unwesentlich ist, wurde fu¨r
diese kurze Darstellung der Theorie von ihr abgesehen.90
Der Ausnahmefall ist der, in dem “die Anzahl d der fu¨r einen Verzweigungspunkt konjugierten Wurzeln
durch die betrachtete Primzahl p teilbar ist,” der Fall der wilden Verzweigung.91 Dieser Fall kann nur fu¨r
die Teiler der Ko¨rperdiskriminante auftreten, die kleiner oder gleich n sind. Hensel hob als Rechtfertigung
seiner Theorie hervor, daß dieser spezielle Fall in ihr keine Sonderbehandlung erfordere:
Indessen haben gerade diese Zahlen der Wissenschaft große und bisher noch nicht u¨berwundene Schwierigkei-
ten bereitet, und der Umstand, daß auch hier die Entwickelungen der Wurzeln im wesentlichen dieselben sind,
wie fu¨r die gewo¨hnlichen Verzweigungspunkte, daß also jene Schwierigkeiten hier u¨berhaupt nicht auftreten,
scheint mir ein Beweis fu¨r die Berechtigung und Notwendigkeit dieser Theorie zu sein.92
In diesem Fall seien die konjugierten Wurzeln pii na¨mlich ebenfalls die Wurzeln einer Gleichung d-ten
Grades, und sie unterschieden sich von d
√
p nur um eine “Einheit fu¨r p”.93 Die angesprochene Gleichung
hat die Gestalt pid + pεd−1pid−1 + · · · + pε0 = 0, d.h. alle Koeffizienten sind durch p teilbar. Die εi sind
dabei ganze Zahlen in K(α1) und ε0 ist nicht durch p teilbar.
94 Hensel nannte den Verzweigungspunkt
erster Art, wenn pi einer reinen Gleichung genu¨gt und zweiter Art sonst.
Zum Abschluß behauptete Hensel, man ko¨nne diese Ergebnisse “mit sehr einfachen Hu¨lfsmitteln und
vo¨llig unabha¨ngig von der Theorie der Ideale” begru¨nden und dies solle “in einer demna¨chst in den
’Mathematischen Annalen’ erscheinenden Abhandlung dargelegt werden.”95 Um darzustellen, wie sei-
ne Theorie der Idealtheorie entspricht, ordnete er jeder der n Entwicklungen Xi von X “genau wie in
der Theorie der algebraischen Functionen je eine Stelle (p, x1), . . . , (p, xn) des zugeho¨rigen algebraischen
Zahlengebildes” zu.96 Sagt man dann, X besitze an der Stelle (p, xi) eine %-fache Nullstelle, wenn die
entsprechende Entwicklung mit A%pi
% beginnt, und einen %-fachen Pol, wenn sie mit A−%pi−% beginnt,
dann ist einem idealen Primteiler P von p
88[34, 1899, 86].
89Darin la¨ge eine genaue Entsprechung zur Theorie der algebraischen Funktionen, in der die Entwicklungen nach ωi(x−a) 1d
fortschreiten.
90[34, 1899, 86]. Vermutlich handelt es sich hierbei um eine Erga¨nzung fu¨r den Abdruck.
91[34, 1899, 86].
92[34, 1899, 86].
93[34, 1899, 87].
94Dann ist ε0 nach der Konstruktion von α1 auch nicht durch eine positive gebrochene Potenz von p teilbar. Da ε0 die
Norm von ω = pid√p ist, ist ω wie behauptet eine Einheit fu¨r p.
95[34, 1899, 87].
96[34, 1899,87].
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eine Stelle (p, xi) in der Weise zugeordnet, daß eine algebraische Zahl X dann und nur dann durch P
% teilbar
ist, wenn X an der zugeho¨rigen Stelle eine %fache Nullstelle hat, und daß sie P−% entha¨lt, wenn X dort einen
%fachen Pol besitzt. Der Primteiler ist dann vom Grade k (d.h. es ist Nm(P ) = pk), wenn zu der Stelle (p, xi)
genau k verbundene Stellen geho¨ren, und p ist genau durch P d teilbar, wenn die zugeho¨rige Stelle (p, xi)
einem Verzweigungspunkte (d-1)ter Ordnung angeho¨rt.97
Zum Abschluß des vero¨ffentlichten Textes wies Hensel auf die beiden Vero¨ffentlichungen [29, 1897] und
[30, 1897] hin, die zwischen dem Vortrag und seiner Vero¨ffentlichung entstanden waren.
Der Ausgangspunkt von Hensels U¨berlegungen war die U¨berzeugung, die definierende Gleichung des
Zahlko¨rpers habe auch als Kongruenz modulo pM genau n Wurzeln, die er geeignet darstellen wollte. Aus
dem oben zitierten Brief Hensels vom 19.10.1897 an Hilbert geht hervor, daß Hensel sehr wahrscheinlich
gedanklich mit Gleichungen fu¨r den Bereich von p arbeitete, die er als Kongruenzen fu¨r beliebig hohes
M mathematisch pra¨zisierte.98
4.2.4 Die Notiz u¨ber die Diskriminante
Die Arbeit Ueber die Bestimmung der Discriminante eines algebraischen Ko¨rpers begann Hensel mit
einer Zusammenfassung des Vortrags, wobei er neue Begriffe definierte und die bereits eingefu¨hrten leicht
modifizierte. Er begann wiederum damit, die definierende Gleichung des Zahlko¨rpers als Kongruenz mo-
dulo pM aufzufassen, und ihre genau n Kongruenzwurzeln in Potenzreihen zu entwicklen. Der erste Fall
ist der, in dem alle diese Potenzreihen nach “ganzzahligen Potenzen von p fortschreiten.”99 Dann ordnete
er jeder Entwicklung eine Stelle zu und bezeichnete diese mit (A(i), p), wobei A(i) jeweils das Anfangs-
glied der Entwicklung bezeichnet. Eine solche Stelle heißt regula¨r, wohingegen eine Stelle singula¨r oder
Verzweigungsstelle der (d− 1)ten Ordnung heißt, “wenn die betreffende Congruenzwurzel nach ganzzah-
ligen Potenzen von p
1
d entwickelt werden kann.”100 Dabei wird wieder nach pi = ω d
√
p entwickelt, wobei
ω “eine geeignete Einheit modulo p bedeutet.”101 Zu jeder Entwicklung an einem Verzweigungspunkt
gibt es dann d konjugierte Entwicklungen, die man erha¨lt, indem man pi durch seine konjugierten Werte
ersetzt. Hensel benutzte die Analogie zur Theorie der algebraischen Funktionen, um zu begru¨nden, daß
er diesen d konjugierten Entwicklungen nur eine Stelle zuordnen wolle:
[D]iese d Wurzeln ha¨ngen demnach in genau derselben Weise in einem Cyclus zusammen, wie die d Zweige
einer algebraischen Function in der Umgebung eines Verzweigungspunctes (d-1)ter Ordnung; auch hier soll
daher (A0, p) nur als eine Stelle angesehen werden, in deren Umgebung jene d in einem Cyclus verbundenen
Entwickelungen vorhanden sind.102
Die Entwicklungskoeffizienten sind
ganze algebraische Zahlen von der Form a0 + a1α + · · · + aκ−1ακ−1, in welcher die Coefficienten ai der
Reihe 0, 1, . . . p− 1 angeho¨ren, und α eine der κ Wurzeln einer irreductiblen ganzzahligen Gleichung ϕ(α) =
ακ + b1α
κ−1 + · · ·+ bκ = 0, bedeutet, welche auch als Congruenz modulo p betrachtet, irreductibel bleibt.103
97[34, 1899, 88].
98“[M]an muss dazu die Wurzeln von Gleichungen einfu¨hren, oder wenn Sie wollen die Wurzeln von Congruenzen fu¨r jede
noch so hohe Potenz von p als Modul,” Brief Hensels an Hilbert vom 19.10.1897.
99[29, 1897, 247].
100[29, 1897, 248].
101[29, 1897, 248].
102[29, 1897, 248].
103[29, 1897, 248].
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Zu jeder Stelle geho¨ren dann genau κ verbundene Stellen, die man dadurch erha¨lt, daß man statt α
alle Konjugierten α1, . . . , ακ in den Ai einsetzt. Die Stelle (A0, p) hat den Grad κ, “wenn die Ent-
wickelungskoeffizienten Ai(α) algebraische Zahlen κ
ten Grades sind, wenn also zu dieser Stelle κ ver-
bundene Stellen” geho¨ren.104 Die Verzweigungsstelle heißt erster Art, wenn die pii einer reinen Glei-
chung ψ(pi) = pid − εp = 0 genu¨gen und zweiter Art, wenn diese Gleichung ihre allgemeine Form
ψ(pi) = pid + pεd−1pid−1 + pεd−2pid−2 + · · · + pε0 = 0 hat, wobei alle εi ganze Zahlen in K(α) sind
und ε und ε0 nicht durch p (und damit auch nicht durch eine positive gebochene Potenz von p) teilbar
sind.105
Die Stellen legen fest, welche Gestalt die Entwicklungen einer beliebigen rationalen Funktion X = f(x)
haben und nicht verbundene Stellen sind unabha¨ngig voneinander:
Ist x durch die Gleichung f(x) = 0 definirt, so ko¨nnen alle rationalen ganzzahligen Functionen X von x in der
Umgebung einer jeden Stelle (A0, p) in genau derselben Weise wie x selbst in Potenzreihen entwickelt werden,
und jede solche Entwicklung kann ho¨chstens eine endliche Anzahl negativer Potenzen von pi enthalten. Die
nicht verbundenen Stellen (A0, p), . . . , (B0, q), (C0, r), . . . jenes Gebildes sind hierbei in der Weise voneinander
unabha¨ngig, daß man stets eine Function X finden kann, deren Entwickelungen fu¨r eine beliebige Anzahl
solcher Stellen bis zu einem beliebig hohen Gliede hin gegebene Coefficienten haben.106
Die geometrische Vorstellung
Die Wahl, die Hensel in dieser Arbeit wirklich anders getroffen hatte als im Vortrag, betrifft die Defi-
nition der Stellen. Hierfu¨r ga¨be es drei naheliegende Mo¨glichkeiten und Hensel wa¨hlte diejenige, die fu¨r
den p-Anteil der Diskriminante im zahm verzweigten Fall eine analoge Formel zu der aus der Theorie der
algebraischen Funktionen bekannten ergibt.
In seinem Vortrag hatte Hensel jeder der n Entwicklungen eine Stelle zugeordnet. Es ga¨be die weitere
Mo¨glichkeit, alle durch eine Entwicklung mitbestimmten Entwicklungen derselben Stelle zuzuordnen. In
der gerade untersuchten Note [29, 1897] wa¨hlte Hensel hingegen die dritte Mo¨glichkeit: Alle durch die
Konjugation von pi zusammenha¨ngenden Entwicklungen werden einer Stelle zugeordnet, die durch Kon-
jugation der α zusammenha¨ngenden jedoch verschiedenen, verbundenen Stellen.
Im Zusammenhang mit Stellen fu¨hrte Hensel eine geometrische Sprechweise ein. Bereits im Vortrag hatte
er von Stellen des “algebraischen Gebildes” gesprochen,107 hier benutzte er zweimal den Ausdruck “Um-
gebung” einer Stelle, um auf mehrere dieser Stelle zugeho¨rige Potenzreihen zu verweisen.108
Die geometrische Vorstellung, die Hensel hier vermutlich nahelegen mo¨chte,109 ist die einer u¨ber den
Primzahlen verzweigten Riemannschen Fla¨che. U¨blich war zum damaligen Zeitpunkt u.a. die Veran-
schaulichung einer Riemannschen Fla¨che als eine Anzahl von Bla¨ttern, die u¨ber der komplexen Ebene
liegen, und sich an den Verzweigungspunkten durchdringen. Treffen sich in einem Verzweigungspunkt d
104[29, 1897, 249].
105Hensel wies an dieser Stelle nicht auf die Mo¨glichkeit hin, daß ein pi′ gefunden werden kann, das eine reine Gleichung
erfu¨llt, wa¨hrend das aktuelle pi keiner solchen genu¨gt.
106[29, 1897, 249].
107[34, 1899, 87], oben bereits zitiert.
108[29, 1897, 248f], bereits zitiert in den beiden la¨ngeren Zitaten des ersten Abschnitts von 4.2.4, denen zu den Fußnoten
102 und 106.
109Diese Formulierung beinhaltet keine Meinung daru¨ber, ob er sie fu¨r uneingeschra¨nkt nu¨tzlich bzw. richtig ha¨lt, Probleme
bewußt verschweigt usw. Dazu gibt es keine Quellen.
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Bla¨tter treffen, so wird dieser Punkt mit der Vielfachheit d geza¨hlt, so daß im Fall einer algebraischen Er-
weiterung n-ten Grades u¨ber jedem Punkt x = a der komplexen Ebene genau n Punkte liegen. Liegt u¨ber
x = a ein d-facher Punkt, so entsprechen diesem Punkt d Potenzreihenentwicklungen nach ωk(x − a) 1d ,
wobei ω eine primitive d-te Einheitswurzel ist.
Bringt man dies in Zusammenhang mit den gemeinsam als arithmetisch betrachteten Theorien von
Dedekind-Weber bzw. Kronecker, so entspricht jedem Punkt u¨ber x = a ein Primideal bzw. ein Primdi-
visor. Hat der Punkt die Vielfachheit d, so teilt genau die d-te Potenz dieses Primideals/Primdivisors die
rationale Funktion (x− a).110
An diesem Bild bzw. dieser Situation orientierte sich Hensel, nur ist die zahlentheoretische Situation
komplizierter. Auch hier geho¨ren zu jedem Verzweigungspunkt d-ter Ordnung d Potenzreihenentwicklun-
gen, so daß es insgesamt n solche Entwicklungen gibt. Dann entspricht jedem Verzweigungspunkt eine
Stelle und jedem Komplex verbundener Stellen ein Primideal.111
Im zahlentheoretischen Fall sind zudem die Elemente, nach denen entwickelt wird, nicht bereits durch
die Ordnung der Stelle eindeutig bestimmt.
Die Tatsache, daß durch Hensels Theorie nur Stellen bzw. Punkte u¨ber diskreten Punkten beschrieben
werden, die nicht in Zusammenhang gebracht werden ko¨nnen, schwa¨chte Hensel dadurch ab, daß er trotz-
dem den Ausdruck “Umgebung” verwendete.
Die Berechnung der Diskriminante
Die Berechnung der Diskriminante bezeichnete Hensel als eine Aufgabe, “welche seit etwa 25 Jahren von
immer neuen Gesichtspunkten aus behandelt, aber noch nicht vollsta¨ndig gelo¨st worden war.”112 Die
Aussage, daß eine Primzahl genau dann in der Diskriminante enthalten ist, wenn sie einen mehrfachen
Primdivisor entha¨lt, konnte Dedekind bekanntlich im Fall der zahmen Verzweigung pra¨zisieren und in
Hensels neuer Terminologie lautet sie:
Geho¨ren zu der Primzahl p genau r (verbundene oder unverbundene) Stellen des algebraischen Gebildes, so
ist die Ko¨rperdiscriminante D durch pn−r und durch keine ho¨here Potenz von p teilbar.113
Die Bedingung der zahmen Verzweigung besagt in Hensels Terminologie, daß fu¨r keine der zu p geho¨rigen
Verzweigungsstellen “die Anzahl d der dort vorhandenen Entwickelungen durch p theilbar ist.”114
Hensel skizzierte den Beweis seiner Verallgemeinerung nur, da er sich auf den Spezialfall beschra¨nkte, in
dem alle r Verzweigungsstellen u¨ber p vom Grad Eins sind.115
Er stellte ein Fundamentalsystem in Bezug auf p auf, indem er dessen Entwicklungen bis zu einem
genu¨gend hohen Modul pM vorschrieb. Den p-Anteil der Diskriminante dieses Systems berechnete er mit
Hilfe der Entwicklungen.
110Diese Zusammenfassung der Theorien von Dedekind-Weber und Kronecker erfolgte zum Beispiel bei ihrem gemeinsamen
Ausschluß aus dem Bericht [Brill/Noether, 1894], vgl. dessen Vorrede, speziell [Brill/Noether, 1894, II].
111Der Grund ist, daß die Primideale im Allgemeinen nicht den Grad Eins haben.
112[29, 1897, 249].
113[29, 1897, 250].
114[29, 1897, 250].
115Der allgemeine Fall beno¨tigt vor allem komplizierte Determinantenberechnungen, die Hensel u.a. in [41, 1902] durchfu¨hr-
te, vgl. 4.4.3.
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Aufgrund der angesprochenen Unabha¨ngigkeit der Stellen Vd, Ve, . . . u¨ber p, lassen sich zuerst
d rationale Functionen von x so auswa¨hlen, daß ihre Entwicklungen in der Umgebung der Stelle (x1, p) fu¨r
eine beliebig hohe Potenz pM von p bzw. congruent 1, pi, pi2, . . . , pid−1 sind, wa¨hrend ihre Entwickelungen in
der Umgebung jeder der (r − 1) u¨brigen Stellen Ve, . . . durch pM theilbar sein sollen.116
Nachdem entsprechende Funktionen auch fu¨r die u¨brigen Verzweigungspunkte gewa¨hlt wurden, erha¨lt
man insgesamt n Zahlen, die “wie man leicht einsieht ein Fundamentalsystem in Bezug auf p fu¨r den
Ko¨rper K(x) bilden.”117 Der wesentliche Schritt, der die Entwicklungen mit den Konjugierten verbindet,
liegt in dem folgenden Nebensatz:
also ist das Quadrat der aus den Entwickelungen jener n Zahlen in der Umgebung von Vd, Ve, . . . gebildeten
Determinante, modulo pM betrachtet, congruent der Ko¨rperdiscriminante D.118
Hensel behauptete ohne weiteres Argument, um den p-Anteil der Diskriminante zu berechnen, ko¨nne man
mit den von ihm eingefu¨hrten Entwicklungen arbeiten.119 Hat man diesen U¨bergang akzeptiert, so erha¨lt
man die folgende Matrix:
1 pi pi2 . . . pid−1 0 0 . . . 0 ·
1 pi1 pi
2
1 . . . pi
d−1
1 0 0 . . . 0 ·
...
... ·
1 pid−1 pi2d−1 . . . pi
d−1
d−1 0 0 . . . 0 ·
0 0 0 . . . 0 1 % . . . %e−1 ·
...
... ·
0 0 0 . . . 0 1 %e−1 . . . %e−1e−1 ·
. . . . . . . . . .

.
Hensel beno¨tigte ihr Determinantenquadrat. Dieses ist gleich dem Produkt der Diskriminanten der Glei-
chungen fu¨r pii bzw. %j , also gleich dem Produkt der Diskriminanten der Verzweigungsgleichungen. Diese
Aussage bleibt bestehen, wenn nicht alle Stellen Grad Eins haben: Hat eine Stelle den Grad k, so tritt die
k-te Potenz der Diskriminante der zugeho¨rigen Verzweigungsgleichung im obigen Determinantenquadrat
auf. Damit erhielt Hensel den Satz:
Eine Primzahl p ist in der Ko¨rperdiscriminante D genau so oft enthalten als in dem Producte der r Verzwei-
gungsdiscriminanten, welche den zu p geho¨rigen Verzweigungsstellen Vd, Ve, . . . entsprechen.
120
Im Fall der zahmen Verzweigung sind d, e, . . . alle nicht durch p teilbar und insbesondere sind alle Ver-
zweigungspunkte erster Art. Dann la¨ßt sich die Diskriminante explizit berechnen, denn es ist
ψ(pi) = pid − εp, ψ′(pi) = dpi(d−1), ∆(pi) =Nm(ψ′(pi)) = ddpd−1,
und damit sind die Verzweigungsdiskriminanten alle genau durch pd−1 teilbar, die Diskriminante also
durch p(d−1)+(e−1)+... = pn−r.121
116[29, 1897, 251].
117[29, 1897, 251].
118[29, 1897, 251].
119Vermutlich liegt dem der Gedanke zugrunde, daß die Konjugierten xi die Minimalgleichung von x auch modulo p
M
erfu¨llen, und daher jedem Konjugierten eindeutig eine Kongruenzwurzel dieser Kongruenz entspricht, die in Bezug auf p
eingesetzt werden kann. Dieser in weiteren Arbeiten auch explizite Grundgedanke wird z.B. in 4.4.2 thematisiert.
120[29, 1897, 252]. Zur Erinnerung: Die Zahl r za¨hlt die verbundenen oder unverbundenen Stellen.
121[29, 1897, 252].
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Im Fall der wilden Verzweigung gilt p|d und in ψ′(pi) = dpid−1 + · · ·+ piεipii−1 + . . . sind alle Koeffizien-
ten durch p teilbar. Daher ist ∆(pi) mindestens durch pd teilbar. Da jedes Glied eine andere gebrochene
Potenz von p entha¨lt, ko¨nnen sich nicht zwei der Summanden wegheben. Damit ist die Summe genau
durch die minimale Potenz von p teilbar, durch die einer der Summanden teilbar ist. Um diese zu finden,
sucht man den Koeffizienten piεi, der durch die kleinste ganze Potenz p
δi von p teilbar ist. Gibt es da-
von mehrere, so muß man den mit dem kleinsten i wa¨hlen, da neben der ganzen Potenz von p, die aus
dem Koeffizienten stammt, der Summand noch durch die gebrochene Potenz p
i
d teilbar ist, die von pii
herkommt. Die Verzweigungsdiskriminante ∆(pi) ist dann durch Nm(piεipi
i−1) = pδid+i−1 teilbar.
Sei jetzt s− 1 der Exponent von p in d. Dann ergibt sich die ho¨chste mo¨gliche Potenz von p in der Ver-
zweigungsdiskriminante, “wenn in ψ′(pi) das erste Glied dpid−1 zugleich das niedrigste ist,”122 also jeder
Koeffizient der Ableitung mindestens durch ps−1 teilbar ist. In diesem Fall ist der Exponent von p in der
Diskriminante (s− 1)d+ d− 1 = sd− 1. Er tritt insbesondere immer ein, wenn der Verzweigungspunkt
erster Art ist. Hensel faßte daher zusammen:
Ist die Ordnung d einer Verzweigungsstelle genau durch die (s − 1)te Potenz von p theilbar, so ist die zu-
geho¨rige Verzweigungsdiscriminante durch eine ganzzahlige Potenz von p theilbar, deren Exponent zwischen
d−1 und sd−1 (beide Grenzen eingeschlossen) liegt. Die untere Grenze wird allein fu¨r s = 1, die obere wird
z.B. dann erreicht, wenn jene Verzweigungsstelle von der ersten Art ist.
In diesem letzten Satze liegt zugleich die Besta¨tigung und der Beweis einer Vermuthung, welche Herr Dede-
kind am Schlusse seiner bereits erwa¨hnten Arbeit ausgesprochen hat.123
4.2.5 Die Kombination der Hilfsmittel
Die weiteren Anwendungen der Potenzreihenentwicklungen beruhen darauf, daß Hensel auch statt der
Fundamentalform und ihren Konjugierten mit deren Entwicklungen arbeitete, also Entwicklungen und
unbestimmte Koeffizienten zu Entwicklungen mit unbestimmten Koeffizienten kombinierte. In der Arbeit
Ueber die Fundamentalgleichung und die außerwesentlichen Discriminantentheiler eines algebraischen
Ko¨rpers [30, 1897] zeigte er zuerst die A¨quivalenz zwischen Diskriminante des Ko¨rpers und Zahlteiler der
Diskriminante der Fundamentalgleichung.
Um anschließend die gemeinsamen außerwesentlichen Diskriminantenteiler zu bestimmen, muß man im
Wesentlichen nur die ersten Koeffizienten der Entwicklungen betrachten, die den Resten modulo der
Primdivisoren entsprechen.124 Dann ist die Differenz zweier Entwicklungen an einem Verzweigungspunkt
genau dann durch irgendeine positive Potenz von p teilbar ist, wenn diese Anfangsglieder gleich sind.
Die A¨quivalenz zwischen Diskriminante der Fundamentalgleichung und Diskriminante des
Zahlko¨rpers
Ist K(x1) ein algebraischer Zahlko¨rper, x11, x12, . . . , x1n ein Fundamentalsystem fu¨r die ganzen alge-
braischen Zahlen dieses Ko¨rpers und sind xij die Konjugierten von x1j , so ist die Ko¨rperdiskriminante
D = |xij |2. Die Fundamentalform w1 = u1x11 + u2x12 + · · · + unx1n repra¨sentiert alle ganzen Zahlen
des Ko¨rpers. Ihre Konjugierten haben die Gestalt wi = u1xi1 + u2xi2 + · · · + unxin und erfu¨llen die
122[29, 1897, 253].
123[29, 1897, 253], vgl. [Dedekind, 1882, 396].
124Letztere hatte Hensel bei seiner Untersuchung der gaDT fu¨r seine Dissertation betrachtet, vgl. 2.2.
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Fundamentalgleichung F (w, u1, . . . , un) = (w − w1)(w − w2) . . . (w − wn) = 0 mit ganzen Koeffizienten.
Betrachtet man die Diskriminante ∆(u1, . . . , un) =
∏
i 6=j(wi−wj) der Fundamentalgleichung, so ist klar,
daß diese durch D teilbar ist. Die Frage ist, ob ∆D fu¨r unbestimmte ui noch durch irgendeine Primzahl p
teilbar ist.
Hensel erinnerte daran, daß Kronecker diese Frage fu¨r den galoisschen Fall negativ beantworten konnte
und sonst nur endlich viele Zahlen ausschließen mußte, wa¨hrend er selbst etwas aufwendiger allgemein
zeigen konnte, daß solche Teiler nicht auftreten.125 Der Beweis vereinfache sich jedoch, weil die “in der
vorigen Notiz auseinandergesetzten Principien” es gestatten,
anstatt des vollsta¨ndigen symmetrischen Productes
∏
i 6=κ(wi − wκ) jeden einzelnen seiner Factoren w1 −
w2, w1 − w3, . . . fu¨r sich zu betrachten,126
bzw. geeignete Teilprodukte zu untersuchen. Hensel behauptete wiederum, man ko¨nne bei der Berechnung
dieser Differenzen die Menge aller Konjugierten wi durch die Menge aller Entwicklungen von w ersetzen,
und mit deren Hilfe den p-Anteil der Diskriminante berechnen:
Will man die Discriminante der Fundamentalgleichung auf ihre Theilbarkeit durch eine beliebige Primzahl
p untersuchen, so kann man jene n konjugierten Fundamentalformen wi durch ihre Entwickelungen in der
Umgebung der zu p geho¨rigen Stellen des algebraischen Gebildes ersetzen.127
Er wollte aber die n angesprochenen Entwicklungen direkt bestimmen und schrieb dazu die allgemeinen
Entwicklungen “der Zweige einer ganzen algebraischen Zahl bzw. in der Umgebung von Vd, Ve, . . . ” in
der Form w = U0 + U1pi + U2pi
2 + . . . , wobei die Ui die Form Uh = uh0 + uh1α + · · · + uh,κ−1ακ−1
haben.128 Man erha¨lt dann bereits alle Mo¨glichkeiten von Entwicklungen, wenn man an den unabha¨ngigen
Verzweigungsstellen fu¨r die uhj beliebige Kombinationen der Zahlen 0, 1, . . . , p− 1 einsetzt:
[D]a die Stellen Vd, Ve, . . . vo¨llig unabha¨ngig von einander sind, so kann man die Coefficienten uαβ der
U0, U1, . . . , die Coefficienten vγδ der V0, V1, . . . etc.; als ganz beliebige Zahlen der Reihe 0, 1, . . . , p − 1 an-
nehmen; immer kann man na¨mlich ganze algebraische Zahlen finden, deren Entwickelungen bis zu beliebig
hohen Potenzen von pi, %, . . . gerade diese Zahlcoefficienten haben, und umgekehrt ist jede ganze Zahl in
dieser Weise in der Umgebung von Vd, Ve, . . . darstellbar.
129
Hensel untersuchte die Differenzen wi−wj einzeln auf ihre Teilbarkeit durch (gebrochene) Potenzen von
p und betrachtete dazu die entsprechenden Entwicklungen. Fu¨r unbestimmte Koeffizienten ko¨nnen nur
die Differenzen durch eine positive Potenz von p teilbar sein, die den gleichen Anfangskoeffizienten U0
haben, da dieser sonst nicht wegfa¨llt.130
Geho¨ren wi und wj zu miteinander verbundenen Verzweigungsstellen, so erha¨lt man wi − wj = (U0 −
U
(g)
0 ) + . . . mit (U0−U (g)0 ) = u01(α−α(g)) + . . . . Auch diese Differenz ist fu¨r unbestimmte Koeffizienten
(nach Konstruktion von α) durch keine (gebrochene) Potenz von p teilbar.
125[Kronecker, 1882, 375f] bzw. [13, 1894].
126[30, 1897, 255].
127[30, 1897, 255]. Auch hier benutzte Hensel den Ausdruck “Umgebung”, siehe auch das na¨chste Zitat. Er verwendete
implizit die Aussage, daß auch F (w, u1, . . . un) ≡ 0 mod pm genau n inkongruente Wurzeln hat. An dieser Stelle ist die
Eindeutigkeit der Zuordnung der Entwicklungen zu den Konjugierten egal, da man sich fu¨r das volle symmetrische Produkt
interessiert.
128[30, 1897, 256]. Zum zweiten Verzweigungspunkt Ve geho¨rt das Entwicklungselement %, die Koeffizienten Vi und die
Zahlkoeffizienten vi.
129[30, 1897, 256].
130Die Differenz wi − wj = (U0 − V0) + . . . ist in diesem Fall durch keine Potenz von p teilbar.
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Geho¨ren jedoch wi und wj zur selben Verzweigungsstelle, so ist
wi − wj = (pii − pij)(U1 + U2(pii + pij) + . . . ) genau durch pii − pij teilbar.
Das Produkt der Differenzen zu einer Verzweigungsstelle ist damit genau durch
∏
a 6=b(pia − pib) = ∆(pi),
also die Diskriminante der Verzweigungsgleichung teilbar.
Das volle Produkt
∏
i 6=κ(wi − wκ) ist daher genau durch das Produkt aller Verzweigungsdiskriminan-
ten teilbar. Dieses ist jedoch nach der vorhergehenden Note gleich dem p-Anteil der Diskriminante. Da
dies fu¨r alle p gilt, folgt daraus die A¨quivalenz von Ko¨rperdiskriminante und Diskriminante der Funda-
mentalgleichung.131
Durch den U¨bergang von den Konjugierten zu den Entwicklungen hat man n Unbestimmte, die be-
liebige ganzzahlige Werte annehmen konnten, durch unendlich viele Unbestimmte, die nur die Werte
0, 1, . . . , p − 1 annehmen ko¨nnen, ersetzt. Aufgrund der Konstruktion der Entwicklungen sind fu¨r die
lokalen Betrachtungen nur die pii entscheidend.
Die gemeinsamen außerwesentlichen Diskriminantenteiler
Die Frage, ob p gemeinsamer außerwesentlichen Diskriminantenteiler ist, hatte Hensel damit auf die
Frage reduziert, ob man die Unbestimmten uih so wa¨hlen kann, daß die Gleichungsdiskriminante dieses
Elements keine ho¨here Potenz von p entha¨lt, als sie (wegen des Anteils der Diskriminante) muß. Dies ist
mo¨glich, wenn fu¨r jede der Differenzen wi −wj auch fu¨r spezielle Ui die gleiche Teilbarkeit erreicht wird,
wie fu¨r unbestimmte Koeffizienten, wenn also gilt:
1) Die Anfangsglieder U0, U
′
0, . . . U
(κ−1)
0 ;V0, V
′
0 , . . . V
(λ−1)
0 ; . . . aller Entwicklungen fu¨r die von einander ver-
schiedenen zu p geho¨rigen Stellen mu¨ssen modulo p von einander verschieden sein, denn dann und nur dann
ist keine der Differenzen w − w′ durch eine Potenz von p theilbar, wenn w und w′ verschiedenen Verzwei-
gungsstellen angeho¨ren.
2) Die auf diese folgenden Glieder U1, U
′
1, . . . ;V1, V
′
1 , . . . ; . . . mu¨ssen alle von Null verschieden sein, denn
dann und nur dann ist jede Differenz, z.B: wi − wκ genau durch die entsprechende pii − piκ theilbar wenn
beide Entwickelungen zu derselben Verzweigungsstelle (hier zu Vd) geho¨ren.
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Die zweite Bedingung ist kein Problem. Ebenfalls kein Problem ist es, U0 so zu wa¨hlen, daß alle seine
Konjugierten inkongruent modulo p sind.133 Dazu muß U0 eine Zahl sein, die eine modulo p irreduzible
Kongruenz κ-ten Grades erfu¨llt, und solche Zahlen gibt es immer.
Hingegen kann es unmo¨glich sein zu ereichen, daß die Differenzen voneinander unabha¨ngiger Anfangsglie-
der nicht durch eine (gebrochene) Potenz von p teilbar sind. Ist λκ die Anzahl der unabha¨ngigen Stellen
des Grades κ, so fordert die Bedingung die Existenz von λκ Zahlen U
(h)
0 , die modulo p vom Grade κ sind,
und deren insgesamt λκκ Konjugierte modulo p paarweise verschieden sind.
131[30, 1897, 257].
132[30, 1897, 259].
133Hier geht wiederum ein, daß die Differenzen αji −αjk (j = 1, . . . , κ−1) nicht durch eine gebrochene Potenz von p teilbar
sind.
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Diese entspra¨chen λκ modulo p verschiedenen, modulo p irreduziblen Funktionen κ-ten Grades. Es gibt
jedoch nur
g(κ) =
1
κ
(
pκ −
∑
p
κ
q +
∑
p
κ
qq′ − . . .
)
, “in welchem sich die Summationen rechts
auf alle Primtheiler q, q′, . . . von κ beziehen,”134
verschiedene irreduzible Funktionen κ-ten Grades mit reduzierten Koeffizienten. Ist λκ > g(κ), so kann
die Bedingung daher nicht erfu¨llt werden.
Damit ist p genau dann gemeinsamer außerwesentlicher Diskriminantenteiler, wenn fu¨r mindestens ein
auftretendes κ gilt λκ > g(κ).
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4.3 Die Divisorentheorie der algebraischen Funktionen
4.3.1 Ein U¨berblick
Hensels Arbeit Zur Theorie der algebraischen Functionen einer Vera¨nderlichen und der Abel’schen Inte-
grale [39, 1901] unterscheidet sich von seinen fru¨heren Untersuchungen zu diesem Themenkreis vor allem
dadurch, daß in ihr eine umfassende Theorie der Abelschen Integrale dargestellt wird. Sie ist das durch-
komponierte Ergebnis einer langja¨hrigen Bescha¨ftigung mit dem Gegenstand. Hensel schrieb daru¨ber an
Hilbert:
Ich habe na¨mlich selten oder nie an einem Gegenstand la¨nger oder mit mehr Liebe gearbeitet als an dieser
Theorie der algebraischen Funktionen, denn je la¨nger ich u¨ber diese Dinge nachdachte desto einfacher wurde
die Anschauung, desto deutlicher trat die Anatomie dieser Funktionen hervor, und ich glaube jetzt, dass
dieses ganze Gebiet [..] so einfach bearbeitet ist, als es der Gegenstand zula¨sst.136
Es ging Hensel daher in dieser Arbeit weniger um neue Ergebnisse als vielmehr um einen einheitlichen
u¨bersichtlichen Aufbau. Insbesondere gelang es ihm, sowohl die Teilbarkeit von Funktionen als auch die
Teilbarkeit der Integrale von Differentialen durch Divisoren zu beschreiben.
Man kann die Arbeit in drei Themenkomplexe unterteilen. Im ersten Teil stellte Hensel einen durch
die Betrachtung der Potenzreihenentwicklungen vereinfachten Algorithmus zum Aufstellen eines Funda-
mentalsystems fu¨r die algebraisch ganzen Funktionen dar. Gleichzeitig erlaubte es die Betrachtung der
einzelnen Entwicklungen aber auch abzulesen, durch welche Primdivisoren ein Element teilbar ist. Daher
lo¨ste Hensel gleich die allgemeinere Aufgabe, ein Fundamentalsystem fu¨r alle Funktionen zu finden, die
durch endlich viele vorgegebene Primdivisorpotenzen teilbar sind. Insbesondere konnte er testen, ob ein
gegebenes System Fundamentalsystem fu¨r irgendein Ideal ist.137
134[30, 1897, 259].
135Hensel hingegen formulierte unsauber, “die Anzahl aller algebraischen Zahlen, welche einer modulo p irreductiblen
Congruenz des κten Grades genu¨gen”, sei g(κ), identifizierte also die Konjugierten bereits implizit, [30, 1897, 259]. Daher
erhielt auch er das ihm bekannte Ergebnis.
136Brief Hensels an Hilbert vom 28.3.1900. Hensel schickte diesen Begleitbrief zum Manuskript von [39, 1901] aus dem
Urlaubsort Bozen dem Manuskript hinterher, das er noch in Berlin in Eile an Hilbert als Redakteur der Mathematischen
Annalen abgesandt hatte.
137Die betrachteten Funktionen mu¨ssen insbesondere nicht mehr ganz sein, denn die Bedingung kann auch sein, daß die
Funktion durch P−2 teilbar ist, also ho¨chstens P 2 im Nenner hat.
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Im zweiten Teil der Arbeit fu¨hrte Hensel Divisoren und Divisorenklassen ein. Nachdem er Linearkom-
binationen von Divisoren einer Klasse definierte, konnte er fu¨r die ganzen Divisoren einer Klasse ein
Fundamentalsystem konstruieren. Letzteres ist ebenfalls mo¨glich, wenn man von den ganzen Divisoren
einer Klasse nur diejenigen betrachtet, die durch einen gegebenen Divisor teilbar sind.
Im dritte Teil der Arbeit formulierte Hensel die Aufgabenstellungen der Theorie der Abelschen Inte-
grale mit Hilfe von Divisoren und lo¨ste sie anschließend. Durch Betrachtung von Differentialquotienten
konnte Hensel zeigen, daß jedem Differential ein Divisor entspricht und diese alle in einer Klasse, der Diffe-
rentialklasse, liegen. Aus dem Divisor eines Differentials lassen sich die irregula¨ren Stellen des zugeho¨rigen
Integrals ablesen. Dies ermo¨glicht es, einen Ausdruck fu¨r alle diejenigen Differentiale aufzustellen, deren
Integrale vorgegebene Bedingungen erfu¨llen. Die Anzahl dieser Differentiale la¨ßt sich als Dimension einer
Erga¨nzungsklasse beschreiben und durch den Satz von Riemann-Roch bestimmen.
Hensel fu¨hrte drei Typen von Elementarintegralen ein, denen Divisoren mit sehr einfachem Nenner ent-
sprechen. Jedes Abelsche Integral la¨ßt sich als Summe solcher Elementarintegrale schreiben.
Die Nutzung der Potenzreihenentwicklungen
Hensel begann damit, zu einem linear unabha¨ngigen System von n Funktionen die n × n-Matrix der
Entwicklungen an (x = a) aufzustellen und jeder Funktion die maximale (gebrochene) Potenz von (x−a)
zuzuordnen, die alle ihre Entwicklungen teilt. Mit Hilfe des so bestimmten Teilers definierte er fu¨r jede
Entwicklung der Matrix den Anfangskoeffizienten, der auch Null sein kann. Das gegebene System heißt
regula¨r, wenn die Determinante der Anfangskoeffizienten nicht verschwindet.
Der Vorteil eines regula¨ren Systems ist, daß der Teiler einer Linearkombination seiner Elemente direkt
abgelesen werden kann. Ein gegebenes System kann durch einen Algorithmus in ein a¨quivalentes regula¨res
System u¨berfu¨hrt werden.138
Hensel verallgemeinerte die Aufgabe, alle ganzen algebraischen Funktionen des Ko¨rpes zu bestimmen:
Er wollte alle algebraischen Funktionen bestimmen, die an endlich vielen Punkten der Riemannschen
Fla¨che vorgegebene Teilbarkeitseigenschaften haben und an den u¨brigen Stellen ganz sind. Diese Auf-
gabe zerlegte Hensel in zwei Teile: Die Menge der Funktionen, die diese Bedingung an allen endlichen
Punkten erfu¨llen, nannte er ein Ideal. Zuerst stellte er daher die Aufgabe, eine C[x]-Basis fu¨r dieses Ideal
zu bestimmen. Die anschließende Betrachtung der Stelle ∞ beschra¨nkte den Grad der Koeffizienten, so
daß er zu einer C-Basis gelangte.139
Die Lo¨sung der Teilaufgabe im Endlichen fu¨hrte Hensel auf die Lo¨sung eines lokalen Problems zuru¨ck.
Betrachtet man zuna¨chst nur die (lokalen) Bedingungen an Punkten u¨ber (x = a), so la¨ßt sich aus einem
beliebigen System ein regula¨res System konstruieren, dessen Teiler dann fu¨r jeden u¨ber (x = a) liegenden
Verzweigungspunkt, an dem d Bla¨tter zusammenlaufen, genau einmal die Restsequenz 0, 1d , . . . ,
d−1
d in
138A¨quivalent bedeutet dabei, daß durch beide Systeme dieselben Funktionen dargestellt werden ko¨nnen.
139Durch eine gebrochene Transformation kann der Punkt, der zusa¨tzlich diskutiert werden muß, auch ins Endliche ver-
schoben werden.
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den Exponenten enthalten.140
Ein System ist genau dann ein Fundamentalsystem fu¨r ein Ideal, wenn es fu¨r jedes a in Partialsysteme
zerfa¨llt. Dies bedeutet, daß fu¨r festes a die Matrix der Entwicklungen a¨quivalent in Blockdiagonalge-
stalt u¨berfu¨hrt werden kann, wobei jedem Verzweigungspunkt der Vielfachheit d u¨ber a ein d× d-Block
entspricht, dessen Teilerexponenten eine Sequenz %d ,
%+1
d , . . . ,
%+d−1
d bilden. Dieses Partialsystem der Ord-
nung % entspricht dann der Bedingung, daß alle Funktionen durch P % teilbar sind, wenn P der zu dem
Verzweigungspunkt geho¨rige Divisor ist.
Beginnt man mit einem System von n linear unabha¨ngigen Funktionen aus dem betrachteten Ideal, so
kann man es nacheinander fu¨r die verschiedenen kritischen Linearfaktoren (x − ai) umformen, so daß
es an ai wie gewu¨nscht in Partialsysteme zerfa¨llt. Umgekehrt kann man auch fu¨r ein gegebenes System
entscheiden, ob es ein Fundamentalsystem fu¨r ein Ideal ist und die Diskriminante eines solchen Funda-
mentalsystems berechnen.
Hensel betrachtete zur Konjugiertenmatrix eines linear unabha¨ngigen Systems die Matrix C, die durch
Transponieren der inversen Matrix entsteht. Auch in dieser sind die Spalteneintra¨ge zueinander konju-
giert. Daher entspricht der Matrix C ein linear unabha¨ngiges System, das Hensel als das komplementa¨re
System bezeichnete.
Ist ein gegebenes System ein Fundamentalsystem fu¨r ein Ideal, so auch dessen komplementa¨res System:
Betrachtet man die Entwicklungen an x = a, so zerfa¨llt mit dem gegebenen System auch das komple-
menta¨re in Partialsysteme. Sind die Teiler, die zu einem Partialsystem des gegebenen Systems geho¨ren
%
d ,
%+1
d , . . . ,
%+d−1
d , so geho¨ren zum entsprechenden Partialsystem des komplementa¨ren Systems die Teiler
−%d ,−%+1d , . . . ,−%+d−1d . Da die Ordnung des Partialsystems vom kleinsten dieser Teiler bestimmt wird,
hat es die Ordnung −(%+ d− 1).
Hensel fu¨hrte den Verzweigungsteiler ein, um diesen Zusammenhang global zu beschreiben. Er ermo¨glicht
es, aus dem gegebenen Ideal zu bestimmen, fu¨r welches Ideal das komplementa¨re System ein Fundamen-
talsystem ist.
Mit Hilfe seines Algorithmus konnte Hensel Funktionen mit speziellen Eigenschaften konstruieren, mit
deren Hilfe er anschließend zeigte, daß die Punkte einer Riemannschen Fla¨che und die Ordnungszahl
einer Funktion an einem Punkt dieser Fla¨che Invarianten des Ko¨rpers K(x, y) sind und nicht von der
gewa¨hlten Variablen x abha¨ngen.
Die Theorie der Divisoren
Im zweiten Teil ordnete Hensel jedem Punkt der als invariant nachgewiesenen Riemannschen Fla¨che einen
Primdivisor zu und betrachtete als Divisoren beliebige Potenzprodukte dieser Primdivisoren, wobei die
Exponenten auch negativ sein du¨rfen. (Diese Divisoren lassen sich auf offensichtliche Weise multiplizieren
und durcheinander dividieren.) Die Summe der Exponenten ist die Ordnung des Divisors. Jeder Funktion
wird der Divisor zugeordnet, dessen Za¨hler die Nullstellen und dessen Nenner die Polstellen der Funktion
sind. Dieser ist also von der Ordnung Null und die u¨bereinstimmende Ordnung von Nenner und Za¨hler
140Der Rest einer rationalen Zahl z = m
n
ist diejenige rationale Zahl 0 ≤ r < 1 mit r = z − g fu¨r ein geeignetes g ∈ Z.
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heißt der Grad der Funktion. Der oben untersuchte Typ von Teilbarkeitsforderungen besagt in der neuen
Terminologie, daß der Divisor der Funktion ein ganzes Vielfaches eines gegebenen Divisors ist.
Hensel nannte zwei Divisoren a¨quivalent, wenn sie sich nur um den Divisor einer Funktion unterscheiden,
und bildete Divisorenklassen nach dieser A¨quivalenzrelation. Die Hauptklasse H entha¨lt dabei alle Divi-
soren von Funktionen des Ko¨rpers. Dann u¨bertra¨gt sich die Multiplikation, die Division und die Ordnung
auf die Divisorklassen. Man erha¨lt alle Divisoren einer bestimmten Klasse D, indem man alle Divisoren
der Hauptklasse H mit einem festen Element dieser Klasse D multipliziert.
Zwischen Divisoren einer Klasse besteht nach Definition eine lineare Gleichung mit komplexen Koeffizi-
enten, wenn die Gleichung zwischen Ko¨rperelementen gilt, die man erha¨lt, wenn man die vorkommenden
Divisoren durch einen festen Divisor der Klasse teilt. Betrachtet man nur die ganzen Elemente einer
Klasse, so kann man diese als Linearkombination einer endlichen Anzahl linear unabha¨ngiger Divisoren
darstellen. Die Kardinalita¨t einer solchen Basis heißt die Dimension der Klasse.
Das Verfahren aus dem ersten Teil ermo¨glicht es, eine solche Basis zu bestimmen: Man wa¨hlt einen Mul-
tiplikator O, bestimmt eine Basis des Ideals zu 1O , beru¨cksichtigt die Bedingung an ∞ und multipliziert
die gefundenen Elemente wieder mit O.
Analog kann man eine Basis fu¨r die ganzen Elemente einer Divisorklasse aufstellen, die zusa¨tzlich durch
einen gegebenen Divisor D teilbar sind. Allerdings muß in diesem Fall der Multiplikator geeignet gewa¨hlt
werden.
Die Theorie der Differentiale
Der dritte Teil entha¨lt die Zuordnung von Divisoren zu Differentialen und Differentialquotienten. Hensel
begann damit zu bestimmen, wie oft fu¨r beliebige Funktionen η und ξ die einzelnen Primdivisoren in dηdξ
enthalten sind. Mit Hilfe dieser Anzahlen konnte er eine geschlossene Darstellung fu¨r dηdξ beweisen, in der
die Verzweigungsdivisoren der beiden Funktionen η und ξ vorkommen.
Ist ein Differential dω = ζxdx gegeben, so betrachtete Hensel die Transformation des Integranden bei ei-
ner Variablentransformation. Er ordnete dem Differential den Divisor W = ζx
Zx
n2x
zu, der unabha¨ngig von
der gewa¨hlten Variable x ist.141 Alle Divisoren dieser Form sind a¨quivalent, entsprechen Differentialen
und bilden daher die Differentialklasse.
Der Divisor W beschreibt das Verhalten des dem Differential entsprechenden Integrals: Sagt man, das
Integral verhalte sich an der Stelle P regula¨r, wenn es, vermindert um die Integrationskonstante, von er-
ster Ordnung verschwindet, so entha¨lt der Divisor W alle Stellen, an denen sich das Integral nicht regula¨r
verha¨lt. Der Za¨hler von W entha¨lt die Stellen, an denen das Integral von ho¨herer Ordnung verschwindet,
der Nenner diejenigen, wo es einen Pol hat.
Die Bestimmung aller Differentiale, deren Integrale vorgeschriebene Irregularita¨ten haben (z.B. keine
Pole), entspricht daher der Ermittlung aller Differentiale, deren Divisor ζx
Zx
n2x
ein Vielfaches eines vor-
gegebenen Divisors D ist. Hierfu¨r hatte Hensel die komplementa¨ren Basen bereitgestellt: Er bestimmte
141Dabei ist Zx der Verzweigungsdivisor zu x und nx der Nennerdivisor der Variablen x.
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zuna¨chst ein Fundamentalsystem fu¨r die Vielfachen von 1D und erhielt als komplementa¨res System ein
Fundamentalsystem fu¨r die Vielfachen von OZx . (Die noch offene Bedingung bezu¨glich des Nennerdivisors
von x erforderte anschließend Ordnungsbetrachtungen an einer festen Stelle x = a0.)
Die Frage nach den Differentialen, deren Divisor ein Vielfaches von D ist, la¨ßt sich auch als die Frage
nach den Divisoren E formulieren, fu¨r die DE ein Differential ist. Da die Anzahl der linear unabha¨ngi-
gen Differentiale, die diese Bedingung erfu¨llen, nur von der Klasse von D abha¨ngt, heißen zwei Klassen
Erga¨nzungsklassen, wenn ihr Produkt die Differentialklasse ist. Der Satz von Riemann-Roch beschreibt,
wie die Dimensionen von Erga¨nzungsklassen zusammenha¨ngen. Hensel bewies ihn unter Benutzung kom-
plementa¨rer Basen. Die Dimension der Erga¨nzungsklasse zu einer Klasse C ha¨ngt von Dimension und
Grad der Klasse C, sowie dem Geschlecht des Ko¨rpers ab.
Die Anwendung des Satzes von Riemann-Roch auf einige einfache Divisoren fu¨hrte Hensel zu der Aus-
sage, daß es keine Abelschen Integrale gibt, die nur an einer Stelle logarithmisch unendlich werden, aber
solche, die nur an zwei Punkten bzw. an nur an einem Punkt von ho¨herer Ordnung unendlich werden.
Hensels Einleitung und seine Schlußbemerkungen
Die vorgestellte Gliederung la¨ßt sich auch aus Hensels Einleitung entnehmen. Er schrieb, er habe die Form
der Darstellung gewa¨hlt, die ihm “als die einfachste erscheint, um diese Theorie in voller Strenge und in
voller Allgemeinheit zu entwickeln.”142 Anschließend rechtfertigte er die Benutzung der Potenzreihenent-
wicklungen mit der Aussage, er habe fu¨r diese “einen Beweis gefunden, welcher ausser dem einfachsten
Convergenzcriterium fu¨r eine Reihe kein einziges Resultat der Analysis benutzt, und fu¨r den daher alle
sonst sich darbietenden Schwierigkeiten bei dem Auftreten ho¨herer Singularita¨ten gar nicht erst in Frage
kommen.”143 Fu¨r diesen Beweis verwies er sowohl auf das Lehrbuch [Hensel/Landsberg, 1902], als auch
auf seine ausfu¨hrliche Arbeit u¨ber die algebraischen Funktionen zweier Variablen [38, 1900]. Die folgende
Fundamentalaufgabe sah er im Mittelpunkt seiner Theorie:
Es soll ein vollsta¨ndiges System linear unabha¨ngiger rationaler Functionen von x und y gefunden werden,
welche in h beliebig gegebenen Punkten P1,P2, . . . ,Ph der Riemann’schen Fla¨che mindestens die Ordnungs-
zahlen λ1, λ2, . . . , λh besitzen und sich in allen anderen Punkten jener Fla¨che regula¨r verhalten.
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Hensel hob hervor, daß er ein endliches Verfahren zur Lo¨sung dieser Aufgabe vorstelle, welches ohne
Vorbereitungen durchgefu¨hrt werden kann:
Dass diese Aufgabe hier ganz im Anfange der Theorie gelo¨st wird, wa¨hrend ihre Lo¨sung sonst schon die Theo-
rie der Abel’schen Integrale, die Zerschneidung der Riemann’schen Fla¨che, den Riemann-Roch’schen Satz,
und, im Falle ho¨herer Singularita¨ten, ihre Auflo¨sung durch birationale Transformation erfordert, erscheint
mir als ein wesentlicher Vorzug des hier eingeschlagenen Weges.145
Setzt man O = Pλ11 Pλ22 . . .Pλhh , so la¨ßt sich die obige Aufgabe folgendermaßen formulieren:
Es soll ein Fundamentalsystem fu¨r alle linear unabha¨ngigen Multipla eines beliebig gegebenen Divisors O
innerhalb eines Ko¨rpers K(x, y) gefunden werden.146
142[39, 1901, 437].
143[39, 1901, 437].
144[39, 1901, 438].
145[39, 1901, 438]. Die Bestimmung der Potenzreihenentwicklung schließt dabei die Bestimmung der Verzweigungspunkte
der Riemannschen Fla¨che ein.
146[39, 1901, 438].
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Auf diese la¨ßt sich die “allgemeinste Aufgabe der Theorie der algebraischen Functionen”:
Es soll ein vollsta¨ndiges System aller unabha¨ngigen Multipla eines Divisors O innerhalb einer beliebigen
Divisorenclasse R gefunden werden.147
leicht zuru¨ckfu¨hren. Hensel hob hervor, daß die Anzahl dieser linear unabha¨ngigen Multipla nur von der
Klasse Q von O abha¨ngt, nannte diese Anzahl
{
R
Q
}
und bezeichnete alle entsprechenden Anzahlen als
“die wichtigste[n] und allgemeinste[n] Invariante[n] der algebraischen Ko¨rper.”148
Ordnet man einem Differential den Divisor aus denjenigen Punkten zu, “in denen sich das zugeho¨ri-
ge Integral nicht normal verha¨lt,”149 so liegen die entsprechenden Divisoren in einer Klasse, und man
erkennt,
dass von diesem Standpunkte aus die Betrachtung der rationalen Functionen von x und y einerseits und die
Theorie der Abel’schen Integrale andererseits nur zwei specielle Fa¨lle eines und desselben Problems sind,
na¨mlich der Untersuchung aller Divisoren einer und derselben Classe.150
Die allgemeinste Frage der Theorie der Abelschen Integrale fu¨hre dann auf die oben angesprochene Be-
stimmung von
{
R
Q
}
, wobei als Divisorenklasse R die Differentialklasse W zu setzen sei. Aus der Betrach-
tung der Anzahlen
{
W
Q
}
ko¨nne man “unmittelbar den Riemann-Roch’schen Satz in seiner allgemeinsten
Form ablesen” und setzt man den Divisor O
speciell gleich 1 oder gleich 1Pm oder gleich
1
PP′ , so erha¨lt man die Elementarintegrale erster, zweiter und drit-
ter Gattung, und hieraus folgt ohne Weiteres die Darstellung jedes beliebigen Integrals durch jene einfachsten
Integrale.151
In seinen Schlußbemerkungen faßte Hensel zusammen, er habe “alle in dieser Theorie sich darbietenden
Aufgabe auf ein Grundproblem” zuru¨ckgefu¨hrt und dieses ko¨nne man “mit rein arithmetischen Hu¨lfsmit-
teln lo¨sen.”152 Weiter erwa¨hnte er ausdru¨cklich,
dass sich eine Theorie der ganzen Divisoren nebst ihrer Anwendung auf ganz anderer Grundlage und in
ganz anderer Behandlung in der classischen Abhandlung der Herren Dedekind und Weber im 92. Bande
des Crelle’schen Journals findet, deren sonstige Vorzu¨ge hier nicht noch einmal hervorgehoben zu werden
brauchen.153
Demgegenu¨ber betonte er die Neuheit seiner Resultate folgendermaßen:
Von den Hauptresultaten dieser Arbeit sind die Sa¨tze u¨ber die algebraischen Systeme und Moduln, u¨ber ihre
Transformation in regula¨re Systeme, und der Satz u¨ber die charakteristischen Eigenschaften des Fundamen-
talsystems fu¨r ein Ideal noch nicht gegeben worden; dasselbe gilt von der allgemeinen Theorie der (ganzen
und gebrochenen) Divisoren, ihrer Eintheilung in Classen, und von der Aufstellung des Grundproblems dieser
Theorie und seiner Anwendung auf die der Abel’schen Integrale.154
147[39, 1901, 439].
148[39, 1901, 439]. Hensels genaue Formulierung,
{
R
Q
}
“ sei die wichtigste und allgemeinste Invariante der algebraischen
Ko¨rper,” ist etwas mißversta¨ndlich.
149[39, 1901, 439].
150[39, 1901, 439].
151Beide [39, 1901, 440].
152[39, 1901, 497].
153[39, 1901, 497], [Dedekind/Weber, 1882].
154[39, 1901, 497].
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4.3.2 Grundlagen
Da Hensel im ersten Teil der Untersuchung wirklich mit den Potenzreihen arbeitete, wird dieser relativ
ausfu¨hrlich Paragraph fu¨r Paragraph dargestellt, um einen Vergleich mit den entsprechenden Abschnitten
seiner parallel zur Theorie der algebraischen Zahlen geschriebenen Arbeit [40, 1902] zu ermo¨glichen.
Die lokalen Teiler und der Begriff des regula¨ren Systems
Der erste Paragraph beginnt mit der Beschreibung des Untersuchungsobjekts, des Ko¨rpers K(x, y)
aller rationalen Functionen von x und y unter der Voraussetzung, dass y mit x durch eine beliebige irreductible
Gleichung an(x)y
n + an−1(x)yn−1 + · · · + a1(x)a + a0(x) = 0 verbunden ist, deren Coefficienten beliebige
rationale Functionen der unabha¨ngigen Variabeln x sind .155
Hensel setzte aus “den Elementen der Functionentheorie” voraus, “dass jede Function η = ϕ(x, y) je-
nes Ko¨rpers auf einer gewissen n-bla¨ttrigen Riemann’schen Kugelfla¨che K eindeutig ist”156 und in der
Umgebung jedes Punktes dieser Fla¨che in eine Potenzreihe entwickelt werden kann, die nach Potenzen
von (x − a) 1α fortschreitet, wenn dieser Punkt u¨ber x = a liegt und in diesem Punkt α Bla¨tter zusam-
menha¨ngen.157
Beginnt die Entwicklung mit (x − a) λα , so hat η in diesem Punkt die Ordnung λ, die positiv, Null oder
negativ sein kann. Ist die Ordnung gro¨ßer oder gleich Null, so heißt die Funktion an dieser Stelle regula¨r.
Der Teiler von η fu¨r die Stelle a ist der gro¨ßte gemeinsame Teiler der n Entwicklungen an dieser Stelle,
der Exponent von (x − a) dieses Teilers also das Minimum der (gebrochenen) Exponenten in den Ent-
wicklungen.
Hensel fu¨hrte zur Vereinfachung die Konvention ein, daß u¨ber x = a genau drei Verzweigungspunkte
Vα, Vβ und Vγ liegen, an denen α, β bzw. γ Bla¨tter zusammenha¨ngen, so daß α+ β + γ = n ist. Der Zu-
sammenhang zwischen den Konjugierten von η und den Entwicklungen war fu¨r Hensel selbstversta¨ndlich:
Alsdann schreiten die Entwicklungen der n conjugirten Zweige η(1), . . . , η(n) einer beliebigen algebraischen
Function in der Umgebung der Stelle (x = a) nach ganzen Potenzen bzw. von (x− a) 1α , (x− a) 1β , (x− a) 1γ
fort, und zwar ergeben sich die Entwicklungen von η(1), . . . , η(α) aus der von η(1) dadurch, dass man die
Potenz (x − a) 1α durch ihre α conjugirten ersetzt, welche sich ja nur durch Einheitswurzeln voneinander
unterscheiden.158
Der Teiler hat dann die Gestalt (x − a) rµ , wobei µ das kleinste gemeinsame Vielfache von α, β und γ
ist. Er ist “die ho¨chste Potenz von (x−a), fu¨r welche der Bruch η
(x−a)
r
µ
an jener Stelle noch regula¨r ist.”159
Im zweiten Paragraphen betrachtete Hensel n-elementige linear unabha¨ngige Systeme (η1, . . . , ηn) und
den von diesen erzeugten Teilbereich bzw. “ ’Modul’ in der Dedekind’schen Terminologie”160 (A) der Ele-
mente η = u1η1 + · · ·+ unηn, wobei die ui ganze rationale Funktionen von x sind. Er nannte (η1, . . . , ηn)
eine “Basis fu¨r den Bereich oder Modul (A).”161 Zwei solche Systeme heißen a¨quivalent, wenn sie den
155[39, 1901, 440].
156[39, 1901, 440].
157Bzw. nach
(
1
x
) 1
α , wenn x in diesem Punkt unendlich ist, [39, 1901, 441].
158[39, 1901, 441].
159[39, 1901, 442].
160[39, 1901, 443].
161[39, 1901, 443].
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gleichen Modul erzeugen. Dies ist genau dann der Fall, wenn sich die Determinanten
∣∣∣η(κ)i ∣∣∣ ihrer Kon-
jugiertenmatrizen nur um eine Konstante unterscheiden. Hensel betrachtete diese Determinante in der
Umgebung der Stelle (x = a) und ersetzte dazu die Konjugierten durch ihre Entwicklungen.162 Sind
(x − a) riµ die Teiler von ηi und aki die Koeffizienten von (x − a)
ri
µ in der Entwicklung von η
(k)
i , also
die Anfangskoeffizienten dieser Entwicklungen (die nicht alle Null sind), so beginnt die Entwicklung von
D =
∣∣∣η(κ)i ∣∣∣ mit |aki|(x − a) r1+···+rnµ . D ist also genau dann genau durch (x − a) r1+···+rnµ teilbar, wenn
|aki| 6= 0 ist. Dann heißt das System regula¨r fu¨r die Stelle (x = a) und der Teiler einer Linearkombina-
tion η = u1η1 + · · · + unηn fu¨r die Stelle a ist gleich dem gro¨ßten gemeinsamen Teiler der Teiler ihrer
Summanden uiηi.
Eine wesentliche Vereinfachung gegenu¨ber dem a¨quivalenten Begriff des kanonischen Systems liegt darin,
daß hier nicht das ganze Element, sondern nur der Anfangskoeffizient einer schon angepaßten Entwicklung
beru¨cksichtigt werden muß.
Die U¨berfu¨hrung in Blockdiagonalgestalt
Der dritte Paragraph entha¨lt einen Algorithmus, um ein beliebiges System in ein a¨quivalentes, an der
Stelle (x = a) regula¨res System zu u¨berfu¨hren. Dieser Algorithmus wird hier ausfu¨hrlich vorgestellt, um
ihn spa¨ter mit dem etwas komplizierteren Algorithmus im Fall der algebraischen Zahlen vergleichen zu
ko¨nnen. Das Prinzip ist, das System (η1, . . . , ηn) so anzuordnen, daß die Teiler an x = a monoton wach-
sen: r1µ ≤ r2µ · · · ≤ rnµ . Anschließend werden Vielfache fru¨herer Spalten von
∣∣∣η(κ)i ∣∣∣ von spa¨teren abgezogen,
wenn die Exponenten der Teiler sich um eine ganze Potenz von (x− a) unterscheiden. (Zwei Bru¨che, die
sich um eine ganze Zahl unterscheiden, heißen kongruent.)
Der Algorithmus arbeitet nur mit den Anfangskoeffizienten und beru¨cksichtigt zu jedem Verzweigungs-
punkt genau eine Zeile. Wird wa¨hrend der Durchfu¨hrung des Algorithmus eine Spalte komplett Null, so
bedeutet dies, daß ihr Teiler gestiegen ist. Dann muß der neue Teiler bestimmt und das Element neu
einsortiert werden.
Geho¨re die erste Zeile zu Vα, die zweite zu Vβ und die dritte zu Vγ . Hensel begann seinen Algorithmus
in der ersten Spalte. Man wa¨hlt das erste von Null verschiedene Element dieser Spalte und normiert es
zu Eins, indem man die dazugeho¨rige Funktion durch den Koeffizienten teilt, was natu¨rlich auch die an-
deren Anfangskoeffizienten dieser Spalte vera¨ndert. Anschließend macht man alle Elemente dieser Zeile,
“fu¨r welche die zugeho¨rigen Exponenten riµ zu
r1
µ congruent sind, dadurch zu Null, dass man von der
betreffenden Colonne ein geeignetes Multiplum der ersten abzieht.”163 Dann wa¨hlt man das erste von
Null verschiedene Element der zweiten Spalte, normiert auch dieses zu Eins und macht alle folgenden
Elemente der Zeile zu Null, die einen kongruenten Teilerexponenten haben usw. Da das urspru¨ngliche
System linear unabha¨ngig war, kann wa¨hrend dieses Vorgangs keine echte Nullspalte entstehen. Deshalb
stehen am Ende des Verfahrens in der ersten Zeile genau α Elemente. Die Exponenten von deren Teilern
haben alle den Nenner α und in den Resten der Exponenten tritt jeder der Reste 0, 1α , . . . ,
α−1
α genau
einmal auf. Entsprechend ist es mit der zweiten und dritten Zeile.
162[39, 1901, 443].
163[39, 1901, 447].
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Das bei diesen Transformationen entstandene System ist regula¨r: Um dies nachzuweisen, sortiert man die
Elemente so, daß zuerst alle Elemente kommen, deren Teilerexponent ein Rest mit Nenner α ist, dann
die, deren Teilerexponent den Nenner β hat und dann die mit Teilerexponent mit Nenner γ. Fu¨gt man die
weggelassenen Zeilen der zugeho¨rigen Konjugierten wieder hinzu, so erha¨lt man eine Matrix der Gestalt
Sα 0 . . . 0
∗ Sβ . . . 0
. . .
∗ ∗ . . . Sκ
 mit Si =

1 1 . . . 1
ω1 ω2 . . . ωi
. . . . . . . . . . . .
ωi−11 ω
i−1
2 . . . ω
i−1
i
 .
Dabei sind die ωj paarweise verschiedene i-te Einheitswurzeln.
164 Deshalb ist |Si| = i i2 6= 0 gleich der
Wurzel aus der Diskriminante der Kreisteilungsgleichung. Die Determinante der ganzen Koeffizientenma-
trix ist daher ebenfalls von Null verschieden, das System also regula¨r.
Im vierten Paragraphen verku¨rzte Hensel zuna¨chst die Ausdrucksweise fu¨r die in der Einleitung for-
mulierte Fundamentalaufgabe:165 Eine Funktion geho¨rt zum Punktsystem Pλ11 Pλ22 . . .Pλhh , wenn sie in
jedem Pi mindestens Ordnung λi hat und in den u¨brigen Punkten regula¨r ist. Die Aufgabe ist dann, alle
Funktionen zu finden, die zu einem gegebenen Punktsystem geho¨ren. Hensel lo¨ste zuerst eine einfachere
Aufgabe, die den Punkt ∞ nicht beru¨cksichtigt:166
Es sollen alle Functionen des Ko¨rpers k(x, y) gefunden werden, welche in den h im Endlichen liegenden
Punkten P1,P2, . . . ,Ph bzw. mindestens die Ordnungszahlen λ1, λ2, . . . , λh besitzen und sonst fu¨r alle im
Endlichen liegenden Punkte regula¨r sind.167
Die Funktionen, die diese Bedingungen erfu¨llen, bilden “einen Bereich (J), ein ’Ideal’ in der Dede-
kind’schen Terminologie.”168 Hensel zeigte, daß mit linear unabha¨ngigen Elementen (η1, . . . , ηn) aus (J)
auch der von diesen erzeugte Modul in (J) liegt und nannte das System ein Fundamentalsystem fu¨r (J),
wenn der erzeugte Modul mit (J) u¨bereinstimmt.
Hensels Ziel war es, zuna¨chst ein Fundamentalsystem fu¨r (J) in Bezug auf die Stelle (x = a) zu konstru-
ieren und damit den folgenden Satz zu beweisen:
Jede zu (J) geho¨rige Basis (η1, η2, . . . ηn) kann in eine andere transformirt werden, welche in lauter Partialsy-
steme, entsprechend den an der betrachteten Stelle u¨bereinander liegenden Punkten Vα, Vβ , Vγ , zerfa¨llt, und
deren Ordnungen %, σ, τ gleich denen sind, welche die zugeho¨rigen Punkte in dem Bereiche (J) besitzen.169
Ein Partialsystem von der Ordnung % fu¨r den Punkt Vα ist dabei ein System von α Elementen, dessen
Entwicklungen um Vα die Ordnungen %, %+ 1, . . . , %+α− 1, “aber fu¨r alle daru¨ber liegenden Punkte der
Riemann’schen Fla¨che Vβ , Vγ die Ordnung ∞ haben.”170
164Entspricht ω der Spalte mit Teilerrest 1
i
, so entspricht dem Teilerrest k
i
der Koeffizient ωk. Da alle Teilerreste in-
kongruent sind, sind die ωj paarweise verschiedene Potenzen einer primitiven i-ten Einheitswurzel und daher paarweise
verschieden.
165Zitiert in 4.3.1 mit FN 140.
166Dementsprechend nahm Hensel an, daß weder Punkte des Punktsystems noch Verzweigungspunkte u¨ber ∞ liegen, [39,
1901, 450].
167[39, 1901, 450].
168[39, 1901, 450].
169[39, 1901, 452]. Der letzte Teilsatz ist vielleicht mißversta¨ndlich formuliert: Es geht um die Exponenten der Punkte
Vα, Vβ , Vγ in der Definition von (J).
170[39, 1901, 452], die Ausdrucksweise “Ordnung∞” gebrauchte Hensel im na¨chsten Zitat im Sinne von beliebig hoch, s.u.
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Hensel u¨berfu¨hrte das gegebene System mit dem obigen Algorithmus in ein a¨quivalentes, fu¨r die Stelle
(x = a) regula¨res System. Dann bilden die Exponenten der Teiler ein volles System inkongruenter Bru¨che
mit Nenner α, die alle gro¨ßer als %α sind, da alle Elemente weiterhin in (J) liegen usw.
Anschließend ging er zu einem Fundamentalsystem fu¨r (J) in Bezug auf die Stelle (x = a) u¨ber, welches
er anschließend so modifizierte, daß die zugeordnete Matrix Blockdiagonalgestalt hat: Dazu begann er
diesmal rechts. Er dividierte jedes Element, das zum letzten Diagonalblock, also zu Vγ , geho¨rt, durch
eine solche ganze Potenz von (x − a), daß es den gewu¨nschten Teiler (x − a) τ+iγ (i = 0, . . . , γ − 1) hat.
Anschließend zog er von den ersten α + β Elementen solche rationale Vielfache der letzten γ Elemente
ab, daß die Ordnung von deren Entwicklungen an Vγ steigt.
171
Geht man in derselben Weise fort, so erha¨lt man schliesslich ein neues System, dessen α+ β erste Elemente
in Vγ in der That von beliebig hoher Ordnung, also von der Ordnung ∞ sind.172
Anschließend wiederholte er das gleiche fu¨r die zum na¨chsten Block geho¨rigen Elemente, bis er bei Vα
ankam.173
Die Diskriminante und ein (absolutes) Fundamentalsystem
Im fu¨nften Paragraphen begru¨ndete Hensel die bereits benutzte Bezeichnung Fundamentalsystem fu¨r die
Stelle (x = a) mit der folgenden Eigenschaft des so erhaltenen Systems ζ1, . . . , ζn:
Eine algebraische Function ζ = u1ζ1 + · · · + unζn kann nur dann dem Bereiche (J) angeho¨ren, wenn alle
Coefficienten u1, u2, . . . , un an der Stelle (x = a) endlich sind, wenn also keiner derselben den Linearfaktor
x− a im Nenner entha¨lt.174
Aus dem Beweis dieses Satzes la¨ßt sich ablesen, welche Ordnung die ersten α + β Elemente an Vγ
tatsa¨chlich haben mu¨ssen, damit das System ein Fundamentalsystem sein kann.175
Wa¨re die Aussage falsch, so ga¨be es eine Funktion
ζ =
c1ζ1 + c2ζ2 + · · ·+ cnζn
x− a
in (J), wobei die ci nicht sa¨mtlich verschwindende Konstanten sind. Ist dann ci die erste nichtverschwin-
dende Konstante, so wies Hensel nach, daß ζ an dem zu ζi geho¨renden Verzweigungspunkt nicht regula¨r
sein kann. Sei dazu dieser Verzweigungspunkt Vγ . Die wesentliche Aussage ist, daß sich die Entwicklun-
gen der zu den Verzweigungspunkten Vα und Vβ geho¨rigen ζj am Verzweigungspunkt Vγ nicht mit der
dortigen Entwicklung von ζi wegheben ko¨nnen.
Dazu ist ausreichend, daß diese Entwicklungen mit c(x− a) τγ+1 beginnen, also mindestens die Ordnung
τ + γ haben. Dann beginnt die Entwicklung von ζi mit ci(x− a)
τ+k
γ fu¨r ein 0 ≤ k < γ, die von ζ also mit
171In jedem Schritt kann man einen Koeffizienten einer Entwicklung an Vγ zu Null machen, womit auch die entsprechenden
Koeffizienten der γ Konjugierten verschwinden. Man wa¨hlt ein Element, dessen erste Koeffizienten der Entwicklungen um
Vγ man beseitigen will, sucht dasjenige unter den letzten γ Elementen, dessen Teiler einen kongruenten Exponenten hat
und zieht dessen entsprechendes Vielfaches ab.
172[39, 1901, 454].
173Hat man gerade die Elemente des Blocks Si durch geeignete Potenzen von (x− a) geteilt, so stehen u¨ber diesem Block
nach dem ersten Teil des Verfahrens nur Nullen. Nach dem bereits ausgefu¨hrten Teil des zweiten Teils des Verfahrens stehen
auch unter diesem Block nur Nullen. Die beschriebenen Operationen vera¨ndern daher nur die Entwicklungen an Vi.
174[39, 1901, 455].
175Hensel hatte die Ordnung ∞ gefordert und arbeitete auch mit ihr. Die praktisch relevantere Aussage, nach wieviel
Schritten man den Algorithmus abbrechen kann, wurde hier eingefu¨gt, obwohl Hensel sie nicht explizit angab.
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ci(x− a)
τ+k
γ −1 und daher liegt ζ nicht in (J).
Da nun jedes Fundamentalsystem (η1, . . . , ηn) fu¨r die Stelle (x = a) den Faktor (x − a) gleich oft in
der Determinante |η(κ)i | entha¨lt, kann man diese Potenz aus einem in Partialsysteme zerfallenden System
berechnen und dabei
ko¨nnen na¨mlich alle diejenigen Elemente η
(κ)
i einfach durch Null ersetzt werden, deren Ordnung an den
betrachteten Stellen Vα, Vβ , Vγ unendlich gross ist.
176
Dadurch erreichte Hensel die gewu¨nschte Blockdiagonalform.177 Die Determinante dieser Matrix ist gleich
dem Produkt der Determinanten der Partialsysteme.
Der Exponent von (x−a) in der Determinante eines Partialsystems ist gleich der Summe der Exponenten
der Teiler, d.h. fu¨r ein Partialsystem zu Vα ist sie
%
α +
%+1
α + · · ·+ %+α−1α = %+ α−12 .
Die Determinante des Fundamentalsystems fu¨r die Stelle (x = a) entha¨lt daher den Faktor (x − a) mit
dem Exponenten r+ o2 , worin r die Summe der Ordnungszahlen der u¨ber x = a liegenden Punkte in dem
das Ideal beschreibenden Punktsystem bedeutet und o =
∑
(α − 1) die Summe der Verzweigungszahlen
der darin enthaltenen Punkte u¨ber x = a ist.178
Die vorgenommene Umformung fu¨r die Stelle (x = a) a¨ndert nur den Exponenten von (x − a) in der
Determinante des Systems, so daß man von einer beliebigen Basis in (J) ausgehend, diese Umformung
schrittweise fu¨r alle Linearfaktoren durchfu¨hren kann, fu¨r die der Exponent noch nicht den richtigen Wert
r + o2 hat,
und so gelangt man nach einer endlichen Anzahl von solchen Reductionen zu einem Systeme ζ1, . . . , ζn,
welches fu¨r jede endliche Stellen von K ein Fundamentalsystem fu¨r den Bereich (J) ist; dieses System ist also
ein absolutes Fundamentalsystem fu¨r (J).179
Schlußfolgerungen
Im sechsten Paragraphen zog Hensel Schlußfolgerungen aus den erhaltenen Resultaten. Dazu betrachtete
er die Summe der ersten Funktionen der jeweiligen Partialsysteme. Dies ist eine Funktion, die in jedem
Punkt u¨ber (x = a) genau die Ordnungszahl hat, mit der der Punkt im Punktsystem O vorkommt. Sie
heißt deshalb eine zugeho¨rige Function ξa. Aus diesen kombinierte Hensel eine zu O zugeordnete Function
ξO, “welche in jedem Punkte Pi eines Punktsystemes O = Pλ11 . . .Pλhh genau von der Ordnung λi ist.”180
Dazu nutzte er T (x) = (x − a)r(x − b)s . . . (x − c)t, wobei die r, s, t so groß gewa¨hlt sind, daß T (x) in
jedem Pi von gro¨ßerer Ordnung als λi ist, und setzte
ξO = ξa
T (x)
(x− a)r + ξb
T (x)
(x− b)s + · · ·+ ξc
T (x)
(x− c)t .
Hensel bestimmte zwei spezielle zugeordnete Funktionen. Sind P1, . . . ,Pν alle Punkte u¨ber (x = a) und
betrachtet man das Punktsystem O = P2 . . .Pν , so ist dessen zugeordnete Funktion in P1 endlich und
von Null verschieden, wa¨hrend sie in allen anderen Punkten u¨ber (x = a) verschwindet.
176[39, 1901, 456]. Fu¨r diese Berechnung bra¨uchte man die Ordnung nicht unendlich groß machen, denn der zweite Teil
des Verfahrens a¨ndert die Determinante gar nicht, da auch die Determinante einer unteren Blockdreiecksmatrix gleich dem
Produkt der Determinanten dieser Blo¨cke ist.
177Eine solche hatte er zuvor schon im zahlentheoretischen Fall angestrebt, vgl. z.B. 4.2.4.
178Hat ein Punkt die Vielfachheit α, so ist seine Verzweigungszahl α − 1, so daß Punkte, die keine Verzweigungspunkte
sind, keinen Beitrag leisten.
179[39, 1901, 456].
180[39, 1901, 456].
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Ebenso ergibt O′ = P1 eine zugeordnete Funktion, die in P1 genau von der ersten Ordnung ist.181
Hensel wies darauf hin, daß man auch aus einem gegebenen Fundamentalsystem das dazugeho¨rige Punkt-
system bestimmen kann:
Ein System (ξ1, ξ2, . . . ξn) ist dann und nur dann ein Fundamentalsystem fu¨r ein Punktsystem, wenn es fu¨r
jede endliche Stelle (x = a) einem anderen a¨quivalent ist, welches entsprechend den jener Stelle zugeho¨rigen
Punkten Vα, Vβ , . . . Vγ der Riemann’schen Fla¨che in lauter Partialsysteme zerfa¨llt. Ist dann fu¨r einen belie-
bigen Punkt P das zugeho¨rige Partialsystem von der Ordnung λ, so entha¨lt das Punktsystem O genau die
λte Potenz von P, d.h. es ist: O = ∏Pλ, wo das Product offenbar nur u¨ber diejenigen Punkte P erstreckt
zu werden braucht, fu¨r welche die Ordnungszahlen λ von Null verschieden sind.182
Ob das System a¨quivalent zu einem in Partialsysteme zerfallenden ist, kann man dabei entscheiden, indem
man u¨berpru¨ft, ob die unendlichschrittige Umformung in ein Blockdiagonalsystem mo¨glich wa¨re. Dazu
mu¨ssen die Teiler lu¨ckenlose Sequenzen bilden und alle Elemente des Systems durch die Potenzen der
Divisoren teilbar sein, die diesen Sequenzen entsprechen.
Anschließend definierte Hensel die Norm eines Punktsystems O = Pλ11 . . .Pλhh , indem er jedem Punkt des
Systems den Linearfaktor des darunterliegenden Punkts mit der entsprechenden Vielfachheit zuordnete:
N(O) = (x− a1)λ1 . . . (x− ah)λh .
Dies ermo¨glichte die einfache Gleichung D(O) = N(O)D(1), die die Determinante eines Fundamentalsy-
stems fu¨r ein Punktsystem O mit der eines Fundamentalsystems fu¨r das leere Punktsystem verbindet.
Der Grad von D(1) ist w2 =
1
2
∑
(α − 1), der von N(O) ist l = λ1 + . . . λh und damit ist der Grad von
D(O) gleich l + w2 .183 Dabei heißt w die Verzweigungszahl der Riemannschen Fla¨che K.
Das Verzweigungssystem
Im siebenten Paragraphen betrachtete Hensel zu einem beliebigen System (η
(κ)
i ) mit nichtverschwinden-
der Determinante das komplementa¨re System ((η
(κ)
i )
−1)T zu (η(κ)i ), wobei die inverse Matrix transponiert
wird.
Zuna¨chst zeigte er, daß die Zeilen des komplementa¨ren Systems durch die gleiche Konjugation (in seiner
Terminologie: “Vertauschung von y1 mit yj”
184) aus der ersten hervorgehen, wie die des urspru¨nglichen
Systems, wenn dieses aus n Elementen und ihren Konjugierten bestanden hatte.
In diesem Fall besteht auch das komplementa¨re System aus n Funktionen und ihren Konjugierten, wovon
Hensel im Folgenden ausging. Er zeigte weiter, daß die komplementa¨ren Systeme zweier a¨quivalenter
Systeme ebenfalls a¨quivalent sind. Ist ein System an einer beliebigen Stelle (x = a) regula¨r, so auch
das komplementa¨re. Betrachtet man das komplementa¨re System zu einem in Partialsysteme zerfallen-
den System, so zerfa¨llt auch dieses in Partialsysteme, und die Teiler sind das Negative der Teiler des
urspru¨nglichen Systems.185
Geho¨rte das Partialsystem der Ordnung % also zu einem Verzweigungspunkt Vα, so hat das komple-
menta¨re System die Ordnung % = −(% + α − 1), da sich die Ordnung nach dem kleinsten Teiler in der
181[39, 1901, 458]. Die Existenz solcher Funktionen hatte Hensel in [21, 1895, 936] noch als “beinahe selbstversta¨ndlich”
vorausgesetzt.
182[39, 1901, 459].
183Die Zahl w
2
ist ganzzahlig; dies zeigte Hensel im neunten Paragraphen.
184[39, 1901, 461].
185[39, 1901, 462f]. Die letzte Aussage folgt aus der Cramer-Formel fu¨r die Inverse einer Matrix.
188
fortlaufenden Sequenz richtet.
Um diesen Zusammenhang auch global beschreiben zu ko¨nnen, fu¨hrte Hensel einen “neuen und fu¨r die
ganze Theorie sehr wichtigen Begriff” ein,186 das Verzweigungssystem des Ko¨rpes K(x, y) in Bezug auf x:
Z = ∏Pα−1α . Darin kommt jeder Punkt P der Kugelfla¨che K so oft vor, wie seine Verzweigungsordnung
α− 1 angibt, es kommen also alle und nur die Verzweigungspunkte vor.187 Mit seiner Hilfe la¨ßt sich der
Satz
Ist (ξ1, ξ2 . . . ξn) ein Fundamentalsystem fu¨r ein beliebiges PunktsystemO, so ist das complementa¨re (ξ1, ξ2, . . . ξn)
ein Fundamentalsystem fu¨r dasjenige Punktsystem O, welches mit O durch die Gleichung OO = 1Z verbun-
den ist.188
formulieren, der bewiesen wird, indem jede endliche Stelle einzeln betrachtet wird.
Ru¨ckkehr zur Fundamentalaufgabe
Im achten Paragraphen wollte Hensel sowohl die Stellen der Riemannschen Fla¨che als auch die Ord-
nungszahl einer Funktion an einer Stelle unabha¨ngig von einer ausgezeichneten Variable x, d.h. invariant,
definieren:
Eine Stelle P der Riemann’schen Fla¨che Kx ist dadurch eindeutig und unabha¨ngig von der zu Grunde geleg-
ten unabha¨ngigen Variablen definirt, dass alle Functionen z des Ko¨rpers K(x, y) dort bestimmte constante
Werthe z0 erhalten, welche auch Null oder unendlich gross sein ko¨nnen. Umgekehrt ist aber durch die unend-
lich vielen Gleichungen z = z0 die zugeho¨rige Stelle P eindeutig bestimmt, denn es giebt nicht zwei Stellen
P und P ′, wo jede Function z des Ko¨rpers denselben Werth z0 annimmt.189
Um dies zu zeigen, nutzte er die bereits angesprochene spezielle Funktion, die in genau einer der Stellen
u¨ber (x = a) einen von Null verschiedenen Wert annimmt. Die Existenz einer Funktion pi, die an einer
bestimmten Stelle P die Ordnungszahl Eins hat, nutzte Hensel weiter, um die Ordnungzahl einer Funk-
tion z an dieser Stelle invariant zu definieren, und zwar ist diese %, wenn der Quotient zpi% an der Stelle
P endlich und von Null verschieden ist.
Im neunten Paragraph bestimmte Hensel mit Hilfe der aufgestellten Fundamentalsysteme die gesuch-
ten, auch am Punkt ∞ regula¨ren Funktionen. Er fu¨hrte zuna¨chst aus, daß die bisher betrachteten Ideale
nur Hilfsbegriffe sind:
Diese zu O geho¨rigen Functionen sind fu¨r die in der Theorie der algebraischen Functionen auftretenden
Fragen allein wesentlich, wa¨hrend die Moduln und Ideale nur Hu¨lfsbegriffe sind. Die Richtigkeit der letzteren
Bemerkung erkennt man leicht daraus, dass schon bei einer einfachen gebrochenen Substitution x′ = 1
x−a0
fu¨r die unabha¨ngige Variable, also bei einfacher Verschiebung der Stelle x =∞ auf der Kugelfla¨che K, sowohl
die Moduln als auch die Ideale sich vollsta¨ndig a¨ndern, wa¨hrend der Bereich aller Multipla eines Divisors O
allein von diesem abha¨ngt und bei jeder umkehrbaren Transformation beider Variabeln derselbe bleibt.190
In einem ersten Schritt behielt Hensel die bisherige Voraussetzung bei, daß an∞ kein Verzweigungspunkt
der Fla¨che liegt.191 Sei dann (ζ1, . . . , ζn) ein Fundamentalsystem fu¨r das Ideal (J), das an (x =∞) regula¨r
186[39, 1901, 463].
187[39, 1901, 463].
188[39, 1901, 464].
189[39, 1901, 465].
190[39, 1901, 466].
191Vgl. die obige FN 162.
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ist, und seien seine Elemente nach absteigenden Ordnungszahlen ri an (x =∞) angeordnet. Ist dann ζs
die letzte der Funktionen mit positiver Ordnungszahl an (x =∞), so gilt:
Alle zu einem Punktsysteme O geho¨rigen Functionen, und nur sie, sind in der Form
ζ = u1ζ1 + u2ζ2 + · · ·+ usζs
enthalten, in welcher die Coeffizienten u1, . . . us beliebige ganze Functionen von x bezw. von den Graden
r1, r2, . . . , rs sind.
192
Dabei mu¨ssen die ui ganz sein, weil ζ sonst nicht im Ideal (J) la¨ge. Andererseits tra¨gt der Grad von ui
aber negativ zur Ordnungszahl an ∞ bei, die fu¨r jeden Summanden uiζi positiv sein muß.
Damit bilden die xjζi (j = 0, . . . ri) insgesamt N = (r1 + 1) + . . . (rs + 1) Funktionen, durch die jede zu
O geho¨rige Funktion eindeutig mit konstanten Koeffizienten dargestellt werden kann.
Die Ordnungszahl der Determinante
∣∣∣ζ(k)i ∣∣∣ an ∞ ist deren negativer Grad, also folgt aus den Berechnun-
gen des sechsten Paragraphen: r1 + . . . rn = −(l + w2 ), insbesondere ist w stets gerade.193
Anschließend befreite Hensel sich von der Voraussetzung u¨ber ∞. Ist x = a0 irgendeine Stelle, u¨ber
der kein Punkt von O und kein Verzweigungspunkt liegt, so betrachtete er x′ = 1x−a0 und stellte fu¨r
x′ ein Fundamentalsystem auf, das an x′ = ∞ regula¨r ist. Habe dieses an x′ = ∞ bzw. x = a0 die
Ordnungszahlen r1, . . . , rs, . . . , rn, wobei rs die letzte positive Ordnungszahl ist.
[E]rsetzt man dann wieder x′ durch x, so erha¨lt man in den N = (r1 + 1) + · · ·+ (rs + 1) Elementen
ζi,
ζi
x− a0 ,
ζi
(x− a0)2 , . . . ,
ζi
(x− a0)ri (i = 1, 2, . . . s)
ein vollsta¨ndiges System linear unabha¨ngiger Multipla von O.194
Es ist einfach, diese U¨berlegung zu modifizieren, wenn u¨ber a0 kein Verzweigungspunkt liegt, das System
O aber jeden der n Punkte u¨ber x = a0 mit der gleichen Vielfachheit λ entha¨lt. Sind dann ζ1, . . . , ζσ die
Elemente des analog zum letzten Fall aufgestellten Systems, deren Ordnungszahl gro¨ßer oder gleich λ ist,
so bilden die Nλ = (r1 − λ + 1) + · · · + (rσ − λ + 1) Elemente ζi, ζix−a0 ,
ζi
(x−a0)2 , . . . ,
ζi
(x−a0)ri−λ (i =
1, 2, . . . σ) ein vollsta¨ndiges System linear unabha¨ngiger Multipla von O.195
4.3.3 Die Divisorentheorie
Die Darstellung der na¨chsten beiden Teile, die die Ergebnisse des ersten Teils anwenden, soll wesentlich
knapper sein, aber doch ausfu¨hrlich genug, um versta¨ndlich zu machen, wie Hensel zu seinen Ergebnissen
gelangte.
Zu jedem Punkt P einer Riemannschen Fla¨che definierte Hensel einen ebenso bezeichneten Primdivisor
und “eine Function ξ ist durch die Potenz Pλ von P theilbar, wenn sie in dem entsprechenden Punkte
die Ordnungszahl λ besitzt.”196 Ein algebraischer Divisor ist ein Produkt O = Pλ11 . . .Pλhh mit positiven
oder negativen Exponenten. Die Summe dieser Exponenten heißt die Ordnung des Divisors. Der Divisor
192[39, 1901, 467]. Dies ist so zu verstehen, daß die ui maximal den angegebenen Grad haben du¨rfen.
193[39, 1901, 467f].
194[39, 1901, 468].
195[39, 1901, 468].
196[39, 1901, 469].
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heißt ganz, wenn keiner der Exponenten negativ ist, sonst gebrochen. Man kann jeden Divisor als Quotient
zweier ganzer Divisoren darstellen. Divisoren werden multipliziert bzw. durcheinander geteilt, indem man
die entspechenden Exponenten addiert bzw. voneinander abzieht. Ein Divisor heißt durch einen anderen
teilbar, wenn der Quotient ein ganzer Divisor ist.
Jeder Funktion ξ ∈ K(x, y) ist ein Divisor nullter Ordnung zugeordnet, dessen Nenner durch die Polstellen
und dessen Za¨hler durch die Nullstellen der Funktion mit den entsprechenden Vielfachheiten bestimmt
ist. Die Ordnung von Za¨hler und Nenner dieses Divisors heißt der Grad der Funktion.
Hat man einen Primdivisor P und eine beliebige Funktion ξ ∈ K(x, y) als Variable gegeben, so kann man
bestimmen, was fu¨r ein Verzweigungspunkt P auf der Riemannschen Fla¨che Kξ ist. Dazu bestimmt man
den einzigen Linearfaktor ξ − ξ0, der durch P teilbar ist. Ist dieser dann durch Pα teilbar, so ist P ein
Verzweigungspunkt der Ordnung α− 1, d.h. dort laufen α Bla¨tter von Kξ zusammen.
Da jedem Punktsystem O ein gleichbezeichneter Divisor entspricht, wurde im ersten Teil die Aufgabe
gelo¨st, “alle und nur die linear unabha¨ngigen Multipla eines beliebig gegebenen Divisors zu finden.”197
Zwei Divisoren O,O′ heißen a¨quivalent, “wenn sie sich nur um eine beliebige Gro¨ße ξ des Ko¨rpers K(x, y)
unterscheiden, wenn also eine Gleichung OO′ = ξ oder O = O′ξ besteht.”198 Multiplikation und Division
u¨bertragen sich auf die Klassen nach dieser A¨quivalenz, die Funktionen des Ko¨rpers bilden die “Haupt-
oder Einheitsclasse”, alle Klassen zusammen bilden eine Gruppe.199 A¨quivalente Divisoren haben die
gleiche Ordnung und diese kann daher auch der Klasse zugeordnet werden.
Alle Elemente einer beliebigen Klasse gehen aus denen der Hauptklasse durch Multiplikation mit einem
festen Element dieser Klasse hervor. Dieser Multiplikator O0 kann so gewa¨hlt werden, daß er beliebig
gegebene Primdivisoren weder im Za¨hler noch im Nenner entha¨lt. Gilt dann O = O0 ξ, so heißen der
Divisor O und die Funktion ξ einander zugeordnet.
Zu µ beliebigen Funktionen ξi der Hauptklasse betrachtete Hensel die Divisoren ξ = c1ξ1 + . . . cµξµ mit
Konstanten ci. Ist D der gro¨ßte gemeinsame Teiler der ξi, so kann man ξ = DG schreiben. Die Konstan-
ten ci lassen sich dann so bestimmen, daß G beliebig gegebene Divisoren entha¨lt oder nicht entha¨lt.
Hensel setzte fest,
dass jede Gleichung zwischen beliebigen Gro¨ssen des Ko¨rpers oder der Hauptclasse E gu¨ltig bleibt, wenn
man ihre linke Seite mit einem beliebigen von Null verschiedenen Divisor multiplicirt.200
Dies ermo¨glicht es, Linearkombinationen von Divisoren einer Klasse zu betrachten und µ Divisoren einer
Klasse linear unabha¨ngig zu nennen,
wenn zwischen ihnen keine lineare Relation c1O1 + c2O2 + · · · + cµOµ = 0 mit constanten Coefficienten
besteht, oder, was dasselbe ist, wenn die µ zugeordneten Functionen ξ1, ξ2, . . . , ξµ der Hauptclasse linear
unabha¨ngig sind.201
Bezeichnet [Q] die Menge der ganzen Divisoren einer Klasse, so zeigte Hensel, daß
197[39, 1901, 471]. Dabei bezieht sich der Ausdruck “linear unabha¨ngige Multipla” auf die Funktionen, fu¨r deren Polstellen
maximale und fu¨r deren Nullstellen minimale Vielfachheiten durch den Divisor vorgeschrieben sind.
198[39, 1901, 472].
199[39, 1901, 472f], Hensel benutzte das Wort “Gruppe” nicht, fu¨hrte aber aus, daß die Hauptklasse neutral ist und geku¨rzt
werden kann.
200[39, 1901, 475].
201[39, 1901, 476]. Die zugeordneten Funktionen sind dabei abha¨ngig vom Multiplikator, das Bestehen der Gleichung jedoch
nicht.
191
fu¨r jede Classe Q nur eine endliche Anzahl linear unabha¨ngiger ganzer Divisoren existiren, durch welche alle
anderen homogen und linear dargestellt werden ko¨nnen.202
Um solche zu finden, reicht es, zu einem zur Klasse Q geho¨rigen Multiplikator O0 ein vollsta¨ndiges
System linear unabha¨ngiger Multipla von 1O0 in K(x, y) aufzustellen, und jedes seiner Elemente mit O0
zu multiplizieren.
Hensel benutzte zur Konstruktion dieses Systems das zum Abschluß von 4.3.2 vorgestellte Verfahren: Sei
dazu ξ1, . . . , ξn ein Fundamentalsystem fu¨r den Divisor
1
O0 , das an der Stelle x = a0 regula¨r ist. Sind
dann ri die Ordnungszahlen der ξi in Bezug auf die Stelle x = a0 und sind ξ1, . . . , ξs die Elemente, deren
Ordnungszahl positiv ist, so bilden ξi(x−a0)j (i = 1, . . . , s; j = 0, . . . , ri) ein
vollsta¨ndiges System linear unabha¨ngiger Multipla von 1O0 , und ihre zugeordneten Divisoren ein vollsta¨ndiges
System ganzer Divisoren von Q.203
Ein solches System heißt Fundamentalsystem fu¨r den Bereich [Q] und die Anzahl seiner Elemente {Q}
die Dimension von Q.
Will man die Vielfachen eines Divisors O innerhalb einer Klasse R finden und liegt O in der Klasse
Q, so kann man auch ganze Divisoren der Klasse RQ suchen und erha¨lt also:
Die Anzahl aller linear unabha¨ngigen Multipla eines beliebigen Divisors O, welche innerhalb einer beliebigen
Divisorenclasse R existiren, ist stets gleich
{
R
Q
}
, also gleich der Dimension der Classe R
Q
, wenn Q die Classe
des betrachteten Divisors ist.204
Insbesondere ist diese Anzahl nur von der Klasse von O abha¨ngig. Hensel nannte eine Klasse im Anschluß
an Dedekind und Weber eigentlich, wenn ihre ganzen Divisoren relativ prim sind und uneigentlich vom
Teiler D, wenn ihr gro¨ßter gemeinsamer Teiler D ist. Ist D die Klasse von D, d ihre Ordnung, Q = DQ
und q die Ordnung von Q, q die Ordnung von Q, so kann man die Untersuchung auf eigentliche Klassen
beschra¨nken, denn es gilt {D} = 1, {Q} = {Q} und q = q + d.205
4.3.4 Anwendung auf Abelsche Integrale
Zuerst zeigte Hensel, daß dηdξ fu¨r η, ξ ∈ K(x, y) eine Funktion des Ko¨rpers K(x, y) ist: Zwischen η und ξ
besteht eine algebraische Gleichung F (η, ξ) = 0. Daher ist auch dξdη = −
F ′ξ
F ′η
rational in η, ξ, also Element
von K(x, y).206
Zur Beschreibung des entsprechenden Hauptdivisors bestimmte er wegen dηdξ =
dη
dx :
dξ
dx zuerst, wie oft ein
beliebiger Primdivisor P in dξdx enthalten ist:
Gelte fu¨r das gewa¨hlte x, daß P den Linearfaktor (x − a) mit endlichem a teilt, und daß in P genau α
Bla¨tter der Riemannschen Fla¨che Kx zusammentreffen. Hensel betrachtete die Entwicklung von ξ an P
und brachte das Absolutglied auf die andere Seite. Ist also ξ − ξ0 = ξd(x − a) dα + ξd+1(x − a) d+1α + . . . ,
so erha¨lt man durch gliedweises Differenzieren dξdx = ξd
d
α (x− a)
d−α
α + . . . . Hensel schlußfolgerte hieraus:
202[39, 1901, 477].
203[39, 1901, 478].
204[39, 1901, 479].
205[39, 1901, 480].
206[39, 1901, 481].
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Entha¨lt also ξ− ξ0 die Potenz Pd, so ist dξdx genau durch Pd−α theilbar, wenn die Stelle P fu¨r die Kugelfa¨che
Kx ein α-bla¨ttriger Verzweigungspunkt ist.207
Da sich die analoge U¨berlegung auch fu¨r η anstellen la¨ßt, wenn der unter P liegende Linearfaktor η − η0
durch Pe teilbar ist, erha¨lt man fu¨r den gesuchten Divisor die Darstellung
dη
dξ
=
dη
dx
dξ
dx
=
∏
P
Pe−α
Pd−α =
∏
P
Pe−d.
Als wesentlich stellte Hensel heraus, daß dieser Divisor auch eine geschlossene Darstellung hat, na¨mlich
dη
dξ
=
Zη
n2η
:
Zξ
n2ξ
, (∗)
wobei Z die Verzweigungsteiler und n die Nennerdivisoren der jeweiligen Funktionen sind. Hensel bewies
dies, indem er zeigte, daß
Zξ
n2ξ
genau durch Pd−1 teilbar ist. Dies ist (nach Definition des Verzweigungstei-
lers) offensichtlich, wenn P fu¨r die Variable ξ im Endlichen liegt, denn dann ist nξ nicht durch P teilbar.
Der Fall, indem P im Unendlichen liegt, ist etwas komplizierter:
Ist dagegen P eine unendlich ferne Stelle fu¨r Kξ, ist also d = −δ negativ, so ist nξ duch Pδ theilbar, und
P entspricht einem Verzweigungspunkte der (δ − 1)tenOrdnung, der Verzweigungstheiler Zξ entha¨lt somit
genau die Potenz Pδ−1. Also ist der Quotient Zξ
n2
ξ
durch Pδ−1−2δ = P−δ−1 = Pd−1 theilbar, die aufgestellte
Behauptung ist also vollsta¨ndig bewiesen.208
Seien wη bzw. wξ die Ordnungen der jeweiligen Verzweigungsdivisoren und n(η) bzw. n(ξ) die Ordnungen
der jeweiligen Nennerdivisoren. Da dηdξ eine Funktion des Ko¨rpers ist, also die Ordnung Null hat, folgt
aus der Gleichung (*), daß w − 2n fu¨r alle Elemente von K(x, y) gleich ist.
Daher ist p := 12w − n+ 1 eine Invariante des Ko¨rpers, die als das Geschlecht bezeichnet wird.209
Anschließend ordnete Hensel jedem Differential einen Divisor zu. Sei dazu ein Differential dω = ζξdξ
gegeben. Betrachtet man eine weitere Integrationsvariable η, so erha¨lt man wegen ζξdξ = ζξ
dξ
dηdη = ζηdη
die Beziehung
ζξ
ζη
=
dη
dξ
=
Zη
n2η
:
Zξ
n2ξ
und daraus folgt, daß der Divisor Wω = ζηZη
n2η
= ζξ
Zξ
n2ξ
unabha¨ngig von der Wahl der Integrationsvariablen ist. Ordnet man jedem Differential diesen Divisor
Wω zu, so erkennt man, daß alle Differentiale und nur sie a¨quivalent sind und also der Differentialklasse
W angeho¨ren.210 Die Ordnung der Differentialklasse ist w − 2n = 2p− 2.
Anschließend zeigte Hensel, wie das Integral ω mit dem Divisor W zusammenha¨ngt. Dazu betrachte-
te er einen beliebigen Primdivisor P und eine Integrationsvariable x, so
dass der gerade betrachtete Primdivisor P weder in nx noch in Zx auftritt, dass also die Stelle P eine regula¨re,
im Endlichen liegende Stelle der Kugelfla¨che Kx ist.211
207[39, 1901, 482].
208[39, 1901, 483].
209Im neunten Paragraphen hatte Hensel gezeigt, daß w
2
ganzzahlig ist, vgl. das Ende von 4.3.2.
210Dies liegt daran, daß die zugeordneten Divisoren zweier Differentiale, die bezu¨glich der gleichen Integrationsvariablen
dargestellt sind, sich um eine Funktion des Ko¨rpers, na¨mlich den Quotienten der beiden Integranden, unterscheiden.
211[39, 1901, 485].
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Der Integrand ζx =
Wωn2x
Zx ist dann in Bezug auf P von derselben Ordnung wie der Divisor Wω und ist
letzterer genau durch Pd teilbar, so erha¨lt man fu¨r dω die folgende Entwicklung:
dω = ζxdx = (adx
d + ad+1x
d+1 + . . . ) dx. Durch gliedweise Integration (außer im Fall d = −1) gelangt
man zu ω−ω0 = add+1xd+1 + . . . . Die Bedeutung des DivisorsWω faßte Hensel folgendermaßen zusammen:
Ist P ein d-facher Theiler des zu dω geho¨rigen Divisors Wω, so ist das Integral w−w0 entweder durch Pd+1
oder durch l(P) theilbar, je nachdem d 6= −1 oder d = −1 ist. Wir sagen hier, dass eine Integralfunction den
Divisor lP entha¨lt, wenn ihre Entwickelung in der Umgebung von P mit dem Logarithmus des zugeho¨rigen
Linearfactors anfa¨ngt.212
Hensel nannte ein Integral in P regula¨r, wenn w−w0 in P von der ersten Ordnung verschwindet. Schreibt
man dann Wω = zωnω , so entha¨lt Wω alle nichtregula¨ren Punkte, na¨mlich der Nenner
alle und nur die Punkte, welche den sa¨mmtlichen Unendlichkeitsstellen des Integral ω entsprechen, und zwar
entspricht jedem einfachen Primfactor eine logarithmische Unstetigkeitsstelle, jedem Primfactor Pm ein Pol
der (m − 1)-ten Ordnung in dem Integrale. Ebenso entha¨lt der Za¨hler alle und nur die Stellen fu¨r welche
ω − ω0 von ho¨herer als der ersten Ordnung verschwindet.213
Die “Fundamentalaufgabe in der Theorie der Abel’schen Integrale ... in ihrer allgemeinsten Form” for-
mulierte Hensel folgendermaßen:
Es soll ein vollsta¨ndiges System linear unabha¨ngiger Differentiale dω gefunden werden, deren Divisor Wω
ein Multiplum eines beliebig gegebenen Divisors O ist, fu¨r welche also Wω = GωO ist, wenn Gω irgend einen
ganzen Divisor bedeutet.214
Fu¨r diese Aufgabe hatte Hensel im ersten Teil die komplementa¨ren Fundamentalsysteme bereitgestellt.
Ist dω = ζxdx, so ist ζx =
Wωn2x
Zx . Soll also Wω ein Vielfaches von O sein, so muß ζx ein Vielfaches von
On2x
Zx sein. Sei jetzt x wieder so gewa¨hlt, daß an der Stelle x = a0 genau n Punkte u¨bereinander liegen.
Hensel bestimmte zuna¨chst ein Fundamentalsystem ξ1, . . . , ξn fu¨r die Multipla von
1
O , das an der Stelle
(x = a0) regula¨r ist. Zu diesem bildete er das komplementa¨re System ξ1, . . . , ξn und ordnete es nach auf-
steigenden Ordnungszahlen %i an (x = a0). Ist dann ξs das erste Element, dessen Ordnungszahl gro¨ßer
oder gleich zwei ist, so bilden die ξi(x−a0)j dx (i = s, . . . , n; j = 2, . . . %i) ein vollsta¨ndiges System linear
unabha¨ngiger Abelscher Differentiale, fu¨r welche Wω ein Multiplum von O ist: Da die ξi ein Fundamen-
talsystem fu¨r die Multipla von OZx sind, bilden die
ξi
(x−a0)j (i = s, . . . , n; j = 0, . . . , %i−2) ein vollsta¨ndiges
System linear unabha¨ngiger Multipla von OZx , die u¨ber (x = a0) mindestens Ordnungszahl 2 haben, also
ein vollsta¨ndiges System linear unabha¨ngiger Multipla von
Oz2x−a0
Zx . Dividiert man jedes Element durch
(x−a0)2 = z
2
x−a0
n2x
, so erha¨lt man offenbar wie gewu¨nscht ein System linear unabha¨ngiger Multipla von
On2x
Zx .
Dieses Verfahren wandte Hensel fu¨r O = 1 an, um die Integrale erster Gattung zu bestimmen. Dazu
wa¨hlte er speziell ein x, fu¨r das an x =∞ genau n Punkte u¨bereinander liegen. (Der Linearfaktor ist in
diesem Fall 1x .) Dann hat η1 an∞ die Ordnungszahl Null, alle folgenden Ordnungszahlen sind positiv.215
Fu¨r die ηi mit Ordnungszahl %i ≥ 2 ergeben sich jeweils %i − 1 Integranden der Form xkηi, wobei
k = 0, . . . , %i − 2 durchla¨uft. Die folgende Formel beruht darauf, daß man einen Korrekturterm +1 fu¨r
212[39, 1901, 486].
213[39, 1901, 486].
214[39, 1901, 486f].
215Dies liegt daran, daß die ganzen Funktionen ηi im Endlichen keine Pole haben. Daher liegen deren Pole an∞, sie haben
also dort eine negative Ordnungszahl.
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das eine Element nullten Grades beno¨tigt, wenn man fu¨r ein Element ηi der Ordnungszahl %i stets %i− 1
Integranden za¨hlt:
Ihre Anzahl ist 1 +
n∑
k=1
(%k− 1) =
n∑
k=1
%k−n+ 1 und wegen
∑
%i = −
∑
%i =
∑
(α− 1) = w
2
|216
ist dies gleich w2 − n+ 1 = p. Daher ist p ≥ 0 und es folgt w2 ≥ n− 1.217
Mit einem sehr a¨hnlichen Verfahren leitete Hensel auch den Satz von Riemann-Roch her. Sei dazu Q
eine Klasse der Ordnung q, bezeichne weiter W die Differentialklasse und werde Q′ = WQ die Erga¨nzungs-
klasse der Ordnung q′ = 2p− 2− q genannt. Betrachtet man Differentiale, die Vielfache eines gegebenen
Divisors sind, so la¨ßt sich die Bedeutung der Erga¨nzungsklasse folgendermaßen formulieren:
Ist (Q) eine beliebige Divisorenclasse, und O irgend ein Divisor von (Q), so ist die Anzahl aller linear
unabha¨ngigen Multipla dω von O stets gleich der Dimension {Q′} der Erga¨nzungsclasse von (Q).218
Zum Beweis des Satzes von Riemann-Roch wa¨hlte Hensel Divisoren, aus denen sich Erga¨nzungsklassen
konstruieren lassen: Sei wieder x so gewa¨hlt, daß der Stelle x =∞ genau n regula¨re Punkte entsprechen,
und sei O1O′1 = Zx, wobei O1 und O′1 beide keine Primdivisoren u¨ber x = ∞ enthalten. Dann sind die
zu den Divisoren O = O1nx und O′ =
O′1
nx
geho¨renden Klassen Q und Q′ Erga¨nzungsklassen.
Hensel bestimmte zuna¨chst ein Fundamentalsystem ξ1, . . . , ξn fu¨r den Divisor
1
O1 , welches fu¨r x = ∞
regula¨r ist, und ordnete es so, daß die Ordnungszahlen ri fallen. Das komplementa¨re System ξi ist dann
ein Fundamentalsystem fu¨r den Divisor O1Zx =
1
O′1 , dessen Ordnungszahlen −ri sind.
Dann ist einerseits das System xjξi fu¨r ri ≥ 1 und mit j = 0, . . . , ri − 1 ein vollsta¨ndiges System linear
unabha¨ngiger Multipla von 1O =
nx
O1 und dessen Kardinalita¨t ist {Q} = r1 + · · ·+ rs, wenn rs das letzte
der ri gro¨ßer oder gleich Null ist.
Andererseits ist das System xjξi fu¨r −rk ≥ 1 und mit j = 0, . . . ,−rk − 1 ein vollsta¨ndiges System linear
unabha¨ngiger Multipla von 1O′ =
nx
O′1 und dessen Kardinalita¨t ist {Q
′} = −(rs+1 + · · ·+ rn).
Damit ist {Q} − {Q′} = r1 + · · · + rn = q + n − w2 = q − p + 1. Durch Vertauschung von Q und
Q′ erha¨lt man {Q′}−{Q} = q′−p+1 und daraus {Q}− q2 = {Q′}− q
′
2 . Wegen q
′ = 2p−2−q erha¨lt man
auch {WQ } = {Q′} = {Q}+ p− 1− q. Diese beiden Formeln geben “die gesuchte Beziehung zwischen den
Dimensionen von zwei beliebigen Erga¨nzungsclassen”, die Hensel anschließend noch in Worten formulier-
te.219 Als Spezialfall folgt daraus, daß fu¨r einen Divisor einer Klasse negativer Ordnung q = −b < 0 stets
{Q′} = b+ p− 1 gilt.
Hensel zeigte anschließend, daß die Differentialklasse immer eine eigentliche Klasse ist. Aus der Frage
Wie viele unabha¨ngige Integrale giebt es, welche sich nur in einer Anzahl gegebener Punkte nicht regula¨r
verhalten, und in jedem von diesen ho¨chstens in vorgegebener Ordnung unendlich werden?220
216Die erste Gleichheit folgt aus den Eigenschaften komplementa¨rer Systeme, die zweite aus der Formel fu¨r den Grad der
Determinante eines Fundamentalsystems, die dritte ist die Definition der Verzweigungszahl w.
217[39, 1901, 489].
218[39, 1901, 490].
219[39, 1901, 493].
220[39, 1901, 494].
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formulierte er die Aufgabe
Es soll die Anzahl aller linear unabha¨ngigen Multipla von 1B innerhalb der Differentalclasse (W ) bestimmt
werden, wenn B = Pg11 . . .Pghh einen beliebigen aber ganzen Divisor bedeutet.221
Ist B die Klasse von B, so ist BW die Erga¨nzungsklasse zu 1B und es ist {BW} = b+ p− 1.
Fu¨r B = P ist die Erga¨nzungsklasse eine uneigentliche Klasse und jedes Differential, dessen Nenner
ho¨chstens gleich P ist, ist schon ein Differential erster Gattung, es “giebt also kein einziges Integral,
welches nur an einer Stelle und zwar logarithmisch unendlich wird.”222
Entha¨lt B jedoch mindestens zwei Primfaktoren, so ist BW stets eine eigentliche Klasse. Dies zeigte
Hensel fu¨r die beiden Fa¨lle B = P1P2 und B = P2, sowie induktiv fu¨r einen Divisor der Ordnung b+ 1,
wenn es fu¨r einen Divisor der Ordnung b ≥ 2 gilt.
Insbesondere ist die Existenz von Elementarintegralen zweiter Gattung gezeigt, also Integralen, die nur
in P einen Pol der Ordnung m > 1 haben.
Ebenso existieren Elementarintegrale dritter Gattung, die nur in P1 und P2 und zwar logarithmisch un-
endlich werden.
Man kann jedes Differential dω ∼ AB als Summe von Elementardifferentialen darstellen,
denn man erkennt leicht, dass man von dω stets ein solches Elementardifferential dω0 multipliziert mit einer
geeigneten Constanten abziehen kann, dass die Differenz dω − c0dω0 = d(ω − c0ω0) ∼ A′B′ der Nenner B′
mindestens einen Primtheiler in einer mindestens um Eins niedrigeren Potenz entha¨lt.223
4.4 U¨bertragung auf die Zahlentheorie
4.4.1 Entstehung und U¨berblick
Die Fertigstellung von Hensels Arbeit Ueber die Entwickelung der algebraischen Zahlen in Potenzreihen
[41, 1902] zog sich viel la¨nger hin, als dieser urspru¨nglich angenommen hatte. Dies la¨ßt sich anhand von
Briefen an Hilbert nachvollziehen, der der zusta¨ndige Redakteur der Mathematischen Annalen war, in
denen Hensel vero¨ffentlichen wollte. So schrieb er in einem Brief an Hilbert, den er ihm gleichzeitig mit
dem Manuskript der Arbeit schickte:
Mit gleicher Post sende ich Ihnen eine Arbeit, u¨ber welche wir zu Zeiten der Braunschweiger Naturforscher-
versammlung sprachen, und die Sie damals fu¨r die Annalen haben wollten. Falls Sie noch ebenso denken,
was nach der langen Zeit nicht unbedingt notwendig der Fall zu sein braucht, so wu¨rde ich mich freuen,
wenn sie dort gedruckt werden ko¨nnte, wa¨re Ihnen aber sehr dankbar, wenn der Druck mo¨glichst schnell
geschehen ko¨nnte. Die la¨ngere Zeit, die ich gebraucht habe, um die Arbeit fertigzustellen, ist ihr, wie ich
glaube, angediehen, ich wollte die Resultate und Methoden so darstellen, dass sie sich in die gewo¨hnliche
Idealtheorie unmittelbar einfu¨gen.224
Bereits 1897 hatte er angeku¨ndigt: “Die gro¨ssere Abhandlung fu¨r die Annalen liefere ich Ihnen dann bald
nach.”225 Als er Hilbert 1898 um Hilfe in Bezug auf eine Berufung nach Ko¨nigsberg bat, schrieb er, er sei
221[39, 1901, 494].
222[39, 1901, 495].
223[39, 1901, 497].
224Undatierter Brief 146.9 Hensels an Hilbert. Da er im na¨chsten Brief darauf Bezug nimmt, kann man den Brief auf Ende
Juni/Anfang Juli 1900 datieren.
225Brief Hensels an Hilbert vom 19.10.1897.
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mit dem Fortgang seiner Arbeit sehr zufrieden und er werde ihm “sehr bald die besprochene Arbeit fu¨r
die Annalen sowie eine kleinere zusenden.”226 Im August 1899 hoffte er “nun auch mit meinen eigenen
Sachen so weit zu sein, dass ich sie jetzt mit gutem Gewissen drucken lassen kann.”227 Auch als er Ende
Ma¨rz 1900 das Manuskript der im vorigen Abschnitt besprochenen Arbeit [39, 1901] an Hilbert schickte,
kam er nochmals auf die zahlentheoretische Arbeit zu sprechen:
Ihr Versprechen bezog sich allerdings auf eine andere Arbeit, welche ich auch zu 3
4
fertig habe, aber doch in
voller Ruhe ausreifen lassen mo¨chte, so dass das wohl noch 1
2
Jahr dauern kann.228
Am 26.11.1900 betonte Hensel in einem Brief an Hilbert in Bezug auf die bereits eingereichten Ma-
nuskripte der Arbeiten [39, 1901] und [41, 1902], “es wa¨re mir doch recht erwu¨nscht, wenn sie bald
herauska¨men.”229 1901 bzw. 1902 wurden beide Arbeiten schließlich in den Mathematischen Annalen
vero¨ffentlicht.
Im ersten Teil der Arbeit leitete Hensel die Potenzreihen ab, die er im zweiten Teil benutzte. Er ging
dazu von Entwicklungen modulo der Potenzen eines Primdivisors P aus.230 In diesen treten neben ganz-
zahligen Koeffizienten zwei Entwicklungselemente auf: eines (pi), nach dessen Potenzen entwickelt wird
und das genau einmal durch den Primdivisor P teilbar ist, sowie ein weiteres (α), dessen Potenzen ein
vollsta¨ndiges Restsystem modulo P erzeugen. Hensel modifizierte diese Entwicklungselemente, damit sie
ganzzahlige Kongruenzen modulo PM erfu¨llen, wobei α in der Kongruenz fu¨r pi vorkommt. Im zahm
verzweigten Fall fu¨hrt das vorgestellte Verfahren zu sehr einfachen Ergebnissen und auch im wild ver-
zweigten Fall ist es mo¨glich, die Koeffizienten der Kongruenz fu¨r pi nach oben abzuscha¨tzen.
Anschließend konstruierte Hensel zu den entsprechenden Entwicklungen in den konjugierten Ko¨rpern je-
weils kongruente Entwicklungen in sogenannten Abbildungsko¨rpern. Dazu werden die konstruierten Kon-
gruenzen als Gleichungen aufgefaßt. Die algebraischen Wurzeln dieser Gleichungen werden als neue Ent-
wicklungselemente benutzt und erzeugen die Abbildungsko¨rper.231
Sei F (x) = 0 die irreduzible, ganzzahlige Gleichung n-ten Grades, die ein geeignet gegebenes x nebst
seinen Konjugierten erfu¨llt. Betrachtet man die Entwicklungen dieser Konjugierten, deren Elemente aus
den Abbildungsko¨rpern stammen, so erha¨lt man eine Zerlegung von F (x) in Linearfaktoren modulo P ′M ,
wobei P ′ ein Primdivisor von P im beno¨tigten Zahlko¨rper ist. Da die hierbei benutzten Entwicklungsele-
mente algebraisch einfacher sind, zerfa¨llt F (x) modulo P ′M auch (entsprechend der Konjugationsstruktur
dieser Entwicklungselemente) in Faktoren mit ganzzahligen Koeffizienten. Diese Zerlegung besteht auch
modulo pM
′
.
Hensel behauptete (und deutete an), daß man umgekehrt von der eindeutigen Zerlegung modulo pM
ausgehen und mit deren Hilfe ohne Benutzung der Idealtheorie zu den Entwicklungen gelangen ko¨nne.
226Brief Hensels an Hilbert vom 26.8.1898. Um welche kleinere Arbeit es ging, ist nicht nachvollziehbar.
227Brief Hensels an Hilbert vom 12.8.1899.
228Brief Hensels an Hilbert vom 28.3.1900.
229Brief Hensels an Hilbert vom 26.11.1900.
230Solche gab es auch schon bei [Dedekind/Weber, 1882, 288f]. Allerdings betrachteten diese nur endliche Anfangsstu¨cke
und benutzten sie nicht fu¨r weiterfu¨hrende Aussagen.
231Konkret entsteht ein Abbildungsko¨rper, indem man erst eine der Wurzeln αi zu Q adjungiert und anschließend u¨ber
dem so entstandenen Ko¨rper pi definiert.
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Im zweiten Teil arbeitete Hensel mit den Abbildungsko¨rpern: In jedem solchen hat p nur einen Primdi-
visor Pi. Hensel stellte ein Fundamentalsystem fu¨r den Modul Pi auf und berechnete den p-Anteil von
dessen Diskriminante. Aus diesen Fundamentalsystemen in den verschiedenen Abbildungsko¨rpern setzte
Hensel ein Fundamentalsystem modulo p fu¨r den Zahlko¨rper zusammen.
Anschließend untersuchte er Systeme von n linear unabha¨ngigen Elementen lokal, indem er die Konju-
gierten dieser Elemente durch ihre Entwicklungen in den Abbildungsko¨rpern ersetzte. Modulo pM gibt
es auch hier einen Algorithmus, der ein Fundamentalsystem fu¨r ein Ideal in ein a¨quivalentes System in
Blockdiagonalform u¨berfu¨hrt. Daraus folgt wiederum, daß ein System genau dann ein Fundamentalsy-
stem ist, wenn es lokal in Partialsysteme zerfa¨llt. Diese Charakterisierung erlaubt es, fu¨r ein gegebenes
Ideal ein Fundamentalsystem aufzustellen und dessen Diskriminante zu berechnen.
Abschließend fu¨hrte Hensel einen Verzweigungsteiler ein. Ist ein Fundamentalsystem eines Ideals gegeben,
so la¨ßt sich mit diesem bestimmen, fu¨r welches Ideal das komplementa¨re System ein Fundamentalsystem
ist. Im Fall der wilden Verzweigung entha¨lt dieser eine ho¨here Potenz als P d−1, wenn P d die in P ent-
haltene Potenz des Primdivisors ist.
4.4.2 Aufstellung der Potenzreihen
Kongruenzen fu¨r Entwicklungselemente
Sei K ein Ko¨rper n-ten Grades u¨ber Q, P ein Primdivisor von p mit N(P ) = pk und P d die maximale
Potenz dieses Primdivisors, die p teilt. Hensel begann mit einer Darstellung der Elemente des Ko¨rpers
modulo PM fu¨r ein beliebiges, groß gedachtes M . Er operierte in dieser Arbeit nur mit endlichen An-
fangsstu¨cken von Potenzreihen, seine Schreibweise verwischte diesen Unterschied jedoch bewußt.
Genu¨gt die ganze algebraische Zahl α ∈ K mod P einer irreduziblen Kongruenz k-ten Grades mit mod p
reduzierten Koeffizienten: ϕ(t) = tk + a1t
k−1 + · · ·+ ak ≡ 0 (modP ), so ist jede ganze Zahl des Ko¨rpers
K genau einer der pk Zahlen A = u0 +u1α+ · · ·+uk−1αk−1 (ui ∈ {0, . . . , p− 1}) modulo P kongruent.
Ist daher pi durch P , aber nicht durch P 2 teilbar, so hat jede Zahl w des Ko¨rpers eine Darstellung der
Form (3) w ≡ Arpir + Ar+1pir+1 + · · · + AM−1piM−1 (mod.PM ), wobei r angibt, welche Potenz von
P in w enthalten ist, also auch negativ sein kann.
Die Beliebigkeit der Zahl M betonte Hensel durch die folgende Schreibweise:
Wenn eine solche Congruenz (3) wie dies im Folgenden ha¨ufig vorkommt, fu¨r jede noch so hohe Potenz des
Moduls gilt, falls man die Coefficienten Ar, Ar+1, . . . nur weit genug berechnet, soll das letzte Glied und der
Modul mitunter fortgelassen und diese Beziehung so geschrieben werden:
ω ≡ Arpir +Ar+1pir+1 +Ar+2pir+2 + . . . ,
ebenso, wie dies bei der Entwickelung einer analytischen Function in eine Potenzreihe geschieht.232
Hensel hatte das Ziel, die Entwicklungszahlen α und pi so zu modifizieren, daß sie anschließend in den
Kongruenzen modulo PM durch einfachere algebraische Zahlen ersetzt werden ko¨nnen. Fu¨r α ist dies
relativ leicht: Es erfu¨llt die Kongruenz ϕ(t) ≡ 0 mod P und soll so modifiziert werden, daß es auch die
232[41, 1902, 301f].
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Kongruenz ϕ(t) ≡ 0 mod PM erfu¨llt. Dies wird schrittweise fu¨r wachsende Potenzen von P erreicht. Falls
also nur P l|ϕ(α), so bestimmte Hensel einen Korrekturterm Alpil, so daß anschließend ϕ(α+Alpil) durch
eine ho¨here Potenz von P teilbar ist.233 Dies kann man offenbar fortfu¨hren, bis ϕ(α) ≡ 0 mod PM ist.234
Fu¨r pi mußte Hensel zuna¨chst eine Kongruenz konstruieren. In einem ersten Schritt erhielt er eine Schar
von Kongruenzen, deren Koeffizienten mit M wachsen. Hensel hielt eine geeignete dieser Kongruenzen
fest und modifizierte stattdessen pi. Seine Konstruktion beruhte darauf, daß der Quotient pi
d
p nicht durch
P teilbar ist:
Da n.d.V. P den Grad d hat, so ist der Quotient pi
d
p
genau von der nullten Ordnung; man kann also d Zahlen
B0, B1, . . . Bd−1 des Ko¨rpers K(α) so bestimmen, dass die Summe
pid
p
+Bd−1pi
d−1 +Bd−2pi
d−2 + · · ·+B0 = B′
mindestens durch P d theilbar ist; hierzu muss man na¨mlich fu¨r Bd−1, . . . B0 die negativ genommenen Coef-
ficienten in der Entwicklung der Zahl pi
d
p
nach Potenzen von pi wa¨hlen; speciell ist dabei B0 sicher von Null
verschieden.235
Ganz ebenso kann man jetzt von B
′
p ausgehen und erha¨lt
B′
p +B
′
d−1pi
d−1 +B′d−2pi
d−2 + · · ·+B′0 = B′′,
wobei B′′ mindestens durch P d teilbar ist usw. Multipliziert man diese Gleichungen mit p und setzt sie
ineinander ein, so erha¨lt man eine Kongruenz
ψ(pi) = pid + pCd−1pid−1 + · · ·+ pC0 ≡ 0 (mod.PM ),
wobei C0 nicht durch p teilbar ist und die Ci ganze ganzzahlige Funktionen von α sind, die durch die
Gleichungen Ci = Bi + pB
′
i + p
2B′′i + . . . bestimmt sind.
236 Diese Koeffizienten wachsen offenbar mit M ,
da dann fu¨r Ci mehr Summanden beru¨cksichtigt werden mu¨ssen.
Anschließend setzte Hensel fest, welches Anfangsstu¨ck dieser Kongruenz beru¨cksichtigt werden soll. Die
Anforderung ist, daß pi fu¨r jedes M modifiziert werden kann, bis es die erhaltene Kongruenz erfu¨llt. Dazu
betrachtete er die Summanden phB
(h)
i pi
i in ψ(pi) einzeln und faßte zuna¨chst alle Glieder mit einer Ord-
nungszahl kleiner als ein noch zu bestimmendes κ in ψ0 zusammen. Er setzte pi in das so erhaltene ψ0
ein und erhielt ψ0(pi) ≡ Dlpil +Dl+1pil+1 + . . . mod PM , wobei l > κ ist und Dl 6= 0 sein soll.237
Aus dieser Entwicklung sollen schrittweise die niedrigsten Glieder entfernt werden, bis ψ0(pi) ≡ 0 mod PM
ist. Der Ansatz pi = pi + λpir fu¨hrt mit Taylorentwicklung auf
ψ0(pi) = ψ0(pi) + λpi
rψ′0(pi) + λ
2pi2r
ψ′′0 (pi)
2!
+ · · · ≡ (Dlpil +Dl+1pil+1 + . . . ) + λpirψ′0(pi) + . . .
Hensel zeigte, daß die beiden noch freien Konstanten κ und r so gewa¨hlt werden ko¨nnen, daß die Entwick-
lung auf der rechten Seite genau zwei Terme der Ordnung l entha¨lt, aus denen λ bestimmt werden kann:
Er bezeichnete mit %m die Ordnungszahl von
ψ
(m)
0 (pi)
m! . Da ψ(pi) nur zusa¨tzliche Terme ho¨herer Ordnung
233Ist ϕ(α) = Clpi
l + Cl+1pi
l+1 + . . . so ergibt die Taylorentwicklung ϕ(α + Alpi
l) ≡ pil(Cl + Alϕ′(α)) + . . . . Da ϕ′(α)
nicht durch P teilbar ist, kann man Al ≡ − Clϕ′(α) mod P ) setzen. [41, 1902, 302f].
234Fu¨r endliches M braucht man nur endlich viele Schritte und daher liegt das so bestimmte α auch weiterhin in K.
235[41, 1902, 303].
236[41, 1902, 303].
237[41, 1902, 304]. Die Beziehung l > κ folgt daraus, daß von der Kongruenz ψ(pi) ≡ 0 auf beiden Seiten ein Term abgezogen
wird, dessen Ordnung gro¨ßer als κ ist.
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entha¨lt, sind diese Konstanten unabha¨ngig von κ, denn sie ko¨nnen auch aus der Betrachtung von ψ(pi)
gewonnen werden.
Die Ordnungszahl des Summanden λipiir
ψ
(i)
0 (pi)
i! ist dann %i + ri. Bestimmt man r0 minimal ganz so, daß
%1 + r0 < %i + ir0 fu¨r i = 2, . . . , d, so ist r ≥ r0 die Bedingung dafu¨r, daß der Term minimaler Ordnung
außerhalb der Klammer von der Entwicklung von λpirψ′0(pi) stammt. Sei der Anfangsterm von letzterer
Cλpir+%1 .
Hensel setzte κ = r0 +%1. Das entsprechende l erfu¨llt dann l−%1 ≥ r0, daher kann man r = l−%1 setzen.
Dann hat Dlpi
l die gleiche Ordnung wie Cλpir+%1 und durch λ ≡ −DlC mod P la¨ßt sich das Glied Dlpil
in der Entwicklung von ψ0(pi) beseitigen. Durch Wiederholung dieses Schrittes kann man “beliebig viele
weitere Glieder zum Verschwinden bringen” und die so erhaltene Kongruenz ψ0(pi) ≡ 0 mod PM hat
beschra¨nkte Koeffizienten.238
Die entscheidenden Konstante r0, %1 ergaben sich aus den Ordnungszahlen der Ableitungen von ψ(pi).
Im zweiten Paragraphen zeigte Hensel, welche Abscha¨tzungen man treffen kann, jenachdem welche Po-
tenz von p in d enthalten ist. Im Fall der zahmen Verzweigung, also p 6 | d, ist %1 = d − 1, denn in
ψ′(pi) = dpid−1 +p(d−1)Cd−1pid−2 + · · ·+pC1 ist der erste Summand genau durch pid−1 teilbar, wa¨hrend
alle u¨brigen durch p und daher durch pid teilbar sind. Analog folgt %i ≥ d− i, man kann also r = 2 setzen.
Nimmt man in ψ0 nur die Glieder auf, deren Ordnung gleich d ist, so kann man mit r = 2 das Anfangsglied
von λpi2ψ′(pi) beseitigen und daher “durch das im vorigen Abschnitte auseinandergesetzte Verfahren aus
ψ(pi) alle Glieder von ho¨herer als der dten Ordnung herausschaffen”239 und die Form ψ(τ) = τd−Cp ≡ 0
mod PM ereichen, wobei C mod p reduzierte Koeffizienten hat.
Ist hingegen d = pse mit p 6 |e, so ist %1 ≤ sd+d−1, %i ≥ d und man kann r = sd > 1 wa¨hlen. Dann kann
man κ = sd + sd + d − 1 setzen und daher aus ψ(τ) alle Glieder beseitigen, deren Ordnungszahl gro¨ßer
als 2sd + d − 1 ist. Da die Koeffizienten der Kongruenz die Form pCi haben und p2spid−1 die maximale
Ordnungszahl 2sd+ d− 1 hat, ergibt sich die folgende Beschra¨nkung der Koeffizienten dieser Kongruenz:
Ist die Ordnungszahl d = pse des Primtheilers P durch p theilbar, so kann man die Entwickelungszahl
pi innerhalb des Ko¨rpers K stets so auswa¨hlen, dass pi fu¨r jede noch so hohe Potenz des Moduls P einer
Congruenz ψ(τ) = τd + pCd−1τd−1 + · · ·+ pC0 ≡ 0 (mod. pM ) genu¨gt, deren Coefficienten Ci = c0 + c1α +
· · ·+ ck−1αk−1 ganze Functionen von α mit modulo p2s−1 reducirten Zahlencoefficienten ck sind.240
Hensel setzte also die zu erfu¨llenden Kongruenzen geeignet fest und konnte fu¨r ein beliebig großes M ein
α bzw. ein pi in K bestimmen, das diese Kongruenzen erfu¨llt.241
Eindeutigkeit
In den folgenden Argumenten vera¨nderte Hensel jeweils den Modul so, daß er prim in dem minimalen
galoisschen Oberko¨rper ist, der alle aktuell beno¨tigten Elemente entha¨lt. Sei ℘ stets ein solcher Primdi-
visor von P . Dann gelten alle Kongruenzen mod PM a posteriori auch mod ℘M .
238[41, 1902, 305f]. Nach der Festlegung von κ bleibt die Kongruenz fest und es geht nur noch darum, pi zu modifizieren.
239[41, 1902, 308].
240[41, 1902, 308].
241Jedes dieser α(M) bzw. pi(M) ist also (wie man aus der Modifikationsform sieht) ein Na¨herungswert fu¨r ein α bzw.
pi, das diese Kongruenz fu¨r alle M erfu¨llen wu¨rde. Ein solches wu¨rde jedoch unendlich viele Modifikationen beno¨tigen und
mu¨ßte daher als unendliche Summe von Elementen des Ko¨rpers nicht mehr in K liegen.
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Betrachtet man dann einen Unterko¨rper dieses galoisschen Ko¨rpers, z.B. den urspru¨nglichen Zahlko¨rper
K, so muß man zuna¨chst bestimmen, welchen Grad der Divisor ℘ in diesem konjugierten Ko¨rper hat und
durch welche Potenz von ihm p teilbar ist.
Im dritten Paragraphen konstruierte Hensel einen Abbildungsko¨rper K(α1, pi
(1)
1 ) des Grades ν = dk, so
daß jede Zahl von K modulo ℘M kongruent zu genau einer Zahl von K(α1, pi
(1)
1 ) ist.
Dazu betrachtete er die Wurzeln α1, . . . , αk der Gleichung ϕ(t) = 0 und die Wurzeln pi
(i)
j (j = 1, . . . , d)
der Gleichung ψ(τ) = 0, wenn in die Koeffizienten Cl der Wert αi eingesetzt wird.
Er behauptete, daß genau ein αi ≡ α mod ℘M ist und genau ein pi(i)j ≡ pi mod ℘M . Die Argumente
verlaufen analog, so daß hier nur das komplexere vorgefu¨hrt wird. Sei also schon α1 ≡ α mod ℘M . Hensel
betrachtete die Kongruenz ψ(pi) ≡
(
pi − pi(1)1
)(
pi − pi(1)2
)
. . .
(
pi − pi(1)d
)
≡ 0 mod ℘M , die man erha¨lt,
wenn man pi in die Definitionsgleichung der pi
(1)
j einsetzt. Dann muß mindestens einer der Faktoren durch
℘ teilbar sein. Da die Gleichungsdiskriminante von ψ(τ) nur eine endliche Potenz ℘K von ℘ entha¨lt,
ko¨nnen nicht zwei der Faktoren durch eine beliebig hohe Potenz von ℘ teilbar sein. Wa¨ren na¨mlich zwei
der Faktoren durch die Potenz ℘K+1 teilbar, so auch deren Differenz und die Diskriminante der Glei-
chung.
Also ko¨nnen zumindest d− 1 der Faktoren maximal durch ℘K teilbar sein. Wird dann M beliebig groß,
so wird auch Mh = M − (K · (d− 1)) beliebig groß. Dies ist dann die Potenz von ℘, durch die der letzte
Faktor teilbar sein muß, d.h. dieser liefert das pi
(1)
1 .
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Ist α1 ≡ α und pi(1)1 ≡ pi mod ℘M , so ist jede Zahl von K mod ℘M der entsprechenden Entwicklung
innerhalb K(α1, pi
(1)
1 ) kongruent, in der man α durch α1 und pi durch pi
(1)
1 ersetzt hat.
Analog konstruiert man die Abbildungsko¨rper fu¨r die zu K konjugierten Ko¨rper, wobei i.A. andere k und
d auftreten.
Im vierten Paragraphen versuchte Hensel, die Eindeutigkeit der Entwicklungen unabha¨ngig von den Prim-
divisoren zu zeigen. Sei dazu w1 eine ganze Zahl n-ter Ordnung des Ko¨rpers K, seien w2, . . . , wn ihre paar-
weise verschiedenen Konjugierten und w
(0)
i die Entwicklungen in den entsprechenden Abbildungsko¨rpern.
Dann erfu¨llen die w
(0)
i die Kongruenz F (w) ≡ 0 mod ℘M , wenn F (w) = (w − w1) . . . (w − wn) die von
w1 erfu¨llte irreduzible ganzzahlige Gleichung ist. Die w
(0)
i sind modulo ℘
M inkongruent, da sonst “die
Gleichungsdiscriminante von F (w) durch ℘M theilbar, also identisch Null sein mu¨sste.”243 Weiterhin sind
sie aber auch die einzigen Wurzeln dieser Kongruenz:
Ist ferner w irgend eine algebraische Zahl, welche ebenfalls die Congruenz F (w) ≡ 0 fu¨r die M te Potenz von
℘ oder eines Primtheilers ℘ von ℘ fu¨r einen Oberko¨rper befriedigt, so folgt aus der Congruenz:
F (w) ≡
(
w − w(0)1
)(
w − w(0)2
)
. . .
(
w − w(0)n
)
≡ 0
(
mod.℘M
)
,
dass w einer, aber auch nur einer der n Zahlen w
(0)
i congruent sein muss fu¨r eine beliebig hohe Potenz eines
Primtheilers ℘ von ℘ innerhalb des Ko¨rpers K(w
(0)
i , wi, w).
244
242[41, 1902, 311]. Es geht also (in dem Argument) konkret darum, daß M gro¨ßer als die Ordnung der Diskriminante von
ψ(τ) gewa¨hlt werden kann und pi dann entsprechend weit berechnet wird. U¨berlegungen dazu, inwiefern pi von M abha¨ngt
etc. blendete Hensel in dieser Arbeit vo¨llig aus.
243[41, 1902, 312].
244[41, 1902, 312]. Der angesprochene Oberko¨rper muß evtl. nicht galoissch sein. Hensel a¨ußerte sich hierzu nicht explizit.
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Die w
(0)
i erfu¨llen die Kongruenz F (w) ≡ 0 aber auch mod pM . Zum Beweis zeigte Hensel, daß die ν
algebraischen Zahlen αg1pi
(1)
1
h
modulo ℘M linear unabha¨ngig sind. Dann ist
F (w
(0)
1 ) ≡
∑
g
∑
h
aghα
g
1pi
(1)
1
h
mod ℘M mit ganzen agh
und fu¨r F (w
(0)
1 ) ≡ 0 mod ℘M mu¨ssen alle agh durch eine beliebig hohe Potenz ℘M und daher durch eine
beliebig hohe Potenz pM teilbar sind.
Umgekehrt stimmt jede weitere Wurzel der Kongruenz F (w) ≡ 0 mod pM modulo ℘M mit einem der
w
(0)
i u¨berein, denn sie erfu¨llt auch die Kongruenz F (w) ≡ 0 mod ℘M , und deren Wurzeln sind eindeutig
modulo ℘M die Zahlen w
(0)
i .
Da die ν konjugierten Entwicklungen zu w
(0)
i ebenfalls die Kongruenz F (w) ≡ 0 mod pM erfu¨llen, sind
sie zu ν der n Entwicklungen w
(0)
1 , . . . , w
(0)
n kongruent modulo einer geeigneten Primdivisorpotenz. Man
kann daher ν der n konjugierten Ko¨rper K(wi) zueinander konjugierten Abbildungsko¨rpern zuordnen.
Bildet man entsprechend alle n Ko¨rper K(wi) auf solche Systeme konjugierter Abbildungsko¨rper ab,
wobei die Ko¨rper eines Systems alle den Grad νj haben, so gilt
∑
j νj = n. Jeder der Ko¨rper K(wi) wird
dabei auf einen Ko¨rper des minimalen Grades abgebildet, dem er mod ℘M isomorph ist:
Man beweist nun leicht, dass dies die Ko¨rper niedrigster Ordnung sind, auf welche jene Ko¨rper K(w%) [modulo
℘M ] eindeutig abgebildet werden ko¨nnen.245
Im na¨chsten Paragraphen deutete Hensel an, wie man umgekehrt die Theorie mit Hilfe dieser Ergebnisse
(und also ohne Idealtheorie) aufbauen ko¨nnte. Es
ero¨ffnet sich hier der Weg, um die ganze Theorie der algebraischen Ko¨rper ohne Benutzung auch nur ei-
nes Satzes der Idealtheorie sondern genau ebenso wie die Untersuchung der algebraischen Functionen einer
Variablen durch Benutzung der zugeho¨rigen Reihenentwicklungen darzustellen.246
Den n Wurzeln von F (w) = 0 hatte Hensel insgesamt n Entwicklungen el zugeordnet, die in Tupeln Tm
zu kidi konjugiert sind. Dann ist F (w) ≡
∏n
l=1(x− el). Bildet man fu¨r ein Tupel Tm das Produkt∏
ei∈TM
(x− ei), so ist dieses symmetrisch in den auftretenden algebraischen Zahlen und hat daher
ganzzahlige Koeffizienten. Daher bilden diese Faktoren auch eine Zerlegung von F (w) modulo pM :
F (w) ≡ F1(w) . . . Fh(w) mod pM .
Hat man umgekehrt die (eindeutige) Zerlegung von F (w) mod pM fu¨r ein ausreichend großes M gege-
ben, ist F1(w) deiner der Faktoren und werden seine Kongruenzwurzeln mit γ1, . . . , γλ bezeichnet, so
behauptete Hensel, man ko¨nne “durch eine endliche Anzahl von Versuchen” die Gleichungen
ϕ(t) = tk + ak−1tk−1 + · · ·+ a0 = 0 und ψ(τ) = τd + pC(1)d−1τd− 1 + · · ·+ pC(1)0 = 0
mit kd = λ finden, so daß γ1 eine Darstellung der Form
γ1 ≡ A(0)r pi(1)1
r
+A
(0)
r+1pi
(1)
1
r+1
+ . . . (mod pM ) hat.247
245[41, 1902, 314]. Die hier genannte Ordnung ist fu¨r einen bestimmten Ko¨rper K(wi) von der Wahl des Primdivisors ℘
abha¨ngig.
246[41, 1902, 315f].
247[41, 1902, 316]. Die A
(0)
i sind dabei wieder ganze Funktionen maximal k − 1-ten Grades einer Wurzel von ϕ(t) mit
modulo p reduzierten Koeffizienten.
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Fu¨hrt man dies fu¨r alle Faktoren durch, so erha¨lt man eine Zerlegung von F (w) modulo pM in Linearfak-
toren F (w) ≡ (w − γ1) . . . (w − γλ)(w − δ1) . . . (w − δµ) . . . mod pM , wobei die γi, δj die Entwicklungen
sind. Dann entspricht jedem erhaltenen pi die gebrochene Potenz p
1
d , d.h. eine Entwicklung ist genau
durch p
r
d teilbar, wenn sie mit einem Term Apir beginnt.
Hensel leitete folgendermaßen zum zweiten Teil u¨ber, in dem er die Eigenschaften der Abbildungsko¨rper
nutzte:
Diese wenigen Andeutungen mo¨gen genu¨gen, um zu zeigen, dass und wie die Theorie der algebraischen
Zahlen allein auf ihre Reihenentwicklungen modulo pM gegru¨ndet werden ko¨nnen. Ich gehe jetzt zu einer
genaueren Untersuchung der hier gefundenen Abbildungsko¨rper K(γ) auf der hier benutzten Grundlage der
Idealtheorie u¨ber.248
4.4.3 Nutzung der Abbildungsko¨rper
Die Diskriminante der Abbildungsko¨rper
Ab dem sechsten Paragraphen untersuchte Hensel die Abbildungsko¨rper K(γi) (und nicht mehr Po-
tenzreihen). Die Primzahl p hat in K(γ1) nur einen Primdivisor P, der dem urspru¨nglich betrachteten
Primdivisor P entspricht. Das bedeutet, daß eine algebraische Zahl in K(w1) genau dann durch P
r teilbar
ist, wenn ihr Bild in K(γ1) durch Pr teilbar ist.
Die λ Zahlen αg1pi
(1)
1
h
bilden ein Fundamentalsystem fu¨r die modulo p ganzen Zahlen von K(γ1).
249 Die
Diskriminante D0(γ) ist daher
∣∣∣∣αgrpi(1)r h∣∣∣∣2 und kann “durch eine einfache Determinantenumformung” in
der Form D0(γ) = D(ϕ)
dNα(D(ψ
(1))) geschrieben werden, wobei D(ϕ) die Diskriminante von ϕ und
D(ψ(1)) die Diskriminante von ψ bezeichnet, nachdem in den Koeffizienten α1 eingesetzt wurde.
250
Fu¨r den p-Anteil der Diskriminante liefert D(ϕ) keinen Beitrag und es ist Nα(D(ψ
(1))) = Npi(ψ
′(pi)),
wobei die zweite Norm u¨ber alle λ = kd Konjugierten gebildet wird. Diese Konjugierten sind alle durch
die gleiche (gebrochene) Potenz von p teilbar und um den p-Anteil der Diskriminante D0(γ) leichter
beschreiben zu ko¨nnen, definierte Hensel die Verzweigungszahl d dadurch, daß d − 1 die Ordnung von
ψ′(pi(1)1 ) in Bezug auf P ist. Dann ist der p-Anteil der Diskriminante D0(γ) gleich pkd
d−1
d = pk(d−1). Im
Fall der zahmen Verzweigung ist d = d, wa¨hrend Hensel im Fall d = pse wie in [29, 1897, 253] die Grenzen
d+ 1 ≤ d ≤ (s+ 1)d fand.251
Analog bilden die λ Zahlen αg1pi
(1)
1
h+%
ein “vollsta¨ndiges System aller rational unabha¨ngigen Multipla
von P% fu¨r den Ko¨rper K(γ1)”, und dessen Diskriminante entha¨lt genau (pk%)2pk(d−1).252
Die Ersetzung der Konjugierten
Im siebenten Paragraphen setzte Hensel die in den verschiedenen Abbildungsko¨rpern erhaltenen Ergeb-
nisse zusammen. Sei dazu K(w1) ein beliebiger Ko¨rper n-ter Ordnung und der Einfachheit wegen
248[41, 1902, 317].
249Die modulo p ganzen Zahlen sind dabei, wie in fru¨heren Arbeiten Hensels, diejenigen, in deren Minimalgleichung p nicht
im Nenner vorkommt.
250[41, 1902, 318].
251[41, 1902, 320], vgl. das Ende von 4.2.4.
252[41, 1902, 321].
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p ∼ P dQeRf . Seien k, l,m die Ordnungen von P,Q,R und λ = kd, µ = le, ν = mf , also n = λ+µ+ν. Dann
werden die n konjugierten Ko¨rper K(wi) modulo ℘
M eindeutig auf die konjugierten Abbildungsko¨rper
K(γ1), . . . ,K(γλ),K(δ1), . . . ,K(δµ) und K(ε1), . . . ,K(εν) abgebildet, die von den Ordnungen λ, µ bzw.
ν sind.253
Betrachtet man die Konjugierten ξ1, . . . , ξn eines beliebigen Elements ξ1 ∈ K(w1) nur modulo ℘M , so
kann man zu den Darstellungen in den entsprechenden Abbildungsko¨rpern mit den Fundamentalsyste-
men αg1pi
(1)
1
h
usw. u¨bergehen. Seien die Elemente der Fundamentalsysteme fu¨r K(γ1),K(δ1) bzw. K(ε)
(in beliebiger aber fester Reihenfolge) γ
[1]
1 , . . . , γ
[λ]
1 , δ
[1]
1 , . . . , δ
[µ]
1 und ε
[1]
1 , . . . , ε
[ν]
1 , sowie γ
[j]
i , δ
[j]
i und ε
[j]
i
ihre Konjugierten.254
Da Hensel in den konjugierten Abbildungsko¨rpern die konjugierten Fundamentalsysteme benutzte, erhielt
er fu¨r die Konjugierten ξ1, . . . , ξn modulo ℘
M je λ, µ bzw. ν Darstellungen mit den gleichen Koeffizienten.
Konkret:
Aus ξ1 ≡ a1γ[1]1 + a2γ[2]1 + · · · + aλγ[λ]1 mod℘M folgt ξg ≡ a1γ[1]g + a2γ[2]g + · · · + aλγ[λ]g mod℘M fu¨r
g = 2, . . . , λ. Ebenso ist mit ξλ+1auch ξλ+h ≡ b1δ[1]g + b2δ[2]g + · · ·+ bµδ[µ]g fu¨r h = 1, . . . , µ und mit ξλ+ν+1
auch ξλ+µ+i ≡ c1ε[1]g + c2ε[2]g + · · ·+ cνε[ν]g fu¨r i = 1, . . . , ν bestimmt.255
Hensel definierte den Teiler der n konjugierten Zahlen ξ1, . . . , ξn anhand der von ihm zugeordneten
Entwicklungen als die gebrochene Potenz p% von p, die in allen Summanden aiγ
[i]
g , biδ
[i]
g , ciε
[i]
g mindestens
und in mindestens einem genau enthalten ist. Von den Summanden die den Teiler genau enthalten, legte
Hensel willku¨rlich einen als das zum Teiler p% geho¨rige Produkt fest.256 Dabei ist α1pi
(1)
1 durch p
1
d teilbar
und die entsprechenden Elemente der anderen beiden Fundamentalsysteme durch p
1
e bzw. p
1
f . In den
rationalen Koeffizienten ist stets eine ganzzahlige Potenz von p enthalten, wa¨hrend jedes Element des
Fundamentalsystems eine Potenz mit einem Exponenten kleiner als Eins beisteuert.
Hensel formulierte als sein Ziel, fu¨r ein beliebiges linear unabha¨ngiges System ξ
(1)
1 , . . . , ξ
(n)
1 die aus den
Konjugierten gebildete Matrix S =
(
ξ
(i)
h
)
“auf ihre Theilbarkeit durch die Primzahl p zu untersuchen.”257
Daß seine Theorie geeignet fu¨r diese Zielstellung ist, begru¨ndete er folgendermaßen:
Offenbar genu¨gt es, ihre n2 Elemente ξ
(i)
h modulo ℘
M zu betrachten; denn die fu¨r diesen Primdivisor gefun-
denen Resultate gelten dann auch fu¨r jeden anderen und somit auch fu¨r p selbst.258
Hensels Grundgedanke war also, daß der U¨bergang zu dem Primdivisor ℘ die weitere Gu¨ltigkeit der tech-
nischen Argumente sichert, die Allgemeinheit der Ergebnisse aber nicht einschra¨nkt.259
Fu¨r die Untersuchung bezu¨glich der Teilbarkeit durch p ersetzte Hensel alle n2 Eintra¨ge durch die zu-
253Hierbei ist ℘ irgendein Primteiler von p “fu¨r den Galois’schen Ko¨rper niedrigster Ordnung unter welchem die conjugirten
Ko¨rper” K(wi),K(γi),K(δi),K(εi) enthalten sind, [41, 1902, 321].
254Diese Schreibweise wird hier zur besseren Lesbarkeit eingefu¨hrt. Hensel schrieb γ
(j)
i etc.
255[41, 1902, 322].
256Hensel schrieb, “das erste”, aber die Anordnung der Elemente, auf die sich das bezieht, ist willku¨rlich, [41, 1902, 323].
257[41, 1902, 323].
258[41, 1902, 323].
259Ob dieser Gedanke richtig ist,la¨ßt sich so allgemein nicht entscheiden.
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geordneten Zahlen der Abbildungsko¨rper, ordnete der i-ten Spalte den Teiler p%i zu und sortierte die
Elemente ξ
(i)
1 so, daß %1 ≤ %2 ≤ · · · ≤ %n ist. Anschließend fu¨hrte er einen Algorithmus durch, nach dem
in jeder Spalte noch genau ein Element der verschiedenen Fundamentalsysteme steht.
Algorithmus
Hensel begann mit dem zu p%1 zugeordneten Produkt, das aufgrund der Sortierung in der ersten Spalte
auftritt. Dieses sei ohne Einschra¨nkung aiγ
[i]
1 . Durch elementare Umformungen wird dann γ
[i]
1 aus den
u¨brigen Spalten der ersten λ Zeilen und damit aus den Spalten der gesamten Matrix entfernt:
Dann kann man von jeder der (n − 1) folgenden Zahlen ξ(2), ξ(3), . . . ξ(n) ein solches Multiplum von ξ(1)
abziehen, dass in ihnen die entsprechenden mit γ
[1]
i multiplicirten Elemente sa¨mmtlich fortfallen, da ja ihre
Zahlcoefficienten a
(1)
i , . . . a
(n)
i mindestens dieselbe Potenz von p enthalten als a
(1)
i .
260
Das so modifizierte System hat weiterhin als minimalen Teiler p%1 und außer in der ersten Spalte kommen
alle λ Konjugierten von γ
[i]
1 nicht mehr vor.
261 Da mit den u¨brigen Elementen auch ihre Teiler modifiziert
worden sein ko¨nnen, mu¨ssen die Elemente nach den neuen Teilern p%2 , . . . , p%n sortiert werden. Dann wer-
den wiederum elementare Umformungen durchgefu¨hrt, so daß das zu p%2 geho¨rige Produkt in den letzten
(n − 2) Spalten nicht mehr auftritt. Fu¨hrt man dieses Verfahren fort, so erha¨lt man ein a¨quivalentes
System, dessen letzte Spalte noch genau eines der Elemente γi, δj , εk entha¨lt, denn diese Umformungen
lassen die Determinante modulo p a¨quivalent und die Elemente waren linear unabha¨ngig.
Nachdem Hensel das System so auf untere Blockdreiecksform gebracht hatte, begann er einen neuen
Paragraphen, um zu zeigen,
dass und wie man von einem beliebigen Systeme (ξ(1), . . . ξ(n)) von unabha¨ngigen ganzen Zahlen ausgehend
zu einem Fundamentalsystem fu¨r die ganzen Zahlen des Ko¨rpers K(w) kommen, und zugleich, und das ist
das Wesentliche, die charakteristischen Eigenschaften jener Systeme auffinden kann.262
Hensel fu¨hrte zuna¨chst die vorgestellten Umformungen an dem System der ξ(i) aus, wodurch er das
System (η
(i)
h ) erhielt. Sei dann (ohne Einschra¨nkung) γ
[%]
1 das einzige Element der Fundamentalsysteme,
das in der letzten Spalte noch vorkommt. Dann bestehen Kongruenzen η
(n)
i ≡ aγ[%]i mod ℘M mit a ∈ Z
fu¨r i = 1, . . . , λ und η
(n)
j ≡ 0 mod ℘M fu¨r j = λ + 1, . . . , n. Sei a = pνe mit zu p primem e. Dann kann
man η(n) durch pν teilen und danach Vielfache des neuen Elements η(n) von den vorherigen Elementen
abziehen, so daß γ
[%]
i in den vorherigen Spalten des Systems nicht mehr auftritt.
263 Nachdem die vorletzten
Spalte nur noch eines der γ
[i]
1 , δ
[j]
1 , ε
[k]
1 entha¨lt, kann man dieses genauso aus den davor liegenden Spalten
entfernen. Am Ende tritt also in jeder Spalte genau eines der Elemente der Fundamentalsysteme auf und
indem man eγ
[%]
i wieder mit γ
[%]
i bezeichnet etc., erha¨lt man:
260[41, 1902, 324]. Noch auf der gleichen Seite spezifizierte Hensel, daß man “ganzzahlige Multipla” abziehen solle. Daß
dies mo¨glich ist, liegt daran, daß M beliebig groß, aber fest gewa¨hlt ist, denn man muß den Anteil von a
(1)
i , der prim zu p
ist, modulo pM invertieren.
261[41, 1902, 324]. Hensel wechselte in seinem Text die Bezeichnungen: Fu¨r ihn sind jetzt γ
(j)
i die Konjugierten von γ
(1)
i .
Hier wird aus Gru¨nden der U¨bersichtlichkeit die zuerst eingefu¨hrte Notation beibehalten.
262[41, 1902, 325].
263Dies ist mo¨glich, da in den ersten λ Entwicklungen von η(n) der Koeffizient e von γ
[%]
i eine Einheit modulo p ist und
jeder fru¨here Koeffizienten von γ%i “p mindestens ebenso oft entha¨lt, wie die Einheit e.” [41, 1902, 325]. Auch hier ist
das (implizite) Argument, daß e als Einheit mod p auch eine Einheit mod pM ist und man bei Betrachtung mod ℘M die
Koeffizienten mod pM reduzieren kann.
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Es giebt stets ein System (ξ(1), . . . ξ(n)) von ganzen algebraischen Zahlen eines beliebigen Ko¨rpers K(w) fu¨r
welche das zugeho¨rige algebraische System (ξ
(i)
k ) modulo ℘
M congruent ist dem folgenden einfachen Systeme:
(S) ≡

γ
[1]
1 . . . γ
[λ]
1 , 0 . . . 0, 0 . . . 0
...
γ
[1]
λ . . . γ
[λ]
λ , 0 . . . 0, 0 . . . 0
0 . . . 0, δ
[1]
1 . . . δ
[µ]
1 , 0 . . . 0
...
0 . . . 0, δ
[1]
µ . . . δ
[µ]
µ , 0 . . . 0
0 . . . 0, 0 . . . 0, ε
[1]
1 . . . ε
[ν]
1
...
0 . . . 0, 0 . . . 0, ε
[1]
ν . . . ε
[ν]
ν

,
wo
Γ =
(
γ
[κ]
i
)
,∆ =
(
δ
[κ′]
i′
)
, E =
(
ε
[κ′′]
i′′
)
Fundamentalsysteme modulo ℘ fu¨r die Abbildungsko¨rper
K(γ),K(δ),K(ε) sind. Fu¨r diese Systeme ist also:
S ≡
Γ, 0, 00, ∆, 0
0, 0, E
 (mod.℘M )
d.h. es zerfa¨llt modulo ℘M in die drei Partialsysteme Γ,∆, E entsprechend den zugeho¨rigen Abbildungsko¨rpern.264
Hensel zeigte weiter, daß ein solches System ein Fundamentalsystem modulo p ist, denn eine Zahl ξ =
u1ξ
(1)
1 +· · ·+unξ(n)1 ist “nur dann durch p algebraisch teilbar, wenn alle ihre n Conjugirten den Galois’schen
Primtheiler ℘ ebenso oft enthalten, als dieser in p vorkommt.”265
Teile genau ℘r die Primzahl p. Betrachtet man dann das System der n konjugierten Kongruenzen, deren
erste u1γ
[1]
1 + · · · + uλγ[λ]1 ≡ 0 mod ℘r ist, so zerfa¨llt dieses in drei unabha¨ngige Kongruenzensysteme.
Daher folgt aus den Eigenschaften der Fundementalsysteme Γ,∆, E, daß ξ genau dann durch p teilbar
ist, wenn alle ui es sind. Man erha¨lt daher:
Ein System (ξ(1), . . . ξ(n)) ist dann und nur dann ein Fundamentalsystem fu¨r die ganzen Zahlen des zugeho¨ri-
gen Ko¨rpers, wenn es fu¨r jede Primzahl p a¨quivalent ist einem anderen, welches modulo ℘M in die zu p
geho¨rigen Partialsysteme Γ,∆, . . . E zerfa¨llt, wenn ℘ irgend einen Galois’schen Primtheiler von p fu¨r das
betrachtete Gebiet bedeutet.266
Allgemeinere Aufgabenstellung
Anschließend formulierte Hensel als “Grundproblem der ho¨heren Arithmetik“ die Aufgabe, ein Funda-
mentalsystem fu¨r Zahlen mit vorgegebenen Teilbarkeitseigenschaften zu konstruieren:
Es sei D = P %QσRτ . . . Sν ein beliebiger Divisor des Ko¨rpers K(w1), P,Q, . . . S, also Primfactoren innerhalb
K(w1), welche natu¨rlich auch zu verschiedenen reellen Primzahlen p, q, . . . geho¨ren ko¨nnen, und %, σ, . . . , ν
bedeuten ganzzahlige Exponenten, welche positiv, oder negativ, oder aber auch Null sein ko¨nnen. Die Ge-
sammtheit aller Zahlen von K(w1) welche Multipla von D sind, bildet dann einen Theilbereich dieses Ko¨rpers,
das zu D geho¨rige Ideal J(D). Wir stellen uns nun die Aufgabe, ein Fundamentalsystem fu¨r alle Multipla von
264[41, 1902, 326f].
265[41, 1902, 327]. Hier benutzte Hensel also explizit die Mo¨glichkeit, statt aller konjugierten Primdivisoren bezu¨glich einer
algebraischen Zahl alle Konjugierten bezu¨glich eines Primdivisors zu betrachten.
266[41, 1902, 327].
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D zu suchen, d.h. ein System: η(1), η(2), . . . , η(n) von n solchen Zahlen von J(D) zu finden, dass alle Multipla
von D und nur sie in der Form u1η(1) + · · ·+ unη(n) mit ganzzahligen Coefficienten darstellbar sind.267
Er formte hierzu ein beliebiges linear unabha¨ngiges System innerhalb dieses Ideals mit Hilfe des obigen
Algorithmus so um, daß es “ein Fundamentalsystem zuna¨chst fu¨r das Product P %QσRτ der zu p geho¨rigen
Primfactoren vonD ist, wa¨hrend es in Bezug auf jede andere Primzahl q, r, . . . gar nicht gea¨ndert wird.”268
Die schon am Ende des sechsten Paragraphen betrachteten Fundamentalsysteme fu¨r Vielfache von P %
bezeichnete Hensel mit Γ% und nannte sie jetzt Partialsysteme %ter Ordnung. Damit erhielt er:
In dem zu einem Divisor D geho¨rigen Ideal J(D) existirt stets ein System (ξ(1), . . . ξ(n)) algebraischer Zahlen,
dessen zugeho¨riges System S = (ξ
(h)
g ) modulo ℘
M dem folgenden Systeme a¨quivalent ist:
S ≡
Γ%, 0, 00, ∆σ, 0
0, 0, Eτ
 (mod.℘M ).
[...] ein solches System (ξ(1), . . . ξ(n)) ist umgekehrt auch sicher ein Fundamentalsystem fu¨r alle Multipla von
P %QσRτ .269
Betrachtet man alle Primzahlen, von denen Teiler in D vorkommen, und fu¨hrt man die entsprechenden
Umformungen fu¨r alle diejenigen davon aus, fu¨r die das aktuelle System noch kein lokales Fundamentalsy-
stem fu¨r den entsprechenden Teildivisor von D ist, so kommt man zu einem absoluten Fundamentalsystem
fu¨r die Multipla von D.
Da alle solchen Fundamentalsysteme a¨quivalent sind, muß ein gegebenes Fundamentalsystem auch um-
gekehrt eine solche Umformung zulassen und es
ergiebt sich der folgende wichtige und meines Wissens noch nicht ausgesprochene Satz, welcher einmal die
nothwendige und hinreichende Bedingung dafu¨r entha¨lt, dass ein System (ξ(1), . . . ξ(n)) u¨berhaupt ein Fun-
damentalsystem fu¨r einen algebraischen Divisor ist, und der zweitens erlaubt den zugeho¨rigen Divisor D aus
seinem Fundamentalsysteme zu bestimmen.
I) Ein System (ξ(1), . . . ξ(n)) ist dann und nur dann ein Fundamentalsystem fu¨r ein Ideal, wenn es fu¨r
einen beliebigen Galois’schen Primtheiler ℘ modulo ℘M in Partialsysteme Γ%,∆σ, . . . Eτ zerfa¨llt, ent-
sprechend der Zerlegung p ∼ P dQe . . . Rf der zu ℘ geho¨rigen Primzahl p in ihre Primfactoren fu¨r K(w1),
und wenn dasselbe fu¨r jede andere Primzahl q, r, . . . der Fall ist.
II) Ist ferner P irgend ein Primtheiler des Ko¨rpers K(w1) und % die Ordnung des zugeho¨rigen Partial-
systems Γ% fu¨r das System (ξ
(1), . . . ξ(n)), so ist
D =
∏
(P )
P %
der Divisor, fu¨r welchen (ξ(1), . . . ξ(n)) ein Fundamentalsystem ist, wenn das Product auf alle Primfac-
toren des Ko¨rpers K(w1) erstreckt wird.
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Im neunten Paragraphen behauptete Hensel, man ko¨nne jetzt
die Richtigkeit einer gro¨sseren Anzahl von Fundamentalsa¨tzen der Idealtheorie direct in Evidenz setzen,
deren Beweis sonst grosse und manchmal nicht vo¨llig u¨berwundene Schwierigkeiten bot.271
267[41, 1902, 327f]. Diese allgemeinere Aufgabenstellung ko¨nnte eine von denjenigen sein, die Hensel in dem Brief an Weber
als aus der umfassenderen Theorie der algebraischen Funktionen angeregt ansprach, vgl. 4.2.1.
268[41, 1902, 328]. Hensel schrieb, wenn man das System “wo¨rtlich ebenso” transformiere, gelange man “auch wo¨rtlich zu
demselben Resultate,”[41, 1902, 329].
269[41, 1902, 329].
270[41, 1902, 329f].
271[41, 1902, 330].
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Dazu verwies er zuna¨chst auf die “zwei kleinere[n] Notizen” [29 & 30, 1897]. Anschließend definierte er
(analog zum Fall der algebraischen Funktionen) mit Hilfe der Verzweigungszahlen d, die er im sechsten
Paragraphen eingefu¨hrt hatte, den Verzweigungsteiler Zw =
∏
(P ) P
d−1, um die Informationen u¨ber die
jeweiligen p-Anteile der Diskriminante D(D) des Fundamentalsystems fu¨r D zusammensetzen zu ko¨nnen.
Mit seiner Hilfe gelangte er zu der einfachen Formel D(D) = ±(N(D))2 · (N(Zw)), die insbesondere fu¨r
die Ko¨rperdiskriminante D(1) = N(Zw) =
∏
P p
k(d−1) ergibt, wobei k durch N(P ) = pk bestimmt ist.272
Im abschließenden Paragraph betrachtete Hensel, ebenfalls wie in der Theorie der algebraischen Funk-
tionen, die komplementa¨ren Systeme. Sein Ziel war es, einen “wichtigen[,] auf einem ganz anderen Wege
von Herrn Dedekind bewiesenen Satz” abzuleiten.273
Hensel zeigte dazu, daß das komplementa¨re System eines Fundamentalsystems wieder ein Fundamen-
talsystem ist. Anschließend zeigte er durch eine ausfu¨hrliche Rechnung, daß das komplementa¨re System
in Partialsysteme gleicher Gro¨ße zerfa¨llt, wenn das urspru¨ngliche System dies tut. Ist % die Ordnung
eines Partialsystems zum Primdivisor P , % die Ordnung des entsprechenden Partialsystems des komple-
menta¨ren Systems und d die Verzweigungszahl zu P , so erhielt er die Formel % + % = −(d − 1). Damit
gelang ihm
ein neuer und einfacher Beweis des folgenden wichtigen Satzes: Ist (ξ(1), . . . ξ(n)) ein Fundamentalsystem fu¨r
einen beliebigen Divisor D, so ist das complementa¨re System (ξ(1), . . . ξ(n)) ebenfalls ein Fundamentalsystem
fu¨r einen anderen Divisor D und zwischen diesen beiden Divisoren besteht stets die Gleichung: DD = 1Zw ,
wenn Zw den Verzweigungstheiler jenes Ko¨rpers bedeutet.274
4.5 Exkurs: Die Theorie der algebraischen Funktionen zweier
Variablen
Hensel verallgemeinerte seine Herangehensweise und seine Ergebnisse aus dem zahlentheoretischen Fall
und dem Fall der algebraischen Funktionen einer Variablen auch auf den Fall zweier Variablen. Er trug
daru¨ber 1898 und 1899 auf den DMV-Tagungen vor ([36, 1899] bzw. [37, 1900]), hielt im Wintersemester
1898/99 eine Vorlesung zu diesem Themenkomplex und vero¨ffentlichte 1900 eine ausfu¨hrliche Darstellung
der Theorie in den Acta Mathematica [38, 1900].
Der erste Vortrag
In dem Vortrag Ueber die Theorie der algebraischen Functionen zweier Variabeln 1898 in Du¨sseldorf
ging Hensel vom Fall einer Variablen aus und begann damit, die Form des Entwicklungselements zu
motivieren. Dazu interpretierte er den Linearfaktor (x − a) als die rationale Funktion, die im Punkt
x = a von minimaler Ordnung verschwindet. Die gesuchte Entsprechung fand er in einer irreduziblen
Funktion P (x, y), die eine irreduzible Kurve P definiert.
272[41, 1902, 331].
273[41, 1902, 332].
274[41, 1902, 336].
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Von diesem Gesichtspunkt aus betrachtet wird die Theorie der analytischen Functionen zweier Variablen
genau so einfach und u¨bersichtlich wie die von einer Vera¨nderlichen.275
Fu¨r eine rationale Funktion von x und y erhielt er eine Darstellung
Z = P %(E0 + E1P + E2P
2 + . . . ) = P %E = P % · f(x, y)
g(x, y)
.
Ist dabei P (x, y) in y vom Grad ν, so haben die Ei die Gestalt Ei = a
(i)
0 + a
(i)
1 y+ · · ·+ a(i)nu−1yν−1, wobei
die a
(i)
j gebrochene rationale Funktionen von x sind. Die Potenzreihe E konvergiert gleichma¨ßig in einer
Umgebung der Kurve P. Ausnahmen hiervon sind nur die Schnittpunkte von g(x, y) = 0 und P (x, y) = 0.
Er betrachtete K = Q(x, y) als Grundko¨rper und eine algebraische Erweiterung n-ten Grades. Fu¨r eine
Funktion dieses Ko¨rpers erhielt er
Z = P
%
α (E0 + E1P
1
α + E2P
2
α + . . . ),
wobei außer fu¨r endlich viele Verzweigungskurven α = 1 ist. Die Koeffizienten Ei liegen in einem Ko¨rper
K(η), wobei η einer irreduziblen Gleichung σ-ten Grades mit modulo P (x, y) reduzierten ganzen Funk-
tionen als Koeffizienten genu¨gt.
Insgesamt gibt es n solche Entwicklungen, wobei je α sich nur durch die gewa¨hlte α-te Wurzel aus P , und
je σ sich nur durch konjugierte Werte von η unterscheiden, so daß mit einer Entwicklung bereits ασ wei-
tere Entwicklungen mitbestimmt sind. Diese Entwicklungen konvergieren ebenfalls gleichma¨ßig in einer
Umgebung von P, wobei zusa¨tzlich noch die Schnittpunkte der Verzweigungskurven mit P ausgeschlossen
werden mu¨ssen.
Der zweite Vortrag
Der zweite Vortrag Ueber eine neue Theorie der algebraischen Functionen zweier Variabeln stellte Hensels
Theorie als analytisch neben die geometrischen Theorien von Clebsch und Noether. Hensel bezeichne-
te sie als “directe Verallgemeinerung der Weierstraßschen Theorie der algebraischen Functionen einer
Vera¨nderlichen auf Functionen von zwei und beliebig vielen Variablen”.276 Sein Ziel sei es zu zeigen,
daß und in welcher Weise der gesamte Wertvorrat einer n-wertigen algebraischen Function von zwei Variablen
stetig, d.h. in n Zweigen, ausgebreitet werden kann, und wie die einzelnen Zweige derselben ineinander
u¨bergehen.277
Sei diesmal K(x, y, z) durch f(x, y, z) = An(x, y)z
n + · · · + A0(x, y) = 0 definiert, d.h. algebraisch vom
Grad n u¨ber Q(x, y). Hensel ordnete einem Punkt P0 mit den Koordinaten(x = a0, y = b0) die n daru¨ber-
liegenden Punkte zu, vera¨nderte den Ausgangspunkt P0 stetig und betrachtete die Ausnahmepunkte, fu¨r
die die so erhaltenen Zweige zusammenfallen. Diese liegen auf der Polkurve An(x, y) = 0 sowie auf den
durch die Diskriminante von f definierten Kurven. Da diese singula¨ren Punkte nicht isoliert liegen, ergibt
sich die Aufgabe, die Funktion in der Umgebung einer kritischen Kurve oder allgemeiner einer beliebigen
Kurve zu entwickeln.
275[36, 1899, 58].
276[37, 1900, 221f].
277[37, 1900, 222].
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Hensel entwickelte zuerst einen Zweig l0 einer beliebigen Kurve P in der Umgebung eines Punktes P0 in
eine Potenzreihe y0(x|a0), die nach gebrochenen Potenzen von (x− a0) fortschreitet. Als “Fundamental-
aufgabe” bezeichnete er dann die folgende Aufgabe:
Es sollen die Wurzeln z1, z2, . . . zn der Gleichung f(z, xy) = 0 in einer endlichen Umgebung von l0 durch
Reihen dargestellt werden, welche hier gleichma¨ßig convergieren.278
Hensel schrieb, daß als allgemeine Form einer solchen Reihe
∑
h eh(x|a0)(y − y0)
h
b angenommen werden
kann, wobei er den “algebraischen Charakter der Coefficienten eh(x|a0)” nachgewiesen habe, indem er
ein “rein arithmetisches Verfahren [nutzte], in welchem die Coefficienten und Exponenten einzeln und
successive berechnet werden.”279 Hier ist vermutlich die erste Stelle, an der Hensel im Zusammenhang
mit Eigenschaften einer Gro¨ße von Charakter sprach.280
Die Diskriminantenkurve von K(x, y, z) zerfa¨llt in Doppelkurven, die auftreten, wenn die Anfangsglieder
zweier Entwicklungen u¨bereinstimmen, und Verzweigungskurven. Das Auftreten von Doppelkurven, die
zugleich Verzweigungskurven sind, la¨ßt sich vermeiden.
Die Koeffizienten ei(x|a0) sind algebraische Funktionen einer festen Ordnung, liegen also
auf einer und derselben Kugelfla¨che Rν ausgebreitet, auf der auch y0 eindeutig ist, weil alle Coefficienten
ei(x|a0) von y0 algebraisch abha¨ngen.281
Die Diskriminantenkurve geho¨rt nicht zum Konvergenzbereich von Entwicklungen, die mit negativen
Exponenten beginnen. Der Konvergenzbereich wird fu¨r endlich viele Punkte “in x und y unendlich klein”,
na¨mlich fu¨r die Verzweigungspunkte der Riemannschen Fla¨chen Rν , die Pole der Koeffizienten ei(x|a0)
und fu¨r die Schnittpunkte der Kurve P (x, y) = 0 mit der Diskriminantenkurve.282
In jenen kritischen Punkten selbst besitzt aber die bezu¨gliche Entwickelung wieder einen endlichen Con-
vergenzbereich, und es giebt eine und nur eine von den n dort vorhandenen Reihen, welche in der ganzen
Umgebung mit den dort gu¨ltigen Entwickelungen coincidirt.283
Hensel ordnete jeder Koeffizientenfla¨che Rν einen Primdivisor zu und sagte, eine Funktion enthalte seine
h-te Potenz, wenn die entsprechende Entwicklung mit (y − y0)hb beginnt.
Im zweiten Teil des Vortrags skizzierte Hensel eine Divisorentheorie,284 die der spa¨ter fu¨r algebraische
Funktionen einer Variablen in [39, 1901] dargestellten vollsta¨ndig entspricht. Dazu ordnete er jeder Funk-
tion des Ko¨rpers K(x, y, z) einen Divisor zu, der beschreibt, durch welche Primdivisoren er teilbar ist.
Dieser la¨ßt sich als Quotient ganzer Divisoren schreiben. Er nannte eine Funktion ganz, wenn sie nur fu¨r
x =∞ oder y =∞ unendlich wird, der Nenner also keine im Endlichen liegenden Divisoren entha¨lt.
Hensel behauptete, es ga¨be ein Fundamentalsystem fu¨r die ganzen Funktionen mit n Elementen, womit
er einer Aussage Kroneckers widerspra¨che:
278[37, 1900, 224].
279Beide [37, 1900, 224].
280Bei der Erarbeitung der Einfu¨hrung der p-adischen Zahlen u.a. in der Vorlesung 1902 benutzte Hensel diese Sprechweise
systematisch, vgl. 5.1.1, 5.2 und 5.3.
281[37, 1900, 225]. Die Ordnung von y0 ist daher ein Teiler von ν.
282[37, 1900, 225].
283[37, 1900, 226]. Es geht also darum, daß man in diese kritischen Punkte nicht mit Fortsetzungen hineinkommt, wa¨hrend
man durchaus Entwicklungen von dort kommend fortsetzen kann.
284Dies bedeutet insbesondere, daß Hensel seine Ergebnisse nur referierte.
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Leopold Kronecker, der diesen Fragen zuerst na¨hergetreten ist, zeigte in seiner Festschrift, daß diese Aufgabe
zwar lo¨sbar ist, behauptete jedoch, daß dieses Fundamentalsystem im allgemeinen mehr als n Elemente
besitzen mu¨sse.285
Weiter wollte er analog zum zahlentheoretischen Fall bestimmen, wie oft der Teiler P in der Ko¨rperdis-
kriminante auftritt: Geho¨ren zu P genau drei Primdivisoren mit den Verzweigungsordnungen b, b′, b′′ und
den Koeffizientenordnungen λ, λ′, λ′′, so sei der Exponent von P :
% = λ(b− 1) + λ′(b′ − 1) + λ′′(b′′ − 1) = n− (λ+ λ′ + λ′′) = n− l,
wenn l die Summe der Koeffizientenordnungen der Primdivisoren von P ist.
Ebenfalls analog zum zahlentheoretischen Fall ko¨nne ein Fundamentalsystem fu¨r einen Divisor ϑ auf-
gestellt werden, dessen Diskriminante D(ϑ) = N(θ)D(1) ist. Das reziproke System ist dann Fundamen-
talsystem fu¨r den Divisor ϑ, der durch ϑϑ ∼ 1Z bestimmt ist, wobei Z ∼
∏Pb−1 der Verzweigungsteiler
ist.
Mit Hilfe dieses Satzes ko¨nne man ein vollsta¨ndiges System von Integranden erster Gattung aufstellen
und zu einer Verallgemeinerung des Satzes von Riemann-Roch gelangen. Ebenso wie die Funktionen
ko¨nnten auch die Differentialquotienten durch Divisoren beschrieben werden, und dies gewa¨hre “wohl
den einfachsten Eingang in dieses schwierige und bisher noch wenig behandelte Gebiet” der mit dem
Ko¨rper K(x, y, z) zusammenha¨ngenden Integrale.286
Die Zielstellungen der geplanten Divisorentheorie in der Theorie der algebraischen Funktionen zweier
Variablen orientiert sich sehr eng an der Vorgehgensweise der spa¨ter beendeten Arbeit [39, 1901].
Ausarbeitung
Die ausfu¨hrliche Arbeit [38, 1900], ebenfalls mit dem Titel Ueber eine neue Theorie der algebraischen
Functionen zweier Variabeln, behandelt ziemlich genau den Inhalt des ersten Teiles des zweiten Vortrags.
Hensel ging von der Zerlegung der rationalen Funktionen zweier Variablen in Linearfaktoren an der Stel-
le x = a aus und leitete daraus deren Entwicklung in Potenzreihen ab. Anschließend bestimmte er die
Entwicklungen algebraischer Funktionen in der Umgebung eines regula¨ren Kurvenzweigs y0,
287 die nach
ganzen Potenzen von (y − y0) verlaufen.
Ist der Kurvenzweig y0 singula¨r, so gab Hensel die Form der Entwicklung vor:
z0 = e0(x|a)(y − y0)ε0 + e1(x|a)(y − y0)ε1 + . . .
und bestimmte dann mit Hilfe Newtonscher Polygone, welche Exponenten εi auftreten sollen.
288
Die Reihe zerfa¨llt in einen endlichen irregula¨ren und einen regula¨ren Teil. Die Koeffizienten des regula¨ren
Teils sind rationale Funktionen von den endlich vielen irregula¨ren Koeffizienten und y0.
289
285[37, 1900, 229]. Das ist nicht ganz richtig: Kronecker machte an der angesprochenen Stelle keine Aussage speziell fu¨r
den Fall zweier Variablen, [Kronecker, 1882, §§ 6-8]. Hensel kam spa¨ter nicht auf seine Behauptung zuru¨ck, hat sie also
insbesondere nicht bewiesen.
286[37, 1900, 231].
287Dies bedeutet, daß der Kurvenzweig nicht der Diskriminantenkurve der definierenden Gleichung angeho¨rt.
288[38, 1900, 366f]. Diese werden durch eine Formel bestimmt, so daß Hensel in einem na¨chsten Schritt noch nachweisen
mußte, daß sie streng monoton steigen.
289[38, 1900, 400].
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Hensel zeigte zuerst, daß die von ihm bestimmten Reihen die geforderte Gleichung formal befriedigen,
anschließend aber auch noch, daß sie innerhalb einer endlichen Umgebung gleichma¨ßig konvergieren und
die Gleichungswurzeln darstellen.
Die Arbeit endet mit der Einfu¨hrung je eines Primdivisors zu der Riemannschen Fla¨che Rν , “auf welcher
alle jene Coefficienten und y0 eindeutig ausgebreitet sind,”
290 und der Aussage, daß eine Funktion des
Ko¨rpers K(x, y, z) bis auf eine Konstante durch den zugeho¨rigen Divisor bestimmt ist.
Abschließend behauptete Hensel, auf der gegebenen Grundlage ließe sich eine “vollsta¨ndige arithmetisch
strenge Theorie der algebraischen Functionen von zwei Variablen” geben und auf die Theorie der alge-
braischen Integrale anwenden, die “keine wesentlich gro¨sseren Schwierigkeiten als die entsprechende fu¨r
Functionen einer Variablen” bo¨te.291
290[38, 1900, 400]. “Jene” bezieht sich dabei auf die Koeffizienten einer Entwicklung.
291[38, 1900, 416].
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Kapitel 5
Die p-adischen Zahlen als neues
mathematisches Objekt
In diesem Kapitel geht es darum, wann und in welchem Sinne Hensel die p-adischen Zahlen als neues
mathematisches Objekt einfu¨hrte, und welche mathematischen Behauptungen er damit verband. Die we-
sentlichen Quellen hierfu¨r sind die Vorbereitungen fu¨r die von ihm im Sommersemester 1902 in Berlin
gehaltenen Vorlesungen (VL), sowie die Arbeiten [47, 1904] und [49, 1905].
Interpretationshinweise geben die Vortra¨ge [43, 1902] und [52, 1905]. Den ersten hielt Hensel gegen Ende
des Wintersemesters 1901/02 vor der Berliner Akademie, den zweiten im September 1905 vor der Na-
turforscherversammlung in Meran. In letzterem lassen sich die nicht explizierten Behauptungen Hensels
deutlich erkennen, da sie auf falsche Transzendenzbeweise (fu¨r e, pi, ee etc.) fu¨hrten.
Wa¨hrend es bei der Betrachtung der Vorlesungen um die mathematischen Inhalte geht, geraten bei den
gedruckten Arbeiten auch die Darstellungsmittel in den Fokus.
Hensel ordnete nicht la¨nger nur Potenzreihenentwicklungen zu, sondern betrachtete auch weitere Potenz-
reihen, die nicht von einer (bekannten) algebraischen Zahl herstammen. Er beno¨tigte diese (p-adischen
Zahlen) als Koeffizienten einer Zerlegung modulo pM mit beliebig großem M , wie er in der Arbeit [40,
1902] schon angedeutet hatte.1 Hierzu fu¨hrte er sie in Analogie zu den reellen Zahlen ein, wobei die
Zerlegung modulo pM analog zur Zerlegung in Faktoren mit reellen Koeffizienten wird.
Unter Hinzunahme der reellen Zahlen la¨ßt sich die Analogie zur Theorie der algebraischen Funktionen
vervollsta¨ndigen: Neben den unendlich vielen Entwicklungen nach Potenzen der verschiedenen p gibt es
auch eine nach Potenzen von 110 . Letzterer entspricht in der Theorie der algebraischen Funktionen die
Stelle x = ∞, denn an ihr wird nach Potenzen von 1x (statt von (x − a)) entwickelt. Auf dieser Analo-
gie baute Hensel insbesondere seinen anschaulichen Erla¨uterungstext U¨ber analytische Funktionen und
algebraische Zahlen [43, 1902] vor der Berliner Akademie auf.
1In diesem Zusammenhang wirkt Peter Ullrichs Formulierung, in [47, 1904] und [49, 1905] “wagte Hensel dann den
Sprung von der p-adischen Entwicklung zu den eigentlichen p-adischen Zahlen,” [Ullrich, 1999, 134] irrefu¨hrend, da sie vom
Ergebnis her argumentiert.
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5.1 Einstimmung auf die VL 1902
5.1.1 Hensels Vortrag 1902 in Berlin U¨ber analytische Funktionen und algebraische
Zahlen
Hensel begann seinen Vortrag mit einem Vergleich zwischen der Theorie der algebraischen Funktionen
einer Variablen und der Theorie der algebraischen Zahlen, und diesen mit der Beobachtung, daß im
Fall einer Variablen die Methoden und Resultate im Endlichen und Unendlichen “absolut identisch”
seien,2 wohingegen in der Theorie der algebraischen Zahlen die Untersuchungen bezu¨glich der Teilbarkeit
(Idealtheorie) und der Gro¨ße (u.a. Minkowskis Geometrie der Zahlen) zwar sehr a¨hnliche Resultate, aber
vo¨llig verschiedene Methoden ha¨tten.3
Bereits Weierstrass hatte die Theorie der Primdivisoren und der Einheiten zusammengedacht und Analoga
in der Theorie der algebraischen Funktionen bemerkt:
Sowohl fu¨r die idealen Primfactoren, wie fu¨r die Einheiten in der Theorie der algebraischen Zahlen findet
sich also bei den rationalen Functionen des durch eine algebraische Gleichung verbundenen Paares (xy) ein
Analogon.4
Laut Hensel fu¨hrt die allgemeinere Theorie der analytischen Funktionen
in naturgema¨ßem U¨bergange aus dem Reiche der algebraischen Gro¨ßen zu den einfachsten mit ihnen zusam-
menha¨ngenden transzendenten Funktionen und ergiebt nun eine einleuchtende Einteilung derselben nach
ihren charakteristischen Eigenschaften.5
Hensel erla¨uterte weiter, durch langja¨hrige Bescha¨ftigung mit beiden Disziplinen sei er zu einer “Auffas-
sung der Lehre von den allgemeinen Zahlgro¨ßen” gefu¨hrt worden,6
welche man als Ausdehnung der Theorie der analytischen Funktionen auf die Zahlgro¨ßen ansehen kann, und
welche mir einen neuen Einblick in die Natur der rationalen, algebraischen und transzendenten Zahlen zu
gewa¨hren scheint.7
Hensel behauptete also, daß die Methoden aus der Theorie der analytischen Funktionen nach ihrer U¨bert-
ragung die Untersuchung transzendenter Zahlen erlauben wu¨rden. Als “gesichertes Resultat” (seiner
Auffassung) nannte er jedoch nur die “vollsta¨ndige und vo¨llig einheitliche Behandlung der algebraischen
Zahlen nach ihrer Teilbarkeit und ihrer Gro¨ße.”8
Zur Illustration seiner Ideen stellte Hensel zuna¨chst fu¨r analytische Funktionen seine arithmetische Inter-
pretation der Konzepte besitzt an jeder Stelle (x = a) oder (x = ∞) rationalen/algebraischen Charakter
vor. Eine n-deutige analytische Funktion besitzt an der Stelle (x = a) bzw. (x = ∞) algebraischen
Charakter,
2[43, 1902, 30].
3Hierbei wird von Hensel erstmals implizit die Gro¨ße als “Teilbarkeit im Unendlichen” interpretiert. Im Vorwort zu
[Hensel/Landsberg, 1902] ist dies nicht der Fall. Dort werden ebenfalls die vo¨llig verschiedenen Methoden betont und
bedauert, daß “sich fu¨r das [Gebiet] der transcendenten Zahlen bisher noch keine allgemeinen Methoden ergeben haben,”
[42, 1902, VI].
4[Weierstraß, 1902, 393]. Diese Ausarbeitung der Vorlesung zur Theorie der Abelschen Transzendenten in den Gesam-
melten Werken geht auf eine Vorlesung aus dem Wintersemester 1875/76 zuru¨ck.
5[43, 1902, 30]. Hensel nannte im gesamten Vortrag keine der angesprochenen Eigenschaften.
6[43, 1902, 30]. Bereits hier deutet sich eine der Hauptfragen an die Vorlesung an: Was ist eine “allgemeine Zahlgro¨ße”?
7[43, 1902, 30].
8Beide [43, 1902, 30].
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wenn ihre n Werte in der Umgebung derselben nach ganzen oder gebrochenen Potenzen der zugeho¨rigen
Linearfaktoren [(x−a) bzw. ( 1
x
)] entwickelt werden ko¨nnen, welche ho¨chstens eine endliche Anzahl negativer
Potenzen enthalten, wenn sie also an jeder Stelle (x = a) mit jeder vorgegebenen Genauigkeit, d.h. fu¨r eine
beliebig hohe Potenz (x− a)M als Modul durch eine algebraische Funktion dargestellt werden kann.9
Anschließend definierte Hensel analog u¨berall rationalen Charakter fu¨r Zahlgro¨ßen:
Genau ebenso wollen wir sagen, eine Zahlgro¨ße r hat u¨berall rationalen Charakter, wenn sie die folgenden
beiden Eigenschaften besitzt:
1) Sie kann in eine nach fallenden Potenzen einer beliebigen Zahl m, z.B. von 10 fortschreitende Reihe
entwickelt werden, mit wohldefinierten Koeffizienten, welche ihrer Gro¨ße nach unterhalb m liegen, und diese
Entwickelung entha¨lt ho¨chstens eine endliche Anzahl positiver Potenzen von m. Eine solche Gleichung:
r =
a%
m%
+
a%+1
m%+1
+ . . .
spricht nur aus, daß r eine endliche Zahl ist oder mit jeder vorgegebenen Anna¨herung der Gro¨ße nach durch
eine rationale Zahl dargestellt werden kann.10
2) Sie kann nach steigenden Potenzen einer beliebigen ganzen Zahl µ in eine Reihe
b%µ
% + b%+1µ
%+1 + . . .
mit wohldefinierten Koeffizienten bi < µ entwickelt, d.h. mit jeder Anna¨herung (fu¨r eine beliebig hohe Potenz
von µ als Modul) durch eine rationale Zahl dargestellt werden.11
Jede rationale Zahl hat u¨berall rationalen Charakter. Hensel plante, spa¨ter auf die Umkehrung zuru¨ck-
zukommen.12
Peter Ullrich behauptet, Hensel habe in [52, 1905] erstmals das Lokal-Global-Prinzip der Zahlentheorie
formuliert.13 Diese Idee klang jedoch bereits im gerade vorgestellten Vortrag an.14 Auch in der Vorlesung
war sie pra¨sent, wa¨hrend Hensel in [52, 1905] von seinem Prinzip abwich und anders argumentierte.
Nur ganz am Rande erwa¨hnte Hensel, daß er nicht nur jeder Primzahl p, sondern auch der Gro¨ße einen
Primdivisor ℘∞ zuordnen wollte.15 Anschließend wechselte er zur Definition von u¨berall algebraischem
Charakter:
Allgemeiner will ich sagen, eine n-wertige Zahlgro¨ße ξ hat u¨berall algebraischen Charakter, wenn sie die
folgenden beiden Eigenschaften besitzt:
1) Ihre n Werte ξ1, ξ2, . . . , ξn ko¨nnen nach fallenden Potenzen einer beliebigen Zahl m mit wohldefinierten
Koeffizienten entwickelt werden, welche ihrem absoluten Betrage nach kleiner als m sind, d.h. diese n Werte
sind endliche reelle oder komplexe Zahlen.
2) Ihre n Werte ko¨nnen nach steigenden Potenzen einer beliebigen Zahl µ, z.B. einer beliebigen Primzahl p in
Reihen mit wohldefinierten Koeffizienten entwickelt werden, welche nach ganzen oder gebrochenen Potenzen
von p fortschreiten und ho¨chstens eine endliche Anzahl negativer Potenzen von p enthalten.
9[43, 1902, 31]. Hervorhebung B.P. Die Modulaussage bedeutet: Falls man die Partialsumme bis zum Exponenten M − 1
bildet, diese von der gegebenen analytischen Funktion abzieht und die Differenz durch (x − a)M−1 teilt, so verschwindet
die erhaltene Funktion fu¨r x = a.
10Eine Zahlgro¨ße kann daher wohl auch ’unendlich’ sein.
11[43, 1902, 31].
12[43, 1902, 31]. Dies ist nicht geschehen. Die Aussage ist jedoch richtig, vgl. 5.6.3.
13[Ullrich, 1999, 136].
14Hier soll daher Hensel dieses Prinzip “zugeschrieben” werden, da es ihm als Wegweiser fu¨r seine weiteren Bestrebungen
diente. Ullrich argumentiert hingegen, er habe es nicht “entdeckt”, weil er kein funktionierendes Beispiel zur Verfu¨gung
gehabt ha¨tte, vgl. [Ullrich, 1999]. In einem Brief an Hasse vom 11.6.1936 formulierte Hensel (vermutlich im Zusammenhang
mit Lokal-Global-Prinzipien), Hasse habe “so manche Wu¨nsche und Hoffnungen... so scho¨n erfu¨llt”, die er in seinem langen
Leben gehegt habe.
15“Dasselbe [die U¨bertragung der Gesetze fu¨r die Ordnungszahlen von den Primzahlen auf die neuen Primdivisoren]
gilt hinsichtlich der Gro¨ße jener Zahlen, wenn man ihnen fu¨r den zugeordneten Primdivisor ℘∞ eine geeignet pra¨zisierte
Ordnungszahl giebt,” [43, 1902, 31].
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Eine solche Zahlgro¨ße hat also algebraischen Charakter, wenn sie sowohl ihrer Gro¨ße nach, als auch fu¨r
jede noch so hohe Potenz µM einer beliebigen Zahl µ als Modul mit jeder vorgegebenen Genauigkeit durch
algebraische Zahlen darstellbar ist.16
Hensel rechtfertigte diese Definition vorla¨ufig mit der Aussage, er habe in seiner Vorlesung im Winterse-
mester 1901/02 bewiesen, daß insbesondere algebraische Zahlen u¨berall algebraischen Charakter haben.17
Es sei hier noch zitiert, wie Hensel ausfu¨hrte, seine Herangehensweise liefere eine vollsta¨ndige Theorie
der Ideale und der Einheiten:
Auf alle Zahlgro¨ßen, welche u¨berall algebraischen Charakter haben, ko¨nnen die Gesetze der elementaren
Arithmetik ohne weiteres angewendet werden. Ordnet man na¨mlich jeder Primzahl p wieder n gleiche oder
verschiedene Primdivisoren ℘1, ℘2, . . . , ℘n zu und sagt, die Zahl ξ entha¨lt z.B. den Primteiler ℘i in der %i-ten
Potenz, wenn die Entwicklung von ξi nach Potenzen von p von der %i-ten Ordnung ist,
18 so gelten fu¨r das
Rechnen mit diesen Primteilern die einfachen Gesetze der elementaren Zahlentheorie, und die Anwendung
derselben auf algebraische Zahlen liefert die vollsta¨ndige Theorie der Ideale.
Ebenso kann man die Entwickelungen jener Zahlen nach fallenden Potenzen von m behandeln, und wenn man
auch hier die Ordnungszahlen geeignet definiert, so erha¨lt man eine vollsta¨ndige Theorie der Einheiten.19
Hierbei wird die n-wertige Zahlgro¨ße algebraischen Charakters also auch als “Zahl” angesprochen. Die
Entwicklungen sind je einem “Wert” der Zahlgro¨ße, also einem der verschiedenen Konjugierten zugeord-
net.
Die Themen der folgenden Auseinandersetzung mit der Vorlesung klangen bereits an: Was ist eine Zahl-
gro¨ße? Was bedeutet Entwicklung, d.h. Kongruenz fu¨r eine Potenz pM als Modul fu¨r beliebige Zahlgro¨ßen?
Wa¨hrend es aber hier (und im Vortrag in Meran) nur um eine Folge beliebiger algebraischer Zahlen als
Na¨herungswerte ging, bescha¨ftigte Hensel sich im zahlentheoretischen Kontext der Vorlesung auch mit
Strukturen, in denen die Zahlgro¨ßen mit einem bestimmten Typ algebraischer Entwicklungen zusammen-
gefaßt werden.
5.1.2 U¨berblick u¨ber die Vorlesungen 1902
In der Vorlesung traten die heutigen p-adischen Zahlen ohne jedes Pathos als naheliegendes Hilfsmittel
auf. Bereits 1897 wollte Hensel die lokalen Potenzreihen nutzen, um aus ihnen die Primdivisoren ab-
zuleiten. Wie bei Kummer ist ein Primdivisor dann kein zahlentheoretisches Objekt mehr, sondern nur
abstrakt durch die Kriterien dafu¨r definiert, wann eine gegebene algebraische Zahl durch eine bestimmte
Potenz des Primdivisors genau teilbar ist.
Jede lokale Potenzreihe entspricht einem Primdivisor und aus ihrem Anfangsterm la¨ßt sich ablesen, durch
welche Potenz des Primdivisors die algebraische Zahl genau teilbar ist.20
16[43, 1902, 31f]. (Dabei ist m ∈ R, µ ∈ N.)
17Fu¨r nicht-algebraische Zahlen ist nicht klar, was die Darstellung mit einer vorgegebenen Genauigkeit bedeutet: Sei t die
gegebene nicht-algebraische Zahl, p eine Primzahl und E = a0 + a1p + · · · + aM−1pM−1 mit algebraischen Zahlen ai ein
Kandidat fu¨r das Anfangsstu¨ck der Entwicklung von t. Um zu pru¨fen, ob E die Zahl t mit der vorgegebenen Genauigkeit,
d.h. modulo pM , darstellt, mu¨sste man pru¨fen, ob Q = t−E
pM
in Bezug auf p algebraisch ganz ist. Da auch Q nicht-algebraisch
ist, ist algebraisch ganz in Bezug auf p aber nicht definiert worden. (Fu¨r den entsprechenden Test im Fall der algebraischen
Funktionen kann man einfach x = a einsetzen.)
18Dies bedeutet, daß die Entwicklung mit der %i
ei
-ten Potenz von p beginnt, wobei ei von ℘i abha¨ngt.
19[43, 1902, 32].
20Dem Primdivisor P wird eine gebrochene Potenz von p zugeordnet, durch die das Entwicklungselement pi genau teilbar
ist. Die algebraische Zahl ist durch Pa genau teilbar, wenn die Entwicklung mit εpia beginnt fu¨r a ∈ Z und ε eine Einheit
modulo p. Auch Sellings Idee war es gewesen, aus den konstruierten Kongruenzwurzeln die Teilbarkeit bestimmen zu ko¨nnen,
vgl. 4.2.2.
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Hensel fu¨hrte die p-adischen Zahlen in der Vorlesung 1902 ein, um die lokalen Potenzreihen abzuleiten.
Genauer beno¨tigte er sie, um die definierende Gleichung des Zahlko¨rpers in Faktoren zu zerlegen, die den
Primdivisoren von p entsprechen.
Die Einfu¨hrung der algebraischen p-adischen Zahlen erhielt deutlich mehr Raum als die der gewo¨hnlichen.
Hensel lotete hierbei die verschiedenen Mo¨glichkeiten aus, eine Reihe mit ganzzahligen Bestandteilen zu
verallgemeinern.
Die (algebraischen) p-adischen Zahlen sind ein neues Beschreibungsmittel, mit dessen Hilfe vor allem Teil-
barkeitsaussagen u¨ber algebraische Zahlen abgeleitet werden ko¨nnen. Allerdings treten in Hensels Theorie
auch p-adische Zahlen auf, die zuna¨chst keinen Bezug zu bekannten Zahlgro¨ßen haben. Ob Hensel davon
ausging, daß ein solcher Bezug trotzdem besteht, la¨ßt sich anhand der Quellen nicht endgu¨ltig entschei-
den.21 Daher bleibt auch offen, in welchem Sinn Hensel die p-adischen Zahlen als neue mathematische
Objekte betrachtete.
Sei K(α) weiterhin ein Zahlko¨rper n-ten Grades und p eine Primzahl. Wie im dritten Kapitel gezeigt
wurde, hatte Hensel zu jedem x ∈ K(α) genau n lokale Entwicklungen konstruiert, die je einem Primdi-
visor von p zugeordnet waren. Die Entwicklungen zu einem Primdivisor waren untereinander konjugiert.
Daher erfu¨llten sie eine Gleichung, deren Koeffizienten keine algebraischen Bestandteile mehr enthielten.
Da Hensel modulo pM fu¨r ein beliebig großes, aber festes M arbeitete, waren die Koeffizienten dieser
Gleichung Reste modulo pM .
Die Betrachtung der Primdivsioren fu¨hrte somit auf eine Zerlegung der von x erfu¨llten Gleichung n-ten
Grades modulo pM .22
Hensels Ziel war es, den umgekehrten Weg zu gehen: Er wollte mit Hilfe der definierenden Gleichung
eines Zahlko¨rpers fu¨r ein Element x die Teilbarkeit durch die Primdivisoren von p ableiten. Dazu fu¨hrte
er eine neue lokale Herangehensweise ein, die Betrachtung fu¨r den Bereich von p.
Zerlegt man die definierende Gleichung fu¨r den Bereich von p, so entspricht jedem irreduziblen Faktor
ein Primdivisor.
Jeder irreduzible Faktor erlaubt es dann, lokale Entwicklungen von x zu bestimmen. Die Entwicklungen
zu einem Faktor haben die gleiche Ordnung. Diese gibt an, durch welche Potenz des Primdivisors x teilbar
ist.23
Es ergibt sich das folgende Programm: Zuna¨chst muß die Betrachtung fu¨r den Bereich von p eingefu¨hrt
werden. Danach wird nachgewiesen, daß die Zerlegung in irreduzible Faktoren fu¨r den Bereich von p
eindeutig ist. Anschließend wird der Spezialfall behandelt, in dem die Gleichung mit ganzzahligen Koeffi-
zienten irreduzibel bleibt. Der allgemeine Fall wird auf den speziellen zuru¨ckgefu¨hrt, indem die Ergebnisse
geeignet zusammengesetzt werden. Abschließend definierte Hensel noch die Primdivisoren eines so erhal-
21In Anbetracht von Abschnitt 5.6 erscheint es allerdings wahrscheinlich.
22Die “von x erfu¨llte Gleichung n-ten Grades” meint die Gleichung, die man mit Hilfe der Konjugierten bestimmen kann.
Sie ist irreduzibel oder die Potenz eines irreduziblen Faktors.
23Ist pi ein einmal durch den Primdivisor P teilbares Element und beginnt die Entwicklung mit pic, so ist x durch P c
teilbar.
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tenen Primdivisors, wenn der Zahlko¨rper algebraisch erweitert wird.
A¨quivalenz fu¨r den Bereich von p
Hensels Betrachtung fu¨r den Bereich von p soll das leisten, was die lokale Betrachtung im Fall der Rie-
mannschen Fla¨chen auch leistete: Durch die Konzentration auf den Zusammenhang zu p erha¨lt man
einfachere Objekte, an denen man Strukturen im Zusammenhang mit p leicht ablesen kann.
Im einfachsten Fall ordnete Hensel einer rationalen Zahl x eine Entwicklung xp der Gestalt
∞∑
i=k
aip
i zu (mit k ∈ Z, ai ∈ {0, 1, . . . , p− 1}).24
Die Beziehung zwischen x und seiner Entwicklung nannte er A¨quivalenz fu¨r den Bereich von p und schrieb
sie x ∼ xp. Fu¨r sie wird eine unendliche Folge von Kongruenzen fu¨r die Partialsummen gefordert: Fu¨r
jedes k1 ≥ k soll x ≡
∑k1
i=k aip
i modulo pk1+1 sein.
Im Wesentlichen brechen die Entwicklungen der natu¨rlichen Zahlen ab, die der negativen und der Bru¨che
nicht.25
Hat eine beliebige Zahlgro¨ße x eine Entwicklung der obigen Gestalt, so sagte Hensel, sie habe fu¨r den
Bereich von p rationalen Charakter. Man kann dann sofort ablesen, durch welche Potenz von p sie genau
teilbar ist. Hensel behauptete (wie in seinem Vortrag), eine Zahlgro¨ße, die fu¨r jedes p rationalen Charak-
ter habe, sei rational. (Rationale Zahlen haben u¨berall rationalen Charakter.)
Er verallgemeinerte das Konzept, indem er algebraische Einheiten modulo p als Koeffizienten zuließ und
nach gebrochenen Potenzen von p entwickelte. Ist dann pi genau durch p
1
e teilbar, so mu¨ssen fu¨r die
A¨quivalenz fu¨r den Bereich von p wieder Kongruenzen mit den Partialsummen bestehen:
x ≡
k1∑
i=k
aipi
i modulo p
k1+1
e fu¨r alle k1 ≥ k.26
Existiert eine solche Entwicklung, so hat die Zahlgro¨ße x fu¨r den Bereich von p algebraischen Charakter.
Zerlegung fu¨r den Bereich von p
Da Hensel nicht mehr nur (endliche) Entwicklungen modulo pM betrachtete, beno¨tigte er auch eine
Verallgemeinerung der Zerlegung modulo pM fu¨r eine Gleichung mit ganzzahligen Koeffizienten. Als
potentielle Koeffizienten dieser Zerlegung fu¨r den Bereich von p fu¨hrte Hensel wohldefinierte p-Reihen
(die spa¨teren p-adischen Zahlen) ein. Eine solche Reihe hat ebenfalls die Gestalt
∞∑
i=k
aip
i mit ai ∈ {0, 1, . . . , p− 1}, k ∈ Z,
tritt hier aber unabha¨ngig von einem anderen Objekt auf, deren Entwicklung sie wa¨re.
Hensel faßte die wohldefinierten p-Reihen zu einem Ko¨rper K(p) zusammen und entwickelte die Koeffizi-
enten der gegebenen Gleichung fu¨r den Bereich von p. Sucht man Faktoren mit Koeffizienten aus K(p),
24Bezeichnung xp von B.P.
25Hat eine rationale Zahl nur Potenzen von p im Nenner, so bricht ihre Entwicklung ebenfalls ab.
26Die ai stammen aus einem (endlichen) vollsta¨ndigen Restsystem modulo pi.
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so kann die zuvor irreduzible Gleichung zerfallen.
Hensel zeigte u¨ber mehrere Vorlesungen hinweg, daß die Zerlegung fu¨r den Bereich von p eindeutig
ist und konstruktiv durchgefu¨hrt werden kann (Hensels Lemma).
Dabei bestimmte er anhand der Diskriminante der Gleichung jeweils einen Ausgangspunkt pk, so daß aus
der Zerlegung modulo pk+1 schrittweise Zerlegungen modulo pk+2, pk+3, . . . anhand eines Algorithmus
bestimmt werden ko¨nnen. Die Faktoren modulo pk+1 lassen sich durch Probieren bestimmen und die
Eindeutigkeit folgt aus allgemeinen Gru¨nden.
Ist eine Gleichung f(x) = xn + a1x
n−1 + · · ·+ an gegeben, so betrachtet man den k-ten Na¨herungswert
fk(x) = x
n + a1,kx
n−1 + · · · + an,k ≡ f(x) modulo pk+1 mit ai,k = bi,0 + bi,1p + · · · + bi,kpk und sucht
nach Zerlegungen von fk.
Hat man eine solche gefunden, z.B. fk ≡ gkhk modulo pk+1, so wird diese anschließend beliebig weit
verfeinert: Im na¨chsten Schritt erhalten die Koeffizienten von gk und hk zusa¨tzliche Terme ck+1p
k+1. Fu¨r
die so erhaltenen gk+1 und hk+1 gilt dann fk+1 ≡ gk+1hk+1 modulo pk+2 usw.
Die entstehenden irreduziblen Faktoren beliebiger Grade mit nicht-abbrechenden Koeffizienten betrach-
tete Hensel als analog zu den irreduziblen Faktoren ersten und zweiten Grades bei der Zerlegung mit
reellen Koeffizienten.
Das vollsta¨ndige Bild
Hensel faßte reelle bzw. komplexe Zahlen als Reihen nach Potenzen von 110 auf und betrachtete die Si-
tuation parallel bezu¨glich der Gro¨ße (genannt: fu¨r den Bereich von ℘∞) und fu¨r den Bereich der u¨brigen
p. In allen Fa¨llen gibt es eine eindeutige Zerlegung der definierenden Gleichung in irreduzible Faktoren.
Dann ergibt sich fu¨r ℘∞ bzw. jedes p die Aufgabe, so viele konjugierte Potenzreihen als Wurzeln des
Faktors fu¨r den jeweiligen Bereich zu konstruieren, wie der Grad angibt.
Hat man dies erreicht, so korrespondiert das zahlentheoretische Bild im Ganzen der funktionentheore-
tischen Situation: Die zu einem p geho¨renden Entwicklungen entsprechen denen, die zu einem (x − a)
geho¨ren und u¨ber x = a liegen. Die zu ℘∞ geho¨renden Entwicklungen entsprechen denen u¨ber ∞.
Aufgrund dieser vollsta¨ndigen Entsprechung hoffte Hensel auf zahlentheoretische Lokal-Global-Prinzipien.
Ein erstes Beispiel war seine Behauptung, eine Zahl sei genau dann rational, wenn sie u¨berall rationalen
Charakter habe.
Ein Leitgedanke von Hensels Untersuchungen war die entsprechende Aussage fu¨r algebraische Zahlen:
Eine Zahl sei genau dann algebraisch, wenn sie u¨berall algebraischen Charakter habe. Er hoffte, hieraus
Transzendenzaussagen ableiten zu ko¨nnen.27
27Dazu braucht man nur die einfachere Richtung, die er bereits gezeigt hatte: Eine algebraische Zahl hat u¨berall algebrai-
schen Charakter. Weiter bra¨uchte man aber einen Nachweis, daß eine irgendwie gegebene Zahl fu¨r ein p keinen algebraischen
Charakter hat. Hierfu¨r hatte Hensel anscheinend keine konkreten Ideen.
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5.2 Die Vorlesung 1902: Der Spezialfall, in dem nur ein Prim-
divisor die Primzahl p teilt
Die Vorlesung Theorie der algebraischen Zahlen wurde von Hensel im Sommersemester 1902 an der
Berliner Universita¨t gehalten. Gewo¨hnlich fanden zwei Vorlesungen pro Woche statt (montags und don-
nerstags), von insgesamt 24 Vorlesungen zwischen dem 28.4.1902 und dem 31.7.1902 sind Aufzeichnungen
Hensels erhalten. Diese befinden sich auf zusammen 52 gefalteten A4-Bla¨ttern, so daß jedem Blatt vier
A5-Seiten entsprechen.28 Eine neue Vorlesung beginnt stets auf einem neuen Blatt.
Die folgende Darstellung kann nicht der gesamten Vorlesung gerecht werden, zumal diese auch bekannte
Teile der Theorie der algebraischen Zahlen mit behandelte. Ein Schwerpunkt der Darstellung liegt auf
Hensels (zum Teil changierenden) Antworten auf die folgenden Fragen: Ist das Objekt der Untersuchung
die Entwicklung oder die Zahlgro¨ße, zu der die Entwicklung geho¨rt? Kann man eine Wurzel der Gleichung
benutzen oder muß man eine konstruieren? usw.
Der erste Teil der Vorlesung behandelt relativ ausfu¨hrlich und vollsta¨ndig den einfacheren Spezialfall, in
dem nur ein Primdivisor u¨ber p liegt.
5.2.1 Betrachtung von Gleichungen fu¨r den Bereich von p
Der mathematische Inhalt dieses Abschnitts entspricht in etwa dem von [47, 1904], d.h. er beinhaltet den
Beweis, daß eine gegebene Gleichung eindeutig in fu¨r den Bereich von p irreduzible Gleichungen zerlegt
werden kann.
Die Entwicklung rationaler Zahlen - A¨quivalenz fu¨r den Bereich von p
Schon in [43, 1902], behandelt in 5.1.1, hatte Hensel die Eigenschaft ’endlich zu sein’ fu¨r eine Zahlgro¨ße
ausdru¨cklich gefordert, also nicht vorausgesetzt. Auch hier erla¨uterte er den Begriff der Zahlgro¨ße nicht,
sondern schrieb: Es bilden die rationalen Zahlen
einen Bereich von Zahlgro¨ßen, dessen Individuen sich durch die elementaren Rechenoperationen der Additi-
on, Subtraktion, Multiplikation und Division wiedererzeugen... Jedes System von Zahlgro¨ßen, welches diese
Eigenschaft besitzt, wollen wir nach Dedekind einen Zahlko¨rper nennen.29
Es ist wahrscheinlich, daß die Bedingung an die Operationen fu¨r Hensel die ’unendlichen’ Zahlgro¨ßen aus
einem Zahlko¨rper ausschloss. Selbst dann bleibt aber die Frage, ob jede endliche Zahlgro¨ße eine komplexe
Zahl ist.30
Hensel begann mit der Aussage, daß rationale Zahlen in periodische Dezimalbru¨che entwickelt werden
ko¨nnen. Anschließend definierte er fu¨r sie eine Ordnungszahl in Bezug auf p.31 Er behauptete
Kann aber auch fu¨r Primzahl p entsprechende Entwicklung finden nach steigenden Potenzen von p.32
28Zwischen die Bla¨tter ist ein spa¨terer Vortrag Hensels vor der Berliner Akademie gerutscht, der nicht mitgeza¨hlt wird.
29VL 1 vom 28.4.1902, S. 1/2. Die erste Ziffer gibt das Blatt, die zweite die Seite darauf an.
30Der Bezug auf Dedekind legt dies jedoch nahe, denn bei ihm bestand jeder Zahlko¨rper aus komplexen Zahlen.
31Sei dazu µ = pc m
n
, wobei m,n ∈ Z prim zu p sind. Dann ist c ∈ Z die Ordnungszahl von µ.
32VL 1 vom 28.4.1902, S. 2/1.
220
Wa¨hrend diese Darstellung fu¨r positive ganze Zahlen offensichtlich ist, brechen die gesuchten Reihen fu¨r
negative bzw. gebrochene Zahlen nicht ab. Hensel mußte daher zuna¨chst definieren, in welchem Sinne die
Reihe der gegebenen Zahl entspricht. Dazu betrachtete er als erstes Beispiel:
1
1− p = 1 + p+ p
2 + · · ·+ p% + p
%+1
1− p , also
1
1− p ≡ 1 + p+ p
2 + · · ·+ p% mod p%+1.
(Hierbei ist R = p
%+1
1−p offenbar durch p
%+1 teilbar, da R die Ordnungszahl %+ 1 hat.)
Er interpretierte es dahingehend, daß die gegebene rationale Zahl 11−p “nach jeder vorgegebenen Genau-
igkeit modulo pM durch die ganze Zahl 1 +p+p2 + · · ·+pM−1 ersetzt” werden ko¨nne,33 was die folgende
Notation und Sprechweise motiviere:
Fu¨r den Bereich von p ist mit jeder Genauigkeit 1
1−p ∼ 1 + p+ p2 + . . . , denn wenn weit genug abbreche, so
unterscheiden sich beide Seiten um beliebig großes rationales Multiplum von pM .34
Die Kennzeichnung fu¨r den Bereich von p bedeutet also die schrittweise Betrachtung modulo wachsender
Potenzen von p und Hensel fu¨hrte ein Symbol ∼ ein, das er als a¨quivalent ansprach.
Aus der Entwicklung von 11−p folgerte Hensel diejenige von −1 = p−11−p und damit die aller negativer
Zahlen m(−1). Die Entwicklung von e = mn mit zu p primen m und n fu¨hrte er auf die von 11−pθ zuru¨ck,
wobei θ der Exponent von p modulo n ist.35
Alle diese Entwicklungen sind periodisch und da jede rationale Zahl eine Darstellung µ = p%e hat,
schlußfolgerte Hensel:
Alle rationalen Zahlen sind fu¨r den Bereich einer beliebigen Primzahl µ ∼ c%p% + c%+1p%+1 + . . . , wo die
Aequivalenz so zu verstehen ist, dass µ − (c%p% + . . . cM−1pM−1) durch pM teilbar ist, d.h. es ist µ ≡∑
ckp
k(mod pM ) fu¨r beliebig hohe Potenzen von p als Modul.36
Entscheidend fu¨r diesen Begriff der A¨quivalenz ist die Teilbarkeit durch pM , die fu¨r rationale Zahlen (also
insbesondere die hier auftretenden Differenzen µ− (c%p% + . . . cM−1pM−1)) definiert worden war.
Zahlgro¨ßen, die u¨berall rationalen Charakter haben
Hensel verallgemeinerte anschließend die fu¨r die rationalen Zahlen gefundenen Eigenschaften, indem er
nur noch die Existenz der entsprechenden Entwicklungen, aber keine Periodizita¨t Wert mehr forderte. Er
betrachtete dazu den “allgemeinere[n] Ko¨rper von Zahlgro¨ßen”37, mit den Eigenschaften:
1) Jede Zahlgro¨ße µ des Ko¨rpers ist endlich, kann also nach fallenden Potenzen etwa von 10 entwickelt werden
2) µ kann nach steigenden Potenzen einer jeden ganzen Zahl, speziell jeder Primzahl entwickelt werden, in
der Weise, daß µ ∼ c%p% + cρ+1pρ+1 + . . . , d.h. dass fu¨r µ modulo pM
µ ≡ c%p% + · · ·+ cM−1pM−1 mod pM .38
Hensel bezeichnete diesen mit K(1), sagte, seine Elemente ha¨tten “u¨berall rationalen Charakter”39 und
behauptete, man ko¨nne zeigen, daß er mit K(1)[= Q] u¨bereinstimmt.40
33VL 1 vom 28.4.1902, S. 2/2.
34VL 1 vom 28.4.1902, S. 2/2, Hervorhebung B.P.
35D.h. θ ist minimal mit pθ − 1 = nn1 fu¨r ein n1 ∈ N.
36VL 1 vom 28.4.1902, S. 2/3. Die Koeffizienten stammen aus {0, 1, . . . , p− 1}. Erst in VL 5 vom 15.5.1902, S. 9/3 sprach
Hensel explizit an, daß periodische Entwicklungen umgekehrt auch rationalen Zahlen entsprechen.
37VL 2 vom 1.5.1902, S. 3/2.
38VL 2 vom 1.5.1902, S. 3/2.
39VL 2 vom 1.5.1902, S. 3/3.
40VL 2 vom 1.5.1902, S. 3/3. Unklar bleibt auch hier, wie Hensel seine Aussage zeigen wollte, vgl. auch FN 12 in 5.1.1
und den Abschnitt 5.6.3.
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Die Bedingung 1) legt wiederum nahe, daß es auch unendliche Zahlgro¨ßen gibt.41 Es bleibt jedoch unklar,
aus welchen Zahlgro¨ßen Hensel diejenigen mit den obigen Eigenschaften aussondern wollte. Insbesondere
ist die fu¨r die A¨quivalenz beno¨tigte Teilbarkeit durch pM fu¨r allgemeinere Zahlgro¨ßen noch nicht erkla¨rt.42
Eine Zahlgro¨ße µ hat fu¨r den Bereich von p rationalen Charakter, wenn sie eine Entwicklung nach Poten-
zen von p mit Koeffizienten in {0, . . . , p−1} hat. Mit Hilfe dieser Entwicklung definierte Hensel Ganzheit
fu¨r den Bereich von p, eine Ordnungszahl sowie Einheiten modulo p:
Will nun sagen: µ ist fu¨r Bereich von p ganz, wenn Entwicklung mit nicht negativen Potenzen von p beginnt,
sie ist gebrochen, wenn mit negativen Potenzen anfa¨ngt. Sie ist genau durch p% teilbar, wenn Entwicklung
mit p% anfa¨ngt. Sie ist Einheit mod p, wenn Ordnung Null hat.43
Daß sich die Ordnungszahlen bei Multiplikation addieren, bei Division subtrahieren, dru¨ckte Hensel fol-
gendermaßen aus:
Also fu¨r Elemente des Ko¨rpers K(1) bestehen die Elementargesetze der Arithmetik.44
Hensel arbeitete wesentlich mit den Entwicklungen. Deren Operationen waren fu¨r ihn wohl so selbst-
versta¨ndlich, daß er sie nicht thematisierte. Die Objekte der Theorie sind jedoch Zahlgro¨ßen, fu¨r die
Entwicklungen eines bestimmten Typs vorausgesetzt werden.45 Das Ziel ist, aus den bekannten Eigen-
schaften aller Entwicklungen Eigenschaften der Zahlgro¨ße selbst zu folgern.
Die Betrachtung der Zahlgro¨ße fu¨r den Bereich von p bedeutet in etwa, daß mit der entsprechenden
Entwicklung gearbeitet wird.
Polynome, deren Koeffizienten im Bereich von p rationalen Charakter haben
Ist eine u¨ber Q irreduzible Gleichung f(x) = xn + a1xn−1 + a2xn−2 + · · · + an = 0 mit rationalen
Koeffizienten gegeben, so hatte Hensel das Ziel zu zeigen:
1) Wurzeln der Gleichung haben Eigenschaft, dass alle endlich reell oder komplex, also nach fallenden Po-
tenzen entwickelbar
2) In Umg. [Umgebung] von Stelle p alle nach steigenden Potenzen von p, aber manchmal gebrochen.46
Um seine Herangehensweise zu motivieren, formulierte Hensel den Fundamentalsatz der Algebra in der
Form, daß die Funktion f(x) eindeutig in Faktoren ersten bzw. zweiten Grades mit reellen Koeffizienten
zerlegbar ist. Diese Umformulierung gibt dann “sogar an, wie fu¨r den Bereich von p verfahren muß.”47
Um die Gleichung (statt der Gro¨ße nach) fu¨r den Bereich von p zu betrachten, entwickelte Hensel die
Koeffizienten fu¨r den Bereich von p und fragte anschließend, ob es eine Zerlegung gibt, “deren Coeffi.
[Koeffizienten] wohldefinierte p-Reihen sind.”48
41Vgl. 5.1.1 und [43, 1902, 31].
42Definiert hatte Hensel sie nur fu¨r rationale Zahlen, fu¨r algebraische Zahlen betrachtete er sie vermutlich ebenfalls als
bekannt.
43VL 2 vom 2.5.1902, S. 3/3.
44VL 2 vom 1.5.1902, S. 3/3.
45Wie Zahlgro¨ße und Entwicklung in den allgemeinsten Fa¨llen zusammenha¨ngen ko¨nnten, ist dabei noch nicht erkla¨rt
worden.
46VL 2 vom 1.5.1902, Randbemerkung auf S. 3/4. Dies bedeutet, daß die Reihe nach gebrochenen Potenzen von p verla¨uft.
47VL 2 vom 1.5.1902, S. 4/1.
48VL 2 vom 1.5.1902, S. 4/2, Hervorhebung B.P. Hensel merkte ausdru¨cklich an, die Reihen zu einer solchen Zerlegung
ko¨nnten nicht periodisch sein. Dies legt (wie auch die Analogie zur Gro¨ße) nahe, daß verschiedene Zahlgro¨ßen fu¨r den
Bereich von p unterschiedliche Entwicklungen haben. Siehe auch FN 58 und 5.2.3. FN 109 fu¨r weitere Argumente, die diese
Interpretation unterstu¨tzen.
222
Als erstes Beispiel betrachtete Hensel x2 + 1 fu¨r den Bereich von 5. Es ist x2 + 1 ∼ (x− ξ)(x+ ξ) (5),
wobei ξ eine wohldefinierte 5-Reihe ist. Hensel erla¨uterte:
also zerfa¨llt absolut irreductible Func[tion] x2 + 1 im Bereich von 5 in zwei Linearfact[oren] oder beide
Wurzeln sind fu¨r Bereich von 5 nach ganzen Potenzen von 5 entwickelbar mit wohldefinierten ganzzahligen
Koeffizienten.49
Bereits an diesem sehr einfachen Beispiel la¨ßt sich eine der Hauptinterpretationsfragen stellen: Die wohl-
definierten p-Reihen ±ξ sind offenbar Wurzeln von x2 + 1 = 0 fu¨r den Bereich von 5. Sie sind aber (nach
Hensel) auch die Entwicklungen der komplexen Wurzeln ±i. Die entscheidende Frage ist, ob es eine ein-
deutige Zuordnung zwischen den jeweiligen Wurzeln gibt. Fu¨r die allgemeinere Situation formuliert: Ist
eine algebraische Wurzel genau einem der irreduziblen Faktoren fu¨r den Bereich von p zugeordnet?
Um f(x)g(x) ∼ F (x) fu¨r den Bereich von p definieren zu ko¨nnen, legte Hensel fest, was
f(x)g(x) ≡ F (x) mod pM bedeuten soll, na¨mlich, daß die Koeffizienten des ausmultiplizierten Produkts
f(x)g(x) den Koeffizienten von F (x) modulo pM kongruent sind. Nach der Definition:
Eine Funktion f(x) heißt fu¨r Bereich von Primzahl p irreductibel, wenn nicht in Factoren niedrigeren Grades
zerlegbar, deren Coeff. wohldefinierte p-Reihen sind, im anderen Falle heisst sie irreductibel,50
behauptete Hensel, daß die Zerlegung in irreduzible Faktoren eindeutig ist. Er betonte dabei noch einmal
die Analogie zur Zerlegung u¨ber R:
Jede Function nten Grades kann im Bereich beliebiger Primzahl auf eine und nur eine Weise in irreductible
Functionen zerlegt werden.
Ist genau derselbe Satz, wie Zerlegung der Gro¨ße nach in Faktoren ersten und zweiten Grades, nur kann hier
Grad eben auch ho¨her sein.51
Zum Beweis fu¨hrte Hensel zuna¨chst den allgemeinen Fall auf den zuru¨ck, in dem alle Koeffizienten der
Ausgangsgleichung fu¨r den Bereich von p ganz sind und formulierte als Ziel, er wolle “zeigen, dass so
zu eindeutiger Zerlegung komme, indem Verfahren angebe, wie aus Zerlegung modulo pM eine modulo
pM+1 herleite.”52 Der Beweis verla¨uft quasi identisch mit dem in der spa¨teren Vero¨ffentlichung, so daß
hier nicht genauer auf ihn eingegangen wird.53
Hensel hatte zuna¨chst die Koeffizienten der irreduziblen Gleichung in p-Reihen entwickelt und als Koef-
fizienten der Faktoren fu¨r den Bereich von p wohldefinierte p-Reihen zugelassen. Damit war er von der
Ebene der Zahlgro¨ßen auf die ihrer bzw. der Entwicklungen gewechselt. Zu Beginn der na¨chsten Vor-
lesung benutzte Hensel die Formulierung aus der Abschnittsu¨berschrift, daß na¨mlich die Koeffizienten
der irreduziblen Faktoren “im Bereich von p rationalen Charakter” haben.54 Dies deutet darauf hin, daß
Hensel den wohldefinierten p-Reihen, die Koeffizienten der irreduziblen Faktoren sind, auch Zahlgro¨ßen
49VL 2 vom 1.5.1902, S. 4/2.
50VL 2 vom 1.5.1902, S. 4/3.
51VL 2 vom 1.5.1902, S. 4/3.
52VL 2 vom 1.5.1902, S. 4/4.
53Allerdings beschra¨nkte Hensel sich in der Vorlesung darauf, die Diskriminante und die Resultante von Gleichungen
mit gewo¨hnlichen rationalen Koeffizienten zu benutzen. Vgl. vor allem VL 4 vom 12.5.1902, [47, 1904, 73ff] und 4.4.3. Der
Beweis zieht sich u¨ber mehrere Vorlesungen: Zuna¨chst wird die Zerlegung modulo p eingefu¨hrt, dann der Fall behandelt,
in dem die Zerlegung modulo p keine mehrfachen Faktoren entha¨lt. Fu¨r den technischen Satz, der im allgemeinen Fall die
Darstellbarkeit einer Funktion prF (x) sichert, vgl. 5.4.3. (Dabei ist δ ≤ r die Ordnungszahl der Resultante von f(x) und
g(x) und gesucht wird ff1 + gg1 = prF .)
54VL 3 vom 5.5.1902, S. 5/1.
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zuordnen wollte, um von der Ebene der Entwicklungen zuru¨ck auf die Ebene der Zahlgro¨ßen zu gelangen.
Noch expliziter ist diese Verschiebung in der u¨berna¨chsten Vorlesung, denn in ihr sind die Koeffizienten
“wohldefinierte Zahlgro¨ßen..., welche fu¨r den Bereich von p rationalen Charakter haben.”55
Die von Hensel eingefu¨hrten Entwicklungen konnten rationalen Zahlen zugeordnet werden und bisher
daru¨berhinaus anderen Zahlgro¨ßen zugeordnet sein. Bei der Zerlegung einer irreduziblen Gleichung mit
rationalen Koeffizienten fu¨r den Bereich von p traten jedoch Reihen ohne apriori gekla¨rten Ru¨ckbezug
auf.
Hinter Hensels Umgang mit dieser Situation ko¨nnten zwei U¨berzeugungen stehen: Einmal die, es gebe
sowieso zu jeder wohldefinierten p-Reihe eine Zahlgro¨ße, deren Entwicklung sie ist.56 Zum anderen ko¨nnte
er in der konkreten Situation die Zahlgro¨ßenkoeffizienten der Zerlegung auch als symmetrische Funktionen
von Gruppen der (algebraischen) Wurzeln der Gleichung betrachtet haben.57
5.2.2 Konstruktionen zu einem Zahlko¨rper K(α)
Erweiterung der Koeffizienten - ein erstes K(p, α)
Nachdem Hensel den Begriff der fu¨r den Bereich von p irreduziblen Gleichung gema¨ß den konstruktiven
Anforderungen eingefu¨hrt hatte, formulierte er als na¨chstes Ziel die “genauere Untersuchung der Zahlen
des Ko¨rpers K(α) fu¨r den Bereich einer beliebigen Primzahl p.”58 Dabei ist α eine Wurzel der auch fu¨r
den Bereich von p irreduziblen Gleichung F (x) = 0 mit ganzen Koeffizienten und K(α)[= Q(α)] ein
Zahlko¨rper.
Um eine Zahl x ∈ K(α) fu¨r den Bereich von p zu untersuchen, entwickelte Hensel ihre (rationalen) Koeffi-
zienten in p-Reihen. Zusa¨tzlich betrachtete er aber auch rationale Funktionen von α, deren Koeffizienten
nur rationalen Charakter haben:
Zu diesem Zwecke betrachte den Ko¨rper K(p, α) aller derjenigen Zahlgro¨ßen, welche rationale Funktionen
von α mit Koeffizienten sind, welche im Bereich von p rationalen Charakter haben. Unter diesen Zahlgro¨ßen
sind auch alle Zahlen des Ko¨rpers K(α) enthalten, sind na¨mlich alle und nur die, deren Koeffizienten im
Bereich von p periodisch sind.59
Fu¨r x = f(α) ∈ K(p, α) ist also lediglich bekannt, daß die Koeffizienten der rationalen Funktion wohl-
definierten p-Reihen a¨quivalent sind. Aus diesen Entwicklungen la¨ßt sich durch Zusammenfassung der
Koeffizienten der gleichen Potenzen eine Entwicklung von x fu¨r den Bereich von p ablesen.60
Eine formale Theorie der A¨quivalenz ∼ (statt “=”)
Hensel hatte den Begriff algebraischer Ko¨rper eingefu¨hrt und einige grundlegende Aussagen formuliert.
Es la¨ßt sich am Manuskript ablesen, daß Hensel diese ohne den Begriff der ganzen algebraischen Zahl
55VL 4 vom 12.5.1902, S. 7/1.
56Diese Meinung formulierte Hensel (fast explizit) 1905 in seinem Meraner Vortrag, vgl. [52, 1905, 549] und 5.6.1.
57Hierbei wu¨rde benutzt, daß fu¨r die algebraischen Wurzeln schon Entwicklungen bekannt sind, aus denen man die
nichtrationalen Teile durch Symmetrisierung entfernen kann. Auch diese Sichtweise ist naheliegend, da Hensel in [40, 1902]
die einzelnen Faktoren aus den Entwicklungen aufgebaut hatte.
58VL 5 vom 15.5.1902, S. 9/2.
59VL 5 vom 15.5.1902, S. 9/3. Vgl. FN 47 oben. Auch dies spricht dafu¨r, daß Hensel davon ausging, daß verschiedene
Zahlgro¨ßen verschiedene Entwicklungen haben.
60Betrachtet man diese Entwicklung von x fu¨r den Bereich von p, so stellt sich wiederum die Frage, ob jede mo¨gliche
Entwicklung wirklich auftritt. Hensel wu¨rde das vermutlich bejahen, vgl. FN 55.
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formulierten Aussagen auch ohne ihn auf die A¨quivalenz fu¨r den Bereich von p u¨bertragen wollte. Dazu
benutzte er die folgende Definition:
Eine Aequivalenz Φ(α) ∼ 0 |p wenn Φ(α) ganze Funct. von α soll heißen, dass auf linker Seite alle Coef-
fi[cienten] ∼ Null bei Reduction.61
Damit plante Hensel eine Theorie aufzubauen, deren Elemente Funktionen von x modulo F (x) bezu¨glich
∼ sind. Es ist Φ(α) ∼ 0 genau dann, wenn Φ(x) ∼ F (x)G(x).62 Analog zur Ko¨rpertheorie formulierte
Hensel:
1) Eine A¨quivalenz Φ(αi) ∼ 0|p bleibt bestehen, wenn αi durch ein konjugiertes αj ersetzt wird.
2) Zu ηi ∈ K(p, αi) gibt es n Konjugierte η1, . . . , ηn, die man erha¨lt, indem man αi durch alle αj
ersetzt. “Jede symmetrische Funktion der ηi ist rationale Gro¨ße des Bereichs K(p).”
63
3) “Jedes Element η vonK(p, α) ist auf eine und nur eine Weise in der Form u0+u1α+· · ·+un−1αn−1
darstellbar, wenn u0 u1 . . . un Zahlgro¨ßen des Bereiches K(p) sind.”
64
4) “Jedes Element η von K(p, α) genu¨gt mit seinen n conjugierten η1 η2 . . . ηn einer Aequivalenz
nten Grades G(y) ∼ (y−η1) . . . (y−ηn) = yn− b1yn−1 + · · ·± bn deren Coefficienten rationalen
Charakter.”65
Ist die A¨quivalenz G(y) irreduzibel fu¨r den Bereich von p, nennt man η ein primitives Element der
Erweiterung K(p, α). Andernfalls bestimmt es einen Unterko¨rper K(p, η) des Grades e, wenn
G(η) ∼ g(η)f und ef = n.
5) Weiter bilden n Elemente η(1), . . . , η(n) genau dann eine Basis von K(p, α), wenn ihre Diskrimi-
nante D(η(i)) = |η(i)k |2 nicht a¨quivalent Null ist.
Mit Hilfe der so erhaltenen Gleichung G(y) definierte Hensel anschließend, wann eine Zahlgro¨ße η ∈
K(p, α) “fu¨r den Bereich von p den Charakter einer ganzen Zahl hat,”66 na¨mlich, wenn die Koeffizienten
bi von G(y) alle “den ganzen Charakter”
67 haben.
Hensel hatte zuvor angemerkt, daß er im weiteren in K(p, α) arbeiten wolle:
Sehe so, wenn η(1) . . . η(n) eine Basis fu¨r K(p, α) so durch sie auch alle Elemente von K(α) darstellbar mit
Coeffi. die rationalen Charakter haben, da K(α) in K(p, α) enthalten. Aber K(p, α) sehr viel einfacher zu
behandeln und beherrsche mit ihm auch Ko¨rper K(α).68
Als Ziel nannte er, “die Zahlgro¨ße η fu¨r Bereich p”, also ein Element von K(p, α) “in Bezug auf die
Theilbarkeit durch die Primzahl p” zu untersuchen.69
61VL 5 vom 15.5.1902, S. 9/3.
62VL 5 vom 15.5.1902, S. 9/3.
63VL 5 vom 15.5.1902, S. 9/3. Die Schreibweise K(p) tritt hier erstmalig auf und bezeichnet den Bereich der Zahlgro¨ßen,
die in Bezug auf p rationalen Charakter haben.
64VL 5 vom 15.5.1902, S. 9/4.
65VL 5 vom 15.5.1902, S. 9/4.
66VL 5 vom 15.5.1902, S. 10/1.
67VL 5 vom 15.5.1902, S. 10/2.
68VL 5 vom 15.5.1902, S. 10/1.
69Beide VL 5 vom 15.5.1902, S. 10/2.
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Hensels erste Idee im Fall einer fu¨r den Bereich von p irreduziblen Gleichung war es also, zu einem Ko¨rper
K(p, α) u¨berzugehen, indem er die A¨quivalenzbeziehung in K(p) analog zur Gleichheit in K(1) behandel-
te, also die (Kroneckersche) formale Ko¨rpertheorie benutzte. Zusa¨tzlich verwendete er die gewo¨hnlichen
algebraischen Konjugierten von α, um zu einer von x erfu¨llten A¨quivalenz zu gelangen, anhand von deren
Koeffizienten er dann (wiederum analog) Ganzheit fu¨r den Bereich von p definieren wollte.
Er beschloß jedoch anschließend, den Aufbau umzukehren. In der im folgenden vorgestellten Theorie ist
ganz fu¨r den Bereich von p ein unabha¨ngiger Begriff, mit dessen Hilfe Kongruenzen und A¨quivalenzen
definiert werden.
Lokale Ganzheit
Auf dem Rand der Seiten 9/2 und 9/3 fu¨gte er (leider sehr schlecht lesbar) die beno¨tigten Definitionen
von ganz fu¨r den Bereich von p ein. Weiter notierte er die Definitionen von Kongruenzen modulo pM , die
sich daraus ergeben:
Jetzt zuerst No. 5. II [Dann:]70
Sage η ist fu¨r Bereich zu p algebraisch ganz, wenn Coeff. alle mod p ganz
auch hier Summe Diffe. Prod. Quot.
auch hier bei algebraischen Coeffizienten71
Eine Congruenz Φ(α) ≡ 0|pi heißt Φ(α) = piγ, wo γ algebraisch ganz fu¨r den Bereich zu p, d.h. Glg. deren
Nenner prim zu p. Allgemein Φ ≡ Ψ|pi.72
Wie Hensel ebenfalls in der fu¨nften Vorlesung einfu¨hrte, ist eine algebraische Zahl η durch eine gebrochene
Potenz von p teilbar, wenn ξ = η
pδ
algebraisch ganz ist.73 Dies la¨ßt sich anhand der normierten Gleichung
mit rationalen Koeffizienten fu¨r η u¨berpru¨fen, denn sei diese ηn + b1η
n−1 + · · · + bn = 0, so erha¨lt man
durch Einsetzen von pδξ fu¨r η eine Gleichung ξnpnδ + b1ξ
n−1p(n−1)δ + · · · + bn = 0 und daher fu¨r ξ die
normierte Gleichung
ξn +
b1
pδ
ξn−1 +
b2
p2δ
ξn−2 + · · ·+ bn
pnδ
= 0.
Sind fu¨r die bi Darstellungen bi = p
βiei gegeben, worin die ei Einheiten fu¨r den Bereich von p sind, dann
ist δ = min{β1, β22 , β33 , . . . , βnn } der maximale Exponent, fu¨r den η durch pδ teilbar ist.74
In der sechsten Vorlesung kam Hensel zur “Untersuchung der algebraischen Zahlen von K(α) fu¨r den
Bereich von p” zuru¨ck.75 Dazu formulierte er ausfu¨hrlich die zuvor nur auf den Rand gezwa¨ngte Definition
der lokalen Ganzheit:
Sage γ ist fu¨r Bereich von p algebraisch ganz, wenn irgendeiner Gleichung m-ten Grades mit fu¨r p ganzen
rationalen Zahlcoeffi. genu¨gt: G(x) = xm + g1x
m−1 + · · ·+ gm = 0 wo nur Nenner der gi nicht p entha¨lt.76
Er wies darauf hin, daß dann auch Summen, Differenzen und Produkte fu¨r den Bereich von p ganzer
Zahlen algebraisch ganz fu¨r diesen Bereich sind. Es reicht auch aus, wenn die gi algebraisch ganze Zahlen
70Dies bezieht sich auf die Ausfu¨hrungen zu “algebraisch ganz”, VL 5 vom 15.5.1902, S. 10/4.
71VL 5 vom 15.5.1902, Rand von 9/2.
72VL 5 vom 15.5.1902, Rand von 9/3.
73Hier sind zwei Punkte nicht ganz gekla¨rt: Du¨rfte auch η ∈ K(p, α) sein? (Wahrscheinlich nicht.) Schwa¨cht sich die
Bedingung in ’algebraisch ganz fu¨r den Bereich von p’ ab, nachdem die lokale Ganzheit erkla¨rt wurde? (Wahrscheinlich ja.)
74Diese Teilbarkeit durch gebrochene Potenzen hatte Hensel in der Theorie der algebraischen Funktionen schon in [20,
1895] systematisch eingefu¨hrt (und schon in [9, 1891] am Rande benutzt), ihr zahlentheoretisches Pendant aber noch nicht
verwendet.
75VL 6 vom 26.5.1902, S. 11/1.
76VL 6 vom 26.5.1902, S. 11/1.
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fu¨r den Bereich von p sind.77
Damit kann auch der Kongruenzbegriff auf gebrochene Potenzen erweitert werden. Sei % ∈ Q:
“γ ≡ 0 (mod p%) heisst γ = p%β wo β fu¨r den Bereich von p algebraisch ganz ist.”78
Eine neue Mo¨glichkeit zur Konstruktion von K(p, α)
An dieser Stelle hatte Hensel zuna¨chst geplant, den Ko¨rper K(α) ebenso zu erweitern, wie zuvor K(1)
zu K(p):
In derselben Weise will auch hier Ko¨rper K(α) erweitern, indem sage eine Zahlgro¨ße ξ ist fu¨r den Bereich
von p wohldefiniert, wenn auf irgend eine Weise weiss, dass
ξ ≡ ξ0|p, ξ ≡ ξ0 + ξ1p | p2, ξ ≡ ξ0 + ξ1p+ ξ2p2 | p3
wo ξ0 ξ1 . . . bestimmte mod p ganze algebraische Zahlen von K(α) sind, so daß also fu¨r jede noch so hohe
Potenz p% immer eine bestimmte algebraische Zahl angeben kann, der sie congruent ist.79
Weiter wollte er zeigen, daß jede Zahlgro¨ße u0 + u1α+ · · ·+ un−1αn−1 zu K(p, α) geho¨rt, wenn die ui zu
K(p) geho¨ren, daß also die beiden Definitionen von K(p, α) a¨quivalent sind.80
Er entschloß sich jedoch, die Erweiterung an dieser Stelle nicht zu machen.
Stattdessen definierte er, Φ(α) ∼ 0 solle bedeuten, daß fu¨r jede noch so hohe Potenz pk von p als
Modul Φ(α) = pk · γ ist, wobei γ fu¨r den Bereich von p algebraisch ganz ist. Anschließend zeigte er, daß
diese Definition zu seiner urspru¨nglichen Definition paßt:
Ist α eine Wurzel von F (x), F (x) irreduzibel fu¨r den Bereich von p und Φ(α) ∼ 0, so folgt Φ(x) ∼
F (x)G(x).81
Mit Hilfe dieses Satzes trug er dann die oben bereits angefu¨hrten Aussagen nach, hier allerdings be-
schra¨nkt auf Elemente von K(α):
Eine Aequivalenz Φ(α1) ∼ 0 bleibt also bestehen, wenn α1 durch conjugirte ersetze.82
Jedes Element η von K(α) genu¨gt nebst conj. einer Glchg [Gleichung] nten Grades, deren linke Seite fu¨r
Bereich von p entweder selbst irred. oder Potenz irreductibler Function.83
5.2.3 Bestimmung geeigneter Bestandteile fu¨r a¨quivalente Potenzreihen
Teilbarkeit und Norm
Sei weiter α Wurzel der auch fu¨r den Bereich von p irreduziblen Gleichung f(x) = 0 mit rationalen
Koeffizienten. Hensel untersuchte, durch welche Potenzen von p die Elemente von K(α) genau teilbar
77Er wiederholte auch die Bestimmung der genauen Potenz von p, durch die γ teilbar ist. Sei dazu wieder gi = p
ciei,
wobei ei eine (ggf. algebraische) Einheit fu¨r den Bereich von p ist. Dann ist die algebraische Zahl γ durch p
% teilbar ist,
wenn “% ≤ (c1, c22 , c33 , . . . cmm )” ist,VL 6 vom 26.5.1902, S. 11/1.
78VL 6 vom 26.5.1902, S. 11/2.
79VL 6 vom 26.5.1902, S. 11/3, durchgestrichen.
80Um umgekehrt zu zeigen, daß jedes Element von K(p, α) nach der neuen Definition in die alte Form gebracht werden
kann, muß man ggf. die Exponenten von α reduzieren. Dazu sollte der Satz dienen, den Hensel trotzdem im Anschluß
bewies, VL 6 vom 26.5.1902, S.11/3 und 11/4.
81VL 6 vom 26.5.1902, S.11/4, vgl. oben Text bei FN 60.
82VL 6 vom 26.5.1902, S. 12/1.
83VL 6 vom 26.5.1902, S. 12/1.
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sind und nannte eine algebraische Zahl ε ∈ K(α) Einheit mod p, wenn sie fu¨r den Bereich von p ganz
und genau durch p0 teilbar ist.84 Er zeigte dann:
ε[∈ K(α)] ist dann und nur dann algebraische Einheit, wenn N(ε) = en eine rationale Einheit ist.85
Zum (indirekten) Beweis nahm er an, daß in der Gleichung fu¨r die Einheit ε mit fu¨r p ganzen Koeffizienten
G(y) = yn − e1yn−1 + e2yn−2 − · · · ± en = 0 der Koeffizient en durch p teilbar ist. Sei dann i maximal
mit p 6 |ei. Dann ließe sich die teilerfremde Zerlegung G(y) ≡ yn−i(yi− e1yi−1 + · · · ± ei) ≡ ψ(y)ϕ(y) mod
p zu einer A¨quivalenz G(y) ∼ Φ(y)Ψ(y) verfeinern, in der Φ und Ψ mod p teilerfremd sind. Dies steht
aber im Widerspruch dazu, daß G(y) entweder irreduzibel oder Potenz einer irreduziblen Funktion ist.86
Aus diesem Satz schlußfolgerte Hensel:
Eine algebraische Zahl η von K(α) ist dann und nur dann genau durch pδ teilbar, wenn N(η) genau durch
pnδ teilbar ist.87
Jede Zahl η ist stets durch gebrochene Potenz p
µ
ν genau teilbar, deren Nenner in reduzierter Form ein Teiler
von n ist.88
Hensel ging anschließend zur Untersuchung der in Bezug auf p ganzen Zahlen von K(α) u¨ber. Dazu nahm
er α als ganz fu¨r den Bereich von p an und setzte eine Basis aus fu¨r den Bereich von p ganzen Elementen
voraus.
Fundamentalsystem und Primelement fu¨r den Bereich von p
Hensel nannte η0, η1, . . . , ηn−1, ein “Fundamentalsystem fu¨r die fu¨r p ganzen Zahlen von K(α)”,89 wenn
“alle und nur die fu¨r p ganzen Zahlen auf eine einzige Art in Form c0η0+c1η1+· · ·+cn−1ηn−1 darstellbar”90
sind mit fu¨r den Bereich von p ganzen rationalen ci.
Er gab einen an [Kronecker, 1881] orientierten Algorithmus an, um ein solches System zu konstruieren,
und stellte fest, daß ein zweites System ξ0, . . . , ξn−1 mod p ganzer Elemente genau dann ebenfalls ein
Fundamentalsystem fu¨r die fu¨r p ganzen Zahlen ist, wenn die Diskriminanten D(ξi) = |ξ(j)i |2 und D(ηi) =
|η(j)i |2 in ihrem p-Anteil u¨bereinstimmen.91
Hensel benutzte das Fundamentalsystem fu¨r die fu¨r den Bereich von p ganzen Zahlen, um ein vollsta¨ndiges
Restsystem modulo p aufzustellen. Dazu kann man in ξ = u0η0 +u1η1 + · · ·+un−1ηn−1 fu¨r die ui jeweils
die Zahlen 0, 1, . . . , p− 1 einsetzen, denn es gilt der Satz:
2) Zwei Zahlen ξ und ξ′ sind dann und nur dann modulo p kongruent, wenn ihre Koordinaten modulo p
kongruent.
1)Eine Zahl ξ =
∑
uiη
(i)
i ≡ 0|p wenn alle ui ≡ [0], 92
84VL 6 vom 26.5.1902, S. 12/3. Etwas allgemeiner nannte er ε auch algebraische Einheit mod p, wenn in einer beliebigen
Gleichung fu¨r ε alle Koeffizienten mod p algebraisch ganz sind und mindestens einer eine Einheit mod p ist, VL 7 vom
29.5.1902, S. 13/1, Rand.
85VL 7 vom 29.5.1902, S. 13/2, jeweils mod p. In VL 6 vom 26.5.1902, S. 12/3 schrieb Hensel N() = en ∼ 1. Er benutzte
auch im Folgenden gelegentlich (zusa¨tzlich) diesen abweichenden A¨quivalenzbegriff, der sich auf die Ordnungszahl bezieht.
86Sind hingegen alle Koeffizienten von G(y) durch p teilbar, so ist ε offenbar nicht genau durch p0 teilbar.
87VL 7 vom 29.5.1902, S. 13/3. Fu¨r ganzzahliges δ folgt dies unmittelbar aus der Betrachtung der Einheit ε = η
pδ
. Ist
δ = r
s
gebrochen, so ist ε = η
p
r
s
eine algebraische Einheit eines anderen Ko¨rpers. Dann ist ηs ebenfalls eine Einheit und
genau durch pr teilbar, also N(η)s genau durch pnr. Damit ist aber N(η) genau durch pnδ teilbar.
88VL 6 vom 26.5.1902, S. 12/4, diese zweite Aussage folgt einfach daraus, daß N(η) = bn eine ganzzahlige Potenz von p
entha¨lt.
89VL 7 vom 29.6.1902, S. 14/3.
90VL 7 vom 29.6.1902, S. 14/3.
91Dabei bezeichnen die η
(j)
i wieder die Konjugierten zu ηi etc.
92VL 7 vom 29.5.1902, S. 15/2, Reihenfolge so bei Hensel.
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Unter diesen pn Elementen wa¨hlte Hensel eines, das durch die minimale Potenz von p teilbar ist und wies
nach, daß dieses dann einen Exponenten 1e mit e|n hat.93 Wa¨re na¨mlich der minimale Exponent von pi
noch de , also pi = p
d
e ε mit teilerfremden d und e, so ga¨be es (nach dem Euklidischen Algorithmus) ganze
Zahlen e1 und d1 mit dd1 = 1− ee1, also wa¨re
pid1 = p
dd1
e εd1 = p
1−ee1
e εd1 = p
1
e εd1p−e1 und w := pe1pid1 = p
1
e εd1 = p
1
e ε
wa¨re durch eine kleinere Potenz von p teilbar. Weiter ist dann jedes Element von K(α) durch eine
ganzzahlige Potenz von pi genau teilbar:
Jede Zahl von K(α) ist fu¨r Bereich von p genau durch pir teilbar, wo r ganzzahliger Exponent. Denn wenn
γ = pδε wo δ = r
e
+ δ1 und δ1 <
1
e
so ist γ
pir
eine Zahl des Ko¨rpers dieses θ genau durch pδ−
r
e = pδ1 teilbar
und δ1 <
1
e
.94
Diese beiden technischen Argumente fu¨r die Eigenschaften des Elements mit minimalem p-Anteil der
Norm finden sich bereits bei [Selling, 1865], so daß es eher wahrscheinlich ist, daß Hensel von der Lektu¨re
dieser Arbeit (trotz seiner abfa¨lligen Bemerkungen im Brief an Hilbert vom 19.10.1897) doch noch pro-
fitierte.95 Fu¨r diese Behauptung spricht, daß Hensel in seinem Brief an Weber vom 23.11.1897 als ide-
altheoriefreie Methode offenbar nicht die hier dargestellte Herleitung beschrieb, da in ersterer Newtonsche
Parallelogramme vorkamen.96
In der na¨chsten Vorlesung pra¨zisierte Hensel die Formulierung der obigen Aussage noch:
Sei also pi ∼ p 1e ein solches Element niedrigster Ordnung. Dann gilt der Satz: Jede Zahl des Ko¨rpers K(α) η
(ganz oder gebrochen) ist durch ganzzahlige Potenz pir von pi fu¨r Bereich von p genau teilbar in der Weise,
dass η
pir
fu¨r Bereich von p eine Einheit von K(α).97
Die so definierte Zahl r nannte er die Ordnungszahl von η. Sie ist fu¨r fu¨r den Bereich von p gebrochene
Zahlen negativ, fu¨r Einheiten modulo p Null und fu¨r die u¨brigen positiv.
Er merkte an, daß das Produkt zweier Einheiten mod p wieder eine solche ist, die Ordnungszahlen sich
bei Multiplikation also addieren, und begann mit einer na¨heren Untersuchung der Einheiten.
Ein Restsystem modulo pi
Um die Elemente aus K(α) auch modulo pi zu untersuchen, paßte Hensel zuna¨chst den Begriff der Kon-
gruenz und damit den der A¨quivalenz an:
Eine Zahl des Ko¨rpers η ≡ 0 / pir wenn η = pirg und g ganz, wenn also η von positiver Ordnung ≥ r. Zwei
Zahlen η und η′ η ≡ η′ wenn η − η′ durch pir teilbar.98
Bereits zuvor hatte Hensel in einer Randbemerkung einen Primdivisor ℘ von p eingefu¨hrt, strich diesen
aber wieder.99 Jetzt merkte er in einer nicht genau zu entziffernden Randbemerkung an, daß ηξ ≡ 0 mod
pi nur dann mo¨glich ist, wenn η oder ξ durch pi teilbar sind.100
93VL 7 vom 29.5.1902, S. 15/2.
94VL 7 vom 29.5.1902, S. 15/3, θ ist der Name, den Hensel implizit fu¨r γ
pir
vergab.
95Vgl. die Zitate aus diesem Brief in 4.2.1 sowie die Darstellung von Sellings Theorie in 4.2.2.
96Vgl. den Abschnitt zu diesem Brief in 4.2.1.
97VL 8 vom 1.6.1902, S. 16/1. Das Zeichen ∼ bedeutet hierbei, daß beide Seiten durch die gleiche (gebrochene) Potenz
von p genau teilbar sind.
98VL 8 vom 1.6.1902, S. 16/3.
99VL 8 vom 1.6.1902, S. 16/2.
100VL 8 vom 1.6.1902, S. 16/3. Dies ist die u¨bliche Formulierung dafu¨r, daß p prim ist.
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Anschließend wa¨hlte Hensel aus dem vollsta¨ndigen Restsystem modulo p ein solches modulo pi aus. Dazu
nahm er jeweils ein k + 1-tes Element des Fundamentalsystems hinzu, falls unter den pn Elementen
des vollsta¨ndigen Restsystems modulo p einige zu keinem der pk Elemente modulo pi kongruent sind,
die sich aus den bisherigen k Elementen mit Koeffizienten 0, 1 . . . , p − 1 als Linearkombination ergeben
(k = 0, . . . , f−1). Damit erhielt er ein Fundamentalsystem modulo pi mit den Elementen ξ1, . . . , ξf , genau
pf−1 inkongruente Einheiten modulo pi und ein vollsta¨ndiges Restsystem modulo pi mit pf Elementen.101
Die Potenzreihen, die algebraischen Zahlen a¨quivalent sind
Hensel meinte, die “gleich richtige Folgerung” sei:102
Jede Zahl ξ des Ko¨rpers K(α) ist fu¨r Bereich p a¨quivalent ξ ∼ ε(r)pir + ε(r+1)pir+1 + . . . , wenn ε(r), ε(r+1)
wohldefinierte Zahlen der Reihe u1ξ
(1) + · · ·+ ufξ(f) sind, von denen die erste >< 0 ist.103
Er erla¨uterte, dann gelte
ξ ≡ ε(n)pin / pin+1, ξ ≡ ε(n)pin + ε(n+1)pin+1 / pin+2 etc. So und nur so soll eine solche A¨quivalenz ver-
standen werden.104
Insbesondere ist jede ganze Zahl ξ modulo pie in der Form ξ ≡ ε(0) + ε(1)pi + ε(2)pi2 + · · · + ε(e−1)pie−1
darstellbar. Dann gilt diese Darstellung auch modulo p, d.h. es ist ξ(1) . . . ξ(f);piξ(1) . . . piξ(f); . . . ;
pie−1ξ(1) . . . pie−1ξ(f) ein Fundamentalsystem modulo p, also ist n = ef .105
Daraus leitete Hensel eine untere Schranke fu¨r den p-Anteil der Diskriminante her, indem er, wie ihm seit
[5, 1889] gela¨ufig, gebrochene Potenzen von p aus den Spalten der Matrix zog. In:
D(ξ(i)) =
∣∣∣ξ(1)i . . . ξ(f)i ;piiξ(1)i . . . piiξ(f)i , pi2i ξ(1)i . . . ∣∣∣2 (wobei i die Konjugierten bezeichnet)
sind die f + 1-te bis 2f -te Spalte durch p
1
e teilbar, denn
pii = p
1
e εi wo εi ganze algebraische Zahl allerdings zu ho¨herem Ko¨rper etc. Also ist D(ξ
(i)) mindestens durch
p2
f
e
(1+2+...e−1) = p
f
e
e(e−1) = pn−f teilbar.106
Den Vorteil der Entwicklung nach Potenzen eines festen pi (und nicht nach beliebigen Elementen r-ter,
r+1-ter usw. Ordnung) sah Hensel darin, daß man durch Konjugation (α 7→ αi) sofort die Entwicklungen
der Konjugierten erha¨lt:
Ist η1 . . . ηn irgend eine Zahl von K(α) nebst Conjugirte, so sind diese auf eine und nur eine Art im Sinne
der Aequivalenz durch die wohldefiniert conjugir[ten] Potenzreihen
∑
ε
(k)
i pi
k
i darstellbar.
107
D.h. jedem ηi ist genau eine Potenzreihe ηi a¨quivalent, insbesondere sind (wie Hensel in einer Randbe-
merkung ausfu¨hrte) die ηi zu verschiedenen ηi nicht a¨quivalent.
108
101Diese Technik hatte Hensel schon in seiner Dissertation benutzt. Hier u¨bertrug er sie vom Fall eines Primdivisors als
Modul auf den des Elements pi als Modul.
102VL 8 vom 1.6.1902, S. 17/1.
103VL 8 vom 1.6.1902, S. 17/1. Hensel korrigierte die untere Indizierung εr in die obere ε(r), vergaß dies jedoch beim
zweiten Vorkommen.
104VL 8 vom 1.6.1902, S. 13/1.
105VL 8 vom 1.6.1902, S. 13/1 u. 13/2. Eine Kongruenz modulo pie ist auch modulo p erfu¨llt. Analog betrachtete Hensel
auch Kongruenzen nach gebrochenen Potenzen von p. Diese sind a¨quivalent zu den entsprechenden Kongruenzen nach
Potenzen von pi.
106VL 8 vom 1.6.1902, S. 17/2.
107VL 8 vom 1.6.1902, S. 17/4.
108VL 8 vom 1.6.1902, Rand von S. 17/4. Dies beinhaltet die implizite Behauptung, daß ∼ transitiv ist, also fu¨r eine andere
Potenzreihe yi (ggf. auch anderer Bauart) aus yi ∼ ηi auch yi ∼ ηi folgen wu¨rde.
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Hensels Ziel war es
in allen Fragen der Theilbarkeit die Wurzeln η1 . . . ηn durch die ihnen a¨quivalenten conjugierten Potenzreihen
η1 . . . ηn ersetzen. Jede solche A¨quivalenz heißt nur, daß fu¨r beliebige Potenzen pi
M jene Aequivalenz durch
Congruenzen ersetzbar.109
In der neunten Vorlesung schlußfolgerte er diese Mo¨glichkeit direkt aus den A¨quivalenzen ηi ∼ η˜i.110 Aus
diesen folgt auch die Zerlegung G(y) ∼ (y − η˜1) . . . (y − η˜n)|p.
Hensel hatte damit die Aufgabe gelo¨st, fu¨r die n bekannten algebraischen Wurzeln der Gleichung neue
Objekte zu konstruieren, welche Fragen der Teilbarkeit zu beantworten helfen.
Die von Hensel konstruierten Reihen nach Potenzen von pi, deren Anfangsstu¨cke innerhalb von K(α)
liegen, haben den Vorteil, daß man nur die Koeffizienten vergleichen muß, um A¨quivalenz festzustellen.
Anschließend untersuchte Hensel die Struktur der Reste modulo pi.111 Festgehalten sei, daß Hensel den
“Primzahlcharakter” von pi betonte,112 sowie das (gela¨ufige) Ergebnis, daß es ein ε gibt, fu¨r das die Zahlen
c0 + c1ε+ · · ·+ cf−1εf−1 mit ci ∈ {0, 1, . . . , p− 1} ein vollsta¨ndiges Restsystem modulo pi bilden und das
eine irreduzible Kongruenz e-ten Grades mit ganzen Koeffizienten modulo pi erfu¨llt.
5.2.4 Algebraischer Charakter fu¨r den Bereich von p
Hensel begann an drei Stellen damit, allgemeinere Reihen nach Potenzen von pi als Entwicklungen zuzu-
lassen: am Ende der achten Vorlesung, am Ende der neunten Vorlesung, sowie am Beginn der zehnten
Vorlesung. (Dazwischen untersuchte er die Reste modulo pi na¨her.) In letzterer sprach er davon, die Gro¨ße
habe dann “algebraischen Charakter”.113 Am Ende der 8. Vorlesung schrieb Hensel:
Will jetzt Bereich der algebraischen Zahlgro¨ßen genau ebenso erweitern, wie zuvor den Bereich der rationalen
Zahlgro¨ßen erweitert habe. Nehme an, ich weiss, dass algeb von Zahlgro¨ße η bekannt ist, dass η˜ ≡ ε(0) mod
pi [,] η˜ ≡ ε(0)+piε(1)|pi2 [,] η˜ ≡ ε(0)+piε(1)+pi2ε(2)|pi3 . . . dann will sagen, ist fu¨r Bereich von p wohldefiniert.
Kann ihr dann auch eine Reihe
∑
ε(%)pi% zuordnen und sie ihr a¨quivalent setzen.114
Hierbei bezeichnet η˜ die (gesamte) Entwicklung von η, die in Beziehung zu endlichen Reihen gesetzt wird.
Allerdings ist nicht genau gekla¨rt ist, wie die Beziehung zwischen der Zahlgro¨ße und ihrer Entwicklung
aussieht. Hensel ließ dies mit der Formulierung “nehme an, ich weiß” vermutlich bewußt offen. Analog,
aber beinahe noch sta¨rker hatte er dies im gestrichenen Part der sechsten Vorlesung formuliert, in dem
es hieß: “wenn auf irgend eine Weise weiss.”115
In der 9. Vorlesung schrieb Hensel, er wolle “genau dieselbe Erweiterung des Bereiches fu¨r algebraische
Ko¨rper machen, wie vorher fu¨r rationale.”116 Auch diesmal begann er zuna¨chst, algebraische Zahlgro¨ße
zu schreiben, strich algebraisch aber wieder durch:
109VL 8 vom 1.6.1902, S. 17/4.
110Dann sind insbesondere die symmetrischen Funktionen in den ηj bzw. η˜j a¨quivalent. Aus Hensels Formulierung “da
zwei rationale Zahlen nur dann a¨quivalent sein ko¨nnen so sind [sie] ... einander gleich” (VL 9 vom 5.6.1902, S. 18/1) la¨ßt
sich insbesondere ablesen, daß einer rationalen Zahl keine nicht-rationale a¨quivalent sein kann, vgl. FN 47 und 58.
111Diese ’Struktuntersuchungen des Restklassenko¨rpers’ verlaufen nicht grundsa¨tzlich anders als in Hensels Habilitation
[3, 1887], so daß hier nicht na¨her darauf eingegangen wird. Vgl. 2.3.2.
112VL 9 vom 5.6.1902, S. 18/2.
113VL 10 vom 9.6.1902, S. 20/1.
114VL 8 vom 1.6.1902, S. 17/4, z.T. am Rand.
115VL 6 vom 26.5.1902, S. 11/3, durchgestrichen, oben bereits zitiert.
116VL 9 vom 5.6.1902, S. 19/2.
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Nehme an, ich weiss fu¨r algebrais Zahlgro¨sse, dass sie modulo p
1
e congruent ε(0) modulo p
2
e congruent
ε(0) + ε(1)pi * etc. ist, dann sage ich, diese Zahlgro¨sse ist fu¨r Bereich von p wohldefinirt und ordne ihr
eine Potenzreihe ξ ∼ ε(0) + ε(1)pi + +ε(2)pi2 + . . . zu; das soll nur heißen, dass allgemein modulo p re ξ ≡
ε(0) + ε(1)pi + · · ·+ ε(r−1)pir−1 ist.117
Durch * ist dabei der Ort fu¨r eine Einfu¨gung am Rand markiert, in der es heißt “d.h. kann fu¨r jede noch
so hohe Potenz von p Zahl in K(α) angeben, der congruent.”118
Hierbei sind fu¨r die Zahlgro¨ße ξ die erfu¨llten Kongruenzen modulo gebrochener Potenzen von p be-
kannt.119 Dann wird ihr eine a¨quivalente Potenzreihe nach Potenzen von pi zugeordnet.
An dieser Stelle deutet Hensels Ausdrucksweise auf folgenden Grundgedanken hin: ’Wenn die Zahlgro¨ße
so gut beschrieben ist, daß man bestimmte Informationen in Bezug auf p kennt, dann ist sie fu¨r den
Bereich von p wohldefiniert.’ Genaugenommen werden hier jedoch nur diejenigen Zahlgro¨ßen zusammen-
gefaßt, die zum Ko¨rper K(α) passen.
Hensel merkte an, daß Summen, Differenzen, Produkte und Quotienten von fu¨r den Bereich von p wohlde-
finierten Zahlgro¨ßen wieder diese Eigenschaft haben und ihnen Summe, Differenz, Produkt bzw. Quotient
der entsprechenden Potenzreihen zugeordnet wird.120
Direkt im Anschluß hatte Hensel geschrieben, daß auch hier die konjugierten Gro¨ßen den konjugierten
Reihen a¨quivalent sind, dies jedoch durchgestrichen.121 Vermutlich hatte er bemerkt, daß er zwar konju-
gierte Reihen, aber keine konjugierten Zahlgro¨ßen zur Verfu¨gung hat.
Auch Hensels Definition von K(p, α) bezieht sich explizit auf die Zahlgro¨ßen (und nicht auf die Po-
tenzreihen):
Wollen daher sagen Gesammtheit aller dieser fu¨r Bereich von p wohldefinierten Zahlgro¨ssen bilden einen
Ko¨rper K(p, α) von dem K(α) einen Theilbereich bildet, da seine Elemente ja diese Eigenschaft besitzen.122
Hensel formulierte noch einmal neu, die Elemente aus K(p, α) seien a¨quivalent “gesetzma¨ssiger Reihe.”123
Fu¨r einen vorgegebenen Modul pM ko¨nnen die Elemente von K(p, α) durch Zahlen aus K(α) dargestellt
werden. Die konjugierten Potenzreihen erfu¨llen eine A¨quivalenz G(y) = (y − η˜1) . . . (y − η˜n) ∼ 0 mit
Koeffizienten in K(p),124
was eben heisst, wenn fu¨r y = η˜i so wenn genu¨gend weit fortsetze, durch jede Potenz von p theilbar.
125
An dieser Definition von K(p, α) sieht man das Zusammenspiel dreier Tendenzen: Die (moderne) Zu-
sammenfassung von Objekten mit gemeinsamen Eigenschaften zu einer Menge, die (Berliner) ma¨ßige
Konstruktivita¨t, sowie die weiterhin unselbsta¨ndige Existenz der Potenzreihenentwicklungen.
117VL 9 vom 5.6.1902, S. 19/3.
118VL 9 vom 5.6.1902, S. 19/3, am Rand. Diese Einfu¨gung ko¨nnte nachtra¨glich sein.
119Auch hier ließ Hensel offen, was eine solche Kongruenz in den allgemeinsten Fa¨llen bedeutet.
120Dies ist ein Hinweis darauf, daß mit Zahlgro¨ßen zumindest operiert werden kann.
121VL 9 vom 5.6.1902, S. 19/3.
122VL 9 vom 5.6.1902, S. 19/3.
123VL 9 vom 5.6.1902,S. 19/4. Dies ist ein Zungenschlag der Berliner konstruktiven Schule. In einer Randbemerkung schrieb
er, “K(p, α) entha¨lt alle und nur die Grenzwerthe der Elemente in K(α),” VL 9 vom 5.6.1902, S. 19/4. Abgesehen davon,
daß “Grenzwert” hier interpretationsbedu¨rftig ist, sollte man diese Bemerkung nicht u¨berbewerten, da sie auch nachtra¨glich
erfolgt sein kann.
124Irritierend ist: Die so erhaltenen Koeffizienten sind Reihen, die Elemente von K(p) aber (nach der impliziten Definition)
Zahlgro¨ßen, die diese Reihen als Entwicklungen haben, vgl. FN 62.
125VL 9 vom 5.6.1902, S. 19/4.
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Gro¨ßen, die durch ihre Na¨herungswerte bestimmt sind
Am Beginn der 10. Vorlesung wa¨hlte Hensel wieder leicht andere Bezeichnungen, indem er “Gro¨ße” statt
“Zahlgro¨ße” schrieb. Allerdings vera¨nderte er die Formulierungen in seinem Manuskript. Der urspru¨ngli-
che Text lautete vermutlich:
Will genau wie in rationalem Ko¨rper von einer solchen Reihe
∑
ε(i)pii sagen, sie ist fu¨r Bereich der Primzahl
p wohldefiniert, wenn allgemein 126
Hensel a¨nderte diese Passage jedoch, wahrscheinlich relativ schnell,127 in:
Will genau wie in rationalem Ko¨rper von einer Gro¨sse sagen, sie besitzt fu¨r Bereich der Primzahl p algebrai-
schen Charakter oder geho¨rt Ko¨rper K(p, α) an, wenn allgemein128
η ≡ η(k)|p ke k = 0 1 . . . wo η(0) η(1) η(2) . . . wohldefinirte Zahlen des Ko¨rpers K(α) sind, welche beliebig
weit berechenbar. Kann a priori η(0) η(1) . . . in die Form setzen
η(0) = ε(0) η(1) = ε(0) + ε(1)pi, η(2) = ε(0) + ε(1)pi + ε(2)pi2; . . .
Eine solche Gro¨sse η will ich auch a¨quivalent η ∼ ε(0) + ε(1)pi + ε(2)pi2 + · · · ∼ ε(pi) unbegrenzt verla¨ngert
setzen, und durch diese Aequivalenz nur sagen, dass fu¨r das betrachtete η jene succesiven Congruenzen erfu¨llt
sind.129
Man kann dies, besonders mit Blick auf die gestrichene Formulierung, so lesen, daß die Gro¨ße auch
durch eine gegebene Reihe bestimmt werden kann, der sie dann a¨quivalent gesetzt wird. Die wesentliche
Bedingung der Definition ist, daß die η(i) ∈ K(α) sind und berechenbar sind.
Der weitere Text macht es sehr wahrscheinlich, daß “Gro¨sse” hier tatsa¨chlich eine andere Bedeutung
hat als “Zahlgro¨sse” zuvor, denn im folgenden Zitat hatte Hensel mit “Zahl” begonnen, strich diesen
Wortanfang aber wieder, um “Gro¨sse” zu schreiben:
Sei η1 ∼∑ ε(k)1 pik eine Zahl Gro¨sse von K(p, α1) so existiren zu ihr genau n conjugirte η2 . . . ηn der Ko¨rper
K(p, α1), . . .K(p, αn) und jede S(η1 η2 . . . ηn) ∼ g wo g eine Zahl Gro¨sse in K(p) ∼ atpt + . . . .
Jene Aequivalenz bedeutet wieder nur das Bestehen der Congruenzen
S(η
(r)
1 . . . η
(r)
n ) ≡ g(r) (mod p
r
e )
wenn links und rechts alle durch p
r
e teilbaren Reihenelemente fortlasse.
Jener Satz gilt, da er fu¨r alle Zahlen aus K(α) gilt, die bei Abbrechen erhalte.130
In diesem Zitat stehen die durch die Konjugationen aus der zu η1 a¨quivalenten Reihe bestimmten Reihen
im Vordergrund. Falls η1 noch einen Bezug zu einer Zahlgro¨ße hatte, so tritt dieser zuru¨ck.
Mit Hilfe der so erhaltenen konjugierten Gro¨ßen schlußfolgerte Hensel das Bestehen einer A¨quivalenz
n-ten Grades fu¨r jedes Element von K(p, α):131
Jede Gro¨sse η1 von K(p, α) genu¨gt nebst ihren conjugirten einer Aequivalenz
G(y) = (y − η1) . . . (y − ηn) ∼ yn − b1yn−1 + · · ·+ bn ∼ 0
deren Coeffi. Reihen fu¨r Bereich zu p rationalen Charakter. Jene Aequivalenz bedeutet auch hier, dass
abgebrochene Reihen fu¨r jede noch so hohe Potenz Congruenzen erfu¨llen.132
126VL 10 vom 9.6.1902, S. 20/1, z.T. durchgestrichen.
127Das Argument fu¨r eine schnelle A¨nderung ist das Vorkommen von “Gro¨ße” auf der gleichen Seite.
128VL 10 vom 9.6.1902, S. 20/1, einschließlich Rand.
129VL 10 vom 9.6.1902, S. 20/1. Dieser Teil geho¨rt zu beiden Passagen.
130VL 10 vom 9.6.1902, S. 20/2 und 20/3.
131Hierbei treten nochmals Elemente rationalen Charakters, also von K(p) auf, fu¨r die nur die Na¨herungswerte bekannt
sind.
132VL 10 vom 9.6.1902, S. 20/3.
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Bei der folgenden Anku¨ndigung, K(p, α) statt K(α) zu betrachten, benutzte Hensel hingegen noch in der
gleichen Vorlesung wieder den Ausdruck “Zahlgro¨ssen”:
Will nun allgemeiner die Elemente von K(p, α) untersuchen, d.h. alle diejenigen Zahlgro¨ssen, welche ∼∑
ε(k)pik sind, wo ε(k) beliebig Elemente Coefficienten u0 + u1ε+ · · ·+ uf−1εf−1 sind und ε einer modulo
p
1
e irreductiblen Congruenz g(ε) = εf + g1ε
f−1 + · · ·+ gf ≡ 0 p 1e genu¨gt deren Coeffi.
gi = (0, 1, . . . p− 1) sind.133
Hensel nutzte den Ausdruck “Gro¨ße” offenbar mit dem Ziel, Aussagen u¨ber die konjugierten Reihen
treffen zu ko¨nnen.
Er wies explizit darauf hin, daß alle Elemente aus K(α) auch Elemente von K(p, α) seien, jedoch nicht
umgekehrt. Aber fu¨r eine beliebig hohe Potenz von p als Modul ko¨nne man zu jeder Gro¨ße aus K(p, α)
stets eine kongruente Zahl aus K(α) finden.134
5.2.5 Reihenentwicklungen mit einfacheren algebraischen Zahlen
Hensels Ziel war es, die Reihenbausteine pi und ε so zu wa¨hlen, daß jeder Konjugation α1 7→ αi genau
ein Paar von Konjugationen (ε1 7→ εi, pi1 7→ pij) entspricht. Dazu vera¨nderte er pi und ε zuna¨chst so in
K(p, α), daß sie geeignete A¨quivalenzen erfu¨llen, deren Koeffizienten Zahlen sind. Anschließend wa¨hlte
er dann fu¨r pi und ε die algebraischen Wurzeln der entsprechenden Gleichungen.
Der Koeffizientenko¨rper K(p, ε)
Zuna¨chst konstruierte Hensel schrittweise eine neue Einheit ε ∈ K(p, α), die die A¨quivalenz f -ten Grades
g(ε) ∼ 0 erfu¨llt.135 Diese liegt im Allgemeinen nicht mehr in K(α).136 Hensel nannte K(p, ε) Koeffizien-
tenko¨rper.137 Er behauptete:
Dann constituirt K(ε, p) einen Ko¨rper des f -ten Grades, der ein Unterko¨rper von K(p, α).138
Hensel erla¨uterte:
Jede ganze Zahl von K(p, ε) auf eine einzige Weise in der Form
a(ε) = v0 + v1ε+ · · ·+ vf−1εf−1 mit rationalen Coeffn darstellbar.139
Vermutlich haben also die allgemeinen Elemente von K(p, ε) in dieser Form Koeffizienten in K(p), die
Zahlen jedoch rationale Koeffizienten.
Es ist klar, daß K(p, ε) in K(p, α) enthalten ist. Ein Ko¨rper f -ten Grades ko¨nnte er u¨ber K(p) bzgl. ∼
sein.140
133VL 10 vom 9.6.1902, S. 20/3.
134Vl 10 vom 9.6.1902, S. 20/2.
135VL 10 vom 9.6.1902, S. 20/4. Gilt fu¨r das momentane ε die A¨quivalenz g(ε) ∼ brpir + br+1pir+1 + . . . , so kann man
mit dem Ansatz ε1 = ε+ arpir und der Taylorentwicklung ein ar bestimmen, fu¨r das g(ε1) ∼ cr+1pir+1 + . . . gilt. Dies ist
analog der Vorgehensweise in [40, 1901], vgl. 4.4.2.
136Momentan kennt man von ε nur die Reihe. Hensel wechselt aber in Ku¨rze zu einer algebraischen Zahl, die ebenfalls die
A¨quivalenz erfu¨llt.
137VL 10 vom 9.6.1902, S. 21/1. Hensel benutzte, meiner Meinung nach austauschbar, die Bezeichnungen K(p, ε),K(ε, p)
und K(ε). Die Zitate wurden nicht vereinheitlicht, bei indirektem Bezug aber stets K(p, ε) geschrieben.
138VL 10 vom 9.6.1902, S. 21/1.
139VL 10 vom 9.6.1902, S. 21/1, Hervorhebung B.P. Dabei ist ’ganze’ nachtra¨glich eingefu¨gt, vermutlich mit Blick auf die
folgende Aussage.
140Diese Interpretation paßt dazu, daß Hensel versucht hatte, eine Ko¨rpertheorie bezu¨glich ∼ aufzubauen.
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Eine solche ganze Zahl a(ε) ist dann und nur dann durch p
1
e teilbar, wenn alle vi durch p teilbar sind,
denn sonst wu¨rde ε eine Kongruenz niedrigeren Grades modulo p
1
e erfu¨llen. Daraus folgt, daß die Zahlen
a(ε) nur durch ganze Potenzen von p teilbar sein ko¨nnen und sie sind genau dann durch pr teilbar, wenn
alle vi durch p
r teilbar sind.141
Daher erhielt Hensel eine einfache Reihendarstellung nach Potenzen von p fu¨r die Zahlen in K(p, ε):
a(ε) reducirt: vi = 0, . . . , p− 1. Jede Zahl von K(p, ε) A ∼ a0 + a1p+ a2p2 + a3p3 + . . . 142
Die so erhaltenen Reihen erlauben es aber auch, die Elemente aus K(p, α) als Linearkombination von
1, pi, . . . , pie−1 darzustellen:143
jede Gro¨sse η von K(p, α) einfach durch 1, pi, pi2, . . . , pie−1, pie . . . mit reducirten Coeffn. darstellbar.
Aber auch durch 1, pi, pi2, . . . pie−1, p, ppi . . . ppie−1 . . .
η ∼ a0 + a1pi + · · ·+ ae−1pie−1
+ pae + pae+1pi + · · ·+ pa2e−1pie−1
+ p2a2e + . . .
∼ A0 +A1pi + · · ·+Ae−1pie−1
wo jetztA0 = a0 + pae + p
2a2e + . . .
A1 = a1 + pae+1 + . . .
Hensel folgerte daraus:
Jede Zahl η des Ko¨rpers K(p, α) eindeutig in Form darstellbar η ∼ A0 + A1pi + · · · + Ae−1pie−1 wo
A0A1 . . . Ae−1 Zahlgro¨ssen sind, welche innerhalb K(ε, p) rationalen Charakter haben.
Eine solche Zahl ist dann und nur dann durch p teilbar, wenn alle Coefficienten durch p teilbar sind.144
Hierbei sind als ’Zahlen’ vermutlich alle Elemente von K(p, α) gemeint. Hensel bezeichnete die Ai als
“Zahlgro¨ßen, welche innerhalb K(ε, p) rationalen Charakter haben”, weil sie nach ganzzahligen Potenzen
von p entwickelbar sind, wobei die Koeffizienten gar nicht durch Potenzen von p teilbar sind.145
Da die Ai hier Zahlgro¨ßen sind, oben aber als Reihen bestimmt wurden, hat ein impliziter U¨bergang
stattgefunden. Dies spricht dafu¨r, daß Hensel zu jeder Reihe auch eine entsprechende Zahlgro¨ße annahm.
Die so erhaltene Darstellung nutzte Hensel, um eine A¨quivalenz fu¨r pi abzuleiten.146 Da pie genau durch
p algebraisch teilbar ist, erha¨lt man aus der Entwicklung fu¨r pi
e
p eine A¨quivalenz
ψ(pi) = pie−pBe−1pie−1−· · ·−pB0 ∼ 0. Dabei haben alle Koeffizienten in K(p, ε) ganzen Charakter und
B0 entha¨lt keine Potenz von p.
147 Hensel formulierte dies:
Also eine Zahl erster Ordnung genu¨gt innerhalb K(ε) stets einer Aeq. e
ten
Grades, deren Coeffi. ganze durch
p theilbare Zahlen von K(ε) sind, und deren letzter genau p entha¨lt.148
141VL 10 vom 9.6.1902, S. 21/1.
142VL 10 vom 9.6.1902, S. 21/1 Rand.
143VL 10 vom 9.6.1902, S. 21/1 und 21/2.
144VL 10 vom 9.6.1902, S. 21/2.
145Konkret nicht durch gebrochene Potenzen von p.
146Dieses Vorgehen ist analog dem in [41, 1902].
147VL 10 vom 9.6.1902, S. 21/2.
148VL 10 vom 9.6.1902, S. 21/3. Die Koeffizienten brechen allerdings nicht ab, obwohl ’Zahlen’ dies suggerieren ko¨nnte.
235
Eine endliche A¨quivalenz fu¨r pi
In der na¨chsten Vorlesung erfu¨llte Hensel die Forderung, daß ε fu¨r jede Potenz von p als Modul der
Kongruenz g(ε) ≡ 0 |pK genu¨gt, indem er ε als eine algebraische Wurzel von g(x) = 0 wa¨hlte. Er
begru¨ndete dies mit den Worten: “denn wenn = 0, so auch theilbar durch jede noch so hohe Potenz
von p.”149 Durch die Konstruktion einer Reihe hatte er gezeigt, daß dieses ε dann ebenfalls zu K(p, α)
geho¨rt.150
Hensels na¨chstes Ziel war es, pi so zu vera¨ndern, daß es einer Kongruenz mit abbrechenden Koeffizienten
genu¨gt, um statt pi ebenfalls eine algebraische Zahl setzen zu ko¨nnen:
Will nun aber zeigen, dass an Stelle von pi auch pi′ ∼ pi + a2pi2 + . . . so setzen, dass pi′ einer A¨quivalenz mit
abbrechenden Potenzen ψ0(pi) = pi
e−pCe−1pie−1−· · ·−pC0 ∼ 0 genu¨gt, die also nicht bloss Charakter ganzer
Zahlen von K(ε) haben, sondern wirklich ganze Zahlen sind. Dann kann fu¨r pi auch Wurzel von ψ0(pi) = 0
setzen, und werde das nachher thun.151
Ziel ist konkret, ein Anfangsstu¨ck ψ0 der A¨quivalenz ψ zu bestimmen, das bereits eine Wurzel in K(p, α)
hat. Hensel erla¨uterte weiter, in welchen Fa¨llen welche Transformationen auf Normalformen mo¨glich sind.
Diese Rechnung bietet keine wesentlichen Neuheiten im Vergleich zu [40, 1902], so daß hier nur Hensels
Formulierung fu¨r den Fall e 6≡ 0|p vorgestellt wird:
Ist e 6≡ 0|p so kann stets in K(p, α) Entwickelungszahl pi finden, dass pie − pc0 ∼ 0 pi ∼ p 1e e√c0
wo c0 bestimmte modulo p reducirte Zahl des Ko¨rpers K(ε) bedeutet.
Ist fu¨r allgemeinste Zahlen p der Fall, denn aus e ≡ 0|p folgt n ≡ 0|p, aber nicht immer,
z.B. pi2 − 2pi − 2 ∼ 0. Kann da nicht ein pi′2 − 2 ∼ 0 finden.152
Konjugationen
Anschließend untersuchte Hensel, wie sich die neuen Entwicklungselemente unter Konjugation vera¨ndern.
Er begann mit dem U¨bergang von α1 zu α2 und behauptete, dann sei auch g(ε2) ∼ 0.153 Er folgerte weiter:
Also sind ε1 ε2 . . . εn sa¨mmtlich Wurzeln der Aequivalenz g(ε) ∼ 0 vom ften Grad, d.h. nur f sind verschieden,
alle folgenden sind diesen gleich. Ist eben K(ε1) Unterko¨rper zu K(α1) und es ist
G(ε) ∼ (ε− ε1) . . . (ε− εf ).154
Er ordnete die αi so in einem rechteckigen Schema an, daß jeweils die αij auf εi fu¨hren (j = 1, . . . , e; i =
1, . . . , f) und schrieb ε1 = χ(α11) = χ(α12) = · · · = χ(α1e).
Dann stimmen die Koeffizienten der A¨quivalenz e-ten Grades fu¨r pi ebenfalls fu¨r je e der αij u¨berein. Ist
also pi11 als rationale Funktion (mit Koeffizienten in K(p)) von α11 gegeben und Wurzel der A¨quivalenz
ψ0(pi) = pi
e − pce−1(ε1)pie−1 − · · · − pc0(ε1) ∼ 0, so erha¨lt man durch Einsetzen von α1j weitere Wurzeln
pi1j dieser A¨quivalenz und Hensel folgerte
149VL 11 vom 12.6.1902, S. 22/1.
150Dies ist eine Interpretation. Hensel expliziert insbesondere nicht, daß die konstruierte Reihe der (geeignet gewa¨hlten)
algebraischen Wurzel a¨quivalent ist, obwohl er das vermutlich meint.
151VL 11 vom 12.6.1902, S. 22/1.
152VL 11 vom 12.6.1902, S. 22/4.
153Dazu muß man die Entwicklung fu¨r ε1 auf eine Linearkombination mit Koeffizienten in K(p) umrechnen und dann
Hensels Resultate u¨ber den Ko¨rper K(p) nutzen. Hensel gab diese Umrechnung nicht explizit an, sie folgte jedoch in seiner
Vero¨ffentlichung [49, 1905].
154VL 11 vom 12.6.1902, S. 23/1. Hierbei sind K(ε1) bzw. K(α1) wiederum Abku¨rzungen fu¨r K(ε1, p) und K(α1, p).
Hensel ging also davon aus, daß eine A¨quivalenz f -ten Grades maximal f fu¨r den Bereich von p verschiedene Wurzeln haben
kann.
236
d.h. diese sind die sa¨mmtlichen verschiedenen Wurzeln von ψ0(pi, ε) wo
ψ0(pi, ε1) ∼ (pi − pi11)(pi − pi12) . . . (pi − pi1e). Sie alle sind ∼ p 1e und auch alle 6≡ denn ψ0(pi) irred.155
Daher werden bei einer Konjugation nur die Entwicklungselemente der Reihen durch geeignete Kon-
jugierte ersetzt. Umgekehrt erha¨lt man alle Konjugierten von η, indem man die Entwicklungselemente
konjugiert:
Erhalte so also alle n [C]onjugirten ηik ηik ∼ a(r)i pirik + a(r+1)i pir+1ik + . . . also erhalte alle aus einer, indem
ε1 . . . εf und jedesmal pii1 . . . piie, und alle diese piik sind ∼ p 1e .156
Nach einer Anmerkung, daß man auch die algebraischen Wurzeln einer endlichen Gleichung statt den
Wurzeln der entsprechenden A¨quivalenz nutzen ko¨nnen, faßte Hensel sein Ergebnis zusammen:
Ist K(α) ein fu¨r Bereich von p primitiver Ko¨rper so alle Elemente kann zwei Gleichungen
g(ε) = 0 ψ(pi, ε) = 0 so finden, dass jedes Element eindeutig in Form η ∼ a(r)pir + a(r+1)pir+1 + . . . und
alle conjugirten Reihen den conjugirten Wurzeln a¨quivalent sind, d.h. ist
F (y) = yn +G1y
n−1 + · · ·+Gn = 0 die Gleichung, der η genu¨gt, und setze dafu¨r genu¨gend weit verla¨ngerte
Reihe a(r)pir + . . . ein, reducire in Bezug auf pi durch ψ(pi) = 0 auf e − 1 Grad und in Bezug auf ε durch
g(ε) = 0 auf f − 1 Grad, so erhalte ∑∑Dikεipik ≡ 0 .pM wo M belg. gross, da jedes Dik ≡ 0 pM .157
Zusammenfassender U¨berblick
Hensel betrachtete die Situation lokal. Die Frage des Zusammenhangs seiner Reihenentwicklungen zu
“globalen Objekten” bescha¨ftigte ihn nicht, wahrscheinlich setzte er sie implizit voraus.
Durch die Hinzunahme beliebiger (berechenbarer) Potenzreihen, die der Primzahl p und der (fu¨r den
Bereich von p irreduziblen) Ko¨rpererweiterung K(α) angepaßt sind, war es Hensel mo¨glich, eine Teiler-
weiterung zu konstruieren, in der p noch prim ist und deren Grad dem Grad der Restklassenerweiterung
entspricht. Bereits in seiner Dissertation hatte Hensel das Ziel gehabt, einen solchen Zwischenko¨rper zu
konstruieren.158
Diese Zwischenstruktur korrespondiert zur Konjugationsstruktur: Je e der Konjugationen in K(α) ent-
sprechen einer Konjugation in K(p, ε). Jede Konjugation in K(α) entspricht einer Verknu¨pfung ε1 7→
εi, pi1εi 7→ pijεi .
5.3 Die Vorlesung 1902: Allgemeinere Fa¨lle
Nach dieser etwas tastenden und in mehreren Anla¨ufen erfolgten Abhandlung des einfachen Spezialfalls, in
dem die definierende Gleichung irreduzibel fu¨r den Bereich von p blieb, versuchte Hensel, seine Ergebnisse
zu¨gig zu u¨bertragen.
155VL 11 vom 12.6.1902, S. 23/1.
156VL 11 vom 12.6.1902, S. 23/2.
157VL 11 vom 12.6.1902, S. 23/2, z.T. auf dem Rand. Dabei wird also eine algebraische Zahl (in Anlehnung an Kronecker)
durch die von ihr erfu¨llte Gleichung beschrieben.
158Vgl. 2.2.3.
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5.3.1 U¨ber p liegen mehrere Primdivisoren
Zerlegung der definierenden Gleichung in Linearfaktoren
Hensel begann den U¨bergang zum allgemeinen Fall, in dem die definierende Gleichung des Zahlko¨rpers fu¨r
den Bereich von p (ohne Einschra¨nkungen in drei Faktoren) zerfa¨llt, mit der Behauptung, die U¨bertragung
der bisherigen Ergebnisse auf diesen Fall sei sehr leicht:
Hatten bis jetzt nur einen irreductiblen Factor untersucht und den im Sinne der Aequivalenz in Linearfactoren
zerlegt; ist aber jetzt sehr leicht, dasselbe fu¨r beliebig viele zu machen.159
Hensels Ausgangspunkt war die eindeutige Zerlegung in fu¨r den Bereich von p irreduzible Faktoren. Sei
diese F (x) ∼ f(x)g(x)h(x) [p]. Dann griff er exemplarisch einen der Faktoren heraus:
Betrachte dann A¨quivalenz f(x) ∼ 0 vom Grad λ irred fu¨r Bereich von p, und Bereich aller rat. Funct. von
α mit Coeffic. rationalen Charakters, α eine Wurzel.160
Es ist nicht klar, welche Vorstellung Hensel mit der Wurzel α der A¨quivalenz f(x) ∼ 0 verband. Die
Entwicklungen der Koeffizienten der A¨quivalenz sind wohldefinierte p-Reihen, die Koeffizienten selbst
dementsprechend zuna¨chst beliebige Zahlgro¨ßen rationalen Charakters.
Das Zerfallen der Gleichung F (x) = 0 fu¨r den Bereich von p ko¨nnte fu¨r Hensel bedeuten, daß die algebrai-
schen Wurzeln dieser Gleichung fu¨r den Bereich von p einfachere A¨quivalenzen erfu¨llen. Dann ko¨nnte man
fu¨r α eine dieser algebraischen Zahlen wa¨hlen. Jedem irreduziblen Faktor f von F wa¨ren dann bestimmte
der algebraischen Wurzeln von F zugeordnet.161
Sei dann fu¨r dieses α der gesamte Weg bis zu den einfacheren algebraischen Entwicklungszahlen pi und ε
absolviert, so daß also “jede Gro¨ße von K(p, α) in Potenzreihe γ ∼ a(r)pir + . . . ”162 Dann schrieb Hensel
(mit Hilfe der konjugierten Potenzreihen) f(x) ∼ (x − γ1) . . . (x − γλ) und erhielt nach den gleichen
Schritten fu¨r g und h:
F (x) ∼ (x− γ1) . . . (x− γλ) · (x− δ1) . . . (x− δµ) · (x− ε1) . . . (x− εν).163
Hier wird noch einmal deutlich, daß Hensel Operationen mit Potenzreihen mit beliebigen algebraischen
Zahlen als Koeffizienten unproblematisch fand.164
Seien die αi jetzt wieder die konjugierten algebraischen Wurzeln von F (x) = 0. Aus der Zerlegung in Line-
arfaktoren folgerte Hensel (α1 . . . αn) ∼ (γ1 . . . γλ; δ1 . . . δµ; ε1 . . . εν).165 Weiter wollte er die “Zahlen des
159VL 11 vom 12.6.1902, S. 23/3.
160VL 11 vom 12.6.1902, S. 23/3.
161Die Koeffizienten von f wa¨ren dann, wie oben bereits angedeutet, Produkte algebraischer Zahlen, die noch nicht rational
sind, aber fu¨r den Bereich von p bereits rationalen Charakter haben.
162VL 11 vom 12.6.1902, S. 23/3.
163VL 11 vom 12.6.1902, S. 23/3.
164Es gibt hier jedoch das Problem, daß der so aufgebaute Bereich Nullteiler enthalten kann. Eine pra¨zise Konstruktion
eines ’Zerlegungsko¨rpers’, der also eine Zerlegung in Linearfaktoren erlaubt, gab Hensel erst in [55, 1909, 199ff]. Dabei muß
insbesondere die Gleichung mit rationalen Koeffizienten, die die Galoissche Erweiterung bestimmt, in der alle algebraischen
Konjugierten liegen, noch fu¨r den Bereich von p in irreduzible Faktoren zerlegt werden.
165VL 11 vom 12.6.1902, S. 23/4. Diese Aussage stu¨tzt die obige Interpretation, die Wurzel α der A¨quivalenz f(x) ∼ 0 sei
eine der algebraischen Wurzeln von F (x).
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Ko¨rpers”166 untersuchen und schrieb fu¨r eine rationale Funktion y = ψ(x) mit rationalen Koeffizienten:
(y1 . . . yn) ∼ (ψ(γ1) . . . ψ(γλ);ψ(δ1) . . . ψ(δµ); . . . ) ∼ (γ1 . . . γλ; δ1 . . . δµ, 1 . . . ν), 167
wobei er die gefundenen Potenzreihen in die rationale Funktion einsetzte und anschließend wieder ent-
wickelte. Als Folgerung erhielt er:
Die n conjugirten Wurzeln der Aequivalenz F (x) ∼ 0 sind a¨quivalent Potenzreihen,168 welche nach ganzen
oder gebrochenen Potenzen der Primzahl p fortschreiten und die stets in Cyclen conjugirter Reihen zerfallen,
deren Anz. jedesmal gleich der Anzahl der irred. Faktoren. In derselben Weise zerfallen auch alle Wurzeln
einer Aequivalenz G(y) ∼ 0, wenn η = ψ(α) eine Zahl des Ko¨rpers K(α) ist.169
Am Beginn der na¨chsten Vorlesung wiederholte Hensel seine Ergebnisse, zuna¨chst zum irreduziblen Fall:
Hatten gefunden, jede fu¨r Bereich von p irreductible Gleichung Aequivalenz vom λ
ten
Grade
f(x) ∼ 0 [p] besitzt genau λ conjugirte Wurzeln γ1 γ2, . . . , γλ welche nach Potenzen von pi ∼ p 1e fort-
schreiten und deren Coeffi. einem bestimmten Coeffi.Ko¨rper f
ten
Grades K(ε) angeho¨ren, so dass ef = λ
ist. Und f(x) ∼ (x− γ1) . . . (x− γλ).170
Hensel fu¨hrte weiter aus:
Genau das Gleiche gilt, wenn die Coeffi von f(x) f(x) = xλ + A1x
λ−1xλ−1 + · · · + Aλ nicht rationale
Zahlen sind, sondern nur rationalen Charakter haben, da auch dann wenn α eine Wurzel von f(x) ∼ 0 so
1, α, . . . , αλ−1 eine Basis.171
Anschließend nannte er die A¨quivalenzwurzeln αi, ohne auf algebraische Wurzeln Ru¨cksicht zu nehmen.
Nenne α1, α2, . . . αn die n Wurzeln jener A¨quivalenz so geordnet, daß α1 ∼ γ1, . . . αλ ∼ γλ;
αλ+1 ∼ δ1, . . . αλ+µ ∼ δµ, αλ+µ+1 ∼ ξ1, . . . αn ∼ ξν .172
Ist dann y = ψ(α) eine rationale Funktion (mit rationalen Koeffizienten) und
G(y) = (y − y1) . . . (y − yn) = 0 die Gleichung n-ten Grades, der y mit yi = ψ(αi) genu¨gt, dann besitzt
G(y) ∼ 0 ebenfalls n Wurzeln, denn wenn α1 ∼ γ1, so ψ(α1) ∼ ψ(γ1) = γ1 etc. Man erha¨lt
G(y) ∼ (y − γ1) . . . (y − γλ)(y − δ1) . . . (y − δµ)(y − ε1) . . . (y − εν), 173
d.h. G(y) zerfa¨llt insbesondere wieder in drei Faktoren der Grade λ, µ, ν.
Es bleibt also unklar, ob die A¨quivalenzwurzeln auf der Ebene der Potenzreihen oder auf der Ebene der
Zahlgro¨ßen angesiedelt sein sollen.
Ganzheit fu¨r den Bereich von ℘i und die Unabha¨ngigkeit der Primdivisoren
Hensel ordnete jedem irreduziblen Faktor von F (x) einen Primdivisor ℘i zu und definierte die Teilbarkeit
durch diese mit Hilfe der entsprechenden Entwicklungen:
sage y entha¨lt genau ℘%1, wenn Entwicklungen γ1, . . . γλ genau mit pi
% anfangen, also genau durch p
%
e teilbar.174
166VL 11 vom 12.6.1902, S. 23/3. Er meinte nur Elemente von K(α).
167VL 11 vom 12.6.1902, S.23/4.
168Hierin steckt implizit, daß jede Gleichungswurzel auch Wurzel der A¨quivalenz ist.
169VL 11 vom 12.6.1902, S. 24/3.
170VL 12 vom 16.6.1902, S. 24/1. Diesmal sind die A¨quivalenzwurzeln die Potenzreihen, nicht die Entwicklungen der
ersteren.
171VL 12 vom 16.6.1902, S. 24/1.
172VL 12 vom 16.6.1902, S. 24/2.
173VL 12 vom 16.6.1902, S. 24/2.
174VL 12 vom 16.6.1902, S. 24/2.
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Das Element y ist dann durch das Produkt der entsprechenden Primdivisorpotenzen teilbar, “entha¨lt
dann Produkt ℘%1℘
σ
2℘
τ
3 .”
175 In einer Randbemerkung erla¨uterte Hensel, daß y ≡ y′|℘%1 bedeutet, daß die
entsprechenden Entwicklungen bis zum %-ten Glied u¨bereinstimmen.176 Weiter explizierte er, daß ein
Produkt genau dann durch einen der Primdivisoren teilbar ist, wenn einer der Faktoren es ist.177
Hensel bezeichnete y als fu¨r den Bereich von ℘1 algebraisch ganz, wenn es nichtnegativer Ordnung ist
bzw. wenn g1(x) fu¨r den Bereich von p ganze Koeffizienten hat. Ein Fundamentalsystem fu¨r die fu¨r den
Bereich von ℘1 ganzen Zahlen ist {εipik}.178
Hensels Ziel war zu zeigen, daß die Entwicklungen zu den verschiedenen Primdivisoren voneinander
unabha¨ngig sind.179
Will nun Fundamentalsatz beweisen, durch den im Stande bin nur je einen jener Ko¨rper K(γ) oder K(δ)
oder K(ξ) zu betrachten, ohne mich um die anderen zu ku¨mmern.180
Dabei bezeichnet K(γ) (vermutlich) den Ko¨rper der Potenzreihen in pi und ε, der eine der A¨quivalen-
zwurzeln von f(x) ∼ 0 entha¨lt usw.
In einem gestrichenen Ansatz formulierte Hensel als sein Ziel:
Beweise na¨mlich, dass stets Zahlen von K(p, x) so finden kann, dass sie innerhalb K(γ) beliebig vorgeschrie-
bene Entwickelung haben, wa¨hrend sie in K(δ), K(ζ) bis zu beliebig hoher Ord. Coeffi Null haben. Betrachte
dazu wieder K(p, x) und zeige, dass hier ein Element habe, welches fu¨r Bereich von ℘1 a¨quivalent Eins, fu¨r
Bereich von ℘2 und ℘3 aber a¨quivalent Null.
181
K(p, x) bezeichnet dabei den Polynomring u¨ber K(p) modulo F (x). Aus der Zerlegung
F (x) ∼ f(x)G(x) [p] folgerte Hensel die Mo¨glichkeit der Einsdarstellung
f(x)f1(x) +G(x)G1(x) ∼ 1 [p] und setzte z = G(x)G1(x) ∼ 1− f(x)f1(x) [p].182
Er schlußfolgerte z ∼ 1 [℘1], z ∼ 0 [℘2], [℘3], denn fu¨r x = γ folgt z ∼ 1, “fu¨r x = δ folgt
z = g(δ)G1(δ) ∼ 0 q.e.d.”183 Aus diesem Argument la¨ßt sich ablesen, daß man ein Element von K(p, x)
fu¨r den Bereich von ℘1 betrachtet, indem man γ fu¨r x einsetzt usw.
184
Wa¨hlt man dann eine Zahl w, die fu¨r den Bereich von ℘1 die vorgegebene Entwicklung hat, fu¨r den Bereich
von ℘2 bzw. ℘3 aber noch nicht verschwinden muß, so ist v = z · w ein Element, das fu¨r den Bereich
von ℘1 die vorgegebene Entwicklung hat und fu¨r die beiden anderen Bereiche verschwindet. Hat man fu¨r
jeden Bereich eine Entwicklung vorgegeben, so macht man diese Konstruktion dreimal und addiert die
gefundenen Elemente.185
175VL 12 vom 16.6.1902, S. 24/2. Um einem Mißversta¨ndnis vorzubeugen: y ist dann nicht durch p
%
e1
+ σ
e2
+ τ
e3 teilbar.
176VL 12 vom 16.6.1902, S.24/2, Randbemerkung.
177VL 12 vom 16.6.1902, S.24/2, Randbemerkung.
178VL 12 vom 16.6.1902, S. 24/3 Bemerkung am oberen Rand. Hensel schrieb f1(x), zu seinen fru¨heren Bezeichnungen
paßt aber g1(x).
179Insbesondere wollte er zeigen, wie man Elemente konstruiert, die bestimmten Teilbarkeitsbedingungen genu¨gen.
180VL 12 vom 16.6.1902, S. 24/3.
181VL 12 vom 16.6.1902, S.24/3, gestrichen. Beim ersten Vorkommen von K(p, x) hatte Hensel das p zuna¨chst vergessen
und fu¨gte es nachtra¨glich in der Form K(x, p) ein.
182Dies benutzt, daß f und G relativ prim sind, weil F (x) rationale Koeffizienten hat und irreduzibel ist.
183VL 12 vom 16.6.1902, S.24/3, gestrichen.
184Dafu¨r spricht auch die obige Formulierung, die Zahl aus K(x, p) habe innerhalb K(γ) eine Entwicklung.
185VL 12 vom 16.6.1902, S.24/4, gestrichen. Die vorgegebene Entwicklung hat dabei jeweils nur endlich viele Glieder.
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Theorie einer reduziblen Erweiterung
Seinen Neuansatz formulierte Hensel ebenfalls noch fu¨r die zwo¨lfte Vorlesung. Er begann wiederum mit
der Zielstellung:
Nun zeige, wie Untersuchung von K(p, x) wo F (x) ∼ f(x)g(x)h(x) ∼ 0 vollsta¨ndig reduzieren kann auf
Untersuchung von K(p, α) wo f(α) ∼ 0.186
Hensels Gebrauch von “reduzieren” ist etwas mißversta¨ndlich. Er meinte vermutlich: Nachdem man je-
den Faktor einzeln betrachtet hat, kann man K(p, x) durch eine Zusammenfu¨hrung dieser Ergebnisse
verstehen. Seinen Gebrauch von K(p, x) erla¨uterte Hensel im folgenden Satz:
Alle Elemente von K(p, x) eindeutig in Form u0 + u1x+ · · ·+ un−1xn−1 wo ui Potenzreihen in p oder durch
Basis (1, x, . . . , xn−1).187
Er betrachtete Polynome mit Koeffizienten in K(p) modulo F (x),188 wobei er die (in der Theorie alge-
braischer Funktionen) von Kronecker entwickelte Theorie reduzibler Gleichungen benutzte.189 Die ent-
sprechenden Begriffsbildungen scheinen fu¨r Hensel selbstversta¨ndlich zu sein, er definierte bzw. explizierte
sie nicht. Insbesondere versto¨rte ihn nicht, daß das so beschriebene Objekt Nullteiler entha¨lt.190
Eine Basis ist wie u¨blich eine linear unabha¨ngige Menge mit n Elementen x(1), . . . , x(n), fu¨r die also aus∑
uix
(i) ∼ 0 folgt, daß alle Koeffizienten ui ∼ 0 sind. Die Formel
∑
uix
(i) ∼ 0 interpretierte Hensel je-
doch als Aussage u¨ber alle Konjugierten, die hier extra gefordert werden muß, wa¨hrend sie im irreduziblen
Fall automatisch erfu¨llt ist:
Aber:
∑
uix
(i) ∼ 0 fu¨r alle Conjugirten dann und nur dann, wenn linke Seite teilbar durch
F (x) ∼ f(x)g(x)h(x) dies aber, da f(x), g(x), h(x) teilerfremd, dann und nur dann, wenn durch f(x), g(x), h(x).191
Die Bedingung, ein Element sei ∼ 0, wenn alle seine Konjugierten fu¨r den Bereich von p verschwinden,
bedeutet also, seine Darstellung als rationale Funktion von x mu¨sse durch alle drei Funktionen f(x), g(x)
und h(x) teilbar sein.
Seien jetzt K(γ),K(δ) und K(ξ) die durch f(x) ∼ 0, g(x) ∼ 0 bzw. h(x) ∼ 0 bestimmten Ko¨rper, deren
Entwicklungselemente bereits bestimmt und modifiziert sind. Hensel wollte eine Basis von K(p, x) aus
den Basen fu¨r K(γ),K(δ) und K(ξ) konstruieren.192
Dazu zerlegte er F (x) ∼ f(x)f1(x) ∼ g(x)g1(x) ∼ h(x)h1(x), bestimmte dann Funktionen f(x) und f1(x)
mit
f(x)f(x) + f1(x)f1(x) ∼ 1 und setzte F1(x) = f1(x)f1(x) ∼ 1− f(x)f(x).193
Multipliziert man die Elemente γ(i) einer Basis fu¨r K(γ) mit F1(x), so sind die neuen Elemente γ(i)
modulo f(x) den alten gleich (denn F1(x) ≡ 1|f(x)), verschwinden aber modulo g(x) und h(x).
186VL 12 vom 16.6.1902, S. 25/1.
187VL 12 vom 16.6.1902, S. 25/1.
188Insbesondere besteht K(p) an dieser Stelle aus den Potenzreihen, nicht den a¨quivalenten Zahlgro¨ßen.
189Vgl. [Kronecker, 1881]. Auch Landsberg hatte diese Theorie aufgegriffen, z.B. [Landsberg, 1895].
190Man kann sogar behaupten, es war ihm nicht nachhaltig bewußt, denn in der spa¨teren Vero¨ffentlichung [49, 1905]
behauptete er fu¨r ein offenbar a¨quivalentes Objekt explizit die Wohldefiniertheit der Division.
191VL 12 vom 16.6.1902, S. 25/1. Die Worte “fu¨r alle Conjugirten” sind nachtra¨glich eingefu¨gt. Landsberg argumentierte in
[Landsberg, 1895] mit der geometrischen Vorstellung, die Riemannsche Fla¨che mu¨sse nicht zusammenha¨ngend sein, trotzdem
wolle man alle Bla¨tter gleichzeitig betrachten.
192Deren Matrix der Konjugierten soll dann wiederum die z.B. aus [29, 1897] wohlbekannte Blockdiagonalform haben.
193VL 12 vom 16.6.1902, S. 25/1.
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Modifiziert man entsprechend auch die Elemente der anderen Basen, so erha¨lt man eine Basis fu¨r
K(p, α).194 Daraus folgerte Hensel unmittelbar die Aussage:
In Ko¨rper K(p, α) kann stets ein Element finden, welches modulo f(x) kongruent γ(0), wo γ(0) beliebiges
Element von K(γ), modulo g(x) kongruent δ(0), modulo h(x) kongruent ξ(0) ist.195
Ebenfalls durch Multiplikation mit F1(x) usw. modifizierte Hensel die jeweiligen Entwicklungselemente
pi und ε.196 Die neuen Entwicklungselemente sollen wieder mit pi, ε bezeichnet werden.197
Hensel dehnte anschließend die Aussage u¨ber die n zugeordneten Entwicklungen ausdru¨cklich auch auf
Zahlgro¨ßen aus K(p, α) aus. Von der Zerlegung
F (x) ∼ (x− γ0) . . . (x− γλ)(x− δ1) . . . (x− δµ)(x− ζ1) . . . (x− ζν) (p)
ausgehend, schrieb er:
Ist ferner ξ = ψ(α) irgend eine Zahl oder Zahlgro¨ße des Ko¨rpers K(p, α) so erhalte
ξ1 ξ2 . . . ξn ∼ ψ(α1) . . . ψ(αn) ∼ ψ(γ1) . . . ψ(γλ);ψ(δ1) . . . ψ(δµ);ψ(ζ1) . . . ψ(ζν)
und wenn fu¨r γ, δ, ζ ihre Reihen einsetze, so schreiten diese auch nach Potenzen von pi, %, σ fort, wa¨hrend
Coefficienten den Coefficientenko¨rpern angeho¨ren.198
Der Beginn der na¨chsten Vorlesung gibt einen guten Anhaltspunkt fu¨r Hensels Blick auf die Objekte
seiner Theorie:
Hatten gesehen, ist ξ Wurzel irreduzibler Gleichung F (x) = 0 und zerfa¨llt diese fu¨r Bereich von p in 3
irreduzible Faktoren F (x) ∼ f(x)g(x)h(x) so sind Ko¨rper n-ter Ordnung K(ξ1, p) . . .K(ξn, p) einfach mit
den Ko¨rpern K(γ1, p) . . .K(γλ, p);K(δ1, p) . . .K(δµ);K(ε1, p) . . .K(εν , p) identisch, welche durch irreduzible
A¨quivalenzen f(x) ∼ 0, g(x) ∼ 0, h(x) ∼ 0.199
Diese Aussage ist ein starkes Argument fu¨r die Lesart, daß Hensel als Wurzeln der irreduziblen A¨qui-
valenzen bestimmte der algebraischen Wurzeln der urspru¨nglichen Gleichung benutzen wollte, denn das
erkla¨rt die Benutzung von ’identisch’. Sie wirft jedoch die Frage auf, was Hensel unter einem Ko¨rper n-ter
Ordnungg verstand.
Hensel erla¨uterte nicht explizit, was fu¨r ein Objekt K(ξi, p) sein soll. Vermutlich wollte er analog zum
irreduziblen Fall die rationalen Funktionen in ξi mit Koeffizienten aus K(p) betrachten.
Er schrieb weiter:
Kann na¨mlich in K(ξ, p) stets λ Element η so finden, dass
η1 . . . ηλ; ηλ+1 . . . ηλ+µ; ηλ+µ+1 . . . ηn
a¨quivalent
γ
(0)
1 . . . γ
(0)
λ ; δ
(0)
1 . . . δ
(0)
µ ; ε
(0)
1 . . . ε
(0)
ν
sind, wo γ(0), δ(0), ε(0) beliebige Zahlen der Ko¨rper K(γ, p),K(δ, p),K(ε, p) sind.200
194VL 12 vom 16.6.1902, S. 25/2. Auf S. 25/1 hatte Hensel zuna¨chst am Beispiel der jeweiligen Basen 1, x, . . . , xλ−1 etc.
die lineare Unabha¨ngigkeit der modifizierten Basen erla¨utert.
195VL 12 vom 16.6.1902. Dazu muß man die gegebenen Elemente nur bzgl. der Basen in K(γ) usw. darstellen, dann die
Basiselemente mit F1(x) usw. multiplizieren und dann addieren.
196Dann ist ε ≡ 0|g(x), h(x), also ελ+i ∼ 0, d.h. die letzten µ+ ν Konjugierten verschwinden usw., VL 12 vom 16.6. 1902,
S. 25/3.
197Maßgeblich sind nur die modulo f (bzw. g bzw. h) erfu¨llten A¨quivalenzen und diese bleiben bestehen.
198VL 12 vom 16.6.1902, S. 25/3. % und σ sind dabei die Entwicklungselemente in K(δ) bzw. K(ζ). Bei strenger Auslegung
von Hensels Definitionen mu¨ßte er von ψ(αi) ausgehen und damit die ξi definieren. Vgl. 5.2.4.
199VL 13 vom 19.6.1902, S. 26/1.
200VL 13 vom 19.6.1902, S. 26/1.
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Hensel hatte also die optimale Struktur gefunden, um die Konjugierten eines Elements von K(ξ, p) zu
beschreiben: Fu¨r ein gegebenes Element ist klar, wie dessen Konjugierte in Zyklen zerfallen.201 Es ist
aber auch klar, welche lokalen Konjugierten gegeben sein du¨rfen, damit ihnen ein Element von K(ξ, p)
entspricht.202
Ganzer Charakter und ein Fundamentalsystem fu¨r die Zahlgro¨ßen ganzen Charakters
Hensel plante, “diejenigen Zahlen des Ko¨rpers K(p, α) aufzusuchen, welche in Bezug auf p den Charakter
ganzer algebraischer Zahlen besitzen.”203 Dazu definierte er zuna¨chst ganzen Charakter in Bezug auf
℘1:
204
Eine “algebraische Zahl [hat] in Bezug auf ℘1 ganzen Charakter”, wenn die Entwicklungen η1, . . . , ηλ von
nichtnegativer Ordnung sind, also genau dann, wenn in “f1(y) ∼ (y−η1) . . . (y−ηλ) ∼ yλ−a1yλ−1+· · ·±aλ
alle Koeffizienten ganzen Charakter” haben.205 Dies motivierte die folgende allgemeinere Definition:
Allgemeiner sage: Algebraische Zahl ζ des Ko¨rpers K(ξ, p) hat dann in Bezug auf p Charakter einer ganzen
Zahl, wenn [in] G(x) = xn + b1x
n−1 + . . . alle Koeffizienten ganze Zahlen, oder ganzen Charakter haben.206
Es folgt na¨mlich offensichtlich:
Eine algebraische Zahl ζ besitzt dann und nur dann in Bezug auf beliebige Primzahl p ganzen Charakter,
wenn sie in Bezug auf jeden ihrer Primfaktoren ℘1, ℘2, ℘3 von nicht negativer Ordnung ist.
207
Hensel stellte sich im Anschluß die Aufgabe, ein Fundamentalsystem “fu¨r alle ganzen Zahlgro¨ssen des
Ko¨rpers K(p, ξ) zu construiren.”208 Analog zu anderen Fa¨llen handelt es sich bei einem solchen Funda-
mentalsystem fu¨r die in Bezug auf p ganzen Zahlgro¨ßen von K(p, ξ) um ein System ξ(1), . . . , ξ(n), so daß
x =
∑
i uiξ
(i) genau dann ganz in Bezug auf p ist, wenn alle ui es sind.
209
Das System {εipik} ist ein Fundamentalsystem fu¨r die ganzen Gro¨ßen fu¨r den Bereich von p von K(γ).210
Modifiziert man die jeweiligen Systeme mit Fi(x), so bilden sie zusammen ein Fundamentalsystem fu¨r
alle ganzen Zahlgro¨ßen in Bezug auf p.211
Da der p-Anteil der Diskriminanten aller Fundamentalsysteme fu¨r die in Bezug auf p ganzen Gro¨ßen
von K(p, ξ) gleich ist, kann man ihn mit Hilfe dieses Fundamentalsystems berechnen. Die entscheidende
201Es zerfa¨llt die von den Konjugierten erfu¨llte Gleichung.
202Es handelt sich um ein direktes Produkt. Zu gegebenen Elementen aus K(γ, p),K(δ, p),K(ε, p) hatte Hensel ein η
konstruiert.
203VL 12 vom 16.6.1902, S. 25/4. Meiner Meinung nach mu¨ßte es hier und in den beiden folgenden Zitaten “Zahlgro¨ße[n]”
heißen.
204Eine Zahlgro¨ße von rationalem Charakter in Bezug auf p heißt von ganzem Charakter, wenn sie nicht-negativer Ordnung
ist, vgl. das Zitat zu FN 42.
205VL 13 vom 19.6.1902, S. 26/1. Dies ist eine Ausformulierung und Umbenennung der in VL 12 gegebenen Definition von
ganz in Bezug auf ℘1.
206VL 13 vom 19.6.1902, S. 26/2.
207VL 13 vom 19.6.1902, S. 26/2.
208VL 13 vom 19.6.1902, S. 26/2, es ist also offenbar ein Versehen, daß er den ganzen Charakter nur fu¨r algebraische
Zahlen definiert hatte.
209Vgl. dazu VL 13 vom 19.6.1902, S. 26/3.
210Vgl. VL 12 vom 16.6.1902, S. 26/1f und 5.2.5, wo die beno¨tigte Aussage abgeleitet wurde.
211Zum Beweis betrachtet man eine Linearkombination aus diesem System, die eine ganze Zahlgro¨ße darstellt. Zu zeigen
ist, daß alle Koeffizienten ganz sind. Dazu betrachtet man die Gleichung fu¨r den Bereich der einzelnen Konjugationen und
geht zu a¨quivalenten Ausdru¨cken u¨ber. Dann verschwinden die meisten Summanden und man erha¨lt eine Linearkombination
in einem der Teilko¨rper, z.B. K(γ). Dort mu¨ssen die Koeffizienten ganz sein, da {εipik} dort ein Fundamentalsystem fu¨r
die in Bezug auf p ganzen Gro¨ßen ist.
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Gleichung hierfu¨r ist:
D(ξ) =

(
γ
(i)
k
)
0 0
0
(
δ
(i′)
k′
)
0
0 0
(
ξ
(i′′)
k′′
)

2
∼ D(γ)D(δ)D(ξ), wo z.B.D(γ) = |εilpikl |2 . 212
Durch die Betrachtung des Bereichs von p und der reduziblen Erweiterung war es Hensel gelungen, diese
Blockdiagonalstruktur absolut zu erreichen, wa¨hrend er sie zuvor (z.B. in der Arbeit [41, 1902]) nur bis
zu einer gewissen Potenz von p hatte erreichen ko¨nnen.213
Die Berechnung der Ordnungszahlen von D(γ) usw. unterscheidet sich nicht von derjenigen in [41,
1902],214 die Diskussion ihrer Grenzen im wild verzweigten Fall nicht von der in [34, 1897],215 so daß
hier nicht darauf eingegangen wird.
Als “Hauptsatz der ganzen Theorie” bezeichnete Hensel die Aussage, p komme genau dann in der Diskri-
minante von K(p, ξ) nicht vor, “wenn p fu¨r keinen der Partialko¨rper Verzweigungszahl ist, wenn also alle n
Wurzeln nach ganzen Potenzen von p entwickelbar.”216 In der na¨chsten Vorlesung hob er jedoch auch sein
spezifisches Ergebnis hervor, indem er im Anschluß an die beidseitige Abscha¨tzung der Verzweigungszahl
schrieb:217
Diese Fragen mit gewo¨hnlicher Idealtheorie nicht streng zu entscheiden, bzgl. grober Abh[a¨ngigkeit] von
Dedekind, Theorie der Ideale und ho¨heren Congruenzen und, U¨ber die Discriminanten endlicher Ko¨rper.218
Anwendung auf die Zahlentheorie
Um seine Ergebnisse auch auf die algebraischen Zahlen (von K(ξ)) anwenden zu ko¨nnen, formulierte
Hensel zuna¨chst seine Ergebnisse fu¨r den Bereich von ℘ und den allgemeinen Fall:
Fu¨r den Bereich von ℘ wird der Ko¨rper K(ξ) der n-ten Ordnung auf Ko¨rper K(γ) = K(ε, pi) der
λ = ef -ten Ordnung abgebildet, [so] dass eben λ von den conjugiert[en] Zahlen a¨quivalent den λ conjugirten
Zahlgro¨ssen γ1 γ2 . . . γλ sind.
219
Die Betrachtung fu¨r den Bereich von ℘ wird an dieser Stelle implizit eingefu¨hrt. Behauptet wird, von den
n Konjugierten eines Elements aus K(ξ) seien genau λ a¨quivalent zu den λ konjugierten Potenzreihen
γi. Dabei bezeichnet ’Zahlgro¨ßen’ an dieser Stelle eindeutig die Entwicklungen, denn Hensel hatte die γi
zuvor als Entwicklungen bezeichnet.220
Jede Zahl η des Ko¨rpers K(ξ) genu¨gt fu¨r den Bereich von ℘ einer Aequivalenz λ-ten Grades
f(η) ∼ 0 [℘] λ = ef
212VL 13 vom 19.6.1902, S. 26/4.
213Allerdings sind die Entwicklungselemente i.A. nicht mehr algebraisch, denn sie wurden noch einmal mit den Faktoren
Fi(x) modifiziert, die Koeffizienten in K(p) haben. Hensel nutzte nur, daß sie lokal algebraisch bleiben.
214VL 13 vom 19.6.1902, S. 27/1-3, vgl. [41, 1902, 318ff] und 4.4.3.
215Vgl. 4.2.3 und 4.4.3, sowie [41, 1902, 318ff].
216VL 13 vom 19.6.1902, S. 27/4.
217Die Verzweigungszahl wird den einzelnen Primdivisoren von p zugeordnet und gibt an, welchen Anteil dieser Primdivisor
am p-Anteil der Diskriminante hat. Sie wird mit e bezeichnet und ist gro¨ßer oder gleich e, wenn genau die e-te Potenz des
Primdivisors p teilt. Ist dann f (wie oben) der Grad des Restklassenko¨rpers bzw. die Kardinalita¨t eines Fundamentalsystems
fu¨r den Modul ℘, so ist der p-Anteil der Diskriminante, der von ℘ stammt, pf(e−1).
218VL 14 vom 21.6.1902, S. 28/2. Die Abscha¨tzung hat (fu¨r jeden Primdivisor) im Fall s > 0 die Gestalt
(s+1)e ≥ e ≥ e+1, wobei e des Exponent des Primdivisors in p und s die Ordnung von e in Bezug auf p ist. Falls s = 0 gilt
e = e. Der erste (unpra¨zise) Titel bezieht sich vermutlich auf [Dedekind, 1878], der andere (mit minimaler Ungenauigkeit)
auf [Dedekind, 1882].
219VL 14 vom 21.6.1902, S. 28/4.
220VL 14 vom 21.6.1902, S. 28/4.
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deren Coeffi. fu¨r p rationalen Charakter haben, und welche selbst irreductibel oder die Potenz einer einer
irreductiblen Function ist.221
Die angesprochene A¨quivalenz entsteht aus den λ Potenzreihen. Die Aussage erla¨utert den Gebrauch des
Bereichs von ℘: Zu einer algebraischen Zahl bestimmt ein gegebener Primdivisor ℘ zuna¨chst die aus-
zuwa¨hlenden Konjugierten. Aus den Entwicklungen dieser Konjugierten folgt, durch welche Potenz des
Primdivisors die Zahl teilbar ist. Die A¨quivalenz fu¨r den Bereich von ℘ erfordert gerade die Rechnung
mit den entsprechenden Entwicklungen.
Um auch Schlußfolgerungen fu¨r den p-Anteil der Diskriminante einer algebraischen Ko¨rpererweiterung
ziehen zu ko¨nnen, zeigte Hensel, daß es auch ein Fundamentalsystem fu¨r den Bereich von p fu¨r K(p, ξ)
gibt, das nur aus algebraischen Zahlen besteht. Der Grundgedanke des Arguments ist, daß fu¨r Teilbar-
keitsfragen nur die Anfangsglieder entscheidend sind.222 Dieses hat dann den berechneten p-Anteil der
Diskriminante N(
∏
℘e−1),223 ist aber gleichzeitig ein Fundamentalsystem modulo p fu¨r K(ξ).224
Genau wie 1897 behandelte Hensel das Problem der gaDT: Zuerst benutzte er konjugierte Entwicklun-
gen mit unbestimmten Koeffizienten (fu¨r den Bereich von p) der Fundamentalsform, um die A¨quivalenz
zwischen Diskriminante der Fundamentalgleichung und Diskriminante des Zahlko¨rpers zu zeigen. An-
schließend untersuchte er, wann die Unbestimmten so belegt werden ko¨nnen, daß kein zusa¨tzlicher Teiler
p in der Diskriminantenform auftritt.225 U¨ber den Fall, in dem solch ein η gefunden werden kann, wo p
also kein gaDT ist, schrieb er:
Wenn das der Fall, so sind 1 η η2 . . . ηn−1 ein Fundamentalsystem fu¨r den Bereich von p und dann wie Theorie
der Ko¨rper sehr einfach.226
Hensel folgerte noch, man ko¨nne ein Fundamentalsystem fu¨r K(ξ) und den Bereich von p finden, welches
bis zu einer beliebig hohen Potenz von p den {εipik} kongruent ist und deren Konjugiertenmatrix also fu¨r
diesen Modul Blockdiagonalgestalt hat.227
5.3.2 Der relative Fall
Um ableiten zu ko¨nnen, wie sich die Diskriminante eines algebraischen Zahlko¨rpers aus den Diskrimi-
nanten von zwei Teilerweiterungen zusammensetzt, untersuchte Hensel auch algebraische Erweiterungen
eines Zahlko¨rpers. Er ku¨ndigte wichtige Erga¨nzungen fu¨r die allgemeine Theorie der Primfaktoren an:
221VL 14 vom 21.6.1902, S. 28/4.
222Fu¨r die u¨bliche schrittweise Reduktion der Diskriminante eines gegebenen Systems wird dabei zuna¨chst der folgende
Satz fu¨r die A¨quivalenz ∼ formuliert: “Ist (η(1) . . . η(n)) ein Fundsystem und (ξ(1) . . . ξ(n)) ein anderes, so besteht stets
eine ganzzahlige Func. η(i) ∼ ∑ aikξ(k) ξ(i) ∼ ∑ a′ikη(k) mit ganzen Coefficienten,” VL 14 vom 21.6.1902, S. 29/4.
Startet man von einem beliebigen linear unabha¨ngigen System algebraischer Zahlen, so ko¨nnen die Linearkombinationen,
mit deren Hilfe man die Diskriminante reduziert, weiterhin Zahlen als Koeffizienten haben, weil fu¨r die Teilbarkeit nur die
Anfangsstu¨cke relevant sind.
223Dabei ist N von ℘ abha¨ngig: Es ist N(℘) = pf , also N(p) = pef und N(℘e−1) = pf(e−1).
224VL 14 vom 21.6.1902, S. 29/4. Die Formel entspricht der in [29, 1897].
225Vgl. 4.2.5.
226VL 15 vom 23.6.1902, S. 31/4.
227VL 16 vom 1.7.1902, S. 33/4. Dazu nutzte er ein aus algebraischen Zahlen (aus K(ξ)) bestehendes Fundamentalsystem
fu¨r K(p, ξ) und stellte damit die {εipik} fu¨r einen Modul pM dar. (Fu¨r einen festen Modul pM sind die Entwicklungen der
Elemente y ∈ K(p, ξ) algebraische Zahlen.)
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Wende mich jetzt zu genauerer Untersuchung der Modifikationen in den Sa¨tzen und Definitionen der Theorie
der algebraischen Zahlen, welche eintreten, wenn an Stelle des absoluten Rationalita¨tsbereiches selbst ein
beliebiger algebraischer Zahlko¨rper gesetzt wird. Dabei einige wichtige Erga¨nzungen fu¨r allgemeine Theorie
der Primfaktoren.228
In Hensels Notizen findet sich diese Untersuchung zweimal, na¨mlich sowohl in VL 18, als auch zu Be-
ginn von VL 19. Da es keine Unstimmigkeiten zwischen den Versionen gibt, werde ich sie gleichzeitig
vorstellen.229
Zerlegung fu¨r den Bereich von ℘ Sei K(α) ein algebraischer Ko¨rper m-ter Ordnung, ℘ ein Prim-
faktor von p, dann sind (fu¨r den Bereich von ℘)
alle Zahlen desselben in Reihen entwickelbar, die nach Potenzen von pi fortschreiten, wo pi ∼ p 1e und Koeffi-
zienten in Ko¨rper K(ε) der Ordnung f .230
Sei weiter F (θ) = θn + a1θ
n−1 + · · · + an = 0 eine u¨ber K(α) irreduzible Gleichung n-ten Grades,
deren Koeffizienten ganze Zahlen von K(α) sind. Fu¨r den Bereich von ℘ sind die Koeffizienten von F (θ)
Potenzreihen k(pi, ε) ∈ K(ε, pi).231 Setzt man fu¨r θ eine algebraische Wurzel θ1 von F (θ) = 0 ein, so ist
auch F (θ1) ∼ 0 [℘], “d.h. wenn Reihen [fu¨r ai] genu¨gend weit verla¨ngert, so linke Seite durch beliebig
hohe Potenz von ℘ teilbar.”232
Die erste Frage ist, ob F (θ) fu¨r den Bereich von ℘ zerfa¨llt:
Betrachte nun F (θ) fu¨r variables θ mit jenen Potenzreihen als Koeffizienten, und frage ob vielleicht F (θ) ∼
f(θ)g(θ)h(θ) [℘] wo f, g, h ebenfalls ganze Funktionen der Grade λ µ ν deren Koeffizienten ebenfalls Po-
tenzreihen sind in K(ε, pi).233
“[W]o¨rtlich ebenso wie fru¨her,” behauptete Hensel, gelange man zu der Aussage:
Die Funktion F (θ) kann auf eine einzige Weise in ein Produkt fu¨r den Bereich von [℘] irreductibler Factoren
zerlegt werden.234
Endliche Koeffizienten im Schnelldurchlauf
Hensel behandelte zuerst den Fall, in dem die Koeffizienten des irreduziblen Faktors
f(θ) = θλ + γ1θ
λ−1 + · · · + γλ abbrechen,235 also “ganze algebraische Zahlen von K(ε, pi) sind.”236 Als
eine Wurzel von f(θ) ∼ 0 wa¨hlte Hensel “eine der λ Wurzeln der Gleichung f(θ) = 0.”237
Ein Primelement Hensel definierte K(θ, ℘) bzw. K(θ, ε, pi) als den Ko¨rper “aller rat. Funct. von
diesem θ mit Coeffi. die wohldefinierte Potenzreihen in (pi, ε) [bzw. K(ε, pi)] sind.”238
228VL 18 vom 7.7.02, S. 37/1.
229Allerdings hat Hensel in der zweiten Vorlesung nachtra¨glich die Notation gea¨ndert: Statt pi0 schrieb er Π, statt ℘0
schrieb er k. Hier werden einheitlich die fru¨heren Bezeichnungen benutzt und zitiert.
230VL 18 vom 7.7.1902, S. 37/1.
231VL 18 vom 7.7.1902, S. 37/1. Die Potenzreihen laufen nach Potenzen von pi, die Koeffizienten sind ganze Funktionen
(beschra¨nkten Grades) von ε mit Koeffizienten in {0, . . . , p− 1}.
232VL 18 vom 7.7.1902, S. 37/1 und 37/2.
233VL 18 vom 7.7.1902, S. 37/2.
234Beide VL 18 vom 7.7.1902, S. 37/2. Die Zerlegung erfolgt ebenso wie im fru¨heren Fall auf der Ebene der Entwicklungen.
Es gibt diesmal jedoch keine Formulierungen, die (z.B.) von der zugeordneten Zahlgro¨ße sprechen.
235Wa¨hrend Hensel im nicht-relativen Fall unterschied, ob die Koeffizienten eines irreduziblen Faktors rational sind oder
nicht, geht es hier nicht darum, ob die Koeffizienten algebraisch sind, sondern darum, ob sie in K(ε, pi) liegen.
236VL 18 vom 7.7.1902, S. 37/3. Dabei ist nicht klar, warum bzw. in welchem Sinne die durch die Fi(x) modifizierten ε, pi
algebraisch sind.
237VL 18 vom 7.7.1902, S. 37/3. Er schrieb, er wa¨hle “z.B.” die algebraische Wurzel, benutzte aber im Folgenden die
algebraischen Konjugierten dieses θ.
238VL 18 vom 7.7.1902, S. 37/3.
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Ist ϕ(x) eine rationale Funktion mit Koeffizienten in K(ε, pi), dann gilt:
Sind also θ1, θ2, . . . θλ die λ conjugirten Wurzeln der Gleichung f(θ) = 0 so besteht eine Gleichung Aeq.
ϕ(θ1) ∼ 0 dann und nur dann, wenn sie fu¨r alle conjugirten gleichfalls erfu¨llt ist.239
Daraus folgt zuna¨chst, daß 1, θ, . . . , θn−1 eine Basis ist. Die ganzen algebraischen Zahlen von K(θ, ε, pi)
sind diejenigen, deren Mimimalgleichung in Bezug auf ℘ ganze Koeffizienten hat.240
Hensel erla¨uterte, wie man ein solches System analog zum zahlentheoretischen Fall erha¨lt und charakte-
risierte es folgendermaßen:
Man kann in K(θ, ε, pi) stets ein Fundsyst[em] θ(1), θ(2), . . . , θ(λ) ganzer algebraischer Zahlen so finden, dass
alle und nur die ganzen algebraischen Zahlgro¨ßen von K(θ, ε, pi) η ∼ u1θ(1) + · · · + uλθ(λ) und die
Discriminante D(θ(i)) = |θ(i)k |2 ist dadurch charakterisiert, dass sie fu¨r Bereich von ℘ von mo¨glichst niedriger
Ordnung ℘α. 241
Anschließend betrachtete er die ganzen algebraischen Zahlgro¨ßen mod ℘. Unter den pfλ inkongruenten
Zahlen mod ℘, na¨mlich u1θ
(1) + · · · + uλθ(λ) mit ui = v0 + v1ε + · · · + vf−1εf−1, vj ∈ {0, . . . , p − 1},
wa¨hlte Hensel wiederum eine derjenigen aus, die durch die minimale gebrochene Potenz von ℘ teilbar
sind. Auch hier la¨ßt sich (aufgrund der Irreduzibilita¨t von f(θ)) diese Potenz wieder aus dem Absolutglied
der erfu¨llten A¨quivalenz ablesen.
Ist dann pi0 eine der Zahlen, die die minimale Potenz von ℘ enthalten, so ist letztere ℘
1
e0 , wobei e0 ein
Teiler von λ ist. Hensel fu¨hrte dann einen Primdivisor ℘0 ein, wobei η ∈ K(θ, ε, pi) genau ℘r00 entha¨lt,
wenn es genau durch ℘
r0
e0 teilbar ist.242
Kongruenzen modulo ℘0 Als na¨chstes wa¨hlte Hensel aus dem Fundamentalsystem mod ℘ ein solches
mod ℘0 mit f0 Elementen aus. Die Anzahl der modulo ℘0 inkongruenten ganzen algebraischen Zahlen
u1θ
(1) + · · · + ufθ(f0) (mit ui = v0 + v1ε + · · · + vf−1εf−1, vj ∈ {0, . . . , p − 1}) ist dann pff0 . Alle diese
Zahlen erfu¨llen modulo ℘ die Kongruenz xp
ff0 − x ≡ 0 (℘) bzw. xpff0−1 − 1 ≡ 0 (℘). Hensel setzte
fort:
Unter ihnen gibt es auch solche, welche keiner niedrigeren Kongruenz genu¨gen.243 Es sei ε0 eine solche, dann
jede Zahl η ≡ εr0 geho¨rt also zu K(ε0).244
Eine Zahl geho¨rt also zu K(ε0), wenn sie modulo ℘0 einer Potenz von ε0 kongruent ist. Mit dieser
Bezeichnungsweise folgerte Hensel:
Jede Zahl des Ko¨rpers K(ε0), welche der Congruenz η
pf − η ≡ 0 [genu¨gt], geho¨rt dem Ko¨rper K(ε) an.245
Von den Einheiten des Ko¨rpers K(ε0) bilden die Einheiten des Bereichs K(ε) einen Teilbereich oder Un-
terko¨rper.246
239VL 18 vom 7.7.1902, S. 37/3.
240Dies kann man an den Ausdru¨cken in K(ε, pi) ablesen.
241VL 18 vom 7.7.1902, S. 37/4. Die ui sind dabei ganz in K(pi, ε).
242Hensel nannte nur die Ergebnisse, da die Untersuchungen analog zu seiner fru¨heren Darstellung verliefen, vgl. VL 18
vom 7.7.1902, S. 38/1.
243In VL 19 begru¨ndete Hensel dies la¨nger.
244VL 18 vom 7.7.1902, S. 38/2, der letzte Halbsatz am Rand.
245Ist also einer Potenz von ε kongruent fu¨r den Modul ℘0, VL 18 vom 7.7.1902, S. 38/2. Hensel schrieb versehentlich
zweimal ’geho¨rt’.
246VL 19 vom 10.7.1902, S. 39/3, weiter “... wenn eine Zahl des Bereichs K(ε0) der Congruenz xp
f ≡ x genu¨gt, so ist sie
einer Zahl von K(ε) congruent.”
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Dann erfu¨llt ε0 die irreduzible Kongruenz
g(x) = (x− ε0)(x− εp
f
0 ) . . . (x− εp
(f0−1)f
0 ) ≡ 0 mod℘0
des Grades f0, die als symmetrische Funktion in ε0, ε
pf
0 , . . . Koeffizienten in K(ε) hat.
Darstellungen, Modifikationen und Konjugationen Hensel erhielt:
Jede ganze Zahl von K(θ, ε, pi) ist mod ℘0 einer und nur einer Zahl u0 + u1ε0 + · · · + uf0−1εf0−1 = V con-
gruent.247
Jede Zahlgro¨sse des Ko¨rpers K(θ, ε, pi) ist einer und nur einer Reihe η ∼ arpir0+ar+1pir+10 +. . . fu¨r den Bereich
von ℘0 a¨quivalent; und diese Aequivalenz bleibt bestehen, wenn fu¨r ε0 und pi0 ihre conjugirten setze.
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Speziell bilden also die e0f0 Zahlen 1 ε0 . . . ε
f0−1
0 pi0 pi0ε0 . . . pi0ε
f0−1
0 , . . . pi
f0−1
0 . . . pi
f0−1
0 ε
f0−1
0 ein Funda-
mentalsystem mod ℘, also ist e0f0 = λ.
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Anschließend modifizierte Hensel wiederum die Entwicklungszahlen ε0 und pi0: Im Moment erfu¨llt ε0 eine
irreduzible Kongruenz f0-ten Grades g(x) ≡ 0 mod ℘0 mit Koeffizienten in K(ε).
Kann dann wieder zu ε0 Multiple von pi0 so zufu¨gen, dass g(ε0) ∼ 0 | ℘0 wird.250
Hingegen erfu¨llt pi0 bereits eine A¨quivalenz, deren Koeffizienten in K(ε0, ε, pi) jedoch noch nicht abbre-
chen.251 Hensel konnte dann
durch fru¨here Methoden aus pi0 a¨quivalente Zahl so ableiten, dass
ψ0(x) = x
e0 + pice0−1x
e0−1 + · · ·+ pic0 ∼ 0 wird,
wo die ci abbrechende Reihen, also ganze algebraische Zahlen von K(ε, ε0, pi) sind, und c0 6≡ 0 mod ℘.252
Damit erhielt Hensel fu¨r jede Zahlgro¨ße in K(θ, ε, pi) eine Potenzreihe “a%pi
%
0 + a%+1pi
%+1
0 + . . . , wo ai
zu K(ε0, ε) geho¨ren.”
253 Zum Abschluß erwa¨hnte Hensel, daß die konjugierten Reihen wiederum eine
Zerlegung der erfu¨llten A¨quivalenz in Linearfaktoren ermo¨glichen:
Sehe aber, wenn η irgend eine solche Zahl, und η1 die zugeho¨rige Potenzreihe, und sind η1 η2 . . . ηλ die
λ = ef conjugirten Reihen die entsteh[en], wenn ε0 und pi0 die ef conjugirten Werte gebe, und ist G(y) ∼ 0
Aeq. des ef = λ-ten Grad, so ist auch hier G(y) ∼ (y − η1) . . . (y − ηλ).254
Der allgemeine Fall
Nachdem Hensel seine Ergebnisse zu Beginn der VL 19 noch einmal zusammengefaßt hatte, kam er auf
den allgemeinen Fall zu sprechen, in dem die Koeffizienten von f(θ) Potenzreihen in K(ε, pi) sind. Sein
Ziel war zu “zeigen, dass auch dann die Wurzeln in gleicher Weise darstellbar.”255
247VL 18 vom 7.7.1902, S. 38/3.
248VL 18 vom 7.7.1902, S. 38/3. Fu¨r den Bereich von ℘0 bedeutet nur, daß die dem Primdivisor ℘0 entsprechenden Reihen
betrachtet werden.
249VL 18 vom 7.7.1902, S. 38/3.
250VL 18 vom 7.7.1902, S. 38/3.
251Die A¨quivalenz kommt analog zum fru¨heren Fall durch die Entwicklung von
pi
e0
0
pi
zustande. Die Koeffizienten sind Reihen
nach ganzen Potenzen von pi, deren Koeffizienten zu K(ε0) geho¨ren, vgl. VL 18 vom 7.7.1902, S. 38/4.
252VL 18 vom 7.7.1902, S. 38/4. Damit ε0 selbst eine algebraische Zahl ist, mu¨ßte von dem modifizierten ε0 zu einer
algebraischen Wurzel der beschreibenden A¨quivalenz u¨bergegangen werden. Evtl. nahm Hensel an, dieser Schritt sei klar.
253VL 18 vom 7.7.1902, S. 38/4. Die zuvor vorkommenden pi sind dabei mit Hilfe von pi0 eliminiert worden.
254VL 18 vom 7.7.1902, S. 38/4. Die Konjugationen werden durch die θi induziert.
255VL 19 vom 10.7.1902, S. 40/2.
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Dazu wies er nach, daß sich ein Na¨herungswert fu¨r die Lo¨sung einer Na¨herungsgleichung schrittweise
zu einer Lo¨sung der eigentlichen Gleichung verfeinern la¨ßt. Er setzte f(x) ∼ f0(x) + piMf(x), faßte also
in f0(x) alle Glieder von f(x) bis zur M − 1-ten Ordnung zusammen. Dann gilt f ′(x) ∼ f ′0(x) +piMf
′
(x)
und ebenso f (r) ≡ f (r)0 mod piM fu¨r die weiteren Ableitungen.
Sei dann f0(x) wie oben dargestellt behandelt, ℘0 der Primdivisor von ℘ und x0 = arpi
r
0 + · · · + aspis0
“eine Wurzel von f0(x) ∼ 0 und soweit verla¨ngert, dass f0(x0) ≡ 0 | ℘M0 dann ist auch mindestens
f(x0) ≡ 0 | ℘M0 , f ′(x0) ≡ f ′0(x0) | ℘M0 ”.256
Sei σ die (endliche) Potenz von ℘0, die in f
′
0(x0) enthalten ist und µ > 2σ.
257 Ist dann ein x0 mit
f(x0) ≡ 0 | ℘µ0 gegeben, so geht es darum, ein ξ0 zu bestimmen, so daß f(x0 + ξ0) ≡ 0 | ℘µ+10 ist.
Betrachtet man die Glieder der Taylor-Entwicklung
f(x0 + ξ0) = f(x0) + ξ0f
′(x0) + ξ20
f ′′(x0)
2!
+ . . .
und wa¨hlt entsprechend der ersten beiden Glieder ξ0 = − f(x0)f ′(x0) , so ist ξ0 von der Ordnung µ−σ und alle
ho¨heren Glieder sind mindestens von der Ordnung k(µ− σ) > µ, da µ > 2σ (k = 2, 3, . . . ). Dieser Prozeß
la¨ßt sich fortsetzen und man erha¨lt:
Ist f(x) ∼ f0(x) + piMf(x) und ergibt die Auflo¨sung von f0(x) ∼ 0 fu¨r x eine Darstellung als Potenzreihe
innerhalb K(ε0, pi0), so wird auch f(x) durch eine Potenzreihe arpi
r
0 + . . . befriedigt, wenn nur M groß genug
habe, gro¨ßer als die Ordnungszahl der Diskriminante wa¨hle.258
Hensel ging also insbesondere nicht darauf ein, welcher Zusammenhang zwischen den Lo¨sungspotenzrei-
hen fu¨r verschiedenes M besteht.259
Die na¨chsten Festlegungen und Behauptungen traf Hensel strikt analog zum nicht-relativen Fall: Ist
F (x) ∼ f(x)g(x)h(x) [℘], so schrieb er
F (x) ∼ (x− γ1) . . . (x− γλ) · (x− δ1) . . . (x− δµ) · (x− ζ1) . . . (x− ζν)
und ordnete ℘ drei Primdivisoren ℘1, ℘2 und ℘3 zu. Deren in x enthaltene Potenz kann an den Anfangs-
gliedern der entsprechenden Potenzreihenentwicklungen abgelesen werden kann.260 Der Primfaktor ℘1
besitzt die Relativordnung e1, wenn pi
e1
1 ∼ pi und den Relativgrad f1, wenn die algebraische Zahl ε1 in
Bezug auf ε vom Grad f1 ist. Es ist ℘ ∼ ℘e11 ℘e22 ℘e33 und:
Jede algebraische Zahl und jeder Divisor von K(α) zerfa¨llt innerhalb von K(θ) auf eine einzige Art in ein
Product von Primdivisoren, welche vollsta¨ndig ebenso wie fru¨her characterisiert sind.261
Weiter kann man Zahlen in K(θ) konstruieren, die “fu¨r den Bereich beliebig gegebener Primdivisoren
beliebig vorgegebene Entwicklungen haben.”262
Hensel a¨ußerte sich nicht zu dieser Konstruktion. Vermutlich wollte er analog zum nicht-relativen Fall zu
256VL 19 vom 10.7.1902, S. 40/2, einer der Striche ist erga¨nzt worden. Wie angeku¨ndigt sind die Bezeichnungen aus VL
18 beibehalten. Auch Hensel a¨nderte sie vermutlich erst nachtra¨glich.
257VL 19 vom 10.7.1902, S. 40/2. N(f ′0(x0)) = D(f0(x)) kann nur eine endliche Potenz von ℘0 enthalten.
258VL 19 vom 10.7.1902, S. 40/3. Gemeint ist die Ordnungszahl der Diskriminante von f(x).
259Er sprach diese Frage erstmalig in [55, 1909] an.
260Dazu werden die jeweiligen Entwicklungen fu¨r θ in die rationale Funktion x = ϕ(θ) eingesetzt, wobei die Bestandteile
der Potenzreihen aus f0 etc. abgeleitet wurden. Hensel a¨ußerte sich dazu nicht.
261VL 19 vom 10.7.1902, S. 40/3.
262VL 19 vom 10.7.1902, S. 40/4.
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den verschiedenen Primdivisoren einer Primzahl Hilfszahlen konstruieren, die modulo genau einem der
Primdivisoren a¨quivalent Eins, modulo der anderen aber a¨quivalent Null sind. Mit Hilfe der so konstru-
ierten Elemente la¨ßt sich ein Fundamentalsystem modulo ℘ von K(θ) ableiten:
Es giebt stets ein Fundamentalsystem modulo ℘ fu¨r alle ganzen algebraischen Zahlen von K(θ)
θ(1) θ(2) . . . θ(n) und ist dadurch charakterisiert, dass fu¨r den Bereich von Primtheiler ℘ von K(α) a¨quivalent
Fundamentalsystem γ(1) . . . γ(λ), δ(1) . . . δ(µ), ζ(1) . . . ζ(ν) und es ist∣∣∣θ(i)K ∣∣∣2 = ∣∣∣γ(i1)K1 ∣∣∣2 ∣∣∣δ(i2)K2 ∣∣∣2 ∣∣∣ζ(i3)K3 ∣∣∣2 .263
Da Hensel mit endlichen Anfangsstu¨cken arbeitete, kommen hierbei nur Reihen in algebraischen Zahlen
vor. Insbesondere wa¨hlte er in dieser Theorie keine Wurzeln fu¨r A¨quivalenzen, deren Koeffizienten nicht
abbrechen.
Hensel definierte die Verzweigungszahl e1 von ℘1 wiederum so, daß die Ordnungszahl des ℘1-Anteils in
der Diskriminante u¨ber K(α) gerade f1(e1 − 1) ist bzw. der ℘1-Anteil der Diskriminante a¨quivalent zu
Nα(℘
e1−1
1 ).
Die Zusammensetzung der Diskriminante Zum Abschluß seiner Untersuchungen u¨ber Teilbarkeit
leitete Hensel noch ab, wie sich die absolute Diskriminante einer algebraischen Erweiterung aus den
Diskriminanten zweier Teilerweiterungen zusammensetzt, wenn man jeden Primdivisor einzeln untersucht.
Sei dazu K(θ) ein Ko¨rper der Ordnung mn und k ein Primdivisor des Grades F , der Ordnung ε und der
Verzweigungsordnung ε. Ist dann K(α) ein Unterko¨rper der Ordnung m, ℘ ein Primteiler von K(α), der
ein Vielfaches von k ist und dessen Grad f , dessen Ordnung e und dessen Verzweigungsordnung e ist, so
seien mit f0, e0, e0 Grad, Ordnung und Verzweigungsordnung von k in Bezug auf K(α) bezeichnet. Dann
gilt F = ff0, ε = ee0 und die Aufgabe ist, ε in Abha¨ngigkeit von e, e0, e, e0 zu bestimmen.
Hensel nutzte seine U¨berlegungen zu allen drei Erweiterungen: In K(θ) kann man ein Fundamentalsystem
fu¨r den Modul k aus einem Fundamentalsystem bezu¨glich k u¨ber K(α) und einem bezu¨glich ℘ u¨ber K(1)
zusammensetzen:
Dazu folgende einfache U¨berlegung: Sei λ0 = e0f0, λ = ef . Sei θ
(1), θ(2), . . . , θ(λ0) Fundamentalsystem mod
k fu¨r K(α) und α(1) . . . α(λ) Fundamentalsystem mod ℘ fu¨r K(1). Dann jede ganze Gro¨sse von K(θ) fu¨r
Bereich von k auf eine einzige Weise in Form u1θ
(1) + · · · + uλ0θ(λ0) wo jedes u = v1α(1) + . . . vλα(λ) d.h.
die λλ0 Elemente α
(i)θ(i0) (i = 1, 2, . . . λ, i0 = 1, 2 . . . λ0) bilden Fundamentalsystem fu¨r Bereich zu k fu¨r
K(θ, α). Also Diskriminante |α(i)θ(i0)|2 ist genau durch N(kε−1) = pF (ε−1) theilbar.264
Da sich diese Determinante aus den Determinanten der einzelnen Systeme zusammensetzen la¨ßt, erhielt
Hensel durch Zusammensetzung bzw. Umrechnung der Ordnungszahlen bezu¨glich k schließlich “ε =
e0(e− 1) + e0.”265
Dieses Ergebnis besagt, daß sich die k-Anteile der Diskriminante wie gewu¨nscht addieren: Von der unteren
Erweiterung kommt der Diskriminantenanteil e− 1, der mit e0 multipliziert wird, weil es ja um k ∼ ℘e0
geht. Dazu kommt die Verzweigungsordnung der oberen Erweiterung. Insbesondere gilt ε = e0, wenn ℘
nicht verzweigt war.
263VL 19 vom 10.7.1902, S. 40/4. Die Koeffizienten sind dabei fu¨r den Bereich von ℘ ganz in K(α).
264VL 20 vom 14.7.1902, S. 42/1.
265VL 20 vom 17.7.1902, S. 42/2. Die vorhergehende Gleichung in den Exponenten ist F (ε−1) = ff0e0(e−1)+ff0(e0−1).
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5.3.3 Der Abschluß - Zusammenspiel von Teilbarkeit und Gro¨ße
Einen interessanten Hinweis darauf, wie Hensel seine Objekte am Ende der Vorlesung betrachtete, gibt
die folgende in der vorletzten Vorlesung beginnende U¨berlegung fu¨r ein Element in y ∈ K(ξ):
Will jetzt Darstellung der Divisorenzerlegung geben, die auch die Gro¨ssendarstellung umfasst. Betrachte
Grundgleichung f(x) = 0. Sah zerfa¨llt fu¨r den Bereich jeder Primzahl in ν fu¨r Bereich p irred Factoren:
f(x) ∼ ϕ1(x)ϕ2(x) . . . ϕν(x) [p].
Dasselbe ist auch der Fall, wenn ihrer Gro¨sse nach betrachte, zerfa¨llt da in r = r1 + r2 Factoren ersten und
zweiten Grades und will daher dieselbe Aequivalenz ansetzen und als Bereich [p∞] dazusetzen, als Analogie
mit p∞ bei alg[ebraischen] Funct[ionen] einer Variablen.
Verteile nun die n Wurzeln x1x2 . . . xn willku¨rlich, aber fest so, dass jedem dieser Factoren so viele Wurzeln
zuordne, als sein Grad betra¨gt.266
Man kann also bei der Zuordnung der Wurzeln zu den Faktoren nichts falsch machen.
Fu¨r jeden der Faktoren ϕ(x) ∼ xr + a1xr−1 + · · · + ar sind die zugeordneten Wurzeln nach Poten-
zen von pi ∼ p 1e entwickelbar, wobei pi und e wie oben geeignet bestimmt werden. Ist dann f = re , so gilt:
“ar ist genau durch p
λf theilbar, wenn alle [Entwicklungen der] x durch p
λ
e theilbar [sind].”267
Hensel erinnerte an die Definition der Teilbarkeit durch die Primdivisoren und fu¨hrte entsprechende
Ordnungszahlen ein: Jeder der Faktoren von f(x) fu¨r den Bereich von p entspricht einem Primdivisor ℘
und y ∈ K(ξ) ist durch ℘λ teilbar, wenn ar durch pλf teilbar ist. Dann erha¨lt y die Ordnungszahl λ in
Bezug auf ℘.
Im Falle von p∞ traf er die Festsetzung ar = εe2λ = |y|2 und damit λ = ln |y|.
In der letzten Vorlesung faßte Hensel die Ergebnisse einheitlich zusammen und definierte Ordnungszahlen,
die die gewu¨nschte Gleichung
∑
[α] = 0 ermo¨glichen. Zuna¨chst hob er fu¨r “die Zahlen des natu¨rlichen
Bereichs” hervor,268 daß sie fu¨r den Bereich einer beliebigen Primzahl a¨quivalent einer wohlbestimmten
Reihe sind und eine Darstellung α = %pr = %er haben, wobei % eine Einheit mod p ist und r := ln pr = [α]
die Ordnungszahl definiert. Fu¨r den Bereich von p(∞) betrachtete er α = %e−r,269 wobei % eine Einheit
fu¨r den Bereich von p(∞) ist, und setzte als Ordnungszahl r = − ln |α| = ln | 1α | = [α].
Eine algebraische Gleichung F (x) = xn + A1x
n−1 + · · · + An = 0 kann fu¨r den Bereich jeder Primzahl
p eindeutig in ein Produkt irreduzibler Faktoren zerlegt werden, “deren Koeffizienten Potenzreihen in p”
und deren Grade λi = eifi sind.
270 Dies gilt auch fu¨r den Bereich von p(∞) mit “Potenzreihen mit 110”
als Koeffizienten.271 In ihm sind noch ei und fi festzulegen und Hensel wa¨hlte ei = 1 und fi = 1 oder 2
je nach dem Grad des irreduziblen Faktors.
266VL 23 vom 28.7.1902, S. 50/2, Hervorhebung B.P.
267VL 23 vom 28.7.1902, S. 50/3, Hensel schrieb versehentlich “ist”. Vermutlich meinte er, es sei klar, daß die Teilbarkeit
durch Potenzen von p anhand der Entwicklungen bestimmt werden soll.
268Also der rationalen Zahlen, VL 24 vom 31.7.1902, S. 51/1.
269Die Bezeichnung p(∞) ist neu.
270VL 24 vom 31.7.1902, S. 51/2.
271VL 24 vom 31.7.1902, S. 51/2.
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Sei ein fu¨r den Bereich von p irreduzibler Faktor f(x) = xλ − a1xλ−1 + · · · ± aλ gegeben. Fu¨r die
Wurzeln (α1, . . . , αλ) der A¨quivalenz f(x) ∼ 0 definierte Hensel:
Dann sagen wir diese Zahlgro¨ssen besitzen fu¨r den Bereich von p die Ordnungszahl r wenn
α ∼ %pr ∼ %er, r = rln p = [α] und % eine algebraische Einheit.272
Dann folgt aus der Irreduzibilita¨t von f(x), daß [α] = [a
1
λ
λ ] und daher auch
[α1] + [α2] + · · ·+ [αλ] = λ[a
1
λ
λ ] = [aλ]. Daraus folgt [α1]p + · · ·+ [αn]p = [An]p273
Benutzt man fu¨r den Bereich von r(∞) die obige Definition [α] = ln | 1α |, so gilt auch hier
[α1] + [α2] = [a2] bzw. im linearen Fall x− a = 0 trivialerweise [α] = [a], und damit
∑
[αi]∞ = [An]∞.
Hensel leitete sein finales Resultat ab, indem er das Ergebnis auf das Produkt der irreduziblen Faktoren
verallgemeinerte:
Also ist, wenn man die zweite Definition der Ordnungszahl adoptirt fu¨r jede complexe Zahl∑
[α1] + · · ·+ [αn] = ∑[α] = ∑[An] = 0!!!
Es sei nun η eine beliebige Zahl des Ko¨rpers so zerfa¨llt die Gleichung fu¨r η fu¨r jeden Bereich p oder p(∞) in
genau derselben Weise, und ihre Ordnungszahlen sind auch dieselben und es ist genau ebenso
∑
[η] = 0 fu¨r
jede algebraische Zahl.274
Dabei ist
∑
[α1] + · · · + [αn] =:
∑
[α] als Definition zu lesen. Die Zuordnung der algebraischen Wurzeln
zu den jeweiligen Faktoren fu¨r den Bereich von p dient also dazu, aus den Konjugierten die richtigen
Betra¨ge fu¨r diese Summe abzuleiten.
5.4 Neuformulierung 1904: Neue Grundlagen der Arithmetik
Der Inhalt dieser Arbeit entspricht an vielen Stellen dem des ersten Teils der Vorlesung von 1902.275 Um-
so bemerkenswerter ist die neue Form, die Hensel seiner Theorie gab. Ein Hauptgedanke dabei war, den
Akzent auf die neue Darstellung zu legen, die insbesondere fu¨r die negativen Zahlen qualitativ neuartig
war.276 Weiter fu¨hrte Hensel statt einer A¨quivalenz diesmal einen neuen Gleichheitsbegriff ein.277
Hensel begann seine Arbeit mit einer Einleitung, in der er sowohl fu¨r die Legitimita¨t seiner Theorie
argumentierte als auch die Hoffnung zum Ausdruck brachte, daß man mit ihrer Hilfe Aussagen u¨ber
transzendente Zahlen zeigen ko¨nne. Im anschließenden ersten Paragraphen erla¨uterte er die Sichtweise
fu¨r den Bereich von p und motivierte die Betrachtung unendlicher Potenzreihen als Zahlgro¨ßen fu¨r den
Bereich von p (modern: der p-adischen Zahlen). Im zweiten Abschnitt fu¨hrte er die vier Grundoperationen
272VL 24 vom 31.7.1902, S. 51/2. Die Wurzeln der A¨quivalenz mu¨ssen dabei keine algebraischen Zahlen sein.
273VL 24 vom 31.7.1902, S. 51/2 und 51/3.
274VL 24 vom 31.7.1902, S. 51/3. Es ist natu¨rlich nichts u¨ber transzendente Zahlen gesagt. Hensel begann anschließend
noch mit multiplikativen Darstellungen fu¨r den Bereich von p.
275Dies betrifft vor allem die Konstruktionen, Zuordnungen etc. Es soll hier nicht darauf eingegangen werden, inwiefern es
sich um die gleiche Theorie bzw. die gleiche mathematische Bedeutung handelt bzw. handeln ko¨nnte.
276Daher widerspricht die hier vertretene Interpretation Peter Ullrich, der formulierte: “Daß er im Laufe dieser Entwicklung
eine neue Art von Zahlen oder zumindest doch Zahlendarstellungen eingefu¨hrt hatte, irritierte Hensel dabei anscheinend
recht wenig,” [Ullrich, 1999, 135]. Es scheint vielmehr, als ob Hensel die neuen Zahlendarstellungen gerade als seine Leistung
ansah.
277Technisch erfolgte diese Einfu¨hrung wie die der reellen Zahlen und der Gleichheit zwischen ihnen im Zuge der Arith-
metisierung, z.B. bei Cantor oder Weierstraß. Zur Arithmetisierung vgl. [Petri/Schappacher, 2007] und die dort zitierte
Literatur.
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an diesen neuen Objekten systematisch ein. Mit deren Hilfe entwickelte Hensel im dritten Abschnitt die
Theorie der Gleichungen mit p-adischen Koeffizienten so weit, daß er im abschließenden vierten Abschnitt
einen konstruktiven Beweis fu¨r die eindeutige Zerlegung in irreduzible Polynome geben konnte (modern
gesprochen: ein Version von Hensels Lemma).
Die Einleitung
Da dieser Textteil entscheidend fu¨r die Position ist, die Hensel zu den neuen Objekten einnahm, wird er
Satz fu¨r Satz kommentiert:
In der Arithmetik sind die positiven ganzen Zahlen und nur sie durch die Natur gegeben; die Null, die negati-
ven, die gebrochenen, die irrationalen und die imagina¨ren Zahlen sind Symbole, welche man hinzugenommen
hat, um in dem erweiterten Gebiete alle Rechnungsoperationen ausfu¨hren zu ko¨nnen.278
Mit diesem Satz stellte Hensel sich eindeutig in die Kroneckersche Tradition, wonach die positiven ganzen
Zahlen natu¨rlich sind. Wa¨hrend Kronecker aber schon die Hinzunahme von Symbolen fu¨r die negativen
und die gebrochenen Zahlen problematisierte, sah Hensel diese Hinzunahme hier als unproblematisch
an.279
In welcher Weise man diese neu eingefu¨hrten Symbole bezeichnet, ist gleichgiltig.280
Zahlen sind also Symbole, die verschieden bezeichnet werden ko¨nnen. Vermutlich meinte Hensel, daß die
Zahlen als mathematische Objekte durch die Forderungen der Operationen bereits bestimmt sind, aber
noch verschiedene Bezeichnungen zulassen:
Ich mo¨chte in den folgenden Betrachtungen eine von der gewo¨hnlichen verschiedene Darstellung dieser Zahlen
einfu¨hren [...]281
Die Bezeichnung erfolgt also durch eine Darstellung.
[...] und zugleich die aus ihr folgenden neuen Prinzipien der Arithmetik zur Begru¨ndung einer neuen Theorie
der algebraischen Zahlen benutzen.282
Die neue Darstellung der Zahlen gibt eine so grundlegend neue Richtung vor, daß sie weitere Untersu-
chungen leiten kann. Hensel explizierte die angesprochenen Prinzipien nicht, formulierte aber die entspre-
chenden Parallelen in der Nachfolgearbeit [49, 1905].283
Ich bemerke dabei aber, daß man auf diesem Wege auch Mittel fu¨r die arithmetische Untersuchung der
transzendenten Zahlen erha¨lt, insbesondere ein Kriterium dafu¨r, ob eine Zahl algebraisch oder transzendent
ist; denn die vorliegenden Untersuchungen ergeben zum ersten Male eine notwendige Bedingung dafu¨r, daß
eine vorgelegte Zahl algebraisch und nicht transzendent ist, und zwar stimmt dieselbe wo¨rtlich mit dem
Cauchy-Puiseuxschen Kriterium fu¨r die algebraischen Funktionen einer Variablen u¨berein.284
Hensel behauptete also, die transzendenten Zahlen arithmetisch behandeln zu ko¨nnen. Die von ihm nur
angedeutete notwendige Bedingung besagt, daß eine algebraische Zahl im Bereich jeder Primzahl alge-
braischen Charakter haben muß. (Eine Zahl, die diese Bedingung nicht erfu¨llt, ist transzendent.)
278[47, 1904, 51].
279Damit folgte Hensel dem Vorgehen in Weierstraß’ Grundvorlesung. Eine Mitschrift einer solchen Vorlesung (vermutlich
aus dem Wintersemester 1882/83, vgl. [Petri/Schappacher, 2007, 352]) in Hensels Handschrift liegt in der Bibliothek des
mathematischen Instituts (IRMA) in Straßburg. Fu¨r technische und polemische Details der Kroneckerschen Ausfu¨hrungen
vgl. ebenfalls [Petri/Schappacher, 2007].
280[47, 1904, 51].
281[47, 1904, 51]. Hervorhebung B.P.
282[47, 1904, 51].
283Vgl. den Abschnitt 5.5.
284[47, 1904, 51].
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5.4.1 Betrachtungen in Bezug auf p
Nach Fixierung einer Primzahl p definierte Hensel zuna¨chst die Ordnungszahl einer ganzen positiven Zahl
A in Bezug auf p als α, wenn aα der erste von Null verschiedene Koeffizient in der eindeutigen Darstellung
(1.) A = aαp
α + aα+1p
α+1 + · · ·+ a%p% (ai ∈ {0, 1, . . . , p− 1})
ist. Eine Zahl der Ordnungszahl Null heißt Einheit modulo p und man erha¨lt eine eindeutige Darstellung
A = pαE, wobei α die Ordnungszahl von A und E eine Einheit modulo p ist. Fu¨r die Darstellung
B =
∑%
i=0 bip
i schrieb Hensel auch B = b0, b1b2 . . . bf “nach Analogie der Dezimalbru¨che”,
285 da die
ersten Ziffern dieser Darstellung bei der Untersuchung in Bezug auf p die wichtigsten sind:
Bei der Untersuchung einer Zahl A in bezug auf ihr Verhalten fu¨r die Primzahl p spielt ihre absolute Gro¨ße
eine ganz nebensa¨chliche Rolle; dagegen ist es von besonderer Wichtigkeit, welche Potenz von p sie als Faktor
entha¨lt, und welches ihre Anfangsglieder in der Darstellung (1.) sind.286
Hensel illustrierte seine Sichtweise durch ein Beispiel fu¨r Untersuchungen, in denen zwei sehr verschieden
große Zahlen austauschbar sind:
Fu¨gt man z.B. zu der Zahl 13 = 3+2 ·5 das Glied 4 ·510 hinzu, so kann die so sich ergebende sehr große Zahl
13 + 4 · 510 in allen Kongruenzen fu¨r eine Potenz 5h als Modul, deren Exponent h ≤ 10 ist, unbedenklich
fu¨r 13 gesetzt werden und umgekehrt. Fu¨r alle derartigen Untersuchungen sind also die beiden Zahlen 3, 2
und 3, 2000000004 a¨quivalent, genau ebenso, wie die beiden gleich bezeichneten dekadischen Dezimalbru¨che
a¨quivalent sein wu¨rden, wenn keine ho¨here Genauigkeit als die einer Einheit der neunten Dezimalstelle
gefordert wird, oder wenn Zahlen von der Gro¨ßenordnung
(
1
10
)10
vernachla¨ssigt werden.287
Dabei sind die Kongruenzen nach Primzahlpotenzen mit kleinen Exponenten grundlegend, wa¨hrend die
mit den ho¨heren Exponenten auch weniger wichtige Unterschiede sichtbar machen.
Die hier angesprochene Redeweise, reelle Zahlen a¨quivalent zu nennen, wenn sie sich um weniger als eine
vorgegebene Genauigkeit unterscheiden, stammt von Kronecker.288
Anschließend fu¨hrte Hensel eine neue Ordnung der Zahlen ein, die der Betrachtungsweise “fu¨r den Bereich
von p” Rechnung tra¨gt:289
Von zwei Zahlen B = b0, b1b2 . . . und C = c0, c1c2 . . . soll B fu¨r den Bereich von p gro¨ßer als C heißen, wenn
von den Differenzen b0 − c0, b1 − c1 die erste nicht verschwindende positiv ausfa¨llt.290
Die Bezeichnung hierfu¨r ist B > C (p). Um diese Ordnung noch greifbarer zu machen, definierte
Hensel eine rationale Maßzahl, fu¨r die die unwichtigeren Ziffern einen kleineren Beitrag leisten. Fu¨r
B = b0, b1b2 . . . ist diese definiert als B :=
∑%
i=0 big
−i ( mit einem g > p ganz).291 Dann ist diejenige
Zahl gro¨ßer fu¨r den Bereich von p, die die gro¨ßere Maßzahl hat.
Die Folge der Bk =
∑k
i=0 bip
i nannte Hensel die Na¨herungswerte von B fu¨r den Bereich von p,
285[47, 1904, 52].
286[47, 1904, 52].
287[47, 1904, 52].
288Fu¨r den Kontext dieses Konzepts vgl. [Petri/Schappacher, 2007, 358] und [Kronecker, 1891, 266] bzw. [Kronecker, 1888,
90].
289[47, 1904, 52].
290[47, 1904, 52].
291Fu¨r p = 2, 3, 5, 7 wa¨hlte Hensel g = 10.
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weil man sie bei allen Untersuchungen fu¨r B setzen kann, bei denen Vielfache von pk+1 vernachla¨ssigt
werden du¨rfen. Auf Grund der neu definierten Gro¨ßenanordnung unterscheiden sich dann die Na¨herungswerte
B0, B1, B2 . . . der Reihe nach um immer kleiner werdende Zahlen von B.
292
Fu¨r jede Betrachtung modulo pk+1 kann man also den Na¨herungswert Bk benutzen.
Die neu definierte Ordnung ist ein Teil von Hensels Strategie, eine fu¨r p spezifische, aber trotzdem
umfassende Sichtweise vorzustellen. Auch Hilbert hatte in den Grundlagen der Geometrie eine neue
Ordnung auf Elementen definiert, die er ebenfalls Zahlen nannte.293
Hensels Schritt, die natu¨rlichen Zahlen neu zu ordnen, ist a¨hnlich abstrakt aber etwas einschneidender,
weil er an einem elementareren Objekt durchgefu¨hrt wird.
Operationen mit den neuen Darstellungen fu¨r den Bereich von p
Bevor er die Operationen mit den neuen Darstellungen vorstellte, betrachtete Hensel nichtreduzierte
Darstellungen B = b0 + b1p+ · · ·+ bσpσ, wobei die bi beliebige positive ganze Zahlen sind. Er erla¨uterte
die linearen Bestimmungsgleichungen, die auf die eindeutig bestimmte reduzierte Form fu¨hren. Das Fazit
seiner U¨berlegungen war:
Schreibt man B in der abgeku¨rzten Form B = b0, b1b2 . . . so hat man von links nach rechts gehend jede Ziffer
durch ihren kleinsten Rest modulo p zu ersetzen und die na¨chste Ziffer um εi zu vermehren, wenn bei der
vorigen εip fortgelassen wurde.
294
Daran anschließend erla¨uterte er die Addition und Multiplikation von reduzierten Zahlen, die genauso
erfolgt wie bei gewo¨hnlichen Dezimalbru¨chen, nur das von links bzw. vorn begonnen wird: Die erhal-
tene nichtreduzierte Zahl wird in eine eindeutig bestimmte reduzierte Zahl umgewandelt. Als Ergebnis
formulierte Hensel:
Die Ordnungszahl eines Produkts ist gleich der Summe der Ordnungszahlen seiner Faktoren.
Die Summe oder das Produkt beliebig vieler Zahlgro¨ßen ergibt wieder eine Zahlgro¨ße derselben Art.295
Hier bezeichnete Hensel ganze positive Zahlen als ’Zahlgro¨ßen’. Es scheint, als habe er in der gesamten
Arbeit ’Zahl’ und ’Zahlgro¨ße’ synonym benutzt.
Die Einfu¨hrung der weiteren Operationen (Subtraktion und Division) begann Hensel mit dem Hinweis,
daß sich das Resultat einer solchen Operation mo¨glicherweise “nicht in dem bis jetzt definierten Bereiche”
findet,296 so daß man gezwungen sei, “denselben in geeigneter Weise zu erweitern.”297
Unter der Differenz A − B verstand Hensel eine “reduzierte Zahlgro¨ße C = c0, c1c2 . . . , welche der Be-
dingung B+C=A” genu¨gt,298 unter dem Quotient AB eine Zahlgro¨ße D, fu¨r die A = BD ist.
Er erla¨uterte zuerst das Verfahren der Subtraktion und anschließend die Bedingungen ihrer (eindeutigen)
Ausfu¨hrbarkeit:
Diese Operation ist immer ausfu¨hrbar und ergibt ein eindeutig bestimmtes Resultat, wenn die ganze Zahl A
im gewo¨hnlichen Sinne des Wortes gro¨ßer ist, als die ganze Zahl B oder ihr gleich ist.299
292[47, 1904, 54]. Hierfu¨r wu¨rde die Ordnungszahl ausreichen.
293[Hilbert, 1899, 48], fu¨r eine nicht-archimedische Geometrie. Hensel hatte im Sommersemester 1902 auch Vorlesungen
u¨ber die Axiome der Geometrie gehalten.
294[47, 1904, 54].
295[47, 1904, 55].
296[47, 1904, 56]. Es geht um den Bereich von p, also die neue Sichtweise auf die natu¨rlichen Zahlen.
297[47, 1904, 56].
298[47, 1904, 56].
299[47, 1904, 57]. Auch die Subtraktion erfolgt wie bei gewo¨hnlichen Dezimalbru¨chen, wobei von links begonnen wird.
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Anderenfalls mu¨sse das “Gebiet der positiven ganzen Zahlen in jedem Falle erweitert werden.”300
Hensel argumentierte, die gewo¨hnliche Erweiterung, bei der man “jeder Zahl A ein Symbol A′ = −A
zuordnet, welches durch die Gleichung A+A′ = 0 definiert wird”, wu¨rde
bei der Untersuchung der Zahlen in ihrem Verha¨ltnis zu der Primzahl p eine nicht naturgema¨ße Anordnung
aller Zahlensymbole herbeifu¨hren und die Einsicht in die hier geltenden Gesetze wesentlich erschweren.301
Hensel wollte daher “das Gebiet der positiven ganzen Zahlen in anderer Weise erweitern” und nach-
weisen, “daß in diesem gro¨ßeren Gebiete zuna¨chst die vier elementaren Rechenoperationen ohne jede
Beschra¨nkung ausgefu¨hrt werden ko¨nnen und stets zu eindeutig bestimmten Resultaten fu¨hren.”302
Zur Motivation zeigte er, daß es stets mo¨glich ist, ci ∈ {0, . . . p− 1} zu bestimmen, so daß
A−B ≡ Cσ =
∑σ
i=0 cip
i (mod pσ+1) gilt.
Die Zahl Cσ wu¨rde also nach der auf [S. 51] gegebenen Definition ein Na¨herungswert einer durch die Gleichung
A−B = C definierten Zahlgro¨ße sein.303
Zur Rechtfertigung seines weiteren Vorgehens beschrieb er die gewo¨hnliche Einfu¨hrung der irrationalen
Zahlen und speziell der Zahl pi folgendermaßen:
Untersucht man die Zahlen nicht in bezug auf ihr Verhalten modulo p, sondern wie gewo¨hnlich in bezug auf
ihre Gro¨ße, so wird man gezwungen, sogenannte irrationale Zahlen einzufu¨hren; so definiert man z.B. die
Zahl pi durch den unendlich fortgesetzten Dezimalbruch pi = 3, 14159265 . . . , weil man ein Mittel kennt, seine
Ziffern beliebig weit so zu berechnen, daß er der fu¨r pi geltenden Definitionsgleichung mit jeder vorgegebenen
Genauigkeit genu¨gt.304
Hieran schloß Hensel die Definition einer Zahlgro¨ße fu¨r den Bereich von p:
In derselben Weise wollen wir den Bereich der positiven ganzen Zahlen erweitern, indem wir jede begrenzte
oder unbegrenzte Reihe mit modulo p reduzierten ganzen Koeffizienten
C = c0 + c1p + c2p
2 + · · · = c0, c1c2 . . . als eine Zahlgro¨ße fu¨r den Bereich von p definieren, wenn eine
Vorschrift existiert, ihre Koeffizienten so weit zu berechnen, als man nur immer will.305
In diesem Bereich liegen nicht nur alle Differenzen, sondern auch alle Quotienten ganzer Zahlen, solange
der Divisor nicht durch p teilbar ist. Hensel zeigte, daß auch hier das Rechnen parallel zum Rechnen mit
Dezimalbru¨chen erfolgen kann.
5.4.2 Operationen mit den neuen Zahlgro¨ßen
Gleichheit und Definition u¨ber Grenzwerte
Der zweite Paragraph entha¨lt die U¨bertragung der fu¨r die positiven ganzen Zahlen gewonnenen Konzepte
auf die neu eingefu¨hrten Zahlgro¨ßen fu¨r den Bereich von p, wobei letztere jetzt auch als “Zahlen” be-
zeichnet werden.
300[47, 1904, 57].
301Beide Zitate [47, 1904, 57]. Verba¨nde man mit der Einfu¨hrung von −A die gewo¨hnliche Anordnung, so wa¨ren alle
negativen Zahlen von den positiven isoliert.
302Beide Zitate [47, 1904, 57].
303[47, 1904, 57f].
304[47, 1904, 58].
305[47, 1904, 58]. Durch diese im Berliner Umfeld u¨bliche (schwache) Konstruktivita¨tsforderung erha¨lt man modern ge-
sprochen nicht ganz Qp, vgl. das Ende von 1.2.2.
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Auch ein solches A = a0 + a1p+ a2p
2 + . . . fu¨hrte Hensel Na¨herungswerte Ak ein, betrachtete die Folge
dieser Na¨herungswerte und beobachtete, daß “[j]ede dieser ganzen Zahlen... ein Na¨herungswert fu¨r alle
auf sie folgenden Zahlen dieser Reihe” ist.306
Er nannte A den Grenzwert der Reihe der Ai und dru¨ckte “diese Beziehung durch die Gleichung A =
limk=∞Ak (p) aus.”307 Sowohl ’Grenzwert’ als auch die Formelschreibweise limk=∞ werden also durch
die Beziehung zwischen A und seinen Na¨herungswerten definiert. Hensel wies an dieser Stelle nicht expli-
zit darauf hin, daß eine Zahlgro¨ße fu¨r den Bereich von p auch durch alle ihre Na¨herungswerte bestimmt
ist.308
Nachdem er auch die Definition der Maßzahl u¨bertragen hatte, zeigte er, daß aus A = limk=∞Ak (p) im
gewo¨hnlichen Sinne A = limk=∞Ak folgt.309 Hensel nutzte die Maßzahl zur Erweiterung der eingefu¨hrten
Ordnung:
Von zwei Zahlen unseres Bereiches bezeichne ich diejenige als die gro¨ßere fu¨r den Bereich von p, deren
Maßzahl den gro¨ßeren Wert hat.310
Er merkte an, daß aus A > B (p) folgt, daß diese Ungleichung auch fu¨r Na¨herungswerte Ak und Bl
besteht, wenn k und l groß genug sind. Weiter u¨bertrug er die Begriffe Ordnungszahl und Einheit fu¨r den
Bereich von p, die nur den Anfang der Reihe beno¨tigen.
Hensel hatte also das Ziel, eine Ordnung zu definieren, die genauer als die Ordnungszahl unterscheidet.
Von der “nicht-optimalen a¨ußeren Form” dieser Definition zu sprechen,311 wird Hensels Intention nicht
gerecht.
Gleichheit definierte Hensel nicht mit Hilfe der Maßzahl, sondern er nannte A und A′ gleich, wenn ihre
Na¨herungswerte
fu¨r genu¨gend große Indizes kongruent sind fu¨r jede noch so hohe Potenz von p als Modul, wenn also fu¨r eine
beliebig hohe Potenz pM von p die Kongruenzen Ak ≡ A′l(mod pM ) bestehen, sobald k und l genu¨gend groß
angenommen werden.312
Hensel definierte die Gleichheit also nicht mit Hilfe eines Konzepts der Analysis (Konvergenz der Maß-
zahl), sondern u¨bertrug die Struktur einer Definition. Dabei entsprechen seine Kongruenzen modulo pM
fu¨r beliebig großes M den Ungleichungen |x− x0| < ε fu¨r beliebige kleines ε. Seine Definition der Gleich-
heit ist in diesem Sinne analog zu Cantors Definition fu¨r die Gleichheit reeller Zahlen und damit auch zu
der in Weierstrass’ Vorlesungen.313
306[47, 1904, 61].
307[47, 1904, 61].
308Genauer beno¨tigt man dazu nicht alle Na¨herungswerte, aber sie mu¨ssen konsistent sein und ihre Folge darf nicht
abbrechen (aber konstant werden).
309Daher ist die Beziehung zwischen Maßzahl und Reihe nicht so, wie Peter Ullrich in [Ullrich, 1998, 171] behauptet.
Tatsa¨chlich zeigte Hensel, daß bei bestehendem Grenzwert in seinem (arithmetischen) Sinn auch die Folge der Maßzahlen
der Na¨herungswerte im gewo¨hnlichen Sinn konvergiert.
Ullrich hingegen behauptet, Hensel habe die Maßzahl benutzt, um zu beschreiben, was es bedeutet, daß der Limes der
Summe
∑N
ν=n aνp
ν fu¨r N → ∞ existiert, damit seien also die Summen ∑∞ν=n aνpν nicht la¨nger nur formale, sondern
p-adisch konvergente Objekt,[Ullrich, 1998, 171]. Dies setzt aber auf eine wenig sinnvolle Weise den modernen Begriff von
’p-adisch konvergent’ voraus.
310[47, 1904, 61].
311[Ullrich, 1998a, 322]. Die Ordnung geho¨rt zur Gesamtszenerie, die Hensel einfu¨hrt.
312[47, 1904, 62].
313Vgl. [Petri/Schappacher, 2007]. Hensel zeigte nicht die Vollsta¨ndigkeit bezu¨glich der p-adischen Bewertung, wie [Ullrich,
1998a, 322] behauptet, denn er betrachtete keine beliebigen Folgen, sondern nur Folgen von endlichen Anfangsstu¨cken und
endliche Summen. (Diese sind fu¨r ihn nach Definition wohldefiniert bzw. fu¨r Ullrich konvergent.)
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Er folgerte daraus, daß zwei Zahlen genau dann gleich sind, wenn sie in reduzierter Form gleiche Ziffern
haben bzw. “die Grenzwerte der Masszahlen der Na¨herungswerte von A [und A′] einander gleich sind.”314
Anschließend ließ Hensel nicht-reduzierte Zahlen zu, wobei die Koeffizienten keine ganzen Zahlen sein
mu¨ssen, sondern “auch ebenfalls unendliche Reihen, d.h. allgemeine Zahlgro¨ßen unseres Bereiches” sein
ko¨nnen.315 Jede so definierte Zahlgro¨ße ist genau einer reduzierten Zahlgro¨ße gleich, wie Hensel durch
schrittweisen Koeffizientenvergleich zeigte.
Addition, Subtraktion, Multiplikation, sowie die Division von Einheiten definierte Hensel mit Hilfe der
Grenzwertnotation und der Na¨herungswerte:
A±B = lim
k=∞
(Ak ±Bk) (p), AB = lim
k=∞
(AkBk) (p) bzw.
E
E′
= lim
k=∞
Ek
E′k
(p).
Er begru¨ndete diese Definitionen mit der Entsprechung zu den Rechenvorschriften aus dem ersten Para-
graphen.316
Schreibt man A = paE mit einer Einheit E und beachtet, daß das Produkt zweier Einheiten wieder
eine Einheit ist, erkennt man, daß die Ordnungszahl eines Produktes gleich der Summe der Ordnungs-
zahlen der Faktoren ist. Insbesondere folgt Nullteilerfreiheit:
Das Produkt zweier Zahlen A und B ist genau dann und nur dann gleich Null, wenn einer der Faktoren Null
ist.317
Zulassung negativer Exponenten: der Ko¨rper K(p)
Auch der Quotient zweier Einheiten ist wieder eine Einheit, so daß man also fu¨r A = pαE und B = pβE′
erha¨lt: AB = p
α−β E
E′ . Hensel erweiterte den Bereich demgema¨ß noch einmal:
Damit also die Division zweier Zahlen unseres Bereiches durcheinander unbeschra¨nkt ausfu¨hrbar sei, ist
notwendig und hinreichend, daß wir auch solche Zahlgro¨ßen
G =
G−%
p%
+
G−%−1
p%−1
+ · · ·+ G−1
p
+G0 +G1p+ . . .
in denselben aufnehmen, welche eine negative Ordnungszahl haben, deren Entwicklung also mit einer endli-
chen Anzahl negativer Potenzen von p beginnt.318
Eine Zahl ohne negative Potenzen von p heißt ganz, eine mit endlich vielen negativen Potenzen von p
gebrochen. Die Ordnungszahl einer solchen Zahl sei dann −% < 0, wenn G = p−%E ist. Dann gilt der Satz:
Die Ordnungszahl des Quotienten zweier Zahlen ist gleich der Differenz der Ordnungszahlen von Za¨hler und
Nenner.319
Hensel nannte die
Gesamtheit aller Zahlgro¨ßen A = a%p
%+a%+1p
%+1 + . . . , deren Koeffizienten wohldefinierte Zahlen der Reihe
0, 1, . . . , p− 1 sind, und deren Ordnungszahl % eine beliebige positive oder negative ganze Zahl oder Null ist,
einen Zahlko¨rper
314[47, 1904, 62].
315[47, 1904, 62].
316[47, 1904, 64f]. Falls der Minuend A in A − B abbricht, muß man die Nulldarstellung 0 = p, p − 1 p − 1 . . . bzw.
0 = pr · (p, p− 1 p− 1 . . . ) benutzen, die Hensel zuvor [47, 1904, 62f] eingefu¨hrt hatte.
317[47, 1904, 64].
318[47, 1904, 66].
319[47, 1904, 66].
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und bezeichnete diesen mit K(p).320 Auch die “Gesamtheit aller gewo¨hnlichen positiven, negativen, gan-
zen und gebrochenen Zahlen” nannte er einen Zahlko¨rper, den er mit K(1) bezeichnete.321 Ohne weitere
Bemerkungen zur Ausdehnung der Operationen auf die gebrochenen Zahlen folgerte er:
Die bis jetzt durchgefu¨hrten Betrachtungen lehren dann, daß der Ko¨rper K(p) in der Weise abgeschlossen
ist, daß die vier elementaren Rechenoperationen auf zwei oder mehrere Zahlen des Ko¨rpers K(p) angewandt,
wieder zu Zahlen desselben Ko¨rpers fu¨hren. Nur muß man natu¨rlich die Division durch die Null ausschlie-
ßen.322
Eine rationale Gleichung zwischen Elementen von K(p), z.B. R(A, . . . ,D) = 0 (p) kann als
limk=∞R(Ak, . . . , Dk) = 0 (p) geschrieben und daher genau wie eine gewo¨hnliche Gleichung umgeformt
werden. Hensel formulierte dazu die Sa¨tze:
Denn es gelten auch hier die Sa¨tze:
Gleiches zu Gleichem addiert gibt Gleiches, Gleiches von Gleichem subtrahiert gibt Gleiches,
Gleiches mit Gleichem multipliziert gibt Gleiches, Gleiches durch Gleiches dividiert gibt Gleiches,
falls der Divisor Null ein fu¨r alle Male ausgeschlossen wird.323
Aus dem Vorhergehenden folgt, daß “jede Zahl des Ko¨rpers K(1) einer einzigen Zahl von K(p) gleich”
ist.324 Hensel zeigte weiter, daß der Teilbereich K(1) von K(p) genau die periodischen Zahlen von K(p)
entha¨lt.
Wesentlich dafu¨r ist, daß einer rein periodischen Zahl ein negativer echter Bruch entspricht, der p nicht
im Nenner entha¨lt.325 Weiter entsteht jede rationale Zahl aus einem negativen echten Bruch durch die
Operationen “Addition einer positiven oder negativen ganzen Zahl” bzw.“Multiplikation mit einer posi-
tiven oder negativen Potenz von p”, wobei die Zahl (gemischt) periodisch bleibt.326 Hensel betrachtete
diesen Beweis als analog zu dem der entsprechenden Aussage fu¨r Dezimalbru¨che.
5.4.3 Ganze und rationale Funktionen mit Koeffizienten in K(p)
Hensel begann auch den dritten Paragraphen mit der U¨bertragung einiger Begriffe. Der Gegenstand
sind rationale ganze Funktionen von x, deren Koeffizienten Zahlen des Bereichs K(p) sind: f(x) =
A0x
n + A1x
n−1 + · · · + An. Sind alle Koeffizienten nichtnegativer Ordnung, so handelt es sich um ei-
ne ganze ganzzahlige Funktion von x und eine solche heißt primitiv fu¨r den Bereich von p, wenn ihre
Koeffizienten nicht alle durch p teilbar sind. Dann kann man jede ganze ganzzahlige Funktion zerlegen:
f(x) = pδf0(x), wobei f0(x) primitiv und p
δ der Zahlteiler der Funktion heißt.
320[47, 1904, 66].
321[47, 1904, 66].
322[47, 1904, 66]. Da Hensel nicht genauer darauf einging, sind dies fu¨r ihn vermutlich die entscheidenden Eigenschaften
eines ’Zahlko¨rpers’. Hier scheinen die Elemente also (anders als die der Zahlko¨rper Dedekinds) keine komplexen Zahlen zu
sein. Hensel hatte aber weiterhin die Vorstellung, daß die Zahlgro¨ßen komplexen Zahlen entsprechen. Vgl. hierzu 5.6.
323[47, 1904, 67].
324[47, 1904, 67].
325Sei dazu zuna¨chst x = a0, a1 . . . aν−1 eine rein periodische Zahl in K(p). Dann ist
pνx = 0, 0 . . . 0a0a1 . . . aν−1, also x(1 − pν) = a0, a1 . . . aν−1 = m, wobei m < (1 − pν) eine positive ganze Zahl ist. Dann
ist − m
pν−1 = x ein echter Bruch.
Ist umgekehrt x = n1
m1
mit p 6|m1 und ist ν minimal mit n1|pν −1, dann folgt aus pν −1 = n1n die Gleichung x = − m1npν−1 =
m
1−pν = m(1 + p
ν + p2ν + . . . ) mit m = a0 + a1p+ . . . aν−1pν−1 und daher x = a0, a1 . . . aν−1.
326[47, 1904, 68].
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Die weiteren U¨berlegungen beschra¨nkte Hensel auf den Fall, in dem A0 = 1 und alle anderen Ai ganz-
zahlig sind. Bezeichnen A
(0)
i , A
(1)
i , . . . die Na¨herungswerte der Gleichungskoeffizienten, so soll fk(x) =
xn +A
(k)
1 x
n−1 + · · ·+A(k)n als Funktion mit ganzen positiven Koeffizienten der k-te Na¨herungswert von
f(x) fu¨r den Bereich von p heißen.327
Dann ist fk(x) ≡ fk−1(x) (mod pk), d.h. die einzelnen Koeffizienten unterscheiden sich nur um Vielfache
von pk, also fk(x) = fk−1(x) + Rk(x)pk mit einer ganzen ganzzahligen Funktion Rk(x) mit modulo p
reduzierten Koeffizienten. Hensel schrieb: “Wir ko¨nnen wieder setzen: f(x) = limk=∞ fk(x) (p).”328
Fu¨r die so eingefu¨hrten Funktionen mit Koeffizienten in K(p) betrachtete Hensel Resultanten und damit
auch Diskriminanten als rationale Funktionen der Koeffizienten.329 Dazu konstruierte er einen Limes (in
seinem Sinn), der den Zusammenhang zwischen Wurzeln und Koeffizienten der Na¨herungsgleichungen
nutzen half:
Eine symmetrische ganze ganzzahlige Funktion G(α
(k)
1 , . . . , α
(k)
n ) der Wurzeln α
(k)
i von fk(x) hat eine Dar-
stellung als ganze ganzzahlige Funktion G(A(k)1 , . . . , A(k)n ) der Koeffizienten A(k)j von fk(x). Hensel faßte
diese (fu¨r jedes k berechneten) ganzen Zahlen als Na¨herungswerte einer mit G(A1, . . . , An) bezeichneten
Funktion auf:
Bildet man also fu¨r die sa¨mtlichen Na¨herungswerte f0(x), f1(x), . . . dieselbe symmetrische Funktion
G(α
(0)
1 , α
(0)
2 , . . . , α
(0)
n ), G(α
(1)
1 , α
(1)
2 , . . . , α
(1)
n ), . . .
so ergeben die ihnen gleichen ganzen Zahlen
G(A(0)1 , A(0)2 , . . . , A(0)n ),G(A(1)1 , A(1)2 , . . . , A(1)n ), . . .
eine Reihe, fu¨r deren Glieder offenbar ebenfalls die Kongruenzen
G(A(k−1)1 , . . . , A(k−1)n ) ≡ G(A(k)1 , . . . , A(k)n ) (mod pk)
bestehen, sie sind daher die Na¨herungswerte der Zahl
G(A1, A2, . . . , An) = lim
k=∞
G(A(k)1 , . . . , A(k)n )
des Bereiches K(p), welche dieselbe ganze Funktion der Koeffizienten A1, . . . , An ist.
330
Damit erha¨lt man die Diskriminante D(f(x)) und die Eliminationsresultante R(f, g) von Funktionen
f(x) und g(x) mit Koeffizienten in K(p) als Grenzwert der Na¨herungswerte und damit als Element von
K(p).331
Ist eine Zerlegung F (x) = f(x)g(x) (p) bekannt, so leitete Hensel durch die angegebene Betrachtung
der Na¨herungswerte und den U¨bergang zum Limes die Gleichung
D(F (x)) = ±D(f(x))D(g(x))R2(f(x), g(x)) (p)
her, “welche fu¨r gewo¨hnliche Gleichungen bekannt, nunmehr also auch fu¨r Funktionen des Bereiches K(p)
bewiesen ist.”332
327[47, 1904, 79].
328[47, 1904, 70].
329Letztere erwa¨hnte er nur am Rande, [47, 1904, 71]. Die Diskriminante ist die Resultante einer ganzen Funktion mit
ihrer ersten Ableitung.
330[47, 1904, 71].
331Fu¨r beide ergibt sich daru¨berhinaus die bekannte Determinantendarstellung mit Hilfe der Koeffizienten von f(x) und
g(x), aus der sich die ganze ganzzahlige Funktion G ablesen la¨ßt.
332[47, 1904, 72]. Dabei wird die Darstellung der Resultante als symmetrisches Produkt der Wurzeldifferenzen benutzt.
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Hensel bezeichnete “die Gesamtheit aller ganzen oder gebrochenen Funktionen von x mit Koeffizienten
des Bereiches K(p)“ als den Bereich K(p, x), ”dessen Elemente sich durch die vier elementaren Rechen-
operationen wiedererzeugen.“333
Fu¨r diesen Bereich K(p, x) sind offenbar alle Methoden und Resultate der elementaren Algebra, soweit diese
nur rationale Operationen voraussetzen, ohne weiteres auch in dem Falle giltig, daß die Koeffizienten nicht
bloß rationale Zahlen von K(1), sondern beliebige Gro¨ßen des Bereiches K(p) sind. Ich will die wichtigsten
Sa¨tze dieser Art daher nur angeben.334
Hensel nannte neben der Taylor-Entwicklung den Satz, daß (x − ξ) ein Teiler von f(x) ist, falls f(ξ) =
0 (p). Schließlich fu¨hrte er noch den Zusammenhang zwischen der Vielfachheit des Teilers (x−ξ) von f(x)
und dem Verschwinden der (ho¨heren) Ableitungen von f(x) an. Die Teilbarkeit braucht im Allgemeinen
keine ganzzahligen Koeffizienten:
Eine Funktion f(x) heißt teilbar durch eine andere δ(x), wenn f(x) = δ(x)f1(x) und f1(x) eine ganze
Funktion ist.335
Der gro¨ßte gemeinsame Teiler von f(x) und g(x) kann mit Hilfe des Euklidischen Algorithmus’ dargestellt
werden, wobei in f(x)g1(x)+g(x)f1(x) = d(x) die g1(x) und f1(x) im Allgemeinen nicht ganzzahlig sind,
auch wenn f(x) und g(x) ganzzahlig waren.
Darstellung mit ganzzahligen Multiplikatoren
Nach dieser allgemeinen U¨bertragung von Grundkonzepten der Algebra auf rationale Funktionen mit
Koeffizienten in K(p) bewies Hensel noch ein etwas technischeres Resultat, das er fu¨r sein konstruktives
Verfahren im vierten Paragraphen brauchte. Dazu seien f(x) und g(x) teilerfremd mit ganzzahligen
Koeffizienten in K(p). Dann ist die Resultante von f und g von positiver Ordnung % > 0 und man
kann jede Funktion F , die mindestens diese Ordnung und genu¨gend geringen Grad hat, in der Form
F = fG1 + gF1 mit ganzzahligen G1 und F1 von komplementa¨ren Graden darstellen:
Sind also f(x) und g(x) zwei ganze ganzzahlige Funktionen von den Graden µ und ν, deren Eliminations-
resultante die Ordnung % hat, so kann man jede Funktion F (x) = prF0(x), deren Grad kleiner als µ + ν
und deren Zahlenteiler pr gleich oder gro¨ßer als p% ist, in der Form F (x) = f(x)G1(x) + g(x)F1(x) (p) so
darstellen, daß die Grade der komplementa¨ren Multiplikatoren F1(x) und G1(x) kleiner als µ und ν und ihre
Zahlteiler mindestens gleich pr−% sind.336
Seien f(x) = xµ +A1x
µ−1 + . . . Aµ und g(x) = xν +B1xν−1 + . . . Bν zwei teilerfremde ganze Funktionen
mit ganzen Koeffizienten des Bereichs K(p) und R(f, g) = p%E die Resultante, wobei E eine Einheit mod
p ist. Dann nutzte Hensel zuna¨chst die Determinantendarstellung der Resultante, um zu einer Darstellung
333Beide [47, 1904, 73].
334[47, 1904, 73], hier heißt es erstmals nur Gro¨ßen.
335[47, 1904, 73].
336[47, 1904, 76].
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von p%E zu gelangen:
R(f, g) = det

Aµ Aµ−1 . . . 1 0 . . . 0
0 Aµ . . . A1 1 . . . 0
. . . . . . .
0 0 . . . Aµ Aµ−1 . . . 1
Bν Bν−1 . . . 1 0 . . . 0
0 Bν . . . B1 1 . . . 0
. . . . . . .
0 0 . . . Bν Bν−1 . . . 1

(p)
Addiert man in dieser Determinante zu der ersten Spalte die der Reihe nach mit x, x2, . . . , xµ+ν−1 multi-
plizierten u¨brigen Spalten und entwickelt sie dann nach der ersten Vertikalreihe, so erha¨lt man leicht eine
Gleichung f(x)g1(x) + g(x)f1(x) = R(f, g) = p
%E (p), wo die komplementa¨ren Funktionen f1(x) und g1(x)
ho¨chstens vom (µ− 1)-ten und (ν − 1)-ten Grade sind und ganze Koeffizienten besitzen.337
Diese Gleichung dividiert man zuna¨chst durch E, multipliziert sie dann mit pr−%F0(x) und erha¨lt
f(x)(pr−%g1(x)) + g(x)(pr−%f1(x)) = prF0(x) (p).
Dividiert man anschließend g1(x) mit Rest durch g(x), so erha¨lt man g1(x) = g(x)λ(x) + g0(x) mit
reduziertem g0(x) vom Grad maximal ν − 1. Zieht man dann vom ersten Summanden f(x)g(x)λ(x) ab
und addiert es zum zweiten, so erha¨lt man
f(x)(pr−%g0(x)) + g(x)(pr−%f0(x)) = prF0(x) (p),
mit f0(x) = f1(x) + f(x)λ(x) und ein Gradvergleich ergibt, daß wie gewu¨nscht auch f0(x) maximal
µ− 1-ten Grad hat.338
Hensel nannte eine Funktion unzerlegbar bzw. irreduktibel fu¨r den Bereich von p, wenn sie nicht in Faktoren
niedrigeren Grades mit Koeffizienten ebenfalls in K(p) zerlegt werden kann. Am Beispiel der Gleichung
x2 + 1, die im Bereich K(5) nicht irreduzibel ist, illustrierte Hensel, daß “der Begriff der Irreduktibilita¨t
... hier wesentlich enger gefaßt [ist], als der entsprechende fu¨r den Bereich der gewo¨hnlichen ganzen Zah-
len.”339
U¨ber die Irreduzibilita¨t beweise man “genau wie in den Elementen der Algebra die folgenden Sa¨tze”:
Eine irreduktible Funktion ist in einer anderen entweder als Teiler enthalten oder sie ist zu ihr teilerfremd.
Eine irreduktible Funktion ist in dem Produkt zweier oder mehrerer ganzer Funktionen nur dann enthalten,
wenn sie in einem jener Faktoren enthalten ist.
Zwei Produkte irreduktibler Funktionen sind dann und nur dann gleich, wenn sie identisch sind.340
Hensel bemu¨hte sich offensichtlich darum, viele Aussagen in ein mo¨glichst umfassendes Szenario (fu¨r den
Bereich von p) zu u¨bertragen.
337[47, 1904, 75]. Nach Ausfu¨hrung der angegebenen Umformung stehen in der ersten Spalte die Elemente
f(x), xf(x), . . . , xµ−1f(x), g(x), . . . , xν−1g(x). Da die u¨brigen Spalten nur Elemente aus K(p) enthalten, kommt man durch
Entwicklung nach der ersten Spalte auf die angegebene Darstellung mit den Gradbeschra¨nkungen fu¨r f1 und g1.
338Diese Darstellung beinhaltet fu¨r G1 = pr−%g0(x) und F1 = pr−%f0(x) bereits die behaupteten Teilbarkeitsaussagen.
339[47, 1904, 76]. Er wa¨hlte (wie bereits in der VL 2 vom 1.5. 1902) das Beispiel x2 + 1 fu¨r den Bereich von 5, u¨ber das
er schrieb: “So ist z.B. x2 + 1 im Gebiete der rationalen Zahlen unzerlegbar, dagegen besteht innerhalb des Bereiches K(5)
die Zerlegung x2 + 1 = (x− 2, 121 . . . )(x− 3, 323 . . . )”, [47, 1904, 77].
340[47, 1904, 77].
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5.4.4 Hensels Lemma
Im abschließenden vierten Paragraph bewies Hensel den “fu¨r die ganze Theorie grundlegenden Satz”:341
Eine Funktion F (X) des Bereiches K(p, x) ist auf eine und nur eine Weise in irreduktible Faktoren zerlegbar,
und es gibt ein endliches Verfahren, um diese Faktoren mit jeder beliebigen Genauigkeit zu berechnen.342
Fu¨r den Beweis mußte Hensel nur noch konstruktiv die Existenz einer solchen Zerlegung nachweisen.
Dafu¨r reichte es aus, einen Faktor in zwei Faktoren zu zerlegen, falls dies mo¨glich ist.
Die Hauptidee ist, fu¨r δ groß genug aus einer Zerlegung mod pδ die Existenz einer Zerlegung in K(p, x)
zu folgern, indem eine Zerlegung mod pδ+1 konstruiert wird. Ob eine Zerlegung mod pδ besteht, kann
man in endlich vielen Schritten durch Probieren herausfinden. Die beno¨tigte Aussage ist heute (auch in
analogen Situationen) als Hensels Lemma bekannt:
Ist die Diskriminante von F (x) von der Ordnung δ,343 so zerfa¨llt die Funktion F (x) dann und nur dann in
Faktoren niedrigeren Grades, wenn ihr δ-ter Na¨herungswert Fδ(x) modulo p
δ+1 zerfa¨llt, und zwar entspricht
jeder Zerlegung Fδ(x) = f(x)g(x) (mod p
δ+1) eine eindeutig bestimmte Zerlegung
F (x) = f(x)g(x) (p) in der Weise, daß f(x) und g(x) Na¨herungswerte von f(x) und g(x) sind.344
Sei also Fr(x) ≡ f0(x)g0(x) (mod pr+1) und r gro¨ßer als die Ordnungszahl δ der Diskriminante D(F ).
Es sollen Korrekturterme f1 und g1 bestimmt werden, so daß
Fr+1(x) ≡ (f0(x) + f1(x))(g0(x) + g1(x)) (mod pr+2).
Hensels Idee war es, die Terme so zu bestimmen, daß f1(x)g1(x) automatisch durch p
r+2 teilbar ist, so
daß sein Ansatz lautete:
(1) f0(x)g1(x) + g0(x)f1(x) ≡ Fr+1 − f0(x)g0(x) (mod pr+2).
Schreibt man die rechte Seite in der Form (Fr+1(x)− Fr(x)) + (Fr(x)− f0(x)g0(x)), so sind beide Sum-
manden durch pr+1 teilbar.345 Die Ordnungszahl % der Resultante von f0 und g0 ist nach der Gleichung
D(F ) ≡ D(Fr) ≡ ±D(f0)D(g0)R2(f0, g0) (mod pr+1) kleiner oder gleich % ≤ δ2 ≤ r2 .
Da die rechte Seite von (1) mindestens die Ordnungszahl r + 1 hat, liefert der Satz aus dem dritten
Paragraphen die gesuchten Funktionen f1 und g1, die beide mindestens den Zahlteiler p
r+1−% haben.
Daher hat ihr Produkt wie gewu¨nscht die Ordnungszahl 2r + 2− 2% ≥ 2r + 2− r = r + 2.
Da man diesen Schritt beliebig wiederholen kann, erha¨lt man eine Zerlegung fu¨r den Bereich von p.
Einfache Anwendungen
Als Spezialfall hob Hensel hervor, daß die Zerlegung mod p bereits reicht, um die Irreduzibilita¨t von F (x)
in K(p, x) zu testen, falls p in der Diskriminante von F (x) nicht vorkommt.
Weiter diskutierte er die Auflo¨sung der allgemeinen quadratischen Gleichung x2 − A = 0 (p), da deren
Diskriminante D = 4A unmittelbar bekannt ist:
341[47, 1904, 77].
342[47, 1904, 77].
343Da die Diskriminante von F (x) als Element von K(p) konstruiert worden war, ist sie von endlicher Ordnung.
344[47, 1904, 80].
345Fu¨r den ersten Summanden folgt dies aus der Definition der Na¨herungswerte, fu¨r den zweiten aus der Voraussetzung
an f0 und g0.
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Dieselbe besitzt na¨mlich dann und nur dann zwei Wurzeln, wenn ihre linke Seite in diesem Bereich zerlegbar
ist.346
Diese Formulierung bezieht sich auf Wurzeln der Gleichung im eingefu¨hrten Bereich von p, nicht auf
Entwicklungen der gewo¨hnlichen Wurzeln. Die Betrachtung der Diskriminante ergab das Resultat:
Somit ergeben sich fu¨r die Auflo¨sbarkeit der Gleichung x2 −A = 0 (p) oder der Kongruenz
x2−A ≡ 0 (mod pk) fu¨r ein beliebig großes k die Bedingungen, daß erstens die Ordnung α des Koeffizienten
A = pαE eine gerade Zahl sein muß, ferner daß fu¨r ein ungerades p die erste Ziffer von E quadratischer Rest
von p, fu¨r p = 2 aber E von der Form 8h+ 1 sein muß.347
Zum Abschluß zog Hensel noch weitere Schlußfolgerungen:
Die Diskriminante einer Funktion F (x) aus dem Bereiche K(1, x) ist dann und nur dann durch p nicht teilbar,
wenn der erste Na¨herungswert F0(x) modulo p in lauter verschiedene Primfaktoren zerfa¨llt.
348
Ist na¨mlich p kein Diskriminantenteiler, so zerfa¨llt F0(x) mod p genauso wie F (x) (p) und die einzelnen
Faktoren sind auch mod p inkongruent. Ist aber p Diskriminantenteiler, so mu¨ssen zwei der Faktoren von
F0(x) mod p kongruent sein.
349
Zu einer fu¨r den Bereich von p irreduziblen Funktion F (x) muß außerdem F0(x) mod p kongruent zu
einer Potenz sein, da man sonst zu einer Zerlegung fu¨r den Bereich von p ka¨me.350
5.5 Anwendung 1905: U¨ber eine neue Begru¨ndung der Theorie der
algebraischen Zahlen
Diese Arbeit wurde im ersten Heft des Crelle-Bandes 128 abgedruckt, der wie Band 129 im Jahr 1905
erschien.351 In ihr begann Hensel damit, seine zahlentheoretischen Aussagen (z.B. aus [40, 1901]) mit
Hilfe der neuen Theorie und ohne Idealtheorie herzuleiten. Auch in dieser Arbeit argumentierte Hensel
mit fu¨r ihn ungewo¨hnlicher Sorgfalt.
U¨berblick
Hensel gliederte seine Arbeit in sieben Paragraphen, deren La¨nge zwischen 2 12 und 7
1
4 Seiten variiert.
Auf die Einleitung folgt ein erster Paragraph, in dem er systematisch die Eigenschaften des Begriffes
algebraisch ganz auf eine lokale Version algebraisch ganz fu¨r den Bereich von p u¨bertrug.352 Weiterhin
bestimmte er, durch welche gebrochene Potenz von p eine algebraische Zahl genau teilbar ist und wa¨hlte
ein Fundamentalsystem fu¨r die fu¨r den Bereich von p algebraisch ganzen Zahlen.
Im zweiten Paragraphen erweiterte er den algebraischen Zahlko¨rper n-ten Grades K(1, α) zu K(p, α).
Dazu ging er (mit Hilfe eines vollsta¨ndigen Restsystems modulo p) ebenso vor, wie bei der Konstruktion
von K(p) aus K(1) in [47, 1904] mit K(1). Elemente von K(p, α) sind dabei Potenzreihen nach Potenzen
346[47, 1904, 81].
347[47, 1904, 82].
348[47, 1904, 83].
349Hensel argumentierte jeweils mit den ersten Na¨herungswerten der Resultante.
350Dies folgt aus dem Verfahren im Beweis von Hensels Lemma, da man von einer teilerfremden Zerlegung mod p ausgehen
kann, [47, 1904, 84].
351Sie kann daher nicht von Reaktionen auf Hensels Vortrag im September 1905 beeinflußt sein.
352Der Begriff algebraisch ganz fu¨r den Bereich von p kam hingegen bereits in [29, 1897, 249] bzw. [40, 1901, 318] vor.
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von p, deren Koeffizienten aus dem vollsta¨ndigen Restsystem stammen.
Im dritten Paragraphen begann Hensel die Betrachtung des Spezialfalls, in dem die definierende Glei-
chung auch fu¨r den Bereich von p irreduzibel ist. Dabei zog er die auch in der Gleichungstheorie u¨blichen
Folgerungen aus der Irreduzibilita¨t.
Im zentralen vierten Paragraphen bestimmte er eine algebraische Primzahl pi als eines der Elemente, die
durch die minimale (gebrochene) Potenz von pi teilbar sind. Die zentrale Aussage ist, daß jedes Element
von K(p, α) eine Darstellung β = pide hat, wobei e ∈ K(p, α) eine Einheit fu¨r den Bereich von p ist.
Daraus folgt, daß es fu¨r eine algebraische Zahl x ∈ K(1, α) (insgesamt n) konjugierte Potenzreihenent-
wicklungen nach Potenzen von pi gibt.
Im fu¨nften Paragraphen u¨bertrug Hensel die Theorie der ganzen Zahlen modulo eines Primdivisors auf
die Untersuchung der fu¨r den Bereich von p ganzen Zahlen modulo pi.
Der sechste Paragraph entha¨lt neben einer Zusammenfassung der bisherigen Ergebnisse die Zielstellung,
auch im allgemeinen Fall fu¨r eine algebraische Zahl x ∈ K(1, α) insgesamt n Entwicklungen zu konstruie-
ren. Zentral in ihm ist eine weitere Version von Hensels Lemma, die es unter bestimmten Voraussetzungen
erlaubt, aus einem Na¨herungswert mittels des Newton-Verfahrens auf eine Lo¨sung der Gleichung in Po-
tenzreihenform zu schließen.
Daraus folgt zuna¨chst die Existenz von n Wurzeln einer fu¨r den Bereich von p irreduziblen Gleichung
n-ten Grades mit Koeffizienten in K(p) und damit auch die Existenz von n solchen Wurzeln fu¨r eine im
gewo¨hnlichen Sinn irreduzible algebraische Gleichung. Im siebenten Paragraphen leitete Hensel daru¨ber-
hinaus mit diesem Lemma auch die Existenz modifizierter Entwicklungselemente im erweiterten Ko¨rper
ab, die durch einfache Gleichungen u¨ber K(p) beschrieben werden ko¨nnen.
Einleitung
In der Darlegung seiner Zielstellung ging Hensel diesmal nicht auf die Untersuchung der transzendenten
Zahlen ein. Sein Ziel sei die “Untersuchung der algebraischen Zahlen fu¨r den Bereich einer beliebigen
Primzahl”, wobei er “im wesentlichen zu denselben Resultaten gelangt” sei, wie in der vorhergehenden
Arbeit fu¨r die rationalen Zahlen.353 Auf diese Ergebnisse lasse sich
eine Theorie der algebraischen Zahlen gru¨nden, welche vollsta¨ndig mit der durch Puiseux begru¨ndeten Theorie
der algebraischen Funktionen u¨bereinstimmt, und die auch auf die Untersuchung der algebraischen Einheiten
ausgedehnt werden kann, wie in einer spa¨teren Arbeit na¨her dargelegt werden soll.354
Gegenstand von Hensels Theorie sind demnach die algebraischen Zahlen.
5.5.1 Eigenschaften algebraischer Zahlen fu¨r den Bereich von p
Teilbarkeit durch (gebrochene) Potenzen von p
Hensel sah seinen ersten Paragraphen als Wiederholung an. Er behauptete, er ”erinnere” an
einige Definitionen und Elementarsa¨tze u¨ber die algebraischen Zahlen und ihre Teilbarkeit durch eine ganze
oder gebrochene Potenz einer Primzahl p.355
353[49, 1905, 1]. Hervorhebung B.P. Auf die von Hensel behaupteten Entsprechungen wird im Folgenden eingegangen.
354[49, 1905, 1].
355Beide [49, 1905, 1].
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Zuna¨chst definierte er, eine algebraische Zahl α sei algebraisch ganz fu¨r den Bereich von p, wenn sie
einer normierten Gleichung mit rationalen Koeffizienten genu¨gt, deren Koeffizienten fu¨r den Bereich von
p ganze Zahlen sind, deren Nenner also nicht durch p teilbar sind.
Hensel bezeichnete dies als die “allgemeinste Definition”.356 In seinen vorherigen zahlentheoretischen
Arbeiten war sie nie explizit. Sie ist analog zu den entsprechenden Definitionen in den Arbeiten zu
algebraischen Funktionen einer Variablen.357 Die folgenden Schlußfolgerungen gab Hensel unter Berufung
auf Webers Algebra (Bd. II, §149) an, in der sie jedoch nur fu¨r den Fall der gewo¨hnlichen algebraischen
Ganzheit gezogen werden:358
3. Jede Wurzel irgend einer algebraischen Gleichung ys + γ1y
s−1 + · · ·+ γs = 0, deren Koeffizienten modulo
p ganze algebraische Zahlen sind, ist selbst eine modulo p ganze algebraische Zahl.
4. Hieraus folgt speziell, daß eine Zahl α dann und nur dann modulo p algebraisch ganz ist, wenn irgend eine
Potenz β = αs von α mit positiven ganzzahligen Exponenten ebenfalls ganz ist.359
Damit kontextualisierte Hensel sich bewußt im Umfeld von Webers Lehrbuch der Algebra und betonte
dabei die Analogie seiner lokalen Begriffe zu den gewo¨hnlichen.
Sei K(1, α) der von α erzeugte Zahlko¨rper. Hensel untersuchte, wann ein β ∈ K(1, α) durch eine Po-
tenz von p algebraisch teilbar ist, d.h. wann der Quotient γ = β
pδ
eine modulo p ganze algebraische Zahl
ist.360 Sei dazu yn + b1y
n−1 + · · ·+ bn = 0 die von β erfu¨llte Gleichung mit rationalen Koeffizienten und
sei ci die Ordnungszahl von bi, also bi = p
ciei, wobei ei eine rationale Einheit modulo p ist. Dann erfu¨llt
γ die Gleichung
zn + pci−δe1zn−1 + pc2−2δe2zn−2 + · · ·+ pcn−nδen = 0,
d.h. fu¨r δ ≤ δ0 := min{ c11 , . . . , cnn } ist γ modulo p algebraisch ganz.
Eine Gleichung heißt primitiv, wenn alle Koeffizienten ganz modulo p sind und mindestens einer davon p
gar nicht entha¨lt. Ein Produkt primitiver Gleichungen ist primitiv.
Eine algebraische Zahl ist genau dann ganz fu¨r den Bereich von p, wenn der Leitkoeffizient der primitiven
Gleichung mit rationalen Koeffizienten, die sie erfu¨llt, eine Einheit modulo p ist.361
Hensel wies nach, daß γ fu¨r δ > δ0 modulo p nicht ganz ist, also β genau durch p
δ0 teilbar ist. In
der Vorlesung 1902 hatte er dies ebenso wie in den Arbeiten zu den algebraischen Funktionen als selbst-
versta¨ndlich angesehen.
Fu¨r ganzes δ ist die Aussage klar, da dann die angegebene Gleichung rationale Koeffizienten hat.
Fu¨r gebrochenes δ = rs zeigte Hensel zuna¨chst, daß γ
s ∈ K(1, α) nicht ganz modulo p ist. Sei dazu k(z)
die von γ erfu¨llte primitive Gleichung, deren ho¨chster Koeffizient also eine positive Potenz von p entha¨lt.
Dann erfu¨llt γs die Gleichung K(zs) = k(z)k(%z) . . . k(%s−1z) (wobei % eine s-te primitive Einheitswurzel
ist), die ebenfalls primitiv ist und deren ho¨chster Koeffizient ebenfalls keine Einheit mod p ist. Also ist
356[49, 1905,2].
357Vgl. auch VL 6 vom 26.5.1902. Den Begriff algebraisch ganz fu¨r den Bereich von p benutzte Hensel auch in [29, 1897]
und [40, 1901]. Dort thematisierte er ihn jedoch nicht.
358[Weber, 1899, 554ff].
359[49, 1905, 2]. Die Eigenschaft 3. wurde auch in der VL 5 vom 15.5.1902 angegeben.
360[49, 1905, 3]. ’Modulo p ganz’ ist gleichbedeutend mit ’fu¨r den Bereich zu p ganz.’
361[49, 1905, 3].
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γs und nach (4) auch γ nicht ganz modulo p.362
Hensel zog noch eine Schlußfolgerung u¨ber den Zusammenhang zwischen den Koeffizienten der dabei
betrachteten Gleichungen:
Ist β genau durch p
r
s teilbar, und ist in der primitiven Gleichung fu¨r
z = γ =
β
p
r
s
k(z) = zn + b1z
n−1 + · · ·+ bn = 0
der Koeffizient bn−ν von zν in der Reihe bn, bn−1, . . . der erste, welcher durch keine ganze oder gebrochene
Potenz von p teilbar ist, so ist auch in der Gleichung fu¨r u = γs
K(u) = un +B1u
n−1 + · · ·+Bn−νuν + · · ·+Bn = 0
der Koeffizient Bn−ν von uν ebenfalls der erste, welcher p gar nicht entha¨lt. Dies folgt unmittelbar aus der
Gleichung K(u) = k(z)k(%z) . . . k(%s−1z), wenn man links und rechts alle Koeffizienten fortla¨ßt, welche durch
eine, wenn auch noch so kleine, Potenz von p teilbar sind.363
Hensel setzte im Folgenden ein Fundamentalsystem γ(1), . . . , γ(n) fu¨r die modulo p ganzen algebraischen
Zahlen von K(α, 1) voraus, d.h.
daß alle modulo p ganzen Zahlen von K(α, 1) auf eine einzige Weise in der Form γ = c1γ
(1) + c2γ
(2) + · · ·+
cnγ
(n) mit modulo p ganzen rationalen Koeffizienten dargestellt werden ko¨nnen.364
Dann sind zwei Zahlen genau dann mod pr kongruent, wenn alle ihre Koeffizienten in dieser Darstellung
mod pr kongruent sind.365
Hinzunahme nichtperiodischer Entwicklungen
In §2 wollte Hensel “die Zahlen des Bereiches K(α, 1) ... fu¨r den Bereich der Primzahl p” untersuchen.366
Dazu fixierte er “zuna¨chst die modulo p reduzierten ganzen Zahlen von K(α, 1)”,367 d.h. das vollsta¨ndige
Restsystem modulo p, bestehend aus allen:
ε = e1γ
(1) + · · ·+ enγ(n) mit ei ∈ {0, 1, . . . , p− 1}.
Ein beliebiges γ = c1γ
(1) + c2γ
(2) + · · · + cnγ(n) aus K(α, 1) untersuchte Hensel fu¨r den Bereich von p,
indem er die rationalen Koeffizienten ci nach steigenden Potenzen von p entwickelte. Durch Zusammen-
fassen gleicher Potenzen von p erhielt er eine Reihe γ = ε%p
% + ε%+1p
%+1 + . . . (p) mit Koeffizienten aus
dem gewa¨hlten Restsystem modulo p. Dabei ist die Reihe ε%, ε%+1 . . . periodisch, da die Entwicklungen
der ci periodisch sind.
Hensel wies daraufhin, daß “bei der eben benutzten Definition der Gleichheit” (symbolisiert durch
= . . . (p) ) auch umgekehrt jeder periodischen Reihe eine Zahl von K(α, 1) gleich sei.368
Anschließend nahm Hensel nichtperiodische Entwicklungen hinzu. Der Bereich K(α, p) entha¨lt
362[49, 1905, 4]. An dieser Stelle wird deutlich, daß es Hensel bei seiner Begriffsbestimmung um alle algebraischen Zahlen
ging. Er nahm beno¨tigte Einheitswurzeln hinzu, bewegte sich also nicht strikt innerhalb eines Zahlko¨rpers.
363[49, 1905, 5].
364[49, 1905, 6].
365Dabei ist r > 0, r ∈ Z.
366[49, 1905, 6].
367[49, 1905, 7]. Diese ha¨ngen offenbar vom gewa¨hlten Fundamentalsystem ab.
368[49, 1905, 7]. Die Definition ist implizit, sie benutzt das Restsystem und die Gleichheit in K(p).
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die Gesamtheit aller derjenigen Zahlgro¨ßen γ = ε%p
% + ε%+1p
%+1 + . . . (p), deren Koeffizienten εr fu¨r jedes
noch so große r wohldefinierte modulo p reduzierte ganze Zahlen von K(α, 1) sind. Die Gesamtheit aller
dieser Zahlgro¨ßen soll der Bereich K(α, p) genannt werden; der Bereich K(α, 1) ist dann derjenige Teil von
K(α, p) welcher alle periodischen Reihen umfaßt.369
Auch hier bezeichnet ’Zahlgro¨ße’ bzw. ’Zahl’ aus K(α, p) eine Reihe, wobei die Beziehung zwischen einer
Reihe und ihrer Bezeichnung mit dem Symbol “= . . . (p)” gekennzeichnet wird.370 Am Ende der Seite
merkte Hensel an, daß % auch negativ sein kann und γ dann gebrochen heißt.371
Die Verknu¨pfungen definierte Hensel genau analog zu denen in K(p), worauf er explizit hinwies. Dazu
fu¨hrte er Na¨herungswerte γk ein, die von den Partialsummen γk = ε0 + · · ·+ εkpk gebildet werden. Dann
ist γk ≡ γk−1 mod pk.
[A]uch hier kann jede Zahl γ als Grenzwert ihrer Na¨herungswerte durch die Gleichung γ = limk=∞ γk (p)
definiert werden.372
Mit Hilfe der Na¨herungwerte definierte er wiederum Gleichheit:
Zwei Zahlgro¨ßen γ und γ′ heißen gleich fu¨r den Bereich von [p], wenn ihre Na¨herungswerte
γ0, γ1, γ2, . . . , γ
′
0, γ
′
1, γ
′
2, . . . fu¨r genu¨gend große Indizes und jede noch so hohe Potenz von p kongruent sind,
und dies ist wieder offenbar nur dann der Fall, wenn ihre Entwicklungskoeffizienten εr und ε
′
r fu¨r jeden Index
gleich sind.373
Anschließend definierte er γ ∗ δ = limk=∞(γk ∗ δk) fu¨r ∗ ∈ {+,−, ·, :}. Dabei bemerkte er nicht, daß der
von ihm definierte Bereich Nullteiler entha¨lt, so daß die Division nicht in allen Fa¨llen wohldefiniert ist.374
Er merkte noch an, daß man K(α, p) auch als den Ko¨rper aller rationalen Funktionen von α mit Koeffi-
zienten in K(p) definieren ko¨nnte.375
In der Vorlesung hatte Hensel diese Konstruktion zuna¨chst nur fu¨r den Fall einer irreduziblen Gleichung
durchgefu¨hrt, sie spa¨ter aber auch allgemein beno¨tigt.376
5.5.2 Der Fall der irreduziblen definierenden Gleichung
In §3 leitete Hensel Eigenschaften der Elemente von K(α, p) unter der Voraussetzung ab, daß α durch
eine Gleichung (1) f(x) = xn + a1x
n−1 + · · · + an = 0 mit ganzen rationalen Koeffizienten definiert
wird, die auch fu¨r den Bereich von p irreduzibel ist:377
Unter dieser Voraussetzung bestehen fu¨r die n Wurzeln α1, α2, . . . αn der Gleichung (1) innerhalb des Berei-
ches K(p) wo¨rtlich dieselben Sa¨tze wie fu¨r die Wurzeln einer innerhalb K(1) irreduktiblen Gleichung in dem
Bereiche K(1) und sie werden wo¨rtlich ebenso bewiesen.378
369[49, 1905, 8].
370Hensel benutzte im Folgenden zum Teil die Bezeichnung K(p, α), zum Teil K(α, p). Ich folge bei direkten Zitaten Hensel,
bei indirekten benutze ich stets K(α, p).
371[49, 1905, 8].
372[49, 1905, 8]. Wie in [47, 1904] leitete Hensel Na¨herungswerte aus einer Zahl ab und bescha¨ftigte sich nicht genauer mit
den formalen Bedingungen, unter denen Na¨herungswerte eine Zahl bestimmen.
373[49, 1905, 9]. Hensel schrieb versehentlich “Bereich von γ.”
374Bei der Division kann es passieren, daß die Reihe der Na¨herungswerte nicht konvergiert, weil sich bei der Beru¨cksichti-
gung der la¨ngeren Na¨herungswerte γk und δk auch die fru¨heren Stellen a¨ndern ko¨nnen.
375[49, 1905, 10]. Dazu benutzt man die Schreibweise γ = c1γ(1) + · · · + cnγ(n) mit ci ∈ K(p) und lo¨st die Elemente
des Fundamentalsystems in rationale Funktionen von α auf. Umgekehrt kann man eine rationale Funktion von α mit
Koeffizienten in K(p) auch mit Hilfe des Fundamentalsystems darstellen.
376Vgl. 5.3.1, im Absatz nach FN 198.
377In der Vorlesung hatte er diese Untersuchungen nur fu¨r die Elemente von K(α) durchgefu¨hrt.
378[49, 1905, 10].Die angesprochenen Sa¨tze beziehen sich auf K(p)[x] statt auf K(1)[x].
268
Der erste von Hensel angefu¨hrte Satz besagt, daß eine Wurzel der Gleichung (1) dann und nur dann einer
anderen Gleichung g(x) = g0x
m + g1x
m−1 + · · · + gm = 0 (p) mit Koeffizienten in K(p) genu¨gt, wenn
g(x) = f(x)g1(x) (p) gilt.
379 Gilt dann g(α1) = 0 (p), so folgt g(αi) = 0 (p) fu¨r i = 2, . . . , n. Ist
β = ϕ(α), so kann man die Konjugierten βi = ϕ(αi) bilden und erha¨lt:
Jede Zahlgro¨ße β des Bereiches K(α, p) genu¨gt nebst ihren Konjugierten einer Gleichung [g(y)] des n-ten
Grades, deren linke Seite innerhalb K(p) entweder selbst irreduktibel, oder die Potenz einer irreduktiblen
Funktion ist.380
Ist β eine ganze algebraische Zahlgro¨ße, g(y) also ganzzahlig, so folgt die analoge Aussage auch modulo
p:
Die Gleichung n-ten Grades, der irgend eine fu¨r den Bereich von p ganze algebraische Zahl β1 nebst ihren
Konjugierten genu¨gt, ist modulo p betrachtet kongruent einer Potenz einer modulo p irreduktiblen ganzen
ganzzahligen Funktion von y.381
Ableitung eines neuen Primelements
Hensels Ziel war es, “die algebraischen Zahlen genau ebenso fu¨r den Bereich von p darstellen zu ko¨nnen
wie fru¨her die rationalen Zahlen.”382 Dazu konstruierte er ein Primelement und benutzte geeignete lokale
Einheiten. Eine Einheit fu¨r den Bereich von p ist
eine ganze algebraische Zahlgro¨ße ε, deren reziproker Wert 1
ε
ebenfalls fu¨r den Bereich von p algebraisch
ganz ist.383
Dies ist offenbar genau dann der Fall, wenn die Norm der algebraischen Zahlgro¨ße eine rationale Einheit
modulo p ist.384 Hensel bewies (weiter unter der Voraussetzung, daß die Grundgleichung fu¨r α fu¨r den
Bereich von p irreduzibel ist):
Eine Zahl γ unseres Bereiches K(α, p) ist dann und nur dann durch keine ganze oder gebrochene positive
oder negative Potenz von p teilbar, wenn sie eine Einheit ist.385
Im Wesentlichen zeigte er dazu, daß eine ganze Zahl γ, die keine Einheit ist, mindestens durch p
1
n teilbar
ist. Sei dazu die Norm von γ durch p teilbar. Dann hat der erste Na¨herungswert g0(y) der von γ erfu¨llten
Gleichung n-ten Grades g(y) = 0 die Gestalt g0(y) = y
n, denn einerseits ist er durch y teilbar, weil der
Absolutkoeffizient von g(y) durch p teilbar ist, andererseits ist er die Potenz eines irreduziblen Faktors.386
Dann sind aber alle Koeffizienten von g(y) durch p teilbar und damit ist γ mindestens durch p
1
n teilbar.
Zerlegt man eine algebraische Zahl des Bereiches K(α, p) in β = p
r
s γ, wobei γ durch keine Potenz von p
teilbar ist, so muß zwar γ nicht in K(α, p) liegen, aber da γs in K(α, p) liegt und eine Einheit modulo
p ist, auch eine Einheit modulo p sein. Das Ergebnis nannte Hensel eine unmittelbare Erweiterung des
Resultats fu¨r die Zahlen von K(p):
379[49, 1905, 10f]. Aus g(α) = 0 folgt aufgrund der Irreduzibilita¨t von f , daß alle Wurzeln von f auch Wurzeln von g sind.
Damit ist g Teiler von f .
380[49, 1905, 11].
381[49, 1905, 12]. Vgl. das Ende von 5.4.4 und [47, 1904, 84].
382[49, 1905, 15].
383[49, 1905, 12].
384Die Gleichung fu¨r 1
ε
hat genau diese Norm in allen Nennern.
385[49, 1905, 13].
386Vgl. [47, 1904, 84] und den Text zu FN 349.
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Jede Zahl β kann auf eine einzige Weise in der Form β = p
r
s ε dargestellt werden, wo ε eine Einheit [fu¨r den
Bereich von p] bedeutet.387
Auf diese Darstellung fu¨hrte Hensel den Beweis zuru¨ck, daß eine algebraische Zahl genau dann durch p
r
s
teilbar ist, wenn ihre Norm durch pn·
r
s teilbar ist, denn aus βs = prεs folgt durch U¨bergang zur Norm
N(β)s = pnrN(εs) und N(β) = pn·
r
sN(εs)
1
s . Daraus folgt noch speziell, daß s ein Teiler von n sein muß.
Anschließend fand Hensel “eine gewo¨hnliche ganze algebraische Zahl des Bereichs K(p, α), welche die
niedrigste Potenz von p entha¨lt”,388 indem er aus dem modulo p reduzierten vollsta¨ndigen Restsystem
γ = c1γ
(1) + · · ·+ cnγ(n) mit ci ∈ {0, . . . , p−1} ein Element pi wa¨hlte, dessen Norm die minimale positive
Potenz von p als Ordnungszahl hat.
Weiter zeigte Hensel, daß pi genau durch ein p
1
e mit e|n teilbar ist: Wa¨re pi = p de ε0 mit teilerfrem-
den d und e, d 6= 1 und einer Einheit ε0 fu¨r den Bereich von p, so ga¨be es zwei ganze Zahlen d′, e′ mit
dd′ + ee′ = 1, und daher eine Zahl pi′ = pid
′
pe
′
= p
dd′+ee′
e εd
′
0 = p
1
e ε, die durch eine kleinere Potenz von p
teilbar ist, im Gegensatz zur Annahme.389
Dann ist jedes Element von K(α, p) durch eine ganzzahlige Potenz von pi genau teilbar:
Jede ganze oder gebrochene Zahl β des Bereiches K(p, α) kann auf eine einzige Weise in der Form β = pidε
dargestellt werden, in welcher d einen ganzzahligen Exponenten und ε eine Einheit bedeutet, welche dem
Ko¨rper K(p, α) selbst angeho¨rt. Wir nennen den Exponenten d die Ordnungszahl von β fu¨r den Bereich von
p.390
Auch diese Aussage folgt wie in der Vorlesung und wie bei Selling: Sei dazu β = p%ε und seien d und e
so bestimmt, daß de ≤ % < d+1e und also 0 ≤ %− de < 1e . Dann wa¨re βpid durch eine niedrigere Potenz als
p
1
e teilbar, im Widerspruch zur Voraussetzung u¨ber pi.
Es folgt, daß die Ordnungszahl eines Produkts bzw. eines Quotienten gleich der Summe bzw. Differenz
der Ordnungszahlen der Faktoren ist, sowie daß p die Ordnungszahl e hat.
Hensel fu¨hrte pi als “algebraische Primzahl” ein,391 und nannte
zwei algebraische Zahlen a¨quivalent fu¨r den Bereich von p, wenn sie sich nur durch eine Einheit des Ko¨rpers
K(α, p) unterscheiden. Dann ko¨nnen in allen Fragen der Teilbarkeit a¨quivalente Zahlen fu¨r einander als
Modul gesetzt werden.
Zwei Zahlen heißen kongruent modulo pid, wenn ihre Differenz die Ordnungszahl d hat.392
Er begru¨ndete explizit, warum er pi als algebraische Primzahl bezeichnete:
Die Zahl pi hat hier den Charakter einer Primzahl, denn es besteht offenbar der Satz: Das Produkt ββ′ zweier
Zahlen ist dann und nur dann durch pi teilbar, wenn mindestens einer seiner Faktoren durch pi teilbar ist.393
387[49, 1905, 15].
388[49, 1905, 16].
389[49, 1905, 16]. Vgl. dieses Argument bei Selling (4.2.2) und in der Vorlesung (5.2.3).
390[49, 1905, 16].
391[49, 1905, 17], Hervorhebung B.P.
392[49, 1905, 17].
393[49, 1905, 17].
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Entwicklungen nach Potenzen des Primelements
Anschließend wa¨hlte Hensel aus den pn mod p inkongruenten Zahlen ein vollsta¨ndiges Restsystem mod
pi aus. Sei dieses R = {ε(0) = 0, ε(1), . . . , ε(σ−1)}, wobei die σ − 1 letzten Elemente Einheiten modulo p
sind. Dann erha¨lt man fu¨r jede ganze Zahl γ des Bereiches K(α, p) eine eindeutige Darstellung der Form
γ = ε(0)pir + ε(1)pi1 + . . . (p) mit ε(r) ∈ R, indem man zuna¨chst fu¨r γ eine Beziehung γ = ε(0) + piγ(1)
findet und dann sukzessive fu¨r die auftretenden Reste γ(i) entsprechende Gleichungen einsetzt. Hensel
erla¨uterte, daß dabei
die Gleichheit wieder so aufzufassen ist, daß die Na¨herungswerte der rechts stehenden Reihe der Zahl γ fu¨r
jede noch so hohe Potenz von pi kongruent wird, wenn man diese Reihe nur weit genug verla¨ngert und dann
abbricht.394
Fu¨r ganze oder gebrochene Zahlen γ betonte Hensel die U¨bereinstimmung dieser Darstellung mit derje-
nigen in K(p):
Jede Zahl γ des Bereiches K(p, α), also auch jede Zahl des in diesem enthaltenen Bereiches K(1, α) la¨ßt sich
auf eine einzige Weise in der Form darstellen γ = ε(r)pir + ε(r+1)pir+1 + . . . (p), wo die Koeffizienten ε(i)
eindeutig bestimmte Zahlen [aus R] bedeuten. Diese Darstellung stimmt mit der u¨berein, welche G.d.A. S.
60 fu¨r die rationalen Zahlgro¨ßen des Bereiches K(p) eingefu¨hrt wurde.395
Hensel hob die wesentlichen Aspekte der Entsprechung, d.h. die Entwicklung nach Potenzen eines Prim-
elements und die Wahl eines Restsystems fu¨r die Koeffizienten, das aus Null und Einheiten fu¨r den Bereich
von p besteht, nicht noch einmal explizit hervor.
Fu¨r eine algebraische Zahl γ ∈ K(α) schloß Hensel aus der Existenz konjugierter Reihen darauf, daß
die Minimalgleichung von γ fu¨r den Bereich von p in Linearfaktoren zerfa¨llt:396
Bezeichnet man also die zu γ, pi und den Koeffizienten ε(k) geho¨rigen konjugierten algebraischen Zahlen durch
untere Indizes, so erha¨lt man fu¨r die n zu γ konjugierten algebraischen Zahlen γi die folgende Reihenent-
wicklung fu¨r den Bereich der Primzahl p:
γi = ε
(r)
i pi
r
i + ε
(r+1)
i pi
r+1
i + . . . (p), (i = 1, 2 . . . n)
und die Gleichung n-ten Grades fu¨r γ g(y) = yn + g1y
n−1 + · · · + gn = 0 zerfa¨llt fu¨r den Bereich von p in
die n konjugierten Linearfaktoren: g(y) = (y − γ1)(y − γ2) . . . (y − γn) (p) wo die n Zahlen γi die obigen
konjugierten Potenzreihen bedeuten.397
Die Bezeichnung ’fu¨r den Bereich von p in Linearfaktoren zerfallen’ ta¨uscht etwas daru¨ber hinweg, daß
hier ein spezieller Bereich von p im Hinblick auf dieses Ziel konstruiert wurde.
Untersuchungen modulo pi
Im folgenden Paragraphen §5 vereinfachte Hensel die Form des Restsystems mod pi. Zuna¨chst bestimmte
er dessen Kardinalita¨t als σ = pf mit ef = n, denn ein vollsta¨ndiges Restsystem modulo pie bzw. p hat die
394[49, 1905, 19].
395[49, 1905, 19]. Vgl. [47, 1904, 60]. Das ist eine Stelle, an der “Zahl” besonders eindeutig auch auf die allgemeineren
Elemente von K(p, α) referiert.
396Er formulierte dies fu¨r die Gleichung n-ten Grades, die ggf. eine Potenz der Minimalgleichung ist.
397[49, 1905, 19]. Wa¨re γ keine algebraische Zahl in K(α), so wu¨rde es die Gleichung g(y) = 0 auch nur fu¨r den Bereich
von p erfu¨llen.
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Gestalt e1 + e2pi+ · · ·+ ee−1pie−1, wobei die ei das ganze Restsystem R durchlaufen.398 Also ist σe = pn
und damit σ = pf .
Die folgenden Aussagen leitete Hensel “auf bekannte Art” ab.399 Da jede Einheit des Restsystems die
Kongruenz xσ−1 − 1 ≡ 0 mod pi erfu¨llt und pi prim ist, erha¨lt man
xp
f − x ≡
pf−1∏
k=0
(x− ε(k)) (modpi).
Weiter ist die Zerlegung der linken Seite mod p und damit auch mod pi bekannt und man erha¨lt fu¨r
variables x ∏
d|f
∏
i
g
(i)
d (x) ≡
σ−1∏
k=0
(x− ε(k)) (modpi).
Dabei ist das Produkt links “auf alle und nur die inkongruenten modulo p irreduktiblen Funktionen
auszudehnen..., deren Grad d ein Teiler von f ist.”400 Hieraus folgerte Hensel:
Eine modulo p irreduktible Kongruenz d-ten Grades besitzt modulo pi innerhalb K(p, α) dann und nur dann
eine Wurzel, wenn d ein Teiler von f ist; dann aber besitzt sie soviele Wurzeln, als ihr Grad angibt.401
Sei jetzt g(x) = xf + g1x
f−1 + · · · + gf eine der stets existierenden modulo p irreduziblen Funktionen
mit reduzierten ganzen Koeffizienten und ε eine ihrer Kongruenzwurzeln modulo pi aus K(α, p). Dann
heißt ε eine primitive Einheit, denn die pf Zahlen c0 + c1ε + · · · + cf−1εf−1 (ci ∈ {0, 1, . . . , p − 1})
sind mod pi inkongruent und bilden damit ein vollsta¨ndiges Restsystem mod pi. Man kann sie also in den
Entwicklungen benutzen bzw.:
Wir ko¨nnen und wollen daher in den fu¨r alle Zahlen von K(p, α) geltenden Darstellungen:
γ = ε(r)pir+ε(r+1)pir+1+. . . die Entwicklungskoeffizienten ε(k) stets als ganze Funktion von ε von niedrigerem
als dem f -ten Grade mit modulo p reduzierten Koeffizienten annehmen.402
5.5.3 Der reduzible Fall
Zusammenfassung und Ausblick
Bevor Hensel die gefundenen Ergebnisse im §6 auch auf den Fall einer fu¨r den Bereich von p reduziblen
Grundgleichung u¨bertrug, faßte er sie ausfu¨hrlich zusammen.
Genu¨ge also α einer fu¨r den Bereich von p irreduziblen Gleichung. Dann ist jedes Element von K(α, p) “ra-
tional durch die beiden Zahlen ε und pi desselben Ko¨rpers darstellbar”, woraus Hensel folgerte “K(p, α) =
K(ε, pi)”.403
Die Elemente links sind rationale Funktionen von α mit Koeffizienten in K(p) bzw. Reihen nach Potenzen
von p mit Koeffizienten aus einem vollsta¨ndigen Restsystem. Rechts hingegen stehen Potenzreihen nach
Potenzen von pi, deren Koeffizienten aus der endlichen Menge stammen, die die reduzierten Funktionen
398pie und p unterscheiden sich nur um eine Einheit modulo p aus K(α, p), so daß ein vollsta¨ndiges Restsystem modulo pie
auch ein solches modulo p ist.
399[49, 1905, 20].
400[49, 1905, 21].
401[49, 1905, 21]. Umgekehrt erfu¨llt jede der Zahlen von K(α, p) genau eine der Kongruenzen gd(x) ≡ 0 mod pi.
402[49, 1905, 22], Druckfehler Garde.
403[49, 1905, 22].
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kleineren als f -ten Grades von ε bilden.404 Die behauptete Gleichheit der Mengen beinhaltete fu¨r Hensel
vermutlich implizit noch Homomorphie.405
Hensel hatte zuvor schon die Analogie zu den Ergebnissen der Neue[n] Grundlagen der Arithmetik betont
und fu¨hrte jetzt explizit aus:
Wir haben so fu¨r alle Zahlgro¨ßen des algebraischen Ko¨rpers K(p, α) wo¨rtlich dieselbe Darstellung, wie wir
sie fru¨her (G.d.A.) fu¨r die Zahlgro¨ßen des rationalen Bereiches K(p) in der Reihe
A = e(r)pr + e(r + 1)pr+1 + . . . (p) gefunden hatten; nur tritt hier an die Stelle der Entwicklungszahl p die
algebraische Zahl pi ∼ p 1e und die Entwicklungskoeffizienten ε(i) ko¨nnen die pf algebraischen Werte (2a), die
Koeffizienten e(i) nur die p rationalen Werte (0, 1, . . . p − 1) annehmen. Da aber auch hier die Koeffizienten
ε(i) entweder gleich Null, oder Einheiten sind, so gelten alle a.a.O. fu¨r die elementaren Rechnungsoperationen
aufgestellten Definitionen und bewiesenen Sa¨tze wo¨rtlich auch fu¨r diese algebraischen Reihen.406
Als weiteres Ziel gab Hensel an, er wolle nachweisen,
daß die hier angegebene Erweiterung unseres Bereiches ausreicht, um alle n Wurzeln auch einer fu¨r den
Bereich von p reduktiblen Gleichung n-ten Grades fu¨r den Bereich von p als Potenzreihen darzustellen.407
Es behauptete an dieser Stelle also nur, seine Erweiterung sei bereits umfassend genug, um die alge-
braischen Wurzeln einer beliebigen Gleichung als Potenzreihen fu¨r den Bereich von p darzustellen. Die
Struktur des Ergebnisses nannte er vorab:
Wa¨hrend man aber im Falle einer irreduktiblen Funktion nur einen einzigen Cyklus konjugierter Reihen
erha¨lt, ergeben sich in dem allgemeineren Falle genau so viele Cyklen, als die Anzahl der fu¨r den Bereich
von p irreduktiblen Faktoren der Grundgleichung betra¨gt, und jeder derselben entha¨lt soviele konjugierte
Wurzeln, als der Grad des betreffenden Faktors betra¨gt; fu¨r jeden dieser Zyklen werden natu¨rlich die Zahlen
e und f und die algebraischen Zahlen pi und ε im allgemeinen verschieden sein.408
Existenz von Gleichungslo¨sungen in K(ε, pi)
Hat man eine ganze Gleichung mit ganzzahligen Koeffizienten aus K(1),K(p) oder K(ε, pi), so kann man
mit Hilfe des folgenden Satzes aus der Existenz eines geeigneten Na¨herungswertes auf die Existenz von
Wurzeln fu¨r den Bereich von p schließen:
Besitzt die Gleichung F (y) = 0 innerhalb K(ε, pi) einen Na¨herungswert γ, dessen Ordnungszahl r gro¨ßer ist
als die doppelte Ordnungszahl von F ′(γ), ist also der Quotient F (γ)
F ′(γ)2 von positiver Ordnung, so hat diese
Gleichung auch innerhalb K(ε, pi) eine Wurzel, welche aus jenem Na¨herungswert γ mit jeder vorgeschriebenen
Genauigkeit berechnet werden kann.409
Der Beweis beruht auf der Taylor-Entwicklung. Die Bedingung an die Ordnungszahlen besagt, daß der
dritte Term der Taylor-Entwicklung von so hoher Ordung ist, daß er nicht beru¨cksichtigt werden muß: Ist
404Hensel ging nicht darauf ein, daß jedes Element rechts auch einem Element links entspricht, eine solche Darstellung
erha¨lt man aber leicht, indem man jeweils die Koeffzienten von e aufeinanderfolgenden Gliedern zusammenfaßt.
405Er formalisierte dieses Konzept nicht und hielt es hier vermutlich fu¨r selbstversta¨ndlich. Sei
i : K(α, p)→ K(ε, pi) die Abbildung, die einer Potenzreihe nach Potenzen von p eine nach Potenzen von pi zuordnet. Dann
ist i(a ∗ b) = i(a) ∗ i(b) fu¨r a, b ∈ K(α, p) und ∗ ∈ {+,−, ·, :}.
406Hervorhebung B.P. Es scheint, als habe Hensel doch gesehen, was fu¨r Probleme das Rechnen mit beliebigen Restsystemen
bringen kann, [49, 1905, 23], vgl. [47, 1904, 60 - 67]. Damit es tatsa¨chlich pf algebraische Werte sind, kann und sollte man
ε aus K(1, α) wa¨hlen.
407[49, 1905, 23].
408[49, 1905, 23].
409[49, 1905, 24].
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γ ein Na¨herungswert mit F (γ) = δ(r)pir + . . . und F ′(γ) = ε(%)pi% + . . . mit r > 2%, so fu¨hrt der Ansatz
γ1 = γ + h mit h = ξ
(r−%)pir−% + . . . auf die Gleichung
F (γ + h) = F (γ) + F ′(γ)h+
F ′′(γ)
2!
h2 + · · · = (δ(r) + ε(%)ξ(r−%))pir + . . . ,
denn alle weiteren Glieder sind von ho¨herer Ordnung. Also la¨ßt sich die Einheit ξ(r−%) wie gewu¨nscht so
bestimmen, daß der Term der Ordnung r verschwindet, und dieses Verfahren la¨ßt sich fortsetzen.410
Mit Hilfe dieses Satzes zeigte Hensel, daß jede fu¨r den Bereich von p irreduzible Gleichung
F (y) = yn + b1y
n−1 + · · · + bn = 0 (p) mit ganzen Potenzreihen aus K(p) als Koeffizienten in einem
geeigneten K(ε, pi) eine Wurzel hat. Dazu betrachtete er den r-ten Na¨herungswert der Gleichung Fr(y),
wobei r gro¨ßer als die Ordnungszahl der Diskriminante von F (y) sei. Dann entwickelte er die (gewo¨hnli-
che) Wurzel dieser Gleichung mit ganzen Koeffizienten in eine Potenzreihe γ = ε(0) + ε(1)pi + . . . , so daß
F (γ) ≡ 0 mod pr. Dann ist auch F ′(γ) ≡ F ′r(γ) mod pr.
Hensel zeigte, daß F ′(γ) nicht durch p
r
n teilbar ist, denn sonst wa¨re auch F ′r(γ) durch p
r
n teilbar und
wegen N(F ′r(γ)) = D(Fr) ≡ D(F ) mod pr wa¨re D(F ) durch pr teilbar im Widerspruch zur Wahl von r.
Wegen r − 2 rn ≥ 0 ist also die Bedingung des Lemmas erfu¨llt.411
Sind γi die konjugierten Potenzreihen zu der so gewonnenen Wurzel γ1, so sind diese ebenfalls Wur-
zeln von F (y) = 0 (p) und Hensel schlußfolgerte F (y) = (y − γ1) . . . (y − γn) (p) fu¨r variables y. Ist
dann δ eine Wurzel aus einem anderen K(ε′, pi′), so behauptete Hensel, sie mu¨sse fu¨r den Bereich von p
einem der γi gleich sein. Diese Gleichheit bedeute auch hier, daß die Differenz δ− γi “durch jede noch so
hohe Potenz von p algebraisch teilbar sein muß.”412
Fu¨r eine irreduzible Gleichung mit Koeffizienten aus K(p) folgt der Satz:
Jede fu¨r den Bereich von p irreduktible Gleichung [n-ten Grades] besitzt fu¨r diesen Bereich genau n und
nur n Wurzeln, welche einen einzigen Cyklus von n konjugierten Potenzreihen bilden, die nach ganzen oder
gebrochenen Potenzen von p fortschreiten.413
Damit behandelte Hensel beliebige ganzzahlige Gleichungen F (x) = xn +A1x
n−1 + · · ·+An = 0:
Er zerlegte sie in fu¨r den Bereich von p irreduzible Faktoren, behandelte jeden dieser Faktoren einzeln
und erhielt daraus insgesamt n Wurzeln fu¨r die Gleichung F (x) = 0:
Es besteht also der Fundamentalsatz: Jede ganzzahlige Gleichung F (x) = 0 besitzt fu¨r den Bereich einer
beliebigen Primzahl p genau so viele Wurzeln, als ihr Grad angibt, und diese ordnen sich in so viele Zyklen
konjugierter Reihen an, als die Zahl der fu¨r den Bereich von p irreduziblen Faktoren betra¨gt.414
Dieses Ergebnis notierte er auch als eine “Zerlegung in Linearfaktoren” in der Form:415
F (x) = (x− γ1) . . . (x− γλ) · (x− δ1) . . . (x− δµ) · (x− ζ1) . . . (x− ζν) (p).
410[49, 1905, 24f]. Da die Ordnungszahl von F ′(γ) nicht steigt, bleibt die Bedingung an die Ordnungszahlen erfu¨llt.
411[49, 1905, 26]. Im gesamten Argument ist n ∈ N, n > 1.
412Dazu setzte Hensel δ in die Gleichung F (γ) ein und argumentierte (mit Nullteilerfreiheit), daß einer der Faktoren
verschwinden mu¨sse, [49, 1905, 27].
413[49, 1905, 28].
414[49, 1905, 29].
415[49, 1905, 29].
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Ein Problem dieser Formulierung ist, daß der Bereich, der die Potenzreihen zu allen drei Faktoren entha¨lt,
nicht nullteilerfrei sein muß.416 Eine Konstruktion eines nullteilerfreien Bereiches, in dem die gegebene
Gleichung in Linearfaktoren zerfa¨llt, lieferte Hensel erst in der von U¨berlegungen Steinitz’ angeregten
Arbeit [55, 1909].417
Modifikation der Entwicklungszahlen
Im abschließenden §7 modifizierte Hensel ε und pi, so daß sie Wurzeln einfacher Gleichungen fu¨r den
Bereich von p werden.418 Das Vorgehen entspricht dem in der Arbeit [40, 1902, §2], wird hier aber durch
das Lemma systematisiert. Ein Vorteil des modifizierten ε ist hier ebenso wie dort, daß bei konkreten
Rechnungen keine U¨bertra¨ge mehr beru¨cksichtigt werden mu¨ssen.419
Die Einheit ε war als Kongruenzwurzel einer modulo pi irreduziblen Kongruenz mit ganzzahligen, modulo
p reduzierten Koeffizienten
g(x) = xf + g1x
f−1 + · · ·+ gf ≡ 0 (mod pi) gewa¨hlt worden.
Das obige Lemma erlaubte es Hensel, diese durch eine mod pi kongruente Wurzel von g(x) = 0 (p) zu
ersetzen.420
Um auch pi zu modifizieren, konstruierte Hensel zuna¨chst eine von pi erfu¨llte Gleichung. Es ist pie =
pE = p(ε0 + ε1pi + . . . ) (p) mit einer Einheit E. Ersetzt man in der Entwicklung von E immer ho¨he-
re Potenzen von pi gema¨ß der Gleichung pie = pE, so erha¨lt man eine Eisensteingleichung (∗) ψ(pi) =
pie +Be−1pie−1 + · · ·+B0 = 0 (p), in der die Bi Potenzreihen aus K(pi, ε) sind, wobei B0 genau durch
p teilbar ist.421
Das neue pi soll ebenfalls genau durch p
1
e teilbar sein und eine Gleichung mit endlichen Koeffizienten
erfu¨llen, konkret einen geeigneten Na¨herungswert von (∗). Sei % die Ordnungszahl von ψ′(pi) (in Bezug
auf pi) und r := 2%, so erha¨lt man nach dem Lemma wie gewu¨nscht eine Wurzel pi von ψr(x) = 0 (p),
mit pi ≡ pi mod pi%.422
Fu¨r den Spezialfall, in dem e nicht durch p teilbar ist, ψ′(pi) also die Ordnungszahl e − 1 hat, zitier-
te Hensel seine Untersuchung [40, 1902, §2] fu¨r das Resultat, man ko¨nne ψ0(pi) = pie − B0 = pie − pε0
benutzen, wobei ε0 eine reduzierte Einheit ist.
416Die Gleichung ist damit zumindest keine u¨bliche Zerlegung in Linearfaktoren, weil sie den Schluß, eine Wurzel der
Gleichung mu¨sse einem der Faktoren entsprechen, nicht zula¨sst.
417[55, 1909, 200ff]. Sie liegt nicht im von der vorliegenden Arbeit behandelten Textkorpus, so daß sie hier nur am Rande
auftaucht. In einer Fußnote ([55, 1909, 186]) hob Hensel hervor, Steinitz’ noch unvero¨ffentlichte Abhandlung zur abstrak-
ten Ko¨rpertheorie [Steinitz, 1910] habe ihm wertvolle Anregungen gegeben. Steinitz nannte umgekehrt Hensels Arbeiten,
vermutlich vor allem [47, 1904], als Motivation. Hensel behauptete in [55, 1909, 189ff] nicht mehr, eine weitere Wurzel
mu¨ßte einer bereits konstruierten fu¨r den Bereich von p gleich sein. Stattdessen arbeitete er mit dem Konzept arithmetisch
a¨quivalent, das insbesondere beru¨cksichtigte, daß je nach Wahl von r verschiedene Wurzeln konstruiert wurden.
418Dabei sind die modifizierten ε und pi im Unterschied zur Vorlesung diesmal keine algebraischen Zahlen.
419Das u¨berlegt man sich leicht, wenn man sich klarmacht, wie man die urspru¨nglichen Entwicklungen berechnet bzw. mit
ihnen rechnet. Hensel a¨ußerte sich dazu nicht explizit.
420[49, 1905, 30]. Es hat g(ε) mindestens Ordnungszahl 1, g′(ε) jedoch Ordnungszahl Null.
421[49, 1905, 30]. Hensel bezeichnete die Einheit E irritierenderweise mit dem bereits vergebenen ε.
422[49, 1905, 31]. Es ist ψr(pi) mindestens von der Ordnung 2%+ 1, ψ′r(pi) hingegen genau von der Ordnung %, also ist das
Lemma anwendbar.
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Hensel faßte seine Resultate folgendermaßen zusammen:
Jede Gleichung n-ten Grades besitzt fu¨r den Bereich einer jeden Primzahl genau so viele von einander
verschiedene Wurzeln, als ihr Grad angibt. Jede derselben ist eine Potenzreihe in einem Bereiche K(ε, pi), in
welchem ε eine der Wurzeln der irreduktiblen Gleichung f -ten Grades
g(ε) = εf + gf−1ε
f−1 + · · ·+ g0 = 0 (p)
ist, und pi einer irreduktiblen Gleichung e-ten Grades
ψ(pi) = pie + pce−1pi
e−1 + · · ·+ pc0 = 0 (p)
genu¨gt, wo die ci bestimmte ganze Zahlen von K(ε) sind und c0 durch p nicht teilbar ist.
423
Zum Abschluß ku¨ndigte Hensel an, sein Vorgehen lasse sich auf die unendliche Stelle ausdehnen:
Das hier gegebene Resultat ist eine Erweiterung des Gaußschen Fundamentalsatzes der Algebra, daß jede
algebraische Gleichung genau so viele reelle und komplexe Wurzeln besitzt, als ihr Grad angibt, und daß
diese sich als reelle bezw. komplexe Dezimalbru¨che darstellen lassen.
Mit den hier gegebenen Mitteln la¨ßt sich dieser Gaußsche Satz ebenfalls beweisen, und man kann auf ihn
dann eine neue Theorie der Einheiten gru¨nden, welche mit der der idealen Zahlen wo¨rtlich u¨bereinstimmt.
Hierauf soll in einer spa¨teren Arbeit genauer eingegangen werden.424
5.6 Falsche Transzendenzbeweise 1905 in Meran
Am 26.9.1905 hielt Hensel auf Wunsch des Vorstandes der Deutschen Mathematikervereinigung auf der
Naturforscherversammlung in Meran einen Vortrag mit dem Titel U¨ber die arithmetischen Eigenschaften
der algebraischen und transzendenten Zahlen. In diesem wollte er die Leistungsfa¨higkeit seiner neuen
Methoden dadurch demonstrieren, daß er zeigte, wie sie gleich eine Reihe von Transzendenzbeweisen
ermo¨glichen. Die Fehlerhaftigkeit von Hensels Vorgehen wurde rasch erkannt. Dokumentiert ist, daß
Perron in seinem Habilitationsvortrag am 30.6.1906 Hensels Vorgehen so umformulierte, daß eine Lu¨cke
sichtbar wurde.425
5.6.1 Vorstellung der p-adischen Zahlen
Hensel begann seinen Vortrag mit einem Vergleich zwischen “den beiden gro¨ßten und wichtigsten Dis-
ziplinen der modernen Mathematik, der Funktionentheorie und der Zahlentheorie.”426 Er konstatierte
eine weitgehende Analogie bezu¨glich der Resultate bei großer Verschiedenheit der Methoden, wobei die
“Brauchbarkeit und Wirksamkeit ihrer Methoden sehr wesentlich zugunsten der Analysis ausfa¨llt.”427
Besonders hob er die genauere Erkenntnis der transzendenten Funktionen hervor, die die moderne Funk-
tionentheorie ermo¨glicht habe. Als Kriterium nannte er:
Eine eindeutige Funktion ist dann und nur dann transzendent, wenn sie mindestens eine wesentlich singula¨re
Stelle hat.428
423[49, 1905, 32]. Hier tritt also am Rande noch der “Koeffizientenko¨rper” K(ε) aus der Vorlesung auf, gemeint sind
endliche Ausdru¨cke in ε.
424[49, 1905, 32].
425Abgedruckt als [Perron, 1907].
426[52, 1905, 545].
427[52, 1905, 545]. Dies u¨berrascht weniger als Hensels Behauptung 1891, wo er quasi das Gegenteil behauptet hatte, vgl.
den Abschnitt “Die Einleitung” in 3.1.2 und [9, 1891, 1f].
428[52, 1905, 546].
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Solche kann man mit Hilfe von lokalen Darstellungen erkennen. Hensels behauptete, Transzendenzbeweise
fu¨r Zahlen gela¨ngen deshalb nicht, weil man keine weiteren Darstellungen zur Verfu¨gung ha¨tte. Also mu¨sse
man
versuchen, statt der einzigen Darstellung durch einen Dezimalbruch unendlich viele andere zu finden, von
denen jede einzelne uns einen neuen Aufschluß u¨ber das Verha¨ltnis jener Zahl zu einer bestimmten ganzen
Zahl gewa¨hrt.429
Daher habe er “jede rationale algebraische und transzendente Zahl γ fu¨r den Bereich einer beliebigen
Primzahl p durch eine Reihe” dargestellt.430 Weiter habe er gezeigt, daß sie “auf eine einzige Weise im
s.g. p-adischen Zahlensysteme, d.h. in dem System mit der Grundzahl p dargestellt werden kann.”431
Der Ausdruck p-adisch tritt hier erstmals auf, die Aussage ist jedoch kaum greifbar, da transzendente
Zahlen schwer zu beschreiben sind.432
Die angesprochene Darstellung sei bisher nur fu¨r die ganzen positiven Zahlen, welche “die Natur uns
liefert”,433 bekannt gewesen. Die u¨brigen Zahlen (negative, gebrochene, irrationale) seien
ja nur Rechnungssymbole [...], die man nach Belieben bezeichnen und mit ihnen rechnen kann[.]434
Der Status der Objekte ist wie in [47, 1904]: Die Zahlen sind Symbole, die vermutlich durch die Opera-
tionen bestimmt sind und die man daher beliebig bezeichnen kann.
Hensels Erla¨uterungen passen zum Grundlagen- und Methodendiskurs der Berliner Schule, zeugen aber
nicht von eigenem Interesse an den mathematikphilosophischen Fragen.
Rationale p-adische Zahlen
Zur Motivation seiner Einfu¨hrung der negativen Zahlen erinnerte Hensel daran, daß auch bei der Darstel-
lung rationaler Zahlen als Dezimalbruch unendliche Dezimalbru¨che zugelassen werden mu¨ssen, ihnen also
“das gleiche Bu¨rgerrecht mit den abbrechenden” gewa¨hrt werden muß.435 Mit a0, a1 . . . a% bezeichnete
Hensel die natu¨rliche Zahl a0 + a1p+ · · ·+ a%p%. Die Darstellung der negativen Zahlen gelingt,
wenn man dem Bereiche der abbrechenden p-adischen Zahlen a0, a1 . . . a% auch alle diejenigen Zahlen
a0, a1 . . . a%a%+1 · · · = a0 + a1p+ · · ·+ a%p% + . . .
adjungiert, deren Ziffern nicht abbrechen, fu¨r welche aber ein solches Erzeugungsgesetz gegeben ist, daß diese
Ziffern soweit, als man nur immer will, berechnet werden ko¨nnen.436
Diese Zahlen bezeichnete Hensel als rationale p-adische Zahlen und betonte, sie seien
also reine Rechnungssysmbole, mit denen in gleich anzugebender bestimmter Weise gerechnet wird, und von
denen ich nur weiß, daß alle abbrechenden p-adischen Zahlen mit den sa¨mtlichen positiven Zahlen identisch
sind.437
429[52, 1905, 546]. Diese Formulierung spricht Peter Ullrich (irritierenderweise) als Lokal-Global-Prinzip an, [Ullrich, 1999,
136].
430[52, 1905, 546].
431[52, 1905, 547]. Hervorhebung B.P.
432Da Hensels Beweisversuche indirekt waren, beno¨tigte er fu¨r sie die Aussage fu¨r transzendente Zahlen nicht.
433[52, 1905, 547].
434Fortsetzung: “vorausgesetzt nur, daß die fu¨r die positiven ganzen Zahlen geltenden Rechengesetze auch fu¨r sie ungea¨ndert
bestehen bleiben,”[52, 1905, 547]. Ich habe diese Permanenz der Rechengesetze in eine Fußnote verbannt, weil sie spa¨testens
seit den 1870er Jahren ein Allgemeinplatz der Diskussion war, den Hensel hier nur benutzte und nicht pra¨zisierte.
435[52, 1905, 547]. Staatsmetaphern wie das “Bu¨rgerrecht” sind in Aussagen von Mathematikern zu dieser Zeit nicht
ungewo¨hnlich, vgl. z.B. [Klein, 1895, 232] und [Minkowski, 1905, 451].
436[52, 1905, 547f], die ai sind aus der Menge {0, 1, . . . , p − 1}. Hensels Bestehen auf einem Erzeugungsgesetz ist dabei
wiederum typisch fu¨r die auf Weierstrass und Kronecker zuru¨ckgehende Berliner Tradition der Arithmetisierung.
437[52, 1905, 548].
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Daher fasse er die neu definierten Zahlgro¨ßen nicht als Summe der Elemente, sondern als Aggregat der
Ziffern auf. Die Operationen definierte er wiederum mit Hilfe der Na¨herungswerte, indem die Operatio-
nen mit den (endlichen) Na¨herungswerten die Na¨herungswerte des Ergebnisses ergeben. Zwei p-adische
Zahlen sind gleich, wenn ihre Na¨herungswerte genu¨gend hoher Ordnung fu¨r jede Potenz von p kongruent
sind. Hensel wies darauf hin, daß das elementare Rechnen “absolut ebenso wie mit den gewo¨hnlichen
Dezimalbru¨chen ausgefu¨hrt” wird, nur (in seiner Schreibweise) von links nach rechts.438
Hensels Vorstellungen standen jedoch in offenem Widerspruch zu seiner oben zitierten Behauptung, die
p-adischen Zahlen seien reine Rechensymbole, u¨ber die man (wenn sie nicht abbrechen) nichts wissen
ko¨nne. So behauptete er im Anschluß an die Definition der Operationen, die rationalen Zahlen seien mit
den periodischen p-adischen Zahlen “identisch”.439 Noch deutlicher zeigt sich diese Diskrepanz in der
folgenden Passage:
Der so gewonnene große Bereich der rationalen p-adischen Zahlen entha¨lt als Teilbereich die gewo¨hnlichen
rationalen Zahlen, aber noch unendlich viele algebraische und transzendente Zahlen. Jedoch ist er noch nicht
groß genug, um auch alle algebraischen zu umfassen; eine ho¨chst einfache Erweiterung dieses Gebietes fu¨hrt
uns aber zu allen diesen Zahlen.440
Algebraische p-adische Zahlen
Den daran anschließenden Exkurs u¨ber die Zerlegung einer algebraischen Gleichung
f(x) = a0x
n + a1x
n−1 + · · · + an = 0 (p) fu¨r den Bereich von p begann Hensel mit der Definition,
wann eine p-adische Zahl “konsequenter Weise” Wurzel einer solchen genannt werden soll,441 na¨mlich
wenn das Ergebnis bei Einsetzen eines ausreichend genauen Na¨herungswertes durch eine beliebig hohe
Potenz von p teilbar ist. Anschließend nannte er sein Resultat: In einem nochmal erweiterten Bereich
gibt es genau n (p-adische) Wurzeln ξi, mit deren Hilfe eine gewo¨hnliche Gleichung n-ten Grades in der
Form f(x) = a0(x − ξ1)(x − ξ2) . . . (x − ξn) (p) zerlegt werden kann. Damit ergebe sich “die ganze
Idealtheorie mit geradezu wunderbarer Einfachheit.”
Ich werde dies in einem hoffentlich noch in diesem Jahre erscheinenden Werke bis ins kleinste genau darlegen
und habe die elementarsten Untersuchungen bereits in mehreren Abhandlungen vero¨ffentlicht.442
Anschließend erla¨uterte Hensel die Gestalt der algebraische p-adische Zahlen genannten Objekte bzw.
Gleichungswurzeln. Diese sind hier Reihen nach Potenzen von pi = e
√
p, deren Koeffizienten εi (neben 0)
die (pf − 1) Potenzen einer primitiven pf − 1-ten Einheitswurzel annehmen ko¨nnen.443
Um ihre Einfu¨hrung zu rechtfertigen, bemu¨hte Hensel noch einmal die Parallele zwischen Qp und R:
Bei den algebraischen p-adischen Zahlen handle es sich um
neue Rechnungssymbole, denen wieder das gleiche Bu¨rgerrecht zu gewa¨hren ist, wie den positiven ganzen
Zahlen. Ihre Einfu¨hrung ist genau so notwendig, wie die Adjunktion der Zahl i, d.h. der Wurzel der quadra-
tischen Gleichung x2 + 1 = 0, und wir haben so das Resultat, daß jede Gleichung nten Grades n und nur n
438[52, 1905, 549].
439[52, 1905, 549].
440[52, 1905, 549].
441[52, 1905, 549].
442Beides [52, 1905, 550]. Wie bereits angemerkt, erschien das Buch erst 1908, [54, 1908]. Die angesprochenen Abhandlungen
sind [47, 1904] und [49, 1905].
443Zumindest fu¨r diesen Vortrag sah Hensel von den Fragestellungen im Zusammenhang mit konkreten algebraischen
Ko¨rpererweiterungen ab, die zu komplizierteren Konstruktionen fu¨r pi und εi gefu¨hrt hatten.
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algebraische p-adische Zahlen als Wurzeln hat, welche mit jeder vorgegebenen Genauigkeit berechnet werden
ko¨nnen.444
Wa¨hrend also die Zerlegung in Faktoren mit reellen Koeffizienten nur noch die Hinzunahme von i erfor-
dert, um zu den komplexen Wurzeln und Linearfaktoren zu gelangen, braucht man etwas kompliziertere
Bestandteile, um zu algebraischen p-adischen Wurzeln und Linearfaktoren fu¨r den Bereich von p zu ge-
langen.
Hensel erla¨uterte, daß man aus jeder p-adischen algebraischen Wurzel einer algebraischen Gleichung
λ = ef konjugierte Wurzeln erha¨lt.445 Sind diese ξ1, . . . , ξλ, so ist f0(x) = (x − ξ1) . . . (x − ξλ) ein
irreduzibler Faktor von f(x) mit rationalen p-adischen Koeffizienten. Es ergibt sich der Fundamentalsatz:
Jede Funktion nten Grades f(x) zerfa¨llt im Gebiete der rationalen p-adischen Zahlen auf eine einzige Weise
in irreduktible Faktoren
f(x) = f0(x)f1(x) . . . fν1(x).
Jeder einzelne dieser irreduktiblen Faktoren, gleich Null gesetzt, besitzt soviele Wurzeln als sein Grad angibt,
und diese bilden einen einzigen Zyklus konjugierter p-adischer Wurzeln der urspru¨nglichen Gleichung.446
Hensel hatte seine Theorie knapp vorgestellt, um Eigenschaften algebraischer Zahlen formulieren zu
ko¨nnen, die schlußfolgern lassen, eine Zahl sei nicht algebraisch, sondern transzendent:
1. Jede algebraische Zahl γ la¨ßt sich nach ganzen Potenzen von p
1
e entwickeln, mit e < n, n fest. (Eine
Zahl, die sich nur nach Potenzen von p
1
p entwickeln la¨ßt, muß transzendent sein.)
An dieser Stelle wird erstmals in diesem Vortrag eine Beziehung namens ’Entwickelbarkeit’ zwischen den
algebraischen Zahlen und den p-adischen algebraischen Zahlen behauptet, wa¨hrend es zuvor nur darum
ging, ob die p-adische Gleichung genu¨gend p-adische Wurzeln hat. Unklar ist an dieser Stelle vor allem,
wie man nachweisen ko¨nnte, daß sich eine (z.B. transzendente) Zahl nicht nach bestimmten gebrochenen
Potenzen von p entwickeln la¨ßt.
2. Jede algebraische Zahl genu¨gt einer irreduziblen p-adischen Gleichung λ-ten Grades, λ < n, n fest.
(Eine Zahl, fu¨r die λ mit p unbegrenzt wa¨chst, muß transzendent sein.)
3. Jede algebraische Zahl ist nur durch endlich viele Primzahlen (in ggf. gebrochener Potenz) teilbar.
(Eine Zahl, die durch unendlich viele Primzahlen teilbar ist, ist transzendent.)
Fu¨r alle drei Schlußfolgerungen beno¨tigt man fu¨r eine irgendwie gegebene Zahl x eine Definition, wann sie
durch eine (gebrochene) Potenz von p teilbar heißen soll. Eine solche hatte Hensel (außer fu¨r algebraische
Zahlen) noch nicht gegeben.
444[52, 1905, 551].
445Dabei werden fu¨r pi die verschiedenen e-ten Wurzeln aus p und fu¨r ε unabha¨ngig davon die Zahlen εp
j
mit j = 0, . . . , f−1
eingesetzt, [52, 1905, 551].
446[52, 1905, 551]. Hier wird die stets mitschwingende Aussage, daß die “minimale” lokale Konjugationsstruktur gefunden
wurde, durch die Formulierung “einziger Zyklus” angesprochen.
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5.6.2 Untersuchung von Reihen
Die “Untersuchung der transzendenten Zahlen”447 begann Hensel mit der Definition von Betrag und
Gro¨ße fu¨r den Bereich von p fu¨r algebraische p-adische Zahlen mit festem e und f . Dabei ha¨ngt anders
als in [47, 1904] die Gro¨ße nur von der Ordnungszahl r ab. Letztere ist durch γ = ε · p re definiert, wobei
ε eine Einheit fu¨r den Bereich von p ist. Der Absolutbetrag ist |γ| = p re .
Maßgeblich fu¨r die Anordnung ist die p-adische Gro¨ßendefinition, nach der eine Zahl sehr klein ist, wenn
r “eine sehr große positive Zahl”, hingegen sehr groß ist, wenn r “eine sehr große negative Zahl ist.”448
Da auch die Absolutbetra¨ge mit dem p-adischen Gro¨ßenbegriff versehen sind, ergibt sich der folgende
Umgebungsbegriff:
Ist x0 eine beliebige Zahl unseres Bereiches, so konstituieren alle Zahlen x desselben die Umgebung von x0,
fu¨r welche der absolute Betrag |x− x0| unter einer gewissen Grenze pε liegt.449
Hieran schloß Hensel die Betrachtung von Funktionen und Potenzreihen. Als Funktion bezeichnete er
eine fu¨r jeden Wert eines (p-adischen) Zahlbereichs in endlich vielen Schritten beliebig genau ausfu¨hrbare
Rechenvorschrift. Als Beispiel nannte er rationale Funktionen mit (gewo¨hnlichen) rationalen Koeffizien-
ten. Diese sind stetig und differenzierbar und die Ableitungen haben “dieselben Werte [...], wie bei der
gewo¨hnlichen Anordnung der Zahlen nach ihrer Gro¨ße.”450
Eine Potenzreihe y = a0 + a1x+ a2x
2 + . . . konvergiert genau da, wo sie berechenbar ist, d.h. x muß
alsdann auf ein Gebiet beschra¨nkt werden, fu¨r welches [...] y durch eine endliche Anzahl von Versuchen mit
jeder vorgegebenen Genauigkeit berechnet werden kann.451
Die Definition des Absolutbetrags sichert, daß eine gewo¨hnliche Reihe A0 + A1 + A2 + . . . konvergiert,
wenn die Reihe |A0|+ |A1|+ |A2|+ . . . ihrer Betra¨ge konvergiert.452 Hensel konnte daher den Konvergenz-
bereich einer Potenzreihe y = a0 +a1x+a2x
2 +. . . nach dem Satz von Cauchy-Hadamard folgendermaßen
bestimmen: Ist |an| = pαn und −%0 := lim inf αnn , “so konvergiert die Reihe y fu¨r alle Zahlen x = p%ε,
deren Exponent % > %0 ist.”
453
Mit Hilfe dieser Ergebnisse bestimmte Hensel den Konvergenzradius der e-Funktion. Er untersuchte die
“Konvergenz der Reihe
y = 1 +
x
1
+
x2
1 · 2 + · · ·+
xn
1 · 2 . . . n + . . .
fu¨r den Bereich der p-adischen Zahlen,”454 bestimmte also, fu¨r welche p-adischen Argumente die Reihe
fu¨r den Bereich von p konvergiert. Mit Hilfe einer Formel fu¨r die Ordnungszahl der Fakulta¨t in Bezug auf
447[52, 1905, 552].
448[52, 1905, 553]. Spa¨ter wurde es u¨blich, gleich pr zuzuordnen. Hensel nutzte hier die Freiheit der Definition auf eine
spezifische Weise, so daß es unglu¨cklich ist, u¨ber diesen Punkt (wie [Ullrich, 1998a, 322]) hinwegzugehen. Offenbar sollte fu¨r
Hensel (in diesem Text) der Betrag eng mit der Zahl verbunden bleiben, wa¨hrend die Neudefinition der Ordnung ihn nicht
sto¨rte.
449[52, 1905, 553]. Auch mit “unter” wird hier auf die p-adische Gro¨ße verwiesen.
450[52, 1905, 553]. “Eine Funktion y = f(x) heißt fu¨r die Stelle x stetig, wenn limh=0(f(x + h) − f(x)) = 0 (p) ist, sie
heißt differenzierbar, wenn
lim
h=0
f(x+ h)− f(x)
h
= f ′(x)
einen von dem Werte und von der Art des Abnehmens von h unabha¨ngigen Grenzwert besitzt,” [52, 1905, 553].
451[52, 1905, 554].
452Dies bedeutet, daß es fu¨r jedes r nur eine endliche Anzahl von Reihengliedern Ai gibt, die genau durch p
r
e teilbar sind.
453[52, 1905, 554]. Hierbei bedeutet ’>’ das gewo¨hnliche “gro¨ßer”.
454[52, 1905, 554].
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p erhielt Hensel das Resultat, die Reihe konvergiere fu¨r x = p
1
p−1+h · ε, wa¨hrend sie fu¨r x = p 1p−1−h · ε
divergiere.455
Hensel erla¨uterte explizit, daß die obige Potenzreihe im Fall p = 3 fu¨r jede Einheit (also z.B. x = 1)
divergiert, fu¨r jede durch p teilbare Zahl (also z.B. x = 3) hingegen konvergiert. Er faßte seine Sicht der
Situation fu¨r den Bereich von 3 folgendermaßen zusammen:
Hieraus folgt nicht, daß die durch jenes Element definierte Funktion y =
∑
xi
i!
fu¨r x = 1 unendlich wird,
sondern nur, daß dieses Funktionselement eben nicht zur Definition von y fu¨r die Umgebung der Stelle x = 1
benutzt werden darf.456
Eine p-adische Funktion kann also in verschiedenen Umgebungen durch verschiedene ’Funktionselemente’
beschrieben werden. Ein festes ’Funktionselement’ kann eine Funktion in einigen Umgebungen bechrei-
ben, in anderen hingegen nicht.
Hensel behauptete, die “auseinandergesetzten einfachen Prinzipien” gestatteten einen “Einblick in die
arithmetischen Eigenschaften der transzendenten Zahlen und Funktionen”, ihre Transzendenz sei nur
“die erste und einfachste” dieser Eigenschaften und er wolle die “Untersuchungsmethode” am Beispiel
der Exponentialfunktion erla¨utern.457
Der Beweisversuch
Im folgenden rekapitulierte Hensel Eigenschaften der Exponentialfunktion, um diese Eigenschaften auf
eine Exponentialfunktion fu¨r den Bereich von p zu u¨bertragen:
Ich definiere die Exponentialfunktion E(x) wie gewo¨hnlich durch die Funktionalgleichung E(x + y) =
E(x)E(y) mit der Maßgabe, daß E′(0) = 1 sein soll. Dann gelangt man auf dem gewo¨hnlichen Wege dazu,
daß E(x) einmal durch die Potenzreihe:
(10) E(x) = 1 +
1
x
+
x2
2!
+ . . .
definiert ist, sobald x innerhalb des Konvergenzbereiches dieser Reihe gewa¨hlt wird, das andere Mal durch
die Exponentialgleichung: (10a) E(x) = (E(1))x = ex, wenn eben unter e der Wert von E(1) verstanden
wird.458
Der folgende Abschnitt la¨ßt verschiedene Interpretationen zu:
Ich untersuche nun die so definierte Funktion fu¨r den Bereich einer beliebigen ungeraden Primzahl p; auch
fu¨r sie gelten die beiden soeben gefundenen Gleichungen (10) und (10a), die Reihendarstellung aber nur fu¨r
die Zahlen x, fu¨r welche jene Reihe konvergiert.459
Vermutlich meinte Hensel hier, er untersuche diejenige Funktion, die fu¨r den Bereich von p ebenso definiert
wird. (Und nicht: Die gerade definierte Exponentialfunktion werde fu¨r den Bereich von p untersucht.)
455Er erhielt αn
n
=
sn
n
−1
p−1 , worin sn die p-adische Ziffernsumme von n bezeichnet, denn die Ordnungszahl von n! bezu¨glich
p ist n−sn
p−1 . Daraus ergibt sich sofort %0 =
1
p−1 und damit die obige Aussage, [52, 1905, 554f].
456[52, 1905, 555].
457Alle [52, 1905, 555].
458[52, 1905, 555f].
459[52, 1905, 556].
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Diese hat dann p-adische Argumente.460
Hensel leitete aus den obigen Gleichungen (10) und (10a) fu¨r die neue Exponentialfunktion fu¨r den
Bereich von p mittels x = p eine irreduzible Gleichung fu¨r e ab. Es gilt:
E(p) = ep = 1 +
p
1
+
p2
2!
+
p3
3!
+ · · · = 1 + p(1 + a1p+ . . . ) = 1 + pε (p),
wobei ε eine “Einheit des p-adischen Zahlensystems” ist.461 Also erfu¨llt e die Gleichung yp = 1+pε, deren
Irreduzibilita¨t Hensel mit Hilfe der Substitution y = z + 1 und dem Eisensteinkriterium nachwies.462
Nach der (oben in Klammern stehenden) alternativen Interpretation wu¨rde man diese Gleichung direkt
durch Betrachtung der gewo¨hnlichen Gleichung fu¨r den Bereich von p erhalten. Es ist jedoch unwahr-
scheinlich, daß Hensel annahm, in einer relativ flexiblen Reihe ko¨nne die starre Information fu¨r eine Folge
von Kongruenzen kodiert sein. In spa¨teren Arbeiten nutzte er umgekehrt die Mo¨glichkeit, die Glieder ei-
ner (komplexen) Reihe so zu bestimmen, daß sie fu¨r ein p einen gewu¨nschten p-adischen Grenzwert hat.463
Fu¨r seinen indirekten Beweis nahm Hensel an, e sei Wurzel einer algebraischen Gleichung n-ten Gra-
des mit ganzzahligen Koeffizienten. Dann wu¨rde e dieser auch fu¨r den Bereich von p genu¨gen und wa¨re
daher Wurzel einer irreduziblen Gleichung mit rationalen p-adischen Koeffizienten vom Grad kleiner oder
gleich n. Fu¨r p > n ergibt sich daraus ein Widerspruch, denn aufgrund der Eindeutigkeit der Zerlegung
in irreduzible Polynome mit (rationalen) p-adischen Koeffizienten kann e nicht Wurzel verschiedener
irreduzibler Gleichungen sein.
Was ist hier passiert? Perron wies in seiner Kritik darauf hin, daß die verschiedenen Exponential-
funktionen fu¨r den Bereich von p, die man z.B. mit Ep(x) bezeichnen ko¨nnte, auch zuna¨chst verschiedene
Funktionswerte ep := Ep(1) an der Stelle Eins ha¨tten. Dann sei nicht klar, welcher Zusammenhang zwi-
schen ep und eq (fu¨r p 6= q), sowie e bestu¨nde.464
Hensel setzte voraus, die Beschreibungen der Gro¨ße nach seien auf der gleichen Ebene wie die Beschrei-
bungen fu¨r den Bereich von p. Weiter war er der festen U¨berzeugung, die gleichzeitige Betrachtung der
verschiedenen lokalen Beschreibungen sei nu¨tzlich. Daher pru¨fte er ungenu¨gend, welcher Zusammenhang
zwischen den verschiedenen Exponentialfunktionen besteht.465
Peter Ullrich hat darauf hingewiesen, daß daru¨berhinaus ein technisches Problem mit Hensels durch
die oben zitierten Formulierungen “wie gewo¨hnlich” und “auf dem gewo¨hnlichen Wege” angedeutetem
460Peter Ullrich interpretiert Hensel nochmals abweichend so, daß die Funktion “sowohl reelle als auch p-adische Argumente
haben kann, und zwar fu¨r jede Primzahl p,” [Ullrich, 1998a, 323]. Dies erscheint jedoch unwahrscheinlich angesichts von
Hensels Grundgedanken, einen Vorteil durch Konzentration auf ein p zu erlangen. Vermutlich stammen die Argumente aus
K(p).
461[52, 1905, 556].
462[52, 1905, 556]. Die Gleichung wird im na¨chsten Abschnitt noch benutzt und daher dort zitiert.
463Vgl. zum Beispiel [53, 1907].
464Dies gibt nicht genau Perrons Text wieder, sondern ist eine Interpretation, die von Hensels Text zu Perrons “verschie-
denen Zahlen e” aus verschiedenen p-adischen Ko¨rpern fu¨hrt, [Perron, 1907, 153].
465Hingegen trennte Hensel den reellen und den p-adischen Konvergenzprozeß konzeptionell. Daher ist es irrefu¨hrend,
das Hauptproblem in den mo¨glicherweise verschiedenen reellen bzw. p-adischen Grenzwerten einer Reihe zu sehen, wie es
[Ullrich, 1998a, 324] und [Ullrich, 1995, 463] vereinfachend nahelegt.
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Vorgehen besteht, denn die Exponentialfunktion auf Qp kann nur indirekt als die mehrdeutige Umkehr-
funktion der Logarithmusfunktion definiert werden.466
Weitere Anwendungen
Aus den von ihm abgeleiteten Gleichungen zog Hensel noch weitere Schlußfolgerungen. Setzt man in
yp = 1 + pε wie angesprochen y = z + 1 ein, so folgt fu¨r z = e− 1 die Gleichung
zp + pzp−1 +
p(p− 1)
1 · 2 z
p−2 + · · ·+ pz − pε = 0
und aus dieser, daß e− 1 genau durch p 1p teilbar ist. Dann kann e− 1 nicht algebraisch vom Grad n sein,
denn dann mu¨ßte es mindestens durch p
1
n teilbar sein,467 was fu¨r p > n auf einen Widerspruch fu¨hrt.
Alternativ kann man schlußfolgern, daß e−1 nicht algebraisch ist, weil eine algebraische Zahl nur endlich
viele Primzahlen in positiver oder negativer (gebrochener) Potenz entha¨lt.468
Anschließend modifizierte und iterierte Hensel seine Argumente. Sei dazu γ eine Einheit fu¨r den Bereich
von p. Dann erha¨lt man fu¨r y = eγ ebenfalls eine Gleichung yp = 1 + pε, na¨mlich mit ε = γ + pγ
2
2! + . . . ,
denn es ist yp = epγ = 1 + pγ1 +
p2γ2
2! + . . . . Dann ist (mit dem gleichen Argument wie oben) auch e
γ − 1
genau durch p
1
p teilbar und Hensel formulierte als Schlußfolgerung:
Ist γ eine Zahl, von der man weiß, daß sie in bezug auf die Primzahlen p1, p2, . . . eine Einheit ist, so ist e
γ in
Bezug auf dieselben Primzahlen eine Einheit, und zwar ist eγ−1 genau durch das u¨ber alle diese Primzahlen
erstreckte Produkt
∏
p
1
pi
i teilbar.
469
Hieraus folgt zuna¨chst, daß fu¨r algebraisches γ die Zahl eγ transzendent ist, denn dann ist γ fu¨r unendlich
viele Primzahlen eine Einheit. Hensel schlußfolgerte hieraus die Transzendenz von pi, denn es ist eipi = −1,
und wa¨re pi (und damit ipi) algebraisch, dann mu¨ßte −1 transzendent sein.
Weiter folgt aber daraus, daß e eine Einheit fu¨r alle Primzahlen ist, da e−1 “durch jede Primzahl teilbar”
ist.470 Also ist auch ee − 1 durch jedes p 1p teilbar, damit ist ee transzendent und eine Einheit fu¨r alle p,
schließlich ist ee
e
transzendent usw.471
Hensel ku¨ndigte weitere Resultate an
Es liegt nahe, mit diesen Hilfsmitteln nun auch andere transzendente, besonders die elliptischen Funktionen
genauer zu untersuchen. Ich habe diese Untersuchungen bereits begonnen; sie bieten keine prinzipiellen
Schwierigkeiten, und ich behalte mir vor auf ihre Resultate zuru¨ckzukommen.472
und faßte zusammen, er habe gezeigt, daß
das Reich der Arithmetik, dieser Ko¨nigin der Mathematik, auch noch u¨ber die Algebra hinaus auf die
transzendenten Funktionen ausgedehnt werden kann, ohne daß die Einfachheit und Allgemeinheit der in
ihrem Ko¨nigreiche geltenden Gesetze auch nur die geringste Einbuße erleidet.473
466[Ullrich, 1998a, 326].
467Oder durch gar keine (gebrochene) Potenz von p.
468Diese Beweisvariante stammte von einem Studenten Hensels (Jordan), was belegt, daß Hensels U¨berlegungen nicht
vo¨llig ungepru¨ft waren, [52, 1905, 557].
469[52, 1905, 558].
470[52, 1905, 558]. Gemeint ist wieder durch eine positive (oder negative) gebrochene Potenz der Primzahl.
471[52, 1905, 558].
472[52, 1905, 558]. Hensels Ziel war es offenbar, die Funktionswerte einer transzendenten Funktion arithmetisch zu unter-
suchen.
473[52, 1905, 558].
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Wa¨hrend Dirichlet, an dessen hundertsten Geburtstag Hensel en passant erinnerte, die Analysis in den
Dienst der Arithmetik gezwungen habe, ko¨nne man aufgrund der “Lebensarbeit von Gauß, Dirichlet,
Kummer, Kronecker und Dedekind” hoffen, daß die Zahlentheorie “jetzt stark genug sei, die Dienste in
etwa zu vergelten, welche sie damals von der Analysis annahm.”474
5.6.3 Der Status der Objekte 1902 - 1905 und spa¨ter
Diese Zusammenfassung beginnt mit einer Beschreibung von Hensels Vorstellungen, wie sie sich aus dem
Vortrag in Meran ableiten lassen. Anschließend wird untersucht, ob bzw. wie sich diese Vorstellungen
zwischen 1902 und 1905 vera¨nderten, und was sich davon direkt in den Arbeiten niederschla¨gt.
Hensels Bild der Situation in Meran
Hensels Vortrag unterscheidet sich sowohl in den Objekten, als auch in den Methoden deutlich von den
Arbeiten zuvor. Daher entha¨lt dieser Abschnitt wirklich nur Schlußfolgerungen aus diesem Vortrag.
Hensels (etwas u¨berraschende) Grundannahme war, man ko¨nne transzendenten Objekten arithmetische
Eigenschaften zuschreiben. Eng verwandt damit ist eine U¨berzeugung Hensels, die sich nur schwer pra¨zise
ausdru¨cken la¨ßt, na¨mlich:
Es gibt allgemeine Fa¨lle, in denen fu¨r eine Zahlgro¨ße x und ein p eine Entwicklung von x fu¨r den Bereich
von p (mit geeigneten Koeffizienten) bekannt sein ko¨nnte.475
Die rationalen und algebraischen p-adischen Zahlen, die Hensel eingefu¨hrt hatte, reichen aus, um sol-
che Entwicklungen fu¨r alle algebraischen Zahlen zu bestimmen. Zu transzendenten Zahlen hatte Hensel
sich noch nicht konkret gea¨ußert. Klar ist jedoch, daß er der Meinung war, auch transzendente Zahlen
ko¨nnten rationale p-adische Entwicklungen haben. Die gewo¨hnliche Dezimalbruchentwicklung sollte den
p-adischen Entwicklungen (nur) gleichberechtigt sein.
Hensel a¨ußerte sich implizit bejahend zu der Frage, ob jede p-adische Reihe als Entwicklung einer Zahl-
gro¨ße vorkommt.476 In den heutigen Begriﬄichkeiten wu¨rde man Hensels Vorstellungen vermutlich fol-
gendermaßen beschreiben:
Die (rationalen) p-adischen Zahlen sind in die komplexen Zahlen eingebettet.477 Fu¨r jede algebraische
Zahl gibt es umgekehrt einen p-adischen Bereich K(p, α) (in Hensels Notation), der sie entha¨lt. Alle al-
gebraischen Zahlen Q ko¨nnen in einen Bereich aller algebraischen p-adischen Zahlen eingebettet werden.
Bezeichnet man die Vervollsta¨ndigung von Qp mit Cp, so ergibt sich:
Q ↪→ Qp ↪→ C, Q ↪→ Q ↪→ Cp.
474[52, 1905, 558].
475Es ist hierbei weder klar, was genau ’Zahlgro¨ße’ bedeutet, wie eine solche beschrieben werden ko¨nnte, noch worin sich
“Entwicklung” zeigt. Eventuell wu¨rde Hensel dies sogar fu¨r alle x und alle p behaupten.
476Vgl. seine oben zitierte Aussage, von den rationalen p-adischen Zahlen seien einige transzendent, [52, 1905, 549], zitiert
mit Fußnote 441.
477Hensel hatte darauf hingewiesen, daß viele von ihnen (in K(p)) keine Quadratwurzel besitzen.
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Vera¨nderungen zwischen 1902 und 1905
Außer in dem Vortrag in Meran pra¨sentierte Hensel jeweils (mehr oder weniger ausfu¨hrlich) ein Lokal-
Global-Wunschszenario, mit dem er Transzendenzaussagen beweisen wollte: Kann man entscheiden, ob
eine ’Zahlgro¨ße y’ fu¨r ein beliebig gegebenes p eine Entwicklung algebraischen Charakters nach (gebroche-
nen) Potenzen von p hat, so sollte aus der Existenz aller dieser Entwicklungen folgen, daß die Zahlgro¨ße
algebraisch ist (ohne daß die dann bestehende Periodizita¨t gefordert wird). Existiert hingegen fu¨r y und
ein p keine solche Entwicklung, so ist y transzendent.
Nach seinen Meraner U¨berlegungen wa¨re es hingegen zuna¨chst nicht ausgeschlossen, daß eine Zahl, die
u¨berall Entwicklungen algebraischen Charakters hat, trotzdem transzendent sein muß.
In der Vorlesung 1902 entwickelte Hensel eine Betrachtungsweise fu¨r den Bereich zu p, fu¨r die er einen
A¨quivalenzbegriff einfu¨hrte. Diesen baute er in den Vero¨ffentlichungen 1904/05 zu einem neuen Gleich-
heitsbegriff um.
Am Anfang der Vorlesung ist die enge Beziehung zwischen einer (beliebigen) Zahlgro¨ße und ihrer Entwick-
lung fu¨r den Bereich von p deutlich pra¨sent: Zuna¨chst werden die Zahlgro¨ßen algebraischen Charakters,
die also eine Entwicklung eines bestimmten Typs haben, zusammengefaßt. Die Objekte sind daher dieje-
nigen (alten) Zahlgro¨ßen, denen ein neuer (allgemeinerer) Typ von Entwicklungen entspricht.478
Nach Hensels Betrachtungen zu den Zahlen, die u¨berall rationalen Charakter haben, ko¨nnte man speku-
lieren, ob verschiedene Zahlgro¨ßen die gleiche Entwicklung fu¨r den Bereich von p haben ko¨nnen. Es gibt
jedoch im Text zahlreiche Argumente, die dagegen sprechen.479
Hensel wechselte unproblematisch zwischen den Ebenen und brachte jede auftauchende Entwicklung mit
einer Zahlgro¨ße in Verbindung. Begriﬄich operierte er aber meist mit den Zahlgro¨ßen und nur sehr selten
mit ihren Entwicklungen.
Gegen Ende der Vorlesung hatte Hensel sein Vorgehen revidiert: Bei der Betrachtung des relativen Falls
sind Potenzreihen aus K(pi, ε) die relevanten Objekte und die als Potenzreihen (in K(pi0, ε0)) konstru-
ierten Wurzeln entsprechen nur noch als Menge den algebraischen Wurzeln der Ausgangsgleichung. Die
auftretenden Potenzreihen behalten daher ihren Charakter als selbsta¨ndige Objekte und mathematisches
Hilfsmittel fu¨r die Situation.
In den Arbeiten [47, 1904] und [49, 1905] fu¨hrte Hensel die Elemente von K(p) und K(p, α) als strikt
selbsta¨ndige Objekte ein. Diese Einfu¨hrung wirkt sehr abstrakt. Hensel u¨bernimmt dabei den Theorierah-
men, den er als Mitglied der Berliner Schule zur Verfu¨gung hatte. Die Elemente von K(p) bekommen
dabei den gleichen Status wie die reellen Zahlen. Hensel bezeichnete sie ausdru¨cklich als ’Zahlen’ und gab
keine Andeutungen, wie sie mit nicht-algebraischen Zahlen in Verbindung stehen ko¨nnten.
Im Vortrag in Meran hingegen kamen auch die Vorstellungen, die Hensel mit den p-adischen Zahlen ver-
band, zum Ausdruck. So behauptete er, viele der rationalen p-adischen Zahlen seien transzendent. Der
478Hensel wies nicht nur fu¨r Zahlen aus K(α), sondern auch fu¨r bestimmte andere algebraische Zahlen nach, daß es fu¨r sie
eine Entwicklung in K(α, p) gibt. Er zeigte aber an keiner Stelle, daß es fu¨r eine Zahlgro¨ße keine solche Entwicklung gibt.
479Vgl. FN 47, 58 und 109.
285
Beweisversuch entha¨lt einen wesentlich neuen Ansatz: Hensel versuchte, eine durch Funktionalgleichun-
gen bestimmte Funktion fu¨r verschiedene lokale Wertebereiche einzufu¨hren.480
Zu Beginn der Vorlesung waren die Objekte, die man heute p-adische Zahlen nennen wu¨rde (wohldefi-
nierte p-Reihen, allgemeine Entwicklungen) selbsta¨ndiger als die den algebraischen Zahlen zugeordneten
Potenzreihen (z.B. in [40, 1902]), da sie in den Zerlegungen fu¨r den Bereich von p zuna¨chst ohne Ent-
sprechung auftraten oder den Ausgangspunkt fu¨r die Konstruktion einer weiteren (algebraischen) Zahl
bildeten. Trotzdem waren sie mit bestehenden Objekten, den (fu¨r uns vagen) Zahlgro¨ßen verbunden.
Am Ende der Vorlesung sind die (verschiedenen algebraischen) p-adischen Zahlen unabha¨ngige Objekte
(die nicht mehr mit einer Zahlgro¨ße in Verbindung gebracht werden), die aber einer konkreten mathema-
tischen Situation zugeordnet sind.
Die starke Wirkung, die von der Arbeit [47, 1904] ausging, lag an dem Nachdruck, mit dem in ihr die
unabha¨ngige Existenz der p-adischen Zahlen postuliert wurde. Hensel zeigte dementsprechend ein Sze-
nario, in dem seine Theorie (außer zu den rationalen Zahlen) keinerlei Beru¨hrungspunkte zu anderer
Mathematik hatte.481
Post an Hasse - der Stand 1920
Einen Anhaltspunkt dafu¨r, daß Hensel seine grundlegenden Vorstellungen nicht verworfen hatte, gibt die
beru¨hmt gewordene Postkarte an Hasse aus dem Jahr 1920:
Ich habe immer die Idee, daß da eine ganz bestimmte Frage zu Grunde liegt. Wenn ich von einer analytischen Funktion weiß,
daß sie an allen Stellen rationalen Charakter hat, so ist sie rational. Wenn ich bei einer Zahl dasselbe weiß, daß sie fu¨r den
Bereich jeder Primzahl p und fu¨r p∞ p-adisch ist, so weiß ich noch nicht, ob sie eine rationale Zahl ist. Wie wa¨re das zu
erga¨nzen?482
Hensel hatte 1902 behauptet, er ko¨nne diese Aussage beweisen.483 Hier soll sie in drei Fa¨lle zerlegt wer-
den, deren mathematischer Inhalt einzeln beleuchtet wird:
Der erste Fall ist derjenige, in dem die angesprochene Zahl α algebraisch ist und der Zahlko¨rper Q(α)
galoissch. Hat dann α u¨berall rationalen Charakter bzw. ist p-adisch fu¨r jede Primzahl p, so ist α rational.
Dies folgt aus dem Satz von Minkowski u¨ber die Diskriminante eines Zahlko¨rpers. Da diese nicht Eins
sein kann, muß es eine verzweigte Primzahl q geben. Dann folgt aus Hensels Theorie, daß es Elemente
gibt, die durch eine gebrochene Potenz von q genau teilbar sind und daher nicht q-adisch.484
Der zweite Fall ist derjenige, in dem α algebraisch ist, aber Q(α) nicht galoissch. Dann entspricht Hensels
Aussage die Frage, ob α bereits dann rational ist, wenn es fu¨r jede Primzahl p ein Primideal P u¨ber p gibt,
das unverzweigt ist und dessen Restklassenko¨rper Grad Eins hat.485 Die Antwort auf diese Frage ist posi-
tiv. Den folgenden Beweis verdanke ich Rene´ Schoof. Er benutzt den Chebotarev’schen Dichtigkeitssatz,
480Danach kehrte er zu seiner urspru¨nglichen Lokal-Global-Idee zuru¨ck, vgl. den letzten Abschnitt dieses Kapitels.
481Diese starke Wirkung wu¨rde vermutlich vernichtet, wenn man in [47, 1904] lesen ko¨nnte, einige der p-adischen Zahlen
seien transzendente Zahlen, andere algebraisch. Die strukturellen Analogien fu¨hren nach meiner Ausdrucksweise zu einer
Art Parallelexistenz, nicht zu Beru¨hrungen.
482Zitiert nach [Hasse, 1962, 4], vgl. auch [Frei, 2001].
483Vgl. 5.1.1.
484Vgl. 5.5.
485[Ullrich, 1998, 174] sieht diese scha¨rfere Aussage offenbar nicht, wenn er ausfu¨hrt, Hensels Behauptung folge fr beliebige
algebraische Zahlen aus dem Satz von Minkowski.
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den dieser 1922 in seiner Dissertation bewies.486
Sei K = Q(α), f das Minimalpolynom von α u¨ber Q, G die Galoisgruppe eines normalen Abschlusses von K.
Dann operiert G transitiv auf der Menge X der Wurzeln von f . Hensels Bedingung, daß α von rationalem
Charakter fu¨r jedes p ist, u¨bersetzt sich in die Bedingung, daß jedes Frobeniuselement in G einen Fixpunkt
in X hat. Nach Chebotarev folgt daraus, daß jedes Element s ∈ G einen Fixpunkt in X besitzt. Es gilt∑
s
# Fix(s) =
∑
αi
# Stab(αi),
wobei Fix(s) die Menge der Fixpunkte von s ist und Stab(αi) die Untergruppe von G, die αi festha¨lt.
Da G transitiv operiert, hat jeder Stabilisator
#G
#X
Elemente und auf der rechten Seite der Formel steht
#X · #G
#X
= #G. Da jedes s ∈ G einen Fixpunkt hat, ist die linke Seite gro¨ßer oder gleich (#G− 1) + #X.
Damit ist (#G− 1) + #X ≤ #G, also #X = 1 und K = Q.
Ob Hensel einen Beweis fu¨r die angesprochene Aussage kannte, ist nicht belegt. In der Tat la¨ßt sich die
von Hensel beno¨tigte Aussage auch aus einem Satz von Frobenius ableiten.487
Der dritte Fall ist schließlich der, in dem α transzendent ist. Die Erwa¨hnung der analytischen Funk-
tionen im Text der Postkarte scheint darauf hinzudeuten, dass Hensel zumindest auch diesen im Jahr
1920 noch ins Auge faßte. Hensels Ansatz wurde nicht vervollsta¨ndigt, aus heutiger Sicht scheint dies
auch unmo¨glich.488
486Zu Chebotaryov vgl. [Lenstra/Stevenhagen, 1996], fu¨r eine Vero¨ffentlichung seiner Dissertation vgl. [Chebotaryov, 1922].
487Vgl. [Lenstra/Stevenhagen, 1996, 32] und [Frobenius, 1896]. Es wurde oben bereits darauf hingewiesen, daß Hensel und
Frobenius befreundet waren. Die Arbeit [Frobenius, 1896] wurde von Frobenius bereits 1880 verfaßt, ihre Vero¨ffentlichung
verzo¨gerte sich aber, da Dedekind 1882 brieflich Priorita¨tsanspru¨che anmeldete. Dedekind vero¨ffentlichte schließlich 1894
den an Frobenius verfaßten Brief [Dedekind, 1894], letzterer daraufhin 1896 die Arbeit. Ob es einen Anlaß fu¨r diese beiden
Vero¨ffentlichungen gab, ist nicht bekannt.
488Dies ko¨nnte auch daran liegen, daß die richtige Interpretation von Hensels Andeutungen noch nicht gefunden wurde...
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Kapitel 6
Technische Zusammenfassung
Die folgende Graphik soll die Entwicklung von Hensels U¨berlegungen veranschaulichen. Ein Rechteck
entspricht dabei in etwa einer epistemischen Konfiguration im Sinne von Moritz Epple: Epple adaptiert
den Begriff der epistemischen Konfiguration von Rheinberger, indem er als eine solche ein epistemisches
Objekt und eine epistemische Technik zusammenfaßt.1 Da Hensels Fragestellungen nicht in einem offen-
sichtlichen Sinn objektbezogen sind, wird hier statt eines epistemischen Objekts ein zusammengesetzter
Ausgangspunkt gewa¨hlt:
Dieser Ausgangspunkt besteht nicht nur aus einer mathematische Fragestellung bzw. Aufgabe, sondern
auch aus den mathematischen Begriffen, die fu¨r diese beno¨tigt werden. Zusa¨tzlich ko¨nnen mathematische
Techniken hinzukommen, z.B. wenn auch diese zur Formulierung der Aufgabe no¨tig sind oder wenn sie
fu¨r Hensel standardma¨ßig mit der Aufgabe verbunden waren.
Zu diesem Ausgangspunkt kommen epistemische Techniken. Dies ko¨nnen einerseits mathematische Tech-
niken sein, die urspru¨nglich im Zusammenhang mit anderen Fragestellungen standen und von Hensel
an seine Bedu¨rfnisse angepaßt wurden. Andererseits gibt es aber auch neue epistemische Techniken, die
Hensel selbst zur Bearbeitung seiner Zielstellung entwickelte.
In der Graphik dient die erste Zeile der Einordnung, d.h. sie erla¨utert Chronologie, Kapitel und grobe
Situation. Die zweite Zeile deutet die gelo¨ste Aufgabe an. Schließlich werden im unteren Teil die we-
sentlichen epistemischen Techniken benannt, anhand derer auch die gekennzeichneten Zusammenha¨nge
deutlich werden.
1Vgl. [Epple, 1999, 14-17] bzw. [Rheinberger, 1992].
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Abb. 1: Ein U¨berblick u¨ber die epistemischen Konfigurationen in den Arbeiten Hensels, die zur Ent-
stehung der p-adischen Zahlen fu¨hrten
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Zu Kapitel 2
In seinen ersten mathematischen Untersuchungen fragte Hensel nach Gru¨nden fu¨r das Auftreten der
gaDT im zahlentheoretischen Fall. (Dabei beschra¨nkte er sich auf den Fall, in dem die zu untersuchende
Primzahl q nicht in der Diskriminante des Zahlko¨rpers vorkommt.) Als epistemische Technik nutzte er
(Kroneckers) Primdivisortheorie.
Weiter wendete Hensel die fu¨r ihn spezifische epistemische Technik der Verallgemeinerung der Perioden-
unterko¨rper an. Zuerst betrachtete er die Periodenunterko¨rper des Ko¨rpers der 13. Einheitswurzeln. Von
seinen Ergebnissen in diesem Spezialfall ausgehend behandelte er als na¨chstes Periodenunterko¨rper belie-
biger Kreisteilungsko¨rper. Weiter versuchte er die gewonnenen Aussagen auf galoissche Zahlko¨rper und
schließlich auf beliebige Zahlko¨rper zu u¨bertragen.
Die Periodenunterko¨rper fungierten dabei als Modellobjekte, d.h. Hensel suchte gezielt nach U¨berlegun-
gen, die er schrittweise auf die allgemeineren Fa¨lle u¨bertragen konnte. Wa¨hrend solche Modellobjekte oft
schwer bzw. nicht eindeutig zu identifizieren sind, ist das im vorliegenden Fall mo¨glich, weil unvero¨ffent-
lichte Quellen die spezielleren Teile der Theorie enthalten.
So bemerkte Hensel im Fall der Periodenunterko¨rper, daß die Reste (bezu¨glich eines Primdivisors) der
Konjugierten eines Elements nicht beliebig sind, sondern Zyklen bilden. Alle Reste eines Zyklus sind dabei
durch einen von ihnen bestimmt, konkret sind sie u¨ber einem Unterko¨rper konjugiert. Die Kriterien fu¨r
die gaDT folgten aus den mo¨glichen Anzahlen solcher Zyklen.
Anschließend bescha¨ftigte sich Hensel mit Kroneckers Theorie der algebraischen Zahlen. Dieser arbei-
tete systematisch mit dem “methodische[n] Hu¨lfsmittel der unbestimmten Coe¨fficienten.”2 So bildete er
aus einer Ganzheitsbasis die Fundamentalform, eine lineare Form in n Unbestimmten, die die Elemente
der Ganzheitsbasis als Koeffizienten hat. Diese Form verko¨rpert alle algebraisch ganzen Zahlen - man
erha¨lt letztere, indem man statt der Unbestimmten geeignete rationale ganze Zahlen einsetzt. Betrachtet
man die Minimalgleichung dieser Form und die Diskriminantenform dieser Gleichung, so wollte Hensel
Kroneckers Beweis vervollsta¨ndigen, daß der Zahlteiler der Diskriminantenform gleich der Diskriminante
des Zahlko¨rpers ist.
Hensel nutzte wiederum die Theorie der Primdivisoren als epistemische Technik. Dies ermo¨glichte als
Nebeneffekt die Bestimmung der Primdivisoren von p aus der Zerlegung der Fundamentalgleichung.
(Kronecker hatte obiges Ergebnis unabha¨ngig von der Theorie der Primdivisoren gewinnen wollen, um
es zum Aufbau dieser Theorie nutzen zu ko¨nnen.)
Mit der Arbeit [5, 1889] wechselte Hensel in den ebenfalls von Kronecker in den Grundzu¨gen behan-
delten Fall, in dem der Grundko¨rper beliebig viele Unbestimmte enthalten kann. Diese Allgemeinheit
fu¨hrte zu technischen Probleme, auf die hier nicht noch einmal eingegangen wird.
Hensel wollte die Diskriminante einer komponierten Gattung in Abha¨ngigkeit von den komponierenden
Gattungen (im linear unabha¨ngigen Fall) bestimmen.
Als neue epistemische Technik entwickelte Hensel die lokale Betrachtungsweise: Ist P ein Primdivisor des
2[Kronecker, 1881, 200].
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Grundko¨rpers so definierte er ein Fundamentalsystem fu¨r den Modul P als ein System, das die Eigen-
schaften einer Ganzheitsbasis nur in Bezug auf P hat. Aus einem solchen la¨ßt sich noch der P -Anteil der
Diskriminante bestimmen.
Um ein solches Fundamentalsystems fu¨r den Modul P zu erhalten, nutzte er Kroneckers Primdivisor-
theorie als epistemische Technik, denn er setzte es (mit Vorfaktoren) aus Fundamentalsystemen fu¨r die
Primdivisoren zusammen.
Auch fu¨r diese Theorie nutzte Hensel den Ko¨rper der 13. Einheitswurzeln mit seinen beiden Unterko¨rpern
der drei- und viergliedrigen Perioden als Modellobjekt. Sind allgemein ein Ko¨rper n-ten und ein zweiter
Ko¨rper m-ten Grades gegeben, so suchte er nach Bedingungen, unter denen sich aus den mn Kombina-
tionen der Elemente der Fundamentalsysteme modulo P leicht ein Fundamentalsystem modulo P fu¨r die
komponierte Gattung bestimmen la¨ßt.
Dazu erga¨nzte Hensel seine lokale Betrachtungsweise um eine lokale Beschreibung eines linear unabha¨ngi-
gen Systems mit n Elementen. (Dabei ist n der Grad der Ko¨rpererweiterung.) Zu einem solchen betrach-
tete er die Konjugiertenmatrix, in deren Spalten die Konjugierten der Elemente stehen. Hensel bildete
jeweils den gro¨ßten gemeinsamen Teiler von P und allen Elementen einer Spalte. Dieser ist eine gebro-
chene Potenz von P , sein Exponent also eine rationale Zahl ri, die Hensel der Spalte zuordnete.
Der als normales System in Bezug auf P modellierte Idealfall ist der, in dem aus diesen rationalen Zahlen
der P -Anteil der Diskriminante des Systems bestimmt werden kann: Die Diskriminante ist das Quadrat
der Determinante der Konjugiertenmatrix. Im Idealfall ist die Summe der rationalen Zahlen ri gleich dem
Exponenten des P -Anteils dieser Determinante, der Exponent des P -Anteil der Diskriminante ist also
2 ·∑ni=1 ri.
Insbesondere la¨ßt sich aus normalen Fundamentalsystemen modulo P analog zum Fall der Perioden-
unterko¨rper ein solches fu¨r die Komposition bestimmen: Dazu bildet man zuna¨chst die Produkte aller
Kombinationen der Elemente. Diejenigen Produkte, die durch P teilbar sind, muß man anschließend noch
durch P teilen.
Zu Kapitel 3
Hensels erste Untersuchung zur Theorie der algebraischen Funktionen benutzte nur strikt konstruktive
Methoden. Dies bedeutete insbesondere, daß eine rationale Funktion von x nicht in Linearfaktoren der
Form (x− a)k zerlegt werden konnte.
Er stellte einen Algorithmus vor, mit dem die durch eine (i.A. nicht prime) Form F teilbaren Formen
bestimmt werden ko¨nnen. Dazu definierte er als epistemische Technik die Teilbarkeit einer Form durch
gebrochene Potenzen von F , um schrittweise die durch F
k+1
n teilbaren Formen aus den durch F
k
n teilba-
ren auszusondern.
Konkret fu¨hrte Hensel eine Homogenisierung ein und benutzte Techniken des Formenkalku¨ls, insbeson-
dere Taylor-Entwicklungen.
Es gelang ihm, die Schritte der Arbeit [Dedekind/Weber, 1882] so nachzubilden, daß er zu den Integralen
erster Gattung gelangte: Mit dem Algorithmus fu¨r die durch F teilbaren Formen konnte er alle ganzen
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Formen, aus diesen alle Formen erster Gattung und aus diesen die gesuchten Integrale erster Gattung
bestimmen.
Der von Hensel in dieser Arbeit benutzte Ansatz blieb singula¨r. Nach Kroneckers Tod benutzte er die
epistemische Technik der Elementarteiler, um die Diskriminante im Fall einer Variablen einfacher zu be-
stimmen. Diese Technik verdankte er vermutlich seiner Bekanntschaft mit Frobenius, der der Nachfolger
von Kronecker in Berlin war: Frobenius hatte 1879 eine Aussage u¨ber Elementarteiler publiziert, auf die
er 1894 zuru¨ckkam und an die Hensel ebenfalls 1894 anschloß.
Er benutzte seine lokale Beschreibung eines linear unabha¨ngigen Systems aus dem allgemeinen Fall. Als
epistemische Technik verwendete er statt der Primdivisoren die einfacheren Wurzelfunktionen. Dies war
mo¨glich, da nur gro¨ßte gemeinsame Teiler von einer oder mehreren vollsta¨ndigen Familien konjugierter
Funktionen beno¨tigt werden, die sich als Wurzelfunktionen ausdru¨cken lassen.
Hensel betrachtete wiederum die Konjugiertenmatrix, in deren Spalten die Konjugierten zu je einem Ele-
ment eines linear unabha¨ngigen Systems stehen. Als Spaltenteiler werde der gro¨ßte gemeinsame Teiler
der Elemente einer Spalte dieser Matrix bezeichnet.
A¨quivalent zum Begriff des normalen Systems fu¨r den Modul (x−a) ist dann der mit Hilfe der Elementar-
teiler formulierte Begriff kanonisches System fu¨r den Modul (x−a): Die Elementarteiler beschreiben immer
die Diskriminante. Das Kriterium fu¨r kanonisch lautet daher, daß die aus den Exponenten von (x − a)
in den Elementarteilern und den Spaltenteilern gebildeten Mengen u¨bereinstimmen.
Systeme, mit denen man die gleichen Funktionen darstellen kann, bezeichnet man als a¨quivalent. Solche
Systeme haben die gleichen Elementarteiler. Hensel entwickelte einen Algorithmus, mit dem jedes System
in ein a¨quivalentes kanonisches System u¨berfu¨hrt werden kann. Da fu¨r ein kanonisches System klar ist,
durch welche Divisionen man es in ein Fundamentalsystem fu¨r die ganzen Funktionen umwandeln kann
und muß, ist ein System genau dann ein Fundamentalsystem fu¨r die ganzen Funktionen, wenn alle Ele-
mentarteilerexponenten kleiner als Eins sind.
Insbesondere kann man (ohne den Algorithmus auszufu¨hren) bereits aus den Elementarteilern eines belie-
bigen linear unabha¨ngigen Systems die Elementarteiler eines Fundamentalsystems und damit die Diskri-
minante bestimmen: Man muß nur die Elementarteilerexponenten auf ihre Reste modulo Eins reduzieren.
Hensel nutzte diese Resultate auch zu vereinfachten Aussagen u¨ber die Integrale erster Gattung. Dazu
fu¨hrte er eine leicht vera¨nderte Homogenisierung ein. Die zu bestimmenden Formen erster Gattung sind
dann diejenigen, deren Elementarteilerexponenten zwischen −1 und 0 liegen.
Anschließend benutzte Hensel die Potenzreihen der Theorie der Riemannschen Fla¨chen als epistemische
Technik, um den Zusammenhang zwischen den Elementarteilerexponenten von (x− a) und der Verzwei-
gung u¨ber (x− a) (bzw. der Primdivisorzerlegung von (x− a)) abzuleiten.
Nach dieser Theorie geho¨ren zu einem Verzweigungspunkt konjugierte lokale Entwicklungen. Hensels
neue epistemische Technik war die Benutzung der lokalen Entwicklungen in der Konjugiertenmatrix. Er
bestimmte den (x− a)-Anteil der Diskriminante, indem er ein Fundamentalsystem modulo (x− a) kon-
struierte, dessen Elemente je an genau einem Verzweigungspunkt u¨ber x = a nicht durch (x− a) teilbare
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Entwicklungen haben. Damit hat die Konjugiertenmatrix modulo (x− a) Blockdiagonalgestalt, wobei je-
dem Block eine Kreisteilungsgleichung entspricht.
Hensel gelangte zu dem Ergebnis, daß die Verzweigung durch Sequenzen von Elementarteilerexponenten
beschrieben wird, also insbesondere nur bestimmte Mengen an Elementarteilern mo¨glich sind: Einem
Verzweigungspunkt der Ordnung k u¨ber x = a entspricht die Sequenz 0, 1k , . . . ,
k−1
k in den Exponenten
der (x− a)-Anteile der Elementarteiler.
Zu Kapitel 4
Anders als im Fall der algebraischen Funktionen einer Variablen kann im zahlentheoretischen Fall wilde
Verzweigung auftreten. Hensels Ziel war es, den Exponenten einer Primzahl p in der Diskriminante auch
in diesem Fall zu erkla¨ren, d.h. diesen Exponenten mit Zahlen in Verbindung zu bringen, die den Prim-
divisoren zugeordnet sind.
Hensels neue epistemische Technik bestand in der Konstruktion lokaler Potenzreihenentwicklungen, die
die lokalen Strukturen beschreiben. Dazu fu¨hrte er die Betrachtungsweise modulo pM fu¨r beliebig großes
M ein. Ordnet man jedem Konjugierten eines Elements eine Entwicklung modulo pM zu, so bilden diese
Entwicklungen Zyklen. Die Elemente eines Zyklus sind lokal konjugiert, d.h. sie erfu¨llen modulo pM eine
Gleichung mit ganzen rationalen Koeffizienten.
Diese Zyklen sind eine Verallgemeinerung der Zyklen aus dem ersten Kapitel (im unverzweigten Fall),
denn dort hatte Hensel nur die Reste, also die ersten Glieder der Reihe, betrachtet.
Zur Ableitung der Entwicklungen benutzte Hensel zuna¨chst eine Primdivisortheorie als epistemische Tech-
nik. In dieser Theorie war bekannt, wie man ein Element ε bestimmt, dessen Potenzen ein vollsta¨ndiges
Restsystem modulo eines Primdivisors erzeugen. Weiter war bekannt, daß man mit Hilfe eines Elements
pi, das genau einmal durch den Primdivisor teilbar ist, eine Entwicklung eines Elements x nach Potenzen
von pi aufstellen kann, deren Koeffizienten rationale Funktionen (beschra¨nkten Grades) in ε sind. Dieser
Typ der Entwicklung trat zum Beispiel bei [Dedekind/Weber, 1882] auf. Ihm wurde jedoch keine weiter-
reichende Bedeutung zugeschrieben.
Hensel modifizierte die von der Primdivisortheorie gelieferten Entwicklungselemente pi und ε so, daß sie
lokale Gleichungen niedrigerer Grade erfu¨llten. Mit Hilfe dieser lokalen Gleichungen erha¨lt man die Zyklen
konjugierte Entwicklungen: Konkret sind die Konjugationen ε 7→ εi, pi 7→ pii,j .
Zur Bestimmung der Diskriminante im Fall der wilden Verzweigung konstruierte Hensel (wie zuvor im
Fall der algebraischen Funktionen einer Variablen) ein Fundamentalsystem (fu¨r den Modul p), dessen
Konjugiertenmatrix Blockdiagonalgestalt hat, wenn man die lokalen Entwicklungen einsetzt und sie mo-
dulo pM betrachtet. Dabei entspricht jedem Primdivisor ein Block.
Fu¨r die Bestimmung des p-Anteils der Diskriminante des Zahlko¨rpers beno¨tigt man den p-Anteil des
Determinantenquadrats eines solchen Blocks. Dieser ist (aufgrund der Struktur des Fundamentalsystems
fu¨r den Modul p) gleich dem p-Anteil der Diskriminante der lokalen Gleichung.
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Im Zuge seiner Untersuchungen lotete Hensel auch in der Theorie der algebraischen Funktionen die
Mo¨glichkeiten der (dort bekannten) Potenzreihen aus. Diese nutzen die Verzweigung, aus der man Ele-
mentarteiler und Diskriminante ableiten kann. Daher sind die Elementarteiler nicht mehr Bestandteil der
Theorie.
Die Potenzreihen ermo¨glichten einen Algorithmus, um ein Fundamentalsystem fu¨r die im Endlichen liegen-
den Multipla eines beliebig gegebenen Divisors O aufzustellen. Als Spezialfall konnte Hensel insbesondere
ein Fundamentalsystem fu¨r alle ganzen Funktionen erhalten. Daneben vereinfachte er in dieser Arbeit die
Theorie von Dedekind-Weber durch die Betrachtung gebrochener Divisoren.
Hensel brauchte nur die Anfangskoeffizienten der lokalen Potenzreihen fu¨r die Definition eines regula¨ren
Systems. Dieser Begriff ist a¨quivalent zu dem des kanonischen bzw. normalen Systems.
Der Algorithmus zur Bestimmung eines Fundamentalsystems (fu¨r alle ganzen Funktionen oder die Vielfa-
chen eines Divisors) vereinfacht sich, weil die Teilbarkeiten aller Eintra¨ge der lokalen Konjugiertenmatrix
unmittelbar abgelesen werden ko¨nnen und nicht nur die gro¨ßten gemeinsamen Teiler der Spalten zuga¨ng-
lich sind.
Der so gewonnene Algorithmus la¨ßt sich in die zahlentheoretische Situation u¨bertragen und dort erweitern:
Auch hier kann man fu¨r die lokale Betrachtung der Konjugiertenmatrix die gefundenen Entwicklungen
benutzen. Dann muß die Konjugiertenmatrix schrittweise auf eine Normalform gebracht werden, damit
das korrespondierende System ein Fundamentalsystem fu¨r die ganzen Zahlen bzw. ein Ideal wird.
Zu Kapitel 5
In den Vorlesungen im Sommersemester 1902 wollte Hensel in der zahlentheoretischen Situation Primdivi-
soren aus unabha¨ngig von ihnen eingefu¨hrten Reihenentwicklungen ableiten und anschließend die Theorie
ebenso wie in Kapitel 3 bis zur Bestimmung der Diskriminante aufbauen.
Als epistemische Technik fu¨hrte er die Betrachtungsweise fu¨r den Bereich von p ein. Eine A¨quivalenz fu¨r
den Bereich von p umfaßt unendlich viele Kongruenzen modulo pk, na¨mlich eine fu¨r jedes k.
Hensel verfolgte die aus der Theorie der algebraischen Funktionen entlehnte Idee eines Lokal-Global-
Prinzips: Eine Zahlgro¨ße sei genau dann rational bzw. algebraisch, wenn sie fu¨r jedes p Entwicklungen
mit rationalen bzw. algebraischen Bestandteilen hat.
Eine irreduzible Gleichung mit ganzzahligen Koeffizienten zerfa¨llt fu¨r den Bereich von p in eindeutige
Faktoren, die alle Vielfachheit 1 haben. Jedem solchen Faktor soll ein Primdivisor von p entsprechen.
Dieser Grundgedanke, die mehrfachen Faktoren modulo p durch Betrachtung ho¨herer Glieder zu beseiti-
gen, geht auf Selling zuru¨ck.
Die Zerlegung ist konstruktiv im Sinne der Berliner Schule mo¨glich, d.h. sie kann bis zu einer beliebig
vorgegebenen Genauigkeit bestimmt werden. (Heute bezeichnet man diese Aussage als Hensels Lemma.)
Dabei mu¨ssen geeignete Anfangsstu¨cke durch Probieren bestimmt werden, bis weitere Terme mit Hilfe
der Determinantendarstellung der Resultante hinzugefu¨gt werden ko¨nnen.
Die Koeffizienten der unendlich fortgesetzten Verfeinerung sind neue Objekte, die Hensel zuna¨chst als
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wohldefinierte p-Reihen einfu¨hrte und spa¨ter als p-adische Zahlen bezeichnete.
Fu¨r die Potenzreihenentwicklungen beno¨tigte Hensel ein Element, das genau einmal durch den entspre-
chenden Primdivisor teilbar ist und nach dessen Potenzen entwickelt wird. Bleibt die definierende Glei-
chung des Zahlko¨rpers fu¨r den Bereich von p irreduzibel, so wa¨hlte Hensel als Primelement ein Element
pi, das durch die minimale gebrochene Potenz von p teilbar ist: In diesem Fall ist die gebrochene Potenz
von p, die ein Element x genau teilt, an der Norm von x ablesbar und minimal 1n . Es reicht, die Elemente
eines vollsta¨ndigen Restsystems modulo p zu untersuchen.
Mit Hilfe dieses Primelements gelangte er ebenso wie bei Benutzung einer Primdivisorentheorie zu den
Entwicklungen.
Im allgemeinen Fall behandelte Hensel die irreduziblen Faktoren fu¨r den Bereich von p einzeln. Diese
haben in diesem Fall p-adische, aber keine rationalen Koeffizienten. Zuna¨chst benutzte Hensel Wurzeln
dieser Faktoren, ohne darauf einzugehen, wie er sie erhielt. Am Ende der Vorlesung konstruierte er sie
(im relativen Fall) als Potenzreihen aus den algebraischen Wurzeln geeigneter endlicher Na¨herungsglei-
chungen.
Anschließend setzte er seine Ergebnisse mit Hilfe der von Kronecker stammenden epistemischen Technik
der reduziblen Erweiterung zusammen. Damit erreichte er wiederum, daß die Konjugiertenmatrix des
Fundamentalsystems modulo p Blockdiagonalgestalt hat, woraus sein Ergebnis zur Diskriminante bei
wilder Verzweigung folgte.
Die Arbeit Neue Grundlagen der Arithmetik bezog sich nur indirekt auf die zahlentheoretische Situa-
tion. In ihr wurden die Zahlgro¨ßen fu¨r den Bereich von p mit ihren Operationen motiviert und pra¨zise
eingefu¨hrt, sowie das eindeutige Zerfallen einer Gleichung fu¨r den Bereich von p gezeigt. Die wesentliche
epistemische Technik war dabei die U¨bertragung von Aufbauprinzipien aus der Analysis in die Arithmetik.
Zum Beispiel entspricht der typischen Aussage des Weierstrass’schen ε, δ-Kalku¨ls
∀ε > 0∃N : |xi − xj | < ε∀ i, j > N die Aussage ∀M > 0∃N : xi − xj ≡ 0 mod pM ∀ i, j > N.
Hensel pra¨sentierte einen an Operationen orientierten Aufbau seines neuen Zahlbereichs: Ausgehend von
der endlichen Reihendarstellung der natu¨rlichen Zahlen fu¨r den Bereich von p erweiterte er den Bereich,
um Ergebnisse fu¨r beliebige Subtraktionen und Divisionen zu erhalten.
Den Beweis fu¨r die Eindeutigkeit der Zerlegung in irreduzible Faktoren fu¨r den Bereich von p fu¨hrte er
analog zur Vorlesung, wobei er die Gelegenheit nutzte, die Begriffe Diskriminante, Resultante und den
Satz u¨ber die Diskriminante eines Produkts auf den Bereich von p zu u¨bertragen.
In der zweiten Crelle-Arbeit U¨ber eine neue Theorie der algebraischen Zahlen nutzte Hensel die ein-
deutige Zerlegung fu¨r den Bereich von p, um in der zahlentheoretischen Situation fu¨r jede algebraische
Zahl n auf p bezogene Entwicklungen zu erhalten.
Ist die definierende Gleichung irreduzibel fu¨r den Bereich von p, so bestimmte Hensel wiederum ein Prim-
element pi als eines, das durch die minimale gebrochene Potenz von p teilbar ist. Aus diesem lassen sich,
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wie schon in Kapitel 3 gezeigt, n konjugierte Entwicklungen ableiten.
Anderenfalls betrachtete er endliche Na¨herungsgleichungen der irreduziblen Faktoren. Aus deren algebrai-
schen Wurzeln bestimmte er Entwicklungen erst fu¨r die Wurzeln der Na¨herungsgleichung und dann fu¨r
die des irreduziblen Faktors. Fu¨r jeden irreduziblen Faktor k-ten Grades erhielt er k konjugierte Zyklen.
Algebraische Zahlgro¨ßen fu¨r den Bereich von p sind fu¨r Hensel wohldefinierte Reihen nach Potenzen von
p bzw. pi jeweils mit Koeffizienten aus einem vollsta¨ndigen Restsystem.
Hensels Vortrag 1905 war dem Ziel untergeordnet, die p-adischen Zahlen fu¨r Transzendenzbeweise zu
benutzen. Daher fu¨hrte er einfachere algebraische p-adische Zahlen ein, die nach Potenzen einer Wurzel
aus p laufen und deren Koeffizienten Potenzen einer primitiven pf − 1-ten Einheitswurzel sind. Insbe-
sondere wird also nicht von einem Zahlko¨rper ausgegangen. Hensels Idee war es, fu¨r eine Zahlgro¨ße je
eine irreduzible Gleichung fu¨r die Bereiche von p, q, r etc. zu konstruieren, also Aussagen fu¨r die Bereiche
verschiedener Primzahlen zu kombinieren.
Als epistemische Technik hierfu¨r entwickelte Hensel den Beginn einer Potenzreihentheorie fu¨r p-adische
Argumente und Koeffizienten. Diese umfaßte die Definitionen von Betrag, Umgebung, stetiger Funktion
und Potenzreihe. Eine Potenzreihe konvergiert genau dann, wenn die Reihe ihrer Absolutbetra¨ge konver-
giert. Daher konnte Hensel das Kriterium von Cauchy-Hadamard benutzen, um Konvergenzbereiche zu
bestimmen.
Fu¨r jedes p konvergiert die gewo¨hnliche Berechnungsvorschrift fu¨r ep im Bereich von p. Hensel faßte diese
Vorschrift als irreduzible Gleichung p-ten Grades fu¨r e fu¨r den Bereich von p auf. Nimmt man an, daß
die Gleichungen fu¨r den Bereich von p, q, r etc. alle das gleiche e beschreiben, so erha¨lt man (wegen der
unbegrenzt steigenden Grade) die Transzendenz von e.
297

Kapitel 7
Einordnung der p-adischen Zahlen in
die mathematische Moderne
In diesem Kapitel sollen zuna¨chst die grundlegenden Positionen der aktuellen mathematikhistorischen Li-
teratur zur mathematischen Moderne skizziert werden. Weiterhin wird vorgestellt, wie die entsprechenden
Autoren (und einige weitere) sich zu Hensel und seinem Umfeld a¨ußern.1 Zum Abschluß wird herausge-
arbeitet, inwiefern Hensels Vorgehen und die p-adischen Zahlen den verschiedenen Modernita¨tsbegriffen
entsprechen.
7.1 Positionen zur mathematischen Moderne
Herbert Mehrtens fu¨hrt die Redeweise von einer mathematischen Moderne 1990 in seinem Buch Moderne
− Sprache − Mathematik ein.2 Moritz Epple greift Mehrtens’ Herangehensweise auf, um die Entstehung
einer modernen mathematischen Disziplin am Beispiel der Knotentheorie zu untersuchen.3
Jeremy Gray benutzt im Gegensatz dazu den Begriff modernism, um damit an den Modernismus in an-
deren kulturellen Spha¨ren, wie z.B. Architektur, Musik und Literatur, anzuknu¨pfen.4
Leo Corry untersucht in seinem Buch Modern Algebra and the Rise of Mathematical Structures die Ent-
wicklung hin zum paradigmatisch modernen Lehrbuch Moderne Algebra.5 Daher werden seine Ergebnisse
ebenfalls gestreift.
7.1.1 Herbert Mehrtens’ Moderne − Sprache − Mathematik
Mehrtens strebt eine Diskursanalyse im Sinne Foucaults an. Ihr Gegenstand ist der reflexive Diskurs der
Mathematiker, d.h. ihre A¨ußerungen u¨ber die Mathematik.6
Als modern bezeichnet er den Umstand, daß ein wesentlicher Teil der Mathematik im spa¨ten 19. Jahr-
1Dies betrifft sowohl Personen als auch mathematische Gegensta¨nde.
2[Mehrtens, 1990].
3[Epple, 1999].
4[Gray, 2008].
5[Corry, 1996], das Lehrbuch ist [van der Waerden, 1930].
6[Epple, 1999, 211].
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hundert weder die physische Welt repra¨sentierte noch Bezug auf eine transzendente Ordnung nahm.7 Die
moderne Mathematik unterteilt er weiter in Moderne und Gegenmoderne je nachdem, ob sie als freie
Scho¨pfung des menschlichen Geistes angesehen wird (Moderne) oder nicht. Die Vertreter der Gegenmo-
derne lehnen demnach jede Scho¨pfungswillku¨r ab und fordern, aus Anschauung bzw. Intuition mu¨sse
zuna¨chst ein Gesetz abgeleitet werden, das die Mo¨glichkeiten der Mathematik bestimmt.8
Fu¨r Mehrtens wird die Mathematik zu einer (an sich bedeutungslosen) Sprache, an der die Mathemati-
ker arbeiten.9 Daher verlieren selbst elementare Begriffe ihre Selbstversta¨ndlichkeit und um die weitere
Einheit und Bedeutung der Mathematik muß gerungen werden.10
Zur Illustration der beginnenden Moderne nutzte Mehrtens Carl Friedrich Gauß: Bereits Gauß befu¨rworte-
te (im Zusammenhang mit den komplexen Zahlen) die Autonomie der Mathematik in Theorie und Praxis
sowie eine fachinterne Ontologie.11 Nachdem die Mo¨glichkeiten nichteuklidischer Geometrien akzeptiert
waren, mußte explizit zwischen einer aus allgemeinen Begriffen erwachsenden Mathematik und Hypothe-
sen u¨ber die Realita¨t unterschieden werden.12 Die dabei neu entstehenden Begriffe bildeten Netze, die
sich gegenseitig stu¨tzten:
Die neue Sprache der Mathematik bedarf nicht der Vergewisserung an einem a¨ußeren Sein, weil sie sich in
der steten Arbeit an sich selbst vergewissert.13
Da die Mathematik nicht mehr zur Beschreibung von Ausschnitten der Realita¨t dienen kann und will,
stellt sich die Frage, wie sie u¨berhaupt beschreiben kann und wo die Grenzen dieser Mo¨glichkeiten liegen.14
Die folgenden Ausfu¨hrungen sollen eine mo¨gliche Position der Moderne knapp illustrieren: David Hil-
bert trat fu¨r eine Moderne der Produktivita¨t und Autonomie ein und wandte sich explizit gegen episte-
mologische Selbstbeschra¨nkungen. Gerade aufgrund der Mo¨glichkeit, Problemebenen und -kontexte zu
verschieben, sei der Mathematik die Lo¨sung aller Probleme mo¨glich.15
In seinen Untersuchungen zu den Grundlagen der Geometrie begann er mit einem System von Begriffen
und Axiomen, das durch reines Denken erschaffen wurde und “keinen Anker der Objektivita¨t” besitzt.16
Die aus diesem System entwickelte Theorie kann sich daher nur auf ihre eigenen Regeln beziehen.17
Eine solche formale Theorie erhielt Bedeutung durch ihre heuristische Perspektive.18 Wert und Wesen
der Mathematik sollten sich durch ihren Erfolg in der Praxis erweisen. Dazu sollten die vom mensch-
lichen Geist formulierten mathematischen Probleme von den Mathematikern autonom zur Bearbeitung
ausgewa¨hlt werden.19
7[Mehrtens, 1990, 9]. Modern in diesem spezifischen Sinne Mehrtens’ wird im Folgenden stets kursiv gesetzt.
8Die Anschauung steht dafu¨r, daß die Gegenmoderne tatsa¨chlich modern ist, da sie nicht die realita¨tsbehafteten (und
damit vormodernen) Begriffe ’Raum’ und ’Gro¨ße’ verwendet, [Mehrtens, 1990, 9f, 76 u. 222].
9[Mehrtens, 1990, 8].
10[Mehrtens, 1990, 26].
11[Mehrtens, 1990, 29ff].
12[Mehrtens, 1990, 55].
13[Mehrtens, 1990, 68].)
14Mehrtens nennt es die “Struktur der Regeln”, [Mehrtens, 1990, 93f].
15[Hilbert, 1900, 297f] und [Mehrtens, 1990, 110].
16[Mehrtens, 1990, 119f]. Hilbert sprach jedoch in Anspielung auf Leibniz von einer “praestabilierten Harmonie”, die die
Anwendbarkeit der Mathematik sichert. Vgl. [Mehrtens, 1990, 126].
17[Mehrtens, 1990, 123].
18[Mehrtens, 1990, 121].
19[Mehrtens, 1990, 127].
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Die Vertreter der Gegenmoderne forderten die Sichtbarkeit von Sinn und Bedeutung der Mathematik.20
Mehrtens formuliert die damit einhergehenden Anforderungen an die mathematische Praxis:
Die Gegenmoderne zielt letztlich auf eine moralisch begru¨ndete Praxis der Mathematik; die Begru¨ndung aber
wird in Wesen und Ursprung der Mathematik gesucht.21
Ein Beispiel fu¨r eine solche Position ist Kroneckers Konstruktivismus. Er traf dabei eine (philosophi-
sche) Vorentscheidung daru¨ber, worin der Ursprung aller Mathematik liegt, na¨mlich in den natu¨rlichen
Zahlen. Diese Vorentscheidung wurde mathematisch vollzogen:22 Was zur Mathematik geho¨rt, sollte auf
natu¨rliche Zahlen zuru¨ckfu¨hrbar sein und alles, was auf natu¨rliche Zahlen zuru¨ckfu¨hrbar ist, sollte zur
Mathematik geho¨ren.23
Davon unabha¨ngig forderte Kronecker fu¨r mathematische Begriffe endliche Berechenbarkeit.24
7.1.2 Moritz Epples Theorierahmen zur Historiographie der mathematischen
Moderne
In seinem Buch Die Entstehung der Knotentheorie betrachtet Moritz Epple die Entwicklung der modernen
Mathematik unter einem wissenschaftssoziologischen Blickwinkel, wobei er sich vor allem auf Max Weber
beruft. Fu¨r die mikrohistorische Beschreibung der mathematischen Handlungen adaptiert er ein Begriffs-
system von Hans-Jo¨rg Rheinberger, das sich um den Begriff der epistemischen Konfiguration gruppiert.25
Fu¨r Epple besteht eine epistemische Konfiguration aus einem noch unverstandenen, zu untersuchenden
epistemischen Objekt und einer epistemischen Technik, die im Unterschied dazu keine Unsicherheit mit
sich bringt. Epistemische Techniken ko¨nnen aus anderen Bereichen bzw. Problemstellungen u¨bernommen
und angepaßt werden oder fu¨r ein bestimmtes epistemisches Objekt entwickelt werden.26
Epple formulierte Mehrtens’ Thesen zum Antagonismus Moderne versus Gegenmoderne folgendermaßen:
Viele Teile der Mathematik des spa¨ten 19. Jahrhunderts zeichnen sich durch moderne epistemische Objek-
te aus. Typisch fu¨r die Moderne ist, daß das mathematische Handeln nur durch Konsistenzbedingungen
eingeschra¨nkt wird. Kennzeichnend ist daher die Freiheit der Mathematik, welche zu Symbolsprachen
fu¨hrt, die sich nur auf ihre eigenen Regeln beziehen.
Dem gegenu¨ber stehen die Versuche der Gegenmoderne, das mathematische Handeln an nichtmathema-
tische Kontexte zu binden. Da die Notwendigkeit einer solchen Bindung ebenfalls aus den neuen episte-
mischen Objekten erwa¨chst, ist auch die Gegenmoderne im Epochensinn modern.
Fu¨r Mehrtens sind (spa¨testens) in der Moderne die epistemischen Gegensta¨nde der Mathematik sprach-
lich, also “Bezeichnungssysteme”. Da die epistemischen Techniken dann solche der Sprachkonstruktion
20[Mehrtens, 1990, 188].
21[Mehrtens, 1990, 189].
22[Mehrtens, 1990, 190].
23[Mehrtens, 1990, 192 & 199]. Letzteres sichert der Mathematik Autonomie, in Ersterem sieht Mehrtens auch die mora-
lische Forderung nach “eine[r] einheitliche[n] Sprache u¨ber eine Sache, die ’Natur’ hat und ist”, [Mehrtens, 1990, 199].
24[Mehrtens, 1990, 205]. Die begriﬄiche mathematische Arbeit mit einem Objekt, das nicht rechnerisch bestimmt werden
ko¨nnte, wird dadurch untersagt. Fu¨r Mehrtens handelt es sich um eine moralische Norm.
25Vgl. [Rheinberger, 1992].
26Vgl. [Epple, 1999, 14ff].
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sind, wird mathematisches Handeln zur “technische[n] Konstruktion strikt geregelter Bezeichnungssyste-
me”.27 Der Unterschied zwischen Gegenmoderne und Moderne besteht in der Ansicht daru¨ber, ob fu¨r die
Sprache Mathematik ein Sinn festgelegt bzw. erarbeitet werden mu¨sse oder nicht.
Wa¨hrend Mehrtens sich auf die Charakterisierung der Mathematik im reflexiven Diskurs beschra¨nkt und
daraus seine Beschreibung des mathematischen Handelns folgert, arbeitet Epple die modernen Spezifika
des mathematischen Forschungshandelns wa¨hrend der Entstehung der Knotentheorie aufgrund detail-
lierter Analysen heraus.28 Im Mittelpunkt stehen dabei nicht technische Konstruktionen im Sinne von
Mehrtens.
Epple konstatiert in der mathematischen Moderne einen Umbruch der mathematischen Kultur auf ver-
schiedenen Ebenen.29 Auf der sozialen Ebene ging die zunehmende Differenzierung der Wissenschaften im
19. Jahrhundert einher mit einer vera¨nderten Balance zwischen heteronomer und autonomer Motivation
mathematischen Handelns.
Auf der kognitiven Ebene wurden die Legitimita¨t und die Regeln mathematischer Objekt- und Begriffs-
bildung sowie der Argumentationsmethoden neu ausgehandelt.30 Charakteristisch dafu¨r war die Heraus-
bildung der mengentheoretischen Denkweise und des axiomatischen Stils.31
Am Ende dieses Prozesses steht ein neues Selbstbild der gesamten Mathematik, der auch ein neuer
Platz im kulturellen Gefu¨ge zugewiesen wird. Die Mathematik ist ein einheitliches System, deren kom-
plexere Objekte sich aus den einfacheren zusammensetzen. Analog sind auch die Theorien und Probleme
hierarchisch strukturiert. Obwohl sie autonom motiviert betrieben wird, geht man davon aus, daß sich
ihre Ergebnisse in anderen Wissenschaften als anwendbar erweisen.32
Die Ursache fu¨r die umfassende Selbstreflexion mathematischen Handelns, die in der zweiten Ha¨lfte
des 19. Jahrhunderts begann, sieht Epple in den neuen epistemischen Gegensta¨nden der Mathematik,
die nicht mehr oder nur noch mit großen Schwierigkeiten als “Abstraktionen von Eigenschaften sinnlich
wahrnehmbarer Dinge” aufgefaßt werden konnten.33 Damit wurde der Bezug der mathematischen Begrif-
fe auf die ’wirkliche Welt’ zumindest problematisch. Es schlossen sich Fragen nach der Bedeutung und
Rechtfertigung mathematischer Gegensta¨nde, mathematischer Sprache und mathematischen Wissens an,
die auf Ontologie und Epistemologie verwiesen.34
Die axiomatische Methode liefert charakteristisch moderne Antworten auf die Fragen nach Bedeutung
und Rechtfertigung mathematischer Gegensta¨nde.35 Betrachtet man Hilberts Vorgehen in seiner para-
27[Epple, 1999, 210], letzte Formulierung [Mehrtens, 1999].
28[Epple, 1999, 23].
29[Epple, 1999, 201].
30Epple spricht von “neuen Formen handlungsleitender Rationalita¨t”, [Epple, 1999, 201ff].
31[Epple, 1999, 201f].
32Letzteres hatte wiederum Auswirkungen auf die soziale Dimension, denn daraus entstand ein Arbeitsmarkt fu¨r Mathe-
matiker außerhalb der Universita¨ten, [Epple, 1999, 204].
33[Epple, 1999, 205].
34[Epple, 1999, 206].
35[Epple, 1999, 207].
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digmatischen Festschrift Grundlagen der Geometrie [Hilbert, 1899], so werden mit Hilfe von Definitionen
Objekte und Relationen verschiedenen Typs betrachtet, fu¨r die bestimmte Aussagen, die Axiome, gefor-
dert werden.36 Epple bezeichnet solche Definitionen als in doppelter Hinsicht ontologisch neutral: Unklar
ist erstens ob und zweitens durch welche Objekte in der Welt die Axiome erfu¨llt werden.37
Aufgrund dieser ontologischen Neutralisierung wurde die produktive Imagination aufgewertet, denn mit
Hilfe des axiomatische Stils konnten alle Theorien gerechtfertigt werden, fu¨r deren epistemische Objekte
epistemische Techniken bekannt waren oder konstruiert werden konnten.38
Die Differenzierung und Autonomisierung setzte sich auch innerhalb der disziplina¨ren Organisation der
Mathematik fort. Epple spricht davon, daß bestimmte Problembu¨ndel eigene epistemische Konfiguratio-
nen erhielten und in diesen von immer weiter spezialisierten Mathematikern bearbeitet wurden. Dies
fu¨hrte insbesondere zu neuen, vom urspru¨nglichen Kontext autonomen Fragestellungen, gegebenenfalls
zu einer schrittweisen “Elimination der zuna¨chst motivierenden Kontexte” und daher zu einer Neukon-
struktion der epistemischen Objekte.39
7.1.3 Mathematischer Modernismus bei Jeremy Gray
Grays Adaption des kulturgeschichtlichen Begriffs modernistisch ist ein Versuch, die Erza¨hlung u¨ber die
Entwicklung der modernen Mathematik mit dem Modernismus in anderen kulturellen Spha¨ren (z.B.
Architektur, Literatur, Musik) in Verbindung zu bringen. Er definiert die Eigenschaften eines moderni-
stischen Systems mathematischer Ideen (body of ideas) folgendermaßen:
i) Es ist autonom, hat also kaum Motivationen außerhalb der Mathematik.
ii) Es entha¨lt formale Aspekte, die auch explizit betont werden.
iii) Es steht in einer komplizierten Beziehung zur Alltagswelt.
iv) Es wird von einer professionellen Gruppe von Mathematikern vertreten bzw. benutzt, die
den aktuellen und zuku¨nftigen Resultaten dieses Systems hohen Wert beimessen.40
Modernistische Ideen passen laut Gray zum neuen Bild (der Mathematik und) der Mathematiker als einer
autonomen professionellen Gruppe mit Bedeutung fu¨r die Naturwissenschaften und die Philosophie:
Modernism in mathematics is the appropriate ideology, the appropriate rationalization or overview of the
enterprise.41
Wesentliche inhaltliche Vera¨nderungen beobachtet Gray in der Ontologie und in der Epistemologie der
Mathematik.42 Dabei fu¨hrte die Abstraktion und Allgemeinheit der neuen Ontologie quasi automatisch
36Im Fall der Geometrie heißen die Objekte ’Punkte’, ’Geraden’ und ’Ebenen’, die Relationen u.a. ’liegen’, ’parallel’ und
’kongruent’. Die Axiome fordern Aussagen, in denen diese Objekte und Relationen vorkommen, z.B. ’Durch je zwei Punkte
liegt genau eine Gerade.’
37Diese zweite Offenheit ermo¨glicht unvorhergesehene, z.B. auch innermathematische Anwendungen eines Konzepts. Der
erste Punkt birgt das Problem, die Widerspruchsfreiheit nachzuweisen. Hilbert hatte dessen prinzipielle Schwierigkeit noch
nicht erkannt.
38Epple spricht von der “Entfesselung der mathematischen Imagination” und faßt diese zusammen mit der ontologischen
Neutralisierung unter “epistemische Autonomie” zusammen, [Epple, 1999, 209].
39[Epple, 1999, 205].
40[Gray, 2008, 1].
41[Gray, 2008, 37].
42Hierin stimmen Gray und Epple u¨berein, wobei die Betonung einer neuen Ontologie auf die Arbeit [Gray, 1992] zuru¨ck-
geht.
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zu einer neuen Epistemologie.43 Es mußte neu ausgehandelt werden, welche Beweise akzeptiert und wel-
che hoch bewertet werden.44
Gray fu¨hrte auch modernistische mathematische Objekte ein. Diese ko¨nnen i.A. nur mit abstrakten Me-
thoden untersucht werden.45 Er stellt einige Beispiele vor, um zu illustrieren, daß sie aus substantiellen
Gru¨nden eingefu¨hrt wurden und typischerweise nur fu¨r reine Mathematiker interessant waren.
Gray behauptet eine gewisse Beunruhigung (anxiety) der Mathematiker. Er begru¨ndet sie mit der umstrit-
tenen Natur mathematischer Objekte, die nicht la¨nger mit physikalischen Objekten identifiziert werden
konnten.46 Daraus folgen epistemologische Fragen, die den intrinsischen Wert der Mathematik betref-
fen47, sowie Fragen, die den extrinsischen Wert der Mathematik in der Gesellschaft beru¨hren.48
Der modernistische Charakter der damals aktuellen Mathematik wurde laut Gray zwischen 1900 und
1914 o¨ffentlich debattiert, weil er zu diesem Zeitpunkt von einer ausreichend wichtigen Gruppe von Ma-
thematikern akzeptiert worden war.49
Bezu¨glich der Algebra und der Zahlentheorie sind dafu¨r vor allem deutsche Mathematiker maßgeblich.
Deren ausreichendes Einversta¨ndnis fu¨hrt Gray auf die (autonomen) professionellen Strukturen der deut-
schen Mathematik in der zweiten Ha¨lfte des 19. Jahrhunderts und insbesondere auf die Orientierung am
Humboldtschen Neuhumanismus zuru¨ck.50
7.1.4 Corry
Obwohl das Thema von Leo Corrys Buch Modern Algebra and the Rise of Mathematical Structures nicht
die mathematische Moderne (sondern die zunehmende Strukturalita¨t der Mathematik) ist, muß es hier
erwa¨hnt werden, da im ersten Teil die Entwicklung hin zu Bartel L. van der Waerdens beru¨hmtem
Lehrbuch Moderne Algebra (1930) dargestellt wird, das als paradigmatisch fu¨r einen modernen mathe-
matischen Text gelten kann. In letzterem ist der Aufbau nicht mehr an Zahlsystemen orientiert, sondern
die Anordnung erfolgt strikt nach der Komplexita¨t der Strukturen.
Corry arbeitet u¨berzeugend heraus, daß die zahlentheoretischen Arbeiten Dedekinds und Hilberts zwar
mit neuen mathematischen Strukturen arbeiten, aber nicht strukturalistisch sind. Fu¨r beide ist der Be-
griff ’Gruppe’ abstrakter als ’Ring’, da eine Gruppe eine zugeordnete Struktur ist, wa¨hrend der Ring den
Gegenstandsbereich ausmacht. Nach der strukturalistischen Sichtweise ist diese Unterscheidung obsolet,
zudem ist jeder Ring eine Gruppe.51
43Es geht Gray dabei (vermutlich) darum, daß es schwieriger wird, potentielle Aussagen u¨ber die Objekte zu erhalten
und anschließend ihren Wahrheitsgehalt zu kla¨ren, [Gray, 2008, 21].
44[Gray, 2008, 152].
45Er erlaubt explizit, daß die Objekte in diese Form erst u¨berfu¨hrt wurden, [Gray, 2008, 235].
46Damit stimmt er in der Interpretation der historischen Ausgangspunkte fu¨r die Moderne mit Mehrtens und Epple
u¨berein.
47Zum Beispiel: Wie ist das Verha¨ltnis von Mathematik zu Logik?, Was ist ein Beweis?
48[Gray, 2008, 271].
49[Gray, 2008, 37], die Formulierung ist leicht vera¨ndert.
50[Gray, 2008, 153].
51Als Steigerung dazu gab es z.B. bei [Fueter, 1905] zwei verschiedene Namen fu¨r Gruppen, je nachdem ob die Verknu¨pfung
als Multiplikation oder als Addition geschrieben wurde, vgl. [Corry, 1996, 152f].
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7.2 Hensels Konstellation in der mathematischen Moderne - der
Blick der mathematikhistorischen Forschung
Dieser Abschnitt versammelt zuna¨chst Positionen zu Hensels Konstellation aus Untersuchungen, die Hen-
sel bzw. die p-adischen Zahlen nicht zum wesentlichen Thema hatten. Anschließend wird das von Peter
Ullrich entworfene Bild fu¨r die Entstehung der p-adischen Zahlen mit Hilfe der Ergebnisse dieser Arbeit
gescha¨rft.
7.2.1 Bestandteile von Hensels Konstellation
Im folgenden Abschnitt soll zuna¨chst mit Catherine Goldstein und Norbert Schappacher ein Blick auf
die Zahlentheorie zwischen 1840 und 1900 geworfen werden. Anschließend werden speziellere Aussagen
von Mehrtens, Epple und Gray vorgestellt, die Hensel und sein mathematisches Umfeld betreffen. Im
Einzelnen geht es dabei um Zahlkonzepte, Leopold Kronecker, Richard Dedekind, David Hilbert und die
p-adischen Zahlen.
Zum Abschluß wird knapp auf Gu¨nther Freis Beobachtungen zur Vorgeschichte von Hensels Lemma
eingegangen.
Zahlentheorie
Nach einer Analyse Catherine Goldsteins und Norbert Schappachers etablierte sich um 1850 das For-
schungsfeld arithmetische algebraische Analysis.52 Dieses faßte elliptische Funktionen, algebraische Glei-
chungen, Reziprozita¨tsgesetze und Reihen mit arithmetischer Interpretation in sich zusammen. Promi-
nente Vertreter waren u.a. Kummer, Kronecker und Hermite.
Trotz verschiedener Schlu¨sselobjekte waren die Akteure von der inneren Einheit des Feldes u¨berzeugt.
Die zeitweilige Stabilita¨t ergab sich durch enge Kommunikation zwischen den Akteuren, die neben einer
wechselseitigen Anregung und Beeinflussung zwischen den verschiedenen Untersuchungen auch zur Er-
stellung eines Geda¨chtnisses fu¨hrte. (Spa¨ter trennte sich das Feld anhand der Gegensta¨nde.)
Die Zahlentheorie um 1870 umfaßte nach Goldstein drei quantitativ bedeutsame Cluster.53 Der um-
fangreichste Cluster schloß an Legendre und Gauß an und betonte verschieden restriktiv die Reinheit
der Methoden und des Gegenstands.54 Ein weiterer beinhaltet Arbeiten zu Dirichletschen Reihen und
anderen arithmetischen Funktionen.
Der dritte schloß an Arbeiten von Hermite und Kronecker an und behandelte Modulargleichungen, qua-
dratische Formen und die Mo¨glichkeit, u¨ber eine Theorie der zerlegbaren Formen auf Kummers Theorie
der idealen Faktoren zu verzichten. Davon abweichende Versuche, Kummers Theorie zu verallgemeinern
52Fu¨r den ganzen Abschnitt vgl. [Goldstein/Schappacher, 2007, 52f], im Original heißt es “arithmetic algebraic analysis”.
Der Begriff des Forschungsfeldes ist von Bourdieu angeregt, obwohl nicht alle fu¨r ein solches Feld typischen Merkmale
zutreffen.
53Ganzer Abschnitt nach [Goldstein/Schappacher, 2007a, 73f]. Die Cluster sind das Ergebnis einer bibliometrischen
Untersuchung, die auch implizite Bezu¨ge erfaßte.
54Dies konnte von der Ablehnung komplexer Funktionen u¨ber die Ablehnung komplexer Zahlen bis zur Ablehnung alge-
braischer Zahlen reichen.
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bzw. zu ersetzen, geho¨ren in keinen der Cluster, sondern blieben singula¨r: Selling und Bachmann publi-
zierten je eine solche Arbeit, kehrten aber mit weiteren Arbeiten zur Zahlentheorie in die oben genannten
Cluster zuru¨ck.55
Epple za¨hlt “Zahlentheorie, Theorie algebraischer Funktionen und algebraische Geometrie”56 zu den mit
am ho¨chsten bewerteten Themen der Mathematik des 19. Jahrhunderts. Die Gegensta¨nde dieser Gebiete
haben dabei keine direkt erkennbare Bedeutung fu¨r die Naturwissenschaften.
Auch Gray erinnert daran, daß die algebraische Zahlentheorie in Deutschland ein Gebiet mit hoher Re-
putation gewesen sei. Bei ihrer Verallgemeinerung auf beliebige Zahlko¨rper habe es sich daher um eine
als wichtig angesehene Forschungsfrage gehandelt.57
Zahlkonzepte
Fu¨r Mehrtens liegt in Gauß’ Umgang mit den komplexen Zahlen ein epistemologischer Bruch: Gauß
argumentierte mit ihrer Darstellbarkeit in der komplexen Ebene, also mit einem innermathematischen
Gedanken, der nicht die Fa¨higkeit zur Beschreibung der Welt thematisierte.58
Epple systematisiert die neuen Zahlentypen im spa¨ten 19. Jahrhundert danach, welche Funktionen der
zuvor bekannten Zahlen sie nicht mehr erfu¨llen: Beschrieben reelle Zahlen Gro¨ßen, so traf dies auf die
ebenfalls kontinuierlichen komplexen Zahlen, Quaternionen und ’hyperkomplexen’ Zahlen nicht mehr zu.
Ebenso dienten die ganzen Zahlen dem Za¨hlen, die ebenfalls diskreten ganzen komplexen Zahlen, idealen
Zahlen und ganzen algebraischen Zahlen jedoch nicht.59
Der Ausgangspunkt fu¨r Grays U¨berlegungen zu Zahlkonzepten sind Kummers ’ideale Zahlen’, die im
Wesentlichen Teilbarkeitsbedingungen lieferten.60 Fu¨r Gray sind die Vorschla¨ge fu¨r ihre Verallgemeine-
rung von Dedekind und Kronecker wieder Zahlen.61 Dies ist besonders in Bezug auf Dedekind eine sehr
ungewo¨hnliche Interpretation, die die vorliegende Arbeit nicht u¨bernehmen mo¨chte. Mo¨glicherweise ist
sie Grays Konzept geschuldet, weitgehend auf technische Termini zu verzichten. An Dedekinds Theorie
der algebraischen Zahlen betont Gray vor allem die verallgemeinerten Entsprechungen fu¨r “ganze Zahl”,
“prim” und “teilbar”.62
Mit Hilfe eines Textes von Perron betont Gray, die irrationalen Zahlen seien “in jedem Fall unsere
eigenen Scho¨pfungen” und ha¨tten nichts Mystisches an sich, so daß sich die Frage stelle, “warum wir
sie gerade so erschaffen und nicht anders.”63 Obwohl die u¨blichen Konstruktionen fu¨r irrationale Zahlen
55[Selling, 1865] und [Bachmann, 1867].
56[Epple, 1999, 203].
57[Gray, 2008, 77].
58[Mehrtens, 1990, 29ff].
59[Epple, 1999, 205]. Epple gibt analoge Beschreibungen der Entwicklungen fu¨r die Begriffe ’Funktion’ bzw. im Bereich
der Geometrie, die hier nicht beno¨tigt werden.
60Mit Vielfachheiten, [Gray, 2008, 77].
61Er schreibt, es ginge um “the nature of the new types of number being introduced into the subject,” [Gray, 2008, 148].
62[Gray, 2008, 150f].
63[Perron, 1907, 148f]. Es handelt sich um Perrons Habilitationsvortrag Was sind und sollen die irrationalen Zahlen. In
ihm hatte Perron Hensels Beweisversuch fu¨r die Transzendenz von e o¨ffentlich kritisiert. Gray interpretiert Perrons Text
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der Darstellung von Gro¨ßenbeziehungen dienten, sei der Begriff der Zahl “vollkommen unabha¨ngig vom
Begriff der Gro¨ße.”64
In seinem Nachruf auf Hensel bezeichnet Oskar Perron die Scho¨pfung der p-adischen Zahlen als eine
“gla¨nzende und ho¨chst originelle Leistung”.65 Er erla¨utert, damit habe er der um 1904 bereits seit eini-
gen Jahrzenten gela¨ufigen Redeweise von den irrationalen Zahlen als “willku¨rliche[n] Scho¨pfungen unseres
Verstandes” u¨berraschend einen neuen Sinn gegeben, da fu¨r die gewo¨hnliche Konstruktion anschließend
nicht nur “keine Notwendigkeit vorliegt”, sondern es tatsa¨chlich eine alternative Konstruktion mit einem
nicht-isomorphen Resultat gibt.
Leopold Kronecker
Wie bereits angesprochen, za¨hlt Mehrtens Kronecker zur Gegenmoderne. Er entwirft fu¨r ihn das Bild des
“Rechners”.66 Er habe die Gegensta¨nde mit Hilfe von Unbestimmten konkretisiert, “jeder Gedanke sei
Formel, jedes Wort Gestalt” geworden.67
Gray untersucht nicht, inwiefern Kroneckers Ansichten modernistisch sind, sondern bezeichnet dessen
Theorieauffassung als syntaktisch. Er betont, daß Kronecker begriﬄich bewiesene Existenzaussagen fu¨r
wertlos hielt, solange sie nicht erlaubten, das entsprechende Objekt zu konstruieren.68
Fu¨r ihn ist Kroneckers Teilbarkeitstheorie daher ontologisch sparsamer als Dedekinds Idealtheorie.
Richard Dedekind
Fu¨r Dedekind entwirft Mehrtens das Bild des “Erza¨hlers”. Er habe neue Objekte entworfen und bezeich-
net, um ihnen dann bestimmte Eigenschaften zuschreiben und sie miteinander in Beziehung treten lassen
zu ko¨nnen.69
In Was sind und was sollen die Zahlen sprach Dedekind von freien Scho¨pfungen des menschlichen Gei-
stes.70 Fu¨r ihn beruhten diese Scho¨pfungen jedoch auf den elementaren Fa¨higkeiten des menschlichen
Geistes und waren in diesen begru¨ndet. Aus diesem Grund ist er fu¨r Mehrtens vormodern.71
Fu¨r Gray hingegen ist Dedekinds Definition der natu¨rlichen Zahlen in Was sind und was sollen die
Zahlen eine der bahnbrechenden Handlungen des mathematischen Modernismus. Hierbei wird das Sy-
stem der natu¨rlichen Zahlen anhand seiner bzw. mit seinen Mengeneigenschaften identifiziert.72 Fu¨r den
Existenznachweis rekurrierte Dedekind allerdings auf die Gesamtheit seiner Gedanken, da er die Existenz
jedoch nicht im Licht einer solchen eher ungewo¨hnlichen o¨ffentlichen Kritik.
64[Perron, 1907, 149].
65Dieses und die beiden folgenden Zitate: [Perron, 1948, 235].
66[Mehrtens, 1990, 197].
67[Mehrtens, 1990, 197], hierbei zitiert er eine Festrede u¨ber Kronecker von Adolf Kneser, [Kneser, 1925, 224].
68[Gray, 2008, 156]. Als Beispiel fu¨hrt er die irreduziblen Teiler eines Polynoms mit ganzzahligen Koeffizienten an.
69[Mehrtens, 1990, 197]. Charakteristisch fu¨r Dedekind ist die Entstehung neuer Objekte durch Mengenbildung.
70Bereits in seinem Habilitationsvortrag [Dedekind, 1854/1932] hatte er angesprochen, daß vor allem die Wirksamkeit
eines Begriffs entscheidend sei.
71[Mehrtens, 1990, 36].
72Das heißt, Dedekind wa¨hlte zuna¨chst geeignete Mengeneigenschaften aus, aus denen er anschließend die weiteren Ei-
genschaften folgerte. Zum Abschluß wies er nach, daß seine Definition im Wesentlichen eindeutig ist.
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einer beliebigen unendlichen Menge beno¨tigte.73
Analog baute Dedekind auch seine Idealtheorie auf: Er betrachtete die Menge aller Zahlen, die durch
eine gegebene Zahl teilbar sind. Dann wa¨hlte er geeignete strukturelle Eigenschaften dieser Menge, die es
erlaubten, eine Theorie aller Mengen mit diesen Eigenschaften aufzubauen. Im konkreten Fall definierten
die ausgewa¨hlten Eigenschaften die Ideale.74
Gray bezeichnet Dedekind als modernistisch, wobei er besonders dessen internalistische Motivationen
hervorhebt:
Dedekind’s approach is recognizably modernist in its emphasis on the need for internal definitions of objects,
tailored to meet internally set goals of the theory.75
David Hilbert
Fu¨r Mehrtens repra¨sentiert Hilbert eine Moderne der Produktivita¨t und Autonomie. Sie “versammelt die
schon vollzogenen Bru¨che und findet sich zu einem produktiven Betrieb zusammen.”76 In der entstehenden
Aufbruchsstimmung werden zo¨gerliche Bedenken weggewischt:
Hilbert gelang es, einen Zauberkreis aus Forschungsthemen, methodischen Konzeptionen, symbolischen und
mythischen Markierungen, philosophischen Ru¨ckhalten und fachlichen Abgrenzungen zu schlagen, unter des-
sen Bann die Moderne ho¨chst produktiv wurde.77
Fu¨r Gray geho¨rt bereits Hilberts Zahlbericht, der Dedekinds Ontologie weitgehende Akzeptanz einbrachte,
zum Modernismus.78 Er bezeichnet ihn als eine strukturelle Umformulierung der algebraischen Zahlen-
theorie, wobei das Ordnungsprinzip die Galoistheorie gewesen sei.79
Die p-adischen Zahlen
Gray bezeichnet die p-adischen Zahlen als ein modernistisches Objekt. Er bescha¨ftigt sich mit der Frage,
was Hensel die Einfu¨hrung dieser neuen Zahlen erlaubte.80 Als Argument fu¨hrt er die Willku¨rlichkeit
(arbitrarity) an, die fu¨r ihn im folgenden Zitat u¨ber die negativen und rationalen Zahlen zum Ausdruck
kommt:
Diese beiden Klassen von Zahlgro¨ßen sind Rechnungssymbole, deren Bezeichnung zuna¨chst willku¨rlich ist.
Nur muß die Einfu¨hrung so geschehen, daß die fundamentalen Gesetze, die fu¨r das Rechnen mit den ganzen
positiven Zahlen gelten, auch in dem erweiterten Gebiete erhalten bleiben.81
Hensel habe die fu¨r seine Ziele geeigneten Ausdru¨cke (mit Verknu¨pfungen) anhand dieser Bedingung
eingefu¨hrt und konnte sie daher Zahlen nennen.82 Gray behauptet weiter, die p-adischen Zahlen wu¨rden
73[Gray, 2008, 168].
74Zur Entstehung des Idealbegriffs bei Dedekind vgl. [Haubrich, 1992].
75[Gray, 2008, 150]. In spa¨teren Versionen wurden Dedekinds Ausfu¨hrungen auch von seinen internen Normen geleitet.
Dies ko¨nnte man Grays zweitem Punkt (formalistisch) zuschlagen.
76[Mehrtens, 1990, 140].
77[Mehrtens, 1990, 138]. Mehrtens betont auch die Rolle der “ho¨chst komplexen und vielfa¨ltigen Interaktion und Kolla-
boration” in diesem Betrieb, [Mehrtens, 1990, 141].
78Hilbert verfaßte einen Synkretismus aus den Theorien Dedekinds und Kroneckers, vgl. [Hilbert, 1897] und [Lemmer-
meyer/Schappacher, 1998] und [Schappacher, 2005].
79[Gray, 2008, 179].
80Gray arbeitet mit dem Vorwort von Hensels Lehrbuch Theorie der algebraischen Zahlen von 1908. Es geht ihm also
nicht um den Entdeckungszusammenhang, sondern um die Mo¨glichkeit der Rechtfertigung.
81[54, 1908, 12].
82Gray behauptet, “[they] had to be considered numbers”, [Gray, 2008, 236]. Vgl. dazu die Bemerkungen im Abschnitt
u¨ber Zahlkonzepte.
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auf eine neue Art und Weise alle Lu¨cken zwischen den rationalen Zahlen fu¨llen.83
Um fu¨r den Modernismus der p-adischen Zahlen zu argumentieren, nutzt Gray Perrons im Abschnitt
u¨ber Zahlkonzepte bereits zitierten Habilitationsvortrag Was sind und sollen die irrationalen Zahlen.
Perron bezieht sich darauf, daß Hensels p-adische Zahlen Transzendenzuntersuchungen ermo¨glichen soll-
ten.84 Daher weist er darauf hin, daß fu¨r die letzten Schritte des von Hensel versuchten Ausbaus der
Analogie zwischen Zahlentheorie und Funktionentheorie noch eine Mo¨glichkeit beno¨tigt werde, p-adische
und q-adische Zahlen zu vergleichen.85 Gray interpretiert dies als ein Argument fu¨r die Anziehungskraft
des strukturellen Zugangs.86
Hensels Lemma
Gu¨nther Frei weist in seiner Interpretation des unvero¨ffentlichten achten Teiles von Gauß’ Disquisitiones
Aritmeticae [Frei, 2007] darauf hin, daß Gauß eine Vorform von Hensels Lemma bewiesen hatte. Fu¨r ein
Polynom mit ganzen Koeffizienten, dessen Zerlegung modulo p keine mehrfachen Faktoren besitzt, gab er
ein explizites Verfahren an, um diese Zerlegung schrittweise in eine Zerlegung modulo pk fu¨r steigendes k
umzuwandeln.87 Den allgemeinen Fall hat Gauß nicht ausgefu¨hrt, einige Eintra¨ge seines mathematischen
Tagebuchs zeigen jedoch, daß er hoffte, einen Zugang gefunden zu haben.88
Ebenfalls eine Version von Hensels Lemma erkennt Frei in einer Arbeit des Berliner Mathematikers Her-
mann Ku¨hne.89 Die entsprechende Passage dieser Arbeit soll hier knapp skizziert werden, denn Ku¨hnes
Ansatz weist technische Parallelen zu Hensels Konstruktion der p-adischen Zahlen auf.90
Ku¨hne begann mit der Konstruktion eines endlichen Restsystems R, das im einfachsten Fall die Gestalt
{0, . . . , p − 1} haben konnte. Zu diesem betrachtete er den Bereich B = R[x] der Polynome in x mit
Koeffizienten aus R. Er setzte die Rechenschritte der schriftlichen Division unendlich fort und ließ daher
die dazu beno¨tigten Summanden mit negativen Potenzen von x zu, erhielt also “eine Entwickelung”91
X =
ϕ(x)
ψ(x)
=
M∑
i=−k
aix
−i mit ai ∈ R, 0 ≤ k ∈ Z, die beliebig weit, also fu¨r beliebig großes 0 ≤M ∈ Z
83“[T]hey filled in all the gaps in the rational numbers. But they did so in a new way”, [Gray, 2008, 236]. Auch die-
se vereinfachte und ahistorische Formulierung ist vermutlich eine Folge seines Versuchs, die Leser nicht mit technischen
mathematischen Details zu u¨berfrachten.
84[Perron, 1907, 153].
85Erst dann wa¨re die Hoffnung begru¨ndet, daß “die Entwicklung der Zahlentheorie im allgemeinsten Sinn mit der Funk-
tionentheorie Schritt halten kann,” [Perron, 1907, 155].
86“It is a dramatic answer that suggests how strong was the appeal of the structural approach to mathematics - even
to Perron, who grew into a markedly traditional creative mathematician,” [Gray, 2008, 237]. Mo¨glicherweise ist Gray nicht
bewußt, daß Perron hier direkt auf die Hoffnungen Hensels eingeht und diese abschwa¨cht, also nicht zwingend eigene
Hoffnungen formuliert.
87[Frei, 2007, 185].
88Es handelt sich um die Eintra¨ge 77-79, [Gauß, 1976, 72].
89[Ku¨hne, 1903].
90Es ist sehr wahrscheinlich, daß Hensel und Ku¨hne sich kannten, denn Ku¨hne studierte ab 1886 in Berlin und promovierte
1892 u¨ber ein vermutlich von Kronecker gestelltes Thema. (Der offizielle Betreuer war Fuchs, vgl. [Biermann, 1988, 160].)
Ku¨hne lebte jedoch seit 1896 nicht mehr in Berlin, so daß nicht bekannt ist, ob er und Hensel weiterhin Kontakt hatten,
vgl. [Frei, 2007, 174].
91[Ku¨hne, 1903, 102].
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berechnet werden kann. Ein endliches Anfangsstu¨ck, in dem die negativen Exponenten beschra¨nkt sind,
bezeichnete er als “Anna¨herung” A an X:92
A =
N−1∑
i=−k
aix
−i mit ai ∈ R, 0 ≤ k ∈ Z wobei gilt X = A+R und deg(R) < −N
fu¨r beliebig groß vorgegebenes 0 ≤ N ∈ Z.93
Diese U¨berlegungen nutzte Ku¨hne fu¨r eine Theorie der Polynome B[y] mit Koeffizienten in B = R[x]. Er
begann mit einer Variablentransformation der Gestalt y = xcz mit einem geeigneten c > 0 ∈ Z.94 Die
gewu¨nschte Zerlegung eines Polynoms F (y) kann dann auf die Zerlegung eines Ausdrucks G(z) zuru¨ck-
gefu¨hrt werden, der in Bezug auf x einen nichtverschwindenden Absolutterm G0 und daneben nur Terme
negativer Grade (in x) entha¨lt.
Ku¨hne zerlegte zuerst den Term G0. Die erhaltene Zerlegung konnte er schrittweise auf die kleineren
Grade in x verfeinern, d.h. modulo x−1, modulo x−2 etc. Nachdem er die anfa¨ngliche Transformation
ru¨ckga¨ngig gemacht hatte, ordnete Ku¨hne sein Ergebnis folgendermaßen ein:
Diese Darstellung entha¨lt eine angena¨herte Zerlegung von F in Factoren und entspricht der Zerlegung einer
ganzen Function mit Zahlencoefficienten in reelle Factoren ersten und zweiten Grades.95
Die Idee, hohe negative Potenzen von x zu vernachla¨ssigen und von Anna¨herungen zu sprechen, ist typisch
fu¨r das Umfeld Kroneckers. Interessant ist der Hinweis auf die Parallelita¨t zur Zerlegung mit reellen Ko-
effizienten, da Hensel diese in der Vorlesung 1902 auch anfu¨hrte.96 Daru¨berhinaus ist auch der Gebrauch
des Begriffs Entwicklung bemerkenswert, denn die Entwicklungen nach steigenden negativen Potenzen
von x unterscheiden sich von den gewo¨hnlichen Potenzreihen nach positiven Potenzen von x etwa ebenso
wie Hensels p-adische Zahlen mit ihrer Entwicklung nach positiven Potenzen von p von den u¨blichen
Dezimalbruchentwicklungen nach negativen Potenzen von Zehn (oder einer anderen Zahl.)
Wendet man die heute u¨bliche Terminologie an, so bewies Ku¨hne die Gu¨ltigkeit von Hensels Lemma
in der Komplettierung von Fq(x)[y] an x = 0.
7.2.2 Die Entstehung der p-adischen Zahlen nach Peter Ullrich
In diesem Abschnitt werden die von Ullrich implizit vertretenen globalen Thesen zur Entstehung der
p-adischen Zahlen thematisiert.97
Die Arbeit The genesis of Hensel’s p-adic numbers
Hier soll zuna¨chst Ullrichs ausfu¨hrlichste Publikation The genesis of Hensel’s p-adic numbers [Ullrich,
1998] vorgestellt werden. Anschließend werden einige der kritischen Punkte kommentiert.
Das Resu¨mee von Ullrichs Untersuchungen lautet folgendermaßen:
92[Ku¨hne, 1903, 103].
93In dieser Darstellung du¨rfen beliebige ai verschwinden. Es geht nur darum, daß nur endlich viele Glieder mit positiven
Exponenten vorhanden sein du¨rfen. Solche mu¨ssen nicht vorliegen.
94Die Existenz eines geeigneten c erfordert dabei eine technische Vorraussetzung, vgl. [Ku¨hne, 1903, 104].
95[Ku¨hne, 1903, 106].
96Vgl. 5.2.1.
97Auf die Arbeiten selbst wurde detaillierter in Kapitel 5.6 eingegangen.
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Hensels Motivation war die Analogie zwischen Zahlko¨rpern und den Ko¨rpern algebraischer Funktio-
nen einer Variablen. Seine Grundidee war die U¨bertragung der Methode der lokalen Reihenentwick-
lungen aus der komplexen Analysis, die ihm auch ein Lokal-Global-Prinzip nahelegte.98
Ullrich erla¨utert ausfu¨hrlich die Entstehungs- und Vero¨ffentlichungsgeschichte der Arbeiten [Kronecker,
1881] und [Dedekind/Weber, 1882]. In beiden wurde die Analogie zwischen der Theorie der algebraischen
Funktionen einer Variablen und der Theorie der algebraischen Zahlen benutzt, um die jeweiligen Heran-
gehensweisen an den zahlentheoretischen Fall auf die algebraischen Funktionen zu u¨bertragen.
Da Hensel Vorlesungen bei Weierstraß geho¨rt hatte und ihn (wie jeder Berliner Privatdozent) in den
1890er Jahren wo¨chentlich besuchte, ist es fu¨r Ullrich nicht allzu u¨berraschend (“not too surprising”),
daß Hensel die Ergebnisse von Kronecker, Dedekind und Weber u¨ber die Analogie zwischen Funktionen-
und Zahlko¨rpern mit dem Kalku¨l der Potenzreihen kombinierte.99
Ullrich stellt weiter dar, welche Gestalt die von Hensel eingefu¨hrten Entwicklungen haben und wie sie
durch Konjugation zusammenha¨ngen. Dabei kann man in Analogie zum Fall der algebraischen Funktio-
nen ebenfalls von Verzweigung sprechen.100
Beginnend mit seiner Crelle-Arbeit 1904 sieht Ullrich Hensel auch mit Fragen der Konvergenz bescha¨ftigt.101
Daher seien die p-adischen Zahlen fu¨r ihn nicht la¨nger rein formale Objekte gewesen.102
Die angesprochenen Arbeiten [Kronecker, 1881] und [Dedekind/Weber, 1882] waren beide wichtig fu¨r
Hensel.103 Fu¨r seine grundsa¨tzliche Herangehensweise erscheint es jedoch bedeutsamer, daß Kronecker
in seinen Grundzu¨gen [Kronecker, 1882] den Fall der algebraischen Zahlen und den der algebraischen
Funktionen in einer Theorie vereinigte. Hensel arbeitete z.B. in [5, 1889] mit dieser allgemeinen Theorie.
In spa¨teren Arbeiten beschra¨nkte er sich auf Spezialfa¨lle, in denen sich Vereinfachungen ergaben.104
Aus dem Brief Hensels an Weber vom 23.11.1897 (vgl. 4.2.1) la¨ßt sich entnehmen, daß Hensel etwa 1893
begann, nach einer neuen Grundlage fu¨r seine Forschungen zu suchen. Seine Motivation war, daß er mit
den Kroneckerschen Hilfsmitteln bei seinen selbstgestellten Aufgaben nicht weiter kam.105 Neben den
genannten drei Arbeiten, die die Analogie zwischen algebraischen Zahlen und algebraischen Funktionen
beleuchten, kannte Hensel zu diesem Zeitpunkt auch die Theorie von Weierstraß.106 Nachdem die ver-
schiedenen Ausgangspunkte fu¨r Hensels Neuerung gekla¨rt sind, stellt sich aber auch die Frage, warum
98“He was motivated by the analogies of the number field case and the function field case [...] Hensel’s basic idea was to
transfer the method of complex analysis of studying local expansions
∑∞
ν=n aν(z − c)ν in order to get information on the
global properties of a function to the setting of number theory. In particular, from the beginning on he had a ’local-global
principle’ in mind”, aus dem abstract, [Ullrich, 1998, 163]. Zu erga¨nzen wa¨re, daß Hensels Reihen als arithmetische Reihen
Teilbarkeitsaussagen kodieren sollten.
99[Ullrich, 1998, 168].
100“Also already in 1897, Hensel clearly saw the analogy between ramification in the setting of functions and in that of
numbers,” [Ullrich, 1998, 169].
101[Ullrich, 1998, 170].
102“He could from then on treat infinite sums
∑∞
ν=n aνp
ν not only as formal but even as p-adically convergent objects,”
[Ullrich, 1998, 171].
103Vgl. u.a. Kapitel 3.1.2 und 5.3.1.
104Vgl. [20, 1895] und 3.2.1.
105Es ist durchaus mo¨glich, daß Hensel zu diesem Zeitpunkt Ziele hatte, die in keiner seiner spa¨teren Arbeiten aufscheinen.
Zur Erinnerung: Die Arbeit [5, 1889] hatte im allgemeinen Fall die Aufgabe gestellt, die Diskriminante und ein Fundamental-
system einer Komposition aus den Diskriminanten und Fundamentalsystemen der komponierenden Ko¨rper zu bestimmen.
Ersteres gelang Hensel auch in spa¨teren Arbeiten nur in ganz speziellen Fa¨llen, zweiteres auch in Spezialfa¨llen nur lokal.
106Gemeint sind die Arbeiten [Dedekind/Weber, 1882], [Kronecker, 1881] und [Kronecker, 1882].
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Hensel eine neue Grundlegung anstrebte,107 d.h. fu¨r welche Aufgabenstellungen er sie nutzen wollte: Wie
in 3.4 gezeigt wurde, hatte z.B. Hensels Kombination der Potenzreihenentwicklungen auf einer Riemann-
schen Fla¨che mit seiner arithmetischen Theorie der Funktionenko¨rper einer Variablen in der Arbeit [21,
1895] einen konkreten technischen Vorteil: Die lokale Beschreibung durch Potenzreihen erlaubte es, den
(x − a)-Anteil des ggTs einer Funktion mit ihren Konjugierten, an dem Hensel zuvor schon interessiert
gewesen war, direkt abzulesen.
Ullrich schreibt Hensel ab der Crelle-Arbeit [47, 1904] ein Interesse an Konvergenzfragen zu. Dies scheint
unglu¨cklich formuliert zu sein: Zwar erforderte Hensels Ziel, die Potenzreihen unabha¨ngig von einer Divi-
sorentheorie abzuleiten, eine explizite Aussage daru¨ber, welche neuen Objekte zula¨ssig sind, da sie nicht
mehr gegebenen Objekten zugeordnet werden konnten. Diese Frage der Zula¨ssigkeit hat jedoch prima¨r
nichts mit Fragen der Konvergenz zu tun: Hensel schloß sich den Vorgaben des Berliner Konstruktivismus
an, nach denen ein Objekt wohldefiniert ist, wenn es in endlich vielen Schritten beliebig genau bestimmt
werden kann. Die Zuordnung einer Maßzahl, die bei zula¨ssigen Objekten im gewo¨hnlichen Sinne konver-
giert ist dem nur nachgeordnet.108
Auch Hensels Lemma entspricht dieser Konstruktivita¨tsforderung: Die gesuchte eindeutige Zerlegung
eines Polynoms mit p-adischen Koeffizienten in irreduzible Faktoren kann in endlich vielen Schritten be-
liebig genau bestimmt werden.109
Auch in seinem Meraner Vortrag [49, 1905] benutzte Hensel den Begriff der Konvergenz nur fu¨r p-adische
Potenzreihen: Eine Potenzreihe konvergiert fu¨r x = a nach Definition genau dann, wenn die p-adische
Zahl, die nach Einsetzen von a fu¨r x entsteht, in Hensels konstruktivem Sinn berechenbar ist.
Weitere Abhandlungen
Die Arbeit [Ullrich, 1999a] untersucht die Analogie zwischen Zahl- und Funktionenko¨rpern als Ursprung
des Konzepts des Dedekind-Rings.110 Hensel verließ sich nach Ullrich in seinen Arbeiten so sehr auf sie,
“daß er sie zur Basis einer eigensta¨ndigen Teildisziplin machte.”111
Um den Einfluß der Weierstraßschen Funktionentheorie auf Hensel zu unterstreichen, zitiert Ullrich aus
Andre´ Weils Vorwort in Kummers Collected Works, in dem Weil bestimmte Argumente Kummers als
p-adisches Denken bezeichnete. Anschließend erla¨uterte Weil dies:
Of course he never introduced the concept of p-adic fields; the credit for this goes to his pupil, or rather
his pupil’s pupil Hensel. Perhaps this concept could only occur to someone like Hensel, who had also been
Weierstrass’s pupil and who was familiar, not only with Cantor’s definition of the real numbers, but with
the ideas of Dedekind and Weber on the analogies between number-fields and function-fields.112
107Um diesen Punkt noch einmal zu unterstreichen, sei daran erinnert, daß in der Arbeit [Dedekind/Weber, 1882] auch
Entwicklungen nach einmal durch den Primdivisor teilbaren Elementen vorkamen.
108Analog mißinterpretiert Ullrich auch in [Ullrich, 1998a, 322] Hensels konstruktiven Theorieaufbau in [47, 1904] als
einen Versuch, nicht nur auf die Definitionstechniken, sondern auch auf die Konvergenzbegriffe der gewo¨hnlichen Analysis
zuru¨ckzugreifen.
109Zum Berliner Konstruktivismus vgl. 1.2.1.
110Ullrich stellt in ihr u.a. ausfu¨hrlich die Rolle der Weierstrass’schen Theorie der transzendenten Primfunktionen dar.
111[Ullrich, 1999a, 127]. Hensel wollte diese Analogie einerseits als Basis der Theorie der algebraischen Zahlen etablieren,
was ihm nicht gelang. Andererseits wollte er (dokumentiert ab 1905) eine sehr weitreichende, lokal arithmetische Sichtweise
zur Verfu¨gung stellen. Auch hierbei war er nicht erfolgreich.
112[Weil, 1975, 6f]. Ullrich weist noch darauf hin, daß Hensel (wie er zuvor nachwies) diese Analogie auch in Weierstraß’ Vor-
lesungen ha¨tte kennenlernen ko¨nnen. Da aber die ersten mathematischen Arbeiten Hensels vo¨llig an Kroneckers Grundzu¨ge
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Hervorgehoben sei der dabei indirekt angesprochene Bezug zu Weierstrass’ Definition der reellen Zahlen,
denn diese Analogie spielte eine wesentliche Rolle bei der Ausgestaltung der endgu¨ltigen Einfu¨hrung der
p-adischen Zahlen.113
Inwiefern der “starke Weierstraßsche Einfluß auf Hensel” sich in dessen Lehrbuch Theorie der algebrai-
schen Funktionen einer Variablen widerspiegelt,114 sei jedoch dahingestellt, denn die Wahl der Potenz-
reihen als Grundlage ist insbesondere eine Folge von Hensels Entscheidung fu¨r die Potenzreihen in der
Zahlentheorie und in der Theorie der algebraischen Funktionen zweier Variablen.
Schließlich bescha¨ftigt sich Ullrich in einer weiteren Abhandlung [Ullrich, 1998a] speziell mit Hensels
verfehltem Beweisversuch fu¨r die Transzendenz von e in Meran 1905. Er behauptet darin ohne weite-
re Ausfu¨hrungen, Hensel habe sich schon in den 1890er Jahren bei der Einfu¨hrung der (algebraischen)
p-adischen Zahlen von der Hoffnung auf Transzendenzbeweise leiten lassen.115 Eine Stu¨tze fu¨r diese The-
se liefert Hilberts Reisetagebuch aus dem Jahr 1888, denn dieses zeigt,116 daß Hensel bereits damals
einen indirekten Transzendenzbeweis fu¨r e plante, wobei er zeigen wollte, daß in der Diskriminante eines
Zahlko¨rpers, der e entha¨lt, jede Primzahl vorkommen mu¨sse. Es muß jedoch offen bleiben, ob fu¨r Hensel
eine Verbindung zwischen dieser Idee und Potenzreihen bestand.
Inhaltlich besteht eine gewisse A¨hnlichkeit zwischen diesem Ziel und Hensels (vergeblichem) Wider-
spruchsbeweis 1905: Hensel leitete die Aussage ab, daß e fu¨r den Bereich jeder Primzahl p eine irreduzible
Gleichung xp = 1 + pε erfu¨llt. Eine durch diese Gleichung beschriebene Erweiterung ist aber auch in p
verzweigt, enthielte also p in der Diskriminante.117
7.3 Die Modernita¨t der p-adischen Zahlen
In diesem Abschnitt werden die p-adischen Zahlen in Bezug zu den verschiedenen Modernita¨tsbegriffen
sowie den modernen Zahlkonzepten gesetzt. Anschließend wird dargestellt, welche von Epples allgemeinen
Kennzeichnungen der Entstehung der Knotentheorie auch auf die p-adischen Zahlen zutreffen.
7.3.1 Verortung der p-adischen Zahlen im Moderne-Diskurs
Wie oben dargestellt wurde,118 spricht Mehrtens von einer Moderne im Epochensinn, wobei das da-
zugeho¨rige Adjektiv hier modern geschrieben wird. Diese unterteilt sich noch einmal in die Moderne,
deren Vertreter die Mathematik als freie Scho¨pfung des menschlichen Geistes ansahen, und die Gegen-
moderne, deren Vertreter die Mo¨glichkeiten der Mathematik anhand (jeweils verschiedener) Bindungen
einschra¨nkten. Zuna¨chst wird u¨berpru¨ft, inwiefern diese drei Attribute auf die p-adischen Zahlen bzw.
Hensels mathematische Handlungen zutreffen.
anschließen, ist diese Bemerkung zwar richtig, aber in Bezug auf Hensel gegenstandslos.
113Vgl. 5.4.1.
114[Ullrich, 1999a, 128] bzw. [Hensel/Landsberg, 1902].
115[Ullrich, 1998a, 321].
116Vgl. 1.1 das Zitat zu FN 35.
117Die Verbindung ist lose. Es ist nicht rekonstruierbar, worin Hensels Gedanke bestand.
118Vgl. 7.1.1.
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Modern ist die Theorie der p-adischen Zahlen (einschließlich aller Vorarbeiten Hensels) bereits aufgrund
ihres Gegenstandes. Hensels Untersuchungen der algebraischen Zahlen sind innermathematisch, d.h. in
der Ausdrucksweise von Erhard Scholz und Moritz Epple autonom, motiviert. In Hensels Umfeld fand
eine Debatte u¨ber die Mo¨glichkeiten und Beschra¨nkungen der fachinternen Ontologie statt, diese ist je-
doch nicht sichtbar an Thesen u¨ber die Realita¨t gekoppelt.
Hensels Herangehensweise ist jedoch nicht modern: Vereinzelt hatte sich Hensel dem strikten Konstruk-
tivismus des spa¨ten Kronecker angeschlossen. Etwa ab 1893 entspricht seine Methodik dem moderaten
Konstruktivismus der Berliner Schule.119 Er wu¨rde weder wie Cantor die unbegrenzte Freiheit der Mathe-
matik bejahen noch wie Hilbert postulieren, daß beliebige Probleme gelo¨st werden ko¨nnen, indem man
die Problemstellung entsprechend modifiziert.120 Dieses Bild besta¨tigt sich, wenn man die in 7.1.2 als
modern angefu¨hrten Attribute einzeln betrachtet:
- Hensels Vorgehen ist nicht mengentheoretisch, da seiner Auffassung nach alle benutzten Mengen
explizit abza¨hlbar sein mu¨ssen.
- Sein Vorgehen ist nicht axiomatisch, sondern konstruktiv: Er geht von mathematisch etablierten
Elementen aus und variiert bekannte Konstruktionsverfahren. Vermutlich wu¨rde er axiomatische
Definitionen auch ablehnen, solange nicht nachgewiesen wird, welche “wirklichen mathematischen
Objekte” darunter fallen.
Der von Mehrtens entworfene “Hilbertsche Zauberkreis” der Moderne schlug Hensel nicht in seinen
Bann.121 Er blieb seiner eigenen traditionellen Position und seinem Mathematikbild treu. Daher suchte
er weder nach methodischen Konzeptionen oder symbolischen und mythischen Markierungen noch nach
philosophischer Unterstu¨tzung.
Er wandte sich nicht aktiv gegen moderne Bestrebungen, wie zum Beispiel den Versuch seines Assistenten
Fraenkel, die p-adischen Zahlen zu axiomatisieren, aber sie interessierten ihn nicht, selbst wenn sie von
ihm geschaffene Mathematik betrafen.
Hensels p-adische Zahlen gestatteten jedoch eine moderne Vereinnahmung: So benutzte Perron in sei-
nem Habilitationsvortrag, der Hensels Transzendenzbeweise kritisierte, ein von Mehrtens als typisch mo-
dern bezeichnetes Vokabular: Er bezeichnete die irrationalen (und damit auch die p-adischen) Zahlen als
“Scho¨pfungen” des Menschen, die dieser fu¨r seine Zwecke “erschaffen” habe.122
Hensels Position ist aber auch nicht klar gegenmodern. Es besteht keine der von Epple angefu¨hrten
Bindungen, weder an das Anschauungsvermo¨gen oder andere Fa¨higkeiten des menschlichen Geistes noch
an humanistische Bildung oder technische Anwendungen.123 Hensel orientierte sich in seinen Arbeiten
119Vgl. das Ende von 1.2.2.
120Vgl. 7.1.1.
121Vgl. in 7.2.1 das Zitat zu FN 77.
122[Perron, 1907, 148f] bzw. [Mehrtens, 1990, 124].
123Vgl. [Epple, 1999, 210].
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nach Kroneckers Tod am Berliner Konstruktivismus,124 bei ihm erscheint diese Position jedoch nicht mo-
ralisch aufgeladen.125 Ihr entspricht eine konservative Grundhaltung, nach der zula¨ssige mathematische
Objekte kontrollierbar und zuga¨nglich sind.
Betrachtet man Grays Anforderungen an eine modernistische Vorgehensweise, so kann man zweifellos
bejahen, daß die gesamte Theorie autonom motiviert war. Ebenso stehen selbst ihre einfachsten Objekte,
die p-adischen Zahlen, in einer komplizierten Beziehung zur Alltagswelt. Hensel versuchte eine Theorie
von hohem innermathematischen Wert aufzubauen. Seine p-adischen Zahlen sind nicht intuitiv bzw. durch
Anschauung zuga¨nglich, ko¨nnen also in diesem Sinne also nur abstrakt untersucht werden. Explizit for-
mal ist Hensels Theorie nur in einem Argumentationsschritt, in welchem er betont, es gebe verschiedene
Darstellungen fu¨r die natu¨rlichen Zahlen und entsprechende Fortsetzungen ihrer Operationen.126
Zum Abschluß dieses Abschnitts werden die p-adischen Zahlen mit den Eigenschaften der neuen Zahl-
konzepte in Verbindung gebracht, die in Abschnitt 7.2.1 vorgestellt wurden. Den p-adischen Zahlen liegt
die U¨berlegung zu Grunde, man ko¨nne Teilbarkeit ebenso beschreiben, wie man traditionell Gro¨ße be-
schreibt. Hensel war zu der Auffassung gelangt, die von ihm konstruierten Entwicklungen a¨hnelten doch
eher reellen Zahlen als Potenzreihen. Daher bezeichnete er sie als p-adische Zahlen. Trotzdem dienen sie
offenbar weder dem Za¨hlen noch der Gro¨ßenbeschreibung.
Die p-adischen Zahlen beschreiben kein gegebenes Kontinuum, aber sie sind im folgenden intuitiven Sinn
kontinuierlich: Betrachtet man zu jeder p-adischen Zahl den zugeordneten Dezimalbruch (zur Basis p),
und ordnet sie so, wie es die Ordnung auf diesen Dezimalbru¨chen induziert, so liegt ebenso wie bei gewo¨hn-
lichen Dezimalbru¨chen zwischen zwei gegebenen (verschiedenen) p-adischen Zahlen stets eine dritte.127
Da Hensels Theorie der algebraischen Zahlen u.a. diejenige von Dedekind ablo¨sen sollte, sei hier noch auf
die fu¨r die natu¨rlichen Zahlen gebra¨uchlichen Begriffe eingegangen, deren Verallgemeinerungen Gray an
Dedekinds Theorie hervorgehoben hatte (ganze Zahl, prim, teilbar).128
Hensels Grundidee war, bei arithmetische Betrachtungen zuna¨chst fu¨r jede Primzahl p einzeln U¨berlegun-
gen anzustellen. Die Gesamtheit der erhaltenen lokalen Aussagen wollte er anschließend zu einer globalen
Aussage zusammenfassen. So verfuhr er insbesondere mit dem Begriff der ganzen Zahl: eine Zahl ist genau
dann algebraisch ganz, wenn sie fu¨r jede Primzahl p algebraisch ganz in Bezug auf p ist.
Teilbarkeiten sollten laut Hensel von den zugeordnete Entwicklungen ablesbar sein. Fu¨r eine tatsa¨chli-
che Begru¨ndung der von ihm gewu¨nschten Theorie der algebraischen Zahlen ha¨tte es jedoch noch neuer
U¨berlegungen zum Begriff prim bzw. Primdivisor bedurft.
124Vgl. das Ende von 1.2.2.
125Die entsprechenden Formulierungen in seinen Texten sind relativ unauffa¨llig, so daß sie von heutigen Lesern leicht
u¨bersehen werden ko¨nnen. Mehrtens forderte fu¨r einen Vertreter der Gegenmoderne, seine Position mu¨ßte eindeutig durch
moralische Werte motiviert sein.
126Zum Beispiel [47, 1904, 51].
127Hensel hatte diese Ordnung in [47, 1904] eingefu¨hrt. Sowohl bei den p-adischen Zahlen als auch bei den gewo¨hnlichen
Dezimalbru¨chen kann es durch Perioden gleiche Zahlen geben, die auf den ersten Blick verschiedene Darstellungen haben.
128Vgl. 7.2.1 zu FN 62.
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7.3.2 Moderne Merkmale der Entstehung der p-adischen Zahlen
In diesem Abschnitt wird ausgefu¨hrt, welche von Epples abstrakte Beschreibungen der Entstehung der
Knotentheorie als einer modernen Theorie sich auf die Entstehung der p-adischen Zahlen u¨bertragen
lassen. Damit wird deutlich, daß Hensels Forschungen zumindest in diesem Sinn modern sind.
Die Ableitung von neuen epistemischen Konfigurationen aus Problembu¨ndeln
Eine U¨bersicht u¨ber die epistemischen Konfigurationen und ihren Zusammenhang befindet sich im Kapitel
6.129 Hier sei nur die Entstehung von drei miteinander zusammenha¨ngenden epistemischen Konfiguratio-
nen illustriert:
Ein erstes Problembu¨ndel entstand fu¨r Hensel, als er die Komposition von Ko¨rpern (im allgemeinen Fall
von Kroneckers Grundzu¨gen) untersuchte. Eines dieser Probleme war die Bestimmung der Diskriminante
der Komposition aus den Diskriminanten der komponierten Ko¨rper. Fu¨r diese Frage entwickelte Hen-
sel eine lokale Sichtweise und damit eine neue epistemische Konfiguration: Ist P ein Primdivisor des
Grundko¨rpers, so umfaßt die neue epistemische Konfiguration zuna¨chst den Begriff des Fundamentalsy-
stems fu¨r den Bereich von P . Hinzu kommt die Beschreibung bestimmter ggTs als gebrochene Potenzen
von P , sowie der Begriff des normalen Fundamentalsystems fu¨r den Bereich von p, der die Exponenten
dieser ggTs benutzt.
Die so entstandene epistemische Konfiguration vera¨nderte Hensel, als er sich einem neuen Problembu¨ndel
zuwandte: Er beschra¨nkte sich auf den Fall eines Zahlko¨rpers und suchte eine Erkla¨rung fu¨r den Expo-
nenten einer Primzahl p in der Diskriminante des Zahlko¨rpers, wenn diese Primzahl wild verzweigt ist.
Dazu versta¨rkte er die lokale Herangehensweise, indem er lokale Beschreibungen der Konjugierten einer
algebraischen Zahl in die epistemische Konfiguration aufnahm: Die dazu eingefu¨hrten arithmetischen Po-
tenzreihen nannte er spa¨ter algebraische p-adische Zahlen. Fu¨r einzelne Elemente konstruierte er daru¨ber-
hinaus lokale Gleichungen, d.h. Gleichungen, die diese modulo pM fu¨r jedes M erfu¨llen.
Mit Hilfe dieser epistemischen Konfiguration konnte Hensel das Problem der wilden Verzweigung lo¨sen.
Aus dieser Lo¨sung ergab sich jedoch ein vo¨llig neuartiges Problembu¨ndel: Hensel wollte die mit Hilfe
einer Primdivisortheorie erhaltenen Potenzreihen auch ohne eine solche ableiten und anschließend mit ih-
rer Hilfe eine Primdivisorentheorie begru¨nden. Die dafu¨r entwickelte epistemische Konfiguration enthielt
u.a. die rationalen p-adischen Zahlen Qp, denn diese waren der erste Schritt seines Versuchs, eine solche
Primdivisorentheorie zu entwickeln.
Produktive Imagination versus Zeichenformalismus
Produktive Imagination soll im Sinne von Epple hier bedeuten, daß neue mathematische Objekte kon-
struiert werden, die mit vorhandenen mathematischen Objekten zwar in einigen Eigenschaften u¨berein-
stimmen, daru¨berhinaus aber nicht die Realita¨t beschreiben. Daher mu¨ssen sie abstrakt charakterisiert
werden. Ihre Bearbeitung erfordert eine charakteristische neue Form der Vorstellungskraft.130 Man kann
129Fu¨r die Begriﬄichkeiten “epistemische Konfiguration”, “epistemisches Objekt” und “epistemische Technik” sei ebenfalls
auf Kapitel 6 verwiesen.
130Vgl. [Epple, 1999, 209].
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verschiedene Schritte auf dem Weg zu Hensels p-adischen Zahlen auf diese Weise deuten.
Am deutlichsten wird dies bei Hensels U¨bertragung einer Riemannschen Fla¨che aus dem Fall der algebrai-
schen Funktionen einer Variablen auf den zahlentheoretischen Fall. Fu¨r Hensel lagen die verschiedenen
Bla¨tter einer Riemannschen Fla¨che u¨ber der komplexen Ebene, wobei jedem u¨ber x = a liegenden Punkt
ein komplexer Wert ya ∈ C zugeordnet ist.131
Das Objekt, das Hensel schuf, bestand aus Punkten, die in verschiedenen Bla¨ttern u¨ber je einer Primzahl
lagen. Jedem solchen Punkt entsprach ein Primdivisor der darunterliegenden Primzahl p.132 Es ist nicht
bekannt, ob bzw. wie Hensel sich die Primzahlen ra¨umlich angeordnet vorstellte. Deutlich wurde jedoch,
daß er bewußt eine ra¨umliche Ausdrucksweise wa¨hlte.
Analog zu den lokalen Entwicklungen auf der gewo¨hnlichen Riemannschen Fla¨che schuf Hensel lokale Ent-
wicklungen, die ein Element des Zahlko¨rpers in einer Umgebung eines solchen u¨ber p liegenden Punktes
beschreiben sollten. Ungekla¨rt ist dabei, inwiefern zwei Punkte, die u¨ber unterschiedlichen Primzahlen
liegen, miteinander verbunden sind.133 Abstrakt sind dabei sowohl das Punktgebilde als auch die zuge-
ordneten Entwicklungen.
Ein weiteres Beispiel einer produktiven Imagination besteht in der Auffassung der gefundenen Potenzrei-
henentwicklungen als Zahlen. Fu¨r Hensel reichte es dafu¨r aus, daß die Operationen mit den natu¨rlichen
Zahlen auf die gewohnten Ergebnisse fu¨hren und die Operationen mit den u¨brigen Elementen (im fu¨r ihn
maßgeblichen konstruktiven Sinn der Berliner Schule) erkla¨rt sind. Es gibt keine ra¨umliche Veranschauli-
chung der p-adischen Zahlen. Hensel fu¨hrte sogar eine neue Ordnung auf den natu¨rlichen Zahlen ein, um
zu betonen, daß aus Teilbarkeitssicht eine andere Anordnung angemessen ist.
Ebenfalls Zeichen einer produktiven Imagination sind Hensels Begriffsbildungen, die immer wieder den
Fragen nachgingen:
– Unter welchen Umsta¨nden wu¨ßte man genug u¨ber die Situation?
– Wie kann man diese Umsta¨nde anstreben?
Dieser Typ der produktiven Imagination fu¨hrte ihn u.a. zu dem Konstruktionsziel, daß die lokalen Po-
tenzreihenentwicklungen eine Matrix in Blockdiagonalgestalt bilden.
Es ging Hensel nicht darum, die Mo¨glichkeiten des Zeichenformalismus auszuscho¨pfen. Vermutlich fu¨hrte
er die p-adischen Zahlen in der Arbeit [47, 1904] abstrakt und isoliert ein, weil er verschiedene wei-
terfu¨hrende Hoffnungen mit ihnen verband. Auf jeden Fall beno¨tigte er sie jedoch fu¨r eine ganz spezielle
Aussage seiner Theorie der algebraischen Zahlen: Die Zerlegung einer irreduziblen Gleichung mit ganz-
zahligen Koeffizienten fu¨r den Bereich von p ist eindeutig und fu¨hrt auf paarweise verschiedene Faktoren.
131Diese Riemannsche Fla¨che ist in gewissem Sinn selbst schon modern, denn sie liegt im vierdimensionalen Raum. Hensel
arbeitete nicht mit den abstrakteren Definitionen einer Riemannschen Fla¨che, die es zu jenem Zeitpunkt auch bereits gab.
132Im Allgemeinen entsprachen umgekehrt einem Primdivisor jedoch mehrere Punkte.
133Im Fall einer gewo¨hnlichen Riemannschen Fla¨che gibt es oft Wege zwischen gegebenen Punkten.
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Wechselspiel zwischen epistemischen Techniken und epistemischen Objekten
Aus der von Epple benannten epistemischen Autonomie folgt fu¨r ihn ein “Wechselspiel zwischen der
produktiven Imagination neuartiger epistemischer Dinge und der Konstruktion von partiell erfolgreichen
Bearbeitungstechniken fu¨r dieselben.”134 Hier sei ein solches Wechselspiel an zwei charakteristischen Bei-
spielen illustriert:135
Ein erstes Beispiel fu¨r ein Wechselspiel zwischen neuen epistemischen Objekten und neuen epistemi-
schen Techniken beginnt mit der Einfu¨hrung der neuen Potenzreihenentwicklungen in die Zahlentheorie.
Hensel stellte sich daraufhin die Aufgabe, diese unabha¨ngig von einer Primdivisortheorie abzuleiten. Da-
her mußte er neue epistemische Techniken entwickeln. Seine Idee, die definierende Gleichung in lokal
irreduzible Faktoren zu zerlegen, die je einem Primdivisor entsprechen, kann man vielleicht als einen
Prototyp einer epistemischen Technik bezeichnen.
Bei der Ausgestaltung dieses Prototyps entstand ein neues epistemisches Objekt: die p-adischen Zahlen,
die als Koeffizienten der angestrebten Zerlegung beno¨tigt wurden. Unmittelbar im Anschluß daran ent-
stand als dazugeho¨rige epistemische Technik der konstruktive Beweis von Hensels Lemma, der es erlaubte,
diese Zerlegung auch durchzufu¨hren.
La¨ßt man auch neue Begriffe als neue epistemische Objekte zu, so kann man die Weiterentwicklung
der lokalen Betrachtungsweise bis zu den lokalen Gleichungen, die die Diskriminante eines Zahlko¨rpers
bei wilder Verzweigung beschreiben, ebenfalls als ein Wechselspiel zwischen epistemischen Techniken und
epistemischen Objekten betrachten:
Hensel hatte 1889 den Begriff eines lokalen Fundamentalsystems fu¨r den Modul P eingefu¨hrt und ihn in
den beiden a¨quivalenten Begriffen des normalen bzw. kanonischen Systems fu¨r den Modul P spezialisiert.
Daraus ergab sich fu¨r ihn 1895 in der Theorie der algebraischen Funktionen einer Variablen die Aufga-
be, ein gegebenes System in ein a¨quivalentes kanonisches System zu u¨berfu¨hren. Hensel entwickelte eine
entsprechende epistemische Technik; die Nachteile dieser Vorgehensweise brachten ihn aber anschließend
dazu, in der Theorie der algebraischen Funktionen von Anfang an mit lokalen Entwicklungen zu arbeiten.
Man kann diese wohlbekannten lokalen Entwicklungen als importierte epistemische Technik betrachten.
Mit ihrer Hilfe gelang es deutlich leichter, die gestellte Aufgabe zu lo¨sen. Hensel nutzte sie daru¨berhinaus
auch zum Beweis der Aussage, daß die Elementarteilerexponenten lokal Sequenzen bilden und diese die
Verzweigung beschreiben.
Fu¨r den Beweis konstruierte er ein neues epistemisches Objekt, na¨mlich ein lokales Fundamentalsystem,
dessen Konjugiertenmatrix Blockdiagonalgestalt modulo (x− a) hat.
134[Epple, 1999, 392]. Vgl. auch [Epple, 1999, §67] und 7.1.2. Er schla¨gt vor, diejenigen Schlu¨sselobjekte und -techniken
zu verfolgen, die ein besonders reiches Handlungsspektrum ero¨ffneten.
135Mit Hilfe dieses Vokabulars la¨ßt sich insbesondere leicht erfassen, wie ein Ortswechsel einer Person bzw. die Hinzuziehung
einer weiteren Person zu neuen Impulsen fu¨hren. Im vorgestellten Entstehungsprozeß der p-adischen Zahlen traten solche
Effekte nur am Rande auf.
318
Aus diesen Ergebnissen leitete Hensel 1897 die weitere Vorgehensweise fu¨r den analogen Aufbau der
Theorie der algebraischen Zahlen direkt ab:
Zuna¨chst mußte er in der zahlentheoretischen Situation lokale Entwicklungen (d.h. ein neues epistemi-
sches Objekt) konstruieren.
Anschließend leitete er die analogen, aber technisch etwas komplizierteren Aussagen ab, die an die Stelle
der Aussagen der Theorie der algebraischen Funktionen treten. Die dazu durchgefu¨hrte technische Analy-
se la¨ßt sich als epistemische Technik interpretieren. Auf diese Art gelangte Hensel u.a. zu der Forderung,
die Konjugiertenmatrix des zu konstruierenden lokalen Fundamentalsystems solle modulo pM fu¨r beliebig
großes M Blockdiagonalgestalt haben.
Fu¨r das Problem der wilden Verzweigung mußte Hensel zusa¨tzlich die Determinante der Blo¨cke dieser
Blockdiagonalmatrix kontrollieren. Dazu entwickelte er ein weiteres epistemisches Objekt mit zugeho¨ri-
gen Techniken: Er fu¨hrte lokale Gleichungen ein und zeigte, wann und wie gegebene Elemente modifiziert
werden ko¨nnen, um gewu¨nschte lokale Gleichungen zu erfu¨llen.
Elimination des motivierenden Kontextes
Bei verschiedenen Ergebnissen der Knotentheorie (u.a. erstes Knotenpolynom) hatte Epple eine charakte-
ristische Elimination des zuna¨chst motivierenden (mathematischen) Kontextes bemerkt. Etwas A¨hnliches
geschieht bei Hensel bezu¨glich der p-adischen Zahlen:
Hensel pra¨sentierte den Beginn seiner U¨berlegungen zu den p-adischen Zahlen in zwei Teilen. In der ersten
Abhandlung Neue Grundlagen der Arithmetik stellte er sie vo¨llig unabha¨ngig vom Kontext der Theorie
der algebraischen Zahlen vor. Dies hatte vermutlich zum Ziel, fu¨r die grundsa¨tzliche Herangehensweise
zu werben. Eventuell hoffte Hensel zu diesem Zeitpunkt auch auf Implikationen, die u¨ber Transzendenz-
beweise weit hinausgegangen wa¨ren.136
Hensels daran anschließende Arbeit U¨ber eine neue Begru¨ndung der Theorie der algebraischen Zahlen
zeigt, daß die p-adischen Zahlen zu diesem Zeitpunkt fu¨r Hensel noch fest mit dem Aufbau einer neuen
Primdivisortheorie verknu¨pft waren. Diese Verbindung blieb noch la¨nger bestehen, denn 1908 vero¨ffent-
lichte Hensel sein seit 1897 geplantes Lehrbuch u¨ber die Theorie der algebraischen Zahlen, in dem er die
p-adischen Zahlen als Grundlage dieser Theorie einfu¨hrte.
Da ihm aber die gewu¨nschte unabha¨ngige Grundlegung seiner Theorie nicht gelang, benutzte er die p-
adischen Zahlen 1913 in einem weiteren Lehrbuch [56, 1913] in anderen Bereichen der Zahlentheorie.
Demnach hatte Hensel die p-adischen Zahlen so vorgestellt, daß sie unabha¨ngig von ihrem motivierenden
Kontext betrachtet und benutzt werden konnten. Die Aufnahme folgte dabei zuna¨chst weniger Hensels
Idee einer Zusammenschau verschiedener arithmetischer Blickrichtungen, sondern nahm die p-adischen
Zahlen als Objekt zum Anlaß fu¨r begriﬄiche U¨berlegungen zu abstrakten Ko¨rpern [Steinitz, 1910], Rin-
gen [Fraenkel, 1912] bzw. Bewertungen [Ku¨rscha´k, 1913].
Hensel selbst scheiterte mit seinen Ideen fu¨r Transzendenzbeweise und arbeitete (daher?) noch einige
Zeit an der mathematischen Situation, fu¨r die er die p-adischen Zahlen urspru¨nglich geschaffen hatte.
Den Wunsch, die Dienste, die die Analysis der Arithmetik erwiesen hatte, zu vergelten, konnte er sich
136Anhaltspunkte fu¨r diese Vermutung finden sich in [52, 1905].
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selbst nicht erfu¨llen.137
7.3.3 Zusammenschau zur mathematischen Moderne
Die p-adischen Zahlen sind in Epochensinn modern, was bereits aus dem Problemkontext folgt, in dem sie
entstanden. Als modernistisch erscheinen sie insbesondere, nachdem sie aus dem motivierenden Kontext
isoliert und von der Moderne vereinnahmt wurden, da sie dann zudem formal wirken.
Hensels Vorgehen kann grundsa¨tzlich als konservativ charakterisiert werden: Er vertrat keine dezidierte
metamathematische Position, war aber gegenu¨ber den neuen Mo¨glichkeiten (z.B. der Mengenlehre oder
der Axiomatik) desinteressiert und zuna¨chst eher skeptisch. Damit ist er in Sinne Mehrtens’ weder mo-
dern noch gegenmodern.
Es stellt sich daher die Frage, ob die im Abschnitt 7.3.2 gegebenen Beschreibungen von Hensels For-
schungshandeln tatsa¨chlich einen Zusammenhang zur Modernita¨t der p-adischen Zahlen haben.138 Um
dies zu entscheiden, mu¨ßten zuna¨chst vergleichbare Untersuchungen fu¨r andere Episoden mathematischen
Handelns z.B. zwischen 1880 und 1920 angestellt werden.
Auffa¨llig im Vergleich zur von Moritz Epple dargestellten Entstehung der Knotentheorie ist vor allem,139
daß keine “U¨bergabe” des Problems stattfand: Einerseits eignete sich niemand Hensels epistemische Konfi-
gurationen fu¨r eine eigene Bearbeitung an, andererseits gab Hensel seine Grundfragestellungen auch nicht
auf, um sich anderen Fragen zuzuwenden.
Die vorliegende Untersuchung liefert eine ungewo¨hnliche Facette der Geschichte der mathematischen
Moderne, die den umfassenden Blick auf die Entstehung moderner mathematischer Konzepte zugleich
weiten und scha¨rfen kann.
137Vgl. das Zitat aus [52, 1905, 558] am Ende von 5.6.2.
138Alternativ ko¨nnten sie typisch fu¨r die Art von Untersuchungsgegenstand oder u¨berhaupt fu¨r das mathematische For-
schungshandeln zwischen 1880 und 1920 sein.
139Vgl. [Epple, 1999].
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Personalakte Kurt Hensels in Berlin, Archiv der Humboldt-Universita¨t zu Berlin, Phil. Fak. 1213, zitiert:
Akte H.
Personalakte Kurt Hensels in Marburg, Hessisches Staatsarchiv Marburg, Signatur 305a, acc. 1976/19
No 3494, zitiert: [Personalakte Hensel, Blatt].
Bei Kurt Hensel abgeschlossene Promotionen (1903 - 1932), Hessisches Staatsarchiv Marburg, Univer-
sita¨tsakten der Universita¨t Marburg, Philosophische Fakulta¨t, Signatur 307d.
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sita¨tsbibliothek Go¨ttingen, 8◦ Cod. Ms. philos. 205.
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Go¨ttingen, 8◦ Cod. Ms. Math. Arch. 76, 8 Briefe.
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Cod. Ms. H. Hasse 26:2, Bl. 53 und 54.
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brich.
Rektoratsbericht vom 14.12.1894 zur Nachfolge Dedekinds in Braunschweig, Universita¨tsarchiv Braun-
schweig.
Habdank-Eichelsbacher, Britta: Tonbandabschrift eines Interviews mit Nachkommen Hensels auf einem
Familientreffen am 6.9.1998 in Schlierbach im Odenwald, in: Abschlußbericht des DFG-Projekts
Kurt Hensel (1861 - 1941) und die Genese des Begriffs der p-adischen Zahlen. Eine biographisch-
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Weierstraß, Karl: Vorlesungszyklus Analysis, Mitschriften von Kurt Hensel u.a. zum WS 1882/83, Biblio-
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B Vero¨ffentlichte Arbeiten und Schriftstu¨cke
Dieser Abschnitt unterteilt sich in Arbeiten Hensels und Arbeiten anderer Autoren. Die historisch be-
trachteten Arbeiten der letzteren werden im Abschnitt C noch einmal chronologisch sortiert aufgefu¨hrt.
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Vero¨ffentlichungen Hensels 1884 - 1909
Die folgende Liste entha¨lt alle mathematischen Vero¨ffentlichungen (ohne Herausgeberta¨tigkeiten) Kurt
Hensels zwischen 1884 und 1909. Die Liste wird von einer spa¨teren Vero¨ffentlichung vervollsta¨ndigt. Die
Eintra¨ge werden in der Form [Nr., Jahr, Seite] zitiert.
1. Arithmetische Untersuchungen u¨ber Discriminanten und ihre ausserwesentlichen Teiler, Dissertation
Berlin, 1884.
2. Untersuchung der ganzen algebraischen Zahlen eines gegebenen Gattungsbereiches fu¨r einen beliebigen
algebraischen Primdivisor, Journal fu¨r die reine und angewandte Mathematik 101, S. 99-141, 1887.
3. Theorie der unendlich du¨nnen Strahlenbu¨ndel, Journal fu¨r die reine und angewandte Mathematik 102,
S. 278-303, 1888.
4. U¨ber die Darstellung der Zahlen eines Gattungsbereiches fu¨r einen beliebigen Primdivisor, Journal fu¨r
die reine und angewandte Mathematik 103, S. 230-237, 1888.
5. U¨ber Gattungen, welche durch Composition aus zwei anderen Gattungen entstehen, Journal fu¨r die
reine und angewandte Mathematik 105, S. 329-344, 1889.
6. Anwendung der Theorie der Modulsysteme auf ein Problem der Optik, Journal fu¨r die reine und
angewandte Mathematik 108, S. 140-143, 1891.
7. Zur Theorie der linearen Formen, Journal fu¨r die reine und angewandte Mathematik 107, S. 241-245,
1891.
8. U¨ber die Darstellung der Determinante eines Systems, welches aus zwei andern componirt ist, Acta
Mathematica 15, S. 317-319, 1891.
9. Theorie der algebraischen Functionen einer Vera¨nderlichen und der algebraischen Integrale. I., Journal
fu¨r die reine und angewandte Mathematik 109, S. 1-42, 1891.
10. U¨ber die Gleichungen, mit deren Hu¨lfe man die sa¨cularen Sto¨rungen der Planeten bestimmt, Journal
fu¨r die reine und angewandte Mathematik 110, S. 180-183, 1892.
11. U¨ber den Fundamentalsatz der Theorie der algebraischen Function einer Variabeln, Jahresberichte
der Deutschen Mathematiker-Vereinigung 1, S. 56-59, 1892.
12. U¨ber die Darstellung der ganzen algebraischen Functionen einer Variablen durch ein Fundamentalsy-
stem, Journal fu¨r die reine und angewandte Mathematik 111, S. 139-155, 1893.
13. Untersuchung der Fundamentalgleichung einer Gattung fu¨r eine reelle Primzahl als Modul und Be-
stimmung der Teiler ihrer Discriminante, Journal fu¨r die reine und angewandte Mathematik 113, S.
61-83, 1894.
14. Arithmetische Untersuchungen u¨ber die gemeinsamen ausserwesentlichen Discriminantenteiler einer
Gattung, Journal fu¨r die reine und angewandte Mathematik 113, S. 128-160, 1894.
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15. U¨ber die Klassification der nicht homogenen quadratischen Formen und der Oberfla¨chen zweiter
Ordnung, Journal fu¨r die reine und angewandte Mathematik 113, S. 303-317, 1894.
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D Brief Kurt Hensels an Heinrich Weber vom 23.11.1897
Handschriftenabteilung der SUB Go¨ttingen, 8◦ Cod.Ms. philos. 205
—Blatt 24/1—
Berlin W.
Kurfu¨rstendamm 236
d. 23.11.1897
Hochgeehrter Herr Professor.
Aus Ihren freundlichen Zeilen habe ich mit Freude ersehen, dass Ihr Lehrbuch der Algebra schon jetzt eine
zweite Auflage erlebt, und ich spreche Ihnen meinen besten Glu¨ckwunsch zu diesem Erfolge aus; es ist
das einzige Lehrbuch dieser Disciplin, welches vollsta¨ndig die modernen Anschauungen wiedergiebt, und
diese Wissenschaft so scho¨n giebt, wie sie wirklich ist; und je mehr ich mich in dieses Werk hineinvertieft
habe, desto mehr Freude an der Darstellung und desto mehr Anregung zu eigenem Nachdenken habe ich
darin gefunden.
Daher waren mir Ihre freundlichen Zeilen eine ganz besondere Freude, und ich wa¨re Ihrer freundlichen
Aufforderung schon einige Tage fru¨her nachgekommen, ha¨tte ich nicht noch das Eintreffen der beiden
kleinen Noten abwarten wollen, welche ich in Go¨ttingen vorgelegt habe, und die ich zugleich mit diesem
Briefe an Sie abgehen lasse. Ehe ich na¨mlich eingehender auf Ihre gu¨tige Aufforderung Bezug nehme,
mo¨chte ich Sie bitten diese Abhandlungen einer kurzem Durchsicht zu unterwerfen. Sie beziehen sich
auf eine neue Auffassung der Theorie der idealen Zahlen, zu welcher ich nach vierja¨hriger Arbeit ge-
kommen bin, und deren Grundzu¨ge ich in Braunschweig in etwa der Weise angegeben habe, wie sie sich
im ersten Paragraphen der ersten jener beiden Noten dargelegt finden. Zu meiner gro¨ssten Freude hat
sich Herr Dedekind damals in einem Nachwort zu jenem Vortrage dahin ausgesprochen, dass ihm diese
Principien eine Vereinfachung fu¨r die Theorie der algebraischen Zahlen zu ergeben scheinen, und ebenso
hat sich Herr Hermite gea¨ussert, dem ich eine Darstellung jener Anschauungen schickte. Ich habe nun
jene Principien in diesen beiden Noten auf einige Probleme der ho¨heren Arithmetik angewendet, welche
sich auch in Ihrer Algebra behandelt finden, und es scheint mir, dass dieselben bei dieser Auffassung
wesentlich einfacher gelo¨st werden (das erste, die Bestimmung der Ko¨rperdiscriminante, wird vollsta¨ndig
erst durch diese Behandlung gelo¨st, wa¨hrend vorher nur fu¨r den allgemeinen Fall die scho¨ne Lo¨sung des
Herren Dedekind vorhanden war). Ich habe mich aber schon seit la¨ngerer Zeit davon u¨berzeugt, dass
die ganze Auffassung der Entwickelbarkeit der algebraischen Zahlen modulo pM in Potenzreihen in der
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ganzen Theorie eine wesentliche Vereinfachung herbeifu¨hrt, weil hier die Theilbarkeit durch die idea-
len Primfactoren vollsta¨ndig durch das Verschwinden der bezu¨glichen Entwickelungscoefficienten ersetzt
wird. Dadurch wird aber die ho¨here Arithmetik vollsta¨ndig das Abbild der Theorie der algebraischen
Functionen einer Variablen, und schon durch die Analogie mit dieser so viel weiter ausgestatteten Theo-
rie wird man auf eine Menge von Problemen gefu¨hrt deren Erledigung ebenfalls durch die Analogie sehr
vereinfacht wird. Ich weiss nun nicht, ob sie geneigt wa¨ren von dieser Auffassung in Ihrer Algebra Notiz
zu nehmen. Sollte dies der Fall sein, so ko¨nnte ich Ihnen eine Herleitung jener Sa¨tze von der Idealtheorie
aus zur Verfu¨gung stellen, bei welcher die Aufstellung der Sa¨tze verha¨ltnissma¨ssig sehr einfach wird, und
dann ko¨nnten die hier behandelten drei Probleme sich sehr einfach anschliessen. Ich habe aber auch eine
andere Herleitung, welche die Idealtheorie garnicht voraussetzt, und jene Entwickelung durch einfache
Erweiterung der Newton’schen Parallelogramme und der Bernoulli’schen Na¨herungsmethoden beweist:
Dann bedarf man eben der Theorie der Ideale oder der Formen gar-
—Blatt 24/2—
nicht mehr und die ganze Theorie der algebraischen Zahlen wird wo¨rtlich ebenso wie die Theorie des
algebraischen Gebildes f(y, x) = 0.
Ich wa¨re Ihnen sehr dankbar, wenn Sie mir mit einem Worte schreiben wollten, ob Ihnen diese Auffassung
der Theorie der algebraischen Zahlen Berechtigung zu haben scheint oder nicht; ich habe mich zu ihr erst
nach langem und gru¨ndlichem Studium der Ideal- und Formentheorie entschlossen, insbesondere, als ich
sah, dass gewisse Fragen sowohl bei den Zahlen, als auch bei den algebraischen Functionen von 2 und
mehreren Variablen auch mit den Kroneckerschen Hilfsmitteln nicht gelo¨st werden konnten, oder doch auf
fu¨r mich unu¨berwindliche Schwierigkeiten fu¨hrten, wa¨hrend andererseits die Entwickelung nach Potenzen
einer [Einfu¨gung: od mehrerer] irreductiblen Functionen oder Zahlen in jedem derartigen Gebiete geht
und sich wunderbar einfach gestaltet.
Was ich irgend thun kann, um Ihnen die Arbeit bei eventueller Beru¨cksichtigung dieser Anschauungen
zu erleichtern, wu¨rde ich selbstversta¨ndlich mit dem gro¨ssten Vergnu¨gen thun. Aber auch, wenn Sie die
Aufnahme derselben nicht fu¨r angezeigt halten, bitte ich Sie versichert zu sein, dass ich mit der gro¨ssten
Freude Ihnen u¨ber meine anderen Arbeiten jede Auskunft geben werde, welche Ihnen erwu¨nscht sein
sollte.
Verzeihen Sie bitte diesen ausfu¨hrlichen Brief und halten Sie ihn dem grossen Interesse zu Gute, das ich
an Ihrem scho¨nen Buche nehme. Wir haben in Deutschland leider nicht viele gute Lehrbu¨cher, und die
Ihrigen sind fu¨r uns ein ganz besonders werthvolles Besitzthum.
Es that mit sehr leid, dass eine schwere Erkrankung meines Schwiegervaters mich verhindert hat, Sie
in Zu¨rich zu sehen. Ich hoffe aber sehr, dass ich im Fru¨hjahre des na¨chsten Jahres zum Besuche meines
Bruders nach Strassburg kommen und dort einige Zeit bleiben werde. Bei diesem Plane spielt der grosse
Wunsch, Sie sehen zu du¨rfen, eine grosse Rolle; hoffentlich sind Sie dann dort und gestatten mir diesen
Wunsch zu verwirklichen.
Mit der Bitte mich Ihrer verehrten Frau Gemahlin angelegentlichst empfehlen zu wollen bin ich
Ihr aufrichtig ergebener
K.Hensel
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