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Abstract—For wireless systems in which randomly arriving
devices attempt to transmit a fixed payload to a central re-
ceiver, we develop a framework to characterize the system
throughput as a function of arrival rate and per-user data
rate. The framework considers both coordinated transmission
(where devices are scheduled) and uncoordinated transmission
(where devices communicate on a random access channel and a
provision is made for retransmissions). Our main contribution is
a novel characterization of the optimal throughput for the case
of uncoordinated transmission and a strategy for achieving this
throughput that relies on overlapping transmissions and joint
decoding. Simulations for a noise-limited cellular network show
that the optimal strategy provides a factor of four improvement in
throughput compared to slotted aloha. We apply our framework
to evaluate more general system-level designs that account for
overhead signaling. We demonstrate that, for small payload
sizes relevant for machine-to-machine (M2M) communications
(200 bits or less), a one-stage strategy, where identity and data
are transmitted optimally over the random access channel, can
support at least twice the number of devices compared to a
conventional strategy, where identity is established over an initial
random-access stage and data transmission is scheduled.
I. INTRODUCTION
Machine-to-machine communications, involving communi-
cation between a sensor/actuator and a corresponding appli-
cation server in the network, are expected to be a major part
of cellular networks in the near future [2]–[5]. While there
are millions of M2M cellular devices already using second,
third and fourth generation cellular networks, the industry
expectation is that the number of devices will increase ten-
fold in the coming years [6], [7]. Additionally, as has been
noted previously in [8], [9], the M2M traffic is distinct from
consumer traffic, which has been the main driver for the
design of fourth generation communication systems, such as
LTE. While current consumer traffic is characterized by small
number of long lived sessions, M2M traffic involves a large
number of short-lived sessions, typically involving transactions
of a few hundred bytes [10], [11]. Because of these differences,
there is a strong motivation to optimize cellular networks
specifically for M2M communications [12]–[14].
A. Related Work
The problem of enabling M2M communication in cellular
networks can be viewed from various related prisms depending
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upon the metric and set of parameters chosen to be optimized,
which are briefly discussed below.
First, the short payloads involved in M2M communications
make it highly inefficient to establish dedicated bearers for data
transmission. Therefore, in some cases it is better to transmit
small payloads in the random access request itself [15]. More
formal treatment of this problem in terms of power and energy
minimization is done in [9], [16], where maximum load that
a base station can serve is characterized for different access
strategies. Several modifications in the current communication
protocols to reduce signaling overhead [15], [17], [18] and
power consumption [19] have been proposed in the literature.
The problem can also be posed as uplink scheduling problem
as is done in [20], where the knowledge of the exact delay
constraint of all the devices is shown to increase the maximum
load that can be served at a base station, compared to the case
where devices are partitioned into a limited number of classes.
Second, a significant number of battery powered devices
are expected to be deployed at adverse locations such as
basements and tunnels, e.g., underground water monitors and
traffic sensors, that demand superior link budgets. Motivated
by this need for increasing link budget for M2M devices,
transmission techniques that minimize the transmit power for
short burst communication were studied in [9]. A related
problem of coverage and capacity of M2M in specific realm of
LTE is studied in [21]. Third, the increasing number of M2M
devices has led to some new ideas on massive access manage-
ment [22]–[25]. One recurrent theme is that of the cooperative
design where the devices are appropriately clustered with one
device in each cluster responsible for transmitting all the data
generated by that cluster to the base station [23]–[25].
The need to optimize cellular networks for M2M has also
been acknowledged by the standards bodies, e.g., see [26],
[27] for the ongoing efforts in 3GPP. However, despite these
research efforts, we still lack a systematic framework to
understand the fundamental limits of this new communication
regime. A key exception is [9], which provided insights into
energy and power optimal system design for this regime using
tools from optimization. Extending this understanding further,
we focus on the throughput optimal design as a function of
key system parameters. We consider a realistic model for M2M
communications in which a Poisson point process governs the
requests for new transmissions, with each request involving
sending a fixed number of bits to the base station within a
fixed maximum delay. The new tools and insights developed
in this paper are summarized next.
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2B. Contributions
Maximum throughput: One can envision multiple modes
for sending packets in the uplink, which can be categorized
into two broad classes: i) uncoordinated, where packets are
sent in a random access fashion, and ii) coordinated, where
devices transmit on contention-free resources assigned by
the base station. We develop a comprehensive framework to
determine the maximum throughput that can be achieved for
a given arrival rate and outage probability for both these
classes under a variety of multiple access strategies. Although
our framework is more general, for conciseness we focus
on the respective optimal strategies for the two classes and
the coordinated and uncoordinated frequency division multiple
access (FDMA) strategies. The framework involves formulat-
ing an optimization problem involving tradeoffs in outage,
rate achievable for each device, and the arrival rate at the
base station. Since retransmissions are critical for uncoordi-
nated transmissions, we develop a novel analytic approach to
explicitly incorporate them in our framework subject to the
maximum delay constraint.
Fundamental result for uncoordinated transmission: There
has been relatively little information theory-based analysis
that accounts for the noise and interference caused by si-
multaneous transmissions [28]. One recent exception is [29],
which provides a rigorous information theoretic framework
and characterizes the achievable rate region within a guaran-
teed gap of the optimal region. In this paper, we incorporate
in a novel way the joint decoding techniques of coordinated
multiple access channel to random access and obtain a new
fundamental result characterizing the throughput performance
of optimal uncoordinated random access transmission using
joint decoding. Using information-theoretic techniques, we
obtain an outer bound to the performance and then describe a
technique to show that the bound is achievable. Our proposal
differs from [29] in two important ways. First, we assume
all users transmit with a fixed rate (in bps/Hz) as derived
from the fixed payload size (in bits), the time slot duration
(in seconds) and bandwidth (in Hz). Second, we incorporate
random arrivals, where the number of users with data to
transmit in each time slot are characterized by a Poisson
process with a given mean.
One-stage vs. two-stage designs: Using the proposed frame-
work, we evaluate two classes of system-level designs while
accounting for the signaling overhead: i) a one-stage design,
where the data payload is communicated over a random
access channel, and ii) a conventional two-stage design, where
the identity of devices is established over a random access
channel and the payload is communicated during a scheduled
stage. Our analysis demonstrates that one-stage design is more
efficient when the information payload is small. However,
when the payload is large, packet collisions render one-stage
design inefficient and thus two-stage design is superior. We
characterize the cross-over payload size for a fairly general
set of assumptions on the overhead signaling.
II. SYSTEM MODEL
Consider the uplink of a single cell system in which base
station is located at the origin and the devices are uniformly
TABLE I
NOTATION SUMMARY
Notation Description
W Total bandwidth in Hz
τs Slot duration in secs
λ Rate of new arrivals at the base station
x Rate of arrivals including retransmissions
gk The effective channel gain of kth device
Pmax Maximum power constraint
µ Reference SNR
M Number of minislots per slot
τm = τs/M Minislot duration
Z Total number of transmissions allowed, including
both the first transmission attempt and the
subsequent retransmissions
Tw Length of the retransmission window in minislots
K(τs);K
(τs)
s New arrivals in each slot; the number of these
arrivals that eventually succeed
K(τm);K
(τm)
s New arrivals in each minislot; the number of these
arrivals that eventually succeed
K
(τm);K
(τm)
s Total number of arrivals in a minislot; the number of
these arrivals that succeed in that minislot
R;S Maximum common rate; maximum throughput
; δ The one-shot failure probability in a particular slot
or minislot; the eventual failure probability after
retransmissions ( = δ for no retransmissions)
Θ Transmission probability in the optimal
uncoordinated strategy
Zk2k1 {k1, k1 + 1, . . . , k2} ⊆ Z for k1 ≤ k2
{xk}k2k1 {xk1 , xk1+1, . . . xk2} for k1 ≤ k2
distributed around it in a circle of radius ro. The out-of-
cell interference is ignored, which is one of the simulation
scenarios in 3GPP model [12]. The devices transmit such that
the exogenous arrivals at the base station can be modeled as
a Poisson process with rate λ arrivals per second. The 3GPP
model also makes similar assumptions about incoming M2M
traffic in several simulation scenarios, e.g., see Table 2 in [30].
Time is divided into slots of duration τs secs and total available
bandwidth is W Hz. Each such slot acts as a “resource slice” as
shown in Fig. 1. The number of new users with data to transmit
in any given slot is denoted by K(τs), which is random
and varies according to the Poisson distribution with mean
λτs. For multiple access, we consider both uncoordinated and
coordinated transmission strategies. In uncoordinated access,
the base station does not play a role in scheduling users, i.e.,
it neither decides the set of transmitting users nor their exact
scheduling over time-frequency resources. On the other hand,
in coordinated access the base station allocates resources for
each user’s transmission. It involves signaling from the base
station to each user indicating the set of transmission resources
to be used. Clearly, the uncoordinated access does not require
any such signaling.
We assume that each user enters the system with a deadline
of τs secs, i.e., it transmits over a single time slot and leaves
the system upon successful completion of the data transfer. If
the transmission is not successful, the packet is dropped and
is said to be in outage. In case of uncoordinated transmission,
a slightly more elaborate setup is considered where a slot is
divided into M minislots of duration τm = τs/M allowing
retransmissions with a limit of Z transmission attempts per
packet within M minislots. This implicitly enforces a deadline
3K(τs) new arrivals
K(τs) ∼ Pois(λτs)
W
τs
Fig. 1. A typical time-frequency resource “slice” over which K(τs) new
arrivals occur.
of τs secs and facilitates fair comparison with the coordinated
transmission. Since retransmissions are strictly suboptimal for
coordinated transmission, the details of retransmissions are
intentionally delayed until Section IV where we study them in
the context of uncoordinated transmission. In both the coordi-
nated and uncoordinated transmission, we restrict attention to
transmission strategies in which all users transmit at the same
average rate R over the duration τs whenever they transmit.
While this restriction is primarily motivated by the need for
simplicity in the case of uncoordinated transmissions, we also
impose this restriction on the coordinated access strategies to
facilitate fair comparison between the two. Although it may be
advantageous to have different users transmitting at different
rates, such strategies are outside the scope of this paper.
Each user has a maximum transmission power Pmax that
is the same for all users. Users may transmit at full power
or employ some form of power control and transmit at
power levels below the maximum power. For uncoordinated
transmission, we assume that the channel state information
is not available at the device and hence its transmit power
is independent of the channel gain. The uplink channel is
modeled as a combination of the power-law path loss, large
scale shadowing and small scale fading effects. Therefore, the
received power at the base station from a device located at
distance r is
Pr = PtXhGr−γ , (1)
where Pt is the transmit power, X is a log-normal random
variable modeling shadowing gain with standard deviation σ
dB, h ∼ exp(1) models small scale channel gain due to
Rayleigh fading, G is the direction based antenna gain, and
γ is the path loss exponent. To study the composite effect
of all these link budget parameters, we define the reference
signal-to-noise ratio (SNR) µ as follows.
Definition 1 (Reference SNR). The reference SNR µ is defined
as the average received SNR from a device transmitting at
maximum power Pmax over bandwidth W located at cell edge,
i.e., at distance ro from the base station.
Therefore, the received SNR µr at the base station from
a device located at distance r ≤ ro and transmitting over a
bandwidth WN ≤W can be expressed in terms of r as
µr =
W
WN
Pt
Pmax
µXh
(
r
ro
)−γ
, (2)
where the factor WWN accounts for the difference in the noise
power due to the difference in the bandwidths for which
µr and µ are defined. This will be helpful in analyzing the
multiple access strategies that involve partitioning of frequency
resources, e.g., FDMA. Now defining the effective channel
gain as g = Xh
(
r
ro
)−γ
, the expression for received SNR µr
can be further simplified to
µr =
W
WN
Pt
Pmax
µg. (3)
For our general discussion throughout the paper, we will
assume capacity achieving codes. Please note that the effect of
finite block length can be easily incorporated by means of an
SNR gap. Interested readers can refer to [31] for more details.
Under this assumption, for a user transmitting over time τN ≤
τs, bandwidth WN ≤W , and with slight overloading of µr to
denote received signal-to-interference-plus-noise ratio (SINR),
the rate achieved by the user over a particular time-frequency
resource slice can be expressed as
R = τN
τs
WN
W
log2(1 + µr) bps/Hz. (4)
The received SINR depends upon the decoding strategy as
discussed in detail in the next two sections. For the special
case of FDMA, where a user with channel gain g transmits at
Pmax over WB Hz, the rate achieved is
R = 1
B
log2 (1 + µr)
(a)
=
1
B
log2 (1 +Bµg) , (5)
where the pre-log factor of 1B comes from (4) and (a) follows
from (3). For ease of notation, we denote the set of integers
from k1 to k2 > k1 by Zk2k1 = {k1, k1 + 1, . . . , k2} ⊆ Z.
Similarly, any general sequence {xk1 , xk1+1, . . . xk2} for k1 ≤
k2 is denoted by {xk}k2k1 . The notation used in this paper is
summarized in Table I for quick reference.
III. COORDINATED MULTIPLE ACCESS
This is the first main technical section of the paper, where
we introduce a formal framework to study coordinated mul-
tiple access strategies with the goal of maximizing system
throughput. Although the framework is general and can be
used to study any coordinated transmission strategy, for con-
creteness we focus on two particular strategies: i) optimal
multiuser decoding, which provides a benchmark to evaluate
the performance of all other strategies considered in this paper,
ii) FDMA, which was shown to be superior than other coordi-
nated multiple access strategies in certain important ways, such
as power and energy minimization, in [9]. Besides, we show
that further splitting of time slot into smaller minislots, such
as in time division multiple access (TDMA) strategy or hybrid
FDMA-TDMA strategy, is strictly suboptimal in the context
of throughput maximization under coordinated transmission.
A. Problem Formulation
We begin this discussion by introducing the main metric
of interest for this work, which is the average throughput S,
for a given exogenous arrival rate λ and a given transmission
strategy that captures the average number of successfully
transmitted bits per unit time per unit bandwidth. For a slot
4with K(τs) exogenous arrivals, out of which K(τs)s succeed,
the average throughput S can be expressed as
S(λ, µ,R) = 1
τs
E
[
K(τs)s
]
R, (6)
where R denotes the common rate of each device for the given
transmission strategy, µ is the reference SNR and K(τs) ∼
Pois(λτs) by assumption. The rest of the arrivals are dropped
and the corresponding devices are said to be in outage. Due
to the packet deadline of τs, these dropped packets cannot
be considered for a future transmission. Now assuming T (s)i
denotes the event that the ith packet, for i ∈ ZK(τs)0 , succeeds,
the number of successful transmissions K(τs)s can be expressed
in terms of K(τs) as
K(τs)s =
K(τs)∑
i=1
1
(
T (s)i
)
, (7)
where 1(E) = 1 when event E occurs and 0 otherwise. Using
(7), E[K(τs)s ] can be derived as follows
E[K(τs)s ] = EK(τs)E
K(τs)∑
i=1
1
(
T (s)i
) ∣∣K(τs)

(a)
= EK(τs)
[
K(τs)P
(
T (s)i
)]
(b)
= (1− )E[K(τs)],
(8)
where (a) follows from the linearity of inner expectation, and
(b) follows from the outage probability of a packet denoted
by . Thus, the outage probability  can be expressed in terms
of K(τs) and K(τs)s as
 = 1−
E
[
K
(τs)
s
]
E
[
K(τs)
] , (9)
using which the average throughput S can be expressed as
S(λ, µ,R) = E[K
(τs)]
τs
R(1− ) = λR(1− ). (10)
Given a maximum outage constraint max, the throughput
maximization problem can now be formulated as
max
R
λR(1− )
s.t.  ≤ max
. (11)
We now remark on the solution of this optimization problem.
Remark 1 (Solution procedure). In addition to the arrival
rate and the choice of multiple access strategy, the outage
probability  is also a function of the common rate of the
devices. Therefore, for a given arrival rate λ, there is a
maximum common rate R corresponding to each value of
outage probability . As discussed for optimal and FDMA
strategies in this section, it is possible to characterize this
relationship analytically. However, the form of this relationship
is, in general, such that it does not lead to a closed form ana-
lytical result for the maximum throughput. Therefore, we have
to resort to the numerical solution for the above optimization
problem, which is straightforward once the relationship be-
tween the maximum common rate R and outage probability 
is established. Characterizing this relationship for the optimal
and FDMA strategies is the goal of the rest of this subsection.
To highlight the fact that the outage probability is a function
of transmission strategy Π, arrival rate λ, reference SNR µ
and common rate R, we let EΠ(λ, µ,R) denote the outage
function as defined by (9). As remarked above, for a desired
outage level , the maximum common rate R∗(λ, , µ) can be
determined as follows
R∗(λ, , µ) = arg max
R
[EΠ(λ, µ,R) ≤ ] , (12)
for which we need to characterize outage function
EΠ(λ, µ,R), which is done next.
B. Optimal Coordinated Multiple Access
We first determine the maximum common rate that can be
achieved using optimal coordinated transmission by K users
with ordered channel gains {gk}K1 with gm ≤ gn for m ≤ n
and reference SNR µ in a typical resource slice as defined in
Section II. The result is given in the following Lemma along
with a concise proof.
Lemma 1 (R for optimal strategy). The maximum common
rate that can be achieved by K users in a typical resource
slice with ordered channel gains {gk}K1 and reference SNR µ
is
R˜o
({gk}K1 , µ) = min
j∈ZK1
1
j
log2
(
1 + µ
j∑
k=1
gk
)
. (13)
Proof: The MAC capacity region for the K users with
the given channel gains {gk}K1 and reference SNR µ consists
of K-dimensional rate vectors such that
R(MAC)
({gk}K1 , µ) ={
Rk ≥ 0 :
∑
k∈X
Rk ≤ log2
(
1 + µ
∑
k∈X
gk
)
, X ⊆ ZK1
}
.
(14)
Within this capacity region, the maximum common rate can
be found using a brute-force search over all subsets of users
X ⊆ ZK1
R˜o
({gk}K1 , µ) = min
X⊆ZK1
1
|X| log2
(
1 + µ
∑
k∈X
gk
)
(a)
= min
j∈ZK1
1
j
log2
(
1 + µ
j∑
k=1
gk
)
, (15)
where (a) follows from the fact that, for a given j, the subset
X which minimizes the SNR summation consists of the j
users with the smallest channel gains.
The outage function for the optimal coordinated multiple
access strategy, termed as ΠCO, can be expressed in terms of
the maximum rate R˜o derived in the above lemma as follows
EΠCO (λ, µ,R) = min
ΠCO
1− EK(τs),{gk}
(
K
(τs)
s
)
E(K(τs))

5= 1−
maxΠCO EK(τs),{gk}
(
K
(τs)
s
)
E(K(τs))
(a)
= 1−
EK(τs),{gk}
(
maxΠCO K
(τs)
s
)
E(K(τs))
= 1−
EK(τs),{gk}
{
arg max
K
[
R˜o({g}K(τs)K(τs)−K+1, µ) ≥ R
]}
λτs
,
(16)
where (a) follows from the fact that under the set of coordi-
nated strategies, maximization over the number of successful
transmissions K(τs)s will be performed over each realization.
With this characterization of the outage function, it is now
possible to numerically evaluate the maximum throughput as
defined in (11) over the space of coordinated multiple access
strategies. The results are presented in Section V. We now
present a similar formulation of the outage function for FDMA
with equal bandwidth allocation next.
C. FDMA with Equal Allocation
As discussed above for the optimal strategy, we first de-
termine the maximum common rate that can be achieved by
K users with ordered channel gains {gk}K1 with gm ≤ gn
for m ≤ n and reference SNR µ assuming: i) bandwidth is
partitioned into B equal subbands, and ii) at most one user is
scheduled on a given subband. The maximum common rate in
this case is by definition the rate achievable by the user with
the lowest channel gain g1, as given in the following Lemma.
Lemma 2 (R for FDMA with equal allocation). The maximum
common rate achievable by K users in a typical resource slice
with ordered channel gains {gk}K1 and reference SNR µ is
R˜f ({gk}K1 , µ,B) =
1
B
log2(1 +Bµg1). (17)
Proof: The maximum common rate is the rate achieved
by the weakest user, i.e.,
R˜f ({gk}K1 , µ,B) = min
gi
1
B
log2(1 +Bµgi), (18)
which follows from (5). The result now follows from the
ordering of channel gains.
Using this result, the outage function for FDMA with equal
allocation, denoted by ΠCF , can be derived as follows
EΠCFR (λ, µ,R) = min
ΠCF
1− EK(τs),{gk}
(
K
(τs)
s
)
E(K(τs))

= 1−
maxΠCF EK(τs),{gk}
(
K
(τs)
s
)
E(K(τs))
(a)
= 1−
EK(τs),{gk}
(
maxΠCF K
(τs)
s
)
E(K(τs))
= 1−
EK(τs),{gk}
{
max
B
[
R˜f ({g}K(τs)K(τs)−B+1, µ,B) ≥ R
]}
λτs
(b)
= 1−
EK(τs),{gk}
{
max
B
[
gK(τs)−B+1 ≥ 2
BR−1
Bµ
]}
λτs
, (19)
where (a) follows from the fact that in coordinated transmis-
sion, maximization over ΠCF is performed in each realization,
and (b) follows from (18). The maximum throughput is now
derived numerically using this characterization of the outage
function and the results are presented in Section V. Before
concluding this section, we show that splitting a time slot
into smaller minislots as a part of TDMA or hybrid TDMA-
FDMA strategies leads to a lower common rate than FDMA,
which is the reason why it is not considered in the discussion
above. For fair comparison with FDMA with equal bandwidth
allocation, assume that the time slot is divided into M ≥ 1
minislots of equal duration and the bandwidth is divided into
B ≥ 1 equal frequency bins, leading to MB time-frequency
resource blocks each scheduling at most one user. Note that
for M = 1, this reduces to FDMA with equal bandwidth
allocation. Now assume that K(τs)s = MB users, with channel
gains {gk}K
(τs)
s
1 , are scheduled over MB resource blocks. As
discussed in Lemma 2, the maximum common rate, corre-
sponds to the user with weakest channel gain g1. Therefore,
R˜tf = 1
MB
log2(1 +Bµg1)
=
1
K
(τs)
s
log2
(
1 +
K
(τs)
s
M
µg1
)
, (20)
which is maximized for M = 1, thereby showing that splitting
a time slot into minislots is not optimal for coordinated
transmission. However, this is not the case in uncoordinated
transmission, as discussed in detail in the following section.
IV. UNCOORDINATED MULTIPLE ACCESS
This is the second main technical section of this paper
where we study the maximum throughput for uncoordinated
strategies, or equivalently, transmission strategies over a time-
slotted random access channel. Unlike the coordinated trans-
mission discussed in the previous section, it is important to
consider retransmissions here. Therefore, before discussing the
main problem formulation, we first incorporate retransmissions
in the system model with special focus on characterizing
the effective arrival rate and deriving the effective failure
probability after retransmissions. This forms the first main
technical contribution of this section. We propose a novel
multiuser detection strategy and establish its optimality for
uncoordinated transmission, which forms the second main
technical contribution of this section. For fair comparison
with the coordinated strategies studied in the previous section,
we also consider uncoordinated FDMA with equal bandwidth
allocation in which the total bandwidth is partitioned into
subbands of equal bandwidth and a transmitter chooses to
transmit on a randomly selected subband using the slotted
aloha protocol. For the same reason as discussed for co-
ordinated transmission, TDMA and hybrid TDMA-FDMA
strategies lead to lower common rate than FDMA, and are
hence not considered in this discussion. Another popular ran-
dom access strategy is code-division-multiple-access (CDMA),
which was recently shown to perform better than random
access FDMA for transmit power and energy minimization
when the channel gains are known at the transmitters [9].
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Fig. 2. An illustration of the retransmission process. The two events leading
to packet failures are highlighted for Z = 3 and M = 4. See example 1.
However, for throughput maximization under no channel state
information at the transmitter (CSIT), random access FDMA
is known to perform better than random access CDMA [32]
because of which we do not consider CDMA in this study.
We now introduce the formal setup along with the details of
the slot structure and discuss retransmissions in detail in the
following subsection.
A. Modeling Retransmissions
We assume that each slot of duration τs is divided in M
minislots with equal duration τm = τs/M as shown in Fig. 2,
where a slot is divided into 4 minislots. Other details appearing
in Fig. 2 will be discussed in Example 1. As in the previous
section, assume that each user comes with a delay constraint
of τs secs, i.e., it cannot remain in the system for more than
M ≥ 1 minislots. Therefore, in the rest of this section, M
will be used both to denote the number of minislots and
the deadline of each user. Further assume that each user is
allowed at most Z retransmissions, which also counts the
first transmission attempt when the user enters the system
for the first time1. To facilitate analysis, we make following
assumption about the composite arrival process of the new
packets and the retransmitted packets.
Assumption 1 (Composite arrival process). The net arrival
process of the new packets and the retransmitted packets in
the steady state is approximated by a homogeneous Poisson
process with density x ≥ λ. This assumption is reasonably
accurate, especially when the back-off times are large and the
number of retransmissions is not too large [34].
The back-off time is random and is assumed to be uniformly
distributed over a window of Tw minislots, i.e., the retransmis-
sion window is {1, 2, . . . , Tw}. The uniform distribution for
the back-off time is well accepted due to its finite support and
reasonably simple implementation [35], [36]. For simplicity,
we assume Tw to be a constant, which does not depend upon
1The impact of retransmission limit on delay and throughput of preamble
contention in the specific setup of LTE-A random access is studied in [33].
the retransmission counter. As will be evident from this dis-
cussion, more sophisticated strategies, such as the exponential
back-off strategy implemented in 802.11 MAC, where Tw is
increased exponentially with the retransmission counter, can
also be studied with a slight modification of our analysis. In
this setup, the packet failure occurs under one of the following
two events: i) allowed maximum number of retransmissions
are exhausted, or ii) the packet deadline is expired. Denote
by δ(λ, µ,R, Tw,M,Z) the failure probability, i.e., at least
one of the two events listed above occurs. The probability of
unsuccessful transmission at a particular attempt is denoted
by , as in the previous section, which is a function of the
transmission technique as well as the effective arrival rate after
retransmissions. Note that δ =  whenever there is only one
transmission attempt allowed for each packet, i.e., Z = M = 1
(and Tw is irrelevant). Note also that the average backoff is
(Tw+1)/2 minislots, and the average number of transmission
attempts is 2M/(Tw+1) if we assume each transmission is in
outage. To fix these ideas, we consider the following example.
Example 1 (Retransmissions). Consider the simple scenario
depicted in Fig. 2, where Z = 3 and M = 4. The minislot
index m is with respect to an arbitrary reference. The user
indexing is also arbitrary. In minislot m, two users arrive
in the system. User 1 fails in all the first three minislots,
thus exhausting the maximum number of retransmissions and
leading to the packet failure. User 2 retransmits after waiting
for three minislots but fails. Its deadline is expired, which leads
to the packet failure. User 3 arrives in minislot m+ 1. It fails
in the first attempt but retransmits and succeeds in the very
next minislot. User 4 arrives in minislot m+ 3 and succeeds
in the very first attempt. The failure events corresponding to
users 1 and 2 contribute towards δ as discussed next.
Denote by Yn the number of users with data to transmit
in a minislot n. The index n counts the number of minislots
without differentiating between the slots to which they belong.
It is important to note that distinguishing minislots based on
the slots from which they are created is not important because
of Assumption 1. We can now write the following equation
required for the equilibrium,
E[Yn] = λτm +
∑
j<n
E[Yn−j ]pj− λτmδ, (21)
where λτm is the average number of new arrivals in a minislot
and pj is the probability that the unsuccessful user makes a
new transmission attempt after j minislots. In steady state,
E[Yn] = xτm for all n, where x ≥ λ is the effective arrival
rate after retransmissions. Hence the above equation can be
rewritten as x = λ+ x− λδ, from which the net arrival rate
x can be evaluated as
x = λ
1− δ
1−  . (22)
Since x ≥ λ, it immediately follows that δ ≤ , i.e., the
effective failure probability is always smaller than the per-slot
failure probability.
Remark 2. There are two equivalent ways of formally treating
retransmissions in our framework. First is to look at only the
7exogenous arrivals with the failure probability of each arrival
being δ. This is because every new arrival in the system
eventually fails with probability δ. Second is to look at the
net arrival process, which is a Poisson process with arrival
rate x, with failure probability of each arrival being . This
equivalence is evident in (22) and will be helpful when we
formally pose the problem of common rate maximization later
in this section.
We now derive an expression for δ as a function of M , Z
and Tw. For the derivation, we need the following technical
result about the distribution of the sum of discrete uniformly
distributed random variables. For the proof of this result,
please refer to [37].
Lemma 3. Let Sn =
∑n
i=1Xi be the sum of n discrete i.i.d.
uniformly distributed random variables over {1, 2, . . . Tw}.
The p.m.f. of Sn is given by
P[Sn = n+ j] =
(
1
Tw
)n(
n
j
)
Tw
, j ∈ Zn(Tw−1)0 , (23)
where the second multiplicative term in the above expression
is a polynomial coefficient, i.e.,
(
n
i
)
k+1
is the coefficient of
yi in the expansion of (1 + y + . . . yk)n ∀i ∈ Znk0 and 0 for
all other values of i. Another alternate representation of the
p.m.f. in terms of Gamma function is
P[Sn = n+ j] =
n
(Tw)n
b jTw c∑
p=0
Γ(n+ j − pTw)(−1)p
Γ(p+ 1)Γ(n− p+ 1)Γ(j − pTw + 1) . (24)
Using this Lemma, we now derive the failure probability δ.
The result is stated in the following theorem and the proof is
given in Appendix A.
Theorem 1 (Failure probability). The probability that the
packet transmission eventually fails due to the deadline ex-
piration or the exhaustion of maximum allowed number of
retransmissions is
δ = 
(
1− 1
Tw
M−1∑
i=1
1
(
i ∈ ZTw1
))
+
Z−1∑
n=2
n
Tw
Tw∑
j=1
M−1∑
k=M−j
1
(
k ∈ Z(n−1)Twn−1
) 1
Tn−1w
(
n− 1
k − n
)
Tw
+ Z
M−Z∑
j=0
1
(
j ∈ Z(Z−1)(Tw−1)0
) 1
(Tw)Z−1
(
Z − 1
j
)
Tw
.
(25)
Recall from the previous section that the outage probability
 depends upon the arrival rate, maximum common rate and
the transmission strategy. Under no retransmissions, the arrival
rate is simply λ, which allowed us to formulate outage function
Epi(λ, µ,R) for given λ and reference SNR µ. However, under
retransmissions the net arrival rate x itself is a function of
 as evident from (22). Using the closed form expression
derived for δ in Theorem 1, we can express δ in terms of 
in (22). Now expressing  as the outage function EΠ(x, µ,R)
to highlight its dependence upon the aggregate arrival rate
x, (22) becomes a fixed point equation in terms of x. Given
the outage function EΠ(x, µ,R), it can be iteratively solved
to obtain x as a function of R for a given µ. Then δ can be
obtained using (25). The details of this procedure are provided
in the following remark along with some comments on the
existence and uniqueness of the said fixed point. The outage
function for the uncoordinated optimal and FDMA strategies
will be characterized later in this section.
Remark 3 (Procedure to iteratively compute x). We let x˜[i]
denote the arrival rate x on the ith iteration, where i ∈ Z+.
It is computed interactively as
x˜[i+ 1] = Ψ(x˜[i]), (26)
where, using (22), we define
Ψ(x˜) = λ
(
1−∑Zn=1 an (EΠ(x˜, µ,R))n)
1− EΠ(x˜, µ,R) , (27)
and the probability P[An] from the expression of δ given
by (60) is denoted by an for the ease of notation. Note that by
definition 0 ≤ an ≤ 1 ∀n ∈ ZZ1 . By initializing x[1] = λ <∞,
the desired fixed point is given by x = limi→∞ x˜[i] using (26).
The fact that the iterative strategy results in a finite x hinges on
the observation that outage EΠ(x, µ,R) increases monotoni-
cally as the effective arrival rate x˜ increases. Therefore from
(25), the failure probability δ also increases monotonically
as x˜ increases because the coefficients an are non-negative.
Since δ(x˜) ≤ EΠ(x, µ,R) by definition, it follows that Ψ(x˜)
in (27) increases monotonically as x˜ increases. However, as
x˜ increases without bound, it can be shown using L’Hopital’s
rule that
lim
x˜→∞
Ψ(x˜) = λ
Z∑
n=1
nan. (28)
Because Ψ(x˜) increases with x˜ but is bounded, it follows that
the iterations in (26) will yield a finite fixed point which is the
desired effective arrival rate x.
Note that the iterative procedure explained above to deter-
mine net arrival rate x requires outage function EΠ(x, µ,R).
This function will be characterized both for the uncoordinated
optimal and FDMA strategies after formulating the problem
of maximizing throughput, which is done next.
B. Maximum Throughput
As discussed before, the main metric of interest for this
work is the average throughput S. Following the equivalence
arguments of Remark 2, the average throughput can be for-
mulated in two equivalent ways. The first way is to focus only
on the new arrivals in each minislot and count the ones that
eventually succeed. Since retransmissions are allowed, these
arrivals may succeed in a future minislot. For given exogenous
arrival rate λ and a minislot with K(τm) new arrivals, out of
which K(τm)s eventually succeed, each with probability 1− δ,
the average throughput S can be expressed as
S(λ, µ,R) = 1
τm
E[K(τm)s ]R, (29)
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(τm)
s ]
τm
denotes the average number of transmissions
that eventually succeed in a unit time. Following the same
arguments as in (6)-(8), we can express E[K(τm)s ] as a function
of δ and E[K(τm)] as
E[K(τm)s ] = (1− δ)E[K(τm)], (30)
using which the average throughput can be expressed as
S(λ, µ,R) = E[K
(τm)]
τm
R(1− δ) = λR(1− δ). (31)
Using (22), it can also be equivalently expressed in terms of
the aggregate arrival rate x as
S(λ, µ,R) = xR(1− ). (32)
Interestingly, the above expression can be directly derived if
we focus on the aggregate arrivals in each minislot instead of
just the new arrivals. In this case, for a given aggregate arrival
rate x, total number of arrivals in a given minislot K
(τm),
out of which K
(τm)
s succeed in that minislot, the average
throughput can be expressed as
S(λ, µ,R) = 1
τm
E
[
K
(τm)
s
]
R. (33)
As done for the new arrivals above, K
(τm)
s can be expressed in
terms of K
(τm) using the fact that each transmission succeeds
in that minislot with probability 1 − . The expression is
E
[
K
(τm)
s
]
= E
[
K
(τm)
]
(1− ), which directly leads to (32).
As a byproduct,  can be expressed in terms of K
(τm) and
K
(τm)
s as
 = 1− K
(τm)
s
K
(τm)
, (34)
which will be useful in formulating the outage function for
the optimal and FDMA strategies later in this section. Now
an optimization problem similar to (11) can be formulated
to maximize the throughput given an outage constraint δmax.
Recall that for no retransmission case, δ = , which is why
the outage constraint in (11) was given in terms of max. The
optimization problem is
max
R
λR(1− δ)
s.t. δ ≤ δmax
. (35)
The general numerical procedure to evaluate maximum
throughput is the same as for the coordinated transmissions
discussed in Remark 1 but includes an additional step of
evaluating the aggregate arrival rate as described in Remark 3.
The complete procedure is briefly summarized below.
Remark 4 (Solution procedure). To solve the optimization
problem given by (35), we need to find the failure probability
δ as a function of the common rate R for a given exogenous
arrival rate λ. This can be achieved in three steps. First step
is to determine aggregate arrival rate x for given R, λ and
a given outage function EΠ using the procedure described in
Remark 3. Second step is to determine the value of the outage
function EΠ (say ) at this aggregate arrival rate x. For this
, the failure probability δ can be determined using (25). The
maximum throughput can now be evaluated numerically.
We now characterize outage function EΠ(x, µ,R) for both
the optimal and the FDMA strategies.
C. Optimal Uncoordinated Multiple Access
Using (34), the outage function for the optimal uncoordi-
nated strategy can be expressed as
EΠUO (x, µ,R) = min
ΠUO
1− EK(τm),{gk}
(
K
(τm)
s
)
E
(
K
(τm)
)

= 1−
maxΠUO EK(τm),{gk}
(
K
(τm)
s
)
E
(
K
(τm)
)
= 1−
maxΠUO EK(τm),{gk}
(
K
(τm)
s
)
xτm
. (36)
The goal now is to derive E
[
K
(τm)
s
]
, which involves a novel
multiuser decoding strategy as discussed in the next theorem.
Please note that the proposed strategy is described in the
achievability part of the proof. Also note that even though this
theorem is presented in the context of a minislot, the result is
general and applies to any given time-frequency resource block
with a given arrival rate. For notational simplicity, we denote
the maximum common rate per minislot by Rm = MR in
the following result.
Theorem 2. The mean number of users that succeed in a given
minislot in the optimal uncoordinated transmission strategy is
E
[
K
(τm)
s
]
= max
Θ
xτmΘEΩ
[
max
|L|
|L|
Ω
P (C(Pmax))
]
, (37)
where Ω ∼ Pois(xτmΘ) and the event C(Pmax) is{
|L˜|Rm ≤ log2
(
1 +
µ
∑
i∈L˜ gi
1 + µ
∑
m∈T −L gm
)
,∀L˜ ⊆ L
}
.
(38)
The proof of this theorem involves both converse and
achievability parts, discussed in detail below.
Proof: (Converse) To prove the converse, consider any
strategy ΠU for uncoordinated transmission that governs: i) the
decision to transmit, and ii) the power level of a user which
has data to transmit in any given minislot independent of total
number of users K
(τm) in that minislot and their channel
gains {gk}K
(τm)
1 . For simplicity, we drop the superscript
and denote the number of users (aggregate arrivals) by K.
Similarly, we drop the superscript from K
(τm)
s and denote
the number of successful transmissions in a minislot by Ks.
Let s˜(n) be the indicator for whether user n transmits, i.e.,
s˜(n) = 1 when user n transmits and s˜(n) = 0 otherwise.
Let E[s˜(n)] = P(s˜(n) = 1) = Θ. Let Pn ≤ Pmax be
the transmit power of user n that is transmitting. Note that
for any uncoordinated transmission strategy, s˜(n) and Pn
9are independent of K, {gk}K1 and independent of each other.
Denote the set of transmitting users by T , i.e.,
T = {n : s˜(n) = 1} . (39)
Denote the common rate by R. Since the transmissions are
confined over a minislot of duration τs/M , the required rate
to achieve common rate R is Rm = MR. Please refer
to (4) for more details. Now suppose a subset L ⊂ T of
users’ messages are successfully decoded by the receiver. Then
from the multiple access channel (MAC) channel theorem we
require that
lRm ≤ log2
1 +∑
i∈L˜
Pi
Pmax
µgi
1 +
∑
m∈T −L
Pm
Pmax
µgm
 ,∀L˜ ⊂ L,
(40)
where l = |L˜|. For ease of notation, we denote this event by
C({Pn}, {gn}, µ,L, T ). Recall that the same concept was also
used in the proof of Lemma 1. In the rest of the proof, we will
use the short hand notation C({Pn}), with the understanding
that it does depend upon other parameters but they are not
important for this discussion. The average number of users
that are successfully decoded can now be upper bounded by
E[Ks] ≤ max{Pn}EK,s˜(n)E{gn}
[
max
|L|
|L|1 (C({Pn}))
∣∣K, {s˜(n)}]
(a)
≤ max
P
E
[
E
[
max
|L|
|L|1 (C(P )) ∣∣K, {s˜(n)}]]
(b)
≤ E
[
E
[
max
|L|
|L|1 (C(Pmax))
∣∣K, {s˜(n)}]]
(c)
= EE
[∑K
n=1 s˜(n)
Ω
max
|L|
|L|1 (C(Pmax))
∣∣K, {s˜(n)}]
(d)
= E
 K∑
n=1
s˜(n)
EΩ,{gn} [max|L| |L|Ω 1 (C(Pmax))
]
= xτmΘEΩ
[
max
|L|
|L|
Ω
E{gn}1 (C(Pmax))
]
= xτmΘEΩ
[
max
|L|
|L|
Ω
P (C(Pmax))
]
, (41)
where (a) follows from the fact that the transmit power is
independent of all the other variables, including channel gains
of the respective user, which means that “optimal” value will
be the same for all the users, (b) follows from the fact that the
function
∑
i∈L
P
Pmax
µgi
1+
∑
m∈T˜ −L
P
Pmax
µgm
is an increasing function
of P for given set of channel gains, (c) follows by simply
setting Ω =
∑K
n=1 s˜(n), which is a Poisson distributed random
variable with mean xτmΘ, (d) follows from the independence
of s˜(n) from all other random variables. This completes the
proof of the converse.
(Achievability) We now present the achievability proof, i.e.,
show that the above upper bound on the average number of
successfully decodable users is achievable as the number of
channels symbols per slot goes to infinity. First, pick a set
of N¯ code books for the AWGN MAC channel, each with
2Rm code words of length n¯. The code words can be picked
at random from the typical set of Gaussian random input
distribution with transmit power Pmax as is usually done in
the proof of the MAC channel coding theorem [38]. Observe
that the code books for each user are selected independently
of the other users and the SNR. Furthermore, the code book
is specifically not dependent on the channel gain except for
the number of code words, which is governed by the rate Rm.
Thus a combination of such independently chosen code books
can form the code book of the MAC channel.
At the beginning of each transmission, a preamble Gaussian
sequence of length q that is unique to that code book is
transmitted to help the receiver detect which code books are
being transmitted. All the code words of the same code book
will have the same sequence while the different code books
will have distinct sequences. The sequences can be drawn at
random from a Gaussian random variable with variance Pmax.
As before, suppose there are K users who have data to
transmit in a given slot. In our strategy, each user will decide
to transmit independently with probability Θ. Recall that the
total number of transmitting users is denoted by Ω. When a
user decides to transmit, it will pick one of the code books
from N¯ code books at random and map the message to one
of the code words in the chosen code book in the usual way
and first transmit the preamble followed by the code word.
The collision probability Pc that two or more transmitting
users pick the same code book when Ω users attempt to
transmit is given by
Pc(Ω) = 1−
(
1− 1
N¯
)Ω−1
, (42)
which is proved in Lemma 1 of [9]. Since Ω is a Poisson
random variable there exists Ωmax such that P{Ω > Ωmax} <
δ′/2. By picking N¯ large enough so that Pc(Ωmax) ≤ δ′/2,
we can ensure that the overall collision probability Pc ≤ δ′.
Now consider only the case when transmitting users have
picked distinct code books. We propose a decoding strategy
in which the receiver first detects which code books are in
use, i.e, code words from which code books are transmitted in
that slot, and then proceed to decode the code words. With a
simple correlator detector, the receiver can detect the presence
of each of the possible code books. The total detection error,
i.e., detecting positively a code book that is not used or missing
a code book that is in use, can be bounded by
Pd ≤N¯ exp
(
−qΦ
(
µgmin
1 + (N¯ − 1)µgmax
))
+
N¯ (P (g < gmin) + P (g > gmax)) , (43)
where we bounded the individual detection error probabil-
ities assuming worst case channel scenario where the in-
terferers have some large channel gain while the desired
signal being detected has a small channel gain. Observe
that it is possible to first pick gmin and gmax so that
N¯ (P (g < gmin) + P (g > gmax)) ≤ δ′′/2 and then pick q
sufficiently large so that Pd ≤ δ′′. Furthermore, since q is
fixed relative to block length, the loss in capacity because of
the preamble can be made arbitrarily small. The resulting loss
in transmission rate can thus be made negligible. Therefore,
we can assume that the receiver knows which code books are
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in use. Note that since the channels are static the receiver
can similarly first estimate the channel accurately from the
preamble and then apply the joint typicality test for the known
channels. We will assume that the channel is estimated without
errors observing that the increase in decoding error probability
because of channel estimation errors can be shown to be
arbitrarily small when q goes to infinity.
Once the channels are determined the receiver tries to
evaluate which subset of code books from the detected code
books can actually be decoded treating the rest as noise. To this
end, the receiver can compute the rate region for decoding all
possible subsets of code books detected and pick the largest
set of users for which the rate Rm is achievable. In other
words, the receiver can find the subset L of the set of code
books T detected to be in use. Thus, the receiver will attempt
to decode the maximal set of code words from the code books
for which
|L˜|Rm ≤ log2
1 +∑
i∈L˜
µgi
1 +
∑
m∈T −L µgm
 ,∀L˜ ⊂ L. (44)
From the MAC channel theorem, we know that whenever
the above condition is satisfied then the decoding error,
Pe ≤ δ′′′(n¯) (45)
where δ′′′ → 0 as n¯→∞.
Thus as n¯→∞, the combined error probability Pc +Pd +
Pe → 0 whenever the rate constraint (44) is met. Thus the
bound on RHS of (41) is achievable.
D. Uncoordinated FDMA with Equal Allocation
Using (34), we now derive the outage function for uncoor-
dinated FDMA with equal bandwidth allocation. We assume
that the users choose one of the B subbands randomly.
Since the aggregate arrivals are modeled as Poisson and
each user chooses a subband randomly, the arrival process
in each subband can also be modeled as Poisson with an
appropriately scaled arrival rate [39]. If a subband is chosen
by more than two users, the transmission of all those devices
is assumed to be unsuccessful. Equivalently, each device
chooses to transmit on a randomly selected subband using the
slotted aloha protocol. Due to this, we will henceforth refer to
uncoordinated FDMA as aloha FDMA. For a given common
rate the transmission is successful only when the following two
conditions are successful: i) the user under consideration is the
only one to choose a particular subband, and ii) its channel is
sufficiently strong to achieve common rate R over the chosen
band. For notational simplicity, we specialize the expression
of common rate R˜f derived in Lemma 2 for a single user with
channel gain gk as follows:
R˜f (gk, µ,B) = 1
B
log2(1 +Bµgk). (46)
Denoting by ΠUF the set of aloha FDMA strategies, the outage
function can now be derived as follows:
1− EΠUF (x, µ,R) =
maxΠUF EK(τm),{gk}
(
K
(τm)
s
)
xτm
(a)
=
maxB EK(τm),{gk}
{
B˜ × 1
[
R˜f (gk, µ,B) ≥ R
]}
xτm
(b)
=
maxB
{
E
K
(τm) [B˜]× E{gk}1
[
R˜f (gk, µ,B) ≥ R
]}
xτm
(c)
=
maxB
{
λ exp(−λ/B)× P
[
R˜f (gk, µ,B) ≥ R
]}
xτm
(d)
=
maxB
{
λ exp(−λ/B)× P
[
gk ≥ 2BR−1Bµ
]}
xτm
(47)
where B˜ in (a) is the number of bins with exactly one arrival,
which is a function of total number of arrivals in the minislot
K
(τm) and the number of partitions B, (a) follows from the
fact that for a successful transmission, the user should arrive in
one of the B˜ bins and should have a strong enough channel to
achieve rateR, (b) follows from the independence of these two
events, (c) follows from the fact that the number of arrivals in
each subband is Poisson distributed as stated above, and (d)
follows from (46).
V. NUMERICAL RESULTS
For the numerical results, we assume that the reference SNR
is µ = 0dB. This would be obtained, for example, with a
device transmitting with 10dBm (10mW) power over 1MHz
bandwidth, a noise power spectral density of -174dBm/Hz,
a receiver noise figure of 5dB, a receiver antenna gain of
14dB, a 3.76 pathloss exponent, a 128dB pathloss intercept
at 1000m, and a cell radius (reference distance) of 1360m
[40]. Assume τs = 1sec. In Figs. 3 through 5, we consider
coordinated optimal, coordinated FDMA, uncoordinated opti-
mal, and aloha FDMA (uncoordinated FDMA) transmission
strategies. For uncoordinated transmission, we consider three
cases characterized by the parameter sets {M = 1, Z = 1},
{Tw = 5,M = 10, Z = 10}, and {Tw = 5,M = 20, Z =
10}. The first case correspond to a single transmission (i.e.,
no retransmissions). For the second and third cases, if every
transmission is in outage, the average number of transmis-
sions is 2M/(Tw + 1). So the second case corresponds to
approximately 4 transmissions, and the third case corresponds
to approximately 8 transmissions. We refer to these cases
respectively as “1 tx,” “4 tx,” and “8 tx.”
Fig. 3 shows the outage probability versus the user rate R
for a given arrival rate of λ = 16 and reference SNR µ = 0dB.
The outages for the coordinated optimal, coordinated FDMA,
uncoordinated optimal, and aloha FDMA strategies are given
respectively by (16), (19), (36), (47). As expected, for a given
outage probability, the coordinated FDMA strategy achieves a
higher rate than the aloha FDMA strategy, and the coordinated
optimal strategy achieves a higher rate than the uncoordinated
optimal strategy. For the uncoordinated optimal strategy, the
single transmission case is uniformly the best, i.e., for any
outage probability, the corresponding rate for 1 tx is the
highest. For the aloha FDMA strategy, the best average number
of transmissions depends on the desired outage probability.
In the regime of interest where the outage probability is 0.1,
the best aloha FDMA rate is achieved with 4 tx, and the
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Fig. 3. Outage probability vs. common rate R (λ = 16).
coordinated FDMA rate is about a factor 4 greater than this
rate. On the other hand, the coordinated optimal user rate
is only about a factor of 1.2 greater than the best (1 tx)
uncoordinated optimal rate.
Still assuming λ = 16 and µ = 0dB, Fig. 4 shows the
throughput S(λ, µ,R) versus user rateR for the four transmis-
sion options computed using (10) for the coordinated strategies
and (32) for the uncoordinated strategies. For the case of
the 1 tx uncoordinated optimal transmission, the maximum
throughput is achieved whenR = 0.4 and the outage, obtained
from Fig. 3, is  = 0.20. For the other strategies, the maximum
throughput is achieved at even higher outages. For coordinated
optimal transmission, it is  = 0.71. For the 1-tx aloha and
coordinated FDMA transmissions, the respective outages are
 = 0.50 and  = 0.89 respectively. Because a practical
system would not tolerate such high outages, we are motivated
to consider the throughputs subject to a maximum outage
constraint, which we do next.
Figure 5 shows the maximum throughput (maximized with
respect to the user rate) versus arrival rate λ under the
coordinated strategies when the outage probability is limited
to max = 0.1 (11) and under uncoordinated strategies when
the failure probability is limited to δmax = 0.1 (35). The
throughput increases linearly with respect to the log arrival
rate. The throughput of the optimal transmission strategies
seem to exhibit the same slope regardless of whether they
are coordinated or uncoordinated, and the throughput slope of
the optimal strategies are steeper than the FDMA strategies.
Among the uncoordinated optimal strategies, the 1 tx option is
the best, but among the aloha FDMA strategies, the 4 tx option
is the best. We note that the throughput spectral efficiency is
relatively high because each device transmits with full power
10mW resulting in a fairly high total transmit power.
VI. ONE-STAGE VERSUS TWO-STAGE TRANSMISSION
In the previous sections, we analyzed the performance of
coordinated and uncoordinated transmission strategies for mul-
tiple access. In this section we build upon these results to study
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the performance of more complete communication protocols
that account for overhead signaling such as acknowledgements
and scheduling information.
In a conventional protocol for scheduled uplink communica-
tion in a cellular network, for example based on the LTE stan-
dard, multiple stages of uplink and downlink communication
are used to establish the identity of a user, to resolve collisions
on the random access channel, and to provide scheduling
information. Following the handshaking mechanism, the data
payload is transmitted on scheduled uplink resources. If the
resources required for transmitting the data payload are large
compared to the overhead resources, then it is worthwhile to
invest in the overhead to ensure efficient communication of
the payload over contention-free channels. On the other hand,
if the data payload is small it may not be worthwhile to make
this investment. Therefore, we are interested in studying a
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simpler protocol where the data payload and user identity are
transmitted over a random access channel without any prior
overhead.
This simpler protocol is shown in Fig. 6. We call this the
one-stage protocol because there is a single stage of uplink
transmission which occurs over a random access channel.
Its performance can be characterized by the uncoordinated
strategies discussed in Section IV. The protocol for scheduled
data transmission, which we call the two-stage protocol, is
shown in Fig. 7. We simplify the multiple stages of the
handshaking to just two stages, where the overhead is sent
on the first uplink stage, and the data payload is sent on
the second. Transmission on the first stage is over a random
access channel while the transmission on the second stage
is over scheduled resources. The performance of the two
stages are characterized respectively by the uncoordinated and
coordinated strategies (Section III). Additional stages could
have been considered, but this simplified framework allows
for a more straightforward comparison with the one-stage
protocol. We assume in general that users are synchronized so
that the transmissions on the random access channels arrive at
the base station at the beginning of a slot epoch (or minislot
epoch when retransmissions are considered). The average
number of users per slot of duration 1 second “arriving” with
data to transmit is λ. We do not account for the overhead of
a broadcast downlink synchronization signal.
Under the one-stage protocol, users transmit L1s,U bits
over the uplink random access channel. The bits consist of
the data payload and the information for uniquely identifying
the user. Given the bandwidth W Hz and letting T1s,U be
the transmission time in seconds, the throughput spectral
efficiency for an average arrival rate λ is upper bounded by
the maximum throughput S1s,U (32)
λ(L1s,U,O + L1s,U,P )
WT1s,U
≤ S1s,U (λ). (48)
If a user’s packet is successfully decoded, the base station
sends a positive acknowledgement consisting of L1s,D bits
to the user over T1s,D seconds. We assume the downlink
spectral efficiency S1s,D bps/Hz is independent of the user
load. For a fixed downlink payload L1s,D and the downlink
rate distribution among randomly, uniformly dropped users in
a disk around the base generated according to log2(1 +µr(k))
(where µr(k) is the received SNR of user k located at a
distance r from the base station, see (3)), the average spec-
tral efficiency is the harmonic mean of the rates: S1s,D =
limK→∞K [
∑
k log2(1µr(k)]
−1, where K is the total number
of users. Therefore,
λL1s,D
WT1s,D
≤ S1s,D(λ). (49)
Combining (48) and (49), and defining [x]+ = max[x, 0], an
upper bound on the uplink payload L1s,U as a function of the
capacity λ is
L1s,U,P ≤
[
S1s,U (λ)WT1s,U
λ
− L1s,U,O
]+
≤
[
S1s,U (λ)
(
WT1s
λ
− D1s,DS1s,D
)
− L1s,U,O
]+
.
(50)
In the two-stage strategy, users vie for attention from
the base station by transmitting L2s,U1 bits over a random
access channel. For the set of successfully detected users,
the base station determines how the uplink resources should
be allocated for scheduled payload transmission. For each
detected user, the base station conveys a downlink control
message of L2s,D bits to indicate the allocated resource.
Then these users each transmit L2s,U2 bits of payload in
a coordinated manner over the resources. Because users are
assumed to have received the downlink resource allocation
message correctly, a positive acknowledgement is not required
from the base station after correctly demodulating the data
payload. A negative acknowledgement is sent in the case it
is not correctly received, but since this event will be rare,
we do not account for its resources. For the uplink random
access channel (RACH), downlink transmission, and uplink
data transmission, we have the following inequalities
λL2s,U1
WT2s,U1
≤ S2s,U1(λ) (51)
λL2s,D
WT2s,D
≤ S2s,D (52)
λL2s,U2
WT2s,U2
≤ S2s,U2(λ). (53)
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The uplink RACH throughput is given by the uncoordinated
throughput (32), and the scheduled uplink throughput is given
by the coordinated throughput (10). Combining these inequal-
ities yields the following relationship between the payload
L2s,U2 and arrival rate λ
L2s,U2 ≤ S2s,U2(λ)WT2s,U2
λ
≤
[
S2s,U2(λ)
(
WT2s
λ
− L2s,U1S2s,U1(λ) −
L2s,D
S2s,D
)]+
.
(54)
For the numerical results, we assume W = 10KHz of band-
width resources, a reference SNR of µ = 0dB, and a latency
constraint of 1sec. Using overhead parameters motivated by
LTE, we assume 20 bits are used for ID, 64 bits are used
for downlink scheduling, and 20 bits are used for positive
acknowledgements. Therefore L1s,U,O = 20, L1s,D = 20,
L2s,U1 = 20, L2s,D = 64. For the one-stage strategy, we
consider either uncoordinated optimal or aloha FDMA trans-
mission. For the two-stage strategy, we assume aloha FDMA
for the first stage and coordinated optimal or coordinated
FDMA for the second stage. Assuming a downlink reference
SNR of 0dB, the downlink spectral efficiency computed from
the harmonic mean of rates is S2s,D = 2.07 bps/Hz.
Fig. 8 shows the supportable arrival rate λ versus the
payload size as given by (50) for the one-stage performance
and (54) for the two-stage performance. For smaller payload
sizes, the supportable arrival rate for the one-stage strategies is
higher than the arrival rate of the two-stage strategies because
the two-stage overhead outweighs the relative inefficiency
of the uncoordinated transmission. For larger payloads, the
overhead becomes negligible, and the two-stage strategies are
relatively more efficient. The crossover threshold between the
one-stage optimal and two-stage with coordinated optimal
second stage is about 1000 bits, so that the one-stage strategy
supports a higher arrival rate for payloads smaller than this
threshold. For a payload size of 100 bits, the supportable
arrival rate for one-stage optimal is about 2.5 times that of
the two-stage strategies. The crossover threshold between the
one-stage aloha FDMA and two-stage strategies is about 60
bits. On the other hand, for larger payload sizes, the two-
stage strategies are far superior compared to one-stage FDMA,
and they achieve similar performance compared to one-stage
optimal.
VII. CONCLUSION
In this paper, we developed a systematic framework to
study the throughput optimal system design for randomly
arriving M2M devices in a cellular uplink. Using a novel
analytic framework, we characterized the maximum through-
put achievable under a variety of coordinated and uncoor-
dinated strategies, with the latter class of strategies having
a provision for retransmissions under a maximum latency
constraint. Incorporating in a novel way the joint decoding
techniques of coordinated multiple access channels to random
access, we obtained a new fundamental result characterizing
the throughput performance of optimal uncoordinated random
access transmission. Using these results, we perform a realistic
comparison of a one-stage design, where the data payload is
communicated through random access, and two-stage design,
where the uplink connection is established though random
access in the first stage and data payload is communicated over
contention-free resources in the second stage. Our analysis
concretely demonstrates that for payloads of 1000 bits or less,
the optimal one-stage design supports more devices than the
two-stage design due to the reduced overhead.
There are numerous extensions possible for this work.
From system implementation perspective, it is important to
understand whether it is preferable to implement optimal
uncoordinated strategy proposed in this paper given its rela-
tively high complexity and sensitivity to practical impairments
such as non-ideal channel estimation. From information theory
perspective, it is important to extend the analysis of optimal
uncoordinated strategy to the case where each user has knowl-
edge of its own channel and can thus perform power control
in a distributed way. From cellular systems perspective, it is
important to extend this study to multi-cell scenarios.
APPENDIX A
PROOF OF THEOREM 1
Let Xi be the back-off time after ith transmission. For
notational simplicity let X0 = 1 be the time of the first
transmission. Now define the event An that there are exactly
n transmission attempts before the deadline is expired. It can
be mathematically expressed as
An =
n−1∑
i=0
Xi ≤M,
n∑
i=0
Xi > M. (55)
Now, we calculate the probability of these events, starting with
A1 as follows
P [A1] = P [X0 ≤M,X0 +X1 > M ] (a)= P [X1 > M − 1]
= 1−
M−1∑
i=1
P[X1 = i] = 1− 1
Tw
M−1∑
i=1
1(i ∈ ZTw1 )
14
=
{
1− M−1Tw ; M < Tw + 1
0 M ≥ Tw + 1 (56)
where (a) follows from the fact that X0 = 1 and M ≥ 1 by
assumption. Now the probability of the events An, 1 < n < Z,
can be calculated as follows
P [An] = P
[
n−1∑
i=0
Xi ≤M,
n∑
i=0
Xi > M
]
= P
[
n−1∑
i=1
Xi ≤M − 1,
n∑
i=1
Xi > M − 1
]
= P [M − 1−Xn < Sn−1 ≤M − 1]
=
1
Tw
Tw∑
j=1
P [M − 1− j < Sn−1 ≤M − 1]
=
1
Tw
Tw∑
j=1
M−1∑
k=M−j
P[Sn−1 = k]. (57)
Using Lemma 3, it can be expressed as
1
Tw
Tw∑
j=1
M−1∑
k=M−j
1
(
k ∈ Z(n−1)Twn−1
) 1
Tn−1w
(
n− 1
k − n
)
Tw
. (58)
On the similar lines, the probability of the event AZ can be
calculated as follows
P [AZ ] = P
[
Z−1∑
i=0
Xi ≤M
]
= P [SZ−1 ≤M − 1]
=
M−Z∑
j=0
P [SZ−1 = Z − 1 + j]
=
M−Z∑
j=0
1
(
j ∈ Z(Z−1)(Tw−1)0
) 1
(Tw)Z−1
(
Z − 1
j
)
Tw
,
(59)
where the last step follows from Lemma 3. The final result
now follows from (56), (58) and (59) along with the fact that
δ can be expressed in terms of {An} as
δ =
Z∑
n=1
nP[An]. (60)
This completes the proof.
REFERENCES
[1] H. S. Dhillon, H. C. Huang, H. Viswanathan, and R. A. Valenzuela,
“Throughput optimal communication strategy for wireless random ac-
cess channel,” in IEEE Globecom, Atlanta, GA, Dec. 2013.
[2] The FocalPoint Group, “M2M white paper: the growth of device
connectivity,” white paper, 2003, available online: goo.gl/S0j5O.
[3] Vodafone, “Global machine to machine communication,” white paper,
2010, available online: goo.gl/4V8az.
[4] Ericsson, “Device connectivity unlocks value,” white paper, Jan. 2011,
available online: goo.gl/alou6.
[5] S.-Y. Lien, K.-C. Chen, and Y. Lin, “Toward ubiquitous massive accesses
in 3GPP machine-to-machine communications,” IEEE Communications
Magazine, vol. 49, no. 4, pp. 66 – 74, Apr. 2011.
[6] GSMA, “Experience a world where everything intelligently con-
nects: The Connected Life,” white paper, Feb. 2012, available online:
goo.gl/gaqeD.
[7] Ericsson, “More than 50 billion connected devices,” white paper, Feb.
2011, available online: goo.gl/vjYO0.
[8] M. Z. Shafiq, L. Ji, A. X. Liu, J. Pang, and J. Wang, “A first look
at cellular machine-to-machine traffic – large scale measurement and
characterization,” in Proc., ACM SIGMETRICS, London, Jun. 2012.
[9] H. S. Dhillon, H. C. Huang, H. Viswanathan, and R. A. Valenzuela,
“Power-efficient system design for cellular-based machine-to-machine
communications,” IEEE Tran. Wireless Communications, to appear.
Available online: arxiv.org/abs/1301.0859.
[10] Y. Jou, R. Attar, S. Ray, J. Ma, and X. Zhang, “M2M over CDMA2000
1x case studies,” in Proc., IEEE Wireless Communications and Network-
ing Conf. (WCNC), Cancun, Mexico, Mar. 2011, pp. 1546 – 1551.
[11] Health Informatics - PoC Medical Device Communication - Part 00101:
Guide–Guidelines for the Use of RF Wireless Technology, IEEE Std
11073-00101-2008, Dec. 2008.
[12] Study on RAN improvements for Machine-Type Communications, 3GPP
TR 37.868, 2010.
[13] K. Zheng, F. Hu, W. Wang, W. Xiang, and M. Dohler, “Radio resource
allocation in LTE-advanced cellular networks with M2M communica-
tions,” IEEE Communications Magazine, vol. 50, no. 7, pp. 184–192,
Jul. 2012.
[14] A. G. Gotsis, A. S. Lioumpas, and A. Alexiou, “Analytical modelling
and performance evaluation of realistic time-controlled M2M scheduling
over LTE cellular networks,” Trans. on Emerging Telecommunications
Technologies, vol. 24, no. 4, pp. 378 – 388, Jun. 2013.
[15] Y. Chen and W. Wang, “Machine-to-machine communication in LTE-
A,” in Proc., IEEE Veh. Technology Conf. (VTC), Ottawa, Canada, Sep.
2010.
[16] H. S. Dhillon, H. C. Huang, H. Viswanathan, and R. A. Valenzuela, “On
resource allocation for machine-to-machine (M2M) communications in
cellular networks,” in Proc., IEEE Globecom Workshops, Anaheim, CA,
Dec. 2012.
[17] M. Martsola, T. Kiravuo, and J. K. O. Lindqvist, “Machine to machine
communication in cellular networks,” in Proc., IEE Mobility Conference,
Guangzhou, China, Nov. 2005.
[18] Y. Chen and Y. Yang, “Cellular based machine to machine communica-
tion with un-peer2peer protocol stack,” in Proc., IEEE Veh. Technology
Conf. (VTC), Anchorage, Alaska, Sep. 2009.
[19] H. Chao, Y. Chen, and J. Wu, “Power saving for machine to machine
communications in cellular networks,” in Proc., IEEE Globecom Work-
shops, Houston, TX, Dec. 2011, pp. 389 – 393.
[20] A. S. Lioumpas and A. Alexiou, “Uplink scheduling for machine-to-
machine communications in LTE-based cellular systems,” in Proc., IEEE
Globecom Workshops, Houston, TX, Dec. 2011, pp. 353 – 357.
[21] R. Ratasuk, J. Tan, and A. Ghosh, “Coverage and capacity analysis for
machine type communications in LTE,” in Proc., IEEE Veh. Technology
Conf. (VTC), Yokohama, Japan, May 2012.
[22] A. Lo, Y. W. Law, M. Jacobsson, and M. Kucharzak, “Enhanced LTE-
advanced random-access mechanism for massive machine-to-machine
(M2M) communications,” in Proc., Wireless World Research Form
(WWRF), Dusseldorf, Germany, Oct. 2011.
[23] C. Y. Ho and C.-Y. Huang, “Energy-saving massive access control
and resource allocation schemes for M2M communications in OFDMA
cellular networks,” IEEE Wireless Communications Letters, vol. 1, no. 3,
pp. 209 – 212, Jun. 2012.
[24] A. Bartoli, J. Herna´ndez-Serrano, M. Dohler, A. Kountouris, and
D. Barthel, “Low-power low-rate goes long-range: The case for se-
cure and cooperative machine-to-machine communications,” in Proc,
Workshop on Wireless Cooperative Network Security (WCNS), Valencia,
Spain, May 2011.
[25] C.-Y. Tu, C.-Y. Ho, and C.-Y. Huang, “Energy-efficient algorithms and
evaluations for massive access management in cellular based machine to
machine communications,” in Proc., IEEE Veh. Technology Conf. (VTC),
San Francisco, CA, Sep. 2011.
[26] System Improvements for Machine-Type Communications, 3GPP TR
23.888, 2011.
[27] Service requirements for Machine-Type Communications, 3GPP TS
22.368, 2011.
[28] A. Ephremides and B. Hajek, “Information theory and communication
networks: An unconsummated union,” IEEE Trans. on Info. Theory,
vol. 44, no. 6, pp. 2416 – 2434, Oct. 1998.
[29] P. Minero, M. Franceschetti, and D. Tse, “Random access: An
information-theoretic perspective,” IEEE Trans. on Info. Theory, vol. 58,
no. 2, pp. 909 – 930, Feb. 2012.
[30] GERAN Improvements for Machine-type Communications, 3GPP TR
43.868, May 2012.
[31] D. Slepian, “Bounds on communications,” The Bell System Technical
Journal, vol. 42, no. 3, pp. 681–707, May 1963.
15
[32] H. Viswanathan, “Uncoordinated orthogonal frequency division multiple
access: To spread or not to spread,” IEEE Trans. on Wireless Commu-
nications, vol. 8, no. 1, pp. 347 – 355, Jan. 2009.
[33] R. R. Tyagi, F. Aurzada, K.-D. Lee, and M. Reisslein, “Impact of
retransmission limit on throughput and delay of preamble contention
in LTE-advanced random access,” submitted to IEEE Systems Journal,
2012. Available online: http://goo.gl/KNghAq.
[34] N. Abramson, “The ALOHA system – another alternative for computer
communications,” in Proc. Fall 1970 AFIPS Computer Conference, Nov.
1970, pp. 281 – 285.
[35] G. Bianchi, “Performance analysis of the IEEE 802.11 distributed
coordination function,” IEEE Journal on Sel. Areas in Communications,
vol. 18, no. 3, pp. 535 – 547, Mar. 2000.
[36] Evolved Universal Terrestrial Radio Access (E-UTRA); Medium Access
Control (MAC) protocol specification, 3GPP TS 36.321, 2012.
[37] C. C. S. Caiado and P. N. Rathie, “Polynomial coefficients and distribu-
tion of the sum of discrete uniform variables,” in Proc. Eighth Annual
Conference of the Society of Special Functions and their Applications,
Pala, India, May 2007.
[38] T. M. Cover and J. A. Thomas, Elements of information theory. New
York: Wiley-Interscience, 1991.
[39] J. F. C. Kingman, Poisson Processes. Oxford University Press, 1993.
[40] H. Huang, C. B. Papadias, and S. Venkatesan, MIMO Communication
for Cellular Networks. Springer, 2012.
