Abstract. We recall that the fundamental theorem of complex interpolation is the Boundedness Theorem: If, for j = 0, 1, a linear operator T is a bounded map from the Banach space X j to the Banach space Y j then, for each θ, 0 < θ < 1, T is a bounded map between the complex interpolation spaces
Introduction
This is a preliminary version of a set of lecture notes which will be a mostly technical sequel to [10] , only intended for readers who are familiar with the contents of [10] , or at least with Sections 1 to 3 of that paper. We shall unhesitatingly use any and all of the notation, terminology and conventions introduced there, usually without further explanation. This means, among other things, that all Banach spaces considered here will be over the complex field. It will also be necessary to consult a number of other references. In particular, we will assume that the reader is familiar with the definitions and various properties of the complex interpolation spaces and F (A 0 , A 1 ) of A 0 + A 1 valued functions on the strip S = {z ∈ C : 0 ≤ Re z ≤ 1} which are used in their construction, as can be found in the earlier sections of [4] or (with slightly different notation) in Chapter 4 of [2] .
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Our main goal will be to provide some extra details about some tools which might ultimately be relevant for helping to answer a 51 year old question, which, as in [10] , we will refer to as Question CIC. So far, those who have considered this question have had to content themselves with finding various special cases in which its answer is affirmative. I.e., rather than determining whether or not ( * , * ) ◮ ( * , * ) holds, they have merely found various examples, sometimes quite large families of examples, of complex Banach couples
We have deliberately used rather exotic notation in the preceding paragraph, in order to further emphasize that we assume familiarity with [10] , where that notation is explained, and where some history of this question is recalled.
Given the fact that Question CIC has remained open for five decades, together with the fact that in the nineteen years since the publication of [8] there has been rather little further progress towards answering it, we feel that there is a case for carefully looking again at the details of [8] . But we have deferred doing this until a later version of these notes.
Our own recent rereading of [8] has born some modest fruit, by prompting us to discover at least one new family of Banach couples (B 0 , B 1 ) for which ( * , * ) ◮ (B 0 , B 1 ). Since we are impatient to report some progress, even if rather small, in the battle with Question CIC, we have prepared this preliminary version of our notes mainly for this purpose.
Although we have by and large adopted a format which we hope will more conveniently accessible to and useful for graduate students, we should hasten to add that we most certainly do not wish to encourage anyone beginning a mathematical career to choose answering Question CIC as the main topic for her or his dissertation. That would really be a "high risk trajectory".
We originally wrote [10] as the fourth of a series of papers intended to describe some small part of the most impressive body of mathematical research created by our brilliant colleague and dear friend Nigel Kalton. The first three of these papers were coauthored with Mario Milman. All of them have been posted on the arXiv. We have submitted material taken from those papers to also possibly appear in a "Selecta" volume to be published in Nigel's memory. To begin our discussion we take the liberty of recalling an obvious fact which has been frequently used, in [8] and elsewhere: 
We also take the liberty of recalling that Fact 2.1 is an immediate consequence of the obvious fact that any linear operator T satisfying T :
and also the very well known fact (see Section 9.3 of [4, p. 116 
(Incidentally, since any linear operator satisfying T :
Our discussion continues with the following auxiliary result:
and (B 0 , B 1 ) be arbitrary Banach couples. Let U be a bounded linear operator from → (B 0 , B 1 ) is assumed to hold. We also remark that the conclusion of the theorem also holds if
θ is replaced by the (possibly larger?)
The following proof has some similarities with the proof of (b) in the second paragraph of the proof of Corollary 7 of [8, p. 270]. [7] ) that, for each n ∈ N, the function f n :
Proof. Let a be an arbitrary element of
. It follows that {f n (θ)} n∈N is a bounded sequence in [A 0 , A 1 ] θ and therefore {Uf n (θ)} n∈N has a subsequence which converges in [B 0 , B 1 ] θ norm to an element b ∈ [B 0 , B 1 ] θ . This convergence must also occur with respect to the norm of B 0 + B 1 (since of course [B 0 , B 1 ] θ is continuously embedded in B 0 + B 1 ), and therefore it also occurs with respect to the weak topology of B 0 + B 1 . Since the limit of a weakly convergent sequence is unique, we deduce, using (2.1), that b must equal Uf ′ (θ) = Ua. Remark 2.6. It seems natural to conjecture that a sort of converse to Theorem 2.4 also holds, namely that
. However, as explained in the second version of [10] , proving this conjecture, even for just one special particular choice of (X 0 , X 1 ) and
, would be equivalent to obtaining a positive answer for Question CIC.
Remark 2.7. In the proof of Corollary 2.5 we will need to use two fairly obvious facts, namely that the dual Y * of a UMD-space Y and also every closed subspace of Y are also both UMD-spaces. These are mentioned without proof in several papers (including [8] ). Formal statements of these facts can be found as parts (v) and (viii) respectively of Theorem 4.5.2 of [1, p. 145] and the proof of (v) there is provided as one of the consequences of Theorem 4.3.6 on p. 139 of the same book. It seems that there are easier settings in which to write such proofs, for example in the context of Corollary 2.18 of [3, p. 495], if one uses the characterization of UMD-spaces which appears there. In the future full version of these notes we may perhaps offer a fairly "self contained" treatment of the material that we require about UMD-spaces, working merely in terms of trigonmetric polynomials and thus bypassing the need for various technical details. Proof of Theorem 2.4. We will present this proof using the somewhat pedantic language and notation of [7] . The main ingredient of the proof is Schauder's theorem about the compactness of the adjoint of a linear operator. We will use the variant of that theorem which appears as Theorem 2.7 of [6, p. 21] . In preparation for that, as in Section 1 of [7] , we shall introduce the bilinear functional ·, · defined on
* which defines the duality between X 0 ∩ X 1 and its dual. Then, for each regular intermediate space X with respect to the couple (X 0 , X 1 ), we define the space X # as in Definition 1.4 of [7, p. 3] .
The Hahn-Banach Theorem, together with the fact ([7, Fact 1.6, p. 4]) that X # identifies isometrically with the dual X * of X imply that
In particular we will be considering the cases where X is X 0 or X 1 or [X 0 , X 1 ] θ . We will also be using the fact that
with equality of norms which, since [7] ). We will need the exact analogues of these notions for the couple (Y 0 , Y 1 ). To avoid confusion we shall use a different notation, namely ·, · for the bilinear functional defined on
* which defines the duality between Y 0 ∩ Y 1 and its dual. 
Thus we can rewrite Sb(a) as a, Sb .
Remark 2.8. Of course S is essentially the adjoint of T . But we need to apply the operators T and S to several different spaces, i.e., it would seem that the bilinear functionals expressing the relevant dualities for these different spaces are defined on different spaces. Hence our preference to proceed cautiously, and to use the pedantic notation of [7] . We should perhaps explicitly recall that, as remarked after Definition 1.4 of [7, p. 3] ,
Now let X and Y be regular intermediate spaces with respect to (X 0 , X 1 ) and (Y 0 , Y 1 ) respectively, and suppose that they are also relative exact interpolation spaces with respect to these couples. Then T : X → Y with T X→Y ≤ 1. It is an easily checked and essentially standard fact that
Let us nevertheless recall the argument which gives (2.5). Recall that Y # is the subspace of
Remark 2.9. Note that, in particular,
In fact what we are doing here (and in [7] ) is consistent with the standard procedure used in many papers ( with equality of norms.
Continuing our verification of (2.5), we observe that, since For X and Y having the properties specified above, we now let (Let us quickly mention that various quantitative versions of (2.6) expressed in terms of covering numbers, can be obtained by applying quantitative versions of [6, Theorem 2.7] which appear in [9] or other results referred to on the first page of [9] .) Now suppose that T : X 0 → Y 0 is compact, in addition to the other conditions which T was already assumed to satisfy. Then S : Y 
