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ABSTRACT

A new methodology for the determination of target element sizes for the construction of finite
element meshes applicable to the simulation of tidal flow in coastal and oceanic domains is
developed and tested. The methodology is consistent with the discrete physics of tidal flow, and
includes the effects of bottom stress.
The method enables the estimation of the localized truncation error of the nonconservative momentum equations throughout a triangulated data set of water surface elevation
and flow velocity. The method’s domain-wide applicability is due in part to the formulation of a
new localized truncation error estimator in terms of complex derivatives.
More conventional criteria that are often used to determine target element sizes are
limited to certain bathymetric conditions. The methodology developed herein is applicable over a
broad range of bathymetric conditions, and can be implemented efficiently.
Since the methodology permits the determination of target element size at points up to
and including the coastal boundary, it is amenable to coastal domain applications including
estuaries, embayments, and riverine systems. These applications require consideration of
spatially varying bottom stress and advective terms, addressed herein.
The new method, called LTEA-CD (localized truncation error analysis with complex
derivatives), is applied to model solutions over the Western North Atlantic Tidal model domain
(the bodies of water lying west of the 60° W meridian). The convergence properties of LTEACD are also analyzed. It is found that LTEA-CD may be used to build a series of meshes that
produce converging solutions of the shallow water equations.
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An enhanced version of the new methodology, LTEA+CD (which accounts for locally
variable bottom stress and Coriolis terms) is used to generate a mesh of the WNAT model
domain having 25% fewer nodes and elements than an existing mesh upon which it is based;
performance of the two meshes, in an average sense, is indistinguishable when considering
elevation tidal signals. Finally, LTEA+CD is applied to the development of a mesh for the
Loxahatchee River estuary; it is found that application of LTEA+CD provides a target element
size distribution that, when implemented, outperforms a high-resolution semi-uniform mesh as
well as a manually constructed, existing, documented mesh.
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the ratio of a circle’s circumference to its diameter = 3.14...

ρ

elemental density, elements per unit area, m-2

τ

bottom stress (resistance to flow), s-1

τ*

bottom stress (resistance to flow), s-1

τ0

weighting parameter used in the generalized wave continuity
equation

τ ME

estimate of localized truncation error, computed with LTEA, m/s2

τˆ ME

estimate of localized truncation error, computed with LTEA-CD,
m/s2

+
τˆ ME

estimate of localized truncation error, computed with LTEA+CD,
m/s2

ϕ

phase of a tidal constituent, rad

ω

the frequency of a given tidal constituent, rad/s

Γ

the model domain boundary

Δ

1. used alone, the distance between neighboring nodes, m; 2. used
as an operator, indicates the difference between two quantities
from the same field, taken at different times or locations

Δ*

target element size, m

ΔDEM

resolution of a digital elevation model, m

ΔM

the size of a mesh element, m

Ω

the model domain interior

ℑ

The set of integers

ℵ

The set of natural numbers: {1,2,3,…} or {0,1,2,...} (determined
by context)

xxi

CHAPTER ONE: INTRODUCTION
This dissertation documents the development of and demonstrates the utility of a new
methodology for the computation of target element sizes applicable to finite element (FE)
meshes used in the simulation of astronomic tides (including both water surface elevation [WSE]
and flow fields) in coastal bodies of water including estuaries and embayments as well as larger
bodies of water, such as oceans. Astronomic tides are the responses of bodies of water to the
gravitational attractions of the Sun and Moon. The new methodology is based upon the discrete
physics of tidal flow. Additionally, meshes produced with the new methodology are expected to
perform well in storm surge simulations, as indicated by an application of a primitive form of the
new methodology to storm surge simulation (cf. Bennett 1999 and Hagen et al. 2004). This
dissertation focuses on the tides, however.
The basis of the new methodology is that localized truncation errors (based upon the
shallow water momentum equations) are made more uniform—optimized—through the
systematic selection of element size. The new methodology is called Localized Truncation Error
Analysis with Complex Derivatives (LTEA-CD) for its similarity to the LTEA of Hagen (Hagen
1998 and 2001, and Hagen et al. 2001; detailed below) and its distinction therefrom, namely in
its application of complex derivatives.
LTEA-CD is an efficient, viable method of determining scaleable target element sizes
throughout a tidal model domain for meshes that are reflective of bathymetric features and
bottom stress, and that account for nonlinearities including advection. Together with a meshing
tool such as SMS (Surface Water Modeling System; details below), LTEA-CD provides the
means to automatically determine a mesh for use in shallow water tidal flow, meshes whose
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nodal distributions are based entirely on the discrete physics of tidal flow. LTEA-CD is an
important labor-saving device for producing optimal meshes.
LTEA-CD is applicable at the domain boundary, whereas LTEA is applicable only within
the interior. Additionally, the LTEA-CD upgrade, LTEA+CD (read “el tee plus cee dee”),
accounts for spatially variable bottom stress and Coriolis terms, whereas the existing LTEA
assumes constant bottom stress and does not account for Coriolis terms. Both bottom stress and
Coriolis terms are shown to be influential in determining the target element sizes with
LTEA+CD. Other schemes in use today do not consider these terms.
LTEA, LTEA-CD, and LTEA+CD are a posteriori methods, that is, they rely upon
existing data on the flow and WSE fields in order to compute optimal target element sizes for
future meshes over which flow and WSE fields would be simulated. At the present level of
technology and data availability, this usually entails computing these data through simulation.

Background
Knowledge of tidal circulation and water surface elevation is crucial to navigation for
commercial, military, and recreational purposes. The tide has a been significant factor in great
moments in history (e.g., the D-Day landing at Normandy, the death of King John of England,
and the decimation of a fleet of Julius Caesar’s ships). In every-day commerce, the tide affects
the timing of ship landings—many ship draughts are deeper than the low tide at port. Accurate
predictions of the tides are also needed to specify boundary conditions for pollutant dispersion
models of estuaries and coastal rivers (Parrish 2001).
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The ability to compute flow fields accurately in coastal waters is important, as it is here
that human interaction with the world ocean predominantly takes place. The accurate simulation
of circulation is a necessary component of the assessment of deposition and erosion (including
bridge scour), and the transport of dissolved constituents and thermal energy. Estimation of the
flow field is dependent upon bottom stress, among other factors. The tides are ever-present, and
therefore represent an important factor in long-term transport.

Motivation
The motivation for the research presented herein is in part to reduce the human time necessary to
produce meshes for tidal flow. Part of the work of Parrish (2001) was to enhance an existing
mesh of the Western North Atlantic Tidal model domain (details below) called Eastcoast 2001, in
a process that required weeks of manual editing. Kojima (2005) developed a series of meshes for
the same domain using LTEA to specify target element sizes on the interior, but assigned
boundary spacing somewhat arbitrarily, since LTEA cannot be applied within about four
elements of the domain boundary, because of the way the derivative terms of the truncation error
estimator are calculated.
LTEA also does not include near-shore processes such as variable bottom stress and
nonlinear interactions. The research presented herein eliminates the issue of boundary nonapplicability and incorporates a representation of near-shore processes (i.e., the inclusion of
spatially-variable bottom stress and an accounting for other nonlinearities) into the specification
of target element size.

3

Current work in tidal modelling requires consideration of complicated domains and
meshes that include estuarine and riverine systems as well as portions of the continental shelf
and even the entire western North Atlantic Ocean, for example. In such domains, it is important
that the distribution of elements reflect the inherent nonlinear processes and be applicable near
and at the domain boundary, so that, for example, the resolution selected for the continental shelf
is consistent with that selected for the estuarine region. However, current schemes for specifying
target element sizes are either not applicable in estuarine and riverine systems (as in the case of
LTEA) or consider only the domain geometry (as in the case with the wavelength to grid size
ratio or the topographic length scale, both of which are discussed below, in Chapter Two).
From this motivation, then, the goal of the present research is to generate a new criterion
for determining element sizes that is based upon the discrete physics of the tidal model, is
applicable at the boundary, and that incorporates nonlinearities, so that target element sizes may
be computed throughout the model domain and account for the processes being simulated.

Finite Element Model
The modelling of ocean circulation via the FE solution of the shallow water equations has a
history of several decades. The task is to find a numerical solution of the equations, solving
simultaneously for depth-averaged current (magnitude and direction) and WSE as functions of
time and space. Any two-dimensional model from which tidal harmonics are generated could be
used in the application of LTEA-CD (this includes measurement-based data sets). Herein, the
Two-Dimensional, Depth-Integrated, Advanced Circulation Model for Oceanic, Coastal, and
Estuarine Waters (ADCIRC-2DDI, henceforth ADCIRC; Luettich et al. 1992) is applied.
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ADCIRC has a ten-year plus history of use and has been proven to produce accurate tidal
predictions (as have many other shallow water equation models).
Note that LTEA-CD and LTEA+CD are based upon a discretization of the shallow water
equations using Galerkin linear triangular elements, consistent with ADCIRC. Some reworking
of the truncation error estimators is therefore expected if application is to be made to models
having another discretization scheme. Harmonic results from any tidal model (or any sufficiently
dense field-measurement-based data set) could be used to compute target element sizes for a
Galerkin linear triangular mesh under LTEA-CD or LTEA+CD, however.

Benefits
The creation of LTEA-CD and LTEA+CD promotes meshing for ocean circulation modelling
from a still somewhat subjective art to a more objective science. Existing techniques for creating
finite element meshes do not account for spatially variable bottom stress, an important parameter
in shallow water bodies such as estuaries. Therefore, LTEA+CD is expected to be a significant
addition to this list.
Although the present work focuses on two dimensional circulation, there should be
benefits to three-dimensional circulation as well, since most three dimensional meshes used for
this purpose are composed of layers of two dimensional meshes. Fortunato and Oliviera (1999)
have done some work in adaptive meshing in the vertical, based upon truncation error analysis
(See also Fortunato 1997).
The incorporation of LTEA-CD and LTEA+CD into SMS is scheduled for August 2007.
This software is used throughout the world for computational fluid dynamics (CFD) model pre-
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and post-processing (Zundel 2005, EMRL 2006, EMS-I 2006). This makes the generation of
both the target element sizes and the meshes themselves relatively simple for the modeller, and
gives LTEA-CD and LTEA+CD wide exposure.
Additionally, LTEA+CD is expected to be extensible to cases where surface stress is
significant in producing meteorological tides (e.g., those produced as a result of tropical, subtropical, and hurricane events, and nor’easters), since the surface stress term in the momentum
equations behaves in a fashion similar to that of bottom stress. This would, of course, require
incorporation of surface stress terms into the truncation error estimate.

Outline of the Remainder of this Document
The remainder of this chapter contains more detailed introductory material. After the literature
review (Chapter Two) follow chapters on the development of the theory behind LTEA-CD along
with idealized examples (Three) that facilitate discussions of how to apply LTEA-CD and on
some of the complications in applying LTEA-CD; development of LTEA+CD together with a
practical implementation over the WNAT model domain (Four); and the application of
LTEA+CD to the development of a mesh for the Loxahatchee River estuary, Florida (Five).
Chapter Six provides conclusions. Several appendices provide selected details deemed too
lengthy for inclusion in the main text.

Generation of Target Element Sizes and Meshes
Whereas LTEA provides target element sizes on the interior of the model domain only, LTEACD and LTEA+CD enable the determination of target element sizes throughout the domain via
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the application of one-sided derivatives at the boundary. Mesh resolution requirements are
determined by solution of the truncation error formula for Δ, the distance between nodes.
Hagen (1998, 2001) demonstrated the importance of the higher order terms of the truncation error formula. Therefore in order to facilitate the computation of these derivatives near and
at the boundary, and in areas where the geometry is irregular, complex derivatives are applied so
as to reduce the number of data points required for the computation. The number of terms in a
real, two-dimensional Taylor series is triangular (e.g., Weisstein 2005; number of terms =
[n+1][n+2]/2):
n

j

∑∑
j =0 k =0

p( j, k ) j − k j
∂j
Δx Δy
f (x − x0 , y − y 0 ) ,
j!
∂x j − k ∂y j

(1)

where p(j,k) is the appropriate number from Pascal’s triangle, while the number of terms in a
complex Taylor series is linear (number of terms = n + 1):
j
1
j ∂
Δz
f (z − z 0 ) .
∑
∂z j
j = 0 j!
n

(2)

The application of complex derivatives to other two-dimensional problems in fluid mechanics
and in problems of elasticity has been demonstrated (see Chapter Two).
SMS is used to generate actual meshes given the target element sizes from LTEA-CD or
LTEA+CD. SMS is not the only software package capable of generating meshes; Owen (2006)
provides a long list of meshing programs, along with features of each (see also Schneiders 2006,
Shewchuck 1999). One important capability of SMS is the Scalar Paving Density algorithm.
In Scalar Paving Density, element size is controlled by a target size function. Initially, the
vertices of the domain model (composed of one or more polygons) are redistributed to match the
size function. New layers of elements are then “paved” inward from the boundary until the
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interior is filled. The nodes are then relaxed, but do not need to be moved very much to match
the size function. Finally, elements are aligned to the boundary (adapted from BYU 2001).

Existing Localized Truncation Error Analysis (LTEA) Code
Results from the application of LTEA serve as one basis of comparison for LTEA-CD (but not
for LTEA+CD, since LTEA does not account for variable bottom stress; moreover bottom stress
is most variable near shore, where LTEA cannot compute the derivative terms of the localized
truncation error estimate).
Implementation of LTEA is accomplished by applying a harmonic, 2D truncation error
formula (based upon the shallow water momentum equations) to a solution of the shallow water
equations. This formula is (Hagen 1998):

τ ME =

Δ2
4
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,

(3)

where î2 = -1; û , v̂ , and η̂ are the complex amplitudes of velocity in the x- and y-directions
(where the lateral coordinates of the mesh lie in the x / y plane), and sea surface deviation,
respectively; and τ is bottom stress (Hagen [1998] defined the distance between neighboring
nodes as 2Δ, convenient when working in x- and y- coordinates). The truncation error formula
can be rearranged and solved for Δ, provided an appropriate, universal value is selected for the
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target localized truncation error (LTE). A solution computed using a mesh constructed with the
resulting Δ’s will theoretically have uniform LTE (this is not the case in practice, although the
LTE’s do become more uniform).
The chief difference between LTEA-CD and LTEA is that the truncation error estimate is
computed using derivatives with respect to the complex quantity z = x + ιˆy instead of using
derivatives with respect to x and y. An important consequence of this approach is the ability to
attain higher order accuracy than LTEA, while using fewer points in estimating LTE. This
promotes the utility of computing LTE near and at the model domain boundary. In addition, it
effects dramatic simplification of the localized truncation error estimator, which translates into
reduced computing time.

Key Deficiencies of LTEA and Corresponding Improvements of LTEA-CD

There are two key limitations of the LTEA formula that are improved upon. Because the existing
LTEA formula requires use of a finite difference (FD) molecule centered on the node of interest,
truncation error cannot be calculated near shore (part of the FD molecule would be off the mesh).
LTEA-CD uses information that is as topologically close as possible to the central node, while
LTEA uses information at points up to four elements away. LTEA ignores some information
located within the extents of the FD molecule in order to ensure that each point of the FD
molecule lies within a different element: there may be one or more elements that lie entirely
between nodes of the FD molecule. LTEA-CD uses a difference molecule that lies within the first
layer of nodes (for the interior case; two layers are usually required for the boundary case), and
therefore uses information that is as topologically close as possible to the node for which the
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target element size is to be computed. LTEA is incapable of estimating derivatives and therefore
truncation error at or near the boundary. LTEA-CD can estimate derivatives for most interior
nodes of valence six or greater, and for many boundary nodes (usually, there must be at least two
layers of elements in the neighborhood of the central node; also, interior angles of the boundary
must be greater than or equal to 165°). This capability opens up new possibilities in the field of
meshing for coastal circulation problems.
The second key limitation of LTEA is the assumption of constant bottom stress within a
given FD molecule. Hagen, in his development of meshes based upon localized truncation error
analysis, simplified the process by considering the linearized shallow water equations, in order to
facilitate “a clear understanding of the details and implications of [that] theory” (1998) and
because long-wave processes occurring in large basins are nearly linear. However, since one goal
of the proposed research is to enable the computation and application of meshing requirements in
coastal regions (including estuaries, embayments, and riverine systems), incorporation of nonlinear, or at least spatially variable, bottom stress becomes important.

The Western North Atlantic Tidal Model Domain

The model domains applied to the testing of LTEA-CD and LTEA+CD include the Western
North Atlantic Tidal (WNAT) model domain (the body of water lying east of the American east
coast, and west of the 60° W meridian; Figure 1). A number of meshes are generated for this
domain, including semi-uniform meshes (being comprised of elements of approximately equal
side length, but in an unstructured arrangement) and several non-uniform meshes. Numerous

10

studies have been conducted on the WNAT model domain (e.g., Kojima 2005, Mukai et al. 2001,
Westerink et al. 1994a).
Present computing technology allows solution of the shallow water equations on very
large domains consisting of hundreds of thousands to millions of elements. Large domains, such
as the WNAT model domain, are favorable because of the corresponding ease of defining
appropriate boundary conditions. Boundary conditions are most easily and accurately specified
in deep waters that are far from shore.
100° W

90° W

80° W

70° W

40° N
NORTH AMERICA
ATLANTIC
30° N
OCEAN

20° N

10° N

Figure 1. The Western North Atlantic Tidal model momain, as represented by the World Vector
Shoreline 1:250 000 map (40 m resolution; the resolution of this figure is coarser). Political
boundaries are part of the data set [DMA 2006]. The labels and the 10° latitude / longitude grid
is added.

Coastal Model Domain

An emphasis has been placed upon being able to compute appropriate mesh resolution for coastal
domains. The Loxahatchee River estuary has been selected as a test case because the typical
range of inflows seem not to have much affect on the resynthesized tidal signal (Bacopolous,
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personal communication 2007), nor do the solar annual (SA) and solar semiannual (SSA)
elevation constituents seem to influence the remainder of the resynthesized tidal signal, as
evidenced by comparisons of simulations having no SA nor any SSA forcing to those of the
historical resynthesized signal (omitting SA and SSA, of course; see Bacopoulos and Hagen
2007). This is important because inflows and mean depths have the potential to interact
nonlinearly with other tidal constituents (e.g., Parker 1991).
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CHAPTER TWO: LITERATURE REVIEW
A study is needed to expand the utility and scientific basis of meshing criteria for the near-shore
areas. Recent modelling applications in the near-shore environment have used ad-hoc methods
for definition of coastal resolution, although several criteria for element size have been
developed for finite element models of ocean circulation. Researchers investigating this problem
include Le Provost and Vincent (1986), Kashiyama and Okada (1992), and Westerink et al.
(1994a; See also Hannah and Wright 1995).

State of the Art in Meshing for Coastal and Ocean Circulation Modelling

Meshing requirements may be classified into one of two types: those resulting from a priori
criteria and those resulting from a posteriori criteria. With a priori criteria, the requirements are
arrived at without performing any simulations. On the other hand, a posteriori criteria require
simulation results in order to produce meshing requirements for a future simulation. A priori
criteria include the wavelength to grid size criterion and the topographic length scale criterion. A
posteriori methods include LTEA and the new LTEA-CD and LTEA+CD.
Greenberg DA et al. (2006) review several issues pertaining to mesh resolution and the
accuracy of coastal and ocean circulation models. Based upon their review, it seems that there
are only about three quantitative relations (though many qualitative ones) that should influence
mesh resolution: the Courant number, (Δt )( gh )

1/ 2

(Δx )−1 ,

where Δt is the timestep, g is the

acceleration due to gravity, h is bathymetric depth, and Δx is the grid spacing (Foreman 1984, Le
Provost et al. 1995); the topographic length scale, h ∇h (Loder 1980, Lynch et al. 1995,
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Hannah and Wright 1995) and Hagen’s (1998) localized truncation error estimator (also Hagen
2001; Hagen et al. 2000, 2001, 2002; Hagen and Parrish 2004).

A Priori Criteria

Wavelength to Grid Size Ratio
The concept of the wavelength to grid size ratio as a meshing criterion is that a wave, represented
discretely, must consist of an adequate number of points. The wavelength to grid size ratio is

λ Δx = T gh Δx ,

(4)

where λ is the wavelength of a constituent wave to be captured by the model (waves shorter than

λ will be represented with fewer points, while longer waves will be represented with more
points), Δx is the local nodal spacing, g is the acceleration due to gravity, h is the water depth,
and T is the tidal period corresponding to λ. In order to apply this criterion, the modeller selects a
desired ratio, typically up to 25 (i.e., a single cycle of the selected wave of wavelength λ will be
represented spatially by about 25 grid points; Luettich and Westerink 1995 cite Gray and Lynch
1977, Kinnmark 1986, Le Provost and Vincent 1986, and Luettich et al. 1992, saying: “Previous
studies of discrete forms of the shallow water equations have shown that 15 [to] 25 uniform
discretizations (Δx) are required per wave length (λ) to accurately represent the amplitude and
phase characteristics of a tidal wave in a one-dimensional waterbody of constant depth”), and
then defines a mesh that meets this criterion, using values of Δx to place nodes throughout the
domain.
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In reviewing the “progress and recent [1997] developments in storm surge modelling,”
Bode and Hardy report, “standard use of Fourier analysis for long-wave models… leads to the
usual resolution restriction that [λ/Δx = 30] where[Δx] and [λ] are representative scales for the
numerical grid and the shortest inertia-gravity wavelengths expected to be generated by the
storm (or tides).” This mention of shortest inertia-gravity waves is interesting because λ/Δx is
often applied considering only one wavelength, e.g., M2 (Westerink et al. 1994a, Hagen et al.
2001, Westerink et al. 2001, Dresback et al. 2006).
Hagen et al. (2000) note “this criterion does not recognize the 2D structure of the tidal
response associated with intricate shorelines, continental shelf waves, Kelvin waves and
amphidromes,” and (citing Westerink et al. 1994a, 1994b; Luettich and Westerink 1995; Hagen
and Westerink 1995; and Hagen 1998), “Local areas with a high rate of bathymetric change…
are not properly resolved,” in fact, “Westerink et al. (1992) found that satisfactory M2 elevation
convergence did not occur using linear interpolating functions on a triangular finite element
mesh that maintained λ Δx ≥ 25 . Rather, they had to provide at least four times this resolution in
the vicinity of the shelf break and the upper continental slope to attain convergence there”
(Luettich and Westerink 1995). Furthermore, λ/Δx only accounts for changes in sea surface
elevation and velocity fields if one knows ahead of time the quality of the wave dispersion (i.e.
which wave frequencies will be generated, and where) that describes these changes.

Topographic Length Scale
The topographic length scale relation (TLS) is
Δx = αh hx ,
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(5)

where α is a constant, selected such that Δh/h = α over any element, and hx is the bathymetric
slope (Loder 1980, Lynch et al. 1995, Hannah and Wright 1995). Again, Hagen et al. (2000)
observe, the “criterion fails in the limit as hx → 0 .… In addition, the TLS criterion does not take
into account changes in the sea surface elevation or velocity field.”

Geometric Criteria
Some finite element models, including ADCIRC, are sensitive to what is here called the adjacent
element area ratio criterion (Æ-ARC, sounds like “eye arc”). Numerical noise and / or
instabilities are introduced when the mesh contains nonuniformities. One measure of
nonuniformity is Æ-ARC. This is the ratio of the areas of adjacent elements. Herein, an Æ-ARC
of 2.0 is applied (big:small; In Figure 2, the ratio A2:A1 is 2.0), suggested as a rule of thumb by
[EMS-I]. Westerink (personal communication May 23, 2007) uses a similar criterion in
developing meshes: he considers a smoothly transitioned mesh to be one which Æ-ARC is at
most 1⅓ (he also suggests that the minimum interior angle of any element be no less than 30°).
The more rapid the transitions in element size, the less accuracy may be produced from the
model; this can be shown through an analysis of truncation error (Hagen 2001) or the Jacobian
(Burnett 1988).
Hagen (1998) and Atkinson et al. (2004) have demonstrated negative effects of valences
other than six.
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A1

A2

Figure 2. Definition sketch for adjacent element area ratio criterion (Æ-ARC)

A Posteriori Criteria

Localized Truncation Error Analysis

The LTEA approach of Hagen (1998, 2001; also Hagen et al. 2001) is accomplished by applying
a truncation error formula (Equation 3; based upon the momentum equations) to the results of a
solution of the harmonic form of the shallow water equations. The truncation error formula may
be rearranged and solved for Δx, provided an appropriate, universal value is selected for the
target LTE; in concept, a solution computed using a mesh constructed with the resulting Δx’s will
have uniform LTE (this is not the case in practice, although the LTE’s do become more uniform).

Modelling Applications

Current reports of modelling applications in CFD for ocean, coastal, and estuarine domains tend
to overlook the question of whether a specific mesh configuration is actually appropriate for a
specific application. As evidenced by a review of the proceedings of the Seventh International
Conference on Estuarine and Coastal Modelling (Spaulding 2002; see Appendix A of the present
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document), authors generally do not cite scientific evidence that their meshes are appropriate for
the application that they are presenting. Again at the ninth conference (Spaulding 2006), of the
43 papers which have a mesh component (hydrodynamics or transport), only 14 give any
reasoning for the selection of a particular distribution of cells/elements/nodes. Of the 14, only
two (2) papers reflected tests that were conducted to justify selection of resolution (Appendix A).
Again, Guarracino et al. (2006) use a hydrodynamic model “to examine the impact of
local atmospheric forcing… on the variability of the oceanic circulation and of mass fluxes
within the canyons” of the Gulf of Lion (southern France). They cite Estournel et al. (2003) and
Dufau-Julliand et al. (2004) in explaining the applicability of the SYMPHONIE model to their
project, and do not themselves discuss mesh resolution, other than to report what it is. Neither of
the two sources (i.e., Estournel et al. 2003 and Dufau-Juliand et al. 2004) discuss the
appropriateness of the selected mesh resolution, nor do they discuss the basis upon which it was
selected. However both Estournel et al. (2003) and Dufau-Julliand et al. (2004) compare model
results to measurements; Dufay-Julliand et al. (2004) call this “validation of the modelling.”
Westerink et al. (1992) examined resolution requirements for the WNAT model domain.
They determined that
correct solutions can only be obtained by providing additional refinement [beyond
that usually considered adequate with respect to the λ/Δx = 25 criterion] over the
continental shelf break and the continental slope.… It appears that at least 4 times
the resolution must be provided over the region in the vicinity of the continental
shelf break and slope and that at least 12 to 20 nodes must be distributed
sectionally over the continental slope.… When providing increased resolution
over the continental shelf break and slope for grids based on a λ/Δx criterion, we
must in particular emphasize the placement of additional nodes in the vicinity of
the continental shelf break as well as the toe of the slope.
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While their study was extensive in that it examined many different grids, it did not include
examination of the distribution of error throughout the domain, rather they focused on reducing
the maximum error.
Luettich and Westerink (1995) conducted a convergence study of an M2 tidal model over
the WNAT model domain. Here, convergence is the tendency of the differences between
successive model solutions to approach zero as mesh resolution is increased. Their study
separated “the effects of increased grid resolution… from the effects of improved resolution of
bathymetric features that accompanies increased grid resolution.” They found that “the model is
much more sensitive to bathymetric resolution than it is to horizontal grid spacing,” and “a grid
designed to maintain a constant ratio of M2 wave length to grid size spacing [was] quite
inadequate for [their] problem. Rather, increased resolution in the vicinity of steep bathymetric
gradients is crucial for obtaining a converged numerical solution” (1995).
“Convergence can be influenced both by inadequate resolution of large scale bathymetric
features (e.g., the continental shelf break region) and by small scale bathymetric irregularities (at
or near the grid scale) that introduce noise into the numerical solution” (Luettich and Westerink
1995—they reference Lynch and Namie 1993).
Luettich and Westerink (1995) make note of the following contributions to solution error
or non-convergence, with regard to their Convergence Sequence 2, consisting of tidal
simulations on meshes of increasing bathymetric resolution: 1) strong tidal amplification that is
sensitive to bathymetry, 2) destructive interaction of tides, 3) nodes in the elevation amplitude, 4)
rapid bathymetric gradients, 5) shallow banks, 6) bathymetric representation, 7) steep
topography, 8) wide continental shelves where resonant amplification is significant, 9) steep
gradient in the tidal elevation amplitude and/or phase, and 10) strong tidal currents, typically >
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30 cm/s. With regard to their Convergence Sequence 3, consisting of tidal simulations on
nonuniform meshes of various configurations, they mention the following contributions: 1)
resonant amplification on the shelf, 2) steep continental slope, 3) bathymetric resolution of the
steep topography, 4) small scale (near grid scale) variability in bathymetry (introduces noise into
the numerical solution), 5) much more sensitive to bathymetric resolution than to horizontal
resolution, for large scale features, 6) maximum velocity is quite low (<1 cm/s), 7) steep
response gradients, 8) amphidromes or other phase convergence zones, 9) rapid phase changes.,
10) nodes in elevation amplitude, 11) dynamic nature of the tide.
Hagen (2001) conducted a study on the truncation error for linearized shallow water
momentum equations, in which he developed an expression for the truncation error, based upon
the momentum equations, and evaluated the truncation error for a Gulf of Mexico tidal model.
His work showed that “gradients in surface elevation are more dominant than gradients in
velocities for a simplified case [single tidal constituent forcing] of tidal flow.” Also, “finite
element grids for tidal models that are based on gradients of the response variables should
consider all response variables, not just the velocity terms.” In the truncation error expression,
“the leading order term of the truncation error series will not always dominate,” rather, the
determination of term dominance depends upon the particular discretization, with cross
derivatives becoming more dominant as element shape becomes less equilateral.
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Mesh Construction Techniques

Numerous papers on the subject of mesh generation discuss how to construct a mesh given a
scalar density function (e.g. Henry and Walters), however, few discuss what that scalar density
function should be.
Roache (2002) gives extensive information on solution convergence, but does not give a
specific means for determining appropriate nodal spacing, other than verifying that an
appropriate nodal spacing has been reached, for a particular simulation, or series of simulations.
This information is also presented in his text book (Roache 1998).

Adaptive Mesh Refinement

Application of adaptive mesh refinement with LTEA-CD would require adaptation to
temporally-dependent flow. Alternatively, LTEA-CD could be used to determine which flow
parameters are most influential on the meshing requirements, then these could be monitored by
an adaptive mesh refinement algorithm.

H-Methods

The h-method is a mesh refinement technique characterized by mesh enrichment, in which all
original nodes are kept, and some elements are divided. “H-methods keep the information on the
original grid unchanged. When a new node is added in the middle of an edge, [bathymetry],
velocity, and water elevation in it are obtained by interpolating the values in the element. In this
way the original values of the [bathymetry] are never abandoned and the degradation of the solution by interpolation is minimized” (Marrocu and Ambrosi 1998).
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Marrocu and Ambrosi (1998) address unstructured mesh adaptation / optimization for
shallow water flow (Galerkin FE method; elevation field: linear elements, unit-width discharge
field: quadratic elements, advancing-in-time, fractional time step scheme), based upon error indicators. In their method (an h method, i.e. mesh enrichment), they do not allow the movement or
elimination of nodes of the initial triangulation, but apply standard refinement (split-by-four) and
green refinement, minimizing green elements. (A green element is one of a pair of elements that
is produced via green refinement. In green refinement, a single vertex is joined to the midpoint of
the opposite side.)
They note:
Adaptivity has not yet [been] much explored in the framework of free surface
hydrostatic flow. To our knowledge only [one] very recent [1997] paper… compares and discusses the use of higher order polynomial basis (p adaptation) for the
discretization of the shallow water equations versus local mesh refinement, where
the order of the polynomial approximation is kept unchanged (h adaptation).
Marrocu and Ambrosi (1998) suggest two error indicators. The first error indicator is particular
to the representation of the shallow water equations, and is derived by substituting the
approximate solution into an expression for the indicating the error bound. The second is based
upon a mass balance (net flow through the boundaries of an element should equal the change in
volume of the element; the difference between these two quantities is the error indicator). The
second error indicator is:

ε 2 ,e =

(

)

1
ξ n − ξ n −1 dΩ + ∫ q n ⋅ dΓ ,
∫
e
e
Δt

where ε2,e is the mass deficit in the e-th element, Δt is the time step, ξ

(6)
n

is the elevation of the

water surface at time n, Ω is the interior of the e-th element, and qn(x,y,t) = [qx,qy]T is the unitwidth discharge.
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The refinement technique of Maroccu and Ambrosi (1998) permits refinements of
element area only by halving or quartering the current elements. This has the potential of
producing transitions in element size that are too abrupt, however the example given by Maroccu
and Ambrosi suggests that the solution on the selectively h-refined mesh converges to the
globally-refined solution.
Yeh (1990) explains his LEZOOM algorithm, which he applies to solve advectiondispersion equations. His technique may be applied with finite element or finite difference methods. He solves multiple cases of four benchmark problems. The domain is discretized with a
fixed mesh, but within each time step, at an intermediate point in the calculation, all elements of
the mesh are checked to see whether they are “sharp-front” elements, that is whether the gradient
of concentration is steep in the vicinity of that element. Sharp-front elements are then “zoomed”
or divided into a number of smaller elements, and the calculation of concentration for that time
step continues. The technique provides for reduced numerical oscillation and dispersion and / or
requires less computational effort compared with other methods. The number of smaller
elements per fixed mesh element is determined prior to application of the method. Yeh does not
discuss how this number of smaller elements is to be determined.
Gropp (1984) presents an algorithm for local uniform mesh refinement (LUMR) for
implementation on multiprocessor systems. He focuses mainly on the task of optimizing the
computation time, and is not concerned with solving a particular “real-world” problem, but
rather solves ut – yux + xuy = 0 on a rectangular domain. He uses a rectangular grid.
One drawback of LUMR is that one cannot vary the element sizes within a refinement
region. Thus, after deciding the appropriate nodal density function, one is left to make a compromise between the minimum and maximum values. Selecting the minimum value would cause
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subregions to be over-resolved, while selecting the maximum would cause some parts to be
under-resolved.
Chang and Haworth (1995) present “a methodology for local solution-adaptive mesh
refinement in [CFD] using cell-level and global kinetic energy balances.” They note the
important assumption that
The formal basis for… error quantification and control strategies [e.g. those based
upon Taylor series analysis or Richardson extrapolation, and residual-based local
and global estimators] generally demands that one operate within [the] asymptotic
convergence limits…. One cannot know a priori if a given mesh and numerical
scheme lie within the asymptotic radius of convergence.
They use the imbalance in kinetic energy over a cell in order to determine whether or not that
cell is in need of refinement. Their refinement scheme is demonstrated on a rectangular domain.
None of the original nodes are moved or eliminated during the solution process; also, each cell,
when refined, is refined by quartering it into four squares.

P-Methods

The p-method achieves convergence in the finite element method by “refining the degree of the
polynomial approximation within each element while the element mesh spacing, h, is held fixed”
(Walters and Barragy 1997).

R-Methods or Mesh Moving

Mesh moving is a mesh refinement technique in which the nodes of the mesh are allowed to
change position in order to promote solution accuracy, however the mesh topology remains fixed.

24

Lee and Tsuei (1992) present a method of adapting the grid in order to produce optimal
solutions. In their method, they consider the derivatives of flow properties (e.g., temperature or
constituent concentration) to be an indicator of where the grid needs to be of greater resolution
(although they note, “theoretically, truncation error would be an ultimate measure of where an
adaptive grid scheme should place points. In practice, using the truncation error [in order] to
construct the weight function for grid adaption may not be a reliable method,” since, “for a
complex physical flow problem it is difficult to estimate the truncation error directly and
accurately,” and, “owing to [this] inaccuracy and wide variation of the values of the truncation
error, a stable grid cannot always be obtained”). They calculate a weight parameter at a node /
cell by considering also the derivatives of the flow properties at neighboring cells, thus
smoothing the weight function. They provide one-dimensional examples of the solution to the
convection-diffusion equation (uφx = vφxx , u and v are constants), via the second-order central
scheme, both with and without a source term. Their results indicate that if they allocate about
50% of the grid points to the regions where the gradient of the dependent variable(s) are relatively large, the total truncation error is minimized. Lee and Tsuei also provide three two-dimensional examples: a polar cavity flow, backward-facing step flow, and a reacting sudden
expansion pipe. In all three of their examples, both grid ratios and grid angle acuteness are
tempered and smoothed via the coupling method as opposed to the uniform grid and uncoupled
weight methods. Improvements in solution accuracy coincide with the improvements in these
two parameters. Their two-dimensional weight function for the point i,j (in ξ,η coordinates),
takes the form
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(7)

where N is the number of relevant variables considered, [the bN's determine the
relative importance of the relevant variables], n and m are the numbers of points
in the grid along the ξ- and the η-directions, respectively, φξ is the derivative of
the variable φ and Ct is the coupling factor; if Ct = 0, [the weight function is
uncoupled]. Note that the coupling used in the expression actually provides a
means of smoothing the weight functions and a partial control over the skewness
of the grid. Therefore no special treatment for excessive grid stretching or
compression is required since it has been taken care of in the weight function
formulation (Ibid).
Thornburg et al. (1998) agree with Lee and Tsuei (1992) that, ideally, the grid spacing
would distribute truncation error uniformly.

Composite Methods

Gropp (1987) presents a method of solving hyperbolic PDE’s in which the grid is locally
transformed to accommodate regions of high numerical dispersion. The coordinate system moves
with the front. Gropp finds that moving grids are more efficient than local uniform mesh refinement (LUMR) in these cases. He reports: “The uniformity [of LUMR] is important in insuring
that the overhead of managing the refinement is kept small, and that the refinement does not
defeat any vectorizability which may be present in the discretization.”
Gropp suggests a change of variables in order to reduce the local error; the specific
change depends upon the specific problem being solved. Gropp combines both LUMR and
moving grids into a single algorithm in order to mutually enhance the algorithms. He provides a
general algorithm, applicable to a large class of problems, and therefore does not provide a
specific method for determining whether a region is in need of refinement.
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Convergence Studies

Westerink et al. (1994a) conducted a grid convergence study on the Western North Atlantic Tidal
model, using the fully nonlinear form of the shallow water equations, and using eight grids, each
of different nodal distribution. Referring to Luettich et al. (1992); they report:
Fourier analysis indicates that in constant depth water using linear interpolation, a
linear tidal wave resolved with 25 nodes per wavelength is more than adequately
resolved over the range of Courant numbers, C = gh Δt / Δx ≤ 1.0 .
In the convergence study, they are concerned only with the M2 tidal constituent solution convergence. They used four uniform grids of increasing resolution, one semi-uniform grid and three
unstructured grids based upon the λM2/Δx being greater than 25 (one with a coarse coastal boundary, one with a fine coastal boundary, and one with a coarse coastal boundary, plus additional resolution along the continental shelf break). They achieved convergence for the M2 constituent
with the series of uniform (and one semi-uniform) grids. (Hagen and Parrish, 2004b, note that
consideration of multiple tidal constituents is necessary in order to estimate meshing
requirements for a tidal model that will be forced with multiple constituents, since different
constituents may dominate different geographic areas of the model domain.)
In their second experiment, “unstructured graded grids were developed with the goal of
obtaining M2 solutions that were comparable to the [semi-uniform] mesh.” They conclude that
resolution in the second unstructured grid, along the continental shelf, corresponding to a λM2/Δx
of 250 along the continental slope, give no more accuracy than the first unstructured grid, which
has λM2/Δx of at least 25.
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In their third experiment, they demonstrated (for M2 tides) that solutions are sensitive to
the resolution of the coastal boundary. They did not produce a grid that had both a fine boundary
and enhanced resolution over the continental shelf break.
It is difficult to tell from this study whether λM2/Δx is a criterion that is sufficient to
provide M2 accurate solutions, since the parameter varies widely over each of the grids used in
the study.
They point out: “The overall accuracy of a numerical model depends on the physics
included in the model, on the numerical accuracy (which depends on the algorithm as well as the
grid) and on the precision of the forcing functions.” They do not provide information that would
allow one to correlate λM2/Δx with amplitude and phase errors. However, their main purpose was
to determine an optimal (fewer nodes) unstructured grid which performed as well as the finest
uniform grid.

Other Factors Affecting Accuracy of Tidal Predictions

Competition among Criteria

Again, Luettich and Westerink (1995) note: “It may never be practical to entirely satisfy relative
elevation and velocity convergence criteria throughout the WNAT model domain, due to the
presence of localized areas characterized by nodes in the elevation response and large areas of
extremely low velocities.” However, it may be possible to satisfy separately the convergence criteria for the elevation and velocity: one would execute two (series of) simulations, one in order
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to allow velocity to converge, and the other to allow elevation to converge. Roache (1998 and
2002) suggests distinct convergence studies for each error measure.

Domain Size

Blain et al. (1994) provide an analysis of the effect of domain size on computed storm surge
response. They find that for the WNAT model domain, the “deep Atlantic Ocean boundaries
[facilitate] simple boundary condition specification and [minimize] the influence of boundary
conditions on storm surge generation in coastal regions” (see also Westerink et al. 1995).

Simulation Time

For maximum accuracy of tidal predictions, the National Oceanographic and Atmospheric
Administration (NOAA) suggests that when using empirical methods to determine the tides from
a long time series of tide readings, one should have data spanning a period of 18.6 years (NOAA
2003). 18.6 years is (approximately) equal to “the node cycle, or time required for the node [or
the lunar orbit] to complete a circuit of 360° of longitude” (NOAA/CEOB 2004).
When using the least squares method to determine tidal constituent amplitudes and
phases, generally, the time length of data needed to accurately distinguish the amplitudes and
phases of two constituents is the synodic period. The synodic period is the length of time in
which the higher frequency constituent completes exactly one more cycle than the lower
frequency constituent (Zervas 1999).
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Consistency of Equations

In order to promote mass balancing in ADCIRC, one should select the conservative form of both
the generalized wave continuity equation and the momentum equations, or, select the nonconservative form for both equations (Westerink et al. 1996a and 1996b). ADCIRC solves the
generalized wave continuity equation rather than the primitive continuity equation in order to
maintain model stability (see Luettich et al. 1992, and Westerink et al. 1994b for details).

Applications of Complex Derivatives and Complex Taylor Series
in Engineering Mathematics

There are many examples of the application of complex derivatives to two-dimensional
engineering problems. In these problems, the spatial coordinates are recast as a complex variable
z = x + ιˆy rather than the more common, separate x and y coordinates (sometimes z = x − ιˆy is

used instead). A few examples that arise in the study of fluid mechanics and of the elasticity of
solids are presented below.

Fluid Mechanics

Greenberg (1998) illustrates the application of conformal mapping in solving for the velocity
potential and velocity for flow over a semicircular bump. In this approach, the complex
derivative of the complex velocity potential is the velocity field. Daugherty et al. (1985) provide
a similar example, as do Reddick and Miller (1938; who also give examples from electronics).
Henrici (1974) uses the same scheme as Greenberg (1998) to solve for the streamlines around a
circular obstacle without circulation, with weak circulation, and with strong circulation. Again,
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Churchill and Brown (1984) show solutions for flows around a corner, fluid flow in a channel
through a slit, and flow in a channel with a step offset.

Elasticity

Saada (1974) gives this general description of the formulation of boundary-value problems of
elasticity:
A problem of elasticity consists of finding the stresses and the displacements in an
elastic body subjected to surface forces, surface displacements, and body forces.
There are six components of the state of stress at each point, and the three
equations of equilibrium are not sufficient to obtain the solution of the problem.
The six stress-strain relations are therefore introduced together with the six straindisplacement relations. . . . In all, we have 15 equations and 15 unknowns (σij, eij,
ui). To ensure a unique value of the displacement components at each point, the
strains must satisfy the compatibility relations.
The strain-displacement relations, in turn, are derived in part from a truncated Taylor series
expansion of the formulae representing the displacement of points within the elastic solid (Ibid.).
For many problems in elasticity, second and higher order terms may be dropped from the series.
Timoshenko and Goodier (1970) show how to represent stress and displacement in terms
of complex potentials. They also formulate and give an example—reproduced from Kolosoff—
of the solution of the displacement of points on a rectangular plate given a polynomial stress
system of the fifth degree (wherein stress is a function of the fifth-order products of position
coordinates, e.g., x5, x4y, …).
In his chapter on complex variable methods, Sadd (2005) explains (his emphasis):
It is often convenient to express functions of a complex variable in a power series.
If f(z) is analytic at all points within a circle C with center at z = a , then at each
point inside C the function admits the Taylor series expansion…
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where f ( z ) = f (x + ιˆy ) is some function of the position of the points within a two-dimensional
body.

Existing Modelling and Mesh Generation Software

The LTEA-CD and LTEA+CD codes are developed specifically with ADCIRC solutions in mind.
(This has mainly to do with data formatting and the present status of the SMS user interface, and
has nothing to do with the abilities of ADCIRC or any other CFD code.) Therefore ADCIRC is
used to generate the initial set of solutions over which LTEA-CD and LTEA+CD are implemented to calculate truncation error and meshing requirements. Results of LTEA-CD are compared to
those of LTEA at interior nodes.
Additionally, although LTEA+CD is developed within a two-dimensional framework, the
meshes resulting from the application of the LTEA+CD process should be applicable to threedimensional problems, as 3D meshes are often constructed by layering a single 2D mesh.
LTEA+CD could provide an initial mesh for a 3D application, that could then be refined
according to the vertical structure of flow—Fortunato (1997) has developed a procedure for
distributing layers in the vertical according to truncation error.

ADCIRC

ADCIRC is one of several ocean circulation models that utilize FE techniques in order to
compute solutions of the shallow water equations on arbitrary domains, described by linear,
triangular, unstructured meshes. ADCIRC solves simultaneously the generalized wave continuity
equation and momentum equations (two, one for each lateral direction). For details on the
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physics incorporated into and solution techniques of ADCIRC, see Luettich et al. (1992) or
Luettich and Westerink (2004). ADCIRC has a history of over ten years of use, and has been
proven to produce accurate tidal predictions (as have many other shallow water equation models)
for a number of domains, including the western North Atlantic Ocean and select adjoining bays
and estuaries (for papers demonstrating the utility of ADCIRC, see e.g., Westerink et al. 1994,
Parrish and Hagen 2002, and Murray 2003).
ADCIRC solves the discrete form of the spherical shallow water equations that have been
transformed into the Carte parallelogramatique projection. The Cartesian form of these
equaitions, as implemented herein, consists of the generalized wave continuity equation (e.g.,
Luettich et al. 1992),
∂ 2ζ
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And momentum equations in the x- and y- directions:
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where ζ is the deviation of the water surface from the geoid, τ0 is a weighting parameter, t is time,

α is the earth elasticity factor, η is the Newtonian tidal potential, and Eh2 is eddy viscosity. The
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overlined terms are presented here for completeness and to indicate the advective terms, which
are not included in the simulations.

SMS

The Surface Water Modelling System (SMS), developed by the Environmental Research
Modelling Laboratory at Brigham Young University (EMRL 2006), provides an array of tools for
developing FE meshes for a variety of hydrodynamic and transport applications (it also
facilitates the creation of FD grids). SMS includes several data structures that are used to organize the data that area associated with a mesh. A map defines boundaries. These could represent
sea walls or coastlines, or the interfaces between two different types of bottom coverage (which
would have different roughness coefficients), for example. A set of scatter points defines
attributes associated with geographic points, such as bathymetry. Unlike in the map, points in a
scatterpoint set may be triangulated in order to represent a three-dimensional surface; this is
particularly useful when interpolating bathymetry. A mesh defines the numerical domain over
which the solution of flow equations is to be computed. Properties of the map and scatterpoint
sets can be incorporated into the mesh. The SMS interface has been upgraded (in version 9.0) to
be like that of a geographic information system (GIS), where each data element is considered as
a layer, and is represented as such in a “Project Explorer,” much like the “Table of Contents” of
ESRI ArcGIS. Evaluation and beta versions of SMS can be obtained through Environmental
Modelling Systems, Inc. (EMS-I 2006).
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LTEA

Hagen’s LTEA code has been ported to SMS (version 9.2) as part of the Mesh Generation
Toolbox. The tool allows the user to generate automatically a FE mesh by specifying certain
mesh properties such as the boundary, boundary condition type, and a digital elevation model
(DEM) from which to interpolate bathymetry. The toolbox allows the user to create a mesh based
upon results of an existing simulation or to conduct a simulation as part of the mesh generation.
There is also the option to stop the process after the establishment of meshing requirements,
without actually producing the corresponding mesh.
The LTEA formula was developed by first considering the harmonic form of the
linearized momentum equations for shallow water flow. These are then discretized over a
hexagonal area determined by an arrangement of seven nodes (a central node with six neighbors;
this configuration is the most common in well-formed FE meshes of linear triangles). The nodes
and the mesh elements they comprise are together called the submesh. Truncation error is
estimated by subtracting the sum of the continuous momentum equations from the sum of the
discrete equations, where FD approximations of the terms present in the discrete form have been
substituted in and higher order terms (HOT; sixth order derivatives and higher) have been
omitted (Hagen 1998).
Applications of LTEA include the development of the 53K Mesh (named for the number
of its nodes), which has been demonstrated to perform reasonably well for the computation of
tidal WSE’s (Kojima 2005).
It should be noted that there is at this time more than one version of LTEA. Each version
uses a different size FD molecule. Also, there are different orders of accuracy that may be
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achieved: LTEA uses a 9×9 molecule and has 2nd and 4th order terms in Δ, as does the 7×7
LTEA; Finally, the 5×5 LTEA has 2nd order terms. As the 9×9 LTEA is the most-well documented, the present research compares LTEA-CD results to results obtained by it.
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CHAPTER THREE: LTEA-CD
After developing the theory of LTEA-CD, the theory is applied to two test cases. In the first,
LTEA-CD is applied iteratively, where each successive mesh is more refined than the last, but
nowhere coarsened. In the second test case, LTEA-CD is again applied iteratively, but this time
only calculate a new distribution of target element size, while the number of elements remains
fixed within a tolerance of less than 0.01 (1%).

Theory

The fundamental principle upon which LTEA-CD is based is that an optimal mesh is one in
which localized truncation error is evenly distributed by the gradation of the mesh. Truncation
error, in turn, is the difference between the continuous and discrete equation of shallow water
flow; herein, the momentum equations.
An estimate for LTE of the harmonic, linearized shallow water momentum equations
(e.g. Hagen 2001):

(ιˆω + τ )uˆ + g ∂η = 0 and (ιˆω + τ ) vˆ + g ∂η
ˆ
∂x

ˆ
= 0,
∂y

(10a and 10b)

where the variables have been defined as in Equation (3), is presented in this section.
Note that terms excluded from Equation (10a) and (10b) become important in very
shallow waters (e.g. near shore), particularly the advective terms. Additionally, the bottom stress

τ, here set constant in space and time, actually varies in proportion to current speed and varies
inversely with depth. However, only (10a) and (10b) are applied to the truncation error series for
two reasons: 1) The application of complex derivatives (noted above and detailed below) already
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represents a significant departure from LTEA, 2) LTEA does likewise and has been shown to
produce favorable results (at least for tidal elevations), even when applied to meshes on which
fully nonlinear simulations are executed (Kojima 2005, Hagen et al. 2006), and 3) strong
performance in this simplified study lays a foundation for subsequent chapters, namely to
incorporate both advection and quadratic bottom stress (detailed below).

A Localized Truncation Error Estimate

The momentum equations, (10a) and (10b), are discretized spatially over a submesh (Figure 3)
using Galerkin, linear triangular finite elements. A submesh is a central node surrounded by a
valence shell of equilateral triangular elements, each consisting of three nodes, one of which is
the central node. The submesh does not necessarily coincide with the elements of a mesh on
which the solution is computed; hence the term “stencil” is avoided, however, the central node is
located on a node of the mesh from which the solution is derived. If a neighbor of a central node
does not coincide with a mesh node, then the values of the solution are interpolated linearly onto
the neighbor (the student may refer to Appendix B for a sketch on how to do this). The discrete
form of the momentum equations, (10a) and (10b) are, in the x-direction,
⎞ g
(2ηˆ1 + ηˆ 2 − ηˆ3 − 2ηˆ 4 − ηˆ5 + ηˆ6 ) = 0 ,
uˆ j + 6uˆ 0 ⎟⎟ +
∑
⎜
12 ⎝ j =1
⎠ 6Δ

ιˆω + τ ⎛⎜

6

(11a)

and in the y-direction,
⎞
g
(ηˆ 2 + ηˆ3 − ηˆ5 − ηˆ6 ) = 0
vˆ j + 6vˆ0 ⎟⎟ +
∑
⎜
12 ⎝ j =1
⎠ 2 3Δ

ιˆω + τ ⎛⎜

6
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(11b)

(equations 6.22 and 6.23 in Hagen 1998), where the subscripts are the local indices of the central
node (0) and its neighbors (1 to 6, counterclockwise from the +x-axis, a different scheme than in
Hagen 1998) and Δ is the distance from the central node to that of any of its neighbors.
In further departing from Hagen (1998), the expression for truncation error is based upon
an analysis in the complex plane. Let z = x + ιˆy . The origin of the complex plane is placed at a
central node, as in Figure 3. Figure 3 also indicates the numbering system used herein for the
nodes of the submesh (located at the vertices of the submesh) and the notation used for the
locations of the nodes of the submesh relative to the central node. The compactness of the
submesh becomes important in parallel processing where communication between processors is
often the bottleneck, and would be increased by a larger submesh that crosses over from the
subdomain of one processor to another.
The discrete momentum equations (11a) and (11b) may be expressed in terms of f0 ∈
{ ηˆ 0 , uˆ 0 , vˆ0 } and its derivatives f 0(k ) , k ∈ ℵ (the natural numbers, i.e., {0,1,2,...}), by
substituting the complex Taylor series for the fj ∈ {η̂ j , uˆ j , vˆ j }, i.e.,
f j = f0 +

Δj

(1)

f0 +

1!

Δ2j
2!

(2 )

f0 + L +

Δ6j
6!

f 0(6 ) + HOT ;

(12)

where mod Δj = Δ, Δ j = (x j − x 0 ) + ιˆ( y j − y 0 ), j ∈ {1,2,…,6}; and HOT are the higher order
terms. With this configuration of nodes and elements, the discrete momentum equations therefore
reduce to

ιˆω + τ
1440

(1440uˆ

0

)

+ Δ6 uˆ 0(6 ) +

(

)

g
120ηˆ 0(1) + Δ4ηˆ 0(5 ) = 0
120

and
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(13a)

ιˆω + τ
1440

(1440vˆ

0

)

+ Δ6 vˆ0(6 ) +

ιˆg

(
120η ( ) − Δ η ( ) ) = 0 ,
120
1
0

4

5
0

(13b)

where the HOT have been dropped. Equation (13a) and (13b) are then combined by ιˆ × (13a) +
(13b), yielding

(ιˆω + τ )(ιˆuˆ 0 + vˆ0 ) + 2ιˆgηˆ0(1) + Δ6 ι ω + τ (ιˆuˆ 0(6 ) + vˆ0(6 ) ) = 0 .
ˆ
1440

(14)

A localized truncation error estimator is determined by subtracting (10b) and ιˆ × (10a) from (14):

τˆME = Δ6

ιˆω + τ
1440

(ιˆuˆ ( ) + vˆ ( ) ) .
6
0

6
0

(15)

The terms containing η̂ cancel through application of the chain rule and because ∂x ∂z = 1 2
and ∂y ∂z = 1 2ιˆ (see, e.g. Weisstein 2006). A more detailed derivation of Equation (15) may be
found in Appendix C.
3

2
Im(z)

4

0

5

Δ5

1

Re(z)

6

Figure 3. An interior submesh. The origin of the complex plane is placed at the central node (●)
for the purpose of computing localized truncation error and target element size. A complex
“vector,” Δ5, may be applied in specifying the position of node 5 with respect to the origin;
likewise for the other neighbor nodes.
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Effects of Submesh Orientation on Localized Truncation Error

The orientation of the submesh does not affect mod τˆME . This can be shown by applying the
rotation equations to the tidal ellipse and regrouping the terms so that the original form is
attained, multiplied by a complex number of unit magnitude (see Appendix D). Were the
truncation error itself a matter of investigation in comparisons of the truncation errors at various
nodes of the mesh, it would be necessary to reconcile the distinct orientation of each submesh
with each other submesh by rotation as in, e.g., Appendix E. However, herein the chief concern
is in computing target element sizes, which are dependent upon mod τˆME only.

Target Element Sizes

In order to produce target element sizes, a linear tidal simulation is executed over an initial mesh.
For ease of mesh generation, this could be a uniform mesh, but uniformity is not required. The
LTEA-CD algorithm computes target element sizes from the velocity field. The target element
sizes are linearly scaleable. It is up to the user to select the scale factor, but some guidelines are
provided below.

Preliminary Investigations

If the mesh is locally uniform, then each interior node will be surrounded by a regular hexagonal
array of neighbor nodes. These can occupy the same locations as those of the difference
molecule. At the boundary, some neighbor nodes may be located in a trapezoidal array and may
be used as a boundary difference molecule. Figure 4 shows a sample boundary difference
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molecule of this sort. The feet of the complex vectors are located at the central node, and the
neighbor nodes are located at the vertices of the elements. In an early investigation, it was
thought that one could allow the mesh to be distorted somewhat and still use the nodes
themselves rather than an equilateral difference molecule in order to compute target element
sizes.
What follows is documentation of three preliminary studies, 1) a structured grid study, 2)
a study investigating the utility of using distorted submeshes in order to take advantage of the
inherent computational efficiencies, and 3) a study investigating the utility of applying
equilateral submeshes.

Figure 4. Trapezoidal boundary submesh.

Preliminary Structured Grid Study

In an initial effort to understand the applicability of LTEA-CD, an idealized, structured mesh
consisting of equilateral triangles over the WNAT domain was constructed. Such a mesh
eliminates local distortions and their effects on the accuracy of the localized truncation error
estimate. This structured grid study also represents an attempt to separate the effects of
bathymetric resolution and mesh resolution. A mesh is created of precisely equilateral triangles
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for the WNAT model domain where each element has a side length of 6.25 km. Since the mesh is
composed of equilateral triangles, submeshes coincide precisely with the elements of the mesh.
The bathymetric resolution, however, is only 100 km. Thus, the bathymetric gradient is constant
(and the bathymetry is linear) over each 100 km triangular patch.
In computing a target element size distribution over this mesh from a linear simulation
with M2 boundary forcing, it is clear that LTEA-CD is sensitive to changes in bathymetric
gradient. This is evidenced by the smaller target element sizes computed along discontinuities in
bathymetric gradient, seen in Figure 5 as lines of color that extend more toward the red range
than the areas surrounding these lines. It is also clear from Figure 5 that LTEA-CD is sensitive to
the bathymetric gradient as well as to depth: Blake’s Escarpment (high gradient) shows as a red
patch, as does the continental shelf. Preliminary attempts to apply the target element size
distribution as shown in Figure 5 resulted in the conclusion that the target elements size
distribution, taken as-is, would require too many elements if element quality (e.g., Æ-ARC ≤ 2.0)
were to be preserved. The pronounced difference between target element sizes within a 100 km
patch and along the boundary of a 100 km patch also prompt consideration of smoothing to
reconcile the differences between the two, so as to permit meshing with a more reasonable
number of nodes.
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Blake’s Escarpment

NORTH AMERICA

Cuba
Hispaniola

CENTRAL AMERICA

SOUTH AMERICA

Figure 5. Normalized target element sizes for WNAT from and idealized uniform mesh. Uniform
Mesh: 6.25 km elements, Bathymetric data: 100 km, boundary resolution: 100km, 60° bearing.

Derivative Approximation (Part One)

LTEA-CD is applied iteratively to a series of simulations assuming that the mesh is locally
uniform and that the submesh lies beneath the nodes of the mesh. The derivation of the
computational formulae for the derivative terms is given in Appendix C. The starting point for
the series of meshes is a semi-uniform mesh having elements of side length five (5) km.
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ADCIRC is run linearly, and time steps are computed according to the Courant condition (even
though this is not a stability requirement when ADCIRC is run linearly).

Smoothing of Target Element Sizes

Herein, Gaussian smoothing is applied to D before determining target element sizes from those
smoothed values; the parameters of the Gaussian weight function are set so that one standard
deviation coincides with Δ. Values from nodes further than three elements away from a central
node are not used to compute a smoothed value of D. Holloway et al. (1986) applied Gaussian
smoothing to bathymetric data in a study of tsunami propagation and its arrival time dependence
on the complexity of bathymetry. The application of certain more advanced smoothing
techniques would be expected to produce better results than simple Gaussian smoothing,
particularly because Gaussian smoothing ignores significant local, directional variation in
localized truncation error that are the result of, for example the presence of a shipping channel
(one would want the smoothing algorithm to smooth only along the channel, not across it). Note
that the Gaussian smoothing applied herein is distinct from that applied by Hagen et al. (2006),
who applied what is here called Æ-ARC smoothing. Æ-ARC smoothing is a technique by which
a given target element size distribution is modified by an imposed maximum multiple of change
(IMMOC; see Hagen et al. 2001) between adjacent element areas. The algorithm reaches out
from local minima in target element size in order to compute the smoothed values.
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Results of Preliminary Investigation (Part One)

The truncation error distribution over the domain may be summarized with a frequency plot
(Figure 6 left) or with a cumulative area fraction error plot (CAFE plot; Figure 6 right). CAFE
plots are used to summarize differences between simulation results on different meshes. The
range of computed model errors is divided into several bins. Then each mesh is divided into
areas over which the range of the errors lies completely within a bin. The areas for each bin are
summed. The results are plotted as error versus cumulative area fraction. Note that a vertical line
at zero on the x-axis would indicate zero error everywhere within the domain. For other
examples of the application of CAFE plots, see, e.g., Westerink et al. (1995), where positive and
negative errors are distinguished.
Figure 6 presents the distribution of localized truncation error over the nodes of the each
mesh of the series. The left side of Figure 6 is a frequency plot (statistical, not harmonic
frequency), where the area fraction (y-axis) is plotted against the band of LTE (x-axis) in which
it falls (each bin has a width of 0.1897 decades). The right side of Figure 6 presents a cumulative
frequency plot, where the total mesh area having LTE equal to or less that indicated on the x-axis
is plotted on the y-axis. There are four curves corresponding to the initial simulation and three
iterative applications of LTEA-CD. Figure 6 therefore demonstrates that LTEA-CD produced
wider and wider distributions of LTE, meaning that LTE becomes less and less uniform. This is
precisely the opposite of what LTEA-CD is supposed to do, namely to uniformitize LTE
throughout the mesh.
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Figure 6. Localized truncation error for successive applications of LTEA-CD (part one), using
nodes of the mesh for computing LTE. Each bin has a width of about 0.1897 decades.

Derivative Approximation (Part Two)

Due to the dramatically unacceptable results produced from applying LTEA-CD with mesh
nodes and difference molecules that are distorted from equilateral, an alternative approach is
attempted with greater success. Perfectly equilateral difference molecules are applied in the
interior and semicircular difference molecules on the boundary (details follow), and the behavior
is as desired: successive iterations of LTEA-CD improve the uniformity of localized truncation
error.
Two difference formulae are derived with which the derivative terms of Equation (15)
may be computed. The first is applied for the case in which the central node is on the interior
(Ω); the second is for that in which the central node lies on the boundary (Γ). In either case, it is
important that when estimating f 0(6 ) from results over a linear triangular mesh, the points of the
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difference molecule lie within different elements, since all derivatives beyond the first are zero
within a single element of the mesh.

Interior (Ω) Case

Let f be approximated at any interior point i by a sixth-order polynomial f i ≈ Ω pˆ i = aˆ T Δi , where
the elements âk , k ∈ {0,1,…,6}, of â are complex constants, and the kth element of Δi is Δki . A
difference equation is constructed by applying the geometry of Figure 3 and requiring that
Ω

pˆ 0(6 ) = αˆ T f = 6!aˆ6 , where f = { f 0 , f1 ,K, f 6 } and the elements of α̂ are complex constants.

This condition implies a set of seven simultaneous equations, Δαˆ = {0,0,0,0,0,0,6!} , where

Δ = [Δ0 , Δ1 ,K , Δ6 ] and 00 ≡ 1, that, when solved, yield
Ω

f 0(6 ) ≈ Ω pˆ 0(6 ) = 120( f 1 + f 2 + f 3 + f 4 + f 5 + f 6 − 6 f 0 ) Δ6 .

(16)

That Equation (16) is O(Δ6) accurate may be shown by substituting complex Taylor series (in
terms of f0) for the fj’s and simplifying (see Appendix C). The regular hexagonal configuration of
the submesh is the key to the high order of accuracy.
In order to compute

Ω

f 0(6 ) the submesh is sized such that Δ is equal to half the distance

from the central node the nearest mesh node. If points don’t all lie within different elements the
difference molecule is rotated by 30° and the check is run again; if there are still two or more
points that lie within a single element, no value of
general,

Ω

Ω

f 0(6 ) is calculated for that central node. In

f 0(6 ) can be computed at interior nodes of valence six or more, provided the maximum

angle at the central node 75° in the present application. Allowing the difference molecule to be
oriented in any direction allows for maximum submesh angles approaching 120°; one could also
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enlarge the submesh in order to overcome local geometries that are less than ideal. An example
interior submesh is illustrated in Figure 7, where the submesh has been drawn enlarged
compared to the overlying mesh, so as to emphasize the location of a single submesh point
within each element of the valence shell of a central node.

Figure 7. An interior submesh (dark lines and dots) need not coincide with the solution mesh
(light lines).

Boundary (Γ) Case

For cases where the central node is on the boundary, eight points may be applied to estimate the
zero to seventh-order (∂7/∂z7) terms. The extra point is needed in order to provide O[(ΔM)2]
accuracy, where ΔM is the size of a mesh element (units of length).
The derivative terms of τˆME may, with O(Δ2) accuracy, be estimated at the boundary by
considering a semi-circular difference molecule of eight points, where the central node coincides
with the midpoint of the semicircle (Figure 8). This orientation is preferred to that of placing the
central node midway between the vertices of the semi-circular region, because the former may
still be used when the boundary is locally concave.
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The derivation of the difference equation for the boundary case is similar to the interior
case, only both the estimating polynomial and the difference equation have an additional term:
Γ

f 0(6 ) ≈ Γ p 0(6 ) = 60 [c1 f1 + c 2 f 2 + c3 f 3 + 12(5 − s ) f 4 + c3 f 5 + c 2 f 6 + c1 f 7 − 6(9 + 4s ) f 0 ] Δ6 , (17)

where s = 31/2, c1 = −9 − s − 3ιˆ(13 + 7 s ) , c2 = 9 + 15s − ιˆ(9 + s ) , and c2 = −3 + 4 s − 3ιˆ(1 − 2 s ) .
In order to compute

Γ

f 0(6 ) , the boundary submesh is scaled such that the point opposite

the central node lies 0.5×31/2 times further away than the distance between the central node and
the mesh node within the valence shell that is furthest from the central node. The points in the
difference molecule are numbered counter clockwise from the central node, where the central
node is assigned the number zero. For the case of an equilateral triangular mesh, this gives the
arrangement of Figure 8. If each point does not lie in a different element the size (length units) of
the difference molecule is increased by a factor of 1.5; if two or more points still lie within the
same element,

Γ

f 0(6 ) is not calculated for that central node. The orientation of the boundary

submesh is such that the boundary segments make equal angles with a line tangent to the
semicircle passing through the central node of the submesh. Note that in order to compute

Γ

f 0(6 )

there need to be at least two elements between opposing boundary segments. For Galerkin linear
finite element coastal and ocean models, this is typical. Another constraint on the computation of
Γ

f 0(6 ) by this method is that boundary edges may have an interior angle no smaller than 150°. A

regular polygon having edges that meet at this angle has 12 sides; it would require three edges to
turn the mesh boundary 90°.
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Figure 8. Difference molecule for computing Γ f 0(6 ) . The boundary passes through the solid dot,
tangent to the semicircle passing through the central node and its neighbors (hollow dots) in the
submesh. The submesh lies “beneath” an equilateral mesh (light lines). Where the mesh is
nonuniform, the difference molecule is enlarged to ensure that each point in the difference
molecule lies within a different element.

Results of Preliminary Investigation (Part Two)

A series of simulations is conducted in which LTEA-CD is applied iteratively, beginning with a
semi-uniform mesh over the WNAT model domain having elements of side length 5 km. A total
of four meshes are part of this series: the initial semi-uniform mesh; two LTEA-CD meshes,
where the second is generated from the application of LTEA-CD to the first; and a split-by-four
version of the second LTEA-CD mesh, where each element of the second LTEA-CD mesh is
split into four elements in order to create the last mesh.
ADCIRC is run linearly, and time steps are computed according to the Courant condition
(even though this is not a stability requirement when ADCIRC is run linearly).
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The distribution of LTE is again analyzed in using frequency plots (Figure 9). These
indicate that iterative application of LTEA-CD results in the uniformitization of of LTE. This is
indicated by the narrowing of the error band (Figure 9 left) and the steepening of cumulative
frequency distribution curves (Figure 9 right). The frequency plots are represented in tabular
form in Table 1. Four summary statistics are given there: 1) full width at half maximum
(FWHM; the range of LTE at half the highest frequency), 2) the range of LTE that encompasses
90% of the data, 3) the range of LTE that encompasses 50% of the data, and 4) for each mesh,
the geometric mean value of all LTE values. Note that Table 1 leads to the same conclusion as
does Figure 9, namely that LTE becomes more uniform with iterations of LTEA-CD.
Table 1. Summary statistics for the distribution of localized truncation error for the case of
equilateral submeshes. All values are expressed in decades, e.g. LTE of 4.8×10-10 ≈ 10-9.32 is
presented as -9.32 in the table.
Mesh
FWHM 90% width 50% width
Semi-uniform
1.80
3.84
1.28
LTEA-CD 1
1.40
3.32
1.16
LTEA-CD 2
1.52
2.04
1.00
LTEA-CD 2x4 1.36
1.84
0.92
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Mode Geometric Mean
-9.32
-9.16
-9.28
-9.07
-9.12
-9.03
-9.44
-9.36
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Figure 9. Localized truncation error for successive applications of LTEA-CD (part two). Each
bin spans 0.04 decades.

Target Element Sizes from Localized Truncation Error Estimates

The means by which to compute τˆME at almost any node of a well-constructed, triangular finite
element mesh have been demonstrated. There are a variety of ways in which element size may be
derived from τˆME . Equation (15) may be rearranged to solve for target element size, Δ* (a
positive real number), the product of an arbitrary scale factor, a, and a deterministic factor, D:
Δ* = aD. Any choice of a implies a given target value for mod τˆME (see Appendix F for details).
There is only indirect dependence of Δ* on ω and τ when only a single tidal constituent is
considered, since ιˆω + τ can be lumped together with a, but û and v̂ depend upon ω and τ. The
scale factor a may be selected such that 1) Δ* is never less than a certain value, 2) boundary Δ*
does not exceed a tolerance, 3) Δ* at a particular location is specified, 4) the number of elements,
ne, is specified (it easier to specify ne, proportional to domain area, than to specify the number of
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nodes, nn, proportional to both area and perimeter). One may also select different values of a in
different regions of the domain. There are other options, in fact, a fifth approach, explained
below, is applied herein.
In order to specify the number of elements, first compute the elemental density assuming
a = 1: ρe1 = 1 / (D2 × 30.5 / 4). Next, integrate ρ e1 over the domain in order to determine a
hypothetical number of elements: ne1 = ∫ ρ e1dΩ . One may approximate ne1 by setting the
Ω

bathymetric depth of the mesh equal to ρe1 and computing the volume. Finally, select the number
of elements desired, ne2, and compute a = (ne1 / ne2)1/2.
It is recommended that a specific a also be selected so as to target a mesh where Æ-ARC
is, for every pair of adjacent elements, less than 2 (big:small), since extreme gradients in element
size are a source of increased localized truncation error and reduced model stability (at least for
the discretization considered herein). Herein, a is chosen such that a ≤ ||∇Δ*||limit / max ||∇D||,
where ||∇Δ*||limit is the maximum acceptable gradient in Δ*. For Æ-ARC ≤ 2, and when
computing actual local element size, ΔM, by taking the mean of the lengths of element edges that
share a node, ||∇Δ*||limit ≈ ¾ (Appendix G shows how to compute gradients of mesh attributes,
e.g., Δ*, and demonstrate that scaling a field by a factor a also scales the gradients of the field by
the same factor—the appendix may seem trivial to the advanced academic or professional, but
may be instructive for the student).
It is also possible to smooth the target element sizes, beginning at locations of high
resolution and progressing to locations of lower resolution, enforcing Æ-ARC as smoothing
progresses. This has the advantage of enabling the production of a mesh with a target number of
nodes that still meets Æ-ARC, but at the expense of producing a mesh that does not fit the
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distribution of Δ*. For this reason, herein the preferred method is to scale the meshing
requirements so that Δ* is met everywhere, promoting the evaluation of LTEA-CD without
obscuring it with Æ-ARC smoothing. The advantage of this approach is, of course, that the
corresponding mesh will fit both the distribution of Δ* and Æ-ARC, however the distinct
disadvantage is that a potentially infeasible number of nodes may be required to construct the
mesh. One compromise is to apply Gaussian smoothing to D before selecting a, computing Δ*,
and constructing the corresponding mesh.

Computer Code for Automatically Generating Meshing Requirements

The computer code for the implementation of LTEA-CD consists of three main components. The
first component creates an inverse connectivity table, i.e., a lookup table that gives the element
numbers of each element connected to a given node. The second component generates difference
molecules for each central node. Both the inverse connectivity table and the difference molecules
may be generated without the use of searching. Searching is not required since each component
makes use of direct access storage of the mesh connectivity and inverse connectivity. (The data
could be stored in RAM or direct access files, depending on the number of elements and
available RAM). In order to interpolate values to the nodes of the difference molecules, the
element within which the point lies must be known. This can be determined with consideration
for the angles that the corresponding edges make with an axis through the central node. The third
component computes D using the connectivity table and difference molecules generated by the
other components. Note that for a mesh with static lateral nodal coordinates and static
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connectivity, the first two components need be run only once, while the third component may be
run for multiple model outputs (i.e., multiple sets of solution harmonics).

Comparison of LTEA and LTEA-CD

In order to test LTEA-CD, the tidal simulation results (Hagen and Parrish 2004a and b) of an
ADCIRC model are applied. The ADCIRC mesh consists of 333 701 nodes and 648 661
elements over the Western North Atlantic Tidal (WNAT) model domain (Figure 10 left). The
simulation applied the linearized shallow water equations with M2 tidal forcing only (ω =
1.405×10-4 s-1) and τ0 = τ = 0.0004 s-1, where τ0 is the generalized wave-continuity weighting
factor. A no-flow boundary condition is enforced at all land boundaries and the tidal forcing
(depth only) is applied to the open ocean boundary. Fifteen days of real time are simulated,
ensuring that a dynamic steady-state is achieved. A time step of 20 s is used and a hyperbolic
ramping function is imposed during the first two days. Both τ ME and τˆME are computed with the
tidal harmonics generated by ADCIRC. The minimum spacing is selected to be 1000 m when
computing τ ME . LTEA-CD has no such parameter for calculating localized truncation error,
since Δ in Equation (15) cancels with the Δ in the difference equations.
The magnitudes of the localized truncation error estimates (mod τ ME and mod τˆME ) are
similarly geographically distributed, as shown in Figure 11. Note that only those portions of the
domain where LTEA is capable of computing τ ME are compared, hence the dark areas of Figure
11. Also note that regions of high bathymetric gradient or shallow depth produce greater values
of LTE. Although mod τ ME and mod τˆME differ by orders of magnitude (not unexpected; see
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Hagen et al. 2000), when converted to distributions of Δ*, localized truncation errors computed
with LTEA and LTEA-CD produce, in essence, the same information (details below).
Comparison between the target element sizes corresponding to the LTEA and LTEA-CD
methods depends upon how the minimum spacing is selected. Target element sizes of either
method can be forced to equal each other at a single node by adjusting a. Enforcement of equal
spacing throughout the model domain between LTEA and LTEA-CD methods is likely
impossible for a spatially constant a because of round-off error, inaccuracies and imprecision in
model results, and because of the different methods of computing the derivative terms. In
addition, the two methods likely differ in their sensitivity to distortions in the mesh. One might
expect τ ME to be more sensitive though, because its difference molecule extends far beyond the
valence shell of the node for which localized truncation error is calculated.
Both methods produce localized truncation error estimates and Δ* distribution with
considerable variability across several elements. Both are sensitive to water depth, bathymetric
gradient, (e.g. ∂h/∂x; note the highlights over the continental shelf in Figure 11), and changes in
bathymetric gradient (e.g., ∂2h/∂x2; note the highlights, along the continental shelf break and
Blake’s Escarpment) as represented by the corresponding local flow field. Therefore, it is
important that where these sensitivities are present, accurate bathymetric data are provided.
LTEA produces a narrower range of localized truncation error values than LTEA-CD (in this
example, 8.6 versus 15.0 decades for LTEA-CD, dependent upon Δ in Equation [3]), perhaps
because of the application of a greater number of points in its FD molecule, which span more
elements. Compared to LTEA-CD, LTEA has a degree of built-in smoothing of the truncation
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error. Contrary to this, it would seem, LTEA produces a greater variability and a wider range of
target element sizes (details follow).
Since there is considerable noise in both the LTEA and LTEA-CD results, it is reasonable
to apply a smoothing function to each data set when making comparisons between them. Herein,
the smoothing function exp{-[(Δs)/15]2/2} is applied where Δs is the distance in steps along a
transect (Figure 12 right). One step ≈ 1000 m ≈ min(ΔM). The smoothing function is forced to
zero for the ±11th step and beyond. The smoothing function is applied to normalized values of Δ*
(Δ* / min[Δ*], treating LTEA and LTEA-CD data sets separately). Next, the ratio between the
normalized, smoothed target element sizes (Δ* LTEA-CD:Δ* LTEA) is computed and averaged (mean).
The normalized, Δ* LTEA-CD are adjusted by dividing by the ratio. The resulting data sets,
smoothed, normalized Δ* (adjusted Δ* LTEA-CD) provide essentially the same information for
points on the interior. This is evidenced by Figure 12 (left), which presents smoothed,
normalized values of Δ* (y-axis) along the transect (x-axis; both distance and station numbers are
indicated). Note that the tick marks of the y-axis are left unlabeled because the arbitrary scale
factor a has not been applied; again, the point is to show similarity in distribution of Δ*, not of Δ*
itself . Although some differences near the extreme values are evident (e.g., near the beginning of
the transect, station 1), the values of Δ* rise and fall consistently with distance along the transect.
Performance at the boundary cannot be compared because LTEA does not produce any data
there.
Again, the main advantage of LTEA-CD over LTEA is that it provides more information:
it is able to compute localized truncation error and Δ* at and near the boundary. The
enhancement of availability of target element size information for the selected domain and mesh
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is most appreciated in the eastern Caribbean Sea, as shown in Figure 13, where LTEA is unable
to compute target element sizes within up to 170 km of the coast—note the large data gap around
Hispaniola (left side of Figure 13). The ability to compute target element sizes throughout the
domain is critical to enabling the construction of an efficient mesh (one that is not overresolved), especially since the ΔM’s of finite element meshes for tidal modelling in large domains
frequently span three orders of magnitude (note the legend of Figure 13).

Figure 10. The Western North Atlantic Tidal Model Domain; left, as represented by a World
Vector Shoreline 1:250 000 map (40 m resolution. Political boundaries are part of the data set,
DMA 2006); the label and grid are added); right, as represented in the idealized model (25 km
length, 15° bearing resolution). The resolution of these figures is coarser. The latitude and
longitude grid lines are spaced at intervals of 10°. The lattice point (10° N, 60° W) lies near the
southeast corner of the domain.
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Normalized Target Element
Size (length, log scale)

Figure 11. Comparison of localized truncation error estimate magnitude as computed with LTEA
(left) and as with LTEA-CD (right). The calculation of localized truncation error for LTEA
assumes Δ = 1000 m in Equation (3). The same geographic areas are highlighted in by either
method. LTEA tends to produce localized truncation error estimates that are greater than those
produced by LTEA-CD.
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Figure 12. Normalized target element sizes along a transect, based upon LTEA (solid line) and
LTEA-CD (dashed line). The two curves follow the same trend. Peaks and valleys are generally
well matched, with no clear pattern in the differences between the results of the two methods.
The transect is shown at right, along with domain boundaries and the subdomain over which
LTEA is capable of computing localized truncation error.
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Figure 13. Normalized, smoothed target element size (detail for the eastern Caribbean Sea) for
LTEA (left) and LTEA-CD (right). LTEA-CD provides information in places that LTEA cannot
(note the dark areas at left).

Advantages of LTEA-CD over LTEA

The most significant advantage of LTEA-CD over LTEA has is its ability to compute localized
truncation error up to and at the boundary. Additionally, LTEA-CD requires fewer computations
because the difference molecules are smaller than those of LTEA (in spatial extent and in the
number of nodes) and because the localized truncation error formula itself has fewer terms. Note
that having fewer computations not only increases the speed of the calculation, but also
decreases round-off error. LTEA-CD uses information that is as topologically close as possible to
the central node, while LTEA uses information at points up to four elements away, that lie within
a rectangular FD molecule used to compute spatial derivatives. LTEA ignores some information
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located within the FD molecule in order to ensure that each point of the FD molecule lies within
a different element. LTEA is incapable of estimating derivatives and therefore truncation error at
or near the boundary. LTEA-CD can estimate derivatives for almost any interior node of valence
six or greater, and for most boundary nodes.

Applications

In this section, the utility of LTEA-CD is demonstrated via two idealized cases. The two cases
correspond to two approaches to mesh development. In the first approach, one begins with an
initial mesh and provides refinement where the parameters of the project and experience dictate.
In the second approach, one selects a desired mesh size (in terms of nn or ne) and alters target
element sizes to achieve the desired result. Each of these two approaches individually represents
the trade-off between model accuracy and speed.
Because LTEA-CD is capable of computing Δ* at the boundary, there is the probability
that, if not designed properly, the boundary shape will be different between an initial mesh and
corresponding LTEA-CD mesh.
When applying LTEA-CD iteratively, nodes may accumulate near the boundary because
of feedback: as more nodes are added in coastal areas, the model is able to simulate greater
variability in flow, which produces greater localized truncation error. Conversely, as the other
areas of the mesh are coarsened, bathymetry is also coarsened, and flow is seen to vary less. As a
result, convergence of successive meshes may not occur. However, note that although the
bathymetry is coarsened, bathymetric depths are always interpolated from the same digital
elevation model (DEM).
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As one moves from the deep ocean into shallow, coastal waters, bottom stress becomes
increasingly important in determining the tidal signal. Therefore, if an algorithm that computes
Δ* is to be fully consistent with the physical processes there, a variable bottom stress should be
brought into the localized truncation error estimator. Similarly, advection becomes increasingly
important in shallower and shallower waters. The incorporation of advection and variable bottom
stress is addressed in a subsequent chapter. Rather than complicating the problem by adding this
feature, the performance of LTEA-CD is investigated using constant bottom stress, and without
advective terms.

Model Domain and Bathymetry

ADCIRC is applied with an idealized boundary of the WNAT model domain (Figure 10b). The
reason being that this enables the meshing algorithm to change freely the resolution at the
boundary without significantly affecting its shape. An initial boundary is defined by cubic splines
passing through points which, when connected by line segments, are at least 25 km in length;
also, consecutive segments do not differ by more than 15° bearing. The boundary is reshaped by
successively applying cubic splines and evenly distributing boundary map vertices at 25 km
separation until there is no perceptible change (based upon visual inspection) in shape from one
iteration to the next. Each time a mesh is generated, the same reshaped map defines the boundary.
The source of bathymetric data is ETOPO2 (NGDC 2007); a resolution of 2’ (one
thirtieth of a degree) was selected. The untriangulated grid of bathymetric data is interpolated
along meridians onto the points of a uniform triangular grid (3883 m × 3883 m in the Carte
parallelogrammatique projection [CPP] used by ADCIRC; Figure 15). This equilateral
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interpolation and triangulation becomes the DEM for the idealized models. Based upon visual
inspection of Figure 14, which presents the bathymetric contours for the DEM mesh and for the
initial mesh of the refinement series—mesh 25km (details below)—mesh 25km represents the
major bathymetric features of the domain. Note the representation of Blake’s Escarpment and the
Floridan Plateau, for example.

O

G
H

Figure 14. Contours of bathymetry for a) the DEM mesh, b) mesh 25km. The isobaths shown are
separated in a quasi-logarithmic scheme, being placed at depths of 1, 5, 10, 20, 50, 100, 500,
1000, 2000, and 5000 m. The deepest isobath shown in the Gulf of Mexico is 2000 m (G), as is
the long contour coincident with the model boundary (faint / dashed line) of Hispaniola’s (H’s)
southwestern coast. The deepest isobath shown for the Atlantic Ocean is 5000 m (O).
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Figure 15. Detail of the digital elevation model (DEM) equilateral grid overlying the ETOPO2
data points, which coincide with longitudinal edges of the DEM. Bathymetric depths at vertices
of the DEM are interpolated linearly from ETOPO2. Not to scale.

Basis of Comparison

The DEM mesh is defined for the purposes of providing a basis of comparison for the
simulations. The DEM mesh has 692 263 nodes and 1 379 315 elements. The DEM mesh is
identical to the DEM, with the following exceptions: 1) The DEM has no boundary, but the
idealized boundary (Figure 10b) discussed above is imposed, 2) near the coast, within about six
elements, the mesh is slightly distorted from equilateral so as to fit the boundary as closely as
possible, and 3) depths shallower than 1 m (including “depths” above the geoid) are set to 1 m.
In this transition zone between equilateral and non-equilateral elements, the elements range in
size from 2600 to 4800 m. Solutions on the DEM mesh become the basis of comparison for two
series of simulations, presented herein. The DEM mesh has over four times as many elements,
and everywhere has nominal resolution at least as high as any other mesh to which it is compared.
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General Model Parameters and Procedure

All simulations in this section (i.e., Applications) apply the following parameters. Bottom stress

τ = 0.0004 s-1. The duration is a simulated period of 15 days. Boundary conditions (M2 tidal
elevations at the open boundary, defined by Le Provost et al. 1998) are ramped up hyperbolically
over a five day period. The minimum depth is 1.0 m, sufficient to ensure that all elements remain
wetted throughout the simulation (a condition of stability for a linear run). The solution is
harmonically analyzed for steady and M2 constituents at intervals of 360 s (six minutes or 0.1
hour); all time steps can be divided evenly into 360 s.
Initial Δ* = aD are generated from LTEA-CD results for all but the last simulation in each
series. The arbitrary scale parameter a is selected such that nowhere in the corresponding mesh
would Æ-ARC 2.0 be exceeded. These initial meshing requirements are then adjusted according
to the particular purposes of each series (discussed below).
Meshing is accomplished via Surface Water Modeling System (Zundel 2005), SMS. The
meshes are created using the SMS scalar paving density algorithm along with limited manual
editing. Unfortunately, some manual editing is still necessary, as meshing algorithms of SMS
and other utilities have not yet been perfected.

Preliminary Simulations: Semi-Uniform Meshes

Again, for all practical purposes, LTEA-CD is an a posteriori method. Given the limited
availability of measurement-based data at this time, one must have model results before applying
the method. In order to generate flow fields for LTEA-CD, ADCIRC is run on semi-uniform
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meshes. Since LTEA-CD is applied with two different approaches, two different semi-uniform
meshes are generated for starting points.
Two distinct series of simulations are conducted in order to experiment with different
ways of applying LTEA-CD. Both series of simulations are performed with practicality being the
most important consideration. The first series begins with a coarse mesh and LTEA-CD
provides, after a start-up phase, a refined mesh at each iteration. In the second series a fixed
value of ne is selected and LTEA-CD is applied iteratively.

Introduction to the Refinement Series

The basis for the refinement series is that the modeller may wish to investigate the accuracy (in
terms of convergence to an acceptable standard) of a series of meshes so that one may be
selected which enables modelling with acceptable accuracy but has the fewest possible nodes
and elements, so that simulations may be performed repeatedly and quickly for different
scenarios. Therefore the refinement series begins with a very coarse, semi-uniform mesh. The
initial mesh is semi-uniform because it is easy to generate—no Δ* are required. A second
question the modeller may have is that of how much bathymetric information is needed to
provide acceptable accuracy. By beginning with a very coarse mesh, LTEA-CD determines how
much bathymetric information is needed; alternatively, the modeller may presume this. In a sense,
the refinement series is an instance of adaptive mesh refinement. The initial mesh of the
refinement series is a mesh built of nearly equilateral triangles, ΔM ≈ 25 km (Figure 16), where,
as for all the meshes of both the refinement and constant ne series, bathymetry is interpolated
from the DEM. This mesh is called “mesh 25km.”
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Figure 17 presents, for the refinement series, maps of differences between solutions over
mesh 25km and the DEM mesh, and between solutions over R9 and the DEM mesh (the top row
corresponds to mesh 25km while the bottom row corresponds to R9). Differences are computed
for each of six measures: 1) relative elevation amplitude, 2) elevation phase, 3) relative major
semi-axis, 4) eccentricity, 5) major semi-axis direction, and 6) major semi-axis phase. These
indicate that the final (R9) solution is a vast improvement over the initial solution (mesh 25km);
the highlighted areas of the domain, indicating greater difference, are greatly subdued. Note, too,
that as the differences become smaller, they automatically become more uniform, consistent with
the goal of LTEA-CD.
As for the solution over mesh 25km, the following observations are made. Tidal elevation
amplitudes are within 0.1 (10%) of the DEM mesh solution for over half the domain; for almost
the entire Gulf of Mexico and for most of the Caribbean Sea they are within 0.2 (20%) although
there are distinct regions where the solution is not converged. In the south eastern Caribbean Sea
there is a large region where the difference exceeds 0.2 (20%). Elevation phases are within 10°
for all but a few places where there are some spikes, and for a portion of the south eastern
Caribbean Sea where phase differences are as great as 20°. The velocity phase and eccentricity
differences are very small, eccentricity differences being some millionths, and phase being some
thousandths of radians throughout the domain. Velocity direction and relative major semi-axis
differences are generally greater than the phase and relative elevation amplitude differences.
Velocity major semi-axis directions are generally within 10°, but there are significant patches
where differences exceed this (additional details below). Note that the velocity phase errors and
tidal ellipse inclination errors have been computed by minimizing the phase error, i.e. adding or
subtracting 360° to or from either error measure, and adding or subtracting 180° to or from both
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error measures (phase lag is measured from the semi-major axis; see the sections “Alternative
Representation of a Tidal Ellipse” and “Comparison of Tidal Ellipses” in Appendix E for details
on this approach, including a justification). Further analysis and discussion of the refinement
series follows (at Results: refinement series).

Figure 16. Mesh 25km (initial mesh of the refinement series).
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Figure 17. Filled contours of differences between 25km and DEM mesh simulations (top row)
and between R9 and DEM mesh simulations (bottom row) for the measures indicated above the
graphics. Although some differences remain with the R9 simulation, it is obvious that LTEA-CD
improved the solution by selecting levels of refinement for the entire domain. Note the quasilogarithmic scales.

Introduction to the Constant ne Series

The motivation for the second series is that the modeller may desire to have a mesh of a certain
size (ne or nn), determined by available computing resources. For this application, the target ne
is set to 300 000. The initial mesh, called 08km, is semi-uniform, having nearly equilateral
elements, ΔM ≈ 8750 m. Again, bathymetry for all meshes in this series is interpolated from the
DEM.
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Details of the Refinement Series

The purpose of executing the refinement series is to demonstrate that LTEA-CD is capable of
producing Δ* distributions that, when implemented, produce sea surface deviations and velocity
fields that converge. Again, emphasis is placed on the fact that LTEA-CD determines a
distribution of Δ*, not absolute requirements for Δ*.
In the refinement series, Δ* larger than the current mesh are reset to ΔM, while Δ* smaller
than the DEM resolution, ΔDEM, are set to ΔDEM (3883 m) for the practical purpose of preventing
the elements from becoming too small, and because the DEM mesh is the basis of comparison.
The refinement series begins with mesh 25km. ADCIRC is executed using mesh 25km,
and D is computed from the results. The data points where values of D are available are
triangulated and interpolated (linearly) or extrapolated (nearest neighbor) onto the mesh from
which they were derived. Triangulation and interpolation / extrapolation are performed by SMS.
After smoothing D and maximizing a, constrained by Æ-ARC (using the author’s own codes),
the resulting Δ* are applied to the generation of the next mesh, C, by allowing only coarsening,
that is where Δ* < 25 km, Δ* is reassigned: Δ* ≡ 25 km. (The triangulation, interpolation,
extrapolation, smoothing, and maximizing steps apply to all meshes presented herein that rely
upon Δ* computed from LTEA-CD.) The principal reason to apply a coarsening step is that it is
known from previous research (Kojima 2005) that elements may be as coarse as 140 km where
the bathymetry is both deep (deeper than about 5000 m) and gradually varying.
The model is run again on mesh C and Δ* is computed from this solution. Therefore the
semi-uniform mesh, its solution, the coarse mesh, and its solution represent the components of a
start up phase for the refinement series.
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The meshing requirements from the solution on mesh C are generated and applied as
refinement only. That is, where Δ* > ΔM, Δ* is reassigned: Δ* ≡ ΔM. Also, where Δ* < ΔDEM, Δ*
reassigned: Δ* ≡ ΔDEM. The adjusted Δ* are applied to the generation of the next mesh, the first
refined mesh, called R1. The second through ninth refined meshes, called R2, R3,…, R9 are
generated with the same process that R1 was generated from: each mesh is generated from
refinement only criteria that are based on model results over the previous mesh. Mesh properties
are presented in Table 2.
Bathymetric data from the DEM (not the DEM mesh) are interpolated linearly onto each
mesh of the refinement series and of the constant ne series.

Table 2. Properties of the meshes of the refinement series.
ID

ne

nn

25km
C
R1
R2
R3
R4
R5
R6
R7
R8
R9
DEM

33 208
16 624
29 161
60 887
107 411
145 698
160 453
185 963
207 449
230 985
242 287
1 379 315

17 024
8 663
15 065
31 146
54 600
73 834
81 237
94 047
104 848
116 694
122 388
692 263
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time
step (s)
60
90
60
36
24
24
20
15
18
15
12
12

element sizes
small
large
21 593
33 010
20 025
90 028
8824
86 310
3520
83 128
3314
79 015
3196
80 590
3316
75 496
3200
75 599
2891
74 977
3160
74 699
2029
76 357
2594
4 790

Results: Refinement Series

Meshes R1 to R9 are reflections of their predecessors. R9 is presented in Figure 19.
Iterations of LTEA-CD and corresponding meshing have resulted in reduced differences
between the solutions over mesh 25km and R9 by strategic refinement. However, the
relationship between magnitude of differences and the level of refinement is not completely
intuitive. Given a location, near-field refinement can result in both near-field and far-field
improvements. An example of this is shown in Figure 18. Here, the relative semi-major axis
error decreases markedly in the south eastern Caribbean from mesh 25km to R9. Note the
kidney-shaped white spot (high relative error) in the south west quadrant of the top-right panel.
This feature is located in a region that is coarser in R9 than it is in mesh 25km, yet the relative
error is less here in R9 than in mesh 25km.
Hagen et al. (2000) reported the same phenomenon in an application of LTEA, where
refining one area of the mesh may lower the error in another part of the mesh. In the south
eastern Caribbean Sea, there is, for example, a spike in relative major semi-axis difference for
the mesh 25km solution (indicated by bright spot at bottom center of the top left panel of Figure
18). This spike is not present in the solution over R9. Elimination of this spike is accounted for
by far-field refinement (cf. bottom-left and bottom-right quadrants of Figure 18). Note also that
the refinements in the south eastern Caribbean Sea result in reduced differences in the near-field.
Near-field reduction in differences with increased resolution is predominant, but not universal:
resolution enhancement is not always accompanied by significant, local reductions in
differences.
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In Figure 20, CAFE curves are used to compare results of the 11 simulations in the
refinement series. A set of CAFE curves is produced for each of six error measures of the tidal
elevation (1-2) and tidal ellipse (3-6): differences in 1) relative elevation amplitude, 2) elevation
phase (rad), 3) relative major semi-axis velocity, 4) eccentricity, 5) major semi-axis direction,
and 6) major semi-axis phase (Figure 20a–e). The “error” is actually the difference between the
given mesh and the DEM mesh. The selection of domain, range, line styles, and line widths
preserves distinction among meshes, while allowing the representation of the essential
information. It is clear that the velocity solution is converging. The elevation solution converges
non-monotonically. Each plot is truncated along the vertical axis at a value equal to 0.01 (1%) of
the cumulative area. The coordinate where the horizontal axis intersects the curve displays the
error levels exceeded within 0.01 (1%) of the area of the domain. Note that the error levels
associated with 0.99 (99%) of the total domain area are plotted above the horizontal axis. With
each successive mesh, the CAFE curves become steeper and the range of errors at a given level
become narrower.
Mesh C actually appears to perform better than mesh 25km (Note that the elevation
differences, both amplitude and phase, of mesh C are less than those of mesh 25km (Figure 20a
and b), even though the latter has, nominally, at least as high resolution everywhere. It is likely
that this is because C, having fewer nodes, possesses smoother bathymetry, particularly in the
deeper, portions of the domain that have lower bathymetric gradient (Hagen et al. 2006). Since
the solution over the DEM mesh is the basis of comparison, it is expected that mesh C better
represents the bathymetry than mesh 25km. Luettich and Westerink (1995), in another study over
the WNAT model domain, demonstrated the domain’s sensitivity to bathymetric resolution alone
in a set of two nonlinear M2 simulations: increasing the bathymetric resolution from 75 km to 19
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km to 9 km. Westerink et al. (1994) mention, “semi-diurnal response [in the Gulf of Mexico is]
very sensitive to the grid resolution, bathymetry, as well as the bottom friction coefficient”
(emphasis added).
While nn and ne in each successive mesh appear to increase at a rate that does not
diminish (therefore the mesh does not appear to converge), the performance of the meshes
appears to be consistent for up to ten iterations, as shown in Figure 21 (error measure vs. number
of elements)—note that differences are plotted versus the number of elements in each mesh.
Additionally, the rate of convergence for elevation amplitude and phase is O[(ΔM)2] (ε ∝ ne-1 ∝
Δ2), indicated by the solid line in Figure 21, while that of the tidal ellipses (i.e. semi-major axis,
eccentricity, inclination, and phase) appears to be O(ΔM), indicated by the dashed line. For these
calculations, eccentricity is calculable (due to file format) to 10-6 round off error; all other values
presented are greater than round off.
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Relative semi-major axis error

Figure 18. Detail of south eastern Caribbean Sea. Mesh refinement does not always occur in
regions of high error. Error level in one location may be affected by model performance in
another location. Top-left is relative semi-major axis error for mesh 25km, filled contours. At
top-right, the relative semi-major axis error for mesh R9. Bottom-left: mesh 25km. Bottom-right:
mesh R9.
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Figure 19. Mesh R9 (final mesh) of the refinement series. Meshes R1 to R8 show a gradual
progression to this point.
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Figure 20. CAFE curves for each mesh of the refinement series: a) relative elevation amplitude,
b) elevation phase, c) relative major semi-axis, d) eccentricity, e) major semi-axis direction, f)
major semi-axis phase.
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Figure 21. Mean differences of solutions of the refinement series, area-weighted over the domain
(hollow dots, ○), for: elevation a) relative amplitude and b) phase, and for: c) relative major
semi-axis velocity, d) eccentricity, e) major semi-axis direction, and f) major semi-axis phase.
Differences for each mesh are plotted against the number of nodes for each respective mesh.
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Details: Constant ne Series

For the constant ne series, LTEA-CD is applied iteratively, allowing only about 300 000
elements into each mesh (about 22% as many elements as the DEM mesh). This is accomplished
by selecting a, then, where Δ* < ΔDEM, Δ* is reassigned: Δ* ≡ ΔDEM. Again, the solution on the
DEM mesh is the basis of comparison. As with the previous series, a is not allowed to increase to
such a value that the resulting mesh would violate Æ-ARC ≤ 2. The Æ-ARC thus provides an
indicator of a stopping point for the series; in this case three iterations producing meshes: D1, D2,
and D3 (Table 3, Figure 22).
Table 3 presents the properties of the five meshes used in the constant ne series: their
ID’s or names; the number of elements, ne; the number of nodes, nn; the time step used; and the
range of element sizes in meters. It is interesting that for all three of the LTEA-CD meshes (D1,
D2, and D3), that although the maximum element size increases with each iteration, that the
minimum element size is relatively stable.
Although the meshes themselves are too dense to present here, plots of the actual element
sizes of meshes D1, D2, and D3 are presented in Figure 22. This figure shows the nodes
migrating away from deeper regions where flow is less complicated, toward the shallows, steep
gradients in bathymetry, and changes in bathymetric gradient.
The mesh generated from the results of the third simulation was in slight violation of ÆARC; however, with some very minor manual editing, Æ-ARC was decreased to 2.2 or less
everywhere, and < 2.0 for the vast majority of the nodes of the mesh.
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Table 3. Properties of the meshes of the constant ne series.

ID

ne

nn

08km
D1
D2
D3
DEM

300 154
300 351
299 184
299 187
1 379 315

151 341
151 855
151 352
151 391
692 263

3.00

3.25

3.50

3.75

element sizes
small
large
5507
9 962
2806
26 557
3146
62 236
3175
105 474
2594
4 790

time
step (s)
24
24
18
15
12

4.00

4.25

4.50

4.75

5.00

log(actual element size, m)
Figure 22. Actual element sizes for D1, D2, and D3 (left to right) of the constant ne series. The
meshes are too dense to present herein.

Results: Constant ne Series
A second set of CAFE curves, Figure 23, is used to compare results of the four simulations of the
constant ne series. The selection of domain, range, and line widths preserves distinction among
meshes, while allowing the representation of the essential information. The same parameters are
analyzed as in the refinement series. Again, the bases of comparison are the results from the
DEM mesh simulation. While there is notable symmetry among the CAFE curves for the tidal
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ellipses, the curves for tidal elevation (both amplitude and phase) are decidedly asymmetric,
however the asymmetry is consistent for all four simulations (the curves are “heavier” on the
same side of zero), unlike that of the refinement series. There is no clear distinction in
performance among meshes D1, D2, and D3. The CAFE curves for the various measures of
difference appear in different orders, e.g., for major semi-axis phase difference (Figure 23f), the
ordering of the curves is as one would expect: D1, D2, D3, however for major semi-axis
direction they are ordered oppositely. It is interesting that there is decidedly less intertwining of
the elevation curves for the constant ne series than for the refinement series: one might expect
the opposite to be the case—keeping the same number of elements, one might expect the curves
to be less distinguishable, while adding nodes, one might expect more distinction.
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Figure 23. CAFE curves for each mesh of the constant ne series: a) relative elevation amplitude,
b) elevation phase, c) relative major semi-axis, d) eccentricity, e) major semi-axis direction, f)
major semi-axis phase. There is marked improvement in the solution over mesh D1 as compared
to that over mesh 08km.
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As compared to mesh 08km, area-weighted mean differences for the tidal ellipses
improve by factors of three (eccentricity and major semi-axis phase), two and one-half (relative
major semi-axis), and two (major semi-axis direction).

Discussion
An idealized boundary has been applied in the foregoing examples so that full control over the
resolution at the boundary is achieved without significantly altering its shape. Again, this is
needed in order to be able to apply the results of LTEA-CD, which can be used to calculate Δ* at
the boundary. In the next chapter, LTEA-CD is applied to a domain having a realistic,
complicated boundary. In a practical application, there would be some trade-off between LTEACD’s Δ* and the boundary shape; one may ameliorate the conflict by making a small enough near
the boundary. If the area of interest is much smaller than the model domain, one may allow the
far-field boundary to change from iteration to iteration without significantly affecting the near
field solution, insofar as comparison to tidal elevations are concerned.
The applications of LTEA-CD presented herein are for an idealized domain, so as to
allow for flexibility and consistency in the definition of the boundary throughout the domain.
While the need to extend the method to domains having complicated boundaries is real, note that
in order to properly address the issue of complicated boundaries and resolution in near shore and
estuarine areas, the incorporation of variable bottom stress and advection into LTEA-CD then
becomes important. These challenges are the aim of the next chapter.

84

Refinement Series
It is very clear from the CAFE curves of the tidal ellipse differences that the tidal ellipses are
converging with each iteration of LTEA-CD since each successive curve lies beneath its
predecessor, with a few exceptions. In addition, there is some intertwining of the major semi-axis
direction difference curves corresponding to the simulations on meshes R3 to R6.
In short, the convergence for the elevation amplitude and phase is oscillatory. There is
much intertwining of the CAFE curves for the elevation differences, Figure 23, however there is
a trend toward narrowing, falling curves as one progresses from iteration to iteration. The
intertwining results partly from an exchange between negative and positive errors from one
iteration to the next. If the positive and negative errors are lumped together, as in Figure 24, the
separation in differences among the simulations is clarified. Note that the R9 curve
(corresponding to the final simulation) in Figure 24 is beneath every other curve for almost every
fraction of area. The curves for R4 to R8 are still intertwined: their differences are about 0.003
(0.3%) down to about the 0.03 (3%) area level, where separation begins. Overall, mesh R9
performs best: Figure 24 indicates that it is associated with the smallest differences for over 0.2
(20%) of the area of the domain; over the remainder of the domain, the differences associated
with R9 are barely distinguishable from those of any other mesh. In terms of absolute elevation
phase differences, R9 outperforms all other meshes for 69% of the area of the domain (R9 is best
for area level 1 down to 0.4 [1 – 0.4 = 0.6], and from 0.09 downward [0.6 + 0.09 = 0.69]). The
oscillatory nature of the convergence may stem from the lack of an elevation term in Equation
(15), used to compute τˆME . Extension of the Taylor series would certainly provide elevation
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terms, however this would also introduce computational difficulties, for example, the choice of
submesh shape is unclear were eight nodes to be used for computation of τˆME on the interior.
Elevation amplitude and phase are O[(ΔM)2] accurate when nodes / elements are added
according to the refinement scheme presented herein (Figure 21). The velocity field, however, is
O(ΔM) accurate under the same scheme (additional discussion below).

Figure 24. CAFE curves for each mesh of the refinement series: a) absolute value of relative
elevation amplitude difference and b) absolute value of elevation phase difference. Convergence
of the elevation solution is apparent.

Constant ne Series
There is a marked improvement in the performance of each of the LTEA-CD meshes (D1, D2,
D3) as compared to mesh 08km, as evidenced by the relative squeezing and lowering of the
CAFE plots for those meshes, as shown in Figure 23. However, performing iterations with
LTEA-CD, while holding ne constant appears to be of little effect in terms of solution
convergence. Performing iterations with LTEA-CD appears unprofitable for constant ne, where
elements smaller than a certain size are disallowed. The fact that no gain in solution accuracy is
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to be had by repeatedly remeshing with the same ne suggests that any advantage gained in
placing nodes in better positions to theoretically better represent the flow field is offset by the
resulting increasing amount of distortion of the elements. Distortion of elements is known to
cause increases in truncation error (Hagen 1998) and to cause the increase of numerical artifacts
in the form of a folding dispersion relationship (response frequencies differing from those of
model forcing, and, in moderate to extreme cases, dual wave number response for each forcing
frequency; Atkinson et al. 2004).

Recommendations
Based upon observations represented thus far, it is recommended that applications of LTEA-CD
be conducted in one of two ways. The modeller may begin with a coarse mesh (not necessarily
uniform) and iterate with LTEA-CD until the resultant mesh has about the number of nodes /
elements desired, or until Æ-ARC reaches its limit. A second approach begins with a mesh that
has the number of nodes / elements desired, and a single iteration of LTEA-CD is performed in
order to produce a second mesh. Note that if the second approach is taken, it is important that the
initial mesh enable an accurate representation (on a per element basis) of the flow field,
otherwise one cannot expect LTEA-CD to produce from that flow field a better-performing mesh
in only one iteration.
It is also important to smooth the results of LTEA-CD. This is necessary because meshes
applying the unsmoothed results become impracticably large for typical selected values of ÆARC. Recall that LTEA appears to produce meshes that perform very well when target element
sizes are smoothed by imposing Æ-ARC < 2 (Kojima 2005, Hagen et al. 2006). Ideally,
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however, smoothing of Δ* should account for directional features that are represented by only a
few elements in the transverse direction (e.g., a shipping channel whose cross section is
represented by two elements).
In the constant ne series, there is no specific area of interest. If there were a particular
region the modeller were interested in, it may be worthwhile to iterate with LTEA-CD for a few
steps until the resolution of the mesh in the vicinity of the area of interest becomes more refined
(assuming that it does). This would allow the modeller to further refine the area of interest with
greater ease as compared to refining the uniform mesh, since the size of the elements near the
area of interest would, in comparison, already be approaching that needed to resolve the area of
interest.

Chapter Conclusions
LTEA-CD is capable of providing target element size distributions, based upon the discrete
physics of tidal flow, over the entire domain, both along the boundary and on the interior. LTEACD is a substantial improvement over LTEA, which can compute target element size distribution
only on the interior (recall that on the interior of the domain, LTEA-CD produces essentially the
same information as LTEA). LTEA, in turn, has been applied to produce operational meshes
(Kojima 2005)—over which the fully nonlinear shallow water equations are solved—that
produce error statistics (model vs. historical, measurement-based data) that are within the errors
of the historical data themselves (e.g., Mukai et al. 2001).
LTEA-CD can be used to compute target element sizes orders of magnitude faster and
with greater ease than LTEA (cf. equations 3 and 15, and consider the 9×9 difference molecule
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of LTEA versus the seven-node difference molecule of LTEA-CD). This practicality of LTEACD will lend itself well to adaptive mesh refinement schemes.
Applied iteratively, LTEA-CD produces a series of meshes that are O[(ΔM)2] accurate for
the elevation field and O(ΔM) accurate for the velocity field. LTEA has not yet been applied
iteratively. Any improvement in the solution by iteratively redistributing the nodes using LTEACD appears to stem from the addition of nodes, not from redistribution. Nonetheless, an LTEACD-based mesh produces a more converged solution than a uniform mesh having the same
number of elements. Conversely, a uniform mesh requires more elements than an LTEA-CDbased mesh to produce a solution converged to the same degree.
Although LTEA-CD is capable of computing target element size at the boundary, it
should be noted that LTEA-CD is based upon the linearized shallow water equations. Therefore,
LTEA-CD does not directly account for depth-dependent bottom stress or advection, both
important processes in the real ocean.
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CHAPTER FOUR: LTEA+CD

Introduction

The primary focus of this chapter is to present the theory of and an application of an extension of
LTEA-CD, LTEA+CD.
The remainder of this section sketches the development of the enhanced algorithm, i.e.,
LTEA+CD. This is followed by a description of the application of LTEA+CD to the creation of a
new mesh for the Western North Atlantic Tidal (WNAT) model domain. In subsequent sections
are presented details on the development of two new meshes for the WNAT model domain by
applying LTEA+CD. The presentation of model results is saved until after each mesh has been
described, along with the processes used for creating them, where they are presented in a
comparative fashion.

Theory

Recall that the truncation error formula for LTEA-CD is

τˆME = Δ6

ιˆω + τ
1440

(ιˆuˆ ( ) + vˆ ( ) )
6
0

6
0

(15, repeated)

The new localized truncation error estimator is created by the addition of spatially variable
bottom stress and the Coriolis force terms. If the products involving the bottom stress and the
Coriolis parameter are considered to vary linearly over an element, then the application of linear
Galerkin finite elements produces the truncation error expression
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)

+
τ ME
=

Δ6
[ω (u)0 + ι)vˆ0 ) + (τvˆ )0 + ι)(τu) )0 + ( fu) )0 − ι)( fvˆ )0 ](6 ) ,
1440

(18)

where Δ is the distance from the central node to a neighbor of the submesh, ω is the frequency of
the tidal constituent under consideration, u and v are complex harmonic velocities in the x- and ydirections, î2 = -1, τ is the average bottom stress, and f is the Coriolis parameter. The subscript
zero refers to the central node and the superscript in parentheses refers to the order of complex
differentiation.
Not making the assumption that the products involving τ and f to vary linearly over an
element would greatly increase the complexity of computing the derivative term (Appendix H),
in addition, inclusion of nonlinearized, nonlinear terms would prevent the use of the harmonic
form. In this dissertation, the computational advantages of these assumptions are preferred to
more mathematically rigorous approaches that, apparently, produce the same end, as Figure 12
and Figure 13 demonstrate.

Recognition of Limitations of LTEA+CD

The truncation error formula for LTEA+CD does not incorporate directly the advective terms
(which can be significant in coastal areas due to potentially rapid changes in velocity with
respect to space), surface pressure, Newtonian equilibrium tide potential, momentum diffusion /
dispersion, or surface stress (wind). However, each one of these terms may be present (user’s
option) in the simulations that generate the velocity and WSE fields. These fields, in turn, will
affect the spatially variable bottom stress coefficient calculated by LTEA+CD as well as the
spectral content of the solution.
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Application Overview

In developing a new mesh for the WNAT model domain that includes variable bottom stress, the
first task is to estimate bottom stress. This is accomplished through the utilization of the results
of a simulation over an existing finite element mesh, ec2000v2d, that produces generally good
results (Mukai et al. 2000). Next, LTEA+CD is applied to the model results over ec2000v2d
(velocity harmonics) and corresponding bottom stresses so as to generate an intermediate mesh,
INTR. Finally, target element sizes are created from simulation results over INTR, the final mesh,
FIN, is constructed, and the model is run using it. The boundary for INTR is generated afresh;
the same boundary is applied in the creation of FIN. Simulation results, tidal elevation
amplitudes and phases, are compared to measurement-based tidal constituents from 147 stations.
The results over ec2000v2d serve as a benchmark.
All meshing is performed with SMS version 8.1 (EMRL 2001). The INTR and FIN
meshes are produced nearly automatically from the target elements sizes established by
LTEA+CD. A very skinny element was produced adjacent to the southern tip of Chandeleur
Island, the long, narrow island off the coast of Louisiana; this element was eliminated via manual
editing. Also, numerous spurious elements appeared adjacent to the open boundary (in violation
of the target element sizes); these were eliminated by a manual, but largely systematic process.
Manual editing requirements were approximately two to three hours per mesh for a proficient
SMS user (the author). Other than these noted exceptions, mesh construction was automatic.
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Model Parameters

All parameters are identical for all simulations, except for the meshes themselves, and for the
open boundary forcing, which for INTR and FIN, is interpolated linearly from the boundary
forcing of the ec2000v2d simulation. The open boundary is forced with seven (7) tidal elevation
constituents (Q1, O1, K1, N2, M2, S2, and K2). Tidal potential terms are included throughout the
domain for the same frequencies. A harmonic analysis is performed on the time series results
with twenty-three (23) tidal constituents (Table 4) at increments of five minutes (300 s), over the
last 45 days of simulated time.
Bottom stress is computed according to the hybrid quadratic bottom stress formulation,
⎡ ⎛ H break ⎞θ ⎤
τ = C f min ⎢1 + ⎜
⎟ ⎥
⎢⎣ ⎝ H ⎠ ⎥⎦

γ θ

u 2 + v2
H

(19)

in which τ is the bottom stress, Cf min = 0.0025, Hbreak = 10.0 m, H is the total water column depth,

θ = 10, γ = 1/3, and u and v are the depth-integrated velocities (x- and y- directions). A spatially
constant horizontal eddy viscosity of 5.0 m2/s is applied. Advective terms are not included—note
that throughout most of the WNAT model domain, shallow water flow is weakly nonlinear.
Wetting and drying is employed with a minimum depth of 0.1 m.
Each simulation is run for a simulated duration of 90 days using a time step of 4.0 s. A
20-day hyperbolic ramp function is applied to the open boundary forcing.
Variable Coriolis force is applied.
The bathymetry from ec2000v2d (Figure 26a) is taken as the digital elevation model
(DEM) for INTR and FIN.
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Table 4. Tidal constituents (names, frequencies, and periods) included in harmonic analysis of
ADCIRC model results. Harmonic results for those constituents marked with an asterisk (*) are
applied in the model forcing.

*
*
*

*
*
*
*

Name
STEADY
MN
SM
Q1
O1
P1
K1
MNS 2
2MS 2
N2
M2
2MN 2
S2
K2
2SM 2
MN 4
M4
MS 4
2MN 6
M6
MSN 6
M8
M 10

Frequency (rad/s)
0.000 000 000 000 000
0.000 002 639 203 022
0.000 004 925 201 824
0.000 064 958 541 130
0.000 067 597 744 150
0.000 072 522 946 000
0.000 072 921 158 360
0.000 132 954 497 700
0.000 135 593 700 700
0.000 137 879 699 500
0.000 140 518 902 500
0.000 143 158 105 500
0.000 145 444 104 300
0.000 145 842 317 200
0.000 150 369 306 200
0.000 278 398 602 000
0.000 281 037 805 000
0.000 285 963 006 800
0.000 418 917 504 500
0.000 421 556 707 500
0.000 423 842 706 300
0.000 562 075 610 000
0.000 702 594 512 500

Period (hr)
27.55 days
14.77 days
26.87
25.82
24.07
23.93
13.13
12.87
12.66
12.42
12.19
12.00
11.97
11.61
6.27
6.21
6.10
4.17
4.14
4.12
3.11
2.48

Initial Simulation

An initial simulation is executed over an existing mesh, ec2000v2d (Mukai, et al. 2000), the
boundary of which is presented in Figure 27a (the mesh itself is too dense to present here). The
resolution of ec2000v2d is based upon the wavelength to grid size ratio (e.g., Westerink et al.
1994, Luettich and Westerink 1995) and topographic length scale (Loder 1980, Lynch et al. 1995,
Hannah and Wright 1995); it was developed for the generation of a tidal constituent data base for
the WNAT model domain. Mukai et al. (2000) selected a target wavelength to gridsize ratio of
“100 or more” and a TLS of 1.0. In addition, elements larger than 25 km were not allowed.
Because their mesh was largely constructed using manual techniques, there were large deviations
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from the target criteria, usually toward the conservative side (i.e., nodes were denser than the
target would indicate).

Intermediate Simulation

An intermediate mesh is based upon the application of LTEA+CD with the model output of the
initial simulation, using Æ-ARC 2.0.

Estimation of Bottom Stress

The harmonic output (23 tidal constituents, Table 4) from the initial simulation is used to
resynthesize time series of currents and water surface elevations. These time series are used in
order to estimate bottom stress for application in LTEA+CD (Equation 15). A spatially variable,
temporally-averaged bottom stress is estimated by computing, for each node of the mesh, the
mean value of τ, calculated at discrete time steps over the first spring-neap cycle in a tidal epoch
(Figure 25). A time step equal to one twentieth of an M2 cycle, equivalent to half an M10 cycle is
used; M10 is the “fastest” tidal constituent in the harmonic analysis (Table 4). A minimum value
of τ = 10-11 s-1 is imposed where a lower value is computed. This value of 10-11 s-1 is arrived at by
computing τ everywhere and examining the minimum non-zero average τ over the entire mesh;
10-11 s-1 is the next lowest power of ten. At each time step, τ is computed by the hybrid quadratic
formulation (Equation 19).
The estimated values of bottom stress are reflective of bathymetric features of the mesh
(Figure 26a). This can be ascertained by an examination of Figure 26a and Figure 26b, where
Figure 26a shows bathymetric contours in increments of 1000 m down to the 1000 m contour
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(and in quasi-logarithmic increments in shallower regions) and Figure 26b shows contours of
bottom stress in logarithmic increments. Note, for example, the demarcation of Blake’s
Escarpment, the continental shelf, and the Bahamas in both Figure 26a and Figure 26b.
In the deep, most of the bottom stress values are around 10-8 s-1, increasing to (relatively)
high values in very shallow water; the highest values are on the order of 0.01 s-1, consistent with
the typical range of depths and current speeds. For comparison, computed bottom stress values,

τ, are presented in Table 5. This table shows values of τ as a function of water depth, H, and
current speed—in the table, the log of current speed in m/s is given (e.g., log 1 m/s = 0; log 0.1
m/s = -1). Table 5 also shows the value of Cf computed from the hybrid quadratic bottom stress
formulation, equal to Cf min times the term raised to the γ /θ power in Equation (19), as well as the
ratio Cf / Cf min. Note that the selection of 10.0 m for Hbreak causes Cf / Cf min to increase toward
shallower depths beginning at about 10.0 m of depth. The minimum bottom stress shown in
Table 5 is 10-10.6 ≈ 3×10-11 s-1 (for a depth of 10 000 m and a speed of 10-4 m/s) while the
maximum value shown is 10-2.3 ≈ 5×10-3 s-1 (for a depth of 1 m and a speed of 1 m/s).
Alternatively, the linearized momentum equations could be solved for τ, but this
introduces two ambiguities, namely how to handle the case when velocity, appearing in the
denominator, is zero and how to reconcile the two equations for momentum and two values for τ
into a single value.
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Table 5. Variation of bottom stress with total depth and current speed, according to the hybrid
quadratic bottom stress formulation. Presented are logarithms of bottom stress versus water
depth, H, and logarithm of current speed. Note: Cf min = 0.0025, Hbreak = 10.0 m, θ = 10, γ = 1/3.
log(current speed, m/s):
H

C f /Cf min

Cf

1
2
5
10
20
50
100
200
500
1000
2000
5000
10000

2.15
1.71
1.26
1.02
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00

0.0054
0.0043
0.0031
0.0026
0.0025
0.0025
0.0025
0.0025
0.0025
0.0025
0.0025
0.0025
0.0025

-4

-3

-2

-1

0

-3.3
-3.7
-4.2
-4.6
-4.9
-5.3
-5.6
-5.9
-6.3
-6.6
-6.9
-7.3
-7.6

-2.3
-2.7
-3.2
-3.6
-3.9
-4.3
-4.6
-4.9
-5.3
-5.6
-5.9
-6.3
-6.6

log(τ )
-6.3
-6.7
-7.2
-7.6
-7.9
-8.3
-8.6
-8.9
-9.3
-9.6
-9.9
-10.3
-10.6

-5.3
-5.7
-6.2
-6.6
-6.9
-7.3
-7.6
-7.9
-8.3
-8.6
-8.9
-9.3
-9.6
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-4.3
-4.7
-5.2
-5.6
-5.9
-6.3
-6.6
-6.9
-7.3
-7.6
-7.9
-8.3
-8.6

WSE

Water Surface Elevation (WSE, length units) or
Component Velocity (u or v, length / time)

u
v

Time

Figure 25. A schematic illustrating the computation of average bottom stress. Water surface
elevations and velocities are sampled from the total resynthesized tidal signal at intervals of
1/20th of an M2 cycle (two tidal cycles are shown here). These values are used to compute bottom
stress values at the corresponding points in time. The mean of all of these bottom stress values is
considered the mean bottom stress.
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NORTH AMERICA

CENTRAL
AMERICA

Figure 26. Bathymetric contours for the western North Atlantic Tidal model domain (a).
Contours of bottom stress (b) reflect those of bathymetry.

New Boundary Definition

A new mesh boundary (Figure 27c) is defined by manually editing the boundary points of the
World Data Bank II coastline definition (NGDC 2006; Figure 27b), with reference to the
ec2000v2d boundary. The reconsideration of boundary geometry is appropriate since the
ec2000v2d mesh contains high resolution along the Louisiana coast, since this it the area of
interest for that mesh, but the present application has no specific area of interest. Although there
is some ambiguity in the manual process, the following principles were applied. Manageable
sections of the boundary were created; vertices of each section were redistributed at a target
spacing of 1000 m (a typical segment of coastline from the World Data Bank II data set is about
500 m length). The number of sharp angles is minimized; where possible, changes in bearing are
limited to 15° or less. Embayments less than about seven km across are eliminated. Small
99

protrusions (long dimension less than about seven km) are eliminated or smoothed over. The
seven km criterion is based on the diameter of a circle circumscribing a regular 24-gon (interior
angles are 345° = 360° – 15°) having side length 1000 m. Ripples, consisting of alternating
protrusions and embayments, are eliminated. Elimination is generally achieved by filling in the
shallow (in the lateral direction), though perhaps wide (wider than seven km) embayments,
although where this would cause a large-scale distortion in the geometry, the adjacent protrusions
are eliminated or smoothed over instead. Noted that the new boundary was constructed without
regard for the location of tidal stations.
The result is a boundary that is smoother than that of ec2000v2d, has slightly more detail
(except for the Louisiana coast), including some additional islands, although some islands that
appear in ec2000v2d do not appear in the new boundary, consistent with the principles discussed.
Preliminary effort indicated that some islands in the map would not be included in the
meshes. The combination of the NEW boundary and the target element sizes for INTR produces
several islands in the Caribbean Sea that were of a size nearly identical to local element size;
these islands (Isla de San Andrés and Isla de Providencia, Colombia; Cayos Miskitos, Nicaragua;
Cayos de San Felipe, Cuba, west of Isla de la Juventud, between it and the mainland; the small
island on a line between Grenada and Isla de Margarita, Venezuela; Îles des Saintes and La
Désirade, Guadeloupe) were eliminated.
It is apparent that an automatic process for boundary simplification is needed, however,
none seem to fit the needs of LTEA-CD. Gorman et al. (2007) has produced work in boundary
simplification, but does not demonstrate a method that allows for the imposition of limits on
boundary curvature. Perhaps Taubin [1995] provides a step in this direction with his paper on
fair surface design, but there are numerous user parameters that can significantly affect the shape
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of the resultant surface, more so where the source data are sparser. The manual editing required
the primary author about 40 hours to complete; this corresponds to a rate of over 900 km of
coastline per hour! Note that boundary definition is really separate from LTEA+CD, and that an
existing boundary could have been used. The ec2000v2d boundary was not used because of the
presence of sharp corners and bumpiness that may place constraints upon the meshing algorithm
so as to violate the target elements sizes.
Note that this NEW mesh boundary determines the shape of the boundary only, not the
distribution of nodes along the boundary. The distribution of nodes throughout the domain,
including the boundary, is determined by LTEA+CD.

Figure 27. Boundaries of the Western North Atlantic Tidal model domain: a) ec2000v2d, b)
World Data Bank II, and c) NEW.

Intermediate Mesh

Normalized target element sizes for INTR are computed by assuming a = 1 and using the
response fields of the ec2000v2d mesh, over which D is calculable throughout 94% of the area
(90% of the nodes). Note that the tidal constituents are considered separately as in Hagen and
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Parrish (2004) and as in the previous chapter, and that 23 constituents are used to compute 23
datasets of Δ*. However, In order to capture nonlinearities that were not part of that work, a
single nonlinear simulation with seven tidal constituent forcings produces a tidal signal that is
analyzed for 23 tidal constituents. Therefore, each of the tidal constituents has had the
opportunity to interact with the others. Therefore, the simulations conducted here, and the
resulting target element sizes are expected to be more reflective of the physics. A final set of
normalized target element sizes is determined by selecting, for each location, min(Δ*) from
among the 23 datasets (Figure 28 and Table 6), and smoothing the data with a Gaussian
smoothing algorithm (Figure 30; the smoothing algorithm is described above).
Figure 28 and Table 6 present, for INTR, the proportion domain area for which each tidal
constituent is dominant in determining the target element size while Figure 29 indicates the
nodes where a particular tidal constituent dominates in the same sense. Note that for a given
region—the western North Atlantic continental shelf break, for example—multiple constituents
may share dominance. Table 6 also presents the number of nodes for which each tidal constituent
is dominant. M2, O1, and K1 (in that order) are the top-ranking tidal constituents in dominance.
The scale factor a is chosen according to Æ-ARC 2.0. Based upon visual inspection, the resultant
mesh matches the new boundary well. There are 190 141 nodes and 365 890 elements in INTR
(Table 7), 25% fewer than in ec2000v2d. In some places, INTR is resolved just enough to
represent the domain geometry.
Figure 31 shows details of two areas for INTR (Figure 31a left and Figure 31b left) and,
for comparison, ec2000v2d (Figure 31a right and Figure 31b right). Note that the entrance to
Lake Maracaibo (Figure 31a) has only two elements across the channel. Also note that there are
only three elements between Ft. Desoto (the island in Figure 31b left) and the mainland. The
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resolution provided by INTR seems to be just enough to warrant the inclusion of Ft. Desoto as a
no flow boundary rather than meshing over it or connecting it to the mainland. Finally, note that
the level of resolution provided by ec2000v2d does not support the inclusion of Ft. Desoto as a
no flow boundary (as opposed to meshing over it or connecting it to the mainland). The minimal
representation of these areas by INTR reflects the effects of the parameter a. The selection of a
particular a is, again, arbitrary, but the value selected approaches a "minimally" acceptable value.
A greater value would produce a coarser mesh, in which these detailed features would potentially
be obliterated.
The relative influence of the terms involving ω, f, and τ in the RHS of Equation (18),
which determines the distribution of target element size, is location dependent. The ω and f terms
are significant throughout the domain, whereas the τ terms, representing the influence of bottom
stress, are significant only in the shallower areas. Here, significance indicates that the ratio of the
magnitude of the terms in question to the total magnitude of all the terms on the RHS of
Equation (18) is at least ten percent. Figure 32 depicts graphically the influence (i.e., the ratio
mentioned in the previous sentence) of the three groups of terms. Note that the influence of a
group of terms can exceed 100%, since terms may cancel one another. Note also that the
influence of the Coriolis force (f terms) being on the same order as to that of the ω terms is
consistent with the fact that ω (2π/12.42 hours) and f (2π/12.00 hours times the sine of latitude,
where the minimum latitude is about 8° N in the WNAT model domain) are similar in magnitude.

103

Table 6. Constituent dominance for determining target element size for INTR
Name

Nodes

Node Fraction

Area Fraction

NOT_CALCULATED

25963

10.20%

5.69%

STEADY

10066

3.95%

4.21%

MN

507

0.20%

0.24%

SM
* Q1
* O1

1705
536

0.67%
0.21%

0.66%
1.23%

31951

12.55%

15.52%

P1

721

0.28%

2.01%

* K1
MNS 2

40831

16.04%

15.34%

0

0.00%

0.00%

2MS 2

150

0.06%

0.00%

817

0.32%

0.33%

129021

50.68%

51.91%

10

0.00%

0.00%

5653

2.22%

2.36%

294

0.12%

0.02%

2SM 2

50

0.02%

0.00%

MN 4

5

0.00%

0.00%

M4

1957

0.77%

0.14%

MS 4

123

0.05%

0.00%

2MN 6

159

0.06%

0.02%

3369

1.32%

0.26%

MSN 6

114

0.04%

0.01%

M8

439

0.17%

0.04%

M 10

124

0.05%

0.01%

* N2
* M2
2MN 2
* S2
* K2

M6

104

2SM2

K2

S2

2MN2

NOT
CALCULATED

K1

M2

P1

N2

MS4

MSN6

SM

O1

2MS2

M4

M6

MN

Q1

MNS2

MN4

2MN6

M8

M10

STEADY

Figure 28. Area fraction of tidal constituents dominant in determining target element size for
INTR. Open circles mark the plot position, solid circular regions are sized (area) in proportion to
the amount of area over which the corresponding tidal constituent dominates. The constituents
are grouped and ordered by frequency.
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Figure 29. Nodes where a particular tidal constituent (indicated in parentheses) dominates in the
determination of target element size. One map of the domain is shown for each constituent that
dominates at least 2% of the total area of the domain.
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Figure 30. Normalized target element size for INTR (a). Application of a smoothing algorithm
(b) removes much of the noise.

Ft. Desoto →

Figure 31. Details of INTR (left of a and b) for two regions, as compared to ec2000v2d (right of
a and b): a) entrance / outlet of Lake Maricaibo, b) Tampa Bay. The scale factor selected for the
target element sizes of INTR produces a mesh that has at least two elements across a channel (a).
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Figure 32. Influence of terms involving a) ω, b) f, and c) τ, for the M2 tidal constituent. Influence
is computed as the ratio of the magnitude of the applicable terms to the magnitude of the total
RHS of Equation (18). Terms involving ω and f are relatively important throughout the domain,
while terms involving τ are relatively important only in the shallower areas where bottom stress
is greater. Influence can be greater than one (100%) because the terms on the RHS of Equation
(18) may cancel each other.

Final Mesh

Target element sizes for FIN are derived from a simulation over INTR, by applying LTEA+CD
(Equation 18) with bottom stress estimated from the simulation results over INTR, in computing
target element size (contours of bottom stress for either simulation overlie each other). In
addition, a minimum element size of 1000 m was specified in order to prevent the number of
nodes and elements from being too much greater than ec2000v2d (the unconstrained target
element sizes produce a mesh of about 600 000 nodes and 1 200 000 elements). There are
404 082 nodes and 787 502 elements in FIN, about 60% more than ec2000v2d.
The meshes themselves may also be compared (Figure 33 and Figure 34). In general,
ec2000v2d contains the highest resolution in the deeper parts of the domain while FIN contains
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the highest resolution in the shallower waters. The coarsest mesh tends to be INTR, except in
very deep water, where FIN is coarser, and in select coastal regions, where ec2000v2d is coarser.
Figure 33 represents the resolution of a) ec2000v2d, b) INTR, and c) FIN in terms of
element size (average side length) with a quasi-logarithmic scale. The coarsening of the deep
ocean is evident in comparing INTR and FIN to ec2000v2d, while the resolving of the
continental shelf break becomes more pronounced (note shelf break along the North American
Atlantic coast). The ec2000v2d mesh has a maximum element size of about 25 km, whereas the
intermediate mesh has a maximum element size of approximately 80 km.
Figure 34 presents the resolution of the three meshes relative to one another. Figure 34a
shows which of the three meshes has the highest resolution (the minimum element size) for a
given location. The map is based upon grid sizes computed as the average length of element
sides coinciding with a common node. These values are then averaged over a regular grid (the
pixels of a screen image). Similarly, Figure 34b shows which of the three meshes has lowest
resolution (the maximum element size). The ec2000v2d mesh possesses the highest resolution in
the deeper waters. Along the Atlantic coast, the continental shelf break is generally most well
resolved by FIN. In the deeper regions of the mesh, FIN is the coarsest of the three meshes;
ec2000v2d is coarsest in some areas of the Bahamas and between many islands of the Antilles.

Table 7. Properties of meshes
ID
ec2000v2d
INTR
FIN

ne
492 182
365 890
787 502

nn
254 565
190 141
404 082
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time
step (s)
4
4
4

element sizes (m)
small
large
191
26 519
246
70 331
685
77 710

Figure 33. Actual element sizes for a) ec2000v2d, b) INTR, and c) FIN. Note the quasilogarithmic scale.

Figure 34. Meshes having a) minimum element size / maximum resolution and b) maximum
element size / minimum resolution, as a function of location.
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Tidal Stations

The tidal database assembled by Kojima (2005; see also Hagen et al. 2006), consisting of tidal
elevations and phases of tidal constituents and 203 stations, provides a basis of comparison. Of
those 203, Kojima found that 150 were suitable for making solution comparisons among runs
with several different meshes. He eliminated stations from among the 203 that were a) located
within a bay, inlet, or canal that is not described by one or more of the three meshes, b) located in
an element that went dry (at any time, for any duration) during the period over which harmonic
analysis was performed, or c) influenced by freshwater flow.
In the present study, three (3) additional stations went dry during the period of harmonic
analysis. Therefore 147 stations remain at which comparisons may be made; summary statistics
are prepared for these stations, but not individually, since the present interest lies in overall
performance, not performance at particular stations. Additionally, consistent with a discussion by
Werner (1995), it has been confirmed that the mean square error over variance (MSE/VAR,
details below) statistic applied here is sensitive to the duration and starting point such that for a
particular station, the outperformance of one model by another is dependent upon these
parameters. Grouping stations reduces the likelihood that one model will outperform another for
the period of analysis, but not over all time.

Model Comparison

Resynthesized tidal signals form the bases of comparison. Historical signals are resynthesized
from all available tidal constituents, and modeled signals results are resynthesized from all 23
model output tidal constituents. Note that the sets of historical and model tidal constituent
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frequencies are different, however, when resynthesized, both are representations of the actual
tidal signal.
Three error measures are given. For each, only the first fourteen days of a tidal epoch are
considered, and a one-minute time step is applied. The first error measure is the mean square
error divided by the population variance of the historical data:
MSE
SSE
=
=
VAR N × VAR

∑ (Hist

− Modt )

2

t

t

∑ (Hist − Hist )

2

,

t

t

where N is the number of points of comparison. The second and third error measures are
computed by shifting the model resynthesized tidal signal in time by increments of one time step
(one minute) and selecting the shift that produces the minimum SSE and therefore the minimum
MSE/VAR. The second error measure is therefore MSE/VAR as computed after the shift, while the
third error measure is the amount of the shift (absolute value). These second and third error
measures provide essentially the same information as similar statistics used by Hagen et al.
(2006), except that here the method of computing the phase shift lends itself to automatic
computation, which has been employed.
The MSE/VAR statistic is equivalent to the square of relative amplitude error for a
sinusoidal tidal signal having zero phase error, εϕ, where relative amplitude error is εA = |AHist AMod| / AHist. For errors in phase only, for phase errors up to about 90°, MSE/VAR ≈ εϕ / 60° =
(3/π)εϕ. More generally, MSE/VAR ≈ εA2 + εϕ2, for εA
statistic
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a
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Figure 35.
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Figure 35 is similar to a Moody diagram (see any text on the fundamentals of fluid
mechanics, or a civil engnieer’s desk reference or handbook) in that it displays three quantities
using a two-dimensional graph. In a Moody diagram, each curve represents a constant relative
roughness of a pipe; in Figure 35, each curve represents a constant MSE/VAR value. The
horizontal axis of a Moody diagram represent the Reynolds number, while that of Figure 35
represents the phase error. Finally, the vertical axis of a Moody diagram represents the friction
factor, while that of Figure 35 represents the relative amplitude error. Figure 35 describes the
relative influence of amplitude and phase errors in determining the value of the MSE/VAR
statistic.
Note that the model output, from the perspective of the MSE/VAR statistic, is different
depending upon the combination of computing machinery, number of processors, version of
ADCIRC, and convergence parameter. All of the simulations presented in this document were
performed on “pacific,” a 40-processor machine with ADCIRC-2DDI version 42.06 (sometimes
only 20 processors were used), whereas Bacopoulos and Hagen (2007) used “atlantic,” a 12processor machine with ADCIRC-2DDI version 42.06 The convergence parameter, determined
by trial and error through the examination of stability criteria, is equal to 10-10 for pacific and
2.98×10-5 for atlantic. The convergence parameter is determined once and set for all simulations,
and does not change with each project.
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Vertical Axis: Relative Amplitude Error. Curves: √(MSE/VAR)
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Figure 35. MSE/VAR for a sinusoidal tidal signal, as a function of phase error and relative
amplitude error. On the horizontal axis, the two grid lines marked with a dagger (†) are 1° and
2°. On the vertical axis, the seven grid lines marked with an asterisk (*) are -0.05, -0.02. -0.01,
0.00, 0.01, 0.02, and 0.05. The contours were generated with SMS 9.2 from a scatter set of
MSE/VAR values specified at the lattice points.

Results

The performance of each model is evaluated using the MSE/VAR statistic, averaged over the
stations corresponding to each of three groupings (Figure 36). Each group of stations contains at
least three stations. Each group of stations is given a unique alphanumeric label; these labels are
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associated with a group name, also shown in Figure 36 along with the number of stations (in
parentheses) comprising the group. The line segments demarcating the station groups, in
themselves, are meant to indicate which stations belong to which group, and do not have
meaning beyond this. The stations are gathered into groups based upon geographic, bathymetric,
and tidal features. For example, group c stations are on the continental shelf, far from shore.
Groups s, t, and u, in the southern Caribbean Sea, are separated according to the type of tide,
diurnal or semidiurnal.
Examination of MSE/VAR for three different groupings of stations indicates that there is
no overall difference among the three models (Figure 37). Note how the symbols the three
plotting areas typically overlap one another. In fact, the means of MSE/VAR values for all of the
stations considered differ only in the fourth decimal place; for comparison, the MSE/VAR values
are precise to only three significant figures, based upon the precision of the historical data
(±0.0005 m and ±0.005° for each tidal constituent; see Appendix I for details on one approach to
computing an error band for the MSE/VAR statistic, based upon the precision of the historical
data).
Plots of adjusted values of MSE/VAR—Figure 37b, e, and h—show even less variation
among station groups. Only Tampa Bay (Figure 37h, station group n) and Chesapeake Bay
(Figure 37h, station group g) show any appreciable difference among the three simulations.
It is interesting that Tampa Bay exhibits less error for both INTR and FIN (Figure 37 a, b,
and c; Station group n). Most likely this is because of the increased resolution there; also the
boundary definition is smoother and contains an island not present in ec2000v2d (Figure 31). It
is emphasized that the increased resolution is due to the application of LTEA+CD and not due to
any manual enhancement of resolution there. There is also an apparent difference in performance
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in Chesapeake Bay; this time FIN performs the worst (Figure 37g, station group g). The increase
in error is apparently due to an error in phase alone (cf. Figure 37h and i).
When stations are gathered into more regional groups, there is almost no distinction
among the three meshes, as Figure 37a to Figure 37f indicate.

Figure 36. Station groups for the comparison of models. Stations are grouped three ways; the
type of label (a lower case letter, an upper case letter, or a number) indicates which way the
stations have been grouped. Error statistics are averaged over the stations within each group.
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Figure 37. Error statistics for the three classes of station group. Note that the stations are sorted
such that the error measures are descending.

Discussion

The applicability of LTEA+CD to a large scale domain having detailed features on the order of 1
to 10 km has been demonstrated. LTEA+CD allows the computation of target element sizes over
the entire domain, including the boundary. These target element sizes were applied in the mesh
module of SMS to automatically produce the corresponding meshes.
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Results indicate that the INTR mesh is an improvement over ec2000v2d because it
contains 25% fewer nodes and elements and is, overall, equally skilled in producing elevation
tides.
Inclusion of additional coastline detail should influence the results produced by
LTEA+CD and therefore the corresponding mesh. For example, Blanton et al. (2004) showed
that the inclusion of the estuary / tidal inlet complex in the South Atlantic Bight promoted a more
realistic description of shelf flow in an ADCIRC model; this is also hinted at by the comparison
of the ec2000v2d and INTR meshes for Tampa Bay. Note that the domain has no particular area
of interest. This is why such details have not been included.
Perhaps the limitation imposed upon the minimum element size in the FIN mesh
precludes it from performing better than either of the other two meshes, which have elements
smaller than 1000 m, in certain locations. Perhaps this influenced the relatively poor results in
Chesapeake Bay, even though resolution there is 1000 to 1500 m compared to 1500 to 2500 m
for INTR and 2500 to 3000 m for ec2000v2d.
The overall model performance of no mesh outperforms that of any other; it is not
possible to claim that one model has greater accuracy than another on the basis of comparison to
resynthesized elevation tides.

Chapter Conclusions

The procedure presented herein may be used to produce meshes nearly automatically, given a
DEM and boundary. Moreover, the non-attainment of full automation is a function not of
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LTEA+CD, but of the scalar paving density algorithm of SMS. These LTEA+CD-based meshes
are reflective of the flow field and of the bathymetric features of the domain, and produce
accurate results. They account for physical processes, namely bottom stress and Coriolis force,
not present in meshes produced with other mesh generation criteria. Both Coriolis force and
bottom stress are important factors under LTEA+CD. Both provide significant influence of the
target element sizes; Coriolis force is significant throughout the WNAT model domain, while
bottom stress is significant only in shallow waters, such as on the continental shelf.
Based upon the work presented herein, LTEA+CD is a viable choice for automatic
meshing.
LTEA+CD has the potential to provide target element sizes for a mesh having fewer
nodes than an initial mesh, while performing similarly in terms of the solution. This is evidenced
by the fact that INTR has about 25% fewer nodes and elements as ec2000v2d. However, FIN has
many more nodes and elements (about 60% more) than either ec2000v2d or INTR, but this may
be an indication that something other than increased resolution is needed for the performance to
improve (e.g., better boundary description or DEM).
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CHAPTER FIVE: ESTUARINE APPLICATION OF LTEA+CD

Introduction

Herein, the utility of LTEA+CD is demonstrated by applying it to an estuarine domain,
namely the Loxahatchee River estuary (Palm Beach County, Florida, 27° N; Figure 38).
As opposed to deep water tides, which are weakly nonlinear, shallow water tides are
sensitive to bottom stress. In very shallow waters such as inlets and rivers, the circulation process
and the models that simulate it are sensitive to the magnitude of the bottom stress coefficient. As
tidal waves approach, enter, and travel through very shallow water, portions of the corresponding
water mass are retarded in proportion to their proximity to the sea floor. In the frequency
domain, this is evidenced by wave dispersion: the appearance of additional harmonic
constituents, and the reduction in amplitude of the original constituent waves. Bottom stress can
also play an important role in storm surge events, when waves move into shallower water, slow,
and become shorter in wavelength and greater in height.
Inflows and steady tidal constituents occurring in shallow bodies of water like the
Loxahatchee River estuary have the potential to interact nonlinearly with other tidal constituents
(e.g., Parker 1991). However, Bacopoulos (personal communication May 2007) determined that
the range of reasonable / typical flows in the Loxahatchee River estuary do not appreciably affect
the tidal elevation signal. In addition, the solar annual (SA) and solar semiannual (SSA) elevation
tidal constituents, relatively constant over the 45-day period for which harmonics are computed
from the model output, may be subtracted from the historical resynthesized signal and the
remaining signal compares well to model harmonics that include only a steady, monthly,
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fortnightly, diurnal, and “faster” tidal constituents. Therefore longer period waves apparently do
not interact nonlinearly with the other tidal constituents. These facts make the Loxahatchee River
estuary a good test case for LTEA+CD, since LETA+CD does not directly account for
advection—however, advection is accounted for in an indirect manner (details below).
Russell and Goodwin (1987) provide the following description of the Loxahatchee River
estuary:
The Loxahatchee River estuary is [a] tributary to the Atlantic Ocean at Jupiter
Inlet. The estuarine system comprises three s: the southwest fork, north fork, and
northwest fork. At a poing 4.26 river miles upstream from the ocean, the
northwest fork widens to form the western part of the embayment. At riger mile
2.58, the north and southwest forks join to complete the irrugularly shaped
embayment that is about 3 miles long and averages about 0.5 miles wide. The
eastern end of the embayment narows at the location of the Florida East Coast
Railroad bridge. A 1-mile section connecting the estuary to the ocean in a nearly
straight channel culminating at Jupiter Inlet. The Intracoastal Waterway is another
feature of the estuarine system that extends both northward and southward from
the 1-mile inlet channel segment.
Bacopoulos and Hagen (2007) have also determined that the importance of the Atlantic
Intracoastal Waterway in determining the tidal elevation response in the Loxahatchee River
estuary is greater than that of the tidal flats. This was concluded through an analysis of
simulation results over the so-called EXTENDED (Figure 39) and LIMITED (Figure 40)
meshes. Therefore, the EXTENDED mesh, including Ft. Pierce and St. Lucie inlets to the north,
Lake Worth Inlet to the south, as well as Jupiter inlet (through which the Loxahatchee exchanges
flow with the Atlantic), is selected for the present application, whereas others conducting
simulations of the estuary have used a more limited domain (e.g., Hu 2005; Bacopoulos and
Hagen [2007] provide a more extensive review of work in simulating hydrodynamics in the
estuary). The EXTENDED mesh also represents the portions of the Atlantic Intracoastal
Waterway in the vicinity of the four inlets, as well as a large section of the St. Lucie River.
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Figure 38. The Loxahatchee River estuary (USGS 7.5” quad maps 26080-H1 and 26080-H2).
The top edge of the figure corresponds to the 27th parallel. Red dots indicate approximate
locations of tidal stations 1 to 5, numbered sequentially upstream.

Meshes

Benchmark Simulation

The EXTENDED mesh, Figure 39, together with the corresponding simulation results are
considered a benchmark for the present application of LTEA+CD. The mesh is herein labeled
BH, after the original authors. The bathymetry of the Loxahatchee River estuary proper, as
represented in BH, is shown in Figure 41. The dark red represents very shallow depths. For
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example, the islands are meshed over and appear as dark red. Russell and Goodwin (1987)
describe the bathymetric features as follows.
The Loxahatchee River estuary is shallow with an average depth of about 4 feet.
Sandbars and oyster bars in the central embayment are occasionally exposed at
low tide as is much of the forested flood plain in the northwest fork. Some deep
parts of the estuary are a result of dredging. In the northwest fork, a natural river
channel... extends upstream.
The main channel, from Jupiter Inlet to the southern branch of the Atlantic Intracoastal Waterway
is about three to six meters deep. Further upstream, the depth decreases to no more than three
meters, while the forks become even shallower as one moves upstream. Figure 41 highlights the
area of interest and is therefore cut off at six meters, approximately the deepest depth within the
area of interest.
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Ft. Pierce Inlet

St. Lucie Estuary

Loxahatchee River estuary /
Jupiter Inlet

Lake Worth Inlet

Figure 39. Mesh BH extends from north of the Ft. Pierce inlet to south of the Lake Worth inlet to
include a large portion of the Atlantic Intracoastal Waterway.
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Figure 40. The LIMITED mesh of Bacopoulos and Hagen (2007). The BH mesh used for the
study is, in this region, identical to LIMITED.
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Figure 41. Bathymetry of the BH mesh, used as the digital elevation model (DEM) for this study.
Note that the scale is cut off at six meters of depth.

Semi-Uniform Mesh Simulation

The second simulation utilizes a mesh that has 20 m (±10%) elements throughout the
Loxahatchee River estuary proper, and north and south along the Atlantic Intracoastal Waterway
to a point, at which a transition is made until the mesh becomes coincident with the EXTENDED
mesh. The mesh from the entrance of the estuary to the nearest open boundary transitions
smoothly (using the Paving algorithm of SMS 9.2 Beta, EMRL 2005) from 20 m at the mouth to
the precise nodes of the EXTENDED mesh. Therefore all of the boundary conditions of
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Bacopoulos and Hagen (2007) apply exactly. This semi-uniform mesh is given the label 20M
(Figure 46a).
The model boundary and DEM (Figure 41) for the Loxahatchee river itself are taken from
the EXTENDED mesh of Bacopoulos and Hagen (2007), in turn a product of Yeh’s (Gour-Tsyh
Yeh; personal communication Bacopoulos, May 2007), mixed triangular and quadrilateral mesh.
In Yeh’s model, the upstream portion of the northwest fork of the Loxahatchee River is
represented more realistically than the present model mesh. Bacopoulos (personal
communication 16 May 2006), in order to avoid excessively small elements, modelled this
region using channels that are numerically wider than the real channels. Additionally,
Bacopoulos opted to numerically eliminate some of the islands in the northwest fork that were
included by Yeh, applying an artificial depth. Other islands were meshed over with a depth of
zero or nearly zero.
The far field—regions beyond the Loxahatchee River estuary proper—are delimited by
Bacopoulos (personal communication), who worked from aerial photographs to determine the
model boundary. Bathymetry for the far field was assumed, as no data was readily available.
The velocity solution is represented by a series of snap shots in Figure 42a and Figure
42b. These cover day 28 of the simulation, every hour on the half hour. Vectors of velocity
direction have been interpolated onto a regular square grid, while the velocity magnitude is
represented by the colors. High resolution versions of these figures are available apart from this
main document.
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Figure 42. Snapshots of the velocity solution for mesh 20M. The vectors indicate velocity
direction while the colors indicate the velocity magnitude during day 28 of the simulation.
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LTEA+CD Mesh

The results of the simulation with mesh 20M are applied with the LTEA+CD method in order to
generate a target element size distribution for the near-field. The arbitrary scale factor a is
selected to be 2.7 times that of Æ-ARC 2.0 (note that it turns out that there are few, and only
moderate, violations of Æ-ARC 2.0 with the factor of 2.7 applied) in order that the number of
elements within the estuary is approximately equal to that in the BH mesh (Table 8, described in
the next section). The LTEA+CD mesh is referred to as RAW (Figure 46c), as no manual
editions are made. Note that all 23 tidal constituents are applied in the LTEA+CD process. In this
way, nonlinearities, including advection, are accounted for indirectly by LTEA+CD, since each
tidal constituent has the opportunity to interact with the others during the simulation. In general,
RAW is more resolved in regions where velocity is changing more rapidly than in surrounding
areas (cf. Figure 42 and Figure 46c); the converse is also true. Note the inlet, the four islands,
and the upstream portions, where flow is relatively steady.
The boundary shape for RAW is again determined by EXTENDED, as is the bathymetry.
The bottom stress applied in LTEA+CD, computed from the 20M solution, is shown in Figure 43.
Note that the greater values of bottom stress occur over the islands, and that the bottom stress is
generally reflective of the bathymetry (cf. Figure 41 and Figure 43).
Target elements sizes are calculable at 92% of interior nodes and at 59% of boundary
nodes. The coverage of the boundary nodes is somewhat spotty, however where no target
element size is computed for a boundary node, there is typically a value computed within one or
more elements containing that node. Figure 44 shows a portion of mesh 20M that covers the
northwest fork of the Loxahatchee River. The dots indicate nodes of the mesh where target
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element sizes are calculable. The spottiness of the boundary coverage is evident, as is the fact
that, in general, given a node on the boundary, target element size is computable at a node of a
coincident element.
The distribution of elements in RAW is reflective of the bottom stress. This is most
noticeable over the islands—compare Figure 43 and Figure 46. Also note the extreme upstream
portions of the mesh, that there is only one element across the channel, and that this is where the
bottom stress is least.
The RAW mesh includes several instances of valence eight or more and of four or less.
This is due in part because there has been no manual editing. Valences of other than six are
associated with higher localized truncation errors (Hagen 2001, Atkinson et al. 2004).
Based upon visual inspection (Figure 46), the main differences between the BH and
RAW meshes are that the main body of the Loxahatchee River estuary is more resolved in the
RAW mesh than in the BH mesh, while the extremities of the forks are less resolved in the RAW
mesh than in the BH mesh. Also, the Atlantic Intracoastal Waterway is less resoloved in the
RAW mesh as compared to the BH mesh. The continental shelf near Jupiter Inlet is somewhat
less resolved in RAW than in BH (1929 vs. 2323 elements, 17% fewer; 1047 vs. 1240 nodes,
16% fewer).
Within the Loxahatchee River estuary, bottom stress is the dominant influence on the
determination of target element size. This is consistent with the findings of the simulations over
the WNAT model domain, which showed that the bottom stress terms become more significant
as one moves shoreward. Figure 45 displays the relative influence of the terms involving ω, τ,
and f of the RHS of Equation (18) in determining target element size. On the continental shelf,
the ω and f terms begin to play a more important role.
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Figure 43. Bottom stress as computed from the simulation over 20M.
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Figure 44. Detail of mesh 20M along the northwest fork of the Loxahatchee River showing
nodes at which target element size is calculable.
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c(τ)

Figure 45. Influence of terms involving a) ω, b) f, and c) τ, for the M2 tidal constituent. Terms
involving ω and f are relatively unimportant within the Loxahatchee River estuary, but are more
significant on the continental shelf.
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LTEA+CD Mesh with Limited, Semi-Sutomatic Editions

An edited mesh, ED (Figure 46d), is made from RAW by simply splitting by four those elements
which completely span a channel, (Bacopoulos found that at least three elements were needed
across a channel in order to permit both wetting and drying; in general, two elements across is
considered a minimum for adequate exchange of flow). Additional effort could have been
applied to the mesh editing, however, this would be counter to the theme of the work of this
dissertation, namely to provide a method for automating the meshing process. Also note that a
procedure for ensuring that all channel cross sections are resolved with a minimum number of
elements could be automated, however in this dissertation, the interest is in meeting the target
element size distribution specified by LTEA+CD as closely as possible.
Table 8 summarizes the properties of the meshes used to simuate tides in the Loxahatchee
River estuary for this research. The overall number of elements and nodes are shown in the
second and third columns. The number of elements and nodes within the LIMITED domain,
inside the inlet, are shown in the next two columns. Note that the number of elements in the BH
and RAW meshes differ by only about 2%. The last two columns present the sizes of the smallest
and largest elements within the LIMITED domain. Since the largest element in the RAW mesh
spans a channel, and since these are split by four to create the ED mesh, the largest element in
the ED mesh is smaller than that of the RAW mesh.
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Table 8. Properties of meshes
ne
nn
ne *
nn *
Mesh
BH
36 745
20 998
6 985
4 320
20M
75 308
41 346
45 078
24 396
ED
37 095
21 168
7 455
4 538
RAW
36 169
20 603
6 829
4 133
* within the LIMITED domain, inside the inlet

a (20M)

b (BH)

c (RAW)

d (ED)

time
step (s)
3
3
3
3

element sizes* (m)
small
large
24
110
13
31
20
95
20
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Figure 46. Four meshes for the Loxahatchee estuary (detail; the mesh in the regions north and
south of that shown is identical to BH).
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Other Simulation Parameters
All simulation parameters are identical to those applied by Bacopoulos and Hagen
(2007), except for the convergence parameter, CONVCR, which is set to 10-10 (Westerink et al.
1994b). The open boundary is forced with 23 tidal elevation constituents (all those listed in Table
4). Tidal potential terms are included throughout the domain for the Q1, O1, K1, N2, M2, S2, and
K2 tidal constituents. A harmonic analysis is performed on the time series results with all 23 tidal
constituents (i.e., those in Table 4) at five minute intervals over the last 45 days of simulated
time.
Bottom stress is computed according to the hybrid quadratic bottom stress formulation,
Equation (19). A spatially constant horizontal eddy viscosity of 5.0 m2/s is applied. Variable
Coriolis force is applied. Wetting and drying is employed with a minimum depth of 0.1 m.
Each simulation is run for a simulated duration of 90 days using a time step of 3.0 s. A
20-day hyperbolic ramp function is applied to the open boundary forcing.
Advective terms are included. These terms have the opportunity to influence the
harmonic results of the simulation, which, in turn, are fed into LTEA+CD. In this way,
LTEA+CD accounts for the nonlinearities of the advective terms.

Results
Plots of the resynthesized tidal elevation signals (omitting SA and SSA tidal constituents from the
historical data) over the first 14 days of a tidal epoch at five stations (Figure 38), Figure 47 to
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Figure 51, show good agreement between historical elevation data and model results for all four
simulations: differences between the local model and historical extrema are within the 10% of
each other, and the model signals are more or less in phase with the historical signal—the
greatest phase shift required to minimize MSE/VAR is 29 minutes, or 4% of an M2 cycle, the
dominant tidal constituent (29 minutes corresponds to a phase shift of 14% of an M2 cycle). In
addition, the diurnal inequality at all stations is captured by all simulations. All stations show
RAW having the tidal signal being closest to the historical near the minor diurnal peak, during
the first seven days of the epoch. During the second seven days of the tidal epoch, all stations
also show the RAW simulation’s tidal signal being nearest the historical at the troughs.
For Stations 1 and 2, the resynthesized tidal signals for the simulations over BH and 20M
are closer to each other than to other the other tidal signals plotted. The simulation over ED
produces the most under- and over-predicting tidal signals for all but Station 4. For Stations 1, 4,
and 5, during the first three days of the tidal epoch, the resynthesized tidal signal from the
simulation over RAW is the only modeled signal with troughs above the historical during the
first three days of the tidal epoch, then there is a transition to a situation where RAW performs
best at the troughs until at least day 14. Stations 2 and 3 have a similar pattern, but for the first
three days, the signal from RAW nearly matches the historical trough. Note that for the
simulation over BH, Station 5 went dry during the period of harmonic analysis, therefore no
resynthesized tidal signal is shown for that station.
The MSE/VAR and phase shift statistics are employed in order to quantify the
performance of the four models. Figure 52 presents these statistics in graphical form. The lines
connecting data points applicable to the same simulation are provided in order to clarify trends
among the simulations. Mesh BH performs progressively worse as one moves upstream for all
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three measures of performance (MSE/VAR, adjusted MSE/VAR, and phase error). Phase errors
(Figure 52c) for ED and 20M are similar.
Again, MSE/VAR is computed by taking the mean square error between the historical and
model resynthesized tidal elevation signals, then dividing by the variance of the histirical tidal
elevation signal. The adjusted MSE/VAR is computed by shifting the model data by one minute
(time) increments until MSE/VAR is minimized. The phase shift is the phase shift associated with
the adjusted MSE/VAR.
Overall, RAW performs best. Figure 52c shows that adjusted MSE/VAR is smallest for all
stations. Average (mean) phase error across all five stations is within two minutes (time) for
RAW, ED, and 20M where BH is markedly greater (by about over 5 minutes, based on an
average of the four continuously wet stations). In terms of MSE/VAR, RAW outperforms all
other meshes for stations two (2) and three (3), and essentially shares the best performance with
20M for stations four (4) and five (5), as shown in Figure 52c; RAW performs worst for station
one (1) by the measure of MSE/VAR, apparently due mostly to phase error—note that the phase
adjustment of 29 minutes provides correction such that for Station 1 in the RAW mesh performs
best of any other combination of mesh and station.
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Figure 47. Resynthesized tidal signals for Station 1
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Figure 48. Resynthesized tidal signals for Station 2
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Figure 49. Resynthesized tidal signals for Station 3
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Figure 50. Resynthesized tidal signals for Station 4
143

(m)

(BH dried out)

Figure 51. Resynthesized tidal signals for Station 5
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Figure 52. Error statistics for tidal elevations in the Loxahatchee River estuary.
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Discussion
It is curious that 20M, having about 6.6 times as many elements as RAW, does not outperform
RAW. In addition, note that the target element sizes from which RAW was produced are derived
from the simulation results over 20M. The enhanced performance may be due in part to the
inherent simplification of bathymetric representation of RAW compared to 20M (this was
discussed earlier with regard to the results of the refinement series in Chapter Three). Although
nowhere in the Loxahatchee River estuary are elements of the RAW mesh smaller than the 20
meters of the 20M mesh, the distribution of elements and the inherent smoothing of bathymetry
is determined largely by the inclusion of bottom stress terms in the calculation of target element
size.
The solution over the RAW mesh at Station 2 provides insight into the promise of
LTEA+CD. Each and every peak and trough within the first 14 days of the tidal epoch of the
resynthesized historical data is most closely matched by the simulation over the RAW mesh as
compared to the results of the other three simulations (Figure 48). In addition, the phase shift
statistic indicates that there is little or no overall phase error in the RAW mesh simulation, as the
phase shift is less than one minute of time (Figure 52). The superior performance of the RAW
mesh is attributed mainly to the inclusion of bottom stress in the calculation of target element
sizes, since the bottom stress terms of Equation (18) are dominant in the determination of target
element sizes.
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Chapter Conclusions
The utility and applicability of LTEA+CD in determining element sizes for an estuarine domain
has been demonstrated. LTEA+CD has the potential to outperform manually constructed meshes
as well as uniform meshes having greater numbers of elements. Note the example chosen does
not have strong nonlinear influences due to inflows or long period tidal elevation constituents,
consistent with the theory of LTEA+CD. It remains to be seen how well LTEA+CD performs for
domains that are strongly influenced by these factors.
The target element sizes computed for the Loxahatchee River estuary under LTEA+CD
are dominated by the effects of bottom stress. As one moves out of the estuary onto the
continental shelf, bottom stress becomes less important and both Coriolis force and the harmonic
acceleration terms (the f and ω terms in Equation 18) become more important in the
determination of target element size.
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CHAPTER SIX: CONCLUSION
It is recommended that tidal modellers consider applying LTEA+CD when designing FE meshes
for tidal model domains. Furthermore, indications are that LTEA-based meshes are appropriate
for storm surge applications (cf. Bennett 1999, Hagen et al. 2004), and since LTEA-CD may be
used to produce essentially the same information as LTEA at greatly reduced computational cost,
it is also recommended that storm surge modellers consider LTEA+CD when developing meshes
for their model domains.
LTEA-CD and LTEA+CD surpass the capabilities of existing mesh generation
techniques by combining the idealism of localized truncation error analysis with the power of
complex derivatives resulting in a new, efficient target element size calculator that is applicable
not only on the interior of the domain, but also at the boundary (LTEA fails within about four
elements of the boundary), so that target element sizes may be computed for bodies of water
containing complicated boundaries.
LTEA-CD and LTEA+CD provide the means to automatically determine target element
sizes and, with the aid of a mesh generator such as SMS, to automatically generate an actual
mesh. LTEA-CD and LTEA+CD, as presented herein, eliminate subjectivity in mesh design.
This dissertation has shown how the methodology may be applied effectively to produce meshes
that are as accurate or are more accurate than those produced with other, subjective methods.
Because LTEA-CD and LTEA+CD are applicable throughout the model domain, both methods
enable the nearly automatic production of efficient and accurate meshes over realistic domains,
as demonstrated over the large-scale WNAT model domain and over the much smaller
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Loxahatchee River estuary. Only a minor flaw in SMS prevented the fully automatic meshing of
the WNAT domain; this flaw was not evident in the case of the Loxahatchee.
Near the domain boundary, nonlinearities become more important, thus LTEA+CD
accounts for locally variable bottom stress within the target element size calculator itself.
LTEA+CD accounts for all nonlinearities indirectly, namely by analyzing all tidal constituents
(including over tides and shallow water tides), which, in turn, have the opportunity to interact
with one another in a fully nonlinear simulation.
LTEA+CD also accounts for Coriolis force in the target element size calculator itself;
Coriolis force plays a major role in determining target element sizes in deeper waters, while
bottom stress is the dominant factor in very shallow waters such as the Loxahatchee River
estuary. Thus the superior performance of the mesh generated from LTEA+CD for that domain
(the RAW mesh) is attributed to the inclusion of bottom stress in the calculation of target
element sizes.
LTEA-CD and LTEA+CD are sensitive to bathymetry, bathymetric gradients, and
changes in bathymetric gradient, and can therefore be used to determine important bathymetric
features, from a shallow water flow perspective.
Beginning with a relatively coarse mesh, applying LTEA-CD iteratively, and providing
increasing resolution produces converging solutions. LTEA-CD and LTEA+CD have been
demonstrated to produce useful results, namely meshes of reduced numbers of elements
compared to initial high resolution meshes or the enhancement of resolution and accuracy
compared to coarse meshes and corresponding simulation results. The reduction of the number of
elements with the maintenance of accuracy should benefit studies in which multiple simulations
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must be performed and applications in operational environments where quick turn-around time is
critical.
Target element sizes computed with LTEA-CD or LTEA+CD are scaleable through an
arbitrary parameter a. Herein, a single, domain-wide value of a is applied to the generation of
each mesh. However, one may also vary the parameter throughout the domain, providing
enhanced resolution in an area of interest, for example. Herein, an automatic process for the
determination of a has also been developed and used with success.
Although LTEA-CD and LTEA+CD have been herein applied a posteriori, they may be
applied a priori if sufficient measurement-based data (WSE and velocity fields) are available;
measurements may be taken from the field or from physical models. One might envision a future
in which depth-integrated velocities over the globe could be measured via remote sensing
technology. A resultant data set could be used in an application of LTEA-CD or LTEA+CD. It is
already possible to measure not only depth-integrated velocities, but velocity profiles using
acoustic Doppler current profilers; Visbeck (2002) provides and example application. MolloChristensen et al. (1981) estimate ocean current velocity using an infrared image. Crocker et al.
(2007) discuss some of the difficulties related to estimating surface currents from infrared and
ocean color satellite imagery.
In the present study, ADCIRC and its discrete form of the momentum equations has been
applied in developing LTEA-CD and LTEA+CD. Therefore implementation of Equation (15)
and Equation (18) should be applied only to modelling problems having similar mathematics.
However, it is expected that the principles of LTEA-CD and LTEA+CD may be applied to other
models.
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Future Work
The incorporation of LTEA-CD and LTEA+CD into SMS is scheduled for August 2007.
This software is used throughout the world for computational fluid dynamics (CFD) model preand post-processing (Zundel 2005, EMRL 2006 and EMS-I 2006). This makes the generation of
both the target element sizes and the meshes themselves relatively simple for the modeller, and
gives LTEA-CD and LTEA+CD wide exposure.
LTEA+CD could be further developed for cases where surface stress (e.g., wind and
pressure fields) may be represented by sinusoidal stresses on the water surface, and additional
terms may be added to the localized truncation error estimator. Such development would allow
LTEA+CD to provide target element size distributions for storm surge calculations. The storm
surge signal would potentially be decomposed harmonically using a set of harmonic constituents
different from that applied in this dissertation.
Although the present work focuses on two dimensional circulation, there should be
benefits to three-dimensional circulation as well, since most three dimensional meshes used for
this purpose are composed of layers of two dimensional meshes.
The compactness of the localized truncation error estimators developed herein make them
attractive for investigation into the applicability to adaptive meshing. In the experiments
conducted under this dissertation, the computation of target element sizes required on the order
of one tenth the time required for the meshes themselves to be produced using on the same
computing machinery. One hurdle to overcome with an adaptive refinement technique will be
reconciling the harmonic nature of LTEA-CD and LTEA+CD with the temporal nature of
adaptive meshing. The research presented herein suggests that the information necessary for a
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localized truncation error-based adaptive refinement scheme lies within the valence shell of a
given interior node, and within two layers of elements of a given boundary node.
Finally, it may be possible to design a more rigorous means of incorporating advective
terms, although the computational demands of a more rigorous approach would have to be
weighed against both available resources and the need for a certain level of accuracy.
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APPENDIX A
REVIEW OF THE PROCEEDINGS OF
THE SEVENTH AND NINTH INTERNATIONAL CONFERENCES
ON ESTUARINE AND COASTAL MODELING
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The point of this review is to show that the determination of meshes for numerical modelling of
estuarine and coastal regions is at present, a subjective art.

Seventh Conference
A limited review of the Proceedings of the Seventh International Conference on Estuarine and
Coastal Modelling (Spaulding 2002), is presented; it is concerned only with 1) discussion of
whether the selected nodal spacing is appropriate (upright text), and 2) discussion of how the
selected spacing was arrived at (italicized text). This review simply constitutes several examples
that indicate how meshes are actually built in applications.
In the following, text not contained in parenthesis or brackets is that of the original
author. The numbers at left are the page numbers of the article of concern.
1-21

(none)
(none)

22-34

(none)
increased spatial resolution in target areas as well as inclusion of influential
ambient regions... vertical levels with highest resolution near the sea surface and
seafloor.... Increased resolution of the pycnocline to resolve internal tides.

35-55

(none)
Vertically, the sigma coordinate has... higher resolution near the surface and
bottom to better resolve the frictional boundary dynamics

56-70

(none)
(none)

71-85

(none)
(none)

86-102

(none)
(none)

103-119

(none)
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(none)
120-139

(none)
(none)

140-151

(none)
(none)

152-164

(none)
(none)
The change of scale in the nesting [of the nested grids] is fixed by a factor of 3,
which from experience gives a good solution to the equations being linked across
the grid borders.
To resolve the Danish Straits...

165-184

185-203

(none)
The observed T-S [temperature-salinity] characteristics are used in specifying the
vertical resolution of the... model.The vertical grid structure has resolution at
those depths at which the salinity extremes exist. This allows advective inflow
conditions specified at the open boundaries to better maintain the observed T-S
structure.

204-214

(none)
(none)

215-226

(none)
(none)

227-245

(none)
(none)

246-265

(none)
The oroginal model grid was prepared by the U.S. Geological survey using their
bathymetric data. From this starting point, the grid's vertical and spatial
resolution was the adjusted by comparing the results of simulations made using
various levels of grid refinement. Temporal resolution is set automatically by the
model's auto time-stepping routine. The final grid was deterimined to be the one
that gave the optimum combination of execution speed and numerical accuracy.

266-279

(none)
(none)

280-293

N/A (this article converns a physical experiment)
N/A
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294-309

N/A (the method described does not use a mesh per se)
N/A

310-328

(none)
(none)

329-343

(none)
(none)
(none)
(none)

344-363
364-383

(none)
(none)

384-402

(none)
(none)

403-417

(none)
(none)

418-433

(none)
The horizontal mesh is composed of 4028 cells and has various sizes from 8.8 x
9.8 m in the waterway between the Railroad Bridge causeways up to 1.6 x 1.2 km
in areas remote from the waterway. The intention of this kind of grid set-up is to
resolve better currents with fine mesh in the study area, and yet to maintain the
influence of bay-wide dynamics on the focused area with a coarser model grid.

434-446

(none)
maximum resolution in the vicinity of the Monterey Bay [the area of interest]

447-466

(none)
Resolution is based on the dimensionless wave criterion, governed by gravity
wave speed for a given frequency. Resolution in nearshore regions, especially in
the Bohai Sea, is fine tuned to resolve a range of tidal frequencues, increasing
nearshore resolution to reveal smaller scale features within the flow. On the shelf
of the Yellow Sea, resolution of the yessub grid ranges from 4 to nearly 25 km.
Resolution increases in the Bohai Sea and very close to land, but decreases
slightly in the center of the Yellow Sea, wherer gravity wave speed permits slightly
lower resolution.

467-478

(none)
(none)

479-490

N/A (This article does not focus on a specific modelling application.)
N/A
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491-500

(none)
The estuary is resolved using an equidistant mesh of 10 m in x- and y-direction.
This fine discretization is needed to resolve accurately the bottom width only 30 m.

501-518

(none)
(none)

519-534

(none)
(none)

535-546

(none)
(none)

547-565

(none)
(none)

566-584

(none)
(none)

585-599

(none)
(none)

600-613

N/A (This article does not focus on a specific modelling application.)
N/A

614-627

(none)
(none)

628-642

(none)
(none)

643-653

(none)
The James River model grid, originally constructed with a 370 m grid resolution,
was modified to have a higher resolution (about 123 m) in the Elizabeth River.

654-669

(none)
(none)

670-682

(none)
(none)

863-694

(none)
(none)
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695-708

(none)
(none)

709-724

(none)
(none)

725-744

(see below)
It was determined in a previous study by Veeramony and Blain (2001) that this
finite element mesh resolution was sufficient to produce realistic circulation under
tidal forcing. [Barotropic Flow in the Vicinity of an Idealized Inlet--Simulations
with the ADCIRC Model. NFL/FR/7320-01-9977. 2001]

745-764

(The appropriateness of horizontal resolution isn't discussed.)
Admittedly, 6 vertical nodes constitutes rather sparse resolution but it is likely
sufficient for the vertical mixing parameterizations under consideration. The
benefit of such resolution is a very tractable problem.

765-782

(none)
(none)

783-798

Cell sizes range from 20 m (66 ft) to 150 m (500ft), which easily resolves the
important circulation and water quality space scales.
(none)

799-811

(none)
Cell size increases away from the mouth [of the river]

812-829

(none)
The finest resolution, approximately 150 meters, was applied in the vicinity of the
airport. The relatively fine resolution, particularly for a 3D model of this size, was
required to properly describe the areas in the vicinity of the airport and the
existing/proposed runways. The vertical grid uses {sigma}-coordinates, which are
boundary fitted to the bottom and to the free surface. A total of six layers have
been used at every model grid point. The six layers are not equally distributed in
the vertical; they have been defined with finer resolution at the surface and at the
bottom (boundary conditions of the vertical grid). This layer distribution has been
selected to better reproduce the marked stratification that is observed close to the
free surface especially during large river inflows, better define the surface layers
where most of the wind energy is transferred, and to have an accurate description
of the bottom velocities and therefore a better estimation of the bottom stresses.

830-836

(none)
The triangles are roughly equilateral and their area is proportional to the depth.
This ensures that waves take the roughly same time to propagate across all
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elements in the grid, and incidentally gives a nested grid, with more detail in
shallow water and less in deep water.
837-851

(none)
(none)

852-871

(none)
[The grid] uses a dual scale of 370 m resolution in the James [River] and 123 m
in the Elizabeth River with transition between the two scales by the factors 2/3,
1/2, and 1/3. These factors are obtained to ensure consistency of truncation error
in irregular mesh (Anderson, et al., 1984). The curvilinear orthogonal grid was
also used inside the Elizabeth River in order to resolve the curvature of the ship
channel, that is critical for the salt transport (Wang et al., 2001).

872-892

(none)
(none)

893-912

(none)
(none)

913-928

(none)
Resolution is higher in the surface and bottom boundary layer.

929-948

(none)
This resolution us necessary [in order] to resolve the internal Rossby radius of
deformation which has a value of 5-6 km in the Irish Sea. The focus of this study
is the stratified gyre region southwest of the Isle of Man and the associated fronts
an so, for computational reasons, the full Irish Sea model is run for the
hydrodynamic sonly and is run in the subdomain of the Irish Sea model.

949-965

(none)
The model employs an orthogonal, curvilinear grid with horizontal resolution
which enables realistic simulation of eddies 50 km in diameter and larger. The
model is configured with 37 sigma levels in the vertical, with sufficient resolution
in the sear-surface and near-bottom to resolve boundary layers and resolution
through the remainder of the water column to resolve the MODAS profiles of
temperature and salinity.

966-981

N/A (This paper does not focus on FE modelling.)
N/A

1002-1022

(none)
The grid was designed to meet three basic requirements. The first was high
resolution within Narragansett Bay... High resolution was required to capture the
horizontal variation in currents due to the complex coastline and bathymetry,
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which includes many natural and man-made channels... The second was the
inclusion of Long Island Sound and Buzzards Bay with enough resolution to
capture the complex tidal interaction of the Race and bathymetry of the two
regions to allow for the proper volumetric grid far enough offshore in order to
properly specify the open boundary condition and allow for the proper
development of the tidal wave as it approaches Narragansett Bay.
1023-1040

(none)
(none)

1041-1060

(none)
(none)

1061-1075

(none. However, The article does comment on the appropriateness of the
resolution of the input.)
(none)

Ninth Conference
Only 14 papers give any reasoning for the selection of a particular distribution of
cells/elements/nodes. Of the 14, only two (2) papers reflected tests that were conducted to justify
selection of resolution: 1) “From [a] test it was concluded that a 3D model was necessary to
represent the key mud transport features... and that a 3-layer model would adequately represent
this 3D behaviour without long run times” (Baugh and Littlewood 2006), 2) Kolar et al. (2006)
conduct a convergence study on a uniform regtangular grid.
Ten (10) papers mention some sort of goal associated with the nodal distribution, but of
these only one gives a quantitative description: 1) Fugate et al. (2006) offer this: “The model
mesh was configured to have a minimum angle constraint of 25 degrees and to satisfy a Courant
condition of 1000 with a time step of 149 seconds;” 2) Han and Wang (2006) mention the
topographic length scale in discussing their model mesh, but don't give details on, for example, a
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target value for TLS; 3) Feyen et al. (2006) use two meshes in their efforts to produce a coastal
flooding model with their first mesh, they
resolve variations in tidal wavelengths and currents according to geographic
features. This strategy provides a cost effective model that minimizes
computational points and generates approximately constant error across the
domain. [With the second mesh], the goals... were to provide numerous
computational points across important inlets and within waterways, and to allign
the mesh with shoreline and bathymetric and topographic contours;
4) Spargo et al. (2006) report, “In general, the grids closely mimic the coastline” 5) The mesh by
Yang et al. (2006) “resolves fine coastline features and preserves local bathymetric variability;”
6) The mesh by Fan et al. (2006) “resolves the complex and irregular shoreline;” 7) “The finite
element grid [of Khangaonkar et al. 2006] was constructed around important [topographic and
bathymetric] features;” 8) Yang et al. (2006b) report, “to simulate the tidal wave propagation an
salinity intrusion properly... at least four node points were specified to represent the river crosssection profiles;” 9) Liu et al. (2006) report, “Grids in areas outside [the area if interest] are
coarse in order to accurately simulate the flows while minimizing the computer run time. Grids
[in the area of interest] are finer in order to allow the detailed calculation of the local circulation
and velocities;” 10) For the model grid for simulating the hydrodynamics of a dam, Lee et al.
(2006) explain
grid resolution gradually increases [toward the area of interest]. Finer horizontal
grid resolution was developed near the forebay entrance and around the falls to
simulate the spatial variations of free surface flow due to powerhouse discharge
and flows over the spillways and through the flow-control structure.... because
vertical stratification is not important, three vertical layers were used.
One last category may be distinguished from among the 14 papers: two that give a
quantitative description of a meshing criterion, but do not discuss a meshing goal: 1) Dresback et
al. (2006) use an idealized model domain for an inlet... wavelength to grid size ratio “of 1250 for
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the M2 wave... Note equilateral triangles were used throughout (except for around the curved
inlet) to minimize truncation error;” 2) Wu and Yuan (2006) use regular grids of wavelength to
grid size ratios of 20 to 200 to asses the relationship between resolution and computational cost
of their model.
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APPENDIX B
LINEAR INTERPOLATION IN 2D
(EDITED MATLAB OUTPUT)
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Let [x1,y1,z1], [x2,y2,z2], [x3,y3,z3] be position vectors of three vertices
of an element, where the z-values are the "height" of some functional surface. Let
a = [ x2-x1, y2-y1, z2-z1 ] ,
b = [ x3-x1, y3-y1, z3-z1 ] , and
c = [ x -x1, y -y1, z –z1 ] ,
where [x,y,z] indicates a point inside the element where x and y are given
and z is to be determined. The normal to the surface is n = axb (a cross b),
n = [ (y2-y1)*(z3-z1)-(z2-z1)*(y3-y1),
(z2-z1)*(x3-x1)-(x2-x1)*(z3-z1),
(x2-x1)*(y3-y1)-(y2-y1)*(x3-x1) ] .
The dot product of n with a vector from a vertex to a point (x,y,z) within the
element is
r = c.n = (x-x1)*((y2-y1)*(z3-z1)-(z2-z1)*(y3-y1))+
(y-y1)*((z2-z1)*(x3-x1)-(x2-x1)*(z3-z1))+
(z-z1)*((x2-x1)*(y3-y1)-(y2-y1)*(x3-x1)) .
Since c and n are perpendicular, it can be shown that
r = 0 => z = (Ax + By + D) / C ,
where
A = y1*(z3-z2) + y2*(z1-z3) + y3*(z2-z1) ,
B = z1*(x3-x2) + z2*(x1-x3) + z3*(x2-x1) ,
C = x1*(y2-y3) + x2*(y3-y1) + x3*(y1-y2) ,
and
D = z1*(x2*y3-x3*y2)+z2*(x3*y1-x1*y3)+z3*(x1*y2-x2*y1) .
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APPENDIX C
DETAILED DERIVATION OF THE LOCALIZED TRUNCATION ERROR
ESTIMATOR FOR LTEA-CD
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This derivation of the LTEA-CD formulae is meant as more detailed alternative explanation to
that given in the main text.
Hagen (1998) has developed discrete, harmonic forms of the shallow water momentum
equations (6.22 and 6.23 in Hagen 1998) using Galerkin, linear triangular finite elements,
resulting in the elimination of derivatives with respect to x and y. In the x-direction,

ιˆω + τ

(6uˆ0 + uˆ1 + uˆ2 + uˆ3 + uˆ4 + uˆ5 + uˆ6 ) +
12
g
(2ηˆ1 + ηˆ2 − ηˆ3 − 2ηˆ4 − ηˆ5 + ηˆ6 ) = 0,
6Δ

(20)

where î2 = -1, ω is the frequency of the tidal constituent under consideration, τ is linearized
bottom stress, uˆ = uˆ ( x, y ) is depth-averaged velocity in the x-direction, g is the acceleration due
to gravity, Δ is the distance between neighboring nodes of the discrete space (Hagen used 2Δ for
the distance between neighboring nodes), and ηˆ = ηˆ ( x, y ) is the deviation of the water surface
from mean sea level. The subscripts indicate the central node (0) and neighbor nodes, numbered
counterclockwise beginning with the neighbor on the (local) +x-axis (Hagen used a different
numbering scheme). In the y-direction,

ιˆω + τ

(6vˆ0 + vˆ1 + vˆ2 + vˆ3 + vˆ4 + vˆ5 + vˆ6 ) +
12
g
(ηˆ2 + ηˆ3 − ηˆ5 − ηˆ6 ) = 0,
2 3Δ

(21)

where vˆ = vˆ(x, y ) is the depth-averaged velocity in the y-direction. Let z = x + îy. Then for a
uniform triangular mesh, a central node, along with its six neighbors, may be placed in the
complex plane (Figure 3). Note: Δ = ║Δ j║, j = ± 1, ± 2, ± 3 where Δ j is the vector whose foot is
at the central node and whose head is at node j.
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Let f be any of the variables uˆ ( x, y ) = uˆ ( z ), vˆ( x, y ) = vˆ( z ), or ηˆ ( x, y ) = ηˆ ( z ) . In simplifying Equations (20) and (21) then, the task is to compute the sums wf 0 f0 + ∑ w f j f j , where wf j
j

are weights applied to the fj (e.g., the weights for the second term of Equation (21) would be 1, 1,
0, 0, 0, -1, and -1). Substituting the complex Taylor series for f into Equations (20) and (21)
eliminates reference to fj (e.g., Greenburg MD 1998):
f j = f0 +

Δz j ∂f 0 Δz 2j ∂ 2 f 0
Δz 6j ∂ 6 f 0
+
+
+
+ HOT
L
1! ∂z
2! ∂z 2
6! ∂z 6

(22)

Henceforth, the HOT are truncated; only terms of sixth and lower order are considered.
For the purposes of organization, the following matrix and vectors are defined:
⎡ Δ1
⎢
⎢Δ 2
⎢Δ
Z ≡⎢ 3
⎢Δ 4
⎢Δ
⎢ 5
⎣⎢Δ 6

Δ21
Δ22
Δ23
Δ24
Δ25
Δ26

Δ31
Δ32
Δ33
Δ34
Δ35
Δ36

Δ41
Δ32
Δ33
Δ34
Δ35
Δ36

Δ51
Δ52
Δ53
Δ54
Δ55
Δ56

Δ61 ⎤
⎥
Δ62 ⎥
Δ63 ⎥
⎥,
Δ64 ⎥
Δ65 ⎥
⎥
Δ66 ⎦⎥

(23)

Wu ≡ Wv ≡ 16 ≡ (1, 1, 1, 1, 1, 1) ,

(24)

Wη x ≡ (2, 1, − 1, − 2, − 1, 1) ,

(25)

Wη y ≡ (0, 1, 1, 0, − 1, − 1) , and

(26)

⎛1
1 ∂f 0
and F ≡ ⎜⎜ f 0 ,
,
1! ∂z
⎝ 0!

1 ∂ 2 f0
1 ∂ 6 f0 ⎞
⎟.
,L,
2! ∂z 2
6! ∂z 6 ⎟⎠

(27)

The summation in the previous paragraph may be written

w f 0 f 0 + ∑ {([16 ∪ Z ]F f )× W f }l ,
6

l =1
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(28)

where Ff is U, V, or Η (the “Taylor” vector for uˆ , vˆ, η̂ ), Wf is Wu, Wv, or one of the Wη vectors,
and ∪ is an operator that augments a vector to a matrix. Proceeding, 16 ∪ Z may be written,
with the aid of Table 9, since r∠θ = r (cosθ + ιˆ sin θ ) —see also Appendix:J
⎛ 1⎞ ⎡ + Δ
⎜ ⎟ ⎢
⎜1⎟ ⎢ + Δ(a + ιˆb )
⎜1⎟ ⎢− Δ(a − ιˆb )
16 ∪ Z = ⎜ ⎟ ∪ ⎢
⎜ 1⎟ ⎢ − Δ
⎜ 1⎟ ⎢
⎜ ⎟ ⎢− Δ(a + ιˆb )
⎜ 1⎟
⎝ ⎠ ⎣⎢+ Δ(a − ιˆb )

+ Δ2
+ Δ3
− Δ2 (a − ιˆb ) − Δ3
− Δ2 (a + ιˆb ) + Δ3

+ Δ4

+ Δ5

− Δ4 (a + ιˆb ) + Δ5 (a − ιˆb )
− Δ4 (a − ιˆb ) − Δ5 (a + ιˆb )

+ Δ2

+ Δ4

− Δ5

− Δ3

− Δ2 (a − ιˆb ) + Δ3
− Δ2 (a + ιˆb ) − Δ3

− Δ4 (a + ιˆb ) − Δ5 (a − ιˆb )
− Δ4 (a − ιˆb ) + Δ5 (a + ιˆb )

+ Δ6 ⎤
⎥
+ Δ6 ⎥
+ Δ6 ⎥
⎥
+ Δ6 ⎥
+ Δ6 ⎥
⎥
+ Δ6 ⎦⎥

(29)

where a = ½ and b = ½√3. Therefore

(16 ∪ Z )F f
⎧ f ∗0 +
⎪ 0
⎪ f∗ +
0
⎪⎪ f ∗ −
⎨ 0
⎪ f∗ −
⎪ f ∗0 −
⎪ 0
⎪⎩ f ∗ +

=

f ∗1
f ∗1 (a + ιˆb )
f ∗1 (a − ιˆb )
f ∗1
f ∗1 (a + ιˆb )
f ∗1 (a − ιˆb )

+
−
−
+
−
−

f ∗2
f ∗2 (a − ιˆb )
f ∗2 (a + ιˆb )
f ∗2
f ∗2 (a − ιˆb )
f ∗2 (a + ιˆb )

+
−
+
−
+
−

+
−
−
+
−
−

f ∗3
f ∗3
f ∗3
f ∗3
f ∗3
f ∗3

f ∗4
f ∗4 (a + ιˆb )
f ∗4 (a − ιˆb )
f ∗4
f ∗4 (a + ιˆb )
f ∗4 (a − ιˆb )

+
+
−
−
−
+

f ∗5
f ∗5 (a − ιˆb )
f ∗5 (a + ιˆb )
f ∗5
f ∗5 (a − ιˆb )
f ∗5 (a + ιˆb )

+
+
+
+
+
+

f ∗6 ⎫
⎪
f ∗6 ⎪
f ∗6 ⎪⎪ ,
⎬
f ∗6 ⎪
f ∗6 ⎪
⎪
f ∗6 ⎪⎭

(30)

where f∗n = Δn f 0(n ) n! where the superscript in parentheses refers to the order of the complex
derivative of f. For f = û or f = v̂ , the summation in Equation (28) (i.e., the term on the right side
of the plus sign) reduces to

6 f 0 + Δ6 f 0(6 ) 120 .

(31)

1 5 (5 )
Δ ηˆ0 .
20

(32)

For f = η̂ x , the sigma term is
6Δηˆ0(1) +
And for f = η̂ y , the sigma term is
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4ιˆbΔη 0(1) −

1
ιˆbΔ5η0(5 ) .
30

(33)

Thus the discrete momentum equation, in the x-direction, after substituting in for the sigma terms
of Equation (28) and multiplying by î, is

ιˆ

ιˆω + τ

(1440uˆ
1440

0

ιˆg

)

(
120ηˆ ( ) + Δ ηˆ ( ) ) = 0 ,
120

)

ιˆg

+ Δ6uˆ0(6 ) +

1
0

4

5
0

(34)

and, in the y direction, it is

ιˆω + τ

(1440vˆ
1440

0

+ Δ6vˆ0(6 ) +

(
120η ( ) − Δ η ( ) ) = 0 .
120
1
0

4

5
0

(35)

The sum of the x- and y-direction equations (34) and (35) is

(ιˆω + τ )(ιˆuˆ0 + vˆ0 ) + 2ιˆgηˆ0(1) + Δ6 ι ω + τ (ιˆuˆ0(6 ) + vˆ0(6 ) ) = 0 .
ˆ
1440

(36)

Recall that the continuous momentum equations are for the x-direction (where a factor of î has
been applied):

ιˆ(ιˆω + τ )uˆ 0 +ιˆg

∂ηˆ0
= 0,
∂x

(37)

and in the y-direction:

(ιˆω + τ )vˆ 0 + g ∂η0

ˆ
= 0.
∂y

(38)

Subtracting the continuous equations, (37 and 38) from the discrete equation (36) yields the
truncation error estimate

τˆME = Δ6

ιˆω + τ
1440

(ιˆuˆ ( ) + vˆ ( ) ) .
6
k

6
k

(39)

Equation 39 is much more compact than Hagen’s (1998) truncation error formula of
twenty partial derivative terms (Equation 3).
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Determining the cancellation of the η̂ terms required considerable effort. It was therefore
deemed appropriate to show explicitly how this may be. Recalling the definition of the complex
variable, z = x + îy, x and y may be relate to z according to
x=

z+z
z−z
and y =
.
2
2ιˆ

(40a, 40b)

Therefore
∂y 1
∂x 1
= .
= and
∂z 2
∂z 2ιˆ

(41a, 41b)

Applying the chain rule,
∂ηˆ0 ∂ηˆ0 ∂x ∂ηˆ0 ∂y
=
+
,
∂z
∂x ∂z ∂y ∂z

(42)

∂ηˆ0 1 ⎛ ∂ηˆ0
∂ηˆ ⎞
= ⎜⎜
− ιˆ 0 ⎟⎟ .
∂z
∂y ⎠
2 ⎝ ∂x

(43)

or

The preceding is taken from Weisstein (2006). After subtracting Equations (37) and (38) from
Equation (36), the η̂ terms of the result form the expression:
⎛
∂ηˆ
∂ηˆ ⎞
g ⎜⎜ 2ιˆηˆ0(1) − 0 − ιˆ 0 ⎟⎟ .
∂y
∂x ⎠
⎝
Then Equation (44) is rearranged and substituted in for

∂η̂0
to obtain
∂y

⎡
∂ηˆ ⎞ ∂ηˆ ⎤
⎛
g ⎢2ιˆηˆ0(1) − ⎜ 2ιˆηˆ0(1) − ιˆ 0 ⎟ − ιˆ 0 ⎥ ,
∂x ⎦
∂x ⎠
⎝
⎣
which is clearly equal to zero.
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(44)

(45)

Table 9. Powers of Δnj = (Δ ∠ mπ / 3) for a Hexagonal Submesh
n

n
m
0
1
2
3
4
5

Δn1
Δn2
Δn3
Δn4
Δn5
Δn6

1

2

Δ∠0
Δ∠π / 3
Δ∠2π / 3
Δ∠π
Δ∠4π / 3
Δ∠5π / 3

3

Δ2∠0
Δ2∠2π / 3
Δ2∠4π / 3
Δ2∠0
Δ2∠2π / 3
Δ2∠4π / 3

Δ3∠0
Δ3∠π
Δ3∠0
Δ3∠π
Δ3∠0
Δ3∠π

4

5

Δ4∠0
Δ4∠4π / 3
Δ4∠2π / 3
Δ4∠0
Δ4∠4π / 3
Δ4∠2π / 3

Δ5∠0
Δ5∠5π / 3
Δ5∠4π / 3
Δ5∠π
Δ5∠2π / 3
Δ5∠π / 3

6
Δ6∠0
Δ6∠0
Δ6∠0
Δ6∠0
Δ6∠0
Δ6∠0

Derivative Approximation

Interior Case

An expression for the derivative terms of the truncation error formula (Equation 15 or Equation
18) may be developed as follows. Let either û or v̂ be approximated by a sixth order polynomial
f (Δ j ) ≈ pˆ (Δ j ) = aˆ0 + aˆ1Δ j + aˆ 2 Δ2j + aˆ3 Δ3j + aˆ 4 Δ4j + aˆ5 Δ5j + aˆ6 Δ6j

(46)

where the â’s are constant, and all terms are complex. Difference estimates of the derivative
terms of Equation (46) are derived by applying the geometry of Figure 3 and requiring that, on
the interior (Ω),

Ω

p0(6 ) = 6!aˆ6 and that
Ω

p0(6 ) = α 60 f 0 + α 61 f1 + K + α 66 f 6
= α 60 (aˆ0 )
+ α 61 aˆ0 + aˆ1Δ1 + K + aˆ6 Δ61
+ α 62 aˆ0 + aˆ1Δ 2 + K + aˆ6 Δ62
+L
+ α 66 aˆ0 + aˆ1Δ 6 + K + aˆ6 Δ66 ,

(
(

)
)

(

)
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(47)

After grouping the â terms, Equation (47) may be written
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1
0

1
Δ1

1
Δ2

0
0

Δ21
M

Δ22
M

0

M
M

M
M

Δ

Δ

0
0

6
1

6
2

1
L
L

1
L
L

1
L
L

O
O
O
L

L

L

1 ⎤ ⎡α 60 ⎤ ⎡ 0 ⎤
⎥⎢ ⎥ ⎢ ⎥
Δ 6 ⎥ ⎢α 61 ⎥ ⎢ 0 ⎥
Δ26 ⎥ ⎢α 62 ⎥ ⎢ 0 ⎥
⎥⎢ ⎥ ⎢ ⎥
M ⎥ ⎢α 63 ⎥ = ⎢ 0 ⎥ .
M ⎥ ⎢α 64 ⎥ ⎢ 0 ⎥
⎥⎢ ⎥ ⎢ ⎥
M ⎥ ⎢α 65 ⎥ ⎢ 0 ⎥
Δ66 ⎥⎦ ⎢⎣α 66 ⎥⎦ ⎢⎣6!⎥⎦

(48)

Equation (48) is solved to yield:
Ω

( f1 + f 2 + f 3 + f 4 + f 5 + f 6 − 6 f 0 ) .
p0(6 ) = 120
Δ6

(49)

Order of Accuracy of Interior Submesh Derivative Approximation

The estimate of the sixth derivative of f (Equation 49),
Ω

p0(6 ) =

120
( f1 + f 2 + f 3 + f 4 + f 5 + f 6 − 6 f 0 ) = f 0(6 ) + ε ,
6
Δ

(50)

where ε is truncation error, is O(Δ6) accurate. This is shown below.
From the Taylor series expansion,

Ω

p0(6 ) = f 0(6 ) + ε =

120 ⎛
⎜ − 6 f0 +
Δ6 ⎜⎝

1 (2 ) 2
1
f 0 Δ1 + L + f 0(6 )Δ61 + L +
2!
6!
1
1
f 0 + f 0(1)Δ 2 + f 0(2 )Δ22 + L + f 0(6 )Δ62 + L + .
2!
6!
M
f 0 + f 0(1)Δ1 +

f 0 + f 0(1)Δ 6 +

(51)

1 (2 ) 2
1
⎞
f 0 Δ 6 + L + f 0(6 )Δ66 + L + ⎟.
2!
6!
⎠

Note that while Δ is a real number, the Δj are complex. Equation (51) reduces to (recall Table 9):
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Ω

p0(6 ) = f 0(6 ) + ε =

⎞
120 ⎛ 6 (6 ) 6 6 (12 ) 12
6
⎜ f0 Δ +
f0 Δ + L +
f 0(6 n )Δ6 n + L⎟⎟, n ∈ ℵ ,
6 ⎜
(6n )!
Δ ⎝ 6!
12!
⎠

(52)

6 ⋅ 6! (12 ) 6
6 ⋅ 6! (6 n ) 6 (n −1)
f0 Δ + L +
f Δ
+ L, n ∈ℵ ,
(6n )! 0
12!

(53)

or

Ω

p0(6 ) = f 0(6 ) + ε = f 0(6 ) +

where ℵ = {1,2,3,...}. Considering the two expressions on either side of the right-hand equals
sign,

ε=

6 ⋅ 6! (12 ) 6
6 ⋅ 6! (6 n ) 6(n−1)
f0 Δ + L +
f Δ
+ L, n ∈ ℵ .
(6n )! 0
12!

(54)

Since ε = O(Δ6), Equation (50) is a sixth-order accurate estimate of f 0(6 ) .

Boundary Case 1

In like manner an expression for f 0(6 ) is developed at the boundary (Γ) and substituted into the
truncation error formula (Equation 15 or Equation 18) in order to estimate truncation error there.
For boundary nodes of valence three (i.e., boundary nodes that form the vertex of exactly three
elements) having “trapezoidal” neighbors (Figure 4), f 0(6 ) is calculated by using nodes at angles

π/6 and 5π/6 from the horizontal, instead of the fictitious nodes at 4π/3 and 5π/3, which are
exterior to the mesh. The estimate for the f 0(6 ) at the boundary is

Γ

p0(6 ) =

20
[(− 18 − ιˆ12s ) f1 + (− 3 − ιˆ5s ) f 2 + (63 − ιˆ21s ) f 3
7 Δ6
+ (− 18 + ιˆ12 s ) f 6 + (− 3 + ιˆ5s ) f 5 + (63 + ιˆ21s ) f 4 − 84 f 0 ] ,

where s = √3 and the terms are arranged so as to emphasize symmetry.
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(55)

Order of Accuracy of boundary submesh derivative approximation

It is shown that

Γ

p0(6 ) is at least O(Δ) accurate. This is shown below in a manner similar to that of

the interior derivative estimator.
From the Taylor series expansion,
1 ⎡
β 60 f 0 +
Δ6 ⎢⎣
1
1
⎞
⎛
β 61 ⎜ f 0 + f 0(1)Δ1 + f 0(2 )Δ21 + L + f 0(6 )Δ61 + L + ⎟
2!
6!
⎠
⎝
1
1
⎞
⎛
β 62 ⎜ f 0 + f 0(1)Δ 2 + f 0(2 )Δ22 + L + f 0(6 )Δ62 + L + ⎟ .
2!
6!
⎠
⎝
M
1
1
⎞⎤
⎛
β 66 ⎜ f 0 + f 0(1)Δ 6 + f 0(2 )Δ26 + L + f 0(6 )Δ66 + L + ⎟⎥.
2!
6!
⎠⎦
⎝
Γ

p0(6 ) = f 0(6 ) + ε =

(56)

This formula may be rearranged
p0(6 ) = f 0(6 ) + ε =
1 ⎡
f 0 (β 60 + β 61 + β 62 + L + β 66 ) +
Δ6 ⎢⎣
f 0(1) (β 61Δ1 + β 62 Δ 2 + L + β 66 Δ 6 ) +
1 (2 )
f 0 β 61Δ21 + β 62 Δ22 + L + β 66 Δ26 + L
2!
1 (6 )
⎤
f o β 61Δ61 + β 62 Δ62 + L + β 66 Δ66 + HOT ⎥
6!
⎦

Γ

(
(

(57)

)
)

In matrix form,
Γ

p0(6 ) = f 0(6 ) + ε = HOT + Δ−6 ×

[β 60

β 61 β 62

β 63 β 64

β 65

⎡1
⎢
⎢1
β 66 ]⎢ 1
⎢
⎢M
⎢1
⎣
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0
Δ1
Δ2

0
Δ21
Δ22

M
Δ6

M
Δ26

L
L
L
O
L

⎡
⎤
⎢ f0 ⎥
0 ⎤ ⎢ (1) ⎥
⎥⎢ f0 ⎥
Δ61 ⎥ ⎢
⎥
(2 ) ⎥
6 ⎥⎢ 1
Δ 2 ⎢ f0 ⎥
⎥ 2!
⎥
M ⎥⎢
M ⎥
6 ⎥⎢
Δ6 ⎦⎢
⎥
⎢ 1 f (6 ) ⎥
⎢⎣ 6! 0 ⎥⎦

(58)

The product of the left two matrices is
⎡1 L 0 ⎤
[β 60 L β 66 ]⎢⎢M O M ⎥⎥ =
⎢⎣1 L Δ66 ⎥⎦
[− 84 − 18 − ιˆ12s − 3 − ιˆ5s 63 − ιˆ21s 63 + ιˆ62s − 3 + ιˆ5s − 18 + ιˆ12s ]×
⎡1
0
0
⎢
Δ
Δ2
⎢1
⎢1 Δ(3a + ιˆb ) 3Δ2 (a + ιˆb )
⎢
M
M
⎢M
⎢1
−Δ
Δ2
⎣

L
L
L
O
L

⎤
⎥
Δ ⎥
6
− 27 Δ6 ⎥ = 0 0 L 0 6! Δ
⎥
M ⎥
Δ6 ⎥⎦

(59)

0

6

[

The product of the three matrices is Δ6 f 0(6 ) . Therefore

Γ

]

p0(6 ) = f 0(6 ) + ε = HOT + f 0(6 ) , ε = HOT =

O(Δ).

Boundary Case 2

In a manner similar to the above derivations, it can be shown that the estimator for

Γ

p0(6 )

⎡− 6(9 + 4 s )
⎤
⎢− 9 − s − 3ιˆ(13 + 7 s )⎥
⎢9 + 15s − ιˆ(9 + s ) ⎥
60 ⎢− 3 + 4s − 3ιˆ(1 − 2s )⎥
= 6⎢
⎥ f0
Δ 60 − 12s
⎢− 3 + 4s + 3ιˆ(1 − 2s )⎥
⎢ 9 + 15s + ιˆ(9 + s ) ⎥
⎢⎣− 9 − s + 3ιˆ(13 + 7 s )⎥⎦

[

f1 L

given a semicircular difference molecule (Figure 8) is O(Δ2) accurate.
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]

f7 ,

Γ

f 0(6 ) ,

(60)

APPENDIX D
INDEPENDENCE OF LINEAR LTE MAGNITUDE
FROM THE ORIENTATION OF TIDAL ELLIPSES
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LTE is proportional to a linear combination of the velocity variables:

τˆME ∝ ιˆ∑ αˆ 6 j uˆ j + ∑ αˆ 6 j vˆ j
j

(61)

j

If the coordinate axes are realigned by the rotation equations,
x = x ′ cosθ − y ′ sin θ
y = x ′ sin θ + y ′ cosθ

(62)

x′ = x cos θ + y sin θ
,
y′ = − x sin θ + y cos θ

(63)

or

so that Δ1 (Figure 3) lies along the new x-axis,

τˆME ∝ ιˆ∑ αˆ 6 j (uˆ j cos θ + vˆ j sin θ ) + ∑ αˆ 6 j (− uˆ j sin θ + vˆ j cos θ ) .
j

(64)

j

Gathering the velocity terms,

τˆME ∝ ∑ αˆ 6 j (ιˆuˆ j cos θ − uˆ j sin θ ) + ∑ αˆ 6 j (ιˆvˆ j sin θ + vˆ j cos θ ) .

(65)

τˆME ∝ ιˆ∑ αˆ 6 j (uˆ j cos θ + ιˆuˆ j sin θ ) + ∑ αˆ 6 j (vˆ j cos θ + ιˆvˆ j sin θ ) .

(66)

j

j

Rearranging,

j

j

Factoring out the trigonometric terms,
⎛

⎞

τˆME ∝ (cos θ + ιˆ sin θ )⎜⎜ιˆ∑ αˆ 6 j uˆ j + ∑ αˆ 6 j vˆ j ⎟⎟
⎝

j

j

⎠

(67)

The RHS has the same magnitude as that of the original expression, therefore mod τˆME is
independent of the orientation of the coordinate axes with respect to the velocity field.
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APPENDIX E
TIDAL ELLIPSES
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Rotation Of Tidal Ellipses
The velocity vectors trace out a tidal ellipse in the complex plane according to

(

)

(

)

wˆ = Re uˆeιˆωt + ιˆ Re vˆeιˆωt ,

(68)

Where t is time and wˆ = 0 + 0ιˆ would correspond to a point located at the center of the tidal
ellipse. Alternatively,
wˆ = uˆ cos(ωt − θ uˆ ) + ιˆ vˆ cos(ωt − θ vˆ ) ,

(69)

where uˆ = uˆ ∠θ uˆ and vˆ = vˆ ∠θ vˆ . The tidal ellipse may be rotated counterclockwise through an
angle ϕ by multiplying every vector that extends from the center of the tidal ellipse to any point
on the ellipse by the unit vector 1∠ϕ , so that the tidal ellipse is not represented by
wˆ ′ = [ uˆ cos(ωt − θ uˆ ) + ιˆ vˆ cos(ωt − θ vˆ )](cos ϕ + ιˆ sin ϕ ) .

(70)

Equation (70) expands to yield

wˆ ′ = uˆ cos ϕ cos(ωt − θ uˆ ) + ιˆ uˆ sin ϕ cos(ωt − θ uˆ )

+ ιˆ vˆ cos ϕ cos(ωt − θ vˆ ) − vˆ sin ϕ cos(ωt − θ vˆ )

.

(71)

Like terms are collected:
wˆ ′ = uˆ cos ϕ cos(ωt − θ uˆ ) − vˆ sin ϕ cos(ωt − θ vˆ )

+ ιˆ[ uˆ sin ϕ cos(ωt − θ uˆ ) + vˆ cos ϕ cos(ωt − θ vˆ )]

.

(72)

Let A = û cos ϕ , B = − v̂ sin ϕ , C = û sin ϕ , D = v̂ cos ϕ . Then
wˆ ′ = A cos(ωt − θ uˆ ) + B cos(ωt − θ vˆ ) + ιˆ[C cos(ωt − θ uˆ ) + D cos(ωt − θ vˆ )] .
The angle addition formula is applied:
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(73)

wˆ ′ = A cos ωt cos θ uˆ + A sin ωt sin θ uˆ + B cos ωt cos θ vˆ + B sin ωt sin θ vˆ +

ιˆ(C cos ωt cosθ uˆ + C sin ωt sin θuˆ + D cos ωt cosθ vˆ + D sin ωt sin θ vˆ ) .

(74)

And the terms are rearranged:
wˆ ′ = A cos ωt cos θ uˆ + B cos ωt cos θ vˆ + A sin ωt sin θ uˆ + B sin ωt sin θ vˆ +

ιˆ(C cos ωt cosθ uˆ + D cos ωt cosθ vˆ + C sin ωt sin θuˆ + D sin ωt sin θ vˆ ) .
Let

E = A cosθuˆ + B cosθ vˆ

F = A sin θ uˆ + B sin θ vˆ

,

,

(75)

G = C cosθ uˆ + D cosθ vˆ

,

and H = C sin θuˆ + D sin θ vˆ , which allows the form
wˆ ′ = E cos ωt + F sin ωt + ιˆ(G cos ωt + H sin ωt )

(76)

or, factoring out the magnitudes of the implied circles:
⎞
⎛
E
F
cos ωt +
sin ωt ⎟⎟
wˆ ′ = E 2 + F 2 ⎜⎜
2
2
2
2
E +F
⎠
⎝ E +F
⎞
⎛
G
H
cos ωt +
sin ωt ⎟⎟.
+ G 2 + H 2 ⎜⎜
2
2
G2 + H 2
⎠
⎝ G +H
Let cos α =

E
E2 + F 2

, sin α =

F
E2 + F 2

, cos β =

G
G +H
2

2

, and sin β =

wˆ ′ = E 2 + F 2 (cos ωt cos α + sin ωt sin α )
+ ιˆ G 2 + H 2 (cos ωt cos β + sin ωt sin β ).

(77)

H
G + H2
2

; then

(78)

Again, applying the angle addition formula,
wˆ ′ = E 2 + F 2 cos(ωt − α ) + ιˆ G 2 + H 2 cos(ωt − β )

or
wˆ ′ = uˆ ′ cos(ωt − α ) + ιˆ vˆ′ cos(ωt − β ) ,
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(79)

which is the same form as (69). Therefore, the parameters of the rotated tidal ellipse wˆ ′ may be
computed by first computing A, B, C, and D, then E, F, G, and H, and finally the magnitude and
angle parameters.

Alternative Representation of a Tidal Ellipse

In comparing harmonics of velocity between simulations or between meshes, the geometric
properties of the tidal ellipse may be referenced rather than the separate amplitude and phase of
the x- and y-velocities (see also Xu 2000, after which the following is adapted).
Given
u = au cos(ωt − φu )

(80)

v = av cos(ωt − φv )

(81)

The tidal velocity vector is, in the complex plain,
w = u + ιˆv

(82)

w = au cos(ωt − φu ) + ιˆav cos(ωt − φv )

(83)

eιˆ (ωt −φu ) + ιˆe −ιˆ (ωt −φu )
eιˆ (ωt −φv ) + ιˆe −ιˆ (ωt −φv )
+ av
2
2

(84)

au e −ιˆφu + ιˆav e −ιˆφv ιˆωt au eιˆφu + ιˆav eιˆφv −ιˆωt
e +
e
.
2
2

(85)

w = au

w=
Let

uˆ = au ∠ − φu ,

(86)

vˆ = av ∠ − φv ,

(87)

wp =

uˆ + ιˆvˆ
, and
2
181

(88)

∗

⎛ uˆ − ιˆvˆ ⎞
wm ≡ ⎜
⎟ ,
⎝ 2 ⎠

(89)

where the asterisk indicates complex conjugation. Then
a = mod w p + mod wm

(90)

b = mod w p − mod wm

(91)

Where a is the length of the semi-major axis and b is the is the length of the semi-minor axis.
The sign of b determines the rotational direction of the ellipse: counterclockwise for b > 0 (mod
wm < mod wp) and clockwise for b < 0 (mod wm > mod wp).
c = a2 − b2

(92)

Where c is the distance from the center of the ellipse to either focus. The eccentricity, e, is then
e=

c
a

(93)

The phase, φ, is the angle ωt at which w is maximum,

φ=

arg wm − arg w p
2

+ nπ , n ∈ ℑ

(94)

The selection of n = 0 is made. The inclination or orientation, θ, of the ellipse is the angle the
semi-major axis makes with the positive x-axis:

θ=

arg wm + arg w p
2

+ nπ , n ∈ ℑ

Let n be chosen such that 0 ≤ θ < π (i.e., so that θ is between zero and 180°).
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(95)

Comparison of Tidal Ellipses

The comparison of the major semi axes, minor semi axes, and eccentricity of two ellipses is
straightforward, but suppose one wishes to compare the inclination and the phase. Consider the
example of two tidal ellipses (Figure 53), the vectors of which are both rotating
counterclockwise. The principal inclinations of ellipses ABC (solid-headed vector OA) and DEB
(hollow-headed vector OG) differ by 150°. Taking the spatial angle of the velocity vector that is
in effect at time zero as representative of the temporal phase angle (ωt, frequency × time, the
angle to reach the next peak velocity magnitude) at which the instantaneous velocity vector
coincides with the principal inclinations, phase vector OC (not drawn) of ellipse ABC is 150°
(where phase lag is positive) from semi-major axis OA, the phase vector OF (not drawn) for
ellipse DEB is -30° from semi-major axis OG, for a difference of 180°. Are the inclination and
phase errors 150° and 180°? No. For the sake of consistency, herein the inclination and phase
errors are computed so as to consistently minimize phase error. In this example, the semi-major
axis of ellipse DEB is redefined to be the semi-major axis OD (solid-headed vector). Now the
phase vector of ellipse DEB is 150° from its semi-major axis. Therefore the difference between
inclinations becomes 30° and the difference between phase vectors (and phases) becomes zero.
For the general case, the following procedure is applied in order to properly determine
the relative phase and orientation between two ellipses.
For each ellipse:
Select a sufficiently small increment, d(ωt), for ωt (d[ωt] = 30° should be small enough).
For all ωt = j dωt, j = 0, 1, 2,…, n, n d(ωt) < 2π; compute the points located on the
ellipse, (x(ωt),y(ωt)), the distance between the center of the ellipse and the points on the ellipse,
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r(ωt), and the angle, θωt ∈ [0,2π) that the segments extending from the center to the points on the

ellipse make. Put all the data in a table.
Find the maximum r-value of the values just computed, and the two values in the table
that are closest to it (should be the maximum value and another value very close to it, if not
identical to it, if the choice of d(ωt) divides evenly into a circle). Mark the corresponding rows of
the table.
Select the marked row that contains the value of θωt that is closest to the orientation θ of
the ellipse. The value of ωt in the same row is close to the new value of phase that the phase φ of
the current ellipse is to be adjusted to. Adjust φ for the current ellipse by adding or subtracting π
until φ is as close as possible to ωt. The phase of each ellipse is now the angle ωt required to
travel from the initial point to the node (the perigee above the x-axis; the point on the ellipse
above the x-axis that is furthest from the center).
In order to compare ellipses 2 to ellipse 1 (2-1):
Compute Δθ = θ 2 − θ 1 .
Compute Δφ = φ 2 − φ1 .
If Δφ > π, subtract π from both Δφ and Δθ until − π / 2 ≤ Δφ < π / 2 ;
Elseif Δφ < -π, add π to both Δφ and Δθ until − π / 2 ≤ Δφ < π / 2 .
If Δθ < 2π, add 2π to until − π ≤ Δθ < π .
If Δθ > 2π, subtract 2π to until − π ≤ Δθ < π .

184

Figure 53. Tidal ellipses at a given point.
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APPENDIX F
SELECTING AN APPROPRIATE
TARGET LTE FOR LTEA-CD
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Procedure for Selecting a for a Specified Maximum Target Element Size and Maximum
Gradient of Target Element Size
1. Select a value for the maximum gradient of target element size, ∇Δ*

bound

. For Æ-ARC of 2.0,

this value is ¾ if computing element size as the mean of elelement edge lengths that coincide
with a node.
2. Compute Dmax , Dmin , and ∇D
3. Compute

Δ * big
Δ * small

=

max

and abound = ∇Δ*

bound

∇D

max

.

Dmax
and Δ* big , bound = abound Dmax .
Dmin

4. Select Δ* big ≤ Δ* big , bound .
5. Compute a =

Δ* big
Dmax

.

6. Compute Δ * = aD .

Relating a to Target Localized Truncation Error; Details on Procedure for Selecting a
The LTE estimate is

τˆME = Δ6

ιˆω + τ
1440

(ιˆuˆ ( ) + vˆ( ) ) .
6

6

(96)

Let D̂ be the deterministic part of the LTE:

ιˆω + τ (6 ) (6 )
ιˆuˆ + vˆ .
Dˆ =
1440

(

)

(97)

In order to uniformitize LTE, the value of LTE is held constant and the target spacing is solved
for:
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Δ6* =

τˆME
Dˆ

=

τˆME

(

)

∠ θτˆME − θ Dˆ .

Dˆ

(98)

Since Δ is real and therefore Δ6 is real,
Δ6* =

τˆME
Dˆ

.

(99)

Next, a formula is developed by which Δ* may be estimated.
ln Δ* =

ln τˆME − ln Dˆ

(100)

6

−1
⎛
⎞
⎛ ln τˆME
⎜ ln τˆME ln Dˆ ⎟
Δ* = exp⎜
+
⎟ = exp⎜⎜
6 ⎟
⎜ 6
⎝ 6
⎝
⎠

⎛ ln Dˆ −1 ⎞
⎞
⎜
⎟
⎟⎟ exp⎜
⎟
⎜ 6 ⎟
⎠
⎝
⎠

(101)

Let
⎛ ln Dˆ −1 ⎞
⎜
⎟ ˆ −1 6
D = exp⎜
⎟= D
⎜ 6 ⎟
⎝
⎠

(102)

and
⎛ ln τˆME
a = exp⎜⎜
⎝ 6

⎞
⎟.
⎟
⎠

(103)

Then
Δ * = aD

(104)

∇Δ * = a ∇D .

(105)

and

Let
∇Δ *

bound

≥ ∇Δ *

max
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= a ∇D

max

(106)

and
abound =

∇Δ *
∇D

bound

≥ a.

(107)

max

Let
Δ big = aDmax ≥ Δ* ,

(108)

Δ big , bound = abound Dmax ,

(109)

and
Δ big
Δ small

=

Dmax
.
Dmin

189

(110)

APPENDIX G
GRADIENTS OF MESH ATTRIBUTES
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In this appendix, the process of computing gradients of functions over linear triangular elements
is explained.

Derivation

Let a 2D mesh be defined in the x/y plane. Let z represent any attribute (e.g., mesh resolution).
The equation of a plane in 3-space is

ax + by + cz + d = 0

(111)

The gradient of z is
∇z =

ai + bj
−c

(112)

Given an element of a mesh, with nodes numbered 1, 2, and 3 (counter clockwise) the
coefficients a, b, and c, of the plane that coincides with the element may be derived as follows.
Let
u = x2 , y2 , z 2 − x1 , y1 , z1 and

(113)

v = x3 , y3 , z3 − x2 , y2 , z 2 .

(114)

n = v × (− u ) = − v × u = u × v .

(115)

The vector normal to the plane is

The normal vector is computed as
i

j

n = u × v = ux
vx

uy
vy

k

u z = u y vz − u z v y , u z vx − u x vz , u x v y − u y vx = nx , n y , nz .
vz

The equation of the plane is
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(116)

x − x1 , y − y1 , z − z1 • n = 0 ,

(117)

nx x + n y y + nz z + d = 0 .

(118)

Therefore, the largest directional derivative of z is (applying Equation 112)
∇z =

nx i + n y j
− nz

=

nx2 + n y2
nz

.

(119)

Computational Steps

The following steps are carried out in order to compute the maximum directional derivative over
a given element.
1. Compute u = x2 , y2 , z 2 − x1 , y1 , z1 .
2. Compute v = x3 , y3 , z3 − x2 , y2 , z 2 .
3. Compute n = u y v z − u z v y , u z v x − u x v z , u x v y − u y v x .

4. Compute ∇z =

n x2 + n y2
nz

.

Scaling to Limit the Magnitude of the Maximum Gradient
If a field of z values is scaled by a factor a, ∇z is also scaled by a. This fact is used to control
the gradient of target element sizes. This can be shown by multiplying the z field by the constant
factor, and carrying out the computational steps of the previous section:
u = x2 , y2 , az2 − x1 , y1 , az1 = x2 − x1 , y2 − y1 , a ( z2 − z1 )
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(120)

v = x3 , y3 , az3 − x2 , y2 , az 2 = x3 − x2 , y3 − y2 , a ( z3 − z 2 )

(121)

n = a (u y vz − u z v y ), a(u z vx − u x vz ), u x v y − u y vx

(122)

∇z =

a 2 nx2 + a 2 n y2
nz
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=a

nx2 + n y2
nz

(123)

APPENDIX H
LOCALIZED TRUNCATION ERROR ESTIMATE
FOR THE NONLINEAR SHALLOW WATER EQUATIONS
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The x- and y-direction shallow water momentum equations are (Luettich et al. 1992)
∂u
∂u
∂u
+u
+ v − fv
∂t
∂x
∂y
⎡
⎤ E ⎛ ∂ 2uH ∂ 2 vH ⎞ Dx Bx τ sx
∂ p
⎟+
= − ⎢ s + g (ζ − αη )⎥ + h 2 ⎜⎜
+
+
+
− τ ∗u
2
2 ⎟
∂x ⎣ ρ 0
∂
∂
H
x
y
H
H
H
ρ
⎝
⎠
0
⎦

(124)

∂v
∂v
∂v
+ u + v + fu
∂t
∂x
∂y
⎤ E ⎛ ∂ 2uH ∂ 2vH ⎞ Dy By τ sy
∂ ⎡ ps
⎟+
= − ⎢ + g (ζ − αη )⎥ + h 2 ⎜⎜
+
+
+
− τ ∗v.
2
∂y ⎣ ρ 0
∂y 2 ⎟⎠ H H ρ 0 H
⎦ H ⎝ ∂x

(125)

and

Let the shallow water momentum equations be simplified by not considering any barotropic
forcing ( p s = 0 ), eddy viscocity (Eh2 = 0), momentum dispersion (Dx = Dy = 0), baroclinic
pressure gradient (Bx = By = 0) or wind forcing ( τ sx = τ sy = 0 ). Therefore the momentum
equations become
2
2
∂u C f u + v
∂u
∂u
∂
+
u − fv = −u − v − g (ζ − αη ) and
∂t
H
∂x
∂y
∂x

(126)

2
2
∂v C f u + v
∂v
∂v
∂
+
v + fu = −u − v − g (ζ − αη ) .
∂t
H
∂x
∂y
∂y

(127)

The corresponding discrete equations, as solved by ADCIRC are (Luettich and Westerink 2004)
⎛ ΔtC u 2 + v 2 s ⎞
⎜
⎟ s +1 fΔt s+1
f
s +1
⎜1 +
⎟u − 2 v
2H
⎜
⎟
⎝
⎠
⎛ ΔtC u 2 + v 2 s ⎞
s
s
⎜
⎟ s Δt 6 ⎡ s ⎛ ∂u ⎞ s ⎛ ∂u ⎞⎤
f
⎜
⎜
⎟
u
u
v
= ⎜1 −
+
−
∑⎢
⎜ ∂y ⎟⎟⎥
⎟
2 H s +1
6 n=1 ⎣ ⎜⎝ ∂x ⎟⎠
⎜
⎟
⎝
⎠⎦ n
⎝
⎠
s
Δtfv
gΔt 6 ⎡ ∂
(ζ − αη )s + ∂ (ζ − αη )s+1 ⎤⎥
+
−
∑
⎢
∂x
2
12 n=1 ⎣ ∂x
⎦n
and
195

(128)

⎛ ΔtC u 2 + v 2 s ⎞
⎟ s +1 fΔt s+1
⎜
f
s +1
⎜1 +
⎟v + 2 u
2H
⎜
⎟
⎝
⎠
⎛ ΔtC u 2 + v 2 s ⎞
s
s
⎤
⎜
⎟ s Δt 6 ⎡ s ⎛ ∂v ⎞
f
s ⎛ ∂v ⎞
⎜
⎟
⎜
⎟⎟⎥
v
u
v
= ⎜1 −
−
+
⎢ ⎜
∑
s +1
⎟
⎜
⎟
2H
6 n=1 ⎣ ⎝ ∂x ⎠
⎜
⎟
⎝ ∂y ⎠⎦ n
⎝
⎠
Δtfu s gΔt 6 ⎡ ∂
(ζ − αη )s + ∂ (ζ − αη )s+1 ⎤⎥
−
−
∑
⎢
2
12 n=1 ⎣ ∂y
∂y
⎦n

(129)

Where u, v, H, f, and Cf are evaluated at the central node and u , v , and the derivative terms are
evaluated over the elements adjacent to the central node. Let ξ = ζ+αη. The equations may be
rearranged:
s

2
2
u s +1 − u s C f u + v
f
+
u s + u s +1 − v s + v s +1 =
s +1
Δt
2H
2
s
s
s
s +1
6
6
⎛ ∂u ⎞ ⎤ g ⎡ 6 ⎛ ∂ξ ⎞
− 1 ⎡ 6 ⎛ ∂u ⎞
⎛ ∂ξ ⎞ ⎤
⎢∑ ⎜ u
⎟ + ∑ ⎜ v ⎟ ⎥ − ⎢∑ ⎜ ⎟ + ∑ ⎜ ⎟ ⎥
6 ⎢ n=1 ⎝ ∂x ⎠ n n=1 ⎜⎝ ∂y ⎟⎠ n ⎥ 12 ⎢⎣ n=1 ⎝ ∂x ⎠ n n=1 ⎝ ∂x ⎠ n ⎥⎦
⎣
⎦

(

)

(

)
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and
s

2
2
v s +1 − v s C f u + v
f
+
v s + v s+1 + u s + u s+1 =
s +1
Δt
2H
2
s
s
s +1
s
6
6
6
⎡
⎤
⎡
⎛ ∂v ⎞
⎛ ∂ξ ⎞ ⎤
−1
g 6 ⎛ ∂ξ ⎞
⎛ ∂v ⎞
⎢∑ ⎜ u ⎟ + ∑ ⎜ v ⎟ ⎥ − ⎢∑ ⎜ ⎟ + ∑ ⎜ ⎟ ⎥
6 ⎢ n=1 ⎝ ∂x ⎠ n n=1 ⎜⎝ ∂y ⎟⎠ n ⎥ 12 ⎢ n=1 ⎜⎝ ∂y ⎟⎠ n n=1 ⎜⎝ ∂y ⎟⎠ n ⎥
⎣
⎦
⎣
⎦

(

)

(

)
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A localized truncation error estimate is constructed by taking the difference between the sum of
the x- and y- discrete momentum equations,
s

[

]

2
2
Δu 4 + Δv4 C f u 4 + v4
(u 4 + v 4 )s + (u 4 + v 4 )s +1 + f u 4s + u 4s +1 − v 4s − v 4s +1
+
s +1
Δt
2H 4
2
s
s
s
s
6
6
6
⎛ ∂u ⎞
⎛ ∂v ⎞ ⎤
− 1 ⎡ 6 ⎛ ∂u ⎞
⎛ ∂v ⎞
⎟ + ∑ ⎜v
⎟ ⎥
=
⎢∑ ⎜ u
⎟ + ∑ ⎜u
⎟ + ∑ ⎜v
6 ⎢ n =1 ⎝ ∂x ⎠ n n =1 ⎝ ∂x ⎠ n n =1 ⎜⎝ ∂ y ⎟⎠ n n =1 ⎜⎝ ∂y ⎟⎠ n ⎥
⎣
⎦
s +1
s
s +1
s
6
6
6
6
⎡
⎤
⎛ ∂ξ ⎞
⎛ ∂ξ ⎞
g
⎛ ∂ξ ⎞
⎛ ∂ξ ⎞
⎟⎟ + ∑ ⎜
⎟⎟ ⎥
−
⎢∑ ⎜
⎟ + ∑ ⎜⎜
⎟ + ∑ ⎜⎜
12 ⎢ n =1 ⎝ ∂x ⎠ n n =1 ⎝ ∂y ⎠ n n =1 ⎝ ∂ x ⎠ n
n =1 ⎝ ∂ y ⎠ n ⎥
⎣
⎦
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(

)
(132)

and the x- and y- continuous momentum equations,

C u 2 + v2
∂
(u + v ) + u⎛⎜⎜ ∂v + ∂v ⎞⎟⎟ + v⎛⎜⎜ ∂u + ∂u ⎞⎟⎟ + f (u − v ) = − g ⎛⎜⎜ ∂ξ + ∂ξ ⎞⎟⎟ − f
(u + v ) (133)
∂t
H
⎝ ∂x ∂y ⎠ ⎝ ∂x ∂y ⎠
⎝ ∂x ∂y ⎠
to yield:

[

] [

(u + v ) − (u + v ) + O (Δt )2 + C u 2 + v 2 s ⎛⎜ − u s + v s + (u + v ) + (u + v )
Δ(u + v )
−
f
⎜
Δt
2 Δt
2 H s +1
H
⎝
s

s +1

s

]

s

s
s
⎧
6
⎡ (u − v )s + (u − v )s +1
⎡ ∂ (u + v ) ⎤ ⎫⎪
− 1 ⎪ 6 ⎡ ∂ (u + v ) ⎤
s⎤
+ f⎢
− (u − v ) ⎥ =
+∑ v
⎨∑ ⎢u
⎬
∂x ⎥⎦ n n =1 ⎢⎣
∂y ⎥⎦ n ⎪
2
⎣
⎦ 6 ⎪⎩ n =1 ⎣
⎭
s
s +1
s
s +1
⎡
6
6
6
⎛ ∂ξ ⎞
⎛ ∂ξ ⎞ ⎤⎥
g ⎢ 6 ⎛ ∂ξ ⎞
⎛ ∂ξ ⎞
⎜⎜ ⎟⎟
−
∑⎜ ⎟ + ∑⎜ ⎟ + ∑⎜ ⎟ + ∑
12 ⎢ n =1 ⎝ ∂x ⎠ n n =1 ⎜⎝ ∂y ⎟⎠ n n =1 ⎝ ∂x ⎠ n
n =1 ⎝ ∂y ⎠ n ⎥
⎣
⎦

s +1

⎞
⎟
⎟
⎠

(134)

s

⎛ ∂v ∂v ⎞
⎛ ∂u ∂u ⎞
⎛ ∂ξ ∂ξ ⎞
⎟ ,
+ u ⎜ + ⎟ + vs ⎜ + ⎟ + g⎜
+
⎜ ∂x ∂y ⎟
⎜ ∂x ∂y ⎟
⎜ ∂x ∂y ⎟
⎝
⎠
⎝
⎠
⎝
⎠
s

where the overlined terms are evaluated discretely, as in ADCIRC (Luettich and Westerink 2004),
and the underlined terms are evaluated with a greater order of accuracy than the overlined terms.
The overlined terms take the forms
6

∂Z

∑ ∂x

(135a)

n =1
6

∂Z

∑ ∂y

(135b)

n =1

6

∑Y
n =1
6

∑Y
n =1

∂Z
∂x

(135c)

∂Z
∂y

(135d)

where Y and Z are two different variables. If the node and element numbering scheme of Figure
54 is used, then these terms are approximated by (respectively)
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(-Z1+Z2-2*Z3+2*Z5-Z6+Z7)/2/dx ,

(136a)

(Z1+Z2-Z6-Z7)/4/dy ,

(136b)

Y1*(Z2-Z1+Z4-Z3)+
Y2*(Z2-Z1+Z5-Z4)+
2*Y3*(Z4-Z3)+

(136c)

Y4*(2*(Z5-Z3)+Z2-Z1+Z7-Z6)+
2*Y5*(Z5-Z4)+
Y6*(Z4-Z3+Z7-Z6)+
Y7*(Z5-Z4+Z7-Z6) , and

Y1*(3*(Z1-Z4)+Z2-Z3) +
Y2*(3*(Z2-Z4)+Z1-Z5) +
2*Y3*(Z1-Z6) +

(136d)

3*Y4*(Z1+Z2-Z6-Z7) +
2*Y5*(Z2-Z7) +
Y6*(3*(Z4-Z6)+Z3-Z7) +
Y7*(3*(Z4-Z7)+Z5-Z6),

where dy = dx√3 and, e.g., Y1 is the value of Y at node 1. The latter two expressions (136c and
136d) cannot be evaluated in harmonic form. Similar complications would arise in an evaluation
of the underlined terms in Equation (134). For this reason and because of the great complexity
the use of Equation (134) would add to the procedure for determining target element sizes, the
nonlinear terms of the shallow water equations have, for this study, been either omitted or
linearized (as explained in the main text).
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dx
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6
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Figure 54. Node and element numbering scheme for a nonlinear version of LTEA.
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APPENDIX I
ERROR IN THE COMPUTATION OF THE
SUM OF SQUARE ERRORS (SSE)
BASED UPON DATA ERROR
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A tidal resynthesis may be accomplished by summing the tidal constituents:
nc

Actual (θi ) = ∑ Ai cos (θi − φi )

(137)

i =1

Where θi = ωit, ωi is the tidal constituent frequency for constituent i and t is time, Ai is the
amplitude of constituent i, φi is the phase of constituent i, and nc is the number of constituents. If
errors in the amplitude and phase are considered, Equation 137 becomes
nc

Hist (θi ) = ∑ ( Ai + ε iA ) cos (θi − φi − ε iφ )

(138)

i =1

Where εiφ is the phase error and εiA is the amplitude error. Note the distinction between reality
and history, actual and historical. The trigonometric term in Equation (138) may be expanded:

cos (θi − φi − ε iφ ) = cos ⎡⎣θi − (φi + ε iφ ) ⎤⎦

= cos θi cos (φi + ε iφ ) + sin θi sin (φi + ε iφ )
= cos θi ( cos φi cos ε iφ − sin φi sin ε iφ )

(139)

+ sin θi ( sin φi cos ε iφ − cos φi sin ε iφ )
For small εiφ,
cos (θi − φi − ε iφ ) = cos θ i ( cos φi − ε iφ sin φi ) + sin θ i ( sin φi + ε iφ cos φi )
= cos θi cos φi + sin θi sin φi + ε iφ ( sin θi cos φi − cos θ i sin φi )

(140)

= cos (θi − φi ) + ε iφ sin (θi − φi )
Therefore,
nc

Hist (θ i ) = ∑ ( Ai + ε iA )[cos(θ i − φi ) + ε iθ sin (θ i − φi )]
i =1

nc

= ∑ [Ai cos(θ i − φi ) + Ai ε iθ sin (θ i − φi ) + ε iA cos(θ i − φi )]
i =1
nc

nc

i =1

i =1

= ∑ [Ai cos(θ i − φi )] + ∑ [Ai ε iθ sin (θ i − φi ) + ε iA cos(θ i − φi )]
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(141)

Leaving this aside for a moment, suppose that one is interested in the sum of square
errors between the actual and model resynthesized tidal signals,
SSE = ∑ ( Actuali − Modi ) = ∑ ( Histt − Modt + ε tH )
2

t

2

t

≈ ∑ ⎡( Histt − Modt ) + 2ε tH ( Histt − Modt ) ⎤
⎣
⎦
t
2

(142)

= ∑ ( Histt − Modt ) + ∑ 2ε tH ( Histt − Modt )
2

t

t

Where, in the expression on the second line, second-order error terms are neglected, and
nc

ε tH = ∑ ⎡⎣ Ai ε iθ sin (θi − φi ) + ε iθ cos (θ i − φi ) ⎤⎦

(143)

i =1

Therefore, the approximation
SSE = ∑ ( Actualt − Modt ) ≈ ∑ ( Histt − Mod t )
2

t

2

(144)

t

Has error of

ε SSE = 2∑ ε tH ( Histt − Modt )

(145)

t

The sum of square differences between the actual signal and the actual signal’s mean is equal to
the population variance, times the number of samples:

(

VAR ⋅ N = ∑ Actualt − Actual

)

2

(146)

t

The above may be written in terms of the Historical data:

∑ (Actual

t

− Actual

) = ∑ (Hist
2

t

t

t

+ ε tH − Hist − ε Hist

)

2

(147)

An expression for ε Hist may be derived by considering the calculation of Actual :
Actual =

1
N

∑ Actual

t

t

=

1
N

∑ (Hist
t
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t

+ ε tH ) =

1
N

∑ Hist
t

t

+

1
N

∑ε
t

tH

(148)

The expression for VAR⋅N becomes

(

) = ∑ [(Hist − Hist ) + (ε
− Hist ) + 2(Hist − Hist )(ε − ε )]

VAR ⋅ N = ∑ Actualt − Actual
t

[(

≈ ∑ Histt
t

2

t

tH

t

]

− ε Hist )

2

2

t

(

)

tH

(

(149)

Hist

)

= ∑ Histt − Hist + ∑ 2 Histt − Hist (ε tH − ε Hist )
2

t

t

Therefore, the statistic SSE / VAR⋅N = MSE / VAR may be written

∑ (Hist

− Mod t )

2

t

t

∑ (Hist

t

− Hist

)

2

≈

∑ ( Actual

− Mod t )

2

t

t

∑ (Actual − Actual )
∑ (Hist − Mod ) + 2∑ ε (Hist

t

∑ (Hist

)

2

t

t

t

=

2

t

t

t

t

tH

)

(

(150)

− Hist + 2∑ Histt − Hist (ε tH − ε Hist )
2

t

t

− Mod t )

t

The RHS may be evaluated for multiple cases of random εiA and εiθ, and an error band about the
LHS may be derived from taking the standard deviation of the RHS.

203

APPENDIX J
POWERS OF THE COMPLEX VECTORS OF THE INTERIOR SUBMESH
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What follow are equations for the conversion of the powers of Δj (interior case) into the form
r∠θ . The notation r∠θ = reιˆθ = r (cosθ + ιˆ sin θ ) and the rule (r∠θ )(s∠φ ) = rs∠θ + φ are

applied. The subscripts are defined in Figure 55.
Δ1 = Δ∠0
Δ 2 = Δ∠ π 3

Δ 3 = Δ∠ 2π 3
Δ 4 = Δ∠π

Δ 5 = Δ∠ 4π 3
Δ 6 = Δ∠ 5π 3

Δ21 = (Δ∠0 )(Δ∠0) = Δ2 ∠0
Δ22 = (Δ∠ π 3)(Δ∠ π 3) = Δ2 ∠ 2π 3
Δ23 = (Δ∠ 2π 3)(Δ∠ 2π 3) = Δ2 ∠ 4π 3
Δ24 = (Δ∠π )(Δ∠π ) = Δ2 ∠2π = Δ2 ∠0
Δ25 = (Δ∠ 4π 3)(Δ∠ 4π 3) = Δ2 ∠ 8π 3 = Δ2 ∠ 2π 3
Δ26 = (Δ∠ 5π 3)(Δ∠ 5π 3) = Δ2 ∠10π 3 = Δ2 ∠ 4π 3
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(

)

Δ31 = Δ21Δ1 = Δ2 ∠0 (Δ∠0) = Δ3∠0

(

)

(

)

Δ32 = Δ22 Δ 2 = Δ2 ∠ 2π 3 (Δ∠ π 3) = Δ3∠π
Δ33 = Δ23 Δ 3 = Δ2 ∠ 4π 3 (Δ∠ 2π 3) = Δ3∠0

(

)

Δ34 = Δ24 Δ 4 = Δ2 ∠0 (Δ∠π ) = Δ3∠π

(

)

Δ35 = Δ25 Δ 5 = Δ2 ∠ 2π 3 (Δ∠ 4π 3) = Δ3∠ 6π 3 = Δ3∠0

(

)

Δ36 = Δ26 Δ 6 = Δ2 ∠ 4π 3 (Δ∠ 5π 3) = Δ2 ∠ 9π 3 = Δ2 ∠3π = Δ2 ∠π

(

)

Δ41 = Δ31Δ1 = Δ3∠0 (Δ∠0) = Δ4 ∠0

(

)

Δ42 = Δ32 Δ 2 = Δ3∠π (Δ∠ π 3) = Δ4 ∠ 4π 3

(

)

Δ43 = Δ33 Δ 3 = Δ3∠0 (Δ∠ 2π 3) = Δ4 ∠ 2π 3

(

)

Δ44 = Δ34 Δ 4 = Δ3∠π (Δ∠π ) = Δ4 ∠0

(

)

Δ45 = Δ35 Δ 5 = Δ3∠0 (Δ∠ 4π 3) = Δ4 ∠ 4π 3

(

)

Δ46 = Δ36 Δ 6 = Δ2 ∠π (Δ∠ 5π 3) = Δ4 ∠ 8π 3 = Δ4 ∠ 2π 3

(

)

Δ51 = Δ41Δ1 = Δ4 ∠0 (Δ∠0) = Δ5∠0

(

)

Δ52 = Δ42 Δ 2 = Δ4 ∠ 4π 3 (Δ∠ π 3) = Δ5 ∠ 5π 3

(

)

Δ53 = Δ43Δ 3 = Δ4 ∠ 2π 3 (Δ∠ 2π 3) = Δ5∠ 4π 3

(

)

Δ54 = Δ44 Δ 4 = Δ4 ∠0 (Δ∠π ) = Δ5∠π

(

)

Δ55 = Δ45 Δ 5 = Δ4 ∠ 4π 3 (Δ∠ 4π 3) = Δ5∠ 8π 3 = Δ5∠ 2π 3

(

)

Δ56 = Δ46 Δ 6 = Δ4 ∠ 2π 3 (Δ∠ 5π 3) = Δ5 ∠ 7π 3 = Δ5 ∠ π 3
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(

)

Δ61 = Δ51Δ1 = Δ5∠0 (Δ∠0) = Δ6 ∠0

(

)

Δ62 = Δ52 Δ 2 = Δ5∠ 5π 3 (Δ∠ π 3) = Δ6 ∠ 6π 3 = Δ6 ∠0

(

)

Δ63 = Δ53 Δ 3 = Δ5∠ 4π 3 (Δ∠ 2π 3) = Δ6 ∠ 6π 3 = Δ6 ∠0

(

)

Δ64 = Δ54 Δ 4 = Δ5∠π (Δ∠π ) = Δ6 ∠2π = Δ6 ∠0

(

)

Δ65 = Δ55 Δ 5 = Δ5∠ 2π 3 (Δ∠ 4π 3) = Δ6 ∠ 6π 3 = Δ6 ∠0

(

)

Δ66 = Δ56 Δ 6 = Δ5∠ π 3 (Δ∠ 5π 3) = Δ6 ∠ 6π 3 = Δ6 ∠2π = Δ6 ∠0
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Δ3

Δ2

Δ4

Δ1

Δ5

a

Δ43 = Δ46

Δ41 = Δ44

Δ6

Δ42 = Δ45

d

Δ55

Δ22 = Δ25

Δ21 = Δ24

Δ54

Δ23 = Δ26

b

Δ32n

e

Δ56

Δ51

Δ53

Δ32 n −1

Δ52

Δ6n

f

c

Figure 55. Vector representation of powers of Δj.
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