In this paper, we study a new class of fractional partial di erential equations which are obtained by minimizing variational problems in fractional Sobolev spaces. We introduce a notion of fractional gradient which has the potential to extend many classical results in the Sobolev spaces to the nonlocal and fractional setting in a natural way.
Introduction and main results
Introduced by Marcel Riesz [24] [25] [26] in the context of potential theory, the fractional Laplacian is ubiquitous in the modern study of fractional partial di erential equations. It enjoys a variety of de nitions, though they can be distilled down to the following two: as a pseudodi erential operator in Fourier space¹ Here, and in the sequel, we restrict ourselves to the consideration of ∈ (0, 1), though in general, de nitions involving spectral representations fall in the former camp, while those involving derivation of potentials fall in the latter. We recall that Riesz had introduced generalized potentials of order (now called Riesz potentials) for 0 < < by the formula² := * , Regarding these potentials, among his fundamental results are that they satisfy the semi-group property,
for , > 0 and + < , and that the Laplacian maps a potential of order + 2 to a potential of order , −Δ +2 = .
(1.4)
Through analytic continuation, the Riesz potential can be extended to negative exponents (see [20, Chapter I, p. 41] for a detailed treatment), and thus one arrives at a formula for the fractional Laplacian, or Riesz fractional derivative, that is in agreement with (1.2), (−Δ) := −2 .
(1.5)
Classical interest in the fractional Laplacian had been through its de nition as a pseudodi erential operator (see, for instance, the work of Bochner [5] , Yoshida [33] , and Kato [18] ), and while its spectral representation remains an important tool in understanding questions of regularity, it is often taken in tandem with geometric-space estimates based on the singular integral representation. For example, in recent work of Da Lio and Rivière [7] , Da Lio and Schikorra [8] , and Schikorra [27] [28] [29] we nd alternative use of the two in establishing Hölder continuity for critical points of integral functionals of the fractional Laplacian where the underlying elds take values in a manifold. From the standpoint of fractional partial di erential equations, there has been a resurgence of interest in its de nition as a Cauchy principle value integral, since this gives a prototype for general singular integral operators (or nonlocal operators, as they are termed by the community working on them). We can cite, for instance, the regularity theory of nonlocal equations developed by Fukushima [13] and Kassmann [16, 17] in the symmetric case, and Barles, Chasseigne and Imbert [3] , Ca arelli and Silvestre [6] , and Di Castro, Kuusi and Palatucci [10] where no such symmetry is assumed.
That the fractional Laplacian is the central object in such a diverse set of problems is interesting when contrasted with the non-fractional setting, since though the (negative) Laplacian is the prototype of an elliptic operator, it is not the foundational object of the calculus of variations or partial di erential equations. It is this observation that is the starting point of this paper, along with the assertion that there is an object more fundamental than the fractional Laplacian. This object, the distributional Riesz fractional gradient, will shortly be de ned, and we will show that it is the intrinsic object of interest for the study of fractional problems in the calculus of variations and partial di erential equations. De nition 1.1. Let ∈ (0, 1). If ∈ (ℝ ) for some 1 < < ∞ such that 1− * is well-de ned, we de ne the distributional Riesz fractional gradient
where 6) in the sense that
The importance of such an object will soon become evident, though it can be summarized in its properties analogous to the gradient: it has a geometric interpretation, behaves well under the distributional calculus, and gives rise to spaces of weakly di erentiable functions. Thus, although the germ of such an idea is present in the work of Riesz [26] , the results we detail would not be possible without the subsequent development of Sobolev spaces, potential theory, and harmonic analysis. In this respect, it would be surprising if such an important object had escaped all interest of researchers. In fact, it has been mentioned without further study in some existing literature -an equivalent de nition³ of the distributional Riesz fractional gradient has been given by Schikorra [28] , while it can also be derived as a special case of the nonlocal gradients of Gilboa and Osher [15] . In this paper, we will give a full exposition of the distributional Riesz fractional gradient, detailing its properties, as well as to pose a new class of fractional problems in the calculus of variations and partial di erential equations. We have chosen the name distributional Riesz fractional gradient to acknowledge Riesz's contribution through his de nition of generalized potentials, as well as to distinguish it from other fractional derivatives. Indeed, the literature on fractional derivatives in one dimension is quite extensive⁴, while in several dimensions there have been other possible de nitions due to Meerschaert, Mortensen and Wheatcraft [22] or Tarasov [32] . What distinguishes the distributional Riesz fractional gradient from existing notions is the rich theory we develop for spaces of functions possessing a fractional derivative, made possible by its linearity and reliance on the distributional calculus. Connections of this nature have been made for nonlinear fractional di erential objects, with early contributions due to Stein and Strichartz in the context of Bessel potential spaces (see [30, pp. 161-163] for extensive references), while more recent research has focused largely on the semi-norms of Gagliardo as an object capturing the fractional di erential energy (see, for example, the Hitchhiker's guide to the fractional Sobolev spaces [11] for a thorough treatment). We also mention the interesting work of Kuusi and Mingione [19] , who use the fractional maximal function applied to the gradient as an heuristic for fractional di erentiation in the development of regularity estimates for integer order nonlinear elliptic equations, showing how a notion of fractional di erentiation is useful even when one is interested in classical equations.
As there will be no ambiguity, in what follows we will contract distributional Riesz fractional gradient to fractional gradient. The remainder of the introduction will be dedicated to supporting our claim that the fractional gradient is an object of intrinsic interest, a task we will accomplish by presenting a uni ed theory of spaces of weakly fractionally di erentiable functions and fractional partial di erential equations. As with the theory of fractional Sobolev spaces detailed in [11] , this theory continuously interpolates the existing integer order Sobolev space theory (and in fact is a theory associated to the complex interpolation of and 1, , in contrast to the real interpolation spaces obtained with the Gagliardo semi-norms). As such, there are objects in the integer setting that give rise to parallel structures in the interpolated theories.
In particular, the reader should keep this dichotomy in mind when we discuss our notion of linear fractional partial di erential equations with variable coe cients or the fractional -Laplace's equation -while it is not clear the former has a direct analogy in the real interpolation setting, the latter has been de ned as the operator associated to minimizing the Gagliardo semi-norm, e.g. [4, 10, 21] . In the setting of interpolation, the real and complex method complement each other to provide a more full understanding of the theory, and similarly, we hope our work concerning fractional partial di erential equations in the complex interpolation spaces can provide a more complete understanding of the theory of fractional partial di erential equations.
One of the rst elements of our theory is the following theorem, which provides us with a geometric interpretation of the fractional gradient.
Whereas the gradient provides one with the locally linear map approximating a function, Theorem 1.2 informs us that the fractional gradient is an averaged linear approximation. In this sense, nonlocal information about the derivative is found embedded into the fractional gradient.
We have mentioned the prominence of study of problems concerning the fractional Laplacian. Our next theorem connects the fractional partial derivatives and fractional Laplacian in an intuitive way, transforming the geometric meaning of the fractional gradient into a geometric understanding of the fractional Laplacian.
Compared with the standard de nition of the Laplacian on a manifold or in Euclidean space, the preceding theorem is quite natural. Along with the preceding real space geometric understanding of the fractional gradient, we have the following theorem computing its Fourier transform, providing us with a spectral understanding. Theorem 1.4. Let ∈ (0, 1). Then̂
for all ∈ S (ℝ ).
The preceding theorems provide us with insight into the object of the fractional gradient and its connection with the fractional Laplacian, and so we now proceed to develop spaces of weakly fractionally di erentiable functions that will serve as a foundation for our existence results in the calculus of variations and partial di erential equations. We therefore de ne the following space of fractionally di erentiable functions. De nition 1.5. Let 1 < < ∞ and ∈ (0, 1). If ∈ ∞ (ℝ ), we de ne the norm
and the space
For ∈ , (ℝ ), with an abuse of notation, we use to denote the limit of the Cauchy sequence { } ∈ℕ .
Remark 1.6. We have restricted our attention to the case ∈ (0, 1), though our analysis can be extended to the case ≥ 0 by considering̃ = − ⌊ ⌋, where ⌊ ⌋ is the integer part of , and de ning the norm on , (ℝ )
Having de ned a new functional space, it would be appropriate to prove a number of theorems concerning its properties. We accomplish this task with a single theorem, identifying the spaces , (ℝ ) with the Bessel potential spaces , (ℝ ) (see Section 2 for a de nition). Theorem 1.7. If 1 < < ∞ and ∈ (0, 1), then
This result is comparable in the integer order case to a theorem of Calderón for = ∈ ℕ 0 and 1 < < ∞ (where , (ℝ ) coincides with the Sobolev spaces , (ℝ )), and in the fractional case to a theorem of Strichartz concerning the nonlinear fractional operators S (see Adams and Hedberg [2, Chapter 3, Section 5] or Stein [30, pp. 161-163] ). An important consequence of Theorem 1.7 is that we can deduce many properties about , (ℝ ) from the existing literature, as we will record in Section 2. However, with the addition of the fractional gradient, it raises the question of further analogy to the integer order case. It turns out that our viewpoint allows us to write and prove Sobolev and Hardy inequalities with great ease. For example, when 1 < < , we have the fractional Sobolev inequality. Theorem 1.8 (Fractional Sobolev inequality). Let 1 < < ∞ and ∈ (0, 1) be such that < . Then there exists a constant = ( , , ) > 0 such that
for all ∈ , (ℝ ), where
In this regime, we also have the fractional Hardy inequality. Theorem 1.9 (Fractional Hardy inequality). Let 1 < < ∞, ∈ (0, 1) and suppose < . Then there exists a constant > 0 such that for every ∈ , (ℝ ) we have
Our statement of the preceding theorems serves to demonstrate the complete analogy of the fractional gradient, which extends past the regime < . When = , we are in the critical exponent case, and it is known that , (ℝ ) embeds into loc (ℝ ) for all ≥ 1. Actually, Trudinger's embedding from the integer order case can be extended to show that we have exponential integrability. 
Finally, when > , we have the analogy to the classical embedding theorem of Morrey (see [11, Theorem 8] for an analogous theorem where ‖ ‖ (ℝ ) is replaced by the Gagliardo semi-norms). 
for all ∈ , (ℝ ).
An interesting tool we use in proving these theorems is a formula that deserves recording in its own right, the fractional fundamental theorem of calculus. 
for some , > 0 and all ∈ ℝ and ∈ ℝ . Then there exists a unique ∈ (Ω) such that
for every ∈ 0 (Ω).
Remark 1.14. Here, (ℝ ) = ,2 (ℝ ) (although it has a number of equivalent de nitions), and ∈ (Ω) means ∈ (ℝ ) and = in Ω .
As a corollary, we obtain existence of solutions to the fractional Laplace's equation. 
In the more general nonlinear setting, we need to de ne appropriate energy spaces analogous to (Ω). De nition 1.16. Let Ω ⊂ ℝ be open, 1 < < ∞, ∈ (0, 1), and ∈ , (ℝ ). We de ne
With the energy space de ned, we can now state our theorem concerning the existence of minimizers of integral functionals of the fractional gradient. The hypothesis on the integrand are comparable with those typically assumed in standard existence theorems in the calculus of variations, see the references [9, 12] . Theorem 1.17. Let 1 < < ∞, ∈ (0, 1), ∈ (Ω) with ≥ ( 
for all ( , ) ∈ ℝ × ℝ . Then the energy
Assuming further di erentiability of and upper bounds on the growth of its gradient in the second variable, we obtain the following theorem concerning the existence of weak solutions to fractional partial di erential equations. 
Then there exists
In this setting, we obtain solutions to a fractional p-Laplace's equation. Corollary 1.19. Let 1 < < ∞, ∈ (0, 1), ∈ (Ω) with ≥ ( * ) ὔ if < , and ∈ , (ℝ ) such that 1− * is well-de ned. Then there exists ∈ , (Ω) such that
Remark 1.20. As mentioned in the introduction, this is not to be confused with existing notions of the fractional -Laplace's equation from the real interpolation theory, see for example [5, 10, 21] .
The organization of the paper will be as follows. In Section 2, we record some preliminary results regarding Riesz and Bessel potentials that play an essential role in our treatment of the fractional gradient. In Section 3, we prove the claims in the introduction concerning the fractional gradient, spaces of weakly fractionally di erentiable functions, and fractional Sobolev inequalities. In Section 4, we treat the linear theory of fractional partial di erential equations in several dimensions, while in Section 5, we will demonstrate some existence results for nonlinear the problem of existence of minimizers for integral functionals of the fractional gradient and corresponding existence results for weak fractional partial di erential equations.
Preliminaries
Let us now de ne the space , (ℝ ), as well as state some of its properties. We rst recall the Bessel potentials , for ∈ ℝ + . The Bessel potentials are de ned by (see [23] )
and can be shown to satisfy, for , > 0,
Then the Bessel potential spaces , (ℝ ) are de ned as follows.
De nition 2.1. Let 1 < < ∞ and ∈ ℝ + . De ne
in the sense that every ∈ , (ℝ ) can be written as = * for some ∈ (ℝ ).
As Theorem 1.7 records the equivalence of the spaces , (ℝ ) and , (ℝ ), the following theorem from 
(f) If is a non-negative integer and 1 < < ∞, then , (ℝ ) coincides with the space , (ℝ ), the norms in the two spaces being equivalent. This conclusion holds for any real ∈ (0, 1) if = 2.
(g) If 1 < < ∞ and > 0, then for every we have
Here, the notation → signi es a continuous embedding with an inequality of the norms. Remark 2.3. Item (f) records the result of Calderón mentioned in the introduction in the integer setting, and more generally, in combination with Theorem 1.7 shows that ,2 (ℝ ) = ,2 (ℝ ) = ,2 (ℝ ). result concerns the regime < . Let us remark that the Riesz potential being well-de ned requires good integrability at in nity, and for this ∈ (ℝ ) for some 1 ≤ < su ces. This is, for instance, the case for compactly supported functions ∈ (ℝ ) for some 1 < < ∞. 
for all ∈ (ℝ ) such that * is well-de ned.
When > , we have the following theorem on the Hölder continuity of the Riesz potential of a function in (ℝ ), which can be found in [23, Section 4.2, Theorem 2.2, p. 155]. Lemma 2.6. Let 1 < < ∞ and ∈ (0, 1) be such that > . Suppose ∈ (ℝ ) and that * is wellde ned. Then ∈ 0, − loc (ℝ ) and
The last lemma gives local estimates for for any value of the ratio . Lemma 2.7. Let 1 < < ∞ and ∈ (0, 1), and de ne
Finally, we conclude this section with a lemma that is a Hardy Inequality for Riesz potentials due to Stein and Weiss [31] . Lemma 2.8. Let 1 < < ∞, ∈ (0, 1) and − < < ( − 1). De ne := − . Then there exists a constant > 0 such that for every ∈ (ℝ ) such that * is well-de ned we have
Connections to classical notions
In this section, we prove the lemmas and theorems in the introduction concerning the fractional gradient, as well as the results concerning spaces of fractionally di erentiable functions. We begin by proving Theorem 1.2. Proof of Theorem 1.2. Let , ∈ ∞ (ℝ ), de ne := supp and let > 0 such that for all ∈ ,
Now, for ∈ and ∈ (0, ) we have
which implies that for every ∈ ,
Therefore, the pointwise almost everywhere convergence
and Lebesgue's dominated convergence theorem implies
and the desired result follows by localizing in .
We will now prove Theorem 1.4, computing the Fourier transform of the fractional gradient. Proof of Theorem 1.4. Suppose that ∈ ∞ (ℝ ). Then by the de nition of the Fourier transform of a tempered distribution and the de nition of the fractional partial derivatives we have
However, since 1− ∈ S (ℝ ) ὔ and ∈ S (ℝ ), we have that the convolution is well-de ned as a tempered distribution and thus the Fourier transform of the convolution is the product of the Fourier transforms. Therefore, sincê 1− = (2 | |)
and ̂ = (2 )̂, we conclude that
which is the desired result. where we have integrated by parts. Therefore, using formula (1.4), we conclude
, which agrees with the de nition (1.5).
We can now proceed to prove Theorem 1.7, connecting the spaces , (ℝ ) with the Bessel potential spaces.
Proof of Theorem 1.7. We rst prove the inclusion
Suppose ∈ , (ℝ ), which means that = * for some ∈ (ℝ ). Then by Young's inequality for convolutions we have
and thus ∈ (ℝ ). It therefore remains to show that ∈ (ℝ ) and the inclusion will be demonstrated.
We begin by assuming ∈ ∞ (ℝ ), and then the general case will follow from density. Note that ∈ ∞ (ℝ ) and ∈ (ℝ ) implies that it makes sense to write = * .
Then computing the Fourier transform we havê 
The previous inequality along with the boundedness of the Riesz transforms : (ℝ ) → (ℝ ) for 1 < < ∞ implies the desired result.
Conversely, suppose ∈ , (ℝ ). De ne
where is the nite signed measure for which
as proven in [23, Lemma 2.2] . Again applying Young's inequality and invoking boundedness of the Riesz transform on (ℝ ) for 1 < < ∞ we obtain that ∈ (ℝ ). It remains to show that = * . Supposing that ∈ S (ℝ ) ∩ , (ℝ ), we have that
Making simpli cations in the summation on the right hand side, we havê
which by the de nition of implieŝ ̂ =̂ , and therefore = * whenever ∈ S (ℝ ). The general case then follows from density of
is de ned as the completion of
norm.
An interesting fact to note is that we have here shown the spaces of weakly fractionally di erentiable functions to coincide with the Bessel potential spaces, which are also equivalent to the spaces de ned by complex interpolation of the Sobolev spaces. This is in contrast to the work on fractional Sobolev spaces de ned via the Gagliardo semi-norm, which coincide with the real interpolation of and 
As in the case of integer order spaces, there are varying regimes for Sobolev inequalities depending on the ratio of the exponent, derivative order and dimension. In the regime < , we have an analogy to the inequality of Sobolev given in Theorem 1.8 in the Introduction. Proof of Theorem 1.8. It su ces to prove the result for ∈ ∞ (ℝ ), and we thereby obtain the result for general ∈ , (ℝ ) by a density argument. But for ∈ ∞ (ℝ ), we may invoke Theorem 1.12 to write = , where =
=1
, and note that ∈ (ℝ ) and < . Thus, by Lemma 2.4
Then the assumptions 1 < < ∞ and the boundedness of 2) which with the previous inequality gives the desired result. Remark 3.2. A more technical Sobolev inequality involving the Lorentz spaces can also be deduced for the fractional gradient, see the work [27, 29] for these estimates in the context of the fractional Laplacian.
We have chosen to restrict attention to the less technical setting of spaces for convenience of exposition.
An advantage to our de nition is that the same argument which gives the Sobolev inequality for < extends to the other two regimes. For example, when = , we nd that elements of , (ℝ ) are exponentially integrable, which can be precisely captured in the following inequality analogous to that of Trudinger.
Proof of Theorem 1.10. The proof is identical to Theorem 1.8, except that here we are in the regime = where we must invoke Lemma 2.5 which gives the estimate
which along with inequality (3.2) and monotonicity of the exponential implies the desired result.
Proof of Theorem 1.11. Again, the proof of the theorem is identical, requiring modi cation only through the estimate for > utilizing Lemma 2.6.
For the purpose of demonstrating existence results in subsequent sections, we require the following local Sobolev inequality. for all ∈ , (ℝ ).
We conclude this section by proving the Hardy inequality stated in the introduction, which proceeds in an analogous manner to the preceding proofs. Proof of Theorem 1.9. The inequality for ∈ ∞ (ℝ ) is a consequence of the representation given in Theorem 1.12 and Lemma 2.8, and the general case follows from density.
Linear setting
In the linear setting, the full power of the calculus of variations is not necessary to obtain existence of solutions to fractional partial di erential equations.⁵ In fact, Theorem 1.7 connects the fractional Sobolev spaces ,2 (ℝ ) to the fractional Sobolev spaces (ℝ ) for which known compactness results can be invoked. For instance, the Hitchhiker's Guide [11] records the following theorem. . 5 The authors would like to thank Itai Shafrir for pointing out this simpli cation in the linear setting.
