Abstract. We analyze the effect of adding a weak, localized, inhomogeneity to a two dimensional array of oscillators with nonlocal coupling. We propose and also justify a model for the phase dynamics in this system. Our model is a generalization of a viscous eikonal equation that is known to describe the phase modulation of traveling waves in reaction-diffusion systems. We show the existence of a branch of target pattern solutions that bifurcates from the spatially homogeneous state when ε, the strength of the inhomogeneity, is nonzero and we also show that these target patterns have an asymptotic wavenumber that is small beyond all orders in ε.
Introduction
Reaction-Diffusion equations describe the evolution of quantities u(x, t) that are governed by "local" nonlinear dynamics, given by a reaction term F (u), coupled with Fickian diffusion,
(1) ∂u ∂t = D∆u + F (u).
They are generic models for patterns forming systems and have applications to a wide range of phenomena from population biology [Fis37, KPP37] , chemical reactions [Win73, KH81, Mer92, TF80a] , fluid [NW69, Seg69] and granular [ER99, AT06] flow patterns, and in waves in neural [Fit61, NAY62, CH09] and in cardiac [GJP + 95] tissue. The onset of self-organized patterns in reaction-diffusion models typically corresponds to a bifurcation where a steady equilibrium for the local dynamicsu = F (u) loses stability either through a pitchfork bifurcation, giving a bistable medium, or through a Hopf bifurcation, giving an oscillatory medium. In the latter case, a defining feature is the occurrence of temporally periodic, spatially homogeneous states, and an analysis of the symmetries of the system show that they can generically give rise to traveling waves, spiral waves, and target patterns [GSS88, DSSS05] . A prototypical example of these behaviors is the Belousov-Zhabotinsky reaction where chemical oscillations are manifested as a change in the color of the solution. This system displays self-organized spiral waves, i.e. they form without any external forcing or perturbation, as well as target patterns, which in contrast form when an impurity is present at the center of the pattern [SM06, PV87, TF80a] .
As already mentioned, these patterns are not specific to oscillating chemical reactions and in fact can be seen in any spatially extended oscillatory medium. In this more general setting, and for the particular case of target patterns, an impurity or defect constitutes a localized region where the system is oscillating at a slightly different frequency from the rest of the medium. Depending on the sign of the frequency shift, and for systems of dimensions d ≤ 2, these defects can act as pacemakers and generate waves that propagate away from the impurity. In the case when d = 2, these waves are seen as concentric circular patterns that propagate away from the defect.
Showing the existence of these target pattern solutions in reaction-diffusion systems, and related amplitude equations, has been the subject of extensive research, see [KH81, TF80b, Hag81, Nag91, MM95, GKS00, SM06, KS07, Jar15] for some examples as well as the reference in [CH93] . Mathematically one can describe these patterns as modulated wave trains which correspond to solutions to (1) of the form u(x, t) = u * (φ(x, t); ∇φ(x, t)), where u * (ξ; k) is a 2π periodic function of ξ that depends on the wavenumber, k [KH81, DSSS05, KS07] . In other words, these patterns correspond to periodic traveling waves, whose phase varies slowly in time and space. Using multiple scale analysis one can show that the evolution of the phase, φ, over long times is given by the viscous eikonal equation,
This equation has been studied extensively in the physics literature, starting with the work of Kuramoto [KT76] . More recently it was shown that it does indeed provide a valid approximation for the phase modulation of the patterns seen in oscillatory media [DSSS05] . Since oscillating chemical reaction can be thought of as a continuum of diffusively coupled oscillators, it is not surprising that an analogue of the above equation can also be derived as a description for the phase dynamics for an array of oscillators. Indeed, in Appendix A we formally show that the following integro-differential equation provides a phase approximation for a slow-time, O(1) in space, description of nonlocally coupled oscillators, (2) φ t = L * φ − J * ∇φ 2 + εg(x, y) (x, y) ∈ R 2 .
This equation will be the focus of our paper. Here the operators L and J are spatial kernels that depend on the underlying nonlocal coupling between the oscillators. In particular, the convolution kernel L models the nonlocal coupling of these phase oscillators and can be thought of as an analog of ∆. Similarly, the term J * ∇φ 2 = J * ∇φ ⋅ J * ∇φ represents nonlocal transport along diffused gradients and is a generalization of the quadratic nonlinearity of the viscous eikonal equation. Finally, the function g(x, y) represents an inhomogeneity that perturbs the "local" frequency of the oscillators. Notice that the viscous eikonal equation is recovered when L and J are the Laplacian and the identity operator, respectively. This framework also incorporates other models for spatio-temporal pattern formation, including the Kuramoto-Sivashinsky equation which corresponds to L = −∆ − ∆ 2 , J = Id. Our mathematical motivation for studying the above model comes from its nonlocal aspect and the resulting analytical challenges. The approach we propose for studying the operator L is novel and could be adapted to study other problems which involve similar convolution operators. In particular, the type of linear operators that we will consider are a generalization of the kernels used in neural field models or continuum coupled models of granular flow. Just as in reaction-diffusion systems, these models exhibit spatio-temporal periodic patterns, bumps, and traveling waves, (see [Coo05, Erm98, PE01, KB10a] for the case of neural field models, and [UMS98, VO98, VO01, AT06] for the case of patterns in granular flows). In particular, among the examples of traveling waves seen in experiments and replicated in the neural field models are spirals and target patterns [HTY + 04, KB10b, FB04] , which are of interest to us.
The challenge however is that, like our model (2), these systems are not amenable to methods from spatial dynamics, which are typically used to study these phenomena. So we look for a more functional analytic approach, e.g. using the implicit function theorem, for proving the existence of solutions. As with other integrodifferential equations the difficulty comes from the linearization, which is a noncompact convolution operator, and in general not invertible when considered as a map between Sobolev spaces. This is a significant analytical challenge, and one way to overcome this difficulty is to use specific convolution kernels that allow for these integro-differential equations to be converted into PDEs via the Fourier Transform [LT03] , or in the radially symmetric case use sums of modified Bessel functions as models for synaptic footprint to simplify the analysis [FB04] .
The approach we consider in this paper is broader as it allows us to consider a larger class of convolution kernels by showing that these operators are Fredholm in appropriate weighted spaces. This approach is similar to the one in [JS16] , where we treated the one dimensional case and showed existence of target patterns in a large one dimensional array of oscillators with nonlocal coupling. For the applications we have in mind, e.g. neural field models, we need to extend these results to two dimensional arrays.
The two dimensional case is technically more interesting because a regular perturbation expansion in ε does not always provide the correct ansatz. Indeed, in the case with local coupling, the equation −ω = ∆φ − ∇φ 2 + εg(x, y), (x, y) ∈ R 2 which results from inserting the ansatz φ(x, y, t) =φ(x, y) − ωt into the perturbed viscous eikonal equation, is conjugate to a Schrödinger eigenvalue problem via the Hopf-Cole transform,φ = − ln(Ψ):
In two dimensions, it is well known that the Schrödinger eigenvalue problem has bound states if ε ∫ g < 0 [Sim76] . Notice that the ground state eigenfunction Ψ 0 can be chosen to be everywhere positive, so that − ln(Ψ 0 ) − ωt does define a phase function φ solving the viscous eikonal equation with inhomogeneity. At the same time, the eigenvalue corresponding to the ground state is small beyond all orders of ε (see [Sim76] and Section 2 below), and is therefore not accessible to a regular perturbation expansion. This is the other analytical challenge that we have to overcome, and our approach is to develop a superasymptotic perturbation expansion for φ, i.e. an approximation whose error is O(exp(− c ε )) and captures behaviors that are small beyond all orders in ε, [Boy99] .
To show the existence of traveling waves for equation (2) we make the following assumptions on the convolution kernels L and J. First, we assume the kernel L is a diffusive and exponentially localized kernel that commutes with rotations. Consequently, its Fourier symbol L depends only on ξ = k 2 . We also impose additional properties that we specify in the Hypotheses 1.1 and 1.2. A representative example to keep in mind throughout the paper is the convolution kernel that would result in the formal operator ∆( Id − ∆) −1 . We reiterate that the model (2) is derived under the assumption that the phase φ(x, t) varies slowly in time, with no assumptions on its spatial variation. If we assume that the solutions also vary slowly in space, then hypothesis 1.2 implies that the nonlocal operator L can be (formally) replaced by ∆, and (2) reduces to the "local" viscous eikonal equation. Indeed, this is the setting for a substantial body of work on weakly coupled nonlinear oscillators [Kur84, SL12] . Our additional contribution is that we rigorously show the existence of target solutions of (2) that vary slowly (on a scale ∼ e 1 ) in space and time, if the model satisfies:
Its domain can be extended to a strip in the complex plane, Ω = R × (−iξ 0 , iξ 0 ) for some sufficiently small and positive ξ 0 ∈ R, and on this domain the operator is uniformly bounded and analytic. Moreover, there is a constant ξ m ∈ R such that the operator L(ξ) is invertible with uniform bounds for Re ξ > ξ m .
Our main result, Theorem 1 requires = 1 in the following hypothesis. We state the hypothesis in more generality because some of the intermediate results also hold more generally with ≥ 1. Hypothesis 1.2. The multiplication operator L(ξ) has a zero, ξ * , of multiplicity ≥ 1 which we assume is at the origin. Therefore, the symbol L(ξ) admits the following Taylor expansion near the origin.
Hypothesis 1.3. The kernel J is radially symmetric, exponentially localized, twice continuously differentiable, and
Our strategy to show the existence of traveling waves will be to first establish the Fredholm properties of the convolution operator L following the ideas described in [JSW17] . This will allow us to precondition our equation by an operator M , resulting in an equation which has as its linear part the Laplace operator. We then proceed to show the existence of target patterns in the nonlocal problem. More precisely, we prove Theorem 1 where we use the following notation:
• Similarly, H s σ (R 2 ) denotes the Hilbert space H s with weight (1 + x 2 ) σ 2 .
• Lastly, the symbol M
.
We describe these last spaces with more detail in Section 3.
Theorem 1. Suppose that the kernels L and J satisfy Hypotheses 1.1, 1.2 with = 1, and 1.3. Additionally, suppose g is in the space L 2 σ (R 2 ) with σ > 1 and let
Then, there exists a number ε 0 > 0 and a C 1 map
}, that allows us to construct an ε-dependent family of target pattern solutions to (2). Moreover, these solutions have the form
In particular, as r → ∞,
• ψ(r; ε) < Cr −δ , for C ∈ R and δ ∈ (0, 1); and
, where C(ε) represents a constant that depends on ε, and γ e is the Euler constant. In addition, these target pattern solutions have the following asymptotic expansion for their wavenumber
as r → ∞.
σ (R 2 ) with σ > 1, it follows that
Consequently, there is δ > 0 such that ∫ R 2 g(x) (1+ x δ )dx < ∞ and ∫ R 2 g(x) 1+δ dx < ∞, so that the Schrödinger operator −∆ + εg satisfies the hypothesis in [Sim76] .
Remark. Here and henceforth in the paper the function χ(x) ∈ C ∞ (R) is a cut off function, whose precise form is immaterial, and satisfies χ(x) = 1 for x > 2 and χ(x) = 0 for x < 1.
The rest of this paper is organized as follows: In Section 2 we analyze the case with local coupling and show the existence of traveling waves for the viscous eikonal equation using matched asymptotics. In Section 3 we review properties of Kondratiev spaces and state Fredholm properties of the Laplacian and related operators, leaving the proofs of these results for the appendices. Finally, in Section 4 we derive Fredholm properties for the convolution operator L and then, guided by the results from Section 2, we proceed to prove Theorem 1. We present a formal derivation of the nonlocal eikonal equation (2) in Appendix A. In Appendix B, we prove various subsidiary results that are needed for the proof of Theorem 1.
Matched asymptotics for 2D Target patterns
As we discussed in the introduction, the viscous eikonal equation
is an abstract model for the evolution of the phase of an array of oscillators with nearest neighbor coupling [DSSS05] . The perturbation εg(x, y), a localized function, represents a small patch of oscillators with a different frequency than the rest of the network. It is well known that this system can produce target patterns that bifurcate from the steady state, φ = 0, when the parameter ε is of the appropriate sign. Our aim in this section is to determine an accurate approximation to these target wave solutions using a formal approach based on matched asymptotics. We therefore consider solutions to equation (3) of the form φ(x, y, t) =φ(x, y)−ωt, whereφ solves
We also assume in this section that g is a radial and algebraically localized function that satisfies
This simplifies our analysis since we can restrict ourselves to finding radially symmetric solutions. In addition, because the viscous eikonal equation (4) only depends on derivatives ofφ, we can recast it as a first order ODE for the wavenumber ζ =φ r :
Here, ω = ω(ε) is an eigenparameter, i.e. it is not specified, rather it is determined in such a way as to ensure that the solutions satisfy the required boundary conditions. For radial solutions that are regular at the origin, ζ(r) is O(r) as r → 0, and we can rewrite the ODE in an equivalent integral form
Moreover, because we are bifurcating from the trivial state ζ = 0, we can assume that ζ is small if ε is small, and posit the following regular expansions
Substituting these expressions in (7), we obtain that at O(ε),
Now, because we are interested in target patterns, solutions should satisfy ζ → k(ε) > 0 as r → ∞, where k(ε) is the asymptotic wavenumber. This requires us to consider functions ζ 1 that have a finite limit as r → ∞, and forces us to pick ω 1 = 0. The result is that rζ 1 (r) → − ∫ g(r) rdr = −M < ∞, in the limit of r going to infinity.
At the same time, from assumption (5) on the algebraic localization of g, we have the quantitative estimate
so that at order O(ε 2 ) we find
Again the boundary conditions force ω 2 = 0, and as a result we obtain ζ 2 ∼ M 2 r ln r r c for large values of r. Here the constant r c depends on g and is given by the following limit
which we know exists from the estimate for M − rζ 1 (r) . Note that these expressions for ω 2 and ζ 2 imply that the asymptotic wavenumber is o(ε 2 ). In fact, continuing this procedure it is easy to check that we get ω j = 0 for all j, so that the frequency ω is o(ε n ) for all orders in ε. In addition, the expressions for ζ 1 and ζ 2 yield the expansion
whose terms are not uniformly ordered. For instance,
This suggests that the above inner expansion is not uniformly valid. We therefore need to introduce an outer expansion and match both solution in an intermediate region given by r ∼ r c exp( ε −1 M −1 ). In this intermediate region the inhomogeneity, εg(r), and the frequency, ω, are small compared to the other terms in the equation, so that the radial eikonal equation (6) reduces to
We can solve this explicitly to find that
where C = C(ε) is a, possibly ε dependent, constant of integration. Comparing this result with the inner expansion (8) leads to C ≈ −1 εM , to leading order. We can then write C = −(εM ) −1 + c 0 + c 1 ε + . . ., and for fixed r and as ε → 0, obtain
Comparing again with the inner expansion (8), we see that r c = exp(c 0 ). In the outer region, where we retain the frequency, ω, and neglect the inhomogeneity, g, solutions are described by the equation
If we define the 'outer' variable ξ = √ ωr and scaling function F so that ζ(r) = √ ωF ( √ ωr), then F satisfies the ω (and hence also ε) independent equation F ξ + Table 1 . In this section we will make use of the asymptotic behavior of K 0 (z) and its derivative ∂ z K 0 (z) = −K 1 (z) (see Ref. [AS92] ), which we summarize in this table
, and then solving for ψ gives
where K 0 (ξ) is the modified Bessel's function of the first kind [WW96] . Consequently, for ξ = √ ωr ≪ 1 fixed and ε → 0, a solution ζ of the outer equation is given by
where γ e = 0.5772 . . . is the Euler constant [AS92] . This approximation is also valid in the intermediate region, allowing us to match it to the inner expansion, 1
, and obtain the following approximation for the frequency
Hence, if we assume εM < 0, this does indeed show that ω is small beyond all orders in ε.
Remark. The viscous eikonal equation (3) is conjugate to a Schrödinger eigenvalue problem via the Hopf-Cole transform. The frequency ω = −∂ t φ in the viscous eikonal equation corresponds to the ground state energy for the Schrödinger operator ∆ − εg(r). Indeed, the expression above is a refinement of the results from [Sim76] and [KS07] for the ground state eigenvalue/frequency respectively, in that we have an expression for the numerical prefactor.
Remark. Integrating ζ = ∂ r φ, we can determine the phase φ(r) for the target patterns. From (8) and (9) we get the inner and outer expansions for the phase φ
where φ 0 is an arbitrary phase shift corresponding to a constant of integration.
The matching procedure above relied strongly on the coupling kernels L and J being local, and having a radial inhomogeneity g(r), so the results do not immediately carry over to the case of nonlocal coupling and/or nonradial and algebraically (1 + r) 3 . Again notice how the pattern is radially symmetric in the far field, Figure ( 
with ε < 0 and g(x, y) = (1 + 3x 2 + y 2 ) −3 2 in 1(a) and (b) (respectively g(r, θ) = (1+cos(4θ)) (1+r) 3 in 1(c) and (d)). This evolution equation was integrated using a spectral discretization for the spatial operator and exponential time differencing (ETD) for the time stepping [CM02, KT05] . We will present a full discussion of our numerical methods and results in future work; here we only note that the far-field behavior of the target waves are (nearly) radially symmetric (see Figure 1 ) even in the general nonlocal problem. Indeed, setting ∂ t φ = −ω with ω > 0, and rescaling to the "outer variables"x = √ ωx,ỹ = √ ωy, we get∇ = ω −1 2 ∇,∆ = ω −1 ∆. Further, from the algebraic localization of g, it follows that
Consequently, the (formal) ε → 0 limit equation in the outer variables is the viscous eikonal equation
This argument, together with the numerical results depicted in Figure 1 , suggests that, even for general inhomogeneities, we may approximate the dynamics of target waves solutions in the outer region by a radial viscous eikonal equation
This intuition will guide our analysis of the nonlocal equation (2) for general coupling kernels and nonradially symmetric, algebraically localized perturbations g. We will show that the frequency indeed scales as ω ∼ exp 2 εM , with εM < 0, and that the target waves that bifurcate from the steady state are radially symmetric far away from the inhomogeneity. Our strategy consists of first finding, in Section 4.2, solutions to equation (2), with ω = 0, which give the appropriate intermediate approximation. Then in Section 4.3 we find the "outer" solutions to equation (2) by treating the frequency ω as an extra parameter. Finally, in Section 4.4 we derive a relation between the frequency ω and the parameter ε using asymptotic matching, and then proceed to prove the results of Theorem 1.
Weighted Spaces
We define the Kondratiev space
, as the space of locally summable, s times weakly differentiable functions u ∶ R d → R endowed with the norm
From the definition, it is clear that these spaces admit functions with algebraic decay or growth, depending on the weight γ, and that these functions gain localization with each derivative. Moreover, given real numbers α, β, such that α > β, the embedding M
holds, and additionally if s and r are integers
As in the case of Sobolev spaces, we
, where p and q are conjugate exponents, and in the case when p = 2 we also have that Kondratiev spaces are Hilbert spaces. In particular, given f, g ∈ M s,2
satisfies all the properties of an inner product. This is not hard to see once we
We will use this last property to decompose the space M s,2 γ (R d ) into a direct sum of its polar modes. Here we restrict ourselves to the case d = 2 which is relevant for our analysis, but mention that a similar decomposition is possible in higher dimensions. More precisely, using the notation M ) . The proof of this result follows the analysis of Stein and Weiss in [SW16] .
Proof. We need to show that each element f ∈ M s,p γ (R 2 ) can be well approximated by an element in the direct sum ⊕ m n γ . To obtain a candidate function in the latter space we first identify R 2 with the complex plane C by letting z = x + iy for (x, y) ∈ R 2 . Then, using the notation z = re iθ we write
, so we may express this function as a Fourier series in θ.
Notice that the functions f n (r) are in the space M s,2 r,γ (R 2 ), so that this sum is the desired candidate function. Because the series ∑
2 is monotonically increasing and because by Parseval's identity it converges to
2 a straight forward calculation shows that
Then, by the monotone convergence theorem we may conclude
as desired. Moreover, since for a.e. r ∈ [0, ∞) the function f ∈ H s ([0, 2π]), a similar argument can be carried out to show that as N → ∞ the expressions
→ 0 for all integers α ≤ s. This completes the proof of the lemma.
We also have the following result describing how elements in M 1,2
In addition, the next lemma characterizes the multiplication property for Kondratiev spaces. The lemma is more general than we need in the sense that it holds for complete Riemannian manifolds that are euclidean at infinity, (M, e). A proof of this result can be found in [CBC81] . We have adapted the notation so that it is consistent with our definition of Kondratiev spaces.
Lemma 3.3. If (M, e) is a complete Riemannian manifold euclidean at infinity of dimension d, we have the continuous multiplication property 3.1. Fredholm properties of the Laplacian and related operators. The main appeal of Kondratiev spaces for us is that the the Laplace operator is a Fredholm operator in these spaces. This is summarized in the following theorem, whose proof can be found in [McO79] . This result is the basis for deriving Fredholm properties for other linear operators that will be encountered in Section 4.
, is a Fredholm operator and
(1) for 2 − d p < γ < +d q the map is an isomorphism;
the map is injective with closed range equal to
the map is surjective with kernel equal to
Here, H j denote the harmonic homogeneous polynomials of degree j.
On the other hand, if
Notice that we can use the result from Lemma 3.1 to diagonalize the Laplacian. That is, given u ∈ M 2,2
where u n ∈ M 2,2 r,γ−2 (R 2 ). One can now combine this decomposition together with Theorem 2 to arrive at the following lemma.
Lemma 3.4. Let γ ∈ R Z, and n ∈ Z. Then, the operator
given by
r 2 φ is a Fredholm operator and,
(1) for 1 − n < γ < n + 1, the map is invertible; (2) for γ > n + 1, the map is injective with cokernel spanned by r n ; (3) for γ < 1 − n, the map is surjective with kernel spanned by r n .
On the other hand, the operator is not Fredholm for integer values of γ.
The next lemma requires that we specify some notation. In this paper we use the symbol W s,p σ to denote the space of locally summable, s times weakly differentiable functions u ∶ R d → R endowed with the norm
. Lemma 3.5. Given γ ∈ R, λ ∈ [0, ∞), and p ∈ (1, ∞),
• it is invertible for γ > 1 − 2 p, and • it is surjective with Ker = {1} for γ < 1 − 2 p.
Proof. The result follows from Proposition B.6 and Lemma B.5 in Appendix B.3, which show that the operator
, and an invertible operator,
Lastly, we include the following proposition whose proof can be found in Appendix B.2.
• is a Fredholm operator for α + d p < γ < −β − d p + 2m with kernel and cokernel given by
• and not Fredholm for values of γ ∈ {j + d p ∶ j ∈ Z}.
Nonlocal Eikonal Equations
At the outset, we recall our model nonlocal eikonal equation (2) and the hypotheses on the coupling kernels. Our goal for this section is to show the existence of target wave solutions for (2) which bifurcate from the spatially homogeneous solution. We concentrate on the equation
where again we assume L is a diffusive kernel that commutes with rotations. As a consequence its Fourier symbol, L(k), is real analytic and a radial function. We also recall the following assumptions.
Hypothesis. 1.1 The multiplication operator L is a function of ξ ∶= k 2 . Its domain can be extended to a strip in the complex plane, Ω = R × (−iξ 0 , iξ 0 ) for some sufficiently small and positive ξ 0 ∈ R, and on this domain the operator is uniformly bounded and analytic. Moreover, there is a constant ξ m ∈ R such that the operator L(ξ) is invertible with uniform bounds for Re ξ > ξ m .
Note that, because L(ξ) is analytic, its zeros are isolated.
Hypothesis. 1.2
The multiplication operator L(ξ) has a zero, ξ * , of multiplicity which we assume is at the origin. Therefore, the symbol L(ξ) admits the following Taylor expansion near the origin.
In particular, we pick = 1.
Hypothesis. 1.3 The kernel J is radially symmetric, exponentially localized, twice continuously differentiable, and
The idea behind our proof for the existence of target wave solutions is to first show that the convolution operator L behaves much like the Laplacian when viewed in the setting of Kondratiev spaces. In other words, both operators have the same Fredholm properties. Consequently it is possible to precondition equation (2) by an appropriate operator, M , with average one, and obtain an expression which has the Laplacian as its linear part,
We then proceed in a similar manner as in Section 2 and look for solutions of the form, φ(x, y, t) =φ(x, y) − ωt. Dropping the tildes from our notation we arrive at
+ εM * g. We will look at the following two problems.
(1) Finding a solution to the intermediate approximation, described by equation (10) with the value of the frequency, ω, equal to zero. (2) Finding a solution valid on the whole domain described again by equation (10), but where we let ω = λ 2 be a non-negative parameter.
These two solutions are matched, and then the results of Theorem 1 are shown. This section is organized as follows. In the next subsection we will derive Fredholm properties for the convolution operator L, as well as mapping properties for a number of related convolution operators. Then in Sections 4.2 and 4.3 we prove the existence of solutions to the intermediate approximation and to the full problem, respectively. Finally, in Section 4.4 we prove Theorem 1. 4.1. Nonlocal Operators. The following proposition is the 2-dimensional version of the results form [JSW17] , but for convolution kernels with radial symmetry. The results below follow very closely the proofs outlined in Ref. [JSW17] , and we include them for the sake of completeness. The proof shows that, with the Hypothesis 1.1 and the more general version of Hypothesis 1.2 in which we assume ∈ N, the convolution operator L has the same Fredholm properties as the operator ∆ .
Proposition 4.1. Let γ ∈ R, α, β ∈ N ⋃{0}, and suppose the convolution operator
satisfies Hypothesis 1.1, and Hypothesis 1.2 with ∈ N. Then, with appropriate domain D and
• for α + 2 p < γ < −β − 2 p + 2 , L is a Fredholm operator with kernel and cokernel given by
• whereas for γ = {j + 2 p ∶ j ∈ Z}, L is not Fredholm.
The above result follows from Proposition 3.6 and Lemmas 4.2 and 4.3 shown below.
Lemma 4.2. Let the multiplication operator, L(ξ), satisfy Hypothesis 1.1, and Hypothesis 1.2 with ∈ N. Then L(ξ) admits the following decomposition:
where L N F (ξ) = (−ξ) (1 + ξ) , and M L R (ξ) and their inverses are analytic and uniformly bounded on Ω.
Proof. We will just show the result only for M L (ξ) since a similar argument holds for
and L(ξ), are analytic, uniformly bounded, and invertible on Ω ⋂{ξ ∈ C ∶ Re ξ > ξ m }, it follows that the same is true for M L (ξ). That M L (ξ) is analytic and bounded invertible near the origin follows from Riemann's removable singularity theorem and the following result,
is an isomorphism.
to itself for values of γ ∈ N ⋂{0} . Indeed this follows from Plancherel's Theorem and the results of
A similar argument shows that the their inverses,
bounded. We can extend this result to values of γ ∈ Z − using duality. Then, because
, the result holds for all values of γ ∈ R.
From Lemmas 4.2 and 4.3 it follows that the convolution operator
isomorphisms. Furthermore, both operators, L and L N F , share the same Fredholm properties. This proves Proposition 4.1.
Remark. We note here that the integer that appears in the expression for L N F is the same integer describing the form of the Fourier symbol L(ξ) in Hypothesis 1.2. In particular, for our problem we have that = 1, so that for the remainder of the paper we will only consider this case.
We are now in a position to define and describe the mapping properties of a related convolution operator, M which we will use to precondition equation (2). In terms of the invertible operator M L defined above, M is given by
In addition, we will also need to find mapping properties for, Id −M and Id −J. These operators will appear in the nonlinearities after preconditioning our equation with M . We start with the next lemma which establishes the boundedness of the operator M , which is straightforward to check.
Next, we show that in the appropriate spaces the operator Id − M behaves like the Laplacian operator.
Lemma 4.5. Let γ ∈ R and define M as in Lemma 4.4. Then, the convolution operator
) is a bounded operator. In particular, the operator is Fredholm with the same Fredholm properties as
Proof. With the notation ξ = k 2 , we look at the Fourier Symbol of Id − M and decompose it as
1+ξ 2 − 1 satisfies Hypothesis 1.1 and Hypothesis 1.2 with = 1, by Proposition 4.1 we can rewrite it as
where
is an isomorphism. The result of the lemma follows from this decomposition.
Lastly, we show next that the convolution operator Id − J is also a Fredholm operator.
has the same Fredholm properties as
Proof. Since by hypothesis J is radially symmetric and exponentially localized it follows that its Fourier symbol, J(k), is a radial function and that J(k) → 0 as k → ∞. Moreover, since its average is 1, we must also have J(0) = 1. This implies that F( Id − J )( k ) satisfies Hypothesis 1.1 and Hypothesis 1.2 with = 1, and that its Taylor expansion near the origin is
The results of this lemma now follow by Proposition 4.1.
We are now ready to show the existence of solutions for the intermediate approximation and the full solution.
4.2. Intermediate Approximation. In this section we concentrate on the equation
which is obtained by preconditioning equation (2) with the operator M . Here, the result M * L = ∆ follows from Proposition 4.1 and Lemma 4.4, since the operator L satisfies Hypothesis 1.1 and Hypothesis 1.2 with = 1. Our goal is to show existence of solutions to (11) when g is assumed to be an algebraically localized function. More precisely, with the definition for the cut off function, χ, stated in the introduction, we prove the following proposition.
Proposition 4.7. Let m ∈ N and suppose g is a localized function in the space L 2 σ (R 2 ), with weight strength σ ∈ (m + 1, m + 2). Then, there exists an ε 0 > 0 and a where the function
is motivated by the asymptotic analysis of Section 2. In particular, notice that the function ln(1 − a 0 ln(r)) solves the equation ∆ψ − (∂ r ψ) 2 = 0, and it admits the following series expansion
provided a 0 ln(r) ≪ 1. As a result we see that
and it is this last equality which proves useful in the simplification of equation (11) and one of the reason why ψ 0 was picked as we have done.
In addition, we let C α (r) = χ r α and for the moment we assume that for n ≠ 0 the pair (ψ n , a n ) ∈ M 2,2 r,σ−2 (R 2 )×R solves the equations for the first order approximation to equation (11),
r 2 ψ n + a n ∆ n C n +g n (r) = 0 for 0 < n ≤ m (13)
Here, the inhomogeneous termsg n , for n ∈ Z, are just the polar modes ofg = M * g obtained using Lemma 3.1.
We now wish to look at the operator
, obtained by inserting the ansatz (12) into equation (11). A straight forward calculation using the results from Lemma 3.1 and the choice of ψ 0 shows that
The dependence onφ in the definition of the nonlinearity P comes through the function φ, which is just the ansatz (12).
To show the results of Proposition 4.7 we apply the implicit function theorem to find the zeros of F . It is easy to check that F depends smoothly on ε, so that we are left with showing three things:
(1) The equations (13) and (14) are invertible.
is invertible.
We start with item (1). From Lemma 3.4 we know that in the setting of radial Kondratiev spaces and for n ∈ N ⋃{0} the operators,
r 2 φ are invertible for values of σ ∈ (1 − n, 1 + n) and are Fredholm index i = −1 for values of σ > n + 1. It is for this reason, and our assumption that m + 1 < σ < m + 2, that we have added correction terms, C α (r), only for values of 0 < n ≤ m. In particular, we show in the next lemma that the functions ∆ n C n span the cokernel of the operator (15), so that by an application of Lyapunov Schmidt reduction it follows that the equations, (13) and (14), are solvable and that the value of the constants, a n , is given by a n = 1 n ∞ 0g n (r)r n rdr, for 0 < n ≤ m.
Moreover, since the functions ψ n are in M 2,2 r,σ−2 (R 2 ) for values of σ ∈ (m + 1, m + 2), the results from Lemma 3.2 imply that these functions satisfy ψ n < Cr −2m for large values of r.
Lemma 4.8. Let n ∈ N, take γ > 1 + n, and define
Proof. This is a consequence of Lemma 3.4 and the fact that the function ∆ n χ r n spans the cokernel of ∆ n ∶ M 2,2
Indeed, a short calculation shows that ∞ 0 ∆ n χ r n r n rdr = −n.
Next, we show that the operator F is well defined.
Lemma 4.9. Let γ ∈ (1, 2), then the operator From Hypothesis 1.3 it is not hard to see that the operator J satisfies,
We can also check that the term Φ is in the space M 1,2 γ−1 (R 2 ), which together with the mapping properties of J and Lemma 3.2, implies that the expression (J * ∇Φ) is bounded and decays as x −γ . As a result the function J * ∇Φ 2 ∈ H 2 γ (R 2 ) and we may conclude from the mapping properties of M stated in Lemma 4.4 that the term M * J * ∇Φ 2 is well defined. Similarly, since ∇ψ 0 ∈ M 2,2 τ (R 2 ) with −1 < τ < 0, it follows from Lemma 3.2 and the mapping properties of J that J * ∇ψ 0 decays as x −1 . Consequently, the function (J * ∇ψ 0 ) ⋅ (J * ∇Φ) is in the space H Using Lemma 4.6 we see that the term (J − Id ) * ∇ψ 0 is in the space H 2 γ (R 2 ), which being a Banach algebra implies that the same term squared is in H 2 γ (R 2 ). Then, the mapping properties of M and the boundedness of ∇ψ 0 show that the first term of the above expression is well defined. To show that the last term is also in the space L 2 γ (R 2 ) we use Lemma 3.3 to check that ∇ψ 0 2 is in M 2,2 τ (R 2 ) and then appeal to the results of Lemma 4.5.
To complete the proof of Proposition 4.7 we need to show item (3). Since the nonlinearities are in the space L 2 γ (R 2 ) with γ ∈ (1, 2) the results from Theorem 2
show that the operator ∆ ∶ M 2,2
is injective with cokernel spanned by 1. A short calculation shows that ∫ R 2 ∆χ ln(r) dx = 2π, from which it follows that the operator
is invertible. If we now consider regular expansions forφ and a 0 , and apply Lyapounov Schmidt reduction to the equation ∆φ + a 0 ∆χ ln(r) + εg 0 + P (φ) = 0, the result is that a 0 = εa 0,1 + O(ε 2 ) with
In addition, using Lemma 3.2 we see that the functionφ < Cr γ−1 for large values of r. This completes the proof of Proposition 4.7.
Full solution for fixed
The following equation is obtained by preconditioning (2) with the operator M and then assuming that we have an ansatz φ(x, y, t, ε, λ) =φ(x, y, ε) − λ 2 t, where λ is another parameter. Dropping the tildes from our notation:
We are again interested in solutions that bifurcate from the steady state φ = 0 when ε ≠ 0 and λ > 0. We point out that in our original problem the value of λ 2 depends on ε, since it represents the frequency, ω, of the target waves that emerge from the introduction of a perturbation. In the next subsection we will find the value of ω = λ 2 by matching the solutions from Section 4.2 with the solutions from Proposition 4.10 stated next. 
}, that allows us to construct an (ε, λ)-dependent family of solutions to equation (16). Moreover, these solutions are of the form, Φ(r, θ; ε, λ) = −χ(λr) ln(K 0 (λr) + φ(r, θ; ε, λ), where
• the function K 0 (z) is the zero-th order modified Bessel's function of the second kind, and • the function φ < Cr −γ as r → ∞.
To show the results of the above proposition we again consider an appropriate ansatz motivated by the results from Section 2 (17) φ(r, θ) = −χ(λr) ln(K 0 (λr)) +φ(r, θ).
For ease of notation we define ψ 0 (r) = −χ(λr) ln(K 0 (λr)) and remark that the function − ln(K 0 (λr)) is a solution to the equation −λ 2 = ∆ψ 0 − ∇ψ 0 2 . As a consequence, when inserting the above ansatz into equation (16) we find thatφ must satisfy
where the nonlinear term P (φ) is given by
and again φ is as in ansatz (17).
We have chosen to use polar coordinates to highlight the form of the linearization and to take advantage of the polar decomposition of Kondratiev spaces. As in the previous section, we make use of the right hand side of equation (18) as an operator
The results of the proposition then follow by finding the zeroes of F via the implicit function theorem, keeping in mind that the operator is only defined for values of λ ≥ 0. We first notice that F depends smoothly on ε for all values of ε ∈ R, that F (0; 0, 0) = 0, and that the Fréchet derivative, D φ F (ε,λ)=(0,0) = I, is invertible. Thus, we are left with showing the following two points:
(1) The operator F ∶ D × R × R → D is well defined, and (2) it is C 1 with respect to λ ∈ [0, λ 0 ) for some λ 0 > 0.
The results of item 1.) are true if we can show that the nonlinearities are well defined in L 2 γ (R 2 ), and if the linear operator L λ is invertible. The following lemma shows that the first assertion is true. and with φ(r, θ; ε) as in equation (17), is bounded.
Proof. Because ψ 0 = −χ ln(K 0 (λr)), the expression in the parenthesis is localized.
To show that the remaining terms are also well defined in the space L Sinceφ is in the space D it follows from Hypothesis 1.3 that the term (J * ∇φ) is in H 3 γ (R 2 ), and it is then clear that the expression, M * J * ∇φ 2 is in L 2 γ (R 2 ).
Next, we look at the difference
where we used the fact that ψ 0 (r) is a radial function to do the simplifications. Using Lemmas 4.4 and 4.6, and because ∂ rφ is in the space H 2 γ (R 2 ), one is able to check that the first two terms in the last equality are well defined functions in L 2 γ (R 2 ). The last term is localized since
approaches λ as r goes to infinity, see Table 1 in Section 2.
Finally, we consider the difference
where in the he last equality we used the fact that M * λ = λ. Because the function ∂ r ψ 0 approaches λ in the far field, It is now easy to see that the above expression is localized.
Our next task is to show that the linear operator
To that end we use Lemma 3.1 and decompose φ into its polar modes,
It follows that L λ is invertible if for each n ∈ Z the following operators are also invertible:
r 2 φ − 2λ∂ r φ. Here we used the notation introduced in Section 3, and defined
is compact, the invertibility of L λ,n follows from Lemma 3.5, provided γ > 0. We summarize this result in the following lemma.
and its inverse, are both C 1 in λ for values of λ ≥ 0.
Proof. That the operator L λ is continuous with respect to the parameter λ is straightforward. To show the same result for its inverse we will use the notation L λ = L (λ) to highlight the dependence of the operator on the parameter λ. At the same time, for f ∈ L 2 γ (R 2 ) and for general λ ≥ 0, we denote by φ(λ) the solution to L λ φ = f and we look at this next equality
, and a similar analysis justifies that this operator is indeed continuous with respect to λ. where againψ ≤ r −δ , for values of δ > 0 and large r. Since the intermediate approximation is only valid so long as ln(r) ≪ −1 a 0 , and because we are assuming λ is small beyond all orders, we may pick the scaling r = ηε λ, with η ∼ O(1), to do the matching. Notice that in this scaling the function K 0 (λr) ∼ − ln(λr 2) − γ e , where γ e is the Euler constant. We can then match the wavenumbers, ∇Φ and ∇Ψ, to obtain λ = 2e −γe exp(−1 a 0 ). This in turn gives us an expression for ω:
where we use the approximation a 0 = a 0,1 ε + a 0,2 ε 2 + O(ε 3 ), with a 0,1 = − 1 2π ∫ R 2 g so that
Remark. Notice that:
(1) The above expression shows that if ε ∫ R 2 g(x)dx < 0 the frequency ω is smaller than ε beyond all orders, which is consistent with our assumptions. In addition, ω(ε) depends smoothly on ε on the interval ε ∈ (0, ∞), and by defining ω(0) = ∂ ε ω(0) = 0 we may also conclude that ω(ε) is continuously differentiable with respect to ε on the closed interval [0, ∞).
(2) In Section 2 we derived the following approximation for the frequency:
The constant r c that appears in this expression is therefore accounted for by the constant C(ε) in (19).
We can now prove our primary result, Theorem 1, for the nonlocal eikonal equation
Proof. Considering solutions Φ(x, t) = φ(x) − λ 2 t we arrive equation (16). Then, letting φ(r, θ, t; ε) = −χ(λ(ε)r) ln(K 0 (λ(ε)r)) + ψ(r, θ; ε) − λ 2 (ε)t, λ(ε) > 0, the above analysis together with the matched asymptotics shows the smooth dependence of λ on the parameter ε, for ε ∈ (0, ∞). We can further define λ so that it is continuously differentiable with respect to ε as ε → 0. The same arguments as in Proposition 4.10 can be adapted, but now the nonlinear operator F specified in that proof depends only on ε. Therefore, there exists an ε 0 > 0 so that the above ansatz indeed represents an ε-dependent family of solutions to (16) for ε ∈ [0, ε 0 ). The theorem follows directly.
Discussion
In this paper we derive a model nonlinear integro-differential equation to describe the phase evolution of an array of oscillators with nonlocal diffusive coupling ( see equation (2) and Appendix A). We prove the existence of target wave solutions in such systems when a pacemaker is introduced, which we model as a localized perturbation of the natural frequency of the oscillators. This work builds on earlier results by Doelman et al on phase dynamics for modulated wave trains [DSSS05] , and on work by Kollár and Scheel on radial patterns generated by inhomogeneities [KS07] . In contrast to the systems considered in the earlier papers, our model equation accounts for nonlocal interaction and nonradially symmetric perturbations, so our results are applicable to a wider class of systems. However, in other aspects, the earlier results are stronger and they motivate natural directions for future work. In particular:
(1) Starting from a reaction-diffusion system, Doelman et al rigorously prove the validity of the (local) viscous eikonal equation as a reduced, modulational equation [DSSS05] . Our nonlocal model (2) generalizes this equation but its derivation in Appendix A is purely formal. A natural question would be the rigorous validation of our model as a reduction of a nonlocal reaction-diffusion equation, e.g a neural field model. (2) On the other hand, Kollár and Scheel showed the existence of target wave solutions for the "original" reaction-diffusion system (1), in a situation where the inhomogeneity g = g(r) is a radial function. This motivates proving the existence of target patterns in the "original" neural field or continuum coupled model without appealing to a reduced model of phase dynamics. (3) Kollár and Scheel also considered the case of perturbations with positive mass, i.e. the "mass" ε ∫ g > 0, and showed the existence of weak sinks and contact defects. The latter can be characterized as waves which propagate towards the core, but with wavenumber that converges to zero at infinity. We conjecture that a similar result should hold in our model (2) for nonradial inhomogeneities and radial convolution kernels (where the origin is a distinguished point). We believe that this case is accessible to the methods presented in this paper. (4) The case of a mass zero perturbation was considered previously in [Sim76] .
Here, the author shows the existence of a weakly bound ground state with an energy −ω ∼ − exp(−1 (cε) 2 ), with ε, c > 0. Preliminary analysis indicates that an analogous result is true for our nonlocal eikonal equation (2).
One of our main findings is that nonradially symmetric inhomogeneities generate target patterns which are radially symmetric in the far field. This behavior can be understood heuristically by noticing that when ε = 0 the proposed phase equation is invariant under rotations. On the other hand, when ε ≠ 0 the inhomogeneity breaks the radial symmetry but only in a region near its core where its presence is not negligible. Our simulations confirm this behavior showing target patterns that are nonradially symmetric near the origin, but that recover this symmetry in the far field. This behavior can also be explained by the analysis. When we decompose our full equation into polar modes (see Section 4.3), the only solution that does not decay algebraically is the one that corresponds to the zero-th mode equation. This suggest that what is relevant for the system is the mass of the inhomogeneity and not its shape. This stands in contrasts to the behavior of radially symmetric propagating fronts in bistable reaction-diffusion system for dimensions two or higher [Rou04] . In this case, nonradially symmetric perturbations to the original front persist and solutions lose their original radial symmetry.
Also, as mentioned in the introduction, the approximations that we have obtained for the frequency of the target patterns are in good agreement with, and in fact refine previous results. However, for values of ε that we can numerically compute with, they are not accurate enough to enable us to compare the expressions for the frequency in (19) with simulations. In ongoing work, we are developing higher order asymptotic solutions to correctly predict and compare the frequency with numerical experiments.
Finally, the applications that motivated our model equation were large collections of discrete objects, e.g. neurons or particles in a granular medium. Because they involve a large number of interacting units, it seems reasonable to use a continuum model to describe these systems. Our results show that, in general, target wave patterns are found whenever an oscillatory extended system with (possibly nonlocal) diffusive coupling is perturbed by an inhomogeneity (of the appropriate sign). A natural question is to characterize patterns in smaller networks, i.e. systems that cannot be approximated as a continuum. This question involves an extra complication, since the topology of the network now becomes very relevant.
For regular networks, like chains or rings of oscillators with nearest neighbor coupling, it has been shown that a single pacemaker can entrain the whole system [RMO06] . A similar result was found for networks where the oscillators are connected at random [KM04] . However, in general, the question of understanding the transition to synchrony and the stability of this solution in networks with different topologies is challenging (see [ADGK + 08] and references therein). For example, in the case of all to all coupling this transition is a function of the coupling strength [Kur75] , but as connections are removed at random the transition depends now on how many oscillators are still connected [ROH05] . At the same time, new types of synchronous states called chimeras have been discovered in simulations of oscillators with nonlocal coupling, [KB02] . These solutions are characterized by having a fraction of the oscillators in phase while the rest are in complete asynchrony (see [YHLZ13] and references). A similar behavior was also found in a reaction-diffusion system that can be approximated by an integro-differential equation. In this case, chimera states appear as spiral wave solutions with a core that is not in synchrony [SK04] . There is a wealth of such physical phenomena that are yet to be analyzed rigorously, and in the future we hope to further investigate aspects of the central question, namely the interplay between discreteness, nonlocal spatial coupling and "local" oscillatory behavior.
allows for a non-zero imaginary part resulting in a dependence of the oscillation frequency on the local amplitude z [Kur84] . Introducing a non-zero imaginary part for this coefficient will not change any of our conclusions, since z ≈ 1 as we argue below, so the frequency is still nearly constant spatially, just "renormalized" to a different value.
There are indeed many different ways to spatially couple these oscillators. In order to constrain the possible models, we will impose the following requirements:
(1) If = 0, the uniform states z = e it+φ0 are (neutrally) stable. This is clearly necessary if we hope to describe the ≠ 0 behavior through a slow modulation of the phase, i.e. by replacing the constant φ 0 with a slowly varying (in time) function φ(x, y, t).
(2) The spatial coupling between the oscillators is weak. Quantitatively, we will assume that the coupling is O( ). (3) The spatial coupling is isotropic and translation invariant. In particular, this implies that the entire systems is nearly isotropic and translation invariant, and the only place where this symmetry is "weakly" broken is through explicit spatial dependence of the natural frequencies of the oscillators encoded in the term 2 g(x, y). (4) The overall dynamics has a global gauge symmetry z(x, y, t) ↦ e iφ0 z(x, y, t) for any constant φ 0 . This symmetry is appropriate for studying slow behavior in systems with fast oscillations (here the natural frequencies ≈ 1 for the oscillators correspond to the "fast" time scale) and reflects the fact that the slow behavior is independent of the exact choice of the origin of time (the phase shift φ 0 ) if it is governed by averaging over many periods of the fast oscillations [AK02] . Spatial couplings satisfying these requirements are of the form L ⋆ F ( z 2 )z, where L⋆ denotes convolution with a kernel that is isotropic and O(1) as → 0. Convolutions are manifestly translation invariant and F ( z 2 )z is the general form of a gauge invariant term. Finally, in order to maintain the neutral stability of the uniform states z = e it+φ0 for = 0, we will need that L ⋆ 1 = 0, i.e. constants are in the kernel of L. Taken together, this suggests that we should consider models of the form
This is the appropriate generalization of the complex Ginzburg-Landau equation [Kur84, AK02] to our context of nonlocally coupled oscillators whose frequencies are amplitude independent. Following the approach in [Kur84] , we write z(x, y, t) = r(x, y, t)e it+iφ(x,y,t) and expect that r(x, y, t) ≈ 1 (corresponding to the natural dynamics of the oscillators) and ∂ t φ ≪ 1 (since we have already accounted the dominant part of the oscillatory behavior z ∼ e it ). We will call φ the relative phase of the oscillators. While the relative phase varies slowly in time, we make no a priori assumptions about its spatial variation. The above arguments suggest that we can replace z 2 by 1 in the above expressions to get
Separating the real and imaginary parts gives the evolution equations for r and φ. Our assumptions imply that the dominant part of the r dynamics is ∂ t r ≈ r(1 − r 2 ) so that the system relaxes to its slow manifold r ≈ 1 quickly, i.e on the time scale of the natural oscillations. Indeed, r is slaved to φ in this regime and we can solve by linearizing r(1 − r 2 ) ≈ −3(r − 1) near r = 1 to obtain
To this order of approximation, the evolution equation for the phase is therefore (20)
where τ = t is the natural slow time that arises from balancing the time derivative of φ with the nonlocal coupling. This equation can also be recast as
′ by splitting into real and imaginary parts. This is a variant of a well known equation in the context of neural field models (see [SL12] and references therein).
We now specialize (20) to particular types of spatial coupling L. The class of translation invariant, isotropic, differential operators of finite order that annihilate the constants are given by
y is the Laplacian. This motivates the definitions
In terms of these operators, the slow evolution of the relative phase φ is given by
These evolution equations, for different choices of a i , b i , are universal models for the slow time evolution of the relative phases of coupled oscillators. We can compute the first few Γ k and Σ k explicitly to obtain
where ∇∇φ is the 2 × 2 Hessian matrix. The expressions for Γ k and Σ k quickly get very complicated as k increases,. We therefore record a few observations on the structure of Γ k and Σ k that are easy to show by an inductive argument using the recursion
(1) Every term in Γ k and Σ k has a total of 2k spatial derivatives of φ.
(2) Γ k has terms that are homogeneous with degrees 1, 3, . . . , 2k−1 in φ, ∇φ, ∇∇φ, . . . and Σ k has terms that are homogeneous with degrees 2, 4, . . . , 2k.
is an isotropic sum/difference of squares of kth order spatial derivatives of φ + h.o.t, where h.o.t. refers to terms that are higher order in the homogeneity in φ.
We can obtain the dispersion relation by substituting a plane wave ansatz φ = k x x + k y y − ω(k x , k y )τ into (21) with = 0 to obtain
y . We will henceforth restrict ourselves to the case where the long-
We define a hierarchy of evolution equations by retaining the linear and quadratic terms in Γ k and Σ k . The first two equations in this hierarchy are
A basic consistency check for our procedure is that the first equation in the hierarchy is indeed the usual viscous eikonal equation.
A useful approach in modeling physical phenomena is to retain just as many terms in the model as necessary to obtain the desired behavior in the solutions. For example, this principle leads to the Kuramoto-Sivashinsky equation, where the term a 2 ∆ 2 φ is retained if a 1 < 0, but the quadratic terms involving four derivatives
2 ) are nonetheless dropped although they are formally of the same order in derivatives. While very successful, the logic of this approach is somewhat circular.
We take a slightly different modeling approach. Our goal is to get the right small k (long-wavelength) behavior. To this end, we will approximatet he quadratic terms involving the sums/differences of squares by a single term of the form − J * ∇φ 2 that captures the long-wave behavior of these nonlinearities. That is, we will require that, for an exponent α that is as large as possible, and for all compactly supported smooth function ψ ≥ 0, we have
For any function g ∈ L 1 (R 2 ), the dominated convergence theorem implies that, as
denotes the Fourier transform of g. Consequently, for φ ∈ C 0 (R 2 ), our requirement that the approximation should capture the right long-wave behavior of the nonlinearity can be written as
We now show that we can indeed find an expression for the Fourier symbol corresponding to the convolution operator J satisfying this condition.
With k = (k 1 , k 2 ) representing our variable in Fourier space and defining the nonlinear operator N by
a straight forward computation then shows that
where J(k) = b 1 + 3b 2 k 2 . Since this holds for all φ ∈ C 0 (R 2 ), it is clear then that the Fourier symbol for J can be picked to be precisely the multiplication operator J(k).
An inductive argument allows us to extend these ideas to higher order equations in the hierarchy (cf. (22)), viz. truncating (21) at quadratic order, followed by a reduction of the quadratic terms as above will give a reduced model
where the kernel J has a Fourier symbol of the form
, and the constants c j are universal (i.e. independent of the differential operator L) and can be computed explicitly. In particular, c 1 = 1, c 2 = 3. If we assume that the function e iφ is band-limited, a physically reasonable assumption precluding the presence of arbitrarily small-scale structures in the pattern of the relative phase, we can extend the above argument to reduce (21) for general (i.e. not necessarily a finite order differential operators) L and J with continuous Fourier symbols L = L( k ), J = J( k ) that are also exponentially localized. Indeed observing that the space C 0 (R 2 ) is dense in weighted Sobolev spaces, an argument by approximation gives a reduction of (21) to
By rescaling τ and φ we can, W.L.O.G, set a 1 = 1,
This is the basic model (Eq. (2)) that we consider in the body of the paper.
Appendix B. Proofs of subsidiary results B.1. Algebraic decay in Kondratiev spaces.
Proof. Let (θ, r) represent spherical coordinates in d dimensions, with r being the radial direction and θ representing the coordinates in the unit sphere, Σ. Then
where α = −(γ + 1) + (1 − d) 2 and R is fixed. We therefore have the following inequality
From Adams and Fournier [AF03, Theorem, 5.9] we know that there exist a constant C such that
where δ = dp (dp + (mp − d)q) and 1 q + 1 p = 1 . Choosing p = q = 2 and m = 0, we obtain
In this section we look at the Fredholm properties of the operator
More precisely, we prove the following proposition.
The proof consists in showing that the operator ∆ m ( Id − ∆) l is the composition of (1) an invertible operator
Item (1.) follows from Lemma B.1, and the result of item (2.) from Lemma B.4. Then, the span of the kernel and cokernel of ∆ m ( Id − ∆) l can be determined using Lemma B.3 and duality.
We start by showing the operator ( Id −∆) is an isomorphism in weighted spaces. As part of the proof we need the following Theorem by Kato, see [Kat13] .
Theorem (Kato, p.370). Let T (γ) be a family of compact operators in a Banach space X which are holomorphic for all γ ∈ C. Call γ a singular point if 1 is an eigenvalue of T (γ). Then either all γ ∈ D are singular points or there are only finitely many singular points in each compact subset of D.
With the notation ⟨x⟩ = (1 + x 2 ) 1 2 , we are now ready to show that:
Proof. We show the result only for s ≥ 2, since the results can be extended to all s ∈ Z by duality. We have the following commutative diagram
−2 x⋅∇u . The operator T (γ) may be approximated using compactly supported functions. It then follows by the Rellich Kondrachov embedding theorem that T (γ) is a compact perturbation of
The results of the lemma follow if we can show that Ker A(γ) = {0} for all γ ∈ R. Suppose for the moment that this is not true and that we can find a number γ * ∈ R and a function u ∈ W s,p (R d ) such that A(γ * )u = 0. Then, from the commutative diagram and the embedding W s,p
, with γ < γ * , we obtain that A(γ)u = 0 for all γ < γ * . On the other hand, the operator
which is compact and analytic for all γ ∈ C, has λ = 1 as an eigenvalue if and only if A(γ) has a non trivial kernel. We have therefore shown that λ = 1 is an eigenvalue of ( Id − ∆) −1 T (γ) for all γ < γ * . Now, Kato's Theorem implies that λ = 1 is an eigenvalue of ( Id − ∆) −1 T (γ) for all γ ∈ C. In particular, this result holds form γ = 0, which is a contradiction as ( Id − ∆) is invertible. It therefore follows that Ker A(γ) = {0} for all γ ∈ R and that
Before showing the Fredholm properties of ∆ m in Kondratiev spaces we need some results concerning homogenous polynomials. For more detailed proofs regarding the following results see [SW16] .
Homogenous Polynomials: Let P m denote the space of complex valued homogenous polynomials in R d of degree m, and let H m ⊂ P m denote the subspace of harmonic polynomials. One can define a inner product in P m , via ⟨P, Q⟩ = P (D)Q, where the bar denotes complex conjugation and P (D) is the differential operator by which x i is replaced with ∂ ∂ j . With this notion of an inner product it is possible to show that: Lemma B.2. The space P m is a direct sum of the form
where α is a positive integer such that m = 2α if m is even, or m + 1 = 2α if m is odd.
Since the dimension of 
is used in the next lemma.
Lemma B.3. The operator ∆ k ∶ P m → P m−2 is onto with kernel H m,k
Proof. The result is trivially true if m ≤ 2k. For the case m > 2k suppose the result does not hold, so that there exist a q(x) ∈ P m−2k such that ⟨∆ k p, q⟩ = 0 for all p(x) ∈ P m . Take p(x) = x 2k q(x) and notice that 0 = ⟨∆ k p, q⟩ = ⟨q,
Since ⟨⋅, ⋅⟩ is an inner product, it follows that p(x) ≡ 0 and as a consequence the map ∆ k ∶ P m → P m−2k is onto. Now, let r(x) = x 2k q(x) for some q(x) ∈ P m−2k , and take p(x) ∈ P m such that = H m,k .
We are now ready to state the Fredholm properties of ∆ m ∶ M 2m,p
Lemma B.4. Given γ ∈ R, α, β ∈ N ⋃{0}, m, n ∈ Z + , and p ∈ (1, ∞) the operator
• Fredholm for α + n p < γ < −β − n p + 2m with kernel and cokernel given by
H j,k ;
• and it is not Fredholm for values of γ ∈ {j + n p ∶ j ∈ Z}.
Proof. From the results in [McO79] , it is straight forward to see that the operator is Fredholm. The span of the kernel and cokernel follows from Lemma B.3, while the range of values for γ can be found by determining when the subspace
B.3. Fredholm properties of radial derivatives. In what follows, γ ∈ R and p, q ∈ (1, ∞) are conjugate exponents. We also use the notation ⟨r⟩ = (1 + r 2 ) 1 2 .
Lemma B.5. Let γ ∈ R, and p ∈ (1, ∞). Then the operator • for γ > 1 − 2 p it is invertible, whereas • for γ < 1 − 2 p it is surjective with Ker = {1}. On the other hand, the operator does not have closed range for γ = 1 − 2 p. • for γ > 2 − 2 p it is injective with Coker = {1}, whereas • for γ < 2 − 2 p it is invertible. On the other hand, the operator does not have closed range for γ = 2 − 2 p.
The proof of the above propositions follows from the next lemmas and duality.
Lemma B.8. Given γ > 1 − 2 p and p ∈ (1, ∞), the operator ∂ r ∶ M and notice that w(τ ) satisfies ∂ τ (w⋅e −στ ) = e −στ g(τ ), hence w(τ ) = ∫ τ ∞ e σ(τ −s) g(s) ds. Then, letting σ = γ − 1 + 2 p > 0 and using Young's inequality we arrive at
Lemma B.9. Given γ > 2 − 2 p and p ∈ (1, ∞), the operator ∂ r + where the double brackets ⟪u, v⟫ denote the paring between an element v ∈ X and a linear functional u ∈ X * . Notice as well that the definition for these operators is a natural extension of ∂ r ∶ M • injective for γ > 1 − 2 p.
• Fredholm with Ker = {1} and index i = 1 for γ < 1 − 2 p.
Proof. To show it is injective for γ > 1 − 2 p, suppose there is a u ∈ L p r,γ−1 (R 2 )
such that ∂ r u = 0. Then using a sequence {u n } ∈ C ∞ 0 (R 2 ) such that u n → u in L • injective for γ < 2 − 2 p.
• Fredholm with Coker = {1} and index i = −1 for γ > 2 − 2 p.
Lemma B.12. Given γ = 1 − 2 p, the operator ∂ r ∶ M 1,p r,γ−1 (R 2 ) → L p r,γ (R 2 ) does not have a closed range.
Proof. Let ψ(r) ∈ C ∞ 0 (R 2 ) be a radial function with suppψ(r) ∈ B 1 and ψ(r) = 1 for r < 1 2. Define u n (r) = ψ(r n) ψ(r n) L Proof. The proof is similar to that of Lemma B.12 only we use the following sequence instead: Let ψ(r) ∈ C ∞ 0 (R 2 ) be a radial function with suppψ(r) ∈ B 2 and ψ(r) = 1 r for 1 < r < 3 2, and ψ(r) = 0 for r < 1 2. Then define u n (r) = ψ(r n) ψ(r n) L p r,γ−1 (R 2 ) .
