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http://jwcn.eurasipjournals.com/content/2014/1/54RESEARCH Open AccessSAR image target detection in complex
environments based on improved visual attention
algorithm
Shuo Liu* and Zongjie CaoAbstract
A novel target detection algorithm for synthetic aperture radar (SAR) images based on an improved visual attention
method is proposed in this paper. With the development of SAR technology, target detection algorithms are confronted
with many difficulties such as a complicated environment and scarcity of target information. Visual attention of the human
visual system can make humans easily focus on key points in a complex picture, and the visual attention algorithm has
been used in many fields. However, existing algorithms based on visual attention models cannot obtain satisfactory results
for SAR image target detection under complex environmental conditions. After analysing the existing visual attention
models, we combine the pyramid model of visual attention with singular value decomposition to simulate the human
retina, which can make the visual attention model more suitable to the characteristics of SAR images. We introduce
variance weighted information entropy into the model to optimize the detection results. The results obtained by the
existing visual attention algorithm for target detection in SAR images yield a large number of false alarms and misses.
However, the proposed algorithm can improve both the efficiency and accuracy of target detection in a complicated
environment and under weak-target conditions. The experimental results validate the performance of our method.
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SAR image1 Introduction
The visual attention model for synthetic aperture radar
(SAR) image target detection plays a positive role be-
cause the human visual system focuses on the areas of
interest and rapidly decides on them [1]. Visual attention
greatly improves the ability of the human visual system
to deal with images under a complex environment.
Therefore, a positive effect can be gained by introducing
visual attention into target detection in SAR images.
With the continuous development in military technol-
ogy, target detection in a SAR image becomes more dif-
ficult. The environment around targets becomes more
complicated, and information on targets lessens. Trad-
itional detection methods for SAR images such as con-
stant false alarm rate (CFAR) have been improved to
adapt different conditions, but they are also difficult to
perform outstandingly. The reason is that under a* Correspondence: lslsfox@126.com
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Technology of China, Chengdu 611731, China
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in any medium, provided the original work is pcomplicated environment and weak-target condition, key
pixels are lacking and interference pixels are too much.
Limited improvements cannot compensate for defects.
Existing visual attention models generally use the Gauss-
ian pyramid model proposed by Burt and Crouely to
simulate the feature of the human retina [2]. The feature
can be described by considering that the centre of the
retina has a smaller receptive field; on the other hand,
the receptive field at the periphery of the retina is much
bigger [3]. Therefore, we can conclude that as the fea-
ture sampling density and visual resolution of a position
become smaller with the increase in distance from the
centre of the human retina, the peripheral information is
compressed [4]. After building a Gaussian pyramid
model, the visual attention system guides the attention
to an area of interest according to some features of a tar-
get, such as the shape, colour and intensity [5]. Current
visual attention methods are not suitable for target de-
tection in a complicated environment or under weak-
target conditions [6].n Open Access article distributed under the terms of the Creative Commons
g/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
roperly credited.
Figure 1 Pyramid structure of an image.
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from the difficulty of effectively compressing a SAR image
with weak targets. But compressing an image to different
rates and keeping important information is of importance
for the visual attention algorithm. Therefore, this paper
proposes a new visual attention algorithm for target detec-
tion. Since the singular value decomposition (SVD) method
can keep the important information of a SAR image when
the image is compressed [7], combining it with the Gauss-
ian pyramid model can produce images with different com-
pression ratios, which enable the image to retain the target
information and well obscure the environment information.
After combining SVD with the Gaussian pyramid model,
the variance weighted information entropy (WIE) method
is used to distinguish the different types of areas and filter
out the regions of interest (ROIs) without targets. As a re-
sult, the purpose of efficient target detection under a com-
plicated environment and weak targets can be achieved.
The remainder of this paper is structured as follows:
Section 2 introduces in detail the classic visual attention
model and the pyramid model. Section 3 presents the
steps of each detection stage and focuses on the SVD
method and the variance WEI. Section 4 presents the ex-
perimental results of the SAR target extraction using the
proposed techniques, and Section 5 draws the conclusion.
2 Classic visual attention model
The algorithm proposed in this paper is an improvement
of Itti. Itti is a classic visual attention model. The Itti
model determines the ROI in human eyes, which includes
the target to be detected as a set of significant pixels in
images, and then extracts the ROI by finding a significant
pixel in the image [8-10]. The model can adaptively detect
the ROIs in the image. Compared with most of the trad-
itional algorithms that need to manually specify the ROI,
the Itti model enjoys great advantages in target detection
and recognition in image processing. Here, we first intro-
duce the calculation process of the Itti model, and the de-
tails can be found in the literature [11]. Then, we describe
the details on building the pyramid model.
For an image, the first part of the visual attention model
is the linear filter, which extracts the colour, intensity and
orientation features from the image. For example, the Itti
model makes the output of the Gabor filter in four differ-
ent directions become the orientation feature. The for-
mula for the Gabor filter is expressed as follows:











ð1Þwhere α and β are the standard deviation, λ is the wave-
length and θ is the direction. The formulas of xθi and yθi
are shown as follows:
xθi ¼ x cos θið Þ þ y sin θið Þ ð2Þ
yθi ¼ −x sin θið Þ þ y cos θið Þ ð3Þ
Then, we build a Gaussian pyramid for every feature.
In the second part, a centre-surround difference module
is used to extract the feature map. In the third part, a
plurality of different feature maps is merged to form the
conspicuity map, which is a saliency map, through an ef-
fective feature consolidation strategy. In the fourth part,
the focus of the attention area is located based on the
saliency map. In the final part of the visual attention
model, the winner-take-all competition net is used to
find the most significant point from the saliency map,
and the inhibition-of-return is used to ensure that the
area would not be focused again [12-14].
The visual attention model adopts the multi-scale
spatial attention to simulate the nonuniform sampling
mechanism of the human retina [15]. Burt and Crouely
proposed a pyramid structure from the summary of the
nonuniform sampling mechanism [16]. Figure 1 shows
the pyramid structure of an image.
Two steps are needed to establish the pyramid struc-
ture: one is smoothing and the other is downsampling.
For a two-dimensional digital image I(i,j), δ represents
the pyramid layers. When δ = 0, the formula Iδ(i, j) = I0
(i, j) = I indicates the bottom of the pyramid structure.
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ψ k; tð ÞIσ−1 2iþ k; 2jþ tð Þ ð4Þ
The Itti model adopts the linear discrete Gaussian fil-
ter to perform the smoothing and downsampling in the
horizontal and vertical directions of the input image, re-
spectively, and forms eight different resolution sub-
images [17]. Including the original image, nine images
are required to build up the Gaussian pyramid structure.
The smoothing filter is [1 4 6 4 1], and downsampling is
achieved by a convolution with a [1 1]/2 filter. We use
the two filters to achieve our objective, which take the
average value of every two pixels in the previous image
as one pixel value in the next image. The two steps can
be combined into a convolution with a filter K = [1 4 6 4
1]*[1 1]/2 in the horizontal and vertical directions.
3 Improved visual attention model
In recent years, the SVD algorithm has been widely
studied. This algorithm extracts the algebraic feature
from an image [18]. SVD has the characteristics of en-
ergy aggregation for an image [19], which makes it a
popular technology in the area of image compression.
The features represent the essential characteristics of an
image; therefore, the SVD algorithm has the advantage
of being insensitive to noise and complexity of an image.
The variance WEI is a statistical form of the characteris-
tics, which reflects the average information of a figure. It
was first used to detect infrared images [20].
3.1 SVD integrated into visual attention
The SVD technique has been paid close attention since
its introduction and has been widely used in statistical
analysis, signal processing and system theory. The SVD
is an extension of the spectral analysis theory. It is es-
sentially an orthogonal transformation. If a matrix has a
linearly correlated row or column, it can be changed into
a diagonal matrix by multiplying the orthogonal matrix
on the left with that on the right [21]. After the change,
we can obtain some singular values whose number re-
flects the independent row (column) vector number of
the original matrix. The eigenvalues can construct each
individual component of the original signal. The SVD
technique has the advantage of fast processing and
handing stability. The SVD in modern linear algebra and
signal processing theory is defined as follows: if A ∈ Rm × n
exists, then orthogonal matrices U ∈ Rm × n and V ∈ Rm × n
exist. The formula is obtained as follows:










¼ diag σ1; σ2;…; σrð Þ ð7Þ
The diagonal elements are arranged in a descending order:
σ1≥σ2≥⋯≥σn≥0; r ¼ rank Að Þ ð8Þ
U and V are m ×m and n × n dimensional unitary
matrices which respectively satisfy
UUH ¼ Im ð9Þ
VVH ¼ In ð10Þ
To make the visual attention model adjust to the tar-
get detection in a complicated-environment SAR image,
we combine SVD with the pyramid model. This combin-
ation can compress the original image to a number of
images with different compression rates. The informa-
tion about the targets in the resulting images with dif-
ferent compression rates is retained and that on the
environment is obscured. This result allows the centre-
surround module to find the saliency point more ef-
fectively and optimise the detection results under a
complicated environment.
The major steps of the proposed SVD-pyramid model
method are as follows:
 For an original image A, it is decomposed into a
diagonal matrix B and another two orthogonal
matrices using SVD.
 The number of nonzero elements R is computed,
and the elements are arrayed in a descending order
to form vector P.
 The m number of biggest elements from vector P is
retained. The remaining elements form vector Q.
The value of m is equal to 60% of R.
 A new diagonal matrix B1 is constructed using the
elements of vector Q.
 A new image A1 is generated using the diagonal
matrix B1 and the two orthogonal matrices.
 The above steps are repeated until the number of
nonzero elements is less than 1 or R × 0.02.
3.2 Post-processing based on the WIE algorithm
Entropy reflects the average information of a figure. The




pi log pi ð11Þ
The variance WIE was first used to detect infrared im-




Area with target Non-uniform area uniform area
Figure 2 The WIE value with different types of areas.
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The WIE algorithm is defined as follows:





Ps log Psð Þ ð12Þ
where Ps is the probability of the grey levels in the infra-
red image and s is the mean intensity of the infrared
image. In particular, when Ps = 0, we let Ps log (Ps) = 0.
Considering that the result of the improved visual atten-
tion method needs to filter out the false alarms, in this
study, we import WIE to achieve this purpose. We test
the value of WIE from different areas in a real SARFigure 3 Flow chart of improved visual attention.image. The results show that different types of regions
correspond to a large difference in the WIE value, and
similar types of regions correspond to a small difference
in the WIE value. When the ROI areas are detected, we
compute the values of WIE of these areas and array
them in a descending order. Then, we calculate the dif-
ferences between adjacent values and array them in an
ascending order. Next, we abandon several largest values
in sequence 2 and calculate the mean value in sequence
2 as a threshold value. The values in the threshold value
region are corresponding to areas with a target. From
this result, we can filter out the area without targets.
Figure 2 shows the simulation results. The size of all
(b)(a)
(c) (d)
Figure 4 The test image and results by different algorithms in a simple environment. (a) The test image of a simple environment. (b) The
result of the Itti model algorithm in a simple environment. (c) The result of the two-parameter CFAR method in a simple environment. (d) The
result of the improved VA algorithm in a simple environment.
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three types, which are the area that includes the up
and down, the area that contains the target and the
uniform area.
The above results show that the WIE value of a real
SAR image in different areas has a large difference.
Based on the difference, we can determine the areas(a)
(c)
Figure 5 The results of test image 1 by different algorithms in a com
environment. (b) The result of the Itti model algorithm in a complicated en
complicated environment. (d) The result of the improved VA algorithm inwithout targets. Therefore, the WIE method can be used
to achieve the post-processing of the target detection.
3.3 Processing steps
The flow chart of the visual attention based on the SVD
algorithm and WIE method mentioned earlier is shown
in Figure 3.(b)
(d)
plicated environment. (a) The test image of a complicated




Figure 6 The results of test image 2 by different algorithms in a complicated environment. (a) The test image of a complicated
environment. (b) The result of the Itti model algorithm in a complicated environment. (c) The result of the two-parameter CFAR method in a
complicated environment. (d) The result of the improved VA algorithm in a complicated environment.
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on the Itti model, the detailed steps of the algorithm will
not be presented. In the feature extraction module, we use
the features that include the intensity, colour, orientation
and consistency. In the centre-surround difference module,
the no. 2, 3 and 4 images are selected as the centre image,
and the numbers of the surround images are 2, 3 and 4.
4 Simulation and results
4.1 Simulation
To verify the feasibility of the proposed algorithm, sev-
eral simulations are performed. The simulation data are
divided into two types, i.e. type 1 and type 2. Type 1
consists of 20 images, and the size of each image is
384 × 256. These are images in a simple environment
and conspicuous target conditions. These targets are
tanks in a grassland environment. Type 2 consists of im-
ages in a complicated environment and weak targets,
and the size of each image is 2,406 × 512. The targets are
tanks in grassland and jungle environment.
The simulations are divided into three parts. The first





Classic algorithm 4 4
CFAR 4 4
The proposed algorithm 4 4part is the simulation using the proposed algorithm. The
last part is the simulation using the two-parameter
CFAR. This detection method is a pixel-level target
detection method. The reason we choose CFAR for
comparison is that the algorithm is not only the most
in-depth and most practical but also an extensive
method of a class at present. The simulation of each
part satisfies two premises, i.e. simple environment
and conspicuous target condition and complicated
environment and weak-target condition. Figure 4a
shows the test image for the first type of data, which
are under the simple environment and conspicuous
target conditions. Figure 4b,c,d shows the results ob-
tained by the three algorithms. In the figures, red
lines and yellow lines show the shifting route and size
of FOA, respectively.
To verify the performance of the improved algorithm
under a complicated environment, we perform another
simulation using the type 2 data. Figures 5a and 6a show
the test images of the type 2 data. They are obtained at
different levels of complexity condition. Figures 5b,c,d and





Size of FOA (number
of pixels)
0 0 2,000 to 7,000 (large)
0 0 -
0 0 1,000 to 1,500 (small)









Size of FOA (number
of pixels)
Classic algorithm 13 12 6 7 2,000 to 9,000 (large)
CFAR 13 27 14 0 -
The proposed algorithm 13 13 0 0 1,000 to 1,500 (small)
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In the two data types for the simulation, we obtain the
following results by comparing the three algorithms.
The results are divided into two parts. First, for the data
in the simple environment and weak target case, the re-
sults are listed in Table 1. The three methods yield four
focus of attention (FOA) areas, and the four areas detect
the targets well. All three methods do not yield false
alarms and undetected targets. We compare the size of
the FOA for two kinds of visual attention algorithm.
The size of the FOA is measured by the number of
pixels in the FOA. Through the simulation, the number
of pixels in the FOA in the classic algorithm is 2,000 to
7,000, and it is 1,000 to 1,500 in the proposed algorithm.
Therefore, the size of the FOA in the improved method
is smaller.
From the type 2 data obtained by the simulation, we
obtain the results listed in Table 2. Six targets are
present in the SAR image. From the classic algorithm, in
the six FOA areas obtained by the Itti model, only three
areas cover the targets. The others cover shadow and
empty areas. The two-parameter CFAR method detected
ten targets. Although the six targets are detected, four
false alarms occur. On the other hand, all six target areas
obtained by the proposed algorithm exactly cover the
targets. In the classic algorithm, the number of pixels in
the FOA is 2,000 to 9,000, and in the proposed algo-
rithm, it is 1,000 to 1,500. Thus, the FOA size in the im-
proved method is also smaller.
By comparing the detected rates, we determine that
the performance of the classic algorithm is significantly(a)
Figure 7 Detection results of the three methods in different complexlower than that of the other two algorithms and the pro-
posed algorithm performs best. From the comparison of
the false alarm rates, the false alarm rate and misses of
the classic algorithm are high. Although the CFAR
method successfully detects all the targets, the false
alarm rate is higher than that of the proposed method.
The detected rate is defined as the ratio of the number
of correct detected target to real target. The false alarm
rate is defined as the ratio of the number of false de-
tected target to real target. By comparing the three
methods, the classic method produces too many false
alarms which affect the detection accuracy. Itti model
methods miss a lot of targets, but the proposed method
can make up for the lack. In summary, the proposed al-
gorithm can obtain not only a high detection rate but
also a low false alarm rate. The improved visual atten-
tion algorithm can adapt to the conditions of a compli-
cated environment and weak target.
After comparing the performance of the three methods,
we study the effect of image complexity on the detection
performance of the three methods. We use the GLCM
features to describe the spatial distribution and whole
complexity of an image. The features include the angular
second moment, entropy, inverse different moment and
contrast. Figure 7 shows the result.
Figure 7 shows that the detection rate of the classic
method rapidly decreases. Because the complexity of the
image increases, the background becomes complicated,
and the classic method detects more complicated re-
gions than real targets. The detection rate of the CFAR
method decreases slowly. It is based on a large number(b)
ities. (a) Detection rate. (b) False alarm rate.
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tion efficiency rapidly decreases. The proposed method
yields better results in both detection and false alarm
rates.
5 Conclusions
In this study, we have developed an improved visual at-
tention algorithm adapted to SAR image target detection
under complicated environment and weak-target condi-
tions. The method of combining SVD with the pyramid
model and using WIE to filter out the false alarms has
been introduced in detail. To validate the performance
of the method, some simulations were performed. The
results show the feasibility of the improved visual atten-
tion algorithm to SAR image target detection under
complicated environment conditions.
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