Abstract. Message Sequence Charts (MSCs) and High-level Message Sequence Charts (HMSC) are formalisms used to describe scenarios of message passing protocols. We propose using Allen's logic to study the temporal order of the messages. We introduce the concept of discord to quantify the order discrepancies between messages in different nodes of an HMSC and study its algorithmic properties. We show that while discord of a pair of messages is hard to compute in general, the problem becomes polynomial-time computable if the number of nodes of the HMSC or the number of processes is constant. Moreover, for a given HMSC, it is always computationally easy to identify a pair of messages that exhibits the worst-case discord, and compute the discord of this pair.
Introduction
Message Sequence Charts (MSCs) and High-level Message Sequence Charts (HMSC) are very useful tools for describing executions of communication protocols. They provide an intuitive visual notation, which is widely used in practice and has been formally described in the MSC standard [11] . A related notation was also adopted as part of the UML standard. Intuitively, an MSC is described by a set of processes and a set of messages between these processes. The notation allows us to specify the order in which each process sends and receives messages. An HMSC is a graph whose nodes are labeled with MSCs. An execution of an HMSC is a concatenation of MSCs that appear on a path in this graph. Using HMSC notation, one can describe alternative behaviors of systems, or even use it as a scenario-based programming formalism [10] . The reader is referred to Section 2 for formal definitions.
Besides being used in practice, MSCs and HMSCs have been extensively studied from theoretical perspective over the past few years. This research has pointed out several difficulties with these formalisms. One such example is the problem of detecting race conditions in MSCs [2] , i.e., the possibility that messages arrive out of order due to lack of synchronization. This problem has also been generalized to HMSCs [14] and sets of MSCs [7] . Another problem is related to global choice [4, 3] , where some processes behave according to one MSC scenario and other processes behave according to another MSC scenario, resulting in new behaviors.
Continuing this line of research, in this paper we identify another ambiguity of the MSC notation. Namely, in the definition of an HMSC, a concatenation of MSCs along a path intuitively suggests that messages that appear in an earlier MSC precede in time any message that appears in a later MSC. In fact, in some frameworks such as live sequence charts [6] there is a hidden assumption of such synchronous nature. However, according to the MSC semantics, this is is not the case: independence between events happening in different sets of processes may allow messages in later MSCs to overlap or even sometimes appear earlier than messages in previous MSCs. Moreover, it is not clear how to achieve this kind of synchronization without an additional mechanism or extra messages. Clearly, this discrepancy may result in users misinterpreting the notation and, as a result, designing protocols that do not work as intended. This is reminiscent of the concept of race conditions: the straightforward visual interpretation of concatenation is different from the intended semantics. However, unlike for race conditions, this discrepancy has not been studied before.
In this paper, we provide a formal treatment of this issue. We introduce the notion of discord of a pair of messages in different nodes of an HMSC. Intuitively, the discord of two messages is the worst possible discrepancy between their order in an execution and their "ideal" order, in which the message in the MSC that appears earlier on the path precedes the message in the MSC later on the path. To formalize this intuition, we need several tools that we introduce below.
We start our study of the message order in MSCs and HMSCs by defining the concept of a chain. Informally, a chain is a sequence of events where any adjacent pair of events is ordered either by being a send-receive pair, or by belonging to the same process line. Hence, a chain represents a possible flow of information. Clearly, the order between messages is determined not only by the relevant messages themselves, but also by chains between their endpoints. We characterize the possible message orders by describing the possible communication patterns between their endpoints. We then project each such pattern on a global timeline and classify the resulting scenarios. To do so, we use a subset of Allen's interval logic [1] . Allen's logic is a formalism for describing the relative order of time intervals. For example, Allen's logic formula AdB expresses the fact that A happens during B, i.e., A starts after B starts and ends before B ends. It has been widely studied in the context of artificial intelligence and knowledge representation, and its expressive power and computational properties are well understood [12] . As messages can easily be seen as time intervals, it provides a convenient language for describing the message order. We introduce a natural ordering on Allen's logic primitive predicates and define the discord of a pair of messages in an MSC as the worst possible Allen's logic primitive predicate (according to this ordering) that corresponds to the communication pattern of this pair.
We study the concept of discord from the algorithmic perspective. First, we show that computing the discord of a pair of messages is coNP-complete. Our reduction assumes that both the number of nodes in the HMSC and the number of processes are part of the input. We show that this is inevitable: if either of these numbers is fixed, the discord can be computed in polynomial time. We then focus on characterizing the discord of an HMSC by a single parameter. To this end, we define the discord of an HMSC as the worst possible discord of a pair of messages in this HMSC. Surprisingly, it turns out that this quantity can be computed in time polynomial both in the size of the MSC graph and the number of processes. Intuitively, the reason for that is that it is easy to identify a pair of messages that exhibits the worst-case behavior for a given HMSC and compute the discord of such a pair. The study of discords provides also a generic study of the existence of communication chains, which we believe will be interesting in its own right in studies of layered combination of communication algorithms.
Preliminaries

Message Sequence Charts
Following [11] , we formally define message sequence charts (MSCs), MSC concatenation, and high-level message sequence charts (HMSCs).
Definition 1.
A Message Sequence Chart (MSC) is a tuple C = (P, E, P, M, < p:p∈P ), where -P is a finite set of processes; -E is a finite set of events; -P : E → P is a function that maps every event to the process on which it occurs; -M is a finite set of messages. Each message m ∈ M consists of a pair of events (s, r) for send and receive; -For each process p ∈ P, < p is a total order on the events of that process.
We define a relation < as <= p∈P < p ∪{(s, r) | (s, r) ∈ M } and let < * be the transitive closure of <. We require < * to be acyclic. We assume that MSCs are FIFO, that is, if two messages (s 1 , r 1 ) and (s 2 , r 2 ) are between the same processes, i.e., P (s 1 ) = P (s 2 ) and P (r 1 ) = P (r 2 ), then s 1 < s 2 implies r 1 < r 2 .
We will occasionally abuse notation and write m ∈ C instead of m ∈ M. Definition 2. Let C 1 , C 2 be two MSCs where
, the function P is given by P (e) = P 1 (e) if e ∈ E 1 and P (e) = P 2 (e) if e ∈ E 2 , and for each p ∈ P we define < p =< Given a path L = (v i , . . . , v j ) in G of length at least 2, we denote by λ(L) the MSC that is obtained by concatenating the MSCs along L, i.e., (C i ; . . . ; C j ). The set of executions of an HMSC is also referred to as the set of MSCs generated by that HMSC. We can define infinite executions in a similar way. This requires defining the concatenation of an infinite sequence of MSCs, which is the limit of the sequence of finite concatenations of prefixes. As this does not add to the results in the paper, we only refer the reader to, e.g., [9] . Figure 1 shows an example of an HMSC. The node in the upper left corner, denoted M1, is the starting node, hence it has an incoming edge that is connected to no other node. Initially, process P1 sends a message to P2, requesting a connection (e.g., to an internet service), according to the node M1. This can result in either an approval message from P2, according to the node M2, or a failure message, according to the node M3. In the latter case, a report message is also sent from P2 to some supervisory process P3. There are two progress choices, corresponding to the two arrows out of the node M3. We can decide to try and connect again, by choosing the arrow from M3 to M1, or to give up and send a service request (from process P1 to process P3), by choosing to progress according to the arrow from M3 to M4. Note how the HMSC description abstracts away from internal process computation, and presents only the communications. Consider the path (M1, M3, M4). According to the HMSC semantics, process P2 does not necessarily have to send its Report message in M3 before process P1 has progressed according to M4 to send its Req service message. However, process P3 must receive the Report message before the Req service message.
Allen's logic
Allen's logic [1] is a formalism that allows one to express temporal relationships between time intervals. It has 13 primitive relations that correspond to possible relationships between two intervals, such as "A precedes B" or "A happens during B". Each primitive relation describes a total order between the endpoints of these intervals. When working with MSCs, we normally assume that no two events can happen at the same time, i.e., no two intervals have a common endpoint. Therefore, to represent relationships between two messages m 1 = (s 1 , r 1 ) and m 2 = (s 2 , r 2 ), we will only use 6 of these primitives, namely:
Observe that for t ∈ {p, o, d} the predicate AtB is equivalent to Bt −1 A. An Allen's logic formula consists of concatenation of one or more of these 6 letters, and is interpreted as a disjunction of the corresponding predicates. For example, the formula Apod −1 B says that either A precedes B, or A overlaps B, or B happens during (is included in) A. Given the semantics of the primitive predicates, it is easy to see that this formula says that A starts before B, but may end before (p), during (o), or after (d −1 ) B. There are several operations that can be performed on Allen's logic formulas, such as composition and intersection. However, in this paper we only use the Allen's logic as a means to describe the relationships between messages. Therefore, we will not formally define these operations.
Relationships between Messages
In this section, we will show how to use Allen's logic to reason about the relationship between a given pair of messages. Given an MSC C, a chain from x ∈ E to y ∈ E is a sequence of events (x = e i1 , e i2 , . . . , e i k−1 , e i k = y) such that e ij ∈ E for j = 1, . . . , k, and every adjacent pair (e ij , e ij+1 ) in the chain is either a send and the corresponding receive, or e ij appears before (above) e ij+1 in the same process line. Clearly, x < * y if and only if there is a chain of messages from x to y. Now, consider a pair of messages (s 1 , r 1 ) and (s 2 , r 2 ). By definition, there is always a chain from s 1 to r 1 and from s 2 to r 2 . Moreover, for any (a, b) ∈ {s 1 , r 1 } × {s 2 , r 2 }, we have one of the following three cases: (1) there is a chain of messages from a to b; (2) there is a chain of messages from b to a; (3) there is no chain in either direction. As there are four pairs of points, this corresponds to 3 4 = 81 combinations. However, not all of them are possible, as MSCs do not admit cycles (see Figure 3 ). In fact, for two messages there are exactly twenty possible combinations of orders between their endpoints. We list them in Figure 4 . In these figures, the messages correspond to the vertical arrows, and dashed arrows correspond to relationships derived by transitive closure.
The patterns in Figure 4 correspond to the following Allen's logic relationships:
Except for cases (a) and (k), which are symmetric, each other case has a symmetric twin that can be obtained by swapping the left and the right message.
To decide between these cases, it suffices to calculate the transitive closure relation < * . While in general transitive closure algorithms run in cubic time [8, 16] , it has been observed [2] that in the MSC case one can be more efficient since each event has at most two successors. Formally, we have the following proposition.
Proposition 1. [2]
Given an MSC M with messages m 1 , · · · , m t , one can decide in time O(t 2 ) the relation between every m i , m j , 1 ≤ i, j ≤ t.
We will now derive a corollary that will be useful in bounding the running time of our algorithms. Proof. Let E i be the set of events of the MSC C i . By Proposition 1, we can compute 
Corollary 1. Given an HMSC
. Summing over all i, j = 1, . . . , n, we obtain the bound of O(|H| 2 ), as claimed. 2
Definition of Discord
Concatenating two MSCs C 1 and C 2 does not necessarily mean that all the messages of C 1 precede in time all the messages of C 2 : for example, if C 1 consists of a single message from p 1 to p 2 , and C 2 consists of a single message from p 3 to p 4 , the relation < does not provide any information about the relative order of these two messages. In what follows, we propose an Allen logic-based formalism that allows us to quantify the ordering discrepancies that occur when concatenating MSCs. We start by considering sequences of MSCs, and then extend our analysis to HMSCs.
Consider a concatenated MSC (C 1 ; C 2 ). For any two messages m 1 = (s 1 , r 1 ) ∈ C 1 and m 2 = (s 2 , r 2 ) ∈ C 2 , we know that s 1 < r 1 and s 2 < r 2 . Now, intuitively, the best possible scenario for (C 1 ; C 2 ) is when all messages in C 1 precede all messages in C 2 . In this case, we also have r 1 < s 2 , and thus we obtain s 1 < r 1 < s 2 < r 2 . This corresponds to case (b) in Figure 4 . Note that this scenario is only possible when C 1 has a unique maximal event e, C 2 has a unique minimal event e ′ , and e and e ′ occur on the same process, i.e., P (e) = P (e ′ ). Conversely, the worst possible case is when some message m 2 in C 2 may be completely unordered with respect to a message m 1 in C 1 . That is, for some m 1 and m 2 as above, the situation is described by case (a) in Figure 4 , or by the Allen's logic formula m 1 pp
In this case, at worst, the Allen logic formula allows m 2 to actually precede m 1 , since the disjunction permits in particular that m 1 p −1 m 2 . All remaining scenarios lie, as will be formulated below, between these two cases. We will now introduce a measure of discrepancy, which we call the discord, which will allow us to order them more precisely, Given a concatenation of two MSCs (C 1 ; C 2 ), two messages m 1 = (s 1 , r 1 ) ∈ C 1 and m 2 = (s 2 , r 2 ) ∈ C 2 are said to be out of order if r 1 does not precede s 2 , i.e., ¬m 1 pm 2 . In Figure 4 , this happens in cases (a), (c), (d), (h), and (j). Note that in our setting, the cases (e), (f), (g), (i), and (k) are impossible: in each of these cases, there are chains of messages starting from events of m 2 and ending in events of m 1 , which cannot happen under concatenation.
We now classify all primitive Allen logic predicates according to how well they order the endpoints of the projected intervals, i.e., represent the order between the events of the two messages m 1 and m 2 . Recall that in the ideal case, i.e., when the order between the intervals is described by the Allen logic predicate p, we have s 1 < r 1 < s 2 < r 2 . In this case, there are zero events in {s 2 , r 2 } that precede those in {s 1 , r 1 }. Under the worst case, i.e., if m 2 fully precedes m 1 , we count four inversions: namely, s 2 < s 1 , s 2 < r 1 , r 2 < s 1 and s 2 < r 1 . We thus order the predicates according to how many of these four relationships are inverted. In case of a tie, we give preference to the relationships that involve s 1 to those that involve r 1 .
Definition 4. The total order ≺ is the transitive closure of the partial order
≺ 0 given by ≺ 0 = {(p, o), (o, d −1 ), (d −1 , d), (d, o −1 ), (o −1 , p −1 )}.
Remark 1.
Observe that the number of inversions in p −1 is 4, as explained above, in o −1 it is 3, in d and d −1 it is 2, in o it is 1, and in p it is 0. Therefore, our decision that d −1 ≺ d may appear quite arbitrary. We made this choice for two reasons. First, we do think that the time when the messages are sent is more important than the time when they are received, as the designer has more control over the former, and second, it is convenient to have a total order to work with. However, we believe that many of our ideas and results will apply for different orders, including some that are not total. Let us now apply this definition to the six cases that can occur for a pair of messages in a concatenated MSC, as illustrated in Figure 4 . In case (a) the messages are in relationship pp We now extend the definition of a discord to messages in HMSCs.
Definition 5. Consider a sequence of MSCs
(C 1 , . . . , C k ) and a pair of messages m 1 ∈ C 1 , m 2 = C k such that in the MSC C = (C 1 ; . . . ; C k ) we have m 1 Rm 2 ,R, i.e., discord C (m 1 , m 2 ) = t, where t ∈ {p, p −1 , o, o −1 , d, d −1 }, t−1 oo −1 dd −1 .
Definition 6. Given an HMSC
≺ A is the maximum element of the set A with respect to ≺.
Consider now the HMSC in Figure 1 . For the path (M1, M2), the discord is p, since the maximum event of M1, which is a receive, precedes the minimum event of M2, which is the send of message Approve. On the other hand, for the path (M1, M3, M1), we have that the Report message of M3 corresponds to the Connect message of M1 as in case (h) of Figure 4 , which means a discord of o −1 . The discord of (M3, M4) is d due to the relative ordering between Report in M3 and ReqService in M4.
We will now state a simple observation that allows us to compute discord H (m 1 , m 2 ).
Claim 1 Consider an HMSC
Intuitively, this is true because removing a loop from a path from v to v ′ can only increase the discord between m 1 and m 2 . Hence, the path that exhibits the worst-case discord is loop-free.
Computing the Discord of a Pair of Messages
For a simple path
is easy. Namely, first we run the transitive closure algorithm to determine the causal relationships between the endpoints of m 1 and m 2 . We then identify the corresponding scenario of Figure 4 and apply the case analysis presented after Definition 5. The running time of this algorithm is quadratic in the total number of messages in λ(L).
For HMSCs, Definition 6 and Claim 1 suggest a straightforward algorithm for computing the discord: given two messages m 1 ∈ λ(v), m 2 ∈ λ(v ′ ), we can consider each simple path from v to v ′ (or each simple cycle, if v = v ′ ), compute the discord along this path, and output the maximum discord obtained in this way. This naive algorithm runs in exponential time in the input size. In the next subsection, we show that this is perhaps inevitable: we prove that in general the problem of computing Discord H (m 1 , m 2 ) is coNP-hard. However, we will now provide an alternative way of verifying whether
As we will see later, it can be used to construct an efficient algorithm for computing Discord H (m 1 , m 2 ) in the important special case when the number of processes is constant.
We will first define a related problem that will be useful for stating our results.
PATH WITH NO CHAIN: Given an HMSC H = (G = (V, E), C, V 0 , λ), a pair of nodes v, v ′ ∈ V, and a pair of events e ∈ λ(v), e
there is no chain of events from e to e ′ ? We will write PNC H (e, e ′ ) = 1 if such path exists and PNC H (e, e ′ ) = 0 otherwise.
Proposition 2. Given an HMSC
and PNC H (r 1 , r 2 ) = 0. Proof. The analysis for p, o, and p −1 is straightforward.
Clearly, λ(L) contains no chain from r 1 to r 2 , so PNC H (r 1 , r 2 ) = 1. Also, for any path
Hence, PNC H (s 1 , s 2 ) = 0. Conversely, if PNC H (r 1 , r 2 ) = 1, then there is a path L from v to v ′ with no chain from r 1 to r 2 , so it cannot be the case that
Other cases can be analyzed similarly. 2 Note that to check if discord H (m 1 , m 2 ) = t for t ∈ {p, p −1 , d −1 , o}, it suffices to make a small number of calls to PNC H . However, to check if discord H (m 1 , m 2 ) = t for t ∈ {d, o −1 }, calling P N C H is not enough. Indeed, to verify, e.g., whether discord H (m 1 , m 2 ) = d, we have to check that any path between the corresponding nodes contains either one of two chains: a chain from s 1 to s 2 or a chain from r 1 to r 2 , and this check cannot be simulated by calls to P N C H .
Computational hardness
We will now show that for HMSCs the problem of upper-bounding discord H (m 1 , m 2 ) is coNP-complete. Formally, we consider the following problem: 
The coNP-hardness proof is by reduction from 3SAT. Suppose that we are given a 3CNF formula with a set of variables x 1 , . . . , x n and a set of clauses c 1 , . We claim that the original 3CNF formula is satisfiable if and only if the tuple (H, p, m 1 , m 2 ) constitutes a "no"-instance of DISCORD(H, p, m 1 , m 2 ), i.e., there is a path L from v 0 to v 1 such that the MSC λ(L) contains no chain from r 1 to s 2 .
Indeed, suppose that our formula is satisfiable, and let T = (t 1 , . . . , t n ), t i ∈ {T, F } be a satisfying assignment for it. Consider a path L that satisfies the following conditions:
j } for some k ∈ {1, 2, 3} such that l k j is true under T , i.e., l k j = x z and t z = T or l k j =x z and t z = F . Note that such l k j is guaranteed to exist since T has to satisfy c j .
First, note that in the corresponding MSC λ(L) there is no chain from r 1 to any event of any of the processes p cj , j = 1, . . . , m. Indeed, the only message received by p cj in λ(L) is from some p l k j such that l k j is true under T . Since l k j is true under T , in λ(L) the process p l k j receives no messages whatsoever. As p 3 only receives messages from p cj , j = 1, . . . , m, we conclude that in λ(L) there is no chain from r 1 to s 2 .
Conversely, suppose that there is a path L such that in the corresponding MSC λ(L) there is no chain from r 1 to s 2 . Consider a satisfying assignment T = (t 1 , . . . , t n )
j } for some k = 1, 2, 3, it must be the case that p l k j receives no message from p 2 in λ(L), because otherwise there would be a chain of messages from r 1 to s 2 . Hence, the literal l k j is true under T , i.e., c j is satisfied. As this holds for any j = 1, . . . , m, we have successfully constructed a satisfying assignment for our instance of 3CNF.
2
Remark 2. Clearly, the proof of Theorem 1 implies that PATH WITH NO CHAIN is NPhard. Moreover, we can consider a weaker version of DISCORD, in which the Allen logic predicate is not part of the input. Namely, for t ∈ {p, (H, m 1 , m 2 ) be the problem of checking whether discord H (m 1 , m 2 ) t. Obviously, for t = p −1 this problem is trivially in P: the answer is always "yes". Our proof shows that for t = p this problem is coNP-hard. To show that it is hard for t = o, we can modify the reduction by changing the direction of m 1 (i.e., setting P (s 1 ) = p 2 , P (r 1 ) = p 1 ) and adding to the MSC in v 0 a message m
. Then in any path in H there is a chain from r 1 to r 2 , and there is a path with no chain from s 1 to s 2 if and only if the 3CNF formula has a satisfying assignment. Similarly, to show that DISCORD d −1 (H, m 1 , m 2 ) is coNP-hard, we change the direction of m 1 , to show that DISCORD d (H, m 1 , m 2 ) is coNP-hard, we change the direction of m 2 , and to show that DISCORD o −1 (H, m 1 , m 2 ) is coNP-hard, we change the direction of both m 1 and m 2 . We conclude that all five non-trivial versions of the problem are coNP-hard.
Polynomial-time algorithms for bounded number of processes
In our hardness result, both the size of the graph G and the number of processes P are unbounded. It turns out that this is necessary: if either of these parameters is constant, there is an algorithm whose running time is polynomial in the other parameter. This is easy to see if the size of the graph is constant. In particular, the naive algorithm described in the beginning of this section will run in polynomial time: in a graph with a constant number of vertices, there is a constant number of simple paths and cycles, and one can compute the discord along a path in polynomial time.
The case when the number of processes is constant is considerably more complicated. Our algorithm for this setting is based on Dijkstra's shortest path algorithm combined with dynamic programming approach. The underlying idea is that given a pair of events e ∈ λ(v), e ′ ∈ λ(v ′ ) and a subset of processes S, we can check if there is a path L from v to v ′ such that the set of processes reachable from e in λ(L) is exactly S. A straightforward generalization of this idea allows us to compute the discord of any pair of messages in an HMSC in polynomial time for any fixed value of |P|. Formally, we prove the following result.
Theorem 2. It is possible to compute
We start by describing an algorithm for PATH WITH NO CHAIN. Next, we show how to generalize it to compute discord H (m 1 , m 2 ). Note that just like in Dijkstra's algorithm, we simultaneously check whether there is a path with no chain from a given event e ∈ C = λ(v) to all other events. Therefore, this algorithm can be easily adapted to compute the discords for all pairs of messages in H in time O(n 3 2 4|P| |H| 3 ). Let K be a strict upper bound on the number of events on any process line in any MSC in H. Re-number all events so that e k i,j , k = 1, . . . , K − 1, is the kth event on the process line p j in the MSC C i . For the purposes of the algorithm, we will introduce two dummy events e It is important to note that these are not send or receive events, so they have no effect on the information flow in H. However, we will occasionally talk about chains to and from these events, where a chain is defined in the same way as for regular events. We say that a process p j is reachable from e along a path v = (v, . . . , v i ) if in the MSC (C; . . . ; C i ) there is a chain from e to e max i,j . The outline of the algorithm is presented in Figure 7 . First, for each MSC C i and all l = 1, . . . , |P|, the procedure ComputeX(); checks whether there is a chain from e PNCH (e, e k i,j );
forall p l ∈ P \ S 7.
if X(i, j, k, l) = 1 break; 8.
return ''yes''; Figure 8 . We will discuss how to implement ComputeY(); later on. Now, assume that we have computed Y (S, i), X(i, j, k, l), for all S ⊆ P, i = 1, . . . , n, i, j = 1, . . . , |P|, k = 1, . . . , K. Then there is a path with no chain from e to e k i,j if and only if the conditions in the lines 3 -7 hold, i.e., there is a path L of the form (v, . . . , v i ′ , v i ) and a set S ⊆ P such that for any process p l that is reachable from e along L ′ = (v, . . . , v i ′ ) (i.e., a process in P \ S), there is no chain from e forall i = 1, . . . , n 9.
forall S ⊆ P 10.
if
forall
forall pj ∈ S 14.
forall The correctness of the algorithm follows from two simple claims. Proof. The proof is by induction on l. The claim is obviously true for l = 1. Let S ′ be the set of all processes that are not reachable from e along (C 1 , . . . , C i ′ ). By inductive assumption, after l−1 steps we have Y[S, i ′ ] = 1. Also, by construction, in (C; . . . ; C i ′ ) there is a chain from e to e max i,l for any l ∈ P \ S ′ . Hence, we have X(i, j, K, l) = 0 for any p l ∈ P \ S ′ , p j ∈ S. Therefore, during the lth step, our algorithm will set Y[S, i] = 1.
2 It is not hard to verify that the running time of ComputeY() is O(n|E|2 2|P| |P| 2 ). Indeed, the running time of this procedure is dominated by the cycle in lines 8-16, which is repeated n times. During each such cycle, we consider each edge of E exactly once (in lines 8 and 11) , for each such edge we consider two subsets of P, and for each choice of these subsets we consider a pair of processes and do a constant-time check for this pair.
The overall running time of our algorithm can then be expressed as O(n|E|2
. Now, suppose that we are given a pair of messages
} by making at most three calls to PNC H ();. However, to decide between discord H (m 1 , m 2 ) = d and discord H (m 1 , m 2 ) = o −1 , we need additional tools. Fortunately, it turns out that one can modify PNC H (); to solve this problem.
To verify whether discord
there is no chain from s 1 to s 2 and no chain from r 1 to r 2 . To find such a path, we first compute X(i, j, k, l) using ComputeX();. We then define Y ′ (S, S ′ , i) as follows: for any S, S ′ ⊆ P and any i = 1, . . . , n, set Y ′ (S, S ′ , i) = 1 if there is a path L from v to v i such that in λ(L) none of the processes in S is reachable from s 1 and none of the processes in S ′ is reachable from r 1 . It is straightforward to modify ComputeY(); so that it computes Y ′ (S, S ′ , i) instead of Y (S, i). The running time of the modified version is O(n|E|2 4|P| |P| 2 ), as we have to consider all possible pairs of subsets of P in adjacent nodes. Now, suppose that we have computed
These conditions can be verified in time O(n2 2|P| |P|). Hence, the overall running time of our algorithm is O(n 3 2 4|P| |H| 2 ), which proves Theorem 2.
From Pairs of Messages to HMSCs
In some situations, it is convenient to characterize the discord of an HMSC with a single parameter rather than list the discords for all pairs of messages in this HMSC. To this end, we extend the definition of discord from pairs of messages to entire HMSCs by defining the discord of an HMSC H to be the worst discord over all pairs of messages in H. Formally, we set Discord(H) = max
where E * is the transitive closure of the edge set E, and max ≺ A is the maximal element of the set A with respect to ≺.
According to this definition, one can compute Discord(H) by computing the discords for all pairs of messages in H. However, in general, computing discord H (m 1 , m 2 ) is coNP-hard, so this approach is not efficient. Quite surprisingly, it turns out that there exists a different approach that allows us to compute Discord(H) in polynomial time. It is based on the fact that while it may be hard to check whether there exists a chain between two events, it is easy to prove that there is no chain between two extremal events, for a suitable definition of extremality.
In the rest of the section, we describe polynomial-time algorithms for checking that
To check whether Discord(H) = d, we can simply run all these algorithms and return "yes" if all of them return "no". We analyze the efficiency of these algorithms in terms of n = |V|, |P| and |H|; observe that we can assume n = O(|H|), |P| = O(|H|).
For the cases t ∈ {p, o, d −1 }, we will make use of a set E ⋆ ⊂ V × V, constructed as follows:
has an empty message set. Note that E ⋆ is a subset of the transitive closure of E, i.e., (v, v ′ ) ∈ E ⋆ implies that in G there is a path from v to v ′ . To construct E * , we can run the depth-first search from each node of V, backtracking as soon as we discovered a node whose MSC has a non-empty message set. Clearly, this algorithm finds a path from v to v ′ if and only if (v, v ′ ) ∈ E ⋆ . Moreover, as depth-first search runs in time O(|V| + |E|) = O(|H|), the total running time of this algorithm is O(n|H|).
Discord(H) = p. We will show that Discord(H) = p if and only if for any (v, v ′ ) ∈ E ⋆ , and any
. We show by induction on k that if our condition holds then discord λ(L) (m 1 , m 2 ) = p. The proof is based on the fact that for any three time intervals A, B, C, we have ApB ∧ BpC =⇒ ApC. For k = 2, the statement is obvious. Now, suppose k > 2. If for each j = 2, . . . , k − 1, the MSC λ(v ij ) has an empty message set, then we have m 2 ) = p. Now suppose that for some j ∈ {2, . . . , k − 1} the MSC λ(v ij ) has non-empty message set and consider some
there is a chain from r 1 to s, and in λ(L ′′ ) there is a chain from r to s 2 . We conclude that in λ(L) there is a chain from r 1 to s 2 , i.e., discord λ(L) (m 1 , m 2 ) = p.
This algorithm can be implemented in time O(n|H| 2 ) as follows: we first construct E ⋆ (as shown above, this can be done in time O(n|H|)), and then for each (v, v ′ ) ∈ E ⋆ we compute the relation < * for the concatenated MSC (λ(v); λ(v ′ )) (this can be done in time O(n|H| 2 ) for all (v, v ′ ) ∈ E ⋆ by Corollary 1) and use it to check the discord of all pairs m 1 ∈ λ(v), m 2 ∈ λ(v ′ ) (again, by Corollary 1 this takes time O(n|H| 2 )).
Discord(H) = o. The algorithm and the analysis are similar to the previous case. Namely, Discord(H) = o if and only if Discord(H) = p (which can be verified in polynomial time, as described above) and for any (v, v ′ ) ∈ E ⋆ and any
The running time of this algorithm is O(n|H| 2 ). The proof is based on the fact that for any path
has chains from s 1 to s and from r 1 to r, and discord λ(L ′′ ) (m, m 2 ) ∈ {p, o} implies that λ(L ′′ ) has chains from s to s 2 and from r to r 2 . Hence, in λ(L) there are chains from s 1 to s 2 and from r 1 to r 2 , i.e., discord λ(L) (m 1 , m 2 ) ∈ {p, o}.
The algorithm and the analysis are similar to the previous two cases. Namely, Discord(H) = d −1 if and only if Discord(H) = p, o (which can be verified in polynomial time, as described above) and for any (v, v ′ ) ∈ E ⋆ and any
The running time of this algorithm is O(n|H| 2 ). The proof uses the fact that for any path
. Let s be a maximal send event in (C;C) such there is a chain from s 1 to s, and let r be the corresponding receive. Set p = P (s), q = P (r). It is easy to see that in L there is no chain from s to r 2 , or, equivalently, (s, r)p −1 m 2 . Therefore, without loss of generality we can assume m 1 = (s, r), i.e., s 1 is a maximal send event in (C;C). This implies that in (C;C) there are no send events on p that happen after s 1 , and there are no send events on q that happen after r 1 (for any such event, there would be a chain from s 1 to this event). Moreover, in C ′ there is no chain from any event of p or q to r 2 . This suggests the following algorithm. For each pair v, v ′ ∈ V, and each pair of messages m 1 = (s 1 , r 1 ) ∈ λ(v), m 2 = (s 2 , r 2 ) ∈ λ(v ′ ) do the following. Set p = P (s 1 ), q = P (r 1 ). Let H(v, v ′ , p, q) be the HMSC obtained by deleting from H all nodes other than v, v ′ that have send events on p or q. Output "yes" if all of the following four conditions hold:
(1) in λ(v) there are no send events on p after s 1 ; (2) in λ(v) there are no send events on q after r 1 ; (3) in λ(v ′ ) there is no chain from any event of p or q to r 2 (in particular, P (r 2 ) = p, q); (4) the HMSC H(v, v ′ , p, q) contains a path from v to v ′ .
If (1) - (4) 
. Then for each v ∈ V, each event e in λ(v), and each p ∈ P, we use the information about the transitive closure to check whether in λ(v) there is a chain from any event of p to e. There are O(|H|) events, |P| processes, and for each pair (p, e), e ∈ E i , this computation takes O(|H|) steps, so this can be done in time O(|P||H| 2 ). Next, fix a pair p, q ∈ P and set V 0 (p, q) = {v ∈ V | λ(v) has no send events on p, q}. Consider a modified version of depth-first search on G that backtracks as soon as it reaches a node in V \ V 0 (p, q). This algorithm discovers a path from v to v ′ if and only if the HMSC H(v, v ′ , p, q) contains a path from v to v ′ . From any given v, it runs in time O(|H|). For each v i ∈ V we will do the following. Find the last send event on p, identify the corresponding receive and check whether it is on q and there are no send events on q after it. This can be done in time O(|H|). Then we run from v i the modified version of the depth-first search described above. For any v j discovered during this search and for each receive event of C j = λ(v j ), we check if it is not reachable from any event of p or q using the precomputed information.
For each triple (p, q, v), we traverse each edge of E at most twice, and do a constanttime computation for each event of H. Hence, the computation that has to be done for each triple (p, q, v) takes O(|H|) steps, and the total running time of our algorithm is
Discord(H) = o −1 . Suppose Discord(H) = o −1 . Then there exists a pair of nodes v, v ′ ∈ V, a pair of messages m 1 = (s 1 , r 1 ) ∈ λ(v), m 2 = (s 2 , r 2 ) ∈ λ(v ′ ) and a path L = (v = v i1 , . . . , v i k = v ′ ) such that discord λ(L) (m 1 , m 2 ) = o −1 , i.e., in λ(L) there is a chain from s 1 to r 2 , but no chain from s 1 to s 2 and no chain from r 1 to r 2 . Let C = λ(v), C ′ = λ(v ′ ), andC = λ(v i2 , . . . , v i k−1 ). Observe that in (C;C) there is no chain from r 1 to any send event s. Indeed, suppose such a chain exists, and let r be the receive that corresponds to this send. If in λ(L) there is no chain from s to r 2 , we would have (s, r)p −1 (s 1 , r 2 ), a contradiction. On the other hand, a chain from r 1 to s together with a chain from s to r 2 gives a chain from r 1 to r 2 in λ(L), a contradiction again. By a similar argument, in (C; C ′ ) there is no chain from any receive event r to s 2 .
Set p = P (r 1 ), q = P (s 2 ). It follows that in C there are no send events on p after r 1 , in C ′ there are no receive events on q before s 2 , and inC there are no sends on p and no receives on q. Obviously, in C there is no chain from s 1 to any event of q, and in C ′ there is no chain from any event of p to r 2 . Moreover, it cannot be the case that p = q, q = P (s 1 ) or p = P (r 2 ).
Consequently, we have the following algorithm for checking whether Discord(H) = o −1 . First check that Discord(H) = p −1 . Then for each pair v, v ′ ∈ V, and each pair of messages m 1 = (s 1 , r 1 ) ∈ λ(v), m 2 = (s 2 , r 2 ) ∈ λ(v ′ ) do the following. Set p = P (r 1 ), q = P (s 2 ). Let H(v, v ′ , p, q) be the HMSC obtained by deleting from H all nodes other than v and v ′ that have send events on p or receive events on q. Output "yes" if the following six conditions hold:
(1) we have p = q, q = P (s 1 ), p = P (r 2 ); (2) in C there are no send events on p after r 1 ; (3) in C ′ there are no receive events on q before s 2 ; (4) in C there is no chain from s 1 to any event of q; (5) in C ′ there is no chain from any event of p to r 2 ; (6) the HMSC H(v, v ′ , p, q) contains a path from v to v ′ .
Suppose that for some v, v ′ ∈ V, m 1 ∈ λ(v), m 2 ∈ λ(v ′ ) (1) - (6) . Suppose that λ(L) contains a chain from s 1 to s 2 . As q = P (s 1 ), p, this chain must contain a receive event on q. By (3), there is no such event in C ′ , and by construction of H(v, v ′ , p, q), there can be no such event in C. Finally, by (4) there is no such event in C. Hence, in λ(L) there is no chain from s 1 to s 2 . Similarly, a chain from r 1 to r 2 must contain a send event on p, and there is no such event in C (by (2)), C ′ (by (5)), orC (by construction of H(v, v ′ , p, q)). Hence, the pair (m 1 , m 2 ) provides a witness that Discord(H) = o −1 Conversely, by the reasoning above, if for some pair (m 1 , m 2 ) we have discord H (m 1 , m 2 ) = o −1 , then our algorithm will succeed. As in the previous case, this algorithm can be implemented in time O(|H| 3 ) or, by changing the order of operations, in O(|P| 2 |H| 2 ).
Conclusions
We proposed using Allen's logic for detecting and measuring message order discrepancy in HMSCs. We believe that Allen's logic can be a versatile tool for other message order-related problems in MSCs and HMSCs, such as, e.g., race conditions and message overtake. Allen's logic is very well studied from algorithmic perspective [12] ; while in this paper we did not use these results, they may be very useful for other applications of Allen's logic for message order analysis. We introduced the notion of discord, which measures the difference between the message order in an HMSC and the "ideal" message order for that HMSC. We have shown a coNP-hardness result for computing the discord of a pair of messages in an HMSC, as well as polynomial-time algorithms for restricted versions of this problem. In contrast, we showed how to find the worst-case discord of an HMSC in polynomial time. We believe that the concept of discord will be useful in avoiding design errors in HMSCs. In particular, it can be applied when one wants to partition a large HMSC into smaller components: one should prefer partitions with small discord. Finally, consider an MSC-based programming approach such as the "play-in, play-out" framework of [10] , which practically assumes synchronous MSC concatenation. Calculating discords allows one to quantify the potential for relaxing the synchronization assumption and check for possible hazards. This may increase concurrency and efficiency of the implementation and thus can be useful in protocol design.
