The energetics of cavity formation in proteins is evaluated with two different approaches and results are analyzed and compared to experimental data. In the first approach, free energy of cavity formation is extracted by RMS fitting from the distribution of numbers of cavities, N, with different volumes, V,,, in 80 high-resolution protein structures. It is assumed that the distribution of number of cavities according to their volume follows the Boltzmann law, N(V,,) = exp[(-a.V,, -b)/kT], or its simplified form. Specific energy cost of cavity formation, Q, extracted by RMS fitting from these distributions is compared to a values extracted from experimental free energies of cavity formation in T4 lysozyme fitted to similar expressions. It is found that fitting of both sets of data leads to similar magnitudes and uncertainties in the calculated free energy values. It is shown that Boltzmann-like distribution of cavities can be derived for a simple model of an equilibrium interconversion between mutants in an extracellular system. We, however, suggest that a partitioning into cavity-dependent and cavity-independent terms may lose meaning when one attempts to describe mutation effects on protein stability in terms of specific free energy contributions. As an alternative approach, a direct molecular mechanics evaluation is attempted of T4 lysozyme destabilization by five single cavity-creating mutations. The calculations are based on the approach used in calculations of the energetics of packing defects in crystals. For all mutations calculated destabilizations agree with the corresponding experimental values within +0.6 kcal/mol. A computational relaxation of the mutant was most difficult to achieve for the mutation producing the smallest cavity. However, calculations do not always reproduce crystallographically observed contraction/expansion of cavities. It is suggested that this may be related to usually observed large RMS differences (>1 A) between crystallographic and energy-minimized protein structures, and thus correct energetics might be easier to calculate than the correct geometry.
It is commonly recognized that folding of proteins is a thermodynamically driven process determined by the energetic balance of various types of interactions within the protein polypeptide chain and between this chain and the surrounding water medium (Makhatadze & Privalov, 1995) . Elucidation of the contributions of particular interactions can be obtained with two related procedures. One is to measure experimentally the folding thermodynamics of wildtype proteins and to assign individual contributions to structural features of different proteins revealed by X-ray crystallography (Makhatadze & Privalov, 1995) . Another is to modify genetically the same protein at different positions of the chain, measure dif-ferences in the folding thermodynamics between the mutants and the wild form, and then extract individual contributions from this presumably more specific information (Shortle, 1992; Fersht & Serrano, 1993; Matthews, 1993; Sturtevant, 1994) . Both procedures require some theoretical assumptions to extract individual contributions from the observed effects. There are also direct theoretical procedures allowing such an extraction from the crystallographic data, and these are discussed below. In all approaches, packing effects, and, in particular, packing defects or cavities first described by Lee and Richards (1991) , provide one of the contributions.
Two commonly held views exist on the interiors of protein structures (for review see Rashin, 1993 , and references therein). One asserts that proteins are aperiodic crystals, based on high packing density of protein interiors (Finney, 1975; Richards, 1977) . The other considers them to be rather like liquid droplets, based on the apparent success of the use of transfer energies between liquid phases in evaluation of the energetics of protein folding and binding (Chothia, 1975; Chothia & Janin, 1975) . Applications of these 
two views to evaluation of free energies of cavity formation in proteins may lead to very different results. Thus, Nicholls et al. (1991) arrived at a value of 0.6 kcal/mol for the sublimation free energy per methyl group, and used it as a measure of the free energy of cavity formation inside proteins. On the other hand, calculated free energies of formation of methane-size cavities in organic solvents are -4 kcal/mol (Lee, 1985) .
First estimates of energetic cost of empty cavities in proteins was provided on the basis of an analysis of cavity size distribution in 12 high-resolution protein structures available 10 years ago (Rashin et al., 1986) . Such an analysis led to a suggestion that the free energy of the cavity formation is proportional to its volume and costs 60 cal/m01/A3 (Rashin et al., 1986) . More recently, Eriksson et al. (1992) performed thermodynamic and crystallographic studies of mutations of buried hydrophobic groups in T4 lysozyme. They found that the destabilization of mutants can be presented as a sum of two terms, one being equal to the difference in the free energy of transfer between the wild-type and mutant groups, and the other being proportional to the volume of the protein cavity formed by the mutation. The constant term was found to be -2 kcal/mol, and the proportionality coefficient was found to be between 19 (Matthews, 1993; W.A. Baase, pers. corn.) and 33 cal/m01/A3 (Eriksson et al., 1992) . Although practically all conclusions of the study by Rashin et al. (1986) and Rashin (1993) have been confirmed by later studies performed on larger sets of proteins $Hubbard & Argos, 1994a , 1994b Williams et al., 1994) , the contradiction between the cavity creation cost per A3 from the study of cavity distribution in proteins (Rashin et al., 1986) and from mutation experiments (Eriksson et al., 1992; Matthews, 1993) has not been resolved. Aresolution of this contradiction is one of the two goals of this study. There are also different suggestions in the literature of possible sources of variation in the impact of cavity-creating mutations on protein stability. These include: different packing densities around the mutation site (Fersht & Serrano, 1993) , closing of the cavity around the site that improves the packing (Eriksson et al., 1992; Matthews, 1993) , and torsional relaxation around the cavity (Herzberg & Moult, 1991; Stites et al., 1994) . Addressing these different suggestions in a direct computational study of T4 lysozyme mutants with molecular mechanics constitutes a second goal of this study.
Results and discussion

Distribution of empty cavities in proteins
Number of empty cavities of different sizes (from less than 10 A3 to 160 A3 with volume intervals of 5 A3) are shown in Table 1 for each of 80 protein structures studied. It is clear from data in the table that, with the exception of a-lactalbumin (lalc), a few heme- (lecn, lthb, 2mhr) , and mutants of T4 lysozyme, no proteins studied have empty cavities larger than 80 A3. One can also note that numbers of small cavities increase much more dramatically for large proteins (more than 300 residues) compared with smaller proteins (up to 200 residues) than do numbers of larger cavities. Total numbers of empty cavities of 80 high-resolution protein structures in each volume interval are shown in Figure 1 . The corresponding total distribution of empty cavities in 15 protein structures with 300 or more residues in each is shown in Figure 2 . Examination of Figures 1 and 2 shows that cavities smaller than 10 A3 dominate both cavity distributions. Although such cavities constitute 64.8% of all 790 cavities in 80 proteins (Fig. lA) , they constitute 70.4% of 297 cavities in large structures with more than 300 residues ( Fig. 2A) , and only 60.8% of 296 cavities in 49 structures with 200 residues or less (not shown). Cavities smaller than 15 A3 constitute 81.5% of all cavities in large proteins (300 or more residues) and 76% of all cavities in small proteins (200 residues or less). Thus, although one might expect that a relative number of large cavities increases for large proteins, it's just the opposite.
This observed trend can be explained as follows. The packing density of proteins is -0.75 (Richards, 1977) , with cavities constituting only -2% of their volume (e.g., see Rashin, 1993) . It suggests that, even in the most tightly packed protein, there should be many small packing defects (cavities) with volumes below 10 A3, and some of these small packing defects would be detectable with the probe used in our study (see Materials and methods). Such small packing defects are likely to be distributed throughout the entire volume of a protein. However, in the protein surface shell, a few 8, thick, they are more likely than in the protein core to be open (or connected by channels) to the bulk solvent, thus not constituting an "internal cavity." Because the volume of the protein core grows with its size faster than the volume of its surface shell, one may naturally expect a larger proportion of smaller internal cavities in larger proteins. Hubbard and Argos (1994a) have actuCavity size distributions and the energetic cost of cavities ally found that internal cavities are predominantly found in the protein core. These authors, however, did not note differences in If empty cavities do destabilize proteins, as has been suggested cavity size distributions between smaller and larger proteins. originally (Rashin et al., 1986) , it could be expected that their distribution according to their sizes might be closely approximated by the Boltzmann distribution (Rashin et al., 1986, and Materials and methods) . This implies that ratios of the heights of pairs of neighboring columns in Figure 1 (or Fig. 2 ) should be similar for consecutive pairs. This is obviously not the case for the leftmost pair representing numbers of cavities larger than 5 A3 but smaller than 10 A3, and those between 10 and 15 A3. For this pair, the ratio is about five (Fig. lA) , whereas it is two or less for consecutive pairs (Fig. 1B) . Figure 3 represents a comparison of observed distribution of kTIn(N,) (Ni values taken from Fig. 1A ) to the results of three RMS fittings, including cavities up to 120 A3. Fining following Rashin et al. (1986) (Equation 2-3 in Materials and methods), including the smallest cavities, yields the steepest slope of 50 cal/ (mol. A3) with the maximum difference of 1,760 cal/mol between the calculated and observed values of kTln(Ni) and the mean unsigned error (mue) of 690 cal/mol. This fitting (Rashin et al., 1986) assumes that the free energy of the cavity formation is directly proportional to its volume (does not include any volume independent terms). The same fitting excluding the smallest cavities (smaller than 10 A3) leads to the decreased slope of 37.7 cal/ (mol.A3), maximum error of 1,140 cal/mol, and mue of 350 cal/ mol. RMS fitting of the same data excluding cavities smaller than 10 8, to the Boltzmann expression, including a fixed volumeindependent term in addition to the volume-proportional term (Equation 7), yields the line in Figure 3 with the slope of 27.8 cal/ (mol-A3), maximum error of 750 &mol, and mue of 288 cal/ (mol .A3). The same fitting including only cavities with volumes between 25 and 120 A3 yields a slope of 23.3 cal/(mol-A3). If all small cavities are included in such a fit, the slope would be 32 cal/ Indications of a reason for improvement of the fits excluding small cavities to the Boltzmann distribution can be found in the properties of the distributions of cavity sizes presented above. As discussed in the previous section, many small cavities are just unavoidable packing defects that cannot be filled by either repacking or by mutations, and therefore cannot provide contributions that may influence protein stability. Larger cavities are more likely to be possible to fill, thus changing protein stability. This leads to the suggestion that cavities with volumes below 10 w3 contain a high contribution from "packing noise," and either should not be considered at all as a factor in the protein destabilization, or should be examined separately from larger cavities, which likely contain progressively decreasing contributions from this packing noise.
A more specific explanation might be inferred from results of a recent paper (Kocher et al., 1996) , which considered energetics of formation of small cavities in proteins due to structural fluctuations in molecular dynamics runs. This study has found that the free energy cost of such created cavities is significantly higher than (m01.A~).
for similar sized cavities in water or for cavities created in mutations of larger to smaller side chains in proteins. (Its results might, of course, somewhat depend on the atomic radii and other parameters used to define cavities.) Thus, one may speculate that most of small cavities observed in globular proteins could have been created through fluctuations of 25% of their empty volume (derived from 75% packing density) with significantly higher free energy cost per A3 of created cavity volume than for most mutationcreated cavities. Then, the high curvature of kT In N, in Figure 3 might result from a sum of two straight (or nearly straight) lines: a steeper one for small cavities, and another one with a significantly smaller slope for larger, presumably mutation-related, cavities. If we calculate the slope from kT In Ni from only two smallest cavity sizes (10 A' and 15 A3) in Figure 3 , we find that a = 184 cal/(mol.A'), which for a methane-size cavity (V = 33.5 A3 assuming a spherical cavity with radius of 2 A) yields free energy of +6.2 kcal/mol. The respective cost for a methane-size cavity in water is -+4.9 kcal/mol (Lee, 1985 (Lee, , 1993 and in c-hexane, it is -+3.8 kcal/mol (Lee, 1985) . Thus, the slope obtained from our distribution of small cavities in globular proteins seems to be in agreement with results of the molecular dynamics study for such cavities (Kocher et al., 1996) .
Comparison to results of fitting of the mutation data
It is interesting to compare results of the fittings described above to the results of the application of the same fittings to experimental changes in protein stability due to cavity-creating mutations in T4 lysozyme (Eriksson et al., 1992) : (1) U 6 A , AG = 2.7 kcal/ mol; (2) L121A, AG = 2.7 kcal/mol; (3) L118A, AG = 3.5 kcal/ mol; (4) F153A, AG = 3.5 kcal/mol; ( 5 ) L133A, AG = 3.6 kcal/ mol; (6) L99A, AG = 5.0 kcal/mol; (7) L99A+F153A, AG = 8.3 kcal/mol. A recalculation of volumes of these mutationproduced cavities with well-tested atomic radii (Rashin et al., 1986; Hubbard & Argos, 1994a) and algorithm used by Rashin et al. (1986) Eriksson et al., 1992.) Fitting experimental changes in protein stability due to single mutations (Eriksson et al., 1992) to these recalculated mutation-induced cavity volumes with Equation 3 yields the slope a = 48.5 cal/mol/A', which is rather similar to a = 50 cal/mol/A' obtained from the distribution of cavity sizes in the preceding section, whereas exclusion of the smallest cavity from the fitting yields a = 38 cal/rn01/~~, again very close to the value a = 37.7 cal/mol/A3 obtained in the analogous fitting of the distribution of cavity sizes in 80 proteins within the same range of cavity volumes. Fitting experimental AG to recalculated cavity volumes for all single mutations with the two-term expression (AG = aAV + b) following the original experimental paper (Eriksson et al., 1992) (Equation 6 in Materials and methods) yields a = 20.4 cal/mol/W3 and b = 2.30 kcal/mol, in reasonable agreement with the results reported previously (Matthews, 1993) . Exclusion of the smallest cavity (1) from the fitting yields a = 23.0 cal/mol/A3 (and b = 2.07 kcal/mol), again in a reasonable agreement with the value of a = 27.8 cal/mol/A' obtained from the distribution of cavities in the same range of volumes in 80 proteins.
Thus, the fitting of the experimental mutation-induced destabilization, AG,, to the corresponding changes in cavity volumes, AV,, yields a values very similar to those obtained by fitting the number of cavities of various sizes, Ni, in 80 proteins to their volumes, V,, provided that both sets of data are fitted with the same expression and in the same range of AX or V, correspondingly. This means that both sets of data yield very similar free energy cost of A' of an empty cavity. A reflection of this similarity can be seen in Figure 3 , where any of the three fitting lines yield differences between kT In N for the largest and the smallest cavities within the range of 3-5.5 kcal/mol, which is very similar to experimental destabilizations due to single mutations (Eriksson et al., 1992 (Eriksson et al., , 1993 .
Although including both volume-dependent and volumeindependent terms in RMS expressions yields better fits for both sets of data, the volume-independent term leads to a rather common difficulty. Its presence suggests that it is always easier to form one large cavity with volume V than two smaller cavities with volumes V, + VI = V. The free energy cost of the larger cavity estimated with the two-term expression is a . V + b, whereas for two smaller cavities it is a . VI + b + a . V, + b = a . V + 2b. Originally b was interpreted as the difference in the free energy of water to octanol transfer between Leu and Ala. Introduction of such a constant term seems natural for a series of identical mutations at different protein sites.
However, using the same term and including Phe -+ Ala mutations in the Leu + Ala series (Eriksson et al., 1992; Matthews, 1993) seems less justifiable. Such a constant term becomes counterintuitive for distribution of cavities in X-ray structures of a large number of proteins because such cavities cannot be associated with a particular mutation in any obvious way. A later study of a wider variety of mutations (Eriksson et al., 1993) suggested that this interpretation of b is somewhat simplistic, because its validity depends on the choice between the transfer energy scales from different authors. Therefore, it has been suggested that b can be mutation dependent and may include other terms that are not proportional to the cavity volume.
In fact, deviations between experimentally observed mutational destabilization and estimates based on a single cavity-dependent term, a, obtained from fitting of the statistical or mutational data (rnue = 598 cal/mol) (see above) are similar in magnitude to deviations (rnue = 552 cal/mol) reported by Eriksson et al. (1993) , which used both cavity-dependent and transfer terms (see Table 2 ). Thus, either expression can be useful depending on the application. A single volume-proportional expression may be more reliable for estimates of cumulative protein destabilization by a number of cavities of unknown origin.
Sources of uncertainty
The already mentioned packing noise leads to uncertainties in evaluation of destabilizing effects of cavities using both sets of data. It was first discussed by Eriksson et al. (1992) , who estimated effects of preexisting packing defects on sizes of mutation-created cavities in T4 lysozyme. They have found that accounting for these effects increased the evaluated cavity creation cost per A3 to 33 cal/mol. In addition to the packing noise, there are other sources of uncertainty in extracting the energetics of cavity formation from both kinds of data.
One of these sources is insufficient amount of data. Only for T4 lysozyme were both structural and thermodynamic consequences studied systematically. Six single mutations were used originally to derive a -20 cal/(mol-A3) (Eriksson et al., 1992 aThe notation L46A means that Leu 46 in the wild-type structure is replaced by Ala; notations for other mutations should be interpreted similarly; "+" in the last line indicates a double mutation.
bExperimentally measured change in stability due to the mutation (Eriksson et al., 1993) .
'Change in stability due to the mutation calculated with the change in cavity volumes, V,,,, from the reference "wild ty e" and the mutant structure (Eriksson et al., 1993) and a = 38 cal/mol/X3 obtained in this work. dCalculated in Eriksson et al. (1993) : AAG,, is the water-octanol transfer energy difference between the wild-type and mutant side chains, and AAG,, = C-V,,, where c = 24 cal/mol/A3.
1993).
If, however, one omits the largest cavity from the RMS fitting, it would yield a = 14.8 cal/(mol.A3). If two smallest cavities are not included, R M S fitting yields a = 26.5 cal/(mol.A3).
Omitting the largest and the smallest cavities yields a = 16.6 cal/
There are similar problems with RMS fitting of the distribution of cavity sizes. In all our results reported above, we performed RMS fitting of cavity numbers in the range up to the volume of 120 A3 to make it the same as the range of volumes of single mutation-induced cavities in T4 lysozyme. However, as we already discussed, the statistics are reasonably reliable only for cavities smaller than 80 A3. Larger were not included in any RMS fitting represented in this figure.
12 proteins (Rashin et al ., 1986) used approximately this range, which partially explains its result of a = 60 cal/m01/A3. Another uncertainty comes from the differences in cavity distributions in smaller and larger proteins discussed above. This makes results sample dependent. Fitting the two-term expression in the range of volumes over 10 A3 and up to 120 A3 to cavity distribution of proteins with 200 residues or less yields a = 21.2 cal/ m01/A3; fitting for all proteins with less than 300 residues yields a = 25.0 cal/m01/A3; and fitting for all 80 proteins studied yields a = 27.8 cal/m01/A3 (Fig. 5) . Although all these values are still within a reasonable range, one should keep in mind that subsets provide smaller and less reliable statistics.
We used RMS fitting to linear functions of volumes, V,, to make our results comparable to those of earlier publications. However, RMS fitting can be done to polynomials of any power of x, leading to new uncertainty. To estimate effects of such changes in the fitting function, we fitted one-and two-term expressions using 290 cal/mol. The corresponding fit with (see above) yielded maximum error of 1,140 cal/mol and rnue of 350 cal/mol. Fitting with one-and two-term functions of leads to further improvement of the fit. One-term fit yields maximum error of 610 cal/mol, rnue of 174 cal/mol, a = 1,377 cal/(mol.A), and almost perfect fit, with deviation of less than 100 cal/mol for cavities with volumes of 15, 20, 25, 30, 35, 40 , and 85 A3 (Fig. 6) . Two-term fit yields a = 1,249 cal/(mol.A), the same rnue of 174 cal/mol as the one-term fit, but slightly smaller maximum error of 5 1 cal/mol for the price of deviations of 200 cal/mol at 15 and 85 A3 (not shown in Fig. 6 ). However, use of values of a, obtained in these fittings, for prediction of experimental values of Table 2 leads to worse agreement than has been obtained with a = 38 cal/rn0l/A3 from one-term fitting with x. Some improvement can be obtained only for two smallest cavities from L + A mutations (Eriksson et al., 1992) , which were not included in Table 2 (Eriksson et al., 1993) .
To tie up our discussion of pitfalls of RMS fitting, we note that it is possible to fit number of cavities, Ni, to exponential functions of cavity volume, V, (e.g., see Equation 2 in Materials and methods). Such fitting requires numeric algorithms (which we have implemented) in contrast to standard polynomial fitting described in Materials and methods. However, the exponential fitting is dominated by the largest Ni contributing respectively the largest terms into RMS. A contribution to RMS due to an error of 10 for Ni = 100 is 100 times larger than the contribution due to an error of 1 for Ni = 1 or Ni = 0 at the tail of the exponent. Thus, in an exponential fitting, the slope is determined by a few largest values of Ni. and practically does not depend on the range of the fitting. We have chosen Rh4S fitting of kT In N, to avoid this problem and to use traditional polynomial fitting with its own set of problems described above.
It can be noted that the use of cavity formation and transfer energy notions combined with some additional assumptions allowed (without any knowledge of structural effects of mutations) the prediction of ranges of possible destabilization of proteins by different mutations (e.g., Nicholls et al., 1991; Pace, 1992; Lee, 1993; Rashin, 1993) . However, all such attempts had to resort to unspecified or unquantified "additional terms" to account for the spread of actually observed mutational destabilization within such ranges. Furthermore, proteins are not organic liquids. Terms such as site-dependent torsional strain or packing density, which are typical for proteins, are not applicable to organic liquids. The thermodynamics of cavity creation in organic liquids and proteins can also be very different because of the covalent connectivity of protein chains.
The Boltzmann hypothesis'
It can be noted that using Boltzmann's law without a full justification to extract energies from the statistical data is common (Janin, 1979; Sippl, 1993) . However, the results often only correlate with the experimental values (e.g., for transfer energies) (Cornette et al., 1987) . Absence of a rigorous physical justification often leads to readers' doubts whether Boltzmann's hypothesis should be tried in such cases at all. Therefore, we have to introduce some justifications that otherwise would be supe~+Iuous. According to Richard Feynman (1967) , "The only utility of science is to go on and to try to make guesses. . . . If it disagrees with experiment it is wrong." But even if it agrees with experiment, we cannot be absolutely certain of the validity of the guess, because "Scientific knowledge is a body of statements . . . some most unsure, some nearly sure, but none absolutely certain" (Feynman, 1989) .
As a guess, the Boltzmann hypothesis worked quite well in predicting energetics of cavity formation in proteins (Rashin et al., 1986) long before experimental thermodynamic and structural data on cavity-creating mutations was published (Eriksson et al., 1992) . From the set of only 12 protein structures, the Boltzmann hypothesis yielded 60 cal/mol as the cost for creation of w3 of empty space inside proteins (Rashin et al., 1986 ). As we show above, the same analysis of the experimental data of Eriksson et al. (1992) yields 48.5 cal/mol/A3, respectively. Note that the original Born model of ionic hydration yielded errors of 100% compared to experiment, which were reduced to a few percent 65 years later when the Born model had been reevaluated (Rashin, 1990 , and references therein). We have shown above that when small cavities are treated more carefully, application of the Boltzmann hypothesis yields free energies of the cavity formation very similar to the respective values derived from the experimental mutation data. The similarity of the actual statistical and experimental values in the case of cavities might suggest that the effective temperature in Equations 2 and 7 is close to 300 K, that the mutational and statistical data are closely related, and that proteins are destabilized increasingly by cavities when they grow in size. We note that a biophysical or evolutionary mechanism that results in Boltzmannlike distribution of cavities in a large set of proteins remains unidentified. Therefore, our finding, that the distribution of numbers of cavities according to their volumes closely follows the Boltzmann law with reasonable magnitude of constants characterizing energetic contributions of cavities, should be considered currently as an unexplained empirical fact. However, we believe that establishing an empirical fact takes precedence over the availability of its theoretical explanations.
It is possible to derive from a simple model (see Materials and methods) a cavity distribution that closely mimics main features of the distribution extracted in this work from 80 experimentally studied protein structures. In this simple model, an external system catalyzes interconversions of a set of mutants of a single protein into one another. As described in Materials and methods, such mutants will be in a thermodynamic equilibrium with each other and the population of each mutant will be proportional to its Boltzmann factor. If the energy in the Boltzmann factor is proportional only to the total volume of internal cavities in the mutant, then probabilities of finding cavities with different volumes in the equilibrium system can be derived from solutions of the well-known combinatorial problem (see Materials and methods). Very close similarity between numbers of cavities with volumes from 20 to 70 A3 in the protein and model systems is demonstrated clearly in Although it is premature to insist on a particular meaning of the apparent success of our simple model, it might have meaningful interpretations, e.g., cavities could have been formed in "primordial soup" and, containing them proteins were then somehow incorporated and conserved in cellular structures. Alternatively, the mechanism of mutations developed in the "primordial soup" has been conserved in the cellular structures. Then, our statistical data might represent a snapshot of a result of the evolution of the mutational process. Such possible interpretations might lead to verifiable consequences. However, we still do not know enough to explain our empirical observation. We'll return to this elsewhere.
Direct molecular mechanics calculation of protein destabilization by cavity-creating mutations
All previous work seems to indicate that a destabilizing effect of any particular cavity depends on its local structural context (see Rashin, 1993 , and references therein). Therefore, it seems more attractive to evaluate directly such an effect accounting for real local structures at particular protein sites, rather than rely on schemes using average characteristics of cavities (e.g., their volumes). Free energies of the transfer of side chains from the gas phase into a protein cavity can be evaluated by direct molecular mechanics calculations. Similar direct calculations allow one to evaluate energetic "relaxation" of the protein structure around the cavity with different side chains inside it. It seems to be more appropriate to Table 7 , the agreement with model data (rescaled as described above in the legend) practically would be unchanged. Shifting the summed pairs by one position (i.e., using all cavities larger than 10 and smaller than 20 A3 as an experimental value in the column marked 20) preserves the general shape of the model histogram, but makes numeric agreement between the model and experimental distributions worse.
consider free energies of transfer of side chains from water to the gas phase and then inside the cavity in a protein (see Fig. 9 and Materials and methods). Thus, to complete the cycle, one has to evaluate the difference in the free energy of transfer of individual side chains in the unfolded structure from water to vacuum. The difference in vacuum to water transfer free energies between Ala and Leu is only 0.34 kcal/mol, and it is -2.70 kcal/mol for the difference in transfer energies between Ala and Phe (Radzicka & Wolfenden, 1988) . Other sources give similar values for these transfer reactions (Makhatadze & Privalov, 1995) . This thermodynamic cycle is described in Materials and methods (Fig. 9) . Here we apply this cycle to evaluation of a destabilization of T4 lysozyme due to its five single internal mutations, which are well characterized structurally and thermodynamically.
First, we establish a reference structure by energetically optimizing a wild-type structure with idealized geometry. Although the RMS between this optimized and X-ray structure is only 0.5 ,&, there is a dramatic change in the volumes of individual cavities observed in the X-ray structure. However, total cavity volume in
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T4 lysozyme changed only from 235 A3 in the X-ray structure (3LZM) to 211 w3 in the energy-optimized structure. This suggests that the volume of individual cavities may depend on the method of the structure refinement, but the total cavity volume is likely to remain the same, reflecting real packing restrictions in the protein. It is also consistent with migration of small cavities in a protein during molecular simulation, whereas positions of larger cavities do not change (Kocher et al., 1996) . If we just replace Leu by Ala in a few locations in the optimized wild-type protein, we find that cavities thus formed without allowing for any structure relaxation vary in volume from 40 to 115 A3 (Table 3 ). This suggests that volumes of individual cavities produced by mutations of the same type may differ not only because of the relaxation (Eriksson et al., 1992; Matthews, 1993) , but also because of differences in packing restrictions on different sites of the protein structure.
It is interesting that the energetic cost of loss of the side chain to the rest of the protein van der Waals interactions in Leu-Ala substitutions in the optimized but unrelaxed wild-type structure is the same within 0.5 kcal/mol (Table 3 ) despite large variations in unrelaxed cavity volumes. However, this loss in van der Waals interactions is a major single source of the destabilization of the mutants ranging from about +7.5 kcal/mol for Leu-Ala mutations to + 1 1.4 kcal/mol for the Phe-Ala mutation. This major destabilization is compensated in the mutants by a variety of factors. A higher energetic cost of the cavity formation in unrelaxed structure upon F153A mutation compared to L -+ A mutants is compensated partially by a larger respective destabilization of the unfolded F -+ A mutant relative to the unfolded L -+ A mutant due to the differences in the water-to-gas transfer energies (Radzicka & Wolfenden, 1988 ) of F and L side chains (Table 3 ). Another contribution to the relative stabilization of the mutant is a removal of the conformational strain in Leu (Phe) side chains upon their mutation to Ala. This contribution ranges from -0.4 kcal/mol for L46A to -2.4 kcal/mol for F153A. An additional mutant-stabilizing correction is due to the smaller loss of the conformational entropy upon folding of the mutant compared to the wild-type protein (Table 3) . We introduced a relaxation around the cavities by varying only torsional angles of residues in the energy-optimized wildtype structure within a sphere of 7-10 8, radius centered on the C/3 atom of Ala resulting from substitutions Leu-Ala or Phe-Ala. The energy of relaxation calculated for five mutants varies from -1.40 kcal/mol for L133A to -3.6 kcal/mol for L46A (Table 3 ). The L46A mutant was most difficult to relax computationally. We have found only one combination of rather short minimization and MonteCarlo sequences for 7-and 8.5-,& relaxation spheres leading to greater than 3 kcal/mol relaxation of this mutant (see Table 3 ). Numerous longer relaxation runs were fruitless, leading to much smaller relaxation energies without any indications that the wildtype structure could be underrelaxed in the successful short runs. In fact, one can expect that a computer relaxation around the smallest and therefore most tightly packed cavity should be most difficult to find. Mutants L121A and F153A produced very similar relaxation energies in spheres of 7 and 8.5 ,& radii. Mutants L99A and L133A practically did not relax in the respective 7-,& relaxation spheres, but produced significant and similar relaxation energies when relaxed in 8.5-and 10-8, relaxation spheres. When all destabilizing and stabilizing contributions are added, the total calculated destabilizations of the mutants are in a very good agreement with the respective experimental values. The largest difference between the computational result and the experiment, +0.63 kcal Abagyan et al., 1994) to fit ideal chain geometry to experimental atomic coordinates from 3LZM.pdb file (Bernstein et al., 1977) . Water molecules buried inside protein were included in the fitting because they may provide constraints on the relaxation of the protein after cavity-creating mutations. Positions of nonpolar and polar hydrogens were optimized energetically. Potentials employed in energy minimization are from Momany et al., 1975 and Nemethy et al., 1983 . bAE:;;, ur is the difference in van der Waals and coulombic interaction energy of Ala and wild-type side chains with the rest of the further relaxed wild-type protein before allowing protein to adjust to the mutation (van der Waals energy dominates this difference for nonpolar side chains). The further relaxation of the wild-type structure was achieved in a sphere around the C p atom of the mutating residue by a combination of the Newton-Raphson and conjugate gradient minimization with Monte Carlo moves that included solvation term (Wesson & Eisenberg, 1992) . Results are given for the relaxation spheres with 8 A radius.
AGl,de.cha,,l IS the strain energy of the wild-type chain in the folded protein relative to the reference extended conformation in the unfolded structure (see Materials and methods).
wild type (see above) in which the wild-type side chain is replaced by Ala. The relaxation of the mutant was performed in the spherical shell in the same way as for the wild-type protein (see above). Runs of different length were performed, leading to different relaxation energies. Relaxed structures with the lowest energy obtained were always selected for both the wild-type and mutant in calculations of AGZ::fY.
This reduced effects of possible underrelaxation of the wild-type structure and selected the best relaxed mutant. eA(;nrrrcr-yas IS . the difference in the free energies of the corresponding transfer between the mutant and wild-type side chains (Radzicka & Wolfenden, 1988) . Note that other reported values for water-gas transfer are very similar in magnitude (Makhatadze & Privalov, 1995) .
that no such contribution arises from burying Ala side chains.
E *lax"t,o,,
' d~c-$ym IS . the decrease in the total protein energy due to the relaxation of the mutated structure relative to the total minimum energy of the relaxed 'TASconf0, is the conformational entropy contribution of burying the wild-type side chain inside the protein (Abagyan & Totrov, 1994) . It is assumed gTotal calculated AAG due to mutations. hExperimental P A C are from Eriksson et al. (1992) . 'The notation L46A means that Leu 46 in the wild-type structure is replaced by Ala; notations for other mutations should be interpreted similarly. Only completely buried single mutations from Eriksson et al. (1992) are included mol, is for the L46A mutant, which, as we already noted, was the most difficult to relax. The respective differences are k0.2 kcal/ mol for mutations L121A and F153A, and f0.4 kcal/mol for mutations L99A and L133A. Thus, the results of our first attempt at direct calculations of protein destabilization by cavities created by mutations of five buried nonpolar side chains are very encouraging. The only previously reported calculation of the free energy of protein destabilization by a cavity-creating mutation (Prevost et al., 1991) dealt with only one I96A mutation in barnase using the Free Energy Perturbation technique.
However, a further comparison of the energetic and geometric consequences of the computer-generated relaxations shows some variability and differences with reported experimental data. The experimental report (Eriksson et al., 1992) shows that all cavities that would be created in rigid wild-type structure by substituting wild-type side chains by Ala reduce in volume in the mutant structures with the exception of the L99A mutant, in which the cavity size increases. In our calculations, cavity volume practically did not change in mutations L46A and L121A. For mutant F153A, relaxations in shells with radii of 7 and 8.5 8, yielded almost the same relaxation energy, but only in the structure relaxed in the larger sphere was the mutation-produced cavity reduced by more than 30 A' to approximately the experimentally reported size (73 A3). In relaxations within 8.5-A sphere cavities, mutants L133A and L99A practically did not change their volume. However, when relaxations were performed in 10 A, both cavities expanded. In L133A, this expansion was about 20 A3, but in L99A, it was 50 A3. Experimentally observed increase in the cavity volume of the latter mutant is 17 A3. Thus, although calculated and experimental changes in the cavity volume often disagree, the extreme contraction and expansion cases were found in our calculations to be in agreement with experiments. However, these large changes in the cavity volumes had only marginal effect on the overall energetics of the respective mutations. It seems that there is a significant interplay between different energetic contributions that allows achievement of similar relaxation via different structural pathways. Empirical potentials used in molecular mechanics usually by design have compensating errors in different terms, which makes an energetic degeneration of computed structures more likely. It is also instructive to look at the magnitude of individual contributions to the relaxation energy. The van der Waals and torsion dominate relaxation of L46A (-2.9 and -2.3 kcal/mol, respectively). This large change is offset by reductions in the hydrogen bonding energy and hydration and conformational entropy of surface groups. Energetics of the L121A mutation is dominated by contributions from the protein surface. Whether surface contributions could be restricted in the experimentally studied crystal directing the calculated relaxation along a different structural pathway remains to be seen, and may require much larger computations. In F153A, the dominant contribution comes from the strengthening of hydrogen bonds. In two remaining mutations, contributions are more or less uniformly distributed between van der Waals, hydrogen bonds, coulomb interactions, and protein surface effects. It is too early to conclude whether the used potential functions are well balanced or not, and might lead to an artifactual redistribution of the relaxation among different terms. This is also in agreement with usually observed RMS differences of 1 8, or more between energy-minimized and X-ray structures of proteins. Thus, our results indicate that accurate reproduction of structural effects of mutations may be a much more difficult task than reproducing only their energetic (or more generally, thermodynamic) effects. Further calculations and studies toward refinement of potential functions are necessary to address these questions adequately.
It can be noted that our approach requires knowledge of only wild-type structures, and we plan to apply it to mutations studied thermodynamically for which mutants are not studied crystallographically. However, the T4 mutation studies allow both structural and thermodynamic comparisons between the experiment and calculations, and they were studied here for this reason. We are also considering modifications of the computational protocol (e.g., gradual mutation) that would allow additional structural pathways for the mutant relaxation, eliminating some barriers for a cavity contraction.
Finally, our studies suggest an answer to the apparently puzzling question: why do both experimental studies and distributions of cavity sizes suggest that larger cavities destabilize proteins more than smaller ones? In protein regions with very tight packing, replacement of a larger by a smaller side chain would create a smaller cavity than in more loosely packed regions. At the same time, tighter packing is likely achieved at the expense of a conformational and energetic strain. Therefore, it is more likely that more strain is present and can be relieved when a smaller cavity is created in a tighter packed region of a protein. Thus, mutational creation of smaller cavities can be expected to be better compensated energetically by a relaxation than creation of bigger cavities. Inversely, if there is a pre-existing small cavity in a protein, it can be filled mutationally only with accompanying strain that would significantly decrease any stabilization from such mutation. If, however, the pre-existing cavity is sufficiently large, its filling by a larger mutant side chain can be less likely to introduce large strain, and thus might stabilize the mutant. This might explain why preservation of larger cavities in wild-type proteins could be costly energetically, and thus occurs rather rarely. This explanation can be only partially correct, but it seems quite plausible, and allows rationalization of previously unrelated observations that are scrutinized in this study.
Materials and methods
Location and characterization of cavities Location of cavities, buried waters, and evaluation of cavity volumes were performed with the algorithm and the computer program described in detail by Rashin et al. (1986) . The set of atomic radii was changed slightly to make length of hydrogen bonds between NH, OH, and 0 with water the same. Therefore, the set of radii employed in the final calculations was as follows: tetrahedral carbon and sulfur with hydrogens attached, 2 A; trigonal carbon, 1.7 A; trigonal CH, CH2, and sulfur, 1.85 A; oxygen, water, and nitrogens with hydrogens attached, 1.4 A. This charge in radii has led to very small differences for the protein set studied by Rashin et al. (1986) , and a small impact on empty cavities. The results of calculations were entered into tables and plotted with regular commercial software. The names of 80 structures from the Protein Data Bank (Bemstein et al., 1977) with R 5 2 A that were included in the study are listed in Table 1 . Of these, four are dimers (lthb, 2fbj, 2utg, 9wga) and six are mutants of T4 lysozyme (1163, 1167, 1169, 1185, 1189, 1190) . Homologous structures were included only when they had significantly different cavity distributions.
Extraction of cavity energetics with RMSPtting It was assumed (Rashin et al., 1986 ) that the energetic cost of the cavity, AG,,,, is linearly proportional to the cavity volume, V, , , :
and the number N, of empty cavities of size &,cov = i A3 is determined by the Boltzmann factor:
where RT (= 0.5921 kcal/mol) is the thermal energy at 298 K. To find a, numbers and volumes of cavities in 80 proteins (Fig. 1) were fitted to minimize RMS deviation in the expression leading to
Rather obviously, only cavities volumes such that N, # 0 should be used in the RMS fitting to avoid logarithmic divergencies. Alternatively, this can be interpreted as excluding from the fitting cavity volume ranges for which no statistical data is available.
Experimental changes in protein stability due to cavity-creating mutations can be fitted with a similar expression: leading to a = Zi(AGi,~a".AK,~,v)/Xi(AK,~,")2, ( 4 4 where AK,c,,, is the change in the cavity volume due to mutation.
One can also assume, following Eriksson et al. (1992) , that AC,,,, = a.AV,,,, + b.
a and b can be extracted from experimental AG,,, values (Eriksson et al., 1992; Matthews, 1993) 
where M is the number of different cavity volumes included in the fitting. a in Equations 6a and 7a has the same physical meaning-an increase in free energy cost of creation of an empty cavity per cubic angstrom. However, in contrast to Equation 6b, Equation 7b does not have a clear physical meaning, because here the volumeindependent term, b, includes a normalizing multiplier that depends on absolute values of N,. We have not found a meaningful way to eliminate this multiplier (see Results and discussion).
Derivation of Boltzmann-like distribution of cavities for a simple model'
The use of Boltzmann hypothesis to derive free energies of cavity formation from the statistical distribution of cavity sizes in a large number of proteins was a guess on our part. Such guesses, however, are an integral part of any meaningful scientific research according to its most celebrated practitioners (Feynman, 1967; Sykes, 1994) . It seems to be of interest to demonstrate that Boltzmann-like distribution of cavities in proteins could be derived from the first principles. It is impossible to do this for a realistic system because we know too little about mechanisms of protein evolution, as well as about regulation of protein synthesis and control of mutations in living cells. However, we found that such derivation can be done for an extremely simple model of extracellular mutations of proteins. Here, we limit our model to the simplest case of a set of mutants of a single protein, interconversion of which into one another is catalyzed by an external system. Under such conditions, all mutants will be in a thermodynamic equilibrium, with each mutant representing a thermodynamic state characterized by its stability. We assume that this stability is determined by the total cavity volume, V,,,, in each mutant. We shall also consider as a separate thermodynamic substate each division of V,,,, into the sum of individual cavities of sizes V, whose position in the mutant is unimportant. To further simplify our model, we assume that all V, and V,,,, are multiples of 10 A'. In such a model, all different substates with the same KO, can be found as different representations of V,,,, different sums of addants, each proportional to 10 A3. This problem reduces to the classical combinatorial problem (Hall, 1967) of finding all possible representations ("partitions") of the integer V,,,/10 as a sum of positive integers. All such representations of number 7 (corresponding to V,,, = 70 A') are shown in Figure 8 . The representations for other numbers can be constructed analogously. In the partition function, the contribution of cavities of a given size, V, (and therefore their probability), would correspond to the sum of exponents in powers proportional to all possible V,,,, with pre-exponential multipliers equal to the 2 % 1 1 1 1 1 Fig. 8 . All possible representations of a number as a sum of addants at the example of number 7. Each addant is enclosed in an ellipse or circle and equals the sum of "ones" inside it, e.g., the first line represents number 7; the third line, 5 + 2; the tenth line, 3 + 2 + 1 + 1.
number of times the addant VJlO is found in all possible divisions of V, , , into addants, e.g., contribution into the partition function of cavities with size of 10 8' in mutants with V,,, = 70 A' (see Fig. 8 ) equals 30.exp (-a.70 ). In our example, we assumed that maximum V, , , = 80 A' so that the total contribution of 10 A3 cavities into the partition function equals Probabilities of cavities of other sizes can be constructed similarly from all divisions into addants of all numbers from 1 to 8 as shown for number 7 in Figure 8 . Derivations for more complex models with a few proteins with different maximum V,, will be considered elsewhere.
Direct molecular mechanics calculations of the free energies of cavity-creating mutations
We undertook preliminary direct calculations of the energetics of cavity formations in mutated structures of T4 lysozyme with ICM (Abagyan & Totrov, 1994; Abagyan et al., 1994) . ICM allows efficient energy optimization of protein structures using torsional variables and ideal chain geometry in conjunction with Monte Carlo optimization including side-chain entropies and surfacedependent solvation term. In performing our calculations for energetics of cavity-creating mutations, we followed the strategy used previously for calculations of the energetics of packing defects in crystals (Pertsin & Kitaigorodsky, 1987; Rashin, 1993) . In crystal packing defect studies, the energy of interactions of one molecule with the rest of the crystal is calculated; then this molecule is removed, and molecules in a large enough sphere around the created cavity are allowed to relax while interacting with each other and with molecules kept in their original crystal positions outside the sphere. The difference between the relaxation energy and the energy of interactions of one molecule with the rest of the crystal is equated to the energy of the packing defect. The situation is somewhat more complicated in studies of the energetics of mutation-created packing defects in proteins. One complication involves effects of the mutation on the unfolded state. Another complication arises from the fact that protein structures are aperiodic. Therefore, it is more difficult to assure that the wild-type structure is in the energy minimum, and that a subsequent relaxation of the spherical shell is not an artifact due to a nonequilibrium state of the starting structure. We attempted to reduce or eliminate these complications in our calculations as follows. Because X-ray structures do not have absolutely ideal geometry, ICM fits the chain with an ideal geometry to X-ray coordinates using minimization of both regular empirical potentials and tether potentials holding atoms close to their X-ray positions. The strength of tether potentials is gradually decreased in the course of minimization, allowing us to relieve overlaps and torsional strains in a close vicinity of the X-ray structure. We used from 1,000 to a few thousand minimization steps in this fitting, terminating it when RMS change in the gradient became less than 0.001 kcal/mol. As expected from original publications on ICM (Abagyan & Totrov, 1994; Abagyan et al., 1994) , this procedure results in a protein structure with ideal geometry, no van der Waals clashes, low energy, and a rather small RMS deviation from X-ray structure (see Results and discussion). However, it is impossible to guarantee that longer minimization with increasingly lower minimization termination criteria would not lead to a continued slow drift of the structure. This is a common minimization problem, because it is often impossible to tell whether the process reached a real minimum or a bottom of a very slowly dropping valley in the energy hyperspace.
Such structure and energy drifts are much less likely if a further optimization is limited to a spherical region around a particular residue, with the rest of the structure being fixed and thus anchoring residues in the region under optimization. Experimental data suggest that structural changes upon vast majority of mutations are restricted to the neighborhood of the mutation site (Shortle, 1992; Fersht & Serrano, 1993; Matthews, 1993) . This gives justification to limiting further optimization to a large enough shell around a mutating residue such that energy differences due to a drift outside the shell should cancel between the wild-type and mutated structures. This is a good starting approximation simplifying the problem, although, of course, the suggestion of structural changes being localized in the neighborhood of the mutation site is not universal and is limited by the experimental accuracy. Following this strategy, further relaxation of the wild-type structure was achieved in a sphere of 7 8, radius around the C p atom of the mutating residue by a combination of the Newton-Raphson and conjugate gradient minimization with Monte Carlo moves that included a solvation term (Wesson & Eisenberg, 1992) . Runs of different length were performed, leading to different relaxation energies. Energy minimization used up to 1,000 iterations, and each Monte Carlo step was followed by up to 500 minimization iterations. The relaxation of the mutant was performed in the sphere of 7 8, radius in the same way as for the wild-type protein (see above). Runs of different length were performed, leading to different relaxation energies. Relaxed structures with the lowest energy obtained were always selected for both the wild type and mutant in calculations of Arelux. This reduced effects of possible underrelaxation of the wild-type structure and selected the best relaxed mutant. The relaxation was repeated for both wild-type and the mutant structures in spheres with radii of 8.5 8, and 10 A, and was stopped if such increase in the radius did not result in lowering the energy of relaxation. In most cases, we used wild-type structures obtained in relaxations with smaller radii as starting points for the relaxation and mutation with the larger relaxation radii (e.g., we started 8.5-8, relaxation of the wild-type structure from the structure obtained in its relaxation within 7.5-8, sphere; 10-8, relaxations were started with wild-type structures obtained in relaxation within 8.5-A sphere). We have found that such stepwise increase in the size of the relaxation sphere yields better results than starting relaxations within spheres of increasing radii from the same initial structure. We stopped increasing the shell radius when we either could not find a better structure or if additional stabilization achieved by increasing the radius was no more than 0.25 kcal/mol. Individual terms contributing to the total free energy of mutation are discussed in the legend to Table 3 and in the text. A proper choice of the reference unfolded state is another often overlooked problem that we had to deal with. Most authors chose this state to correspond to an extended or &conformation of the main chain. However, although this main-chain conformation corresponds to the energy minimum in vacuum for polyAla chain, it leads to the torsional or van der Waals strain in larger side chains. This strain can be of different magnitude for different side chains. It is usually also of different magnitude for side chains of the same type in different positions of the folded structure. Thus, we have to chose a better reference unfolded state to make meaningful comparisons of contributions of mutations at different protein sites to the protein stability. A direct calculation for large ensembles of unfolded conformations in solution (Vasquez et al., 1994 ) is beyond the scope of this study and could contain significant errors in calculated nonbonded and hydration energies in addition to sampling problems. Calculations of side-chain entropy changes in helixcoil transitions (Creamer & Rose, 1994; Lee et al., 1994) suggest that such changes alone can predict rather accurately helix-forming propensities of hydrophobic side chains. This indicates that free energy differences due to differences in distributions of main-chain rotamers for different side chains (except Gly and Pro) are negligible. To simplify our choice of the unfolded reference state, we equated it with the extended conformation of the side chain of Leu or Phe, which have zero torsional energy, and a torsional strainfree conformer of Ala. Flexible main chain in a tripeptide allows for the sum of van der Waals and torsional energies of side chains within 0.1 kcal/mol of that for the extended conformation. Thus, the chosen reference energy of Leu side chain is -0.59 kcal/mol, for the Phe side chain, it is -0.47 kcal/mol, and for Ala, it is 0.00 kcal/mol. Any possible role of differences in side-chain to sidechain interactions at different protein sites in the unfolded state was neglected. Our choice of the reference unfolded state is likely to be imperfect, but it is reasonably justified, and we could not find any better and simple enough definition.
Conformational states (both hypothetical and employed in real molecular mechanics calculations) for wild-type and mutated proteins are depicted schematically in Figure 9 . The actual calculation starts with producing wild-type structure with idealized geometry relaxed in a spherical shell around the residue to be mutated (structure 4'). In the next step, structure 3' is created by excising the mutating side chain, transfening it to vacuum (gas phase), and allowing it to assume the extended reference conformation. This involves the loss of the van der Waals interactions of Leu of Phe side chain with the rest of the protein, Ek<-)"r.'', and the change in the internal energy of the side chain, E,$::, generally having both van der Waals and torsional contributions. Structure 3' in our wild-type folding path is identical with structure 3 in the folding path of the mutated protein. Structure 2' is a hypothetical unfolded state in which the mutating side chain is absent. It is identical to the hypothetical unfolded state 2 on the folding pathway of the mutated protein. Structure 1 ' is formed by transfening the wild-type side chain (Leu or Phe) from the gas phase into solution, and attaching it to the unfolded structure with the gain of conformational entropy of the side chain, TAS,!;:;:. Structure l is formed similarly by transfening and attaching to the unfolded state the mutant side chain (Ala). It is assumed that the free energy change involved in this hypothetical process is the vacuum-to-water transfer free energy of the respective side chain (the energy of forming and breaking of covalent bond cancels along each folding path- way), and the gain in the conformational entropy of the side chain (Ala side chain is assigned the reference entropy change of zero). Structure 4 is formed from structure 3 (identical to structure 3') by transfening the mutant side chain (Ala) from vacuum into the cavity in structure 3 in a torsionally unstrained conformation of Ala side chain. This step involves the gain of van der Waals interactions of Ala side chain with the rest of the protein, , in structure 3. Structure 5 is formed by allowing all torsional relaxations in a spherical shell around C, atom of the mutant Ala, decreasing the total energy by AGZ!:;?'. Thus, the total free energy change on the wild-type folding pathway is ~, 4~\ 1 _~t r e~h t
The corresponding total free energy change on the mutant folding pathway is
The difference between free energies of folding between the wildtype and mutant proteins is
The individual contributions for different mutations are given and discussed in the corresponding Results and discussion section.
