ABSTRACT Most of the current word segmentation methods are rule-based and traditional machine learning methods. Universal word segmentation tools do not work well in the field such as metallurgy. Domain-specific Chinese word segmentation is rarely studied. In recent years, with the development of deep learning, the neural network has been proved to be effective in Chinese word segmentation. However, this promising performance relies on large-scale training data. Neural networks with conventional architectures cannot achieve the desired results in low-resource datasets due to the lack of labeled training data. This paper takes the field of metallurgy as an example and proposes a domain-specific Chinese word segmentation based on Bi-directional long-short term memory (Bi-directional LSTM) model in the metallurgical field. First, the word segmentation model is obtained by using the Bi-directional LSTM model to train the internal and external domain knowledge. Then, a series of tuning parameters are carried out and the label probability of the word is combined with the weight. Finally, the result of word segmentation is obtained by label inference layer. The experimental results show that the proposed method can create a better word segmentation effect in the field of metallurgy.
I. INTRODUCTION
Chinese word segmentation is the primary task of Chinese natural language processing. Because of the polysemy and other problems in Chinese sentences, Chinese word segmentation has always been a hot research topic [1] , [2] . At present, four main methods have been used for Chinese word segmentation that they include character matching method [3] , rule-based method [4] , statistical method [5] , [6] and deep learning method [7] , [8] . Bengio and Senecal [9] proposed a probabilistic language model based on neural network variants in 2008. Collobert [10] applied a neural network model in natural language processing; Zheng [7] began to apply neural network to Chinese word segmentation in 2013. Then, Pei et al. [11] proposed an MMTNN (Max-Margin Tensor Neural Network) neural network model for Chinese word segmentation based on tensor transformation and label embedding. Chen et al. [8] applied the LSTM neural network to Chinese word segmentation task in 2015.
Most of the current word segmentation methods are based on rules and traditional machine learning methods. The general word segmentation tools do not work well in the field such as metallurgy. Domain-specific Chinese word segmentation is rarely studied. In recent years, neural networks have been proven to be effective in Chinese word segmentation. However, this promising performance relies on large-scale training data. Neural networks with conventional architectures cannot achieve the desired results in low-resource datasets due to the lack of labelled training data. For small-scale specific field such as metallurgy, a domain-specific Chinese word segmentation method based on Bi-directional Long-Short Term Memory (Bi-directional LSTM) model [12] - [14] is proposed in this paper.
Metallurgical industry is an important pillar industry. Word segmentation is the first step in understanding metallurgical information, which helps to understand the current situation of metallurgical industry. Therefore, this paper chooses the metallurgical field information to study Chinese word segmentation.
The remainder of this paper is organized as follows. In Section II, we briefly describe the neural network framework of Chinese word segmentation and LSTM network framework. In Section III, taking the metallurgical field as an example, we discuss in detail the domain-specific Chinese word segmentation method based on Bi-directional LSTM model proposed in this paper. It consists of three parts: data pre-processing and word embedding, Bi-directional LSTM network model and combination of weight, and label inference. Finally, the detailed processing and results of the experiment are given in Section IV. We made our conclusions in Section V. 
II. NEURAL NETWORK FRAMEWORK OF CHINESE WORD SEGMENTATION AND LSTM NETWORK A. NEURAL NETWORK FRAMEWORK OF CHINESE WORD SEGMENTATION
The word segmentation framework based on neural network includes three parts: character embedding layer, neural network layer and label inference layer (Figure 1 ). For each character in the sentence, the context characters in the character window are put into a look-up table to obtain the character vector. Then, the character vectors are connected to form the entire vector. The vector is transferred to the neural network layer and activated by the Sigmoid function after a linear transformation. After a similar linear transformation, a score vector corresponding to each label of the word is obtained. Then, the dependencies among the labels is modeled in the label inference layer. Finally, the labels corresponding to these words are determined. The neural network model in the word segmentation framework above only uses the context features in the specific window and does not rely on longdistance information. 
B. LSTM NETWORK MODEL
RNN (Recurrent Neural Network) model is a network model proposed by Zhang et al. [15] , [16] . But it is difficult to deal with the long-term dependence problem. The LSTM network model (Figure 2 ) [17] , [18] is an extension of RNN, which solves the long-term dependency problem by selectively operating information through three gate structures: the input gate, the forgotten gate and the output gate [19] , [20] .
(1) The cell forgets the information through the Sigmoid function of the forgotten gate, where h t−1 represents the output of the previous layer and x t denotes the input of the current layer.
(2) When storing information in the cell, the information i t to be updated is first retrieved by the Sigmoid function of the input gate. A new vectorC t is created by the tanh function. Then, the information to be forgotten is realized by multiplying f t by the old cellular state C t−1 . Finally, the update of the cellular state is obtained by adding the product of i t ·C t .
(3) The Sigmoid function of the output gate determines the output information. Then the tanh function is used to deal with the state of the cell. The product of the last two parts is the output value.
The LSTM neural network model has been applied to emotion classification [21] , semantic recognition [22] , machine translation [23] and other fields. It has achieved good results. 
III. DOMAIN-SPECIFIC CHINESE WORD SEGMENTATION BASED ON BI-DIRECTIONAL LONG-SHORT TERM MEMORY MODEL
A domain-specific Chinese word segmentation method based on Bi-directional LSTM model is proposed in this paper. The model is divided into two phases: the training phase and the test phase, which can be referred to Figure 3 . In the training stage, the pre-processed metallurgical training set and the open data set (MSRA corpus) are processed separately by the word embedding layer. Then the processed training set and MSRA corpus are input to the Bi-directional LSTM neural network model for training. Then, the metal_Bi-LSTM model and msr_Bi-LSTM model are obtained respectively. In the testing stage, first, the metallurgical test data is processed by word embedding layer. Then the metal_Bi-LSTM model and the msr_Bi-LSTM model are used to predict the metallurgical test sets. Secondly, the label probability of the two models are combined to obtain the probability of each Chinese character label. Then, the probability of each label of the combined Chinese characters is calculated by Viterbe algorithm. The final probability of each label is obtained. Then, the probability values of each Chinese character under each label are compared. Finally, the maximum probability label is used as the one of each Chinese character. Thus the Chinese word segmentation is completed.
A. DATA PROCESSING AND WORD EMBEDDING
The data set used in this article is the annotated data using a four-word position. One data set is MSRA data from the Second International Chinese Word Segmentation Bakeoff2005. The other is metallurgical information crawled from the metallurgical information network. Since the MSRA samples are well-annotated, data pre-processing is not required. The MSRA sample is shown in Table 1 . But the data crawled from the metallurgical information network need to be preprocessed. First, a total of 322 metallurgical data sets,which are 122153 words, were obtained. After that, the data set was divided into training set and test set. Finally the training set was pre-processed.
The process of pretreatment is as follows. Firstly, the metallurgical data is normalized by removing special symbols and digits. In the second step, the metallurgical training set is segmented with jiaba segmentation tool. Then, multiple third-party personnel manually check the result of the word segmentation. Finally, four-word position (B, M, E, S) [24] tagging method is used to mark the Chinese characters in the training set. B is the label of the first word in the multicharacter word, M is the label of the other words after removing the first word and the last word in the multicharacter word, E is the label of the last word in the multicharacter word and S is the label of the single-character word. Chinese words are divided into single-character words and multi-character words, such as '' '' in Table 1 . '' '' is a single-character word, '' '' is a multi-character word. The four-word position tagging pattern of the metallurgical training set is shown in Table 2 . After the pre-processing is completed, MSRA data set and metallurgical training set with word position tagging are processed by word embedding layer. Character vectorization is the first step to deal with the problem of Chinese word segmentation by using neural network. In order to deal with the problem of Chinese word segmentation by using neural network, the first step is to quantify the character vector. A low-dimensional real number vector is used to represent a character. The vector can describe the semantic and grammatical relevance of words. It also can be used as the input of neural network. This process is commonly referred to as word embedding [25] . Using word embedding, the input can be seen as either the word embedding itself, or, more conveniently, as a ''one-hot'' encoding (a vector of zeros with 1 at a single position). The product between the onehot encoded vector and an embedding matrix, which get to W E ∈ R V ×D (where D is the embedding dimensionality and V is the number of words in the vocabulary), then gives a word embedding [26] . This paper proves that the best result can be obtained when the dimension of word embedding is 200. Therefore, the dimension of word embedding is set to 200 in this paper. In other words, every word is represented by 200-dimensional feature vectors.
B. BI-DIRECTIONALLSTM NETWORK MODEL AND COMBINATION OF WEIGHT
Schuster [27] proposed a Bi-directional RNN model, which solves the problem that traditional RNN can only input sequence information unidirectionally but cannot utilize future information. The Long-Short Term Memory (LSTM) model can capture long-distance information. The Bi-directional LSTM neural network model is one that combines the advantages of the Bi-directional RNN and LSTM models. The Bi-directional LSTM neural network consists of two parts:forward LSTM and backward LSTM, which can be referred to Figure 4 .
The formula of Bi-directional LSTM neural network is as follows.
Eq.7 is the output of the forward LSTM of the Bi-directional LSTM neural network at time t. Eq.7 is obtained from Eq.4 and Eq.6. Similarly, Eq.8 is the output of the backward LSTM of the Bi-directional LSTM neural network at time t. Finally, the output of Bi-directional LSTM neural network is y t [28] . The algorithm flow of Bi-directional LSTM is as follows.
Bi-directional LSTM neural network can capture longdistance information in both historical and future directions. In this paper, Bi-directional LSTM model is used for word segmentation of metallurgical information. The vector of each Chinese character and the data of the corresponding label are input into the Bi-directional LSTM neural network for training. The msr_Bi-LSTM model and the metal_Bi-LSTM model are obtained respectively.
In the test stage, the metallurgical test data is first processed by the word embedding layer. Then the probability prediction of each Chinese character label in metallurgical test set is made by using msr_Bi-LSTM model and metal_Bi-LSTM model. Two predictive probabilities P 1i and P 2i are obtained. The P 1i denotes the probability of each label predicted by msr_Bi-LSTM model for each Chinese character in the test set. The P 2i denotes the probability of each label predicted by metal_Bi-LSTM model for each Chinese character in the test set, and i = B, M, E, S. Then the prediction probabilities of the two models are combined to obtain the comprehensive prediction probability P of each Chinese character label in the test set. The formula is as follows.
After obtaining the probability of each word under each type of label, the final label of the current word is determined by the Viterbi algorithm. The Viterbi algorithm [29] can solve the sequence problem. This paper makes the word segmentation method more efficient by selecting the optimal transition probability. First, the label probability corresponding to the word is obtained by weighting ratio combination. Then select the appropriate transfer probability. Finally, the final label of the word can be obtained by Viterbi algorithm.
Take the label M of the i − th word as an example, there are two forms of transition probability: BM or MM. The p b i−1 represents the probability that belongs to the label B at the i − 1 − th word predicted by the word segmentation method, as shown in Eq.11. The z b,m represents the transition probability from label B to label M. The p m i represents the probability that belongs to the label M at the i − th word predicted by the word segmentation method.
denotes the probability of the label M when the transition probability is BM. Similarly, p m i−1 + z m,m + p m i denotes the probability of the label M when the transition probability MM. Then select the maximum value is as the probability that the i − th word ultimately belongs to the label M. It's denoted by P m i . Similarly, when the label of the i − th word is S, B and E, the form of transition probability are SS, ES, SB, EB, ME and BE, respectively. First, calculate the probability of the i − th word under label S, B, M, E. Then record it as
Finally, the label corresponding to the largest value is selected as the label that the i − th word belongs. It's denoted by P i . The algorithm flow of label inference is as follows.
IV. EXPERIMENTS A. DATA SET
The data set used in the experiment include internal and external domain information. The corpus of internal domains is obtained from the metallurgical information website. The corpus of external domains (MSRA corpus) is obtained from the Second International Chinese Word Segmentation Bakeoff 2005. Metallurgical data consisted of 322 articles of which 30 were randomly selected as test sets (11342 words). Other metallurgical data was used as a training set (110811 words) to obtain the metal_Bi-LSTM word segmentation model based on metallurgical corpus. The MSRA data (2368397 words) was used as a training set to obtain the msr_Bi-LSTM word segmentation model based on the MSRA corpus. The MSRA data and the metallurgical data are used as training sets to obtain the msr + metal_Bi-LSTM word segmentation model based on MSRA and metallurgical corpus.
B. EVALUATION CRITERIA AND COMPARISION EXPERIMENTS
The quality of word segmentation is usually measured by the precision rate, the recall rate and the F1 value. Precision rate is the rate of those word segmentation results that coincide with the results of the human judgment. Its mathematical form is as follows.
Recall measures the percentage of items actually present in the input that were correctly identified by the system. Its mathematical form is in the following.
The F1 value is as follows.
Here, A indicates the number of words that have been correctly segmente; B indicates the total number ofword segmentation; C indicates the number ofwords in standard word segmentation set.
Msr mode. The MSRA corpus is used as a training set to obtain the msr_Bi-LSTM word segmentation model using the Bi-directional LSTM neural network. This model is then used to predict metallurgical test data. Finally, the corresponding label is obtained through the label inference layer to implement word segmentation.
Metal mode. Metal_Bi-LSTM word segmentation model is obtained by Bi-directional LSTM neural network from metallurgical data in training set. The model is used to predict metallurgical test set data. Finally, the label is obtained through the label inference layer to implement word segmentation.
Msr+metal mode. MSRA data and metallurgical data are used together as a training set. The msr + metal_Bi-LSTM word segmentation model is obtained using Bi-directional LSTM neural network. This model is then used to predict metallurgical test data. Finally, the label is obtained through the label inference layer to implement word segmentation.
Algorithm 2 The Algorithm Flow of Label Inference
Input: The prediction results of msr_Bi-LSTM model, P 1i ; The prediction results of metal_Bi-LSTM model, P 2i ; The transition probability matrix, Z ; Output: The label sequence, labelList A domain-specific Chinese word segmentation method. MSRA corpus and metallurgical data are used as training sets. The Bi-directional LSTM neural network is used to obtain the msr_Bi-LSTM model from MSRA corpus and metal_Bi-LSTM model from metallurgical corpus. Thse two models are used to predict metallurgical data. Then, the label probability of the words obtained from the two models are combined according to the weight ratio. Finally, the label inference layer processes the final corresponding label to implement the word segmentation. For example, when the weight ratio of msr to metal is 3:7 (λ = 0.3), the experiment is abbreviated as msr:metal = 3:7.
C. ANALYSIS OF EXPERIMENTAL RESULTS

1) DETERMINATION OF OPTIMAL TRANSITION PROBABILITY
In the label inference layer, the label corresponding to the current word is determined according to the probability of the word under each label and the label transfer probability.In general, the form of equal probability is used. However, the experimental effect is not the best when the label transition probability is equal probability, as shown in Table 2 .
There are four types of label transfer: BE, BM; EB, ES; ME, MM and SB, SS.
For example, in multi-character words, '' '' belongs to the three-morpheme word, and '' '' belongs to the two-morpheme words. In general, the two-morpheme word in the article accounts for the largest proportion. However, the probability of being assigned to BE and BM with equal probability is 0.5, which is obviously unreasonable. Therefore, this paper first corrects the label transition probabilities of the other three groups. Then converts the label transition probability of the current group for experiment. The optimal label transfer probability for the current group is then determined. Finally, the same method is used to determine the optimal label transition probability for the other groups (Table 3) . Table 4 shows the experimental results obtained by using the equal probability and the optimal probability for 10 iterations through the domain-specific Chinese word segmentation method.
In Table 4 , the result obtained by using the optimal probability is better than that by using the equal probability. For example, when the weight ratio of msr to metal is 3:7, the TABLE 4. Precision of word segmentation with different weights under equal probability and optimal probability (%). precision of choosing equal probability and optimal probability is 93.2100% and 94.1104%, respectively. It can be concluded that the determination of the optimal transfer probability is helpful to improve the precision of word segmentation. The results show that the determination of the optimal transfer probability is useful to improve the accuracy of word segmentation.
2) SELECTION OF WEIGHT RATIO
The weighting ratio λ is used to adjust the weight of the predicted results between the msr_Bi-LSTM word segmentation model and the metal_Bi-LSTM word segmentation model. Table 5 and Figure 5 are the precision of word segmentation obtained by combining different weights under different iteration times. Table 6 and Figure 6 are the recall rates of word segmentation and Table 7 and Figure 7 are the F1 value of word segmentation.
As can be seen from Table 5 to Table 7 , the model can get higher precision rate, recall rate and F1 value under different iteration times when the weight ratio of msr to metal is 3:7. It can be seen more clearly from Figure 5 to Figure 7 . When the weight ratio of msr to metal is 3:7 and the number of iterations is 40, the precision, recall rate and F1 value reach the maximum value of 95.7415%, 94.8136% and 95.2753%, respectively. Therefore, the weight ratio of msr to metal is set to 3: 7 (λ = 0.3) in the contrast experiment.
3) CONTRAST WITH PREVIOUS WORK
First, we compare our work to that of our predecessors. The MSRA corpus is used as a training set to obtain the msr_Bi-LSTM word segmentation model using the Bi-directional LSTM neural network. This model is then used to predict the MSRA test set data. In addition, we use the first 90% sentences of the MSRA data set as training set and VOLUME 7, 2019 FIGURE 5. The precision rate of word segmentation corresponding to different weight combinations. the rest 10% sentences as the test set. Finally, the label is obtained through the label inference layer to implement word segmentation. Table 8 shows a comparison between MSRA corpus word segmentation results using this method and previous methods. Sun et al. [30] improved supervised word segmentation by exploiting features of unlabeled data. The system of Zhang [31] applied semi-supervised approach to extract representations of label distributions from unlabeled and labeled datasets. Chen [8] applied the LSTM neural network to Chinese word segmentation task. Yao et al. [14] proposed a Bi-directional LSTM recurrent neural network for Chinese word segmentation. Experiments show that the word segmentation method proposed in this paper can achieve a better word segmentation effect.
4) WORD SEGMENTATION IN METALLURGICAL FIELD
The validity of the proposed method is proved by comparing with previous work. Because of the excellent performance of msr_Bi-LSTM model in predicting MSRA data, this paper proposed a Chinese word segmentation method based on metal_Bi-LSTM model, and used this method to improve the effect of word segmentation of metallurgical data. In this paper, we use msr mode, metal mode, msr + metal mode and the model proposed to further verify the effectiveness of the domain-specific word segmentation method. The results of word segmentation under different iterations are shown from Figure 8 to Figure 10 . The proposed model is better that the msr mode,the metal mode andthe msr + metal mode when the weight ratio of msr to metal is 3:7.This indicates that the combination of the msr_Bi-LSTM and metal_Bi-LSTM models improves the word segmentation performance of metallurgical data. Because metallurgical corpus is a small-scale corpus,the metal_Bi-LSTM word segmentation model cannot fully learn the features of the corpus with a few iterations. When the number of iterations is 4, the word segmentation effect of the metal mode is the worst. The precision rate is only 84.456%. However, with the increase of the number of iterations, the word segmentation result of metal mode is better than that of msr mode. The highest precision rates are 91.8533% and 90.7247%, respectively.Because of the richness of MSRA corpus, msr mode can learn the features of data well through some iter- ations. Therefore, the word segmentation results of the msr mode are not much different under different iterations. The precisionrate has been maintained around 90%.
The msr + metal mode takes MSRA and metallurgical data as training sets to enrich the data of training sets. Therefore, the msr + metal mode is better than the metal ode and the msr mode, and theprecision of word segmentation rat is as high as 93.1053%. However, the msr + metal mode onlycombines different corpus together and does not take into account the differences among different corpus. Therefore, the improvement of the word segmentation effect is limited.
When the weight ratio of msr to metal is 3:7, the word segmentation models of msr_Bi-LSTM and metal_Bi-LSTM are considered simultaneously. Therefore, the word segmentation effect is the best among the four methods, and the highest accuracy rate is 95.7415%. The msr_Bi-LSTM word segmentation model is helpful to predict the external domain knowledge in metallurgical test set. The metal_Bi-LSTM word segmentation model ensures the prediction of internal domain knowledge in metallurgical test set. The word label probability obtained by the two models is combined with the weight ratio. The proposed model is obviously better than the msr mode, the metal mode andthe msr + metal mode. The effectiveness of the proposed method is verified by the above-mentioned experiments.
V. CONCLUSION
Based on the in-depth study of Chinese word segmentation technology, a domain-specific Chinese word segmentation method based on Bi-directional LSTM model is proposed. The contributions of this paper can be summarized as two points. x As the information of metallurgical domain belongs to small-scale corpus in a specific scope. Training the metallurgical corpus to learn the characteristics of the internal domai. The external domain characteristics can be obtained by training external domain information (MSRA). The metal_Bi-LSTM word segmentation model and the msr_Bi-LSTM word segmentation model are obtained respectively. y In the testing stage, the idea of ensemble learning is used. The word label probability of the metal_Bi-LSTM model and the one of the msr_Bi-LSTM model are combined by a weight ratio. It solves the problem that the result of word segmentation is not ideal because of insufficient corpus. The experimental results show that the proposed domain-specific Chinese word segmentation method can achieve better segmentation results. By choosing the specific field, the domainspecific Chinese word segmentation method can be applied to the task of word segmentation in the corresponding field, and it has a certain domain applicability. 
