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Abstract 
With the extensive deployment of 802.11 wireless local area networks (WLANs) and the 
need for better quality of service (QoS), the 802.11e MAC with service differentiation was 
developed.  In practical WLAN deployments, the capture effect has been shown to enhence 
the throughput performance of the network. Analysing the effect of fading and  near–far 
effect on the performance of 802.11 is a fundamental consideration in practical situations 
since the wireless channels are error-prone. Developing an accurate closed form solution of 
the throughput/delay is a crucial task for the network planning and design. This thesis 
develops a physical/medium-access-control (PHY/MAC) cross-layer model to characterise 
the throughput and delay performance of WLANs in error-prone wireless environments. The 
developed model incorporates the capture effect and channel errors from the PHY-layer 
perspective, while from the MAC perspective the approach considers the QoS differentiated 
p-persistent CSMA protocol. This research develops PHY/MAC models that accurately 
calculate the saturated and non-saturated throughput/delay of p-persistent CSMA protocol 
with multiple traffic types which can be used to model 802.11e.  The developed model 
expresses the saturated and non-saturated throughput/delay as a function of the number of 
terminals, packet error rates and capture threshold. The work shows that the PHY layer 
effects have a significant impact on the throughput/delay performance of WLANs and their 
dimensioning. 
The anomaly effect also has a significant impact on performance of 802.11 WLANs which 
affects the calculation of the network capacity during the network planning phase. This 
research develops an adaptive QoS differentiated p-persistent CSMA protocol with multirate 
capability that can be used to resolve the performance anomaly of 802.11 DCF and 802.11e 
EDCA. The developed models can be applied to the QoS differentiated systems such as 
iii 
 
802.11e EDCA with significantly less complexity than Markovian models. The adaptive 
protocol improves the network capacity which leads to more efficient network deployments 
in terms of capacity, spectral efficiency and energy consumption.  
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Chapter 1 
 
Introduction 
 
 
In the last decade there has been a wide spread deployment of IEEE 802.11 Wireless Local 
Area Networks (WLANs) which has resulted in an increased demand for various wireless 
services supporting data, voice, and video which require better quality of service (QoS). In 
order to meet this demand, the 802.11e medium access control (MAC)  with service 
differentiation has been introduced [1]. The MAC protocol used in IEEE 802.11 WLANs is 
called distributed coordination function (DCF) [2]. It is a random access scheme based on the 
carrier sense multiple access with collision avoidance (CSMA/CA) protocol.   
Since 2000 over 5 billion WLAN (Wi-Fi) enabled devices have been shipped. The number of 
devices shipped in 2012 exceeded 1.5 billion alone and is expected to exceed 1.9 billion in 
2014. This growth is across many markets,  including mobile handsets, laptops, media tablets, 
printers and TVs [3]. The rapid increase in the demand of WLAN enabled devices made the 
installers typically focus on ensuring the coverage, rather than the capacity or quality of 
service. Thus, WLAN users usually experience significant performance and reliability issues. 
WLAN deployment is considered more complicated than wired network deployment due to 
the use of radio frequency (RF) links. Each location has its own RF characteristics and thus 
unexpected radio interference needs to be mitigated. In general, in order to deploy WLANs, 
five key issues need to be addressed:  coverage, capacity, security, mobility and QoS [4].   
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 Many research studies have focused on improving the throughput and delay performance of 
wireless networks in the context of IEEE 802.11 WLAN. Bianchi in [5] provided an 
analytical model of saturation throughput performance of IEEE 802.11 that applies to DCF. 
Since the throughput is considered to be the key factor for efficient WLAN design and 
planning, this motivated many researchers to develop more accurate approaches to calculate 
the throughput of WLANs.  
1.1 Problem Definition 
 
In wireless networks, a packet collision does not necessarily mean all the simultaneously 
transmitted packets are being destroyed. Depending on the relative signal power and the 
arrival time of the involved packets in the collision, some of these packets can be received 
successfully if the received power to interference ratio is greater than a certain value, called a 
threshold. This phenomenon is called the capture effect.  In practical WLAN deployments, 
the capture effect has been shown to enhance the performance of the system throughput and 
delay performance. 
In general, higher capacity WLANs come at the expense of less coverage area of the  access 
point (AP). One of the key parameters that determine the capacity is the minimum association 
rate between the AP and the stations. The minimum association rate is set to prevent edge 
users from associating with an AP at low data rates, which results in low overall network 
capacity. This phenomenon is known as the performance anomaly. The minimum association 
rate is one of the main parameters that determine the number of APs required from the 
capacity standpoint. These two phenomena are discussed in more detail in chapter 2.  
The vast majority of existing studies that have investigated the capture effect and minimum 
associated rate consider the 802.11 DCF.  Very few studies consider the 802.11e due to the 
analytical complexity of the Markov chain approach. There is an urgent need for a new 
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analytical approach to modelling 802.11e which is both computationally efficient and 
accurate. In order to efficiently design and deploy WLANs the throughput/delay performance 
should be calculated accurately in a realistic environment. To the best of our knowledge none 
of the previous studies have investigated the combined packet error rate and capture effects 
for QoS differentiated WLANs in both saturated and non-saturated networks. Similarly, 
modelling the multirate capability of the WLANs has not been considered by any previous 
studies for the case of QoS differentiation.  
1.2 Thesis Objectives 
 
In this thesis the primary aim is to develop a more realistic model that calculates the 
throughput and delay of a QoS differentiated p-persistent CSMA protocol that can be applied 
to the evaluation of 802.11e EDCA. This is achieved by including the PHY layer effects in 
terms of packet error rates and capture effect. In other words, a cross-layer, MAC/PHY 
approach is developed to evaluate both the saturated and non-saturated throughput/delay 
performance of p-persistent CSMA protocol with QoS differentiations. The second aim of 
this thesis is to model the multirate capability of 802.11 WLANs and provide a mechanism to 
resolve the anomaly issue which significantly reduces the network performance. This 
modelling is based on the p-persistent CSMA protocol with differentiated QoS. The anomaly 
issue is also investigated in the presence of PHY layer effects. A cross-layer approach is also 
developed to evaluate the saturated throughput/delay of the QoS differentiated p-persistent 
CSMA protocol with multirate capability as a means of accurately modelling 802.11 
WLANs.  
The overall goal of this study is to develop more realistic models (PHY/MAC) that can be 
used to evaluate the QoS differentiated p-persistent CSMA protocol that can be applied in 
802.11e which leads to more efficient WLAN planning and deployment in terms of the 
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network capacity, coverage and energy efficiency. In order to achieve this major goal, 4 
measurable objectives, listed below, have been identified. 
 
1. Creating an analytical closed form solution to model a PHY/MAC cross-layer 
approach that can accurately calculate saturated throughput/delay of the QoS 
differentiated p-persistent CSMA protocol 
2. Developing an analytical closed form solution to model a PHY/MAC cross-layer 
approach which accurately calculates non-saturated throughput/delay of the QoS 
differentiated p-persistent CSMA protocol.  
3.  Modelling and analysing the saturated throughput/delay of QoS differentiated p-
persistent CSMA protocol with multirate capability which quantifies the anomaly 
issue in WLANs. Developing the PHY/MAC cross-layer approach for the case of 
multirate. 
4. Introducing the p-persistent CSMA protocol as a solution for the anomaly issue in the 
QoS differentiated WLANs. 
1.3   Areas of Novelty and Originality 
 
The primary goal of this research work was to develop more realistic models of the 
throughput and delay of  the 802.11e EDCA protocol using the p-persistent CSMA protocol 
and can be applied. The throughput and delay are the most important elements for efficient 
WLAN planning and design. The work in this thesis shows the QoS differentiated p-
persistent CSMA can be effectively used to mitigate the anomaly performance of WLANs. 
To conclude this chapter, the areas of original work within this research are listed below: 
1. The straightforward time-domain analysis of the new PHY/MAC cross-layer 
approach, which calculates the saturated throughput/delay of p-persistent CSMA 
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allows for accurate characterisation of the network performance in a practical 
environment. This approach can be applied to systems with a QoS differentiation such 
as 802.11e EDCA networks by use of a fixed window size with less complexity than 
the Markovian models. 
2.  The numerical results of the analytical approach stated in 1 were validated by 
developing a MATLAB simulator.  The results showed an excellent agreement 
between the simulation and the analytical models. 
3. The new non-saturated form of p-persistent CSMA analysis with PHY layer effects 
enables the accurate  evaluation of the throughput/delay performance of a non-
saturated network with heterogeneous priorities and heterogeneous loads accurately in 
a realistic environment.  This is the first time-domain analysis of a QoS differentiated 
p-persistent CSMA with PHY layer effects. 
4. The new saturated form of a QoS differentiated p-persistent CSMA analysis with 
multirate capability allows for evaluating the performance anomaly of WLANs.  
5. The multirate model was extended to include the PHY layer effects which allows for 
evaluating the anomaly performance accurately and in a realistic environment.  
6.  The multirate model was improved to a more general model where each station can 
have its own transmission rate regardless of its traffic type. This model was then 
extended to include the PHY layer effects.  
7. An adaptive p-persistent CSMA protocol was introduced as a solution to the anomaly 
issue in the QoS differentiated WLANs. The protocol effectively mitigated the 
anomaly issue and improves the performance of the high priority traffic type. The 
adaptive protocol also enhances the network capacity and leads to more efficient 
network planning and deployment. 
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1.4  Thesis Structure  
 
This section provides an overview of the content of the thesis. In chapter 2, a review of the 
PHY and MAC protocols relevant to the thesis is given. This includes 802.11g, 802.11n, 
802.11 DCF, 802.11e EDCA. The persistent CSMA protocol is also discussed.  A literature 
review of the relevant research is provided. This includes PHY/MAC cross-layer approaches 
for both saturated and non-statured cases that have been developed recently and studies that 
have been investigated and modelled the anomaly issue in WLANs. This section emphasises 
the necessity of the research done in this thesis.  
Chapter 3 provides a cross-layer investigation of the saturated throughput and delay of QoS 
differentiated systems. This is based on the p-persistent CSMA protocol. The PHY layer 
effects include the packet error rates and capture effect. In this chapter it is demonstrated how 
the accuracy of calculating the system throughput/delay performance is improved by 
including the PHY layer effects.  
Chapter 4 develops the model presented in chapter 3 into a more realistic and challenging 
model by considering the non-saturated throughput and delay for QoS differentiated p-
persistent CSMA protocol. In this chapter a cross-layer approach is also presented to evaluate 
the system throughput and delay performance with packet error rates and the capture effect. 
An adaptive protocol is presented to alleviate the packet error rate effect for the case of single 
rate (i.e. no link-adaption mechanism). A network planning case is also demonstrated. 
Chapter 5 investigates the performance anomaly issue in WLANs. A saturated form of 
analysis for the QoS differentiated p-persistent CSMA with multirate capability is derived. 
The PHY layer effects in terms of packet errors rates and capture effect is also incorporated 
into the analysis. In this chapter the p-persistent CSMA protocol is introduced as a solution to 
the anomaly issue by replacing EDCA.  
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Finally, in chapter 6 a summary of the work covered in this thesis is presented and the main 
conclusions are provided. This chapter also outlines some potential areas for future work 
based on the results provided in the thesis.  
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Chapter 2  
 
Background and Literature Review 
 
2.1 Introduction 
IEEE 802.11 wireless local area networks (WLANs) [2] have been widely deployed for 
Internet access. The legacy 802.11a/g standards can support up to 54 Mbit/s data rate [6]. In 
order to meet the increased demand of multimedia services such as streaming video and IP 
telephony, IEEE 802.11n was proposed as an amendment to the previous 802.11 standard to 
improve network throughput, aiming to provide data transmission rates of up to 600 Mbit/s. 
The version 9.0 draft specification was approved in March 2009 and it contains substantial 
enhancements for both the physical (PHY) and medium access control (MAC) layers for high 
throughput, efficiency and robustness [7]. The 802.11n, based on the Multiple Input Multiple 
Output - Orthogonal Frequency Division Multiplexing (MIMO-OFDM) technique, which 
employs multiplexing technique to transmit two or more data streams simultaneously.  
MIMO is a signal processing technique for transmitting multiple data streams through 
multiple antennas to improve the spectral efficiency, achieving higher data rate, and range 
extension. The increase in 802.11n physical layer rates and Internet connection speeds has led 
to many multimedia applications with different quality of service (QoS) requirements. Many 
video applications are now available such as YouTube, video conferencing and Internet 
Protocol Television (IPTV) in standard and high definition. Amendment 802.11e addressed 
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the need for improved quality of service (QoS) over these, previously best effort, networks 
[1]. The IEEE 802.11 scheme specifies a physical layer and a medium access control (MAC) 
protocol for channel access [2]. The IEEE 802.11 standard supports two services: Distributed 
coordination function (DCF) and point coordination function (PCF). In the DCF, wireless 
stations have to contend for to gain access to the channel at every attempt to transmit a packet. 
In the PCF (optional) mode, gaining the access to the channel  is controlled by the Access 
Point (AP), polling the stations to access the medium, thus eliminating the need for 
contentions. The MAC layer enhancements specified includes enhanced distributed channel 
access (EDCA) which provides service differentiation, thus allowing for traffic with different 
QoS requirements to gain differential treatment. The EDCA parameters can be adjusted 
which can allow for the system throughput to be maximised and also for a desired level of 
service differentiation to be achieved.  
This chapter provides the relevant background information required for the reader to gain a 
good understanding of the work carried out in this thesis. The background section provides an 
overview of IEEE 802.11g/n, an overview of IEEE 802.11/802.11e contention based access 
and persistent CSMA protocols. The section which follows the background is a literature 
review which is divided into three main parts. The first part of the literature review presents a 
broad review of the research carried out in the field of modelling 802.11 DCF and 802.11e 
EDCA.  The other two parts are more focused on the areas of research the work in this thesis 
is based upon. These are used to highlight the gaps in the existing research that have 
motivated the work presented in this thesis. The second part focuses on the saturated and non-
saturated throughput/delay analysis of WLANs in the presence of PHY layer effects.  The 
third part focuses on the performance anomaly in WLANs and clearly shows a lack of 
modelling on this issue in a QoS differentiated systems such as 802.11e.  
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This chapter is organized as follows: Sections 2.2 and 2.3 of this chapter give an overview of 
the IEEE 802.11g and 802.11n WLAN physical layer, respectively.  An overview of the 
802.11e MAC is presented in section 2.3. The p-persistent CSMA protocol is discussed in 
section 2.5.  An extensive literature review is presented in section 2.6 to highlight the gaps in 
the research that have motivated the work carried out in this thesis. Finally, Section 2.7 
presents the conclusions that are reached in this chapter. 
2.2 PHY Layer Overview 
In this section, the IEEE 802.11g/n system overview is presented and the principles of OFDM 
and MIMO-OFDM are discussed. 
2.2.1 IEEE 802.11g System Overview 
IEEE 802.11g is an enhancement of the 802.11b standard [6], allowing transmission rates up 
to 54 Mbps over the 2.4 GHz ISM band by using the same baseband radio modulation as in 
802.11a (i.e. COFDM). 802.11g uses three non-overlapping frequency channels which is the 
same as in 802.11b. 
A wireless LAN can operate in one of two modes, an Ad-Hoc mode and an infrastructure 
mode. The Ad-Hoc mode is also called the peer-to-peer mode or an Independent Basic 
Service Set (IBSS).  It requires a minimum of two PCs equipped with wireless adapter cards 
to form a peer-to-peer network, enabling the PCs to share resources. This type of network 
requires no access point, administration or pre-configuration. Ad-Hoc networks are most 
useful for a group of devices that only need to communicate with each other [8]. 
The infrastructure mode is the most common type of WLAN configuration. A WLAN 
operating in the infrastructure mode generally consists of at least one access point (AP) 
connected to the wired network infrastructure and a set of wireless end-stations. This 
configuration is called a Basic Service Set (BSS). An Extended Service Set (ESS) consists of 
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two or more BSSs forming a single sub-network. The access points allow wireless clients to 
join a wired network almost as if connected directly by cable. Some access points can act as 
routers or firewalls, which is often the case in home networks. The infrastructure mode is an 
easy way to add wireless devices to an existing network [8] because it keeps complexity and 
costs low. 
The 802.11a/g physical layer is based on the use of COFDM [6, 9] and the OFDM 
modulation is implemented by means of an inverse fast Fourier transform (IFFT) [10, 11]. In 
the 802.11g specification, the guard interval is set to 0.8 µs and the OFDM symbol (i.e. guard 
interval and data payload) duration is set to 4 µs with sub-carrier spacing at 312.5 KHz. The 
OFDM waveform is sampled at a rate of fs = 20 MHz, resulting in a sampled symbol length 
of L=80 samples. Out of 64 possible sub-carriers, within an IFFT window length only 52 sub-
carriers are used; 48 sub-carriers for data transmission and 4 sub-carriers for pilot symbols. 
The remaining unused sub-carriers are zero-padded in order to perform fast Fourier transform 
(FFT) at the receiver. The convolutional channel encoder uses the industry-standard generator 
polynomial [133,171] with a constraint length of 7 and a base coding rate of 1/2. Optional 
coding rates of 2/3 and 3/4 are obtained by puncturing [6]. Various combinations of coding 
rate and modulation order are specified to facilitate 8 different modes of transmission; these 
eight modes are summarised in Table  2-1.  
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Table  2-1  IEEE 802.11a/g Transmission Modes 
Mode     Modulation Scheme Coding Rate Data Rate 
1 BPSK 1/2 6 Mb/s 
2 BPSK 3/4 9 Mb/s 
3 QPSK 1/2 12 Mb/s 
4 QPSK 3/4 18 Mb/s 
5 16QAM 1/2 24 Mb/s 
6 16QAM 3/4 36 Mb/s 
7 64QAM 2/3 48 Mb/s 
8 64QAM 3/4 54 Mb/s 
    
2.2.1.1 Principles of OFDM  
OFDM signalling schemes have been widely used in both wired and wireless 
telecommunications technologies. This increasing use of OFDM is due to the fact that it is an 
efficient scheme for transmission in a frequency-selective fading channel without requiring 
the use of complex equalization techniques [10,12]. 
Unlike conventional multi-carrier communication schemes where the spectrum of each sub-
carrier is non-overlapping and bandpass filtering is used to extract the frequency of interest, 
in OFDM the frequency spacing between sub-carriers is selected such that the sub-carriers 
are mathematically orthogonal to each other. The spectra of sub-carriers overlap each other 
but individual sub-carriers can be extracted by baseband processing. This overlapping 
spectral property of OFDM makes it more spectrally efficient than the conventional multi-
carrier communication schemes that do not use overlapping. 
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A baseband OFDM symbol can be generated in the digital domain before modulating a radio 
frequency carrier for transmission. To generate a baseband OFDM symbol, a series of 
digitized data symbol-streams are obtained from a suitable bit-to-symbol mapping 
constellation scheme, such as phase shift keying (PSK) or quadrature amplitude modulation 
(QAM). These data symbols are then converted from serial-to-parallel (S/P) before 
modulating the sub-carriers. Sub-carriers are sampled at a sampling rate of N/Tsym, where N is 
the number of sub-carriers and Tsym is the OFDM symbol duration. The frequency separation 
between two adjacent sub-carriers is 2π/N. Finally, the samples from each sub-carrier are 
summed together to form an OFDM symbol. An OFDM symbol generated by an N-subcarrier 
OFDM system consists of N samples and the m-th sample of an OFDM symbol is given by 
(2-1) as in [12,13]. 
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 Xn is the transmitted complex data symbol on the n-th sub-carrier. Equation (2-1) is 
equivalent to the N-point inverse discrete Fourier transform (IDFT) operation on the data 
sequence with the omission of a scaling factor. The IDFT can be implemented efficiently 
using the IFFT when N is power of 2 [14]. Therefore, in practice, the IFFT is performed on 
the data sequence at an OFDM transmitter to generate the baseband time domain waveform 
and the FFT is performed at the receiver to generate the frequency domain signal. Finally, a 
baseband OFDM symbol is modulated by a radio frequency carrier to become a bandpass 
signal for transmission. In the frequency domain, this corresponds to translating all the sub-
carriers from baseband to the carrier frequency simultaneously [15]. Figure  2-1 shows a 
(2-1) 
14 
 
schematic of OFDM transmitter.  In Figure  2-1, the P/S refers to converting the signal from 
parallel to serial and D/A refers to digital to analogue conversion.  
By transmitting information on N sub-carriers, the symbol duration of an OFDM signal is N 
times longer than the symbol duration of an equivalent single-carrier signal. This property 
reduces the intersymbol interference (ISI) effects introduced by a linear time dispersive 
channel on individual subchannels. In order to eliminate ISI between OFDM symbols 
completely, a guard interval (GI) of time is inserted of a duration longer than that of the 
impulse response of the multipath channel [11, 15].   
 
                 
 
 
Figure  2-1 A schematic of the OFDM transmitter 
2.2.2 IEEE 802.11n Overview 
In January 2004 IEEE announced that it had formed a new 802.11 Task Group N (TGn) to 
develop a new amendment to the 802.11 standard for wireless local-area networks [16]. 
TGn's goal was to achieve 100 Mbit/s net throughput, after subtracting all the overhead for 
protocol management features like preambles, interframe spacing, and acknowledgments. 
The IEEE 802.11n standard [7] specifies a Multiple-Input/Multiple-Output (MIMO) based 
physical layer.  MIMO is a signal processing technique for transmitting multiple data streams 
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through multiple antennas for better spectral efficiency, higher data rate, and range extension. 
Independent streams are sent at each antenna. Therefore, the diversity order (number of 
different paths available) increases by a factor equal to the number of streams. The IEEE 
802.11n standard uses spatial multiplexing in conjunction with Orthogonal Frequency 
Division Multiplexing (OFDM) to achieve this. 
2.2.2.1  MIMO SYSTEMS 
The New 802.11n standard builds upon previous 802.11 standards especially 802.11la, by 
adding MIMO operation. Space-time block coding (STBC) is a technique used in wireless 
communications to transmit multiple copies of a data channel stream across a number of 
antennas and to exploit the received versions of the data to improve the reliability of data-
transfer. The fact that transmitted data must traverse potentially difficult environments with 
scattering, reflection, refraction and so on as well as be corrupted by thermal noise in the 
receiver means that some of the received copies of data will be 'better' than others. The STBC 
mode 2X2 is also known as the Alamouti algorithm [17] which is used in 802.11n and is 
described below. 
At a given time symbol period, two signals are simultaneously transmitted from two antennas. 
Figure  2-2 shows the Alamouti algorithm for two transmitting and two receiving antennas. 
Table  2-2 defines the channels between the transmitting and receiving antennas, and Table  2-3  
defines the received signal at the two receive antennas 
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Table  2-2: Channels between transmitting and receiving antennas 
 
 rx  antenna 0 rx  antenna 1 
tx  antenna 0  h0  h2  
tx  antenna 1 h1  h3  
 
 
 
 
 rx  antenna 0 rx  antenna 1 
Time t  r0  r2  
Time t +T  r1  r3  
 
Table  2-3: The received signals at the two receive 
antennas 
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The notation of the received signals is defined in the Table  2-4 and are expressed below where. 
 
 = ℎ + ℎ +  
 
 = −ℎ∗ + ℎ∗ +  
 
 = ℎ + ℎ +  
Figure  2-2: Two-branch transmit diversity scheme with two receivers 
2-2 
2-3 
2-4 
18 
 
 
 = −ℎ∗ + ℎ∗ +  
Where  no, n1, n2 and n3 are representing the  additive white Gaussian noise (AWGN) at the 
receiver. The combiner in Figure  2-2 builds the following two signals that are sent to the 
maximum likelihood detector: 
                                                ̃ = ℎ∗ + ℎ∗ + ℎ∗ + ℎ∗ 
̃ = ℎ∗ − ℎ∗ + ℎ∗ − ℎ∗ 
2.2.2.2 MIMO-OFDM 
Figure  2-3 illustrates the general block diagram of a STBC MIMO-OFDM transmitter. 
Baseband modulated symbols are passed through serial-to-parallel (S/P) converter which 
generates complex vector X of size N. The complex vector, X is then passed through the 
STBC encoder (2×2) which generates two sequences  and	. Both these sequences are 
then passed through each IFFT block for antenna 0 and antenna 1 respectively. These 
sequences converted back to serial and the guard interval is inserted to be ready for 
transmission through antenna 0 and antenna 1. The STBC achieves a full diversity gain by 
implementing the maximum-likelihood (ML) decoding algorithm. According to [17], the 2×2 
orthogonal STBC can be defined as in (2-8). The baseband STBC MIMO-OFDM signal for 
antenna i with N subcarriers is shown in (2-9) [18]. 
 
 =  −
∗
	 ∗  
 
, =	 1√ ,

 
 !
"
						 = 0, 1, 2, … . ,  − 1 
 Where  (i = 0, 1) denote the antenna number. 
2-5 
(2-6) 
(2-7) 
(2-8) 
(2-9) 
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Figure  2-3: STBC MIMO-OFDM (2×2) transmitter 
 
2.3 IEEE 802.11 MAC and IEEE 802.11e Overview 
The IEEE 802.11 standard covers the MAC (Medium Access Control) sub-layer and the 
physical layer, in this section a general description of the MAC part will be given. 
2.3.1 IEEE 802.11 MAC 
The IEEE 802.11 standard supports two services: Distributed coordination function (DCF) 
and point coordination function (PCF). In the first mode, wireless stations have to contend for 
use of the channel at each data packet transmission. In the second (optional) mode, the 
medium usage is controlled by the Access Point (AP), polling the stations to access the 
medium, thus eliminating the need for contentions.  
The DCF is the basic medium access mechanism of IEEE 802.11, and uses a carrier sense 
multiple access collision avoidance (CSMA/CA) algorithm to mediate the access to the 
shared medium. It includes a basic access method and optional channel access methods with 
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request–to-send (RTS) and clear-to-send (CTS). In this section we explain the basic access 
method only. 
If the channel is busy for the source station, a backoff time (measured in slot times) is chosen 
randomly in the interval [0, CW), where CW stands for the contention window. This timer is 
decremented by one as long as the channel is sensed idle for a DIFS, i.e. Distributed Inter 
Frame Space time. A DIFS period is equal to SIFS + 2 × SlotTime where SIFS is Short Inter 
Frame Space. It stops when the channel is busy and resumes when the channel is idle again 
for at least a DIFS period. CW is an integer whose range is determined by the PHY layer 
characteristics: CWmin and CWmax. CW is doubled after each unsuccessful transmission, up to 
the maximum value which is determined by CWmax+ 1. When the backoff timer reaches zero, 
the source transmits the data packet. The acknowledgment (ACK) is transmitted by the 
receiver immediately after SIFS interval which is less than a DIFS. When a data packet is 
transmitted, all other stations hearing this transmission adjust their network allocation vector 
(NAV), which is used for virtual carrier sense (CS) at the MAC layer. The NAV maintains a 
prediction of future traffic on the medium based on the duration information that is 
announced in data frames prior to the actual exchange of data. In addition, whenever a node 
detects an erroneous frame, the node defers its transmission by a fixed duration indicated by 
EIFS, i.e. Extended Inter Frame Space time. This time is equal to the SIFS + ACK time + 
DIFS time [6].  
2.3.2 IEEE 802.11e 
To provide quality of service (QoS) support, the IEEE developed the IEEE 802.11e standard 
which is an improved version of the 802.11 MAC. A priority mechanism has been introduced 
in the enhanced version to support the QoS requirements. It deals with each type of data 
traffic according to their QoS requirements. Applications are categorized into four Access 
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Categories (AC) on the basis of their QoS requirements. Every frame with a specific priority 
of data traffic is then assigned to one of these access categories. For each AC, service 
differentiation is performed by assigning a different set of contention parameters to gain 
medium  access [19]. 
The Hybrid Coordination Function (HCF) is the most recent centralized coordination 
function introduced by the IEEE 802.11e standard. It combines the features of a distributed 
medium access like DCF and centrally controlled medium access like PCF with improved 
QoS techniques. HCF defines two types of access mechanisms. The distributed contention-
based channel access mechanism is called EDCA (Enhanced Distributed Channel Access) 
and the centrally controlled contention free access mechanism is called HCCA (HCF 
Controlled Channel Access). In next section, the focus is on the EDCA. 
2.3.3 EDCA protocol 
The EDCA mechanism is an enhanced version of the DCF mechanism, which provides 
distributed medium access with the use of access categories (ACs). The EDCA describes four 
ACs to deal with several different types of data traffic. The four access categories AC VO, 
AC VI, AC BE and AC BK are introduced for Voice, Video, Best Efort and Background 
respectively. Frames are then mapped according to their QoS requirements on their particular 
AC's where AC VO and AC BK have the highest and the lowest priority respectively. When 
a frame arrives at the MAC layer, it has a specific priority value which is known as the User 
Priority (UP). User Priority of the frame is mapped to its related AC [19].  
Every station has four transmit queues, one for each AC, and four independent EDCAs one 
for each queue, as illustrated in Figure  2-4. EDCA is an enhanced version of DCF, and 
contends for the medium on the same principles of CSMA/CA and backoff, but based on the 
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parameters specific to the AC it is contending for. An EDCA contends for the medium based 
on the following parameters associated with an AC: 
• AIFS - The time period the medium is sensed idle before the transmission or backoff  
is started. 
• CWmin, CWmax - Size of Contention Window used for backoff. 
• TXOP (Transmit opportunity) Limit - The maximum duration of the transmission 
after the medium is acquired.  
The values of the EDCA parameters are different for different ACs. The higher priority ACs 
wait a small AIFS time period while the lower priority ACs have to wait a longer AIFS time 
before they can access the medium. The size of CW varies such that the higher priority ACs 
choose backoff values from a smaller CW compared to the lower priority ACs. TXOP Limit 
is also set in a way that the higher priority ACs can access the medium for longer durations. 
Basically, the higher the priority of an AC, the smaller the AIFS, CWmin and CWmax, and 
the  larger the TXOP Limit.  
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2.4 Persistent CSMA protocol 
In this section three different persistent CSMA protocols are discussed, namely non-
persistent, 1-persistent and p-persistent. 
A  non-persistent CSMA protocol 
The basic purpose of this protocol is to minimise the interference among packets by always 
rescheduling a packet which finds the channel busy upon arrival. In this protocol, a station 
with a packet ready to send senses the channel and implement the following steps: (1) If the 
channel is idle, it sends the packet; (2) If the channel is sensed busy, then the packet is 
scheduled  to be retransmitted some time later according to the retransmission policy [20,21] 
as shown in Figure  2-5.  
 
Figure  2-4  Transmission queues of EDCA 
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At this new point in time the station senses the channel and repeats steps 1 and 2 above. A 
slotted version of the non-persistent CSMA can be considered in which the time axis is 
slotted and the slot size is a seconds. All terminals are synchronized and are forced to start 
transmission only at the beginning of a slot. When a packet arrival occurs during a slot, the 
terminal senses the channel at the beginning of the next slot and operates according to the 
protocol described above. 
 
 
Figure  2-5: Non-persistent CSMA protocol 
 
B  1-persistent CSMA protocol 
This protocol aims to achieve an acceptable throughput performance by never letting the 
channel become idle if some ready packets are available.  This protocol works as follows: (1) 
If the channel is idle, the station transmits the packet with probability one; (2) If the channel 
is sensed busy, the station defers until the channel becomes idle (i.e. persisting on 
transmitting) and only then transmits the packet with probability one; hence, the name of 1-
persistent [20, 21] as shown in Figure  2-6. 
A slotted version of this 1-persistent CSMA protocol can also be implemented by dividing 
the time axis into timeslots of duration, a, and synchronizing the transmission of packets at 
the beginning of each timeslot in the same manner as non-persistent CSMA. 
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Figure  2-6: 1-persistent CSMA protocol 
 
C  p-persistent CSMA   
In 1-persistent CSMA protocol, when two or more stations become ready during a 
transmission period, they wait for the channel to become idle and then they all transmit with 
probability one. A collision will also occur with probability one.  The idea of randomising the 
starting time of transmission of packets accumulated during the transmission period is 
suggested for a collision reduction and therefore the throughput is improved. The protocol 
consists of including an additional parameter p, the probability that a ready packet persists 
(q=1 - p  being the probability of delaying transmission). The parameter p is chosen to reduce 
the number of collisions while keeping the idle periods between any two consecutive non-
overlapped transmissions as small as possible. This protocol is known as p-persistent CSMA 
which is considered to be a generalization case of 1-persistent CSMA [20, 21].  
More precisely, the protocol executes the following procedures: If the channel is sensed idle 
then, with probability p, the station transmits the packet, or with probability q, the station 
defers the transmission of the packet by one slot. If this slot is also idle, it either transmits 
again with the probabilities p or defers with the probabilities q. The process is repeated until 
either the packet has been transmitted or another station has commenced transmission. If 
another station has begun transmission, the station acts as if there had been a collision and 
26 
 
waits a random time and starts again. If the station initially senses the channel is busy, it 
waits until the next slot and implements the whole process again as shown in Figure  2-7 . 
 
 
 
Figure  2-7: p-persistent CSMA protocol 
 
2.5 Literature review 
IEEE 802.11 WLANs have been increasingly popular recently due to their flexibility and low 
cost. Extensive research is being carried out to increase the data rates and provide a higher 
quality of service. Extensive research is also being carried out on techniques to improve the 
QOS of 802.11e. The performance evaluation of 802.11e EDCA has been investigated across 
a broad range of different aspects including the coexistence of data, voice and video 
applications [22]. In [22] it has been shown that the service differentiation provided by 
802.11e EDCA can improve the throughput and delay for higher priority traffic. However, in 
the case of heavy traffic loads, low priority traffic can be easily starved by high priority 
traffic. Therefore, there is a need for some kind of admission control and scheduling scheme 
to guaranteed service to real time traffic and some fairness of channel access to the other 
types of traffic. Performance analysis for 802.11e was carried out by Ni [23] and his results 
showed that the contention-based EDCA mechanism can provide effective service 
differentiation between different types of traffic, but for a large number of users the default 
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CW values provided in 802.11e are too small and there is a need for adaptation of the backoff  
parameters when the channel conditions vary. A detailed investigation of the performance of 
the priority mechanisms defined in the 802.11e EDCA specifications was carried out by G. 
Bianchi in [24]. Bianchi's work was focused on the two basic priority mechanisms for 
accessing the channel: Different per-class setting of the contention window (CW) backoff 
parameters (CWmin and CWmax), and different per-class setting of idle time after which a 
transmission may occur (arbitration interframe space, AIFS). The results of this study showed 
that AIFS differentiation is superior to CW differentiation, whilst analysis of the coexistence 
between EDCA and DCF stations illustrated that the different backoff counter decrement 
mechanism used in EDCA provide one extra slot to be used for AIFS differentiation. Further, 
by setting the EDCA AIFS period equal to DCF DIFS period, EDCA traffic has higher access 
priority.  
Some studies have considered the effect of the physical layer on the MAC by taking into 
account when two packets arrive in the same station at the same time, the packet with larger 
received power can be successfully received. This phenomenon is called the capture effect. 
The capture effect in a WLAN in the presence of multipath, shadowing and the near far effect 
was investigated in [25, 26]. In [25] the performance of various wireless MAC protocols with 
Rayleigh fading, shadowing and capture effect was analyzed. The study considered the 
performance of throughput and delay in the basic p-persistent CSMA and stop-and-wait 
CSMA. The numerical results showed that the performance of the throughput and delay of p-
persistent CSMA is enhanced as the transmission probability p increases and is sensitive to 
the capture effect threshold. The capture effect was also investigated in [26]. CSMA/CA 
protocol where fading, shadowing and near-far effect were considered using a similar capture 
model in [27]. The paper showed that the capture effect predicts substantially increased 
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throughputs in CSMA/CA. For the basic CSMA/CA protocol, the throughput increase is 
significant compared to the model without the capture effect.  
Another aspect of considering the effect of the physical layer on the performance of the MAC 
layer is taking into account the PHY packet error rate. In [28], Qiang Ni et al  investigated the 
MAC layer saturated throughput performance  of 802.11 DCF in the presence of packet error 
rates. The analysis considered the packet error rates of the data packets and error rate of ACK 
packets. The model assumes a fixed number of stations with saturated traffic sources, no 
hidden terminals, no capture effect and no link adaptation mechanisms. The results 
demonstrate that packet error rates significantly degrade the MAC layer throughput. Jun Yin 
[29] also presented an analytical model for the throughput and the delay of the 802.11 DCF in 
an error-prone channel. The model includes the situation when different stations have 
different packet error rates.  
In systems such as WLANs with a very low mobility, the channel condition is often 
dominated by the distance between the AP and the associated station. In this case, the farther 
the distance between the AP and the station, the lower the transmission rate adopted.  IEEE 
802.11WLAN employs a link adaptation mechanism to select one out of multiple available 
data rates. Link adaptation mechanisms for IEEE802.11 WLAN have been studied in [30-34]. 
In our work we consider the impact of the link adaption on the WLAN performance rather 
than the link adaption mechanism itself. The throughput performance of stations transmitting 
with high data rate are significantly affected by stations transmitting with low data rate and 
the throughput  of such stations is heavily degraded  even though they are  close to the AP 
[35]. This is primarily due to the fact that the 802.11 MAC provides the same channel access 
opportunities for all contending stations. If the same amount of data is to be sent over the 
wireless channel, the stations transmitting at low data rates (i.e. stations far from the AP) will 
occupy the wireless channel longer than those transmitting at high data rates (i.e. stations 
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close to the AP). This phenomenon is often known to as the “performance anomaly” of IEEE 
802.11 which explains the unexpected performance degradation of stations transmitting with 
high data rate. Therefore, the overall system performance is dominated by the stations with 
the lowest data rates. This, of course, causes a serious issue in calculating network capacity 
and the network should be planned carefully to provide the required QoS. This means the 
anomaly issue should be avoided or mitigated. As high density WLANs containing many 
stations are being deployed at an ever increasing pace, this problem becomes even more 
important. The following sections are focusing more closely on the PHY/MAC cross-layer 
approach and multirate modelling. 
2.5.1 PHY/MAC Modelling  
The demand for WLAN services has grown substantially and it has become a crucial issue to 
further improve the throughput and delay performance for CSMA/CA-based WLANs. In the 
literature there are two main research directions for this issue. The first direction is from the 
basic MAC protocol perspective. In [36] and [37] a dynamic tuning algorithm is proposed to 
adjust the backoff window size according to the traffic loads. A fast bakeoff procedure was 
proposed in [38] while packet scheduling was investigated to reduce the packet collisions. 
Authors in [39] introduced a frame concatenation mechanism to reduce the protocol 
overhead.  
The second direction is from PHY/MAC perspective, where the PHY layer effects are 
incorporated for more accurate evaluation of WLAN performance. This direction is one of 
our main topics in this thesis. Bianchi in [5] provided an analysis for the saturated throughput 
of the basic 802.11 protocol based on a two dimensional Markov model of the MAC layer. In 
fact a large number of works have investigated almost every aspect of the behaviour of DCF 
under different traffic loads and channel transmission conditions [40-43]. The research in 
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[43] has been extended by many studies to model IEEE 802.11e performance using Markov 
chain techniques. To solve these types of models, the transition probability matrix of the 
Markov chain must be created which contain a very large number of transition probabilities. 
Iterative methods are then used to solve a set of non-liner equations, or in some cases an 
analytical solution can be found instead. More complicated systems such as 802.11 EDCA 
create models with multiple transition matrices and non-linear equations, which have to be 
solved simultaneously. Xiao in [44] evaluated the differentiation between priority classes 
using both the contention window and the arbitrated interface spacing schemes, while the 
authors in [45-47] improve Xiao's analysis to give a more accurate analysis. All of these 
models remain inaccurate due to a large degree of complexity, which makes it difficult to 
apply them to a wide range of 802.11e. In order to simplify the analytical analysis several 
fundamental assumption are made: 1) stations always have a packet to send, 2) there are no 
hidden terminals, 3) there is no capture effect, 4) packets collide with constant and 
independent probability, 5) the transmission channel is ideal and the only cause of packet 
failure is the collision. In these models each access category has to be modelled using the 
Markov chain transition probabilities. As the number of access categories increase the model 
becomes significantly more mathematically challenging and too numerically complex to 
solve. In [48] an analytical model for a priority scheme providing a differentiated service in 
802.11 is investigated. In their work saturation throughput and delay of different priority 
classes are derived analytically using a Markov model. Three control parameters were 
defined; initial contention window size, window increasing factor and maximum backoff 
stage and by proper selection of these parameters, a service differentiation can be achieved. 
These complexity issues were broadly discussed in [49] and the authors tried to simplify the 
model by decomposing the problem into two easily solved Markov chains that can be jointly 
solved by numerical methods.  
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The p-persistent CSMA scheme was first proposed in [20] for infinite population networks.  
An analytical model of the saturated and non-saturated throughput of the slotted p-persistent 
CSMA  protocol were  provided for a finite population in [21] and  average packet delay 
analysis for this model  was investigated in [50]. The p-persistent CSMA protocol can be 
used to accurately model the DCF and EDCA protocols of the 802.11 standard even though 
p-persistent CSMA and 802.11 employ different backoff mechanisms. This equivalence is 
achieved when the p value in p-persistent CSMA is chosen such that the average backoff 
intervals of the two protocols are the same [37]. The p-persistent CSMA model is less 
complex than the Markovian model, and therefore simpler to solve. Thus the p-persistent 
CSMA model highly suited to modelling IEEE 802.11e.  
Most of the research in the literature assumes ideal channel conditions and those collisions 
always result in destroying the packets. This is especially true of the studies that have 
considered the differentiated services in WLANs. Channel conditions are far from ideal due 
to Rayleigh and shadow fading mechanisms and usually the packet is retransmitted several 
times until the data are correctly received.  However, a packet can be received successfully in 
the presence of interference from other packets if its power is greater than the interfering 
power by a certain threshold. The effect of channel errors on the saturated throughput was 
studied in [28, 51, 52], while the research papers [25, 53] investigated the effect of capture on 
the saturated throughput of 802.11. In [25] the effect of the capture on the p-persistent CSMA 
protocol was investigated in the case of a single traffic type. In this study, the throughput and 
delay analysis for both a basic and stop-and-wait p-persistent CSMA protocol were 
considered. The numerical results showed that the performance of p-persistent CSMA is 
enhanced when the capture effect is included. Authors in [54] investigated the saturated 
throughput performance of IEEE 802.11DCF. The assumptions  are similar to those stated 
above with the exception that channel errors and capture effects due to the transmission over 
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Rayleigh fading channels are included in the model. This research extends the Bianchi work 
[5] to a more realistic model.  The results showed that for decreasing values of the capture 
threshold, the throughput increases while decreasing the SNR values the throughput 
decreases and at SNR <20 dB the packet error rate dominate the throughput behaviour. When 
the number of station in the network is 28 and z = 6dB the throughput reaches the optimum 
throughput predicted by Bianchi in [5], where an optimum contention window size is 
employed. The authors in [55] provided throughput analysis of the Transmit Opportunity 
(TXOP) feature in IEEE 802.11e with bursty error channels. The authors in [56] have 
extended the model in [21] to achieve a service differentiation using p-persistent CSMA and 
clearly proved that differentiated p-persistent CSMA can be applied to IEEE 802.11e EDCA 
through the conversion between p and the contention window. Their results show very good 
agreement between the analytical model and the simulated version of IEEE 802.11e EDCA in 
NS-2 and OPNET. In [57], it has been shown how EDCA systems can be accurately 
modelled using p-persistent CSMA analysis. In the study, the basic p-persistent CSMA 
analysis was modified to include most of the EDCA features such as TXOP, internal collision 
resolution, AIFS differentiation and retry limit. In WLAN deployment, the QoS requirement 
of an application is a key parameter that needs to be taken into account when designing and 
planning the network. The work addressed in the literature analysed the effect of the capture 
and channel errors on the performance of IEEE 802.11 DCF WLAN systems.  
The research addressed in the literature clearly show that after Bianchi work all the models 
subsequently evolving toward more accurate and realistic versions that make the 
characterization of WLAN as close as possible to real environments.  However, in WLANs 
with QoS differentiation, the capture effect has not been investigated by any study which 
motivated our research to develope a more accurate and practical model.  This lack of 
analysis is partly due to the complexity of using the Markov chain technique to model the 
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802.11e as discussed above. However, excluding the capture effect from the analysis results 
in substantially underestimating the throughput performance of the network, which leads to 
inaccurate calculations of the network capacity. In this thesis an important gap is filled to 
improve the QoS differentiated p-persistent CSMA protocol model by developing the model 
in [56, 57] into a more accurate model by including the PHY layer effects. A cross-layer 
MAC/PHY approach is developed to accurately estimate the throughput and delay for QoS 
differentiated p-persistent CSMA, which is a critical element for an accurate network design 
and planning.   
The previous research discussed in the literature considered the saturated case which models 
the situation of high density networks.  However, the non-saturated case is more realistic 
scenario in the low density networks where some stations have no packets in the buffer to 
send.  This means including the post-backoff feature of 802.11 along with the probability of 
an empty queue. Modelling the non-saturated case is more complicated and difficult to solve 
than the saturated case. The behaviour of IEEE 802.11 DCF WLANs under non-saturated 
traffic loads was investigated in [58-62]. These models extended the Bianchi model in [5].  In 
[58] and [59] use M/G/1 queuing analysis while [60] and [61] allow for heterogeneous loads 
where different stations can have different arrival rates.  In [61], the authors developed an 
extension of the Bianchi model to a non-saturated environment and show that a station can 
approach the saturation throughput depending on many factors such as the number of stations 
in the system and their relative loads.  The non-saturated throughput of IEEE 802.11 in the 
presence of packet error rates and capture effects is investigated in [63]. In this study also the 
Bianchi model in [5] was extended to develop an expression for the non-saturation 
throughput as a function of the number of stations, packet sizes, packet error rates and 
capture effect. A non-saturated model of IEEE 802.11e EDCA is presented in [64] and [65]. 
This model includes the retry limits, backoff freezing, AIFS differentiation and virtual 
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collision handling. In this model also the arrival rate can be different for each traffic type. 
The throughput performance of IEEE 802.11e EDCA was investigated in error-prone 
channels in [66-68]. Abu-Sharkh and Tewfic in [67] extended Xiao's work by including more 
parameters such as arbitration inter-frame space (AIFS), virtual collision handler and the 
packet error rates.  In this model, the performance of IEEE 802.11e EDCA under a finite load 
was evaluated. Further study in [69] considered the performance of IEEE 802.11e to support 
QoS  with packet error rates. These models are very complicated and are difficult to solve, 
making them inaccurate around the channel capacity which is the main area of interest. In 
[70] a p-persistent CSMA system was presented that considered non-saturated stations with 
both heterogeneous loads and heterogeneous priorities. In this research a more accurate 
model was provided to calculate the non-saturated throughput and delay around the channel 
capacity.  This model allows for non-saturated stations to have their own unique offered load 
and priority values with less complexity compared to the studies that used the Markovian 
model.  The model in [70] was developed on the basis of the packet is unsuccessful only due 
to collisions, i.e. the channel is ideal. It is clear from the literature that there is a need to 
calculate the non-saturated throughput and delay as accurately as possible, which is the main 
factor in network planning and design.   This thesis fills this gap by developing the model in 
[70] into a more accurate model in realistic and practical environments. This was done by 
incorporating the packet error rates and the capture effect into the model provided [70]. Our 
objective was to develop a cross-layer (PHY/MAC) analytical model to accurately evaluate 
the non-saturated throughput and delay of p-persistent CSMA with both heterogeneous loads 
and heterogeneous priorities. 
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2.5.2 Multirate Modelling  
IEEE 802.11 wireless LANs (WLANs) stations support multiple rates, and use them 
adaptively depending on the channel condition via the link adaption mechanisms. The 
performance anomaly issue arises due to the same access probability of all the stations 
regardless of their different transmission date rates. This means that lower transmission rates 
occupy the channel for a longer time. Hence stations that transmit at low data rates 
significantly reduce the overall system throughput. The throughput of a station that transmits 
at a high data rate may be degraded to the throughput value of a station that transmits at the 
lowest data rate. Multirate modelling of DCF has received more attention after the anomaly 
issue was discovered experimentally and studied via a simple analysis in [35]. This study 
motivated many researchers to deeply investigate the issue and propose solutions that 
mitigate the anomaly performance of WLANs. Authors in [71] investigated the anomaly 
problem using Markov chains and  derived an analytical solution to calculate the saturated 
throughput. Several mechanisms to mitigate the performance degradation due to anomaly 
issue are also proposed such as adjusting initial backoff window and/or packet size depending 
on the employed data rate of low-rate stations. The results in [71] showed that the anomaly 
problem can be alleviated by appropriate adjustment of the MAC layer parameters. Adjusting 
the packet size based on an ideal channel is not accurate as the larger packets usually required 
high SNR (signal-to-noise ratio) values which may result in dropping the data rate.  Authors 
in [72] also provided a saturated throughput analysis with multirate capability. An adaptive 
mechanism to adjust the packet size according to data rates proposed to improve the packet 
size mechanism was presented in [71] as the packet size has upper and lower limits; the larger 
packets are more susceptible to errors; whereas the smaller packets can result in an 
underutilized channel. In [73], a more generalized mathematical model for the throughput and 
channel utilization for successful transmission with packet error rates for multirate WLANs 
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was investigated. A contention window and payload adjustment scheme was proposed to 
mitigate the performance anomaly by achieving temporal fairness. The fairness issue has 
been studied by many authors [74-77] and most of the work has focused on the time-based 
fairness criteria. This criteria guarantees equal channel occupancy irrespective of the station 
data rate. The authors in [78] introduced two fairness indices, channel occupancy time and 
throughput, among the contending stations.  The approach maximised the total throughput 
while maintaining time fairness between competing stations by adjusting the minimum 
contention window size and MAC frame size. The non-saturated throughput performance of 
multirate IEEE 802.11 WLANs with packet error rates was analysed in [79]. Further study  in 
[80] provided a general model  of  the non saturated throughput for 802.11 DCF where packet 
errors at physical layer and variable loaded multirate stations (i.e. stations have different 
arrival rates) are considered. Also, this study proposed a novel resource allocation criterion 
that improves the fairness among contending stations by modifying the proportional fair (PF) 
algorithm to take into account the traffic load and channel conditions. The results showed that 
the proposed throughput allocation improved the total throughput of the DCF and ensuring 
fairness levels between the stations.  Authors in [81] provided an analytical approach to 
resolve the performance anomaly of IEEE 802.11 through configuring the initial contention 
window size inversely proportional to the bit rate based on the same principle of throughput 
differentiation among equal bit rate terminals. QoS support over IEEE 802.11e in multirate 
networks was studied by simulation only in [82] using NS-2.  In their work they proposed a 
hybrid method based on the Transmit Opportunity (TXOP) feature and contention window to 
maintain the quality of highest priority applications and improve the overall system 
throughput simultaneously. The results showed the hybrid method outperforms the other 
proposed mechanisms especially in the voice flows.  There is no doubt that modelling the 
multirate is a very important factor in network planning especially in high density networks. 
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This was very clear from the literature review where there is a great interest in modelling the 
multirate and many solutions were proposed to mitigate the anomaly performance. This 
thesis takes the state-of-the art  research a step forward by developing the model in [56] into a 
model that evaluate  the performance of saturated  throughput and delay of a QoS 
differentiated p-persistent CSMA-based WLANs with multirate capability.  The p-persistent 
CSMA is proposed to mitigate the anomaly issue in the QoS differentiated systems such as 
802.11e EDCA. This model is further improved to a more accurate and realistic model by 
incorporating the PHY layer effects in terms of packet error rates and capture effect. 
2.6 Summary 
In this chapter, an overview has been provided for IEEE 802.11a/g/n, IEEE 802.11e and 
persistent CSMA protocols. The principles of OFDM, the Alamoutie algorithm for 2x2 
MIMO and MIMO-OFDM are also presented.  
This chapter also provided a literature review for the area of work relevant to this thesis.  
First, the most recent work is discussed in 802.11 MAC protocol and the state-of-the art in 
providing QoS in EDCA is also discussed. The literature highlights that the anomaly issue 
significantly degrades the throughput of the WLANs. Some key studies showed that p-
persistent CSMA can closely model 802.11 and the most recent study [57] has shown that 
QoS over 802.1e can be modelled using a QoS differentiation p-persistent CSMA.  
The literature review then took a close look at the field of cross-layer approaches in 
802.11/802.11e system modelling in terms of packet error rates and capture effect.  The gaps 
in this literature are highlighted as: (1) While the p-persistent CSMA analysis has been used 
successfully for modelling 802.11e, there is no accurate model of a QoS differentiated p-
persistent CSMA that takes into account the PHY layer effects, ie. PHY/MAC analysis. (2) 
Although some PHY/MAC cross-layer approaches investigated the non-saturated case of 
802.11 MAC protocol, there is no cross-layer approach that investigates the QoS 
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differentiation based WLANs systems. (3) Since the anomaly issue in WLANs was 
discovered experimentally in 2003, it has received attention from many researchers and 
several mechanisms were proposed to solve this issue. However, there is no analysis that 
models the anomaly issue in QoS differentiated services WLAN. Additionally, there is no 
model of a cross-layer approach of a QoS differentiated p-persistent CSMA with multirate 
capability. This thesis fills these gaps by developing more accurate models of a QoS 
differentiated p-persistent CSMA protocol, which accurately calculate the throughput and 
delay leading to a more efficient network planning and design. These models can be applied 
to evaluate the 802.11e networks. 
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Chapter 3  
 
Saturated Throughput and Delay 
Analysis of p-persistent CSMA protocol 
 
In practical WLAN deployment, the capture effect has been shown to enhance the throughput 
performance of the network. Analysing the effect of fading, shadowing and near–far effect on 
the performance of 802.11 is a fundamental consideration in practical situations since the 
wireless channels are error-prone. Developing an accurate closed form solution of the 
throughput and delay is crucial for network planning and design. This chapter develops a 
physical/medium-access-control- (PHY/MAC) -cross-layer model to characterise the 
throughput/delay performance of WLANs in a realistic environments. The developed model 
incorporates the capture effect and the packet error rates effects from the PHY layer 
perspective, while from the MAC perspective the approach considers the QoS differentiated 
p-persistent CSMA protocol. This chapter is organized as follows: In  the next section, the 
system model of p-persistent CSMA is presented. In section 3.2, the capture model is 
discussed.  Simulation setup is provided in section 3.3.  In section 3.4 and 3.5, throughput 
analysis and delay analysis are provided, respectively. In section 3.6, our new model is 
validated and we show how the various parameters of the model can affect the system 
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performance. The application of our model in WLAN planning is presented in section 3.7. 
Finally, our conclusion is drawn in section 3.8. 
3.1 System Model of p-persistent CSMA 
 
This p-persistent CSMA model is a modified form of the model in [56].  The model consists 
of an AP surrounded by M wireless stations. The main modifications to the model in [56] are 
the incorporation of the PHY layer effects in terms of the packet error rate and the capture 
effect. The transmission failures are caused by either collisions with other packets on the 
channel or by channel errors. All transmitted packets have a fixed packet size. The system 
contains M stations, where M=M1+M2+...+Mdmax, and Md represents the number of stations 
with type d traffic and dmax is the total number of traffic types in the system. Each station has 
only one traffic type and all stations are saturated which means each station always has a 
packet to transmit.  Within a busy  transmission period there are regenerative cycles of busy 
subperiods (B), that consists of a deferral time (R) and a transmission time (T) as shown in 
figure 1. Each timeslot during R has a duration of a. Each traffic type is given the p-persistent 
CSMA parameter pd and each station will start its transmission with probability pd and defer 
with probability (1- pd). A transmission will be successful if one station commences a 
transmission at the start of the timeslot during R or the received power of the concerned 
packet that experiences a collision is higher than a threshold z.  
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Figure  3-1:  Channel state cycle for saturated case 
 
3.2 Capture Model 
 
The capture model used in this study assumes that the wanted packet is received successfully 
by the AP if its instantaneous power is larger than the joint instantaneous power of other 
interfering packets (i.e. the signal to interference ratio, SIR)  by at least a certain minimum 
threshold factor, z , as shown in (3-1).  
 
 ≥ 	 ∑ 	

 				 
                    
In this formula   is the power of the wanted packet and 	is the power of interfering packet 
i. When the power levels of different packets are compared, as in [25, 53], we assume the 
packet powers do not change during a packet interval as the indoor channel  such as  
Rayleigh fading channel does not change rapidly. 
Path loss, lognormal shadowing and multipath fading are the three main independent and 
multiplicative propagation mechanisms of the wireless channel. For distance r between the 
AP and station, path loss is proportional to  with  the path loss exponent, which depends 
on the environment (typically 3 ≤	 ≤ 4). The area-mean power,    , is an average received 
(3-1) 
42 
 
signal power without shadowing and fundamentally is determined by the path loss.  A 
conventional lognormal model is used to describe the shadowing effect based on the 
superposition of a zero mean local power, , on the area-mean power of normal distribution 
in dB and logarithmic standard deviation σs. The unconditional probability density function 
(pdf) of the instantaneous power	, of a received signal packet at the AP is given by (3-2) as 
shown in [27] and takes into account the near-far effect, shadowing and multipath Rayleigh 
fading effects. 
 
 =   1



  − 
√2"		#		 . exp (− )*  + )*	,2#, -.. 
 
Where  is the pdf of the distance describing the spatial distribution of the offered packets 
around the AP.  A uniform spatial distribution in which stations are uniformly distributed in a 
circle of unit radius is considered. In this case, the pdf is given by  = 2	and r  ∈	(0,1). 
The total received interference power is due to the incoherent summation of 0	independently 
fading signals, the pdf of the summed signal is the convolution of the pdf of each component. 
After Laplace transformation, convolution becomes multiplication, and the joint pdf of the 
received power is 0-fold convolution of the pdf of the individual signals. Hence, the 
probability of capture, conditional on 0 − 1	 interferers can be expressed as in (3-3) as 
presented in [27].  
 
120 − 1|4 =   √2"		#		 	 ()*  +  ln 7,2#, - 8∅  :	
 . .. 
 
(3-2) 
(3-3) 
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Here, 7 is the distance between the AP and the station transmitting the wanted packet and ,7 
is its local mean power. The term in ∅∙ is the Laplace image of the pdf of one single 
interferer and  ∅∙	can be expressed as in (3-4). 
 
∅   =   11 + =




>2"	#		 . exp (− )*  + )*	
,2#, -.. 
 
The probability 1	that one out of 0 packets is captured by the AP is then given by (3-5). 
  
1 = 0 × 	120 − 1|4 
                                                      
 Equation (3-5) can only be applied for a single traffic type (i.e. homogenous condition) but 
for the case where the QoS differentiation among the traffic types is considered (i.e, 
heterogeneous condition) equation (3-5) should be modified as shown in (3-6). 
 
1@ = 0A × 120 − 1|A4 
                                                                                             
Here  0A and	A is the number of stations and the threshold value of traffic type d 
respectively. 0 is the number of stations of all traffic types as shown in (3-7).  
                                                                       
0 = B 0AACDEA
  
                                                            
In order to calculate the capture probability the path loss exponent () is set equal to 4 and 
numerical integration methods are used to solve equation (3-3) [83].  Figure  3-2 shows the 
(3-5) 
(3-6) 
(3-7) 
(3-4) 
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capture probability as a function of contending stations at different threshold (z) values. In 
order to be consistent with the wireless channel used for generating the PER curves of IEEE 
802.11g/n, the shadowing effect is not considered for generating the capture probabilities.  
The curves show that the capture probability is sensitive to the number of contending stations 
when less than 10 stations are transmitting and after that the capture probability converges to 
a constant finite value. The results also illustrate that the higher the values of the threshold 
the lower the probability of the packet to capture the channel.  
 
 
Figure  3-2: Capture probability as a function of colliding stations at different threshold (z) 
values 
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3.3 Simulation Modelling of p-persistent CSMA protocol with PHY layer 
effects 
 
In this section, the main functionalities of the developed simulator that models the system 
presented in section 3-1 are described. The WLAN configuration consists of an infrastructure 
mode BSS (Basic Service Set) with an AP surrounded by a pre-specified number of stations 
per traffic type (Md), where the number of traffic types are also pre-specified. The QoS 
differentiation among the traffic types was achieved according to Hui's ratio [84]. All the 
parameters used in the simulations and the analysis are shown in Table  3-1. The simulator has 
been developed using MATLAB to model the system described in section 3.1. The simulator 
consists of two main functions: Contend and Transmit. Each station always has a packet to 
send. This means all stations are in a saturated condition and continuously contend for the 
channel with accumulating delay  until the contending packet is successfully received. For the 
case of  MAC layer only,  when only one station wins the channel the transmission will be 
considered  successful and the packet transmitted using  the Transmit function; but if more 
than one station win the channel, the transmission is considered to be unsuccessful also 
transmitted using Transmit function, which  causes the  degradation in throughput/delay  
performance, and the delay is updated for both cases. 
Table  3-1: p-persistent CSMA parameters 
 
parameter value  parameter Value 
802.11a/g 802.11n 802.11a/g 802.11n 
Data rate 24 Mbit/s 26 Mbit/s a 9/606 9/567 
Payload size 1500 bytes 1500 bytes b 500/606 461/567 
Payload duration 500µs 461µs T 606  µs 567 µs 
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In order to model packet errors at the PHY layer, a MATLAB simulator was developed based 
on the IEEE 802.11n standard. The IEEE 802.11 scheme specifies a physical layer and a 
medium access control (MAC) protocol for channel access [6].  The 802.11n standard builds 
on the successful 802.11a/g standards by adding MIMO capabilities. Space-Time Block 
Coding (STCB), as used in 802.11n, involves transmitting multiple copies of a symbol stream 
across two or more antennas.  Various modulation modes and coding rates are defined by the 
standard and are represented by a Modulation and Coding Scheme (MCS) index value. The 
simulator was implemented for 6 transmission modes with different coded modulation 
configurations, giving data rates ranging from 6.5 Mbit/s to 58.5 Mbit/s as shown in Table 
 3-2. Also shown in Table  3-2  are the MCS data rates for SISO 802.11a/g. The operational 
channel is 20 MHz and the guard interval is 0.8µs. The simulator was used to evaluate the 
system performance of both 802.11n and 802.11g in an AWGN and multipath Rayleigh 
fading channel, with FGH set to 100 ns to model an office environment. Packet error rate 
(PER)  curves for salient data rate modes for 2x2 Alamouti 802.11n and SISO 802.11a/g are 
shown in Figure  3-3a and Figure  3-3 respectively. A uniformly distributed binary random 
variable	I is generated in order to decide if a transmitted packet is received successfully or 
not. The statistics associated with this random variable are JI = 1 ≥ 	1 − JKA and JI =
0 < 1 − JKA.  If the packet is involved in a collision, the number of stations that transmitted 
at the same time is counted and the capture probability is obtained based on the capture 
threshold. The decision on whether or not the packet is captured uses the same statistical 
procedure applied for generating a packet error. 
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Table  3-2: MCS indexes for 2x2 IEEE 802.11g/n WLANs 
 
MCS Coding rate Modulation type 802.11n 2x2 MIMO 
Data rate (Mbit/s) 
802.11a/g SISO 
Data rate (Mbit/s) 
0 ½ BPSK 6.5 6 
1 ½ QPSK 13 12 
3 ½ 16QAM 26 24 
4 ¾ 16QAM 39 36 
5 2/3 64QAM 52 48 
6 ¾ 64QAM 58.5 54 
 
 
 
Figure  3-3a:  PER versus SNR for IEEE 802.11g in multipath channel in time domain 
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Figure 3-3b.  PER versus SNR for IEEE 802.11n in multipath channel  
 
3.4 p-Persistent CSMA protocol Throughput  
 
An analytical model for evaluating throughput of the p-persistent CSMA with service 
differentiation under error free channel conditions has been reported in [56]. In this section, 
we will propose a PHY/MAC cross-layer analytical model for the QoS differentiated p-
CSMA MAC protocol that extends from [56] to include the effects of packet error rates and 
capture effect.   The work in [56] is summarized first, then the modified  throughput analysis 
including the packet error rates and capture is developed. 
3.4.1 Basic analysis of differentiated p-persistent CSMA protocol 
 
The overall system throughput, S, can be calculated using equation (3-8). 
N = OPQROPSR 
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(3-8) 
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B denotes the duration of a busy subperiod with expected value E[B] while U denotes the 
duration of successful transmissions during a busy subperiod with expected value E[U]. In 
[56] the system throughput for traffic type d stations only, NA, was calculated using (3-9).                                                                   
                                                              
NA = OPQAROPSR  
                                                                     
Where OPQAR is the expected time spent on useful type d transmissions per busy subperiod. 
With reference to fig.1, OPSR  is calculated as in (3-10). 
OPSR = OPTR + OPUR 
Where	OPTR and OPUR are expected values for R and T in a busy subperiod. This analysis 
considers a single data rate (i.e, all stations in the system transmit with the same data rate) so 
	OPUR	can be normalised to have unity value, i.e. OPUR = 1. In order to calculate OPTR each 
station that is likely to transmit during R must be considered. The timeslot boundaries are 
numbered as k = 0, 1, 2,..., K  where K is a random variable ranging from 0 to ∞. The 
expected length of the deferral period can be calculated as shown in (3-11). 
 
OPTR = WBXY1 − AZ@[ACDEA
 \

[
  
 
The probability that only a type 1 transmission commences at timeslot boundary k and that no 
transmissions have started before this for k = 0, 1, 2,...,∞ is given by (3-12). 
J1]
 = 	^

1 − 
[P1 − 
[_
RZ`	
 
(3-11) 
(3-12) 
(3-9) 
(3-10) 
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The probability that no transmission, defined by J0]A, has occurred before time slot 
boundary k+1 for each other traffic type d is calculated from (3-13). 
 
J0]A = P1 − A[_
RZ@ 
                                                  
Using equations (3-12) and (3-13) the probability of a successful type 1 packet commencing 
transmission at time slot boundary k for k = 0, 1, 2,... ,	∞	 can be calculated by (3-14).   
                                               
J	N
 = J1]
YJ0]AAa
  
 Now the expected time per busy subperiod spent on successful transmissions can be 
calculated by (3-15). 
 
OPQ
R = bBcJ1]
YJ0]AAa
 d

[  
                                                                                                                                                                                             
Where b is the fraction of time spent on useful transmission. The throughput of traffic type 1 
(N
) can be calculated by substituting (3-11) and (3-15) into (3-2) as shown in (3-16) and the 
total throughput can be calculated by (3-17). 
 
N
 = b∑ J1]
∏ J0]AAa
 [W ∑ 2∏ 1 − AZ@[ACDEA
 4[
 + 1 
 
(3-13) 
(3-14) 
(3-16) 
(3-15) 
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3.4.2  Throughput analysis of p-persistent CSMA with PHY layer effects 
 
In a wireless channel, a packet may not be recieved correctly for two main reasons. Firstly, 
when the channel signal-to-noise ratio (SNR) is too low there is a high chance that a single 
packet will experence a bit erro due to multipath fading channel. Secondly, when two or more 
packets from different stations collide, the signal-to-interference ratio (SIR) typically 
degrades significantly and packets are lost. To establish the interaction between the PHY and 
MAC layers, the probability of success for a packet of traffic type d, JNA, in the MAC only 
analysis is modified to account for the PHY layer effects,  denoted by  JNAℎg. This 
probabilty is the sum of the probablity of success for a single packet of traffic type d, 
JNA, when received succesfuly in multipath fading channel (i.e. no collisions occurred) 
and the probablity of success for a packet of traffic type d, JNAhW, when captured during a 
collision. Then, for M stations with traffic type d, the probablity of packet success is given by 
(3-18).  
 
J	NAℎg = 	JNA + JNAhW 
Considering traffic type 1, a packet received successfully in an error-prone channel without 
any interference from other stations is calculated by modifying equation (3-12) as shown in 
(3-19).  
J	N
 = J1]
YJ0]A × 1 − JK
Aa
  
Here,	JK
 is the packet error rate (PER) of a type 1 station.  
(3-17) 
(3-19) 
(3-18) 
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The probability that a packet is captured is calculated as follows: the probability that more 
than one station transmits at the same time is obtained by modifying (3-12) to give (3-20).  
 
J0A]A = ^A0A  A1 − A[@P1 − A[_
RZ@	@ 
Where βd is the number of stations of type d transmitting at the same time. The probability of 
success for a packet of traffic type 1, (JN
hW when more than one station (i.e.	0 > 1) 
transmits at the same time can be calculated from (3-21). 
 
JN
hW = B B … B XY J0A]AACDEA
 \
Z@CDE
@CDE
Zj
j
Z`
`, 0
120 − 1|
4 
Where β1 is the number of stations of type 1 transmitting at the same time.  Substitution of (3-
19) and (3-21) into (18) calculates the probability that a type 1 packet is successfully received 
in the presence of PHY layer effects. If equation (3-18) is evaluated over the full range of k 
then OPQ
ℎgR can be obtained as shown in (3-22).  
 
OPQ
ℎgR = bBkJ1]
YJ0]A × 1 − JK
Aa


[
+ B B … B XY J0A]AACDEA
 \
Z@CDE
@CDE
Zj
j
Z`
`, 0
120 − 1|
4l 
The throughput of traffic type 1 with PHY layer effects (N
ℎg is calculated by substituting 
(3-11) and (3-22) into (3-2) and the total throughput is calculated as shown in (3-23). 
(3-20) 
(3-21) 
(3-22) 
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Nmn = B NA_mnACDEA
  
Equations (3-17) and (3-23) give the normalized throughput. The absolute throughput		N
Wb=	   
is given by	N
Wb= = N
ℎg × , where 	 is the PHY layer transmission bit rate. 
3.5 Delay analysis of p-persistent CSMA protocol 
 
The delay in this analysis is defined as the time from when a packet becomes head of the line 
at a station until it is successfully received. When analysing the p-persistent CSMA protocol, 
the delay begins at the start of R following the station’s previous successful transmission and 
ends once the station’s next successful transmission has completed. An analytical model for 
calculating the delay of p-persistent CSMA protocol with PHY layer effects will be provided. 
We first summarize the work of [85] and then provide the analysis of incorporating the PHY 
layer effects in terms of packet error rates and capture effect. 
 
3.5.1 Delay analysis of basic p-persistent CSMA protocol 
 
             The probability that a type 1 station is successful (J
	in the pure MAC layer can be as in (3-
24). 
 
J
 = JN

^  
Where JN
 is given by (3-14). The number of busy subperiods, p
	, before a particular type 
1 station successfully transmits forms a geometric distribution, p
 = I = J
1 − J
q	
 , 
whose  mean, pr
, can be calculated by (3-25). 
(3-23) 
(3-24) 
(3-25) 
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pr
 = 1J
 = 
^JN
 
 
The average delay for a type 1 packet can be calculated as shown in (3-26). 
 
sr
 = pr
 × OPSR 
By substituting equations (3-10) and  (3-25) in equation (3-26) the average delay can be 
calculated  as in (3-27). 
sr
 = 
^OPTR + OPURJN
  
 
3.5.2   Delay analysis of p-persistent CSMA with PHY layer effects 
 
The probability that a type 1 station is successful,  J
_mn, in the presence of channel errors 
(i.e.  packet error rates) and capture effect is shown in (3-28). 
 
J
_mn = JN
ℎg
^  
The average delay for a type 1 packet can then be calculated as shown in (3-29)  
s
_mn = OPTR + 1J
_mn  
 
 
(3-26) 
(3-27) 
(3-28) 
(3-29) 
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3.6 Numerical Results and Discussion 
 
This section is divided into two subsections. The first subsection presents saturated 
throughput results, while the second subsection provides the results for the system delay. The 
results include the packet error rates effect, the capture effect, demonstrate the PHY layer 
effect in terms of both the packet error rates, and capture effect. In the delay results, we 
focused on the effect of the capture only and the effect of both together packet error rates and 
capture effect.  
3.6.1 Throughput Results 
 
The first experiment investigates the packet error rates on the throughput performance of a 
QoS differentiated p-persistent CSMA protocol. Four traffic types are investigated with p1 set 
to 0.05,  the values of p2, p3, p4 are modified in order to achieve throughput ratios 
S1:S2:S3:S4=8:4:2:1 according to Hui's ratio [84].  In [84] the ratio between throughput of 
stations of different traffic types when the contention window (CW) settings provide the 
service differentiation is identiﬁed as N
: N,	: … . : NACDE = 
/1 − 
: ,/1 −,:… : ACDE/1 − ACDE, where the relationship between p and CW is  = 2/vw + 2 
as calculated in [86]. Figure  3-4  shows throughput versus number of stations with SNR as 
parameter. In Figure  3-4, "Basic" denotes results without including the packer error rates 
effect. The results show that as the number of stations increases the throughput decreases due 
to more collisions occurred. The results also show the throughput is further decreased due to 
the packet error rates, for example when SNR =9 dB the throughput decreased by 6% 
compared to the basic case while at SNR=8 dB the throughput decreased but 10 %. These 
results demonstrate that the throughput performance degrades due to congestion in the 
network and the channel conditions.  
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Figure  3-4: Total throughput vs. number of stations with SNR as a parameter with p1=0.05 
 
In the following test the effect of capture only is investigated, there are four traffic types 
(AC1, AC2, AC3 and AC4) and their throughputs are S1, S2, S3 and S4 respectively, with 
M1=M2=M3=M4=5 stations. Here again, when the value of p1 varies, the values of p2, p3, p4 
are modified in order to achieve throughput ratios S1:S2:S3:S4=8:4:2:1 according to Hui's ratio 
[84]. Figure  3-5 shows the normalized throughput for 4 access categories and threshold, z, 
value of 5 dB. When the capture effect is taken into account, the system performance trend is 
similar to the basic p-persistent CSMA; as p1 increases the throughput increases up to a point 
where the maximum throughput is reached.  
The results show that when p1 is less than 0.02 there is no significant difference between the 
case with capture and the case without.  This is due to the small values of p1 which results in 
fewer collisions in the system though the system efficiency and system capacity are very low.  
In Figure  3-5, z = 5 dB denotes results with capture, "Basic" denotes results without capture, 
and "Stot" refers to the total system throughput.  At p1= 0.05 the total system throughput with 
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capture is improved by 18.3% while at higher p values,  for example p1=0.09, the throughput 
is improved by 40% when compared to the basic case. The improvement in system 
throughput is derived from the increase in the packet success rate due to capture, which 
reduces the amount of time spent in failed collision attempts.  
This result demonstrates that in real systems the efficiency is higher than it appears in the 
basic systems, when the capture is not included. This increase in the efficiency means that the 
rate of decrease of the system throughput as p1 moves away from the optimum value (i.e. the  
p value at maximum throughput) is less than for the basic case. This also means that in real 
systems a higher p values can be used which leads to more efficient system throughput 
performance.  
 
Figure  3-5: Normalised throughput vs p1  for 5 stations per traffic type  comparing capture 
with basic mode 
 
In the following experiment, the effect of packet error rates and the capture effects are 
investigated. Figure  3-6a and b graph throughput versus number of stations with the capture 
P1 
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threshold and SNR as parameters. Four traffic types are again investigated with p1 set to 0.05, 
which yields the maximum throughput for the same target throughput ratios used in Figure 
 3-5. The threshold, z, was set to 5 dB and the SNR values were 8 and 9 dB.  Figure  3-6a 
compares the throughput of the differentiated p-persistent CSMA MAC protocol based on 
different approaches for four traffic types, while Figure  3-6b compares the total throughputs 
for the same scenario.  The results show that at a low number of stations (less than 10) the 
packet error rate impact is visible on the system throughput at SNR equal to 8 dB where the 
throughput decreased by from 18 Mbit/s to 16.5 Mbit/s. The basic MAC achieves a maximum 
throughput of 18 Mbit/s with 8 stations whereas with capture only, the maximum throughput 
achieved is 19 Mbit/s. 
. 
 
Figure  3-6a: Throughput per access categories vs. number of stations with SNR as a 
parameter for capture threshold z=5 dB and p1=0.05 
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Figure 3-6b: Total throughput vs. number of stations with SNR as a parameter with 
p1=0.05and z=5dB 
Figure  3-7 compares the total throughput of four traffic types for capture threshold z=2, 5 and 
10 db with SNR = 8dB. The results show that as the threshold increases from 2dB to 10dB, 
the absolute throughput is reduced. However, comparing to the basic mode throughput, for 
large numbers of contending users when the collision probability is high, the throughput with 
capture degrades more slowly even at low SNR values.  For 36 contending stations and z = 
2dB, the system throughput is improved by 47% when compared to the basic throughput 
performance.  At z = 10dB, the system throughput is still improved by 20.7 %.  In contrast, 
when the number of contending stations is below 16 the throughput performance is 
dominated by the channel errors rather than collisions, such that the absolute throughput falls 
below the basic mode throughput at low SNR values.  
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Figure  3-7: Total saturated throughput vs. number of contending stations with  capture 
threshold z as a parameter for SNR=8 dB and p1=0.05 
The behaviour of the saturated throughput as a function of the channel SNR is depicted in 
Figure  3-8 for two access categories with z as a parameter. Curves are plotted for the 802.11n 
and 802.11a/g systems at data rates 26 and 24 Mbit/s, respectively, for M1=M2=10 
contending stations and a payload size of 1500 bytes. With two ACs, the value of p1 (i.e., 
high priority channel) was fixed at 0.05, while p2 is varied in order to maintain S1:S2 = 2:1. By 
repeating the process, similar curves can be generated for other data rates, by using the PER 
versus SNR curves in Figures 3-3a and b.  
From Figure  3-8, the results for the basic p-persistent CSMA protocol illustrate that the 
throughput reaches a maximum value of 14 Mbit/s in 802.11n for SNR>~12 dB and just 
above 13 Mbit/s in 802.11a/g for SNR>19 dB.  When capture and packet errors are modelled, 
the maximum throughput attained increases to almost 20 Mbit/s in 802.11n and just above 18 
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Mbit/s in 802.11a/g for a capture threshold of z=2 dB. Importantly, 802.11n with capture and 
packet  errors achieves a throughput of 14 Mbit/s at just below 7 dB SNR, which represents 
an operational SNR gain of just over 5 dB. 802.11a/g with capture and packet errors achieves 
a throughput of 13 Mbit/s at 12 dB SNR, representing an operational SNR gain of 7 dB. 
Though the maximum throughput decreases when the capture threshold is increased from 2 to 
10 dB, corresponding to a reduction in capture probability, the operational SNR gains reduce 
from 5 to 4.25 dB in .11n and 7 to 5.5 dB in .11a/g. These results demonstrate that over the 
potential operating ranges of z, the model with capture and packet errors predicts significant 
performance improvement over the basic p-persistent CSMA model with moderate sensitivity 
to variations in z. Again, excellent agreement between simulated and theoretical results is 
obtained showing the validity of the mathematical model developed 
 
 
Figure  3-8: Saturated throughput vs. SNR for 802.11n and 802.11a/g with z as a parameter: 2 
AC categories with  M1=M2=10 
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3.6.2 Delay Results 
 
The average delay is another important parameters in network optimisation for  providing the 
required QoS. This experiment investigates the average delay of the QoS differentiated p-
persistent CSMA protocol. A similar scenario to that in Figure  3-5 investigates the 
throughput performance. When the value of p1 varies, the values of p2, p3, and p4 are 
modified in order to achieve throughput ratios S1:S2:S3:S4 = 8:4:2:1 according to Hue's ratio.   
A similar trend to that in Figure  3-5 is obtained in Figure  3-9. When the capture effect is 
taken into account, the system delay performance decreases as p1 increases until the 
minimum average delay is reached. For example, at p1=0.05 the average delay of AC1 for the 
basic case decreased from 55 ms to 47 ms when the capture is included. This result 
demonstrates that capture extends the operating range of p1. Without capture  a value of p1 
between 0.01 and 0.02 minimises delay across all ACs and from Figure  3-5 maximises 
throughput. However, this gives a restrictive range on p1 when managing the overall network 
loads in differential mode. By modelling capture, we see that the operating range of p1 can be 
increased from 0.01 to 0.05 in order to keep delays across ACs low and throughput high. This 
is important for the lower priority ACs which are more sensitive to the capture effect. The 
results shown in Figure  3-11 are obtained from the same throughput experiment in Figure 
 3-6.  The results demonstrate the channel impacts on the required capture threshold as the 
number of stations varies. This result also demonstrates that at low load the packet error rates 
dominate the behaviour of the network and the delay is increased. When the network 
becomes heavily loaded the capture effect dominates the behaviour of the network due to a 
high collision rate in the network. From a network control perspective it is therefore 
important to model capture in differential mode in order to correctly optimise the delay 
throughput behaviour. 
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Figure  3-9: Average Delay vs p1  for 5 stations per traffic type  with z=5 dB 
 
 
Figure  3-10: Average delay vs number of stations with SNR as a parameter  and  p1=0.05 and 
capture threshold z =5 dB 
 
P1 
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3.7 WLAN Planning  
 
Wireless LAN deployment is more complicated than wired network deployment due to the 
dynamic nature of the wireless channel that makes providing uninterrupted connectivity a 
challenging task. In general, deploying a WLAN requires consideration of five key issues: 
coverage, capacity, security, mobility and QoS required [87] [8]. To simplify deployment 
planning in WLANs, the capacity is evaluated for each cell independently, as a non-
overlapping criterion between the cells is used during the planning phase which omits 
accounting for the interference between the adjacent APs. Calculating the optimum number 
of APs required in the network is a fundamental task in the network planning, based on the 
number of users and their QoS required in the network.  
The mean throughput per user and per traffic type of service is obtained by dividing the 
average throughput of an AP by the number of users it covers at a given data rate. In [88], in 
order to estimate an optimal number of APs and their placement  in the planning process, the  
Markovian analysis is used to evaluate the throughput for each AP with  a differentiated QoS. 
This means that the throughput should be calculated accurately in order to achieve efficient 
network deployment.  Accurate modelling of the key mechanisms that affects the throughput 
performance results in  more valid network configurations. In this case study, two traffic 
types were considered with p1 set to 0.05, and p2 set to provide throughput ratio S1:S2=2:1. 
The throughput per user per traffic type, NAx, is calculated by	NAx = y@Z@.  Figure  3-11 
compares throughput per user per traffic type with threshold, z = 2 dB and SNR= 9 dB, with 
the basic case at a data rate of 26 Mbit/s. The results show that when the capture effect and 
channel error rates are included, the AP can serve 12 users of traffic type 1 with QoS 
requirements of 1 Mbit/s, and 12 users of traffic type 2 with QoS requirements of 500kbit/s. 
For the basic case, the AP can only serve 9 users of traffic type 1 with QoS requirements of 1 
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Mbit/s, and 9 users of traffic type 2 with QoS requirements of 500Kbit/s. In total, when the 
capture effect is taken into account, the AP can serve 26 users while in the basic case it can 
only serve 18 users.  This is equivalent to a 33% improvement in the capacity of the system 
meaning fewer APs should be deployed. Thus saving infrastructure costs and energy 
consumption. This result demonstrates that efficient network planning can be achieved with 
the use of our realistic model to calculate the throughput.  
 
Figure  3-11: Saturated throughput per user as a function of number of users per traffic type 
with capture effect 
 
3.8 Conclusions 
 
In this chapter, we have developed a PHY/MAC cross-layer analytical model to consider the 
PHY layers effects, which include packet error rates and capture effect. Through MATLAB 
simulations, the interaction of the PHY/MAC layers throughput and delay was modelled 
more accurately than in the existing models. We have derived an analytical expression for the 
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throughput and delay of the QoS differentiated p-persistent CSMA protocol in the presence 
of multipath Rayleigh fading channel. This accuracy of the analytical   model was validated 
the by PHY/MAC cross-layer simulation model. This approach offers an accurate 
characterisation of the performance of EDCA systems in a more realistic environment, with 
less complexity compared to the Markovian analytical models. The results showed that 
modelling the capture effect leads to more realistic network characterisation. In heavily 
loaded networks (36 stations), when the system includes 4 traffic types, the throughput is 
higher by 47% with threshold z=2 dB compared to the basic case. The results clearly 
demonstrated the need to model the throughput and delay in the presence of the capture effect 
and channel error rates for heterogeneous networks, which is crucial for network design and 
deployment. An analytical approach for the performance of a QoS differentiated p-persistent 
CSMA in the case of non-saturated systems in the presence of channel errors and capture 
effect is developed in chapter 4. 
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Chapter 4  
 
 
Non-Saturated Throughput and Delay 
Analysis of p-Persistent CSMA protocol 
 
 
 
This chapter develops the QoS differentiated p-persistent CSMA protocol for the non-
saturated case into an accurate and practical model that takes into account the impact of 
channel errors and the capture effect in a Rayleigh multipath fading environment. This builds 
up on the p-persistent CSMA model in chapter 3 by allowing the stations to be non-saturated. 
This is done by allowing each station to have a variable offered load, which accounts for 
heterogeneous loads and priorities. The developed model expresses the throughput/delay 
performance as a function of the number of stations, packet sizes, raw channel error rates and 
capture threshold.  This advances on the analysis of the saturation case in chapter 3 by 
considering the case where the stations are non-saturated. 
This chapter is organized as follows: The non-saturated system model of p-persistent CSMA 
with multiple traffic types is described in section 4-1. The throughput analysis of the p-
persistent CSMA protocol follows in section 4-2.  The corresponding delay analysis is 
provided in section 4-3.  The numerical results for the system throughput are presented in 
section 4-4. The delay results are presented in section 4-5.  An adaptive p-persistent CSMA 
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protocol is proposed in section 4-6. WLAN planning is presented in section 4-7. Finally, 
section 4-8 concludes the chapter. 
4.1 System Model of p-CSMA protocol 
 
 
The model in this analysis is based on the non-saturated model for slotted p-persistent CSMA 
in [70], which is modified to include the channel errors and capture effect. The model contains 
an Access Point (AP) giving coverage to M stations, where M=M1+M2+...+Mdmax,  Md 
represents the number of stations with type d traffic and dmax is the total number of traffic 
types in the system. All packets have a constant size and are transmitted within a unit of time. 
When any station commences a transmission it is from the beginning of a timeslot (a). An 
empty station of traffic type d will have an arrival with a probability of  at any timeslot or 
no arrival with a probability of (1-).  The range of possible values of 	are (0 ≤    ≤1). 
Non-empty stations will transmit at the beginning of the next time slot with a probability of 
and defer with a probability of (1-	). The values for each traffic type are defined in a 
vector as p = [, ,...,		]. The total normalised offered load in the system per unit of 
time is represented by	
. This load, 
, is shared between all traffic types in the system where 
the offered load of each traffic type, for example type d, is 		
 × 
  where 
  is the offered 
load ratio among the traffic types  and the possible range of its value are (0 ≤  		
   ≤ 1) and 
∑ 
	 = 1. The offered load per timeslot for traffic type d is calculated as  =
 × 
 × 
/, 1. The complete set of	
  values are defined in a vector as Gr = 
[
, 
, ..., 
	]. Figure  4-1 shows the basic model for two traffic types for simplicity. 
The dotted arrows represent an arrival of one traffic type while the full arrows represent an 
arrival from another traffic type. The channel alternates between idle period I (all stations are 
empty) and busy period B, which forms a regenerative cycle. When the packet arrives at any 
station, a busy period begins at the next time slot and ends if no packet has arrived during the 
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transmission. The transmission will be considered successful in if only one station commences 
a transmission at the start of the timeslot or the received power of the concerned packet that 
experiences a collision is higher than a threshold z, as explained in section 3-4. 
1-normalised
( B ) Idle Period ( )
a
1R
1R2R
1B
2T1T
1T
2B 1B
Busy period 
I
I
 
 Figure  4-1:  p-persistent CSMA Channel state cycle for saturated case 
 
 
 
4.2 Throughput analysis 
 
In this section, we present the mathematical analysis of the proposed model in section 4-1 for 
evaluating the throughput of a QoS differentiated p-persistent CSMA protocol under non-
saturated conditions. The following assumptions are made: the number of stations is finite, 
the channel is prone to errors, and capture in a Rayleigh fading transmission scenario can 
occur. We start our analysis by summarising the basic throughput analysis in [70]. This is 
followed by a PHY/MAC cross-layer analytical model for QoS differentiated p-persistent 
CSMA with the capture effect. 
 
4.2.1 Basic p-persistent CSMA  
 
In this section the non-saturated throughput analysis in [70] is summarised.  In [70] the 
throughput  of p-persistent CSMA for traffic type d was calculated using (4-1). 
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 = .!"#$ + & ̅ 
Here,	!" 	is the average time of useful transmission of traffic type d, and b represents the 
fraction of each successful transmission period which contains useful data. The overall 
channel throughput can be calculated by (4-2). 
 
 = 	 ( 	  
The jth busy subperiod  #)consists of deferral time	*)and unity transmission time +);  hence, 
#)can be calculated as	#) =	*)+1 for j=1,2,..., ∞, and the expected value of #)	can be 
calculated by (4-3). 
,#) = ,	*) + 1 
- represents the number of busy subperiods in each busy period, so B can be defined as 
# = 	∑ #).)  and ! =	∑ !).) . The probability that the busy period is a particular length 
forms a geometric distribution, which can be calculated by (4-4). 
 
-	" = 1∏ 1 −  12 34	  
 
#$  and !"	can be calculated as in [1,2] by (4-5) and (4-6) respectively. 
 
#$ = ,5#6 + 	-	" − 1,5#6 
                               
!" = ,5!6 + 	-	" − 1,5!6 
,#) and ,!) are independent  for j=1 and are independent and  identically distributed for 
(4-1) 
(4-2) 
(4-3) 
(4-4) 
(4-5) 
(4-6) 
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j=2, 3, . . ., J; thus ,5#6 and ,5!6 are used to represent	,#) and ,!) respectively for j 
=1. Also, ,5#6 and ,5!6 are used represent	,#) and ,!) respectively for j =2, 3, . . ., J. 
This concept hold for any variable superscripted with j throughout the analysis in this chapter 
(i.e. any variable with superscript 1 means j=1 and superscript 2 means  j = 2, 3, . . .,J, which 
determine the value of  7)	in (4-8)).  
The probability that an idle period is a particular length, k timeslots, also forms a geometric 
distribution which can be calculated  by (4-7). 
                                  
& ̅ = 1 − ∏ 1 − 34	  
In order to calculate ,	*)	or	,	!), the probability distributions for the number of packets 
of each traffic type that are waiting for transmission at the beginning of the jth busy subperiod 
must be calculated. The number of timeslots that these packets can accumulate over before the 
jth busy subperiod commences is 7) , where  7) is as shown in (4-8). 
 
7) = 81						1 2 9 
The number of type d stations that have a packet to transmit over	7) is represented by  :;,)  
the index 0 refers to	7) period and d refers to the traffic type.  The probability that   :;,) =   
is given by (4-9), as in [70]. 
 
<:;,) =  = = > 51 − 1 − ?@6A	1 − ?@34BA		 
 
                                                                           
(4-8) 
if  j=1 
  if  j=2,3,.... 
 
(4-7) 
(4-9) 
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The number of non-empty type d stations when *) ≥ D is :E,) 	.		The probability that 
*) ≥ D when :E,) =  + is calculated given that :;,) = , as shown in (4-10). 
 
<*) ≥ D,:E,) =  +|	:;,) = 
= 1 − EA1 − E34BA = −  >=  − >
G H1 − =1 − 1 − >
EIG 
 
In order to calculate the distribution 	*), the distributions for *)  which represent the deferral 
time for traffic type d  is given by (4-11). 
                        
 
<	*) ≥ D = ∏ <*) > D	  − ∏ <*;,) > D	 1 − ∏ 1 − 34?@	  
                                                       k = 0, 1, 2, . . . ,∞ 
Where <*) > D	and <*;,) > D	are calculated as shown in (4-12) and (4-13), 
respectively.   
 
<*) ≥ D = H1 − E − 1 − ?@ K1 − E − 1 − E −  LI
34
 
                                                      k = 0, 1, 2, . . . ,∞                         
 
 
<*;,) ≥ D = H1 − ?@ K1 − E − 1 − E −  LI
34
 
                                                      k = 0, 1, 2, . . . , ∞ 
(16)
(4-10) 
(4-11) 
(4-12) 
(4-13) 
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,*) can be calculated by evaluating (4-13) over the range  k = 1, 2, . . . , ∞ as shown in (4-
14). 
 
,*) = 	(<	*) ≥ DME  
#$ + &  ̅ represents the average time of the regenerative cycle that contains an average time of 
the busy period # and the idle period &, and can be calculated by (4-15). 
 
#$ + & ̅ = 	 1 + ∑ ∏ 	<* 	≥ D	 ME ∏ 1 − 34 12 	  
 
From this point we calculate the throughput for traffic type d = 1. However, this analysis can 
be applied to any of the traffic types in the system by simple substitution.  
In order to calculate the throughput of traffic type 1, the probability of successful 
transmission of traffic type 1 <N)	should be calculated as shown in (4-16). 
 
<N) = <1OP)∏ <0OP)R  − <1OP;,) ∏ <0OP;,) R 1 − ∏ 1 − 34?@	  
                    k = 0, 1, 2, . . . , ∞ 
 <1OP;,)  denotes to the probability that only one type 1 station transmits in a particular 
timeslot and is calculated by (4-17). 
 
(4-14) 
(4-15) 
(4-16) 
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<1OP) =  H1 − E
− 1 − ?@ K1 − E − 1 − E −  LI H1 − ES
− 1 − ?@ K1 − ES − 1 − ES −  LI
3TB
 
           k = 0, 1, 2, . . . , ∞ 
 
<1OP;,)  is the probability of transmission of only one type 1 station transmitting when  
:;,) = 0 and is calculated by (4-18). 
<1OP;,)  = 1
− 3T?@ K1 − E − 1 − E −  L . K1 − 
ES − 1 − ES −  L
3TB
 
 
k = 0, 1, 2, . . . , ∞ 
 
<0OP) represents the probability of no transmission occurring in a particular timeslot for 
each traffic type d station where d  ≠ 1, and is given by (4-19). 
 
<0OP) = U1 − ES − 1 − ?@ VBW4XYTBBZ4XYTW4BZ4 [\34 
                                                                k = 0, 1, 2, . . . , ∞ 
 
<1OP;,)  is the probability of transmission of type 1 when  :;,) = 0    and is calculated by 
(4-20). 
 
(4-17) 
(4-18) 
(4-19) 
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<1OP;,)  = H1 − ?@ K1 − ES − 1 − ES −  LI
34
 
                                                                  k = 0, 1, 2, . . . , ∞ 
By evaluating (4-16) over range k = 0, 1, 2, ..., ∞, the expected time spent on successful 
transmission of traffic type 1,	,!) , can be calculated as in (4-21). 
 
,!) = (<N)ME;  
 
!" can be calculated using (4-4), (4-6) and (4-21) as shown in (4-22). 
 
!" = ∑ <1OP∏ <0OPR ME;∏ 1 − 34 12 	  
 
Finally, using (4-1), (4-15) and (4-22) the throughput of traffic type 1 can be calculated as 
shown in (4-23). 
 
 = ∑ <1OP∏ <0OPR ME;1 + ∑ ∏ 	<* 	≥ D	 ME  
 
 
4.2.2 p-persistent CSMA with PHY layer effects 
 
 
This section presents the interaction between PHY and MAC layers in the same way as in 
chapter 3. To establish this interaction between the two layers, the probability of successful 
traffic type d, <N), in the basic MAC layer analysis must be replaced by the probability of 
successful traffic type d, <N)ℎ^, with PHY layer effects in terms of packet error rate and 
(4-20) 
(4-21) 
(4-23) 
(4-22) 
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capture effect. This probability is the sum of the probability of a successful  traffic type d 
transmission,  <N)_, when only one packet is received in the presence of channel errors 
and the probability of a successful  traffic type d transmission, <N)`, when the packet is 
collided with one or more packets in the system but still can be received successfully by the 
receiver.  For M stations in the system with traffic type d, we can write: 
 
<N)ℎ^ = <N)_ + <N)` 
	
In order to include the packet error rates into the analysis, the probability that a packet of 
traffic type 1 (d = 1) is received successfully in an error-prone channel without any collisions 
from other packets in the system is calculated by modifying equation (4-16) as shown in (4-
25). 
<N)_ = <N) × 1 − <a 
Here,	<a is the PER of a MAC data packet for stations with traffic type 1. 
The major difference between this analysis and the model in [70], is calculating the 
probability of successful transmissions in the event that more than one station transmits a 
packet at the same time. Based on that probability, the probability that one of these packets 
captures the channel is calculated. In order to include the capture effect in the analysis, the 
probability that more than one station of traffic type 1 transmit at the same time in a 
particular timeslot of the jth busy subperiod, <bOP), can be calculated given that *) ≥
D, :E,) =  +,		and 	:;,) =  as shown in (4-26). 
	
<bOP)|*) ≥ D,:E,) =  +,:;,) =  = = +b > cT1 − ASGBcT 
           	 (4-26) 
(4-25) 
(4-24) 
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Equation (4-26) can be unconditioned of bOP) |*) ≥ D,:E,) =  +	using (4-10), 
which produces	<bOP)|	:;,) =   as shown in (4-27). This means that <bOP) is now 
only conditioned on	:;,) = .   
                     	
<bOP)|	:;,) = 
= ( = +b > cT1 − ASGBcT	
3TBA
G;
1 − EA1
− E3TBA = − 1 >=  − >
G H1 − =1 − 1 − >
EIG	
	
 
Using (4-9), (4-27) can be unconditioned of			:;,) =  using by evaluating over the range of 
possible values for :;,)  which is from 0 to	. This produces <bOP) as shown in (4-28).    
 
<bOP) = ( ( = +b > cT1 − ASGBcT	
3TBA
G;
1 − EA13TA;
− E3TBA = − 1 >=  − >
G H1 − =1 − 1 − >
EIG = > 51
− 1 − ?@6A	1 − ?@3TBA		 
In order to remove the condition that	:;,) = 0 equation (4-26) should be unconditioned by 
(4-9) and evaluating both equations over range :;,) = 0.  This produces <bOP;,)  as shown 
in (4-29). The reason for this is that the condition	:;,) = 0 measns that the jth busy subperiod 
will not occur. 
                                                      
(4-27) 
(4-28) 
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<bOP;,)  = 
								 ( =b> cT1 − GBcT	
3TBA
G;
1 − E3T = − 1 >=  − >
G 1 − ?@3T	 
 
Using equations (4-28) and (4-29), the probability of success for traffic type 1 can be 
calculated as shown in (4-30). 
 
<N)` = 11 − ∏ 1 − 34?@	 	
× ( ( .		.		.			 ( def <bOP)
	
 − f <bOP;,) 
	
 ghbib
34	
c4	;
3j
cj;
3T
cT
− 1|k 
The ∏ <bOP)	  term represents the probability of a transmission for all combinations 
of values of	:E,)  and :;,) =  that each traffic type may have. The ∏ <bOP;,) 	 	term 
excludes the scenario where :;,) = 0 in the case of the jth subperiod will not have occurred. 
The 
B∏ BZ4l4m@4	4nT 	 term includes the condition that jth busy subperiod will occur. 
,!_Wpq)  represents the expected time spent on successful type1 transmissions with PHY 
layer effects. ,!_Wpq)  can be now calculated by adding (4-25) and (4-30) and evaluate them 
over  the range k = 0, 1, 2,....., ∞ as shown in (4-31).  
 
,!_Wpq)  = (V<N)_ + <N)`[ME;  
 
The throughput of traffic type 1 can be calculated by substituting (4-31) into (4-6) and then 
(4-29) 
(4-31) 
(4-30) 
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substituting in (4-1) and also substituting (4-15) in (4-1). 
 
_Wpq = ∑ <N)_ + <N)`ME;1 + ∑ ∏ 	<* 	≥ D	 ME  
 
4.3 Delay Analysis of p-persistent CSMA with PHY Effects 
 
 
In this analysis, the delay is defined as the time from when a new packet arrives at a specific 
station until this packet has been received successfully. The delay is calculated for a particular 
station of traffic type 1 and this station is called the current station. <s,) 	denotes the probability 
of the current station transmitting successfully  in the jth busy subperiod  in the presence of 
PHY layer effects, as given by (4-33). 
 
<s,) = ∑ <N)ℎ^ME;   
In this analysis, all packets that are not successfully received are assumed to be rescheduled 
until all have been successfully received and the rescheduled packets are assumed to be 
virtually buffered.  
<tua?,)  represents the probability that the current station has a packet during the 7)	period, as 
shown in (4-34). The current station is the station whose delay is being calculated. 
 
<tua?,) = ∑ 1 − v?@Bv;1 − ∏ 1 − 34?@	  
 
(4-32) 
(4-33) 
(4-34) 
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<twsx?,)  represents the probability that the current station did not have a packet during the	7) 
period and is shown in (4-35). 
 
<twsx?,) = 1 − <sx1uxtua?,) ∑ 1 − E<*)∗ ≥ D + 1ME;1 − 1 − 3TB?@∏ 1 − 34?@R   
*)∗ refers to the situation when  the current stations have no involvement in the jth busy 
subperiod. For more details about how *)∗ is calculated refer to [70]. The probability that the 
current station is involved in the jth busy subperiod,	<z,)  , can be calculated by (4-36). 
 
<z,) = <tua?,) + <twsx?,)  
The probability that the current station fails to transmit a packet successfully given that it is 
involved in the jth busy subperiod is given by (4-37). 
 
<{1z|,) = 1 − <N)ℎ^<z,)  
 ,}Aa~,)  is the expected time from when the packet first arrives for the jth busy subperiod 
until the start of +)and is calculated as in (4-38). 
 
,}Aa~,)  = ,}Wua?,) <tua?,)<z,) +
,}Wwsx?,) <twsx?,)<z,)  
																		 
(4-35) 
(4-36) 
(4-37) 
(4-38) 
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Where ,}Wua?,)  and ,}Wwsx?,) 	are the expected delays in the jth busy subperiod from the 
arrival of the packet until the beginning of +), given that the packet arrives during 7) and *)∗ 
respectively  and can be calculated as shown in (4-39) and (4-40). 
 
,}Wua?,)  = 1 − ∏ 1 − 34?@	 <tua?,) ( −v
?@B
v;
9 
 
9d7) −  +(1 − E f <*)∗ ≥ D
	

M
E h 
 
,}Wwsx?,)  = 1 − <tua?,) 1 − 1 − 3TB?@ ∏ 1 − 34?@R <sx1uxtua?,) .(1
M
E;
− E<*)∗ ≥ D9 . 9e1 + ( 1 − qBES<*)∗ ≥ D<*)∗ ≥ D
M
qES gh 
Now the expected delay experienced by a packet from when it arrives at the current station for 
first time until the start of the next transmission can be calculated as shown in (4-41). 
 
,}Aa~, = ,}Aa~, <z, <z, + - ̅ − 1<z,  		+ ,}Aa~,
 - ̅ − 1<z, <z, + - ̅ − 1<z,   
 
The probability that the current station has a successful transmission at any busy subperiod, 
<N)ℎ^, is given by (4-42). 
 
(4-39) 
(4-40) 
(4-41) 
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<N)ℎ^ = <Nℎ^ + 	- ̅ − 1<Nℎ^		- ̅  
The probability of the required number of further busy subperiods until the current station has 
a successful tranmission,	:, is  and forms a geometric distribution. :" can be calculated as 
shown in (4-43). 
 
<: =  = V1 − <s,[{B <s,,			 = 0, 1, 2, … ,∞ 
 
:" = 1<s, 
The retransmission delay, }"u,, is the time from the end of the busy subperiod of the first 
attempt of the current station to send a packet, until the end of the busy subperiod when the 
packet is successfully  transmitted  and can be calculated by (4-44). 
 
}"u, = <{1z|,-	̅<s, & ̅ + ,5*6 + 1 + <{1z|,
- ̅ − 1-<̅s, ,5*6 + 1 
Using (4-38) and (4-44), the total end to end delay  with PHY layer effects for a packet at the 
current station can be calculated as shown in (4-45). 
 
}"ℎ^ = ,}Aa~, + }"u, 
 
 
 
(4-42) 
(4-43) 
(4-44) 
(4-45) 
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4.4 Numerical results and discussion 
 
The MATLAB simulator that was developed to simulate the saturation case in chapter 3 was 
modified to model the system described in section 4-1, where a new function called IDLE is 
added to simulate the idle period.  This section is divided into two subsections. The first 
subsection presents non-saturated throughput results, while the second subsection provides 
the results for delay. The results include the effects of packet error rate, the capture effect and 
demonstrate the PHY layer effect in terms of the packet error rates and capture effect.  
4.4.1 Throughput Results 
 
 
In this section, we provide three different sets of results. In the first set the effect of packet 
error rate is presented, followed by the results for the capture effect and finally the 
PHY/MAC interaction is demonstrated.  
 
A. Packet Error Rate Effect 
The throughput performance of QoS differentiated p-persistent CSMA with variable traffic 
loads in an error-prone channel for 4 traffic types [AC1, AC2, AC3, AC4] is investigated. For 
all the tests M1=M2=M3=M4=5. All the parameters used in the analysis and simulations are 
shown in Table  4-1. In all figures, the term "Basic" in the legend refers to p-persistent CSMA 
in an error-free channel and "S" refers to throughput with an index to access category 
number. In this set of results, the effect of channel error on the non-saturated throughput 
performance with heterogeneous priorities is investigated. In this test p = [0.1, 0.05, 0.025, 
0.0125] and Gr = [0.25, 0.25, 0.25, 0.25]. The results in Figure  4-2 shows that for SNR = 
7dB, as the traffic loads increase the throughput degradation increases from 15 % at G =0.1 
up to 23% at G higher than 10.  This result demonstrates that the system behaviour can be 
characterized by three main parameters:  the p values, the Gr values and the channel errors. 
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Table  4-1 p-persistent CSMA parameters 
 
Parameter Value Parameter Value 
Data rate 26 Mbit/s a 9/567 
Payload size 1500 byte b 0.81 
Payload duration 461µs T 567µs 
 
 
Figure  4-2: Throughput with heterogeneous priorities at data rate 26 Mbit/s  
and SNR= 7 dB 
In order to show the system behaviour more clearly, the next set of results show the 
throughput performance versus p value and the offered load G for 5 stations per traffic type. 
Gr = [8/15, 4/15, 2/15, 1/15] respectively. In this experiment, the channel condition of each 
traffic type is at SNR = 7 dB. The results in Figure  4-3 demonstrate that in order to improve 
the throughput performance in an error-prone channel, small p values should be used. In the 
case of an error-free channel, at low offered loads high p values should be used while at high 
offered loads small p values should be adopted. 
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Figure  4-3: Total throughput with heterogenous traffic loads versus p values  
 
 
 
 
B. Capture Effect 
In the first experiment, two traffic types are considered. In the experiment M1 = M2 and the 
transmit rate is  at 26Mbit/s. The parameters used in this section are shown in Table 4-1. The 
first set of results show the throughputs for traffic types 1 and 2 (S1 and S2 respectively) for a 
network with 5 stations per traffic type where the traffic types have heterogeneous priorities. 
In this system p1 = 0.1, p2 = 0.05 and Gr1 =Gr2 = 0.5. Figure  4-4 shows that when the offered 
load, G, is less than 1 there is no noticeable difference between the two cases (i.e. with and 
without the capture effect). This is due to the low chance of collisions as there is little traffic 
in the network. However, as G increases the difference between the two cases increases and 
reaches the maximum when the network is saturated. Comparing the performance of this new 
model with the capture effect to the model in [70] we can see, for example, that at G = 10 the 
throughput of traffic type 1 is increased by 12% while the throughput of traffic type 2 is 
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increased by 19%. As saturation is approached, the throughput of both traffic types is 
increased by around 22% when capture effect is considered, compared to the case when the 
capture is ignored.  
The second set of results illustrate this new model in the case of heterogeneous loads. Figure 
 4-5 shows the results for a network of 5 stations per traffic type with heterogeneous loads. 
Here p1 = p2 = 0.1, Gr1 = 0.75 and Gr2 = 0.25. The same trends are shown as with the 
heterogeneous priorities example; as G increases the capture effect shows increasing 
throughput gains compared to the model with a perfect channel. Again, when comparing the 
performance of this new model to that in [70] we see that the throughput of traffic type 1 and 
2 are increased by 19% and 21% respectively at G=10 and when the system is saturated  both 
throughputs are increased by 41% .   
 
 
 
 
Figure  4-4:  Throughput versus offered load for 2 traffic types with heterogeneous priorities. 
z=5 dB,  p1=0.1,  p2=0.05 and Gr1=Gr2=0.5 
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Figure  4-5: Throughput versus offered load for 2 traffic types with heterogeneous offered 
loads. z=5 dB,  p1=p2=0.1, Gr1=0.75 and Gr2=0.25 
 
 
 
    
Figure  4-6a shows the throughput versus the number of stations, with the capture threshold as 
a parameter.  Here  p1=p2=0.1, Gr1=0.75 and Gr2=0.25. Based on the results in Figure 4-6a, 
the percentage throughput gain was calculated. Figure  4-6b shows the percentage throughput 
gain versus the number of stations with heterogeneous loads. The percentage gain in the 
throughput due to the number of stations is calculated relative to a network with 4 stations 
(i.e., 2 stations per traffic type). We can see that at low offered loads there is little gain in the 
throughput when the number of stations is increased. However, at high offered loads the 
percentage throughput gain increase as the network becomes larger. When there are 20 
stations the percentage throughput gain is 5% at G=10, while at G=30 the gain in throughput 
is 17.5%.  The same experiment was repeated for 4 traffic types. Here, p= [0.1, 0.1, 0.1, 0.1] 
and Gr= [ 8/15, 4/15, 2/15, 1/15]. Based on the results on Figure  4-7a the percentage 
throughput gain was calculated as in the previous experiment. Figure 4-7b shows a similar 
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trend as to that in Figure 4-6b. When there are 20 stations the percentage throughput gain is 
27% at G= 10, while at G=30 the gain is 66%. Comparing the results for 2 traffic types and 4 
traffic types we see that the capture effect is sensitive to the number of traffic types and their 
heterogeneous loads and priorities. Also, the results show that in the non-saturation region the 
gain in the throughput converges to a finite value as the number of stations increases. 
 
Figure 4-6a: Total throughput of 2 traffic types versus number of stations for varying of the 
offered load with   z =5dB,  p1=p2=0.1, Gr1=0.75 and Gr2=0.25 
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Figure  4-6b: total throughput of 2 traffic types gain versus number of stations the with z=5 
dB,  p1=p2=0.1, Gr1=0.75 and Gr2=0.25 
 
Figure  4-7: Total throughput of 4 traffic types versus number of stations for varying of the 
offered load with z=5 dB, p =[0.1, .1, .1 .1] and Gr = [8/15, 4/15, 2/15, 1/15]   
z=5 dB 
Basic 
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Figure  4-7b: Total throughput gain of 4 traffic versus number of stations the percentage types 
with z=5 dB,  p =[0.1, 0.1, 0.1, 0.1] and Gr = [8/15, 4/15, 2/15, 1/15] 
 
 
 
C- Packet error rate and capture effect 
In this part of the results, we demonstrate the interaction between the PHY and MAC layers 
in terms of packet error rates and capture effects. The first set of the results show the 
throughputs for traffic types 1 to 4 for a network with 5 stations per traffic type. In this 
system  p = [0.1, 0.05, 0.025, 0.0125] and Gr = [0.25, 0.25, 0.25, 0.25].  Traffic type 1 and 2 
have channel conditions of SNR = 7 dB and 8 dB, while traffic type 3 and 4 have ideal 
channel conditions (i.e. SNR >12.5 dB). Figure  4-8 shows that when the offered load, G, is 
less than 1 there is no noticeable difference between the two cases (i.e. with and without the 
capture effect) and channel conditions have very little effect on the throughput performance.  
This is due to the low chance of collisions as there is little traffic in the network. As the 
offered load increases, the benefit from the capture effect becomes more obvious and the 
packet error rate has a clear effect on the throughput performance. For example, at G=10 and 
SNR= 7, the throughput is degraded by 9.7% compared with the basic model due to the 
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channel errors. When the channel condition improves to SNR = 8 dB the throughput is 
similar to the basic model, while at  SNR > 12.5 dB the total system throughput is improved 
by 12.3 % compared to the basic model.  
The second set of results shows this new model in the case of heterogeneous loads. Figure 
 4-9 shows the results for a network of 5 stations per traffic type with heterogeneous loads. 
Here p = [0.1, 0.1, 0.1, 0.1] and Gr = [8/15, 4/15, 2/15, 1/15]. The same trends are shown as 
with the heterogeneous priorities. The results demonstrate that as G increases the capture 
effect shows increasing throughput gains compared to the basic model. Again, when 
comparing the performance of this new model  with PHY layer effects to that shown in [70],  
the  total throughput is increased by 28 %  at G=10 and SNR > 12.5 dB while at SNR = 7 dB, 
the total throughput is only improved by 7%  compared to the basic model.  
 
Figure  4-8: Throughput versus offered load for 4 traffic types with heterogeneous priorities. 
z=5 dB,  p =[0.1, 0.05, 0.025, .0125],  and Gr = [0.25, 0.25, 0.25, 0.25] 
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Figure  4-9: Throughput versus offered load for 4 traffic types with heterogeneous offered 
loads. z=5 dB,  p = [0.1, 0.1, 0.1, 0.1] and  Gr = [8/15, 4/15, 2/15, 1/15] 
 
 
In the following test, the behaviour of the non-saturated throughput as a function of the 
channel SNR is depicted in Figure  4-10 and Figure  4-11. The results are for M1=M2=M3=M4= 
5 contending stations and the payload size is equal to 1500 bytes for 802.11a/g and 802.11n 
with data rates of 24 and 26 Mbit/s, respectively. The graphs have been parameterised with 
respect to the capture threshold z; with p = [0.1, 0.1, 0.1, 0.1] and Gr = [8/15, 4/15, 2/15, 
1/15]. By repeating the process, similar graphs can be generated for all other data rates by 
using the PER as a function of SNR graph in Figure 3-3a and b.  
The results show that when the quality of the wireless channel is improved, as exemplified by 
the SNR values, the throughput increases up to the maximum level, around 12.5dB for 
802.11n and at 20 dB for 802.11a/g.  Above these values, the channel quality can be 
considered to be ideal channel. Furthermore, comparative analysis of Figure  4-10a with b and 
Figure  4-11a with b reveals that the throughput increases when the capture effect is included.  
When the <,* → 0 and  k → ∞ , i.e. ic4 = 0   the throughput model is exactly as defined in 
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[70]. In this respect, our new model is more general and also embraces the model in [70]. The 
results also demonstrate the benefit of using MIMO-OFDM techniques in 802.11n, as there is 
a gain of up to 7.5 dB over 802.11a/g 
 
 
Figure  4-10a : Non-saturated throughput of 4ACs vs.SNR for 802.11a/g with with p = 
[0.1, 0.1, 0.1, 0.1] and Gr = [8/15, 4/15, 2/15, 1/15]  
 
 
Figure 4-10b: Non-saturated throughput of 4ACs vs.SNR for 802.11a/g with with p = 
[0.1, 0.1, 0.1, 0.1], Gr = [8/15, 4/15, 2/15, 1/15] and z=5dB 
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Figure  4-11a: Non-saturated throughput of 4ACs vs.SNR for 802.11n with with p = [0.1, 
0.1, 0.1, 0.1] and Gr = [8/15, 4/15, 2/15, 1/15]  
 
Figure 4-11 b: Non-saturated throughput of 4ACs vs.SNR for 802.11a/g with with p = [0.1, 
0.1, 0.1, 0.1], Gr = [8/15, 4/15, 2/15, 1/15] and z=5dB 
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4.5 Delay Results 
 
 
Figure  4-12 shows the normalised delay performance versus the offered load G for 4 traffic 
types [AC1, AC2, AC3, AC4] with 5 stations per traffic type. Gr  = [8/15, 4/15, 2/15, 1/15] 
and p = [0.1, 0.1, 0.1, 0.1]. Stations of traffic type 1 and 2 have channel errors with SNR =7 
dB, while stations of traffic type 3 and 4 have ideal channel conditions (i.e, SNR > 12.5 dB).  
The results show an interesting behaviour of the system. At a very low offered load, the delay 
of traffic type 1 and 2 is increased significantly because of a very long idle period and 
channel errors.  As the offered load is increased, the idle period becomes a shorter and the 
channel errors have less effect on the delay. At  G=0.1 the delay of traffic type 1 is increased 
from 3  to 43 while at G=1 the delay is increased from 5 to 12. When the offered load reaches 
the saturation condition the delay for both traffic type 1 and 2 is increased by 42% compared 
to the basic case. Figure  4-13 shows the PHY/MAC normalised delay versus the offered load 
with heterogeneous priorities. Here, 4 traffic types [AC1, AC2, AC3, AC4], 
M1=M2=M3=M4=5, p = [.1, .05, .025, .0125] and Gr = [0.25, 0.25, 0.25, 0.25] respectively. 
The results show that the capture effect reduces the delay while the channel errors increase 
the delay. The channel errors have a significant effect at low offered loads and as the offered 
load increase, the benefit from the capture effect becomes more apparent. For example, at 
G=10 and z=5 dB, the average delay is reduced by 19 % compared to the basic model.  
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Figure  4-12 : Normalised delay for 4 traffic types with heterogeneous traffic loads Gr  = 
[8/15, 4/15, 2/15, 1/15] and p = [0.1, 0.1, 0.1, 0.1] with AC1 & AC2 have SNR=7 dB 
 
Figure  4-13: Normalised delay with heterogeneous traffic loads= [8/15, 4/15, 2/15, 1/15] and 
p = [0.1, 0.1, 0.1, 0.1] at SNR=7 and 8 dB and z =5 dB 
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4.6 Adaptive p-persistent CSMA protocol 
 
 
The main requirement of the p-persistent CSMA protocol is calculating the optimum value of 
p that maximizes throughput. In [70], p-persistent CSMA with service differentiation used the 
p value to assign different priorities to different access categories according to QoS 
requirements. The authors in [70] considered the case of perfect channel conditions. 
Therefore, if the physical link of any access category degrades, its p value does not change. 
This constant p value results in wasting the system capacity as degradation in the throughput is 
mainly due to channel errors, not collisions in the network. Hui’s ratio defines the saturated 
throughput, or s-ratio between stations of different traffic types when the contention window 
(CW) setting provides service differentiation as given by (4-46) when p is used to model the 
CW [84]. 
 
: 	: … . : 	 = /1 − : /1 − : … : 	/1 − 	 
 
In order to modify this expression to consider the non-saturated case in ideal channel 
conditions, equation (4-46) should be modified as shown in (4-47). The following formula is 
not an exact calculation but an approximation. 
 
: 	: … . : 	
= /1 − : /1 − : … : 		/1 − 	 
For simplicity only two traffic types are considered and an expression for		  in terms of  is 
given by (4-48).   
																														 = => 1 − /1 −  
                                  
(4-47) 
(4-46) 
(4-48) 
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If the s-ratio is 2:1 then 	can be calculated from equation (4-48) as shown in (4-49). 
																																																							 = VZTZj[ 0.5/1 − 0.5                                                         
In this new adaptive p-persistent CSMA protocol the p values are adjusted according to the 
offered load and channel conditions. The channel conditions can be obtained in the same way 
as done in the link adaption mechanisms in 802.11. The probability of successful packet 
transmission in the PHY layer denoted <s is given by (4-50). The index d refers to the traffic 
type number. 
 
<s = 1 − <a 
                                                                
	<acan be obtained from Figure 3-3a and b and if this probability is multiplied by p, a new 
dynamic p-persistent value (P	that depends on the channel conditions can also be obtained 
as shown  in (4-51). 
 
							P = 1 −	<a 
                                                       
For simplicity and without loss of generality,   applying this across two traffic types with s-
ratio 2:1 gives expressions for P and	P in (4-52) and (4-53) respectively. 
 
									P = 1 − <a 
 
                    																																			P = VZTZj[  ;.WTB;.WT1 − <a                             
(4-49) 
(4-50) 
(4-51) 
(4-52) 
(4-53) 
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 Where <a	can be obtained from Figure 3-3a and b. 
Figure  4-14 demonstrates the effectiveness of our proposed adaptive protocol for the following 
system parameters:  In the first test, the adaptive protocol investigated for the case of 
heterogeneous loads only (i.e. PER=0). For simplicity, 2 traffic types [AC1, AC2], p = [0.1, 
0.05], Gr = [0.25, 0.75] and PER= 0 are investigated.  The results are shown for two access 
categories with 5 stations each and the target is S1=2S2. The results show that this target cannot 
be achieved due to offered load ratios. However, the adaptive protocol improves the 
performance of AC1 towards meeting the target. As the offered load increases the throughput 
performance of AC1 is improved by 54% compared to normal protocol and meets the target at 
G = 6. At high offered load values (G >10) the throughput of AC1 exceeds the target that 
because the system performance reaches the saturation region. Figure  4-15 shows the results 
of our proposed protocol for the case of an error-prone channel.  In this scenario the stations of 
AC2 with lower priority incur poor channel conditions with PER= 0.3. In this case most of the 
time will be spent on unsuccessful transmissions due to channel errors which waste the system 
capacity. The results show that the adaptive protocol improves the throughput performance of 
the stations of AC1 with higher priority by 81% compared to the normal protocol and  the total 
the system throughput is improved by 16.5%.  
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Figure  4-14: Throughput performance of the adaptive protocol with heterogonous loads 
Gr=[0.25, 0.75], p=[ 0.1, 0.05] and PER=0.  
 
Figure  4-15: Throughput performance of the adaptive protocol with heterogonous loads 
Gr=[0.25, 0.75], p=[ 0.1, 0.05] and PER=0.3. 
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4.6.1 Limitations and Complexity of the Adaptive Protocol 
This proposed algorithm can be implemented practically as it only needs the PER information 
which can be obtained in the same was as in link adaptation mechanisms. This PER value 
clearly reflects the quality of the channel and hence the SNR values. The default p values will 
be set by the station on the basis of an ideal channel.  As the link degrades the p value changes 
dynamically according to equations (4-54) and (4-55), and as the channel improves the p value 
is returned to its default value. The limitation of this protocol is that it does not support a link-
adaption mechanism which is our topic for future research. The proposed protocol can be 
easily implemented as it does not require any hardware modifications.  
4.7 WLAN Planning  
 
In the following experiment, the benefit from accurate modeling for the throughput in terms 
of network planning is demonstrated. In this case study, two access categories, AC1 and 
AC2, are considered with p1 =0.1 and p2 =0.05, respectively. The offered load ratios are Gr = 
[0.5, 0.5] with capture threshold, z=2 dB and the normalized offered load, G=10.  The 
throughput per traffic type per stations is calculated using the same way as in section 3.7.  
Figure  4-16 shows the throughput per station versus the number of stations in the system. The 
results show that the throughput per station is decreased as the number of station stations 
increases until reaches 6 stations afterword the throughput starts to increases as the number of 
station increases. The results shows that when the capture included the AP can serve up to 18 
stations with no less than 500 kbit/s for AC1 and 250 kbit/s for the AC2 compared to case 
when the capture is not included the QoS required falls down below the targets when the 
number of station is between  1 and 16. 
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Figure  4-16: Non-saturated throughput per user as a function of number of users per traffic 
type with capture effect 
4.8 Conclusions 
 
 
In this chapter, we have developed a cross layer approach for the non-saturated 
throughput/delay performance. A comprehensive analytical model was presented to calculate 
the non-saturated throughput/ delay of a QoS differentiated p-persistent CSMA protocol in 
multipath fading channel. The results showed that the capture effect included in this new 
model offers much higher non-saturated throughput performance than the model that assumes 
a perfect channel. The results showed that at low offered load the capture effect has little 
effect on the system performance, and as the offered load increases the capture effect 
enhances the throughput and delay performance. The results demonstrated the importance of 
developing this accurate model by including the channel errors and capture effect. The results 
showed that when the capture effect is included the throughput performance for some cases is 
increased by 21% compared to the basic model. In addition, the results demonstrated that the 
throughput/delay performance when the channel errors and capture are included is highly 
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dependent on the traffic loads. This realistic model leads to efficient network planning and 
design for the case of non-saturated stations. The closed form expressions allow derivation of 
the throughput as a function of a large number of system level parameters, including capture 
threshold and effects of channel errors for a variety of applications. Other key system 
parameters include the absolute and relative p-persistent values, the total system offered load 
and the relative offered loads per traffic type. We have developed an adaptive p-persistent 
CSMA protocol with heterogeneous traffic that mitigates the effects of channel errors and 
improves the high priority access categories at low offered load values. The results showed 
that our proposed protocol can improve the high priority access category throughput by 81% 
and the overall throughput performance by 16.5% compared with the normal protocol. 
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Chapter 5  
 
 
Modeling of p-Persistent CSMA protocol 
with Multirate Capability  
The throughput/delay performance of high-rate 802.11 stations is significantly degraded by 
low-rate stations even though the former instantaneously transmit with a high link data rate. 
This phenomena is often called the "performance anomaly" of IEEE 802.11 whereby an 
unexpected drop in the throughput performance of the stations with high bit-rates is observed. 
Most of the recent analytical work for the existing IEEE 802.11 DCF and the IEEE 802.11e 
EDCA use the Markov chain which requires a very high degree of complexity. As the 
parameters increase, in order to make the model close to the real environment, the complexity 
exponentially increases.  This complexity makes these models limited to a few parameters 
that can be included for the evaluation of service differentiation mechanisms supported in 
802.11e. In this chapter, a comprehensive and closed form analytical approach to calculate 
the saturated throughput and delay for differentiated p-persistent CSMA with multirate is 
developed. This model also takes into account the induced channel errors and the capture 
effects in a Rayleigh fading environment. Also, a new adaptive p-persistent CSMA protocol 
is introduced to alleviate the performance anomaly of the 802.11a/g and 802.11n. This new 
p-persistent model can be applied to 802.11e EDCA WLANs, thus providing a new analysis 
that extends the modelling capability without having a large degree of complexity.  
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5.1 System Model for p-persistent CSMA with Multirate 
 
Similar model to that was considered in [56] that was explained in chapter 3 with a 
modification to include the multirate capability is investigated as shown in Figure  5-1. The 
model chapter 3 investigates the case where all stations the network transmit as at the same 
rate (i.e. single rate) while in this chapter stations with different traffic types can transmit at 
different bit rates. This model allows the performance anomaly of WLANs to be evaluated 
and solutions can be then proposed. The main difference between this model and the old 
model is that the transmission time (Td) is variable depending on the rate of transmission and 
whether it is a successful transmission or a collision. The second modification of the model is 
the incorporation of the PHY layer effects in terms of the packet error rate and capture effect. 
A transmission will be successful only if one station commences a transmission at the start of 
the timeslot which corresponds to the vulnerable period with a good channel, or the received 
power of the concerned packet that experiences a collision is higher than a threshold z as 
explained in the section 3-2. 
)( dT
 
Figure  5-1: Channel state cycle for saturated case with multirate 
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5.2 Throughput analysis of p-persistent CSMA with multirate 
 
An analytical approach for the throughput of p-persistent CSMA with multirate is provided in 
this section for the basic case and subsequently with PHY layer effects. 
 
5.2.1 Basic  p-persistent CSMA with Multirate 
 
In this analysis the word "basic" refers to the multirate model with ideal channel conditions, 
and the term "single rate" refers to the model in [56].  In [56] the throughput  of p-persistent 
CSMA for traffic type d was calculated using (5-1). The next few equations are similar to 
those in chapter 3 and we restate them here just to keep the logical development of the 
analysis.  
 
 =   
 
                                                                                                                               
Where 	 is the expected time of useful transmission of traffic type-d, so the total system 
throughput can be calculated as in (5-2).  
 
 = 
 			  
                                                                                                                                      
(5-1) 
(5-2) 
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The probability that only a type 1 station commences transmission at timeslot boundary k and 
that no transmissions have started before this for  k =0, 1, 2,...,∞ is given by (5-3). 
 
1 = 	1 − 1 −  
 
The probability that no transmission, defined by 0	 has occurred before time slot 
boundary k+1 for each other traffic type d is calculated from (5-4). 
 
0	 = 1 − 	! 
                                                                                      
The probability of successful transmission of traffic type 1 is calculated as shown in (5-5) 
then an expression for  is given by (5-6).       
                                                           
	 = "1	#0		$ % 
                                                              
	 = &		 × (	 ×	
)	*+, 		 
The value ( represents the percentage of a successful transmission that contains useful data 
for traffic type d, allowing MAC and PHY overheads to be accounted and &	is the packet 
transmission time. 
The expected busy period (	is the sum of the expected deferral and expected 
transmission times as in (5-7). 
 = - + &/ 
                                                                                                      
(5-3) 
(5-4) 
(5-6) 
(5-5) 
(5-7) 
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The timeslot boundaries are numbered as k = 0, 1, 2,..., ∞. The expected length of the deferral 
time -	can be calculated as shown in (5-8). 
 
- = 0
1#1 − 	!		 2
*
  
 
The expected length of the transmission time can be calculated by (5-9). 
 & = &3 + 	&/ 
 
Where &3  and &/	are the expected successful and collision times respectively. Up to 
this point the model considers only the single rate case where &	equals 1 as originally 
stated in [56]. However, in order to modify the model to include a multirate capabililty, 
&	should be calculated differently as follows: firstly the successful  transmission time for 
each traffic type, 4&3_	6, should be calculated; for example, the expected successful 
transmission time  of traffic type 1, 4&3_6 , is given by (5-10) . 
 
4&3_6 = 
11	 # 0			$ 2
*
, × & 
 
Then, the total expected successful transmisson time &3 is given by (5-11) 
 
&3 = 
 7&3_	8		  
 
                                                                                    
 &/  is due to two types of collision,  internal collisions which result in a collision between 
two or more packets from stations within the same traffic type, and external collision which is 
(5-8) 
(5-9) 
(5-10) 
(5-11) 
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due to a collision between two or more packets from stations with different traffic types. In 
order to calculate		&/ the probability of more than one station (i.e.	9	 ≥ 2 ) transmitting at 
the same time ( must be calculated first, as shown in (5-12). The probability of an internal 
collision of traffic type 1 (<1 ) is given by (5-13). 
 
 = =9> ?	41 − 6@A9 B41 − 6@+1C−9 
 
<1 = =191> ?	141 − 16@A91 B41 − 16@+1C1−91 ×∏ B41 − 6@+1C≠1  
The probability of an external collision	F) for traffic type 1 can be calculated as shown in 
(5-14) 
 
G1 = 
 
 … 
 1# I0=1 2
I0
9I0=
2
92=0
1
91=1
 
 
Where x = 0 if any other traffic type has a packet to transmit and x=1 if all other traffic types 
have no packets to send. When calculating the external collision of the traffic type 2 the 
external collision between the traffic type 1 and type 2 should be excluded as it is already 
included in the case of traffic type 1 and so on. The total collision time of traffic type 1, 
7&/_8, can be calculated using (5-13) and 5-14) as shown in (5-15).  
 
7&/_8 = 
 
 
 … 
 1# 			 2
!
K!L
M
KM,

K
*
, × &NOL + 
(5-12) 
(5-13) 
(5-14) 
(5-15) 
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=191> ?	141 − 16@A91 B41 − 16@+1C1−91 ×#B41 − 6@+1C≠1 × &1 
 
Where &I0 is the maximum collision time of a transmitted packet in the network and the 
total collision time &/ can be calaulted as in (5-16) 
 
&/ = 
 7&/_	8		  
 
The total transmission time & of the QoS differentiated p-persistent CSMA protocol with 
multirate capability is given by (5-17). 
 
& = 
 7&3_	8		, + 
 7&/_	8
	
	  	
Then, the throughput of traffic type 1 is given by (5-18). 
 
1 = (1 ×	T1 × ∑ ?1∏ 0I0≠1 A∞k=00∑ ?∏ 41 − 6@I0=1 A∞@=1 +&  
 
Finally, the total system throughput is given by (5-19). 
 
 = 	 
 			  
             
                                                                                                    
5.2.2 Multirate p-persistent CSMA with PHY layers effects 
 
In this subsection the throughput of multirate p-persistent CSMA with PHY layer effects will 
be analysed. This section presents the interaction between PHY and MAC layers for a QoS 
(5-16) 
(5-17) 
(5-18) 
(5-19) 
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differentiated p-persistent CSMA protocol with multirate capability. The interaction between 
the two layers can be established by replacing the probability of successful traffic type d, 
	, in the pure MAC layer by the probability of successful traffic type d, 	ℎT, with 
PHY layer effects in terms of packet error rate and capture effect. This probability is the sum 
of the probability of success of traffic type d,  	G, when only one packet is received in 
the presence of packet errors, and the probability of success of  traffic type d, 	U0, 
when the packet is involved in a collision but still can be received successfully by the 
receiver.  For M stations in the system with traffic type d, we can write: 
 
	ℎT = 	G + 	U0 
The analysis is exactly the same as in chapter 3, so we just write the final equation for traffic 
type 1 as shown in (5-21). 
 
			ℎT = 1#0	 × 1 − F	$
+ 
 
 … 
 1# 9				 2
!
K!,
M
KM,

KV
9W49 − 1|Y6	 
 
 
                    
Now the expected time per busy subperiod, 7_Z[\8, spent on successful transmissions can 
be calculated by evaluating equation (5-21) over range of k =1, 2, . . .,∞  as shown in (5-22).                                                                
(5-21) 
(5-20) 
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7_Z[\8 = &	 × ( ×	
 		ℎT*+, 		 
 Where (1 is the fraction of time spent on useful transmission of traffic type1 and &1	is the 
packet transmission time.                                   
The expected busy period in the presence of PHY layer effects (7Z[\8	is the sum of the 
expected deferral and expected transmission times, as in (5-23). 
7Z[\8 = - + 7&Z[\8 
                                                                                                     
The expected transmission time in the presence of PHY layer effects (7&Z[\8 ) can be 
calculated by (5-24) 
7&Z[\8 = 7&3_Z[\8 + 	7&]8 + 7&/_/OZ8 
 Where  7&3_Z[\8 is the successful transmission time with PHY layer effects as shown in (5-
25) and 7&]8 is the transmission time when the packet is not received due to packet error 
rates, which can be calculated by (5-26). 
 
7&3_Z[\8 = 
 &		 × ^
)	ℎT*, _
	
	  
 
7&]8 = 
 ^&	 × F	 ×
)	*, _
	
	  
7&/_	/OZ8 is the collision time when the capture effect is taken into account and can be 
calculated by (5-27). 
(5-22) 
(5-23) 
(5-24) 
(5-25) 
(5-26) 
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7&/_/OZ8 = 
 7&/_	8		 × 1 − 9	W49 − 1|Y6 	× &NOL 
 
Now 7&Z[\8 can be calculated using equations (5- 25), (5-26) and (5-27).  By substituting 
equation (5-28) in (5-23) and then substituting (5-23) and (5-22) in (5-1) a cross-layer 
(PHY/MAC) throughput of traffic type 1, 	Z[\ , with multirate can be calculated as shown 
in (5-28). 
1_ℎT = 71−ℎT87ℎT8  
 
5.3 Delay analysis of p-persistent CSMA with Multirate 
 
The delay is defined as the time from when a packet becomes head of the line at a station 
until it is successfully received as explained in chapter 3. In p-persistent CSMA the delay 
begins at the start of R following the station’s previous successful transmission, and ends 
once the station’s next successful transmission has completed. The analytical approach for 
the delay of p-persistent CSMA with multirate will be provided for the basic case and then 
for a cross-layer approach 
.  
 
 
 
 
(5-27) 
(5-28) 
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5.3.1  Basic p-persistent CSMA with Multirate 
 
In this delay analysis expected transmission time & ) is calculated differently from the 
analysis described in [56],  as shown in  equation (5-9)  to model the multirate. The main 
difference between this analysis and that in [85] is the calculation of the collision time &/ 
as in equation (5-16). The delay is calculated for a station with traffic type d = 1, however 
this analysis can be applied to stations of any of the traffic types in the system by simple 
substitution. In order to calculate the average delay, the probability that a particular type 1 
station is successful should be calculated. The analysis is similar to that in chapter 3 except 
that the collision time is calculated differently as in equation (5-16) and we just write the final 
equation. 
The overall delay for a type 1 packet, a`1  with multirate capability can be calculated as 
shown in (5-29). 
 
a`1 	= -+ ∑ 7&3_	8		, + ∑ B7&/_	8C		1  
Where	
1 = )11  
5.3.2 Multirate p-persistent CSMA with PHY Layer Effects 
 
This model also matches the model presented in chapter 3 except that the transmission time is 
calculated according to equation (5-29). The main difference is the calculation of failure time 
due to packet error rates and the collision time. The probability that a particular type 1 station 
successful (1_ℎT	in the presence of PHY layer effects can be calculated as in (5-31). 
 
(5-29) 
(5-30) 
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1_ℎT = )1ℎT1  
 
The overall average delay for a type 1 packet in the case of multirate and PHY layer effects   
can then be calculated as shown in (5-32). 
a`1_ℎT = -+7&ℎT81  
 
5.4 Adaptive Multirate p-persistent CSMA Protocol 
 
A key design requirement of the p-persistent CSMA protocol is to calculate the value of p 
that provides a maximum throughput. In [56] p-persistent CSMA with service differentiation 
used different p values for different access categories according to QoS requirements. In [56] 
the service differentiation was based on throughput ratios of the access categories according 
to Hui’s ratio [84] for the case of ideal channel conditions. An adaptive p-persistent CSMA 
protocol that can change the p value dynamically according to the channel condition was 
proposed in chapter 4. In the adaptive protocol, the link adaptation mechanism was not taken 
into account while here in this chapter the link adaptation mechanism is included. In the 
proposed algorithm the new p value should be calculated based on the PER before changing 
to a lower data rate. This new p value will be used when the station starts transmitting at a 
lower bit rate and as soon as the link conditions are improved the p value should be set back 
to its default value. This algorithm alleviates the anomaly issue as it improves the QoS of the 
high priority stations when affected by low priority stations transmitting at a lower bit rate by 
reducing their probability of accessing the channel. The adaptive p-persistent CSMA protocol 
(5-31) 
(5-32) 
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that can dynamically change p values according to the physical link conditions to mitigate the 
anomaly performance of WLANs is proposed here. 
Hui’s ratio  defines the throughput or s-ratio between stations of different traffic types when 
the contention window (CW) setting provides service differentiation and is given by (5-33) 
when p is used to model  the CW [84]. 
 
1: 2	:… . : I0 = 1/1− 1: 2/1− 2:… : I0/1 − I0 
                                                                      
This trend was proved in [84] and can be used for calculating the p-persistent values to 
achieve service differentiations. For simplicity only two traffic types are considered, an 
expression for 2	in terms of 1 is given by (5-34).  
2	 = 1 ?241 − 16A / ?141 − 26A 
 If the s-ratio is 2:1 then  2 can be calculated from equation (5-34) as shown in (5-35). 
 
2 = 0.51/41 − 0.516 
               
From (5-40), 	V  will be changed to satisfy the s-ratio 2:1. This trend works effectively in 
ideal channel conditions. In adaptive p-persistent CSMA, p values are adjusted according to 
the channel conditions. The channel conditions can be obtained in the same way used in the 
link adaption mechanisms in 802.11. The probability of successful packet transmission 
denoted ) is given by (5-36), which is the same equation as in chapter 4. 
 
) = 1− G 
                                                                
(5-33) 
(5-34) 
(5-35) 
(5-36) 
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Gcan be obtained from Figure 3-3a and b as explained in chapter 4. If this probability 
()	is multiplied by , a new dynamic p-persistent value (	that depends on the channel 
conditions can be obtained as shown in (5-37). 
 = 1 − f×	G 
                                                                                                                                                                                                                                                          
Where f is a scaling factor that depends on the QoS needed and the range of	f is defined in 
(5-38). By applying this across two traffic types with s-ratio 2:1 gives expressions for 1 
and	2 in (5-39) and (5-40) respectively. 
0 ≤ f < 1F	 
 
1 = 11 − f× G1 
                                                                                                                                                                                                                                                          
2 =  0.5141 − 0.5161 − f× G2 
                                                                                                                                                                                    
										 This proposed algorithm can be implemented practically in a very simple way as PER 
information can be obtained through the link adaptation mechanisms. The default value of  p 
will be set by the station on the basis of an ideal channel and as the link degrades the p value 
changes dynamically according to equations (5-39) and (5-40) as explained in section 4.6.1. 
This protocol is similar to that was presented section 4.6 with a modification to work with 
link-adaption mechanisms (i.e. changing the data rate according to the link quality).  Also, 
this protocol does not require any information from the base station or any other stations in 
the system other than measure of PER. The proposed protocol can be easily implemented as it 
does not require any hardware modifications and can benefit from link-adaption mechanisms 
for calculating the PER values. 
(5-37) 
(5-40) 
(5-39) 
(5-38) 
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5.5 Simulation Setup 
 
The simulator that was developed in chapter 3 was modified to model the system described in 
section 5-2. The main modification was in the Transmit Function. In this Function, the station 
that commences a successful transmission should be classified according to its category type. 
Based on this classification the packet will be transmitted at this category data rate. In the 
case of unsuccessful transmission, the collided packets should be classified based on their 
access categories and the transmission time will be considered based on the lowest data rate 
of the collided packets. In this simulator all throughput and delay values should be absolute, 
not normalized as in the case of a single data rate. The rest of the simulator is the same to that 
explained in chapter 3.  
 
5.6 Results and Discussions 
 
In this section, several experiments were investigated to illustrate the anomaly effect in 
WLANs. The throughput and delay results of these experiments demonstrate the accuracy of 
our multirate mathematical models provided in the previous sections. The throughput results 
are presented first followed by the delay results.  In addition, experiments that demonstrate 
the effectiveness of the new adaptive protocol in alleviating the anomaly effect are provided.  
 
5.6.1 Throughput Results 
 
In this section, the results are divided into two sets. The first set provides the results for the 
multirate basic model and the second set provides the results for the cross-layer approach 
with multirate. 
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A- Basic multirate model results  
In order to illustrate the anomaly effect three experiments were carried out. In the first 
experiment, the 802.11b DCF modelled for two traffic groups. Simultaneously, the p-
persistent CSMA with 2 traffic types of the same priority is investigated to reflect the same 
behaviour.  In the second experiment, the first experiment is repeated for 802.11n and a 
corresponding p-persistent CSMA protocol. In the third experiment, the QoS differentiated p-
persistent CSMA protocol with multirate is investigated.   
In the first experiment, a similar DCF network topology was considered to that in [71] based 
on 802.11b, with the topology composed of two stations in Group 1 (G1) transmitting at 11 
Mbit/s while varying the number of stations from 2 to 14 in Group 2 (G2) transmitting at 
1Mbit/s. In order to do a fair comparison, the topology in [71] was used for the p-persistent 
CSMA protocol evaluated here. Access Category 1 (AC1) corresponds to G1 while Access 
Category 2 (AC2) corresponds to G2. The same experiment was repeated for 802.11n with 
data rates 26 and 6.5 Mbit/s for DCF and p-persistent CSMA with a multirate capability. The 
simulation parameters are shown in Table  5-1. For the case of p-persistent CSMA protocol, 
the p value was to 0.03 for both access categories which corresponds to the homogeneous 
case of protocol. The p-values in our model can be modelled in an 802.11 DCF simulator by 
fixing the size of the contention window (CW) such that CWmin = CWmax . The relationship 
between p and CW is  = 2/ij + 2 as calculated in [86]. The results for p-persistent 
CSMA were obtained both analytically and by simulations, while the results for DCF with 
multirate capability were obtained by simulations only. Figure  5-2a shows graphs of 
throughput versus number of stations for the 802.11b DCF and p-persistent CSMA. The 
results show that the throughput of both G1 and G2 are less than 1Mbit/s even though stations 
in G1 transmit at 11 Mbit/s. The same throughput trend was obtained for AC1 and AC2. 
Figure  5-2b shows the results for 802.11n and similar trends are obtained as for the results in 
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Figure  5-2a. The results illustrate the behaviour of the performance anomaly. The results 
show very close agreement between 802.11 DCF with a fixed size of contention window and 
the homogeneous case of p-persistent CSMA. The results demonstrate that the throughput is 
severely degraded die to the anomaly effect. 
Table  5-1: system simulation parameters of 802.11b/n 
Parameters  802.11b 802.11n 
Packet size 2324 byte 1500 byte 
ACK 192 µs 32 µs 
SIFS 10 µs 16 µs 
DIFS 50 µs 34 µs 
Slot 20 µs 9 µs 
 
 
Figure  5-2a: Saturated throughput per group and traffic type of 802.11DCF and p-persistent 
CSMA respectively for 802.11b stations 
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Figure  5-2b: Saturated throughput per group and traffic type of 802.11DCF and p-persistent 
CSMA respectively for 802.11n stations 
 
Figure  5-3 shows the throughput performance per traffic type of a p-persistent CSMA 
protocol with QoS differentiation for 4 traffic types (5 stations per traffic type) when 
transmitting at different date rates. A p1 value equal to 0.03 was used while p2, p3 and p4 were 
calculated in order to achieve throughput ratios S1=2S2,  S2=2S3 and S3=2S4  according to 
Hui's ratio [84]. In order to show the capability of our model (i.e. multirate), two scenarios 
were investigated. In the first scenario (i.e. single rate), all station of all traffic types transmit 
at date rate of 58.5 Mbit/s. Each Station of traffic type 1 achieves an average throughput of 
3.23 Mbit/s. In the second scenario (i.e. multirate), stations of traffic type 2 to type 4 drop 
their channel rates to 39, 26 and 6.5 Mbit/s, respectively, due to adverse channel conditions. 
In this scenario, each station of traffic type 1 can only achieve an average throughput of 2.07 
122 
 
Mbit/s, even though its channel rate is 58.5 Mbit/s which corresponds to a 36.4% drop in the 
throughput due to the performance anomaly effect. 
 
Figure  5-3: Throughput of stations transmitting at different data rates for 802.11n with 
different priorities 
B- Cross-layer results 
In this set of results, the effect of the PHY layer was investigated in terms of packet error rate 
and capture effect. The same scenarios as in the first set of results were investigated. In 
Figure  5-4, the effect of packet error rate on the throughput performance was investigated in 
the two scenarios. The first scenario demonstrates the case where all stations of the four 
traffic types transmit at 58.5 Mbit/s with two channel conditions (SNR = 8 dB and 9 dB).  
The "single rate" in the legend in Figure  5-4 refers to the model with single data rate and 
ideal channel conditions while the "multirate" refers to the model with multirate capability 
and ideal channel conditions. Also, in Figure  5-4  stations from 1 to 5 belong to AC1, stations 
from 6 to 10 belong to AC2, stations from 11 to 15 belong to AC3 and stations from 16 to 20 
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belong to AC4.  As expected the throughput degrades due to channel errors by 10% and 6% 
for SNR values 8 dB and 9 dB respectively in the case of the old model. The same result was 
obtained for the multirate. However, the packet error rate was the same for the 4 access 
categories but the SNR values are different according to the data rate for each traffic type.  
 
Figure  5-4 Throughput for stations of 4 traffic types with single rate and multirate scenarios 
and channel errors effect 
 
Figure  5-5 shows the throughput versus number of stations when the capture effect is taken 
into account. In this experiment traffic type 1 transmits at 58.5 Mbit/s and p1 = 0.05.  Traffic 
type 2, type 3 and type 4 transmit at 39 Mbit/s, 26 Mbit/s and 6.5 Mbit/s respectively. Their 
priorities were chosen to achieve throughput ratios S1=2S2, S2=2S3 and S3=2S4.  Comparing 
the two cases without capture and with capture in Figure  5-5, the results show that as the 
number of stations increases the throughput with capture effect improves due to the increase 
in number of collisions in the network. For example, when the number of stations is equal to 
28 the improvement in the throughput is 18.5 % compared to the case when the capture effect 
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is not included. This shows the total system throughput for the same experiment and the 
results show the same trend as the total system throughput is improved by 19% when the 
capture is included and number of stations is equal to 28. These results confirm that 
modelling the capture effect is important in order to obtain a more accurate network 
characterisation. However, the throughput of the higher data rates is degraded due to 
performance anomaly but including the capture effect shows alleviation of the issue. 
Comparing this result to that obtained in Figure 3-5b, it can be seen that the results in Figure 
3-5b show that the capture effect can improve the throughput by 26% when the number of 
stations is equal to 28 whereas in the multirate model the capture effect can only improve the 
throughput by 19%. This is because in the case of a multirate model, the network is less 
congested, even though there is the same number of stations, as stations with low data rates 
take longer time to transmit which reduces the probability of collision.  
Figure 5-5a shows the results for throughput of 4 traffic types at capture threshold, z=5dB 
with the number of stations as a parameter. This scenario is similar to that in Figure 5-3 
except that  p1=0.05 and the number of station is a variable. A similar trend to that in Figure 
3-5 is obtained. The results show that although the traffic types transmit at a different date 
rates, a station still can benefit from the capture effect. For example, when the number of 
stations is equal to 28 the throughput is increased by 20% compared to the case of without 
capture. Figure 5-5b shows the total throughput of the experiment presented in Figure 5-5a.  
The term "single rate" in the legend of Figure 5-5b refers to the basic model without 
considering multirate. Again, the results show that including the capture effect in a more 
accurate characterization of network.  The results show that total throughput is increased 
from 15.2 Mbit/s to 18.4 Mbit/s when the number of stations is equal to 28. This experiment 
demonstrates that when a station transmits at a different date rate the throughput performance 
is better than it appears in the basic case analysis due to the capture effect phenomena.  
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Figure  5-5a: Throughput versus number of stations for 4 traffic types with single rate and 
multirate scenarios, p1=0.5 and z=5 dB 
 
Figure 5-5b:  Total throughput versus number of stations for 4 traffic types with single rate 
and multirate scenarios,  p1=0.5 and z=5 dB  
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Figure  5-6 demonstrate the PHY layer effects where PER = 0.06 and threshold z as a 
parameter. In this experiment all stations are considered to have the same PER but at different 
SNR values due to transmitting at different data rates. The results in Figure 5-6 show when 
the number of stations is less than 12 the benefit from the capture effect is negligible, as there 
are no collisions and the failed packets are due to the link quality. As the number of stations 
increase the capture effect becomes clearer in the throughput performance. This improvement 
in the throughput depends also on the capture threshold z. For example, when the number of 
stations is equal to 28, the throughput with z=2, 5, 10 dB is higher than the basic single rate 
model by 14.6, 19.6 and 12% respectively.  
 
Figure  5-6: Total throughput versus number of stations for 4 traffic types with p1=0.5, PER 
=0.06 and capture threshold  z as parameter at different data rates 
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5.6.2 Delay Results 
 
Figure  5-7 shows the delay performance per traffic type of the two scenarios that were 
investigated in Figure  5-3. The results show that the average delay is increased due to the 
anomaly effect. For example, in the first scenario the average delay of traffic type 1 is 3.6 ms 
while in the second scenario it is increased to 5.7 ms, corresponding to a 58% increase in the 
average delay. Figure  5-8 shows the effect of packet error rates on the average delay for the 
two scenarios in Figure  5-4. The results are shown, as a line graph for clarification. The 
packet error rates have a similar effect on the system; average delay performances were 
similar as in the throughput case. As expected, the results show that as the packet errors 
degrade the delay performance for all traffic types.  
 
Figure  5-7 : Delay of stations  for 4 ACs with single rate and multirate scenarios, p1=0.5 
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Figure  5-8 Average delay of stations of 4 traffic types transmitting at different data rates for  
802.11n with channel errors effect 
 
 Figure  5-9 and Figure  5-10 show the results of the average delay per traffic type for the same 
throughput experiments in Figure  5-5 and Figure  5-6 respectively.  Figure  5-9 shows that the 
capture effect reduces the average delay for all traffic types and the lowest priority benefits 
more than the highest priority. For example, the average delay of AC 4 is reduced from 80.4 
ms when the capture is not included to 67.77 ms when z =5 dB. Figure  5-10 shows the case 
when packet error rates and different values of capture threshold are investigated. The results 
show the same trend as in the throughput performances. When PER =0.06 average delay per 
traffic type is increased and as the capture threshold decreases the average delay is reduced.  
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Figure  5-9 Average delay versus number of stations for 4 traffic types with p1=.05 and z=5 
dB at different data rates 
 
Figure  5-10:  Average delay versus number of stations for 4 traffic types with p1=0.5, 
PER=0.06 and capture threshold z as parameter at different data rates 
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5.6.3 Adaptive Protocol Results 
 
In order to demonstrate the effectiveness of the new adaptive protocol, two scenarios were 
investigated. In the first scenario, two access categories were considered (AC1 and AC2) 
with 5 stations each. Their priorities were chosen to achieve throughput ratios S1=2S2 and 
p1=0.03. Stations of traffic type 1 always transmit at 58.5 Mbit/s, while stations of traffic type 
2 changed their data rate according to channel conditions. Here, we consider PER =0.1 which 
makes the station drop its date rate to a lower one. For example when PER=0.2, the station 
drops its data rate from 58.5 Mbit/s to 39 Mbit/s. The results of the first scenario for the 
throughput and delay are depicted in Figure  5-11 and Figure  5-12, respectively. Firstly, 
stations of traffic type 2 drop their data rate from 58.5 Mbit/s to 39 Mbit/s which makes the 
average throughput of traffic type 1 degrades from 20.53 Mbit/s to 18.49 Mbit/s as shown in 
Figure  5-11. When the adaptive protocol is used and p2 is changed to a new value according 
to equation (5-40) where PER=0.2 the throughput of traffic type 1 is only degraded to     
20.19 Mbit/s. Secondly, when the stations of traffic type 2 dropped their data rate to              
26 Mbit/s, the throughput for stations of traffic type 1 is decreased to 16.17 Mbit/s and when 
the adaptive protocol is applied the throughput only degraded to 19 Mbit/s, which 
corresponds to 17.5% increase in the throughput compared to the non-adaptive protocol. 
Finally, when stations of traffic type 2 transmit at 6.5 Mbit/s, the throughput of traffic type 1 
stations degrades to 7.5 Mbit/s, while with the adaptive protocol they degrade to 12.23 Mbit/s 
which corresponds to a 63% increase in the throughput compared to the normal protocol. The 
results in Figure  5-11 demonstrate that the adaptive protocol alleviates the anomaly issue in 
WLANs Figure  5-12 shows the results of the average delay.  The results demonstrate that the 
adaptive protocol also improves the average delay performance of traffic type 1. For 
example, when stations of traffic type 2 transmit at 6.5 Mbit/s the delay increased from 2.8 
131 
 
ms to 7.8 ms, while when the adaptation protocol is applied the delay is increased only to 4.8 
ms. 
 
Figure  5-11: Throughput performance of the adaptive protocol for 2 access categories with 5 stations 
each and p1=0.03 at different data rates 
 
Figure  5-12: Average delay performance of the adaptive protocol for 2 access categories with 
5 stations each and p1=0.03 at different data rates 
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Figure  5-13 and Figure  5-14 show the results of the second scenario of the throughput and 
delay respectively. In this scenario, again two access categories were considered with 5 
stations per traffic type. Their priorities were also chosen to achieve throughput ratios S1=2S2 
and p1=0.03. Stations of traffic type 1 always transmit at 58.5 Mbit/s, while stations of traffic 
type 2 transmit at 6.5 Mbit/s. This experiment investigates the benefits from including the 
scaling factorf (i.e. scaling the value of PER before multiplied with p value). The term "Phi" 
in the legend refers to the scaling factor	f. The PER =0.5 and the range of possible values of 
scaling factor,f are (0 < f < 1.8). When f = 0 the protocol non-adaptive and when f =1 
the obtained result is similar to that in previous scenario. As f increases the throughput is 
improved, for example, when f =1.2 the throughput of traffic type 1 stations is improved by 
83.7% compared to the non-adaptive. By proper selection of the scaling factor, the 
throughput can be restored back to the value where there is no anomaly issue. In this 
experiment when  f =1.6 the throughput is 19.0 Mbit/s, which was very close to the case 
before the anomaly happened. Proper selection of the scaling factor is also very important to 
maintain a good level of fairness between the two traffic types.  
The results in Figure  5-14 demonstrate that including the scaling factor in adaptive protocol 
can improve the average delay performance of the traffic type 1 to reach the point before the 
anomaly occurred. For example, when stations f = 1.6 the average delay is 3.07 ms while 
before the  anomaly occurred it was 2.8 ms, which confirms the effectiveness of the new 
protocol.   The above results in the two scenario demonstrate that the p-persistent CSMA can 
be used adaptively to mitigate the anomaly issue in the WLANs. The improvement of 
performance of the affected traffic type can be enhanced by introducing the scaling factor. 
However, the scaling factor should be selected properly in order to maintain a good level of 
fairness among the traffic types. By using the adaptive protocol the QoS required for a certain 
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traffic type with specific applications can be maintained by this new adaptive p-persistent 
CSMA protocol. 
 
Figure  5-13: Throughput performance of the adaptive protocol for 5 station per 2 access with 
p1=0.03 and l as a parameter 
 
Figure  5-14: Average delay performance of the adaptive protocol for 5 stations per access 
category with p1=0.03 and las a parameter 
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5.7 Enhanced  Multirate Model 
  
In this model, our previous multirate model is generalised to model the multirate capability 
for each station in the system regardless of its traffic type. 
 
5.7.1 Model Description 
 
The main differences between this model and the previous model is that the transmission 
time,	&,m, (m is the group number) is variable depending on the rate of transmission of the 
station regardless of its traffic type and whether there is a successful transmission or 
collision. This means stations with the same traffic type could have different transmission 
rates as shown in Figure  5-15. The system contains M stations, where M=M1+M2+...+Mdmax, 
Md represents the number of stations with type d traffic, and dmax is the total number of traffic 
types in the system. Each station has only one traffic type. In our model, we classify the 
stations within the same traffic type into different groups (m according to their rate of the 
transmission, where stations belonging to a particular group have the same data rate. The 
number of stations in group	m is denoted as Md,ϑ where m = 1, 2, … , mmax is the group number, 
and the total number of stations within each traffic type is  as  shown in (5-41). 
	
	 = 
 	,nnNOL	n  
Hence the total number of stations in the system is given by (5-42). 
  
 = 
 
 	,nnNOL	n
	
	  
(5-41) 
(5-42) 
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Figure  5-15:   Channel state cycle for saturated case with multirate per station 
 
5.7.2 Basic Throughput Analysis 
  
In this model, a more realistic approach is considered where each station in the network has 
its own data rate. In order to include this approach into our model, equation (5-1) must be 
modified as in (5-43) to calculate the throughput of group 1 (1,1		and equation (5-3) must be 
modified to calculate the probability of a successful transmission for group 1 within traffic 
type 1 as shown in (5-43).   
 
1,1 = 71,18  
 
 41,6 = ,1 − 1 − , 
            
                                                       k = 0, 1, 2, . . ., ∞ 
 
The probability that no transmission has occurred before time slot boundary k+1 for stations 
of each other traffic type and for stations of each other group within traffic type 1 (i.e.	m ≠ 1) 
is obtained by modifying equation (5-4) as shown in (5-46).  
 
(5-43) 
(5-44) 
(5-45) 
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40	,n6 = 1 − 	! B41 − 16C,o 
 
Using equations (5-44) and (5-45) the probability of a successful packet transmission, 
4,6,	of stations of group 1 within traffic type 1 commencing transmission at time slot 
boundary k for k=0, 1, 2, ... ,∞	 is given by (5-46).                            
 
4,6 = 41,6 # 40	,n6	,n	$,n$  
 
If (5-46) is evaluated over the full range of k, then 7,8	can be obtained as shown in (5-
47). 
 
7,8 = (,
4,6*,  
 
The expected busy period (	is the sum of the expected deferral time - and expected 
transmission times &	as in (5-7). The expected length of the deferral time, -,	can be 
calculated as shown in (5-48). 
 
- = 0
1 # B41 − 6@+1C,o
	,n
	,n 2
*
  
 
&	is calculated differently as follows: Firstly the successful  transmission time for each 
group within  traffic type d, 7&3_	,m8 should be calculated, for example, the expected 
successful transmission time  of traffic group 1 within type 1, 4&3_,6 , is given by (5-49) . 
 
(5-46) 
(5-47) 
(5-48) 
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7&3_,8 = 
1411,16 # 40,m6I0,mI0≠1,m≠1 2
*
, × &, 
 
Then, the total expected successful transmisson time &3 is given by (5-50) 
 
&3 = 
 
 7&3_,m8mm=1
	
	  
 
                                                                                    
 &/  is the collision time and is due to two types of collisions,  internal collision which 
result from a collision between two or more packets from stations in the same  group with 
same traffic type and external collisions which are due to a collision between two or more 
packets from stations of other groups with the same and different traffic types. In order to 
calculate		&/ the probability of more than one station (i.e.	9	,m ≥ 2 ) transmitting at the 
same time (,n is calculated first as shown in (5-51). The probability of an internal collision 
of traffic type 1 (<1,1 ) is given by (5-52). 
 
,n = =,n9,n >?	41 − 6@A9,o B41 − 6@+1C,o−9,o 
 
<1,1 = =1,191,1 >?	141 − 16@A91,1 B41 − 16@+1C1,1−91,1
× # 1 − 	! B41 − 16C,o	,n	$,n$  
The probability of an external collsion	F,) for  group1 within traffic type 1 can be 
calculated as shown in (5-53) 
(5-49) 
(5-50) 
(5-52) 
(5-51) 
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G1,1 = 
 … 
 
 …2,92,o=0 
 …
2,o
91,o=0

 1 # ,nI0,n=1,,n 2
I0,o
9I0,o=
1,o
91,o=0
1,1
91,1=1
 
Where x = 0 if any other traffic type has a packet to transmitt and x=1 if all other traffic types 
have no packets to transmit. When calculating the external collision of group 2 with traffic 
type 1 the external collision between group 1 and group 2 should be excluded as it is already 
included in the case of traffic type 1 and so on for other groups. The total collison time of 
group 1 with traffic type 1, 7&/_,8, can be calculated using (5-52) and (5-53) as shown in 
(5-54).  
 
7&/_,8 = 
F,*, × &NOL +
p, × &,
*
,  
 
Where &I0 is maximum collision time of a transmitted packet and the total collision time 
&/ can be calculated as in (5-55). 
 
&/ = 
 
7&/_,m8mI0m=1
	
	  
The throughput of group 1 within traffic type 1 can be calculated by substituting equations 
(5-50) and (5-55) into equation (5-7) and then substituting equation (5-7) and (5-48) into (5-
43). The total system throughput can be calculated as shown in (5-57). 
 
 = 
 
 ),nnn
	
	  
 
(5-53) 
(5-54) 
(5-55) 
(5-56) 
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5.7.3 Basic Delay Analysis 
 
The delay is calculated for a station in group 1 with traffic type d = 1, however this analysis 
can be applied to stations of any of the traffic types in the system by simple substitution. The 
overall delay for a group 1 with station traffic type 1 packet, a`1,1,  with multirate capability 
can then be calculated as shown in (5-57). 
 
a`1,1 	= -+ ∑ ∑ 7&U_1,18nnI0=1 + ∑ ∑ 7&)_1,18nI0nI0=11,1  
Where  1,1 is shown in (5-58). 
	
1,1 = 4)1,161,1  
Now the average delay of stations of traffic type 1 can be calculated as shown in (5-59). 
 
a`1 = 
 a`,nnn  
 
5.7.4 Throughput Analysis with PHY Effects 
 
This analysis is similar to that in model 1 except that the packet error rates effect and capture 
are added to the analysis using groups instead of traffic type. In this analysis, only the key 
equations are presented. Equations (5-43) and (5-20) are written for groups as shown in (5-
60) and (5-61). 
 
1,1_ℎT = 71,1_ℎT87ℎT8  
(5-57) 
(5-58) 
(5-59) 
(5-60) 
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4	,nℎT6 = 4	,nG6 + 4	,nU06 
For this model, equation (5-21) can be written for groups as shown (5-62). 
 
			4,ℎT6 = 41,6 # 40	,m6 × 41 − F,6	$,m$
+ 
 … 
 … 
 1# 49	,m	,m6		 2
!,mI0
K!,mI0,
,mI0
K,mI0,
,
K,V
49,6W ?9 − 1|Y,A	 
                    
Then an expression for	7,_Z[\8 given by (5-64).                                                               
 
7,_Z[\8 = &	, × (, ×	
 		4,ℎT6*+, 		 
                                                   
The expected busy period in the presence of PHY layer effects (7Z[\8	is the sum of the 
expected deferral and expected transmission times as in (5-64) 
 
7Z[\8 = - + 7&Z[\8 
                                                                                                     
The expected transmission time in the presence of PHY layer effects (7&Z[\8) can be 
calculated by (5-24). 7&3_Z[\8  is the successful transmission time with PHY layer effects 
for the case of group basis as shown in (5-65), and 7&]8 is the transmission time when the 
packet is not received due to channel errors and can be calculated by (5-66). 
(5-61) 
(5-62) 
(5-63) 
(5-64) 
141 
 
 
7&3_Z[\8 = 
 
 ^&	,n	 ×
4)	,nℎT6*, _
n
n
	
	  
 
7&]8 = 
 
 ^&	,n	 × F	,n ×
4)	,n6*, _
n
n
	
	  
7&/_/OZ8 is the collision time when the capture effct is considered in the system and can be 
calcluted by (5-67). 
 
 B&/_qrC = 
 
 7&/_!,o8
n
n
	
	 × 41 − 9	,n9 − 1|Y	,n6 × &NOL 
In order to calculate the throughput of group 1 equations (5-65), (5-66) and (5-67) should be 
substituted into equation (5-24) and then substituting equation (5-24) and (5-8) into (5-65).  
Substituting (5-64) and (5-63) into (5-60) gives the throughput of group 1 with traffic type 1 
with PHY layer effects. The throughput of traffic type 1 can be calculated as shown in (5-68) 
and the total system throughput can be calculated as shown in (5-69).  
 
)1_ℎT = 
 ),nnn  
 
Z[\ = 
 )	_Z[\		  
 
 
(5-66) 
(5-65) 
(5-67) 
(5-68) 
(5-69) 
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5.7.5 Delay analysis with PHY Effects 
 
In this model all calculations are made using groups. The probability that a particular group 1 
within a traffic type 1 station is successful (1,1_ℎT	in the presence of PHY layer effects can 
be calculated as in (5-71). 
 
1,1_ℎT = 4)1,1ℎT61,1  
The overall average delay for a group 1 with type 1 packet in the case of multirate and PHY 
layer effects  can then be calculated as shown in (5-72). 
 
a`1,1_ℎT = -+ 7&ℎT81,1  
5.7.6 Results and Discussions 
 
In order to demonstrate the accuracy of our enhanced multirate model, we consider the 
following two scenarios as shown in Figure  5-16. In the first scenario, two traffic types were 
considered with 10 stations each. The value of p1 was set to 0.03 and p2  was calculated to 
achieve S1=2S2 . Each traffic type was divided into 2 groups, G11 and G12 for traffic type 1 
and G21 G22 for traffic type 2.  Stations of all groups transmit at 58.5 Mbit/s.  The results 
show that the throughput of G11=G12=9.6 Mbit/s due to the same p value while the 
throughput of G21 and G22 is equal to 4.8 Mbit/s, which corresponds to half of the 
throughput of traffic type 1. In the second scenario, stations of G12 transmit at 39 Mbit/s, 
stations of G21 transmit 26 Mbit/s and stations of G22 transmit at 6.5 Mbit/s. Figure  5-16 
shows that the throughput of G11 stations decreased by 55% compared to the case where all 
stations in the network transmit at the same data rate. The main effect is due to the stations of 
G12 as they have the same priority which results in both groups having similar throughput 
(5-71) 
(5-72) 
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even though G11 transmits at 58.5Mbits. A similar trend is obtained for G21 and G22 where 
the throughput of G12 is degraded to the same value as G22's throughput, which is equal to 
2.15 Mbit/s. This scenario demonstrates that the anomaly effect is more significant when 
stations with the same traffic type transmit at a different data rate than the case in our 
previous model where stations with same traffic type transmit at the same data rate.  
Figure  5-17 shows the delay results for the same scenarios and a corresponding trend to the 
throughput results is obtained. The delay in the G11 group is degraded due to the anomaly 
issue in the network. The main factor in the delay degradation of G11 comes from stations of 
G12 and is due to having a similar priority. This scenario clearly demonstrate that when the 
stations within the same traffic type transmit at different data rates, the stations with higher 
data rate see their throughput and delay performances degraded to  the same  performance of 
stations with lower data rates.  
 
Figure  5-16:  Throughput of stations of 2 traffic types with 2 groups each transmitting at 
different data rates for 802.11n with different priorities and p1=0.03 
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Figure  5-17:Average delay of stations of 2 traffic types with 2 groups each  transmitting at 
different data rates for 802.11n with different priorities and p1=0.03 
The following set of results illustrate the PHY layer effects in terms of packet error rates and 
capture effect when the enhanced  model of multirate is considered.   
Figure  5-18 
 shows the total throughput versus number of stations with PHY layer effects. Again four 
groups (G11, G12, G21 and G22) are used and the throughput ratio is S1=2S2  with  p1=0.05. 
When the capture effect is included with z=5 dB, the throughput is improved by 39 % 
compared to the case where the capture is not considered. The results also show that the 
anomaly issue has a significant effect on the throughput performance. By comparing the 
results of the throughput with capture and the results for single rate even without considering 
the capture, the total throughput degraded by 49% when the number of stations is 28. Figure 
 5-19 shows the delay results for the same experiment. Here also the capture improves the 
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delay performance for traffic types 1 and 2 compared to the case where the capture is not 
included, a similar trend to that was obtained in the case of the throughput.  
 
Figure  5-18:  Total throughput versus number of stations for 2 traffic types with 2 groups 
each and  p1=0.5, z=5dB and  PER as parameter at different data rates 
 
Figure  5-19:  Average delay versus number of stations for 2 traffic types with 2 groups each 
and  p1=0.5, z=5dB and  PER as parameter at different data rates 
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5.7.7 Adaptive Protocol Results for Enhanced Protocol  
 
In this section the adapting protocol is investigated for the same experiment in Figure  5-17. 
The same two scenarios that were investigated in figure are adopted here to show the 
effectiveness of the adaptive protocol. Here also, in first scenario (single rate) all stations 
transmit at 58.5 Mbit/s. In the second scenario (multiarte), stations of G11 transmit at 58.5 
Mbit/s, stations of G11 transmit at 39 Mbit/s, stations of G21 transmit 26Mbit/s and stations 
of G22 transmit at 6.5 Mbit/s. Figure  5-20 shows that the adaptive protocol improves the 
throughput of G11 and G12 by 59% and 27% respectively compared to the non adaptive 
protocol. The throughput of G21 is also improved by 11% while the throughput of G22 is 
degraded by 21% compared to the non-adaptive protocol. The results clearly show that the 
adaptive protocol improves the throughput performance of groups with high priority and 
transmit at high data rate.  There is a small tradeoff where the low priority groups that 
transmit at low data rates their throughput is slightly degraded due the adaptation protocol. 
However, the advantage of the adaptive protocol in terms of improving the high priority 
stations transmitting at  high data rates  is significant compared with its disadvantage, which 
the small degradation of the throughput performance of low priority group which already 
transmit at low data rate.  These results demonstrate the effectiveness of the adaptive protocol 
for improving the throughput performance of stations with high priory and transmit at high 
data rate when their throughput performance is affect by low priory station that transit at low 
data rates.   
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Figure  5-20: Throughput performance of the adaptive protocol for 2 AC with 5 station per 
group with p1=0.03.  
 
5.8 WLAN Planning 
 
In this set of results, the benefit of the adaptive protocol in network panning is demonstrated. 
In this case study, two traffic types were considered with p1 set to 0.03, and p2 set to provide 
throughput ratio S1:S2=2:1. The throughput per user per traffic type, s, is calculated 
by		t = u!!  is explained in section 3-7. Number of stations per traffic type is 18 and traffic 
type 1 stations transmit at 58.5 Mbit/s, while stations of traffic type 2 transmit at 6.5 Mbit/s. 
The results in Figure  5-21 show that when the non adaptive protocol is adopted, the AP can 
serve 7 users of traffic type 1 with QoS requirements of 1 Mbit/s, and 7 users of traffic type 2 
with QoS requirements of 500kbit/s. For adaptive protocol, the AP can serve 11 users of 
traffic type 1 with QoS requirements of 1 Mbit/s, and 7 users of traffic type 2 with QoS 
requirements of 500Kbit/s. In total, when the non adaptive protocol is used the AP can serve 
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14 users while in the adaptive protocol is adopted the AP can serve 18 users.  This is 
equivalent to a 28% improvement in the capacity of the system meaning fewer APs should be 
deployed. When the scaling factor is used (i.e. scaling the value of PER before multispeed it 
with p value), the adaptive protocol improves the number of user that the AP can serve by 
35%. These results demonstrate that more efficient network planning can be achieved with 
the use of the adaptive protocol when the WLAN suffers from the performance anomaly. 
 
 
Figure  5-21: Saturated throughput per user as a function of number of user per traffic type 
with adaptive protocol 
 
5.9 Conclusions 
 
In this chapter, we have developed a new throughput and delay analysis for a QoS 
differentiated p-persistent CSMA protocol with multirate capability by modifying the model 
in [56]. However, the previous studies based on Markovian analysis could only access fewer 
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configurations, limited to a single traffic type. This new analysis is an effective way of 
modeling 802.11 DCF and EDCA in the case of the performance anomaly. The results 
showed that due to the performance anomaly, the throughput performance of stations with a 
high priority is degraded by 36.4 % even though they transmit at 58 Mbit/s. Results have 
been produced to validate the analysis by comparing it to the single traffic type model in [71] 
and through simulations.  We have modelled a more practical and realistic scenario by 
including the PHY layer effects.  The results showed that including the capture effect 
improves the performance by 19.6%. An adaptive p-persistent CSMA protocol is proposed to 
mitigate the anomaly issue  and the results show that this adaptive protocol can improve the 
system performance by 83% when the scaling factor f = 1.2. The model was further 
enhanced whereby each station in the network can transmit at any data rate regardless of its 
traffic type. The results of this model showed that when stations with the same traffic type 
transmit at different data rates the throughput performance and delay are dominated by the 
stations with lowest data rate.  The results demonstrated that when stations transmit at 58.5 
Mbit/s their throughput performance is degraded by 55%. Finally, this improved model was 
modified to include the PHY layer effects in terms of packet error rate and capture. The delay 
performance is also investigated and the results showed corroborating trends to those 
obtained in the case of throughput. The results showed that the adaptive protocol improves 
the network capacity which leads to fewer APs that being deployed. The size of these 
changes demonstrate the need to model the multirate scenario in order to obtain an accurate 
characterization of the network performance and more efficient network planning.  
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Chapter 6  
 
 
Conclusions and Future work 
 
 
Due to the high demand for QoS differentiated WLANs, the improvement of the throughput 
and delay performance for CSMA/CA-based WLANs has become  more important than ever. 
Two main research directions have focused on the improvement and the accuracy of 
calculating the throughput and delay. The first direction was from the pure MAC protocol 
perspective. The second direction was from the PHY/MAC perspective, where the PHY layer 
effects are included in the analytical models for more accurate evaluation of the throughput 
and delay performance of WLANs. This direction was one of our main topics in this thesis. 
After  Bianchi's landmark work in [5], where he provided an analysis for  the saturated 
throughput of the basic 802.11 protocol based on a two dimensional Markov model of the 
MAC layer, developing an accurate closed form solution of the throughput and delay has 
received significant attention by researchers due its importance in network planning and 
design. In fact, a large number of works have investigated almost every aspect of the 
behaviour of DCF under different traffic loads and channel transmission conditions. In a 
wireless channel, a packet may not be received correctly for two main reasons. Firstly, when 
the SNR value is too low this makes a single packet experience bit errors after decoding at the 
receiver. Secondly, when there is a collision between two or more packets from different 
stations, the SIR typically degrades significantly and packets are destroyed. However, in 
wireless networks, a packet collision does not necessarily mean all the simultaneously 
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transmitted packets are being lost. One of these packets can be received correctly if the 
received power ratio is greater than a certain value, called the SIR threshold. This 
phenomenon is called the capture effect and has a significant impact on the network capacity.  
The other key parameters that determine the capacity is the minimum association rate between 
the AP and the stations. Stations transmitting at low data rates occupy the channel for a longer 
time, which causes the overall system throughput to be significantly reduced. Therefore, the 
throughput of a station that transmits at a high data rate may be degraded to the throughput 
value of a station that transmits at the lowest data rate. This phenomenon is known as the 
performance anomaly.  In this thesis the first aim was to develop more accurate models to 
calculate the throughput and average delay of a QoS differentiated p-persistent CSMA 
protocol. A summary and discussion of the main outcomes obtained throughout the thesis is 
presented. The areas of novelty and originality developed from this research are also stated.  
Finally, the areas of work that require further investigation are discussed. 
6.1 Summary and Discussion 
In this thesis, an analytical expression for the saturated throughput/delay of the QoS 
differentiated p-persistent CSMA protocol in the presence of a multipath Rayleigh fading 
channel was developed. This analysis validates the accuracy of our developed simulation 
model of the PHY/MAC cross-layer. This approach offers an accurate characterisation of the 
performance of a QoS differentiated systems such as 802.11e EDCA in a more realistic 
environment, with less complexity compared to the Markovian analytical models. In order to 
show the effectiveness of our model and the benefit from developing a more accurate model, 
many scenarios were investigated. The results showed that benefit from the capture effect 
depends on the number of stations in the network, capture threshold and the number of traffic 
types in the system.  The results demonstrated that as the number of stations increase the 
throughput and delay performance are improved, for example, when the number of stations is 
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36 the throughput is increased  by 47% with threshold z=2 dB compared to the basic case. 
The delay results demonstrate that without capture and  p1 between 0.01 and 0.02 minimises 
delay across all ACs and maximises throughput. However, this gives a restrictive range on p1 
when managing the overall network loads in differential mode. By including capture effect, 
the operating range of p1 is seen to increase from 0.01 to 0.05 in order to keep delays across 
ACs low and the throughput high. This is important for the lower priority traffic types which 
are more sensitive to the capture effect. It can be concluded that including the capture effect 
in the analysis results in accurate estimation of the capacity of the system.  Compared to the 
case where the capture is excluded, there is an increase of 33% in network capacity which 
means fewer APs should be deployed. More efficient network planning can be achieved with 
the use of more accurate throughput/delay calculations and excluding the capture effect from 
the analysis underestimates the throughput/delay performance of the network. 
In chapter 4, a cross layer approach for the non-saturated throughput/delay performance was 
developed. A closed form analytical model was presented to calculate the non-saturated 
throughput and delay of a QoS differentiated p-persistent CSMA protocol in fading and 
shadowing channels. The developed model expresses the throughput/delay performance as a 
function of the number of stations, packet error rates and capture threshold. This was 
developed from on the analysis of the saturation case in chapter 3 by allowing the stations to 
be non-saturated. The offered load of the stations was varied, enabling them to have 
heterogeneous loads as well as heterogeneous priorities. The results demonstrated that when 
the offered load, G, is less than 1 there is no noticeable benefit from including the capture 
effect and the packet error rates have very little effect on the throughput performance.  This is 
due to the low chance of collisions, as there is not much traffic in the network. As G 
increases, the benefit from the capture effect becomes more pronounced and the packet error 
rate has a clear degrading effect on the throughput performance. The results also showed that 
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when comparing the performance of this new model with PHY layer effects to the basic 
model,  the  total throughput is increased by 28 % at G=10 and SNR > 12.5 dB, while at SNR 
= 7 dB the total throughput is only improved by 7%  compared to the basic model. The delay 
results illustrated that including the capture effect in the analysis results in reducing the delay 
while the packet error rates increase the delay. An adaptive p-persistent CSMA protocol with 
heterogeneous traffic that mitigates the throughput degradation due to the packet error rates 
and improves the high priority access categories at low offered load values was developed.  
In chapter 5, a new saturated throughput/delay model for a QoS differentiated p-persistent 
CSMA protocol with multirate capability was developed. This new analysis is an effective 
way of modelling 802.11 DCF and EDCA in the case of the performance anomaly. The 
results showed that due to the performance anomaly, the throughput performance of stations 
with a high priority is significantly degraded even though they transmit at high data rates. The 
model was extended to a more practical and realistic model where the PHY layer effects are 
incorporated. The results demonstrated that when the capture effect is taken into account the 
throughput is increased by 26% when the number of stations is equal to 28 with the same data 
rates, whereas in the multirate model including the capture effect in the analysis can only 
increase the throughput by 19%. This is because in the case of multirate model, the stations 
with low data rates take a long time to transmit which reduces the probability of collision.  
An adaptive p-persistent CSMA protocol was proposed to mitigate the anomaly issue and the 
results show that this adaptive protocol can improve the system performance by 83% when 
the scaling factor ∝= 1.2. The delay performance was also investigated and the results 
showed similar trends to those obtained for the throughput performance. The model has then 
been improved to a more general and realistic model, where each station in the network can 
transmit at any data rate regardless of its traffic type. The results of this model showed that 
when stations with the same traffic type transmit at different data rates, the throughput 
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performance and delay are dominated by the stations with the lower data rates. The results 
demonstrated that when stations transmit at 58.5 Mbit/s their throughput performance is 
degraded by 55%. These results clearly demonstrate the need for accurate modelling of the 
throughput/delay of a QoS differentiated p-persistent CSMA protocol. The adaptive protocol 
results showed that the anomaly issue can be mitigated by adjusting the p value according to 
the channel conditions. The results also demonstrated that the adaptive protocol enhances the 
network capacity which results in efficient network planning. The results showed that the 
capacity of the network is improved by 35% when the adaptive protocol is applied.  
6.2 Areas of Novelty and Originality 
The primary goal of this research work was to develop more accurate models of the 
throughput and delay of the 802.11e EDCA protocol using the p-persistent CSMA protocol 
and can be applied. The throughput and delay are the most important elements for efficient 
WLAN planning and design. The work in this thesis shows the QoS differentiated p-
persistent CSMA can be effectively used to mitigate the anomaly performance of WLANs. 
To conclude this chapter, the areas of original work within this research are listed below: 
1. The straightforward time-domain analysis of the new PHY/MAC cross-layer 
approach, which calculates the saturated throughput/delay of p-persistent CSMA 
allows for accurate characterisation of the network performance in a practical 
environment. This approach can be applied to systems with a QoS differentiation such 
as 802.11e EDCA networks by use of a fixed window size with less complexity than 
the Markovian models. 
2. The new non-saturated form of p-persistent CSMA analysis with PHY layer effects 
enables the accurate evaluation of the throughput/delay performance of a non-
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saturated network with heterogeneous priorities and heterogeneous loads accurately in 
a realistic environment. 
3. The new saturated form of a QoS differentiated p-persistent CSMA analysis with 
multirate capability allows for evaluating the performance anomaly of WLANs.  
4. An adaptive p-persistent CSMA protocol was introduced as a solution to the anomaly 
issue in the QoS differentiated WLANs. The protocol effectively mitigated the 
anomaly issue and improves the performance of the high priority traffic type. 
6.3 Final conclusions 
The work presented in this thesis shows that the PHY layer effects (packet error rates and 
capture effect) have significant impact on the throughput/delay performance of WLANs. 
Since the throughput and delay are main factors in the WLAN planning and design, this 
research develops PHY/MAC models that accurately calculate the throughput/delay of the 
QoS differentiated p-persistent CSMA protocol which can be applied to 802.11e. The 
anomaly performance has also a significant effect on the WLANs performance which affects 
the calculation of the network capacity during the network planning phase, this research 
develops a QoS differentiated p-persistent CSMA with multirate capability that can be used 
to characterises the performance anomaly of 802.11DCF and 802.11e EDCA. An adaptive p-
persistent CSMA protocol is developed to mitigate the anomaly issue in WLANs. The 
developed models can be applied to the QoS differentiated systems such as 80.11e EDCA 
with less complexity than Markovain models. In our research, for PHY layer standards we 
used the IEEE 802.11a/g/n and the capture model was based on the Rayleigh fading channel, 
however, our models can be used with any PHY layer standard and any other capture models 
that may developed in the future.  
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6.4 Recommendations for Future Work 
This section outlines some new areas of research for future work based on our finding in this 
thesis. 
1. The thesis has aimed to analyse and characterise saturated throughput/delay of p-
persistent CSMA with PHY layer effect and can be applied to 802.11e EDCA. The 
next logical stage would be to include the other features of the 802.11e EDCA. This 
includes internal collision resolution, transmit opportunity, retry limits and arbitration 
interframe spaces.   
2. In WLAN planning, the process estimates the optimum number of APs and their 
placement. Many factors should be taken into account when estimating the number of 
APs. The main factor is the QoS required and average throughput of the network. 
These algorithms which are used for network planning estimate the throughput based 
on the MAC protocol only, without including the PHY layer effects. The next logical 
stage of our PHY/MAC cross-layer approaches is to be used in network planning 
algorithms, which will lead to more accurate estimation of the number of APs 
required and ensure the QOS for the users.  
3. The multirate capability was only modelled for the saturated case. Modelling the 
multirate capability of a QoS differentiated p-persistent CSMA for the non-saturated 
case is a challenging task and has never been done before in any study. The thesis has 
aimed to analyse and characterise the non-saturated throughput/delay of p-persistent 
CSMA with PHY layer effect. The next logical stage would be to include the other 
features of the 802.11e EDCA. This includes internal collision resolution, transmit 
opportunity, retry limits and arbitration interframe spaces.   
4. The analysis in this thesis has been validated by realistic simulations. Since our 
models included the PHY layer effects, these findings should be tested in a test bed 
157 
 
and introduce the p-persistent CSMA as an alternative to the EDCA. The adaptive 
protocol should also be tested in a test bed to show its effectiveness in mitigating the 
anomaly issue. 
5. The analysis in this thesis models  the channel access on the basis of the head of the 
line behaviour. The next logical stage would be use this analysis to develop queuing 
model for p-persistent CSMA protocol with PYH layer effects for both saturated and 
non-saturated cases.  
6. Video transmission is a very challenging task over WLANs. The next step could be to 
investigate the video transmission over WLANs when there is an anomaly issue and 
investigate if our adaptive protocol could improve the video quality.  
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