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NON-SCHURIAN INDECOMPOSABLES VIA INTERSECTION THEORY
HANS FRANZEN AND THORSTEN WEIST
Abstract. For an acyclic quiver with three vertices, we consider the canonical decomposition
of a non-Schurian root and associate certain representations of a generalized Kronecker quiver.
These representations correspond to points contained in the intersection of two subvarieties of
a Grassmannian and give rise to representations of the original quiver, preserving indecom-
posability. We show that these subvarieties intersect using Schubert calculus. Provided that
it contains a Schurian representation, the dimension of the intersection is what we expect by
Kac’s Theorem.
1. Introduction
The classification of indecomposable quiver representations is a very hard problem in general.
In many cases, it is not known how to construct just one indecomposable representation of a
given dimension explicitly. By a Theorem of Kac [15, Theorem C], the number of parameters of
isomorphism classes of indecomposables of a fixed dimension is determined by the Euler form
of the quiver. We combine representation-theoretic and geometric methods in order to describe
such a parameter family of indecomposable representations for certain non-Schurian roots of
an acyclic quiver with three vertices which is fixed from now on. Actually, the results can
be extended straightforwardly to non-Schurian roots whose canonical decomposition consists of
an exceptional root and an imaginary Schur root which corresponds to a root of a generalized
Kronecker quiver.
Given a Schur root α, the methods of [24] can be used to construct (1−〈α,α〉)-parametric fam-
ilies of indecomposable representations, as predicted by Kac’s Theorem. The main reason why
there is no natural generalization to the non-Schurian case is that the canonical decomposition
of a non-Schurian root does not consist of the root itself while the canonical decomposition of a
Schur root does. This ensures that glueing representations recursively, following the algorithm of
[6], ends with indecomposable representations. The canonical decomposition of a non-Schurian
root of a quiver with three vertices consists of an imaginary Schur root and an exceptional root
where the imaginary root corresponds to one of a generalized Kronecker quiver. This suggests
to try to construct indecomposable representations using Ringel’s reflection functor introduced
in [21]. In general, it is not clear how to characterize representations which can be obtained in
this way or how to decide whether there even exist any indecomposables of this shape. In this
paper, we introduce a method which enables us to answer this question geometrically.
For a fixed non-Schurian root α of a quiver with three vertices, we assume that its canonical
decomposition reads as α = αd11 ⊕ αˆ, where α1 is a real Schur root and αˆ ∈ α
⊥
1 is imaginary (the
other possible case for the canonical decomposition is dual; see Lemma 3.1). A representation
Mαˆ ∈ α
⊥
1 (the subscript indicates that its dimension vector is αˆ) and a d1-dimensional subspace
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U of Ext(Mαˆ, Sα1) give rise to a short exact sequence
0→ Sd1α1 →Mα →Mαˆ → 0
such that Mα is indecomposable whenever Mαˆ is (cf. Proposition 3.3). In this context Sα1
is the indecomposable of dimension vector α1. The construction of a (1 − 〈α,α〉)-family of
indecomposables Mα thus reduces to finding a respective family of indecomposables Mαˆ in α
⊥
1
with dimExt(Mαˆ, Sα1) ≥ d1.
Let α2 and α3 be the two simple roots of the category α
⊥
1 . Then α
⊥
1 is equivalent to the
category of a generalized Kronecker quiver. Writing αˆ = αd22 + α
d3
3 , the root αˆ corresponds to
the root (d3, d2) of K(ext(α3, α2)) if we assume that ext(α2, α3) = 0. Consider the short exact
sequence 0→ S
ext(α3,α2)
α2 → Sδ → Sα3 → 0 induced by the choice of a basis of Ext(Sα3 , Sα2). Set
r = ext(α3, α2)d3 − d2. Suppose we had a commutative diagram with exact rows
0 // Srα2
//
f1

Sd3δ
f2

// Mαˆ //
f3

0
0 // Stα1
// Ssα1
// S
d1+〈αˆ,α1〉
α1
// 0
for certain s, t ≥ 0 such that all fi’s are of maximal rank. This would imply dimExt(Mαˆ, Sα1) ≥
d1. If d3 = 1 then Mαˆ would even be indecomposable. If d3 ≥ 2 then indecomposability is
not guaranteed but in many cases a recursive procedure applies to construct Mαˆ from smaller
dimensions, assuring that it is indecomposable.
We investigate under which circumstances a diagram as above can be found. For these
purposes, we restrict to roots α that we call of type one; a mild numerical condition that we
define in Definition 3.12. We consider the Grassmannian Grr(Hom(Sα2 , S
s
α1)) – its points can
be regarded as injective morphisms Srα2 → S
s
α1 – and define subvarieties X
α
1 and X
α
2 inside this
Grassmannian such that a point lies in Xα1 (resp. X
α
2 ) if and only if the corresponding morphism
factors through Stα1 (resp. S
d3
δ ). Denote I
α = Xα1 ∩X
α
2 . Our main result states:
Theorem 1.1. Let α be a non-Schurian root of type one. Then we have:
(1) A point of Iα corresponds to a representation Mαˆ ∈ α
⊥
1 for which dimExt(Mαˆ, Sα1) ≥ d1.
Two such representations are isomorphic if and only if the corresponding points lie in
the same Gld3(k)-orbit.
(2) Every pair (Mαˆ, e) ∈ I
α × Grd1(Ext(Mαˆ, Sα1)) gives rise to a short exact sequence
0 → Sd1α1 → Mα → Mαˆ → 0 such that Mα is indecomposable if and only if Mαˆ is
indecomposable.
Given another pair (M ′αˆ, e
′) ∈ Iα × Grd1(Ext(M
′
αˆ, Sα1)) with short exact sequence
0→ Sd1α1 →M
′
α →M
′
αˆ → 0, the middle terms Mα and M
′
α are isomorphic if and only if
e and e′ are isomorphic.
(3) The closed subset Iα is non-empty and each of its irreducible components has dimension
at least d23 − 〈α,α〉.
(4) If Iα contains one Schurian representation Mαˆ then the corresponding irreducible com-
ponent is of dimension d23 − 〈α,α〉 and contains an open subset of Schurian representa-
tions. In this case, there exists a (1 − 〈α,α〉)-parameter family of isomorphism classes
of Schurian representations of dimension αˆ with Mαˆ ∈ S
⊥
α1 and dimExt(Mαˆ, Sα1) ≥ d1.
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(5) If there exist a decomposition α = β + γ, which is compatible with the canonical decom-
position of α, and Schur representations Mβˆ ∈ I
β and Mγˆ ∈ I
γ with Hom(Mβˆ ,Mγˆ) =
Hom(Mγˆ ,Mβˆ) = 0, then there is a non-empty open subset of Schurian representations
in Iα which can be constructed recursively from Schurian representations of dimensions
βˆ and γˆ.
The first assertion of the theorem follows from Theorem 3.17, the second from Proposition 3.3.
Having determined the dimensions of both Xα1 and X
α
2 it is immediate that every irreducible
component of Iα is at least (d23 − 〈α,α〉)-dimensional – provided that I
α is non-empty; this is
Theorem 3.21. We use Schubert calculus to show that Iα 6= ∅. More precisely we display the class
[X1] · [X2] in the Chow ring of the ambient Grassmannian as a (positive) linear combination∑
λ dλ∆λ (see Theorem 3.30) and exhibit one partition λ for which we can read off dλ 6= 0.
As there exists a Gld3(k)-action on I
α whose orbits are precisely the isomorphism classes, Kac’s
theorem yields the upper bound for the dimension of Iα indicated in the fourth part, see Remark
3.19. Finally, it can be shown that the map dimHom is upper semi-continuous on Iβ × Iγ when
α = β + γ is compatible with the canonical decomposition of α. Combining this observation
with the methods of [26], the last part of the theorem is obtained in Theorems 3.35 and 3.36.
We discuss special cases in which the mentioned numerical conditions are violated in subsec-
tion 4.1 and conclude with subsection 4.2 where we illustrate our methods with several examples.
Acknowledgements. The authors are grateful to Michael Ehrig for explaining the proof of
Lemma 3.28. Moreover, we would like to thank Andrew Hubery and Markus Reineke for helpful
comments.
2. Preliminaries
2.1. Quiver representations. We recall the basic notions concerning the representation theory
of quivers. For a detailed introduction, we refer to [1]. Let k be an algebraically closed field
of characteristic 0. Let Q = (Q0, Q1) be a quiver with vertices Q0 and arrows Q1 denoted by
ρ : i → j for i, j ∈ Q0. Let s : Q1 → Q0 and t : Q1 → Q0 be defined by mapping an arrow to
its source and target respectively. Throughout the paper we assume that Q is connected. For
the remaining part of this section, we assume Q to have no oriented cycles. Define the abelian
group
ZQ0 =
⊕
i∈Q0
Zi
and its monoid of dimension vectors NQ0. If
M = ((Mi)i∈Q0 , (Mρ :Ms(ρ) →Mt(ρ))ρ∈Q1)
is a finite-dimensional k-representation of Q, the dimension vector dimM ∈ NQ0 of M is de-
fined by dimM =
∑
i∈Q0
(dimkMi)i. We denote by Rep(Q) the category of finite-dimensional
representations of Q.
For a fixed dimension vector α ∈ NQ0, the variety Rα(Q) of k-representations of Q of dimen-
sion vector α is defined as the affine k-space
Rα(Q) =
⊕
ρ∈Q1
Homk(k
αs(ρ) , kαt(ρ)).
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We will frequently use the notation Mα which just means that Mα is an object of Rep(Q) of
dimension α. If a property is independent of the point chosen in some non-empty open subset
U of Rα(Q), following [22], we say that this property is true for a general representation of
dimension α.
On ZQ0 we have a non-symmetric bilinear form, the Euler form, which is defined by
〈α, β〉 =
∑
i∈Q0
αiβi −
∑
ρ∈Q1
αs(ρ)βt(ρ)
for α, β ∈ ZQ0. A dimension vector is called a root if there exists an indecomposable rep-
resentation of this dimension. It is called Schur root if there exists a Schurian representation
of this dimension, i.e. with trivial endomorphism ring. A root α ∈ NQ0 is called real if we
have α ∈ W (Q)Q0, i.e. α arises by reflecting a simple root, where W (Q) denotes the Weyl
group of the quiver. All the other roots are called imaginary. Recall that a root is real if and
only if 〈α,α〉 = 1 and imaginary if and only if 〈α,α〉 ≤ 0. If α is real, there exists a unique
indecomposable representation up to isomorphism which we denote by Sα.
Let (α, β) := 〈α, β〉 + 〈β, α〉 be the symmetrized Euler form. The fundamental domain F (Q)
of NQ0 is given by the dimension vectors α with connected support such that (α, i) ≤ 0 for all
i ∈ Q0. We have α ∈W (Q)F (Q) for all imaginary roots α.
By [21], for two representations M , N of Q we have
〈dimM,dimN〉 = dimk Hom(M,N)− dimk Ext(M,N)
and Exti(M,N) = 0 for i ≥ 2.
Since the function λ : Rα(Q) × Rβ(Q) → N, (M,N) 7→ dimHom(M,N), is upper semi-
continuous, see for instance [22], we can define hom(α, β) to be the minimal, and therefore
general, value of this function. In particular, we get that if α is a Schur root of a quiver, then
a general representation is Schurian. Moreover, let ext(α, β) := hom(α, β) − 〈α, β〉. We write
β →֒ α if a general representation of dimension α has a subrepresentation of dimension β. As
ext(α,α) = 0 for real Schur roots, we also call them exceptional roots.
By [14], for every dimension vector α ∈ NQ0, there exists a decomposition α =
∑
i∈I αi such
that a general representation N of dimension α is a direct sum of Schurian representations Mi
with dimMi = αi. This is called the canonical decomposition of α denoted by α =
⊕
i∈I αi. We
recall the following results:
Theorem 2.1 ([15, Proposition 3], [22, Theorem 4.4]).
(1) For a general representation N of dimension vector α, we have N ∼=
⊕
i∈I Mi with
dimMi = αi if and only if ext(αi, αj) = 0 for i 6= j. Moreover, each Mi is Schurian.
(2) Let α be a root. Then up to multiplicity there exists at most one imaginary Schur root
in its canonical decomposition.
Note that [6, section 4] gives a very useful algorithm which can be used to determine the
canonical decomposition. By [6, Proposition 7] we can order the canonical decomposition as
α = αd11 ⊕ · · · ⊕ α
dk
k
where k ≤ |Q0|, hom(αi, αj) = 0 if i < j and di = 1 whenever αi is imaginary with 〈αi, αi〉 6= 0.
We will need the following result of Schofield:
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Theorem 2.2 ([22, Theorem 4.1]). Let α and β be Schur roots such that ext(α, β) = 0. Then
we either have hom(β, α) = 0 or ext(β, α) = 0. If both α and β are imaginary, then we have
hom(β, α) = 0.
Later we will need the following lemma concerning the canonical decomposition:
Lemma 2.3. Let α be a root with canonical decomposition α =
⊕k
i=1 α
di
i such that a general
representation of this dimension is neither preprojective nor preinjective. Then for every i ∈
{1, . . . , k}, we have that αi is neither the dimension vector of a preprojective nor of a preinjective
representation.
Proof. Assume that α is a root which does not satisfy the claim, i.e. there exists an i ∈ {1, . . . , k}
such that αi is either preinjective or preprojective. By applying the reflection functor of [2] and
passing to the transpose quiver if necessary, we can without loss of generality assume that there
exists an i ∈ {1, . . . , k} such that αi is injective.
On the one hand, a general representation of dimension α has a subrepresentation of di-
mension αi and we have hom(αi, α) ≥ 〈αi, α〉 > 0. But on the other hand, for an indecom-
posable representation Mα which is not injective and an injective representation Mαi we have
Hom(Mαi ,Mα) = 0, see for instance [1, Lemma VIII.2.5]. Thus we already have hom(αi, α) = 0,
which yields a contradiction. 
We will also need the following well-known lemma:
Lemma 2.4 ([12, Lemma 4.1]). Let M and N be two indecomposable representations of Q
such that we have Ext(N,M) = 0. Then every non-zero homomorphism f : M → N is either
injective or surjective.
We shortly recall the notion of coefficient quivers following the presentation given in [20]. Let
M be a representation of dimension α. A basis of M is a subset B of
⊕
i∈Q0
Mi such that
Bi := B ∩Mi
is a basis of Mi for all vertices i ∈ Q0. For every arrow ρ : i → j, we may write Mρ as a
(αj ×αi)-matrix Mρ,B with coefficients in k such that the rows and columns are indexed by Bj
and Bi respectively. If
Mρ(b) =
∑
b′∈Bj
λb′,bb
′
with λb′,b ∈ k and b ∈ Bi, we obviously have (Mρ,B)b′,b = λb′,b.
Definition 2.5. The coefficient quiver Γ(M,B) of a representation M with a fixed basis B has
vertex set B and arrows between vertices are defined by the condition: if (Mρ,B)b′,b 6= 0, there
exists an arrow (ρ, b, b′) : b→ b′.
A representation M is called a tree module if there exists a basis B for M such that the
corresponding coefficient quiver is a tree.
In section 3.5, we need some easy observation concerning coefficient quivers including the
following definition.
Definition 2.6. We call a full subquiver Q′ of a quiver Q of sink-type if we have for all arrows
ρ ∈ Q1 with s(ρ) ∈ Q
′
0 that t(ρ) ∈ Q
′
0. Moreover, we call a full subquiver Q
′ of a quiver Q of
source-type if we have for all arrows ρ ∈ Q1 with s(ρ) /∈ Q
′
0 that t(ρ) /∈ Q
′
0.
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In terms of coefficient quivers, every subquiver of sink-type (resp. source-type) defines a
subrepresentation (resp. factor) in the natural way. Recall that, by [20], every exceptional
representation is a tree module. Moreover, for two fixed representations, we can always choose a
tree-shaped Ext-basis, see for instance [24] for more details. This means that a coefficient quiver
of the middle term of the exact sequence described by any basis element is obtained by glueing
the coefficient quivers via exactly one arrow. The following is straightforward:
Lemma 2.7. Let M,N be two representations such that M is exceptional with coefficient quiver
ΓM . Then we have:
(1) If Mn ⊂ N , there exists a coefficient quiver ΓN of N such that ΓN has n subquivers Γ
i
M
of sink-type where ΓiM = ΓM for all i = 1, . . . , n.
(2) If N has a coefficient quiver ΓN which has n subquivers Γ
i
M of sink-type such that Γ
i
M =
ΓM for all i = 1, . . . , n and such that Γ
i
M ∩Γ
j
M = ∅ for i 6= j, we have dimHom(M,N) ≥
n.
The analogous statements hold when Mn is a factor of N .
2.2. Exceptional sequences and perpendicular categories. An indecomposable represen-
tation M of a quiver Q is called exceptional if Ext(M,M) = 0. With the help of Lemma 2.4, it
already follows that dimM is a real Schur root and End(M) = k. In the following, we do not
always distinguish between a real root α and the unique indecomposable representation Sα of
this dimension.
A sequence S = (M1, . . . ,Mr) of representations of Q is called exceptional if every Mi
is exceptional and, moreover, Hom(Mi,Mj) = Ext(Mi,Mj) = 0 if i < j. If, in addition,
Hom(Mj ,Mi) = 0 if i < j, we call such a sequence reduced. For an exceptional sequence
S = (Sα1 , . . . , Sαr), we denote by C (Sα1 , . . . , Sαr) the smallest category containing S and which
is closed under extension, kernels of epimorphisms and cokernels of monomorphisms.
For two roots β and γ, we write β ∈ γ⊥ if hom(γ, β) = ext(γ, β) = 0. In this way we can also
talk about exceptional sequences of roots.
For a set S = {M1, . . . ,Mr} of representations of Q, we define its perpendicular categories
⊥S = {M ∈ Rep(Q) | Hom(M,Mj) = Ext(M,Mj) = 0 for j = 1, . . . , r},
S⊥ = {M ∈ Rep(Q) | Hom(Mj ,M) = Ext(Mj ,M) = 0 for j = 1, . . . , r}.
It is straightforward to check that these categories are closed under direct sums, direct sum-
mands, extensions, images, kernels and cokernels. Schofield proved the following results:
Theorem 2.8 ([23, Theorems 2.3 and 2.4]). Let Q be a quiver with n vertices and S =
(α1, . . . , αr) be an exceptional sequence.
(1) The categories ⊥S and S⊥ are equivalent to the categories of representations of quivers
Q(⊥S) and Q(S⊥) respectively such that these quivers have n−r vertices and no oriented
cycles.
(2) There is an isometry with respect to the Euler form between the dimension vectors of
Q(⊥S) (resp. Q(S⊥)) and the dimension vectors of ⊥S (resp. S⊥) which is given by
Φ((d1, . . . , dn−r)) =
∑n−r
i=1 diβi where β1, . . . , βn−r are the dimension vectors of the simple
representations of the perpendicular categories.
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Suppose that S = (Sα1 , . . . , Sαr) is a reduced exceptional sequence. By [7, Lemma 2.35] we
have that Sα1 , . . . , Sαr are the simple objects of C (Sα1 , . . . , Sαr ). Thus, by Theorem 2.8, it
follows that the category C (Sα1 , . . . , Sαr ) is equivalent to the category of representations of the
quiver Q(S) having r vertices s1, . . . , sr and ext(αi, αj) = dimExt(Sαi , Sαj ) arrows from si to
sj.
Theorem 2.9 ([23, section 2],[7, Theorem 2.38]). Let S = (Sα1 , . . . , Sαr) be a reduced exceptional
sequence. Then α =
∑r
i=1 kiαi is a root of Q if and only if (k1, . . . , kr) is a root of Q(S).
We will need the following lemma:
Lemma 2.10. Let N be an indecomposable representation and α be a real Schur root such that
dimN is no real root and N ∈ S⊥α (resp. N ∈
⊥Sα) . If Hom(N,Sα) 6= 0 (resp. Hom(Sα, N) 6=
0) we have N ։ Sα (resp. Sα →֒ N).
Proof. We only consider the first case. The second case can be proved analogously. Since
Ext(Sα, N) = 0, by Lemma 2.4 every morphism f : N → Sα is either injective or surjec-
tive. If f were injective, we would get a surjection Ext(Sα, N) ։ Ext(N,N) which contradicts
Ext(Sα, N) = 0 because N has self-extensions. 
2.3. Ringel’s reflection functor. As our construction is motivated by Ringel’s reflection func-
tor, we review several results of [19, section 1]. For a fixed exceptional representation S and a
full subcategory C of Rep(Q), let C /S be the category which has the same objects as C and
the same maps modulo those factoring through Sn for some n ∈ N. We will also consider the
following full subcategories of Rep(Q):
(1) M−S = {X ∈ Rep(Q) | Hom(X,S) = 0};
(2) M−S = {X ∈ Rep(Q) | Hom(S,X) = 0};
(3) M S, the category of representations X ∈ Rep(Q) with Ext(S,X) = 0 such that, more-
over, there does not exist a direct summand of X which can be embedded into a direct
sum of copies of S;
(4) MS , the category of representations X ∈ Rep(Q) with Ext(X,S) = 0 such that, more-
over, no direct summand of X is a quotient of a direct sum of copies of S.
Following [19, Lemma 2], for a fixed representation X ∈ M S , a basis B := {ϕ1, . . . , ϕn} of
Hom(X,S) induces an exact sequence
0→ X−S → X → Sn → 0
such that the induced sequences e1, . . . , en form a basis of Ext(S,X
−S). Moreover, we have
X−S ∈ M−S. The other way around, if Y ∈ M−S and {e1, . . . , en} is a basis of Ext(S, Y ),
there exists an induced sequence
0→ Y → Y S → Sn → 0
such that Y S ∈ M S. We can proceed similarly for X ∈ MS and Y ∈ M−S . The following
theorem summarizes the results of [19, Section 1]:
Theorem 2.11. (1) There exists an equivalence of categories given by the functor F :
M S/S → M−S , X 7→ X−S .
(2) There exists an equivalence of categories given by the functor G : MS/S → M−S , X 7→
X−S.
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(3) There exist equivalences Ψ : M S−S → M
−S
S and Φ : M
S
S /S → M
−S
−S induced by compos-
ing the functors from above.
2.4. Recursive construction of indecomposable Kronecker representations. We review
a special case of the functor investigated in [26] which can be used to construct indecomposable
representations recursively. To do so, let M = (M1,M2) be a pair of Schurian representations
of Q and let n12 := dimExt(M1,M2) and n21 := dimExt(M2,M1). For i 6= j, we fix subsets
Bij = {χ
ij
1 , . . . , χ
ij
nij} ⊂
⊕
ρ∈Q1
Homk((Mi)s(ρ), (Mj)t(ρ))
such that the corresponding residue classes are a basis of Ext(Mi,Mj). Then we consider the
quiver Q(M) having vertices {m1,m2} and nij arrows from mi to mj . For a representation X
of Q(M), we define X˜i,q := (Mi)q ⊗k Xmi where q ∈ Q0 and i ∈ {1, 2}.
This yields a functor FM : Rep(Q(M)) → Rep(Q) which is defined on objects as follows: we
define a representation FMX of Q by the vector spaces
(FMX)q = X˜1,q ⊕ X˜2,q for all q ∈ Q0
and for ρ : q → q′ ∈ Q1 we define linear maps (FMX)ρ = X˜1,q ⊕ X˜2,q → X˜1,q′ ⊕ X˜2,q′ by
((FMX)ρ)i,i = (Mi)ρ ⊗k idXmi : X˜i,q → X˜i,q′
and
((FMX)ρ)i,j =
nji∑
l=1
(χjil )ρ ⊗k Xχji
l
: X˜j,q → X˜i,q′
for i 6= j. Then we have the following theorem:
Theorem 2.12 ([26, Theorem 3.3]). If M = (M1,M2) is a pair of Schurian representations
such that Hom(M1,M2) = Hom(M2,M1) = 0, the functor FM is a fully faithful embedding. In
particular, FMX is indecomposable if and only if X is indecomposable.
We want to apply this to a fixed generalized Kronecker quiver which we denote by K(m) =
({q0, q1}, {ρi : q0 → q1 | i = 1, . . . ,m}) with m ≥ 3.
Definition 2.13. A pair ((ds, es), (d, e)) of Schur roots of K(m) is called Hom-orthogonal if
hom((ds, es), (d, e)) = 0 and hom((d, e), (ds, es)) = 0.
For a fixed Hom-orthogonal pair ((ds, es), (d, e)), we can in particular construct Schurian
representations of dimension (ds, es) + (d, e) using Theorem 2.12. The following lemma is a
consequence of the considerations of [25, section 4.3] and it is needed to prove the existence of
such pairs.
Lemma 2.14. Every non-simple coprime Schur root (dˆ, eˆ) of K(m) can be decomposed into
(dˆ, eˆ) = (ds, es) + k(d, e) where k ≥ 1 and (ds, es) and (d, e) are coprime Schur roots such that
(1) esd− eds = 1;
(2) 1 ≤ ds ≤ d;
(3) 1 ≤ es ≤ e if ds 6= 1 and es = e+ 1 if ds = 1.
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Actually, it is shown in [25, section 4.3] that such a decomposition can be constructed recur-
sively. For 2 ≤ n ≤ m, we have that the pair ((ds, es), (d, e)) = ((1, n), (1, n − 1)) satisfies the
numerical conditions (1), (2), and (3) of Lemma 2.14. It is also shown that, if ((d′s, e
′
s), (d
′, e′))
satisfies these numerical conditions, then the pair consisting of
(ds, es) = (d
′
s, e
′
s) + k(d
′, e′), (d, e) = (d′s, e
′
s) + (k + 1)(d
′, e′) (1)
does so, too. Finally, it is proved that every coprime root (dˆ, eˆ) with dˆ, eˆ ≥ 2 can obtained in this
way. The following proposition ensures that this decomposition gives rise to a Hom-orthogonal
pair.
Proposition 2.15. Assume that (ds, es) and (d, e) are coprime Schur roots of K(m) which
fulfill the conditions (1), (2), and (3) of Lemma 2.14. Then the pair ((d, e), (ds, es) + k(d, e)) is
Hom-orthogonal for every k ≥ 0.
Proof. Since the notion of stability is not needed elsewhere in this paper, we do not give details
and refer to [18]. We consider the slope function µ : NQ0\{0} → Q defined by µ(d, e) =
d
d+e . The
stability condition induced by this slope function is equivalent to the one induced by the Euler
form, see also [22, section 6]. Thus, since all roots of K(m) with m ≥ 3 are Schurian, a general
representation of this dimension is stable. As the pair of roots under consideration satisfies the
glueing condition introduced in [25, section 4.3], we obtain µ((ds, es) + k(d, e)) < µ(d, e). We
thus already have hom((d, e), (ds, es) + k(d, e)) = 0, see also [18, Lemma 4.2].
In order to show that hom((ds, es)+k(d, e), (d, e)) = 0, it suffices to construct two representa-
tions M and N of dimensions (ds, es)+k(d, e) and (d, e) respectively such that Hom(M,N) = 0.
Since hom((d, e), (d, e)) = 0 if (d, e) is imaginary by [22, Theorem 3.5], it suffices to prove that
hom((ds, es), (d, e)) = 0. Indeed, for M we can take a direct sum of representations of dimen-
sions (ds, es) and (d, e) respectively. If (ds, es) = (1, n), (d, e) = (1, n − 1), we have n ≤ m− 1
because (ds, es) is imaginary. Then we can easily construct representations M and N such that
Hom(M,N) = 0. For instance, the indecomposable tree modules
• •
•
α1
<<③③③③③③
αn ""❉
❉❉
❉❉
❉
... •
αi1
<<③③③③③③
αin−1 ""❉
❉❉
❉❉
❉
...
• •
such that i1 /∈ {1, . . . , n}, which is possible because n 6= m, satisfy this property. If we keep
in mind equation (1) and that (ds, es) is also an imaginary root, again taking direct sums, the
claim follows by induction. 
Corollary 2.16. We can decompose every non-simple root (dˆ, eˆ) of a generalized Kronecker
quiver K(m) as (dˆ, eˆ) = (ds, es)+ (k+1)(d, e) where ((d, e), (ds, es)+k(d, e)) is Hom-orthogonal
and k ≥ 0.
Proof. It remains to consider the case when (dˆ, eˆ) is not coprime, say (dˆ, eˆ) = s(d˜, e˜) with
s ≥ 2 and (d˜, e˜) coprime. But then we can decompose (d˜, e˜) = (d′s, e
′
s) + (k + 1)(d
′, e′) such
that ((d′, e′), (d′s, e
′
s) + k(d
′, e′)) is Hom-orthogonal. Finally, we set (ds, es) = s(d
′
s, e
′
s) and
(d, e) = s(d′, e′). 
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2.5. Recollections on symmetric functions. We state some definitions and facts on sym-
metric functions. As a reference, we suggest Macdonald’s [16] or Manivel’s book [17].
Let Λ be the ring of symmetric functions in variables x1, x2, . . . over Z. There are several
bases (as an abelian group) of this ring that will be important for us. Let λ = (λ1, λ2, . . .) be a
partition. The monomial symmetric function mλ is defined as the sum
mλ =
∑
α
xα
of monomials xα = xα11 x
α2
2 . . . over all distinct permutations α = (α1, α2, . . .) of λ. The monomial
symmetric functions form a basis of Λ over the integers. For a non-negative integer r, the rth
elementary symmetric function er and the r
th complete symmetric function hr are defined as
er = m1r =
∑
i1<...<ir
xi1 . . . xir and hr =
∑
λ⊢r
mλ.
In the above context, λ ⊢ r means that λ is a partition of r. The partition 1r is (1, . . . , 1), the
number 1 repeated r times. For a partition λ, we set eλ = eλ1eλ2 . . . and hλ = hλ1hλ2 . . . and
obtain two more bases for Λ over the integers. The generating functions E(t) =
∑
r≥0 ert
r and
H(t) =
∑
r≥0 hrt
r are related by the identity E(−t)H(t) = 1 (cf. [16, Chapter I, (2.6)]). From
this identity, we deduce that for a partition λ, we have
det(hλi−i+j) = det(eλ′j−j+i),
where the matrices are sufficiently large and e and h with a negative subscript are interpreted
as zero [16, Chapter I, (3.4), (3.5)]. We write λ′ for the conjugate partition of λ. We define the
so-called Schur function sλ as det(hλi−i+j). They yield yet another basis of Λ. We will use the
fact that the transition matrix expressing the elementary symmetric functions in terms of the
Schur functions is given by the Kostka numbers. More precisely:
Lemma 2.17 ([16, Chapter I, (6.4), (6.5)]). For a partition µ of r, we have
eµ =
∑
λ
Kλ,µsλ′ ,
the sum ranging over partitions λ of r and Kλ,µ is the number of semi-standard Young tableaux
of shape λ and weight µ – the so-called Kostka number. The matrix (Kλ,µ) is strictly upper
unitriangular with respect to the dominance order.
The product sλ ·sµ in Λ is a non-negative linear combination
∑
ν Nλ,µ,νsν , where the numbers
Nλ,µ,ν are given by the Littlewood–Richardson rule [16, Chapter I, §9]. Of particular interest
for us is the case where µ = 1r.
Lemma 2.18 (Pieri’s rule, [17, 1.2.5]). For a partition λ, we have sλ · s1r = sλ · er =
∑
ν sν,
where ν ranges over all partitions arising from λ by adding r new boxes, at most one per row.
2.6. A reminder on intersection theory. We briefly recall the basic notions of intersection
theory and give some results which are necessary for the present work. Our exposition is far
from being complete. As a main reference on intersection theory, we recommend Fulton’s book
[8].
NON-SCHURIAN INDECOMPOSABLES VIA INTERSECTION THEORY 11
The Chow group A∗(X) =
⊕
n≥0An(X) of an algebraic
1 k-scheme X is the group of cycles2
up to rational equivalence3. This group possesses functorial properties: let f : Y → X be a
morphism of algebraic schemes. If f is proper then there exists a push-forward f∗ : A∗(Y ) →
A∗(X) which is a homomorphism of graded abelian groups [8, 1.4]. If f is flat of relative
dimension r we can define a pull-back f∗ : A∗(X) → A∗+r(Y ), a homomorphism of abelian
groups which increases degrees by r (see [8, 1.7]). In case f is a regular embedding of codimension
d (or, more generally, an lci morphism) there is a Gysin pull-back f∗ : A∗(X) → A∗−d(Y )
(Chapter 6 of [8]).
Assuming that X is a non-singular variety of dimension N , it is possible to construct a
multiplication on the Chow group of X (as described in [8, Chapter 8]). When defining Ai(X) =
AN−i(X), we obtain a graded ring A
∗(X), the Chow ring of X. The pull-back induced by a
morphism of non-singular varieties (which is automatically lci) is a homomorphism of graded
rings.
Chow rings possess a theory of Chern classes (as described axiomatically in Grothendieck’s
article [10]); the ith Chern class of a vector bundle E on X is a class ci(E) ∈ A
i(X). Fulton
defines Chern classes in [8, 3.2]. If the Chern polynomial ct(E) = 1+c1(E)t+c2(E)t
2+. . . (which
is in fact a polynomial as ci(E) = 0 if i exceeds the rank of E) is factored as ct(E) =
∏
i(1+ ξit)
then the ξi’s are called the Chern roots of E. Note that the Chern classes are the elementary
symmetric polynomials in the Chern roots.
There is also a localized version of Chern classes; for us, the localized top Chern class is
important (see [8, 14.1]). For a section s : X → E of a vector bundle of rank r on a purely
N -dimensional algebraic scheme, there exists a class Z(s) ∈ AN−r(Z(s)) in the Chow group
of the zero locus of s. Its push-forward along the closed embedding Z(s) → X equals cr(E)
(whence the name localized top Chern class) and if s is a regular section then Z(s) agrees with
the cycle [Z(s)] associated with the scheme4 Z(s) (cf. [8, Proposition 14.1]).
We will make extensive use of an explicit description of the Chow ring of the Grassmannian
Grd(k
n) in subsection 3.4. The results described here can be found in [8, 14.6]. Let U be the
universal rank d subbundle of the trivial bundle of rank n on Grd(k
n) and let Q be the cokernel
of this inclusion. We define the class
∆λ = det(cλi+j−i(Q)) = det(cλ′j+i−j(U
∨));
it agrees with the Schur function sλ evaluated at the Chern roots of U
∨ (note that the Chern
classes of Q are the complete symmetric functions in the Chern roots of U ∨). It is easy to see
that ∆λ = 0, unless λ is contained in (n− d)
d (i.e. the length of λ is at most d and λ1 ≤ n− d).
Given a flag U1 ⊆ . . . ⊆ Ud of k
n with dimUi = n − d + i − λi, the cycle associated with the
closed subscheme
Ω(U∗) = {U ∈ Grd(k
n) | dim(U ∩ Ui) ≥ i (all i = 1, . . . , d)}
is ∆λ (“Giambelli’s formula” [8, Proposition 14.6.4]). Most important for us is that these classes
provide a basis of the Chow ring.
1Following [8, B.1.1], a k-scheme is called algebraic if it is separated and of finite type over Speck.
2An n-cycle is a Z-linear combination of n-dimensional subvarieties of X.
3Rational equivalence is an appropriate generalization of the notion of linear equivalence of Weil divisors; see
[8, 1.3]
4The cycle [Z] ∈ A∗(Z) associated with a scheme Z is defined in [8, 1.5].
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Proposition 2.19 (Basis theorem, [8, Proposition 14.6.5]). As an abelian group, A∗(Grd(k
n))
is free with a basis given by the classes ∆λ, where λ ranges over all partitions λ = (λ1, . . . , λd)
with n− d ≥ λ1 ≥ . . . ≥ λd ≥ 0.
As ∆λ equals the Schur function sλ evaluated at the Chern roots of U
∨, the product of the
basis elements ∆λ and ∆µ is given by the Littlewood–Richardson rule ∆λ ·∆µ =
∑
ν Nλ,µ,ν∆ν
and, in particular, by Pieri’s rule, we have
∆λ · cr(U
∨) =
∑
ν
∆ν ,
the summation ranging over the same ν’s as in Lemma 2.18. Here, we can, of course, restrict
ourselves to those ν’s contained in (n− d)d.
We would finally like to mention that the push-forward π∗∆λ of such a basis element along the
structure map π : Grd(k
n) → Speck is 1 if λ = (n − d)d and vanishes for every other partition
λ. This fact is used in the proof of the “duality theorem” [8, Proposition 14.6.4]. We see from
the definition that ∆(n−d)d = cn−d(Q)
d.
3. Quivers with three vertices
One of the main goals in representation theory is to classify the indecomposable representations
(of a fixed dimension). Since this is a very difficult problem in general, a step towards it is to
construct families of indecomposable representation of a fixed dimension. For a fixed Schur root
α, one possibility is to use the methods of [24] and [27] respectively. The main focus of this
section is on representations of quivers with three vertices which have certain non-Schurian roots
as dimension vectors. We establish a connection between points of subvarieties of Grassmannians
attached to a fixed non-Schurian root and representations which have this root as dimension
vector. In many cases these representations turn out to be indecomposable. We restrict to
quivers with three vertices (and without oriented cycles); however the results can be generalized
to certain roots of arbitrary quivers, see Remark 3.14.
3.1. Non-Schurian indecomposables of quivers with three vertices. We fix a vector
m := (m12,m13,m23) ∈ N
3. Let Q(m) be the quiver
q1
q2
(m12)
>>⑥⑥⑥⑥⑥⑥⑥⑥
q3
(m13)
``❆❆❆❆❆❆❆❆
(m23)
oo
where mij in brackets indicates the number of arrows between the corresponding vertices. We
denote the arrows by ρi1 : q2 → q1 for i = 1, . . . ,m12, ρ
i
2 : q3 → q1 for i = 1, . . . ,m13 and
ρi3 : q3 → q2 for i = 1, . . . ,m23. Recall from [6, section 6] that the canonical decomposition of
a dimension vector α of Q(m) either consists of (at most three) multiples of real Schur roots,
one imaginary Schur root or both a multiple of an imaginary Schur root and a multiple of a real
Schur root.
Note that, if α is a Schur root, it is shown in [27, Theorem 3.1.7] that the methods of [24] can
be used to construct a (1 − 〈α,α〉)-parameter family of isomorphism classes of indecomposable
representations of dimension α. Actually, this construction is independent of the quiver Q.
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We concentrate on the last case. Then the imaginary Schur root appears with multiplicity
one if its Euler form is negative. As the multiple of an imaginary Schur root is again imaginary
(but not Schurian if the Euler form is zero), we say, by abuse of notation, that its canonical
decomposition consists of an imaginary root and a real Schur root.
Lemma 3.1. Let α be a non-Schurian root of Q(m). Then the canonical decomposition of α is
α = αd11 ⊕ αˆ or α = αˆ⊕α
d1
1 where αˆ is an imaginary root and α1 is a real Schur root. Moreover,
we have αˆ = αd22 +α
d3
3 where α2, α3 are the two simple roots in α
⊥
1 or in
⊥α1 and (d3, d2) is an
imaginary Schur root of K(ext(α3, α2)) or K(ext(α2, α3)).
Proof. First note that the maximal length of an exceptional sequence is equal to the number of
vertices of the quiver. From this we get that a dimension vector α whose canonical decomposition
contains more than one exceptional root cannot contain an imaginary root. Thus α cannot be
a root because 〈α,α〉 ≥ 2 in this case. This shows the first part. Moreover, together with
Theorem 2.8 this shows that there are only two simple roots α2, α3 in α
⊥
1 and
⊥α1. Since Q(α
⊥
1 )
and Q(⊥α1) are forced to be generalized Kronecker quivers, we either have ext(α2, α3) = 0 or
ext(α3, α2) = 0. Thus the imaginary root αˆ = α
d2
2 + α
d3
3 corresponds to the imaginary root
(d3, d2) of K(ext(α3, α2)) or K(ext(α2, α3)). 
Since the two cases are dual, we will mostly restrict to the first one. We also assume that
ext(α2, α3) = 0 which implies that Q(α
⊥
1 ) = K(ext(α3, α2)). This also means that α3 cor-
responds to the source q0 and α2 to the sink q1 of K(ext(α3, α2)). This obviously implies
ext(α3, α2) 6= 0.
Definition 3.2. Let α be a root of Q(m) with canonical decomposition α = αd11 ⊕ αˆ. The unique
decomposition of α into exceptional roots α = αd11 + α
d2
2 + α
d3
3 where α2 and α3 are the simple
roots of α⊥1 with ext(α2, α3) = 0 is called the canonical exceptional decomposition of α.
Note that (α1, α2, α3) is a complete exceptional sequence in Q(m). The case d1 = 0 is only
important in section 3.5; then α ∈ α⊥1 . Recall that Sβ denotes the unique indecomposable
representation of dimension β (up to isomorphism) if β is a real root, whereas, as before, Mβ
can be any representation of dimension β.
We fix a non-Schurian root α with canonical exceptional decomposition as above. The main
aim of this paper is to construct a (1 − 〈α,α〉)-parameter family of isomorphism classes of
(indecomposable) representations Mαˆ such that dimHom(Mαˆ, Sα1) ≥ 〈αˆ, α1〉 + d1. Then we
have
dimExt(Mαˆ, Sα1) = −〈αˆ, α1〉+ dimHom(Mαˆ, Sα1) ≥ d1. (2)
We say that two exact sequences e ∈ Ext(M,N) and e′ ∈ Ext(M ′, N ′) are isomorphic if they give
rise to a commutative diagram where the rows are e and e′ and where the vertical morphisms are
isomorphisms. The main construction of isomorphism classes of indecomposables of dimension
α relies on the following proposition:
Proposition 3.3. Let Mαˆ ∈ α
⊥
1 and let U ⊂ Ext(Mαˆ, Sα1) be a d1-dimensional subspace. Then
the middle term of the induced short exact sequence
eU : 0→ S
d1
α1 →Mα →Mαˆ → 0
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is indecomposable whenever Mαˆ is indecomposable. Moreover, given another M
′
αˆ ∈ α
⊥
1 and
another d1-dimensional subspace U
′ ⊂ Ext(M ′αˆ, Sα1), the middle terms Mα and M
′
α of eU and
eU ′ are isomorphic if and only if eU and eU ′ are isomorphic.
Proof. The first part is proved in [24, Proposition 3.13] which is based on Theorem 2.8. As
Hom(Sα1 ,Mαˆ) = Hom(Sα1 ,M
′
αˆ) = 0, using the Snake Lemma together with the universal
property of the (co)kernel, an isomorphism Mα ∼= M
′
α induces isomorphisms Mαˆ
∼= M ′αˆ and
Sd1α1
∼= Sd1α1 which means that eU and eU ′ are isomorphic. The other direction is obvious. 
In order to construct representations Mαˆ ∈ α
⊥
1 which satisfy inequality (2), we first consider
the exceptional representation Sδ obtained as the middle-term of the exact sequence induced by
a basis of Ext(Sα3 , Sα2), i.e.:
0→ Sext(α3,α2)α2 → Sδ → Sα3 → 0.
Since (d3, d2) is an imaginary Schur root of K(ext(α3, α2)), we have r := ext(α3, α2)d3− d2 ≥ 1.
The next step is to study under which conditions there exist commutative diagrams with exact
rows of the form
0 // Srα2
i1 //
f1

Sd3δ
f2

π1 // Mαˆ //
f3

0
0 // Stα1
i2 // Ssα1
π2 // Ss−tα1
// 0
(3)
such that the morphisms fi are of maximal rank (as vector space homomorphisms). Even if it
is of maximal rank, f3 cannot be injective because αˆ is an imaginary Schur root and Mαˆ ∈ α
⊥
1
so that the same proof as the one of Lemma 2.10 shows that f3 is forced to be surjective in
this case. If f3 is surjective, we have dimHom(Mαˆ, Sα1) ≥ s − t. This is induced by the
injection Hom(Ss−tα1 , Sα1)→ Hom(Mαˆ, Sα1). In particular, if s− t ≥ 〈αˆ, α1〉+ d1, we would have
constructed a representation Mαˆ with dimExt(Mαˆ, Sα1) ≥ d1.
Remark 3.4. If d3 = 1, the representations Mαˆ, which are obtained as the cokernel of the upper
row as above, are automatically indecomposable. This is because every representation X of
K(ext(α3, α2)) of dimension (1, r) is Schurian as soon as dim
∑ext(α3,α2)
i=1 Xρi(Xq0) = r. This is
ensured by the injectivity of i1.
The following questions will be topic of the next sections:
Question 3.5. (1) How can we describe representations Mαˆ obtained by commutative dia-
grams of the form (3)?
(2) How can we assure that the morphisms fi are of maximal rank?
(3) What can we say if d3 ≥ 2 concerning indecomposability?
3.2. Subvarieties of Grassmannians induced by non-Schurian roots. We fix a non-
Schurian root α of Q(m) and keep the notation of section 3.1. The aim is to associate a
Grassmannian and two subvarieties of this Grassmannian with this root. Moreover, we want to
study their intersection and show that every point in this intersection gives rise to a represen-
tation Mαˆ which satisfies inequality (2). This gives an explicit answer to the first two parts of
Question 3.5. Before we can define and study these varieties, we need some general observations
concerning the canonical exceptional decomposition of α.
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Lemma 3.6. Let α be a non-Schurian root of Q(m) with canonical decomposition α = αd11 ⊕ αˆ
and with canonical exceptional decomposition α = αd11 +α
d2
2 +α
d3
3 . Then we have hom(α3, α2) =
0, hom(α3, α1) = 0 and ext(α2, α1) = 0.
Proof. The first equation follows because α2 and α3 are simple in α
⊥
1 . We even have that a
general representation of dimension αˆ has a filtration
0→ Sd2α2 →Mαˆ → S
d3
α3 → 0.
Thus since ext(αˆ, α1) = 0, we immediately get ext(α2, α1) = 0.
Since α is not a Schur root, it is neither a preprojective nor a preinjective root. Thus by
Lemma 2.3, we have that α1 is neither preprojective nor preinjective and thus regular. Since
Q(m) has three vertices, by [11, Theorem 2.6], it follows that α1 is a quasi-simple root. In
particular, there exists an almost split sequence with indecomposable middle-term
0→ τSα1 →Mγ → Sα1 → 0
such that Mγ ∈ α1
⊥ ∼= ⊥(τα1). Note that the last equivalence is proved in [23, Theorem
2.1]. Again by [11, Theorem 2.6], it follows that γ is an imaginary root and that we have
Ext(Mγ ,Mγ) ∼= Ext(Mγ , Sα1) 6= 0. Thus, since ext(α2, α1) = 0 and γ = α
s
2 + α
t
3 for some
s, t ≥ 0, we necessarily have ext(α3, α1) 6= 0 and thus hom(α3, α1) = 0 by Theorem 2.2. 
For a fixed representation M and for a fixed dimension vector β, we define the quiver Grass-
mannian
Grβ(M) = {U ∈ Rβ(Q) | U ⊂M},
which is a closed subvariety of
∏
i∈Q0
Grβi(Mi). The only required statement concerning quiver
Grassmannians is the following:
Lemma 3.7. For an exceptional root β, we have
Grtβ(S
s
β)
∼= Grt(k
s)
for 0 ≤ t ≤ s.
Proof. Since β is an exceptional root, we have 〈γ, β〉 − 〈β, γ〉 > 0 for every 0 6= γ 6= β with
Grγ(Sβ) 6= ∅, see [22, Theorem 6.1]. Inductively, we can deduce from the surjective morphism
Grγ(Sβ ⊕ S
s−1
β )→
⊔
δ+ǫ=γ
Grδ(Sβ)×Grǫ(S
s−1
β ) (4)
(see [3, section 3.3]) that 〈γ, β〉 − 〈β, γ〉 > 0 for every γ with Grγ(S
s
β) 6= ∅, unless γ is a multiple
of β.
We write Ssβ as Sβ ⊗ k
s and consider the closed embedding Grt(k
s)→ Grtβ(Sβ ⊗ k
s) which is
given by mapping a t-dimensional subspace U ⊆ ks to the subrepresentation Sβ⊗U . In order to
prove the lemma, it suffices to show that every tβ-dimensional subrepresentation N of Sβ ⊗ k
s
is of this form. The proof proceeds by induction on s. The basis s = 1 is obvious. So let us
assume s > 1 and consider the morphism in (4) for γ = tβ. As
0 = 〈tβ, β〉 − 〈β, tβ〉 = 〈δ, β〉 − 〈β, δ〉 + 〈ǫ, β〉 − 〈β, ǫ〉
we deduce that both δ and ǫ must be multiples of β. We distinguish two cases. In case δ = 0,
we get i−1(N) = 0 and π(N) ∈ Grtβ(Sβ ⊗ k
s−1). In the above context, i : Sβ → Sβ ⊗ k
s is
given by the first coordinate vector and π : Sβ ⊗ k
s → Sβ ⊗ k
s−1 is the projection along the
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first coordinate. By induction assumption, π(N) = Sβ ⊗ U for some t-dimensional subspace of
ks−1. The other case is δ = β. That means i−1(N) = Sβ and π(N) ∈ Gr(t−1)β(Sβ⊗k
s−1); hence
π(N) = Sβ ⊗ U
′ for some subspace U ′ ⊆ ks−1 of dimension t − 1. Setting U = 〈e1〉 ⊕ U
′, we
arrive at N = Sβ ⊗ U . 
We fix a non-Schurian root α with canonical exceptional decomposition α = αd11 +α
d2
2 +α
d3
3 .
For the remaining part of this section define
l := hom(α2, α1), m := ext(α3, α1), n := ext(α3, α2).
Remark 3.8. We have l > 0 because otherwise we would have hom(α2, α1) = hom(α3, α1) =
0, see Lemma 3.6. This would yield a contradiction. Indeed, since hom(α3, α2) = 0, it
would follow that Sα1 , Sα2 , Sα3 are simple in C (Sα1 , Sα2 , Sα3), see [7, Lemma 2.35]. But since
C (Sα1 , Sα2 , Sα3) = Rep(Q(m)) by [5, Lemma 3], this contradicts the assumption that Q(m) is
connected.
Lemma 3.9. Let (φ1, . . . , φl) be a basis of Hom(Sα2 , Sα1). For t ≤ s, there exists an embedding
Grt(k
s) ∼= Grtα1(S
s
α1) →֒ Grt(lα2)((S
l
α2)
s) ∼= Grlt(k
ls)
induced by commutative diagrams of the form
(Slα2)
t   //
φt
(Slα2)
s
φs

Stα1

 // Ssα1
where φ = (φ1, . . . , φl).
Proof. Since (α1, α2) is an exceptional sequence such that ext(α2, α1) = 0 and l = hom(α2, α1) >
0, the basis (φ1, . . . , φl) of Hom(Sα2 , Sα1) induces a morphism φ : S
l
α2 → Sα1 and an exceptional
representation Sγ ∈ S⊥α2 which is either the kernel or cokernel of φ. By construction, we have
Hom(Sα2 , Sα1)
∼= Hom(Sα2 , S
l
α2).
If Sγ is the cokernel, we have Hom(Sγ , Sα1) = 0 because the endomorphism ring of Sα1 is
trivial and Sγ is a proper factor of Sα1 . In both cases, we thus get an injective map
Hom(Stα1 , S
s
α1) →֒ Hom((S
l
α2)
t, Ssα1)
∼= Hom((Slα2)
t, (Slα2)
s)
which induces both the diagrams and the embedding. 
Remark 3.10. We use the notation from Lemma 3.9.
(1) If Sγ is the kernel, note that we can actually not apply Ringel’s reflection functor because
Sα1 is the quotient of a direct sum of copies of Sα2 ’s.
(2) Considering the Auslander-Reiten quiver of a generalized Kronecker quiver, it can ac-
tually be seen that Sγ is the cokernel if and only if Sγ is simple and injective in the
category C := C (Sα1 , Sα2) which means Hom(Sγ , ) |C= 0.
(3) Since Hom(Sαi , Sαi) = k for i = 1, 2, we can make the injective map from Lemma 3.9
explicit using matrices. Thus, in particular, properties like injectivity are preserved.
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For a fixed k-vector space V of dimension n and natural numbers 1 ≤ d1 < . . . < dk ≤ n with
k ≤ n, we define the corresponding (partial) flag variety by
Fl(d1,...,dk)(V ) := {U1 ⊂ . . . ⊂ Uk ⊂ V | dimUi = di}.
Setting dk+1 = n recall that
dimFl(d1,...,dk)(V ) =
k+1∑
i=2
dimGrdi−1(k
di) =
k+1∑
i=2
di−1(di − di−1).
Define V := Hom(Sα2 , S
ls
α2)
∼= kls. Fix natural numbers r, s, t with t ≤ s. Then every r-
dimensional subspace, i.e. every point of the usual Grassmannian Grr(V ), defines an injection
Srα2 →֒ S
ls
α2 and vice versa. The next aim is to define two subvarieties of Grr(V ) such that
their intersection consists of morphisms which give rise to a commutative diagram of the form
(3). Thus on the one hand, we are interested in morphisms h : Srα2 → S
s
α1 of maximal possible
rank factoring through Stα1 . On the other hand, they should also factor through S
d3
δ . By
Lemma 3.9, morphisms satisfying the first condition can be described by certain morphisms
hˆ : Srα2 → (S
l
α2)
s factoring through (Slα2)
t. As we will see, these morphisms can be described in
terms of subvarieties of the Grassmannian Grr(V ).
Remark 3.11. The considerations from subsections 3.1 and 3.2 suggest to set
r = nd3 − d2,
s = (nl −m)d3, and
t = (nl −m)d3 − d1 − 〈αˆ, α1〉.
Indeed, then the cokernel of the upper row of (3) is of dimension αˆ and s− t = d1 + 〈αˆ, α1〉.
Definition 3.12. We say that a non-Schurian root α is of type one if r ≤ lt and r ≤ nd3 ≤ ls
where r, s and t take the values of Remark 3.11.
Remark 3.13. Note that the second inequality is equivalent to ld1 ≥ d2. Moreover, we have
r = nd3 − d2 ≥ 1 because (d3, d2) is an imaginary Schur root of K(n). Since l > 0 by Remark
3.8, for roots of type one, we thus have s, t ≥ 1. It seems that the large majority of non-Schurian
roots is of type one. The non-Schurian roots which are not of type one lead to special cases
treated in subsection 4.1. From now on we assume that α is of type one and that r, s and t
take the values of Remark 3.11. But actually, the construction presented in this subsection can
be generalized to other values of r, s and t for which Grr(V ) and the two subvarieties can be
defined.
Remark 3.14. The results of Theorem 1.1 can be generalized straightforwardly to non-Schurian
roots α of type one which satisfy Lemma 3.6 and whose canonical decomposition is of the form
α = αd11 ⊕ αˆ (resp. α = αˆ ⊕ α
d1
1 ) where αˆ = α
d2
2 + α
d3
3 and, moreover, α2, α3 are simple in α
⊥
1
(resp. ⊥α1). As the proof remain the same, we restrict to the case of quivers with three vertices
for convenience.
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We have V = Hom(Sα2 , S
ls
α2) and let V0 = Hom(Sα1 , S
s
α1). We write the commutative diagram
from Lemma 3.9 (with t = 1) as
Sα2 ⊗ k
l   f
′
//
φ

Sα2 ⊗ k
l ⊗ ks
φ⊗idks
Sα1

 f // Sα1 ⊗ k
s.
The morphism f must be of the form f = id⊗v for a vector v ∈ ks. Choosing f ′ = idSα2 ⊗ idkl ⊗v
makes the diagram commutative. Identifying kl ⊗ ks ∼= (ks)l ∼= kls, we have shown that the
embedding
ks ∼= Hom(Sα1 , S
s
α1) = V0 →֒ V = Hom(Sα2 , S
ls
α2)
∼= kls
is given by v 7→ v⊕ . . .⊕v (the l-fold direct sum) – regardless of the choice of φ. This shows that
under the identification V ∼= V l0 , the closed embedding ∆ : Grt(V0)→ Grlt(V ) from Lemma 3.9
is given by U 7→ U l.
The flag variety Fl(r,lt)(V ) comes equipped with projections
Grr(V )
ψ1
←− Fl(r,lt)(V )
ψ2
−→ Grlt(V ).
Every point in the image of ψ1 defines a morphism S
r
α2 → (S
l
α2)
s factoring through (Slα2)
t. But
since we are only interested in morphisms h : Srα2 → S
s
α1 factoring through S
t
α1 , we need to
restrict ψ1 to the subvariety
Y := ψ−12 ∆(Grt(V0)) = {(U1, U2) ∈ Fl(r,lt)(V ) | U2 ∈ ∆(Grt(V0))}.
We denote the subvariety ψ1(Y ) of Grr(V ) by X
α
1 . The variety is constructed in such a way
that the following holds:
Lemma 3.15. Every point p of Xα1 corresponds to a unique morphism fp : S
r
α2 → S
s
α1 for which
there exist f1 : S
r
α2 → S
t
α1 and i2 : S
t
α1 → S
s
α1 with fp = i2 ◦ f1.
We show in subsection 3.3 that
dimXα1 = dimGrr(k
ls) + dimGrt(k
s) = r(ls− r) + t(s− t).
In order to define the second subvariety, we consider the following exact sequence induced by
a basis of Ext(Sα3 , Sα2):
0→ Snd3α2 → S
d3
δ → S
d3
α3 → 0.
Since 〈αˆ, α1〉 ≥ 0 and since αˆ corresponds to a root of K(n), we have m ≤ n · l and thus
ext(δ, α1) = 0. Since (α1, δ) is an exceptional sequence, we get a morphism Sδ → S
hom(δ,α1)
α1
induced by a basis of Hom(Sδ, Sα1) which induces a linear map
Hom(Sα2 , S
d3
δ )→ Hom(Sα2 , S
s
α1)
∼= Hom(Sα2 , (S
l
α2)
s) = V
where s = d3·hom(δ, α1) ≥ 1. Let f2 : S
d3
δ → S
s
α1 be the induced diagonal morphism. This means
that every homomorphism contained in the subspace of V defined by Hom(Sα2 , S
d3
δ ) defines a
homomorphism in Hom(Sα2 , (S
l
α2)
s) factoring through f2. Furthermore, every r-dimensional
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subspace contained in W := Hom(Sα2 , S
d3
δ ) defines a point of the Grassmannian Grr(V ) cor-
responding to an injection of Srα2 → (S
l
α2)
s factoring through Sd3δ . In turn, such morphisms
correspond to points of the subvariety
Xα2 = {U ∈ Grr(V ) | U ⊂W}
∼= Grr(W ).
We summarize:
Lemma 3.16. A point p of the variety Xα2 corresponds to a unique morphism fp : S
r
α2 → S
s
α1
factoring as Srα2 →֒ S
d3
δ
f2
−→ Ssα1 . This factorization is unique.
It is well-known that dimXα2 = r(dimW − r), see also subsection 3.3 for more details. De-
noting the intersection of Xα1 and X
α
2 inside Grr(V ) with I
α, we deduce from the two previous
lemmas:
Theorem 3.17. Let α be a non-Schurian root of Q(m) which is of type one. Every morphism
fp induced by a point p ∈ I
α gives rise to a commutative diagram
0 // Srα2
fp
  ❅
❅
❅
❅
❅
i1 //
f1

Sd3δ
f2

π1 // Mαˆ //
f3

0
0 // Stα1
i2 // Ssα1
π2 // Ss−tα1
// 0
such that f3 is surjective. Moreover, if d3 = 1 the cokernel of i1 is indecomposable.
Proof. On the one hand every p ∈ Iα yields a morphism fp factoring through S
d3
δ and on the
other hand fp factors through S
t
α1 . Since the left square commutes, we have (π2 ◦ f2) ◦ i1 = 0
and the universal property of the cokernel yields a morphism f3 as in the diagram such that
everything commutes. Since f2 is induced by a basis of Hom(S
d3
δ , Sα1), it follows that π2 ◦ f2 is
of maximal rank, i.e. surjective because π2 is surjective. Thus f3 is forced to be surjective.
If d3 = 1, the indecomposability of coker(i1) already follows by the injectivity of i1, see
Remark 3.4. 
Remark 3.18. We have that P := Sδ ⊕ Sα2 is a partial tilting module. Moreover, End(P ) is
isomorphic to the path algebra of K(hom(α2, δ)) where hom(α2, δ) = ext(α3, α2). This implies
that the representations Mαˆ obtained as the cokernel of an exact sequence of the form
0→ Srα2 → S
d3
δ →Mαˆ → 0
are in one-to-one correspondence to representations X of K(n) of dimension d := (r, d3) such
that Hom(X,Sq1) = 0. Here Sq1 denotes the simple representation corresponding to q1 ∈ K(n)0.
Furthermore, Sα2 and Sδ are the indecomposable projective representations in S
⊥
α1 . In particular,
the exact sequence yields a minimal projective resolution of Mαˆ in S
⊥
α1 . Now the natural group
action of Glr(k)×Gld3(k) on Rd(K(n)) corresponds to diagrams
0 // Srα2
i1 //
g1

Sd3δ
g2

π1 // Mαˆ //
g3

0
0 // Srα2
i2 // Sd3δ
π2 // M ′αˆ
// 0
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where the maps gi are isomorphisms. It is straightforward that, on the Grassmannian side,
the Glr(k)-action corresponds to the usual base change action. Thus if we want to classify
representations in Iα up to isomorphism, we only need to consider the Gld3(k)-action.
Remark 3.19. In the next subsection, we calculate the dimension of Iα which turns out to be
at least d23 − 〈α,α〉. Thus taking into account the Gld3(k)-action – note that the diagonally
embedded k∗ acts trivially – there exists at least a (1−〈α,α〉)-parameter family of isomorphism
classes of representations in Iα. By Kac’s Theorem [15, Theorem C] this is also an upper bound
if all representations in Iα are indecomposable. The same is true if one representation in Iα,
and thus an open subset of representations in Iα, is Schurian, see also Lemma 3.32.
The following corollary establishes the connection to Ringel’s reflection functor recalled in
section 2.3:
Corollary 3.20. Let t and r be defined as in Remark 3.11. Then the points of Iα correspond
precisely to those representations Mαˆ which can be written as the cokernel of short exact se-
quences
0→ Sd1α1 →Mα →Mαˆ → 0
with Hom(Sα1 ,Mα) = d1 and such that Mα has no direct summand which is isomorphic to Sα1
or Sα2 .
Proof. By construction, for every representationMαˆ corresponding to a point of I
α we haveMαˆ ∈
S⊥α1 and dimExt(Mαˆ, Sα1) ≥ d1. Moreover, Mαˆ has no direct summand which is isomorphic to
Sα1 or Sα2 . Thus the middle terms of the induced short exact sequences 0 → S
d1
α1 → Mα →
Mαˆ → 0 satisfy the claimed properties.
Conversely let Mα be of dimension α such that dimHom(Sα1 ,Mα) = d1 and such that Sα1
and Sα2 are no direct summands of Mα. Then we have Ext(Sα1 ,Mα) = 0 and, by Theorem
2.11, there exists a short exact sequence 0 → Sd1α1 → Mα → Mαˆ → 0 such that Mαˆ ∈ S
⊥
α1 and
dimExt(Mαˆ, Sα1) ≥ d1. It follows that we have dimHom(Mαˆ, Sα1) ≥ 〈αˆ, α1〉 + d1. Since Mα
has no direct summand isomorphic to Sα2 , the same is true for Mαˆ because Ext(Sα2 , Sα1) = 0.
In particular, Mαˆ fits into a commutative diagram as in Theorem 3.17. 
3.3. Dimensions. Again let α = αd11 + α
d2
2 + α
d3
3 be the canonical exceptional decomposition
of a root α of type one with
ext(α3, α2) = n, hom(α2, α1) = l, ext(α3, α1) = m.
Then Kac’s result yields that the isomorphism classes of indecomposables of dimension α can
be described by
1− 〈α,α〉 = 1−
3∑
i=1
d2i − ld1d2 +md1d3 + nd2d3
parameters. As in the previous subsection, let
r = nd3 − d2,
s = (nl −m)d3, and
t = (nl −m)d3 − d1 − 〈αˆ, α1〉.
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Moreover, we have defined the vector spaces V0, V = V
l
0 , andW ⊆ V in the previous subsection.
Their dimensions are
dimV0 = s, dimV = ls, and dimW = nd3 =: w.
We abbreviate Xi := X
α
i (for i = 1, 2) and I := I
α in this case. Then, we get X2 = Grr(W ) and
X1 = {U ∈ Grr(V ) | ex. U0 ∈ Grt(V0) with U ⊆ U
l
0}.
Theorem 3.21. If X1 and X2 intersect then every irreducible component of X1 ∩ X2 has di-
mension at least d23 − 〈α,α〉.
The rest of this subsection deals with the proof of Theorem 3.21. We need some auxiliary
results.
We introduce the following construction: Let pri : V = V
l
0 → V0 be the projection to the i
th
factor. For a subspace U ⊆ V , we define pr(U) ⊆ V0 to be the sum over the images of U under
these projections, i.e.
pr(U) = pr1(U) + . . .+ prl(U).
It is easy, yet crucial, to observe the following:
Lemma 3.22. For subspaces U ⊆ V and U0 ⊆ V0, we have U ⊆ U
l
0 if and only if pr(U) ⊆ U0.
Proof. Suppose that U ⊆ U l0. Every u ∈ U decomposes as u =
∑
i pri(u) and by assumption
pri(u) ∈ U0. Therefore pri(U) ⊆ U0 and thus, pr(U) ⊆ U0. Conversely, we assume that pr(U) ⊆
U0 and take u ∈ U . Then pri(u) ∈ pri(U) ⊆ pr(U) ⊆ U0, whence u =
∑
i pri(u) ∈ U
l
0. 
In order to compute the dimension of X1, we consider Y = ψ
−1
2 ∆(Grt(V0)) (as defined in the
previous subsection) which equals the set of all flags of the form U ⊆ U l0 with U ∈ Grr(V ) and
U0 ∈ Grt(V0). Let E → Grlt(V ) be the universal rank lt-bundle. As a variety over Grlt(V ), the
flag variety Fl(r,lt)(V ) identifies with the Grassmannian Grr(E ). Thus, ψ2 is locally trivial and
its fiber is a Grassmannian Grr(k
lt). Therefore, Y is irreducible of dimension
dimY = dimGrt(V0) + dimGrr(k
lt) = t(s− t) + r(lt− r).
The following lemma will ensure that the dimension of X1 = ψ1(Y ) coincides with the dimension
of Y .
Lemma 3.23. We have 1 ≤ t = lr − d1 ≤ lr.
Proof. By Remark 3.13, we have t ≥ 1. Moreover, nl−m = hom(δ, α1) = 〈δ, α1〉 which yields
t = 〈δd3 , α1〉 − 〈αˆ, α1〉 − d1.
Since l = 〈α2, α1〉 and m = ext(α3, α1), we get
lr = l(nd3 − d2) = 〈δ
d3 , α1〉 − 〈α
d2
2 , α1〉 − 〈α
d3
3 , α1〉 = 〈δ
d3 , α1〉 − 〈αˆ, α1〉.
Thus the claim is equivalent to d1 ≥ 0. 
Proposition 3.24. The morphism ψ1 restricts to a birational morphism Y → X1.
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Proof. We consider the restriction of the map ψ1 : Fl(r,lt)(V )→ Grr(V ) which gives a surjective
morphism Y → X1. Let U ∈ X1 and consider the fiber YU . We obtain
YU ∼= {U0 ∈ Grt(V0) | U ⊆ U
l
0}
= {U0 ∈ Grt(V0) | pr(U) ⊆ U0}
∼= Grt−kU (V0/pr(U))
using Lemma 3.22. Here, kU is defined as dimpr(U). As U ∈ X1, there exists U0 ∈ Grt(V0)
such that U ⊆ U l0. Thus dimpr(U) ≤ t. We show that
t = max{kU | U ∈ X1}.
Choose a basis v1, . . . , vs of V0 and let {v
j
i } be the basis of V = V
l
0 where v
j
i is the vector v
j
located in the ith copy of V0. Put U0 to be the span of v
1, . . . , vt. Choose a natural number q
and k ∈ {1, . . . , l} with t = (q − 1)l + k and define
u1 = v
1
1 + . . .+ v
l
l , u2 = v
l+1
1 + . . .+ v
2l
l , . . . , uq = v
(q−1)l+1
1 + . . . + v
t
k.
This choice assures that the vectors pri(u
j) are linearly independent. As t ≤ lr, we have r ≥ q.
Any r-dimensional subspace U of U l0 containing u1, . . . , uq fulfills dimpr(U) = t. Choosing such
a subspace U , the fiber YU is a singleton. ls dimpr(U) = t. Choosing such a subspace U , the
fiber YU is a singleton. The association U 7→ pr(U) gives a morphism X
o
1 → Y on the dense
open subset of all U ∈ X1 for which dimpr(U) = t (whose image we denote Y
o) and provides
an inverse to ψ1 restricted to Y
o → Xo1 . 
Corollary 3.25. The dimension of X1 is also t(s− t) + r(lt− r).
Proof of Theorem 3.21. Obviously dimX2 = r(w − r). Moreover, Grr(V ) is a non-singular
variety whence the diagonal embedding Grr(V ) → Grr(V ) ×Grr(V ) is a regular embedding of
codimension dimGrr(V ) = r(ls− r). Using [8, Lemma 7.1], we deduce from the fiber square
X1 ∩X2 //

X1 ×X2

Grr(V ) // Grr(V )×Grr(V )
that every irreducible component of the intersection X1 ∩X2 has dimension at least
dimX1 + dimX2 − dimGrr(V ) = t(s− t) + r(lt− r) + r(w − r)− r(ls− r)
= r(w − r)− (lr − t)(s− t)
and by a straightforward calculation, we see that r(w− r)− (lr− t)(s− t) equals d23−〈α,α〉. 
3.4. Intersecting subvarieties of Grassmannians. Our next task is to prove that the inter-
section I = X1 ∩X2 is non-empty. We do not know an elementary proof for this. The strategy
for proving this result is to show that the intersection product [X1] · [X2] in the Chow ring
A∗(Grr(V )) is non-zero which implies, by the existence of refined intersections (cf. [8, Section
8.1]), that X1 ∩X2 6= ∅.
Again, we consider the variety Y and regard it as the subvariety of Grr(V )×Grt(V0) of pairs
(U,U0) with U ⊆ U
l
0. The image of Y under the projection to the first component equals X1.
Let U be the vector bundle on Grr(V )×Grt(V0) which arises as the pull-back of the universal
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rank r-subbundle of the trivial bundle on Grr(V ) with fiber V and let Q0 be the pull-back to
Grr(V )×Grt(V0) of the universal rank (s − t)-quotient bundle on Grt(V0). As a closed subset,
Y equals the vanishing set Z(Ψ), where
Ψ : U → π∗V l0 → Q
l
0
is interpreted as a global section of the bundle U ∨ ⊗ Ql0. In the above context, π : Grr(V ) ×
Grt(V0) → Spec k is the structure map. By Corollary 3.25, the codimension of Y in Grr(V ) ×
Grt(V0) is precisely lr(s − t) = rk(U
∨ ⊗ Ql0). As the ambient variety Grr(V ) × Grt(V0) is
non-singular, we deduce that Ψ is a regular section and that [Z(Ψ)] = Z(Ψ) (see [8, Example
14.1.1]). By [8, Proposition 14.1], the image of Z(Ψ) in A∗(Grr(V )×Grt(V0)) equals
clr(s−t)(U
∨ ⊗Ql0).
Let x1, . . . , xr be the Chern roots of U
∨ and let y1, . . . , ys−t be the Chern roots of Q0. The
total Chern class of U ∨⊗Ql0 is
∏r
i=1
∏s−t
j=1(1+ xi+ yj)
l. Therefore, the top Chern class of this
bundle is
clr(s−t)(U
∨ ⊗Ql0) =
r∏
i=1
s−t∏
j=1
(xi + yj)
l.
Proposition 3.24 asserts that the push-forward π1,∗[Y ] under the projection π1 : Grr(V ) ×
Grt(V0) → Grr(V ) agrees with [X1] ∈ A∗(Grr(V )) (the cycle associated with the subvariety
X1). By Proposition 2.19, A∗(Grt(V0)) is free with the basis elements ∆λ = det(cλi+j−i(Q0))
where λ ranges over all partitions fitting into a t× (s − t)-box.
Lemma 3.26. The push-forward π1,∗
(
clr(s−t)(U
∨ ⊗Ql0)
)
equals
 ∑
1≤i1<...<ilr−t≤lr
x⌈i1/l⌉ . . . x⌈ilr−t/l⌉


s−t
.
Proof. The push-forward map π1,∗ sends ∆(s−t)t to 1 and the rest of the basis elements to 0.
It therefore suffices to show that the coefficient of ∆(s−t)t = cs−t(Q0)
t = yt1 . . . y
t
s−t in the top
Chern class clr(s−t)(U
∨ ⊗Ql0) =
∏r
i=1
∏s−t
j=1(xi + yj)
l is the desired expression. This coefficient
is f s−t, where f = f(x1, . . . , xr) denotes the coefficient of y
t in the expression
r∏
i=1
(xi + y)
l.
Then f is the sum over all monomials in x1, . . . , xr of degree lr−t in which every xi occurs with a
power of at most l. Such a monomial can be written as xα1 . . . xαlr−r for a unique non-decreasing
sequence 1 ≤ α1 ≤ . . . ≤ αlr−t ≤ r for which no number i ∈ {1, . . . , r} occurs more than l times.
These sequences are in bijection with increasing sequences 1 ≤ i1 < . . . < ilr−t ≤ lr by mapping
iν to ⌈iν/l⌉. 
We abbreviate p = lr − t. In order to display the parenthesized expression in the previous
lemma as a linear combination of monomial symmetric functions evaluated at the xi’s, we prove
the following identity of symmetric functions:
24 HANS FRANZEN AND THORSTEN WEIST
Lemma 3.27. In the ring of symmetric functions in the variables x1, x2, . . ., we have
∑
i1<...<ip
x⌈i1/l⌉ . . . x⌈ip/l⌉ =
∑
λ

∏
i≥1
(
l
λi
)mλ,
where the sum ranges over all partitions λ of p with l ≥ λ1.
Proof. Using that f =
∑
i1<...<ip
x⌈i1/l⌉ . . . x⌈ip/l⌉ is a non-negative integral linear combination of
monomials, we see that f can be displayed as
∑
λ aλmλ with aλ ∈ Z≥0. For a monomial x
λ (cor-
responding to a partition λ) occurring in f , it is clear that |λ| = p and, as at most l of the iν ’s can
have the same value for ⌈iν/l⌉, the integers λi are bounded above by l. Therefore, the coefficient
aλ must be zero unless λ is a partition of p which fits into a p× l-box. For such a partition λ of
p, there are exactly
∏
i
( l
λi
)
ways to write the monomial xλ as a product x⌈i1/l⌉ . . . x⌈ip/l⌉: the in-
dexes i1, . . . , iλ1 must be contained in {1, . . . , l}, the numbers iλ1+1, . . . , iλ1+λ2 in {l+1, . . . , 2l},
and so on. This proves that aλ is the desired coefficient. 
The function f =
∑
λ
(∏
i≥1
( l
λi
))
mλ can be displayed as an integral linear combination∑
µ bµeµ of elementary symmetric functions; again µ ranges over partitions of p. We can deter-
mine these coefficients explicitly (and read off that they are non-negative).
Lemma 3.28. The following equality holds in the ring of symmetric functions:
∑
λ

∏
i≥1
(
l
λi
)mλ =∑
µ

∏
j≥1
(
l − µ′1 + µ
′
j
µ′j − µ
′
j+1
) eµ.
The first summation ranges over all partitions λ of p with l ≥ λ1 while the second runs over all
partitions µ of p whose length is at most l.
The proof of this lemma was done and explained to the first author by Michael Ehrig. If the
following presentation is unclear then this is due to the first author’s lack of knowledge of the
categorification methods therein.
Proof. The proof uses skew Howe duality (cf. [13]). Consider the vector space
p∧
(Cr ⊗ Cl)
as a glr- and as a gll-module. These actions commute. As a glr-module, it decomposes as⊕
α1+...+αl=p
α1∧
Cr ⊗ . . .⊗
αl∧
Cr.
In this decomposition, αi = 0 is allowed. The character of the module
∧α1 Cr ⊗ . . . ⊗ ∧αl Cr
is eα1 . . . eαl evaluated at x1, . . . , xr (see [9, Lecture 24] for an introduction to characters). Re-
ordering eα1 . . . eαl as eµ = eµ1 . . . eµl for a partition µ, we see that the character of
∧p(Cr⊗Cl)
as a glr-module is
∑
µ⊢p bµeµ for some non-negative integers bµ. We can compute these numbers
explicitly: bµ is the number of tuples α = (α1, . . . , αl) summing to p which can be reordered to
µ (from which it is evident that bµ is non-zero if and only if µ is a partition of p of length at
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most l). Displaying µ as 1n12n2 . . . (i.e. nj = multj(µ)), we may set n1 of the αi’s to be 1, then
n2 of the remaining αi’s to be 2, and so forth. In total we get∏
j≥1
(
l − (n1 + . . . + nj−1)
nj
)
=
∏
j≥1
(
l − µ′1 + µ
′
j
µ′j − µ
′
j+1
)
possible ways to reorder µ. In the above equation, µ′ denotes the conjugate partition. On the
other hand, we compute the character of
∧p(Cr ⊗Cl) by decomposing it into glr-weight spaces.
We have
ch
(
p∧
(Cr ⊗ Cl)
)
=
∑
λ
dim
(
p∧
(Cr ⊗ Cl)
)
λ
·
∑
α∈W ·λ
xα
where λ = (λ1, . . . , λr) is a dominant weight (i.e. a partition) and W · λ is the Weyl group orbit
of λ. Therefore, the sum ∑
α∈W ·λ
xα
corresponds to the monomial symmetric functionmλ(x1, . . . , xr). The glr-weight space (
∧p(Cr⊗
Cl))λ is the gll-module
∧λ1 Cl ⊗ . . .⊗∧λr Cl whose dimension is
dim
( λ1∧
Cl ⊗ . . .⊗
λr∧
Cl
)
=
(
l
λ1
)
. . .
(
l
λr
)
,
which is just the multiplicity of mλ(x1, . . . , xr) in f(x1, . . . , xr). 
The next step is to take the (s − t)th power of this expression. We abbreviate k = s − t.
The product eλeµ of two elementary symmetric functions is eλ∪µ, where λ ∪ µ is the partition
1m1+n12m2+n2 . . . when displaying λ = 1m12m2 . . . and µ = 1n12n2 . . ., so the k-th power of
f =
∑N
i=1bµieµi reads as∑
k1+...+kN=k
((
k
k1 k2 . . . kN
)
bk1
µ1
. . . bkN
µN
)
ek1∗µ1∪...∪kN∗µN .
In the above expression, k ∗ µ stands for the k-fold union µ ∪ . . . ∪ µ. It can be rewritten as
∑
ν

 ∑
k1+...+kN=k
δ(k1∗µ1∪...∪kn∗µN ,ν)
((
k
k1 k2 . . . kN
)
bk1
µ1
. . . bkN
µN
) eν =∑
ν
cνeν .
As the summation f =
∑
µ bµeµ ranges over partitions of p of length bounded by l, the sum
fk =
∑
ν cνeν ranges over partitions ν of kp of length at most kl. Moreover, the coefficient of
every partition of the form k ∗µ is non-zero. All coefficients are obviously non-negative integers.
In order to being able to use the Littlewood–Richardson rule, we need to express fk in terms
of Schur functions sλ. The transformation matrix from elementary symmetric functions eν to
Schur functions sλ is given by the Kostka numbers, see Lemma 2.17. We finally arrive at
fk =
∑
ν
cν
∑
λ
Kλ,νsλ′ =
∑
λ
∑
ν
Kλ′,νcνsλ =
∑
λ
dλsλ,
the sum ranging over partitions of kp. The dλ’s are non-negative integers and dλ is positive for
example if there exists a partition µ of p for which λ′ ≥ k ∗ µ.
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Let’s take a step back and look at what we have done. We have shown that π1,∗[Z(Ψ)] can
be expressed as a Z-linear combination∑
λ
dλsλ(x1, . . . , xr) =
∑
λ
dλ∆λ
with non-negative coefficients. Note that, as Y is reduced and irreducible and as Z(Ψ) and
Y agree as closed subsets, we get by definition [Z(Ψ)] = N [Y ], where N is the length of the
local ring of Z(Ψ) at its generic point. As π1 induces a birational morphism Y → X1 (cf.
Proposition 3.24), we see that π1,∗[Y ] = [X1], which yields π1,∗[Z(Ψ)] = N [X1]. The basis
theorem (Proposition 2.19) then implies that N is a common divisor of the dλ’s.
In order to finally show that X1 and X2 intersect, we have to compute the intersection product
[X1] · [X2]. The subvariety X2 = Grr(W ) is a Schubert variety. Its class is
∆(ls−w)r = cr(U
∨)ls−w;
it is not hard to see that every determinantal locus Ω(U∗) corresponding to ∆(ls−w)r (see sub-
section 2.6) is reduced. The multiplication of two Schubert cycles is given by the Littlewood–
Richardson rule. In general, this is pretty messy but here, we are in a very favorable situation:
we are forced to stay in the r× (ls− r)-box and the partition (ls−w)r has maximal length. We
make use of the following lemma:
Lemma 3.29. Let d ≤ n and let λ be a partition of length no greater than d and with λ1 ≤ n−d.
Let j ≤ n− d. In the Chow ring A∗(Grd(k
n)), we have
∆λ ·∆jd = ∆λ+jd .
The class ∆λ+jd is non-zero if and only if λ1 + j ≤ n− d.
In the lemma, the sum λ+ µ of two partitions λ and µ is taken component-wise, i.e. λ+ µ =
(λ1 + µ1, λ2 + µ2, . . .).
Proof. As ∆jd = cd(U
∨)j = ∆j
1d
, we are down to showing the assertion for j = 1. The product
∆λ ·∆1d computes by Pieri’s rule (Lemma 2.18) as
∆λ ·∆1d =
∑
µ
∆µ,
where µ runs through all partitions arising from λ by adding a total number of d boxes, at
most one per row. There is only one partition µ obtained in such a way whose length does not
exceed d: the one we get by inserting exactly one box in each row. That’s precisely the partition
λ+ 1d. 
Applying this lemma to our situation, we obtain that (π1,∗[Z(Ψ)]) · [X2] =
∑
λ dλ∆λ+(ls−w)r ,
the sum ranging over partitions λ of kp = (lr − t)(s− t) contained in a box of size r × (ls− r),
whose width is less than or equal to ls − r − (ls − w) = w − r, that means λ must actually be
contained in an r × (w − r)-box. We have proved:
Theorem 3.30. The intersection product of the subvarieties X1 of all U ∈ Grr(V ) for which a
U0 ∈ Grt(V0) with U ⊆ U
l
0 exists and X2 = Grr(W ) in the Chow ring A
∗(Grr(V )) is
[X1] · [X2] =
1
N
∑
λ
dλ∆λ+(ls−w)r ,
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where the sum is taken over all partitions λ of (lr − t)(s − t) of length at most r and with
λ1 ≤ w− r and N is the length of the local ring of Z(Ψ) at its generic point. The coefficient dλ
is a multiple of N and computes as
dλ =
∑
ν
Kλ′,ν
∑
∑
µ kµ=s−t
δ(
⋃
µ kµ∗µ,ν)

(s− t)!∏
µ
1
kµ!

∏
j≥1
(
l − µ′1 + µ
′
j
µ′j − µ
′
j+1
)
kµ

 .
In this expression, ν is a partition of (lr− t)(s− t) of length at most l(s− t) and µ runs through
all partitions of lr − t of length l(µ) ≤ l.
The coefficients look horrible, that’s true, but from the properties of Kostka numbers, we can
see that [X1] · [X2] 6= 0: the coefficients cν are non-negative, and c(s−t)∗µ is positive for every
µ ⊢ lr − t with l(µ) ≤ l. Therefore, it suffices to show that there exists a partition λ inside the
box r × (w − r) whose conjugate λ′ dominates a partition of the form (s − t) ∗ µ. Take µ to be
minimal among these partitions. That means
µ = ql−j(q + 1)j ,
where we choose q ∈ Z≥0 and j ∈ {0, . . . , l− 1} such that lq+ j = lr− t. Then, as t > 0, we get
q < r. We obtain (s− t) ∗ µ = q(l−j)(s−t)(q + 1)j(s−t). Moreover, let λ′ be the maximal possible
partition (inside the box of size (w − r)× r, as we are dealing with the conjugate of λ), that is
λ′ = k1rm,
where m ∈ Z≥0 and k ∈ {0, . . . , r− 1} such that rm+ k = (lr− t)(s− t). Then λ and (s− t) ∗µ
are partitions of the same number and the fact that r ≥ q+1 (see above) yields λ ≥ (s− t) ∗ µ.
This shows that [X1] · [X2] 6= 0, so we finally arrive at
Corollary 3.31. The subvarieties X1 and X2 of Grr(V ) intersect.
3.5. Indecomposability. In this section, we treat the third part of Question 3.5. To do so,
we keep the notation and conventions from the last sections and fix a non-Schurian root α
of a quiver Q(m) of type one with canonical exceptional decomposition α = αd11 + α
d2
2 + α
d3
3
such that αˆ = αd22 + α
d3
3 is an imaginary root. We have seen in Remark 3.4 that, if d3 = 1,
every representation in Iα is indecomposable, even Schurian. If d3 ≥ 2, it is not clear at all
which points in Iα correspond to indecomposable representations. The aim of this section is to
apply the methods of section 2.4 in order to show that there exists an open subset of Schurian
representations in Iα for a large number of roots, even if d3 ≥ 2. This assures that those
representations corresponding to points of Iα can indeed be used to construct indecomposable
representation of dimension α, giving a (partial) answer to the third part of Question 3.5. The
following lemma is crucial for the main result of this section:
Lemma 3.32. Let α = β + γ be a decomposition into non-Schurian roots of type one which is
compatible with the canonical decomposition of α, i.e. β = αcs1 ⊕βˆ, γ = α
c
1⊕γˆ for certain cs, c ≥ 0
and imaginary roots βˆ, γˆ ∈ α⊥1 . Then the map dimHom : Iβ × Iγ → N, (S, T ) 7→ dimHom(S, T )
is semi-continuous.
Proof. We denote the two indecomposable projective representations of K(n) by P0 and P1 re-
spectively. We have dimP0 = (1, n) and dimP1 = (0, 1). Every representationM ∈ R(d,e)(K(n))
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such that M has no direct summand isomorphic to P1 – this is equivalent to Hom(M,P1) = 0
– has a minimal projective resolution of the form
0→ Pne−d1 → P
d
0 →M → 0.
This defines an open subset Ro(d,e)(K(n)) of R(d,e)(K(n)) on which we have a natural Glne−d(k)-
action whose quotient is the Grassmannian Grne−d(Hom(P1, P
d
0 )). Analogous to [22, section 1],
we can consider the quasi-projective (even quasi-affine) variety
{(f,M,N) | f ∈ Hom(M,N)} ⊂ (kdsd × kese)×Ro(ds,es)(K(n))×R
o
(d,e)(K(n))
together with the projection onto Ro(ds,es)(K(n)) × R
o
(d,e)(K(n)). Then the fibre of (M,N) is
Hom(M,N). Thus dimHom is semi-continuous on Ro(ds,es)(K(n))×R
o
(d,e)(K(n)).
We have Iα ⊂ Grr(W ) where W = Hom(Sα2 , Sδ) and r = nd3 − d2. As already mentioned in
Remark 3.18 the representations Sα2 and Sδ are the indecomposable projective representations
in S⊥α1 . The equivalence of categories between S
⊥
α1 and Rep(K(n)) gives rise to an isomorphism
between the Grassmannian Grr(W ) and R
o
(d2,d3)
(K(n))/Glr(k). If α = β+ γ is a decomposition
which is compatible with the canonical decomposition of α, together with the previous consider-
ations this shows that the semi-continuity of dimHom is preserved when passing to the varieties
Iβ and Iγ . 
Inspired by Definition 2.13 we introduce the following notion:
Definition 3.33. (1) We call a decomposition α = β+ γ of α into roots Hom-orthogonal if
i) β = αcs1 + α
ds+kd
2 + α
es+ke
3 and γ = α
c
1 + α
d
2 + α
e
3 are the canonical exceptional
decompositions for certain cs, ds, es, c, d, e, k ≥ 0;
ii) β is a root of type one of Q(m) or cs = 0 and γ is a root of type one of Q(m) or
c = 0 ;
iii) ((ds + kd, es + ke), (d, e)) is a Hom-orthogonal pair of K(ext(α3, α2)).
(2) Let M be an exceptional representation and N,T ∈ M⊥ (resp. ⊥M). A short exact
sequence e ∈ Ext(T,N) with middle term S is called M -additive if
dimHom(S,M) = dimHom(N,M) + dimHom(T,M),
dimExt(S,M) = dimExt(N,M) + dimExt(T,M).
If, additionally, the middle term of e is indecomposable, we call e indecomposable.
If cs = 0 (resp. c = 0), we have that βˆ = β ∈ α
⊥
1 (resp. γˆ = γ ∈ α
⊥
1 ). Then every
representation of dimension βˆ (resp. γˆ) satisfies equation (2) of section 3.1. Using the language
of this definition and section 2.4 this means that, in order to construct an indecomposable
Mαˆ in I
α, it suffices to find a Hom-orthogonal decomposition α = β + γ and two general
Schurian representations Mβˆ ∈ I
β and Mγˆ ∈ I
γ which can be glued along indecomposable
Sα1-additive exact sequences using Theorem 2.12. We make this precise in the following. By
general representation we mean that the corresponding Hom-spaces vanish as predicted by the
decomposition.
We first stick to the problem of indecomposable additive exact sequences. Thus let be M an
exceptional representation and, moreover, let N ∈M⊥ be indecomposable, but not exceptional.
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By Lemma 2.10, there exists a short exact sequence
0→ L→ N
φ
−→Mn → 0
induced by a basis (φ1, . . . , φn) of Hom(N,M). For an arbitrary representation T , applying
Hom(T, ), we consider the following part of the respective long exact sequence
Ext(T,L)→ Ext(T,N)
fT,N
−−−→ Ext(T,Mn)→ 0.
If fT,N(e) = 0, we get a commutative diagram
e : 0 // N //
φ
S //

T // 0
fT,N(e) : 0 // M
n // T ⊕Mn // T // 0
for some representation S. Since (φ1, . . . , φn) is a basis of Hom(N,M), applying the functor
Hom( ,M) to the first row, this means that for the induced map g : Hom(N,M)→ Ext(T,M)
we have g = 0. In particular, the sequence e is M -additive if fT,N(e) = 0.
We transfer these considerations to our situation. Therefore, we assume that α = β + γ is a
Hom-orthogonal decomposition with βˆ = αds+kd2 + α
es+ke
3 and γˆ = α
d
2 + α
e
3. Define
nβ = 〈βˆ, α1〉, nγ = 〈γˆ, α1〉.
Then we have that for a general representation Mβˆ ∈ I
β (resp. Mγˆ ∈ I
γ) there exist short exact
sequences
0→ Nβˆ →Mβˆ → S
nβ+cs
α1 → 0 (resp. 0→ Nγˆ →Mγˆ → S
nγ+c
α1 → 0)
yielding
0→ Hom(Mβˆ , S
nγ+c
α1 )→ Ext(Mβˆ , Nγˆ)
g
βˆ,γˆ
−−→ Ext(Mβˆ ,Mγˆ)
f
βˆ,γˆ
−−→ Ext(Mβˆ , S
nγ+c
α1 )→ 0.
From now on assume that there exists a pair of Schurian representations M = (Mβˆ ,Mγˆ) with
Mβˆ ∈ I
β and Mγˆ ∈ I
γ satisfying Hom(Mβˆ ,Mγˆ) = Hom(Mγˆ ,Mβˆ) = 0. Note that this condition
is not part of Definition 3.33; but the last condition of the definition is necessary for finding
such a pair.
By Theorem 2.12, every such pair of Schurian representations gives rise to a fully faithful
embedding of Rep(Q(M)) into Rep(Q(m)). Here Q(M) has vertices Q(M)0 = {mβˆ ,mγˆ} and
−〈βˆ, γˆ〉 arrows from mβˆ to mγˆ and −〈γˆ, βˆ〉 arrows in the other direction. The arrows are in one-
to-one correspondence to a basis {χ11, . . . , χ
1
ext(βˆ,γˆ)
} of Ext(Mβˆ ,Mγˆ) (resp. {χ
2
1, . . . , χ
2
ext(γˆ,βˆ)
} of
Ext(Mγˆ ,Mβˆ)). We can choose these bases in such a way that
{χ11, . . . , χ
1
dim ker(f
βˆ,γˆ
)} (resp. {χ
2
1, . . . , χ
2
dim ker(f
γˆ,βˆ
)})
is a basis of ker(fβˆ,γˆ) (resp. ker(fγˆ,βˆ)). Now the exact sequences e ∈ ker(fγˆ,βˆ) (resp. e ∈
ker(fβˆ,γˆ)) are Sα1-additive. Thus together with Lemma 2.7 we can conclude:
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Proposition 3.34. Every indecomposable representation X ∈ Rep(Q(M)) of dimension (1, 1)
such that Xχij
= 0 if i = 1 and j > dimker(fβˆ,γˆ) or i = 2 and j > dimker(fγˆ,βˆ) defines a
Schurian representation FM (X) of Q(m) such that Hom(FM (X), Sα1) ≥ 〈α
d2
2 + α
d3
3 , α1〉+ d1.
If Q(M)0 denotes the subquiver of Q(M) having the same vertices and only dimker(fβˆ,γˆ)
(resp. dimker(fγˆ,βˆ)) arrows in the respective directions, the representations considered in Propo-
sition 3.34 obviously correspond to representations of Q(M)0. For every such pair M , we thus
get a (1−〈(1, 1), (1, 1)〉Q(M)0 )-parameter family of isomorphism classes of representations of I
α.
As Mβˆ and Mγˆ are Schurian, up to the representation corresponding to the semi-simple repre-
sentation of Q(M) of dimension (1, 1), the glued representations are also Schurian and contained
in Iα. Since 〈α1, γˆ〉 = 0, we have
dimker(fβˆ,γˆ) = dimExt(Mβˆ ,Mγˆ)− dimExt(Mβˆ , S
nγ+c
α1 )
= −〈β − αcs1 , γ − α
c
1〉 − (c+ nγ)cs
= −〈β, γ〉 + 〈β, αc1〉 − (c+ nγ)cs
= −〈β, γ〉 + 〈βˆ, αc1〉 − 〈γˆ, α
cs
1 〉.
Analogously, we obtain
dimker(fγˆ,βˆ) = −〈γ, β〉 + 〈γˆ, α
cs
1 〉 − 〈βˆ, α
c
1〉.
Thus we have
dimker(fβˆ,γˆ) + dimker(fγˆ,βˆ) = −〈β, γ〉 − 〈γ, β〉.
Taking into account Remark 3.19, the irreducible components of Iβ (resp. Iγ) containing Mβˆ
(resp. Mγˆ) already contain a (1 − 〈β, β〉)-parameter family (resp. a (1 − 〈γ, γ〉)-parameter
family) of isomorphism classes of Schurian representations. Thus we can construct a parametric
family of isomorphism classes of Schurian representations of Iα with the following number of
parameters when applying the functors FM (see also [27, section 3.1.2]):
1− 〈β, β〉 + 1− 〈γ, γ〉 + 1− 〈(1, 1), (1, 1)〉Q(M)0
= 1− 〈β, β〉 + 1− 〈γ, γ〉 + 1− (1 + 1− (dimker(fβˆ,γˆ) + dimker(fγˆ,βˆ)))
= 1− 〈β, β〉 + 1− 〈γ, γ〉 + (−1− 〈β, γ〉 − 〈γ, β〉)
= 1− 〈α,α〉
which is number predicted by Kac’s Theorem. Summarizing, we obtain:
Theorem 3.35. Let α be a non-Schurian root of Q(m) with canonical exceptional decomposition
α = αd11 +α
d2
2 +α
d3
3 such that (d2, d3) is coprime. Moreover, let α = β+ γ be a Hom-orthogonal
decomposition such that there exist two Schurian representations Mβˆ ∈ I
β and Mγˆ ∈ I
γ with
Hom(Mβˆ ,Mγˆ) = Hom(Mγˆ ,Mβˆ) = 0. Then there exists an irreducible component of I
α of di-
mension d23−〈α,α〉 containing an open subset of Schurian representations which can be obtained
recursively from Schurian representations of dimensions βˆ and γˆ when applying Theorem 2.12.
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For the non-coprime case we need a slight generalization. Assume that we have (d2, d3) =
n(dˆ2, dˆ3) with n = gcd(d2, d3). Then we can decompose (dˆ2, dˆ3) as done before. Moreover, a gen-
eral representation of dimension (dˆ2, dˆ3) is Schurian. Since (dˆ2, dˆ3) is also imaginary, by [22, The-
orem 3.5], we have hom((dˆ2, dˆ3), (dˆ2, dˆ3)) = 0. From this we obtain hom(k(dˆ2, dˆ3), l(dˆ2, dˆ3)) = 0
for k, l ≥ 1. Thus we obtain:
Theorem 3.36. Let α be a non-Schurian root of Q(m) with canonical exceptional decomposition
α = αd11 + α
d2
2 + α
d3
3 such that (d2, d3) = n(dˆ2, dˆ3) where (dˆ2, dˆ3) is coprime. Assume that there
exist decompositions d1 = c+ c
′ and n = k + l with k, l ≥ 1 such that
(1) β = αc1 + α
kdˆ2
2 + α
kdˆ3
3 and γ = α
c′
1 + α
ldˆ2
2 + α
ldˆ3
3 are roots of type one of Q(m);
(2) there exist two Schurian representations Mβˆ ∈ I
β and Mγˆ ∈ I
γ such that we have
Hom(Mβˆ ,Mγˆ) = Hom(Mγˆ ,Mβˆ) = 0.
Then there exists an irreducible component of Iα of dimension d23−〈α,α〉 containing an open sub-
set of Schurian representations which can be obtained recursively from Schurian representations
of dimensions βˆ and γˆ when applying Theorem 2.12.
Clearly, the main open question which remains is whether there exists an indecomposable or
even a Schurian representation in Iα for every non-Schurian root α of type one. We think that
this is always true:
Conjecture 3.37. If α is a non-Schurian root of type one, the variety Iα contains a Schurian
representation.
It would also be interesting to study what happens when taking stability into account. Since
the set of stable representations is open in the affine space of representations of a fixed dimen-
sion, most of the arguments transfer when replacing Schurian by stable. In particular, if there
exists one stable representation in Iα, there already exists an open subset. But this is actually
the critical point: how can we construct one stable representation starting by glueing (stable)
representations Mβˆ ∈ I
β and Mγˆ ∈ I
γ . It is likely, but needs to be checked in detail, that the
methods of [24, section 4.3] can be applied to construct such representations.
4. Special cases and examples
4.1. Special cases. In this section, we frequently use the notation of section 3. There we
restricted to non-Schurian roots α = αd11 + α
d2
2 + α
d3
3 of type one, i.e. we have
r ≤ nd3 ≤ ls and r ≤ lt.
Here we have dimV = ls and dimW = nd3. The condition r ≤ lt assures that the flag variety
Fl(r,lt)(V ) is well-defined. In the following, we want to study which consequences it has if at
least one of these conditions is not satisfied. In most of the cases, the conditions give rise to
inequalities which seem to be satisfied only for a small number of roots. Actually, in some cases
we conjecture that there exists no root which satisfies the given inequalities.
4.1.1. Condition r ≤ nd3− l(d1+ 〈αˆ, α1〉). This inequality seems to be satisfied only for a small
number of roots. If it is satisfied, we can consider short exact sequences of the form
0→ N → Sd3δ
π
−→ Sd1+〈αˆ,α1〉α1 → 0 (5)
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with N := ker(π). This yields a long exact sequence
0→ Hom(Sα2 , N)→ Hom(Sα2 , S
d3
δ )→ Hom(Sα2 , S
d1+〈αˆ,α1〉
α1 )→ Ext(Sα2 , N)→ 0
with r ≤ nd3 − l(d1 + 〈αˆ, α1〉) ≤ dimHom(Sα2 , N) ≤ nd3.
We define W := Hom(Sα2 , S
d3
δ ) and, moreover, Z := Hom(Sα2 , N). Keeping in mind the
universal property of the cokernel, every point in the subvariety
Xα(N) := {U ∈ Grr(W ) | U ⊂ Z}
induces a commutative diagram
0 // Srα2
//

Sd3δ
//
π

Mαˆ //

0
0 // 0 // S
d1+〈αˆ,α1〉
α1 S
d1+〈αˆ,α1〉
α1
// 0
where dimMαˆ = αˆ. In particular, every point induces a surjection Mαˆ → S
d1+〈αˆ,α1〉
α1 . In this
case, the dimension of the variety Xα(N) is easily determined as
dimXα(N) = dimGrr(Z) ≥ r(d2 − l(d1 + 〈αˆ, α1〉)).
We obtain:
Lemma 4.1. Every representation N as constructed above gives rise to a variety Xα(N) of
dimension at least r(d2 − l(d1 + 〈αˆ, α1〉)) such that every point in this variety corresponds to a
representation Mαˆ ∈ S
⊥
α1 with dimHom(Mαˆ, Sα1) = d1 + 〈αˆ, α1〉.
Remark 4.2. Note that it is not at all clear under which conditions non-isomorphic represen-
tations N and N ′ yield that arbitrary pairs of representations in Xα(N) and Xα(N ′) are non-
isomorphic. Thus it seems to be more difficult to say something about the dimension of inde-
composables which can potentially be constructed with these methods.
Example 4.3. We consider Q(1, 1, 1) and the real root (d, d + 1, d) which has the canonical
exceptional decomposition
(d, d + 1, d) = (0, 1, 0) ⊕ (1, 1, 0)d ⊕ (0, 0, 1)d.
In particular, it is not a Schur root for d ≥ 1. Then we have l = m = 1 and n = 2. Thus it
follows that
r = nd3 − d2 = d ≤ nd3 − l(d1 + 〈αˆ, α1〉) = 2d− 1.
Note that we also have nd3 = 2d > d = ls and r = d ≤ d = lt in this case. Note further that
this case is again special because (d, d) is an isotropic root of K(n = 2) which is not Schurian
if d ≥ 2. If d = 1, up to equivalence there exists only one short exact sequence of the form (5).
Moreover, we have Xα(N) = {pt} in this case and the upper row of the commutative diagram
is given by
• • • •
0 // // // // 0
•
ρ1
OO
•
ρ1
OO
•ρ3
oo
ρ2
BB✆✆✆✆✆✆✆✆✆
•
ρ1
OO
•
ρ2
BB✆✆✆✆✆✆✆✆✆
•
ρ1
OO
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Clearly, we have Hom(Mαˆ, Sα1) = k. Now, for general d and π the kernel of π is decomposable
and we have Xα(ker π) = Grd(k
2d−1). Since there only exists one indecomposable of dimension
(d, d + 1, d) up to isomorphism, this already suggests that the methods in this case need to be
improved. Note that, in this case we can construct the indecomposable representation Mαˆ with
Hom(Mαˆ, Sα1) = k by glueing the coefficient quivers of the representation on the right hand
side (d− 1)-times to itself according to its self-extensions.
4.1.2. Conditions nd3 > ls and r ≤ lt. This condition says that every morphism f : S
r
α2 → S
s
α1
factors through Sd3δ . Indeed, as α1, δ are exceptional in
⊥α2 and f2 : S
d3
δ → S
s
α1 is induced by
a basis of Hom(Sδ, Sα1), it follows that the kernel K of f2 is also a multiple of an exceptional
representations with K ∈ ⊥α2. Thus, Theorem 2.2 together with
nd3 = dimHom(Sα2 , S
d3
δ ) ≥ dimHom(Sα2 , S
s
α1) = ls
implies the claim as Ext(Sα2 ,K) = 0. This would make things easier because we would have
Iα = Xα1 in this case.
But note that, since we have s = (nl−m)d3, the first inequality is equivalent to n(l
2−1) < lm.
Now we have nl > m because 〈δ, α1〉 ≥ 0. Thus except for the case l = 1, this seems to be very
restrictive in the sense that only a few number of roots satisfy this condition. But if l = 1, we
already have t = lr − d1 = r − d1 ≥ r which is not possible. Thus we have l ≥ 2. In this case,
it would be interesting to study which roots satisfy the given inequalities or if there even exist
such roots.
4.1.3. Conditions nd3 > ls and lt < r. Because of the considerations from case 4.1.2, the
inequalities suggest to consider the case l = 1. But in this case, we conjecture that we already
have r ≤ nd3 − l(d1 + 〈αˆ, α1〉) and thus we were faced with case 4.1.1. Indeed, if this were not
the case, we had
nd3 − d2 > nd3 − d1 − d2 +md3 ⇔ d1 > md3.
We again conjecture that this cannot be true. Roughly speaking, the canonical exceptional
decomposition suggests that all extensions e ∈ Ext(Mαˆ, Sα1) are induced by extensions e
′ ∈
Ext(Sα3 , Sα1). But if d1 > md3, there are in a sense too few extensions to have that α is a root.
4.1.4. Conditions nd3 ≤ ls and lt < r. Since nd3 ≤ ls and s = (nl − m)d3, we have l ≥ 2.
Moreover, since t = lr − d1, we have
r > lt⇔ ld1 > (l
2 − 1)r ⇔ ld1 + (l
2 − 1)d2 > (l
2 − 1)nd3 ⇔
l
l2 − 1
d1 + d2 > nd3.
Actually, no root satisfying these two inequalities is known to us. For similar reasons as in the
previous case, we even conjecture that there exists no root which satisfies this inequality.
4.2. Examples. In this subsection we consider several examples which are to illustrate the
introduced methods.
Example 4.4. We consider the following concrete example: let m = (2, 1, 1) and consider the
root
(2, 5, 2) = (0, 1, 0) + (1, 2, 0)2 + (0, 0, 1)2.
This leads to the following values:
n = 3, m = 1, l = 2, r = 4, s = 10, t = 7, and w = 6.
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Remember that dimV0 = s = 10, dimV = ls = 20 and dimW = w = 6. Let’s compute the
intersection product (π1,∗[Z(Ψ)]) · [X2] by hand in this case in order to establish some trust in
the computations from subsection 3.4. On the Grassmannian Grr(V ) = Gr4(k
20) there is the
universal subbundle U of rank 4. On Grt(V0) = Gr7(k
10), we need the universal quotient bundle
Q0 of rank 3. The Chern roots of U
∨ are denoted by x1, . . . , x4 and y1, y2, y3 will be the Chern
roots of Q0. We have
Z(Ψ) =
4∏
i=1
3∏
j=1
(yj + xi)
2,
when, by abuse of notation, we identify Z(Ψ) with its image in A∗(Gr4(k
16)). The coefficient of
c3(Q0)
7 = (y1y2y3)
7 is
8m311 = 8e
3
1 = 8e13
(compare this to Lemma 3.28). We need to express e13 in terms of Schur functions. We have
e13 =
∑
λKλ′,13sλ. The integer Kλ′,13 is the number of semi-standard Young tableaux of shape
λ′ and weight 13, that’s what’s usually called a standard Young tableau of shape λ′. The number
Kλ′ of standard Young tableaux of shape λ
′ equals the number Kλ. The possible tableaux are
1
2
3 ,
1 2
3 ,
1 3
2 , and 1 2 3 .
This leads to
π1,∗Z(Ψ) = 8∆13 + 16∆1121 + 8∆31 .
We know that [X2] = ∆144 and the multiplication is given by addition of partitions by Lemma
3.29. We have
13 + 144 = 141153,
1121 + 144 = 142151161, and
31 + 144 = 143171,
the last of which is not contained in the box of size 4× 16. Therefore, we get
(π1,∗Z(Ψ)) · [X2] = 8∆141153 + 16∆142151161 .
Example 4.5. We consider m = (2, 1, 2) with α = (1, 3, 1). Then the canonical exceptional
decomposition is α = (0, 1, 0) + (1, 2, 0) + (0, 0, 1) and we have
n = 5, m = 2, l = 2, r = 4, s = 8, t = 7, and w = 5.
With x1, . . . , x4 denoting the Chern roots of U
∨ → Gr4(k
16) and y the 1st Chern class of the
line bundle Q0 on Gr7(k
8), we have Z(Ψ) = (x1+y)
2 . . . (x4+y)
2. Like in the previous example,
we deduce that
π1,∗Z(Ψ) = 2∆11 ,
[X2] = ∆114 , and thus
(π1,∗Z(Ψ)) · [X2] = 2∆113121 .
It is even possible to compute the intersection in this case (we’ve tried this in the previous
example, too – it’s a mess). Every point of Iα corresponds to a commutative diagram
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0 // S4α2
fp
  ❆
❆
❆
❆
❆
i1 //
f1

Sδ
f2

π1 // Mαˆ //
f3

0
0 // S7α1
i2 // S8α1
π2 // Sα1 // 0.
The coefficient quiver of Sα1 only consists of one vertex which corresponds to a basis element
denoted by b. We denote the 8 copies of the basis element b by bi for i = 1, . . . , 8. A coefficient
quiver of Sα2 is given by
•
v1
ρ11 @@✁✁✁✁
v2.
ρ21__❄❄❄❄
Then we have
V = Hom(Sα2 , S
8
α1) = 〈g
i
1, g
i
2 | i = 1, . . . , 8〉
where gil is induced by g
i
1(vj) = δ1,jδi,kbk and g
i
2(vj) = δ2,jδi,kbk. A coefficient quiver of Sδ where
δ = (5, 10, 1) is given by
• •
w7
ρ21 ==④④④④④
w8
ρ11aa❈❈❈❈❈
w9
ρ21 ==④④④④④
w10
ρ11bb❊❊❊❊❊
•
ρ23__❃❃❃❃
ρ2
ρ23
??    
ρ13
''PP
PP
PP
PPρ13
ww♥♥♥
♥♥
♥♥
♥
w3
ρ11
  ❆
❆❆
❆
w4
ρ21
~~⑥⑥
⑥⑥
• w5
ρ11
!!❉
❉❉
❉
w6.
ρ21
||②②
②②
• w1
ρ11 @@✁✁✁✁
w2
ρ21^^❂❂❂❂
•
Then f2 : Sδ → S
8
α1 is defined by
f2(w1) = b1, f2(w2) = b2, f2(w3) = b3, f2(w4 − w5) = b4,
f2(w6) = b5, f2(w7) = b6, f2(w8 − w9) = b7, f2(w10) = b8.
Then it is straightforward that
W = 〈g11 + g
2
2 , g
3
1 + g
4
2 , g
4
1 − g
5
2 , g
7
1 + g
6
2 , g
8
1 − g
7
2〉.
Having chosen a basis of W , we identify Gr4(W ) with P(W
∗) ∼= P4. Under this identification,
the closed subset X1 ∩X2 = {U ∈ Gr4(W ) | dimpr(U) ≤ 7} corresponds to
{U ∈ P(W ∗) | dim
( (
AT
(
E8
0
))−1
U ∩
(
AT
(
0
E8
))−1
U
)
≥ 1}.
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In the above context, A is the transition matrix of the embedding W → V (with respect to the
basis {gij}). Its transpose is given by
AT =


g11 g
2
1 g
3
1 g
4
1 g
5
1 g
6
1 g
7
1 g
8
1 g
1
2 g
2
2 g
3
2 g
4
2 g
5
2 g
6
2 g
7
2 g
8
2
1 1
1 1
1 −1
1 1
1 −1

.
Set A(1) = A
T
(
E8
0
)
and A(2) = A
T
(
0
E8
)
. Let U = [x1 : . . . : x5] ∈ P(W
∗) = P4. With
u(1) = x1e
1 + x2e
3 + x3e
4 + x4e
7 + x5e
8
u(2) = x1e
2 + x2e
4 − x3e
5 + x4e
6 − x5e
7,
where e1, . . . , e8 is the dual basis of V ∗0 to the basis g
1, . . . , g8, we obtain that
A−1(1)U ∩A
−1
(2)U =
(
〈e2, e5, e6〉+ 〈u(1)〉
)
∩
(
〈e1, e3, e8〉+ 〈u(2)〉
)
.
The condition for this space to be non-zero can be seen to be equivalent to the requirement
x2x4 + x3x5 = 0. Therefore, the intersection I
α = X1 ∩X2 identifies with
{[x1 : . . . : x5] ∈ P
4 | x2x4 + x3x5 = 0},
which is an irreducible closed subset of P4 of codimension one.
In this case Iα describes the isomorphism classes of indecomposable representations with
dimHom(Sα1 ,Mα) = 1, see also Corollary 3.20. This can be seen as follows: for every in-
decomposable representation Mα ∈ Rα(Q(m)) we have that 1 ≤ dimHom(Sα1 ,Mα) ≤ 2. If
dimHom(Sα1 ,Mα) = 1, there exists a short exact sequence
0→ Sα1 →Mα →Mαˆ → 0
whereMαˆ ∈ Sα1
⊥ and Ext(Mαˆ, Sα1) = Hom(Mαˆ, Sα1) = k. In particular,Mαˆ is indecomposable
because Mα is indecomposable and, moreover, it can be written as the quotient of its minimal
projective resolution
0→ S4α2 → Sδ →Mαˆ → 0.
This sequence can be completed to a commutative diagram of the desired form and shows
Mαˆ ∈ I
α.
Thus assume that dimHom(Sα1 ,Mα) = 2. Then we have dimHom(N,Sα1) = 1 and thus
Nρi3 = 0 where N is the quotient of the respective short exact sequence and dimN = (1, 1, 1).
Thus a basis of Ext(N,Sα1) is induced by the arrows ρ
i
3 and we see that we have Mαˆ /∈ S
⊥
α1
where Mαˆ is given as the middle term of
0→ Sα1 →Mαˆ → N → 0.
Example 4.6. Let m = (2, 1, 2) and α = (1, 14, 8) which is a real root. Then we have
α = (0, 2, 1)3 + (0, 1, 0)6 + (1, 2, 5)
n = 8, m = 11, l = 2, r = 2, s = 5, t = 1, and w = 5.
NON-SCHURIAN INDECOMPOSABLES VIA INTERSECTION THEORY 37
Let x1, x2 be the Chern roots of U
∨ on Gr2(k
10) and y1, . . . , y4 be the Chern roots of Q0
which lives on Gr1(k
5) = P4. We get Z(Ψ) =
∏2
i=1
∏4
j=1(xi + yj)
2 and this yields π1,∗Z(Ψ) =
(8m13(x1, x2) + 2m1121(x1, x2))
4. As m13(x1, x2) = 0, we obtain
π1,∗Z(Ψ) = 16m1121(x1, x2)
4 = 16e1121(x1, x2)
4 = 16e1424(x1, x2).
This can be expressed as a linear combination π1,∗Z(Ψ) = 16
∑
λKλ′,1424∆λ. On the other hand,
we have [X2] = ∆22 . As we are forced to stay in a 2×8 box, the only term that “survives” in the
product (π1,∗Z(Ψ)) · [X2] is the summand attached to λ = 6
2. Thus, we only need to compute
the Kostka number K26,1424 . In other words, we need to fill the boxes
with the integers 1, . . . , 8 – the numbers 1, . . . , 4 occurring twice and the others once – in such
a way that the entries are strictly increasing along both columns and weakly increasing along
every row. The following entries are already fixed by this requirement:
1 1
2 2
3 3
4 4
5
8 .
We thus see that K26,1424 = 2, whence
(π1,∗Z(Ψ)) · [X2] = 32∆82 = 32[pt].
Note that we have δ = (1, 10, 5) and a coefficient quiver of Sδ is obtained from the one of Sδ in
Example 4.5 when turning around all arrows. We are left with the question which embedding
S2α2 →֒ Sδ gives rise to a surjection of the quotient Mαˆ onto S
4
α1 . Denote by b1 and b2 the two
basis elements of (Sα2)q2 . Then it is straightforward to check that this embedding is induced by
i1(b1) = w8 − w9 and i1(b2) = w4 − w5. Then a coefficient quiver of Mαˆ is given when merging
the corresponding vertices of the coefficient quiver.
Example 4.7. We consider Q(2, 1, 2) and the exceptional sequence
(α1, α2, α3) = ((1, 2, 0), (2, 3, 0), (0, 0, 1)).
We consider the dimension vectors β(d) = αd1+α
3
2+α
1
3 and γ(e) = α
e
1+α
4
2+α
1
3. Then we have
that β(d) is a root if and only if d ≤ 3 and γ(e) is a root if and only if e ≤ 2. Since (1, 3) and
(1, 4) satisfy the glueing conditions, by Theorem 3.35 we can construct a 15-parameter family of
indecomposable representations of dimension β(3)+γ(2) = (19, 31, 2) by glueing representations
from Iβ(3) and Iγ(2).
But note that we cannot construct the real root representation of dimension (20, 33, 2) =
α61+α
7
2+α
2
3 = β(d)+γ(e) where d+e = 6 by glueing. This is because there is no decomposition
d+ e = 6 such that both β(d) and γ(e) are roots.
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