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Abstract
Many modern systems must deal with bursty traffic, from computer sys-
tems subject to jobs arriving in clusters to devices with an intermittent
energy supply such as those powered by renewable sources. As computer
systems become ever more commonplace, and renewable energy targets make
unreliable power ubiquitous, an important part of system design will be
ensuring system performance under bursty demand. We seek to understand
the impact of bursty arrivals and show how system parameters can be chosen
to meet service requirements in these situations.
In this thesis, we will be concerned with the fluid queue, a modelling
paradigm for systems subject to bursty arrivals. Fluid queues describe the
evolution of a stochastic buffer fed by a source which changes rate according
to a background process, typically a continuous-time Markov chain. We
choose this model as it captures the key behaviour we wish to model and
the characteristics we seek to compute are amenable to efficient solution.
In this thesis we make three contributions to the theory of fluid queues,
significantly increasing the class of systems which can be modelled without
resorting to experiments or simulations. Firstly, we derive hitting times in
models with multi-regime (level-dependent) behaviour, then busy periods
in models where the environment process has an infinite (but countable)
state space such as the M/M/c queue, and finally performance metrics in
networks of fluid queues.
We apply such models to give insights into mobile phone battery life,
the temperature of a computer system and reserve levels in energy storage
reservoirs, all systems subject to bursty arrivals.
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Notation
In this thesis we will generally use the following notation.
t, x real numerical values
s, w transform parameters
T random variable
X(t), Z(t) stochastic processes
S discrete state space, typically a subset of Z
S+, S− subsets of S corresponding to filling and emptying states
|S| the size of the statespace
Ei random variable denoting holding time in state i
Q,R matrices of constants
Qn,Rn matrices used at different nodes in a network
Q(k),D(k) matrices used in different regimes
V0, V1, . . . , VK thresholds for buffer partitions
B capacity of a finite buffer
E[·] expectation of random variables
1{A} indicator function taking the value 1 if A is true and 0 otherwise
Z, R the set of integers and the set of real numbers
~H+, ~H− sub-vector of ~H selecting just indices in S+ or S− respectively
H+− sub-matrix of H with elements H(i, j) where i ∈ S+ and j ∈ S−
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1 Introduction
1.1 Motivation and objectives
When creating a mathematical model of a system with a processing buffer,
such as a computer system, a key first step is to understand the nature of
the input process. The input to some systems can be described accurately by
a single value, the average arrival rate; however this not always the case. A
bursty flow is one which fluctuates between a series of rates. There may be
short periods where the flow occurs at a high rate followed by longer periods
where the flow rate is much lower. We will term these intermittent periods
of high flow rate bursts and in this thesis will discuss how their presence
affects system design. A key feature of a bursty flow is that the averaged
flow rate gives an inaccurate picture of the flow’s behaviour and designing
a system without appropriately considering the bursty nature of the input
will lead to poor performance.
For example, power from renewable energy sources such as solar or wind
can be described as a bursty flow because the power output fluctuates a
lot over time. Wind turbines produce power intermittently when the wind
speed falls in a certain design range and have a capacity factor (the ratio
of actual power produced to theoretical maximum) reported by The Wind
Energy Center [96] to be around 20–40%. The power is generated in short
periods at a high rate, rather than at a lower constant rate.
Government targets mean renewable energy sources are set to become a
major source of energy for economies all around the world in coming years.
While renewable sources offer significant reductions in carbon footprint,
dealing with intermittent power generation will require a new generation
of the electrical grid, the smart grid. Part of this will involve significant
investment in energy storage. Whatever physical form this takes energy
providers will need to understand how different storage configurations will
allow them to meet their agreements with customers.
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On a smaller scale batteries in devices subject to intermittent charging such
as mobile phones also experience bursty arrivals, where arrival rates fluctuate
between two or more very different rates. So too do computer systems in data
centers, as highlighted by numerous authors including Alizadeh et al. [11],
where jobs arrive in clusters and can visit multiple servers for processing.
In these situations, to build effective systems in a cost efficient manner
we will need to understand the performance of a storage buffer subject to
bursty arrivals. The field of performance analysis uses mathematical models
to predict system characteristics such as availability, response times, loss
and throughput. These models allow for the costs and benefits of numerous
system configurations to be quickly and cheaply evaluated without the need
for expensive experimentation or simulation. In this thesis we will solve a
number of problems concerning a storage buffer subject to bursty arrivals.
Fluid queues are a mathematical model of a storage buffer where the
net input rate is piecewise continuous. This means that the buffer content
process is piecewise linear, where the gradient at each moment in time is
determined by the net input rate or is zero if the buffer is empty. Numerous
performance metrics have been calculated for the fluid queue model and
variants of the model have seen applications in areas as diverse as wildfires
by Stanford et al. [90], peer-to-peer file sharing by Gaeta et al. [33] and
router performance by Hohn et al. [40]. As the model describes the arrival
and processing of fluid at piecewise constant rates, it describes well a system
with a very large number of small jobs or a system like an electrical network
where the individual particles are sufficiently small to be described as a fluid
flow. In contrast to classical discrete queueing models like the M/M/1 and
M/G/1 queues the delay an individual job (or particle in the fluid model)
experiences is solely due to queueing and the service time delay is taken to
be negligible.
Many of the results we will later introduce are busy periods (or congestion
periods), that is the duration of time a buffer content process spends above
a given level, or in the case of a busy period, above zero. The busy period
was described by Tarabia [94] as “one of the salient features of queueing
theory,” and depending on the situation can either describe the time for
which a constraint is met or the time period for which a constraint is broken.
In Chapters 3 and 4 we will see novel busy period calculations for fluid queue
models.
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Further, when analysing networks of fluid queues we will see the importance
of the busy period in characterising the output from a fluid queueing node.
Networks of fluid queueing nodes have received less attention than their
discrete counterparts owing to a lack of product-form solution (see, for
example results by Kroese and Scheinhardt [59], Kella [54] or Kella [53]). The
departure process from a fluid queue is not one modulated by a continuous-
time Markov chain, so nodes cannot be analysed exactly in isolation. In
Chapter 5 we will propose an approximate algorithm for the analysis of
networks and introduce a bounding result for such networks. This is the
only result of its kind we are aware of in the literature, opening up a large
class of networks for analysis that have not previously been studied.
1.2 Thesis summary
This thesis makes contributions to the theory of fluid queues, a stochastic
modelling paradigm for a buffer subject to bursty arrivals. Our contributions
are as follows:
Hitting times in multi-regime fluid queues
A fluid queue where the queue parameters can depend on the buffer content
process has been considered by authors including Kankaya and Akar [51],
where it is called a multi-regime fluid queue. The state space of the buffer
content process is partitioned into finitely many partitions and the parameters
governing the system dynamics are allowed to depend on the partition which
the queue is in.
This new dependence allows us to model phenomena such as an energy
saving regime in a device powered by a battery, where a lower level of service
is accepted when the battery is below a threshold value in order to prolong
battery life. To do this we compute hitting times and busy periods for the
model. For the case of a partition of size 2 we compute analytical results for
hitting times and show how varying the threshold level impacts this hitting
time.
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Congestion periods in M/M/1 and M/M/2 driven fluid
queues
There has been significant interest in the literature in recent years in fluid
queueing models where the background process has an infinite number of
states, such as an M/M/1 queue. These models describe the interactions
of a classical discrete queueing system with a stochastic buffer. However,
existing work focuses on computing only stationary measures in this system
and does not investigate transient characteristics such as the busy period.
We find a particularly elegant solution in the case where the background
process is an M/M/1-driven queue and suggest how the result might be used
in an optimization problem. We consider an M/M/2-driven fluid queue and
compute explicitly a discontinuity that occurs as rate parameters are varied
above and below the service capacity of the server in the fluid queue.
Fluid queue networks
The smart grid is the next generation of power grid, a large network of nodes
connecting electricity suppliers, producers and also storage. In this chapter
we consider performance metrics in a network of fluid queues. We consider a
tandem network of nodes with both external arrivals and external departures
at each node. After service at the final node in the network, all remaining
fluid leaves the network.
We propose an approximate method to analyse a broad class of tandem
networks allowing general Markov modulated inputs at each node and
arbitrary service rates. We demonstrate numerically the algorithm applied
on a network with six nodes where the external input process at each node
has four states. We propose a second approximate method to study larger
fluid queueing networks and offer the first bound for certain performance
metrics in a tandem network. To obtain these results we show how to
compute several performance metrics for fluid queueing nodes including the
busy period starting state stationary probability distribution vector.
Using our approximation method we see an error of less than 1% in mean
and standard deviation of fluid levels and busy periods at the final nodes in
a six node tandem network.
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2 Background theory
In this thesis we will consider a particular class of stochastic processes, fluid
queues. These are processes which describe the fluid level in a stochastic
buffer subject to piecewise constant filling and emptying rates, where the
rates are modulated by a continuous time Markov chain. Relevant topics in
queueing theory will be briefly summarised below. We direct the reader to
standard texts such as those by Gautam [34], Asmussen [15] or Harchol-Balter
[38] for further details.
We recall that a continuous time Markov chain (CTMC) Z(t), with t
taking continuous values, on a finite or countable set S is defined by an
initial state vector Z0 and an |S| × |S| real-valued matrix Q, the transition
rate matrix with elements such that
Q(i, i) ≤ 0, Q(i, j) ≥ 0 (i 6= j),
∑
j∈S
Q(i, j) = 0. (2.1)
More formally, this process can be defined in terms of a jump chain and a
sequence of holding times. We give an illustrative example of such a process.
Consider a CTMC on the two states S = {0, 1} with transition rate matrix
Q =
(
−6 6
2 −2
)
(2.2)
starting in the first state, state 0. The state space diagram for this CTMC
is shown in Figure 2.1 and a sample trace from such a process is shown in
Figure 2.2.
A very large literature exists using CTMCs to model the behaviour of
queueing systems. The most elementary of such models is the M/M/1 queue
where jobs arrive according to a Poisson process at rate α and are served
by a server on a first-come, first-served (FCFS) basis with each service time
being an independent exponential distribution with rate parameter β. A
queueing node representation for such a model as shown in Figure 2.3. This
19
0 1
6
2
Figure 2.1: State space diagram for the two-state CTMC with state space
S = {0, 1} with Q = (−6 62 −2 ).
0 2 4 6 8 10
0
1
Time t
Z
(t
)
Figure 2.2: Sample trace for a CTMC on state space S = {0, 1} with transi-
tion rate matrix Q =
(−6 6
2 −2
)
starting in state 0.
model is a CTMC on the state space S = {0, 1, 2, 3, . . . } starting in the state
0 with transition rate matrix
Q =

−α α
β −α− β α
β −α− β α
β −α− β α
. . .

(2.3)
where we use the convention of a blank matrix entry to denote the value 0.
A sample trace of such a process for arbitrarily chosen values ofα and β of
the probability density function shown in Figure 2.4, where we empirically
observe convergence to a stationary distribution.
α β
Figure 2.3: An M/M/1 queueing node where job interarrival times have
independent exponential distributions with rate parameter α
and job service times are drawn from independent exponential
distributions with rate parameters β.
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Figure 2.4: Convergence of the M/M/1 probability mass function over time
to the stationary distribution from starting stateZ(0) = 0 with
parameters α = 6, β = 8 for states i = 0, 1, 2, . . . , 10 at times
t = 0.5, 1, 2, 4, 8,∞ where t =∞ is the stationary distribution.
The study of stationary distributions involving proof both of uniqueness
and existence is one of the main topics in Markov chain theory; we refer
the reader again to any standard probability text for a treatment of such
material.
When the stability condition β > α is satisfied, i.e. where the average
service rate is faster than the average arrival rate, the stationary distribution
of the M/M/1 queue described above is a geometric distribution, where
lim
t→∞ (P(Z(t) = i)) =
(
1− α
β
)(
α
β
)i
. (2.4)
An open network of queueing nodes is a collection of queueing nodes where
the output of one queueing node is routed to one or more of the nodes in the
collection and where external arrivals and departures from each node may be
possible. A network of M/M/1 queueing nodes with a first-come first-served
(FCFS) service discipline has a product form solution, meaning the stationary
distibution of the whole network can be computed as the product of the
stationary distribution of the component nodes in the network. Writing M
for the routing matrix between the N nodes (with elements M(i, j) denoting
the probability a customer finishing service at node i moves to node j and
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1 −∑Nj=1M(i, j) being the probability the customer leaves the network),
the stationary distribution of the network of nodes (Z1(t), Z2(t), . . . , ZN (t))
was shown by Jackson [43] to have the form
P(Z1(t) = i1,Z2(t) = i2, . . . , ZN (t) = iN ) (2.5)
=
N∏
j=1
P(Zj(t) = ij) (2.6)
=
N∏
j=1
(
1− αj
β
)(
αj
β
)ij
(2.7)
where the αj for each node are the elements of the vector ~α computed using
the traffic equations
~α = ~γ(I−M)−1 (2.8)
with ~γ the vector with elements γj , representing the external arrival rate to
each node j. Similar properties hold in closed networks, where a normalising
constant is required outside the product.
Further results for product form solutions in more general networks such
as those by Baskett et al. [18] led to significant literature investigating
networks where this very efficient form of solution decomposition exists.
While necessary and sufficient conditions for a product form solution are not
known recent results by Harrison [39] give sufficient conditions phrased in
the Performance Evaluation Process Algebra (PEPA). We will now introduce
the fluid queue model and later see how the absence of such an attractive
property has impeded progress in the analysis of networks of fluid queues.
2.1 Fluid queue
A fluid queue is a bivariate stochastic process {(X(t), Z(t)), t ≥ 0} describing
the fluid level in a buffer subject to piecewise constant emptying and filling
rates. The model is defined by a service capacity c, a vector of arrival
rates ~r and a process controlling the switching between those states, Z(t).
The process {Z(t), t ≥ 0} is a continuous time Markov chain which we
refer to as the environment process or background process with state space
S = {0, 1, 2, . . . , |S| − 1} and transition rate matrix Q, while X(t) is the
22
Z(t), ~r c
Figure 2.5: A Markov modulated fluid source feeding into a storage buffer
which has unbounded capacity and is served by a fluid server
with capacity c. Fluid flows along the arcs in the direction of
the arrows.
buffer process or reservoir process and is continuous and non-negative. At
time t if the CTMC is in state i, i.e. Z(t) = i, then fluid enters the buffer at
rate ri. If Z(t) = i and ri > c, then X(t) increases at rate ri − c at time t.
Likewise, if Z(t) = i and ri < c, then X(t) decreases at rate c− ri, provided
X(t) > 0. However, if X(t) = 0, Z(t) = i and ri < c, then the fluid level
X(t) remains at zero, and the output rate is ri. Note that if X(t) > 0, then
the fluid output rate is c.
Let R be a diagonal matrix of rates ri, i.e. R(i, i) = ri for every state
i ∈ S and all other R(i, j) = 0. Sometimes we will also write ~r for the vector
formed of these rates. Fluid is removed from the buffer with a constant
drainage capacity c, so the evolution of Xt is described by
dXt
dt
=
ri − c if Xt > 0max(ri − c, 0) if Xt = 0. (2.9)
We assume that c 6= ri for every i ∈ S, hence the matrix R − cI can
be inverted (this is purely for the sake of notational and presentational
convenience). A fluid queueing node with environment process {Z(t), t ≥ 0},
input rate vector ~r and service capacity c is shown in Figure 2.5.
For the buffer contents to be stable, we require the following condition
(derived by Rolski and Kulkarni [81]):∑
i∈S
piri = ~p · ~r < c, (2.10)
where pi is the steady-state probability that the CTMC {Z(t), t ≥ 0} is in
state i which can be computed as the solution of row vector ~p to ~pQ = ~0
and
∑
i∈S pi = 1. We define the matrix D = R− c I, the drift matrix, and
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Figure 2.6: Topology of the state space S = {0, 1} for a background process
Z(t) with transition rate matrix Q =
(−α α
β −β
)
.
Fj(x, t) for a fixed starting state i and starting fluid level x0 to be
Fj(x, t) = P(X(t) ≤ x, Z(t) = j|X(0) = x0, Z(0) = i). (2.11)
Then, as Kulkarni [60] notes, by writing ~F (t, x) for the vector with elements
Fj(x, t), it can be seen by considering the Kolmogorov forward equations
that the transition probabilities satisfy
∂ ~F (x, t)
∂t
+
∂ ~F (x, t)
∂x
D = ~F (x, t)Q (2.12)
with boundary condition that Fj(t, x) = 0 if D(j, j) > 0.
Solving these equations explicitly is not straightforward. Kobayashi and
Qiang [56] and Ren and Kobayashi [79] showed for a queue fed by a num-
ber of on/off sources how a double Laplace transform can turn the partial
differential equations that govern the behaviour of the model into eigen-
value/eigenvector problems for a matrix. Tanaka, Hasida, and Takashi [93]
extended this analysis to on/off sources with phase type distributed sojourn
times. Asmussen [16] first showed that the stationary distribution of a fluid
queue has a phase type distribution and Sericola [85] found a solution in
the form of an infinite sum, whose coefficients can be found using recur-
rence relations and computation truncated once an accuracy criterion is met.
This was shown by Sericola, Parthasarathy, and Vijayashree [86] to give
a particularly elegant solution form when the process Z(t) was an M/M/1
queue.
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Figure 2.7: Trace of the buffer content process from an on/off fluid queueing
node where the transition rate matrix Q =
(−6 6
8 −8
)
, input
rate vector ~r =
(
4
8
)
and service rate c = 6 starting in the first
state with an empty buffer. Time periods spent in the second
state have a highlighted background.
Example
In the case where {Z(t), t ≥ 0} has just two states, the transition rate matrix
must be of the form
Q =
(
−α α
β −β
)
(2.13)
as shown in Figure 2.6. To satisfy the stability condition in a non-trivial
manner we require ~r to have two elements where one is larger than c and one
is smaller than c. A sample trace of such a process is shown in Figure 2.7 and
the evolution of the buffer content cumulative distribution function (CDF)
shown in Figure 2.8. Note that for every finite time t there are two jumps
in the CDF, the first occurs at zero and represents the probability mass
concentrated at zero, the probability that the buffer is empty. The second
discontinuity occurs at the value of x corresponding to continuous filling at
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Figure 2.8: Convergence of the fluid queue buffer content CDF to the sta-
tionary distribution, where the transition rate matrix Q =(−6 6
8 −8
)
, input rate vector ~r =
(
4
8
)
and service rate c = 6
starting in the first state with an empty buffer. The CDF is
plotted at times t = 0.05, 0.1, 0.2, 0.5, 1, 4 and t =∞, the last of
which corresponds to the stationary distribution.
the fastest rate in the model from time 0 to time t. There is a discontinuity
at some x value where the probability mass concentrated corresponds to
the probability of experiencing only filling at the fastest rate from time 0 to
time t.
We observe empirically here that the buffer content process distribution
tends to the stationary distribution as t→∞ and in the next section show
how this distribution can be computed exactly. Kulkarni [60] and Ahn and
Ramaswami [7] gave good surveys with more detail on these results for the
single fluid queue.
2.2 Stationary distribution
To obtain the distribution of the steady-state buffer contents X, we define
for all j ∈ S the stationary distribution to be
Fj(x) = lim
t→∞P{X(t) ≤ x, Z(t) = j} (2.14)
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for any x ≥ 0, where one exists. Then the relationship in Equation 2.12
becomes
d~F (x)
dx
D = ~F (x)Q (2.15)
with boundary conditions that Fj(0) = 0 for all j with D(j, j) > 0 and
the condition that in the limit as x → ∞ the vector must sum to 1 (i.e.
limx→∞(~F (x)·~1) = 1 with ~1 a column vector of 1s). Using spectral expansion
methods, assuming the eigenvalues are distinct, we can write the solution as
~F (x) =
|S|∑
i=1
aie
λix~φi (2.16)
where λi and ~φi for all i ∈ S are respectively eigenvalues and left eigenvectors
of QD−1, while ai are constants that need to be computed. To compute ai, we
partition the state space S into two disjoint sets S− and S+ corresponding to
the states resulting in decreasing and increasing buffer contents respectively
(we will assume |S0| = 0). That is,
S− = {i ∈ S : ri < c} (2.17)
S+ = {i ∈ S : ri > c} (2.18)
with S = S− ∪ S+. In this thesis we will organise the elements of S such
that the first |S−| elements are those in S−, followed by those in S+. When
the stability condition (2.10) is satisfied, there would be |S+| negative, one
zero, and |S−| − 1 positive real parts of the eigenvalues of QD−1. Without
loss of generality, we number the eigenvalues so that
Re(λ1) ≤ . . . ≤ Re(λ|S+|) < Re(λ|S+|+1) = 0 < Re(λ|S+|+2) ≤ . . . ≤ Re(λ|S|)
(2.19)
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where Re(ω) is the real part of a complex number ω. Using that, we can
write down aj for all j ∈ S as the solution to
|S+|+1∑
i=1
aiφi(j) = 0 if j ≤ |S+| (2.20)
a|S+|+1 = 1/(~φ|S+|+1 ·~1) (2.21)
aj = 0 if j > |S+|+ 1 (2.22)
where and φi(j) is the jth element of row-vector ~φi. Writing ~F (x) for the
stationary probability distribution of the system over all states, we can
obtain the cumulative distribution function (CDF) over all states
F (x) = P{X ≤ x} = ~F (x) ·~1 for x ≥ 0 (2.23)
and use this to compute moments of the steady-state buffer contents as
E[X] =
∫ ∞
0
(1− F (x))dx, and (2.24)
E[X2] = 2
∫ ∞
0
x(1− F (x))dx. (2.25)
In Equation 2.16, the solution was written as a linear combination of
functions of eigenvalues and eigenvectors of the system. This method is
called the spectral decomposition method or spectral expansion method. In
their seminal paper, Anick, Mitra, and Sondhi [14] used the method to
compute the stationary buffer content distribution in an infinite buffer,
followed by numerous other authors in various settings including Lenin
and Parthasarathy [63], Mao, Wang, and Tian [70], Stern and Elwalid [92]
Kontovasilis and Mitrou [58], Blaabjerg and Andersson [19], Kulkarni and
Tzenova [61] Van Doorn, Jagers, and De Wit [97] and Mitra [72], some
finding analytic expressions for the eigenvalue and eigenvector pairs. We
will use related ideas later in the thesis.
Other approaches have been suggested for computing the stationary buffer
content distribution: Sericola and Tuffin [89] proposed a numerically stable
recursive method based on difference relations and Rogers [80] used the
finite Markov chain Wierner-Hopf factorization to express the buffer content
stationary distribution in matrix exponential form. Further, Ramaswami
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[78] applied matrix analytic methods to compute stationary probability
distributions in fluid queues and that in these models the stationary dis-
tribution is phase type. More recently, Akar and Sohraby [9] proposed a
forward-backward decomposition to reduce the solution to solving a spectral
divide and conquer problem for which efficient and stable algorithms exist.
Example
For the two state example with parameters introduced in Section 2.1 where
Q =
(
−α α
β −β
)
~r =
(
r1
0
)
(2.26)
then the two eigenvalues of QD−1 are
λ1 =
β
c
− α
r1 − c < 0 (2.27)
λ2 = 0. (2.28)
Using the boundary conditions above we find the coefficients ai give solutions
F0(x) =
β
α+ β
(1− eλ1x) (2.29)
F1(x) =
α
α+ β
− β(r1 − c)
α+ β
eλ1x (2.30)
and therefore we can compute stationary fluid level moments explicitly as
E[X] =
(c− 1− r1)β
(α+ β)λ1
(2.31)
E[X2] =
2(1− c− r1)β
(α+ β)λ21
(2.32)
2.3 Busy period
The busy period or wet period is a continuous period for which the buffer is
non-empty. This quantity is a special case of a hitting time, the length of
time starting at a given fluid level until the process hits another specified
level or set of levels. The busy period is the hitting time both starting and
ending at level 0. The result was first published for a discrete queueing
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model by Borel [20].
While the busy period result is useful result in its own right, Kroese and
Scheinhardt [59] showed how it is also of interest when modelling the waiting
time of non-priority traffic in a priority traffic system and Ito [42] how it
relates to the time until ruin of an insurance firm. Later in this thesis we
will use the busy period (and related hitting time results) to describe the
time period for which a buffer threshold value is exceeded, the time period
for which a mobile phone battery lasts, and also that the result is key in the
evaluation of fluid queue networks.
To compute the busy period distribution we begin by writing down the
first passage time T which is the (hitting) time to reach an empty buffer
state for the first time. Formally, we define this first passage time as
Tij(x) = inf{t > 0 : X(t) = 0, Z(t) = j|Z(0) = i,X(0) = x}, (2.33)
noting that we will sometimes also use the unconditional first passage times
Ti(x) = inf{t > 0 : X(t) = 0|Z(0) = i,X(0) = x} (2.34)
for the time to hit zero starting at fluid levelx. When the initial fluid level
is zero, we will drop the parameter x writing
Tij = inf{t > 0 : X(t) = 0, Z(t) = j|Z(0) = i,X(0) = 0}, (2.35)
Ti = inf{t > 0 : X(t) = 0|Z(0) = i,X(0) = 0}. (2.36)
Using Tij(x), we define
Hij(x, t) = P(Tij(x) ≤ t) (2.37)
for the distribution function of the hitting time and hitting state of envi-
ronment process j, starting in state i with fluid level x. What we seek to
compute is the probability Hij(0, t) which corresponds to the probability
that the busy period is smaller than t and it ends in state j ∈ S− given that
it started in state i ∈ S+. Defining H(x, t) to be the matrix with elements
Hij(x, t) we see as in Equation 2.12 that the Kolmogorov forward equations
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give
∂H(x, t)
∂t
−D∂H(x, t)
∂x
= QH(x, t). (2.38)
Although in general we cannot obtain a closed-form analytical expression for
Hij(x, t), we can work with H˜ij(x,w), its Laplace–Stieltjes transform (LST)
with respect to t. The LST H˜ij(x,w) is defined as
H˜ij(x,w) = Ei[e−wHij(x,t)] (2.39)
=
∫ ∞
0
e−wt∂tHij(x, t)dt (2.40)
where Ei denotes expectation conditional on the starting state i. We will
see subsequently that we only need the LST H˜ij(x,w) for our analysis. The
form of the LST can be adapted based on the one given by Gautam [34, p.
553] as
~˜H ·,j(x,w) = a1,j(w)eS1(w)x~φ1(w) + . . .+ a|S|,j(w)eS|S|(w)x~φ|S|(w) (2.41)
where ai,j(w) values are constants to be determined, Sj(w) and φj(w) are
respectively the jth eigenvalue and the corresponding right eigenvector of
D−1(wI−Q), and ~˜H ·,j(x,w) is a column vector such that
~˜H ·,j(x,w) =

H˜0,j(x,w)
H˜1,j(x,w)
...
H˜|S|−1,j(x,w)
 (2.42)
for all i, j ∈ S. To compute the |S|2 unknown values ai,j(w) for all i, j ∈ S,
we first set ai,j(w) = 0 if Si(w) > 0 (i.e. i < |S−|). This is because those terms
are of the form eSi(w)x with Si(w) > 0 so as x → ∞ will be unboundedly
large if their coefficients are not zero. Then we use the following three
boundary conditions:
H˜jj(0, w) = 1 if rj < c (2.43)
H˜ij(0, w) = 0 if ri < c and i 6= j (2.44)
H˜ij(x,w) = 0 if rj > c and any x ≥ 0. (2.45)
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These follow by taking the transforms of the following boundary conditions
Hjj(0, t) = 1 if rj < c (2.46)
Hij(0, t) = 0 if ri < c and i 6= j (2.47)
Hij(x, t) = 0 if rj > c and any x ≥ 0. (2.48)
The first of these corresponds to the CDF of a busy period starting with an
empty buffer in an emptying state, this period is zero with probability 1, so
the CDF (with respect to t) is 1 for all non-negative values. The second of
these describes the CDF of a busy period starting with an empty buffer in
an emptying state ending in any state other than the starting state. This
event has probability zero. Finally, the third boundary condition is also zero
because this is the CDF for hitting times starting with a strictly positive
level ending in a filling state.
Having developed an expression for H˜ij(0, w), we now describe how busy
period moments and busy period ending probabilities can be found.
For any i ∈ S+, the LST of the busy period that starts in state i, denoted
by H˜i(w) is given by
H˜i(w) =
∑
j∈S−
H˜ij(0, w) (2.49)
and its rth moment for r = 1, 2, 3, . . . is given by
(−1)r d
rH˜i(w)
dwr
(2.50)
at w = 0. This calculation can either be performed analytically or by numer-
ically evaluating the gradient H˜ij(0, w) at w = 0. Further, the probability
that a busy period will end in state j ∈ S− given that it started in state
i ∈ S+, denoted by ρij is
ρij = H˜ij(0, 0). (2.51)
Numerous other methods have been proposed for computing results in
similar systems. The numerically stable recursion of Sericola and Tuffin [89]
used for steady state calculations was also applied by Sericola, Parthasarathy,
and Vijayashree [88] to compute the busy period distribution, as was the
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matrix analytic method by Ahn and Ramaswami [8, 6]. (In those papers
we note the Φ(w) matrix is identical to the H˜(0, w) matrix introduced
above.) A further method for computing busy periods using an M/G/1-style
recurrence relation to compute the busy period directly was first used by
Boxma and Dumas [22] in the case of multiple on/off sources and extended
to a more general structure by Field and Harrison [32], though their method
requires complicated calculations for models with lots of states where the
input process is at a rate less than the service capacity.
Example
For the two state example with parameters introduced in Section 2.1 we can
compute moments explicitly using an argument in the same style used for
the M/G/1 queue. We note that a busy period starts at the beginning of a
filling period, which must be followed by a sufficiently long emptying period
for accumulated fluid to leave the buffer. This draining may be interrupted,
indeed stochastically it happens according to a Poisson process. The key
to solving this problem is to notice that the time measured from the start
of each interruption until the return to the same fluid level has the same
distribution as the busy period of the fluid queue.
For the purposes of this example, we will use an alternative approach to
that introduced above, as this method can be augmented to allow holding
times in states associated with filling rates to have a general distribution.
This feature will prove particularly useful in Chapter 4. We will here recall
the example given by Field and Harrison [30]. The parameters of the example
are as before
Q =
(
−α α
β −β
)
~r =
(
r1
0
)
(2.52)
and therefore every busy period must start in state 1 and end in state 0.
Our goal is to characterise H10(0, t), particularly to find an expression for
the mean busy period, E[T10]. Using the argument above we can decompose
the busy period into an intial filling period, followed by a sufficiently long
draining period for the accumulated fluid to be served. It may be the case
that this draining is interrupted, and such interruptions occur at a rate equal
to the transition rate from state 0 to state 1. Each of these interruptions has
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the stochastic structure as the intial busy period so we can write a recursive
relationship for the random variable representing the busy period as
T10 = E1 + E1
r1 − c
c
+
C∑
i=1
T10 (2.53)
= E1
(r1
c
)
+
C∑
i=1
T10 (2.54)
where E1 is the holding time in state 1 and C represents the number
of interruptions during the draining period. E1 here has an exponential
distribution with parameter β so we can write
H˜10(0, w) = E[e−wT10 ] (2.55)
= E[E[e−w(E1
r1
c
∑C
i=1 T10)|E1]] (2.56)
= E[e−wE1
r1
c E[E[e−wT10 |C,E1]C |E1]] (2.57)
= E[e−wE1
r1
c GC(H˜10(0, w))] (2.58)
where GC is the probability generating function of C, the number of inter-
ruptions, given the initial on period length E1. This therefore gives us the
functional relation
H˜10(0, w) = E[e
−wE1 r1c −α
(
r1−c
c
)
E1(1−H˜10(w))] (2.59)
=
β
β + w r1c + α
(
r1−c
c
)
(1− H˜10(0, w))
(2.60)
which we can solve to give the transform as
H˜10(0, w) =
βr1 + wr1 − βc+ αc−
√
4βαc(c− r1) + (wλ+ β(r1 − c) + αc)2
2β(r1 − c)
(2.61)
from which moments can be computed. For example, the mean is obtained
by differentiating with respect to w, multiplying by −1 and setting w = 0.
This yields
E[T10] =
r1
αc+ β(r1 − c) . (2.62)
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2.4 Laplace–Stieltjes transform method
Many of the results in this thesis, particularly those in Chapter 3 and
Chapter 4, use Laplace–Stieltjes methods. The transform is particularly
useful in the problems considered in this thesis because it turns convolution
into multiplication. First, we recall that the transform of a random variable
x with probability density function f is
F ∗(s) =
∫ ∞
0
e−sxf(x)dx (2.63)
so for example, if X has the exponential distribution with rate parameter λ
then
F ∗(s) =
∫ ∞
0
e−stλe−λxdx =
λ
λ+ s
. (2.64)
We now demonstrate the key property that the transforms turns convolution
into multiplication. Suppose Z = X + Y where X and Y are independent
non-negative random variables with probability density functions f(x) and
g(y). We write h(z) for the probability density function of Z. Following a
proof offered by Harchol-Balter [38] we derive
Z∗(s) =
∫ ∞
z=0
e−szh(z)dz (2.65)
=
∫ ∞
z=0
e−sz
∫ z
u=0
h(t|Y = u)g(u)dudz (2.66)
=
∫ ∞
z=0
e−sz
∫ z
u=0
f(t− u)g(u)dudz (2.67)
=
∫ ∞
u=0
g(u)
∫ ∞
t=u
e−szf(t− u)dtdu (2.68)
=
∫ ∞
u=0
g(u)e−su
∫ ∞
v=0
e−svf(v)dvdu (2.69)
= Y ∗(s)X∗(s) (2.70)
where v = t − u. The result for a sum of k random variables follows by
mathematical induction. This means that, for example, if X has an Erlang-k
distribution, formed of k sequential exponentially distributed variables then
the Laplace–Stieltjes transform is the product of k exponentially distributed
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random variables,
F ∗(s) =
(
λ
λ+ s
)k
. (2.71)
From the transform of a random variable’s probability density function we
can quickly compute the rth moment using the formula that
E[Xr] = (−1)r d
r
dsr
F ∗(s)
∣∣∣∣
s=0
(2.72)
This result can be shown by considering the Maclaurin expansion of e−sx
multiplied by f(x) which is
e−sxf(x) = f(x)− (sx)f(x) + (sx)
2)
2!
f(x)− (sx)
3
3!
f(x) + . . . (2.73)
and integrating to give the transform, thus finding∫ ∞
0
e−sxf(x)dx =
∫ ∞
0
f(x)dx−
∫ ∞
0
(sx)f(x)dx (2.74)
+
∫ ∞
0
(sx)2)
2!
f(x)dx−
∫ ∞
0
(sx)3
3!
f(x)dx+ . . .
(2.75)
= 1− sE[X] + s
2
2
E[X2]− s
3
3!
E[X3] + . . . (2.76)
from which the given formula follows. We will also later use the result that
the transform of a derivative satisfies the following relation∫ ∞
0
e−sxf ′(x)dx = s
∫ ∞
0
e−sxf(x)dx− f(0). (2.77)
Results derived using Laplace–Stieltjes transform methods have sometimes
been referred to as being obscured by the “Laplacian curtain”, as recounted by
Abate, Choudhury, and Whitt [2]. Later in their paper Abate, Choudhury,
and Whitt [2] describe how these concerns are misplaced given modern
computational power and numerically stable algorithms for inversion of
Laplace transforms exist and can be easily used to obtain an understanding
of results found in Laplace space.
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2.5 Other related work
2.5.1 Discrete models with variable rates
A significant literature exists on queueing models with variable arrival or
service rates. This is often encoded in the CTMC for the model as an extra
dimension, giving the model a state space on a semi-infinite lattice strip.
Such models can be solved using the spectral expansion method or a number
of other methods as summarised by Mitrani and Chakka [75].
More recently threshold behaviour has also been considered in such models.
Mitrani [73] considered a situation where a reserve set of computing nodes
are only used during periods of high workload (above some threshold value).
The fluid queue model can be viewed as a limiting version of a discrete
state M/M/c queue, with variable arrival rates in different phases under
a limiting regime as shown by many authors including Choudhury et al.
[23]. This limiting condition is clearly only interesting in the situation where
the arrival process is bursty and has different phases, otherwise the buffer
would always remain empty. In this limiting regime the delay an individual
job experiences is due solely to congestion at the node and in contrast to
classical discrete queueing models, no delay is incurred by the service time.
There are two motivations for considering the continuous model. Firstly,
some quantities such as power consumption or temperature are inherently
continuous and secondly the state space explosion problem limits the size of
systems discrete models can capture. The state space explosion problem is
particularly acute when portions of the model have very different granularities,
as in a fluid queue. A detailed analysis of the motivations for studying fluid
queues was presented by Gribaudo and Telek [36] where applications of the
techniques to fluid stochastic Petri nets were also presented.
2.5.2 Bounds and tail asymptotics
When a fluid queue is fed by a traffic source exhibiting long range dependence,
it is known that busy periods will follow a heavy tailed distribution. Leland
et al. [62] first exhibited this phenomena experimentally and much work has
been done modelling these behaviours in fluid queues. The survey by Boxma
and Dumas [21] focuses on this area of fluid queueing literature.
Tail asymptotics refer to bounds or approximations for the probability
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a stochastic buffer is above a given level, P(X(t) > x) in the limit as
t→∞. Various bounds and approximations for this quantity are discussed
by Gautam [34, Chapter 10] and can be used to analyse networks of queues.
While bounds and asymptotics are an area of interest in the fluid queueing
literature, in this thesis we will concentrate on approximating the behaviour
of networks rather than finding asymptotic results.
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3 Busy period in a multi-regime
fluid queue
Key contributions
Hitting times for multi-regime fluid queues
Busy periods for multi-regime fluid queues
Application of model to battery lifetime
3.1 Introduction
A limitation of the standard fluid queue model is that the model parameters
are independent of the buffer content process, meaning the model cannot
capture backoff behaviour when a server is overloaded or a reduced service
capacity applied to a lightly used buffer. In this chapter we compute the
busy period for a fluid queue model where the parameters of the model can
have some dependence on the fluid level in the buffer at that time. We
compute the results using Laplace–Stieltjes transform methods, which makes
moments easily accessible and can be numerically inverted to compute CDF
or probability density function (PDF) values.
A multi-regime fluid queue or multi-level fluid queue is a fluid queue where
the parameters Q and ~r depend on partitions of the buffer level space. We par-
tition the buffer content into K parts and for each part define different param-
eters for the fluid queue, so we have a set of Q matrices {Q(1),Q(2), . . . ,Q(K)}
on the state space S and ~r vectors {~r(1), ~r(2), . . . , ~r(K)}. We will impose
similar restrictions to Mandjes, Mitra, and Scheinhardt [68] where for each
state i the net fluid rates differ only in magnitude, not sign (i.e. for each
i ∈ S we require all r(k)i > c(k) or all r(k)i < c(k)). For notational convenience
we do not allow zero drift states. Note these restrictions do not greatly
impose on the situations we can model, but afford us the convenience of
referring to each state i ∈ S as either an emptying state in S− or a filling
state in S+. These restrictions are also helpful in that they rule out the
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poorly defined oscillating behaviour at a threshold boundary where a state
i is in S− above the boundary and in S+ beneath it. Kankaya and Akar
[51] and Horva´th and Van Houdt [41] showed how steady state distributions
could be found for this model. In this chapter we will compute busy pe-
riod results for multi-regime fluid queues. Observe that the calculation is
not straightforward as that introduced in Section 2.3 because the standard
M/G/1 style busy period arguments introduced in Section 2.3 do not apply
here, since a pseudo-busy period starting at a fluid level x does not have the
same probability distribution as one starting at level 0.
The term feedback fluid queue has been coined to describe a more general
fluid queue where the parameters of the model depend not only on the
state of the environment process, but also on the volume of fluid in the
buffer. This means that the parameters Q and ~r can both be a function of
x, Q(x) and ~r(x). Methods have been proposed to compute the stationary
distribution in such models by Adan et al. [3] and Scheinhardt, Van Foreest,
and Mandjes [83], but a general analysis of such a system is very challenging.
We start by introducing the multi-regime model formally.
3.2 Multi-regime fluid queue
The multi-regime fluid queue is a fluid queue where the fluid arrival pro-
cess depends not only on the background process, but also has a (limited)
dependence on the fluid buffer level. We partition the finite buffer [0, B]
into K partitions with thresholds 0 = V0 < V1 < V2 < V3 < · · · < VK−1 <
VK = B <∞, the same model used by Kankaya and Akar [51]. This creates
K regimes (0, V1), (V1, V2), . . . , (VK−1, B). The drift parameters ~r, c and
background process parameters Q are fixed throughout a regime, but set
separately for different regimes. We will use bracketed superscripts to denote
the parameters used for different regimes. When Vk−1 < X(t) < Vk we say
that the process X(t) is in regime k at time t and use parameters ~r(k), c(k)
and Q(k) to determine the buffer content process evolution.
In this work we will not consider the case where there are delays defined
on the boundaries and will further impose a restriction that for every value
of k, either r
(k)
i > c
(k), or r
(k)
i < c
(k) (each state i ∈ S is either in S+ for
all partitions or S− for all partitions). Note that this does not affect the
models which can be described and is simply a notational convenience. We
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will later see examples where this new behaviour significantly impacts the
busy period. A corollary of this restriction is that we have disallowed the
construction of a regime where at the lower boundary results in increasing
fluid level and upper boundary decreases the fluid level as this would lead to
the process making “infinitesimal oscillations.” We first show a sample trace
of a multi-regime fluid queue and then show how passage time distributions
can be computed.
Example
A sample trace for the buffer level process with two regimes and two states
S = {0, 1} (where S+ = {1} corresponds to the buffer filling and state
S− = {0} to the buffer emptying) is shown in Figure 3.1.
The periods with grey background highlight are when the background
process is in state 1, while the periods without highlight are when the process
is in state 0. Different emptying and filling rates are imposed in the regimes
above and below the threshold value V1 = 1. The solid line shows the
evolution of the process over time, while the dotted line shows what the
evolution would be were the parameters in the upper regime also used in
the lower regime.
We are interested in computing the busy period of this model and related
hitting time quantities like the first time the buffer process X(t) is zero, a
quantity which would be of interest when using the model to describe an
energy reservoir or battery. Systems with threshold behaviour have been
considered by numerous authors previously including work by Mazzucco and
Mitrani [71], Mitrani [74] and Mitrani [73] who modelled a server pool with
a main block of permanently powered and a further reserve blocks which
could be turned on to increase the system processing power when demand
exceeded a threshold level.
3.3 First passage/hitting times
We start from the partial differential equation given in Section 2.3 and
solve using Laplace transform methods noting that the function must be
continuous at the threshold values for both x and w (the transform parameter
of t). Using the definitions of a first hitting time T and a joint distribution
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Figure 3.1: A sample trace from a multi-regime fluid queue with two regimes
and two states S = {0, 1}. The time period Z(t) spends in the
filling state 1 ∈ S+ are denoted with a background highlight, the
time spend in state 0 without a highlight. The buffer capacity
is 3 (so V2 = B = 3) and the threshold is at V1 = 1, such that
emptying and filling rates are different above and below this
threshold value. The dotted line indicates the trajectory the
sample path would have taken were the rates used in the upper
regime were also used in the lower regime.
of hitting time given starting buffer content H(x, t), we recall that H(x, t)
satisfies Equation 2.38, which stated
∂H(x, t)
∂t
−D(k)∂H(x, t)
∂x
= Q(k)H(x, t) (3.1)
where D(k) = diag(~r(k) − c(k)~1). Note here that D(k) and Q(k) have a
dependence on x and are determined by the current partition the buffer level
process X(t) is in. In this chapter we will interest ourselves in computing
Hi(x, t) = P(T ≤ t|X(0) = x, Z(0) = i) (3.2)
(obtained by summing over j) from which we can construct a vector ~H(x, t).
By taking Laplace–Stieltjes transforms with respect to t and using the result
in Equation 2.77 for the transform of a differential, we obtain
−D(k)∂
~˜H(x,w)
∂x
+ w ~˜H(x,w) = Q(k) ~˜H(x,w). (3.3)
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To solve this system, we consider separate solutions for the K intervals,
writing
~H(x, t) =

~H(1)(x, t) 0 ≤ x ≤ V1,
~H(2)(x, t) V1 < x ≤ V2,
...
~H(K)(x, t) VK−1 < x ≤ VK .
(3.4)
where the superscript (k) denotes the solution in the kth interval. For each
interval, we solve the requisite differential equation over the domain (0,∞)
and then restrict the solution to the interval under consideration. Thus, for
0 < x <∞, we solve the system of equations
−D(1)∂
~˜H
(1)
(x,w)
∂x
+ w ~˜H
(1)
(x,w) = Q(1) ~˜H
(1)
(x,w) (3.5)
−D(2)∂
~˜H
(2)
(x,w)
∂x
+ w ~˜H
(2)
(x,w) = Q(2) ~˜H
(2)
(x,w) (3.6)
... (3.7)
−D(K)∂
~˜H
(K)
(x,w)
∂x
+ w ~˜H
(K)
(x,w) = Q(K) ~˜H
(K)
(x,w). (3.8)
We will now introduce two propositions to find the solution to this system
of equations and boundary conditions to determine coefficients in the solution.
Proposition 1 (Multi-regime fluid queue hitting time solution form). The
solution to the system of equations in Equation 3.5 in the kth regime (for
k = 1, 2, . . . ,K) has the form
~˜H
(k)
(x+ Vk, w) =
∑
i∈S
A
(k)
i (w)D
(k) ~˜H
(k)
(Vk−1, w)ee
(k)
i (w)x. (3.9)
where the ~˜H
(k)
(Vk−1, w) are functions of w to be determined.
Proof. For each partition k = 1, 2, . . . ,K, taking the Laplace–Stieltjes trans-
form of the function H˜(k)(x+ Vk, w) with respect to x and again using the
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result for the transform of a differential in Equation 2.77, we obtain
(wI−D(k)s) ~˜H
(k)∗
(s, w) + D(k) ~˜H
(k)
(Vk, w) = Q
(k) ~˜H
(k)∗
(s, w) (3.10)
where the Laplace–Stieltjes transforms of the vector ~˜H
(k)
(x,w) has compo-
nents
H˜
(k)∗
i (s, w) =
∫ ∞
0
e−sx∂xH˜
(k)
i (x+ Vk, w)dx (3.11)
= esVk
∫ ∞
Vk
e−sy∂yH˜
(k)
i (y, w)dy (3.12)
respectively, when the integral converges (and therefore is defined). Thus
the solution required is given by
~˜H
(k)∗
(s, w) =
(
Q(k) − wI + sD(k)
)−1
D(k) ~˜H
(k)
(Vk, w) (3.13)
for k = 1, 2, . . . ,K. (3.14)
We solve each of these equations by first writing,(
Q(k) − wI + sD(k)
)−1
= C(k)(s)/∆(k)(s) (3.15)
where ∆(k)(s) is the determinant of Q(k) − wI + sD(k) and C(k)(s) is the
transpose of its cofactor matrix. For simplicity, assuming that the roots (for
s) of the characteristic equation ∆k(s) = 0 are distinct,
1 we have
∆(k)(s) =
∏
i∈S
(r
(k)
i − c(k))
(
s− e(k)i (w)
)
(3.16)
where e
(k)
i (w) are the aforesaid roots. Notice that by writing∣∣∣Q(k) − wI + sD(k)∣∣∣ = 0 (3.17)∣∣∣∣−(Q(k) − wI)(D(k))−1 − sI∣∣∣∣ = 0. (3.18)
1To extend the method to multiple roots we could use the method introduced by Field
and Harrison [32]. However, in practice, it is rare to find two numerically almost equal
roots, especially taking into account that the characteristic equation’s parameters are
functions of w.
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we can see that e
(k)
i are the eigenvalues of the matrix −(Q(k)−wI)
(
D(k)
)−1
.
Expanding the terms C(k)(s)/∆(k)(s) in partial fractions (in each parti-
tion), we find that
~˜H
(k)∗
(s, w) =
∑
i∈S
A
(k)
i (w)D
(k) ~˜H
(k)
(Vk, w)
s− e(k)i (w)
(3.19)
where the elements of the matrices A
(k)
i (w) are the ith coefficients in the
partial fraction expansions of the corresponding elements of the transposed
cofactor matrix C(k) divided by the determinants ∆(k)(s), i.e. of the inverse
matrices
(
Q(k) − wI + sD(k)
)−1
, in each of the partitions. Note that this
expression is defined only for s > maxi∈S
(
e
(k)
i (w)
)
.
We can now invert the Laplace–Stieltjes transform with respect to x by
inspection to get:
~˜H
(k)
(x+ Vk, w) =
∑
i∈S
A
(k)
i (w)D
(k) ~˜H
(k)
(Vk−1, w)ee
(k)
i (w)x. (3.20)
By using Lerch’s theorem we know that this expression is the unique inverse
transform.
3.3.1 Boundary conditions
When the number of states in the background process is |S|, we require
K|S| unknown quantities (the terms ~˜H
(k)
(Vk−1, w) for k = 1, 2, . . . ,K) in
the solution of equations (3.14). Recall that we write |S−| for the number
of “emptying states,” those i for which r
(k)
i < c
(k), |S+| for the number of
filling states, the states j for which r
(k)
j > c
(k) and that therefore |S−| +
|S+| = |S|. We find the required boundary conditions using the following
proposition. The continuity conditions occur because there is no probability
mass accumulation at the intermediate threshold values the CDF must be
continuous at those points and therefore so is the transform.
Proposition 2 (Multi-regime fluid queue hitting time boundary conditions).
We find (K − 1)|S| conditions from continuity at each of the thresholds
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x = V1, V2, . . . , VK−1
~˜H
(k−1)
(Vk, w) = ~˜H
(k)
(Vk, w) for k = 1, 2, . . . ,K − 1, (3.21)
a further |S−| equations in the boundary condition at level x = 0,
H˜
(1)
i (0, w) = 1/w for i ∈ S− (3.22)
and the remaining |S+| conditions at the upper boundary x = VK = B
~˜H+(VK , w) =
(
I− L+(w))−1 L−(w) ~˜H−(VK , w) (3.23)
for matrices L+ and L− to be specified.
Proof. We require continuity in the Laplace–Stieltjes transform because we
require the CDF which we are taking to be continuous, since there is no
probability mass concentrated at the boundary. The boundary conditions at
x = 0 follow directly from taking the transform of the boundary condition
H
(1)
i (0, t) = 1 if t ≥ 0 and r(1)i < 0. (3.24)
The remaining |S+| equations, which come from the upper boundary
x = B, can be found as follows. For i ∈ S+,
H˜
(K)
i (B,w) =
∫ ∞
0
e−wt∂H(K)i (B, t)dt (3.25)
= E[e−wTi(B)] (3.26)
= E[E[e−w(Ei+Tj(B)) | Z = j]] (3.27)
where Ei is the (residual) holding time in state i and Z is the state entered
by the CTMC after i. Hence,
H˜
(K)
i (B,w) =
∑
j∈S
pijE˜iE[e−wTj(B)] (3.28)
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since Ei and Tj(B) are independent. We may write
H˜
(K)
i (B,w) =
∑
j∈S,j 6=i
Q(K)(i, j)
−Q(K)(i, i)
−Q(K)(i, i)
w −Q(K)(i, i)H˜
(K)
j (B,w) (3.29)
=
∑
j∈S+,i 6=j
Q(K)(i, j)
−Q(K)(i, i)
−Q(K)(i, i)
w −Q(K)(i, i)H˜
(K)
j (B,w) (3.30)
+
∑
j∈S−
Q(K)(i, j)
−Q(K)(i, i)
−Q(K)(i, i)
w −Q(K)(i, i)H˜
(K)
j (B,w). (3.31)
then defining the matrices L+(w) and L−(w) with elements
L+(w)(i, j) =
Q(K)(i, j)
−Q(K)(i, i)
−Q(K)(i, i)
w −Q(K)(i, i) for i, j,∈ S+ (3.32)
L−(w)(i, j) =
Q(K)(i, j)
−Q(K)(i, i)
−Q(K)(i, i)
w −Q(K)(i, i) for i ∈ S+ and j ∈ S− (3.33)
the required expression follows, giving |S+| further constraints, completing
the specification of the solution.
We now have both the form of the solution and sufficient conditions to
determine the unknown terms ~˜H
(k)
(Vk−1, w) for k = 1, 2, . . . ,K. These
equations were implemented in Mathematica and used to compute the
analytical results presented in the following sections.
3.3.2 Busy period
The busy period distribution function corresponds to ~H+(0, t), the transform
of which is available by the above calculations, from which we can compute
the busy period moments as we note in the following theorem.
Theorem 1 (Multi-regime fluid queue busy period moments). The busy
period of a multi-regime fluid queue is given by ~˜H(0, w) and therefore the
busy period moments
E[T ki ] = (−1)k
dkH˜i(0, w)
dwk
∣∣∣∣∣
w=0
(3.34)
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Proof. Using the results in Proposition 1 and Proposition 2 we compute a
result for hitting times and for i ∈ S+, H˜i(0, w) is the busy period transform.
The formula for moments follows from the results in Section 2.4.
3.4 Example
We consider the case of a hitting time to describe the battery life of battery
which is initially fully charged, subject to random charging and discharging
periods. In this example we consider the case where S = {0, 1} with two
partitions and seek to characterise H0(B, t).
We do this by numerically inverting the transform H˜0(B,w) obtained in
the previous section to find the CDF. We validate our results by simulation
in MATLAB.
We choose to set ~r(1) = ~r(2) = (0, 3)>, c(1) = 1, c(2) = 2 and threshold
V0 = 0, V1 = V, V2 = B = 1. We set the background process’ transition rate
matrix
Q(1) = Q(2) =
(
−1 1
1 −1
)
. (3.35)
For the examples in this paper we calculate the battery life starting with a
full battery in the discharging state 0. It would be straightforward to find
the same results for other starting situations.
The CDF shown in Figure 3.2 is plotted for V = 0 (dashed), V = 0.1,
V = 0.3 and V = 0.5. The value V = 0 (dashed) corresponds to the situation
where the power-save mode is not used, while V = 0.1, V = 0.3 and V = 0.5
correspond to 10%, 30% and 50% threshold values. All four CDFs exhibit a
jump at a positive t value. This is because there is a minimum time in which
a full battery can fully discharge. If the discharge is not interrupted by any
charging then it must discharge an amount B − V of charge at rate c(2) and
then the remaining V charge at rate c(1). As we decrease c(1) this minimum
time increases. In Figure 3.2 we see a strict improvement in battery life
performance for any increase in the threshold value V .
With this parameterization, when there is no threshold (i.e. a single regime)
we can read off the CDF in Figure 3.2 that 90% of battery lives are finished
by 3 time units and that with the threshold at V = 0.5 this is increased to 5
time units.
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Figure 3.2: CDF of battery life, H0(B, t) for different threshold values. The
dashed line represents the case of no threshold, lines beneath
are thresholds at V = 0.1, V = 0.3 and V = 0.5. Note the
jump at the start. This is the probability that the initial non-
charging period is long enough for the battery life to end with no
charging periods having occurred. The parameters here are set
to ~r(1) = ~r(2) =
(
0
3
)
, c(2) = 2, c(1) = 1, B = 1 and α = β = 1.
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Figure 3.3: Mean battery life plotted against threshold value V for differ-
ent values of c(1), the rate of power use in power-save mode.
When V = 0 no threshold is used and the device always runs
in high power mode. Lines correspond to different efficiencies
in power-save mode, with smaller c(1) being more efficient. The
line labelled c(1) = 2 is flat because in this example c(2) = 2
threshold value makes no difference to the system dynamics. The
parameters here are set to ~r(1) = ~r(2) = (0, 3), c(2) = 2, c(1) as
labelled, B = 1 and α = β = 1.
With the same parameters chosen in the previous section, we investigate
the mean battery life as a function of the threshold V for different low
discharge rates c(1). Using symbolic differentiation of the Laplace–Stieltjes
transform evaluated at w = 0, this is plotted in Figure 3.3; recall that c(1)
is the power use during the power-save mode. We set c(2) = 2 so that, for
example, c(1) = 0.5 corresponds to a power-save state that uses just 25%
of the energy used in the high power state. We believe such a parameter
is reasonable in the context of reduced data collection and reporting of a
wireless sensor. Figure 3.3 shows that, as the efficiency of the power-save
mode increases (a decreasing value of c(1)), the gain from using the threshold
increases.
The data on average battery life for different parameters can also help
in battery selection. Presumably the user will know something about the
environment a sensor will be placed in (thus determining the transition rate
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Figure 3.4: Mean battery life plotted against threshold value V for different
battery capacities, B. We plot B = 0.2, 0.4, 0.6, 0.8, 1 (from
bottom to top). The dotted line shows how larger batteries with
a low threshold can have the same mean battery life as smaller
batteries with a higher threshold value. The parameters here are
set to r1 = 3, c
(2) = 2, c(1) = 1, B as labelled and α = β = 1.
matrix Q which controls the background process). The parameters c(2) and
c(1) are constrained by the design of the system and ~r is determined by the
design of both the system and the environment in which it operates. This
leaves V and possibly B for selection.
Suppose the sensor required an average battery life of at least 4.4 time
units. Then from Figure 3.4 we can determine that the battery’s capacity
would need to be at least 0.6. To give the required battery life, a battery
of capacity exactly 0.6 would always have to run at the low power mode,
whereas using a battery of capacity 0.8 could deliver the required average life
with a threshold as low as 63% of capacity. Figure 3.4 highlights different
combinations of battery capacity B and threshold value V that would satisfy
this requirement.
Entering a power-save mode (with lower performance) but greater longevity
may be desirable in many situations. For example, sending data wirelessly
consumes a lot of power. Sending less frequent data for a longer period
might be more preferable to running the battery low and then having a
period where no data is recorded.
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3.5 Conclusion
We have shown how to compute the busy period in a multi-regime fluid queue
analytically. The underlying theory is relatively simple, based on a pair of
linear partial differential equations with constant coefficients, one for each
partition. The results in Proposition 1 demonstrated the form of solution
for the differential equations and Proposition 2 showed that the boundary
conditions for each of the solution regimes result in linear equations for the
K|S| unknown parameters (actually functions of the Laplace-parameter).
The hitting time results here could extended to different target states in a
straightforward manner and are not restricted to the particular case of the
time until the buffer is empty.
In the example case we considered where K|S| = 4 the equations were
readily solved by Mathematica. The resultant Laplace–Stieltjes transforms
of the density functions can then be inverted or be differentiated multiple
times analytically to yield the mean and higher moments of the battery life.
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4 Infinite state space driving
chains
Key contributions
M/M/1-driven busy period, congestion period and optimization problem
M/M/2-driven busy period and moment discontinuity computation
4.1 Introduction
In this chapter we compute the busy period of a fluid queue driven by
an environment process Z(t) where the state space S is countable, but
not finite. We consider models where the environment process Z(t) has
an M/M/1 and M/M/2 structure and compute analytic results for busy
periods and congestion periods for the buffer content process, which we
evaluate numerically. While most work in fluid queues considers the case of
an environment process with a finite state space, there has been significant
interest recently in chains with an infinite state space. Earlier work such
as that by Virtamo and Norros [100] and Adan and Resing [5] computed
the stationary distribution of a fluid queue where the driving process was
an M/M/1 queue with the fluid input rate depending on the busy or idle
state of the M/M/1 server. A method for evaluating the transient solution
of such a model was computed by Sericola, Parthasarathy, and Vijayashree
[87]. These authors envisaged the model as describing a cell buffer between
two networks.
More general models allowed the fluid rate to depend on number of
customers in the M/M/1 queue such as those by Van Doorn and Scheindhardt
[98], Barbot and Sericola [17]. Sericola and Tuffin [89] allowed more general
state spaces and other authors have considered additional behaviour such
as an M/M/1 queue with disasters considered by Ammar [13], models with
subsequent recovery by Vijayashree and Anjuka [99] models with vacations by
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Ammar [12], M/G/1 queue-driven models by Li, Liu, and Shang [64], quasi-
birth-death process-driven by Li and Zhao [65] and G/G/1 queue-driven
processes by Konovalov [57].
However, most of this previous work computed only stationary distribu-
tions for these models. We will see how busy periods can be computed using
ideas from Field and Harrison [32] and compute simple analytic expressions
for some results.
The busy period and congestion period results describe the amount of
time the fluid buffer spends above a threshold level. These results would be
useful, for example, if the fluid buffer level represents temperature and a
system designer wishes to limit the amount of time spent above a threshold
temperature. The same reasoning applies if the fluid buffer represents
outstanding workload at a computing node, where an operator may wish to
keep periods of high buffer utilization shorter than a stated time.
We will use the notation introduced earlier where {(X(t), Z(t)), t ≥ 0}
is the bivariate stochastic process describing the fluid queue. The process
X(t) represents the fluid level in the buffer and Z(t) the background process,
which determines the evolution parameters for the model. In the following
sections we will first consider the case where Z(t) is an M/M/1 queue, and
then deal with the case where Z(t) is an M/M/2 queue.
4.2 M/M/1 background process
The first model we consider is the M/M/1-driven system in Figure 4.2 where
the process Z(t) has states {0, 1, 2, 3, . . .}. When Z(t) is in state 0 the source
generates no output, while in all other states the source generates fluid at
rate r. We denote the service capacity of the fluid buffer by c and assume
that r > c (else the buffer behaviour is uninteresting). We envisage this
setup describing a computer system, which heats up at rate r− c when busy
and cools at rate −c when idle, the states of the process Z(t) tracking the
number of jobs in the computer system and the fluid buffer being correlated
to temperature. A trace of such a system recorded on a laptop is shown
in Figure 4.1. The CPU temperature was recorded as the CPU alternated
between working on a single-core CPU intensive workload and being idle.1
1Throughout the trace the fan speed remained at a constant 2000 rpm. Temperatures
were monitored using tempmonitor by Marcel Bresink Software-Systeme available from
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Figure 4.1: Laptop (MacBook Air) CPU temperature trace. Solid vertical
lines denote boundaries between periods when the computer
system was working on a CPU intensive workload and periods
when the CPU was idle.
In Figure 4.2 we show the topology of the model we consider and in
Figure 4.3 show a sample trace from the model. The buffer increases at rate
r − c during periods when Z(t) is not in state 0 and decreases at rate −c
when the Z(t) is in state 0.
0 r r r · · ·
α
β
α
β
α
β
α
β
0 1 2 3 · · ·
c
Figure 4.2: M/M/1 driven fluid queue diagram
We write α and β for the parameters in Z(t), the M/M/1 queue where
α represents the arrival rate of news jobs to the queue and β the service
rate of jobs in the discrete queue. We are interested in the time period T
the system spends above a threshold temperature V , the busy period of the
system. These are highlighted with solid lines below the trace in Figure 4.3.
http://www.bresink.com/osx/TemperatureMonitor.html.
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Figure 4.3: Sample trace from M/M/1 driven fluid queue. Busy periods are
highlighted with black lines. The number of jobs in the system
for each interval is written under the axis.
Observe that periods above the threshold temperature can start with any
number of jobs already present at the system (1, 2, 3,. . .).
The stability criteria for this model are that both the background process
(M/M/1 queue) are stable and that the fluid buffer fed by the M/M/1 queue
is stable. This requires
• β > α for the M/M/1 queue background process to be stable and
• that the average fluid arrival rate be less than the service rate, i.e.
α
β r < c.
We first compute the busy period for the M/M/1 driven fluid queue
starting in state 1. Note that S− = {0} and S+ = {1, 2, 3, . . . , } so all busy
periods must end in state 0 as the current model has only a single draining
state. As in earlier chapters, write H10(0, t) for the cumulative distribution
function of this busy period and H˜10(0, w) =
∫∞
0 e
−wtdH10(0, t) for the
transform. Starting at level V in state 1 the first filling period has duration
equal to an M/M/1 queue busy period, as indeed do all subsequent filling
periods. The M/M/1 queue has busy period transform (see for example the
results by Asmussen [15, p.105])
ξ˜(s) =
1
2α
(
α+ β + s−
√
(α+ β + s)2 − 4αβ
)
. (4.1)
Using an adapted version of the recursive busy period argument introduced
in Section 2.3 (which was extended by Field and Harrison [30, Proposition
1]) we now state our first result for M/M/1-driven fluid queues.
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Proposition 3 (M/M/1-driven fluid queue busy period transform). A fluid
queue where the background process Z(t) is an M/M/1 queue with arrival
rate α, service rate β, rate vector (0, r, r, r, . . .) and service capacity c has
busy period transform H˜10(0, w) given by
H˜10(0, w) =
β + ρ(α+ w)−√(ρ(α+ w) + β)2 − 4αβρ
2αρ
. (4.2)
Proof. We write ρ = r/c and compute the fluid queue busy period for an
on/off fluid source with on period E1, with CDF transform ξ˜(s) as
H˜10(0, w) = E[e−wT10 ] (4.3)
= E[E[e−w(ρE1+
∑C
i=1 T10)|E1]] (4.4)
= E[e−wρE1E[E[e−wT10 |C,E1]C |E1]] (4.5)
= E[e−wρE1e−α(ρ−1)E1(1−H˜10(0,w))] (4.6)
= ξ˜(wρ+ α(ρ− 1)(1− H˜10(0, w))), (4.7)
which we can solve to find the required expression.
In this case particularly simple results for the moments of the queue can
be computed by differentiation.
Corollary 1 (M/M/1-driven fluid queue busy period moments). A fluid
queue where the background process Z(t) is an M/M/1 queue with arrival
rate α, service rate β, rate vector (0, r, r, r, . . .) and service capacity c has
busy period moments
E[T10] =
ρ
β − αρ (4.8)
E[T 210] =
2βρ2
(β − αρ)3 (4.9)
E[T 310] =
6βρ3(αρ+ β)
(β − αρ)5 . (4.10)
Proof. The results follow directly from differentiation of the transform ex-
pression using results from Section 2.4.
Observe that in Figure 4.3 the second congestion period started in state
2. Indeed, a congestion period can start in any state k ≥ 1. In the next
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proposition we compute the congestion period, the time spent above a given
threshold level V , starting in state k.
Proposition 4 (M/M/1-driven fluid queue congestion period transform).
A fluid queue where the background process Z(t) is an M/M/1 queue with
arrival rate α, service rate β, rate vector (0, r, r, r, . . .) and service capacity
c has congestion period transform starting in state k, H˜k0(0, w) given by
H˜k0(0, w) =
(
β + ρ(α+ w)−√(ρ(α+ w) + β)2 − 4αβρ
2αρ
)k
. (4.11)
Proof. In a congestion period starting in state k the first filling period has
transform
(
ξ˜(s)
)k
and subsequent filling periods have transform ξ˜(s). This is
because starting in state k, we must move through states k−1, k−2, . . . , 2, 1
before the filling period can end. Each of these downward transitions (the
time starting in state k to enter k−1) has the form of an M/M/1 queue busy
period, so transform ξ˜(s). We write Hk0(0, t) for the distribution of a busy
period starting in state k and H˜k0(0, w) for the transform of the quantity
H˜k0(0, w) =
(
ξ˜(wρ+ α(ρ− 1)(1− H˜10(w)))
)k
(4.12)
=
(
β + ρ(α+ w)−√(ρ(α+ w) + β)2 − 4αβρ
2αρ
)k
. (4.13)
We write ~ˆpi(V ) for the distribution of busy period starting states (at
threshold level V ), a quantity we will return to in Section 5.2. We will
write ~ˆpi for the case V = 0. This is a vector of length |S+|. Using this
distribution ~ˆpi over starting states we can compute an average busy period
for the duration of time spent above a threshold level V ,
E[T10] =
∞∑
j=1
pˆij(V )E[Tj0] (4.14)
=
∞∑
j=1
pˆij(V )
jρ
β − αρ (4.15)
which we can then use in an optimization problem, such as that plotted
in Figure 4.4 for the optimal server speed. Here we assume the system
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Figure 4.4: Plot of an example cost function to be minimized for an M/M/1-
driven fluid queue where the costs are given by the sum of two
terms: the average busy period and the service rate employed.
Here the parameters are chosen α = 8 and ρ = 1.5 so β > 12 is
required for stability. The system cost is minimized at the point
β = 13.2247.
experiences costs, a cost β for the ability to serve jobs at rate β and also a
cost equal to the average length of time period above level V , E[T10], hence
we seek to solve
min
β
{E[T10] + β} . (4.16)
Considering the case the pˆi1(V ) = 1 (that all busy periods start in state 1)
the minimization problem is
min
β
{
ρ
β − αρ + β
}
. (4.17)
This is minimized at β = αρ+
√
ρ, shown numerically in Figure 4.4.
Further, the transforms obtained can easily be numerically inverted for
optimization problems involving percentiles (e.g. 95% of congestion periods
are shorter than a given time).
4.3 M/M/2 background process
In this section we will consider models with two servers which could be useful
in modelling the temperature of a multi-core machine where the temperature
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Figure 4.5: M/M/2 driven fluid queue with two input rates diagram
of the system is dependent on the number of active cores. We use the method
of Field and Harrison [32] to consider a buffer with finitely many emptying
states and filling rates.
The model we consider has a structure shown in Figure 4.5 where the
process Z(t) is a CTMC on the state space S = {0, 1, 2, 3, . . .}. Input to the
fluid buffer is at rate 0 in state zero, rate r1 in state 1 and rate r2 in all
other states. We assume that r2 > c and consider the system behaviour for
different values of r1. Results in this section are labelled with superscript
(2) to denote their relating to the M/M/2 case.
The stability conditions for this model are that both the background
process Z(t) is stable and the average fluid flow rate is negative. Therefore,
we require
• α < 2β for the M/M/2 background process to be stable and
• α2(r1+r2−2µ)−αβ(r1−2µ)+2β2(r1−2µ)β(α+2β) < 0 for the buffer content process to
have negative drift.
In an M/M/2 queueing model, there are two busy period results which we
will shortly find useful. One for the time period when at least one server is
busy, with CDF ξ
(2)
1 (t) and one for the time period that both servers are
busy with CDF ξ
(2)
2 (t). The transforms ξ˜
(2)
1 (s) and ξ˜
(2)
2 (s) of these quantities
are standard results (see for example derivations by Omahen and Marathe
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[76] or Daley and Servi [25]) and are
ξ˜
(2)
1 (s) =
2β
3α+ 4β −√(α+ 2β + s)2 − 8αβ + 3s (4.18)
ξ˜
(2)
2 (s) =
1
2α
(
α+ 2β + s−
√
(α+ 2β + s)2 − 8αβ
)
. (4.19)
Note that the period with distribution ξ
(2)
2 (s) is the same as ξ˜(s) for an
M/M/1 queue with service rate 2β.
Our analysis will now proceed by considering the different cases sequentially.
We will then combine these results to produce Figure 4.6.
Case r1 = r2:
In the case where r1 = r2 the process Z(t) can be viewed as a two state
process on S = {0, 1} where the holding time in state 0 has an exponential
distribution with rate parameter α and holding time in state 1 has the same
distribution as ξ
(2)
1 (t). Then, by using the same method as the proof for
Proposition 3 the busy period transform H˜
(2)
10 (0, w) can be shown to satisfy
the following relationship
H˜
(2)
10 (0, w) = ξ˜
(2)
1 (wρ+ α(ρ− 1)(1− H˜(2)10 (0, w))) (4.20)
which can be solved analytically (though the solution is too lengthy to write
here).
Case c < r1, r1 6= r2:
This model can be seen as having three states S = {0, 1, 2}, two of which
are filling states S+ = {1, 2}. States 0 and 1 have exponential sojourn times
while state 2 has a holding time with distribution equal to that of the period
both servers in an M/M/2 queue are busy ξ˜
(2)
2 (s)
Proposition 5 (M/M/2-driven fluid queue busy period ( r1 > c)). A fluid
queue where the background process Z(t) is an M/M/2 queue with arrival
rate α, service rate β, rate vector (0, r1, r2, r2, r2, . . .) and service capacity
c has busy period transform H˜
(2)
10 (0, w) given by the solution for the pair
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(H˜
(2)
10 (0, w), H˜
(2)
20 (0, w)) to the system
H˜
(2)
10 (0, w) =
βE˜1
(
r1
c + α
(
r1
c − 1
) (
1− H˜(2)10 (0, w)
))
α+ β−αE˜1
(r1
c
+ α
(r1
c
− 1
)(
1− H˜(2)10 (0, w)
))
·
ξ˜
(2)
2
(r2
c
+ α
(r2
c
− 1
)(
1− H˜(2)10 (0, w)
))
(4.21)
H˜
(2)
20 (0, w) = ξ˜
(2)
2
(r2
c
+ α
(r2
c
− 1
)(
1− H˜(2)10 (0, w)
))
(4.22)
·
(
β
α+ β
+
α
α+ β
H˜
(2)
10 (0, w)
)
. (4.23)
Proof. The three state model fits within the class of model considered by
Field and Harrison [32, Example 4.1]. Writing Tij for the busy period
starting in state i and ending in state j we observe
T10 =
β
α+ β
(
E1 + E1
r1 − c
c
+
C∑
i=1
T10
)
(4.24)
+
α
α+ β
(
E1 + E1
r1 − c
c
+
C∑
i=1
T10 + T20
)
(4.25)
where the two bracketed terms represent an initial filling period that ends
without entering state 2 (the first term) and an initial filling period that
involves a sojourn in state 2 (the second term). Within each of the brackets
E1 is the initial sojourn in state 1, E1
r1−c
c the draining time required to
serve fluid accumulated in the initial sojourn in state 1, and C the number of
interruptions to this draining period, each of which has the same distribution
as T10. For T20 we find a similar relationship
T20 = E2 + E2
r2 − c
c
+ T10 +
C∑
i=1
T10 (4.26)
where there is an additional T10 term because any busy period starting in
state 2 must visit state 1 (because in Z(t) there is no direct transition from
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state 2 to state 0). Writing H˜
(2)
ij (0, w) for the transform of Tij , we compute
H˜
(2)
10 (0, w) =
β
α+ β
E˜1
(r1
c
+ α
(r1
c
− 1
)(
1− H˜(2)10 (0, w)
))
(4.27)
+
α
α+ β
E˜1
(r1
c
+ α
(r1
c
− 1
)(
1− H˜(2)10 (0, w)
))
H˜
(2)
20 (0, w)
(4.28)
= E˜1
(r1
c
+ α
(r1
c
− 1
)(
1− H˜(2)10 (0, w)
))
· (4.29)(
β
α+ β
+
α
α+ β
H˜
(2)
20 (0, w)
)
(4.30)
H˜
(2)
20 (s) = E˜2
(r2
c
+ α
(r2
c
− 1
)(
1− H˜(2)10 (0, w)
))
H˜
(2)
10 (s) (4.31)
= ξ˜
(2)
2
(r2
c
+ α
(r2
c
− 1
)(
1− H˜(2)10 (s)
))
H˜
(2)
10 (0, w) (4.32)
which gives the required relations when we use that E˜1(s) =
α+β
α+β+s .
The relations in the proposition above give a functional equation which is
satisfied by H˜
(2)
10 (0, w) which we can solve numerically.
Case r1 = c:
As in the above case this model can also be regarded as a three state model
on S = {0, 1, 2} with one emptying state, one zero-rate state and one filling
state. In this thesis for notational convenience we have generally ignored
states in S0, but in this case it is straightforward to proceed. Observe that
the expressions calculated in Proposition 5 can be used in this situation, but
that we are interested in the distribution of T
(2)
20 , not T
(2)
10 as state 1 6∈ S+.
Case r1 < c:
Again, we view the M/M/2-driven fluid queue as one with a three state
process Z(t) on ={0, 1, 2}, here with two emptying states S− = {0, 1} and
a single filling state S+ = {2}. We use the method proposed by Field and
Harrison [32] to compute relations for H˜
(2)
20 (0, w) and H˜
(2)
21 (0, w), the sum of
which gives the busy period.
To solve this problem we must first consider the following lemma, giving a
relationship for how long it takes for a given volume x of fluid to be served
from the queue.
Lemma 1 (M/M/2-driven fluid queue draining period (r1 < c)). The time
taken for a volume of accumulated fluid x to drain in a fluid queue where
the background process Z(t) is an M/M/2 queue with arrival rate α, service
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rate β, rate vector (0, r1, r2, r2, r2, . . .) and service capacity c has transform
H˜
(2)
−−(x,w) =
1
s1 − s2
s1 + αH˜(2)21 (0,w)−α−β−wr1−c αc
αH˜
(2)
20 (0,w)+β
c−r1 s1 +
α+w
c
 es1x (4.33)
+
1
s2 − s1
s2 + αH˜(2)21 (0,w)−α−β−wr1−c αc
αH˜
(2)
20 (0,w)+β
c−r1 s2 +
α+w
c
 es2x.
(4.34)
Proof. Observe that for j ∈ S− and Ei denoting the sojourn time random
variable in state i, we can write
T0j(x) =
x/c if E0 ≥ x/cE0 + T1j(x− cE0) if E0 < x/c (4.35)
and
T1j(x) =

x/(c− r1) if E1 ≥ x/(c− r1)
E1 + T0j(x− (c− r1)E1) if E1 < x/(c− r1) and the next state is 0
E1 + T2j(x− (c− r1)E1) if E1 < x/(c− r1) and the next state is 2.
(4.36)
By taking two Laplace–Stietjes transforms and rearranging algebraically, we
find the following relation for H˜
∗(2)
−− (s, w)
H˜
∗(2)
−− (s, w) =
((
s− w+α−c 0
0 s− w+α+βr1−c
)
−
(
0 αc 0
β
c−r1 0
α
c−r1
)
H˜
(2)
(0, w)
)−1
(4.37)
with
H˜
(2)
(0, w) =
 1 00 1
H˜
(2)
20 (0, w) H˜
(2)
21 (0, w)
 . (4.38)
We note that the determinant of the matrix above has two distinct factors
so we can write it as the sum of two partial fractions and analytically invert
the expression to find the required result.
Proposition 6 (M/M/2-driven fluid queue busy period ( r1 < c)). A fluid
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queue where the background process Z(t) is an M/M/2 queue with arrival
rate α, service rate β, rate vector (0, r1, r2, r2, r2, . . .) and service capacity c
has busy period transform H˜
(2)
21 (0, w) + H˜
(2)
20 (0, w) given by
H˜
(2)
20 (0, w) =
ξ˜
(2)
2 (w − s1(r2 − c))
s1 − s2 ·
αH˜
(2)
20 (0, w) + β
c− r1 (4.39)
+
ξ˜
(2)
2 (w − s2(r2 − c))
s2 − s1 ·
αH˜
(2)∗
20 (0, w) + β
c− r1 (4.40)
H˜
(2)
21 (0, w) =
ξ˜
(2)
2 (w − s1(r2 − c))
s1 − s2 ·
(
s1 +
α+ w
c
)
(4.41)
+
ξ˜
(2)
2 (w − s2(r2 − c))
s2 − s1 ·
(
s2 +
α+ w
c
)
(4.42)
where s1 and s2 are the two roots for s in
det
(
s+ α+wc −αc
αH˜
(2)∗
20 (0,w)+β
r1−c s+
αH˜
(2)∗
21 (0,w)−α−β−w
r1−c
)
= 0. (4.43)
Proof. Write Tij for the busy period starting in state i and ending in state
j (where clearly i ∈ S+ and j ∈ S−), then for this model we need consider
just T21 and T20. We compute
E[e−wT2j ] = E[e−wE2+T2j(E2(r2−c))] (4.44)
= E[e−wE2E[e−wT2j(E2(r2−c))|E2]] (4.45)
= E[e−wE2H˜(2)1j (E2(r2 − c), w)]. (4.46)
Using the expression from the previous lemma we find(
H˜
(2)
20 (0, w) H˜
(2)
21 (0, w)
)
(4.47)
= E
[(
0 E˜2(w)
)
H˜
(2)
−−(E2(r2 − c), w)
]
(4.48)
= E
e−wE2es1E2(r2−c)
s1 − s2
s1 + αH˜(2)21 (0,w)−α−β−wr1−c αc
αH˜
(2)
20 (0,w)+β
c−r1 s1 +
α+w
c
 (4.49)
+
e−wE2es2E2(r2−c)
s2 − s1
s2 + αH˜(2)21 (0,w)−α−β−wr1−c αc
αH˜
(2)
20 (0,w)+β
c−r1 s2 +
α+w
c

(4.50)
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from which the result follows algebraically, given E˜(w) = ξ
(2)
2 (w).
Proposition 7 (M/M/2-driven fluid queue busy period moments). Busy
period moments for the M/M/2-driven fluid queue can be computed as
E[T k] =

(−1)k dk(H˜
(2)
20 (0,w)+H˜
(2)
21 (0,w))
dwk
∣∣∣∣
w=0
when r1 ≤ c
(−1)k dk(H˜10(0,w))
dwk
∣∣∣
w=0
when r1 > c
(4.51)
Proof. This follows immediately using the results above.
Using the above results we can compute busy moments and note that the
busy period is not ca`dla`g2 in this case (but it would be if instead of varying
r1 we varied c).
Proposition 8 (M/M/2-driven fluid queue busy period moment disconti-
nuity). The discontinuity in the kth moment is given by
k!
(α+ β)k
+ (−1)k+1 β
α+ β
dk
dwk
H˜20(0, w)
∣∣∣
w=0
. (4.52)
Proof. Writing E[T k][r1=c+] for the value when r1 is just slightly larger
than c and E[T k][r1=c−] for when r1 is slightly less than c, the size of the
2A ca`dla`g function is one that is everywhere right-continuous and has left limits every-
where.
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discontinuity for the kth moment is
E[T k][r1=c+] − E[T k][r1=c−] (4.53)
= (−1)k~ˆpi[r1=c+]
dk
dwk
~˜H [r1=c+](0, w)
∣∣∣∣
w=0
(4.54)
− (−1)k~ˆpi[r1=c−]
dk
dwk
~˜H
(2)
[r1=c−](0, w)
∣∣∣∣
w=0
(4.55)
= (−1)k
(
dk
dwk
H˜10(0, w) (4.56)
− d
k
dwk
(
1H˜
(2)
20 (0, w) + 0H˜
(2)
21 (0, w)
))∣∣∣∣∣
w=0
(4.57)
= (−1)k
(
dk
dwk
E˜1(w)
(
α
α+ β
H˜20(0, w) +
β
α+ β
)
(4.58)
−(−1)k d
k
dwk
H˜
(2)
20 (0, w)
)∣∣∣∣∣
w=0
(4.59)
=
k!
(α+ β)k
+ (−1)k+1 β
α+ β
dk
dwk
H˜20(0, w)
∣∣∣
w=0
. (4.60)
This argument uses that the vectors ~ˆpi here are particularly simple, we know
busy period must start in state 1 in the case r1 = c
+ and in state 2 in the
case r1 = c
−.
A more general expression of this using the same proof for a state i
changing from ri = c
− to ri = c+ gives an expression
E[T k[ri=c+] − T k[ri=c−]] (4.61)
= pi[ri=c+](i)E
T ki[ri=c+] − ∑
j∈S+,j 6=i
~ˆpi[ri=c−](j)T
k
j[ri=c−]
 . (4.62)
In general this expression is not significantly easier to compute than the
mean busy periods themselves, but we note that when varying the rate
in state i because pi[ri=c+](i) is a factor in the size of the discontinuity, if
pi[ri=c+](i) = 0 (i.e. busy periods never start in state i) then there will be no
discontinuity.
Figure 4.6 shows a plot of mean busy period for an M/M/2 queue using the
results above for the different portions of the parameter space, with c = 4,
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Figure 4.6: Mean busy period for the model shown in Figure 4.5 where r1 is
varied between 0 and 5. (Parameters chosen were c = 4, r2 = 5,
α = 2 and β = 3.)
r2 = 5 α = 2 and β = 3. Using Proposition 8 we compute the discontinuity
in Figure 4.6 to be 0.376.
4.4 Conclusion
Computer systems can generate a tremendous amount of heat and keeping
computer systems at a healthy operating temperature is a challenge at all
scales of computing. It is widely known that higher temperatures can affect
the reliability and lifetime of hardware devices (El-Sayed et al. [82] published
one recent study) and manufacturers routinely recommend safe operating
temperatures for computer equipment.
In this paper we have considered a model where the temperature dynamics
are approximated by a piecewise linear process. When a server is loaded
(and busy) it generates heat at a constant rate, heating the environment and
when idle the cooling system removes heat at a constant rate. Stefanek and
Hayden [91] consider a similar linear approximation of heat accumulation
and cooling states in a data center containing a large number of servers.
Results for fluid queues where the background process has an infinite
state space have been presented. A model for the temperature of a CPU
is presented where temperature gain and loss are approximated by a linear
change over time. The fluid queue paradigm is used to describe the time
period spent above a threshold temperature as a busy period for which
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the Laplace–Stieltjes transforms are computed. The result simplifies to a
particularly elegant expression in the M/M/1 case. For a two-rate M/M/2
background process the value of the discontinuity observed as a rate param-
eter varied across the boundary of being bigger or less than c was explicitly
calculated.
The workload considered in this paper is a CPU intensive one following an
M/M/c queue distribution, with c = 1 or c = 2. Investigating situations with
more than two active cores or other workload models and other influences
to computer temperature are interesting areas for future investigation.
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5 Fluid queue networks
Key contributions
Busy period starting state probability vector
Network approximation method
Network bound
5.1 Introduction
So far in this thesis we have seen how novel fluid queue based models can give
insights into the performance of single-buffer systems with bursty arrivals.
In this section we introduce further results for the analysis of networks
of fluid queues. These results allow for the first time the analysis of a
large class of fluid queue networks and we conclude this chapter with some
illustrative optimization problems showing the potential applicability of
these techniques.
A fluid queue network is formed from a collection of fluid queues by routing
the output from one queue to another queue. In this chapter we will consider
tandem networks which are a collection of N fluid queues arranged in series
so the output of node n is routed to node n+ 1. The output process from a
fluid queue is a somewhat complicated (semi-Markov) process and it is the
busy period that creates this complexity. Exact analysis of a fluid queue
network is difficult therefore because the input process to subsequent nodes
is no longer a Markov process. In order to analyse networks of such queues
we propose two approximation algorithms where the semi-Markov process is
approximated by a Markov one. In the first of these the information about
which state the busy period started in is retained and the approximation
fitted using moments for a busy period starting in that state. In the second
approximation the starting state is ignored and a set of averaged busy period
moments used to fit every busy period. To compute these averaged busy
period moments we first set about computing the busy period starting state
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probability vector. We also present bounding results, which give guarantees
on the moments of fluid level and busy period at each node in a tandem
network.
Existing work, which we will shortly review, considers a very limited
situation, typically networks with at most two nodes (N = 2). In addition,
in these networks the inputs are often restricted to be on/off sources. The key
challenge in analysing networks of this type is characterising the output of a
fluid queue. Aalto [1] showed that the output is modulated by a GI/GI/1
queueing process and Gautam [34, Problem 98] described the output of
a particular fluid queueing model. Both these authors demonstrate that
the output process is not one modulated by a continuous-time Markov
chain, meaning that most existing fluid queue results cannot be applied to
downstream nodes as their input is not of the required form. The method we
introduce in this chapter approximates the output process by one modulated
by a continuous-time Markov chain so that we can use the results introduced
in Section 2.
We start our investigation by considering a single fluid buffer and asking
what is the probability that a busy period would start in state i ∈ S+? This
is important because the results from Section 2.3 for busy period moments
(and probabilities) were computed conditional upon knowing the starting
state of the busy period. Having computed the distribution across states
i ∈ S+ we present two approximation methods for fluid queue networks
and compare numerical results using them. Finally, we introduce some
optimization problems using the earlier results which can be considered
without resorting to simulation.
Networks previously considered in the literature have generally only had
two nodes and also had restrictions on the input process (often permitting
just two-state on/off sources). Such a network was considered by Kroese
and Scheinhardt [59] where closed-form solutions for the steady state joint
buffer content distributions were derived in the case of on/off input processes
by considering a dual model. In this situation they also considered the
behaviour of finite reservoirs. The Laplace–Stieltjes transforms of a tandem
network of N nodes with non-decreasing service rates was found by Kella
and Whitt [55].
Liu et al. [66] compared the costs simulating discrete networks and fluid
networks. They show that for small networks simulation of a fluid network
71
is less expensive than a discrete one, but for larger networks this can reverse
due to a “ripple effect.”
Field and Harrison [30] and later Adan et al. [4] computed the Laplace–
Stieltjes transform of the stationary distribution in a fluid queueing tandem
network with two nodes where the input process was an on/off source. Adan
et al. [4] considered a slightly more general system where the input rate
process did not necessarily have to be equal to the output of the first queue
(but was determined by it) and noted that this model could also describe
a priority queueing system. Scheinhardt and Zwart [84] and Kella [52]
also obtained results for the two node tandem network using martingale
techniques. Dieker and Mandjes [26] considered a fluid network with a more
general input process (a Markov modulated Le´vy process), though with this
more general class of process their results are less explicit.
The crux of what makes analysing networks of fluid queues a hard problem
is that the product-form solution property does not hold in any non-trivial
situation (it holds only when all the queueing nodes are independent),
so nodes cannot be analysed in isolation. The approximation algorithms
proposed later in this chapter allow performance metrics for nodes to be
computed independently.
We conclude the introduction by mentioning that a previously proposed
algorithm for analysing networks with on/off sources by Field and Harrison
[30, 31], which gave good results, but applied only to networks where a strict
condition that each input rate be larger than the service rate at every node
was satisfied.
5.2 Busy period starting state
It is clear that each busy period must start in a filling state, i.e. a state
i ∈ S+, however, the probability distribution over these starting states is not
obvious. Indeed, while it is tempting to think otherwise, the busy period
starting states are not given by renormalising the stationary distribution of
the background process
(
p0 p1 · · · p|S|−1
)
over filling states, as can be
seen by considering the chain in Figure 5.1. The background process shown
has three states and moves in a cycle from the single emptying state to two
filling states. If a fluid buffer is fed by solely this process we know that every
busy period must start in state 2 because busy periods must start in filling
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q31
r1 = 0
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r3 > c
Figure 5.1: State space diagram for a background processZ(t) such that in
a fluid buffer fed solely by this source (with rate λ > c), busy
periods must start in state 2.
states and it is not possible for a busy period to start in state 3.
Continuing with the more generic case of {Z(t), t ≥ 0} and notation from
Section 2.3, we ask the following question. Can we obtain pˆii, the probability
that a busy period would begin in state i for all i ∈ S+? To answer that
question we consider a cycle of busy and empty period. We have already
characterized ρij as the probability that a busy period that starts in state
i for some i ∈ S+ would end in state j for some j ∈ S− in Section 2.3.
Equivalently, one can think of an empty period starting in state j. Let U be
the length of an empty period. Define Djk(t) for all j ∈ S− and k ∈ S+ as
Djk(t) = P{U ≤ t, Z(U) = k|Z(0) = j}. (5.1)
Let D˜(s) be a matrix of LSTs of Djk(t) values. To derive an expression
for D˜(s), we need the following additional notation. Let Q−− and Q−+ be
portions of the Q matrix that correspond to transition rates from a state in
S− to a state in S− and S+ respectively. In other words,
Q−− = [Q(i, j)] for i ∈ S−, j ∈ S− (5.2)
Q−+ = [Q(i, j)] for i ∈ S−, j ∈ S+ (5.3)
with Q−− being a |S−| × |S−| matrix and Q−+ being a |S−| × |S+| matrix.
Lemma 2 (Empty period transform). The LST D˜(s) corresponding to the
matrix of Djk(t) values is given by
D˜(s) =
(
sI−Q−−
)−1
Q−+ (5.4)
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Proof. Using the notation Ej(·) as the CDF of an exponential distribution
with parameter −Q(j, j) and conditioning on the time x when the CTMC
{Z(t), t ≥ 0} changes state, we have
Djk(t) = Ej(t)
Q(j, k)
−Q(j, j) +
∑
l∈S−,l 6=j
∫ t
0
Dlk(t− x)dEj(x) Q(j, l)−Q(j, j) . (5.5)
By taking transforms on both sides we obtain∫ ∞
0
e−stdDjk(t) =
∫ ∞
0
e−stdEj(t)
Q(j, k)
−Q(j, j) (5.6)
+
∑
l∈S−,l 6=j
∫ ∞
t=0
∫ t
x=0
e−stdDlk(t− x)dEj(x) Q(l, k)−Q(j, j)
(5.7)
from which using the earlier results on convolution in Section 2.4, using that
the transform E˜j(s) = −Q(j, j)/(s−Q(j, j)) and rearranging terms, we have
sD˜jk(s) = Q(j, k) +
∑
l∈S−
D˜lk(s)Q(j, l). (5.8)
In matrix form this becomes sD˜(s) = Q−−D˜(s) + Q−+. We obtain the
required result by rearranging terms.
Using the lemma we can easily show that element corresponding to row j
and column k of D˜(0) = − (Q−−)−1 Q−+ is the probability that an empty
period would end in state k given that it started in state j. Likewise, it is
possible (although not necessary for our later results) to show that the rth
conditional moment of empty times can be derived as
E[U r|Z(0) = j] = (−1)r+1r! (Q−−)−r−1 Q−+ ·~1. (5.9)
We can now state the main result of this section as a theorem, writing ~ˆpi
for the stationary busy period starting state probability row-vector.
Theorem 2. The stationary busy period starting state probability row-vector
~ˆpi with elements pii for i ∈ S+ (i.e. of length |S + |) is the unique solution to
~ˆpi = −~ˆpiρ (Q−−)−1 Q−+ (5.10)
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Figure 5.2: Topology of a network considered in this paper.
and
∑
i∈S+ pˆii = 1, where ρ is a matrix of ρij values.
Proof. Recall from Equation 2.51 that ρij is the probability that a busy
period that starts in state i would end in state j. Thence ρ is the corre-
sponding matrix. Likewise the element corresponding to row j and column
k of −(Q−−)−1Q−+ is the probability that an empty period would start in
state j and end in state k. Thus an element in the product of the two, i.e.
the ith row and jth column of −ρ(Q−−)−1Q−+ is the transition probability
that a cycle of busy and empty period would end in state j, given that
it started in state i. Thus −ρ(Q−−)−1Q−+ corresponds to the transition
probability matrix of the discrete time Markov chain that describes the state
of the environment process at the start of a busy period. The stationary
distribution of that Markov chain corresponds to the busy-period starting
state row-vector. Hence the theorem is proved.
Using a similar proof we can derive the empty period starting state
probabilities as the following corollary.
Corollary 2. The stationary empty period starting state probability row-
vector ~pi with elements pii for i ∈ S− is the unique solution to
~pi = −~pi(Q−−)−1Q−+ρ (5.11)
and
∑
i∈S− pii = 1.
Having described the method to compute all the necessary parameters for
busy period, we are now in a position to use them in our problem setting.
For that we first describe the problem in the next section.
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5.3 Model
We consider a tandem network of N infinite-sized buffers. Into the first
buffer fluid arrives from source s1 modulated by a CTMC with state-space
S1, transition rate matrix Q1 and rate matrix R1. Let r1 be the average
fluid generated by s1, i.e.
r1 =
∑
i∈S1
pi(1)R1(i, i) (5.12)
where pi(1) is the probability that the CTMC is in state i in steady state.
One can compute ~p(1), the row vector of pi(1) values as the left eigenvector
of Q1 corresponding to eigenvalue of 0, and normalized so the vector sums
to one. The output capacity of the first buffer is c1. For n = 2, . . . , N , fluid
arrives into buffer n from source sn as well as a fraction mn−1 of the output
from buffer n− 1. Source sn is modulated by a CTMC with state-space Sn,
transition rate matrix Qn and rate matrix Rn. Let rn be the average fluid
generated by source sn which is defined and computed similar to r1. The
output capacity of buffer n is cn. We assume that all buffers are stable, i.e.
that the following condition is satisfied.
Theorem 3 (Network stability criterion). The tandem queuing network
with external sources Zn(t) with parameters Qn and Rn and service rates cn
for n = 1, 2, . . . , N is stable when all buffers are stable. That is
n−1∑
k=1
(
rk
n−1∏
l=k
ml
)
+ rn < cn (5.13)
for n = 1, 2, . . . , N .
Proof. This follows immediately by applying the results of Rolski and Kulka-
rni [81] to each buffer.
We denote Xn as the amount of fluid in buffer n (for n = 1, 2, . . . , N) in
steady-state. Our objective is to derive approximations and an upper bound
for the moments of each Xn in a marginal fashion. Computing the CDF
or moments of Xn is hard because the input process to nodes 2, 3, . . . , N is
not necessarily according to a CTMC. Our key contribution is to develop
approximations that fit suitable CTMCs for input processes of all nodes.
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5.3.1 Phase-type output approximation
In Section 2.3 we characterised the busy period distribution of a fluid queue,
which is important because this is the length of time the output of a fluid
queue remains at capacity c. We now offer two approximations for the
output process of a fluid queueing node. Once we have this approximation
we can use it as the input process for the next node in the network and
compute performance metrics for that node and other downstream nodes in
the network.
Consider a single queue described in Section 2.1. We approximate the
output process of that queue by keeping all the information about the input
process for states where the input rate is less than c. This portion of the
chain describes transitions during periods when the buffer remains empty.
To match the portion of the output at the full capacity of the server we will
match busy period moments. For a given busy period Ti starting in state
i ∈ S+ we compute the first three moments bi,1, bi,2 and bi,3. We seek to
find a phase type distribution which matches these moments. In this chapter
we will consider just a two-state phase type distribution, but the method
presented here could also be used on a phase type distribution with more
than two states. We write τi for this two-phase phase type distribution and
choose it to match the computed moments for Ti, the triple bi,1, bi,2 and bi,3.
The random variable τi has the structure shown in Figure 5.3 and therefore
subgenerator matrix (
−θi1 (1− αi)θi1
(1− βi)θi2 −θi2
)
. (5.14)
We aim to match the first two moments exactly and minimize the least
square difference of third moments.
It is known that the two-phase Erlang distribution is the two-state phase
type distribution with minimal variance (as shown by Aldous and Shepp
[10]) and it has the property that Var[τi] =
E[τ2i ]
2 so it is only possible to
fit in this manner when bi,2 ≥ 32b2i,1, with bi,1 and bi,2 the first and second
moments of a busy period starting in state i for i ∈ S+.
Later we will also be interested in a more compact approximation method
(using fewer states) where we consider a steady state averaged busy period.
Using the computation of ~ˆpi in Theorem 2 we compute moments for this
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steady state average busy period as
b1 = ~ˆpi ·~b1 =
∑
i∈S+
pˆiibi,1, (5.15)
b2 = ~ˆpi ·~b2 =
∑
i∈S+
pˆiibi,2, (5.16)
b3 = ~ˆpi ·~b3 =
∑
i∈S+
pˆiibi,3. (5.17)
The following theorem demonstrates there are no restrictions on which
non-negative moments a fluid queue busy period can have.
Theorem 4 (Busy period moments can be arbitrary). For any triple of
non-negative real values (b1, b2, b3) ∈ R3+ we can construct a fluid queue with
busy period moments arbitrarily close to b1, b2 and b3.
Proof. We prove this theorem by showing a more general result, that for any
specified distribution we can find a fluid queue with busy period distribution
arbitrarily close to the specified distribution.
Consider a fluid queue fed by a single source which cycles between a
phase-type distributed on period where the input rate is c+  (with  small)
and a phase-type distributed off period where the input rate is 0. Using the
result of Cox [24] we can approximate the on period distribution to match
the specified distribution arbitrarily well using a phase type distribution. We
choose the off period distribution to match a long deterministic distribution.
In this model, by choosing a sufficiently large c, small , accurate phase-
type approximation for the specified distribution and sufficiently long off
period we find the busy period distribution to be arbitrarily close to the
specified distribution.
This theorem means that the algorithm we construct must be able to
handle inputs with arbitrary moments. As an aside we recall the result of
Gautam et al. [35] that showed a fluid queue fed by an exponential on/off
source had a decreasing failure rate. We note that our proof of Theorem 4
has demonstrated this property does not hold in general, as a busy period
can have an arbitrary distribution.
Figure 5.4 highlights the region of mean/variance combinations where
the first two moments can be fitted exactly and where they cannot. In the
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Figure 5.3: The state space used to match moments for a busy period starting
in state i. We choose values of αi, βi, θi1 and θi2 to match the
moments of the busy period that starts in state i.
situation where the first two moments cannot be exactly fitted, we match the
first moment and choose parameters to minimize the least squares difference
of the second moment.
The rth moment of τi for r = 1, 2, 3 . . . is given by
dr
dsr
(
θi1(αi(βi − 1)θi2 − αis− βiθi2)
αi(βi − 1)θi1θi2 − βiθi1θi2 − s(θi1 + θi2 + s)
)
(5.18)
evaluated at s = 0. Explicitly we can write down
E[τi] =
−αiθi1 + θi1 + θi2
−αiβiθi1θi2 + αiθi1θi2 + βiθi1θi2 , (5.19)
E[τ2i ] =
2
(
(αi − 1)(βi − 2)θi1θi2 − (αi − 1)θ2i1 + θ2i2
)
θ2i1θ
2
i2(αi(−βi) + αi + βi)2
, (5.20)
E[τ3i ] =
(
6
(
(αi − 1)θ2i1θi2(αi(βi − 1)− 2βi + 3)
− (αi − 1)(2βi − 3)θi1θ2i2 + (αi − 1)θ3i1 − θ3i2
))
θ3i1θ
3
i2(αi(βi − 1)− βi)3
. (5.21)
Thus we have four parameters αi, βi, θi1 and θi2 that need to be estimated
using three equations with the possibility that some equations cannot be
satisfied. We now state two algorithms to approximately characterise the
output of a single buffer as a CTMC with transition rate matrix QO and
rate matrix RO (with ‘O’ for output).
For each state i ∈ S+ Algorithm 1 approximates a phase type distribution
as described above and then combines this information with the portion of
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Figure 5.4: Combinations of mean and variance parameters which can be
fitted exactly by the two state model in Figure 5.3 (due to the
result of Aldous and Shepp [10]).
the input process which describes outputs during idle buffer periods. The
state in S− which is entered after a busy period that started in state i is
determined by the ith row of the matrix ρ as defined in Equation 2.51.
Lemma 3 (Bounding the approximation state space size for Algorithm 1).
For a tandem network with N nodes, each of which has external input driven
by a process with |S| states the dimensions of the matrix determining the
input at node N has lower bound
|S| |S|
N − 1
|S| − 1 (5.22)
and upper bound
|S|+ 2N (|S| − 1)|S|N
2|S| − 1 . (5.23)
Proof. For this proof, write ai for a lower bound and bi for the upper bound
on the size of the state space used for the input to node i. At the first node
a1 = |S| and b1 = |S|. The output of the first node has state space size
2|S+|+ |S−|, for which a lower bound is 2 + |S|− 1 = 1 + |S|, while an upper
bound is 2(|S| − 1) + 1 = 2|S| − 1. Coupled with the new input of size |S|,
we can write a2 = |S|(1 + a1) and b2 = |S|(2b1 − 1). Similarly, for i > 1 the
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Input: Q,R, c
Output: QO,RO
if |S+| = 0 then
return Q,R
else
Pe = ()
Ps = ()
B = ()
for i ∈ S+ do
compute (bi,1, bi,2, bi,3) and ~ρi
if bi,2 ≥ 32b2i,1 then
αi, βi, θi,1, θi,2 = argminαi,βi,θi,1,θi,2
(
E[τ3i ]− bi3
)
subject to
E[τ2i ] = bi,2 and E[τi] = bi,1
else
αi, βi, θi,1, θi,2 = argminαi,βi,θi,1,θi,2
(
E[τ2i ]− bi,2
)
subject
to E[τi] = bi1
end
B =
B 0 00 −θi,1 (1− αi)θi,1
0 (1− βi)θi,2 −θi,2

Pe =
 Pe(αiθi,1
βiθi,2
)
ρi

Ps =
(
Ps ~Q−,i
(
1 0
))
end
QO =
(
Q−− Ps
Pe B
)
RO =
(
R−− 0
0 diag(c~1)
)
return QO,RO
end
Algorithm 1: Full approximation algorithm, approximating each busy
period starting state with a different two-state phase type distribution.
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relations
ai = |S|(1 + ai−1) (5.24)
bi = |S|(2bi−1 − 1) (5.25)
which we solve using the initial conditions a1 = b1 = |S| at i = N to obtain
the given expressions.
In Algorithm 2, the vector ~ˆpi of steady state busy period starting states is
used to compute a set of steady state busy period moments across all busy
periods. These moments are then fitted using the method discussed above
and combined with the portion of the input process which describes outputs
during idle buffer periods in the same manner. The state in S− which is
entered after the busy period is given by the row vector ~ˆpiρ, where ρ is the
matrix defined in Equation 2.51. Note that Algorithm 2 will return a smaller
state space, using only two states to describe output during busy periods,
while Algorithm 1 will use 2|S+| states to match busy periods.
Lemma 4 (Bounding the approximation state space size for Algorithm 2).
For a tandem network with N nodes, each of which has external input driven
by a process with |S| states the dimensions of the matrix determining the
input at node N lower bound 3|S| and upper bound
|S| |S|
N − 1
|S| − 1 . (5.26)
Proof. Using the same notation as the proof of the previous lemma, writing
ai for a lower bound on the size of the state space of the input process at
node i in the network and bi for an upper bound on the size of the state
space at node i in the network, we find the relations
ai = 3|S| (5.27)
bi = |S|(bi−1 + 1) (5.28)
are satisfied with the conditions that a1 = b1 = |S|. By solving this
recurrence at i = N (where N > 1) we find the required bounds. Note that
the lower bound 3 for the output of a fluid queue is obtained in the case
where |S−| = 1, where there is only a single emptying state. In that situation
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Input: Q,R, c
Output: QO,RO
if |S+| = 0 then
return Q,R
else
for i ∈ S+ do
compute (bi1, bi2, bi3)
end
compute ρ, ~ˆpi
b1 = ~ˆpi ·~b1
b2 = ~ˆpi ·~b2
b3 = ~ˆpi ·~b3
if b2 ≥ 32b21 then
α, β, θ1, θ2 = argminα,β,θ1,θ2
(
E[τ3]− b3
)
subject to
E[τ2] = b2 and E[τ ] = b1
else
α, β, θ1, θ2 = argminα,β,θ1,θ2
(
E[τ2]− b2
)
subject to E[τ ] = b1
end
B =
( −θ1 (1− α)θ1
(1− β)θ2 −θ2
)
Pe =
(
αθ1
βθ2
)
pˆiρ
Ps =
(∑
i∈S+
~Q−,i
) (
1 0
)
QO =
(
Q−− Ps
Pe B
)
RO =
(
R−− 0
0 diag(c~1)
)
return QO,RO
end
Algorithm 2: Single-state approximation algorithm, approximating the
average busy period with a single two-state phase type distribution.
83
the output of the queue will be approximated using a three state process,
where the other two states approximate the average busy period behaviour
of the model.
Finally, we show how to use the above algorithms to compute approximate
moments in Algorithm 3. When a node is fed by two sources (for n =
2, 3, . . . , N) we compute the background process parameters by taking the
Kronecker sum of the two source parameters. The Kronecker sum A⊕B of
two matrices is defined to be
A⊕B = A⊗ Idim(B) + Idim(A) ⊗B (5.29)
where ⊗ denotes the Kronecker product. In the algorithm, OutputApprox-
imationAlgorithm can refer to either Algorithm 1 or Algorithm 2, while
ComputeMoments uses the results of Section 2.
Input: Parameters for N external sources
Q1,Q2, . . . ,QN ,R1,R2, . . . ,RN and parameters for nodes
in network c1, c2, . . . , cN ,m1,m2, . . . ,mN−1
Output: For n = 1, 2, . . . , N , E[Xn],Var(Xn),E[Tn] and Var(Tn)
E[X1],Var[X1],E[T1],Var[T1] = ComputeMoments(Q1,R1, c1)
QO1 ,R
O
1 = OutputApproximationAlgorithm(Q1,R1, c1)
for n = 2, . . . , N do
QI = Q
O
n−1 ⊕Qn
RI = (mn−1ROn−1)⊕Rn
E[Xn],Var[Xn],E[Tn],Var[Tn] = ComputeMoments(QI ,RI , cn)
QOn ,R
O
n = OutputApproximationAlgorithm(QI ,RI , cn)
end
return E[Xn],Var[Xn],E[Tn],Var[Tn] for n = 1, 2, . . . , N
Algorithm 3: Algorithm to compute approximate fluid and busy period
moments in a tandem network, where OutputApproximationAlgorithm
can refer to either Algorithm 1 or Algorithm 2 and ComputeMoments uses
the results in Section 2. Note here that ⊕ denotes the Kronecker sum.
5.4 Bounding fluid levels
In this section we propose what as far as the authors are aware is the first
upper bound for fluid levels at nodes in a fluid queue network and the first
result which holds for an arbitrary tandem fluid queue network. Theorem 5
gives an bound on means of both fluid level and busy periods.
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Z(t), ~r c1 c2 · · · cN
Figure 5.5: Topology of a network for which a fluid level bound is shown to
exist in Lemma 5 when each node satisfies the stability condition
and c1 ≥ c2 ≥ . . . ≥ cn.
Z(t), ~r c1 c2
Z(t), ~r c2
(a)
(b)
X1a(t) X2a(t)
X2b(t)
Figure 5.6: Topology comparing a downstream node with one where up-
stream nodes have been removed and traffic is fed directly to the
node.
To arrive at the statement of our bound in Theorem 5 we require first
three lemmas which are introduced below. In Lemma 5 we offer a bound for
tandem networks which satisfy a given cascading condition. In Lemma 6 this
bound is extended to networks with node departures satisfying the cascading
condition. It is then shown in Lemma 7 that if we regard traffic from
each source as being tagged as a different customer class we can partition
buffers in an arbitrary tandem network to create a new split network where
the cascading condition holds for each customer class. Finally we show by
considering work conservation that the split network is itself a bound for
the original network and that therefore the split network bound bounds the
actual network and we know a bound for the split network by Lemma 6.
Lemma 5 (Cascading condition bound). In a tandem fluid queue with
external arrivals only at the first node where Z1(t) has parameters Q1 and
R1 and the capacities at the N nodes c1, c2, . . . , cN are non-increasing, the
steady state fluid level at each of the nodes Xn is bounded by X
B
n ,
Xn ≤st XBn for n = 1, 2, . . . , N (5.30)
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where XBn is the fluid level in a single buffer model with service rate cn and
source parameters Q1 and R1.
The topology of such a network is shown in Figure 5.5.
Proof. Consider the topologies shown in Figure 5.6 (a) and (b). By the
conditions in the lemma statement we have that c1 > c2. Observe that in
both of these topologies at any time t the volume of fluid buffered in the
system is the same in both systems, by conservation of fluid volume. That
is, writing X1a(t) for the buffer content process at the first node in topology
(a), X2a(t) for that at the second node and X2b(t) for that at the second
node in topology (b) then it is the case that
X1a(t) +X2a(t) = X2b(t) (5.31)
for all times t assuming buffers are initially empty. Consider those times
when the second nodes X2a and X2b remain empty. During such periods the
input generated by Z(t) must be at a rate not more than c2. During times
when the buffers X2a and X2b experience filling the presence of earlier nodes
makes no effect on the total volume of fluid in the system, they simply delay
the fluid earlier in the network. The non-increasing nature of service rates
in the network considered here mean that the final buffer in Figure 5.6 (a)
can become empty only when all earlier buffers are also empty (considering
the antithetical case quickly leads to contradiction).
Using such a sample path argument, we let t→∞ and the result follows
since for all t
X2a(t) ≤ X2b(t) (5.32)
and X2a(t)→ Xt and X2b(t)→ XB2 as t→∞.
It is straightforward to extend this argument to the case of multiple (rather
than just two) nodes.
Lemma 6 (Cascading condition with departures). We can extend the result
of Lemma 5 allowing a proportion of traffic 1−mn to exit the network at
each node n, so long as the forwarded proportion of traffic cnmn satisfies
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Z(t), ~r c1 c2 · · · cNm1 m2 mN
1−m1 1−m2 1−mN
Figure 5.7: Topology of a network for which a fluid level bound is shown to
exist in Lemma 6 when each node satisfies the stability condition
and c1m1 ≥ c2, c2m2 ≥ c3, . . . , cN−1mN−1 ≥ cN .
that cnmn ≥ cn+1 for each n = 1, 2, . . . , N − 1. Again the bound
Xn ≤st XBn for n = 1, 2, . . . , N (5.33)
holds where XBn is the fluid level in a single fluid queue with service rate cn
and input parameters Q1 and R1
∏n−1
i=1 mi.
The topology of such a network is shown in Figure 5.7.
Proof. The proof is as for Lemma 5.
Lemma 7 (Split system). We split a tandem network with external arrivals
at each node (n = 1, 2, . . . , N) by considering traffic from different sources
to be of different classes. In the split network we divide service capacity cn
between the n classes of traffic in such a way that the traffic of a given class is
served exclusively by its allocated service capacity and the n split servers are
viewed as independent queues. Then, by considering the individual classes of
traffic separately we see that for each class the cascading condition of Lemma
6 is satisfied.
Proof. We start by partitioning the service capacity at node n, a total of cn
units, between the n traffic classes present at the node in ratio of their mean
fluid arrival rates. The mean fluid arrival rate at the node of all traffic classes
must be less than the service capacity at each node because we assume the
node is stable and therefore we retain stability by dividing service capacity
between separate queues. Writing γjn for the mean flow rate of customer
class j at node n and γn =
∑
j γjn for the average arrival rate of all traffic,
we partition traffic amongst the n clases according to(
cnγn1
γn
,
cnγn2
γn
,
cnγn3
γn
, . . . ,
cnγnn
γn
)
. (5.34)
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However, we can improve on this further by reallocating any wasted
capacity. That is to say, for each class of customer j for which
cnγnj
γn
> cj
n∏
k=j
mk for j < n (5.35)
where the mk terms represent the portion of traffic at node k forwarded to
node k + 1, we decrease the service capacity allocated to class j jobs to be
equal to cj
∏n
k=jmk for the class j and redistribute the spare service capacity
equally over other job classes. We can do this because for any class j where
the inequality (5.35) holds the input process is such that the partitioned
buffer at node n will always remain empty. We can therefore decrease its
service rate to the minimal such service rate for which this property holds
without affecting the behaviour of the system.
By considering each of the classes of customers separately we can see that
the cascading condition of Lemma 6 is met by construction.
Theorem 5 (Fluid level bound). For a tandem network, the split network
introduced in Lemma 7 is an upper bound for fluid levels and therefore the
upper bound in Lemma 6 applies to each part of the flow. We can therefore
bound the tandem fluid network fluid level mean and variances by summing
the terms computed for each portion of the flow in the split network. That is
Xn ≤st
n∑
i=1
XBni for n = 1, 2, . . . , N (5.36)
where XBni is the buffer level in a single fluid queue with service rate
γni
γn
cn
and input parameters Qi and Ri
∏n−1
i=1 mi.
Proof. By partitioning the service capacity into portions which only serve a
particular class of fluid and summing over the separate partitions to compute
fluid volume at the node we bound the actual volume of fluid at the node.
By considering the conservation of work we can see that by partitioning the
service capacity the measure volume of fluid will be at least as large as that
in the original network.
Therefore the split network of Lemma 7 is an upper bound to the actual
network and as each class of fluid satisfies the cascading condition with
departures of Lemma 6 we have an upper bound for the fluid level and
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variance in the tandem network.
Corollary 3 (Mean and variance bound). Using the notation of Theorem 5,
E[Xn] ≤
n∑
i=1
E
[
XBni
]
for n = 1, 2, . . . , N (5.37)
Var[Xn] ≤
n∑
i=1
Var
[
XBni
]
for n = 1, 2, . . . , N. (5.38)
Proof. The results follow by the linearity of expectation and the independence
of the random variables.
Having described approximations to compute and upper bounds for E[Xn]
and Var[Xn] for all n = 1, 2, . . . , N , we now test our method for various
arbitrarily selected numerical instances in the next section. We note that
unfortunately the ideas presented here for upper bounds do not extend in
an obvious way to results for lower bounds.
5.5 Numerical results
We now evaluate the approximation method on diverse networks to test
the accuracy of the algorithm under different scenarios. We include a
network with arbitarily chosen parameters, one where the input processes
are hypoexponential (with coefficient of varation less than 1), one where
the input processes are hyperexponential (with coefficient of variation larger
than 1) and a further network with six nodes where we demonstrate the
algorithm works well describing upstream flows in longer networks. In each
of these situations we report accurate results with the approximation error
less than 1%.
To evaluate the efficiency of our approximations and bound, we compare
the mean and standard deviation of the fluid level and busy periods against
simulation. Note that we could also obtain distributions such as P(Xn ≤ x),
but they would be harder to test with simulations.
We compute our results using implementations outlined here implemented
in MATLAB. The limitiations on the number of states we can handle are
mainly due to memory constraints on the machine used for computation (a
standard desktop computer). These constraints could be overcome by using
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node fluid level busy period
sim. full ap. single ap. bound sim. full ap. single ap. bound
1 mean 2.9899 2.9921 2.9921 2.9921 2.8857 2.8859 2.8859 2.8859
s.d. 6.1457 6.1498 6.1498 6.8391 3.5067 3.5074 3.5074 4.5419
dim. 5 5 5 5
2 mean 1.6834 1.6860 1.6860 5.9527 1.4229 1.4232 1.4232 5.8772
s.d. 3.5163 3.5219 3.5219 8.3415 2.0901 2.0926 2.0928 7.9547
dim. 35 25 35 25
3 mean 1.9159 1.9156 1.9153 4.1870 1.0210 1.0212 1.0213 5.4203
s.d. 3.7044 3.7031 3.7023 6.9248 1.4225 1.4224 1.4214 5.5031
dim. 230 100 230 100
Table 5.1: Numerical results for simulation, two approximation methods and
bound results for the 3-node network with parameters defined in
Section 5.5.1.
more careful memory management (in, for example C++) and by running
calculations in parallel on a cluster. In this section all simulation values are
computed by running 25,000 simulation runs up to 10,000 time units using
an extension to the JINQS simulation tool by Field [29].
5.5.1 3-node network
For the network shown in 5.2 we use the parameters below, which have been
set arbitrarily.
Q1 =
(−1 .4 .3 .2 .1
.4 −.7 .1 .1 .1
.5 .4 −1.1 .1 .1
.2 .3 .3 −1 .2
.3 .3 .3 .3 −1.2
)
Q2 =
(−2.4 .9 1.0 .2 .3
1.0 −2.1 .2 .5 .4
.2 .2 −1.5 .5 .6
.1 .4 .7 −1.5 .3
.6 .5 .4 .6 −2.1
)
Q3 =
(−1.7 .5 .1 .9 .2
.2 −2.1 .4 .8 .7
.5 .7 −3.0 1.0 .8
.1 .7 .7 −2.0 .5
.6 .1 .5 .4 −1.6
)
R1 = diag(4, 6, 12, 16, 20) R2 = diag(0, 3, 11, 12, 19) R3 = diag(0, 0, 3, 16, 22)
c1 = 13.0121 c2 = 18.0105 c3 = 20.0829
m1 = 0.5 m2 = 0.25
(5.39)
In Table 5.1 results for the mean and standard deviation (s.d.) of fluid
level and busy periods at each of the nodes are presented from simulation,
Algorithm 1 (full ap.) and Algorithm 2 (single ap.). The dim. row states
the dimensions of the input process QI and RI used in Algorithms 1 and
2 at that node. The final column lists the figures computed for the bound
using Theorem ?? for the mean and the square root of Corollary 3 for the
standard deviation. While we can compute results explicitly for the first
node in the network we present the bound value for standard deviation to
give an idea of how accurate the bound could be.
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We observe good results for this model with Algorithm 1 giving slightly
better results than Algorithm 2, but at node 3 using a state space less than
half the size.
5.5.2 Hypoexponential distributions
We investigate the approximation in the case of hypoexponentially distributed
arrival processes, where the filling periods have a coefficient of variation less
than 1. Recall that as shown in Figure 5.4 busy period parameter matching
moments with a small coefficient of variation may not perform so well. We
choose the following arbitrarily chosen hypoexponential on source parameters
for a 3 node network.
Q1 =

−6 2.7 3.3
1 −3.1 2.1
.8 .8 −4.9 3.3
−8.2 8.2
−5.5 5.5
−6.2 6.2
−8.7 8.7
1.6 −1.6
 Q2 =

−3.1 .7 2.4
1 −2.2 1.2
.2 .3 −2.8 2.3
−6.2 6.2
−1.5 1.5
−7.3 7.3
−5.8 5.8
2.2 −2.2

R1 = diag(0, 2, 4, 16, 16, 16, 16, 16) R2 = diag(0, 12, 19, 3, 3, 3, 3, 3)
c1 = 13.0121 c2 = 18.0105
m1 = 0.5 m2 = 0.25
Q3 =

−6.1 3.1 3
−2.2 2.2
−2.3 2.3
−3.2 3.2
−8.5 8.5
−1.3 1.3
−8.8 8.8
1.1 −1.1

R3 = diag(0, 0, 3, 3, 3, 22, 22, 22)
c3 = 20.0829
(5.40)
We present the results in Table 5.2 where sim. are the results from simulation,
full ap. the results using Algorithm 1 and single ap. the results using
Algorithm 2. The mean and standard deviation (s.d.) of fluid level and busy
period at each node are listed as computed with these three methods. The
dimension of the input process used at the node is listed under dim. for the
two approximation methods.
The results in Table 5.2 show the method performed well maching the busy
period standard deviation at the third node with an error of less than 1%.
Again we observe a significant difference in the size of the state space at the
third node between Algorithm 1 where 1016 states are used and Algorithm
2 where just 280 states are used.
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node fluid level busy period
sim. full ap. single ap. bound sim. full ap. single ap. bound
1 mean 2.4499 2.4506 2.4506 2.5382 2.1778 2.1781 2.1781 2.1781
s.d. 2.9332 2.9331 2.9331 3.8444 2.2243 2.2242 2.2242 3.1131
dim. 8 8 8 8
2 mean 0.7536 0.7575 0.7575 2.3341 0.7025 0.7029 0.7029 3.0379
s.d. 1.8532 1.8638 1.8638 3.2000 0.7687 0.7727 0.7727 3.3653
dim. 104 40 104 40
3 mean 5.6898 5.6915 5.6851 9.5229 2.9369 2.9375 2.9361 9.3673
s.d. 6.7141 6.7126 6.6995 11.2970 3.1285 3.1281 3.1238 9.9902
dim. 1016 280 1016 280
Table 5.2: Numerical results for simulation, two approximation methods and
bound results for the network with hypoexponentially distributed
sources with parameters defined in Section 5.5.2.
A Model with Two On Loops
The two algorithms for computing an approximate output process differ
in that one uses a single set of parameters to approximate an averaged
busy period for the model, while the other uses separate parameters to
approximate each potential busy period starting state. In this model we
consider sources with two different on period distributions with different
means and variances such that the two algorithms might differ. We use the
following parameters.
Q1 =

−.6 .6
−3.4 .5 2.9
3 −3
−1.4 1.4
−6.4 6.4
7.2 −7.2
 Q2 =

−2.4 2.4
−.4 .3 .1
1.1 −1.1
−3.6 3.6
−15.4 15.4
8.2 −8.2

R1 = diag(4, 6, 16, 18, 18, 18) R2 = diag(0, 11, 19, 19, 19, 20)
c1 = 13.0121 c2 = 18.0105
m1 = 0.5 m2 = 0.25
Q3 =

−.2 .2
−2.6 .3 2.3
1.8 −1.8
−2.2 2.2
−1.4 1.4
.2 −.2

R3 = diag(0, 0, 21, 21, 22, 22)
c3 = 20.0829
(5.41)
Surprisingly, we observe similar results for both approximation algorithms
here. However, computations involving Algorithm 2 are significantly cheaper
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node fluid level busy period
sim. full ap. single ap. bound sim. full ap. single ap. bound
1 mean 2.2744 2.2754 2.2754 2.2754 1.7479 1.7480 1.7480 1.7480
s.d. 3.8947 3.8959 3.8959 4.5117 1.9249 1.9250 1.9250 2.6002
dim. 6 6 6 6
2 mean 3.0439 3.0470 3.0366 10.3122 2.3112 2.3211 2.3115 9.0092
s.d. 5.9528 5.9347 5.9311 12.9795 4.0158 4.0030 3.9979 15.4895
dim. 60 24 60 24
3 mean 30.3341 30.3968 30.3911 51.1662 11.1498 11.1512 11.1506 18.9327
s.d. 41.8157 41.8706 41.8586 82.0397 15.4564 15.4575 15.4556 29.1537
dim. 600 60 600 60
Table 5.3: Numerical results for simulation, two approximation methods and
bound results for the network with sources with two on loops with
parameters defined in Section 5.5.2.
than those using Algorithm 1 as the size of the state space used by Algorithm
1 is ten times the size (600) of the state space used by Algorithm 2. This
empirical result demonstrates the importance of the results in Section 5.2
where the busy period starting state vector ~ˆpi was computed, essential for
Algorithm 2.
5.5.3 Hyperexponential distributions
To complement the investigation of hypoexponentially distributed sources
in Section 5.5.2, we consider the case when source states have coefficient of
variation larger than 1. We set parameters as follows and report results in
Table 5.4.
Q1 =

−6 2.7 3.3
1 −3.1 2.1
.8 .8 −4.9 .3 .3 .3 1.2 1.2
8.2 −8.2
5.5 −5.5
6.2 −6.2
8.7 −8.7
.2 −.2
 Q2 =

−3.1 .7 2.4
1 −2.2 1.2
.1 .8 −2.3 .3 .2 .2 .6 .1
6.2 −6.2
1.5 −1.5
6.2 −6.2
7.3 −7.3
5.2 −5.2

R1 = diag(0, 2, 4, 16, 16, 16, 16, 16) R2 = diag(0, 12, 19, 3, 3, 3, 3, 3)
c1 = 13.0121 c2 = 18.0105
m1 = 0.5 m2 = 0.25
Q3 =

−6.1 3.1 3
−2.2 2.2
3.1 .8 −9.3 2.3 1.1 .6 .3 1.1
.8 −.8
2.5 −2.5
5.5 −5.5
.2 −.2
3.2 −3.2

R3 = diag(0, 0, 3, 3, 3, 22, 22, 22)
c3 = 20.0829
(5.42)
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node fluid level busy period
sim. full ap. single ap. bound sim. full ap. single ap. bound
1 mean 30.0990 30.2071 30.2071 30.2071 5.7352 5.7326 5.7326 5.7326
s.d. 34.6984 34.7954 34.7954 46.0781 19.8360 19.8224 19.8206 20.6330
dim. 8 8 8 8
2 mean 8.7833 8.7073 8.4255 29.4653 2.5051 2.5021 2.4822 10.1122
s.d. 10.9743 10.8838 10.7219 32.1075 5.7666 6.2371 6.1278 26.2592
dim. 104 40 104 40
3 mean 7.2787 7.2950 7.2920 15.9977 1.5442 1.5451 1.5449 8.1559
s.d. 20.5407 20.5732 20.5598 33.9780 4.0982 4.3827 4.3818 21.4971
dim. 1016 280 1016 280
Table 5.4: Numerical results for simulation, two approximation methods and
bound results for the network with hyperexponentially distributed
sources with parameters defined in Section 5.5.3.
The results here are again accurate with the largest error at the final node
being less than 1%.
5.5.4 Six node network
In this final example we evaluate a six node network with the following
arbitrarily chosen parameters.
Q1 =
(−1.4 .7 .5 .2
.1 −1.0 .4 .5
.1 1.0 −1.6 .5
.9 .1 .8 −1.8
)
Q2 =
(−2.1 .7 .7 .7
1.0 −2.0 .8 .2
.8 .9 −2.5 .8
1.0 1.0 .4 −2.4
)
Q3 =
(−2.7 .7 1.0 1.0
1.0 −2.5 1.0 .5
.2 .3 −1.4 .9
1.0 .6 1.0 −2.6
)
R1 = diag(4, 6, 12, 20) R2 = diag(0, 3, 12, 19) R3 = diag(2, 2, 8, 19)
c1 = 13.0121 c2 = 18.0105 c3 = 20.0829
m1 = 0.5 m2 = 0.6 m3 = 0.3
Q4 =
(−1.8 .4 .8 .6
.5 −1.6 .7 .4
.5 .6 −2.1 1.0
.5 .9 .9 −2.3
)
Q5 =
(−1.3 .1 .6 .6
.1 −1.0 .3 .6
.3 .8 −1.4 .3
.9 .5 1.0 −2.4
)
Q6 =
(−2.5 1.0 .8 .7
.7 −1.0 .1 .2
.4 .9 −2.1 .8
.4 1.0 .4 −1.8
)
R4 = diag(0, 8, 12, 20) R5 = diag(3, 5, 5, 17) R6 = diag(0, 1, 4, 12)
c4 = 18.4725 c5 = 21.1130 c6 = 19.9585
m4 = 0.8 m5 = 0.5
(5.43)
We present the results in Table 5.5. As the results in Table 5.5 show both
Algorithm 1 and Algorithm 2 give good results throughout the network.
However, the state space used for the input process in the final node of the
network is very large for Algorithm 1, some 13 236 states. In principle our
algorithms can be applied to an arbitrarily long tandem network, but in
practice our current numerical methods work well only up to around 15,000
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node fluid level busy period
sim. full ap. single ap. bound sim. full ap. single ap. bound
1 mean 2.8466 2.8485 2.8485 2.8485 2.0889 2.0892 2.0892 2.0892
s.d. 5.0723 5.0739 5.0739 5.8188 2.8427 2.8427 2.8427 3.5278
dim. 4 4 4 4
2 mean 1.0978 1.0969 1.0969 3.2327 0.7997 0.7994 0.7994 3.0830
s.d. 2.4859 2.4825 2.4825 4.8887 1.0431 1.0417 1.0417 3.9202
dim. 20 20 20 20
3 mean 1.9141 1.9189 1.9156 8.7416 1.0703 1.0709 1.0703 6.6568
s.d. 3.7093 3.7200 3.7131 9.7566 1.6170 1.6200 1.6163 7.8000
dim. 108 60 108 60
4 mean 2.3005 2.2945 2.2929 7.0528 1.5562 1.5546 1.5542 9.7937
s.d. 4.0489 4.0362 4.0329 8.0844 2.1934 2.1879 2.1864 9.9525
dim. 540 188 540 188
5 mean 3.6807 3.6950 3.6932 19.2081 2.2193 2.2204 2.2198 19.8332
s.d. 6.4878 6.5165 6.5138 17.6863 3.8430 3.8574 3.8557 22.7001
dim. 2700 572 2700 572
6 mean 0.2295 0.2283 0.2283 4.5543 0.6446 0.6456 0.6456 8.4278
s.d. 0.7300 0.7238 0.7238 6.7622 0.7172 0.7141 0.7141 6.6935
dim. 13236 1892 13236 1892
Table 5.5: Numerical results for simulation, two approximation methods and
bound results for the network with six nodes presented in Section
5.5.4.
states, so using Algorithm 1, this is the largest network we can analyse
using our current methods. To analyse networks with larger state spaces is
a numerical problem beyond the scope of the current paper, where different
methods perform well in different situations (see, for example Fiedler and
Voos [28]).
We observe that in this case the bound is sometimes loose, however this is
to be expected as the bound consists of a number of nested approximations.
However, computationally the bound has benefits in larger networks. For
computing the results in Table 5.5 at the sixth node the approximation
algorithms requires results for fluid queues where the input state space was
larger than 1000 states. The bound however required computation of six
4-state fluid queues, a computation which is cheaper by orders of magnitude.
In this section we have extensively tested the approximation method
numerically in diverse situations and it has performed well on an arbitrary
network in Section 5.5.1, two networks with hypoexponentially distributed
sources in Section 5.5.2, a network with hyperexponentially distributed
sources in Section 5.5.3, and a longer network in Section 5.5.4. In the
next section we show how these results might be used in two optimization
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problems.
5.6 Applications
In this section we show how the earlier approximation method can be used
in optimization and allocation problems. The optimization problem we pose
is in terms of the sum of mean fluid levels at each node, which are a proxy
for the response time a job would experience travelling through the network.
In a Jackson queueing network since Poisson arrival processes generate
Poisson departure proceses, each node can be analysed in isolation as the
Poisson property is preserved. However, in fluid queues the output of a fluid
queue is not a Markov modulated source so we cannot compute performance
metrics for individual nodes in isolation. The approximation method is
vital in opening this class of networks for study. Without it we could only
evaluate the networks using simulation. The approximation allows for quick
evaluation of multiple server configurations to compute the mean fluid levels
and busy period parameters at each node. We now give two examples of the
kinds of problems our method allows us to solve.
5.6.1 Optimize for a fixed sum of rates
The approximation method allows for different networks to be quickly evalu-
ated, here we suggest one potential application. We consider a network with
a fixed total service capacity and solve the problem of how to best allocate
capacity in the network, minimizing a defined cost function.
We will seek to optimize the mean response time subject to a budget
for server provision for the case N = 3. We use input rates and routing
proportions of the network (Qn,Rm and mn) from Section 5.5.1 and set the
total service capacity of all servers c1 + c2 + c3 to be constrained less than a
maximum budget of 50 units. We seek to optimize the sum of mean fluid
queue lengths (describing the average delay a job may experience) subject
to the aforementioned constraint on server capacity.
We set c1 + c2 + c3 = 50 in the network shown in Figure 5.8. Given
the fixed parameters for input processes from Section 5.5.1, to satisfy the
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Z1(t), ~r1 c1 c2 c3
m1 m2
Z2(t), ~r2 Z3(t), ~r3
1−m1 1−m2
Figure 5.8: Structure of the three node tandem network with external arrivals
and departures at each stage.
stability criteria of Theorem 3 we require
c1 > 8.9797, c2 > 14.0508, c3 > 13.6846. (5.44)
When we fix c1 and c2 then c3 is determined as 50−c1−c2 (by the constraint
c1 + c2 + c3 = 50) so the final relation above can be re-written as c1 + c2 <
36.3154. Figure 5.9 shows a plot of the sum of mean service rates across
the three nodes for different choices of c1 and c2 within the stable region.
It can be seen that the combination c1 = 13.1 and c2 = 17.9 (and therefore
c3 = 19.0) produces the lowest average response time for a job across the
network.
As can be observed from Figure 5.9 the space is convex so we could use a
gradient descent algorithm to efficiently explore the state space and find the
optimal value, rather than needing to compute all values in a state space.
5.6.2 Allocation problem
In this section we consider the problem of how to best allocate fixed service
capacities. Unlike in the previous section we therefore only have a small num-
ber of possible configurations to investigate. Computing the cost metric, the
sum of average queue length at each node, is quick using the approximation
algorithms introduced earlier.
Suppose we have three servers with capacity 14.09, 18.01 and 20.08 with
other network parameters as introduced in Section 5.5.1. The costs of each
arrangement of servers is listed in Table 5.10, where the cost is defined to
be the sum of the average queue length over the three nodes, a proxy for
the average delay a job travelling through the network would experience.
Note that there is a significant variation in the costs between different
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Figure 5.9: Contour plot for the cost function (sum of average queue length
at three tandem queueing nodes) evaluated at different param-
eter combinations of service rates c1 and c2 at nodes 1 and 2
respectively. The rate c3 is set at 50− c1 − c2 and the minimum
cost found to be 7.7 at c1 = 13.1 and c2 = 17.9. (Contours are
plotted for costs 7.7, 8, 9, 10, 12.5, 15, 20, 30 labelled from the
inside out.)
c1 c2 c3 cost
14.09 18.01 20.08 5.5081
14.09 20.08 18.01 6.8670
18.01 20.08 14.09 87.2230
18.01 14.09 20.08 596.2152
20.08 18.01 14.09 88.6297
20.08 14.09 18.01 597.1086
Figure 5.10: Cost function evaluated for different permutations of a fixed set
of service rates.
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setups, but that the results here agree with the heuristic that the minimal
cost configuration is found by allocating the largest server to the node with
the largest average arrival rate.
5.7 Conclusion
We have introduced a novel approximation method for networks of fluid
queues and demonstrated experimentally very good results, less than 1%
error compared to simulation in networks with moderate utilization, opening
a large class of networks for analysis. Further, a novel fluid level bound has
been proposed, yet the bounds are shown to be loose which gives tremendous
merit to our approximation. The approximation method in this paper applies
to a very general class of fluid tandem queue networks, the first such method
to analyse most of these networks. The results presented here can also be
applied directly to any network with a tree-like structure.
In principle the approximation could also be applied to any feedforward
network, but the approximation algorithm would assume all flows in the
network were independent. By ignoring the dependencies in such a network,
however we assume that the approximation will not perform as well, but that
would be something to consider in future work. Further, in larger networks
the potential exponential growth in the size of the state space input process
may hinder computation, though computation of fluid queues with large
state spaces is not the focus of the current paper.
Although we were unable to create a test instance where the approximation
would be weak, it may be possible when the busy period has a small standard
deviation compared to the mean. However, since busy periods in practice
are usually decreasing failure rate random variables this is not likely to be a
common problem and is one that could be addressed by using a different
fitting algorithm such as that proposed by Osogami and Harchol-Balter [77],
using more states to fit moments, or fitting different characteristics of the
distribution, such as those highlighted by Feldmann and Whitt [27].
99
6 Applications and future work
In this chapter we discuss applications of the results presented in this thesis
and suggest future directions. We begin by showing how the results computed
in Chapter 3 can be used to describe an energy saving mode in a mobile
phone battery life. We use traces of mobile phone batteries collected using
the Open Battery application (described by Jones and Harrison [46]) to
parameterise a fluid queue model as described in Section 2 for the battery
level. Following this we discuss an application of the work from Chapter 5 to
a non-tandem network, and conclude the thesis with three potential further
extensions for future work on bursty flows based on the ideas presented in
this thesis.
6.1 Mobile phone battery life
In the Open Battery project we collected data about the battery usage of
participants’ mobile phones. We recorded the battery level and charging
state of the phone each time the battery API reported a change of state.
We can use this data to parameterise a fluid queue model of mobile phone
battery life. For each handset we have data for how long charging and
discharging periods typically last and what the average rates of charge
accumulation/use are during those periods. By using average values for each
of those parameters we fit a two-state model with four parameters to model
the mobile phone battery as a fluid queue. The two states in the model
correspond to the charging and discharging periods, which we assume the
user alternates between. There are two parameters for the Q matrix and two
parameters for the rate vector ~r. By matching means of the values recorded
as shown in Figure 6.1 we estimate those parameters to be
Q =
(
−0.1223 0.1223
0.4172 −0.4172
)
~r =
(
0
0.3773
)
c = 0.0712. (6.1)
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These figures match the average charge period 2.39 hours, discharge period of
8.18 hours, charging rate of 30.61 percentage points per hour and discharge
rate of 7.12 percentage points per hour. Using these parameters we compute
the average duration of a busy period to be 35.78 hours.
A power-save mode is a feature where the handset reduces power usage
when the battery level is beneath a certain level. By turning of Bluetooth,
Wifi and reducing screen brightness savings of up to 50% are reasonable. We
show how a power-save regime can be modelled using a multi-regime fluid
queue and that results from Chapter 3 can be used to describe the impact
the power-save mode has on battery life. We partition the buffer above and
below a threshold value, creating two regimes for the fluid queue. We set the
parameters Q(1) = Q(2) = Q assuming that user behaviour does not change
with the introduction of a power saving regime. We suppose that the arrival
rates are not affected so ~r(1) = ~r(2) and change the rate at which power is
used c, setting c(1) to be some fraction of c(2). In Figure 6.2 we plot how the
threshold level V1 separating the two regimes impacts the average battery
life for different values of c(1). The figure shows 6 curves corresponding
to the cases where c(1) = kc(2) for k = 0.5, 0.6, 0.7, 0.8, 0.9, 1 (from top to
bottom). These values correspond to the lower regime (numbered 1) beneath
V1 having energy savings of 50%, 40%, 30%, 20%, 10% and 0%. The case of
0% savings means that c(1) = c(2) so the position of the threshold V1 does
not affect the battery life. From the figure we can see, for example, that
a 50% decrease in the rate of power use (so c(1) = 0.5c(2)) implemented at
threshold V1 = 0.2 increases the mean battery lifetime from 35.78 to 50.22
hours.
This simple model gives an approximation to the kinds of behaviour
we expect to see in such a system, where increasing the threshold value
clearly improves the battery life, but at a cost to performance. We envisage
this result being particularly useful to meet service level agreements or in
optimization problems.
6.2 Power networks
Globally there is a significant switch towards power generated from renewable
sources to meet environmental targets. However, using renewable energy
sources present a number of challenges to grid operators. Renewable energy
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Figure 6.1: Data collected for a Samsung Nexus S handset (ID
3fe29402a3528afb) showing approximated charging rates and
discharging rates (using endpoints of charging periods with a
greater than 20 percentage point change), and charging period
and discharging period durations. The horizontal lines show the
average value of the parameter which is used in the fluid queue
model.
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Figure 6.2: The impact of a threshold on the battery life for the model
where c(1) = kc(2) for (labelling lines from top to bottom) k =
0.5, 0.6, 0.7, 0.8, 0.9, 1, with other parameters as defined in the
body text.
sources cannot be turned on and off so easily so without some form of storage
operators may suffer generation shortfalls such as that which Texas suffered
in 2011. The Economist [95] reported the grid operator purchasing power on
the spot market at more than thirty times the regular rate, while in Germany
in recent years negative prices have been seen on numerous occasions during
periods of excess generation.
By modelling the output from a renewable energy source as a Markov
modulated on/off source, we can construct a network and extend the results
of Chapter 5 to compute performance measures for the network. We present
here a simple network in Figure 6.3 where four independent on/off sources
feed into local storage buffers, which in turn feed into a central buffer. We
suppose this final buffer represents a constant rate of energy demanded at
the service rate of this final node c. Therefore the busy period corresponds
to those times for which the service criteria is met. Note that the capacity
factor of these sources matches the 20-40% range reported to be typical of
wind turbines by The Wind Energy Center [96].
In Figure 6.4 the mean busy period at the third node is plotted. The
simulation results and values computed using the approximation are shown
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Figure 6.3: Topology of an example feedforward network model of renew-
able energy production where four Markov on/off sources are
connected to two buffers and each of those buffers to a central
buffer which has power requirement c.
to be very close here.
Further work in this area would likely require the integration of costs and
rewards associated with different actions taken by the network operator. A
modified version of a Markov decision process could be used to encode this
information.
6.3 Multi-regime queues with heavy tail input
processes
In this section we present simulation results to test the robustness of the
analytical model, by investigating scenarios where the model’s Markovian
assumptions are not satisfied. We consider the case where the charging
periods have a heavy tail and are log-normally distributed, which is currently
outside the scope of our model, being a non-exponential random variable.
We choose parameters for the log-normal distribution so that the charging
period distributions have the same mean value, 1, as the exponential model.
Figure 6.6 shows the CDFs computed for the battery life by simulation. The
higher of the two CDFs corresponds to the case where charging periods
have (an appropriately scaled) log-normal distribution, while the lower of
104
c, service rate at node 3
M
ea
n
b
u
sy
p
er
io
d
a
t
n
o
d
e
3
40 45 50 55 60
0
2
4
6
8
10
12
Figure 6.4: Mean busy period at node 3 in the network shown in Figure 6.3
for c, the power requirement, between 40 and 60. Simulation
plot is the solid line. The two approximation method is plotted
with a dotted line and nearly indistinguishable on this plot.
the two curves corresponds to case where charging periods are exponentially
distributed with parameter 1.
Note that both these CDFs start at the same point (0.95, 0.39) as this
point corresponds to the situation where the battery life ended without any
charging periods. The non-charging period is exponentially distributed with
parameter 1 in both cases, so these CDFs meet here.
Figure 6.5 shows how these different charging period distributions effect
the mean battery life. Though both charging distributions have mean 1, the
mean battery life is significantly lower when the charging periods have a
heavy tail. (The non-charging periods have the same distribution in both
cases.) The results show value in extending our model to non-Markovian
situations.
6.4 Better modelling of battery dynamics
The introduction of regimes to the fluid queue model allows for phenomena
like the recovery of a battery during periods of light use to be modelled, a
phenomena also modelled by, for example, Jongerden and Haverkort [50].
Further improvements to battery modelling in particular could be obtained
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Figure 6.5: Mean battery life against threshold value V for different charg-
ing period distributions. Both on period distributions have
mean 1. In the upper curve the distribution is exponential
with parameter 1, in the lower points a log-normal distribution.
The parameters here are set to r1 = 3, c
(2) = 2, c(1) = 0.5,
B = 1, β = 1 with charging period distribution either Exp(1) or
1
244.69Log-normal(1, 3).
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Figure 6.6: Simulated CDF showing the effect of changing the charging
period distribution. All simulations run with B = 1, ~r = (0, 3),
c(2) = 2, c(1) = 1, β = 1 and V = 0.5. The charging period
for the lower curve is exponentially distributed with parameter
1 as earlier in this paper. The charging period for the upper
curve is a scaled log-normal distribution such that both on period
distributions have mean 1.
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by including a second linked fluid buffer as in the kinetic battery model
(KiBaM) of Manwell and McGowan [69]. This could utilize existing results
on tandem fluid queues, such as those by Gupta and Harrison [37]. Separate
models of the individual cells would allow us to consider the dynamics of
the recovery effect across a multi-cell battery.
However, analysis of a system with a large number of regimes will not
be practical with the current results. As in the work of Mandjes, Mitra,
and Scheinhardt [68] and Kankaya and Akar [51], which were restricted to
two regimes, we present a mathematical analysis which in principle offers a
solution for an arbitrary number of regimes, yet in practice the equations
can only be solved explicitly for a very small number of regimes.
6.5 Including further network dynamics
Three factors our current model does not include, but that are typical in
many bursty networks are variable service rates, finite buffers and networks
with dependencies in flows. An example of such a dependency would occur
in a tandem network if overtaking were possible, say a portion of the output
from node 1 was sent directly to node 3 rather than to node 2. Then the
inputs to node 3, that is the portion directly from node 1 and that indirectly
via node 2, are no longer independent.
Variable service rates have been considered by numerous authors elsewhere
in queueing theory, for example by Mahabhashyam and Gautam [67]. In
networks of fluid queues they offer a challenge because the approximation
methods introduced earlier have assumed that the output rate of a fluid
queue would be constant during a busy period. Allowing the output rate
to change during a busy period would require a more complicated fitting
model.
Finally, finite buffers can be easily considered in isolation, but in a network
with small finite buffers it is likely that the routing protocol would respond
to an overflowing buffer by reducing traffic sent to that node. Therefore
again in this situation an approximation method would require additional
information about the global state of the network to capture this behaviour.
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7 Conclusion
This thesis has investigated the effect of bursty flows on of a fluid buffer
coupled to a server with fixed capacity. Both models of a single buffer and
buffers connected in a network have been considered.
We have shown in Chapter 3 how the distribution of busy periods and
related hitting times can be computed in multi-regime fluid queues where
there are level-dependent parameters. We did this by solving the Kolmogorov
forward equations directly using Laplace–Stieltjes transform. This signifi-
cantly increases the class of single buffer fluid models for which busy period
distributions can be computed, allowing the model to incorporate ‘backoff
behaviour’ often found in protocols where clients reduce the traffic they send
to busy servers. We also demonstrated how this level-dependent behaviour
could be used to describe a power-save state in a device with an energy
reservoir, used when the reserves in the energy reservoir fell below a specified
threshold level.
We then considered in Chapter 4 fluid queues where the background process
did not have a finite state space, and computed busy period distributions and
congestion period distributions in these models. Studying such models such as
the M/M/1-driven and M/M/2-driven fluid queues has recently been popular
in the literature for understanding links in networks between queueing
systems where traffic shaping occurs. We envisaged a new application for
this model as describing temperature of a computer system and demonstrated
how new results could be computed using pseudo-busy periods.
In Chapter 5 networks of fluid queues were considered. Exact results in
such networks are intractable in all but the simplest of networks because
the output of a fluid queue is a semi-Markov process, not a Markov process.
This means that no product-form solution result exists for these networks.
We proposed approximation methods to give insight into the behaviour of
such networks. The first of these methods recorded the starting state of
the busy period and parameterised an output approximation using busy
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period moments for busy periods starting in each possible filling state. In
the second approximation method we used a single set of parameters to
match all busy periods, matching parameters that were averaged over the
stationary probability vector that busy periods start in each of the states.
We observed good results in both cases and that in the second case noted
that a significantly smaller approximating chain was generated.
Bound results were also introduced in Chapter 5, which as far as we
are aware represent the first exact results of their kind for tandem fluid
queueing networks. We saw excellent numerical results for our approximation
algorithms, and highlighted how the algorithm could be adapted (for example,
by using a larger phase type distribution for the approximation) if poor
results were obtained.
Finally, in Chapter 6 we suggested potential applications and future
directions for the results in this thesis.
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