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The fractional Landau–Lifshitz–Maxwell equation is considered in this paper. We show
the global existence of suitable weak solutions by Galerkin method and the vanishing
viscosity method. The main diﬃculties in this study are due to the loss of compactness
of this system and the fact that the nonlinear term is nonlocal and of the same order of
the equation. To overcome these diﬃculties, we introduce the commutator estimates and
some cancellation properties to this equation, which prove to be proper tools in the study
of Landau–Lifshitz type equations.
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1. Introduction
In this paper, we consider the following Landau–Lifshitz–Maxwell equation
Zt = λ1 Z × Heff + λ2 Z × (Z × Heff), (1.1)
∇ × H = ∂(E + P )
∂t
+ σ E, (1.2)
∇ × E = −∂H
∂t
− β ∂ Z
∂t
, (1.3)
∂2P
∂t2
+ λ2∇ × (∇ × P ) + μ∂ P
∂t
= ν(E − 2PΦ ′(|P |2)). (1.4)
In this equation, Z = (Z1, Z2, Z3) denotes the three-dimensional magnetization vector, H = (H1, H2, H3) denotes the mag-
netic ﬁeld, E = (E1, E2, E3) denotes the electric ﬁeld and P = (P1, P2, P3) denotes the electric polarization. λ1, λ2, σ , β ,
λ, μ, ν are real constant parameters, where λ2 > 0 is the Gilbert damping parameter, σ  0 denotes the constant con-
ductivity, β denotes the magnetic permeability of free space and λ > 0 denotes the speed of light for the internal ﬁelds.
The ﬁeld 2PΦ ′(|P |2) denotes the equilibrium electric ﬁeld and Heff in the ﬁrst equation denotes the effective ﬁeld for the
Landau–Lifshitz equation which will be made clear below.
Consider the ﬁrst equation only. When Heff = −Z − H , it becomes the standard Landau–Lifshitz equation with external
ﬁeld H which was proposed by Landau and Lifshitz in 1935 when studying the dispersive theory of magnetization of
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other aspects in mathematics and physics, see [23,1,12,10,8,13,21,9,22,24,26–28] and the references therein. When λ2 > 0,
it is also called the Gilbert equation due to the study of Gilbert in 1955, see [10].
When Heff = −Z and P = 0, the system reduces to the classical Landau–Lifshitz–Maxwell equation, which was studied
by Guo and Su in [14] concerning its existence in the periodic case by Galerkin’s method. When the polarization P appears,
the system (1.1)–(1.4) was studied recently by Ding, Guo, Lin and Zeng in [7], obtaining the global existence of weak
solutions, by using Galerkin method and the vanishing viscosity method. One can also refer to [11,15,20,34,3] for the studies
for the Maxwell equation with polarization.
In this paper we consider the fractional effective ﬁeld Heff = Λ2α Z − H for α ∈ (0,1), where Λ =
√− denotes the
Zygmund operator, see [6,4,32,27]. Obviously when α = 1, it reduces to the Landau–Lifshitz–Maxwell equation studied in [7].
The purpose in this study is to prove the global existence of weak solutions for this system in the periodic setting. For this
purpose we give the deﬁnition of a weak solution for the fractional Landau–Lifshitz–Maxwell equation. Let Ω = [−D, D]d
denote the space and Q T = Ω × [0, T ] denote the cylinder over Ω .
Deﬁnition 1.1. We call a vector (Z(t, x), E(t, x), H(t, x), P (t, x)) ∈ (L∞(0, T ; Hα(Ω)), L∞(0, T ; L2(Ω)), L∞(0, T ; L2(Ω)),
W 1,∞(0, T ; L2(Ω)) ∩ L∞(0, T ; H1(Ω))) a weak solution to the problem (1.1)–(1.4) with initial data (Z0, E0, H0, P0, P1),
if for any Ψ ∈C∞(Q T ) with Ψ (T ) = 0, there hold
(i) when λ2 = 0,∫
Q T
Zt · Ψ = −λ1
∫
Q T
Λα Z · Λα(Z × Ψ ) − λ1
∫
Q T
(Z × H) · Ψ, (1.5)
∫
Q T
(E + P ) · Ψteσ t + σ
∫
Q T
eσ t P · Ψ +
∫
Q T
eσ t∇ × Ψ · H +
∫
Ω
(E0 + P0) · Ψ (0, ·) = 0, (1.6)
∫
Q T
(H + β Z) · Ψt −
∫
Q T
(∇ × Ψ ) · E +
∫
Ω
(H0 + β Z0) · Ψ (0, ·) = 0, (1.7)
∫
Q T
Pt · Ψt − λ2
∫
Q T
(∇ × P ) · (∇ × Ψ ) − μ
∫
Ω
Pt · Ψ + ν
∫
Q T
E · Ψ
− 2ν
∫
Q T
Φ ′
(|P |2)P · Ψ + ∫
Ω
P1 · Ψ (0, ·) = 0; (1.8)
(ii) when λ2 > 0, one needs only to replace (1.5) with the following∫
Q T
Zt · Ψ = λ1
∫
Q T
(
Z × Λ2α Z) · Ψ − λ1
∫
Q T
(Z × H) · Ψ − λ2
∫
Q T
(
Z × Λ2α Z) · (Z × Ψ )
+ λ2
∫
Q T
(Z × H) · (Z × Ψ ). (1.9)
Remark 1.2. The C∞(Q T )-regularity assumption for the test function Ψ is just for simplicity and is not optimal. From the
proof one would see C θ (Q T ) for θ > α + d2 is suﬃcient.
The main motivation and novelties of this paper are in the following aspects. When considering the fractional effective
ﬁeld, some new diﬃculties appear. The most critical one is that when using Galerkin method, we need to show the con-
vergence of the approximate solutions, however since in the fractional order case, the Leibniz formula cannot be applied
to terms like Λα(ZN × Ψ ) for a test function Ψ , other ways must be found out to get the convergence. Even worse, the
fact that the nonlinear nonlocal terms are of the same order of the principle term introduces new diﬃculties in the con-
vergence since no higher order estimates cannot be obtained. Recall that for two three-dimensional vectors A, B , A × B is
vertical to its components A and B , hence A · (A × B) = 0. This cancellation property helps us to reveal further properties
of the Landau–Lifshitz equation, to construct commutator structure and ﬁnally, helps us a lot in showing the convergence
of the approximate solutions. These prove to be effective tools in handling this problem. To our best knowledge, these
properties have never been applied to the Landau–Lifshitz equation or other related equations before to get interesting
results.
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solutions. To solve this diﬃculty, we follow the method in [7] and consider the following viscosity equation
∂2P
∂t2
+ λ2∇ × (∇ × P ) + μ∂ P
∂t
= εP + ν(E − 2PΦ ′(|P |2)). (1.10)
We remark that when ignoring the polarization ﬁeld P , the method in this paper can be applied to Eq. (1.1)–(1.3) without
essential diﬃculties which was studied in [14] for the integer order case. We also remark that since in the integer order
case Leibniz formula can be applied, the case handled in this paper is much tricker.
Before we get into the details, we give some assumptions and some notations.
Assumptions on Φ . Let Φ : R+ → R be a C2-convex function such that
∣∣Φ ′(s)∣∣ K0, sΦ ′′(s) K1 (1.11)
for all s  0. Assume further that Φ(s2) attains a unique minimum at some s20. From these assumptions, we know that
sΦ ′(s2) K2 for all s 0 for K2 = K0 + 2K1 and∣∣XΦ ′(|X |2)− YΦ ′(|Y |2)∣∣ K2|X − Y |, ∀X, Y ∈ R3. (1.12)
Notations. Throughout this paper, Hs,p denotes the usual Sobolev space consisting all f such that
‖ f ‖Hs,p :=
∥∥F −1((1+ | · |2)s/2(F f )(·))∥∥Lp < ∞
where F denotes the Fourier transform and F −1 its inverse. Let H˙α,p denotes the corresponding homogeneous Sobolev
space. When p = 2, Hs,2 corresponds to the usual Sobolev space Hs and in this case, we write ‖ ·‖α = ‖·‖Hα,2 for simplicity.
For two three-dimensional vectors A and B , let [Λα, A]B = Λα(A × B) − A × ΛαB denote the commutator of Λα and A
applied to B .
We end this section with the following lemma that will be used throughout this article, the proof of which can be
found, for example, in Coifman and Meyer [5] and Kato, Kenig, Ponce and Vega [16–19] and hence are omitted here. For
more details on fractional calculus, one can refer to the classical book [31] by Stein.
Lemma 1.3 (Commutator estimates). Suppose that s > 0 and p ∈ (1,+∞). If f , g ∈ S , the Schwartz class, then
∥∥Λs( f g) − fΛs g∥∥Lp  C(‖∇ f ‖Lp1 ‖g‖H˙ s−1,p2 + ‖ f ‖H˙ s,p3 ‖g‖Lp4 ) (1.13)
and
∥∥Λs( f g)∥∥Lp  C(‖ f ‖Lp1 ‖g‖H˙ s,p2 + ‖ f ‖H˙ s,p3 ‖g‖Lp4 ) (1.14)
with p2, p3 ∈ (1,+∞) such that
1
p
= 1
p1
+ 1
p2
= 1
p3
+ 1
p4
.
The outline in this paper is as follows. Firstly, we consider the viscosity equation (1.1)–(1.3) and (1.10), showing that
there exists a global weak solution to the viscous problem, see Section 2 for details. Secondly, we make some a priori
estimates uniform in ε, and by selecting a subsequence we show the existence of a global weak solution to the fractional
Landau–Lifshitz–Maxwell equation, see Section 3.
2. Global existence of weak solutions for the viscosity problem
In this section, we consider the viscosity equation (1.1)–(1.3) and (1.10) in the periodic setting by Galerkin method. In
particular, we will prove the following existence theorem.
Theorem 2.1. Let α ∈ (0,1) and d 3. Then for all initial data (Z0, H0, E0, P0, P1) ∈ (Hα(Ω), L2(Ω), L2(Ω), H1(Ω), L2(Ω)), there
exists at least one global weak solution (Zε(t, x), Hε(t, x), Eε(t, x), P ε(t, x)) for the viscosity fractional Landau–Lifshitz–Maxwell
equation (1.1)–(1.3) and (1.10). Furthermore, the solution satisﬁes
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Zε ∈ L∞(0, T ; Hα(Ω))∩C 0, αα+θ (0, T ; L2(Ω));
Hε ∈ L∞(0, T ; L2(Ω))∩C (0, T ; H−1(Ω));
Eε ∈ L∞(0, T ; L2(Ω))∩C (0, T ; H−1(Ω));
P ε ∈ L∞(0, T ; H1(Ω))∩C (0, T ; H−1(Ω));
P εt ∈ L∞
(
0, T ; L2(Ω))∩C (0, T ; H−1(Ω)), (2.1)
where θ > α + d2 ;
(ii) when λ2 > 0,
Zε ∈ L∞(0, T ; Hα(Ω))∩C 0, r−1r (0, T ; Lr(Ω));
Hε ∈ L∞(0, T ; L2(Ω))∩C 0,1/2(0, T ; H−1(Ω));
Eε ∈ L∞(0, T ; L2(Ω))∩C 0,1/2(0, T ; H−1(Ω));
P ε ∈ L∞(0, T ; H1(Ω))∩C 0,1/2(0, T ; L2(Ω));
P εt ∈ L∞
(
0, T ; L2(Ω))∩C 0,1/2(0, T ; H−2(Ω)), (2.2)
where r satisﬁes the following conditions: when 1 < r < 2, we require 1 < r  dd−α ; when r = 2, this can only hold for d = 1,
α > 12 .
Let {wn(x)}∞n=1 be the eigenfunctions for the eigenvalue problem −wn = γnwn under periodic boundary conditions
with {γn}∞n=1 being the corresponding eigenvalues. Then {wn}∞n=1 constitutes an orthonormal basis for L2(Ω) and an or-
thogonal basis for Hθ (Ω) for α ∈ R , and the inner product in Hθ can be expressed as
〈wm,wn〉θ = δmnγ θ/2m γ θ/2n ,
where δmn is the Kronecker symbol. In this case, for positive real θ , Hθ can be characterized as
Hθ =
{
u ∈ L2,
∞∑
n=1
γ θn (u,wn)
2 < ∞
}
,
and for negative real θ , Hθ is the completion of L2 for the norm {∑∞n=1 γ θn (u,wn)1/2}. For more details on the spectral
properties on − and the powers of −, one can refer to [33].
Now consider the approximating solutions ZN (t, x), HN (t, x), EN (t, x), PN (t, x) in the following form
ZN(t, x) =
N∑
n=1
αnN(t)wn(x), HN(t, x) =
N∑
n=1
βnN(t)wn(x),
EN(t, x) =
N∑
n=1
γnN(t)wn(x), PN(t, x) =
N∑
n=1
δnN(t)wn(x),
where αnN , βnN , γnN , δnN are all three-dimensional vector valued functions of t , and are chosen such that for 1  n  N
there hold∫
Ω
ZNtwn = λ1
∫
Ω
ZN ×
(
Λ2α ZN − HN
)
wn + λ2
∫
Ω
ZN ×
(
ZN ×
(
Λ2α ZN − HN
))
wn, (2.3)
∫
Ω
(ENt + PNt)wn + σ
∫
Ω
ENwn =
∫
Ω
(∇ × HN)wn, (2.4)
∫
Ω
(HNt + β ZNt)wn = −
∫
Ω
(∇ × EN)wn (2.5)
and ∫
PNtt wn + λ2
∫
∇ × (∇ × PN)wn + μ
∫
PNtwn = ε
∫
PNwn + ν
∫
ENwn − 2ν
∫
PNΦ
′(|PN |2)wn. (2.6)
Ω Ω Ω Ω Ω Ω
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Ω
ZN(0, x)wn(x) =
∫
Ω
Z0(x)wn(x),
∫
Ω
HN(0, x)wn(x) =
∫
Ω
H0(x)wn(x),
∫
Ω
EN(0, x)wn(x) =
∫
Ω
E0(x)wn(x),
∫
Ω
PN(0, x)wn(x) =
∫
Ω
P0(x)wn(x),
∫
Ω
PNt(0, x)wn(x) =
∫
Ω
P1(x)wn(x). (2.7)
The local existence of solutions
(αnN , βnN , γnN , δnN), 1 n N
to problem (2.3)–(2.6) follows from the standard Picard’s theorem on nonlinear ordinary differential equations, which can
be found in a general ODE textbook. In the following, we make some useful a priori estimates to make sure that all the
functions are deﬁned on interval [0, T ] for all T > 0, which enable us to take N → ∞ to get a global solution to the
viscosity problem (1.1)–(1.3) and (1.10).
Before proceeding, we cite the following lemma (see [2,30,25,32,29] for a proof).
Lemma 2.2. Let B0, B, B1 be three Banach spaces such that B0 ↪→↪→ B ↪→ B1 and B0, B1 are reﬂexive. Denote
W =
{
v
∣∣∣ v ∈ Lp0(0, T ; B0), v ′ = dv
dt
∈ Lp1(0, T ; B1)
}
,
where T is ﬁnite and 1 p0, p1 ∞. Then W , equipped with the norm
‖v‖Lp0 (0,T ;B0) +
∥∥v ′∥∥Lp1 (0,T ;B1),
is a Banach space and the embedding W ↪→↪→ Lp0(0, T ; B) is compact. When p0 = ∞, 1 < p1 ∞, the embedding W ↪→↪→
C ([0, T ]; B) is compact.
2.1. Some a priori estimates
Lemma 2.3. Let (Z0, H0, E0, P0, P1) ∈ (Hα, L2, L2, H1, L2). Then for any 0 < T < ∞, for the solutions (ZN , HN , EN , PN ) to the
approximating system (2.3)–(2.7), the following estimates hold
sup
0tT
(∥∥ZN(t)∥∥2α + ∥∥EN(t)∥∥20 + ∥∥HN(t)∥∥20 + ∥∥PN(t)∥∥20 + ‖∇ × PN‖20 + ε∥∥∇ PN(t)∥∥20 + ∥∥PNt(t)∥∥20) K3, (2.8)
and
T∫
0
∥∥ZN(t) × (Λ2α ZN(t) − HN(t))∥∥20 dt  K3. (2.9)
Let p < ∞ be such that 2 p  p˜ := 2dd−2α , there holds
sup
0tT
‖ZN‖2Lp  CK3; (2.10)
and when p = ∞, this can only hold for d = 1, α > 12 . Furthermore, for r < 2 such that 1 r  r˜ := dd−α , there holds
sup
0tT
∥∥(ZN × Λα ZN)(t)∥∥Lr(Ω)  K3; (2.11)
and when r = 2, this can only hold for d = 1, α > 12 . In particular, the constants C, K3 are independent of N and D.
Proof. We only sketch the main steps. Multiplying (2.3) with αnN and summing up the resulting equations for n =
1,2, . . . ,N , we have
d
dt
∫ ∣∣ZN(t, x)∣∣2 dx = 0,
Ω
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∥∥ZN(t)∥∥20  ‖Z0‖20  K3. (2.12)
Multiplying Eq. (2.3) with γ αn αnN + βnN , and summing up the resulting equation for n = 1,2, . . . ,N , we have
1
2
d
dt
∫
Ω
∣∣Λα ZN ∣∣2 + λ2
∫
Ω
∣∣ZN × (Λ2α ZN + HN)∣∣2 −
∫
Ω
ZNt · HN = 0. (2.13)
Multiplying Eq. (2.4) with γnN and Eq. (2.5) with βnN , and ﬁnally multiplying Eq. (2.4) with γnN + δnN , summing up the
equalities for n = 1,2, . . . ,N and integrating by parts, we can get the estimates
1
2
d
dt
∫
Ω
(∣∣EN(t) + PN(t)∣∣2 + 2∣∣HN(t)∣∣2 + ∣∣EN(t)∣∣2)dx+ σ
∫
Ω
|EN + PN |2 dx
+ σ
∫
Ω
|EN |2 dx+ 2β
∫
Ω
|ZNt · HN |2 dx+
∫
Ω
|PNt · EN |2 dx
= σ
∫
Ω
PN · (EN + PN)dx+
∫
Ω
(∇ × HN) · PN dx. (2.14)
Multiplying Eq. (2.6) with δ′nN (t), summing up the equalities for n = 1,2, . . . ,N and then integrating by parts, we have
1
2
d
dt
( ∫
Ω
∣∣PNt(t)∣∣2 dx+ λ2
∫
Ω
∣∣∇ × PN(t)∣∣2
)
dx+ μ
∫
Ω
|PNt |2 dx
= −ε
2
d
dt
∫
Ω
∣∣∇ PN(t)∣∣2 dx+ ν
∫
Ω
EN · PNt dx− 2ν
∫
Ω
Φ ′
(|PN |2)PN · PNt dx. (2.15)
From these basic estimates, following the steps in [7], we ﬁnally get the following energy type estimates after some funda-
mental calculations
∥∥Λα ZN(t)∥∥20 + δ0∥∥EN(t) + PN(t)∥∥20 + 2δ0∥∥HN(t)∥∥20 + δ0∥∥EN(t)∥∥20 + ∥∥PNt(t)∥∥20
+ λ2∥∥∇ × PN(t)∥∥20 + 2λ2
t∫
0
∥∥ZN × (Λ2α ZN − HN)∥∥20 dt + ε∥∥∇ PN (t)∥∥20
 C1 + 2
(
μ + 2+ (δ0 − ν)
2
4
) t∫
0
‖PNt‖20 dτ +
(
16ν2C20 +
σ 2δ20
2
+ 8|δ0σ |
) t∫
0
‖PN‖20 dτ
+ (|6− 2σδ0| + 4|δ0σ |)
t∫
0
‖EN‖20 dτ + 2
t∫
0
‖HN‖20 dτ +
(1− 2βδ0)2
2
t∫
0
‖∇ ZN‖20 dτ
+ δ
2
0
2
t∫
0
‖∇ × PN‖20 dτ , (2.16)
where the constant C1 depends only on the initial data and the parameters. Taking δ0 = 12β , and noting that
‖PN‖20 + ‖EN‖20  3‖EN + PN‖20 + 3‖EN‖20, (2.17)
we have the following Gronwall type inequality
∥∥Λα ZN∥∥20 + 16β
∥∥PN(t)∥∥20 + 1β
∥∥HN(t)∥∥20 + 16β
∥∥EN(t)∥∥20 + ∥∥PNt(t)∥∥20 + λ2∥∥∇ × PN(t)∥∥20
+ ε∥∥∇ PN (t)∥∥20 + 2λ2
t∫ ∥∥ZN × (Λ2α ZN − HN)∥∥20 dt0
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t∫
0
(∥∥PN(t)∥∥20 + ∥∥HN(t)∥∥20 + ∥∥EN(t)∥∥20 + ∥∥PNt(t)∥∥20 + ∥∥∇ × PN(t)∥∥20)dτ , (2.18)
from which the estimates (2.8)–(2.9) are proved.
Inequality (2.10) is a direct result from Sobolev embedding theorem. Let r˜ = dd−α , we have by Hölder inequality
( ∫
Ω
∣∣ZN × Λα ZN ∣∣r dx
)

( ∫
Ω
∣∣Λα ZN ∣∣2 dx
)r/2( ∫
Ω
∣∣Λα ZN ∣∣ 2r2−r dx
) 2−r
2
(2.19)
for r < 2 such that 1  r  r˜. By direct computation, we have 2r2−r  p˜ for r  r˜, hence {ZN × Λα ZN }N1 are uniformly
bounded in Lr(Ω). When d = 1, α > 12 , from (2.19) and Sobolev embedding, we know that {ZN × Λα ZN }N1 are bounded
in L2(Ω). Taking supremum over [0, T ] on both sides, one can show (2.11). The proof is ﬁnished. 
Lemma 2.4. Let (ZN , HN , EN , PN ) be solutions for the approximating system (2.3)–(2.7), then under the conditions of Lemma 2.3,
there hold the following estimates:
(i) when λ2 = 0, for any θ >max{α + d2 ,1}
sup
0tT
(‖ZNt‖−θ + ‖HNt‖−θ + ‖ENt‖−θ + ‖PNtt‖−θ ) K4; (2.20)
(ii) when λ2 > 0, for r as in Lemma 2.3, we have the estimates
‖ZNt‖Lr(Q T ) + ‖HNt‖L2(0,T ;H−1(Ω)) + ‖ENt‖L2(0,T ;H−1(Ω)) + ‖PNtt‖L2(0,T ;H−1(Ω))  K4, (2.21)
where K4 is independent of N.
Proof. Let λ2 = 0. For any ψ ∈ Hθ (Ω), by direct computation from (2.3), there holds∫
Ω
ZNtψ =
∫
Ω
ZNtψN = λ1
∫
Ω
ZN ×
(
Λ2α ZN − HN
) · ψN , (2.22)
where ψN =∑Nn=1〈ψ,wn〉wn . Using the calculus inequality in Lemma 1.3, we can show that∣∣∣∣
∫
Ω
ZNtψ
∣∣∣∣ |λ1|(∥∥Λα ZN∥∥0∥∥Λα(ZN × ψN)∥∥0 + ‖ZN‖0‖HN‖0‖ψN‖L∞)
 |λ1|
∥∥Λα ZN∥∥0(‖ZN‖Lp‖ψN‖H˙α,q + ‖ZN‖H˙α,2‖ψN‖L∞)+ |λ1|‖ZN‖0‖HN‖0‖ψN‖L∞ (2.23)
where q < ∞ and 12 = 1q + 1p . By Sobolev embedding, when 2 < p < p˜, we have ‖ZN‖Lp  c‖ZN‖α for any θ > α + d2 , and
therefore we have∣∣∣∣
∫
Ω
ZNψ
∣∣∣∣ c‖ZN‖2α‖ψN‖θ .
By the estimates in Lemma 2.4, we know that
sup
0tT
‖ZNt‖−θ  K4.
In a similar manner, we have from Eq. (2.5) that for θ >max{α + d2 ,1}.∣∣∣∣
∫
Ω
HNtψ
∣∣∣∣ |β|‖ZNt‖−θ‖ψN‖θ + ‖EN‖0‖∇ψN‖0  K4‖ψ‖θ ,
∣∣∣∣
∫
Ω
PNttψ
∣∣∣∣ K4‖ψ‖θ ,
where the constant K4 is independent of N, D and ε.
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∫
Q T
ZNtψ
∣∣∣∣ |λ1|
∣∣∣∣
∫
Q T
ZN ×
(
Λ2α ZN − HN
)
ψ
∣∣∣∣+ λ2
∣∣∣∣
∫
Q T
ZN ×
(
ZN ×
(
Λ2α ZN − HN
))
ψ
∣∣∣∣
 |λ1|
∥∥ZN × (Λ2α ZN − HN)∥∥L2(Q T )‖ψ‖L2(Q T )
+ λ2
∥∥ZN × (Λ2α ZN − HN)∥∥L2(Q T )‖ZN‖Lp(Q T )‖ψ‖Lq(Q T ). (2.24)
Therefore, ‖ZNt‖Lr(Q T )  K4 by duality. On the other hand, we can show the following inequalities∣∣∣∣
∫
Q T
HNtψ
∣∣∣∣=
∣∣∣∣
∫
Q T
(∇ × EN)ψ
∣∣∣∣+ |β|
∣∣∣∣
∫
Q T
ZNtψ
∣∣∣∣
 CT 1/2‖ψ‖L2(0,T ;H1(Ω)), (2.25)∣∣∣∣
∫
Q T
ENtψ
∣∣∣∣ K4‖ψ‖L2(0,T ;H1(Ω)), (2.26)
∣∣∣∣
∫
Q T
PNttψ
∣∣∣∣ K4‖ψ‖L2(0,T ;H1(Ω)), (2.27)
where the constants C, K4 are independent of N, D and ε. The proof is ﬁnished. 
Lemma 2.5. Let (ZN , HN , EN , PN ) be solutions for the approximating system (2.3)–(2.7), then under the conditions of Lemma 2.3,
there hold the following estimates:
(i) when λ2 = 0, for θ > α + d2 ,∥∥ZN(t1) − ZN(t2)∥∥L2(Ω)  K5|t1 − t2| αα+θ ;
HN , EN , PN , PNt ∈C
([0, T ]; H−1(Ω)); (2.28)
(ii) when λ2 > 0, for r as in Lemma 2.3 and r > 1,
∥∥ZN(t1) − ZN(t2)∥∥Lr(Ω)  K5|t1 − t2| r−1r ;∥∥HN(t1) − HN(t2)∥∥−1 + ∥∥EN(t1) − EN(t2)∥∥−1  K5|t1 − t2| 12 ;∥∥PNt(t1) − PNt(t2)∥∥−2 + ∥∥PN(t1) − PN(t2)∥∥0  K5|t1 − t2| 12 , (2.29)
where the constant K5 is independent of N.
Proof. (i) Consider the case λ2 = 0. By Sobolev embedding theorem and interpolation inequalities, we have
∥∥ZN(t1) − ZN(t2)∥∥0  C∥∥ZN(t1) − ZN(t2)∥∥ αα+θ−θ ∥∥ZN(t1) − ZN(t2)∥∥ θα+θα
 C
∥∥∥∥∥
t2∫
t1
ZNt dt
∥∥∥∥∥
α
α+θ
−θ
 C sup
0tT
‖ZNt‖
α
α+θ
−θ |t2 − t1|
α
α+θ
 C |t2 − t1| αα+θ . (2.30)
On the other hand, since L2(Ω) ↪→↪→ H−1(Ω) ↪→ H−2(Ω), by using Lemma 2.2 and the results in Lemmas 2.3 and 2.4, one
can show immediately that (2.28) holds.
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∥∥ZN(t1) − ZN(t2)∥∥Lr(Ω) =
∥∥∥∥∥
t2∫
t1
ZNt dt
∥∥∥∥∥
Lr(Ω)

t2∫
t1
‖ZNt‖Lr(Ω) dt
 |t2 − t1| r−1r
( ∫
Q T
|ZNt |r
)1/r
 C |t2 − t1| r−1r .
In a similar manner, inequalities in (2.29) can be proved thanks to the estimates in above lemmas. 
From the above a priori estimates and the local existence result, we know that for any ﬁxed T > 0, the local solutions for
the ordinary differential equations (2.3)–(2.6) for αnN , βnN , γnN and δnN can be extended to [0, T ] for any n = 1,2, . . . ,N .
2.2. Compactness arguments
This subsection is dedicated to the compactness arguments. We will select from the above solutions a subsequence
and prove that when letting N → ∞, they converge to a global weak solution for the fractional Landau–Lifshitz–Maxwell
equation.
Let Ψ (t, x) ∈ C∞(Q T ) with Ψ (T , ·) = 0. Then ΨN :=∑Nn=1 ξn(t)wn is an approximation for Ψ in the sense
ΨN → Ψ inC k(Q T ) and in Lp(Q T ), ∀k 0 integer, p > 1,
where ξn(t) =
∫
Ω
Ψ (t, x) ·wn(x)dx. Taking scalar product of (2.3), (2.5) and (2.6) with ξn(t) and (2.4) with eσ tξn(t), summing
up for n = 1,2, . . . ,N , integrating from over [0, T ] and using integration by parts formula, we get the following approximat-
ing equalities∫
Q T
(EN + PN) · (ΨN)teσ t +
∫
Q T
∇ × ΨN · HNeσ t + σ
∫
Q T
PN · ΨNeσ t +
∫
Ω
(EN0 + PN0) · ΨN(0, ·) = 0, (2.31)
∫
Q T
(HN + β ZN) · (ΨN )t −
∫
Q T
∇ × ΨN · EN +
∫
Ω
(HN0 + β ZN0) · ΨN(0, ·) = 0, (2.32)
∫
Q T
PNt · (ΨN)t − λ2
∫
Q T
(∇ × PN) · (∇ × ΨN) + ν
∫
Q T
EN · ΨN − μ
∫
Q T
PNt · ΨN − ε
∫
Q T
∇ PN · ∇ΨN
− 2ν
∫
Q T
Φ ′
(|PN |2)PN · ΨN +
∫
Ω
PNt(0, ·) · ΨN(0, ·) = 0. (2.33)
From the estimates in Lemmas 2.3–2.5, we have the following compactness results. There is some (Zε, Hε, Eε, P ε) such
that up to a subsequence
ZN → Zε strongly in Lp
(
0, T ; Hρ(Ω)), 1< p < ∞, −θ < ρ < α;
ZNt ⇀ Z
ε
t weakly in L
p(0, T ; H−θ (Ω)), 1 < p < ∞;
HN ⇀ H
ε weak star in L∞
(
0, T ; L2(Ω));
EN ⇀ E
ε weak star in L∞
(
0, T ; L2(Ω));
PN ⇀ P
ε weak star in L∞
(
0, T ; H1(Ω));
PNt ⇀ P
ε
t weak star in L
∞(0, T ; L2(Ω));
∇ × PN ⇀ ∇ × P ε weak star in L∞
(
0, T ; L2(Ω)). (2.34)
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convergence of the nonlinear terms. We will prove∫
Q T
Φ ′
(|PN |2)PN · ΨN →
∫
Q T
Φ ′
(∣∣P ε∣∣2)P ε · Ψ, as N → ∞. (2.35)
One should also note that the right-hand side term makes sense for P ε ∈ L∞(0, T ; H1(Ω)). Firstly, since {PN } is uni-
formly bounded in L∞(0, T ; H1(Ω)) and {∂t PN } is bounded uniformly in L∞(0, T ; L2(Ω)), we know that PN → P ε
strongly in L∞(0, T ; L2(Ω)) thanks to Lemma 2.2. Then by condition (1.12) and the uniform boundedness (1.11), the
convergence (2.35) follows. Hence we complete the proof of the convergence of (2.31)–(2.33) to the desired equation as
N → ∞.
We need also show that when N → ∞, the following equality converges to (1.5) or (1.9) respectively depending on λ2∫
Q T
ZNtΨN = λ1
∫
Q T
ZN ×
(
Λ2α ZN − HN
) · ΨN + λ2
∫
Q T
ZN ×
(
ZN ×
(
Λ2α ZN − HN
)) · ΨN . (2.36)
The convergence is not obvious since we encounter nonlocal operators Λ2α and in this case the Leibniz formula does not
applied anymore. However, commutator estimates provide us proper tools, to which the success in the following owes a lot.
In what follows, we focus ourselves on the convergence of (2.36) and show the existence of weak solutions for the viscous
problem (1.1)–(1.3) and (1.10). Here we divide the discusses into two parts according to the value of λ2.
2.2.1. Convergence for λ2 = 0
The convergence of the left-hand side term is obvious for Ψ ∈ L2(0, T ; Hθ ). Firstly, since ZN → Zε in L2(Q T ) strongly
and HN ⇀ Hε weakly in L2(Q T ), we know that ZN × HN ⇀ Zε × Hε weakly in L1(Q T ) and hence∫
Q T
ZN × HN · ΨN →
∫
Q T
(
Zε × Hε) · Ψ, as N → ∞. (2.37)
Therefore it suﬃces to show that when λ2 = 0∫
Q T
ZN × Λ2α ZN · ΨN → −
∫
Q T
Λα Zε · Λα(Zε × Ψ ). (2.38)
We comment that the right-hand side term makes sense. Indeed, from Lemma 1.3∣∣∣∣
∫
Q T
Λα Zε · Λα(Zε × Ψ )∣∣∣∣ T sup
0tT
∥∥Λα Zε(t)∥∥0∥∥Λα(Zε(t) × Ψ )∥∥0
 C sup
0tT
∥∥Λα Zε(t)∥∥0(∥∥Λα Zε(t)∥∥0‖Ψ ‖L∞(Ω) + ∥∥Zε(t)∥∥Lp(Ω)∥∥ΛαΨ ∥∥Lq(Ω))
 C sup
0tT
∥∥Zε(t)∥∥20‖Ψ ‖θ , (2.39)
for Ψ ∈ L∞(0, T ; Hθ ), where 1p + 1q = 1p + αd = 12 and θ >max{α + dp , d2 }. Firstly, we show∫
Q T
Λα ZN · Λα(ZN × Ψ ) →
∫
Q T
Λα Zε · Λα(Zε × Ψ ). (2.40)
Denote [Λα, A]B = Λα(A × B) − A × ΛαB for A, B three-dimensional vectors. Noting the cancellation condition
A · (A × B) = 0 for any two three-dimensional vectors, it suﬃces to show that∫
Q T
Λα ZN ·
[
Λα,Ψ
](
ZN − Zε
)+ ∫
Q T
Λα
(
ZN − Zε
) · [Λα,Ψ ]Zε → 0. (2.41)
Applying the commutator estimates in Lemma 1.3, it can be shown that∥∥[Λα,Ψ ](ZN − Zε)∥∥0  C(‖∇Ψ ‖Lp1 (Ω)∥∥ZN − Zε∥∥H˙α−1,p2 (Ω) + ‖Ψ ‖H˙α,p3 (Ω)∥∥ZN − Zε∥∥Lp4 (Ω))
 C
(‖∇Ψ ‖Lp1 (Ω)∥∥ZN − Zε∥∥L2(Ω) + ‖Ψ ‖H˙α,p3 (Ω)∥∥ZN − Zε∥∥Hρ(Ω))
 C‖Ψ ‖Hθ (Ω)
∥∥ZN − Zε∥∥ ρ , (2.42)H (Ω)
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1
2
= 1
p1
+ 1
p2
,
α − 1
d
+ 1
2
= 1
p2
,
1
2
= 1
p3
+ 1
p4
,
ρ
d
+ 1
p4
= 1
2
, 0 < ρ < α,
and
θ >
d
2
+ 1.
Therefore, we have∥∥[Λα,Ψ ](ZN − Zε)∥∥L2(Q T )  sup0tT
∥∥Ψ (t, ·)∥∥Hθ (Ω) × ∥∥(ZN − Zε)∥∥L2(0,T ;Hρ(Ω)) → 0, (2.43)
as ZN → Zε strongly in Lp(0, T ; Hρ(Ω)) for any 1 < p < ∞ and −θ < ρ < α. The ﬁrst integral in (2.41) then converges
to zero since ZN → Zε weakly in L2(0, T ; Hα). In a similar manner, one can show that [Λα,Ψ ]Zε ∈ L2(Q T ). Therefore the
second integral in (2.41) converges to zero. The convergence in (2.40) then follows.
Secondly, we consider the convergence∫
Q T
ZN × Λ2α ZN · ΨN −
∫
Q T
ZN × Λ2α ZN · Ψ → 0. (2.44)
Writing this in the commutator form and using the cancellation condition, it suﬃces to show∫
Q T
Λα ZN ·
[
Λα,ΨN − Ψ
]
ZN → 0. (2.45)
Proceeding as in (2.42), we can show that [Λα,ΨN − Ψ ]ZN → 0 strongly in L2(Q T ) as N → ∞, and hence (2.45) and
(2.44) follow. Combining the results in (2.40) and (2.44), it is shown that the convergence in (2.38) holds, and we ﬁnish the
convergence in (2.36) for λ2 = 0 to the desired limiting equation.
Up to now, we complete the proof of the existence of weak solutions (Zε, Hε, Eε, P ε) for the viscosity fractional Landau–
Lifshitz–Maxwell equation (1.1)–(1.3) and (1.10) for λ2 = 0 in the sense of Deﬁnition 1.1.
2.2.2. Convergence for λ2 > 0
Here we show the convergence of (2.36) to the desired equation for Zε for λ2 > 0. The proof is slightly different from
those in the case λ2 = 0, but the commutator estimates and the cancellation condition are also extensively used. The trouble
here is that the estimate above does not verify the convergence process as in the case λ2 = 0. What saves us ﬁnally is by
noting that in (2.9), Lemma 2.3, {ZN × (Λ2α ZN − HN )} is bounded in L2(Q T ), hence there exists some η ∈ L2(Q T ) such that
ZN ×
(
Λ2α ZN − HN
)→ η weakly in L2(Q T ). (2.46)
In the following, we show
η = Zε × (Λ2α Zε − Hε). (2.47)
Indeed, proceeding as in (2.37) and (2.40), it can be shown that when N → ∞∫
Q T
ZN ×
(
Λ2α ZN − HN
) · Ψ → ∫
Q T
Zε × (Λ2α Zε − Hε) · Ψ. (2.48)
Since Ψ is arbitrary, (2.47) is proved. On the other hand, since ZN ⇀ Zε strongly in L2(Q T ),∫
Q T
ZN ×
(
ZN ×
(
Λ2α ZN − HN
)) · ΨN → −
∫
Q T
η · (Zε × Ψ ) (2.49)
for any Ψ ∈ L∞(Q T ). Hence the convergence in (2.36) is proved. Therefore we complete the proof of existence of weak
solutions (Zε, Hε, Eε, P ε) to the viscosity fractional Landau–Lifshitz–Maxwell equation for λ2 > 0.
We complete the proof of Theorem 2.1.
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In this section, we show that the weak solutions obtained in the previous section converge up to a subsequence to a
weak solution for the fractional Landau–Lifshitz–Maxwell equation in the sense of Deﬁnition 1.1. For this, we need to derive
some a priori estimates uniform in ε for the viscous solutions. In view of the deﬁnition, we need only to show that {P ε} is
bounded in L∞(0, T ; H1(Ω)). Exploiting the compatibility conditions associated to the viscosity problem, one can proceed
following exactly the same steps as in the proof of Lemma 9 in [7] to obtain the result and we omit the details. Selecting a
subsequence from (Zε, Hε, Eε, P ε), one can easily get the following theorem.
Theorem 3.1. Let α ∈ (0,1) and d  3. Then for all initial data (Z0, H0, E0, P0, P1) ∈ (Hα(Ω), L2(Ω), L2(Ω), H1(Ω), L2(Ω)),
there exists at least one global weak solution (Z(t, x), H(t, x), E(t, x), P (t, x)) for the fractional Landau–Lifshitz–Maxwell equation
(1.1)–(1.4). Furthermore, the solution satisﬁes
(i) when λ2 = 0,
Z ∈ L∞(0, T ; Hα(Ω))∩C 0, αα+θ (0, T ; L2(Ω));
H ∈ L∞(0, T ; L2(Ω))∩C (0, T ; H−1(Ω));
E ∈ L∞(0, T ; L2(Ω))∩C (0, T ; H−1(Ω));
P ∈ L∞(0, T ; H1(Ω))∩C (0, T ; H−1(Ω));
Pt ∈ L∞
(
0, T ; L2(Ω))∩C (0, T ; H−1(Ω)), (3.1)
where θ > α + d2 ;
(ii) when λ2 > 0,
Z ∈ L∞(0, T ; Hα(Ω))∩C 0, r−1r (0, T ; Lr(Ω));
H ∈ L∞(0, T ; L2(Ω))∩C 0,1/2(0, T ; H−1(Ω));
E ∈ L∞(0, T ; L2(Ω))∩C 0,1/2(0, T ; H−1(Ω));
P ∈ L∞(0, T ; H1(Ω))∩C 0,1/2(0, T ; L2(Ω));
Pt ∈ L∞
(
0, T ; L2(Ω))∩C 0,1/2(0, T ; H−2(Ω)), (3.2)
where r satisﬁes the following conditions: when 1 < r < 2, we require 1 < r  dd−α ; when r = 2, this can only hold for d = 1,
α > 12 .
Noting that the estimates in the above sections are independent of the periodicity 2D , selecting again a subsequence
we can show the existence of a weak solution for the Cauchy problem on Rd of the fractional Landau–Lifshitz–Maxwell
equation.
Corollary 3.2. Let α ∈ (0,1) and d  3. Then for all initial data (Z0, H0, E0, P0, P1) ∈ (Hα(Rd), L2(Rd), L2(Rd), H1(Rd), L2(Rd)),
there exists at least one global weak solution (Z(t, x), H(t, x), E(t, x), P (t, x)) for the Cauchy problem on Rd for the fractional Landau–
Lifshitz–Maxwell equation (1.1)–(1.4).
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