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ABSTRACT 
This paper examines the theoretical efficiency of solving a standard-form linear 
program by solving a sequence of shifted-barrier problems of the form 
minimize cTx - .s t ln( rj + shj) 
x j=l 
s.t. Ar=b, x+eh>O, 
for a given and fixed shift vector h > 0, and for a sequence of values of E > 0 that 
converges to zero. The resulting sequence of solutions to the shifted-barrier problems 
will converge to a solution to the standard-form linear program. The advantage of 
using the shifted-barrier approach is that a starting feasible solution is unnecessary, 
and there is no need for a phase-I-phase-II approach to solving the linear program, 
either directly or through the addition of an artificial variable. Furthermore, the 
algorithm can be initiated with a “warm start,” i.e., an initial guess of a primal 
solution f that need not be feasible. The number of iterations needed to solve the 
linear program to a desired level of accuracy will depend on a measure of how close 
the initial solution f is to being feasible and optimal. The number of iterations will 
also depend on the judicious choice of the shift vector h. If an approximate center of 
the dual feasible region is known in advance, then h can be chosen so that the 
guaranteed fractional decrease in E at each iteration is 1 -l/(6&), which con- 
tributes a factor of 66 to the number of iterations needed to solve the problem. 
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1. INTRODUCTION 
This paper examines the theoretical efficiency of an algorithm for solving 
a standard-form linear program 
minimize cTx 
s.t. Ar=b, x20, 
by solving a sequence of shifted-barrier problems Sh(.s) of the form 
Sh(e): minimize 
x 
cTx - s 2 ln( xj + ehj) 
j=l 
s.t. Ax = b, x f&h > 0, 
for a given and fixed shift vector h > 0, and for a sequence of values of F > 0 
that converges to zero. At the beginning of each iteration, the algorithm has 
an approximate solution 5 to the problem Sh(e), for the current value of E. A 
fractional quantity CY < 1 is then computed, and the new value of E is chosen 
as E’ = (YE. The algorithm then computes a Newton step, and the resulting 
new value of x is an approximate solution to problem Sh(.s’). The resulting 
sequence of solutions to the shifted-barrier problems will converge to a 
solution to the standard-form linear program. 
The problem Sh(.s) g’ rven above is a specific instance of a more general 
problem introduced in Gill et al. [9], namely 
SBP( w,f): minimize err - 5 wj In(xj + jj) 
j=l 
s.t. Ax = b, x +f>O, 
where in addition to the shift vector f > 0 there is a positive vector 
w=(w 1,. .., w~)~ used to weight the contribution of each logarithm term. 
The results of Gill et al. [9] treat the problem of determining simultaneous 
sequences of values of w = wk and f = fk for k = 1,. . so that the resulting 
optimal solutions xk to SBP(wk,fk) converge to an optimal solution x * to 
the linear program. There are also results in [9] regarding generic properties 
of SBP(w,f), and the generic use of Newton’s method for solving SBP(w,f). 
The problem Sh(,s) considered in this study is recovered from SBP(w,f) by 
setting wk = (ek , . . , .sklT and by only considering shift vectors f = fk of the 
form f k = Ekh, where h > 0 is given and fixed, and the scalar ek is varied. 
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There are a number of advantages in using the shifted-barrier problem 
Sh(E) to solve a linear program. Perhaps the most important advantage is that 
the algorithm presented here can be initiated from a “warn] start,” i.e., a 
guess of a solution X” to the linear program that is perhaps not feasible for the 
current linear program, but is perhaps very close to the optimal solution. This 
situation arises often in practice when solving a sequence of slightly modified 
versions of a given linear-programming problem. In this case, the optimal 
solution to a previous version of the linear program is infeasible for the 
current linear program, but may be very close to the optimal solution of the 
current linear program. The shifted-barrier-problem approach will proceed to 
solve the current linear program starting at the previous optimal solution, 
which is hopefully close to the new optimal solution. This contrasts with 
other interior-point algorithms that must be initiated from a “cold start.” 
A second advantage of the shifted-barrier algorithm presented here is that 
a starting feasible solution is unnecessary, and hence there is no need for a 
phase-I-phase-II approach to solving the linear program, either directly or 
through the addition of an artificial variable. Most interior-point algorithms 
handle the phase-I-phase-II problem by introducing an artificial row OI 
column with large coefficients either in the objective function or in the 
right-hand side; see Anstreicher [l], Gay [S], Gonzaga [lo], Steger [18], Todd 
and Burrell [ 191, Ye and Kojima 1231, Renegar 1141, Vaidya 1221, and Monteiro 
and Adler [ll], among others. In those algorithms, which use the “big M" 
method of initializing the algorithm, coefficients whose size is O(L) must be 
chosen (where L is the length of the binary encoding of the linear-program 
data), which is not usually implementable in practice. Anstreicher [2] was the 
first to present a polynomial-time interior-point algorithm for linear program- 
ming that mitigates the need to modify the given linear program with an 
artificial row or column with large coefficients. The shifted-barrier algorithtn 
presented here also shares this property. 
The theoretical efficiency of the shifted-barrier algorithm is measured in 
terms of a bound on its worst-case performance. This bound is dependent on 
the choice of the shift vector h. One approach is to choose h as the vector of 
ones, i.e., 1% = (1, 1, 1,. . , 1). However, this approach is somewhat arbitrary. 
The analysis of the paper shows that if an approximate center of the dual 
feasible region is known in advance, then a particularly efficient choice of the 
shift vector h results. With h chosen this way, the guaranteed decrease in E 
at each iteration, which is measured by the fraction a, is cy < I- l/(6&). 
This leads to a factor of 66 in the analysis of the number of iterations of the 
shifted-barrier algorithm. 
If E = E* is a desired level of accuracy for solving the shifted-barrier 
problem, and the algorithm is initiated with a value of E = so, then the 
number of iterations required to achieve E < E* will be K = [6&(ln E’ - 
In E*)] if the shift vector h is chosen as above. Thus another major factor 
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affecting the efficiency of the shifted-batier algorithm for linear program- 
ming is the initial value of E = co, which we would like to choose to be as 
small as possible. In Section 4 of the paper, we show how to choose E’ as a 
function of the initial guess f at the optimal solution. Given f, and also given 
the choice of the shift vector h above, we present a way to efficiently choose 
the initial value of E = .Y’. Furthermore, the value of co will be roughly 
proportional to the degree of infeasibility of the initial (possibly infeasible) 
guess x’ and the degree to which i is nonoptimal. Part of the value of E’ will 
be proportional to the degree of infeasibility of x’ in the equations Ax = b, 
and will be a function of the size of the vector o = b - AZ; another part of 
the value of E’ will be proportional to the extent to which 5 is not 
nonnegative; and another part will be a function of the nonoptimality of f. 
Thus, if f is almost feasible and almost optimal, the initial value of E = E’ 
can be chosen to be quite small. Hence, the algorithm can be initiated with a 
good “warm start.” 
The above results are primarily of a theoretical nature, as they depend 
critically on a priori knowledge of an approximate center of the dual feasible 
region. In practice, it is unusual for such a center to be known in advance. 
(In fact, if an approximate center were known in advance, then it would be a 
dual feasible solution, and then the linear program could alternatively be 
solved through its dual by processing the dual with a known dual feasible 
solution.) 
This paper is organized as follows. In Section 2, we analyze the use of 
Newton’s method for obtaining solutions to the shifted-barrier problem Sh(&) 
for a decreasing sequence of values of E. The main results, Theorems 2.1 and 
Proposition 2.2, show how the value of E can be decreased in conjunction 
with the computation of a Newton step. Section 3 applies the results of 
Section 2 and contains a path-following algorithm for a shifted-banier 
approach to solving a linear program. Section 4 presents results regarding 
initializing the algorithm from knowledge of an approximate center of the 
dual feasible region. If such a center is known, then it is shown that the shift 
vector h can be chosen so that Q < 1 - 1,466) at each iteration of the 
algorithm, yielding the desired factor 66 in the algorithm’s iteration count. 
In Theorem 4.1, it is shown that the initial value E = E” can be chosen so that 
co is roughly proportional to the degree of infeasibility and nonoptimality of 
the initial guess i at a solution. 
NOTATION. This paper will utilize the following notation. Regarding 
norms, llvll will denote the Euclidean norm of a vector C, and llvlll will 
denote the L,-norm. The matrix norm JJMIJ is defined as IlMll = 
sup0ll\/lvll I llvll = 11. w e assume throughout the paper that the matrix A is 
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m X n and has rank m, and that n > 2. The vector of ones is denoted by e, 
namely e = (1, 1, 1,. . . , l)T. If s, z, d, y, X, h, and w are vectors, then S, Z, 
D, Y, X, H, and W denote the diagonal matrices whose diagonal entries 
correspond to the vector components. Then note, for example, that l\S\l= 
maxj{sj} if s 3 0. 
2. AN IMPROVEMENT THEOREM FOR SHIFTED BARRIER 
FUNCTIONS FOR LINEAR PROGRAMMING 
For the given linear program 
LP: minimize cTx 
s.t. Ax=b, 
and its dual 
LD: minimize bTrr 
7r.s 
s.t. ATrr f s = c, 
s BO, 
we propose to solve LP by introducing a shifted barrier function as follows. 
Let h E R” be a given strictly positive vector. Then for a given value of 
& > 0, we relax the nonnegativity conditions on x to the conditions x + Eh 2 0. 
As E > 0 is shrunk to zero, this condition will in the limit be the usual 
nonnegativity condition x > 0. 
With this in mind, we propose to solve LP by considering the following 
shifted-barrier problem (see Polyak [13]; also see Gill et al. [9]>: 
Sh(E): minimize 
x 
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The Karush-Kuhn-Tucker (KKT) conditions ensure, for a given E > 0, that x 
solves Sh(e) if and only if there exists r E R”’ for which 
Ax=h, x + &h > 0, (2.la) 
& 
C.-p=(AT~)j, ,...,TI 
.I xj + ehj 
j=l (2lb) 
The conditions (2.1) can be rewritten in the following different format: 
Ax=b, (2.2a) 
y=r+.zh>O, (2.2b) 
ATr+s=c, s > 0, (22c) 
1 
e - -Ys = 0. 
& 
(2.2d) 
For a given value of F > 0, we will say that x and (r, s) are &approximate 





ATrr+s=c, s > 0, (2.3~) 
1 
llrll 4 P, where r = e - -Ys. (2.3d) 
& 
In (2.3d), r can be thought of as the deviation from satisfying the optimality 
condition (2.2d) at equality. This measure was introduced by Tseng 1201; see 
also Roos and Vial [15]. 
The next proposition presents properties of a &approximate solution. 
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PROFJOS~T~ON 2.1. [Properties of a P-approximate Solution to Sh(.s)]. 
Suppose x and CT, s> are a p-approximate solution to Sh(s). Then: 
(i) Ax=b, xj>-ehj,j=l ,..., n; i.e., x is almost primal feasible. 
(ii) ATr + s = c, s > 0; i.e., (rr, s) is dual feasible. 
(iii) - s(lle - Hsll+ /3> < x,isj < &Cl+ fi), j = 1,. . . , n. 
(iv) - ne(lln - Hsll+ /3) < xTs < ne(1-t /3); i.e., x and s are almost com- 
plementa y. 









Thus, rjsj = .s(l- 7; - h,s,) < ~(l- rj) Q ~(1 + fi), since h > 0 by assump- 
tion, This shows the right part of (iii). To see the left part, we have 
xjsj=s(l-hjsj)- erj > - elle - Hs(l-- ellrll> - ejle - HsJI- EP. 
We have now shown (iii), and (iv) is an immediate consequence of (iii). l 
Note that the upper bound on the almost-complementarity condition in 
(iv) depends only on n, E, and p. However, the lower bound also depends on 
J/e - Hsll, which can be arbitrarily large. However, we will show in Section 4 
that if h is chosen judiciously, then IIe - Hs/ can be bounded by l.S& - 0.50, 
and we have: 
COROLLARY 2.1. Suppose all dual feasible solutions CT, s> satisfy lie - 
Hsjl< 1.5& - 0.50. Th en E x and (?T,s) are a P-approximate solution to f 
SME), then lxTsl < sn(1.56 -0.50-k PI. 
COROLLARY 2.2. Suppose hj 6 O(2 L), j = 1,. . . , n, where L is the length 
of a binary encoding of the data fm LP. Then if x and (n-, S) are a 
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P-approximate solution to Sh(e), where E < 0(2-2L), then x can be rounded 
to an uptimal solution to LP in 0(n3) operations. 
Proof. From (i) of Proposition 2.1, xj > - ehj > - O(2-L), whereby r 
can be rounded to feasible solution Z of LP; see Papadimitriou and Steiglitz 
[I2]. Furthermore, since xTs < n.41 + /3> < 0(2-L), it is also straightforward 
to show that xTs < O(2-L), whereby jE and s can be rounded to optimal 
primal and dual solutions in 0(n3) operations, also see 1121. n 
In Section 4, we will show that the same choice of h that yields 
((e - Hs(( < 1.56 -0.50 also yields hj < 0(2L), j = 1,. . . , n. 
-_ 
Suppose x and (r, s) are a P-approximate solution to Sh(e). We are 
interested in shrinking E by a fractional constant (Y E (0,l) to E’ = (YE and 
taking a Newton step z in such a way that the new value x = X + z and a 
new dual solution (r, s) are a P-approximate solution to Sh(e’) = Sh(ae). 
-_ 
Given ?i and (r, s), the Newton step for the problem Sh(e’) is given by 
z = E[ I - BA~(A~?A~)-‘AE] (e-Li%) 
E’ ’ 
where 
6= e’h + X and i? = diag( r?). 
The new value of x is 
(2.4b) 
x=!i+z, (2.4~) 




s = c - AT,rr. 
(2.4d) 
(2.4e) 
In order the assess whether r and (r, s) are a &approximate solution to 
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r = e - -Ys. 
E’ 
THEOREM 2.1 (Improvement theorem). Suppose !i and (5, S) are a 
P-approximate solution to Sh(e) for some E > 0 and 0 < /3 < 1. Let 
and let E’ = (YE. Then x and CT, s) are a fl-approximate solution to Sh(e’), 
where x and (r, s) are defined in (2.4a-g). 
This theorem will be proved later in the section. Before doing so, we 
make the following remarks. Note in the theorem that if Ile - Hill is small, 
then (Y will be small, and so E’ will be small relative to E. Therefore, just as 
in Proposition 2.1, if h is chosen wisely so that I/e - Hsll can be bounded for 
all dual feasible values of s, then so can CX. In fact, we have 
PROPOSITION 2.2. If Ile - HFll < 1.56 - 0.50 and p = 0.25, then 
a<l-l/6& 
Proof. From the definition of (Y, we have 




=I- 1.56 l-66’ 
H 
In order to prove Theorem 2.1, we will need to prove that 6> 0, that 
s > 0, that 
y = x + E’h > 0, 
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and that r = e -(l/.s’)Ys satisfies llrll< /3. The method of proof draws on 
many of the constructions presented in Tseng [20], see also Roos and Vial 
[15]. The proof of Theorem 2.1 will follow as a consequence of the following 
sequence of lemmas. 
LEMMA 2.1. Under the hypothesis and notation of Theorem 2.1, L?> 0. 
Proof. Let ij = in + oh, and let F = e -(l/~)%. Then because ;U and 







Thus Il-(l/E’)zjSjI < 1, whereby zj > 0, since Zj > 0 [see (2.3~)], j = 
1 ,...,n. H 
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the latter equality following from the fact that the matrix in brackets projects 








Q:lle - Hdl, 
where the last inequality follows from the fact that X and (77, S> are a 
P-approximate solution to Sh(E); see (Mb) and CUdI. We now obtain 
IIO-WI < 
/3 + lie - Hill 
- (le - HEI1 = fi. 
CY 
n 
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LEMMA 2.3. Under the hypotheses and notation of Theorem 2.1, 
then r = (E-1Z)2e, where r is defined in (2.4g). 
Proof. First note from the definition of z, x, 7, and s in Theorem 2.1 
that 
s=c-AT,rr=erD-l(e-D-l,). (2.5) 
From this expression we can write 
and so 
However, from (2.5) we also have 
and so 
zs = 0.5 - ;ii2s2, 
and 
D2s2 = &‘( Es - ZS). 
Substituting (2.7) into (2.6) gives 
(2.6) 
(2.7) 
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Finally, 
l- 1 1 
= e---(X+E’H)s-;Z.s=e-Hs->Xs=r, 
because x = X + z and r = e - Hs -(l/&‘)Xs. 
Proof of Theorem 2.1. In order to prove the theorem, we need to show 
that x and (P, s) satisfy (2.3a)-(2.3d). 
(2.3a): Because AZ = 0, Ax = A(? + z) = AZ = b. 
(2.3b): E-‘(x + E’h)= E-‘(X + E’h + z)= D-‘(Z+ ,z)= e + D-‘z. But 
IIE-‘211 <fi < 1 fr om Lemma 2.2, whereby E-‘(x + E’h)= e + E-‘,z > 0. 
Thus x + tz’h > 0, since 0-i has positive components on the diagonal from 
Lemma 2.1. 
(2.W: Let y and r be defined as in (2.4). We must show that jlrll Q p. 
From Lemma 2.3, 
from Lemma 2.2. 




since llrll< j3. However, hj +(l/&‘)xj > 0 from (2.3b), whereby sj > 0, 
j=l ,...,n. n 
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3. A PATH-FOLLOWING ALGORITHM FOR SHIFTED 
BARRIER FUNCTIONS 
In this section, we utilize the improvement theorem (Theorem 2.1) as a 
basis for a path-following algorithm for linear programming using a shifted 
barrier function. The problem we are interested in solving is LP and its dual 
LD presented at the beginning of Section 2. 
We presume in this section that we are given a positive shift vector 
h E R” and that we are interested in solving the problem Sh(.s) presented at 
the beginning to Section 2, for a decreasing sequence of values of E > 0 that 
converges to zero. We suppose for the moment that we are given an initial 
value of x = x0 E R” and initial values of (rr, s) = (TO, s”) such that x0 and 
(,rrO, so) are a P-approximate solution to Sh(&O) for some given values of 
E = e” and of p. (This assumption will be relaxed in the next section.) Thus 
the data for the problem consist of the array (c, A, b, h, x0, TO, so, E”, /3). The 
following algorithm is a sequential implementation of Theorem 2.1: 
ALGORITHM Shifted Barrier CC, A, b, h, x0, TO, SO, E’, PI 
0. k=O. 
1. x=2, (F,S)=(d,sk), E=.Fk. 
2. LY = 1-(@ - p)/(fi + Ile - Hid), E’ = a~. 
3. ij= E’h + X, z = D[I - 6AT(Afi2Ar)-‘Afi][e -(l/.s’)%l. 
4. Xk+‘=X+z, 
-- 
rk+i = (AD2AT)-lAD(D~ - e’e), sk+’ = c - ATrkt’, 
ek+l = et 
5. k +- k +l. Go to 1. 
Notice that the work per iteration of this algorithm is O(n3>, which is the 
complexity of solving the least-squares problem in step 3. Also notice that the 
performance of the algorithm hinges on being able to obtain the initial 
&approximate solution r” and (TO, so). We defer discussion of this initializa- 
tion issue until the next section. 
REMARK 1 (The case when LP is infeasible). Suppose that x0 and 
(TO, so) are a P-approximate solution to Sh(e) for some fixed p < 1. Then 
Algorithm Shifted Barrier above is fully implementable, even if the primal 
problem LP is infeasible. In this case the iterative values ek cannot converge 
to zero, so the values of a in step 2 must approach one in the limit, and 
hence lie - Hskll -+m as k -+m. 
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REMARK 2 (The case when LD has a bounded feasible region). Suppose 
that LD has a bounded feasible region. In this case, Ile - Hsll is bounded 
above for any dual slack vector s, and so (Y < 1- 6 for some fixed constant 
6 > 0. Then the algorithm will exhibit linear convergence to a feasible and 
optimal solution to LP. Even so, there is no a priori way to bound 6 > 0 or 
(Y < 1. 
As preparation for the results in Section 4, we offer the following analysis 
of the algorithm when I/e - HsJJ is known to be bounded above by the 
quantity 1.56 - 0.5. 
PROPOSITION 3.1. Suppose that all dual solutions CT, s) satisfy I(e - Hs(( 
< 1.56 -0.50, and that /3 = 0.25. Let e* > 0 be a desired level of accuracy. 
Then Algorithm Shifted Barrier will yield a 0.25-approximate solution to 
SMe) for some e>O, &GE*, after at nzost K = [6&(ln so -In &*)I itera- 
tions. 
Proof. Theorem 2. I guarantees 
approximate solution to Sh(ek) for 
(Y < (1 - l/6&) at each iteration. Let 
(l- 1/6&)Keo, whereby 
that xk and (rrk sk> are a 0.25- 
k=l,.... ’ From Proposition 2.2, 






from which we obtain In eK < Ins*, i.e., .sK < E*. l 
COROLLARY 3.1. Suppose, in addition to the conditions of Proposition 3.1, 
that hj < O(ZLc), j = 1,. . . , n. Then Algorithm Shifted Barrier will generate a 
solution that can be rounded to an optimal solution to LP afer at most 
K = ]6&[lns0 + O(L)]] 
iterations. 
Proof The proof is an immediate consequence of Proposition 3.1 and 
Corollary 2.2, with E* = 0(2-2L>. B 
In light of Proposition 3.1, the efficiency of the algorithm will depend on 
the choice of the shift vector h, and we seek a value of h that will ensure 
that lie - Hsll is small for any dual feasible solution (r,s). The efficiency of 
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the algorithm will also depend on the initial value so, and we seek to keep so 
as small as possible. Thus we seek values of x = x0 and (a, s) = (TO, so1 so 
that x0 and (TO, so) are a 0.25-approximate solution to Sh(eO), where so > 0 
is preferably a small number. In Section 4, we will examine ways to choose h 
and x0, (a’, so), and e” in an efficient manner. 
4. EFFICIENT CHOICE OF THE SHIFT VECTOR h AND THE 
INITIAL VALUES x0, (TO, so), AND so BASED ON THE CENTER 
OF THE DUAL 
In this section, we explore the consequences of a particularly efficient 
choice of the shift vector h. We show that if an approximate center (ii, S) of 
the dual feasible region (see Sonnevend 116, 171 for the notion of center) is 
known in advance, then it is possible to choose h and the initial values x0, 
(,rr’, so>, and E O in such a way that lje - Hslj < 1.56 -0.5 for all dual 
feasible solutions (r, s), thus establishing the efficiency of the shifted-barrier 
algorithm in terms of the geometric reduction constant (Y (see Proposition 2.2 
and Proposition 3.1). We will also show that if 2 is a guess at a feasible or 
optimal solution to LP, then the initial values x0, (,rr’, so), and e” can be 
chosen so that e” roughly measures the degree to which x” is infeasible and 
nonoptimal, and thus so will be a small number if x’ is almost feasible and if 
f is almost optimal. 
These results are primarily of a theoretical nature, for in practice, it 
would be unusual that knowledge of an approximate center (ii, 3 of the dual 
feasible region is readily at hand. [In fact, if it were known, then (ii, 5) would 
be dual feasible, and then LP could alternatively be solved through its dual 
by processing the dual LD with the known dual feasible solution (ii, 81.1 
Before we present the results, we need to examine some concepts related 
to the center of the dual feasible region. Let _9 = ((r, s> E R” X R” 1 AT.rr + 
s = c, s > 01. 9 is the set of dual feasible solutions with strictly positive slack 
values. Let us assume throughout this section that the set _9 is bounded and 
nonempty. The center of the dual feasible region is that value of (n-, s) = 
(+, $1 that solves the logarithmic barrier problem 
maxJ$ze k In sj 
j=l 
sat. AT,rr + s = c, 
s > 0; 
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see Sonnevend [ 16, 171, also Vaidya [21], and [7]. If the set 9 is bounded and 
nonempty, the center (7j, SI) will exist uniquely. We are interested in working 
with a dual feasible solution (ii, S) that is close to the center (+, s1) of the 
dual feasible region in an appropriate measure of closeness. One measure of 
closeness is the size (measured in some norm) of the gradient of the negative 
logarithm barrier function 
We note that Vfcii) = AS-‘e (where s’ = c - Arti) and that the Hessian of 
f(ii) is V’f(ii) = A?“AT. W e will say that (ii, S) is a r-approximate center 
of the dual feasible region if (ii, S) is dual feasible and B > 0 and 
JVj(7j)T[V2f(+)]-LVf(ir) =~eT~-‘AT(AS-2AT)-1A~-1e <r. 
Thus (ii, 5) is a r-approximate center if the norm of the gradient of f(ii> is 
less than or equal to 7, where the norm is measured using the inverse of the 
Hessian of f(r) at T = 5. The next lemma relates the notion of a r- 
approximate center to a more standard measure of the distance of (ii, S) to 
the center (+, s^>. We say that a dual feasible solution (ii, 5) is &close to the 
center (7j, s1) of the dual feasible region if s’ > 0 and IIS-‘(g - 8)]1 d S. 
LEMMA 4.1 (See [7, Section 81). Suppose (7j, 2) is the center of the dual 
feasible region and that (ii, 5) is a r-approximate center of the dual feasible 
region, fw 7 Q 0.08. Then (ii, s’) is &close to the center (7j, 3) for 6 = 6%!?, 
i.e., ~~!Z-‘(.? - s’)ll G&E%. 
There are number of algorithms for finding the center of system linear 
inequalities; see Censor and Lent [3], Vaidya [21], and [6] and [7]. The 
complexity of computing a r-approximate or a &close center is analyzed in 
[6] and [7]. The following result is a partial converse of Lemma 4.1, and is 
proved in [6]. 
LEMMA 4.2 (see [6, Section 31). Suppose (a, $1 is the center of the dual 
feasible region and that (ii, 5) is b-close to the center fw 6 < &. Then (ii, 5) 
is a r-approximate center fw r = 0.075. 
We now turn our attention to the problem of choosing the shift vector h. 
An efficient choice of h is given in the following lemma. 
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LEMMA 4.3 (Choice of a shift vector h). Let (ii, s’) be S-close to the 
center of the dual feasible region, where S = $. Let h = (I/n)S- ‘e. Then for 
all dual feasible values of (r, s), Jle - HslJ < I.&G - 0.5. 
Proof. Let (3, g) be the center of the dual feasible region, and let (r, s) 
be any dual feasible solution. Then from properties of the center (see 
Sonnevend [16, 171, also [7, Theorem 2.1]), (IS-‘(s - s^>]l < J/=. Also, 
from the hypothesis of the lemma, l/S- ‘(5 - s^>/ < S, where 6 = A. Thus 
((S-1( s - i) \I< IIS-‘s^lll[ s1-‘( s - s1) (( 
~(1+6)(IsI-‘(s-s^))(~(1+6)~~-. 
Therefore ]]S-‘(s - s’>ll < IIS-l(s - S)ll+ IIS-‘(S - 311 G Cl+ S>Jm + 
6. Let h =(l/n)S-‘e. Then 
= /I Ig-‘(s_s)+ 1-5 n i )II n e c111S-1(8-s)ll+llell~ n 
n-l 
c~(l+s)~K(q+;., - 





21 n - +21n+- 6 
Q 1.5&-l-0.5 for n&2. n 
COROLLARY 4.1. With h chosen as in Lemmas 4.3, hj < 0(2L), j = 
1 ,..*, n. 
Proof. For each j = 1,. . . , n, let 
M, = max 
A'TT + s -c 
sj. 
SbO 
Then because the dual feasible region is bounded [otherwise the center 
(73,b) would not exist], Mj is finite, and also 2-L < Mj < 2L; see 
Papadimitrou and Steiglitz [12]. Furthermore, from the properties of the 
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center. we must have 
1 
s*. > -----MM. J' n-l J’ 
see Sonnevend [16, 171, also [7]. Now let h = (l/n)f?‘e, where (ii, 5) is 
&close to the center (3,s) for 6 = &. Then Ilg-‘(S - s^>ll Q & implies 
Thus 
hj=&Gz(G)( i) <&f(2rd)=O(2L), j=l,...,n. n 
From Lemma 4.3, we obtain the iteration bound of Corollary 3.1 for 
processing a linear program with Algorithm Shifted Barrier. 
We now turn our attention to choosing initial values of x = x0, (r, s) = 
(.rr’, so>, and E = 6’. We assume that we have a guess of a good value of x, 
which we denote by x = f E R”. The choice of x’ can be arbitrary, and in fact 
we need neither A? = b nor Ic’ >, 0. A good choice of 5 may be a feasible or 
optimal solution to a previous version of the linear program, which is 
(possibly) infeasible for the current version of the linear program. Once 
again, we assume that we have at hand a dual feasible solution (ii, f> such 
that (5, C) is a b-close center for the dual feasible region for 6 = 3. We now 





+S-l[I_S-lAT(AS-2AT)-*AS-l] [,‘(I-k)e+%]. (4.ld) 
We will prove below that these initial values are a 0.25approximate 
solution to SM.s’>. Note that with regard to the effkiency of the shifted-bar- 
rier algorithm, the value of e” is very important, and it should ideally be a 
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small number. From (4.1~1, we note that 
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= 8llWl+8~(Af - b)T(~S-2~T)-‘(fi - b) 
In the above expression, E ’ is bounded above by two quantities which 
indicate how far away x0 is from being feasible. The second quantity is a 
measure of the distance from Ax’ to b and measures the infeasibilities of ff in 
terms of the equations h = b in the matrix norm (A$-‘AT)-‘. The first 
quantity measures the length of 33 scaled by s. Note that the more negative a 
component Cj is, the larger the value of I\%?\1 is. Roughly speaking, the 
bound on e” decreases as f approaches the region (X ( Ax = b} or the region 
Irlx>Ol. 
Furthermore, if f satisfies Af = b, then Il.%11 and hence .s” is a measure 
of how close cTX- is to the optimal value of LP. To see this, let z* be the 
optimal value of LP and let (rr * , s*) be a dual cptimal solution. Then 
I$-x_ -z*) = lgrs*l z l&$-‘s^$-‘s*l, 
where (;i, s^) is the center of the dual feasible region. Thus 
In the above derivation, the first inequality is a result of Cauchy’s inequality, 
and the second and third inequalities use elementary properties of the center 
and S-approximate centers; see also the proof of Lemma 4.3. Thus if (ii, 5) is 
a b-approximate center of the dual feasible region for 6 = &, and if f 
satisfies Ax’ = b. then 
and so the further cT5 lies from .z*, the larger e” must be. 
THEOREM 4.1 (Initial-value theorem). Suppose x’ is a guess at the value 
of a feasible solution to the primal LP. lf ( ii, 8) is a b-close center of the dual 
feasible region for 6 = k, and (TO, so>, x ‘, and e” are defined as in 
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(4.la)-(4.ld), then x0 and (T~,s~) are a @approximate solution to Sh(.sO), 
where 0 = 0.25 and h = (l/n)S-‘e. 
Proof. We must verify the conditions (2.3a)-(2.3d) for the quantities so, 
x0, and (rr’, so). 
(2.3a): Direct multiplication of (4.Id) yields Ax0 = b. 
(2.3~): Because (ii, B) is &close to the center of the dual feasible region, 
AT++S=c and C>O.Thus ATrro+so=c and s”>O. 
(2.3d): Let y” = x0 + &Oh and r” = e -(l/s”)(Yo)so = e - Hs” - 
(l/&O)X%? Substituting h = (l/ n)S- ‘e and the values of so and x0 from 
(4.1) yields 
Thus 
However, from Lemma 4.2, (ii, s’) is a r-approximate center of the dual 
feasible region for T = 0.075. Thus this last expression becomes 
llr’jl < $ +0.075 < 0.25. 
(2.3b): Let y” = x0 + &Oh. Because r” = e -(l/e”)(Yo>so and Jlr”)) Q 
0.25, we have r-i” = l- y?s~/s”, or yj” =(l- r~).s”/sjo, j = l,..., n. Now 
sjo > 0, .s” > 0, and r; < lli”jf< 0.25, whereby yj” > 0, j = 1,. . . , n. n 
In conclusion, Lemmas 4.2, 4.3 and Theorem 4.1 point out the fact that 
having a S-close center (ii, C) of the dual feasible region provides us with an 
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efficient choice of the shift vector h = (l/n)S-‘e as well as eficient initial 
values of x0, (rr’, so), and 5’ for initiating the shifted-barrier algorithm of 
Section 3. Lemma 4.2 relates the value of S < & to the value of 7 < 0.075. 
Lemma 4.3 states that if h =(l/n)S- ‘e, then all dual feasible points (r, s) 
satisfy IIe - Hsll < 1.56 -0.50, whereby from Proposition 2.2, CY < l- 
l/(60 t n a each iteration of the algorithm, yielding the complexity measure 
of the algorithm that is presented in Proposition 3.1. Finally, Theorem 4.1 
shows that if (ii, B) is a &close center, then the algorithm can be initiated 
with values of x0, (r”,so), and E’ given in (4.1) and that the value of E’ 
roughly reflects the degree of infeasibility of the given vector f in terms of 
the satisfiability of the equations Ax = b as well as the nonnegativity 
conditions x > 0, and also reflects the degree of nonoptimality of 1? in the 
objective function. 
1 am grateful to the referees of this paper for their comments, which hat;e 
improved both the content and the presentation of the paper. 
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