Abstract. For two matrix operations, called quasi-direct sum and quasi-outer product, we determine their deviations from multiplicative behaviour of the rank. The second operation arises in the determination of the function table for so-called sum-type functions such as the Hamming distance. A consequence of the corresponding rank formula is, that the frequently used log rank can be a very poor bound for two-way communication complexity. Instead, as was shown in [9], a certain exponential rank gives often excellent or even optimal bounds.
Introduction
Before we enter our purely algebraic investigations we describe quickly how they originated with [9] in the study of the two-way communication complexity of sum-type functions (as for instance the Hamming distance function). Suppose that for a function g:Sf x Y/~ Y' with finite domain a person (or processor) P~ observes output x and another person P~ observes output y. They agree in advance on a protocol Q for transmitting alternatively strings of bits to each other. At the end of this exchange Pe must be able to calculate g(x, y). If re(x, y) is the number of bits exchanged for inputs x and y, then
L(Q)--max (e(x,y) xc~r, yE~
is the (worst case) length of the protocol Q. Let .~g denote the set of all protocols for g. Then we define the 2-way communication complexity with respect to an informed P~ by C(g; 1,--,2 +) = min L(Q).
It is known (I-23) that
C(g; 1 ~ 2 +) > log rankv(M0), ( (2) is an ll'l 2 • ml.rn 2 matrix whose ((il i2), (jl,j2))'s entry is _(1) + , rl~il,j 1 m! 2) .
12,J2 "
One readily verifies that
Ms, = My, oqM yzoq .... qM f .
We define next the quasi-outer product in terms of outer products of vectors. (1.4) and for U = u'2 and V--~'2 define the quasi-outer product r s
UoqV= l ul ~ ~2
This product can be called also "tensor sum", that is, a "tensor product", where the product operation is replaced by the sum operation. With the name "quasiouter product" we view as in [5] the operation in the frame of the outer product of vectors.
This notation reminds us of another product. In 1-5] the outer product of two binary linear codes C and C' is defined as CoC'= {coc'lc6C, c' ~C'}, (1.5) and it is shown there that
where T = (1, 1,..., 1) is the vector with all components equal to 1. Actually this result can easily be generalized to subspaces C c F "~, C' c IF "~ with an arbitrary field F (and Co C' defined as in (1.5)).
If we denote by S(M) the space spanned by the row vectors of the matrix M, then obviously dim S(M) = rank(M). Moreover, by our definitions
and if equality would hold here, then our problem of determining rank (M (1) oqM (2)) would be solved by (the generalized form of) (1.6). However, this equality often does not hold. Nevertheless, we solved our problem via the analysis of another pair of binary operations, namely the familiar direct sum and a relation, which we call quasi-direct sum.
For two linear spaces C and C' the direct sum is the linear space
where c 9 c' = (c, c'). For two matrices U and V the quasi-direct sum is
Analogously to (1.7) we have now
S(M (1) OqM (2)) ~= S(M (1)) 9 S(M(2)).
( 1.8) and equality need not hold. This led us to introduce and investigate the notion of a "missing dimension", resulting in the desired rank formulas.
The Type and the Missing Dimension of a Set of Vectors
Since the space S(M), spanned by the row vectors of a matrix M does not depend on the labelling of the vectors as row vectors, we can study the rank problems described in the Introduction in a more general context by defining a quasi-direct sum for arbitrary sets of vectors as follows. Suppose that q5 # A c F", q5 # B c F", then we set
This is a subset of the vectorspace F m 9 F'. 2) and to introduce the type or the missing dimension of A as the number 
For the analysis of the dimension of its span it is convenient to use the subspace D(A) (and D(B)), where
D(A) ---S( {a -a'la, a' eA} ),(2.#(A) = dim S(A) --dim D(A).
Lemma 2. For any A c IF m and B c F" we have the properties (a) D(A x B)=D(A)@D(B) (law of inheritance), in particular dim D(A x B)= dim D(A) + dim O(B). (b) If #(A) = #(B) = O, then S(A x B) = S(A) 9 S(B) (c) #(A x B) = max (#(A), #(B)) (d) lf max(#(A), #(B)) = 1, then D(A)@D(B) is a subspace of S(A x B) of codimension 1. (e) dim S(A x B) = dim S(A) + dim S(B) -rain (#(A), p(B)).
Proof. 
This is an immediate consequence of (a), (b), and (d).
The Rank under Quasi Direct Sums
Recall that for a set A in a vectorspace V rank (A)= dim S(A). We derive consequences of Lemmas 1, 2 for quasi direct sums with N terms. We use the convention r + = max (r, o) for any real number r.
Theorem 1.
Let At(t = 1,..., N) 
be subsets of a vectorspace V and let the vectorspace sum Z~= ~ S(A t) be isomorphic to the direct sum 0 ~= t S( A t). Furthermore, let { U~ [j = 1 ..... d j} c A t be a basis of S(A t) (t = 1,2 ..... N) and set Ti = {tlA t is of type i} for i = O, 1.
Then we have (a) S(Oq~:,A t) = {Etdfl~U~ Zjfi~ = Zjfl}' for all t, t'eT~} (b) dim S(OqL ~A t) = 2,N=~ dim S(A t) -(I T~ I -1) +.
Proof. (b) is an immediate consequence of (a). We abbreviate S(Oqtu= 1 At) as S and
show first that any weS is contained in the right hand expression of (a). We conclude that Oj = -6) c~ and that 6) c( 1 + ~2j >= 2 t0 ct~ = 6) c~ = 0. We arrive at 6) = 0, 6)i = 0(j > 2), which was to be shown.
Since and ~t~ ro ateSby (3.4), obviously Ztat~S, and hence Zt~r, areS. We write the second summand in the form
By the reasoning above this is also an element of S.
Corollary. Suppose that {M(t)}ts = t is a sequence of matrices over F and that

The Rank under Quasi Outer Products
We begin with an elementary result, which is a key tool in Proposition 1 of [5] . (ii) and ~-,tEe4 0 (') = 0 R' + 1 otherwise. (4.14)
We discuss now the cases. IfP 2 r ~ or Po -r ~3, then by (4.13) e4 = 0 for all t~P4
and for t~Px (x = 2, 3) e~' can take any value obeying (4.11). Also, when P4 = ~, we have the same situation: rank M ~ = R' + 1. Henceforth we can assume therefore Po = P2 = ~ and P4 7 fi ~" Then for #(t, i)'s in (4.12) we can have by (4. Finally, when ~2t~p4 Oct) = 0, then (4.9) implies (4.11), i.e. c in (4.16) can take all values in F. We have dim N~o n S(M) = 1 and thus (iii). The proof is complete.
