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Abstract
Log-concavity and almost log-convexity of the cycle index polynomials were
proved by Bender and Canfield [J. Combin. Theory Ser. A 74 (1996)]. Schir-
macher [J. Combin. Theory Ser. A 85 (1999)] extended them to q-log-concavity
and almost q-log-convexity. Motivated by these, we consider the stronger properties
total positivity from the Toeplitz matrix and Hankel matrix.
By using exponential Riordan array methods, we give some criteria for total
positivity of the triangular matrix of coefficients of the generalized cycle index poly-
nomials, the Toeplitz matrix and Hankel matrix of the polynomials sequence in
terms of the exponential formula, the logarithmic formula and the fractional for-
mula.
Finally, we apply our criteria to some triangular arrays satisfying some recur-
rence relations, including Bessel triangles of two kinds and their generalizations,
the Lah triangle and its generalization, the idempotent triangle and some trian-
gles related to binomial coefficients. We not only get total positivity of these
lower-triangles, and q-Stieltjes moment properties and 3-q-log-convexity of their
row-generating functions, but also prove that their triangular convolutions preserve
Stieltjes moment property.
MSC: 05A20; 05A15; 11B83; 15B36; 44A60
Keywords: Exponential generating functions; Riordan arrays; Recurrence rela-
tions; Total positivity; Hakel matrices; Toeplitz matrices; Stieltjes moment prop-
erty; Convolutions; 3-q-log-convexity; Bessel numbers; Lah numbers; Idempotent
numbers
1 Introduction
1.1 Cycle index polynomials and Sheffer polynomials
Let x1, x2, . . . be a sequence of nonnegative real numbers and define sequences An(x1, x2, . . . , xn)
and Pn(x1, x2, . . . , xn) by
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1
∑
n≥0
An(x1, x2, . . . , xn)t
n =
∑
n≥0
Pn(x1, x2, . . . , xn)
tn
n!
= exp
(∑
j≥1
xj
tj
j
)
. (1.1)
Then each An(x1, x2, . . . , xn) is a polynomial in the variables xj with 1 ≤ j ≤ n. This
has a well-known combinatorial significance: Let Σn denote the symmetric group and let
Nj(σ) be the number of j-cycles in the permutation σ. Then
An(x1, x2, . . . , xn) =
Pn(x1, x2, . . . , xn)
n!
=
1
n!
∑
σ∈Σn
x
N1(σ)
1 x
N2(σ)
2 · · ·xNn(σ)n . (1.2)
The An(x1, x2, . . . , xn) is called the cycle index polynomial generally due to Po´lya [37],
although in fact appearing in earlier work of Redfield [39]. Bender and Canfield [4] proved
that if the positive sequence (xn)n≥0 with x0 = 1 is log-concave then (An(x1, x2, . . . , xn))n≥0
is log-concave and (Pn(x1, x2, . . . , xn))n≥0 is log-convex. In addition, it was extended to
the much stronger properties q-log-concavity and q-log-convexity, i.e., for n ≥ m
An(x1, . . . , xn)Am(X1, . . . , xm)−An+1(x1, . . . , xn+1)Am−1(x1, . . . , xm−1) ∈ N[X ],
Pn+1(x1, . . . , xn+1)Pm−1(x1, . . . , xm−1)− Pn(x1, . . . , xn)Pm(x1, . . . , xm) ∈ N[X ],
where X = {x1, x2, . . .}
⋃{xjxk − xj−1xk+1 : 1 ≤ j ≤ k}, see Bender and Canfield [4] and
Schirmacher [46].
The model in (1.1) also has a probabilistic interpretation from compound Poisson. Its
log-concavity and log-convexity are very significant in probability and statistics since they
play a crucial role in the class of infinitely divisible distributions, one of most important
probability distributions in both theory and applications, see [22, 23, 45].
In addition, the sequences and functions in (1.1) are closely related to Sheffer poly-
nomials [1, 2, 47]. A polynomial Sn(q) =
∑n
k=0 Sn,kq
k is called the Sheffer polynomial
if ∑
n≥0
Sn(q)
tn
n!
= g(t) exp (f(t)q) , (1.3)
where g(0)f ′(0) 6= 0 and f(0) = 0 (cf. [41, 42]). It was proved that many polynomi-
als including Bernoulli polynomials, Euler polynomials, Hermite polynomials, Laguerre
Polynomials, Poisson-Charlier polynomials and Meixner polynomials are all Sheffer poly-
nomials. Sheffer polynomials can be studied from umbral calculus, which has been used in
different areas of mathematics, like approximation theory, analysis, combinatorics, statis-
tics, and so on. For more details on the theory of umbral calculus and Sheffer polynomials,
the readers are referred to [41, 43].
Motivated by the q-log-concavity of (An(x1, x2, . . . , xn))n≥0 and q-log-convexity of
(Pn(x1, x2, . . . , xn))n≥0 in the first paragraph, the aim of this paper is to extend them
to total positivity of matrices in terms of the Sheffer model in (1.3). Let us recall total
positivity of matrices in the following.
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1.2 Total positivity
Total positivity of matrices is an important and powerful concept that arises often in
various branches of mathematics, see the monographs [27, 36] for more details.
Let M = [mn,k]n,k≥0 be a matrix of real numbers. It is totally positive (TP for short) if
all its minors are nonnegative. It is totally positive of order r (TPr for short) if all minors
of order k ≤ r are nonnegative. For a sequence α = (ak)k≥0, denote its Toeplitz matrix
by T (α) = [ai−j ]i,j≥0 and Hankel matrix by H(α) = [ai+j ]i,j≥0, which play an important
role in different fields.
The sequence α is called a Po´lya frequency (PF, for short) sequence if its infinite
Toeplitz matrix T (α) is TP. PF sequences have much better properties (Karlin [27]). In
classical analysis, PF sequences are closely related to real rootedness of polynomials and
entire functions. For example, the fundamental representation theorem for PF sequences
states that a sequence a0 = 1, a1, a2, . . . of real numbers is PF if and only if its generating
function has the form ∑
n≥0
anz
n =
∏
j≥1(1 + αjz)∏
j≥1(1− βjz)
eγz
in some open disk centered at the origin, where αj , βj, γ ≥ 0 and
∑
j≥1(αj + βj) < +∞,
see Karlin [27, p. 412] for instance. In particular, a finite sequence of nonnegative numbers
is PF if and only if its generating function has only real zeros ([27, p. 399]). We also call
the function
∑
n≥0 anz
n a PF (resp. PFr) function if the sequence α is a PF (resp. PFr)
sequence. The sequence α is called log-concave if ak−1ak+1 ≤ a2k for all k ≥ 1. Clearly, a
sequence of positive numbers is log-concave if and only if T (α) is TP2. Thus it is natural
to consider whether results for log-concavity can be extended to Po´lya frequency property.
We refer the reader to Bra¨nde´n [5, 6], Brenti [7, 8, 9], Wang-Yeh [55] and Zhu [60] on the
PF property in combinatorics.
The sequence α is a Stieltjes moment (SM for short) sequence if it has the form
ak =
∫ +∞
0
xkdµ(x), (1.4)
where µ is a non-negative measure on [0,+∞) (see [36, Theorem 4.4] for instance). It
is well known that α is a Stieltjes moment sequence if and only if its Hankel matrix
H(α) is TP. Stieltjes moment problem is one of classical moment problems and arises
naturally in many branches of mathematics [48, 57]. The sequence α is called log-convex
if ak−1ak+1 ≥ a2k for all k ≥ 1. Clearly, a sequence of positive numbers is log-convex if and
only if H(α) is TP2. As a result, SM property is much stronger than log-convexity. In
addition, log-convexity of many combinatorial sequences can be extended to SM property.
We refer readers to Liu and Wang [25] and Zhu [59] for log-convexity and Wang and Zhu
[56] and Zhu[63, 64] for SM property.
For brevity, we use the following notation
(i) R: the set of all real numbers; R≥0 : the set of all nonnegative real numbers;
(ii) N+ : the set of all positive integer numbers, and N = N+ ∪ {0}.
If x = (xi)i∈I is a set of indeterminates, we denote by R[x] (resp. R[[x]]) the ring
of polynomials (resp. formal power series) in the indeterminates x with coefficients in
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R. A matrix M with entries in R[x] is called x-totally positive (x-TP for short) if all
its minors are polynomials with nonnegative coefficients in the indeterminates x and is
called x-totally positive of order r (x-TPr for short) if all its minors of order k ≤ r are
polynomials with nonnegative coefficients in the indeterminates x. A sequence (αn(x))n≥0
with values in R[x] is called a x-Stieltjes moment (x-SM for short) sequence (we also call
it coefficientwise Hankel-total positive, see [35]) if its associated infinite Hankel matrix is
x-totally positive. It is called x-log-convex (x-LCX for short) if
αn+1(x)αn−1(x)− αn(x)2 ∈ R≥0[x]
for all n ∈ N+ and is called strongly x-log-convex (x-SLCX for short) if
αn+1(x)αm−1(x)− αn(x)αm(x) ∈ R≥0[x]
for all n ≥ m ≥ 1. Clearly, a x-SM sequence is both x-SLCX and x-LCX. Define an
operator L by
L[αi(x)] := αi−1(x)αi+1(x)− αi(x)2
for i ∈ N+. Then the x-log-convexity of (αi(x))i≥0 is equivalent to be L[αi(x)] ∈ R≥0[x] for
all i ∈ N+. In general, we say that (αi(x))i≥0 is k-x-log-convex if Lm[αi(x)] ∈ R≥0[x] for
allm ≤ k, where Lm = L(Lm−1). It is called infinitely x-log-convex if (αi(x))i≥0 is k-x-log-
convex for every k ∈ N. If x is a valuable q, then they reduce to q-log-concavity [11, 28, 30],
q-PF [9, 44], q-LCX [25], q-SLCX [16, 59, 60, 61] and q-SM [34, 35, 56, 63, 65, 66],
respectively.
In [35] and [66], we proved many important results for coefficientwise total positivity
and coefficientwise Hankel-total positivity. In a certain sense, this paper can be viewed
as to keep the study in [35] and [66]. We will present our results in the following.
1.3 Extension of the cycle index polynomials
As an extension of log-concavity of the cycle index polynomials, we present a result for
total positivity as follows.
Theorem 1.1. Let g(t) ∈ R[[t]] and x = (xi)i≥1 ⊆ R. Define a generalized cycle index
polynomial sequence (An(x))n≥0 by
∑
n≥0
An(x)tn = g(t) exp
(∑
j≥1
xj
tj
j
)
. (1.5)
Assume that there exists a sequence (λi)i≥1 ⊆ R≥0 such that xn =
∑
i≥1 λ
n
i for n ≥ 0. If
g(t) is a PFr function, then the Toeplitz matrix [Ai−j(x)]i,j≥0 is TPr.
Let functions f(t) ∈ R[[t]] and g(t) ∈ R[[t]], where f(0) = 0 and f ′(0)g(0) 6= 0. Define
a cycle-index-triangle [An,k(f, g)]n,k≥0 and a Sheffer-triangle [Sn,k(f, g)]n,k≥0 by
1 +
∑
n≥1
(
n∑
k=1
An,k(f, g)q
k
)
tn = 1 +
∑
n≥1
(
n∑
k=1
Sn,k(f, g)q
k
)
tn
n!
= g(t) exp (qf(t)) . (1.6)
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Similarly, define a logarithmic triangle [Ln,k(f)]n,k≥0 and a fractional triangle [L˜n,k(f)]n,k≥0
by
log (1− qf(t)) =
∑
n≥1
−
(
n∑
k=1
Ln,k(f)q
k
)
tn
n!
, (1.7)
1
1− qf(t) = 1 +
∑
n≥1
(
n∑
k=1
L˜n,k(f)q
k
)
tn
n!
. (1.8)
More and more combinatorial triangles are proved to be totally positive, for example,
the triangle [An,k] in [9] satisfying the recurrence
An,k = xnAn−1,k + ynAn−1−t,k−1 + znAn−t,k−1,
the Pascal triangle [27, p.137], recursive matrices [14], Riordan arrays [15, 17], the Jacobi-
Stirling triangle [31], Delannoy-like triangles [32], Catalan-Stieltjes matrices [33], Narayana
triangles of type A and type B [54], the generalized Jacobi-Stirling triangle [60]. We re-
fer reader to [7, 24, 51] for more total positivity in combinatorics. Let f¯(t) denote the
compositional inverse of the function f(t) (that is f(f¯(t)) = f¯(f(t)) = 1). We get the
following result for total positivity of triangular matrices.
Theorem 1.2. Let {r1, r2} ⊆ N+ and g(t) be a PFr1 function. If one of f(t) and 1/f¯ ′(t)
is a PFr2 function and let r = min{r1, r2}, then
(i) both [Sn,k(f, g)]n,k≥0 and [Sn,k(f, g(f))]n,k≥0 are TPr;
(ii) both [An,k(f, g)]n,k≥0 and [An,k(f, g(f))]n,k≥0 are TPr;
(iii) [Ln,k(f)]n,k≥0 is TPr;
(iv)
[
L˜n,k(f)
]
n,k≥0
is TPr.
Further, let functions f(t) =
∑
i≥1 fi
ti
i!
∈ R[[t]] and g(t) = ∑i≥0 gi tii! ∈ R[[t]], where
f1 6= 0 and g0 6= 0. Denote by f¯(t) =
∑
i≥1 f¯i
ti
i!
∈ R[[x]] the compositional inverse of
f(t) and let f¯ ′(t) denote the derivative function of f¯(t). For n ≥ 1, denote the Sheffer
polynomial by
Sn(f, g; q) =
n∑
k=1
Sn,k(f, g)q
k
and S0(f, g; q) = 1. Similarly, define a logarithmic polynomial Ln(f ; q) and a fractional
polynomial L˜n(f ; q) by
Ln(f ; q) :=
n∑
k=1
Ln,k(f)q
k, L˜n(f ; q) :=
n∑
k=1
L˜n,k(f)q
k (1.9)
for n ≥ 1, L0(f ; q) = 1 and L˜0(f ; q) = 1.
For Hankel matrices of these sequences, we get their total positivity as follows.
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Theorem 1.3. Assume that 1/f¯ ′(t) is a PFr function. Then we have the following results.
(i) The Hankel matrix [Si+j(f, 1; q)]i,j≥0 is q-TPr.
(ii) The Hankel matrix [fi+j+1]i,j≥0 is TPr.
Let A = [an,k]n,k≥0 be an infinite matrix. For n ∈ N, define the A-convolution
zn =
n∑
k=0
ankxkyn−k. (1.10)
We say that (1.10) preserves the SM property: if both (xn)n≥0 and (yn)n≥0 are Stieltjes
moment sequences, then so is (zn)n≥0.
Using positive definiteness of the quadratic form in linear algebra, Po´lya and Szego¨ [38,
Part VII, Theorem 42] proved for n ∈ N that the binomial convolution
zn =
n∑
k=0
(
n
k
)
xkyn−k
preserves the SM property in R. Recently, we in [56] got more triangular convolutions
including the Stirling convolution of the second kind, the Eulerian convolution and so on,
preserving the SM property. In addition, the next sufficient condition preserving the SM
property was provided.
Lemma 1.4. [56] For n ∈ N, let An(q) =
∑n
k=0 an,kq
k be the nth row generating function
of the matrix A. Assume that (An(q))n≥0 is a Stieltjes moment sequence for any fixed
q ≥ 0. Then the A-convolution (1.10) preserves the SM property.
Clearly, if the sequence (An(q))n≥0 is q-SM, then (An(q))n≥0 is a Stieltjes moment
sequence for any fixed q ≥ 0. In addition, it also implies 3-q-log-convexity of (An(q))n≥0
in terms of the next result.
Lemma 1.5. [62] For a polynomials sequence (An(q))n≥0, if the Hankel matrix [Ai+j(q)]i,j≥0
is q-TP4, then (An(q))n≥0 is 3-q-log-convex.
Then we have the next result.
Theorem 1.6. Assume that 1/f¯ ′(t) is a PF function. Then we have the following result.
(i) The sequence (Sn(f, 1; q))n≥0 is q-SM and 3-q-log-convex.
(ii) The sequence (fi+j+1)n≥0 is SM and 3-log-convex.
(iii) All triangular matrices [Sn,k(f, 1)]n,k, [Ln,k(f)]n,k and [L˜n,k(f)]n,k are TP.
(iv) All triangular matrices [(−1)n−kSn,k(f¯ , 1)]n,k, [(−1)n−kLn,k(f¯)]n,k, and [(−1)n−kL˜n,k(f¯)]n,k
are TP.
(v) If A ∈ {[Sn,k(f, 1)]n,k, [L˜n,k(f)]n,k}, then the A-convolution preserves the SM prop-
erty.
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In the following, we will present the proof of Theorem 1.1 in Section 2. In Section 3,
using the exponential Riordan theory, we will present some generalized results for total
positivity. Then use them to prove Theorems 1.2, 1.3 and 1.6. In Section 4, we apply our
results to some combinatorial triangles including Bessel triangles of two kinds and their
generalizations, the Lah triangle and its generalization, the idempotent triangle and some
triangles related to binomial coefficients. We not only get total positivity of these lower-
triangles, and q-Stieltjes moment properties and 3-q-log-convexity of their row-generating
functions, but also prove that their triangular convolutions preserve Stieltjes moment
property.
2 Proof of Theorem 1.1
The Proof of Theorem 1.1:
Note for the convolution cn =
∑
k≥0 akbn−k for n ≥ 0 that we have the decomposition
[ci−j]i,j≥0 = [ai−j]i,j≥0[bi−j ]i,j≥0.
Since the product of two TPr matrices is TPr, it suffices to prove that the Toeplitz matrix
[Ai−j(x)]i,j≥0 is TPr when g(t) = 1.
By taking derivative in t for two sides of the equality
∑
n≥0
An(x)tn = exp
(∑
j≥1
xj
tj
j
)
,
we have ∑
n≥1
nAn(x)tn−1 =
∑
j≥1
xjt
j−1
∑
n≥0
An(x)tn.
This implies for n ≥ 1 that
nAn(x) =
n∑
j=1
xjAn−j(x).
This recurrence relation is closely related to the complete symmetric function hn and the
power sum symmetric function pn, which satisfies
nhn =
n∑
j=1
pjhn−j.
Moreover, the generating function of hn is∑
n≥0
hnt
n =
∏
i≥1
1
1− βit .
So (hn)n≥0 forms a PF sequence for βi ≥ 0 for i ≥ 1. In consequence, if there exists a
sequence (λi)i≥1 of nonnegative real numbers such that xn =
∑
i≥1 λ
n
i , then An(x) is a
complete symmetric function of (λi)i≥1. So (An(x))n≥0 is a PF sequence. The proof is
complete.
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3 Proofs of Theorems 1.2, 1.3 and 1.6
The set of Sheffer polynomials forms a group called the Sheffer group, which is isomorphic
to the Riordan group. First let us recall some properties of the exponential Riordan array.
An exponential Riordan array [3, 19, 20] denoted by R = (g(t), f(t)), is an infinite lower
triangular matrix whose exponential generating function of the kth column is
g(t)fk(t)
k!
for k = 0, 1, 2, . . ., where g(0)f ′(0) 6= 0 and f(0) = 0. That is to say for n, k ≥ 0 that
Rn,k =
n!
k!
[tn]g(t)fk(t).
Let its row-generating function Rn(q) =
∑n
k=0Rn,kq
k. Then we have∑
n≥0
Rn(q)
tn
n!
= g(t) exp (qf(t)) . (3.1)
The group law is then given by
(g, f) ∗ (h, ℓ) = (g(h ◦ f), ℓ ◦ f). (3.2)
The identity for this law is I = (1, t) and the inverse of (g, f) is (g, f)−1 = (1/(g ◦ f), f),
where f is the compositional inverse of f .
For an exponential Riordan array, it can also be defined by the next recurrence relation.
Proposition 3.1. [19] Let R = [Rn,k]n,k≥0 = (g(t), f(t)) be an exponential Riordan array.
Then there exist two sequences (zn)n>0 and (an)n>0 such that
R0,0 = 1, Rn,0 =
∑
i>0
i!ziRn−1,i, Rn,k =
1
k!
∑
i>k−1
i!(zi−k + kai−k+1)Rn−1,i
for n, k > 1. In particular,
Z(t) =
g′(f¯(t))
g(f¯(t))
, A(t) = f ′(f¯(t)),
where Z(t) =
∑
n>0 znt
n, A(t) =
∑
n>0 ant
n, and f¯(t) is the compositional inverse of f(t).
It follows from Proposition 3.1 that we immediately have the next result.
Proposition 3.2. Let [Rn,k]n,k≥0 = (g(t), f(t)) be an exponential Riordan array. Assume
R = [Rn,k]n,k, where Rn,k = Rn,kk!. Then there exist two sequences (zn)n>0 and (an)n>0
such that
R0,0 = 1, Rn,0 =
∑
i>0
ziRn−1,i, Rn,k =
∑
i>k−1
(zi−k + kai−k+1)Rn−1,i
for n, k > 1, where
Z(t) =
∑
n>0
znt
n =
g′(f¯(t))
g(f¯(t))
, A(t) =
∑
n>0
ant
n = f ′(f¯(t)).
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Associated to each exponential Riordan array R = (g(t), f(t)), there is a matrix P =
(pi,j)i,j>0, called the production matrix, such that
R = RP,
where R is obtained from R with the first row removed. Assume that z−1 = 0. Deutsch
et al. [19] obtained the elements of production matrix
P = (pi,j)i,j>0 =

z0 a0
1!z1
1!
1!
(z0 + a1) a0
2!z2
2!
1!
(z1 + a2)
2!
2!
(z0 + 2a1) a0
3!z3
3!
1!
(z2 + a3)
3!
2!
(z1 + 2a2)
3!
3!
(z0 + 3a1)
. . .
...
...
...
...
. . .
 , (3.3)
where
pi,j =
i!
j!
(zi−j + jai−j+1),
for i, j > 0.
Remark 3.3. By Proposition (3.2), for the array R there is a matrix P = (Pi,j)i,j>0 with
Pi,j = zi−j + jai−j+1,
for i, j > 0 such that
R = RP.
The following result for total positivity is a special case of [35, Theorems 9.4, 9.7] or
[50].
Lemma 3.4. [35, 50] Let M = [Mn,k]n,k≥0 be a lower triangular matrix and M = MP .
If P is TPr, then both the matrix [Mn,k]n,k≥0 and the Hankel matrix [Mi+j,0]i,j≥0 are TPr.
Remark 3.5. We refer readers to [59, Theorem 2.1] and [60, Theorem 2.1] for the original
idea for total positivity of the matrix M .
Remark 3.6. We can apply Lemma 3.4 to the exponential Riordan array [Rn,k]n,k≥0 and
its associated array [Rn,k]n,k≥0.
Lemma 3.7. Let cn and dn be positive real numbers for n ≥ 0. Then a matrix M =
[Mn,k]n,k≥0 is TPr if and only if the matrix M(c,d) = [cndkMn,k]n,k≥0 is TPr.
Proof. Obviously, we have
M(c,d) = CMD, (3.4)
where C = diag(c0, c1, c2, . . .) and D = diag(d0, d1, d2, . . .). Thus, applying the classical
Cauchy-Binet formula to the decomposition (3.4), we immediately get that the total
positivity of M implies that of M(c,d). Similarly, the inversion also holds.
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Theorem 3.8. Assume that g(t) is a PFr1 function. If one of f(t) and 1/f¯
′(t) is a
PFr2, then exponential Riordan arrays
(
g(t)eλf(t), f(t)
)
and
(
g(f(t))eλf(t), f(t)
)
are λ-
TPr, where r = min{r1, r2}.
Proof. We first claim that the total positivity of order r of (g(t), f(t)) implies the λ-total
positivity of order r of (g(t)eλf(t), f(t)). This can be proved as follows. Let R = [Rn,k]n,k =
(g(t), f(t)) and R̂ = [R̂n,k]n,k = (g(t)e
λf(t), f(t)). Then∑
n
∑
k
Rn,kq
k t
n
n!
= g(t)eqf(t), (3.5)
∑
n
∑
k
R̂n,kq
k t
n
n!
= g(t)e(q+λ)f(t), (3.6)
which implies
R̂n,k =
∑
i≥k
Rn,i
(
i
k
)
λi−k.
Obviously,
R̂ = RB,
where B = [
(
n
k
)
λn−k]n,k. From the total positivity of the Pascal triangle [
(
n
k
)
]n,k, we
immediately get that B is λ-TP. Thus, in terms of the classical Cauchy-Binet formula,
it follows from R̂ = RB that the total positivity of order r of R implies the λ-total
positivity of order r of R̂. Similarly, we can deduce that the total positivity of order r of
(g(f(t)), f(t)) implies the λ-total positivity of order r of (g(f(t))eλf(t), f(t)).
In what follows we only need to prove the total positivity of order r of (g(t), f(t)) and
(g(f(t)), f(t)).
In terms of the rule about product of Riordan arrays (3.2), we have decompositions
(g(t), f(t)) = (g(t), t)(1, f(t)), (3.7)
(g(f(t)), f(t)) = (1, f(t))(g(t), t). (3.8)
Thus, in order to demonstrate total positivity of (g(t), f(t)) and (g(f(t)), f(t)), in terms
of the classical Cauchy-Binet formula, it suffices to prove that (g(t), t) and (1, f(t)) are
TPr.
Let G = [Gn,k]n,k≥0, where Gn,k = [t
n]g(t)tk. It follows from Lemma 3.7 that the total
positivity of G implies that of (g(t), t). Obviously, G = T (g) is the Toeplitz matrix of the
sequence (gn)n≥0, which is TPr.
In the following, we will prove that (1, f(t)) is TPr if one of f(t) and 1/f¯
′(t) is a Po´lya
frequency function of order r2.
(i) Assume that f(t) is a Po´lya frequency function of order r2. Let F = [Fn,k]n,k≥0
with Fn,k = [t
n]fk(t). We give two different proofs as follows.
The first proof: It follows from Lemma 3.7 that the total positivity of F implies
that of (1, f(t)). Denote F by [1, f(x), f 2(x), f 3(x), . . .] and its submatrix of the first n
columns by
[1, f(x), f 2(x), f 3(x), fn−1(x)] =
[
Cn,n
D∞,n
]
.
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Then we have [
Cn,n 0
D∞,n T (f
n−1)
] [
In 0
0 T (f)
]
=
[
Cn,n 0
D∞,n T (f
n)
]
.
In addition, it is obvious that[
Cn,n 0
D∞,n T (f
n)
]
=
[
Cn+1,n+1 0
D∞,n+1 T (f
n)
]
.
Thus, we get [
Cn,n 0
D∞,n T (f
n−1)
] [
In 0
0 T (f)
]
=
[
Cn+1,n+1 0
D∞,n+1 T (f
n)
]
. (3.9)
In order to prove total positivity of order r2 of F , it suffices to show that of
[
Cn,n
D∞,n
]
for all n. Note that
[
In 0
0 T (f)
]
and the Toeplitz matrix T (fn) are TPr2 because f(t)
is a Po´lya frequency function of order r2. Applying the classical Cauchy-Binet formula to
(3.9), by induction on n, we have [
Cn,n 0
D∞,n T (f
n−1)
]
is TPr2 for all n. In particular, the submatrix
[
Cn,n
D∞,n
]
is TPr2 for all n. Thus F is TPr2 .
The second proof: Note that Fn,k = [t
n]fk(t) = [tn]f(t)fk−1(t) for k ≥ 1. Let
f(t) =
∑
n≥0 fnt
n. Then we have
Fn,k =
n∑
j=k
fn−j+1Fj−1,k−1 (3.10)
for n, k ≥ 1. Let −→Fn denote the matrix consisting of columns from 1 to n and Fn denote
the matrix consisting of columns from 0 to n− 1 of F . It follows from (3.10) that
−→
Fn = T (f)Fn.
Thus in terms of the classical Cauchy-Binet formula and total positivity of T (f), we
obtain that Fn is TPr2 by induction on n. So the matrix F is TPr2 .
(ii) Assume that 1/f¯ ′(t) is a Po´lya frequency function of order of r2.
For the exponential Riordan array (1, f(t)), by Proposition 3.1, there exist two func-
tions Z(t) and A(t) such that
Z(t) =
g′(f¯(t))
g(f¯(t))
= 0, A(t) = f ′(f¯(t)).
On the other hand, it follows from f(f¯(t)) = t that
f ′(f¯(t)) =
1
f¯ ′(t)
,
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where f¯ ′(t) is the derivative function of f¯(t). Thus, we have
A(t) =
1
f¯ ′(t)
. (3.11)
In consequence, A(t) is a Po´lya frequency of order r2 in terms of the Po´lya frequency of
order r2 of 1/f¯
′(t) and (3.11). So the Toeplitz matrix T (A) = [ai−j ]i,j≥0 is TPr2 .
In addition, the production matrix P = (pi,j)i,j>0 of (1, f(t)) satisfying
pi,j =
i!
(j − 1)!ai−j+1,
for i, j > 0. It follows from Lemma 3.7 and total positivity of order r2 of [ai−j]i,j≥0 that
the production matrix P is TPr2 . Then by Lemma 3.4, we have the exponential Riordan
array (1, f(t)) is TPr2 . This completes the proof.
Remark 3.9. For an exponential Riordan array (g(t), f(t)), it is often called a proper
exponential Riordan array for g(0)f ′(0) 6= 0 and f(0) = 0. If we drop the restricted
condition, then it is called a general exponential Riordan array. From the proof of The-
orem 3.8, it is obvious that the general exponential Riordan arrays (g(t)eλf(t), f(t)) and
(g(f(t))eλf(t), f(t)) are also λ-TPr if both g(t) and f(t) are PFr functions.
Remark 3.10. We can repeatedly use Theorem 3.8 to get total positivity for more ex-
ponential Riordan arrays whose f(t) and g(t) are not both PF.
Proof of Theorem 1.2:
(i) By (3.1), using the exponential Riordan array, we have
[Sn,k(g, f)]n,k≥0 = (g(t), f(t)), [Sn,k(g(f), f)]n,k≥0 = (g(f(t)), f(t)).
Thus by Theorem 3.8, we get that both [Sn,k(g, f)]n,k≥0 and [Sn,k(g(f), f)]n,k≥0 are TPr,
where r = min{r1, r2}.
(ii) By (1.6), we have Sn,k(g, f) = n!An,k(g, f) and Sn,k(g(f), f) = n!An,k(g(f), f).
Then (ii) immediately follows from (i) and Lemma 3.7.
(iii) Using the property of the partial complete Bell polynomial [18, Theorem A, p.140],
we get
Ln(f ; q) =
n∑
k=1
(k − 1)!Sn,k(1, f)qk.
So we have Ln,k(f) = (k − 1)!Sn,k(1, f). Then by Lemma 3.7 and (i), we immediately get
that [Ln,k(f)]n,k≥0 is TPr.
(iv) In what follows we will show that
[
L˜n,k(f)
]
n,k≥0
is TPr.
By taking derivative in q of
log (1− qf(t)) =
∑
n≥1
−Ln(f ; q) t
n
n!
=
∑
n≥1
−
(
n∑
k=1
Ln,k(f)q
k
)
tn
n!
, (3.12)
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we get
−f(t)
1− qf(t) =
∑
n≥1
−L′n(f ; q)
tn
n!
=
∑
n≥1
−
(
n∑
k=1
kLn,k(f)q
k−1
)
tn
n!
. (3.13)
Then we have
qf(t)
1− qf(t) =
∑
n≥1
qL′n(f ; q)
tn
n!
=
∑
n≥1
(
n∑
k=1
kLn,k(f)q
k
)
tn
n!
. (3.14)
This implies
1
1− qf(t) = 1 +
∑
n≥1
qL′n(f ; q)
tn
n!
= 1 +
∑
n≥1
(
n∑
k=1
kLn,k(f)q
k
)
tn
n!
. (3.15)
Because we define
1
1− qf(t) = 1 +
∑
n≥1
L˜n(f ; q)
tn
n!
= 1 +
∑
n≥1
(
n∑
k=1
L˜n,k(f)q
k
)
tn
n!
, (3.16)
we have the relations
L˜n(f ; q) = qL
′
n(f ; q), L˜n,k(f) = kLn,k(f) = k!Sn,k(1, f) (3.17)
for n ≥ 1. In consequence, by Lemma 3.7 and (i), we immediately get that
[
L˜n,k(f)
]
n,k≥0
is TPr. This completes the proof of Theorem 1.2.
For Hankel matrices of sequences, we get a more generalized result for total positivity
as follows, which in particular implies Theorem 1.3.
Theorem 3.11. Assume that 1/f¯ ′(t) is a PFr function. Then we have the following
results.
(i) The Hankel matrix [Ei+j(f ; y, q)]i,j≥0 is (y, q)-TPr, where
En(f ; y, q) =
∑
k≥0
En,k(f ; y)q
k, [En,k(f ; y)]n,k≥0 = (exp (yf(t)) , f(t)).
(ii) The Hankel matrix [fi+j+1]i,j≥0 is TPr.
Proof. (i) For the exponential Riordan array (exp (yf(t)) , f(t)), by (3.1), we have∑
n≥0
En(f ; y, q)
tn
n!
= exp (yf(t)) exp (qf(t)) = exp ((y + q)f(t)) .
In order to prove that the Hankel matrix [Ei+j(f ; y, q)]i,j≥0 is (y, q)-TPr, it suffices to
prove that [Ei+j(f ; y, 0)]i,j≥0 is y-TPr.
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For the exponential Riordan array (exp (yf(t)) , f(t)), by Proposition 3.1, there exist
two functions Z(t) and A(t) such that
Z(t) =
y
f¯ ′(t)
, A(t) =
1
f¯ ′(t)
.
Thus, the production matrix P = (pi,j)i,j>0 of (exp (yf(t)) , f(t)) has
pi,j =
i!
j!
(yai−j + jai−j+1)
for i, j > 0. Clearly,
P = P˜

1
y 1
y 1
y 1
. . .
 , (3.18)
and
P˜ = (p˜i,j)i,j>0 =

0 a0
0 1!
1!
a1 a0
0 2!
1!
a2
2!
2!
2a1 a0
0 3!
1!
a3
3!
2!
2a2
3!
3!
3a1
. . .
...
...
...
...
. . .
 , (3.19)
where
p˜i,j =
i!
(j − 1)!ai−j+1
for i ≥ 0 and j > 1. Obviously, A(t) = 1/f¯ ′(t) is a Po´lya frequency function of order
r and [ai−j]i,j≥0 is TPr. In terms of Lemma 3.7, we get that P˜ is TPr. Applying the
classical Cauchy-Binet formula to (3.18), we have P is y-TPr. Then by Lemma 3.4, we
have [Ei+j(f ; y, 0)]n≥0 is y-TPr.
(ii) By taking derivative in t of
exp (yf(t)) =
∑
n≥0
En(f ; y, 0)
tn
n!
, (3.20)
we get
yf ′(t) exp (yf(t)) =
∑
n≥1
En(f ; y, 0)
tn−1
(n− 1)! . (3.21)
That is
f ′(t) exp (yf(t)) =
∑
n≥0
En+1(f ; y, 0)
y
tn
n!
. (3.22)
Since [Ei+j(f ; y, 0)]i,j≥0 is y-TPr, so is [
Ei+j+1(f ;y,0)
y
]i,j≥0. In particular, for y = 0, it
reduces to that [fi+j+1]i,j≥0 is TPr by (3.22). This completes the proof.
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Remark 3.12. The proof of Theorem 3.11 (ii) in fact implies that if 1/f¯ ′(x) is a PFr
function then the Riordan array (f ′(x), f(x)) is TPr and the row-generating function of
(f ′(x), f(x)) forms a Hankel-TPr sequence.
The proof of Theorem 1.6:
(i) and (ii) follow from Theorem 1.3 and Lemma 1.5.
For (iii), it follows from Theorem 1.2. Note that a matrix is TP then so is its singless
inverse, see [36] for instance. Thus (iv) in Theorem 1.6 follows from (iii).
For (v), by (i) and Lemma 1.4, we have the convolution
zn =
n∑
k=0
Sn,k(f, 1)xkyn−k
preserves the SM property. Note that we have proved L˜n,k(f) = k!Sn,k(1, f) in the proof
of Theorem 1.2. Let wk = k!xk. Then we get that the convolution
zn =
n∑
k=0
L˜n,k(f)xkyn−k =
n∑
k=0
Sn,k(f, 1)wkyn−k
preserves the SM property since the product of two Stieltjes moment sequences is still a
Stieltjes moment sequence. This completes the proof.
4 Applications
Let
〈
n
k
〉
denote the Eulerian number, which counts the number of n-permutations with
exactly k − 1 excedances. It is well-known that it satisfies the recurrence relation〈
n
k
〉
= k
〈
n− 1
k
〉
+ (n− k + 1)
〈
n− 1
k − 1
〉
with initial conditions
〈
0
0
〉
= 1 and
〈
0
k
〉
= 0 for k ≥ 1 or k < 0. The triangular
array
[〈
n
k
〉]
n,k≥0
is called the Eulerian triangle. Brenti proposed the next conjecture,
which is still open.
Conjecture 4.1. [10, Conjecture 6.10] The Eulerian triangle is TP.
Generally, let [En,k]n,k≥0 be an array satisfying the recurrence relation:
En,k = [a0n + a1k + a2]En−1,k + [b0n+ b1k + b2]En−1,k−1 (4.1)
with En,k = 0 unless 0 ≤ k ≤ n and E0,0 = 1. As we know that many classical com-
binatorial enumerations or combinatorial arrays satisfy the recurrence relation (4.1). In
addition, some special cases of [En,k]n,k≥0 are totally positive, for example, for a0 = b0 = 0
or a1 = b1 = 0, see Brenti [9]. In this section, we will present more results for total
positivity of triangular arrays.
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4.1 A generalization of Bessel numbers of the second kind
Let {n, k} ⊆ N, the Bessel number of the second kind Bn,k is defined to be the number of
partitions of [n] := {1, 2, 3, . . . , n} into k nonempty blocks of size at most 2. It satisfies
the recurrence relation
Bn,k = Bn−1,k−1 + (n− 1)Bn−2,k−1 (4.2)
with the initial condition B0,k = δ0,k. We can get some properties of Bn,k from the
following more generalized recurrence relation for a = 1, b = 1
2
and c = 0.
Proposition 4.2. Let {a, b, c} ⊆ R≥0. Assume that a triangular array [Bn,k]n,k≥0 satisfies
the following recurrence relation
Bn,k = aBn−1,k−1 + b(n− 1)Bn−2,k−1 + c(n− 1)(n− 2)Bn−3,k−1 (4.3)
for n, k ≥ 1, where B1,1 = 1 and B0,k = δ0,k. Then we have the following results.
(i) An explicit formula of Bn,k can be written as
Bn,k = n!
k!
k∑
i=0
ak−icn−k−ib2i−b+k
(
k
i
)(
i
n− k − i
)
(4.4)
for n, k ≥ 1.
(ii) The lower-triangular matrix [Bn,k]n,k≥0 is TPr for b2 ≥ 4ac cos2 pir+1 .
(iii) The lower-triangular matrix [Bn,k]n,k≥0 is TP for b2 ≥ 4ac.
Proof. Let fk(t) =
∑
n≥k Bn,k t
n
n!
. After multiply t
n−1
(n−1)!
for both sides of (4.3) and sum on
n, we get
f ′k(t) = (a + 2bt+ 3ct
2)fk−1(t)
with f0(t) = 1 and fk(0) = 0 for k ≥ 1. This implies that
fk(t) =
(at+ bt2 + ct3)k
k!
for k ≥ 1. Thus the triangular array [Bn,k]n,k≥0 is the exponential Riordan array
(1, at+ bt2 + ct3).
Then we immediately get (i).
By Theorem 1.2, for (ii) and (iii), it suffices to prove that a, b, c forms a PFr sequence
for b2 ≥ 4ac cos pi
r+1
. This is true because its Toeplitz matrix is TPr for b
2 ≥ 4ac cos2 pi
r+1
,
see [26].
Remark 4.3. A combinatorial interpretation of Bn,k can be given as follows: in any
partition of [n], if a block only contains n then give it a weight a; if a block of size 2
contains n then give it a weight b; if a block of size 3 contains n then give it a weight c;
for other block with weight 1. Then
Bn,k =
∑
{B1,B2,B3,...},1≤|Bi|≤3
∏
i
w(Bi),
where {B1,B2, . . .Bk} is a partition of [n] into k nonempty blocks of size at most 3.
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4.2 A generalization of Bessel numbers of the first kind
The famous Bessel polynomial introduced by Krall and Frink [29] has the following formula
yn(q) =
n∑
k=0
(n + k)!
(n− k)!k!
(q
2
)k
,
which satisfies second-order differential equation
q2y
′′
n + (2q + 2)y
′
n − n(n+ 1)yn = 0
and the recurrence relation
yn+1(q) = (2n+ 1)qyn(q) + yn−1(q)
with initial conditions y0(q) = 1 and y1(q) = 1+q. It is well-known that Bessel polynomials
form an orthogonal sequence of polynomials. See [13, 21] for more properties of Bessel
polynomials. If we write
yn−1 =
∑
k≥0
bn,kq
n−k,
then bn,k is called the signless Bessel number of the first kind. Denote the reverse Bessel
polynomial by Yn(q) =
∑
k≥0 bn,kq
k.
The reverse Bessel polynomial and the signless Bessel number satisfy
exp(q(1−√1− 2t)) =
∑
n≥0
Yn(q)
tn
n!
=
∑
n≥0
n∑
k=0
bn,kq
k t
n
n
.
Note that [bn,k]n,k satisfies the following recurrence relation:
bn,k = (2n− k − 2)bn−1,k + bn−1,k−1 (4.5)
with b0,0 = 1. Generalizing the recurrence relation (4.5), we define a generalized Bessel
triangle [Tn,k]n,k≥0 and get some general results as follows, which in particular implies
properties of the signless Bessel triangle [bn,k]n,k≥0 and the reverse Bessel polynomial
Yn(q) for a = 2, b = c = 1 and λ = 0.
Proposition 4.4. Let a ∈ N+, d ∈ N and {b, c} ⊆ R+. Assume that a generalized Bessel
triangle [Tn,k]n,k≥0 satisfies the following recurrence relation
Tn,k = cTn−1,k−1 + [ab(n− 1)− bk + abd+ cλ] Tn−1,k − bλ(k + 1)Tn−1,k+1, (4.6)
for n, k ≥ 1, where T0,0 = 1. Let Tn(q) =
∑
k≥0 Tn,kqk. Then we have the following results.
(i) An explicit formula of Tn,k can be written as
Tn,k = a
n
k!
∑
j≥0
k+j∑
i=0
(−1)n−ibn−k−jck+jλj
j!
(
k + j
i
)(
i− ad
a
)
n
(4.7)
for n, k ≥ 1.
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(ii) The lower-triangular matrix [Tn,k]n,k≥0 is λ-TP.
(iii) For d = 0, (Tn(q))n≥0 is (λ, q)-SM and 3-(λ, q)-log-convex.
(iv) The sequence (fn)n≥1 is SM, where
∑
n≥1 fn
tn
n!
= c
b
[
1− (1− abt) 1a
]
.
(v) For d = 0 and λ ≥ 0, zn =
∑
k≥0 Tn,kxkyn−k preserves Stieltjes moment property of
sequences.
Proof. Let fk(t) =
∑
n≥k Tn,k t
n
n!
. It follows from the recurrence relation (4.6) that
f ′k(t) = abtf
′
k(t) + [b(ad − k) + cλ]fk(t) + cfk−1(t)− bλ(k + 1)fk+1
for k ≥ 1 and f0 = 1. This implies that
bλ(k + 1)fk+1 + (1− abt)f ′k(t)− cfk−1(t) + [b(k − ad)− cλ]fk(t) = 0 (4.8)
for k ≥ 1. It is not hard to check that
fk(t) =
1
k!
(1− abt)−de cλb
[
1−(1−abt)
1
a
] (c
b
)k [
1− (1− abt) 1a
]k
is the solution of equation (4.8). Let
g(t) = (1− abt)−d, f(t) = c
b
[
1− (1− abt) 1a
]
.
Then we have [Tn,k]n,k is the exponential Riordan array (g(t)eλf(t), f(t)). So by taking the
coefficients of tn in g(t)eλf(t)f(t)k, we immediately get
Tn,k = n!
k!
[tn]g(t)eλf(t)f(t)k
=
n!
k!
[tn]g(t)
∑
j≥0
λjf j+k(t)
j!
=
(c
b
)k n!
k!
[tn](1− abt)−d
∑
j≥0
(
cλ
b
)j
j!
j+k∑
i=0
(−1)i
(
j + k
i
)
(1− abt) ia
=
(c
b
)k n!
k!
[tn]
∑
j≥0
k+j∑
i=0
(−1)i
(
cλ
b
)j
j!
(
k + j
i
)
(1− abt) i−ada
=
(c
b
)k n!
k!
∑
j≥0
k+j∑
i=0
(−1)i
(
cλ
b
)j
j!
(
k + j
i
)
(−ab)n
(
i−ad
a
)
n
n!
=
an
k!
∑
j≥0
k+j∑
i=0
(−1)n−ibn−k−jck+jλj
j!
(
k + j
i
)(
i− ad
a
)
n
,
which is (i).
Note that the compositional inverse of f(t) is
f¯(t) =
1− (1− b
c
t)a
ab
.
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Clearly, both g(t) and 1/f¯ ′(t) = c
(1− b
c
t)a−1
are Po´lya frequency functions for a ∈ N+, d ∈ N
and {b, c} ⊆ R+. Then (ii) follows from Theorem 3.8.
For d = 0, by Theorem 3.11 (i), we obtain that (Tn(q))n≥0 is (λ, q)-SM and (fn)n≥1
is SM. Furthermore, (Tn(q))n≥0 is 3-(λ, q)-log-convex and zn =
∑
k≥0 Tn,kxkyn−k preserves
Stieltjes moment property of sequences by Lemmas 1.5 and 1.4, respectively.
In [12], Callan proved
n∑
k=0
k!
(
2n− k − 1
k − 1
)
(2n− 2k − 1)!! = (2n− 1)!!,
which in fact counts different combinatorial structures, such as increasing ordered trees
of n edges by outdegree k of the root. Let
Hn,k = k!
(
2n− k − 1
k − 1
)
(2n− 2k − 1)!!,
which is the sum of the weights of all vertices labeled k at depth n in the Catalan tree
for 1 ≤ k ≤ n+ 1 and n ≥ 0, see [49, A102625]. In addition, Hn,k satisfies the recurrence
relation
Hn,k = (2n− k − 2)Hn−1,k + kHn−1,k−1 (4.9)
with initial conditionH0,0 = 1. In fact, Hn,k is closely related to the signless Bessel number
bn,k by Hn,k = bn,kk!. Generalizing this relation (4.9), we consider the following triangle
[T˜n,k]n,k≥0 related to the generalized Bessel triangle in Proposition (4.4) with λ = 0 by
T˜n,k = Tn,kk!. Thus, by Theorem 1.6 and Proposition 4.4, we have the next result.
Proposition 4.5. Let a ∈ N+, d ∈ N and {b, c} ⊆ R+. Assume that a triangular array
[T˜n,k]n,k≥0 satisfies the following recurrence relation
T˜n,k = b [a(n− 1)− k + ad] T˜n−1,k + ckT˜n−1,k−1 (4.10)
for n, k ≥ 1, where T˜0,0 = 1. Let T˜n(q) =
∑
k≥0 T˜n,kqk. Then we have the following results.
(i) An explicit formula of T˜n,k can be written as
T˜n,k = ckanbn−k
k∑
i=0
(−1)n−i
(
k
i
)
(
i− ad
a
)n (4.11)
for n, k ≥ 1.
(ii) The lower-triangular matrix [T˜n,k]n,k≥0 is TP.
(iii) For d = 0, the exponential generating function is
1 +
∑
n≥1
T˜n(q) t
n
n!
=
1
1− c
b
[
1− (1− abt) 1a
]
q
.
(iv) For d = 0, the convolution zn =
∑
k≥0 T˜n,kxkyn−k preserves Stieltjes moment prop-
erty of sequences.
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4.3 Lah number and its generalization
It is well known that the exponential partial Bell polynomial Bn,k(x1, x2, . . . , xn−k+1) is
defined by the series expansion:
∑
n≥0
Bn(x; q)
tn
n!
= exp
(
q
∑
j≥1
xj
tj
j!
)
, (4.12)
where
Bn(x; q) =
n∑
k=1
Bn,k(x1, . . . , xn−k+1)q
k for n ≥ 1 (4.13)
and B0(x; q) = 1. For q = 1, Bn(x; 1) is called the exponential complete Bell polynomial.
See Comtet [18, p.133-134].
Note that the well-known signless Lah number
Ln,k = Bn,k(1!, 2!, 3!, . . .) =
(
n− 1
k − 1
)
n!
k!
,
which satisfies
exp(
qt
1− t) =
∑
n≥0
Ln(q)
tn
n!
=
∑
n≥0
n∑
k=0
Ln,kq
k t
n
n
,
see [18, p.133-134]. It counts the number of partitions of [n] into k lists, where a list
means an ordered subset [49, A008297]. In addition, the row-generating function
Ln(q) =
n∑
k=0
Ln,kq
k
is called the Lah polynomial. Notice that [Ln,k]n,k satisfies the following recurrence relation:
Ln,k = (n+ k − 1)Ln−1,k + Ln−1,k−1 (4.14)
for n, k ≥ 1 with L0,0 = 1. Generalizing the recurrence relation (4.14), we give the
following result for a generalized Lah triangle [Tn,k]n,k≥0, which reduces to those of the
signless Lah triangle [Ln,k]n,k≥0 and the Lah polynomial Ln(q) for a = b = c = 1.
Proposition 4.6. Let a ∈ N+, d ∈ N and {b, c} ⊆ R+. Assume that a generalized Lah
triangle [Tn,k]n,k≥0 satisfies the following recurrence relation
Tn,k = cTn−1,k−1 + [ab(n− 1) + bk + abd+ cλ]Tn−1,k + bλ(k + 1)Tn−1,k+1, (4.15)
for n, k ≥ 1, where T0,0 = 1. Let Tn(q) =
∑
k≥0 Tn,kq
k. Then we have the following results.
(i) An explicit formula of Tn,k can be given by
Tn,k =
an
k!
∑
j≥0
k+j∑
i=0
(−1)n+k+j−ibn−k−jck+jλj
j!
(
k + j
i
)(
−i+ ad
a
)
n
for n, k ≥ 1.
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(ii) The lower-triangular matrix [Tn,k]n≥0 is λ-TP.
(iii) For d = 0, (Tn(q))n≥0 is (λ, q)-SM and 3-(λ, q)-log-convex.
(iv) The sequence (fn)n≥1 is SM, where
∑
n≥1 fn
tn
n!
= c
[
(1−abt)−
1
a−1
b
]
.
(v) For d = 0 and λ ≥ 0, zn =
∑
k≥0 Tn,kxkyn−k preserves Stieltjes moment property of
sequences.
(vi) Let a+1 = m. For c = 1 and d = 0, we have the m-branched Stieltjes-type continued
fraction
∑
n≥0
Tn(q)t
n =
1
1 − αmt
m∏
i1=1
1
1 − αm+i1t
m∏
i2=1
1
1 − αm+i1+i2t
m∏
i3=1
1
1− · · ·
with coefficients
(αi)i≥a+1 = (q + λ, b, . . . , b︸ ︷︷ ︸
a+1
, q + λ, 2b, . . . , 2b︸ ︷︷ ︸
a+1
, q + λ, 3b, . . . , 3b︸ ︷︷ ︸
a+1
, . . .).
(vii) The row sequence (Tn,k)
n
k=0 is a PF sequence for λ ≥ 0.
Proof. Let
g(t) = (1− abt)−d, f(t) = c
[
(1− abt)− 1a − 1
b
]
.
By taking a with −a and b with −b in Proposition 4.4, we have [Tn,k]n,k is the exponential
Riordan array (g(t)eλf(t), f(t)). So we immediately get (i).
It is easy to get that the compositional inverse of f(t) is
f¯(t) =
1− (1 + bt
c
)−a
ab
.
Clearly, both g(t) and
1/f¯ ′(t) = c(1 +
b
c
t)a+1
are Po´lya frequency functions. Similar to the proof of Proposition 4.4, we have (ii)-(v).
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(vi) For c = 1 and d = 0, by (3.18), we have the production matrix
P = P˜

1
q + λ 1
q + λ 1
q + λ 1
. . .
. . .

=

0!
1!
2!
3!
. . .


1
b 1
b 1
b 1
. . .
. . .

a+1 
1
0!
1
1!
1
2!
1
3!
. . .
×

0 1
0 1
0 1
0 1
. . .
. . .


1
q + λ 1
q + λ 1
q + λ 1
. . .
. . .

=


0!
1!
2!
3!
. . .


1
b 1
b 1
b 1
. . .
. . .


1
0!
1
1!
1
2!
1
3!
. . .


a+1

1 q + λ
1 q + λ
1 q + λ
1
. . .
. . .

=

1
b 1
2b 1
3b 1
. . .
. . .

a+1 
1 q + λ
1 q + λ
1 q + λ
1
. . .
. . .
 ,
which in terms of Proposition 7.2 and Proposition 8.2 (b) in [35] is exactly the production
matrix for an m-branched Stieltjes-type continued fraction with coefficients
(αi)i≥a+1 = (q + λ, b, . . . , b︸ ︷︷ ︸
a+1
, q + λ, 2b, . . . , 2b︸ ︷︷ ︸
a+1
, q + λ, 3b, . . . , 3b︸ ︷︷ ︸
a+1
, . . .).
(vii) In order to prove that (Tn,k)
n
k=0 is a PF sequence for λ ≥ 0, it suffices to prove
that Tn(q) has only real zeros. By the recurrence relation (4.15), we have
Tn(q) = [ab(n− 1) + abd + cλ+ cq]Tn−1(q) + b(q + λ)T ′n−1(q) (4.16)
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for n ≥ 1 and T0(q) = 1. In the following, we will prove a stronger result that all zeros
of Tn(q) are real numbers and not more than −λ. It is obvious for n = 0, 1. We assume
that it is true for n − 1. Denote the zeros of Tn−1(q) by ri for 0 ≤ i ≤ n − 1. It follows
from the recurrence relation (4.16) that
sign[Tn(ri)] = (−1)i
for 0 ≤ i ≤ n− 1. Note that coefficients of Tn(q) are nonnegative and Tn(−λ) ≥ 0. Then
we get that Tn(x) has n real zeros denoted by z1 ≥ z2 ≥ . . . ≥ zn such that
−λ ≥ z1 ≥ r1 ≥ z2 ≥ r2 ≥ . . . ≥ rn−1 ≥ zn.
This completes the proof.
Similar to Proposition 4.5, we also have the next result.
Proposition 4.7. Let a ∈ N+, d ∈ N and {b, c} ⊆ R+. Assume that a triangular array
[T˜n,k]n,k≥0 satisfies the following recurrence relation
T˜n,k = b [a(n− 1) + k + ad] T˜n−1,k + ckT˜n−1,k−1 (4.17)
for n, k ≥ 1, where T˜0,0 = 1. Let T˜n(q) =
∑
k≥0 T˜n,kq
k. Then we have the following results.
(i) An explicit formula of T˜n,k can be written as
T˜n,k = c
kanbn−k
k∑
i=0
(−1)n+k−i
(
k
i
)
(−i+ ad
a
)n (4.18)
for n, k ≥ 1.
(ii) The lower-triangular matrix [T˜n,k]n,k≥0 is TP.
(iii) For d = 0, the exponential generating function is
1 +
∑
n≥1
T˜n(q)
tn
n!
=
1
1 + c
b
[
1− (1− abt)− 1a
]
q
.
(iv) For d = 0, zn =
∑
k≥0 T˜n,kxkyn−k preserves Stieltjes moment property of sequences.
4.4 Idempotent numbers
It is well-known that idempotent numbers
In,k = Bn,k(1, 2, 3, . . .) =
(
n
k
)
kn−k
and satisfies
exp(qt exp(t)) =
∑
n≥0
n∑
k=0
In,kq
k t
n
n
.
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The inverse of the idempotent triangle [
(
n
k
)
kn−k]n,k≥0 is [(−1)n−k
(
n−1
k−1
)
nn−k]n,k≥1, where(
n−1
k−1
)
nn−k counts the number of rooted labeled trees on n+ 1 vertices with a root degree
k, see [49, A137452]. It is known that the compositional inverse of t exp(t) is the Lambert
function W (t) =
∑
n≥1
(−n)n−1tn
n!
(This can be obtained in terms of the Lagrange inversion
formula, see [18, p. 152] for instance). Thus
exp(−qW (−t)) = 1 +
∑
n≥1
n∑
k=1
(
n− 1
k − 1
)
nn−kqk
tn
n!
.
Then the following is immediate from Theorem 1.6.
Proposition 4.8. (i) Matrices
[(
n
k
)
kn−k
]
n,k≥0
and
[(
n−1
k−1
)
nn−k
]
n,k≥1
are TP.
(ii) Matrices
[(
n
k
)
kn−kk!
]
n,k≥0
and
[(
n−1
k−1
)
nn−kk!
]
n,k≥1
are TP.
(iii) The sequence (In(q))n≥0 is q-SM, where In(q) = 1 +
∑n
k=1
(
n−1
k−1
)
nn−kqk.
(iv) The sequence (nn−1)n≥1 is SM.
(v) The sequence (In(q))n≥0 is 3-q-log-convex.
(vi) The convolution zn =
∑
k≥0
(
n−1
k−1
)
nn−kxkyn−k preserves Stieltjes moment property of
sequences.
4.5 Some numbers related to binomial coefficients
It is well-known that the Pascal triangle [
(
n
k
)
]n,k≥0 is TP, see [27] for instance. Let Ck =(
n+ck
m+dk
)
where n ≥ m. Then for integers d > c > 0, the Toeplitz matrix [Ci−j]i,j≥0 of the
finite sequence (Ck)k is TP, which was conjectured in [53] and proved in [58]. Recently,
we also proved for real numbers c ≥ d > 0 that the Hankel matrix [Ci+j]i,j≥0 of the
infinite sequence (Ck)k is TP [64]. In the following, we will present more results for total
positivity related to binomial coefficients.
Proposition 4.9. Let c and d be integers and {m,n} ⊆ N. Then
(i) for d > 0 and d ≥ c, the low-triangular matrices [(n
k
)(
n+ck
m+dk
)
(n − k)!]n,k≥0 and
[
(
n+ck
m+dk
)
]n,k≥0 are TP;
(ii) for d ≤ −1 and c ∈ N, the low-triangular matrices [(m
k
)(
n+ck
m+dk
)
(m − k)!]m,k≥0 and
[
(
n+ck
m+dk
)
]m,k≥0 are TP.
Proof. By Lemma 3.7, it suffices to prove that matrices [
(
n
k
)(
n+ck
m+dk
)
(n−k)!]n,k≥0 in (i) and
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[
(
m
k
)(
n+ck
m+dk
)
(m− k)!]m,k≥0 in (ii) are TP. Note that(
n
k
)(
n + ck
m+ dk
)
(n− k)! = n!
k!
(
n+ ck
(n−m) + (c− d)k
)
=
n!
k!
( −m− dk − 1
(n−m) + (c− d)k
)
(−1)(n−m)+(c−d)k
=
n!
k!
[t(n−m)+(c−d)k ]
1
(1− t)m+1+dk
=
n!
k!
[tn]
tm
(1− t)m+1
(
td−c
(1− t)d
)k
=
(
tm
(1− t)m+1 ,
td−c
(1− t)d
)
,
(
m
k
)(
n+ ck
m+ dk
)
(m− k)! = m!
k!
(
n + ck
m+ dk
)
=
m!
k!
[tm+dk](1 + t)n+ck
=
m!
k!
[tm](1 + t)n
(
t−d(1 + t)c
)k
=
(
(1 + t)n, t−d(1 + t)c
)
,
where t
m
(1−t)m+1
, t
d−c
(1−t)d
, (1 + t)n and t−d(1 + t)c are Po´lya frequency functions under our
conditions. Thus, it follows from Theorem 3.8 and Remark 3.9 that [
(
n
k
)(
n+ck
m+dk
)
(n−k)!]n,k≥0
in (i) and [
(
m
k
)(
n+ck
m+dk
)
(m− k)!]m,k≥0 in (ii) are TP. The proof is complete.
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