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This project presents a novel approach for the recognition of 2D partially occluded 
objects using the curve moment invariants as the features. Curve moment can 
uniquely characterize the geometric features of object boundary. It not only inherits 
the similarity transform invariance properties from conventional region-based 
moment, but also has many advantages which are especially promising for our 
research project. We have adopted successfully the curve moment invariants as our 
features for recognition of partially occluded object. 
In the recognition approach, the boundary of object of interest is first extracted 
after image pre-processing. Then corner points were used to partition the boundary 
into curve segments consisted of 3 consecutive corners. Subsequently, seven different 
order moment descriptors are computed as feature vectors for each segment. Finally, 
feature matching between the object of interest in the scene and the model is 
performed hierarchically. From the experimental results, the proposed recognition 
algorithm was found to be robust to similarity transform, noise and partial occlusion, 
and computational efficient. 
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Object recognition has been one of the most challenging problems in computer 
vision for several decades, and has been used for a variety of tasks in industrial, 
military and medical applications. It can also be used as the key technique for the 
solution of the correspondence problem in stereo vision or motion analysis. Since, in 
general, recognition is performed by modeling the target object using a set of 
primitives or features that describe the characteristic of the object, extraction of the 
features in a scene is a very important problem for reliable matching. However, all the 
features of the object are not always visible in the scene, due to occlusion, noise, and 
inaccurate low-level feature extracting process, and so forth. Therefore, most of the 
existing recognition methods assume that the objects to be matched are non-occluded. 
As a result, the performance would be degraded in circumstances involving object 
occlusion.  
 
1.2 Definition of the problem 
In general, the shape-based recognition of objects can be divided into two classes. 
One is the recognition of single object with complete shapes, and the other is the 
recognition of multiple objects with partia l occlusion. The former, which has been 
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studied for a long time, has been solved successfully with many techniques [1-3]. 
Problems arise when the object is occluded. The occlusion takes place when an object 
is either overlapped or in touching contact (or “touched”) by another object. This 
problem has significant importance in industrial environment. Recognition involving 
partial occlusion and scaling is considered one of the most difficult problems in 2-D 
object recognition. 
In this project, we will discuss the recognition of both 2-D single objects and 
partially occluded objects under arbitrary similarity transformation. An example is 
showed in Figure 1.1. 
 
 
Figure 1. 1     Objects under similarity transformation and partial occlusion 
 
 
1.3 Literature reviews 
Many researchers have devoted themselves into object recognition using various 
approaches, and many successful achievements have been reported. We hereby make 
                                                                                                                              3 
a brief literature survey of related works. A thorough literature survey of shape 
representation and description techniques can be found in [4]. 
Researchers have used several properties of objects like shape, color, texture, 
brightness etc. for recognition. Each of these clues contains information that helps in 
classifying objects in some way or the other. The proposed approach can be classified 
as a shape-based method since we concentrate on the shape clues to characterize 
objects. 
 
1.3.1 Contour-based vs Region-based 
Based on whether shape features are extracted from the contour only or are 
extracted from the whole shape region, shape representation techniques can be 
categorized into two classes of method: contour-based methods and region-based 
methods. Contour-based approaches are more popular than region-based approaches 
in literature. This is because human beings are thought to discriminate shapes mainly 
by their contour features. Another reason is because in many shape applications, the 
shape contour is the only interest, whilst the content of the interior of the shape is not 
important.  Therefore, the following discussion mainly focuses on contour-based 
approaches.  
 
1.3.2 Global approaches vs Structural approaches 
This classification is based on whether the shape is represented as a whole or 
represented by segments/sections. These approaches can be further distinguished into 
space domain and transform domain, based on whether the shape features are derived 
from the spatial domain or from the transformed domain. 
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Applied in contour-based approach, the global approaches do not divide the shape 
into sub-parts; usually a feature vector derived from the integral boundary is used to 
describe the shape. The measure of shape similarity is usually a metric distance 
between the acquired feature vectors. A lot of global features are applied in contour-
based approach. Common simple global feature descriptors are area, circularity 
(perimeter²/area), eccentricity (length of major axis/length of minor axis), major axis 
orientation, bending energy, convexity, ratio of principle axis, circular variance and 
elliptic variance [5, 6]. Some researchers use the Shape signature to represent a shape 
by a one dimensional function derived from shape boundary points, such as centroidal 
profile, complex coordinates, centroid distance, tangent angle, cumulative angle, 
curvature, area and chord-length [7-9]. However, shape signatures are sensitive  to 
noise [4]. Spectral transform, such as Fourier descriptor [8, 10-20] and wavelet 
descriptor [34-36] can overcome the problem of noise sensitivity and boundary 
variations. These kinds of features are easy to calculate and the number of features 
used for recognition is usually small.  The matching process is fast and usually has 
some relations to statistical pattern recognition schemes.  One major setback of this 
type of approaches is that they require the objects in the scene to be wholly visible 
and not overlapped or touched by others.  When objects are partially occluded or have 
large defects, this kind of recognition methods using global information will 
encounter a lot of difficulties.  The reason is that when the silhouette of the object in 
the scene is partially visible, those global features calculated from the scene image 
will change significantly compared with those calculated from the silhouette of the 
object in the model, so it is difficult to find the correct correspondence.  
In order to develop a more efficient recognition system to handle not only the 
problem of isolated object recognition, but also the problem of partially occluded 
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object recognition, many researchers have concentrated their interests on another type 
of approaches: the structural approaches. The most important characteristic of the 
structural approaches is that they can describe an object in local properties of the 
entire silhoue tte, such as chain code, subpolygons, smooth curve segments, line 
segments, arc segments, local extreme curvature points, and corners,   etc. [21, 22], so 
that they can be applicable for the recognition of partial occluded objects.  The 
structural approaches break the shape boundary into segments using a particular 
criterion. When the objects in the scene are partially occluded or have some 
significant defects, the characteristics of the visible parts or intact portions of the 
objects can also be obtained and used in the matching process if local features have 
been used.  Therefore not only the non-partially-occluded objects, but also the 
partially occluded objects can be recognized. The final representation is usually a 
string or a graph, the similarity measure is done by string matching or graph matching.  
 
1.3.3 Partially occluded object recognition 
The main objective of this thesis is the recognition of occluded objects. A study 
on previous attempts is introduced here. Past approaches for identifying occluded 
objects from a vision image have relied on many different means such as Fourier 
descriptors, statistical pattern matching, symbolic matching, syntactic and relaxation 
methods, etc. Extensive research effort has been made for the recognition of partially 
occluded objects using the boundary based methods. Bhanu and Faugeras [1] have 
developed a stochastic labeling procedure which proceeds in a hierarchical fashion 
until a criterion function is maximized. Price [2] has developed a method which 
compares the boundary segments of an object to the occluded image and creates a 
disparity matrix. From this disparity matrix, the sequence of compatible segments is 
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found and the transform information is calculated. Koch and Kashyap [3] have used 
vertex angles to create clusters corresponding to each object image. Bhanu and Ming 
[23] have used the length of boundary segments, in addition to vertex angles to create 
a disparity matrix and then formed clusters for the objects which might be involved in 
the occlusion. 
The above-mentioned cluster formation methods using boundary information 
generally suffer from several setbacks. Firstly, the polygon representation of a curved 
object is not unique, even for the same object, if the orientation of the object is 
changed. Secondly, the creation of many vertices to obtain a finer representation of 
the boundary shape tends to make the values of the vertex angles similar to each other, 
thereby causing difficulties in sorting those vertices into appropriate clusters. Finally, 
these techniques are computationally intensive. They can not handle minor distortion 
in the shape, change in scale and do not give good matching results over a wide range 
of industrial objects. 
The use of the length information in addition to the vertex angle can be of help. 
Yet, the matching of an object image to a portion of the occluded image boundary 
becomes “highly” probabilistic regardless of the polygonization method or the 
clustering method used. Consequently, a large amount of computational effort is 
required to filter out noisy information included in the image data.   
McKee and Aggarwal’s approach [24] could recognize translated, rotated, scaled 
and occluded objects, but allows only one object to be in the field of view. Bolles and 
Cain [25] require that the object be in a plane parallel to the image plane, and require 
precise knowledge of scale. Their method could recognize objects which may be 
identified by several local features such as corners and holes. The segment matching 
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method works for objects which lack easily located local features. Ballard’s 
generalized Hough transform [26] may also be used for objects of this type.  
1.4 Our scheme 
From the literature review presented in preceding section, existing object 
recognition methodologies can not solve partial occlusion problem perfectly and 
efficiently. From our research, we find that curve moment not only inherit the 
advantages of traditional moment invariants, but also improve greatly on 
computational efficiency. Moreover, the invariance of curve moment also hold when 
it is applied on a portion of object boundary. All these inspiring properties make curve 
moment a potential descriptor for object recognition involving partial occlusion 
problem. In our research, we have developed a methodology to solve object 
recognition involving partial occlusion problem based on curve moment descriptors. 
In this thesis, we use curve moment invariants as the feature of object to recognize 
the objects. We first preprocess the image and extract object boundary from enhanced 
image. After that, we partition the object boundary into segments that each consist of 
3 consecutive corners. Then, the seven orders curve moments for each segment are 
calculated and served as the features in our recognition method. Hierarchical 
matching is performed between the object in the scene and the models in the database.  
To explain more explicitly, we summarize the whole procedure as follows: 
I. Model database construction 
In this project, the recognition system is model-based.  Just like a human being 
who can only identify an object which he has seen previously, a computer aided 
vision system or robot can only identify an object whose related information has been 
stored into a knowledge database.  We call this database a “model”, and the object 
being recognized a “scene”. Figure 1.2 presents the recognition system.  
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Figure 1. 2     Recognition system 
 
This procedure can be divided into two steps: 
1) Image pre-processing: 
Choose a set of good quality images as the candidates of the model database. Then 
we preprocess these candidate images with the image processing techniques, such as 
noise removal, edge detection and boundary tracking, to obtain the boundary of the 
interested model object.  
2) Feature Extraction.  
Break object boundary into piece-wise segments, calculate the features associated 
with these segments and construct the feature matrix of model objects. 
3) Construct the model database.  
Quantify these features and store them into the database. Thus, the feature 
matrices stored in the database are now representing this object. This procedure is 
often done off- line to shorten the time required for later recognition. 
 
Model n 
… …  
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II. Object Recognition 
      It can be divided into the following four steps: 
1) Image pre-processing: 
Similar to the image processing in the first stage above, we obtain the boundary of 
the scene object. 
2) Feature extraction: 
Feature matrix of the unknown scene object is constructed using the methods 
described in Stage I above. Quantify these features and store them into a temporal file.  
3) Recognition: 
After we have obtained all the features of the unknown scene object, we open a 
model database and extract the model objects one by one. Then, we construct a 
difference table between the features of the model object and those of the scene object. 
In this table, a threshold is given empirically to check the distance between two 
corresponding segments in the scene and the model database. If insufficient  possible 
matching segments are obtained, we match it with the next model object again 
following the same procedure. We loop the above procedure until we find enough 
possible matching segments, then it is said that we have found possible matched 
model object. After we searched all the model objects in model database, if still no 
match is obtained, we conclude that the object in the scene could not be recognized. It 
is supposed that this might be a new object. If we add this new object into the 
database, the database is updated. And next time when the similar object occurs, it 
would be recognized.   
Most of our work shown in this thesis has been published and presented in the 
seventh IASTED international conference (Computer graphics and imaging), held in 
Hawaii, USA on August, 2004 [27]. During the conference, our work has gained 
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positive comments and valuable suggestion. Some improvement has been added in 
this thesis. 
 
1.5 Organization of the thesis 
The thesis is organized as the following: 
l In Chapter 1, we have given a brief introduction of our research scope and 
objective. A literature survey of related works is conducted. 
l In Chapter 2, the theoretical background of curve moment invariants is briefly 
introduced. The advantages of curve moment which are useful for our research topic 
are discussed. 
l In Chapter 3, the detailed procedure of our recognition system is presented, 
including preprocessing, boundary segmentation, feature extraction and matching. 
l In Chapter 4, Experimental results are presented in order to illustrate the 
robustness of our proposed representations to similarity transformation, noise and 
partial occlusion. 
l In Chapter 5, conclusion of our research work is given and some limitations  of 
our algorithm are discussion. 
 
1.6 Our contributions 
In general, our work makes important contribution to the field of two-dimensional 
partially occluded object recognition in the following aspects: 
1. We have analyzed the useful properties and advantages of the curve moment 
invariants which can serve as the robust features for our specific recognition system. 
2. We also developed a recognition system which can effectively and efficiently 
recognize not only standalone but also partially occluded objects. 
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3. Advantages and limitation of proposed recognition algorithm has been 
discussed, possible future work has been described. 
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CHAPTER 2  
 
THEORY OF CURVE MOMENT INVARIANTS 
 
2.1 Introduction 
Moment functions have a broad spectrum of applications in image analysis, such 
as invariant pattern recognition, object classification, pose estimation, image coding 
and reconstruction. A set of moments computed from a digital image, generally 
represents global characteristics of the image shape, and provides a lot of information 
about different types of geometrical features of the image. The feature representation 
capability of image moments has been widely used in object identification techniques 
in several areas of computer vision and robotics. Geometric moments were the first 
ones to be applied to images, as they are computationally very simple. With the 
progress of research in image processing, many new types of moment functions have 
been introduced in the recent past, each having its own advantages in specific 
application areas.  
The first momentous paper on the application of moments to image analysis was 
published by Hu [28] in 1962. He used geometric moments to generate a set of 
invariants which were used for automatic character recognition. Subsequently, the 
method based on geometric moment invariants was used in pattern recognition by Alt 
[29] in 1962, ship identification by Smith [30] in 1971, aircraft identification by 
Dudani [31] in 1977, pattern matching by Dirilten [32] in 1977, and scene matching 
by Wong [33] in 1978. Sadjadi [34] extended the definition of moments into three 
dimensions and derived the corresponding invariants. In 1980, Teague [35] introduced 
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orthogonal moments and provided the basic concepts and applications of Legendre 
moments and Zernike moments. Reddi [36] extended the geometric moments to radial 
moments and provided a generalized framework for deriving radial and angular 
invariants in 1981. A more general notion of complex moments was introduced by 
Abu-Mostafa [37] in 1984, and he developed methods to derive geometric moment 
invariants from complex moments, and analyzed their properties in terms of 
information redundancy and noise sensitivity. You [38] introduced performance 
evaluation of shape matching using moment  invariants in 1984. By the year 1985, 
moment functions had been established as a very useful tool in extraction image shape 
features. Cyganski and Orr [39] treated moments as contravariant symmetric tensors 
in 1985, and developed methods for relating affine transformations between image 
pairs for object identification and orientation determination. New application areas 
like, template matching by Goshtasby [40] in 1985, and attitude determination by 
Bamieh [41], in 1985, also emerged as potential uses of moment functions.  In 1988, 
Teh and Chin [42] evaluated a number of moments, most of which are orthogonal 
moments, such as regular moments, Legendre moments, Zernike moments, pseudo-
Zernike moments, rotational moments, and complex moments, and addressed some 
fundamental questions, such as image presentation ability, noise sensitivity, and 
information redundancy. Gupta [43] in 1988 and Mingfa [44] in 1989 constructed 
pattern recognition system with moment invariants. Reeves [45] and Lo [46] 
introduced 3D shape analysis using moments in 1988 and 1989 respectively. Ngan 
[47] introduced fuzzy quaternion approach to object recognition using Zernike 
moment invariants in 1990. Super [48] represented a new approach of extraction of 
shape information from texture using local spectral moments in 1995. R. Mukundan 
and S. H. Ong [49] also introduced Tchebichef moments, a new set of orthogonal 
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moment functions based on the discrete Tchebichef polynomials  in 2001. Chen [50] 
and Andrzej [51] presented another improved moment invariants-curve moment  
invariants, they are quite similar to Hu’s area moment invariants, but require only the 
computations along shape boundaries, which tremendously reduces computational 
efforts.  
However, so far all pattern recognition applications using moments and curve 
moments rely on the entire region or the boundary of the object of interest. Therefore, 
they belong to global approaches, and are not applicable for the recognition of 
partially occluded object recognition.  In this project, we will define the new curve 
moment and apply the curve moment invariants to the structural approach. 
 
2.2 Traditional moment invariants 
Let image intensity function ),( yxf  be 1 over a closed and bounded region R and 




pq òò= ),( , for p, q=0, 1, 2…                                                   (2.1) 
Equation (2.1) has the form of the projection of the function ),( yxf onto the 
monomial qp yx . 
R. Mukundan and  K.R. Ramakrishnan summarized some properties of the 
moments [52]. 
Uniqueness theorem : Assuming that the intensity function ),( yxf  is piece-wise 
continuous and bounded in the region R, the moment sequence { }pqm  is uniquely 
determined by the intensity function ),( yxf and conversely. 
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Existence theorem: Assuming that the intensity function ),( yxf  is piece-wise 
continuous and bounded in the region R, the moments pqm of all orders exist and are 
finite. 
 















y = .                                                                                          (2.2) 








)()(                                                                          (2.3) 
It can be easily verified [43] that the central moments up to the order 3£+ qp  
can be computed by the following formulas: 
0000 mu = , 101111 mymu -=  
010 =u , 10
2
203030 23 mxmxmu +-=  
001 =u , 10
2
02111212 22 mymxmymu +--=  
102020 mxmu -= , 01
2
20112112 22 mxmymxmu +--=  
010202 mymu -= , 01
2
020303 23 mymymu +-=                                                    (2.4) 
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The central moments are invariant to translation. They can also be normalized to 
be invariant to a scaling change by the following formula. The quantities in equation 










g , for ,...3,2=+ qp                                              (2.5) 
The following moment invariants were derived by Hu [28] shown to be invariant 
to scaling, translation and rotation. Hence, they were frequently used as features for 
shape recognition: 
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The advantages of traditional moment over other recognition features in shape 
representation are: 
 
· Less computationally demanding and easy to implement. 
· Use a single value as the feature, easy for matching. 
· Uniqueness. 
· Invariant to shape translation, rotation and scaling. 
· Less noise-sensitive. 
 
2.3 Curve moment invariants 
Chen [50] provided a significant improvement such that the moment invariants are 
computed based only on the shape boundary, and hence they are even more 
computational efficient. Based on our research, we understand that the curve moment 
have transformation invariance not only for the curve but also for the curve segment. 
The followings are the definition of curve moment, whose invariants we are going 
to use as object feature. 
We modified the moment definition in equation (2.1) using the shape boundary 




pq dsyxm , for p, q=0, 1, 2…                                                                      (2.7) 
where ò
C
is a line integral along the curve C, ))()(( 22 dydxds += , the central 




pq dsyyxxu )()( ,                                                                                 (2.8) 











y =   .                                                                








)()(                                                                               (2.9) 
 
2.3.1 Shape representation of curve moments 
The curve moments of different orders represent different spatial characteristics of 
the image intensity distribution. The physical interpretation of some of the curve  
moments of an image is described below. 
By definition, the moment of order zero ( 00m ) represents the total intensity of 
curve: the geometrical length of curve. 
The first-order functions 10m  and 01m  provide the intensity moment about the x-
axis, and y-axis of the curve respectively. The point (x , y ) gives the geometrical 
center of the curve. For example, the point (x , y ) of a straight line segment is the 
mid-point of the straight line segment; the point ( x , y ) of a circle is the center of the 
circle. It is often convenient to evaluate the moments with the origin of the reference 
system shifted to the intensity centroid of the image. This transformation from normal 
moments to central moments by the equation (2.8) makes the moment computation 
independent of the position of the image reference system. From the definition of 
central curve moments, we have  
0000 mu = ;  00110 == uu                                                                                     (2.10) 
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The second-order moments are a measure of variance of the image intensity 
distribution about the origin. The central moments 20u , 02u  give the variances about 
the mean (centroid). The covariance measure is given by 11u . The second-order central 
moments can also be thought of as the moments of inertia of the curve about a set of 
reference axes parallel to the image coordinate axes, and passing through the intensity 
centroid. The principal axes of inertia of the curve are defined as the set of two 
orthogonal lines through the image centroid, which when used as the reference system 
makes the product of inertia component ( 11u ) vanish. The moments of inertia ( 20u , 02u ) 
of the curve about this reference system are then called the principal moments of 
inertia of the image. 
The third-order moments 30u , 03u  denote skewness of the curve projections. 
Skewness is a statistical measure of the degree of deviation from symmetry about the 
mean. If an image is symmetrical about the line 0xx = , then 030 =u . We can therefore 
consider 30u  as a measure of departure from symmetry about the mean axis 0xx = . 
The fourth-order moments 40u , 04u  denote kurtosis of a curve. In statistics, 
kurtosis is a measure of the flatness or peakedness of a curve.  
The above discussion shows how curve moments of different orders characterize 
different features of a curve. In several applications, it is further required to have a 
unique set of shape descriptors which are invariant with respect to image 
transformations such as translation, rotation and scaling. The invariant shape features 
will therefore represent one particular view of an object, irrespective  of the distance 
between the camera and the object, as well as the pan and roll angles of the camera. 
The next section describes the invariant functions of curve moments. 
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2.3.2 Curve moment invariants  
Functions of curve moments which are invariant with respect to image-plane 
transformations are very useful in object identification and pattern recognition 
applications. For example, in the area of optical character recognition, a set of shape 
features computed for a character must be capable of identifying the same character 
with possibly a different size and orientation. Curve moment invariants constitute one 
such set of descriptors which can be used under affine transformations of an image. 










h  for qp + =2,3…                                                        (2.11) 
The curve moment invariants af have the same definition as (2.6). Now, we shall 
prove that the curve moment is invariant to translation, rotation and scaling.  
Obviously, the central moments (2.8) are invariant to translation. The following 
two theorems show normalized central curve moments are also scaling- invariant, and 
provide an alternative and intuitive proof of rotation invariance for the curve moment 
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Theorem 1. For pqm  defined in equation (2.8), normalized central curve moments 
in equation (2.11) are scaling- invariant. 
Proof. Suppose C is a smooth curve in the plane, pqm  is the central moment of 
curve C , C¢ is the curve obtained by homogeneously rescaling the coordinates by a 
factor r , and pqm ¢  is the central moment of curve C¢ , then 
[ ] [ ]
[ ] [ ]





































00 length of curve CrC =¢                                                      (2.14) 


























                                                             (2.15) 
Thus, 100 )(
++qp
pq uu is invariant to a homogeneous scaling. 
 
Theorem 2. Suppose C is a smooth curve in the plane and C¢  is the curve obtained 
by rotating C an angle q  clockwise, then  
                                                kk ff =¢      for  71 ££ k                                     (2.16) 
                                                                                                                              22 
where kf ¢  is the curve moment invariants of the curve C¢ , kf  is the curve moment 
invariants of the curve C . They both are defined as in equation (2.6) by using 
normalized central curve moment pqh  in equation (2.11) for ,......3,2=+ qp  
Proof.  
Suppose pqu¢  is the central moment of curve C¢and pqu  is the central moment of 
curve C . 
[ ] [ ]














                          (2.17) 
Note that dssd =¢ . We shall prove 11 ff =¢  and 22 ff =¢  as examples. For 73 ££ b , 
bb ff =¢  can be similarly proved after tedious computations by using the trigonometric 
identities, 1sincos 22 =+ qq , 1)sincos3(sin)sincos3(cos 223223 =-+- qqqqqq . 
Since, the length of a plane curve is invariant under rotation, that is, 0000 uu =¢ , 
from equation(2.6), we have 
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Therefore  
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11 ff =¢  
Again from equation (2.6) we have 
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[ ] [ ]{ }























































































          (2.19) 
Therefore 
22 ff =¢  
 
2.3.3 Analysis and solution of curve moment invariants as the feature  
The moment features computed from images can be used to identify the object, 
irrespective of the position and orientation of the image in its plane. A set of moment 
functions of a particular image is referred to as a feature vector. A set of feature 
vectors can be used to represent a class of patterns, or a set of different views of an 
object.  
The selection of an appropriate feature vector for a particular pattern matching 
application is generally based on the following aspects: 
1. Information content: The number and order of moments needed to 
adequately and unambiguously represent the shape features. 
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2. Robustness: Sensitivity of the components of feature vectors to image noise, 
spatial quantization, and intensity quantization 
3. Information redundancy: Capability of the components of feature vectors to 
characterize independent image features. 
 
Moments of different orders usually exhibit large dynamic range variations. 
Therefore, the moments in a feature vector will have to be appropriately weighted to 
get a balanced representation of the different components of the image shape. In this 
project, we use the logarithm of curve moment as the feature values of objects. 
It is evident that lower order moments capture gross shape information and high 
frequency details are filled in by higher order moments [53]. Higher order moments 
are more sensitive to noise and quantization effects, and can lead to mismatches in 
pattern recognition algorithms. Moments of orders higher than four are not commonly 
used in feature vector construction. In this project, all curve moment invariants consist 
of a set of second and third order moments.  
Some problems of curve moment invariants still exist. Teague [35] implied that 
the basis set qp yx is not orthogonal. It causes the information content of pqm ’s to have 
a certain degree of redundancy. In practice, the exact invariance is not obtained 
because the digitalization of the image function is in the discrete form rather than a 
continuous one. These problems will influence the effect of curve moment invariants 
as the object features. 
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CHAPTER 3   
 
RECOGNITION ALGORITHM USING CURVE 
MOMENT INVARIANTS 
 
The shape representation characteristics of moment functions have been 
effectively used in recognizing object features from images. The most common 
method adopted in moment based recognition algorithms is the comparison of feature 
vectors of a set of reference images (model images) with the given image of an 
unknown object (scene object). The feature vectors are constituted by invariant 
functions of moments of different orders, so that the shape characteristics of the image 
are available with the required level of detail, and at the same time are invariant with 
respect to camera position and rotation angle. Our approach belongs to the same 
category; except that our features are local features which are robust to partial 
occlusion.  
In this chapter, our approach of recognition of partially occluded objects using 
curve moment invariants is explained step by step. The flowchart in Figure 3.1 
illustrates the procedure of our recognition system. For the following explanation, a 
pair of pliers in Figure 3.2 is used to demonstrate the proposed recognition algorithm.   
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Figure 3. 2     An example: the pair of pliers 
Image pre-processing 
Boundary segmentation 
Compute the curve moment 
Construct the model database 
Image in model 
Boundary segmentation 
Compute the curve moments 
 Feature extraction 
Recognition 
Image in scene 
Image pre-processing 
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3.1 Image pre-processing 
Images captured by CCD camera are usually suffered from problems such as 
insufficient illumination and other environmental conditions. So the captured images 
need to be preprocessed before constructing a model database. This image is normally 
represented by a matrix in computer, in which each element represents the grey level 
of corresponding pixel. In order to increase the chances of successful recognition, we 
need to enhance the images quality and simplify the image to make it suitable for 
further processing. We call this collection of steps “pre-process”. The pre-process 
includes the following steps: 
Noise Removal -> Binarization-> Edge Detection ->Boundary Tracking.  
 
3.1.1 Noise Removal 
Real images are often degraded by some random errors: the result of the  
degradation is usually called noise. Noise can occur during image capture, 
transmission, or processing, and maybe dependent on, or independent of, image 
content. Some common types of noises are: quantization noise, impulsive noise, and 
white noise.  
Quantization noise could occur when insufficient quantization levels are used, for 
example, 50 grey levels for a monochromatic image. In this case false contours might 
appear. 
Impulsive noise appears in an image which is corrupted with individual noisy 
pixels whose brightness differs significantly from that of the neighborhood. The term 
salt-and-pepper noise is used to describe saturated impulsive noise. An image 
corrupted with white and / or black pixels is an example. Salt-and pepper noise can 
corrupt binary images seriously. 
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White noise is idealized noise and its intensity does not decrease with increasing 
frequency. A special case of white noise is Gaussian noise, which contains variations 
in intensity that follows a Gaussian distribution. Gaussian noise is a very good 
approximation of noise that occurs in many practical cases. 
In this project, based on the  assumption that the images of objects contains only 
Gaussian noise and based on which we shall design the noise filter. Note that it is also 
reasonable to assume that the noise introduced by CCD camera acquisition follows 
the Gaussian distribution. 
There are two general approaches for reducing noise in the image: one is based on 
spatial domain, the other is based on frequency domain. In our work, the noise 
reduction is carried out in spatial domain.  
Suppose that a 2-D image can be expressed as a function ),( yxf . For image 
processing, the 2-D zero-mean discrete Gaussian function is 





yxyxG +-=                                                      (3.1) 
which is used as a smoothing filter. A large s implies a wider Gaussian filter and 
hence greater smoothing effect. Thus the degree of smoothing must be adjusted to 
achieve a compromise between excessive blurring and insufficient noise reduction. 
The process of noise removal can be expressed in the following equation:  
                ),(*),(),( yxfyxGyxh =                                                             (3.2) 
 where ),( yxh  is the resulting image after image processing and * is the convolution 
operator. 
Smoothing the image ),( yxf  with ),( yxG  is separable: 









                                                                         (3.3a) 




222 ),( 2/)(exp s                                                 (3.3b) 














2222 ),()2/exp(*)2/exp( ss                       (3.3c) 
The summation in brackets is the convolution of the input image with a vertical 1-
D Gaussian function. The result of this summation is the input to a second 
convolution with a horizontal 1-D Gaussian. Thus, the amount of computation 
required for a 2-D Gaussian filter grows linearly with the width of mask of the filter 
instead of quadratically.  
We use a 3*3 spatial Gaussian filter to convolve the input image to remove noise. 















                                                                 (3.4) 
As the above Gaussian filter has smoothing effects that tend to blur the features of 
an input image, from experiments, we applied the filter four times to achieve a good 
compromise between excessive blurring and insufficient noise reduction. After this 
processing, a relatively good quality image is obtained and is ready for subsequent 
image processing. 
 
3.1.2 Binarizing an image 
Binary images, a black-and-white or silhouette image, corresponds to the simplest 
and yet one of the most useful image types used widely in a variety of industrial and 
                                                                                                                              30 
medical applications. In general, a binary image is a representation of scenes with 
only two possible gray values for each pixel, typically 0 and 1. Often, binary images 
can be understood intuitively as including only two types of elements: the object(s), 
which define the foreground, and background. In this project, it is henceforth 
assumed, in binary images, that the foreground is represented by 0 (black or dark), 
while the background is represented by 255 (white or bright). 
Binary images are especially important in the context of this project, mainly 
because shapes are herein understood as connected sets of points. Consequently, the 
pixels of an image can either belong to a shape, being marked as “0”, or not, indicated 
by “255”. It is worth noting that objects to be processed using 2D shape analysis 
techniques can frequently be represented as a binary image. Such a binary image 
provides a silhouette- like representation of the object, or of its constituent parts. For 
instance, we can easily apply efficient algorithms to process the image data.  
Clearly, 2D shape analysis from binary images remains a particularly popular 
approach in many practical situations. Binary image processing has several 
advantages:  
· Easy to acquire: simple digital cameras can be used together with very 
simple frame stores, or low-cost scanners, or threshold may be applied to 
grey- level images.  
· Low storage: no more than 1 bit/pixel, often this can be reduced as such 
images are very amenable to compression (e.g. run- length coding).  
· Simple processing: the algorithms are in most cases much simpler than 
those applied to grey- level images.  
Our recognition system only deals with the shape of object, hence, to simplify 
further processing; we binarize the grey level image obtained by CCD camera to 
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binary image. The simplest and most popular method to create a two-valued binary 
image is to apply a simple threshold so that all the pixels in the image plane are 
classified into object and background pixels. Intensity histograms are a tool which 
simplifies the selection of thresholds.  
The gray levels in Figure 3.2 have the histogram shown in Figure 3.3. The 
intensity histogram of the Figure 3.2 is bimodal. We can see tha t it has two nice clear 
peaks, corresponding to the background and foreground objects. So we choose 
median grey value-190 as the threshold to binarize the gray value images.  The 
algorithm of image thresholding is shown in Appendix A. 
In this project, for simplicity, we assume the image’s histogram is bimodal, so that 
we can obtain good results of binary images using the method introduced above. 
 
Figure 3. 3     The histogram of the pliers  
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3.1.3 Edge detection 
To detect the edges in a binary image, the most intuitive way is based on the fact 
that a boundary pixel is a pixel that belongs to the object (i.e., its grey level value is 0) 
and has at least one background pixel as a neighbor. In case an 8-neighborhood is 
adopted, then 4-neighborhood connected edges are obtained. Otherwise, if 4-
neighhood is adopted instead, then the resulting edges are 8-connected. Figure 3.4 
illustrates this concept. The interior pixels belong to the object and are surrounded by 
pixels also belonging to the object. Considering that each pixel ),( yxp  has four 
neighbors, i.e., above )1,( +yxp , below )1,( -yxp , to the right ),1( yxp + and to the 
left ),1( yxp - , if ),( yxp is a black pixel and its four neighbors have at least a white 
pixel, we say that ),( yxp is a boundary pixel. The algorithm is introduced in 
Appendix B. The algorithm takes as input a binary image p and produces another 
binary image h with boundary points valued black. The algorithm can be easily 
modified in order to deal with alternative neighborhoods. 
 
Figure 3. 4     The shape boundary concept 
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By applying the above edge detection method, we can obtain the outline of the 
image. Figure 3.5 shows the result of edge detection of the pliers shown in Figure 3.2. 
 
                      
 
Figure 3. 5     Result of edge detection 
 
 
3.1.4 Boundary tracking 
After edge detection, the outline of the object in the image is obtained. However, 
the edge pixels are only a cluster of unordered points, which have no meaning unless 
they are properly organized. Thus we need to serialize these points fo r further feature 
extraction and calculation. An important way of representing a boundary is the so-
called parametric representation. The process of obtaining this type of parametric 
representation is henceforth referred to as boundary tracking. Normally, the 
parametric representation of this boundary is obtained by initially defining an 
arbitrary starting point and traversing the boundary from this point onwards. The 
boundary can be traversed clockwise or counterclockwise. If the curve is opened, the 
boundary is traversed from one extremity to the other; and if it is closed, the tracking 
is terminated when the trace travels back to the start point. The boundary is expected 
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that there should be no gap along the curve. Each pixel on the image boundary is 
represented by a pixel number; these numbers run sequentially starting from an 
arbitrary pixel point.  
There are several types of traditional boundary tracking algorithms, such as 4-
neighbour method, 8-neighbour method or the mixture of these two. For 4-neighbor 
and 8-neighbour methods, if we want to track the boundary clockwise, we define the 













    Figure 3. 7     8-neighbour tracking diagram 
 
The number represents the priority when we do the next search, the smaller the 
number, the higher is the priority. When we want to make the next search, the 
direction “0” has the higher priority than the direction “1”, “2”, and so on.  
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Our boundary tracking method is slightly different form the traditional 8-
neighbour tracking method. The detail process and implementation consideration is 
explained in the below.  
1. First, an initial point belonging to the boundary of the object must be selected. 
A simple approach to implement this initial step is to search line after line (i.e., 
from left to the right, from top to bottom, as in Figure 3.8(a)) until a black 
pixel is found. After identifying the starting pixel, the algorithm 
circumnavigates the connected object until the starting pixel is revisited, 
indicating the completion of the task (Figure 3.8(b)). In fact, in order to obtain 
the parametric boundary, it is sufficient to store the pixels’ coordinates of the 
path tracked along the boundary. In this project, we use the 8-neighbour chain 
code method following the clockwise direction, as shown in the example in 
Figure 3.8(b).  
2. Once the starting pixel has been found, the algorithm has to decide which is 
the next boundary pixel is. At each step, a search for the next neighbor pixel is 
carried out by placing the mask of 8-neighbour chain code as shown in Figure 
3.7 in such a way that its central position lies over the current boundary pixel. 
The next pixel will be one of the neighbors labeled 0, 1, …  , 7. In the initial 
case, where the current boundary pixel is the starting pixel, the algorithm only 
tests the neighbors 0, 1, 2, and 3. The other neighbors should not be tested 
since they have already been verified during the previous scanning line search 
(Figure 3.9). Therefore, neighbor 0 is a candidate if it is a black pixel. 
Neighbor 1 is a candidate if it is a black pixel, and so forth. In brief, at this 
initial step the method chooses the first candidate that it finds, searching from 
0 to 3.  





Figure 3. 8     Schemes illustrating the boundary tracking algorithm 
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Figure 3. 9     Positions already verified by the initial scanning line search 
 
3.  After the second boundary pixel is found, the algorithm proceeds to track along 
the boundary in an analogous, but slightly different manner. The algorithm 
needs 2 important variables at each step:  the current boundary pixel, denoted 
by [ ]nE  and the direction followed from the previous neighbor to the current 
pixel, denoted by pcd . The direction from the current pixel to the previous one, 
denoted as cpd , can be calculated from pcd , and we assume that there is a 
function )(dinvert that implements this task, which is illustrated in Table 3.1. 
The function )(dinvert can be evaluated using the Equation 3.5. 
)8,4mod()( += ddinvert                                                                     (3.5) 
The above equation uses the modulus function ),mod( yx , which returns the 
remainder after the division of x by y, i.e. 
)/(),mod( yxflooryxyx ´-= , 0¹y                                               (3.6) 
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which )(xfloor  rounds the elements of x  to the nearest integers towards 
minus infinity. 
 
Table 3. 1     The invert function 










It is now desired to find the next pixel and the direction from the current pixel 
to it (denoted as cnd ). Starting from cpd , the algorithm tests the neighbors (in 
clockwise direction) in order to find the boundary pixel candidates, which is 
done in an analogous way to the above-explained initial step. The method 
chooses the first candidate (a black pixel) from the 8-neighbor chain code 
direction as the next pixel. Nevertheless, differently from that case, the last 
candidate (and not the first one) is taken as the next boundary pixel. Therefore, 
in the present example, the direction cpd  from the previous to the current pixel 
is 6, implying cpd =2. The algorithm tests the neighbors from cpd =3, 4, … , 7 
to cpd =1 following the 8-neighbor chain code direction. The first black pixel 
is looked at as the candidate of the next pixel. After the completion of such a 
procedure, the vector [ ]nE  will store the information of the boundary pixels. 
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4.  The above algorithm stops when it reaches the starting point again, indicating 
that the object has been circumvented. The complete approach is shown in 
Appendix C. 
Finally, the object boundary can be represented by a set of serialized points in 
parametric form  
)}(),({ tytxC = ,                                                                         (3.7) 
where t is the path length of the curve, )(tx   and )(ty  are x - and y - coordinates of 
the curve at path length t .  
The above two sequences of values can be thought of as two discrete signals and 
plotted as shown in Figure 3.10. In addition, both the starting point and the tracking 
direction (clockwise or counterclockwise) should be defined by convention and used 
in a consistent fashion. This allows the set of points that compose the parametric 
contour (or the sets of x and y coordinates) to be indexed in terms of increasing 
parametric values. An example is the parameter t, in this case corresponds to the order 
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Figure 3. 10    Parametric contour representation of 
pliers shown in Figure 3.2 
 
 
It is worth noting that such signal representation of boundary depends on the 
starting point in the sense that changing such point implies the whole signal will be 
shifted ( to the left or to the right, depending on the situation) along the parameter (i.e., 
t-) axis. 
 
3.2 Boundary segmentation 
3.2.1 Smoothing the boundary 
Pattern recognition involving scaling and occlusion has been considered to be one 
of the most difficult problems in computer vision. Partition is one of the fundamental 
steps to solve the occlusion problem so that the features of each segment are 
independent of other segments. Attneave [54] pointed out that points at which the 
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has maximum absolute curvature, from a Gaussian smoothed boundary [55, 56] as the 
breakpoints to partition the object boundary into segments. 
In order to eliminate the false concavities and convexities caused by the discrete 
error and noise, the curve of an object boundary is smoothed by a Gaussian filter first.  
Let ),( stg  be the Gaussian kernel 






s tetg -=                                                                     (3.8)    
where s  is the filter width of the Gaussian kernel. By changing the value of  s , we 
can get Gaussian kernels at various scales. 
Smoothing curve C  with ),( stg  is the equivalent to convoluting )(tx  and )(ty  
with ),( stg , i.e., 






2 22                                    (3.9a) 






2 22  ,                                  (3.9b) 
where * is the convolution operator, )(tX  and )(tY  are the x - and y - coordinates of 
the smoothed curve at path length t. 









=                                                                                (3.10) 
where &X , &Y , &&X  and &&Y  are the first and second derivative of X t( )  and Y t( ) , 
respectively.  They can be expressed as follows: 























2 .                                     (3.11) 
 In the discrete representation of a curve, the path length t takes the integer values. 
x t( )  and y t( )  can be expressed by the following equations for a closed curve C ,  
that is, 
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                .                                         (3.12b) 
where NC  is the number of points on C . The indices of the points on the closed 
object curve are numbered from 0 to 1-CN .  The two last conditions in both Equation 
3.12a and Equation 3.12b are to handle eventual occurrence of t taking values outside 
this range. 
In this case, Equations 3.9a and 3.9b can be replaced by the following equations: 
X t x t g t x t u e u
u
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Y t y t g t y t u e u
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2 22  .                                         (3.13b)  
In our implementation, equation (3.13a) and (3.13b) are finally be approximated 
by  
X t x t g t x t u e u
u
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ueutytgtytY & .                                        (3.14b) 
Finite differences to approximate the differentiation operators in Equation 3.11 are 

















                                                                   (3.15) 
Figure 3.12 shows the Gaussian smooth filter effects on the outline of the wrench 
shown in Figure 3.11.  When the filter width s  is increased, the details of the outline 
become coarser and coarser. 
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                               ( a )                                                                ( b )      
  
                                                                  ( c )                                                                   
 
Figure 3. 12    Point curvatures of a wrench outline smoothed by a Gaussian 
filter with different widths  
                     ( a )  Smoothed with s = 2                    ( b )  Smoothed with s = 8     
                     ( c )  Smoothed with s = 29                   
 
Based on experimental results, the Gaussian filter with width s =5 is used for 
smoothing in this thesis.  
                                                                                                                              45 
3.2.2 Extracting the corner point 
For each point along the boundary, we will calculate the Curvature according to 
Equation 3.10 and obtain a sequence of curvature values. Next a two-pass algorithm is 
applied to find the maximum absolute curvature points as the corner points.  
In the first pass, the sequence is scanned and a threshold is determined from 
experiments to filter the non-candidate points which do not have significant curvature. 
If the curvature of a point is greater than the threshold, we will keep this point; 
otherwise, it will be removed from the sequence. By doing so, we can suppress most 
of the non-candidate points.  
After the first pass, most of the non-candidate points are eliminated and only the 
high curvature points remain. The sequence is divided into several smaller sub-
sequences. However, in the neighborhood of a corner, several high curvature points 
still exist because of Gaussian smoothing. Finally, we only select the points with the 
local maximum curvature as the corner point.  
As a result, the extracted corner points are translation and rotation invariants, but 
not strictly scale invariant. The number of corner points may be different when the 
scale of object changes tremendously. However, when using the large Gaussian filter 
for smoothing, the high curvature points are relatively stable with respect to scale 
within a reasonable range. Hence segmentation using this method has a certain degree 
of tolerance of scaling.  
Figure 3.13 shows the result of corner point extraction of the pliers in Figure 3.2. 
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Figure 3. 13    Result of corner point extraction 
 
 
3.2.3 Partitioning the boundary 
In our work, the object boundary is partitioned into segments in the way that each 
one of them consists of 3 consecutive corner points similar with the one used in [57].  
Hence, if there are N corner points the object boundary is partitioned into N segments. 
The first segment will use corner points 1, 2, and 3, the second segment will use 
corner points 2, 3, and 4, and so on, concluding with the (N-1)th segment which will 
use corner points N-1, N, and 1, and the Nth segment which will use corner points N, 
1, and 2. The use of three corner points at a time ensures that the angular information 
between adjacent segments is included in the shape information.  
For example, in Figure 3.13, Segment 1 consists of Point 1, 2 and 3. Segment 2 
consists of Point 2, 3 and 4. … …  Segment 8 consists of Point 8, 1 and 2. The result of 
boundary segmentation of the pliers is shown in Figure 3.14.  
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Figure 3. 14    The result of boundary segmentation of the pliers  
 
After boundary segmentation, we will construct the feature matrix of object. 
 
3.3 Feature matrix of object 
Curve moment invariants, 1f , 2f , 3f ,… , and 7f , of each curve segment are 
calculated based on Equation (2.6). Because the curve moment invariants of different 
orders exhibit large dynamic range, we take logarithm of curve moment invariant 
values as the feature matrix of objects. Then the feature matrix of known object is 
stored in a database and the feature matrix of the unknown object of interest is served 
as features for matching. 
3.3.1 Organization of feature matrix of object 
We have already proposed the above image processing steps. The result obtained 
is the feature matrix of curve moment invariants of the segments along the object 
boundary. In our work, these feature matrices are finally stored in a temporal file. 
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For example, in the previous steps, 8 segments have been obtained from the pliers 
in Figure 3.2. We calculate the curve moment invariants of 7 different orders to obtain 
the feature matrix, which are organized and stored in the model database for further 
object recognition purpose. Table 3.2 shows the organization of the feature matrix of 
the pliers shown in Figure 3.2.  
 
Table 3. 2     Feature matrix of pliers  
 log( 1f ) log( 2f ) log( 3f ) log( 4f ) log( 5f ) log( 6f ) log( 7f ) 
Segment1 -2.618 -5.4396 -9.3322 -11.367 -22.293 + 3.1416i 
-14.599 + 
3.1416i -21.907 





Segment3 -2.6649 -5.3784 -11.851 -11.942 -23.839 -14.631 -28.442 
Segment4 -3.825 -7.7522 -16.211 -15.663 -31.602 -19.545 -34.599 + 3.1416i 
Segment5 -2.523 -5.0902 -10.368 -12.559 -24.026 + 3.1416i 
-15.104 + 
3.1416i -26.502 
Segment6 -2.5152 -5.0655 -10.543 -12.735 -24.374 + 3.1416i 
-15.27 + 
3.1416i -28.324 
Segment7 -3.8304 -7.7389 -16.486 -16.008 -32.255 -19.878 -37.966 
Segment8 -2.6174 -5.2722 -12.234 -12.324 -24.603 -14.96 -29.265 + 3.1416i 
 
The first column of the table above represents the index of the curve segments 
running sequentially in clockwise direction. The second to eighth columns give the 
logarithm value of curve moment invariant of 7 different order from 1f , 2f , 3f ,… , to 7f  
respectively. log( if ) is the natural logarithm of the element if . We use )(tfvs (stand 
for “feature vector of segment‘t’”)  to represent the feature vector of segment‘t’ 
including log( 1f ),log( 2f ), … … , log( 7f ).  
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3.3.2 Model database construction 
 To perform on- line recognition, we need to construct the database first. The 
construction of database is done offline in order to save time for later recognition. 
For the construction of the Model Database in our work, we have selected eight 
common objects, which are mainly workshop tools, such as a screwdriver, a wrench, a 
pair of pliers, a saw, etc. The images are captured with a camera and a commercially 
available digitizer. Some images are also obtained from the Internet, which include a 
Bull Head, a flower, and a Club. The images are in the TIFF format and are supposed 
to be of one-band gray level. 
For every model object, the feature matrix is extracted. These feature matrices are 
stored in separate files as our model database. The number of curve segments will 
differ according to the shape of the object. We have also constructed one Name index 
file, which records the file names of these tables and the corresponding names of the 
models that they represent. Thus, during object recognition, our program will go to 
the Name index file to obtain the name of the model object. Model database is 
expandable, and if a new object is introduced, a new file containing the related feature 
matrix is created. And the Name index file is updated with the newly inserted model 
object. 
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3.4 Object matching 
The feature vector computed from a scene image has to be compared and matched 
with a class of feature vectors stored in the model database to establish the 
correspondence between the scene image and a model image. We discuss below the 
methods used in feature matching process.  
 
3.4.1 Segment matching 
To recognize an object in a scene using our proposed recognition system, the 
feature matrix is computed as mentioned in section 3.3.1.  
In our recognition system, object matching is equivalent to segment matching. If 
all the segments of the object in the scene are perfectly matched with a model in 
database, then it is certain that the object is presented in the scene without occlusion. 
On the other hand, if no segments are matched between object in the scene and a 
model object in the database, then we move to the next model object. For partial 
occlusion case, only part of the segments will be matched between each other.  
Figure 3.15 illustrates the segment matching between an object in the scene and a 
model in the constructed database. Suppose that we obtain M segments from a model 
object in database, and N segment from a scene object. )(tfvs , t=1,2,3,… ,N, stands 
for feature vector of segment t of the object in the scene, and )(tsfv ¢ , t=1,2,3,… ,M, 
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Figure 3. 15    Segment matching diagram 
 
 
The matching is performed in an iterative manner. Therefore, if the number of 
models in the database is huge, the computational load is also high. In order to save 
computational effort, our matching is performed in a hierarchical order. For a pair of 
segments for matching, we match their 7f  first then followed by 6f  till 1f , because 
high order curve moment invariants has a greater dynamic range than low order curve 
moment invariants. Only if all these seven moment invariants matched, we can then 
consider this two segments match. Otherwise, the matching processing will abort if 
the dissimilarity function (Equation 3.16) of any level is greater than a well-defined 





)3(sfv ¢  
)2(sfv ¢  
)1(sfv ¢  
)3(fvs  
)(Nfvs  
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denotes the threshold. We will first check, 7d , the dissimilarity value of 7f . If 7d is 
smaller than the threshold T, we will then check 6d , the dissimilarity value of 6f . 
Otherwise, we think that two segments are not matched and the matching process will 
abort. If 6d  is also smaller than the threshold T, we will then check 5d ; otherwise, the 
matching process will abort. Till all these seven moment invariants matched, we think 
two segments are matched.  





kk normnormjid fff -=                                           (3.16) 
where 71 ££ k . ),( jidk is the dissimilarity function value of kf , which represent s the 
similarity in order k of curve moment invariants, between model object and scene 
object. ikf  is the kf value of the curve moment invariant of the ith segment belonging 
to the unknown scene object, jkf  is the kf value of the curve moment invariant of the 
jth segment belonging to the known model object, ( )norm  is the norm function.  
log( if ) is the natural logarithm of the element if .  
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3.4.2 Matching criterion 
The following is the criterion to determine whether an object is found in the scene: 
Suppose nMatched is a variable describing the number of matched pairs of 
segments between the scene object and the model object and M is the number of 
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 If nMatched = M,                                                                                 (3.17) 
           then the scene object is the model object; 
If ( )12 -³> MnMatchedM ,                                                             (3.18) 
                 then the model object is present in the scene object;  
Otherwise, the model object is not present in the scene object.  
 
When we start the recognition procedure, we first open a model database and 
extract the feature matrix of a model object, then construct the distance table and 
search for matching segments. If the model object has M segments, and after 
searching, nMatched pairs are obtained. If MnMatched = , it is said the scene object 
is the model object. If ( )12 -³> MnMatchedM , it is said that the model object is 
present in the scene object. Otherwise, we discard this model object and proceed to 
another model object in the database.  
The process will continue until a match is found between the model and the scene 
object. If after having exhausted all the model objects in the database and no match is 
found, it is supposed that the scene object is a new object, and our software will ask 
whether the user would like to add this new scene object into the database. The 
database is updated if we decide to add. In future, when this object apprears in a 
scene, , the system will be able to identify this object.  
For some recognition algorithms, the hypothesis verification is applied because 
the relative positions of matched features are probably not matched. However, in our 
work, the verification of the possible matches is not needed, it is reasonable because 
every curve segment in our recognition algorithm includes the relative angle 
information of two neighborhood segments. Moreover, two adjacent segments have 
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overlaps in between, therefore a series matched segments can guarantee the match of 
object between scene object and the model object.  
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CHAPTER 4  
EXPERIMENTAL RESULTS  
In this chapter, we will describe the recognition system configuration, and present 
some experiments, using our software, to verify the curve moment is invariant to 
transformation, such as translation, rotation, and scaling, and less noise sensitive. In 
the latter case, we will also describe some experiments, using our software, to verify 
whether our algorithm is able to recognize objects, no matter whether they are 
occluded or not.  
 
4.1 Description of system configuration 
4.1.1 Hardware 
The hardware of our recognition system is composed of a CCD camera, a PCI 
image capture card which acts as a frame grabber and an Intel Pentium III PC 
(450MHz). 
The CCD camera is used to capture the object images. The PCI image capture 
card can be used to convert the captured image to a static image file in the TIFF 
format. The PC, in which the algorithms are implemented, is used to obtain the final 
intended results. 
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4.1.2 Software 
Our algorithms have been implemented using Matlab 6.5 and the embedded 
“image processing toolbox”. The image processing toolbox helps us to display TIFF 
format image and the intermediate result.  
 
4.1.3 Image data 
8 objects shown in Figure 4.1 are chosen to present the experimental result. These 
images are all 2-D, one band, and grayscale images in TIFF format (Tag Image File 
Format), a widely used format for storing image data.  
 
(I)                           (II)                        (III)                   (IV) 
  
           
    (V)                           (VI)                            (VII)                     (VIII)  
 
Figure 4. 1     Objects for the Experiments 
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4.2 Constructing the model database 
For the construction of the model database in our work, we have selected eight 
objects, which are mainly common workshop tools, such as screwdriver, wrench, 
pliers, saw and so on. And some images are also obtained from the Internet, which 
include a bull head, a flower and a club. All the model images used to construct 
database must be of high quality and placed at a fixed known orientation and with 
known dimensions.  
We apply our image processing techniques to obtain the corner points of the 
model objects, and then partition the boundary of the objects and calculate the curve 
moment invariants of every segment. Then, the feature matrices of these objects 
shown in Figure 4.1 are extracted and stored in the model database. 
Here, we show some examples from Figure 4.1 for the following discussion. 
Figure 4.2, Figure 4.3 and Figure 4.4 show the results of corner point extraction of the 
screwdriver shown in Figure 4.1(II), the flower in Figure 4.1(IV) and the pliers in 
Figure 4.1(VIII) respectively. And their feature matrices are shown in Table 4.1, 
Table 4.2 and Table 4.3 respectively. 
 
Figure 4. 2     The result of corner point extraction of a scissor in Figure 4.1(II) 
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Table 4. 1     The feature matrix of Figure 4.1(II) 
 
 log( 1f ) log( 2f ) log( 3f ) log( 4f ) log( 5f ) log( 6f ) log( 7f ) 
Segment1 -2.5165 -5.0459 -12.458 -13.786 -27.214 -17.085 -27.298 
Segment2 -2.5331 -5.0761 -12.359 -13.294 -26.2 -16.209 -27.081 
Segment3 -2.65 -5.4058 -10.265 -11.536 -22.725 -14.802 -22.848 + 3.1416i 
Segment4 -2.6282 -5.3537 -10.296 -11.744 -23.277 -15.358 -22.985 
Segment5 -2.5401 -5.0895 -12.392 -13.135 -25.933 -15.914 -27.244 + 3.1416i 
Segment6 -2.5247 -5.0621 -12.327 -13.318 -26.238 -16.197 -27.007 + 3.1416i 




Figure 4. 3     The result of corner point extraction of flower in Figure 4.1(IV) 
 
 
Table 4. 2     The feature matrix of Figure 4.1(IV) 
 
 log( 1f ) log( 2f ) log( 3f ) log( 4f ) log( 5f ) log( 6f ) log( 7f ) 





Segment2 -3.6283 -8.2728 -13.105 -14.537 -28.544 + 3.1416i 
-18.845 + 
3.1416i -28.944 
Segment3 -3.6541 -8.4229 -13.444 -13.567 -27.19 -17.926 -27.855 + 3.1416i 
Segment4 -3.8161 -7.7863 -13.583 -15.295 -30.997 -20.829 + 3.1416i -29.775 
Segment5 -3.4197 -7.5972 -13.281 -14.939 -29.717 -19.353 + 3.1416i -29.2 
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Figure 4. 4     The result of corner point extraction of Figure 4.1(VIII) 
 
Table 4. 3     The feature matrix of Figure 4.1(VIII) 
 
 log( 1f ) log( 2f ) log( 3f ) log( 4f ) log( 5f ) log( 6f ) log( 7f ) 
Segment1 -2.618 -5.4396 -9.3322 -11.367 -22.293 + 3.1416i 
-14.599 + 
3.1416i -21.907 





Segment3 -2.6649 -5.3784 -11.851 -11.942 -23.839 -14.631 -28.442 
Segment4 -3.825 -7.7522 -16.211 -15.663 -31.602 -19.545 -34.599 + 3.1416i 
Segment5 -2.523 -5.0902 -10.368 -12.559 -24.026 + 3.1416i 
-15.104 + 
3.1416i -26.502 
Segment6 -2.5152 -5.0655 -10.543 -12.735 -24.374 + 3.1416i 
-15.27 + 
3.1416i -28.324 
Segment7 -3.8304 -7.7389 -16.486 -16.008 -32.255 -19.878 -37.966 
Segment8 -2.6174 -5.2722 -12.234 -12.324 -24.603 -14.96 -29.265 + 3.1416i 
 
We also extract all feature matrices of the objects in Figure 4.1, and store them 
into the model database for further research. 
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4.3 Standalone object recognition 
In this section, we use the pliers shown in Figure 4.1(VIII) as an exemple to study 
the recognition of non-occluded objects. The pliers is enlarged by an arbitrary 
moderate scale and rotated by an unknown angle as shown in Figure 4.5. During this 
experiment, the property of invariant to similarity transformation of our proposed 
recognition system is tested.  
Experimental procedure: 
1. Following the procedure described in Chapter 3, we extract the object 
boundary and obtain corners and segmentation result as shown in Figure 4.6 
using our proposed corner detection method and segmentation method. 
2. After that, the feature matrix is computed as shown in Table 4.4. 
3. Finally, we compare the feature matrix of this “unknown” object with the 
models in the database one by one. There would not be enough matched pairs, 
until when we come to the model-pliers in Figure 4.1 (VIII). The matching 
results of this “unknown” object with the pliers in the model database are 
shown in Table 4.5. In our project, the threshold values are 0.05, obtained 
through several experiments. If any dissimilarity function value is greater than 
the threshold, the matching process stops and the low order dissimilarity 
function value needs not to be checked. The entries marked with symbol        
“-“indicate that we do not check the entries, because their high order threshold 
are not matched. The entries marked with gray indicate that the entries are 
matched. 
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Table 4. 4     Feature matrix of single scene object 














































































Table 4. 5     Matching result of scene object with the model object 
 
( )jid ,7  i=1 2 3 4 5 6 7 8 
j=1 0.0129 0.1452 0.2888 0.5915 0.1699 0.2642 0.6454 0.3598 
2 0.1463 0.0048 0.3478 0.6043 0.2439 0.2476 0.6924 0.3571 
3 0.2393 0.2676 0.0068 0.2399 0.0484 0.1256 0.2679 0.1137 
4 0.3832 0.3756 0.2032 0.0017 0.2724 0.2242 0.1009 0.1559 
5 0.1862 0.2246 0.0424 0.3202 0.0355 0.1190 0.3564 0.1528 
6 0.2808 0.2635 0.1128 0.1771 0.1635 0.0150 0.2542 0.0045 
7 0.4067 0.419 0.2253 0.1021 0.2968 0.2796 0.0110 0.2187 
8 0.2821 0.2650 0.1132 0.1746 0.1647 0.0370 0.2517 0.0066 
(a) Matching result of 7f   
( )jid ,6  i=1 2 3 4 5 6 7 8 
j=1 0.0339 - - - - - - - 
2 - 0.037 - - - - - - 
3 - - 0.0067 - 0.2194 - - - 
4 - - - 0.002 - - - - 
5 - - 0.2079 - 0.0031 - - - 
6 - - - - - 0.000 - 0.204 
7 - - - - - - 0.0014 - 
8 - - - - - 0.212 - 0.011 
(b) Matching result of 6f   
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( )jid ,5  i=1 2 3 4 5 6 7 8 
j=1 0.0311 - - - - - - - 
2 - 0.0292 - - - - - - 
3 - - 0.0094 - - - - - 
4 - - - 0.0029 - - - - 
5 - - - - 0.0039 - - - 
6 - - - - - 0.0010 - - 
7 - - - - - - 0.0019 - 
8 - - - - - - - 0.0152 
(c) Matching result of 5f  
 
( )jid ,4  i=1 2 3 4 5 6 7 8 
j=1 0.0089 - - - - - - - 
2 - 0.0040 - - - - - - 
3 - - 0.0095 - - - - - 
4 - - - 0.0026 - - - - 
5 - - - - 0.0027 - - - 
6 - - - - - 0.0007 - - 
7 - - - - - - 0.0019 - 
8 - - - - - - - 0.015 
(d) Matching result of 4f   
( )jid ,3  i=1 2 3 4 5 6 7 8 
j=1 0.0011 - - - - - - - 
2 - 0.0067 - - - - - - 
3 - - 0.0091 - - - - - 
4 - - - 0.0036 - - - - 
5 - - - - 0.0039 - - - 
6 - - - - - 0.0010 - - 
7 - - - - - - 0.0020 - 
8 - - - - - - - 0.0150 
(e) Matching result of 3f  
( )jid ,2  i=1 2 3 4 5 6 7 8 
j=1 0.0098 - - - - - - - 
2 - 0.0006 - - - - - - 
3 - - 0.0054 - - - - - 
4 - - - 0.0012 - - - - 
5 - - - - 0.0028 - - - 
6 - - - - - 0.0013 - - 
7 - - - - - - 0.0002 - 
8 - - - - - - - 0.0061 
(f)  Matching result of 2f   
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( )jid ,1  i=1 2 3 4 5 6 7 8 
j=1 0.0072 - - - - - - - 
2 - 0.0017 - - - - - - 
3 -- - 0.0054 - - - - - 
4 - - - 0.0010 - - - - 
5 - - - - 0.0026 - - - 
6 - - - - - 0.0012 - - 
7 - - - - - - 0.0001 - 
8 - - - - - - - 0.0060 
(g) Matching result of 1f   
 
From the final matching result in Table 4.5, 8 pairs of curve segments are valid 
matched pairs, nMatched=8.  The model object, the pliers, has 8 curve segments, M=8. 
nMatched is equal to M. Hence, according to the criterion represented in Equation 
3.17, we finally conclude that the scene image is the pliers in our database without 
occlusion.  
Except the experiment shown above, a huge number of similar experiments of 
different objects with different similarity transform values have been carried out. 
Experimental result proved that our recognition system can successful recognize 




4.4 Noise insensitivity 
In practice, the noise has great influence on feature extraction and object 
recognition. As a statistical quantity, the curve moment has good property of being 
less noise sensitive. Since our recognition algorithm is boundary or outline based, it is 
reasonable to add noise only on object boundary, which is a common practice in the 
testing of noise problem. To test the effect of noise to our recognition algorithm, we 
add the white noise with mean 0 and variance 2s =1 on the boundary of pliers shown 
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in Figure 4.1 (VIII). Figure 4.7 shows the image of the pliers after adding the white 
noise. Figure 4.8 shows the result of corner point extraction. Table 4.6 shows the  
feature matrix of the pliers after adding noise.  
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Table 4. 6     Feature matrix after adding noise 
 log( 1f ) log( 2f ) log( 3f ) log( 4f ) log( 5f ) log( 6f ) log( 7f ) 
Segment1 -2.6056 -5.381 -9.4984 -11.536 -22.732 + 3.1416i 
-14.826 + 
3.1416i -22.202 





Segment3 -2.6735 -5.3974 -11.815 -11.892 -23.746 -14.591 -28.202 
Segment4 -3.8283 -7.7595 -16.281 -15.708 -31.703 -19.593 -34.818 + 3.1416i 
Segment5 -2.5254 -5.0943 -10.404 -12.59 -24.105 + 3.1416i 
-15.141 + 
3.1416i -25.751 
Segment6 -2.5158 -5.0668 -10.545 -12.739 -24.383 + 3.1416i 
-15.277 + 
3.1416i -27.217 
Segment7 -3.8274 -7.7321 -16.334 -15.897 -32.012 -19.763 -37.735 
Segment8 -2.6197 -5.2766 -12.197 -12.289 -24.532 -14.927 -29.276 + 3.1416i 
 
Then we will match the scene object with the model object. The process of 
matching is the same with that of standalone object. Here, we will only give the final 
matching result 1f  in Table 4.7 which shows that the image of the pliers corrupted by 
noise can be successfully recognized. Large amount of similar experiments have been 
done, experimental results show that our algorithm has certain capability to tolerate 
certain amount of no ise. This level of tolerance is, however, problem depended. 
 
Table 4. 7     Final matching result of 1f  of noised pliers  
 
( )jid ,1  i=1 2 3 4 5 6 7 8 
j=1 0.0051 - - - - - - - 
2 - 0.0046 - - - - - - 
3 -- - 1.11e -5 - - - - - 
4 - - - 0.0004 - - - - 
5 - - - - 0.0004 - - - 
6 - - - - - 0.0016 - - 
7 - - - - - - 0.0009 - 
8 - - - - - - - 0.0004 
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4.5 Occluded object recognition 
In many industrial settings, objects are usually randomly arranged, and some of 
them may even overlap each others, thus causing occlusions and some features of the 
objects are missing. The partially occluded object recognition problem is more 
complicated than the isolated object recognition problem. When computer vision is 
used to recognize these objects, the camera will capture images of the objects which 
do not resemble the shape of the original objects. The images shown in Figure 4.9 are 
some examples of partially occluded objects. They can be recognized successfully 
using our proposed approach. 
 
       
(a)                                               (b)                                   (c) 
 
             
                 (d)                                       (e)                                      (f)          
 
Figure 4. 9     Occluded objects 
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4.5.1 Experiment 1 
In the first experiment, the image shown in Figure 4.9(a) is used.  In this figure, 
one leg of the pliers overlaps with the wrench. In addition, the pliers in the scene 
object is also different in orientation, position and scale from that of the model object 
shown in Figure 4.1(VIII) in our model database.  
We do not have any prior knowledge about the objects. We compare the objects in 
the scene with the objects in model one by one, and finally find which model objects 
appear in the scene image. The procedure is similar with the single object recognition 
presented in Section 4.5. 
First, image pre-processing is done and the boundary of the scene object is 
extracted. Then the corner points of scene object are determined and 15 corner points 
are obtained. Figure 4.10 shows the result of corner point extraction.  
 
Figure 4. 10    Result of corner point extraction of Figure 4.9(a) 
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After the boundary of the scene object is partitioned, we obtain 15 segments. 
Consequently, we calculate the curve moment invariants of each segment and 
construct the scene feature matrix. Table 4.8 shows the result of feature matrix. 
 
Table 4. 8     Feature matrix of Figure 4.9(a) 
 
 log( 1f ) log( 2f ) log( 3f ) log( 4f ) log( 5f ) log( 6f ) log( 7f ) 
Segment1 -3.6434 -8.3314 -11.216 -12.499 -24.539 -16.83 -24.949 
Segment2 -3.7277 -8.955 -12.718 -15.094 -29.043 -20.797 -30.25 
Segment3 -2.7861 -5.6932 -10.127 -11.13 -21.869 -14.625 -22.57 
Segment4 -2.6163 -5.4353 -9.3119 -11.33 -22.332 + 3.1416i 
-14.631 + 
3.1416i -21.798 
Segment5 -2.6442 -5.5185 -9.291 -11.1 -24.248 -16.296 + 3.1416i 
-21.296 + 
3.1416i 
Segment6 -2.6758 -5.4015 -11.769 -11.853 -23.664 -14.554 -28.288 
Segment7 -3.8242 -7.7541 -16.155 -15.619 -31.508 -19.504 -34.364 + 3.1416i 
Segment8 -2.5252 -5.0958 -10.345 -12.536 -23.981 + 3.1416i 
-15.084 + 
3.1416i -26.443 





Segment10 -2.8416 -5.8478 -10.399 -11.391 -22.397 -15.058 -23.089 
Segment11 -3.1345 -8.404 -10.678 -12.102 -23.545 + 3.1416i 
-16.382 + 
3.1416i -24.64 
Segment12 -2.9548 -6.0958 -10.275 -10.992 -21.636 -14.112 -23.537 
Segment13 -2.9621 -6.0252 -12.105 -11.796 -23.748 -14.845 -26.365 
Segment14 -2.6841 -5.418 -10.847 -11.96 -23.519 -15.455 -24.022 + 3.1416i 




The hierarchical matching result of the image in 4.9(a) with pliers in Figure 4.1 
(VIII) is shown in Table 4.9. It shows that 5 segments (marked with grey color in 
Table 4.9 (m) and (n) ) of the object shown in Figure 4.9(a) match with the pliers in 
Figure4.1 (VIII). The number of segments of the pliers is 8. So the minimum 
recognition threshold is 3. According to the criterion of Equation 3.18, nMatched=5, 
which is greater than the threshold, 3. Hence, we accept that the pliers in Figure 
4.1(VIII) is present in Figure 4.9(a) but with partial occlusion. 
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Table 4. 9     Matching process of Figure 4.9 (a) with Figure 4.1(VIII) 
 
( )jid ,7  i=1 2 3 4 5 6 7 8 
j=1 0.1445 0.3877 0.0354 1.36e -14 0.1459 0.2977 0.5942 0.2130 
2 0.2238 0.4407 0.1574 0.1477 9.90e -15 0.3560 0.6070 0.2800 
3 0.1180 0.0693 0.2021 0.2294 0.2709 1.43e -14 0.2418 0.0652 
4 0.2876 0.1500 0.3536 0.3753 0.3787 0.1982 1.17e -14 0.2469 
5 0.0564 0.1439 0.1464 0.1756 0.2280 0.0697 0.3222 5.62e -14 
6 0.1782 0.1140 0.2479 0.2719 0.2670 0.1109 0.1791 0.1409 
7 0.3121 0.1659 0.3776 0.3989 0.4218 0.2200 0.1012 0.2709 
8 0.1795 0.1130 0.2493 0.2733 0.2686 0.1112 0.1766 0.1419 
(a) Matching result of 7f  (Column 1 to 8) 
( )jid ,7  i=9 10 11 12 13 14 15 
j=1 0.1538 0.0592 0.1303 0.0797 0.2095 0.1765 0.2242 
2 0.0778 0.1680 0.2131 0.1792 0.2770 0.1266 0.2898 
3 0.2183 0.1837 0.1289 0.1679 0.0679 0.1872 0.0566 
4 0.3301 0.3391 0.2961 0.3267 0.2490 0.2997 0.2403 
5 0.1770 0.1268 0.0681 0.1098 0.0029 0.1499 0.0092 
6 0.2098 0.2321 0.1869 0.2186 0.1426 0.1740 0.1356 
7 0.3767 0.3633 0.3203 0.3510 0.2730 0.3485 0.2641 
8 0.2115 0.2335 0.1882 0.2200 0.1437 0.1757 0.1366 
(b) Matching result of 7f  (Column 9 to 15) 
( )jid ,6  i=1 2 3 4 5 6 7 8 
j=1 - - 0.2099 2.49e-15 - - - - 
2 - - - - 1.71e-13 - - - 
3 - 0.4289 - - - 3.29e -15 - 0.2189 
4 - - - - - - 3.64e -16 - 
5 0.2332 - - - - 0.2067 - 6.34e -15 
6 - - - - - - - - 
7 - - - - - - - - 
8 - - - - - - - - 
(c) Matching result of 6f  (Column 1 to 8) 
( )jid ,6  i=9 10 11 12 13 14 15 
j=1 - 0.2118 - 0.21278 - - - 
2 0.1342 - - - - - - 
3 - - - - - - 0.0417 
4 - - - - - - - 
5 - - 0.0842 - 0.2044 - 0.2168 
6 - - - - - - - 
7 - - - - - - - 
8 - - - - - - - 
(d) Matching result of 6f  (Column 9 to 15) 
                                                                                                                              72 
 
( )jid ,5  i=1 2 3 4 5 6 7 8 
j=1 - - - 1.10e-15 - - - - 
2 - - - - 2.71e-13 - - - 
3 - - - - - 3.75e-15 - - 
4 - - - - - - 1.46e-015 - 
5 - - - - - - - 7.63e-015 
6 - - - - - - - - 
7 - - - - - - - - 
8 - - - - - - - - 
(e) Matching result of 5f  (Column 1 to 8) 
( )jid ,5  i=9 10 11 12 13 14 15 
j=1 - - - - - - - 
2 - - - - - - - 
3 - - - - - - 0.0975 
4 - - - - - - - 
5 - - 0.0180 - - - - 
6 - - - - - - - 
7 - - - - - - - 
8 - - - - - - - 
(f)  Matching result of 5f  (Column 9 to 15) 
( )jid ,4  i=1 2 3 4 5 6 7 8 
j=1 - - - 1.05e-14 - - - - 
2 - - - - 1.37e-14 - - - 
3 - - - - - 4.04e-15 - - 
4 - - - - - - 4.54e-16 - 
5 - - - - - - - 7.79e-15 
6 - - - - - - - - 
7 - - - - - - - - 
8 - - - - - - - - 
(g) Matching result of 4f  (Column 1 to 8) 
( )jid ,4  i=9 10 11 12 13 14 15 
j=1 - - - - - - - 
2 - - - - - - - 
3 - - - - - - 0.0894 
4 - - - - - - - 
5 - - 0.0346 - - - - 
6 - - - - - - - 
7 - - - - - - - 
8 - - - - - - - 
(h) Matching result of 4f (Column 9 to 15) 
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( )jid ,3  i=1 2 3 4 5 6 7 8 
j=1 - - - 7.82e-15 - - - - 
2 - - - - 5.73e-16 - - - 
3 - - - - - 3.32e-15 - - 
4 - - - - - - 5.05e-15 - 
5 - - - - - - - 9.10e-15 
6 - - - - - - - - 
7 - - - - - - - - 
8 - - - - - - - - 
(i) Matching result of 3f (Column 1 to 8) 
( )jid ,3  i=9 10 11 12 13 14 15 
j=1 - - - - - - - 
2 - - - - - - - 
3 - - - - - - 0.1221 
4 - - - - - - - 
5 - - 0.0321 - - - - 
6 - - - - - - - 
7 - - - - - - - 
8 - - - - - - - 
(j) Matching result of 3f  (Column 9 to 15) 
( )jid ,2  i=1 2 3 4 5 6 7 8 
j=1 - - - 1.07e-15 - - - - 
2 - - - - 1.66e-15 - - - 
3 - - - - - 4.93e-16 - - 
4 - - - - - - 1.14e-16 - 
5 - - - - - - - 8.71e-16 
6 - - - - - - - - 
7 - - - - - - - - 
8 - - - - - - - - 
(k) Matching result of 2f  (Column 1 to 8) 
( )jid ,2  i=9 10 11 12 13 14 15 
j=1 - - - - - - - 
2 - - - - - - - 
3 - - - - - - - 
4 - - - - - - - 
5 - - 0.6492 - - - - 
6 - - - - - - - 
7 - - - - - - - 
8 - - - - - - - 
(l) Result after matching 2f  (Column 9 to 15) 
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( )jid ,1  i=1 2 3 4 5 6 7 8 
j=1 - - - 6.78e-16 - - - - 
2 - - - - 1.67e-16 - - - 
3 - - - - - 1.67e-16 - - 
4 - - - - - - 2.32e-16 - 
5 - - - - - - - 8.71e-16 
6 - - - - - - - - 
7 - - - - - - - - 
8 - - - - - - - - 
(m) Final matching result of 1f  (Column 1 to 8) 
( )jid ,1  i=9 10 11 12 13 14 15 
j=1 - - - - - - - 
2 - - - - - - - 
3 - - - - - - - 
4 - - - - - - - 
5 - - - - - - - 
6 - - - - - - - 
7 - - - - - - - 
8 - - - - - - - 
(n) Final matching result of 1f  (Column 9 to 15) 
 
 
4.5.2 Experiment 2 
Next, we look at the case of another occluded object shown in Figure 4.9(d). In 
Figure 4.9(d), a flower is overlapped with a saw. Two petals are occluded and can not 
be seen. The flower in the scene is also different from that in the model in orientation, 
position and image size.  
Using our image processing method, first, image pre-processing is done, and then 
the corner points are extracted. Figure 4.11 shows the result of corner point extraction 
of the object shown in Figure 4.9(d).  
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Figure 4. 11    The result of corner points extraction of Figure 4.9(d) 
 
 
Then, we partition the boundary and calculate the curve moment invariants of 
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Table 4. 10    The feature matrix of Figure 4.9(d) 
 log( 1f ) log( 2f ) log( 3f ) log( 4f ) log( 5f ) log( 6f ) log( 7f ) 
Segment1 -2.6983 -5.7499 -9.1314 -11.107 -21.571 + 3.1416i 
-14.216 + 
3.1416i -21.574 






Segment3 -3.3185 -10.114 -10.276 -12.352 -23.99 + 3.1416i -19.923 -24.037 
Segment4 -3.318 -8.9856 -10.253 -12.186 -26.22 + 3.1416i -17.11 -23.407 
Segment5 -3.4542 -9.8636 -10.947 -13.001 -25.456 + 3.1416i -17.978 -25.215 
Segment6 -3.4246 -11.384 -10.633 -12.86 -24.702 + 3.1416i -18.66 -25.482 
Segment7 -3.3155 -9.3115 -10.295 -12.258 -24.564 + 
3.1416i 
-17.658 -23.603 
Segment8 -3.4114 -9.3798 -10.627 -12.621 -26.308 + 3.1416i -17.413 -24.253 
Segment9 -3.1961 -8.8351 -9.7844 -11.863 -23.002 + 3.1416i 
-17.019 + 
3.1416i -23.066 
Segment10 -3.5036 -8.8371 -11.139 -12.994 -26.572 -17.418 -25.086 
Segment11 -2.8097 -6.2287 -8.9633 -10.974 -21.793 + 3.1416i 
-14.883 + 
3.1416i -21.043 
Segment12 -2.9999 -6.4028 -9.9509 -10.889 -21.399 -14.16 -22.207 
Segment13 -2.6536 -5.5706 -9.0415 -11.12 -21.731 + 3.1416i 
-14.331 + 
3.1416i -21.413 
Segment14 -2.9787 -6.2498 -9.8574 -11.269 -22.125 -15.15 -22.24 










Segment17 -3.6541 -8.4229 -13.444 -13.567 -27.19 -17.926 -27.855 + 3.1416i 
Segment18 -3.8161 -7.7863 -13.583 -15.295 -30.997 -20.829 + 3.1416i -29.775 
Segment19 -3.0484 -6.4832 -10.158 -10.929 -21.567 -14.262 -22.355 + 3.1416i 
Segment20 -2.6165 -5.3521 -10.037 -11.947 -25.911 -17.045 + 3.1416i 
-22.941 + 
3.1416i 
Segment21 -2.9345 -6.15 -10.292 -11.224 -21.984 -14.323 -24.684 + 
3.1416i 
 
Then we perform hierarchical matching with every model object in database. Due 
to the limit of space, we do not put the matching result of every stage here. The last 
stage matching results of 1f  between this unknown object with the flower shown in 





                                                                                                                              77 
Table 4. 11    Final matching result of 1f  between Figure 4.10 (d) and flower 
 
( )jid ,1  i=1 2 3 4 5 6 7 8 9 10 11 
j=1 - - - - - - - - - - - 
2 - - - - - - - - - - - 
3 - - - - - - - - - - - 
4 - - - - - - - - - - - 
5 - - - - - - - - - - - 
6 - - - - - - - - - - - 
(a) Final result after matching 1f  (Column 1 to 11) 
 
( )jid ,4  i=12 13 14 15 16 17 18 19 20 21 
j=1 - - - 0.0187 - - - - - - 
2 - - - - 0.0108 - - - - - 
3 - - - - - 0.0109 - - - - 
4 - - - - - - 0.0016 - - - 
5 - - - - - - - - - - 
6 - - - - - - - - - - 
(b) Result after matching 1f  (Column 12 to 22) 
 
The matching result shows that 4 segments in Figure 4.9(d) match with the flower 
in Figure 1(IV). The number of segments of the flower is 6. So the minimum 
recognition threshold is 2. According to the criterion of Equation 3.18, nMatched=4, 
which is greater than the minimum recognition threshold, 2. Hence, we finally accept 




4.5.3 Experiment 3 
The image shown in Figure 4.9(f) is a screwdriver overlaps with the wrench. 
Figure 4.13 shows the result of corner point extraction of scene object. Table 4.13 
shows the feature matrix of scene object. Final matching result between this scene 
object with the screwdriver in Figure 1(II) is shown in Table 4.14. 
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Table 4. 12    Feature matrix of scene object in Figure 4.9(f) 
 log( 1f ) log( 2f ) log( 3f ) log( 4f ) log( 5f ) log( 6f ) log( 7f ) 
Segment1 -2.5165 -5.0459 -12.458 -13.786 -27.214 -17.085 -27.298 
Segment2 -2.7668 -6.0548 -8.9854 -11.019 -21.74 + 3.1416i 
-14.7 + 
3.1416i -21.156 
Segment3 -2.7964 -5.7977 -10.381 -11.569 -22.798 -14.946 -23.006 + 3.1416i 
Segment4 -3.5058 -7.7294 -10.772 -11.927 -23.32 -15.833 -24.511 + 3.1416i 
Segment5 -3.5939 -8.0548 -11.058 -12.214 -23.96 -16.349 -24.655 
Segment6 -2.9853 -6.9703 -9.2429 -11.519 -21.901 + 3.1416i 
-15.017 + 
3.1416i -25.269 
Segment7 -2.7288 -5.7005 -9.5903 -10.978 -21.646 -14.396 -21.575 + 3.1416i 
Segment8 -2.6996 -5.6403 -9.4745 -11.032 -21.983 -14.885 -21.428 




Segment10 -3.1609 -6.5873 -10.384 -11.023 -21.73 -14.319 -24.153 + 3.1416i 
Segment11 -3.1345 -8.404 -10.678 -12.102 -23.545 + 3.1416i 
-16.382 + 
3.1416i -24.64 
Segment12 -2.8374 -5.7691 -10.43 -10.924 -21.603 -13.827 -24.495 
Segment13 -2.7721 -5.7427 -10.607 -12.04 -23.891 -15.657 -23.577 
Segment14 -2.7787 -5.8936 -9.5516 -11.158 -22.049 -14.766 -21.723 + 3.1416i 
Segment15 -2.5247 -5.0621 -12.327 -13.318 -26.238 -16.197 -27.007 + 3.1416i 
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Table 4. 13    The final matching result 
 
( )jid ,3  i=1 2 3 4 5 6 7 8 
j=1 5.29e-16 - - - - - - - 
2 - - - - - - - - 
3 - - - - - - - - 
4 - - - - - - - - 
5 - - - - - - - - 
6 - - - - - - - - 




( )jid ,3  i=9 10 11 12 13 14 15 16 
j=1 - - - - - - - - 
2 - - - - - - - - 
3 - - - - - - - - 
4 - - - - - - - - 
5 - - - - - - - - 
6 - - - - - - 1.75e-16 - 
7 - - - - - - - 4.59e-16 
 
 
Table 4.13 shows that 3 segments in Figure 9(f) match with the screwdriver in 
Figure 4.1(II).The number of segment of the screwdriver is 7. So the minimum 
recognition threshold is 3. According to the criterion of Equation 3.18, nMatched=3, 
which is equal to the minimum recognition threshold, 3. Hence, we conclude that the 
screwdriver in Figure 4.1(II) is present in Figure 4.9(f). 
We have also done experiments to test the performance of our recognition system 
on many other samples shown in Figure 4.9, the result of which are too lengthy to be 
included here. Table 4.14 shows the rate and time for recognizing objects in the figure 
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Table 4. 14    Rate and time of recognition process 
 
 a b c d e f 



















15 9 7 21 20 16 
Recognized 
object 





Time (s) 0.659 0.381 0.402 0.549 0.705 0.618 
 
From the Table 4.14, it is shown that the time is mainly decided by the image size, 
the number of boundary segments in scene and the number of boundary segments of 
matched objects.  
Our recognition system is proven to be robust and efficient, both on non-occlude 
object recognition and partially occluded object recognition. 
We have presented part of our experience results in the seventh IASTED 
international conference (Computer graphics and imaging) [27].  
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CHAPTER 5 
CONCLUSION 
In this thesis, a novel technique for the recognition of non-occluded and partially 
occluded objects using curve moment is developed and presented. This technique has 
been shown to recognize unknown objects which have been rotated, translated, scaled, 
and even partially occluded by other objects.  
Firstly, the related works for object recognition have reviewed, especially those 
focused on partial occluded object recognition. The merits and drawbacks have been 
discussed. Existing object recognition algorithms have their limitation in some way or 
another in the recognition of partial occluded objects. 
Secondly, we studied and analyzed the theory and property of curve moment 
invariants, represented the physical interpretation of curve moments of an image, and 
proved that curve moments of curve segment are invariants to similarity 
transformation. The advantages of curve moment invariants serve as the object 
features for solving partial occlusion problem are shown. 
After that, a novel object representation technique based on curve moment is 
developed and presented. Then, a series of object recognition algorithms are 
addressed. The partial occlusion problem is presented. The recognition procedure 
includes preprocessing, segmentation, feature extraction and matching has been 
described step by step. 
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Extensive experiments have been done to test the performance of our recognition 
system in three aspects: 1. Invariant to similarity transform; 2. Tolerant to noise; 3. 
Robust to partial occlusion. Experimental results showed that our recognition system 
can successfully recognize not only standalone object but  also partial occluded object. 
It can also handle similarity transform and noise. Overall, our proposed recognition 
system is a novel approach for solving partial occlusion problem and it outperforms 
some traditional algorithms. 
However, there are several possible works need to be done in future research to 
improve our recognition algorithm.  
1. In our recognition system, the partition algorithm is not strictly scale invariant, 
a more stable segmentation algorithm need to be developed in future.  
2. Currently, the threshold value is obtained experimentally, an optimum 
threshold value with theoretical support need to be developed in the future. 
3. A fast algorithm for the computation of curve moment invariants need to be 
implemented to increase the efficiency. 
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Algorithm for image thresholding 
  
The simplest and most useful and often adopted method for image thresholding is 





For each pixel in the image do 
           If (Pixel_value < threshold) 
           then 
                      label the pixel as an object pixel; 
           else 
                      label the pixel as a background pixel; 
 




Algorithm for edge detection in binary images 
  
The algorithm takes as input a binary image p and produces another binary image 









Algorithm: Edge Detection in Binary Images 
 
For each pixel p(x, y) do 
          let h (x, y) be a white pixel 
           If    p (x, y) is a black pixel 
                    If   ( p (x, y+1) is a white pixel      
                          OR    p(x, y-1) is a white pixel 
                          OR   p(x+1, y ) is a white pixel   
                          OR  p(x-1,y)  is a white pixel ) 
                                  h (x, y)  =  black pixel         




Algorithm for boundary tracking 
  







Algorithm: Boundary tracking 
Find [ ]nE  in scanning line;     /*  starting pixel  */ 
n = 2; 
let next_pixel be the second boundary pixel found as section 3.1.3; 
let cnd be the direction from [ ]1E  to next_pixel; 
while   ( next_pixel ¹ [ ]1E  ) 
       [ ]nE  = next_pixel; 
        pcd  = cnd ;    
find_next ( [ ]nE , pcd , next_pixel, cnd ); 
n = n + 1; 
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The function chainpoint( P, d) simply returns the coordinates of the neighbor pixel 
of P in the direction d.  
Algorithm:  Find next boundary pixel 
find_next ( cP , pcd , nP , cnd ) 
cpd  = )( pcdinvert ; 
found = 0; 
For r = 0 to 7 do 
       d = mod ( cpd  + r ,  8); 
       P = chainpoint ( cP ,   d ); 
       If   ( ( P is a black pixel ) and ( found =0 ) ) 
             then 
                    nP  = P; 
                     cnd  = d; 
                     found = 1; 
