Abstract: This paper advances the claim that ignoring relevant information is sometimes consistent with good decision making. Although that finding is not new, the argument presented here is. In contrast with bounded rationality models, the decision-making model in this paper presupposes no cognitive constraints or costs associated with processing available information. The paper identifies a class of decision-making environments characterised by asymmetric payoffs and probabilities -a property which gives rise to optimal decision rules that ignore relevant information. In other words, optimal decision procedures used by omniscient agents are sometimes independent of variables that objectively predict future outcomes.
Introduction
This paper seeks to advance the claim that ignoring relevant information is consistent with good decision making. Although that claim is not new, the argument presented here is, because it presupposes no cognitive constraints, i.e., no bounded rationality assumptions. The goal is to provide a general representation of decision making environments in terms of payoffs and information, and provide a characterisation of those environments in which optimal actions ignore, or are independent of, variables that are objectively useful for predicting future outcomes.
It seems paradoxical at first. Consider a stochastic outcome that gives rise to random payoffs. The decision-maker can influence the probability distribution of random payoffs by selecting actions from a set of available choices. Influencing the decision is an observed vector of cues that help predict the stochastic outcome. Cues are not redundant (i.e., co-linear) and have non-zero correlation with future payoffs. Therefore, the expected payoff, conditional on observed cues, is a nontrivial function of those cues. Moreover, the decision-maker faces no decision costs or limitations on the ability to optimise -computation is free. And yet, when the environment features payoffs and probabilities that roughly offset each other, actions that maximise the expected payoff function are independent of at least one cue.
In other words, if the function that maps relevant cues into the payoff-maximising strategy is independent of one cue, that means it is fully rational to ignore the cue, even though it is correlated and thus help predicts future payoffs. This paper shows that the scenario described above implies no paradox. The optimality of ignoring information is a straightforward consequence of asymmetric (e.g., J shaped) probability distributions and payoff functions.
This paper defines the decision-making environment as consisting of a joint probability distribution over states of nature and cues, and a payoff function that ranks stochastic outcomes conditional on observed cues and actions. Actions influence payoffs both directly, because of different costs and benefits associated with choosing different actions, and indirectly through the dependence of outcome-cue probabilities on actions. For a given environment, an action or decision rule is defined as optimal if it maximises the expected payoff function conditional on observable information.
In general, optimal actions depend on observable cues, because the expected payoff function inherits dependence on those variables through the conditional distribution function. Given choice variable a and a function f(a, x) that depends on actions and exogenous variables (observed cues x), the maximiser of f depends on x: argmax a f(a, x) = a*(x). However, for particular payoff and information structures, optimal actions assign zero weight to cues that are in fact relevant in the sense that the conditional distribution of payoffs depends on those cues. In other words, the focus of this paper is environments giving rise to expected payoff functions f that non-trivially depend on x while having maximisers a* that do not depend on (some components of) x. This paper describes a general condition, both necessary and sufficient, specifying precisely the environments which give rise to optimal actions that assign zero weight to a relevant cue. Within the class of such environments, a special subclass is identified that possesses a recognisable form which is consistent with previous experimental findings in psychology and decision making theory. Theoretical results reported in this paper help to explain the pervasive experimental finding that human subjects frequently make incomplete use of available information. Thus, the experimental record on incomplete information processing is consistent with the hypothesis that adaptive responses to particular types of payoff/information environments account for information processing anomalies known to be characteristic of human cognition.
The claims in this paper do not deny the importance of bounded rationality as an explanation for ignoring in the real world. In fact the presence of bounded rationality strengthens the paper's results, suggesting that it is the interaction of bounded rationality and the payoff-probability structure of the environment that jointly accounts for the pervasiveness of information-processing irregularities. This paper abstracts from bounded rationality in order to isolate the connection between decision-making environments and ignoring. The advantage of this strategy is that it establishes probability-payoff structure as an independent cause of ignoring. As discussed in later sections, the probability-payoff channel is strengthened by the presence of bounded rationality, although it does not depend on it to generate optimal decision rules independent of relevant information.
Background
Awareness of the fundamental importance of information reduction and the cognitive processes underlying signal extraction was evident as early as the 1960s in the work of Gerard (1960) , Walker and Bourne (1961) and Posner (1964) . Much of the intuition for the phenomenon of ignoring information be found in Stroop (1935) and, some would claim (Mullainathan, 2002) , in even earlier work, such as James' (1890) implicitly probabilistic interpretation of memory. Later studies of information reduction and signal extraction led to theories of automaticity (Hasher and Zacks, 1979; Kahneman and Treisman, 1984; Logan, 1980) implying that human perception is impervious to certain stimuli for good reason -so that cognitive resources can be allocated to other more important tasks. Recent evidence (Dishon-Berkovits and Algom, 2000; Hutchison, 2002; Godijn and Theeuwes, 2002) suggests that the presence of automaticity, perceptive imperviousness and Stroop effects are governed by complex dynamics which are partially manipulable, exhibiting systematic responses to a variety of experimental stimuli. These results motivate this attempt to model optimal cognitive processing in terms of payoffs and frequencies given exogenously as features of the decision-making environment.
A relatively large body of research has demonstrated how cognitive constraints, whether they derive from memory limitations, upper bounds on processing speeds, or a fixed number of channels for allocating attention, lead to cognitive strategies that economise processing resources by suppressing or ignoring particular categories of stimuli. For example Ruthruff et al. (2001) test models of activation suppression; part of theory that suppressing recently used information can facilitate readiness (i.e., improved performance) in attacking newly encountered tasks. Shiu and Pashler (1992) show how certain types of inattention can improve performance on perceptual tasks. Reingold et al. (2001) find some evidence of this phenomenon among expert chess players. Recent work (Schubo et al., 2001; Lippa and Goldstone, 2001; Most et al., 2001; Wentura, 2002 ) also shows that so-called pre-attentive features of information processing respond systematically to environmental variables, making the idea that cognition responds to payoff-probability structure given by decision making environments even more plausible. It is precisely this interplay between environment and decision making that motivates this paper's attempt to formalise the relationship between payoff-probability structure and the phenomenon of non-responsiveness or information suppression.
While the empirical record unambiguously testifies to the existence of the phenomenon of ignoring information, a variety of theories are available, making it difficult to point to a single mechanism. Schiller and Caramazza (2002) argue that there are distinct categories of information, each with correspondingly distinct modes of information processing. Rather than a homogeneous substance that can be quantified in standardised units, the theory holds that information is mediated through language, and is therefore parsed into subcategories which call forth appropriate cognitive responses. The implication is that mapping the taxonomy of subcategories is the key to predicting which cognitive response will likely prevail. Rodriguez-Fornells et al. (2002) similarly focus on language processing, demonstrating that distinct neural architectures support different kinds of information suppression, which correspond to different tasks.
In addition to cognitive research focussed on language, theories of brain and neural architecture are also implicated in information suppression, e.g., the motion perception study of McDermott et al. (2001) . Some authors argue based on psycho-social theories that information suppression arises as a coping mechanism, permitting individuals to continue functioning without fully processing potentially stressful or traumatic information (Crozier and Skliopidou, 2002; Neuman, 2002) . In the domain of conscious rather than automatic information suppression, Erber and Fiske (1984) postulate that the decision makers' overriding objective is self consistency; to eliminate dissonance, attention may focus explicitly on inconsistent facts in order to assimilate them, or may simply turn away. Erber and Fiske claim that environments with large-magnitude payoffs (or costs) should induce individuals to focus directly on dissonance rather than suppress it. However, the model in this paper implies no particular connection between payoff magnitude and the likelihood of ignoring information.
Understanding the mechanism underlying information suppression potentially illuminates decision-making problems connected to policy issues such as pension financing, lifestyle choices that lead to large public expenditures on healthcare, and immigration/migration decision (Mullainathan, 2002; Dow, 1991; Cutler et al., 1989) . Conlisk (1996) surveys the bounded rationality literature within economics, describing how problem-solving costs and upper bounds on processing time have been incorporated into the neoclassical optimisation framework. Mullainathan (2002) acknowledges that the economic approach to memory does not deal at all with the possibility of beneficial or adaptive information suppression.
Within economics, bounded rationality is virtually always viewed as a limitation, standing in the way of full optimisation rather that as an adaptive tool that facilitates enhanced performance. Computer scientists Schein et al. (2002) Emran and Ye (2001) and decision theorists Jones and Brown (2002) Ferri et al. (2001) report findings from applications of models of memory that overlap with the basic idea of this paper, namely, that ignoring can be good. In other specialised applications such as listening to music (Bigand et al., 2000) and chess playing (Reingold et al., 2001) , there is a clear association between ignoring information and high levels of performance, implying that models of ignoring may prove to be valuable prescriptive as well as descriptive tools.
A general decision problem
Let Y represent a continuous random variable on the set Y corresponding to an uncertain outcome of interest to the decision maker.
1 The vector of cues X represents observable environmental factors that are used to form an expectation of Y. All components of X are correlated with Y and imperfectly correlated with each other to ensure against perfect co-linearity, i.e., redundancy among the predictors. The variables Y and X, together with the decision variable, action a, which takes on values over the action space A, determine the decision maker's payoff function π (Y, X, a).
It must be assumed that the payoff function is twice differentiable in all its arguments, but nothing is assumed about its shape (the signs of the first and second derivatives). Although π(Y, X, a) could be interpreted as a utility function representing a preference ordering over all outcomes in the space of (Y, X, a), it is simplest to think of it as an objective fitness function given by the decision-making environment (Lipman, 1991) 2 . The individual's decision-making environment is defined as a pair of functions
where f Y | X is the probability distribution function (pdf) of Y conditional on X, and, π is the scalar valued payoff function defined above. The function π summarises the costs and benefits associated with different values of a in combination with cues and outcomes, and f Y | X describes the frequency distribution of (Y|X), which depends on the decision maker's choice of a. Thus, frequencies and net payoffs are exhaustive determinants of what it means for a decision making rule to be adaptive, i.e., optimal with respect to the stochastic payoff structure implied by the pair of functions {f
An action is said to be adaptive, denoted a*, if it maximises the expected payoff conditional on observable information X:
The kth component of the vector X, X k , is said to be relevant if the mean of Y, conditional on X, has a non-zero derivative in X k somewhere in the domain of X k . That is, X k is relevant if and only if [ | , ] 0 for some values of and .
Intuitively, relevance holds whenever the expected value of Y changes for some (but not necessarily every) change in X. The conditional mean function of Y, E[Y|X, a] need not be linear in X. Any mapping from X into the space of a is referred to as an action function a(X). A member of this family of functions is said to ignore information whenever ∂a(X)/∂X k = 0 for all values of X k .
The question at the heart of this paper is whether there exists an action function that ignores relevant information and is adaptive. The investigation of this question proceeds in two steps. The first order condition necessary for an interior action to be adaptive is imposed first, characterising a* as an implicit function of X. The second step examines the consequence of the independence of a* from relevant cue X k . The resulting condition defines a set of environments where payoffs and probabilities are such that adaptive action functions ignore relevant information. The following calculations seek to show that adaptive ignoring is not contradictory. The question remains, however, whether it is usual or to be expected in the real world, an issue that the paper returns to in a later section.
To repeat, the symbol a* denotes not just a value in action space, but a mapping from X to the interior of A that is a (local) maximiser of the decision making objective. The decision-making objective is simply the conditional expected payoff
By applying the chain rule to the integrand in the expression above, the first-order condition that an adaptive action function a. must satisfy is
The first order condition defines a* as an implicit function of X, which means that derivatives of a* in X will, in general, be nonzero. That is, relevant information (variables that genuinely help predict Y) will in general influence adaptive decision rules. The next step is to find an additional condition under which the connection between a* and X is broken. When a component of X appears nowhere in the optimal action a*, we describe it as the phenomenon of ignoring relevant information which, as stated earlier, occurs whenever there exists at least one information variable X k such that
The following theorem provides a condition that incorporates the first order condition (5) while imposing the further requirement that a* is independent of X k . The condition states precisely, which environments give rise to adaptive actions that ignore relevant information.
Theorem (When ignoring relevant information is adaptive):
Given a payoff function π and conditional probability distribution function f Y|X dependent on relevant information X, which satisfies the partial differential equation
adaptive action functions ignore the relevant variable X k .
By definition a* maximises expected payoffs conditional on X, and X is relevant, which implies that X k helps to predict Y, or [ | , *]/ 0.
k E Y X a X ∂ ∂ ≠ The theorem says that whenever an environment satisfies equation (7), a* ignores X k , i.e., a* is independent of X k . A proof is provided in Berg and Hoffrage (2004) .
A simple ignoring environment
Suppose the joint pdf of Y and X is
, and 0 otherwise.
In this example, f YX (Y,X; a) happens to be independent of a, although this is not required for (7) to hold. By computing the marginal density f X and computing the ratio f YX /f X , it is easy to show that the conditional pdf of Y, given X is
Computing the conditional expectation of Y given X,
it is clear that X is relevant because E[Y|X] is dependent on X (i.e., has nonzero derivative for some, in this case all, values of X):
Suppose the payoff function is given by the product of the reciprocal of f Y|X and a simple function of a with a global maximum:
Then the objective function
is independent of X, and a* = 1/2. In this case, there is a unique adaptive action, a = 1/2, and it remains constant, irrespective of the relevant information X. Because ∂a*/∂X = 0, the environment given by f_ YX and π satisfies condition (7) from the theorem, demonstrating that the class of adaptive ignoring environments is nonempty.
In the preceding example, the joint distribution of X and Y was independent of a, the action space A was the real line, the payoff function itself had a global max (was non-monotonic) in a, and the optimal action happened to be a constant function. Berg and Hoffrage (2004) provide more complex examples which demonstrate that those special features from the example above are not required for equation (7) to hold in general.
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A number of important questions remain, however, concerning the nature of environments where ignoring information is adaptive. Just how broad is the class of distribution and payoff functions that support adaptive ignoring, and what do those environments look like? The next section provides a more intuitive characterisation of those environments.
The role of asymmetry
Equation (7) is necessary for adaptive ignoring to occur. The condition covers a precise and complete description of environments where the phenomenon occurs. However, it is not obvious how it is to be interpreted or verified empirically. How would one check to see if a real-world decision-making environment satisfied equation (7)?
To better understand what underlies adaptive ignoring, a simplification is proposed. Within the larger set of adaptive-ignoring environments defined by (7), there is a subset where it is simple to see the payoff-probability structure that is described. By focussing on this subset, insight is gained into empirical clues that suggest that (7) holds approximately. Because it is a subset, the characterisation offered below is incomplete. However, the subset is large enough to be interesting in its own right, and produces a new result concerning J-shaped distributions, a class of asymmetric probability distributions that plays a key role in many areas of social sciences.
The subset of adaptive-ignoring environments is defined by the condition that the product f Y|X π is independent of X k :
where g (X 1 , X 2 , ..., X k-1 , X k+1 , ... X k , a)} is any scalar valued function that does not depend on X k for some k∈{1, ..., K}.
It is easy to verify that S is a subset of the class of adaptive ignoring environments defined by condition (7). The independence of the product f Y|X π from X k implies that
from which it follows:
Expanding the equation above by two applications of the chain rule produces the four terms in the integrand of equation (7) which must sum to zero. Thus, if an environment belongs to S, it satisfies the equation above and therefore satisfies the more general condition (7). In other words, every member of S is an optimal ignoring environment. The reason for considering the subclass S is that the condition f Y|X π = 0 makes transparently clear what is going on in such an environment. There is cancellation between probabilities (i.e., values of the pdf, or likelihoods, which, technically speaking, are not probabilities when f YX is continuous) and payoffs, in response to a change in the kth cue. Consider a fixed value Y = y + that is better than average in terms of fitness considerations as summarised by π, i.e., ( , , ) , then the environment belongs to S and adaptive ignoring prevails. The following scenarios illustrate how probability-payoff cancellation could occur in the real world.
Strawberry/raspberry gathering
The stochastic outcome Y represents the amount of raspberries that can be harvested in an hour of gathering. Action a is the amount of time the individual devotes to raspberry gathering. Among various environmental cues that help predict how dense raspberry growth at a particular time of year is expected to be is the quality of strawberry harvests over the preceding month. Strawberry and raspberry harvests reflect a common set of weather patterns, but strawberries ripen earlier and therefore precede raspberries in manifesting signs of the current season's growing conditions. Thus, better than average strawberries predict better than average raspberries. It follows that decision makers should choose raspberry-harvest intensity a in accordance with the observed quality of strawberries.
Consider however what happens when better than average strawberry harvests leave gatherers more nutritionally fortified, with more stored energy in their bodies, therefore leading to lower payoffs for raspberry consumption. Strawberry harvests being equal, gatherers will spend more or less time on raspberries depending on whether the expected harvest is high or low. But good strawberry harvests cause the nutritional payoff of raspberry consumption to reduce proportionally. Likewise, low strawberry harvests lead to hungrier gatherers who receive higher payoffs from an extra unit of raspberry consumption. The probabilistic change in harvest is offset by a corresponding change in payoffs based on nutritional need.
Stock market investing with two periods of consumption
Current economic conditions X k are observed at t 0 , when a consumption/savings decision a must be made. Whatever is saved today goes into the stock market. Y represents the stochastic value of the stock portfolio at a later date t 1 . In general, action functions a(X) depend on the observed value of X k , because better current economic conditions (higher values of X k ) predict higher expected values for stock portfolio outcomes.
However, consider what happens when good economic times at t 0 (better than average current economic conditions X k ) lead to a reduced need for future income Y. For example, if the decision maker's primary motivation to save is to pay for a child's education at t 1 , which can be paid out of pocket when an unexpected raise is received (X k is better than average), then the environment is likely belongs to S. If the utility of income was constant with respect to X k , then higher expected future returns should induce increased savings. However, the case described above is one in which the increased likelihood of high stock values coincides with a lower subjective payoff associated with those high stock values, leading to an adaptive ignoring environment in which X k predicts Y but does not influence the decision of how much to invest.
Storms in April predict storms in May
Suppose the severity of storms in May, Y, can be predicted to some extent by the severity of storms in April, X. Costly actions such as leaving town or investing in window and roof reinforcement can reduce physical harm (raise payoffs) in the event of a storm. However, once a storm occurs in April and causes damage, the additional damage from storms in May is reduced.
That is, if Y = y 0 represents the event of a storm in May, X = x 0 is a storm in April, and X = x is the average value of an aggregate of wind speed and precipitation for the month of April, we have:
A storm in April makes a storm more likely in May, but the payoff to preventive measures in May is lower once the storm occurs in April. Because of probability-payoff cancellation, it is adaptive to observe a storm in April (and therefore revise the probability of storms in May upward) yet not increase preventive measures a at all.
Is cancelation too strict?
The defining condition for optimal ignoring and, as a special case, the cancellation principle, may appear to be insufficiently general. After all, how often does one find environments that feature exact cancellation? In many parameterised environments, the optimal ignoring subset would indeed have the measure zero, and therefore generically fail to exist. This alone is not a valid reason to ignore the possibility of optimal ignoring, as economic theory provides abundant examples of measure-zero phenomena which are considered to nevertheless be informative and interesting. The unit root in econometrics, the saddle-path equilibrium in macroeconomics, and constant-returns-to-scale models in theories of industrial organisation are three prominent examples. One might even argue that any model in which it is assumed that decision makers' beliefs are objectively correct (i.e., rational expectations models) imposes a generically untrue restriction. In a continuous probability space, the event that subjective beliefs and objective frequencies match is as likely as a spinner landing on a single number, or the probability that a normal random variable is exactly equal to 1.80.
The positive reasons for considering the possibility of optimal ignoring follow from the impressive empirical evidence in favour of ignoring, revealed in experimental studies (e.g., those cited in Section 2). Two frequently cited experiments in which prior probabilities were ignored are Kahneman and Tversky's (1973) lawyer-doctor problem and Tversky and Kahneman's (1982) taxi cab problem. In both studies, respondents were asked to state posterior probabilities, given a prior probability, hit rate and false positive rate. Varying the prior probability, referred to as the base rate, these studies showed a surprising lack of sensitivity to changes in the base rate, a phenomenon which came to be known as base rate neglect or the base rate fallacy.
More broadly, one thinks of many applied business-decision problems and questions of economic policy that are both consequential and involve decision makers' ability to discern and use all the relevant information. Schwartz (1987) shows that business leaders often ignore the full range of suppliers of inputs, and that some international firms ignore exchange rate risk. Do these firms behave this way at their firms' peril, or is there theoretical justification for their frugality with respect to information? In the realm of economic policy, social security reform clearly depends on how workers use currently available information about their lifetime earnings prospects to make savings/consumption decisions today. Government outlays for healthcare depend on how the population uses available information about factors that condition future health outcomes, such as smoking, exposure to environmental toxins, diet and exercise. And political movements depend in part on perceptions about whether the future will significantly change as a result of investments in activism, movements and campaigns in the present. (See Berg, 2003 , for a broader discussion of normative behavioural economics).
In contrast to neoclassical economics' exclusively pathological interpretation of ignoring, this paper makes no claim as to whether ignoring in any of theses contexts is necessarily good or bad. The claim is simply that ignoring makes sense in certain environments, but not in all environments. Thus, prescriptive claims about how decision makers ought to process information must be tied to particular decision-making contexts rather than resting on universal or axiomatic claims that directly characterise the use of information under uncertainty.
Given the abundant evidence that decision makers ignore information, the question turns to explaining why this happens. Time, memory and problem-solving costs figure prominently in the theory of bounded rationality and comprise a highly convincing category of explanations for why ignoring occurs. However, as Simon pointed out, cognitive processes should not be evaluated in a vacuum. A context is required to determine how adaptive decision rules are. This requires one to specify a particular decision-making environment. When the payoff and likelihood structure of the environment favour decision rules that ignore or approximately ignore an otherwise relevant piece of information (in terms of its predictive power), one expects to see evolutionarily successful decision makers adopt relatively frugal action rules.
Thus the central claim proposed here is that environmental payoff and likelihood structure should be considered as a new category of explanations, consistent with and complementary to bounded rationality, seeking to understand why human decision makers employ the rules they do. There is a normative claim too. While ignoring may be detrimental to decision makers' success in some environments, it can help in others. The reason why ignoring is prevalent is not merely because of hard-wired constraints, but also because there exist environments where ignoring is smart. This complicates the normative analysis of ignoring, and suggests that entirely negative normative interpretations are premature and possibly misplaced. Instead of proclaiming ignoring to be categorically pathological, the existence of optimal ignoring environments argues instead for a mixed, environment-specific mode of analysis that respects the principle of ecological rationality.
Finally, the case for the relevance of optimal ignoring and the ignoring theorem can be strengthened by introducing the concept of just noticeable differences in payoffs. If a one unit change in a cue variable X leads to no perceptible change in π(Y, X, a) or f Y|X (Y, X, a) , for all values of a, then Eπ (Y, X, a) is independent of a, and the link between decision rules and a is broken. A less trivial case is where X perceptibly influences π and f Y|X (Y, X, a) but, because of approximate cancellation, there is no perceptible change in Eπ (Y, X, a) . In such a case, by requiring only approximate cancellation, there would indeed exist dense subsets of parameter space in which ignoring occurs, implying generic existence.
J-shaped distributions
In the light of previous work on so-called J-shaped environments in connection with limited rationality, it is intriguing that the subclass of rational ignoring environments S implies a J-shaped conditional density f Y|X . Although different definitions of J-shaped environments have been put forth, this paper defines the conditional density f Y|X as J-shaped whenever it is monotonic in Y (holding X constant). In combination with a payoff function that is monotonic in Y, where high payoffs correspond to low probabilities and low payoffs correspond to high probabilities, the cancellation principle follows. If in addition, the magnitudes of the inverse movement in f Y|X and π are approximately equal, then the J shaped environment belongs to S.
Within S, cancellation between f Y|X and π with respect to Y occurs whenever the product f Y|X π is independent of both X k and Y, in which case the conditional pdf can be expressed as: Monotonicity of π with respect to Y arises in many real world contexts. Whenever higher values of Y are unambiguously good or unambiguously bad, π is monotonic in Y, and π will therefore be J-shaped anytime rational ignoring occurs. The construction of S provides an intuitive characterisation of rational ignoring environments: if conditional probabilities of Y are highly skewed, then conditions are favourable for rational, i.e., adaptive, ignoring.
Conclusion
The phenomenon of ignoring information is frequently encountered in the experimental laboratory across a broad range of settings. This phenomenon is traditionally interpreted in one of two ways. Ignoring can be viewed as an artefact of hard-wired constraints on the decision maker's cognitive capacities, e.g., memory, channels of attention, or processing speed. The second interpretation while sharing the basic premise that ignoring is the consequence of cognitive limitations, views ignoring in a more positive light as a strategic or efficiency-enhancing response to limited capacity. In contrast to these explanations in terms of cognitive constraints, this paper offers a new theoretical account as to why suppression of information is pervasive. According to this view, ignoring is optimal (in particular environments) simply because of the manner in which payoff functions and probability distributions interact. When those components of the decision making environment exhibit the inverse relationship described above, adaptive ignoring is predicted. In other words, when low probability events are associated with exclusively good payoffs or exclusively bad payoffs, and the majority of the payoff distribution clusters around either its maximum or minimum value, adaptive ignoring is likely to occur.
The main theorem in this paper provides a sufficient condition, equation (7), for expected-payoff -maximising, i.e., adaptive, ignoring to prevail. Thus, the formal model succeeds in generating a new prediction that can be tested, provided payoffs and conditional distributions (Y|X) are observable. In other words, where systematic ignoring is observed in the field, one may investigate whether the cancellation principle described here is a plausible cause. Future work should refine these predictions, test them, and pursue the theoretical question of just how widespread adaptive-ignoring environments are in the larger space of decision-making environments.
