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Let ζr be the natural algebra homomorphism from the enveloping
algebra UQ(η) of glη to the Schur algebra SQ(η, r). We will
present a BLM-realization of UQ(η) and the restricted enveloping
algebra of glη . This result will be used to construct various bases
for UQ(η, r) := ζr(UQ(η)) and little Schur algebras. Finally we will
discuss the relation between the little q-Schur algebra and the little
Schur algebra through the construction of a B-basis for the little
q-Schur algebra over B. Here B = Z[ε, ε−1] and ε ∈ C is an lth
primitive root of 1 with l 3 being odd.
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1. Introduction
Through a geometric construction of q-Schur algebras SQ(η, r), the quantum enveloping algebra
U(η) of glη was realized in [1] (see [9] for η being inﬁnite), where Q = Q(υ) (υ an indeterminant)
and η is a consecutive segment of Z. In particular, an algebra homomorphism ξr : U(η) → SQ(η, r)
was explicitly constructed. Let U(η, r) = ξr(U(η)). Then by [17], U(η, r) = SQ(η, r) in the case of η
being ﬁnite. However by [9] U(η, r) is a proper subalgebra of SQ(η, r) for r  1 in the case of η being
inﬁnite. Various bases of PBW, BLM and monomial types for U(η, r) was constructed in [6,12,10,9].
In [10,14,15], the little q-Schur algebras were introduced as subalgebras of q-Schur algebras and
its structure was investigated through the construction of various bases for the little q-Schur algebras.
Little q-Schur algebras should be useful for the representation theory of Frobenius kernels. For a com-
parison between little q-Schur algebras and the inﬁnitesimal q-Schur algebras investigated in [7,2,3],
see [13].
Let UQ(η) be the enveloping algebra of glη and let SQ(η, r) be the classical Schur algebra. There
is a natural algebra homomorphism ζr : UQ(η) → SQ(η, r) which is the classical version of ξr . In this
paper we will present a BLM-realization of UQ(η) and the restricted enveloping algebra uk(η) of glη ,
E-mail address: q.fu@hotmail.com.
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denoted by A[j]η , in K̂†Q(η) similar to the A(j) deﬁned in [1, 5.2(b)], where K̂†Q(η) is certain comple-
tion algebra of UQ(η). The A[j]η will be deﬁned in (3.0.3) and we will prove multiplication formulas
similar to [1, 5.3] hold in K̂†
Q
(η). As an application, bases of UQ(η, r) := ζr(UQ(η)) and the little
Schur algebra uk(η, r) will be constructed. These results are the classical version of [10, 6.6, 6.9, 8.5],
[9, 4.8, 4.9] and [15, 3.3, 3.4, 3.5]. However these results cannot be obtained directly from its quan-
tum version as the bases constructed in [10, 6.6, 8.9, 8.5], [9, 4.8, 4.9] and [15, 3.3, 3.4, 3.5] are not
integral bases.
Let uB(η) be the inﬁnitesimal quantum group of glη over B. Here B = Z[ε, ε−1] and ε ∈ C is
an lth primitive root of 1 with l 3 being odd. In [19, 6.7(i)] it was proved that uB(η)⊗B k ∼= uk(η)
in the case of l = p being an odd prime, where k is viewed as a B-module by specializing ε to 1. We
will prove that this relation continue hold for little q-Schur algebras and little Schur algebras. More
explicitly, we will construct a B-basis for the little q-Schur algebra uB(η, r) and then use it to prove
that uB(η, r) ⊗B k ∼= uk(η, r) in the case of l = p being an odd prime.
We organize the paper as follows. We recall the BLM construction of quantum glη and the
deﬁnition of little q-Schur algebras in Section 2. Following [1], we will give the BLM-realization
of UQ(η) and uk(η) in Section 3. Bases for UQ(η, r) and the little Schur algebra uk(η, r) will be
constructed in Section 4. In Section 5, we will construct a B-basis for uB(η, r) and prove that
uB(η, r) ⊗B k ∼= uk(η, r) in the case of l = p being an odd prime.
Throughout, let υ be an indeterminate, Z = Z[υ,υ−1] and Q = Q(υ). Let B = Z[ε, ε−1] and
F = Q(ε), where ε ∈ C is an lth primitive root of 1 with l 3 being odd. Specializing υ to ε, B and
F will be viewed as Z-modules. The set Q and Z will be viewed as Z-modules by specializing υ
to 1. Let k be the ﬁeld with p elements, where p is prime. In the case of l = p being an odd prime
number, k will be viewed as a B-module by specializing ε to 1.
2. The quantum glη and the little q-Schur algebra
A consecutive segment η of Z is either a ﬁnite interval of the form [m,n] := {i ∈ Z | m  i  n} or
an inﬁnite interval of the form (−∞,m], [n,+∞) and (−∞,+∞) = Z, where m,n ∈ Z. Let
η =
{
η\{ηmax}, if there is a maximal element ηmax in η;
η, otherwise.
We will always abbreviate η by n if η = [1,n], and by ∞ if η = (−∞,∞).
The below deﬁnition of quantum glη is a slightly modiﬁed version of Jimbo [17] (see [18,21]).
Deﬁnition 2.1. The quantum glη is the Q-algebra U(η) presented by generators
Ei, Fi
(
i ∈ η), K j, K−1j ( j ∈ η)
and relations
(a) KiK j = K jKi , KiK−1i = 1;
(b) KiE j = υδi, j−δi, j+1E jKi ;
(c) KiF j = υδi, j+1−δi, j F jKi ;
(d) EiE j = E jEi , FiF j = F jFi when |i − j| > 1;
(e) EiF j − F jEi = δi, j K˜i−K˜
−1
i
υ−υ−1 , where K˜i = KiK−1i+1;
(f) E2i E j − (υ + υ−1)EiE jEi + E jE2i = 0 when |i − j| = 1;
(g) F2i F j − (υ + υ−1)FiF jFi + F jF2i = 0 when |i − j| = 1.
The Lusztig Z-form is the Z-subalgebra UZ (η) of U(η) generated by the elements E(m)i =
Emi
[m]! ,
F(m)i =
Fmi ! , K j and
[K j;c ] (i ∈ η , j ∈ η, m, t ∈ N, c ∈ Z), where[m] t
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Emi
[m]! , F
(m)
i =
Fmi
[m]! and
[
K j; c
t
]
=
t∏
s=1
K jυc−s+1 − K−1j υ−c+s−1
υ s − υ−s
with [m]! = [1][2] · · · [m] and [s] = υ s−υ−s
υ−υ−1 .
Let Mη(Z) (resp. Zη) be the set of all matrices (ai, j)i, j∈η (resp. all sequences (ai)i∈η) over Z with
ﬁnite support if η is inﬁnite. Let Nη = {(ai)i∈η ∈ Zη | ai ∈ N, ∀i ∈ η}. If η ⊆ η′ we may embed Mη(Z)
into Mη′ (Z) by adding zeros in rows and columns labelled with i ∈ η′\η. Thus we may identify Mη(Z)
as a subset of Mη′(Z) whenever η ⊆ η′ . Similarly we may identify Zη as a subset of Zη′ if η ⊆ η′ .
Let Ξ(η) = {(aij) ∈ Mη(Z) | aij  0, ∀i, j ∈ η}. For r  0 let Ξ(η, r) = {A ∈ Ξ(η) | σ(A) :=∑i, j ai j = r}
and Λ(η, r) = {λ ∈ Nη | σ(λ) :=∑i λi = r}. For A = (ai, j) ∈ Mη(Z) let ro(A) = (∑ j ai, j)i∈η ∈ Zη and
co(A) = (∑i ai, j) j∈η ∈ Zη .
q-Schur algebras introduced in [4,5] (see [17] for a version in the context of quantum groups) are
very important for the representation theory of the ﬁnite groups GLn(q) over ﬁeld of ﬁnite charac-
teristic which does not divide q. q-Schur algebras were originally deﬁned by certain endomorphism
algebras arising from Hecke algebras of type A. Following [4,5], we deﬁne q-Schur algebras as follows.
Let R be a commutative ring containing an invertible element v. Let HR be the Hecke algebra over
R associated with the symmetric group Sr . Thus, HR as an R-algebra has a basis {Tw}w∈Sr subject
the relations: for all w ∈ Sr and s ∈ S := {(i, i + 1) | 1 i  r − 1}
TsTw =
{
Tsw , if (sw) > (w);
(q − 1)Tw + qTsw , if (sw) < (w),
where q = v2 and  is the length function on Sr with respect to S . For λ ∈ Λ(η, r), let Sλ be the
Young subgroup of Sr and let xλ =∑λ∈Sλ Tw . The endomorphism algebras
SR(η, r) := EndHR
( ⊕
λ∈Λ(η,r)
xλHR
)
are called q-Schur algebras at (η, r). If η is inﬁnite, SR(η, r) is called an inﬁnite q-Schur algebra.
For λ,μ ∈ Λ(η, r) let Dλ,μ be the set of distinguished double (Sλ,Sμ)-coset representatives. Let
D(η, r) = {(λ,d,μ) | λ,μ ∈ Λ(η, r), d ∈ Dλμ}. For λ,μ ∈ Λ(η, r), d ∈ Dλ,μ , deﬁne φdλμ ∈ SR(η, r) by
φdλμ(xνh) = δμ,ν
∑
x∈SλdSμ
Txh.
Then the set {φdλμ | (λ,d,μ) ∈ D(η, r)} forms a basis for
⊕
λ,μ∈Λ(η,r) HomHR (xμHR, xλHR) by
[5, 1.4].
Now let us review the geometric construction of q-Schur algebras as follows. Let KZ (η, r) be the
Z-algebra deﬁned in [1, 1.2], with normalized Z-basis {[A, r]υ}A∈Ξ(η,r) deﬁned in [1, 1.4], see also
[9, §3] (the element [A, r]υ is denoted by [A] in [1]). Let KR(η, r) = KZ (η, r) ⊗Z R, where R is
regarded as a Z-module by specializing υ to v. For A ∈ Ξ(η, r), let
[A, r]v = [A, r]υ ⊗ 1 ∈ KR(η, r).
The algebra KR(η, r) does not have identity in the case of η being ﬁnite. We deﬁne the com-
pletion algebra K̂†R(η, r) of KR(η, r) as follows. Let K̂†R(η, r) be the vector space of all formal
(possibly inﬁnite) R-linear combinations ∑A∈Ξ(η,r) βA[A, r]v which have the following properties:
for any μ ∈ Λ(η, r), the set {A ∈ Ξ(η, r) | βA = 0, co(A) = μ} is ﬁnite. Deﬁning the product of
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∑
B∈Ξ(η,r) γB [B, r]v ∈ K̂†R(η, r) to be
∑
A,B βAγB [A, r]v · [B, r]v gives an associa-
tive algebra structure on K̂†R(η, r), with 1 =
∑
λ∈Λ(η,r)[diag(λ), r]v. Note that we have K̂†R(η, r) =KR(η, r) in the case of η being ﬁnite. Let j : Ξ(η, r) → D(η, r) be the bijective map deﬁned in
[16, (1.3.10)]. By [8, 1.4] and [9, 5.3] there is an algebra isomorphism ςr from K̂†R(η, r) to SR(η, r)
such that ςr([A]) = v−dAφdλμ , where (λ,d,μ) = j (A) and dA =
∑
ik, j<l ai jakl . We will identify
K̂†R(η, r) with SR(η, r) and hence identify KR(η, r) with
⊕
λ,μ∈Λ(η,r) HomHR (xμHR, xλHR).
Using the stabilization property of the multiplication of q-Schur algebras, an important algebra
KZ (η) over Z (without 1), with basis {[A]υ}A∈Ξ˜(η) was introduced in [1, §4] (see also [9, §3]), where
Ξ˜(η) = {(aij) ∈ Mη(Z) | aij  0, ∀i = j ∈ η} (the element [A]υ is denoted by [A] in [1]). Let KR(η) =
KZ (η) ⊗Z R and let
[A]v = [A]υ ⊗ 1 ∈ KR(η).
One may deﬁne the completion algebra K̂†R(η) of KR(η) similarly. This algebra has an identity ele-
ment
∑
λ∈Zη [diag(λ)]v.
Assume R′ is another commutative ring containing an invertible element v′ and there is a ring
homomorphism ϑ : R → R′ such that ϑ(v) = v′ . Then R′ can be viewed as an R-module via ϑ . It is
clear that there is an algebra homomorphism
θR,R′,r = θηR,R′,r : SR(η, r) ⊗R R′ → SR′(η, r) (2.1.1)
deﬁned by sending
∑
A∈Ξ(η,r) βA[A, r]v ⊗1 to
∑
A∈Ξ(η,r) ϑ(βA)[A, r]v′ . Note that θR,R′,r is an isomor-
phism in the case of η being ﬁnite. Similarly, we have the algebra homomorphism
θR,R′ = θηR,R′ : K̂†R(η) ⊗R R′ → K̂†R′(η) (2.1.2)
deﬁned by sending
∑
A∈Ξ˜(η) βA[A]v ⊗ 1 to
∑
A∈Ξ˜(η) ϑ(βA)[A]v′ where v′ = ϑ(v). It is clear that we
may naturally identify SR(η, r) (resp. K̂†R(η)) as an R-subalgebra of SR′ (η, r) (resp. K̂†R′ (η)) whenR ⊆ R′ .
The algebras K̂†R(η) and SR(η, r) are related by an algebra epimorphism ζ̂r,R which we now
deﬁne. By [9, 6.7] there is an algebra epimorphism ζ˙r : KZ (η)KZ (η, r) such that
ζ˙r
([A]υ)= { [A, r]υ, if A ∈ Ξ(η, r);
0, otherwise
(2.1.3)
for A ∈ Ξ˜(η). Hence the map ζ˙r induces an algebra epimorphism
ζ̂r,R : K̂†R(η) SR(η, r) (2.1.4)
deﬁned by sending
∑
A∈Ξ˜(η) βA[A]v to
∑
A∈Ξ(η,r) βA[A, r]v.
Let Ξ±(η) = {(aij) ∈ Mη(Z) | aii = 0, ∀i ∈ η}. Given r > 0, A ∈ Ξ±(η) and j ∈ Zη , we deﬁne
A(j, r)η,v =
∑
λ∈Λ(η,r−σ (A))
vλ·j
[
A + diag(λ), r]v ∈ SR(η, r),
A(j)η,v =
∑
λ∈Zη
vλ·j
[
A + diag(λ)]v ∈ K̂†R(η),
where λ · j=∑i∈η λi ji < ∞.
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quantum group U(η) is realized in [1] (see [9] for η being inﬁnite).
Theorem 2.2. For i, j ∈ η, let Ei, j ∈ Ξ(η) be the matrix (ak,l) with as,t = δi,sδ j,t . Then V(η) is a subalgebra
of K̂†Q(η) and there is an algebra isomorphism U(η)
∼→ V(η) satisfying
Ei → Ei,i+1(0)η,υ ,
∏
t∈η
K jtt → 0(j)η,υ , Fi → Ei+1,i(0)η,υ
for i ∈ η and j ∈ Zη .
With the above result, we shall identify U(η) with V(η). By restricting ζ̂r,Q to U(η) we get an
algebra homomorphism
ξr := ζ̂r,Q ↓U(η) :U(η) = V(η) → SQ(η, r).
Now we recall the deﬁnition of little q-Schur algebras uB(η, r) introduced in [10] as follows
(see [15] for η being inﬁnite). Let B= Z[ε, ε−1], where ε ∈ C is an lth primitive root of 1 with l 3
being odd. Let UB(η) = UZ (η) ⊗Z B. Here B is viewed as a Z-module by specializing υ to ε. The
image of E(m)i etc. in UB(η) will be denoted by the same letters. Let u˜B(η) be the subalgebra of
UB(η) generated by E
(m)
i , F
(m)
i , K
±1
j and
[K j;0
t
]
for i ∈ η , j ∈ η, 0m, t < l. Let
uB(η) = u˜B(η)/
〈
Kli − 1
∣∣ i ∈ η〉.
The algebra uB(η) is called the inﬁnitesimal quantum group of glη . Since ξr(UZ (η)) ⊆ SZ (η, r), the
map ξr induces an algebra homomorphism
ξr,B := θZ,B,r ◦ (ξr ⊗ idB) : UB(η) → SB(η, r) (2.2.1)
(see (2.1.1) for the deﬁnition of θZ,B,r ). Let uB(η, r) = ξr,B(u˜B(η)). The algebra uB(η, r) is called a
little q-Schur algebra at (η, r). If η is inﬁnite, uk(η, r) is called an inﬁnite little q-Schur algebra. Since
ξr,B(Kli) = 1 for i ∈ η, the little q-Schur algebra is also a homomorphic image of the inﬁnitesimal
quantum group uB(η).
To end this section, we will recall an important triangular relation which is useful in the re-
maining sections. For A = (as,t) ∈ Ξ˜(η) and i = j, let σi, j(A) =∑si;t j as,t for i < j, and σi, j(A) =∑
si;t j as,t for i > j. Deﬁne B  A if and only if σi, j(B) σi, j(A) for all i, j ∈ η, i = j. Put B ≺ A if
B  A and σi, j(B) < σi, j(A) for some i = j. Let Ξ+(η) (resp. Ξ−(η)) be the subset of Ξ(η) consisting
of those matrices (ai, j) with ai, j = 0 for all i  j (resp. i  j). For A ∈ Ξ±(η), write A = A+ + A−
with A+ ∈ Ξ+(η) and A− ∈ Ξ−(η). For A ∈ Ξ±(η) let
E(A
+) =
∏
ih< j
i, j∈η
E(aij)h , F
(A−) =
∏
jh<i
i, j∈η
F(ai, j)h ,
where the ordering of the products is the same as in [1, 3.9]. By [1, 5.5(c)], for A ∈ Ξ±(η) and λ ∈ Zη
the following triangular relation hold in KZ (η):
E(A
+)[diag(λ)]
υ
F(A
−) = [A + diag(λ − σ (A))]
υ
+ f , (2.2.2)
where σ (A) = (σi(A))i∈Z with σi(A) = ∑ j<i(ai, j + a j,i) and f is a ﬁnite Z-linear combination of
[B]υ with B ∈ Ξ˜(η) such that B ≺ A.
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Let UQ(η) = UZ (η) ⊗Z Q, where Q is regarded as a Z-module by specializing υ to 1. We will
denote the image of E(m)i etc. in UQ(η) by the same letters. Let
UQ(η) = UQ(η)/〈Ki − 1 | i ∈ η〉,
where UQ(η) = UZ (η) ⊗Z Q. By [19, 6.7] the algebra UQ(η) is isomorphic to the enveloping algebra
of glη . Let π be the naturally canonical map from UQ(η) to UQ(η). For i ∈ η , j ∈ η and m ∈ Z let
E(m)i = π
(
E(m)i
)
, F (m)i = π
(
F(m)i
)
and H j = π
([
K j;0
1
])
.
For A ∈ Ξ±(η), let E(A+) = π(E(A+)) and F (A−) = π(F(A−)). Let UZ(η) = π(UZ (η)⊗Z Z). Then UZ(η)
is generated by the elements E(m)i , F
(m)
i , H j and(
H j
t
)
= H j(H j − 1) · · · (H j − t + 1)
t! ,
for all i ∈ η , j ∈ η and m, t ∈ N.
In order to realize the algebra UQ(η) we shall construct the elements A[j]η in K̂†Q(η) similar to
A(j)η,υ in K̂†Q(η) as follows. Let R1 be a commutative ring and R1 will be viewed as a Z-module
by specializing υ to 1. Given r > 0, A ∈ Ξ±(η) and j ∈ Nη , we deﬁne
A[j, r]η =
∑
λ∈Λ(η,r−σ (A))
λj
[
A + diag(λ), r]1 ∈ SR1(η, r),
A[j]η =
∑
λ∈Zη
λj
[
A + diag(λ)]1 ∈ K̂†R1(η), (3.0.3)
where λj = ∏i∈η λ jii ∈ R1. The following result is the classical version of [1, 5.3]. Note that these
formulas cannot be directly obtained from [1, 5.3] by specializing υ to 1.
Proposition 3.1. Assume h ∈ η , t ∈ η, j ∈ Nη and A ∈ Ξ±(η). The following multiplication formulas hold in
K̂†R1 (η):
0[et]η A[j]η = A[j+ et]η +
∑
s∈η
at,s A[j]η, (3.1.1)
where et = (. . . ,0,1
t
,0, . . .) ∈ Nη and 0 stands for the zero matrix.
Eh,h+1[0]η A[j]η =
∑
ah+1,i1
∀i =h,h+1
(ah,i + 1)(A + Eh,i − Eh+1,i)[j]η
+ α
∑
0i jh
(−1)i
(
jh
i
)
(A − Eh+1,h)
[
j+ (1− i)eh
]
η
+ (ah,h+1 + 1)
∑
0i jh+1
(
jh+1
i
)
(A + Eh,h+1)[j− ieh+1]η, (3.1.2)
where α is 1 if ah+1,h  1 and 0 otherwise.
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∑
ah,i1
∀i =h,h+1
(ah+1,i + 1)(A − Eh,i + Eh+1,i)[j]η
+ α′
∑
0i jh+1
(−1)i
(
jh+1
i
)
(A − Eh,h+1)
[
j+ (1− i)eh+1
]
η
+ (ah+1,h + 1)
∑
0i jh
(
jh
i
)
(A + Eh+1,h)[j− ieh]η, (3.1.3)
where α′ is 1 if ah,h+1  1 and 0 otherwise. The same formulas hold in SQ(η, r).
Proof. The formula (3.1.1) follows from directly calculation. To prove (3.1.2), by deﬁnition we have
Eh,h+1[0]η A[j]η =
∑
μ∈Zη
μj
[
Eh,h+1 + diag
(
μ + ro(A) − eh+1
)]
1 ·
[
A + diag(μ)]1.
By [1, 4.6(a)] we have[
Eh,h+1 + diag
(
μ + ro(A) − eh+1
)]
1 ·
[
A + diag(μ)]1
=
∑
ah+1,i1
∀i =h,h+1
(ah,i + 1)
[
A + Eh,i − Eh+1,i + diag(μ)
]
1 + α(μh + 1)
[
A − Eh+1,h + diag(μ + eh)
]
1
+ (ah,h+1 + 1)
[
A + Eh,h+1 + diag(μ − eh+1)
]
1.
Thus we have
Eh,h+1[0]η A[j]η =
∑
ah+1,i1
∀i =h,h+1
(ah,i + 1)(A + Eh,i − Eh+1,i)[j]η + X + Y ,
where X = α∑μ∈Zη μj(μh + 1)[A − Eh+1,h + diag(μ + eh)]1 and Y = (ah,h+1 + 1)∑μ∈Zη μj ×[A + Eh,h+1 + diag(μ − eh+1)]1. We have
X = α
∑
μ∈Zη
∏
s =h
μ
js
s (μh + 1− 1) jh (μh + 1)
[
A − Eh+1,h + diag(μ + eh)
]
1
= α
∑
0i jh
μ∈Zη
(−1)i
(
jh
i
)
(μ + eh)j+(1−i)eh
[
A − Eh+1,h + diag(μ + eh)
]
1
= α
∑
0i jh
(−1)i
(
jh
i
)
(A − Eh+1,h)
[
j+ (1− i)eh
]
η.
Similarly one can check Y = (ah,h+1 + 1)∑0i jh+1( jh+1i )(A + Eh,h+1)[j− ieh+1]η . The formula (3.1.2)
follows. The last formula (3.1.3) can be proved similarly. 
Let VQ(η) be the subspace of K̂†Q(η) spanned by the elements A[j]η for A ∈ Ξ±(η) and j ∈ Nη .
Note that these elements form a Q-basis for VQ(η) by Vandermonde determinant argument. We now
are ready to prove the main result of this section.
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satisfying
Ei → Ei,i+1[0]η, H j → 0[j]η, Fi → Ei+1,i[0]η
for i ∈ η and j ∈ Nη , where H j =∏s∈η H jss .
Proof. It is clear that we have UZ (η) ⊆ K̂†Z (η). Let φZ be the natural embedding from UZ (η) to
K̂†Z (η). Let φQ := θZ,Q ◦ (φZ ⊗ idQ) be the algebra homomorphism from UQ(η) to K̂†Q(η) (see (2.1.2)
for the deﬁnition of θZ,Q). Since φQ(Ki) = 1 for i ∈ η, φQ induces an algebra homomorphism
φQ : UQ(η) → K̂†Q(η).
By (2.2.2), for A ∈ Ξ±(η) and j ∈ Nη
φQ
(
E(A
+)H jF (A
−))= ∑
λ∈Zη
λjφQ
(
E(A
+))[diag(λ)]1φQ(F (A−))= ∑
λ∈Zη
λj
[
A + diag(λ − σ (A))]1 + g,
where g is a formal Z-linear combination of [B]1 with B ∈ Ξ˜(η) such that B ≺ A. For j′, j ∈ Nη we
write j′  j if j′i  ji for i ∈ η. Then for λ ∈ Zη , we have
λj = (λ − σ (A) + σ (A))j = (λ − σ (A))j + ∑
j′∈Nη, j′<j
f A,j′
(
λ − σ (A))j′ ,
where f A,j′ ∈ Z is independent of λ. Thus we have
φQ
(
E(A
+)H jF (A
−))= A[j]η + ∑
j′∈Nη, j′<j
f A,j′ A[j′]η + g. (3.2.1)
By 3.1 g must be a Q-linear combination of B[j′′]η with B ∈ Ξ±(η) and j′′ ∈ Nη such that B ≺ A.
Hence, since the elements A[j]η for A ∈ Ξ±(η) and j ∈ Nη form a Q-basis for VQ(η) and UQ(η) =
spanQ{E(A+)H jF (A−) | A ∈ Ξ±(η), j ∈ Nη} by [1, 5.7], we have φQ(UQ(η)) = VQ(η) and φQ is injective.
The assertion follows. 
With the above result, we will identify UQ(η) with VQ(η).
Now we will discuss the restricted enveloping algebra uk(η) of glη . Let k be the ﬁeld with p
elements, where p is prime. Let Uk(η) = UZ(η) ⊗Z k. We will denote the image of E(m)i etc. in Uk(η)
by the same letters. Following [19] let uk(η) be the k-subalgebra of Uk(η) generated by the elements
Ei , Fi , H j for all i ∈ η and j ∈ η.
Given a positive integer a  2, let Γa(η) be the set of all A = (ai, j) ∈ Ξ˜(η) such that ai, j < a for
all i = j and let Γ ±a (η) be the set of all A ∈ Γ (η) whose diagonal entries are zero. Let Wk(η) be the
subspace of K̂†k(η) spanned by the elements A[j]η for A ∈ Γ ±p (η) and j ∈ Nη . The following result can
be proved in a way similar to the proof of 3.2.
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∼−→ Wk(η) satisfying
Ei → Ei,i+1[0]η,
∏
s∈η
H jss → 0[j]η, Fi → Ei+1,i[0]η
for i ∈ η and j ∈ Zη .
With the above result, we shall identify uk(η) with Wk(η).
4. Bases for the algebra UQ(η, r) and little Schur algebras
Recall that there is an algebra homomorphism ζ̂r,Q : K̂†Q(η) → SQ(η, r) deﬁned in (2.1.4). By re-
stricting ζ̂r,Q to UQ(η), we get an algebra homomorphism
ζr := ζ̂r,Q ↓UQ(η) :UQ(η) = VQ(η) → SQ(η, r). (4.0.1)
Note that by deﬁnition for A ∈ Ξ±(η) and j ∈ Nη we have
ζr
(
A[j]η
)= ζ̂r,Q(A[j]η)= A[j, r]η. (4.0.2)
Let UQ(η, r) = ζr(UQ(η)). Then we have UQ(η, r) = SQ(η, r) if η is ﬁnite, and UQ(η, r) is a proper
subalgebra of SQ(η, r) for r  1 in the case of η being inﬁnite.
For i ∈ η , j ∈ η and m, t ∈ N let e(m)i = ζr(E(m)i ), f (m)i = ζr(F (m)i ), h j = ζr(H j) and
( h j
t
)= ζr(( H jt )).
For A ∈ Ξ±(η) and j ∈ Nη , let e(A+) = ζr(E(A+)), f (A−) = ζr(F (A−)) and hj = ζr(H j). Let U0Q(n, r) be
the subalgebra of UQ(n, r) generated by hi for 1 i  n.
Lemma 4.1. Let Λn,r = {j ∈ Nn | jn = 0, σ (j) r}. Each of the following set forms a Q-basis for U0Q(n, r):
(1) {[diag(λ), r]1 | λ ∈ Λ(n, r)};
(2) {hj | j ∈ Λn,r}.
Proof. For λ,μ ∈ Nη let (
h
λ
)
=
∏
i∈η
(
hi
λi
)
,
(μ
λ
)
=
∏
i∈η
(
μi
λi
)
.
Then for λ ∈ Nn we have(
h
λ
)
=
∑
μ∈Λ(n,r)
μiλi ∀1in
(μ
λ
)[
diag(μ), r
]
1 =
{ [diag(λ), r]1, if σ(λ) = r;
0, if σ(λ) > r.
(4.1.1)
It follows [diag(λ), r]1 ∈ U0Q(n, r) for λ ∈ Λ(n, r) and hence the set {[diag(λ), r]1 | λ ∈ Λ(n, r)} forms
a Q-basis for U0
Q
(n, r). Since
∑
1in hi =
∑
λ∈Λ(n,r)(λ1 + λ2 + · · · + λn)[diag(λ), r]1 = 1, by (4.1.1),
U0
Q
(n, r) is spanned by hj for j ∈ Λn,r . Hence by dimension considerations, the set {hj | j ∈ Λn,r} must
be a Q-basis for U0
Q
(n, r). 
Corollary 4.2. The matrix (λj)λ∈Λ(n,r), j∈Λn,r is invertible in Q.
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U0
Q
(n, r), the assertion follows. 
Now we are ready to construct the BLM basis for UQ(η, r).
Theorem 4.3 (The BLM basis for UQ(η, r)). The set Bη = {A[j, r]η | A ∈ Ξ±(η), j ∈ Nη , σ (A) + σ(j) r}
forms a Q-basis for UQ(η, r).
Proof. We ﬁrst discuss the case of η being ﬁnite. We assume η = [1,n]. Fix A ∈ Ξ±(n). By deﬁnition
for j ∈ Λn,r−σ(A) we have
A[j, r]n =
∑
λ∈Λ(n,r−σ (A))
λj
[
A + diag(λ), r]1.
By 4.2, the coeﬃcient matrix (λj)λ∈Λ(n,r−σ(A)), j∈Λn,r−σ(A) of the above equations is invertible. Hence,
since the set {[A, r]1 | A ∈ Ξ(n, r)} forms a Q-basis for SQ(n, r) = UQ(n, r), the set Bn forms a Q-basis
for UQ(n, r).
Now we turn to the case of η being inﬁnite. For simplicity, we assume η = (−∞,∞). For n  1
let Vn be the subspace of UQ(∞, r) spanned by the elements A[j, r]∞ , for A ∈ Ξ±([−n,n]) and
j ∈ N[−n,n−1] . For A ∈ Ξ±([−n,n]) and j ∈ N[−n,n−1] we rewrite
A[j, r]∞ =
∑
λ∈Λ([−n,n],r−σ (A))
λj
[
A + diag(λ), r]1,n,
where
[
A + diag(λ), r]1,n = ∑
μ∈Λ(∞,r−σ (A))
μ−n=λ−n,...,μn−1=λn−1
[
A + diag(μ), r]1.
Then by 4.2 the set {[A + diag(λ), r]1,n | A ∈ Ξ±([−n,n]), λ ∈ Λ([−n,n], r − σ(A))} forms a Q-basis
for Vn and hence the set B′n := {A[j, r]∞ | A ∈ Ξ±([−n,n]), j ∈ N[−n,n−1], σ (A) + σ(j)  r} forms a
Q-basis for Vn . Therefore, since UQ(∞, r) = ζr(UQ(∞)) =∑n1 Vn by (4.0.2) and B∞ is the union of
B′n for n 1, the assertion follows. 
Using the above result we shall construct monomial and PBW bases for UQ(η, r).
Corollary 4.4 (The monomial and PBW bases for UQ(η, r)). Each of the following set forms a Q-basis for
UQ(η, r):
(1) Nη = {e(A+)hj f (A−) | A ∈ Ξ±(η), j ∈ Nη , σ (A) + σ(j) r};
(2) Pη = {A+[0, r]ηhjA−[0, r]η | A ∈ Ξ±(η), j ∈ Nη , σ (A) + σ(j) r}.
Proof. By (3.2.1), (4.0.2) and 4.3 we have
e(A
+)hj f (A
−) = A[j, r]η +
∑
j′∈Nη, j′<j
f A,j′ A[j′, r]η + f ,
A+[0, r]ηhjA−[0, r]η = A[j, r]η +
∑
j′∈Nη, j′<j
f A,j′ A[j′, r]η + g,
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assertion follows from 4.3. 
Remark 4.5. By [11, 4.6] the set Pη is a PBW type basis for UQ(η, r).
We now discuss little Schur algebras. Since ζr(UZ(η)) ⊆ SZ(η, r), the map ζr induces an algebra
homomorphism
ζr,k := θZ,k,r ◦ (ζr ⊗ idk) : Uk(η) → Sk(η, r)
(see (2.1.1) for the deﬁnition of θZ,k,r ). The algebra uk(η, r) := ζr,k(uk(η)) is called a little Schur algebra
at (η, r). It is clear that we have ζr,k ↓uk(η)= ζ̂r,k ↓uk(η) . Thus we have
ζr,k
(
A[j]η
)= ζ̂r,k(A[j]η)= A[j, r]η (4.5.1)
for A ∈ Γ ±p (η) and j ∈ Nη .
Given a positive integer a  2, let Λa(η, r) = {λ ∈ (Za)η | λ ∈ Λ(η, r)} and let Λn,r,a :=
{j ∈ Nn | jn = 0, σ (j)  r, ji < a, ∀1  i  n − 1}. Here ¯ : Zη → (Za)η (Za = Z/aZ) is the map
deﬁned by ( j1, j2, . . . , jn) = ( j¯1, j¯2, . . . , j¯n). Let u0k (n, r) be the subalgebra of uk(n, r) generated by hi
for 1 i  n.
Lemma 4.6. Each of the following set forms a k-basis for u0k (n, r):
(1) {[[diag(λ), r]]1 :=∑μ∈Λ(n,r),μ=λ[diag(μ), r]1 | λ ∈ Λp(n, r)};
(2) {∏1in−1( hiλi ) | λ ∈ Λ(n, r), λi < p for 1 i  n− 1};
(3) {hj | j ∈ Λn,r,p}.
Proof. By deﬁnition we have
u0k (n, r) ⊆ span
{[[
diag(λ), r
]]
1
∣∣ λ ∈ Λp(n, r)}. (4.6.1)
For λ ∈ Λ(n, r) such that λi < p for 1 i  n− 1 we have
∏
1in−1
(
hi
λi
)
= [[diag(λ), r]]1 + ∑
μ∈Λ(n,r), λ =μ
λiμi<p ∀1in−1
∏
1in−1
(
μi
λi
)[[
diag(μ), r
]]
1.
Thus, by (4.6.1), the assertion (1) and (2) follows. By (2) we have u0k (n, r) is spanned by the elements
hj for j ∈ Λn,r,p . Thus, since #Λn,r,p = #Λp(n, r), the assertion (3) follows. 
Corollary 4.7. The matrix (λj)λ∈Λp(n,r), j∈Λn,r,p is invertible in k.
Proof. Since the matrix (λj)λ∈Λp(n,r), j∈Λn,r,p is the transition matrix from the basis 4.6(1) to 4.6(3) for
u0k (n, r), the assertion follows. 
By 3.3, (4.5.1) and 4.7, completely as the argument of 4.3 and 4.4, we get the following monomial,
BLM and PBW bases for uk(η, r).
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(1) Each of the following set forms a k-basis for uk(η, r):
(i) Bη,k = {A[j, r]η | A ∈ Γ ±p (η), j ∈ Nη , ji < p, ∀i ∈ η, σ (A) + σ(j) r};
(ii) Nη,k = {e(A+)hj f (A−) | A ∈ Γ ±p (η), j ∈ Nη , ji < p, ∀i ∈ η, σ (A) + σ(j) r};
(iii) Pη,k = {A+[0, r]ηhjA−[0, r]η | A ∈ Γ ±p (η), j ∈ Nη , ji < p, ∀i ∈ η, σ (A) + σ(j) r}.
(2) If η is ﬁnite, then the set {[[A + diag(λ), r]]1 | A ∈ Γ ±p (η), λ ∈ Λp(η, r − σ(A))} forms a k-basis for
uk(η, r), where [[A + diag(λ), r]]1 =∑μ∈Λ(η,r−σ(A)),μ=λ[A + diag(μ), r]1.
5. Relation between little q-Schur algebras and little Schur algebras
Recall that there is an algebra homomorphism ξr,B : UB(η) → SB(η, r) deﬁned in (2.2.1). For
i ∈ η , j ∈ η and m, t ∈ N, let e(m)i = ξr,B(E(m)i ), f(m)i = ξr,B(F(m)i ), k j = ξr,B(K j) and
[k j ;0
t
] =
ξr,B
([K j;0
t
])
. For A ∈ Ξ±(η) let e(A+) = ξr,B(E(A+)) and f(A−) = ξr,B(F(A−)). For A ∈ Γ ±l (η) and
λ ∈ (Zl)η let
[[
A + diag(λ), r]]
ε
=
{∑
μ∈Λ(η,r−σ (A)),μ=λ[A + diag(μ), r]ε, if λ ∈ Λl(η, r − σ(A));
0, otherwise.
Since SB(η, r) can be naturally identiﬁed as a B-subalgebra of SF (η, r), we may view uB(η, r)
as a B-subalgebra of SF (η, r). We now are ready to construct B-bases for uB(η, r) in the case of
η being ﬁnite.
Theorem 5.1. Each of the following set forms aB-basis for uB(n, r)
(1) Ln = {[[A + diag(λ), r]]ε | A ∈ Γ ±l (n), σ (A) r, λ ∈ Λl(n, r − σ(A))};
(2) Mn = {e(A+)[[diag(λ), r]]εf(A−) | A ∈ Γ ±l (n), λ ∈ Λ(n, r), λ σ (A)};
(3) Jn = {e(A+)∏1in−1[ki ;0λi ]f(A−) | A ∈ Γ ±l (n), σ (A)  r, λ ∈ Λ(n, r), 0  λi < l, ∀1  i 
n − 1, λ − σ (A) ∈ Λl(n, r − σ(A))}.
Proof. By [19, 5.4(d)] and [20, 7.8(b)], we have
uB(n, r) ⊆ spanB
{
e(A
+)[[diag(λ), r]]
ε
f(A
−) ∣∣ A ∈ Γ ±l (n), λ ∈ Λl(n, r)}. (5.1.1)
For λ ∈ Λ(n, r) such that 0 λi < l for 1 i  n − 1 we have
n−1∏
i=1
[
ki;0
λi
]
= [[diag(λ), r]]
ε
+
∑
μ∈Λ(n,r), λ =μ
λiμi<l ∀1in−1
∏
1in−1
[
μi
λi
]
ε
[[
diag(μ), r
]]
ε
, (5.1.2)
where
[μi
λi
]
ε
denote the element
[μi
λi
]
with υ replaced by ε. It follows [[diag(λ), r]]ε ∈ uB(n, r) for
λ ∈ Λl(n, r) and hence by (5.1.1), we have
uB(n, r) = spanB
{
e(A
+)[[diag(λ), r]]
ε
f(A
−) ∣∣ A ∈ Γ ±l (n), λ ∈ Λl(n, r − σ(A))}. (5.1.3)
Let uF (n, r) = spanF uB(n, r) ⊆ SF (n, r). Then uF (n, r) is the little q-Schur algebra over F .
Thus by [10, 8.2(2)], the set {[[A + diag(λ), r]]ε | A ∈ Γ ±l (n), σ (A)  r, λ ∈ Λl(n, r − σ(A))} forms a
F -basis for uF (n, r). So by (2.1.3) and (2.2.2), for A ∈ Γ ±l (n) and λ ∈ Λl(n, r) we have
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ε
f(A
−) = [[A + diag(λ − σ (A)), r]]
ε
+ f , (5.1.4)
where f ∈ spanB{[[B + diag(μ), r]]ε | B ∈ Γ ±l (n), B ≺ A, μ ∈ Λl(n, r − σ(B))}. Thus by (5.1.3) the
assertion (1) and (2) follows. By (5.1.2) and (5.1.4) for A ∈ Γ ±l (n) and λ ∈ Λ(n, r) such that 0 λi < l
(1 i  n− 1) and λ − σ (A) ∈ Λl(n, r − σ(A)) we have
e(A
+) ∏
1in−1
[
ki;0
λi
]
f(A
−) = [[A + diag(λ − σ (A)), r]]
ε
+ h1 + h2,
where h1 ∈ spanB[[A+diag(μ−σ (A)), r]]ε | μ ∈ Λ(n, r), λi μi < l,∀1 i  n−1, λ = μ,μ−σ (A) ∈
Λl(n, r − σ(A)) and h2 ∈ spanB{[[B + diag(μ), r]]ε | B ∈ Γ ±l (n), B ≺ A, μ ∈ Λl(n, r − σ(B))}. The as-
sertion (3) follows. 
Now we will construct a B-basis for uB(η, r) in the case of η being inﬁnite. For simplicity we
will only consider the case of η = Z.
Theorem 5.2. The set J∞ = {e(A+)∏i∈Z[ki ;0λi ]f(A−) | A ∈ Γ ±l (∞), λ ∈ N∞, λi < l, ∀i ∈ Z, σ (A) 
r, σ (λ)  r, λ − σ (A) ∈ Λl (∞, r − σ(A))} forms a B-basis for uB(∞, r) where Λl (∞, r − σ(A)) ={μ ∈ (Zl)∞ | μ ∈ N∞, σ (μ) r − σ(A)}.
Proof. For n 1 let Tn be the B-subspace of uB(∞, r) spanned by the elements
e(A
+) ∏
−nin−1
kδii
[
ki;0
λi
]
f(A
−)
for A ∈ Γ ±l ([−n,n−1]), 0 λi < l, and δi = 0,1, ∀−n i  n−1. Then by [19, 5.4(d)] and [20, 7.8(b)]
we have
Tn ⊆ Tn+1 and uB(∞, r) =
∑
n1
Tn. (5.2.1)
Let T˜n = spanB{[[A + diag(λ), r]]ε,n | A ∈ Γ ±l ([−n,n − 1]), λ ∈ (Zl)[−n,n]} where
[[
A + diag(λ), r]]
ε,n =
⎧⎨⎩
∑
μ∈Λ(∞,r−σ (A))
μ−n=λ−n,...,μn−1=λn−1
[A + diag(μ), r]ε, if λ ∈ Λl([−n,n], r − σ(A));
0, otherwise.
By [10, 4.3] for A ∈ Γ ±l ([−n,n − 1]) we have
e(A
+)f(A
−) = A(0, r)∞,ε + f , (5.2.2)
where
f =
∑
B∈Γ ±l ([−n,n−1])
B≺A, j∈Z[−n,n−1]
xA,B,jB(j, r)∞,ε (xA,B,j ∈F ).
It is clear we have
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diag(μ, r)
]]
ε,nB(j, r)∞,ε = ε(μ−ro(B))·j
[[
B + diag(μ − ro(B)), r]]
ε,n
for μ ∈ Λl([−n,n], r), B ∈ Γ ±l ([−n,n − 1]) and j ∈ Z[−n,n−1] . Thus by (5.2.2) for A ∈ Γ ±l ([−n,n − 1])
and λ ∈ Λ([−n,n], r) we have
e(A
+)[[diag(λ), r]]
ε,nf
(A−) = [[diag(λ − co(A+)+ ro(A+)), r]]
ε,ne
(A+)f(A
−)
= [[diag(λ − co(A+)+ ro(A+)), r]]
ε,n
(
A(0, r)∞,ε + f
)
= [[A + diag(λ − σ (A)), r]]
ε,n + g,
where
g = [[diag(λ − co(A+)+ ro(A+)), r]]
ε,n · f
=
∑
B∈Γ ±l ([−n,n−1])
B≺A
( ∑
j∈Z[−n,n−1]
ε(λ−co(A+)+ro(A+)−ro(B))·jxA,B,j
)
× [[B + diag(λ − co(A+)+ ro(A+)− ro(B)), r]]
ε,n.
By (2.2.2) we have
∑
j∈Z[−n,n−1]
ε(λ−co(A+)+ro(A+)−ro(B))·jxA,B,j ∈B
for all A, B, λ. Thus for A ∈ Γ ±l ([−n,n − 1]), λ ∈ Λ([−n,n], r) such that 0 λi < l, ∀ − n  i  n − 1,
we have
e(A
+) ∏
−nin−1
[
ki;0
λi
]
f(A
−)
= e(A+)[[diag(λ), r]]
ε,nf
(A−)
+
∑
μ∈Λ([−n,n],r), λ =μ
λiμi<l ∀−nin−1
∏
−nin−1
[
μi
λi
]
ε
e(A
+)[[diag(μ), r]]
ε,nf
(A−)
= [[A + diag(λ − σ (A)), r]]
ε,n
+
∑
μ∈Λ([−n,n],r), λ =μ
λiμi<l ∀−nin−1
∏
−nin−1
[
μi
λi
]
ε
[[
A + diag(μ − σ (A)), r]]
ε,n + h,
where h stands for a B-linear combination of [[B+diag(ν), r]]ε,n with B ∈ Γ ±l ([−n,n−1]), B ≺ A and
ν ∈ Λl([−n,n], r − σ(B)). It follows that Tn = T˜n and the set J ′n := {e(A+)
∏
−nin−1
[ki ;0
λi
]
f(A
−) | A ∈
Γ ±l ([−n,n−1]), σ (A) r, λ ∈ Λ([−n,n], r), λi < l, ∀−n i  n−1, λ−σ (A) ∈ Λl([−n,n], r − σ(A))}
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⋃
n1 J
′
n . Thus by (5.2.1), the set
J∞ forms a B-basis for uB(∞, r). 
Remark 5.3. Neither the set L∞ nor the set M∞ forms a B-basis for uB(∞, r), where L∞ =
{[[A + diag(λ), r]]ε | A ∈ Γ ±l (∞), σ (A)  r, λ ∈ Λl(∞, r − σ(A))} and M∞ = {e(A
+)[[diag(λ), r]]ε ×
f(A
−) | A ∈ Γ ±l (∞), λ ∈ Λ(∞, r), λ  σ (A)}. It is because neither spanBL∞ nor spanBM∞ has
identity.
From now on we assume l = p is an odd prime number. Then k can be viewed as a B-module
by specializing ε to 1. In [19, 6.7(i)], it was proved that uB(η) ⊗B k ∼= uk(η). This relation continues
hold for little q-Schur algebras and little Schur algebras.
Theorem 5.4. There is a k-algebra isomorphism uB(η, r) ⊗B k ∼→ uk(η, r) satisfying
e
(m)
i ⊗ 1 → e(m)i , f(m)i ⊗ 1 → f (m)i ,
[
k j;0
t
]
⊗ 1 →
(
h j
t
)
for i ∈ η , j ∈ η and 0m, t < l.
Proof. Let ιη be the naturally embedding from uB(η, r) to SB(η, r). We compose ιη ⊗ idk with
θ
η
B,k,r deﬁned in (2.1.1), and we get a surjective algebra homomorphism
θ
η
B,k,r ◦ (ιη ⊗ idk) : uB(η, r) ⊗B k uk(η, r).
One can easily show that θnB,k,r ◦ (ιn ⊗ idk)( Jn ⊗ 1) and θ∞B,k,r ◦ (ι∞ ⊗ idk)( J∞ ⊗ 1) are all linearly
independent. Thus by 5.1 and 5.2, the map θηB,k,r must be an isomorphism for any η. 
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