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Abstract
This review discusses some issues related to the use of simulation in
transportation analysis. Potential pitfalls are identified and discussed.
An overview of some methods relevant to the use of an advanced
simulation tool in an optimization context is also provided.
1 A personal note
I have met Matthew Karlaftis for the first time when he was a PhD student,
at the meeting of the Transportation Research Board in DC. He was the
type of person that you notice immediately: full of energy, really smart,
and always smiling. We continued to interact here and there as our career
developed. When he invited me to be a plenary speaker at the Interna-
tional Conference on Engineering and Applied Sciences Optimization, I
immediately accepted. I proposed him to talk about the role of simulation
in transportation research in general, with a special focus on simulation-
based optimization. His reaction was enthusiastic. Unfortunately, Matt
did not attend the plenary lecture. The announcement of his death was
made just after the plenary session, creating a shockwave of emotions and
bewilderment. This article builds on the material of this lecture, and is
dedicated to the memory of a great colleague and friend.
2 The pitfalls of simulation
The complexity of transport systems requires advanced decision support
methodologies. It is the consequence of the interaction of many differ-
ent elements, including transport infrastructure, travelers, goods, vehicles,
information and communication technologies, to cite just a few. The an-
alyst has only partial access to the exact interactions, and is faced with
a great deal of uncertainty. An important source of uncertainty is related
to the strong behavioral dimensions of transportation systems, as the joint
choices of many individuals in terms of mode choice, departure time choice
and route choice, among others, have a huge impact on the level of service
of the system. The resulting congestion generate important economical and
social costs (the cost of congestion has been reported to be more than $120
billion in the US in 2012 (Schrank et al., 2012), and e80 billion in Europe
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in 2013 (European Commission, 2013)), justifying the need for advanced
decision support systems in order to mitigate the negative externalities of
congestion.
Decision support systems rely on detailed mathematical models that
describe the underlying reality. These models may be included in an op-
timization framework to identify the best configuration of the system at
hand. This applies at the planning stage and at the operational level. The
mathematical models are designed in such a way that (i) they capture the
causal effects linking the many state variables of the system and (ii) they
account for the uncertainty.
Unfortunately, it is easy to confound the two effects (causalities and
uncertainty). The following example illustrates that potential confusion,
using a simple experiment that can easily be organized in front of an audi-
ence.
2.1 A simple experiment
The experiment is performed on a map of a city center, with the claimed
objective to investigate the impact of safety measures. We assume that
the number of accidents on each road on the map is a random variable
that can be represented by throwing two dice. Therefore, we simulate the
number of accidents for the reference year by throwing two dice for each
road. For instance, we obtain the following values for 20 roads: 4, 5, 9,
9, 10, 8, 10, 8, 4, 6, 3, 4, 5, 6, 4, 8, 5, 7, 3, 4. Now, you select the four
most dangerous roads, that is roads 3, 4, 5 and 7 (in bold above) in our
example. On each of these roads, you place a figurine representing a speed
limit enforcement system. And you claim that you will now evaluate the
impact of these measures by comparing the number of accidents before and
after the installation of the figurines. For each of the dangerous roads, you
throw again the dice to generate the number of accidents after the speed
enforcement. And you obtain 6, 7, 4 and 7, say. You conclude that your
speed enforcement system has reduced the number of accidents from 38 to
24, that is an impressive reduction of about 37%.
The fallacy is obvious: in this experiment, there is absolutely no causal
effect between the presence or absence of the figurine and the second set
of accident statistics. There are actually two wrong conclusions. First, the
identification of the most dangerous roads is based on one random instance
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of the accidents scenarios. It is clear from the set up of the experiment that
each road is equally dangerous, in average. Second, the calculation of the
decrease of the number of accidents is also based on a single instance. It is
interesting to note that, with such a setup, there is more than 98% chance to
“prove” that the number of accidents decreases. The correct way to perform
the experiments would have been to generate many instances before hand
to identify the most dangerous roads. The conclusion would have been
that a number of about 7 accidents occur on each road in average. If the
same analysis would be performed after the figurine have been installed,
the conclusion would also have been close to 7. It would then be possible to
perform statistical tests to check if the two values are significantly different
or if the difference is only due to the stochasticity of the system.
There are two lessons that can be learned from this experiment. First,
if the experiment is transposed in real life, it is easy to imagine similar
situations where causal effects have allegedly been proved although they did
not exist. Contrarily to simulation environment, it is not always possible
to repeat the same experiment a sufficient number of times in real life
to capture the stochasticity of the system. Second, with respect to the
simulated experiment itself, it is clearly insufficient to draw conclusions
based only on one realization of a stochastic system, or a stochastic model.
2.2 Simulation in a nutshell
A simulation tool is meant to capture the complexity of a system, as well
as its stochasticity. The model of the system, that is its mathematical
formulation that captures its simplified representation, is composed of the
following elements, as illustrated by Figure 1.
 The state variables x characterize the configuration of the system at a
given point in time (static models) or characterize this configuration
at several points in time (dynamic models).
 The external input variable y characterize elements that are outside
the system that may influence its configuration.
 The control variables u characterize the actions that can be taken by
the engineer or the policy maker to modify the configuration of the
system.
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 The indicators z that characterize the level of performance of the
system.
External input — yControl — u
Complex system — state x
Indicators — z
Figure 1: Elements of a simulation
As an example of a complex system, consider the network of streets in
a city center designed to carry the vehicular traffic. The state variables x
characterize the current state of the traffic using quantities such as flows,
densities, or speeds for each time interval of the time horizon under interest.
The external input variables y characterize the travel demand, that can
be represented for instance by time-dependent origin-destination matrices.
The control variables u can be, for instance, the configuration of the traffic
lights at each intersection of the city center. And the performance indicator
z can be the total travel time, or the total throughput on the network during
the time horizon under interest.
The relationship between these variables is represented by a mathemat-
ical model, that can be explicit or implicit. An explicit model writes
z = h(x, y, u), (1)
where the values of the performance indicators are derived from the values
of the other variables. This model explicitly captures the causal effects
occurring in the system. Due to the high complexity of the system, it is
common to decompose the function h into a set of models, each of them
capturing different aspects of the system, and to model the interaction
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among these subsystems. In this case, h may not necessarily be represented
by a closed form mathematical equation, but by a possibly sophisticated
piece of software.
An implicit model writes
h(x, y, u, z) = 0, (2)
where the computation of the value of the performance indicators involves
the solution of systems of equations or fixed point problems. It typically
happens when several subsystems interact with each other in a circular
way, and the analyst is interested in some sort of equilibrium. In a traffic
assignment context, the travel time on the network is a function of the flow
of vehicles on each link, which itself is a function of the decisions of travelers
in terms of destination, departure time and route. And these decisions are
based on the expected travel time itself. Using the notations introduced
above, this can be written as
z = h ′(x, y, u, z) (3)
where z would be the travel time in this example, or, equivalently
h(x, y, u, z) = z− h ′(x, y, u, z) = 0. (4)
Implicit models usually involve more computation efforts, but achieve the
same objective than explicit models: to derive indicators of performance
of a system in a given configuration. Therefore, in the remaining of this
review, we focus mainly on the explicit formulation.
As said above, the role of the h function is to capture the complexity
of the model through the description of the causal relationships among
variables. In order to account for uncertainty, these variables must be
considered as random variables. To emphasize that, we denote them by
capital letters. The explicit simulation can then be written as
Z = h(X, Y,U) + εZ, (5)
where εZ captures the modeling errors embedded in the mathematical rep-
resentation h. The key question for explicit simulation is: given the distri-
bution of the random variables X, Y, U and εZ, what is the distribution of
Z?
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Except in rare cases, that are usually only of academic interest, the
function h is too complex to derive the distribution of Z from the mathe-
matical properties of random variables. Instead, we rely on simulation. It
consists in drawing a sample1 of R instances of X, Y, U and εZ, denoted by
xr, yr, ur and εrZ. For each r = 1, . . . , R, an instance z
r of Z is calculated
using the h function:
zr = h(xr, yr, ur) + εrZ. (6)
If R is sufficiently large, the empirical distribution of the zr is a good ap-
proximation of the distribution of Z. In particular, the empirical CDF
Fe(x) =
1
R
#{zr ≤ x}, (7)
where #{zr ≤ x} is the number of instances zr that are less or equal to x, is
a good approximation of the CDF of Z. More precisely, if F(x) is the true
CDF of Z, than for any x ∈ R,
E[Fe(x)] = F(x) (8)
and
var(Fe(x)) =
1
R
F(x)(1− F(x)). (9)
Any statistic associated with Z, such as the mean, the variance, the mode,
or any quantile, can be approximated by the calculation of the correspond-
ing statistic on the sample of zr. For example, the mean of the random
variable can be approximated as follows:
E(Z) =
∫+∞
z=−∞
zf(z)dz ≈
1
R
R∑
r=1
zr. (10)
It is of primary importance that the number of draws R is sufficiently large
for the results of the simulation to be meaningful. As we illustrated with the
simple experiment described in Section 2.1, conclusions based on low values
of R may be misleading as the empirical CDF (7) is a poor approximation
of the real one.
There is a trend in transportation research to make the h function in (5)
more and more complex, involving pieces of software highly demanding in
1It is not necessarily an easy task. We refer the reader to Ross (2006) for a detailed
description of the methodology.
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terms of computational time. It is therefore often not feasible to generate
a number R of draws which is sufficiently high to obtain a decent approxi-
mation of the real distribution of Z. In this case, the quantities calculated
from the few number of draws are just random numbers that do not re-
flect anything meaningful about the system. The exact number of required
draws R is problem dependent, and must be based on the estimation of the
simulation error (see Ross, 2006, chapter 7).
They are several techniques to reduce the variance of the output of the
simulator, such as antithetic draws (Hammersley and Morton, 1956), or
control variates methods (Iglehart and Lewis, 1979). The achieved variance
reduction can sometimes be dramatic, to that the savings on computational
efforts are substantial. We refer again the interest reader to Ross (2006)
for a detailed coverage of the topic.
2.3 The flaw of averages
The concept of “flaw of average” has been introduced by Savage (2012) to
emphasize that “plans based on average assumptions are wrong on average”.
Among many analogies, he compares the use of averages to that of a drunk
walking down the highway, trying to follow the yellow line separating the
two lanes. The state of the drunk at his average position (that is, right on
the yellow line) is “alive”. But the average state of the drunk is “dead”, as
illustrated in Figure 2.
In the context of simulation, the expected value of a nonlinear function
of random variables is not equal to the value of the nonlinear function
evaluated at the average value of its arguments, that is
E[Z] = E[h(X, Y,U) + εz] 6= h(E[X],E[Y],E[U]) + E[εz]. (11)
The only exception is when h is a linear function of its inputs, which is
relatively rare when modeling complex transportation systems.
Another issue is the over-emphasis that is put on the mean for the anal-
ysis of complex systems. Even if the mean is correctly calculated using
(10), it is not necessarily a useful or sufficient quantity to consider. Fo-
cusing only on the mean is not a flaw from a methodological point of view
(like the previous one), but it may have considerable impacts on opera-
tional decisions. Consider the following simple example of a street with a
capacity of 2000 vehicles per hour. It is equipped with traffic lights at a
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Figure 2: Illustration of the flow of average by Savage (2012)
pedestrian crosswalk, configured with 30 seconds green followed by 30 sec-
onds red. There is a constant arrival rate of 2000 vehicles per hour during
30 minutes. Due to the possible presence of pedestrians running the red
light, the capacity of the intersection drops from 100% to 30%, with 80%
probability. We are interested in the time spent by travelers in the system.
The results of the simulation are reported in Figure 3, where histogram
represents the distribution of the variable Z under analysis in this context.
It appears that the indicator of interest (here the time spent in the
system) follows a multi modal distribution. The mode (that is, the value
with the highest probability to occur) is a quantity of interest to the analyst.
And the existence of multiple modes is particularly important to identify, as
each mode may be associated with a specific regime of the system. Looking
only at the mean may be completely misleading, as the mean may be
associated with a low probability of occurrence, like in this example where
it is equal to 686.
When the indicator of interest follows a unimodal symmetric distribu-
tion such as the normal distribution, the mode coincides with the mean,
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Figure 3: Distribution of time spent in the intersection
which is easier to calculate. It is just important to keep in mind that
complex simulators may produce distributions that are multi modal. It is
important to investigate the full distribution before deciding what feature
of the distribution is the most useful for the application at hand. The use of
standard histograms, like in the example above, are strongly recommended.
In addition to the mode(s), quantities that are particularly useful for
practical applications are the quantiles. They provide the value x such that
the indicator of interest is below x with probability p. They allow to obtain
measures of performance that exclude the extreme cases that have a low
probability to occur.
3 Simulation-based optimization
In order to use the model (5) in an optimization context, we assume that
the control variables U are deterministic and that the random variables X, Y
and εZ are such that it is possible to generate draws from their distribution.
Let S(Z) be the statistic of Z that must be optimized, that is the mean,
the variance, the mode, or any quantile, for instance. We denote SRe(Z)
the approximation of this statistic obtained by simulation using R draws.
The e index emphasize that we use the empirical CDF to calculate that
statistic. The optimization problem under interest can be written as:
min
u
f(u) = S(Z) = S(h(X, Y, u) + εZ). (12)
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Relying on simulation, the problem simplifies to
min
u
fR(u) = S
R
e(z
1, . . . , zR) = SRe(h(x
1, y1, u) + ε1Z, . . . , h(x
R, yR, u) + εRZ).
(13)
For instance, if the statistic of interest is the mean, we have
min
u
fR(u) = S
R
e(z
1, . . . , zR) =
1
R
R∑
r=1
h(xr, yr, u) + εrZ. (14)
Note that, in many practical applications, the variables u must be re-
stricted to meaningful values only, so that the optimization problem is
subject to some constraints. There are several techniques to transform a
constrained optimization problem into an unconstrained optimization prob-
lem. One of them consists in adding to the objective function a term that
penalizes any value of u that violates the constraint. The discussion of
these methods is out of the scope of this review, where we focus on the
unconstrained optimization problem.
For instance, consider that we are using a traffic simulation tool such
as MITSIM (Yang and Koutsopoulos, 1996), MatSIM (Raney et al., 2003),
VISSIM (Fellendorf and Vortisch, 2010) or AIMSUN (Barceló and Casas,
2005), to cite just a few. We need to calibrate the parameters of the sim-
ulator using observed link flows (Balakrishna et al., 2007). In this case,
the variables X represent the state of traffic, the variables Y represents the
origin-destination matrix and the observed link flows, the vector u repre-
sents the parameters to be calibrated. the function h is the traffic simulator
itself, and Z is the total squared difference between modeled and observed
link flows. Finally, SRe(Z) is the mean squared error across R runs of the
simulator.
Once the simulator is calibrated, it can be used to optimize the settings
of the traffic lights. In this case, X is again the state of traffic, Y is the
origin-destination matrix, u represents the traffic light configuration, h is
again the traffic simulator, Z is the total travel time spent in the system by
the travelers. We may be interested to minimize its expected value (Osorio
and Bierlaire, 2013), or, if we are interested in reliability, its variance (Chen
et al., 2013). The statistic SRe(Z) is defined accordingly.
The optimization problem (13) is particularly difficult to solve. First,
calculating the value of the objective function for a given value of u usually
requires a high amount of computation time. Second, the function fR may
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not be differentiable in u, either because h itself is not differentiable in u,
or the statistic SRe is not (it is the case namely with quantiles). And even
when fR(u) is differentiable in u, the derivatives are not available when the
calculation of h involves running a piece of software.
We review now various methods that can be considered to solve, at
least partially, the optimization problem. We organize them into three
categories. The “black box” algorithms (Section 4) that do not attempt to
exploit the exact structure of f. They consider it as a black box that is
able to provide f(u) when u is provided. The “noise reduction” algorithms
(Section 5) try to decrease the amount of computation time by varying the
value of R across iterations. The “open box” algorithms aim at exploiting
the structure of the system that is modeled by h.
4 Black box algorithms
The algorithm that is probably the most used by practitioners relying
on simulation in transportation related decision-making is the scenario-
based optimization method. It consists in generating a list of N scenarios
u1,. . . ,uN. For each scenario i, the value f(ui) of the objective function is
calculated. The scenario with the best value of the objective function is
selected as the solution.
This method is simple, and the total computational effort can be con-
trolled. It is usually good practice to start running a few scenarios, and to
generate additional scenarios based on the insights gained by the results
obtained. Unfortunately, this method does not perform a systematic inves-
tigation of the solution space, and relies entirely on the creativity of the
analyst.
4.1 Algorithmic differentiation
A great deal of optimization algorithms for nonlinear problems rely on the
derivatives of the objective function or, when it is not differentiable, on
a sub-differential or on directional derivatives (Bertsekas, 1999, Nocedal
and Wright, 2006, Bonnans et al., 2006). The difficulty in the context of
simulation is that the function h and, sometimes, the calculation of the
statistic SRe in (13) rely on a piece of software, and not on an analytical
formula. The methodology to calculate the derivatives of a piece of software
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is called algorithmic differentiation or automatic differentiation. The
main idea is that any implementation of the h function is a composition of
fundamental building blocks such as arithmetic operations, exponentials,
logarithms, trigonometric functions, and so on. Calculating the derivatives
of h can therefore be seen as an appropriate application of the chain rule in
differentiation. There are many challenges associated with that task, that
have generated a large body of literature (see Griewank and Walther, 2008,
Naumann, 2012 for recent reviews). Several pieces of software are available
to download from the internet (see, for instance, Hogan, 2014). Obviously,
it is necessary to have access to the source code of the simulation program
in order to apply this methodology. It has proved useful in various contexts
such as ocean modeling (Rückelt et al., 2010), computer vision (Pock et al.,
2007) or fluid mechanics (Mohammadi and Pironneau, 2004). To the best of
our knowledge, it has not yet been applied to the analysis of transportation
systems.
4.2 Derivative free optimization
The motivation to use derivatives in nonlinear optimization is that they
provide a good local model of the objective function, that can be linear
(linesearch methods) or quadratic (trust region methods). Derivative free
optimization aims also at developing a local model of the objective function.
Instead of using derivatives, the model interpolates the objective func-
tion at carefully selected points (see Conn et al., 2009 for an introduc-
tion). Many variants have been proposed, based on Lagrange polynomials
(Powell, 2002), radial basis functions (Oeuvray and Bierlaire, 2009), or krig-
ing (Sankaran et al., 2010). The derivative-based convergence theory for
nonlinear optimization can be extended to derivative free methods (Conn
et al., 1997), providing a convenient theoretical framework. From an op-
erational point of view, the main challenge is to deal with the numerical
issues associated with the interpolation problem.
Another family of derivative-free optimization algorithms is sometimes
referred to as direct search or pattern search methods. The local model of
the objective function is based on a geometric object (usually a simplex).
The values of the function calculated at the edges of the object are used to
modify its geometry in order to explore the shape of the objective function.
The method proposed by Nelder and Mead (1965) is used a lot in practice,
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namely because it is implemented in Matlab. Unfortunately, it is considered
as a heuristic as it may fail to converge to stationary points (McKinnon,
1998). Modern pattern search methods benefit from a formal convergence
theory (see Torczon, 1997).
In general, the size of the problems that can be solved by derivative-free
methods is low (Moré and Wild, 2009 present benchmark instances of di-
mension up to 12). A recent review by Rios and Sahinidis (2013) compares
22 state-of-the-art software implementing derivative-free optimization al-
gorithms.
Therefore, these methods have to be adapted to the specific context of
transportation applications, where the number of variables involved in the
optimization problem is usually higher.
5 Noise reduction
The “noise” refers to the variability of the value of the objective function
(13). Indeed, for a given value of u, the value of f varies if different set
of draws are used in the simulation. This variation vanishes as R goes to
infinity. Unfortunately, in practice, it is common that the computational
burden of the simulation software precludes the use of values of R that are
large enough to ignore the presence of the noise.
Interpolation methods used in derivative-free optimization algorithms
mentioned in the previous section are particularly sensitive to the presence
of noise. This is illustrated on a simple example, where we interpolate
three points by a polynomial. In Figure 4, the “true” objective function
(that is, computed without simulation) is used to characterize the interpo-
lation points and to define the polynomial. In Figure 5, the noisy objective
function (that is, estimated using simulation with a value of R relatively
low) is used to characterize the interpolation points. The resulting poly-
nomial is completely different from the previous one, and can actually be
misleading if we use it to guess the general trend of the function. In this
case, the function is concave, but the polynomial model interpolated on
the noisy function is convex.
To circumvent this problem, Bierlaire and Crittin (2006) have proposed
a method building local models of the objective function f using also sam-
pled values of f. But in order to avoid the numerical issues associated
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Figure 4: Polynomial interpolation of an objective function
with the interpolation-based algorithms, they calibrate this model through
a least-squares fitting procedure. It has the advantage that the accuracy
of the model can be improved using more sampled value of the objective
function. In Figure 6, two additional values have been sampled and used
to fit the polynomial model, that provides a better approximation of the
general trend of the function (compared to the one in Figure 5), although
it does not exactly match it at the sample points.
Using this method, and appropriate linear algebra to solve the least-
squares problem, they are able to solve the consistent anticipatory route
guidance problem on instances with more than 120000 variables. This
problem is an implicit model (4) involving a simulation of the Irvine, Ca.
network (618 links, 296 nodes, 627 OD pairs) from 4am to 8am, using a
guidance horizon of 45-minute interval with update intervals of one minute.
The simulation is performed by DynaMIT (Ben-Akiva et al., 2002).
Another method to reduce the noise induced by the high computational
costs associated with simulation has been proposed by Bastin et al. (2006).
The idea is to modify the value of R during the iterations of the optimiza-
tion algorithm. Indeed, during early iterations, the algorithm does not
necessarily need an accurate approximation of the objective function, and
a relatively low value of R is sufficient. When the algorithm reaches a region
close to the optimum, more precision is needed and R is increased. Bastin
et al. (2006) provide a rigorous mechanism to adapt the value of R in the
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Figure 5: Polynomial interpolation of a noisy objective function
context of a trust region algorithm.
6 Open box algorithms
The methods introduced so far do not exploit the structure of the underly-
ing problem. The function f is used as a black box that provides the value
of the objective function and, sometimes, its derivatives. An analytical
model of the function is then built based on this information. This model
is often polynomial, inspired by Taylor’s theorem that establishes that any
nonlinear function can be approximated by a polynomial, and that provides
a theoretical characterization of the approximation error. In the context of
simulation-based optimization, such models are called functional models.
The philosophy of “open box” algorithms is to follow engineering prac-
tice, that suggests to use a physical model to perform optimization (Barthelemy
and Haftka, 1993). However, if the analyst desires to rely on a simulation-
based model, it is often because the tractable and analytical physical models
do not provide the level of details required by the underlying application.
Osorio and Bierlaire (2013) propose to combine the physical model and the
functional model in order to benefit from the advantages of both: the func-
tional model provides the convergence theory, that mathematically drives
the algorithm, while the physical model provides an approximation that
contains the relevant features of the system of interest, in the context of
15
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Figure 6: Least-square fitting of a noisy objective function
the application. They build a metamodel defined as
m(u, x;ω,β, q) = ωT(u, x, q) + φ(u,α) (15)
where
 T(·) is the physical model,
 φ(·) is the functional model,
 u is the vector of control variables,
 x is the vector of state variables,
 q is a vector of parameters of the physical model,
 α is a vector of parameters of the functional model,
 ω captures the relative importance of the two components in the
metamodel.
The metamodel is then embedded in a trust-region framework (Conn et al.,
2000), so that the algorithm exhibits the global convergence properties of
this family of methods. They illustrate the concept on a simulation-based
optimization of traffic lights in the city of Lausanne. The physical model is
an analytical queueing model (Osorio and Bierlaire, 2009). The analytical
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information provided by the queueing network model allows to use less runs
of the simulation package to identify good solutions of the simulation-based
optimization problem.
Osorio and Chong (forthcoming) successfully apply the metamodel ap-
proach to optimize the traffic lights on a larger instance of the problem for
the city of Lausanne (network with 603 links, 231 intersections, 17 con-
trolled intersections, queueing model with 902 queues), and for an area
of Manhattan, New-York city (Osorio, Chen, Marsico, Talas, Gao and
Zhang, 2014).
(a) Initial signal plan (b) Optimized signal plan
Figure 7: Average link travel times. The averages (in seconds) are taken
over 50 simulation replications (Osorio and Chong, forthcoming)
The metamodel approach has been successfully applied to optimize
vehicle-specific performance metrics, such as fuel consumption (Osorio and
Nanduri, ta) and emissions (Osorio and Nanduri, 2013). Osorio, Flötteröd
and Zhang (2014) use the approach for the calibration of the parameters of
a simulation model.
As an illustration of the discussion in Section 2.3 about the need to
consider other indicators than the mean, Chen et al. (2013) addresses a
travel time reliable signal control problem, where the objective is to reduce
time variability by minimizing the standard deviation of travel time. They
derive the variance of the analytical model, and apply the methodology on
the Lausanne network. They generate signal plans with low expected total
travel time and the low standard deviation of total link travel time. These
signal plans also have low across-replication variability of the travel time
standard deviation.
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We refer the reader to Barton and Meckesheimer (2006) and Sønder-
gaard (2003) for more discussions about other metamodel approaches.
7 Conclusion
Simulation tools are pervasive in transportation systems analysis. Their
flexibility allows to investigate many aspects relevant for both research and
applications. This comes at the cost of complexity.
In this review, we have emphasized two major issues related to the use
of simulator. The first is the danger to misuse the tool, when the number of
draws is not sufficient, or when the considered statistic is not appropriate.
The second is the difficulty to embed a complex simulation tool within an
optimization framework.
Simulation must be seen as the detailed analysis of the distribution of a
complex random variable. It provides the empirical cumulative distribution
function, which is asymptotically converging to the true CDF. Therefore,
if the number of draws is sufficiently large, any relevant statistic about the
true distribution can be derived from the empirical CDF.
We have provided a short overview of simulation-based optimization.
We have made the difference between “black-box” algorithms, that do not
need information about the structure of the problem being simulated, and
“open-box” algorithms, that exploit this structure in order to make the best
of the computationally expensive data that are generated by the simulation.
We have also presented “noise reduction” methods, that explicitly exploit
in the optimization framework the stochastic nature of the output of the
simulator, and try to make advantage out of it.
Most of the techniques presented in this note are not used a lot in
the transportation literature, and even less in practice. We hope that the
pointers to the literature provided in this review will help the researchers
and the practitioners to make the best of our the complex simulation tools
that they design and use.
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