The problem of precision landing on Mars is now considered to be an essential challenge in the planned Mars missions. The paper focused on the guided atmospheric entry as a predominant phase in achieving a desired target state, as compared with the following parachute and powered descent. The predictive algorithms for the longitudinal guidance of a low-lift entry vehicle are treated. The purpose is to investigate applicability of the predictive strategy under possible high discrepancies between the on-board dynamic model and real environment while in entry trajectory. The comparative performance analysis based on computer simulation has been made between the standard one-parametric ''shooting'' predictive algorithm and a more complex two-parametric algorithm providing lower final velocity and, thus, expanding the interval of admissible downrange. However, both algorithms display considerable degradation of downrange accuracy in the cases when the actual drag force is larger than the modelled one. An acceptable solution has been found by including to both predictive guidance schemes an identification algorithm that repeatedly adapts the on-board model to varied environment in real time scale.
Introduction
The paper is concerned with the problem of precision landing of a capsule-type spacecraft on the Martian surface. Till date, all Mars landers having reached the surface successfully -Mars 3, Viking 1 and 2, Mars Pathfinder, Mars Exploration Rovers (A and B), Phoenix -had been targeted to landing sites only by approach navigation before atmospheric entry, having resulted in large dispersion ellipses with major axis lengths on the order of 100 km (see, e.g., [1, 2] ). These spacecrafts had not been equipped with a closed-loop guidance system operating at the entry phase, which plays the main role in achieving a desired landing accuracy within the so-called EDL sequence, i.e., the hypersonic ballistic or lifting entry, parachute descent, and powered landing. However, despite the absence of actual guidance systems on board of any Mars landers so far, considerable efforts had been made since 1970s in developing guidance algorithms in entry to the Martian atmosphere. Initially, the research had been focused on a vital condition of achieving the final velocity as minimal as possible till the moment of parachute deployment (or, equivalently, finding the maximal final altitude), whereas the precision landing requirements are considered to be less essential [3] . Such a choice was caused by the difficulties to satisfy soft landing conditions after the entry phase, since a re-entry vehicle has to be designed with a very large ballistic coefficient s=0.5C D S m À 1 in order to slow down properly in highly rarefied Martian atmosphere with large, hardly predictable variations. Research efforts in the last decade continue to be concentrated on solving the problem of maximizing the final altitude at entry phase [4, 5] in view of the planned complex unmanned Mars missions like Mars Science Laboratory (MSL) [6] as well as eventual human explorations with new EDL challenges discussed in [7, 8] . At the same period, some articles have appeared [1, 2, [9] [10] [11] , which are centred on the development of more precise closed-loop entry guidance systems with a target miss less than 10 km at the parachute deployment height. Mease et al. [2] suggested the guidance algorithm based on the concept of planning and tracking drag similar to that used by the space shuttle. This work continued earlier investigations done by Tu et al. [9] , where a closed-loop entry guidance law was developed for low-lift Mars landers (having lift-to-drag ratio of 0.06rL/Dr0.18). Carman et al. [10] and then Mendeck and Carman [11] presented a reference-path entry guidance method using the guidance technique of Apollo second entry phase adapted for Mars landing conditions. Powell [12] investigated the performance of the numerical predictor-corrector technique to guide a Mars lander to both the aerocapture objective and precision landing one, namely, to deploy a parachute within 10 km of a target. A more complex predictor-corrector technique having decoupled angle-of-attack (AoA) and bank angle control was also considered by Jits and Walberg [13] for the aerocapture case with the focus on guidance under multiple off-nominal conditions, including significant atmospheric and aerodynamic dispersions. Kluever [1] carried out the comparative performance analysis of pre-planned reference-path and predictive path-planning entry guidance methods for a lander modelled on the Mars Science Laboratory mission. In both the cases the bank angle reversals are used to modulate the lift force for longitudinal and lateral trajectory control. Having conducted an extensive 500-run Monte Carlo study, Kluever came to conclusion that the reference-path guidance is likely the better option for a Mars precision landing than the predictive guidance. This opinion seemed to be rested on the main drawback of predictive guidance, namely, its inherent dependence on the adequacy of on-board model of a lander entry motion. It should be noted, however, that this conclusion may not be considered as definitive until more comprehensive investigations of this issue would be made. There are a number of predictive guidance methods, which, from the mathematical point of view, solve the corresponding eigenvalue problem for ordinary differential equations [14] . This is, for example, the ''predictor-corrector'' algorithm widely used in planet entry guidance and being, in essence, the ''shooting'' method applied for solving boundary-value problems (BVP) and differential eigenproblems. Here, eigenvalues are controls (L/D commands), and eigenfunctions are solutions, i.e., time dependencies of velocity, downrange, etc. In this sense, Kluever's predictive guidance method may be treated as a heuristic kind of alternative so-called expansion methods of solving BVP and differential eigenproblems described in [15] .
This paper provides further analysis of the applicability of predictive guidance technique at the entry phase with the focus on functioning under high atmospheric and aerodynamic uncertainties and shows the accuracy limitations inherent to the investigated predictive algorithms. The emphasis is placed on longitudinal guidance that is considered to be a more challenging Variables and parameters 
Longitudinal model of lifting entry of a Mars lander
At the current preliminary stage of comparative analysis of different guidance algorithms, when only most essential issues are to be detected, it would be worthwhile using a relatively simple mathematical model of Mars lander motion. In the paper a simplified model is considered which includes a point-mass vehicle with a low lift-to-drag ratio making unpowered guided descent in a vertical plane over a spherical, non-rotating planet in the motionless Martian atmosphere. In the model description the following Cartesian coordinate systems are used (see Fig. 1 )-topocentric fixed initial frame O e x ne y ne locating the entry point E of a vehicle, vehiclecentred local frame O x n y n , body-fixed frame Ox 1 y 1 , velocity frame Oxy, [16] .
The set of four first-order ordinary differential equations consists of two force equations in terms of two state variables ( V, y ) in the velocity frame, as well as two kinematic equations in terms of the trajectory coordinates (h, x) defined in a Mars-centred polar frame, the polar axis of which coincides with the positive O e y ne -axis
where drag and lift forces are determined by the AoA a taken as a control variable, as well as by axial and normal force coefficients, and dynamic pressure
with gravitational acceleration calculated by Newton's inverse-square force law
Atmospheric density r is computed on the base of the atmospheric model 40NO presented in [17] (p. 12, Table 6 .5) and providing a density altitude profile for 35-501 latitudes in the northern hemisphere. An approximate profile used in the paper and shown in axial force coefficient C A = 1.60, very small normal force coefficient C N being taken to be zero, and a low lift-to-drag ratios L/D o0.27. The gravitational acceleration at the Martian reference sphere of radius R =3395 km is g 0 =3.716 m/s 2 .
3. Description of the entry guidance problem
Mathematical formulation
A guidance problem at the entry phase for the Mars lander model described in the previous section consists in finding the AoA as a restricted function of time aðtÞ, a min r aðtÞra max . This function is calculated on-board first at the beginning of entry t 0 =0 and it is defined up to some unspecified final time t f , when the target point would be achieved. An inertial navigation system (INS) provides values of state variables at the entry point E (Fig. 1) , forming a set of initial conditions
The solution must meet the following terminal condition:
and the terminal velocity constraint
which correspond to reaching the designated target downrange x t f at required parachute-deployment target state (h t f , V t f ). Other constraints and optimal criteria (e.g., load factor, maximal temperature) being important and even crucial in the case of entry in thicker atmospheres like Earth's, are not taken into account in the current analysis.
As has been pointed out by Kozynchenko [18] [19] [20] , the problems such as those described can be classified as generalized BVPs or, more specifically, as a differential eigenvalue problem already mentioned in Section 1. A strong formulation of this problem for a general case was given in [21] : differential eigenproblems are BVPs for a system of p ordinary differential equations of the first order
where
functions-eigenfunctions; the number of boundary conditions equals to p+q. In this case, the number of initial conditions (12) equals to p= 4. In the paper, we will analyse first a simplest, one-parametric predictive guidance with only one control variable, namely, an AoA a=const. That is, only one terminal condition- (13) or (14)-may be taken into account. The fulfilment of velocity condition (14) is crucial, otherwise the soft landing is impossible. If the terminal condition (13) of landing a vehicle at the pre-selected site will not be satisfied, the vehicle still would have the possibility of soft landing, though not guaranteed due to eventual surface hazards (craters, trenches, etc.) and relief elevation uncertainties. However, in order to solve the given eigenvalue problem we choose the condition of precision landing (13) , checking the accomplishment of the constraint (14) on a solution and discarding the latter if final velocities were too high.
In the paper, predictive guidance technique is analysed on the base of an object-oriented simulation model that includes a class describing the real motion of a Mars lander, as well as classes involving the on-board environment and motion models, and the predictive guidance algorithm. In the current investigation, the navigation errors are not considered in the simulation model, so a class of on-board inertial navigation system is omitted.
Before studying and simulation of the guidance problems, a simulation study of general features of the entry-phase trajectories for different AoAs a min r ara max taken as a constant over a trajectory has been performed. The following initial conditions for the systems (1)- (4) are taken: V 0 = 6000 m/s, y 0 ¼ À15 3 , h 0 = 125 km, x 0 =0 km. The numerical integration of the system is accomplished by a standard 4th-order Runge-Kutta method with a fixed time step dt =0.01 s. The trajectory integration is terminated when the target altitude h t f = 7 km is reached, the terminal velocity V f being compared with the constraint V t f = 400 m/s. Dynamic pressure and Mach number at parachute deployment under these terminal conditions are qE620 N/m 2 and M E1.65, respectively, i.e. less than those for the MSL mission-750 N/m 2 and 2.0, respectively (see [7] , Table 1 ). Given boundary values are close to those used in [1] . All simulation models presented in the paper have been developed using the Microsoft Visual C + + 2008 Express Edition platform. Fig. 3(a) shows an attainable trajectory bunch bounded by paths with extreme values of AoA, so that the limits of the range attainability domain are equal to x t f min =469 km and x t f max = 935 km. Fig. 3 (b) presents the terminal velocity V f vs. final downrangex f 2 ½x t f min ,x t f max . As can be seen, the terminal velocity constraint (14) is satisfied for the given case study at only ca. 48% of the aforementioned range of attainability; thus reducing the trajectory bunch up to the new limits x fC =586 km and x fD =811 km, and forming a domain of admissible paths. Admittedly, at the right interval DB the function V f (x f ) is near to the constant value V f E405 m/s, which exceeds the given target value V t f = 400 m/s by less than 2%.Therefore, the domain of admissible paths can be safely extended up to the maximal downrange (point B). Finally, the maximum axial load factor n max ¼ D max =mg should be mentioned, which, being computed over feasible trajectories of the ensemble, decreases monotonously from its maximal value n max = 17.9 for the path with AoA a max =151 to n max = 10.0 for the path with a min = À 151.
Navigation aspects of the guidance at entry phase
Although the principal aim of the current research is to study the performance of the proposed algorithms as such, without regard to navigation errors, it is worthwhile to describe the primary problem of precision landing on Mars more broadly with mentioning the navigation aspects of a mission. The predictive guidance algorithms need to get complete information about the current state vector of the lander (i.e., velocity and position) both at the beginning of the entry phase and at each control corrections over the path. This task is accomplished by an onboard astro-inertial navigation system being analogous to that to be used in MSL [6] , which includes a star scanner for determining the lander attitude during cruise, and a strapdown inertial measurement unit equipped with three accelerometers and three laser gyroscopes. Approach navigation is performed using radiometric tracking data provided by the Deep Space Network. Before separating the cruise stage, the available navigation data (position, velocity, and attitude) are uploaded to on-board computer that accomplishes initialization of the INS and starts processing the data incoming from motion and rotation sensors (i.e., noise filtering, calculating angles of orientation, and integrating the navigation equations for determining the current velocity vector and position of a lander).
However, despite the measures on improving the initialization accuracy during approach navigation, there still exists a risk of arising marked errors in initial position and orientation of velocity vector. Obviously, these errors will rapidly accumulate with time if the INS is applied alone. The predictive algorithms discussed in the paper are able to compensate considerable initialization errors, but only on condition that the subsequent incoming navigation information at entry phase would be more accurate. It can be done by integrating the INS with an auxiliary navigation subsystem and forming, e.g., such combined system as a visual-aided INS (see, e.g. [22] ), which provides the landmark-based estimation of position and velocity. In this case, the extended Kalman filter is proposed to be applied to fuse inertial measurements with camera observations of the socalled map landmarks, i.e., features (e.g., craters) whose coordinates can be found from a map of the landing site, which is available a priori.
Predictive guidance using conventional one-parametric path-planning ''shooting'' algorithm
We will start the investigation of predictive entry guidance with the commonly used one-parametric ''shooting'' algorithm. At the entry point of a trajectory, the inertial navigation system passes information about current state variables of the lander to the on-board computer which, taking this data as initial conditions, solves a one-parametric eigenvalue problem and computes an output-the control variable profile a(x) to be constant in this simple case up to reaching the target values of downrange x t f or altitude h t f . The final velocity V f is compared with the target velocity V t f and, if V f rV t f , the given terminal guidance problem is considered to be feasible. That is, initial conditions at the entry point provided by the approach navigation must be chosen in such a way that the target downrange x f will lie within the domain of admissible paths, i.e. [x C , x B x f ] in the case study being considered.
The ''shooting'' algorithm studied in the paper starts with bracketing the root a of a non-linear equation
and then finding the root with desired degree of accuracy dx f , using the bisection method. Each ith iteration in the ''shooting'' algorithm represents a numerical integration of the system of differential Eqs. (1)- (4) with initial conditions (12) and AoA a i corresponding to a midpoint of the current bracketing interval. In other words, at each iteration (bisection) we solve a 4th-order initial value problem, or IVP. Being applied at the entry point E of a trajectory (Fig. 1) , the algorithm finds a solution after 6-14 iterations (depending on a target downrange x t f ) for the given case study conditions and dx f = 7100 m.
Results of simulation are shown in Fig. 4(a and b) . The simulation has been carried out for different target downrange x t f varied within the attainability domain:x t f 2 ½x t f min ,x t f max . Again, particular emphasis has been placed on assessing the guidance performance in the presence of considerable atmospheric dispersions being introduced to the simulation model by a so-called coefficient of model discrepancy k defined as a constant ratio of actual and model aerodynamic forces, i.e.
A guidance scheme involves control corrections over the path every dT = 5 s, when the guidance system solves an eigenvalue problem at new initial conditions and updates the AoA in order to compensate possible atmospheric and aerodynamic disturbances. The value of an interval between control corrections, or update time, dT, is chosen on the basis of computer simulation of the guidance process within the range 1.5 rdT r10 s for different values of the coefficient kA[0.5, 2.0]. The results show rather weak influence of dT values on both the downrange miss Dx f and the final velocity V f within the range. Actually, the interval dT = 5 s has been taken to be greater enough than the estimated run time needed for guidance data processing (which may take several seconds, see Section 6), actuators and other system delays. Similarly, in the study of predictor-corrector guidance performed in [12] , the 5 and 10 s update times were used.
As we can see in Fig. 4(b) , the ''shooting'' algorithm is not able to decelerate a lander to the desired target velocity V t f within the all attainability domain if actual lift and drag aerodynamic forces are less than or equal to at least 75% of corresponding model values. Most likely, such a situation may take place for more rarefied atmosphere than its model analogue kept in the on-board computer. On the other hand, the entry guidance with ''shooting'' algorithm in denser atmosphere (k41) gives rise to unacceptable downrange miss Dx f (falling short) for trajectories with large target downrange, as Fig. 4(a) shows. For example, for k=1.5 a span of admissible paths with downrange miss Dx f r10 km becomes rather short, ca. 150 km, being restricted within the limits x t f A[510, 660] km, and thus placing heavy demands on the accuracy of approach navigation at the entry point.
Therefore, being applied to entry guidance of Mars lander, the conventional ''shooting'' algorithm is not able to satisfy the terminal conditions, both in target range and velocity, under significant deviations in environment and vehicle parameters, even if its control solution is periodically corrected over the path.
Adapting the entry model of Mars lander in the ''shooting'' guidance algorithm
To overcome the drawbacks of the ''shooting'' algorithm in the presence of considerable model discrepancies, an algorithm of adaptation of the on-board model is suggested in this section. The algorithm represents an on-line identification procedure for a coefficient k m -the estimation of the coefficient of model discrepancy k that is considered as an eigenvalue to be found by solving the corresponding differential eigenproblem. As in the case of ''shooting'' guidance algorithm, we assume that the models of actual and simulated motion of a lander are described by the same set of differential Eqs. (1)-(4) . The algorithm consists of the following steps to be done at each control correction:
1. At jth control correction, the current values of state variables V j , y j , h j , x j are computed on-board on the data supplied by an inertial navigation system, and then are memorized in order to be used later as initial values in the eigenvalue problem. 2. At the next, j+ 1st control correction, the actual velocity V j + 1 is fixed to be used as a target value in the eigenvalue problem. 3. Solving the eigenvalue problem over a time t m A[t j , t j +dT] by analogy with the guidance problem in Section 4, i.e., starting with bracketing the coefficient k m and then using the bisection to find a root of a non-linear equation
The estimated coefficient k m is used in the dynamic Eqs. (1) and (2) of the on-board motion model at the j+ 1st control correction. For example, in this case the adapted Eq. (1) takes the form
Computer simulation shows that the adaptation algorithm affects the downrange miss D x f considerably, making it negligibly small within the wide downrange span (see Fig. 5(a) ). Also, as we can see in Fig. 5(b) , the adaptation lowers somewhat the final velocity V f . However, the problem of achieving the admissible final velocity V f rV t f under descent in more rarefied atmosphere than nominal (ko1) remains the challenging one.
Two-parametric planning predictive algorithm and its adaptive version
From the mathematical point of view, a solution to the guidance problem formulated in Section 3 should be sought in a class of two-parametric control functions, because the corresponding eigenvalue problem involving four initial conditions (12) and two terminal ones (13) and (14) must have two eigenvalues to be found. The twoparametric control function may be chosen from various classes (algebraic, transcendental), but we will take the function being linear within a rangea 2 ½a min ,a max , i.e.
where coefficients a j and b j are considered as eigenvalues to be found at each jth step of control correction. Fig. 6(a) shows the graph of the control function (20) , where the straight line defined by the linear function encloses the slope angle x with the x-axis given by b ¼ tanðxÞ. Interval between control corrections dT = 5 sec x t f min x t f max 400 1000 900 800 700 600 500 400 1000 900 800 700 600 500 An algorithm for finding the coefficients of control function consists of the following main steps:
(1) The slope angle is set to be zero x j ¼ 0:
(2) To find the single coefficient-intercept a j , the one-parametric eigenvalue problem is solved by the ''shooting'' method similarly to that described in Section 4. The step forms an inner loop of the algorithm. The final velocity V f obtained is fixed. (3) The slope angle is incremented by a small angle dx, and the step 2 is repeated to find new values of a j and V f . (4) If the new V f proved to be greater than the original value, it means that the wrong search direction has been chosen, so backtracking and starting search in the opposite direction are fulfilled: the slope angle is decremented by 2dx, and step 2 is repeated. (5) After detecting a right direction of searching a minimum value of the final velocity V f , the slope angle x j will change by dx, then the ''shooting'' method is applied to determine the next values of a j and V f , and further computations are accomplished within the outer loop until a minimum of V f or extreme values of x will be reached.
As compared with a hypothetical algorithm that would scan the whole interval x min ,x max Â Ã for finding a global minimum of final velocity in two-parametric space, the suggested algorithm detects only a local minimum, so generating a kind of suboptimal solution, but it takes much less runtime of the on-board computer. The same case study as the one examined in the one-parametric guidance has been used in computer simulation of the proposed two-parametric algorithm. The Runge-Kutta time step for integrating the on-board model equations has increased tenfold up to dt m = 0.10 s, and the angle step is set dx =5 Â 10 À 7 rad. It should be noted that, for most entry trajectories within the attainability domain ½x t f min ,x t f max , the control profiles a(x) take a characteristic downward stepped from shown in Fig. 6(b) , graphs 1 and 2, where the first part of the entry trajectory is carried out under the negative lift by setting the AoA to the maximum a max and then, after passing a linear transition stage, the AoA is set to minimum, providing a maximum lift force.
The results of simulation are presented in Fig. 7(a,b) . First of all, comparing these data with results obtained in the case of one-parametric guidance (see Fig. 4(b) ), it is seen that the marked decrease in the final velocity V f is achieved within the investigated range of coefficient of model discrepancy kA[0.5, 2.0]. Unfortunately, there still exist large downrange misses D x f , especially disadvantageous for k 41 (see graphs CF and CG in Fig. 7(a) , which display inability of the proposed two-parametric algorithm to work properly in the case of denser atmosphere.
In order to improve the downrange accuracy, the adaptation algorithm analogous to that described in Section 5 has been applied. The simulation results are shown in Fig. 8 . As compared with non-adaptive guidance, one can see considerable improvement in downrange accuracy for all k belonging to the investigated range. For example, at k= 2 a broad range (ca. 380 km long) with relatively small downrange miss 9D x f 9o4 km has appeared, which consists of 82% of the nominal attainability domain.
The two-parametric algorithm described above requires increased computational power of on-board computer, so time efficiency of the algorithm should be estimated, at least roughly. For example, let us examine the case of entry guidance without adaptation at the target downrange x t f = 525 km, which may be considered to be one of the worst cases in terms of number of iterations in the outer loop. The first computation of the control profile a(x) at the entry point requires 41 iterations in the outer loop, a maximal number of iterations in the inner loop (path integrations) equals to 22, and an upper limit to the number of Runge-Kutta integration steps over a path can be estimated for the trajectory with a maximal target downrange x t f max ¼ 935 km, i.e., as t f max =dt m ¼ 445=0:1 ¼ 4450. Therefore, a total number of integration steps is less than 41 22 4450E4 Â to 4.3 s, which is less than chosen interval between control corrections dT = 5.0 s. Introducing the adaptation procedure does not affect the run time appreciably, because the time interval dT for solving an eigenproblem in the adaptation algorithm is much less than the time span t f in predictive guidance algorithms (dT5t f ).
Conclusions
In this paper, a rather challenging problem of applying the predictive methodology and technique to entry guidance of a Mars lander has been considered. The main task of the given research was to find such a guidance algorithm that, being operated in highly changeable and unforeseen environment, could both bring a lander into the predetermined target point and decelerate it to a final velocity small enough for safe parachute deployment. Actually, the research consists of two parts. First, the conventional one-parametric ''shooting'' guidance technique like those intended for low-lift re-entry vehicles in the Earth atmosphere has been investigated over wide limits of varying both model parameters and target downrange. The results of computer simulation showed that the downrange accuracy proved to be unacceptable under high model discrepancies.
Therefore, aerodynamic and atmospheric uncertainties should be mitigated more radically than it is usually done by repetitive control corrections. A kind of model adaptation algorithm is suggested and examined. Although it suppressed indeed the downrange target errors, the problem of proper decelerating of a lander of the end of entry phase remained urgent and challenging.
A natural way to address this issue is to consider more complex algorithms, e.g., two-parametric predictive algorithms, which are the subject of the second part of the research. Such an algorithm based on a linear control function a(x) has been proposed; its performance being studied on the simulation model. Just as in the oneparametric guidance, the adaptation algorithm has been successfully applied to reduce the downrange miss. The two-parametric algorithm decreases a final velocity V f quite markedly, enhancing the domain of admissible trajectories. For instance, at k= 0.75 and x t f = 550 km the final velocity is reduced from 932 to 421 m/s, and the domain in question of length ca. 110 km has appeared. The computational burden of the two-parametric algorithm allows to get a solution in real time within several seconds, not exceeding in a worst case the time interval between control corrections dT = 5-7 s.
Therefore, the results obtained in the paper evidently show the feasibility of a predictive guidance approach for the future Mars lander missions. However, the subsequent development should include a comparative performance study of the proposed predictive technique and referencepath tracking guidance, e.g. the Apollo (2nd entry) guidance scheme, as has been done by Kluever [1] for his algorithm of predictive guidance.
