Background
The basic building block of a neural network is a processing-unit which is linked to n inputunits through a set of n directed connections. The single unit model is characterized by (1) a threshold value, denoted 6, (2) a univariate activation function, denoted : R --+ R, and (3) a vector of "weights," denoted w = w l , . . . , w,. When an input-vector x = XI,. . . ,x, is fed into the network through the input-units, the processing-unit computes the function +(w x -61, w -x being the standard inner-product in Rn. The value of this function is then taken to be the network's output.
A network consisting of a layer of n input-units and a layer of m processing-units can be "trained" to approximate a linzited class of functions f : Rn -+ Rm. When the network is fed with new examples of vectors x E Rn and their correct mappings f (x), a "learning algorithm" is applied to adjust the weights and the thresholds in a direction the minimizes the difference between f (x) and the network's output. Similar backpropagation learning algorithms exist for multilayer feedforward networks, and the reader is referred to Hinton (1989) for an excellent survey on the subject. This paper, however, does not concern learning; Rather, we focus on the following fundamental question: if we are free t o choose any w, 6, and q5 that we desire, which "real life" functions f : Rn -4 Rm can multilayer feedforward networks emulate?
During the last decade, multilayer feedforward networks have been shown to be quite effective in many different applications, with most papers reporting that they perform at least as good as their traditional competitors, e.g. linear discrimination models and addition, since our findings require only a single hidden layer, we w i l l assume hereafter that the network consists of three layers only: input, hidden, and output. One such network is depicted in the following figure: units input u n i t s Given any univariate function f : R -+ R. we call the n-variate function fw(x) = f ( w -x ) a ridge function.
2. For a given function f : R 4 II we denote ( f ) , = span{ fw lw E Rn) -the vectorial space of n-variate f~inctions spanned by the set of all ridge functions of f.
We see that a ridge function is essentially an n-ary activation function without a threshold.
With that in mind, ( f ) , is the set of all functions obtained by multiplying (inner-product) all ridge functions by all numbers P I , . . . , Pk If we refer to the figure, we see that the Center for Digital Economy Research Stern School of Business Working Paper IS-91-26 ridge functions correspond to the activation functions (without a threshold). applied by the hidden units, and (f), corresponds to all the functions that might be applied by the output-unit.
Results
We begin this section by citing two lemmas by Dahlnen and Michhelli (1987) . We then use these lemmas to prove our main results.
Le111111a 1: If .f : R -4 R is a nleasurable function and dim(f), < oo for n > 1, then f is a pol j-nci& a!.
Lemina 2: f has the property that (f), is dense in C ( K ) for any cornpacta K C Rn for some n > 1 if and only if f has the same property for n. = 1.
is fundamental in C ( R n ) if and only if f is not a polynomial. First, we wish to illustrate why the threshold element is essential in the above theorems.
Consider the activation function (without a threshold) f ( r ) = sin(x). This function is not a polynomial; Iq addition, it is continuous, bounded, and non-constant. Now, the set {si17(w. r ) / 2 ( 1 E R ) consists of only antisynvnetric functions with f ( x ) = -f (-2). Thus, a symmetric function like cos(n.) callnot be approximated using this family in
). This could be corrected by adding to the family sin(-) functions with a threshold (offset) element (e.g. s i~z ( x + ; ) = cos(x)).
However, if f is an entire function, there exist sufficient and necessary conditions on f under which theorem 1 itrill hold without a t,hreshold (for a more general discussion see
Dahnlell and hfichhelli (1937)).
The essential role of the threshold in our analysis is interesting in light of the biological ba.ckdrop of artificial neural networks. Since most types of biological neurons are known to fire only when their processed inputs exceed a certain threshod value, it is intriguing to note that the same mechanisnl must be present in their artifical counterparts as well. In a similar vein, our finding that activation functions need not be continuos or smooth also has an important biological interpretation, since the activation functions of real neurons may \\re11 be discontious, or even non-elementary. These restrictio~ls on the activation functions have no bearing on our results, which merely require "non-plynomiality."
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