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A mi viejo

Resumen
Dentro de las tecnologías del habla, la conversión texto a voz consiste en la generación,
por medios automáticos, de una voz artificial que genera idéntico sonido al producido por
una persona al leer un texto en voz alta. En resumen, los conversores texto a voz son
sistemas que permiten la conversión de textos en voz sintética.
El proceso de conversión texto a voz se divide en tres módulos básicos: procesamiento
del texto, generación de la prosodia y generación de la voz sintética. En el primero de
los módulos se realiza la normalización del texto (para expandir abreviaciones, convertir
números y fechas en texto, etc), y en ocasiones, luego también se hace un etiquetado
morfosintáctico. A continuación se procede a la conversión de los grafemas en fonemas
y a la silabificación para obtener la secuencia de fonemas necesaria para reproducir el
texto. Posteriormente, el módulo de prosodia genera la información prosódica para poder
producir la voz. Para ello se predicen las frases entonativas y la entonación de la oración,
y también la duración y la energía de los fonemas, etc. La correcta generación de esta
información repercutirá directamente en la naturalidad y expresividad del sistema. En
el último modulo de generación de la voz es donde se produce la voz considerando la
información provista por los módulos de procesamiento del texto y prosodia.
El objetivo de la presente tesis es el desarrollo de nuevos algoritmos para el entre-
namiento de modelos de generación de prosodia para la conversión texto a voz, y su
aplicación en el marco de la traducción voz a voz. En el caso de los algoritmos de mode-
lado de entonación, en la literatura se proponen generalmente enfoques que incluyen una
estilización previa a la parametrización. En esta tesis se estudiaron alternativas para evitar
esa estilización, combinando la parametrización y la generación del modelo de entonación
en un todo integrado. Dicho enfoque ha resultado exitoso tanto en la evaluación objetiva
(usando medidas como el error cuadrático medio o el coeficiente de correlación Pearson)
como en la subjetiva. Los evaluadores han considerado que el enfoque propuesto tiene una
calidad y una naturalidad superiores a otros algoritmos existentes en la literatura incluidos
en las evaluaciones, alcanzando un MOS de naturalidad de 3,55 (4,63 para la voz original)
y un MOS de calidad de 3,78 (4,78 para la voz original).
En lo referente al modelado de la duración se estudió la influencia de los factores
segmentales y suprasegmentales en la duración de los fonemas. Con los resultados de
este estudio se propusieron algoritmos que permiten combinar la información segmental
y suprasegmental para realizar una predicción de la duración de los fonemas, tal como se
propuso en otras publicaciones del tema en cuestión. A través de un estudio de los datos
de entrenamiento se demostró la dependencia entre la duración de la sílaba y el número
de segmentos constituyentes. Como consecuencia de estas observaciones, se propuso el
modelado segmental utilizando la duración silábica, sin considerar una isocronía silábica
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estricta.
Los primeros algoritmos propuestos consideran que la duración segmental puede mod-
elarse como una fracción de la duración silábica. En consecuencia, cada segmento variará
en función de la duración suprasegmental, ajustándose todos los fonemas constituyentes
a la duración predicha de la sílaba. Sin embargo, la observación de la correlación entre
la duración de la sílaba y la duración segmental nos permitió determinar que en algunas
ocasiones pueden considerarse como fenómenos que no guardan una relación lineal entre
ellos. Teniendo en cuenta esto, en esta tesis también se propuso el modelado de la du-
ración segmental de manera condicional, considerándola como una fracción de la duración
silábica, o bien en forma absoluta, independiente de la duración suprasegmental. Estos
algoritmos propuestos utilizan una extrapolación para el modelado de la duración del en-
foque planteado para el modelado de la entonación. La evaluación subjetiva sugiere que la
predicción de la duración segmental en base a la duración de la sílaba usando duraciones
relativas y absolutas alcanzan un MOS de naturalidad de 4,06 (4,59 para la voz original)
y un MOS de calidad de 4,25 (4,65 para la voz original).
Finalmente, también se realizó un análisis de diversos modelos de junturas terminales
usando tanto palabras como grupos acentuales: árboles de clasificación (CART), modelos
de lenguaje (LM) y transductores de estados finitos (FST). La utilización del mismo con-
junto de datos para los experimentos permitió obtener conclusiones relevantes sobre las
diferencias de los diferentes modelos. Los experimentos realizados revelan la ventaja de la
utilización de modelos de lenguaje a través de n-gramas (CART+LM) sobre el algoritmo
más simple que predice junturas usando solamente CART. Tanto en el modelado usando
palabras como grupos acentuales, CART+LM y FST resultaron superiores a la utilización
de árboles de clasificación en forma aislada. Además, en todos los casos CART+LM resultó
superior a FST debido a la posibilidad de utilizar información contextual más compleja
a través de la probabilidad modelada con el árbol de clasificación, tales como etiquetas
morfosintácticas adyacentes y la distancia a signos de puntuación.
Uno de los objetivos de esta tesis era mejorar la naturalidad y expresividad de la
conversión texto a voz utilizando la prosodia del hablante fuente disponible en el proceso
de traducción voz a voz como información adicional. Por ello se han desarrollado una
serie de algoritmos para la generación de la prosodia que permiten la integración de la
información adicional en la predicción de la entonación, la duración de los fonemas y la
ubicación de junturas terminales.
Los diferentes modelos prosódicos de entonación, duración segmental y junturas ter-
minales desarrollados en la primera parte de la tesis se adaptaron para incluir información
prosódica extraída del hablante fuente. El objeto era mejorar la generación de la prosodia
en la conversión texto a voz en el marco de la traducción voz a voz en aspectos tales como
naturalidad, expresividad y consistencia con el estilo del hablante fuente.
En ese sentido esta tesis exploró diferentes enfoques para la transferencia de la en-
tonación de un idioma a otro. Para ello se consideró la posibilidad de utilizar esquemas de
anotación existentes, tales como ToBI o INTSINT. De esta manera, una vez obtenida la
anotación de ambos idiomas, sería posible aplicar técnicas de aprendizaje automático para
encontrar relaciones entre las anotaciones. Sin embargo, la conclusión fue que en este tipo
de esquemas de anotación de eventos tonales se realizan ciertas suposiciones, tales como
una discretización taxativa de los contornos, que pueden forzar el ajuste del fenómeno al
esquema de anotación, y no viceversa, que es lo deseado. Esto puede llevar a una ano-
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tación deficiente de los eventos tonales, y la utilización de esta información errónea solo
conduciría a resultados pobres en la transferencia de la entonación.
Por ello se decidió la utilización de un enfoque de agrupamiento automático que permita
encontrar un cierto número de tipos de movimientos tonales relacionados en los dos idiomas
sin utilizar ninguna suposición acerca de su número. De esta manera, es posible utilizar
esta codificación (obtenida luego del agrupamiento automático) de los contornos tonales
del idioma origen como característica adicional en el modelado de la entonación del idioma
destino. Los resultados experimentales demostraron la mejora introducida en el modelado
de la entonación debido al enfoque propuesto, en comparación con un sistema base que
no utiliza la información de la codificación del contorno del idioma origen. La mejora es
importante en idiomas cercanos, tales como español y catalán. En el caso del español y el
inglés, los resultados fueron apenas ligeramente mejores, debido en parte a la raiz diferente
de los idiomas: latina y germánica respectivamente.
Si bien se decidió no realizar una transferencia de la duración segmental entre idiomas,
en esta tesis se propuso transferir el ritmo del idioma origen al destino. Para ello se
propuso un método que combina la transferencia del ritmo y la sincronización entre audios.
Este último aspecto fue considerado debido al uso de la tecnología de traducción voz a
voz en conjunción con video. Coordinar los aspectos gestuales con la voz traducida es
importante a causa de los múltiples canales involucrados en la comunicación humana. En
los experimentos se puedieron observar errores de sincronización muy bajos, cercanos a los
150 milisegundos, que convierte al enfoque propuesto en apto para su uso en sincronización
de audio/video.
Por último, en esta tesis también se propuso una técnica de transferencia de pausas
en el marco de la traducción voz a voz, mediante la utilización de información sobre
alineamiento. El estudio de los datos de entrenamiento utilizando dos tipos diferentes de
unidades de traducción, palabras y tuplas, arrojó como resultado la ventaja del uso de la
última para dicha tarea. La tupla permite agrupar es su interior palabras que presentan un
ordenamiento entre idiomas. En consecuencia, es posible transferir las pausas de un idioma
a otro cuando estas se encuentran en la frontera de las tuplas. Una limitación importante
de este enfoque es la imposibilidad para trasladar una pausa de una tupla de un idioma a
otro, si esta se encuentra dentro de la misma. Para compensar esta deficiencia el algoritmo
realiza una predicción de pausas adicionales utilizando algoritmos convencionales (CART,
CART+LM, FST), teniendo en cuenta las pausas ya predichas mediante la transferencia
de pausas entre idiomas.
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Capítulo 1
Introducción
Hoy en día existen en el mundo alrededor de setecientos idiomas. Cerca de quinien-
tos están prácticamente extintos debido a múltiples razones, tales como el avance de las
lenguas mayoritarias, guerras, colonialismo, políticas estatales en contra de las lenguas
minoritarias, etc. El chino mandarín es el idioma con el mayor número de hablantes na-
tivos, seguidos por el indio, español, inglés, árabe, portugués, bengalí, ruso, japonés y
alemán. La existencia de diferentes idiomas y dialectos es una importante barrera para la
comunicación humana. Las personas solamente pueden aprender una cantidad limitada de
idiomas, siendo la principal tendencia el aprendizaje de aquellos que son de interés para
el trabajo y viajes. Por estos motivos muchas lenguas minoritarias no son aprendidas, y
son las mayoritarias las utilizadas para el diálogo entre interlocutores que no comparten
una lengua materna común. Por ejemplo: un turista alemán y un conserje de hotel griego
se comunican en inglés para poder comprenderse mutuamente.
Hay un pensamiento muy común en la gente: "...Yo hablo inglés, entonces no es nece-
sario aprender otro idioma más...". Sin embargo, la última afirmación no es del todo cierta.
De acuerdo al CIA World Fact Book solamente 5, 6% de la población total mundial habla
inglés como lengua materna. Ese número se duplica cuando se cuenta aquellas personas
que hablan inglés como segundo o tercer idioma. Por lo tanto, debido a que ni siquiera el
inglés es un idioma ampliamente utilizado en el mundo, el desarrollo de dispositivos para
la traducción automática voz a voz es una creciente necesidad que debe ser cubierta en el
futuro próximo.
El área de la traducción voz a voz tiene como objetivo la traducción de la voz en
un idioma y su reproducción en otro idioma en forma automática y sin la necesidad
de intervención humana. Esto constituye un paso adelante con respecto a la traducción
texto a texto, debido a que se realiza utilizando el habla, mediante la inclusión en el
proceso de áreas tales como el reconocimiento automático de voz (ASR: Automatic Speech
Recognition) y la generación de voz por computadora (TTS: Text-to-Speech Synthesis).
El desarrollo de estas técnicas tendrá un impacto directo en muchas áreas [Wai08], tal
como se menciona a continuación:
Instituciones internacionales. Existen numerosas instituciones internacionales en las
que cada día hay intervenciones en numerosos idiomas: Organización de las Naciones
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Unidas, Parlamento Europeo, Organización Mundial del Comercio, para mencionar
algunas de ellas. Allí se producen discusiones y discursos en varios idiomas usando
tanto un estilo de habla leído como espontáneo. En estas reuniones los traductores
humanos realizan su mejor esfuerzo para lograr la comprensión de lo expresado. Sin
embargo, el estilo de traducción es mas bien neutral sin obedecer la forma de expresar
las ideas de la persona que esta siendo traducida.
Un paso importante para la calidad de la traducción en este ámbito sería el uso
de las tecnologías del habla (ASR, TTS), con el agregado de una prosodia rica en
expresividad, en concordancia con la usada por el orador. Además, debido a que
la traducción implica un alto costo, dado que cada vez son necesarios más idiomas
debido a la expansión constante de estas instituciones, el uso de técnicas automáticas
reduciría costos y permitiría la traducción a más idiomas. Este área de aplicación
ha motivado a diversos proyectos de investigación, como es el caso de TC-STAR
(Sección 1.3) [TCSTAR].
Difusión de noticias Las agencias internacionales de noticias están distribuidas por
todo el mundo y poseen audiencia en todos los idiomas. El uso de técnicas automáti-
cas de traducción permitirá una difusión más rápida de las noticias reduciendo el
tiempo de la tarea de traducción, y posiblemente aumentando la cobertura de id-
iomas. Por ejemplo, el proyecto europeo TC-STAR se abocó en una de sus tareas a
la traducción de noticias, específicamente desde el chino mandarín al inglés europeo
[TCSTAR, Tan02].
Reuniones. Las tecnologías del habla serán también útiles en reuniones en las que se
ven involucradas personas que hablan idiomas diferentes. Los sistemas proveerán tra-
ducciones voz a voz a los participantes con servicios adicionales, tales como archivado,
resumen, comprensión del texto, acciones de apoyo (ilustraciones, movimientos de
cámaras), etc [Füg06].
Educación. La cooperación entre instituciones educacionales alrededor del mundo
introduce el nuevo fenómeno de los estudiantes extranjeros en forma masiva. Es
posible que ellos no posean un conocimiento suficiente del idioma cuando llegan al
país que visitan. En tales situaciones las tecnologías del habla serían un importante
apoyo, hasta lograr la adaptación del estudiante.
Turismo. La aplicación de la traducción voz a voz en el ambiente del turismo será
muy importante. Los turistas podrán hablar confortablemente en su lengua materna
cuando se encuentran en otro país, permitiendo un mejor aprovechamiento de su
tiempo, de las experiencias y de los lugares visitados [Cet99][Bur03].
Asistencia médica. Los extranjeros pueden tener serios problemas de comunicación
cuando necesitan asistencia medica en países donde no se habla su idioma. Las
tecnologías del habla pueden ofrecer un importante servicio en tales situaciones para
la comunicación entre el especialista y el paciente [Wai03][Bur03][Bou08].
En las siguiente sección (Sección 1.1) se introducirán nociones del área de la traducción
voz a voz, explicando las tecnologías que se ven envueltas, e indicando sus problemas y
limitaciones.
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Figura 1.1: Arquitectura de un sistema de traducción voz a voz (SST)
En la Sección 1.2 se dará una reseña de los proyectos desarrollados en el área, lo que
permitirá ver la variedad de enfoques propuestos con sus fortalezas y debilidades. Se dedica
especial atención al proyecto TC-STAR en la Sección 1.3, ya que fue donde se enmarcó
esta tesis.
Finalmente, los objetivos de la tesis se detallan en la Sección 1.4. Allí se indican los
diferentes modelos prosódicos que se describirán en el resto de la tesis, con las condiciones
de entrenamiento y evaluación.
1.1. Arquitectura de un sistema de traducción voz a voz
La traducción voz a voz es un interesante campo en el que muchas empresas e institu-
ciones están dedicando esfuerzos para lograr avances en la aplicabilidad de la técnica en
los distintos dominios mencionados en la sección anterior.
En la Figura 1.1 se puede observar que un sistema de traducción voz a voz (SST:
Speech-to-Speech Translation) se puede dividir en tres componentes básicos bien diferen-
ciados [Ekl95]:
Reconocimiento automático del habla (ASR: Automatic Speech Recognition). La en-
trada de un SST es la voz del locutor que se desea traducir. El sistema de ASR
convierte la voz origen en texto usando técnicas estadísticas de modelado acústico y
decodificación.
Traducción automática (MT: Machine Translation). El texto en el idioma origen
se traduce al idioma destino usando un sistema de traducción automática. En esta
etapa se tienen en cuenta ciertas particularidades de los idiomas origen y destino,
tales como el ordenamiento diferente de las palabras en la oración, declinaciones,
etc.
Síntesis de voz (TTS: Text-to-Speech). El texto traducido es la entrada del sistema de
síntesis de voz. Este sistema convierte el texto en voz usando una prosodia generada
automáticamente a partir del texto.
Para tener una idea más detallada del funcionamiento de cada uno de los componentes
de un sistema de traducción voz a voz, daremos en las siguientes secciones una intro-
ducción al reconocimiento automático del habla (Sección 1.1.1), traducción automática
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(Sección 1.1.2) y conversión texto a voz (Sección 1.1.3). Esta información resultará útil
para la comprensión de la descripción de los diferentes proyectos en las secciones 1.2 y
1.3. Además, permitirá entender mejor la propuesta de esta tesis de la Sección 1.4 y las
condiciones experimentales sobre las cuales se ha trabajado con el objetivo de desarrollar
mejores modelos para la generación de prosodia en el campo de la traducción voz a voz.
1.1.1. Reconocimiento automático del habla
En general, las personas usan una gran variedad de recursos en el momento de expre-
sarse verbalmente: palabras, entonación, intensidad, variaciones en el ritmo o la duración
de los fonemas, pausas, diferentes tipos de fonación, etc.
La tarea de un sistema de reconocimiento automático del habla consiste en obtener una
secuencia de palabras (o etiquetas) que son la representación textual de una señal acústica.
Dicha tarea no es trivial, ya que en muchas circunstancias la señal acústica no contiene
solamente palabras y pausas, sino también disfluencias, sonidos ambientales, ruidos de
origen humano (labios, respiración), entre otros. Como resultado de esto, en algunos casos
es posible que el reconocimiento de voz también involucre la detección de estos sonidos
para evitar una confusión en el intento de reconocerlos como palabras [Tem06].
Para realizar esta tarea, los sistemas de reconocimiento automático del habla hacen
uso de una serie de herramientas de modelado estadístico y decodificación. En este enfoque
se aplican un conjunto de simplificaciones para obtener una solución implementable tanto
desde el punto de vista de la precisión estadística, como de la complejidad y tiempo de
procesamiento para la decodificación.
Una de las primeras cosas que se asume es que el vocabulario a reconocer estará limita-
do. Su tamaño puede ir de unas pocas palabras (por ejemplo: sistemas de reconocimiento
de órdenes verbales) a decenas de miles de palabras (sistemas de reconocimiento de gran
vocabulario). No es posible para un ASR reconocer palabras desconocidas debido a que no
le sería posible encontrar las fronteras de las mismas. Por ejemplo, la oración "la casa de
la pradera está habitada por un ermitaño" se podría pronunciar como "lacasadelapradera
estáhabitada porunermitaño". Como se puede observar, existen pausas después de las pal-
abras pradera y habitada. Sin embargo, el resto de las palabras son pronunciadas sin dar
ningún indicio del fin de una y del comienzo de la otra. Por lo tanto, es necesario conocer
las palabras para poder encontrar sus fronteras.
Los sistemas de reconocimiento automático del habla que se desarrollan hoy en día
asumen que es posible realizar dicha tarea basándose en un modelado estadístico de la
señal acústica (modelado de la generación acústica de las palabras del idioma) y el lenguaje
(modelado de la construcción del discurso del idioma utilizando palabras). Para ello se
usan datos de entrenamiento (señal acústica, y transcripción ortográfica y fonética de la
misma) para obtener los parámetros de los modelos estadísticos. La cantidad de datos de
entrenamiento está acotada por el volumen del corpus disponible, y por ello es necesario
usar modelos cuyos parámetros puedan ser obtenidos en forma confiable teniendo en cuenta
esta limitación.
Los humanos usamos una gran cantidad de fuentes de información para entender
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el habla: información acústica, gestos, gramática, semántica, contexto, etc. Todas estas
fuentes complementarias a la información acústica permiten que no sea necesario escuchar
la secuencia completa de fonemas (debido a fonemas mal pronunciados, palabras incomple-
tas, ruidos en la señal, etc.) para reconocer la secuencia de palabras. Este comportamiento
ha conducido al uso en los ASR del modelado estadístico del lenguaje (o modelo del
lenguaje) para estimar la probabilidad de las diferentes posibles secuencias de palabras del
lenguaje.
Por otra parte, las palabras están compuestas por una secuencia de fonemas. Los ASR
realizan un modelado acústico estadístico de los fonemas (usando semifonemas, fonemas,
trifonemas, etc) para obtener modelos estadísticos con parámetros mejor estimados que
aquellos que se pueden obtener usando otras unidades más grandes, tales como sílabas,
palabras u oraciones. Los parámetros de palabras y oraciones son más difíciles de estimar
debido a la cantidad limitada de ellas (número de repeticiones) dentro de los datos de
entrenamiento.
Por lo tanto, en general se puede decir que los ASR asumen que la tarea de re-
conocimiento automático del habla puede ser dividida en dos partes: un modelado es-
tadístico del lenguaje y un modelado acústico de los fonemas.
Estas simplificaciones introducen limitaciones y dificultades en los ASR, tal como se
describe en la siguiente sección.
Dificultades y limitaciones de los ASR
Los sistemas de reconocimiento automático del habla enfrentan gran variedad de prob-
lemas. Algunos de ellos están lejos de ser solucionados debido a las limitaciones de las
técnicas actuales [For03]:
Capacidad de comprensión de los humanos.
Como se mencionó anteriormente, los humanos usamos más fuentes de información
que aquella que percibimos a través de nuestros oídos para entender lo que estamos
escuchando. En este proceso se usan conocimientos acerca del hablante, el contexto,
el ambiente, entre otros. Todo esto contribuye a solucionar problemas de ambigüedad
que aparecen en el proceso de entendimiento, tales como homófonos y la ausencia
de indicios acústicos de las fronteras entre palabras. Los ASR carecen de tal saber,
y por lo tanto sus prestaciones son más pobres que las obtenidas por humanos.
Lenguaje hablado y lenguaje escrito.
El lenguaje hablado es esencialmente diferente del lenguaje escrito. En general, la
comunicación escrita es un proceso en un solo sentido, mientras que el habla está
orientado al diálogo: existe una realimentación a nuestro interlocutor, se negocia el
significado de las palabras, nos adaptamos al oyente, etc. Un ejemplo de esto es la
gramática del habla espontánea, la cual está lejos de ser formal. Las repeticiones y
los borrados introducen una gran cantidad de palabras incompletas que se convierten
en palabras fuera del vocabulario para un ASR [Sri06].
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Factores relacionados con el hablante.
La variabilidad intrahablante e interhablante es otra fuente de dificultades para los
ASR. La realización del habla es un proceso estocástico. Si las mismas palabras son
pronunciadas repetidas veces por un hablante, la señal resultante nunca será igual.
Por otra parte, existen factores adicionales que contribuyen a esta variabilidad, tales
como el sexo, anatomía, factores sociales y geográficos, etc. En algunas situaciones
las diferencias entre dialectos es tan grande que son considerados diferentes idiomas
para los propósitos de los ASR o bien son modelados con diferentes inventarios de
fonemas [Cab04].
Factores ambientales.
El habla se produce en un ambiente que es propenso a la interferencia por parte
de muchos otros sonidos, tales como los ventiladores de los ordenadores, ruidos de
manipulación de muebles, motores de automóviles, apertura y cierre de puertas, otros
hablantes, etc. Todos estos sonidos son considerados como ruido por ser información
no deseada en la señal, ya que perturban la claridad de la señal del habla. Para
contrarrestar estos factores los ASR hacen uso de diversas técnicas : identificación
de ruidos, filtrado, ecualización del canal, etc.
Una importante limitación de los ASR es que se enfocan principalmente en el re-
conocimiento de palabras, y en algunos casos también fillers y diversos tipos de metadatos
(puntuación, disfluencias, atributos del hablante, etc) [Liu04b]. Mucha información prosódi-
ca (entonación, duración segmental, ritmo) no se encuentra en la salida entregada por el
ASR, cuando podría resultar de utilidad para mejorar tanto la traducción automática co-
mo la conversión texto a voz en un traductor voz a voz. Además, otras tareas se podrían
ver beneficiadas con dicha información, como es el caso de la sincronización audio/video
y el subtitulado automático.
1.1.2. Traducción automática
La traducción automática consiste en traducir un lenguaje natural en otro usando un
algoritmo en una computadora. Este problema ha sido particularmente difícil de resolver
en el área de la inteligencia artificial desde hace varias décadas. Los enfoques iniciales
fallaban debido a que muchos fenómenos complejos convierten a la traducción automática
en un problema inmanejable.
Hace pocos años hubo grandes mejoras en el campo de la traducción automática a
través del uso de enfoques estadísticos. Para entrenar sistemas de traducción automática
estadísticos se usan grandes volúmenes de datos del orden de los gigabytes de texto (o
terabytes, como es el caso de Google [Bra07]).
La arquitectura de un sistema de traducción automático se puede organizar en una
estructura piramidal compuesta de tres niveles: directo, transferencia e interlingua. La
profundidad del análisis del sistema está directamente relacionado con el nivel. La parte
inferior de la pirámide es la forma más primitiva de traducción: reemplazo de cada palabra
en un idioma por una palabra en el otro idioma sin tener en cuenta aspectos tales como
6
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Figura 1.2: Tipos de sistemas de traducción automática
expresiones idiomáticas y diferencias gramaticales entre los idiomas (aspectos considerados
en enfoques modernos de traducción estadística que se enfocan en la palabra). En la parte
superior de la pirámide se encuentra la traducción usando un idioma abstracto: el enfoque
interlingua [Dor98].
Para poder entender un poco mejor cada nivel, haremos una breve descripción de cada
uno de ellos:
Transferencia directa. La arquitectura de traducción directa consiste en generar la
traducción en el idioma destino reemplazando directamente las palabras del idioma
origen. Sin embargo, el orden de las palabras en el idioma destino puede ser diferente
que el del idioma origen. Para considerar este aspecto, en la actualidad se aplican
técnicas de reordenamiento bilingüe conjuntamente con modelos de lenguaje de los
idiomas que tienen un gran éxito, como es el caso del traductor de Google [Bra07].
Transferencia sintáctica. El enfoque inicial de los sistemas con arquitectura de trans-
ferencia fue el uso de la información en el nivel sintáctico. Se usan diversas repre-
sentaciones del idioma origen para transformarlas en una representación sintáctica
adecuada en el idioma destino. La traducción resultante tiene una estructura apropi-
ada desde el punto de vista sintáctico, lo cual es un paso adelante con respecto a
los sistemas con arquitectura directa. La principal limitación de estos sistemas es
que el análisis sintáctico automático es un problema sin resolver, principalmente en
oraciones complejas con muchas oraciones subordinadas y frases nominales, verbales
y preposicionales.
Transferencia semántica. Teóricamente, la arquitectura de transferencia semántica
brindaría los mejores resultados de traducción. Un análisis del contexto (discurso y
pragmático) es necesario conjuntamente a un análisis semántico profundo. Debido
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a la complejidad de la tarea, este enfoque se puede aplicar solamente en dominios
pequeños donde el análisis, las reglas y el vocabulario bilingüe permiten cubrir todo
el dominio.
Interlingua. La principal idea detrás del enfoque de interlingua es traducir el id-
ioma origen en una lengua abstracta. En el caso de que la tarea se pueda hacer
exitosamente, solo será necesario desarrollar un sistema de traducción automática
para cada idioma y el lenguaje intermedio (interlingua). La traducción de un idioma
a otro se hace pasando a través del lenguaje abstracto. El enfoque de interlingua es
muy interesante porque reduce el tiempo de desarrollo para cubrir nuevos idiomas.
Sin embargo, el análisis automático del texto es todavía un campo en desarrollo, y
por ello interlingua puede ser aplicado solamente a dominios muy restringidos, tales
como reservas (aviones, buses, trenes, hoteles) o consulta de bases de datos, para
mencionar algunos de ellos.
Dificultades de los sistemas de MT
Los desafíos en el área de la traducción automática se pueden examinar usando dos
dimensiones: consideraciones lingüísticas en lo referido al orden sintáctico de las palabras
y a la ambigüedad semántica, y consideraciones operacionales, tales como extensibilidad,
mantenibilidad, interfaz con el usuario, etc [Dor98].
Dentro de las consideraciones lingüísticas se encuentran:
Ambigüedad sintáctica. Una secuencia de sintagmas preposicionales y nominales
coordinados pueden inducir a ambigüedades. Por ejemplo: “Observé al hombre en
la montaña con un telescopio”. En esta última oración no es posible decidir quién
posee el telescopio debido a la falta de información contextual.
Ambigüedad léxica. Una palabra con dos significados posibles en el idioma origen
puede ser difícil de traducir en aquellos casos donde el contexto sintáctico disponible
sea insuficiente. Por ejemplo: book se puede traducir como libro o como reservar.
Ambigüedad semántica. Esto corresponde al caso de una palabra con significados
diferentes y con la misma función en la oración. Por ejemplo, homógrafos tales como
ball: pelota, baile o casos de polisemia kill: matar, terminar.
Ambigüedad contextual. Un ejemplo de este tipo de ambigüedad se puede obser-
var en la siguiente oración: “The computer outputs the data; it is fast.” En este caso
solamente se puede saber que fast alude a computer porque rápido no es un atributo
posible para data.
Selección léxica. Selección de las palabras apropiadas que transporten el significado
adecuado de la oración del idioma origen. Por ejemplo, la palabra fish en inglés se
puede traducir como pez o pescado, y es en español donde se diferencia si el animal
está en el agua o no.
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Divergencia estructural. La estructura sintáctica puede ser diferente en el idioma
origen y destino. Por ejemplo: “John entered the house → Juan entró en la casa”.
El sintagma nominal the house en inglés se traduce como el sintagma preposicional
en la casa en español.
Las consideraciones lingüísticas no son los únicos desafíos de los sistemas de traducción
automática. Los desafíos operacionales surgen en el momento de la implementación del
sistema: alineamiento de corpus bilingües, adaptación al dominio y preparación de los
datos de entrenamiento.
Una parte importante del campo de la traducción estadística es el alineamiento au-
tomático de las palabras en un corpus bilingüe. Esta tarea es casi imposible de hacer
manualmente debido al volumen de datos necesarios para el entrenamiento del sistema.
La complejidad de esta tarea puede ser analizada a través de un ejemplo: si el sistema
analiza la traducción I stabbed John→Yo le di puñaladas a John, el alineamiento se puede
hacer apropiadamente manualmente: I→Yo, stabbed→le di puñaladas a y John→John. Sin
embargo, dependiendo de la cantidad de información disponible para el alineamiento es-
tadístico, es posible que el sistema tenga dificultades para realizar tal alineamiento en el
caso de la estructura compleja stabbed→le di puñaladas a.
La selección del dominio del sistema es otro punto clave también, ya que restringirá
el léxico y la gramática, reduciendo los problemas de la ambigüedad léxica, homógrafos,
polisemia, metonimia, ambigüedad contextual, selección léxica y la generación de tiempos
verbales.
Por otra parte, la cantidad de texto necesario para cubrir las demandas de un dominio
dado varía desde los pocos megabytes hasta varios gigabytes. Dichos corpus deben ser
analizados cuidadosamente porque es común encontrar problemas que pueden perjudicar
al sistema de alineamiento automático, tales como diferencias en el número de oraciones
del idioma origen y destino, cambios en el orden de las oraciones en un párrafo, problemas
de formato, etc. Los algoritmos de alineamiento de texto bilingües sufren gravemente en
tales situaciones.
1.1.3. Conversión texto a voz
En el siglo XVIII fue cuando los científicos construyeron los primeros modelos mecáni-
cos capaces de producir vocales. Los esfuerzos primigenios que producían voz sintética
fueron hechos hace doscientos años por Kratzenstein y Wolfgang von Kempelen [Fla72,
Fla73, Sch93].
En 1779, en San Petersburgo, el profesor ruso Christian Kratzenstein explicó las difer-
encias fisiológicas entre las cinco vocales (/a/, /e/, /i/, /o/, y /u/), y construyó dispositivos
mecánicos capaces de producirlas artificialmente mediante resonadores acústicos similares
al tracto vocal. Los resonadores eran activados por lengüetas vibrantes (como en los in-
strumentos musicales). Por ejemplo, el sonido /i/ era producido soplando en un tubo más
bajo sin lengüeta causando un sonido similar a una flauta.
Unos pocos años después, en el año 1791 en Viena, Wolfgang von Kempelen introdujo
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su “Máquina de Hablar Acústico-Mecánica”, la cual era capaz de producir sonidos simples
y algunas combinaciones de sonidos [Kla87, Sch93].
Sin embargo, recién en las últimas décadas del siglo pasado ha habido un gran desarrollo
en el campo de la síntesis de voz debido a la invención de la computadora. Este dispositivo
programable permitió el uso de nuevos paradigmas en la generación de voz, tales como
síntesis articulatoria, síntesis por formantes, síntesis por concatenación, aprendizaje basado
en datos, uso de algoritmos de programación dinámica, entre otros, que provocaron un salto
significativo en la calidad de la voz generada.
Como consecuencia del advenimiento de las computadoras, los sintetizadores de voz
han derivado en sistemas de conversión texto a voz. Dicho texto digital de entrada puede
poseer una gran variedad de formatos, tales como texto plano, texto con formato (libros,
revistas), e-mail, SMS, texto escaneado, etc.
La calidad de voz que alcanzan hoy en día es difícil de distinguir del producido por un
humano en frases cortas, pero todavía se notan diferencias cuando se sintetizan párrafos
y textos extensos. La continua evolución del área ha producido la continua aparición de
nuevas aplicaciones de esta tecnología.
Probablemente una de las aplicaciones más importantes desde el punto de vista social
es la ayuda en la lectura y comunicación de personas con discapacidades. El uso de audio
es más efectivo que otros sistemas, tales como los caracteres Braille, para la comprensión
de textos. Antes de la existencia de esta tecnología, como es el caso de “The Intel Reader”,
muchos libros en audio era grabados por humanos usando cintas de audio. Claramente, la
realización de tal grabación es cara y emplea considerable tiempo, por lo que el número
de audiolibros es sólo una ínfima parte del material publicado.
Otro ejemplo de la utilidad de esta tecnología es su aplicación a la comunicación de las
personas sordas, o bien que no son capaces de hablar apropiadamente. Los sintetizadores
de voz dan una oportunidad de comunicarse de una manera más clara con personas que
no entienden el lenguaje de señas o les resulta dificultoso entender el habla de una persona
discapacitada. Un caso conocido de esta aplicación es el sistema de conversión texto a voz
Neospeech usado por el físico teórico Stephen Hawking.
Además de las aplicaciones que permiten mejorar la calidad de vida de los discapaci-
tados, los sintetizadores de voz se usan en ocasiones para dar información. Tal es el caso
de los sistemas de navegación para automóviles, en donde pueden dar un gran número de
indicaciones mencionando incluso el nombre de las calles.
Como ya hemos mencionado al inicio del capítulo, otro importante campo de aplicación
de los sintetizadores de voz es la traducción automática voz a voz. Resulta preferible la
utilización de dispositivos de traducción automáticos voz a voz móviles que se puedan
llevar a cualquier parte en lugar de un traductor humano que no estará disponible en
todas las situaciones: reuniones, registración, restaurantes, etc. Los dispositivos móviles
son baratos y cada vez poseen mejores servicios que permiten su aplicación a la traducción.
En un conversor texto a voz (TTS: Text-to-Speech) intervienen varios módulos que
realizan sucesivas transformaciones del texto de entrada e incorporan una gran cantidad de
información adicional útil para generar el sonido sintetizado, tales como el procesamiento
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del texto y la generación de la prosodia, para luego, finalmente, producir la síntesis de la
voz. En general los componentes de cada módulo son:
Procesamiento del texto. Uno de los primeros pasos es la normalización del texto
para expandir abreviaciones, convertir números y fechas en texto, etc. Esta es una
tarea importante ya que es necesario para el correcto funcionamiento de los sigu-
ientes módulos que el texto este constituido solamente por grafemas. En ocasiones
se realiza también un etiquetado morfosintáctico, que resulta necesario para tareas
como la conversión de grafemas a fonemas y la generación de junturas terminales en
la prosodia.
A continuación se realiza la conversión de grafemas a fonemas y la silabificación
para obtener la secuencia de fonemas necesaria para reproducir el texto, incluyendo
la información sobre sílabas que también es importante para los siguientes módulos.
Prosodia. En este componente se genera la información prosódica para poder pro-
ducir la voz. Para ello se predicen las frases entonativas y la entonación de la oración,
y también la duración y la energía de los fonemas, etc. La correcta generación de esta
información repercutirá directamente en la naturalidad y expresividad del sistema.
La importancia de la prosodia se ve reflejado en que puede modificar el contenido
de un mensaje. Por ejemplo, la frase irás al cine es una afirmación si existe una
declinación de la entonación al final de la oración. Sin embargo, será interpretada
como una pregunta si la frecuencia fundamental sube al final de la frase.
Generación de la voz. En este último componente es donde se genera la voz con-
siderando la información provista por los módulos de Procesamiento del texto y
Prosodia, la cual está constituida por la secuencia de fonemas con la información
relativa a su duración, energía, frecuencia fundamental y posición dentro de la frase
entonativa, la oración y el discurso.
La generación se puede realizar usando diversos enfoques, tales como selección de
segmentos paramétrica-estadística, síntesis por formantes o síntesis articulatoria. Los
mismos serán explicados en más detalle en la Sección 2.1.3.
Desafíos de la conversión texto a voz
Existe una serie de dificultades que tienen que afrontar cada uno de los módulos men-
cionados anteriormente:
Procesamiento del texto. Desde la conversión de grafemas a fonemas de pal-
abras fuera del vocabulario o con múltiples transcripciones hasta el tratamiento de
diferentes formas de representación de números, fechas, abreviaturas; todas estas
constituyen complicadas tareas que distan en muchos casos de estar resueltas.
Prosodia. La generación de la prosodia es una tarea que envuelve un conocimiento
y unas habilidades que están lejos de poder ser realizadas por los ordenadores. Los
mismos no poseen información sobre el mundo, la actualidad, ni tampoco tienen una
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opinión. Por lo tanto, la prosodia generada en algunas ocasiones será inadecuada
para el contenido del texto o bien demasiado neutra para ser agradable y natural. Un
desafío creciente lo representa la generación de voz variada, emocional, con variación
de ritmo, tal como lo indicaron en su momento Bailly et al. [Bai03], acerca del habla
expresiva.
Generación de la voz. Las limitaciones de las técnicas para generación de la voz
provocan la aparición de fenómenos tales como ruidos de coarticulación, trayectorias
de formantes inadecuadas, etc [Kla01].
Otros desafíos observados por Simon King [Kin10] en la conversión texto a voz es el
desarrollo de aplicaciones en condiciones que presentan ciertas restricciones. Entre ellos se
encuentra el desarrollo de un conversor texto a voz con muestras de un paciente con desór-
denes del habla, donde la cantidad y la calidad de la voz presentan grandes limitaciones.
Un desafío que se encuentra en el ámbito del proyecto marco de esta tesis es la síntesis
de voz en un idioma objetivo que suene como un hablante en particular, cuando solamente
se dispone de muestras de voz de dicho hablante en otro idioma. El abordaje de esta
problemática se vuelve aún más compleja cuando no se dispone conocimiento detallado de
la fonología u otros recursos, tales como diccionarios de pronunciación, modelos prosódicos,
o habla grabada sin transcripción ortográfica.
1.2. Proyectos relacionados con la traducción voz a voz
Muchos proyectos han estado y están centrados en la traducción voz a voz. Excepto los
proyectos más recientes, todos ellos se han centrado en dominios restringidos tales como
inscripción en conferencias y hoteles, reservas de viajes en aviones y trenes, alquiler de
autos, etc. Esto se debe a que un sistema de dominio sin restricciones esta lejos de ser
realizable debido a su complejidad y al grado de avance de las técnicas involucradas: ASR,
MT y TTS.
A continuación se hará una breve reseña de una variedad de proyectos que han in-
volucrado a empresas y universidades de todo el mundo: JANUS, C-STAR, Verbmobil,
Nespole!, MASTOR, DIPLOMAT/Tongues, ATR-MATRIX y TC-STAR. Muchos de estos
proyectos utilizan la modalidad oral en la entrada, pero no en la salida.
JANUS fue uno de los primeros sistemas diseñados para la traducción automática
del habla, y fue desarrollado desde fines de los años ochenta por los Laboratorios de
Sistemas Interactivos de la Carnegie Mellon University y la Universität Karlsruhe, y desde
principios de los años noventa también aportaron a su desarrollo ATR (Japón) y Siemens
AG (Alemania). Desde entonces fue extendido a tareas más avanzadas, contribuyendo a
varios esfuerzos en el área, tales como Enthusiast (EEUU) y Verbmobil (Alemania).
La primera versión de JANUS (JANUS-I) [Wos93] solamente procesaba habla sintác-
ticamente correcta (habla leída) usando un pequeño vocabulario de 500 palabras. A pesar
de que JANUS-II y JANUS-III [Lav96] (este último una versión mejorada) operaban to-
davía en dominios limitados, tales como planificación de viajes, estos podían manejar habla
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espontánea en diálogos con vocabularios de más de 10.000 palabras, trabajando con id-
iomas tales como inglés, alemán, japonés o coreano, usando el enfoque interlingua. Gracias
a ampliaciones desarrolladas en IRST y CLIPS++, también se podía trabajar con ital-
iano y francés. La síntesis de voz era provista por dispositivos comerciales, tales como el
sistema Digital DECtalk DTCO1 para el alemán, o el Panasonic Text-to-Speech System
EV-3 para japonés. Cada uno de estos sistemas utilizaba una representación textual o
fonética, y producía los sonidos de la oración a través de un parlante.
Otro ejemplo de aplicación de interlingua en la traducción automática es el Consor-
cio para la Investigación Avanzada de la Traducción del Habla (Consortium for Speech
Translation Advanced Research: C-STAR), que en un principio surgió a causa de colabo-
raciones informales bilaterales entre laboratorios interesados en la investigación sobre tra-
ducción automática del habla. Al comienzo, en 1991, estaba constituido por sus miembros
fundadores: ATR Interpreting Telephony Laboratories (Kyoto, Japon), Carnegie Mellon
University (Pittsburgh, EEUU), University of Karlsruhe (Karlsruhe, Alemania) y Siemens
AG (Munich, Alemania). Este consorcio demostró en 1993 por primera vez en público que
la traducción automática del habla usando enlaces internacionales de comunicación era
posible [Yam95].
Desde entonces el consorcio continuó en 1993 como C-STAR II, comenzando la segunda
fase de la investigación. Debido a la importancia que cobró la demostración, en esta fase
el consorcio creció sustancialmente incluyendo 6 miembros de 6 países (Japon, Corea,
EEUU, Alemania, Italia y Francia) y 14 miembros afiliados en 10 países. Los esfuerzos
se concentraron en la traducción de habla espontánea con prototipos que podían aceptar
vocabularios de 10.000 a 100.000 palabras. A causa de la variedad de países participantes,
era posible traducir diálogos en 6 idiomas. C-STAR III incorporó el chino, y el área de
aplicación fue el dominio turístico usando una línea telefónica. Luego del reconocimiento,
el análisis y la generación del lenguaje, el texto de salida se transmitía a cada uno de los
miembros para que cada uno de ellos hiciera la síntesis con el sistema elegido [Wai96].
Un importante proyecto en la historia de la traducción voz a voz fue Verbmobil, debido
al gran número de descubrimientos científicos en las áreas del procesamiento del habla,
lenguaje y discurso, traducción de diálogos, generación del lenguaje y síntesis de voz, lo
cual ha sido documentado en más de 800 publicaciones y un libro [Wah00].
Verbmobil[Wah00] fue un proyecto internacional en el que estuvieron envueltas diversas
compañías y universidades, tales como Alcatel (Stuttgart), Daimler-Benz AG (Stuttgart),
IBM (Stuttgart), Philips GmbH (Aachen), Siemens Aktiengesellschaft (Berlin), Daimler-
Benz Aerospace AG (Ulm), Carnegie Mellon University (EEUU), University of Stuttgart,
University of Bonn, entre otras. El primer sistema completamente integrado, el demostrador
Verbmobil, fue presentado en público durante CeBIT (CeBIT: Centrum für Büro und Or-
ganisationstechnik) 1995. Ese demostrador reconocía oraciones en alemán en el contexto
de la negociación de citas usando un vocabulario de 1292 palabras. El sistema era capaz de
analizarlas y las traducía al inglés. El prototipo presentado en CeBIT 1997 tenía un vocab-
ulario ampliado de 2500 palabras y reconocía japonés usando 400 palabras, traduciéndolas
también al inglés.
Durante la primera fase (1993-1996) se desarrolló un sistema de traducción voz a voz
de habla espontánea independiente del hablante para conversaciones relacionadas con la
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concertación de citas, planificación de viajes y reservas de hotel. Esta elección implicó un
rediseño del sistema de reconocimiento automático del habla para tolerar disfluencias y
otros fenómenos del habla espontánea.
En contraste con el lenguaje escrito, el lenguaje hablado no tiene información sobre
puntuación. Como consecuencia de esto, en este proyecto se hizo uso de un análisis del
énfasis utilizado en el habla, y también de la división del discurso en frases, para solventar
esa ausencia de información. El módulo de prosodia reconocía fronteras de oración y frases
haciendo uso de información sobre junturas terminales, entonación, duración y energía de
la voz. Estos datos eran provistos al módulo de análisis sintáctico con las fronteras de cada
oración.
En el proyecto se aplicaron análisis sintácticos y semánticos simultáneos para examinar
los resultados del ASR en la búsqueda de frases gramaticalmente correctas. De esta manera,
el planificador de discursos agrupaba los actos de diálogo en fases con capacidad para
reproducir la discusión en forma abreviada.
El módulo de procesamiento sintáctico-semántico entregaba los datos analizados al
módulo de transferencia, y era este último quien realizaba una representación abstracta
en el lenguaje destino, para que luego el generador convirtiera los predicados semánticos
en oraciones sintácticamente correctas. El módulo final del sistema era un TTS, el cual
reproducía la traducción al inglés en una forma tan natural y comprensible como sea
posible, y con el énfasis requerido.
Luego de varios años de investigación y desarrollo Verbmobil alcanzó importantes
metas, tales como una tasa de reconocimiento de palabras cercano al 75% para habla
espontánea, con alrededor del 80% de las traducciones en forma correcta preservando la
intención del hablante, o una tasa de éxito del 90% para tareas de diálogo con usuarios
reales.
Otro proyecto fue el denominado ATR-MATRIX. ATR (Advanced Telecommunica-
tions Research Institute International) comenzó sus estudios sobre traducción voz a voz
a mediados de los años ochenta, y desarrolló el sistema de traducción del habla multi-
lenguaje llamado ATR-MATRIX (ATR’s Multilingual Automatic Translation System for
Information Exchange) [Tak98, Sum99].
El sistema poseía un sistema de reconocimiento automático del habla con una alta
precisión para habla espontánea, que se encuentra descrito junto al sistema de síntesis
de voz basado en corpus en Takezawa et al. [Tak99]. La traducción automática se real-
izaba usando un enfoque basado en ejemplos, llamado TDMT (Transfer-Driven Machine
Translation) [Fur95].
Las características principales de ATR-MATRIX eran:
La traducción se realizaba entre los idiomas inglés y japonés, en ambas direcciones.
El reconocimiento automático del habla, la traducción automática y la síntesis de
voz podían correr en tiempo real en una computadora personal.
El sistema era manos libres, permitiendo comenzar y parar de hablar en una modal-
idad de conversación completamente full-duplex.
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El sistema fue desarrollado para funcionar con habla natural, con un tratamiento
adecuado de interjecciones y expresiones informales.
La salida de voz posee el mismo sexo que la voz de entrada.
Otros proyectos en el área de la traducción voz a voz se enfocaron en otorgar buenas
prestaciones con bajos requerimientos de hardware: NESPOLE!, MASTOR y DIPLO-
MAT/TONGUES.
El objetivo de NESPOLE! era proporcionar un sistema de traducción automática de
voz aplicable a las necesidades en el área de e-commerce y e-service. El proyecto estuvo
constituido por tres grupos de investigación europeos (IRST, Trento, Italia; ISL, Univer-
sität Karlsruhe, Alemania; y CLIPS, Université Joseph Fourier, Grenoble, Francia) y un
grupo estadounidense (ISL, Carnegie Mellon University, Pittsburgh, EEUU). También lo
integraron dos participantes industriales: APT (Trento, Italia) y AETHRA Telecomuni-
cazioni (Ancona, Italia). El soporte financiero estuvo dado por la Comisión Europea y el
US NSF.
La arquitectura de NESPOLE! [Lav01] estaba basada en la filosofía cliente-servidor,
usando paquetes de software como NetMeeting. A través del componente que en el proyecto
se denominó mediador, se regulaba el canal de comunicación entre los integrantes de la
misma y también se establecían los enlaces con los servidores de traducción automática
(Human Language Technology servers). Estos últimos son los que proporcionaban los
servicios de reconocimiento de voz y traducción entre idiomas. El modulo de generación
producía un texto en el lenguaje destino en base a la información de la representación
interlingua. Dicho texto se enviaba al módulo de síntesis de voz, como es el caso del
sintetizador Euler TTS para el francés [Bes01].
Otro sistema desarrollado con bajos requerimientos de hardware fue MASTOR. La
investigación en este proyecto se inició en el año 2001 como un proyecto de IBM, el cual
fue seleccionado por DARPA CAST para otorgarle fondos para su desarrollo.
MASTOR [Liu03] combinaba varias tecnologías desarrolladas por IBM en las áreas
del reconocimiento automático del habla, entendimiento del lenguaje natural y la sínte-
sis de voz. El acoplamiento del ASR con el componente de entendimiento del lenguaje
natural permitía obtener un sistema robusto que mitigaba los efectos de los errores de
reconocimiento y la gramática incorrecta del habla coloquial.
El sistema desarrollado permitía traducir en forma bidireccional inglés y mandarín
con un gran vocabulario de más de 30.000 palabras en varios dominios, tales como viajes,
diagnóstico médico de emergencia y tareas relacionadas con fuerzas de defensa y seguridad.
Finalmente, describiremos el proyecto DIPLOMAT [Fre97]. El mismo fue diseñado
para explorar la posibilidad de crear rápidamente sistemas de traducción voz a voz bidi-
reccionales. El objetivo era la generación de un sistema que pueda traducir entre un idioma
nuevo e inglés en cuestión de días o semanas, con posibilidad de mejorar la calidad al cabo
de unos meses.
El sistema de entendimiento se basaba en SPHINX II [XH92][Rav96], aplicando téc-
nicas que permitían desarrollar rápidamente modelos acústicos y de lenguaje [Rud95]. La
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traducción automática se realizaba usando MEMT (Multi-Engine Machine Translation,
[Fre94]), y en la síntesis de voz se utilizaba un sistema de concatenación de unidades.
Una de las preocupaciones principales en el diseño de DIPLOMAT fue el tratamiento
de los errores de las tecnologías de ASR y MT, para producir una aplicación usable con
un pequeño entrenamiento por personas que no fueran traductores. Para ello se permitía
una pequeña interacción con el usuario, presentando resultados intermedios que permitían
corregir posibles errores.
El proyecto TONGUES se basaba en DIPLOMAT, y tenía como objetivo desarrollar un
prototipo de sistema de traducción voz a voz que pudiera funcionar en una computadora
pequeña. Este fue usado por los US Army Chaplains para comunicarse con refugiados
durante abril del 2001 en Zagreb [Fre02].
1.3. TC-STAR
El proyecto TC-STAR fue financiado por la Comisión Europea en el contexto del Sexto
Programa Marco. Su objetivo era realizar un esfuerzo durante varios años para lograr
avances en las tecnologías de la traducción voz a voz: ASR, MT y TTS. Los integrantes
del proyecto eran ITC, RWTH-AACHEN, CNRS-LIMSI, UPC, UKA, IBM, SIEMENS,
SRIT, NOKIA, SONY, ELDA y KUN-SPEX.
El proyecto se enfocaba en la traducción voz a voz de habla conversacional sin restric-
ción de dominio de discursos parlamentarios y difusión de noticias en tres idiomas: inglés
europeo, español europeo y chino mandarín. Esta tesis se ha desarrollado en el marco del
proyecto TC-STAR, en el subproyecto dedicado a la generación de voz en inglés y español
europeo.
1.3.1. Resultados obtenidos en ASR
Entre los objetivos a largo plazo del proyecto se encontraba el reconocimiento de voz
robusto para diversos estilos de habla, condiciones de grabación y comunidades de usuarios.
El sistema debía ser capaz de adaptarse de manera transparente a condiciones particulares.
En el transcurso de los años del proyecto hubo un progreso constante para cada uno
de los idiomas, siendo el avance en la reducción de la tasa de palabras erróneas (WER:
Word Error Rate) entre los años 2005 y 2006 de un 40% relativo. La mejor tasa de
reconocimiento medida en WER en el año 2007 resultó del 6.9% para el inglés, 7.4% para
el español y 7.5% para el chino mandarín. Sin embargo, se concluyó que dicha tasa de
reconocimiento debería ser mejorada aún más en el futuro debido a que los sistemas de
traducción automática necesitan textos con menos errores para lograr mejores resultados.
Una de los principales causas de los problemas de reconocimiento observadas en los
resultados de la última evaluación fue el desequilibrio en el número de locutores masculi-
nos y femeninos. Esto ocurre a causa de que hay más personas de sexo masculino en el
Parlamento Europeo.
Finalmente, el análisis de la prestación de reconocimiento de los sistemas del proyecto
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TC-STAR discriminando por acento y estilo del habla, indicó que los peores resultados se
obtuvieron para hablantes no-nativos o aquellos con un acento muy fuerte. Por ejemplo,
la peor prestación se obtuvo para un hablante con un fuerte acento irlandés y una alta ve-
locidad del habla: 19.2%. La segunda peor prestación correspondió a un hablante húngaro
del Parlamento Europeo: 17.7%.
Además del acento, la fluidez del habla constituyó otro factor con un importante im-
pacto en la tasa de reconocimiento. En algunos casos los hablantes introducen una gran
cantidad de disfluencias que hace más dificultosa la tarea de reconocimiento.
1.3.2. Resultados obtenidos en MT
Otro de los grandes objetivos del proyecto TC-STAR fue la traducción efectiva de habla
conversacional sin restricciones para grandes dominios de discurso, y la integración efectiva
del reconocimiento de voz y la traducción automática en un marco único estadístico.
Uno de los desafíos mayores fue la extensión de los modelos actuales de traducción
automática estadística para considerar las múltiples hipótesis de salida producidas por el
sistema de reconocimiento automático de voz.
Para el estudio de la traducción automática español-inglés e inglés-español, se hizo uso
de tres tipos diferentes de datos como entrada: ASR ROVER, VERBATIM y FTE.
El primero de ellos, denominado ASR ROVER, era la combinación de las salidas de
diferentes sistemas de reconocimiento de voz, lo cual proporcionaba una transcripción con
el mínimo WER. La salida poseía mayúsculas/minúsculas y puntuación.
La transcripción VERBATIM era realizada en forma manual y fue proporcionada por
ELDA (Evaluations and Language resources Distribution Agency). Este tipo de tran-
scripción posee distintos fenómenos de habla espontánea, como es el caso de correcciones,
falsos comienzos, etc. En este caso también se proporcionaban mayúsculas/minúsculas y
puntuación. Este tipo de transcripción modela la salida de un ASR sin errores.
Finalmente, el último tipo de datos de entrada se denominaba FTE (Final Text Edi-
tions), proporcionadas tanto para el Parlamento Europeo como para el Parlamento Es-
pañol. En este caso muchas oraciones fueron creadas por los servicios de edición del Parla-
mento, incluyendo puntuación, mayúsculas/minúsculas y la eliminación de las disfluencias
introducidas por el habla espontánea.
El análisis de los resultados demuestra que la calidad del texto de entrada es muy
importante para una mejor traducción automática. Los sistemas de traducción poseen
una mejor calidad de salida utilizando FTE, seguido por el tipo de entrada VERBATIM.
Las disfluencias y frases gramaticalmente incorrectas del habla espontánea contribuyen a
degradar la prestación de los sistemas de traducción.
Por otra parte, existe una correlación entre la cantidad de errores introducidos por el
ASR (WER) y los errores en la traducción. Sin embargo, esta tendencia no es tan marcada
como era esperable, siendo necesarios más estudios al respecto en el futuro para analizar
su influencia.
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1.3.3. Objetivos en TTS
Debido a que uno de los principales objetivos del proyecto TC-STAR era la generación
de habla inteligible, expresiva, y que respetara las características del discurso que iden-
tificaban al hablante que estaba siendo traducido, era necesario el desarrollo de nuevos
modelos para la prosodia, emociones y habla expresiva en general.
Este objetivo motivó la realización de esta tesis para proporcionar nuevos modelos
prosódicos para la entonación, duración de fonemas y junturas terminales. En este sentido
se detallan en el Capítulo 3 algoritmos para la generación de tales parámetros prosódicos,
mientras que en el Capítulo 5 se extienden dichos algoritmos con el uso de la informa-
ción provista por la señal acústica del hablante del idioma origen para la mejora de la
expresividad.
1.4. Objetivos de la tesis
Los objetivos de la tesis son el desarrollo de nuevos algoritmos para el entrenamiento
de modelos de generación de prosodia para la conversión texto a voz, y su aplicación en
el marco de la traducción voz a voz. Para ello se investigará la posibilidad de mejorar la
naturalidad y expresividad de la conversión texto a voz utilizando la prosodia del hablante
fuente disponible en el proceso de traducción voz a voz como información adicional.
Con este enfoque se pretende que la voz sintetizada posea diversas características del
discurso del hablante fuente. De esta manera, y en combinación con técnicas de conversión
de voz, la salida de la conversión texto a voz tendrá tanto la identidad acústica como
estilística del hablante fuente.
Las características prosódicas más relevantes son la frecuencia fundamental, la duración
de los fonemas, y la posición de las junturas terminales y pausas. Para su generación en
la síntesis de voz se utilizarán modelos derivados de métodos de aprendizaje automático
en base a datos. Para ello se analizarán los métodos actuales de modelado prosódico para
TTS, seleccionando aquellos que puedan generalizarse para el entorno de la traducción y
resulten aplicables a varias lenguas. Además, se espera introducir mejoras a los mismos
para lograr una mejor calidad y naturalidad.
En los estudios se hará uso de algunas suposiciones para mejorar las condiciones de
análisis del funcionamiento de los algoritmos y la medición de su rendimiento. Teniendo
en cuenta las limitaciones que presentan los sistemas de reconocimiento automático del
habla, traducción automática y conversión texto a voz en lo referente a los errores que
introducen y que repercuten en las tareas siguientes, hemos asumido que tanto el ASR
como la MT son perfectos. Esta simplificación nos permite analizar mejor el efecto de
los modelos propuestos de forma aislada, sin considerar otros aspectos. El estudio de la
robustez del sistema frente a errores de ASR/MT requerirá un trabajo posterior fuera del
alcance de esta tesis.
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1.5. Estructura de la tesis
La tesis está organizada en varios capítulos. En este capítulo hemos realizado una
introducción general a la traducción voz a voz y sus componentes, el desarrollo del estado
de la cuestión de la traducción voz a voz, y las propuestas en esta tesis para mejorar la
calidad y expresividad de la conversión texto a voz en el marco de la traducción voz a voz.
En el Capítulo 2 se describe el estado de la cuestión en las áreas del modelado de la
prosodia, tanto en lo que se refiere a la entonación, duración y junturas terminales.
Los nuevos enfoques de entrenamiento para mejorar los resultados obtenidos con técni-
cas propuestas en la literatura se detallan en el Capítulo 3. Estos enfoques propuestos están
aplicados a la predicción de la entonación, la duración segmental y las junturas terminales.
Allí se propone una técnica de entrenamiento que combina en un bucle la extracción de
los parámetros y la generación del modelo, evitando ciertas suposiciones existentes en la
literatura que tienden a degradar el rendimiento de los modelos. Esta técnica se aplica
tanto al modelado de la entonación (Sección 3.1.2) como al modelado de la duración seg-
mental (Sección 3.2.3). En lo referente a las junturas terminales, se exploran tres enfoques
distintos para el modelado de las mismas, utilizando como unidad de análisis las palabras
y los grupos acentuales. Este estudio comparativo permite ver las fortalezas y debilidades
de cada una en las mismas condiciones experimentales (Sección 3.3).
La validación experimental de las propuestas se encuentra en el Capítulo 4. Allí se
detallan los resultados experimentales usando tanto medidas objetivas (RMSE, correlación,
F-measure) como subjetivas (escala MOS de naturalidad y calidad, tasa de error subjetiva).
En el Capítulo 5 se aborda el modelado de la entonación, duración y junturas ter-
minales en el marco de la traducción voz a voz. Teniendo en cuenta que existen más
fuentes de información (parámetros acústicos extraídos del hablante origen usando la seg-
mentación provista por el sistema de reconocimiento automático del habla e información
de alineamiento y traducción proporcionados por la traducción automática) se propone su
uso en conjunto para mejorar la calidad de la prosodia tanto en naturalidad, expresivi-
dad y adecuación. La Sección 5.3 describe un algoritmo para la extracción automática de
patrones entonativos relacionados entre los idiomas origen y destino. Mediante una téc-
nica de agrupamiento se obtiene de manera automática y no supervisada un conjunto de
movimientos tonales que tienen una relación entre los idiomas. En la Sección 5.4 se estudia
la sincronización del audio traducido con el video del hablante origen, que indirectamente
implica una transferencia del ritmo. Se propone un conjunto de técnicas de sincronización
para coordinar el mensaje con los movimientos del orador. Finalmente, la Sección 5.5 de-
scribe la transferencia de junturas terminales del hablante origen en el idioma destino. A
través de una técnica de transferencia de pausas del idioma origen al destino es posible
preservarlas con el objeto de conservar el significado del mensaje.
En el Capítulo 6 se detallan las conclusiones de este trabajo sobre las aportaciones
realizadas en el modelado prosódico y en la transferencia de la prosodia en la traducción
oral. Allí también se proponen direcciones futuras para continuar el progreso en el área.
La arquitectura de Ogmios, el conversor texto a voz utilizado en el desarrollo de esta
tesis, se describe en el Apéndice A. Allí se detallan sus módulos de Análisis del texto,
19
20 CAPÍTULO 1. INTRODUCCIÓN
Generación de la prosodia, y Generación de la voz. En este apéndice también se
describe en forma resumida el proceso de generación de una voz sintética en base a un
conjunto de grabaciones.
En el Apéndice B se explican un conjunto de herramientas estadísticas utilizadas en
la evaluación de los diferentes algoritmos propuestos en esta tesis: error cuadrático medio,
coeficiente de correlación Pearson, box-plots, y el test de Wilcoxon.
Tanto el corpus monolingüe utilizado para la generación de la voz en TTS, como el
corpus bilingüe para el estudio de la transferencia de la prosodia del idioma fuente al idioma
destino, se encuentran descritos en el Apéndice C. Allí se detallan tanto las condiciones
de grabación como el contenido de los diferentes corpus.
Finalmente, los resultados de la investigación durante el desarrollo de esta tesis se
vieron reflejados en publicaciones en diversas conferencias y en el aporte al proyecto TC-
STAR, tal como se detalla en el apéndice D sobre publicaciones.
20
Capítulo 2
Modelado prosódico en los
sistemas de síntesis de voz
Según el Diccionario de la Real Academia Española disponible en internet (http://www.rae.es)
una de las acepciones de la palabra prosodia es la siguiente:
prosodia (Del lat. prosodia, y este del gr. piρoσωδια).
Parte de la fonología dedicada al estudio de los rasgos fónicos que afectan a unidades
inferiores al fonema, como las moras, o superiores a él, como las sílabas u otras secuencias
de la palabra u oración.
A través de diferentes recursos prosódicos, tales como la entonación, ritmo, intensidad
y pausas, se estructura el habla y el discurso, y esto constituye uno de los usos más impor-
tantes de la prosodia. En general, se puede afirmar que no es posible entender una oración
sin el uso de dichos recursos debido a la gran información que proporcionan. Además,
cuando hablamos no transmitimos solamente el mensaje contenido en las palabras, sino
también importante información acerca de nuestra identidad (género, dialecto, edad, ori-
gen social) y nuestro estado de ánimo, emociones e intención.
La prosodia del hablante también está condicionada por el área geográfica donde nació
o bien donde vive. Es muy común observar estas “huellas digitales”. Por ejemplo, los
italianos hablan como cantando, los bolivianos usan un ritmo lento o los ciudadanos de la
provincia de Córdoba (Argentina) ponen un doble acento en algunas palabras. En algunos
casos estas características son consecuencia de los orígenes de las migraciones. Muchos
dicen que el argentino es un italiano hablando en español, o incluso, un importante escritor
argentino fue más allá con sus afirmaciones:
El gran escritor Jorge Luis Borges ha evocado que: el argentino es un ital-
iano que habla español, se comporta como un francés pero quisiera ser inglés.
En muchas situaciones el estado mental del hablante también se ve reflejado en la
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prosodia y no solamente en las palabras del mensaje. En algunos casos las personas no
usan palabras para explicar como se sienten, sino que usan elementos prosódicos para
indicarlo. Una disminución en el rango de la frecuencia fundamental o un ritmo más lento
es un indicador de tristeza o depresión. Por otra parte, una subida en el rango del tono y
un ritmo más rápido puede implicar felicidad.
Es importante remarcar que las personas no hablan solamente para transmitir informa-
ción al locutor, sino también para causar un efecto en él. En algunas ocasiones los recursos
prosódicos se usan para poner énfasis en aspectos importantes del mensaje, forzar a una
persona a obedecer una orden mediante gritos o hacer sentirla más calma con un ritmo y
una intensidad del habla más apacible.
Esta enumeración de los usos de la prosodia indica el grado de importancia de la
misma. Su generación en forma adecuada en la conversión texto a voz es necesaria para
lograr naturalidad y expresividad. En la siguiente sección se describe la estructura básica
de un sistema de conversión de texto en habla, con el objeto de comprender todas las
tareas involucradas en el proceso de convertir un texto en voz. De esta manera será posible
visualizar los elementos que impactarán en el modelado y la generación de la prosodia.
Como hemos visto en la introducción un sistema de conversión texto a habla se com-
pone de tres módulos: procesamiento del texto, generación de la prosodia y generación de
la voz sintética. Esta tesis se centrará en el módulo de generación prosódica. Sin embar-
go, para poder situar a la prosodia en el contexto de la síntesis de voz, en los siguientes
apartados (secciones 2.1.1, 2.1.2 y 2.1.3) se dará una breve explicación de los diferentes
módulos de un conversor texto a voz y los enfoques utilizados en la literatura para su
implementación.
A continuación en los apartados 2.2, 2.3 y 2.4 se hará una introducción a cada uno
de los elementos de la prosodia estudiados en esta tesis: entonación, duración y junturas
terminales, respectivamente. En cada una de estas secciones se detallarán algunos de los
modelos propuestos en la literatura para su generación en el contexto de la conversión
texto a voz.
2.1. Conversión de texto en habla
El proceso de conversión texto a voz se divide en tres módulos básicos: procesamiento
del texto, generación de la prosodia y generación de la voz sintética. El objetivo de esta
sección es describir brevemente el funcionamiento de un sistema de conversión texto a voz
y ver la importancia de la prosodia en el sistema, ya que este es el foco de la tesis.
2.1.1. Procesamiento del texto
El procesamiento de texto es una tarea muy compleja que incluye un conjunto de prob-
lemas que son altamente dependientes del idioma y del dominio, tales como la normal-
ización del texto y la transcripción fonética. Por ello son necesarios enfoques particulares
para cada idioma con el objeto de convertir un texto con un formato particular en una se-
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cuencia de unidades segmentales (por ejemplo: fonemas), suprasegmentales (por ejemplo:
sílabas), palabras, oraciones y párrafos, aptos para su utilización por parte de los módulos
de generación de la prosodia y de la voz.
Normalización del texto
Una de las primeras tareas en el procesamiento del texto es la normalización, que
convierte la totalidad del texto a una forma textual convencional. Los dígitos y números
se deben expandir en palabras teniendo en cuenta la información que transportan. Por
ejemplo, 128 se debe expandir como ciento veintiocho. Sin embargo, 1816 es un caso más
complejo, porque se puede expandir en forma diferente si representa un año en un texto
en inglés: eigthteen sixteen. Aparecen más problemas con el símbolo “/”: 1/2 se puede
expandir como un medio si es una fracción o como uno de enero si es una fecha. Hay
también otros símbolos que combinados con números convierten a la expansión en una
tarea muy difícil, por ejemplo, los números telefónicos: (+54 223) 483-3893.
Las abreviaturas también deben recibir un tratamiento especial. La principal dificultad
aparece porque algunas abreviaturas se pronuncian tal como están escritas (NATO, RAM)
mientras que otras se pronuncian letra por letra (MGM, PP), o bien una combinación
de ambas (PSOE, MPEG). En algunos casos es posible predecir la pronunciación de una
abreviatura, pero en muchos otros casos es el resultado de un consenso público imposible de
predecir. En tales situaciones es necesario tratar a las abreviaturas como casos especiales.
Existe un cúmulo de situaciones que también se deben tener en cuenta en función del
origen del texto:
Formato del texto. El texto de entrada puede contener muchos detalles de forma-
to, tales como títulos, información de secciones, pie de página, referencias, etc. Es
también posible que el texto sea parte de un periódico o una revista, y por lo tanto
contendrá columnas, cajas, tablas, avisos, etc. El tratamiento de alguno de estos
aspectos no son específicos de los sistemas de TTS. Ellos pueden depender de etapas
previas, tales como software de reconocimiento óptico de caracteres.
Hipertexto. El texto en internet se encuentra en formato de hipertexto. Las etiquetas
HTML y los enlaces deben ser tratados cuidadosamente con el fin de obtener un texto
correcto. Los detalles de diseño pueden ocasionar serias dificultades para obtener un
texto correcto si este se encuentra ubicado espacialmente en una forma complicada
para la capacidad de procesamiento de un ordenador. En HTML existen algunas
etiquetas tales como < p > ... < /p > que son útiles para delimitar párrafos y
ayudar tanto al visualizador de páginas como al sistema de TTS. Además, etiquetas
adicionales se pueden usar por parte del sintetizador para mejorar la calidad de la
voz generada. Por ejemplo, se pueden utilizar etiquetas < happy >...< /happy >
para delimitar un texto que debe ser expresado con felicidad, o bien hacerlo para una
pregunta < quest >...< /quest >. Las características de la voz y su idioma también
se pueden controlar de la misma manera con etiquetas < gender = female > o
< lang = spanish >. Algunas palabras y nombres comunes tienen pronunciaciones
particulares que se pueden corregir con el mismo tipo de etiquetas. Etiquetas de
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énfasis pueden usarse para dar un acento particular a alguna palabra en la oración
[Spr98b, Bur04, Hun00, EML].
E-mail, SMS y chat. Otra aplicación de la tecnología de voz es la lectura de e-
mails, SMS y chats. El amplio uso de estos canales de comunicación ha introducido
nuevos códigos sociales de comunicación. Los “emoticons” son uno de estos códigos
aceptados mundialmente. Cada día es más común encontrar símbolos tales como :)
y :D en los mensajes. Tales símbolos deben recibir una interpretación adecuada por
parte del sintetizador. Estados tales como felicidad, tristeza, aburrimiento, o bien
fillers tales como risas, sonrisas, gruñidos, etc. Por otra parte, la limitación en el
número de caracteres de los SMS’s (y el deseo de evitar la división del mensaje y
el subsecuente incremento en el costo del mismo) conduce al uso de abreviaciones
en ciertas palabras: be se convierte en b, see en c, are en r, you en u, for en 4, etc.
Como consecuencia, un mensaje tan simple como “Sorry I forgot to phone you.I will
see you tomorrow” se puede convertir en el críptico mensaje “soz i 4gt 2 fon u.i c u
2moz” [Bea10]. 1
Transcripción fonética
Es bien conocido que la pronunciación de las palabras difiere de la forma en que se
encuentran escritas. Como una consecuencia de ello, el principio de correspondencia “un
caracter”→ “un fonema” frecuentemente no es aplicable. Para darse cuenta de ello uno
debe observar que [SVNY97]:
Un simple caracter puede corresponder a dos fonemas, como es el caso de la x /ks/,
o bien a ninguno, como ocurre con la e de surely.
Muchos caracteres pueden corresponder a un solo fonema, como es el caso de la ch
/
∫
/, o incluso a ninguno, como gh en la palabra inglesa though.
Un caracter, o una secuencia de ellos, se pueden pronunciar de diferentes maneras
en función de los contextos derecho y/o izquierdo, tal como ocurre con la c: /s/ en
anciano y /k/ en anclaje.
Por otra parte, un fonema puede aparecer para caracteres diferentes, como sucede
con /
∫
/: sh en dish, t en action, y c en ancient.
En general, la pronunciación de palabras aisladas se puede encontrar en un diccionario
de transcripción fonética. Para ciertos verbos conjugados, o sustantivos femeninos y/o
plurales, su transcripción se puede deducir mediante un conjunto de reglas. En el caso de
existir excepciones, estas se deben explicitar mediante un conjunto de reglas específicas o
bien a través de un diccionario auxiliar.
En un conversor texto a voz la tarea de convertir un texto en los fonemas constituyentes
se denomina conversión de grafemas en fonemas, y puede incluir también la colocación
1Nota: Otro uso común es el reemplazo de orr con la abreviatura oz. De esta manera, sorry se convierte
en soz y tomorrow se transforma en tomoz. Este último incluso puede abreviarse como 2moz.
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del acento léxico y la separación en sílabas. Esta tarea es dependiente del idioma, y su
dificultad puede variar, tal como se observa si se comparan el Español y el Inglés.
El idioma Español posee reglas claras para realizar la transcripción fonética de una
palabra. Por ejemplo, en el artículo de Moreno et al. [Mor98] se explica que es posible
una transcripción canónica del español, correspondiente a la variante central de España
(Castellano), usando un conjunto de reglas. La alteración de algunas de dichas reglas
permite la transcripción fonética de otros dialectos, tanto de la península ibérica, baleares,
y países latinoamericanos.
En cambio, en el idioma Inglés no se puede realizar una transcripción fonética basada
en reglas debido a que no es posible encontrar un número finito de ellas. En consecuencia,
para todos aquellos idiomas que no tienen la posibilidad de transcripción fonética por
reglas, se utilizan otros enfoques basados en diccionarios y reglas aprendidas en forma
automática.
Los diccionarios son listados de palabras donde se encuentra la transcripción fonéti-
ca de cada una de ellas. Es posible que algunas palabras posean varias transcripciones
fonéticas posibles debido a motivos no dialectales. Por ejemplo, en algunas situaciones la
pronunciación depende del significado de la palabra (por ejemplo: dessert). Debido a esto,
es esencial el uso de información semántica y morfosintáctica para lograr una correcta
pronunciación.
La pronunciación de una cierta palabra también puede cambiar debido al contexto.
Esto es fácil de ver cuando se comparan frases al final y al comienzo, y por ello la pronun-
ciación de the depende del fonema inicial de la siguiente palabra. Las palabras compuestas
también son problemáticas. Por ejemplo, los caracteres “th” en “mother” y en “hothouse”
se pronuncian de manera diferente. Algunos sonidos también pueden ser sonoros o sordos
en contextos diferentes. Por ejemplo, el fonema /s/ es sonoro en la palabra dogs, mientras
que es sordo en la palabra cats [All87, Lem99].
Aquellas palabras que necesitan una transcripción fonética y no se encuentran en el
diccionario, reciben un tratamiento diferenciado como palabras fuera de vocabulario. Ex-
isten en la literatura una gran variedad de propuestas para el aprendizaje automático de
la transcripción de estas palabras, tales como pronunciación por analogía, pronunciación
por reglas, o diversos enfoques probabilísticos [Bis08].
Dentro de las palabras fuera de vocabulario se encuentran generalmente los nombres
propios. Encontrar su correcta pronunciación, especialmente cuando provienen de otros
idiomas, es comúnmente una de las tareas más difíciles para cualquier sistema de TTS.
Alguno de los nombres comunes, tales como Nice y Begin, son ambiguos cuando se en-
cuentran al comienzo de una oración o en los títulos. Por ejemplo, la oración “Nice is a
nice place” es muy problemática porque la palabra “Nice” se puede pronunciar como /ni-
is/ o /nais/. Algunos nombres y lugares tienen también una pronunciación especial, tales
como Leicester y Arkansas. Para su correcta pronunciación, este tipo de palabras se debe
incluir en un diccionario especial de excepciones. Desafortunadamente, está claro que no
hay manera de construir una base de datos que contenga todos los nombres propios que
pueden llegar a aparecer.
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En muchas ocasiones, como parte de la transcripción fonética se genera también una
agrupación de los fonemas en sílabas, con el objeto de proporcionar información supraseg-
mental útil para las tareas de generación de la prosodia y voz. Las sílabas se consideran
como una de las unidades más básicas en el habla de muchos idiomas. Los niños apren-
den a producir sílabas mucho antes que puedan decir una palabra de su lengua materna.
Otra situación donde se observa la importancia de las sílabas es en algunas personas con
problemas en el habla específicos. En ellas todavía se podrá observar organización silábica
incluso en habla defectuosa.
Una sílaba se define como una unidad del lenguaje hablado más grande que un sonido
del habla (fonema), y que está constituido de hasta tres componentes: un núcleo, el cual
consiste de una vocal simple o bien una consonante silábica 2, acompañado opcionalmente
por una o más consonantes. Las consonantes que preceden al núcleo son llamadas ataque,
mientras que aquellas que se encuentran luego del núcleo se denominan coda. El núcleo y
la coda a veces se los considera conjuntamente para formar la rima.
Los sistemas de TTS tienen un componente que realiza la división de las palabras
en sílabas (silabificación). El procedimiento es dependiente del lenguaje. Por ejemplo, en
algunos idiomas tales como el español, las reglas de silabificación son simples. Por otra
parte, los idiomas como el inglés tienen reglas complejas que son más difíciles de escribir.
En tales situaciones puede utilizarse un diccionario conjuntamente con reglas aprendidas
por métodos estadísticos.
2.1.2. Modelado prosódico
Tal como hemos explicado en la introducción de este capítulo, la prosodia involucra la
parte de la comunicación humana que expresa las emociones, enfatiza palabras, muestra
la actitud del hablante, divide una oración en frases, y también implica el ritmo y la
entonación en el habla.
Por ello, en un conversor texto a voz se incluirán módulos para la generación de los
diferentes componentes de la prosodia. Cada uno de estos módulos hará un uso particular
de la secuencia de unidades segmentales (por ejemplo: fonemas), suprasegmentales (por
ejemplo: sílabas), palabras, oraciones y párrafos.
Entre los módulos para la generación de la prosodia se pueden encontrar los encargados
de la entonación, la duración, las junturas terminales y las pausas, que serán los tratados
en esta tesis. En la literatura también se pueden encontrar otros módulos relacionados a
otros aspectos de la prosodia, como es el caso de la voice quality.
En este apartado no se incluye una descripción de los módulos de entonación, duración,
junturas terminales y pausa, ya que son tratados en el resto de la tesis.
2Sonido consonántico que puede desempeñar la función de núcleo silábico. En español no existen con-
sonantes silábicas; sin embargo, en otras lenguas como el inglés, las líquidas (laterales y vibrantes) y las
nasales pueden funcionar como núcleos silábicos [Tra05].
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2.1.3. Generación de voz artificial
La generación de voz artificial es un campo que ha evolucionado constantemente desde
el siglo XVIII con los trabajos de Kratzestein y Wolgang von Kempelen.
Existen en la literatura diferentes enfoques para la generación de voz artificial, que van
desde la aplicación de la física al aparato fonatorio, hasta el uso de enfoques estadísticos.
Síntesis articulatoria
Uno de los enfoques más directos para la generación de voz artificial es la síntesis
articulatoria, ya que simula el sistema de producción del habla, es decir, el funcionamiento
de los órganos del aparato fonatorio humano. De esta manera se puede producir una voz
sintética de alta calidad emulando los diferentes articuladores y las cuerdas vocales.
El sintetizador de Wolgang von Kempelen es el más antiguo, y utilizaba un enfoque que
puede ser considerado de síntesis articulatoria. Mediante un conjunto de tubos reproducía
sonidos que se podían reconocer como habla. Muchos sintetizadores del habla articulatorios
modernos utilizan también modelos de tubos acústicos. Un tubo de forma compleja puede
ser simulado con un conjunto de tubos uniformes más pequeños, y mediante las propiedades
de propagación de sonido de tales sistemas más simples, es posible construir un modelo
general más complejo.
Esta técnica presenta dos tipos de dificultades. La primera de ellas es decidir los
parámetros de control en base a la especificación. Los parámetros articulatorios no pueden
ser deducidos de grabaciones, y por lo tanto son necesarias técnicas intrusivas para hallar-
los. En la actualidad se han producido grandes avances en el sensado del movimiento de
los articuladores usando tanto EMG (ElectroMioGrafía) como MRI (Magnetic Resonance
Imaging). Esto ha contribuido a la producción de mejores modelos articulatorios usando
la información de los músculos y modelos en tres dimensiones.
La otra dificultad se encuentra en el momento de decidir el grado de precisión necesaria
para producir un modelo que se ajuste a la fisiología humana, pero que además sea mane-
jable desde el punto de vista del diseño y el control. En este punto es necesario destacar
que este enfoque es uno de los que requiere la mayor carga computacional debido a la
matemática envuelta en el proceso de generación de la voz [Krö92, Rah93]. Por lo tanto,
ha sido uno de los métodos más postergados inicialmente debido al limitado poder de
cálculo de los ordenadores.
Es tal la dificultad que presentan ambos problemas, que los mejores sistemas de síntesis
articulatoria tienen una calidad pobre comparados con los mejores sistemas de síntesis que
utilizan otros enfoques. Debido a esto, la síntesis articulatoria ha sido abandonada como
técnica para la generación de habla de alta calidad para propósitos ingenieriles.
Síntesis por formantes
Uno de los métodos más usados durante la década de los 80 fue la síntesis por for-
mantes. La misma adopta un enfoque acústico-fonético y modular para la generación de la
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voz, donde se usa un modelo de tubos acústicos con elementos de control que pueden ser
fácilmente relacionados con propiedades acústico-fonéticas. Para la síntesis basada en for-
mantes son necesarias un conjunto de reglas para determinar los valores de los parámetros
utilizados para sintetizar una oración dada [All87].
En un esquema típico de un sintetizador de formantes el sonido se genera usando
una fuente periódica para los sonidos sonoros, y ruido blanco para los sonidos sordos. Las
cavidades nasal y oral se modelan como sistemas paralelos de filtros. La señal pasa a través
de la cavidad oral, pero también puede hacerlo por la cavidad nasal, en caso de que así
lo requiera un sonido nasal. Finalmente, estas componentes se combinan y pasan por un
filtro de radiación, que simula las características de propagación de los labios y la nariz.
En general se utilizan dos estructuras de filtros, paralela y en cascada, obteniéndose la
mejor calidad usando una combinación de ellas. Al menos son necesarios tres formantes
para producir habla inteligible, pero en general se usan cinco para obtener voz de alta cal-
idad. Cada formante se modela con un resonador de dos polos, lo cual permite determinar
tanto la frecuencia del formante como su ancho de banda [Don96].
En la Figura 2.1 se puede observar un sintetizador por formantes completo: el sinte-
tizador Klatt. Este es uno de los sintetizadores de formantes más sofisticados que se han
desarrollado.
Síntesis por concatenación
La concatenación de segmentos pregrabados es probablemente la manera más fácil
de producir habla sintética inteligible y natural. Sin embargo, debido a su principio de
funcionamiento, los sintetizadores por concatenación están limitados a producir la voz de
un hablante en particular, con grandes requisitos de capacidad de memoria.
Uno de los aspectos más importantes en la síntesis por concatenación es la búsqueda
de la unidad apropiada a concatenar. La selección es un compromiso entre la utilización
de unidades largas y cortas. Las unidades largas son más naturales, debido a que hay
menos puntos de unión y un mejor control de la coarticulación. Sin embargo, la cantidad
de memoria necesaria es más grande, debido a la cantidad posible de combinaciones en un
idioma. Por otra parte, la utilización de unidades cortas produce menos requerimientos
de memoria, pero la recolección de unidades apropiadas es más compleja, y la calidad
y naturalidad se ven seriamente degradadas. En la actualidad, los sistemas usan una
combinación de las diferentes unidades, utilizando las más largas cuando están disponibles.
Las unidades más cortas (semifonemas y fonemas) son utilizadas para cubrir algunos casos
poco frecuentes.
Uno de los métodos más usados para la concatenación de unidades es PSOLA (Pitch
Synchronous Overlap Add). Dicho método fue desarrollado por France Telecom (CNET),
y es utilizado por muchos sistemas de síntesis comerciales. Existen varias versiones del al-
goritmo PSOLA, pero en general todas ellas se basan en el mismo principio. La versión en
el dominio del tiempo es TD-PSOLA, y es la más comúnmente usada debido a su eficiencia
computacional [Kor97]. El algoritmo básico consiste en tres pasos [Cha89, Val91]: análisis
de la señal original dividiéndola en tramos solapados sincronizados con el pitch, modifi-
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Figura 2.1: Sintetizador Klatt.
cación de la señal analizada, y generación de la señal sintética mediante la recombinación
por suma solapada [Mou90].
Síntesis por selección de unidades
Los sistemas de síntesis por concatenación asumen que las variaciones acústicas que
se pueden producir en un fonema son atribuíbles a diferencias en el tono y la duración.
Además también consideran que los algoritmos de procesamiento de señal son capaces de
realizar todos los cambios necesarios en el tono y la duración sin incurrir en una pérdida
de naturalidad [Tay09].
Estas afirmaciones se convierten en los factores limitantes de la calidad de la síntesis
que se obtiene en la práctica con tales sistemas. A pesar que existen un gran número de
trabajos para desarrollar algoritmos de procesamiento se señales más eficientes, no resulta
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suficiente introducir cambios en el tono y la duración para lograr una voz natural, ya que
otros factores tales como la energía, las características dinámicas de la articulación y la
voice quality también ejercen una influencia importante.
La observación de estas debilidades llevaron al desarrollo de un conjunto de técnicas
conocidas como selección de unidades. Estas técnicas usan segmentos de voz con una var-
iedad más rica de características acústicas, con el objeto de capturar las distintas variantes
que pueden existir y depender menos de la modificación de la señal.
El objeto de este tipo de técnicas es utilizar un conjunto de unidades que pueden ser
agrupadas usando criterios lingüísticos, y que presentan variaciones en lo relativo a la
prosodia y otras características. Durante el proceso de síntesis, un algoritmo selecciona
una unidad entre todas las disponibles, con el objeto de encontrar la mejor secuencia de
unidades que se ajuste a las especificaciones, minimizando efectos no deseados tales como
discontinuidades.
Entre los trabajos relacionados con este enfoque se encuentra el de Hunt y Tay-
lor [Hun96], en donde los autores explican el uso de dos funciones de costo: objetivo y
concatenación. El costo objetivo es una estimación de la diferencia entre la unidad presente
en la base de datos y la unidad objetivo que deberá representar. El costo de concatenación
es una estimación de la calidad de la unión de dos unidades seleccionadas de la base de
datos. En consecuencia, el algoritmo propuesto por estos autores tienen en cuenta tanto
el ajuste a las especificaciones como minimizar discontinuidades que podrían surgir en la
concatenación.
Otros artículos que avanzan en una síntesis más expresiva son los de Pitrelli [Pit06]
y Steiner [Ste10], donde se explican en forma detallada el funcionamiento de sistemas de
conversión texto a voz de habla expresiva usando selección de unidades.
Síntesis por HMM
En los últimos años ha habido un creciente interés en la generación de voz sintética
usando Modelos Ocultos de Markov (HMM: Hidden Markov Models), debido a que han
sido ampliamente estudiados y es posible obtener voz sintética natural. En este método,
tanto el espectro, la frecuencia fundamental y la duración segmental son modelados usando
un marco HMM unificado.
Una ventaja resultante de este enfoque de modelado basado en parámetros es la flexi-
bilidad con respecto a los métodos basados en selección de unidades y concatenación. En
síntesis por HMM es posible usar técnicas de adaptación e interpolación de modelos para
controlar los parámetros y las características asociadas al habla [Yam07, Nos07]. Además,
Yamagishi et al. [Yam08] demostraron que el modelado usando HMM también es robus-
to a condiciones de grabación que son perjudiciales para otros enfoques, tales como la
concatenación de unidades.
En la síntesis de voz los HMM permiten modelar tanto los parámetros de excitación
como los espectrales usando HMM dependientes del contexto [Yos99]. En el proceso de
síntesis, los parámetros espectrales y de excitación son generados a través de los HMM.
Luego, la excitación es filtrada usando los parámetros espectrales para generar la voz
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sintética [Tok95].
Una de las principales limitaciones del sistema básico es que el habla posee un zumbido
debido a que la técnica utilizada produce sonido con un estilo similar al obtenido por
un vocoder. Para minimizar este problema se han propuesto un conjunto de técnicas,
tales como STRAIGHT [Kaw99]. Además, para mejorar el modelado de la duración se ha
propuesto un modelado acústico basado en modelos semi-Markov [Zen04], y para reducir
la monotonía de la voz se generan los parámetros incluyendo en la función de coste de la
frase generada la varianza global de la parámetros [Tod05].
Síntesis por predicción lineal
La síntesis por predicción lineal fue un método diseñado originalmente para sistemas
de codificación del habla. Sin embargo también se utiliza en sistemas de síntesis de voz
por concatenación y en la síntesis estadística por su utilidad para realizar manipulaciones
de la frecuencia fundamental y la duración de los fonemas. Esta técnica se basa en los
mismos principios que la síntesis por formantes, donde una señal de excitación se pasa por
un filtro para obtener la voz sintética.
En este caso, el filtro solamente está constituido de polos, y se modela como una
secuencia de coeficientes que minimizan el error de predicción lineal de la señal:
e(n) = y(n)−
p∑
k=1
a(k)y(n − k) = y(n)− yˆ(n) (2.1)
El principio básico de la predicción lineal se basa en el hecho que la muestra y(n)
puede ser predicha usando un conjunto p de muestras y(n− 1) a y(n− p) a través de una
combinación lineal, y que presentará un error e(n) llamado señal de residuo.
En la fase de síntesis la señal de excitación se puede aproximar por un tren de impulsos
para los sonidos sonoros y por ruido aleatorio para sonidos sordos. Dicha señal de excitación
es amplificada y filtrada por el filtro digital cuyos coeficientes son a(k).
La principal deficiencia del algoritmo original de predicción lineal es la representación
del tracto vocal como un modelo que tiene solamente polos, lo cual es una modelización
pobre para aquellos sonidos que poseen antiformantes, como es el caso de las consonantes
nasales y las vocales nasalizadas.
Otro aspecto a tener en cuenta es que el modelado de la señal en base a un conjunto
de predictores lineales implica que el filtro todos-polos también modelará el filtro glotal.
En consecuencia, el filtro modela tanto el tracto vocal como el filtro glotal. Esto es una
gran diferencia con respecto al sintetizador basado en formantes que posee un filtro glotal
para producir en una forma más precisa y realista la señal glotal de volúmen-velocidad.
La simplicidad de la señal de excitación en la síntesis por predicción lineal (mediante
impulsos) produce un sonido resultante metálico, semejante a un zumbido, que degrada la
calidad y la naturalidad de la voz resultante.
La calidad de la síntesis por predicción lineal se considera en general pobre. Sin embar-
go, algunas modificaciones y extensiones del modelo básico mejoran la calidad obtenida,
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tales como WLP (Warped Linear Prediction) [Lai94, Kar98], Multipulse Linear Predic-
tion (MLPC) [Ata82], Residual Excited Linear Prediction (RELP) [Mag74], Code Excited
Linear Prediction (CELP) [Sch85] y Speech Transformation and Representation using
Adaptive Interpolation of weiGHTed spectrum (STRAIGHT) [Kaw99].
Síntesis por sinusoides
Los modelos sinusoidales también son utilizados en sistemas de síntesis de voz por
concatenación y en la síntesis estadística por su utilidad para realizar manipulaciones de
la frecuencia fundamental y la duración de los fonemas. Estos modelos se basan en el
principio de que la señal del habla se puede representar como una suma de sinusoidales
con amplitudes y frecuencias variantes en el tiempo [McA86, Mac96, Kle98]. En el modelo
sinusoidal básico, la señal del habla s(n) se modela como la suma de un pequeño numero
L de sinusoides
s(n) =
L∑
i=1
Ai(n)cos(ωi(n)n+ φi) (2.2)
donde Ai(n) y φi(n) representan la amplitud y fase de cada componente sinusoidal
con la frecuencia ωi(n). Para encontrar estos parámetros se utilizan estimaciones de los
picos espectrales en una ventana de la señal. Esta estimación periódica es adecuada para
sonidos sonoros, tales como vocales y consonantes sonoras. Sin embargo, la representación
de sonidos sordos es más problemática.
Los modelos sinusoidales son utilizados frecuentemente en la síntesis de voz de canto
[Mac96, Mac97]. Este tipo de síntesis difiere de la conversión texto a voz en que la en-
tonación y las cualidades musicales son más relevantes que la inteligibilidad del mensaje.
El modelo armónico más ruido (HNM: Harmonic/Noise Model) propuesto por Stylianou
constituye una mejora a la síntesis por sinusoides [Sty01]. Tal como el nombre lo indica,
este modelo esta compuesto por dos componentes, una armónica y una de ruido. La com-
ponente de ruido es más sofisticada que en los modelos mencionados anteriormente, ya que
considera el hecho que puede haber patrones temporales específicos en el habla real. Por
ejemplo, las plosivas tienen una componente de ruido que varía a lo largo del tiempo, y sería
incorrecto forzar una uniformidad, ya que se perderían importantes detalles de la señal
real. Dicha componente se modela con la siguiente expresión: s(t) = e(t) (h(t, τ) ⊗ b(t)),
donde b(t) es ruido blanco gaussiano, h(t, τ) es un filtro espectral aplicado al ruido, y e(t)
es una función que proporciona el patrón temporal correcto.
2.1.4. Importancia de la prosodia en la generación de voz
La generación de la prosodia es extremadamente importante en la generación de voz
sintética, ya que ejerce una gran influencia en los distintos aspectos de la misma.
En el caso de la generación de voz por métodos que separan el tracto vocal de la señal
de excitación (síntesis articulatoria, síntesis por formantes y síntesis por predicción lineal)
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la melodía de la prosodia ejerce una fuerte influencia en la frecuencia de la excitación de
los sonidos sonoros, mientras que la intensidad afecta la amplitud de los formantes y la
ubicación de las frecuencias de resonancia con respecto a la frecuencia de la excitación.
Finalmente, el ritmo determinará las trayectorias de los frecuencias de resonancia del
tracto vocal y su velocidad de variación.
Por otra parte, la prosodia ejerce una influencia a diferentes niveles en la síntesis por
concatenación. En el caso de la selección de unidades, la prosodia se utiliza para encontrar
una secuencia óptima de unidades en la base de datos que minimicen la necesidad de hacer
cambios prosódicos, tales como la modificación de la duración o la melodía. Además,
en algunos casos la prosodia también es utilizada para realizar una modificación en la
duración de los fonemas o la melodía. En general, estos cambios no son deseados y se
prefiere evitarlos aumentando la cobertura prosódica de la base de datos.
En la síntesis por HMM los modelos ocultos de Markov permiten modelar la prosodia
intrínsecamente. En un HMM estándar, las probabilidades de transición determinan las
características de duración del modelo, y las duraciones generadas tienen una densidad de
probabilidad exponencial. Mediante experimentos se puede determinar que las duraciones
de los fonemas tienen una densidad de probabilidad gaussiana en la escala logarítmica, y
es por ello que el modelado de duraciones exponencial de los HMM es inexacto. Por ello
se han propuesto en la literatura Hidden Semi-Markov Models (HSMM) para reemplazar
las probabilidades de transición por un modelo de duración explícito gaussiano [Lev86,
Yam04, Zen05].
2.2. Entonación
Uno de los componentes más importantes de la prosodia es la entonación, o la melodía
de una oración, la cual lleva información acerca del hablante y el mensaje. Todos los
hablantes de una lengua conocen el grupo de contornos de entonación que se usan para
expresar una variedad de significados. Incluso, los hablantes son capaces de distinguir
aquellos contornos que pertenecen a su lengua de aquellos que no.
Físicamente, la entonación se produce por variaciones de la frecuencia fundamental
(F0) del habla, que es la frecuencia de los pulsos glotales generados por la vibración de las
cuerdas vocales en los segmentos sonoros.
El tono del habla es el correlato perceptual de la f0. Las escalas psicoacústicas de tono
son lineales solamente para frecuencias relativamente bajas. Sin embargo, se asume que hay
una correlación lineal entre el tono y la F0 en los rangos de frecuencia que son relevantes
para el habla sonora de hombres y mujeres (50Hz-250Hz y 120Hz-400Hz, respectivamente).
La entonación generalmente se representa usando un gráfico de dos dimensiones donde
el eje de las abscisas es el tiempo y el eje de las ordenadas es la frecuencia fundamental.
En la Figura 2.2 se puede observar la entonación de la oración “¿Cómo se llamaba el
caballo de Calígula?”. En el contorno se ven en ocasiones picos, de los cuales algunos cor-
responden a sílabas acentuadas. También es posible observar la tendencia a la declinación
presente en muchos idiomas, y la falta de información sobre la frecuencia fundamental
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k ’o m o s e L a m ’a B a el k a B ’a L o d e k a l ’i g u l a
Figura 2.2: Ejemplo de contorno de entonación: ¿Cómo se llamaba el caballo de Calígula?
en los segmentos sordos debido a la ausencia de vibración de las cuerdas vocales que
imposibilitan la medición de dicho parámetro.
En la literatura existe una gran variedad de algoritmos de extracción para estimar la
curva de frecuencia fundamental. Estos usan diversas representaciones de la señal del habla:
en el dominio del tiempo ([Phi85, Sec83, Med91]), de la frecuencia ([Sch68, Nol70]) o de
la quefrency (cepstrums) ([Nol67]). La diversidad y la complejidad de los métodos usados
para determinar la frecuencia fundamental instantánea derivan del carácter no estacionario
del habla, caracterizado por una intensidad no uniforme, pequeñas perturbaciones en la
frecuencia fundamental entre los sucesivos periodos debido al tipo de fonación, y por un
cambio constante del espectro ocasionado por la articulación.
Una vez obtenida la curva de entonación, es necesario usar diferentes unidades para su
análisis. Cada una de ellas tiene un diferente alcance en términos de duración y permite
estudiar distintos aspectos de la misma. En la siguiente sección describiremos las unidades
de la entonación, para luego dedicarnos al modelado de la entonación en los sistemas de
conversión texto a voz (Sección 2.2.2).
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2.2.1. Unidades de la entonación
La entonación se puede analizar usando un conjunto de unidades entonativas organi-
zadas jerárquicamente que abarcan desde el fonema hasta varias oraciones. Los diferentes
alcances de cada unidad permiten hacer un análisis detallado de los fenómenos locales y
globales. Las unidades de entonación más pequeñas se centran en los fenómenos locales
mientras que las unidades más largas son usadas en el estudio de fenómenos globales.
Este punto de vista jerárquico de las unidades de entonación es parte de la descripción
utilizada por el enfoque superposicional, donde es posible ver a la entonación como el
resultado de la composición de los comportamientos de estas unidades, cada cual con su
alcance limitado.
La sílaba se puede considerar como la unidad de entonación más pequeña, con la cual
es posible analizar el fenómeno del acento léxico. El acento se ve reflejado como una subida
o bajada de la entonación para enfatizar una sílaba con respecto a las sílabas vecinas, tanto
acentuadas como no acentuadas. Tal diferenciación es necesaria para propósitos léxicos y
rítmicos. Por ejemplo, en muchos idiomas el significado de la palabra depende de la sílaba
acentuada.
Además, en este nivel también es posible estudiar el grado de cambio del tono, su
temporización y forma, y la influencia en los sonidos vecinos. El estudio de estos aspectos
es necesario para la comprensión de la entonación, para su posterior utilización en el
modelado de la prosodia en un conversor texto a voz.
La siguiente unidad en jerarquía es el grupo acentual. Es la unidad más pequeña con
significado porque abarca una o más palabras, y su alcance depende del idioma. En algunos
de ellos, como en el inglés, el grupo acentual se define como la sílaba acentuada y todas
las siguientes hasta la próxima sílaba acentuada [Spr98a].
En el caso del español, para algunos autores el grupo acentual se encuentra constituido
por una palabra acentuada y todas aquellas palabras no acentuadas que le preceden. Esta
unidad ha sido utilizada por numerosos autores para describir los patrones de entonación
del español a nivel local [Gar96, Alc98, Sos99, Esc02a].
El grupo acentual incluye información sobre el acento, y se distinguen tres tipos prin-
cipales de grupos acentuales en función de la posición de la sílaba acentuada en la última
palabra: agudos (última sílaba acentuada), graves (penúltima sílaba acentuada) y esdrúju-
los (antepenúltima sílaba acentuada). Sin embargo, debido a la aparición de algunos sufijos
(por ejemplo: -mente), existen más tipos de grupos acentuales debido a configuraciones
más complejas de sílabas acentuadas.
Generalmente, los grupos acentuales se combinan para formar unidades de entonación
más grandes, tales como el grupo entonativo y la cláusula entonativa [Gil04]. Estas unidades
se pueden identificar por los eventos prosódicos que ocurren en sus fronteras y que deter-
minan los límites de la unidad y su clasificación. Estos eventos son discontinuidades en
el contorno entre diferentes secciones de la oración, pausas, aumento de la duración de la
sílaba final y una disminución de la velocidad del habla. Dependiendo de las características
de estos eventos prosódicos, la unidad se clasifica como una frontera de grupo o de cláusula
entonativa.
35
36 CAPÍTULO 2. MODELADO PROSÓDICO EN LOS SISTEMAS DE SÍNTESIS DE VOZ
Un grupo entonativo presenta en su frontera pausas o inflexiones de la frecuencia
fundamental, y es el ámbito en el que se han definido habitualmente los patrones melódicos
[Qui93]. Los grupos melódicos se agrupan dentro de la cláusula entonativa, que se define
como un conjunto de grupos entonativos afectados por el mismo patrón de supradeclinación
[Gar01].
Estas unidades están más relacionadas con aspectos amplios del discurso: una subida
del tono en un grupo entonativo indica continuación antes de una coma, o bien el tipo de
movimiento tonal al final de oración diferencia una frase interrogativa de una declarativa.
Uno de los aspectos importantes desde el punto de vista de los ordenadores aplicados
a TTS es que los grupos acentuales y las sílabas son unidades de entonación que pueden
ser delimitadas usando la información en el texto. Por lo tanto, sus fronteras se pueden
determinar mediante algoritmos automáticos. Sin embargo, los grupos y cláusulas entona-
tivas dependen mucho de la decisión del locutor y del significado de la oración, existiendo
múltiples configuraciones válidas. La mala ubicación de una juntura terminal puede cam-
biar sustancialmente el significado de una oración. En los TTS existen módulos dedicados
a la predicción de las fronteras de grupos y cláusulas entonativas que poseen una precisión
limitada debido a las razones mencionadas anteriormente.
2.2.2. La entonación en la conversión texto-voz
En los conversores texto a voz, la información extraída del texto de entrada es usada
para generar un contorno adecuado de entonación. Dicha información es provista por el
módulo de procesamiento de texto: normalización, separación en sílabas, acento léxico,
información morfológica, etc.
Después de procesar esa información, se obtienen un conjunto de características (F )
que serán usadas para tomar la decisión sobre el contorno de entonación más adecuado.
Para ello, una función de mapeo relaciona el espacio de características (F ) con el espacio
de contornos de entonación (f0). Esta función constituye el modelo de entonación en un
TTS.
G(F ) = f0 (2.3)
La función de mapeo es solamente una aproximación al contorno de entonación real
(f0) que realizaría un hablante. Siempre existe un error e (f0 = G(F ) + e) debido al
ruido en el contorno de frecuencia fundamental (errores en los algoritmos de extracción y
la microprosodia), limitaciones en las características disponibles (algunas características
faltantes reducen la dimensión del espacio F y provocan que sea imposible encontrar
algunas interrelaciones debido al solapamiento de sus efectos) y decisiones particulares
por parte del hablante que son imposibles de predecir.
En las siguientes secciones se describirán distintos enfoques utilizados en el modelado de
la entonación, con aplicaciones para la conversión texto a voz. La clasificación utilizada es
similar a la propuesta por Botinis et al. [Bot01]: modelos fonológicos, modelos perceptuales
y modelos de estilización acústica superposicionales y no superposicionales.
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2.2.3. Modelos de entonación fonológicos
Estos modelos describen a la entonación como una secuencia de tonos asociados a
diferentes eventos del contorno de frecuencia fundamental. Para ello se emplea un conjunto
reducido de símbolos para representar los distintos tonos.
La capacidad representativa de estos modelos está limitada por el número de símbolos y
las restricciones para las combinaciones de los mismos, a través de gramáticas particulares
para cada idioma.
Uno de los modelos que utiliza este tipo de enfoque es el propuesto por Pierrehum-
bert [Pie80]: descripción de la entonación autosegmental métrica. El mismo describe la
entonación del inglés empleando dos categorías de tonos: alto (H) y bajo (L). Los tonos
no interactúan, sino que simplemente se componen secuencialmente en el tiempo.
Este modelo contiene unos símbolos para indicar tonos de frontera de la cláusula en-
tonativa: H% y L%, ya que los mismos están asociados al final del grupo de entonación
más marcado acústica y perceptualmente. Los acentos tonales poseen varios símbolos rep-
resentativos: H*, L*, L*+H, H*+L, L+H* y H+L*. El tono con asterisco (por ejemplo,
L*+H) está asociado con la sílaba acentuada, mientras que el otro se asocia a las sílabas
que preceden o siguen a la acentuada (por ejemplo, L*+H). El acento de frase (H- o L-)
indica el tono de frontera para los grupos entonativos.
Las reglas del modelo de Pierrehumbert son la base del sistema de transcripción
prosódica ToBI (Tones and Break Indices) presentado por Silverman [Sil92]. Con el fin
de instruir a los transcriptores de ToBI existe un documento llamado “Guidelines for To-
BI Labelling”, que incluye una serie de ejercicios de práctica. Es importante remarcar que
existen experimentos demostrando un alto grado de acuerdo entre transcriptores diferentes
[Pit94], gracias a dicha instrucción. Sin embargo, en su artículo Wightman [Wig02] obser-
va que este alto grado de acuerdo solamente ocurre para un subconjunto de las etiquetas.
Además, el mismo autor observa que el etiquetado es muy lento, pudiendo resultar de 100
a 200 veces el tiempo real [Syr01].
La aplicación de este modelo a la conversión texto a voz requiere la definición de puntos
objetivo tanto en los acentos tonales como en los tonos de frontera. Los puntos objetivo
se estiman obteniendo tanto la amplitud como el instante de tiempo de los mismos, ya
sea aplicando un sistema de reglas [And84, Möh95] o métodos estadísticos basados en
regresión lineal [Bla96].
Otro sistema de codificación descrito en la literatura es INTSINT [Hir94]. En esta cod-
ificación también se señalan los eventos significantes de la curva tonal usando un conjunto
limitado de símbolos para señalar tonos absolutos (T, M y B) y relativos (H, L, S, U y D).
Los tonos absolutos en INTSINT se definen de acuerdo al rango tonal del hablante,
mientras que los relativos se anotan con respecto a la altura tonal de los puntos adyacentes.
En su conjunto permiten hacer una descripción detallada del contorno de frecuencia fun-
damental a través del análisis automático de la entonación [Hir00] usando una herramienta
de estilización de contornos: MOMEL [Hir93].
Uno de los aspectos remarcables de INTSINT es que la transcripción conserva los
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valores numéricos de los eventos tonales. Por lo tanto, es posible representar la curva
tanto en forma cualitativa (como en el caso de ToBI) como cuantitativa (parametrizada).
Las correlaciones lingüistico/funcionales de estos eventos pueden vincularse con un análisis
de las propiedades pragmáticas, semánticas y sintácticas de la oración.
2.2.4. Modelos de entonación perceptuales
Los modelos perceptuales se basan en el hecho de que solamente algunos movimientos
tonales son perceptibles. Debido a esto, solo dichos movimientos deberían ser estudiados
para modelar la entonación.
El esquema IPO [Har90] es el modelo perceptual más conocido. En dicho modelo el
contorno de frecuencia fundamental es estilizado utilizando segmentos rectos, creando una
versión perceptualmente equivalente más sencilla. Luego, los patrones extraídos con la rep-
resentación rectilínea son caracterizados tanto en duración como en amplitud. Finalmente,
se crea una gramática que limita el número y tipo de movimientos permitidos para una
lengua dada.
D’Alessandro y Mertens [d’A95, Mer97] propusieron un método para automatizar el
proceso de estilización. Para ello analizan la parte vocálica de cada sílaba incluyendo un
vértice cuando la distancia de las rectas que lo definen con respecto al perfil original supera
un umbral de percepción. Aquí cada sílaba puede ser modelada por más de un segmento,
a diferencia del modelo IPO donde un segmento puede implicar más de una sílaba.
2.2.5. Modelos de entonación por estilización acústica superposicionales
y no superposicionales
En la literatura se han propuesto muchos modelos de entonación por estilización acús-
tica superposicionales y no superposicionales. Sin embargo, en general se puede afirmar
que la generación de los mismos consiste en cuatro pasos básicos: selección de la unidad/es
de entonación, parametrización de los contornos de entonación, extracción de las carac-
terísticas de cada unidad y estimación de la función de mapeo F → f0. En las siguientes
secciones se estudiarán cada uno de ellos.
Selección de la unidad/es de entonación
La elección de la unidad de entonación es esencial porque condicionará los dos pasos
siguientes: parametrización y extracción de características. Tanto la sílaba como el grupo
acentual son las unidades de entonación más comúnmente usadas. Ambas se enfocan en el
acento como el punto clave para el modelado de la entonación.
Por otra parte, las fronteras prosódicas como el grupo y la cláusula entonativa son
modeladas en algunas ocasiones usando un enfoque superposicional, como es el caso del
modelo de Fujisaki [Fuj84]. En otros enfoques, algunos autores como Escudero [Esc02b],
modelan el acento y las fronteras prosódicas con la misma unidad de entonación y el mismo
conjunto de parámetros.
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Parametrización de los contornos de entonación que abarca cada unidad
La representación paramétrica es una aproximación del contorno real de la unidad
entonativa, la cual permite un análisis más compacto de la trayectoria tonal. La función
de aproximación puede corresponder a muchas formulaciones matemáticas (exponenciales,
polinomiales, etc.), cuyos parámetros deben ser estimados calculando su ajuste con los
contornos de entonación reales. En general, tales parámetros deben satisfacer un conjunto
de requisitos:
Representativa. Los parámetros deben describir la forma del contorno de en-
tonación de una manera significativa. A través de esto será más fácil el análisis
de las relaciones entre los parámetros y las características.
Homogénea. Es preferible que el número de parámetros sea el mismo para aprox-
imar cualquier contorno de entonación. Tal homogeneidad facilitará el uso de al-
goritmos de agrupamiento y a los métodos de aproximación. El uso de diferentes
conjuntos de parámetros para cada caso incrementa la complejidad del modelo.
Precisa. La precisión del ajuste de la representación paramétrica se debe adecuar a
la tarea. Algunos dominios tienen contornos de entonación que son curvas simples y
suaves (por ejemplo: habla neutra). En otras situaciones los contornos de entonación
pueden ser lo suficientemente complejos para tener muchas fluctuaciones dentro de un
fonema (por ejemplo: lectura de cuentos para niños). En consecuencia, es necesario
analizar la complejidad de la entonación para alcanzar una precisión adecuada.
Estimable. La estimación de los parámetros en base a los contornos de entonación
debe ser posible. Dicha estimación puede ser realizada usando diferentes herramien-
tas matemáticas, tales como álgebra matricial, métodos de gradiente o algoritmos
genéticos. Este paso es puramente matemático y pertenece al campo de ajuste de
curvas paramétricas a un conjunto de datos. Tales ajustes permitirán el tratamiento
de contornos de entonación de diferente duración y eventos tonales localizados en
diferentes posiciones. Además, es aconsejable un modelo de entonación que permita
una solución cerrada para la estimación de los parámetros frente a modelos que exi-
jan el uso de métodos de gradientes para encontrar la solución, debido a razones de
exactitud y de tiempo de cálculo.
Capacidad de generalización. Uno de los principales objetivos de los modelos
de entonación es predecir contornos de entonación para conjuntos de valores de las
características no observados en el momento del entrenamiento.
Por lo tanto podemos concluir que la elección de la formulación matemática consti-
tuye una parte importante en la obtención del modelo de entonación. La elección debería
obedecer al principio de “la Navaja de Occam”: mantener la complejidad lo más pequeña
posible [RA99].
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Extracción de las características de cada unidad
Las características F del modelo de entonación f0 = G(F ) suelen ser de carácter
morfológico y sintáctico, y muchas de las utilizadas en esta tesis han sido propuestas por
diversos autores, tales como Lopez [Lóp93], Garrido [Gar96], Alcoba [Alc98] y Vallejo
[Val98]. La extracción de estas características se realiza usando la información provista
por el módulo de procesamiento de texto: normalización, separación en sílabas, acento
léxico, información morfológica, etc.
Las características principales relacionadas con la sílaba son el acento léxico y su
posición en la palabra, que determinarán el nivel de variación del contorno de la sílaba y
su dirección. La posición de la sílaba dentro de la palabra determinará también la forma de
variación del contorno, por ejemplo, dependiendo de su proximidad a otra sílaba acentuada.
Dentro de las características de la palabra se encuentra la posición del acento léxico, el
énfasis, la posición en el grupo acentual y entonativo, la posición en la cláusula entonativa
y la información morfosintáctica.
La posición del acento léxico determinará el instante de la excursión en el contorno
de frecuencia fundamental para indicar la sílaba acentuada. Esto es de importancia, ya
que idiomas como el español distinguen el significado y la función de la palabra según la
sílaba acentuada. Por ejemplo, depósito (sustantivo), deposito (verbo presente) y depositó
(verbo pasado). Por otra parte, el énfasis también influye en el grado de variación del
contorno de frecuencia fundamental, y de esta manera el locutor puede indicar diferentes
niveles del mismo.
La posición dentro del grupo acentual en el grupo entonativo y en la cláusula entonativa
tiene una gran influencia en la forma del contorno de frecuencia fundamental. Los grupos
acentuales más característicos son los iniciales y finales. Los iniciales suelen presentar una
subida constante hasta el final de la sílaba acentuada o la sílaba siguiente. Los intermedios
presentan en general una caída inicial más una subida constante hasta el final de la sílaba
acentuada o la siguiente. El grupo acentual final incluye la juntura terminal y el tipo de
oración.
El tipo de frase es uno de los aspectos que influye de manera más clara en la forma de
la entonación, conjuntamente con el acento léxico. Si se considera la parte final del grupo
entonativo o la cláusula entonativa, se distinguen junturas terminales con contorno de-
scendente correspondientes a frases enunciativas y contorno ascendente correspondientes
a frases interrogativas. Las frases exclamativas determinan la forma del contorno de fre-
cuencia fundamental a lo largo de toda la frase, y no solamente en la región final, como es
el caso de las oraciones declarativas e interrogativas.
Otra característica importante que influye en la entonación son los signos de pun-
tuación. Algunos de ellos se utilizan como indicadores de tipo de frase: signo de exclamación
e interrogación, y el punto. Otros signos de puntuación poseen contornos de entonación
particulares, tal como ocurre con la coma y los dos puntos, que en ocasiones es encuentran
asociados con contornos que indican una continuación.
El tipo de discurso y el dominio son características importantes en el modelado de
la entonación. El dominio se modela en muchas ocasiones utilizando datos específicos
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para el mismo, sin introducir otros. Sin embargo, tanto los elementos discursivos dentro
del dominio como la existencia de sub-dominios dentro del mismo pueden introducir una
variabilidad que debería ser modelada. Por ejemplo, un modelo de entonación aplicado
a la lectura de noticias debería distinguir entre diferentes sub-dominios, tales como el
de las noticias deportivas y las noticias internacionales. Las noticias deportivas se leen
en ocasiones con un mayor grado de exclamación y excitación. Mientras tanto, noticias
internacionales referidas a acontecimientos graves son leídas con mayor seriedad y respeto.
El estado de ánimo o la intención son también elementos importantes que determinan
la forma del contorno de frecuencia fundamental. Sin embargo, son difíciles de extraer con
las técnicas de procesamiento del lenguaje natural de hoy en día. Lo mismo ocurre con
otras muchas características sintácticas, semánticas y pragmáticas.
Estimación de la función de mapeo F → f0
La función de mapeo F → f0 relaciona las características extraídas de la unidad con la
representación paramétrica de la misma. De esta manera, se intenta obtener el contorno de
frecuencia fundamental de la unidad con el menor error de estimación posible con respecto
al contorno real, dadas las características lingüísticas extraídas de la misma. En la etapa
de síntesis o generación esta función nos generará el contorno sintético G(F ).
En la literatura existe una gran variedad de modelos de entonación, con diversas fun-
ciones matemáticas y métodos de entrenamiento, que usan enfoques de aprendizaje au-
tomático basados en datos en la mayoría de los casos. Las técnicas de aprendizaje automáti-
co se aplican a los datos para extraer regularidades en la relación entre las características
lingüísticas del mensaje y el comportamiento del contorno de frecuencia fundamental. Son
ampliamente utilizadas debido a varias ventajas que presentan:
Entrenamiento automático. El análisis y la generación de reglas manuales que
expliquen el comportamiento del contorno de frecuencia fundamental requiere de
personas entrenadas y un largo tiempo de desarrollo. Es preferible usar técnicas
automáticas con poca supervisión que puede encontrar regularidades en grandes
volúmenes de datos de entrenamiento.
Rápida adaptación a nuevos dominios usando datos adecuados. El tiempo
de adaptación a nuevos dominios es importante debido a que eso puede condicionar el
tiempo de desarrollo de un proyecto. Las técnicas de aprendizaje automático pueden
extrapolar el conocimiento adquirido en un dominio a otro. De esta manera, se evita
el desarrollo desde cero de un sistema y se acelera el proceso de migración de dominio.
Uso de características continuas y discretas. Las características usadas en los
conversores texto a voz son tanto continuas (por ejemplo: duración) como discretas
(por ejemplo: etiquetas morfológicas). Las técnicas de aprendizaje automático puede
proporcionar nuevo conocimiento acerca de la tarea analizando las reglas obtenidas
luego del entrenamiento.
Casos no observados. Las técnicas de aprendizaje automático pueden encontrar
una estructura dentro de los datos y extrapolarla a casos no observados. Sin embargo,
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aparecen limitaciones debido a características faltantes en el texto de entrada que no
pueden ser obtenidas debido a las limitaciones de entendimiento de las computadoras.
Entre los algoritmos de aprendizaje automático por computadora se pueden mencionar:
árboles de clasificación y regresión (CART) [Bre84], redes neuronales (NN) [McC43], apren-
dizaje basado en la memoria (MBL) [Sta86], etc.
En este punto es necesario aclarar que una de las desventajas de las técnicas de apren-
dizaje automático son las medidas objetivas usadas para valorar el proceso de entrenamien-
to. En algunos casos estas no están relacionadas íntimamente con la psicoacústica debido a
dificultades de implementación. En general, estas miden la correlación o el error cuadráti-
co medio entre los contornos de referencia y los predichos. Estas medidas globales no se
enfocan en ciertos aspectos locales que pueden producir una opinión más baja en los evalu-
adores (valoración subjetiva). Por ejemplo: un desplazamiento en el acento en una palabra
puede contribuir a un MOS (Mean Opinion Score) más bajo. Por tanto, el criterio que
guía los métodos automáticos puede afectar negativamente a sus prestaciones.
El modelo de Fujisaki
Fujisaki [Fuj84] desarrolló un modelo matemático del proceso de generación del con-
torno de F0. A pesar que el modelo fue desarrollado inicialmente para el japonés, el mismo
puede ser aplicado a muchos otros idiomas mediante algunas modificaciones específicas
para cada uno de ellos [Fuj98].
Este modelo tiene el sustento de una justificación fisiológica para la formulación matemáti-
ca basado en observaciones fisiológicas de la dinámica de la laringe [Fuj00b]. Básicamente,
Fujisaki derivó un modelo sobre la influencia de la tensión y la elongación de los músculos
esqueléticos en la frecuencia de vibración de una membrana elástica.
El modelo de entonación de Fujisaki modela el contorno entonativo como la suma de la
salida de dos filtros de segundo orden (Figura 2.3). El filtro de la primera rama es excitado
por impulsos denominados comandos de frase (Ecuación 2.5) de amplitud Ap y ubicación
temporal T0. La respuesta impulsional del filtro es larga y modela la declinación o evolución
del grupo entonativo. El segundo filtro se encuentra excitado por pulsos denominados
comandos de acento (Ecuación 2.6) de amplitud Aa y ubicación temporal T1 y T2. La
respuesta de estos filtros es más limitada en el tiempo, y permite modelar las variaciones
de F0 más localizadas, tales como las que ocurren en una sílaba o un grupo acentual.
Una componente de continua (Fb) se suma a la salida de estos filtros (Ecuación 2.4), que
contribuye a ajustar el valor inferior del rango de la entonación.
lnF0(t) = lnFb +
I∑
i=1
ApiGp(t− T0i) +
J∑
j=1
AajGa(t− T1j )−Ga(t− T2j ) (2.4)
Gp(t) =
[
α2te−αt t ≥ 0
0 t < 0
(2.5)
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Ga(t) =
[
mı´n[1− (1 + βt)e−βt, γ] t ≥ 0
0 t < 0
(2.6)
Figura 2.3: Esquema del modelo de entonación de Fujisaki.
Su principal desventaja es que no es posible obtener una solución cerrada que encuentre
los parámetros A, T , Fb, i y j a partir de un contorno. Por lo tanto, es necesario hacer
uso de técnicas de optimización basadas en gradientes para obtener la solución.
En esta tesis veremos que es posible alcanzar una solución cerrada para la amplitud
de los comandos si se asume que los instantes de tiempo son conocidos (T0, T1 and T2),
tal como se demuestra en la Sección 3.1.4 [Sil04, Agü05], lo que facilita la búsqueda de la
solución.
Mixdoff propuso un algoritmo de extracción de parámetros para el modelo de en-
tonación de Fujisaki usando múltiples componentes del contorno de frecuencia fundamen-
tal [Mix00]. El primer paso del algoritmo consiste en un suavizado usando el algoritmo
MOMEL [Hir00], que es una estilización cuadrática spline de la curva. Luego, se realiza
una descomposición del contorno usando filtros paso-altos y paso-bajos. La salida del filtro
paso-altos tiene en cuenta los movimientos rápidos del contorno, y en esta componente son
detectados los comandos de acento. Debido a que el filtro paso-bajos contiene las varia-
ciones más lentas del contorno, los comandos de frase se detectan en esta componente. Una
vez detectados los comandos de frase y acento, se aplica un algoritmo de optimización para
refinar tanto las amplitudes como los instantes de tiempo, minimizando el error cuadrático
medio de la predicción.
Fujisaki et al. [Fuj00a, Nar02b, Nar02a] sugieren un algoritmo ligeramente diferente
al propuesto por Mixdorff. La extracción de parámetros comienza aplicando un preproce-
samiento que resulta en una estilización usando polinomios de tercer orden continuos.
El primer procesamiento elimina los errores grandes y los efectos de borde del contorno
original. El contorno resultante es una interpolación por partes cúbica, la cual resulta en
una curva diferenciable en todos los instantes. Los comandos se buscan en la derivada
de esta función. Una secuencia de máximo y mínimo en la primer derivada corresponde
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a las fronteras de un comando de acento. Una vez extraídos los comandos de acento, los
comando de frase se detectan en el residuo resultante.
Los algoritmos explicados anteriormente realizan suposiciones que pueden afectar la es-
timación de los parámetros, tales como las técnicas de suavizado para asegurar continuidad
y derivabilidad de los contornos, y el uso de filtros o derivadas para la detección de los
comandos. Por otra parte, el número de comandos y sus valores depende altamente de la
estilización. Como consecuencia, los parámetros no estarán necesariamente relacionados
con el fenómeno fisiológico.
Finalmente, los comandos no podrán ser predichos directamente usando el contenido
lingüístico, debido a que no se ha usado dicha información para condicionar los comandos
extraídos. Algunos métodos propuestos en la literatura abordan este problema presentando
soluciones a través del uso de limitaciones lingüísticas durante el proceso de extracción de
parámetros [Möb95, Nav02b, Hir03, Agü04b].
El modelo Tilt
Taylor [Tay00] propuso un modelo de entonación caracterizado por una secuencia de
eventos de entonación: acento y tonos de frontera. Cada evento tiene una componente de
ataque, una de decaimiento, o ambas.
La parametrización se puede observar en la Figura 2.4. La amplitud y la duración
de los parámetros describe la trayectoria de la curva de entonación. Sin embargo, estos
parámetros son relativos a los otros dos parámetros F0peak y tpeak, que pueden ser tanto
absolutos como relativos. F0peak depende del rango tonal del hablante mientras que tpeak
es relativo al tiempo de comienzo del núcleo silábico.
El modelo Tilt es muy conocido debido a que se emplea en Festival, un conversor texto
a voz de distribución gratuita ampliamente utilizado, que es desarrollado por el Centre for
Speech Technology Research CSTR de la Universidad de Edimburgo.
Para la detección automática de los eventos se han desarrollado algoritmos que utilizan
Modelos Ocultos de Markov [Tay93]. Una vez detectados, la extracción de los parámetros
puede hacerse automáticamente empleando el análisis RFC (Rise-Fall-Connection: Ataque-
Decaimiento-Conexión) [Wri97]. Tanto los acentos como las fronteras entonativas se de-
scriben usando elementos de ataque y decaimiento, y la unión entre ellos se realiza mediante
los elementos de conexión.
Para la predicción de los parámetros del modelo Tilt para la síntesis de contornos
de frecuencia fundamental se ha propuesto la utilización de árboles binarios de decisión
y regresión, como se puede observar en la tesis de Dusterhoff [Dus00] y en el software
Festival.
Modelado de la entonación basado en curvas de Bézier
En su tesis [Esc02b], Escudero propone el uso de curvas de Bézier para el modela-
do de la entonación, las cuales se basan en una función polinómica. Los coeficientes de
44
2.2. ENTONACIÓN
45
Figura 2.4: Parámetros Tilt.
Bézier permiten una representación más significativa que la resultante de los coeficientes
polinómicos en forma expandida.
La formulación polinómica se detalla en la ecuación 2.7 y la forma de los polinomios
base para una curva de cuarto orden se encuentran en la Figura 2.5. Como vemos, un
polinomio de orden N se representa como N polinomios base.
P (t) =
N∑
n=0
αn
(
N
n
)
tn (1− t)(N−n) (2.7)
En su tesis, Escudero representa cada grupo acentual con un polinomio de tercer gra-
do. Analiza varias maneras de clasificar grupos acentuales basándose en las propuestas
de Lopez [Lóp93], Garrido [Gar96], Vallejo [Val98] y Alcoba [Alc98]. De esta manera, un
contorno de frecuencia fundamental se puede predecir usando las características lingüís-
ticas del grupo acentual. En la Figura 2.6 se muestra el uso de las curvas de Bézier para
grupos acentuales, con restricciones de continuidad hasta la primera derivada. El objetivo
de estas restricciones es tener en cuenta durante la aproximación el contexto en el que se
realizan los grupos acentuales correspondientes.
Otro modelo de entonación similar propuesto en la literatura es el descrito por Veronis
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Figura 2.5: Polinomios de Bézier de orden cuatro
Figura 2.6: Contorno de frecuencia fundamental aproximado usando curvas de Bézier con
cinco coeficientes [Esc02b].
et al [Vér98], en el cual se utilizan splines cuadráticos correspondientes a la estilización
MOMEL [Hir93]. La entonación es predicha utilizando etiquetas prosódicas abstractas cor-
respondientes a INTSINT [Hir94], que son deducidas a partir de la información gramatical
contenida en el texto.
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2.3. Duración
La duración de los segmentos es otro importante parámetro prosódico en la conversión
texto a habla, ya que transporta información tanto sobre el hablante como sobre el mensaje,
debido a que está íntimamente relacionada con la percepción del ritmo o cadencia. La
cadencia es esencial en la comunicación, debido a que se usa para expresar muchos aspectos,
tales como los acentos, separar información en constituyentes, y para la articulación natural
de los sonidos. Además es un indicador de énfasis y del estado de ánimo. Es muy común
usar una cadencia lenta para mostrar un estado depresivo.
La duración segmental se define como el intervalo de tiempo entre las fronteras de la
unidad segmental: el fonema. A continuación se describirán diferentes factores que influyen
en la variación de la duración de los fonemas, para luego abordar el proceso de generación
de la duración en la conversión texto a voz.
2.3.1. Factores que influyen en la variación de la duración segmental
En el estudio de la duración segmental existen diversas fuentes de variación. Estas
fuentes son clasificadas por Klatt [Kla76] en factores segmentales, silábicos y suprasilábicos,
que serán discutidos en los siguientes párrafos, conjuntamente con otro importante factor:
la velocidad del habla [Whi02].
Los factores segmentales de la duración son aquellos que son intrínsecos a los fone-
mas o a las características de los mismos, como por ejemplo, las diferencias entre vocales
cortas y largas, la mayor duración de las fricativas sordas que las fricativas sonoras, la
mayor duración de las oclusivas bilabiales que las alveolares o velares, etc. En general,
estos factores son explicaciones articulatorias de las variaciones de la duración. Por ejem-
plo, las vocales cortas son más centrales y por lo tanto su articulación requiere menos
tiempo. Otro ejemplo son las oclusivas bilabiales que generan una cavidad supralaríngea
más grande que las oclusivas alveolares o velares. En consecuencia, necesitan más tiempo
para producir la suficiente presión en el punto de constricción para generar una liberación
de presión audible.
A pesar de que las consideraciones articulatorias son importantes, la fonología del
idioma juega un rol clave en la explicación de tales variaciones. Por ejemplo, en noruego
existe una clara distinción entre las vocales cortas y largas: las vocales largas deben ser
marcadamente largas, y las vocales cortas a veces son omitidas.
Otra fuente de variación de la duración son los factores silábicos, que resultan de
la organización de los segmentos en una cadena de sílabas, las cuales son consideradas
generalmente los elementos constituitivos de las palabras.
Uno de los factores silábicos más destacados es el aumento de la duración de las vocales
en sílabas acentuadas (las consonantes en el ataque son también más largas en las sílabas
acentuadas). La diferencia en la duración tiene su origen en factores lingüísticos: se usa
una duración mayor en las sílabas acentuadas determinado por la morfología y no por
motivos articulatorios.
Los factores suprasilábicos que afectan a la duración provienen de la estructura
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lingüística de la cadena de sílabas. Estos pueden ser clasificados en tres categorías: aumento
de la duración debido a fronteras de unidades entonativas o a la prominencia, y disminución
de la duración debido al tamaño del contenido fonológico de los constituyentes.
La temporización de un idioma es otro factor silábico importante. Existen tres tipos
básicos de temporización: acento (por ejemplo: el inglés), sílaba (por ejemplo: el español)
y mora (por ejemplo: el japonés). La influencia del tipo de temporización determina como
debe ser la duración de las sílabas para preservar la temporización del idioma.
Además de los factores mencionados anteriormente, los cambios en la velocidad del
habla puede estar motivados por factores lingüísticos y no-lingüísticos, y esto ejerce una
influencia en la duración de los segmentos. Cuando los hablantes reducen la velocidad de
locución, una importante fracción de la duración extra es introducida a través de pausas
[GE68] para evitar duraciones segmentales raras y articulaciones dificultosas. En cambio,
el aumento de la velocidad se encuentra acompañada por simplificaciones fonéticas.
El término velocidad del habla se puede usar con dos sentidos. Más comúnmente es
usado para significar la velocidad global del habla, es decir, la duración de los segmentos
del habla en una determinada estructura (grupo entonativo, oración, párrafo) debido a
factores tales como fisiología, dialecto, emociones, etc. En general se mide en palabras o
sílabas por segundo.
En otros casos este término se refiere a la velocidad local del habla debido a la influencia
de la estructura lingüística en la temporización del habla. Esta última es más difícil de
medir y ha sido motivo de estudio en varias publicaciones [Pfi96, Wan07].
2.3.2. Generación de la duración en los TTS
El modelo de duración en los conversores texto a voz tiene como objetivo la generación
de una duración adecuada para cada segmento. Esta tarea se realiza usando información
provista por el módulo de procesamiento de texto: estructura del texto, silabificación, acen-
to léxico, etiquetas morfosintácticas, transcripción fonética, características articulatorias
de los fonemas, etc.
Dicha información se usa para generar las características F , las cuales están íntima-
mente relacionadas con los factores causantes de la variación de la duración explicados
en la sección anterior. Dichas características serán usadas para estudiar su relación con la
duración de los segmentos D, con el objetivo de obtener una función G que genere una
duración D dadas las características F :
G(F ) = D (2.8)
Esta función es solamente una aproximación. La formulación real tiene un error de
aproximación e que debe ser minimizado.
G(F ) = D + e (2.9)
En resumen, para realizar el estudio de la influencia cuantitativa de las características
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F en la duración de los fonemas es necesario disponer de audios con segmentación fonética
(manual o automática) y de un conjunto de características relacionadas con su variación.
Los mejores resultados para la síntesis se obtienen usando segmentación manual de
los datos. Sin embargo, algunos investigadores (como por ejemplo [Mak00]) indican que
los métodos automáticos para la segmentación del habla puede alcanzar buenos resulta-
dos para su uso en lugar de métodos manuales. Este enfoque permite ahorrar tiempo de
desarrollo y disminuir costos.
Para evaluar los modelos de duración es importante disponer de fronteras de referencia
de calidad. Los errores de los sistemas automáticos son mayores a los 10ms para el 10−20%
de los casos [DTT03, Ade05]. Esta magnitud del error de segmentación es importante en
comparación con el RMSE de los modelos de predicción de la duración en TTS, y deben
ser considerados en la evaluación de la calidad de los modelos.
El conjunto de características extraídas del texto se usa para obtener la función
de mapeo, usando tanto reglas escritas a mano como a través de técnicas de apren-
dizaje automático: árboles de clasificación y regresión (CART) [Bre84], redes neuronales
(NN) [McC43], aprendizaje basado en la memoria (MBL) [Sta86], máquinas de soporte de
vectores (SVM) [Vap79], etc. También es posible aproximar la duración segmental usando
modelos matemáticos que involucran sumas, productos, o sumas de productos de factores
que influyen en la duración.
2.3.3. Modelado de la duración usando suma de productos
El modelado usando suma de productos (SoP) asume que la duración puede ser mod-
elada usando la expresión 2.10, donde F es una función monótonamente creciente:
F (D(f1, f2, ..., fN )) =
∑
i∈K
∏
j∈Ii
Si,j(fj) (2.10)
donde
F es desconocida pero estrictamente creciente.
K es alguna colección de índices asociados con subconjuntos del conjunto de factores.
Ii es una colección de índices de factores que ocurren en el i-esimo subconjunto y la
función escala.
Si,j es simplemente una función de mapeo entre valores discretos a valores numéricos.
fj representa el valor observado del factor asociado.
A través de esta expresión se pueden modelar tanto los efectos aditivos como multi-
plicativos de distintos factores que influyen en la variación de la duración.
Este modelo es una generalización de otros modelos. Eligiendo K = 1, 2, ..., N , Ii = i
y F (x) = x conduce a varias expresiones del modelo aditivo propuesto originalmente
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por Klatt [Kla76]. Alternativamente, eligiendo K = 1, I1 = 1, 2, ...., N y F (x) = log(x)
obtenemos los modelos multiplicativos tal como se describen por Van Santen [San94]. Los
modelos de suma de productos fueron aplicados al alemán (Möbius et al. [Möb96]) y al
catalán (Febrer et al. [Feb98]), entre otros.
En la práctica, los métodos de SoP están relacionados con el análisis de regresión lineal
múltiple tanto en el dominio lineal como el logarítmico, dependiendo de la transformación
elegida. En el artículo de Van Santen [San92] se puede observar el procedimiento para el
análisis de la influencia de los distintos factores, con el objeto de determinar su relevancia
y comportamiento, ya sea aditivo o multiplicativo.
En el trabajo presentado por Silverman y Bellegarda [Sil99] se propone una mejora al
modelo anterior a través del uso de una función sigmoide (ecuación 2.11).
F (x) =
[
1 + e−α(
x−A
B−A
−
1
2
)
]−β
(2.11)
donde A y B denotan las duraciones máximas y mínimas observadas en los datos de
entrenamiento, y los parámetros α y β controlan la forma de la transformación. Especí-
ficamente, α controla la pendiente de la curva en el punto de inflexión, y β controla la
posición del punto de inflexión en el rango de duraciones observado. Los valores de α y β
se ajustan usando un algoritmo de gradiente para cada clase de fonema.
El uso de la sigmoide permite que el enfoque de SoP aproxime el 85% de la desviación
estándar con alrededor de 2,000 parámetros. Para aproximar la misma desviación usando
la transformación logarítmica son necesarios más de 4,500 parámetros.
2.3.4. Modelado de la duración usando CART
Uno de las herramientas más usadas en la literatura para el modelado de la duración
son los árboles de clasificación y regresión (CART, [Bre84]).
El modelo de duración del sistema de conversión texto a voz de IBM [Eid03] hace uso
de un árbol de regresión (CART) para predecir la duración de los fonemas. Para cada
uno de ellos, se deriva un conjunto de características del texto, tales como la identidad
y características articulatorias del fonema y sus adyacentes, el número de sílabas de la
palabra, la posición de la sílaba a la que pertenece el fonema y su acento léxico, distancia
al final de la frase, el POS (Part-Of-Speech o categoría morfosintáctica) de la palabra
a la que pertenece el fonema, etc. Estas características se usan para predecir la log(d),
donde d es la duración del fonema, ya que se supone que la distribución de la duración es
log-normal.
Este mismo enfoque de árboles de regresión ha sido usado por muchos otros sistemas,
tales como Festival [Tay98]. En Festival coexisten dos modelos de duración que utilizan
CART. El primero de ellos realiza la predicción de la duración de los segmentos en forma
directa. El segundo algoritmo utiliza una adaptación de la propuesta de Campbell [Cam91],
utilizando z-scores para predecir de manera indirecta la duración segmental utilizando el
número de desviaciones estándar con respecto a la media.
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Uno de los requisitos de este método es la disponibilidad de las medias y dispersiones
para cada fonema. De esta manera, es posible predecir la duración segmental utilizando
la siguiente expresión: duracion=media+(z-score . desviacion estandar).
2.3.5. Modelado de la duración usando redes neuronales
En la literatura se pueden encontrar enfoques que usan otras técnicas de aprendizaje
automático, tales como redes neuronales. Para el modelado de la duración segmental en
el español, Cordoba et al [Cor01] proponen el uso de redes neuronales para predecir la
duración de un fonema dado un conjunto de parámetros, tales como identidad del fonema,
acento léxico, posición en la frase, tipo de frase, etc.
Por otra parte, Lopez-Gonzalo [LG94] propusieron un modelado conjunto de la du-
ración y la entonación usando un conjunto de características para definir los patrones
prosódicos de la sílaba (PSP: Prosodic Syllabic Patterns): posición del acento (tres posi-
ciones), tipo de palabra prosódica (inicial, media o final) y tipo de proposición (9 tipos).
Estas son usadas para agrupar las diferentes duraciones y contornos de entonación, los
cuales se representan usando dos duraciones y tres valores de f0. En otro artículo, Lopez-
Gonzalo et al. [LG96, LG97] propusieron algunas modificaciones al modelado conjunto
para reducir el tamaño de la base de datos prosódica.
La predicción conjunta también ha sido propuesta por Sonntag et al. [Son97] usando
redes neuronales. En su trabajo todas las redes neuronales estaban conectadas usando una
estructura feed-forward, entrenadas usando el método estándar de backpropagation. Cada
red contenía una capa oculta con la misma cantidad de neuronas que la capa de entrada.
El número de neuronas de la capa de entrada dependía del número de parámetros elegido
(entre 1 y 17). Las redes que estimaban la duración de la sílaba tenían una sola salida que
representaba su duración en el rango de 60-500 ms.
2.3.6. Modelado segmental y suprasegmental
Es posible modelar la duración segmental a través del modelado de la duración supraseg-
mental. Campbell [Cam93] propuso que debido a que las duraciones de las sílabas se pueden
predecir con un alto grado de exactitud considerando solamente un número pequeño de
factores lingüísticos de alto nivel, las duraciones segmentales se pueden predecir usando
un valor de elongación relativo a la duración silábica. Este proceso de acomodación de las
duraciones segmentales en un marco de isocronía silábica ha sido descrito bajo la hipótesis
de elasticidad por Campbell e Isard [Cam91]. Cada segmento que forma parte de la sílaba
se acomoda a la duración silábica de acuerdo a su elasticidad.
La duración asignada a cada segmento dentro de la sílaba se determina mediante la
siguiente fórmula:
∆ =
n∑
j=1
(µj + kσj) (2.12)
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donde k es una constante que se determina por un método iterativo para cada sílaba,
∆ es la duración de la sílaba, n es el número de segmentos de dicha sílaba, y µj y σj son
la media y la desviación estándar observadas en la base de datos para el segmento j.
Los diferentes contextos que alteran la duración silábica también fueron considerados
por Campbell, tales como la variación de la velocidad del habla, el acento, y la proximidad
a una frontera prosódica [Cam92a].
Un trabajo también relacionado con el modelado de la duración segmental usando
unidades suprasegmentales es el realizado por Barbosa y Bailly [Bar94]. En su artículo
describen la utilización de una unidad rítmica diferente a la sílaba: el inter-perceptual
center group, unidad que puede ser detectada usando únicamente elementos acústicos
[PM89]. Los autores describen un modelo para distribuir la duración del IPCG entre sus
segmentos constituyentes y la incorporación dentro del proceso de la generación automática
de pausas, todo ello considerando la velocidad del habla.
2.4. Junturas terminales
La división de un discurso en frases más pequeñas usando junturas terminales es uno
de los temas claves relacionados con la lingüística en las tecnologías de conversión texto a
voz. El principal objetivo es aumentar la inteligibilidad y mejorar la interpretación de la
oración. La presencia o ausencia de una juntura terminal en una oración puede producir
un cambio en su significado. Por ejemplo, en la oración [Bra03]:
“Mis tipos de emparedados favoritos son queso cremoso, jamón cocido y manteca y
matambre.”
El significado es diferente dependiendo de la posición de la juntura terminal:
“Mis tipos de emparedados favoritos son queso cremoso, <juntura terminal> jamón
cocido y manteca <juntura terminal> y matambre.” Significado: los tipos de em-
paredados son 1) queso cremoso, 2) jamón cocido y manteca, y 3) matambre.
“Mis tipos de emparedados favoritos son queso cremoso, <juntura terminal> jamón co-
cido <juntura terminal> y manteca y matambre.”Significado: los tipos de empareda-
dos son 1) queso cremoso, 2) jamón cocido, y 3) manteca y matambre.
Las junturas se caracterizan acústicamente a través de discontinuidades en el tono
entre diferentes secciones de una oración [Bec86], pausas [O’M73, Mac76, Leh76, Kai92],
y el aumento de la duración de la última sílaba antes de la juntura [Wig92].
En general, muchos autores coinciden en que básicamente hay dos niveles de junturas
terminales: grupo y cláusula entonativa [Gar96]. Ambas difieren en la fuerza con que se
percibe la juntura a través de los parámetros acústicos usados para indicarla.
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La puntuación tiene una importante influencia en la prosodia y en la presencia de
junturas terminales, ya que son marcadores del discurso usados por el escritor para indicar
la manera en que el texto debe ser leído e interpretado. Por ejemplo, el signo de puntuación
“:” se usa para indicar una enumeración. En tal situación, el hablante realiza una pausa,
una entonación de final de oración y una reducción de la velocidad del habla para expresar
al oyente que comenzará una enumeración. Algunos signos de puntuación, tales como los
puntos de final de frase, indican siempre la presencia de una juntura terminal, mientras
que en otros, como por ejemplo las comas, no siempre esto ocurre.
La necesidad de respirar es otra causa de las junturas terminales. El hablante inserta
pausas en algunos lugares del discurso para respirar. En este caso, la ubicación se elige
cuidadosamente para evitar confusiones en el oyente acerca del significado del discurso.
2.4.1. Modelado de las junturas terminales
El módulo de generación de junturas terminales es muy importante en los conversores
texto a voz ya que otros módulos dependen del mismo:
Módulo de entonación. La división en frases entonativas es esencial para el módulo
de entonación. Las junturas se deben sintetizar con una forma particular de contorno
de frecuencia fundamental para ser percibidas adecuadamente. Por ejemplo, en la
oración “El hombre entró en la cueva,< junturaterminal > encendió la antorcha
< junturaterminal > y observó que otro hombre lo estaba esperando.”, la primera
juntura tiene un contorno de entonación ascendente al final para evidenciar que
continuará la oración.
Módulo de duración. Como se mencionó anteriormente, este módulo predice la
duración de cada fonema que será sintetizado. Las sílabas al final de frase deben
presentar una duración mayor que las otras para indicar la presencia de una juntura
terminal. Por lo tanto, esto repercutirá en la duración de los fonemas constituyentes
de dichas sílabas.
Elisión. Algunos sonidos pueden ser borrados en una oración debido a que es más
fácil de pronunciar por parte del locutor. Sin embargo, la presencia de una juntura
terminal puede provocar que no ocurra tal elisión.
En los conversores texto a voz la tarea del modelado de las junturas terminales consiste
en decidir cuando una juntura debe ser colocada después de una palabra, utilizando la
información contenida en el texto.
En general, con el objeto de realizar la estimación de la ubicación de las junturas
terminales, se utiliza un conjuntos de características F más compactas que las palabras
contenidas en el texto, tales como etiquetas morfosintácticas (POS), signos de puntuación,
cantidad de sílabas y palabras, ubicación de las otras junturas terminales predichas, ubi-
cación en la frase entonativa y en el grupo acentual, etc. Esto puede basarse en la proba-
bilidad de la presencia de una juntura terminal (J) dadas esas características F : P (J/F ).
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Es necesario destacar que la predicción de junturas terminales no es una tarea fácil
debido a que también involucra un entendimiento del lenguaje natural que no poseen las
computadoras y a la naturaleza arbitraria de algunas decisiones humanas. Por lo tanto,
tal como ocurre con el modelado de los otros parámetros prosódicos, el conjunto de car-
acterísticas disponibles está limitado a la capacidad de análisis del texto por parte del
ordenador.
En las siguientes secciones se detallan distintos enfoques utilizados para el modelado
de las junturas terminales, que involucran distintas técnicas de aprendizaje automático.
2.4.2. Modelado de las junturas terminales usando CART
Ya hemos visto que los árboles de clasificación y regresión son ampliamente usados
para el modelado en los distintos componentes de un conversor texto a voz (por ejemplo,
entonación y duración), y las junturas terminales son otro ejemplo de ello.
Prieto et al. [Pri96] proponen entrenar un árbol de decisión para determinar la pres-
encia de una juntura mediante un conjunto de características contextuales de la palabra
analizada, tales como: una ventana de cuatro POS, una ventana de dos palabras con in-
formación sobre acentos, el número total de palabras y sílabas de la oración, la distancia
de la palabra desde el comienzo y desde el fin de la oración en palabras, sílabas, y sílabas
acentuadas; distancia desde el último signo de puntuación en palabras; información sobre
si la palabra está al comienzo, al final, o dentro de un sintagma nominal, su tamaño y
distancia en palabras desde el comienzo del sintagma nominal. Koehn et al. [Koe00] pro-
pusieron una modificación del sistema anterior incorporando características sintácticas, y
reportaron una mejora significativa. En esta misma dirección, Navas et al. [Nav02a] pro-
ponen un método basado en CART para asignar junturas terminales en euskera, usando
información sintáctica y morfológica.
Estos tres métodos permiten colocar junturas terminales tomando en cuenta informa-
ción local, y en el caso de Navas también se usa información acerca de la juntura predicha
previamente para la decisión. La falta de esta última información podría conducir a la
aparición de junturas terminales a distancias no adecuadas debido al desconocimiento de
la ubicación de las junturas vecinas.
2.4.3. Modelado de las junturas terminales usando Bayes
Black et al. [Bla97] propusieron un sistema diferente basado en la regla de decisión de
Bayes, el cual incorpora la ubicación de las junturas predichas previamente en la decisión.
Ellos proponen maximizar la expresión
J(C1,n) = argmax
j1,n
P (j1,n|C1,n)
donde J(C1,n) es la secuencia de n posiciones entre palabras que pueden tener junturas
terminales o no. Ci es la información de contexto de la juntura, la cual considera dos
etiquetas de POS previos y la siguiente a la posición que está siendo evaluada.
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P (j1,n|C1,n) se calcula como
P (j1,n|C1,n) =
n∏
i=1
P (ji|Ci)
P (ji)
P (ji|ji−l · · · ji−1)
donde P (ji|Ci) es la probabilidad que exista una juntura de acuerdo a las etique-
tas adyacentes, P (ji) es la probabilidad de las etiquetas de juntura y no-juntura, y
P (ji|ji−l · · · ji−1) es el n-grama de la probabilidad de la existencia de junturas de acuerdo
a la secuencia previa de l junturas y no-junturas.
Sun et al. [Sun01] extendieron el enfoque de Black y Taylor estimando las probabili-
dades P (ji|Ci) usando árboles de decisión binaria. Esto permite mejorar la precisión con
la que se calcula esta probabilidad, ya que puede incorporar más fuentes de información.
2.4.4. Modelado de las junturas terminales usando redes neuronales
Müller et al. [Mül00] observaron que en el modelado de las junturas terminales existe
el problema de que una clase muy numerosa en los datos de entrenamiento dominará el
proceso de aprendizaje.
Ellos propusieron como solución la utilización de clasificadores neuronales basados en
autoasociadores, los cuales no sufren este problema, debido a que cada clase es aprendida
independientemente. En consecuencia, la dispersión de los datos de entrenamiento no
presenta un problema, y la capacidad de clasificación es extremadamente alta.
En el caso de Stergar et al. [Ste03], utilizaron perceptrones multicapa. Tanto el vector
de entrada como el conjunto de etiquetas morfológicas fue similar al utilizado por Müller.
Los autores comparan su enfoque con el de Müller, y señalan que el rendimiento es equiv-
alente al obtenido por los clasificadores neuronales basados es autoasociadores, pero con
una estructura más simple.
2.4.5. Otros algoritmos propuestos para el modelado de las junturas
terminales
Varios métodos usando modelos estadísticos fueron estudiados por Sanders y Tay-
lor [San95]. Los algoritmos utilizaban estadísticas de la aparición de junturas terminales
basadas en trigramas de POS (método 1), la distancia con respecto a la última juntura
predicha (método 2 y 3), y búsqueda exhaustiva de las mejores posiciones para las junturas
usando una y dos fases.
Fordyce et al [For98] propusieron el uso del aprendizaje basado en reglas de transforma-
ción (TRBL: Transformational Rule-based Learning), el cual es robusto para condiciones
de entrenamiento con desbalance entre las clases. Este algoritmo fue propuesto original-
mente por Brill [Bri95] para el etiquetado morfosintáctico de textos. Este algoritmo pro-
duce un conjunto de reglas que transforman un texto sin etiquetar en uno con junturas
terminales. Este conjunto de reglas deben ser aplicadas en forma secuencial, y se obtienen
en la fase de entrenamiento minimizando el error global de clasificación.
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2.5. Conclusiones
En este capítulo se ha hecho una revisión del estado de la cuestión en lo referente al
modelado de distintos parámetros prosódicos relevantes para la conversión texto a voz,
tales como la entonación, la duración segmental y las junturas terminales.
2.5.1. Entonación
En el caso del modelado de la entonación se han abordado distintos enfoques que abar-
can un amplio espectro, tales como el modelado fonológico, el modelado perceptual y el
modelado por estilización acústica. De los distintos enfoques estudiados se hizo especial
énfasis en el modelado por estilización acústica tanto superposicional como no superposi-
cional, ya que las aportaciones al modelado de la entonación de esta tesis apuntan a dichos
modelos.
Sin embargo, es necesario destacar que sería deseable una unificación de los distin-
tos enfoques para el modelado de la entonación, ya que cada uno tiene fortalezas que
son complementarias a los otros modelos. El modelado fonológico tiene como fortaleza la
abstracción de la función con respecto a la forma, que permite hacer un análisis de la
entonación de una manera más compacta. Por otra parte, el enfoque perceptual considera
solamente aquellas excursiones del contorno de entonación que son perceptibles, evitando
así el intento de análisis de fenómenos no audibles. Finalmente, el enfoque de estilización
acústica intenta relacionar en forma directa el contenido textual y la forma del contorno
de entonación, ya sea utilizando en forma complementaria una representación abstracta
(por ejemplo: ToBI) o no.
2.5.2. Duración segmental
En la sección sobre modelado de la duración segmental se han estudiado los distintos
factores que influyen en su variación: segmentales, silábicos y suprasilábicos.
El modelado de la duración segmental en la conversión texto a voz ha sido abordado
con un amplio espectro de enfoques de aprendizaje automático: árboles de clasificación y
regresión, redes neuronales y suma de productos.
En la sección referida al modelado de la duración segmental condicionada a la duración
suprasegmental, se han revisado los enfoques propuestos por Campbell y Barbosa. Camp-
bell utilizó la sílaba como unidad suprasegmental que condiciona la duración segmental.
De esta manera, una vez predicha la duración de la sílaba, esta se repartía entre los seg-
mentos que la constituyen. El modelo propuesto por Barbosa es similar, pero haciendo uso
de una unidad con mejores propiedades de isocronía (el inter-perceptual center group).
Este último enfoque que combina los niveles segmental y suprasegmental resultan de
especial interés en la presente tesis. En el próximo capítulo, en la sección referida a las
propuestas para el modelado de la duración, se expondrán algoritmos que utilizan dicho
enfoque.
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2.5.3. Junturas terminales
En la sección sobre junturas terminales se ha revisado el estado de la cuestión sobre
su modelado para la conversión texto a voz, con propuestas que abarcan un amplio rango
de técnicas de aprendizaje automático.
Las propuestas que resultan de mayor interés son aquellas que combinan en la predic-
ción de las junturas terminales tanto la información contextual como las decisiones sobre
la ubicación de junturas terminales anteriores y posteriores, como es el caso del modelo
de Black et al. [Bla97].
La utilización de información local para la toma de decisiones podría conducir a la
predicción de junturas terminales muy próximas entre sí, con la consiguiente merma en la
naturalidad de la voz sintética.
Los modelos que combinan ambos tipos de información serán la base para los algoritmos
estudiados en el siguiente capítulo, que utilizan árboles de decisión binaria, modelos de
lenguaje, y transductores de estados finitos.
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Capítulo 3
Aportaciones en el modelado
prosódico
En esta tesis se exploran una serie de algoritmos para el modelado de la prosodia con
el objeto de ser utilizados tanto para la conversión texto a voz, como para la generación
de voz en el marco de la traducción voz a voz.
En la Sección 3.1 se estudiará el modelado de la entonación usando un nuevo enfoque
para el entrenamiento: JEMA (Joint Extraction and Modelling Approach). Allí se estu-
diarán las debilidades de algunos métodos de entrenamiento propuestos en la literatura,
y se detallará la metodología seguida para evitarlas. Los algoritmos propuestos para el
modelado de la duración se detallan en la Sección 3.2. En esta sección se extrapolará el
enfoque de entrenamiento JEMA aplicado a la entonación para mejorar el modelado de la
duración usando dos niveles: segmental y suprasegmental. Finalmente, en la Sección 3.3
se explicarán los distintos enfoques para el modelado de las junturas terminales.
Las aportaciones realizadas en el modelado de la entonación, duración segmental y jun-
turas terminales serán evaluados bajo las mismas condiciones experimentales para explorar
sus fortalezas y debilidades en el Capítulo 4.
3.1. Modelado de la entonación
En la literatura se pueden encontrar muchos modelos de entonación entrenados usando
dos pasos: parametrización de contornos de f0 y entrenamiento del modelo (Sección 2.2.5).
Es común la existencia de un paso previo que implica un suavizado de los contornos
originales, con el objeto de eliminar ruido y microprosodia, e interpolar las regiones no
sonoras para obtener un contorno de entonación continuo. El esquema de entrenamiento
se puede representar en forma resumida en la Figura 3.1.
El suavizado, la interpolación de regiones no sonoras y la parametrización implican una
serie de suposiciones que pueden generar problemas en el modelo de entonación, tal como
se observará en la siguiente sección. Luego, se abordará el estudio del algoritmo propuesto
(JEMA) en la Sección 3.1.2 para evitar los problemas inherentes de tales suposiciones.
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Figura 3.1: Entrenamiento en dos pasos independientes: parametrización y entrenamiento
del modelo.
3.1.1. Problemas de la parametrización
En esta sección vamos a discutir la influencia del suavizado y la interpolación en
la extracción de parámetros. Para ello utilizaremos un contorno para los ejemplos que
corresponde a la frase “Anda convulso el olimpo de las finanzas”, que se muestra en la
Figura 3.2. Para la ejemplificación usaremos el modelo de entonación de Fujisaki con las
consideraciones lingüísticas propuestas por Möbius y otros [Möb95, Agü04b] que limitan
la cantidad de comandos de frase y acento. Dicha limitación consiste en un comando de
acento para cada grupo acentual y un comando de frase para cada grupo entonativo.
Figura 3.2: Contorno de ejemplo que corresponde a la frase “Anda convulso el olimpo de
las finanzas.”
La extracción del contorno de frecuencia fundamental de una señal de voz es una tarea
propensa a errores, tales como pitch halving y pitch doubling. Para eliminarlos se usan
técnicas de filtrado y suavizado, que pueden llegar a introducir un nuevo ruido procedente
de la manipulación de la señal. Una consecuencia directa de estas operaciones es que
contornos que deberían tener la misma forma no son iguales después del filtrado. Como
resultado de esto, contornos iguales podrían llegar a tener parámetros diferentes debido al
sesgo introducido por la utilización de estas técnicas.
60
3.1. MODELADO DE LA ENTONACIÓN
61
En la parte inferior de la Figura 3.3 se muestra el mismo contorno de la Figura 3.2,
siendo ahora continuo debido a la interpolación. Dicho contorno se presenta tanto sin
suavizado (izquierda) como con suavizado (derecha) en lineas punteadas. En trazado fino
se puede observar la componente de frase del modelo de Fujisaki, mientras que el contorno
resultante de la suma de la componente de frase y acento se ha dibujado con trazado
grueso. En la parte superior se pueden ver los comandos de frase (deltas) y los comandos
de acento (pulsos).
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Figura 3.3: Inconsistencia debido al suavizado
En el contorno de frecuencia fundamental sin suavizado existen varios errores de medi-
ción, tal como ocurre alrededor de los 600ms debido a una transición de fonema sonoro
a fonema sordo. Si se observa el mismo contorno suavizado con la aplicación de un filtro
de mediana de 9 muestras, este presenta una apariencia más suave debido a la acción del
filtrado. El error de medición alrededor de los 600ms se ha reducido, como así también la
microprosodia en el intervalo que va desde 1.3 hasta 1.6 segundos.
Los comandos de frase y acento estimados para cada caso presentan grandes diferencias
en algunos de ellos, tanto en los instantes de tiempo como en sus amplitudes. Por ejemplo,
la amplitud del primer y tercer comando de acento es diferente dependiendo del suavizado.
Lo mismo ocurre en el segundo comando de acento, donde el instante T2 varía dependiendo
de la realización del suavizado.
En consecuencia, con este simple ejemplo se puede observar el sesgo introducido en la
extracción de los parámetros debido al suavizado. Dos contornos con ligeras diferencias en
su forma poseen parámetros diferentes debido a este preprocesamiento.
Otra de las suposiciones es la posibilidad de obtener continuidad en el contorno de
frecuencia fundamental sin sesgar la extracción de parámetros. Algunos algoritmos de ex-
tracción necesitan contornos continuos para poder realizar la parametrización. Las técnicas
de interpolación proporcionan valores de frecuencia fundamental a regiones no sonoras del
habla que de otra manera no podrían tenerla. Una consecuencia de este procedimiento es
que los contornos resultantes tendrán alteraciones en su forma que puede llegar a sesgar
la extracción de parámetros.
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Un ejemplo de ello se puede observar en la Figura 3.4, con dos contornos de la misma
oración (Figura 3.2) con ligeras diferencias debido a diferentes algoritmos de estimación
del contorno de frecuencia fundamental en las regiones de fonemas sordos. La interpolación
de los segmentos sordos es diferente en cada caso, y se muestra en lineas punteadas.
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Figura 3.4: Dos ejemplos de inconsistencia en la extracción de parámetros debido a requi-
sitos de continuidad
Cuando se realiza la estimación de los parámetros del modelo de Fujisaki, obtenemos
diferentes resultados para ambos contornos debido al efecto de la información faltante en
los segmentos sordos, el algoritmo de estimación de la frecuencia fundamental y el tipo de
interpolación utilizado.
Es esas figuras se puede observar nuevamente que los parámetros estimados son muy
diferentes, tanto en las amplitudes como en los instantes de tiempo. Esta diferencia en
los parámetros extraídos debido a la interpolación y al suavizado observado en estos dos
ejemplos introduce ruido en el aprendizaje automático de las reglas que relacionan las
características lingüísticas y los parámetros.
Finalmente, otra importante suposición es considerar que la parametrización del con-
torno de frecuencia fundamental puede considerarse única. Algunos modelos de entonación
no pueden asegurar esto, como es el caso del modelo de entonación de Fujisaki. En mu-
chos de ellos existen múltiples conjuntos de parámetros que proporcionan un buen ajuste
al contorno de frecuencia fundamental original. Esto vuelve la tarea de predicción más
difícil, porque contornos similares tendrán diferentes parametrizaciones, aumentando la
dispersión de los parámetros y creando inconsistencias.
Para estudiar las múltiples soluciones del modelo de Fujisaki se realizó un experimento
que consiste en aproximar el contorno de la frase de la Figura 3.2 con dos comandos de frase
y cuatro comandos de acento. Como parte del experimento se realizaron N parametriza-
ciones del mismo contorno variando las condiciones iniciales en la búsqueda por gradiente.
De esta manera se obtiene una gran variedad de conjuntos de parámetros que aproximan
con un mínimo error al contorno original.
Luego, se seleccionaron M conjuntos de parámetros de los N obtenidos fijando una
distancia máxima de 0,001 log(Hz) con respecto al error medio obtenido de 0,083 log(Hz).
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De esta manera se obtuvieron M = 48 conjuntos de parámetros del total de N = 100.
En la Figura 3.5 se observa un ejemplo de la dispersión de los valores de las amplitudes
y los instantes de tiempo del modelo de Fujisaki para aproximar el mismo contorno de
frecuencia fundamental con el mismo error (0,083 ± 0,001 log(Hz)). Las amplitudes y los
instantes de tiempo corresponden al primer comando de frase y al primer comando de
acento.
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Figura 3.5: Inconsistencia originada por el tipo de parametrización
La magnitud de las diferencias, que en algunos casos puede llegar al 50%, como es el
caso de la amplitud de los comandos de frase Ap en este ejemplo, o incluso más, como ocurre
con la amplitud de los comandos de acento Aa, permite darnos cuenta de la magnitud de
la dispersión e inconsistencia que pueden llegar a tener los parámetros extraídos utilizando
este enfoque de parametrización, introduciendo ruido en el aprendizaje automático de las
reglas que relacionan las características lingüísticas y los parámetros.
3.1.2. El enfoque de parametrización y entrenamiento conjuntos (JE-
MA).
En esta tesis se propone un enfoque para el entrenamiento de modelos de entonación
con el fin de evitar estas limitaciones. El mismo consiste en la combinación de los pasos
de parametrización y entrenamiento dentro de un bucle (Figura 3.6). De esta manera, a
través de sucesivas iteraciones, se obtiene una mejora en la calidad tanto de los parámetros
como del modelo.
En este enfoque se hará uso de CART debido a que posee características útiles para
63
64 CAPÍTULO 3. APORTACIONES EN EL MODELADO PROSÓDICO
su uso en la conversión texto a voz, tales como la capacidad de utilizar características
tanto ordinales como no ordinales, y la posibilidad para el desarrollador de interpretar
fácilmente los árboles resultantes, con el objeto de introducir nuevas mejoras.
Figura 3.6: Combinación de los pasos de modelado: entrenamiendo y parametrización
conjuntos.
Para explicar este enfoque se hará uso de un ejemplo. En la Figura 3.7 se observan los
datos de entrenamiento consistentes en dos oraciones, con el objetivo de explicar en forma
simple JEMA (Joint Extraction and Modelling Approach).
La primera oración tiene tres unidades prosódicas: U1, U2 y U3, y la segunda oración
tiene dos: U4 y U5. Estas unidades prosódicas pueden ser grupos entonativos, grupos
acentuales, sílabas, etc. Para el propósito de este ejemplo consideraremos que la unidad
elegida es el grupo acentual.
Figura 3.7: Ejemplo de datos de entrenamiento consistentes en dos oraciones. Las unidades
prosódicas están numeradas del 1 al 5.
La base de datos de entrenamiento consiste en todas las unidades prosódicas y sus
correspondientes características lingüísticas. La tabla de la Figura 3.7 muestra la base de
datos de entrenamiento. Cada fila corresponde a una unidad prosódica diferente (en este
ejemplo existen cinco unidades prosódicas). La primera columna es el contorno original
(sin interpolación de regiones no sonoras) de la misma, y las siguientes columnas contienen
las características extraídas del texto que se utilizarán para modelar los contornos.
Al comienzo, todas las unidades prosódicas en la base de datos de entrenamiento se
consideran que pertenecen a la misma clase (clase 0). De esta manera, todas la unidades
prosódicas se aproximan con el mismo contorno de clase (parametrización inicial). La clase
0 se representa mediante un contorno que es aquel que minimiza el error de aproximación
sobre todos los contornos de entonación de las unidades prosódicas de los datos de entre-
namiento usando una optimización global. La Figura 3.8 muestra la aproximación para
las dos oraciones, donde se puede observar la elongación de los contornos para ajustarse a
las duraciones de los diferentes grupos acentuales.
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Figura 3.8: JEMA-Inicialización: Aproximación usando el contorno de la clase 0.
En el enfoque tradicional, los contornos se parametrizan uno a uno y el contorno
representativo de la clase se deriva de los parámetros de cada unidad. Ya que los modelos
de entonación no dependen del contenido fonético, resulta necesario que la curva resultante
de la parametrización pueda ser aplicada a una unidad de entonación que tenga fonemas
sonoros donde antes había sordos. Esto origina la necesidad de interpolar, tal como se
mencionó en la sección anterior, para obtener un contorno de frecuencia fundamental
continuo, completando la información faltante en las regiones no sonoras.
Sin embargo, si se plantea una optimización global no resultará necesario interpolar,
ya que la información faltante en algunos segmentos sordos de un contorno C podrá ser
estimada de aquellos contornos pertenecientes a la misma clase que poseerán segmentos
sonoros en el lugar de los segmentos sordos de C. Un ejemplo de ello se observa en la
Figura 3.9, donde los dos grupos acentuales son iniciales, con la misma cantidad de sílabas
y el acento ubicado en la misma sílaba, pero con diferente secuencia de fonemas sonoros
y sordos.
La partición de los datos de entrenamiento en subclases (fase de entrenamiento del
modelo) a través de preguntas sobre las características de las unidades prosódicas permite
ir reduciendo el error de aproximación (fase de extracción de parámetros). Cada posible
pregunta permite definir dos clases, y al igual que con la clase 0, se busca mediante la
optimización global el contorno que representa mejor cada una de ellas. Finalmente, se
elige la pregunta que minimiza el error de aproximación entre los elementos de la clase y
estos contornos representativos.
En la Figura 3.10 se observa la mejor partición después de intentar todas las posibles
preguntas sobre las características, basada en una hipotética pregunta sobre la caracterís-
tica F1. La aproximación con dos clases se observa en la Figura 3.11. La partición permite
aproximar bien cuatro de las cinco unidades prosódicas de la base de datos, mientras que
la unidad prosódica 2 todavía no es modelada apropiadamente.
Como es habitual con las regresiones mediante árboles de decisión, este proceso de
particionado continúa hasta que la condición de parada es alcanzada. El incremento del
número de clases puede provocar un sobreajuste sobre los datos de entrenamiento que
reduciría la generalización del modelo. Por ello es necesario usar técnicas para evitar estos
efectos. Normalmente se exige un número mínimo de contornos en cada clase, y una mejora
mínima medida en RMSE o correlación.
Por tanto, el proceso de entrenamiento del modelo de entonación usando JEMA consta
de los siguientes pasos:
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Figura 3.9: Ejemplo de complementariedad entre contornos.
Figura 3.10: JEMA-Partición: Mejor partición en la primera iteración.
Inicialización. Inicialmente solamente existe una clase, debido a que el árbol so-
lamente tiene el nodo raíz. De esta manera, todas las unidades prosódicas serán
representadas por el mismo conjunto de parámetros. Estos últimos se obtienen us-
ando un algoritmo de optimización global sobre todos los datos de entrenamiento.
Partición. Las características lingüísticas son usadas para plantear en el árbol pre-
guntas candidatas con el objeto de dividir los datos de entrenamiento en subclases.
Cada pregunta divide los datos de entrenamiento en dos nuevas clases que reem-
plazan a la clase particionada.
Optimización. Para cada posible pregunta (partición) se usa un algoritmo de op-
timización global para encontrar los nuevos parámetros óptimos, tanto de las clases
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Figura 3.11: JEMA-Optimización: Aproximación con dos clases en la primera iteración.
nuevas como de las ya existentes, en caso de que sea necesario dependiendo de la
parametrización.
Evaluación de la partición. La nueva parametrización se utiliza para medir la
mejora que introduce la partición mediante medidas objetivas, como el error cuadráti-
co medio o el índice de correlación. Aquella partición que produzca la mayor mejora
será la elegida para actualizar el árbol y pasar a la siguiente iteración.
Condición de finalización. El incremento del numero de clases puede provocar
un sobreajuste sobre los datos de entrenamiento que reduciría la generalización del
modelo. Por ello es necesario establecer condiciones de finalización para reducir estos
efectos. En este sentido, solamente se realizará otra iteración en caso de que haya
clases asociadas a las hojas del árbol con un número de elementos mayor que el límite
mínimo preestablecido; o bien la mejora sea menor que un umbral prefijado.
Este enfoque puede ser aplicado a varios modelos de entonación paramétricos debido a
que es una técnica general para el entrenamiento de modelos de entonación. En general, su
costo computacional es más elevado, ya que cada pregunta candidata exige parametrizar de
nuevo los contornos de la clase. En algunos modelos esto puede resultar muy costoso, como
es el caso del modelo de entonación de Fujisaki, debido al carácter no lineal del sistema
de ecuaciones usado para la optimización. No obstante, con los ordenadores actuales no
es un problema en la práctica.
El uso de una optimización global combinada dentro del bucle de generación del modelo
de entonación evita suposiciones sobre la continuidad del contorno de frecuencia funda-
mental y la extracción oración por oración de los parámetros, que podría producir incon-
sistencias. Aquellos contornos que pertenecen a una clase poseen diferente información
faltante en el contorno de frecuencia fundamental debido a la variación de la ubicación
de los segmentos sordos. De este modo, para cada contorno se puede utilizar la informa-
ción complementaria de los otros contornos de la clase para obtener los parámetros sin la
necesidad de interpolar ni suavizar. Además, el uso de la optimización global aumenta la
consistencia de los parámetros, principalmente en aquellos modelos con múltiples posibles
parametrizaciones, como es el caso del modelo de Fujisaki.
En esta tesis se analiza este enfoque de entrenamiento en dos modelos de entonación:
Bézier (Sección 3.1.3) y Fujisaki (Sección 3.1.4). También se ha aplicado esta técnica en
el modelo de entonación Tilt tanto para el español como para el esloveno [Roj05].
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3.1.3. Modelado de la entonación basado en curvas de Bézier
En este apartado se estudia la aplicación de la metodología JEMA al modelo de en-
tonación propuesto por Escudero [Esc02b]. Dicho modelo utiliza curvas de Bezier para
aproximar cada unidad de entonación, que en este caso son los grupos acentuales.
Escudero exploró varias enfoques de clasificación de los grupos acentuales según varios
autores: Lopez [Lóp93], Garrido [Gar96] , Alcoba [Alc98] y Vallejo [Val98]. Cada uno de
ellos consideró varios factores prosódicos que permiten determinar la forma de los grupos
acentuales.
El primer paso del modelado propuesto por Escudero implica la extracción de los
coeficientes de Bézier que mejor aproximan a cada grupo acentual de los datos de entre-
namiento, teniendo en cuenta ciertos requisitos de continuidad. De esta manera se obtienen
contornos suavizados sin transiciones bruscas entre grupos acentuales.
Luego se extraen las características lingüísticas (F ) correspondientes a cada grupo
acentual para clasificarlos según las propuestas de los diferentes autores estudiados. En
algunos casos esta información no está disponible en un conversor texto a voz, como es
el caso de los nueve tipos de grupos de entonación propuestos por Lopez. En estos casos
Escudero ha realizado simplificaciones siguiendo diversos criterios detallados en su tesis.
Finalmente, el modelo de entonación utiliza un módulo de simulación y otro de gen-
eración para sintetizar el contorno de frecuencia fundamental de un grupo acentual dadas
sus características. Entre las técnicas de simulación utilizadas se encuentran la simu-
lación de distribución normal monovariable, la simulación de distribución normal mul-
tivariable, la simulación multivariable basada en datos y la simulación multivariable de
aceptación/rechazo.
Debido a que en esta tesis utilizamos un árbol de decisión para representar un modelo
de entonación, usaremos esta herramienta de aprendizaje automático para predecir los
coeficientes de Bézier dadas las características (F ). De esta manera, todos los algoritmos
en estudio serán comparables utilizando la misma representación del modelo. Llamaremos
a este método de estimación Bezier-SEMA (Bézier-Separate Extraction and Modelling
Approach).
Bézier-SEMA presenta todas las limitaciones explicadas en la Sección 3.1.1: necesidad
de interpolación de regiones no sonoras y extracción de los parámetros oración por oración.
En esta tesis proponemos estimar el modelo de entonación de Escudero mediante la
técnica JEMA. Tal como hemos explicado en la sección anterior, esperamos que esta
técnica mejore las prestaciones del modelo. Llamaremos a esta nueva estimación Bezier-no
superposicional-JEMA.
Por otra parte, la técnica JEMA permite extender el modelo de Escudero a un modelo
superposicional en el que el contorno es la suma de una componente de frase y otra de
acento, ambas representadas por polinomios de Bezier. Llamaremos a este modelo Bezier-
superposicional-JEMA.
En las siguientes secciones se describen los dos tipos de modelos de entonación prop-
uestos entrenados usando el enfoque JEMA : no-superposicional y superposicional. En el
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primero, la unidad prosódica es el grupo acentual, tal como ocurre en el trabajo de Es-
cudero. Mientras tanto, en el segundo las componentes corresponden al grupo acentual y
al grupo entonativo.
Modelado de la entonación basado en Bézier no-superposicional entrenado
usando el enfoque JEMA
Este modelo de entonación se entrena usando JEMA, tal como se explicó en la Sec-
ción 3.1.2. Aquí detallaremos el algoritmo de optimización de los parámetros de Bézier del
paso 3 de JEMA.
Dado un vector f0, que es el vector resultante de la concatenación de todos los contornos
de entonación de los datos de entrenamiento, la aproximación modela cada grupo acentual
mediante un polinomio de Bezier. Se puede expresar matricialmente como
fˆ0 = Gaaa (3.1)
siendo fˆ0 la aproximación al contorno real f0.
Ga es la matriz con los contornos de entonación g de cada orden del polinomio (0
a N , como se mostró en la Figura 2.5) y de cada clase (0 a M) de todos los contornos
concatenados desde el tiempo de comienzo del primer grupo acentual (0) hasta el tiempo
final del último grupo acentual de los datos de entrenamiento (T ):
Ga =


g0,0(0) g0,1(0) ... g0,N (0) g1,0(0) ... g1,N (0) ... gM,N (0)
g0,0(1) g0,1(1) ... g0,N (1) g1,0(1) ... g1,N (1) ... gM,N (1)
... ... ... ... ... ... ... ... ...
g0,0(T ) g0,1(T ) ... g0,N (T ) g1,0(T ) ... g1,N (T ) ... gM,N (T )

 (3.2)
aa es el vector con los coeficientes de Bézier para cada orden del polinomio (0 a N) y
cada clase (0 a M), cuya solución se desea obtener:
aTa =
[
a0,0a a
0,1
a ... a
0,N
a a
1,0
a ... a
1,N
a ... a
M,N
a
]
(3.3)
Dada una unidad de entonación particular con contorno f0(t1...t2) asignado a la clase
k, el polinomio de Bezier de orden n en el intervalo [t1, t2] está definido por la ecuación 3.4.
gK,n(tˆ) =
N∑
n=0
ak,na
(
N
n
)
tˆn
(
1− tˆ
)(N−n)
(3.4)
El valor tˆ es el resultado de una transformación temporal que traslada el intervalo
[t1, t2] en el intervalo [0, 1]. Además, dicha transformación fija en 0,5 el centro del núcleo
de la sílaba acentuada tn. Con el objetivo de evitar una solución complicada, se fijan las
posiciones de los puntos de Bézier de manera equidistante. De esta manera la flexibilidad
del modelo se reduce pero se simplifica el cálculo de los coeficientes óptimos.
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Con el objeto de obtener los parámetros aTa óptimos, se minimiza el error de aproxi-
mación e con respecto al contorno de entonación real f0.
e = f0 − fˆ0 (3.5)
e2 = eT e = (f0 − fˆ0)
T (f0 − fˆ0) (3.6)
La minimización se hace derivando la función de error cuadrático e2 con respecto a los
coeficientes de Bézier aa e igualando a cero.
∂e2
∂aa
=
∂
∂aa
(f0 −Gaaa)
T (f0 −Gaaa) = 0 (3.7)
Aplicando la siguiente identidad matricial:
(AB)T = BTAT (3.8)
obtenemos
∂e2
∂aa
=
∂
∂aa
(fT0 − a
T
aG
T
a )(f0 −Gaaa) = 0 (3.9)
Aplicando la propiedad distributiva:
∂e2
∂aa
=
∂
∂aa
(fT0 f0 − f
T
0 Gaaa − a
T
aG
T
a f0 + a
T
aG
T
aGaaa) = 0 (3.10)
y luego las siguientes identidades matriciales:
∂xTBx
∂x
= (B +Bt)x (3.11)
∂aTx
∂x
=
∂xT a
∂x
= a (3.12)
se obtiene finalmente
∂e2
∂aa
=
∂
∂aa
(−(fT0 Ga)
T − (GTa f0) +
(
(GTaGa) + (G
T
aGa)
T
)
aa) = 0 (3.13)
Usando la identidad AAT = ATA y despejando obtenemos la expresión que minimiza
el error e:
GTa f0 = G
T
aGaaa (3.14)
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Como se mencionó anteriormente, esta expresión será usada en cada iteración y para
cada posible pregunta del árbol con el fin de obtener los parámetros óptimos. El error de
aproximación se calculará según la expresión del error cuadrático e2 para medir el grado
de mejora del modelo.
Una vez encontrada la pregunta que producirá la partición con el mínimo error, los
coeficientes aa resultantes de tal árbol serán el punto de partida para la mejora en la
siguiente iteración.
Los coeficientes aa obtenidos una vez cumplida la condición de parada de JEMA serán
usados por el sintetizador para generar los contornos de entonación de la conversión texto
a voz. Previamente los árboles determinarán a partir de las características lingüísticas la
clase m que debe utilizarse en cada grupo acentual.
Una limitación del enfoque JEMA para el entrenamiento de modelos es la imposibilidad
de fijar condiciones de continuidad para todos los contornos. De esta manera, aparecerán
discontinuidades en los puntos de unión de las unidades prosódicas de las componentes.
Esta limitación puede causar efectos no deseados, tales como discontinuidades en el medio
de una palabra en caso de usar la definición de la Sección 2.2.1 para el grupo acentual.
Este problema puede minimizarse aplicando un suavizado en la discontinuidad.
Modelado de la entonación basado en Bézier superposicional entrenado usando
el enfoque JEMA
En esta sección se explicará el uso de JEMA para el entrenamiento de un modelo
superposicional de la entonación. La utilidad del enfoque superposicional se centra en la
descomposición del contorno en varias componentes, lo cual permite su estudio y modelado
por separado.
Para que el modelo de entonación superposicional puede ser entrenado usando el en-
foque JEMA, es necesario hacer una modificación en sus pasos. En el modelo superposi-
cional existen dos árboles, uno para el tratamiento de los grupos entonativos, y otro para
los grupos acentuales. Los árboles son generados conjuntamente, siendo evaluados en for-
ma alternativa en cada iteración. Por ejemplo, en la primera iteración se evalúa el árbol
de grupos entonativos, en la segunda el que corresponde a los grupos acentuales, y así
sucesivamente.
En este algoritmo propuesto se decidió no evaluar para cada una de las M posibles
particiones del árbol de grupos entonativos cada una de las N posibles particiones del árbol
de grupos acentuales debido al número M ×N de variantes. Con la evaluación alternativa
propuesta se reduce el número de diferentes posibilidades que se deben analizar a M +N .
La optimización global para obtener los coeficientes de Bézier para los grupos entona-
tivos y grupos acentuales resulta en:
fˆ0 = Gpap +Gaaa (3.15)
siendo fˆ0 la aproximación al contorno real, Gp los contornos de los polinomios de los
grupos entonativos, ap los coeficientes óptimos de los polinomios de los grupos entonativos,
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Ga los contornos de los polinomios de los grupos acentuales y aa los coeficientes óptimos
de los polinomios de los grupos acentuales.
El objetivo es minimizar el error de aproximación e con respecto al contorno de en-
tonación real f0, que es el vector resultante de la concatenación de todos los contornos de
entonación de los datos de entrenamiento.
La minimización se hace derivando la función de error cuadrático e2 con respecto a los
coeficientes de Bézier ap y aa e igualando a cero.
∂e2
∂ap
=
∂
∂ap
(f0 −Gpap −Gaaa)
T (f0 −Gpap −Gaaa) = 0 (3.16)
∂e2
∂aa
=
∂
∂aa
(f0 −Gpap −Gaaa)
T (f0 −Gpap −Gaaa) = 0 (3.17)
Aplicando las identidades matriciales de la sección anterior, obtenemos la ecuación
matricial para calcular los coeficientes óptimos de Bézier del modelo superposicional:
[
GTp f0
GTa f0
]
=
[
GTpGp G
T
pGa
GTaGp G
T
aGa
] [
ap
aa
]
(3.18)
Esta representación polinómica del contorno de frecuencia fundamental proporciona
una gran flexibilidad de modelado, que dependerá del orden N elegido para los polinomios.
Finalmente, es importante destacar que debido a la ambigüedad de la formulación
superposicional, es necesario utilizar JEMA para extraer adecuadamente cada componente.
No es posible extraer las componentes usando SEMA sin hacer suposiciones adicionales
acerca de las características de las mismas.
En la Figura 3.12 se puede ver un ejemplo de la evolución en el modelado de la en-
tonación basado en Bézier superposicional entrenado usando el enfoque JEMA. El contorno
corresponde a una frase, aunque en el entrenamiento participa todo un corpus. La frase en
particular es “¿Cómo se llamaba el caballo de Calígula?”, que tiene 2 grupos de entona-
tivos “[¿Cómo se llamaba] [el caballo de Calígula?]”, y cuatro grupos acentuales “(¿Cómo)
(se llamaba) (el caballo) (de Calígula?)”.
La primera iteración muestra el modelado de un contorno de frecuencia fundamental
utilizando dos clases para el grupo entonativo y una clase para el grupo acentual. La
declinación se modela correctamente, pero en cambio, el contorno de la juntura terminal
en el medio y el final de la frase no son modelados apropiadamente.
El contorno de la juntura terminal en el medio de la oración es modelado apropi-
adamente a partir de la iteración 5, mientras que la juntura terminal de final de frase
interrogativa es modelada correctamente luego de la iteración 10. Ya existen indicios de
frase interrogativa después de la iteración 5, pero la excursión es pequeña y podría ocurrir
que la oración no fuese percibida como una pregunta.
En este ejemplo se puede observar que en algunas iteraciones no ocurren mejoras
en la aproximación del contorno real. En dichas ocasiones se ha disminuido el error de
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Figura 3.12: Evolución del contorno JEMA.
aproximación con respecto a otros contornos de los datos de entrenamiento, los cuales no
comparten características similares con el contorno del ejemplo.
3.1.4. Modelado de la entonación usando el enfoque de Fujisaki
En esta sección se desarrolla el algoritmo de optimización global para aplicar la metodología
JEMA al modelo de Fujisaki. Dado que el modelo de Fujisaki no permite encontrar
una solución cerrada para hallar los comandos que mejor aproximan al contorno, tradi-
cionalmente se han utilizado algoritmos de gradientes combinados con técnicas heurísti-
cas [Möb95, Mix00, Nar02b, Agü04b]. Recientemente Silva et al [Sil04] presentó un método
para buscar la amplitud de los comandos de acento. En este apartado proponemos una
generalización para incluir la estimación de las amplitudes de los comandos de frase.
Modelado de la entonación usando el enfoque de Fujisaki aplicando JEMA
En este apartado se propone entrenar el modelo de entonación de Fujisaki usando
JEMA para resolver los problemas de entrenamiento de las propuestas explicadas en la
Sección 3.1.1. Con el fin de mejorar la precisión de los parámetros obtenidos, en esta sección
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se incluye una formulación cerrada para el cálculo de las amplitudes. En esta formulación
cerrada que se propone se asume que los instantes de tiempo son conocidos y obtenidos
mediante otros procedimientos, como por ejemplo, una búsqueda basada en una cuadrícula
de valores posibles, o técnicas de gradiente. En nuestro caso hemos usado el algoritmo de
gradiente descendente, lo que proporciona una solución más precisa que una búsqueda en
una cuadrícula.
La cantidad de comandos de acento y frase se encuentra relacionada con el número
de grupos acentuales y grupos entonativos. En esta tesis se supone que para cada grupo
acentual existe un comando de acento, y para cada grupo entonativo habrá un comando
de frase. El tiempo T0 de los comandos de frase es relativo al tiempo inicial del primer
fonema del grupo entonativo. A su vez, el tiempo T1 de los comandos de acento es relativo
al tiempo inicial del núcleo de la sílaba acentuada del grupo acentual. El tiempo T2 es
relativo al instante T1, y fija la duración del comando de acento.
El bucle de optimización se muestra en la Figura 3.13. El mismo consiste en una com-
binación de una optimización de los valores de amplitud usando una formulación cerrada,
y la actualización de los valores de los instantes de tiempo de acuerdo al gradiente. A
través de sucesivas iteraciones se encuentra la solución óptima.
Figura 3.13: Bucle de actualización de los parámetros de los comandos de acento y frase.
Para explicar el cálculo de los valores de amplitud, haremos uso de la Ecuación 3.19:
fˆ0 = ln fb u+Gpap +Gaaa (3.19)
siendo fˆ0 la aproximación al contorno real, fb un escalar que representa la frecuencia
base, u un vector de unos, Gp los contornos de los comandos de frase, ap la amplitud de
los comandos de frase, Ga los contornos de los comandos de acento y aa la amplitud de
los comandos de acento. Las matrices de contornos toman el valor según lo establecen
las ecuaciones del modelo de Fujisaki explicadas en la Sección 2.2.5. El tamaño de los
vectores ap y aa depende de cuantas clases posibles de comandos de frase y acento se
consideren. Este número va aumentando aplicando el procedimiento JEMA explicado en
la Sección 3.1.2.
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El objetivo es minimizar el error de aproximación e con respecto al contorno de en-
tonación real f0, que es el vector resultante de la concatenación de todos los contornos de
entonación de los datos de entrenamiento.
La optimización de los instantes de tiempo no se puede realizar mediante una solución
cerrada debido a se encuentran en el exponente de las ecuaciones del modelo de Fujisaki.
Por lo tanto, se decidió realizar la optimización mediante un algoritmo iterativo que utiliza
el gradiente de la función para encontrar el valor óptimo de los parámetros. El algoritmo
de gradiente descendente permite hallar el valor óptimo de los instantes de tiempo a través
de sucesivas iteraciones minimizando el error e de estimación con respecto a los contornos
originales. Inicialmente los instantes de tiempo de los comandos se inicializan en un valor:
T 00 = 0ms, T
0
1 = 0ms y T
0
2 = 50ms. Recordemos que T0 y T1 están referidos al inicio del
grupo entonativo y el grupo acentual respectivamente.
Luego se calcula el gradiente de la función en el instante k de acuerdo al valor de los
instantes de tiempo en k (T k = {T k0 , T
k
1 , T
k
2 }), lo cual permitirá asegurar que en el instante
siguiente k + 1 los valores de los instantes de tiempo son más óptimos:
dk = −∇e(T k) (3.20)
Los valores de los instantes de tiempo del instante k + 1 se calculan en función de la
dirección de gradiente descendente dk y un parámetro αk que debe tener un valor adecuado
para asegurar la convergencia:
T k+1 = T k + αkdk (3.21)
El valor de αk se obtiene de manera tal de minimizar el error de aproximación, el cual
puede ser hallado mediante una búsqueda lineal:
mı´n
αk
e(T k + αkdk) (3.22)
Formulación cerrada para el cálculo de las amplitudes de los comandos
Con el objeto de reducir el tiempo de optimización de los parámetros y aumentar
la precisión de los mismos se realizaron algunas modificaciones al algoritmo propuesto
por Silva [Sil04] para estimar conjuntamente los valores óptimos de la amplitud de los
comandos de frase (Ap) y de acento (Aa), y de la frecuencia base (ln fb).
La optimización se hace derivando la función de error cuadrático e2 con respecto a la
amplitud de los comandos de frase ap, la amplitud de los comandos de acento aa y el ln fb,
e igualando a cero.
∂e2
∂ ln fb
=
∂
∂ ln fb
(f0 − ln fbu−Gpap −Gaaa)
T (f0 − ln fbu−Gpap −Gaaa) = 0 (3.23)
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∂e2
∂ap
=
∂
∂ap
(f0 − ln fbu−Gpap −Gaaa)
T (f0 − ln fbu−Gpap −Gaaa) = 0 (3.24)
∂e2
∂aa
=
∂
∂aa
(f0 − ln fbu−Gpap −Gaaa)
T (f0 − ln fbu−Gpap −Gaaa) = 0 (3.25)
Aplicando las identidades matriciales de la sección anterior, obtenemos la ecuación
matricial para calcular la amplitud óptima de los comandos del modelo de Fujisaki:

 u
T f0
GTp f0
GTa f0

 =

 u
Tu uTGp u
TGa
GTp u G
T
pGp G
T
pGa
GTa u G
T
aGp G
T
aGa



 ln fbGp
Ga

 (3.26)
Este conjunto de ecuaciones permite una rápida y precisa solución de los comandos de
amplitud, y evita la optimización por gradiente de tres de las seis variables en juego: las
amplitudes aa y ap, y la frecuencia base fb.
Es necesario aclarar que esta formulación también puede ser usada para extraer los
parámetros de Fujisaki oración por oración usando el enfoque de entrenamiento SEMA.
El único requisito para ello es la existencia de valores de frecuencia fundamental en todo
el contorno, lo cual hace necesario el uso de la interpolación en los segmentos sordos.
3.2. Modelado de la duración
El proceso de generación de un modelo de duración es más simple que para un modelo
de entonación. El objetivo del modelo es predecir la duración segmental. Por lo tanto, no
es necesario seleccionar una unidad prosódica diferente al segmento.
Sin embargo, en algunos casos es útil dividir el problema de la generación de la du-
ración de los segmentos en dos sub-problemas para tener en cuenta las características de
temporización del idioma, tal como propone Campbell [Cam92a, Cam92b].
La clasificación tradicional establece que las lenguas pueden dividirse en aquellas
que tienen un ritmo silábico (o isocronía silábica) y aquellas que tienen ritmo acentu-
al (isocronía acentual). Las investigaciones que han intentado situar al español en al-
guno de estos extremos ponen de relieve la dificultad de su clasificación como silábica
([Alm97, Car91]) o acentual ([Man83]). Estas mismas dificultades para la clasificación
pueden observarse en otros idiomas (por ejemplo, en el inglés [Bou04]).
En esta tesis proponemos la predicción de la duración suprasegmental, para luego
utilizarla como información para estimar la duración de los segmentos constituyentes.
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3.2.1. Predicción de la duración usando dos niveles.
El modelado de la duración segmental en base a la duración suprasegmental permitiría
la utilización de la isocronía del idioma tanto para mejorar la percepción del patrón rít-
mico clásico del idioma, como para incrementar la precisión del modelado de la duración
segmental.
En el caso del español, existen en la literatura resultados dispares. Por ejemplo, tanto
Navarro Tomás [Tom22] como Borzone de Manrique y Signorini [Man83] estiman que el
español debería ser catalogado como lengua de ritmo acentual, tal como ocurre con el
inglés. Por otro lado, otros autores definen al español como lengua de ritmo silábico (Gili
Gaya [Gay40], Delattre [Del66], Olsen [Ols72] y Carrió Eont y Ríos Mestre [Car91]).
En su trabajo de 1988, Toledo [Tol88] realizó un análisis detallado del ritmo en distintos
estilos del habla por parte de hispanoparlantes sudamericanos. Como resultado de estos
estudios se concluye que la duración de la sílaba se ve incrementada por tres factores:
acento, posición ante la pausa y el número de los segmentos que lo constituyen.
En el mismo sentido, Pointon [Poi80] indica que no puede hablarse de ritmo en español
en el sentido de producción de secuencias isócronas, tanto por lo que respecta a la sílaba
como a los períodos entre acentos. Lo que existe, mas bien, es un patrón temporal condi-
cionado por el número y tipo de segmentos en cada sílaba y la presencia o ausencia del
acento.
El estudio de la duración silábica en base al número de segmentos constituyentes de
los datos disponibles para los experimentos de esta tesis, revela que tanto para el locutor
femenino como para el masculino la duración de la sílaba depende de dicho número. La
Figura 3.14 muestra, para dos bases de datos de habla leída (locutor femenino y locutor
masculino), la relación entre la duración silábica y el número de segmentos constituyentes
usando los datos disponibles para los experimentos del capitulo 4. Se aprecia claramente
que la duración de la sílaba crece con el número de fonemas.
Para este análisis se dispuso de la duración de 18,603 sílabas, mientras que el número de
fonemas es 43,800. La silabificación se obtuvo en forma automática a través del uso de un
conjunto de reglas del español. La segmentación de los fonemas en el audio fue automática
usando la transcripción fonética disponible, que fue corregida manualmente, y el sistema
de reconocimiento del habla de la UPC: RAMSES [Bon98]. Mediante el entrenamiento de
Modelos Ocultos de Markov (HMM) de semifonemas con contexto, se determinaron las
fronteras de los fonemas utilizando alineamiento forzado.
Por otra parte, tal como indican muchos autores en la literatura, es importante señalar
que la duración segmental esta relacionada con la duración de la sílaba, y el número y tipo
de segmentos constituyentes.
En la Tabla 3.1 se observa que en muchos casos existe una alta correlación entre la
duración del fonema y la sílaba. Por ejemplo: /b/ para una sílaba con dos fonemas tiene
una correlación de 0,849. Sin embargo, el mismo fonema tiene una muy baja correlación
de −0,046 con la duración de una sílaba, cuando la misma tiene cuatro fonemas. Este
comportamiento se corresponde con el indicado por diversos autores mencionados anteri-
ormente.
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Figura 3.14: Distribución de la duración de la sílaba para diferente número de segmentos
constituyentes
Fonema 2 fon. 3 fon. 4 fon.
a 0.692 0.670 0.560
b 0.849 0.543 -0.046
B 0.527 0.485 0.455
d 0.762 0.539 0.734
D 0.676 0.539 0.201
e 0.699 0.656 0.465
f 0.765 0.531 0.706
g 0.488 0.605 -0.049
G 0.513 0.374 0.407
i 0.699 0.618 0.813
j 0.523 0.569 0.401
J 0.631 0.737
jj 0.663 0.439
k 0.721 0.571 0.571
l 0.660 0.603 0.691
L 0.776 0.603
Fonema 2 fon. 3 fon. 4 fon.
m 0.601 0.523 0.541
n 0.700 0.531 0.830
N 0.634 0.681 0.733
o 0.699 0.682 0.485
p 0.864 0.541 0.449
r 0.457 0.241 0.246
R 0.503 0.521 0.731
rr 0.694 0.591 0.782
s 0.734 0.778 0.769
t 0.571 0.410 0.626
T 0.771 0.576 0.369
tS 0.624 0.654
u 0.617 0.597 0.697
w 0.683 0.633 0.637
x 0.685 0.419 0.937
z 0.908 0.776 0.699
Tabla 3.1: Análisis de la correlación entre la duración de la sílaba y la duración segmental
para cada fonema discriminado por el número de segmentos constituyentes de la sílaba.
En esta tesis se propone el modelado conjunto de la duración de la sílaba (duración
suprasegmental) y el fonema (duración segmental) utilizando dos enfoques.
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El primero de ellos modelará la duración segmental como una fracción de la duración
suprasegmental. Se estudiarán dos estimadores de los parámetros: estimación separada y
estimación conjunta.
En el segundo enfoque se considerará lo observado en la Tabla 3.1 acerca de la ausencia,
en algunos casos, de correlación entre la duración segmental y la suprasegmental. En este
sentido se explorará un algoritmo que combina la predicción de la duración segmental
como fracción de la duración suprasegmental, y también en forma absoluta.
3.2.2. Modelado de la duración segmental como una fracción de la du-
ración suprasegmental usando estimación separada
El primer algoritmo para la predicción de la duración segmental (de los fonemas) en
base a la duración suprasegmental utiliza un enfoque separado para el entrenamiento del
modelo segmental y el suprasegmental.
En esta sección de la tesis se propone modelar la duración segmental como una fracción
f de la duración suprasegmental, minimizando el error e con respecto a la duración real
de los fonemas de los datos de entrenamiento.
En la Ecuación 3.27 se observa el cálculo del error e del modelo que debe ser minimizado
ajustando los valores de las fracciones fˆi y las duraciones de las sílabas
ˆdsili .
e2 =
N∑
i
(di − fˆi.
ˆdsili )
2 (3.27)
La duración suprasegmental es modelada usando árboles de regresión sobre un conjunto
de parámetros F , que son considerados relevantes para la estimación de la duración de la
sílaba, tales como:
Posición de la sílaba con respecto a la pausa más cercana. Por ejemplo: PREPAUSAL.
Presencia de un acento en la sílaba. Por ejemplo: NOACENTUADA.
Secuencia de fonemas constituyentes de la sílaba. Por ejemplo: /nes/.
Punto de articulación de los fonemas constituyentes de la sílaba. Por ejemplo: ALVEOLAR-
FRONTAL-ALVEOLAR.
Modo de articulación de los fonemas constituyentes de la sílaba. Por ejemplo: NASAL-
MEDIOCERRADA-FRICATIVA.
Tipo de fonemas constituyentes de la sílaba (consonantes o vocales). Por ejemplo:
CVC.
Sonoridad de los fonemas constituyentes de la sílaba (sonoros o sordos). Por ejemplo:
SONORO-SONORO-SORDO.
Posición de la sílaba relativa al grupo entonativo. Por ejemplo: FINAL.
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Posición de la sílaba relativa a la palabra. Por ejemplo: FINAL.
Número de sílabas que constituyen la palabra. Por ejemplo: 6.
Número de fonemas que constituyen la sílaba. Por ejemplo: 3.
En cambio, la duración segmental se obtiene como una fracción de la duración silábica:
dfonema = f.dsilaba. En consecuencia, en lugar de modelar la duración del fonema, se
modela el factor f .
El factor f también se estima usando árboles de regresión sobre un conjunto de
parámetros F , que son considerados relevantes para la estimación de dicho factor, tales
como:
Características articulatorias del fonema: punto de articulación, modo de articu-
lación, tipo de fonema y sonoridad. Por ejemplo: FRONTAL, MEDIOCERRADA,
VOCAL y SONORO.
Características articulatorias del fonema precedente. Por ejemplo: ALVEOLAR, NASAL,
CONSONANTE y SONORO.
Características articulatorias del fonema subsiguiente. Por ejemplo: ALVEOLAR,
FRICATIVA, CONSONANTE y SORDO.
Posición dentro de la sílaba: onset, núcleo o coda. Por ejemplo: NUCLEO.
Posición de la sílaba con respecto a la pausa más cercana. Por ejemplo: PREPAUSAL.
Presencia de un acento en la sílaba. Por ejemplo: NOACENTUADA.
Secuencia de fonemas constituyentes de la sílaba. Por ejemplo: /nes/.
Punto de articulación de los fonemas constituyentes de la sílaba. Por ejemplo: ALVEOLAR-
FRONTAL-ALVEOLAR.
Modo de articulación de los fonemas constituyentes de la sílaba. Por ejemplo: NASAL-
MEDIOCERRADA-FRICATIVA.
Tipo de fonemas constituyentes de la sílaba (consonantes o vocales). Por ejemplo:
CVC.
Sonoridad de los fonemas constituyentes de la sílaba (sonoros o sordos). Por ejemplo:
SONORO-SONORO-SORDO.
Número de fonemas que constituyen la sílaba. Por ejemplo: 3.
Este tipo de modelo no considera la interacción entre la estimación del valor de la sílaba
y los factores de los fonemas constituyentes, debido a que los dos árboles de regresión son
entrenados en forma separada. Es decir, en primer lugar se modela mediante un árbol de
regresión la duración de la sílaba, para obtener el valor estimado de la misma: ˆdsil. Luego,
80
3.2. MODELADO DE LA DURACIÓN
81
otro árbol de regresión modela el factor fˆ , considerando la duración de la sílaba un valor
conocido, obtenido mediante la estimación proporcionada por el árbol de modelado de la
duración silábica.
Una consecuencia de esto es la obtención de una solución conjunta sub-óptima, la cual
no solamente es originada por la característica greedy del entrenamiento de árboles de
regresión, sino que es consecuencia de su crecimiento en forma independiente.
En las siguientes secciones se presentarán dos algoritmos para el modelado de la du-
ración segmental como fracción de la duración suprasegmental que consideran la interac-
ción entre los diferentes niveles en el momento del entrenamiento.
3.2.3. Modelado de la duración segmental como una fracción de la du-
ración suprasegmental usando estimación conjunta
Uno de los principales problemas del modelado separado de la duración segmental y
la suprasegmental es la tendencia al modelado de fenómenos segmentales por parte del
modelo suprasegmental, o viceversa. La consecuencia inmediata de esto es una reducción
de la capacidad de modelado y generalización, a causa de no considerar la interacción entre
los niveles segmental y suprasegmental.
El algoritmo para la estimación conjunta de la duración suprasegmental y segmental
descrito en esta sección utiliza también árboles, con el objeto de aglutinar sílabas y fonemas
en grupos con una cantidad suficiente de elementos que permitan una estimación de una
fracción fˆ y una duración silábica dˆsil adecuadas, en la Ecuación 3.27.
Como consecuencia de este agrupamiento de sílabas y fonemas, se puede reformular
la Ecuación 3.27 para considerar esta nueva forma de estructurar la información. En la
Ecuación 3.28 se considera la pertenencia tanto de la sílaba como del fonema a una agru-
pación. En el caso de la sílaba, la agrupación a la que pertenece está representada por el
subíndice Csi, mientras que la agrupación a la que corresponde el fonema es Cfi.
e2 =
N∑
i
(di − fˆCfi .dˆ
sil
Csi
)2 (3.28)
Los valores óptimos para fˆCfi y dˆ
sil
Csi
se obtienen derivando la expresión del error e2
con respecto a dichos parámetros e igualando a cero:
∂e2
∂fˆCfi
= 2.
N∑
i
(di − fˆCfi .dˆ
sil
Csi
)(−dˆsilCsi) = 0 (3.29)
∂e2
∂dˆsilCsi
= 2.
N∑
i
(di − fˆCfi .dˆ
sil
Csi
)(−fˆCfi) = 0 (3.30)
Acomodando estas expresiones, se obtiene el conjunto de ecuaciones no lineales que
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permite estimar los valores óptimos para fˆCfi y dˆ
sil
Csi
:
N∑
i
di.dˆ
sil
Csi
=
N∑
i
fˆCfi .(dˆ
sil
Csi
)2 (3.31)
N∑
i
di.fˆCfi =
N∑
i
dˆsilCsi .(fˆCfi)
2 (3.32)
Este modelo presenta ventajas en lo referente a una mejor estimación de las dura-
ciones silábicas y los factores segmentales influyentes, debido a la optimización conjunta.
Análogamente a lo explicado para el modelado de la entonación usando JEMA, en forma
alternada se produce una mejora de los modelos segmentales y suprasegmentales. Es de-
cir, en una iteración se estiman las fracciones fˆ óptimas para las duraciones segmentales
dejando constantes las duraciones suprasegmentales dˆsil. En la siguiente iteración, se re-
calculan las duraciones suprasegmentales dˆsil óptimas dejando constantes las fracciones fˆ
óptimas obtenidas en la iteración anterior. Este proceso iterativo continua en forma alter-
nada hasta que se alcanza una condición de convergencia acerca del porcentaje de mejora
del error. Si la mejora del error es inferior a un umbral preestablecido, se considera que se
ha convergido al valor óptimo de los parámetros fˆ y dˆsil.
3.2.4. Modelado mixto de la duración segmental como una fracción de la
duración suprasegmental y en forma absoluta usando estimación
conjunta
Tal como se observó en la Tabla 3.1, no siempre es conveniente modelar la duración
segmental considerando la duración suprasegmental. Por ejemplo, el fonema /b/ para una
sílaba con dos fonemas tiene una correlación de 0,849. Sin embargo, el mismo fonema tiene
una muy baja correlación de −0,046 con respecto a la duración de una sílaba con cuatro
fonemas.
En esta sección proponemos un enfoque mixto para el modelado de la duración seg-
mental. El mismo considera tanto su modelado en forma independiente de la duración
suprasegmental, como su modelado como fracción de la duración suprasegmental.
En la siguiente ecuación se puede observar la ecuación del error de aproximación e2
del enfoque propuesto. N representa el número de sílabas en los datos de entrenamiento,
mientras que Mi corresponde al número de fonemas de la sílaba i-ésima. Es importante
destacar que, a diferencia de los modelos de las secciones anteriores, en este caso el mod-
elado se realiza a nivel de sílaba, considerando la duración segmental como parte de la
duración suprasegmental.
De la misma manera que en la expresión del modelo de la sección anterior, la agrupación
a la que pertenece la sílaba i-ésima está representada por el subíndice Csi, mientras que
la agrupación a la que corresponde el fonema j-ésimo de la sílaba i-ésima es Cf ji .
El factor αij puede tener valor 0 o 1. El mismo codifica la posibilidad de representar al
fonema como una fracción de la duración de la sílaba (fˆ
Cf
j
i
dˆsilCsi), o bien en forma absoluta
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(dˆfonema
Cf
j
i
).
e2 =
N∑
i

dsili −
Mi∑
j
(
αij(fˆCfj
i
dˆsilCsi) + (1− α
i
j)dˆ
fonema
Cf
j
i
)
2
(3.33)
Los valores óptimos para fˆ
Cf
j
i
, dˆfonema
Cf
j
i
y dˆsilCsi se obtienen derivando la expresión del
error e2 con respecto a dichos parámetros e igualando a cero:
∂e2
∂fˆ
Cf
j
i
= 2
N∑
i

dsili −
Mi∑
j
(
αij(fˆCfj
i
dˆsilCsi) + (1− α
i
j)dˆ
fonema
Cf
j
i
)(−αij dˆsilCsi
)
= 0 (3.34)
∂e2
∂dˆfonema
Cf
j
i
= 2
N∑
i

dsili −
Mi∑
j
(
αij(fˆCfj
i
dˆsilCsi) + (1− α
i
j)dˆ
fonema
Cf
j
i
)(−(1− αij)) = 0 (3.35)
∂e2
∂dˆsilCsi
= 2
N∑
i

dsili −
Mi∑
j
(
αij(fˆCfj
i
dˆsilCsi) + (1− α
i
j)dˆ
fonema
Cf
j
i
)(−αij fˆCfj
i
)
= 0 (3.36)
Acomodando estas expresiones, se obtiene el conjunto de ecuaciones no lineales que
permite estimar los valores óptimos para fˆ
Cf
j
i
, dˆfonema
Cf
j
i
y dˆsilCsi :
N∑
i
[
dsili
(
αij dˆ
sil
Csi
)]
=
N∑
i

Mi∑
j
(
αij(fˆCfj
i
dˆsilCsi) + (1− α
i
j)dˆ
fonema
Cf
j
i
)(
αij dˆ
sil
Csi
) (3.37)
N∑
i
[
dsili
(
1− αij
)]
=
N∑
i

Mi∑
j
(
αij(fˆCfj
i
dˆsilCsi) + (1− α
i
j)dˆ
fonema
Cf
j
i
)(
1− αij
) (3.38)
N∑
i
[
dsili
(
αij fˆCfj
i
)]
=
N∑
i

Mi∑
j
(
αij(fˆCfj
i
dˆsilCsi) + (1− α
i
j)dˆ
fonema
Cf
j
i
)(
αij fˆCfj
i
) (3.39)
El modelo descrito tiene una mayor flexibilidad, y por consiguiente una mejor capacidad
de modelado que el descrito en la sección anterior, debido a la inclusión de dos nuevos
parámetros ajustables: dˆfonema y α. Además, comparte las ventajas de la utilización del
modelado usando JEMA, que en forma alternada produce una mejora de los modelos
segmentales y suprasegmentales.
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Debido al caracter no lineal de las ecuaciones resultantes para la optimización, se
decidió utilizar un algoritmo iterativo que utiliza el gradiente de la función para encontrar
el valor óptimo de los parámetros. El algoritmo utilizado es el de gradiente descendente, ya
explicado en la Sección 3.1.4 para el cálculo de los parámetros del modelo de entonación
de Fujisaki.
3.3. Modelado de las junturas terminales
En la sección 2.3 del capítulo 2 se explicaron varias técnicas para el modelado de las
junturas terminales orientadas al entrenamiento con datos. En esta tesis experimentaremos
con tres modelos de junturas terminales con el objeto de comparar las distintas técnicas
usando el mismo conjunto de datos, y de esta manera obtener una mejor noción acerca de
los puntos fuertes y débiles de cada una:
CART. Modelado de las junturas usando CART.
CART+LM. Modelado de las junturas usando CART y un modelo de lenguaje de
las junturas.
FST. Modelado de las junturas usando un transductor de estados finitos.
3.3.1. Modelado de las junturas terminales usando CART.
Un enfoque básico para predecir las junturas terminales es el uso de árboles de decisión
binaria. Mediante el árbol se decide si es necesario colocar una juntura terminal después
de cada palabra, tal como han propuesto en la literatura varios autores [Pri96][Koe00].
Sin embargo, tal como señala Black [Bla97] en su artículo, la utilización de árboles de
decisión sin tener en cuenta las decisiones previas puede llevar a la predicción de junturas
terminales en palabras consecutivas cuando no es apropiado, a la falta de junturas termi-
nales en una secuencia larga de palabras, o bien a la predicción en lugares no adecuados.
En esta tesis se propone tomar la decisión acerca de la presencia de una juntura
terminal usando un conjunto de características que también consideran la ubicación de la
última juntura predicha, tal como lo han propuesto Prieto et al [Pri96]. Podemos observar
que cada característica utilizada se enfoca en un aspecto diferente de la modelización de
las junturas terminales:
Ventana de POS. Para modelar las combinaciones de POS (Part-Of-Speech, o
etiquetas morfológicas) que pueda tener una juntura terminal se utiliza una ventana
con tres POS a la izquierda y dos POS a la derecha. Los POS se proporcionan en
forma individual y en forma agrupada, para permitir al árbol de decisión realizar
una elección usando la cantidad adecuada de los mismos
Puntuación. Esta característica es importante porque muchas junturas terminales
están relacionadas con signos de puntuación.
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Distancia desde la última juntura terminal. El objetivo es evitar predecir jun-
turas terminales en palabras consecutivas, o bien junturas terminales muy distantes.
A pesar de que el modelo es simple, los resultados son satisfactorios tal como se muestra
en los resultados experimentales del capítulo 4 (Sección 4.4.2).
3.3.2. Modelado de las junturas terminales usando CART y un modelo
de lenguaje.
Como se introdujo en la sección 2.4.3, Black et al. [Bla97] proponen la predicción de
junturas terminales usando la regla de decisión de Bayes. Este enfoque debería aportar
mejoras en las prestaciones del sistema propuesto en la sección anterior debido a que las
decisiones se toman en forma óptima para toda la oración, en lugar de realizar decisiones
locales.
El objetivo de este método es maximizar la probabilidad
J(C1,n) = argmax
j1,n
P (j1,n|C1,n) (3.40)
donde J(C1,n) es la secuencia de n decisiones sobre la presencia de junturas terminales,
Ci es la información de contexto de la frontera de la palabra que es evaluada, y ji es una
etiqueta acerca de la presencia (J) o o no (J) de una juntura terminal al final de la palabra.
La expresión anterior se puede escribir como
J(C1,n) = argmax
j1,n
P (j1,n, C1,n)
P (C1,n)
(3.41)
donde P (j1,n, C1,n) se puede descomponer en
P (j1,n, C1,n) =
n∏
i=1
P (Ci|j1,i, C1,i−1)P (ji|j1,i−1, C1,i−1) (3.42)
Si se hacen algunas suposiciones como las siguientes
P (Ci|j1,i, C1,i−1) ≈ P (Ci|ji) (3.43)
P (ji|j1,i−1, C1,i−1) ≈ P (ji|ji−k,i−1) (3.44)
obtenemos
P (j1,n, C1,n) =
n∏
i=1
P (Ci|ji)P (ji|ji−k,i−1) (3.45)
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Si se usa la siguiente igualdad
P (Ci|ji) =
P (Ci)P (ji|Ci)
P (ji)
(3.46)
se obtiene finalmente
P (j1,n, C1,n) =
n∏
i=1
P (Ci)P (ji|Ci)
P (ji)
P (ji|ji−k,i−1) (3.47)
Como consecuencia, maximizamos la siguiente expresión
J(C1,n) = argmax
j1,n
n∏
i=1
P (ji|Ci)
P (ji)
P (ji|ji−k,i−1) (3.48)
donde P (ji|Ci) es la probabilidad de que exista una juntura terminal dado el con-
texto Ci, P (ji) es la probabilidad de la existencia o no de una juntura terminal, y
P (ji|ji−k · · · ji−1) es el n-grama que describe la probabilidad de una juntura dada la se-
cuencia de k decisiones previas sobre junturas.
La probabilidad P (ji|Ci) se ha estimado mediante CART usando la información sobre
POS y puntuación, tal como propone Sun et al. [Sun01]. La información relacionada con la
distancia con respecto a la última juntura terminal no se usa debido a que es considerada
por el modelo de lenguaje.
3.3.3. Modelado de las junturas terminales usando transductores de es-
tados finitos.
Este tercer algoritmo propuesto realiza una conversión de las etiquetas POS en eti-
quetas de junturas terminales. La ecuación de partida es la misma que la primera de
la sección anterior, pero aquí se simplifican los contextos utilizando únicamente el POS.
Aunque el contexto es más limitado, veremos que no será necesario realizar aproximaciones
tan severas como las utilizadas en la sección anterior.
El problema se puede resolver mediante un transductor de estados finitos (FST: Finite
State Transducer), cuyo lenguaje de entrada son las etiquetas POS y la salida son las
etiquetas de junturas (J o J). Los FST han sido usado para varias tareas, tales como tran-
scripción fonética [Gal01] y traducción automática [Gis02]. Estas tareas son más complejas
que la predicción de junturas terminales, debido a que en muchos casos hay un mapeo de
varias entradas a varias salidas. Por ejemplo, varias palabras del idioma origen se traducen
en otro conjunto de palabras del idioma destino: “Up to the present” → “Hasta ahora”.
Además, en algunos casos la secuencia de salida tiene un orden diferente que en la entrada.
La información dada al transductor se muestra en la Tabla 3.2. Las etiquetas de la
salida son J (no existe juntura terminal) o J (existe juntura terminal). La posición de
las junturas terminales esta asociada al final de las palabras. Los signos de puntuación
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son concatenados con las etiquetas de morfosintácticas para modelar la relación entre las
junturas terminales y los signos de puntuación.
Texto Entrada Salida
El DT J
rey NN J
está VBZ J
tocando VBG J
el DT J
piano NN, J
mientras IN J
la DT J
reina NN J
canta. VBZ. J
Tabla 3.2: Entradas y salidas del transductor de estados finitos. J indica que no existe
juntura terminal, y J indica que existe juntura terminal.
En nuestro enfoque decidimos usar etiquetas morfosintácticas por dos razones:
Reducción del tamaño del espacio de entrada. Las etiquetas morfosintácticas
son usadas en lugar de las palabras. El uso de palabras provocaría la necesidad de
una gran cantidad de datos de entrenamiento para obtener estimaciones confiables
de las probabilidades.
Relaciones entre las etiquetas morfosintácticas y las junturas terminales.
Existen varios trabajos en el área que muestran que las etiquetas morfosintácticas
son una importante fuente de información para decidir la ubicación de las junturas
terminales [Bla97, Pri96].
Partiendo de la ecuación de la sección anterior
J(C1,n) = argmax
j1,n
P (j1,n|C1,n)
y sustituyendo Ci por pi,
J(p1,n) = argmax
j1,n
P (j1,n|p1,n)
que se puede reescribir de la siguiente manera:
argmax
j
P (j|p) = argmax
j
P (j, p)
P (p)
= argmax
j
P (j, p) (3.49)
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Aplicando la regla de bayes obtenemos la siguiente expresión:
P (j, p) =
N∏
i=1
P (ji, pi|j
i−1
i−k , p
i−1
i−k) (3.50)
En la fase de entrenamiento, el transductor recibe una secuencia de parejas de etiquetas
de POS y de presencia/ausencia de junturas:
(p1, j1)(p2, j2)...(pn, jn) (3.51)
donde pi es la etiqueta POS de la palabra wi, y ji indica la presencia o ausencia de
juntura terminal (J y J , respectivamente) después de la palabra wi.
La tarea del transductor es encontrar la secuencia de etiquetas de junturas terminales
que maximizan la ecuación 3.52.
argmax
b
P (j/p) = argmaxj
P (j, p)
P (p)
= argmaxjP (j, p) (3.52)
P (j, p) es la probabilidad conjunta de una secuencia de etiquetas de POS y junturas
terminales. La misma se puede modelar usando n-gramas, como se muestra en la ecuación
3.53.
P (j, p) =
N∏
i=1
P (ji, pi/j
i−1
i−k , p
i−1
i−k) (3.53)
Esta expresión se puede reescribir usando el concepto de tuplas, término usado común-
mente en traducción, y que se define formalmente como el conjunto de las frases más cortas
que proporcionan una segmentación monótona de los datos bilingües. En este caso la tu-
pla es simplemente la concatenación de la etiquetas de POS y de juntura. La expresión
reescrita resulta:
P (t) =
N∏
i=1
P (ti|t
i−1
i−k) (3.54)
donde ti es la tupla definida por el POS y la juntura i-ésima.
La probabilidad de la secuencia de tuplas se estima mediante un n-grama, y puede
representarse mediante un autómata de estados finitos (FSA). Cada estado representa
una historia (tii−k) y los arcos contienen la probabilidad condicional de una observación
dada la historia previa (P (ti|ti−1i−k)). De esta manera, la probabilidad conjunta de una
secuencia de observaciones se puede obtener atravesando el autómata de estados finitos
dadas las observaciones.
En esta tesis, los n-gramas son de longitud variable, tal como se propone en Bonafonte
et al. [Bon96]. La idea básica es que los estados con historia (wt−m...wt) son candidatos
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a ser combinados con los estados (wt−m+1...wt), con el objetivo de obtener probabilidades
más confiables para las historias más largas. Los criterios empleados para tomar esta
decisión son:
Los estados se combinan si el número de veces que la historia (wt−m...wt) ha sido
observada en los datos de entrenamiento es menor a un umbral.
Los estados se combinan si la información de la distribución p = p(w|wt−m...wt) es
similar a la de la distribución p = p(w|wt−m+1...wt).
Para convertir al autómata de estados finitos en un trasductor de estados finitos, se
tiene en cuenta que la observación de la etiqueta POS pi genera una salida ji. Dadas
las entradas pi, existen varios caminos posibles en el FST que podrían ser atravesados
con la secuencia p. Para encontrar el camino que maximiza P (j|p) se usa el algoritmo
de decodificación de Viterbi. Dada la secuencia de estados óptima, es posible obtener
las etiquetas de juntura terminal (ji) que corresponden al mejor camino a través del
FST [Bon04].
3.3.4. Modelado de las junturas terminales usando grupos acentuales.
Marin et al. [Mar96] proponen en su artículo la utilización del concepto de grupo acen-
tual para modelar las junturas terminales. Los autores asumen que en el idioma español
no hay junturas terminales dentro de un grupo acentual. Si esta hipótesis es cierta, se
puede usar en cualquiera de los otros métodos como información contextual, reduciendo
el espacio de búsqueda y posibles errores.
Un grupo acentual está definido como la secuencia de palabras que pertenecen a clases
morfosintácticas no acentuadas (tales como determinantes, adjetivos posesivos, preposi-
ciones, conjunciones y pronombres no acentuados) finalizando con una palabra acentuada
(sustantivo, adjetivo, pronombres acentuados, verbos y adverbios).
En la base de datos de TC-STAR (Sección 4.4.1) observamos que esta hipótesis es
cierta: no existen junturas terminales después de palabras no acentuadas. Este fenómeno
no resulta extraño debido a que los datos de entrenamiento se grabaron usando condiciones
ideales, sin la presencia de disfluencias. Las disfluencias son de caracter aleatorio, y pueden
introducir junturas terminales en cualquier posición.
En esta tesis incluiremos resultados experimentales de los métodos previos usando
grupos acentuales en lugar de palabras.
3.4. Conclusiones
En este capítulo se han explicado varias propuestas para la mejora de la calidad de la
entonación, duración segmental y predicción de junturas terminales.
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3.4.1. Entonación
En el contexto de la generación de la entonación se ha propuesto un enfoque nuevo para
el entrenamiento de los modelos: JEMA (Joint Extraction and Modelling Approach). La
idea consiste en combinar los procesos de extracción de parámetros y generación del modelo
en un ciclo de mejora continua, donde en cada iteración se refinan tanto los parámetros
como el modelo.
Una de las características distintivas del enfoque es la ausencia del requisito de con-
tinuidad de los contornos de frecuencia fundamental. La extracción global de los parámet-
ros evita la interpolación para calcular valores de frecuencia fundamental en segmentos no
sonoros, y el consecuente sesgo debido a este procedimiento no estará presente.
Por otra parte, esperamos que la estimación global de los parámetros mejore la con-
sistencia de los mismos, especialmente para modelos de entonación con una importante
multiplicidad de soluciones posibles, como es el caso del modelo de Fujisaki.
3.4.2. Duración
En lo relativo al modelado de la duración segmental se ha propuesto un enfoque que
combina la isocronía del idioma y su relación con la duración de los segmentos consti-
tuyentes.
A través de un estudio de los datos de entrenamiento se demuestra la dependencia
entre la duración de la sílaba y el número de segmentos constituyentes. Además, tal como
han explicado varios autores del área, la duración de la sílaba también depende de factores
tales como la prominencia y la cercanía de una frontera prosódica. Como consecuencia de
estas observaciones, se propone el modelado segmental utilizando la duración silábica, sin
considerar una isocronía silábica estricta.
Los dos primeros algoritmos propuestos consideran que la duración segmental puede
modelarse como una fracción de la duración silábica. En consecuencia, cada segmento
variará en función de la duración suprasegmental, ajustándose todos los constituyentes a
la duración predicha de la sílaba.
La observación de la correlación entre la duración de la sílaba y la duración segmental
nos permite determinar que en algunas ocasiones pueden considerarse como fenómenos que
no guardan una relación lineal entre ellos. Teniendo en cuenta esto, en esta tesis se propone
el modelado de la duración segmental de manera condicional, considerándola como una
fracción de la duración silábica, o bien en forma absoluta, independiente de la duración
suprasegmental.
Los dos algoritmos propuestos utilizan una extrapolación para el modelado de la du-
ración del enfoque JEMA utilizado para el modelado de la entonación.
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3.4.3. Junturas terminales
Finalmente, la última sección del capítulo ha tratado sobre propuestas para el mod-
elado de las junturas terminales, utilizando distintos enfoques tanto en lo referente a la
formulación matemática del problema como a la unidad elegida: palabra o grupo acentual.
El primer enfoque propone una modificación a la predicción de junturas terminales
usando árboles de clasificación y regresión, con la inclusión de información sobre la dis-
tancia de la última juntura terminal predicha. Dicha información proporciona información
adicional con el objeto de evitar la predicción de junturas terminales muy próximas. Sin
embargo, solamente se predicen de izquierda a derecha (siguiendo el sentido de lectura de
la oración), sin intentar encontrar una ubicación óptima a nivel oración de las junturas.
El segundo enfoque propuesto incorpora en un modelo tanto la propuesta de Black [Bla97]
como la de Sun [Sun01]. La utilización de una mayor cantidad de información contextual
para determinar la probabilidad de una juntura y el uso de un modelo de lenguaje sobre
la ubicación de las junturas terminales, conjuntamente con la utilización del algoritmo
Viterbi, permite encontrar la ubicación óptima de acuerdo a las probabilidades estimadas.
La utilización de un transductor de estados finitos con etiquetas morfosintácticas y
puntuación como entrada para la predicción de junturas terminales es una simplificación
del modelo anterior en lo que respecta a la información contextual. Sin embargo, el modelo
incorpora una complejidad adicional ya que incluye información contextual de longitud
variable a través del uso de n-gramas.
En el siguiente capítulo se describirán tanto el marco experimental como los resulta-
dos de la aplicación de los diferentes algoritmos descritos en esta sección a los datos de
entrenamiento y evaluación disponibles en las voces grabadas para el proyecto TC-STAR.
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Capítulo 4
Validación experimental de las
aportaciones
En este capítulo se presentan los resultados experimentales para estudiar las ventajas
de los algoritmos propuestos con respecto a algunos enfoques extraídos de la literatura en
lo relacionado al modelado de la entonación, la duración y las junturas terminales.
En el caso del modelado de la entonación se han hecho experimentos tanto con con-
tornos artificiales como reales. Los primeros se utilizaron para estudiar las ventajas del
método JEMA para el entrenamiento de modelos de entonación en condiciones contro-
ladas de experimentación (Sección 4.1), mientras que los segundos permitieron analizar el
enfoque propuesto para la generación de contornos reales. En la Sección 4.2 se muestran
los experimentos para el modelado de la entonación usando contornos reales, a través de
dos algoritmos diferentes: SEMA y JEMA; y tres modelos matemáticos: S-Bézier, Bézier
y Fujisaki.
Los resultados experimentales sobre el modelado de la duración segmental se presentan
en la Sección 4.3, con el objeto de demostrar las ventajas de la utilización de JEMA en el
entrenamiento de dicho modelos.
Finalmente, en la Sección 4.4 se muestran los experimentos realizados sobre modelado
de las junturas terminales con los tres algoritmos propuestos en el capítulo anterior: árboles
de clasificación y regresión, árboles de clasificación y regresión con un modelo del lenguaje,
y transductores de estados finitos. Cada uno de estos algoritmos es evaluado usando dos
unidades diferentes: palabras y grupos acentuales.
4.1. JEMA: una prueba de concepto
En el modelado de la entonación es importante el uso de datos reales para extraer con-
clusiones acerca de la calidad de los diferentes métodos de entrenamiento para la correcta
generación de los contornos de frecuencia fundamental en un sistema de conversión texto
a voz. Sin embargo, diversas particularidades de la prosodia pueden llevar a problemas en
el proceso de comparación de diferentes métodos de estimación, y a extraer conclusiones
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erróneas acerca de la precisión de los modelos.
Los errores de estimación en el contorno de frecuencia fundamental debido a la micro-
prosodia o a limitaciones de los algoritmos de extracción introducen un ruido que puede
llegar a influenciar en el rendimiento de los modelos. Es posible que la existencia de una
duplicación del valor de la frecuencia fundamental (pitch doubling) penalice en gran me-
dida una porción del contorno estimado debido al uso del error cuadrático medio como
medida de comparación.
Otra característica que ejerce una influencia importante en el proceso de comparación
de modelos son las limitaciones de la formulación matemática. Dicha formulación puede
contener una capacidad de aproximación limitada para los distintos contornos de frecuen-
cia fundamental disponibles para la comparación de diferentes técnicas de entrenamiento.
Esto puede llegar a enmascarar la viabilidad de un método debido a que el nivel de error
de estimación puede ser mayor que el introducido por los algoritmos de entrenamiento.
Por ejemplo: en un corpus expresivo se puede observar una fluctuación con varios máximos
y mínimos de la curva entonativa dentro de una sílaba, fenómeno que no puede aproxi-
marse fácilmente si no se incluye la suficiente cantidad de parámetros en el formulación
matemática.
El carácter no determinístico de los contornos de frecuencia fundamental humanos
también repercute en la capacidad para comparar diferentes modelos. La habilidad de
los humanos para producir diferentes contornos de frecuencia fundamental manteniendo
el significado de lo expresado introduce una variabilidad importante en la tarea. Por lo
tanto, el modelado o la comparación usando contornos de referencia solamente es una
aproximación a la medición de la precisión de los modelos debido a la multiplicidad de
contornos válidos.
Finalmente, la información insuficiente disponible para el modelado de la entonación
introduce también problemas en la comparación de modelos. La información disponible
para un humano es muy superior que la que puede llegar a manipular un ordenador, tales
como información sintáctica, semántica, pragmática, etc. En consecuencia, los errores en
la estimación están contaminados por la cantidad de características (F ) no disponibles
para el entrenamiento, que pueden provocar el solapamiento de muchas clases.
Debido a las razones mencionadas anteriormente es que incluimos un conjunto de ex-
perimentos con contornos artificiales para analizar el rendimiento de JEMA comparado con
el enfoque SEMA. El objetivo es evaluar si en una situación ideal, con completa disponibil-
idad de las características necesarias para garantizar la separabilidad de las clases, JEMA
aporta una mejora con respecto a SEMA. El objetivo también es observar si el modelado
con este método es superior, evitando su contaminación por otros factores, como es el caso
de la microprosodia y los errores de estimación de la frecuencia fundamental.
4.1.1. Datos experimentales
Los datos artificiales se generaron usando un conjunto de ocho clases arbitrarias con
parámetros aleatorios. Los parámetros para cada clase se seleccionaron para obtener con-
tornos de frecuencia fundamental en el rango de 100Hz a 200Hz, usando dos parametriza-
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ciones correspondientes a modelos superposicionales: Bézier y Fujisaki. En la Figura 4.1
se puede ver un ejemplo de dichos contornos para el caso del modelo superposicional de
Fujisaki.
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Figura 4.1: Contorno artificial correspondiente al modelo superposicional de Fujisaki.
En total se generaron cuarenta contornos de entrenamiento. La duración de cada con-
torno es de 2 a 3 segundos, compuestos de 4 a 8 grupos acentuales y 2 a 4 grupos en-
tonativos. La presencia de grupos acentuales y grupos entonativos permitirá evaluar la
capacidad de los algoritmos para detectar las diferentes componentes de un modelo super-
posicional.
Los contornos se generaron usando diferentes porcentajes de datos faltantes de manera
artificial (0% a 80%), con el objetivo de simular la ausencia de información debido a
segmentos sordos de 50ms a 100ms. Para el método SEMA se incluyó un pre-procesamiento
en los segmentos sordos que consistió en una interpolación lineal y un filtro de mediana.
Además, se incluyó ruido gaussiano de media cero y dispersión σ, en el rango de 0Hz
a 3Hz, con el fin de simular la presencia de ruido de estimación y de microprosodia.
Cada clase posee un conjunto de características (F ) que permiten la completa sepa-
ración de las clases, con el fin de evitar un solapamiento que provocaría los problemas de
modelización ya explicados en la sección anterior.
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4.1.2. Resultados experimentales
En la Figura 4.2 se observan los resultados experimentales usando los parámetros de
Bézier, entrenados tanto con el enfoque SEMA (lineas sólidas) como el JEMA (lineas
punteadas), para diferentes niveles de ruido σ = 0Hz (diamante), σ = 1Hz (estrella),
σ = 2Hz (cuadrado) y σ = 3Hz (equis). El eje horizontal de la gráfica representa los
diferentes niveles de datos faltantes.
Los modelos entrenados usando el enfoque JEMA tienen el mismo RMSE para cualquier
porcentaje de datos faltantes. El error solamente se ve incrementado debido al ruido gau-
siano introducido. El mejor rendimiento de los modelos entrenados con JEMA es una
consecuencia directa de la consistencia introducida en la parametrización debido al uso de
una optimización global. JEMA evita los sesgos producidos por la falta de datos en los
segmentos sordos.
Sin embargo, los modelos entrenados usando SEMA sufren un fuerte impacto en su
rendimiento con el incremento de los datos faltantes, tal como se observa para niveles de
30% en adelante.
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Figura 4.2: RMSE obtenido usando parametrización de Bezier para diferentes condiciones
de ruido e información faltante en los datos de entrenamiento.
En la Figura 4.3 se muestran resultados experimentales usando parámetros de Fujisaki.
En dicha figura se puede observar el mismo comportamiento de JEMA vs SEMA para
diferentes porcentajes de datos faltantes debido a segmentos sordos y diferentes niveles
de ruido. El pequeño aumento debido al ruido para JEMA se debe a la sensibilidad del
modelo a los instantes de tiempo de los comandos de frase y acento: T0, T1 y T2. Una
pequeña diferencia puede llegar a introducir un error que dependerá de las constantes α y
β elegidas. Este efecto es menos significante para mayores niveles de σ debido a la influencia
más fuerte del ruido gausiano en los contornos artificiales. Se observa que JEMA supera
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en rendimiento a SEMA incluso para porcentajes de datos faltantes cercanos al 80%. El
RMSE para SEMA esta fuera de la escala elegida en el gráfico, mientras que JEMA tiene
curvas de RMSE planas para todos los porcentajes de datos faltantes.
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Figura 4.3: RMSE obtenido usando parametrización de Fujisaki para diferentes condiciones
de ruido e información faltante en los datos de entrenamiento.
Estas simulaciones muestran la importancia de la correcta elección del enfoque de
entrenamiento, tal como ocurre en este caso con JEMA.
4.2. Validación de JEMA para el modelado de la entonación
En este apartado se presentan los experimentos diseñados para analizar las mejoras
proporcionadas por el enfoque de extracción y modelado conjunto (JEMA) con respecto a
las propuestas que se pueden encontrar en la literatura, donde la extracción de parámetros
y el modelado se realizan de forma independiente (SEMA).
Se han considerado cinco modelos de entonación:
Bézier SEMA (BAS) [Agü04a]. En este caso la unidad prosódica es el grupo
acentual. En un primer paso se extraen los parámetros de los contornos originales
(coeficientes de Bézier). Luego, se construye un árbol que predice conjuntamente
todas las componentes de los parámetros usando una regresión lineal sobre el vector
completo de coeficientes de Bézier.
Bézier JEMA (BAJ). Este modelo de entonación es idéntico al modelo anterior,
pero el entrenamiento se realiza usando JEMA. El objetivo es comparar el rendimien-
to de modelos con igual cantidad de parámetros para observar las ventajas de JEMA
sobre SEMA.
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S-Bezier JEMA (BSJ) [Agü04a].Modelo de entonación superposicional de Bézi-
er, cuyas componentes son el grupo acentual y el grupo entonativo. Este modelo tiene
una mayor flexibilidad que los otros modelos no superposicionales, y separa los efec-
tos de la tendencia a la declinación asociada al grupo entonativo de los eventos
asociados a la componente de grupo acentual.
Fujisaki SEMA (FS) [Agü04c]. El modelo de entonación de Fujisaki es super-
posicional. Existen dos componentes: acento (relacionada con el grupo acentual) y
frase (relacionada con el grupo entonativo). En este caso, el modelo de entonación se
genera extrayendo primero los parámetros y luego se entrenan dos árboles diferentes
para la predicción de los mismos: árbol de comandos de acento y de comandos de
frase. Este enfoque difiere de algunas propuestas en la literatura que usan un árbol
para cada parámetro.
Fujisaki JEMA (FJ) [Agü04c]. Este modelo de entonación es idéntico al anterior,
pero su entrenamiento se realiza usando JEMA.
4.2.1. Datos experimentales
Para los experimentos se decidió utilizar el corpus C1.1 (Apéndice B.4), el cual consiste
de 1556 frases entonativas y 5643 grupos acentuales. Los límites de los grupos acentuales
se determinan automáticamente mediante la información del acento léxico disponible en
el corpus, utilizando la definición de la Sección 2.2.1: en el español el grupo acentual se
encuentra constituido por una palabra acentuada y todas aquellas palabras no acentuadas
que le preceden. Esta unidad ha sido utilizada por numerosos autores para describir los
patrones de entonación del español a nivel local [Gar96, Alc98, Sos99, Esc02a].
En los experimentos se utilizaron las fronteras de frases entonativas que se encuentran
etiquetadas en forma manual en el corpus. A pesar de que existen dos niveles de frases
entonativas (grupos y cláusulas entonativas, que corresponderían a los niveles 3 y 4 de la
capa break index de ToBI), en los experimentos se ha fusionado las dos clases en una.
Para cada uno de los modelos de entonación que están siendo evaluados se entrenó uti-
lizando el enfoque de 20-fold cross validation con el objeto de obtener mejores estadísticas
del rendimiento de los sistemas. En consecuencia, los datos disponibles del corpus fueron
divididos en 20 partes con cantidad similar de párrafos cada una.
El contorno de frecuencia fundamental fue estimado usando Praat [Boe] estableciendo
mediante algunas observaciones previas el rango tonal de cada locutor, con el objeto de
restringir los valores de frecuencia fundamental detectados. De esta manera, se reduce la
posibilidad de la existencia de pitch halving o pitch doubling.
Las características utilizadas para el modelado de las frases entonativas incluyen el
número de sílabas, palabras y grupos acentuales que las constituyen, e información sobre
signos de puntuación en sus fronteras.
En el caso del grupo acentual se utilizó características relativas a su posición dentro
del grupo entonativo, la posición de la sílaba acentuada, el número de sílabas y palabras
que lo constituyen, e información sobre signos de puntuación en sus fronteras.
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4.2.2. Resultados experimentales
En las Figuras 4.4 y 4.5 se pueden observar los resultados experimentales usando
la voz femenina del corpus TC-STAR. Las Figuras 4.6 y 4.7 presentan los resultados
experimentales usando la voz masculina del proyecto TC-STAR.
Figura 4.4: RMSE obtenido para los diversos
modelos de entonación usando los datos de
evaluación para el hablante femenino
Figura 4.5: Correlación obtenida para los
diversos modelos de entonación usando los
datos de evaluación para el hablante femeni-
no
El eje vertical corresponde al RMSE en escala logarítmica, siguiendo las recomenda-
ciones de la literatura que indican que es más conveniente analizar el rendimiento de los
modelos de entonación en la escala logarítmica que utilizando la escala lineal.
En cada una de las figuras se puede observar que todos los modelos que utilizan el
enfoque JEMA (BSJ, BAJ y FJ) para el entrenamiento tienen un RMSE menor y una
mayor correlación que aquellos modelos entrenados usando un enfoque de dos pasos (BAS
y FS). Esta afirmación es estadísticamente significativa con una probabilidad p < 0,01%.
El modelo de entonación superposicional con funciones de Bézier (BSJ) presenta los
mejores resultados objetivos tanto en RMSE como en correlación. Mientras tanto, los otros
modelos entrenados usando JEMA (BAJ y FJ) obtienen resultados similares entre sí, e
inferiores a BSJ con probabilidad p < 5% y p < 0,01% respectivamente.
El modelo de entonación de Fujisaki tiene un mayor RMSE que el modelo super-
posicional basado en coeficientes de Bézier debido a las limitaciones de la representación
matemática exponencial utilizada. Es esperable que la flexibilidad de la formulación del
modelo de entonación que usa parámetros de Bézier (se han utilizado contornos de or-
den 4 tanto para la componente de frase como para la acentual) se refleje en resultados
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Figura 4.6: RMSE obtenido para los diversos
modelos de entonación usando los datos de
entrenamiento para el hablante masculino
Figura 4.7: Correlación obtenida para los
diversos modelos de entonación usando los
datos de evaluación para el hablante mas-
culino
objetivos mejores que los modelos que usan la parametrización propuesta por Fujisaki.
Las funciones exponenciales tienen menores posibilidades de aproximar adecuadamente
un contorno arbitrario de entonación que una representación polinómica.
La utilización de SEMA usando funciones de Bézier (BAS) produce un modelo que
tiene un rendimiento ligeramente inferior a los otros, con excepción de FS.
Por último, la consistencia obtenida para el modelo de Fujisaki usando JEMA (FJ)
se ve contrastada con los bajos resultados obtenidos por SEMA (FS) (p < 0,01%). Este
último modelo de entonación obtiene resultados muy inferiores a los otros modelos tanto
en RMSE como en correlación.
La mejora en el modelo de entonación de Bezier es probable que no pueda ser percibida
claramente por el oyente debido a que es pequeña. Sin embargo, en el caso del modelo de
entonación de Fujisaki los contornos predichos usando JEMA posiblemente se percibirán
claramente como mejores.
Dentro de las características más relevantes para el modelado del grupo acentual se
encuentran su posición relativa dentro de la frase entonativa, los signos de puntuación, y
el número de sílabas y palabras que lo constituyen.
En el modelado de los grupos entonativos, las características más importantes corre-
sponden a los signos de puntuación, y al número de sílabas y grupos acentuales que los
componen.
Los tiempos de entrenamiento para los 70 minutos de contornos de frecuencia funda-
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mental son similares para todos los modelos de entonación excepto el modelo de Fujisaki
entrenado con JEMA. El tiempo necesario para obtener los modelos de entonación fué:
de 15 minutos para BSJ, 4 minutos para BAJ, 3 minutos para BAS y 6 minutos para
FS. En el caso del modelo de entonación de Fujisaki entrenado con JEMA, el tiempo de
entrenamiento medio es de 6 horas. Esta gran diferencia con respecto a los otros mode-
los se origina en la necesidad de utilizar algoritmos de gradiente para obtener la solución
óptima de los parámetros, debido al carácter no lineal de la solución de las ecuaciones de
optimización (Sección 3.1.4).
Evaluación subjetiva
Con el objeto de complementar los resultados objetivos, se llevó a cabo una evaluación
subjetiva acerca de la naturalidad y la calidad de los distintos modelos de entonación.
Se utilizó PRAAT [Boe] para resintetizar los párrafos de los datos de evaluación usando
el contorno predicho por cada modelo. La resíntesis preserva en gran medida la calidad
del audio, siendo solamente afectada por la modificación del parámetro bajo evaluación.
Para ello, se le solicitó a 25 expertos evaluar la naturalidad con una puntuación entre 1
(completamente no natural) y 5 (completamente natural). También se les solicitó evaluar
la calidad del audio entre 1 (baja calidad) y 5 (alta calidad).
Cada evaluador puntuó 12 párrafos correspondientes a 6 entonaciones: 5 modelos de
entonación y voz real (no resintetizada). La voz real se incluye para validar la comprensión
de la tarea por parte del evaluador. Para cada modelo se eligieron aleatoriamente dos
párrafos entre los existentes en los datos de evaluación. Lo mismo se realizó para la voz
real.
En la Figura 4.8 se puede observar los resultados de naturalidad de la evaluación
subjetiva y en la Figura 4.9 los correspondientes a la calidad para cada uno de los modelos
de entonación y la entonación real (R).
La entonación real (R) posee un MOS (Mean Opinion Score) claramente diferenciado
de todos los modelos de entonación sujetos a evaluación. El modelado de la entonación no
ha logrado imprimir en los evaluadores la percepción de completa naturalidad.
La naturalidad de los modelos de entonación superposicionales de Bézier y Fujisaki
entrenados con el enfoque JEMA (BSJ y FJ, respectivamente) es ligeramente superior a
la obtenida con BAJ y BAS.
El modelo de entonación de Fujisaki entrenado con el enfoque SEMA posee la natu-
ralidad más baja, claramente diferenciada de todos los otros modelos.
La diferenciación entre el contorno real y los modelos de entonación también se observa
en la calidad, principalmente debido a la manipulación acústica del algoritmo PSOLA. Los
modelos de entonación BSJ, BAJ, BAS y FJ tienen igual mediana y ubicación del primer
cuartil.
Por otra parte, el modelo de Fujisaki entrenado con SEMA tiene la calidad percibida
más baja. Esto se debe a que el modelo de entonación FS posee el RMSE más alto, y por
ello la manipulación acústica es más grande. Esto contribuye a una calificación más baja
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Figura 4.9: MOS de calidad obtenido para
los diversos modelos de entonación
del audio resintetizado usando las curvas de entonación predichas por dicho modelo.
Un análisis usando el Mann-Whitney-Wilcoxon test con p = 0,05 (Tabla 4.2) revela
que hay diferencias significativas entre las distribuciones de MOS del contorno real y todos
los modelos, y entre todos los modelos y el modelo FS.
Modelo Naturalidad Calidad
R 4.63 4.78
BSJ 3.55 3.78
BAJ 3.26 3.60
BAS 3.05 3.44
FJ 3.5 3.81
FS 2.34 3.07
Tabla 4.1: MOS de naturalidad y calidad
obtenido para los diversos modelos de en-
tonación usando los datos de evaluación
R BSJ BAJ BAS FJ FS
R     
BSJ    
BAJ   
BAS  
FJ 
Tabla 4.2: Mann-Whitney-Wilcoxon test de
la evaluación subjetiva de la naturalidad de
la entonación para los diversos modelos
Además, las diferencias entre BSJ y BAS, y FJ y BAS son significativas, demostrando
una preferencia por la utilización de enfoques superposicionales entrenados con JEMA.
Tampoco existen preferencias significativas por la entonación de oraciones cortas en
comparación a la de las oraciones más largas en los resultados de la evaluación subjeti-
va. En consecuencia, no puede inferirse que las oraciones de mayor duración tengan una
entonación poco natural originada por el carácter repetitivo de los contornos tonales o la
monotonía de la entonación.
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4.3. Validación de JEMA para el modelado de la duración
Los experimentos sobre modelado de la duración segmental usando dos niveles (seg-
mental y suprasegmental) se realizaron usando árboles de regresión. El objetivo de los
experimentos era estudiar las ventajas del uso de dos niveles sobre un modelado tradi-
cional de la duración segmental independiente de la duración silábica.
Se han considerado cinco modelos de duración:
Predicción de la duración segmental sin utilización de información con-
textual (DPR). Este sistema base modela la duración segmental sin considerar
el contexto fonético. Este modelo se incluyó como uno de los sistemas más sim-
ples de predicción de la duración segmental, y solamente incluye como información
contextual la presencia de una pausa a continuación de un fonema.
Predicción de la duración segmental con utilización de información con-
textual (DP). La duración segmental se predice utilizando tanto información fonéti-
ca del segmento como del contexto. Este modelo mejora la información provista al
modelo DPR para la predicción de la duración segmental, mediante la inclusión de
características de los fonemas adyacentes. El mismo se incluye porque es otro de los
sistemas clásicos para la predicción de la duración segmental.
Predicción de la duración segmental en base a la duración de la sílaba
(DS) (Sección 3.2.2). La duración segmental se predice con una fracción de la
duración predicha de la sílaba. Este enfoque no considera la interacción de los dos
niveles en el proceso de aprendizaje automático.
Predicción de la duración segmental en base a la duración de la sílaba op-
timizado usando duraciones relativas (DSO) (Sección 3.2.3). La duración
segmental se predice como una fracción de la duración predicha de la sílaba. Este
enfoque considera la interacción de los dos niveles en el proceso de aprendizaje au-
tomático.
Predicción de la duración segmental en base a la duración de la sílaba op-
timizado usando duraciones relativas y absolutas (DSM) (Sección 3.2.4).
La duración segmental se predice como una fracción de la duración predicha de la
sílaba, o bien de manera absoluta sin considerar la duración suprasegmental. Este
enfoque considera la interacción de los dos niveles en el aprendizaje.
4.3.1. Datos experimentales.
Los experimentos se realizaron usando las voces base del Proyecto Europeo TC-STAR
(ver Apéndice C). El corpus de estudio está compuesto de párrafos correspondientes al
dominio parlamentario (C1.1).
Se dispone para el estudio de la duración de 18.603 sílabas, mientras que el número de
fonemas es 43.800. La silabificación se obtuvo en forma automática a través del uso de un
conjunto de reglas del español.
103
104 CAPÍTULO 4. VALIDACIÓN EXPERIMENTAL DE LAS APORTACIONES
La segmentación de los fonemas en el audio es automática usando la transcripción
fonética disponible, que fué corregida manualmente, y el sistema de reconocimiento del
habla de la UPC: RAMSES [Bon98]. Mediante el entrenamiento de Modelos Ocultos de
Markov (HMM) de semifonemas con contexto, se determinaron las fronteras de los fonemas
utilizando alineamiento forzado.
La duración suprasegmental se modela usando árboles de regresión y un conjunto de
parámetros que son considerados relevantes para la estimación de la duración de la sílaba,
tales como:
Posición de la sílaba con respecto a la pausa más cercana.
Presencia de un acento en la sílaba.
Secuencia de fonemas constituyentes de la sílaba.
Punto de articulación de los fonemas constituyentes de la sílaba.
Modo de fonación de los fonemas constituyentes de la sílaba.
Tipo de fonemas constituyentes de la sílaba (consonantes o vocales).
Sonoridad de los fonemas constituyentes de la sílaba (sonoros o sordos).
Posición de la sílaba relativa al grupo entonativo.
Posición de la sílaba relativa a la palabra.
Número de sílabas que constituyen la palabra.
Número de fonemas que constituyen la sílaba.
La duración segmental se modela con otro conjunto de parámetros relevantes a ella:
Características articulatorias del fonema: punto de articulación, modo de fonación,
tipo de fonema y sonoridad.
Características articulatorias del fonema precedente.
Características articulatorias del fonema subsiguiente.
Posición dentro de la sílaba: onset, núcleo o coda.
Posición de la sílaba con respecto a la pausa más cercana.
Presencia de un acento en la sílaba.
Secuencia de fonemas constituyentes de la sílaba.
Punto de articulación de los fonemas constituyentes de la sílaba.
Modo de fonación de los fonemas constituyentes de la sílaba.
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Tipo de fonemas constituyentes de la sílaba (consonantes o vocales).
Sonoridad de los fonemas constituyentes de la sílaba (sonoros o sordos).
Número de fonemas que constituyen la sílaba.
En el caso del modelo DPR no se ha incluido la información fonética contextual, con
el objetivo de observar su importancia tanto objetiva como subjetiva.
Los datos experimentales fueron divididos en 20 partes con cantidad similar de párrafos
cada una, con el objeto de utilizar el enfoque de 20-fold cross validation para obtener
mejores estadísticas del rendimiento de los sistemas.
Debido a que en los resultados experimentales se deseaba incluir una evaluación subje-
tiva de naturalidad y calidad, esto motivó la utilización del párrafo para dividir los datos
de entrenamiento
4.3.2. Resultados experimentales.
En las Figuras 4.10 y 4.11 se pueden observar los resultados experimentales usando la
voz femenina y masculina del proyecto TC-STAR.
El eje vertical corresponde al RMSE en milisegundos, siguiendo las recomendaciones
de la literatura que indican que es conveniente analizar el rendimiento de los modelos de
duración usando el RMSE utilizando la escala lineal.
Figura 4.10: RMSE obtenido para los diver-
sos modelos de duración: hablante femenino
Figura 4.11: RMSE obtenido para los diver-
sos modelos de duración: hablante masculino
En cada una de las figuras se puede observar que los modelos que utilizan un enfoque
de dos niveles con entrenamiento conjunto (DSM y DSO) poseen rendimientos similares
105
106 CAPÍTULO 4. VALIDACIÓN EXPERIMENTAL DE LAS APORTACIONES
al modelado segmental con información contextual (DP), y no hay diferencias estadística-
mente significativas.
Además, también se observa la mayor consistencia en la predicción usando modelado
conjunto (DSM y DSO) sobre el modelado usando dos niveles entrenados independiente-
mente (DS). Las diferencias de los modelos DSM y DSO con respecto a DS son estadís-
ticamente significativas con probabilidad p < 0,03% y p < 0,02%, respectivamente. El
entrenamiento por separado de cada uno de los niveles en DS conlleva a un incremento en
el error de modelado.
El modelo de duración sin información contextual (DPR) posee un rendimiento clara-
mente inferior a todos los otros modelos (p < 0,01%), tal como era de esperar, debido a
la ausencia de la importante información fonética del contexto.
Dentro de las características más relevantes en el modelado de la duración silábica se
encuentran la cercanía a junturas terminales, la existencia de acento léxico, y el número
de fonemas que componen la sílaba.
Con respecto a la información articulatoria de los fonemas que constituyen la sílaba,
la sonoridad y el carácter consonántico o vocálico son las características más relevantes.
Luego continúan en importancia el punto y el modo de articulación. En la posición menos
destacada se encuentran el número de sílabas que constituyen la palabra y la identidad de
los fonemas que la constituyen.
Las características más relevantes en el modelo DSM para la predicción de la duración
segmental son la sonoridad, el carácter consonántico o vocálico, y el punto y modo de
articulación tanto del fonema como de los fonemas adyacentes. La posición dentro de la
sílaba y la cercanía de una juntura terminal también son relevantes.
Los tiempos de entrenamiento son similares para tres de los seis modelos de entonación.
El tiempo necesario para obtener un modelo con la misma cantidad de datos de entre-
namiento es de 3 minutos para DPR, 6 minutos para DP, y 10 minutos para DS.
En el caso de los algoritmos propuestos en esta tesis, los tiempos de entrenamiento
son mayores, con un valor medio de 24 horas. Esta gran diferencia está motivada por la
formulación matemática más compleja para estimar la duración segmental y silábica, lo
cual hace necesario resolver ecuaciones no lineales mediante un método iterativo.
Evaluación subjetiva
Con el objeto de complementar los resultados objetivos, se llevó a cabo una evaluación
subjetiva acerca de la naturalidad de la fluidez y la calidad de los distintos modelos de
duración.
Se utilizó PRAAT [Boe] para resintetizar los párrafos de los datos de evaluación usando
el duración predicha por cada modelo. La resíntesis preserva en gran medida la calidad
del audio, siendo solamente afectado por la modificación del parámetro bajo evaluación.
Para ello, se le solicitó a 25 personas evaluar la naturalidad con una puntuación entre
1 (fluidez completamente no natural) y 5 (fluidez completamente natural). También se les
solicitó evaluar la calidad del audio: 1 (baja calidad) y 5 (alta calidad).
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Cada evaluador puntuó 12 párrafos correspondientes a 6 casos: 5 modelos de duración
y voz real (no resintetizada). La voz real se incluye para validar la comprensión de la tarea
por parte del evaluador. Para cada modelo se eligieron aleatoriamente dos párrafos entre
los existentes en los datos de evaluación. Lo mismo se realizó para la voz real.
En las Figuras 4.12 y 4.13 se puede observar los resultados de la evaluación objetiva
para cada uno de los modelos de duración y la voz real (R).
R DSM DSO DS DP DPR
1
2
3
4
5
Figura 4.12: MOS de naturalidad obtenido
para los diversos modelos de duración usan-
do los datos de evaluación
R DSM DSO DS DP DPR
1
2
3
4
5
Figura 4.13: MOS de calidad obtenido para
los diversos modelos de duración usando los
datos de evaluación
La voz real (R) puede ser claramente diferenciada tanto en naturalidad como en calidad
por parte de todos los evaluadores, recibiendo solamente en casos aislados una puntuación
inferior a 5.
Uno de los modelos de duración propuestos (DSM) posee una distribución de la pun-
tuación ligeramente superior al resto de los modelos. El mismo posee el 50% de las pun-
tuaciones entre 4 y 5, mientras que los otros modelos poseen el 50% de las puntuaciones
entre 3 y 5.
Por lo observado en las distribuciones de los cuartiles, no existen diferencias entre DS
y DP, siendo DSO ligeramente superior a ellos.
El modelo de duración sin información contextual ha sido claramente diferenciado de
los otros, recibiendo el 50% de las puntuaciones entre 3 y 4.
Un análisis usando el Mann-Whitney-Wilcoxon test (Tabla 4.4) revela que solamente
hay diferencias significativas entre la distribución de puntuaciones de la voz real y los otros
modelos, y entre el modelo DSM y DPR.
Debido a que solamente existen diferencias significativas entre el modelo DPR y el
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modelo DSM, se puede concluir que se evidencian problemas por parte de los evaluadores
para determinar diferencias entre los sistemas.
Modelo Naturalidad Calidad
R 4.59 4.65
DSM 4.06 4.28
DSO 4.06 4.25
DS 3.87 4.00
DP 4.00 4.09
DPR 3.62 4.03
Tabla 4.3: MOS de naturalidad y calidad
obtenido para los diversos modelos de du-
ración usando los datos de evaluación
R DSM DSO DS DP DPR
R     
DSM    
DSO   
DS  
DP 
Tabla 4.4: Mann-Whitney-Wilcoxon test de
la evaluación subjetiva de la naturalidad de
la duración para los diversos modelos
4.4. Experimentos sobre modelado de junturas terminales
En los experimentos para la evaluación de los modelos de junturas terminales se usaron
los tres métodos mencionados en la Sección 2.4, tanto con palabras como con grupos
acentuales, con el objeto de estudiar sus fortalezas y debilidades utilizando las mismas
condiciones de experimentación:
CART: Arbol de clasificación usando tres características: ventana de POS, pun-
tuación y distancia de la última juntura terminal.
CART+LM: Arbol de clasificación usando dos características (ventana de POS y
puntuación) y un modelo de lenguaje de junturas terminales.
FST: Transductor de estados finitos que usa etiquetas de POS y puntuación.
CART (AG). Idem a CART pero usando grupos acentuales en lugar de palabras.
CART+LM (AG). Idem a CART+LM pero usando grupos acentuales en lugar
de palabras.
FST (AG). Idem a FST pero usando grupos acentuales en lugar de palabras.
4.4.1. Datos experimentales.
Los experimentos se realizaron usando los párrafos correspondientes al dominio par-
lamentario (C1.1), donde se encuentran 1556 junturas terminales en un total de 9337
palabras y 221 párrafos.
Las junturas terminales fueron etiquetadas manualmente utilizando dos niveles, y de
ellas el 40% no coincide con signos de puntuación. En esto experimentos no se hizo dis-
tinción entre ambos tipos de junturas terminales: grupo entonativo y cláusula entonativa.
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La predicción de las junturas terminales usando árboles de clasificación (CART y
CART+LM, tanto para palabras como grupos acentuales) utilizó un conjunto de carac-
terísticas que son relevantes:
Ventana de cinco etiquetas morfosintácticas, tres anteriores a la posición evaluada y
dos posteriores a ella.
Tipo de signo de puntuación en la posición.
Distancia en sílabas y palabras a la última juntura terminal.
Distancia en sílabas y palabras desde el signo de puntuación.
Los datos experimentales fueron divididos en 20 partes con cantidad similar de párrafos
cada una, con el objeto de utilizar el enfoque de 20-fold cross validation para obtener
mejores estadísticas del rendimiento de los sistemas.
4.4.2. Resultados experimentales.
Para comparar los diferentes algoritmos de predicción de junturas terminales se usaron
cuatro medidas, las cuales se encuentra en la literatura acerca de la evaluación de los
modelos de junturas terminales (ver Tabla 4.5):
Exactitud: Porcentaje de junturas terminales (J) y no-junturas terminales (J) colo-
cadas correctamente: a+d
a+b+c+d .
Precision: Porcentaje de junturas terminales correctas sobre el total de junturas
terminales predichas: a
a+b .
Cobertura: Porcentaje de las junturas terminales predichas correctamente.: a
a+c .
F-measure: Media armónica de precisión y recall: 2.precision.recall
precision+recall .
J J
J (a)verdadero-positivo (b)falso-positivo
J (c)falso-negativo (d)verdadero-negativo
Tabla 4.5: Tabla de confusión
En las Tablas 4.6 y 4.7 se puede ver los resultados utilizando las distintas medidas
para cada uno de los seis métodos. La exactitud es la misma para todos ellos, alrededor
del 93% para el hablante femenino y 88% para el hablante masculino. Estos valores son
buenos debido a que la exactitud del sistema básico (que es aquel que predice siempre que
no hay junturas terminales) es del 83% para el hablante femenino y 78% para el hablante
masculino. Sin embargo, es necesario prestar atención a otros parámetros tales como recall
y precisión para tener una idea acerca de la calidad de las junturas terminales.
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Medida CART CART+LM FST CART(AG) CART+LM(AG) FST(AG)
Exactitud 93.14 94.08 93.02 93.02 93.92 93.07
Precision 89.32 86.98 86.66 88.85 87.91 87.01
Recall 67.99 76.86 72.25 67.54 74.79 71.35
F-Measure 77.09 81.50 78.59 76.59 80.67 78.28
Tabla 4.6: Resultados experimentales del modelado de las junturas terminales del hablante
femenino.
Medida CART CART+LM FST CART(AG) CART+LM(AG) FST(AG)
Exactitud 88.23 89.24 88.52 87.93 89.32 88.70
Precision 78.34 76.49 78.91 76.96 77.82 77.14
Recall 65.16 74.80 68.95 64.68 73.03 71.99
F-Measure 71.04 75.53 73.55 70.23 75.26 74.43
Tabla 4.7: Resultados experimentales del modelado de las junturas terminales del hablante
masculino.
Ninguno de los sistemas tiene una precisión mejor que los otros sistemas, y su valor
es cercano al 87% para el hablante femenino y 78% para el hablante masculino. Esto
significa un alto porcentaje de junturas terminales predichas correctamente sobre el total
de junturas predichas para el hablante femenino. El resultado es importante, debido a que
es necesario ubicar junturas terminales en los lugares correctos con poco errores.
El recall solamente mide cuantas junturas terminales predichas son correctas sobre el
total. Las Tablas 4.6 y 4.7 muestran que el sistema con mejor recall es CART+LM, tanto
para palabras como para grupos acentuales.
F-Measure es la media armónica de la precisión y el recall. De esta manera podemos
combinar dos de los factores que son importantes en uno. Los resultados que se muestran en
las tablas indican que el mejor compromiso entre los dos parámetros lo ofrece CART+LM
para el hablante femenino y el hablante masculino.
La característica más relevante ha sido la distancia en palabras hasta el próximo signo
de puntuación, seguida por las etiquetas morfosintácticas de la palabra previa a la posición
evaluada y las dos etiquetas siguientes. Luego continúa en importancia la distancia en
palabras desde la última juntura terminal. Al final de esta lista se encuentran la etiqueta
morfosintáctica de la palabra previa a la posición evaluada y la distancia en sílabas desde
la última juntura terminal.
Una revisión manual de las junturas terminales predichas por los diferentes algoritmos
muestra que dado que hay diferentes formas de pronunciar las frases se han contado como
errores algunas decisiones que de hecho eran correctas. La exactitud, precisión, recall y
F-measure son solamente cotas inferiores al rendimiento real de los sistemas.
La importancia de la falta de comprensión del lenguaje natural por parte de los algo-
ritmos también se observa en la colocación de junturas terminales en lugares incorrectos,
debido a la existencia de expresiones u oraciones subordinadas complejas. A continuación
se muestran dos ejemplos:
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“... incluso agresiva a veces (juntura terminal) como respuesta a nuestras dudas (jun-
tura terminal no predicha) relativas a la situación ...”
“... en los que se basa esa misma competencia (juntura terminal) y es como si serraran
la rama (juntura terminal no predicha) sobre la que se apoyan ...”
4.5. Conclusiones
En este capítulo se han presentado los experimentos realizados con algoritmos de mod-
elado de distintos parámetros prosódicos: entonación, duración segmental y junturas ter-
minales.
Se han comparado modelos existentes en la literatura con los propuestos en esta tesis
a lo largo del Capítulo 3, con el objeto de analizar sus fortalezas y el grado de progreso
alcanzado. En todos los casos se ha incluido tanto una medición objetiva como subjetiva
de las diferencias entre los diversos modelos bajo estudio.
4.5.1. Entonación
A lo largo de las dos primeras secciones de este capítulo se hizo una presentación de
los resultados experimentales de los diferentes modelos de entonación (S-Bezier, Bezier y
Fujisaki) utilizando dos enfoques de entrenamiento: SEMA y JEMA.
En primer lugar se utilizaron contornos generados artificialmente (Sección 4.1) con el
objeto de tener condiciones experimentales controladas en lo relativo a la complejidad de
los movimientos tonales y a la disponibilidad del total de las características lingüísticas.
Como resultado de esta configuración experimental es posible encontrar los contornos
pertenecientes a cada clase de movimiento tonal debido a que se ajustaban a la forma de
la parametrización, y las características lingüísticas permitían la completa separabilidad
entre clases.
Los resultados experimentales demostraron que el enfoque JEMA es superior a SE-
MA para diferentes niveles de ruido (simulando microprosodia y errores de estimación)
e información faltante en los contornos de entonación (debido a segmentos sordos). Las
fortalezas de JEMA se reflejaron tanto en el modelo de entonación que utiliza curvas de
Bezier como en el modelo de entonación de Fujisaki.
En la Sección 4.2 se hicieron experimentos usando contornos reales con los diversos
modelos de entonación (S-Bezier, Bezier y Fujisaki) tanto con el enfoque SEMA como
JEMA. Los datos utilizados corresponden a dos locutores, de sexo femenino y masculino,
grabados en el marco del proyecto europeo TC-STAR.
También en este caso los resultados experimentales permitieron corroborar la superior-
idad del enfoque de entrenamiento conjunto JEMA sobre el enfoque SEMA. Los resultados
objetivos señalan una mejora en el error cuadrático medio y en la correlación de la con-
tornos estimados con respecto a los contornos reales.
Con el fin de obtener también una medida subjetiva de la aceptación, se llevó a cabo
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una evaluación perceptual de naturalidad y calidad de los contornos generados por cada
uno de los modelos de entonación. En la evaluación se incluyeron contornos reales para
tener una medida de la capacidad de los evaluadores para identificar naturalidad y calidad.
Los resultados subjetivos revelan una preferencia por los modelos entrenados usando
el enfoque JEMA. Estas diferencias demostraron ser estadísticamente significativas (p =
0,05) en muchos de los casos en que un modelo entrenado con JEMA fue comparado
con un modelo entrenado usando SEMA, tal como indica el Mann-Whitney-Wilcoxon test
realizado.
4.5.2. Duración
En la Sección 4.3 se presentaron los resultados de la evaluación experimental sobre el
modelado de la duración segmental. Se han estudiado cinco modelos de duración, donde
dos de ellos son puramente segmentales (DP y DPR), y los otros tres combinan el modelado
segmental y suprasegmental (DS, DSO y DSM).
Todos los algoritmos demostraron pocas diferencias a nivel objetivo utilizando el error
cuadrático medio como medida del error cometido entre la duración segmental predicha
y la real. El modelo DPR es claramente inferior a todos los otros, y DS tiene un error
cuadrático medio ligeramente mayor que los otros modelos: DP, DSO y DSM.
La evaluación objetiva de naturalidad y calidad revela también pequeñas diferencias
entre los algoritmos DS, DP, DSO y DSM, que no resultan estadísticamente significativas
para p = 0,05 usando el Mann-Whitney-Wilcoxon test.
Los algoritmos propuestos presentan una mejora consistente en cada uno de los con-
juntos de evaluación utilizando 20-fold cross validation. Sin embargo, estas diferencias
son demasiado pequeñas para ser estadísticamente significativas en el conjunto de veinte
experimentos realizados.
Esta cantidad limitada de datos de análisis también se ve reflejado en la evaluación
subjetiva, donde solamente uno de los algoritmos propuestos (DSM) ha resultado con
diferencias estadísticamente significativas con respecto a los otros modelos.
Es importante aclarar que una mayor cantidad de datos no necesariamente implicará
una mejor estimación de la duración, ya que la ausencia de cierta información no obtenible
en forma automática del texto hará que algunas clases no sean separables. Además, es nece-
sario indicar que cierta falta de precisión en la segmentación automática puede dificultar la
tarea de la estimación de la duración segmental, y esto verse reflejado en una degradación
de los resultados obtenidos.
4.5.3. Junturas terminales
La Sección 4.4 incluyó los experimentos realizados para el modelado de junturas ter-
minales con diversos algoritmos: CART, CART+LM y FST. Para cada uno de ellos se
experimentó tanto con el uso de palabras como con grupos acentuales.
Los experimentos realizados revelan la ventaja de la utilización de modelos de lenguaje
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a través de n-gramas sobre el algoritmo más simple que predice junturas usando CART.
Tanto en el modelado usando palabras como grupos acentuales, CART+LM y FST resul-
taron superiores a la utilización de árboles de clasificación en forma aislada.
Además, en todos los casos CART+LM resulta superior a FST debido a la posibilidad
de utilizar información contextual más compleja a través de la probabilidad modelada con
el árbol de clasificación, tales como etiquetas morfosintácticas adyacentes y la distancia a
signos de puntuación.
En los resultados no se observan grandes beneficios en la utilización del grupo acen-
tual para la predicción de junturas terminales en lugar de la palabra. La única ventaja
resulta en una disminución de la cantidad de decisiones que se deben tomar, reduciendo
la carga computacional. Es de destacar que la ganancia es mínima debido a que la carga
computacional es ínfima.
El análisis manual de las junturas predichas permitió verificar que las medidas objeti-
vas utilizadas para medir el rendimiento de cada uno de los algoritmos son solamente una
cota inferior al rendimiento real. El uso de una sola referencia tiende a ofrecer una medida
pesimista del rendimiento de los modelos. Esto último es un problema común también ob-
servado en otros campos, como es el caso de la traducción automática, donde en ocasiones
se utilizan múltiples referencias para medir la calidad de los sistemas en forma más precisa
[Pap02].
En los Capítulos 3 y 4 se han propuesto y evaluado diversos modelos para la generación
automática de la prosodia en los conversores texto a voz: entonación, duración segmental y
junturas terminales. En el Capítulo 5 propondremos una extensión de estos modelos para
su aplicación en el contexto de la traducción voz a voz, con la intención de aprovechar la
información del idioma y el hablante de la lengua origen para mejorar la naturalidad y la
expresividad de la prosodia generada en el conversor texto a voz de la lengua destino.
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Capítulo 5
Transferencia de la prosodia en la
traducción oral
En este capítulo se explicarán algoritmos para el aprovechamiento de las múltiples
fuentes de información en un sistema de traducción voz a voz con el fin de mejorar la
calidad de la conversión texto a voz. Entre estas fuentes se pueden mencionar: transcripción
ortográfica del locutor fuente, fronteras de palabras y fonemas, pausas, información sobre
alineamiento de las palabras del idioma fuente y destino, curva de frecuencia fundamental
del locutor fuente e información sobre puntuación obtenida del ASR. El objetivo general es
contribuir a convertir la traducción voz a voz en completa, abarcando desde el contenido,
su forma de expresarlo a través de la prosodia, hasta llegar a incluir la identidad de la voz
del hablante origen en la salida del sintetizador de voz, usando técnicas de conversión de
voz.
Primeramente, en la Sección 5.1 se tratarán las limitaciones existentes para la gen-
eración de una prosodia natural y expresiva en un sistema de conversión texto a voz.
Luego, en la Sección 5.2 se tratarán alternativas para la mejora de la generación de la
prosodia en el marco de la traducción voz a voz, aprovechando las nuevas fuentes de
información existentes en estos sistemas.
En las siguientes secciones del capítulo se explicarán los diferentes algoritmos prop-
uestos. En la Sección 5.3 se detallará un algoritmo de transferencia de la entonación. La
Sección 5.4 trata aspectos de sincronización y su relación con la duración segmental y las
pausas. Finalmente, la Sección 5.5 contiene algunas propuestas para el uso de las pausas
del idioma fuente para la mejora de la predicción de pausas en la conversión texto a voz.
5.1. Limitaciones para la generación de la prosodia en un
sistema de conversión texto a voz
Como se mencionó al comienzo del Capítulo 1, la traducción voz a voz automática
tiene como objetivo la traducción de la voz en un idioma y su reproducción en otro idioma
en forma automática y sin la necesidad de intervención humana. Esto constituye un paso
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adelante con respecto a la traducción texto a texto, debido a que se realiza utilizando el
habla, mediante la inclusión en el proceso de áreas tales como el reconocimiento automático
de voz (ASR) y la generación de voz por computadora (TTS).
Entre los objetivos de la tesis se encuentran el desarrollo de nuevos algoritmos para el
entrenamiento de modelos de generación de prosodia para la conversión texto a voz, y su
aplicación en el marco de la traducción voz a voz. Para ello se investiga la posibilidad de
mejorar la naturalidad y expresividad de la conversión texto a voz utilizando la prosodia
del hablante fuente disponible en el proceso de traducción voz a voz como información
adicional.
A continuación se explicará la importancia de ciertos aspectos de la prosodia y la
dificulad para ser generadas por un conversor texto a voz sin información adicional al
texto, como la disponible en la traducción voz a voz.
En la introducción del capítulo 2 se explicó la importancia y el uso que se hace de la
prosodia para estructurar el habla y el discurso a través de diferentes recursos acústicos,
tales como la entonación, ritmo, intensidad, pausas, etc. En general, se puede afirmar que
no es posible entender una oración sin el uso de los recursos prosódicos debido a la gran
cantidad de información que proporcionan.
Quilis en su “Tratado de Fonología y fonética española” [Qui93] presenta diferentes
funciones de la prosodia: distintiva, integradora, delimitativa, constrastiva y semántica.
El correcto uso de las mismas en el habla sintetizada contribuye a una mejor opinión en
términos de calidad y naturalidad por parte de los usuarios finales [Ant03]. Estas funciones
de la prosodia son:
La función distintiva permite entender el significado de la oración de acuerdo a las
características prosódicas que son empleadas por el hablante. Por ejemplo, dependi-
endo de la pendiente del contorno de frecuencia fundamental al final de una oración,
podemos diferenciar una oración declarativa de una interrogativa.
La función integradora agrupa las unidades sin acento dentro de una unidad acen-
tuada. De esta manera se puede entender el significado de la oración. Por ejemplo,
la oración “estabarriendo” tiene un significado distinto de acuerdo a los acentos y a
las junturas terminales: “está barriendo”, “ésta va riendo” o “estaba riendo”.
La función delimitativa divide a la oración en unidades más pequeñas debido a
razones fisiológicas (necesidad de respirar para continuar hablando) o razones gra-
maticales y lingüísticas (distribución de la información que hace al mensaje más
entendible).
La función contrastiva contribuye a mantener la atención del oyente en las partes
importantes de la oración y a evitar la monotonía. Para ello se usan recursos tales
como variaciones del ritmo o pausas largas para atraer la atención sobre una porción
del discurso, separación en sílabas de la palabra a enfatizar, etc.
La función semántica de la prosodia introduce en el mensaje hablado información
adicional que clarifica el significado planeado por el locutor. Adicionalmente, cuando
el significado de la prosodia y del mensaje son contradictorios, la prosodia se usa como
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un primer indicador del significado real. La prosodia tiene poder para desambiguar
entre diferentes significados de la oración.
Observando las múltiples funciones de la prosodia se puede inferir que su modelado
no es una tarea fácil. Los sistemas de conversión texto a voz actuales tienen capacidades
limitadas en los algoritmos de procesamiento de lenguaje natural utilizados para analizar
una oración. Ello impide que la prosodia generada sea de una alta calidad y naturalidad.
Desde el punto de vista de la función distintiva encontramos que a través de la proso-
dia podemos diferenciar entre enunciados interrogativos y declarativos. La generación de
la prosodia en conversión texto a voz debe analizar la existencia en el texto de signos
de interrogación o pronombres interrogativos para decidir si el enunciado a sintetizar es
declarativo o interrogativo. Si dicha información no se encuentra disponible resultará dificil
tomar una decisión, ya que no sería posible conocer la intención del enunciado, tal como
ocurre en el siguiente ejemplo:
Sin puntuación: El presidente del gobierno ha dicho esta mañana que subirá
los impuestos
Con puntuación: El presidente del gobierno, ¿ha dicho esta mañana que
subirá los impuestos?
En lo relativo a la función integradora los conversores texto a voz presentan limita-
ciones para enlazar porciones del discurso en unidades tales como grupos acentuales y
entonativos. En algunas ocasiones es posible encontrar la frontera de un contorno melódi-
co que preserve el sentido del mensaje, por ejemplo, a través de la presencia de signos
de puntuación. Sin embargo, la decisión en porciones del texto sin signo de puntuación
todavía resulta una tarea propensa a errores debido a que los ordenadores no pueden com-
prender el texto y decidir el sentido del mensaje. Estos mismos problemas ocurren con
la función delimitadora, que tal como indican algunos autores, es complementaria de la
función integradora. Por ejemplo, una pausa permitirá delimitar y diferenciar unidades
de sentido o grupos fónicos que integrados perderían su sentido, como se demuestra en el
siguiente ejemplo:
Mientras <pausa> el presidente del gobierno se ha referido al terrorismo.
Mientras el presidente del gobierno se ha referido al terrorismo.
En la primera oración la pausa permite delimitar las dos partes del enunciado, resul-
tando una oración declarativa de la forma adecuada. En cambio, la ausencia de pausa en
la segunda oración provoca que el oyente espere que la oración continúe luego de la pal-
abra terrorismo, resultando en una confusión cuando el locutor hace una pausa luego de la
palabra terrorismo debido al final de oración. Un conversor texto a voz tendrá dificultades
para predecir dicha pausa, excepto que luego de la palabra “Mientras” exista una coma.
El énfasis se encuentra entre una de las características más difíciles de obtener y
que es de extrema importancia para el modelado de la prosodia, ya que cumple una
función contrastiva. Cada día enfatizamos partes del discurso cuando hablamos con el
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objetivo de atraer la atención del oyente en ciertas partes del mismo, o bien para diferenciar
información nueva de aquella ya mencionada. La ausencia de énfasis hará que nuestro modo
de hablar sea juzgado como monótono: cada palabra tendrá la misma importancia que las
otras. En consecuencia, el discurso será difícil de entender por el oyente.
En este aspecto, la ausencia de conocimiento acerca del mundo real por parte de los
ordenadores es una limitación importante para el modelado de la prosodia. Por ejemplo,
en la oración “Un turista fue detenido en el aeropuerto con explosivos en su zapato”, el
énfasis en la palabra “explosivos” no es el mismo que en la oración “Una tonelada de
explosivos fue usada para demoler el viejo edificio de la estación de trenes”. Los explosivos
en un aeropuerto son más importantes que cuando son usados para hacer una demolición
controlada de un viejo edificio. Es necesario el conocimiento acerca del mundo real para
captar esa diferencia y generar una prosodia correcta.
En algunos casos, el hablante puede indicar su intención usando algunos recursos
acústicos que introducen pequeños cambios en el significado del mensaje contenido en las
palabras. Si la oración “lo compartiré contigo” se pronuncia con un ritmo lento y algunas
pausas entre palabras, podemos convertir una afirmación en una duda. De esa manera
expresaríamos que no estamos seguros que queremos compartirlo. Esta función semántica
de la entonación que permite cambiar el significado de las palabras tiene una gran im-
portancia para la generación de habla expresiva en los conversores texto a voz. Existen
numerosos trabajos sobre el tema que proporcionan estudios sobre rasgos prosódicos de los
distintos estados emocionales, como así también de la actitud del hablante con respecto
al oyente y al contenido del mensaje [Sch09].
Además de las funciones enumeradas por Quilis, la prosodia también es importante
para indicar las distintas partes de un discurso: narración, descripción, argumento, ex-
plicación, diálogo, etc, proporcionando una estructura al mismo y facilitando su compren-
sión. La ausencia de los marcadores prosódicos dificultan el entendimiento y disminuyen
la capacidad de captar la atención del oyente durante la locución.
Finalmente, también es de importancia destacar que el contenido del mensaje determi-
na el estilo con el que debe ser transmitido al oyente de acuerdo a algunas reglas acordadas
por la sociedad. Por ejemplo, las noticias sobre una guerra no se leen de la misma manera
que las noticias de deportes. Incluso las noticias de deportes se leen de manera diferente
de acuerdo a su contenido. La noticia sobre la lesión de un jugador se lee con inquietud
mientras que las noticias de resultados deportivos tendrán un estilo más vivaz. Además, en
algunos programas de prensa partidaria las noticias sobre lesiones de jugadores rivales se
pueden leer de manera alegre ya que beneficia a los resultados del otro equipo. Por ejemplo,
una lesión de Ronaldo sería una buena noticia para algunos fanáticos del Barcelona.
En resumen, la lectura de textos necesita funciones cognitivas superiores que están lejos
de poder ser realizadas por las computadoras debido a que carecen tanto de información
sobre el mundo como de los diferentes rasgos de la psiquis humana (por ejemplo: emociones,
intención, complejos, etc.). Las computadoras no pueden entender ni tener una opinión
sobre lo que leen. Esto constituye un limite superior a la calidad alcanzable por cualquier
sistema de conversión texto a voz.
Existen algunas propuestas en la literatura con el objeto de mejorar la calidad de
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la síntesis introduciendo etiquetas para enriquecer la prosodia. En este marco existe un
conjunto de iniciativas de estandarización usando XML, tales como SABLE [Spr98b],
SSML [Bur04], JSML [Hun00], EML [EML], etc. El uso de etiquetas es importante en
sistemas que generan voz de una manera muy controlada, como sucede con los sistemas
concepto-a-voz [Piw02].
La aplicación de estas etiquetas se pueden ver en diversas aplicaciones, tales como:
Interfaces web de conversión texto a voz, como es el caso de AT&T Labs Nat-
ural Voices (SSML) [ATTSit], ATalker (SABLE y SSML) [ATalke], Acapela (SSML
y JSML) [Acapel], o el sintetizador de la UPC, UPCTTS (SABLE) [UPCTTS].
Plataformas robóticas: plataforma robótica B21r con conversor texto a voz Open-
Mary (SSML) [Roe06], el robot PeopleBot (SSML) [Che08], o el robot para museos
del proyecto INDIGO (SSML y JSML) [Vog08].
Telefonía: RealSpeak de Telecom (SSML) [Tel05], o el sistema Say It Smart de
Cisco (VoiceXML) [Cis07]
Plataformas de diálogos: Gemini (SSML) [Cór04], o VoxNauta (SSML) [Gir09].
5.2. Generación de la prosodia en un sistema de traducción
voz a voz
En un sistema de traducción voz a voz, el módulo de conversión texto a voz tiene más
información que cuando se posee únicamente el texto, que es el caso cuando se utiliza un
conversor texto a voz como un componente aislado. Tanto la voz del hablante fuente como
las salidas de los sistemas de reconocimiento automático del habla y traducción automática
son fuentes adicionales de información que pueden proporcionar importantes indicios para
generar la prosodia de la conversión texto a voz, tal como se muestra en la Figura 5.1.
Figura 5.1: Esquema de generación de la prosodia utilizando la voz fuente.
En esta tesis se proponen una serie de algoritmos para contrarrestar las carencias de
los conversores texto a voz en el procesamiento del lenguaje natural mencionadas en la
sección anterior. Para ello se desarrollan una serie de modelos que usan tanto la información
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acústica del hablante fuente como del texto traducido para la generación de la prosodia
en el marco de la traducción voz a voz.
Los algoritmos desarrollados serán evaluados principalmente en la traducción voz a voz
del idioma inglés al español, y viceversa. A pesar de que claramente los idiomas ingles y
español tienen entonaciones distintas, la hipótesis que se desprende de la introducción del
capítulo es que para reforzar una información ambos pueden llegar a utilizar la prosodia.
Por ejemplo, una pregunta en un idioma tendrá un contorno inicial distinto que en el otro,
pero ambos se auxilian en la función distintiva de la prosodia para indicar un enunciado
interrogativo. Esto mismo ocurrirá con otros aspectos del discurso, tales como el énfasis
(función contrastiva), las emociones, la intención, el estilo, etc.
En general podemos decir que las distintas funciones de la prosodia se encuentran
representadas en ambos idiomas en diversas manifestaciones acústicas, tales como la en-
tonación, el ritmo, las pausas, las junturas terminales, etc. El principal objetivo de este
capítulo de la tesis es estudiar algoritmos que permitan aprovechar las manifestaciones
acústicas en el idioma origen para enriquecer la prosodia en el idioma destino.
Una aproximación posible para la generación de la prosodia en el idioma destino dadas
ciertas manifestaciones acústicas del idioma origen (tales como la entonación, el ritmo, las
pausas, las junturas terminales, etc) consistiría en clasificar distintas porciones del texto
de acuerdo a un conjunto de etiquetas predeterminadas que indicarían sentimientos, én-
fasis, contraste, etc. Un ejemplo de sistema de conversión texto a voz capaz de utilizar
etiquetas predeterminadas es el sintetizador de Loquendo, donde se encuentran etiquetas
para énfasis, velocidad del habla, expresiones del habla (“¡Hola!” “¡De acuerdo!” “¡Fantás-
tico!”), estilos (enfático, formal, informal), emociones (alegre, triste, enojado), intención
(por ejemplo: confirmación o duda) y eventos paralingüísticos (por ejemplo: respiración,
tos, risa) [Loquen]. Otros sistemas de conversión texto a voz que poseen también estas
posibilidades son el Mary [Sch03] o el RealSpeak de Nuance [Nuance]. Sin embargo, tanto
la enumeración de los diferentes casos como el diseño del corpus sería complejo. Además,
el hecho de enumerar los casos posibles restringiría la flexibilidad del sistema para abordar
nuevos elementos prosódicos no considerados, y en cierta manera estaríamos reduciendo
la realidad al modelo, en lugar de ajustar el modelo a la realidad.
Otro posible enfoque sería el utilizando en la aportación para la transferencia de la
prosodia realizada en la tesis de Iriondo [Iri08]. Allí se utilizaron muestras de habla emo-
cionada en castellano de cuatro emociones que tienen una expresión más universal (miedo,
rabia, tristeza y alegría), de las que se extrajeron los valores de ciertos parámetros prosódi-
cos que permitirían modificar el sistema TTS en catalán para generar habla emocionada
en esta lengua. La información prosódica asociada a cada segmento en catalán se calculó
usando los valores prosódicos de los segmentos de las locuciones del castellano: la energía y
la F0 se asignaron mediante un alineamiento temporal de sus contornos, las duraciones de
las pausas se copiaron directamente, y la duración de las frases se ajustó globalmente; apli-
cando modificaciones a los segmentos proporcionalmente para cada emoción. Este enfoque
asume que la transferencia de la prosodia puede ser directa. Sin embargo, es necesario re-
alizar estudios en los aspectos prosódicos correspondientes entre dos idiomas para asegurar
que esta asunción es correcta.
En esta tesis se pretende estudiar una alternativa consistente en una transferencia de
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prosodia implícita. A través de un corpus paralelo se pretende encontrar relaciones entre
lo que ocurre en la prosodia de un idioma a la vista de lo que ocurre en el otro idioma.
Para estudiar esta hipótesis se grabarán corpus usando hablantes bilingües, intentando
preservar una coherencia en las diferentes decisiones de la realización prosódica en los
distintos párrafos en ambos idiomas. Este enfoque no constituye una solución final, ya que
un sistema de traducción no dispondrá de corpus para cada hablante, ni menos aún de
corpus bilingüe. Todo este análisis se realizará para estudiar la viabilidad de la hipótesis con
vistas a la generalización del caso dependiente del hablante a uno que sea independiente del
hablante. En la Sección 5.3 se presentarán los algoritmos propuestos para la transferencia
de la entonación en la traducción voz a voz.
Además de explorar esta hipótesis para la generación del contorno entonativo, también
se lo hará para la duración y el ritmo. Es de interés para muchos sistemas de traducción
automática voz a voz lograr un sincronismo entre la voz traducida y el video donde se ven
tanto los labios del orador traducido como sus gestos (sin llegar a ser un doblaje), para
evitar además el desfasaje entre los contenidos de los dos canales de información. De esta
manera, estos documentos audiovisuales ganan en expresividad a través de la información
complementaria expresada por el orador a través del lenguaje gestual, el ritmo y otros
elementos prosódicos y visuales adicionales. Los enfoques propuestos al respecto se detallan
en la Sección 5.4.
Finalmente, en la Sección 5.5 se realizarán aportes para la transferencia de pausas
entre idiomas. Conjuntamente con la sincronización provista por la adaptación del ritmo,
las pausas contribuyen tanto a segmentar el discurso en unidades más pequeñas (función
delimitativa), como también a lograr la sincronización entre audio y video a través de la
manipulación de la duración de las pausas
5.3. Generación de la entonación utilizando la información
de la fuente
Como hemos comentado, las limitaciones de los ordenadores de hoy en día en lo referi-
do a su desconocimiento sobre el mundo y la ausencia de ciertos rasgos de la psiquis
humana (emociones, intención, complejos), así como también su incapacidad para proce-
sar el lenguaje natural sin restricciones en la gramática (tal como ocurre, por ejemplo, en
los sistemas de diálogo), contribuye a fijar un tope a la calidad alcanzable por los modelos
de entonación que fueron tratados en las secciones 2.2 y 3.1.
Uno de los objetivos de esta tesis es la utilización de la información provista por la
entonación del idioma origen para mejorar la naturalidad y expresividad de la entonación
del idioma destino, reduciendo la necesidad de comprensión del lenguaje natural. Es más,
si hay varias curvas entonativas adecuadas en cuanto a naturalidad y expresividad para
un enunciado, queremos acercarnos a la que refleje mejor aquella utilizada por el locutor
en el idioma origen.
El método propuesto consiste en la anotación del contorno origen utilizando informa-
ción acústica y prescindiendo del contenido textual en la lengua origen. Debido a que la
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información textual ya se encuentra en el texto traducido, no es necesaria la utilización
del texto origen.
Figura 5.2: Esquema de generación de la entonación utilizando la voz fuente.
La Figura 5.2 es la particularización del esquema de transferencia prosódica mostrado
en la Figura 5.1, para el caso de la entonación. En este caso, la información que se utiliza del
habla fuente es su contorno entonativo. El sistema de reconocimiento del habla, mediante
la segmentación temporal de las palabras reconocidas, permite asignar los contornos a
cada palabra o la unidad entonativa que se utilice (por ejemplo grupo acentual, grupo
entonativo, etc.) El sistema de traducción estadístico (SMT) puede producir no sólo la
frase traducida, sino el alineamiento de las palabras entre ambos idiomas.
En este esquema se tiene el contorno de entonación de la frase fuente y se pretende
generar un contorno para el texto traducido que utilice la información del texto traducido,
pero también considere la información de la entonación en el idioma fuente. Para ello se
podría utilizar características globales (tales como media, la varianza de f0), pero es de
interés en esta tesis el modelado de fenómenos locales, ya que estos son los que repercuten
en mayor medida en las funciones de la prosodia explicadas al comienzo del capítulo.
Una posible implementación sería una proyección lineal entre contorno fuente y des-
tino. Sin embargo, en la traducción el orden entra palabras no se mantiene, ni tampoco
los contornos entonativos usados en las lenguas son los mismos. Por ello, es mejor inten-
tar encontrar relaciones en la entonación de una palabra en una lengua en función de la
entonación de la misma palabra en la otra lengua. Eso requiere trabajar palabra a pal-
abra, y dicha información de alineamiento es proporcionada por el sistema de traducción
estadístico.
El enfoque propuesto consiste en la transferencia de la entonación intentando encontrar
relaciones entre los movimientos tonales a nivel de palabra. Es de esperar que un par de
idiomas pueden compartir un conjunto de relaciones entre sus repositorios de movimientos
tonales. Ciertos conceptos que se expresan con determinados contornos de entonación en
un idioma son producidos en el otro idioma con un conjunto diferente de movimientos.
Resultaría interesante encontrar tales relaciones entre idiomas para ayudar en la predic-
ción de la entonación del idioma destino usando los movimientos tonales del idioma fuente.
Además, es de esperar que aquellos idiomas más cercanos (por ejemplo: español y catalán)
compartan más relaciones que aquellos idiomas que son más diferentes (por ejemplo: es-
pañol e inglés). De este enfoque surgen una serie de desafíos que deben ser considerados
para una apropiada implementación en un sistema de traducción voz a voz.
Con el objeto de validar la hipótesis que plantea la posibilidad de mejorar la expre-
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sividad de la entonación del idioma destino usando el contorno de frecuencia fundamental
del idioma origen, se decidió el diseño de corpus paralelos bilingües: catalán→español e
inglés→español (Sección 5.3.1).
Otro elemento importante a considerar es el proceso de transferencia de la anotación
del contorno del idioma origen para reflejar su influencia en la forma del contorno del
idioma destino. Para ello la metodología propuesta usará la información de alineamiento
entre los idiomas provista por el sistema de traducción automática (Sección 5.3.2).
La anotación del contorno origen debe ser automática y completamente acústica, con-
siderando aquellos eventos en la entonación que serán de importancia para la generación
de la entonación del idioma destino. Este tema será tratado en las secciones 5.3.3 y 5.3.4.
Finalmente, se realizó una validación experimental de la propuesta usando ambos cor-
pus paralelos, para estudiar no solo su validez sino también la influencia ejercida por los
orígenes de los idiomas en el rendimiento alcanzado (Sección 5.3.5).
5.3.1. Corpus orales para la investigación en generación de prosodia en
traducción
En la actualidad los corpus orales bilingües son escasos, mientras que existe una gran
disponibilidad de corpus escritos bilingües. Con el objeto de realizar experimentos sobre
transferencia de prosodia se decidió la grabación de dos conjuntos de datos bilingües:
inglés→español y catalán→español.
A diferencia de los que podría encontrarse en los intérpretes del Parlamento Europeo,
una característica distintiva del corpus grabado es una mayor expresividad en cada idioma.
En general, el traductor (o intérprete) no imprime en algunas ocasiones expresividad a su
locución, con el objeto de que la proporcione la voz en segundo plano en el idioma original.
Esta es una práctica muy utilizada, y es observada en parlamentos y foros internacionales.
La elección de los idiomas del corpus tiene su motivación en el estudio de la influencia
de la cercanía entre idiomas en los resultados experimentales de nuestra propuesta. Es
posible que idiomas de origen latino (español y catalán) posean recursos entonativos más
similares que aquellos de origen distinto (español e inglés).
La investigación en esta tesis se limitó a sistemas monohablante, es decir, que tanto el
hablante en un idioma como en el otro es una persona biligüe. En el futuro se explorarán
mecanismos para su utilización en sistemas independientes del hablante.
Datos inglés→español
Para los experimentos inglés→español se diseñó un corpus bilingüe de 220 párrafos de
textos correspondientes a párrafos parlamentarios paralelos. Cuatro hablantes bilingües
(dos hombres y dos mujeres), pertenecientes a familias bilingües, grabaron los párrafos
que corresponden a aproximadamente treinta minutos en cada idioma. El estilo de habla
es parlamentario, usándose voces de parlamentarios reales para indicar al hablante el
estilo deseado para los párrafos. Los párrafos provenían de sesiones distintas buscando
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estilos variados. Estas voces grabadas fueron finalmente uno de los recursos generados en
el proyecto TC-STAR.
El estudio de datos bilingües exige una consistencia en los datos. A los hablantes
bilingües se les requirió grabar cada párrafo en un idioma, e inmediatamente el corre-
spondiente en el otro idioma, manteniendo el estilo y la consistencia del discurso entre
idiomas.
La anotación prosódica de los párrafos consta de dos niveles de junturas terminales
y dos niveles de énfasis de palabra. A continuación se adjunta como ejemplo un párrafo
bilingüe:
Inglés: “The commission’s mandate is for the running of the European
Union and yet there seem to be some in this house who would have it closed
down for the summer. Do they not envisage that the settlement of the European
Union’s budget for the next seven years or the question of Turkish membership
might make some demands on the commission’s attention between now and
November?”
Español: “El mandato de la comisión es que gestione la Unión Europea, pero
parece que en esta cámara hay quien quisiera cerrarla durante el verano. ¿Acaso
no tienen previsto que la concreción del presupuesto de la Unión Europea para
los próximos siete años o la cuestión del ingreso de Turquía pueda reclamar la
atención de comisión de aquí a noviembre?”
Datos catalán→español
Los datos de catalán→español son un recurso generado para el proyecto LC-STAR.
Un hablante bilingüe grabó 40 minutos de diálogos en el dominio de agencia de viaje. Los
datos son paralelos y el estilo de habla es natural.
Las doscientas oraciones que componen el corpus no tienen información de puntuación,
siendo los puntos finales los únicos disponibles. Las junturas terminales fueron etiquetadas
manualmente usando un solo nivel: grupos entonativos.
Aquí también se prestó especial atención a la consistencia entre idiomas, tal como se
mencionó en los datos de inglés→español,
Catalán: “Ha de donar-me el número de la targeta de crèdit i la data en
què li caduca la targeta de crèdit.”
Español: “Tiene que darme el número de la tarjeta de crédito y la fecha en
que le caduca la tarjeta de crédito.”
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5.3.2. Transferencia de información del contorno origen para generar el
contorno destino
La información sobre alineamiento proporcionada por el módulo de traducción au-
tomática es de gran importancia para el uso de la información del contorno origen para
generar la entonación del idioma destino.
El alineamiento proporciona vínculos entre palabras, y cada una de ellas puede poseer
desde ninguno hasta múltiples vínculos con palabras del otro idioma. Los casos que pueden
surgir se enumeran a continuación:
Una a muchas. Las palabras en el idioma origen se puede traducir a una o más
palabras en el idioma destino debido a razones léxicas, gramaticales, sintácticas o
semánticas. Por ejemplo, la oración “Fui al restaurante” que se traduce al inglés
como “I (NULL) went (fui) to the (al) restaurant (restaurante)”, “al” se alinea con
dos palabras debido a que en español “a el” se contrae a “al”.
Muchas a muchas. Algunas construcciones del idioma origen deben estar alineadas
con su contraparte en el otro idioma para preservar el significado. El significado
individual de las palabras difiere de su uso conjunto. Por ejemplo, la oración “De
hecho, él tomó la decisión.” se traduce como “As a matter of fact (De hecho), he (él)
took (tomó) the (la) decision (decisión).”. Aquí, “As a matter of fact” se traduce como
“De hecho” en español. No es posible alinear estas construcciones en sus palabras
constituyentes sin perder el significado global.
Sin alineamiento. En algunas situaciones una palabra en un idioma no puede ser
alineada con ninguna del otro idioma. Estas palabras son solamente usadas en uno
de los idiomas, y no tienen una contraparte en el otro idioma.
Mediante operaciones de conjuntos es posible obtener una simplificación de los vínculos
para tener un alineamiento uno a uno a nivel de palabras, tal como ocurre con el uso del
operador intersección (para más detalles se puede leer Och et al. [Och00]). A continuación
se muestra una porción de textos alineados usando el operador de intersección (se incluye
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un número indicando el orden de las palabras en el texto del idioma origen para facilitar
la lectura):
(1)señor (2)presidente (3)en (4)nombre (5)del (6)grupo (7)del (8)partido
(9)europeo 10)de (11)los (12)liberales (13)democratas (14)y (15)reformistas
(1)mr (2)president (3)on (4)behalf (5)of ()the (9)european (12)liberal (13)demo-
crat (14)and (15)reform (8)group
El uso del operador intersección y el alineamiento de palabras resulta de gran utilidad,
ya que permite analizar los eventos entonativos a nivel de palabra y estudiar su relación
con la forma de la entonación de la palabra en el otro idioma.
Para el análisis de la relación entre contornos entonativos de dos idiomas es necesario
elegir una unidad prosódica que delimite un entorno de tiempo para su estudio. La informa-
ción sobre alineamiento será usada para tener en cuenta las diferencias en el ordenamiento
de las palabras entre idiomas y poder estudiar los movimientos tonales correspondientes.
Dentro de las unidades que pueden ser seleccionadas se encuentran la sílaba, el grupo
acentual y la frase entonativa. La elección de la unidad prosódica debe tener en cuenta
diferentes factores que se relacionan con la prosodia y con la tarea específica de la tra-
ducción voz a voz. La unidad prosódica elegida debe ofrecer una buena cobertura tanto
en términos de expresividad como en su facilidad para analizar las relaciones entre los
idiomas teniendo en cuenta el posible orden diferente de las palabras.
La sílaba es una unidad prosódica que ofrece un poder de análisis local con alta res-
olución. Sin embargo, no es adecuada para nuestros propósitos debido a que no es posible
encontrar una correspondencia entre sílabas de diferentes idiomas a través del alineamien-
to. El alineamiento solamente proporciona vínculos entre palabras (por ejemplo: casa →
house) o grupos de palabras (por ejemplo: sin embargo → however).
La frase entonativa no puede ser tenida en cuenta porque es una unidad prosódica muy
amplia que puede contener muchos movimientos tonales causados por diferentes razones.
Por ejemplo, una frase entonativa puede contener una palabra enfatizada y un movimiento
tonal ocasionado por el estado de ánimo en otro grupo de palabras.
En esta tesis se optó por el grupo acentual como la unidad prosódica elegida. El mis-
mo permite modelar habla expresiva si la función de aproximación posee la flexibilidad
necesaria para ajustarse a los movimientos tonales del grupo acentual. Además, es posible
obtener relaciones entre los grupos acentuales de los idiomas si usamos la palabra acentu-
ada como referencia, tal como se definió para el español en la Sección 2.2.1. Un ejemplo
de alineamiento usando el grupo acentual se muestra en la Figura 5.3.
5.3.3. Sistemas de anotación simbólica de la entonación
El proceso de generación de la entonación usando información sobre los contornos
de frecuencia fundamental del idioma fuente sugiere la utilización de una codificación
de los movimientos tonales, representando mediante símbolos ciertas configuraciones de
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Figura 5.3: Alineamiento usando grupos acentuales.
la curva entonativa. De esta manera, esta información podría ser transferida al idioma
destino, constituyendo una característica adicional para la generación de la entonación en
el conversor texto a voz.
En general, se puede afirmar que esta codificación se puede realizar usando un conjunto
predefinido de tonos (y símbolos que los representan), o bien definir automáticamente un
conjunto limitado de símbolos mediante técnicas de agrupamiento automático.
En la literatura existen diversos ejemplos de sistemas de codificación de movimientos
tonales usando un conjunto predefinido de símbolos. Uno de ellos es ToBI [Sil92], que
fue utilizado en sus comienzos para codificar la entonación del inglés americano. ToBI
especifica seis tipos de tonos para el inglés americano: H*, L*, L*+H, L*+H, L+H* y !H*.
Los niveles H(alto) y L(bajo) indican un punto relativamente alto o bajo en el rango del
hablante, y pueden concatenarse para señalar una combinación usando el símbolo +. El
símbolo * indica un alineamiento directo con la sílaba acentuada. Por otra parte, también
existe una codificación para las junturas terminales, que difieren dependiendo del tipo de
movimiento tonal y la intensidad percibida de la juntura: L-, H-, L-L%, L-H%, H-H%,
H-L% y%H. Por ejemplo, la tendencia de la sílaba final de las oraciones declarativas
se puede señalar a través de un movimiento tonal hacia el punto inferior del rango del
hablante: L-L%.
Es importante establecer ciertos requisitos de precisión en la transcripción de los
movimientos tonales para su utilización en la caracterización de contornos, y en esta di-
rección existen experimentos demostrando un alto grado de acuerdo entre transcriptores
diferentes de ToBI [Pit94]. Sin embargo, otros estudios sobre ToBI contradicen los resul-
tados de Pitrelli, y por el contrario señalan que la concordancia entre transcriptores es
relativamente baja [Wig02]. Un estudio entre seis transcriptores entrenados de manera
uniforme y con acceso a contornos con alineado temporal, espectrogramas y señales de au-
dio demostró que las etiquetas coincidían en menos del 50% para seis de las ocho etiquetas
bajo estudio [Syr00]. Estos estudios señalan que la precisión del etiquetado en ToBI es so-
lamente alta para un subconjunto de etiquetas. Otro aspecto negativo sobre la utilización
de ToBI se relaciona con los tiempos de etiquetado, que pueden llegar a alcanzar de 100 a
200 veces la duración del audio analizado [Syr01].
No existen en la actualidad métodos automáticos fiables para analizar el contorno de
entonación de un idioma usando ToBI. Teniendo en cuenta estos inconvenientes es poco
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viable la utilización de ToBI como sistema de codificación de los contornos del idioma
fuente. Los datos de entrenamiento para un sistema automático de transcripción de ToBI
necesario en una plataforma de traducción voz a voz tendrían muchas inconsistencias
debido al poco grado de acuerdo entre transcriptores humanos.
Otro sistema de codificación descrito en la literatura es INTSINT [Hir94]. Esta codi-
ficación señala los eventos significantes de la curva tonal usando un conjunto limitado de
símbolos para señalar tonos absolutos (T, M y B) y relativos (H, L, S, U y D). Los tonos
absolutos en INTSINT se definen de acuerdo al rango tonal del hablante, mientras que los
relativos se anotan con respecto a la altura tonal de los puntos adyacentes. En su conjunto
permiten hacer una descripción detallada del contorno de frecuencia fundamental a través
del análisis automático de la entonación [Hir00] usando una herramienta de estilización
de contornos: MOMEL [Hir93]. Uno de los aspectos remarcables de INTSINT es que la
transcripción conserva los valores numéricos de los eventos tonales. Por lo tanto, es posible
representar la curva tanto en forma cualitativa (como en el caso de ToBI) como cuanti-
tativa (parametrizada). Las correlaciones lingüístico/funcionales de estos eventos pueden
vincularse con un análisis de las propiedades pragmáticas, semánticas y sintácticas de la
oración.
Sin embargo, la utilización de un sistema simbólico tal como INTSINT podría resultar
insuficiente. El conjunto de símbolos es muy limitado (representación cualitativa), y la
capacidad para modelar la diversidad se sustentaría en la representación numérica (repre-
sentación cuantitativa). Esta última no constituye un conjunto discreto, y por lo tanto, no
resulta viable para su utilización como codificación simbólica. Sin embargo, este enfoque
podría ser útil en un sistema que combine codificación simbólica y técnicas de regresión.
En esta tesis se propone la utilización de un algoritmo automático de agrupamiento
para encontrar estas correspondencias. El mismo se basa en el total desconocimiento acerca
de las relaciones entre contornos de entonación de los idiomas. De esta manera los patrones
de entonación serán obtenidos con una etiqueta abstracta, sin significado aparente. Pos-
teriores estudios, fuera del alcance de esta tesis, deberán analizar esa información para
encontrar el significado y la relación de tales patrones.
Es necesario aclarar que muchos contornos de entonación del idioma fuente pueden
tener una correspondencia con muchos contornos de entonación en el idioma destino, un
tema que ya fue analizado en el capítulo sobre generación de prosodia. En esta tesis nos
enfocaremos en una correspondencia uno a uno. A pesar de que este enfoque es limitado,
es un punto de partida para futuras investigaciones.
En la siguiente sección explicaremos el entrenamiento de los algoritmos de anotación
automática. En la primera fase se encuentran patrones (contornos de entonación típicos)
que relacionan los movimientos tonales de los idiomas en los datos de entrenamiento.
Estos patrones luego son usados para etiquetar los contornos de entonación en el sistema
completo de generación de prosodia.
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5.3.4. Anotación de la entonación del hablante fuente
El objetivo del algoritmo de anotación consiste en agrupar aquellos movimientos tonales
del idioma origen que consistentemente tienen una correspondencia con movimientos del
idioma destino. Tales movimientos se consideran patrones que se repiten en la base de
datos (clases de movimientos tonales) y se pueden usar para codificar la entonación de
la entrada. La codificación es útil debido a que puede ser usada como característica de
entrada adicional para el módulo de generación de la entonación. Es esperable que propor-
cione importante información semántica que mejore la naturalidad y la expresividad de
la entonación. El algoritmo de agrupación debe tener en cuenta que algunos movimientos
del idioma fuente no tienen una correspondencia en el idioma destino. En tales casos no
es posible asignar a los movimientos tonales clase alguna. Como consecuencia de esto, los
mismos corresponderán a la clase SINCLASE.
Por otra parte, el alineamiento automático entre idiomas puede provocar que una
palabra o un grupo de ellas no se encuentren alineadas. En este caso el algoritmo no podrá
encontrar relaciones para tales movimientos tonales y corresponderán también a la clase
SINCLASE.
La figura 5.4 muestra una hipotética frase de entrada bilingüe con el alineamiento
definido por el sistema de traducción. El objetivo del algoritmo de anotación es detectar
que hay una correspondencia, por ejemplo, entre el grupo acentual 2 del idioma origen y
el grupo acentual 4 del idioma destino. Por ello, ambos se etiquetarían con las clases 2
y 2*. Hay otros grupos acentuales, como el grupo acentual 3 del origen alineado con el
grupo acentual 2 del destino, donde se observa que el movimiento no debe ser consistente
en el corpus, y por eso se les ha asignado la etiqueta SINCLASE. Y finalmente, el grupo
acentual 4 del idioma origen ni siquiera esta alineado con un grupo acentual del idioma
destino, y por ello también se le ha asignado la etiqueta SINCLASE.
Figura 5.4: Ejemplo de alineamiento de grupos acentuales y asignación de clases.
El algoritmo de agrupamiento que proponemos encuentra un número arbitrario de
clases (o patrones) en forma iterativa, partiendo de umbrales para la comparación poco
estrictos, que luego se irán ajustando para lograr relaciones entre clases realmente signi-
ficativas.
En este apartado se explicarán dos algoritmos. El primer algoritmo (Sección 5.3.4.1)
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enfatiza la búsqueda de relaciones entre idiomas usando una distancia que incluye a los
contornos de entonación origen y destino. Este algoritmo tiene un buen rendimiento para
los datos de entrenamiento pero presenta problemas de generalización debido a una ten-
dencia a sobrestimar los datos de entrenamiento. El segundo algoritmo (Sección 5.3.4.2)
propuesto soluciona este problema a través de una búsqueda de las relaciones entre id-
iomas minimizando el error de aproximación en la clases del idioma destino para los datos
de entrenamiento y usando una distancia que solo incluye al idioma origen.
5.3.4.1. Anotación por similitud de contornos tanto en el idioma fuente como
en el destino.
El algoritmo de agrupamiento intenta encontrar movimientos tonales similares tanto en
el idioma fuente como en el idioma destino usando el error cuadrático medio como medida
objetiva. Aquel patrón de clase que mejor aproxime a cada movimiento tonal en RMSE
para los datos de entrenamiento, será la clase correspondiente de dicho movimiento.
El RMSE se calcula conjuntamente entre los contornos origen y destino, y los patrones
de clase correspondientes. Esta medida conjunta se usa para enfatizar el hecho que el
algoritmo buscará correspondencias entre idiomas. El objetivo es obtener un conjunto
de clases que tendrán una buena cobertura (muchos grupos acentuales de los datos de
entrenamiento pertenecerán a la clase) y un RMSE bajo entre los patrones de las clases
de ambos idiomas y los contornos que pertenecen a las mismas.
El primer algoritmo propuesto intenta encontrar relaciones entre los movimientos
tonales de ambos idiomas en forma iterativa. El mismo consiste en dos ciclos de mejo-
ra. En el primero de ellos (ciclo B) se intenta optimizar la calidad de las clases obtenidas,
mientras que en el segundo (ciclo A) se incorporan nuevas clases y se eliminan aquellas
que son poco representativas, tal como se observa en la Figura 5.5. El algoritmo es similar
al LBG utilizado en el diseño de codebooks [Lin80].
Un umbral en la distancia euclídea entre el contorno y el patrón de la fuente contribuye
a eliminar contornos que no deberían pertenecer a una clase. De esta manera, estos son
asignados a la clase SINCLASE. El umbral tiene un valor inicial de cuatro semitonos y
decrece exponencialmente hasta alcanzar dos semitonos luego de veinte iteraciones. Los
contornos eliminados puede ser ubicados en otras clases en futuras iteraciones del ciclo A.
Figura 5.5: Ciclo de mejora continua de clases.
130
5.3. GENERACIÓN DE LA ENTONACIÓN UTILIZANDO LA INFORMACIÓN DE LA FUENTE
131
En cada iteración del ciclo B se recalculan los contornos de los patrones de clase con el
fin de minimizar el error de aproximación con respecto a todos los contornos que pertenecen
a dicha clase. Esta redefinición de los patrones provoca una posible reasignación de los
contornos a otras clases, y se itera en el ciclo B hasta que se produzca una convergencia,
que equivale a una disminución del número de reasignaciones por debajo de un umbral.
Luego, en el ciclo A se añaden nuevas clases, y el proceso del ciclo B se repite.
Con el objetivo de aclarar en forma detallada el funcionamiento del algoritmo, a con-
tinuación se detallan los pasos del mismo:
1. Inicialización. La inicialización consiste en asignar clases aleatorias a cada grupo
acentual en el idioma origen y etiquetar los grupos acentuales del idioma destino con
la clase correspondiente de acuerdo a la información de alineamiento. Por ejemplo,
la clase 1 del idioma origen se vincula con la clase 1* del idioma destino, la clase
2 se vincula con la clase 2*, y asi sucesivamente. En la inicialización, los grupos
acentuales que no tienen vínculos entre idiomas son asignados a la clase SINCLASE.
2. Patrones óptimos. Se ha representado los contornos de cada clase mediante poli-
nomios de Bézier de grupos acentuales, estimados siguiendo el método de opti-
mización explicado en la Sección 3.1.3 sobre modelado de la entonación basado en
Bézier no-superposicional entrenado usando el enfoque JEMA. Este algoritmo per-
mite obtener los patrones que aproximan de forma óptima todos los contornos que
pertenecen a una clase dada. Es necesario aclarar que el patrón óptimo puede ser
diferente de muchos de los contornos que pertenecen a la clase, debido a que en las
primeras iteraciones hay una gran dispersión en los contornos asignados a cada clase.
3. Clasificación de los movimientos tonales. Aquí los patrones obtenidos en el paso pre-
vio se usan para clasificar los movimientos tonales de todos los contornos. Entonces,
muchos movimientos pueden cambiar su clase asignada debido a que otro patrón lo
aproxima en forma más precisa teniendo en cuenta el error conjunto en los idiomas
origen y destino. De esta manera el algoritmo de clasificación encuentra movimientos
tonales que tienen relación entre los idiomas. El error se mide usando una distancia
euclídea con la frecuencia en escala logarítmica.
4. Convergencia del algoritmo. En este paso se calcula el número de movimientos tonales
que cambiaron su clase. Esto es una medida de la convergencia del algoritmo. Si el
porcentaje de cambios sobre el número total de movimientos tonales es inferior a un
umbral (en este trabajo 0,1%), consideramos que el algoritmo convergió y se sale
del ciclo B. Los movimientos tonales que pertenecen a una clase que tiene menos de
cuarenta elementos también se consideran que pertenencen a la clase SINCLASE.
Una clase con pocos elementos es poco representativa debido a que no hay informa-
ción suficiente en los datos de entrenamiento para justificar su existencia.
5. Agregado de nuevas clases En este momento se agregarían nuevas clases para comen-
zar otro ciclo A. Los movimientos tonales que fueron asignados a la clase SINCLASE
se asignan aleatoriamente a alguna de las dos nuevas clases agregadas. De esta man-
era, aquellos movimientos que no pertenecen a ninguna clase pueden generar clases
nuevas.
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6. Condición de parada. El algoritmo propuesto se considera que ha convergido al
número necesario de clases cuando el RMSE de los contornos del lenguaje destino en
los datos de entrenamiento no se reduce en un número preestablecido de iteraciones
del ciclo A (en nuestros experimentos este número es de diez).
0 200 400 600
0
5
10
15
20
Iteraciones
0 200 400 600
2
2.5
3
3.5
4
Umbral
0 200 400 600
0
5
10
15
Numero de clases
0 200 400 600
20
30
40
50
Porcentaje de contornos de entrenamiento con una clase asignada
0 200 400 600
0
20
40
60
Porcentaje de contornos que cambiaron su clase asignada
0 200 400 600
0.05
0.1
0.15
Evolucion del RMSE en el entrenamiento
Fuente
Destino
Figura 5.6: Evolución de los parámetros de entrenamiento durante el agrupamiento.
En la Figura 5.6 mostramos la evolución de varios parámetros del algoritmo de agru-
pamiento en un experimento usando el inglés como idioma origen y el español como idioma
destino, usando 8000 grupos acentuales.
El primer gráfico muestra la evolución del número de iteraciones del ciclo B. Luego
de veinte iteraciones, o si el porcentaje de cambios (mostrado en el tercer gráfico de la
izquierda) está debajo de 0,1%, dos nuevas clases se agregan (ciclo A). Las rampas que se
observan tienen su origen en el valor del contador del número de iteraciones, que una vez
inicializado o reinicializado vuelve a tomar el valor 0.
En el segundo gráfico de la izquierda se puede ver el aumento del número de clases
al comienzo de cada iteración. Es de destacar que cerca de la iteración 200 el número de
clases decrece momentáneamente. Este es el efecto de la desaparición de clases debido a
su baja representatividad.
En el primer gráfico de la derecha se puede ver el decrecimiento exponencial del umbral
de RMSE para establecer la pertenencia de un movimiento tonal a una clase dada, cuya
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evolución se eligió arbitrariamente para que comience con un valor elevado (baja selectivi-
dad) y para terminar con un valor bajo (mejor representatividad). La evolución de este
umbral tiene un impacto directo en el número de movimientos asignados a cada clase, y
en consecuencia, en el porcentaje de contornos con una clase asignada (segundo gráfico de
la derecha).
La dinámica de cambio de clase debido a la mejor representatividad de un patrón que
otro se muestra en la última gráfica de la izquierda. En cada ciclo B, el número de clases
que cambian al principio es elevado, disminuyendo continuamente hasta alcanzar las 20
iteraciones (o el umbral prefijado de 0,1%).
En el último gráfico de la derecha se observa el RMSE entre los patrones obtenidos y
los contornos pertenecientes a cada clase, tanto para el idioma fuente como para el destino.
No se han descartado los contornos asignados a la clase SINCLASE, y por ello el RMSE
aumenta con el agregado de clases.
El RMSE de cada última iteración del ciclo B para el hablante destino es utilizado para
establecer la condición de parada. En este ejemplo, dicho RMSE no se reduce a partir de la
iteración 400 durante diez iteraciones del ciclo A, provocando que se cumpla la condición
de parada.
5.3.4.2. Anotación por similitud de contornos en el idioma fuente.
El segundo algoritmo propuesto tiene los mismos objetivos que el primero en lo ref-
erente a encontrar patrones entonativos relacionados entre los idiomas para mejorar la
expresividad de la síntesis de voz. En el primer algoritmo se puso énfasis en la utilización
de una distancia conjunta que involucre a los contornos de los idiomas fuente y destino con
el objeto de encontrar vínculos entre movimientos tonales durante el ciclo B. Sin embargo,
en el momento del uso de las clases en un sistema de traducción voz a voz, la única distancia
que se calculará para encontrar la clase a la que corresponde cada contorno será la obteni-
da con el idioma fuente. Por tanto, no sería útil tener patrones distintos que se diferencien
en el idioma destino, ya que no podríamos elegir en el momento de funcionamiento del
sistema de traducción voz a voz cual es el que corresponde a una situación en particular.
Por lo tanto, en este segundo algoritmo se propone la utilización de una distancia que
consista solamente del contorno del idioma fuente durante el ciclo B. De esta manera se
orienta la búsqueda de relaciones sin usar diferentes distancias durante el entrenamiento
y en el uso posterior de las clases en la traducción voz a voz.
Una consecuencia importante de este nuevo enfoque es que se evitará un fenómeno que
puede llegar a suceder en el algoritmo propuesto en la sección anterior, que consiste en la
aparición de clases debido a patrones diferentes del idioma destino que no tienen diferencias
en los patrones de clase del idioma origen. Cuando ello ocurriese para un contorno que
pertenezca a alguna de esas clases del idioma origen, se elegiría una clase del idioma destino
en forma aleatoria, lo cual no siempre resultaría correcto.
De todas maneras, para lograr encontrar relaciones de patrones entre idiomas, se con-
tinuarán eliminando aquellas clases con un alto error de aproximación entre el contorno
patrón de clase y los contornos que pertenecen a dicha clase, tanto para el idioma fuente
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como para el destino. Un patrón de clase con un alto RMSE es poco representativo y es
un indicador de la baja consistencia de esa clase.
A través de este proceso de eliminación de clases con un alto error de aproximación
tanto para el idioma fuente como para el destino, se fortalece la búsqueda de aquellas
clases que permitirán estimar la entonación del idioma destino basándose en los contornos
del idioma fuente.
5.3.5. Validación experimental
5.3.5.1. Condiciones experimentales
Los algoritmos de extracción de patrones fueron evaluados a través de varios experi-
mentos con diferentes condiciones. En todas las situaciones los algoritmos propuestos se
comparan con un sistema base que no hace uso de la información adicional de la entonación
del hablante origen. De esta manera se puede observar la ganancia obtenida con el agre-
gado de la codificación de los movimientos tonales. Los datos experimentales se dividieron
en diez partes para realizar 10-fold cross-validation.
Tanto la transcripción ortográfica como la traducción son correctos, lo cual supone una
tasa de error en el reconocimiento de 0% y una traducción perfecta. El uso de esta situación
ideal constituye una primera aproximación al problema, evitando posibles inconvenientes
en el análisis debido al ruido introducido por errores en ASR y SMT. La información
de alineamiento fue provista por GIZA++ [Och03], utilizando un corpus más grande e
incluyendo la información que se quería alinear dentro del mismo. De esta manera se
obtuvieron los vínculos entre palabras de los idiomas.
El modelo prosódico utilizado es el explicado en la Sección 3.1.3: modelo de entonación
basado en Bézier no-superposicional entrenado usando el enfoque JEMA. Las caracterís-
ticas extraídas del texto traducido son las mismas a las utilizadas en la Sección 4.2.1:
posición dentro del grupo entonativo, la posición de la sílaba acentuada, el número de
sílabas y palabras que lo constituyen, e información sobre signos de puntuación en sus
fronteras (en caso de que se encuentren disponibles).
Los dos primeros experimentos se realizaron con los datos inglés→español, con el objeto
de estudiar el rendimiento de los dos algoritmos propuestos en dos idiomas de origen
distinto.
Experimento 1
En este experimento se usaron los patrones de clase obtenidos usando el primer algo-
ritmo de agrupación con información acerca de los signos de puntuación para el modelado
de la entonación.
Los resultados de los experimentos usando el primer algoritmo propuesto con los datos
correspondientes a inglés→español se muestran en la Figura 5.7.
La figura muestra el diagrama boxplot del RMSE para el algoritmo propuesto (P.)
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y para el algoritmo base (B.) para los cuatro locutores utilizados en los experimentos.
El algoritmo base no posee información de la codificación de la entonación del hablante
origen. Los resultados se muestran tanto para los datos utilizados en definir la anotación
y el entrenamiento del modelo prosódico (entrenamiento), como también para los datos
reservados para la evaluación (evaluación).
En cada uno de los gráficos correspondientes a cada uno de los cuatro locutores se puede
observar que el algoritmo propuesto (P. entrenamiento) presenta un mejor desempeño
con los datos de entrenamiento que aquel modelo que no utiliza la información de la
codificación de la entonación del hablante origen (B. entrenamiento). Esto muestra la
mejora alcanzada con el uso de la nueva característica prosódica.
Sin embargo, el RMSE en los datos de evaluación no presentan diferencias entre las
condiciones P. evaluación y B. evaluación. El primer algoritmo propuesto no tiene bue-
nas propiedades de generalización, con una tendencia a sobrestimar el modelo a los datos
de entrenamiento. Por lo tanto, no puede ser usado para los propósitos de la transferencia
de prosodia.
Experimento 2
En este experimento se usaron los patrones de clase obtenidos usando el segundo algo-
ritmo de agrupación con información acerca de los signos de puntuación para el modelado
de la entonación.
La Figura 5.8 muestra los resultados experimentales usando el segundo algoritmo prop-
uesto. En este caso la ganancia obtenida para los datos de evaluación es ligeramente mejor
que el primer algoritmo en lo relativo a la mediana, pero el tercer cuartil señala que la
mejora no es estadísticamente significativa.
La ganancia es muy pequeña en casi todos los casos, lo que puede provocar que la
mejora no sea perceptible por el oyente. Estos resultados son motivados por diversas
razones:
Idiomas pertenecientes a diferentes ramas. El español y el inglés son idiomas que
pertenecen a diferentes ramas. El español es un idioma latino mientras que el inglés
es un idioma germánico. Esta diferencia se ve reflejada en todos los aspectos del
idioma, y la prosodia no es una excepción. Algunos recursos prosódicos pueden estar
presentes en un idioma y estar ausentes en el otro.
Múltiples contornos con el mismo significado. En la Sección 3.1.1 se explicó que uno
de los problemas del modelado de la entonación es que muchos contornos pueden ser
usados por el hablante para expresar el mismo significado. En el caso de la transfer-
encia de prosodia muchos contornos del idioma origen pueden estar relacionados con
muchos del idioma destino. Este es un problema que debe ser enfrentado en futuras
propuestas.
Alineamiento. El orden de las palabras en español e inglés es diferente. Esto introduce
algunos problemas para la transferencia de prosodia porque los movimientos tonales
pueden diferir debido al ordenamiento de las palabras.
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Mujer 1 Mujer 2
Hombre 1 Hombre 2
Figura 5.7: Resultados experimentales usando el primer algoritmo propuesto en la dirección
inglés → español.
Alineamiento automático. La información de alineamiento provista por GIZA cubre
solamente el 72% de las palabras del idioma origen. Este hecho indica que muchas
relaciones entre los idiomas no están siendo estudiadas.
Componente de grupo entonativo. La transferencia de entonación se realizó usando al
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Mujer 1 Mujer 2
Hombre 1 Hombre 2
Figura 5.8: Resultados experimentales usando el segundo algoritmo propuesto en la direc-
ción inglés → español. Los datos poseen todos los signos de puntuación.
grupo acentual como unidad prosódica. Sin embargo, el grupo acentual está afectado
por la influencia de la componente de grupo entonativo. Por lo tanto, será necesario
desarrollar algún procedimiento para separar este efecto y analizar el grupo acentual
sin la perturbación de otras componentes.
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Consistencia. A pesar de que los datos bilingües fueron grabados prestando cuidadosa
atención a la consistencia prosódica, es posible que algunas de ellas estén presentes
debido a que algunos párrafos eran largos. Es difícil para el hablante recordar el
estilo usado en cada palabra en tales situaciones.
Experimentos sobre la importancia del origen de los idiomas involucrados
El catalán y el español son idiomas cercanos y es esperable que la transferencia de
prosodia sea una tarea más fácil. En la Figura 5.9 se muestran los resultados experimentales
correspondientes al uso del segundo algoritmo propuesto. El primer algoritmo no ha sido
evaluado en este caso debido al problema de generalización descrito en los experimentos
anteriores.
La gráfica indica que tanto para los datos de entrenamiento como para los de evaluación
el algoritmo propuesto permite obtener un menor error cuadrático medio en la estimación
de los contornos de entonación del hablante destino.
La ubicación del tercer cuartil para el algoritmo propuesto y los datos de evaluación por
debajo del primer cuartil del algoritmo base es un indicador de una mejora significativa.
Esta diferencia debería ser perceptible por el oyente, porque tal mejora con respecto a los
resultados del sistema base son estadísticamente significativas: p < 0,01% para los datos
de entrenamiento y p < 2% para los datos de evaluación.
P.entrenamiento B.entrenamiento P.evaluacion B.evaluacion
0.
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11
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Figura 5.9: RMSE del logaritmo de la frecuencia fundamental usando el segundo algoritmo
propuesto en la dirección catalán → español. Los datos solamente poseen puntos finales.
Las razones para la mejora en el rendimiento usando estos datos son:
Idiomas pertenecientes a la misma rama. Tanto el catalán como el español son id-
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iomas latinos.
Alineamiento. El ordenamiento de las palabras en español y en catalán es práctica-
mente el mismo, con solo algunos cruces.
Alineamiento automático. La información de alineamiento provista por GIZA cubre
el 95% de las palabras del idioma origen.
Los otros problemas observados en los experimentos 1 y 2 están todavía presentes:
múltiples contornos con el mismo significado, la incidencia de la componente de grupo
entonativo, y los problemas de consistencia entre idiomas.
Evaluación subjetiva
Con el objeto de obtener una medida subjetiva de la calidad de la entonación generada
usando la información de la codificación de los contornos de entonación del hablante origen,
se llevó a cabo una evaluación subjetiva en la dirección catalán→español.
La evaluación consistió en solicitar a los participantes calificar en una escala de uno
a cinco el grado de naturalidad de 15 audios. Los audios corresponden a habla real del
locutor, y audios resintetizados usando los contornos de entonación predichos usando tanto
el algoritmo base como el propuesto. En total, cada participante escuchó cinco audios de
cada condición: natural, base y propuesta.
En la Figura 5.10 se puede observar el box-plot de las evaluaciones correspondientes
a las diferentes condiciones experimentales. El habla natural recibió el valor más alto de
naturalidad, tal como era de esperar.
En la gráfica se observa que la utilización de la entonación del hablante origen permite
obtener una mayor naturalidad de la entonación, ya que prácticamente en el 75% de los
casos es superior a la mediana del algoritmo base.
Un análisis usando el Mann-Whitney-Wilcoxon test permite establecer que con p <
0,01% tanto la distribución de los valores de naturalidad de los algoritmos base como
del propuesto es diferente a la del habla natural. En consecuencia, aunque el algoritmo
propuesto es superior al algoritmo base, todavía los oyentes pueden percibir una diferencia
en naturalidad con respecto al habla del locutor original.
Según el test, la distribución de los valores de MOS del algoritmo propuesto es diferente
a la correspondiente al algoritmo base con p < 8%. En consecuencia, se puede observar
una tendencia en lo referente a la superioridad del algoritmo propuesto sobre el algoritmo
base, tal como lo reflejaban los resultados objetivos.
En la Figura 5.11 se puede observar el contorno predicho para diferentes condiciones:
usando solamente información lingüística, usando la codificación del contorno de entrada,
y usando ambas. La frase es: "Le puedo decir para las fechas que usted pide... temporada
alta... veamos... en lo que sería pensión completa... el precio por persona y noche es de mil
trescientos euros."
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Figura 5.10: MOS de naturalidad obtenido para las diferentes condiciones experimentales
usando los datos de evaluación.
5.4. Generación de la duración utilizando información de la
fuente
Como se mencionó en la Sección 2.3, existe una serie de fuentes de variación de la
duración de los segmentos. Estas fueron clasificadas por Klatt en factores segmentales,
silábicos y suprasilábicos. Allí también se indicó que otro factor importante es la velocidad
del habla [Kla76].
En los factores segmentales, silábicos y suprasilábicos interfieren fenómenos articula-
torios, fonológicos, lingüísticos y paralingüísticos. Los tres primeros son intrínsecos del
idioma y pueden ser modelados por los algoritmos descritos en la Sección 2.3, la cual
describe diversos modelos de duración.
Por otra parte, los fenómenos paralingüísticos son difíciles de predecir. Son elementos
no verbales de la comunicación usados para modificar el significado, expresar una emoción,
indicar una intención, etc. En el caso de la duración los fenómenos paralingüísticos se ven
en parte reflejados en el cambio de ritmo, y como consecuencia, la elisión de algunos
fonemas en el caso de un aumento de la velocidad del habla.
En la siguiente Sección se hará una introducción sobre la influencia del ritmo en las
diferentes unidades del habla (sílaba, palabra y oración), para luego analizar en la Sec-
ción 5.4.2 acerca de la posibilidad de transferir información del ritmo de un idioma al otro.
Posteriormente, en la Sección 5.4.3 se estudiará un enfoque orientado a la sincronización
de video del locutor en el idioma origen y el audio traducido sintetizado usando conversión
texto a voz. En algunos aspectos esto implicará una transferencia indirecta del ritmo entre
140
5.4. GENERACIÓN DE LA DURACIÓN UTILIZANDO INFORMACIÓN DE LA FUENTE
141
Figura 5.11: Ejemplo de contornos predichos usando tanto información lingüística como
la codificación del contorno de entrada.
idiomas.
5.4.1. Influencia del ritmo en las unidades del habla
Los cambios en la velocidad del habla se ven reflejados en distintos niveles: sílaba,
palabra y oración. Por ejemplo, cuando una persona cambia la velocidad del habla, las
duraciones de las sílabas no acentuadas en palabras polisilábicas se reducen en mayor
medida que en el caso de las sílabas acentuadas [Jan04].
Existe diversas teorías acerca del motivo de los cambios introducidos a nivel segmental.
Una de las posturas supone que los hablantes preservan aquellas partes de información del
habla que son informativas [Lin90]. Otra de las posturas afirma que los cambios a nivel de
sílaba, palabra u oración son debidos a restricciones en la articulación.
Un ejemplo que apoyaría esta última afirmación es el trabajo de Cho [Cho01], que en-
contró que las vocales acentuadas muestran una resistencia articulatoria más grande a los
cambios que las vocales no acentuadas. Esto significa que el hablante es forzado a aplicar
más energía en aproximar objetivos específicos relacionados con las sílabas acentuadas que
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para aquellas que no lo son. En la literatura se pueden encontrar otros estudios que relacio-
nan la velocidad de locución y la coordinación articulatoria: [Ada93][Sha95][Oka99][Oka03],
entre otros.
En la tesis de Siegles [Sie95], se menciona que en los muchos estudios acerca de la
influencia de la velocidad de locución, existen múltiples evidencias que afirman que las
vocales sufren mayores cambios que las consonantes, dependiendo esto del tipo de vocal,
sus vocales adyacentes y el tipo de palabra. En este punto es importante remarcar que las
personas tienen dificultad para identificar fonemas rápidos cuando se insertan en habla a
velocidad normal, demostrando la importancia de la adaptación a la velocidad de locución.
En esta tesis se propone la transferencia del ritmo entre idiomas en el marco de la
traducción voz a voz, con dos objetivos específicos: la imitación del ritmo del hablante
origen para mejorar la transferencia del estilo, y la sincronización del audio y del video
para permitir que cierta información visual (como por ejemplo, lenguaje corporal) com-
plemente la información auditiva, y además evitar desfasajes entre los diferentes canales
de comunicación.
En la literatura se puede encontrar que la producción de habla comprimida está ínti-
mamente relacionada con los objetivos de esta sección: manipular el ritmo de la persona
sin afectar su inteligibilidad y reducir en forma controlada la duración de una locución sin
afectar el ritmo, a través de la manipulación de las pausas. Covell et al. [Cov98] proponen
el algoritmo Mach1, que se basa en imitar las estrategias de compresión que las personas
utilizan cuando hablan rápido [San94][Wit93]:
Compresión máxima de pausas y silencios.
Compresión mínima de las vocales acentuadas.
Compresión intermedia de las vocales no acentuadas.
Compresión de las consonantes basada en los niveles de acentuación de las vocales
adyacentes.
Comprimir en promedio más las consonantes en lugar de las vocales.
Otro trabajo relacionado con el de Covell es el de He et al. [He00][He01], en donde se re-
aliza un estudio comparativo de dos algoritmos. El primero de ellos utiliza una compresión
lineal de los segmentos de habla, y se suprimen o acortan las pausas que fueron detectadas
como silencios en el audio. Con la supresión de pausas se consiguen compresiones del 10%
al 25% [Gan88]. A pesar de su simplicidad, este algoritmo presenta una aceptabilidad sim-
ilar al algoritmo propuesto por Covell. El segundo algoritmo, basado en Mach1, presenta
una reducida ventaja con respecto al otro algoritmo de mayor simplicidad, y los autores
concluyen que no es recomendable ese aumento de carga de procesamiento.
Tucker et al. [Tuc00] realizaron un estudio más exhaustivo de técnicas de compresión
de audio. No solo se incluye la compresión del habla y la reducción de pausas, sino que se
analiza la técnica de escisión. Esta última consiste en eliminar silencios, fillers, palabras y
oraciones sin importancia de las grabaciones [Sti96][Aro97] [Hor03] [McK05]. Los resulta-
dos demostraron que las técnicas de escisión eran mejores que la variación de la velocidad
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del habla. Sin embargo, se detectó que esta técnica afecta la comprensión, llevando a los
oyentes a una pérdida del contexto, y la necesidad de reproducir porciones cercanas del
audio para lograr entender el contenido.
En esta tesis se propone combinar el enfoque de compresión (o expansión) a través de la
manipulación de las pausas y el procesamiento lineal de los segmentos teniendo en cuenta
la estructura rítmica de los mismos usando bien la isocronía silábica o bien la acentual.
5.4.2. Transferencia del ritmo entre idiomas.
El objetivo de esta sección es analizar si es posible transferir información del ritmo de
un idioma al otro. Por ejemplo, si en el idioma origen (con isocronía silábica) se observa
una velocidad promedio de las sílabas entre dos pausas de un valor determinado, estudiar
si es posible transferir este valor al idioma destino a través de un factor de escala que
afecte a la isocronía del mismo. De esta manera, el oyente percibiría las variaciones de
ritmo.
Una vez conocida la duración de la unidad isocrónica (silábica o acentual), sería posible
estimar la duración de cada fonema constituyente. Para ello se haría uso del algoritmo
descrito en la Sección 3.2.1, el cual, a través de distintos pesos, permite distribuir la
duración de la unidad isocrónica en sus fonemas constituyentes.
Para estudiar esta posibilidad se utilizó el corpus bilingüe del proyecto TC-STAR que
consiste en cuatro hablantes bilingües: español e inglés británico. La segmentación de los
audios en fonemas es automática, usando RAMSES [Bon98] en el modo de alineamiento
forzado.
La información sobre alineamiento entre los idiomas se obtuvo usando GIZA++ [Och03],
utilizando un corpus más grande e incluyendo la información que se quería alinear dentro
del mismo. De esta manera se obtuvieron los vínculos entre palabras de los idiomas.
La Figura 5.12 contiene el gráfico de dispersión del ritmo en sílabas o acentos por
segundo para el español y para el inglés británico, para cada una de las palabras del corpus
que poseen un alineamiento entre idiomas. De esta manera, se puede estudiar la linealidad
de la relación entre el ritmo de los diferentes idiomas para palabra correspondientes.
El ritmo para cada palabra en sílabas por segundo se calculó como el cociente entre
el número de sílabas y el tiempo transcurrido entre dos pausas. En consecuencia, el ritmo
estudiado es una medida global entre dos pausas, y a cada palabra entre pausas se le
asignará el mismo valor de ritmo.
En el caso del ritmo en acentos por segundo para cada palabra se calculó de manera
similar al ritmo de sílabas por segundo. Se realizó el cociente entre el número de acentos
y el tiempo transcurrido entre dos pausas. Aquí también a cada palabra entre pausas se
le asignará el mismo valor de ritmo de acentos por segundo.
Los cuatro gráficos de la izquierda representan la dispersión para cada uno de los
locutores en el estudio de la relación lineal entre el ritmo en acentos por segundo para el
español y el inglés británico. Los gráficos de la derecha representan la dispersión en el caso
de utilizar el ritmo en sílabas por segundo para el español y el inglés británico.
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Figura 5.12: Dispersión del ritmo en sílabas y acentos por segundo para el español e inglés
británico
Como se puede observar en la parte superior de cada gráfico, las medidas de ritmo
para el español y el inglés no parecen estar correladas. El valor más grande de correlación
asumiendo una relación lineal es 0,17, resultando muy pequeño.
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Figura 5.13: Correlación entre la velocidad
de locución de los idiomas midiendo el ritmo
a nivel de palabra usando el logaritmo de la
duración de la misma
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Figura 5.14: Correlación entre la duración
de las palabras de los idiomas
La Figura 5.13 muestra mediciones de ritmo a nivel de palabra para ver la correlación
entre la velocidad de locución de los idiomas, comparando el ritmo de palabras alineadas.
En el gráfico de la izquierda se puede observar la correlación entre la velocidad de locución
de los idiomas midiendo el ritmo a nivel de palabra haciendo el cociente entre el número de
sílabas y el logaritmo de la duración de la misma. En el gráfico de la derecha se observa la
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correlación entre la duración de las palabras de los idiomas usando la duración en segundos
de las mismas.
A pesar de que la correlación ha aumentado, es todavía baja para resultar útil a los
propósitos de la transferencia de ritmo entre idiomas. El aumento de la correlación, que
llega a alcanzar valores de 0,51, se debe principalmente a la influencia del número de
sílabas en las palabras en los dos idiomas. A causa de que existe un gran número de veces
en las que el número de sílabas entre los dos idiomas coincide o bien solo difiere en uno,
el coeficiente de correlación resulta cercano a 0,5.
En la Figura 5.14 podemos ver que la correlación entre las duraciones de las palabras
en los idiomas es muy bajo, lo que indica que la correlación alcanzada en la Figura 5.13 se
debe principalmente al efecto de la diferencia en el número de sílabas entre las palabras
de los dos idiomas.
Como conclusión, de acuerdo a los datos disponibles en el proyecto TC-STAR, no es
posible establecer una relación lineal entre los idiomas para ninguna de las medidas del
ritmo. Esto ocurre a pesar del requerimiento realizado a los locutores sobre respetar la
consistencia de estilos en la locución en los dos idiomas, ya mencionado en la Sección 5.3.1.
En consecuencia, no será posible utilizar esta información para transferir la velocidad
del habla de un idioma a otro usando medidas del ritmo globales (entre pausas) ni locales
(a nivel de palabra).
5.4.3. Sincronización de los audios de dos idiomas.
Una aplicación de la traducción oral es la traducción de documentos multimedia, con-
teniendo audio y video. Este es el caso de la traducción de programas de televisión como
canales parlamentarios, de noticias, etc. Para obtener una salida adecuada es necesario
usar técnicas de sincronización, de lo contrario podría escucharse información que no se
corresponde con lo que se está mostrando en el video. De esta manera, en forma indirecta,
se produce una transferencia del ritmo del hablante origen en el idioma destino.
La sincronización entre los audios de los dos idiomas se realiza a nivel de palabra
(tiempos de referencia a sincronizar), utilizando información de alineamiento provista por
el sistema de traducción automática. En consecuencia, el objetivo será lograr la mejor
sincronización posible en el tiempo de inicio de la pronunciación de una palabra mediante
el conversor texto a voz en el idioma traducido (luego de haberse realizado la traducción
mediante SMT), y el instante en que en el video se pronuncia la misma palabra en el
idioma origen.
Con el fin de lograr una adecuada sincronización, se decide preservar la monotonía
creciente de los tiempos usados como referencia para sincronizar. En consecuencia, todos
aquellos alineamientos que provoquen cruces y alteren la monotonía creciente no serán
utilizados. Por ejemplo, en la Tabla 5.1 se observa que el tiempo marcado en negrita no
preserva la monotonía creciente en el idioma origen, y por lo tanto, no será utilizado en
la sincronización. Por otra parte, a pesar de que el tiempo marcado en cursiva preserva la
monotonía creciente en el idioma origen, no será utilizado en la sincronización debido a
que las palabras entre idioma origen y destino no corresponden.
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Palabra fuente Audio fuente Palabra destino Audio destino
PALABRA 1 4.38 PALABRA 1 2.92
PALABRA 2 5.28 PALABRA 2 3.55
PALABRA 3 2.09 PALABRA 4 4.27
PALABRA 4 6.37 PALABRA 3 4.86
Tabla 5.1: Selección de los tiempos de referencia para la sincronización con el objeto de
mantener una monotonía creciente.
5.4.3.1. Compresión de pausas
La sincronización se ha realizado utilizando dos algoritmos. El primero de ellos sola-
mente realiza compresión o expansión de pausas tal como han propuesto muchos autores
para la compresión de audio, ya tratados en la Sección 5.4.1. Este algoritmo se aplica en
forma cronológica, es decir, en orden creciente del tiempo. Por lo tanto, también resulta
útil en aplicaciones en tiempo real con pequeños tiempos de retardo.
En la Tabla 5.2 se puede observar la presencia de una pausa, y se puede considerar que
la misma posee una correspondencia entre idiomas, ya que no se presentan alineamientos
entre palabras anteriores y posteriores a la pausa en ambos idiomas. Aquellas pausas que
reúnen estos requisitos serán las usadas para realizar la sincronización.
Palabra fuente Audio fuente Palabra destino Audio destino
PALABRA 1 4.38 PALABRA 1 2.92
PALABRA 2 5.28 PALABRA 2 3.55
PALABRA 3 2.09 PALABRA 4 4.27
PALABRA 4 6.37 PALABRA 3 4.86
PAUSA 8.42 PAUSA 6.22
PALABRA 5 8.92 PALABRA 5 6.53
Tabla 5.2: Selección de los tiempos de referencia para la sincronización usando pausas.
Los resultados de aplicar esta técnica se presentan en la Figura 5.15. Aquí se muestra
un histograma del error en el tiempo de sincronización, es decir, la diferencia entre el
tiempo inicial del audio sintetizado usando TTS y el tiempo de referencia obtenido en el
audio origen, para los cuatro locutores del corpus.
La sincronización de audio utilizando únicamente eliminación de pausas presenta prob-
lemas debido a que los audios resultan en media retrasados 400 milisegundos. Esto es con-
secuencia de la falta de tiempo de pausas suficiente para lograr la perfecta sincronización.
5.4.3.2. Compresión de ritmo
El segundo algoritmo, además de alterar la duración de las pausas, cambia el ritmo
entre tiempos de sincronización (pausas con correspondencia entre idiomas) dentro del
límite del 10% de la duración original de las mismas, para no provocar cambios bruscos de
velocidad que no serían naturales. Por ejemplo, dada una porción de audio entre pausas
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Figura 5.15: Precisión de la sincronización utilizando algoritmos de compresión/expansión
de pausas.
cuya duración sea de 1,5 segundos, su duración se podría expandir o contraer como máximo
en ±150 milisegundos distribuidos de manera uniforme entre las sílabas constituyentes.
En la Figura 5.16 se muestran los resultados de sincronización para cada uno de los cu-
atro locutores utilizando tanto compresión/expansión de pausas como alteración reducida
del ritmo. El uso de esta técnica reduce el error de sincronización cerca de 250 milisegun-
dos con respecto a la técnica de compresión de pausas. El error de sincronización queda
reducido a menos de 120 milisegundos.
Resultados informales con documentos audiovisuales han demostrado que el uso de
estas técnicas son del agrado de la audiencia en diversas demostraciones, debido a que
se observaba el estilo del hablante origen y también una buena sincronía con los otros
canales de comunicación, como por ejemplo los gestos, lo cual no es común en muchas
traducciones.
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Figura 5.16: Precisión de la sincronización utilizando algoritmos de compresión/expansión
de pausas y segmentos de voz.
5.5. Generación de pausas usando información de la fuente
En el marco de la traducción voz a voz resultaría de interés el uso de las pausas del
hablante en el idioma origen para trasladar parte de su estilo y ofrecer más expresividad en
el idioma destino. Esta enfoque contribuye a convertir la traducción voz a voz en completa,
abarcando desde el contenido, su forma de expresarlo a través de la prosodia, hasta llegar a
incluir la identidad de la voz de salida, usando técnicas de conversión de voz. Además, tales
pausas permitirán evitar malentendidos o ambigüedades introducidas por otras técnicas
de predicción, tal como se explica en la Sección 2.4.
En la literatura se encuentran algunos ejemplos sobre el uso de las pausas en el contexto
de la traducción voz a voz. En este marco, Verbmobil fue un proyecto que contribuyó a
la utilización de la prosodia en todo el proceso de la traducción voz a voz, tanto en
el procesamiento del dialogo y su traducción, como en la generación de la síntesis de
voz. Entre las diversas características prosódicas analizadas se incluyó la utilización de la
información relativa a la presencia de pausas y su duración al comienzo y al final de cada
palabra [Nie97]. Su utilización contribuyó a resolver el problema de la falta de puntuación,
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detectando importante información semántica de una oración y mejorando la traducción
[Blo97].
Otros ejemplos del uso de las pausas se encuentran en la traducción automática es-
tadística, donde numerosos autores las han utilizado (aquellas cuya duración es may-
or a 300ms) para obtener segmentos más pequeños a traducir (aproximadamente 10s)
[Gal07]. Además, las pausas cumplen un importante papel en el agregado de la puntuación
[Liu04a][Hua02][Kim01] para mejorar la calidad de la traducción [Füg07]. La importancia
de la puntuación, junto con otra información sobre tipografía (mayúsculas/minúsculas),
segmentación en oraciones y normalización de palabras, permitieron al sistema de LIM-
SI/CNRS superar el mejor sistema en la evaluación 2007 de TC-STAR por casi 2 puntos
BLEU [Déc07].
En esta tesis se propone realizar la transferencia de las pausas utilizando la información
provista por cada uno de los componentes del sistema de traducción voz a voz: ASR, SMT
y TTS.
En el caso del ASR se utilizará la información de las pausas presentes en el idioma
fuente, que fueron detectadas usando diferentes modelos acústicos del silencio. Teniendo
esta información, es posible intentar la transferencia de estas pausas al idioma destino
utilizando información sobre el alineamiento presente en el componente de traducción
automática.
En la próxima sección se explicará el algoritmo propuesto para la transferencia de las
pausas del idioma origen al destino, y su combinación con los algoritmos explicados en la
Sección 3.3 sobre generación de junturas terminales.
5.5.1. Transferencia de pausas usando tuplas.
En esta tesis se propone hacer uso de las tuplas para la transferencia de pausas entre id-
iomas. En traducción las tuplas son unidades bilingües, que se pueden definir formalmente
como el conjunto de las frases más cortas que proporcionan una segmentación monótona
de los datos bilingües. El conjunto de reglas a seguir para extraer las tuplas de cualquier
alineamiento palabra a palabra, que puede incluir cambios de orden, son las siguientes
[Cre04]:
Se debe producir una segmentación monótona de cada par de oraciones bilingües.
Ninguna palabra dentro de una tupla se alinea con palabras fuera de la tupla.
No es posible extraer ninguna nueva tupla dentro de una más grande sin violar las
dos reglas anteriores.
Un ejemplo de tuplas se puede observar en la oración “La casa blanca”, donde las
tuplas serían [LA]-[THE] y [CASA BLANCA]-[WHITE HOUSE]. Como consecuencia de
estas reglas, existe solamente una segmentación posible para cada par de oraciones bil-
ingües. Nótese que debido al procedimiento de alineado, pueden aparecer algunas tuplas
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que consisten en un fragmento monolingüe sin alineamiento con ninguna palabra del otro
idioma, convirtiéndose en tuplas sin información útil para nuestros propósitos.
El análisis de datos bilingües reveló que la mayoría de las pausas en la frontera de
una tupla en el idioma origen se pueden transferir directamente a la frontera de la tupla
correspondiente en el idioma destino. Un ejemplo se observa en el siguiente párrafo extraído
de la base de datos utilizada:
[Before I do, however], PAUSA [I want] [to outline] [the] [two] [key princi-
ples] PAUSA [which underlined] [ireland ’s presidency] PAUSA [and] [indeed]
[underpin] [ireland ’s general approach] PAUSA [to] [european affairs]. PAUSA
[No obstante, PAUSA antes] [quisiera] [esbozar] [los] [dos] [principios bási-
cos] PAUSA [subyacentes] [a la presidencia irlandesa] PAUSA [y] [que de hecho]
[sustentan] [el enfoque general de irlanda] PAUSA [con respecto a] [los asuntos
europeos]. PAUSA
En este ejemplo se puede observar que la primera pausa se encuentra dentro de una
tupla, y por lo tanto no podrá ser considerada para la transferencia. El resto de las pausas
si se encuentran en la frontera de una tupla, y pueden ser transferidas.
Una de las consecuencias importantes de la utilización de tuplas es la reducción de
los efectos de reordenamiento en la transferencia de pausas. Por ejemplo, en la oración
The White House PAUSA, la pausa después de House sería transferida a La Casa PAUSA
Blanca si se asociara la pausa a la palabra anterior. Este resultado es incorrecto, ya que
la pausa está dentro del sintagma nominal en el idioma destino, mientras que esta en
la frontera del mismo en el idioma origen. Sin embargo, las tuplas proporcionan una
transferencia de pausas correcta debido a que White House y Casa Blanca es una tupla,
y por lo tanto la pausa se transfiere a la frontera de la tupla como se deseaba: La Casa
Blanca PAUSA.
Sin embargo, una importante limitación aparece cuando una pausa cae dentro de un
grupo de palabras con alineamientos “muchos a muchos”. En este caso no es posible encon-
trar la posición de la pausa en forma precisa en el idioma destino, ya que muchas palabras
en el idioma destino tienen un alineamiento con la palabra previa a la pausa en el idioma
origen. El mismo efecto ocurre cuando hay un alineamiento faltante.
Los algoritmos de predicción de junturas terminales de la Sección 2.4 se utilizarán para
predecir estas pausas faltantes, teniendo en cuenta que muchas de ellas ya están predichas
debido a que fueron transferidas usando el algoritmo por tuplas. De esta manera, las pausas
resultantes serán diferentes que aquellas producidas por el sistema que no hace uso de la
transferencia de la información del hablante origen.
Reutilizando el ejemplo anterior, la pausa marcada en negrita en el idioma español
no puede ser transferida a la pausa marcada en negrita en el idioma inglés. Dicha pausa
en el idioma inglés deberá ser predicha usando los algoritmos de predicción de junturas
terminales de la Sección 2.4.
[Before I do, however], PAUSA [I want] [to outline] [the] [two] [key princi-
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ples] PAUSA [which underlined] [ireland ’s presidency] PAUSA [and] [indeed]
[underpin] [ireland ’s general approach] PAUSA [to] [european affairs]. PAUSA
[No obstante, PAUSA antes] [quisiera] [esbozar] [los] [dos] [principios bási-
cos] PAUSA [subyacentes] [a la presidencia irlandesa] PAUSA [y] [que de hecho]
[sustentan] [el enfoque general de irlanda] PAUSA [con respecto a] [los asuntos
europeos]. PAUSA
En la siguiente sección se muestran los resultados experimentales que indican las ven-
tajas de este enfoque a través de estudios con medidas objetivas y subjetivas.
5.5.2. Condiciones experimentales
En estos experimentos se ha usado los datos generados para el proyecto TC-STAR que
corresponden a cuatro hablantes bilingües (español e inglés británico). Las pausas se de-
tectaron automáticamente usando el reconocedor automático del habla RAMSES [Bon98].
La información de alineamiento fue generada automáticamente usando GIZA++ [Och03].
Los datos se han dividido en diez partes para hacer experimentos de 10-fold cross
validation. Los resultados se presentan usando varias métricas para estudiar el rendimiento
de los sistemas: precisión, recall y F-measure (tal y como se utilizó en la Sección 4.4.2).
Los experimentos se realizaron usando un sistema base que no usa información del
hablante origen (transductor de estados finitos), y otro sistema que implementa el enfoque
propuesto (tuplas+transductor de estados finitos).
A pesar de que los hablantes fueron instruidos para ser consistentes prosódicamente
en ambos idiomas, la relación de pausas entre idiomas no es una a una, sino que hay
pausas que aparecen en un idioma y no en el otro. Debido a esto, se ha realizado un
segundo análisis manual para estudiar la calidad de las pausas predichas. Es sabido que
las medidas objetivas mencionadas anteriormente tienen tendencia a ser pesimistas debido
a que solamente se posee una referencia con la cual comparar la precisión de la predicción.
5.5.3. Resultados experimentales
Los resultados del sistema base se muestran en las filas como FST de la Tabla 5.3,
mientras que en las líneas Tuplas+FST se detallan los resultados de la propuesta. También
se incluyeron los resultados obtenidos mediante la utilización de tuplas sin las pausas
introducidas por FST, y se encuentran en las líneas del algoritmo Tuplas.
El algoritmo propuesto tiene una menor precisión con respecto al sistema base debido
al mayor número de pausas predichas. Existen un 20% de pausas adicionales con respecto
a las predichas por el algoritmo base.
El recall muestra que las pausas predichas son mejores que las generadas con el sistema
base, lo que es un indicador de que muchas pausas están mejor predichas utilizando el
algoritmo propuesto que a través del uso de FST en forma aislada.
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El algoritmo Tuplas tiene una mejor precisión que Tuplas+FST, ya que hay un mayor
número de pausas correctas dentro de las pausas predichas. Sin embargo, el recall de Tuplas
es menor que Tuplas+FST debido a que faltan muchas pausas debido a que no fue posible
transferirlas porque se encontraban dentro de una tupla
Locutor Algoritmo Precision Recall F-Measure
Mujer 1 FST 58.17 65.29 61.41
Mujer 1 Tuplas 62.09 42.78 50.59
Mujer 1 Tuplas+FST 54.82 70.58 61.62
Mujer 2 FST 60.02 67.49 63.49
Mujer 2 Tuplas 58.64 48.97 53.34
Mujer 2 Tuplas+FST 54.44 75.17 63.11
Hombre 1 FST 61.10 66.12 63.37
Hombre 1 Tuplas 58.65 45.73 51.16
Hombre 1 Tuplas+FST 54.83 73.15 62.57
Hombre 2 FST 58.88 64.27 61.32
Hombre 2 Tuplas 58.41 44.34 50.36
Hombre 2 Tuplas+FST 53.25 72.22 61.23
Tabla 5.3: Resultados experimentales para los diferentes enfoques usando una comparación
objetiva con una referencia.
En algunos casos las pausas en el idioma origen no están ubicadas en la posición cor-
respondiente en el idioma destino. El hablante bilingüe ha tomado una decisión diferente,
introduciendo una inconsistencia en los datos paralelos. Un análisis manual de las pausas
transferidas usando tuplas que no se encuentran en el hablante destino (falsos positivos)
revela que un 83% de ellas se encuentran en la ubicación correcta, debido a que el locutor
utilizó una pausa en el idioma origen y decidió no hacerla en el idioma destino.
Si se consideran que todas las pausas transferidas son correctas, lo cual es erróneo en
el 17% de los casos, los valores de las medidas objetivas se ven alterados como se muestra
en la Tabla 5.4. Estos resultados son una cota superior al máximo rendimiento alcanzable
con la utilización de la transferencia de pausas usando tuplas, utilizando el método FST
para la predicción de pausas.
Locutor Algoritmo Precision Recall F-Measure
Mujer 1 Tuplas+FST 75.00 76.59 75.70
Mujer 2 Tuplas+FST 79.50 81.44 80.39
Hombre 1 Tuplas+FST 78.99 79.48 79.17
Hombre 2 Tuplas+FST 76.67 78.72 77.61
Tabla 5.4: Resultados experimentales para los diferentes enfoques usando una comparación
objetiva con una referencia, considerando que todas las pausas transferidas son correctas.
A continuación se muestra un ejemplo de un párrafo paralelo. El idioma origen es el
inglés y el idioma destino es el español. En los párrafos del idioma origen se han detectado
pausas (simbolizadas como <S>) del hablante usando ASR, mientras que las pausas del
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párrafo destino fueron predichas:
Grabación en inglés: “... We have clarified the division of powers <S> between the union
<S> and the member states. <S> It is now clear <S> how decisions are taken, <S> and who
is entitled to take them. ...”
Traducción al español con pausas predichas mediante el método tuplas+FST: “...
Hemos aclarado la división de poderes <S> entre la unión <S> y los estados miembros.
<S> Ahora queda claro <S> cómo se adoptan las decisiones <S> y quién está autorizado a
adoptarlas. ...”
Grabación paralela en español: “... Hemos aclarado la división de poderes entre la unión
y los estados miembros. <S> Ahora queda claro cómo se adoptan las decisiones <S> y quién
está autorizado <S> a adoptarlas. ...”
Es de destacar la precisión con la que se transfieren las pausas del hablante origen en
el ejemplo, lo cual contribuye a una mejora en la expresividad del conversor texto a voz.
Además, existe una adaptación al estilo de locución del hablante origen no presente en
muchas de las traducciones realizadas por intérpretes humanos.
El análisis manual de los pausas transferidas revela que en muchos casos el error cometi-
do surge de problemas de alineamiento. En algunas ocasiones las tuplas en un idioma
abarcan palabras que no se corresponden con las contenidas en la tupla del otro idioma.
Por ejemplo, en el siguiente fragmento de oración se encuentran las tuplas delimitadas por
corchetes:
“... [Mister] [President,]<S> [Madam] [Vice President,] <S> [commissioners] ...”
“... [Señor] [Presidente,] <S> [Señora] [Vicepresidenta y señores] <S> [comisarios] ...”
Debido a los enlaces erróneos proporcionados por Giza++, la tercer tupla del idioma
destino contiene palabras adicionales con respecto a la tupla correspondiente del idioma
origen. Como consecuencia de esto, la pausa es transferida de manera errónea luego de
la palabra señores, cuando dicha palabra debería estar dentro de la tupla [y señores
comisarios].
5.6. Conclusiones
En el presente capítulo se han tratado diversos temas relacionados con la prosodia en
el marco de la traducción voz a voz, tales como la transferencia de la entonación, el ritmo
y las pausas.
En la Sección 5.3 se estudió la transferencia de la entonación de un idioma a otro. Para
ello se consideró la posibilidad de utilizar esquemas de anotación existentes, tales como
ToBI o INTSINT. De esta manera, una vez obtenida la anotación de ambos idiomas,
sería posible aplicar técnicas de aprendizaje automático para encontrar relaciones entre
las anotaciones. Sin embargo, la conclusión fue que en este tipo de esquemas de anotación
de eventos tonales se realizan ciertas suposiciones, tales como una discretización taxativa
de los contornos, que pueden forzar el ajuste del fenómeno al esquema de anotación, y
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no viceversa, que es lo deseado. Esto pueden llevar a una anotación deficiente de los
eventos tonales, y la utilización de esta información errónea solo conduciría a resultados
pobres en la transferencia de la entonación. En consecuencia, se decidió la utilización de un
enfoque de agrupamiento automático que permita encontrar un cierto número de tipos de
movimientos tonales relacionados en los dos idiomas sin utilizar ninguna suposición acerca
de su número. De esta manera, es posible utilizar esta codificación (obtenida luego del
agrupamiento automático) de los contornos tonales del idioma origen como característica
adicional en el modelado de la entonación del idioma destino. Para este objetivo se hizo
uso de la segmentación en palabras del audio del idioma origen y destino dada por el
ASR, contornos de frecuencia fundamental de los audios calculados por un algoritmo de
extracción e información de alineamiento proporcionada por la traducción automática
(GIZA++). Se han propuesto dos algoritmos de agrupamiento similares, presentando una
diferencia importante en el aspecto de la clasificación de los movimientos como relacionados
o no. El objetivo era encontrar un algoritmo de agrupamiento que permitiera encontrar
movimientos tonales relacionados, sin perder capacidad de generalización. Los resultados
experimentales demostraron la mejora introducida en el modelado de la entonación debido
al enfoque propuesto, en comparación con un sistema base que no utiliza la información
de la codificación del contorno del idioma origen. La mejora es importante en idiomas
cercanos, tales como español y catalán. En el caso del español y el inglés, los resultados
son sólo ligeramente mejores, debido en parte al origen diferente de los idiomas: latino y
germánico respectivamente.
La transferencia del ritmo ha sido otro de los temas tratados en este capítulo (Sección
5.4). Se ha propuesto un método que combina la transferencia del ritmo y la sincronización
entre audios. Este último aspecto fue considerado debido al uso de la tecnología de tra-
ducción voz a voz en conjunción con video. Coordinar los aspectos gestuales con la voz
traducida es importante a causa de los múltiples canales involucrados en la comunicación
humana. El algoritmo de sincronización incluye en su funcionamiento diversas caracterís-
ticas propias de algoritmos de compresión de audio, tales como compresión de pausas y si-
lencios, y compresión por modificación del ritmo, utilizados en el algoritmo Mach1 [Cov98].
Mediante experimentos utilizando las características mencionadas se obtienen errores de
sincronización muy bajos, cercanos a los 150 milisegundos, que lo convierte en apto para
su uso en sincronización de audio/video.
Finalmente, en la Sección 5.5 se ha explicado una técnica de transferencia de pausas
en el marco de la traducción voz a voz, mediante la utilización de información sobre
alineamiento. El estudio de los datos de entrenamiento utilizando dos tipos diferentes de
unidades de traducción, palabras y tuplas, arrojó como resultado la ventaja del uso de
esta última para la transferencia de pausas. La tupla permite agrupar es su interior pal-
abras que presentan un ordenamiento diferente entre idiomas. En consecuencia, es posible
transferir las pausas de un idioma a otro usando la existencia de pausas en la frontera de
las tuplas. Una limitación importante de este enfoque es la imposibilidad para trasladar
una pausa de una tupla de un idioma a otro, si esta se encuentra dentro de la misma. El
algoritmo compensa esta deficiencia realizando una predicción de pausas utilizando algo-
ritmos convencionales (tales como los explicados en la Sección 2.4), teniendo en cuenta las
pausas ya predichas mediante la transferencia de pausas entre idiomas.
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Como conclusión podemos ver que la información del hablante fuente es útil para
generar la prosodia del hablante destino en el proceso de traducción voz a voz. Sin embargo,
se observó que en algunos casos solo es posible su utilización cuando los idiomas poseen
un origen similar, tal como ocurre con el español y el catalán, siendo ambos lenguas
latinas. Además, hay que tener en cuenta que los experimentos fueron realizados utilizando
el mismo hablante tanto para el idioma origen como para el destino. El desarrollo de
algoritmos independientes del hablante forma parte de las líneas futuras surgidas de la
presente tesis.
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Capítulo 6
Conclusiones y direcciones futuras
Uno de los objetivos generales de esta tesis fue investigar en el área del modelado de la
prosodia en los sistemas de conversión texto a voz. Para ello se hizo un estudio detallado de
la bibliografía involucrada, individualizando las distintas corrientes de opinión y enfoques,
y detectando ciertos aspectos que podrían ser mejorados. Las contribuciones se enfocaron
en el modelado de la entonación, la duración y las junturas terminales.
El segundo de los objetivos de la tesis fue el estudio de la transferencia de la prosodia
en el marco de la traducción voz a voz, con el objeto de enriquecer la expresividad de la
conversión texto a voz luego de la traducción automática. En este sentido se analizó una
extensa bibliografía relacionada con el área, y también de otros temas que resultaron estar
involucrados indirectamente. Los aspectos prosódicos incluídos en esta parte de la tesis
fueron la entonación, el ritmo y las pausas. En esos aspectos es donde se enfocaron las
diferentes contribuciones.
Generación de la prosodia
En el caso del modelado de la entonación se realizó una contribución para la eliminación
de ciertas suposiciones inherentes de la mayoría de las metodologías de entrenamiento de
la literatura, tales como requisitos de continuidad del contorno de frecuencia fundamental
o la consistencia de la parametrización de los datos de entrenamiento.
El algoritmo propuesto (JEMA) combina los pasos de extracción de parámetros y
generación del modelo en un bucle cerrado de mejora continua. En cada iteración se
refinan tanto los parámetros como el modelo, obteniendo soluciones que aproximan de
manera mas detallada el comportamiento de la entonación de los datos de entrenamiento.
Los resultados experimentales apoyan el enfoque propuesto, ya que todos los modelos
de entonación estudiados (Bezier, Bezier superposicional y Fujisaki) presentan mejoras
con respecto a un entrenamiento basado en los algoritmos de la literatura sobre el tema,
donde la extracción de los parámetros y la construcción del modelo son pasos separados
(SEMA). Los modelos que usan el enfoque propuesto alcanzaron un MOS de naturalidad
en el rango de 3,2 a 3,5, y de calidad en el rango de 3,6 a 3,8. Mientras tanto, los modelos
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entrenados con el enfoque SEMA recibieron un MOS de naturalidad en el rango de 2,3 a
3,1, y de calidad en el rango de 3,1 a 3,4.
JEMA fue estudiado también en muchos otros aspectos, los cuales han quedado fuera
de la tesis. El enfoque propuesto fue aplicado a diversos idiomas, tales como español,
catalán, inglés, esloveno, francés y chino mandarín. En todos ellos se obtuvieron mejoras
con respecto a otros algoritmos encontrados en la literatura.
Con el objeto de corroborar las ventajas de JEMA sobre SEMA, se decidió realizar ex-
perimentos utilizando contornos y características lingüísticas artificiales. De esta manera
se obtiene un conjunto de datos controlado que posee toda la información necesaria para
el correcto modelado. La aplicación de JEMA a este conjunto de datos reveló su superior-
idad frente a SEMA para distintos niveles de ruido y ausencia de información (debido a
segmentos sordos).
En lo relacionado con la generación de la duración se estudió el uso de la isocronía
del idioma como característica principal para la predicción de la duración segmental. A
través de un análisis de los datos de entrenamiento se demostró la dependencia entre la
duración de la sílaba y el número de segmentos constituyentes. Como consecuencia de
estas observaciones se propusieron un conjunto de modelos que permiten la predicción de
la duración segmental en base a la duración suprasegmental. Mediante el uso del enfoque
JEMA en el modelado de la duración se predicen conjuntamente la duración segmental y
la suprasegmental, teniendo en cuenta las relaciones entre ellas.
Los experimentos indicaron la ventaja del enfoque propuesto sobre otros algoritmos de
predicción de la duración segmental que no hacen uso de la información suprasegmental o
del enfoque JEMA. Tener en cuenta la estructura rítmica del idioma proporcionada por
las sílabas es importante desde el punto de vista perceptual, ya que los humanos somos
capaces de detectar diferencias allí. Esto último ocurre, por ejemplo, cuando escuchamos
hablar a un extranjero que no domina nuestro idioma y se perciben diferencias en la
cadencia.
La evaluación objetiva de naturalidad y calidad reveló pequeñas diferencias entre los
algoritmos estudiados que no resultaron estadísticamente significativas para p = 0,05
usando el Mann-Whitney-Wilcoxon test. Solamente uno de los algoritmos propuestos es
estadísticamente mejor que un algoritmo base incluído en los experimentos, que no usa
información de contexto para la predicción de la duración segmental.
Finalmente, en lo vinculado con el modelado de las junturas terminales, se hizo un estu-
dio comparativo de algoritmos propuestos en la literatura y uno que utiliza transductores
de estados finitos. Además, se evaluó la ventaja de usar el grupo acentual como unidad de
análisis, en lugar de la palabra. El uso de esta unidad reduce el espacio de búsqueda y las
posibilidades de colocar una juntura terminal dentro de un grupo acentual, hecho que fue
observado como muy poco probable dentro de los datos de entrenamiento. Esto último se
debe principalmente a que no se trata de habla espontánea, la cual presenta disfluencias
que podrían originar la aparición de junturas dentro de un grupo acentual.
Los resultados revelaron que ninguno de los algoritmos estudiados tiene una precisión
mejor que los otros, y su valor es cercano al 87% para el hablante femenino y 78% para
el hablante masculino. Esto significa un alto porcentaje de junturas terminales predichas
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correctamente sobre el total de junturas predichas para el hablante femenino. El resultado
es importante, debido a que es necesario ubicar junturas terminales en los lugares correctos
con poco errores.
En los resultados no se observaron grandes beneficios en la utilización del grupo acen-
tual para la predicción de junturas terminales en lugar de la palabra. La única ventaja
resulta en una disminución de la cantidad de decisiones que se deben tomar, reduciendo
la carga computacional. Es de destacar que la ganancia es mínima debido a que la carga
computacional es ínfima.
Transferencia de la prosodia
En esta tesis se abordó el tema de la transferencia de prosodia en el marco de la
traducción voz a voz. El objetivo es utilizar la prosodia del hablante del idioma origen
para mejorar la expresividad de la conversión texto a voz del texto traducido obtenido
mediante traducción automática.
La Sección 5.3 consideró distintas alternativas para el uso de la entonación del hablante
origen para enriquecer a aquella generada por el modelo de entonación. El enfoque consid-
era la codificación del contorno de frecuencia fundamental del hablante origen, para luego
ser utilizado (mediante la información de alineamiento) como característica adicional del
modelo de entonación.
Luego del estudio de la factibilidad de distintos esquemas de codificación de la lit-
eratura, tales como ToBI e INTSINT, se decidió utilizar un enfoque de agrupamiento
automático que presenta ciertas ventajas de adaptabilidad al dominio y ausencia de un
conjunto reducido de clases que puede limitar la capacidad de modelado del sistema.
Aquellos idiomas mas cercanos debido a su origen latino, tales como español y catalán,
presentaron mejores resultados experimentales que aquellos mas distantes, como español
e inglés, de origen latino y germánico respectivamente.
Un análisis usando elMann-Whitney-Wilcoxon test permitió establecer que la distribu-
ción de los valores de MOS del algoritmo propuesto aplicado a la traducción voz a voz
entre español y catalán es diferente a la correspondiente al algoritmo base (sin hacer trans-
ferencia de entonación) con p < 8%. En consecuencia, se pudo observar una tendencia en
lo referente a la superioridad del algoritmo propuesto sobre el algoritmo base, hecho que
también se vió reflejado en los resultados objetivos.
La transferencia del ritmo y la sincronización audio/video fue tratado en la Sección 5.4.
Allí se estudiaron diversos algoritmos relacionados con el área de la compresión de audio,
con el objeto de su utilización en la transferencia de ritmo y sincronización.
El uso de la información sobre alineamiento, conjuntamente con técnicas de reducción
de pausas y silencios, y métodos de compresión del habla a través de la manipulación del
ritmo, permitieron obtener resultados experimentales que presentan un retardo medio de
120 milisegundos entre hablante fuente y destino.
La importancia de esta tarea se refleja en la necesidad que los múltiples canales de
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comunicación, tales como la voz y los gestos, estén sincronizados para que no existan
inconsistencias entre ellos, que dificulten la comprensión por parte de la audiencia.
Finalmente, en la Sección 5.5 se estudió el problema de la transferencia de pausas entre
idiomas. Un aspecto importante de este enfoque es que contribuye a preservar las pausas
del hablante del idioma origen, y en consecuencia, el significado de la oración, evitando
posibles ambigüedades o malinterpretaciones.
El análisis de los datos de entrenamiento permitió concluir que la utilización de la
tupla (una unidad de traducción) facilita el proceso de transferencia, ya que pocas pausas
ocurren dentro de una tupla. Otro aspecto importante del uso de la tupla es evitar los
efectos de la diferencia de orden de las palabras entre diferentes idiomas.
La utilidad de la transferencia de las pausas se reflejó en experimentos que involucraron
a los idiomas español e inglés, y la mejora introducida por la propuesta es significativa.
Un análisis manual de las pausas transferidas usando tuplas que no se encuentran en el
hablante destino (falsos positivos) reveló que un 83% de ellas se encuentran en la ubicación
correcta, debido a que el locutor utilizó una pausa en el idioma origen y decidió no hacerla
en el idioma destino.
Si se consideran que todas las pausas transferidas son correctas, lo cual es erróneo en
el 17% de los casos, la F-measure para los cuatro locutores utilizados en los experimentos
se sitúa entre 75% y 80%, y la precisión se encuentra entre 75% y 79%. Estos resultados
son superiores a los valores de precisión y F-measure alcanzados por los algoritmos que no
usan transferencia de pausas, 58% a 61%, y 61% a 63%, respectivamente.
Direcciones futuras
Durante el desarrollo de esta tesis han surgido todo un conjunto de aspectos que
deben ser estudiados en el futuro. Lo mismo será tarea del autor de esta tesis y de aquellas
personas interesadas en las direcciones futuras propuestas.
Por ejemplo, los contornos predichos con JEMA presentan un cierto suavizado que
contribuye a percibir la voz sintetizada como menos expresiva, debido a una disminución
del rango de frecuencia fundamental. Es de interés estudiar técnicas que permitan evitar
este efectos, tales como la eliminación de contornos espúreos en el proceso de estimación
de los parámetros.
Otro importante aspecto a investigar es la inclusión de medidas psicoacústicas, tales
como la Just Noticeable Difference (JND) en la medida de error para la estimación de
los parámetros. De esta manera se evitaría considerar como error aquellas diferencias
imperceptibles, y se podría hacer énfasis en aquellas más significativas.
En lo referente al modelado de las duraciones, se propusieron algoritmos que utilizan la
duración silábica predicha para estimar la duración segmental. Resulta interesante contin-
uar la investigación en esta dirección incluyendo unidades de mayor duración, tales como
palabras, grupos acentuales y frases entonativas, para modelar la influencia en el ritmo de
cada uno de estos niveles.
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Las experiencias en el modelado de las junturas terminales utilizando diferentes mod-
elos estadísticos y unidades (palabras y grupos acentuales) ha revelado pocos progresos,
donde las falencias existentes tanto en la estimación de la presencia de junturas como en
la evaluación objetiva continúan.
Las limitaciones en el entendimiento del lenguaje natural por parte de los ordenadores
constituyen una limitación que impide el progreso en este área. En consecuencia, sería con-
veniente continuar la investigación en lo relacionado con la evaluación del rendimiento de
los modelos, incorporando técnicas aplicadas en la evaluación de la traducción automática.
La técnica utilizada para el modelado de la prosodia es otro punto que se debe revisar.
Por ejemplo, técnicas como el razonamiento basado en caso, o por su denominación en
inglés Case Based Reasoning (CBR), permitirían el modelado usando la analogía, tratando
de resolver un problema objetivo a partir de la experiencia acumulada. En la tesis de
Iriondo [Iri08] se utiliza esta técnica para el modelado de habla expresiva con buenos
resultados, aunque no por igual para todos los estilos.
Los algoritmos para la mejora de la expresividad propuestos en el Capítulo 5 tienen
varios aspectos que pueden ser investigados. En esta tesis se propone la codificación de la
entonación del hablante origen en forma totalmente automática. Sin embargo, los patrones
utilizados para la codificación no poseen hasta el momento una interpretación. Son sola-
mente patrones regulares que permiten mejorar la predicción del contorno de frecuencia
fundamental del idioma destino. En consecuencia, es de interés obtener una interpretación
de la función o significado de cada patrón de entonación, para tener un mejor entendimien-
to del fenómeno de la entonación. Como resultado de ello, se podría investigar sobre como
obtener un método que permita modelar la multiplicidad de formas de contornos entona-
tivos en ambos idiomas con la misma función.
Se ha propuesto un algoritmo de agrupamiento que usa los contornos de frecuencia
fundamental originales de ambos idiomas para la mejora del modelado de la entonación
del idioma destino. Una posible dirección futura sería aplicar dicho algoritmo al residuo
del contorno predicho por un modelo de entonación (por ejemplo, S-Bezier JEMA) con el
objeto de reducir la influencia de la componente de grupo entonativo y resaltar aquellos
grupos acentuales que tienen un alto error de predicción con un modelo de entonación
aislado.
La aportación en la transferencia de la prosodia realizada en la tesis de Iriondo [Iri08]
podría también indicar un camino a explorar. Allí se utilizaron muestras de habla emo-
cionada en castellano (cuatro emociones que tienen una expresión más universal), de las
que se extrajeron los valores de los parámetros prosódicos que permitiría modificar el
sistema TTS en catalán para generar habla emocionada en esta lengua.
Tal como observa en su artículo Sridhar et al [Sri11], el uso de una anotación más
enriquecida para la síntesis aportada por los módulos anteriores ASR y MT puede ser
prosódica, como es el enfoque propuesto por esta tesis, o bien siguiendo otras direcciones.
Por ejemplo, son ejemplos de tales direcciones el enfoque de traducción voz a voz basado en
conceptos descripto por Gu et al [Gu06], o el propuesto por Sridhar et al [Sri11] mediante
etiquetas de actos de diálogo y prominencia prosódica.
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Apéndice A - Ogmios: el conversor
texto a voz de la UPC
Ogmios es el conversor texto a voz multilingüe desarrollado en la Universitat Politècnica
de Catalunya [Bon06, Bon07]. El mismo esta compuesto por una serie de algoritmos que son
en gran medida independientes del idioma. Es decir, muchos de los algoritmos del sistema
pueden ser entrenados para ajustarse a las características de una lengua específica. En
consecuencia, mediante el enfoque de aprendizaje automático basado en datos usando un
corpus específico del idioma, las particularidades de una lengua pueden ser incorporadas
a Ogmios.
Figura A.1: Diagrama en bloques de los componentes del conversor texto a voz de la UPC:
Ogmios.
El sistema fue originalmente desarrollado para el español y el catalán, para luego ser
extendido a otros idiomas, tales como inglés, portugués, francés y chino.
El núcleo del sistema es un conjunto de módulos escritos en lenguaje C y C++ con
una interfaz común basada en una estructura de datos que describe relaciones lingüísticas
entre diferentes niveles, que abarcan desde una descripción básica de la sintaxis del texto,
hasta el conjunto de segmentos de habla que serán concatenados en el proceso de síntesis
y sus características acústicas. En Ogmios existen varios módulos que pueden interpretar
diversos estándares de formato para el texto de entrada, tales como SAPL4, SAPL5, web
servers, SABLE, etc.
Ogmios contiene muchos módulos dedicados a diversas tareas específicas. Los mismos
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pueden ser agrupados en tres áreas principales: análisis del texto, generación de la prosodia,
y generación de la voz, y se describen en forma breve a continuación:
Análisis del texto. En primer lugar, el sistema divide el texto de entrada (texto
puro con etiquetas SSML opcionales) en unidades lexicográficas más pequeñas de-
nominadas tokens, y clasifica cada una de ellas asignándoles alguna de las diversas
categorías utilizadas en la aplicación: puntuación, acrónimo, abreviación, números
cardinal, número ordinal, expresión de fecha o números, dirección de internet, etc.
Luego, cada token puede ser expandido a su forma ortográfica completa, para luego
ser etiquetado con marcas morfosintácticas usando un clasificador estadístico. Luego,
la pronunciación de cada palabra se obtiene usando diccionarios o reglas. El sistema
utiliza transductores de estados finitos para establecer la transcripción fonética de
las palabras que no se encuentran en el diccionario, o que no pueden ser predichas
por las reglas existentes.
Generación de la prosodia. Este componente es de gran importancia para obtener
una calidad de voz natural en la síntesis, e involucra varias tareas, tales como predic-
ción de junturas terminales, entonación, duración segmental, e intensidad. Cada una
de ellas es realizada por módulos individuales.
Generación de la voz. En Ogmios la síntesis utiliza el enfoque de concatenación
de unidades seleccionadas de segmentos pregrabados que se encuentran en una gran
base de datos. Las unidades básicas son los semifonemas dependientes del contexto,
y son seleccionadas mediante un algoritmo de programación dinámica basándose en
sus características acústicas y fonológicas.
A.1. Procesamiento del texto
La primera tarea del conversor texto a voz es la detección de la estructura del docu-
mento y la transformación del texto en palabras. Esta tarea de normalización se realiza
utilizando herramientas dependientes del idioma. A través de expresiones regulares de
análisis y transformación se convierten los tokens en palabras. Las primeras reglas fueron
escritas para el español y el catalán, para ser luego extendidas a otros idiomas, como el
inglés.
Una vez obtenida una representación del texto de entrada en palabras, un etiqueta-
dor morfosintáctico coloca etiquetas en cada una de ellas para describir su función en la
oración. Esta información es de gran importancia para uno de los módulos subsiguientes,
el conversor de grafemas a fonemas, ya que se utiliza para eliminar ambigüedades en la
transcripción fonética.
El conversor de grafemas a fonemas posee varios algoritmos dependiendo del idioma.
En el caso del español y el catalán se usan un conjunto de reglas para decidir la tran-
scripción fonética correspondiente a cada palabra. En cambio, para el inglés se usa un
diccionario para obtener la transcripción fonética de cada palabra. Si la palabra no existe
en el diccionario, se utiliza un transductor de estados finitos para dicha tarea.
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Además, el conversor texto a voz de la UPC ofrece la posibilidad de aplicar un conjunto
de reglas fonotácticas escritas manualmente luego del proceso de transcripción fonética,
con el objeto de introducir diferentes fenómenos encontrados en el habla natural continua:
plosivas aspiradas, asimilación de consonantes y la elisión [Agü09].
A.2. Generación de la prosodia
El proceso de generación de la prosodia se puede descomponer en varias tareas, las
cuales son realizadas en forma secuencial por diferentes módulos: predicción de junturas
terminales, estimación de la duración segmental, predicción de la intensidad y generación
del contorno de entonación.
Predicción de junturas terminales
En Ogmios, la predicción de junturas terminales se puede realizar mediante tres al-
goritmos diferentes. Cada uno de ellos utiliza diversas características extraídas del texto
y algoritmos de clasificación entrenados mediante el enfoque de aprendizaje automático
basado en datos. Estos algoritmos fueron descritos en la Sección 3.3 de esta tesis.
El primero de ellos modela las junturas terminales usando un árbol de clasificación.
Dentro de las características utilizadas se encuentra la ubicación de la última juntura ter-
minal, con el objeto de evitar la predicción de junturas terminales en palabras adyacentes.
Otro de los métodos de predicción de junturas terminales utiliza una combinación de
árboles de clasificación y regresión, y un modelo de lenguaje de la secuencia de junturas
terminales predichas.
Finalmente, el tercer modelo de junturas terminales hace uso de transductores de
estados finitos, que utiliza como información de entrada las etiquetas morfosintácticas y
la puntuación del texto.
Una vez predichas las junturas terminales que tienen pausas asociadas, la duración de
las pausas se estima usando un árbol de clasificación y regresión.
Estimación de la duración segmental y la intensidad
La duración de los fonemas depende en gran medida de la estructura rítmica del idioma.
Por ejemplo, muchos autores indican que el inglés posee isocronía acentual, mientras que
el español tiene isocronía silábica.
Ogmios tiene varios algoritmos para la predicción de la duración segmental, y cada
uno de ellos tiene en cuenta distintas propuestas de la literatura. Uno de ellos predice la
duración de los fonemas de manera individual, sin considerar el nivel suprasegmental. Sigu-
iendo ese enfoque, se encuentran implementados dos algoritmos que utilizan los enfoques
CART y suma de productos.
Otro de los algoritmos para la predicción de la duración segmental utiliza la duración
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suprasegmental (isocronía silábica o acentual), para luego distribuirla en los segmentos
que la constituyen.
La intensidad de los fonemas se predice utilizando CART, usando características sim-
ilares a las utilizadas para la predicción de la duración segmental.
Generación del contorno de entonación
En Ogmios la entonación se genera a través de dos modelos de entonación: un enfoque
superposicional que utiliza JEMA, y otro algoritmo que utiliza selección de unidades.
En el modelo superposicional se combinan los efectos de dos unidades prosódicas: el
grupo acentual, que modela los movimientos tonales a nivel de la sílaba acentuada, y
los grupos entonativos, que modelan los fenómenos amplios del contorno de entonación.
Cada componente del contorno de entonación se aproxima utilizando una curva de Bèzier,
usando JEMA para entrenar el modelo.
El segundo modelo utiliza la selección de unidades, ya que se observa en el caso del
modelo superposicional una tendencia hacia el suavizado de los contornos resultantes, y
la consecuente merma de expresividad de la voz sintética. Los contornos más adecuados
se obtienen a través de un agrupamiento utilizando árboles de clasificación, para luego ser
seleccionados mediante un algoritmo de programación dinámica para reducir las discon-
tinuidades.
A.3. Generación de la voz
La generación de la voz utiliza el algoritmo Viterbi para la selección de unidades con el
objeto de encontrar la secuencia de unidades u1 . . . un del conjunto de la base de datos que
minimiza una función de coste con respecto a los valores objetivo t1 . . . tn. La función está
compuesta de un costo objetivo y otro de concatenación, y cada uno es calculado como
una suma ponderada de sub-costos individuales:
C(t1 . . . tn, u1 . . . un) = w
t
n∑
i=1

 M t∑
m=1
wtmC
t
m(ti, ui)

 +wc n−1∑
i=1
(
Mc∑
m=1
wcmC
c
m(ui, ui+1)
)
(1)
dondewt y wc son los pesos globales de los costos objetivo y de concatenación (wt+wc =
1);M t es el número de subcostos objetivo yM c es el número de subcostos de concatenación;
Ctm(.) es el emésimo subcosto objetivo ponderado por el peso w
t
m; mientras que C
c
m(.) es
el emésimo subcosto de concatenación ponderado por wcm.
Las tablas A.1 y A.2 muestran las características que definen a las funciones de sub-
costos. Existen dos tipos de funciones de subcosto: binarias, que pueden tener solamente
valores 0 o 1, y las continuas, que utilizan una función de distancia sigmoide para acotar
su rango entre 0 y 1.
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Para ajustar los pesos de manera objetiva se utilizó un enfoque similar al propuesto
por Hunt et al. [Hun96]. Para cada par de unidades se computa su distancia usando un
vector de características (MFCC, F0, energía) calculado cada 5ms. Sea d el vector de todas
las distancias para cada par de unidades, C una matriz donde el elemento C(i, j) es el
subcosto j para cada par de unidades i, y w el vector de todos los pesos a ser estimados.
Si se asume que Cw = d, entonces es posible calcular w usando regresión lineal. En otras
palabras, la función de costo objetivo se convierte en una estimación lineal de la distancia
acústica. No existe ajuste automático para los costos de concatenación, y la tarea debe
realizarse manualmente.
acento fonético B
diferencia en la duración C
diferencia en la energía C
diferencia en el tono C
diferencia en el tono al final C
diferencia de la derivada del tono C
signo de la derivada del pitch es diferente B
posición en el grupo acentual B
trifonema B
palabra B
Tabla A.1: Costos objetivos, donde B corresponde a valores binarios y C a valores contin-
uos.
energía C
tono C
tono al final C
distancia espectral C
concatenación sonora a sorda B
Tabla A.2: Costos de concatenación, donde B corresponde a valores binarios y C a valores
continuos.
En lo relacionado al proceso de generación de la forma de onda, los oyentes otorgan
calificaciones más altas a las oraciones sintéticas donde las modificaciones prosódicas son
mínimas. Por lo tanto, la mayoría de las unidades seleccionadas son concatenadas usando
la información sobre el instante de cierre de la glotis, sin realizar ninguna manipulación
prosódica.
A.4. Construcción de la voz sintética
Luego de la normalización y la transcripción fonética de las oraciones, Ogmios es capaz
de construir una nueva voz de manera automática partiendo de los ficheros de audio y de
la transcripción ortográfica de los mismos.
Este proceso automático consiste en cuatro pasos principales: segmentación automática
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de la base de datos, entrenamiento de los modelos prosódicos, ajuste de los pesos de
selección, e indexado de la base de datos.
La base de datos es segmentada automáticamente en fonemas usando un alineamiento
basado en Modelos Ocultos de Markov, que forma parte de Ramses [Bon98].
Luego, se entrenan modelos HMM de semifonemas dependientes del contexto, para
determinar tanto las fronteras de los fonemas, como su punto central. Un modelo de
silencio opcional se coloca luego de cada palabra para detectar pausas. Dicho modelo es
entrenado en los silencios existentes en los signos de puntuación.
Experimentos previos demuestran que si la transcripción fonética es correcta, los HMM
pueden alcanzar una calidad de segmentación similar a la manual [Mak00, Ade05]. Por lo
tanto, se presta especial atención a la transcripción fonética y a la eliminación de unidades
segmentadas en forma incorrecta.
Debido a que la transcripción fonética automática de una base de datos para síntesis
de voz considera las variantes de pronunciación, los errores de articulación y el ruido de
grabación, se utilizan varias transcripciones para algunas palabras.
Sin embargo, es posible que algunas unidades estén incorrectamente segmentadas en la
base de datos, y resulta deseable su eliminación para evitar que sean elegidas en el proceso
de selección de unidades. Para ello, se eliminan el 10% de aquellas unidades con una baja
probabilidad de reconocimiento [Ade06].
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estadísticas utilizadas
B.1. Error cuadrático medio
El error cuadrático medio es la métrica dominante en el análisis cuantitativo de rendimien-
to en el campo del procesamiento de señales. Entre sus aplicaciones se encuentran: es un
criterio estándar para el estudio de la calidad y la fidelidad de la señales, es un méto-
do útil para la comparación y selección de algoritmos de procesamiento de señales, y es
ampliamente utilizado para la optimización en los algoritmos de procesamiento de señales.
El error cuadrático medio se define para señales discretas usando operaciones matemáti-
cas simples. Suponga que x e y son dos señales discretas con una cantidad limitada de
muestras N , y que xi e yi son los valores de la muestra i-ésima de x e y. El error cuadrático
medio (MSE: Mean Squared Error) entre estas dos señales es:
MSE(x, y) = 1
N
∑N
i=1(xi − yi)
2
En analogía a la desviación estándar, tomando la raiz cuadrada del MSE obtenemos
el RMSE (root mean squared error), el cual tiene las mismas unidades de la cantidad que
está siendo estimada.
Su amplia aplicación surge de diferentes características que lo distinguen de otras
medidas de distancia:
Cálculo simple. El cálculo del error cuadrático medio solamente necesita de una
multiplicación y dos sumas por cada muestra. Además, es una medida que no posee
memoria, y puede ser evaluada para cada muestra en forma independiente de las
otras.
Métrica de distancia de los espacios euclidianos N-dimensionales. Todas
las normas lp son métricas de distancia validas en RN que satisfacen condiciones
que son convenientes para una interpretación directa de similitud: no negatividad
(dp(x, y) ≥ 0), identidad (dp(x, y) = 0, si y solo si x = y), simetría (dp(x, y) =
dp(y, x)) y desigualdad triangular (dp(x, z) ≤ dp(x, y) + dp(y, z)). El caso p = 2 (el
RMSE) es la distancia utilizada en los espacios euclidianos N-dimensionales.
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Significado físico. El error cuadrático medio tiene un significado físico como una
medida de la energía de la señal de error. Tal energia se preserva luego de cualquier
transformación lineal ortogonal (o unitaria), como es el caso de la transformada de
Fourier. Esta propiedad distingue d2 de las otras medidas de energia dp, las cuales
no preservan la energía en el campo transformado.
Optimización. El MSE es una métrica excelente para los problemas de optimización
por sus propiedades de convexidad, simetría y diferenciabilidad. Muchos problemas
de optimización de mínimo MSE (MMSE) tienen una solución analítica cerrada.
Cuando ello no es posible, los procedimientos numéricos iterativos son fáciles de
formular, ya que el gradiente y la matriz Hessiana son fáciles de calcular.
Medida estadística. El MSE es una medida muy utilizada en los campos de
la estadística y la estimación. El error cuadrático medio es el segundo momen-
to del error, y por lo tanto, mide tanto la varianza del estimador como su sezgo:
MSE(θˆ) = E
[
(θ − θˆ)2
]
. Un MSE igual a cero significa que el estimator θˆ predice
las observaciones del parámetro θ con una exactitud perfecta, que es el objetivo y for-
ma la base para el análisis por regresión usando la minimización del error cuadrático
medio.
Entre las desventajas del error cuadrático medio, tal como ocurre con la varianza, es
que otorga un mayor peso a los outliers. Esto es el resultado de elevar al cuadrado cada
término, lo cual tiende a dar un peso mayor a los errores grandes que a los pequeños. Esta
propiedad no es deseable en algunas aplicaciones, y ha llevado a algunos investigadores a
la utilización de algunas alternativas, tales como el error medio absoluto o la mediana.
Otras desventaja es que el error cuadrático medio es independiente de las relaciones
temporales o espaciales entre las muestras de la señal original. Esta propiedad no siempre
es deseable, ya que estudios sensoriales demuestran que altos valores de MSE no nece-
sariamente implican una diferencia perceptible por un humano [Wan09]. Por ejemplo, en
la Figura B.1 se puede observar que imagenes tales como la primera y la segunda, que
se perciben como similares, tienen un MSE similar en la comparación de la primera y la
última, que se perciben claramente como diferentes.
B.2. Coeficiente de correlación Pearson
En la teoría de probabilidad y la estadística, la correlación (en algunas ocasiones me-
dida como un coeficiente de correlación) indica el grado y la dirección de la relación lineal
entre dos variables aleatorias. Esta definición contrasta con el uso coloquial del término,
que a veces puede significar una relación no necesariamente lineal.
El coeficiente más conocido es el coeficiente de correlación Pearson, el cual se obtiene
dividiendo la covarianza de las dos variables aleatorias X y Y por el producto de sus
desviaciones estándar: ρ =
σ2xy
σxxσyy
. A pesar de su nombre, el primero que lo introdujo fue
Francis Galton [Rod88].
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MSE=0 MSE=306 MSE=309
Figura B.1: Comparación de MSE entre diferentes imagenes del físico Eistein. De izquierda
a derecha: original, disminución del contraste medio y contaminación con ruido gaussiano.
[Imágenes extraídas del artículo de Wang(2009)]
El valor absoluto del coeficiente de correlación Pearson es menor o igual a 1. Las
correlaciones iguales a 1 o -1 corresponden a datos cuyos puntos yacen exactamente en
una linea. El signo es positivo solamente si la pendiente de la recta de los datos X e Y es de
signo positivo. En caso contrario, el signo de la correlación es negativo. En la Figura B.2
se puede observar valores del coeficiente para diferentes distribuciones de puntos.
Figura B.2: Valores del coeficiente de correlacion Pearson para diferentes distribuciones
de puntos.
Una propiedad matemática importante de este coeficiente es su carácter invariante
ante cambios en la ubicación y la escala de los puntos evaluados. En caso de transformar
X (X ′ = a + bX) e Y (Y ′ = c + dY ), donde a, b, c y d son constantes, el coeficiente de
correlación Pearson de X ′ e Y ′ será el mismo que para X e Y .
Tal como ocurre con muchas medidas estadísticas, el coeficiente de correlación Pearson
puede presentar errores debido a la existencia de observaciones muy diferentes al resto de
los datos (outliers). En estos casos es necesario el uso de gráficos de dispersión para revelar
la existencia de outliers.
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Otro aspecto a tener en cuenta es que la utilización de este coeficiente de correlación
en test estadísticos es dependiente de la distribución de los datos, tal como ocurre con la
Transformación de Fisher. Dicha transformación solamente puede ser aplicada si los datos
poseen una distribución aproximadamente normal.
Muchos autores ofrecen formas de interpretación para el valor del coeficiente de cor-
relación. Dichos criterios son en cierta medida arbitrarios, y no deben ser utilizados de
manera muy estricta. La interpretación del coeficiente depende del contexto y del propósi-
to. Una correlación de 0,9 puede ser baja si se verifica una ley física con instrumentos
de alta calidad. Sin embargo, dicho valor puede ser considerado alto en ciencias sociales
donde pueden contribuir muchas factores que dificultan la medición.
B.3. Box-plots
Un box-plot (también conocido como un diagrama box-and-whisker) es una manera
conveniente de representar y comparar gráficamente grupos de datos numéricos usando
cinco números que resumen su distribución: la observación más pequeña, el primer cuartil
(Q1), la mediana (Q2), el tercer cuartil (Q3), y la observación más grande. En un box-plot
también puede estar indicado si alguna de las observaciones es considerada outlier. El
boxplot fue inventado en 1977 por el estadista estadounidense John Tukey.
Los box-plots son una manera útil de mostrar diferencias entre poblaciones sin hacer
suposiciones acerca de la distribución estadística subyacente. El espaciado entre las difer-
entes partes de la caja permite tanto indicar el grado de dispersión y el sesgado en los
datos, así como también identificar outliers.
Dado un conjunto de datos, un box-plot puede ser construido siguiendo los siguientes
pasos:
Se calcula el primer cuartil, la mediana y el tercer cuartil: Q1, Q2 y Q3.
Luego, se calcula el rango entre cuartiles (IQR: Inter Quartile Range) restando el
primer cuartil del tercero (IQR = Q3−Q1).
Se construye una caja que abarca desde el primer cuartil hasta el tercero.
Se indica la mediana mediante un símbolo o una linea que divide la caja en el valor
de la mediana.
El valor medio de los datos también es indicado con un punto.
Cualquier observación menor queQ1−1,5IQR o superior a Q3+1,5IQR se considera
un outlier, y se grafica con un círculo. La manera de indicar el valor más pequeño
que no es un outlier es a través de una linea que lo conecta con la caja. Lo mismo
se realiza con el valor más grande.
Cualquier observación menor que Q1− 3IQR o superior a Q3 + 3IQR se considera
un outlier extremo, y se grafica con un punto.
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Figura B.3: Ejemplo de un box-plot.
B.4. Wilcoxon test
El test de Wilcoxon, o también llamado test de Mann-Whitney-Wilcoxon, es un test
no paramétrico para determinar si dos conjuntos de observaciones provienen de la misma
distribución. Es uno de los test más conocidos de significancia no paramétricos.
El test fue propuesto inicialmente por Wilcoxon [Wil45], para observaciones del mismo
tamaño, y fue extendido para poblaciones de tamaño arbitrario por Mann y Whitney
[Man47].
Sean X e Y dos variables aleatorias con funciones densidad de probabilidad acumulada
f y g, Mann y Whitney propusieron un indicador estadístico U para verificar la hipótesis
de que f = g, que depende del ordenamiento relativo de X e Y .
El test U es útil en las mismas situaciones que el test t-Student. Sin embargo, el test
U resulta preferible en situaciones donde los datos son ordinales pero no posee un valor de
intervalo fijo. Además presenta una mayor robustez a la presencia de datos espurios que
podrían llevar a indicar una significancia incorrecta.
En la utilización de este test se asume que:
Todas las observaciones de ambos grupos son independientes entre sí.
Las observaciones corresponden a valores continuos que poseen un orden. Es decir,
entre dos observaciones se puede establecer cual de ellas es la mayor.
La hipótesis nula establece que las distribuciones de ambos grupos es la misma. La
probabilidad de una observación de la población X que exceda una observación de la
segunda población Y es la misma que una observación de la población Y exceda una
observación de X. Es decir, existe una simetría entre las poblaciones con respecto a
la probabilidad de extracción aleatoria de una observación más grande.
173
174 APÉNDICE B - HERRAMIENTAS ESTADÍSTICAS UTILIZADAS
174
Apéndice C - Corpus TC-STAR
C.1. Corpus monolingüe
Los experimentos para la generación de prosodia se realizaron usando las voces base
del proyecto europeo TC-STAR. Estas bases de datos constan de dos hablantes, siendo
uno de cada sexo. El corpus está compuesto de los siguientes escenarios:
C1.1 Habla transcrita paralela perteneciente a diferentes dominios.
C1.2 Habla general transcrita correspondiente a diferentes dominios.
C2 Novelas e historias pequeñas con oraciones cortas (texto escrito de diferentes
dominios).
C3.1 Frases frecuentes. Sirve para mejorar la calidad de frases usadas usualmente
tales como frases que contienen fechas, números, expresiones si/no y frases frecuentes
encontradas en los dominios definidos en las especificaciones del proyecto LC-STAR.
C3.2 Oraciones para cobertura de trifonemas. Este sirve para mejorar la cobertu-
ra de los segmentos del habla con respecto a sílabas o fonemas que son raros de
encontrar.
C3.3 Oraciones de imitación. Esta porción del corpus tiene como finalidad la inves-
tigación de la conversión de voz. El corpus contiene oraciones con una alta cobertura
de todos los fonemas del idioma incluyendo los fonemas con poca frecuencia. Las
oraciones fueron leídas usando imitación.
Debido a la restricción impuesta de un corpus de 10 horas de duración para un hablante,
se decidió enfocar los esfuerzos principalmente en la cobertura fonética y de las variaciones
prosódicas. La voz debe sonar como si fuera producida por un traductor competente
hablando de una manera bastante neutral.
Las condiciones de grabación fueron:
Frecuencia de muestreo: 96 Khz.
Ancho de banda: 40-20000 Khz.
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Precisión: 24 bits.
SNRA > 40dBA.
Reverberación: RT60 < 0, 3s.
Tres canales: micrófono de membrana, laringógrafo y micrófono cercano.
La anotación y la segmentación de la base de datos se basó en las siguientes reglas:
Todas las grabaciones son normalizadas, se colocan las etiquetas morfosintácticas y
se anotan con marcadores específicos, los cuales son importantes para seleccionar las
unidades del habla, tales como ruido, palabras ininteligibles, etc.
Las grabaciones también son etiquetadas prosódicamente. Las fronteras entonativas
se anotan usando dos niveles: grupo y cláusula entonativa. Los acentos marcados
con una prominencia entonativa se anotan usando dos niveles: normal y enfático.
La transcripción fonética se realiza manualmente escuchando a las grabaciones.
Las grabaciones se dividen completamente en segmentos del habla. Dos horas de la
base de datos se revisan manualmente por parte del productor.
La señal de habla se etiqueta completamente con marcas glotales y dos horas son
revisadas manualmente por el productor.
C.2. Corpus bilingüe
Con el objeto de generar voces para la investigación del habla expresiva en español e
inglés, dos locutores de sexo femenino y dos de sexo masculino fueron grabados pronun-
ciando 220 párrafos del dominio parlamentario.
Para obtener un estilo de habla adecuado, a los locutores se les reproduce la voz
original del parlamentario que pronunció el párrafo que está siendo grabado. Tanto la
entonación como la expresión, cadencia y pausas deben ser reproducidos para generar una
voz expresiva adecuada.
A fin de lograr una mayor consistencia en los datos, se le solicitó a cada locutor que
utilice el mismo estilo para pronunciar el mismo párrafo en cada idioma. Un mismo párrafo
fue grabado en cada idioma de manera consecutiva, para permitir al locutor recordar el
estilo utilizado.
Cada audio generado contiene un texto asociado con la transcripción ortográfica del
párrafo pronunciado por el locutor. No existe transcripción fonética manual, y como resul-
tado de ello, tampoco se posee segmentación manual en fonemas. Tanto la transcripción
como la segmentación fonética fueron realizadas de manera automática.
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