An extension of composite degree over a finite field may be implemented in one or more steps, involving the implementation of zero or more intermediate fields. A comparison of the expected efficiency of different field extensions is made, using a known probabilistic algorithm to form each extension. A new algorithm is described which provides a different method for forming single extensions of composite degree. It is shown that this method is expected to be more efficient than the previously used algorithm. Results of test runs of implementations of these algorithms are presented which support the theoretical claims.
Introduction
When implementing finite fields for practical computation, one often wants to form a large finite field GF(q n ) as an extension of degree n over a smaller field GF(q). Let GF(q) [x] denote the ring of univariate polynomials over GF(q), and let g(x) be any irreducible polynomial of degree n over GF(q). Then GF(q n ) is isomorphic to the quotient ring R = GF(q)[x] /(g(x)). So in order to create an extension of degree n over GF(q) for computation, one needs only to find an irreducible polynomial of degree n over GF(q). A known probabilistic algorithm for finding irreducible polynomials is described in the next section, and its complexity is given. Suppose n is a positive composite integer, say n = n 1 n 2 . One could create the field GF(q n ) over GF(q) by implementing GF(q n ) as an extension of degree n over GF(q). Alternatively, one could first implement the field GF(q n1 ) and then extend this intermediate field to form the field GF(q n ). The purpose of this paper is to compare different implementations of GF(q n ) as extensions over GF(q), in order to discover which implementation is cheapest to create, and which implementation affords the most efficient arithmetic. Before we state the main results obtained, let us introduce some terminology. If F is the field GF(q n ) implemented as a simple extension of degree n over GF(q), we shall call F a single extension of GF(q) with list of extension degrees [n] . Suppose that n = n 1 n 2 where n 1 ≥ 2 and n 2 ≥ 2. If F 2 is a single extension of degree n 2 over the field F 1 , which is a single extension of degree n 1 over the field GF(q), then we shall say that F 2 is a double extension of GF(q) with list of extension degrees [n 1 , n 2 ]. We can continue inductively defining k-fold extensions for any positive integer k. Suppose that F k is an extension of degree n k over the field F k−1 , where F k−1 is a (k − 1)-fold extension with list of extension degrees [n 1 , n 2 , . . . , n k−1 ]. Then the list of extension degrees of the k-fold extension field F k is defined to be [n 1 , n 2 , . . . , n k−1 , n k ].
The main results, presented in Section 3, are the following:
(i). Let F be the field GF(q n ) implemented as a single extension of degree n over GF(q), and let F k be GF(q n ) implemented as a k-fold extension of GF(q) for some k ≥ 2. Then multiplication in F is expected to be 4 k−1 times cheaper than multiplication in F k .
(ii). We expect it to be cheaper to form the double extension field with list of extension degrees [n 1 , n 2 ] over GF(q) than to form the single extension field of degree n 1 n 2 over GF(q) if and only if (i)
(iii). If n 1 > n 2 ≥ 2, then we expect it to be cheaper to form the extension field with list of extension degrees [n 1 , n 2 ] over GF(q) than to form the extension field with list of extension degrees [n 2 , n 1 ] over GF(q).
Further results are given in Section 4 which, for particular values of n, determine which implementation of GF(q n ) as extension over GF(q) we expect to be the most efficient. We discover that, for computationally feasible values of n (say, n ≤ 1000), the implementation of GF(q n ) as an extension over GF(q) which is expected to be the most efficient is either a single extension, the most efficient double extension of GF(q) or the most efficient triple extension of GF(q).
In Section 5 a new algorithm is described which gives another method for implementing GF(q n ) as a single extension of GF(q). In this method we first implement GF(q n ) as a double extension field over GF(q) and then use the structure of this double extension field to assist in the search for an irreducible polynomial of degree n over GF(q). It is shown that we can expect this algorithm to be faster than the previously known method.
All theoretical results are illustrated by the results of test runs of implementations of the algorithm. The programming language used to implement these algorithms is the language GAP version 3.3 (see [4] ). The test runs were performed on a DECstation 5000/240. When programming in GAP on such a machine, the assumption that extensions of degree n are feasible whenever n ≤ 1000 is probably a bit optimistic: in this case we should limit ourselves to n ≤ 100. However, for compilable programming languages on faster machines, the original assumption is quite valid.
Throughout this paper, the complexity of an algorithm will be analysed by counting the number of basic operations required to carry out the algorithm.
The basic operation will be taken to be one arithmetic operation in the base field GF(q). Note also that all logarithms are to base two.
Background results
The field GF(q n ) is created as an extension of degree n over GF(q) by finding an irreducible polynomial g(x) of degree n over GF(q) and forming the quotient ring R = GF(q)[x] /(g(x)). The elements of R are residue classes of polynomials modulo g, each of which contains exactly one polynomial of degree less than n, which we shall call the representative polynomial. Addition in R is performed by adding the coefficients of the representative polynomials componentwise, at a cost of n additions in GF(q). Multiplication is achieved by multiplying the two representative polynomials a and b together to give a polynomial c of degree at most 2(n − 1) (at a cost of 2n 2 basic operations) and then taking the remainder after polynomial division of c by g, also at a cost of 2n 2 basic operations. Thus the total cost of multiplication in R is 4n 2 operations. To find the inverse of an element of R with representative polynomial a we must perform the extended Euclidean algorithm to find polynomials u, v such that au + gv = 1, at a cost of 4n 2 basic operations. The polynomial u found by this method has degree at most n. If u has degree less than n then u is the representative polynomial of the required inverse. Otherwise we reduce modulo g simply by subtracting cg from u, where c is the coefficient of x n in u. Thus the cost of finding the inverse of an element of R is 4n
2 . For a further discussion of polynomial addition, multiplication and division or the Euclidean algorithm for polynomials see, for example, Knuth [2] , pp. 339-402,407.
A probabilistic algorithm for finding irreducible polynomials was suggested by Berlekamp [1] , p. 80, and is fully described in Rabin [3] . Rabin uses the following lemma as the basis for a test for irreducibility (the proof, given in [3] , involves only elementary finite field theory).
Lemma 1 Let p 1 , p 2 , . . . , p k be all the distinct prime divisors of n, and let n i = n/p i for 1 ≤ i ≤ k. A polynomial g of degree n with coefficients in GF(q) is irreducible in GF(q)[x] if and only if
Testing (i) and (ii) would seem to be computationally infeasible, since there are high powers of x involved. Two observations allow us to test (i) and (ii) efficiently. An element a of any semigroup G may be raised to the N th power at a cost of 2 log(N ) multiplications in G, using the well-known binary expansion method (see, for example, [2] p. 441). We further reduce the complexity of testing (i) and (ii) by working modulo g(x). Thus we work exclusively with polynomials of degree at most n. Using the binary expansion method, raising x to the q n th power costs at most 2n log(q) multiplications modulo g(x), or 8n 3 log(q) basic operations. Then for each i we form x q n i mod g in at most 4n 3 log(q) operations, since n i ≤ n/2. The cost of finding greatest common divisors is maximised by the cost of computing these powers, and since there are at most log(n) maximal subfields of GF(q n ) the total cost of testing by this method whether a polynomial of degree n is irreducible over GF(q) is 4n 3 log(n) log(q) operations.
The following lemma, taken from [3] , tells us that the probability that a randomly chosen monic polynomial of degree n over GF(q) is irreducible is approximately n −1 .
Lemma 2 For n ≥ 2 let m(n) denote the number of monic irreducible polynomials of degree n over GF(q), and let U be the union of all the maximal subfields of GF(q n ).
The proof of this Lemma can be found in [3] . However, let us note the following facts. It is not hard to prove that |U | ≤ 2q n/2 . Thus we see that |U |q −n → 0 as q → ∞. In fact, we can prove that |U |q
. So in most cases, the error in approximating m(n)q −n by n −1 is at most (10n) −1 . For large q the approximation is a very good one.
Rabin's algorithm for finding an irreducible polynomial of degree n over GF(q) is simple: continue generating random monic polynomials of degree n over GF(q) until an irreducible one is found (using Lemma 1 to test for irreducibility). Let p be the probability that a randomly chosen monic polynomial of degree n over GF(q) is irreducible. The expectation, i.e. the number of monic polynomials of degree n we expect to test before finding an irreducible one, is p −1 . Now p = m(n)q −n . Therefore, by (1), p −1 > n. It is not hard to show that p −1 is not greater than n + 1 whenever q n ∈ 2 2 , 2 4 , 2 6 ; for q n ∈ 2 2 , 2 4 , 2 6 we have p −1 ≤ n + 2. Thus we can assume that the expectation is n and we take the expected cost of finding an irreducible polynomial of degree n over GF(q) to be 4n 4 log(n) log(q).
We also use this estimate for the expected cost of forming an extension of degree n over GF(q).
Comparing double and single extensions
Suppose we want to implement the field GF(q n ), where n = n 1 n 2 and both n 1 and n 2 are greater than 1. We will now compare the cost of forming the single extension F 0 of degree n over GF(q) with the cost of forming the double extension field F 2 with list of extension degrees [n 1 , n 2 ]. Let F 1 be the intermediate field, which is a single extension of degree n 1 over GF(q).
As shown in the previous section, the expected cost of setting up the field F 0 is 4n 4 log(n) log(q) operations. The cost of multiplication in F 0 is 4n 2 operations. The expected cost of setting up F 1 is 4n 4 1 log(n 1 ) log(q) operations, and the cost of multiplication in F 1 is 4n basic operations. Thus we expect multiplication to be four times faster in the single extension field F 0 than it is in the double extension field F 2 , while the cost of addition in these fields is the same. Inductively we can see that multiplication in a single extension field of degree n over GF(q) is expected to be 4 k−1 times faster than multiplication in an implementation of GF(q n ) as a k-fold extension of GF(q). The following lemma compares the expected cost of setting up double and single extension fields of the same degree.
Lemma 3 Suppose n = n 1 n 2 where both n 1 and n 2 are integers greater than 1. Let F 0 be the single extension field of degree n over GF(q) and let F 2 be the double extension field of GF(q) with list of extension degrees [ n 1 , n 2 ]. We expect it to be cheaper to form the double extension field F 2 than to form the single extension field F 0 if and only if either (i) n 1 ≥ 4 or (ii) n 1 = 3 and 2 ≤ n 2 ≤ 26.
Proof. Let C(F 0 ) be the expected cost of setting up the field F 0 , and let C(F 2 ) be the expected cost of setting up the fields F 1 and F 2 . Then
2 log(n 2 ) log(q) 4n 4 1 n 4 2 log(n 1 n 2 ) log(q)
which is less than 1 when n 1 > 4 and n 2 ≥ 2. When n 1 = 4, straightforward calculations show that C(F 2 ) < C(F 0 ) for all n 2 ≥ 2. Similarly, when n 1 = 2 it is not hard to prove that C(F 0 ) < C(F 2 ) for all n 2 ≥ 2. When n 1 = 3, .
This holds if and only if n 2 ≥ 27.
The next lemma shows that, when constructing a double extension field, it is expected to be cheaper to perform the extension of larger degree first.
Lemma 4
Proof. Dividing one estimate by the other, we obtain
2 log(n 2 ) log(q) 4n 4 2 log(n 2 ) log(q) + 16n 3 2 n 4 1 log(n 1 ) log(q) which is less than 1 if and only if
This holds for all n 1 > n 2 ≥ 2.
The case n 1 = 3 in Lemma 3 leads to different behaviour depending on whether or not n 2 is greater than 26. However, Lemma 4 tells us that we should always perform the larger degree extension first. Hence the odd behaviour of n 1 = 3 will not cause problems in practise.
The following corollary of Lemma 4 is immediate.
Corollary 1 Let n = n 1 n 2 · · · n k where each n i is an integer greater than 1. Let F σ denote the k-fold extension field with list of extension degrees [ n 1σ , n 2σ , . . . , n kσ ], for each σ ∈ Sym(k). Let C(F σ ) be the expected cost of implementing the field
We can compare these theoretical results with the results of some practical calculation given in Table 1 . Rabin's algorithm for finding irreducible polynomials was coded in the programming language GAP, and the amount of CPU time taken was recorded using the GAP function Profile. The times are given in seconds and they are the average over 10 trials. The average number of polynomials tested for irreducibility over the ten trials is given in the third column, and the fourth (respectively, fifth) column holds the minimum (respectively, maximum) number of polynomials tested in some trial. The average time in seconds taken to set up the field is shown in the sixth column, and the seventh column holds the average time taken in seconds to perform the twenty multiplications. The results obtained are in qualitative agreement with the theoretical results, but quantitatively there are discrepancies. These may be explained by the contribution of the overheads to the timings of the test runs, which we are not able to estimate theoretically.
Complexity estimates for multiple extension fields
Suppose we wish to determine the most efficient way to implement GF(q n ) using k extensions over GF(q), where k ≥ 2. Let n = n 1 n 2 · · · n k , where, by Lemmas 3 and 4 we may assume that n 1 ≥ n 2 ≥ · · · ≥ n k ≥ 2. Let F k be the k-fold extension field of degree n over GF(q) with list of extension degrees [ n 1 , n 2 , . . . , n k ]. The expected cost of creating F k is log(q)C k , where C k is given by
It is difficult to say in general which factorisation of n into k factors will give rise to the minimum expected cost. However this formula can be used to find the minimum computationally for given values of n if we know all the possible 
Comparing the smallest expected cost of a k-fold extension for 1 ≤ k < N we can determine which implementation of GF(q . The values obtained for p = 3 are identical to those obtained for p = 5, 7, 11, 13, 17. These figures suggest that, for all feasible values of n, we expect the most efficient implementation of an extension of degree n to be either a single, double or triple extension. For n ≤ 100 we expect the most efficient implementation of an extension of degree n to be either a single extension or the most efficient double extension.
In the case of double extensions of prime-power degree we can say exactly which double extension we expect to be the cheapest to create.
Lemma 5 Suppose that n = p N for some prime p and that N = 5m 1 + m 0 , where 0 ≤ m 0 ≤ 4 and N ≥ 3. Then the double extension field of degree n over GF(q) which we expect to be most efficient to implement is the double extension with list of extension degrees [p a , p b ], where
Proof. The expected cost of setting up the field with extension degrees [p We want to find the minimum of this function subject to the constraint a + b = N . First suppose that m 0 = 0. Then f (4m 1 , m 1 ) = 8m 1 p 16m1 . Let k be any integer. Then
. Calculations similar to those above also show that for all integers k = 1 and for k = 1, m 0 ∈ { 2, 3, 4 }, the inequality
holds. When k = 1 and m 0 = 1 the inequality
holds if and only if (after some rearranging)
This is true if and only if 4m 1 (p 3 − 1) < 3p 4 . Table 3 gives the results of computation over the field GF(7) with n = 32. The times are taken from GAP test runs, averaged over five trials each. The results are in rough accordance with those expected theoretically -again we attribute the discrepancies to the influence of the overhead costs on the timings obtained.
A new method for efficient implementation of single extension fields
Suppose that we wish to work with the field GF(q n ) as an extension of some given field GF(q). Further suppose that we want to minimise both the time required to set up the field and the time required for computing with the field elements. From the analysis of Section 3, we expect that in many cases it is slower to create a single extension field of degree n than to form GF(q n ) as some double extension field over GF(q). Since the single extension field provides the cheapest arithmetic, this is the field we want to work in. A new method to create the single extension field will now be described, and it will be shown that we can expect this algorithm to be faster than forming the single extension field in the usual way.
Suppose that F 2 is an extension of F 1 of degree n 2 , where F 1 is an extension of GF(q) of degree n 1 . Assume that n 1 ≥ n 2 ≥ 2, n 1 ≥ 4 and let n = n 1 n 2 . We have an irreducible polynomial f of degree n 2 over F 1 , used to create the second extension. A root α of f (x) = 0 is an element of GF(q n ) which generates GF(q n ) over the intermediate field GF(q n1 ). If α also generates GF(q n ) over the base field GF(q) then the minimal polynomial g of α over GF(q) will be irreducible of degree n over GF(q). The polynomial g can be easily computed, since
(
We do not need to find a root α of f explicitly in order to check whether it generates GF(q n ) over GF(q). It is enough to form the polynomials f q i for i = 1, 2, . . . , n 1 − 1, and check that none are equal to f . The probability that a root α of f generates GF(q n ) over GF(q) is at least as high as the probability that a randomly chosen element of GF(q n ) generates GF(q n ) over GF(q). Recall the set U defined in Lemma 2. A randomly chosen element β ∈ GF(q n ) generates GF(q n ) over GF(q) if and only if β ∈ U . Since n ≥ 8, from the remarks following Lemma 2 we know that q −n |U | < 1 10 . Hence the probability that a root α of a randomly chosen irreducible polynomial of degree n 2 over GF(q n1 ) generates GF(q n ) over GF(q) is at least 9 10 . Thus for given n 1 and n 2 we proceed as follows. Create the field F 1 which is an extension of GF(q) of degree n 1 . Find an irreducible polynomial f of degree n 2 over F 1 , and calculate the polynomial g given in (2), which has degree n over GF(q). We know that g is irreducible if and only if all of the factors f q i are distinct, and that the likelihood that g is irreducible is at least 9 10 . If g is irreducible, we use g to implement GF(q n ) as a single extension of GF(q). If g is not irreducible then find another irreducible polynomial f of degree n 2 over F 1 and try again. Let us refer to this process as the process of transforming the double extension field F 2 into the single extension field of degree n over GF(q). This procedure can be applied inductively to transform any multiple extension field to a single extension over the base field.
Before discussing the complexity of the method of transforming the field, we first consider the problem of computing the polynomial g given in (2). Denote f q i−1 by f i for 1 ≤ i ≤ n 1 . We form f i+1 by raising the coefficients of f i to the qth power. The cost of forming f 2 , . . . , f n1 is 2(n 1 − 1)n 2 log(q) operations in F . The most obvious method of calculating g is to multiply each polynomial f i into the cumulative product as it is produced. The cost of this is
F -operations. A more efficient method of computing g is now given. Suppose that n 1 = 2 t for some t. First multiply the 2 t polynomials f i together in pairs to form the products f 1 f 2 , f 3 f 4 , . . . , f 2 t −1 f 2 t . Then multiply these 2 t−1 pairs together in pairs and so on, finally multiplying two polynomials together to give g. The cost of doing this is
F -operations. A saving of the order of n 1 operations has been made. If n 1 is not a power of two we may still use this method by taking t to be log(n 1 ) + 1 and letting f i = 1 for n 1 < i ≤ 2 t . Since n 1 < 2 t we find that the cost is not more than n 1 n 2 2 (4n 1 − 1) operations in F . Suppose we have already set up GF(q n ) as a double extension field over GF(q) with list of extension degrees [n 1 , n 2 ]. With probability at least 9 10 we only need to consider one irreducible polynomial of degree n 2 over GF(q n1 ). In this case, the expected cost of transforming the field is equal to the cost of forming the polynomial g, using the method described above. The cost to form g is 2n 1 n 2 log(q) + n 1 n , since the n 3 1 n 2 log(q) term is majorised by the expected cost of finding an irreducible polynomial of degree n 2 over the field GF(q n1 ). The following lemma tells us that, for all n 1 , n 2 satisfying n 1 ≥ n 2 ≥ 2 and n 1 ≥ 4, we expect it to be cheaper to form the double extension field with list of extension degrees [n 1 , n 2 ] over GF(q) and transform it than to form the single extension field of degree n 1 n 2 .
Lemma 6 Let n = n 1 n 2 where n 1 ≥ 4, n 2 ≥ 2 and n 1 ≥ n 2 . Let C(F 2 ) denote the expected cost of forming the double extension field F 2 with list of extension degrees [n 1 , n 2 ] over GF(q), let C(T ) denote the expected cost of transforming the field F 2 and let C(F 0 ) denote the expected cost of forming the extension of degree n over GF(q). Then C(F 2 ) + C(T ) < C(F 0 ).
Proof. Now C(F 2 ) + C(T ) C(F 0 ) = 4n 4 1 log(n 1 ) log(q) + 16n n 4 1 n 4 2 log(n 1 n 2 )
, which is less than 1 whenever n 1 ≥ 7. Straightforward calculations show that C(F 2 ) + C(T ) < C(F 0 ) when 4 ≤ n 1 ≤ 6.
Similar analysis shows that it is cheaper to iteratively transform the triple extension field with list of extension degrees [n 1 , n 2 , n 3 ] than it is to create the single extension of degree n 1 n 2 n 3 over the same base field, whenever n 1 ≥ 4, n 2 ≥ 2, n 3 ≥ 2 and n 1 ≥ n 2 ≥ n 3 .
The results of some GAP test runs are shown in Table 4 , comparing the time taken to set up the double (triple) extension field and transform with the time taken to set up the single extension field. The times (in seconds) are the average over the five tests. The second column holds the list of extension degrees of the double (triple) extension. The third column shows the average time in seconds to set up the single extension field. The fourth column holds the average time to form the double (triple) extension and to transform it. Any discrepancies between these results and the theoretical results are again attributed to the influence of the overhead costs on the timings obtained.
