Natural computation, as an exciting and emerging interdisciplinary field, has been witnessing a surge of newly developed theories, methodologies and applications in recent years. These innovations have generated a huge impact in tackling complex and challenging real world problems. Not only are the well established intelligent techniques, such as neural networks, fuzzy systems, genetic and evolutionary algorithms, and cellular automata expanding to new application areas; the new forms of natural computation that have emerged recently, for example, swarm intelligence, artificial immune systems, bio-molecular computing and membrane computing, quantum computing, and granular computing, are also providing additional tools for various applications. One attractive area that natural computation has been playing a major role in is knowledge discovery. There are many success stories on natural computation and knowledge discovery, as you will find out in this special issue.
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objects modeled by uncertain data, where the values of an object's attributes are expressed by probability distributions and constrained by some stated conditions.
Wei Liu et al. present WeRE, a system that can automatically extract user reviews from web-based forum sites. Web contents are organized in a tree structure and a level-weighted tree matching algorithm is proposed to compute the similarity between two sub-trees. Top-k queries are often natural and useful in analyzing uncertain data in user applications. Ming He and Yong-ping Du implement a framework for efficient computation of probabilistic top-k queries in uncertain database systems. Blog clustering is an important approach for online public opinion analysis. Shi Feng et al. investigate an integrated graph-based model for clustering Chinese blogs using embedded sentiments which outperforms traditional clustering approaches. Traditional text categorization based on term-matching does not consider the semantic relationships between terms which lead to low accuracy. Jiana Meng et al. propose a two-stage feature selection method which reduces the dimension of terms and then constructs a new semantic space between terms based on the latent semantic indexing (LSI) method. Support Vector Machines (SVMs) have facilitated image retrieval by automatically classifying and annotating images with keywords. However, SVM training is notably a computationally intensive process, especially when the training dataset is large. Nasullah Khalid Alham et al. present a distributed SVM algorithm that splits the training dataset into smaller subsets and optimizes the partitioned subsets using a cluster of computers for high efficiency in training.
Computer and Mathematics with Applications published by Elsevier has a wider range of audiences, we therefore hope that this special issue may have a significant impact on the research communities and beyond. We sincerely thank Professor Ervin Y. Rodin, Editor-in-Chief of Computer and Mathematics with Applications, for his kind support and guidance. We also appreciate the excellent contributions from the authors and timely responses from the reviewers.
