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Abstract
We propose Hilbert transform and analytic signal construction for signals over graphs.
This is motivated by the popularity of Hilbert transform, analytic signal, and mod-
ulation analysis in conventional signal processing, and the observation that comple-
mentary insight is often obtained by viewing conventional signals in the graph setting.
Our definitions of Hilbert transform and analytic signal use a conjugate-symmetry-like
property exhibited by the graph Fourier transform (GFT), resulting in a ’one-sided’
spectrum for the graph analytic signal. The resulting graph Hilbert transform is shown
to possess many interesting mathematical properties and also exhibit the ability to high-
light anomalies/discontinuities in the graph signal and the nodes across which signal
discontinuities occur. Using the graph analytic signal, we further define amplitude,
phase, and frequency modulations for a graph signal. We illustrate the proposed con-
cepts by showing applications to synthesized and real-world signals. For example,
we show that the graph Hilbert transform can indicate presence of anomalies and that
graph analytic signal, and associated amplitude and frequency modulations reveal com-
plementary information in speech signals.
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Figure 1: Anomaly highlighting behavior of the graph Hilbert transform for 2D image signal graph. (a)
image, and (b) graph Hilbert transform. We observe that the graph Hilbert transform highlights edges or
sudden jumps across connected pixels.
1. Introduction
The analysis of data over networks or graphs poses unique challenges to the signal
processing community, since data must be seen with due regard to the connections be-
tween various data points or nodes of a graph [1–3]. Given the wealth of techniques and
models in conventional signal analysis, it is desirable to extend existing concepts to sig-
nals over graphs[4–6]. The collective efforts along this line of thought have led to the
emergence of the notion of signal processing over graphs [2, 3, 7, 8]. In this paper, we
generalize the concepts of Hilbert transform, analytic signal, and modulation analysis
to signals over graphs. This is motivated by two observations. Firstly, Hilbert trans-
form, analytic signal, and associated modulation analysis have been used extensively
for one-dimensional (1D) and two-dimensional (2D) signals in various applications[9–
17]. By extending modulation analysis to graphs, we endeavour to provide similar tools
for signals over graphs. Secondly, viewing of 1D /2D signals in a graph setting has been
shown to give additional insight into the signals, leading to improved performance in
tasks such as compression and denoising[3, 18].
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1.1. Review of literature
Some of the early works in graph signal processing include windowed Fourier
transforms [19], filterbanks[20, 22], wavelet transforms and multiresolution represen-
tations for graphs[23–27]. A number of strategies for efficient sampling of signals
over graphs have been proposed [28–34]. The notions of stationarity and power spec-
tral density have also been considered extensively for signals over graphs [35–37]. A
parametric dictionary learning approach for graph signals was proposed by Thanou
et al.[38]. In [39], Shuman et al. generalized the notion of time-frequency anal-
ysis to the graph setting using windowed graph Fourier transforms. Shahid et al.
proposed variants of principal component analysis for graph signals and developed
scalable and efficient algorithms for recovery of low-rank matrices[40, 41]. Trem-
blay et al. proposed an efficient spectral clustering algorithm based on graph signal
filtering[42]. In [43], Benzi et al. developed a song recommendation system based
non-negative matrix factorization and graph total variation. Shuman et al. proposed
a multi-scale pyramid transform on graphs that generates a multiresolution of both
the graph and the signal[44]. Segarra et al. proposed convex optimization based ap-
proaches for blind identification of graph filters [45, 46]. Chen et al. considered sig-
nal recovery on graphs based on total-variation minimization formulated as a convex
optimization problem[47]. Sakiyama et al. proposed spectral graph wavelets and fil-
terbanks constructed as sum of sinusoids in spectral domain with low approximation
error[48]. Deutsch et al. showed the application of spectral graph wavelets to manifold
denoising[49]. A trilateral filter based denoising scheme was proposed by Onuki et al.
[50]. Multirate signal processing concepts including M -channel filter banks were ex-
tended to the graph setting by Teke and Vaidyanathan[4]. Kernel regression approaches
for reconstruction of graph signals have also been recently proposed in the framework
of reproducing kernel Hilbert spaces [51]. Mendes et al. proposed a general framework
for transforms for graph signals where they considered extension of tomograms to the
3
graph signal setting [52]. A fast algorithm for implementation of vertex-frequency rep-
resentations for graphs was developed by Jestrovic et al in [53]. They also developed an
optimized vertex-frequency representation for investigating brain characteristics during
consecutive swallows[54]. Kotzagiannidis and Dragotti extended the notion of finite-
rate-of-innovations to circulant graphs [55] and also considered splines and wavelets
for circulant graphs [56].
1.2. Our contributions
1 In this paper, we propose definitions for the Hilbert transform and analytic sig-
nal for real signals over graphs2. We show that a real graph signal with a real-valued
adjacency matrix may be represented using fewer number of GFT coefficients than
the signal length, akin to the ‘one-sided’ spectrum for 1D signals. We generalize the
Hilbert transform and analytic signal construction [58] to graph signals by using the
conjugate-symmetry-like property of the GFT basis. We also show that graph Hilbert
transform and graph analytic signal inherit properties such as isometry, phase-shifting,
and orthogonality from their 1D counterparts. We discuss how the graph Hilbert trans-
form does not possess a Bedrosian-type property in general unlike its conventional
counterpart. As a natural consequence of the graph Hilbert transform construction, we
propose amplitude, phase, and frequency modulations for graph signals. We illustrate
the concepts with applications to synthesized and real-world signals. Our experiments
show that graph Hilbert transform can reveal edge connections and presence of anoma-
lies in many graphs of interest. As an applicaton of the graph amplitude and frequency
modulations, we also demonstrate that viewing the speech signal as a graph signal
brings improves speaker classification performance. We summarize the key similari-
ties and differences between the conventional Hilbert transform/analytic signal and our
1The codes related to our article may be found at https://www.kth.se/ise/research/reproducibleresearch-
1.433797.
2Part of this work has appeared in the Proceedings of the Sampling Theory and Applications Conference,
2015 [57].
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Hilbert transform/analytic signal Graph Hilbert transform/analytic signal
Linear and shift invariant Linear and graph-shift-invariant
Highlights signal edges Highlights graph anomalies
Quadrature phase-shifting Generalized
quadrature phase-shifting
Changes with permutation of samples Invariant to node permutations
Bedrosian property Lacks Bedrosian property
One-sided spectrum Near one-sided spectrum
Special case of graph Hilbert Added insight into 1D signals
transform/graph analytic signal
Table 1: Key similarities and differences between conventional Hilbert transform/ analytic signal and pro-
posed graph Hilbert transform/analytic signal.
graph Hilbert transform/graph analytic signal in Table 1.
2. Preliminaries
2.1. Graph signal processing
Let x ∈ RN be a real signal on the graph G = (V,A), where V and A ∈ RN×N
denote the node set and the adjacency matrix, respectively. Then, the GFT of x is
defined as[7, 8]:
xˆ , [xˆ(1), xˆ(2), . . . , xˆ(i), . . . , xˆ(N)]> = V−1x,
where V denotes the matrix of generalized eigenvectors as columns (hereafter ref-
ered to simply as the eigenvectors) such that the Jordan decomposition of A is given
by A = VJV−1, and J is the matrix of Jordan blocks of the eigenvalues of A. In
the case when A is diagonalizable, J becomes the diagonal eigenvalue matrix J =
diag(λ1, λ2, · · · , λN ). A periodic 1D signal may be viewed as a graph signal x with
adjacency matrix
A = C ,

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
...
1 0 0 · · · 0

,
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and the GFT coincides with the discrete Fourier transform (DFT)[2, 59].
The smoothness of a graph signal is often measured in terms of the following mean-
squared cost: MSg(x) =
‖x−Ax‖22
‖x‖22
. A graph signal with low MSg is smooth over
the graph: connected nodes have signal values close to each other, stronger the edge,
closer the values. A unit shift of x over the graph is defined as Ax, generalizing unit
delay for the 1D graphs.
A linear shift-invariant filter H on graph is defined as a polynomial h(·) of the
adjacency matrix, such thatH =
∑L
l=0 hlA
l = h(A), where hl ∈ R andL ≤ N . Such
a filter also follows the convolution property: the GFT coefficients of filtered graph
signal y = Hx are obtained by scaling the GFT coefficients of input x: yˆ = h(J)xˆ.
Graph filters are used in spectral analysis and processing of graph signals and have
been applied in various applications [4, 7, 8, 45, 60].
2.2. The conventional analytic signal
Let xˆ(ω) denote the DFT of the real 1D signal x evaluated at frequency ω. Then,
the discrete analytic signal of x, denoted by xa,c, has the following frequency-domain
definition [58, 61, 62]:
xˆa,c(ω) =

2xˆ(ω), ω ∈ { 2pi
N
, · · · , pi − 2pi
N
}
xˆ(ω), ω ∈ {0, pi}
0, ω ∈
{
pi + 2pi
N
, · · · , 2pi(N−1)
N
}
.
(1)
Taking the inverse DFT on both sides of (1), we get that xa,c = x + jxh,c, where
j =
√−1 and xh,c is known as the discrete Hilbert transform of x [61]. The graph
Hilbert transform has the following frequency-domain specification:
xˆh,c(ω) =

−jxˆ(ω), ω ∈ { 2pi
N
, · · · , pi − 2pi
N
}
xˆ(ω), ω ∈ {0, pi}
+jxˆ(ω), ω ∈
{
pi + 2pi
N
, · · · , 2pi(N−1)
N
}
.
(2)
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3. Graph Analytic Signal
We next define an analytic signal for signals over graphs. In our analysis, we make
the following assumptions:
(1) A is real and asymmetric with atleast one conjugate-pair of eigenvalues.
(2) The Jordan (or eigen) decomposition of A is such that J has Jordan blocks ar-
ranged in the ascending order of phase angle of the eigenvalues from 0 to 2pi.
If multiple eigenvalues with same phase angle occur, we order them in the de-
scending order of their magnitude.
We recall that the eigenvalues of a real-valued matrix, and the corresponding eigenvec-
tors or generalized eigenvectors are either real-valued or occur in complex-conjugate
pairs[63]. LetK1 andK2 denote the number of real-valued positive and negative eigen-
values including repeated eigenvalues of A, respectively, and K = K1 + K2. Let us
define the sets:
Γ1 = {1, · · · ,K1} (positive real eigenvalues),
Γ2 = {K1 + 1, · · · ,K1 + N−K2 } (eigenvalues with phase angle in (0, pi)),
Γ3 = {K1 + N−K2 + 1, · · · , N+K2 } (negative real eigenvalues),
Γ4 = {N+K2 + 1, · · · , N} (eigenvalues with phase angle in (pi, 2pi)),
and denote the vector spaces spanned by the corresponding eigenvectors by V1, V2,
V3, and V4, respectively. For example, V1 is the space spanned by the eigenvectors
related to Γ1. On ordering as per Assumption 2, we have that for every ith eigenvector
A such that i ∈ Γ2, there exists an eigenvector indexed by i ∈ Γ4 that share a complex-
conjugate relationship, that is,
vi = v
∗
i′ , i ∈ Γ2, i′ ∈ Γ4.
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In particular, for the case of all distinct eigenvalues, we have that
vi = v
∗
(N−i+K1+1), i ∈ Γ2.
Then, as a consequence of the complex-conjugate relationship, we have:
xˆ(i) = xˆ∗(i′), i ∈ Γ2, i′ ∈ Γ4. (3)
For real-valued A, N andK are always of the same parity (odd or even). In the case of
1D signals, (3) reduces to the conjugate-symmetry property of the DFT[61]. Equation
(3) indicates that a real graph signal can be represented using θ GFT coefficients, where
θ = |Γ1|+ |Γ2|+ |Γ3| = (N +K)/2, and |Γ| denotes the cardinality of the set Γ. For
K  N , θ ≈ N/2. We note that (3) holds only if x is real, which means that a graph
signal which does not satisfy (3) is necessarily complex-valued. Motivated by (3) and
conventional analytic signal construction, we next define the graph analytic signal and
graph Hilbert transform.
Definition. We define the graph analytic signal of x as xa = Vxˆa, where
xˆa(i) =

2xˆ(i), i ∈ Γ2
xˆ(i), i ∈ Γ1 ∪ Γ3
0, i ∈ Γ4
.
As a consequence of the ’one-sidedness’ of the GFT spectrum, we have that xa is
complex and hence, is expressible as xa = x+ jxh. We define xh as the graph Hilbert
transform of x such that
jxˆh(i) =

+xˆ(i), i ∈ Γ2
0, i ∈ Γ1 ∪ Γ3
−xˆ(i), i ∈ Γ4
. (4)
On setting A = C, we observe that (4) reduces to the conventional Hilbert trans-
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Figure 2: Illustration of graph analytic signal and graph Hilbert transform. (a) Eigenvalues of A, (b) GFT
of signal x, (c) GFT of jxh, and (d) GFT of xa. In this case, Γ1 = {1}, Γ2 = {2, 3, 4}, Γ3 = {5}, and
Γ4 = {6, 7, 8}.
form/analytic signal definitions given by (1) and (2), that is, xa = xa,c and xh = xh,c
since the ith graph frequency is equal to ejωi where ωi ∈
{
0, 2piN , · · · , pi
}
. This cor-
responds to Γ1 = {1}, Γ2 = {2, · · · , N/2 − 1}, Γ3 = {N/2}, and Γ3 = {N/2 +
1, · · · , N−1} for evenN . For oddN , this corresponds to Γ1 = {1}, Γ2 = {2, · · · , (N+
1)/2}, Γ3 = {}, and Γ4 = {(N + 1)/2 + 1, · · · , N − 1}.
As an illustration of the graph analytic signal construction, consider a graph with an
adjacency matrix with eigenvalues distributed according to Figure 2(a). Let us consider
a signal x having unit GFT magnitude for all the graph frequencies. Then, graph
Hilbert transform of x has the GFT spectrum shown in Figure 2(c) since Γ1 = {1},
Γ2 = {2, 3, 4}, Γ3 = {5}, and Γ4 = {6, 7, 8}. The corresponding graph analytic
signal has the GFT spectrum shown in Figure 2(d).
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Graph Number of θ
real eigenvalues
1D graph, odd N 1 N+12
1D graph, even N 2 N+22
Entries drawn N (0, 1) or
√
2N
pi (asymptotic
N
2 +
√
N
2pi
U [−1, 1]or Bernoulli {−1, 1} expected value)
Table 2: θ value for some graphs of interest.
3.1. One-sided spectrum of the graph analytic signal
The exact number of nonzero values in the graph analytic signal depends on the
adjacency matrix A. In the case when all the eigenvalues of A are complex (K = 0),
the number of non-zero coefficients in xˆa is exactly one half of the total resulting in a
one-sided spectrum, that is, θ = N/2. We list the θ values for the 1D graph and random
graphs Table 2. For asymmetric matrices with entries drawn from independently and
identical distributed (IID) mean zero unit variance Gaussian distribution N (0, 1), the
fraction of real eigenvalues asymptotically tends to zero [64]. This was also shown to
hold experimentally for matrices with independent and identically districuted entries
from the uniform distribution over [−1, 1]: U [−1, 1], and Bernoulli {−1, 1} entries[64,
65]. We note here that adjacency matrix with Bernoulli entries represents the Erdo˝s
Re´nyi model for small-world graphs3. This implies that the corresponding graphs with
adjacency matrices drawn from these distributions asymptotically have one-sided graph
analytic signal spectrum. Since the Gaussian random matrix is a good approximation
to general random matrices in terms of spectral properties, one can conclude that, on
an average, asymmetric matrices have mostly complex-valued eigenvalues . This in
turn indicates that most directed graphs have graph analytic signal with approximately
’one-sided’ spectrum.
3The Erdo˝s Re´nyi model is a popular model for small-world random graphs [66].
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3.2. Discussions on graph analytic signal and graph Hilbert transform
We next show that the graph Hilbert transform xh of a real graph signal x is real.
Since xh = Vxˆh, we have that
jxh =
∑
i∈Γ2 jxˆh(i)vi +
∑
i∈Γ4 jxˆh(i)vi =
∑
i∈Γ2 xˆ(i)vi −
∑
i∈Γ4 xˆ(i)vi (5)
=
∑
i∈Γ2 (xˆ(i)vi − xˆ∗(i)v∗i ) = 2 j=
(∑
i∈Γ2 xˆ(i)vi
)
,
where vi denotes the ith column ofV, and=(a) denotes the imaginary part a. The third
equality in (5) follows because the eigenvectors indexed by Γ2 and Γ4 form complex
conjugates. Thus, jxh is purely imaginary which in turn means that x = <(xa), where
<(a) denotes the real part of a. We express (4) as
xˆh = Jhxˆ, or xh , H{x} = VJhV−1x, (6)
where Jh is the diagonal matrix with ith diagonal element:
Jh(i) =

−j, i ∈ Γ2
0, i ∈ Γ1 ∪ Γ3.
+j, i ∈ Γ4
(7)
Proposition 1. The graph Hilbert transform is a linear shift-invariant graph filtering
operation for diagonalizable graphs.
Proof. From (6), we have that xh = VJhV−1x = Hx, where H = VJhV−1. By
definition, graph filter H is linear and shift-invariant if for any graph filter of the form
M =
∑M
i=0miA
i = m(A), M ≤ N we have HMx = MHx, which in turn means
that H should be a polynomial of M, or equivalently, of A. Since A = VJV−1, we
have that M = Vm(J)V−1. Let y denote the output of filter M for the input x:
y = Mx. Then, we have that yˆ , V−1y = V−1Mx = m(J)xˆ. Since xˆh = Jhxˆ,
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we get that
yˆh = Jhyˆ = Jhm(J) xˆ = m(J)Jh xˆ = m(J) xˆh, (8)
where we use the commutativity of the diagonal matricesm(J) and Jh (J is a diagonal
because A is diagonalizable.) Taking inverse GFT on both sides of (8), we get that
yh , Hm(A)x = m(A)xh = m(A)Hx.
The graph Hilbert transform being a shift-invariant filter means that there exists a
polynomial h(x) =
∑L
i=0 hix
i such that H = h(A). The coefficients are evaluated
by noting that H modifies the spectrum of the graph signal with constant spectrum of
unit amplitude as specified in (4). In other words, we solve for his such that the ith
component c(i) of the vector c = h(J)1N is given by c(i) =

0, i ∈ Γ1 ∪ Γ3
−j, i ∈ Γ2
+j i ∈ Γ4.
.
Since ci = h(λi) in the case of a diagonal J, his are obtained by solving:
h0 + h1λi + · · ·+ hLλLi = 0, i ∈ Γ1 ∪ Γ3
h0 + h1λi + · · ·+ hLλLi = −j, i ∈ Γ2 (9)
h0 + h1λi + · · ·+ hLλLi = +j, i ∈ Γ4.
The solution of (9) obtained by setting A = C and L = N is the impulse response
of the discrete Hilbert transform. In order to avoid ill-conditioning of (9), L is usually
restricted to be much less than N . In Figure 3, we show the graph Hilbert transform
computed using (9) for various values of L for the 1D signal graph. We observe from
Figure 3(d) that as L is decreased, the spectrum of the graph Hilbert transform differs
from the ideal case. This is because the corresponding columns of each graph shift
(Ai) are linearly independent and restricting the number of taps restricts the dimension
of the signal space.
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Figure 3: 1D signal graph (a) A, (b) Eigenvalues of A, (c) Signal and its graph Hilbert transform computed
using L = N and L = N/2, (d) GFT spectrum of graph Hilbert transform.
3.3. Some properties of graph analytic signal/graph Hilbert transform
Let A, I, andH denote the graph analytic signal, identity, and graph Hilbert trans-
form operators, respectively, such that xa = A{x}, xh = H{x} andA = I+jH. For
x = ηf + η∗f∗ such that f ∈ V2 ∪V4 and η ∈ C, we have the following properties:
1. Graph-shift invariance: H{αAx} = αAH{x}, α ∈ C.
2. Superposition: For x1,x2 ∈ V2∪V4 and α, β ∈ C, we have thatH{αx1+βx2} =
αH{x1}+ βH{x2}.
Proof: From (6), we have that for x = αx1 + βx2
H{x} = VJhV−1{x} = VJh{αV−1x1 + βV−1x2}
= VJh{αxˆ1 + βxˆ2} = V{αxˆ1,h + βxˆ2,h} = αH{x1}+ βH{x2},
where xˆ1,h and xˆ2,h denote the GFT ofH{x1} andH{x2}, respectively.
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3. Phase-shifting action4: For i ∈ Γ2 ∪ Γ4:
H{< (vi)} = = (vi) , and H{= (vi)} = −< (vi) . (10)
Proof: Consider i ∈ Γ2. Using the property 2, we have
H{2< (vi)} = H{vi + v∗i } = (jvi − jv∗i ) = 2= (vi)
H{2j= (vi)} = H{vi − v∗i } = (jvi + jv∗i ) = 2j< (vi) .
The proof for i ∈ Γ4 follows similarly. Equation (10) generalizes the quadrature
phase-shifting action of the discrete Hilbert transformHc on sinusoids:
Hc{cos(ωin)} = Hc{<{vi}}(n) = sin(ωin) = ={vi}(n),
Hc{sin(ωin)} = Hc{={vi}}(n) = − cos(ωin) = −<{vi}(n),
noting when A = C, vi = ej(ωin), where ωi =
2pi(i−1)
N .
4. Inverse: H2 = −I or,H−1 = −H.
Proof : From (6), we have xˆh = Jhxˆ. Hence, the GFT of H2{x} is given by J2hxˆ.
We have from (7) that J2h(i) = Jh(i)Jh(i) =
j
2 = −1, i ∈ Γ2 ∪ Γ4
0, i ∈ Γ1 ∪ Γ3
, which
shows that J2hxˆ = −xˆ for x ∈ V2 ∪ V4. In other words, H2{x} = −x which
completes the proof.
5. Repeated operation: A2{x} = (I + jH)2{x} = 2A{x} and H4{x} = x. (Fol-
lows from Property 4).
4For simplicity, we use the same operator notation to denote the corresponding operation for both the
signal seen as a vector and as a function of the node. For example,H{cos(ωn)} denotes the operator action
directly on the function cos(ωn) evaluated at the nth node, whereas H{x} denotes the vector that comes
out of applying the graph Hilbert transform operation on the signal x. In the case when x(n) = cos(ωn),
we haveH{x}(n) = H{cos(ωn)}.
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6. Isometry: Since ∀i, |xˆh(i)| = |xˆ(i)|, we have that ‖xˆh‖p = ‖xˆ‖p, where ‖xˆ‖p =
(
∑
i |xˆ(i)|p)
1
p is the `p norm of xˆ, p ≥ 1, assuming ‖xˆ‖p <∞, that is, xˆ ∈ `Np (C).
In particular, ‖xˆh‖22 = ‖xˆ‖22 = 12‖xˆa‖22. IfV is unitary, ‖xh‖22 = ‖x‖22 = 12‖xa‖22.
7. Preservation of orthogonality: IfV is unitary and x1, x2 are orthogonal, 〈x1,x2〉 =
0, then 〈Hx1,Hx2〉 = 0.
Proof: Since V−1 is unitary, 〈xˆ1, xˆ2〉 = 〈x1,x2〉. Then we have that
〈Hx1,Hx2〉 = 〈V−1Hx1,V−1Hx2〉 = 〈Jhxˆ1,Jhxˆ2〉 = 〈xˆ1, xˆ2〉 = 〈x1,x2〉 = 0.
Since A = I + jH, properties 1 and 2 are also satisfied by A. Properties 1 to 7
do not hold if x has contribution from the subspaces V1 or V3 as H{x} = 0 for
x ∈ V1 ∪V3. We note here that the ’one-sidedness’ and other properties of the graph
analytic signal/graph Hilbert transform of a real signal x are decided entirely by the
adjacency matrix A of the underlying graph. A real signal x may have a graph analytic
signal xa with a larger number of nonzero GFT coefficients in one graph than in another
graph.
3.4. On the graph Hilbert transform and the Bedrosian property
We show a limitation of the graph Hilbert transform in this section. One of the
important properties possessed by the conventional Hilbert transform (and its fractional
versions [67]) is that it obeys the Bedrosian property, that is, if f and g are two signals
with disjoint Fourier spectra (DFT or discrete-time FT, such that f is low-pass and g is
high-pass, then we have that the Hilbert transformHc satisfies
Hc{f(n)g(n)} = f(n)Hc{g(n)}. ∀n
As we show through experiments next, the graph Hilbert transform of a general graph
does not possess the Bedrosian property. In our opinion, there are two important fac-
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tors for this limitation. First, the point-wise product in the node domain does not cor-
respond to a graph-frequency domain convolution (no definition for frequency domain
convolution for graphs exists currently). Second, unlike the 1D case where the DFT
basis is functionally related to the frequency (as the entries of the ith DFT column are
given by complex exponentiation of the ith frequency to different powers), the GFT of
a general graph usually is not related to its eigenvalues through analytical expressions.
We demonstrate this by considering the jittered 1D signal modeled as a graph signal
with A =

0 w1 0 · · · 0
0 0 w2 · · · 0
...
...
...
...
wN 0 0 · · · 0

, where wi denotes the spacing between the ith
and (i + 1)th samples. For uniformly sampled 1D signal, wi = 1 for all i. From the
Bedrosian property we have that
Hc{cos(ωin) cos(ωjn)} = cos(ωin) sin(ωjn), for ωj > ωi
which when expressed in terms of the corresponding DFT (GFT) vectors vi(n) = ejωin
becomes
H{< (vi) · < (vj)} = < (vi) · = (vj) , (11)
where f · g denotes the vector obtained by component-wise products of f and g. We
test the validity of the Bedrosian property by computing the graph Hilbert transform of
the signal < (vi) · < (vj) where i and j correspond to the low and high frequency GFT
basis vectors, respectively (Here we use the frequency-ordering proposed in [7] based
on MSg ‖x−Ax‖2). We compare the graph Hilbert transform of < (vi) · < (vj) with
< (vi) · = (vj). We consider the low-jitter case wi = 1 + di, dis drawn independently
from the Gaussian distribution N (0, 0.01). Repeating the experiment multiple times,
we observe that the left and right hand sides of (11) almost never coincide. In Figure
4, we consider a particular realization for x = < (v3) · < (v57), where N = 100. We
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Figure 4: Graph Hilbert transform of a signal for the jittered 1D signal graph x = < (f1) · < (f2), where
f1 = v3 (MSg = 0.092) and f2 = v57 (MSg = 0.521). (a) Signal, (b) H{x} and < (f1) · < (f2), and
(c)H{x} and < (f2) · < (f1).
observe that the graph Hilbert transform does not coincide with either < (v3) · = (v57)
or = (v3) · < (v57). This shows that the graph Hilbert transform does not possess a
Bedrosian property even for graphs approximately similar to the 1D graph.
4. The Graph analytic signal and Modulation Analysis
The concept of analytic signal is used extensively in the demodulation of amplitude-
modulated frequency-modulated signals[68–72]. Modulation analysis decomposes a
signal into two components: one varying smoothly, capturing the average information
in the signal (referred to as the AM), and the second, capturing the finer variations
(referred to as the phase or frequency modulation (PM or FM)). Most demodulation
techniques involve the construction of the analytic signal, implicitly or explicitly. Mo-
tivated by 1D modulation definitions [68, 69], we next propose AM and PM for graph
signals:
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Definition. The AM Ax,V and PM φx,V of a graph signal x are defined as the magni-
tude and phase angle of the graph analytic signal, respectively:
Ax,V(i) = |xa(i)| , ∀ i ∈ {1, 2, · · · , N}
φx,V(i) = arg(xa(i)), (12)
where arg(·) denotes the 4-quadrant arctangent function which takes values in the
range (−pi, pi].
For A = C, (12) reduces to 1D AM and PM definitions. This is because setting
A = C results in the graph analytic signal to coincide with the conventional analytic
signal as we have discussed in Section 3. This in turn implies that the amplitude and
phase of the graph analytic signal also coincide with the conventional definitions. We
hereafter refer to Ax,V as the graph AM and φx,V as the graph PM. We next discuss
computing frequency-modulation for the graph signal.
Definition (Frequency modulation). The frequency modulation (FM) of a graph signal
x is defined as ωx,V = φux,V −Aφux,V , where φux,V denotes the unwrapped phase of the
graph analytic signal.
The unwrapped phase φux,V is obtained by performing one-dimensional conven-
tional phase-unwrapping on φx,V [61, 73, 74]. The frequency modulation definition
generalizes the backward-difference operator used to compute conventional FM for 1D
signals [61] defined as the derivative of the phase angle of the analytic signal. The
phase-unwrapping operation is performed since arg(·) function returns phase values
wrapped in the range (−pi, pi] [61, 74, 75]. We assume that A is normalized such that
|λ|max = 1. In order to visualize the proposed graph AM and graph FM, we consider
speech signal viewed as a graph signal using the linear prediction coefficients as pro-
posed in [18]. For each speech frame, we construct A by connecting every sample to
its preceding P samples with edge-weights equal to the corresponding P th-order linear
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Figure 5: Speech signal, female utterance of the word ’Head’, sampled at 16 kHz, taken from the NTVD
database [78]. (a) AM, and (b) FM for P = 8.
prediction coefficients. We plot the obtained graph AM and graph FM in Figure 5. We
also include the 1D AM and FM for comparison. We observe that the graph FM is
smoother than 1D FM, and the graph AM and 1D AM nearly coincide.
5. Experiments
We next illustrate the applications of the proposed concepts on few synthesized and
real-world signal examples.
5.1. Graph Hilbert transform and highlighting of singularities/anomalies
We consider first experiments that demonstrate the edge-highligting behaviour of
the graph Hilbert transform in simulated small-world graphs and 2D-image graphs.
The conventional Hilbert transform has been shown to be useful for highlighting sin-
gularities in 1D/2D signals [67, 76]. This is a consequence of the functional form of
impulse response of the Hilbert transform. Since the graph Hilbert transform general-
izes the discrete Hilbert transform, our hypothesis is that the graph Hilbert transform
also highlights singularities. We have already seen how the conventional 1D-Hilbert
transform, as a special case of the graph Hilbert transform when A = C, highlights
edges or anomalies (cf. Figure 3). We next consider a 40 × 40 2D signal or image
signal. The image is a section of the coins image taken from the MATLAB library.
Since there is no unique directed graph for an image signal, we define the graph as an
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Figure 6: Anomaly highlighting behavior of the graph Hilbert transform for 2D signal graph. (a) A, (b)
signal, and (c) graph Hilbert transform.
extension from the 1D-setting, that is, we consider that jth pixel in ith row to be con-
nected to the (j + 1)th pixel in the same row and to the jth pixel in the (i + 1)th row.
The corresponding graph then has the adjacency matrix A = C⊗C as shown in Fig-
ure 6(a). The image signal and its graph Hilbert transform (reshaped as an image) are
shown in Figures 6(b) and 6(c), respectively. We observe that the graph Hilbert trans-
form specialized to the 2D signal case exhibits edge highlighting behavior. We note
here that connecting the pixels differently leads to alternative directed graphs, and we
find in our experiments that the corresponding graph Hilbert transforms also highlight
edges. However, all these cases are not reported here to avoid repetition.
We next consider a synthesized social network graph consisting of 10 commu-
nities with 6 member nodes each. The nodes within each community are strongly
connected in addition to having inter-community edges. The intra-community edge-
weights are drawn from the uniform distribution over [0, 1], and the inter-community
edge-weights are drawn from uniform distribution over [0, 0.5], and randomly placed
across nodes from different communities (Note that the resulting graph is highly as-
symmetric). Graphs with real edge weights have been extensively employed in ana-
lyzing data occuring in many practical applications such as road traffic analysis, brain
connectivity [3]. We consider the case of weighted random graphs to demonstrate the
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potential of our concepts to such application areas. We normalize A have |λ|max = 1.
The nodes are labelled to correspond to the row index of the adjacency matrix. We con-
sider two different cases, one with few inter-community edges (1% of the total number
of possible edges in the graph) and the other with denser edges (10% percent of the
total edges possible in the graph). For each case, we compute the graph Hilbert trans-
form using (4) for the graph signal which is zero everywhere except at nodes 18 to 23
(which lie in communities 3 and 4) being active. By intuition, we expect all the nodes
connected to these nodes which have value zero (thus making a singularity or anomaly)
to be highlighted by the graph Hilbert transform. We observe from Figure 7(b) that this
is indeed the case. The graph Hilbert transform takes large values at nodes 15 and 16
since they are strongly connected to node 18 (cf. Figures 7(a)-(b)). Similarly, presence
of strong edge between nodes 18 to 50 results in node 50 being highlighted by the graph
Hilbert transform. Similar arguments can be made for nodes 2, 3, and 55, all of which
are highlighted by the graph Hilbert transform. We also note that the extent to which a
node is highlighted also varies with the strength of the connecting edge. In the case of
dense inter-community edges, we observe that the graph Hilbert transform highlights a
large number of nodes since the nodes from 18 to 23 are connected to many nodes (cf.
Figures 7(c)-(d)). In Figure 8, we consider an unweighted community graph with very
few inter community edges. The graph consists of 5 communities of 10 nodes each.
Each 10-node community subgraph is randomly generated from the Erdo˝s Re´nyi model
with an edge probability p = 0.5. The communities are then connected with very few
links also generated randomly. The resulting adjacency matrix is shown in Figure 8(a).
We consider the signal to be all ones corresponding to nodes of community 3. In the
present example, community 3 has only one outgoing edge from community 3 (from
node 26 to node 38), highlighted by the circle in Figure 8(a). We observe that the
graph Hilbert transform highlights both nodes 38 and 26, as expected, in addition to
highlighting the subset of nodes of community 3.
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Figure 7: Anomaly highlighting behavior of the graph Hilbert transform for a community graph. (a) A and
(c) Graph Hilbert transform for sparse inter-community connections. (b) A and (d) graph Hilbert transform
for dense inter-community connections.
Our experiments suggest that the graph Hilbert transform could be potentially used
in anomaly/edge detection in graphs, particularly because not only the presence but
also the location of the anomaly is highlighted.
5.2. Male-female voice classification using graph AM and FM
We consider the speech signal as a signal over a graph. Our hypothesis is that
viewing the speech signal as a graph signal provides additional information that could
help improve the speaker recognition performance. In order to test our hypothesis, we
construct a speech graph from learning set data consisting of speech samples from two
speakers. We then compute the conventional AM and FM, and the graph AM and FM
and use them features for classification. We use two-layer neural network classifiers
trained from data distinct from test and learning data. Let X1 = [x1,1, · · · ,x1,n] and
X2 = [x2,1, · · · ,x2,n] denote the speech sample matrices from two speakers S1 and
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Figure 8: Anomaly highlighting behavior of the graph Hilbert transform for unweighted community graph.
(a) A and (b) graph Hilbert transform.
S2 such that xi,j ∈ RN denotes the jth frame of speech samples from ith speaker. The
speech frames are taken from different sentences uttered by the speakers (one male
and other female) from the CMU Arctic Database [77]. We choose a frame-length of
N = 50 and total number of frames 4000 (where n = 2000) such that Xl = [X1 X2].
We compute the adjacency matrix by solving the following optimization problem:
A∗ = arg min
A
‖Xl −AXl‖22
subject to diag(A) = 0, A1 = 1, AT1 = 1. (13)
We use the constraints A1 = 1, AT1 = 1 to avoid ill-conditioning in case of insuf-
ficient learning data. In Figure 9, we plot the adjacency matrix obtained from (13). We
consider three different classifiers:
Classifier 1: The classifier uses magnitudes of the DFT coefficients of 1D AM and FM
as feature vectors. The feature vector has length 100.
Classifier 2: The classifier uses the magnitudes of the GFT of the graph AM and FM
as feature vectors, where the GFT is obtained from the eigen-decomposition of A∗.
The feature vector has length 100.
Classifier 3: The classifier uses the magnitudes of the DFT coefficients of 1D AM and
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Figure 9: Graph learnt from speech samples. (a) A, (b) eigenvalues of A, (c) first four rows of A, and (d)
first four columns of A.
FM, concatenated with magnitudes of the GFT of the graph AM and FM as feature
vectors. The length of the feature vector is equal to 200.
The classifiers are trained using the features from training dataXtr and tested onXtest,
both data sets being different from Xl used in computing the adjacency matrix. The
composite dataset [XtrXtest] consists of 5×104 samples of which 60% is Xtr and the
rest inXtest. The classifier performance is computed for different number of sigmoidal
neurons in the hidden layer. The performance is averaged over 50 runs where the train-
ing and test data are randomly partitioned. We observe from Table 3 that Classifier
3 outperforms the other classifiers with a classification improvement of up to 2% in
comparison with the DFT-based classifier. We also observe that the performance of the
neural classifier saturates after 5 hidden neurons. This shows that the proposed graph
amplitude and frequency modulations improve speaker classification performance, and
24
Number of Classifier 1 Classifier 2 Classifier 3
hidden neurons (DFT) (GFT) (DFT+GFT)
1 69.4 59.6 69.6
5 70.8 59.7 72.6
10 71.0 59.3 72.2
Table 3: Classification accuracy (in percentage) obtained over 50 runs of the neural network.
that viewing speech as a graph signal indeed provides complementary information.
6. Discussions and Conclusions
We proposed definitions for the analytic signal and Hilbert transform of real graph
signals over directed graphs. We showed that graph Hilbert transform and graph ana-
lytic signal are linear and shift-invariant over graphs, and that they inherit many prop-
erties, and in particular anomaly/singularity highlighting property for some graphs of
interest. We also demonstrated through a numerical example that the graph Hilbert
transform does not inherit the Bedrosian property in general. Using the graph ana-
lytic signal, we defined amplitude, phase, and frequency modulations for graph sig-
nals. In order to illustrate the proposed notions, we considered their application to
synthesized and real-world signal examples. We observed in the context of speaker
recognition that viewing the speech signal as a graph signal resulted in improved
classification performance. This is because the graph signal model captures signal
correlation across all samples in a speech frame, unlike the 1D graph which consid-
ers only the preceding sample. The ability of the graph Hilbert transform to high-
light edge/singularities/anomalies could be potentially employed in analyzing scenar-
ios such as malfunctioning in power grids, spread of disease or epidemics, identifying
activity sources in the brain, and traffic bottlenecks over transportation networks, and
study of outliers in social network trends. We note that applications chosen in this
article serve the purpose of illustrating the proposed concepts and are by no means
exhaustive. As with 1D modulation analysis, the utility varies across applications and
can only be revealed by detailed analysis on various datasets.
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