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Métrica de evaluación de simetrı́a global en
imágenes naturales basadas en
valoraciones de observadores humanos
Marcos Muñoz González
Resumen– En este proyecto se estudia la correlación entre la simetrı́a global existente en imágenes
naturales con la percepción humana de las mismas mediante la creación de una métrica continua
capaz de evaluar la simetrı́a en estas imágenes. Este trabajo se divide en dos partes: una primera
parte en la que se realiza un experimento para extraer valoraciones humanas respecto a la cantidad
de simetrı́a de una imagen, se extraen caracterı́sticas de las imágenes y se crean diversos algo-
ritmos para poder relacionar estas caracterı́sticas con las valoraciones humanas; y una segunda
parte en la que se realiza un estudio del experimento y se mejoran los algoritmos basándose en
este estudio. Adicionalmente, se estudian diversas métricas ya existentes que permiten darle una
valoración de cuán simétrica es a una imagen y se utilizan como modelos para poder realizar una
comparación de los resultados obtenidos.
Palabras clave– simetrı́a, algoritmo, métrica continua, imágenes naturales, red neuronal,
percepción humana, experimento
Abstract– This project studies the correlation between the global symmetry that exists in natural
images with the human perception of them by creating a continuous metric capable of evaluating
the existing symmetry in these images. This work is divided into two parts: a first part in which
an experiment is carried out to extract human evaluations regarding the amount of symmetry of
an image, characteristics of the images are extracted and algorithms are created to be able to
relate these characteristics with the human evaluations; and a second part in which a study of the
experiment is carried out and the algorithms are improved based on this study. Additionally, various
existing metrics are studied that allow an assessment of how symmetric an image is and are used as
models to be able to make a comparison of the results obtained.




La simetrı́a, tan amplia o estrechamente como se pue-
da definir su significado, es una idea mediante la cual el
hombre a lo largo de los siglos ha tratado de comprender y
crear orden, belleza y perfección.
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CUando hablamos de simetrı́a hablamos principal-mente de determinadas propiedades que posee unobjeto y las cuales lo hacen caracterı́stico.
La simetrı́a es un rasgo caracterı́stico de muchas entidades
y es utilizada en campos muy diversos como pueden ser la
música, el dibujo, la fı́sica, las matemáticas, la biologı́a, la
pintura o el modelado 3D. Si bien existen muchos tipos de
simetrı́a, si las relacionamos con el ámbito geométrico ge-
neralmente son tres los tipos que se pueden encontrar en
gran cantidad de campos [1]:
Simetrı́a traslacional: Aquella en la que, aplicando una
translación a un objeto, por ejemplo, un posible movi-
miento en alguna dirección no cambia el objeto.
Simetrı́a rotacional: También llamada simetrı́a radial,
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es aquella en la que aplicando una rotación a un objeto
este se ve igual que en su posición inicial.
Simetrı́a bilateral: La simetrı́a bilateral, también llama-
da simetrı́a de reflexión, es aquella simetrı́a en la que
un objeto puede ser dividido mediante un eje y a cada
lado de este eje obtenemos una imagen espejo del otro
lado.
Generalmente la simetrı́a en imágenes naturales también
puede ser dividida en dos tipos:
Simetrı́a global: Simetrı́a relacionada con el conjunto
el cual supone la imagen.
Simetrı́a local: Simetrı́a existente en ciertas regiones
de una imagen.
Fig. 1: A la izquierda imagen con gran simetrı́a local, a la
derecha imagen con gran simetrı́a global
El hecho de que algo tenga un tipo de simetrı́a o no y su
relación con las propiedades del objeto depende también
del campo del que estemos hablando y del objeto. Pues por
ejemplo en la geometrı́a, la simetrı́a traslacional proviene
de realizar una operación en un objeto de tal forma que este
no esté rotado y en fı́sica puede existir en la invariancia de
un sistema de ecuaciones [2].
En otros campos relacionados con el arte como pue-
den ser la música, el dibujo, la arquitectura o la pintura
la simetrı́a es utilizada como herramienta la cual pueden
utilizar los artistas para dar impresiones y sensaciones
diferentes a su público. Un ejemplo muy caracterı́stico
utilizado en la música existe en las Variaciones de Goldberg
de Bach [3] donde el autor utilizó con frecuencia la simetrı́a
creando cánones simétricos mediante el ritmo. También
existe la música simétrica o palindrómica, la cual está
compuesta de canciones que son iguales si se escuchan al
revés, como por ejemplo la Sinfonı́a n47 de Joseph Haydn
[4].
La simetrı́a es utilizada también en medicina. Se han
utilizado redes neuronales siamesas para detectar asi-
metrı́as en el cerebro humano [5]. También, existen virus
muy maliciosos con la capacidad de reproducirse muy
rápidamente dada su estructura simétrica [6] y por este
motivo el hecho de conocer que tan simétrica es una
estructura de forma computacional supone una gran ayuda
para el estudio de estos elementos.
1.1. Objetivos
El objetivo de este trabajo es crear una métrica de eva-
luación de simetrı́a global en imágenes naturales basadas
en valoraciones de observadores humanos.
Los subjetivos de este trabajo son los siguientes:
1. Implementación de un experimento para recoger va-
loraciones de cuán simétrica es una imagen según los
observadores humanos.
2. Creación de un dataset con estas valoraciones.
3. Creación de un software que permita valorar la si-
metrı́a continua en una imagen que correlacione con
los datos obtenidos en el dataset.
4. Creación de un sistema de visualización que permita
estimar las partes de la imagen que son relevantes para
el cálculo de simetrı́a.
Para poder crear un algoritmo capaz de dar unas valo-
raciones parecidas a los observadores humanos y que los
resultados puedan correlacionar con estas valoraciones, de-
beremos tener en cuenta sus caracterı́sticas y los conoci-
mientos e investigaciones conocidas hasta la fecha para ser
capaces de obtener un algoritmo que pueda relacionar es-
tas caracterı́sticas con la percepción humana. La tarea será
dividida en 2 fases:
Una primera fase en la que reuniremos información
inicial de las caracterı́sticas que pueden tener relevan-
cia a la hora de calcular la cantidad de simetrı́a exis-
tente en una imagen, la recopilación de valoraciones
categóricas de los distintos observadores realizadas en
los experimentos y la creación de algoritmos capaces
de dar una métrica continua de simetrı́a a una imagen.
Una segunda fase en la que calibraremos los algorit-
mos para que sean capaces de dar unas valoraciones si-
milares a los resultados obtenidos mediante la percep-
ción humana en el experimento y crearemos un sistema
de visualización para estimar que partes de la imagen
son relevantes para el cálculo de simetrı́a.
1.2. Trabajos previos
Existen investigaciones que muestran que la percepción
de la simetrı́a es un proceso inconsciente y que el cerebro
humano no destina muchos recursos para ello, haciéndolo
de forma eficaz, fácil y rápida [7]. También ha sido demos-
trado que la percepción de la simetrı́a humana es robusta
a diferentes tipos de estrés visual tales como el difumina-
do, el aclarado, el oscurecimiento o el ruido en una imagen
[8]. Se sabe que la percepción de la simetrı́a aparece en la
infancia a la edad de 4 meses, edad en la que los infantes
ya son capaces de distinguir el tipo de simetrı́a respecto a
un eje [9][10]. También hay estudios que indican que los
seres humanos son capaces de detectar la simetrı́a bilateral
más rápidamente y de forma más sencilla que otras como
la rotacional o la traslacional [11][12]. Las primeras etapas
del sistema visual incluyen neuronas que filtran la imagen a
diferentes escalas y existe evidencia de que este filtrado es-
pacial precede a la computación de la simetrı́a [9][13][14].
Según ciertos estudios el sistema visual humano trabaja de
forma local orientada mediante los contornos fragmentados
de una imagen y la combinación de sus componentes de
acuerdo con un conjunto de preferencias que describen un
“campo de asociación” [15]. Otros muestran que la percep-
ción de la simetrı́a podrı́a ser nada más que un conjunto de
operaciones de filtrado ejecutadas en paralelo [14]. Existen
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también evidencias que indican la presencia de mecanismos
diferentes en la detección de simetrı́a en la visión humana
como el procesado de texturas [16]. Se conocen reportes de
que el procesado de la simetrı́a es afectado por el número
de objetos percibidos y profundidad en una pantalla y de
que la orientación de los ejes de la simetrı́a tiene un efec-
to en cómo se percibe [9]. Estos estudios muestran que la
detección humana de la simetrı́a podrı́a ser categorizada co-
mo un conjunto de operaciones de bajo coste que permiten
el análisis de una imagen mediante su división en diferen-
tes filtros y partes. No obstante, todavı́a no está claro como
el cerebro humano logra percibir la simetrı́a y los procesos
neuronales responsables de ello, si bien hay estudios de los
procesos involucrados como por ejemplo [16], no hay nada
concluyente. En las últimas décadas los investigadores han
sido capaces de obtener diferentes caracterı́sticas inspiradas
en el sistema visual humano y gracias al auge de diferentes
técnicas de aprendizaje profundo cada vez se pueden llegar
a crear nuevos algoritmos y herramientas para poder tratar
con ella tanto en sistemas de 2 dimensiones como de 3 di-
mensiones [17]. Finalmente, hay que tener en cuenta que
la detección de la simetrı́a para una maquina es una tarea
difı́cil de realizar y no pueden obtenerla con la misma efi-
ciencia y rapidez con la que lo harı́a un ser humano [18].
2 MÉTRICAS EXISTENTES PARA PODER
DAR UNA VALORACIÓN DE LA CANTIDAD
DE SIMETRÍA EN UNA IMAGEN
Actualmente existen diferentes algoritmos capaces de dar
una valoración continua de cuanta simetrı́a tiene una ima-
gen respecto a la percepción humana tanto a color [19]-[22]
como en imágenes binarias (imágenes con solamente dos
valores posibles para cada pixel) [23]. Los algoritmos que
permiten valorar imágenes a color encontrados se muestran
seguidamente en orden cronológico. Observamos que los
algoritmos más nuevos se han desarrollado en base a al-
goritmos anteriores y habitualmente han sido comparados
entre ellos en sus respectivos artı́culos.
2.1. Mediante la transformada de coseno dis-
creta (TDC)
Este algoritmo [21] creado por Goksel Gunlu y Hasan S.
Bilge es capaz de dar una métrica de como de simétrica es
una imagen mediante la transformada de coseno discreta.
Una de las caracterı́sticas de este algoritmo reside en que
solamente compara regiones de la imagen y que por lo tanto
será propenso a dar altas valoraciones a aquellas imágenes
con regiones totalmente simétricas y muy bajas en casos en
los que haya mucha asimetrı́a en esas regiones.
2.2. Mediante la intensidad
Este algoritmo [22] creado por Eelco den Heijer es capaz
de dar diferentes métricas de simetrı́a mediante la intensi-
dad de una imagen y la entropı́a.
Principalmente ofrece cuatro métricas:
AMsym1: Simetrı́a mediante diferentes intensidades
de partes de la imagen.
AMsym2: Simetrı́a mediante AMsym1 y una función
gaussiana.
AMsym1*: Simetrı́a mediante AMsym1 y la entropı́a
de la imagen.
AMsym2*: Simetrı́a mediante AMsym2 y la entropı́a
de la imagen.
Hemos implementado este algoritmo y será utilizado
como caracterı́stica para los algoritmos, además de como
modelo de comparación. Este algoritmo presenta cuatro
métricas, las cuales en algunos casos correlacionan po-
sitivamente con las valoraciones humanas. Uno de los
problemas de este algoritmo reside en que cada métrica
puede dar valoraciones muy diferentes. La métrica ofrece
valoraciones del 0 al 10.
En la tabla número 1 se muestran las distintas valoraciones
de las métricas de intensidad de la imagen en la figura 2
Tabla 1: Valoraciones de la figura número 2
AMsym1 AMsym2 AMsym1* AMsym2*
6.34 10 3.83 6.05
Fig. 2: Imagen del dataset
2.3. Mediante filtros de Gabor
Mediante este algoritmo [20] creado por Fariba Shaker y
Amirhassan Monadjemi se extraen un conjunto de lı́neas de
la imagen mediante filtros de Gabor y se realizan compa-
raciones entre diferentes partes de esta para computar una
métrica de simetrı́a continua. Hemos implementado este al-
goritmo y será utilizado como caracterı́stica en los algorit-
mos y modelo de comparación. Uno de los problemas de
este algoritmo es que depende principalmente de una serie
de parámetros modificables tales como sigma, lambda, psi
o gamma en los filtros de Gabor o el tamaño de las imáge-
nes. Este algoritmo da valoraciones entre un número del 0
al 1.
2.4. Mediante la activación de filtros existen-
tes en una red neuronal
Este algoritmo [19], [24] desarrollado por Anselm Brach-
mann y Christoph Redies proporciona una valoración de co-
mo de simétrica es una imagen en base a los resultados de
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Fig. 3: Banco de filtros de Gabor utilizados para la métrica
Fig. 4: Valoración de la imagen según la métrica implemen-
tada: 0.98 (mı́nimo: 0, máximo: 1)
que filtros es capaz de activar está a la hora de realizar una
predicción en una red neuronal convolucional (CNN) preen-
trenada en datasets muy grandes como puede ser CaffeNet
[25]. En el artı́culo se muestra que es utilizado para dar una
métrica de como de simétrica es una imagen en base a la si-
metrı́a bilateral. Este proporciona tres métricas de simetrı́a
basadas en diferentes partes de la imagen. Las métricas tie-
nen un rango de valores del 0 al 1. Este algoritmo lo hemos
obtenido y será utilizado como modelo y métrica de com-
paración.
3 MÉTODOS
3.1. Etiquetado de imágenes por observado-
res humanos
Primeramente realizamos un etiquetado de las imágenes
mediante una encuesta, de tal forma que podamos obte-
ner una evaluación humana de las mismas. Estas imágenes
serán valoradas mediante estrellas y en total habrá 5 cate-
gorı́as.
Hemos decidido utilizar estrellas en lugar de textos como
“Muy simétrica” o “Poco simétrica” debido a que mediante
el uso de iconos el observador es capaz de intuir y asociar
una determinada cantidad de estrellas con su valoración.
Para la realización del experimento se ha utilizado una apli-
cación web creada mediante MATLAB Web Apps y aloja-
da en un servidor MATLAB Web App Server. La encuesta
podı́a ser realizada tanto en inglés como en castellano.
Las imágenes mostradas en el experimento han sido ex-
traı́das de Pixabay en https://pixabay.com y Pexels en
https://www.pexels.com/. Todas las imágenes tienen una li-
cencia de uso totalmente gratuito, incluso para el ámbito
comercial siempre que se cumplan ciertas restricciones que
no afectan a este proyecto. Se han recopilado un conjunto
de 200 imágenes con un ancho de 960 pixeles, un alto mı́ni-
mo de 499 pixeles y un alto máximo de 720 pixeles. To-
das las imágenes tenı́an formato landscape. Además, se ha
creado un balance compuesto de imágenes muy simétricas,
poco simétricas y nada simétricas. Principalmente hemos
realizado este balance mediante el uso de las categorı́as de
las páginas mencionadas anteriormente utilizando etiquetas
como ’Symmetry’ o ’Asymmetry’. Las últimas separacio-
nes en grupos han sido realizadas de forma subjetiva por
nosotros.
Fig. 5: Distribución de altura de las imágenes
El experimento transcurre de la manera siguiente.
Primero el observador debe rellenar una serie de datos
tales como la edad, el género o si tiene alguna deficiencia
visual. Seguidamente se le muestran unas instrucciones
sobre el experimento que va a realizar. Las imágenes son
mostradas durante 0.5 segundos debido a que queremos
evitar que entren en juego mecanismos cognitivos de alto
nivel, ya que nuestros modelos son relativamente sencillos.
También existen estudios que muestran que los humanos
son capaces de detectar la simetrı́a en imágenes en menos
de 0.05 segundos [7]. Inicialmente se inicia una fase de
calentamiento en la que hay 5 imágenes de prueba para que
el observador se adecue al experimento, estas imágenes
también serán mostradas más adelante y servirán para
saber si las valoraciones del usuario coinciden con sus
observaciones iniciales. Esta fase de calentamiento no se
indica al observador si no que transcurre normalmente sin
que lo sepa. El observador puede pausar el experimento
si lo ve conveniente y continuar más adelante o indicar
en caso de no haber podido ver la imagen que se distrajo
durante el experimento. Las observaciones son guardadas
conforme el observador realiza el experimento.
Seguidamente se filtran los datos provenientes del ex-
perimento para utilizarlos en los algoritmos. Se han
eliminado aquellas encuestas con un número de votos me-
nor a 40, las valoraciones en las que el usuario se distrajo
o las valoraciones en la que en aquel momento se pauso el
experimento. También se han eliminado las valoraciones
dadas por los observadores cuya implicación en el expe-
rimento sea dudosa, como por ejemplo las valoraciones
que difieran mucho de las de la fase de calentamiento.
Las valoraciones de la fase del calentamiento también son
descartadas. No todas las personas terminaron el cuestio-
nario. Finalmente, hemos conseguido aproximadamente
4519 valoraciones las cuales provienen de 25 personas
encuestadas. De estos observadores 17 eran hombres y 8
mujeres. La edad mı́nima ha sido de 18 años, la máxima
de 61 y el promedio de edad ha sido de 37 años. Las
encuestas fueron realizadas en inglés por 4 observadores
y en castellano por 21. Doce de los usuarios encuestados
indicaron que padecı́an de algún tipo de deficiencia visual.
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Para comprobar la relación entre las valoraciones dadas
por los observadores utilizamos el coeficiente alfa de Krip-
pendorf que además puede ser utilizado con observadores
que no han valorado algunas imágenes. Este coeficiente mi-
de cual es el porcentaje de acuerdo entre los diferentes ob-
servadores respecto a las valoraciones dadas en el experi-
mento y nos sirve para comprobar cuanta es la fiabilidad
del experimento en una escala del 0 al 1. Este coeficiente
nos da un valor menor a 0.6, por ese motivo decidimos uti-
lizar la media truncada eliminando un 10 % de los datos de
los extremos. En la figura 6 mostramos las valoraciones da-
das por los observadores observando que parecen dar una
distribución más o menos uniforme de las valoraciones.
Fig. 6: Cantidad de votos y valoraciones dadas por los ob-
servadores
3.2. Algoritmos de extracción de caracterı́sti-
cas
Seguidamente mostramos los diferentes algoritmos uti-
lizados para extraer caracterı́sticas de las imágenes. Estás
caracterı́sticas serán utilizadas para estimar cuál es su co-
rrelación respecto a las valoraciones de simetrı́a dadas en el
experimento y como datos para algunos algoritmos.
3.2.1. Caracterı́sticas extraı́das mediante la compara-
ción de lados de la imagen
Basándonos en los algoritmos que permiten dar valo-
raciones de simetrı́a en imágenes naturales mediante las
comparaciones entre diferentes partes de estás [22] se han
extraı́do caracterı́sticas mediante la realización de ciertas
comparaciones entre diferentes partes de las imágenes y
componentes como pueden ser el color, las texturas o la
intensidad. De esta manera se pueden obtener más carac-
terı́sticas para los algoritmos.
Principalmente las partes de la imagen que vamos a com-
parar son 8, 4 áreas y 4 lados. Los lados serán el derecho, el
izquierdo, el superior y el inferior de la imagen. La división
de las áreas puede ser visualizada en la figura número 11.
Para hacer estas comparaciones se han utilizado diferen-
tes métricas de distancia de una imagen respecto a otra tales
como la distancia euclı́dea [26] con los histogramas de di-
ferentes partes de la imagen.
3.2.2. Colores
Una de las caracterı́sticas extraı́das consiste en la compa-
ración de colores de las áreas de la imagen. Para ello rea-
lizamos las comparaciones en base a la composición RGB.
Primeramente, obtenemos la media del color RGB a extraer,
lo cual resultara en un vector de 3 valores (R, G y B) y lo
comparamos con los resultados obtenidos en la otra parte de
la imagen mediante una substracción. Finalmente sumamos
los valores del vector y dividimos entre 3 para obtener la
media. De esa manera tenemos la diferencia de color exis-
tente entre una parte y otra.
3.2.3. Texturas mediante Local Binary Patterns
Una de las formas de conseguir extraer las texturas en
una imagen es mediante el operador Local Binary Patterns
(LBP) [27]. Este operador puede ser utilizado para obtener
vectores de caracterı́sticas y clasificar texturas. En este caso,
para comparar las diferentes texturas existentes en la ima-
gen hemos convertido la imagen a blanco y negro y hemos
creado el histograma resultante de aplicar LBP en las dife-
rentes partes de la imagen. Seguidamente hemos utilizado
la distancia euclidiana para comparar los histogramas.
La distancia euclidiana [28] viene dada por
‖u− v‖2
Dónde
u : Colección de entrada
v : Colección de salida
3.2.4. Estructura mediante Structural Similarity In-
dex Measure
El Structural Similarity Index Measure (SSIM) [29] es
una métrica que puede ser utilizada para medir la similitud
entre dos imágenes. Esta tiene su fortaleza en dar más peso
a aquellos pı́xeles que son espacialmente más cercanos.
La fórmula utilizada viene dada por
SSIM(x, y) =











c1, c2 : Variables de estabilización
3.2.5. Probabilidades mediante la distancia Jensen-
Shannon
La distancia Jensen-Shannon [30] es un método utiliza-
do para medir la similitud de dos distribuciones de proba-
bilidad. Además, con esta distancia obtendremos un valor
finito del 0 al 1. Se trata de una extensión de la divergencia
Kullback-Leibler [31] que mediante la puntuación de diver-
gencia de una distribución de probabilidad a otra obtiene
una puntuación simétrica y su distancia.
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Fig. 7: El experimento en el escritorio




p : Vector de probabilidad
q : Vector de probabilidad
m : Media del producto de p y q
D : Divergencia Kullback-Leibler
3.3. Caracterı́sticas relacionadas con la si-
metrı́a
Otras caracterı́sticas que hemos extraı́do de las imágenes
son aquellas relacionadas con el orden como pueden ser la
entropı́a o la cuantificación del orden.
3.3.1. Delentropy
Actualmente las implementaciones de MATLAB y algu-
nas librerı́as de Python como scikit-image no ofrecen un
valor intuitivo de cómo es la entropı́a en una imagen. Es-
ta extensión de la entropı́a de Shannon llamada Delentropy
[32] ofrece una métrica más intuitiva en imágenes y es lla-
mada ası́ por el operador Del utilizado para la computación
de esta.
En la figura 8 y 9 mostramos respectivamente las diferen-
cias entre las computaciones de la entropı́a en una imagen
con cierto orden y una imagen creada mediante ruido.
3.3.2. Quantificación del orden
Este algoritmo [33] permite dar una valoración de cuanto
orden existe en una imagen con una serie de puntos utili-
zando entre otras cosas la triangulación de Delaunay. Este
Fig. 8: Delentropy: 0.19 - Entropı́a skimage: 3.45
Fig. 9: Delentropy: 5.49 - Entropı́a skimage: 4.82
algoritmo tiene una implementación creada por los autores
en MATLAB disponible. Para utilizarlo ha sido necesario
transformar la imagen en una nube de puntos como en [34].
Principalmente hemos obtenido dos métricas con diferentes
nubes de puntos mediante los contornos de la imagen con
Sobel y mediante las caracterı́sticas principales con KAZE
[35]. En la figura 10 mostramos las transformaciones de una
imagen para su cuantificación del orden. La imagen con So-
bel da un valor de 7.53, mientras que la imagen con KAZE
da un valor de 0.14. La gran diferencia respecto a la va-
loración reside en la forma de obtener la nube de puntos.
Con Sobel hemos extraı́do los bordes y eliminado aquellos
puntos cuya intensidad no fuera mayor a un threshold de-
terminado. Con KAZE hemos obtenido los puntos clave y
hemos posicionado las coordenadas mediante la sustitución
en blanco de la coordenada del punto clave en la imagen.
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Fig. 10: Transformación de una imagen para la cuantifica-
ción del orden
Tabla 2: Correlación respecto a las valoraciones del dataset
de las caracterı́sticas extraı́das
Algoritmo Basado en Correlación
GB NN LR Activaciones CNN (2.4) 0.73
GB NN MEAN Activaciones CNN (2.4) 0.52
GB NN TB Activaciones CNN (2.4) 0.45
JensShann LR Probabilidad (3.2.5) 0.45
Delentropy LR Entropı́a (3.3.1) 0.38
JensShann MEAN Probabilidad (3.2.5) 0.35
Gabor Symmetry Filtros de Gabor (2.3) 0.34
TextDiff LR Texturas (3.2.3) 0.32
TextDiff MEAN Texturas (3.2.3) 0.32
JensShann D Probabilidad (3.2.5) 0.32
TextDiff D Texturas (3.2.3) 0.29
Color LR Colores (3.2.2) 0.29
StructSym D Similitud Estructural (3.2.4) 0.26
Color MEAN Colores (3.2.2) 0.26
TextDiff TB Texturas (3.2.3) 0.26
Delentropy Entropı́a (3.3.1) 0.25
JensShann TB Probabilidad (3.2.5) 0.20
3.3.3. Otras caracterı́sticas
Otras caracterı́sticas que hemos extraı́do de las imágenes
son la media, la implementación de la entropı́a de Shannon
de OpenCV, el número de Euler, la desviación estándar, la
varianza y la mediana. Hemos podido extraer estás carac-
terı́sticas fácilmente gracias a las librerı́as de Python. Las
caracterı́sticas que no han podido ser extraı́das de la imagen
ya sea por su dificultad, porque no hemos tenido acceso al
código de los artı́culos pertinentes o porque no habı́a recur-
sos suficientes para poder añadirlas han sido las siguientes:
Las formas geométricas existentes en la imagen: Esta
caracterı́stica es muy difı́cil de obtener en imágenes de
objetos naturales, puesto que hay mucha variación de
elementos.
Cantidad de esfuerzo necesario para crear una forma
a su forma más simétrica: Como las formas geométri-
cas existentes en la imagen, esta caracterı́stica no es
fácilmente extraı́ble en imágenes naturales y por ello
hemos decidido no implementarla.
3.4. Correlación entre valoraciones filtradas
y caracterı́sticas
Mostramos en la tabla 2 la correlación absoluta existente
entre las valoraciones filtradas y las caracterı́sticas obteni-
das en esta fase. También mostramos en que están basadas
las caracterı́sticas y su respectiva sección entre paréntesis.
No mostramos aquellas caracterı́sticas con una correlación
menor a 0.2.
Algunas de las caracterı́sticas mostradas en este mapa de
calor como pueden ser Gabor Symmetry, Strict Symmetry,
Strict Symmetry Liveliness, Relaxed Symmetry Liveliness
o Relaxed Symmetry son caracterı́sticas extraı́das de algo-
ritmos ya creados para poder dar una métrica de como de
simétrica es una imagen [19], [22] y las hemos utilizado de-
bido a la posibilidad de que la combinación de las mismas
pueda dar una correlación aun mayor con las valoraciones
dadas por los observadores.
En la tabla 2 observamos que existe una gran correlación
entre las caracterı́sticas de Gabor Symmetry, la distancia en-
tre dos distribuciones de probabilidad, el color y Delentropy
con la valoración de simetrı́a dada por los seres humanos.
Algunas extensiones de las caracterı́sticas vienen dadas
por las partes de la imagen utilizadas para extraerlas. Por
ejemplo, Color LR es la diferencia de color existente en-
tre la parte izquierda y la parte derecha de la imagen. Las
extensiones de algunas caracterı́sticas vienen dadas por:
Left-Right (LR): Comparaciones entre el lado izquier-
do y el lado derecho de la imagen.
Top-Bottom (TB): Comparaciones entre el lado de
arriba y el lado de abajo de la imagen.
Diagonal (D): Substracción de las comparaciones en-
tre área 1 y área 4 con área 2 y área 3 mostradas en la
tabla 2.
Mean (MEAN): Media entre la caracterı́stica LR de la
imagen, la caracterı́stica TB y la caracterı́stica D.
Fig. 11: Diversas áreas de la imagen
De cara al algoritmo, las caracterı́sticas han sido escala-
das. Por ejemplo aquellas métricas que daban un valor del 0
al 1, ahora dan un valor del 1 al 10 para poder dar un valor
más relacionado con el de los observadores.
4 ALGORITMOS
Con el objetivo de encontrar el algoritmo que más co-
rrelacione con las valoraciones dadas por los observadores
hemos creado diversas redes neuronales. Estas redes neu-
ronales son utilizadas como modelos de base cuya preci-
sión puede ser mejorada. Estos algoritmos serán compara-
dos con los resultados de los algoritmos desarrollados con
algunas de las métricas actuales para darle una valoración a
una imagen.
Existen otros tipos de redes neuronales que podrı́an ser pro-
badas para dar valoraciones respecto a la simetrı́a en una
imagen más parecidas al sistema visual humano como por
ejemplo LGN-CNN [36]. También, ya que los filtros ini-
ciales de las redes neuronales entrenados en datasets muy
grandes suelen estar compuestos de filtros de Gabor, [19]
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es posible que las GaborNET [37], redes neuronales cuyos
filtros iniciales son filtros de Gabor puedan dar buenos re-
sultados en este aspecto.
Para poder valorar los algoritmos hemos utilizado valida-
ción cruzada con 5 iteraciones y hemos dividido el conjun-
to de 200 imágenes valoradas por los observadores en dos
conjuntos:
Conjunto de entrenamiento: Compuesto por 160 mues-
tras.
Conjunto de validación: Compuesto por 40 muestras.
Como métrica para valorar la precisión del algoritmo uti-
lizamos la siguiente formula:
f(h,m) =
{
correcta : m >= h− 1,m <= h+ 1
incorrecta : f(h,m) /∈ {correcta}
Dónde
h : Valoración humana
m : Valoración del algoritmo
El objetivo de utilizar esta fórmula como métrica de pre-
cisión en lugar de la utilizada para la función de perdida
Mean Absolute Percentage Error (MAPE) es comprobar si
los algoritmos implementados serı́an capaces de dar una va-
loración muy similar a los observadores de forma cuantita-
tiva. Para todos los algoritmos relacionados con redes neu-
ronales el tamaño del lote (batch size) ha sido 32.
Mostramos en la tabla 3 la precisión de los algoritmos uti-
lizando la formula mostrada anteriormente, los algoritmos
han sido renombrados para facilitar su visualización en la
tabla de la siguiente manera:
InceptionResNetV2: Red neuronal InceptionRes-
NetV2 entrenada en ImageNet [38] congelada, pero
con las capas de normalización (batch normalization)
entrenables. Hemos añadido la capa ’Global Average
Pooling 2D’ y activación ’SELU’ como cabezas.
Además, se ha realizado aumento de datos mediante
la modificación aleatoria del brillo.
Gabor Symmetry NN [LR, TB o MEAN]: Métricas ob-
tenidas mediante las activaciones de la red neuronal
[19].
Gabor Symmetry: Métrica obtenida utilizando filtros
de Gabor del algoritmo [20] implementada por noso-
tros.
Multilayer perceptron (MLP): Red neuronal artificial
(ANN) que utiliza las caracterı́sticas extraı́das mostra-
das anteriormente.
Red Neuronal Convolucional (CNN): Red Neuronal
Convolucional simple.
Finalmente se entrenó ResNet-50 preentrenada en Ima-
geNet [38] congelando todas las capas excepto las de nor-
malización (batch normalization) y se añadieron la capa
’Global Average Pooling 2D’ y activación ’ReLU’ como
cabezas. Esta red fue entrenada haciendo validación cru-
zada con 200 epochs por cada k, de esta manera en cada
iteración la red neuronal tenı́a 160 imágenes de las cuales
algunas no habı́a visto durante la iteración anterior. La red
neuronal en ningún momento entrenaba desde el principio
si no que entrenaba con los pesos de la iteración anterior.
El objetivo era ver donde se estaba centrando la red has-
ta la parte convolucional para hacer las predicciones me-
diante la creación de mapas de calor obtenidos mediante
la suma de las salidas de la última capa convolucional de
ResNet-50 al predecir las imágenes del entrenamiento. Los
resultados pueden ser observados en el apéndice A.1. Es-
tos resultados son prometedores pues muestran que la red
neuronal sı́ que está utilizando las simetrı́as de la imagen
para hacer predicciones, por lo menos hasta la parte con-
volucional. Curiosamente observamos también que la red
neuronal está centrándose en los ojos de los animales para
hacer las predicciones, pensamos que esto se debe a que es
la caracterı́stica más simétrica de estos animales. Por últi-
mo, intentamos ver si la red neuronal InceptionResNetV2
también estaba centrándose en simetrı́as de la imagen para
hacer las predicciones pero está vez en las imágenes de vali-
dación no vistas por el algoritmo ya que es el algoritmo con
mayor precisión y si bien se observa que en algunos casos
esta centrándose en simetrı́as de la imagen como ResNet-50
en el entrenamiento, no acaba de encontrar estas simetrı́as.
Atribuimos este hecho a la poca cantidad de datos que no
permiten a la red neuronal generalizar. Los resultados de
InceptionResNetV2 pueden ser observados en el apéndice
A.1.6.
5 RESULTADOS
La red neuronal InceptionResNetV2 es la que da mejores
aproximaciones en cuanto a precisión. Puede ser un algo-
ritmo con gran margen de crecimiento dado que hay sobre
entrenamiento (overfitting) y creemos que esto se debe a la
poca cantidad de datos. Se han probado técnicas para re-
ducir el overfitting tales como Spatial Dropout [39] o au-
mento de datos, pero en los experimentos ninguna ha dado
resultados. También según lo visto en la suma de las sa-
lidas de la última capa convolucional las redes neuronales
con transferencia de aprendizaje parecen estar centrándose
en elementos simétricos de las imágenes para dar sus valo-
raciones. Esperamos que en caso de obtener más datos este
algoritmo pueda ser validado más profundamente. La red
neuronal MLP da una valoración con más precisión que las
caracterı́sticas extraı́das, por lo tanto, podemos observar que
la combinación del conjunto de caracterı́sticas con un mo-
delo de red neuronal ha dado buenos resultados. En cuanto
a la red neuronal convolucional y los diferentes algoritmos,
no han dado por sı́ solos una buena precisión. Pero, el hecho
de utilizarlos con nuevas técnicas y estructuras (como en el
caso de la transferencia de aprendizaje con InceptionRes-
NetV2) o fusionando las caracterı́sticas ha permitido que
los resultados sean mejorados.
6 CONCLUSIÓN
En este proyecto hemos realizado un experimento con el
cual hemos creado un dataset con valoraciones de como de
simétrica es una imagen según la percepción humana. He-
mos recopilado diversas métricas que permiten dar una va-
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Tabla 3: Rendimiento de los algoritmos implementados
Algoritmo Epochs Entrenamiento Validación Entrenamiento (MAPE) Validación (MAPE)
InceptionResNetV2 80 90.87 % 64.00 % 07.53 % 19.74 %
MLP 2000 67.37 % 53.00 % 16.29 % 22.29 %
CNN 80 52.75 % 49.00 % 28.71 % 29.93 %
GB NN LR - - 47.50 % - 24.51 %
GB NN MEAN - - 42.50 % - 29.42 %
GB NN TB - - 41.50 % - 31.54 %
Gabor Symmetry - - 12.00 % - 77.66 %
loración de como de simétrica es una imagen y hemos es-
tudiado su correlación con las valoraciones obtenidas en el
experimento. Finalmente hemos creado diversos algoritmos
los cuales utilizan caracterı́sticas extraı́das de las imágenes
para dar valoraciones de como de simétrica es una imagen y
hemos comparado la precisión de los diferentes algoritmos
en el dataset con validación cruzada. La insuficiencia en la
cantidad de datos puede haber sido un factor determinante
a la hora de medir el rendimiento de estos algoritmos, no
obstante, se espera que como con todo modelo de apren-
dizaje de máquina a mayor cantidad de datos más precisión
puedan tener estos algoritmos. Las aportaciones de este pro-
yecto son las siguientes:
Un software creado con MATLAB Web Apps que per-
mite realizar un experimento para recoger valoraciones
de como de simétrica es una imagen según los obser-
vadores humanos.
Un dataset con valoraciones de como de simétrica es
una imagen según los observadores humanos.
Un sofware que permite dar valoraciones de simetrı́a
continuas en una imagen parecidas a las obtenidas en
el dataset y que permite visualizar donde se centra en
la parte convolucional la red neuronal InceptionRes-
NetV2 para dar sus predicciones.
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Artificial Intelligence in MRI, ISSN: 0730-725X.
DOI: https://doi.org/10.1016/j.mri.2019.07.003.
[6] S. Baron, Medical Microbiology. 4th edition. Gal-
veston (TX): University of Texas Medical Branch at
Galveston, 1996.
[7] Perception, symmetry of art discussed at brain lec-
ture (03/22/02), https://reporter.newsarchive.vumc.
org/index.html?ID=2007, (Accedido en 06/20/2021).
[8] I. Atadjanov y S. Lee, ((Robustness of Reflection
Symmetry Detection Methods on Visual Stresses
in Human Perception Perspective,)) IEEE Access,
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10 IE/UAB TFG INFORMÁTICA: Métrica de evaluación de simetrı́a global en imágenes naturales basadas en valoraciones de observadores humanos
[13] S. J. M. Rainville y F. A. A. Kingdom, ((Spatial-scale
contribution to the detection of mirror symmetry in
fractal noise,)) Journal of the Optical Society of Ame-
rica A, vol. 16, n.o 9, pág. 2112, sep. de 1999. DOI:
10.1364/josaa.16.002112.
[14] J. Wagemans, ((Characteristics and models of human
symmetry detection,)) Trends in Cognitive Sciences,
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APÉNDICE
A.1. Mapas de calor
Se muestran seguidamente los mapas de calor obtenidos mediante la suma de las salidas de la última capa convolucional
al hacer las predicciones de los datos de entrenamiento en la red neuronal ResNet-50 con transferencia de aprendizaje y
entrenamiento de las capas de normalización de lotes. La penúltima subsección muestra más mapas de calor que no han
sido etiquetados por nosotros y la última muestra las predicciones dadas por la red neuronal InceptionResNetV2 entrenada
por nosotros al realizar la predicción de los datos de validación, mostrando también como a veces es capaz de centrarse
en caracterı́sticas simétricas en datos no vistos anteriormente. Cuanto más fluorescente es el color más se está centrando
la red neuronal en la última capa convolucional en esa parte de la imagen al hacer la predicción, pues existen en esa parte
más mapas de caracterı́sticas.
A.1.1. Simetrı́a bilateral
A.1.2. Simetrı́a radial
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A.1.3. Simetrı́a compleja
A.1.4. Simetrı́a mediante los ojos de los animales
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A.1.5. Más mapas de calor del entrenamiento
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A.1.6. Mapas de calor de las predicciones en validación de InceptionResNetV2
