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Chapitre 1
Introduction
NOTE :
Nous avons voulu éviter au maximum de supposer connus les résultats déjà
démontrés dans des articles antérieurs à cette thèse et nous avons tenté
de rassembler et d’écrire tous les éléments nécessaires pour comprendre
les résultats présentés ici (ces éléments étant parfois peu détaillés dans la
littérature). Ceci implique que beaucoup des résultats énoncés dans ce qui
suit sont classiques ou quasi-classiques. Pour permettre au lecteur habitué
aux objets utilisés d’accéder plus rapidement aux résultats originaux, nous
les avons encadrés et nous avons essayé de faire suivre chacun de ces énoncés
d’une remarque qui tend à insister sur ce qu’il contient de nouveau.
1.1 Présentation des résultats
Nous avons abordé dans cette thèse, selon deux approches différentes,
quelques questions autour de la précompacité des familles de variétés rie-
manniennes compactes ou, plus généralement, d’espaces de longueur com-
pacts, en substituant aux hypothèses habituellement faites sur la courbure
une hypothèse bien plus faible sur l’entropie volumique.
La première approche consiste à étudier un invariant (l’entropie volumique)
qui se comporte "bien" vis-à-vis de la distance de Gromov-Hausdorff et à
établir un résultat de fermeture sur certaines familles d’espaces de longueur
dont l’entropie volumique est uniformément majorée ; la deuxième approche
consiste à établir des majorations du noyau de la chaleur sur des familles de
variétés riemanniennes, qui sont universelles sur ces familles de variétés et
qui nous permettent d’aborder les questions de précompacité via la distance
spectrale définie par P. Bérard, G. Besson et S. Gallot, et dont les propriétés
de convergence et de passage à la limite ont été étudiées par A. Kasué et H.
Kumura.
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Première partie (chapitres 2, 3 et 4)
L’ensemble des espaces métriques compacts et connexes peut être muni
d’une pseudo-distance, qui s’avère être une distance sur les classes d’isométrie
d’espaces métriques compacts et connexes. Cette distance, appelée distance
de Gromov-Hausdorff (et définie dans l’annexe C) a été construite, a priori,
pour généraliser la distance de Hausdorff entre deux sous-espaces d’un même
espace métrique. M. Gromov a alors montré le
Théorème 1.1. ([Gr], théorème 5.3)
Soit k > 0 et D > 0 deux réels fixés.
La famille Mk,D des classes d’isométries des variétés riemanniennes com-
pactes (M, g) dont le diamètre est inférieur à D et dont la courbure de
Ricci vérifie Ricci(M, g) ≥ −(n − 1)k2g est précompacte pour la distance
de Gromov-Hausdorff.
Il devient alors naturel d’étudier l’adhérence des familles Mk,D de classes
d’isométrie des variétés riemanniennes dans l’ensemble des espaces métriques
compacts et de se demander si les invariants qui ont servi à définir cette
famille de variétés riemanniennes sont encore définis sur cette adhérence.
Cependant, la courbure de Ricci est un invariant qui se comporte mal vis-
à-vis de la distance de Gromov-Hausdorff. C’est en effet un invariant qui
ne peut être défini que sur les variétés munies d’une métrique au moins de
classe C2 et l’adhérence de la famille Mk,D contient des espaces de lon-
gueur très singuliers (voir [CC1],[CC2],[CC3]). De plus, même si l’on ajoute
des hypothèses beaucoup plus fortes qui assurent que la limite de la suite
de variétés est encore une variété riemannienne (comme c’est le cas dans
le célèbre théorème de compacité de M. Gromov), on ne peut pas toujours
garantir qu’elle est munie d’une métrique suffisamment régulière, comme le
montre, par exemple, l’exemple de S. Peters qui construit une variété M mu-
nie d’une métrique g de classe C1,α (où 0 < α < 1) comme limite de variétés
riemanniennes C∞ compactes de courbure sectionnelle et de diamètre bornés
et de rayon d’injectivité minoré (voir [Pe], paragraphe 5).
Il devient alors nécessaire de trouver un autre invariant qui puisse être
défini sur l’adhérence des familles de variétés riemanniennes considérées. Cet
invariant doit donc en particulier être défini sur les espaces de longueur
compacts. Un des bons candidats est l’entropie volumique, dont l’importance
a été illustrée en particulier par M. Gromov, dans le cadre de ses travaux sur
le volume minimal. C’est un invariant qui mesure la croissance exponentielle
asymptotique du volume des boules du revêtement universel. Elle a d’abord
été définie sur les variétés riemanniennes compactes par
Ent(M, g) = lim
R−→+∞
1
R
log V ol(Bg˜(x˜, R))
où (M˜, g˜) est le revêtement universel de M et x˜ est un point quelconque
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(dont l’entropie ne dépend pas) de M˜ .
Il est par ailleurs classique que
Ent(M, g) = lim
R−→+∞
1
R
log #(Γ.x˜ ∩B(x˜, R))
où Γ est le groupe des automorphismes du revêtement universel de M .
Cette deuxième écriture permet de définir l’entropie volumique sur tout es-
pace de longueur compact qui admet un revêtement universel.
Remarquons qu’une hypothèse du type "Entropie volumique majorée" est
bien plus faible qu’une hypothèse du type "Courbure de Ricci minorée", non
seulement parce que le théorème de comparaison de R-L. Bishop prouve que,
si la courbure de Ricci de la variété riemannienne (M, g) vérifie Ricci(M, g) ≥
−(n− 1)k2g alors Ent(M, g) ≤ (n− 1)k, mais aussi parce que l’entropie vo-
lumique est majorée par une intégrale de la courbure de Ricci (voir [Ga],
théorème 1 (ii)) et surtout parce que, comme nous le montrons dans le cha-
pitre 2, contrairement à la courbure de Ricci, l’entropie volumique est très
peu sensible aux variations locales de la métrique (voir la proposition 2.24).
C’est ce qu’illustre la
Proposition 1.2.
Fixons deux réels strictement positifs δ et K. Soit (X, g) une variété rie-
mannienne compacte, connexe de dimension m supérieure ou égale à 3, de
rayon d’injectivité δ > 0 et de courbure sectionnelle |σ| ≤ K 2.
Soit (B(xk, εk))k∈{1..n} une famille finie de boules ouvertes dont le rayon
εk vérifie
(i) εk ≤ min{ 1K , δ2pi},
(ii) les boules (B(xk, 5εk))k∈{1..n} sont disjointes.
Pour chaque k ∈ {1, ..., n}, fixons un réel Lk > 2ε′k où ε′k := (1 +
(Kεk)
2)piεk.
On construit une nouvelle variété riemannienne (X ′, gX′) en recollant sur
X \ (∪k∈{1..n}B(xk, εk)) un cylindre ∂B(xk, εk)× [O,Lk] le long de chaque
∂B(xk, εk) (en identifiant ∂B(xk, εk) et ∂B(xk, εk) × {0}) et, au bout de
chaque cylindre, une variété simplement connexe Mk. On a alors(
1 +
n∑
k=1
ε′k
2δ − ε′k
)−1
Ent(X, gX) ≤ Ent(X ′, gX′) ≤ Ent(X, gX)
La famille des variétés riemanniennes compactes dont l’entropie est uni-
formément majorée par (n−1) contient donc également des variétés rieman-
niennes dont la courbure de Ricci est arbitrairement proche de −∞. De plus,
cette construction nous permet d’établir que la famille des variétés rieman-
niennes compactes dont l’entropie est uniformément majorée par (n− 1) est
bien plus vaste que la famille des variétés riemanniennes dont la courbure de
Ricci est minorée par −(n− 1)g dans le sens suivant :
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Fig. 1.1 – Exemple de variété dont l’entropie est majorée
(i) Il existe une suite de variétés riemanniennes compactes de même di-
mension, toutes différentes du point de vue topologique (et même homolo-
gique), dont l’entropie est uniformément majorée, qui converge (au sens de
la distance de Gromov-Hausdorff) vers une variété riemannienne compacte
de même dimension, de topologie encore différente de celle des variétés de
la suite (voir l’exemple 2.31). La même situation est impossible si l’on sup-
pose que la courbure de Ricci est minorée, puisqu’un théorème de J. Cheeger
et T-H. Colding assure alors la stabilité de la structure différentiable (voir
[CC1], théorème A.112).
(ii) Il existe une suite de variétés riemanniennes compactes de même
dimension, toutes difféomorphes, dont l’entropie est uniformément majorée,
dont le volume tend vers l’infini et qui converge (au sens de la distance
de Gromov-Hausdorff) vers une variété riemannienne compacte de même
dimension (donc de volume fini), difféomorphe aux variétés de la suite (voir
l’exemple 2.33). La même situation est impossible si l’on suppose que la
courbure de Ricci est minorée, puisqu’un théorème de T-H. Colding assure
alors la continuité du volume (voir [Co], théorème 0.1).
(iii) Il existe une suite de variétés riemanniennes de même dimension,
toutes difféomorphes, dont l’entropie et le diamètre sont uniformément ma-
jorés, mais qui ne contient aucune sous-suite de Cauchy pour la distance
de Gromov-Hausdorff (voir l’exemple 2.29). Ceci signifie que la famille des
variétés riemanniennes compactes de même dimension, dont l’entropie et le
diamètre sont uniformément majorés, n’est pas précompacte pour la distance
de Gromov-Hausdorff. Rappelons cependant qu’une famille de variétés rie-
manniennes compactes de même dimension, dont la courbure de Ricci est
uniformément minorée et dont le diamètre est uniformément majoré est pré-
compacte pour la distance de Gromov-Hausdorff (voir [Gr], théorème 5.3).
Par ailleurs, nous travaillerons avec des espaces de longueur compacts.
Faire des hypothèses sur la dimension des objets n’a donc aucun sens. Si
les exemples précédents laissent envisager une éventuelle stabilité du groupe
fondamental, l’exemple 1.1 de [Pl] nous enlève cet espoir si l’on ne s’au-
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torise pas d’hypothèse sur la dimension, puisqu’il construit une suite de
tores plats (dont l’entropie est nulle) dont la dimension tend vers l’infini
et qui convergent pour la distance de Gromov-Hausdorff vers un bouquet de
cercles compact. Nous avons donc choisi d’imposer certaines contraintes sur
le groupe des automorphismes du revêtement universel des objets que nous
étudierons.
Plus précisément, dans le chapitre 3, nous nous consacrons à l’étude de
la famille des classes d’isométrie des espaces de longueur compacts qui ad-
mettent un revêtement universel (éventuellement non simplement connexe -
voir la définition page 27 du revêtement universel choisie), dont l’entropie
volumique est majorée par H et dont le diamètre est inférieur à D, ainsi
qu’à l’adhérence de cette famille dans l’ensemble des espaces de longueur
compacts munis de la distance de Gromov-Hausdorff. Nous ferons de plus
une hypothèse sur la structure algébrique du groupe des automorphismes du
revêtement universel, appelée hypothèse de δ-non-abélianité (voir la défini-
tion E.1 ainsi que de nombreux exemples dans [BCG1], page 9 à 13), qui
consiste à exiger de ces groupes certaines des propriétés algébriques que pos-
sèdent les groupes fondamentaux des variétés riemanniennes compactes de
courbure sectionnelle strictement négative. Nous noterons Mδ,H,D la famille
des classes d’isométries des espaces de longueur compacts qui vérifient toutes
ces hypothèses (voir la définition exacte 3.18) .
Un des résultats principaux du chapitre 3 est le théorème 3.72 :
Théorème 1.3.
Fixons arbitrairement trois réels strictement positifs δ, H et D.
L’ensemble Mδ,H,D est complet pour la distance de Gromov-Hausdorff dans
l’ensemble des espaces de longueur compacts.
Notons que l’ensembleMδ,H,D n’est pas compact pour la distance de Gromov-
Hausdorff (ceci est une conséquence du point (iii)). Pour montrer ce résultat,
nous nous sommes intéressés à la continuité uniforme de l’entropie sur la fa-
mille Mδ,H,D et nous avons montré le théorème suivant :
Théorème 1.4. (extrait du théorème 3.61)
Soient δ, H et D trois réels strictement positifs fixés et posons
ε0 =
δ
(4 + δ)H
e−
2(4+δ)
δ
HD
Soient (X, dX ) et (Y, dY ) deux espaces de longueur qui appartiennent à
Mδ,H,D. Si la distance de Gromov-Hausdorff entre les espaces (X, dX ) et
(Y, dY ) vérifie
dGH((X, dX ), (Y, dY )) := ε <
ε0
13
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alors(
1− 3ε
ε0 − 3ε
)
Ent(X, dX ) ≤ Ent(Y, dY ) ≤
(
1− 3ε
ε0
)−1
Ent(X, dX )
Remarque 1.5. Ce théorème est réellement un résultat de type "approxima-
tion avec majoration de l’erreur" plus qu’un résultat de type "convergence",
puisqu’il permet d’estimer, uniquement en fonction des bornes fixées sur les
invariants, la distance entre deux espaces de longueur à partir de laquelle le
théorème s’applique, sans avoir à faire tendre cette distance vers zéro.
L’étude de la continuité uniforme de l’entropie nécessite une étude assez
précise de la proximité des revêtements universels de deux espaces de lon-
gueur proches pour la distance de Gromov-Hausdorff, ainsi que l’étude de
la structure algébrique de leurs groupes des automorphismes du revêtement
universel et de la manière dont ces groupes agissent sur le revêtement uni-
versel. De nombreux travaux ont été effectués dans ce sens, essentiellement
sous des hypothèses de courbure (voir [Fu], [Pet], [Tu1], [Tu2], [SW]...). En
particulier, C. Sormani et G. Wei montrent le
Théorème 1.6. ([SW], théorème 1.4)
Soit D un réel positif. Soit ((Mi, gi))i∈N une suite de variétés riemanniennes
compactes de même dimension n qui vérifient Ricci(Mi, gi) ≥ −(n− 1)gi et
diam(Mi, gi) ≤ D. Supposons que la suite ((Mi, gi))i∈N converge vers un es-
pace de longueur (Y, dY ) au sens de Gromov-Hausdorff. Alors le revêtement
universel Y˜ de Y existe et, pour N suffisamment grand (qui dépend de Y ),
il existe un homomorphisme surjectif du groupe fondamental de MN dans le
groupe des transformations du revêtement Y˜ −→ Y .
Cependant, la preuve donnée dans [SW] ne permet pas d’estimer le rang
à partir duquel l’homomorphisme surjectif existe. Il n’est pas non plus pré-
cisé si ces morphismes proviennent d’une application entre les revêtements
universels, ce qui ne permet pas de comparer leurs actions.
Pour établir le théorème 1.6, C. Sormani et G. Wei utilisent des revête-
ments intermédiaires réguliers particuliers, appelés α-revêtements (et définis
pour tout réel α > 0), qui coïncident avec le revêtement universel (quand
il existe) dès que α est suffisamment petit. Elles montrent que la limite des
revêtements universels des variétés Mi est un revêtement du α-revêtement
de l’espace Y pour α suffisamment petit, mais ne précisent pas la valeur de
ce réel α. En adaptant et en affinant la preuve de ce résultat (qui reprend
déjà des idées présentes dans [Tu1] et [Tu2]) et en s’appuyant très fortement
sur la version du lemme de Margulis de [BCG1], nous obtenons le résultat
plus précis suivant :
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Théorème 1.7. (Reformulation du théorème 3.30)
Fixons trois réels strictement positifs arbitraires δ, H et D et posons
ε0 =
δ
(4 + δ)H
e−2(
4+δ
δ
)HD
Fixons arbitrairement deux réels ε et α tels que ε < ε013 et
0 < 5ε < α < ε02 − 32ε.
Soit (X, dX ) un espace de longueur compact (connexe) quelconque qui ap-
partient à Mδ,H,D. Soit (Y, dY ) n’importe quel autre espace de longueur
compact (connexe).
Si la distance de Gromov-Hausdorff entre (X, dX ) et (Y, dY ) est inférieure
à ε, alors
(i) il existe un isomorphisme ρ¯ entre le groupe G(X˜,X) des automor-
phismes du revêtement universel p : X˜ −→ X et le groupe G(Y α, Y ) des
automorphismes du α-revêtement pα : Y
α −→ Y .
(ii) il existe deux applications
ϕ˜ : X˜ −→ Y α
ψ˜ : Y α −→ X˜
qui sont, pour tout R > 0, des ( 3ε2αR + 3ε)-approximations de Gromov-
Hausdorff entre les boules de rayon R de X˜ et Y α. De plus, les applications
ϕ˜ et ψ˜ sont respectivement ρ¯-équivariante et (ρ¯)−1-équivariante.
Remarque 1.8.
• Ce théorème est plus un résultat de type "approximation" que de type
"convergence", puisque la constante ε0 est explicite.
• Nous insistons sur le fait que α est également explicite, ce qui permet en
particulier d’établir l’existence d’un isomorphisme (explicite) entre le groupe
fondamental d’une variété de Mδ,H,D et le groupe des automorphismes d’un
α-revêtement explicite d’un graphe qui approche la variété (voir la propo-
sition 3.56). On s’aperçoit, dans cet exemple, qu’il est possible d’utiliser le
théorème 1.7, non seulement si une variété "régulière" approche un espace
singulier, mais également dans le sens contraire (ce qui est inenvisageable
avec des théorèmes de convergence).
• Il est possible d’établir le même genre de résultat, si (Y, dY ) appartient
également à Mδ,H,D, en considérant le revêtement universel de Y à la place
du α-revêtement (voir le corollaire 3.32).
Comme le théorème 1.7 n’exige aucune hypothèse sur l’espace (Y, dY ),
il permet non seulement d’établir l’existence d’un isomorphisme entre les
groupes d’automorphismes du revêtement universel de deux éléments de
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Mδ,H,D suffisamment proches, mais il permet également d’établir le fait que,
si (X, dX ) est la limite d’une suite d’espaces de longueur ((Xn, dn))n∈N de
Mδ,H,D, l’espace (X, dX ) admet un revêtement universel qui est la limite
des revêtements universels des espaces (Xn, dn) (ce qui est faux dans le cas
général) ; il est donc possible de définir l’entropie de (X, dX). De plus, le théo-
rème 1.7 donne l’existence d’un isomorphisme entre les groupes d’automor-
phismes de (X, dX) et de (Xn, dn) pour n suffisamment grand, ce qui assure
que les hypothèses algébriques faites sur le groupe des automorphismes des
revêtements universels des (Xn, dn) sont encore valables pour le groupe des
automorphismes du revêtement universel de (X, dX). Le théorème 1.7 donne
de plus un moyen de comparer les actions de ces groupes d’automorphismes
sur les revêtements universels respectifs (par l’intermédiaire des applications
ϕ˜ et ψ˜ qui sont respectivement ρ¯-équivariante et (ρ¯)−1-équivariante). Il en
découle que la suite (Ent(Xn, dn))n∈N converge vers l’entropie de (X, dX ).
C’est ainsi que l’on démontre la fermeture de Mδ,H,D.
A la fin du chapitre 3, nous discutons les hypothèses choisies : notons que l’hy-
pothèse de majoration uniforme de l’entropie est nécessaire (voir la section
"Optimalité des résultats" dans le chapitre 3). Il est par ailleurs fondamental
d’imposer également des contraintes sur la structure algébrique du groupe
des transformations du revêtement universel. On pourrait en effet croire, à
première vue, que la nécessité d’imposer ces conditions est uniquement due
au passage de l’hypothèse "Courbure de Ricci minorée" à l’hypothèse plus
faible "Entropie majorée", mais, sous la seule hypothèse "Courbure de Ricci
minorée", tous les résultats précédents sont également faux (il est en effet
possible de faire converger une suite de tores plats dont la dimension devient
de plus en plus grande vers un bouquet dénombrable de cercles, qui n’admet
pas de revêtement universel et dont le groupe fondamental est de type infini).
Le théorème 1.7 a de nombreuses conséquences développées également dans
le chapitre 3 : si deux variétés de Mδ,H,D sont à distance inférieure à ε013 ,
il permet de comparer leur spectre des longueurs (voir le corollaire 3.60),
et leur volume (à condition de rajouter des hypothèses de courbure) (voir
la section "Comparaison des volumes"). Inversement, on montre que, pour
être ε013 -proche (au sens de la distance de Gromov-Hausdorff) d’une variété
(X, g0) de grande entropie, une variété (Y, g) doit avoir beaucoup de courbure
négative (voir la proposition 3.63). Ce théorème permet également d’établir
que, si l’on rajoute aux bornes géométriques qui définissent les variétés de
Mδ,H,D une hypothèse de "volume majoré", on obtient une famille qui est
d’adhérence compacte dans Mδ,H,D (voir le corollaire 3.74).
Dans le chapitre 4, nous nous intéressons à la croissance des mesures des
boules sur des espaces de longueur mesurés non compacts. Nous établissons
des estimations du type "estimations de Bishop-Gromov" sur le rapport entre
la mesure d’une boule de grand rayon et la mesure d’une boule de petit rayon,
sans imposer de contraintes sur la courbure (nous ne faisons intervenir que
Présentation des résultats 17
l’entropie de la variété). Associées aux résultats du chapitre 3, elles donnent
en particulier le
Théorème 1.9.
Fixons trois réels strictement positifs arbitraires δ, H et D et posons
ε0 =
δ
(4 + δ)H
e−2(
4+δ
δ
)HD
Fixons arbitrairement un réel ε strictement positif tel que ε < ε013 et un réel
α > 0.
Soit (X, dX ) un espace de longueur compact (connexe) quelconque qui appar-
tient à Mδ,H,D et soit (Y, gY ) n’importe quelle variété riemannienne compacte
de Mδ,H,D telle que la distance de Gromov-Hausdorff entre (X, dX ) et (Y, gY )
est inférieure à ε.
Si l’on note (Y˜ , g
Y˜
) le revêtement universel de (Y, gY ), pour tout réel R supé-
rieur ou égal à 2α, on a
e
(
1− 3ε
ε0−3ε
)
Ent(X,dX )(R−2α) ≤
sup
y˜∈Y˜
V ol(B(y˜, R))
inf
y˜∈Y˜
V ol(B(y˜, α))
≤
 supy˜∈Y˜ V ol(B(y˜, 4α))
inf
y˜∈Y˜
V ol(B(y˜, α))

E[ R2α ]
Deuxième partie (chapitre 5)
Une autre approche de la précompacité sur la famille des espaces mé-
triques compacts, amorcée dans [BBG1] puis développée dans [KK1], [KK2]
et [Ka], fait intervenir le noyau de la chaleur. L’idée générale consiste à plon-
ger chaque variété riemannienne compacte dans un espace de Hilbert ou de
Banach en construisant le plongement p à l’aide du noyau de la chaleur. On
définit alors ("grosso-modo") la distance spectrale entre deux variétés com-
pactes (X, dX) et (Y, dY ) comme la distance de Hausdorff, dans l’espace de
Hilbert ou de Banach, entre leurs images par p (des rappels sur cette notion
sont disponibles dans l’annexe F).
Si (M, g) est une variété riemannienne compacte, notons
kM (., ., .) : R
+
∗ ×M ×M −→ R+
le noyau de l’opérateur de la chaleur, c’est à dire que, pour tout point x de
M , kM (., x, .) est l’unique solution de l’équation
(∗)
{
∆u(., .) + ∂∂tu(., .) = 0
lim
t→0+
u(t, .)dvg = δx(.),
où la condition initiale doit être vérifiée au sens de la convergence faible des
mesures.
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A. Kasué et H. Kumura ont alors montré le
Théorème 1.10.
Fixons arbitrairement un réel α > 0 et une constante C > 0.
Soit F une famille de classes d’isométries de variétés riemanniennes telle
que, pour toute variété (M, g) de F , pour tout point x de M et pour tout
t ∈ ]0, 1],
V ol(M, g) kM (t, x, x) ≤ C
tα
Alors, la famille F est précompacte pour la distance spectrale ainsi que pour
la distance de Gromov-Hausdorff.
Ils donnent de plus une description très précise du compactifié de F pour
la distance spectrale (voir l’annexe F, théorèmes F.3, F.4 et F.6).
Nous nous sommes intéressés, dans le chapitre 5, à la majoration du noyau
de la chaleur sur la famille Mδ,H,D, dont une des applications sera d’obtenir
un résultat de précompacité. Il nous a donc fallu établir une majoration
qui soit universelle (i.e. uniforme sur la famille des variétés riemanniennes
considérées).
La raison pour laquelle une majoration du noyau de l’opérateur de la
chaleur est difficile à obtenir peut se comprendre comme suit : pour établir
une majoration du noyau de la chaleur par une fonction de la distance à
l’aide du principe du maximum, il est nécessaire de majorer le laplacien de
la fonction distance et, en particulier, sa partie singulière qui est une mesure
positive supportée par le cut-locus du point source ; sa majoration nécessite
trop d’informations sur la géométrie particulière de la variété. Nous contour-
nons ici cette difficulté en travaillant sur le revêtement universel riemannien
de la variété (M, g), où il devient raisonnable de supposer que le cut-locus
du point source x n’est pas trop proche de x (il est même vide en courbure
négative ou nulle). En courbure négative ou nulle, il est alors classique que
kM (t, x, y) ≤ 1
(4pit)m/2
∑
γ∈Γ
e
−d2
M˜
(x˜,γ.y˜)
où m est la dimension de M et où Γ est le groupe des automorphismes du
revêtement universel et x˜ et y˜ sont des antécédents fixés respectifs de x et y
(voir [Bo], pour une preuve dans un cadre bien plus général).
Comme dans la première partie, il nous faut comprendre la structure algé-
brique du groupe des automorphismes du revêtement universel de M ainsi
que la manière dont il déplace les points. En particulier, il faut contrôler,
de manière uniforme, le nombre et la disposition des éléments de Γ qui dé-
placent peu les points (ce qui est rendu possible grâce à la version du lemme
de Margulis de [BCG1]) ainsi que le nombre de grands lacets (ce que nous
faisons grâce aux estimations de type Bishop du chapitre 4). Nous obtenons
ainsi, dans les théorèmes 5.8 et 5.13, une majoration de kM (t, x, y) valable en
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tout temps, optimale en temps petit mais qui fait intervenir, en plus des in-
variants m, δ, H et D considérés ci-dessus, un majorant du nombre Nx(3D)
de classes d’homotopie de lacets non homotopes à zéro et de longueur infé-
rieure à 3D. En associant cette majoration aux résultats d’approximation de
Gromov-Hausdorff du chapitre 3, nous obtenons le
Théorème 1.11.
Fixons trois réels strictement positifs δ, H et D et un entier m et notons
ε0 =
δ
(4 + δ)H
e−2
(4+δ)
δ
HD et ε1 =
δLog2
(4 + δ)H
.
Notons M0m,δ,H,D l’ensemble des classes d’isométries des variétés rieman-
niennes compactes de dimension m dont la courbure sectionnelle est néga-
tive ou nulle, dont l’entropie est majorée par H, dont le diamètre est majoré
par D et dont le groupe fondamental est δ-non-abélien et de centre réduit à
zéro.
Pour toute variété fixée (M0, g0) de M0m,δ,H,D, posons
A = sup
x∈M0
Nx(4D + ε0) ≤ inf
x∈M0
Nx(5D + ε0)
Considérons la boule B deM0m,δ,H,D de centre (M0, g0) et de rayon ε013 , c’est-
à-dire l’ensemble des des classes d’isométries des variétés de M0m,δ,H,D qui
sont à distance de Gromov-Hausdorff de (M0, g0) inférieure à
ε0
13 .
Si (M, g) est une variété riemannienne quelconque de B et si x est un point
quelconque de M , alors, pour tout t ∈ R+∗ ,
kM (t, x, x) ≤ 1
(4pit)m/2
[
1 + 2
+∞∑
n=1
e−n
2ε20/4t
]
+
A− 1
(4pit)m/2
[
e−ε
2
1/4t +
+∞∑
n=1
An−1e−n
2D2/4t
]
On déduit de cette majoration uniforme et du théorème 2.3 de [KK1] le
théorème de précompacité suivant
Corollaire 1.12.
Fixons quatre réels strictement positifs δ, H, D et V et un entier m.
Notons M0m,δ,H,D,V la famille des classes d’isométries des variétés rieman-
niennes compactes de dimension m qui appartiennent à M0m,δ,H,D et dont
le volume est majoré par V .
La famille M0m,δ,H,D,V est précompacte pour la distance spectrale.
Remarquons que G. Besson, G. Courtois et S. Gallot ont déjà obtenu
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la précompacité de cette famille de variétés pour la distance de Gromov-
Hausdorff avec des hypothèses plus faibles, puisqu’ils remplacent l’hypothèse
"courbure sectionnelle négative ou nulle" par l’hypothèse plus faible "minora-
tion du rayon de contractibilité du revêtement universel" (voir [BCG1], pro-
position 4.1). Cependant, la précompacité pour la distance spectrale donne
plus d’informations sur l’espace-limite. En particulier, on obtient des résul-
tats sur la convergence du spectre, sur l’existence d’un noyau de la chaleur
sur l’espace de longueur limite ... (voir l’annexe F)
1.2 Outils
Dans cette partie, qui ne contient pas de résultats originaux, nous rap-
pelons et illustrons rapidement les définitions et premières propriétés des
objets utilisés dans cette thèse. Un rappel plus académique de ces notions
est disponible en annexe, où nous justifions en particulier les choix que nous
avons faits quand les définitions ne sont pas les définitions classiques.
1.2.1 Espaces de longueur
Intuitivement, un espace de longueur est un espace métrique connexe
dont la distance entre deux points est l’infimum des longueurs des courbes
qui relient ces deux points. Pour définir un espace de longueur il faut donc
se donner une famille de courbes sur cet espace et un moyen de mesurer leur
longueur.
Définitions
Considérons un espace X muni d’une distance d et connexe par arcs
et l’ensemble des courbes continues sur X pour la topologie induite par la
distance d. Nous définissons la longueur d’une courbe de la manière suivante :
Définition 1.13.
Soit X un espace topologique muni d’une distance d et connexe par arcs. Soit
γ : [a, b] −→ X un chemin continu sur X. Considérons une partition P de
[a, b], c’est-à-dire une collection finie de points {y0..yN} tels que a = y0 ≤
y1 ≤ ... ≤ yN = b. Alors, le supremum (sur l’ensemble des partitions de
[a, b]) des sommes
N−1∑
i=0
d(γ(yi), γ(yi+1)) est appelé longueur de γ par rapport
à la distance d et est notée Ld(γ). Un chemin est dit rectifiable si sa longueur
est finie.
Considérons à présent l’ensemble R des courbes (paramétrées par un in-
tervalle fermé de R) continues (pour la topologie induite par d) et définissons
d`(x, y) = inf{Ld(γ)/ γ : [a, b] −→ X ∈ R telle que γ(a) = x et γ(b) = y}
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L’application d` vérifie toutes les conditions pour être une distance, à l’ex-
ception (éventuelle) du fait qu’elle peut prendre la valeur +∞. On a évi-
demment d` ≥ d, mais, en général, d` et d ne coïncident pas (voir l’exemple
1.18). Posons alors la définition :
Définition 1.14.
Nous dirons qu’un espace métrique (X, d) connexe par arcs est un espace de
longueur si d` et d coïncident.
Remarque 1.15.
Si (X, d) n’est pas un espace de longueur, l’application d` construite à partir
de d est une distance qui confère à X une structure d’espace de longueur car
la distance d``, construite à partir de d` en utilisant le procédé décrit dans la
définition 1.14, coïncide avec d`. Par conséquent, la distance de longueur d`
est canonique dans le sens où l’on n’obtient pas d’autre distance de longueur
en itérant le processus.
Avant de montrer la remarque, nous vérifions le lemme suivant
Lemme 1.16.
Toute courbe γ d-continue telle que Ld(γ) < +∞ est d`-continue.
Preuve du lemme 1.16.
Prouvons la continuité à droite en tout point t0 ∈ [a, b], la continuité à gauche
se faisant de la même manière.
Il nous suffit de montrer que, si tn −→ t0 de manière décroissante, alors
Ld(γ|[t0,tn]) tend vers zéro. Or, si ln = Ld(γ|[t0,tn]), la suite (ln)n∈N∗ est une
suite décroissante de nombres réels positifs finis donc elle admet une limite
α ≥ 0.
Pour tout ε > 0, puisque Ld(γ) est supposée finie, il existe une subdivision
de [t0, b]
t0 = s0 < s1 < s2 < ... < sN = b
telle que
Ld(γ|[t0,b]) <
N−1∑
i=0
d(γ(si), γ(si+1)) +
ε
2
Si N est suffisamment grand, on a, pour tout n ≥ N , t0 < tn < s1 et donc
l’additivité de la longueur et l’inégalité triangulaire donnent
Ld(γ|[t0,tn]) + Ld(γ|[tn,b]) = Ld(γ|[t0,b])
< d(γ(t0), γ(tn)) + d(γ(tn), γ(s1))
+
N−1∑
i=1
d(γ(si), γ(si+1)) +
ε
2
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Comme
Ld(γ|[tn,b]) ≥ d(γ(tn), γ(s1)) +
N−1∑
i=1
d(γ(si), γ(si+1))
on a nécessairement
Ld(γ|[t0,tn]) < d(γ(t0), γ(tn)) +
ε
2
Finalement, si n est suffisamment grand, la d-continuité de γ implique que
Ld(γ|[t0,tn]) < ε
et, comme d`(γ(t0), γ(tn)) ≤ Ld(γ|[t0,tn]), il en découle que d`(γ(t0), γ(tn))
tend vers zéro quand n tend vers +∞, ce qui achève la preuve du lemme
1.16.
Preuve de la remarque 1.15.
Fixons un espace métrique (X, d) connexe par arcs et itérons le procédé
décrit ci-dessus : on construit la distance d`` à partir de la distance d`. Nous
allons montrer que d`` = d`, donc que d` est une distance de longueur.
Il est clair que d`` ≥ d`.
Pour prouver l’inégalité opposée, on peut se restreindre aux paires de points
(x, y) telles que d`(x, y) < +∞. Commençons par montrer que, pour toute
courbe d`-continue γ, Ld`(γ) ≤ Ld(γ). Considérons donc une courbe d`-
continue γ : [a, b] −→ X et une subdivision quelconque a = y0 ≤ y1 ≤ ... ≤
yN = b de [a, b]. Alors, par définition de d`,
d`(γ(yi), γ(yi+1)) ≤ Ld(γ|[yi,yi+1])
Ainsi,
N−1∑
i=0
d`(γ(yi), γ(yi+1)) ≤
N−1∑
i=0
Ld(γ|[yi,yi+1])
Or Ld est une longueur donc
N−1∑
i=0
Ld(γ|[yi,yi+1]) = Ld(γ). Comme la sub-
division fixée est quelconque, en prenant le supremum sur l’ensemble des
subdivisions de [a, b], on obtient finalement, pour toute courbe d`-continue
joignant x et y,
Ld`(γ) ≤ Ld(γ)
Or, d’après le lemme 1.16, si une courbe γ est continue et de longueur finie
pour d, elle est continue pour la distance d`, ce qui implique que
inf{Ld`(γ) / γ est d`-continue} ≤ inf{Ld(γ) / γ est d-continue et Ld(γ) < +∞}
Finalement, d`` ≤ d` ce qui termine la preuve.
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Exemples d’espaces de longueur
Exemple 1.17.
Si X est une sous-variété de Rn, la distance de longueur induite sur X par
la distance euclidienne de Rn coïncide avec la distance associée à la métrique
riemannienne g induite sur X par restriction du produit scalaire euclidien.
Remarquons que, dans un cadre plus général, si X est un sous-ensemble
de Rn, la distance dRn restreinte à X et la distance de longueur sur X
construite à partir de dRn peuvent ne pas définir la même topologie sur X.
Nous décrivons ci-dessous un exemple qui met en relief ce phénomène (dans
le cas d’un sous-ensemble de R2).
Exemple 1.18. Un sous-ensemble X de R2 compact pour la topologie induite
par la distance canonique de R2 et non compact (et même non borné) pour
la distance de longueur induite par la distance canonique de R2 :
O
X
c
Fig. 1.2 – Espace de longueur non compact
Construction de l’exemple 1.18. (voir figure 1.2)
Considérons le sous-ensemble de R2 défini par
X0 = {(x, y) ∈ R2 / 0 ≤ x ≤ 1 et |y| ≤ x}
Notons, pour tout p ∈ N∗
Cp = {(x, y) ∈ X0 / 1
2p
− 1
16p4
< x <
1
2p
+
1
16p4
et y <
1
4p
}
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et
Dp = {(x, y) ∈ X0 / 1
2p+ 1
− 1
16p4
< x <
1
2p+ 1
+
1
16p4
et y > − 1
4p
}
L’espace X = X0 \
[⋃
p∈N∗(Cp ∪Dp)
]
possède les propriétés requises. En
effet, (X, dR2) est compact comme sous-ensemble fermé et borné de R
2. En
revanche, (X, dX ) (où dX est la distance de longueur induite par dR2) n’est
plus borné : soit en effet
An = {(x, y) ∈ X /x = 1
n
}
Alors
An =

{ 1n} × [ 14p , 12p ] si n = 2p
{ 1n} × [− 12p+1 ,− 14p ] si n = 2p+ 1
Fixons un point p = (x, y) (p 6= (0, 0)) de X et une courbe continue
quelconque c reliant p et O = (0, 0) dans X. La courbe c rencontre alors An
(si n > 1x) en un point c(tn) = (x(tn), y(tn)). On a alors
d(c(tn), c(tn+1)) ≥ |y(tn)− y(tn+1)| ≥ 1
n
Comme long(c) ≥
∑
n∈N
d(c(tn), c(tn+1)), la longueur de c est infinie. Comme
ceci est vrai pour toute courbe continue (pour la distance dR2) de X reliant
p et O, la distance de longueur induite par dR2 entre O et n’importe quel
point de X est infinie et l’espace de longueur (X, dX ) n’est pas borné.
Exemple 1.19. (exemple classique)
Soit G un groupe de type fini, dont un système symétrique de générateurs
est noté S. Notons C(G,S) le graphe de Cayley du groupe G relativement
au système symétrique de générateurs S. Les sommets de ce graphe sont les
éléments de G et deux éléments γ et γ ′ de G sont reliés par une arête si
et seulement si γ−1.γ′ (ou, ce qui est équivalent, (γ ′)−1.γ) appartient à S.
Comme tout chemin fini dans C(G,S) est une suite finie d’éléments de S,
toute application l : S −→ R+ (telle que l(s) = l(s−1)) définit une notion
de longueur de ce chemin en posant que toute arête [γ, γ.s] du graphe a pour
longueur l(s). Cette notion de longueur permet de construire sur C(G,S) une
distance de longueur d`. Remarquons que, si s est un élément de S et si g
est un élément de G, la distance d`(g, g.s) n’est pas nécessairement égale à
l(s) (il suffit en effet de considérer un cycle dont une des arêtes est grande
par rapport à la somme des longueurs des autres arêtes).
Outils 25
Ce dernier exemple ne semble pas découler du processus décrit dans la
définition 1, puisqu’on ne part pas d’une distance d pré-établie sur C(G,S).
Remarquons cependant que, une fois que l(s) est fixé pour tout s ∈ S,
chaque arête [g, g.s] de C(G,S) est paramétrée par l’intervalle réel [0, l(s)] et
peut être munie de la distance induite par cette paramétrisation, que nous
noterons d. En utilisant des subdivisions y1, ..., yn qui respectent les arêtes
(i.e. telles que, pour tout i, la portion de la courbe γ comprise entre γ(yi) et
γ(yi+1) soit entièrement incluse dans la même arête), on vérifie que la notion
de longueur d’une courbe γ du graphe C(G,S) définie dans l’exemple 1.19
correspond bien à
N−1∑
i=0
d(γ(yi), γ(yi+1)).
Un cas qui nous intéressera particulièrement est celui où le groupe G agit
(proprement discontinûment, sans point fixe) par isométries sur une variété
riemannienne (X, g). L’arête [e, s] peut être représentée par une géodésique
minimisante cs joignant x0 à s.x0 ; l’arête [g, gs] est alors représentée par la
géodésique g ◦ cs et l’arête [e, s−1] par s−1 ◦ cs parcourue en sens inverse.
On définit alors la distance d comme la restriction de la distance rieman-
nienne dg au graphe ainsi plongé ; en particulier, d(γ, γ
′) = dg(γ.x0, γ′.x0).
Toutes les arêtes [g, g.s] ont alors même longueur que [e, s] et [e, s−1] (puisque
dg(g.x0, gs.x0) = dg(x0, s.x0) = dg(s
−1.x0, x0)). En partant de la distance d
ainsi définie, le processus décrit dans la définition 1.13 définit une distance
de longueur d`. Cette distance est identique à la distance de longueur définie
dans l’exemple 1.19, à condition de définir l(s) comme d(x0, s.x0).
Hypothèses générales fixées sur les espaces de longueur
Dans un cadre général, une distance de longueur, même construite à par-
tir d’une métrique finie, n’est pas finie (en particulier, si X n’est pas connexe
par arcs, aucune distance de longueur n’est finie - voir aussi l’exemple 1.18
ci-dessus).
Dans toute la suite de cette thèse, nous ne considèrerons que
des espaces connexes par arcs, munis d’une distance de longueur
finie. De plus, nous supposerons toujours que la distance entre
deux points est réalisée par la longueur d’au moins une courbe
(appelée géodésique minimisante) qui joint ces deux points.
Notons que cette dernière hypothèse est toujours vérifiée sur les espaces
compacts (pour la topologie induite par la distance de longueur) ainsi que
sur les espaces complets et localement compacts (voir [Gr], page 9).
Lorsque nous travaillerons sur des espaces de longueur sur lesquels la distance
entre deux points n’est a priori pas réalisée par la longueur d’une courbe,
nous préciserons que nous travaillons avec des espaces de longueur au sens
faible .
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En outre, remarquons qu’un espace de longueur est nécessairement lo-
calement connexe par arcs. Cette propriété est particulièrement intéressante
lorsqu’on s’intéresse à l’existence de revêtements de X.
1.2.2 Revêtements de longueur réguliers
Un rappel sur les revêtements topologiques réguliers (ou galoisiens) est
disponible dans l’annexe B.
Dans cette thèse, nous nous intéressons à des revêtements d’espaces de
longueur qui sont de plus des isométries locales (ce qui est en particulier
le cas des revêtements riemanniens d’une variété riemannienne). Il est na-
turel de se demander si de tels revêtements existent. Or, si (X, dX ) est un
espace de longueur et si p : Y −→ X est un revêtement topologique régu-
lier (ou galoisien ; voir la définition B.5 de l’annexe B), il existe une et une
seule distance de longueur dY sur Y (invariante par l’action du groupe des
automorphismes du revêtement p : Y −→ X) telle que p soit une isomé-
trie locale entre (X, dX ) et (Y, dY ) (voir la proposition B.9 de l’annexe B).
Nous dirons alors que p : (Y, dY ) −→ (X, dX) est un revêtement de longueur
régulier. Son groupe de transformations de revêtement agit alors par iso-
métrie (librement et de manière totalement discontinue). Réciproquement,
si Γ est un groupe d’isométries d’un espace de longueur (Y, dY ) qui agit li-
brement et de manière totalement discontinue sur Y , posons X = Y/Γ ; il
existe alors sur X une distance de longueur (notée dX) qui fait de la pro-
jection p : (Y, dY ) −→ (Y/Γ, dY/Γ) un revêtement de longueur régulier dont
le groupe de transformations est isomorphe à Γ (voir la proposition B.9 de
l’annexe B).
Si (X, dX ) est un espace de longueur semi-localement simplement connexe
(voir la définition B.13 de l’annexe B), pour tout sous-groupe normal Γ
du groupe fondamental de X, il existe un revêtement de longueur régulier
p : (Y, dY ) −→ (X, dX ) dont le groupe des automorphismes de revêtement
est pi1(X,x)/Γ (voir [Sp] p.82 et [Go], théorème IX.4.5 p.136). De plus, dans
ce cas, il existe un revêtement de longueur régulier simplement connexe de X
(voir [Go], théorème IX.5.3 p.137). Ce revêtement (qui est unique à équiva-
lence de revêtement près) est particulièrement intéressant pour les deux rai-
sons suivantes : le groupe fondamental de X et le groupe des transformations
de revêtement sont dans ce cas isomorphes et, par ailleurs, ce revêtement est
le plus grand revêtement de X dans le sens où c’est un revêtement de tous
les revêtements de X (voir l’annexe B pour plus de précisions).
Remarquons toutefois que, si le revêtement simplement connexe (quand il
existe) est automatiquement le plus grand revêtement de X, le plus grand re-
vêtement deX (quand il existe) n’est pas nécessairement simplement connexe
(voir par exemple [Sp], exemple 18, p. 84). Dans ce cas, le groupe des auto-
morphismes du revêtement universel n’est pas isomorphe au groupe fonda-
mental de X.
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Nous appellerons revêtement universel de X le plus grand revê-
tement de X quand il existe. Plus précisément, nous posons la
Définition 1.20. (voir [Sp], p.80)
L’application p : Y −→ X est un revêtement universel de X si pour tout
autre revêtement p′ : Y ′ −→ X il existe un revêtement p” : Y −→ Y ′ tel
que p = p′ ◦ p”.
Un tel revêtement est unique (à équivalence de revêtement près).
(nous attirons l’attention du lecteur sur le fait que ce n’est pas toujours
la définition choisie dans la littérature où l’on définit souvent le revêtement
universel comme le revêtement simplement connexe).
Cependant, même avec cette définition, un espace connexe par arcs et
localement connexe par arcs n’admet pas toujours de revêtement universel
(voir par exemple [Sp], ex. 16 et 17 p 84). Dans le cadre des espaces de lon-
gueur, C. Sormani et G. Wei ont établi une condition nécessaire et suffisante
pour assurer l’existence d’un revêtement universel :
Théorème 1.21. ([SW], théorème 3.7)
Un espace de longueur compact (X, d) (qui n’est pas supposé semi-localement
simplement connexe) admet un revêtement universel si et seulement si il
existe un réel strictement positif α0 (dépendant de X) tel que, pour tout α
strictement inférieur à α0, on ait l’égalité X
α = Xα0 , où pα : X
α −→ X
désigne le α-revêtement de X (voir la construction de ces revêtements dans
le paragraphe qui précède la proposition B.16). Dans ce cas, le revêtement
universel de X est Xα0 .
1.2.3 Distances sur les classes d’isométrie d’espaces métriques
Distance de Gromov-Hausdorff
La distance de Gromov-Hausdorff est, à l’origine, une généralisation de
la distance de Hausdorff entre deux sous-ensembles compacts d’un espace
métrique (X, dX), munis de la métrique induite par dX . Le but recherché était
de construire une distance entre deux classes d’isométrie d’espaces métriques
compacts abstraits. La définition originale de cette distance se trouve dans
l’annexe C (voir la définition C.1). Nous avons préféré appeler distance de
Gromov-Hausorff l’écart d′GH défini dans la définition 1.23, qui n’est pas tout
à fait une distance sur les classes d’isométries d’espaces métriques compacts
mais qui définit la même topologie que la distance de Gromov-Hausdorff et
qui s’avère être plus maniable dans les problèmes que nous nous proposons
de résoudre.
28 CHAPITRE 1.-Introduction
Définition 1.22.
Soit ε un réel strictement positif.
Une application f : (X, dX ) −→ (Y, dY ) (qui n’est pas nécessairement conti-
nue) est une ε-approximation de Hausdorff si elle vérifie, pour tous les points
x et x′ de X,
|dX(x, x′)− dY (f(x), f(x′))| < ε
et si f(X) est un ε-réseau de Y (c’est-à-dire que, pour tout point y de Y , il
existe un point x de X tel que dY (y, f(x)) < ε).
Définition 1.23.
Soient (X, dX) et (Y, dY ) deux espaces métriques compacts. Nous définissons
l’écart d′GH((X, dX ), (Y, dY )) par l’infimum des réels ε > 0 tels qu’il existe
simultanément deux ε-approximations
f : (X, dX ) −→ (Y, dY )
et
g : (Y, dY ) −→ (X, dX )
qui vérifient les deux conditions suivantes :
(i) pour tout point x de X, dX(g ◦ f(x), x) < ε
(ii) pour tout point y de Y , dY (f ◦ g(y), y) < ε
Nous attirons l’attention du lecteur sur le fait qu’a posteriori la distance
de Gromov-Hausdorff ne prolonge pas vraiment la distance de Hausdorff
(voir l’exemple 1.26).
Remarque 1.24. L’existence d’une ε-approximation f : (X, dX ) −→ (Y, dY )
entraîne automatiquement l’existence d’une 3ε-approximation g : (Y, dY ) −→
(X, dX ) telle que :
• dX(g ◦ f(x), x) < ε pour tout x ∈ X
• dY (f ◦ g(y), y) < ε pour tout y ∈ Y
Cette remarque est prouvée dans l’annexe C, remarque C.5.
Notons que l’application d′GH n’est pas exactement une distance sur les
classes d’isométries d’espaces métriques compacts puisqu’elle ne vérifie pas
l’inégalité triangulaire. Cependant, elle vérifie l’inégalité
d′GH((X, dX ), (Z, dZ )) ≤ 2
[
d′GH((X, dX ), (Y, dY )) + d
′
GH((Y, dY ), (Z, dZ ))
]
et elle définit la même topologie que la distance de Gromov-Hausdorff. En
effet, on a le théorème suivant :
Théorème 1.25. ([BBI], adaptation du corollaire 7.3.28)
Soient (X, dX ) et (Y, dY ) deux espaces métriques compacts.
(i) Si dGH((X, dX ), (Y, dY )) < ε, alors d
′
GH((X, dX ), (Y, dY )) < 2ε.
(ii) Si d′GH((X, dX ), (Y, dY )) < ε, alors dGH((X, dX ), (Y, dY )) < 2ε.
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Par abus de langage, si rien d’autre n’est précisé, nous appellerons
distance de Gromov-Hausdorff (et nous noterons dGH) l’applica-
tion d′GH définie dans la définition 1.23 sur les couples d’espaces
métriques compacts. Nous insistons sur le fait qu’elle ne vérifie
l’inégalité triangulaire qu’à un facteur 2 près.
Si nous voulons faire référence à l’autre définition, nous préciserons qu’il
s’agit de la distance de Gromov-Hausdorff classique.
Distance de Hausdorff et distance de Gromov-Hausdorff
La définition classique de la distance de Gromov-Hausdorff (voir dans
l’annexe C) définit celle-ci comme l’infimum des distances de Hausdorff des
images de X et de Y dans un espace métrique (Z, dZ) par des plongements
isométriques iX et iY , ce qui signifie que iX et iY préservent les distances.
Dans ce sens, l’inclusion d’une sous-variété riemannienne de Rn dans Rn
n’est pas "isométrique", ce que souligne l’exemple suivant :
ε
Fig. 1.3 – Exemple 1.26
Exemple 1.26. Soit X1 le cercle de centre (0, 0) et de rayon 1 et X2 une
courbe qui oscille beaucoup autour de X1 (avec des oscillations de taille infé-
rieure à ε). La distance de Hausdorff dH((X1, dR2), (X2, dR2)) est inférieure
à ε.
Par ailleurs, le diamètre de l’espace de longueur (X2, dX2) peut être rendu
arbitrairement grand (en augmentant le nombre d’oscillations). Comme
dGH((X1, dX1), (X2, dX2)) ≥
1
2
|diam(X2, dX2)− diam(X1, dX1)|
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(voir par exemple [BBI], p.255), la distance de Gromov-Hausdorff classique
dGH((X1, dX1), (X2, dX2)) peut être rendue arbitrairement grande (et, par
conséquent, d′GH aussi).
Deux sous-variétés X et Y de Rn peuvent donc être à distance de Haus-
dorff petite dans Rn (en tant que sous-espaces de Rn) tandis que, si dX et
dY désignent les distances riemanniennes de X et Y , la distance de Gromov-
Hausdorff dGH((X, dX ), (Y, dY )) est grande.
En fait, si l’on munit X et Y de la distance induite par celle de Rn (notée
ici dRn), on obtient bien que dGH((X, dRn), (Y, dRn)) est petite. Autrement
dit, le procédé décrit dans la définition 1.13 pour construire des distances
de longueur n’est pas stable pour la distance de Gromov-Hausdorff, dans le
sens où deux espaces métriques (X, d) et (Y, d′) peuvent être proches pour la
distance de Gromov-Hausdorff, tandis que les espaces de longueur (X, dX )
et (Y, dY ) (construits en utilisant le procédé décrit dans la définition 1.13)
sont très distants.
Exemples
Exemple 1.27. Une suite de variétés riemanniennes qui converge au sens de
la distance de Gromov-Hausdorff et telle que la limite soit un espace métrique
singulier :
Description de l’exemple 1.27.
Si (M, g) est une variété riemannienne compacte, et si (fn)n∈N est une suite
d’applications continues et strictement positives sur M qui converge unifor-
mément vers une fonction f positive ou nulle, la suite ((M,fng))n∈N converge
vers l’espace métrique (M/ ∼, d) pour la distance de Gromov-Hausdorff où
la relation d’équivalence ∼ et la distance d entre les classes d’équivalence
sont définies de la manière suivante :
• x ∼ y ⇔ limn→+∞ dn(x, y) = 0
et
• d est la distance induite par la pseudo-métrique fg sur M/ ∼.
(La preuve de ce résultat découle de l’exemple 7.4.4 p.260 de [BBI]).
Comme la distance de Gromov-Hausdorff est définie par un infimum, il
suffit d’exhiber une ε-approximation entre deux espaces pour montrer qu’ils
sont à distance de Gromov-Hausdorff inférieure à ε. En revanche, minorer
la distance de Gromov-Hausdorff entre deux espaces métriques compacts
peut s’avérer plus ardu. C’est pourtant nécessaire si l’on veut montrer, par
exemple, qu’une famille d’espaces métriques compacts n’est pas précompacte
pour la distance de Gromov-Hausdorff. Nous donnons donc ci-dessous un
exemple de suite non convergente pour la distance de Gromov-Hausdorff.
Exemple 1.28. Une suite non-convergente pour la distance de Gromov-
Hausdorff :
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Description de l’exemple 1.28.
Fixons une variété riemannienne compacte (X, g) de dimension m. Choi-
sissons n points x1,...,xn de cette variété et n nombres réels strictement
positifs r1,...,rn tels que les boules B(xi, ri) soient disjointes et tels que
chaque ri soit inférieur au rayon d’injectivité de (X, g) en xi. Pour chaque
n ∈ N∗, nous construisons la n-ième variété (Xn, gn) de la suite en recollant à
(X \ ∪i=1..nB(xi, ri)) n cylindres Ci = [0, 1+ εn]×∂B(xi, ri) (le recollement
étant obtenu en identifiant ∂B(xi, ri) avec le bord {0} × ∂B(xi, ri) de Ci),
munis de la métrique-produit
hi = (dr)
2 × g∂B(xi,ri)
où g∂B(xi,ri) est la métrique induite par g sur ∂B(xi, ri).
On recolle ensuite une variété riemannienne compacte quelconque (M ′i , g
′
i)
(privée d’une boule B ′(z′i, ε
′
i) telle que ε
′
i soit inférieure au rayon d’injectivité
de (M ′i , g
′
i) au point z
′
i) en identifiant (de manière classique) [1, 1 + εn] ×
∂B(xi, ri) avec B
′(z′i, 2ε
′
i)\B′(z′i, ε′i) de telle manière que {1+tεn}×∂B(xi, ri)
soit identifié avec ∂B ′(z′i, (1 + t)ε
′
i). On modifie alors la métrique hi sur
[1, 1+εn]×∂B(xi, ri) en la remplaçant par la métrique h˜i = (1−ϕ).hi +ϕ.g′i,
où ϕ est une fonction définie par ϕ(t, x) = ϕ˜(t) où ϕ˜ : [1, 1 + εn] −→ [0, 1]
est une fonction C∞ nulle au voisinage de 1 et qui vaut 1 au voisinage de
1 + εn. On définit la métrique gn en posant
gn =

g sur X \⋃i=1..nB(xi, ri)
hi sur [0, 1] × ∂B(xi, ri)
h˜i sur [1, 1 + εn]× ∂B(xi, ri)
g′i sur M
′
i \ B′(x′i, 2ε′i)
Alors la suite ((Xn, gn))n∈N∗ ne contient pas de sous-suite de Cauchy pour
la distance de Gromov-Hausdorff.
Preuve de l’exemple 1.28.
Sur chacune des variétés (Xn, gn) de la suite, fixons, pour chaque i ≤ n
un point yi appartenant au cercle {1} × ∂B(xi, ri) du cylindre Ci ; tout
chemin joignant deux points yi et yj (où i 6= j) doit alors rencontrer les
bords {0} × ∂B(xi, ri) et {0} × ∂B(xj , rj) des cylindres Ci et Cj et est, par
conséquent, de longueur supérieure à 2. En particulier, dès que i 6= j, on a
dn(yi, yj) ≥ 2
Si maintenant f est une 1-approximation de (Xn, gn) sur un espace métrique
(Y, d), ceci implique que
d(f(yi), f(yj)) > 1
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donc les boules sur (X, g) de rayon 12 centrées en les f(xi) sont disjointes.
Une telle approximation n’existe donc que si n ≤ N(Y, d), où N(Y, d) est
le nombre maximal de d-boules disjointes de rayon 12 que l’on peut inclure
dans Y (ce nombre est fini lorsque Y est une variété compacte et d provient
d’une métrique riemannienne complète).
Fixons à présent un entier n. Comme (Xn, gn) est une variété riemannienne
compacte, N(Xn, dgn) est un nombre fini et fixé. En appliquant ce qui précède
à la variété riemannienne (Xn, gn), on déduit que, pour tout k > N(Xn, dgn),
il n’existe aucune 1-approximation de (Xk, gk) sur (Xn, gn).
Finalement, pour tout k > N(Xn, dgn),
dGH((Xk, gk), (Xn, gn)) ≥ 1
En particulier, la suite ((Xn, gn))n∈N∗ ne contient pas de sous-suite de Cau-
chy pour la distance de Gromov-Hausdorff.
Distance spectrale
La distance spectrale est une distance sur l’ensemble des classes d’isométrie
de variétés riemanniennes compactes. Une première distance spectrale a été
introduite par P. Bérard, G. Besson et S. Gallot dans [BBG] ; nous présentons
ici celle définie par A. Kasué et H. Kumura dans [KK1], construite suivant le
même principe que celle de [BBG]. L’idée consiste à plonger chaque variété
riemannienne (M, g) compacte de volume 1 dans un même espace de Banach
grâce au noyau de l’opérateur de la chaleur. On définit alors "grosso-modo"
la distance spectrale entre deux variétés riemanniennes compactes (M, g) et
(N,h) comme la distance de Hausdorff entre leurs images par le plongement,
munies de la distance induite par la distance de l’espace de Banach (pour une
description plus précise de la relation entre ces deux distances, voir l’annexe
F).
De brefs rappels sur les résultats obtenus par A. Kasué et H. Kumura sur
certaines familles de variétés riemanniennes compactes munies de la distance
spectrale sont disponibles dans l’annexe F.
Définition 1.29.
Soient (M, g) et (N,h) deux variétés riemanniennes compactes et ε un réel
strictement positif.
Une application mesurable f : M −→ N est une ε-approximation spectrale
si elle satisfait
e−(t+1/t)|kM (t, x, x′)− kN (t, f(x), f(x′))| < ε
pour tout temps t > 0 et tous les points x et x′ de M .
Définition 1.30.
Soient (M, g) et (N,h) deux variétés riemanniennes compactes.
La distance spectrale entre (M, g) et (N,h) est l’infimum des réels ε > 0 tels
qu’il existe deux ε-approximations spectrales f : M −→ N et h : N −→M .
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Dans [KK1] et [KK2], A. Kasué et H. Kumura montrent qu’il suffit de
majorer uniformément le noyau de la chaleur pour établir qu’une famille de
variétés riemanniennes compactes est précompacte pour la distance spectrale
(un schéma de preuve de ce résultat est disponible dans l’annexe F) ainsi que
pour la distance de Gromov-Hausdorff. Ils donnent également une description
très détaillée du compactifié de ces familles pour la distance spectrale et
relient ce compactifié au compactifié de la famille considérée pour la distance
de Gromov-Hausdorff.
Topologie de Gromov équivariante
La distance de Gromov-Hausdorff est une distance sur la famille des
espaces métriques compacts. Elle a été généralisée pour donner une topolo-
gie sur la famille des espaces métriques non compacts, appelée topologie de
Gromov-Hausdorff pointée. Nous aurons besoin dans cette thèse d’une to-
pologie qui prenne également en compte l’action par isométrie d’un groupe
sur les espaces métriques non compacts considérés : c’est le rôle joué par la
topologie de Gromov-équivariante, définie, par exemple, dans [Fu2].
Définition 1.31.
Soient (X, dX , p) et (Y, dY , q) deux espaces métriques pointés (éventuelle-
ment non compacts, mais dont toutes les boules sont compactes). Soient G
et H deux groupes qui agissent par isométrie librement et proprement dis-
continûment sur X et Y respectivement. Une paire d’applications (f, ϕ) (où
f : X −→ Y est une application éventuellement non continue et ϕ est une
application de G dans H) est une ε-approximation équivariante si elle véri-
fie :
(i) f est une ε-approximation de Gromov-Hausdorff entre la boule B(p, 1ε )
de X et la boule B(q, 1ε ) de Y ,
(ii) Si x est un point de B(p, 1ε ), si g est un élément de G tel que g.x
appartienne également à B(p, 1ε ) et si les points f(x), f(g(x)) et ϕ(g)(f(x))
appartiennent à la boule B(q, 1ε ), alors,
dY (ϕ(g)(f(x)), f(g(x))) < ε
Définition 1.32.
Soient (X, dX , p) et (Y, dY , q) deux espaces métriques pointés (éventuelle-
ment non compacts, mais dont toutes les boules sont compactes). Soient G
et H deux groupes qui agissent par isométrie respectivement sur X et Y .
La distance de Gromov-équivariante entre ((X, dX ), p,G) et ((Y, dY ), q,H),
que nous noterons dGHe((X, dX ), p,G), ((Y, dY ), q,H)), est l’infimum des réels
ε > 0 tels qu’il existe une ε-approximation équivariante de
((X, dX ), p,G) sur ((Y, dY ), q,H) et de ((Y, dY ), q,H) sur ((X, dX ), p,G).
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Chapitre 2
L’entropie volumique
Nous commençons, dans ce chapitre, par définir l’entropie volumique sur
les espaces métriques mesurés non compacts (Y, d, µ) puis nous vérifions plu-
sieurs propriétés de cet invariant qui sont classiques dans le cadre des va-
riétés riemanniennes et qui se généralisent sans grande difficulté au cas des
espaces de longueur mesurés. S’il existe un groupe Γ qui agit par isométrie
de manière discontinue et cocompacte sur l’espace (Y, d), nous vérifions en
particulier que l’entropie volumique ne dépend pas de la mesure borélienne
choisie, pourvu qu’elle soit Γ-invariante. Cette propriété permet de définir
l’entropie volumique de tout espace de longueur compact qui admet un re-
vêtement universel. Nous donnons ensuite quelques propriétés (tout aussi
classiques dans le cas des variétés riemanniennes) de cette entropie.
Dans la dernière partie, nous étudions le comportement de cet invariant vis-
à-vis de variations locales de la métrique, qui permettent de vérifier que
l’entropie est bien moins sensible à ces variations que la courbure. En par-
ticulier, l’ensemble des variétés riemanniennes dont l’entropie volumique est
majorée par (n − 1)K0 est bien plus vaste que l’ensemble des variétés rie-
manniennes dont la courbure de Ricci est minorée par −(n− 1)K 20g. Ainsi,
on construit
(i) une suite de variétés riemanniennes de même dimension, toutes diffé-
rentes du point de vue topologique (et même homologique), dont l’entropie
est uniformément majorée, qui converge (au sens de la distance de Gromov-
Hausdorff) vers une variété riemannienne de même dimension, de topologie
encore différente de celle des variétés de la suite et qui ont pourtant toutes
leur entropie uniformément majorée. La même situation est impossible si
l’on suppose que la courbure de Ricci est minorée, puisqu’un théorème de J.
Cheeger et T. Colding assure alors la stabilité de la structure différentiable
(voir [CC1], théorème A.112).
(ii) une suite de variétés riemanniennes de même dimension, toutes dif-
féomorphes, dont l’entropie est uniformément majorée, dont le volume tend
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vers l’infini et qui convergent (au sens de la distance de Gromov-Hausdorff)
vers une variété riemannienne de même dimension, difféomorphe à toutes les
variétés de la suite. La même situation est impossible si l’on suppose que
la courbure de Ricci est minorée, puisqu’un théorème de T. Colding assure
alors la convergence du volume (voir [Co], théorème 0.1).
(iii) une suite de variétés riemanniennes de même dimension, toutes dif-
féomorphes, dont l’entropie et le diamètre sont uniformément majorés, mais
qui ne contient aucune sous-suite de Cauchy pour la distance de Gromov-
Hausdorff. Ceci signifie qu’une famille de variétés riemanniennes compactes
de même dimension, dont l’entropie et le diamètre sont uniformément ma-
jorés, n’est a priori pas précompacte pour la distance de Gromov-Hausdorff.
Rappelons cependant qu’une famille de variétés riemanniennes compactes
de même dimension, dont la courbure de Ricci est uniformément minorée et
dont le diamètre est uniformément majoré est précompacte pour la distance
de Gromov-Hausdorff (voir [Gr], théorème 5.3).
2.1 Définitions et premières propriétés
2.1.1 Cas non compact
Nous définissons dans un premier temps l’entropie volumique des espaces
métriques mesurés (Y, dY , µY ) non compacts et
nous supposerons dans ce cas et tout au long de cette thèse que µY est
une mesure borélienne non nulle, que l’espace Y est de masse totale infinie
et que tout compact K de Y est de mesure finie.
Nous ne supposons pas a priori que cette mesure est régulière (nous pouvons
en particulier choisir des mesures de comptage sur les orbites d’un groupe
discret agissant proprement discontinûment sur Y ).
Définition 2.1.
Soit (Y, dY , µY ) un tel espace métrique mesuré non compact et y un point de
Y . Nous définissons l’entropie volumique de (Y, dY , µY ) (au point y) par
Enty(Y, dY , µY ) = lim inf
R−→+∞
1
R
log µY (BdY (y,R))
L’entropie volumique mesure donc la croissance exponentielle asympto-
tique de la mesure des boules de grand rayon. Elle peut être nulle ou égale
à l’infini.
Fait 2.2.
Cette définition ne dépend pas du point y choisi.
Nous noterons donc Ent(Y, dY , µY ) l’entropie de (Y, dY , µY ).
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Preuve du fait 2.2.
Soit y′ un autre point de Y et (Rn)n∈N une suite de rayons tels que
Rn −→ +∞ quand n→ +∞ et tels que
Enty(Y, dY , µY ) = lim
n−→+∞
1
Rn
log µY (B(y,Rn))
Dès que Rn est supérieur à dY (y, y
′), on a l’inclusion B(y′, Rn−dY (y, y′)) ⊂
B(y,Rn). Alors, si ε est un réel strictement positif fixé, pour tout n suffi-
samment grand,
Enty(Y, dY , µY ) + ε ≥ log[µY (B(y,Rn))]
Rn
≥ Rn − dY (y, y
′)
Rn
log[µY (B(y
′, Rn − dY (y, y′)))]
Rn − dY (y, y′)
Ainsi, en passant à la limite inférieure, on obtient
Enty(Y, dY , µY ) + ε ≥ Enty′(Y, dY , µY )
Comme cette dernière inégalité est vraie pour tout ε > 0, on obtient
finalement que
Enty(Y, dY , µY ) ≥ Enty′(Y, dY , µY )
Puisque y et y′ sont quelconques, ceci montre aussi l’inégalité inverse.
Propriété 2.3.
Soit (Y, dY ) un espace métrique non compact.
S’il existe un sous-groupe Γ d’isométries de (Y, dY ) qui agit discontinûment
(c’est-à-dire que pour tout réel R > 0 et pour tout point y de Y , l’ensemble
{γ ∈ Γ/dY (y, γ.y) < R} est fini) et de manière cocompacte, alors l’en-
tropie ne dépend pas de la mesure borélienne µ choisie pourvu qu’elle soit
Γ-invariante, que µ(Y ) = +∞ et que l’adhérence d’au moins un domaine
fondamental soit de mesure finie. De plus, pour tous les points x et y de Y ,
on a
Ent(Y, dY , µY ) = lim inf
R−→+∞
1
R
log (# [B(y,R) ∩ Γ.x])
Remarquons que nous ne supposons pas que le groupe Γ agit librement :
il peut exister un élément γ de Γ et un point x de Y tels que γ.x = x.
Avant de démontrer la propriété 2.3, nous vérifions le
Fait 2.4.
Soit (Y, dY ) un espace métrique non compact et un point x quelconque de Y .
S’il existe un sous-groupe Γ d’isométries de (Y, dY ) qui agit discontinûment
et de manière cocompacte, la mesure µx =
∑
γ∈Γ
δγ.x est non nulle, de masse
totale infinie, finie sur tout compact et Γ-invariante.
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Preuve du fait 2.4.
Soit Γ un sous-groupe d’isométries de (Y, dY ) qui agit discontinûment et de
manière cocompacte sur Y .
• Par définition, pour tout élément g de Γ, si f est une fonction continue à
support compact, on a
< g∗µx, f >=< µx, f ◦ g >
Ainsi,
< g∗µx, f > =
∑
γ∈Γ
f ◦ g[γ.x]
=
∑
γ′∈Γ
f ◦ γ′(x)
= < µx, f >
Finalement, g∗µx = µx et la mesure µx est Γ-invariante.
• Remarquons que µx(Y ) = #Γ = +∞ car un groupe d’isométries d’un
espace de longueur non compact qui agit de manière cocompacte est infini.
La mesure µx est donc de masse totale infinie.
• Soit K un compact de Y . Soit R un réel strictement positif tel que le
compact K soit inclus dans la boule B(x,R). Comme le groupe Γ agit dis-
continûment, l’ensemble {γ ∈ Γ/dY (x, γ.x) < R} est fini donc µx(B(x,R))
est finie. Il en est alors de même pour le compact K qui est inclus dans
B(x,R).
Preuve de la propriété 2.3. Fixons une mesure
borélienne µY sur Y qui est Γ-invariante. Considérons à présent un domaine
fondamental compact K pour l’action de Γ sur Y (c’est-à-dire un compact
K tel que
⋃
γ∈Γ
γ(K) = Y ) tel que µY (K) < +∞. Alors, pour tout x ∈ K,
µY (B(x,R)) ≤ µY
 ⋃
γ ∈ Γ
dY (x, γ.x) ≤ R + diam(K)
γ.K

≤
∑
γ ∈ Γ
dY (x, γ.x) ≤ R + diam(K)
µY (γ.K)
≤ µY (K).µx[B(x,R+ diam(K))]
Il en découle que, si R est un réel strictement positif,
1
R
log(µY (B(x,R))) ≤ 1
R
log(µY (K))+
R+ diam(K)
R
log[µx(B(x,R + diam(K)))]
R+ diam(K)
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En passant à la limite inférieure d’abord à droite puis à gauche, on obtient
bien, lorsque µY (K) < +∞,
Ent(Y, dY , µY ) ≤ Ent(Y, dY , µx)
Par ailleurs, µY (K) > 0. En effet, si µY (K) était nulle, comme
µY (B(x,R)) ≤ µY (K).#{γ ∈ Γ/dY (x, γ.x) ≤ R+ diam(K)},
on aurait µY (B(x,R)) = 0 pour tout rayon R. De plus, Y = ∪n∈NB(x, n),
où la réunion est croissante. On ne pourrait donc pas avoir µY (Y ) = +∞.
De plus, pour tout ε > 0, il existe un recouvrement fini de K par des boules
de rayon ε, ce qui entraîne l’existence d’un point x0 tel que µY (B(x0, ε)) > 0.
Notons Hx0 le stabilisateur du point x0. Comme #{γ ∈ Γ/dY (x0, γ.x0) ≤ 1}
est fini, il en est de même pour #Hx0 et {dY (x0, γ.x0)/γ ∈ Γ − Hx0} est
minoré par un certain ε′ > 0. Alors, si l’intersection B(γ.x0, ε
′
2 )
⋂
B(γ′.x0, ε
′
2 )
est non vide, on a nécessairement
dY (x0, γ
−1.γ′.x0) < ε′
donc γ−1.γ′ appartient à Hx0 donc γ′.x0 = γ.x0. Par conséquent, l’intersec-
tion B(x, ε
′
2 )∩B(x′, ε
′
2 ) est vide si x et x
′ sont deux points distincts de Γ.x0.
Ainsi, en posant ε = ε
′
2 , nous obtenons, pour tout R > 0
µx0(B(x0, R)) = #{γ ∈ Γ/dY (x0, γ.x0) < R}
=
1
µY (B(x0, ε))
∑
γ ∈ Γ
dY (x0, γ.x0) < R
µY (B(γ.x0, ε))
≤ 1
µY (B(x0, ε))
∑
x∈(Γ.x0∩B(x0,R))
#{γ ∈ Γ/ γ.x0 = x}µY (B(x, ε))
≤ #Hx0
µY (B(x0, ε))
∑
x∈(Γ.x0∩B(x0,R))
µY (B(x, ε))
≤ #Hx0
µY (B(x0, ε))
µY (B(x0, R+ ε)),
l’avant-dernière inégalité provenant du fait que g.x0 = γ.x0 si et seulement si
γ−1g appartient àHx0 et la dernière inégalité provenant du fait que la réunion
disjointe
 ⋃
x∈Γ.x0∩B(x0,R)
B(x, ε)
 est incluse dans la boule B(x0, R + ε).
Ceci prouve que
Ent(Y, dY , µx0) ≤ Ent(Y, dY , µY )
Comme on a déjà montré que Ent(Y, dY , µY ) ≤ Ent(Y, dY , µx0), ceci permet
de conclure que
Ent(Y, dY , µY ) = Ent(Y, dY , µx0)
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En particulier, ceci montre aussi que
Ent(Y, dY , µx) = Ent(Y, dY , µx0) = Ent(Y, dY , µY )
pour tout point x de Y et toute mesure borélienne µY supposée Γ-invariante
telle que µY (Y ) = +∞ et telle que l’adhérence d’au moins un domaine
fondamental soit de mesure finie. Ceci et le fait que l’entropie ne dépend
pas du choix du centre commun à toutes les boules termine la preuve de la
proposition 2.3.
Propriété 2.5.
Soit (Y, dY ) un espace de longueur non compact.
S’il existe un sous-groupe Γ d’isométries de (Y, dY ) qui agit discontinûment
et de manière cocompacte et si µY est une mesure Γ-invariante sur Y alors
1
R log[µY (B(x,R))] admet une limite finie quand R tend vers l’infini et, par
conséquent,
Ent(Y, dY , µY ) = lim
R−→+∞
1
R
log µY (B(y,R))
= lim
R−→+∞
1
R
log #(B(y,R) ∩ Γ.y) < +∞
Avant de démontrer cette proposition, nous rappelons le lemme suivant
dont la proposition découle :
Lemme 2.6. ([Ro], proposition 1.4.10)
Soit (Y, dY ) un espace de longueur non compact et x0 un point de Y . Sup-
posons qu’il existe un groupe Γ d’isométries qui agit de manière disconti-
nue et cocompacte sur Y . Notons D le diamètre de Y/Γ, plus précisément
D = sup
x,y∈Y
dY (y,Γ.x) et munissons Γ de la semi-distance dx0 définie par
dx0(γ, γ
′) = dY (γ.x0, γ′.x0). Nous noterons Bdx0 (e,R) l’ensemble des γ ∈ Γ
tels que dx0(e, γ) < R.
Soient R et R′ deux réels positifs tels que R+R′ > 2D.
Alors, l’application
ρ : Bdx0 (e,R) ×Bdx0 (e,R′) −→ Γ
(γ, γ′) 7−→ γγ′
est surjective sur Bdx0 (e,R +R
′ − 2D).
Preuve du lemme 2.6.
Soit (Y, dY ) un espace de longueur.
Si γ est un élément de γ tel que dY (x0, γ.x0) = 0, comme γ appartient alors
trivialement à Bdx0 (e,R
′), que id appartient à Bdx0 (e,R) et que γ = γ ◦ id,
l’élément γ est atteint par ρ.
Si γ est à présent un élément de Γ tel que 0 < d(x0, γ.x0) < R+R
′ − 2D, il
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existe un point x sur une géodésique minimisante reliant x0 et γ.x0 tel que
dY (x0, x) < R−D et dY (x, γ.x0) < R′ −D.
Soit alors g l’élément de Γ tel que dY (x, g.x0) = dY (x,Γ.x0).
Comme dY (x,Γ.x0) ≤ D, l’inégalité triangulaire prouve que le couple (g, g−1.γ)
est un antécédent de γ (pour l’application ρ) qui vérifie :{
dY (x0, g.x0) < R
dY (x0, g
−1.γ.x0) = dY (g.x0, γ.x0) < R′
et l’application ρ est bien surjective sur Bdx0 (e,R +R
′ − 2D).
Preuve de la proposition 2.5.
Une conséquence immédiate du lemme 2.6 est que, pour tout point x de Y ,
pour tout R > 0 et tout R′ > 0,
#Bdx0 (e,R +R
′ + 2D) ≤ #Bdx0 (e,R + 2D).#Bdx0 (e,R′ + 2D)
Ainsi, la fonction g définie par
g : R+ −→ R
R 7−→ log #
[
Bdx0 (e,R + 2D)
]
est croissante et sous-additive. L’application R −→ g(R)R admet donc une
limite quand R tend vers l’infini. En effet, fixons un réel R > 0 et une suite
quelconque de réels (Rk)k∈N qui tend vers l’infini. Notons alors pour tout k,
n(k) = E[RkR ]. Comme g est croissante et sous-additive,
g(Rk)
Rk
≤ g[(n(k) + 1)R]
n(k)R
≤ (n(k) + 1)
n(k)
g(R)
R
Il vient donc que, pour tout R > 0,
lim sup
r−→+∞
g(r)
r
≤ g(R)
R
et, finalement,
lim sup
r−→+∞
g(r)
r
≤ lim inf
R−→+∞
g(R)
R
Il en découle que l’application R −→ g(R)R admet une limite quand R tend
vers l’infini et Ent(Y, dY , µx) est une limite pour tout point x de Y .
Par ailleurs, nous avons vu dans la preuve de la proposition 2.3 que, pour
toute mesure Γ-invariante µY , en choisissant convenablement le point x0
dans Y , il existe trois réels C > 0, C ′ > 0 et ε > 0 tels que, pour tout R > ε,
C ′µx0(B(x0, R− ε)) ≤ µY (B(x0, R)) ≤ Cµx0(B(x0, R+D)).
La quantité Ent(Y, dY , µY ) est donc une limite pour toute mesure borélienne
µY , pourvu qu’elle soit Γ-invariante.
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Dans le cas des espaces de longueur, l’entropie peut aussi être définie de
la façon suivante :
Proposition 2.7.
Soit (Y, dY ) un espace de longueur non compact sur lequel agit de manière
cocompacte et discontinue un groupe d’isométries Γ. Soit µY une mesure Γ-
invariante (telle que µ(Y ) = +∞ et µ(K) < +∞ pour tout compact K).
Alors,
Ent(Y, dY , µY ) = inf{c > 0/
∫
Y
e−cdY (x,y)dµY (y) < +∞}
Une preuve de cette proposition avait déjà été établie dans le cas cocom-
pact par A. Manning (voir [Ma]) dans le cas des variétés riemanniennes et
par G. Robert ([Ro], proposition 1.4.7) dans le cas des espaces de longueur.
Nous suivons ici la preuve donnée dans [Ro].
Preuve de la proposition 2.7.
Notons α = inf{c > 0/
∫
Y
e−cdY (x,y)dµY (y) < +∞}.
Sous les hypothèses de l’énoncé, en notant h l’entropie de (Y, dY , µY ), nous
avons l’égalité h = lim
R−→+∞
1
R
log µY (B(y,R)) et cette limite peut éventuel-
lement être nulle. Montrons que h = α.
Remarquons que pour tout réel R0 > 0, le théorème de Fubini pour les
fonctions positives donne
∫ R0
0
e−cRµY (B(x,R))dR
=
∫ R0
0
∫
B(x,R)
e−cRdµY (y)dR
=
∫
B(x,R0)
∫ R0
dY (x,y)
e−cRdR dµY (y)
=
1
c
∫
B(x,R0)
e−cdY (x,y)dµY (y)− 1
c
e−cR0µY (B(x,R0))
• Premier cas : h = 0.
Soit c n’importe quel réel strictement positif et choisissons ε tel que 0 < ε < c.
Il existe un réel r0 tel que, pour tout R > r0, on ait
1
R log µY [B(x,R)] < ε,
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donc µY (B(x,R)) < e
εR. Soit alors R0 ≥ r0 :
1
c
∫
B(x,R0)
e−cdY (x,y)dµY (y)
=
∫ r0
0
e−cRµY (B(x,R))dR +
∫ R0
r0
e−cRµY (B(x,R))dR
+
1
c
e−cR0µY (B(x,R0))
≤
∫ r0
0
e−cRµY (B(x,R))dR +
∫ R0
r0
e(ε−c)RdR
+
1
c
e(ε−c)R0
≤
∫ r0
0
e−cRµY (B(x,R))dR + (
1
c
− 1
c− ε )e
(ε−c)R0 +
1
c− εe
(ε−c)r0
En faisant tendre R0 vers l’infini, on obtient donc
1
c
∫
Y
e−cdY (x,y)dµY (y) ≤
∫ r0
0
e−cRµY (B(x,R))dR − 1
ε− ce
r0
et l’intégrale
∫
Y e
−cdY (x,y)dµY (y) est finie pour tout c > 0. On en conclut
que α = 0 = h.
• Deuxième cas : 0 < h < +∞.
Remarquons que dans le cas cocompact, l’entropie est toujours finie.
Pour tout c strictement supérieur à h, il existe un réel r0 > 0 tel que, pour
tout R ≥ r0, on ait
µY (B(x,R)) < e
(c+h)
2
R
ce qui donne
e−cRµY (B(x,R)) < e
−(c−h)
2
R
Ceci implique d’une part que l’intégrale
∫ +∞
0 e
−cRµY (B(x,R))dR converge
et d’autre part que e−cR0µY (B(x,R0)) tend vers 0 quand R0 tend vers l’in-
fini. On en déduit la convergence de l’intégrale
∫
Y e
−cdY (x,y)dµY (y). Ainsi,
c ≥ α. En faisant tendre c vers h par valeurs supérieures, il vient que h ≥ α.
De même, pour c strictement inférieur à h, il existe r0 tel que, pour tout R ≥
r0, on ait µY [B(x,R)] > e
c+h
2
R, donc l’intégrale
∫ R0
0 e
−cRµY (B(x,R))dR
tend vers l’infini quand R0 tend vers l’infini. Par ailleurs, e
−cR0µY (B(x,R0))
tend vers l’infini quand R0 tend vers l’infini, donc, finalement, l’intégrale∫
Y e
−cdY (x,y)dµY (y) diverge. Ceci implique que c < α et que h ≤ α, ce qui
termine la preuve de la proposition 2.7.
2.1.2 Cas compact
La définition de l’entropie volumique donnée précédemment ne convient
évidemment pas pour des espaces métriques mesurés compacts, puisqu’elle
44 CHAPITRE 2.-L’entropie volumique
vaut toujours zéro dans ce cas. Nous définissons donc ici l’entropie volumique
d’un espace de longueur mesuré (X, dX , µX) par rapport à l’un de ses revête-
ments de longueur p : (Y, dY ) −→ (X, dX ) tel que (Y, dY ) soit non compact.
Soit (X, dX ) un espace métrique compact et p : (Y, dY ) −→ (X, dX ) un re-
vêtement de longueur régulier dont l’espace total Y est connexe par arcs et
non compact. Notons Γ les groupes des automorphismes de revêtement et
commençons par vérifier le lemme (très classique) suivant :
Lemme 2.8.
Le groupe Γ est un sous-groupe infini de Isom(Y, dY ) qui agit librement,
discontinûment et de manière cocompacte.
Preuve du lemme 2.8.
Le groupe Γ agit librement en vertu du corollaire VII.6.5 de [Go]. L’espace
Y est localement compact car X est compact (donc localement compact) et
localement homéomorphe à Y . L’espace de longueur (Y, dY ) a donc toutes ses
boules fermées compactes ([Gr], théorème 1.10). La boule fermée BF (y0, R)
est donc recouverte par un nombre fini d’ouverts Ui trivialisants (i.e. tels que
p soit un homéomorphisme de Ui sur p(Ui)), dont chacun contient au plus
un γ.y0. L’ensemble des γ tels que γ.y0 appartient à BF (y0, R) est donc fini.
Par ailleurs, posons K = {y ∈ Y /∀γ ∈ Γ, dY (y, y0) ≤ dY (y, γ.y0)}.
On a alors
sup
y∈K
d(y0, y) ≤ sup
y∈K
inf
γ∈Γ
d(y, γ.y0) = diam(X, dX ) := D
donc K ⊂ BF (y0, D) et K est un compact tel que Y =
⋃
γ∈Γ
(γ.K).
Donc l’action de Γ sur Y est cocompacte ; de plus, comme γK est compact
pour tout γ et comme Y est non compact, le groupe Γ est nécessairement
infini.
Notons à présent MY (Γ) l’ensemble des mesures boréliennes positives µ
sur Y qui sont Γ-invariantes et qui vérifient µ(Y ) = +∞ et µ(K) < +∞
pour au moins un domaine fondamental compact K de l’action de Γ.
Alors, on a la
Proposition 2.9.
(i) MY (Γ) est non vide et contient en particulier la mesure µx =
∑
γ∈Γ
δγ.x
pour tout point x de Y .
(ii) L’invariant Ent(Y, dY , µ) est correctement défini si µ est une mesure
de MY (Γ) et ne dépend pas du choix de la mesure µ, pourvu que celle-ci
appartienne à MY (Γ).
Définitions et premières propriétés 45
Preuve de la proposition 2.9.
Le point (i) découle du fait 2.4.
Le point (ii) découle de la propriété 2.3 et des propriétés de l’action de Γ
vérifiées dans le lemme 2.8.
Cette proposition justifie la définition suivante
Définition 2.10.
Soit (X, dX) un espace de longueur et p : (Y, dY ) −→ (X, dX ) un revête-
ment de longueur régulier dont l’espace total Y est connexe par arcs et non
compact et dont le groupe des transformations est noté Γ. On définit l’en-
tropie volumique de (X, dX ) par rapport au revêtement p comme l’entropie
Ent(Y, dY , µ), où µ est n’importe quelle mesure qui appartient à MY (Γ)
Pour définir de manière canonique l’entropie volumique d’un espace de
longueur compact (X, dX ), il reste donc à choisir un revêtement régulier
particulier de (X, dX). Dans le cas où (X, dX ) admet un revêtement universel,
nous définissons l’entropie par
Définition 2.11.
Soit (X, dX ) un espace de longueur compact (connexe par arcs et localement
connexe par arcs) qui admet un revêtement universel pi : (X˜, dX˜) −→ (X, dX ).
On appelle entropie volumique de (X, dX ) et l’on note Ent(X, dX ), l’invariant
défini par
Ent(X, dX ) =

• 0 si l’espace X˜ est compact
• l’entropie de (X, dX ) par rapport à son revêtement
universel si l’espace X˜ est non compact
2.1.3 Entropie et métrique
Dans cette partie, nous donnons quelques propriétés élémentaires sur le
lien entre l’entropie volumique et la distance.
Propriété 2.12.
(i) Si (X, dX ) est un espace de longueur compact, connexe par arcs et
localement connexe par arcs alors, pour tout λ > 0
Ent(X,λdX ) =
1
λ
Ent(X, dX )
(ii) Pour toute variété riemannienne non compacte (M, g) et pour tout
λ > 0,
Ent(M,λ2g, dvλ2g) =
1
λ
Ent(M, g, dvg)
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Preuve de la propriété 2.12.
• Preuve du point (i) :
Elle découle du fait que
1
R
log [#{γ ∈ Γ / λdX (x0, γ.x0) < R}] = 1
λ
1
R/λ
log
[
#{γ ∈ Γ / dX(x0, γ.x0) < R
λ
}
]
en passant à la limite inférieure quand R tend vers l’infini.
•Preuve du point (ii) :
Notons Bλ2g(R) la boule de rayon R pour la métrique λ
2g. Si n est la di-
mension de M , alors
V olλ2g(Bλ2g(R)) = λ
nV olg(Bλ2g(R))
= λnV olg(Bg(R/λ))
Ainsi,
log V olλ2g(Bλ2g(R))
R
=
n log(λ)
R
+
log V olg(Bg(R/λ))
R/λ
.
1
λ
On termine la preuve en passant à la limite inférieure quand R tend vers
l’infini.
Propriété 2.13.
Soit (Y, g) une variété riemannienne non compacte sur laquelle agit un groupe
d’isométries Γ librement, proprement discontinûment et de manière cocom-
pacte. Le fait que Ent(Y, g, dvg) > 0 ou Ent(Y, g, dvg) = 0 ne dépend pas
de la métrique riemannienne g choisie sur Y , pourvu que cette métrique soit
Γ-invariante.
Preuve de la propriété 2.13.
Soit g′ une autre métrique Γ-invariante sur Y . Comme le groupe Γ agit
de manière cocompacte, et que les métriques g et g ′ sont Γ-invariantes, les
deux métriques sont équivalentes : il existe alors deux constantes strictement
positives C1 et C2 telles que C
2
1g
′ ≤ g ≤ C22g′. En particulier, on a C1dg′ ≤
dg ≤ C2dg′ . Il en découle que, pour tout R > 0,
Bg′(x,R/C2) ⊂ Bg(x,R) ⊂ Bg′(x,R/C1)
et
1
C2
log V olg′(Bg′(x,R/C2))
R/C2
≤ log V olg′(Bg(x,R))
R
≤ 1
C1
log V olg′(Bg′(x,R/C1))
R/C1
En passant à la limite inférieure quand R tend vers l’infini, on obtient que
1
C2
Ent(Y, g′, dvg′) ≤ Ent(Y, g, dvg′) ≤ 1
C1
Ent(Y, g′, dvg′)
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Comme l’entropie ne dépend pas de la mesure choisie sur Y (pourvu qu’elle
soit Γ-invariante, de masse totale infinie et qu’il existe au moins un domaine
fondamental compact de mesure finie) et que dvg et dvg′ sont deux telles
mesures, on a finalement
1
C2
Ent(Y, g′, dvg′) ≤ Ent(Y, g, dvg) ≤ 1
C1
Ent(Y, g′, dvg′)
ce qui termine la preuve de la propriété 2.13.
Fait 2.14.
Si l’on considère un espace de longueur non compact (X, d) sur lequel agit
un groupe d’isométries Γ de manière discontinue et cocompacte, alors, pour
toute mesure µ de masse totale infinie, telle qu’il existe au moins un domaine
fondamental compact de mesure finie et Γ-invariante, on a, pour tout point
x de X,
Ent(X, d, µ) = Ent(Γ, dx, µΓ)
où dx est la distance géométrique sur Γ définie par dx(γ, γ
′) = d(γ.x, γ ′.x)
et µΓ est la mesure de comptage définie par µΓ(A) = #A pour toute partie
A de Γ.
L’entropie mesure donc aussi la croissance exponentielle asymptotique
du groupe Γ muni de la distance géométrique dx.
Preuve du fait 2.14.
Rappelons que µx est la mesure définie surX par µx =
∑
γ∈Γ
δγ.x et que, d’après
la propriété 2.3, Ent(X, d, µ) = Ent(X, d, µx). D’autre part, Ent(X, d, µx) =
Ent(Γ, dx, µΓ) car µx[Bd(x,R)] = µΓ[Bdx(e,R)].
Exemple 2.15.
(i) Si (Mn, g) est une variété riemannienne de dimension n dont la cour-
bure sectionnelle vérifie σ = −k2, alors
Ent(M, g, dvg) = (n− 1)k
(ii) Si (Mn, g) est une variété riemannienne dont la courbure de Ricci
vérifie Ricci(M, g) ≥ −(n−1)k2g, alors, d’après le théorème de R.L. Bishop,
Ent(M, g, dvg) ≤ (n− 1)k
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2.2 Comparaison avec d’autres entropies
Nous nous proposons ici de rappeler quelques liens entre l’entropie volu-
mique et d’autres entropies (topologique et algébrique).
• Entropie volumique et entropie algébrique du groupe fondamen-
tal :
Définition 2.16.
Soit Γ un groupe de type fini et S un système complet de générateurs (i.e. si
s est un élément de S, alors s−1 appartient à S). Notons longalg la longueur
algébrique associée à S définie par
longalg(si1 ...sip) = p
On définit la distance algébrique dS (qui est une distance de longueur) sur le
groupe Γ par
dS(γ1, γ2) = min{longalg(si1 ...sip) / si1 , ..., sip ∈ S et si1 ...sip = γ−11 .γ2}
On note alors
EntS(Γ) = Ent(Γ, dS ,#)
où # est la mesure de comptage. Finalement, l’entropie algébrique du groupe
Γ est définie par
Entalg(Γ) = inf{EntS(Γ) /S est un système générateur fini complet de Γ}
Rappelons que, comme il l’est noté dans l’exemple 1.19, le groupe Γ muni
de la distance dS peut être considéré comme un espace de longueur. Com-
parer l’entropie volumique d’une variété riemannienne compacte (M, g) et
l’entropie algébrique de son groupe fondamental Γ revient alors à comparer,
pour chaque système de générateurs S, l’entropie de l’espace de longueur
(non compact) mesuré (Γ, dS ,#) et l’entropie de l’espace (non compact) me-
suré (Γ, dx0 ,#), où x0 est un point quelconque du revêtement universel M˜
de M et dx0 est la distance géométrique sur Γ définie par
dx0(γ, γ
′) = dg˜(γ.x0, γ′.x0)
M. Gromov a en fait établi le
Théorème 2.17. (voir [Gr1], théorème 5.16)
Pour toute variété riemannienne compacte (M, g), l’entropie algébrique du
groupe fondamental de (M, g) permet de minorer son entropie volumique à
l’aide de la formule
diam(M, g)Ent(M, g) ≥ 1
2
Entalg(pi1(M))
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• Entropie volumique et entropie topologique du flot géodésique :
Le flot géodésique Φ = (Φt)t∈R d’une variété riemannienne compacte M
agit sur le fibré unitaire tangent T 1M de la manière suivante. Si v est un
vecteur, notons (cv(t))t∈R le paramétrage de l’unique géodésique sur M telle
que c˙v(0) = v. Pour tout t ∈ R, on associe alors à v le vecteur Φt(v) := c˙v(t)
tangent à l’instant t à la géodésique (cv(t))t∈R. C’est un flot différentiable.
Définissons à présent l’entropie topologique htop(T ) d’une transformation
continue T sur un espace compact X. Si U est un recouvrement ouvert de
X, notons N(U) le cardinal minimal d’un sous-recouvrement fini de X. Le
raffinement U ∨ V de deux recouvrements est le recouvrement formé des
ouverts U ∩ V , avec U ∈ U et V ∈ V. On pose T−1U = {T−1U/U ∈ U} et,
pour n ≥ 1, on note
Nn(T,U) := N(U ∨ ... ∨ T−(n−1)U)
L’entropie de T pour le recouvrement U est donnée par
htop(T,U) = lim sup
n−→+∞
1
n
logNn(T,U)
et l’entropie topologique de T est définie par
htop(T ) = sup{htop(T,U)/U recouvrement ouvert de X}
L’entropie topologique d’une transformation continue T vérifie la propriété
d’homogénéité htop(T
n) = |n|htop(T ). Il est alors naturel de définir l’entropie
topologique du flot géodésique par
htop(Φ) := htop(Φ
1)
A. Manning a établi le théorème de comparaison suivant :
Théorème 2.18. ([Ma], théorèmes 1 et 2)
Soit (M, g) une variété riemannienne compacte et soit Φ = (Φt)t∈R le flot
géodésique sur T 1M . Alors,
htop(Φ) ≥ Ent(M, g)
De plus, si (M, g) est de courbure sectionnelle négative ou nulle,
htop(Φ) = Ent(M, g)
2.3 Comparaison avec la courbure de Ricci
Un autre moyen fréquemment utilisé pour contrôler le volume des boules
sur une variété riemannienne est de faire des hypothèses du type "courbure
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bornée". Il est donc intéressant de comparer les hypothèses "minoration de
la courbure de Ricci" et "majoration de l’entropie volumique".
Une première remarque évidente consiste à dire que l’entropie est définie sur
tout espace métrique mesuré non compact ou sur tout espace de longueur
compact qui admet un revêtement universel. En fait, l’entropie volumique
d’une variété riemannienne compacte ne "voit" pas la structure différentielle
de cette variété. Plus précisément, la remarque (quasi-triviale) suivante est
la base des constructions que nous allons faire dans ce chapitre :
Remarque 2.19.
Soit (M, g) une variété riemannienne compacte, p : (M˜, g˜) −→ (M, g) son
revêtement riemannien universel et x0 un point quelconque de M . Fixons
deux constantes réelles positives quelconques ε et C. Notons dx˜0 la distance
induite par dg˜ sur p
−1(x0) et µ la mesure de comptage (i.e. µ(A) = #(A ∩
p−1(x0))). On a alors
Ent(M, g) = Ent(p−1(x0), dx˜0 , µ)
De plus, pour toute distance d′ sur p−1(x0) qui vérifie
(1 + ε)−1dx˜0 − C ≤ d′ ≤ (1 + ε)dx˜0 + C
on a
1
1 + ε
Ent(M, g) ≤ Ent(p−1(x0), d′, µ) ≤ (1 + ε)Ent(M, g)
Preuve de la remarque 2.19.
Notons Γ le groupe des transformations du revêtement universel, il agit pro-
prement discontinûment sans point fixe sur M˜ . En fixant un point x˜0 dans
p−1(x0), on a p−1(x0) = Γ.x˜0 et µ = µx˜0 , où µx˜0 est la mesure∑
γ∈Γ
δγ.x˜0 qu’on considérera comme définie simultanément sur p
−1(x0) et sur
M˜ .
Le fait que #{x˜ ∈ p−1(x0) / dg˜(x˜, x˜0) < R} soit égal à µx˜0 [B(x˜0, R)] implique
que
Ent(p−1(x0), dx˜0 , µ) = Ent(M˜, g˜, dvg˜) = Ent(M, g)
ce qui prouve la première inégalité.
La double inégalité se prouve en remarquant que l’hypothèse faite sur d′
implique que
Bdx˜0
(
R− C
1 + ε
)
⊂ Bd′(x˜0, R) ⊂ Bdx˜0 ((1 + ε)(R + C))
où les boules sont prises dans p−1(x0). Ceci donne un encadrement de
1
R log (µ[Bd′(x˜0, R)]). On conclut en passant à la limite inférieure dans les
trois membres de l’inégalité.
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Il est clair que supposer l’entropie majorée est une hypothèse plus faible
que d’exiger que la courbure de Ricci soit minorée : plus précisément, le
théorème de R.L. Bishop prouve que, si la courbure de Ricci a toutes ses
valeurs propres minorées par −(n − 1)K20 , alors le volume de toute boule
de rayon R du revêtement universel est majoré par le volume de la boule
de même rayon dans l’espace simplement connexe de courbure sectionnelle
constante et égale à −K20 , donc par
V ol(Sn−1)
∫ R
0
(
sh(K0t)
K0
)n−1
dt
En appliquant ce théorème aux boules de grand rayon, on en déduit que toute
variété riemannienne dont la courbure de Ricci est minorée par −(n− 1)K 20
a son entropie majorée par (n− 1)K0.
Il reste à savoir si l’hypothèse "Entropie majorée" est significativement plus
faible que l’hypothèse "courbure de Ricci minorée". Une première manière
de s’en convaincre et de remarquer que la seconde hypothèse implique que le
volume de toutes les boules, quel que soit leur rayon, est majoré, alors que la
première hypothèse est un contrôle asymptotique très faible (beaucoup plus
faible, par exemple, que la donnée d’un équivalent) du volume des boules
de rayon R (l’exemple 2.33 qui suit prouve que, sur la famille des variétés
riemanniennes compactes d’entropie et de diamètre uniformément majorés,
le comportement du volume des boules (sur le revêtement universel) de rayon
R inférieur au diamètre est à peu près arbitraire). Ce phénomène est illustré
par le fait que l’entropie peut être majorée par une intégrale de la courbure
de Ricci, citons par exemple le résultat de [Ga2] (théorème 1 (ii) en posant
H = {x} et s = 0) :
Théorème 2.20. ([Ga2])
Pour tout ε > 0, pour toute variété riemannienne (Y, g) complète et non
compacte, on a, pour tout y ∈ Y
Ent(Y, dg, dvg) ≤ C(n, ε) lim sup
R−→+∞
(
1
V ol[B(y,R)]
∫
B(y,R)
r
(n+ε)/2
−
)1/(n+ε)
où r(x) est la plus petite valeur propre du tenseur de courbure de Ricci sur
l’espace TxY et où r−(x) := max(0,−r(x)) est sa partie négative.
Les exemples 2.31, 2.33 et 2.29 qui suivent prouvent également que les ré-
sultats de J. Cheeger et T. Colding (voir [CC1], théorème A.112 et [Co], théo-
rème 0.1) "stabilité de la structure différentiable et continuité du volume"
(pour une suite de variétés de courbure de Ricci minorée qui convergent vers
une variété de même dimension) et le théorème de précompacité de M. Gro-
mov (voir [Gr], théorème 5.3)(pour l’ensemble des variétés riemanniennes
compactes de courbure de Ricci minorée et de diamètre borné), ne sont plus
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valables si l’on remplace l’hypothèse "courbure de Ricci minorée" par l’hypo-
thèse "entropie majorée". Ceci est dû au fait (illustré par la proposition 2.24
et les exemples qui suivent) que l’entropie est (à une constante additive ±ε
près) insensible à des variations drastiques de la métrique ou de la topologie,
alors même que ces variations sont impossibles en courbure de Ricci minorée.
2.4 Entropie et variations locales de la métrique
Dans cette section, nous nous consacrons à l’étude des variations de l’en-
tropie lorsque l’on modifie localement la métrique (même de manière signi-
ficative). On sait que la courbure de Ricci réagit très mal à ce genre de
phénomènes. Nous vérifions ici que l’entropie est beaucoup plus souple.
Si (X, d1) est un espace de longueur et d2 est une autre distance de lon-
gueur sur X, supérieure à d1, on remarque que Ent(X, d2) est inférieure à
Ent(X, d1).
Dans un premier temps, nous présentons une généralisation classique de ce
phénomène : dans la première partie, nous comparons les entropies de deux
espaces métriques (X, dX) et (Y, dY ) quand il existe une application contrac-
tante f : (X, dX ) −→ (Y, dY ) qui induit un morphisme injectif entre pi1(X,x)
et pi1(Y, f(x)).
Remarquons ensuite que, pour construire deux espaces de longueur compacts
dont les entropies sont proches, il suffit de construire deux espaces qui ont
même groupe fondamental et dont les distances (sur le revêtement universel)
entre deux points quelconques de l’orbite sont "proches". C’est en particu-
lier le cas si l’on part d’une variété riemannienne et que l’on fait exploser la
métrique sur des boules dont le bord est de petit diamètre (on ne modifie pas
beaucoup la distance entre deux points qui n’appartiennent pas aux boules).
La proposition 2.24 et les exemples qui suivent reposent sur cette remarque.
2.4.1 Entropie et applications contractantes
Proposition 2.21.
Soient (X, dX ) et (Y, dY ) deux espaces de longueur non compacts. Soit ΓX
(resp. ΓY ) un groupe qui agit par isométries sur (X, dX ) (resp. sur (Y, dY ))
librement, proprement discontinûment et de manière cocompacte. Supposons
qu’il existe un morphisme injectif ρ : ΓY −→ ΓX , deux mesures µY et µX
(respectivement ΓY -invariante et ΓX -invariante) et une application
f : (Y, dY ) −→ (X, dX ) contractante et ρ-équivariante. Alors,
Ent(Y, dY , µY ) ≤ Ent(X, dX , µX)
Preuve de la proposition 2.21.
Rappelons que, sous ces hypothèses, les entropies volumiques de (X, dX , µX)
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et (Y, dY , µY ) peuvent être définies par (voir la proposition 2.7) :
Ent(Z, dZ , µZ) = inf{c > 0/
∫
Z
e−cdZ(x,y)dµZ(y) < +∞}
(où Z est soit X, soit Y ). Comme par ailleurs l’entropie ne dépend pas de
la mesure ΓZ-invariante choisie, en prenant pour mesure la mesure orbitale
définie par µz =
∑
γ∈ΓZ
δγ.z (où z est un point quelconque de Z), nous avons
également l’égalité
Ent(Z, dZ , µZ) = inf{c > 0/
∑
γ∈ΓZ
e−cdZ(z,γ.z) < +∞}
Comme l’action de Γ est cocompacte, l’entropie de (X, dX , µX) est finie.
Fixons un point y de Y et un réel c strictement positif et strictement supé-
rieur à Ent(X, dX , µX), ce qui implique que
∑
γ∈ΓX
e−cdX(f(y),γ.f(y)) < +∞.
Comme ρ est injectif,∑
γ∈ΓX
e−cdX(f(y),γ.f(y)) ≥
∑
γ∈ΓY
e−cdX(f(y),ρ(γ).f(y))
Par ailleurs, f est ρ-équivariante, donc∑
γ∈ΓY
e−cdX(f(y),ρ(γ).f(y)) ≥
∑
γ∈ΓY
e−cdX(f(y),f(γ.y))
et finalement, comme f est contractante,∑
γ∈ΓY
e−cdX(f(y),f(γ.y)) ≥
∑
γ∈ΓY
e−cdY (y,γ.y)
Finalement, ∑
γ∈ΓX
e−cdX(f(y),γ.f(y)) ≥
∑
γ∈ΓY
e−cdY (y,γ.y)
En particulier,
∑
γ∈ΓY
e−cdY (y,γ.y) < +∞ donc c > Ent(Y, dY , µY ).
Puisque cette inégalité reste vraie pour tout c > Ent(X, dX , µX), on conclut
que Ent(Y, dY , µY ) ≤ Ent(X, dX , µX).
Un corollaire de cette proposition est le résultat suivant :
Corollaire 2.22.
Soient (X, dX ) et (Y, dY ) deux espaces de longueur compacts qui possèdent
des revêtements de longueur réguliers pX : (X¯, dX¯) −→ (X, dX ) et
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pY : (Y¯ , dY¯ ) −→ (Y, dY ). Supposons qu’il existe une application f : (Y, dY ) −→
(X, dX ) contractante qui vérifie les deux conditions suivantes :
(i) pour au moins un point y0 de Y , pour un élément y¯0 de p
−1
Y (y0) et un
point x¯0 dans p
−1
X [f(y0)],
f∗[(pY )∗(pi1(Y¯ , y¯0))] ⊂ (pX)∗(pi1(X¯, x¯0))
(ii) le morphisme ρ : ΓY −→ ΓX induit par f entre les groupes de trans-
formations de revêtement est injectif. Alors,
Ent(Y¯ ,dY¯ )(Y, dY ) ≤ Ent(X¯,dX¯)(X, dX )
Avant de démontrer le corollaire 2.22, nous allons rappeler le lemme clas-
sique suivant :
Lemme 2.23.
Soient (X, dX ) et (Y, dY ) deux espaces de longueur compacts.
Soit pX : (X¯, dX¯) −→ (X, dX ) (resp. pY : (Y¯ , dY¯ ) −→ (Y, dY )) un revê-
tement de longueur régulier de (X, dX ) (resp. de (Y, dY )). Alors toute ap-
plication contractante entre (Y, dY ) et (X, dX) qui vérifie la condition (i)
du corollaire 2.22 induit un morphisme ρ : ΓY −→ ΓX et se relève en une
application contractante et ρ-équivariante entre (Y¯ , dY¯ ) et (X¯, dX¯).
Preuve du lemme 2.23.
Soit f : (Y, dY ) −→ (X, dX ) une application contractante, elle est en particu-
lier continue. Comme elle vérifie l’hypothèse (i) du corollaire 2.22, d’après le
lemme IX.3.2 de [Go], le morphisme f∗ : pi1(Y, y0) −→ pi1(X, f(x0)) passe au
quotient en un morphisme de pi1(Y, y0)/(pY )∗(pi1(Y¯ , y¯0)) (égal à ΓY , d’après
le corollaire IX.4.5 de [Go]) sur pi1(X, f(x0))/(pX)∗(pi1(x¯, x¯0)) (égal à ΓX).
De plus, le théorème IX.3.2 de [Go] implique qu’il existe une application
f¯ : Y¯ −→ X¯ continue telle que f¯(y¯0) = x¯0 et f ◦ pY = pX ◦ f¯ .
Soient maintenant x¯ et x¯′ deux points de Y¯ et c¯ une courbe minimisante
(pour dY¯ ) entre ces deux points, paramétrée par [0, 1], dont la projection
par pY sera notée c. Alors f¯ ◦ c¯ est une courbe qui relie f¯(x¯) et f¯(x¯′) et,
comme (X¯, dX¯) est un espace de longueur, dX¯(f¯(x¯), f¯(x¯
′)) ≤ long (f¯ ◦ c¯).
Par ailleurs, comme le revêtement pY est une isométrie locale,
longdY¯ (c¯) = longdY (pY ◦ c¯) ≥ longdX (f ◦ pY ◦ c¯)
D’autre part,
longdX¯ (f¯ ◦ c¯) = longdX (pX ◦ f¯ ◦ c¯) = longdX (f ◦ pY ◦ c¯)
car f ◦ pY = pX ◦ f¯ par la construction ci-dessus. On en déduit que
longdY¯ (c¯) ≥ longdX¯ (f¯ ◦ c¯)
donc que
dY¯ (x¯, x¯
′) ≥ dX¯(f¯(x¯), f¯(x¯′))
ce qui prouve que le relevé f¯ de f est contractant.
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Preuve du corollaire 2.22.
Si X¯ est compact, le groupe de revêtement ΓX est fini donc ΓY est fini. Ceci
implique que Y¯ est compact et Ent(Y¯ ,dY¯ )(Y, dY ) = Ent(X¯,dX¯)(X, dX ) = 0.
Si X¯ est non compact, en utilisant le lemme 2.23, on peut relever f en
une application f¯ : (Y¯ , dY¯ ) −→ (X¯, dX¯) contractante et ρ-équivariante. Par
ailleurs, les groupes de transformations de revêtement ΓY et ΓX agissent
librement et de manière totalement discontinue et cocompacte sur Y¯ et X¯ . En
appliquant alors la proposition 2.21, on obtient l’inégalité Ent(Y¯ , dY¯ , µy¯) ≤
Ent(X¯, dX¯ , µf¯(y¯)). On conclut en appliquant la définition des entropies des
espaces de longueur compacts (X, dX ) et (Y, dY ) associées aux revêtements
respectifs pY et pX .
2.4.2 Cas des variétés riemanniennes
Nous étudions ici le comportement de l’entropie lorsque l’on modifie la
métrique (même significativement) sur une petite boule. Nous établissons la
Proposition 2.24.
Fixons deux réels strictement positifs δ et K. Soit (X, g) une variété rie-
mannienne compacte, connexe de dimension m supérieure ou égale à 3, de
rayon d’injectivité δ > 0 et de courbure sectionnelle |σ| ≤ K 2.
Soit (B(xk, εk))k∈{1..n} une famille finie de boules ouvertes dont le rayon
εk vérifie
(i) εk ≤ min{ 1K , δ2pi},
(ii) les boules (B(xk, 5εk))k∈{1..n} sont disjointes.
Pour chaque k ∈ {1, ..., n}, fixons un réel Lk > 2ε′k où
ε′k := (1 + (Kεk)
2)piεk.
On construit la variété riemannienne (X ′, gX′) en recollant sur
X \
 ⋃
k∈{1..n}
B(xk, εk)
 un cylindre ∂B(xk, εk)× [O,Lk] le long de chaque
∂B(xk, εk) (en identifiant ∂B(xk, εk) et ∂B(xk, εk) × {0}) et, au bout de
chaque cylindre, une variété simplement connexe Mk. On a alors(
1 +
n∑
k=1
ε′k
2δ − ε′k
)−1
Ent(X, gX) ≤ Ent(X ′, gX′) ≤ Ent(X, gX)
Quelques précisions sur le recollement de deux variétés :
Soient (X, g) et (M,h) deux variétés riemanniennes et x et y deux points
respectifs de X et M . Soit ε, ε′ et L trois nombres réels positifs quelconques
qui vérifient L > 2ε′ > 0 et ε < min{injM (y), injX (x)}, où injM (y) est le
rayon d’injectivité de (M,h) au point y.
Si on excise de X (resp. de M) la boule BX de centre x (resp. la boule BM
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Fig. 2.1 – Exemple de variété dont l’entropie est majorée
de centre y) de rayon ε et qu’on recolle X \BX et M \BM aux deux bouts du
cylindre C = [0, L]×∂BX (en identifiant {0}×∂BX avec ∂BX et {L}×∂BX
avec ∂BM puisque ∂BX et ∂BM sont difféomorphes), on obtient une nou-
velle variété C∞, notée X ′, qu’on munit de la métrique g′ qui coïncide
• avec g sur X \BX ,
• avec h sur M \ BM ,
• avec (dr)2 + g|∂BX sur la partie [0, ε′[×∂BX du cylindre
• avec (dr)2 + g|∂BM sur la partie ]L− ε′, L]× ∂BM
(ici, g|∂BX et h|∂BM désignent les métriques induites par g et h sur les sous-
variétés riemanniennes ∂BX et ∂BM de X et M respectivement). Le recolle-
ment entre les deux dernières métriques sur le cylindre pouvant se faire (par
exemple) en choisissant une fonction C∞
ϕ : [O,L] −→ [0, 1]
égale à 0 sur [0, ε′[ et à 1 sur ]L− ε′, L] et en définissant g′, au point (r, x)
de [0, L]× ∂BX par
g′ = (dr)2 ⊕ [(1− ϕ(r))g∂BX + ϕ(r).h∂BM ]
La métrique g′ ainsi obtenue est seulement C0, mais est la limite C0 d’une
suite de métriques g′n de classe X∞ telles que Ent(X ′, g′n) −→ Ent(X ′, g′).
Nous avons déjà remarqué que, pour comparer l’entropie de deux espaces
compacts (X, dX ) et (Y, dY ), il faut pouvoir comparer la structure algébrique
de leurs groupes d’automorphismes du revêtement universel, puis la manière
dont ces groupes déplacent les points, c’est-à-dire qu’il faut s’assurer que
l’on n’a pas trop modifié la distance du revêtement universel en réalisant la
construction. Avant de montrer la proposition 2.24, nous commençons par
vérifier que nous ne modifions pas le groupe fondamental (lemme 2.25) puis
nous majorons le diamètre du bord des boules excisées (en tant que sous-
variétés riemanniennes), majoration dont nous aurons besoin pour comparer
les distances dX˜ et dX˜′ .
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Lemme 2.25.
Si X est une variété de dimension m ≥ 2, les groupes fondamentaux de X
et X ′ sont isomorphes et cet isomorphisme f∗ est induit par l’application
continue f : X ′ −→ X qui consiste à envoyer
• la partie Mk sur le point {xk},
• le cylindre ∂B(xk, εk)×]0, Lk[ sur B(xk, εx) \ {xk}
• X0 = X \
n⋃
k=1
B(xk, εk) sur lui-même par l’identité .
Preuve du lemme 2.25.
En dimension 2, la seule variété riemannienne compacte simplement connexe
est la sphère S2 et la somme connexe X#S2 est homéomorphe àX. Le lemme
2.25 est alors trivialement vérifié dans ce cas.
Supposons donc que la dimension de X est supérieure ou égale à 3.
Notons p : (X˜, g˜) −→ (X, g) le revêtement universel de (X, g). Fixons des
relevés B˜k de chaque boule Bk et notons X˜0 l’espace X˜ \
n⋃
k=1
⋃
γ∈ΓX
γ(B˜k).
Notons Ck le k
ième élément recollé, c’est-à-dire le cylindre ∂B(xk, εk) ×
[0, Lk] sur lequel on a recollé la variété simplement connexe Mk.
Soit X˜ ′ l’espace de longueur obtenu en recollant, pour chaque k ∈ {1..n},
l’élément Ck le long de chaque γ(∂B˜k) (où γ parcourt ΓX) sur X˜0. Puisque
toutes les boules excisées sur X sont de rayon inférieur au rayon d’injectivité
de X, l’espace de longueur (X˜ ′, d
X˜′
) est localement isométrique à (X ′, dX′) et
est un revêtement de longueur de (X ′, dX′) dont le groupe de revêtement est
également ΓX . Il nous suffit donc de vérifier que X˜
′ est simplement connexe
car, si c’est effectivement le cas, X˜ ′ est le revêtement universel de X ′ et
son groupe de revêtement (isomorphe à ΓX donc isomorphe à pi1(X)) est
isomorphe au groupe fondamental de X ′, ce qui terminera la preuve du
lemme 2.25.
Considérons donc un lacet γ : [a, b] −→ X˜ ′ sur X˜ ′ de point-base x˜0 ∈ X˜0 et
montrons qu’il est homotope à zéro.
Pour tous les 0 ≤ α < β ≤ L, notons Ck,γ(α,β) la portion du cylindre que l’on
a recollé à γ.∂B˜k, i.e.
Ck,γ(α,β) = γ(∂B˜k)× (α, β)
Notons
C(α,β) :=
n⋃
k=1
⋃
γ∈ΓX
Ck,γ(α,β)
Posons, pour ε << L2 ,
X˜ε = X˜0 ∪C[0,ε[ ; X˜L = X˜0 ∪ C[0,L[
M˜ε = X˜
′ \
(
X˜0 ∪ C[0,L−ε]
)
; M˜ε = X˜
′ \ X˜0
C˜ = C]0,L[
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Si l’image de γ est entièrement incluse dans X˜L ou dans M˜L, γ est homotope
à zéro car, en dimension supérieure ou égale à 3, une variété simplement
connexe privée d’une boule de rayon inférieur au rayon d’injectivité reste
simplement connexe.
Si l’image de γ rencontre C˜, chacun des ouverts γ−1(X˜ε), γ−1(M˜ε) et γ−1(C˜)
est une réunion de composantes connexes qui sont tous des ouverts de [a, b]
et dont un nombre fini I1,...,Ik suffit pour recouvrir [a, b]. Notons Ir1 ,...,Irp
ceux de ces intervalles qui sont inclus dans γ−1(M˜ε).
Chaque Irj s’écrit ]aj, bj [ (car a et b n’appartiennent pas à Irj ) et γ(aj)
et γ(bj) appartiennent à la frontière d’une même composante connexe de
M˜ε (puisque γ(]aj , bj [) est connexe et inclus dans M˜ε et que ]aj , bj [ est une
composante connexe de γ−1(M˜ε)). Les points γ(aj) et γ(bj) appartiennent
donc à un même cercle γ(∂B˜k)× {L− ε} d’un des cylindres qui constituent
C˜. La géodésique minimisante cj qui, dans ce cylindre, joint γ(aj) à γ(bj)
est homotope à γ|[aj ,bj ] (où l’homotopie se fait dans M˜L). On obtient un
lacet homotope à γ en remplaçant γ par cj sur chacun des intervalles [aj , bj ].
Après ces transformations, on obtient un lacet homotope à γ et entièrement
contenu dans X˜L, donc homotope à zéro, ce qui termine la preuve du lemme
2.25.
Lemme 2.26.
Si Kεk ≤ 1, le diamètre du bord ∂Bk de la boule B(xk, εk) (en tant que
sous-variété riemannienne de (X, g)) est inférieur à ε′k := (1 + (Kεk)
2)piεk.
Preuve du lemme 2.26.
Par le théorème de Rauch, si g0 est la métrique euclidienne sur l’espace
tangent TxkX, on a l’inégalité
exp∗xk g ≤
(
sh(Kεk)
Kεk
)2
g0
Comme par ailleurs diamg(∂Bk) = diamexp∗xk g
(∂B(0, εk)) (où B(0, εk) est
la boule de centre 0 et de rayon εk de TxkX), on en déduit que
diamg(∂Bk) ≤
(
sh(Kεk)
Kεk
)
piεk ≤ (1 + (Kεk)2)piεk := ε′k
la dernière inégalité étant valable si Kεk ≤ 1.
Lemme 2.27.
Soit X une variété riemannienne compacte de dimension m ≥ 3.
Notons X0 le sous-ensemble X \
(
n⋃
k=1
B(xk, εk)
)
de X, que l’on munit de la
distance de longueur d0(x, y) définie comme l’infimum des longueurs (mesu-
rées relativement à d) des courbes c (de classe C 1 par morceaux) qui joignent
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x à y dans X0.
Notons (Y0, dY0) le revêtement de (X0, d0) défini par
Y0 = X˜ \
⋃
γ∈ΓX
 ⋃
k∈{1..n}
γ.B(x˜k, εk)

(où les x˜k sont des relevés fixés des xk), muni de la distance de longueur
naturelle dY0 .
Sous les hypothèses de la proposition 2.24 on a(
1 +
n∑
k=1
ε′k
2δ − ε′k
)−1
Ent(X, dX ) ≤ Ent(Y0,dY0 )(X0, d0)
≤ Ent(X, dX)
Remarque 2.28.
Dans le revêtement universel (X˜, g˜) de (X, g), tous les domaines de la forme
γ.B(x˜k, 5εk) (pour γ appartenant à Γ et k appartenant à {1, ..., n}) sont
disjoints. Par suite, si γ et γ ′ sont deux éléments distincts de Γ,
d
X˜
[γ.B(x˜k, εk), γ
′.B(x˜k′ , εk′)] >
1
2
(ε′k + ε
′
k′)
Preuve de la remarque 2.28.
Supposons en effet qu’il existe k et k ′ appartenant à {1..n} et deux éléments
γ et γ′ de Γ tels que l’intersection γ(B(x˜k, 5εk)) ∩ γ′(B(x˜k′ , 5εk′)) soit non
vide. Si y est un point dans cette intersection, pX(y) est alors dans l’intersec-
tion B(xk, 5εk) ∩ B(xk′ , 5εk′). Comme les boules B(xk, 5εk) et B(xk′ , 5εk′)
sont supposées disjointes, on a nécessairement k = k ′.
Si, maintenant, l’intersection γ(B(x˜k, 5εk)) ∩ γ′(B(x˜k, 5εk)) est non vide,
il existe un élément z de la boule B(x˜k, 5εk) tel que γ.z appartienne à
γ′(B(x˜k, 5εk)). En particulier, dX˜(γ.z, γ
′.z) est inférieure au diamètre de
γ′(B(x˜k, 5εk)), ce qui entraîne que dX˜(γ.z, γ
′.z) < 10εk < 2δ. Ceci contredit
le fait que injX > δ, donc γ = γ
′.
Par ailleurs, si γ(B(x˜k, 5εk)) ∩ γ′(B(x˜k, 5εk)) est vide, comme ε′k ≤ 2piεk,
alors
d[γ.B(x˜k, εk), γ
′.B(x˜k′ , εk′)] ≥ 5(εk + εk′) > 1
2
(ε′k + ε
′
k′)
Ceci termine la preuve de la remarque 2.28.
Preuve du lemme 2.27 .
Notons Bk la boule B(xk, εk) et X0 = X \ ∪k∈{1..n}Bk.
Remarquons que l’injection canonique i : (X0, d0) −→ (X, dX ) est contrac-
tante, car tous les chemins de X0 sont aussi des chemins de X. De plus, les
groupes fondamentaux de X˜ et de Y0 sont nuls (car la dimension de X est
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supérieure à 3) et l’application i induit un isomorphisme entre le groupe ΓX
des transformations du revêtement pX : (X˜, dX˜) −→ (X, dX) et le groupe
ΓX0 des transformations du revêtement pX0 : (Y0, dY0) −→ (X0, d0) (nous
avons en effet vu, dans la preuve du lemme 2.25, que γ est homotope à zéro
dans X0 si et seulement si il est homotope à zéro dans X puisque, en di-
mension supérieure ou égale à 3, toute homotopie peut éviter une boule de
rayon inférieur au rayon d’injectivité). Le corollaire 2.22 donne l’inégalité de
droite du lemme 2.27.
Pour l’inégalité de gauche, comme les groupes de transformations de revê-
tement ΓX et ΓX0 sont isomorphes, il nous reste essentiellement à comparer
les distances dY0 et dX˜ .
Soient x et y deux points de Y0. Soit c : [a, b] −→ X˜ une courbe minimisante
(pour d
X˜
) entre x et y. Si c ne rencontre pas ∪γ∈ΓX (∪k∈{1..n}γ.B˜k), alors
dY0(x, y) = dX˜(x, y).
Supposons à présent qu’il existe k ∈ {1, ..., n} tel que c rencontre ∪γ∈ΓXγ.B˜k.
Commençons par montrer que c rencontre au plus
dX˜(x, y)
2δ − ε′k
+ 1 domaines
différents de la forme γ.B˜k.
Soient γ et γ ′ deux éléments distincts de ΓX et x et x′ deux points de
∂B˜k. L’inégalité triangulaire nous donne
dX˜(γ.x, γ
′.x′) ≥ dX˜(γ′.x′, γ.x′)− dX˜(γ.x′, γ.x)
Fixons, dans un premier temps, un entier k quelconque dans {1, ..., n}.
Comme, d’une part, les points γ.x et γ.x′ appartiennent tous les deux à
γ.∂B˜k qui est de diamètre inférieur à ε
′
k (d’après le lemme 2.26), d’autre
part inf{(dX˜(x˜, γ.x˜))/x˜ ∈ X˜ et γ ∈ ΓX \{id}} est supérieur à 2δ, on obtient
d
X˜
(γ.x, γ′.x′) ≥ 2δ − ε′k
Finalement, pour tous les éléments distincts γ et γ ′ de ΓX ,
d
X˜
(γ.∂B˜k, γ
′.∂B˜k) ≥ 2δ − ε′k
Cette dernière inégalité implique en particulier que c ne peut rencontrer
qu’un nombre fini Nk de domaines de la forme γ.B˜k (ce nombre ne tient pas
compte du nombre de fois où la courbe c rencontre le même γ.B˜k).
Notons (γi.B˜k)i∈{1..Nk} ces domaines (distincts), notons ti,k (resp. si,k) l’in-
fimum (resp. le supremum) dans [a, b] du compact c−1(γi.∂B˜k) et posons
xi,k = c(ti,k) et yi,k = c(si,k) (i.e. le premier et le dernier point où c ren-
contre γi.B˜k). Alors,
d
X˜
(x, y) = long(c) ≥
Nk−1∑
i=1
d
X˜
(xi,k, x(i+1),k)
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Comme chaque xi,k appartient à γi.∂B˜k et comme nous venons d’établir que
dX˜(γi.∂B˜k, γi+1.∂B˜k) ≥ 2δ − ε′k
nous obtenons que d
X˜
(x, y) ≥ (Nk − 1)(2δ − ε′k) et finalement,
Nk <
dX˜(x, y)
2δ − ε′k
+ 1
On en déduit que le nombre total N de boules différentes intersectées vérifie
N =
n∑
k=1
Nk <
n∑
k=1
[
d
X˜
(x, y)
2δ − ε′k
]
+ n
(on ne tient pas compte ici des intersections multiples de c avec une même
boule).
Pour simplifier les notations, nous renumérotons les boules intersectées en
les appelant B ′1, ..., B
′
N . Pour chaque B
′
i, nous notons ti (resp. si) l’infimum
(resp. le supremum) dans [a, b] de l’ensemble relativement compact c−1(B˜′i).
Vérifions que, si i 6= j, les intervalles [ti, si] et [tj, sj ] sont disjoints :
Quitte à permuter l’ordre de numérotation des boules, on peut supposer que
ti ≤ tj ; les deux intervalles ne peuvent donc s’intersecter que si tj ≤ si.
Supposons que ce soit le cas, on a alors
ε′k(i) ≥ diam(∂B ′i) ≥ d(c(si), c(ti))
= |si − ti| = |tj − ti|+ |si − tj|
= d(c(tj), c(ti)) + d(c(si), c(tj))
≥ 2d(∂B′j , ∂B′i)
≥ ε′k(i) + ε′k(j)
(où k(i) et k(j) sont les indices tels que B ′i = γ.(B˜k(i)) et B
′
j = γ.(B˜k(j))), où
la dernière inégalité provient de la remarque 2.28. Ceci donne une contradic-
tion qui implique que, si i 6= j, les intervalles [ti, si] et [tj , sj] sont disjoints.
On définit alors la courbe c′ : [a, b] −→ Y0 en choisissant, pour chaque i,
une courbe ci : [ti, si] −→ ∂B′i qui réalise la longueur minimale parmi toutes
les courbes de ∂B ′i qui joignent c(ti) à c(si). On pose
c′(t) =

ci(t) si t ∈ [ti, si]
c(t) si t ∈ [a, b] \
n⋃
i=1
[ti, si]
La courbe c est continue et sa longueur vérifie
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dY0(x, y) ≤ longY0(c′)
≤ longX˜(c) +
N∑
k=1
long∂B′k(ck)
≤ d
X˜
(x, y) +
n∑
i=1
Ni.ε
′
i
≤ dX˜(x, y)
[
1 +
n∑
k=1
ε′k
2δ − ε′k
]
+
n∑
k=1
ε′k
Or, le fait 2.19 implique que, si x˜0 est un point de p
−1(x0) et si la distance
d′ induite sur p−1(x0) par dX˜ vérifie
d′(x˜0, γ.x˜0) ≤ C1dX˜(x˜0, γ.x˜0) + C2
alors
Ent(p−1(x0), d′, µx˜0) ≥
1
C1
Ent(X, g)
et, par ailleurs, Ent(Y0, dY0) = Ent(p
−1(x0), d′, µx˜0), ce qui permet de conclure.
Preuve de la proposition 2.24.
Preuve de l’inégalité de gauche de la proposition 2.24
En appliquant le lemme 2.27 aux espaces (X, dX ) et (X0, d0), on obtient(
1 +
n∑
k=1
ε′k
2δ − ε′k
)−1
Ent(X, dX) ≤ Ent(Y0,dY0 )(X0, d0)
Soit X ′0 = X
′ \
⋃
k∈N
Ck.
Notons Y ′0 = X˜
′ \
⋃
γ∈ΓX
 ⋃
k∈{1..n}
γ.Ck
 (où les x˜k sont des relevés fixés des
xk et où γ.Ck désigne un exemplaire de Ck recollé en identifiant son bord à
γ.∂B˜k) et muni de la distance de longueur naturelle.
Il est clair que X ′0 et X0 (munis de leur distance de longueur naturelle)
sont isométriques. Par ailleurs, même si les domaines Ck ne sont pas des
boules et ne vérifient pas les hypothèses imposées sur les domaines excisés
dans la construction proposée dans la proposition 2.24, la preuve du lemme
2.27 fonctionne encore si l’on remplace respectivement X, X0 et Bk par X
′,
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X ′0 et Ck (puisque les Ck sont disjoints, ont des bords de même diamètre que
les boules Bk et sont à la même distance les uns des autres que les boules
Bk). En appliquant alors l’inégalité de droite du lemme 2.27 avec (X
′, dX′)
et (X ′0, d
′
0), on obtient que
Ent(Y0,dY0 )(X0, d0) = Ent(Y
′
0 ,dY ′0
)(X
′
0, d
′
0) ≤ Ent(X ′, dX′)
En conclusion,(
1 +
n∑
k=1
ε′k
2δ − ε′k
)−1
Ent(X, dX) ≤ Ent(X ′, dX′)
Preuve de l’inégalité de droite de la proposition 2.24
Soit X0 l’espace de longueur X \
⋃
k∈{1..n}
B(xk, εk) et Y0 son revêtement défini
par X˜ \
⋃
i∈{1..n}
⋃
γ∈ΓX
B˜(x˜i, εi), où les points x˜i sont des relevés des points xi.
Par la proposition 2.25, on sait que X et X ′ ont des groupes fondamentaux
isomorphes, donc leurs groupes de transformations du revêtement universel
sont également isomorphes (puisque toute variété est semi-localement sim-
plement connexe) ; nous noterons ce groupe Γ. Alors Γ est aussi le groupe des
transformations du revêtement p : (Y0, dY0) −→ (X0, d0). De plus, l’injection
canonique de (Y0, dY0) dans (X˜, gX˜) est Γ-équivariante et contractante. Le
corollaire 2.22 implique alors que Ent(Y0,dY0)(X0, d0) ≤ Ent(X, dX).
Soit maintenant x0 un point de Y0 et x˜0 son image dans X˜
′ par l’injection
canonique. Comme, par définition de Y0, une courbe c sur Y0 évite les endroits
où l’on a déformé la métrique, la longueur de c sur Y0 et la longueur de son
injection canonique sur X˜ ′ sont identiques. Par ailleurs, il y a davantage de
courbes dans X˜ ′. Ainsi, dY0(x0, γ.x0) ≥ dX˜′(x˜0, γ.x˜0).
Soit maintenant une géodésique minimisante c qui joint x˜0 à γ.x˜0 dans
(X˜ ′, gX˜′). Nous allons montrer que c est nécessairement incluse dans Y0,
i.e. que l’ouvert c−1(X˜ ′ \ Y0) est vide. Supposons que ce ne soit pas le cas
et notons ]t−i , t
+
i [ une des composantes connexes de cet ouvert. Alors, les
points x−i = c(t
−
i ) et x
+
i = c(t
+
i ) appartiennent au bord γ.∂B˜i d’une même
composante connexe γ.ci de X˜
′ \Y0 (car ils sont adhérents à X˜ ′ \Y0 et à son
complémentaire et c(]t−i , t
+
i [) est inclus dans une seule composante connexe
de X˜ ′ \ Y0).
Pour simplifier les notations, nous fixons i et nous noterons B et ∂B pour
γ.B˜i et γ.∂B˜i. L’image c([t
−
i , t
+
i ]) ne rencontre ni [ε
′
i, L[×∂B, ni (a fortiori)
la partie Mi recollée au bord {L}× ∂B de ce cylindre, car, sinon, c ne serait
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pas minimisante sur l’intervalle [t−i , t
+
i ]. On aurait en effet,
longg′(c|[t−i ,t+i ]) ≥ 2dg′({0} × ∂B, {ε
′
i} × ∂B)
= 2ε′i
≥ 2d∂B(x−i , x+i )
≥ 2d
X˜′
(x−i , x
+
i )
> dX˜′(x
−
i , x
+
i )
l’inégalité d∂B ≥ dX˜′ venant du fait qu’il y a plus de courbes qui joignent
x−i et x
+
i dans X˜
′ que dans ∂B.
On en déduit que c|]t−i ,t+i [ est contenue dans ]0, ε
′
i[×∂B, donc qu’elle s’écrit
c|]t−i ,t+i [ : t −→ (r(t), x(t))
où r(t) ∈ ]0, ε′i[ et où t −→ x(t) est une courbe qui joint x−i et x+i dans ∂B.
Il vient que √
g(c˙(t), c˙(t)) =
√
|r′(t)|2 + g∂B(x′(t), x′(t))
≥
√
g∂B(x′(t), x′(t))
Or, les deux métriques gX˜′ et gY0 coïncident sur ∂B donc
dX˜′(x
−
i , x
+
i ) ≥
∫
[x−i ,x
+
i ]
√
g∂B(x′(t), x′(t))
≥
∫
[x−i ,x
+
i ]
√
gY0(x
′(t), x′(t))
= d∂B(x
−
i , x
+
i )
≥ dY0(x−i , x+i )
Comme g
X˜′
et gY0 coïncident en dehors des segments de la forme [x
−
i , x
+
i ],
on a
dX˜′(x˜0, γ.x˜0) ≥ dY0(x˜0, γ.x˜0)
Puisqu’on a également montré l’inégalité inverse, on obtient
dX˜′(x˜0, γ.x˜0) = dY0(x0, γ.x0)
Ceci entraîne en particulier que
Ent(X ′, dX′) = Ent(Y0,dY0 )(X0, d0)
On a vu dans le lemme 2.27 que Ent(X, dX) ≥ Ent(Y0,dY0 )(X0, d0), ce qui
termine la démonstration de la proposition 2.24.
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2.4.3 Applications
Nous décrivons ici plusieurs exemples de familles de variétés rieman-
niennes compactes de même dimension, qui montrent que l’hypothèse "En-
tropie uniformément majorée" est bien plus faible que l’hypothèse "Cour-
bure de Ricci uniformément minorée", comme le précisent les remarques qui
suivent chacun des énoncés suivants :
Exemple 2.29. Sur toute variété compacte Xm de dimension m ≥ 3, il
existe une suite (gk)k∈N de métriques riemanniennes dont l’entropie et le
diamètre sont uniformément majorés et telles que la suite ((Xm, gk))k∈N
ne contienne aucune sous-suite de Cauchy pour la distance de Gromov-
Hausdorff.
Remarque 2.30. L’existence d’une telle suite implique qu’une famille de
variétés riemanniennes compactes de même dimension, dont l’entropie et le
diamètre sont uniformément majorés n’est pas nécessairement précompacte
pour la distance de Gromov-Hausdorff. Notons que toute famille de variétés
riemanniennes compactes de même dimension, dont la courbure de Ricci est
uniformément minorée et dont le diamètre est uniformément majoré est pré-
compacte pour la distance de Gromov-Hausdorff (voir [Gr], théorème 5.3).
Notons par ailleurs que le résultat énoncé dans l’exemple 2.29 est bien connu
des spécialistes du sujet, mais sa preuve ne semble pas rédigée dans la litté-
rature. Nous en donnons une preuve ci-dessous.
Construction de l’exemple 2.29.
Soit Xm (m ≥ 3) une variété compacte, connexe, de dimension m, et g une
métrique riemannienne fixée sur Xm dont nous noterons δ le rayon d’injec-
tivité et K2 le supremum des valeurs absolues des courbures sectionnelles.
Pour tout n ∈ N∗, et pour tout εn suffisamment petit pour que le nombre de
boules disjointes B(xk, 5εn) qu’on peut inclure dans (X
m, g) soit supérieur
à n et pour que εn < min{ 1K , δ2pi , 18pi , 1n2 }, on peut construire la variété Xn
et la métrique gn comme décrit dans la proposition 2.24 et la remarque qui
la suit : i.e. on excise n boules B(xk, εn), on recolle n cylindres de longueur
L = 1, au bout de chacun desquels on recolle une sphère Sm (de manière
canonique).
La variété Xn est alors difféomorphe à X et la proposition 2.24 prouve que
Ent(Xn, gn) ≤ Ent(X, dX). Par ailleurs, le diamètre de (Xn, gn) est ma-
joré (par exemple) par diam(X, g)(1 + piδ ) + 2pi + 6. En effet, notons comme
précédemment X0 = X \
n⋃
k=1
B(xk, εn) et Y0 son relevé dans le revêtement
universel de X, et notons Ck le k
ième cylindre sur lequel on a recollé la
sphère de diamètre 2εn.
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Si x et y sont deux points de Ck0 , on montre aisément que
dn(x, y) ≤ L+ 2εn ≤ 3
Supposons donc, dans un premier temps, que x et y sont deux points de X0.
Soit c : [a, b] −→ Mn une géodésique minimisante entre x et y sur X et c˜
un de ses relevés dans X˜ dont les extrémités x˜ et y˜ sont des antécédents
respectifs de x et y. Alors,
longX˜(c˜) = longX(c) = dX(x, y) ≤ diam(X, g)
On construit ensuite, comme dans la preuve du lemme 2.27, une courbe c¯
sur Y0 en remplaçant chaque portion de la courbe c˜ qui rencontre le relevé
d’une boule B(xk, εn) par une courbe sur le bord de ce relevé. Alors, si
ε′n := (1 + (Kεn)2)piεn,
dn(x, y) ≤ longX˜n(c¯)
≤ longY0(c¯)
≤ long
X˜
(c˜)
(
1 + n
ε′n
δ − ε′n
)
+ nε′n
≤ diam(X, g)
(
1 + n
2piεn
δ − 2piεn
)
+ 2npiεn
≤ diam(X, g)
(
1 +
2pi
δ
)
+ 2pi
la première inégalité provenant du fait que c¯ est une courbe qui relie deux
antécédents de x et y dans le revêtement universel de Xn et qu’une applica-
tion de revêtement est contractante, la troisième ayant déjà été démontrée
dans la preuve du lemme 2.27, la quatrième provenant du fait que Kεn ≤ 1,
et la dernière du fait que εn ≤ min{1, δ2pi}.
Dans le cas où x appartient à X0 = Xn \
n⋃
k=1
Ck et y appartient à Ck0 , on
fixe un point y1 quelconque sur le bord ∂B(xk, εn) × {0} de Ck. Comme y
et y1 appartiennent à Ck0 et y1 et x appartiennent à Xn \
⋃
k=1..n
Ck,
dn(x, y) ≤ dn(y, y1) + dn(y1, x)
≤ 3 + diam(X, g)
(
1 +
2pi
δ
)
+ 2pi
Finalement, si x appartient à Ck et y appartient à Ck′ (où k 6= k′), en
utilisant les mêmes notations,
dn(x, y) ≤ dn(x, x1) + dn(x1, y1) + dn(y1, y)
≤ 3 + diam(X, g)
(
1 +
2pi
δ
)
+ 2pi + 3
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et, finalement, le diamètre de (Xn, gn) est inférieur à diam(X, g)
(
1 + 2piδ
)
+
2pi + 6
Fixons à présent un entier n quelconque. Si l est suffisamment grand, nous
avons vu dans la preuve de l’exemple 1.28 que dGH((Xn, dn), (Xn+l, dn+l)) ≥
1. La suite ((Xn, dn))n∈N ne contient donc aucune sous-suite de Cauchy et
la famille ((Xn, gn))n∈N∗ n’est pas précompacte pour la distance de Gromov-
Hausdorff. Ceci termine la preuve du corollaire 2.29.
Exemple 2.31. Toute variété riemannienne de dimensionm paire (m ≥ 4)
peut être obtenue comme la limite (pour la distance de Gromov-Hausdorff)
d’une suite de variétés riemanniennes compactes de même dimension m,
dont l’entropie est uniformément majorée, mais telles que deux variétés
quelconques de la suite n’ont ni la même structure différentiable, ni la même
structure homotopique, ni la même structure homologique, ni la même ca-
ractéristique d’Euler.
Remarque 2.32.
(i) Remarquons tout de même que les groupes fondamentaux des variétés de
la suite construite ci-dessous sont tous isomorphes.
(ii) La même situation est impossible si l’on remplace l’hypothèse "Entropie
majorée" par l’hypothèse "Courbure de Ricci minorée", puisqu’un théorème
de J. Cheeger et T. Colding assure alors la stabilité de la structure différen-
tiable des éléments de la suite (voir [CC1], théorème A.112).
Construction de l’exemple 2.31.
Fixons une variété riemannienne compacte (X, g) de dimension m paire et
supérieure ou égale à 4, munie d’une métrique riemannienne fixée g dont nous
noterons δ le rayon d’injectivité et K2 le supremum des valeurs absolues des
courbures sectionnelles.
Pour tout n ∈ N∗, fixons un réel εn > 0 suffisamment petit pour que :
• le nombre de boules disjointes B(xk, 5εn) qu’on peut inclure dans (Xm, g)
soit supérieur à n
• εn < min{ 1K , δ2pi}.
On peut alors construire la variété Xn et la métrique gn comme décrit dans la
proposition 2.24 et la remarque qui la suit : i.e. on excise n boules B(xk, εn),
on leur recolle n cylindres de longueur Ln = 2(1+K
2ε2n)piεn au bout duquel
on recolle un espace projectif complexe, de dimension réellem, et de diamètre
2εn.
Vérifions que la suite ((Xn, gn))n∈N vérifie les propriétés annoncées dans
l’exemple 2.31.
D’après la proposition 2.24, l’entropie de (Xn, gn) est inférieure à l’entropie
de (X, g) et l’on peut montrer, en mimant la preuve de l’exemple 2.29, que le
diamètre est uniformément majoré. De plus, la suite ((Xn, gn))n∈N∗ tend vers
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la variété (X, g) (pour la distance de Gromov-Hausdorff) qui est également
de dimension m. Pour montrer que deux variétés distinctes de la suite n’ont
pas même type d’homologie, calculons la caractéristique d’Euler de chaque
variété Xn : notons que Xn est la somme connexe de la variété (X, g) avec
n espaces projectifs complexes Pd(C) de dimension réelle m = 2d ≥ 4. Alors
χ(Xn) = χ(X) + nχ(Pd(C))− 2n
= χ(X) + n(d+ 1)− 2n
= χ(X) + n(d− 1)
Ainsi, la suite (χ(Xn))n∈N∗ est strictement croissante (donc deux éléments
de la suite ont deux caractéristiques d’Euler différentes, en particulier, ils
n’ont pas même type d’homologie) et, pour tout n ∈ N∗, les caractéristiques
d’Euler de Xn et X sont différentes.
Exemple 2.33. Toute variété riemannienne (X, g) compacte de dimen-
sion m ≥ 3 peut être obtenue comme la limite d’une suite de variétés
riemanniennes compactes ((Xn, gn))n∈N de même dimension m, toutes dif-
féomorphes à X, dont l’entropie est uniformément majorée, mais telle que
(V ol(Mn, gn))n∈N tende vers l’infini.
Remarque 2.34.
(i) Remarquons tout de même que les groupes fondamentaux des variétés de
la suite construite ci-dessous sont tous isomorphes.
(ii) La même situation est impossible si l’on remplace l’hypothèse "Entropie
majorée" par l’hypothèse "Courbure de Ricci minorée", puisqu’un théorème
de T. Colding assure alors la continuité du volume (voir [Co], théorème 0.1).
Construction de l’exemple 2.33.
Fixons une variété riemannienne (X, g) de dimension m supérieure ou égale
à 3.
Pour chaque n ∈ N∗, nous construisons la n-ième variété (Xn, gn) de la
suite comme dans l’exemple précédent (en utilisant les mêmes notations) et
en recollant à (X \ ∪i=1..nB(xi, εn)) n cylindres Ci = [0, Ln] × ∂B(xi, εn)
sur lesquels on recolle une sphère Sn de dimension m (privée d’une boule
B′(z′i, εn)), de diamètre dn supérieur à 4εn et qui tend vers zéro et de volume
supérieur à 1√
n
.
D’après la proposition 2.24, l’entropie de (Xn, gn) est inférieure à l’entropie
de (X, g). De plus, la suite ((Xn, gn))n∈N tend vers la variété (X, g) pour la
distance de Gromov-Hausdorff, qui est de dimension m. Par ailleurs,
V ol(Xn, gn) ≥ n1
2
V ol(Sn) ≥ n
2
1√
n
≥
√
n
2
Ainsi, la suite (V ol(Xn, gn))n∈N∗ tend vers l’infini.
Chapitre 3
Approximations de Hausdorff
équivariantes entre revêtements
Dans ce chapitre, nous nous consacrons à l’étude de la famille Mδ,H,D
des (classes d’isométrie des) espaces de longueur compacts qui admettent
un revêtement universel (éventuellement non simplement connexe - voir la
définition page 27 du revêtement universel choisie), dont le groupe des au-
tomorphismes du revêtement universel est de centre réduit à zéro et δ-non-
abélien (voir la définition E.1 et de nombreux exemples dans [BCG1], page
9 à 13), dont l’entropie volumique (par rapport au revêtement universel) est
inférieure ou égale à H et dont le diamètre est inférieur ou égal à D. Puisque
toutes les variétés construites dans les exemples 2.29, 2.33 et 2.31 possèdent
le même groupe fondamental que la variété compacte (X, dX ) initiale, si l’on
réalise les constructions à partie d’une variété riemannienne dont le groupe
fondamental est δ-non-abélien, toutes les variétés riemanniennes obtenues
appartiennent à Mδ,H,D pour des réels H et D strictement positifs bien
choisis. On ne peut donc espérer aucun résultat de précompacité, de conti-
nuité du volume ou de stabilité de la strucuture différentielle, homotopique
ou homologique sur Mδ,H,D. Nous établissons cependant dans ce chapitre le
résultat de stabilité du groupe des transformations de revêtement universel
(qui est isomorphe au groupe fondamental quand le revêtement univrsel est
simplement connexe) suivant :
Théorème 3.1. (Reformulation du corollaire 3.32)
Fixons trois réels strictement positifs arbitraires δ, H et D et posons
ε0 =
δ
(4 + δ)H
e−2(
4+δ
δ
)HD
Fixons arbitrairement un réel ε tel que 0 < ε < ε013 .
Soient (X, dX ) et (Y, dY ) deux espaces de longueur compacts (connexes)
quelconques, qui admettent un revêtement universel (pas nécessairement
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simplement connexe), tel que le groupe des automorphismes de ce revête-
ment soit δ-non-abélien et de centre réduit à zéro. Supposons de plus que
le diamètre et l’entropie de (X, dX ) et (Y, dY ) sont respectivement majorés
par D et H.
Si la distance de Gromov-Hausdorff entre (X, dX ) et (Y, dY ) est inférieure
à ε,
(i) il existe un isomorphisme ρ¯ entre le groupe G(X˜,X) des automor-
phismes du revêtement universel pX : X˜ −→ X et le groupe G(Y˜ , Y ) des
automorphismes du revêtement universel pY : Y˜ −→ Y .
(ii) il existe deux applications
ϕ˜ : X˜ −→ Y˜
ψ˜ : Y˜ −→ X˜
qui sont, pour tout R > 0 des ε′-approximations entre les boules de rayon
R de X˜ et Y˜ (où ε′ = ε′(ε,R, ε0) tend vers zéro quand ε tend vers zéro).
De plus, les applications ϕ˜ et ψ˜ sont respectivement ρ¯-équivariante et
(ρ¯)−1-équivariante.
Remarquons que ce résultat n’est pas simplement un résultat de type
"convergence", mais plus un résultat de type "approximation avec majora-
tion de l’erreur", puisque la distance à partir de laquelle les revêtements sont
proches peut être calculé uniquement en fonction des bornes sur les invariants
de X préalablement fixées. De plus, la version de corollaire 3.32 donnée dans
le théorème 3.1 est également un résultat de rigidité topologique sur l’en-
semble des (classes d’isométrie) des espaces de Mδ,H,D qui sont à distance
de Gromov-Hausdorff inférieure à ε013 d’un espace donné de Mδ,H,D.
Ce résultat peut être énoncé de manière plus générale (voir le théorème 3.30) :
étant donné un espace de longueur (X, dX) (qui appartient à Mδ,H,D), si
(Y, dY ) est un espace de longueur compact quelconque
ε0
13 -proche de (X, dX )
pour la distance de Gromov-Hausdorff, ce théorème donne un procédé uni-
versel
• de construction d’un revêtement galoisien de (Y, dY ),
• de construction d’un isomorphisme entre les groupes d’automorphismes de
ce revêtement et du revêtement universel de X,
• de construction d’approximations de Gromov-Hausdorff entre ces deux re-
vêtements qui conjuguent les actions des groupes des automorphismes de
revêtement (dans cette version, aucune hypothèse n’est faite sur (Y, dY ) ; en
particulier, il n’est pas supposé appartenir à Mδ,H,D).
Une application immédiate de cette version plus générale est la suivante :
considérons une variété riemannienne compacte (X, dX ) de Mδ,H,D et un
graphe G (explicitement construit dans l’exemple 3.55), muni d’une distance
de longueur dG, tel que (G, dG) soit à distance de Gromov-Hausdorff de la
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variété (X, dX ) inférieure à
ε0
26 (où ε0 a été donné uniquement en fonction de
δ, H et D dans l’énoncé du théorème ci-dessus). Cette autre version (voir
théorème 3.30) donne en particulier (de manière explicite) un isomorphisme
entre le groupe fondamental de (X, dX ) et le groupe des transformations
d’un revêtement bien choisi (et explicite) du graphe G, ce revêtement étant
le revêtement de G dont le groupe fondamental est le sous-groupe normal de
pi1(G, x0) engendré par les cycles de G de longueur inférieure à
ε0
13 (voir la
proposition 3.56).
Par ailleurs, nous avons déjà noté que, pour avoir un contrôle de l’entropie
volumique, il est nécessaire de connaître la structure algébrique du groupe
des transformations du revêtement universel et la manière dont il déplace
les points sur ce revêtement universel : le théorème 3.1, qui nous donne
justement ces informations, permet ainsi d’établir que l’entropie volumique,
qui est un invariant continu par rapport à la métrique sur les variétés rie-
manniennes, est de plus uniformément continue par rapport à la distance de
Gromov-Haudorff sur la famille Mδ,H,D considérée (voir le théorème 3.61).
De plus, si ((Xn, dn))n∈N est une suite d’éléments de Mδ,H,D qui converge
vers un espace de longueur (Y, dY ), alors, (Y, dY ) possède un revêtement uni-
versel (voir le corollaire 3.69), ce qui permet de définir l’entropie de l’espace
(Y, dY ). La suite des entropies des espaces (Xn, dn) converge alors vers l’en-
tropie de (Y, dY ) (voir la proposition 3.70).
Ceci nous conduit alors naturellement au théorème de fermeture suivant :
Théorème 3.2.
Fixons arbitrairement trois réels strictement positifs δ, H et D.
L’espace Mδ,H,D est complet pour la distance de Gromov-Hausdorff.
Dans la dernière section de ce chapitre, nous justifions les hypothèses
choisies en discutant de l’optimalité des résultats établis.
3.1 Présentation des questions
Exemples et contre-exemples
Nous donnons ici un inventaire (non exhaustif) des situations qui peuvent
se présenter lorsqu’on étudie la convergence de revêtements universels. Nous
mettons l’accent sur le fait que, même dans le cas où ces revêtements sont
supposés simplement connexes, il n’est pas forcément possible d’obtenir des
informations sur leur limite. Considérons en effet une suite ((Xn, dn))n∈N
d’espaces de longueur compacts et semi-localement simplement connexes
(voir la définition B.13) qui converge pour la distance de Gromov-Hausdorff
vers un espace de longueur (X, d). Savoir si l’espace-limite (X, d) admet un
revêtement universel simplement connexe équivaut à savoir si cet espace-
limite est semi-localement simplement connexe, c’est-à-dire savoir s’il existe
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ou non des lacets (non homotopes à zéro) arbitrairement petits en un point
base donné. Il nous faut donc étudier le groupe fondamental de l’espace-limite
et comprendre la relation entre ce groupe et les groupes fondamentaux des
éléments de la suite.
D’une façon générale, il est facile de construire des suites ((Xn, dn))n∈N d’es-
paces de longueur dont la limite admet un groupe fondamental "plus petit"
que le groupe fondamental des éléments de la suite, dans le sens où il existe
une surjection du groupe fondamental des éléments de la suite dans celui de
l’espace-limite : il suffit de penser à une famille de métriques (gn)n∈N sur
le tore telle que la suite ((T2, gn))n∈N∗ tende vers le cercle quand n tend
vers l’infini (considérer par exemple la suite de métriques sur T2 = T × T
définie par gn = gT +
1
n2 gT, où gT est la métrique canonique du cercle T). Un
exemple plus élaboré est donné par le bord Mε du ε
2-voisinage tubulaire d’un
graphe provenant d’une triangulation d’une variété riemannienne quelconque
(M, g) dont les triangles sont de taille ε. Il est alors possible de munir Mε
d’une distance de longueur dε (et même d’une métrique riemannienne, si ε
est suffisamment petit) telle que (Mε, dε) tende vers (M, g) pour la distance
de Gromov-Hausdorff quand ε tend vers zéro.
Il peut par ailleurs arriver que le groupe fondamental de la limite soit
"plus gros" que celui de chacun des éléments de la suite (dans le sens où il
n’existe pas de surjection du groupe fondamental d’un élément de la suite
dans le groupe fondamental de la limite) : un premier exemple est donné par
l’exemple D.1 (dans l’annexe D), où les groupes fondamentaux des éléments
de la suite deviennent de plus en plus "gros". Dans cet exemple, l’espace
limite ne possède pas de revêtement universel.
Mais il peut aussi arriver que les groupes fondamentaux des éléments de
la suite ((Xn, dn))n∈N soient tous isomorphes entre eux et que, cependant,
il n’existe pas de surjection de ces groupes dans le groupe fondamental
de l’espace-limite (X, d), comme c’est le cas dans l’exemple D.2. Dans cet
exemple, la limite des revêtements universels (simplement connexes) n’est
pas simplement connexe mais est tout de même le revêtement universel de
l’espace-limite (nous rappelons que la définition du revêtement universel que
nous avons choisie se trouve page 27).
Dans le cas général, même si l’espace-limite admet un revêtement univer-
sel, celui-ci n’est pas nécessairement la limite des revêtements universels des
éléments de la suite : il existe des suites d’espaces de longueur (compacts)
((Xn, dn))n∈N qui convergent vers un espace (X, d) et dont les revêtements
universels convergent mais ne convergent pas vers le revêtement universel de
l’espace limite (X, d) (voir l’exemple D.3). La limite des revêtements univer-
sels est alors un revêtement intermédiaire de (X, d).
Quelques résultats connus sur ce sujet
De nombreux travaux ont permis d’établir un lien entre le groupe fon-
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damental des éléments d’une suite ((Xn, dn))n∈N convergente et le groupe
fondamental de la limite, ce qui permet aussi d’établir dans de nombreux
cas si l’espace limite admet un revêtement universel. Nous commençons par
énoncer quelques résultats établis dans le cadre des variétés riemanniennes.
Théorème 3.3. ([Tu1] et [Tu2])
Soit ((Mn, gn))n∈N une suite convergente (pour la distance de Gromov-Hausdorff)
de variétés riemanniennes compactes connexes, dont la dimension est unifor-
mément majorée et dont la courbure sectionnelle est uniformément bornée.
Soit (X, dX ) l’espace de longueur limite. Alors,
1. X est localement simplement connexe et admet un revêtement universel
simplement connexe.
2. Pour n suffisamment grand, il existe un morphisme surjectif du groupe
fondamental de Mn dans le groupe fondamental de X.
Théorème 3.4. ([SW], théorème 1.4)
Soit D un réel positif. Soit (Mi, gi)i∈N une suite de variétés riemanniennes
compactes connexes de même dimensionm et vérifiant Ricci(Mi, gi) ≥ −(m−
1)gi et diam(Mi, gi) ≤ D, qui converge vers un espace de longueur (Y, dY ) au
sens de Gromov-Hausdorff. Alors le revêtement universel Y˜ de Y existe et,
pour N suffisamment grand (qui dépend de Y ), il existe un homomorphisme
surjectif du groupe fondamental de MN dans le groupe des transformations
de revêtement de Y˜ −→ Y .
C. Sormani et G. Wei construisent le revêtement universel de la limite comme
la limite (Y¯ , dY¯ ) (pour la topologie de Gromov-Hausdorff pointée) d’une
sous-suite des revêtements universels des éléments de la suite. Elles s’in-
téressent à des revêtements réguliers particuliers, appelés α-revêtements et
notés Y α, définis pour tout α > 0 (voir la définition 3.22) qui coïncident avec
le revêtement universel (quand il existe) dès que α est suffisamment petit.
Elles montrent en particulier que, si α est suffisamment petit et si α′ < α,
alors on a la chaîne de revêtements
Y α
′ −→ Y¯ −→ Y α
Mais la preuve donnée ne permet ni d’évaluer la distance à partir de laquelle
il existe un homomorphisme surjectif entre les groupes des transformations
du revêtement universel, ni de calculer le réel α (c’est-à-dire, qu’on ne sait
pas à partir de quel α > 0, Y¯ = Y α, en particulier, on ne sait pas construire
Y¯ à partir de Y ). Remarquons qu’il n’est toujours pas précisé si le revêtement
universel de Y est simplement connexe sous ces hypothèses (cf [SW], où cette
question est posée).
Sous les mêmes hypothèses que celles du théorème 3.4 mais en supposant de
plus que la limite Y est une variété de même dimension que les variétés Mi,
J. Cheeger et T. Colding prouvent le
74 CHAPITRE 3.-Approximations équivariantes entre revêtements
Théorème 3.5. ([CC1], théorème A.112)
Soit (Mi, gi)i∈N une suite de variétés riemanniennes compactes de même
dimension m et vérifiant Ricci(Mi, gi) ≥ −(m− 1)gi qui converge vers une
variété Y de même dimension m. Alors Y est difféomorphe aux variétés Mi
lorsque i est suffisamment grand.
Certains auteurs ont également établis des résultats de finitude ou de sta-
bilité topologique sans faire d’hypothèse sur la courbure des variétés étudiées.
S. Ferry (voir [Fe]) et R. Greene-P. Petersen (voir [GP]) ont par exemple
choisi de remplacer les hypothèses de courbure par des hypothèses sur la
fonction de contractibilité que l’on définit de la manière suivante :
Définition 3.6.
Fixons une fonction continue ρ : [0, R] −→ [0,+∞) telle que ρ(0) = 0 et
ρ(r) ≥ r pour tout r ∈ [0, R]. La fonction ρ est une fonction de contrac-
tibilité pour l’espace de longueur (X, dX ) si toute boule de rayon t ≤ R est
contractable dans une boule concentrique de rayon ρ(t), c’est-à-dire que, dans
l’espace des applications de B(x, t) dans B(x, ρ(t)), il existe une homotopie
de l’inclusion canonique sur l’application constante.
Fixons un réel R > 0 et une fonction ρ : [0, R] −→ [0,+∞) vérifiant les
propriétés de la définition 3.6. Notons M(m, ρ) l’ensemble des (classes d’iso-
métrie des) espaces métriques qui admettent la fonction ρ comme fonction
de contractibilité et dont la dimension de Hausdorff est m. Les travaux de S.
Ferry (voir [Fe]) associés aux travaux de R. Greene-P. Petersen (voir [GP])
donnent le théorème de finitude suivant :
Théorème 3.7. ( [Fe], théorème 2)
Si m ≥ 4, la famille Cm,ρ,V0 des classes d’isométrie des variétés rieman-
niennes qui appartiennent à M(m, ρ) et dont le volume est majoré par V0
contient un nombre fini de types d’homéomorphismes.
Si m ≥ 5, la famille Cm,ρ,V0 contient un nombre fini de types de difféomor-
phismes.
D’autres résultats de ce type ont été établis dans le cadre des espaces de
longueur :
Définition 3.8.
Soit (Y, dY ) un espace de longueur. Nous appellerons rayon de simple-connexité
locale et nous noterons r(Y, dY ) le maximum des réels positifs r tels que tout
lacet sur Y entièrement inclus dans une boule de rayon r soit homotope à
zéro dans Y .
Remarquons que, si Y est compact et semi-localement simplement connexe,
r(Y ) est strictement positif.
Nous pouvons énoncer à présent la
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Proposition 3.9. ([Tu1])
Soient (Y1, d1) et (Y2, d2) deux espaces de longueur compacts et localement
simplement connexes. Si la distance de Gromov-Hausdorff entre (Y1, d1) et
(Y2, d2) est inférieure à
r(Y2,d2)
20 , il existe un morphisme surjectif du groupe
fondamental de Y1 sur celui de Y2.
En fait, ce résultat est énoncé dans [Tu1] (et corrigé dans [Tu2]) dans le
cas particulier d’une suite de variétés riemanniennes de courbure sectionnelle
bornée qui converge vers (Y2, d2), mais la preuve de [Tu1] prouve la propo-
sition 3.9.
Remarquons tout d’abord que ce résultat est plus un résultat de type "ap-
proximation" qu’un résultat de type "convergence" puisqu’il estime la dis-
tance à partir de laquelle le morphisme est surjectif. Cependant, la limite
de cet énoncé réside dans le fait que cette distance dépend des objets Y1 et
Y2 considérés, ce qui peut poser un problème quand Y2 n’est pas connu (en
particulier, si c’est la limite d’une suite d’espaces métriques). Par ailleurs, ce
résultat ne stipule pas si l’épimorphisme provient d’une application entre les
revêtements universels des deux espaces de longueur. Plus précisément, si Y1
et Y2 sont deux espaces topologiques compacts, et si ρ est un épimorphisme
entre les groupes fondamentaux pi1(Y1) et pi1(Y2), on peut se demander s’il
existe une application f : Y1 −→ Y2 telle que f∗ = ρ et si f se relève en
une approximation de Gromov-Hausdorff équivariante entre les revêtements
universels. La preuve de [Tu1] ne permet pas de répondre à cette question.
On ne peut donc pas "comparer" les actions des groupes fondamentaux sur
les revêtements.
S. Sabourau établit un résultat de stabilité du type d’homotopie sous
l’hypothèse de minoration de la longueur du plus petit lacet géodésique (non
constant) :
Théorème 3.10. ([Sa], proposition 3.5.4)
Soient (M, gM ) et (N, gN ) deux variétés riemanniennes compactes de même
dimension m et dont la longueur du plus petit lacet géodésique (non constant)
est supérieure à l0. Si dGH((M, gM ), (N, gN )) ≤ βnl0 (où βn = 116.3m 14.3m−1−1),
alors les variétés M et N sont homotopiquement équivalentes.
On remarquera que, si la conclusion du théorème 3.10 est plus forte que
celle de la proposition 3.9, son hypothèse est également plus forte puisqu’elle
exige non seulement que le rayon de simple connexité locale soit minoré, mais
aussi que la longueur des lacets géodésiques du revêtement universel soit
minorée. Cette dernière hypothèse est indispensable puisque l’exemple 2.31
donne une suite de variétés riemanniennes compactes dont le rayon de simple
connexité locale est minoré uniformément, dont la caractéristique d’Euler
tend vers l’infini et qui convergent vers une variété de même dimension.
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Comparaison des hypothèses
Définition 3.11.
Soit (X, d) un espace métrique qui admet un revêtement universel X˜ (éven-
tuellement non simplement connexe) et G(X˜,X) le groupe des transforma-
tions de son revêtement universel. Munissons alors X˜ de l’unique distance,
notée dX˜ , qui fait de l’application de revêtement p : X˜ −→ X une isométrie
locale (voir la proposition B.9). Nous appellerons alors systole de (X, d), et
nous noterons sys(X, d), le réel
sys(X, d) = inf{dX˜(x˜, γ.x˜)/x˜ ∈ X˜, γ ∈ G(X˜,X) \ {id}}
Si (X, dX ) est son propre revêtement universel, le groupe G(X˜,X) est trivial ;
dans ce cas on pose
sys(X, d) = +∞
Dans cette thèse, nous travaillons avec des familles Mδ,H,D de classes
d’isométrie d’espaces métriques sur lesquelles la systole est uniformément
minorée en fonction de l’entropie volumique (grâce à la version du lemme
de Margulis sans courbure de [BCG1]), mais sur lesquelles il n’est pas pos-
sible d’assurer une minoration uniforme de la longueur du plus petit lacet
géodésique ou de trouver une fonction de contractibilité uniforme (voir les
exemples ?? et 3.16 ainsi que la remarque 3.17) . Bien que ces résultats
soient classiques, il nous a donc paru intéressant de comparer rapidement
l’invariant "systole" avec les invariants "rayon de simple-connexité locale",
"longueur du plus petit lacet géodésique" et "rayon de contractibilité", pour
donner un aperçu des situations évitées sous les hypothèses des thèorèmes
3.3, 3.10 et 3.7 mais qui peuvent se produire dans notre cas.
• Systole et rayon de simple-connexité locale :
Proposition 3.12.
Si (X, dX) est un espace de longueur, notons r(X, dX ) son rayon de simple-
connexité locale (voir la définition 3.8) et sys(X, dX) sa systole. Alors, si
(X, dX ) est semi-localement simplement connexe
sys(X, dX) = 2r(X, dX )
et la systole de (X, dX ) est alors égale à la longueur du plus petit lacet non
homotope à zéro sur X.
Si (X, dX ) est un espace de longueur qui n’est pas semi-localement simple-
ment connexe, alors r(X, dX) = 0
Preuve de la proposition 3.12.
Notons sysl(X, dX ) l’infimum des longueurs des lacets non homotopes à zéro
sur X et commençons par montrer que sysl(X, dX ) = sys(X, dX) .
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A tout point x˜ de X˜ et à tout élément γ du groupe G(X˜,X) des automor-
phismes du revêtement universel, on associe une courbe c˜ minimisante qui
joint x˜ à γ.x˜ et le lacet c = p ◦ c˜, qui est non homotope à zéro car son relevé
c˜ n’est pas un lacet. Alors, long(c) = d
X˜
(x˜, γ.x˜) et, en passant à l’infimum
en x˜ et en γ, on obtient
sys(X, dX) ≥ sysl(X, dX)
Réciproquement, si c est un lacet, fixons un point x˜ dans p−1[c(0)] et notons
c˜ le relevé de c d’origine x˜. Si c n’est pas homotope à zéro, c˜ n’est pas un lacet
et il existe un élément γ de G(X˜,X) qui envoie l’origine sur l’extrémité de c˜.
On en déduit que γ n’est pas l’identité et que long(c) = long(c˜) ≥ d
X˜
(x˜, γ.x˜).
En passant à l’infimum en c, on obtient
sysl(X, dX ) ≥ sys(X, dX)
Considérons donc un lacet c non homotope à zéro sur X, dont le point-base
est noté x0. Par définition du rayon de simple-connexité locale, le lacet c sort
nécessairement de la boule de centre x0 et de rayon r(X, dX ). Il s’ensuit que
la longueur de c est supérieure ou égale à 2r(X, dX ). Comme ceci reste vrai
pour tout lacet non homotope à zéro,
sys(X, dX) ≥ 2r(X, dX )
Pour montrer l’inégalité inverse, nous allons commencer par vérifier qu’un
lacet entièrement inclus dans une boule de rayon sys(X,dX)2 se relève en un
lacet sur le revêtement universel, donc est homotope à un point.
En utilisant les mêmes arguments que dans la preuve du point (i) de la propo-
sition 3.27, on montre que, pour tout point x˜ de X˜, le revêtement universel p :
X˜ −→ X est un homéomorphisme de la boule B
(
x˜, sys(X,dX)2
)
sur la boule
B
(
p(x˜), sys(X,dX)2
)
. Considérons un lacet c, de point-base x0, entièrement in-
clus dans une boule B
(
x, sys(X,dX)2
)
. Choisissons un point x˜ dans p−1({x}),
comme p est un homéomorphisme de la boule B˜ = B
(
x˜, sys(X,dX)2
)
sur
B
(
x, sys(X,dX)2
)
, la courbe c˜ = (p|B˜)
−1 ◦ c est un lacet relevé de c, donc
homotope au point dans X˜. En composant par p, on obtient une homotopie
de c sur le point dans X. Il s’ensuit que
sys(X, dX) ≤ 2r(X, dX )
ce qui termine la preuve de la proposition 3.12
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• Systole et plus petit lacet géodésique :
Fait 3.13.
Fixons une variété riemannienne (X, g) compacte dont le plus petit lacet
géodésique est de longueur L. Alors, sys(X, g) ≥ L.
Preuve du fait 3.13.
Considérons une variété riemannienne compacte (X, g), son revêtement uni-
versel p : (X˜, g˜) −→ (X, g) et son groupe des automorphismes du revêtement
universel G(X˜,X). Remarquons tout d’abord que si la variété X est com-
pacte, on a
sys(X, g) = min{dg˜(x˜, γ.x˜)/x˜ ∈ X˜, γ ∈ G(X˜,X) \ {id}}
Choisissons donc un point x˜ de X˜ ainsi qu’un élément γ de G(X˜,X) \ {id}
tel que sys(X, g) = dg˜(x˜, γ.x˜). Fixons une géodésique c minimisante entre x˜
et γ.x˜. Alors, la géodésique c se projette sur X en un lacet géodésique p(c)
de point base p(x˜) et de même longueur que c. Finalement,
sys(X, d) = longg˜(c) = longg(p(c)) ≥ L
ce qui termine la preuve du fait 3.13.
En fait, sur une variété riemannienne compacte (X, g), la systole sys(X, dg)
est la longueur du plus petit lacet géodésique non homotope au point (qui
est automatiquement une géodésique périodique) alors que L est la longueur
du plus petit lacet géodésique, qu’il soit homotope à zéro ou non.
Exemple 3.14. Une suite d’espaces de longueur compacts pour laquelle la
systole est uniformément minorée tandis que la longueur du plus petit lacet
géodésique tend vers zéro.
Construction de l’exemple 3.14.
Soit ε un réel strictement positif fixé.
Fixons une variété hyperbolique compacte (M0, g0) de dimension au moins
trois dont le rayon d’injectivité est noté i0. Soit c1 une géodésique périodique
non homotope à zéro dont la longueur est égale à 2i0 = sys(M0, g0).
On excise alors sur M0 une boule B qui ne rencontre pas c1, dont le rayon est
inférieur à i0 et dont le bord (en tant que sous-variété riemannienne) est de
diamètre inférieur à ε. On recolle un cylindre ∂B × [0, 1] le long de ∂B, sur
lequel on recolle une sphère euclidienne S3(ε) de rayon ε, donc de diamètre
piε. Nous noterons (Yε, dε) l’espace de longueur ainsi obtenu (voir la figure
3.1).
Il existe alors sur S3(ε) une géodésique périodique c2 de longueur piε.
Par ailleurs, comme on l’a déjà montré dans la preuve du lemme 2.27, si c est
un lacet géodésique minimisant (dans une classe d’homotopie non triviale)
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c1
c2
Fig. 3.1 – Exemple 3.14
de Yε (pour la métrique construite ci-dessus) qui rencontre ∂B × [0, 1], la
courbe c reste alors dans Yε \
[
(∂B × [0, 1]) ∪ S3(ε)] et, comme la longueur
de c dans Yε est alors égale à sa longueur pour la métrique g0 sur M0, elle
est minorée par la systole de (M0, g0), ceci implique que
sys(Yε, dε) ≥ sys(M0, g0) = 2i0
La systole de (Yε, dε) est donc minorée indépendamment de ε mais il existe
un lacet géodésique sur Yε de longueur piε. La suite des espaces de longueur
((Y1/n, d1/n))n∈N∗ possède donc les propriétés annoncées dans l’exemple ??.
• Systole et fonction de contractibilité locale :
Fait 3.15.
Considérons un espace de longueur (X, d) semi-localement simplement connexe
et compact. Si ρ : [0, R] −→ [0,+∞) est une fonction de contractibilité locale
sur (X, d), alors sys(X, d) ≥ 2R.
Preuve du fait 3.15.
Si c est un lacet de point-base x0 entièrement inclus dans la boule de centre
x0 et de rayon R, il est homotope à zéro dans la boule de centre x0 et de
rayon ρ(R), donc dans X. Il en découle que, si c est un lacet non homotope
à zéro de point-base x, il sort nécessairement de la boule de centre x et de
rayon R et sa longueur est alors supérieure à 2R. Le fait 3.15 en découle.
Exemple 3.16. Une suite d’espaces de longueurs compacts pour laquelle
la systole est uniformément minorée tandis qu’il n’existe pas de fonction de
contractibilité uniforme.
Construction de l’exemple 3.16.
Soit (M0, g0) une variété hyperbolique compacte de dimension m ≥ 3, dont
la systole est réalisée par la longueur d’une courbe qui sera notée c. Soit x0
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B(x, ε)
Fig. 3.2 – Exemple 3.16
un point fixé sur M0.
Pour tout entier k ≥ 3, on considère une boule Bk de rayon εk = 120k2 et
dont le centre xk vérifie
dg0(x0, xk) =
1
k
On construit alors l’espace de longueur (Xn, dn) en excisant les boules (Bk)k=1...n
et en recollant, le long de chaque ∂Bk, un cylindre ∂Bk × [0, 1] sur lequel on
recolle une sphère, que nous noterons Sk.
Comme dans l’exemple ??, la systole de (Xn, dn) est supérieure à la systole
de (M0, g0) (c’est là aussi, un corollaire de la méthode de la preuve du lemme
2.27).
En revanche, il n’existe pas de fonction de contractibilité uniforme pour la
famille ((Xn, dn))n∈N∗ . Raisonnons en effet par l’absurde et supposons qu’il
existe un réel R > 0 et une fonction continue
ρ : [0, R] −→ R+
telle que
• ρ(0) = 0,
• pour tout r ≤ R, ρ(r) ≥ r
• pour tout n ∈ N∗, toute boule de rayon r ≤ R sur Xn est contractable
dans la boule concentrique de rayon ρ(r).
Comme ρ est continue et ρ(0) = 0, il existe un réel r0 tel que ρ(r0) ≤
min{12 , inj(M0,g0)2 }.
Par ailleurs, si n est assez grand pour que 1n + 2εn + pi sinh εn < r0, la boule
Bn a son adhérence entièrement incluse dans la boule B(x0, r0 − piεn).
Nous noterons B(x, r) les boules de (M0, g0) etB
′(x, r) les boules de (Xn, dn).
Nous avons prouvé que B ′(x0, r0) contient C0 := B(x0, 1n +2εn)\Bn (puisque
dn(x0, x) ≤ dg0(x0, x)+pi sinh εn pour tout point x de C0 qui ne rencontre au-
cune des autres boules Bk pour k < n). Comme dn(x0, x) ≥ dg0(x0, x) quand
x appartient à B(x0, ρ(r0))\(∪k∈{1..n}Bk) (d’après la preuve du lemme 2.27),
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comme la boule B(x0, ρ(r0)) est homéomorphe à B
n et comme on ne change
rien à sa topologie en excisant un certain nombre de boules Bk que l’on
remplace par (∂Bk × [0, 1]) ∪ Sk, la boule B ′(x0, ρ(r0)) est incluse dans un
voisinage ouvert U de x0, qui contient C0 et est homéomorphe à B
m, donc
homéomorphe à Rm. En fait, B ′(x0, ρ(r0)) est inclus dans U \Sn ' Rm \{0}
puisque tout chemin qui joint un point z de Sn à x0 rencontre ∂Bk ×{1} et
∂Bk×{0} : sa longueur est donc minorée par dn(∂Bk×{0}, ∂Bk×{1}) = 1.
Si la boule B ′(x0, ρ(r0)) se contractait sur un point dans B ′(x0, ρ(r0)), alors
C0 se contracterait sur un point dans U \ Sn, ce qui impliquerait (via l’ho-
méomorphisme ci-dessus qui envoie U sur Rm et xk sur O, donc C0 sur
une couronne entourant O) que Bm \ 12Bm se contracte sur un point dans
Rm \ {0}, ce qui est impossible.
Il n’existe donc pas de fonction de contractibilité uniforme sur ((Xn, dn))n∈N∗
et la suite ((Xn, dn))n∈N∗ est un exemple de suite d’espaces de longueurs com-
pacts pour laquelle la systole est uniformément minorée tandis qu’il n’existe
pas de fonction de contractibilité uniforme.
Remarque 3.17. Si les variétés construites dans les exemples ?? et 3.16
sont de dimension supérieure ou égale à trois, elles sont toutes de diamètre et
d’entropie uniformément majorés (voir la proposition 2.24) et ont un groupe
fondamental isomorphe au groupe fondamental de la variété de départ. On
peut donc construire un famille de telles variétés qui appartiennent toutes à
une même famille Mδ,H,D (que nous étudions dans la suite de cette thèse).
Ceci implique que, sous nos hypothèses, nous ne pouvons pas espérer l’exis-
tence d’une fonction de contractibilité uniforme ou la minoration uniforme
de la longueur du plus petit lacet géodésique différent du lacet constant.
3.2 La famille Mδ,H,D
Nous définissons ici la famille Mδ,H,D sur laquelle portent les travaux
présentés dans ce chapitre et nous donnons quelques premières propriétés.
Définition 3.18.
Fixons arbitrairement trois réels strictement positifs δ, H et D.
Nous noterons Mδ,H,D l’ensemble des (classes d’isométrie des) espaces de
longueur compacts (connexes) qui admettent un revêtement universel (éven-
tuellement non simplement connexe), dont l’entropie volumique (par rap-
port à ce revêtement universel) est majorée par H, dont le diamètre est
majoré par D et dont le groupe des transformations de revêtement univer-
sel est δ-non-abélien (voir la définition E.1 et de nombreux exemples dans
[BCG1], pages 9 à 13) et de centre réduit à zéro.
Notons que la collection des espaces de longueur compacts n’est pas un
ensemble. Cependant, par la suite, nous considèrerons chaque espace mé-
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trique "à isométrie près" et nous parlerons, par abus de langage, de "l’en-
semble des espaces métriques".
Une des grandes caractéristiques de ces familles d’espaces de longueur est
qu’un lemme de Margulis (sans hypothèse de courbure) a été établi dans
[BCG1] sur Mδ,H,D (voir un bref résumé dans l’annexe E). La systole de
n’importe quel espace de longueur qui appartient à Mδ,H,D est en particu-
lier minorée uniquement en fonction de δ, H et D.
Remarque 3.19.
(i) Pour que la famille Mδ,H,D soit non vide, il est nécessaire que
2D >
δ log 2
(4 + δ)H
(ii) Nous avons montré dans le corollaire 2.29 que, même si l’on se restreint
à la sous-famille des éléments de Mδ,H,D qui sont des variété riemanniennes,
celle-ci n’est pas précompacte dans la famille des espaces de longueur com-
pacts munie de la distance de Gromov-Hausdorff.
(iii) Soient (X, dX ) et (Y, dY ) deux espaces de longueur compacts qui ad-
mettent un revêtement universel, dont les groupes de transformations du re-
vêtement universel sont δ-non-abéliens et de centre réduit à zéro et dont
l’entropie est majorée par H. Posons
ε0 =
δ
(4 + δ)H
e−
5
2
(4+δ)
δ
HD
où D est un majorant du diamètre de (X, dX ). Si la distance de Gromov-
Hausdorff entre (X, dX ) et (Y, dY ) est inférieure à
ε0
13 , alors les espaces
(X, dX ) et (Y, dY ) appartiennent tous les deux à Mδ,H, 5
4
D.
Preuve de la remarque 3.19.
S’il existe un espace de longueur (X, dX) qui appartient à Mδ,H,D, d’après
le théorème 2.1 (iv) de [BCG1], on a
HD ≥ Ent(X, dX).diam(X, dX ) ≥ δ log 2
2(4 + δ)
ce qui prouve le point (i).
De (i), on déduit que ε0 <
3
2D. Cette inégalité et l’hypothèse sur la distance
de Gromov-Hausdorff impliquent que
diam(Y, dY ) ≤ diam(X, dX ) + 2 ε0
13
≤ 5
4
D
donc l’espace de longueur (Y, dY ) appartient à Mδ,H, 5
4
D.
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Remarque 3.20. Si l’on ne s’intéresse (dans un premier temps) qu’à la
sous-famille des éléments de Mδ,H,D qui sont des variétés riemanniennes,
nous avons déjà remarqué dans le chapitre 2 que la famille des variétés rie-
manniennes compactes de dimension m ≥ 3, d’entropie majorée par (m−1)
et de diamètre inférieur à D est bien plus vaste que la famille des varié-
tés riemanniennes compactes de dimension m, dont la courbure de Ricci
est minorée par −(m − 1)g et de diamètre inférieur à D. Nous avons ra-
jouté ici une hypothèse algébrique qui, dans le cas des variétés, s’écrit : "le
groupe fondamental est δ-non-abélien et de centre réduit à zéro" et l’on peut
se demander si cette adjonction ne réduit pas exagérément la taille de cette
famille de variétés et la généralité des résultats qui y seront valables.
Une première réponse à cette question est le point (ii) de la remarque 3.19,
qui établit que la famille Mδ,H,D n’est pas précompacte pour la distance de
Gromov-Hausdorff.
Plus généralement, tous les exemples de variétés riemanniennes que nous
avons construites dans les exemples 2.33 et 2.31 (à partir de la proposition
2.24, en ôtant à une variété (X, g) des petites boules en nombre arbitraires
et en y recollant des variétés simplement connexes au bout de cylindres)
sont (comme nous l’avons prouvé à la fin du chapitre 2) d’entropie et de
diamètre majorés par une même valeur de H et de D, mais de plus, leur
groupe fondamental est δ-non-abélien (pour une même valeur de δ > 0) et
de centre réduit à zéro dès que la variété (X, g) de départ est compacte,
de courbure sectionnelle strictement négative. En effet, le groupe fonda-
mental de X est δ-épais (voir la définition de cette notion dans la défini-
tion E.1), donc a fortiori δ-non-abélien et de centre réduit à zéro, pour un
δ = δ0(X, g) = inj(X, g)
√−max(KX,g), où max(KX,g) est le maximum
(sur tous les deux plans tangents) des courbures sectionnelles de (X, g).
Ainsi, on obtient les exemples suivants :
• Toute variété compacte de courbure strictement négative (X 2m, g) (où
m ≥ 2) est la limite (au sens de Gromov-Hausdorff) d’une suite de
variétés riemanniennes ((Mn, gn))n∈N qui appartiennent à Mδ,H,D (où
δ = δ0(X, g), H = Ent(X, g) et D = diam(X, g) + ε) telles que la ca-
ractéristique d’Euler de Mn, notée χn, est différente de la caractéristique
d’Euler de X et χn tend vers l’infini (il suffit de reprendre l’exemple 2.31).
• Sur toute variété compacte (Xm, g) (où m ≥ 3) de courbure strictement
négative, l’ensemble des métriques riemanniennes d’entropie et de diamètre
majorés par H et D est inclus dans Mδ,H,D pour tout δ ≤ δ0(X, g). En
particulier, il existe des suites (gn)n∈N de métriques telles que (X, gn) ap-
partient à Mδ,H,D, V ol(X, gn) tend vers l’infini et qui convergent (au sens
de Gromov-Hausdorff) vers (X, g) (voir l’exemple 2.33).
En revanche, l’hypothèse algébrique sur le groupe fondamental que l’on a
rajoutée permet quand même d’espérer un peu plus de rigidité topologique ;
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en effet, si l’on ne suppose pas que le groupe fondamental des variétés
considérées est δ-non-abélien, on ne peut même pas espérer une stabilité
du groupe fondamental, puisqu’il existe une suite de tores plats (donc d’en-
tropie nulle), de dimension de plus en plus grande, qui convergent vers un
bouquet de cercles pour la distance de Gromov-Hausdorff (voir l’exemple
1.1 de [Pl]). L’hypothèse algébrique imposée sur les variétés de la famille
Mδ,H,D n’est pas vérifiée par les groupes fondamentaux des tores, ce qui
permet d’espérer qu’il existe un résultat de stabilité du groupe fondamental
sur Mδ,H,D, seul résultat de stabilité topologique que l’on peut envisager
obtenir sur Mδ,H,D.
3.3 Rappels sur les α-revêtements
Dans cette section, nous introduisons des revêtements intermédiaires ré-
guliers (ou galoisiens) d’un espace de longueur, qui sont amplement utilisés
dans les ouvrages classiques sur les revêtements et dont les propriétés de
convergence (à courbure de Ricci minorée) ont été largement étudiées dans
[SW].
Définition d’un α-revêtement
Sur tout espace topologique X (connexe par arcs et localement connexe
par arcs), on peut construire des sous-groupes normaux H du groupe fon-
damental de X de la manière suivante : soit x un point de X, considérons
un recouvrement U = (Ui)i∈I de X par des ouverts Ui. Considérons le sous-
groupe normal (noté pi1(X,U, x)) de pi1(X,x) engendré par les classes d’ho-
motopie des lacets qui peuvent s’écrire sous la forme γ−1.β.γ, où β est un
lacet entièrement inclus dans un des ouverts Ui et γ est un chemin qui relie
x et β(0). On a alors la
Proposition 3.21. ([Sp], p.82)
Soit X un espace topologique (connexe par arcs et localement connexe par
arcs). Il existe un revêtement topologique régulier p : XU −→ X tel que, si
x est un point de X et si x˜ est un élément de p−1(x), alors p∗[pi1(XU , x˜)] =
pi1(X,U, x). Le groupe de transformations de revêtement G(X
U , X) est alors
isomorphe à pi1(X,x)/pi1(X,U, x).
Définition 3.22.
On reprend le procédé de construction d’un revêtement associé à un recouvre-
ment U décrit ci-dessus, en privilégiant les revêtements du type (B(x, α))x∈X ,
où B(x, α) est la boule de (X, d) de centre x et de rayon fixé α ; on appelle
α-revêtement (noté pα : X
α −→ X) le revêtement associé à ce recouvrement
(dont l’existence est assurée par la proposition 3.21). On munit alors l’es-
pace Xα de la distance de longueur induite par celle de X, qui fait de pα une
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isométrie locale (ce qui est rendu possible par la proposition B.9).
Nous noterons pi1(X,Uα, x0) le groupe pi1(X, (B(x, α))x∈X , x0).
Premières propriétés
La famille des revêtements (Xα)α∈R∗+ ainsi définie est décroissante par
rapport à α dans le sens suivant :
Propriété 3.23. ([SW], p.3592)
Si α1 et α2 sont deux réels strictement positifs tels que α1 < α2, il existe un
revêtement p : Xα1 −→ Xα2 .
Remarquons qu’un revêtement régulier d’un espace de longueur n’est pas
nécessairement un α-revêtement. Cependant, lorsqu’un espace de longueur
X est connexe, localement compact et semi-localement simplement connexe
et lorsque α > 0 est suffisamment petit, le α-revêtement Xα −→ X est le
revêtement universel. Inversement, on peut montrer (voir par exemple [SW])
que, si le revêtement universel de X existe (même s’il n’est pas simplement
connexe), il existe α > 0 tel que le revêtement universel coïncide avec le
α-revêtement de X. Plus généralement, on a l’équivalence suivante :
Théorème 3.24. ([SW], théorème 3.7)
Un espace de longueur compact (X, d) (qui n’est pas nécessairement supposé
semi-localement simplement connexe) admet un revêtement universel si et
seulement si il existe un réel strictement positif α0 (qui dépend de X) tel
que, pour tout α strictement inférieur à α0, les revêtements pα : X
α −→ X
et pα0 : X
α0 −→ X coïncident. Dans ce cas, le revêtement universel de X
est pα0 : X
α0 −→ X.
Propriétés classiques des α-revêtements
Nous donnons ici quelques propriétés de base sur les α-revêtements, pro-
priétés dont nous nous servons abondamment par la suite, en particulier
dans les preuves des résultats principaux de ce chapitre (le théorème 3.30 et
le corollaire 3.32).
Commençons par rappeler une propriété générale des revêtements :
Proposition 3.25. ([Go], proposition 2.7, p131)
Soit p : E −→ B un revêtement d’un espace topologique B connexe par arcs.
Soit x un point de E et b = p(x). Si c et c′ sont deux lacets de base b dans B,
leurs relevés γ et γ ′ dans E d’origine x ont même extrémité si et seulement
si les classes d’homotopie [c] et [c′] des lacets c et c′ vérifient
[c].[c′]−1 ∈ p∗[pi1(E, x)]
Dans le cas particulier où p est un α-revêtement, par construction de p
et d’après la proposition 3.21, on obtient la
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Proposition 3.26.
Soit pα : (X
α, dXα) −→ (X, dX ) un revêtement de longueur de l’espace de
longueur compact (X, dX ) et soit x0 un point de X. Le relevé d’un lacet c
sur X de point-base x0 est un lacet de X
α si et seulement si la classe de c
dans pi1(X,x0)/pi1(X,Uα, x0) est nulle.
En particulier, deux courbes cα et γα sur Xα de même origine xα ont
même extrémité si et seulement si leurs projetés c et γ ont mêmes extrémités
et si la classe du lacet c.γ−1 appartient à pi1(X,Uα, pα(xα)).
Propriété 3.27.
Soit (X, dX ) un espace de longueur compact et considérons son α-revêtement
de longueur pα : (X
α, dXα) −→ (X, dX ), où dXα est la distance relevée de
dX . Alors, pour tout point x˜ de X
α, l’application pα (en restriction) est
(i) un homéomorphisme de BXα(x˜, r) sur BX(x, r) (où x = pα(x˜)) si
r ≤ α
(ii) une isométrie globale de BXα(x˜, r) sur BX(x, r) si r ≤ α/2.
Preuve de la propriété 3.27.
Remarquons tout d’abord que l’application pα est contractante ; ilen découle
que pα[BXα(x˜, r)] est inclus dans BX(x, r).
• L’application pα est injective :
Soit r un réel fixé inférieur ou égal à α, fixons un point xα de Xα et consi-
dérons un point x˜ quelconque de Xα.
Si deux points z˜1 et z˜2 de BXα(x˜, r) sont tels que pα(z˜1) = pα(z˜2), notons c˜
un chemin minimisant de xα à x˜ et γ˜1 (respectivement γ˜2) un chemin mini-
misant de x˜ à z˜1 (respectivement z˜2). Posons
•c˜1 = c˜.γ˜1 •c1 = pα(c˜1) •γ1 = pα(γ˜1)
•c˜2 = c˜.γ˜2 •c2 = pα(c˜2) •γ2 = pα(γ˜2)
Si x0 = pα(x
α), le chemin c1.c
−1
2 = c.(γ1.γ
−1
2 ).c
−1 est un lacet représentant
un élément de pi1(X,Uα, x0) (car les chemins γ1 et γ2 sont contenus dans
la boule BX(x, α) puisque γ˜1 et γ˜2 sont contenus dans BXα(x˜, r) et que pα
est contractante). D’après la proposition 3.26, les relevés c˜1 et c˜2 de c1 et c2
issus de xα ont la même extrémité et z˜1 = z˜2.
• L’application pα est surjective :
Soit z un point de BX(x, r) et notons c un chemin minimisant (donc de
longueur inférieure à r) de x à z. Ce chemin peut se relever en un chemin c˜
d’origine x˜ de même longueur (car le revêtement pα est une isométrie locale).
Ceci implique que pα[c˜(1)] = z et, comme
dXα(x˜, c˜(1)) ≤ longXα(c˜) = longX(c) < r
le point c˜(1) appartient bien à la boule BXα(x˜, r).
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• L’application pα est ouverte :
Pour tout ε tel que 0 < ε < α, nous venons de voir que pα envoie la boule
BXα(z˜, ε) surjectivement sur BX(pα(z˜), ε). En particulier, pα est une appli-
cation ouverte.
Finalement, comme le revêtement pα est de plus continu, c’est un ho-
méomorphisme. Ceci achève la preuve du point (i).
• Preuve du point (ii) :
Fixons un réel 0 < r ≤ α2 .
Tout d’abord, l’application pα est contractante.
Inversement, fixons deux points z˜1 et z˜2 de BXα(x˜, r). Alors, z1 = pα(z˜1) et
z2 = pα(z˜2) sont deux points de BX(x, r). Notons c un chemin minimisant
qui les joint dans X ; ce chemin est contenu dans BX(x, α) lorsque r ≤ α/2
(car la distance entre les points z1 et z2 est strictement inférieure à 2r, donc
la longueur de la courbe minimisante c est également inférieure à 2r ; ainsi,
pour tout t, inf[dX(c(t), z1), dX (c(t), z2)]) < r et, par l’inégalité triangulaire,
dX(c(t), x) < 2r). Comme pα est un homéomorphisme de BXα(x˜, α) sur
BX(x, α), le chemin c˜ =
[
pα|BXα(x˜,α)
]−1
(c) est un relevé de c qui joint z˜1 et
z˜2 et qui est contenu dans BXα(x˜, α). On a donc
dXα(z˜1, z˜2) ≤ long (c˜) = long (c) = dX(z1, z2)
et l’application pα est un isométrie globale de BXα(x˜, r) sur BX(x, r) si
r ≤ α/2.
Fait 3.28.
Fixons trois réels strictement positifs δ, D et H et posons
ε0 =
δ
(4 + δ)H
e−2(
4+δ
δ
)HD
Considérons un espace de longueur compact (X, dX ) qui admet un revêtement
universel (X˜, dX˜) (pas nécessairement supposé simplement connexe), tel que
le groupe des automorphismes de ce revêtement soit δ-non-abélien et de centre
réduit à zéro. Si le diamètre de (X, dX ) est majoré par D et si son entropie est
majorée par H, alors, pour tout 0 < α ≤ ε02 , le revêtement universel (X˜, dX˜)
coïncide avec le α-revêtement de X (ou, ce qui revient au même, pour tout
α ∈]0, ε02 ], les groupes pi1(X,Uα, x0) et pi1(X,Uε0/2, x0) coïncident).
Preuve de la remarque 3.28.
Notons Γ = G(Xα, X) le groupe des transformations du revêtement
pα : X
α −→ X (notons que Γ est isomorphe à pi1(X,x0)/pi1(X,Uα, x0)).
Alors, comme pα est un revêtement régulier, le groupe Γ opère transitive-
ment sur chaque fibre p−1α (x) et, en supposant α suffisamment petit, ce re-
vêtement est le revêtement universel X˜ −→ X (voir [SW], proposition 3.2).
La proposition E.2 prouvée dans [BCG1] (théorème 2.1) implique alors que
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la distance entre deux points (distincts) de p−1α (x) est supérieure ou égale
à ε0. En utilisant les mêmes arguments que ceux de la preuve de la pro-
priété 3.27, on montre que pα est un homéomorphisme de BXα(x˜,
ε0
2 ) sur
BX(pα(x˜),
ε0
2 ) pour tout point x˜ de X
α. Ainsi, si le point x˜ appartient à
p−1α (x), tout lacet c de X contenu dans une boule BX(x,
ε0
2 ) se relève en
un lacet
[
pα|BXα(x˜,ε0/2)
]−1 ◦ c qui est inclus dans la boule BXα(x˜, ε02 ). Il
découle de la proposition 3.26, que la classe dans pi1(X,x0) du lacet c appar-
tient à pi1(X,Uα, x0). Finalement, le groupe pi1(X,Uε0/2, x0) est inclus dans
le groupe pi1(X,Uα, x0). Comme l’inclusion inverse est évidente, on obtient
ainsi la remarque 3.28.
3.4 Construction d’approximations équivariantes entre
revêtements
3.4.1 Enoncé du théorème 3.30
On rappelle que la définition de la distance de Gromov-Hausdorff choisie
dans cette thèse est la
Définition 3.29.
La distance de Gromov-Hausdorff entre deux espaces métriques compacts
(X, dX ) et (Y, dY ) est l’infimum des ε > 0 tels qu’il existe deux ε-approximations
(voir la définition 3.29) ϕ : X −→ Y et ψ : Y −→ X telles que, pour tout
point x de X et tout point y de Y ,
dX(ψ ◦ ϕ(x), x) < ε
et
dY (ϕ ◦ ψ(y), y) < ε
Commençons par donner une version très générale du résultat avant de
faire quelques remarques et de réécrire ce théorème dans un cas particulier
(voir le corollaire 3.32). La preuve se situe dans la section suivante.
Théorème 3.30.
Fixons trois réels strictement positifs arbitraires δ, H et D et posons
ε0 =
δ
(4 + δ)H
e−2(
4+δ
δ
)HD
Fixons arbitrairement deux réels ε et α tels que ε < ε013 et
0 < 5ε < α < ε02 − 32ε.
Soit (X, dX ) un espace de longueur compact (connexe) quelconque, qui ad-
met un revêtement universel (pas nécessairement simplement connexe), tel
que le groupe des automorphismes de ce revêtement soit δ-non-abélien et
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de centre réduit à zéro. Supposons de plus que le diamètre et l’entropie de
(X, dX ) sont respectivement majorés par D et H.
Soit (Y, dY ) n’importe quel espace de longueur compact (connexe).
Si la distance de Gromov-Hausdorff entre (X, dX ) et (Y, dY ) est inférieure
à ε,
(i) il existe un isomorphisme ρ¯ entre le groupe G(X˜,X) des automor-
phismes du revêtement universel p : X˜ −→ X et le groupe G(Y α, Y ) des
automorphismes du α-revêtement pα : Y
α −→ Y .
(ii) il existe deux applications
ϕ˜ : X˜ −→ Y α
ψ˜ : Y α −→ X˜
telles que, pour tout élément γ de G(X˜,X) et tout élément β de G(Y α, Y ),
on ait
• ϕ˜ ◦ γ = ρ¯(γ) ◦ ϕ˜
• ψ˜ ◦ β = (ρ¯)−1(β) ◦ ψ˜
De plus, les applications ϕ˜ et ψ˜ vérifient les inégalités suivantes :
• pour tous les points x˜ et x˜′ de X˜, on a(
1− 3 ε
ε0
)
dX˜(x˜, x˜
′)− 3ε ≤ dY α(ϕ˜(x˜), ϕ˜(x˜′)) ≤
(
1− 3
2
ε
α
)−1
dX˜(x˜, x˜
′) + ε
• pour tous les points y˜ et y˜′ de Y α, on a(
1− 3
2
ε
α
)
dY α(y˜, y˜
′)−3ε ≤ d
X˜
(ψ˜(y˜), ψ˜(y˜′)) ≤
(
1− 3 ε
ε0
)−1
dY α(y˜, y˜
′)+ε
• pour tout point x˜ de X˜,
dX˜((ψ˜ ◦ ϕ˜)(x˜), x˜) < ε
• pour tout point y˜ de Y α,
dY α((ϕ˜ ◦ ψ˜)(y˜), y˜) < ε
Remarque 3.31.
(i) Remarquons que les quatre dernières propriétés des applications ϕ˜
et ψ˜ signifient que ce sont des approximations de Hausdorff entre (X˜, d
X˜
)
et (Y α, dY α), qui sont presque "inverse" l’une de l’autre. Plus exactement,
l’application ϕ˜ est une application de X˜ sur Y α qui est une
(
( 3ε2α−3ε )R+ 2ε
)
-
approximation de Hausdorff entre les boules de rayon R de X˜ et Y α centrées
en des points x˜0 et y˜0 = ϕ˜(x˜0).
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Le point (i) et les deux premières propriétés du point (ii) signifient qu’il
existe de plus un isomorphisme ρ¯ entre le groupe des automorphismes du
revêtement universel de X et le groupe des automorphismes du α-revêtement
de Y tel que les applications ϕ˜ et ψ˜ soient respectivement ρ¯-équivariante et
(ρ¯)−1-équivariante.
(ii) Les hypothèses 5ε < α et α < ε02 − 32ε semblent nécessaires (en tout
cas, α ne peut pas être choisi arbitrairement petit par rapport à ε ou arbitrai-
rement grand par rapport à ε02 ) : il suffit de considérer l’exemple 3.55 et la
remarque 3.57, qui consistent à construire un isomorphisme entre le groupe
fondamental d’une variété riemannienne et le groupe des transformations
d’un α-revêtement d’un graphe qui approche la variété.
(iii) En affinant la preuve du théorème 3.4 de [SW], nous avons pu nous
affranchir de l’hypothèse sur la courbure de Ricci (en la remplaçant par une
hypothèse plus faible sur l’entropie) et nous avons obtenu une version quanti-
tative de ce résultat, qui permet d’obtenir une estimation de la distance entre
les espaces (X, dX ) et (Y, dY ) suffisante pour que le théorème 3.30 puisse
s’appliquer, ainsi qu’une estimation du réel α.
(iv) Il peut sembler, au premier abord, que l’hypothèse de δ-non-abélianité
exigée sur le groupe des transformations du revêtement universel de X pro-
vient uniquement du fait que l’on est passé d’une hypothèse de type "courbure
de Ricci minorée" à une hypothèse plus faible "Entropie majorée". Mais cette
hypothèse est absolument nécessaire même si l’on suppose seulement que la
courbure de Ricci est minorée (sans faire d’hypothèse sur la dimension des
variétés) : il est en effet possible de faire converger une suite de tores plats
(dont la dimension tend vers l’infini) vers un bouquet dénombrable de cercles
(voir [Pl]).
(v) Le fait de supposer que l’entropie de (X, dX ) est majorée est indis-
pensable. Nous en discutons dans la partie "Optimalité des résultats".
(vi) On remarquera que, dans le théorème 3.30, il est démontré que ϕ˜
est une quasi-isométrie mais pas une approximation de Gromov-Hausdorff
lorsque le revêtement universel X˜ n’est pas compact : ceci est dû à la présence
des constantes multiplicatives
(
1− 32 εα
)
et
(
1− 3 εε0
)−1
dans les inégalités du
théorème 3.30, qui impliquent que l’écart entre dY α(ϕ˜(x˜), ϕ˜(x˜
′)) et d
X˜
(x˜, x˜′)
peut tendre vers l’infini lorsque d
X˜
(x˜, x˜′) tend vers l’infini. La présence de
ce terme est incontournable, comme le prouve l’exemple suivant :
Soit X une variété riemannienne compacte munie de deux métriques g et
gε telles que gε = (1 + ε)
2g et des deux distances associées, notées d et dε.
Alors, l’application ϕ = idX vérifie
d(x, x′) ≤ dε(ϕ(x), ϕ(x′)) ≤ (1 + ε)d(x, x′) ≤ d(x, x′) + εD
où D est un majorant du diamètre de (X, g). L’application ϕ est donc une
εD-approximation de Gromov-Hausdorff de (X, d) sur (X, dε).
Les métriques relevées sur X˜ étant notées g˜ et g˜ε (où g˜ε = (1 + ε)
2g˜) et
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les distances associées d˜ et d˜ε, la construction proposée dans la preuve du
théorème 3.30, donne ϕ˜ = idX˜ et ϕ˜ vérifie
d˜ε(ϕ˜(x˜), ϕ˜(x˜
′)) = (1 + ε)d˜(x˜, x˜′)
donc l’écart |d˜ε(ϕ˜(x˜), ϕ˜(x˜′))− d˜(x˜, x˜′)| tend vers l’infini avec d˜(x˜, x˜′).
Avant de démontrer le théorème 3.30, nous étudions le cas où l’espace de
longueur (Y, dY ) appartient également à Mδ,H,D. D’après la remarque 3.28,
le revêtement universel de Y coïncide avec le α-revêtement Y α de Y pour
tout α ≤ ε02 . Il nous a donc paru intéressant de réécrire le théorème 3.30
dans ce cas particulier :
Corollaire 3.32.
Fixons trois réels strictement positifs arbitraires δ, H et D et posons
ε0 =
δ
(4 + δ)H
e−2(
4+δ
δ
)HD
Fixons arbitrairement un réel ε tel que 0 < ε < ε013 .
Soient (X, dX ) et (Y, dY ) deux espaces de longueur compacts (connexes)
quelconques, qui admettent un revêtement universel (pas nécessairement
simplement connexe), tel que le groupe des automorphismes de ce revête-
ment soit δ-non-abélien et de centre réduit à zéro. Supposons de plus que
le diamètre et l’entropie de (X, dX ) et (Y, dY ) sont respectivement majorés
par D et H.
Si la distance de Gromov-Hausdorff entre (X, dX ) et (Y, dY ) est inférieure
à ε,
(i) il existe un isomorphisme ρ¯ entre le groupe G(X˜,X) des automor-
phismes du revêtement universel pX : X˜ −→ X et le groupe G(Y˜ , Y ) des
automorphismes du revêtement universel pY : Y˜ −→ Y .
(ii) il existe deux applications
ϕ˜ : X˜ −→ Y˜
ψ˜ : Y˜ −→ X˜
telles que, pour tout élément γ de G(X˜,X) et tout élément β de G(Y˜ , Y ),
on ait
• ϕ˜ ◦ γ = ρ¯(γ) ◦ ϕ˜
• ψ˜ ◦ β = (ρ¯)−1(β) ◦ ψ˜
De plus, les applications ϕ˜ et ψ˜ vérifient les inégalités suivantes :
• pour tous les points x˜ et x˜′ de X˜, on a(
1− 3 ε
ε0
)
d
X˜
(x˜, x˜′)−3ε ≤ d
Y˜
(ϕ˜(x˜), ϕ˜(x˜′)) ≤
(
1− 3ε
ε0 − 3ε
)−1
d
X˜
(x˜, x˜′)+ε
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• pour tous les points y˜ et y˜′ de Y˜ , on a(
1− 3ε
ε0 − 3ε
)
dY˜ (y˜, y˜
′)−3ε ≤ dX˜(ψ˜(y˜), ψ˜(y˜′)) ≤
(
1− 3 ε
ε0
)−1
dY˜ (y˜, y˜
′)+ε
• pour tout point x˜ de X˜,
d
X˜
((ψ˜ ◦ ϕ˜)(x˜), x˜) < ε
• pour tout point y˜ de Y˜ ,
d
Y˜
((ϕ˜ ◦ ψ˜)(y˜), y˜) < ε
Nous démontrons le corollaire 3.32 dans la section 3.4.3.
3.4.2 Démonstration du théorème 3.30
En fait, supposer que l’espace de longueur (X, dX ) appartient à Mδ,H,D
sert uniquement, grâce à la version du lemme de Margulis de [BCG1] (voir le
théorème E.2), à minorer la systole de (X, dX ) en fonction d’invariants de X
fixés au préalable. Nous combinons ensuite cette estimation avec le résultat
général suivant :
Théorème 3.33.
Soit (X, dX ) un espace de longueur compact qui admet un revêtement uni-
versel (éventuellement non simplement connexe) dont la systole est minorée
par un réel ε0 > 0. Fixons arbitrairement deux réels ε et α tels que ε <
ε0
13 et
0 < 5ε < α < ε02 − 32ε.
Soit alors (Y, dY ) n’importe quel espace de longueur compact (connexe) tel
que la distance de Gromov-Hausdorff entre (X, dX ) et (Y, dY ) soit inférieure
à ε. Il existe alors un isomorphisme ρ¯ entre le groupe G(X˜,X) des auto-
morphismes du revêtement universel p : X˜ −→ X et le groupe G(Y α, Y ) des
automorphismes du α-revêtement pα : Y
α −→ Y ainsi que deux applications
ϕ˜ : X˜ −→ Y α
ψ˜ : Y α −→ X˜
qui vérifient toutes les propriétés des applications ϕ˜ et ψ˜ et du morphisme ρ¯
du théorème 3.30.
Remarque 3.34. Dans le cas où (X, dX) est son propre revêtement univer-
sel, le théorème 3.33 s’écrit de la manière suivante :
Soit (X, dX ) un espace de longueur compact qui est son propre revêtement
universel. Fixons arbitrairement deux réels ε et α tels que 0 < 5ε < α.
Si (Y, dY ) est un espace de longueur compact (connexe) quelconque tel que la
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distance de Gromov-Hausdorff entre (X, dX ) et (Y, dY ) soit inférieure à ε,
le groupe fondamental pi1(Y, y) de Y est isomorphe à pi1(Y,Uα, y).
Dans la preuve qui suit, nous démontrons ce résultat.
Ce résultat est une version quantitative précisée du théorème 3.4 de [SW],
dont les idées étaient déjà présentes dans [Tu1] et [Tu2].
Commençons par donner un schéma et l’idée de la preuve : il est très facile
(et classique) de vérifier qu’une application continue f entre deux espaces
topologiques X et Y induit un morphisme f∗ entre leurs groupes fondamen-
taux ; il suffit en effet de définir f∗ de la manière suivante : si [c] est une
classe d’homotopie sur X représentée par le lacet c, on pose f∗([c]) = [f ◦ c]
(où [f ◦ c] est la classe d’homotopie sur Y du lacet f ◦ c). Si les espaces X
et Y considérés sont de plus semi-localement simplement connexes (voir la
définition B.13), le morphisme f∗ induit un morphisme (que nous noterons
également f∗) entre les groupes de transformations des revêtements univer-
sels G(X˜,X) et G(Y˜ , Y ) (puisque dans ce cas, le groupe fondamental et le
groupe des transformations du revêtement universel sont isomorphes). Le
relevé f˜ de f entre les revêtements universels est alors f∗-équivariant ; ceci
permet alors de "relier" et de "comparer" les actions des groupes G(X˜,X)
et G(Y˜ , Y ) sur les revêtements universels respectifs de X et Y .
Nous nous intéressons dans ce chapitre à des espaces de longueur (X, dX )
et (Y, dY ) qui sont "proches" pour la distance de Gromov-Hausdorff, ce qui
signifie qu’il existe des approximations de Gromov-Hausdorff entre ces deux
espaces. De telles approximations ne sont a priori pas continues mais sont
"presque" continues (voir la définition 3.29). L’image d’un lacet n’est plus
nécessairement un lacet, mais l’idée (classique) de la preuve qui suit (qui
s’inspire de [Tu1] et de la preuve du théorème 3.4 de [SW]) est de subdiviser
un lacet c en petits segments et de transporter les extrémités de ces segments
(c(ti))i∈{0...n} sur Y (par l’intermédiaire de l’approximation de Hausdorff ϕ
entre X et Y ). Si β est un réel strictement positif fixé arbitrairement et si la
longueur de c[ti,ti+1] est suffisamment petite, comme ϕ est une approximation
de Gromov-Hausdorff et modifie donc peu les distances, il est possible d’as-
surer que dY (ϕ ◦ c(ti), ϕ ◦ c(ti+1)) est strictement inférieure à β. Il est alors
possible de relier (dans l’ordre croissant) les points (ϕ ◦ c(ti))i∈{1...n} par des
géodésiques minimisantes quelconques sans que la classe dans pi1(Y,Uβ, y0)
du lacet cT ainsi obtenu dépende du choix de ces géodésiques minimisantes.
Ceci nous permet de construire un morphisme ρ entre les groupes pi1(X,x0)
et pi1(Y, y0)/pi1(Y,Uβ , y0). Nous nous assurons ensuite que ce morphisme ρ
passe au quotient en un morphisme
ρ1 : pi1(X,x0)/pi1(X,Uα, x0) −→ pi1(Y, y0)/pi1(Y,Uβ , y0)
où α est un réel suffisamment petit par rapport à β (la différence entre α
et β dépend uniquement de la distance de Gromov-Hausdorff entre (X, dX )
et (Y, dY ) et de la longueur des segments choisie). On obtient alors, comme
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l’ont montré C. Sormani et G. Wei, un morphisme entre le groupe des trans-
formations G(Xα, X) du α-revêtement pα : X
α −→ X et le groupe des
transformations G(Y β , X) du β-revêtement pβ : Y
β −→ Y .
Si α′ est suffisamment grand par rapport à β ′, il est évidemment possible de
réaliser la même construction pour obtenir un morphisme entre G(Y β
′
, Y )
et G(Xα
′
, X).
Sans hypothèse supplémentaire sur X, cette méthode permet donc unique-
ment de construire deux morphismes
ρ1 : G(X
α, X) −→ G(Y β, Y )
et
ρ2 : G(Y
β, Y ) −→ G(Xα′ , X)
où α < β < α′, ce qui n’est pas très concluant car, a priori, pα et pα′ sont
deux revêtements différents.
Cependant, grâce à la version du lemme de Margulis de [BCG1] (comme il
est stipulé dans la remarque 3.28) si l’espace de longueur (X, dX ) vérifie les
hypothèses du théorème 3.30, pour tout α ≤ ε02 , les groupes pi1(X,Uα, x0)
et pi1(X,Uε0/2, x0) sont isomorphes (c’est également le cas si l’on suppose
seulement que la systole de (X, dX ) est minorée par ε0). Si les espaces sont
suffisamment proches et si β est suffisamment petit par rapport à ε02 , il existe
alors ε > 0 et deux morphismes (construits explicitement)
ρ1 : G(X
ε0/2, X) = G(Xβ−ε, X) −→ G(Y β, Y )
et
ρ2 : G(Y
β , Y ) −→ G(Xε0/2, X)
Ces deux morphismes sont les isomorphismes recherchés.
La construction de ϕ˜ est assez naturelle et calquée sur la construction clas-
sique (décrite ci-dessus) du relevé d’une application continue f : X −→ Y .
On commence par fixer un point x˜0 sur X˜ . On note x0 = p(x˜0) et on fixe
un point yβ sur Y β qui appartient à p−1β (ϕ(x0)). Si x˜ est un point de X˜ , on
définit ϕ˜(x˜) de la manière suivante : on choisit un chemin c˜ : [0, a] −→ X˜
entre les points x˜0 et x˜ que l’on projette en un chemin c sur X entre les
points x0 et x = p(x˜). Comme dans la construction de l’isomorphisme ρ, on
considère une subdivision T = (ti)i∈{0,...n} suffisamment fine de [0, a], et on
construit une courbe cT sur Y en reliant les points ϕ ◦ c(ti) et ϕ ◦ c(ti+1) par
une géodésique minimisante. On relève ensuite le chemin cT en un chemin de
Y β d’origine yβ : si la distance entre ϕ ◦ c(ti) et ϕ ◦ c(ti+1) est suffisamment
petite par rapport à β (c’est en particulier le cas si l’erreur d’approximation
ε > 0 d’une part et la distance initiale entre c(ti) et c(ti+1) d’autre part sont
suffisamment petites par rapport à β), l’extrémité du relevé de cT d’origine
yβ ne dépend pas du choix de la subdivision T ni du choix des géodésiques
minimisantes entre les points ϕ ◦ c(ti) et ϕ ◦ c(ti+1).
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L’image ϕ˜(x˜) de x˜ est alors l’extrémité de ce relevé. Nous vérifions que cette
construction ne dépend ni du chemin c˜ choisi entre les points x˜0 et x˜, ni
de la subdivision T choisie (tant qu’elle est assez fine), ni des géodésiques
minimisantes entre les points ϕ ◦ c(ti) et ϕ ◦ c(ti+1).
Il nous reste maintenant à développer la preuve que nous avons seulement es-
quissée ci-dessus. Même si cette preuve s’appuie sur des techniques classiques,
nous avons décidé de la détailler d’une part pour montrer que les idées clas-
siques de preuve (valables dans le cas d’applications continues) s’appliquent
encore (avec quelques précautions) dans le cas d’approximations de Haus-
dorff non continues, mais aussi pour montrer qu’un calcul effectif des valeurs
admises de ε et de α est possible en fonction seulement de δ, H et D sur
la famille Mδ,H,D (ou en fonction de ε0 si l’on suppose uniquement que la
systole est minorée par ε0, ce qui est le cas dans le théorème 3.33).
Avant de commencer la preuve, nous définissons les subdivisions dites δ-
admissibles d’un intervalle [0, a], qui nous permettront de garantir que la
distance entre ϕ ◦ c(ti) et ϕ ◦ c(ti+1) est suffisamment petite par rapport à
β :
Définition 3.35.
Soit (X, dX ) un espace de longueur. Fixons un réel δ strictement positif et
une courbe c : [0, a] −→ X.
Une subdivision T = (ti)i=0...p de l’intervalle [0, a] sera dite δ-admissible pour
la courbe c si
• 0 = t0 < t1 < .... < tp = a
et
• pour tout i ∈ {0, 1, ..., p− 1}, pour tout t ∈ [ti, ti+1], la distance entre c(ti)
et c(t) est strictement inférieure à δ.
Note : Nous avons décomposé la preuve du théorème 3.30 en de nombreux
lemmes dans lesquels apparaissent, au fur et à mesure, des conditions sur les
réels α et ε. Nous supposerons, dans l’énoncé et la preuve d’un lemme, que
les objets introduits avant ce lemme sont bien définis, c’est-à-dire que les
conditions exigées dans les lemmes précédents sont vérifiées. Un récapitulatif
de ces conditions est donné à la fin de la preuve du théorème 3.30.
Construction de l’application ϕ˜ et du morphisme ρ¯
Soient (X, dX ) et (Y, dY ) deux espaces de longueur qui vérifient les hypo-
thèses du thèorème 3.30 et tels que
dGH((X, dX ), (Y, dY )) < ε
où ε est un réel strictement positif.
Fixons deux ε-approximations
ϕ : X −→ Y
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et
ψ : Y −→ X
Notons p : X˜ −→ X le revêtement universel de X et, si α est un réel
strictement positif, notons pα : Y
α −→ Y le α-revêtement de Y . On munit
alors X˜ et Y α des distances de longueur (uniques) qui font de p et pα des
isométries locales (voir la proposition B.9).
Fixons définitivement un point x0 deX, un point x˜0 qui appartient à p
−1(x0),
notons y0 = ϕ(x0) et fixons un point y
α dans (pα)
−1(y0).
Soit c˜ une courbe qui relie x˜0 à x˜ dans X˜ , on note c la courbe image par p
dans X et ϕ ◦ c la pseudo-courbe (non continue) image dans Y .
Lemme 3.36.
Soit δ un réel strictement positif fixé. Si T est une subdivision δ-admissible
pour c˜, pour tous les éléments ti < tj de T , pour tout point z d’une courbe
minimisante qui joint ϕ ◦ c(tj) et ϕ ◦ c(tj+1), on a :
dY (ϕ ◦ c(ti), z) < dX(c(ti), c(tj+1)) + δ
2
+
3ε
2
Preuve du lemme 3.36.
La première inégalité découle immédiatement du fait que ϕ est une ε-approximation
de Gromov-Hausdorff et du fait que dX(c(ti), c(tj)) ≤ long (c|[ti,tj ]).
Pour vérifier la seconde inégalité, considérons une géodésique γ minimisante
entre ϕ ◦ c(tj) et ϕ ◦ c(tj+1) et notons t∗ l’élément de [0, a] tel que
long (γ|[tj ,t∗]) =
1
2
long (γ|[tj ,tj+1])
Remarquons que, si y est un point qui appartient à la portion de courbe
γ|[tj ,t∗], en utilisant d’une part le fait que ϕ est une ε-approximation de
Gromov-Hausdorff, d’autre part le fait que la courbe γ|[tj ,t∗] est minimisante
(donc rectifiable), on obtient
dY (ϕ ◦ c(ti), y) ≤ dY (ϕ ◦ c(ti), ϕ ◦ c(tj)) + dY (ϕ ◦ c(tj), y)
≤ dX(c(ti), c(tj)) + ε+ 1
2
long (γ|[tj ,tj+1])
≤ dX(c(ti), c(tj)) + ε+ 1
2
dY (ϕ ◦ c(tj), ϕ ◦ c(tj+1))
et, finalement,
dY (ϕ ◦ c(ti), y) ≤ dX(c(ti), c(tj)) + ε+ 1
2
[dX(c(ti), c(tj)) + ε]
< dX(c(ti), c(tj)) + ε+
1
2
(δ + ε)
On procède de même si le point y appartient à γ|[t∗,tj+1] à partir de
l’inégalité triangulaire
dY (ϕ ◦ c(ti), y) ≤ dY (ϕ ◦ c(ti), ϕ ◦ c(tj+1)) + dY (ϕ ◦ c(tj+1), y)
ce qui termine la preuve du lemme 3.36.
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Lemme 3.37.
Soit δ un réel strictement positif et T = (ti)i=1...p une subdividion δ-admissible
pour la courbe c. On construit sur Y une courbe cT qui joint y0 = ϕ(x0) et
ϕ(x) en joignant, pour tout i, ϕ ◦ c(ti) à ϕ ◦ c(ti+1) par une courbe mini-
misante quelconque de (Y, dY ). On relève alors cette courbe en une courbe
(continue) cαT de Y
α telle que cαT (0) = y
α.
L’extrémité cαT (1) de ce chemin ne dépend ni du choix de la subdivision T
(pourvu qu’elle soit δ-admissible pour δ ≤ 23α − ε), ni du choix des courbes
minimisantes entre les points ϕ ◦ c(ti) à ϕ ◦ c(ti+1).
Preuve du lemme 3.37.
Fixons deux réels strictement positifs δ et δ ′ inférieurs ou égaux à 23α − ε.
Considérons une subdivision δ-admissible (respectivement δ ′-admissible) de
[0, a], notée T ′ = (t′i)i=1...p (respectivement T” = (t
”
j)j=1...q), et construisons
la courbe cT ′ (respectivement cT”) en joignant les points ϕ◦c(t′i) et ϕ◦c(t′i+1)
pour tout 0 ≤ i ≤ p − 1 (respectivement ϕ ◦ c(t′′j ) et ϕ ◦ c(t′′j+1) pour tout
0 ≤ j ≤ q − 1) par une courbe minimisante.
Posons alors T = T ′ ∪ T” et construisons de la même manière cT .
Commençons par montrer que le lacet cT .c
−1
T ′ est un lacet de pi1(Y,Uα, y0),
c’est-à-dire qu’il s’écrit comme produit de lacets du type β.c.β−1, où c est un
lacet inclus dans une boule BY (y, α) pour un point y convenablement choisi
et β est un chemin qui relie les points y0 et y.
Nous allons tout d’abord vérifier que cT .c
−1
T ′ est le produit des lacets βi.γi.β
−1
i
où
• βi = cT ′|[t′0,t′i]
• γi est le lacet de point base ϕ ◦ c(t′i) donné par γi = cT |[t′i,t′i+1].c
−1
T ′|[t′i,t′i+1]
En effet, en homotopie, on a :
β−1i .βi+1 ∼ cT ′|[t′i,t′i+1]
ce qui implique que
γi.β
−1
i .βi+1 ∼ cT |[t′i,t′i+1]
On en déduit :
p−1∏
i=0
βi.γi.β
−1
i ∼ β0.
(
p−2∏
i=0
cT |[t′i,t′i+1]
)
.γp−1.(βp−1)−1
∼ cT |[t′0,t′p−1].cT |[t′p−1,t′p].(βp)
−1
∼ cT .c−1T ′
car (βp)
−1 est, par définition, la courbe c−1T ′ .
Par ailleurs, chacun des lacets γi est inclus dans la boule
BY (ϕ ◦ c(t′i), 32(δ + ε)). En effet, pour tout élément tk de T tel que
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t′i ≤ tk ≤ t′i+1 et pour tout t ∈ [tk, tk+1], on a, d’après le lemme 3.36,
dY [ϕ ◦ c(t′i), cT (t)] < long (c|[t′i,tk+1]) +
δ
2
+
3
2
ε
≤ dX(c(t′i), c(tk+1)) +
δ
2
+
3
2
ε
<
3
2
(δ + ε)
la deuxième inégalité provenant du fait que tk+1 appartient à [t
′
i, t
′
i+1] et que
la subdivision T ′ est δ-admissible.
Par ailleurs, comme la courbe cT ′ est minimisante sur [t
′
i, t
′
i+1] , pour tout
t ∈ [t′i, t′i+1],
dY [ϕ ◦ c(t′i), cT ′(t)] ≤ dY (ϕ ◦ c(t′i), ϕ ◦ c(t′i+1))
≤ dX(c(t′i), c(t′i+1))
< δ + ε <
3
2
(δ + ε)
Dès que α ≥ 32 (δ + ε) , on en déduit que tous les lacets de la forme βi.γi.β−1i
appartiennent au groupe pi1(Y,Uα, y0). En particulier, le lacet cT .c
−1
T ′ appar-
tient également à pi1(Y,Uα, y0) : il se relève sur Y
α en une courbe cαT .(c
−1
T ′ )
α,
où cαT et (c
−1
T ′ )
α sont les relevés de cT et c
−1
T ′ d’origines respectives y
α et cαT (a) ;
cette courbe est un lacet d’après la proposition 3.26, et donc cαT .(c
−1
T ′ )
α =
cαT .(c
α
T ′)
−1. Il s’ensuit que les courbes cαT et c
α
T ′ ont même extrémité.
De même, si cαT” est le relevé de la courbe cT” d’origine y
α, les courbes cαT et
cαT” ont même extrémité.
Il en découle que, si α ≥ 32(δ+ε), les courbes cαT ′ et cαT” ont même extrémité,
ce qui termine la preuve du lemme 3.37.
Remarque 3.38. Le lemme 3.37 entraîne que l’on peut toujours remplacer
une subdivision δ-admissible T par une subdivision T ′ plus fine (ce qui veut
dire que δ peut être choisi arbitrairement petit) pourvu que δ ≤ 23α − ε (re-
marquons que 23α− ε > 0 car on a supposé que 5ε < α ; il existe donc un tel
δ).
Fixons les points x0, y0 = ϕ(x0) et y
α comme au début de la preuve du
théorème 3.30. Fixons un réel δ tel que 0 < δ ≤ 23α− ε.
A tout point x˜ de X˜, on associe le point ϕ˜(x˜) construit de la manière sui-
vante : soit c˜ une courbe quelconque reliant x˜0 à x˜ et soit c = p ◦ c˜ sa
projection sur X. A toute subdivision δ-admissible de c˜, notée T , on associe
la courbe cT de Y construite comme au lemme 3.37 et l’on note c
α
T l’unique
relevé de cT dans Y
α tel que cαT (0) = y
α. On note ϕ˜(x˜) l’extrémité cαT (1) de
ce chemin.
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Notons que ϕ˜(x˜) ne dépend pas de la subdivision T ; en effet, si c˜ est fixée
et si T et T ′ sont deux subdivisions δ-admissibles pour c˜, on a vu dans le
lemme 3.37 que les courbes cαT et c
α
T ′ (d’origine y
α) ont même extrémité.
Pour s’assurer que l’application ϕ˜ est bien définie, il nous reste à vérifier
que la construction de ϕ˜(x˜) ne dépend pas du chemin c˜ choisi entre x˜0
et x˜, c’est-à-dire que si γ˜ est un autre chemin qui relie ces deux points,
alors γαT (1) = c
α
T (1). D’après la proposition 3.26, ceci équivaut à prouver
que γT .c
−1
T appartient à pi1(Y,Uα, y0). Pour montrer ceci, nous établissons
d’abord les lemmes 3.39, 3.40 et 3.41. Nous montrons l’indépendance de la
construction de ϕ˜ par rapport au chemin choisi dans le lemme 3.42.
Lemme 3.39.
Si γ et c sont deux lacets d’origine x0 homotopes sur X, alors le chemin
γT .c
−1
T est un lacet dont la classe est dans pi1(Y,Uα, y0) dès que
α > max{δ + 2ε; 32(δ + ε)}.
Preuve du lemme 3.39.
Si γ et c sont deux chemins homotopes sur X, il existe une homotopie
H : [0, 1] × [0, 1] −→ X
continue (donc uniformément continue) telle que
H(0, .) = c et H(1, .) = γ
Notons γs = H(s, .). Pour tout η > 0, on peut trouver une subdivision
s0 = 0 < s1 < ... < sN = 1 de [0, 1] telle que, pour tout t,
dX(γsi(t), γsi+1(t)) < η
Nous nous ramenons donc à prouver le lemme 3.39 lorsque, pour tout t ∈
[0, 1],
dX(c(t), γ(t)) < η
où η est un nombre positif arbitraire.
Par ailleurs, en vertu du lemme 3.37, nous sommes autorisés à choisir la
même subdivision δ-admissible pour c et γ et nous devons prouver que la
courbe γT .c
−1
T est un lacet de pi1(Y,Uα, y0).
Pour tout élément ti de T , choisissons un chemin minimisant αi qui joint
ϕ ◦ c(ti) et ϕ ◦ γ(ti). Posons
βi = cT |[t0,ti]
et notons γi le lacet de point-base ϕ ◦ c(ti) donné par
γi = αi.γT |[ti,ti+1].α
−1
i+1.(cT |[ti,ti+1])
−1
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On a donc, à homotopie près,
γi.β
−1
i .βi+1 ∼ αi.γT |[ti,ti+1].α−1i+1
On en déduit
p−1∏
i=0
βi.γi.β
−1
i ∼ β0.
(
p−1∏
i=0
γiβ
−1
i βi+1
)
.β−1p
∼ β0.α0.
(
p−1∏
i=0
γT |[ti,ti+1]
)
.α−1p .β
−1
p
∼ γT .c−1T
car β0 , α0 et αp sont réduits à un point et βp = cT .
Par ailleurs, le lacet γi est tout entier inclus dans la boule de centre ϕ ◦ c(ti)
et de rayon η + δ + 2ε car, pour tout s,
dY (ϕ ◦ c(ti), αi(s)) ≤ dY (ϕ ◦ c(ti), ϕ ◦ γ(ti))
≤ dX(c(ti), γ(ti)) + ε
< η + ε
D’autre part, pour tout s,
dY (ϕ ◦ c(ti), αi+1(s)) ≤ dY (ϕ ◦ c(ti), ϕ ◦ c(ti+1)) + dY (ϕ ◦ c(ti+1), αi+1(s))
< (δ + ε) + (η + ε) = δ + η + 2ε
et, par ailleurs, comme la courbe cT est minimisante sur [ti, ti+1], pour tout
t ∈ [ti, ti+1], on a
dY (ϕ ◦ c(ti), cT (t)) ≤ dY (ϕ ◦ c(ti), ϕ ◦ c(ti+1)) < δ + ε
et
dY (ϕ ◦ c(ti), γT (t)) ≤ dY (ϕ ◦ c(ti), ϕ ◦ γ(ti)) + dY (ϕ ◦ γ(ti), γT (t))
< (η + ε) + dY (ϕ ◦ γ(ti), ϕ ◦ γ(ti+1))
< (η + ε) + (δ + ε) = η + δ + 2ε
Ainsi, dès que α > max
{
3
2(δ + ε), δ + 2ε
}
, on fait le choix
η = α− (δ + 2ε) > 0
On obtient alors que le lacet γi appartient à la boule BY (c(ti), α), donc
que βi.γi.β
−1
i appartient à pi1(Y,Uα, y0). Ceci entraîne que le lacet γT .c
−1
T
appartient aussi à pi1(Y,Uα, y0), ce qui achève la preuve du lemme 3.39.
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Lemme 3.40.
Soit δ > 0 un réel tel que α > max
{
3
2(δ + ε), δ + 2ε
}
.
Si c parcourt l’espace des lacets de point-base x0, l’application c 7−→ cT (où
T est une subdivision quelconque δ-admissible pour c) induit, par passage aux
classes d’homotopie, un morphisme ρ de pi1(X,x0) dans pi1(Y, y0)/pi1(Y,Uα, y0).
Preuve du lemme 3.40.
Tout d’abord, ρ est bien défini. En effet, soient α et δ deux réels strictement
positifs tels que α > max
{
3
2 (δ + ε), δ + 2ε
}
, fixons deux lacets homotopes,
notés c et γ, de point-base x0. Si T et T
′ sont deux subdivisions respective-
ment δ-admissibles pour les lacets c et γ, alors
• cT et γT ′ sont (par construction) des lacets de Y car ϕ ◦ c(1) = ϕ ◦ c(0) et
ϕ ◦ γ(1) = ϕ ◦ γ(0)
• d’après le lemme 3.39, le lacet γT .c−1T appartient à pi1(Y,Uα, y0) (et donc
les classes [γT ] et [cT ] des lacets γT et cT dans pi1(Y, y0)/pi1(Y,Uα, y0) sont
égales)
et
• d’après le lemme 3.37 et la proposition 3.26, les classes [γT ] et [γT ′ ] des
lacets γT et γT ′ dans pi1(Y, y0)/pi1(Y,Uα, y0) sont égales.
On en conclut que les classes [cT ] et [γT ′ ] sont égales.
Remarquons à présent que, si c est un lacet homotope à zéro de point-base
x0, le lemme 3.39 implique que le lacet cT appartient à pi1(Y,Uα, y0). Ainsi,
ρ([e]) = [e].
Considérons maintenant deux lacets quelconques c et γ de Y , de point-base
x0, et notons α = c.γ le lacet obtenu en paramétrant c par [0, 1], γ par [1, 2]
(quitte à opérer une translation t→ t+ 1 sur la variable) et en posant
α(t) =
{
c(t) si t ∈ [0, 1]
γ(t) si t ∈ [1, 2]
(notons que c(1) = c(0) = γ(1) = γ(0)).
Si T ′ = (t′i)i=0...p et T” = (t
”
j)j=0...q sont des subdivisions δ-admissibles de
c et γ, alors T = T ′ ∪ T” est une subdivision δ-admissible pour α. Posons
alors
ti =
{
t′i si 0 ≤ i ≤ p
t”i−p si p ≤ i ≤ p+ q
On a tp = t
′
p = t
”
0 = 1. On vérifie facilement que αT est obtenue (par
construction) par concaténation de cT ′ et de γT”, ce qui prouve que
ρ([c].[γ]) = ρ([α])
= [αT ]
= [cT ′ .γT”]
= [cT ′ ][γT”]
= ρ([c]).ρ([γ])
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ce qui termine la preuve du fait que ρ est un morphisme.
Lemme 3.41.
Si α < ε02 et ε <
α
3 , le morphisme ρ passe au quotient en un morphisme
ρ¯ : pi1(X,x0)/pi1(X,Uε0/2, x0) −→ pi1(Y, y0)/pi1(Y,Uα, y0)
(Le morphisme ρ¯ est un morphisme du groupe des automorphismes du revête-
ment universel X˜ −→ X dans le groupe des transformations du α-revêtement
Y α −→ Y ; rappelons que X˜ n’est pas nécessairement simplement connexe).
Preuve du lemme 3.41.
D’après la remarque 3.28, les groupes pi1(X,Uε0/2, x0) et pi1(X,Ur, x0) sont
égaux pour tout 0 < r ≤ ε02 . En particulier, si 0 < r ≤ ε02 , un système géné-
rateur de pi1(X,Uε0/2, x0) est donné par les classes de lacets (dans pi1(X,x0))
de la forme β.γ.β−1, où γ est un lacet inclus dans une boule BX(x, r) et où
β est un chemin qui joint x0 et x. Il nous suffit donc de montrer que, pour
de tels lacets, ρ([β.γ.β−1]) est trivial.
Posons c = β.γ.β−1. On obtient une subdivision δ-admissible de c, notée T”,
en mettant bout à bout une partition T (δ-admissible pour β), une partition
T ′ (δ-admissible pour γ) et à nouveau la partition T (numérotée en sens
inverse). Ceci nous donne
cT” = βT .γT ′ .(βT )
−1
D’autre part, puisque γ(t) appartient à la boule BX(x, r) pour tout t, on a,
pour tout ti ∈ T ′,
γT ′(ti) = ϕ ◦ γ(ti) ∈ BY (ϕ(x), r + ε)
On en déduit que, pour tout t,
γT ′(t) ∈ BY
(
ϕ(x), r +
3
2
ε+
δ
2
)
Si α < ε02 , on pose r =
α
2 (ce qui est possible car
α
2 <
ε0
2 ).
Si ε < α3 , en vertu du lemme 3.37, on peut choisir 0 < δ < α − 3ε, ce
qui assure que r + 32ε +
δ
2 < α. Le lacet γT ′ est alors inclus dans la boule
BY (ϕ(x), α) donc le lacet cT” appartient à pi1(Y,Uα, y0) ; il s’ensuit que
ρ([β.γ.β−1]) = [cT”] = 0
Ceci achève la preuve du lemme 3.41.
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Remarque. Notons que nous avons fortement utilisé dans la preuve du
lemme 3.41 le fait que l’espace de longueur (X, dX ) appartient à Mδ,H,D,
qui implique que, si 0 < r ≤ ε02 , les revêtements pr : Xr −→ X et
pε0/2 : X
ε0/2 −→ X coïncident. Sans cette hypothèse, cette construction
ne donne que l’existence d’un morphisme
ρ : G(Xr, X) −→ G(Y α, Y )
où r < α− 3ε2 .
Remarquons également que, pour obtenir un morphisme en sens inverse, il
faut que α < r′− 3ε2 , ce qui ne rend la construction de l’inverse possible que
si Xr
′
= Xr où r < r′ − 3ε.
Lemme 3.42.
La construction de ϕ˜(x˜) ne dépend pas du choix du chemin c˜, pourvu que
celui-ci relie x˜0 à x˜ dans X˜ ; l’application ϕ˜ : x˜ −→ ϕ˜(x˜) est donc correcte-
ment définie.
Preuve du lemme 3.42.
Si c˜ : [0, 1] −→ X˜ et γ˜ : [0, 1] −→ X˜ sont deux chemins continus d’origine x˜0
et d’extrémité x˜, et si l’on note c = p ◦ c˜ et γ = p ◦ γ˜, le chemin γ.c−1 est un
lacet de X dont un relevé est γ˜.(c˜)−1 (puisque l’origine x˜ de (c˜)−1 coïncide
avec l’extrémité de γ˜) ; ce relevé de γ.c−1 est un lacet sur X˜ . Il s’ensuit que
le lacet γ.c−1 appartient à pi1(X,Uε0/2, x0) (d’après la proposition 3.26). Si
T est une subdivision δ-admissible pour les courbes γ et c, le lemme 3.41
permet d’en déduire que
0 = ρ¯([γ.c−1]) = [γT .(cT )−1]
Le lacet γT .(cT )
−1 sur Y appartient donc à pi1(Y,Uα, y0) : son relevé γαT .(c
α
T )
−1
est alors un lacet sur Y α et les relevés γαT et c
α
T des courbes γT et cT , qui
ont même origine yα, ont même extrémité dans Y α. Il en découle que la
construction de ϕ˜ ne dépend pas du chemin choisi entre x˜0 à x˜.
Par ailleurs, nous avons vu que la construction de ϕ˜ ne dépend pas de la
subdivision choisie (pourvu qu’elle soit δ-admissible pour un réel δ > 0 qui
vérifie les hypothèses des lemmes précédents), ni de la géodésique minimi-
sante choisie entre les points ϕ ◦ c(ti) et ϕ ◦ c(ti+1). L’application ϕ˜ est donc
correctement définie.
Construction de l’application ψ˜
On construit l’application ψ˜ : Y α −→ X˜ comme on a construit l’application
ϕ˜ et de nombreuses preuves de cette partie sont identiques à celles faites
précédemment. Cependant, les estimations changent un peu ; nous réécrivons
donc (rapidement) les preuves où les calculs sont un peu différents.
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Soit y˜ un point quelconque de Y α et c˜ une courbe sur Y α qui relie yα (où,
comme précédemment, yα = ϕ˜(x˜0)) et y˜. On note c la courbe image de c˜ par
pα. On note ψ ◦ c la pseudo-courbe (non continue) image dans X. On peut
considérer que ψ(y0) = x0, car on peut éventuellement modifier ψ de telle
sorte que ψ(y0) = x0, sans changer le fait que ce soit une ε-approximation
de Hausdorff. Les preuves étant identiques à celles que nous avons faites à
partir de ϕ, on montre que
Lemme 3.43.
Soit δ un réel strictement positif fixé. Si T est une subdivision δ-admissible
pour c˜, pour tous les éléments ti < tj de T , pour tout point z d’une courbe
minimisante qui joint ψ ◦ c(tj) et ψ ◦ c(tj+1), on a :
dX(ψ ◦ c(ti), z) < dY (c(ti), c(tj+1)) + δ
2
+
3ε
2
Lemme 3.44.
Soit δ > 0 un réel tel que δ ≤ ε03 −ε, considérons une subdivision δ-admissible
pour la courbe c. On construit une courbe cT qui joint x0 = ψ(y0) à ψ(y) en
joignant (pour tout i ∈ {0, 1, ...p − 1}) les points ψ ◦ c(ti) et ψ ◦ c(ti+1) par
une courbe minimisante de (X, dX ) ; notons c˜T le relevé continu sur X˜ de la
courbe cT d’origine x˜0.
L’extrémité de c˜T est alors indépendante des courbes minimisantes choisies
entre les points ψ ◦ c(ti) et ψ ◦ c(ti+1) et du choix de la subdivision T (pourvu
qu’elle soit δ-admissible avec δ ≤ ε03 − ε).
Preuve du lemme 3.44.
Fixons une courbe c entre y0 et y et considérons deux subdivisions δ-admissibles
pour c, notées T ′ = (t′i)i=0...p et T” = (t”j)j=0...q. Posons T = T
′ ∪ T” et
construisons les courbes cT , cT ′ et cT” sur X. Il nous faut vérifier que la
courbe cT .c
−1
T ′ appartient à pi1(X,Uε0/2, x0) (notons que c’est un lacet de
point-base x0 car cT (0) = ψ ◦ c(0) = cT ′(0) = x0 et cT (1) = ψ ◦ c(1) =
cT ′(1) = ψ(y)) ; la preuve du fait que cT .c
−1
T” appartient à pi1(X,Uε0/2, x0)
est identique.
On prouve, de la même manière que dans la preuve du lemme 3.37, que (à
homotopie près)
cT .c
−1
T ′ ∼
p−1∏
i=0
βi.γi.β
−1
i
où
• βi = cT ′|[t′0,t′i]
• γi est le lacet de point base ψ ◦ c(t′i) donné par γi = cT |[t′i,t′i+1].c
−1
T ′|[t′i,t′i+1].
On obtient également que chacun des lacets γi est inclus dans la boule
BX(ψ ◦ c(t′i), 32(δ + ε)). Ainsi, dès que 32(δ + ε) ≤ ε02 , le lacet cT .c−1T ′ ap-
partient à pi1(X,Uε0/2, x0). Les relevés c˜T et c˜T ′ sur X˜ d’origine x˜0 ont donc
même extrémité, ce qui achève la preuve du lemme 3.44.
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A tout point y˜ de Y α, on associe le point ψ˜(y˜) de X˜ construit de la
manière suivante : soit c˜ une courbe quelconque qui relie yα à y˜ et soit
c = pα ◦ c˜ sa projection sur Y . A toute subdivision δ-admissible T de c˜, on
associe la courbe c˜T de X˜ construite comme dans le lemme 3.44 et on note
ψ˜(y˜) son extrémité c˜T (1).
Nous avons vu au lemme 3.44 que ψ˜(y˜) ne dépend pas de la subdivision
δ-admissible T (si 0 < δ < ε03 − ε).
Il nous reste donc à voir que la construction de ψ˜(y˜) ne dépend pas du choix
de c˜, c’est-à-dire que, si une autre courbe relie yα et y˜, alors γ˜T (1) = c˜T (1).
Ceci équivaut à montrer que γT .c
−1
T appartient à pi1(X,Uε0/2, x0).
Lemme 3.45.
Si γ et c sont deux lacets d’origine y0 homotopes sur Y , alors le chemin
γT .c
−1
T est un lacet dont la classe est dans pi1(X,Uε0/2, x0) dès que
ε0
2 >
max{δ + 2ε; 32 (δ + ε)}.
Preuve du lemme 3.45.
La preuve est identique à celle du lemme 3.39 : si γ et c sont deux chemins
homotopes sur Y , il existe une homotopie H : [0, 1] × [0, 1] −→ Y unifor-
mément continue telle que H(0, .) = c et H(1, .) = γ. Notons γs = H(s, .).
Nous sommes donc ramenés, comme au lemme 3.39, à prouver le lemme 3.45
lorsque, pour tout t ∈ [0, 1],
dX(c(t), γ(t)) < η
où η est un nombre positif arbitraire.
Par ailleurs, nous sommes autorisés à choisir la même subdivision δ-admissible
(pour δ < ε03 − ε) pour c et γ en vertu du lemme 3.44 et nous devons alors
prouver que la courbe γT .c
−1
T est un lacet de pi1(X,Uε0/2, x0).
Pour tout élément ti de T , choisissons un chemin minimisant αi qui joint
ψ ◦ c(ti) et ψ ◦ γ(ti).
Comme dans le lemme 3.39, nous prouvons que, à homotopie près,
γT .c
−1
T ∼
p−1∏
i=0
βi.γi.β
−1
i
où
• βi = cT |[t0,ti+1]
• γi est le lacet de point-base ψ ◦ c(ti) donné par
γi = αi.γT |[ti,ti+1].α
−1
i+1.(cT |[ti,ti+1])
−1
En mimant de nouveau la preuve du lemme 3.39, on montre que chaque lacet
γi est entièrement inclus dans la boule BX(ψ ◦ c(ti), η + δ + 2ε).
Si ε02 > δ + 2ε , on choisit η tel que 0 < η <
ε0
2 − (δ+2ε). On obtient alors
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que le lacet γi est inclus dans BX(ψ ◦ c(ti), ε02 ), ce qui permet de conclure
qu’il en est de même pour le lacet γT .c
−1
T et termine la preuve du lemme
3.45.
Lemme 3.46.
Si c parcourt l’espace des lacets de point-base y0, l’application c 7−→ cT
(où T est une subdivision quelconque δ-admissible telle que ε02 > max{δ +
2ε; 32 (δ + ε)}) induit, par passage aux classes d’homotopie, un morphisme r
de pi1(Y, y0) dans pi1(X,x0)/pi1(X,Uε0/2, x0).
Preuve du lemme 3.46.
Tout d’abord, r est bien défini. En effet, soit δ un réel strictement positif
tel que ε02 > max
{
3
2(δ + ε), δ + 2ε
}
, fixons c et γ deux lacets homotopes de
point-base y0. Si T et T
′ sont deux subdivisions δ-admissibles pour c et γ,
alors
• d’après le lemme 3.45, le lacet γT .c−1T appartient à pi1(X,Uε0/2, x0) (et donc
les classes [γT ] et [cT ] des lacets γT et cT dans pi1(X,x0)/pi1(X,Uε0/2, x0) sont
égales)
et
• d’après le lemme 3.44, les classes [γT ] et [γT ′ ] des lacets γT et γT ′ dans
pi1(X,x0)/pi1(X,Uε0 , x0) sont égales.
On en conclut que les classes [cT ] et [γT ′ ] sont égales.
On montre comme dans la preuve du lemme 3.40 que r est un morphisme.
Lemme 3.47.
Si α < ε02 − 32ε, le morphisme r passe au quotient en un morphisme
r¯ : pi1(Y, y0)/pi1(Y,Uα, y0) −→ pi1(X,x0)/pi1(X,Uε0/2, x0)
(Le morphisme r¯ est un morphisme du groupe des automorphismes du α-
revêtement Y α −→ Y dans le groupe des automorphismes du revêtement
universel X˜ −→ X).
Preuve du lemme 3.47.
Un système générateur du groupe pi1(Y,Uα, y0) est donné par les classes de
lacets de la forme β.γ.β−1, où γ est un lacet inclus dans une boule BY (y, α)
et où β est un chemin qui joint y0 et y. Comme dans la preuve du lemme
3.41, il nous suffit donc de montrer que, pour de tels lacets, r([β.γ.β−1]) est
trivial.
Posons c = β.γ.β−1. On construit une subdivision δ-admissible de c, notée
T”, comme dans la preuve du lemme 3.41. En gardant les mêmes notations,
ceci nous donne
cT” = βT .γT ′ .(βT )
−1
On montre alors que, pour tout t,
γT ′(t) ∈ BX
(
ψ(y), α +
3
2
ε+
δ
2
)
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Si α < ε02 , on fixe ε <
2
3 (
ε0
2 − α) et, en vertu du lemme 3.44, on a le droit
de choisir 0 < δ ≤ ε0 − 2α − 2ε, ce qui assure que α + ε+ δ2 < ε02 . Le lacet
γT ′ est alors inclus dans la boule BX(ψ(y),
ε0
2 ) donc le lacet cT” appartient
à pi1(X,Uε0/2, x0) ; il s’ensuit que
r([β.γ.β−1]) = [cT”] = 0
Ceci achève la preuve du lemme 3.47.
Lemme 3.48.
Pourvu que α < ε02 − 32ε et ε < ε04 , la construction de ψ˜(y˜) ne dépend pas
du choix du chemin c˜ qui relie yα à y˜ dans Y α ; l’application ψ˜ est donc
correctement définie.
Preuve du lemme 3.48.
La preuve est identique à celle du lemme 3.42, en utilisant le lemme 3.47 à
la place du lemme 3.41.
Preuve des inégalités du théorème 3.30
Lemme 3.49.
Si 3ε < α < ε02 − 32ε, les applications ϕ˜ et ψ˜ (bien) définies ci-dessus vérifient,
pour tous les points x˜ et x˜′ de X˜ et pour tous les points y˜ et y˜′ de Y α,
dY α(ϕ˜(x˜), ϕ˜(x˜
′)) ≤
(
1− 3
2
ε
α
)−1
dX˜(x˜, x˜
′) + ε
d
X˜
(ψ˜(y˜), ψ˜(y˜′)) ≤
(
1− 3 ε
ε0
)−1
dY α(y˜, y˜
′) + ε
Preuve du lemme 3.49.
Comme α < ε02 et ε <
α
3 , le lemme 3.41 nous assure l’existence de ϕ˜. De
même, comme α < ε02 − 32ε et ε < ε04 , le lemme 3.47 assure l’existence de ψ˜.
Supposons que δ est un réel qui vérifie max{δ + 2ε; 32(δ + ε)} < ε02 .
Soit c˜ une courbe minimisante qui relie les points x˜ et x˜′ dans X˜. Soit γ˜ un
chemin qui joint les points x˜0 et x˜. Pour construire ϕ˜(x˜
′), comme α < ε02
et ε < α3 , le lemme 3.42 nous permet de choisir le chemin β˜ = γ˜.c˜ comme
chemin qui relie x˜0 et x˜
′. Si T (resp. T ′) est une subdivision δ-admissible
pour γ˜ (resp. c˜) paramétrée par [0, 1] (resp. [1, 2]), alors T ∪ T ′ = T1 est une
subdivision δ-admissible pour β˜.
Si ε < α3 et si T” est une subdivision δ
′-admissible pour c˜ (où δ′ = 23α− ε),
alors, la subdivision T2 = T ∪ T” est une subdivision de β˜ qui, bien que
n’étant plus δ-admissible, permet de construire une courbe βαT2 de Y
α qui
a la même extrémité que βαT1 d’après le lemme 3.37 et le paragraphe qui le
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suit (car on a bien alors α ≥ 32(δ′ + ε)). On a donc, puisque x˜ = β˜(1) et
x˜′ = β˜(2),
ϕ˜(x˜) = γαT (1) = β
α
T2(1)
et
ϕ˜(x˜′) = βαT1(2) = β
α
T2(2)
Ainsi,
dY α(ϕ˜(x˜), ϕ˜(x˜
′)) ≤
∑
ti∈T”\{2}
dY α(β
α
T2(ti), β
α
T2(ti+1))
Puisque la courbe βαT2 est la courbe relevée de βT2 , on a
dY α(β
α
T2(ti), β
α
T2(ti+1)) ≤ long (βαT2|[ti,ti+1])
= long (βT2|[ti,ti+1])
= dY (ϕ ◦ β(ti), ϕ ◦ β(ti+1))
< dX(β(ti), β(ti+1)) + ε
≤ dX˜(β˜(ti), β˜(ti+1)) + ε
la dernière inégalité provenant du fait que p est contractante.
Soit η une constante positive arbitrairement petite, si on espace les points
c˜(ti) de sorte que, pour tous les éléments ti ∈ T” \ {2} sauf le dernier,
d
X˜
(c˜(ti), c˜(ti+1)) = δ
′ − η, comme T” ⊂ [1, 2] et comme β˜|[1,2] = c˜ est
minimisante, on a
dY α(ϕ˜(x˜), ϕ˜(x˜
′)) ≤
∑
ti∈T”\{2}
d
X˜
(c˜(ti), c˜(ti+1)) +
(
E
[
d
X˜
(x˜, x˜′)
δ′ − η
]
+ 1
)
ε
On en déduit, en faisant tendre η vers zéro, que
dY α(ϕ˜(x˜), ϕ˜(x˜
′)) ≤ d
X˜
(x˜, x˜′) +
(
d
X˜
(x˜, x˜′)
δ′
+ 1
)
ε
ce qui termine la preuve de la première inégalité du lemme 3.49.
On procède de la même manière pour la deuxième inégalité du lemme 3.49,
en remplaçant x˜ et x˜′ par deux points quelconques y˜ et y˜ ′ de Y α, reliés par
une courbe minimisante c˜. On fixe également un chemin γ˜ qui relie yα et y˜.
Si T ∪ T ′ = T1 est une subdivision δ-admissible pour β˜ = γ˜.c˜, si 2ε < ε02
et si α < ε02 − 32ε , l’indépendance par rapport au chemin choisi entre yα à
y˜′ (voir le lemme 3.48) permet bien de choisir le chemin β˜ pour relier yα à
y˜′ et de définir ψ˜(y˜′) comme β˜T1(2). Si ε <
ε0
3 , on peut remplacer T1 par
T2 = T∪T”, où T” est une subdivision δ”-admissible pour c˜ (où δ” = ε03 −ε) ;
on construit ensuite les courbes βT1 , γT et βT2 selon le procédé du lemme
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3.44 et on relève ces courbes en des courbes de X˜ de point-base x˜0, notées
β˜T1 , γ˜T et β˜T2 . Le lemme 3.44 entraîne alors que
ψ˜(y˜′) = β˜T1(2) = β˜T2(2)
Comme on a par ailleurs
ψ˜(y˜) = γ˜T (1) = β˜T2(1),
le même calcul que précédemment (en remplaçant βαT2 par β˜T2) donne
d
X˜
(ψ˜(y˜), ψ˜(y˜′)) ≤ dY α(y˜, y˜′) +
(
dY α(y˜, y˜
′)
δ”
+ 1
)
ε
ce qui termine la preuve du lemme 3.49.
Lemme 3.50.
Les applications ϕ˜ et ψ˜ définies dans les paragraphes qui suivent la remarque
3.38 et le lemme 3.44 vérifient, pour tous les points x˜ de X˜ et pour tous les
points y˜ de Y α,
d
X˜
((ψ˜ ◦ ϕ˜)(x˜), x˜) < ε si ε < ε010
dY α((ϕ˜ ◦ ψ˜)(y˜), y˜) < ε si ε < α5
Preuve du lemme 3.50.
• Preuve de la première inégalité du lemme 3.50
Soit c˜ une courbe qui joint x˜0 et x˜ ; fixons une subdivision T = (ti)0≤i≤N
δ-admissible pour c˜. Nous allons prouver par récurrence sur i que, si cαT est
la courbe sur Y α associée à c = p ◦ c˜ selon le procédé décrit avant le lemme
3.39, alors, pour tout ti ∈ T ,
(Hi) dX˜(ψ˜ ◦ cαT (ti), c˜(ti)) < ε
Ceci est vrai au rang i = 0, puisque ψ˜(y˜0) = x˜0 par construction.
Supposons que ce soit vrai à l’ordre i, alors
(1) d
X˜
(ψ˜ ◦ cαT (ti), c˜(ti)) < ε par hypothèse de récurrence
(2) dX˜(ψ˜ ◦ cαT (ti), c˜(ti+1)) < ε+ δ car
d
X˜
(ψ˜ ◦ cαT (ti), c˜(ti+1)) ≤ dX˜(c˜(ti), c˜(ti+1)) + dX˜(ψ˜ ◦ cαT (ti), c˜(ti))
Par ailleurs, la courbe cαT est un relevé de la courbe cT minimisante entre les
points ϕ ◦ c(ti) et ϕ ◦ c(ti+1), ce qui implique
dY α(c
α
T (ti), c
α
T (ti+1)) ≤ long (cαT |[ti,ti+1])
= long (cT |[ti,ti+1])
= dY (ϕ ◦ c(ti), ϕ ◦ c(ti+1))
< δ + ε
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En utilisant la deuxième inégalité du lemme 3.49 et en posant
C =
(
1− 3 εε0
)−1
, nous en déduisons
d
X˜
(ψ˜ ◦ cαT (ti), ψ˜ ◦ cαT (ti+1)) ≤ C dY α(cαT (ti), cαT (ti+1)) + ε
D’où l’inégalité
(3) dX˜(ψ˜ ◦ cαT (ti), ψ˜ ◦ cαT (ti+1)) <
(
1− 3 εε0
)−1
(δ + ε) + ε
≤ 107 (δ + ε) + ε
la dernière ligne étant valable si ε < ε010 .
Si l’on choisit δ tel que 107 (δ + ε) + ε <
ε0
4 , les membres de droite des
inégalités (2) et (3) sont majorés par ε04 . Comme (X˜, dX˜) coïncide avec le
ε0
2 -revêtement (X
ε0/2, dXε0/2) de X d’après le fait 3.28, le point (i) de la
propriété 3.27 implique que les points ψ˜ ◦ cαT (ti+1) et c˜(ti+1) sont les uniques
relevés de ψ◦ϕ[c(ti+1)] et de c(ti+1) dans la boule de X˜ de centre ψ˜◦cαT (ti) et
de rayon ε04 . Comme, d’après le point (ii) de la propriété 3.27, l’application
p est une isométrie en restriction à cette boule, on a
d
X˜
(ψ˜ ◦ cαT (ti+1), c˜(ti+1)) = dX(ψ ◦ ϕ(ti+1), c(ti+1)) < ε
ce qui prouve l’inégalité (Hi) pour tout i. En l’appliquant pour ti = 1, on
obtient
dX˜(ψ˜ ◦ ϕ˜(x˜), x˜) < ε
• Preuve de la deuxième inégalité du lemme 3.50
On procède de la même manière que pour montrer la première inégalité du
lemme 3.50 : soit cα une courbe qui joint yα et y˜ dans Y α ; fixons une sub-
division T = (ti)0≤i≤N (δ-admissible) pour cα et construisons la courbe c˜T
sur X˜ associée à la courbe c = pα ◦ cα. Prouvons par récurrence que, pour
tout ti ∈ T ,
(H ′i) dY α(ϕ˜ ◦ c˜T (ti), cα(ti)) < ε
On utilise les mêmes arguments que ceux présentés dans la preuve de la pre-
mière inégalité du lemme 3.50 pour montrer que (Hi) implique (Hi+1) en
s’appuyant sur les inégalités
(2′) dY α(ϕ˜ ◦ c˜T (ti), cα(ti+1)) < ε+ δ car
dY α(ϕ˜ ◦ c˜T (ti), cα(ti+1)) ≤ dY α(cα(ti), cα(ti+1)) + dY α(ϕ˜ ◦ c˜T (ti), cα(ti))
De même que précédemment, on a
d
X˜
(c˜T (ti), c˜T (ti+1)) ≤ long (c˜T |[ti,ti+1])
= long (cT |[ti,ti+1])
= dY (ψ ◦ c(ti), ψ ◦ c(ti+1))
< δ + ε
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En utilisant la première inégalité du lemme 3.49, nous en déduisons
dY α(ϕ˜ ◦ c˜T (ti), ϕ˜ ◦ c˜T (ti+1)) ≤
(
1− 3ε
2α
)−1
d
X˜
(c˜T (ti), c˜T (ti+1)) + ε
D’où l’inégalité
(3′) dY α(ϕ˜ ◦ c˜T (ti), ϕ˜ ◦ c˜T (ti+1)) < 107 (δ + ε) + ε
la dernière ligne étant valable si ε < α5 .
Si l’on choisit δ tel que 107 (δ + ε) + ε <
α
2 , on en déduit que les points
ϕ˜ ◦ c˜T (ti+1) et cα(ti+1) appartiennent à la boule de Y α de centre ϕ˜ ◦ c˜T (ti)
et de rayon α2 . Comme précédemment, l’application pα est une isométrie de
cette boule sur son image (voir le point (ii) de la propriété 3.27) ce qui
implique (de la même manière que dans la preuve de la première inégalité
du lemme 3.50) que
dY α(ϕ˜ ◦ ψ˜(y˜), y˜) < ε
Lemme 3.51.
Si ε < min
{
ε0
10 ,
α
5
}
et si α < ε02 − 32ε, les applications ϕ˜ et ψ˜ définies ci-
dessus vérifient, pour tous les points x˜ et x˜′ de X˜ et pour tous les points y˜
et y˜′ de Y α, (
1− 3 ε
ε0
)
d
X˜
(x˜, x˜′)− 3ε ≤ dY α(ϕ˜(x˜), ϕ˜(x˜′))
et (
1− 3
2
ε
α
)
dY α(y˜, y˜
′)− 3ε ≤ d
X˜
(ψ˜(y˜), ψ˜(y˜′))
Preuve du lemme 3.51.
En appliquant l’inégalité triangulaire et le lemme 3.50, puis le lemme 3.49,
nous obtenons
dX˜(x˜, x˜
′) ≤ dX˜(ψ˜ ◦ ϕ˜(x˜), ψ˜ ◦ ϕ˜(x˜′)) + 3ε
≤
(
1− 3 ε
ε0
)−1
dY α(ϕ˜(x˜), ϕ˜(x˜
′)) + 2ε
ce qui donne la première inégalité du lemme 3.51.
La deuxième inégalité se montre exactement de la même manière.
ρ¯ est un isomorphisme
Lemme 3.52.
Si les inégalités précédentes sur ε, ε0 et α sont vérifiées, le morphisme ρ¯ défini
dans le lemme 3.41 est un isomorphisme dont l’inverse est le morphisme r¯
défini dans le lemme 3.47.
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Preuve du lemme 3.52.
Rappelons tout d’abord que (X˜, dX˜) coïncide avec le
ε0
2 -revêtement de X
(Xε0/2, dXε0/2) d’après le fait 3.28. Notons [c] la classe d’un lacet sur X dans
le groupe pi1(X,x0)/pi1(X,Uε0/2, x0) et [c]α la classe d’un lacet sur Y dans
le groupe pi1(Y, y0)/pi1(Y,Uα, y0).
Par définition de l’action de pi1(X,x0)/pi1(X,Uε0/2, x0) (respectivement
pi1(Y, y0)/pi1(Y,Uα, y0)) sur X˜ (resp. sur Y
α), on a, pour l’origine x˜0 (resp.
yα) choisie - et pour cette origine seulement - et pour tout lacet c (resp. γ)
de point-base x0 dans X (resp. de point-base y0 dans Y ) :
(4) r¯([γ]α).x˜0 = [γT ′ ].x˜0 = γ˜T ′(1) = ψ˜(γ
α(1)) = ψ˜([γ]α.y
α)
(5) ρ¯([c]).yα = [cT ]α.y
α = cαT (1) = ϕ˜(c˜(1)) = ϕ˜([c].x˜0)
On obtient ainsi
(r¯ ◦ ρ¯([c])) .x˜0 = ψ˜[ρ¯([c]).yα] = ψ˜ ◦ ϕ˜([c].x˜0)
donc, en appliquant le lemme 3.50, il s’ensuit que
d
X˜
([r¯ ◦ ρ¯([c])] .x˜0, [c].x˜0) < ε
Les points r¯ ◦ ρ¯([c]).x˜0 et [c].x˜0 sont donc deux éléments de p−1(x0) situés à
une distance inférieure à ε et, si ε < ε02 , ils sont confondus d’après le point
(i) de la propriété 3.27. Ainsi, comme l’action de pi1(X,x0)/pi1(X,Uε0/2, x0)
sur X˜ est sans point fixe (ou encore, d’après la proposition 3.26, le relevé d’un
lacet c est un lacet c˜ si et seulement si [c] = 0 dans pi1(X,x0)/pi1(X,Uε0/2, x0)),
on a r¯ ◦ ρ¯ = id.
On prouve de même que ρ¯ ◦ r¯ = id, donc que ρ¯ et r¯ sont des isomorphismes
inverses l’un de l’autre.
Equivariance des applications ϕ˜ et ψ˜
Lemme 3.53.
Pour tous les points x˜ de X˜ et y˜ de Y α, pour tous les éléments [γ] de
pi1(X,x0)/pi1(X,Uε0/2, x0) et tous les éléments [β]α de pi1(Y, y0)/pi1(Y,Uα, y0),
on a
ϕ˜([γ].x˜) = ρ¯([γ]).ϕ˜(x˜)
ψ˜([β]α.y˜) = r¯([β]α).β˜(y˜)
Remarque 3.54. Notons φx˜0 : pi1(X,x0)/pi1(X,Uε0/2, x0) −→ G(X˜,X)
l’isomorphisme qui identifie la classe de lacets [γ] avec l’unique élément de
G(X˜,X) qui envoie x˜0 sur [γ].x˜0, où [γ].x˜0 est l’extrémité d’une courbe c˜
relevée d’origine x˜0 d’un représentant quelconque c de [γ].
Notons φyα : pi1(Y, y0)/pi1(Y,Uα, y0) −→ G(Y α, Y ) l’isomorphisme qui iden-
tifie la classe de lacets [β]α avec l’unique élément de G(Y
α, Y ) qui envoie yα
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sur [β]α.y
α, où [β]α.y
α est l’extrémité d’une courbe bα relevée d’un représen-
tant quelconque b de [β]α et d’origine y
α.
Plus rigoureusement, la conclusion du lemme 3.53 s’écrit
ϕ˜ ◦ φx˜0([γ]) = φyα(ρ¯([γ])) ◦ ϕ˜
ψ˜ ◦ φyα([β]α) = φx˜0(r¯([β]α)) ◦ ψ˜
Preuve du lemme 3.53.
Fixons l’origine yα de Y α telle que pα(y
α) = y0.
Si [c]α est un élément de ΓY = pi1(Y, y0)/pi1(Y,Uα, y0) et si c est un lacet qui
représente [c]α, de point-base y0, nous adopterons la notation
[c]α.y˜ := φyα([c]α)(y˜)
c’est-à-dire que l’action de ΓY sur Y
α via φyα est décrite par{
ΓY × Y α −→ Y α
([c]α, y˜) 7−→ [c]α.y˜
Nous avons déjà vu que [c]α.y
α est l’extrémité du relevé cα de c d’origine
yα. Si y˜ est un point quelconque de Y α, choisissons une courbe bα qui joint
yα à y˜ et notons b¯ la courbe relevée de b = pα ◦ bα en partant de l’origine
[c]α.y
α = cα(1). On a alors,
(6) [c]α.y˜ = extrémité de b¯
= extrémité du relevé cα.b¯ dans Y α de la courbe c.b
d’origine yα
En effet, la courbe t −→ [c]α.bα(t) est un relevé de b de même origine que b¯ ;
il coïncide donc avec b¯ (car pα est un homéomorphisme local) et
extrémité de b¯ = [c]α.(extrémité de b
α) = [c]α.y˜
Il s’agit là d’une propriété classique des revêtements galoisiens, qui vaut aussi
pour le revêtement X˜ −→ X (ne serait-ce que parce que X˜ = Xδ si δ est
suffisamment petit).
Paramétrons cα par [0, 1] et b¯ par [1, 2], ce qui paramètre la courbe cα.b¯
par [0, 2]. Choisissons une subdivision T ′ (respectivement T”) de [0, 1] (res-
pectivement de [1, 2]) qui soit δ-admissible pour cα (resp. pour b¯) et notons
T = T ′ ∪ T” la subdivision de [0, 2] qui est δ-admissible pour la courbe cα.b¯.
Remarquons que c.b = pα(c
α.b¯) et rappelons que
(7) [cT ′ ] = r¯([c]α) d’après les lemmes 3.46 et 3.47
(8) ψ˜(y˜) = ψ˜(bα(1)) = extrémité du relevé b˜T” de bT” d’origine x˜0
(voir la définition de ψ˜ au lemme 3.44 et le paragraphe qui le suit)
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On en déduit que
ψ˜([c]α.y˜) = ψ˜((c
α.b¯)(2))
= extrémité du relevé (˜c.b)T de (c.b)T d’origine x˜0
= extrémité du relevé de cT ′ .bT” d’origine x˜0
= [cT ′ ].(extrémité du relevé b˜T” de bT” d’origine x˜0)
= [cT ′ ].ψ˜(y˜)
= r¯([c]α).ψ˜(y˜)
où la première et la quatrième égalité découlent de (6), la seconde et la cin-
quième de la définition de ψ˜ (voir (8)), la troisième de la construction de
(c.b)T à partir de c.b qui donne (c.b)T = cT ′ .bT” et la sixième des égalités (7)
et (8).
Ceci prouve l’équivariance de ψ˜ par rapport à la représentation r¯ ; l’équiva-
riance de ϕ˜ par rapport à ρ¯ se prouve de la même manière.
Récapitulatif des conditions
Tous ces résultats ont été établis à la condition qu’il existe un réel δ > 0 tel
que les conditions suivantes soient vérifiées simultanément :
α > 32(δ + ε) ; α > δ + 2ε ;
ε0
2 >
3
2(δ + ε) ;
ε0
2 > δ + 2ε ; α+
3
2ε+
δ
2 <
ε0
2 ; ε <
ε0
10 ;
ε < α5 ; α <
ε0
2 ; ε <
α
2 ;
δ + ε < ε04 ;
10
7 (δ + ε) + ε <
ε0
4 ;
10
7 (δ + ε) + ε <
α
2
Il suffit de supposer que
0 < ε <
ε0
13
et
5ε < α <
ε0
2
− 3
2
ε
pour qu’un tel réel δ > 0 existe. Ceci termine la preuve du théorème 3.30.
3.4.3 Démonstration du corollaire 3.32
Fixons deux éléments de Mδ,H,D, notés (X, dX ) et (Y, dY ), tels que
dGH((X, dX ), (Y, dY )) := ε <
ε0
13
on a alors 5ε < ε02 − 32ε et on peut fixer un réel α > 0 tel que 0 < 5ε <
α < ε02 − 32ε. Le théorème 3.30 implique alors que les groupes G(X˜,X)
et G(Y α, Y ) sont isomorphes. Comme l’espace de longueur (Y, dY ) est un
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élément de Mδ,H,D et comme α < ε02 , la remarque 3.28 entraîne que le α-
revêtement pα : Y
α −→ Y coïncide avec le revêtement universel pY : Y˜ −→
Y et que les groupes G(Y˜ , Y ) et G(Y α, Y ) sont identiques. Les groupes
G(X˜,X) et G(Y˜ , Y ) sont alors également isomorphes, ce qui suffit pour
obtenir le point (i) du corollaire 3.32 à partir du point (i) du théorème 3.30.
De plus, la construction proposée dans la preuve de théorème 3.30 donne les
mêmes applications ϕ˜ : Y α = Y˜ −→ Y et ψ˜ : Y −→ Y α = Y˜ pour tout α
tel que 5ε < α < ε02 − 32ε. Comme ϕ˜ et ψ˜ sont les applications du théorème
3.30 pour tout α qui vérifie 5ε < α < ε02 − 32ε, elles vérifient en particulier
les deux derniers points du point (ii).
Fixons à présent un réel α tel que 5ε < α < ε02 − 32ε. On a alors
• pour tous les points x˜ et x˜′ de X˜ ,(
1− 3 ε
ε0
)
dX˜(x˜, x˜
′)− 3ε ≤ dY α(ϕ˜(x˜), ϕ˜(x˜′))
≤
(
1− 3
2
ε
α
)−1
dX˜(x˜, x˜
′) + ε
Comme les revêtements pα : Y
α −→ Y et p : Y˜ −→ Y coïncident, on a, pour
tout 5ε < α < ε02 − 32ε,(
1− 3 ε
ε0
)
d
X˜
(x˜, x˜′)− 3ε ≤ d
Y˜
(ϕ˜(x˜), ϕ˜(x˜′))
≤
(
1− 3
2
ε
α
)−1
d
X˜
(x˜, x˜′) + ε
En passant à la limite quand α tend vers ε02 − 32ε, on obtient le troisième
point du point (ii) du corollaire 3.32.
• de même, pour tous les points y˜ et y˜ ′ de Y˜ , on a(
1− 3
2
ε
α
)
dY α(y˜, y˜
′)− 3ε =
(
1− 3
2
ε
α
)
dY˜ (y˜, y˜
′)− 3ε
≤ d
X˜
(ψ˜(y˜), ψ˜(y˜′))
≤
(
1− 3 ε
ε0
)−1
dY α(y˜, y˜
′) + ε
=
(
1− 3 ε
ε0
)−1
dY˜ (y˜, y˜
′) + ε
et, pour tout α tel que 5ε < α < ε02 − 32ε,(
1− 3
2
ε
α
)
d
Y˜
(y˜, y˜′)− 3ε ≤ d
X˜
(ψ˜(y˜), ψ˜(y˜′)) ≤
(
1− 3 ε
ε0
)−1
d
Y˜
(y˜, y˜′) + ε
Comme ceci reste vrai pour tous les réels α < ε02 − 32ε, on peut passer à
la limite quand α tend vers ε02 − 32ε, et l’on obtient ainsi le quatrième point
du point (ii) du corollaire 3.32, ce qui termine la preuve.
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3.5 Autres applications
3.5.1 Approximation d’une variété par un graphe
Fixons un espace de longueur compact (connexe) (X, d) quelconque,
semi-localement simplement connexe (ce qui équivaut au fait qu’il admette
un revêtement universel simplement connexe) et soit G un graphe muni d’une
distance de longueur dG tels qu’il existe une ε-approximation de Hausdorff
entre (G, dG) et (X, d). La question que l’on se pose ici consiste à savoir si
l’on peut déduire le groupe fondamental de X à partir d’un quotient expli-
citable du groupe fondamental de G. Intuitivement, l’idée est que le graphe
G contient beaucoup plus de cycles non triviaux que X. Il convient alors de
considérer comme homotopes à zéro (au moins) les cycles de petite taille,
puisqu’ils sont remplis par un triangle "plein" de l’espace de longueur. C’est
le rôle des α-revêtements (pour α bien choisi) qui consistent à considérer
comme nuls (dans le groupe des transformations de ce revêtement) tous les
éléments du groupe fondamental de G qui sont des produits de cycles de G
contenus dans une dG-boule de rayon inférieur à α, en particulier les triangles
du graphe formés de trois arêtes de longueur inférieures à 2α/3.
Construction d’un graphe qui approche un espace de longueur
Fixons un espace de longueur (X, dX ) compact de diamètre inférieur à
un réel arbitraire strictement positif D.
Exemple 3.55. Un graphe G compact et connexe muni d’une distance de
longueur dG telle que la distance de Gromov-Hausdorff entre (X, dX) et
(G, dG) soit inférieure à 4ε(D + ε) où ε est un réel arbitraire strictement
positif et strictement inférieur à 14 (le graphe G est un graphe de recouvre-
ment).
Construction de l’exemple 3.55.
Fixons arbitrairement un réel ε strictement positif tel que ε < 14 . Considé-
rons un espace de longueur (X, dX) compact et semi-localement simplement
connexe et un ε2-réseau fini sur (X, dX ), noté Rε2 . On construit le graphe G
(fini donc compact), dont l’ensemble des sommets est Rε2 , en mettant une
arête entre deux points x et y de Rε2 si et seulement si la distance (sur X)
entre ces deux points est strictement inférieure à ε ; on attribue alors à cette
arête la longueur dX(x, y).
• Le graphe G est connexe par arcs :
Fixons en effet deux sommets x et y de G, c’est-à-dire deux éléments de Rε2 ;
nous allons construire un chemin, dans G, qui relie ces deux points. Soit c
une courbe minimisante sur X (paramétrée par [0, 1]) qui relie x et y, fixons
une subdivision T = (ti)i=0...N de [0, 1] telle que, pour tout i ∈ {0, ..., N−2},
dX(c(ti), c(ti+1)) = long (c|[ti,ti+1]) =
ε
2
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Considérons alors un ensemble de points de Rε2 , noté {xi}i=0...N , tel que
x0 = c(t0) = x, xN = c(tN ) = y et pour tout i ∈ {1, ..., N − 1},
dX(c(ti), xi) < ε
2
Si i appartient à {0,...,N}, comme 0 < ε < 14 , on a
dX(xi, xi+1) ≤ dX(xi, c(ti))+ dX(c(ti), c(ti+1))+ dX(xi, c(ti)) < 2ε2 + ε
2
< ε
Par construction, les points xi et xi+1 sont donc reliés par une arête dans G,
ce qui implique en particulier que x et y sont reliés par un chemin γ sur G ;
le graphe G est donc connexe par arcs.
En utilisant les mêmes arguments que dans le paragraphe qui suit l’exemple
1.19, on munit le graphe G d’une distance de longueur dG.
• La distance de Gromov-Hausdorff entre (X, dX ) et (G, dG) est in-
férieure à 4ε(D + ε) :
Remarquons tout d’abord que, si x et y sont deux points de Rε2 , une courbe
c sur G entre x et y correspond naturellement à une courbe c¯ sur X (entre
les points x et y) de même longueur (il suffit en effet de considérer la courbe
sur X qui coïncide avec une géodésique minimisante entre chaque paire de
sommets de G consécutifs sur c). Si la courbe c est minimisante entre x et y
sur G, il s’ensuit alors que
dG(x, y) = longG(c) = longX(c¯) ≥ dX(x, y)
Fixons à présent une courbe c minimisante sur X entre x et y.
Soit T = (ti)i=0...N une subdivision de [0, 1] telle que, pour tout
i ∈ {0, ..., N − 2},
dX(c(ti), c(ti+1)) = long (c|[ti,ti+1]) =
ε
2
Considérons alors, comme dans le paragaphe précédent, un ensemble de
points de Rε2 , noté {xi}i=0...N , tel que x0 = x, xN = y et pour tout
i ∈ {1, ..., N − 1},
dX(c(ti), xi) < ε
2
Nous avons déjà vu que les points xi et xi+1 sont alors reliés dans G par
une arête (qui est de longueur dX(xi, xi+1)), ce qui permet de construire une
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courbe γ sur G entre x et y. Il en découle que
dG(x, y) ≤ longG(γ)
=
N−1∑
i=0
longG(γ|[xi,xi+1])
=
N−1∑
i=0
dX(xi, xi+1)
≤
N−1∑
i=0
dX(xi, c(ti)) + dX(c(ti), c(ti+1)) + dX(c(ti+1), xi+1)
<
N−1∑
i=0
ε2 + dX(c(ti), c(ti+1)) + ε
2
≤ dX(x, y) + 2Nε2
Par ailleurs, par construction de la subdivision T ,
(N − 1)ε
2
≤ longX(c)
Ceci entraîne que
dG(x, y) ≤ dX(x, y) + 2
(
E
[
2 longX(c)
ε
]
+ 1
)
ε2
et, finalement, si D est un majorant du diamètre de (X, dX ),
dG(x, y) ≤ dX(x, y) + 2ε(2D + ε)
Si x et y sont deux points situés sur deux arêtes du graphe G (i.e. différents
des sommets), en identifiant chaque arête [xi, xj ] à une géodésique minimi-
sante cxi,xj qui joint les points xi et xj dans X et en identifiant tout point
z de cette arête avec le point ϕ(z) qui partage cxi,xj dans le même rapport,
on obtient que
dG(x, y) ≥ dG(ϕ(x), ϕ(y))
la preuve étant identique à celle de ci-dessus. Par ailleurs, la même preuve
que celle que nous venons de faire nous donne
dG(x, y) ≤ dX(ϕ(x), ϕ(y)) + 2(N + 1)ε2
donc
dG(x, y) ≤ dX(ϕ(x), ϕ(y)) + 4ε(D + ε)
Le graphe G possède donc les propriétés annoncées dans l’exemple 3.55
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Comparaison des groupes fondamentaux du graphe et de la
variété
Proposition 3.56.
Fixons trois réels strictement positifs δ, H et D et posons
ε0 =
δ
(4 + δ)H
e−2(
4+δ
δ
)HD
Soit (X, dX ) un espace de longueur compact (connexe) quelconque, semi-
localement simplement connexe, dont le groupe fondamental est δ-non-
abélien et dont le centre est réduit à zéro, dont le diamètre et l’entropie
sont respectivement majorés par D et H.
Soient ε un réel strictement positif, fixé arbitrairement tel que ε < ε013 et ε
′
un réel strictement positif tel que ε′ < min{ ε6D , ε′ ≤ D2 }.
Soit G un graphe de recouvrement compact et connexe associé à un réseau
R(ε′)2 et construit d’après le procédé décrit dans l’exemple 3.55. On munit G
de la distance de longueur dG également construite dans l’exemple 3.55. On
peut alors construire explicitement un isomorphisme ρ entre le groupe fon-
damental de X et le groupe des automorphismes du α-revêtement Gα −→ G
pour tout α > 0 tel que 5ε < α < ε02 − 32ε
Remarque 3.57. On comprend à présent sur cet exemple que le réel α ne
peut pas être choisi arbitrairement petit dans le théorème 3.30 (ce qui justifie
la condition 5ε < α). Le graphe G contient en effet de nombreux petits lacets,
de longueur inférieure à ε′, qui ne proviennent pas de lacets sur X mais qui
apparaissent systématiquement (sans aucun rapport avec la topologie de X)
du fait de la présence d’arêtes joignant deux à deux tout triplet de points
dont les distances sont inférieures à ε′. Pour espérer retrouver le groupe
fondamental de X, ces lacets doivent être identifiés à zéro, ce qui ne serait
plus le cas si on considérait un α-revêtement de G avec une valeur de α trop
petite par rapport à ε.
De même, si on choisissait α > ε02 , on identifierait à zéro des lacets sur G qui
pourraient être des lacets non homotopes à zéro sur X. C’est en particulier
le cas s’il existe un sous-ensemble de Rε2 qui est un ε2-réseau d’une courbe
sur X (en tant qu’espace de longueur) dont la longueur réalise la systole. Il
est donc nécessaire de choisir α suffisamment petit par rapport à ε02 .
Preuve de la proposition 3.56.
Soit
ϕ : G −→ X
l’application définie de la manière suivante :
• ϕ est l’injection canonique de l’ensemble R(ε′)2 des sommets (qui est égal
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à S dans X).
• A chaque arête entre deux sommets x1 et x2 on associe une géodésique
minimisante sur X, notée cx1,x2 , entre les points ϕ(x1) et ϕ(x2). Si y est
un point de l’arête qui relie les sommets x1 et x2, on définit ϕ(y) comme
l’unique point de la géodésique cx1,x2 tel que dX(ϕ(x1), ϕ(y)) = dG(x1, y).
Nous avons montré dans la construction de l’exemple 3.55 que l’application
ϕ est une 4ε′(D + ε′)-approximation entre (G, dG) et (X, dX ). Comme nous
avons supposé que ε′ < ε6D , que ε
′ < D2 et que ε <
ε
13 < D, l’application ϕ
est une ε-approximation.
Pour construire r¯, on procède de la manière suivante : on choisit a priori
un réel δ > 0 qui vérifie toutes les hypothèses rassemblées dans la partie
"Récapitulatif des conditions" à la fin de la preuve du théorème 3.30. Si c
est un lacet sur G, on choisit une subdivision T = (ti)i∈{0,...,p} qui soit δ-
admissible pour c et qui contienne tous les sommets de G rencontrés par le
lacet c (ce qui est rendu possible par la remarque 3.38, quitte à affiner la
subdivision). On construit alors le lacet cT sur X en suivant le procédé décrit
dans le lemme 3.37 et en choisissant, si c(ti) et c(ti+1) appartiennent tous les
deux à l’arête qui relie les deux sommets x1 et x2, la géodésique minimisante
cx1,x2|[ti,ti+1] entre les points ϕ◦c(ti) et ϕ◦c(ti+1) (qui appartiennent tous les
deux à la géodésique cx1,x2 par construction). Ceci permet donc a posteriori
de s’affranchir du choix d’une subdivision δ-admissible pour construire le
lacet cT : il suffit en effet de relier tous les points du réseau R(ε′)2 rencontrés
par c (dans le même ordre) par une géodésique minimisante surX. Le lacet cT
est donc l’image par l’injection canonique ϕ de c. Si l’on note [c]α la classe du
lacet c sur G dans le groupe pi1(G, s0)/pi1(G,Uα, s0) et [cT ] la classe du lacet
sur X construit ci-dessus dans le groupe pi1(X,ϕ(s0))/pi1(X,Uε0/2, ϕ(s0)),
le morphisme r¯, obtenu par passage au quotient de l’application qui, à tout
lacet de G, associe son image par l’injection canonique de G dans X, est
un isomorphisme (d’après le lemme 3.47) entre pi1(G, s0)/pi1(G,Uα, s0) et
pi1(X,ϕ(s0))/pi1(X,Uε0/2, ϕ(s0)).
Comme par ailleurs (X, dX ) est semi-localement simplement connexe et que
sa systole est supérieure à ε0, le groupe pi1(X,Uε0/2, ϕ(s0)) est trivial et ρ¯
est un isomorphisme entre pi1(G, s0)/pi1(G,Uα, s0) et pi1(X,ϕ(s0)), ce qui
termine la preuve de la proposition 3.56.
3.5.2 Rigidité du groupe des automorphismes du revêtement
universel
Corollaire 3.58.
Fixons trois réels strictement positifs δ, H et D et posons
ε0 =
δ
(4 + δ)H
e−2(
4+δ
δ
)HD
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Notons Mδ,H,D l’ensemble des classes d’isométrie des espaces de longueur
compacts qui possèdent un revêtement universel (éventuellement non sim-
plement connexe), dont le groupe des transformations de ce revêtement est
δ-non-abélien et de centre réduit à zéro, dont le diamètre est majoré par D
et dont l’entropie est majorée par H.
Si (X, dX) est un élément de Mδ,H,D et si (Y, dY ) est n’importe quel autre
élément de Mδ,H,D tel que
dGH((X, dX ), (Y, dY )) <
ε0
13
le groupe G(Y˜ , Y ) des transformations du revêtement universel de Y est
isomorphe au groupe G(X˜,X) des transformations du revêtement universel
de X. Si, de plus, X et Y sont semi-localement simplement connexes, ceci
donne un isomorphisme entre les groupes fondamentaux de X et Y .
Remarque. (i) L’espace Mδ,H,D n’est pas précompact pour la distance de
Gromov-Hausdorff (voir le corollaire 2.29) ; on ne peut donc pas affirmer,
à partir du corollaire 3.58, que Mδ,H,D ne contient qu’un nombre fini de
groupes d’automorphismes du revêtement universel.
(ii) Contrairement au théorème de [Tu1], nous ne supposons pas ici que les
espaces (X, dX ) et (Y, dY ) sont semi-localement simplement connexes.
Preuve du corollaire 3.58.
Fixons deux éléments de Mδ,H,D, notés (X, dX ) et (Y, dY ), tels que
dGH((X, dX ), (Y, dY )) := ε <
ε0
13
on a alors 5ε < ε02 − 32ε et on peut fixer un réel α > 0 tel que 0 < 5ε <
α < ε02 − 32ε. Le théorème 3.30 implique alors que les groupes G(X˜,X)
et G(Y α, Y ) sont isomorphes. Comme l’espace de longueur (Y, dY ) est un
élément de Mδ,H,D et comme α < ε02 , la remarque 3.28 entraîne que le α-
revêtement pα : Y
α −→ Y coïncide avec le revêtement universel pY : Y˜ −→
Y et que les groupes G(Y˜ , Y ) et G(Y α, Y ) sont identiques. Les groupes
G(X˜,X) et G(Y˜ , Y ) sont alors également isomorphes, ce qui achève la preuve
du corollaire 3.58.
En fait, nous avons montré dans le théorème 3.30 (respectivement dans
le corollaire 3.32) que l’isomorphisme entre le groupe des transformations du
revêtement universel de X et le groupe des transformations du α-revêtement
de Y (respectivement le groupe des transformations du revêtement universel
de Y ) provient du relevé ϕ˜ : X˜ −→ Y α (respectivement ϕ˜ : X˜ −→ Y˜ ) d’une
ε-approximation de Gromov-Hausdorff entre X et Y .
Notons
Nx˜[X˜,R] = #
[
G(X˜,X).x˜ ∩B(x˜, R)
]
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et
Ny˜[Y
α, R] = # [G(Y α, Y ).y˜ ∩B(y˜, R)]
Le théorème 3.30 (respectivement le corollaire 3.32) permet alors de comparer
les nombres Nx˜[X˜,R] et Nϕ˜(x˜)[Y
α, R] (respectivement Nϕ˜(x˜)[Y˜ , R]). Plus
précisément, on a la
Proposition 3.59.
Fixons trois réels strictement positifs arbitraires δ, H et D et posons
ε0 =
δ
(4 + δ)H
e−2(
4+δ
δ
)HD
(i) Soient (X, dX ) un élément deMδ,H,D et (Y, dY ) n’importe quel autre
élément de Mδ,H,D tel que
dGH((X, dX ), (Y, dY )) := ε <
ε0
13
alors, pour n’importe quel point x˜ de X˜,
Nx˜
[
X˜, (R − ε)
(
1− 3ε
ε0 − 3ε
)]
≤ Nϕ˜(x˜)[Y˜ , R]
≤ Nx˜
[
X˜, (R + 3ε)
(
1− 3 ε
ε0
)−1]
où ϕ˜ est l’application définie dans le corollaire 3.32 entre X˜ et Y˜ .
(ii) Soient (X, dX ) un élément de Mδ,H,D et (Y, dY ) un espace de lon-
gueur compact (connexe) quelconque tel que
dGH((X, dX ), (Y, dY )) := ε <
ε0
13
Alors, si α est un réel qui vérifie 5ε < α < ε02 − 32ε, pour tout point x˜ de
X˜,
Nx˜
[
X˜, (R − ε)
(
1− 3
2
ε
α
)]
≤ Nϕ˜(x˜)[Y α, R]
≤ Nx˜
[
X˜, (R + 3ε)
(
1− 3 ε
ε0
)−1]
où ϕ˜ est l’application définie dans le théorème 3.30 entre X˜ et Y α.
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Preuve de la proposition 3.59.
Preuve du point (i) :
Soit ϕ˜ : X˜ −→ Y˜ l’application du corollaire 3.32 obtenue en relevant une
ε-approximation ϕ de Gromov-Hausdorff entre (X, dX ) et (Y, dY ). Notons ρ
l’isomorphisme induit par ϕ˜ entre les groupes d’automorphismes des revête-
ments universels de X et Y . Fixons un élément quelconque γ de G(Y˜ , Y ) tel
que
dY˜ (ϕ˜(x˜), γ(ϕ˜(x˜))) < R
Alors, puisque γ(ϕ˜(x˜)) = ϕ˜(ρ−1(γ)(x˜)) d’après le corollaire 3.32, on vérifie
que
d
Y˜
(ϕ˜(x˜), ϕ˜(ρ−1(γ)(x˜))) < R
et, de nouveau grâce au corollaire 3.32,
d
X˜
(x˜, ρ−1(γ)(x˜)) ≤
(
1− 3 ε
ε0
)−1 [
d
Y˜
(ϕ˜(x˜), ϕ˜(ρ−1(γ)(x˜))) + 3ε
]
< (R+ 3ε)
(
1− 3 ε
ε0
)−1
Comme l’isomorphisme ρ−1 est en particulier injectif, on obtient
Nϕ˜(x˜)[Y˜ , R] ≤ Nx˜
[
X˜, (R + 3ε)
(
1− 3 ε
ε0
)−1]
Fixons à présent un élément quelconque γ de G(X˜,X) tel que
d
X˜
(x˜, γ(x˜)) < (R− ε)
(
1− 3ε
ε0 − 3ε
)
En utilisant le corollaire 3.32, on obtient
d
Y˜
(ϕ˜(x˜), ρ(γ)ϕ˜(x˜)) = d
Y˜
(ϕ˜(x˜), ϕ˜(γ(x˜))
≤
(
1− 3ε
ε0 − 3ε
)−1
d
X˜
(x˜, γ(x˜)) + ε
< R
et, finalement, comme l’isomorphisme ρ est en particulier injectif,
Nϕ˜(x˜)[Y˜ , R] ≥ Nx˜
[
X˜, (R − ε)
(
1− 3ε
ε0 − 3ε
)]
,
ce qui termine la preuve du point (ii) de la proposition 3.59.
Preuve du point (ii) :
Fixons un réel α tel que 5ε < α < ε02 − 32ε. Considérons l’application
ϕ˜ : X˜ −→ Y α
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et l’isomorphisme
ρ : G(X˜,X) −→ G(Y α, Y )
construits dans le théorème 3.30.
Soit x˜ un point fixé de X˜ et γ un élément du groupe G(Y α, y) tel que
dY α(ϕ˜(x˜), γ(ϕ˜(x˜))) < R
En utilisant le théorème 3.30, nous montrons, comme dans la preuve du point
(i), que
d
X˜
(x˜, ρ−1(γ)(x˜)) < (R + 3ε)
(
1− 3 ε
ε0
)−1
ce qui implique de la même manière que
Nϕ˜(x˜)[Y
α, R] ≤ Nx˜
[
X˜, (R + 3ε)
(
1− 3 ε
ε0
)−1]
Fixons à présent un élément γ de G(X˜,X) tel que
dX˜(x˜, γ(x˜)) < (R− ε)
(
1− 3ε
2α
)
En utilisant la troisième inégalité du point (ii) du théorème 3.30, on montre
comme dans la preuve du point (i) de la proposition 3.59 que
dY α(ϕ˜(x˜), ρ(γ)ϕ˜(x˜)) < R
ce qui implique
Nϕ˜(x˜)[Y
α, R] ≥ Nx˜
[
X˜, (R − ε)
(
1− 3ε
2α
)]
Ceci achève la preuve du point (ii) de la proposition 3.59.
3.5.3 Comparaison du spectre des longueurs
Soit (X, d) un espace de longueur compact connexe. Notons pilibre(X)
l’ensemble des classes d’homotopies libres de lacets dans X. Considérons
l’application canonique
h : pi1(X,x) −→ pilibre(X)
Elle est correctement définie (puisque deux courbes homotopes à extrémi-
tés fixées sont a fortiori librement homotopes), surjective (tout lacet c est
librement homotope au lacet β.c.β−1, de point-base x, où β est un chemin
reliant x à c(0)). Mettons sur pi1(X,x) la relation ∼ définie par γ ∼ γ ′
si et seulement si il existe un élément g de pi1(X,x) tel que γ
′ = g−1γg :
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les classes d’équivalence sont appelées "classes de conjugaison de pi1(X,x)".
Alors, l’application h passe au quotient en une bijection
h¯ : (pi1(X,x)/ ∼) −→ pilibre(X)
En effet, h est constante sur chaque classe de conjugaison puisque, si c et c′
sont deux lacets de point-base x, le lacet c.c′.c−1 est librement homotope à
c′ (par rétraction du point-base le long de c), donc
h([c].[c′].[c]−1) = h([c.c′.c−1]) = h([c′])
Inversement, si deux lacets c0 et c1 de point-base x sont librement homo-
topes par une homotopie H telle que H(0, .) = c0 et H(1, .) = c1, la courbe
β(s) = H(s, a) = H(s, b) est un lacet de point-base x, et H fournit une ho-
motopie de β.c1.β
−1 sur c0, donc h([c1]) = h([c0]) implique [c0] = [β][c1][β]−1
et [c0] ∼ [c1].
Si X est semi-localement simplement connexe, le groupe Γ des automor-
phismes du revêtement universel est isomorphe à pi1(X,x) ; comme cet iso-
morphisme respecte la conjugaison, il induit une bijection de l’ensemble Γ/ ∼
des classes de conjugaison de Γ sur pilibre(X).
On appelle "spectre des longueurs marqué" l’application l¯X : Γ/ ∼−→ R+
obtenue par passage au quotient de l’application lX : Γ −→ R+ définie par
lX(γ) = inf
x˜∈X˜
dX˜(x˜, γ.x˜)
cette application passe bien au quotient car
lX(g
−1γg) = inf
x˜∈X˜
dX˜(gx˜, γ.[gx˜]) = lX(γ)
Ce spectre des longueurs marqué a un sens géométrique, puisque (via la bi-
jection entre (Γ/ ∼) et pilibre(X)), il correspond à l’application qui, à chaque
classe d’homotopie libre, associe la plus petite longueur d’un lacet de la
classe. Lorsque (X, dX ) est une variété riemannienne (compacte) de cour-
bure négative, la plus petite longueur d’un lacet dans chaque classe d’ho-
motopie libre est réalisée par l’unique géodésique périodique de la classe :
le spectre des longueurs marqué coïncide donc avec le spectre (marqué) des
longueurs des géodésiques périodiques, ce qui renforce sa signification géo-
métrique, mais lui confère également une significaion dynamique, puisqu’il
s’agit de l’ensemble (marqué) des périodes des trajectoires périodiques du
flot géodésique.
Corollaire 3.60.
Fixons trois réels strictement positifs arbitraires δ, H et D et posons
ε0 =
δ
(4 + δ)H
e−2(
4+δ
δ
)HD
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Soient (X, dX ) et (Y, dY ) deux éléments de Mδ,H,D semi-localement sim-
plement connexes tels que
dGH((X, dX ), (Y, dY )) := ε <
ε0
13
Alors, si ρ : G(X˜,X) −→ G(Y˜ , Y ) est l’isomorphisme entre leurs groupes
de transformations du revêtement universel construit dans le corollaire 3.32,
si ρ¯ est la bijection induite par ρ entre les ensembles de classes de conju-
gaison G(X˜,X)/ ∼ et G(Y˜ , Y )/ ∼, et si l¯X et l¯Y désignent les spectres
marqués des longueurs de (X, dX ) et (Y, dY ) respectivement, on a, pour
tout élément γ de G(X˜,X),(
1− 3ε
ε0
)(
l¯X(γ)− ε
) ≤ l¯Y (ρ¯(γ)) ≤ (1− 3ε
ε0 − 3ε
)−1
l¯X(γ) + ε
Preuve du corollaire 3.60.
Pour tout élément g de G(X˜,X) et tout élément h de G(Y˜ , Y ), posons
lX(g) = inf
x˜∈X˜
d
X˜
(x˜, g(x˜))
lY (h) = inf
y˜∈Y˜
d
Y˜
(y˜, h(y˜))
on a l¯X(classe de g modulo ∼) = lX(g) et l¯Y (classe de h modulo ∼) =
lY (h).
Il nous suffit donc de prouver que(
1− 3ε
ε0
)
(lX(γ)− ε) ≤ lY (ρ(γ)) ≤
(
1− 3ε
ε0 − 3ε
)−1
lX(γ) + ε
Or, d’après le corollaire 3.32,
d
X˜
(x˜, g(x˜)) ≥
(
1− 3ε
ε0 − 3ε
)(
d
Y˜
[ϕ˜(x˜), ϕ˜(g(x˜))]− ε)
≥
(
1− 3ε
ε0 − 3ε
)(
dY˜ [ϕ˜(x˜), ρ(g).ϕ˜(x˜)]− ε
)
En passant à l’infimum en x˜, nous obtenons
lX(g) ≥
(
1− 3ε
ε0 − 3ε
)
(lY (ρ(g)) − ε)
De même, le corollaire 3.32 donne
dY˜ (y˜, h(y˜)) ≥
(
1− 3ε
ε0
)(
dX˜ [ψ˜(y˜), ψ˜(h(y˜))]− ε
)
≥
(
1− 3ε
ε0
)(
dX˜ [ψ˜(y˜), ρ
−1(h).ψ˜(y˜)]− ε
)
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En passant à l’infimum en x˜, nous obtenons
lY (h) ≥
(
1− 3ε
ε0
)(
lX(ρ
−1(h)) − ε)
ce qui termine la preuve du corollaire 3.60.
3.5.4 Continuité uniforme de l’entropie par rapport à la dis-
tance de Gromov-Hausdorff
Théorème 3.61.
Soient δ, H et D trois réels strictement positifs fixés, posons
ε0 =
δ
(4 + δ)H
e−
2(4+δ)
δ
HD
(i) Soient (X, dX ) et (Y, dY ) deux espaces de longueur compacts qui ad-
mettent un revêtement universel (éventuellement non simplement connexe),
dont le groupe des automorphismes du revêtement universel est δ-non-
abélien et de centre réduit à zéro, dont le diamètre est majoré par D et
dont l’entropie est majorée par H. Si
dGH((X, dX ), (Y, dY )) := ε <
ε0
13
Alors,(
1− 3ε
ε0 − 3ε
)
Ent(X, dX) ≤ Ent(Y, dY ) ≤
(
1− 3ε
ε0
)−1
Ent(X, dX )
(ii) Soit (X, dX ) un espace de longueur compact qui admet un revête-
ment universel (éventuellement non simplement connexe), dont le groupe
des automorphismes du revêtement universel est δ-non-abélien et de centre
réduit à zéro, dont le diamètre est majoré par D et dont l’entropie est ma-
jorée par H.
Soit (Y, dY ) n’importe quel autre espace de longueur compact (et connexe)
tel que
dGH((X, dX ), (Y, dY )) := ε <
ε0
13
Alors, pour tout réel α tel que 5ε < α < ε02 − 32ε,(
1− 3ε
2α
)
Ent(X, dX) ≤ Ent(Y α,dY α)(Y, dY ) ≤
(
1− 3ε
ε0
)−1
Ent(X, dX)
où Ent(Y α,dY α )(Y, dY ) est l’entropie de (Y, dY ) par rapport à son α-
revêtement (voir la définition 2.10).
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Remarque 3.62. Le théorème 3.61 implique que l’application (X, dX ) −→
Ent(X, dX ) est
4H
ε0
-lipschitzienne (donc uniformément continue) sur les boules
de rayon ε026 de l’espace Mδ,H,D (muni de la distance de Gromov-Hausdorff)
sur R+.
Preuve de la remarque 3.62.
Si (X, dX ) et (Y, dY ) sont deux éléments de Mδ,H,D tels que
dGH((X, dX ), (Y, dY )) <
ε0
13 , le point (i) du théorème 3.61 donne,
|Ent(Y, dY )−Ent(X, dX)| ≤ 4H
ε0
dGH((X, dX ), (Y, dY ))
Preuve du théorème 3.61.
• Preuve du point (i) :
D’après le point (i) de la proposition 3.59, on a
logNx˜
[
X˜, (R − ε)
(
1− 3εε0−3ε
)]
(R− ε)
(
1− 3εε0−3ε
) (R− ε)
(
1− 3εε0−3ε
)
R
≤ logNϕ˜(x˜)[Y˜ , R]
R
Comme, d’après la propriété 2.5,
Ent(X, dX ) = lim
R−→+∞
logNx˜[X˜,R]
R
et
Ent(Y, dY ) = lim
R−→+∞
logNϕ˜(x˜)[Y˜ , R]
R
on obtient, par passage à la limite quand R tend vers +∞,(
1− 3ε
ε0 − 3ε
)
Ent(X, dX ) ≤ Ent(Y, dY )
De même, comme
logNϕ˜(x˜)[Y˜ , R]
R
≤
logNx˜
[
X˜, (R+ 2ε)
(
1− 3εε0
)−1]
(R + 2ε)
(
1− 3εε0
)−1 (R+ 2ε)
(
1− 3εε0
)−1
R
on obtient finalement
Ent(Y, dY ) ≤
(
1− 3ε
ε0
)−1
Ent(X, dX )
ce qui achève la preuve du point (i) du théorème 3.61.
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• Preuve du point (ii) :
La preuve du point (ii) se fait exactement de la même manière, en utilisant
le point (ii) de la proposition 3.59 et le fait que
Ent(Y α,dY α)(Y, dY ) = limR−→+∞
logNϕ˜(x˜)[Y
α, R]
R
Note : On peut s’étonner du fait que l’étude de la continuité de l’entro-
pie ne nécessite absolument pas d’étude sur la continuité de la mesure du
revêtement universel. Ceci provient du fait que l’entropie volumique d’un
espace de longueur compact (X, dX ) ne dépend pas de la mesure borélienne
choisie, pourvu que celle-ci soit finie et non nulle (voir le fait 2.3) et que l’on
peut ainsi définir l’entropie à partir de la mesure de comptage sur l’orbite
d’un point.
Proposition 3.63.
Soient δ, H et D trois réels strictement positifs arbitraires et posons
ε0 =
δ
(4 + δ)H
e−
5
2
(4+δ)
δ
HD
Fixons un nombre réel positif ε < ε013 .
Soit (X, dX ) un espace de longueur qui admet un revêtement universel (qui
n’est pas nécessairement supposé simplement connexe), dont le groupe des
automorphismes du revêtement universel est δ-non-abélien et de centre ré-
duit à zéro, dont le diamètre est majoré par D et dont l’entropie est majorée
par H.
Soit Y une variété compacte de dimension m dont le groupe fondamental
est δ-non-abélien et de centre réduit à zéro.
Alors, parmi toutes les métriques g sur Y telles que la distance de Gromov-
Hausdorff entre (Y, g) et (X, dX ) soit inférieure à ε,
(i) il n’en existe aucune dont la courbure de Ricci soit (strictement)
minorée par
−(m− 1)
[
Ent(X, dX )
(m− 1)
(
1− 3ε
ε0 − 3ε
)]2
(ii) il n’en existe aucune dont la courbure sectionnelle soit (stricte-
ment) majorée par
−
((
1− 3ε
ε0
)−1 Ent(X, dX )
(m− 1)
)2
et dont l’entropie volumique soit majorée par H.
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Remarquons, que, dans la proposition 3.63, la borne H peut être choisie
arbitrairement grande (en particulier, beaucoup plus grande que l’entropie de
(X, dX )) ; la seule contrainte réside dans le fait que ε0 se calcule en fonction
d’un majorant des entropies de (X, dX ) et (Y, dY ).
Remarque. Appliquée au cas où (X, dX ) est une variété hyperbolique, cette
proposition conclut à l’absence de toute variété vérifiant les hypothèses ci-
dessus et de courbure de Ricci minorée par −(m− 1)
(
1− 3εε0−3ε
)2
(respecti-
vement de courbure sectionnelle majorée par −
(
1− 3εε0
)2
et dont l’entropie
est inférieure à (m− 1)), ce qui souligne l’optimalité de la proposition 3.63.
Preuve de la proposition 3.63.
Pour toute métrique g sur Y dont la courbure de Ricci est minorée par
−(m− 1)
[
Ent(X, dX)
(m− 1)
(
1− 3ε
ε0 − 3ε
)]2
par le théorème de R-L. Bishop, on a
Ent(Y, g) < Ent(X, dX )
(
1− 3ε
ε0 − 3ε
)
< H
car Ent(X, dX) < H.
Par ailleurs, si la même métrique g vérifie dGH((X, dX ), (Y, dg)) < ε, le point
(iii) de la remarque 3.19 permet d’en déduire que les espaces (X, dX ) et
(Y, dY ) appartiennent tous les deux à Mδ,H, 5
4
D. En appliquant le théorème
3.61, on en déduit que
Ent(Y, g) ≥ Ent(X, dX )
(
1− 3ε
ε0 − 3ε
)
ce qui contredit la première inégalité établie dans cette preuve et achève la
preuve du point (i).
Pour toute métrique g sur Y dont la courbure sectionnelle est majorée
par
−
((
1− 3ε
ε0
)−1 Ent(X, dX )
(m− 1)
)2
le théorème de comparaison de Rauch implique que
Ent(Y, g) >
(
1− 3ε
ε0
)−1
Ent(X, dX )
Si la même métrique g vérifie Ent(Y, g) ≤ H et dGH((X, dX ), (Y, dg)) < ε, le
point (iii) de la remarque 3.19 implique que (X, dX ) et (Y, dY ) appartiennent
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tous les deux à Mδ,H, 5
4
D. En appliquant le théorème 3.61, on en déduit que
Ent(Y, g) ≤
(
1− 3ε
ε0
)−1
Ent(X, dX )
ce qui contredit la première inégalité et termine la preuve du point (ii).
3.5.5 Comparaison des volumes et précompacité
Corollaire 3.64.
Soient k, H, D et δ quatre réels positifs arbitraires. Posons
ε0 =
δ
(4 + δ)H
e−2
(4+δ)
δ
HD
Fixons une variété riemannienne compacte (Mm0 , g0) de dimension m dont
la courbure sectionnelle σ vérifie σ ≤ −k2 et qui appartient à Mδ,H,D.
Notons B((M0, g0), ε013) la boule de centre (M0, g0) et de rayon ε013 (pour la
distance de Gromov-Hausdorff) de l’ensemble des variétés riemanniennes
compactes de dimension m qui appartiennent à Mδ,H,D.
Alors, si Y est une variété compacte de dimension m qui admet une mé-
trique g∗ de courbure strictement négative et telle que (Y, g∗) appartienne
à B((M0, g0), ε013), pour n’importe quelle autre métrique g sur Y on a :
Ent(Y, g)mV ol(Y, g) ≥ ((m− 1)k)m V ol(M0, g0)
Si, de plus, (Y, g) appartient à B((M0, g0), ε) où 0 < ε < ε013 ,
V ol(Y, g) ≥
(
(m− 1)k
Ent(M0, g0)
)m(
1− 3ε
ε0
)m
V ol(M0, g0)
Preuve du corollaire 3.64.
Comme (M0, g0) et (Y, g∗) sont deux éléments de Mδ,H,D qui vérifient
dGH((M0, g0), (Y, g∗)) < ε013 , le corollaire 3.58 implique que les groupes fon-
damentaux de Y et M0 sont isomorphes. Par ailleurs, g0 et g∗ sont deux
métriques de courbure strictement négative donc Y et M0 ont même type
d’homotopie. Il existe alors une application de degré un entre Y et M0. La
première inégalité du corollaire 3.64 découle alors du résultat suivant, démon-
tré dans [BCG2], mais énoncé de manière moins générale dans le théorème
1.5 de [BCG2] : si (X, gX ) est une variété riemannienne compacte de di-
mension m dont la courbure sectionnelle vérifie σ ≤ −k2 et si (Y, gY ) est
n’importe quelle variété riemannienne compacte de même dimension m telle
qu’il existe une application f : Y −→ X de degré 1, alors,
Ent(Y, g)mV ol(Y, g) ≥ ((m− 1)k)mV ol(M0, g0)
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Si, de plus, (Y, g) appartient à B((M0, g0), ε013 ), le théorème 3.61 implique que
Ent(Y, g)m ≤
(
1− 3ε
ε0
)−m
Ent(M0, g0)
m
ce qui, à l’aide de la première inégalité du corollaire 3.64, prouve la deuxième
inégalité du corollaire 3.64.
Corollaire 3.65.
Soient k, H, D et δ quatre réels positifs. Posons
ε0 =
δ
(4 + δ)H
e−2
(4+δ)
δ
HD
Soit Mm0 une variété compacte de dimension m qui admet une métrique
g∗ de courbure strictement négative et une métrique g0 (éventuellement
différente de g∗) telle que (M0, g0) appartienne à Mδ,H,D.
Notons Bk((M0, g0), ε) la boule de centre (M0, g0) et de rayon ε (pour la
distance de Gromov-Hausdorff) de l’ensemble des classes d’isométrie des
variétés riemanniennes de dimension m qui appartiennent à Mδ,H,D et
dont la courbure sectionnelle σ est majorée par −k2.
Alors, pour toute variété (Y, g) qui appartient à Bk((M0, g0), ε) où
0 < ε < ε013 ,
V ol(Y, g) ≤
(
Ent(M0, g0)
(m− 1)k
)m
V ol(M0, g0)
Si de plus la courbure de Ricci de (M0, g0) est minorée par −(m − 1)k2,
alors
V ol(Y, g) ≤ V ol(M0, g0)
Preuve du corollaire 3.65.
Ce corollaire est une conséquence quasi-directe du résultat suivant, démontré
dans [BCG2] mais énoncé de manière moins générale dans le théorème 1.4 de
[BCG2] : si (Y, gY ) est une variété riemannienne compacte dont la courbure
sectionnelle est inférieure à −k2 et si (X, gX) est n’importe quelle autre
variété riemannienne compacte telle qu’il existe une application continue
f : (X, gX ) −→ (Y, gY ), alors(
Ent(X, gX)
(m− 1)k
)m
V ol(X, gX) ≥ |degf |V ol(Y, gY )
Puisque (M0, g∗) et (Y, g) sont deux variétés riemanniennes de courbure
sectionnelle strictement négative dont les groupes fondamentaux sont iso-
morphes d’après le corollaire 3.58, M0 et Y sont homotopiquement équiva-
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lentes ; il existe alors une application continue de degré un entre ces deux
variétés, ce qui termine la preuve du corollaire 3.65.
Corollaire 3.66.
Soient δ, H et D trois réels strictement positifs arbitraires. Posons
ε0 =
δ
(4 + δ)H
e−2
(4+δ)
δ
HD
Notons Bk((M0, g0), ε) la boule de centre (M0, g0) et de rayon ε (pour la
distance de Gromov-Hausdorff) de l’ensemble des classes d’isométrie des
variétés riemanniennes de dimension m qui appartiennent à Mδ,H,D et
dont la courbure sectionnelle σ est majorée par −k2.
Si Mm0 est une variété compacte de dimension m qui admet une mé-
trique g∗ de courbure strictement négative et une métrique g0 (éventuel-
lement différente de g∗) telle que (M0, g0) appartienne à Mδ,H,D, la boule
Bk((M0, g0), ε013 ) est précompacte pour la distance de Gromov-Hausdorff.
Preuve du corollaire 3.66.
Le corollaire 3.65 donne
((m− 1)k)m V ol(Y, g) ≤ Ent(M0, g0)mV ol(M0, g0) := C
Par ailleurs, toute boule de (Y, g) de rayon ε < ε02 a un volume supérieur à
celui de la boule euclidienne de rayon ε (ceci est vrai pour les boules de rayon
ε dans (Y˜ , g˜) et, en restriction à une telle boule, la projection de revêtement
p est un difféomorphisme qui préserve la métrique riemannienne). Le nombre
N de boules disjointes de rayon ε qu’on peut mettre dans Y vérfie donc
N ≤ V ol(Y, g)
min{V ol[B(x, ε)]/x ∈ Y }
≤ C
((m− 1)k)m
1
V ol [Beucl(ε)]
≤ C
((m− 1)k)m
εn
V ol [Beucl(1)]
Il résulte de la proposition 5.2 de [Gr] que la famille Bk((M0, g0), ε013) est
précompacte pour la distance de Gromov-Hausdorff.
On rappelle que le volume de toute variété compacte de dimension m,
localement symétrique dont la courbure sectionnelle est comprise entre −4
et −1 est minoré par une constante universelle que nous noterons cm qui
ne dépend que de m (voir le théorème 37.1.1 de [BZ]). On établit alors la
proposition suivante :
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Proposition 3.67.
Soient δ, H et D trois réels positifs arbitraires et cm la constante définie
ci-dessus. Fixons les valeurs
H0 = max{2m,H}
δ0 = min
{
δ,
(m− 1)2m−2cm
V oleucl(Sm−2)(sinh 2D)m−1
}
ε0 =
δ0
(4 + δ0)H0
e
− 5
2
(4+δ0)
δ0
H0D
Fixons un nombre réel positif quelconque 0 < ε < ε013 .
Considérons une variété compacte (X, g0) de dimension m, localement sy-
métrique de rang 1 (normalisée de sorte que le maximum de sa courbure
sectionnelle soit égal à −1), de diamètre majoré par D.
Toute variété riemannienne compacte (Y, g) de même dimension, de cour-
bure sectionnelle négative, dont le groupe fondamental est δ-non-abélien et
de centre nul, dont l’entropie est majorée par H et qui est à distance de
Gromov-Hausdorff de (X, g0) inférieure à ε est homotopiquement équiva-
lente à X et vérifie
V ol(Y, g) ≥
(
1− 3ε
ε0
)m
V ol(X, g0)
Si, de plus, la courbure sectionnelle de (Y, g) est majorée par −k2, on a
V ol(Y, g) ≤
(
Ent(X, g0)
(m− 1)k
)m
V ol(X, g0)
Remarque 3.68.
• Rappelons que Ent(X, g0) se calcule et est égale à (m− 1) (resp. m, resp.
(m+2), resp. (m+ 6)) lorsque (X, g0) est hyperbolique réel (resp. complexe,
resp. quaternionnien, resp. de Cayley).
• La proposition 3.63 montre que l’ensemble des variétés (Y, g) qui vérifent
les hypothèses de cette proposition et σ ≤ −k2 (où k >
(
1− 3εε0
)−1 Ent(X,g0)
m−1 )
est vide, ce que confirme cette proposition.
• Nous insistons sur le fait que ces résultats sont valables même lorsque ε ne
tend pas vers zéro (pour ε = ε014 , par exemple).
Preuve de la proposition 3.67.
• Commençons par vérifier que le groupe fondamental de (X, g0) est δ′0-épais
(voir la définition E.1) avec δ′0 =
2m−2(m−1)cm
V oleucl(Sm−2)(sinh 2D)m−1
:
La courbure sectionnelle de (X, g0) est supérieure ou égale à −4. Notons l la
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longueur de la plus courte géodésique périodique de (X, g0), le théorème de
J. Cheeger (voir [BZ], corollaire 34.1.9) donne alors
V ol(X, g0) ≤ l.V oleucl(Sm−2)
∫ D
0
cosh(2t)
(
sinh(2t)
2
)m−2
dt
ce qui assure que
cm ≤ l.V oleucl(S
m−2)
(m− 1)
(
sinh(2D)
2
)m−1
d’où
inj(X, g0) =
l
2
≥ 2
m−2(m− 1)cm
V oleucl(Sm−2)(sinh 2D)m−1
= δ′0
et le groupe fondamental de (X, g0) est δ
′
0-épais, donc, a fortiori, δ0-épais.
• Par ailleurs, l’entropie volumique d’une variété riemannienne compacte
localement symétrique de rang 1 est inférieure à 2m (voir la remarque 3.68).
On déduit de tout ceci que (X, g0) appartient à Mδ0,H0,D (qui est inclus dans
Mδ0,H0, 54 D).
Du point (ii) de la remarque 3.19, on déduit que (Y, g) appartient également
à Mδ0,H0, 54D.
Le corollaire 3.32 assure que les groupes fondamentaux de X et Y sont
isomorphes (car X et Y sont des variétés donc leur groupe fondamental est
isomorphe au groupe des transformations de leur revêtement universel). Il
s’ensuit que Y et X sont homotopiquement équivalentes (car ce sont des
K(pi, 1) de courbure sectionnelle strictement négative).
Le théorème 1.4 de [BCG2] assure alors que
Ent(Y, g)mV ol(Y, g) ≥ Ent(X, g0)mV ol(X, g0)
Comme le théorème 3.61 assure que
Ent(Y, g) ≤ Ent(X, g0)
(
1− 3ε
ε0
)−1
nous en déduisons la minoration recherchée
V ol(Y, g) ≥
(
1− 3ε
ε0
)m
V ol(X, g0)
• Par ailleurs, si la courbure sectionnelle de (Y, g) est majorée par −k2, le
corollaire 3.64 implique
V ol(X, g0)Ent(X, g0)
m ≥ ((m− 1)k)m V ol(Y, g)
ce qui prouve la deuxième inégalité de la proposition 3.67.
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3.5.6 Complétude de la famille Mδ,H,D pour la distance de
Gromov-Hausdorff
Considérons une suite ((Xn, dn))n∈N d’espaces de longueur compacts de
Mδ,H,D qui converge vers un espace métrique (nécessairement de longueur)
compact (X, dX ). Il nous faut encore vérifier que (X, dX ) admet un revête-
ment universel, ce qui n’est pas le cas dans un cadre plus général (voir les
exemples présentés dans l’annexe D). Ceci permet de définir l’entropie de
(X, dX ). Il reste alors à s’assurer que l’entropie de (X, dX ) est la limite des
entropies des éléments de la suite et que le groupe des automorphismes du
revêtement universel de X est bien δ-non-abélien.
Convergence des revêtements universels
Corollaire 3.69.
Fixons arbitrairement trois réels strictement positifs δ, H et D et posons
ε0 =
δ
(4 + δ)H
e−2
(4+δ)
δ
HD
Si une suite ((Xn, dn))n∈N d’espaces de longueur qui appartiennent à
Mδ,H,D converge vers un espace de longueur (Y, dY ) au sens de Gromov-
Hausdorff, alors,
(i) L’espace limite (Y, dY ) admet un revêtement universel (qui n’est pas
nécessairement simplement connexe), noté (Y¯ , dY¯ ).
(ii) Le revêtement Y α −→ Y coïncide avec le revêtement Y¯ −→ Y pour
tout réel α tel que 0 < α < ε02
(iii) (Y¯ , dY¯ ) est la limite pour la topologie Gromov équivariante (au
sens de K. Fukaya ; voir la définition 1.32) de la suite des revêtements
universels ((X˜n, dX˜n))n∈N.
Preuve du corollaire 3.69.
Pour montrer le point (i), il suffit de vérifier que, pour tous les réels α et α′
tels que 0 < α′ < α < ε02 , les revêtements pα : Y
α −→ Y et pα′ : Y α′ −→
Y coïncident. Remarquons que la propriété 3.23 implique qu’il existe un
revêtement
pi : Y α
′ −→ Y α
On a alors la chaîne de revêtements
Y α
′ −→ Y α
↘ ↙
Y
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Nous allons vérifier que pi est un isomorphisme de revêtement.
Soit ε > 0 un réel tel que ε < ε013 et 5ε < α
′ < α < ε02 − 32ε.
Si n est suffisamment grand, on peut supposer que
dGH((Xn, dn), (Y, dY )) < ε
Les deux réels α et α′ vérifient alors les hypothèses du théorème 3.30 : on
peut donc appliquer ce dernier soit au revêtement pα : Y
α −→ Y , soit au
revêtement pα′ : Y
α′ −→ Y . Le lemme 3.46 prouve qu’il existe un point xn
de Xn et un point y0 de Y tels que l’application
ρn : pi1(Y, y0) −→ pi1(Xn, xn)/pi1(Xn, Uε0/2, xn)
[c] 7−→ [cT ]
soit un morphisme dont le noyau contient pi1(Y,Uα, y0) (en appliquant le
lemme 3.47) et pi1(Y,Uα′ , y0) (en remplaçant α par α
′ dans le lemme 3.47).
Il s’ensuit que le morphisme ρn passe au quotient en deux morphismes
ραn : pi1(Y, y0)/pi1(Y,Uα, y0) −→ pi1(Xn, xn)/pi1(Xn, Uε0/2, xn)
ρα
′
n : pi1(Y, y0)/pi1(Y,Uα′ , y0) −→ pi1(Xn, xn)/pi1(Xn, Uε0/2, xn)
Le lemme 3.52 prouve que ces deux morphismes sont deux isomorphismes ;
il en découle que
pi1(Y,Uα, y0) = Kerρn = pi1(Y,Uα′ , y0)
Le corollaire IX.3.6 de [Go] permet d’en déduire que pi : Y α
′ −→ Y α est un
isomorphisme de revêtement. Ceci implique que les revêtements pα : Y
α −→
Y et pα′ : Y
α′ −→ Y sont identiques pour tous les réels 0 < α′ < α < ε02 . Le
théorème 3.7 de [SW] (cité dans le théorème B.17 de l’annexe B) implique
que l’espace Y admet un revêtement universel (ce qui termine la preuve du
point (i)) et que ce revêtement universel coïncide avec pα : Y
α −→ Y pour
tout α ∈]0, ε02 [ (ce qui termine la preuve du point (ii)).
Soient α et ε deux réels strictement positifs tels que 0 < α < ε02 et
0 < 5ε < α < ε02 − 32ε. Si n est suffisamment grand pour que la distance
de Gromov-Hausdorff entre (Xn, dn) et (Y, dY ) soit inférieure à ε, les ap-
plications ϕ˜ et ψ˜ construites dans le théorème 3.30 sont des
[
3R
2α−3ε + 2
]
ε-
approximations de Gromov-Hausdorff entre les boules de rayon R des espaces
X˜ et Y α, donc entre les boules de rayon R des espaces X˜ et Y¯ (car, d’après
ce qui précède, les revêtements Y α et Y˜ coïncident). De plus, ces applica-
tions sont respectivement ρ¯-équivariante et (ρ¯)−1-équivariante. La suite des
revêtements universels ((X˜n, dX˜n))n∈N converge donc vers (Y¯ , dY¯ ) au sens
de la topologie de Gromov-équivariante de K. Fukaya.
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Passage à la limite de l’entropie
Puisque nous venons d’établir dans le paragraphe qui précède que, si
une suite ((Xn, dn))n∈N d’espaces de longueur compacts qui appartiennent
à Mδ,H,D converge vers un espace de longueur (Y, dY ) au sens de Gromov-
Hausdorff, l’espace-limite (Y, dY ) admet un revêtement universel, on peut
définir l’entropie volumique de (Y, dY ). On a alors la
Proposition 3.70.
Fixons arbitrairement trois réels strictement positifs δ, H et D. Si une suite
((Xn, dn))n∈N d’espaces de longueur qui appartiennent à Mδ,H,D converge
vers un espace de longueur (Y, dY ) au sens de Gromov-Hausdorff, alors la
suite des entropies (Ent(Xn, dn))n∈N converge vers l’entropie de (Y, dY ).
Remarque 3.71.
Dans la remarque qui suit le théorème 3.61, nous avons vu que l’application
(X, d) −→ Ent(X, d) est uniformément continue en restriction aux boules de
rayon ε013 de la famille Mδ,H,D munie de la distance de Gromov-Hausdorff,
mais ceci ne suffit pas pour prouver la proposition 3.70, car nous ne savons
pas a priori que (Y, dY ) appartient aussi à Mδ,H,D (nous aurons besoin de
la proposition 3.70 pour le prouver).
Preuve de la proposition 3.70.
Posons ε0 =
δ
(4+δ)H e
−2 (4+δ)
δ
HD et α = ε04 et fixons arbitrairement un réel
ε strictement positif tel que ε < ε013 et 5ε < α <
ε0
2 − 32ε. A partir d’un
certain rang, la distance de Gromov-Hausdorff entre (Xn, dn) et (Y, dY ) est
inférieure à ε. Le point (ii) du théorème 3.61 entraîne que(
1− 6ε
ε0
)
Ent(Xn, dn) ≤ Ent(Y α,dY α )(Y, dY ) ≤
(
1− 3ε
ε0
)−1
Ent(Xn, dn)
D’après le point (ii) du corollaire 3.69, le α-revêtement de Y coïncide avec
son revêtement universel donc Ent(Y α,dY α )(Y, dY ) = Ent(Y, dY ) et(
1− 6ε
ε0
)
Ent(Xn, dn) ≤ Ent(Y, dY ) ≤
(
1− 3ε
ε0
)−1
Ent(Xn, dn)
On a donc prouvé que, pour tout ε > 0, il existe un entier N tel que, pour
tout n ≥ N , on ait
|Ent(Y, dY )−Ent(Xn, dn)| ≤ 6H
ε0
ce qui signifie que la suite (Ent(Xn, dn))n∈N converge vers Ent(Y, dY ).
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Conclusion
Théorème 3.72.
Fixons arbitrairement trois réels strictement positifs δ, H et D.
Notons Mδ,H,D l’ensemble des (classes d’isométries des) espaces de lon-
gueur compacts qui possèdent un revêtement universel (éventuellement non
simplement connexe), dont le groupe des transformations du revêtement
universel est δ-non-abélien et de centre réduit à zéro, dont l’entropie est
majorée par H et dont le diamètre est majoré par D.
L’ensemble Mδ,H,D est complet pour la distance de Gromov-Hausdorff dans
la famille des espaces métriques compacts.
Remarque 3.73.
Notons que l’espace Mδ,H,D n’est pas compact pour la distance de Gromov-
Hausdorff, puisque nous avons déjà vu dans le corollaire 2.29 qu’il n’est pas
précompact.
Preuve du théorème 3.72.
Posons ε0 =
δ
(4+δ)H e
−2 (4+δ)
δ
HD et α = ε04 .
Considérons une suite ((Xn, dn))n∈N d’éléments de Mδ,H,D qui converge
vers un espace métrique (Y, dY ) au sens de Gromov-Hausdorff. D’après (par
exemple) le théorème 6.3 de [Sak], l’espace (Y, dY ) est compact et, d’après
la proposition 3.8 de [Gr], c’est un espace de longueur. De plus, la suite
(diam(Xn, dn))n∈N des diamètres des espaces (Xn, dn) converge vers le dia-
mètre de (Y, dY ) qui est en particulier inférieur ou égal à D.
Nous avons montré dans la proposition 3.69 que Y admet un revêtement
universel et dans le théorème 3.70 que l’entropie de (Y, dY ) est la limite
de la suite des entropies des espaces (Xn, dn) (elle est en particulier infé-
rieure ou égale à H). Finalement, d’après la proposition 3.69, le groupe des
automorphismes du revêtement universel de Y coïncide avec celui des au-
tomorphismes de son α-revêtement (dès que 0 < α < ε02 ) et le théorème
3.30 assure que, si n est suffisamment grand, le groupe des automorphismes
du revêtement universel de Xn est isomorphe à celui des automorphismes
du α-revêtement de Y (pour 0 < α < ε02 − 32dGH((Xn, dXn), (Y, dY ))). Il
s’ensuit que le groupe des transformations du revêtement universel de Y est
δ-non-abélien et de centre réduit à zéro (puisque c’est le cas des groupes
G(X˜n, Xn)). L’espace (Y, dY ) appartient donc à Mδ,H,D, ce qui achève la
preuve du théorème 3.72.
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Corollaire 3.74.
Fixons arbitrairement quatre réels strictement positifs δ, H, D et V et un
entier m.
Notons M0m,δ,H,D,V la famille des (classes d’isométries des) variétés rie-
mannienne compactes de dimension m, de courbure sectionnelle négative
ou nulle, dont l’entropie, le diamètre et le volume sont respectivement ma-
jorés par H, D et V et dont le groupe fondamental est δ-non-abélien et de
centre réduit à zéro.
L’adhérence de M0m,δ,H,D,V est compacte (pour la distance de Gromov-
Hausdorff) dans l’ensemble Mδ,H,D.
Preuve du corollaire 3.74.
Il est montré dans la proposition 4.1 de [BCG1] que la famille M0δ,H,D,V
est précompacte pour la distance de Gromov-Hausdorff. Le corollaire 3.74
découle donc du théorème 3.72 qui assure que la famille Mδ,H,D est fermée
pour la distance de Gromov-Hausdorff.
3.6 Optimalité des résultats
3.6.1 Discussion sur l’hypothèse "Entropie majorée" dans les
théorèmes 3.30 et 3.61
Nous avons exigé une majoration uniforme de l’entropie dans les théo-
rèmes 3.30 et 3.61. On peut se demander si cette hypothèse est réellement
nécessaire ou s’il s’agit seulement d’une hypothèse technique. En fait, nous
construisons ici
Exemple 3.75. Une suite d’espaces de longueur ((Xn, dn))n∈N compacts qui
vérifie
• le diamètre des espaces (Xn, dn) est uniformément majoré
• leur groupe fondamental est δ-non-abélien (pour un δ uniforme) et de centre
réduit à zéro
• la suite ((Xn, dn))n∈N converge vers un espace de longueur (X, dX ) d’en-
tropie finie
• la suite des entropies (Ent(Xn, dn))n∈N tend vers l’infini
• le groupe fondamental de l’espace (X, dX ) n’est pas isomorphe à celui de
(Xn, dn) (quel que soit n).
Construction de l’exemple 3.75.
Plus précisément, nous construisons une suite de surfaces riemanniennes
((Mn, gn))n∈N, dont les entropiesHn tendent vers l’infini et telle que ((Mn, gn))n∈N
converge vers un espace de longueur (X, dX ) homéomorphe à une surface de
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genre deux.
Soient S une surface hyperbolique de genre trois, g0 la métrique hyperbo-
lique sur S et c une géodésique périodique séparant S en deux composantes
connexes C1 et C2. Soit V un voisinage tubulaire de c tel que C1\V et C2\V
soient des rétractes de C1 et C2. On pose gn = f
2
n × g0 où (fn)n∈N∗ est une
suite de fonctions continues strictement positives telles que
fn = 1 sur C1 \ V ;
fn =
1
n sur C2 \ V
(fn)n∈N converge uniformément sur S vers une fonction f
V C2
C1
c
l2
l1
Fig. 3.3 – Exemple 3.75
La limite (Y, dY ) (pour la distance de Gromov-Hausdorff) de la suite
((S, gn))n∈N est une surface S ′ de genre deux (voir l’exemple 1.27) ; son en-
tropie est donc finie et son groupe fondamental n’est pas isomorphe à celui
de S.
Par ailleurs, la suite des entropies de (S, gn) tend vers l’infini. En effet, il
existe deux lacets l1 et l2 entièrement inclus dans C2 qui ne commutent pas
et dont les longueurs tendent vers zéro. Le théorème 2.1 de [BCG1] (rappelé
dans le point (i) du théorème E.2 de l’annexe) permet d’affirmer que la suite
des entropies de (S, gn) tend effectivement vers l’infini.
Ceci donne un contre-exemple à la rigidité du groupe des automorphismes
du revêtement universel (qui est ici isomorphe au groupe fondamental) éta-
blie dans le théorème 3.30 ainsi qu’à la continuité de l’entropie quand on
ne suppose pas que l’entropie est bornée, tout en conservant les autre hypo-
thèses.
3.6.2 Discussion sur l’hypothèse de "δ-non-abélianité" dans
les théorèmes 3.30 et 3.61
On peut se demander si les hypothèses algébriques imposées sur le groupe
des transformations du revêtement universel des objets de Mδ,H,D (à savoir,
le fait que ce groupe est supposé δ-non-abélien et de centre réduit à zéro)
sont nécessaires. On pourrait répondre que c’est le prix à payer pour pouvoir
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remplacer l’hypothèse "Courbure de Ricci minorée" (faite dans le théorème
3.4) par l’hypothèse (bien plus faible) "Entropie volumique majorée". Ce-
pendant, cette réponse serait incomplète. Notons en effet que nos théorèmes
3.30 et 3.61 sont valables sans faire d’hypothèse sur la dimension (puisqu’on
considère des espaces de longueur). Or, si on ne fait pas d’hypothèse de
type "contrôle de la dimension", il existe des suites convergentes de variétés
riemanniennes de diamètre majoré et de courbure de Ricci uniformément
minorée dont les groupes fondamentaux ne sont pas isomorphes (en parti-
culier, on ne peut pas espérer obtenir les conclusions du théorème 3.30 sous
ces hypothèses) : il existe en effet une suite de tores plats, dont la dimension
tend vers l’infini, qui converge vers un bouquet de cercles (voir [Pl]). Deux
éléments de la suite ont donc des groupes fondamentaux différents.
Ainsi, même si on remplace l’hypothèse "Entropie majorée" par l’hypothèse
"Courbure de Ricci minorée", il reste nécessaire de rajouter une hypothèse
sur la structure des groupes fondamentaux des variétés riemanniennes de la
suite.
3.6.3 Optimalité des résultats topologiques dans la section
3.5.2
Nous avons établi dans la section 3.5.2 un résultat de rigidité du groupe
fondamental. On peut se demander s’il est possible, sous nos hypothèses,
d’obtenir des résultats plus forts sur la rigidité de la topologie, comme c’est
le cas en particulier dans les théorèmes 3.7, 3.10 ou 3.5. En fait, nous avons vu
que, si (X, g) est une variété riemannienne compacte de courbure sectionnelle
strictement négative et de dimension m paire et supérieure ou égale à 4, il
existe une suite de variétés riemanniennes compactes ((Xn, gn))n∈N conver-
geant vers (X, dX) pour la distance de Gromov-Hausdorff, dont le groupe
fondamental est isomorphe à celui de (X, dX ) et dont l’entropie est arbi-
trairement proche de celle de (X, dX ) mais qui ne sont ni difféomorphes, ni
homéomorphes, ni homologiquement équivalentes à X ; pourtant, toutes ces
variétés appartiennent à Mδ,H,D où D = diam(X, g)+1, H = Ent(X, g)+1
et δ = δ0(X, g) = inj(X, g)
√−max(KX,g) (la construction de cet exemple
et la preuve sont données dans la remarque 3.20).
On ne peut donc pas espérer obtenir des résultats du type "Sous les hy-
pothèses du corollaire 3.58, les espaces X et Y sont homéomorphes (resp.
homologiquement équivalents)".
3.6.4 Discussion sur la définition de l’espace Mδ,H,D
Nous avons choisi de travailler avec des espaces de longueur qui admettent
un revêtement universel (ce qui permet de définir une entropie volumique en
choisissant pour revêtement de référence ce revêtement universel) mais nous
ne supposons pas que ce revêtement universel est simplement connexe. En
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effet, nous avons établi que, ainsi défini, l’espace Mδ,H,D est fermé pour la
distance de Gromov-Hausdorff (voir le théorème 3.72). On peut se demander
si le sous-ensemble de Mδ,H,D constitué des éléments qui possèdent un revê-
tement universel simplement connexe est également fermé, ce qui revient à
se poser la question suivante :
Question : Si l’on considère une suite convergente (pour la distance de
Gromov-Hausdorff) d’éléments de Mδ,H,D qui possèdent un revêtement uni-
versel simplement connexe, le revêtement universel de la limite de cette suite
(qui existe d’après la proposition 3.69) est-il également simplement connexe ?
Nous construisons ci-dessous un exemple qui permet de répondre par la né-
gative à cette question ; le sous-ensemble de Mδ,H,D constitué des éléments
qui possèdent un revêtement universel simplement connexe n’est donc pas
fermé pour la distance de Gromov-Hausdorff, ce qui justifie notre choix de
définition de l’espace Mδ,H,D étudié dans cette thèse (ainsi que la définition
choisie du revêtement universel).
Exemple 3.76.
Il existe une suite d’espaces de longueur ((Xn, dn))n∈N compacts, de diamètre
uniformément majoré, d’entropie uniformément majorée et dont le groupe
fondamental est δ-non abélien (pour un δ > 0 uniforme) et de centre réduit
à zéro, tels que
• pour tout n ∈ N, l’espace Xn admet un revêtement universel simplement
connexe
• la suite ((Xn, dn))n∈N converge vers un espace de longueur (X, dX )
• l’espace limite X n’admet pas de revêtement universel simplement connexe
Construction de l’exemple 3.76.
Utilisons l’exemple D.2 de C. Sormani et G. Wei pour construire une suite
d’espaces de longueur vérifiant toutes ces hypothèses : partons d’une surface
hyperbolique (S, g0) de rayon d’injectivité δ et fixons une boule B de S de
rayon inférieur à δ2 . Soit H la réunion des supports de trois géodésiques c0,
c1 et c2 entièrement incluses dans B, paramétrées par leur longueur d’arc et
telles que
• c0 et c1 soient orthogonales en c0(0)
• c0 et c2 soient orthogonales en c0(1)
• longS(c1) = longS(c2) = 2 longS(c0)
Notons H¯n le nième élément de la suite d’espaces de longueur donnée dans
l’exemple D.2 comme réunion de Kn,1, Kn,2 et de Kn,3 (voir l’annexe D,
exemple D.2). Notons alors
• c′0 la géodésique de H¯n (paramétrée par sa longueur d’arc) représentée par
le segment {−1} × [−1, 1]× {0},
• c′1 la géodésique de H¯n (paramétrée par sa longueur d’arc) représentée par
le segment {−1} × {−1} × [−2, 2],
• c′2 la géodésique de H¯n (paramétrée par sa longueur d’arc) représentée par
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le segment {−1} × {1} × [−2, 2].
Finalement, nous noterons Hn l’homothétique de H¯n tel que
longeucl(c
′
i) = longS(ci) pour i = 0, 1, 2.
Soit (Xn, dn) l’espace obtenu en recollant S et Hn le long de H. On le mu-
nit de la distance de longueur dn, où la longueur d’une courbe incluse dans
Xn \ Hn est donnée par la longueur de cette même courbe dans S, la lon-
gueur d’une courbe incluse dansHn est sa longueur dans l’espace de longueur
Hn et la longueur d’une courbe quelconque est la somme des longueurs des
morceaux de courbes entièrement inclus dans Xn \ Hn et des longueurs des
morceaux entièrement inclus dans Hn.
L’espace de longueur Xn est donc compact, son diamètre est borné indé-
pendamment de n (car celui de Hn est uniformément borné) et son groupe
fondamental est δ-non-abélien puisqu’il est isomorphe à celui de S. De plus,
la suite (Xn, dn)n∈N converge vers le recollement sur S (le long de H) de
la limite H des Hn. L’espace limite de (Xn, dn)n∈N n’est donc pas semi-
localement simplement connexe puisque H ne l’est pas.
Ceci montre que nous avons construit une suite d’espaces de longueur qui
vérifie les hypothèses de l’exemple 3.76, moyennant le preuve du lemme 3.77
ci-dessous.
Lemme 3.77.
Pour tout entier n, l’entropie de l’espace (Xn, dn) décrit ci-dessus est égale
à celle de (S, g0)
Preuve du lemme 3.77.
Commençons par construire le revêtement universel de Xn à partir de celui
de S : fixons un relevé (connexe) H˜ de H et considérons l’espace obtenu
en recollant un exemplaire de Hn le long de chaque γ.H˜ , où γ parcourt le
groupe des automorphismes du revêtement universel S˜ de S. Comme l’es-
pace de longueur obtenu est simplement connexe et localement isométrique
à (Xn, dn), c’est son revêtement universel, et nous le noterons dorénavant
(X˜n, d˜n).
L’injection canonique j˜n : S˜ −→ X˜n associée aux recollements que nous ve-
nons de décrire n’est autre que la relevée de l’injection canonique jn : S −→
Xn. Si ΓS (resp. Γn) est le groupe des transformations du revêtement uni-
versel S˜ −→ S (resp. du revêtement X˜n −→ Xn), l’application jn induit un
isomorphisme ρ = (jn)∗ entre ces deux groupes tel que ρ(γ)(j˜n(x˜)) = j˜n(γ.x˜)
pour tout élément γ de ΓS .
Soit x0 un point de S n’appartenant pas à H et x˜0 un de ses relevés. Alors,
Entvol(Xn, dn) = inf
c > 0/ ∑
γ∈Γn
e−cd˜n(j˜n(x˜0),γ.j˜n(x˜0)) < +∞

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et
Entvol(Xn, dn) = inf
c > 0/ ∑
γ∈ΓS
e−cd˜n(j˜n(x˜0),γ.j˜n(x˜0)) < +∞

De même,
Entvol(S, dS) = inf
c > 0/ ∑
γ∈ΓS
e−cdS˜(x˜0,γ.x˜0) < +∞

Comme Γn et ΓS sont isomorphes, il suffit de comparer les distances
d˜n(j˜n(x˜), j˜n(y˜)) et dS˜(x˜, y˜). Or, si c est une courbe de X˜n qui relie les points
j˜n(x˜) et j˜n(y˜) en traversant au moins un domaine γ.(Hn \H) (où γ est un
élément de Γn), c n’est pas minimisante. En effet, si t
− et t+ sont deux
éléments de [0, 1] tels que
• c(t−) et c(t+) appartiennent à γ.H˜
• la courbe c|[t−,t+] est incluse dans γ.Hn il suffit de remplacer la partie de la
courbe c|[t−,t+] par une courbe entre c(t−) et c(t+) sur γ.H˜ pour obtenir une
courbe plus courte. La distance entre x˜ et y˜ est donc nécessairement réalisée
par une courbe entièrement incluse dans l’adhérence de X˜n \ ∪γ∈ΓSγ.Hn,
c’est-à-dire dans S˜. Ainsi,
d˜n(j˜n(x˜), j˜n(y˜)) = dS˜(x˜, y˜)
et
Entvol(Xn, dn) = Entvol(S, dS)
Remarque 3.78.
Remarquons que, dans cet exemple, l’espace-limite admet un revêtement uni-
versel : celui de S sur lequel on recolle H le long de chaque γ.(∂H˜), où
γ parcourt ΓS. Son revêtement universel n’est donc pas simplement connexe
mais il n’y a pas vraiment de "trou", dans le sens où l’infimum des longueurs
des lacets dans une classe d’homotopie libre est zéro.
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Chapitre 4
Estimations de type Bishop
sans hypothèses de courbure
Dans ce chapitre, nous considérons des espaces de longueur au sens faible,
qui ne sont donc pas supposés localement compacts (en particulier, les boules
ne sont pas nécessairement compactes), munis d’une mesure de masse totale
infinie et finie sur toutes les boules. Nous établissons des estimations de type
Bishop (dans le sens où nous encadrons les rapports entre le volume des
boules de "grand" rayon et le volume des boules de "petit" rayon). Nous
insistons sur le fait que ces estimations sont valables sans hypothèses de
courbure sur les variétés riemanniennes.
Notations
Si (Y, d) est un espace de longueur au sens faible (voir la définition page
25), et si Γ est un groupe d’isométries qui agit de manière discontinue et
cocompacte, nous noterons, pour toute paire de points (x, y) et tout R > 0,
Nx,y(R) = ]{Γ.y ∩B(x,R)}
Remarquons que
Nx,y(R) = Ny,x(R)
et que, pour tous les éléments γ et g de Γ,
Nx,y(R) = Nγ.x,g.y(R)
Nous noterons également Nx(R) = Nx,x(R)
Si a est un réel, E[a] désignera la partie entière de a.
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4.1 Cas général
Proposition 4.1.
Considérons un espace de longueur au sens faible (X, d), non compact, sur
lequel existe une mesure µ borélienne de masse totale infinie qui vérifie les
deux hypothèses :
(i) pour tout R > 0, supy∈X µ(B(y,R)) < +∞
(ii) il existe un réel α strictement positif tel que inf
x∈X
µ(B(x, α)) > 0.
Fixons une valeur α > 0 donnée par l’hypothèse (ii). Alors, pour tout réel
R supérieur ou égal à 2α,
eEnt(X,d,µ)(R−2α) ≤ supx∈X µ(B(x,R))
inf
x∈X
µ(B(x, α))
≤
 supx∈X µ(B(x, 4α))
inf
x∈X
µ(B(x, α))
E[
R
2α ]
Corollaire 4.2.
Considérons un espace de longueur (X, d) (complet), non compact et lo-
calement compact qui admet un groupe d’isométries de (X, d), noté Γ, qui
agit de manière cocompacte et totalement discontinue sur (X, d) et une me-
sure µ borélienne de masse totale infinie et Γ-invariante qui vérifie les deux
hypothèses :
(i) pour tout R > 0 et tout point y ∈ X, µ(B(y,R)) < +∞
(ii) il existe un réel α strictement positif tel que, pour tout x ∈ X,
µ(B(x, α)) > 0.
Fixons une valeur α > 0 donnée par l’hypothèse (ii). Alors, pour tout réel
R supérieur ou égal à 2α,
eEnt(X,d,µ)(R−2α) ≤ supx∈X µ(B(x,R))
inf
x∈X
µ(B(x, α))
≤
 supx∈X µ(B(x, 4α))
inf
x∈X
µ(B(x, α))
E[
R
2α ]
où le minorant ne dépend pas du choix de la mesure µ et se calcule par la
formule
Ent(X, d, µ) = lim
R−→+∞
1
R
log[#{γ ∈ Γ/d(x0, γ.x0) < R}]
Corollaire 4.3.
(i) Sur une variété riemannienne complète (M, g) sur laquelle agit un
groupe Γ de manière discontinue et cocompacte et munie de la mesure vo-
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lumique µg, pour tout α > 0 et tout R > 2α,
eEnt(M,g,µg)(R−2α) ≤
sup
x∈X
V ol(B(x,R))
inf
x∈X
V ol(B(x, α))
≤
 supx∈X V ol(B(x, 4α))
inf
x∈X
V ol(B(x, α))
E[
R
2α
]
(ii) Considérons un espace de longueur (X, d) non compact, localement
compact. Supposons qu’il existe un groupe Γ d’isométries qui agit de ma-
nière discontinue et cocompacte sur X. Posons µx =
∑
γ∈Γ δγ.x. Si D est
un majorant du diamètre d’un domaine fondamental compact, alors, pour
tout R > 2D,
eEnt(X,d,µx)(R−2D) ≤ sup
y∈X
Nx,y(R) ≤
(
sup
y∈X
Nx,y(4D)
)E[ R
2D
]
,
l’inégalité de droite restant vraie comme précédemment lorsque l’action de
Γ n’est pas cocompacte.
Remarque : On remarque aisément que, pour tous les points x et y de X,
on a Nx,y(4D) = Ny,x(4D) ≤ Nx(5D) (car, pour tout point y, il existe un
élément γ tel que d(x, γ.y) ≤ D donc B(γ.y, 4D) ⊂ B(x, 5D)). Le point (ii)
du corollaire 4.3 entraîne donc que, pour tout point x de X et tout R ≥ 2D,
Nx(R) ≤ sup
y∈X
Nx,y(R) ≤ (Nx(5D))E[
R
2D
]
Une approche directe donne un résultat un peu plus fin que nous présentons
dans le paragraphe 4.2.
Avant de montrer la proposition 4.1, nous allons faire quelques remarques
sur les hypothèses choisies.
Remarques sur les hypothèses
(1)
Sous les hypothèses de la proposition 4.1, on ne peut pas espérer minorer
(pour x, R et α donnés) le quotient µ(B(x,R))infx∈X µ(B(x,α)) (au lieu du quotient
supy∈X µ(B(y,R))
infy∈X µ(B(y,α))
) par eEnt(X,d,µ)(R−2α) ; la présence du "sup" est donc né-
cessaire
En effet, recollons une demi-sphère Sm+ à une variété hyperbolique sim-
plement connexe par un cylindre euclidien Sm−1×]0, R[ muni de la métrique
gSm−1 ⊕ dr2 (de rayon ε > 0 et de longueur R > 0). Sur la variété rieman-
nienne (Y, g) ainsi obtenue, on a
inf
y∈Y
V ol[B(y,
pi
2
)] =
1
2
V ol(Sm) ≥ c(m)V ol(Sm−1)
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et, si x est le pôle central de la demi-sphère Sm+ ,
V ol(B(x,R)) =
1
2
V ol(Sm) + V ol(Sm−1)(R− pi
2
)
Il en découle que
V ol(B(x,R))
infy∈Y V ol[B(y, pi2 )]
= 1 +
1
c(m)
(R − pi
2
)
et
V ol(B(x,R))
infy∈Y V ol[B(y, pi2 )]
n’est pas minoré par eEnt(Y,g,dvg)(R−pi) si R est suffi-
samment grand.
(2)
Il peut arriver que supx∈X µ(B(x,R)) = +∞ bien que toutes les boules de
rayon R soient de mesure finie, d’où la nécessité de l’hypothèse (i) dans la
proposition 4.1.
Fait 4.4.
Soit (Xm, g) une variété complète, simplement connexe, de courbure section-
nelle négative ou nulle, dont la courbure sectionnelle tend vers −∞ à l’infini.
Alors, pour chaque valeur de R > 0, on a supx∈X V olB(x,R) = +∞, bien
que, pour tout point x et pour tout R > 0, on ait V ol(B(x,R)) < +∞.
Preuve du fait 4.4.
Fixons un point x0 de X et un réel R > 0. Montrons que pour tout A, il
existe un point x de X tel que V ol(B(x,R)) > A.
Choisissons K0 suffisamment grand pour que K0 >
1
R2
et pour que
1
Kn0
∫ √K0
0
(sinh t)m−1dt >
A
V ol(S)m−1
Il existe un réel R0 > 0 tel que la courbure sectionnelle soit majorée par
−K20 en tout point de X \ B(x0, R0). Considérons un point x situé à une
distance de x0 supérieure à R0 + R. Alors, la courbure sectionnelle en tout
point de B(x,R) est majorée par −K20 .
Par ailleurs, comme (X, g) est simplement connexe et de courbure négative
ou nulle, le rayon d’injectivité est infini en tous les points de (X, g), donc
l’application expx est un difféomorphisme de la boule euclidienne de rayon
R sur B(x,R). Le théorème de Rauch implique alors que
V ol(B(x,R)) ≥ V ol(Sn−1)
∫ R
0
(
sh(K0t)
K0
)m−1
dt(4.1)
≥ V ol(S
n−1)
Kn0
∫ √K0
0
(sinh t)m−1dt > A(4.2)
ce qui termine la preuve
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(3)
Sous les hypothèses du corollaire 4.2, il suffit de supposer que le volume de
toutes les boules de rayon R sont de volume fini pour que le supremum du
volume des boules de rayon R soit également fini.
Plus précisément, on a le
Fait 4.5.
S’il existe un groupe d’isométries Γ qui agit sur l’espace de longueur (X, d)
de manière cocompacte et totalement discontinue, qui laisse invariante la
mesure µ,
(i) il suffit de supposer, pour tout point x et tout réel R > 0, que µ(B(x,R))
est finie pour obtenir automatiquement que, pour tout R > 0, sup
x∈X
µ(B(x,R))
est fini.
(ii) il suffit de supposer, pour tout point x et tout réel α > 0, que
µ(B(x, α)) est strictement positive pour obtenir automatiquement que, pour
tout R > 0, inf
x∈X
µ(B(x, α)) est strictement positif.
Remarquons que les propriétés (i) et (ii) sont automatiquement vérifiées
quand (X, d) est une variété riemannienne.
Preuve du fait 4.5.
Preuve du point (i) : Soit K un domaine fondamental compact pour
l’action de Γ, notons D son diamètre. Fixons un point x0 de K, alors, on a,
pour tout point x de K,
µ[B(γ.x,R)] = µ[γ.B(x,R)] = µ[B(x,R)]
Pour tout point x de X, il existe un élément γ de Γ tel que γ.x appartienne
à K, donc
sup
x∈X
µ[B(x,R)] = sup
x∈K
µ[B(x,R)](4.3)
≤ µ[B(x0, R+D)](4.4)
car la boule B(x,R) est incluse dans la boule B(x0, R+D) pour tout point
x de K (notons que nous n’avons pas besoin de supposer que l’application
x −→ µ[B(x,R)] est continue), ce qui termine la preuve du point (i).
Preuve du point (ii) : De la même manière, on montre que
inf
x∈X
µ[B(x, α)] = inf
x∈K
µ[B(x, α)]
Pour α fixé, soit (xk)k∈N une suite d’éléments de K telle que
µ[B(xk, α)] −→ inf
x∈K
µ[B(x, α)]
Comme K est compact, la suite (xk)k∈N admet une sous-suite (encore notée
(xk)k∈N) convergente, dont la limite est notée x∗. Posons εk = d(x∗, xk).
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Comme εk tend vers zéro quand k tend vers l’infini, on a, pour k suffisamment
grand,
B(x∗,
α
2
) ⊂ B(x∗, α− εk) ⊂ B(xk, α)
et, finalement,
inf
x∈X
µ[B(x, α)] = lim
k−→+∞
µ[B(xk, α)] ≥ µ[B(x∗, α
2
)] > 0
Remarquons que, dans l’exemple du point (2), pour tout R > 0,
supx∈X µ(B(x,R)) = +∞. L’inégalité de droite de la proposition 4.1 reste
tout de même vraie. Cependant,
(4)
Il peut exister deux réels r et R tels que 0 < r < R et sup
x∈X
µ(B(x,R)) = +∞
tandis que sup
x∈X
µ(B(x, r)) < +∞, ce qui justifie le fait d’exiger que pour
tout R > 0, sup
x∈X
µ(B(x,R)) soit fini.
Nous allons construire un espace de longueur mesuré (voir la figure 4.1) tel
que
• supx∈X µ(B(X, 1)) ≤ 2
• supx∈X µ(B(X, 2)) = +∞
• infx∈X µ(B(X, 12 )) > 0
Recollons un segment de longueur 1 et un rectangle de longueur 1 et d’aire
1/2. Construisons un arbre en recollant 2n−1 éléments de ce type sur tous les
sommets de la nieme génération (voir figure 4.1). Notons An l’ensemble des
points milieux des arêtes qui partent d’un sommet de la nieme génération.
Nous définissons la mesure µ par la mesure d’aire sur les rectangles à laquelle
on ajoute la mesure
∑
n∈N∗
1
2n−1
∑
x∈An−1
δx.
Alors, infx∈X µ(B(x, 12)) > 0 car toute boule de rayon
1
2 rencontre soit un
rectangle, soit contient le milieu d’une arête.
Une boule B(x, 1) de rayon 1 rencontre au plus deux rectangles (un seul
rectangle si x appartient à un rectangle, les deux rectangles situés aux deux
extrémités de l’arête si x appartient à une arête) ; de plus, si (B(x, 1)) ren-
contre des points milieux d’arêtes, ceux-ci appartiennent tous à la même
génération An (car deux milieux de deux générations différentes sont à une
distance au moins égale à deux). Le cas échéant, la boule de rayon 1 contient
au plus 2n−1 points de An, chacun étant de poids 12n−1 : la mesure d’une
boule de rayon 1 est donc inférieure à 2.
Finalement, une boule de rayon 2 basée en un sommet rencontre (2n−1 + 1)
rectangles et l’aire de l’intersection de chacun de ces rectangles avec une telle
boule est supérieure à 14 , ce qui permet de conclure que
sup
x∈X
µ(B(X, 2)) = +∞.
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Fig. 4.1 – Les trois premières étapes de l’exemple (ii)
(5) Il n’existe pas toujours de réel α > 0 tel que inf
x∈X
µ(B(x, α)) soit non nul.
Pour voir cela, il suffit de vérifier le
Fait 4.6.
Pour toute variété riemannienne (M, g) non compacte de volume fini et pour
tout α > 0, on a inf
x∈M
V ol[B(x, α)] = 0
Preuve du fait 4.6.
Fixons un réel α strictement positif.
Si infx∈M V ol[B(x, α)] = a > 0, prenons une géodésique minimisante c qui
va à l’infini et posons xk = c(2kα). On a alors d(xk, xk+1) = 2α donc les
boules B(xk, α) sont disjointes. Ainsi,
V ol(M, g) ≥
+∞∑
k=1
V ol(B(xk, α)) et V ol(M, g) est infini, ce qui contredit nos
hypothèses. Ainsi, inf
x∈M
V ol[B(x, α)] = 0, ce qui termine la preuve.
Preuve de la proposition 4.1
Avant de faire la preuve de la proposition 4.1, nous allons établir deux
lemmes puis une proposition sur lesquels la preuve repose.
Lemme 4.7.
Soit (X, d) un espace métrique non compact muni de deux mesures boré-
liennes µ1 et µ2 infinies mais finies sur toutes les boules. Soit Ω un domaine
de mesure finie. Alors, pour tout R > 0,∫
Ω
µ1(B(y,R))dµ2(y) =
∫
X
µ2(Ω ∩B(y,R))dµ1(y)
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Preuve du lemme 4.7.
Notons χA la fonction caractéristique de l’ensemble A. Le théorème de Fubini
pour les fonctions positives mesurables donne :∫
Ω
µ1(B(y,R))dµ2(y) =
∫
X
∫
X
χΩ(y)χ[0,R[(d(x, y))dµ1(x)dµ2(y)
=
∫
X
∫
X
χΩ(y)χB(x,R)(y)dµ1(x)dµ2(y)
=
∫
X
∫
X
χΩ(y)χB(x,R)(y)dµ2(y)dµ1(x)
=
∫
X
∫
X
χΩ∩B(x,R)(y)dµ2(y)dµ1(x)
=
∫
X
µ2(Ω ∩B(x,R))dµ1(x)
Lemme 4.8.
Soient R, R′, et α trois réels strictement positifs.
Soient (X, dX ) un espace de longueur au sens faible et x un point de X. Alors,
pour tout point y appartenant à la boule B(x,R + R′ + 2α), l’intersection
B(x,R+ 2α) ∩B(y,R′ + 2α) contient une boule de rayon α.
Preuve du lemme 4.8. (classique et élémentaire)
Comme d(x, y) < R + R′ + 2α il existe une courbe c (paramétrée par sa
longueur) qui joint x et y et telle que d(x, y) ≤ l(c) < R + R′ + 2α. Donc
l(c) −R′ − α < R+ α. Choisissons t0 tel que l(c)− R′ − α ≤ t0 ≤ R + α et
posons z = c(t0). Alors, pour tout z
′ appartenant à B(z, α), on a d’abord :
d(x, z′) ≤ d(x, z) + d(z, z′)
< t0 + α
et, finalement
d(x, z′) < R+ 2α
De la même façon,
d(y, z′) ≤ d(y, z) + d(z, z′)
≤ l(c) − longc|[0,t0] + d(z, z′)
< l(c) − t0 + α
≤ R′ + 2α
donc z′ appartient à B(x,R + 2α) ∩ B(y,R′ + 2α) et la boule B(z, α) est
incluse dans B(x,R + 2α) ∩B(y,R′ + 2α).
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Proposition 4.9.
Soit (X, d) un espace de longueur au sens faible, non compact. Soient µ1 et
µ2 deux mesures infinies non nulles sur X et telles que, pour tout R > 0,
le supremum des mesures des boules de rayon R soit fini. Soient α, R et R ′
trois réels strictement positifs. Alors, pour tout point x appartenant à X,
µ2(B(x,R+ 2α)) × sup
y∈X
µ1(B(y,R
′ + 2α))
≥ µ1(B(x,R+R′ + 2α)) × inf
z∈X
µ2(B(z, α))
Preuve de la proposition 4.9.
Fixons un réel R strictement positif et appliquons le lemme 4.7 en y rempla-
çant R par R′ + 2α et Ω par B(x,R+ 2α). On obtient
sup
y∈M
µ1(B(y,R
′ + 2α))× µ2(B(x,R+ 2α))
≥
∫
B(x,R+R′+2α)
µ2(B(x,R+ 2α) ∩B(y,R′ + 2α))dµ1(y)
et le lemme 4.8 permet de conclure que, pour tout point x appartenant à X,
µ2(B(x,R+ 2α)) × sup
y∈X
µ1(B(y,R
′ + 2α))
≥ µ1(B(x,R+R′ + 2α)) × inf
z∈X
µ2(B(z, α))
Preuve de la proposition 4.1.
Soient x un point deX etR un réel positif. Notons bsup(R) = sup
x∈X
(µ(B(x,R)))
et binf (R) = inf
y∈X
(µ(B(y,R))). La proposition 4.9, appliquée en faisant µ1 =
µ2 = µ, implique que l’application g : R −→ log
(
bsup(R+2α)
binf (α)
)
est sous-
additive. Par conséquent, puisque g est également croissante, pour tout réel
R positif,
g(R) ≤ g((E
[
R
2α
]
+ 1)× 2α)
≤ (E
[
R
2α
]
+ 1) g(2α)
Ainsi,
bsup(R + 2α)
binf (α)
≤
(
bsup(4α)
binf (α)
)E[ R
2α
]+1
,
Dès lors, en posant R′ = R + 2α dans cette dernière inégalité, on obtient
l’inégalité de droite de la proposition 4.1 pour tout R′ > 2α.
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Pour montrer l’inégalité de gauche, remarquons que la sous-additivité et la
croissance de g impliquent que, pour tout R > 0, si (Rk)k∈N est une suite
qui tend vers l’infini et si n(k) := E
[
Rk
R
]
, on a
g(Rk)
Rk
≤ n(k) + 1
n(k)
.
g(R)
R
−→ g(R)
R
donc
lim sup
k−→+∞
g(Rk)
Rk
≤ g(R)
R
Ainsi,
g(R)
R
≥ lim sup
r→∞
g(r)
r
≥ lim sup
r→∞
1
r
log
 supx∈X(µ(B(x, r + 2α)))
inf
y∈X
(µ(B(y, α)))

≥ lim sup
r→∞
1
r
log
 µ(B(x, r + 2α))
inf
y∈X
(µ(B(y, α)))

≥ Ent(X, d, µ)
Ceci termine la preuve de la proposition 4.1.
4.2 Cas particulier : les mesures de comptage
Considérons un espace de longueur (Y, dY ) dont le groupe des isomé-
tries Isom(Y ) admet un sous-groupe Γ qui agit de manière discontinue et
cocompacte sur Y . Soit y un point de Y . On définit la distance dy sur Γ par
dy(γ, γ
′) = dY (γ.y, γ′.y) pour tous les couples (γ, γ ′) ∈ Γ× Γ.
On appellera "mesure de comptage" toute mesure du type µy :=
∑
γ∈Γ
δγ.y (où
y est un point de Y ).
Pour tout réel R strictement positif, nous noterons Ny(R) = µy(B(y,R)) le
cardinal de Γ.y ∩B(y,R) et Ny,z(R) = µz(B(y,R)) celui de Γ.z ∩B(y,R).
Proposition 4.10.
Soit (Y, dY ) un espace de longueur non compact.
Soit Γ un groupe d’isométries qui agit sur Y discontinûment et de manière
cocompacte.
Soit D un majorant du diamètre d’un domaine fondamental compact pour
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cette action et h l’entropie de (Y, dY ).
Alors, pour tout R > 2D, et pour tout x appartenant à Y ,
eh(R−2D) ≤ Nx(R) ≤ Nx(3D)E[(R−D)/D]
De plus, pour tout n ≥ 3,
Nx(nD) ≤ Nx(3D)n−2
Preuve de la proposition 4.10 .
Soient y un point de Y et g l’application g : R −→ log(Ny(R + 2D)).
Commençons par montrer que Ent(Y, dY , µy) ≤ g(R)R : dans la preuve de la
propriété 2.5, nous montrons que g est sous-additive. Par la même méthode
que dans la preuve de la proposition 4.1, nous en déduisons que, pour tout
R > 0,
g(R)
R
≥ lim sup
r−→+∞
g(r)
r
≥ Ent(Y, dY , µy)
Ceci donne l’inégalité de gauche en remarquant que l’entropie ne dépend pas
de la mesure d’après la proposition 2.3.
Montrons à présent que g(R) ≤ R+DD pour tout R > 0.
Fixons R > 0 et posons k = E
[
R+D
D
]
.
Alors, comme R < kD, la croissance de g ainsi que sa sous-additivité en-
traînent que
g(R) ≤ g(kD) ≤ kg(D) = E
[
R+D
D
]
g(D)
Ceci montre l’inégalité de droite en posant R′ = R + 2D Par ailleurs, en
remplaçant k par (k − 2) dans l’inégalité ci-dessus, on obtient la dernière
inégalité de la proposition 4.10.
Corollaire 4.11.
Soit (N, gN ) une variété riemannienne non compacte.
Soit Γ un groupe d’isométries qui agit sur N librement proprement discon-
tinûment et de manière cocompacte.
Soit D un majorant du diamètre de la variété quotient (M, gM ).
Alors, pour tout R ≥ 3D,
e(R−3D)Ent(M,gM ) ≤ V olN (B(x,R))
V ol(M, g)
≤ Nx(3D)E[R/D]
l’inégalité de droite restant vraie pour tout R ≥ D
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Preuve du corollaire 4.11.
Soit γ un élément de Γ. Si x est un point de N , nous noterons Dx le domaine
de Dirichlet pour l’action de Γ pointé en x, c’est-à-dire
Dx = {y ∈ N/dN (y, x) < dN (y, γ.x) pour tout γ ∈ Γ \ {id}}
Remarquons que Dγ.x = γ(Dx) et que, pour tout point y de Dγ.x, on a
dN (γ.x, y) ≤ D. Nous en déduisons que la réunion disjointe des Dγ.x pour
tous les γ tels que γ.x ∈ B(x,R) est incluse dans B(x,R + D). Comme
V ol(Dγ.x, gN ) = V ol(Dx, gN ) = V ol(M, g), ceci entraîne que, pour tout
R > D,
Nx(R −D) ≤ V ol(B(x,R))
V ol(M, g)
Par ailleurs, si y est un point de B(x,R), il existe un élément γ0 de Γ tel que{
y ∈ Dγ0.x
dN (x, γ0.x) ≤ dN (x, y) + dN (y, γ0.x) ≤ R+D
Ainsi,
B(x,R) ⊂
⋃
γ ∈ Γ
γ.x ∈ B(x,R+D)
Dγ.x,
ce qui implique que
V olN (B(x,R))
V ol(M, g)
≤ Nx(R+D).
On obtient les estimations du corollaire 4.11 en combinant ces deux in-
égalités avec celles de la proposition 4.10.
Proposition 4.12.
Soit (Y, dY ) un espace de longueur non compact.
Soit Γ un groupe d’isométries qui agit sur Y de manière discontinue et
cocompacte, notons D un majorant du diamètre d’un domaine fondamental
compact pour cette action.
Alors,
(i) pour tous les réels R > 0 et R′ > 0, pour tous les points x et y de
Y ,
Nx,y(R+R
′ + 2D) ≤ Nx,y(R+ 2D)Nx(R′ + 2D)
(ii) pour tout k ≥ 2,
Nx,y((k + 1)D) ≤ Nx,y(kD)Nx(3D)
(iii) pour tout k ≥ 3,
Nx,y(kD) ≤ Nx,y(3D)Nx(3D)k−3 ≤ Nx(3D)k−1
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Preuve de la proposition 4.12.
On peut montrer, en utilisant les mêmes arguments que dans la preuve du
lemme 2.6, que l’application
(γ.x, γ′.x) 7−→ γγ′.x
restreinte à (B(y, R+D) ∩ Γ.x) × (B(x, R′ +D) ∩ Γ.x) est surjective sur
B(y, R+R′) ∩ Γ.x (cf preuve du lemme 2.6).
Ainsi,
Nx,y(R+R
′) ≤ Nx,y(R+D)Nx(R′ +D)
et on obtient (i) en remplaçant R et R′ par R + D et R′ + D, et (ii) en
appliquant (i) au cas où R′ = D et R = (k − 2)D.
La première inégalité de (iii) s’obtient en itérant (ii), la deuxième en remar-
quant que Nx,y(3D) ≤ Nx(4D) ≤ Nx(3D)2 (cf proposition 4.10).
4.3 Application
Proposition 4.13.
Fixons trois réels strictement positifs arbitraires δ, H et D et posons
ε0 =
δ
(4 + δ)H
e−2(
4+δ
δ
)HD
Fixons arbitrairement un réel ε strictement positif tel que ε < ε013 et un réel
α > 0.
Soit (X, dX ) un espace de longueur compact (connexe) quelconque qui appar-
tient à Mδ,H,D et soit (Y, dY ) n’importe quelle variété riemannienne compacte
de Mδ,H,D telle que la distance de Gromov-Hausdorff entre (X, dX ) et (Y, dY )
est inférieure à ε. Si l’on note (Y˜ , d
Y˜
) le revêtement universel de (Y, dY ), pour
tout réel R supérieur ou égal à 2α, on a
e
(
1− 3ε
ε0−3ε
)
Ent(X,dX)(R−2α) ≤
sup
y˜∈Y˜
V ol(B(y˜, R))
inf
y˜∈Y˜
V ol(B(y˜, α))
≤
 supy˜∈Y˜ V ol(B(y˜, 4α))
inf
y˜∈Y˜
V ol(B(y˜, α))

E[ R2α ]
Remarque 4.14.
Plus généralement, sous les mêmes hypothèses que dans la proposition 4.13,
si (Y, dY ) est n’importe quel espace de longueur compact de Mδ,H,D tel que
la distance de Gromov-Hausdorff entre (X, dX ) et (Y, dY ) est inférieure à ε
et si µ est n’importe quelle mesure borélienne non nulle sur Y˜ , de mesure
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totale infinie et de mesure finie sur toutes les boules, on a
e
(
1− 3ε
ε0−3ε
)
Ent(X,dX)(R−2α) ≤
sup
y˜∈Y˜
µ(B(y˜, R))
inf
y˜∈Y˜
µ(B(y˜, α))
≤
 supy˜∈Y˜ µ(B(y˜, 4α))
inf
y˜∈Y˜
µ(B(y˜, α))

E[ R2α ]
Preuve du corollaire 4.13.
Ce corollaire est une conséquence directe du théorème 3.61 où nous avons
montré que, si
dGH((X, dX ), (Y, dY )) := ε <
ε0
13
Alors,
Ent(Y, dY ) ≥
(
1− 3ε
ε0 − 3ε
)
Ent(X, dX )
Il suffit ensuite d’appliquer le théorème 4.1.
Chapitre 5
Estimations du noyau de
l’opérateur de la chaleur
Considérons une variété riemannienne (M, g) connexe et complète.
Si (M, g) est compacte, on appelle noyau de l’opérateur de la chaleur (ou
noyau de la chaleur) l’application k(M,g) : R
+ ×M ×M −→ R+ (ou kM
quand il n’y a pas d’ambiguïté sur la métrique g) telle que, pour tout point
x de M , l’application k(M,g)(., x, .) est la solution minimale de l’équation :
(∗)
{
∆u(., .) + ∂∂tu(., .) = 0
lim
t→0+
u(t, .)dvg = δx(.)
où la condition initiale doit être vérifiée au sens de la convergence faible des
mesures. Le noyau de l’opérateur de la chaleur est alors C∞ .
Lorsque (M, g) n’est pas compacte, il existe une solution positive à cette
équation, mais, dans ce cas, la solution n’est pas nécessairement unique. Le
noyau de la chaleur est la solution positive minimale de (∗). On montre que
kM (t, x, y) = lim
R→+∞
kDR (t, x, y)
où kDR est l’unique solution positive de (∗) sur la boule de centre x et de
rayon R qui vérifie la condition de Dirichlet sur le bord de la boule, que l’on
prolonge par la fonction nulle en dehors de la boule.
Intuitivement, le comportement du noyau de l’opérateur sur une variété rie-
mannienne (X, dX ) est relié à la géométrie de cette variété de la manière
suivante : le comportement en temps "grand" reflète la géométrie globale de
la variété, tandis que le comportement en temps petit reflète la géométrie
locale.
Dans ce chapitre, nous nous intéressons à trois types de questions sur l’esti-
mation du noyau de la chaleur. Dans un premier temps, nous majorons, en
fonction de l’entropie, le noyau de la chaleur en grand temps sur une variété
riemannienne non compacte donnée dont la courbure de Ricci est minorée,
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en partant de la majoration (valable en tout temps) de P. Li et S-T. Yau.
Ensuite, nous majorons le noyau de la chaleur sur une variété riemannienne
compacte donnée de courbure sectionnelle négative ou nulle, la majoration
étant valable pour tout temps et optimale en petit temps. Finalement, nous
considérons une sous-famille de variétés riemanniennes compactes de cour-
bure négative ou nulle, dont l’entropie et le diamètre sont uniformément
majorés et dont les groupes fondamentaux vérifient une condition qui les fait
ressembler au groupe fondamental d’une variété riemannienne de courbure
strictement négative. Nous démontrons qu’il existe une fonction f de t et des
seules bornes sur les invariants que nous nous sommes fixés, telle que le noyau
de l’opérateur de la chaleur de n’importe quelle variété riemannienne de la
famille considérée soit majorée par f . En utilisant les résultats de A. Kasué,
cette dernière majoration nous permet d’établir un résultat de précompacité
pour la distance spectrale.
5.1 Majoration du noyau de la chaleur en tout
temps
P. Li et S-T. Yau ont établi (dans [LY], corollaire 3.1) la majoration
suivante (valble pour tout temps) du noyau de l’opérateur de la chaleur
Théorème 5.1.
Soit K un réel positif. Fixons une variété riemannienne (M, g) de dimension
m, complète, sans bord et dont la courbure de Ricci est minorée par −K.
Alors, pour tout ε ∈]0, 1[, pour tous les points x et y de M et pour tout
temps t > 0,
k(t, x, y) ≤ e
(m+ 4
ε
) exp (C(m)Kεt)√
V ol(B(x,
√
t))
√
V ol(B(y,
√
t))
exp
[
− d
2
M (x, y)
4(1 + ε)2t
]
où Cm est une constante qui ne dépend que de m.
Preuve du théorème 5.1.
L’estimée de P. Li et S-T. Yau donnée dans [LY], sécrit, pour tout δ > 0 et
tout α ∈]1, 2[,
(∗) k(t, x, y) ≤
(1 + δ)mαexp
[
C6(m)
1−α Kδ(1 + δ)t
]
.exp
[
α
4δ
]√
V ol(B(x,
√
t))
√
V ol(B(y,
√
t))
exp[−ρ(t, x, y)]
où
ρ(t, x, y) ≥

d2(x, y)
4t
− 1
4
si d(x, y) <
√
t
(d2(x, y)−√t)2
4(1 + 2δ)(1 + δ)t
si d(x, y) ≥ √t
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Comme (u− 1)2 ≥ u21+ε − 1ε pour tout ε ∈]0, 1[ lorsque u ≥ 1, on a
ρ(t, x, y) ≥ 1
4(1 + 2δ)(1 + δ)
(
d2(x, y)
(1 + ε)t
− 1
ε
)
Posons ε = 4δ et choisissons 0 < δ < 14 , on obtient
ρ(t, x, y) ≥ 1
4(1 + ε)
(
d2(x, y)
(1 + ε)t
− 1
ε
)
Par ailleurs, on a
δ(2 + δ) ≤ 9
16
ε;
α
2δ(2 + δ)
≤ α
ε
;
α
4δ
=
α
ε
En remplaçant dans (∗) et en posant α = 32 , nous obtenons
k(t, x, y) ≤
(
5
4
)3m/2 exp [3ε + 14ε(1+ε)] .exp [2C6(m)Kεt]√
V ol(B(x,
√
t))
√
V ol(B(y,
√
t))
exp
[
− d
2(x, y)
4(1 + ε)2t
]
On conclut en remarquant que
(
5
4
)3m/2
<
(
25
16
)m
< em, que 3ε +
1
4ε(1+ε) <
4
ε
et en posant C(m) = 2C6(m).
Pour obtenir une majoration de noyau de la chaleur qui ne dépende que
des bornes sur des invariants fixés au préalable, il reste donc à contrôler les
volumes des boules V ol(B(x,
√
t)) et V ol(B(y,
√
t)). En "petit" temps, cela
est possible grâce à l’inégalité de Bishop-Gromov et il est facile (et classique)
d’établir le corollaire suivant :
Corollaire 5.2.
Soient K et D deux réels positifs. Fixons une variété riemannienne (M, g)
de dimension m, compacte, sans bord, dont la courbure de Ricci est minorée
par −(m− 1)Kg et dont le diamètre est inférieur à D.
Alors, pour tous les points x et y de M et pour tout temps t ≤ D2,
V ol(M, g) kM (t, x, y) ≤ e(m+
4
ε
) VK(D)
VK(
√
t)
exp (C(m)Kεt) exp
[
− d
2
M (x, y)
4(1 + ε)2t
]
où VK(r) désigne le volume d’une boule de rayon r dans la variété simplement
connexe dont la courbure sectionnelle est constante et égale à −K.
Remarque 5.3. Rappelons que
VK(r) = V ol(S
m−1)
∫ r
0
(sinh(
√
Kx)√
K
m−1
dx
=
V ol(Sm−1)
Km/2
∫ r√K
0
(sinh(x))m−1dx
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Ceci implique en particulier que, pour tout t ≤ D2,
V ol(M, g) kM (t, x, y) ≤ C ′1exp [C(m)Kεt]
1
tm/2
exp
[
− d
2
M (x, y)
4(1 + ε)2t
]
où C ′1 = e
(m+ 4
ε
)VK(D)/V ol(B
m).
Il en découle que, pour tout t ≤ D2,
V ol(M, g) kM (t, x, x) ≤ C ′1exp
[
C(m)KεD2
] 1
tm/2
La famille des variétés riemanniennes compactes dont la courbure de Ricci
est minorée par −(m− 1)Kg et dont le diamètre est inférieur à D est donc
précompacte pour la distance spectrale (voir l’annexe F). Cette famille et son
compactifié pour la distance spectrale ont été très étudiés dans [KK1].
Preuve du corollaire 5.2.
Si r et R sont deux réels strictement positifs tels que r ≤ R, l’inégalité de
Bishop-Gromov dit que
V ol(B(x, r))
V ol(B(x,R))
≥ VK(r)
VK(R)
Il suffit d’appliquer ceci en faisant r =
√
t et R = D et de remarquer que,
pour tout point z de M , V ol(B(z,D)) ≥ V ol(M, g) pour obtenir le corollaire
5.2.
Corollaire 5.4.
Soient K et D deux réels positifs.
Fixons une variété riemannienne (M, g) de dimension m, non compacte,
complète, sans bord et dont la courbure de Ricci est minorée par −(m−1)Kg.
Supposons de plus qu’il existe un groupe Γ d’isométries de (M, g) qui agit
sans point fixe, de manière totalement discontinue et cocompacte et tel que
le diamètre de la variété quotient (M/Γ, g¯) soit inférieur à D. Alors, pour
tous les points x et y de M et pour tout temps t ≤ D2,
V ol(M/Γ, g¯) kM (t, x, y) ≤ em+
4
ε
VK(D)
VK(
√
t)
exp (C(m)Kεt) exp
[
− d
2
M (x, y)
4(1 + ε)2t
]
Preuve du corollaire 5.4.
On commence par appliquer l’inégalité de Bishop-Gromov de la même ma-
nière que dans la preuve du corollaire 5.2 en remarquant que, pour tout point
z de M , V ol(B(z,D)) ≥ V ol(M/Γ, g¯) pour obtenir le corollaire 5.4.
Il reste maintenant à établir le même genre de majoration en grand temps.
Or, nous avons montré dans le chapitre 4 des estimations de type Bishop qui
nous permettent d’écrire le
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Corollaire 5.5.
Soient K et D deux réels positifs.
Fixons une variété riemannienne (M, g) de dimension m, non compacte, complète,
sans bord et dont la courbure de Ricci est minorée par −(m− 1)K.
Supposons de plus qu’il existe un groupe Γ d’isométries de (M, g) qui agit sans point
fixe, de manière totalement discontinue et cocompacte et tel que le diamètre de la
variété quotient (M/Γ, g¯) soit inférieur à D. Alors, pour tous les points x et y de M
et pour tout temps t ≥ 9D2,
V ol(M/Γ, g¯) kM (t, x, y) ≤ e(m+
4
ε
)exp
(
C(m)Kεt− h(
√
t− 3D)
)
exp
[
− d
2
M (x, y)
4(1 + ε)2t
]
où h est l’entropie de (M/Γ, g¯) par rapport à son revêtement (M, g).
Preuve du corollaire 5.5.
Nous avons montré dans la proposition 4.1 que, pour tout R ≥ 2D, on a
sup
z∈M
V ol(B(z,R)) ≥ inf{V ol(B(z,D)/z ∈M)}exp [h(R− 2D)]
Il en découle que, pour tout point z de M ,
V ol(B(z,R +D)) ≥ inf{V ol(B(z,D))/z ∈M}exp [h(R− 2D)]
ce qui s’écrit aussi, pour tout R ≥ 3D
V ol(B(z,R)) ≥ V ol(M/Γ, g¯)exp [h(R − 3D)]
En reportant ceci dans la majoration du théorème 5.1 avec R =
√
t, on
obtient de corollaire 5.5.
5.2 Majoration du noyau de la chaleur optimale en
petit temps
Les résultats présentés ici sont basés sur les travaux récents de G. Besson,
G. Courtois et S. Gallot qui décrivent dans [BCG1] la géométrie des variétés
compactes dont l’entropie volumique (voir les définition et propriétés de cette
notion dans le chapitre 2) est majorée par H et dont le groupe fondamental
est "δ-non-abélien" (voir la définition E.1). Ils montrent que ces variétés
peuvent être décomposées en une partie épaisse (définie comme l’ensemble
des points x tels qu’il n’existe pas de lacet de point-base x non homotope
à zéro et de longueur inférieure à ε1, où ε1 =
δ log 2
(4+δ)H ) et une partie fine
(définie comme l’ensemble des points bases de lacets non homotopes à zéro de
longueur inférieure à ε1). De plus, en courbure négative, chaque composante
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connexe de la partie fine est un cylindre de même topologie que S1 ×Bn−1.
Un court rappel de ces résultats est présenté dans l’annexe E.
Dans ce paragraphe, nous fixons une variété riemannienne (M, g) et nous
nous proposons d’obtenir une majoration du noyau de l’opérateur de la cha-
leur valable pour les variétés riemanniennes compactes qui satisfait aux ob-
jectifs suivants :
1. Les hypothèses géométriques sur les variétés doivent avoir un compor-
tement C0 par rapport à la métrique et, si possible, passer à la limite
pour la convergence associée à la distance de Gromov-Hausdorff entre
variétés. En particulier, on préfèrera faire une hypothèse de majoration
de l’entropie volumique (voir le chapitre 3 où la continuité de l’entropie
et son passage à la limite quand une suite de variétés converge vers un
espace de longueur sont étudiés) plutôt que de faire une hypothèse de
minoration de la courbure de Ricci (hypothèse qui ne passe pas à la
limite, comme le montre l’exemple du paragraphe 5 de [Pe]). En com-
pensation, certaines hypothèses algébriques seront imposées au groupe
fondamental de la variété considérée, qui le fera ressembler à un groupe
fondamental de variété de courbure négative. Nous supposerons en ef-
fet que le groupe fondamental de M est δ-non-abélien (voir définition
E.1).
2. La majoration doit être valable et pertinente en tout point de la variété
et optimale en temps petit. En particulier, en temps petit, on voudrait
que le majorant soit équivalent au noyau de la chaleur du cylindre
de même rayon d’injectivité sur la partie fine et à celui de l’espace
euclidien sur la partie épaisse.
La raison pour laquelle une majoration du noyau de l’opérateur de la
chaleur est difficile à obtenir peut se comprendre comme suit : pour établir
une majoration du noyau de la chaleur par une fonction de la distance à
l’aide du principe de maximum, il est nécessaire de majorer le laplacien de
la fonction distance et, en particulier, sa partie singulière qui est une mesure
positive supportée par le cut-locus du point-source ; sa majoration nécessite
trop d’informations sur la géométrie particulière de la variété. Nous contour-
nons ici cette difficulté en travaillant sur le revêtement universel riemannien
de la variété (M, g), où il devient raisonnable de supposer que le cut-locus du
point source x n’est pas trop proche de x (il est même vide en courbure néga-
tive ou nulle). Le noyau de l’opérateur de la chaleur du revêtement universel
peut donc être majoré par une fonction de la distance. De plus, le noyau de
l’opérateur de la chaleur de (M, g) est relié au noyau de l’opérateur de la
chaleur de son revêtement universel de la manière suivante :
kM (t, x, y) =
∑
γ∈Γ
k
M˜
(t, x˜, γ.y˜)
où Γ est le groupe des automorphismes du revêtement universel et x˜ et y˜
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sont des antécédents arbitraires fixés respectifs de x et y (voir [Bo] pour une
preuve valable dans un cadre bien plus général).
Pour majorer kM il nous faut donc contrôler le nombre et la disposition
des "petits" lacets ainsi que le nombre de "grands" lacets. La version du
lemme de Margulis donnée dans [BCG1] nous permet d’évaluer le nombre
des petits lacets. Pour dénombrer les grands lacets, nous utiliserons les esti-
mations de type Bishop présentées dans le chapitre 4.
Notations
Fixons H et δ deux réels strictement positifs.
Dans cette partie nous supposerons que la variété compacte (M, g) est d’en-
tropie volumique inférieure à H et que le groupe fondamental de M est
δ-non-abélien et de centre réduit à zéro, ce qui assure (voir le théorème 5.6)
que M peut être découpée en une partie fine et une partie épaisse (définies
au début de cette partie ou plus précisément dans l’annexe E).
Notons Γ le groupe des automorphismes du revêtement universel pi : M˜ −→
M . Nous noterons Φx˜ l’isomorphisme entre pi1(M,x) et Γ, obtenu en fixant
un relevé x˜ de x dans M˜ et en notant Φ−1x˜ (g) la classe du lacet pi ◦ c˜ où c˜ est
un chemin qui joint x˜ et g.x˜ dans M˜ .
Dans la suite, afin de simplifier les formules, si γ est une classe d’homotopie
de lacets de point-base x sur M , nous noterons encore γ (au lieu de Φx˜(γ))
l’élément correspondant de Γ via l’isomorphisme Φx˜.
Nous noterons lx(γ) l’infimum des longueurs des lacets homotopes à γ et
de point base x (nous avons alors évidemment lx(γ) = dM˜ (x˜,Φx˜(γ).x˜)) et
l(x) l’infimum des longueurs lx(γ) quand γ parcourt pi1(M,x) \ {e}. Nous
désignerons par Nx(R) le nombre de classes d’homotopie de lacets γ de point
base x tels que lx(γ) < R (remarquons que, si x˜ est un antécédent de x et si
N˜x˜(R) est le nombre de points de l’orbite Γ.x˜ dans la boule de centre x˜ et
de rayon R, alors Nx(R) = N˜x˜(R)).
Nous noterons Γα(x˜) le sous-groupe de Γ engendré par les éléments g de Γ
tels que d
M˜
(x˜, g.x˜) < α.
Rappelons la version du lemme de Margulis de [BCG1] qui décrit très préci-
sément la partie fine :
Théorème 5.6. ([BCG1], extrait du cor 3.4)
Fixons des nombres réels positifs arbitraires δ et H et posons ε1 =
δ log 2
(4+δ)H .
Considérons n’importe qu’elle variété connexe Y qui a les propriétés topolo-
giques suivantes : son groupe fondamental Γ est δ-non-abélien et admet une
représentation injective dans le groupe fondamental d’au moins une variété
compacte X qui admet une métrique de courbure strictement négative.
Considérons sur Y n’importe quelle métrique riemannienne g dont l’entropie
volumique est majorée par H. Chacune des composantes connexes Y imince de
Ymince a les propriétés suivantes :
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(i) Il existe un ouvert Y˜ iε1 de Y˜ tel que la restriction pii de pi à Y˜
i
ε1 soit
un revêtement de Y imince et coïncide avec le quotient de Y˜
i
ε1 par l’action d’un
sous-groupe Γi de Γ isomorphe à Z.
(ii) Pour tout point y appartenant à Y imince, l’image Γ˜i = ψy˜(Γi) du
groupe pi1(Y
i
mince, y) dans pi1(Y, y) (par le morphisme associé à l’inclusion)
s’identifie à Γi, est isomorphe à Z et Γi contient Γε1(z˜) pour tout z˜ apparte-
nant à Y˜ iε1
(iii) Si Y est compacte, Y imince contient au moins une géodésique pério-
dique de (Y, g), non homotope à zéro, dont la longueur réalise le minimum
de l(z) quand z appartient à Y imince.
Si de plus la courbure sectionnelle de (M, g) est négative ou nulle, il est
possible de décrire le générateur du groupe Γi :
Proposition 5.7.
Fixons des nombres réels positifs arbitraires δ et H et posons ε1 =
δ log 2
(4+δ)H .
Considérons n’importe quelle variété connexe Y qui a les propriétés topolo-
giques suivantes : son groupe fondamental Γ est δ-non-abélien et admet une
représentation injective dans le groupe fondamental d’au moins une variété
compacte X de courbure négative.
Considérons sur Y n’importe quelle métrique riemannienne g de courbure
négative ou nulle dont l’entropie volumique est majorée par H. Fixons une
composante connexe Y imince de la partie fine. Alors, toutes les géodésiques
périodiques qui minimisent {l(z)/z ∈ Y imince} sont homotopes (à un chan-
gement de leur orientation près). De plus, le groupe Γi est engendré par
l’élément qui est représenté par une telle géodésique (dans un sens que nous
précisons dans la preuve de la proposition E.5).
Preuve de la proposition 5.7.
Ce résultat est déjà démontré dans [BCG1] en courbure strictement négative.
Nous le généralisons ici en courbure négative ou nulle. Cependant, bien que la
preuve soit originale, nous avons préféré la mettre en annexe (voir proposition
E.5 dans l’annexe E), puisque tous les éléments utiles pour comprendre la
preuve y sont rassemblés.
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5.2.1 Majoration du noyau de l’opérateur de la chaleur sur
la diagonale
Dans cette partie, nous majorons la diagonale du noyau de la chaleur (sans
hypothèse sur la courbure de Ricci), et la majoration donnée est optimale
en temps petit.
Théorème 5.8.
Fixons deux réels strictement positifs H et δ et notons ε1 =
δ log 2
(4+δ)H .
Soit (M, g) une variété riemannienne compacte de dimension m, de courbure
sectionnelle σ ≤ 0 et d’entropie volumique Ent(M, g) ≤ H. Supposons de
plus que le groupe fondamental de M est δ-non-abélien et admet une repré-
sentation injective dans le groups fondamental d’au moins une variété rieman-
nienne compacte de courbure strictement négative. Alors, si d est le diamètre
de (M, g), pour tout t > 0,
(i) Si le point x appartient à une composante connexe C de la partie fine
Notons l(C) = inf{l(y)/ y ∈ C}. Alors
kM (t, x, x) ≤ 1
(4pit)m/2
(
1 + 2
+∞∑
n=1
e−n
2l(C)2/4t
)
+
(Nx(3d)− 1)
(4pit)m/2
e−ε21/4t +∑
n≥3
Nx(3d)
n−2e−n
2d2/4t

Si, de plus, le rayon d’injectivité i(x) de (M, g) au point x est inférieur à ε1/4,
on a
kM (t, x, x) ≤ 1
(4pit)m/2
(
1 + 2
+∞∑
n=1
e−n
2l(C)2/4t
)
+
(Nx(3d) − 1)
(4pit)m/2
e−R(i(x))2/4t +∑
n≥3
Nx(3d)
n−2e−n
2d2/4t

où R(s) = δ(4+δ)H log
(
δ
2(4+δ) .
1
Hs
)
.
(ii) Si le point x appartient à la partie épaisse
kM (t, x, x) ≤ 1
(4pit)m/2
+
(Nx(3d) − 1)
(4pit)m/2
e−ε21/4t +∑
n≥3
Nx(3d)
n−2e−n
2d2/4t

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Avant de démontrer ce théorème, nous faisons quelques remarques sur
l’optimalité de ces estimations :
Remarque 5.9.
(i) Nous insistons sur le fait que cette majoration dépend beaucoup du
diamètre de (M, g) ; en effet, si le diamètre est grand, les cylindres de la
partie fine peuvent devenir très fins et, dans ce cas, le noyau de la chaleur
"explose".
Par ailleurs, cette majoration dépend fortement du nombre Nx(3d) qui est
difficile à majorer en fonction des invariants que nous nous sommes don-
nés au préalable (H, δ et d) (en effet, une majoration uniforme de Nx(3d)
donne en particulier une majoration uniforme du cardinal d’un système de
générateurs du groupe fondamental). Il serait donc intéressant d’obtenir une
majoration qui ne dépende plus de Nx(3d), mais plutôt (par exemple) du
volume de la variété M .
(ii) Notons que la majoration peut être rendue indépendante de x en
remarquant que Nx(3d) ≤ inf{Ny(5d)/y ∈M}
(iii) Ces inégalités sont optimales en temps petit. En effet,
• 1
(4pit)
m
2
est la valeur sur la diagonale du noyau de la chaleur kRm de l’espace
euclidien (Rm, can) (pour tout point source)
et
• 1
(4pit)
m
2
(
1 + 2
+∞∑
n=1
e−n
2l(C)2/4t
)
est la valeur sur la diagonale du noyau
de la chaleur kl(C) du cylindre (R/l(C).Z) × Rm−1 ' S1 × Rm−1 de rayon
d’injectivité l(C)2 (pour tout point source).
Si le point-source x appartient à C, le théorème 5.8 (i) fournit donc une
majoration (sur la diagonale) de kM (t, x, x) par la somme du noyau de la
chaleur du cylindre kl(C) de même rayon d’injectivité et de termes qui sont
négligeables (quand t tend vers zéro) devant kl(C).
Si le point-source x appartient à la partie épaisse, le point (ii) du théorème
5.8 fournit une majoration (sur la diagonale) de kM (t, x, x) par la somme
du noyau de la chaleur kRm de l’espace euclidien R
m et de termes qui sont
négligeables devant kRm quand t tend vers zéro.
Vérifions que, dans ces deux cas, les termes supplémentaires sont négligeables
par rapport au noyau de la chaleur de l’espace euclidien Rm et au noyau de
la chaleur du cylindre de même rayon d’injectivité.
Commençons par remarquer que
(4pit)m/2kRm(t, x, x) = 1
et
(4pit)m/2kl(C)(t, x, x) ≥ 1 + 2e−l(C)
2/4t
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Par ailleurs, il est clair que (Nx(3d)− 1) e−ε21/4t est négligeable devant 1 et
2e−l(C)
2/4t quand t tend vers zéro (car ε1 > l(C) quand on se place dans
la partie mince), donc ce dernier terme est également négligeable devant
kRm(t, x, x) et kl(C)(t, x, x).
Pour vérifier qu’il en est de même pour
(Nx(3d)− 1)
∑
n≥3
Nx(3d)
n−2e−n
2d2/4t, nous allons établir le
Lemme 5.10.
Il existe t0 > 0 tel que, pour tout 0 < t ≤ t0,
(Nx(3d) − 1)
∑
n≥3
Nx(3d)
n−2e−n
2d2/4t ≤ 2 (Nx(3d))2 e−9d2/4t
Preuve du lemme 5.10.
Commençons par remarquer que, pour tout t ∈]0, 4 log(Nx(3d))
3d2
[,
(Nx(3d) − 1)
∑
n≥3
Nx(3d)
n−2e−n
2d2/4t
≤ (Nx(3d))2
∑
n≥0
(Nx(3d))
n e−6nd
2/4te−9d
2/4t
≤ (Nx(3d))2 e−9d2/4t 1
1−Nx(3d)e−3d2/2t
Comme Nx(3d)e
−3d2/2t tend vers zéro quand t tend vers zéro, il existe
t0 ∈]0, 4 log(Nx(3d))3D2 [ tel que, dès que t ≤ t0,
Nx(3d)e
−3d2/2t ≤ 1
2
Il en découle que, pour tout t ≤ t0,
(Nx(3d) − 1)
∑
n≥3
Nx(3d)
n−2e−n
2d2/4t ≤ 2 (Nx(3d))2 e−9d2/4t
ce qui démontre le lemme 5.10.
Comme 3d > l(C), le lemme 5.10 implique que le terme
(Nx(3d)− 1)
∑
n≥3
Nx(3d)
n−2e−n
2d2/4t est négligeable devant 1 et 2e−l(C)
2/4t,
donc devant kRm(t, x, x) et kl(C)(t, x, x). Ceci prouve que les majorations
proposées dans le théorème 5.8 sont optimales en petit temps.
Preuve du théorème 5.8.
Toutes les notations utilisées dans cette preuve et quelques rappels sur la
version du lemme de Margulis de [BCG1] utilisée ici sont donnés dans l’in-
troduction de la section 5.2.
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Soit pi : (M˜, g˜) −→ (M, g) le revêtement universel de (M, g).
Fixons deux points x et y de M . Comme la variété M est compacte, il vient
que
kM (t, x, y) =
∑
γ∈Γ
k
M˜
(t, x˜, γ.y˜)
où x˜ et y˜ sont deux antécédents fixés respectifs de x et y (voir [Bo] pour
un résultat bien plus général). En appliquant à k
M˜
la majoration du noyau
de la chaleur de A. Debiard, B. Gaveau et E. Mazet (voir [DGM]), (qui est
valable en particulier pour n’importe quels points du revêtement universel
en courbure négative ou nulle puisque le cut-locus y est vide), on obtient le
Fait 5.11. (corollaire de [DGM])
Si M˜ est une variété riemannienne simplement connexe de dimension m et
de courbure sectionnelle négative ou nulle, pour tout t > 0 et tous les points
x˜ et y˜ on a
k
M˜
(t, x˜, y˜) ≤ 1
(4pit)m/2
e
−d2
M˜
(x˜,y˜)/4t
Il en découle
kM (t, x, y) = kM (t, y, x)
≤ 1
(4pit)m/2
∑
γ∈Γ
e
−d2
M˜
(y˜,γ.x˜)/4t
Soit C une composante connexe de Yε1 = {y ∈M / l(y) < ε1}.
Fixons une composante C˜ de pi−1(C) et notons ΓC l’ensemble des éléments
de Γ qui laissent stable cette composante connexe. Nous avons vu, dans
l’annexe E, qu’il existe une géodésique périodique c0 entièrement incluse
dans C, d’origine x0 et de période L0 telle que
L0 = inf
x∈C
l(x) = l(C)
Posons x0 = c0(0) et fixons un relevé x˜0 de x0 dans la composante connexe
choisie C˜ de pi−1(C) et notons c˜0(0) le relevé de c0 d’origine x˜0. Notons γ0
l’élément Φx˜0(c0|[0,L0]) de ΓC (cet élément est indépendant du choix de x˜0
dans pi−1(x0)∩C, voir le corollaire 3.4 (iv) de [BCG1]). Nous avons vu dans
l’annexe E (théorème E.4 et corollaires E.10 et E.11) que
(i) ΓC = {γk0 / k ∈ Z},
(ii) pour tout point y˜ de C˜, Γε1(y˜) ⊂ ΓC , donc Γ \ΓC ne contient aucun
élément de longueur inférieure à ε1 sur C˜,
(iii) pour tout point y de C tel que inj(y) < ε14 et pour tout point y˜ de
C˜ ∩ pi−1(y), on a
ΓR[i(y)](y˜) ⊂ ΓC
Il s’ensuit que Γ \ ΓC ne contient aucun élément de longueur inférieure à
R[i(y)] sur C˜.
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Si x est un point quelconque de C, choisissons le relevé x˜ dans C˜∩pi−1(x), et
notons Bx˜(R) le sous-ensemble de Γ formé des éléments γ tels que dM˜ (x˜, γ.x˜) <
R. La propriété (i) permet d’établir la majoration
(4pit)m/2kM (t, x, x) ≤
∑
k∈Z
e
−d2
M˜
(x˜,γk0 .x˜)/4t
+
∑
γ∈Bx˜(3d)\ΓC
e
−d2
M˜
(x˜,γ.x˜)/4t
+
∑
γ∈Γ\Bx˜(3d)
e
−d2
M˜
(x˜,γ.x˜)/4t
La propriété (ii) (respectivement (iii)) prouve que Bx˜(3d) \ ΓC est inclus
dans Bx˜(3d) \Bx˜(ε1) (respectivement dans Bx˜(3d) \Bx˜(R[i(x)])). Ceci et le
fait (prouvé dans la preuve du lemme E.8) que
d
M˜
(x˜, γk0 .x˜) ≥ |k|.L0 = |k|.l(C)
donne les deux inégalités
(4pit)m/2kM (t, x, x) ≤
∑
k∈Z
e−k
2l2(C)/4t
+
(
N˜x˜(3d) − 1
)
e−ε
2
1/4t
+
∑
γ∈Γ\Bx˜(3d)
e
−d2
M˜
(x˜,γ.x˜)/4t
,
valable pour tout point x de C et
(4pit)m/2kM (t, x, x) ≤
∑
k∈Z
e−k
2l2(C)/4t
+
(
N˜x˜(3d) − 1
)
e−R[i(x)]
2/4t
+
∑
γ∈Γ\Bx˜(3d)
e
−d2
M˜
(x˜,γ.x˜)/4t
,
valable pour tout point x de C tel que le rayon d’injectivité i(x) de M au
point x vérifie i(x) < ε14 .
En revanche, en tout point x de la partie épaisse et pour tout point x˜ de
pi−1(x), tous les éléments γ de Γ \ {id} vérifient
d
M˜
(x˜, γ.x˜) ≥ ε1
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et on obtient, dans ce cas, l’inégalité
(4pit)m/2kM (t, x, x) ≤ 1 +
∑
γ∈Bx˜(3d)\Bx˜(ε1)
e
−d2
M˜
(x˜,γ.x˜)/4t
+
∑
γ∈Γ\Bx˜(3d)
e
−d2
M˜
(x˜,γ.x˜)/4t
≤ 1 +
(
N˜x˜(3d)− 1
)
e−ε
2
1/4t
+
∑
γ∈Γ\Bx˜(3d)
e
−d2
M˜
(x˜,γ.x˜)/4t
Pour achever la preuve du théorème 5.8, il suffit donc de prouver le
Lemme 5.12.
Pour tout t > 0 et tout point x˜ de M˜ ,∑
γ∈Γ\Bx˜(3d)
e
−d2
M˜
(x˜,γ.x˜)/4t ≤ (Nx(3d) − 1)
∑
n≥3
Nx(3d)
n−2e−n
2d2/4t
Preuve du lemme 5.12.
Commençons par remarquer que∑
γ∈Γ\Bx˜(3d)
e
−d2
M˜
(x˜,γ.x˜)/4t
=
∑
n≥3
∑
γ∈Bx˜((n+1)d)\Bx˜(nd)
e
−d2
M˜
(x˜,γ.x˜)/4t
≤
∑
n≥3
e−n
2d2/4t [Nx((n+ 1)d)−Nx(nd)]
Cependant, la proposition 4.12 assure que Nx((n + 1)d) ≤ Nx(nd)Nx(3d).
Ainsi,
∑
γ∈Γ\Bx˜(3d)
e
−d2
M˜
(x˜,γ.x˜)/4t ≤ (Nx(3d) − 1)
+∞∑
n=3
Nx(nd)e
−n2d2/4t
De plus, la proposition 4.10 implique que, pour tout n ≥ 3,
Nx(nd) ≤ Nx(3d)n−2 donc finalement,
∑
γ∈Γ\Bx˜(3d)
e
−d2
M˜
(x˜,γ.x˜)/4t ≤ (Nx(3d) − 1)
+∞∑
n=3
Nx(3d)
n−2e−n
2d2/4t
ce qui termine la preuve du lemme 5.12.
Ceci achève la preuve du théorème 5.8.
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5.2.2 Majoration du noyau de la chaleur en dehors de la
diagonale
Théorème 5.13. Soit δ et H deux réels strictement positifs. Posons
ε1 =
δ log 2
(4+δ)H et ε0 =
δ
(4+δ)H e
−2 (4+δ)
δ
Hd .
Soit (M, g) une variété riemannienne compacte de dimension m, de diamètre
d, de courbure sectionnelle σ ≤ 0, d’entropie volumique Ent(M, g) ≤ H.
Si le groupe fondamental de M est δ-non-abélien et admet une représentation
injective dans le groupe fondamental d’une variété riemannienne compacte à
courbure sectionnelle strictement négative, alors
pour tout x ∈M , tout y ∈M et tout t > 0,
kM (t, x, y) ≤ 1
(4pit)m/2
[
e−d
2
M (x,y)/4t +K0(t, x, y)
]
+
Nx(3d)
(4pit)m/2
min{e−d2M (x,y)/4t, e−ε21/16t}
+
(Nx(3d) − 1)
(4pit)m/2
∑
n≥2
Nx(3d)
n−1e−n
2d2/4t
où
• K0(t, x, y) = 0 si x appartient à la partie épaisse,
• K0(t, x, y) = 0 si x appartient à la partie mince et si dM (x, y) ≥ ε12 ,
• K0(t, x, y) = 2ε1
l(C)
.e−d
2
M (x,y)/4t si x appartient à la composante connexe C de
la partie mince et si ε02 ≤ dM (x, y) < ε12 ,
•K0(t, x, y) =
∑
n≥1
e−n
2l(C)2/4t+e−(n−
1
2
)2l(C)2/4t si x appartient à la composante
connexe C de la partie mince et si dM (x, y) <
ε0
2 où l(C) = inf{l(y)/ y ∈M}.
Preuve du théorème 5.13.
Comme précédemment, nous avons, pour tout (x, y) ∈ M ×M , pour tout
antécédent x˜ de x et pour tout antécédent y˜ de y, pour tout t > 0,
kM (t, x, y) = kM (t, y, x)
≤ 1
(4pit)
m
2
∑
γ∈Γ
e
−d2
M˜
(y˜,γ.x˜)/4t
Fixons un antécédent quelconque y˜ de y, choisissons l’antécédent x˜ de x le
plus proche de y˜ et notons Bx˜,y˜(R) l’ensemble des éléments γ de Γ tels que
d
M˜
(y˜, γ.x˜) < R.
Rappelons que Ny˜,x˜(R) désigne le nombre d’éléments de Bx˜,y˜(R) (voir le
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chapitre 4).
Comme d
M˜
(x˜, y˜) = dM (x, y), on obtient, pour cet antécédent x˜ de x, la
majoration
(4pit)
m
2
(
kM (t, x, y)− e−d2M (x,y)/4t
)
≤ (I) + (II) + (III)
où
• (I) =
∑
γ∈Bx˜,y˜(ε1/2)\{id}
e
−d2
M˜
(y˜,γ.x˜)/4t
• (II) =
∑
γ∈Bx˜,y˜(2d)\Bx˜,y˜(ε1/2)
e
−d2
M˜
(y˜,γ.x˜)/4t
• (III) =
∑
γ∈Γ\Bx˜,y˜(2d)
e
−d2
M˜
(y˜,γ.x˜)/4t
• Majoration de (III) :∑
γ∈Γ\Bx˜,y˜(2d)
e
−d2
M˜
(y˜,γ.x˜)/4t ≤
∑
n≥2
(
Ny˜,x˜((n+ 1)d) −Ny˜,x˜(nd)
)
e−n
2d2/4t
La proposition 4.12 assure alors que, pour tout n ≥ 2,
Ny˜,x˜((n+ 1)d) ≤ Nx˜(3d)Ny˜,x˜(nd)
Ainsi, ∑
γ∈Γ\Bx˜,y˜(2d)
e
−d2
M˜
(y˜,γ.x˜)/4t ≤ (Nx˜(3d)− 1)
∑
n≥2
Ny,x(nd)e
−n2d2/4t
Finalement, comme Ny˜,x˜(nd) ≤ Nx˜(3d)n−1 pour tout n ≥ 3 d’après la pro-
position 4.12,∑
γ∈Γ\Bx˜,y˜(2d)
e
−d2
M˜
(y˜,γ.x˜)/4t ≤ Ny˜,x˜(2d) (Nx˜(3d) − 1) e−d
2/t
+ (Nx(3d)− 1)
∑
n≥3
e−n
2d2/4tNx˜(3d)
n−1
≤ (Nx˜(3d)− 1)
∑
n≥2
Nx˜(3d)
n−1e−n
2d2/4t
• Majoration de (II) :
Pour tout élément γ de Γ qui n’appartient pas à Bx˜,y˜(ε1/2), on a
d
M˜
(y˜, γ.x˜) ≥ max{dM (x, y), ε1
2
}
d’où
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∑
γ∈Bx˜,y˜(2d)\Bx˜,y˜(ε1/2)
e
−d2
M˜
(y˜,γ.x˜)/4t ≤ Ny˜,x˜(2d)min{e−d2M (x,y)/4t, e−ε21/16t}
Or, par l’inégalité triangulaire,
Ny˜,x˜(2d) ≤ Nx˜(2d + dM˜ (y˜, x˜))
≤ Nx˜(3d)
Finalement, comme Nx˜(R) = Nx(R) (voir le sous-chapitre "notations" qui
précède le théorème 5.6).
(II) ≤ Nx(3d)min{e−d2M (x,y)/4t, e−ε21/16t}
• Majoration de (I) :
• Si le point x appartient à la partie épaisse :
L’ensemble Bx˜,y˜(
ε1
2 ) \ {id} est vide car, si γ est différent de id, puisque x˜ a
été choisi comme le relevé de x le plus proche de y˜,
2d
M˜
(y˜, γ.x˜) ≥ d
M˜
(y˜, γ.x˜) + d
M˜
(y˜, x˜) ≥ d
M˜
(x˜, γ.x˜) ≥ ε1
Il en découle que (I) = 0.
• Si x appartient à la partie mince et si dM (x, y) ≥ ε12 :
Comme d
M˜
(y˜, γ.x˜) ≥ dM (x, y), l’ensemble Bx˜,y˜( ε12 ) est vide et (I) = 0.
• Si x appartient à une composante connexe C de la partie mince et si
ε0
2 ≤ dM (x, y) ≤ ε12 :
Comme x˜ est le relevé de x le plus proche de y˜, on a
d
M˜
(x˜, y˜) = dM (x, y) ≤ ε1
2
donc, pour tout élément γ de Bx˜,y˜(
ε1
2 ) \ {id}, on a
d
M˜
(x˜, γ.x˜) ≤ d
M˜
(y˜, γ.x˜) + d
M˜
(y˜, x˜) ≤ ε1
Fixons une composante connexe C˜ de pi−1(C) et considérons le sous-groupe
ΓC qui fixe C˜. Si γ est un élément de Bx˜,y˜(
ε1
2 ) \ {id}, il s’ensuit que γ
appartient à Γε1(x˜), donc à (ΓC \ {id})∩Bx˜(ε1) et γ est de la forme τ k où τ
est le générateur de ΓC et k est un entier relatif non nul (voir la proposition
E.5). Dans ce cas, on a donc
(I) ≤ e−d2M (y,x)/4t.#{p ∈ Z∗/ d
M˜
(x˜, τp.x˜) < ε1}
car d
M˜
(y˜, γ.x˜) ≥ dM (x, y) pour tout γ. Nous avons déjà vu dans la preuve
du lemme E.8 qu’en courbure négative ou nulle,
d
M˜
(x˜, τp.x˜) ≥ |p|.l(C)
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donc
#{p ∈ Z∗/ d
M˜
(x˜, τp.x˜) < ε1} ≤ 2ε1
l(C)
et, finalement,
(I) ≤ 2ε1
l(C)
.e−d
2
M (x,y)/4t
• Si x appartient à la partie mince et si dM (x, y) < ε02 :
le raisonnement fait dans le cas précédent tient toujours, à savoir que tout
élément γ de Bx˜,y˜(
ε1
2 ) \ {id} est de la forme τ k, où τ est le générateur de ΓC
et k est un entier relatif non nul.
Notons c˜ un axe géodésique τ -invariant (qui existe d’après le point (i) du
lemme E.6) et (comme dans la preuve du lemme E.8) x˜⊥ et y˜⊥ les projec-
tions géodésiques orthogonales de x˜ et y˜ sur c˜ dans M˜ : comme (M˜, g˜) est
simplement connexe et de courbure négative ou nulle, nous avons vu (dans
la preuve du lemme E.8) que ces projections sont bien définies et vérifient
d
M˜
(x˜⊥, y˜⊥) ≤ d
M˜
(x˜, y˜) <
ε0
2
et
d
M˜
(y˜, τk.x˜) ≥ d
M˜
(y˜⊥, (τk.x˜)⊥) = d
M˜
(y˜⊥, τk(x˜⊥))
Choisissons l’origine de c˜ en x˜⊥ et changeons, si besoin est, l’orientation de
c˜ pour que y˜⊥ = c˜(a), avec
a = d
M˜
(x˜⊥, y˜⊥) <
ε0
2
Comme le théorème E.2 assure que l(C) ≥ ε0, on a
a <
l(C)
2
Comme τk(x˜⊥) = c˜(k.l(C)), on obtient que
d
M˜
(y˜, τk.x˜) ≥ |k.l(C)− a|
et
(I) ≤
∑
k∈Z∗
e
−d2
M˜
(y˜,τk.x˜)/4t
≤
+∞∑
k=1
e−(kl(C)−a)
2/4t + e−(kl(C)+a)
2/4t
et finalement
(I) ≤
+∞∑
k=1
e−(k−
1
2)
2
l(C)2/4t + e−k
2l(C)2/4t
ce qui achève la preuve du théorème 5.13
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5.3 Majoration universelle sur les boules de Mδ,H,D
et précompacité
Notons M0m,δ,H,D l’ensemble des classes d’isométries des variétés rieman-
niennes compactes de dimensionm, dont la courbure sectionnelle est négative
ou nulle, dont le diamètre et l’entropie sont respectivement majorés par D et
H, et dont le groupe fondamental est δ-non-abélien et de centre réduità zéro.
Ainsi noté, cet ensemble sera toujours considéré comme muni de la topologie
induite par la distance de Gromov-Hausdorff.
Dans la majoration du noyau de la chaleur optimale en petit temps présen-
tée dans la partie précédente, on remarque que tous les termes sont majorés
en fonction des majorants des invariants préalablement fixés, sauf le nombre
Nx(3d) de classes d’homotopie des lacets de point-base x et de longueur infé-
rieure à 3d. Or, nous avons établi dans le chapitre 3 que, si l’on considère une
boule B de rayon ε013 dans Mδ,H,D (où ε0 est explicite et ne dépend que de
δ, H et D), ce cardinal est uniformément majoré sur B, ce qui nous permet
d’obtenir une majoration universelle du noyau de la chaleur sur toute boule
de rayon ε013 , valable sur toutes les variétés riemanniennes compactes (de
dimension m fixée) dans n’importe quelle famille M0m,δ,H,D. Ceci implique
alors que, si F est une famille précompacte de M0m,δ,H,D pour la distance
de Gromov-Hausdorff, les noyaux de l’opérateur de la chaleur de toutes les
variétés de F sont majorés par une même fonction de t, qui est optimale en
temps petit dans le sens précisé dans la partie précédente. Si l’on suppose de
plus que le volume des variétés de F est uniformément majoré, il découle du
théorème 2.3 de [KK2] que F est également précompacte pour la distance
spectrale.
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Majoration universelle du noyau de la chaleur sur la diagonale
Nous donnons ici une majoration du noyau de la chaleur (sur la diago-
nale), uniforme sur toute boule (pour la distance de Gromov-Hausdorff) de
rayon ε013 de M0m,δ,H,D :
Théorème 5.14.
Fixons trois réels strictement positifs δ, H et D et notons
ε0 =
δ
(4+δ)H e
−2 (4+δ)
δ
HD et ε1 =
δ log 2
(4+δ)H .
Notons M0m,δ,H,D l’ensemble des variétés riemanniennes compactes de di-
mension m dont la courbure sectionnelle est négative ou nulle, dont l’entro-
pie est majorée par H, dont le diamètre est majoré par D et dont le groupe
fondamental est δ-non-abélien et de centre réduit à zéro.
Pour toute variété fixée (M0, g0) de M0m,δ,H,D, posons
A = sup
x∈M0
Nx(4D + ε0) ≤ inf
x∈M0
Nx(5D + ε0)
Considérons la boule B de M0m,δ,H,D de centre (M0, g0) et de rayon ε013 ,
c’est-à-dire l’ensemble des classes d’isométries de variétés de M0m,δ,H,D qui
sont à distance de Gromov-Hausdorff de (M0, g0) inférieure à
ε0
13 .
Si (M, g) est une variété riemannienne quelconque de B et si x est un point
quelconque de M , alors, pour tout t > 0,
kM (t, x, x) ≤ 1
(4pit)m/2
[
1 + 2
+∞∑
n=1
e−n
2ε20/4t
]
+
A− 1
(4pit)m/2
[
e−ε
2
1/4t +
+∞∑
n=1
An−2e−n
2D2/4t
]
Remarque 5.15.
Nous obtenons ici une majoration uniforme du noyau de l’opérateur de la
chaleur uniquement en fonction de bornes sur les invariants que nous nous
sommes fixés au préalable, sans faire d’hypothèse sur la courbure de Ricci.
Par ailleurs, il n’est pas nécessaire de supposer ici que le groupe fondamental
de M s’injecte dans le groupe fondamental d’une variété riemannienne com-
pacte de courbure sectionnelle strictement négative (comme c’est le cas dans
le théorème 5.8), puisque nous supposons que le diamètre est majoré et, dans
ce cas, le lemme de Margulis de [BCG] assure que les cylindres de la partie
fine ne peuvent pas être fins.
Preuve du théorème 5.14.
Commençons par préciser que, comme le diamètre est majoré, le lemme de
Margulis de [BCG] implique que la systole de M est minorée par ε0. Si x˜ est
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un antécédent fixé du point x sur le revêtement universel de M , l’ensemble
des antécédents du point x dans la boule de centre x˜ et de rayon ε0 de M˜
est réduit au point x˜. En mimant la preuve du théorème 5.8, on montre donc
que
kM (t, x, x) ≤ 1
(4pit)m/2
+
Nx(3D)− 1
(4pit)m/2
[
e−ε
2
0/4t +
+∞∑
n=1
Nx(3D)
n−2e−n
2D2/4t
]
Pour montrer le théorème 5.14, il suffit donc de vérifier que Nx(3D) est
inférieur à A et d’appliquer ensuite le théorème 5.8. Or, si (M, g) est une
variété quelconque de B,
dGH((M, g), (M0 , g0)) := ε <
ε0
13
On peut donc utiliser l’inégalité de gauche du point (i) de la proposition 3.59
en posant
R = 3D
(
1− 3ε
ε0 − 3ε
)−1
+
ε0
13
On obtient ainsi que
Nx(3D) ≤ sup
x∈M0
Nx(4D + ε0),
ce qui termine la preuve du théorème 5.14.
Corollaire 5.16.
Soient cinq réels strictement positifs fixés m, δ, H, D et V .
Considérons la famille M0m,δ,H,D,V des classes d’isométrie des variétés rie-
manniennes compactes de dimension m dont la courbure sectionnelle est
négative ou nulle, dont l’entropie, le diamètre et le volume sont respective-
ment majorés par H, D et V et dont le groupe fondamental est δ-non-abélien
et de centre réduit à zéro.
Il existe une constante C > 0 telle que, si (M, g) est une variété rieman-
nienne quelconque de M0m,δ,H,D,V et si x est un point quelconque de M ,
alors, pour tout t > 0,
kM (t, x, x) ≤ 1
(4pit)m/2
[
1 + 2
+∞∑
n=1
e−n
2ε20/4t
]
+
C − 1
(4pit)m/2
[
e−ε
2
1/4t +
+∞∑
n=1
Cn−2e−n
2D2/4t
]
Remarque 5.17.
La conclusion du corollaire 5.16 reste valable sur toute famille précompacte
dans M0m,δ,H,D pour la distance de Gromov-Hausdorff.
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Preuve du corollaire 5.16.
Il est prouvé dans la proposition 4.1 de [BCG1] que la famille M0m,δ,H,D,V est
précompacte pour la distance de Gromov-Hausdorff : il est donc possible de
recouvrir cette famille par un nombre fini de boules (Bi)i∈{1,...,N} de rayon
ε0
13 .
Comme le théorème 5.14 implique que, pour chacune de ces boules Bi, il
existe une constante Ai > 0 telle que, si la variété (M, g) appartient à Bi,
pour tout t > 0 et tout point x de M ,
kM (t, x, x) ≤ 1
(4pit)m/2
[
1 + 2
+∞∑
n=1
e−n
2ε20/4t
+ (Ai − 1)e−ε21/4t + (Ai − 1)
+∞∑
n=1
An−1i e
−n2D2/4t
]
Il existe alors une constante C = max{Ai}i∈{1,...,N} > 0 telle que, pour toute
variété de M0m,δ,H,D,V , on ait
kM (t, x, x) ≤ 1
(4pit)m/2
[
1 + 2
+∞∑
n=1
e−n
2ε20/4
+ (C − 1)e−ε21/4 + (C − 1)
+∞∑
n=1
Cn−2e−n
2D2/4
]
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Majoration universelle du noyau de la chaleur en dehors de la
diagonale
En majorant uniformément Nx(3D) de la même manière que dans la
preuve du théorème 5.14, on obtient
Corollaire 5.18. Soit δ, H, D trois réels strictement positifs et m un entier.
Posons ε0 =
δ
(4+δ)H e
−2 (4+δ)
δ
HD .
Notons M0m,δ,H,D l’ensemble des classes d’isométrie des variétés rieman-
niennes compactes de dimension m dont la courbure sectionnelle est négative
ou nulle, dont l’entropie est majorée par H, dont le diamètre est majoré par D
et dont le groupe fondamental est δ-non-abélien et de centre réduit à zéro.
Pour toute variété fixée (M0, g0) de M0m,δ,H,D, posons
A = sup
x∈M0
Nx(4D + ε0) ≤ inf
x∈M0
Nx(5D + ε0)
Considérons la boule B de M0m,δ,H,D de centre (M0, g0) et de rayon ε013 . Si
(M, g) est une variété riemannienne quelconque de B et si x est un point quel-
conque de M , alors, pour tout t > 0,
kM (t, x, y) ≤ 1
(4pit)m/2
e−d
2
M (x,y)/4t
+
A
(4pit)m/2
min{e−d2M (x,y)/4t, e−ε20/16t}
+
(A− 1)
(4pit)m/2
∑
n≥2
An−1e−n
2D2/4t
Preuve du corollaire 5.18. Ce corollaire découle du fait que, sur la famille
M0m,δ,H,D, la systole est minorée par ε0. Comme dans la preuve du théorème
5.13, on écrit
(4pit)
m
2
(
kM (t, x, y)− e−d2M (x,y)/4t
)
≤ (I ′) + (II ′) + (III)
où
• (I ′) =
∑
γ∈Bx˜,y˜(ε0/2)\{id}
e
−d2
M˜
(y˜,γ.x˜)/4t
• (II ′) =
∑
γ∈Bx˜,y˜(2d)\Bx˜,y˜(ε0/2)
e
−d2
M˜
(y˜,γ.x˜)/4t
• (III) =
∑
γ∈Γ\Bx˜,y˜(2d)
e
−d2
M˜
(y˜,γ.x˜)/4t
Les termes (II ′) et (III) se majorent comme dans la preuve du théorème
5.13. Le terme (I) est nul (comme la systole est minorée, il suufit de mimer
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la démonstration de la majoration de (I) dans le cas où x appartient à la
partie épaisse dans la preuve du théorème 5.13). Ceci termine la preuve.
En utilisant, comme dans la preuve du corollaire 5.16, le fait que la famille
M0m,δ,H,D,V est précompacte pour la distance de Gromov-Hausdorff (voir
[BCG1], proposition 4.1), on obtient alors le
Corollaire 5.19. Soit cinq réels strictement positifs fixés m, δ, H, D et V .
Considérons la famille M0m,δ,H,D,V des classes d’isométrie des variétés rieman-
niennes compactes de dimension m dont la courbure sectionnelle est négative
ou nulle, dont l’entropie, le diamètre et le volume sont respectivement majorés
par H, D et V et dont le groupe fondamental est δ-non-abélien et de centre
réduit à zéro.
Il existe une constante E > 0 telle que, si (M, g) est une variété riemannienne
quelconque de M0m,δ,H,D,V et si x et y sont deux points quelconques de M ,
alors, pour tout t > 0,
kM (t, x, y) ≤ 1
(4pit)m/2
e−d
2
M (x,y)/4t
+
E
(4pit)m/2
min{e−d2M (x,y)/4t, e−ε20/16t}
+
(E − 1)
(4pit)m/2
∑
n≥2
En−1e−n
2D2/4t
Précompacité pour la distance spectrale
La distance spectrale est une distance sur la famille des classes d’isomé-
trie des variétés riemanniennes compactes qui a été introduite dans [BBG1].
Nous avons rappelé sa définition dans la définition F.2 et quelques résultats
de A. Kasué et H. Kumura (qui ont étudié la précompacité de certaines fa-
milles de variétés, ainsi que leur compactifié pour la distance spectrale) sont
disponibles dans l’annexe F.
Corollaire 5.20.
Fixons cinq réels strictement positifs m, δ, H, D et V .
Considérons la famille F 0m,δ,H,D,V des classes d’isométrie des variétés rie-
manniennes compactes de dimension m de courbure négative ou nulle, dont
le diamètre, l’entropie et le volume sont uniformément majorés par D, H
et V et dont le groupe fondamental est δ-non-abélien et de centre réduit à
zéro. La famille F0m,δ,H,D,V est précompacte pour la distance spectrale (voir
la définition F.2).
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Remarque 5.21.
(i) Notons que G. Besson, G. Courtois et S. Gallot ont déjà obtenu la pré-
compacité de cette famille de variétés pour la distance de Gromov-Hausdorff
avec des hypothèses plus faibles, puisqu’ils remplacent l’hypothèse "courbure
sectionnelle négative ou nulle" par l’ hypothèse plus faible "minoration du
rayon de contractibilité du revêtement universel" (voir [BCG1], proposition
4.1). Cependant, la précompacité pour la distance spectrale donne plus d’in-
formations sur l’espace-limite. En particulier, on obtient des résultats sur la
convergence du spectre, sur l’existence d’un noyau de la chaleur sur l’espace
de longueur limite ... (voir l’annexe F).
(ii) La conclusion du corollaire 5.20 reste valable sur n’importe quelle
famille de variétés précompacte pour la distance de Gromov-Hausdorff dans
M0m,δ,H,D.
(iii) A. Kasué a montré, sous hypothèse de courbure de Ricci minorée,
que la précompacité d’une famille F pour la distance spectrale implique la
précompacité de la famille F pour la distance de Gromov-Hausdorff (voir le
point (ii) du théorème F.6). Nous montrons ici, sous d’autres hypothèses,
la réciproque sur toute famille précompacte M0m,δ,H,D pour la distance de
Gromov-Hausdorff.
Preuve du corollaire 5.20.
Fixons une famille F de classes d’isométrie de variétés riemanniennes com-
pactes (M, g) qui vérifie la condition suivante : il existe deux constantes stric-
tement positives C et α telles que, pour toute variété riemannienne (M, g)
qui appartient à F , tout t ∈]0, 1] et tout point-source x sur M ,
V ol(M, g) kM (t, x, x) ≤ C
tα
(en fait, si µg est la mesure de probabilité
1
V ol(M,g)dvg, A. Kasué et H.
Kumura font l’hypothèse équivalente pM (t, x, x) ≤ Ctα , où pM (t, x, .)µg :=
kM (t, x, .)dvg est la mesure de probabilité canoniquement associée au noyau
de l’opérateur de la chaleur).
A. Kasué a montré dans [KK1] (voir l’annexe F, théorème F.3) que la fa-
mille F est alors précompacte pour la distance de Gromov-Hausdorff, ainsi
que pour la distance spectrale.
Par ailleurs, nous avons établi dans le corollaire 5.16 qu’il existe une constante
C > 0 telle que, si (M, g) est une variété riemannienne quelconque de
M0m,δ,H,D,V et si x est un point quelconque de M , alors, pour tout t ∈]0, 1],
V ol(M, g)kM (t, x, x) ≤ V
(4pit)m/2
[
1 + 2
+∞∑
n=1
e−n
2ε20/4
+ (C − 1) e−ε21/4 + (C − 1)
+∞∑
n=1
Cn−2e−n
2D2/4
]
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La familleM0m,δ,H,D,V vérifie alors l’hypothèse du théorème F.3 de [KK1].
La famille M0m,δ,H,D,V est alors précompacte pour la distance spectrale. Ceci
termine la preuve du corollaire 5.20.
Corollaire 5.22.
Soient δ, H et D trois réels strictement positifs arbitraires. Posons
ε0 =
δ
(4 + δ)H
e−2
(4+δ)
δ
HD
Notons Bk((M0, g0), ε) la boule de centre (M0, g0) et de rayon ε (pour la
distance de Gromov-Hausdorff) de l’ensemble des variétés riemanniennes
de dimension m qui appartiennent à Mδ,H,D, dont la courbure sectionnelle
σ est majorée par −k2.
Si (Mm0 , g0) est une variété riemannienne compacte de dimension m qui
appartient à Mm,δ,H,D, la boule Bk((M0, g0), ε013) est précompacte pour la
distance spectrale.
Preuve du corollaire 5.22.
Nous avons vu dans le corollaire 3.65 que, pour toute variété (Y, g) qui ap-
partient à Bk((M0, g0), ε) où 0 < ε < ε013 ,
V ol(Y, g) ≤
(
1− 3ε
ε0 − 3ε
)−m( H
(m− 1)k
)m
V ol(M0, g0)
Il est par ailleurs évident que, si la variété (Y, g) appartient à Bk((M0, g0), ε),
alors (Y, g) appartient à M0m,δ,H,D.
Le corollaire 5.22 découle donc du corollaire 5.20.
5.4 Questions ouvertes
• Question 1 :
Pour établir la majoration de noyau de l’opérateur de la chaleur du théorème
5.8, nous avons besoin de la version du lemme de Margulis de [BCG1] (qui
reste valable sans faire d’hypothèse sur la courbure de la variété considérée)
et d’une majoration du noyau de la chaleur sur le revêtement universel (qui
existe également en dessous du rayon d’injectivité si la courbure sectionnelle
est majorée). On peut donc se demander s’il existe une généralistion de
cette majoration lorsque l’on suppose que la courbure sectionnelle σ vérifie
|σ| ≤ k2.
• Question 2 :
Pour établir une majoration uniforme du noyau de l’opérateur de la chaleur
Questions ouvertes 187
sur M0m,δ,H,D, nous avons vu qu’il nous suffisait de majorer uniformément
le nombre Nx(3D) (qui est le nombre d’éléments de l’orbite de n’importe
quel antécédent x˜ de x dans une boule de rayon 3D). Nous l’avons fait dans
le cas où l’on suppose de plus que le volume est uniformément majoré, en
utilisant le fait que cette famille est précompacte pour la distance de Gromov-
Hausdorff et qu’il est par ailleurs possible de majorer Nx(3D) uniformément
sur les boules de rayon ε013 pour la distance de Gromov-Hausdorff.
On peut se demander s’il existe une famille ((Mn, gn))n∈N de variétés rie-
manniennes compactes, dont le groupe fondamental est δ-non-abélien, dont
l’entropie et le diamètre sont uniformément majorés, et telles que le nombre
Nxn(3D) tende vers l’infini. Si la réponse est oui, qu’en est-il si l’on sup-
pose de plus que la courbure de chaque variété est négative ou nulle et que
leur groupe fondamental s’injecte dans le groupe fondamental d’une variété
riemannienne compacte de courbure strictement négative ?
• Question 3 :
Nous avons vu dans, l’annexe F , que A. Kasué et H. Kumura donnent une
description très précise de la compactification pour la distance spectrale
d’une famille de variétés riemanniennes de dimension m dont la courbure
de Ricci est uniformément minorée et dont le volume et le diamètre sont
uniformément majorés. Ils montrent en particulier que la convergence d’une
suite pour la distance spectrale implique la convergence de cette suite pour
la distance de Gromov-Hausdorff, dans le sens du point (ii) du théorème F.6.
Il serait intéressant d’étudier la compactification pour la distance spectrale
de la famille F0m,δ,H,D,V .
• Question 4 : Nous avons vu dans la proposition 3.56 qu’il est possible
de construire un isomorphisme entre le groupe fondamental d’une variété
riemannienne de Mδ,H,D et le groupe des transformations d’un revêtement
(explicite) pα : G
α −→ G d’un graphe (explicitable) qui approche la variété.
La méthode de majoration du noyau de l’opérateur de la chaleur présentée
dans la preuve du théorème 5.8 permet-elle de calculer un majorant commun
du noyau de la chaleur de la variété et du noyau de la chaleur du graphe si
l’on connaît un majorant du noyau de la chaleur de Gα ?
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Annexe A
Espaces de longueur
Cette annexe est très inspirée du chapitre 2 de [BBI].
Définition d’une structure de longueur
Une structure de longueur sur un espace topologique X consiste en la donnée
d’une classe de chemins (c’est-à-dire d’applications continues d’un intervalle
de R sur X) dits admissibles et dont on peut mesurer la longueur. Plus
précisément,
Définition A.1.
Une classe A de chemins sur l’espace topologique X est admissible si elle
vérifie les propriétés naturelles suivantes :
(i) A est fermée par restriction : si I est un intervalle, si I ′ est un sous-
intervalle de I et si γ : I −→ X est un chemin appartenant à A, alors la
restriction de γ à I ′ appartient également à A.
(ii) A est fermée par concaténation : si γ : [a, b] −→ X est un chemin
dont les restrictions aux intervalles [a, c] et [c, d](où c appartient à [a, b]) sont
admissibles, γ est admissible.
(iii) A est fermée par reparamétrisation linéaire : si γ : [a, b] −→ X
est un chemin admissible et ϕ : [c, d] −→ [a, b] est un homéomorphisme de la
forme ϕ(t) = αt+β, la composition γ◦ϕ est également un chemin admissible.
Définition A.2.
Soit X un espace topologique et A une classe admissible de chemins sur
X. Une application L : A −→ R+ est appelée longueur si elle vérifie les
propriétés suivantes :
(i) L est additive : L(γ|[a,b]) = L(γ|[a,c]) + L(γ|[c,b]) pour tout c ∈ [a, b].
(ii) La longueur d’une partie d’un chemin dépend continûment de la par-
tie : si γ : [a, b] −→ X est un chemin admissible de longueur finie, notons
L(γ, t) la longueur de la restriction de γ à l’intervalle [a, t]. Alors l’applica-
tion L(γ, .) est continue en t. En particulier, L(γ, a) = 0.
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(iii) La longueur est invariante par reparamétrisation linéaire.
(iv) La longueur est compatible avec la topologie de X : pour un voisinage
Ux d’un point x, on demande que
inf{L(γ)/γ(a) = x et γ(b) ∈ X \ Ux} > 0
Définition d’un espace de longueur
Une fois que l’on a une structure de longueur (A,L) sur un espace topologique
X, on peut lui associer une distance de la manière suivante : si x et y sont
deux points de X, on définit la distance de longueur entre x et y par
dL(x, y) = inf{L(γ)/γ ∈ A, γ(a) = x et γ(b) = y}
Définition A.3.
Un espace de longueur est un espace métrique connexe par arcs dont la dis-
tance est associée à une structure de longueur.
Propriétés des espaces de longueurs
Remarque A.4.
Une conséquence immédiate de la définition A.3 est qu’un espace de longueur
est nécessairement localement connexe par arcs.
Proposition A.5. ([Gr], théorème 1.10)
Si (X, d) est un espace de longueur complet et localement compact, toutes les
boules fermées sont compactes.
Structure de longueur induite par une distance
Définition A.6.
Soit (X, d) un espace métrique et γ : [a, b] −→ X un chemin continu sur
X. Considérons une partition P de [a, b], c’est-à-dire une collection finie de
points {y0, ..., yN} tels que a = y0 ≤ y1 ≤ ... ≤ yN = b. Alors, le supremum
des sommes
N−1∑
i=0
d(γ(yi), γ(yi+1)) est appelée longueur de γ par rapport à la
distance d et est notée Ld(γ).
Un chemin est dit rectifiable si cette longueur est finie.
Proposition A.7. ([BBI], paragraphe 2.3.2)
Soit (X, d) un espace métrique connexe par arcs, notons R l’ensemble des
courbes continues et rectifiables (paramétrées par un intervalle de fermé de
R) sur (X, dX). Le couple (R, Ld) est une structure de longueur sur X.
En particulier, la définition d’un espace de longueur donnée dans le cha-
pitre 1 (voir la définition 1.13) définit bien une structure de longueur au sens
de la définition A.3.
Annexe B
Théorie des revêtements
Dans cette thèse, nous travaillons essentiellement avec des espaces de
longueur, espaces en particulier connexes par arcs et localement connexes par
arcs (comme nous l’avons précisé dans la remarque A.4). Dans les définitions
qui suivent, nous ne considérerons donc que les espaces topologiques connexes
par arcs et localement connexes par arcs.
Nous rappelons ici succintement la notion de revêtement régulier d’un espace
de longueur (nous ne ferons pas les preuves que l’on pourra trouver par
exemple dans [BBI], [Go], [Sp]... ). Remarquons tout de même que nous nous
plaçons dans un cadre plus général que celui étudié dans les deux premiers
ouvrages : nous ne supposons pas, en général, que les espaces topologiques
considérés admettent un revêtement universel simplement connexe.
B.1 Définition d’un revêtement topologique régu-
lier
Définition B.1.
Soit X un espace topologique séparé connexe par arcs et localement connexe
par arcs. Un revêtement (topologique) de X consiste en la donnée d’un espace
Y et d’une application continue p : Y −→ X tels que tout point x de X
possède un voisinage ouvert U (connexe par arcs) tel que la restriction de
p à chaque composante connexe de p−1(U) soit un homéomorphisme sur U .
L’application p est appelée projection de revêtement.
Définition B.2.
Soit X un espace topologique. Le groupe fondamental de X pointé en x est
l’ensemble des classes d’homotopie des lacets de X basés en x. Il est noté
pi1(X,x).
Remarquons que, si x et y sont deux points quelconques deX, les groupes
fondamentaux pi1(X,x) et pi1(X, y) sont isomorphes, bien que cet isomor-
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phisme ne soit pas canonique, puisqu’il dépend du choix d’une classe d’ho-
motopie de chemins β joignant x à y (l’identification s’écrit alors [γ] −→
[β−1.γ.β]).
Le groupe fondamental est un objet très présent dans la théorie des re-
vêtements. En particulier, le théorème suivant montre que ces deux objets
sont très liés :
Théorème B.3. ([Go], théorèmes IX.6.1, IX.6.2 et IX.3.6)
Si (X, dX) est un espace de longueur (connexe par arcs et localement connexe
par arcs) semi-localement simplement connexe, pour tout sous-groupe Γ du
groupe fondamental pi1(X,x), il existe un revêtement p : Y −→ X tel que
pi1(Y, y) (où y est un point de p
−1(x)) soit isomorphe à Γ.
En fait, certains revêtements sont plus intéressants du point de vue géo-
métrique que d’autres et le groupe fondamental permet de caractériser les
"bons" revêtements, qui seront appelés revêtements réguliers de X. Plus
précisément, si f : Y −→ X est une application continue entre deux es-
paces topologiques, elle induit un homomorphisme naturel f∗ : pi1(Y, y) −→
pi1(X, f(y)) qui associe à la classe d’un lacet γ (pointé en y) sur Y la classe
du lacet f ◦ γ. Dans le cas particulier où f est un revêtement, on a de plus
la propriété suivante :
Proposition B.4. (voir par exemple [BBI], p.82)
Soit X un espace topologique et p : Y −→ X un revêtement topologique de
X. Alors p induit un morphisme injectif p∗ : pi1(Y, y) −→ pi1(X, p(y)).
Un revêtement régulier est défini de la manière suivante :
Définition B.5. (voir [Go], paragraphe VIII p119)
Soit X un espace topologique connexe. Un revêtement topologique
p : Y −→ X est dit régulier si et seulement si une des deux propriétés
équivalentes suivantes est vérifiée :
(i) p∗(pi1(Y, y)) est un sous-groupe normal de pi1(X, p(y))
(ii) p∗(pi1(Y, y)) ne dépend pas du point y dans la fibre p−1(x)
(où x = p(y))
Pour pouvoir justifier l’intérêt que nous portons aux revêtements réguliers
de X, nous avons besoin de la notion de groupe d’automorphismes d’un
revêtement régulier.
Définition B.6.
Un automorphisme du revêtement p : Y −→ X est un homéomorphisme
h : Y −→ Y tel que p ◦ h = p
L’ensemble des automorphismes de revêtement est un groupe.
Géométriquement, un automorphisme de revêtement est un homéomorphisme
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de X sur lui-même qui permute les feuilles du revêtement, c’est-à-dire qui
permute les points de p−1(x). Un revêtement p : Y −→ X est régulier si et
seulement si son groupe de transformations agit transitivement sur les fibres
p−1(x) pour tout point x de X. Ceci donne une nouvelle définition d’un re-
vêtement régulier.
On peut montrer que le groupe des transformations de revêtement d’un revê-
tement régulier est isomorphe au groupe quotient pi1(X,x)/p∗(pi1(Y, y) (qui
ne dépend pas du point y mais uniquement de sa projection x = p(y)).
Propriété B.7.
Soit p : Y −→ X un revêtement régulier. Le groupe des transformations de
revêtement ΓY agit librement et de manière totalement discontinue. De plus,
X est homéomorphe à Y/ΓY .
La notion de revêtement régulier coïncide donc avec la notion de revête-
ment galoisien (voir la proposition IX.4.3 de [Go] p135).
B.2 Définition et existence de revêtements de lon-
gueur réguliers
Définition
Jusqu’à présent, nous n’avons considéré que des espaces topologiques.
Les espaces auxquels nous nous intéresserons par la suite possèdent égale-
ment une structure de longueur (et restent connexes par arcs et localement
connexes par arcs). Il est raisonnable d’attendre d’un revêtement qu’il soit
compatible avec cette structure. Pour cela nous avons besoin de la notion
d’isométrie locale :
Définition B.8.
Soient (Y, dY ) et (X, dX ) deux espaces métriques.
Une application f : (Y, dY ) −→ (X, dX) est une isométrie locale au voisinage
du point y de Y s’il existe un voisinage ouvert de y (noté Uy) et un voisinage
ouvert de f(y) (noté Uf(y)) tel que f soit une isométrie entre Uy et Uf(y).
Une application (Y, dY ) −→ (X, dX ) qui est une isométrie locale au voisinage
de tout point de Y est appelée une isométrie locale.
Proposition B.9. ([BBI], prop. 3.4.16)
Soit p : Y −→ X un revêtement topologique régulier et ΓY son groupe d’au-
tomorphismes. Alors, les distances de longueur sur X (compatibles avec la
topologie choisie sur X) sont en bijection avec les distances de longueur ΓY -
invariantes sur Y (compatibles avec la topologie choisie sur Y qui donne
lieu au revêtement) et, si dY et dX sont deux distances de longueur qui se
correspondent par cette bijection, le revêtement p est une isométrie locale.
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Ce résultat nous permet de définir ce que nous appellerons par la suite
des revêtements de longueur réguliers :
Définition B.10.
Nous appellerons revêtement de longueur régulier (de l’espace de longueur
(X, dX )) un couple ((Y, dY ), p) tel que
(i) p : (Y, dY ) −→ (X, dX ) est un revêtement topologique régulier dont le
groupe de transformations de revêtement est noté ΓY
(ii) dY est la distance de longueur ΓY -invariante sur Y qui correspond à
dX , ce qui implique de plus que p est une isométrie locale.
Exemple : Un revêtement riemannien régulier est un revêtement de longueur
régulier.
Existence de revêtements réguliers
Une première façon d’obtenir un revêtement régulier est de faire agir un
groupe de manière suffisamment régulière sur un espace de longueur :
Proposition B.11. ([BBI], prop. 3.4.15)
Soit X un espace topologique localement compact et G un groupe qui agit
librement (i.e. pour tout point x et tout élément g de G \ {id}, g.x 6= x)
et totalement discontinûment (i.e. tout point x possède un voisinage U tel
que g.U ∩ U = 0 pour tout g tel que gx 6= x) sur X. Alors la projection
p : X −→ X/G est un revêtement régulier, dont le groupe de transformations
est G.
Un autre point de vue est de considérer un espace topologique X et de
construire un revêtement topologique de X. Considérons un revêtement to-
pologique p : Y −→ X de l’espace topologique X. Par définition, si l’image
du groupe fondamental de Y par le morphisme induit par p est un sous-
groupe normal du groupe fondamental de X, le revêtement est régulier. On
peut alors se demander si, à chaque sous-groupe normal H du groupe fon-
damental pi1(X,x), on peut associer un revêtement topologique (régulier)
p : Y −→ X tel que p∗(pi1(Y, y)) = H (où y est un point de p−1(x)). Ce
n’est généralement pas le cas (il existe en effet des espaces topologiques qui
n’admettent pas de revêtement simplement connexe - voir les espaces limite
des exemples D.1 et D.2) mais, sur tout espace topologique X (connexe par
arcs et localement connexe par arcs), on peut construire des sous-groupes
normaux H du groupe fondamental de X auxquels on peut associer un revê-
tement régulier p : Y −→ X tel que p∗[pi1(Y, y)] = H, de la manière suivante :
soit x un point de X, considérons un recouvrement U = (Uα)α∈I de X par
des ouverts Uα. Considérons le sous-groupe normal (noté pi1(X,U, x)) de
pi1(X,x) engendré par les classes d’homotopie des lacets qui peuvent s’écrire
sous la forme γ−1.β.γ, où β est un lacet entièrement inclus dans un des
ouverts Uα et où γ est un chemin quelconque qui relie x et β(0).
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Propriété B.12. ([Sp], p.82)
Soit X un espace topologique (connexe par arcs et localement connexe par
arcs). Il existe un revêtement topologique régulier p : X˜ −→ X tel que, si x
est un point de X et si x˜ est un de ses antécédents, alors
p∗[pi1(X˜, x˜)] = pi1(X,U, x) (en particulier le groupe fondamental pi1(X˜, x˜) et
le groupe pi1(X,U, x) sont isomorphes et le groupe G(X,U) des transforma-
tions du revêtement p est isomorphe à pi1(X,x)/pi1(X,U, x)).
Comme le sous-groupe trivial est en particulier un sous-groupe normal du
groupe fondamental deX, il est naturel de se demander s’il existe toujours un
revêtement de X simplement connexe. La proposition B.12 implique qu’un
tel revêtement existe si X est semi-localement simplement connexe, où cette
notion est définie de la manière suivante :
Définition B.13.
Un espace topologique X est semi-localement simplement connexe s’il existe
autour de chaque point x un voisinage Ux tel que tout lacet entièrement inclus
dans Ux soit homotope à zéro dans X.
En fait, on a l’équivalence suivante :
Proposition B.14. (voir par exemple [BBI], p.81)
Un espace topologique X (connexe et localement connexe par arcs) admet
un revêtement simplement connexe si et seulement si X est semi-localement
simplement connexe.
Un revêtement simplement connexe de l’espace topologique X est parti-
culièrement intéressant, non seulement parce que son groupe des transforma-
tions est isomorphe au groupe fondamental, mais aussi parce qu’il est le "plus
grand" revêtement (régulier) de X, dans le sens suivant : si p : Y −→ X est
un revêtement tel que Y soit connexe et simplement connexe alors, pour tout
revêtement connexe p′ : Y ′ −→ X, il existe un revêtement p” : Y −→ Y ′
tel que p′ ◦ p” = p (la preuve s’appuie sur les théorèmes IX.6.1 et IX.3.7 de
[Go]). Nous adopterons pour définition du revêtement universel la définition
suivante (qui n’est pas la définition "classique") :
Définition B.15. (voir [Sp], p.80)
L’application p : Y −→ X est un revêtement universel de X si pour tout
autre revêtement régulier p′ : Y ′ −→ X il existe un revêtement régulier
p” : Y −→ Y ′ tel que p = p′ ◦p”. Un tel revêtement est unique (à équivalence
de revêtement près).
Remarquons que, si tout revêtement simplement connexe de X est le re-
vêtement universel de X, le revêtement universel (quand il existe) n’est pas
nécessairement simplement connexe (voir, par exemple, l’exemple 18 p.84
dans [Sp]). De plus, il existe des espaces topologiques qui n’admettent pas
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de revêtement universel (voir, par exemple, les exemples 16 et 17 p.84 dans
[Sp]). Cependant, C. Sormani et G. Wei donnent (dans [SW]) une condition
nécessaire et suffisante d’existence du revêtement universel (celui-ci n’étant
pas nécessairement simplement connexe) dans le cadre des espaces de lon-
gueurs compacts : on reprend le procédé de construction d’un revêtement
associé à un recouvrement U décrit ci-dessus, en privilégiant les revêtements
du type (B(x, α))x∈X , où B(x, α) est la boule de (X, d) de centre x et de
rayon fixé α ; on appelle α-revêtement (noté Xα) le revêtement associé à ce
recouvrement (dont l’existence et la régularité sont assurées par la proposi-
tion B.12). La famille des revêtements (Xα)α∈R∗+ ainsi définie est décroissante
par rapport à α dans le sens suivant :
Propriété B.16. ([SW], p.3592)
Si α1 et α2 sont deux réels strictement positifs tels que α1 < α2, il existe une
projection de revêtement p : Xα1 −→ Xα2 .
Un revêtement d’un espace de longueur n’est pas nécessairement un α-
revêtement. Cependant, lorsqu’un espace de longueur X est connexe, locale-
ment compact et semi-localement simplement connexe et lorsque α > 0 est
suffisamment petit, le α-revêtement Xα −→ X est le revêtement universel.
En fait, il n’est pas nécessaire de supposer que le revêtement universel est
simplement connexe : la seule existence du revêtement universel (même non
simplement connexe) suffit pour conclure qu’il existe un réel α > 0 tel que le
revêtement universel coïncide avec le α-revêtement de X (voir par exemple
[SW]). Plus précisément, on a l’équivalence suivante :
Théorème B.17. ([SW], 3.7)
Un espace de longueur compact (X, d) (qui n’est pas supposé semi-localement
simplement connexe) admet un revêtement universel si et seulement si il
existe un réel strictement positif α0 (dépendant de X) tel que, pour tout
α strictement inférieur à α0, on ait l’égalité X
α = Xα0 . Dans ce cas, le
revêtement universel de X est Xα0 .
Annexe C
Distance de Gromov-Hausdorff
La distance de Gromov-Hausdorff est une distance sur l’ensemble des
classes d’isométries des espaces métriques compacts. C’est, en quelque sorte,
une extension aux espaces métriques compacts abstraits de la distance de
Hausdorff entre deux sous-espaces compacts d’un même espace métrique.
Si X est un sous-ensemble d’un espace métrique (Z, dZ), nous noterons Xε
le ε-voisinage de X pour la distance dZ , c’est-à-dire l’ensemble des points z
appartenant à Z tels qu’il existe un point x de X qui vérifie dZ(x, z) < ε.
Définition C.1.
Soient (X, dX ) et (Y, dY ) deux sous-espaces métriques compacts d’un même
espace métrique (Z, dZ ). La distance de Hausdorff dans (Z, dZ) entre (X, dX )
et (Y, dY ), notée d
(Z,dZ)
H ((X, dX ), (Y, dY )), est définie par
d
(Z,dZ)
H ((X, dX ), (Y, dY )) = inf{ε > 0/X ⊂ Yε et Y ⊂ Xε}
Remarquons que la distance de Hausdorff n’est en réalité qu’une semi-
distance sur l’ensemble des sous-espaces de (Z, dZ) (en effet, pour tout sous-
ensemble X ⊂ Z, dH(X, X¯) = 0), mais c’est une distance sur l’ensemble des
sous-ensembles fermés de Z.
L’idée de M. Gromov, pour étendre la définition à deux espaces métriques
quelconques (donc a priori non inclus dans un troisième espace métrique) a
été de les comparer en considérant tous leurs plongements isométriques dans
un autre espace commun :
Définition C.2.
Soient (X, dX ) et (Y, dY ) deux espaces métriques. La distance de Gromov-
Hausdorff entre (X, dX ) et (Y, dY ), notée dGH((X, dX ), (Y, dY )) est définie
par
dGH((X, dX ), (Y, dY )) = inf
((Z,dZ),i,j)
{d(Z,dZ)H (i(X), j(Y ))}
où i : (X, dX ) −→ (Z, dZ) et j : (Y, dY ) −→ (Z, dZ) sont des plongements
isométriques dans le sens suivant : i (resp. j) est une isométrie de X (resp.
Y ) sur i(X) (resp. j(Y )) munis de la distance induite par dZ .
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On notera que la notion de plongement isométrique utilisée ici n’est pas
la notion usuelle de plongement isométrique riemannien : par exemple, le
plongement usuel de R/2piZ (muni de la distance canonique) dans R2 (muni
de la distance canonique) n’est pas un plongement isométrique au sens de la
définition C.2.
Comme la distance de Hausdorff, la distance de Gromov-Hausdorff n’est
qu’une semi-distance sur l’ensemble des espaces métriques compacts. Cepen-
dant, c’est une distance sur les classes d’isométries d’espaces métriques com-
pacts. En particulier, dGH((X, dX ), (Y, dY )) = 0 si et seulement si (X, dX )
et (Y, dY ) sont isométriques. Par abus de langage, nous utiliserons l’appel-
lation "distance de Gromov-Hausdorff entre les espaces métriques (X, dX )
et (Y, dY )" pour désigner la distance de Gromov-Hausdorff entre les classes
d’isométrie des espaces métriques (X, dX ) et (Y, dY ).
Remarque C.3.
Pour définir la distance de Gromov-Hausdorff entre deux espaces métriques,
il faut a priori considérer tous les espaces Z tels que X et Y se plongent
isométriquement dans Z. En fait, il est possible de ne considérer que les
plongements isométriques de X et Y dans la réunion disjointe X ∪ Y . Plus
précisément, la distance de Gromov-Hausdorff entre deux espaces métriques
compacts (X, dX ) et (Y, dY ) peut être définie par
dGH((X, dX ), (Y, dY )) = inf{ d(X∪Y,d)H ((X, dX ), (Y, dY ))/d distance définie
sur X ∪ Y qui prolonge dX et dY }
Pour estimer la distance entre deux espaces métriques compacts (X, dX )
et (Y, dY ), il nous faut donc construire un nouvel espace métrique (ou une
distance sur la réunion des deux espaces métriques considérés), ce qui, même
dans les cas simples, n’est pas toujours évident. Nous préfèrerions pouvoir
estimer leur distance de Gromov-Hausdorff en comparant les distances dX
et dY . Pour cela, nous définissons les ε-approximations de Hausdorff de la
manière suivante :
Définition C.4.
Soit ε un réel strictement positif. Une application f : (X, dX ) −→ (Y, dY )
(éventuellement non continue) est une ε-approximation si elle vérifie
∀x, x′ ∈ X, |dX (x, x′)− dY (f(x), f(x′))| < ε
et si f(X) est un ε-réseau de Y (c’est-à-dire que, pour tout point y de Y , il
existe un point x de X tel que dY (y, f(x)) < ε).
Remarque C.5.
Remarquons que l’existence d’une ε-approximation f : (X, dX ) −→ (Y, dY )
entraîne automatiquement l’existence d’une 3ε-approximation g : (Y, dY ) −→
(X, dX ) telle que :
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• dX(g ◦ f(x), x) < ε pour tout x ∈ X
• dY (f ◦ g(y), y) < ε pour tout y ∈ Y
Preuve de la remarque C.5 .
Fixons en effet un point y de Y . Soit y′ un point de f(X) tel que dY (y, y′) < ε.
On définit g(y) comme un point quelconque de f−1({y′}). Soient mainte-
nant y1 (resp. y2) un point de Y et y
′
1 (resp. y
′
2) un point de f(X) tel que
dY (y1, y
′
1) < ε (resp. dY (y2, y
′
2) < ε). On a alors
|dX(g(y1), g(y2))− dY (y1, y2)| ≤ |dY (f ◦ g(y1), f ◦ g(y2))− dX(g(y1), g(y2))|
+|dY (f ◦ g(y1), f ◦ g(y2))− dY (y1, y2)|
≤ ε+ |dY (y′1, y′2)− dY (y1, y2)|
< 3ε
Par ailleurs, on montre que g(Y ) est un 2ε-réseau de X en remarquant que,
si x est un point de X, le point g ◦ f(x) est ε-proche de x (car, pour tout
x, le diamètre de f−1({f(x)}) est inférieur à ε). Il est facile de vérifier que
dY (f ◦ g(y), y) < ε pour tout y ∈ Y .
Cette remarque suggère qu’il y aurait une autre définition possible de la
notion de ε-approximation :
Définition C.6.
Soit ε un réel strictement positif. Une application f : (X, dX ) −→ (Y, dY )
(éventuellement non continue) est une ε-approximation si elle vérifie
(i) ∀x, x′ ∈ X, |dX (x, x′)− dY (f(x), f(x′))| < ε et s’il existe une applica-
tion g : Y −→ X qui vérifie
(ii) ∀y, y′ ∈ Y, |dY (y, y′)− dX(g(y), g(y′))| < ε
(iii) ∀x ∈ X, dX (x, g ◦ f(x)) < ε
(iv) ∀y ∈ Y, dY (y, f ◦ g(y)) < ε
La remarque C.5 implique donc que les deux définitions C.4 et C.6
sont équivalentes à un facteur 3 près. Plus précisément, si f est une ε-
approximation au sens de la définition C.6, c’est automatiquement une ε-
approximation au sens de la définition C.4 puisque la condition (iv) implique
que dY (y, f(X))) < ε.
Réciproquement, si f est une ε-approximation au sens de la définition C.4,
la remarque C.5 assure qu’une application g vérifiant les points (ii), (iii) et
(iv) existe si l’on remplace ε par 3ε.
Définition C.7.
Soient (X, dX ) et (Y, dY ) deux espaces métriques compacts. Nous définissons
l’écart d′GH((X, dX ), (Y, dY )) par
d′GH((X, dX ), (Y, dY )) = inf{ε > 0/ il existe deux ε− approximations
f : (X, dX) −→ (Y, dY ) et
g : (Y, dY ) −→ (X, dX )}
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Cet écart n’est pas exactement une distance (car elle ne vérifie pas l’in-
égalité triangulaire) mais elle vérifie tout de même l’inégalité
d′GH((X, dX ), (Z, dZ )) ≤ 2
[
d′GH((X, dX ), (Y, dY )) + d
′
GH((Y, dY ), (Z, dZ ))
]
Cependant elle définit la même topologie que la distance de Gromov-Hausdorff.
En effet,
Théorème C.8. ([BBI], cor.7.3.28)
Soient (X, dX ) et (Y, dY ) deux espaces métriques compacts. Alors
(i) Si dGH((X, dX ), (Y, dY )) < ε, il existe deux 2ε-approximation
f : (X, dX ) −→ (Y, dY ) et g : (Y, dY ) −→ (X, dX ).
(ii) S’il existe deux ε-approximations f : (X, dX) −→ (Y, dY ) et
g : (Y, dY ) −→ (X, dX), alors dGH((X, dX ), (Y, dY )) < 2ε.
Par abus de langage, si rien d’autre n’est précisé, nous appellerons
distance de Gromov-Hausdorff (et nous noterons dGH) l’applica-
tion d′GH définie dans la définition C.7 sur les couples d’espaces
métriques compacts. Nous insistons sur le fait qu’elle ne vérifie
l’inégalité triangulaire qu’à un facteur deux près.
Si nous voulons faire référence à l’autre définition, nous préciserons qu’il
s’agit de la distance de Gromov-Hausdorff classique.
Théorème C.9. ([Gr], corollaire de la proposition 5.2)
L’ensemble des espaces métriques compacts muni de la distance de Gromov-
Hausdorff est complet.
De plus, la famille des espaces de longueur compacts est fermée pour la
distance de Gromov-Hausdorff :
Proposition C.10. (voir, par exemple, [BBI], théorème 7.5.1)
Soit ((Xn, dn))n∈N une suite d’espaces de longueur compacts qui converge
vers un espace métrique (X, dX ) complet pour la distance de Gromov-Hausdorff.
Alors, (X, dX ) est un espace de longueur compact.
Annexe D
Exemples de convergence de
revêtements universels
Exemple D.1. Une suite d’espaces de longueur compacts qui admettent un
revêtement universel, dont les groupes fondamentaux sont finiment engen-
drés et dont la limite n’admet pas de revêtement universel (le cardinal d’un
système minimal de générateurs du groupe fondamental tend vers l’infini)
Construction de l’exemple D.1.
Soit j un entier strictement positif. On note Cj le cercle de R
2 de centre
(1j , 0) et de rayon
1
j .
Notons Xk =
⋃
j≤k
Cj et munissons cet espace de la distance de longueur dk
induite par dR2 .
Fig. D.1 – Exemple D.1 - (X5, d5)
La suite ((Xk, dk))k∈N∗ converge vers ∪j∈N∗Cj (muni de la distance de
longueur induite par dR2), qui n’admet pas de revêtement universel. En effet,
les sous-groupes pi1(X,U2pi/j , (0, 0)) (voir la définition 3.22) du groupe fon-
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damental pi1(X, (0, 0)) forment une suite strictement croissante. Les groupes
pi1(X,x)/pi1(X,U2pi/j , x) ne sont donc pas isomorphes à partir d’un certain
rang et les 2pij -revêtements de X sont tous différents. Le théorème B.17 nous
assure que X n’admet pas de revêtement universel.
Exemple D.2. Une suite d’espaces de longueur, compacts et simplement
connexes qui converge vers un espace de longueur qui admet un revêtement
universel non simplement connexe (d’après C. Sormani-G. Wei - voir [SW],
exemple 2.6 pour les preuves).
Construction de l’exemple D.2.
Commençons par construire l’espace de longueur limite (X, dX ), espace de
longueur (donc connexe par arc) mais non simplement connexe :
Soit
K1 =
{(
x, y, sin
(
1
y
))
/ x ∈
[
− 1
pi
,
1
pi
]
et |y| ≤ |x|
}
et
K2 =
{
(x, y, z) / |x| = |y| ≤ 1
pi
et z ∈ [−2, 2]
}
On définit alors X = K1 ∪ K2 que l’on munit de la distance de longueur
induite par la distance canonique de R3 (voir la figure D.2).
Pour montrer queX n’est pas simplement connexe, considérons les courbes
(Cj)j∈N définie par
Cj : [0,
4
jpi ] −→ X
Cj(t) = (t,−t, 0) ⊂ K2 pour t ∈ [0, 1jpi ]
Cj(t) = (
1
jpi , t− 2jpi , 0) ⊂ K1 pour t ∈ [ 1jpi , 3jpi ]
Cj(t) = (
4
jpi − t, 4jpi − t, 0) ⊂ K2 pour t ∈ [ 3jpi , 4jpi ]
Ces courbes sont toutes homotopes entre elles, leur longueur tend vers zéro,
mais elles sont non homotopes à un point : X n’est pas simplement connexe.
Cependant, le théorème B.17 assure que (X, dX ) est son propre revêtement
de longueur universel.
Construisons à présent la suite d’espaces de longueur ((Xk, dk))k∈N qui converge
vers (X, dX) pour la distance de Gromov-Hausdorff : l’espace Xk est la
réunion des trois ensembles suivants :
Kk,1 =
{
(x, y, sin(
1
y
)) /
1
kpi
≤ |x| ≤ 1
pi
et
1
kpi
≤ |y| ≤ |x|
}
,
Kk,2 =
{
(x, y, 0) / |x| ≤ 1
kpi
et |y| ≤ |x|
}
,
Kk,3 =
{
(x, y, z) / |x| = |y| ≤ 1
pi
et z ∈ [−2, 2]
}
.
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Fig. D.2 – Espace-limite de l’exemple D.2
Tous ces espaces sont compacts, de diamètre uniformément borné et sim-
plement connexes et la suite (Xk, dk)k∈N converge vers (X, dX ) au sens de
Gromov-Hausdorff.
Exemple D.3. Une suite convergente d’espaces de longueur compacts qui
convergent vers un espace de longueur qui admet un revêtement universel,
dont les revêtements universels convergent mais ne convergent pas vers le
revêtement universel de la limite.
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Description de l’exemple D.3.
Si p est un entier, le groupe Zp agit librement proprement discontinûment
sur la sphère S3 via la fibration de Hopf. La suite ((S3/Zp, can))p∈N converge
alors vers la sphère (S2, can) quand p tend vers l’infini mais la suite des
revêtements universels ((S3, can))p∈N ne tend pas vers (S2, can).
Annexe E
Lemme de Margulis sans
courbure
Objectif : remplacer les hypothèses de courbure dans le lemme de Margu-
lis par une hypothèse (plus faible) sur l’entropie. En contrepartie, on impose
des hypothèses algébriques sur le groupe fondamental pour qu’il ressemble
au groupe fondamental d’une variété de courbure strictement négative. Les
résultats obtenus seront valables pour toute variété dont le groupe fonda-
mental vérifie ces hypothèses et pour toute métrique d’entropie bornée sur
cette variété, même si cette métrique admet de la courbure positive (sauf si
le contraire est précisé).
E.1 Groupes δ-non-abéliens
Définition E.1.
Soit δ un nombre réel positif.
(i) Un groupe discret Γ sera dit δ-épais s’il appartient à l’ensemble des
groupes fondamentaux des variétés différentiables compactes connexes (de
n’importe quelle dimension) qui admettent une métrique de courbure sec-
tionnelle inférieure ou égale à −1 et de rayon d’injectivité supérieur ou égal
à δ.
(ii) Un groupe discret Γ sera dit δ-non-abélien s’il est non-abélien et si,
pour toute paire d’éléments γ et γ ′ de Γ qui ne commutent pas, il existe un
groupe δ-épais Γ′ et un morphisme
ρ :< γ, γ′ >−→ Γ′
(où < γ, γ′ > est le sous-groupe de Γ engendré par γ et γ ′) tel que
ρ(< γ, γ′ >) ne soit isomorphe ni à {0}, ni à (Z,+).
Remarquons que si un groupe Γ admet une représentation injective dans
le groupe fondamental d’une variété riemannienne compacte dont la courbure
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sectionnelle est inférieure à −1 et dont le rayon d’injectivité est minoré par
δ, alors Γ est évidemment δ-non-abélien. Nous précisons que nous travaillons
sur des familles de variétés ou d’espaces de longueur compacts et que nous
exigeons que leur groupe des automorphismes du revêtement universel soit δ-
non-abélien pour un réel δ uniforme. De nombreux exemples de telles familles
sont donnés dans [BCG1] (page 9 à 13). Notons ici, par exemple, que toutes
les surfaces orientables de caractéristique d’Euler négative ont un groupe
fondamental Argch2-abélien et que le produit de deux groupes δ-non-abélien
reste δ-non-abélien.
E.2 Entropie et petits lacets
Considérons un espace de longueur compact (X, dX ) qui admet un re-
vêtement universel p : X˜ −→ X et dont le groupe des transformations du
revêtement universel est δ-non-abélien. L’idée sous-jacente du résultat qui
suit est le fait que, dans un groupe Γ qui est δ-non-abélien, il existe un entier
N (qui ne dépend que de δ) tel que, si γ1 et γ2 sont deux éléments de Γ qui
ne communtent pas, le semi-groupe engendré par γN1 et γ
N
2 (ou bien celui
engendré par γN1 et γ
−N
2 ) est libre. Si ces deux éléments déplacent peu un
point x˜ donné sur X˜, le nombre de points de l’orbite Γ.x˜ dans une boule
de rayon R est grand, ce qui a pour conséquence que l’entropie de (X, dX )
est grande. Si l’on suppose que l’entropie de (X, dX ) est inférieure à H, il
devient alors possible de minorer uniformément la longueur de tout lacet qui
représente un élément de Γ \ {id} qui ne commute pas avec au moins un
élément qui déplace peu un point.
Théorème E.2. ([BCG1],thm 2.1)
Soient δ un réel positif fixé. Considérons un espace métrique mesuré (Y, d, µ)
sur lequel agit par isométries un sous-groupe Γ, supposé δ-non-abélien. Fixons
un point y ∈ Y dont l’orbite par Γ est discrète et dont le stabilisateur dans
Γ est trivial.
(i) Si γ1 et γ2 sont deux éléments de Γ qui ne commutent pas et si li
désigne la distance d(y, γi.y), on a
Ent(Y, d, µ) ≥ δ log 2
4 + δ
1
max(l1, l2)
(ii) Si de plus (Y, d) est un espace de longueur et si le centre de Γ est
nul, alors
inf
γ∈Γ\{id}
[d(y, γ(y))] ≥ δ
4 + δ
1
H
e−2(
4+δ
δ )HD
pour tout majorant D de sup
z∈Y
[d(Γ.y,Γ.z)].
(iii) Si (X, dX ) est un espace de longueur compact qui admet un revête-
ment universel (éventuellement non simplement connexe), dont le diamètre
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est majoré par D, dont l’entropie est inférieure à H et dont le groupe de
transformations du revêtement universel est δ-non-abélien, alors la systole de
(X, dX ) (voir la définition 3.11) est minorée par ε0 où ε0 =
δ
4+δ
1
H e
−2( 4+δδ )HD.
Nous insistons sur le fait que ce théorème est valable sur les espaces
de longueur (en particulier, il n’est pas nécessaire de faire d’hypothèse de
courbure sur la métrique g d’une variété riemannienne).
Remarquons que, si (Y, dY ) est un revêtement (métrique) d’un espace de
longueur (X, dX ) et si le groupe Γ des automorphismes de ce revêtement
est δ-non-abélien et de centre nul, son action sur (Y, d) vérifie toutes les
hypothèses du théorème E.2 pour tout point y. En appliquant ceci dans le
cas où (Y, d) est le revêtement universel d’un espace de longueur (X, dX )
semi-localement simplement connexe et en exploitant l’isomorphisme entre
le groupe des automorphismes du revêtement universel et pi1(X,x), le point
(i) du théorème E.2 donne en particulier un moyen de repérer des espaces
de longueur compacts (qui admettent un revêtement universel simplement
connexe) qui possédent une "grande entropie" : il suffit de trouver deux petits
lacets (non homotopes à zéro) qui ne commutent pas.
Le point (ii) donne une minoration de la longueur de tous les lacets non
homotopes à zéro (quel que soit leur point-base) sur l’espace quotient.
E.3 Géométrie des variétés dont le groupe fonda-
mental est δ-non-abélien
Les résultats présentés ici sont valables sur les variétés compactes. Notons
que nous ne supposons pas, dans cette partie, que le diamètre des variétés
est majoré (ce qui entraîne l’existence d’une vraie partie fine).
Notations
Considérons une variété riemannienne compacte (Y, g) quelconque.
Pour tout point y de Y , nous noterons l(y) la longueur du plus petit lacet
non homotope à zéro de point base y. Nous noterons (Y˜ , g˜) son revêtement
universel et Γ son groupe des transformations du revêtement universel.
Si y est un point de Y et si y˜ est un quelconque de ses antécédents, on a
inf
γ∈Γ\{id}
d(y˜, γ.y˜) = l(y) > 0
Si γ est un élément de Γ, nous appellerons longueur de γ en y et nous noterons
ly(γ) la distance d(y˜, γ(y˜)) qui est aussi la longueur du plus petit lacet de
point base y sur Y qui représente γ.
Si ψy˜ est l’isomorphisme de Γ sur pi1(Y, y) qui envoie un élément γ sur la
classe du lacet pi ◦ c˜, où c˜ est un chemin sur Y˜ qui joint y˜ à γ.y˜, la longueur
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de γ est aussi l’infimum des longueurs des lacets de la classe ψy˜(γ). Si R est
un réel positif fixé, nous noterons ΓR(y˜) le sous-groupe de Γ engendré par
les éléments γ de longueur strictement inférieure à R.
Décomposition de la variété en parties fine et épaisse
Théorème E.3. ([BCG1], corollaire 3.3 et remarque 2.7)
Fixons un réel δ strictement positif.
Considérons une variété connexe Y dont le groupe fondamental Γ est δ-
non-abélien et admet une représentation injective dans le groupe fondamen-
tal d’une variété riemannienne compacte quelconque de courbure strictement
négative. Alors, pour toute métrique riemannienne g sur Y , on a
(sup
y∈Y
l(y))Ent(Y, g) ≥ δ log 2
4 + δ
Fixons δ et H deux réels strictement positifs. Considérons l’ensemble des
variétés dont le groupe fondamental Γ est δ-non-abélien et admet une repré-
sentation injective dans le groupe fondamental d’une variété riemannienne
compacte quelconque de courbure négative. Soit (Y, g) une variété de cet
ensemble munie d’une métrique g d’entropie volumique inférieure à H. Ce
résultat suggère de décomposer la variété considérée en
• une partie épaisse composée des points y de Y pour lesquels l(y) ≥ δ log 2(4+δ)H
(et qui s’avère non vide d’après le théorème E.3)
et
• une partie fine composée des points y pour lesquels l(y) < δ log 2(4+δ)H .
Notons que le théorème E.2 donne un minorant de l(z) pour tout point z de
Y .
Nous faisons ci-dessous quelques rappels sur la description de la partie fine
réalisée dans [BCG1].
Description de la partie fine
Théorème E.4. ([BCG1], extrait du corollaire 3.4)
Fixons des nombres réels positifs arbitraires δ et H et posons ε1 =
δ log 2
(4+δ)H .
Considérons n’importe qu’elle variété connexe Y qui a les propriétés topolo-
giques suivantes : son groupe fondamental Γ est δ-non-abélien et admet une
représentation injective dans le groupe fondamental d’au moins une variété
compacte X qui admet une métrique de courbure strictement négative.
Considérons sur Y n’importe quelle métrique riemannienne g dont l’entropie
volumique est majorée par H. Chacune des composantes connexes Y imince de
la partie fine Ymince a les propriétés suivantes :
(i) Il existe un ouvert Y˜ iε1 de Y˜ tel que la restriction pii de pi à Y˜
i
ε1 soit
un revêtement de Y imince et coïncide avec le quotient de Y˜
i
ε1 par l’action d’un
sous-groupe Γi de Γ isomorphe à Z (qui laisse stable Y˜
i
ε1).
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(ii) Pour tout point y appartenant à Y imince, l’image Γ˜i = ψy˜(Γi) du
groupe pi1(Y
i
mince, y) dans pi1(Y, y) (par le morphisme associé à l’inclusion)
s’identifie à Γi, est isomorphe à Z et Γi contient Γε1(z˜) pour tout z˜ apparte-
nant à Y˜ iε1
(iii) Si Y est compacte, Y imince contient au moins une géodésique pério-
dique de (Y, g), non homotope à zéro, dont la longueur réalise le minimum
de l(z) quand z appartient à Y imince.
Dans le chapitre V de cette thèse, nous aurons besoin de renseignements
supplémentaires sur l’élément qui engendre Γi dans le cas où la métrique g
est de courbure négative ou nulle. Le résultat suivant est une conséquence
directe du théorème E.4 en courbure sectionnelle strictement négative. Nous
le généralisons en courbure négative ou nulle.
Proposition E.5.
Fixons des nombres réels positifs arbitraires δ et H et posons ε1 =
δ log 2
(4+δ)H .
Considérons n’importe quelle variété connexe Y qui a les propriétés topolo-
giques suivantes : son groupe fondamental Γ est δ-non-abélien et admet une
représentation injective dans le groupe fondamental d’au moins une variété
compacte X de courbure strictement négative.
Considérons sur Y n’importe quelle métrique riemannienne g de courbure
négative ou nulle et dont l’entropie volumique est majorée par H. Fixons
une composante connexe Y imince de la partie fine. Alors, toutes les géodé-
siques périodiques qui minimisent {l(z)/z ∈ Y imince} sont homotopes (à un
changement de leur orientation près). De plus, le groupe Γi est engendré
par l’élément qui est représenté une telle géodésique.
Preuve de la proposition E.5.
Nous allons établir que, si un élément de Γ est représenté (dans un sens que
nous préciserons) par une géodésique périodique entièrement incluse dans
Y imince et qui minimise {l(z)/z ∈ Y imince}, alors il engendre Γi. Ceci suffit
à montrer que toutes les géodésiques périodiques qui minimisent {l(z)/z ∈
Y imince} sont homotopes : en effet, le théorème E.4 de G. Besson, G. Cour-
tois et S. Gallot nous assure que Γi est isomorphe à Z. Si deux géodésiques
périodiques représentent deux générateurs de Γi, ces générateurs ne peuvent
alors être qu’identiques ou inverses l’un de l’autre et les géodésiques corres-
pondantes (à condition de les orienter convenablement) sont homotopes.
Soit pi : Y˜ −→ Y le revêtement universel de Y .
Pour n’importe quel point y˜ de pi−1(y), rappelons que nous notons ψy˜ l’iso-
morphisme du groupe Γ des automorphismes du revêtement universel dans
pi1(Y, y), tel que ψy˜(γ) soit la classe du lacet pi ◦ c˜, où c˜ est un chemin qui
joint y˜ et γ.y˜.
Notons Φy˜ l’isomorphisme réciproque. On a alors, pour tout lacet de point-
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base y,
(1) Φy˜([c]).y˜ = l’extrémité du relevé de c dans Y˜ qui a pour origine y˜
Lemme E.6.
Si c : R −→ Y est une géodésique périodique d’origine c(0) = x0 et de
période L, notons [c] la classe du lacet c[0,L]. Si x˜0 est un élément quelconque
de pi−1(x0),
(i) Si c˜ est le relevé de c d’origine x˜0, on a
Φx˜0([c])
k .c˜(t) = c˜(t+ kL)
pour tout k ∈ Z
(ii) Si y est un point quelconque de Y (en général extérieur à c) et si y˜
est un point quelconque de pi−1(y), si β˜ : [0, 1] −→ Y˜ est un chemin qui joint
y˜ et x˜0, notons β = pi ◦ β˜. Alors, Φx˜0([c]).y˜ est l’extrémité du relevé dans Y˜
du lacet β.c[0,L].β
−1 qui a pour origine y˜. En particulier,
Φx˜0([c]) = Φx˜0([β.c[0,L].β
−1])
Preuve du lemme E.6.
Il suffit de faire la preuve du point (i) lorsque k = 1, après quoi on itère le
procédé.
La formule (1) donne
Φx˜0([c]).x˜0 = c˜(L)
donc les applications t 7−→ Φx˜0([c]).c˜(t) et t 7−→ c˜(t+L) sont deux relevés de
l’application t −→ c(t+L) = c(t) d’origine c˜(L). En particulier, pour tout t,
Φx˜0([c]).c˜(t) = c˜(t+ L)
ce qui prouve le point (i).
Posons
β˜1(t) = Φx˜0([c]).β˜(t)
et
(β˜1)
−1(t) = β˜1(1− t)
(β˜1)
−1 est le relevé de β−1 d’origine Φx˜0([c]).x˜0 = c˜(L), donc β˜.c˜[0,L].β˜
−1 est
le relevé de β.c[0,L].β
−1 d’origine y˜ ; son extrémité est donc
(β˜1)
−1(1) = β˜1(0)
= Φx˜0([c]).β˜(0)
= Φx˜0([c]).y˜
ce qui termine la preuve du lemme E.6
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Lemme E.7.
A tout élément τ de Γ, on peut associer une géodésique périodique c : R −→ Y
et un relevé c˜ de cette géodésique dans Y˜ tel que c˜ soit globalement invariante
par τ ; plus précisément, si L est la période (ou longueur) de la géodésique
périodique, on a
τk[c˜(t)] = c˜(t+ kL)
pour tout t ∈ R et tout k ∈ Z.
Construction de c et choix de c˜ :
Fixons un point y sur Y et un point y˜ de pi−1(y). Il existe un lacet γ de point-
base y tel que Φy˜([γ]) = τ . On définit alors c comme une des géodésiques
périodiques qui réalisent l’infimum de la longueur dans la classe d’homotopie
libre de γ (l’existence d’une telle géodésique est assurée par le théorème
d’Ascoli et la compacité de Y ).
Notons x0 = c0(0).
Posons c0 = c[0,L] et paramétrons également γ par [0, L]. Notons
H : [0, 1] × [0, 1] −→ Y
une homotopie libre de lacets (i.e., pour tout s, γs = H(s, .) est un lacet)
telle que γ0 = γ et γ1 = c0. Définissons alors le chemin β d’origine y et
d’extrémité x0 en posant
β(s) = H(s, 0) = γs(0) = γs(L) = H(s, L)
On choisit x˜0 dans pi
−1(x0) comme l’extrémité du relevé β˜ de β qui a pour
origine y˜.
On choisit c˜ comme le relevé de c d’origine x˜0.
Preuve du lemme E.7.
Par construction, les deux lacets β.c0.β
−1 et γ représentent le même élément
de pi1(Y, y). On a donc
τ = Φy˜([γ]) = Φy˜([β.c0.β
−1])
Le lemme E.6 (ii) prouve par ailleurs que
Φy˜([β.c0.β
−1]) = Φx˜0([c0])
D’après le lemme E.6 (i), on en déduit que
τk.c˜(t) = Φx˜0([c0])
k.c˜(t) = c˜(t+ kL)
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D’après le corollaire 3.4 (iv) de [BCG1] (cité dans le théorème E.4), il
existe une géodésique périodique c0 entièrement incluse dans Y
i
mince, dont la
période L0 est égale à l’infimum de l(z) quand z parcourt Y
i
mince.
Posons x0 = c0(0) et fixons un relevé x˜0 de x0 dans la composante connexe
choisie Y˜ iε1 de pi
−1(Y imince) et notons c˜0(0) le relevé de c0 d’origine x˜0. Notons
γ0 l’élément Φx˜0(c0|[0,L0]) de Γi (cet élément est indépendant du choix de x0
dans pi−1(x0) ∩ Y˜ iε1 d’après le corollaire 3.4 (iv) de [BCG1]).
Lemme E.8.
Tout élément de Γ qui commute avec γ0 est de la forme γ
p
0 , où p appartient
à Z.
Preuve du lemme E.8.
Soit γ1 un élément de Γ qui commute avec γ0 ; comme le groupe < γ0, γ1 >
engendré par γ0 et γ1 est abélien et que nous avons supposé que le groupe Γ
s’injecte dans le groupe fondamental d’une variété de courbure sectionnelle
strictement négative, Γ est isomorphe à Z et est engendré par un unique
élément τ . Nous allons vérifier que τ = γ0.
Quitte à remplacer τ par τ−1, on peut donc supposer que γ0 = τk, où k
appartient à N∗.
Le lemme E.7 assure l’existence d’une géodésique périodique c1 telle qu’un
de ses relevés c˜1 vérifie, pour tout q ∈ Z et pour tout t ∈ R,
τ q.[c˜1(t)] = c˜1(t+ qL1)
où L1 est la période de c1.
Notons x˜⊥0 la projection orthogonale de x˜0 sur c˜1 (elle est définie sans ambi-
guïté car Y˜ est simplement connexe et de courbure négative ou nulle) et γ˜0
la géodésique normale à c˜1 qui joint x˜
⊥
0 et x˜0. La géodésique τ
k ◦ γ˜0 est elle
aussi normale à τ k ◦ c˜1 = c˜1 au point τk(x˜⊥0 ).
Il découle de la formule de la variation seconde que la fonction
t 7−→ d
Y˜
(γ˜0(t), τ
k ◦ γ˜0(t))
est convexe et de dérivée nulle en t = 0, donc croissante (au sens large). On
a donc, si c˜1 est paramétrée normalement et si x˜
⊥
0 = c˜1(a),
k L1 = dY˜ (c˜1(a), c˜1(a+ kL1))
= d
Y˜
(x˜⊥0 , τ
k.x˜⊥0 )
≤ dY˜ (γ˜0(t), τk ◦ γ˜0(t)) ∀t ∈ [0, 1]
≤ d
Y˜
(x˜0, τ
k.x˜0)
= dY˜ (x˜0, γ0(x˜0))
= L0 < ε1
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c˜1(b) = τ
k(x˜⊥0 ) τ
k(x˜0) = H(β, b)
x˜0 = H(β, a)c˜1(a) = x˜
⊥
0
τk(γ˜0)
γ˜0
On en déduit que, pour tout t, le point γ˜(t) appartient à Y˜ε1 , donc à la
composante connexe Y˜ iε1 de Y˜ε1 qui contient x˜0. Il s’ensuit que le point x˜
⊥
0
appartient à Y˜ iε1 et que, par définition de L0 et L1,
L1 ≥ l(pi(x˜⊥0 )) ≥ L0
Ceci n’est compatible avec l’inégalité précédente que si L1 = L0 et k = 1.
Il en découle que γ0 = τ et γ0 est le générateur du groupe < γ0, γ1 >.
Note : Nous avons utilisé le fait que tout sous-groupe abélien non trivial
de Γ est isomorphe à Z, ce qui est en général faux pour une variété de
courbure négative ou nulle ; il est donc nécessaire de supposer que Γ admet
une représentation injective dans le groupe fondamental d’une variété de
courbure strictement négative.
Remarque E.9.
En courbure strictement négative, la géodésique c˜0 est l’unique relevé de la
géodésique c0 qui rencontre Y˜
i
ε1 ; elle est invariante par tous les éléments de
Γi.
En effet, nous avons vu que la géodésique c˜0 est τ -invariante donc
Y˜ iε1 ∩ pi−1(x0) = pi−1i (x0) = Γi.x˜0
= {τk.c˜0(0)/ k ∈ Z}
= {c˜0(kL0)/ k ∈ Z}
Tout autre relevé de c0 qui rencontre Y˜
i
ε1 passe par un point de pi
−1(x0)∩ Y˜ iε1 ,
donc par un point de la forme c˜0(kL0), donc coïncide avec c˜0 (à translation
du temps près).
Lemme E.10.
Le groupe Γi est l’ensemble des γ
p
0 , où p appartient à Z.
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Preuve du lemme E.10.
Comme L0 < ε1, l’élément γ0 appartient à Γε1(x˜0) donc tout élément de Γi
commute avec γ0 et on applique le lemme E.8.
Le corollaire E.10 prouve la proposition E.5.
Considérons à présent la fonction s 7−→ R(s) définie sur ]0,+∞[ par :
R(s) =
δ
(4 + δ)H
log
(
δ
2(4 + δ)
.
1
Hs
)
Lemme E.11.
En un point y de Y imince où le rayon d’injectivité i(y) est inférieur à
ε1
4 ,
pour tout relevé y˜ de y qui appartient à la même composante connexe de
pi−1(Y imince) que x˜0, le groupe ΓR(i(y))(y˜) est inclus dans le groupe
Γi = {γp0 / p ∈ Z}.
Preuve du lemme E.11.
Si s < ε14 , on a
δ
2(4 + δ)
.
1
Hs
>
2δ
(4 + δ)Hε1
=
2
log 2
> 2
On en déduit que R(i(y)) > ε1 donc que Γε1 est un sous-groupe non-trivial
de ΓR(i(y))(y˜) et de Γi. En courbure négative ou nulle, le rayon d’injectivité
en y est la demi-longueur du plus court lacet-géodésique σ de point-base y,
ce lacet étant automatiquement non homotope à zéro. On peut donc appli-
quer le corollaire 3.8 (ii) de [BCG1], qui assure l’abélianité de ΓR(i(y))(y˜).
La transitivité de la relation de commutation, valable sur tous les groupes
fondamentaux de variétés de courbure strictement négative, est également
vérifiée sur Γ \ {id}, donc tous les éléments de ΓR(i(y))(y˜) commutent avec
tous les éléments de Γi, donc avec γ0. Le lemme E.8 permet de finir la preuve
du lemme E.11.
Annexe F
Majoration universelle du
noyau de l’opérateur de la
chaleur et précompacité
Définitions
La distance spectrale est une distance sur l’ensemble des classes d’iso-
métries de variétés riemanniennes compactes. La distance spectrale a été
introduite par P. Bérard, G. Besson et S. Gallot dans [BBG], puis légè-
rement modifiée par A. Kasué et H. Kumura dans [KK1]. L’idée consiste
à plonger chaque variété riemannienne (M, g) compacte de volume 1 dans
un même espace de Banach grâce au noyau de l’opérateur de la chaleur.
On définit alors ("grosso-modo") la distance spectrale entre deux variétés
riemanniennes compactes (M, g) et (N,h) comme la distance de Hausdorff
entre leurs images par le plongement, munies de la distance induite par la
distance sur l’espace de Banach.
Plus précisément, considérons une variété riemannienne (M, g) compacte mu-
nie de la mesure normalisée µg :=
1
V ol(M,g)dvg.
Notons pM : R
+∗ ×M ×M −→ R+ le noyau de l’opérateur de la chaleur de
(M, g) pour la mesure µg, c’est-à-dire que, pour tout point x de M , pM(., x, .)
est l’unique solution de
(∗)
{
∆u(., .) + ∂∂tu(., .) = 0
lim
t→0+
u(t, .)µg = δx(.)
où la condition initiale doit être vérifiée au sens de la convergence faible des
mesures. Nous avons défini dans le chapitre 5 le noyau de la chaleur kM d’une
variété riemannienne qui vérifie, pour tout point x, la condition initiale
lim
t→0+
u(t, .)dvg = δx(.)
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au sens de la convergence faible des mesures. Remarquons que les deux
noyaux sont reliés par la relation
pM = V ol(M, g)kM
•Définition du plongement d’une variété dans C0([0,+∞], l2) :
Notons C0([0,+∞], l2) l’ensemble des courbes continues γ : [0,+∞] −→ l2
(où l2 est l’ensemble des suites de carré sommable) telles que γ(0) = γ(∞) =
0. L’espace C0([0,+∞], l2) est considéré comme un espace métrique muni de
la distance
Θ(γ, σ) = sup{||γ(t) − σ(t)||l2 / t ∈ [0,+∞]}
Soit (M, g) une variété riemannienne compacte munie de la mesure 1V ol(M,g)dvg
et Φ = {φi} un système complet orthonormal (pour la mesure 1V ol(M,g)dvg)
de fonctions propres sur M , où φi est associée à la valeur propre λi(M). Pour
une paire (M,Φ) on définit une application de M dans C0([0,+∞], l2) par
IΦ[x](t) =
(
e−(t+1/t)/2e−λi(M)t/2φi(x)
)
i∈N
IΦ est en fait un plongement de M dans C0([0,+∞], l2) et vérifie de plus
Θ(IΦ[x], IΦ[x
′])2 = sup
t>0
e−(t+1/t)(pM (t, x, x) + pM (t, x′, x′)− 2pM (t, x, x′))
•Définition de la distance sur M induite par le plongement :
Si l’on définit la distance dspecM sur M par
dspecM (x, x
′)2 = sup
t>0
e−(t+1/t)(pM (t, x, x) + pM (t, x′, x′)− 2pM (t, x, x′)),
le plongement IΦ est un plongement isométrique de l’espace métrique (M,d
spec
M )
dans C0([0,+∞], l2).
•Définition de la distance spectrale entre deux variétés :
Définition F.1.
Soient (M, g) et (N,h) deux variétés riemanniennes compactes et ε un réel
strictement positif.
Une application mesurable f : M −→ N est une ε-approximation spectrale
si elle satisfait
e−(t+1/t)|pM (t, x, x′)− pN (t, f(x), f(x′))| < ε
pour tout temps t > 0 et tous les points x et x′ de M .
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Définition F.2.
Soient (M, g) et (N,h) deux variétés riemanniennes compactes.
La distance spectrale entre (M, g) et (N,h) est définie par
dspec((M, g), (N,h)) = inf{ε > 0 / il existe deux ε− approximations
f : M −→ N et h : N −→M}
Remarque : Si dspec((M, g), (N,h)) = 0, on peut montrer qu’il existe un
homéomorphisme f : M −→ N qui préserve le noyau de la chaleur ainsi que
la mesure. Comme
lim
t−→0
4t log pM (t, x, y) = −d2M (x, y),
il en découle que f est une isométrie qui préserve la mesure. Ainsi, si
dspec((M, g), (N,h)) = 0, les variétés (M, g) et (N,h) sont isométriques.
Cas général
Dans un premier article (voir [KK1]), A. Kasué et H. Kumura montrent
qu’il suffit de majorer uniformément (sur la diagonale) le noyau de l’opé-
rateur la chaleur sur une famille de variétés riemanniennes compactes pour
montrer que cette famille est précompacte pour la distance spectrale ainsi
que pour la distance de Gromov-Hausdorff. Ils étudient ensuite de manière
très précise l’espace compactifié (pour la distance spectrale) de ce type de
famille dans [KK1], [KK2] et [Ka].
Théorème F.3. ([KK2], théorèmes 2.3, 2.6 et 3.1)
Soit F = {(M, g)} une famille de variétés riemanniennes compactes telle
qu’il existe deux constantes C et ν telles que, pour toute variété riemannienne
M de F , pour tout temps t ∈]0, 1] et tout point x de M ,
pM (t, x, x) ≤ C
tν/2
Alors,
(i) La famille F est précompacte pour la distance spectrale et pour la
distance de Gromov-Hausdorff.
(ii) Soit ((Mn, gn, µMn))n∈N∗ une suite de Cauchy de F où µMn est la
mesure normalisée. Il existe alors un espace de Hausdorff compact et connexe,
une mesure de Radon positive µX sur X et une forme de Dirichlet ré-
gulière (EX , D[EX ]) définie sur L2(X,µX) tel que le semi-groupe pX,t sur
L2(X,µX) (fortement) continu associé à la forme de Dirichlet possède un
noyau pX(t, x, x
′).
De plus, il existe une paire de εn-approximations spectrales fn : (Mn, kMn) −→
(X, kX ) et hn : (X, kX ) −→ (Mn, kMn) (où εn tend vers zéro), et ces deux
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applications sont aussi des εn-approximations de Gromov-Hausdorff entre
(Mn, d
spec
Mn
) et (X, dspecX ), où d
spec
X est définie par
dspecX (x, x
′)2 = sup
t>0
e−(t+1/t)(pX(t, x, x) + pX(t, x′, x′)− 2pX(t, x, x′))
De plus, la suite des mesures fn∗µMn converge vers µX pour la topologie
faible∗ quand n tend vers +∞.
(iii) Pour tout i ∈ N, la iième valeur propre λi(Mn) converge vers la
iième valeur propre λi(X) du générateur LX de la forme de Dirichlet EX
et, si u est une fonction propre de Mn associée à la valeur propre λi(Mn) et
telle que ||u||L2 = 1, il existe une fonction propre v de LX associé à la valeur
propre λi(X) et tel que ||v||L2 = 1, tel que
sup
a∈Mn
|u(a)− v(fn(a))| < εn,i; sup
x∈X
|u(hn(x))− v(x)| < εn,i
où εn,i tend vers zéro quand n tend vers l’infini.
Les fonctions propres de LX sont toutes continues.
Une question naturelle qui se pose une fois le théorème F.3 établi, est de
savoir si le compactifié de la famille F pour la distance spectrale coïncide avec
le compactifié de cette même famille pour la distance de Gromov-Hausdorff ;
plus précisément, si ((Mn, gn))n∈N est une suite convergente pour la distance
spectrale vers un espace métrique compact X munis de la distance dspecX , on
peut se demander s’il existe une distance de longueur δX sur X telle que la
suite ((Mn, gn))n∈N converge vers l’espace de longueur (X, δ) pour la distance
de Gromov-Hausdorff. Dans le cas général, on a le
Théorème F.4. ([KK1],théorème )
Soient fn : (Mn, kMn) −→ (X, pX), hn : (X, pX ) −→ (Mn, pMn), EX et pX
définis dans le théorème F.3. Alors,
(i) Il existe une sous-suite {Mm, gm}, une suite de réels strictement posi-
tifs {εm} qui tend vers zéro et une pseudo-distance continue δ sur X telles que
les applications fm : (Mm, pMm) −→ (X, pX), hm : (X, pX) −→ (Mm, pMm)
soient des εm-approximations de Gromov-Hausdorff entre (Mm, gm) et (X, δ).
(ii) Le noyau pX admet la majoration suivante pour tout temps t ∈ [0, 1],
et tous les points x et x′ de X :
pX(t, x, x
′) ≤ C(α)
tν/2
exp
(
−δ
2(x, x′)
(4 + α)t
)
où α est un réel strictement positif et C(α) est une constante qui ne dépend
que de C et de α.
Remarque F.5. Le point (i) du théorème F.4 implique d’après l’exemple
1.27 que la sous-suite {Mm, gm} converge vers l’espace de longueur (X/ ∼, δ)
qui consiste à dentifier les points de X à distance nulle. Ceci signifie que
(F , dspec) et (F , dGH) n’ont pas nécessairement la même adhérence.
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Etude du cas particulier où la courbure de Ricci est
uniformément minorée
Dans [KK2], les auteurs raffinent la description de l’espace-limite des
familles de variétés dont le noyau de la chaleur est uniformément majoré et
dont la courbure de Ricci est uniformément minorée :
Théorème F.6. ([KK2], théorèmes 3.5, 3.6, 3.8, 4.5)
Soient m, k et D trois réels strictement positifs.
Considérons la famille Fk,D des variétés riemanniennes compactes de dimen-
sion m dont la courbure de Ricci est uniformément minorée par −k, dont le
diamètre est uniformément majoré et telle qu’il existe deux constantes C et ν
telles que, pour toute variété riemannienne (M, g) de Fk,D, pour tout temps
t ∈]0, 1] et tout point x de M ,
pM (t, x, x) ≤ C
tν/2
Alors
(i) La famille Fk,D est précompacte pour la distance spectrale ainsi que
pour la distance de Gromov-Hausdorff ; de plus, les théorèmes F.3 et F.4
s’appliquent pour toute suite de Cauchy sur cette classe ;
(ii) Sur Fk,D, la topologie uniforme donnée par la distance spectrale est
plus fine que celle donnée par la distance de Gromov-Hausdorff. En fait, si
une suite ((Mn, gn))n∈N de Fk,D converge pour la distance spectrale, alors il
existe une distance d sur X telle que la suite ((Mn, gn))n∈N converge vers
l’espace (X, d) pour la distance de Gromov-Hausdorff (en particulier, la dis-
tance d est une distance de longueur).
De plus, pour tous les points x et y de X,
lim
t−→0
4t log pX(t, x, y) = −d2(x, y)
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