Summary. In this paper, we propose a new type of FCSPs called hybrid domain FCSPs that have a mixture of discrete and continuous domains. To solve this type of problems, we present an algorithm called Spread-Repair based on the framework of iterative improvement. Experimental results on some test problems show that the algorithm has an ability of finding local approximate solutions with high probability in a computation time much shorter than the traditional, discrete-domain FCSP.
Introduction
The constraint satisfaction problem (CSP) [1] is a powerful tool for solving various problems based on constraints among variables. However, the traditional CSP is too simple to formulate real world problems. In order to settle this situation, much research on the extensions of the CSP has been done. The fuzzy CSP (FCSP) is one of such extensions, where constraints are represented by fuzzy relations.
In the traditional CSP and FCSP, the variables take values from discrete and finite domains. However, many problems in which variables take a continuous value also exist in the real world applications, which have been treated in the mathematical programming including linear programming if the objective functions and constraints are formulated in a specific, restricted form.
In this paper, we propose a new class of FCSPs that allow variables to have a mixture of discrete and continuous domains. We show that this model, called the hybrid domain FCSP (HDFCSP), can be solved by a new algorithm Spread-Repair, an extension of the well-known iterative improvement algorithms.
This paper is organized as follows. In Section 2, we briefly review the traditional CSP. In Section 3, we define the HDFCSP. In Section 4, we develop a Spread-Repair algorithm for solving HDFCSPs. In Section 5, we present experimental results on some test problems. Finally, in Section 6, we summarize this work.
Constraint Satisfaction Problems
CSPs have so far contributed to formalization of scheduling, planning etc. Scheduling astronomical observations on the Hubble Space Telescope [11] and deciding frequency assignment of cellular phones [8] are well-known examples.
A CSP is defined by a set of variables
that take values from discrete and finite domains
The set S k of variables constrained by the constraint R k is called thescope of R k . If w = 1, 2, or 3, then the relation is called a unary, binary, or ternary relation, respectively. A constraint network can be represented by a graph, where each node represents a variable and the edges represent constraints. The ordinary graph can express only binary constraint networks. However, a hyperedge can represent non-binary constraints( Fig.1) , because hyperedges connect 2 or 3 nodes or more. A graph which has hyperedges is called a hypergraph. In general, an efficient and complete algorithm for solving CSPs does not exist. The increase in computation time is exponential in the size of the problems. However, the research on CSP algorithms has been advanced so that an approximate solution can be obtained in practical time in many cases. The algorithms for solving CSPs are classified into two categories. One of them is complete, systematic search algorithms in which a partial assignment to the variables is incrementally extended. In contrast, approximate iterative improvement search algorithms use heuristic information for obtaining high performance. For example, on the n-queens problem, the method quickly finds solutions to the one million queens problem [6] . The algorithm proposed in this paper is classified as the latter class and quickly searches for an approximate solution using such a heuristic repair approach.
This section presents an extension of FCSPs by introduction of the mixture of discrete and continuous domains.
Fuzzy CSP
FCSP is an extension of classical CSP in which the classical notion of constraints is extended to the notion of fuzzy constraints. A fuzzy constraint C k is represented by a fuzzy relation, and its membership function µR k is specified as follows:
A membership value µR k (v S k ) of an assignment v S k of domain elements to the scope S k of the constraint C k takes a real number between 0 and 1, interpreted as the degree of satisfaction. The fuzzy conjunction (AND) C k ∧ C l of two constraints C k and C l is a fuzzy relation R k ∩ R l whose scope is S k ∪ S l . Its membership function is defined as follows.
The expression v[S] denotes a projection (or restriction ) of the assignment v onto the set of variables S. The degree of satisfaction of the whole FCSP is defined by the conjunction of all the constraints with its membership function defined by
Given an assignment v, we call the value defined by this expression the minimum degree of satisfaction and denote it by
When C min (v) > 0, v is called a solution of the FCSP. An optimal solution is a solution that maximizes C min (v). Thus FCSP is defined as an optimization problem to find an assignment v that maximizes the minimum degree of satisfaction. Its objective function is C min (v) and its optimal value is given by max
Let l be the index that gives the smallest value of
and c * denote the corresponding fuzzy constraint, i.e., c * = C l . We implicitly require that the fuzzy constraints other than c * have as large a degree of satisfaction as possible when there are several optimal solutions.
Hybrid Domain FCSP
When domains of CSP and FCSP are finite, discrete sets, we can generate a complete search tree to search for a solution. However, when the domains are either infinite or continuous sets, the search trees are infinite and in general it is impossible to find a solution in a finite time. Nevertheless, we often face such cases when trying to solve read world problems.
In this section, we propose a new class of FCSPs called hybrid domain fuzzy CSP (HDFCSP) that allows variables to have a mixture of discrete and continuous domains.
Each domain of HDFCSP is a union of finite closed intervals as follows.
The closed interval [l j , u j ] whose lower and upper bounds are l j , u j represents the continuous subdomain {x|l j ≤ x ≤ u j }. Specifically, when l j = u j , the interval is a discrete domain consisting of a single element. Moreover, when l j = u j for all j, the HDFCSP degenerates to a traditional FCSP. In addition, if all the variables have only one continuous domain (i.e., m = 1 and l j < u j for all i) and all the constraints are represented as continuous membership functions, we might want to formulate the problem as some kind of mathematical programming problem on continuous domains. HDFCSP enables us to deal with complex problems that have a nature of traditional CSPs on discrete domains as well as mathematical programming problems on continuous domains.
Solving HDFCSP
The FCSP algorithms developed in the related works includes branch and bound methods [3] and neural networks [5, 10] . Since the domains of HDFCSP contain continuous intervals, it is impossible to generate a finite search tree. As a way to find approximate solutions by making the search trees finite, we could use a sampling method in which the continuous domains are approximated by a finite set of uniformly distributed sampling points. However, a high sampling rate for obtaining good approximation leads to combinatorial explosion of the search space. On the other hand, if the sampling rate is low, we can not find high quality solutions. Moreover, although the mathematical programming technique may be practical when the membership functions are limited to specific forms (such as linear or quadratic expressions) it has a negative side from the viewpoint of the artificial intelligence community in which they do not want to sacrifice expressional flexibility for representing knowledge and problems if possible. In this section, we propose a solution to this problem by developing a new algorithm, called Spread Repair, that selects only a small number of promising sampling points quickly rather than unformly sampling from the entire intervals.
Spread Repair Algorithm
We present an algorithm named Spread Repair. This method solves HDFCSPs approximately, based on iterative improvement framework in which the equation (5) being used as a performance function, the value of only one variable shall be changed in each iteration step, making the transition from state to state iteratively. If we cannot repair the minimally-satisfied constraint c * by changing the value of any single variable, the state of the algorithm is called a semi-local optimal solution. In addition, if we cannot repair any constraints by changing the value of any single variable without the decrease of the average satisfaction degree, the state is called a local optimal solution.
The Spread-Repair algorithm consists of the following three parts, where SpreadRepair() is the main procedure invoked from the outside.
SpreadRepair():
The main procedure of the algorithm. In each iteration step, the procedure tries to repair c * . Initially, the global variables Y and X are set to the list of all the variables, and V is set to the scope of c * .
RepairOneOf(V ):
This procedure tries to repair one of the variables of V in an attempt to increase the satisfaction degree of c * . Actually, thr variable which attains the greatest improvement is chosen and repaired. If the current state turned out to be a semi-local optimal solution, the target of the repair is spread to the neighborhood in a recursive manner. If the set of the uninvestigated variables Y is the empty set, the procedure returns "false" to indicate that the current state is a local optimal solution.
Repair(i):
This procedure computes the locally optimal assignment to x i . The candidate values are collected in a list T , from which the best value is selected and returned.
The notable feature of this method is that it increases the possibility of the state breaking out of semi-local optimal solutions by trying to change the values of the neighbor variables, which has a strong influence to c * . In addition, since this spreading computation is performed recursively, it could improve constraints other than c * . This could contribute to the increase of the average of satisfaction degree defined as follows: 
function Repair (i) //return the locally optimal assignment to x i T ← φ C ← the set of constraints whose scope contains Since the Spread-Repair algorithm is a type of hill-climbing algorithms there is no assurance that it always increases the value of (7) .However, our experience shows that in most cases it does. In a real world problem solving, to increase the average satisfaction degree is a very important concern [2, 3, 4] . This ferture is one of the biggest advantages of the Spread-Repair algorithm.
Computation of Candidate Neighbors
We propose an algorithm that determine a high-quality assignment to the given variable more quickly than the method that picks up a value from the sampling points uniformly distributed in the continuous domains. The computation time required for searching for the variable to be is linear to w, the size of the scope S * of c * , because we only need to check the satisfaction degree of c * after changing the value of each element of the scope S * . However, finding the global optimal assignment requires searching for an assignment that provides the maximum value of the membership function. Thus, much time is required depending on the form of the membership function, and the global maximum value is not necessarily obtained. Moreover, in changing assignment v ij of variables {x ij } w j=1 in S * , it is necessary to take two or more membership functions into consideration simultaneously, because x ij may be contained in the scope of other constraints.
Consider the set
is a function of the assignment v S k h to the scope S k h . However, we assume that the assignment to only a single variable x ij is changed in our algorithm, the membership value is determined uniquely by v i j . Therefore, we may think of this membership function as a function of v i j as follows.
It is very hard to figure out the shape of this membership function which is formed by fuzzy conjunction of fuzzy constraints that have v i j in their scope. However, since only an assignment v i j that takes the maximum value max(µR k h (v ij )) is required, we do not need to analyze the shape of the entire membership function. The maximum value of a continuous function f over the closed interval [l, u] is eitherf (l), f (u) or the local maximal value of f . Therefore, the global maximum value max(µR k h (v i j )) exists in one of the following ranges.
• the lower bounds and upper bounds of the domain of v ij , • the local maximal values of the membership functions of the fuzzy constraints whose domain contains v i j , • the intersection points of two of those membership functions.
The Spread-Repair algorithm search in these candidates for the next assignment (Fig.3) . Fig. 3 . max(µR k h (vi j )) between l and u
Experimental Results
We have evaluated the effectiveness of HDFCSP and the Spread-Repair algorithm by the graph vertex coloring problem. The problem is to assign to each vertex of the given undirected graph one of the given number n of colors such that every pair of neighboring vertices must be given different colors. Kanada [4] describes a fuzzy graph vertex coloring problem as an example of FCSP where the common domain of the variables is a set of 4 colors, each constraint is defined as a preference between colors, and the satisfaction degree is given by a fuzzy matrix. In this section, we extend this problem to define a new problem to evaluate FCSP algorithms with hybrid domains. The proposed problem is a kind of a graph vertex coloring problem in which the color space is represented by a continuous domain. To simplify the problem, we use the gray scale between black(0) and white (1), and prepare membership functions that define the satisfaction degree as the difference of the gray scale.
We solve this problem by using three specific algorithms: the SpreadRepair (SR), hill-climbing with sampling (H), and hill-climbing with Spreading (HS). They are run with the same parameters and initial values.
Continuous-Domain Graph Vertex Coloring Problem
It is known that combinatorial problems often have the region of parameter values where the difficulty of the problems changes dramatically as the parameter value passes through [7] . Considering this phenomenon we have conducted the experiment with the variable ratio of the number of vertices and edges. The graphs and the hybrid domains were generated at random.
The quality of the obtained solutions is shown in Fig.4 where the distribution of the minimum satisfaction degree C min and the average satisfaction degree C ave is depicted for each ratio 10%, 20%, 30%, 40% of the number of vertices to the number of edges. We set the sampling rate to 2 −10 , because under this setting the computation time of SR, H and HS is almost the same. In all results, the quality of the solutions (C min and C ave ) of SR and HS are better than H. This shows that the spreading method is effective for escaping out of local optimal solutions. No clear difference between the qualities of SR and HS is observed. This is due to the theoretical equivalence of SR and HS with the infinite sampling rate. Figure 5 is the result of the application of "fuzzy graph vertex coloring problem" to the coloring of the map of the mainland of USA. In this experiment, we constructed the constraint network for the map of USA by the same setup as the above experiment, and formalized the entire problem as a HD-FCSP. The gray scale of each area is initialized at random. The figure shows the map obtained by the Spread-Repair algorithm.
The satisfaction degree C min of Fig.5 is about 0.26, and the average of all the results with random initial values showed almost the same value. Since the satisfaction degree of the theoretical optimal solution is 1/3 (4 colors 0, 1/3, 2/3 and 1), the approximation ratio of about 79% is attained. The average of C ave is about 0.58 as a result of the overall improvement by the Spread-Repair algorithm.
Conclusion
In this paper, we proposed HDFCSPs and the Spread-Repair algorithm. The experimental have shown that the quality of solutions obtained by the SpreadRepair algorithm is better than the hill climbing with sampling, in both of C min and C ave . As for computation time, the Spread-Repair is more efficient than the methods with accurate rate sampling [13] . In conclusion, we can say that if about 2 −10 or more accuracy is required, we should use the SpreadRepair algorithm, and otherwise, it is better to use the hill climbing with sampling and spreading.
