With the help of an affine inflation B, a two-dimensional quasiperiodic Rauzy tiling R ∞ is constructed, together with a parametrization of its tiles by algebraic integers Z[ζ] ⊂ [0, 1), where ζ is a certain Pisot number (specifically, the real root of the polynomial x 3 + x 2 + x − 1). The coronas (clusters) of the tiling R ∞ are classified by disjoint half-intervals in [0, 1) the lengths of which are proportional to the frequencies of the corresponding corona types. It is proved that, for each of the three basis tiles, there exists an odd number of corona types of an arbitrary level. The parametrization obtained describes local rules (tile adjacency conditions) for R ∞ , and it conjugates the action of the affine rotation B of the plane R 2 by an irrational angle with a shift of the coding sequences.
Introduction 0.1. Finite Rauzy tilings. We denote by θ the Pisot number equal to the real root of the equation x 3 − x 2 − x − 1 = 0, and define the shift S(x) = x + ζ ζ 2 mod Z 2 of the torus T 2 = R 2 mod Z 2 , where ζ = θ −1 . In the paper [1] , we constructed a coherent sequence of Rauzy tilings d 0 ⊃ d 1 ⊃ · · · ⊃ d m ⊃ · · · of level m in which every tile d m+1 is obtained by inflation, i.e., by subdividing the tiles of the preceding tiling d m . The tilings d m are compatible with S, i.e., the action (0.1) S : d m → Sd m of the shift S on the tiling d m reduces to rearrangement of the basis tiles that partition the region B m d 0 , where B = −ζ −ζ 1−ζ 2 −ζ 2 . More precisely, the tiling Sd m differs from d m only by the position of the three tiles that partition the region B m d 0 . This invariance property of the Rauzy tilings d m is similar to the invariance property of the finite Fibonacci tilings [2] , where S is the rotation by the angle τ = 1+ 
we obtain a simply connected development of T , and the tiling (0.2) will coincide with the zero level Rauzy tiling d 0 (Figure 1 ). In the above construction, we do not use any explicit form of the development of the torus T . Only the tile substitutions (0.6) (and even only the substitutions of their centers) are of importance,
where V 0 consists of v R = 0, v G = v, and v B = w. We identify the set of vectors
with the centers of the tiles in the tiling R m (0.5). From (0.8), we obtain a method of reproducing the centers of tiles, V m+1 = B −1 V m , when passing from a level to the next one. This method completely determines the development of the torus
A development of T contains a neighborhood of zero [18] . Therefore, there exists a limiting tiling (0.10) (Figure 2 ) for the extending sequence of finite tilings R 0 ⊂ R 1 ⊂ · · · ⊂ R m ⊂ · · · . Although the tiling R ∞ itself is not periodic, every finite part of it, R m ⊂ R ∞ , generates a periodic tiling R m Z 2 = R m + B −m Z 2 of R 2 with the lattice of periods B −m Z 2 , where Z 2 is the set of columns with integral entries. The fundamental region R m of the tiling R m Z 2 is generated (see 1.17) by the shifts S (m) = B −m SB m mod B −m Z 2 of the basis tiles T R (0), T G (v), and T B (w). The Rauzy tiling R ∞ is quasiperiodic, and, like all such tilings, it admits only local parallel translations. Along with local symmetries, the Rauzy tiling R ∞ has global similarity symmetries, or, in our case, B-symmetries. These symmetries manifest themselves in the following two self-similarity properties of the tiling R ∞ :
Forgetting the coordinates, we can represent the inflation transformation R ∞ → ΔR ∞ as the replacement of the tiles T R (v R ) by the tilings v R + BR 0 . The deflation R ∞ → ∇R ∞ is an inverse process in which every connected triple of tiles
where v is a vector, is combined to yield one tile v R + B −1 T R (0).
Expanding vectors in the basis {B m z}.
For an arbitrary vector x ∈ R 2 , we define the coefficients ε n = 0 or 1, where n ∈ Z, by the conditions (0.12) ε n = 0 if B −n x ∈ T R ( * ), and ε n = 1 otherwise.
We consider the following sequence infinite on the right:
where m is the least number for which the point B m x belongs to the tiling R 0 . The sequences ε = ε(x) for x ∈ R 2 form the set E ∞ of sequences that do not contain three consecutive 1's. In Theorem 7.1, we prove that, for almost all x ∈ R 2 in Lebesgue measure, we have an expansion
of x in terms of the basis {B n z : n ∈ Z} with coefficients 0 and 1. The sequence
such codes conjugate the actions of the affine rotations B ±1 on x and the translations B ±1 (see (7.12) ) of their codes r(x). The inequality
where the vertical lines stand for the length of a vector and the constant c > 0 does not depend on x, indicates links between the expansions (0.14) and two-dimensional approximations (see [13, p. 285 ] and [14, 15] ). For the relationship with β-expansions, see [10, 11] .
Parametrization of Rauzy tilings.
The tiling R ∞ is obtained by taking the
Here, only the terms ε −m , . . . , ε −1 , ε 0 , ε 1 of the sequence ε(v), which determine the form X of the tile T X (v) and its center v, i.e., the position of the tile in the plane R 2 , are of importance. Technically, it is more convenient to represent these beginnings of sequences in the form of numbers
is a bijection between the set of tiles in R ∞ and the set T [ζ] (see the algorithm in Subsection 6.2), and thus, we obtain a parametrization of the tiling R ∞ by a set of algebraic integers
of the parameter set (Proposition 6.1), and the inflation R ∞ → ΔR ∞ gives rise to the dilation ΔT [ζ] = ζ −1 · T [ζ]. Therefore, in our case, the set T [ζ] plays the role of a "window" of the well-known model set method [16, 17] . We define the corona cl(T X (t), r) of level r = 0, 1, 2, . . . (or, simply, the r-corona) as the union of all tiles T X (t ) ∈ R ∞ that can be connected with T X (t) by a sequence of at most r tiles tangent to each other. Two coronas of the same level are said to be equivalent,
if they can be superposed (made coincide) by a parallel translation. In particular, for r = 0, the equivalence (0.18) means that T X 1 (t 1 ) and T X 2 1 (t 2 ) are tiles of the same form, X 1 = X 2 , and for r = 1 the tiles have the same first local environments. In §6, it is proved that the parameters t 1 and t 2 belong to one and the same half-interval in the partition
if and only if X 1 = X 2 . For the level r = 1, there are 11 different forms of coronas, which are parametrized by a smaller subdivision of half-intervals in (0.19),
If the tiles T X 1 (t 1 ) and T X 2 (t 2 ) have equivalent clusters (0.18) for all levels r, then this is possible only for t 1 = t 2 (see Proposition 6.4 ). An important characteristic of the Rauzy tiling R ∞ is the number of half-intervals p R ∞ (r) in the partitions (0.19) and (0.20) and their generalizations of an arbitrary level r (see Proposition 6.3). The rate of growth of the function p R ∞ (r) as r → ∞ characterizes the complexity of the tiling R ∞ (see [3, 4] for the details).
Local rules.
The tiling R ∞ can be constructed starting with any tile T X (t) ∈ R ∞ and surrounding it layerwise by neighboring tiles according to the following local rules of the algorithm of Subsection 6.2. For every half-interval [cl X , * ) in (0.20), we have its own set of local parameters s 1 , . . . , s l and the corresponding local vectors v(s 1 ), . . . , v(s l ). We assume that the parameter t of the tile T X (t) belongs to the half-interval [cl X , * ). Then T X (t) is surrounded by l = l[cl X , * ) neighboring tiles (0.21)
where the form of a tile X i = R, G, or B is determined by the inclusion of the parameter t + s i into one of the half-intervals [0,
Our goal in the present paper is to obtain a parametrization of the infinite Rauzy tiling R ∞ and, on the basis of this parametrization, to derive the local rules (0.21), which are important not only in the study of approximation of numbers, multidimensional continued fractions, the geometry of quasiperiodic tilings, and color dynamics, but also in numerous problems of theoretical and applied crystallography. For example, using the local rules, one can study the growth and dynamics of the shaping of quasicrystals [5, 6] and their complexity function and forcing [3, 4] , as well as diffraction on quasicrystals [7] and their similarity symmetries [8] .
The method of the present paper can be applied [9] to a wide class of quasiperiodic tilings of a plane the constructions of which are based on cubic irrationalities: generalized Rauzy tilings [9] , the tilings generated by the Jacobi-Perron substitutions ( [14] , [13, p. 253] ), the Akiyama tilings [10] , etc.
The author wants to thank V. Krasil shchikov who wrote the computer programs for constructing the tilings for the present paper. §1. T -number system and related tilings 1.1. T -number system. The Tribonacci numbers T n are defined by the recurrence relation [1] (1.1)
for n ≥ 0 and the initial conditions T 0 = 1, T 1 = 2, and T 2 = 4. Since the inequality T n+1 ≤ 2T n is valid for all n ≥ 0, every N in N = {0, 1, 2, . . . } can be expanded uniquely into the finite sum
where the coefficients ε n (N ) = 0 or 1 satisfy the condition (cancellation rule)
for all k ≥ 0. If N = 0, then we put ε n (N ) = 0 for all n ≥ 0. The mapping
is a bijection from the set N of nonnegative integers onto the set E of sequences ε = (ε 0 , ε 1 , . . . ), where ε n = 0 or 1, satisfying (1.3) and having a finite number of elements ε n equal to 1.
E-tilings of level m.
We present several methods of constructing tilings on the set E [1] . 
where ε| n = (ε 0 , ε 1 , . . . , ε n−1 ) is the beginning of the sequence ε of length n.
Method 2 involves the substitutions (the inflation
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In this case, the tiles of E m+1 are obtained by the following renaming and subdividing the tiles of E m : numbers, where m ≥ 0, T −2 = 0, and T −1 = 1. We introduce the notation i 0 = i, j 0 = j − T m , and k 0 = k − T m+1 − T m . Then the tiling (1.5) can be represented in the form 
and Π(∅) = ∅ for the empty word. Similarly, we extend Π to the set A ∞ of all finite and infinite sequences:
The substitution Π has a unique fixed sequence
We call u the gauge sequence. This is motivated by the fact that the torus winding is kept in a compact region by the sequence u.
The initial sequences of u of length N = 0, 1, 2, . . . are denoted by
where r k (v) is equal to the number of letters v i = k in the sequence v.
The substitution Π and Tribonacci numbers.
The substitution Π acts on the column r(v) by the following rule:
As a consequence of the above formula, we obtain
the substitution matrix A gives rise to the sequence of Tribonacci numbers T n , which is defined also by relation (1.1). The characteristic polynomial of the matrix A is equal to Ch A (x) = x 3 − x 2 − x − 1 and has one real root θ ≈ 1.8392 and two complex conjugate roots α and s α. Since θ > 1 and |α| 2 = 1 θ , we have |α| = |s α| < 1; therefore, θ is a Pisot number. Its inverse ζ = 1 θ ≈ 0.5436 satisfies the relation
Therefore, the behavior of Δ k (v) is described completely by the column vector
We note that Δ(v) is an eigenvector for the substitution Π,
We introduce a special notation,
for N = 0, 1, 2, . . . , so that the mapping N → δ(N ) yields a winding of the torus T 2 = R 2 mod Z 2 obtained by shifting the zero point by the vector ξ = ζ
Proper sequences.
The sequences v = Π n (1) for n = 0, 1, 2, . . . , where Π 0 (1) = 1, are called proper sequences in A fin . They satisfy the noncommutative recurrence relation (cf. (1.1) and (1.13))
for n ≥ 0 and the initial conditions Π 0 (1) = 1, Π 1 (1) = 12, and Π 2 (1) = 1213. Since the lengths of these sequences are 1, 2, and 4, respectively, we see that the recurrence relation (2.8) implies that the proper sequences Π n (1) have lengths T n = l(Π n (1)) equal to the Tribonacci numbers T n as in (1.1).
Since the relations Π(u) = u and u = 1u are valid for the gauge sequence (2.1), we have u = Π n (u) = Π n (1)Π n (u ); therefore, Π n (1) = U T n are the initial sequences of length T n for the gauge sequence u. From (2.4) it follows that Δ(Π n (1)) = B n Δ(1). This fact and relation (2.5) imply the formula (2.9) δ(T n ) = B n z for n = 0, 1, 2, . . . , where z is the shift (2.7) of the torus. By induction on N , from (2.8) we obtain the following formulas:
for k = 1, 2, 3, n ≥ 1, where, by (1.1), we have T −2 = 0 and T −1 = 1.
By (2.4) , the deviation δ(T n ) is related to the roots of the characteristic equation Ch B (x) by the formula
.
If N has the expansion N = n≥0 ε n (N ) T n , then relations (2.5) and (2.9) imply
The Rauzy tilings of level m. We consider the subset
Here B is the matrix as in (2.4) and z = δ(1) is the shift vector of the torus (2.7). Since ζ and ζ 2 are irrational, the mapping δ :
, respectively. In [18] it was proved that, for the level m = 0, the set
contains D 0 and that its components form a tiling of the torus T 2 = R 2 mod Z 2 with the following properties. 
where ξ = ζ ζ 2 is a shift of the torus T 2 . From the definition (1.11) of the shift S on the set E of sequences, we obtain the commutative diagram
where the lower arrow means the rearrangement of the set D defined by (2.17) . Observe that the restriction of the shift S (see (2.15) ) of the torus to the set D coincides with the rearrangement (2.17) mod Z 2 . §3. Metrics
3.1.
On the set N = {0, 1, 2, . . . }, we define an order by putting ord(N ) = t if, in the Tribonacci number system, the number N ∈ N, N = 0, has the expansion N = n≥t ε n (N )T n with ε t (N ) = 0, and ord(N ) = +∞ if N = 0. This order has the following properties:
is obtained by a shift of the number N in the system (1.2).
As usual, we define a metric on the set N by the formula
where n(N ) = 2 − ord(N ) is the norm. The metric has the following properties:
The latter relation is an analog of the triangle inequality.
By the bijection N
, the order ord(ε), the norm n(ε), and the metric (ε) can be carried over to the set E.
3.3.
On the torus T 2 , we define the metric (x, y) as the distance between the cosets x + mod Z 2 , y + mod Z 2 in the Rauzy metric
which has the property
where B is the matrix (2.4).
Proposition 3.1. By continuity, the commutative diagram
where the mappings δ are the bijections (2.12) and (2.13) and ε is the bijection (1.4), can be extended up to the commutative diagram
in which all arrows are homeomorphisms.
Proof. The commutativity of (3.7) follows from the relation δ(N ) = δ(ε(N )), which is a consequence of (2.12) and (2.13). The numbers 1, ζ, and ζ 2 are linearly independent. Therefore, by (2.6), the set D = δ(N) = δ(E) is dense in the torus T 2 , and, consequently,
To prove that the mappings δ in (3.8) are homeomorphisms, we need to check that the metrics on the sets N, E, and T 2 are compatible. The fact that the metrics are compatible on N and E follows from the definition of the metric on the set E. Now, we prove that the metrics are compatible on the sets N and T 2 .
Let (N, N ) < ε and, say, N < N.
Using (3.9) and the inequality (3.10)
x < 1 2 for all x ∈ s D (see [18, p. 158 ]), we obtain δ(N ) < 1 2 ζ t/2 ; consequently, the distance (δ(N ), δ(N )) < 1 2 ζ t/2 tends to zero as t → ∞, because 0 < ζ < 1.
Conversely, let (δ(N ), δ(N )) < ε and N < N. Then N = N + N , and there exists l ∈ Z 2 such that
By (2.6), we have δ(N )−δ(N ) = N ξ +l for some l ∈ Z 2 , and then, for l = l −l ∈ Z 2 , we have
On p. 161 of [18] , the following properties of the closure of the development s D were proved: there exists a constant c > 0 satisfying the conditions
From (3.12) and (3.14) , we see that if ε > 0 is sufficiently small, then (N, N ) ≤ 2 −t < ε for every ε > 0 given in advance. , shows the distinction of this metric from the Euclidean and p-adic metrics. In the first case, the closure s N coincides with the set N itself, i.e., is discrete; in the second case, we have s N = Z p , where Z p is the ring of p-adic integers, which is compact and totally disconnected. §4. Types of r-coronas of Rauzy tilings
Neighborhood relationship for tiles. Tiles
where is the metric ( . We begin to classify the types of local environments of the tiling d m starting with the level m = 3, which is the minimal tiling containing all possible types of local environments for the tilings d m of all levels m = 0, 1, 2, . . . . Another approach to classification of coronas, which involves the kernel d 0 of the infinite Rauzy tiling (see Figure 1 ), was used in [3, 4] . Table 1 contains all possible local environments of the tiling d 3 . This tiling contains 7 tiles of the form d 3 R (i), 6 tiles of the form d 3 G (j), and 4 tiles of the form d 3 B (k). Using R + 1 as an example, we explain the notation employed in Table 1 . The notation R + 1 indicates the type of local environment for the central tile of the form d 3 R (i c ). The symbol (3 + , 3, 1) means that, among its neighbors, the tile d 3 R (i c ) has three 3 tiles of the form d 3 R ( * ), 3 tiles of the form d 3 G ( * ), and 1 tile of the form d 3 B ( * ). The coordination number 7 = 3 + 3 + 1 is equal to the total number of all tiles that are neighbors for d 3 R (i c ), and every such tile has its own local number. In their turn, the types of local Proof. We find the corona types for the tilings d m , m ≤ 3, by direct inspection of all cases. The procedure can be outlined as follows: 1) first, we look through the tilings d 0 Z 2 , d 1 Z 2 , d 2 Z 2 , and d 3 Z 2 ; 2) for the tilings d 0 Z 2 , d 1 Z 2 , and d 2 Z 2 , we use the substitutions (inflation) (1.8), and, for d 3 Z 2 , we use the recurrence relation (1.12); 3) to check whether tiles from d m Z 2 are neighboring, we use diagram (3.8) .
Following this plan, we considerably reduce the number of coronas for the tilings d m Z 2 through which we must look. Using the tiling d 0 Table 3 . Ramification of coronas under inflation Observing that ε 0 s 0 0 = ε 10 and ε 110 s 0 110 = ε 10 , we arrive at (4.1). First, we consider the coronas in Table 1 . Looking through all the tiles with the help of diagram (3.8), we find all derivative types of coronas under the inflation 3 → 4. Since ramification does not depend on m, the same types of coronas arise in the general case m → m + 1. Table 3 contains all possible types of coronas of Table 1 . Table 1 , and every such type is represented by a tile d m X ( * ) in d m Z 2 . Proof. We proceed by induction on m. For m = 3, the claim follows from Table 2. By  Table 3 , no new types arise under the inflation m → m + 1, and every corona type in Table 1 arises again under inflation. Thus, Table 1 contains a complete set of all possible corona types that correspond to the tilings d m Z 2 of all levels m = 0, 1, 2, . . . , and each tiling d m Z 2 of level m ≥ 3 admits all corona types.
Ramification of coronas under inflation. Method 2 enables us to construct the
We note that, by Table 2 , the tiling d 3 Z 2 is a periodic tiling of the smallest level containing all corona types (see Figure 3 ). It can also be proved that, among finite tilings with this property, d 5 has the smallest possible level. 
is the Rauzy tiling (see Subsection 2.5), and the intervals I m , J m , and B m are defined by formulas (1.14) . These two tiles are neighbors if and only if the following conditions are satisfied:
Proof. For the tilings of levels m = 0, 1, and 2, the neighborhood relationship is verified directly. For m = 3, the claim is justified by 
is the corresponding local number of the corona cl(d m X ( * )), and therefore, its order ord(s m ) satisfies the inequality indicated in the theorem. If, moreover, the local number s m belongs to the interval conjugate to the inequality indicated, then the tiling d m Z 2 admits a corona that is a neighbor of d m X ( * ). 
Intervals of types of coronas.
The tiles of the form d m G (j) ∈ d m have local environments of type G ± 1 , G 0 if their number j ∈ J m belongs, respectively, to the half-interval
All tiles of the form d m B (k) ∈ d m have the same type of local environment B for every number k ∈ K m , i.e., Table 1 . For example, for the corona type Y * * = R + 1 , its star has the form st(R + 1 ) = {2, 4, 6, 7, 9, 11, 20}. For the levels m > 5, we proceed by induction. We consider the tiles d m 
Ĺ 20 . In the tiling d m , the tile indices change in the half-interval [0, T m+2 ). For an infinite tiling R ∞ , it is natural to replace the local numbers s m X by their limiting normalized values
From (6.1), we obtain 7 = ζ 2 and 20 = ζ + ζ 2 . Since d 3 is a tiling of the smallest level containing clusters of all types, we describe the local numbers and their limit values in the scale m = 3. To use the limit values s for tracing the passage to an adjacent tile in the tiling R ∞ , we act as in (6.2), normalizing the half-intervals of the corona types from Theorem 4.2.
The normalized half-intervals I(R + 1 ), . . . , K(B) corresponding to the half-intervals I m (R + 1 ), . . . , K m (B) are presented in Table 5 . The second column contains the lengths of the half-intervals I(R + 1 ), . . . , K(B) normalized with respect to the ambient set [0| . . . |1) = [0, ζ) ∪ [ζ + ζ 2 , 1). For example, the normalized length of the half-interval I(R + 1 ) is equal to ζ 5 1−ζ 2 ≈ 0.067. The normalized lengths characterize the relative frequency of the appearance of the corresponding corona type in the Rauzy tiling R ∞ .
The tiling R ∞ consists of tiles of the following three types:
where T = int{d 0 } is a development of the torus T 2 . 
2. An Algorithm of a layerwise construction of the Rauzy tiling R ∞ . 1. Using Table 5 , around the initial tile T R (0) with local environment of type R + 1 , we construct the adjacent tiles
where v(s) = B −3 δ(s) is a local connection vector and s is the limit value corresponding to the local number s. As a result, we obtain the first local environment en(1) of the tile T R (0). 
To construct the second environment en(2), we append the adjacent tiles to all tiles (6.4). Thus, for example, by Table 4 , the parameter t = 2 is equal to t = ζ 4 , and ζ 4 ∈ I(R + 2 ). Therefore, the tile T R (2) has the local environment type R + 2 and is surrounded by 7 tiles
. . .
In the sequel, we use the shorthand T X (t) = T X (0) + v(s 1 ) + · · · + v(s r ), where the parameter t is equal to the sum of the limit values s 1 + · · · + s r ∈ [0| . . . |1) and s 1 , . . . , s r is a sequence of compatible local numbers: if for every k = 1, . . . , r−1, the sum s 1 +· · ·+s k belongs to a half-interval of type X, then s k+1 must be a local number admitted by the half-interval X (see Table 5 ). The local environment type for the tile T X (t) is determined by a half-interval in Table 5 to which the parameter t belongs.
3. Next, we construct the environments en(3), en(4), . . . , etc. Proof. Statement 1 follows from the second method of constructing E-tilings (see (1.7)) and ramification formula (6.8); statement 2 follows from the inclusion T [ζ] ⊂ [0| . . . |1) and Table 5 ; the last statement follows from the second relation in (6.9) and formulas (6.8). Table 5 shows the relationship between the types of coronas of the tiling R ∞ and the eleven half-intervals in the tiling
Higher order coronas.
The half-intervals in the coarser tiling
correspond to the three types of tiles, R, G, and B, or to the coronas of zero order.
Passing to the coronas of an arbitrary order r = 0, 1, 2, . . . that are obtained by uniting all local environments of the orders from 0 to r, we see that the indicated relationship between them and the tilings of the set [0| . . . |1) is preserved. Proof. We present two methods of constructing a tiling of [0| . . . |1) into half-intervals of r-corona types.
Method 1.
We start with t = 0 and successively extend the initial tile T R (0) by the tiles of the 1st, 2nd, . . . , rth environment and calculate their parameters. We denote by T (T R (0), r) ⊂ T [ζ] the set of parameters obtained. From T (T R (0), r), we choose parameters t ζ 2 , t ζ , and t 1 closest, respectively, to the endpoints ζ 2 , ζ, and 1 from the left but not coinciding with them. Let Δ > 0 be the smallest of the corresponding distances. Then [0, Δ) is a half-interval for all tiles generating r-clusters of the same type as the tile T R (0). Since Δ ∈ T [ζ], there is a tile T R (Δ) corresponding to it; we apply the same construction to this tile, etc. The number of types of 1-coronas is finite. Consequently, for each r, there exist finitely many types of r-coronas, and the process terminates after finitely many steps. Method 2 is based on the dual approach, where the tiling [0| . . . |1) r+1 is obtained by a refinement of the preceding tiling [0| . . . |1) r . In particular, the tiling (6.11) is obtained from (6.12) in this way. For this, we must have the tiling (6.12) for r = 0 and all local numbers from Table 5 with their limit values from Table 4 . At the intersection of the X-row and the Y -column in Table 6 we present the admissible local numbers s XY from the X-tile to the Y -tile. Suppose that the tiling [0| . . . |1) r is already constructed. In an arbitrary order, we look through all local numbers in Table 6 . If, for example, the local number s RR is chosen, then the point x runs through the interval [0, ζ 2 ) R in the tiling [0| . . . |1) 0 ; see (6.12) . We add the division point In the case of a general s XY , the point x runs through the half-interval [ * , * ) X , and we trace its image x = x + s XY as it runs through the half-interval [ * , * ) Y in the tiling (6.12) . Looking through all local numbers occurring in Table 6 , we obtain the tiling [0| . . . |1) r+1 . 
where the elements ε m ε m+1 = 0, 10, or 110 indicate the form of the tile d m R ( * ), d m G ( * ), or d m B ( * ), respectively. Passing from d m to normalized tilings, we obtain the relation
where δ(ε m ε m+1 . . . ) is a point in some tile of the tiling d 0 = d 0 R (0) + d 0 G (10) + d 0 B (110), because R 0 = d 0 for the zero level, and B −m δ(ε 0 . . . ε m−1 ) is a shift vector for the tile containing the point δ(ε m ε m+1 . . . ). The separation into two parts in (7.2) makes it necessary to introduce the set of distinguished sequences |E ∞ of the form
where θ = θ 0 θ 1 . . . and τ 1 . . . τ m θ 0 θ 1 . . . with τ 1 = 1 are sequences in E ∞ . A distinguished sequence |θ consists of the of ε-and τ -parts, (7.4) ε(|θ) = θ 0 θ 1 , . . . , τ (|θ) = 0 f o r m = 0, τ 1 . . . τ m for m ≥ 1, and has the t-parameter if m = 0, θ 0 = 1, τ m ζ 3 + · · · + τ 1 ζ m+2 if m ≥ 1, θ 0 = 0, θ 1 ζ + θ 0 ζ 2 + τ m ζ 3 + · · · + τ 1 ζ m+2 if m ≥ 1, θ 0 = 1. By (7.2), to every distinguished sequence |θ, we assign a point of the plane R ∞ by the following rule: Proof. Statements 1 and 3 follow directly from the definitions of the mappings e, |e, T , and B ±1 .
We prove 4. The identity (7.15) T (t, ε) = C(t)
for t = 0 follows from the definition (7.10) of the mapping T and the algorithm (see Subsection 6.2) of the layerwise construction of the tiling R ∞ . For arbitrary values of t, formula (7.15) is proved by induction on m: we apply the mapping B −1 (see (7.13) ) to the left-hand side of (7.15) and the affine rotation B −1 as in (2.4) to the right-hand side. The transition m → m + 1 is obtained with the help of Proposition 6.1 and the formula for B −m (0) in Proposition 6.2. We begin the proof of Statement 2 with the tilings d m = δ(E m ) of the torus T 2 (see (1.5) and (4.4)). If a point x is such that x ∈ T 2 and x / ∈ ∂d m = s d m \ d m (the boundary of d m ), then x belongs to only one tile in d m , and consequently, its index s i, s j, s k in (1.5) is determined uniquely. The diameters of the tiles of d m tend to zero as m → ∞. Therefore, if x does not belong to the set ∂ ∞ = ∞ m=0 ∂d m , then there is a unique infinite sequence ε ∈ E ∞ assigned to such x, x → ε. Since the Lebesgue measure of the set ∂ ∞ is zero, we have a mapping E ∞ → d m ; this mapping is invertible almost everywhere, and consequently, is a bijection.
We prove that the mapping e : N ⊗ E ∞ −→ R 2 is also a bijection almost everywhere. For this, we apply the approximation R 0 ⊂ R 1 ⊂ · · · ⊂ R m ⊂ · · · of the Rauzy tiling R ∞ of R 2 by the finite tilings R m = B −m d m . Since the set N ⊗ E ∞ admits the tiling Since, as a set, the tiling R ∞ coincides with R 2 \ ∂R ∞ and the boundary ∂R ∞ has zero measure, (7.16) shows that the mapping e is a bijection almost everywhere. Similar statements concerning the mappings |e, T follow from the fact that diagram (7.9) is commutative.
The commutative diagram where |ε = . . . ε −2 ε −1 |ε 0 ε 1 . . . is a distinguished sequence in |E ∞ ; this can be done by the following rule. We consider the following two sequences. 1) The infinite sequence (7.19) x 0 = B −0 x, x 1 = B −1 x, . . . , x n = B −n x, . . . , which determines ε n = 0 if x n ∈ R R (t) and ε n = 1 otherwise, where R R (t) are tiles in the Rauzy tiling
and X(t) = R, G, B is the form of tiles determined by the parameter t.
2) The finite sequence (7.20)
which terminates as soon as the point x −n is in the tiling of zero level R 0 = R 0 R (0) ∪ R 0 G (ζ 2 ) ∪ R 0 B (ζ + ζ 2 ). The elements ε −n = 0 or 1 are defined similarly. The matrix B has the eigenvalues |α| = |α | < 1, and the closure s R 0 contains a neighborhood of zero. Therefore, the process (7.20) terminates after finitely many steps depending on x.
The codes r(x) = |ε(x) = . . . ε −2 ε −1 |ε 0 ε 1 . . . are compatible,
with the actions of the affine rotations B ±1 (see (2.4)) on the points x and the shifts B ±1 (see (7.12) ) of their codes r(x).
