Plasmonic modes supported by noble-metal nanostructures offer strong subwavelength electric-field confinement and promise the realization of nanometer-scale integrated optical circuits with well-defined functionality. In order to measure the spectral and spatial response functions of such plasmonic elements, we combine a confocal microscope setup with spectral interferometry detection. The setup, data acquisition, and data evaluation are discussed in detail by means of exemplary experiments involving propagating plasmons transmitted through silver nanowires. By considering and experimentally calibrating any setup-inherent signal delay with an accuracy of 1 fs, we are able to extract correct timing information of propagating plasmons. The method can be applied, e.g., to determine the dispersion and group velocity of propagating plasmons in nanostructures, and can be extended towards the investigation of nonlinear phenomena.
Introduction
Integrated plasmonic circuitry is discussed as a candidate for the next optical data processing chip-scale technology since it offers subwavelength confinement of guided light fields in combination with the possibility to devise well-defined functional elements [1] [2] [3] . The building blocks of integrated circuits include optical antennas for an efficient interconversion of far-field and near-field modes [4] [5] [6] as well as plasmonic waveguides with particular routing functions such as splitting [7, 8] , filtering [7] and switching [8] [9] [10] .
So far, much work related to the characterization of transport properties of suitable nanostructures relies on simulations and local near-field measurements, thus providing some insight into characteristic optical properties. However, to accurately assess the overall function and performance of plasmonic elements, it is important to investigate relevant parameters such as the speed of plasmon propagation in a work environment. In Fig. 1 such a setting is sketched. It includes a far-field light source that locally excites guided plasmons, a functional plasmonic element, which processes the guided waves, and an outcoupling region where guided plasmons are converted back into far-field propagating photons.
The spectral analysis of white light transmitted through plasmonic metal films with slitgroove pairs yielding the group velocity of two-dimensional surface plasmons [11] has been an approach to this setting without using high spatial resolution. Furthermore, interference of plasmons in nanowires acting as resonators has been detected at the distal and the input end of these nanowires to determine plasmon losses and group velocities [12, 13] . However, both methods rely on self-interference of plasmons and, hence, are limited, e.g., with respect to the geometry of the nanostructure.
In contrast, the heterodyne technique of spectral interferometry [14] employs a delayed reference pulse together with spectrally resolved detection for full characterization (amplitude and phase) of electric fields, e.g., transmitted through a periodic nanoslit/-hole array using weakly focused fields [15] . In a related heterodyne technique the interference is detected without spectral resolution and the delay time between signal and reference pulse has to be scanned. This technique has been used previously to characterize propagation of plasmon pulses on the surface of a nanostructured metallic film [16] . A combination of this technique with near-field microscopy has been implemented to characterize the propagation of pulsed evanescent fields in photonic [17] and plasmonic waveguides [18] .
In this work, we discuss a technique where a confocal microscope is combined with spectral interferometry. The excitation and detection position can be chosen independently, thus enabling optical excitation of a certain structure at one spot while monitoring its emission at another spot. Hence, we can measure complete spectral response functions with spatial resolution. The technique enables us to, e.g., characterize group velocities of propagating plasmons in optically integrated nanostructures ( Fig. 1 ). For the determination of these group velocities time delays due to geometrical path differences within the setup have to be taken into account, as we will show in Section 4.
Experimental setup
For the experimental implementation of the scenario outlined in Fig. 1 we use a confocal microscope that has the ability of selectively detecting particular emission spots independent of the excitation position. Heterodyne detection is then realized with a reference beam. The experimental setup is shown in Fig. 2 . A polarizer ensures that the excitation polarization of the femtosecond laser pulses [peak wavelength λ 0 = 800 nm, spectral full width at half-maximum (FWHM) = 46 nm] is linearly polarized. Since the analyzer selects the respective orthogonal polarization component of the emission signal, a crossed-polarizer scheme can be used in order to suppress reflected light. The first beam splitter BS 1 reflects 8% of the incoming (s polar- The linearly polarized excitation beam is split into a part for excitation and a reference. Signals from the sample plane are redirected by a piezo tip-tilt mirror to pass the pinhole (PH). The reference beam is dispersion compensated by traversing two prisms before being recombined with the signal for spectrally resolved heterodyne detection. The inset shows a scanning electron microscope (SEM) image of a representative silver nanowire with a length of 3.5 μm and a diameter of 90 nm.
ized) light towards an immersion-oil objective (Nikon Plan Apo, 100×/1.40) in order to excite nanostructures in the sample plane. The beam diameter is chosen to overfill the back aperture of the objective. An xyz-piezo stage (P-517.3CL, PI, Germany) moves the sample relative to the excitation beam position and adjusts the focus. The same objective is also used to collect light emitted from arbitrary positions of the sample plane within its field of view. Most of the collected signal is transmitted through BS 1 (T p = 99% and T s = 92%) and is redirected via a piezo tip-tilt mirror (S-334.2SL, PI, Germany) towards a Keplerian telescope (L 1 : f = 200 mm and L 2 : f = 50 mm) with a pinhole (PH; d = 30 μm) at the common focal plane. This combination facilitates selection of particular (diffraction-limit sized) spots from the field of view independent of the excitation position. Via a flippable mirror (FM 1 ) the signal can also be directed to an avalanche photo diode (APD 1 , Perkin Elmer, SPCM-CD 2801) without passing the pinhole and the analyzer, i.e., the emission from the sample plane then is detected without extra spatial or polarization selection. The part of the excitation beam transmitted by BS 1 is used as reference. It also passes a Keplerian telescope (L 3 : f = 220 mm and L 4 : f = 50 mm) in order to match the signalbeam diameter. A λ /2-plate in combination with the analyzer acts as a variable attenuator for the reference beam intensity. The reference beam then traverses two NBK-7 prisms (in totalinternal-reflection mode) in order to introduce approximately the same second-order dispersion as caused by the microscope objective. This improves the signal-to-noise ratio of the amplitude and phase reconstruction process, which is described later.
Signal and reference beams are recombined at the second beam splitter (BS 2 ; equivalent to BS 1 ), which exhibits high transmission for the signal beam. The second flippable mirror (FM 2 ) allows switching between another avalanche photo diode (APD 2 , Perkin Elmer, SPCM-AQR-13) and a spectrometer [spectrograph (Princeton Instruments, Acton SpectraPro 2500i) and charge-coupled device (e2v, CCD42-10 in Princeton Instruments, Acton Pixis2kB)] as detector. APD 1 is used to generate images when the xyz-piezo stage is scanned [cf. Fig. 3 (a), "excitation scan"], whereas APD 2 is used as detector when the piezo tip-tilt mirror is scanned [e.g., Figs. 3(b) and 3(c), "emission scans"]. The spectrometer is used to record spectral interferograms at specific positions within these "emission scans" [see Figs. 4(a) and 4(b)]. Signal and reference path lengths are chosen to be equal. One of the prisms is mounted on a translation stage, which makes it possible to adjust the time delay τ between signal and reference pulse.
Here, we demonstrate the capabilities of the setup using chemically grown silver nanowires [PlasmaChem GmbH, Berlin, Germany; see inset of Fig. 2 for a representative scanning electron microscope (SEM) image]. Silver nanowires can be considered as building blocks of future plasmonic nanocircuits and have been studied extensively in this context [9, 12, [19] [20] [21] . However, other nanostructures, which support propagating modes, can also be characterized using this method. The nanowires have been deposited on indium tin oxide (ITO)-covered microscope cover slips by drop casting. After evaporation of the solvent (H 2 O) the nanowires were embedded in index-matching oil (Type B, Cargille-Sacher Laboratories Inc., NJ, USA).
Data acquisition and data evaluation
In order to perform an "excitation scan" we raster scan the sample in the x-y plane and record the intensity of the reflected signal using APD 1 . As a result we get scan images as shown in Fig.  3 (a), in which the silver nanowires appear as bright elongated structures due to the increased reflection of light in its immediate vicinity. In these images the excitation pulse polarization is linearly polarized along the y axis. The transmission axis of the analyzer is oriented along the x axis for realization of a crossed-polarizer scheme in "emission scans". In order to optimize the efficiency for both excitation and emission, we orient the sample such that the nanowire to be characterized has its long axis roughly along the diagonal of our "excitation scan" images. Em. Refl.
Em.
" " " (a) An "excitation scan" that is used to locate a nanowire is shown. (b) An "emission scan" that is recorded by scanning the piezo tip-tilt mirror is depicted. The reflection of the excitation spot at the lower end of the nanowire ("Refl.", black circle) and the emission at the upper end of the nanowire ("Em.", red circle) are visible. Both signals can be completely characterized via spectral interferometry (SI), see Fig. 4 . The gray nanowire is sketched for convenience. Since the plasmon propagates from the lower left (LL) to the upper right (UR), we term this measurement "LL2UR-propagation". (c) The analog experiment for a "UR2LL-propagation" is shown. The insets in (b) and (c) show the excitation and detection polarizations. The axes of (b) and (c) are labeled with respect to the center of the position-dependent pulse arrival time (PD-PAT), which is explained in the corresponding section. Here, the labeling shows that the excitation position ("Refl.") is the same in measurements (b) and (c) and the nanowire is shifted with respect to this position, as explained in the text.
For "emission scans", this results in a ca. 45°and -45°angle for excitation and detection polarization with respect to the nanowire's long axis, respectively. Since optimal excitation of plasmons in silver nanowires is typically obtained for a polarization parallel to the nanowire [22] , this allows for efficient suppression of reflected light in "emission scans" without severe loss of signal strength.
With the nanowire in the described orientation, there are two options for a plasmon propagation experiment: Either the lower left end of the nanowire is excited and plasmons propagate towards the upper right end ("LL2UR"), where they can be converted back into far-field detectable signals, or the plasmons can be launched at the upper right end and the emission can be detected at the lower left end ("UR2LL"). In either case the respective input end of the nanowire is placed at the position of the excitation focus. With this excitation position fixed, we then use the piezo tip-tilt mirror in the detection path ("emission scan") to obtain a spatially resolved map of the sample emission as shown in, e.g., Fig. 3 (b) ("LL2UR"). In such a map, the direct reflection is readily visible at the excitation position ["Refl.", black circle in the lower left part of Fig. 3(b) ]. The radiative decay of plasmons at the output end can also be observed as a bright spot, which is well separated from the reflection spot for sufficiently long nanowires. This emission can be seen in the upper right part of Fig. 3 (b) ("Em.", red circle). The fact that the directly reflected spot is visible at all in the crossed-polarizer scheme is due to high-numerical-aperture depolarization effects [23] and is exploited to obtain the reference starting time of the plasmon pulse as indicated in Fig. 4 (g). The emission intensity can be optimized by fine positioning the nanowire end with respect to the excitation position. Figure 3 (c) shows the same experiment for the reverse plasmon propagation direction ("UR2LL").
Spectral interferometry detection is performed by overlapping the reflected and the emitted pulse after propagation [the signals in the black and red circles of Figs. 3(b) and 3(c), respectively] individually with the reference pulse. Both positions are measured subsequently and the heterodyne signal is recorded with the spectrometer. Even though the amplifying heterodyne detection technique is used, higher excitation intensities than for the avalanche photo diodes are usually required, since the signal is dispersed over many CCD pixels and the used grating is blazed at 500 nm. The respective spectral interferograms corresponding to the experiment shown in Fig. 3 (b) are depicted in Fig. 4 (a) (reflection, black) and Fig. 4 (b) (emission, red). As can be inferred from the modulation of the red line over the complete spectrum, all spectral components of the laser pulse are transmitted through the nanowire.
Amplitude and phase retrieval in spectral interferometry can be achieved by means of a Fourier-transform scheme [14, 24] . For this purpose, the separately measured reference intensity I ref (ω) is subtracted from the spectral interferograms and then a first fast Fourier transform is applied. Measurement of the reference intensity I ref (ω) is facilitated with computer controlled shutters (by closing shutter S 1 in Fig. 2 ). Because of the dispersion compensation in the reference beam this first fast Fourier transform yields narrow peaks for the oscillatory part [cf. shaded areas in Figs. 4(c) and 4(d)] and, therefore, enables us to use a relatively short delay time between signal and reference pulse (τ ≈ 600 fs), which is well below the Nyquist limit of the detector. The oscillatory parts are then isolated with Fourier windows [shaded areas in Figs. 4(c) and 4(d)] and inversely fast Fourier transformed. This yields complex-valued numbers S i (ω), with i = Refl. and i = Em., from which the spectral signal intensities
(which can also be measured separately by closing shutter S 2 in Fig. 2 ) and the difference phases with respect to the reference pulse phase ϕ diff,
of both signals are calculated as can be seen in Fig. 4 (e) and Fig. 4(f) . The spectral-phase response function of the plasmonic element can then be calculated by subtracting the retrieved phase of the reflected pulse from that of the emitted pulse, thereby eliminating the reference pulse phase: 4(f) this spectral-phase response function is mostly linear, since both phases ϕ diff,i (ω) have a strong slope according to τ ≈ 600 fs but show little curvature. This linear slope of the response function indicates the difference in arrival time of the reflected and the emitted signal. For a detailed analysis of this time separation we employ a third fast Fourier transform using I i (ω) and ϕ diff,i (ω) -both zero padded at high frequencies -of the reflection and the emission signal to obtain the temporal envelopes shown in Fig. 4(g) . The arrival time of the reflection pulse at ca. 600 fs (black) indicates the adjusted delay of the signal pulse with respect to the reference pulse. Because of plasmon propagation the emission (red) arrives at a time Δt later. In the case of multiple reflections of the propagating plasmon wave inside the nanowire multiple signal pulses are expected. These pulses will show up as additional (though much lower) peaks in the temporal envelopes and will not affect the data evaluation because the global maximum is evaluated only.
Due to the fact that the plasmon propagation time for the investigated micrometer-long structures is in the range of tens of femtoseconds it is important to carefully consider time offsets that may be acquired within the setup due to different optical paths. As we will see in the next section, path differences due to the different detection positions in the sample plane [cf. "Refl." and "Em." circles in Figs. 3(b) and 3(c)] translate into a position-dependent pulse arrival time (PD-PAT) and can indeed not be neglected. Consequently, the separation Δt of the maxima in Fig. 4(g) have to be corrected by the PD-PAT to yield the plasmon propagation time t prop . This correction is also discussed in the next section.
Position-Dependent Pulse Arrival Time (PD-PAT)
Time delays due to geometrical path differences that are acquired in the microscope setup because of the different detection positions in the sample plane [cf. "Refl." and "Em." circles in Figs. 3(b) and 3(c)] translate into a position-dependent pulse arrival time (PD-PAT), which is discussed in this section.
The time delays that occur in the present setup can be accounted for by a ray-tracing model as depicted in Fig. 5 . The figure shows an idealized and simplified two-dimensional scheme of the setup's part enclosed in the dashed box of Fig. 2 . Signals (green and red lines) emerge from the sample plane, pass the objective, are redirected by the piezo tip-tilt mirror (black dashed for tilting position 1 and black solid for tilting position 2) and subsequently focused onto the pinhole (PH). By scanning the piezo tip-tilt mirror around its center, different sample plane positions are selected by the pinhole. The green path (1) indicates a signal emerging from the center of the sample plane. In that case, the beam path coincides with the optical axis of the objective and is reflected at the center of the piezo tip-tilt mirror. After this reflection the beam path coincides with the optical axis of lens L 1 and the signal is focused onto the pinhole in the image plane. In this setting of the piezo tip-tilt mirror (dashed black) the mirror normal and the optical axis of the objective form a 45°angle ("zero position"). On the other hand, the red path (2) indicates a signal that emerges a distance r away from the center of the sample plane. The angle α is connected to this distance via α = arctan (r/ f ), with f = 2 mm being the focal length of the objective. This can be simplified to α = r/ f , since very small angels are considered (±10 μm = ±0.005 rad). With the piezo tip-tilt mirror in its "zero position" this signal (2) would not be imaged onto the pinhole. However, by tilting the piezo tip-tilt mirror about an angle of α/2 around its center as indicated (solid black) the signal is deflected such that it passes the pinhole (see Fig. 5 ).
The optical path length difference between 2 and 1 (from the sample plane to the reference plane) can be obtained via trigonometry and yields (see Appendix A) with n obj being the (average) refractive index and f the focal length of the objective. The distances L obj and D are defined in Fig. 5 . On the right hand side of this equation we introduced the PD-PAT Amplitude A = L obj n obj + D. The negative sign in Eq. (1) indicates that path 2 is shorter. Since the problem is rotationally symmetric, i.e., only the distance r to the sample center within the sample plane is important, signals from an outer rim in the sample plane arrive earlier at a detector behind the pinhole than signals that emerge from the center. The field of view, i.e., the part of the sample that is imaged onto the detector, is defined by the objective. The center of the field of view is defined by the optical axis of the objective. For an excitation beam propagating parallel to this optical axis the position of the excitation focus is identical with this field of view center. In the idealized description of the PD-PAT origin above it is assumed that the center of rotation of the piezo tip-tilt mirror lies on the optical axis of the objective (green path 1). If this is not the case and the center of rotation is shifted a distance Δm with respect to the optical axis, the PD-PAT center position is displaced by the amount Δx relatively to the field of view center. In this case, the excitation/reflection position and the PD-PAT center are not the same. In our setup, a distance of Δm = 1 mm roughly corresponds to a shift of Δx = 5 μm. In order to take this alignment factor into account, we model the PD-PAT value in the sample plane as
with (Δx 2 + Δy 2 ) 1/2 being the shift of the field of view center relative to the PD-PAT center, and the speed of light in vacuum c. In all "emission scan" images [i.e., Figs. 3(b) , 3(c), and 6] the axes are labeled with respect to the PD-PAT center, i.e., the position (0,0) in these images is the PD-PAT center. Experimental calibration of Eq. (2) determines the three parameters A, Δx, and Δy. The amplitude A = L obj n obj + D can easily be measured directly at the setup [see Fig. 5 , L obj = 5.5 cm, n obj = 1.51, and D=(39.7 ± 0.5) cm]. This yields a value of A = (48.0 ± 0.5) cm. In contrast, the PD-PAT center position does not necessarily coincide with the excitation/reflection position and the relative shift (Δx, and Δy) has to be determined with a different approach, which is outlined in Appendix B. With all three parameters at hand, T PD−PAT (x, y) can be calculated for all positions within the sample plane and the PD-PAT correction can be applied to the separation time Δt from the plasmon propagation experiment ( Fig. 3 and Fig. 4 ). This is done by calculating a correction time t corr from the PD-PAT values at the reflection and emission positions [t corr = T PD−PAT (x Refl. , y Refl. ) − T PD−PAT (x Em. , y Em. )]. The corrected propagation time is then defined as t prop = Δt + t corr . For the calculation of the plasmon velocity v = l/t prop the separation of the reflection and emission position is the wire length l.
Results and discussion
In order to demonstrate and visualize the PD-PAT, we illuminated the sample plane in a quite large area (20 × 20 μm 2 ). For this purpose, a convex lens in front of the polarizer was inserted. The focal length and position of this lens was chosen to focus the excitation beam in the back focal plane of the objective. This yields a large focal spot in the sample plane. The reflection of this large focal spot is then imaged onto the pinhole plane. The sample for this experiment is a pure glass substrate and the analyzer is set to the same orientation as the polarizer, since the direct reflection of the glass-air interface is of interest. By applying the data evaluation method (cf. Fig. 4 ) to every position within the sample plane (here, "reflection" = center of scanned area, "emission" = all other positions), the measured position-dependent pulse arrival time (PD-PAT) can be visualized as shown in Fig. 6(a) . Note that compared to Figs. 3(b) and 3(c) the scan area now is 20 × 20 μm 2 and the color code represents relative arrival time rather than intensity.
As expected from the model [Eq. (2)], a rotationally symmetric dependence is visible and signals emerging further away from the center of the scanned area arrive earlier at the detector. Similar dependencies, but completely different in origin, have been found due to the radial group delay in (chromatic) lenses [25, 26] . Fitting the measured data with Eq. (2) results in an amplitude of A = (47 ± 1) cm, which agrees with the value used for calculating T PD−PAT (x, y) [A = (48.0 ± 0.5) cm]. Furthermore, the difference of the measured and fitted time-correction data has a standard deviation of about 1 fs (data not shown), indicating that no additional parameters have to be considered in Eqs. (1) or (2) .
In this demonstration experiment, the lateral positioning of the additional lens in front of the polarizer modifies the beam path towards the objective and determines the center position of the measured PD-PAT [the position of the minimum pulse delay in Fig. 6(a) is not centered at (0,0)]. Therefore, this center position has to be determined in a different fashion as discussed in Appendix B.
In Fig. 6(b) the PD-PAT calculated with Eq. (2) is shown for the same area. For the calculation the parameters A = 48.0 cm, Δx = 0.68 μm, and Δy = 1.13 μm were used. As a consequence, the position of minimum pulse delay is centered at (0,0). Comparing the measured [ Fig. 6(a) ] and calculated [ Fig. 6(b) ] data reveals the very good agreement. In Fig. 6(b) the reflection and emission positions of the plasmon propagation experiment (cf. Fig. 3 ) are marked with white and black crosses, respectively. As can be seen, the PD-PAT center (0,0) does not coincide with the excitation/reflection position and different corrections have to be applied for both measurement directions.
By utilizing the PD-PAT correction we can, e.g., determine the group velocity of plasmons propagating along silver nanowires. We find that the velocity depends on the diameter of the nanowires and observe a drastic decrease of the velocity for nanowire diameters below 100 nm [27] . For larger diameters the velocity saturates at circa 44 % of the velocity of light in vacuum. Furthermore, we experimentally demonstrate the dependence of the plasmon group velocity on the local nanowire environment [27] .
Apart from the timing information that is encoded in the first-order Taylor coefficient of the spectral-phase response function [ϕ response (ω) = ϕ diff,Em. (ω) − ϕ diff,Refl. (ω)], we also analyzed higher-order phase terms, i.e., the dispersion of propagating plasmon pulses. As the dispersion is very low in the case of silver nanowires, we can state only an upper limit of 50 fs 2 rad −1 μm −1 for the experimentally determined group delay dispersion per propagation length. This value is in good agreement with data obtained from the second derivative of simulated dispersion relations [27] .
The absolute errors for plasmon group velocities are calculated according to formal error propagation. Recording nine spectral interferograms at both positions ["Refl." and "Em. Apart from the geometrical correction (PD-PAT), no additional phase or amplitude effects of the setup have to be considered, since the relative change between reflection and emission signals is determined and such effects cancel out automatically. The reflection signal is due to a non-resonant (instantaneous) scattering process at the input end of the nanowire. The complexvalued reflection coefficient of this process is constant within the laser pulse spectrum. Therefore, the temporal position of this reflection is the correct starting time of the plasmon mode. Furthermore, possible phase offsets (i.e., zero-order Taylor coefficients) that may occur upon reflection at the nanowire input end do not matter for the determination of plasmon group velocity or dispersion of the plasmon mode upon propagation. Finally, the nanowires are indeed attached to the planar substrate surface: The reflected signal at both ends and the signal from a reflection at the center of the nanowire arrive at the same time within the experimental accuracy at the detector (data not shown).
There are two reasons for the threefold fast Fourier transform evaluation. First, reconstruction of I i (ω) and ϕ diff,i (ω) is necessary to calculate the spectral response function ϕ response (ω) = ϕ diff,Em. (ω) − ϕ diff,Refl. (ω) of a plasmonic element. Second, it is not possible to retrieve exact timing information from the first fast Fourier transformation, which starts in λ -space and, therefore, does not yield time-domain information. [Therefore, the abscissae in Figs. 4(c) and 4(d) are termed "pseudotime"]. It would be necessary to resample the spectral interferogram in the ω-space to directly yield time-domain information. This introduces errors due to interpolation of the highly modulated data [28] , while resampling the filtered data after the second Fourier transformation does not introduce significant interpolation errors.
Summary and conclusions
In summary, we introduced a technique for characterization of functional plasmonic elements by combining confocal microscopy that facilitates independent excitation/detection positioning with spectral interference using ultrashort pulses. This technique enables us to characterize propagation properties of plasmons in nanostructures. Since the method provides full amplitude and phase information of the propagated signal, the spatial and spectral response functions of plasmonic functional elements such as splitters, multiplexers, switches or logic gates can be determined. With this far-field microscopy approach, the scenario of optically integrated plasmonic circuits -as depicted in Fig. 1 -is implemented.
In order to retrieve timing information of the plasmon pulses, time delays due to geometrical path differences within the setup are important. We use a model for the position-dependent pulse arrival time (PD-PAT) together with experimental calibration to achieve an accuracy of about 1 fs in time measurements. This enables us to determine the group velocity of propagating plasmons.
The setup can also be used to investigate non-linear effects on plasmon propagation as a result of ultrashort pulses exciting appropriate nanostructures. Moreover, applications are expected in the field of coherent control of optical excitations in nanostructures where the far-field laser pulse can be shaped in order to focus the plasmonic energy in space and time [29] [30] [31] [32] [33] [34] .
In future applications the presented technique might be combined with nonlinear spectroscopy schemes, such as transient grating or coherent 2D spectroscopy [35] , to determine the third order response function with a spatial resolution down to the diffraction limit.
Appendix A
Here, we describe one way of deriving the optical path differences that lead to the positiondependent pulse arrival time (PD-PAT) as defined in Eq. (1). The angles in Fig. 7 are defined as follows: δ = (AM; ME) = (EM; MP), α = (BZ; ZA), ϕ = (PM; MK), β = (CM; MP). From Fig. 7 we can decompose the lengths of the optical paths 1 (green) and 2 (red) from the sample plane (AB) to the reference plane (PK):
The unknown length MP in path 1 can be found as follows:
• MP = MK cos ϕ,
For the angles, following relations hold:
2 + α = π ⇔ β = 2δ − π 2 + α. Therefore, ϕ + β = α 2 + δ , and we find MP = {[L obj − ( f − H)]n obj + D} sin α cos( π 2 − α 2 − δ )/ cos( α 2 + δ ).
For the unknown lengths in path 2, we can write:
• BZ = ( f n obj )/ cos α, H) ]n obj + D} cos α,
• CK = MC tan(ϕ + β ).
If we combine all the information and mathematically simplify the optical path difference, we get 2 − 1 = −D − (H + L obj )n obj + [D + (− f + H + L obj )n obj ] cos α + f n obj / cos α.
Note that this difference is independent of the angle δ , implying that this angle does not have to be 45°and allows for a slight misalignment. In contrast, a parallel shift of the line AM, i.e., if the center of rotation of the piezo tip-tilt mirror does not lie on the optical axis of the objective, shifts the PD-PAT center as discussed in the main text and measured in Appendix B. Now, we take into account that D > L obj f > H [because D = (39.7 ± 0.5) cm, L obj = 5.5 cm, f = 2 mm, and H = 0.17 mm]. In fact, this means we can assume f = H = 0, which reduces the optical path difference to 2 − 1 = (L obj n obj + D)(cos α − 1).
With the assumption that we consider very small angles (±10 μm = ±0.005 rad) this formula is further simplified to Eq. (1). Both assumptions that we make, i.e., f = H = 0 and cos α = 1 − α 2 2 , create a systematic deviation of the approximation [Eq. (1)] with respect to the exact formula [Eq. (3)] that is −0.1 fs at a distance to the PD-PAT center of 5 μm, and hence is an order below the estimated PD-PAT error of ΔT PD−PAT ≈ 1 fs. PD-PAT value at the excitation and emission position is fixed by this procedure, one nanowire measurement is not enough. However, by fitting the data of multiple nanowires (with different lengths and preferably different orientations) "globally" the parameters Δx and Δy can be found with sufficient accuracy. Note that no a-priori knowledge of the absolute value of the plasmon group velocity is needed for this procedure.
In our case, we measured a set of 13 nanowires in both directions. Afterwards, we used an unconstrained nonlinear optimization procedure to minimize the total squared corrected velocity differences [Σ 13
k=1 v UR2LL,k − v LL2UR,k 2 ] of both directions under variation of the parameters Δx and Δy. This resulted in Δx = (0.68 ± 0.3) μm and Δy = (1.13 ± 0.3) μm. In all "emission" figures [ Figs. 3(b) , 3(c), and 6] the axes are labeled with respect to the PD-PAT center, i.e., the position (0,0) is the PD-PAT center and the excitation/reflection position is at (Δx, Δy). By applying the PD-PAT correction the relative difference of both measurement directions is decreased to about 2 %.
We want to note that if the PD-PAT center and the excitation/reflection position do coincide (i.e., Δx = Δy = 0) both measurement directions will always yield the same separation time (Δt UR2LL = Δt LL2UR ), since the PD-PAT is rotational symmetric. By the same argument this is also true if the shift vector Δx Δy is normal to the nanowires's long axis. This might erroneously lead to the conclusion that no correction has to be applied for a perfect aligned system. However, it should be clear that the determined propagation velocity will always be wrong if no PD-PAT correction is applied.
