Abstract-In this work we investigate the behavior of the distortion threshold that can be guaranteed in joint sourcechannel coding, to within a prescribed excess-distortion probability. We show that the gap between this threshold and the optimal average distortion is governed by a constant that we call the joint source-channel dispersion. This constant can be easily computed, since it is the sum of the source and channel dispersions, previously derived. The resulting performance is shown to be better than that of any separation-based scheme. For the proof, we use unequal error protection channel coding, thus we also evaluate the dispersion of that setting.
I. INTRODUCTION
One of the most basic results of Information Theory, due to Shannon [1] , states that in the limit of large blocklength n, a discrete memoryless source with distribution P can be sent through a discrete memoryless channel with transition distribution W and reconstructed with some expected average distortion D, as long as:
where R(P, D) is the rate-distortion function of the source, C(W ) is the channel capacity and ρ is the number of channel uses per source sample. We denote by D * = D * (P, W, ρ) the distortion satisfying (1) with equality, known as the optimal performance theoretically attainable (OPTA). Beyond the expected distortion, one may be interested in ensuring that the distortion for one source block is below some threshold. To that end, we see an excess distortion event E(D) as
is the distortion between the source and reproduction words s andŝ. We are interested in the probability of this event as a function of the block length. We note that two different approaches can be taken. In the first, the distortion threshold is fixed to some D ≥ D * and one considers how the excess-distortion probability ε approaches zero as the block length n grows. This leads to the joint source-channel excess-distortion exponent: [2] , [3] ε(n) ∼ = exp{−n · E(P, W, ρ, D)}.
One may ask an alternative question: for given excess distortion probability ε, let D n be the optimal (minimal) distortion threshold that can be achieved at blocklength n. How does the sequence D n approach D * ? In this work we show, that the sequence behaves as:
where Q −1 (·) is the inverse of the Gaussian cdf. We coin V J (P, W, ρ) the joint source-channel coding (JSCC) dispersion. Similar problems have been stated and solved in the context of channel coding and lossless source coding in [4] . In [5] the channel dispersion result is tightened and extended, while in [6] the parallel lossy source coding result is derived. In source coding, the rate redundancy above the rate-distortion function (or entropy in the lossless case) is measured, for a given excess-distortion probability Pr{E(D)} = ε:
where V S (P, D) is the source-coding dispersion. In channel coding, it is the rate gap below capacity, for a given error probability ε:
where V C (W ) is the channel-coding dispersion. We show that the JSCC dispersion is related to the source and channel dispersions by the simple formula:
Our achievability proof for JSCC dispersion is closely related to that of Csiszár for the exponent [3] . Namely, multiple source codebooks are mapped into an unequal error protection channel coding scheme.
Most proofs could not be included in this version; the interested reader is referred to [7] .
II. NOTATIONS
We use lower case letters (e.g. x) to denote a particular value of the corresponding random variable denoted in capital letters (e.g. X). Vectors are denoted in bold (e.g. x or X). We use caligraphic fonts (e.g. X ) to represent a set and P (X ) for all the probability distributions on the alphabet X .
In our proofs, we make use of the method of types, and follow the notations in [8] . Specifically, we denote the type of a sequence x with length n, by P x . The type is the empirical distribution of this sequence, i.e., N (a|x) = nP x (a), ∀a ∈ X , where N (a|x) is the number of occurrences of a in sequence x. The subset of the probability distributions P (X ) that can be types of n-sequences is denoted as:
We define a type class T n Px as the set of sequences that have type P x . Given some sequence x, a sequence y of the same length has conditional type P y|x if N (a, b|x, y) = P y|x (a|b)N (a|x). Furthermore, we denote the random variable corresponding to the conditional type defined by x and a random vector Y as P Y|x .
A discrete memoryless source (DMS) is defined with source alphabet S, reproduction alphabetŜ, source distribution P and a distortion measure d : S ×Ŝ → R + . Without loss of generality, we assume that for any s ∈ S there isŝ ∈Ŝ such that d(s,ŝ) = 0. The rate-distortion function (RDF) of a DMS (S,Ŝ, P, d) is given by:
where I(P, Ψ) is the mutual information over a channel with input distribution P (S) and transition distribution Ψ(Ŝ|S). A discrete memoryless channel (DMC) W : X → Y is defined with its input alphabet X , output alphabet Y, and conditional distribution W ( · | x) of output letter Y when the channel input letter X equals x ∈ X . Also, we abbreviate W ( · | x) as W x (·) for notational simplicity. The channel capacity is given by C(W ) = max Φ I (Φ, W ), and the set of capacity achieving distributions is Π {Φ :
A discrete memoryless JSCC problem consists of a DMS (S,Ŝ, P, d), a DMC W : X → Y and a bandwidth expansion factor ρ ∈ R + . A JSCC scheme is comprised of an encoder mapping f J;n : S n → X ρn and decoder mapping g J;n : Y ρn →Ŝ n . Given a source block s, the encoder maps it to a sequence x = f J;n (s) and transmits this sequence through the channel. The decoder receives a sequence y ∈ Y ρn distributed according to W (·|x), and maps it to a source reconstructionŝ. The corresponding distortion is given by (3) .
For our analysis, we also define the conditional information variance as: [5] 
and maximal/minimal conditional information variance as
For simplicity, we assume all channels in this paper satisify V min > 0.
In this paper, we use the notation O (·), where
III. THE DISPERSION OF UEP CHANNEL CODING
In this section we introduce the dispersion of unequal error protection (UEP) coding. We will use this framework in the next section to prove our main JSCC result, though we will only use directly one lemma proven here, and not the UEP dispersion theorem.
Given k classes of messages M 1 , M 2 , . . . , M k , where |M i | = N i , we can represent a message m ∈ M ∪ i M i by its class i and content j, i.e., m = (i, j), where i ∈ {1, 2, . . . , k} and j ∈ {1, 2, . . . , N i }. A scheme is comprised of an encoding function f C;n : M → X n and a decoder mapping g C;n : Y n → M. The error probability for message m is P e (m) P [m = m], wherem is the decoder output. We say a scheme (f C;n , g C;n ) is a UEP code with error probabilities e 1 , e 2 , . . . , e k and rates R 1 , R 2 , . . . , R k if
for all messages, and
where n is the block length. We denote the codewords for message set M i by A i , i.e., A i {f n ((i, j)) , j = 1, 2, · · · , N i }. As discussed in [5] , dispersion gives a meaningful characterization on the rate loss at a certain block length and error probability. Here, we show that similar results hold for unequal error protection of channel codes.
Theorem 1 (UEP Dispersion, Achievability). Given a DMC (X , Y, W ), a sequence of integers k n = poly(n), an infinite sequence of real numbers {ε i ∈ (0, 1), i ∈ Z + }, an infinite sequence of (not necessarily distinct) distributions {Φ i ∈ P (X ) , i ∈ Z + }, there exists a sequence of UEP codes with k n classes of messages and error probabilities e i ≤ ε i such that for all 1 ≤ i ≤ k n ,
where
Remark 1. The coefficient of the correction term O (log n/n) is unbounded for error probabilities that approach zero or one.
Remark 2. In the theorem, the message classes are cumulative, i.e., for each codeword length n, k n message classes are used, which include the k n−1 classes used for n − 1. Trivially, at least the same performance is achievable where only the message classes k n−1 +1, . . . , k n are used. Thus, the theorem also applies to disjoint message sets, as long as their size is polynomial in n.
The following corollary is immediate, substituting types {Φ i ∈ Π(W )}.
Corollary 2.
In the setting of Theorem 1, there exists a sequence of UEP codes with error probabilities e i ≤ ε i such that
Remark 3. The rates of Corollary 2 are also necessary (up to the correction term). That is, any UEP code with error probabilities e 1 , e 2 , . . . , e kn such that e i ≤ ε i must satisfy
This is straightforward to see, as Theorem 48 of [5] shows that this is a bound even in the single-codebook case.
Remark 4. When taking a single codebook, i.e. k n = 1 for all n, Corollary 2 reduces to the achievability part of the channel dispersion result [5, Theorem 49] . However, we have taken a slightly different path: we use constant-composition codebooks, resulting in the conditional information variance V (Φ, W ), rather than i.i.d. codebooks which result in the generally higher (worse) unconditional information variance. As discussed in [5] , these quantities are equal when a capacity-achieving distribution is used, but a scheme achieving V (Φ, W ) may have an advantage under a cost constraint. Furthermore, we feel that our approach is more insightful, since it demonstrates that the stochastic effect that governs the dispersion is in the channel realization only, and not in the channel input (dual to the source dispersion being set by the source type only).
The proof of Theorem 1 is based on the same construction used for the UEP exponent in [2] . A decoder that operates based on empirical mutual information (with varying threshold according to the codebook) is used, and if there is a unique codeword that has high enough empirical mutual information, it is declared; otherwise an error will be reported. This decoding rule may introduce two types of errors: the empirical mutual information for the actual codeword is not high enough, or the empirical mutual information for a wrong codeword is too high.
The following two lemmas address the effect of these error events. Lemma 3 shows that the empirical mutual information is approximately normal distributed via the Central Limit Theorem, hence the probability of the first type of error (the empirical mutual information falls below the expected mutual information) is governed by the Q-function. Lemma 4 shows that if we choose the codebook properly, the probability of the second type of error can be made negligible, compared to the probability of the first.
Lemma 3 (Rate redundancy). For a DMC
given a an arbitrary distribution Φ ∈ P (X ), and a fixed probability ε, letΦ ∈ P n (X ) be an n-type that approximates Φ as
Let ∆R be the infimal value such that for x ∈ T ñ Φ ,
Furthermore, the result still hold if we replace ε by ε+δ n , as long as
Proof sketch for Lemma 3: Applying Taylor expansion to the empirical mutual information I(Φ, P Y|x ), where Y is the channel output corresponding to channel input x, we have
where the higher order terms only contribute to the correction term in the desired result, and
These first order terms can be represetned by sum of independent random variables with total variance V (Φ, W )/n and finite third moment, which faciliates the application of Berry-Essen theorem (see, e.g., [9, Ch. XVI.5]) and gives
Lemma 4. For a DMC (X , Y, W ), there exists a sequence of UEP codes with k n = poly(n) classes of messages, A i ∈ T ñ
Φi
, and rates R 1 , R 2 , . . . , R kn , where
such that for any given x ∈ A i , i ∈ {1, 2, . . . , k n }, any x = x and x ∈ A i , i ∈ {1, 2, . . . , k n }, and any γ ∈ R,
Proof sketch for Lemma 4: This proof is based on the coding scheme in Lemma 6 of [2] . In that construction, the fraction of A i that overlaps with the output sequences that have conditional type V with respect to a codeword x in a message set A i decays exponentially with the empirical mutual information I Φ i , V . Then by using a decoder based on empirical mutual information and by bounding the size of the output sequences that cause errors for the empirical mutual information decoder, we can show the desired result.
Proof of Theorem 1:
Fix some codeword length n. Without loss of generality, assume that the message is m = (i, j) in class i, which is mapped to the channel input x(i, j) ∈ A i . Each codebook A i is drawn uniformly over the type class ofΦ i ∈ P n (X ), whereΦ i relates to Φ i (which is a general probability distributions that is not necessarily in P n (X )) by
For any y ∈ Y n , define the measures:
Let the decoder mapping g C;n : Y n → M be defined as follows, using thresholds γ n to be specified.
The error event is the union of the following two:
Let m = (i , j ) be a general codeword different from m. For simplicity, we denote x(i, j) and x(i , j ) by x and x respectively in the rest of the proof. Note that i may be equal to i. We now choose:
where η n are given in Lemma 4 and a = (d+1) /2, where d is the degree of the polynomial k n . Note that γ n = O ( log n /n). Lemma 4 shows
To analyze E 1 , let
Note that P [E 1 ] may be written as
Now employing Lemma 3 with ε = ε i and
we have that
is achievable. By the union bound, the error probabilities are no more than ε i , as required.
IV. MAIN RESULT: JSCC DISPERSION
We now utilize the UEP framework of Section III to arrive at our main result.
For the sake of investigating the finite block-length behavior, we consider the excess distortion event E(D) (2). When the distortion level is held fixed, Csiszár gives lower and upper bounds on the exponential decay of the excess distortion probability [3] . In this work, we fix the excess distortion probability to some value
and examine how the distortion thresholds D n approach the OPTA D * (the distortion achieving equality in (1)). We find that it is governed by the joint source-channel dispersion (8) . In this formula, the source dispersion is given by [6] :
and the channel dispersion V C (W ) is given by V min (W ), which is assumed to be equal to V max (W ).
Theorem 5. Consider a JSCC problem with a DMS (S,Ŝ, P, d), a DMC (X , Y, W ) and bandwidth expansion factor ρ. Let the corresponding OPTA be D * . Assume that R(Q, D) is differentiable w.r.t. D and twice differentiable w.r.t. Q in some neighborhood of (P, D * ). Also assume that the channel dispersion V min (W ) = V max (W ). Then for a fixed excess distortion probability 0 < ε < 1, the optimal distortion thresholds D n satisfy:
where V J (P, W, ρ) is the JSCC dispersion (8) .
ρI(Φ, P Y|x ) Fig. 1 . Heuristic view of the main JSCC excess distortion event. The ellipse denotes the approximate one-standard-deviation region of the source-channel pair, while the gray area denotes the set of sourcechannel realizations leading to excess distortion. The chessboardfiled area denotes the additional set which leads to excess distortion under a separation-based scheme operating at rate R, as discussed in Section V below.
We can give a heuristic explanation to this result, graphically depicted in Fig. 1 . We know that the rate needed for describing the source is approximately Guassian, with mean R(P, D n ) and variance V S (P, D n )/n. Similarly, the mutual information supplied by the channel is approximately Gaussian, with mean ρC(W ) and variance ρV C (W )/n. We can now construct a codebook per source type, and map this set of codebooks to a channel UEP code. According to Section III, the dispersion of UEP given the rate of the chosen codebook is the same as only having that codebook. Consequently, an error occurs if the source and channel empirical behavior (P s , P y|x ) is such that
The difference between the left and right hand sides is the difference of two independent approximatelyGaussian random variables, thus is approximately Gaussian with mean R(P, D n ) − ρC and variance V J (P, W, D), yielding (29) up to the correction term. However, for the proof we need to carefully consider the deviation from Gaussianity of both source and channel behavior.
In the following we give a proof for the direct part as well as an outline for the converse. The proof relies on the following lemma.
Lemma 6 (JSCC Distortion Redundancy). Consider a JSCC problem with a DMS (S,Ŝ, P, d), a DMC (X , Y, W ) and bandwidth expansion factor ρ. Let n be the length of the source block length, and let m = ρn be the length of the channel block length. Let Φ be an arbitrary distribution on X , and let Φ m ∈ P m (X ) be an m-type that approximates Φ as
Further, let D * (Φ) be the solution to R(P, D * (Φ)) = ρI(Φ, W ). Let the channel input x ∈ X m have type Φ m . Assume that R(Q, D) the RDF of a source Q with the same distortion measure, is twice differentiable w.r.t. D and the elements of Q at some neighborhood of (P, D * (Φ)). Let ε be a given probability and let D n > 0 be the infimal value s.t.
Then, as n grows,
Furthermore, the same holds even if replace ε in (29) with ε + ζ n for any given sequence ζ n = O (log n/ √ n).
Proof sketch for Lemma 6: Similar to Lemma 3, we can apply Taylor expansion to R(P S , D n ) and show that the first order term again can be expressed as sum of n independent random variables, and neglecting higher order terms does not affect the statement. Then R(P S , D n ) − ρI(Φ m , P Y|x ) can be shown to be the sum of n + m indenpdent random variables, whose total variance is essentially (V S + ρV J (Φ, W ))/n. Finally, similar to the derivation in Lemma 3, we can apply the Berry-Essen theorem and show (29) is true.
The proof of this lemma builds upon Lemma 3. We use this lemma and Lemma 4 to prove our JSCC dispersion result. We do not use directly Lemma 3 or Theorem 1, thus we do not suffer from the non-uniformity problem (see Remark 1) . In other words, rather than evaluating the error probability per UEP codebook, we directly evaluate the average over all codebooks.
Proof of direct part of Theorem 5: Let
At each block length n, we construct a source code C = {C i } as follows (the index n is omitted for notational simplicity). Each code C i corresponds to one type Q i ∈ (P n (X ) Ω n ), where
According to the refined type-covering Lemma [10] , there exists codes C i of rates
that completely D n -cover the corresponding types (where the redundancy term is uniform). We choose these to be the rates of the source code. The chosen codebook and codeword indices are then communicated using a dispersion-optimal UEP scheme as described in Section III with a capacity-achieving channel input distribution Φ ∈ Π(W ). Specifically, each source codebook is mapped into a channel codebook of block length ρn and rateR i = R i ρ ,
where η n was defined in Lemma 3. Otherwise, the mapping is arbitrary and we assume that an error will occur. The UEP scheme is thus used with different message classes at each n; such a scheme can only perform better than a scheme where the message classes accumulate, see Remark 2, thus we can use Lemma 4 with number of codebooks:
where P n (X ) is defined in (9) . Error analysis: An excess-distortion event can occur only if one of the following events happened: 1) P s / ∈ Ω n , where P s is the type of s.
3) E 2 (23): an unrelated channel codeword had high empirical mutual information. 4) E 1 (22): the true channel codeword had low empirical mutual information. We show that the first three only contribute to the correction term. According to [6, Lemma 2] ,
∈ Ω n } ≤ 2|S| n 2 . By our assumption on the differentiability of R(P, D), for large enough n the second event will not happen for any type in Ω n . By Lemma 4, the probability of the third event is at most O(1/ √ n), uniformly. Thus, by the union bound, we need the probability of the last event to be at most ε n = ε − O(1/ √ n). Now following the proof of Theorem 1, this last event happens only if I Φ, P Y|x ≤R i + O log n n which, using (30) amounts to:
On account of Lemma 6, this can indeed be satisfied with ε n as required.
Proof sketch for converse part of Theorem 5: We derive a bound using a genie-aided scheme where the encoder knows non-causally that the channel conditional type is in some neighborhood of some distribution U (Y |X).
1 Using the strong channel-coding converse technique of [11] , combined with the bound on Dcovering of a type [12, Lemma 3] , we can show that if the source is uniform over a type-class P S , the excessdistortion probability satisfies:
Now, as in the converse proof in [6] , it is left to show that the excess rate is needed in order to ensure that ρC(U ) > R(P S , D); this is achieved by a variation on Lemma 6 where the mutual information I(Φ m , P Y|x ) is replaced by the channel capacity.
Remark 5. In the (rather pathological) case where V min (W ) = V max (W ), we cannot draw anymore the ellipse of Fig. 1 . This is since the variance of the channel mutual information will be different between codebooks that have error probability smaller or larger than 1/2. We can use V min and V max for upper and lower bounds on the JSCC dispersion.
Remark 6. The source and channel dispersions are known to be the second derivatives (with respect to the rate) of the source exponent at rate R(P, D) and of the channel exponent at rate C(W ), respectively. Interestingly, the JSCC dispersion (8) is also connected to the second derivative of the JSCC exponent [3] :
(where E S and E C are the lossy source coding and sphere-packing exponents, respectively) via:
where in the derivative P is held fixed.
V. THE LOSS OF SEPARATION
In this section we quantify the dispersion loss of a separation-based scheme with respect to the JSCC one. Using the separation approach, the interface between the source and channel parts is a fixed-rate message, as opposed to the variable-rate interface used in conjunction with multiple quantizers and UEP, shown in this work to achieve the JSCC dispersion.
Formally, we define a separation-based encoder as the concatenation of the following elements.
The interface rate is R n = log |M n |/n. Finally, the source-channel mapping is randomized, in order to avoid "lucky" source-channel matching that leads to an effective "joint" scheme. 2 We assume that it is uniform over all permutations of M n , and that it is known at the decoder as well. Consequently, the decoder is the obvious concatenation of elements in reversed order. The excess distortion probability of the scheme is defined as the mean over all permutations.
In a separation-based scheme, an excess-distortion event occurs if one of the following: either the source coding results in excess distortion, or the channel coding results in a decoding error. It may happen that if a channel error occurs (whether the source code has excess distortion or not), it is possible that no excess distortion will occur; however, it can be shown, that the probability for that is exponentially small. Thus at every blocklength n, the excess-distortion probability ε satisfies:
where a * b = a + b − ab, ε S;n and ε C;n are the source excess-distortion probability and channel error probability, respectively, at blocklength n, and δ n is exponentially decaying. In this expression we take a fixed ε, in accordance with the dispersion setting; the system designer is still free to choose varying ε S;n and ε C;n by adjusting the rates R n , as long as (33) is maintained. We now employ the source and channel dispersion results (6), (7) , which hold up to a correction term O ( log(n) /n), 3 to see that that for the optimal separationbased scheme:
It follows, that up to the correction term it is optimal to choose fixed probabilities ε S;n = ε S and ε C;n = ε C . Furthermore, the dependancy on n is the same as in the joint source-channel dispersion (29), but with different coefficient for the 1/ √ n term. In order to see why separation must have a loss, consider Fig. 1 . The separation scheme designer is free to choose the digital interface rate R. Now whenever the random source-channel pair is either to the right of the point (R, R) due to a source type with R(P S , D) > R, or below it due to channel behavior I(Φ, P Y|x ) < R, an excess distortion event will occur. Comparing to optimal JSCC, this adds the chessboard-pattern area on the plot. The designer may optimize R such that the probability of this area is minimized, but for any choice of R it will still have a strictly positive probability.
VI. BW EXPANSION AND LOSSLESS JSCC
We now wish to change the rules, by allowing the BW expansion ratio ρ, which was hitherto considered constant, to vary with the blocklength n. It is not hard to verify, that the results of Section IV remain valid. In fact, if one takes some sequence ρ n with lim n→∞ ρ n = ρ, then ρ n and D n are related via:
where for the calculation of the JSCC dispersion we use D * (P, W, ρ). In particular, one may choose to work with a fixed distortion threshold D = D * , and then (34) describes the convergence of the BW expansion ratio sequence to its limit ρ.
Equipped with this, we can now formulate a meaningful lossless JSCC dispersion problem. In (nearly) lossless coding we demandŜ = S, otherwise we say that an error 3 The redundancy terms are in general functions of the error probabilities, but for probabilities bounded away from zero and one they can be uniformly bounded; it will become evident that for positive and finite source and channel dispersions, this is indeed the case.
event E has occurred. We can see this as a special case of the lossy JSCC problem with Hamming distortion: d(s i ,ŝ i ) = 1ŝ i = s i 0 otherwise, and with distortion threshold D = 0. While this setting does not allow for varying distortion thresholds, one may be interested in the number of channel uses needed to ensure a fixed error probability ε, as a function of the blocklength n. As an immediate corollary of (34), this is given by:
In lossless JSCC dispersion, the source part of V J (P, W, ρ) simplifies to Var [log P ], in agreement with the lossless source coding dispersion of Strassen [4] .
