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Nonequilibrium current-carrying steady states in the anisotropic XY spin chain
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Out-of-equilibrium behavior is explored in the one-dimensional anisotropic XY model. Initially
preparing the system in the isotropic XX model with a linearly varying magnetic field to create a
domain-wall magnetization profile, dynamics is generated by rapidly changing the exchange interac-
tion anisotropy and external magnetic field. Relaxation to a nonequilibrium steady state is studied
analytically at the critical transverse Ising point, where correlation functions may be computed in
closed form. For arbitrary values of anisotropy and external field, an effective generalized Gibbs’
ensemble is shown to accurately describe observables in the long-time limit. Additionally, we find
spatial oscillations in the exponentially decaying, transverse spin-spin correlation functions with
wavelength set by the magnetization jump across the initial domain wall. This wavelength depends
only weakly on anisotropy and magnetic field in contrast to the current, which is highly dependent
on these parameters.
PACS numbers: 05.30.-d, 71.10.Pm, 02.30.Ik, 37.10.Lk
I. INTRODUCTION
Recent experiments with cold atoms have resulted in
a deluge of theoretical work in the area of quantum dy-
namics of closed, many-body systems [1–3]. The abil-
ity to engineer faithful representations of low-dimensional
models with tunable interactions has ushered in the age
of quantum simulators [4]. By carefully exploiting Fesh-
bach resonances [5] and precisely tuning optical lattices
one may “dial up” a large variety of model systems, such
as hard-core bosons [6] or quantum spin chains [7] and
observe the isolated unitary dynamics of large numbers
of strongly interacting particles.
This recent explosion of experiments probing strongly
correlated dynamics leaves theorists with the task of
characterizing the dynamics of observables in systems
driven far from equilibrium. Definitive experimental ev-
idence of interacting systems that do not approach ther-
mal equilibrium within significant timescales [8] has pro-
vided a valuable experimental component to the the-
oretical investigations of integrable models with dy-
namics tightly constrained by the existence of a con-
served quantity for each degree of freedom. Indeed,
one of the fascinating results of the past decade has
been the establishment of the generalized Gibbs’ en-
semble (GGE) framework for obtaining long-time av-
erages of observables in integrable systems [9–12]. For
weak integrability-breaking perturbations, these general-
ized Gibbs’ ensemble averages often correspond to long-
lived “pre-thermalization plateaus” with thermalization
occurring on extremely large timescales [13, 14]. Careful
measurements of multi-point correlation functions dur-
ing the relaxation of a one-dimensional Bose gas have
established its approach to a state precisely captured by
a statistical description for timescales on the order on
milliseconds [15]. Additionally, a generalization of the
fluctuation-dissipation allows for the formal definition of
a frequency-dependent (mode-dependent) effective tem-
perature in integrable systems far from equilibrium [16].
Treatment of interactions away from equilibrium is
generally challenging, especially for spatially inhomoge-
neous initial states. The time-dependent density ma-
trix renormalization group (tDMRG) provides a pop-
ular numerical approach for studying the evolution of
interacting systems and has been applied to the XXZ
spin chain for initial states with domain-wall magnetiza-
tion profiles [17]. Application of low-energy, continuum
methods such as bosonization to out-of-equilibrium dy-
namics in the XXZ spin chain has provided predictions
[18, 19] which compare quite well to numerical treat-
ments [20, 21], at least for weak interactions. Good
agreement between continuum bosonization predictions
and tDMRG numerical results has also been found for
spatially inhomogeneous initial states in spin Heisenberg
chains with next-nearest neighbor interactions [22]. Un-
derstanding how the low-energy, continuum description
is modified far from equilibrium is also an active area of
research, with significant efforts being made to investi-
gate the roles of operators which are irrelevant in equi-
librium but strongly affect the physics away from equilib-
rium [23–25]. The majority of recent theoretical efforts
have focused on the limiting cases for which the exchange
couplings are equal, Jx = Jy (XX , XXZ models), or in
which only one coupling is nonzero (the quantum Ising
model) [26]. Experimental realizations of inhomogeneous
states of weakly interacting, two-level pseudospin sys-
tems have been presented previously [27], making exper-
imental investigations of the non-equilibrium dynamics
arising from spatially inhomogeneous initial states feasi-
ble.
The XY spin chain, first investigated by Lieb, Schultz
and Mattis [28] and later generalized to include an ex-
ternal magnetic field [29–31] is a simply stated system
with a rich phase diagram. Mapping to free fermions
2through a Jordan-Wigner transformation, interactions
between quasiparticles correspond to interactions be-
tween nearest-neighboring z-components of spin. Con-
sequently, the XY chain and its immediate generaliza-
tions provide a fruitful playground for theoretical inves-
tigations of one-dimensional quantum dynamics far from
equilibrium. In particular, magnetization dynamics aris-
ing from simple “quantum quenches,” or rapid changes
in system parameters, was first investigated decades ago
[30] by computing observables after suddenly changing
the strength of an external magnetic field. Recent efforts
have concentrated on current-carrying steady states in
the isotropic XX limit [32, 33], evolution of initial do-
main wall magnetization profiles [18, 34, 35], and behav-
ior of correlation functions in the Ising limit after rapid
quenches of the magnetic field [36, 37]. Investigations of
so-called geometric quenches have also yielded exact re-
sults for the XX limit and numerical results for short
time dynamics in the XXZ chain [38]. A number of
previous works have also focused on quench dynamics
arising from slow changes in the magnetic field [39] and
anisotropy parameter [40] in the XY chain. Recent re-
sults have been obtained regarding sufficient conditions
for the appearance of Kibble-Zurek scaling (KZS) which
depend on details of the initial quasi-particle distribu-
tion function [41]. Field theoretic methods [42] have been
applied to investigate the general features of correlation
functions after a quench, with some results for inhomo-
geneous initial states also available [43, 44]. Analytic
expressions have also been obtained for work statistics af-
ter sudden anisotropy quenches [45] for zero and nonzero
temperature initial states.
As a special case of the XY spin chain, the one-
dimensional quantum Ising model has received a sig-
nificant amount of attention due to its simplicity, and
there are indications that its nonequilibrium dynamics
can be probed by employing circuit quantum electrody-
namics (QED) [46]. Dynamical quantum phase transi-
tions have been theoretically investigated in both the
bare transverse-Ising (TI) chain [47] as well as the ex-
tended axial next-nearest neighbor Ising (ANNNI) chain
[48]. Additional evidence of the rich theoretical structure
was provided by the discovery of underlying E8 group
structure in a perturbed transverse Ising chain [49, 50]
through a formal mapping to a two-dimensional classi-
cal Ising field theory. Recently, experiments have led to
striking, if low-resolution, observations [51] through neu-
tron scattering which are consistent with this emergent
group structure. Ising-like models with long-range inter-
actions have also been recently created experimentally in
reduced dimensions [52, 53] using cold atomic gases.
Much of the theoretical work on spin-chain dynamics
has involved a sudden quench in the system’s transverse
field with homogeneous initial states [54, 55]. In this pa-
per, we investigate a sudden quench in the strength of
anisotropy and external magnetic field while also taking
the initial state to describe an inhomogeneous, domain-
wall magnetization profile. While some basic features of
domain walls in the Ising model have been previously
considered [35, 56], the focus of this paper is to thor-
oughly investigate the time-dependent magnetization,
emergent spin current and long-time limit of the two-
point, equal-time correlation functions. We will present
analytic results for these observables after quenching to
the critical transverse-Ising limit and demonstrate the
existence of an effective steady state for the central re-
gion of the system after the domain wall has effectively
flattened out over a finite region of space.
The XY model is described by the following Hamilto-
nian,
Hˆ = −
∑
j
[
JxSˆ
x
j Sˆ
x
j+1 + JySˆ
y
j Sˆ
y
j+1
]
+
∑
j
hjSˆ
z
j . (1)
Extending some recent results for the isotropic XX
model [21], we are able to extract long-time behavior of
observables away from the two critical lines and describe
the non-equilibrium steady state for 0 ≤
∣∣h
J
∣∣ < 1 with ar-
bitrary Jx, Jy > 0. The particularly simple isotropic limit
Jx = Jy ≡ J is known as the isotropic XY model, or
XX model. However, for any nonzero value of γ ≡ Jx−JyJx+Jy
and constant magnetic field hj → h, the model can be di-
agonalized, as the system maps to free fermions. In what
follows we set the lattice spacing a = 1. Interactions may
be included by adding the following term to Eq. (1)
Vˆ = Jz
∑
j
Sˆzj Sˆ
z
j+1. (2)
For γ = 0, the resulting interacting system described by
the sum of Eqs. (1) and (2) is known as the XXZ chain,
which is gapless for JzJ < 1. In this paper we specialize
to the non-interacting system Jz = 0.
Creating domain-wall magnetization profiles as ini-
tial states is an efficient method of generating non-
equilibrium dynamics. For the isotropic XX model, the
dynamics is quite easily understood as ballistic expan-
sion of a gas of free fermions [9, 18, 57]. The more
complex XXZ chain involves interactions between the
fermions, but for weak interactions the basic picture ap-
pears largely unchanged. Bosonization, a low-energy
approach for describing one-dimensional interacting sys-
tems, works surprisingly well in this far-from-equilibrium
setting [18, 21]. At long times, after the magnetization in
a central region of the system has essentially relaxed to
its equilibrium value, one finds that spatial oscillations
are superimposed on the algebraic decay present in the
transverse-spin correlation function,
lim
t→∞
〈
Sˆxj (t)Sˆ
x
j+n(t)
〉
= cos
(
2πn
λ
)〈
Sˆxj Sˆ
x
j+n
〉
g.s.
, (3)
with λ = 2m0 [18] and m0 the magnitude of magneti-
zation far from the domain. Here the subscript “g.s.”
refers to the expression one would obtain by consider-
ing the equilibrium behavior of the system at T = 0
3in which the system is in its ground state. In the lan-
guage of hard-core bosons, this twist is related to quasi-
condensation at k± = ±π2 during rapid expansion, which
has recently been observed experimentally [6]. Repre-
senting the system in terms of free fermions through the
Jordan-Wigner transformation, both effects may be un-
derstood as emerging from an underlying particle cur-
rent. In the isotropic XY model, this current emerges
according to a conservation law requiring a local change
in magnetization to be accompanied by a spin current,
∂tSˆ
z
j = −
[
Jˆj+1 − Jˆj
]
, (4)
Jˆj = Sˆ+j+1Sˆ−j − Sˆ+j Sˆ−j+1 (XX-model). (5)
Antal and collaborators studied observables in the XX
chain with constant (nonzero) currents through the in-
troduction of a chemical potential-like term involving
the total current operator to the Hamiltonian [32, 33].
Interestingly, the long-time limit of domain-wall states
in the gapless phase of the XXZ model leads to a
non-equilibrium steady state characterized by “twisted”
single-particle Green’s functions [18, 21],
lim
t→∞
〈
c†j(t)cj+n(t)
〉
= einφ
〈
c†jcj+n
〉
g.s.
, (6)
where φ ∝ m0, and m0 is the “height” of the do-
main wall. In the noninteracting XX model,
〈
Jˆ zj
〉
=
J
π sin (πm0) =
J
π sinφ, so that the wavelength of spa-
tial oscillations is directly related to the spin current.
The presence of weak interactions has been shown to not
strongly modify this picture in an essential way [18, 21],
though strong interactions may greatly influence the de-
tails of the oscillations and decay of correlations [58].
The main goal of this paper is to explore how
anisotropy between the x and y components of nearest-
neighbor exchange interactions affects the relationship
between initial domain wall height, long-time current and
spatial oscillations in
〈
Sˆxj (t)Sˆ
x
j+n(t)
〉
. For γ 6= 0, the
system no longer conserves total magnetization,
∑
j
Sˆzj , Hˆγ 6=0

 6= 0, (7)
so that the spin current in Eq. (5) no longer corresponds
to a local conservation law. However, this spin current
does possess nonzero overlap with the actual fermion cur-
rent obtained after mapping the system to noninteracting
fermions through a Bogoliubov rotation. For this reason,
a piece of current survives in the long-time limit despite
the actual operator not being totally conserved.
This paper is organized as follows. In Sec. II we review
some relevant background information on the ground-
state properties of XX and XY spin chains and provide
a brief summary of domain-wall dynamics in XX spin
chains. Section III contains analytic calculations of ob-
servables when a domain-wall spin configuration in the
XX-model is subjected to a rapid change in anisotropy
and external magnetic field so that the time evolution
takes place with respect to the transverse Ising model on
the critical line h = J with γ = 1. Emphasis is placed
on the long-time average behavior of the magnetization,
current and spin-spin correlation functions. In Sec. IV,
an effective nonequilibrium steady state is shown to accu-
rately describe the long-time limit of observables within
the central region of the chain. Furthermore, it is shown
that observables in this non-equilibrium steady state are
easily calculated away from the critical lines and for more
general domain walls with arbitrary jumps in magnetiza-
tion. Results are summarized and discussed in Sec. V.
II. MODEL
To formulate the spreading domain-wall problem as
a single “quantum quench,” we consider the following
protocol: The system is initialized as the ground state
of an infinite XX spin chain with a spatially varying
magnetic field,
Hˆ0 = −J
∑
j
[
Sˆxj Sˆ
x
j+1 + Sˆ
y
j Sˆ
y
j+1
]
+
∑
j
hjSˆ
z
j , (8)
where the field hj acts as a spatially varying chemical po-
tential for the quasiparticles of the system (see below).
At t = 0, the field hj is abruptly switched to a constant
value at all lattice sites h, and nonzero anisotropy γ be-
tween the nearest-neighbor spin interactions is switched
on, resulting in time evolution being generated by the
anisotropic XY model,
Hˆf = −J
∑
j
[
(1 + γ)Sˆxj Sˆ
x
j+1 + (1− γ)Sˆyj Sˆyj+1
]
+ h
∑
j
Sˆzj . (9)
The system is generally gapped for nonzero γ and h ex-
cept along the critical line γ = 0 with
∣∣h
J
∣∣ < 1 and in the
critical transverse-Ising limit (γ = hJ = 1). Ground state
observables and correlation functions in the presence of
arbitrary anisotropy and magnetic fields were extensively
studied by Barouch and collaborators [29, 30, 59, 60]. In
this paper we will investigate the non-equilibrium dy-
namics within the larger (γ, h/J) phase diagram, specif-
ically in the range 0 ≤ γ, hJ < 1. The gapless cases pro-
vide instances in which the observable calculations may
be performed entirely analytically.
A. Ground state properties of homogeneous XY
chains
It is useful to review the basic ground-state observables
in the XY spin chain as a point of comparison for the
non-equilibrium results to be presented. Equation (9) is
4diagonalized in terms of non-interacting fermions by a
Jordan-Wigner transformation [28]
Sˆ+j = c
†
j exp
[
iπ
j−1∑
n=1
c†ncn
]
, (10)
Sˆzj = c
†
jcj −
1
2
. (11)
After applying Eqs. (10) and (11), Eq. (9) becomes
Hˆf = −J
2
∑
j
[
c†jcj+1 + c
†
j+1cj + γc
†
jc
†
j+1 + γcj+1cj
]
+ h
∑
j
c†jcj . (12)
This quadratic Hamiltonian may be brought into diago-
nal form
Hˆf =
∑
k
ǫkη
†
kηk, (13)
with
ǫk = −Jsgn
(
cos k − h
J
)√(
cos k − h
J
)2
+ γ2 sin2 k,
(14)
where the quasiparticles are related to the original
momentum-space operators according to a Bogoliubov
transformation,(
ck
c†−k
)
=
(
cos θk2 −i sin θk2
−i sin θk2 cos θk2
)(
ηk
η†−k
)
, (15)
with
cos θk =
∣∣cos k − hJ ∣∣√(
cos k − hJ
)2
+ γ2 sin2 k
, (16)
sin θk =
sgn
(
cos k − hJ
)
γ sink√(
cos k − hJ
)2
+ γ2 sin2 k
, (17)
cj =
1√
N
∑
k
eikjcj . (18)
We are interested in the thermodynamic limit N → ∞
in which the sum in Eq. (18) may be converted to a con-
tinuous integral. The ground state is then occupied by
all negative-energy quasiparticles
|Ψ0〉 =
∏
ǫk<0
η†k |0〉 , (19)
where the vacuum state obeys ηk |0〉 = 0 for all k. This
convention differs from original treatment [28] in which
particle-hole symmetry is employed to simplify the al-
gebra by taking all energy eigenvalues as positive and
reinterpreting the ground state as a vacuum for all excita-
tions. In the context of inhomogeneous quench dynamics,
keeping track of the signs within the present formulation
turns out to be a small price to pay for a physically trans-
parent picture. Spin-spin correlation functions at equal
times are obtained in terms of Pfaffians, as discussed in
Appendix B. All observables can be written in terms of
the basic contractions of Majorana operators
Aj = c
†
j + cj, (20)
Bj = c
†
j − cj. (21)
For example, 〈
Sˆzj (t)
〉
=
〈
c†j(t)cj(t)
〉
− 1
2
, (22)
=
1
2
〈Bj(t)Aj(t)〉 , (23)
〈
Jˆ zj (t)
〉
= JIm
〈
c†j(t)cj+1(t)
〉
, (24)
=
J
4
Im 〈(Bj(t) +Aj(t)) (Aj+1(t)−Bj+1(t))〉 . (25)
In the isotropic XX limit with h = 0, one finds [28, 30]
〈
Sˆzj Sˆ
z
j+n
〉
=


− sin
2
(
πn
2
)
π2n2
(|n| > 0)
1
4
(n = 0)
(26)
〈
Sˆxj Sˆ
x
j+n
〉
=
e
1
2 2
2
3
A6√n
(
1 +
(−1)n
8n2
+ · · ·
)
. (27)
In this isotropic case
〈
Sˆyj Sˆ
y
j+n
〉
=
〈
Sˆxj Sˆ
x
j+n
〉
by rota-
tional invariance. In the transverse-Ising limit, γ = hJ =
1, one finds〈
Sˆzj Sˆ
z
j+n
〉
=
1
π2
· 1
4n2 − 1 , (28)〈
Sˆxj Sˆ
x
j+n
〉
=
e
1
4 2
1
12
4A3n 14
(
1− 1
64n2
+ · · ·
)
, (29)
〈
Sˆyj Sˆ
y
j+n
〉
= − e
1
4 2
1
12
16A3n 94
(
1 +
15
64n2
+ · · ·
)
, (30)
where A = 1.2824... is the Glaisher-Kinkelin constant.
While power-law decay is observed for γ = 0 and along
the line h = J in the γ − h plane, correlations generi-
cally decay exponentially and the spectrum is gapped ev-
erywhere except in the XX and critical transverse-Ising
limits.
Our main focus in the remainder of this paper is
on investigating the nonequilibrium behavior of these
correlation functions Cννn (j, t) ≡
〈
Sˆνj (t)Sˆ
ν
j+n(t)
〉
with
ν = x, y, z, as well as the simpler observables such as
local magnetization and spin current. Expressions for
the correlation functions Cννn (j, t) away from equilibrium
are given in Appendix B. Compared to Cxxn and Cyyn , the
form for Czzn (j, t) is rather simple,
Czzn (j, t) =
1
4
〈Bj(t)Aj(t)Bj+n(t)Aj+n(t)〉 . (31)
5We explicitly obtain the time evolution of these observ-
ables for γ = hJ = 1 in Sec. III to determine for which
correlation functions the power-law correlations depicted
in Eqs. (28)-(30) survive in the nonequilibrium setting.
The behavior in other regions of the γ − h plane is dis-
cussed using a generalized Gibbs’ ensemble description
of the central region at long times in Sec. IV.
B. Creating domain-wall magnetization profiles
After applying the Jordan-Wigner transformation, the
initial Hamiltonian Eq. (8) becomes
Hˆ0 = −J
2
∑
j
[
c†jcj+1 + c
†
j+1cj
]
+
∑
j
hjc
†
jcj . (32)
Let us specialize to the case of a linearly varying mag-
netic field, hj = Fj. This Hamiltonian maps to the
single-particle Wannier-Stark problem [61] and may be
diagonalized by employing a linear transformation,
Hˆ0 =
∑
m
ǫ(0)m β
†
mβm, (33)
with
βm =
∑
j
Jj−m(α)cj , (34)
where α ≡ JF , and Jn(x) is the Bessel function of the
first kind of order n. The ground state is populated by
all single-particle states of negative energy,
|Ψ0〉 =
∏
m<0
β†m |0〉 , (35)
with ǫ
(0)
m = mF . Far to the left (right) of the origin a very
large positive (negative) magnetic field acts as a strong
chemical potential creating a region of uniform positive
(negative) magnetization. In terms of the Jordan-Wigner
fermions, the left half of the system is filled with particles
with unit c-fermion occupation number, 〈nˆj〉 = 1 for
j ≪ 0 while the right half contains no particles, 〈nˆj〉 = 0.
Explicitly, the magnetization profile is
〈
Sˆzj
〉
= 〈nˆj〉 − 1
2
= −1
2
+
∑
m>0
J2j+m(α), (36)
which corresponds to a central spin gradient of width
∼ α, separating the regions of uniform maximal polariza-
tion. The dynamics arising from this state after abruptly
switching F → 0 have previously been considered with
the time-dependent magnetization [34] and transverse
correlations [18] computed explicitly. One finds the long-
time behavior independent of α, and for simplicity we
consider the limit α → 0, corresponding to the sharp
domain wall constructed from two semi-infinite, uniform
current
central 
subsystem 
NESS
_
m0
m0
j
S
z
j
FIG. 1. Domain-wall broadening in the isotropic XY model.
As a domain-wall magnetization profile spreads, the central
region relaxes to a non-equilibrium steady state. The pres-
ence of the polarized edges drives a current through the cen-
tral region. This situation may be viewed as expansion of a
quantum gas of interacting (XXZ chain) or non-interacting
(XY chain) fermions in one dimension.
regions of oppositely-polarized spins. Effectively, this al-
lows us to write the initial state as
|Ψ0〉 =
∏
j<0
c†j |0〉 . (37)
When time evolution is generated by the XX model, a
long-time steady state emerges [18, 21, 34]. This steady
state is characterized by a spin current, which is driven
through the central region as the domain profile spreads,
transferring net magnetization from the left side of the
wall to the right side. The value of the current is set by
the initial jump in magnetization between the far right
and far left sides of the system and contains the extent
of the central subsystem’s “memory” of the initial state.
Denoting the magnetization on the far left (right) side of
the system by +m0 (−m0), we use the term “domain-
wall height” to refer to m0. That the long-time limit
of the nonequilibrium behavior can be entirely described
using only the knowledge of this magnetization jump has
been demonstrated by Sabetta and Misguich [21] in their
explicit construction of the nonequilibrium steady state
describing the central subsystem at long times. This re-
gion where the magnetization has essentially relaxed, as
depicted in Fig. 1, is accurately described by a type of
generalized Gibbs’ ensemble which depends only on the
initial magnetization jump m0. While the initial states
corresponding to domain walls with m0 <
1
2 are some-
what more complicated than the state in Eq. (37), we will
address these more general domain walls by extending
the results of Ref. 21 to time evolution in the anisotropic
XY -model in Sec. IV.
6III. DOMAIN WALL DYNAMICS IN
ANISOTROPIC XY -MODEL AT CRITICAL
POINT
A. XY -model dynamics
The time evolution of the noninteracting quasiparticles
is simple, with ηk(t) = e
−iǫktηk. When combined with
Eq. (15), one may obtain the time dependence of the
original c-fermions in terms of the initial operators,(
ck(t)
c†−k(t)
)
=
(
fk(t) gk(t)
−gk(t) f∗k (t)
)(
ck
c†−k
)
, (38)
where
fk(t) = cos(ǫkt)− i cos θk sin(ǫkt), (39)
gk(t) = sin θk sin(ǫkt). (40)
To obtain time-dependent operators in position space, we
perform a final Fourier transform,
cj(t) =
1√
N
∑
k
eikjck(t), (41)
=
∑
n
[
Fj−n(t)cn +Gj−n(t)c
†
n
]
, (42)
where
Fm(t) =
∫ π
−π
dk
2π
[
cos (ǫkt) e
ikm
− ieikm cos θk sin(ǫkt)
]
, (43)
Gm(t) =
∫ π
−π
dk
2π
eikm [sin θk sin(ǫkt)] . (44)
B. Analytic solution for the TI critical point
Equations (43) and (44) may be integrated numeri-
cally for arbitrary values of h and γ. However, in addi-
tion to the isotropic γ = 0 line on the (γ, hJ ) phase dia-
gram where these expressions reduce to Bessel functions,
the XY model possesses another special limit in which
closed-form expressions result. Namely, for hJ = γ = 1,
the system is gapless and Eqs. (16) and (17) simplify to
cos θk =
∣∣∣∣sin k2
∣∣∣∣ , (45)
sin θk = −sgn(k) cos k
2
. (46)
Performing the integrations in Eqs. (43) and (44) we ob-
tain
Fm(t) = J2m(2Jt)− i
2
[J2m+1(2Jt)
− J2m−1(2Jt)] , (47)
Gm(t) =
i
2
[J2m+1(2Jt) + J2m−1(2Jt)] , (48)
where Jl(z) is a Bessel function of the first kind of or-
der l. Using Eqs. (47)-(48) and the initial state given in
Eq. (37), we may evaluate contractions of Eqs. (20)-(21),
obtaining
〈Bj(t)Aj(t)〉 = J2jJ2j+2n − J2j+1J2j+2n−1 −
2j+n∑
m=1
[J2j−2mJ2j+2n−2m − J2j−2m+1J2j+2n−2m−1] , (49)
〈Aj(t)Aj+n(t)〉 = i (J2jJ2j+2n−1 − J2j−1J2j+2n) + i
2j+n∑
m=1
[−J−2j+2m+1J−2j−2n+2m + J−2j+2mJ−2j−2n+2m+1]
+ i
∑
m>0
[J2j+2m (J2j+2n+2m−1 − J2j+2n+2m+1)− J2j+2n+2m (J2j+2m−1 − J2j+2m+1)] + δn=0. (50)
〈Bj(t)Bj+n(t)〉 = −i (J2j+1J2j+2n − J2jJ2j+2n+1) + i
2j+n∑
m=1
[J2j−2m+1J2j+2n−2m − J2j−2mJ2j+2n−2m+1]
− i
∑
m>0
[J2j+2m+2n (J2j+2m+1 − J2j+2m−1)− J2j+2m (J2j+2n+2m+1 − J2j+2m+2n−1)]− δn=0 (51)
In the above expressions we have suppressed the argu-
ments 2Jt common to every Bessel function. Our main
interest is in the behavior of local observables at long
enough times that a central region of essentially flat
magnetization has formed, corresponding to the limit
|j|, |n| ≪ Jt . As shown in Appendix A, Eqs. (49)-(51)
7reduce in this limit to
lim
t→∞
〈Bj(t)Aj+n(t)〉 = 0, (52)
lim
t→∞
〈Aj(t)Aj+n(t)〉 = δn=0 + i
π
4n(−1)n+1
4n2 − 1 , (53)
lim
t→∞
〈Bj(t)Bj+n(t)〉 = − lim
t→∞
〈Aj(t)Aj+n(t)〉 . (54)
Strictly speaking, Eqs. (49) and (51) are valid for 2j+n ≥
0. For 2j + n < 0 corresponding expressions may be
derived which also reduce to Eqs. (52)-(54) in the limit
|j|, |n| ≪ Jt. For the non-interacting problem under con-
sideration, Wick’s theorem may then be used to reduce
any local observable to expressions involving Eqs. (52)-
(54).
C. Observables
For the critical transverse-Ising model, we may ob-
tain explicit expressions for the current, magnetization
and Cννn (j, t), correlation functions in the long-time limit.
Furthermore, due to the simple structure of Eqs. (52)-
(54), we may reduce the Pfaffian expression for Cxxn (j, t)
to a determinant of a particular skew-symmetric n × n
matrix, which is no more difficult to evaluate than the
equilibrium correlation function. To this end, the mag-
netization in the center region |j| ≪ Jt is seen to relax
to zero,
lim
t→∞
〈
Sˆj(t)
〉
=
1
2
lim
t→∞
〈Bj(t)Aj(t)〉 = 0. (55)
As we shall demonstrate in the next section, the steady-
state magnetization does not vanish in the central region
for nonzero h and arbitrary choices of domain-wall height
m0 <
1
2 . Interestingly, the magnetization far from the
central region relaxes to half its initial value,〈
Sˆj(t)
〉
|j|≫Jt≫0
= −1
4
sgn(j), (56)
a result which has been previously obtained [35]. Since
total c-fermion number (the magnetization) is no longer
conserved for γ 6= 0, this suggests that the c-fermion
number operators share some nonzero overlap with the
η-fermion number operator which is conserved under the
final Hamiltonian. After the initial magnetization relax-
ation, the domain wall dynamics appears similar in spirit
to the isotropic model, and one might reasonably expect
a nonzero current in the center. Indeed, one finds
lim
t→∞
〈
Jˆ zj (t)
〉
=
J
2
lim
t→∞
Im 〈Aj(t)Aj+1(t)〉 , (57)
=
2J
3π
. (58)
Equation (58) is interesting for two reasons. First, de-
spite the domain wall height decreasing to half its initial
value after the initial relaxation, the current is only re-
duced to 23 of its value in the isotropicXX spin chain,
J
π .
Additionally, if one instead considers a current-carrying,
“boosted-Fermi-sea,” initial state [21, 33] with maximum
current allowed by the lattice, it follows that the initial
current remains conserved in the long-time limit for any
values of h, γ. That is for
〈
c†kck
〉
=
{
1 k ∈ (−π2 + φ, π2 + φ) ,
0 otherwise
, (59)
with φ = π2 , Eq. (24) gives an initial current
〈J zj 〉 = Jπ .
Performing time evolution with this initial state and us-
ing Eqs. (38)-(40) one finds
〈
Jˆ zj (t)
〉
→ Jπ . One can
imagine carrying out the quench in a two-step proce-
dure, first relaxing the spatially varying magnetic field
and leaving h = 0, γ = 0. The domain wall spreads
ballistically, giving rise to a central steady-state current
J0 = Jπ . After a long time has passed, a sudden quench
in anisotropy and magnetic field h → J , γ → 1 will re-
sult in some transient dynamics, but the current at long
times will average to J0. Alternatively, if the spatially
varying magnetic field is switched off at the same time
the anisotropy and homogeneous field are turned on, the
current will approach 23J0 at long times. In this way, the
precise details of the quench protocol affect the long-time
steady state even in the absence of interactions.
The long-time limit of the correlation functions in the
central region may also be investigated. Using Eq. (31)
and Eqs. (52)-(54) we obtain a power-law decay for Czzn ,
lim
t→∞
Czzn (j, t) = −
4n2
π2(4n2 − 1)2 (n > 0). (60)
Turning attention to the transverse correlations, Eq. (B4)
for Cxxn (j, t) may be organized as [30]
[Cxxn (j, t)]2 =
1
16
det
(
S G
−GT Q
)
, (61)
where
Glk = 〈Bl+j−1(t)Ak+j(t)〉 , (62)
Slk = 〈Bl+j−1(t)Bk+j−1(t)〉 (k > l), (63)
Qlk = 〈Al+j(t)Ak+j(t)〉 (k > l). (64)
Here Skl = −Slk and Qkl = −Qlk. Furthermore, ac-
cording to Eq. (52) Glk = 0 in the central region in the
long-time limit. Equations (53) and (54) indicate that
Slk and Qlk depend on l and k only through the com-
bination l − k. Using the skew-symmetric nature of Q,
Eq. (61) may be reduced to
lim
t→∞
Cxxn (j, t) =
in
4
detQ, (65)
=
in
4
∣∣∣∣∣∣∣∣∣
q0 q1 · · · qn−1
q−1 q0 · · · qn−2
...
...
. . .
...
q−n+1 q−n+2 · · · q0
∣∣∣∣∣∣∣∣∣
, (66)
8where qn =
4n(−1)n−1
π(4n2−1) . The matrix in Eq. (66) is an ex-
ample of a Toeplitz matrix, satisfying Qlk = qk−l. Due
to the antisymmetry of Q through qn = −q−n, only
even values of n result in a non-vanishing Cxxn (j, t). The
phase in may be factored out and is purely real, with
in → cos (πn2 ) for even n. Our interest is in extract-
ing the asymptotic behavior of this determinant for large
n, which is facilitated by defining a generating function,
q˜(k), satisfying
q˜(k) =
∑
n
eiknqn, qn =
∫ π
−π
dk
2π
e−iknq˜(k). (67)
According to the Fisher-Hartwig conjecture [62–64], if
q˜(k) has the form
q˜(k) = f(k)
m∏
j=1
eiβj(k−kj−πsgn(k−kj)) |2− 2 cos(k − kj)|αj ,
(68)
with jump discontinuities occurring at isolated points
k = kj characterized by exponents βj and zeros char-
acterized by exponents αj , then the asymptotic form of
the determinant determinant for large n is given by
Dn [q] ∼Mef0n exp

 m∑
j=1
(
α2j − β2j
)
lnn

 (as n→∞),
(69)
where M is a numerical constant independent of n and
f0 =
∫ 2π
0
ln f(k)
dk
2π
. (70)
A Fourier transform of Eq. (53) yields
q˜(k) = −i sin
[
1
2
(2mπ − k)
]
, (71)
(2mπ < k < (2m+ 2)π), (72)
for m = 0, 1, 2, · · · . Taking m = 0 and accounting for
the jump discontinuity at k = π, we may represent
q˜(k) =
1
2
t− 1
2
(k)t− 1
2
(k − π)|2 − 2 cosk| 12 , (73)
with tβ(k) ≡ eiβ(k−πsgn(k)). This representation makes
explicit the two Fisher-Hartwig singularities arising at
k1 = 0 (α1 =
1
2 , β1 = − 12 ) and k2 = π (α2 = 0, β2 =
− 12 ). The numerical prefactor leads to exponential decay
and,
f0 =
∫ 2π
0
ln
1
2
dk
2π
= − ln 2. (74)
Employing the straightforward methods in Ref. 65, we
may calculate the constant
M = e
1
4 2
7
12
A3 ≈ 0.912, (75)
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FIG. 2. (Color online) Long-time limit of transverse cor-
relations Cxxj,j+n(t) for Jt ≫ |j|, |n| after a quench to the
transverse-Ising limit with an initial magnetization domain
wall of height m0 =
1
2
. Oscillations are superimposed on an
overall exponential decay (inset). The system retains memory
of its initial state through both the short wave-length of oscil-
lations and the equivalence between Cxxj,j+n(t) and C
yy
j,j+n(t)
(not shown).
where A ≈ 1.2824 is the Glaisher-Kinkelin constant.
Collecting all the pieces using Eq. (69) yields
lim
t→∞
Cxxn (j, t) ∼
e
1
4 2
7
12
4A3 cos
(πn
2
)
n−
1
4 2−n (as n→∞).
(76)
The cos
(
πn
2
)
results from in under the condition that n
is even, and 14M≈ 0.228. Previously a similar result was
obtained [66] by quenching the transverse-Ising model
from the ground state of h =∞ to the critical point h =
J . In that case, it was found that Cxxn (t)→
(
1
2
)n
exactly.
Here we find a power-law decay factor in addition to the
exponential decay. Curiously, the same exponent appears
in the ground state correlation function, which is given by
purely power-law decay [Eq. (29)]. A graphical depiction
of Cxxn (j, t) at long times is shown in Fig. 2. The Pfaffian
expression for Cyyn (j, t) may be evaluated numerically or
reorganized into the basic structure of Eq. (61). From
either approach, it follows that
lim
t→∞
Cxxn (j, t) = lim
t→∞
Cyyn (j, t), (77)
despite time evolution being generated by the anisotropic
XY model at the Ising critical point. This equality in
transverse correlations is reflective of the rotational sym-
metry present in the initial state.
D. Homogeneous quench
As a specific point of comparison, we may also calcu-
late Cxxn (t) in the long-time limit after a rapid anisotropy
9quench from the ground state of the XX model to the
same critical transverse-Ising Hamiltonian. The moti-
vation behind this brief digression is to understand the
effects of the anisotropy quench separately from the ef-
fects due to time evolution of a spatially inhomogeneous
initial state. That is, in this section we briefly consider
the simpler quench in which the system begins in the
ground state of
Hˆ0 = −J
∑
j
[
Sˆxj Sˆ
x
j+1 + Sˆ
y
j Sˆ
y
j+1
]
. (78)
This ground state is given by
|Ψ0〉 =
∏
|k|<pi
2
c†k |0〉 , (79)
and time evolution takes place with respect to the critical
transverse-Ising model, Eq. (9) with γ = hJ = 1, as in the
previous section. This situation is described by the same
time-dependent operators, which may be written in terms
of the Majorana operators,
Bj(t) =
1√
N
∑
k
eikj
[
(f∗k − gk)c†−k − (fk + gk)ck
]
,(80)
Aj(t) =
1√
N
∑
k
eikj
[
(f∗k + gk)c
†
−k + (fk − gk)ck
]
,(81)
with the initial occupation numbers
〈
c†kck′
〉
= δkk′
[
1
2
+ sgn
(π
2
+ k
)
sgn
(π
2
− k
)]
. (82)
We have suppressed the time-dependence in fk(t), gk(t)
for brevity. Taking the long-time limit, one finds
lim
t→∞
〈AjAj+n〉 = − lim
t→∞
〈BjBj+n〉 = δn=0, (83)
lim
t→∞
〈BjAj+n〉 =
∫ π
−π
dk
2π
e−ikn
[
1
2
+
1
2
e2iθk
]
×
(
2
〈
c†kck
〉
− 1
)
, (84)
Despite being far from equilibrium, the structure of
Eq. (61) reduces to a Toeplitz determinant as in equi-
librium,
lim
t→∞
Cxxn (t) =
1
4
∣∣∣∣∣∣∣∣∣
g1 g0 · · · g−n+2
g2 g1 · · · g−n+1
...
...
. . .
...
gn g−n+1 · · · g1
∣∣∣∣∣∣∣∣∣
, (85)
with
gn =
∫ π
−π
dk
2π
e−ikng˜(k), (86)
g˜(k) =
e−ik
2
(
1 + e2iθk
)
sgn
(π
2
+ k
)
sgn
(π
2
− k
)
.(87)
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FIG. 3. (Color online) Long-time limit of transverse corre-
lations Cxxj,j+n(t) for Jt ≫ |j|, |n| for the ground state of
the XX model after a rapid anisotropy and magnetic field
quench to the critical transverse-Ising limit γ = h
J
= 1. Note
that Cxxn = 0 for mod(n, 4) = 2, 3, which is not captured
by Eq. (93). Such oscillations are not present in Cyy, which
possesses the same decay envelope in Eq. (93).
First we note that
e−iksgn
(π
2
+ k
)
sgn
(π
2
− k
)
= t− 1
2
(
k − π
2
)
t− 1
2
(
k +
π
2
)
. (88)
So far the analysis is valid for arbitrary 0 ≤ γ, hJ ≤ 1.
Specializing to γ = hJ = 1, one finds the remaining factor
can be written(
1− eik) = −ie ik2 sgn(k)|2− 2 cosk| 12 (89)
= t 1
2
(k) |2− 2 cos k| 12 , (90)
so that we have a generating function with three Fisher-
Hartwig singularities
g˜(k) =
1
2
t 1
2
(k)t− 1
2
(
k − π
2
)
t− 1
2
(
k +
π
2
)
|2− 2 cos k| 12 .(91)
The appearance of an additional jump factor tβ here
compared to Eq. (73) results in an enhancement of the
power-law decay factor when rapidly changing h → J
and increasing the anisotropy from zero to unity. As in
the previous Subsection, one may calculate the constant
M′ by standard procedures, giving
lim
t→∞
Cxxn (t) ∼
1
4
M′n− 12 2−n (92)
=
e
1
2 2−
5
6
A6 n
− 1
2 2−n (as n→∞), (93)
with 14M′ ≈ 0.2075. We note that while Eq. (93) accu-
rately captures the asymptotic decay envelope in Cxxn (t)
at long times, some disclaimers regarding the validity of
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this prediction should be mentioned. As can be seen
from Fig. 3, nontrivial oscillatory behavior is present
in the nonequilibrium steady-state correlations. Specif-
ically, Cxxn (t) → 0 for mod(n, 4) = 2, 3. This behavior
is not at all captured at the level of analysis pursued
here. Our main interest lies in extracting the asymptotic
decay envelope [Eq. (93)], which agrees well with the nu-
merical computation of the corresponding determinant
for numerically accessible n. Interestingly, these oscilla-
tions are not present in Cyyn , which also decays according
to Eq. (93). It is only because the factor of i may be fac-
tored out from each entry in the determinant in Eq. (66)
that the non-equilibrium oscillations arising from the ini-
tial domain wall are captured in our approach. A rig-
orous treatment regarding the applicability and possible
extensions to the present form of the Fisher-Hartwig con-
jecture lies beyond the scope of this work. However, it
appears clear from the present treatment that the power-
law factor present in correlations arises from discontinu-
ities in the momentum distribution at zero temperature.
Notably, discontinuities are absent in the fully polarized
initial state considered in a similar quench in Ref. 66. In
that study, correlation functions were computed exactly
for the case hJ = 1, showing exponential decay without
additional power-law factors. Additionally, we note a re-
cent and intriguing work [67] in which it was argued that
power-law decay far from equilibrium can be understood
in certain cases by viewing the time-dependent many-
body state as the ground state of an emergent Hamilto-
nian, in which time appears as a parameter. The dephas-
ing effects due to the anisotropy quench considered here
appear too severe for the system to retain purely power-
law correlations with respect to the two-point correlation
functions.
IV. NONEQUILIBRIUM STEADY STATE AS
HOMOGENEOUS SUBSYSTEM
Though Eqs. (43) and (44) constitute a formal solu-
tion to the problem, the behavior of interest takes place
within a regime in which t ≫ |j|, |n| (for local opera-
tors involving sites between j and j + n), so that a ho-
mogeneous central region forms which is coupled to the
remainder of the system through a spin current moving
magnetization from the left edge to the right edge. In this
section, we obtain an expression for the nonequilibrium
steady state (NESS) occupation numbers in this central
region by extending the analysis presented in Ref. 21 to
include anisotropy. The fundamental object of interest is
the time-dependent occupation matrix,
〈
c†m(t)cn(t)
〉
=
∫
dk
2π
e−ik(m−n)
∫
dq
2π
e−i(m+n)q/2
×
〈[
f∗k+(t)c
†
k+
+ gk+(t)c−k+
] [
fk−(t)ck− + gk−(t)c
†
−k−
]〉
(94)
=
∫
dk
2π
e−ik(m−n)G(k), (95)
with
G(k) ≡
〈
c†kck
〉
NESS
(96)
= sin2 θk sin
2 (ǫkt)
+
∫
dq
2π
ei(m+n)q/2
[
f∗k+(t)fk−(t)
〈
c†k+ck−
〉
− gk+(t)gk−(t)
〈
c†−k−c−k+
〉]
(97)
Here k± ≡ k ± q2 . The long-time limit of observables for
the XX model with an initial magnetization domain wall
of reduced height m0 <
1
2 has previously been explored
[18, 21, 34], and in this section we sketch some new fea-
tures which arise in the presence of nonzero anisotropy
and external magnetic field for m0 =
1
2 and m0 <
1
2 .
The domain-wall height in the ground state of Eq. (8)
is always m0 =
1
2 , as the width is the only tunable pa-
rameter. In the limit of a sharp jump in magnetization
α → 0, this state can be viewed as the union of two ho-
mogeneous subsystems, the left being filled up to Fermi
momentum kL = k
+ = π and the right being entirely
empty, kR = k
− = 0. In Ref. 34, it was observed that
this picture can be slightly modified to create domain
walls of arbitrary m0 <
1
2 by letting
k± =
π
2
± πm0. (98)
With nonzero anisotropy, we can expand Eq. (97) for
small q, obtaining
fk+(t)fk−(t) ≃
1
2
cos (δǫt)
(
1 + cos2 θk
)
+ i cos θk sin (δǫt) , (99)
gk+(t)gk−(t) ≃
1
2
cos (δǫt) sin2 θk, (100)
where δǫt ≡ (ǫk+q/2 − ǫk−q/2) t ≃ vkqt, with vk = ∂kǫk
the mode velocity. The remainder of the calculation
closely follows the procedure outlined in Ref. 21, and we
only highlight the crucial steps in what follows. Since the
above integral is saturated by values of δǫ ∼ O(t−1), we
formally change variables to
u = δǫt = vkqt, (101)
giving
G(k) =
1
2
sin2 θk
+
1
2
(
1 + cos2 θk
) ∫ ∞
−∞
du
2π|vk|t cos(u)
〈
c†k+ck−
〉
+ i cos θk
∫ ∞
−∞
du
2π|vk|t sin(u)
〈
c†k+ck−
〉
− 1
2
sin2 θk
∫ ∞
−∞
du
2π|vk|t cos(u)
〈
c†−k−c−k+
〉
.(102)
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In the presence of anisotropy (nonzero θk) there is also
an anomalous average,
F (k) = 〈ckc−k〉NESS (103)
= − i
2
sin(2θk)
∫ ∞
−∞
du
2π|vk|t
× e−i(m+n)q/2 1
2
[
−
〈
ck+c
†
k−
〉
+
〈
c†−k+c−k−
〉]
.(104)
These expressions may be evaluated by using the ansatz
[21] for the initial off-diagonal momentum correlations,〈
c†k+ q
2
ck− q
2
〉
≈ Θ(k−−|k|) i
q + i0+
−Θ(k+−|k|) i
q + i0−
.
(105)
This procedure is straightforward and yields the following
expressions
G(k) =
1
2
sin2 θk
+
1
4
(1 + cos(2θk))
[
Θ(k+ − |k|) + Θ(k− − |k|)]
+
1
2
Θ(k) cos θkΘ(k − k−)Θ(k+ − k)
− 1
2
Θ(−k) cos θkΘ(−k− − k)Θ(k+ + k), (106)
F (p) =
i
4
sin(2θk)
− i
4
sin(2θk)
[
Θ(k+ − |k|) + Θ(k− − |k|)] . (107)
For k+ = k− = kF , these expressions reduce to those
corresponding to a homogeneous quench from the XX
model ground state to the XY Hamiltonian with Bo-
goliubov angle θp predicted from the generalized Gibbs
ensemble [12, 26, 68],
G0(k)
m0→0−−−−→ 1
2
sin2 θk +
1
2
(
1 + cos2 θk
)
nk, (108)
F0(k)
m0→0−−−−→ i
4
sin(2θk)− i
2
sin(2θk)nk, (109)
where nk = Θ(kF − |k|) are the occupation numbers for
the ground state of the XX model with zero field. From
Eqs. (106) and (107) we proceed to directly compute
observables within the emergent non-equilibrium steady
state with little more effort than required for computing
the corresponding ground state observables.
A. Observables for m0 =
1
2
Equations (106) and (107) give the required informa-
tion for the basic contractions within the nonequilibrium
steady state which forms at long times with |j|, |n| ≪ Jt.
Explicitly, 〈
c†jcj+n
〉
NESS
=
∫ π
−π
dk
2π
eiknG(k), (110)
〈cjcj+n〉NESS =
∫ π
−π
dk
2π
e−iknF (k). (111)
For the maximum jump in magnetization across the ini-
tial domain-wall profile (m0 =
1
2 , k
+ = π, k− = 0)
Eqs. (110) and (111) lead to
〈BjAj+n〉NESS = 0, (112)
〈AjAj+n〉NESS =
∫ π
−π
dk
2π
e−iknsgn(k) cos θk
+δn=0, (113)
〈BjBj+n〉NESS = −〈AjAj+n〉NESS . (114)
Eqs. (112)-(114) hold in the long-time limit for any choice
of γ and h, which means that the transverse correlation
function may be calculated in this steady state in terms of
a standard Toeplitz determinant of the form in Eq. (66)
with
qn = i
∫ π
0
dk
π
sin(kn)
∣∣cos k − hJ ∣∣√(
cos k − hJ
)2
+ γ2 sin2 k
(115)
≡
∫ π
−π
dk
2π
e−iknc˜(k), (116)
q˜(k) =
sgn(k)
∣∣cos k − hJ ∣∣√(
cos k − hJ
)2
+ γ2 sin2 k
. (117)
As with the XX model and the transverse-Ising limit,
the antisymmetry of Eq. (115) with respect to n forces
CxxNESS(n) = 0 for odd n. Combining this with the imag-
inary prefactor, we have a resulting phase factor
CxxNESS(n) ∝ cos
(πn
2
)
, (118)
for all choices of γ and h. In the context of the XX
model, these oscillations may be viewed as arising due
to a conserved spin current in the nonequilibrium steady
state. Here we find exactly the same wavelength of oscil-
lations and a reduced current (see below) which depends
on the details of the anisotropy and the magnetic field
through cos θk. That is, unlike the special isotropic case,
the oscillations in Cxxn are not determined by the long-
time limit of
〈
Jˆ zj (t)
〉
, which depends strongly on γ and
h. Figure 4 depicts the behavior of the long-time current
for 0 ≤ γ, hJ < 1. Note that in all cases Eq. (118) im-
plies the same wavelength for spatial oscillations in the
two-point function.
The steady-state current may be calculated by substi-
tuting Eqs. (106) and (110) into Eq. (24), yielding
〈
Jˆ zj
〉
NESS
= J
∫ k+
k−
dk
2π
sin k cos θk. (119)
Setting k− = 0, k+ = π and using cos θk =
∣∣sin k2 ∣∣, we
recover Eq. (58) as a special case for the largest possible
domain-wall state evolving under the critical transverse-
Ising Hamiltonian. Equation (119) may be integrated nu-
merically for arbitrary choices of h and γ, as depicted in
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FIG. 4. (Color online) Residual current as a fraction of that
which appears in the XX model at long times with the full
domain-wall initial state, m0 =
1
2
. Here J0 =
J
pi
is the corre-
sponding current for γ = h
J
= 0.
Fig. 4. For nonzero anisotropy, the spectrum in Eq. (14)
possesses an energy gap at kF = cos
−1 h
J of magnitude
∆ǫ = 2Jγ
√
1−
(
h
J
)2
. (120)
One might expect from general considerations that the
persistent current shows some tendency to decrease for
larger energy gaps ∆ ≡ ∆ǫJ . Collecting the values in
Fig. 4 and plotting them as a function of ∆, one finds
a continuous band of allowed current as a function of ∆
which becomes narrower for increasing gap size ∆, as de-
picted in Fig. 5. The points do not form a single line
as γ and h may be independently varied, with differ-
ent choices of (γ, h) producing the same ∆. The upper
and lower boundaries of the shaded region in Fig. 5 cor-
respond to h = 0 with 0 < γ < 1 and γ = 1 with
0 < hJ < 1, respectively. Furthermore, the shape of the
boundaries may be computed explicitly from Eq. (119)
in the appropriate regimes giving
Jupper(∆) = J0
1 + ∆2
, (121)
Jlower(∆) = 1
3
J0
[
2− ∆
2
4
(
1 + ∆2
)
]
, (122)
where J0 = Jπ is the current generated by the domain-
wall initial state in the XX model. For h = 0 (Jupper)
the gap is given by ∆ = 2γ, whereas for γ = 1 (Jlower)
we have ∆ = 2
√
1− h2J2 .
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FIG. 5. (Color online) Dependence of ratio of residual current
to J0 on energy gap ∆ = 2γ
√
1− h
2
J2
in the final Hamilto-
nian.
0 10 20 30 40
0
0.05
0.1
0.15
Jt
<
J j(
t)>
0 20 40
−0.4
−0.2
0
0.2
0.4
Jt
 
 
<
S jz
(t)
>
left side
center
right side
FIG. 6. (Color online) Current approaching nonequilibrium
steady-state value for m0 = 0.25, h = J , γ = 1 (main).
Magnetization also relaxes on either side of the domain wall
and within the center region (inset). For m0 < 0.5, the cen-
tral region relaxes to nonzero magnetization. Plots depict
the average of instantaneous magnetization or current on six
neighboring lattice sites obtained by applying Eqs. (43) and
(44) to the initial state studied in Ref. 34, which corresponds
to a sharp domain wall of height m0 <
1
2
.
B. Observables for m0 <
1
2
We may employ the nonequilibrium steady state de-
rived above to examine observables evaluated in the cen-
ter region in the long-time limit analytically without hav-
ing closed-form expressions for Eqs.(43) and (44) for arbi-
trary γ and hJ with m0 <
1
2 . The magnetization dynam-
ics can be understood as a two-stage process in which
the right and left sides of the system quickly relax ac-
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cording to a homogeneous quench. That is, far to the
right or left of the origin, the system is only aware of the
anisotropy quench and behaves accordingly. Each side
may thus be described by a generalized Gibbs ensemble
as follows. For t > 0 the conserved quantities are
Ik =
〈
η†kηk
〉
. (123)
The total magnetization is not a conserved quantity for
γ 6= 0, so relaxation occurs. Writing 〈·〉gGE to denote
the long-time average of an observable in the generalized
Gibbs ensemble, we have〈
Sˆzj
〉
gGE
=
〈
c†jcj
〉
gGE
− 1
2
= −1
2
+
∫ π
−π
dk
2π
[
cos2
θk
2
〈
η†kηk
〉
0
+ sin2
θk
2
〈
η−kη
†
−k
〉
0
]
.(124)
Here 〈·〉0 is used to label an expectation value in the ini-
tial state. For the integrals of motion,
〈
Iˆk
〉
gGE
=
〈
Iˆk
〉
0
.
To proceed, let us consider the left (right) side of a do-
main wall state with initial magnetization m0 (−m0).
Locally, the ground state of c fermions is a Fermi sea
filled to momentum k+ = π2 + πm0 (k
− = π2 − πm0). In
other words, each end is effectively its own semi-infinite
subsystem with a symmetrically filled Fermi sea so we
may write 〈
η−kη
†
−k
〉±
0
= 1−
〈
η†kηk
〉±
0
. (125)
These initial expectation values are then〈
η†kηk
〉±
0
= cos2
θk
2
〈
c†kck
〉±
0
+ sin2
θk
2
〈
c−kc
†
−k
〉±
0
,(126)
= sin2
θk
2
+ cos θkΘ(k
± − |k|). (127)
Taking + (−) to formally represent the left (right) side,
we have〈
Sˆzj
〉±
gGE
= −1
2
+
∫ π
−π
dk
2π
[
1
2
− 1
2
cos θk
+ cos θk
〈
η†kηk
〉±
0
]
, (128)
=
∫ k±
−k±
dk
2π
cos2 θk − 1
2
∫ π
−π
dk
2π
cos2 θk.(129)
For θk = 0 (XX model), this trivially evaluates to
±m0. In the critical transverse-Ising model limit cos θk =∣∣sin k2 ∣∣, and we have〈
Sˆj
〉±
gGE
= ±m0
2
− cos(πm0)
2π
, (130)
so that for a maximum jump in initial magnetization
(from 12 to − 12 ), we have〈
Sˆj
〉±
gGE
= ±1
4
. (131)
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FIG. 7. (Color online) Magnitude of Cxx(n) in central non-
equilibrium steady state for m0 = 0.05, h = 0, and various
values of γ. Power-law decay is known to form the envelope
of oscillations for γ = 0 whereas exponential decay sets in for
increasing γ. While the current drops rapidly as γ increases,
the spatial oscillation wavelength is only weakly affected by
the anisotropy. We note that for h = 0 the magnetization in
the central region approaches zero.
For m0 <
1
2 , the sides relax asymmetrically so that the
eventual equilibration of the central region results in non-
zero magnetization when h 6= 0, as depicted in Fig. 6.
In addition to the generalized Gibbs’ ensemble predic-
tion for the initial relaxation, we also depict the time-
dependent behavior obtained from Eq. (42) using the
Eqs. (43) and (44) for time evolution and the initial state
presented in Ref. [34], corresponding to a domain wall
with height m0 <
1
2 . The h = 0 limit turns out to be
particularly interesting in terms of the gapped dynam-
ics. The dispersion in Eq. (14) corresponds to a mode
velocity
vk = ∂kǫk, (132)
= ± (1− γ
2) sin 2k − hJ sin k
2ǫk
, (133)
which vanishes at h = 0 as γ → 1. This vanishing mode
velocity is reflected in the dynamics by keeping h = 0
and letting γ approach unity. The domain wall spreads
very slowly for γ ∼ 1. In the limit of a very small domain
wall m0 ≪ 12 , the resulting current is determined by the
value of cos θk evaluated at the Fermi momentum k =
π
2 ,〈
Jˆ zj
〉
NESS
m0≪
1
2−−−−→ m0h√
h2
J2 + γ
2
(0 <
h
J
, γ < 1). (134)
Though this limiting current depends strongly on γ and
h in the for domain walls m0 =
1
2 , the oscillation wave-
length in Cxxn (t→ ∞) appears rigidly fixed by the mag-
netization jump [Eq. (118)] and is insensitive to the de-
tails of h and γ. For small m0, Fig. 7 depicts some
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variation in spatial oscillation wavelength as γ is var-
ied for small m0. Note that Fig. 7 does not depict the
regime in which m0 is small enough compared to unity
for Eq. (134) to apply. Additionally, the case h = 0
should be treated separately, and Eq. (119) gives
〈
Jˆ zj
〉
NESS
=
J
π (1− γ2)
(
−γ +
√
1− (1− γ2) cos2[πm0]
)
(135)
which is valid for 0 < m0 ≤ 12 , and reduces to Eq. (121) as
m0 → 12 . The main result of this section is thus a strong
dependence of the persistent current on the particular
values of h and γ in the final Hamiltonian, for any value
of m0. By contrast, the spatial oscillations observed in
Cxxn are entirely fixed for maximal domain walls (m0 =
1
2 ) and appear to show only a weak dependence on γ
compared to the significant variation in resulting current.
V. CONCLUSIONS
In this paper, we have computed the long-time expec-
tation values for observables after a quantum quench
from the isotropic XX model to the anisotropic XY
model. By applying an initial magnetic field gradient,
the ground state of the initial Hamiltonian forms a spa-
tially inhomogeneous domain-wall magnetization profile.
In the critical transverse-Ising limit, we can obtain ex-
plicit expressions [Eqs. (49)-(51)], valid for all times. Of
significant interest is the system’s behavior in the long-
time limit within a certain region of space over which
the domain wall profile has relaxed to a spatially ho-
mogeneous value. We find an exponential envelope to
the decay of transverse correlations with oscillations of a
wavelength which is set by the magnetization jump in the
initial state. While this oscillation wavelength is identical
to that observed in the isotropic XX model, the residual
spin current is reduced due to the corresponding operator
only having partial overlap with the conserved quantities
in the anisotropic XY model. This exponential decay is
a consequence of beginning with a highly excited initial
state with respect to the ground state of the transverse-
Ising model, and we also demonstrate the emergence of
exponential decay when performing a simple anisotropy
quench from the ground state of the XX model in the
absence of external magnetic fields. It appears that the
exponential decay, common to both homogeneous and in-
homogeneous initial states created in the XX model is a
consequence of strong dephasing effects due to the abrupt
change in the natural eigenbasis of the system [69].
In addition to obtaining the full dynamics in the crit-
ical transverse-Ising limit, we have extracted the long-
time limit of basic observables for arbitrary anisotropy
γ, magnetic field h and domain-wall height m0. Begin-
ning from a current-carrying state in the XX model, it
is observed that a rapid quench to the XY model for
arbitrary γ and h results in a long-time steady state in
which the spin current is equal to its initial value, despite
this operator not being a conserved quantity of the final
Hamiltonian. By contrast, if we consider a domain-wall
initial state of height m0 which would give rise to a cur-
rent
〈
Jˆ zj
〉
= Jπ in the long-time limit of evolution in the
XX model, it is shown that the corresponding long-time
current is reduced from this value by an amount which
depends on γ and h. For γ > 0 an energy gap exists
in the system which affects the velocity of expansion of
the domain wall, thereby affecting the current which sat-
urates at a constant in the center of the system. We
have presented explicit results for the steady-state cur-
rent at long times in various regimes. Expressions such
as Eq. (135) which contain exact expressions valid for
a wide range in parameter values (here, anisotropy γ
and domain wall height m0) should prove useful espe-
cially in accounting for perturbative effects due to weak
anisotropy.
Recent experimental efforts have succeeded in observ-
ing details of far-from-equilibrium, one-dimensional sys-
tems with impressive precision, including power-law de-
cay and phase oscillations of correlation functions [6].
A clear direction for future work is to determine how
robust the results of this paper are with respect to
small amounts of dissipation and weak interactions, in-
evitably present in any experimental situation. Numer-
ical investigations which incorporate the effects of cou-
pling anisotropy and interactions would be a valuable
first step in this direction. While the XXZ model is
well studied for its nontrivial integrable interactions, sig-
nificantly less attention is paid to the less symmetric
XY Z model, which is also integrable. It would inter-
esting to explore the breaking of integrability through
non-equilibrium situations such as those presented in this
paper in the context of a fully interacting model such as
the XY Z spin chain with tunable next-nearest interac-
tions as an integrability-breaking perturbation. Further-
more, the exact results presented in this work provide
further benchmarks for testing continuum methods such
as bosonization in out-of-equilibrium situations.
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Appendix A: Sums over products of Bessel functions
The sums in Eqs. (49) and (51) are of two basic forms,
S
(1)
k,l (x) =
M∑
m=1
Jk+2m(x)Jk+l+2m(x), (A1)
S
(2)
k,l (x) =
∑
m>0
Jk+2m(x)Jk+l+2m(x). (A2)
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Asymptotically, for x ≫ |k|, |l|, the finite sums of the
form in Eq. (A1) make vanishing contributions, which
decay as O(x−1). Taking the large-argument limit and
replacing the Bessel functions by their asymptotic form,
Jν(x) ∼
√
2
πx
cos
[
x− πν
2
− π
4
]
, (A3)
these sums are bounded
∣∣∣∣∣
M∑
m=1
Jk+2m(x)Jk+l+2m(x)
∣∣∣∣∣ < 2Mπx ∼ O(x−1), (A4)
contributing to the region |j|, |n| ≫ Jt≫ 0 after the ini-
tial global relaxation of the magnetization has occurred
but before the domain wall has spread to the region con-
taining site j. In the limit |j|, |n| ≪ Jt, these sums
in Eqs. (49)-(51) vanish as O(t−1). The nonequilibrium
steady state formed at long times is determined by the
infinite sums of the form given in Eq. (A2). We may ex-
tract the infinite-time limit by appealing to a known sum
rule [34]
Tk,l(x) ≡
∞∑
m=1
Jk+mJk+l+m, (A5)
=
x
2l
[Jk+1Jk+l − JkJk+l+1] , (A6)
where the argument x has been suppressed for brevity
on the right-hand side. We may write
Tk,l =
∞∑
m>0
[Jk+2mJk+l+2m + Jk+2m−1Jk+l+2m−1] ,(A7)
= S
(2)
k,l + S
(2)
k−1,l. (A8)
For x ≫ |k|, |l| we have S(2)k,l ≈ S(x)k−1,l in the homoge-
neous non-equilibrium steady state, so
lim
x→∞
Tk,l(x) = 2 lim
x→∞
Sk,l(x). (A9)
Applying the asymptotic expansion Eq. (A3) to Eq. (A6)
we arrive at
lim
x→∞
∑
m>0
Jk+2mJk+l+2m =
sin
(
πl
2
)
2πl
. (A10)
Substituting Eq. (A10) in Eqs. (49)-(51) and neglecting
contributions which vanish as t−1 yields Eqs. (52)-(54).
Appendix B: Pfaffians for spin-spin correlation
functions
It is known [28, 30] that the transverse two-point cor-
relation functions are given by〈
Sˆxj Sˆ
x
j+n
〉
=
1
4
〈BjAj+1 · · ·Bj+n−1Aj+n〉 , (B1)〈
Sˆyj Sˆ
y
j+n
〉
=
1
4
(−1)n 〈AjBj+1 · · ·Aj+n−1Bj+n〉 .(B2)
The Pfaffian of an antisymmetric matrix Aij = −Aji is
the square root of the matrix determinant,
[pfA]2 = detA. (B3)
Applying Wick’s theorem, Eqs. (B1) and (B2) are readily
expressed as Pfaffians [70],
〈BjAj+1Bj+1 · · ·Aj+n−1Bj+n−1Aj+n〉 =
∣∣∣∣∣∣∣∣∣∣
〈BjAj+1〉 〈BjBj+1〉 · · · 〈BjBj+n−1〉 〈BjAj+n〉
〈Aj+1Bj+1〉 · · · 〈Aj+1Bj+n−1〉 〈Aj+1Aj+n〉
. . .
...
...
〈Aj+n−1Bj+n−1〉 〈Aj+n−1Aj+n〉
〈Bj+n−1Aj+n〉
∣∣∣∣∣∣∣∣∣∣
, (B4)
〈AjBj+1Aj+1 · · ·Bj+n−1Aj+n−1Bj+n〉 =
∣∣∣∣∣∣∣∣∣∣
〈AjBj+1〉 〈AjAj+1〉 · · · 〈AjBj+n−1〉 〈AjBj+n〉
〈Bj+1Aj+1〉 · · · 〈Bj+1Aj+n−1〉 〈Bj+1Bj+n〉
. . .
...
...
〈Bj+n−1Aj+n−1〉 〈Bj+n−1Bj+n〉
〈Aj+n−1Bj+n〉
∣∣∣∣∣∣∣∣∣∣
. (B5)
Barouch and collaborators [30] use a somewhat re-
arranged form for Eq. (B4), making its equivalence to
Eq. (61) most transparent. The evaluation of these Pfaffi-
ans may be accomplished by taking the square root of the
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determinant of the corresponding skew-symmetric matrix
[18] or through direct expansion in minors. An immediate
drawback to the former approach is an indeterminacy in
the sign of the correlation, since its square is being com-
puted directly. Fortunately, efficient libraries for direct
Pfaffian computation are available in most common pro-
gramming languages [71]. It is straightforward to verify
that CyyNESS(n) = CxxNESS(n) for those cases noted in this
paper by numerically evaluating Eqs. (B4) and (B5). To
this end, we require the expressions,
〈Bj(t)Aj+n(t)〉 = 2Re
[〈
c†jcj+n
〉]
− 2Re [〈cjcj+n〉]
− δn=0, (B6)
〈Aj(t)Bj+n(t)〉 = −2Re
[〈
c†jcj+n
〉]
− 2Re [〈cjcj+n〉]
+ δn=0, (B7)
〈Aj(t)Aj+n(t)〉 = 2iIm
[〈
c†jcj+n
〉]
+ 2iIm [〈cjcj+n〉]
+ δn=0, (B8)
〈Bj(t)Bj+n(t)〉 = −2iIm
[〈
c†jcj+n
〉]
+ 2iIm [〈cjcj+n〉]
− δn=0. (B9)
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