Abstract. We classify linear maps which preserve idempotents on n × n matrices over some classes of semirings. Our results include many known semirings like the semiring of all nonnegative integers, the semiring of all nonnegative reals, any unital commutative ring, which is zero divisor free and of characteristic not two (not necessarily a principal ideal domain), and the ring of integers modulo m, where m is a product of distinct odd primes.
Introduction
Linear preserving problems is an active research area in matrix and operator theory. It concerns with classification of linear maps which preserve some functions, subsets, relations, etc. One of these invariants, preservers of which were already studied by many mathematicians, is the set of all idempotents. We refer to [1, 3, 5, 12] for linear maps which preserve idempotents on n × n matrices over fields and rings. Linear maps which strongly preserve idempotents (i.e., A is idempotent if and only if Φ(A) is idempotent) on matrices over antinegative semirings, which are zero divisor free, were studied in [2] . In particular, a complete classification was obtained for the semiring of all nonnegative integers, the semiring of all nonnegative reals, chain semiring, and for binary Boolean algebra. The last result was later generalized to arbitrary finite Boolean algebra [11, Theorem 3.2] , which is a semiring isomorphic to a direct product of binary Boolean algebras. Very recently, similar problems as in [2] and [11, Theorem 3.2] were studied in [13, 7] . Here, linear maps Φ were not assumed to preserve idempotents strongly (i.e., A 2 = A implies Φ(A) 2 = Φ(A) but not vice versa). However, it was assumed that the maps Φ were bijective. On the contrary, in the case of matrices over fields [1, 5] , neither bijectivity nor strong preserving of idempotents was assumed (see also [12] ). In fact, for fields of characteristic different from 2, the semigroup of nonzero linear maps that preserve idempotents is generated by transposition and similarity. Hence, any such map is automatically bijective and strongly preserves idempotents. Is it possible to obtain a result, similar to [1, 5] , also for matrices over semirings? Our main results answer to this question positively for two considerably large classes of semirings. The first class consist of commutative multiplicatively cancellative semirings, which are not antinegative, and such that 2 = 0. The second class is formed by additively cancellative antinegative semirings, which are zero divisor free. As a corollary a complete classification of linear idempotents preservers is obtained for commutative semirings, which are additively and multiplicatively cancellative, and such that 2 = 0. For more details see Theorem 2.1, Theorem 2.3, Corollary 2.5, and Corollary 2.6.
The rest is organized as follows. In Section 2 we recall the necessary definitions and state the main results of this paper. In Section 3 the proofs are given while in Section 4 the analogous problem for a direct product of semirings is considered. Some interesting examples of semirings which fit the main theorems are given in Section 5. In this section we also list counterexamples which show that various assumptions in the main theorems cannot be omitted.
Preliminaries and statements of main results
A semiring S consists of a set and two binary operations, addition (+) and multiplication (·), such that:
(a) (S, +) is a commutative monoid with identity element 0; (b) (S, ·) is a monoid with identity element 1 = 0; (c) multiplication is distributive over addition on both sides; (d) s0 = 0 = 0s for all s ∈ S. The multiplication symbol is usually omitted, i.e., st := s · t. A semiring S is called:
-commutative (COM) if the monoid (S, ·) is commutative; -antinegative (AN) if s + t = 0 implies s = 0 = t for any s, t ∈ S; -additively cancellative (AC) if s + t = s + u implies t = u for any s, t, u ∈ S; -multiplicatively cancellative from left (MCL) if st = su, s = 0 imply t = u for any s, t, u ∈ S; -multiplicatively cancellative from right (MCR) if ts = us, s = 0 imply t = u for any s, t, u ∈ S; -multiplicatively cancellative (MC) if it is MCL and MCR; -zero divisor free (ZDF) if st = 0 implies s = 0 or t = 0 for any s, t ∈ S. It is easy to see that each of the properties MC, MCL, or MCR implies ZDF, but not conversely (see e.g. Counterexample 5.7).
A map ϕ : S → S between two semirings is called a semiring homomorphism if ϕ(s + t) = ϕ(s) + ϕ(t) and ϕ(st) = ϕ(s)ϕ(t) holds for all s, t ∈ S, and if in addition ϕ(0) = 0 and ϕ(1) = 1. When it is bijective, it is called a semiring isomorphism. The center of a semiring S, i.e., the set {s ∈ S | st = ts ∀t ∈ S}, is denoted by Z(S). Let M n (S) denote the set of all n × n matrices with entries from S. A matrix with 1 at position (i, j) and zeros elsewhere is denoted by E ij , while I denotes the identity matrix.
is idempotent whenever A is idempotent. A map Φ is left linear, or shortly linear, if Φ(sA + tB) = sΦ(A) + tΦ(B) for all s, t ∈ S and A, B ∈ M n (S). We say that A and B are orthogonal if AB = 0 = BA. The Schur, i.e., entrywise product of matrices A and B is denoted by A • B.
We now state the main results of this paper. 
Here, s ∈ S is nonzero and matrices Q, R ∈ M n (S) satisfy QR = RQ = sI. Remark 2.2. We cannot always assume that s = 1 (see Counterexample 5.6). 
(n = 2). (iv')
Here, P is a permutation matrix, X ∈ M n (S) has nonzero entries, P 1 , . . . , P n are pairwise orthogonal (possibly zero) idempotents, and a ij denotes the (i, j)-entry of the matrix A. In (iv'), y 2 ii = y ii = 0, and y ij = 0 or z ij = 0 for all i = j. Remark 2.4. We will see in the proof that entries of the matrix X satisfy x 2 ii = x ii and x ij tx jk = tx ik for all i, j, k distinct and for all t ∈ S. We also remark that the inverse of Theorem 2.3 is not true in general, i.e., not every map (i')-(iv') preserves idempotents. If we strengthen ZDF to MCL or MCR, then we get a stronger result. 
Here, Q ∈ M n (S) is invertible and such that all entries of Q and Q −1 are in Z(S).
We can even drop the AN assumption if we add COM. Note that in this case MCL=MC=MCR. 
Proofs
It is well known that any commutative ring S, which is zero divisor free, can be embedded into the field of fractions, denoted here by F(S) (see e.g. Proof. Since S is not AN, there exist nonzero x, y ∈ S such that x + y = 0. Therefore, given [a, b] ∈ F(S) we can define its additive inverse by [ya, xb] .
If F is a field, and nonzero idempotent matrices P 1 , . . . , P n ∈ M n (F) are pairwise orthogonal, then there exists an invertible matrix Q ∈ M n (F) such 
Proof. For a given matrix A ∈ M n (S) let A ϕ be a matrix obtained from A by applying ϕ from (1) entrywise. Clearly, P ϕ 1 , . . . , P ϕ n ∈ M n (F(S)) are nonzero pairwise orthogonal idempotents. Since F(S) is a field by Lemma 3.1, there exists an invertible matrix V ∈ M n (F(S)) such that P 
, and γ := αβ. Clearly, γ = 0 and γP
By (2) and (3) we deduce that sI =
By assumption, P i = 0 and S is MC. Hence, (4) implies that t ii = s.
where e i and e j are column-vectors with 1 at the i-th, respectively j-th, component and zeros elsewhere. If t ij = 0, then (5) implies that Qe i = 0 or R tr e j = 0, because S is MC. Consequently, sP i = (Qe i )(R tr e i ) tr = 0 or sP j = (Qe j )(R tr e j ) tr = 0, a contradiction. Hence, t ij = 0 and RQ = sI.
For semirings which are ZDF and AN the following analogue holds. 
Proof. It suffices to show that, as sets,
jk denote the (j, k)-th entry of the matrix P i . Since (6) all entries of the matrix P j in the k-th row and g-th column vanish (j = i).
We will now use induction on n. Let n = 2. If p
12 E 12 ). This is a contradiction since P 2 is a nonzero idempotent. Hence, P 1 is a diagonal 2 × 2 matrix. By symmetry the same holds for P 2 . Since S is ZDF and P 1 , P 2 are nonzero, we easily deduce that {P 1 
Since P i is a nonzero idempotent, we deduce that g i = h i and
. . , g m and h 1 , . . . , h m do not exist. Then all matrices P 1 , . . . , P m have some fixed row or column zero. Say that rth row is such (the proof is symmetrical if r-th column is zero). Then, all matrices P i must have some nonzero entry outside of r-th column and row. Otherwise we would deduce P i = P 2 i = 0 by a straightforward calculation. Hence, the (m − 1) × (m − 1) matricesP i , which are obtained from matrices P i by deleting r-th column and row, are nonzero. Since matrices P i have r-th row zero it follows thatP
In the same way we infer that {P 2 Proof. Let Φ(E ii ) = 0 and choose j = i arbitrarily. Since E ii + sE ij is an idempotent for all s ∈ S, the same holds for Φ(E ii + sE ij ) = sΦ(E ij ). Hence,
Now, if S is COM and MC, then (7) implies that
Since |S| ≥ 3, we can choose such s and t distinct. Therefore, Φ(E ij ) = 0. Otherwise, if S is AC and AN, choose s = 1 + 1 =: 2 and s = 1 in (7)
Consequently, by AN,
We deduce that Φ(E ji ) = 0 (j = i)
in the same way as (9) . This ends the proof if n = 2. Otherwise, choose j and k such that i, j, k are all distinct. Since E ii + E ji + sE ik + sE jk is an idempotent for all s, the same is true for Φ(E ii + E ji + sE ik + sE jk ) = sΦ(E jk ). We repeat the procedure above to deduce that Φ(E jk ) = 0.
Proof of Theorem 2.1. We first prove the "if part". If Φ satisfies (i) and
Since S is MC, we deduce that Φ(A) 2 = Φ(A), i.e., Φ preserves idempotents. We proceed in the same way if Φ satisfies (ii). The zero map (iii) preserves idempotents as well.
It remains to prove the "only if part". Choose arbitrary distinct i and j. Matrices Φ(E ii + E jj ), Φ(E ii ), and Φ(E jj ) are idempotents, i.e.,
Note that S is AC by Lemma 3.1. Hence, the above implies that Φ(E ii )Φ(E jj )+ Φ(E jj )Φ(E ii ) = 0. Multiply this equation with Φ(E ii ) from the left, i.e., (10) Φ
and equation (10) with Φ(E ii ) from the right. We deduce that
Since S is MC with 2 = 0, it follows that Φ(E ii )Φ(E jj )Φ(E ii ) = 0. We infer that
from (10) . Note that 2 = 1 + 1 = 1 by AC. Hence, |S| ≥ 3. Assume first that Φ(E ii ) = 0 for some i. Then, Φ(A) = n k=1 a kk Φ(E kk ) by Lemma 3.4. Here, a kk is the (k, k)-entry of the matrix A. Since S is not AN, there exist nonzero x, y ∈ S such that x + y = 0. We may assume that x = 1. Otherwise replace x with 2x and y with 2y. Now, let j = i be arbitrary. Since (12) B := (y + 1)E ii + x(y + 1)E ij + E ji + xE jj and E jj are idempotents it follows that x 2 Φ(E jj ) = xΦ(E jj ). Note that x 2 = x, since x = 0, 1 and S is MC. Consequently, Φ(E jj ) = 0. Since j is arbitrary, it follows that Φ ≡ 0, i.e., Φ is of the form (iii).
If Φ(E ii ) = 0 for all i, then, by Lemma 3.2 and (11), there exist matrices Q, R and nonzero s ∈ S such that (13) sΦ
. . , n)
and QR = RQ = sI. If i = j, then Φ(E ii + tE ij ) is an idempotent for any t.
Combine equation (14), t = 2 together with equation (14), t = 1 multiplied by 2. We deduce that 2Φ(E ij ) 2 = 0 by AC. Hence, Φ(E ij ) 2 = 0, i.e., sΦ(E ij ) = sΦ(E ii )Φ(E ij ) + Φ(E ij )sΦ(E ii ). Consequently, we infer from (13) that
In the same way we deduce that
Equations (15) and (16) 
for some x ij , y ij ∈ S. Since Φ(E ij ) 2 = 0, we deduce that x ij y ij = 0, i.e., x ij = 0 or y ij = 0. From (13) Hence, exactly one element in {x ij , y ij } is nonzero. Moreover,
, together with (13) and (17), shows that either x ik = 0 and y ik = 0 for all k = i or conversely x ik = 0 and y ik = 0 for all k = i. Consequently, it follows that
We may assume that (19) is correct. Otherwise consider the map Ψ(A) := Φ(A) tr . Equation (18) transforms now into x ij x ji = s 2 . If n ≥ 3, then C := E ii + E ik + E ji + E jk is idempotent for arbitrary distinct i, j, k. Hence, the equation (21) x ji x ik = sx jk follows from (s 2 Φ(C)) 2 = s 2 (s 2 Φ(C)). If we define x ii := s for all i, then (21) holds for arbitrary i, j, k (they are allowed to be equal). By (19), sΦ(E ij )Q = Qx ij E ij and sRΦ(E ij ) = x ij E ij R. Hence, the i-th column of the matrix Qx ij and the j-th row of the matrix x ij R are divisible by s, i.e., every their entry is of the form st for some t (this is obvious when i = j). Consequently, Qdiag(x 11 , x 21 , . . . , x n1 ) = sQ and diag(x 11 , x 12 , . . . , x 1n )R = sR for some matricesQ andR. It follows from (21) that sQsR = s 3 I = sRsQ, i.e., QR =RQ = sI. Again, by (21), sQE ij sR = Qsx ij E ij R = s 3 Φ(E ij ), i.e.,
sΦ(E ij ) =QE ijR for all i and j. Therefore, Φ satisfies (i). Clearly, if (20) is correct instead of (19), then Φ is of the form (ii).
A big part of the proof of Theorem 2.3 is almost identical as its counterpart in Theorem 2.1. Therefore we only sketch the differences.
Sketch of the proof of Theorem 2.3.
Note that the equation 2t = 0 still implies t = 0, since S is AN. Hence, we deduce (11) as in the proof above. Since S is also AC, we see that 1 = 1 + 1 = 0, i.e., |S| ≥ 3. Therefore, if Φ(E ii ) = 0 for some i, we infer that Φ(A) = n k=1 a kk Φ(E kk ) from Lemma 3.4. Hence, Φ is of the form (iii') for P k = Φ(E kk ). If Φ(E ii ) = 0 for all i, then, by Lemma 3.3, there exist a permutation matrix P and x 11 , . . . , x nn ∈ S\{0} such that
and x 2 ii = x ii for all i. Since Φ(E ii + E ij ) and Φ(E ii + 2E ij ) are idempotents for i = j, and since 2 ∈ Z(S), we deduce that
for some x ij , y ij ∈ S, similarly as in the previous proof. Again, x ij = 0 or y ij = 0. If n = 2, then Φ is of the form (iv') by (22) and (23). Let n ≥ 3. If Φ(E ij ) = 0 for all i and j distinct, then Φ is of the form (iii'). Assume now that Φ(E ij ) = 0 for some i = j. We may say that x ij = 0 and y ij = 0 (the proof is symmetrical if x ij = 0 and y ij = 0). Since matrices Φ( n k=1 E ik ) and Φ( n k=1 E kj ) are idempotents, and x ij = 0, we deduce that y ik = 0 for all k = i and y kj = 0 for all k = j. Choose k = i, j and t ∈ S arbitrarily. Matrix Φ(tE ij + E ik + tE kj + E kk ) is idempotent. Hence, (24) x ik tx kj = tx ij .
In particular, x ik and x kj are nonzero. Since n ≥ 3 and k is arbitrary, we can repeat the procedure above and deduce that ii = x ii = 0, i.e., x ii = 1 since S is MCL or MCR. Moreover, x kj x ji x ij = x ki x ij = x kj = 0. Similarly, x ji x ij x jk = x jk = 0. Hence, by MCL/MCR, x ji x ij = 1 for all i = j. Now, Remark 2.4 implies that x ij t = x ij tx jk x kj = tx ik x kj = tx ij , so the matrix X has all entries in Z(S). Let V be the diagonal matrix diag (x 11 , x 21 , . . . , x n1 ) . Then,
for all A. Hence, the form (i') gives (i") and the form (ii') gives (ii"). If Φ is of the form (ii"), then st = ts for any s, t ∈ S, since Φ(E 11 + sE 21 + tE 13 + stE 23 ) is idempotent. Hence, S is COM.
Proof of Corollary 2.6. The "if" part is obvious. We will prove the "only if" part. If S is not AN, then it satisfies the assumptions of Theorem 2.1 and Φ fits one of the forms (i)-(iii). If S is AN, then it satisfies the assumptions of Corollary 2.5 and Φ fits one of the forms (i")-(iii"). Clearly, the forms (i") and (ii") are a special type of (i) and (ii) respectively. Suppose now that Φ preserves idempotents and is of the form (iii"). If it is not the zero map (iii), then there exists i such that P i = 0. Choose an idempotent A = [a jk ] ∈ M n (S) and j ∈ {1, . . . , n} arbitrarily. If a permutation matrix P is such that the (i, i)-th entry of the matrix P AP −1 equals a jj , then the equation
Direct products of semirings
If {S λ | λ ∈ Λ} is a family of semirings, then the direct product S = × λ∈Λ S λ is a semiring with the operations of addition and multiplication defined componentwise. Given s ∈ S let s λ ∈ S λ be its λ-th component. Similarly, for
Clearly, Φ λ is linear and unique.
We infer from (25) that A is idempotent if and only if A λ is idempotent for all λ. Hence, we have the following lemma.
Lemma 4.2. A map Φ : M n (S) → M n (S) is linear and preserves idempotents if and only if all maps Φ λ are linear and preserve idempotents.
Recall that an element s of a semiring is called multiplicatively cancellable if each of the equations st = su and ts = us implies t = u for any t and u. 
Proof. The "if" part is proved similarly as in Theorem 2.1. To prove the "only if" part assume that Φ is linear and preserves idempotents. By Lemma 4.2 the same holds for the maps Φ λ . By Theorem 2.1 there exist matrices Q, R ∈ M n (S) and s ∈ S such that for any λ the map Φ λ fits the form
where s λ = 0, i.e., s is multiplicatively cancellable. Moreover, QR = RQ = sI. Denote with Λ 1 , Λ 2 , Λ 3 the sets of all λ for which Φ λ is of the first, second, and third form respectively. Let the λ-th component of f i ∈ S be 1 if λ ∈ Λ i and 0 otherwise. Then,
An interesting example of a direct product is Z m , the semiring of integers modulo m, where m = p 1 p 2 · · · p k is a product of distinct odd primes. In fact, the map ϕ :
= s, is a semiring isomorphism (surjectiveness is an immediate consequence of the Chinese remainder theorem). Since all Z p λ are fields, we see from the proof above, that in this case s = 1 and
Though written in a slightly different way, the approach of viewing a semiring as a direct product of "nicer", i.e., MC semirings was used in [13] and [11, Theorem 3.2] , where bijective linear preservers of idempotents and linear strong preservers of idempotents on matrices over general finite Boolean algebra were classified by reducing the problem to the analogue for binary Boolean algebra. Recall that a finite Boolean algebra is isomorphic to a direct product of binary Boolean algebras. 
Examples and counterexamples
Firstly we list some interesting examples of semirings satisfying the assumptions of Theorem 2.1 and Theorem 2.3.
Example 5.1. Any commutative ring with 1, which is zero divisor free and of characteristic not 2 fits the assumptions of Theorem 2.1. However, there exist semirings which are COM, MC, are not AN, and are not rings. An example of such is the semiring of all real polynomials p, where the last coefficient, i.e., p(0) is nonnegative. Addition and multiplication are the usual ones.
Example 5.2. Two important semirings which satisfy the assumptions of Theorem 2.3 and Corollary 2.5 are Z + , the semiring of all nonnegative integers, and R + , the semiring of all nonnegative reals, with operations defined as usual. However, there are many more semirings which are AC, ZDF, and AN. In fact, for arbitrary semiring S there exists a semiring S which is AC, ZDF, and AN, and a surjective semiring homomorphism ϕ : S → S (see the construction in [8, Proposition 8 .33]).
Example 5.3. Let S be a semiring, Σ a nonempty set, and Σ * the free monoid defined by Σ, i.e., Σ * consist of all finite words with letters from Σ, where the operation is just the concatenation of words. The set S Σ of all functions f : Σ * → S, equipped with componentwise addition and multiplication defined by (f g)(w) = {f (w )g(w ) | w w = w}, is known as the semiring of formal power series in Σ over S. This semiring is a frequently used as a tool in the theory of languages and automata (see [8, pp. 31-33] for some details). It can be proved that if S satisfies the assumptions of Theorem 2.3, then so does S Σ . The analogue holds also for Corollary 2.5. We leave the proofs to the reader.
Note that the map Φ in Theorem 2.3 can in fact be of the form (iii') or (iv').
Example 5.4. If S = Z + with usual operations, then the maps (iii') and (iv') always preserve idempotents.
Below we show that, except for COM in Theorem 2.1, neither assumption on the semiring in Theorem 2.1 and Theorem 2.3 can be omitted. At the end we show that the conclusions of Theorem 2.1 and Theorem 2.3 are the best possible. that at least one of these two numbers or the number t 11 is not an element of S, for any t 21 ∈ S. Hence, such T does not exist.
The difference between Theorem 2.3 and Corollary 2.5 is pointed out below. 
