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  [2] 多変量カテゴリカルデータを対象にして、カテゴリーの数量化・変数のクラスタリング・主成分
の抽出を同時に行う新たな非計量主成分分析法を考案して、その解を求めるための交互最小二乗アル
ゴリズムを開発している。この方法では、同一クラスターに分類された変数は同じ負荷量によって特
徴づけられるため、変数の数が多い場合には、負荷行列の解釈が格段に容易になることが、実データ
への適用例を通して実証されている。 
[3] 現在普及する因子分析法の負荷行列の解は、回転の不定性を持つため、解釈しやすい単純構造を
持つように負荷行列を回転する方法が採られるが、この因子回転が持つ難点は、データに関係なく定
義される単純構造の達成度関数を最大化させる点にある。こうした難点を回避して単純構造の負荷行
列を求めるために、ベイズ統計学の枠組のもとに、因子モデルのデータへの適合を表す尤度と、負荷
行列が単純構造を持つことを表す事前情報の積である事後確率を最大化する方法を開発している。解
法には、ギブスサンプラーに基づく最新のベイジアン・コンピュテーションの技法が駆使され、その
反復計算の過程で、事前情報を表す関数のパラメータもデータへの適合に合わせて更新されていくこ
とが開発手法のエレガントな特徴である。シミュレーションおよび実データへの適用によって、開発
手法が、近年の関連手法より優れた挙動を示すことが確認されている。 
行動科学をはじめ、いかなる分野においても、多数の変数を少数の因子に縮約することは必須の方
法論となるが、そのために、新たな次元縮約手法の研究開発を行って、開発手法の良好な挙動を確認
し、その性質を考究した本論文は、博士（人間科学）の学位授与に十分に値するものと判定された。 
 
