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Abstract/Zusammenfassung
For the past decades, Kelvin probe force microscopy (KPFM) developed from a
sidebranch of atomic force microscopy to a widely used standard technique. It
allows to measure electrostatic potentials on any type of sample material with an
unprecedented spatial resolution. While the technical aspects of the method are
well understood, the interpretation of measured data remains object of intense
research. This thesis intends to prove an advanced view on how sample sys-
tems which are typical for ultrahigh resolution imaging, such as organic molec-
ular submonolayers on metals, can be quantitavily analysed with the differential
charge density model.
In the first part a brief introduction into the Kelvin probe experiment and
atomic force microscopy is given. A short review of the theoretical background
of the technique is presented.
Following, the differential charge density model is introduced, which is used
to further explain the origin of contrast in Kelvin probe force microscopy. Phys-
ical effects, which cause the occurence of local differential charge densities, are
reviewed for several sample systems that are of interest in high resolution atomic
force microscopy.
Experimental evidence for these effects is presented in the second part. Atomic
force microscopy was used for in situ studies of a variety of sample systems rang-
ing from pristine metal surfaces over monolayer organic adsorbates on metals to
ferroelectric substrates both, with and without organic thin film coverage.
As the result from these studies, it is shown that the differential charge den-
sity model accurately describes the experimentally observed potential contrasts.
This implies an inherent disparity of the measurement results between the differ-
ent Kelvin probe force microscopy techniques; a point which had been overseen
so far in the discussion of experimental data. Especially for the case of laterally
strong confined differential charge densities, the results show the opportunity
as well as the necessity to explain experimental data with a combination of ab
initio calculations of the differential charge density and an electrostatic model of
the tip-sample interaction.
ix
Abstract/Zusammenfassung
In den vergangenen Jahrzehnten hat sich die Kelvinrasterkraftmikroskopie
von einer ausgefallenen Unterart der Rasterkraftmikroskopie zu einer viel-
seitig eingesetzten Standardtechnik entwickelt. Sie erlaubt unabhängig vom
Material der untersuchten Probe die Vermessung elektrostatischer Potentiale
mit unübertroffener räumlicher Auflösung. Während die technischen As-
pekte der Methode weitestgehend verstanden sind, verbleibt die Interpreta-
tion gemessener Daten Gegenstand intensiver Forschung. Diese Arbeit un-
tersucht die Anwendung des Modells der Differenzladungsdichte auf die für
hochauflösende Rasterkraftmikroskopie typischen Probensysteme, wie zum
Beispiel Submonolagen organischer Moleküle auf Metallen.
Im ersten Teil wird nach einer Einführung in das Kelvinexperiment und die
Rasterkraftmikroskopie ein Überblick über die theoretischen Grundlagen der ex-
perimentellen Techniken präsentiert.
Folgend wird das Modell der Differenzladungsdichte, welches im weit-
eren dazu benutzt wird den Ursprung des Bildkontrastes in der Kelvinkraft-
mikroskopie zu erklären, vorgestellt. Physikalische Effekte, die lokale Differen-
zladungsdichten hervorrufen, werden für die für hochauflösende Rasterkraft-
mikroskopie typischen Probensysteme erörtert.
Der experimentelle Nachweis solcher Effekte wird im zweiten Teil erbracht.
Rasterkraftmikroskopie wurde für in situ Untersuchungen einer Reihe von
Probensystemen genutzt, welche von einfachen metallischen Oberflächen über
Metalle mit Monolagen organischen Adsorbates bis hin zu ferroelektrischen
Substraten, sowohl mit als auch ohne Bedeckung organischer Dünnschichten,
reichen.
Als Ergebnis dieser Untersuchungen wird gezeigt, dass das Modell der
Differenzladungsdichte die im Experiment beobachteten Potentialkontraste
akkurat beschreibt. Daraus folgt eine implizite Ungleichheit zwischen
den Messergebnissen der unterschiedlichen Kelvinkraftmikroskopiemethoden;
ein Fakt dem bisher wenig Beachtung bei der Auswertung von experi-
mentellen Ergebnissen entgegengebracht wurde. Besonders für lateral stark
beschränkte Objekte ergibt sich daraus die Möglichkeit und Notwendigkeit
experimentelle Daten mit einer Kombination aus ab initio Kalkulation der
Differenzladungsdichte und elektrostatischer Modellierung des Probe-Spitze-
Systems zu beschreiben.
x
Part I
Kelvin probe force microscopy

1 Introduction
If at first, the idea is not absurd, then there is no hope
for it.
Albert Einstein
1.1 Introduction
1.1.1 The “contact electricity” of metals
Volta’s discovery
At the beginning of the 19th century, the invention of the voltaic pile (see figure
1.1) by Allesandro Volta [1] opened up a whole new space of experimental
possibilities in the field of electricity [2]. This development was the result of
a controversy between Volta and the galvanists about the interpretation of the
famous frog experiment of Luigi Galvani. The galvanists believed in a kind of
electricity inherent to biological tissue, which would cause the reaction of the
dead frog when metallic contact was made between the two ends of a leg. In
contrary, Volta saw the reason for this reaction in the metal contact itself, since
the experiment worked best, if at least one pair of metals in series was used to
establish the contact.
This observation led him to experiments with metal pairs and the discovery
of a “contact electricity”, which in modern language is the same as the contact
potential difference (CPD) originating in a work function difference of the two
involved materials. As a result of his experiments and in order to show that the
galvanists were wrong, he constructed the voltaic pile - the first battery ever. He
believed to disprove the ideas of galvanism, since no biological tissue was neces-
sary to produce electricity. Consequently, Volta argued for the contact electricity
as the only origin of the electric action1 observed on the open pile and denied the
1The terms current and voltage were not clearly formulated at this time.
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Fig. 1.1: The couronne de tasses (chain of cups) and the voltaic pile. Each of the
batteries consists out of two different metals (silver: A, and zinc: Z) connected by
a liquid (mostly water, a salt solution or an acid) or a wetted material. Volta at-
tributed the observed voltage to the contact potential difference of the metal-metal
contacts, while electrochemical interactions at the liquid-metal interfaces cause the
functionality of each single galvanic cell. Figure taken from [3].
influence of electrochemical reactions taking place at the liquid-metal interfaces
of his arrangement [1].
Remarkably, at the same time J.W. Ritter in Jena/Germany conducted quite
similar experiments compared to that of Volta. He earlier showed, that electric
action could be found in unlike pairs of metals connected by some liquid, finally
giving a more precise description of the working principle of the galvanic cell2
than Volta himself as he attributed the observed electricity also to the involved
chemical reactions [4].
A careful analysis3 of different pairs of metals led both, Volta as well as Ritter,
to the electrochemical series, in which materials are ordered corresponding to
their reduction potential.
2Bad luck for him, he missed to invent the battery.
3Quite remarkable is the fact, that at these early times of electric studies, human senses like
the pain generated by electric shocks or the taste of small voltages where the commonly used
measures.
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The experiment of Lord Kelvin
In the course of the century interest in more precise measurements and the search
for a less empiric formulation of the contact electricity as stated by Volta led to
a series of experiments by Pfaff, Hankel, Pellat, Kelvin and others [5]. The key
messages were, that the so called contact electricity depends not only on the
two different metals, but also on the chemical history, as for example oxidation
would lead to significant shifts of the contact potential for many metals. By that,
experiments should be performed in a protective gas atmosphere or even better
in vacuum.
Following that principle and using the most elaborate experimental equip-
ment available at that time (see figure 1.2a), Kelvin stated his result for the force
Fel acting between two metallic plate electrodes with an area A separated by the
distance D to be
Fel =
1
8π
A
D2
U2, (1.1)
where U is the voltage between the electrodes [5].
For a deeper understanding of the Kelvin method, it might be helpful to re-
view the original experiment in greater detail. As shown in figure 1.2a the actual
pair of metals of interest is placed in the Volta condenser, nothing else than a
tunable capacitor with electrodes made of different material, for example cop-
per and zinc, with distance D between the two plates.
The upper of these electrodes serves as ground, see also figure 1.2b. It is
connected to the metallic housing, one of the electrodes and the housing of the
electrometer next to the Volta condenser, as well as to one contact of the Daniel’s
cell (a battery) in the back and one contact of the tunable resistor (building a
potentiometer with the second contact of the battery). The lower electrode of
the Volta condenser is connected to the second electrode of the electrometer.
The read-out of the electrometer is a lightspot on the screen at the right side of
the table, which allows for a very sensitive measurement of small amounts of
charges.
At the beginning of the experiment, the distance D between the plates in the
condenser is brought to its minimum. Then, the lower electrode is connected to
ground in order to reset the voltage on the capacitor and the electrometer. After
disconnection from ground, a change of the distance between the electrodes in
5
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(a) (b)
Fig. 1.2: (a) The original experimental setup of Kelvin. The Volta condenser, a tun-
able capacitor, at the left houses two electrodes of different material. Right beside
the Volta condenser an electrometer can be found. The Daniel’s cell, a battery, in
the background and the tunable resistor build a potentiometer. (b) Corresponding
wiring diagram. Figures are taken from [5].
the capacitor gives rise to a movement of the lightspot on the screen. Thus, a
change of capacitance leads to a flow of charge on/off the electrometer, which
implicits that the capacitor with both electrodes on ground has to be loaded with
a charge Q.
As shown in figure 1.3, the reason for this charge Q is the difference in work
function of the two electrodes, which causes a charging of the capacitor when
the two electrodes are connected even without external voltage.
When a connection is established, the Fermi level EF has to be common for the
whole system. Hence, electrons will flow from the material with the lower work
function φ1 to the material with higher work function φ2 until a voltage U has
built up, which compensates for the work function difference∆φ. Thus, the local
vacuum levels Ev1,2 in the vicinity of the material surfaces split up by ±eU/2.
The chargeQ of the capacitor with capacitance C is then given byQ = C ·∆φ/e.
The final step of the experiment is to apply a voltage to the lower electrode
in such a way, that the electrometer is again in zero potential position and stays
there even under further distance variation of the two plates. This special ex-
ternal voltage exactly equals the contact potential difference with help of the
potentiometer. Hence, the Kelvin method is a nullifying method measuring the
electric force that acts between two electrodes – in the here considered case: of
the electrometer.
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(a)
Evl
EF1
EF2
∆φ
φ1
metal 1
φ2
metal 2
(b)
Evl
Ev1
Ev2
e−
EF
φ1
+eU/2
metal 1
φ2
−eU/2
metal 2
(c)
Evl
EF1
EF2
U = (φ2 −φ1)/e
eU
φ1
metal 1
φ2
metal 2
Fig. 1.3: (a) The two uncharged electrodes, each with its material specific work
function, are not connected and share the same vacuum level Evl. (b) Under metal-
lic contact the Fermi level is common to the whole system. Electrons flow to the
material with higher work function. The resulting voltage U compensates the work
function difference by shifting the local vacuum level. (c) The shift of the local vac-
uum level is compensated by an external voltage U = (φ2 − φ1)/e between the
electrodes, unloading the capacitor.
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Nowadays, a very elegant way to measure even smallest forces is the atomic
force microscope (AFM) invented in 1986 by Binnig, Quate and Gerber [6]. It is a
member of the family of scanning probe microscopes, of which the non-contact
atomic force microscope (nc-AFM) will be introduced in the following.
1.1.2 Scanning probe microscopy
General aspects
Interactions in physics are typically described with help of interaction fields, for
example force fields, which describe the interaction of an object (the sample)
with a “testing”-object (the probe). The only conditions for the test-object are
to take part in the interaction without giving change to it and to be small com-
pared to the typical variation length of the interaction field. Further, interaction
fields are a function of relative position to the object. A scanning probe micro-
scope, whatever interaction and direct or indirect detection method it is based
on, translates this model into an experimental technique.
The beginning of the scanning probe microscopy era was the invention of the
scanning tunnelling microscope (STM) by Gerd Binnig and Heinrich Rohrer in
1982 [7]. A few years later, in 1986, Binnig, Quate and Gerber [6] constructed
the first atomic force microscope. After that the family of scanning probe mi-
croscopy methods started to grow. Today more than 30 more or less different
techniques are known , each probing a specific type of interaction4. Also com-
mon to all scanning probe methods is the rather strong influence of the probe.
This is mostly due to the fact, that it is nearly impossible to build a probe which
is smaller than the variation length of the interaction. For the interpretation of
recorded images a comprehensive knowledge of the probe properties is oblig-
atory, but often not obtainable. Hence, the biggest drawback of any scanning
probe microscopy is its beauty, namely the use of a probe to achieve a real space
image of a physical property.
Non-contact atomic force microscopy
One rather wide applicable scanning probe technique is the non-contact atomic
force microscopy introduced by Albrecht in 1991 [8] based on the dynamic AFM
developed by Martin, Williams and Wickramasinghe [9] and further improved
by introduction of the phase-locked loop technique [10, 11]. The basic idea is to
4Quite often equal information can be obtained by different detection schemes.
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use an oscillating mass spring system in order to detect forces acting between
the sample and the test mass. The spring consists of a micro fabricated can-
tilever which is rigidly connected to a shaker piezo at one side. The test mass
itself is a small tip which is mounted at the free end of the cantilever. The funda-
mental eigenfrequencies of such cantilevers vary typically between 13 kHz and
3 MHz. For separation control the fundamental eigenfrequency is used, while
higher eigenfrequencies [12] can be used to obtain additional sample informa-
tion [13, 14]. Naturally, non-conservative forces will then lead to a higher dis-
sipation of the kinetic energy. Conservative forces on the one hand provoke a
shift of the equilibrium position and on the other hand a shift of the cantilevers
eigenfrequencies.
The system can be described by a sum of driven harmonic oscillators i (i ∈ N)
which are free to move in z-direction with eigenfrequenciesωi, spring constants
ki and quality factors5 Qi which are disturbed by an external, conservative force
field ~Fts(~r) [15]. Dissipative forces and their spatial variation are absorbed in the
quality factors Qi. For each of these oscillators the equation of motion reads
z̈+
ωi
Qi
ż+ω2i z =
ω2i
ki
{Fts,z(z) +Aexc · cos(ωt)} , (1.2)
under negligence of lateral force components6. In order to illustrate the effect of
the tip-sample forces, they might be expanded in a Taylor-series in z around the
equilibrium position z0
z̈+
ωi
Qi
ż+ω2i z =
ω2i
ki
{
Fts,z(z0) +
∂Fts,z(z0)
∂z
· z+ . . . +Aexc · cos(ωt)
}
. (1.3)
While the static term defines the equilibrium position z0, the gradient of the
force acts as a second spring constant and leads to a resonance frequency
ωres,i = ωi
√
1 −
1
ki
∂Fts,z(z0)
∂z
(1.4)
≈ ωi
{
1 −
1
2ki
∂Fts,z(z0)
∂z
}
. (1.5)
5With the damping time constant τi, the given approximation is valid for τi ·ωi  1, thus for
high quality factors Qi.
6Lateral forces lead to constant tilting (x-component) and buckling (y-component) of the can-
tilever. Only if the derivatives ∂Fts,x∂z and
∂Fts,y
∂z are in the same order of magnitude as
∂Fts,z
∂z
corrections to the used simplification have to be taken into account.
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A more general treatment of the problem is given by Giessibl [16]. For non-
linear force-distance laws the frequency shift ∆ωi = ωres,i −ωi is a weighted
average of the force over a full oscillation cycle
∆ωi = −
ωi
πkiA
∫π
0
dξ Fts,z(z0 +A cos(ξ)) · cos(ξ) (1.6)
with amplitude A. In practice, excitation frequencies either are eigenfrequencies
or lie far below the fundamental eigenfrequency ω0. The motion of the i-th os-
cillator is to first order7 sinusoidal with Amplitude Ai and phase ϕi. In total all
contributions sum up to a single driven oscillation:
z = z0 +Aexc
∞∑
i=0
Qiωres,i
kiω
[
1 +
1
tan2(−ϕi)
]− 12
cos(ωt+ϕi) (1.7)
ϕi = − arctan
 ω ·ωres,i
Qi
(
ω2res,i −ω
2
)
 . (1.8)
In order to study the force interaction between tip and sample, the cantilever
is driven at its fundamental resonance ωres,0 and the shift of the resonance
frequency is measured relative to the undisturbed oscillation far away from the
sample. To maintain the resonance condition ϕ0 = −π/2, a phase-locked loop
[10, 11] is used, which adjusts the excitation frequency ω to the present reso-
nance frequencyωres,0. For stable image acquisition, additionally the oscillation
amplitude A has to be kept fix . Changes in the excitation amplitude Aexc are
then related to dissipative forces. Images are obtained in either constant height8
or constant frequency shift9 mode.
Among all interaction forces, capacitive force are always present for electri-
cally conductive tips. These are of same origin as in the experiment of Kelvin
described in section 1.1.1. Furthermore, the non-contact atomic force microscope
resembles Kelvins experimental setup: two conductive electrodes of in general
different material, a variable distance between the electrodes and a measure of
7Higher harmonics of the drive frequency ω can occur for highly non-linear force-distance laws
and low-Q cantilevers.
8A real space plane z = z0 +m · x+n · y is scanned and the frequency shift is recorded.
9The distance between tip and sample is adjusted such, that the frequency shift between the
undisturbed oscillation far away from the sample and the disturbed oscillation near to the sam-
ple is kept constant during the scan. z(x,y|∆ω = const.) is recorded as image.
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the acting electrostatic force. The only differences are first, that there is no phys-
ical separation between tunable capacitor and force measurement, and second,
that forces are measured in a dynamic rather than a static way. In consequence
the measurement of contact potential differences with non-contact atomic force
microscopy is named Kelvin probe force microscopy [17], which will be further
introduced in the following section.
1.2 Kelvin probe force microscopy
1.2.1 Mathematical background
As mentioned in the previous section, Kelvin probe force microscopy aims to
measure contact potential differences and its spatial variations between the tip
of a non-contact atomic force microscope and the sample of interest. The idea
of the experiment is to nullify the static, capacitive force. In order to distinguish
this from other forces it may be varied via a modulation bias Um(t) and thereby
“labelled” with a modulation frequency ωm [17, 18]. The early result of Lord
Kelvin, equation 1.1, can be re-written as
Fzel(~r, t) =
1
2
∂C(~r)
∂z
[
Udc +Ucpd +Um(t)
]2 . (1.9)
Here, the convention is made, that the tip equals ground and all voltages are
applied to the sample, hence Ucpd = (Φtip −Φsample)/e. Then, a more positive
measured Udc corresponds to a higher work function of the sample.
It might happen that additionally to a work function difference fixed charges
or dipoles and corresponding electrostatic interactions are present [19, 20]. The
resulting forces can then be expressed via an additional potential and will in
general depend on the distance z between tip and sample. Since all electrostatic
interaction is measured as only one contact potential one has to introduce the
local contact potential difference Ulcpd(~r, t). This quantity incorporates all ca-
pacitive effects given by the work function difference as well as fixed charges
and multi-polar charge distributions. It will be discussed in detail in chapter 2.
The electrostatic force becomes
Fzel(~r, t) =
1
2
∂C(~r)
∂z
(
Udc +Ulcpd(~r, t) +Um(t)
)2 . (1.10)
11
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In general, the local contact potential difference might be time dependent, for
example if the origin has to be found in non-localized free charges [21, 22] or
photo-induced excitations. In the following, this time dependence is thought
to be very slow with respect to the typical measurement time, especially much
slower than the applied modulation bias frequency ωm and the fundamental
eigenfrequency ω0 of the cantilever10. Furthermore, the local contact potential
difference as well as the capacitance gradient can depend on both lateral posi-
tion (x,y) and distance z between tip and sample [20, 23].
With a sinusoidal modulation bias Um(t) = um · cos(ωmt) equation (1.10) be-
comes 11
Fzel(~r, t) = F
stat.
el (~r, t) + F
ωm
el (~r, t) + F
2ωm
el (~r, t)
=
1
2
∂C(~r)
∂z
·
[{
Udc +Ulcpd(~r)
}2
+
u2m
2
]
+
+
∂C(~r)
∂z
·
{
Udc +Ulcpd(~r)
}
· um · cos(ωmt) +
+
1
4
∂C(~r)
∂z
· u2m · sin(2ωmt). (1.11)
Effectively, such an electrostatic force causes a shift of the cantilevers equilib-
rium position. The overall force is an average over a full oscillation cycle:
∆z0 =
1
2
· I0(~r) ·
∞∑
i=0
1
ki
ω2i
ω2res,i
(1.12)
I0(~r) =
1
π
∫π
0
dξ
∂C(~r)
∂z
·
[{
Udc +Ulcpd(~r)
}2
+
u2m
2
]
. (1.13)
The time dependent components of the electrostatic force lead to driven oscil-
lations with amplitude Aωm and A2ωm after equation 1.7 given by
zωm = I1(~r) · um
∞∑
i=0
Qiωres,i
kiωm
[
1 +
1
tan2(−ϕi)
]− 12
cos(ωmt+ϕi) (1.14)
10Hereafter, the explicit time dependence is omitted in all calculations. Comments on experi-
ments probing effects which are beyond the intrinsic bandwidth of FM-AFM will be given in
8.2.
11The superscript “static” denotes that Fstat.el (~r, t) does not depend on the modulation frequency
ωm, while it can still be time dependent in the above mentioned sense.
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ω
A(ω)
ωm 2ωm
ω0 − 2ωm
ω0 −ωm
ω0
ω0 +ωm
ω0 + 2ωm
Fig. 1.4: Spectral response of the resonant driven cantilever to the applied modu-
lation bias. Besides the directly excited motion at frequencies ωm and 2ωm there
appear sidebands at ω0 ±ωm and ω0 ± 2ωm due to the modulation of the reso-
nance frequency. Note broken frequency scale, amplitude ratios are not to scale.
I1(~r) =
1
π
∫π
0
dξ
∂C(~r)
∂z
{Udc +Ulcpd(~r)} (1.15)
z2ωm = I2(~r) ·
u2m
8
∞∑
i=0
Qiωres,i
kiωm
[
1 +
1
tan2(−ϕi)
]− 12
sin(2ωmt+ϕi) (1.16)
I2(~r) =
1
π
∫π
0
dξ
∂C(~r)
∂z
. (1.17)
In accordance with equation 1.6, there are similar effects on the cantilevers
fundamental eigenfrequency. Besides the static shift
∆ωstat.0 = −
ω0
2k0A0
· I3(~r) (1.18)
I3(~r) =
1
π
∫π
0
dξ
∂C(~r)
∂z
·
[{
Udc +Ulcpd(~r)
}2
+
u2m
2
]
· cos(ξ), (1.19)
the components at frequency ωm and 2ωm generate a frequency modulation.
This results in sidebands in the oscillation spectrum at the positions ω0 ±ωm
andω0 ± 2ωm, respectively, with magnitudes
ζωm =
ω0
k0ωm
· um · |I4(~r)| (1.20)
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I4(~r) =
1
π
∫π
0
dξ
∂C(~r)
∂z
{Udc +Ulcpd(~r)} · cos(ξ) (1.21)
ζ2ωm =
ω0
k0ωm
u2m
4
· I5(~r) (1.22)
I5(~r) =
1
π
∫π
0
dξ
∂C(~r)
∂z
· cos(ξ). (1.23)
A summary of the above mentioned effects is shown in figure 1.4. Alterna-
tively, ∆ωstat.0 , A
ωm , or ζωm can be used to nullify the capacitive force and to
measure Ulcpd – consequently leading to differences in the Kelvin probe force
microscopy operation modes. These are briefly discussed in the following.
1.2.2 Modes of operation
Measuring the static frequency shift
The most simple way to measure the local contact potential difference Ulcpd is
to sweep the applied dc-bias Udc while the shift ∆ω0 of the resonance frequency
ω0 at a fixed tip position~r is recorded [24]. Naturally, there is no necessity for an
additional modulation bias and equation (1.18) simplifies to
∆ω0 = −
ω0
2πk0A0
∫π
0
dξ
∂C(~r)
∂z
{
Udc +Ulcpd(~r)
}2 · cos(ξ). (1.24)
Equation 1.24 describes the well known parabolic behaviour of the frequency
shift with respect to the applied bias. For a non-z-dependent Ulcpd the vertex
position of such a parabola coincides with the local contact potential difference.
In the more general case the vertex is found at
U∗dc,stat = −
1
π · I5(~r)
∫π
0
dξ
∂C(~r)
∂z
Ulcpd(~r) · cos(ξ). (1.25)
The accuracy of this method is very high and allows to measure even an effect
caused by a single additional electron located on a single atom12 [25]. Unfortu-
nately, it happens to be a point wise measurement with the clear disadvantage
of long measurement times, if a complete image or Ulcpd-distance curves are to
be recorded.
12Unfortunately, the authors did not comment on a possible and quite probable z-dependence of
the vertex position.
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Amplitude de-modulation methods
More suited for 2D-imaging are methods, that measure the local contact poten-
tial difference simultaneously to the other interaction forces. One is amplitude
de-modulation Kelvin probe force microscopy (AM-KPFM) [17, 18]. Here, the
amplitude of the directly excited motion Aωm is nullified. The modulation fre-
quency is mostly chosen to be the second eigenresonance of the cantileverωres,1
in order to gain resonant enhancement, thus exploiting the better signal to noise
ratio [13, 26, 27]. Care has to be taken, either that also the second eigenfrequency
is tracked, since it will shift under the influence of interaction forces, or that the
quality factor of the resonance is low, such that the frequency shift does not com-
promise the contact potential measurement13. The measured potential U∗dc,AM is
found to be
U∗dc,AM = −
1
π · I2(~r)
∫π
0
dξ
∂C(~r)
∂z
Ulcpd(~r). (1.26)
Frequency de-modulation methods
Equally suited for imaging is frequency de-modulation Kelvin probe force mi-
croscopy (FM-KPFM) [28]. The method relies on the frequency modulation of
the fundamental resonance caused by the modulation bias. Thus, ζωm is nulli-
fied. Equation 1.20 shows, that the modulation frequency ωm should be small
compared toωres,0 in order to gain a high signal level14. Naturally, the measured
potential equals the value obtained by the static frequency shift method,
U∗dc,FM = U
∗
dc,stat = −
1
π · I5(~r)
∫π
0
dξ
∂C(~r)
∂z
Ulcpd(~r) · cos(ξ). (1.27)
1.2.3 General aspects of KPFM
The comparison of equation 1.26 and equation 1.27 reveals the inherent differ-
ence of the methods. While in the amplitude demodulation methods all values
both of the capacitance gradient and the contact potential difference contribute
equally over an oscillation cycle, in the frequency demodulation methods the
13 This is achieved, when the typical frequency shift is much smaller than the resonance width:
∆ω1  δω1,FWHM.
14This will increase the signal-to-noise ratio for non-1/ω noise. Care should be taken, that ωm
has to be higher than the bandwidth of the phase-locked loop.
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difference between the values at the turning points of the oscillation is empha-
sised. As a first consequence frequency demodulation methods offer higher lat-
eral, quantitative resolution [29].
Even more interesting is the consequence, that the measured values in general
are not equal. Only if the local contact potential difference is independent of the
tip-sample distance z, U∗dc,AM and U
∗
dc,FM happen to be the same. The reason
is again the different weighting of the integrals. Under the assumption of the
gradient approximation equation 1.26 and equation 1.27 simplify to
U∗dc,AM = −Ulcpd(z0) (1.28)
U∗dc,FM = −Ulcpd(z0) −
 ∂C(~r)∂z
∂2C(~r)
∂z2
∂Ulcpd(~r)
∂z
∣∣∣∣∣∣
z0
, (1.29)
respectively. At least in the given approximation, the amplitude demodulation
methods seem to measure a “correct” value.
Problematic is the question, what should be measured? So, whether the value
of Ulcpd(z = 0) at the surface of the sample or Ulcpd(z = z0) at the equilibrium
position of the probe. In the first case amplitude demodulation methods have to
fail due to the averaging over the cantilever oscillation cycle. In clear contrast,
the potential measured in the frequency demodulation method is closer to the
value of Ulcpd(z = 0) 15 independent of the oscillation amplitude.
Besides the measurement of the contact potential difference the cancellation of
capacitive forces16 in Kelvin probe force microscopy is also important for correct
height measurements [30]. Since the static frequency shift is used for distance
control, the frequency demodulation method should be used in this case, as
U∗dc,stat = U
∗
dc,FM. Nevertheless it seems unsatisfactory, that in the general case
of a z-dependent local contact potential difference the measured value U∗dc,FM
depends that strongly on tip shape and environment, as both will influence the
capacitance.
Due to the advantages of higher lateral resolution and of in principle correct
height measurements the frequency demodulation method was used throughout
this work. In many cases the measured local contact potential differences were
15This holds in general, since ∂C(z)∂z ∝ z
−n for small distances z and the distance dependent part
Uzlcpd of Ulcpd has to be monotonic in vacuum and asymptotic with U
z
lcpd(z→∞) = 0.
16It should be noted, that only the part of the electrostatic interaction, which depends on the
applied voltages, can be compensated.
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not or only weakly distance dependent. Hence, the clear disadvantage of the
strong tip influence on the measured value was of less concern.
1.2.4 Application
Kelvin probe force microscopy has become a well established method in
nanoscience. Applications reach from studies of intrinsic, compositional ma-
terial properties [31, 32] over the investigation of thin films of literally any
kind supported on metal [33, 34] as well as semiconducting surfaces [23, 28]
to changes of charge distributions on insulator surfaces [22, 35, 36] and their
influence on nano-objects, such as metal nanoclusters [37, 38]. The sensitivity of
the Kelvin microscope is sufficiently high that even surface charges below the
equivalent charge of one electron can be detected [22, 36] and atomic resolution
can be achieved [32, 39]. Related to applied science investigations of dopant
profiles in semiconductors [40, 41], measurements of photo voltages of both
inorganic [42, 43] and organic materials [44] and even organic solar cells [45]
as well as potential distributions in electric circuitry down to single field effect
transistor channels [33, 46–49] have been carried out. By far this listing remains
exemplary, as quantum mechanical electrodynamic interaction covers the whole
range of condensed matter physics and gives rise to many effects which cause
electrostatic potentials and are thus subject to Kelvin probe force microscopy
investigations.
Yet, the interpretation of local contact potential difference images remains dif-
ficult due to this large number of possible contrast origins. In the following a
number of these origins and their effect on images shall be discussed and shown
by experiment. While the given examples will range from clean metal surfaces
to heterogeneous systems composed out of metals, dielectrics, ferroelectric and
organic materials, naturally the list of examples can not be exhaustive and finally
leaves room for many exciting experiments to come.
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2 Origin of contrast in KPFM
All exact science is dominated by the idea of approxi-
mation.
Bertrand Russell
2.1 Metal surfaces - initial contrast
In the previous chapter the contact potential difference Ucpd was introduced as
the difference between the work function of two metals. The first step towards a
comprehensive interpretation of Kelvin probe force microscopy images is there-
with an abundant understanding of the work function itself. Later on, effects of
fixed charge distributions will have to be considered also in combination with
polarisable media.
2.1.1 Concept of a work function
The jellium model
Commonly the work function is defined as the minimum energy necessary to
move an electron from the Fermi level of a bulk material to a position in the
vacuum in the vicinity of the material surface. There it is considered to be at rest
at an energy which is called vacuum level. It is known that the work function
depends on the crystal orientation [50]. A few examples for this are given in
table 2.1. Since the Fermi energy is a scalar quantity and independent of crystal
orientation, the differences have to originate from the presence of the crystal
surfaces [51].
In the model of Bardeen - the jellium model - a free electron gas on a uniform
positive charge background is used to describe metallic materials. The electron
density is left free to relax, while the positive background is kept fix. At the sur-
face an abrupt step in the background charge occurs. The electron density will
exponentially tail out into the vacuum region, leaving a slightly positive charged
19
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Electrons, n(z)
Uniform positive background, n̄
Charge density
n̄
z
−
+
℘
Fig. 2.1: The jellium model after Bardeen. The metal bulk is modelled as a uni-
form positive charge background n̄ in the half space z < 0. The electron density
n(z) is then computed using density functional theory. Electrons spill out into the
vacuum region. The resulting electric double layer leads to a surface dipole density
which significantly determines the work function. Since the surface dipole density
depends on the crystallographic orientation, the work function reflects this depen-
dency (see table 2.1).
region at the surface. The net effect is a dipole1 density ℘ pointing inwards the
surface which consequently increases the work necessary to remove an electron
from the crystal [56, 57]. In general the work function can be written as
φ = −µ−
e℘
ε0
. (2.1)
While the jellium model does not include any lateral inhomogeneities, it
clearly shows that the energy necessary to move an electron from the bulk to
the vacuum consists out of two components. First there is the binding energy
of the electron to the ionic cores together with the exchange correlation of the
electrons, and second there is the electrostatic dipole barrier at the surface.
1℘ is defined positive with the positive pole at the vacuum side.
material 100 110 111 ref.
W 4.65 eV 5.25 eV 4.47 eV [52]
Ag 4.22 eV 4.14 eV 4.46 eV [53]
Cu 4.59 eV 4.48 eV 4.94 eV [54]
Au 5.47 eV 5.37 eV 5.21 eV [55]
Table 2.1: Work functions of some example metals in different crystal orientations.
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Here it is important to notice the difference between the vacuum level, which
is the energy of an electron at rest in vacuum in the vicinity of the crystal surface,
and the point of zero energy, which should be stated for an electron at rest in
vacuum, but infinitely far away from the crystal [58]. In other words, the electron
at the vacuum level still has some potential energy due to the electric field of the
surface dipole layer2. Figure 2.2 illustrates the energetic situation of the Kelvin
experiment where the electrodes are not formed out of two different materials
but consist out of two different crystallographic orientations of one and the same
metal.
Concept of differential charge density
Consequently, there has been intense theoretical effort on the understanding of
this surface dipole barrier. First models go back to Smoluchowski [59]. He stated
that electrons will rearrange at the surface in a way such that the corners of the
top layer Wigner-Seitz cells are smoothed out. Since in a metal the Wigner-Seitz
cells are neutral and unpolar, the smoothing leads to a polar layer at the surface.
The packaging densities of surface atoms and the surface of the Wigner-Seitz
cells will be different in distinct crystallographic orientations. This directly gives
an explanation why different facets of a single crystal show quite diverse work
function values.
In more recent density functional theory (DFT) calculations commonly the
bulk electronic structure is subtracted from the relaxed surface structure [60].
The resulting differential charge density allows to compute the pure electrostatic
component of the work function.
2.1.2 The local vacuum level
Differential charge density occurs at all surface features as for instance defect
sites, steps [60–62] and both surface relaxations3 as well as surface reconstruc-
tions4.
2Otherwise a closed path of an electron from the bulk at Fermi energy to vacuum and back to
Fermi energy that crosses two differently oriented surfaces would violate energy conservation.
3Surface relaxation describes changes in the separation of the top most atomic layers compared
to the bulk lattice constant.
4Surface reconstruction describes changes in the lateral atomic positions compared to the bulk
lattice as well as insertion of additional atoms in the surface layer.
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(a)
E110vl
E100vl
EF
φ110
(110)
φ100
(100)
(b)
E110vl
E100vl
EF
φ110
(110)
φ100
(100)
(c) Evl
E110F
E100F
U = (φ100 −φ110)/e
eU
φ110
(110)
φ100
(100)
Fig. 2.2: (a) The two uncharged electrodes of same material, each with its orienta-
tion specific work function, are not connected but share the same material depen-
dent Fermi energy EF. (b) Under metallic contact the Fermi level is common to the
whole system. Hence no charge will flow between the electrodes. The difference in
the vacuum levels and thus the electrostatic forces remain. (c) The electrostatic force
is compensated by an external voltageU = (φ100 −φ110)/e applied to the electrodes.
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At this point, the advantage of Kelvin probe force microscopy becomes obvi-
ous. Macroscopic experimental techniques like electron emission experiments
are non-local and therefore insensitive to the single surface feature. Only surface
densities of for instance steps can significantly change the work function [63, 64].
Nevertheless, in a microscopic technique like Kelvin probe force microscopy or
scanning tunnelling microscopy the single feature can be resolved [65]. Thus,
instead of dealing with an uniform vacuum level it is necessary to introduce a
local vacuum level which includes the electric potential of the surface features.
On clean metallic samples these should indeed be the only sources for local con-
trast in Kelvin probe force microscopy.
Also, the in general multi-polar differential charge density is not to be con-
fused with free charges as the differential charge is a direct consequence of the
quantum mechanic nature of the electron gas. Any external electric field which
originates from free charges will be screened according to the well known rules
of electrostatics.
2.1.3 Implications for KPFM
As mentioned above, variations in the local vacuum level as consequence of a
lateral variation of the differential charge density yields rise for lateral contrast
in Kelvin probe force microscopy. Naturally, this also implies a vertical variation
since far away from the sample5 the potential variation has to vanish. Thus,
there will be a z-dependence of the local contact potential difference. The decay
length of the potential is determined by the feature size.
In section 1.2.3 it was shown that a variation of the local contact potential
difference with distance z can lead to differences in the measured voltage U∗dc.
Again, amplitude demodulation methods measure in first order the local contact
potential difference at the equilibrium position of the ideal tip, while frequency
demodulation methods measure values closer to the surface at z = 0. For small
features with short decay lengths frequency demodulation might thus offer bet-
ter lateral resolution.
An example for such a situation is shown in figure 2.3a. Here, the potential
around a circular surface dipole density given by the differential charge density
ρ(~r) = σ ·
{
δ(z+ d) − δ(z− d) , x2 + y2 6 R
δ(z− d) − δ(z+ d) , x2 + y2 > R
(2.2)
5This is, for distances much larger than the feature size.
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+σ
−σ
(a) z
x
y
R
d
d
z
xR
(b)
50d −U0 U0
U∗dc,AM(z, x)
z
xR
(c)
50d −U0 U0
U∗dc,FM(z, x)
Fig. 2.3: (a) Model of the circular dipole density given by equation 2.2. (For clar-
ity, only the charge density inside the circular area is sketched.) The local vacuum
level around this charge configuration with radius R = 100d (see text on page 23
for details) is shown in (b) as measured in an amplitude demodulation scheme,
U∗dc,AM(z, x) = Ulcpd(z, x), and (c) in a frequency demodulation scheme with an
ideal, plate capacitor like tip,U∗dc,FM(z, x) = Ulcpd(z, x)− z ·
∂Ulcpd(z,x)
∂z . Obviously,
in the latter case the full potential is measured for larger distances z and the lateral
resolution is increased, compared to (a). In both cases the oscillation amplitude of
the tip is assumed to be negligibly small. Distances are measured in multiples of the
dipole length d and U0 = σ · d/ε0.
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with radius R is computed6 and a cut in the x-z-plane is plotted. Both, height z
and distance x are measured in multiples of the dipole length d. Figure 2.3b also
resembles the value measured by amplitude demodulation methods with the
ideal point like tip in gradient approximation. In figure 2.3c the same situation
is shown for frequency demodulation detection furthermore assuming a plate
capacitor like tip.
Similar calculations have been carried out by Zerweck et al. [29]. There, the
main difference in the computation is, that a fixed voltage between tip and sam-
ple instead of a fixed dipole density at the sample surface is considered. Hence,
the earlier results can not savagely be applied to variations of the local vacuum
level. The statement of quantitative correct values in frequency demodulation
methods seems disputable in the here discussed case, as also discussed in sec-
tion 1.2.3. Nevertheless, the finding that frequency demodulation offers higher
lateral resolution holds true.
2.2 Metal/adsorbate-systems - adsorbate driven
contrast
Since the early experiments of Lord Kelvin it is known that adsorbates can signif-
icantly change the work function of a metal. For example, work function tuning
was of great interest for the development of thermionic electron sources as a
lowered work function increases the electron output [66]. In present nanotech-
nology, tailoring of contact work functions is important in device optimisation
for instance in organic light emitting devices [67, 68]. Naturally, Kelvin probe
force microscopy is a suitable tool to study adsorbate effects. In the following,
first monolayers of inorganic adsorbates and later on of organic adsorbates are
considered.
2.2.1 Inorganic adsorbates
While virtually any material can change the work function of a given substrate,
the effects that can take place can be classified in three categories. Normally, the
observed changes will be a result of a mixture of these effects and they might
be summarised as a difference in the surface dipole density. Besides an initial
6See also appendix C.
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polarity of the adsorbate three distinct effects can be imagined, as depicted in
figure 2.4.
1. First, an initially nonpolar adsorbate material can be polarised in the vicin-
ity of the substrate, both due to the initial surface potential and due to
image charge interaction [60].
2. Second, the initial spill out of electrons into the vacuum region can be low-
ered due to the adsorbate. In consequence, the initial surface dipole den-
sity and also the work function will decrease [69–71]. The amount of this
so called push back effect (sometimes: pillow effect) depends strongly on the
adsorbate. As a lowered work function implicits a higher total energy of
the substrate the push back effect leads to a repulsive force between surface
and adsorbate.
3. Finally, there can be a covalent or even ionic bonding together with charge
transfer between substrate and adsorbate or into the region in between [72].
This consequently leads to an additional dipole moment, where the polar-
ity depends on the direction of the charge transfer. Even a lateral mod-
ulation of the local vacuum level due to site specific bonding is possible
[73–75]. Also, atomic site specific modulation of the local contact poten-
tial difference can be explained with the formation of bonds, in this case
between tip and sample [39].
Nonetheless, it is always a mixture of all effects which finally determines the
work function change. In this light it is not surprising yet counterintuitive that
for instance an electronegative atom like oxygen can lead to both an increase
as well as a decrease of the work function depending on the crystallographic
orientation of the substrate [76].
In order to interpret ab-initio calculations again the differential charge density
is used. Similar to the case of a free and clean surface a self-consistent solution of
the adsorbate system is computed and afterwards the solution of the free surface
and the free adsorbate is subtracted (see for instance figure 2b in [60]). Such
an approach also allows to separate adsorption induced effects from a possible
initial polarity of the adsorbate.
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(a) Polarisation of adsorbate due to surface charge
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Fig. 2.4: Schematic drawing of the three distinct effects that change the work func-
tion of a metal substrate under adsorption of a second material. The adsorbate can
become polarised (a) by the electric field of the substrate’s surface dipole density
or (b) by image charge interaction. (b) Due to the adsorbed material part of the
spill-out electrons are pushed back into the metal. Hence, the surface dipole den-
sity is lowered. (c) Electrons are at least partly transferred between substrate and
adsorbate or into the gap in between. The resulting change of the surface dipole
density depends on the sign of the charge transfer. In general all effects can occur
simultaneously.
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2.2.2 Organic adsorbates
While in principle the same effects as for inorganic adsorbates take place [58, 77–
81], organic adsorbates lead to a higher complexity of the work function prob-
lem. Nearly all molecules exhibit very anisotropic properties concerning bond-
ing, initial polarity and polarisability. Furthermore, especially organic semicon-
ductors are characterized with ionisation potentials in the same energy range as
metal work functions. Thus, charge transfer under adsorption is commonly ob-
served even for physisorbed materials [82]. Also, the exact location of the trans-
ferred charges on the adsorbed molecules is important, as initially present or un-
der adsorption generated dipoles can be completely screened by the additional
charge [83, 84]. Obviously, the observed work function change of a molecular
layer is somewhat averaged since the confinement of differential charge density
on the location of the adsorbed molecule evokes variations of the local vacuum
level on the (sub)molecular scale. These have been observed with Kelvin probe
force microscopy in some rare cases [85].
2.2.3 Implications for KPFM
Besides the molecular structure of organic adsorbate layers, lateral contrast in
Kelvin probe force microscopy images will occur between regions with different
adsorbate coverage or adsorbate properties. Due to the manifold mechanisms
which finally lead to the overall work function change the precise correlation
between theory and experiment becomes challenging. When measured local
contact potential differences shall be interpreted, a profound knowledge of the
studied system is inevitable. Especially counteracting effects like the push back
effect and electron transfer onto the adsorbate can lead to misinterpretation as
for instance both effects can cancel out each other completely [80, 83]. Again,
a vertical variation of the local contact potential around the adsorbate induced
differential charge density and the previous described consequences for the dif-
ferent imaging techniques have to be expected.
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2.3 Insulating systems – polarisation induced
contrast
Especially insulating materials are interesting for scanning force microscopy as
they can not easily be studied by scanning tunnelling microscopy. From an elec-
trostatic point of view simple insulators are fully characterized by their dielectric
tensor and will only change the tip-sample capacitance. Nevertheless, they are
of great importance in electric devices, can support free charges and in special
cases even exhibit free polarisation.
2.3.1 Free charge
Free, localized charges are of great interest in Kelvin probe force microscopy.
Charges bound to the tip lead to significant shifts of the totally measured local
contact potential difference. This is one reason, why only lateral image contrasts
can be evaluated since typically the charge state of the tip is unknown. If charges
are localized on the sample they will lead to image contrast [21, 22, 25].
In literature quite a number of approximative solutions can be found for this
special electrostatic problem [19, 20, 32, 86–89]. In the following, only the most
important results of the very general Green’s function ansatz used by Kan-
torovich et al. shall be quoted [19]. For an arrangement of metal electrodes,
each supported by a fixed potential, and free, localized charges qi, one finds an
effective potential Ueff by which the electrostatic force is given as
~F = −
∂Ueff
∂~r
. (2.3)
This effective potential Ueff is a result of the direct electrostatic interaction
between the metal electrodes 7, the direct interaction of the charges qi with the
electrodes and finally the indirect interaction between the charges qi via their
image potentials on the metals. In the case of just two electrodes, like in the
typical Kelvin probe setup, it can be written as
Ueff = −
1
2
C(~r) ·U2 + u1(~r) ·U+ u2(~r), (2.4)
with the capacitance C of and the applied voltage U between tip and sample. u1
describes the interaction of the charges qi with the electrodes while u2 contains
7It also includes the voltage supplies which support the potentials on the electrodes.
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the indirect interaction. The resulting electrostatic force in z-direction is given
by
Fel(~r) = +
1
2
∂C(~r)
∂z
·U2 − ∂u1(~r)
∂z
·U− ∂u2(~r)
∂z
(2.5)
=
1
2
∂C(~r)
∂z
(
U−
∂u1(~r)
∂z
∂C(~r)
∂z
)2
−
∂u2(~r)
∂z
−
1
2
(
∂u1(~r)
∂z
)2
∂C(~r)
∂z
. (2.6)
The comparison between equation 1.10 and 2.6 shows, that the free charges qi
will induce a shift of the local contact potential difference
∆Ulcpd(~r) = −
∂u1(~r)
∂z
∂C(~r)
∂z
. (2.7)
This shift depends on both the position of the charges relative to the electrodes
and the capacitance between the latter. Further, the image force part of the elec-
trostatic interaction can not be compensated with the applied voltage U. There-
fore a complete annihilation of electrostatic force interaction becomes impossible
in the case of free, localized charges.
2.3.2 Free polarisation
Besides their function as mechanical support for free charge, insulating layers
can exhibit free polarisation. Such materials are called polar. A subclass are
the ferroelectric materials which are characterized by the fact, that the remanent
polarisation ~Pr can be switched by an external electric field [90]. For the first
time, ferroelectricity was found in Rochelle-salt in 1920 [91]. Since then, many
other materials with ferroelectric properties have been studied [92].
The ferroelectric polarisation is constricted to certain axes in the crystal lattice.
For every single axis two possible orientations can be found. In order to min-
imize the free energy connected to the remanent polarisation field in a crystal,
domains build up [93]. The actual size and distribution of the domains is in-
fluenced by many facts as for instance the material itself, geometric properties
of the actual crystal, strain fields, electric fields, temperature, and their history
[94]. Goal of Kelvin probe force microscopy is the surface potential UP which
originates from the domain distribution given by
UP =
Pzr · df
εε0
, (2.8)
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df d
ε
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Fig. 2.5: (a) Kelvin probe force microscopy of a thin ferroelectric layer of thickness
df with dielectric constant ε and remanent polarisation Pr. At the ferroelectric vac-
uum interface a screening charge density σS is located. Between substrate and tip a
compensation voltage Udc is applied. (b) Polarisation and screening charge evoke
an electric potential difference UP at the surface and a corresponding electric field
(blue). The applied bias generates an electric field between tip and substrate (dark
blue). Due to the high dielectric constant of the ferroelectric layer most of the elec-
tric field is concentrated in the vacuum region. Altogether, the electric field in the
vacuum gap is compensated and the electric force on the tip vanishes (turquoise).
with sample thickness df, the component of the remanent polarisation field per-
pendicular to the surface Pzr and the materials dielectric constant ε [95]. The
effect of the polarisation is analogous to the surface dipole density for free metal
surfaces.
Any ferroelectric surface, when exposed to air or liquid, tends to bind screen-
ing charges from the surrounding, once again in order to minimize the free en-
ergy [96]. The resulting screening charge density σS enters equation 2.8 in the
same way like the remanent polarisation Pzr :
UP =
(Pzr + σS) · df
εε0
. (2.9)
under the assumption, that d/ε is much smaller than the typical lateral variation
length of the screening charge density.
In principle the question after the measured potential in the Kelvin experiment
is the same as for any other free charge. Yet, in the case of ferroelectric layers the
situation is much more simple because of the large dielectric constant, which
for ferroelectrics can easily reach values of ε > 103 [94]. As also depicted in
figure 2.5, most off the electric field between substrate and tip is concentrated in
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the vacuum gap and therefore the difference between UP and the measured U∗dc
happens to be small8.
As a direct consequence of equation 2.9 an image contrast can be generated by
a domain distribution, lateral variation of the screening charge density and vari-
ation of the dielectric tensor in the layer. Thus, a direct analysis of Kelvin probe
force microscopy images is only possible with additional knowledge about the
microscopic nature of sample.
2.3.3 Compound systems
In many experiments a combination of insulators, free metal surfaces and ad-
sorbates eventually connected to different external voltage sources are studied.
Especially investigations of interfaces between metallic electrodes and organic
materials are a keystone for the understanding of new organic electronic devices
[97–100].
Of special interest is the organic field effect transistor [101–103]. The most
important information that can be derived from Kelvin probe force microscopy
investigations are the potential distribution in the channel region and voltage
drops due to contact resistivity [46–48, 104–108], or voltage drops connected to
inhomogeneities [109] and grain boundaries [110–112] of the organic layer.
As seen in the previous sections the insulating layer can lead to some pecu-
liarities as a potential, measured in the gap region, can have different origins.
Either, the potential is caused by free charges, if the organic layer is in an insu-
lating state, or it is given by the external applied voltages and the work function
difference between the tip and the organic in the conducting state. For a flawless
analysis, therefore, also a measurement of the involved currents is necessary.
2.4 Summary
Contrast in Kelvin probe force microscopy has many origins. On clean metals
these are local changes of the vacuum level due to a variation of the surface
dipole density. Similar, also inhomogeneous coverage with adsorbate causes a
local contrasts. A complete understanding of the measured contact potential
differences is subject to theory, as many distinct effects lead to changes in the
observed differential charge density.
8With layer thickness df and minimal tip-surface distance d the systematic, relative error will be
proportional to dfε·d .
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Insulating layers can either generate contrast if they consist of polar (in a more
special case ferroelectric) materials or serve as a support for free charges. Con-
trast and resolution are given by the solution of the classic electrostatic problem.
Finally all effects come together in studies of compound systems, as will be re-
ported in the second part of this work.
In the following, examples shall be given for each of the observable effects
ranging from the pristine Au(111) surface to organic thin films on ferroelectric
substrates.
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Part II
Visualisation of Local Charge
Densities

3 Experiment
A theory is something nobody believes, except the per-
son who made it. An experiment is something every-
body believes, except the person who made it.
Albert Einstein
In order to prove the hypothesis, that a lateral variation of a multi-polar differ-
ential charge density at the surface of the conductive sample leads to the observ-
able contrast in Kelvin probe force microscopy, experiments were carried out
with the setup described below. The most simple system to start with, would
naturally be a pristine metal surface which can exhibit steps, defects and sur-
face reconstructions. In this work, Gold was chosen to demonstrate the different
effects and the results will be described in chapter 4.
Afterwards, the more complex situation of organic adsorbates on metals is
presented in chapter 5 with to examples, namely: dibutyl sexithiophene on gold
and octachloro zinc phthalocyanine on silver. The differential charge density
model will successfully be applied to explain the contact potential contrast be-
tween different structural phases of the octachloro zinc phthalocyanine on silver.
Finally, the constraints of the model are discussed for thin films of ferroelec-
tric lead zirconate titanate. Besides pristine lead zirconate titanate thin films the
influence of cleaning procedures and organic adsorbate layers on the observed
contact potential contrast will be investigated in chapters 6 and 7, respectively.
All experiments shown here were accomplished in a modified LT-UHV-SFM
manufactured by the Omicron Nanotechnology GmbH. In the beginning the
SCALA control electronics from Omicron together with a digital phase locked
loop developed by Prof. Ch. Loppacher were used to perform non-contact
atomic force microscopy [11, 113]. Two additional lock-in amplifiers and one
more controller were necessary to implement the Kelvin probe force microscopy
[29]. Later on, the complete electronics were changed to the SPM-1000 together
with the PllPro2 manufactured by the RHK Technology Inc. This now enables to
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perform a direct sideband demodulation. For a detailed description on how to
run Kelvin probe force microscopy with this electronics see the appendix B.
The modifications of the original LT-UHV-SFM are as follows:
• The scan head has been mounted with an additional spring system in order
to improve vibrational insulation.
• The interferometer photo current-to-voltage amplifier has been replaced
by a homebuilt version. Therewith the detection bandwidth was increased
from ≈ 300 kHz to ≈ 3 MHz.
• An additional low vacuum storage vessel1 was installed between the tur-
bomolecular pump and the roughing pump such that the roughing pump
can be switched off during the measurement.
Mostly, cantilevers of the PPP-NCL or PPP-NCH series from Nanosensors™
have been used. In order to remove the native oxide on the tip they were etched
in 5% hydrofluoric acid for one to two minutes.
Data analysis was performed with the free Gwyddion2 software in its version
2.22. All given potential values were extracted from the original data, partly af-
ter application of a Gaussian filter, and are given as the mean value in the area
of interest. The standard deviation of the potential fluctuations, which measures
typically 10 mV – 30 mV, is taken as error estimate for the single value. Ac-
cordingly, lateral potential differences are measured with an accuracy of about
20 mV – 60 mV. The accuracy of the method can be increased, when the band-
width of the used electronics is decreased. Unfortunately, also the maximum
possible scan speed is reduced at the same time, which in practical applications
sets a lower bound of the bandwidth at about 125 Hz3. The measured potential
fluctuations are due to noise in the detection electronics. As in principle an en-
ergy difference is measured, the error estimate might also be compared to the
thermal energy Etherm. = kT of about ≈ 6 meV at T = 80 K4.
1A 50 l steel keg sponsored by the Freiberger Brauerei AG. www.freibergerpils.de
2See http://gwyddion.net/
3The typical pixel frequency of 256 points per line in 2 seconds.
4Needless to say, that the uncertainty is magnitudes larger than the quantum limit ∆E >  h2∆t of
about ≈ 4 · 10−11 meV for the given measurement bandwidth.
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Dig where the gold is . . . unless you just need some ex-
ercise.
John M. Capozzi
In section 2.1 it was shown that surface features like steps or a surface recon-
structions can cause contrast in Kelvin probe force microscopy. The origin is a lo-
cal multi-polar charge density connected to these features. It is well known that
the Au(111)-surface is reconstructed [114]. The large periodicity length of the
reconstruction pattern and the chemical stability of gold are reasons to choose
Au(111) in order to study these effects. The used gold single crystal1 was pre-
pared by repeated cycles of Ar+-sputtering and annealing2. All measurements
were performed at 80 K sample temperature.
4.1 Au(111) - surface steps
An example for a monoatomar surface step3 on Au(111) and the corresponding
contact potential map can be seen in figure 4.1. Obviously, the sample work
function is reduced in the vicinity of the step and at three defect sites along the
step which are marked with a red circle.
Profiles of the contact potential across the step were fitted by a Gaussian distri-
bution (not shown). Out of these the potential change at the step was measured
to be ∆U∗dc = −(75± 10) mV with a line width of 4 · σ ≈ 18 nm.
One could possibly argue, that this potential drop is an artefact due to some
odd behaviour of one or more out of four controllers running simultaneously,
most probably the distance controller, when the step is crossed. This could for
example lead to a closer tip-surface distance than on the terrace. It was shown
1Obtained from MaTeck GmBH. www.mateck.de
2The temperature is measured with a pyrometer from outside the vacuum chamber. Typical
annealing temperatures range between 500 °C and 550 °C.
3The step height is measured to be h = (2.25 ± 0.30) Å. Measurement parameters were:
f0 = 267738.5 Hz, ∆f = −190 Hz, and A = 1.5 nm.
39
4 Pristine metal surfaces
(a)
100 nm 0.0 nm 0.6 nm
topography
(b)
100 nm 1.3 V 1.6 V
contact potential
(c)
x / nm
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z = 0.2 nm
Fig. 4.1: Pristine Au(111)-surface. (a) Topography image. In the lower right corner
a second gold terrace starts. (b) The corresponding contact potential image. Steps
and defect sites at the steps (marked by red circles) reduce the work function. The
step site is measured with a reduced potential of∆U∗dc = −(75± 10) mV. (c) The cal-
culated potential at an Au(111) step site caused by the corresponding linear dipole
density as described by equation 4.1. The parameters are l = 2.35 Å, d = 2.88 Å
and p = 0.2 D / step atom. The local potential change extends about 1 nm to each
side of the step. As can be seen the measured value of ∆U∗dc = −(75± 10) mV is
reasonable while the measured line width is far too wide by a factor of 10 due to the
convolution of the tip geometry with the actual potential distribution.
Parameters: f0 = 267738.5 Hz, A = 1.5 nm, ∆f = −190 Hz.
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by Sadewasser et al. [115] that possible influences of the pure topography onto
the measured potential are negligibly small for reasonable step heights. Hence,
in the case of a monoatomar step such artefacts have not to be expected.
Work function reduction due to surface steps on gold has been reported be-
fore. Besocke et al. [63] found in a macroscopic study with low energy elec-
tron diffraction Auger electron spectroscopy a linear decrease of the work func-
tion with growing step density and an associated step dipole moment density of
p = 0.2 . . . 0.27 D / step atom. Investigations of gold steps with scanning tun-
nelling microscopy derived a similar value of p = (0.16± 0.05) D / step atom
measured on a single step [65]. There, a model for the potential around the step
dipole is given:
ϕel(x, z) =
Q
4πε0
ln
((
z+ l2
)2
+ x2(
z− l2
)2
+ x2
)
, (4.1)
where Q denotes the linear density of charge running in y-direction and l is the
distance between positive and negative charge. The direction is taken such that
the positive pole lies at the vacuum side.
Let d be the spacing of the step atoms, d = 2.88 Å for Au(111); then the
induced dipole moment can be calculated as p = Qdl per step atom. The dipole
length l can be taken to be approximately the step height4 [61, 62]. In figure
4.1c several potential profiles computed with equation 4.1 and the above given
parameters are shown for different heights z above the centre of the dipole den-
sity. As can be seen the measured value of ∆U∗dc = −(75± 10) mV is reasonable
while the line width is not because of the convolution of the tip geometry with
the actual potential distribution. A second example is given in the appendix D
in figure D.1.
In conclusion, the local potential caused by the redistribution of metal elec-
trons at surface steps as described by the Smoluchowski effect can be imaged
with Kelvin probe force microscopy. Due to the highly localised potential dis-
tribution a typical Kelvin probe force microscopy resolution of ≈ 10 nm is not
sufficient to quantitatively deduce the step dipole density.
4For the case of Au(111) l = 2.35 Å.
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4.2 Au(111) - surface reconstruction I
The surface reconstruction of gold has been studied extensively [114, 116–118].
As for many other metal surfaces a tensile stress in the first atomic layer leads
to a contractive quasi-one dimensional reconstruction for Au(111) [119, 120]. As
depicted in figure 4.2, atoms are contracted along the 〈11̄0〉-direction by about
4.3 percent which leads to an insertion of one additional atom on 22 atoms of the
second layer. In the perpendicular 〈112̄〉-direction surface atoms stay in registry
with the underlying bulk plane.
This anisotropy cannot be explained by means of the surface stress only
[121, 122]. In the case of Au(111) the bulk substrate potential is significant com-
pared to other metals and therefore the accommodation between the bulk and
the surface layer happens through the induction of dislocations. After the dislo-
cation energy criterion of Frank, the stablest dislocation is given by the smallest
norm of the Burgers vector [123]. In the face-centred cubic (fcc) lattice of a (111)
plane this is ~b(1/2)〈11̄0〉 =
1
2〈11̄0〉. This corresponds to sliding a part of the sur-
face atoms along the 〈11̄0〉-direction and insertion of an additional line of atoms
running in the 〈12̄1〉-direction.
Yet there is another low-energy stacking fault in the (111) plane given by
~b(1/6)〈12̄1〉 =
1
6〈12̄1〉. Therefore the perfect dislocation can dissociate into two
imperfect dislocations
1
2
〈11̄0〉 ⇒ 1
6
〈12̄1〉+ 1
6
〈21̄1̄〉, (4.2)
which finally further reduces the elastic strain energy of the surface layer [124].
Each of these imperfect dislocations can be recognised as a Shockley partial dis-
location which describes a stacking shift of the surface layer from face-centred
cubic to hexagonal close-packed (hcp). The transition area, where atoms are
found in a bridge position, is known as discommensuration line. As two of these
Shockley partial dislocations are involved, the reconstruction of the Au(111) sur-
face is characterised by a pair of discommensuration lines and a shift from fcc
to hcp and back to fcc stacking every 22 bulk atoms which equals to 70 Å in
〈11̄0〉-direction. Due to the Franck energy criterion only one out of three possible
Burgers vectors is expected, which explains the observed contraction anisotropy.
Consequently also three energetically equal reconstruction orientations are pos-
sible. For large areas the stripe domain reconstruction becomes unstable because
of this threefold orientational degeneracy. The result is the familiar zigzag pat-
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0 pm 33 pm
fcc bridge hcp bridge fcc
Fig. 4.2: Schematic drawing of the Au(111)-(22 ×
√
3)-reconstruction. The blue
and grey circles denote atoms in the first and second layer, respectively. Every 22
bulk atoms the surface layer contains one additional atom which leads to a change
of the stacking order from fcc to hcp and back to fcc in 〈11̄0〉-direction (red box).
The height modulation of the surface atoms (indicated by different shading levels)
results from the fact that the atoms in the contracted surface layer have to occupy
bridge sites.
tern, also known as herringbone pattern, with a second periodicity of 280 Å as
shown in figure 4.3.
The differential charge density between the Au(111)-(22×
√
3) surface and the
ideal5 Au(111) surface can be expected to reflect the 70× 280 Å periodicity. Un-
fortunately, the very large unit cell of the reconstruction pattern prohibited ab
initio calculations so far and there are no predictions about the complete differ-
ential charge density available. Indeed, there have been calculations which show
a different charge distribution for atoms in the fcc, hcp, or bridge position [125].
Scanning tunnelling microscopy studies of the Au(111)-(22×
√
3) surface fre-
quently reveal the reconstruction pattern which also implicits that the differen-
tial charge density reflects the reconstruction pattern, as typically an image of a
constant local density of states is shown6 [126]. From the measured local density
of states also the external potential, which includes also the electrostatic poten-
tial, has been reconstructed [127]. It shows a modulation ofUhcp = (15± 5) meV
and Ufcc = (37± 5) meV between hcp regions and the bridge sites and fcc re-
5Purely face-centred cubic.
6In constant current mode an isosurface of the local density of states is imaged.
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(a)
25 nm 0.0 Å 0.7 Å
topography
(b)
50 nm 0.0 Å 4.0 Å
topography
Fig. 4.3: Pristine Au(111)-surface. (a) Scanning tunnelling microscopy constant
current image showing the herringbone phase. (b) The same reconstruction phase
imaged with atomic force microscopy. The two discommensuration lines are im-
aged as one single line. In both imaging techniques the left and right turning elbows
appear with different height contrast. The red arrows mark the elementary lattice
directions of the Au(111)-surface.
Parameters: (a) I = 0.1 nA, U = 0.3 V; (b) f0 = 174, 562 Hz, A = 1.2 nm and ∆f = −23 Hz.
gions and the bridge sites, respectively. There was no modulation found that
would have been connected to the kink sites.
Non-contact atomic force microscopy studies discovered a contrast reversal
in constant frequency shift topography images of the Au(111)-(22 ×
√
3) sur-
face [128]. While this effect was attributed to uncompensated electrostatic forces
[129], no reports on Kelvin probe force microscopy investigations are available
at present.
In figure 4.4 images of a pristine Au(111)-(22 ×
√
3) surface and the corre-
sponding contact potential are shown. Besides the step dipole potentials and de-
fect effects, the surface reconstruction provokes a variation of the contact poten-
tial by ≈ (50± 10) mV connected to the long range periodicity ∆ = (42± 2) nm
of the pattern. After equation 2.1 this value corresponds to a change in the
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(a)
100 nm 0.0 Å 6.0 Å
topography
(b)
100 nm 1.3 V 1.6 V
contact potential
∆
(c)
25 nm 0.0 Å 0.85 Å
topography
(d)
25 nm 1.15 V 1.35 V
contact potential
Fig. 4.4: Au(111)-(22×
√
3)-reconstruction. Topography (a/c) and corresponding
contact potential (b/d) images. (c/d) are measured in the area marked by a box in
(a/b). (b) Besides the step dipole potentials (arrows) and defect effects (circles), the
reconstruction shows up in the contact potential. (c) One discommensuration line
is marked red. (d) The contact potential varies with the same long scale periodicity
of ∆ = (42± 2) nm like the reconstruction pattern by ≈ (50± 10) mV.
Parameters: f0 = 174, 562.2 Hz, A = 2.3 nm, (a/b): ∆f = −54 Hz, (c/d): ∆f = −110 Hz.
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metals surface dipole density of ∆℘ = (0.13± 0.03) D nm−2. Without a doubt the
measured values reflect only a lower boundary of the reconstruction induced
surface dipole density variation due to the low lateral potential resolution of the
imaging tip.Throughout many repetitions of the experiment always the areas
which appear lower in the topography are characterised by a higher contact
potential. This is in accordance to the external potential reconstructed from
scanning tunnelling microscopy. The small scale potential variation of the dis-
commensuration lines can hardly be resolved in experiment.
Au(111) happens to be a standard substrate in scanning probe microscopy to
study the interaction between organic molecules and gold. A deeper knowledge
of the surface reconstruction and the local potential variations can help to un-
derstand the driving forces behind the assembling of molecules. For instance
the kink sites have been shown to act as nucleation centres for the growth of
metallic nanoclusters [130, 131]. Especially for Kelvin probe force microscopy
studies of Au(111)/adsorbate systems the here reported potential variations are
of great importance, yet have not been taken into account so far. The consider-
able high electric fields which are associated to the potential variation might also
be important for the description of catalytic processes.
4.3 Au(111) - surface reconstruction II
Compared to the very regular herringbone pattern, the situation turns out to be
much more complicated when the Au(111) single crystal is annealed to lower
temperatures during the preparation cycles. A typical surface morphology after
annealing to 430 °C is shown in figure 4.5. Distinct areas each characterised by a
certain morphology can be seen.
Most prominent appears the region labelled D in figure 4.5b. There a trigonal
dot pattern alternates with triangular shaped “islands” in a rather random fash-
ion. The dots have a spacing of (7.8± 0.2) nm and measure (20± 10) pm and
(40± 10) pm in height compared to the cross and the hole position, respectively
(see also figure 4.5c). Without any further measurable topographic contrast, the
islands lie at the same height level as the adjacent area S2 which is like for the
dots (40± 10) pm above the hole position. Remarkably the island borders are
related to the dot positions in a way that orientation changes of the border occur
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(a)
100 nm 0.0 nm 1.5 nm
topography
S1 S2
DS2
S1
(b)
100 nm
topography - local contrast
dot
cross
hole
island
(c)
25 nm 0.0 Å 0.9 Å
topography
(d)
25 nm 0.0 Å 0.45 Å
topography
Fig. 4.5: Au(111) surface with different types of surface morphology. A contrast
enhanced version of (a) is shown in (b). The regions marked S1 show a stripe con-
trast like in (d). In the area marked D, a dot pattern and triangular shaped islands
are found, as also shown in (c). A very faint stripe contrast with different orienta-
tion compared to S1 can be seen in S2. Please see text for details.
Parameters: f0 = 274, 905 Hz, A = 1 nm, (a/b): ∆f = −95 Hz, (c/d): ∆f = −130 Hz.
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only on the location of a dot. While being very regular over large distances, the
dot pattern is not free of defects (see figure D.4 in the appendix D).
The second type of topographic contrast is marked as S1 in figure 4.5b and is
shown in figure 4.5d in more detail. Stripes with a spacing of (4.2 ± 0.2) nm,
which is roughly half the spacing length of the dot pattern, and an average
height of (3± 1) pm7 are running from the top to the bottom if the image. Due
to the very faint contrast a modulation along the stripes is not visible, if present.
Finally, a third type of contrast can be assigned to regions labelled S2. There
are stripes running from bottom left to top right in the same direction as one axis
of the dot pattern (see also figure D.3b in the appendix D). A detailed inspection
of small islands reveals, that they are composed out of dots with a “filled” hole
in between. This can explain the observed S2 contrast as to be a “super”-island
stretching over the remaining terrace.
Another similarity between the islands, S1- and S2 regions is the contact
potential. As depicted in figure 4.6 three contrast levels can be recognized.
While all the islands, S1- and S2 areas are measured at the same contact poten-
tial, the highest potential value is found for the areas between the dots with
∆U∗dc,hole = (337± 55) mV relative to the islands. A lower difference is mea-
sured for the dots with ∆U∗dc,dot = (224± 59) mV. These values correspond
again after equation 2.1 to a change in the surface dipole density compared to the
island of ∆℘hole = −(0.89± 0.15) D nm−2 and ∆℘dot = −(0.59± 0.16) D nm−2
for the bright areas and the dots respectively. The potential step resolution in
figure 4.6d is ≈ 7 nm. Therefore the values for both the dots as well as the ar-
eas in between the dots can not be quantitatively evaluated but certainly give
a lower boundary for the work function change. A few more examples for the
different contrasts as well as large scale surveys can be found in the appendix D
in figures D.2 to D.4.
So far there have been no reports in literature on such a surface morphology
of Au(111). Any adsorbate layer, which could induce such a contrast, can be ex-
cluded since both preparation and measurement where done in the same instru-
ment without breaking the vacuum. The measured height differences indicate
that the observed patterns originate in a different type of surface reconstruction
as they are similar to the values known from the Au(111)-(22×
√
3) herringbone
structure.
7For analysis the image was rotated in order to align the stripe orientation parallel to the y-
direction, an area without defects etc. was cropped and then averaged along the y-axis.
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(a)
100 nm 0.0 nm 1.5 nm
topography
(b)
100 nm 1.25 V 1.65 V
contact potential
(c)
10 nm 0.0 Å 0.95 Å
topography
(d)
10 nm 1.05 V 1.50 V
contact potential
Fig. 4.6: Au(111) surface (a) as shown in figure 4.5 and (b) the corresponding con-
tact potential image. Areas S1, S2 and the islands share the same potential value.
The dot pattern area shows a brighter contrast. (c/d) Close up of an island and the
surrounding dot pattern with (8.1± 0.3) nm mean spacing. The differences measure
∆U∗dc,dot = (224± 59)mV between dots and island, and ∆U∗dc,hole = (337± 55)mV
between the bright area and the island.
Parameters: f0 = 274, 905 Hz, (a/b): A = 1 nm,∆f = −95 Hz, (c/d): A = 5 Å,∆f = −270 Hz.
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(a)
100 nm 0.0 nm 1.5 nm
topography
(b)
25 nm 0.0 Å 0.85 Å
topography
(c)
25 nm 0.0 Å 6.0 Å
topography
(d)
50 nm 0.0 Å 1.2 Å
topography
Fig. 4.7: Au(111) surface. Constant current images. (a) The herringbone struc-
ture is disturbed by crystal defects like screw dislocations (arrow) or edge disloca-
tions (circles). (b) On terraces, the pairs of discommensuration lines end in either
U-connections (circle), bright rotors (arrows), or dark stars (hexagon). Complex re-
construction networks (c/d) can build up out of these elements possibly induced by
a number of crystal defects or contaminations.
Parameters: (a/b): I = 0.6 nA, U = 0.5 V; (c): I = 1 nA, U = 0.05 V; (d): I = 0.2 nA,
U = 0.1 V.
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On Pt(111) a quite similar surface reconstruction to the (22×
√
3) can be found
for elevated temperatures [132]. When discommensuration lines, which always
have to occur pairwise as shown before, start to emerge three different structures
are observed in which such a pair of lines can start or end [132, 133]. An “open”
end is allowed only at step edges where the lines have to run perpendicular to
the edge. These structures can also be found on Au(111) as is shown in figure
4.7b. The simplest of these structures is the U-connection, when the pair of lines
is connected in a U shape. Two more structures, which both involve three pairs
of lines, are the bright rotor and the dark star. For Pt(111) it was also shown that
in the centre of bright rotors atoms are placed in on-top positions which leads to
the highest corrugation and is energetically expensive. Nevertheless, rotors can
build a stable reconstruction network which reminds of the observed trigonal
dot pattern (see figure 8 in [132]).
In order to further characterise the observed surface morphology scanning
tunnelling microscopy was performed8. While the (22×
√
3)-reconstruction is
known to react sensitively on crystal defects [134] (compare also figure 4.7a),
even in defect free regions complex reconstruction networks were found, as
shown in figure 4.7c/d. The observed deviation from the herringbone pattern
can be an indication that there is a strongly interacting adsorbate on top of the
gold9 [132].
Finally the most probable assumption in order to explain the observed mor-
phology is a network-like surface reconstruction. This reconstruction causes a
work function shift of at least ≈ 340meV. Since these type of patterns where ob-
served only when the crystal was annealed to lower temperatures it might be
induced by crystal defects or contaminations, which are not healed up during
the last annealing cycle.
4.4 Summary
Even on pristine metal surfaces a variety of contrasts can be observed in Kelvin
probe force microscopy. They originate from variations of the local vacuum
level due to a laterally inhomogeneous differential charge density. Such inhomo-
8Indeed the scanning tunnelling microscopy images in figure 4.7c/d have been taken on the
same crystal and without further preparation as the images shown in figure 4.6c.
9Weakly interacting adsorbates like organic molecules are known to preserve the surface recon-
struction as can also be seen in figure 5.2
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geneities are caused by defects, step dipoles and surface reconstructions, which
lead to a localisation of electron density in clear contrast to the picture of an elec-
tron gas with a featureless density. Typical feature sizes are below the resolution
limit of the Kelvin probe force microscope such that the measured values are
mostly not quantitative. Furthermore, the apparent changes of the local vacuum
level vanish quickly with growing distance. Work function changes of up to a
few hundred millivolt in the vicinity of surface reconstructions together with the
strong localisation indicate high electric fields which are important for the self-
assembling of adsorbates or catalytic reactions. Therefore Kelvin probe force
microscopy offers information which can help to study the physics behind such
processes in greater detail.
52
5 Metal/adsorbate-systems
A discovery is said to be an accident meeting a pre-
pared mind.
Albert Szent-Gyorgyi
The understanding of interfaces between metals and other materials is most
important for current micro- and nanotechnology since structure sizes and
therewith the volume-to-surface ratios became constantly smaller over the past
decades. Especially for electronic devices, properties of material interfaces can
significantly change or even determine the device performance. Kelvin probe
force microscopy is widely used to study the electronic properties of such inter-
faces. In the following, examples of metal/organic interfaces shall be shown and
analysed, namely: dibutyl sexithiophene on gold and octachloro zinc phthalo-
cyanine on silver.
5.1 Au(111)/dibutyl sexithiophene
In recent organic field effect transistor research thiophene derivates are candi-
dates for high performance organic semiconductors both in the form of small
molecules – oligomers – as well as polymers. In most organic electronic devices
properties of metal/organic interfaces strongly influence charge carrier injection
and consequently the device performance. Especially gold is a common material
for metallic parts of such devices. One possibility to improve the gold/organic
interface is to specifically tailor the properties of the organic semiconductor. The
typical oligothiophene consists out of four to seven thiophene rings and can be
modified with different side- and end groups in order to increase the packag-
ing density, improve the self-assembly properties, electronic properties or the
stability against oxidation [135].
β,β′-dibutyl sexithiophene (DB6T), as shown in figure 5.1, is a modified α-
sexithiophene1 (α-6T). The modification occurs through the attachment of butyl
1A chain of six thiophene rings.
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1 nm
Fig. 5.1: Chemical structure of β,β′-dibutyl sexithiophene (DB6T). The attached
butyl chains enhance the solubility in water and ethanol without effects on the elec-
tronic properties of the π-conjugated electron system. The atoms are: black = car-
bon, yellow = sulphur, and white = hydrogen.
chains to the second and fifth thiophene ring, which enhances the solubility but
does not affect the electronic properties of the π-conjugated electron system. As
a consequence, a similar chemical interaction between DB6T and gold as in the
case of α-6T can be expected [136]. There, the interaction occurs between the π-
conjugated molecular electron system of the flat lying thiophene molecules and
gold electronic states. This leads toα-sexithiophene monolayers on Au(111) with
a lattice of a = (2.5± 0.2) nm, b = (0.61± 0.06) nm, and ^(~a,~b) = (106.3°± 0.5°)
(0.68 molecules / nm−2) without any commensurability to the underlying gold
lattice [137]. For DB6T no further information from literature is available.
The self-assembling of DB6T on Au(111) and the interplay with the surface
reconstruction is investigated in the following.
Experiment
An Au(111) single crystal was used as substrate for the DB6T adsorption ex-
periments. The crystal was prepared by repeated cycles of Ar+-sputtering and
consequent annealing at 500°C. At room temperature a monolayer of DB6T was
deposited on the substrate by exposure of the sample to a constant beam of evap-
orated molecules. After the deposition the sample was immediately cooled to
80 K.
In figure 5.2 topography and corresponding contact potential images of a
monolayer of DB6T on Au(111) are shown. Besides an atomic step of the gold
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crystal both the herringbone reconstruction and the lines of molecules can be
seen. Apparently, the molecular rows run exactly parallel to the 〈112̄〉-direction
with a spacing of (2.3± 0.1) nm. This corresponds to three molecular rows in
the period of the reconstruction pattern along the 〈11̄0〉-direction. The close-
up view in figure 5.2c reveals a molecular lattice with a = (2.65 ± 0.1) nm,
b = (1.5 ± 0.1) nm, and ^(~a,~b) = (113° ± 1.2°). ~b lies parallel to the gold
〈112̄〉-direction and is commensurate to the substrate lattice with a factor of three
atomic distances. ~a deviates from the 〈12̄1〉-direction by ≈ 7°. Consequently, a
structure model is proposed, which corresponds to the measured distances, as
depicted in 5.2d. Interestingly, the single molecules are not imaged as flat ob-
jects, but rather as a single bump and a continuous line with (29± 4) pm higher
corrugation as the bump. This might be an indication for a tilt of the thiophene
rings around the molecular axis or a tilt of at least one of the butyl chains out of
the molecular plane.
A comparison of the contact potential images of DB6T on Au(111), figure 5.2b,
and of the pristine Au(111), figure 4.4, shows that the initial contact potential
contrast completely vanishes. This implicits a site specific charge configuration
between the molecules and the gold surface. Yet the impact on the self assem-
bling seems to be negligible as no direct influence of the reconstruction pattern
on the molecular lattice is observed.
Compared toα-sexithiophene monolayers on Au(111) with a = (2.5±0.2) nm,
b = (0.61± 0.06) nm, and ^(~a,~b) = (106.3°± 0.5°) (0.68 molecules / nm−2) [137]
the observed DB6T structure exhibits with 0.27 molecules / nm−2 a much lower
molecular density. Clearly this is an effect due to the butyl side chains. Similar
to α-6T the molecular rows are not directly affected by the underlying recon-
struction pattern. Nevertheless a commensurate growth of the lattice along the
〈12̄1〉-direction was observed for DB6T which is not the case for the α-6T [137–
139]. The reason might be a weakening of the intermolecular bonding due to the
larger separation and therewith a relatively stronger influence of the substrate
lattice. A similar behaviour should be expected for sexithiophenes with differ-
ent alkyl chain lengths. In principle this allows to control the interfacial dipole
density and the corresponding work function shift directly via the molecular
density without changing the electronic properties of the single molecule. For
α-6T on Au(111) a large work function decrease of -0.85 eV for the first mono-
layer has been reported [140]. In the case of DB6T, a recalculation with the lower
molecular density yields -0.34 eV.
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(a)
20 nm 0.0 Å 4.0 Å
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2 nm 0.0 Å 1.3 Å
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~a
~b
Fig. 5.2: (a) topography and (b) corresponding contact potential of a monolayer
DB6T on Au(111). The lines of molecules run exactly parallel to the 〈112̄〉-direction.
With a spacing of (2.3 ± 0.1) nm this corresponds to three molecular rows in the
period of the reconstruction. (c) close up of the topography revealing the molecular
lattice (a = (2.65± 0.1) nm, b = (1.5± 0.1) nm, and ^(~a,~b) = (113°± 1.2°)). (d)
proposed structure model constructed to fit the measured distances.
Parameters: f0 = 174, 562 Hz, (a/b): A = 1.2 nm, ∆f = −16 Hz, (c): ∆f = −34 Hz.
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In order to further explore the possibility of work function adjustment with
molecular density the experimental setup was changed to a metal/organic sys-
tem which exhibits different structural phases at sub-monolayer coverage. Re-
sults of these experiments are presented in the following section.
5.2 Ag(111)/octachloro zinc phthalocyanine
Phthalocyanines are a common class of organic dyes used for applications in
optoelectronic devices such as organic solar cells, but might equally be used
in molecular electronic devices due to their chemical stability, self-assembly
behaviour and electronic properties. They can be tailored for the specific
application by substitution of the eight hydrogen atoms with either electron
donors or acceptors, or by complementation with different metal atoms or metal
complex cores [141]. The standard phthalocyanine is known to show good
self-assembly behaviour, but in a subtle balance between intermolecular and
molecule-substrate interactions.
In order to study the interplay between molecular self-assembling and elec-
tric interface properties 2,3,9,10,16,17,23,24-octachloro zinc phthalocyanine
(ZnPcCl8) was studied on Ag(111). For this special molecule the intermolecular
interaction is enlarged by substitution of hydrogen with chlorine, which leads
to a different and more complex self-assembly behaviour due to hydrogen-
chlorine bonds [142, 143]. Within the first monolayer of ZnPcCl8 on Ag(111)
distinct structural phases have been observed, which can be attributed to the
formation of 8, 4 and 0 intermolecular hydrogen-chlorine bonds. Work function
changes upon adsorption of ZnPcCl8 have been reported by photoelectron spec-
troscopy [144].
The adsorbed ZnPcCl8 first organizes in a rhombic phase without hydro-
gen–chlorine bonds. This phase is referred to as P1 (see figure 5.3a). After a
certain time, a phase transition towards an asymmetric phase with four inter-
molecular bonds (P2) evolves (figure 5.3b). Finally, the most stable phase with
eight hydrogen–chlorine bonds (P3) can be observed (figure 5.3c). In this P3
phase the molecular lattice is contracted in order to gain commensurability with
the Ag(111) lattice which leads to a mismatch of the relaxed molecular distance
and the real lattice spacing by about 5 percent. The resulting stress inside the
molecular lattice is relaxed by fault lines every three lines of molecules [146].
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(a) (b) (c)
Fig. 5.3: Schematic drawing of the three different phases which evolve with time
for ZnPcCl8 on Ag(111). First, a rhombic phase (P1) with no hydrogen bonds (a) is
formed. Later, asymmetric phases with four (P2, (b)) and eight hydrogen-chlorine
bonds (P3, (c)) evolve. The hydrogen–chlorine bonds are depicted by red bars.
The phase evolution may develop over a couple of hours, but can be ac-
celerated by gentle annealing or by a smaller amount of deposited molecules
(0.25–0.5 ML) since at room temperature the areas of these phases grow and
shrink mostly via the gas phase and not via direct transition at the domain
boundary [147]. An increase of the substrate temperature under the adsorption
process leads to the development of a larger fraction of disordered islands. The
lattice parameters and the molecular densities are summarised in table 5.1.
For the experiment a Ag(111) single crystal was prepared by cycles of Ar+-
sputtering and annealing to 450°C. ZnPcCl8 was deposited from a constant beam
of evaporated molecules onto the silver crystal which was kept at room tempera-
ture or alternatively at a slightly elevated temperature. Deposition was stopped
at a coverage of 0.25–0.5 ML. After a few minutes at room temperature samples
were cooled to 80 K in order to stop the phase evolution.
phase a b ^(~a,~b) density
P1 1.8 nm 1.8 nm 72° 0.33 nm−2
P2 1.5 nm 1.8 nm 75° 0.38 nm−2
P3 1.5 nm 1.5 nm 89° 0.44 nm−2
0.42 nm−2 †
Table 5.1: Properties of the P1, P2 and P3 phase of ZnPcCl8 on Ag(111) from [145].
† The second line for phase P3 shows the molecular density value corrected for fault
lines every three molecular rows.
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5.2.1 Phases P1 and P2
A typical situation for a sub monolayer coverage of ZnPcCl8 kept at room tem-
perature for only 10 min is shown in figure 5.4 depicting the sample topography
(a, c) as well as the corresponding KPFM (b, d) images. Molecules are arranged
in rather large, highly ordered monomolecular thick islands with a step height of
(2.07± 0.16) Å. To a large fraction these islands have smaller peninsulas, which
occur at a changed contact potential compared to the mother island, as can be
seen in figure 5.4b. The close-up view in figure 5.4c is taken at the boundary
to the small peninsula, revealing the molecular order (see also the inset in fig-
ure 5.4c). Comparing the measured intermolecular distances with the values
reported in literature [145], the lower part of figure 5.4c is identified as the asym-
metric phase P2 (a = 2.0 nm, b = 1.7 nm) and the upper part as the symmetric
phase P1 (a = 1, 7 nm, b = 1, 7 nm).
The corresponding contact potential change between Ag(111) and a mono-
layer of ZnPcCl8 in phase P1 and in phase P2 measure
∆U∗dc,P1 = −(103± 22) mV
∆U∗dc,P2 = −(54± 20) mV
respectively. This is a difference between P1 and P2 of
∆U∗dc,21 = ∆U
∗
dc,P2 −∆U
∗
dc,P1 = (49± 22) mV.
ZnPcCl8 is an electronegative molecule under adsorption on silver which ac-
cepts 0.66e− per molecule [143, 144, 147]. This results in a charge transfer dipole
which increases the work function. Nevertheless, the molecular islands are mea-
sured with a reduced work function compared to the substrate. Since ZnPcCl8
itself is neither polar nor polarised under the adsorption on silver [143, 146], the
reduction can origin in the push back effect or a shift of the free substrate’s work
function due to oxidation2 which is known to increase the work function of silver
by up to 700 meV [148]. Due to the weak interaction between ZnPcCl8 and silver
the push back effect can be expected to be comparable to other physisorbed ma-
terials. For Xenon adsorption a work function reduction of silver by ≈ 450 meV
has been reported [77, 149]. Finally the difference in the contact potential be-
tween phases P1 and P2 can be explained with the increased molecular density
to which the charge transfer dipole density is directly proportional.
2A comparison of figure 5.4b and figure 5.9d indeed suggests a shift of the substrate work func-
tion due to oxidation as the difference in contact potential between substrate and phase P1 are
shifted by ≈ 50 mV.
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Fig. 5.4: ZnPcCl8 on Ag(111). (a) While the big island is already in phase P2 the
small peninsula still shows phase P1. (b) The corresponding contact potential im-
age. P1 and P2 appear at ∆U∗dc,P1 = −(103± 22) mV and ∆U∗dc,P2 = −(54± 20) mV
relative to the substrate respectively. (c/d) At the phase boundary a smooth transi-
tion between phases P1 and P2 takes place (see also inset).
Parameters: f0 = 161, 827 Hz, A = 1.3 nm, ∆f = −146 Hz.
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After equations 2.1 and 1.29 the measured difference for sufficiently large is-
lands is given by
∆U∗dc,21 = −
1
ε0
(℘P2 − ℘P1) . (5.1)
For a further analysis one might assume that the redistribution of metal sur-
face electrons is more or less the same in both cases mostly because of the high
initial substrate coverage in phase P1. The charge transfer dipole density ℘ct
can be expressed by an average over the transferred charge density ρct(~r) in the
molecular layer of height h [150]
℘ct =
1
A
∫
A
d2xy
∫h
0
dz z · ρct(~r) (5.2)
= σct · heff (5.3)
with an effective height heff and the surface density of transferred charge σct.
This relates the difference in the charge density with the measured change in the
contact potential by
∆σct21 = −
ε0 ·∆U∗dc,21
heff
, (5.4)
since the monolayer height and the corresponding effective height are the same
for both phases.
According to literature heff can be set to heff = 0.5h [150]. Then (with
h = (2.07± 0.16) Å and ∆U∗dc,21 = (49 ± 22) mV being the measured values)
the measured charge density difference equals ∆σct21 = (0.026± 0.014)e
− nm−2,
where the uncertainty originates mostly from the Kelvin voltage measure-
ments. This has to be compared to the theoretical value of the transferred
charge of 0.66e− per molecule [147] and the change in molecular density as
given in table 5.1. The so computed charge density difference ∆σct21,t equals
∆σct21,t = (0.033± 0.002)e
− nm−2, which is larger than the measured value but
well within the uncertainty range.
Again it has to be noted that a similar redistribution of metal electrons for
both phases has been assumed. A linear increase of the push back dipole den-
sity with molecular coverage would lead to a less pronounced change of the con-
tact potential evoked by the charge transfer, as both effects counteract. On the
one hand, this would explain a smaller measured value than compared to the
expectation from theory, on the other hand, the small difference between the-
ory and experiment (which is not significant due to the uncertainty connected
to the measurement) implicits that the variation of the push back dipole density
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with molecular coverage is negligibly small, and the initial assumption of an
equal metal electron redistribution becomes justified. Finally, it is the increase
of molecular density due to the four hydrogen-chlorine bonds which causes the
difference in the contact potential between phase P1 and phase P2.
5.2.2 Phases P3 and P4
Following the argumentation for phases P1 and P2 the prediction for phase P3 is
a difference in the contact potential between phase P2 and P3 which is about 20
percent smaller as for P1 and P2. An example is shown in figure 5.5. Two islands
can be seen, where one is characterised with a stripe pattern caused by the
fault lines which are typical for P3. In the contact potential image no significant
contrast between the two islands is observed (∆U∗dc,32 = (−20± 60) mV) which
fits to the expectation.
P3
P2
(a)
100 nm 0.0 Å 5.0 Å
topography
P3
P2
(b)
100 nm 1.82 V 2.12 V
contact potential
Fig. 5.5: Two islands of ZnPcCl8 adsorbed on Ag(111). On the upper island stripes
are visible which are caused by fault lines typical for phase P3. (b) In the con-
tact potential image no significant contrast between the two islands is observed
(∆U∗dc,32 = (−20± 60) mV).
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As depicted in figure 5.7 ZnPcCl8 adsorbed on Ag(111) can build also a more
complex molecular assembly which could be observed infrequently. The island
shown in 5.7a exhibits a new and wide more open lattice which shall be denoted
by P4. A close up view can be seen in figure 5.7c, where the inset depicts a
Fourier filtered version in order to enhance the lattice contrast. One possible
proposition for the structure of P4 is shown in figure 5.7d with a = 2.8 nm,
b = 2.1 nm, ^(~a,~b) = 79°, and a two-molecular basis. It was constructed using
the node distances of the observed lattice and the known relations in phases P1
and P3. The structure seems to be a mixture of these both phases in a way that
complete molecular rows are shifted from their P3 into a P1 position. This leads
to a very asymmetric bonding between the molecules again with four hydrogen-
chlorine bonds per molecule like in phase P2 and a low molecular density of only
0.36 nm−2. The height of the island was measured to be h4 = (2.87± 0.25) Å
which is about 58 percent higher than the height measured to h1/2 = (1.81 ±
0.28) Å for islands in phase P1 and P2 in figure 5.6c.
Quite remarkable is the contact potential measured on phase P4 with a differ-
ence to the substrate of ∆U∗dc,4 = (410± 50) mV. This has again to be compared
to the images in figure 5.6d. Then the observed differences to phases P1 and P2
amount to
∆U∗dc,41 = (554± 100) mV
∆U∗dc,42 = (461± 100) mV
respectively3. An overview of all structural phases with the values known from
literature for phases P1 to P3 as well as the measured values for phase P4 is again
given in table 5.2.
These contact potential values can not be explained with a charge transfer
dipole solely if the same amount of charge, namely 0.66e−, is transferred onto a
single molecule. Since the molecular density of phase P4 is smaller as for phase
P2 one would expect a small potential change between the different phases only
due to the different heights. After equation 5.4 this difference calculates to
∆U∗dc,41 = −
1
ε0
(
heff,4 ·∆σct4 − heff,1 ·∆σ
ct
1
)
(5.5)
3The absolute uncertainty happens to be increased since a direct comparison between areas in
phase P1 or P2 and the area in P4 within one image is not possible. Therefore, the uncertainty for
substrate potential value adds up twice additionally to the uncertainty for the potential values
under consideration.
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Fig. 5.6: ZnPcCl8 islands on Ag(111). While most molecule covered areas are in
phase P2 or P1, one island can be found in phase P4 (red circle). It is easily recog-
nised by the huge difference in the contact potential. Images (c/d) show a close up
of the P2/P1 area at the bottom of (a/b).
Parameters: f0 = 174, 564 Hz, A = 1.1 nm, (a/b) ∆f = −15 Hz, and (c) ∆f = −19 Hz.
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Fig. 5.7: (a) topography and (b) corresponding contact potential of a ZnPcCl8-
island in a new phase P4 on Ag(111) (see text). The height and the contact potential
difference measure (2.87± 25) Å and (410± 50) mV respectively. (c) The molecular
lattice consists of two molecules per unit cell. The inset shows a Fourier filtered
version of the topography. (d) proposed structure model (a = 2.8 nm, b = 2.1 nm,
and ^(~a,~b) = 79°).
Parameters: f0 = 174, 564 Hz, A = 1.1 nm, (a/b) ∆f = −16 Hz, and (c) ∆f = −26 Hz.
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phase a / nm b / nm ^(~a,~b) density h / nm ∆U∗dc,x2 / mV
P1 1.8 1.8 72° 0.33 nm−2 1.81± 0.28 −99± 42
2.07± 0.16 ‡ −49± 22 ‡
P2 1.5 1.8 75° 0.38 nm−2 1.81± 0.28 —
2.07± 0.16 ‡ —
P3 1.5 1.5 89° 0.44 nm−2 2.20± 0.45 −20± 60
0.42 nm−2 †
P4 2.8 2.1 79° 0.36 nm−2 2.87± 0.25 461± 100
Table 5.2: Properties of the P1, P2, P3 and P4 phase of ZnPcCl8 on Ag(111).
† The second line for phase P3 shows the molecular density value corrected for fault
lines every three molecular rows.
‡ For comparison the values measured in figure 5.4 are given.
and accordingly a much smaller value of ∆U∗dc,41,t = (260± 3) mV. Obviously,
there are various possible explanations for this discrepancy. First the amount of
transferred charge could be larger in phase P4, but there is no apparent reason
why this should be the case.
Second the effective height might be larger due to a different distribution of
the transferred charge on the molecule.
Third the molecule itself might be tilted (or bent) with respect to the surface
due to the asymmetric bonding and a repulsive force between facing chlorine
atoms. This could result in a net polarisation of the molecule along the z–
direction or can be a reason for a non-symmetric distribution of the transferred
charges.
A further, final possibility is that the push back effect might be weaker in phase
P4 than in the other cases for instance due to the very inhomogeneous distribu-
tion of molecules or due to a weaker bonding to the substrate (including also a
possible tilting).
The last two scenarios — tilting of the molecules and weaker bonding — are
more probable due to the observation that the measured height of the molecular
layer in P4 is enlarged by about 58 percent.
5.2.3 Disordered areas
A slightly elevated substrate temperature during the deposition of ZnPcCl8 on
Ag(111) led to a larger fraction of disordered molecular islands. Figure 5.8a
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depicts a typical situation where ordered and disordered islands can be ob-
served simultaneously. The mean height of such a disordered island4 measures
hd = (2.72± 0.33) Å. Again, in the right part, there is a large island in phase
P2 with a small peninsula in P1. The corresponding differences in the contact
potential measured in figure 5.8b relative to the Ag(111) substrate are
∆U∗dc,1 = −(99± 21) mV
∆U∗dc,2 = −(45± 20) mV
∆U∗dc,d = +(150± 22) mV.
In figure 5.8c and 5.8d the same area as in 5.8a and 5.8b is depicted, however,
after scanning the marked 40×40 nm2 area with an atypical large frequency shift
of −208 Hz5. This led to an order–disorder transition due to a large mechanical
energy input into the molecular layer. Since the observed changed contact poten-
tial and the measured height correspond to the values of the disordered island,
the shift of the contact potential originates from a change of the molecular assem-
bly rather than a deposition of charge by the tip. This gives a hint that due to the
weaker bonding of the molecules to the substrate the push back effect might be
lowered and therewith also the work function reduction.
5.2.4 Molecular resolution
In the hunt for always higher resolution also in the field of Kelvin probe force
microscopy there have been reports on molecular [85] or even atomic resolution
[32, 39, 151]. As seen above in the case of molecules the task is to resolve the local
potential which originates in the differential charge density variation caused by
the single molecule as already discussed in section 2.2. Since the work function
change over an island of molecules is related to the surface dipole density, the
difference in the contact potential between the substrate and a single molecule
has to be larger than between the island of molecules and the substrate. Yet, the
lateral variation of the contact potential is not necessarily expected to be the full
molecule-substrate difference depending on the spaces between the molecules.
An example for molecular potential resolution of ZnPcCl8 in phase P1 can be
seen in figure 5.9. The contact potential varies with ∆U∗dc,cor. = −(122± 50) mV
corrugation along the molecular lattice. A vacancy site with a height difference
4Another example is shown in the appendix D in figure D.5a/b.
5The Kelvin modulation voltage amplitude was 1 V in these measurements.
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Fig. 5.8: (a/c) topography and contact potential (b/d) of 0.25 ML ZnPcCl8 on
Ag(111). The heights of the ordered (P1 and P2) and disordered (D) islands are 1.7 Å
and 2.7 Å, respectively. The contact potential shows a reversed sign of the work
function change for disordered islands. (c/d) in the marked area an order–disorder
transition was induced by an interim scan at a closer distance.
Parameters: f0 = 161, 826 Hz, A = 1.1 nm, (a/b) ∆f = −111 Hz, and (c/d) ∆f = −72 Hz.
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Fig. 5.9: ZnPcCl8 adsorbed on Ag(111) in phase P1. (a) in the topography image the
single molecules and the location of a vacancy (marked by a red circle) are visible.
(b) the contact potential varies with ∆U∗dc,cor. = −(122± 50) mV corrugation along
the molecular lattice. At the vacancy site with ∆U∗dc,mv = −(193± 53) mV a much
brighter contrast is observed compared to the intermolecular spaces. (c/d) images
(a/b) are located in the central P1 area.
Parameters: f0 = 164, 249 Hz, A = 1.4 nm, (a/b) ∆f = −63 Hz, and (c/d) ∆f = −43 Hz.
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to the molecules of hmv = (1.75± 0.36) Å is imaged with much brighter con-
trast of ∆U∗dc,mv = −(193± 53) mV between the surrounding molecules and the
vacancy site. This has to be compared to the value of ∆U∗dc,1 = −(156± 53) mV
measured as difference6 in the contact potential for the P1 island (step height
h1 = (2.3± 0.5) Å) compared to the substrate in figure 5.9d.
The footprint size of a ZnPcCl8 molecule in phase P1 estimated from the iso-
density plots in [143] amounts to ≈ 2.1 nm2. With the molecular density of
0.33 nm−2 the measured ∆U∗dc,mv would lead to a ∆U
∗
dc,1,mv = −(138± 38) mV
as a simple area weighted average7, which is well in the uncertainty range of
∆U∗dc,1. Therefore the higher value for the single molecules than for the island
indicates that at the vacancy site indeed a value close to the contact potential
of the substrate has been measured. Since the tip can not reach the substrate in
between the intermolecular spaces of the lattice, already a different value com-
pared to the free silver surface inside the vacancy is obtained along the molecular
lattice.
With increasing distance between tip and sample surface the lateral variation
vanishes until the constant value ∆U∗dc,1 is reached above the island. Interest-
ingly, a direct average of the obtained contact potential map on an area of sev-
eral unit cells does give a smaller value (∆U∗dc,1,av. = −(122± 46) mV) as does
the estimate which includes the area covered by a single molecule. The rea-
son is clearly that the tip already averages the potential around the edges of
the molecule which leads to more potential values between the two extrema. In
order to judge whether a quantitative molecular resolution can be achieved it
seems therefore necessary to analyse measurements which include also larger
free sample areas as for instance vacancies in the molecular assembly.
5.3 Summary
Two examples for the adsorption of organic adsorbates on metals and the result-
ing changes in the tip-sample contact potential contrast have been presented.
The initial contrast which can be observed on pristine Au(111) surfaces com-
pletely vanishes after adsorption of a monolayer DB6T. This indicates a site spe-
cific charge transfer or charge rearrangement in the molecular layer. The butyl
6The absolute values can not be compared due to tip changes between the single measurements.
7The error estimate does not take into account any uncertainties for the footprint size of the
molecule or the molecular density.
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side chains lead to a much lower molecular density as compared to α-6T. This
evokes the idea that a work function tuning should be possible when different
alkyl side chains are used as the electronic properties of the core thiophene are
not altered by the alkyl groups.
The correlation between different structural phases of ZnPcCl8 adsorbed on
Ag(111) and the contact potential difference measured in Kelvin probe force
microscopy was studied. The main difference between phases P1 to P3 is the
molecular density caused by the formation of intermolecular hydrogen-chlorine
bonds. Due to charge transfer between the silver substrate and the molecules a
charge transfer dipole density builds up, which leads to differences in the con-
tact potential between those phases. The push back effect varies only slightly if
at all for phases P1 and P2.
The situation happens to be changed for the newly described phase P4. There,
an additional molecular dipole or a decreased push back effect leads to a huge
shift of the contact potential towards a higher work function compared to phases
P1 and P2. Finally, disordered molecular assemblies cause a contact potential
which lies in between the values for phase P4 and the other ordered phases.
A work function increase by 270 meV upon adsorption of the first 2 Å ZnPcCl8
was reported by photoelectron spectroscopy [144]. In this work, the work func-
tion has been found decreased for all ordered phases P1 to P3 but increased
for disordered areas and phase P4. A macroscopic technique like photoelectron
spectroscopy will clearly measure an averaged value if a certain distribution of
different phases is present. Still, a domination by phase P4 or disordered areas is
quite unlikely and can thus not explain the discrepancy between the macroscopic
photoelectron spectroscopy studies and the microscopic study shown here. Pre-
sumably, oxidation of the free silver surface raised the substrate work function.
As a consequence, potential difference values measured between the molecu-
lar layers and the substrate have been noticed to vary between different experi-
ments and are therefore not representative.
Molecular resolution was shown for a ZnPcCl8 layer in phase P1. The mea-
sured difference of the contact potential between a vacancy and the molecules
is larger than the value measured between a huge island and the free silver sur-
face. This supports the theoretical ansatz, that the macroscopic work function
change is given by a changed surface dipole density for monolayers of organic
adsorbates also.
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The only way to discover the limits of the possible is to
go beyond them into the impossible.
Arthur C. Clarke
In any electronic device insulating layers are indispensable in order to separate
the individual functional parts. Besides the dielectricity they may also exhibit
polar or ferroelectric properties, which for example can be exploited to control
space charge densities in field effect transistors [95, 152–155]. Then again, charge,
which is supposed to flow freely in the device, might undesirably be trapped
or accumulated at insulator/conductor interfaces [155–157]. Kelvin probe force
microscopy offers access to information about the charge and polarisation distri-
bution in insulators as the potentials generated by them can be measured. In the
following, first an example for surface potential distributions at a ferroelectric
material, namely lead zirconate titanate, shall be shown. Studies on ferroelec-
tric/organic interfaces are presented later on.
6.1 Lead zirconate titanate
Lead zirconate titanate, Pb(Zr1−xTix)O3 (PZT), is a widely used ferroelectric per-
ovskite type material known for a high remanent polarisation and a large piezo-
electric coefficient d33. In the lead titanate rich composition (0.48 < x) it is found
with a tetragonal lattice below the curie temperature (350°C - 490°C) [158] as also
shown in figure 6.1, which allows for six different polarisation orientations. In
the ferroelectric phases these unit cell dipoles align and build polarisation do-
mains. The typical configurations for tetragonal PZT thin films are the second-
order polydomain and the cellular polydomain patterns shown in figures 6.1d/e
[159]. Thin films of PZT can be grown epitaxially on strontium titanate (STO)
with good crystallinity [160].
Since large PZT single crystals are not available at the moment, all experiments
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Fig. 6.1: (a) Simplified phase diagram of Pb(Zr1−xTix)O3 after [158]. Below the
composition dependent Curie-temperature TC (red line) the material becomes ferro-
electric or antiferroelectric for very low PbTiO3 concentration. At the morphotropic
phase boundary (blue line) the structure changes between ferroelectric rhombohe-
dral and ferroelectric tetragonal with eight and six possible polarisation directions,
respectively. (b) Schematic drawing depicting the unit cell of Pb(Zr1−xTix)O3 in the
paraelectric cubic and (b) the ferroelectric tetragonal phase. Due to the displace-
ment of the central atom from the symmetry centre of the unit cell an electric dipole
builds up. (d/e) In the ferroelectric phases the unit cell dipoles align to their neigh-
bours and polarisation domains build up. The typical configurations for tetragonal
PZT thin films are (d) the second-order polydomain and (e) the cellular polydomain
patterns.
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were performed with epitaxially grown Pb(Zr0.2Ti0.8)O3 thin films on 1at%-Nb
doped STO1.
For comparison a few samples grown on SRO buffered STO2 substrates were
available. The main difference is the lattice mismatch between the thin film and
the substrate which induces an intrinsic compressive strain of the thin film’s
lattice, and which is smaller in the case of SRO buffered STO [161]. It is known
that strong compressive strain leads to a preferred c-axis orientation [162], which
means that the polarisation vector lies perpendicular to the surface. The polari-
sation directions parallel to the surface are called ax and ay.
Sample preparation
Epitaxially grown PZT thin films exhibit a quite individual surface morphology
and surface potential distribution. Both are influenced not only by the sample
parameters, like substrate and film thickness, but also by the sample preparation
prior to the measurement – especially the cleaning process. Different cleaning
procedures have been tried out and are explained in the following.
The simplest “cleaning” procedure is to leave the thin film in the as-received
state. Then surely the surface will be covered with adsorbate, for example like
water, as screening of the ferroelectric polarisation decreases the free energy of
the crystal. Also, chemical bonding sites at the oxide surface will stay passivated.
The standard cleaning procedure starts with four to six washings in an ul-
trasonic bath with alternating non-polar (toluene) and polar (acetone, ethanol,
methanol, isopropanol) solvents. After the last bath the samples are dried in a
stream of nitrogen and subsequently illuminated with ultraviolet light in ambi-
ent conditions in order to create an ozone atmosphere. The ozone oxidises any
remaining organic material on the sample surface and activates chemical bond-
ing sites.
Unfortunately, the standard procedure turned out to be counterproductive in
some cases. The reason is, that the manufacturer has to apply a conductive paste,
which contains small flakes of metal (presumably silver), at the substrates back-
side during the growth process [163]. Remains of this paste can go into solution
in the polar bath and consequently deposit on the ferroelectric thin film side. An
1Obtained from Phasis Sàrl (www.phasis.ch) with film thicknesses of 20 nm, 50 nm, and 100 nm.
The niobium doping induces conductivity of the STO substrate.
2Kindly provided by Dr. Jan Seidel, CONCEPT Research Group, UC Berkeley. Doping of the
STO is needless since SRO is already metallic.
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example is shown in the appendix D in figure D.6. The strong electric field gra-
dients in combination with the high polarisability of the metal flakes leads to a
very strong bonding, such that the contaminating flakes can not be removed –
neither chemical, for instance with ultrasonic washings or oxygen plasma etch-
ing, nor mechanical with a carbon dioxide snow jet gun.
In order to totally avoid the danger connected to solvents, samples were fi-
nally cleaned in a completely dry procedure. First the sample surfaces are me-
chanically cleaned with a carbon dioxide snow jet gun in ambient conditions.
Since afterwards water condenses on the cool sample the surfaces are dried and
warmed up in a stream of nitrogen. Subsequently all chemical contaminations
are removed by ten minutes of oxygen plasma etching.
Regardless of the cleaning procedure all samples were annealed inside the
vacuum chamber to temperatures well below the Curie temperature in order to
again remove water adsorbate yet without changing the domain distribution.
6.2 Initial contact potential contrast
Two examples for an initial contact potential contrast of PZT grown on STO
can be seen in figure 6.2. The 50 nm thin film of the first set (figures 6.2a/b)
was cleaned following the standard wet chemical procedure. For the other, the
100 nm PZT thin film (figures 6.2c/d), the cleaning procedure was changed such,
that instead of an ultrasonic bath the sample was just rinsed with the different
solvents. Again, the reason was a possible contamination of the surface with
metal flakes as described above. Larger surveys of the same samples can be seen
in figure D.7.
Besides their identical chemical nature, both samples appear very different. In
the case of the 50 nm thin film, there are no remarkable features in the otherwise
grainy surface morphology with a roughness of 2.3 Å. On the contrary, about
1 nm deep groves in the surface of the 100 nm thin film build up a checked
pattern. The roughness is also increased to 4.5 Å.
In the contact potential images the differences between the two samples be-
come even more obvious. For the 50 nm sample the contact potential image can
be best described as a stripe pattern with ∆U∗dc,cor. = (78± 30) mV corrugation
and ≈ 185 nm period overlaid by a diffuse contrast. A correlation of the contact
potential to the topography can be seen neither for the stripe pattern nor for the
diffuse contrast. On the other hand, the contact potential image of the 100 nm
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(a)
500 nm 0.0 nm 1.6 nm
topography
(b)
500 nm 1.9 V 2.5 V
contact potential
(c)
250 nm 0.0 nm 3.7 nm
topography
(d)
250 nm -2.6 V -0.3 V
contact potential
Fig. 6.2: (a/b) 50 nm and (c/d) 100 nm PZT thin film on STO. Both cleaned with a
wet chemical procedure. Please see text on page 76 for details.
Parameters: (a/b) f0 = 164, 409 Hz, A = 1.5 nm, ∆f = −30 Hz, T = 81 K.
(c/d) f0 = 55, 405 Hz, A = 6.0 nm, ∆f = −57 Hz, T = 81 K.
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sample is governed by a checked pattern with peak-to-valley contrast of up to
1.6 V, which now is clearly related to the surface topography. Also, no diffuse
contrast is visible, which can be explained with the very large contrast range
compared to the 50 nm sample.
In order to further understand the observations the impact of the cleaning
procedures has been studied. In figure 6.3 a comparison between the surface
morphology and the contact potential of two 20 nm PZT thin film twin – cut
from the same masterpiece – in the as-received state (a/b) and after the full dry
cleaning procedure (c/d) is made. Larger surveys of the same samples can be
seen in the appendix D in figure D.8.
A notable change occurs in both surface morphology and contact potential.
In the as-received state a diffuse contrast dominates the images. Only in the
topography image an underlying stripe pattern can be seen. After the cleaning
the surface morphology is dominated by small cavities, which are imaged with
up to 4 nm in depth. Correlated to these cavities, also the contact potential
changes by about ≈ 400 mV, while the diffuse contrast has mostly vanished.
Complementary to the microscopic investigations, X-ray photoelectron spec-
troscopy (XPS) has been used to study the impact of the cleaning procedure. The
results can be summarised with the two surveys shown in figure 6.4. There, the
same sample is compared in the as-received state and after the full wet chemical
procedure. As expected, the carbon peak, which indicates contamination of the
sample with organic material, is significantly reduced after the cleaning. The rel-
atively small increase of the lead- and oxygen peaks is naturally induced by the
reduction of the organic contaminant. Otherwise no changes in the XPS-spectra
are visible, which implies that the PZT thin film itself is not modified. This is of
course expected as an oxide should not further react with an ozone atmosphere
or an oxygen plasma.
In the light of this result the disappearance of the diffuse contact potential
contrast and the sharpening of the surface morphology in figure 6.3 from the
as-received to the cleaned state can be understood as a reduction of contami-
nant coverage. Therewith, also the screening charge distribution becomes more
uniform. Similarly, the diffuse contact potential distribution in figure 6.2b can
be explained by screening charge. In comparison of figure 6.2b and figure 6.3d
the oxygen plasma etching in the dry cleaning procedure removes the contami-
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(a)
250 nm 0.0 Å 5.0 Å
topography
(b)
250 nm -1.13 V -1.00 V
contact potential
(c)
250 nm 0.0 nm 6.0 nm
topography
(d)
250 nm -0.6 V 0.0 V
contact potential
Fig. 6.3: 20 nm PZT thin film on STO in the as-received state (a/b) and after the dry
cleaning procedure (c/d). (a) The topography is governed by a stripe pattern and
diffuse elevations. (b) The contact potential does not correlate with topography. (c)
After the cleaning procedure the surface morphology has changed completely. (d)
The diffuse potential contrast has vanished. Potential changes are now related to
cavities in the surface.
Parameters: (a/b) f0 = 161, 789 Hz, A = 1.8 nm, ∆f = −366 Hz, T = 80 K.
(c/d) f0 = 271, 096 Hz, A = 1.9 nm, ∆f = −12 Hz, T = 81 K.
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Fig. 6.4: X-ray photoelectron spectroscopy of a 50 nm PZT thin film in the as-
received state (black) and after the complete wet chemical cleaning procedure
(blue). The most obvious change is the decrease of the carbon peak at 283 eV
(marked by a red circle). Otherwise a small increase of the PbO peaks is visible.
The binding energy of the spectra was calibrated using the Pb4d5-peak (412 eV).
Both spectra are normalized to the ground floor at 220 eV.
nant obviously much more efficiently as the ozone treatment in the wet chemical
procedure.
After equation 2.9 (page 31) not only screening charges but also the polari-
sation distribution itself should induce contact potential contrast. In order to
investigate this aspect 50 nm PZT thin films have been investigated by piezore-
sponse force microscopy3 both in the as-received state and after a local switching
experiment.
6.3 Induced contact potential contrast
Piezoresponse force microscopy has been performed at room temperature and
in ambient conditions on 50 nm PZT thin films grown on STO. As expected from
the large lattice mismatch between the STO-substrate and the PZT thin film de-
3The method is described in more detail in section B.
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(a)
3 µm down up
ferroelectric polarisation
c−
c+
c+
c−
(b)
400 nm down up
ferroelectric polarisation
Fig. 6.5: Piezoresponse force microscopy images of domain patterns written in
a 50 nm PZT thin film on STO. (a) typical line pattern and (b) close-up of a pair of
switched lines. Green colour stands for a polarisation pointing inwards (c−) and red
for outwards (c+). Domain walls and areas without c-polarisation appear white.
fect free areas were completely c−-polarised [159]. Only at defect sites different
polarisation orientations could be found. When a voltage (10 V - 20 V) above the
coercive voltage of the thin films (5 V - 15 V) was applied between tip and sam-
ple, the polarisation direction could be reversed, also while the tip was scanned
over the surface. A typical resulting domain pattern4 is shown in figure 6.5a.
Afterwards the samples have been investigated with Kelvin probe force mi-
croscopy in vacuum and at different sample temperatures as depicted in figure
6.7. At room temperature a difference between the c+-domain stripes and the
surrounding c−-domains of ∆U∗dc,c+c− = +(154 ± 54) mV has been measured
(figure 6.7b). There are also small, local variations of the contact potential, which
are not related to the domain state. The observed domain contrast is rather sur-
prising, since in principle from the known domain state the inversed contrast
– that is dark stripes on bright ground – has to be expected after equation 2.9
4In the example a 5× 5 µm2 area was scanned with ten lines. Start and end of the scan have been
in the centre.
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∆U∗dc,c+x
c−
c−3
c−2
c−1
0.2
-0.2
-0.6
-1
-1.4
300 K 89 K
screening charge contrast
polarisation charge contrast
Fig. 6.6: The observed contact potential contrast of switched domain patterns was
inversed when the sample was cooled. This indicates a shift from a screening charge
contrast towards a polarisation charge contrast. The different contact potential val-
ues for areas in the same domain state are a clear sign for the presence of different
amounts of screening charge in the separated areas (see also text on page 82 for
details).
(page 31). When the sample was cooled to 89 K the contact potential contrast
was inverted.
A similar observation has been described by Kalinin et. al [96]. The expla-
nation for such a behaviour is found in the presence of screening charge, which
dominates the contrast at room temperature, and the pyroelectric effect5, which
increases the polarisation magnitude for lower temperature. In the vacuum en-
vironment the supply of screening charge is much lower than in ambient con-
ditions. Therefore, the increased polarisation at lower temperature is no longer
screened and governs the contact potential image.
The second surprising observation are the different gray levels, which are vis-
ible for the separated c−-domain areas in figure 6.7d and which are summarised
in figure 6.6. The single differences compared to the brightest c−-domain mea-
sure: ∆U∗dc,21 = −(240± 110) mV, ∆U
∗
dc,31 = −(450± 100) mV, and for the stripes
∆U∗dc,c+1 = −(1.45± 0.23) V. Again, these different gray levels are a clear sign for
the presence of different amounts of screening charge in the separated areas.
There is no impact of the domain distribution on the observed topography.
5The pyroelectric effect describes the change of polarisation with temperature.
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(a)
250 nm 0.0 Å 1.5 Å
topography
c− c+ c−
(b)
250 nm 0.00 V 0.35 V
contact potential
(c)
500 nm 0.0 nm 2.3 nm
topography
c−
c+
c−
1
2
3
(d)
500 nm -1.5 V 0.8 V
contact potential
Fig. 6.7: 50 nm PZT thin film on STO with switched domain pattern (a/b) at room
temperature and (c/d) at T = 89 K. The switched domains are clearly visible in the
contact potential. An inversion of the contrast takes place when the sample is cooled
due to the pyroelectric increase of the polarisation at lower temperature. This shows
that the room temperature contrast is induced by screening charge.
Parameters: (a/b) f0 = 163, 530 Hz, A = 1.2 nm, ∆f = −66 Hz, T = 300 K.
(c/d) f0 = 163, 783 Hz, A = 0.9 nm, ∆f = −4 Hz, T = 89 K.
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Typical pyroelectric coefficients for epitaxially grown Pb(Zr0.2Ti0.8)O3 thin
films lie in the range of γ = 3 · 10−2 . . . 2 · 10−1 µC/cm2K [164]. With the ap-
plied temperature change of 210 K the pyroelectric increase of the polarisation
amounts to ≈ 6 · · · 40 µC/cm2. The maximum contrast change between room
temperature and 89 K was measured to
∆U∗dc,c+c−(89K) −∆U
∗
dc,c+c−(300K) = −(1.60± 0.77) V.
With a sample thickness of df = 50 nm the dielectric constant of the PZT thin
film is determined after equation 2.9 as ε ≈ 400 . . . 2800. These values are much
larger than the expected range of ε = 30 . . . 40 for Pb(Zr0.2Ti0.8)O3 thin films
[165]. Using equation 2.96, this can only be explained with the presence of a
screening charge σs ≈ 5.5 · · · 39.5 µC/cm2.
One source for such a screening charge might be conductive channels through
the thin film. In experiments with large scale electrodes, these were in many
cases short circuited to the back electrode, which indicates the existence of such
channels. Surface conductivity – as has been reported for ferroelectric barium
titanate [166] – would dispense screening charges from these channels over the
surface. The very uniform contact potential distribution inside the areas with
different contact potential level, which are divided by the c+-domain stripes,
yields a further argument for the described scenario.
From the above mentioned experiments three conclusions can be drawn:
1. Polarisation contrast at low temperatures emerges due to the pyroelectric
properties of the ferroelectric samples. Therefore it is not directly7 con-
nected to the magnitude of the remanent polarisation.
2. Local contact potential variations up to a few hundred millivolt can occur
due to a non-uniform screening charge distribution.
3. There is no influence of the switched domain distribution on the surface
topography.
Going back to figure 6.3c/d, the contrast related to the cavities is most proba-
bly not induced by a polarisation reversal, but instead by the topography itself
– either due to a local charge distribution or as an experimental artefact. The
6Again it has to be noted, that equation 2.9 can serve only as rough approximation of the problem
since d · ε−1 is already considerable large compared to the closest tip sample distance.
7It still might be connected indirectly due to the amount of screening charge.
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same could be the case for the 100 nm thin film in figure 6.2c/d. Yet, the contrast
magnitude observed there indicates a polarisation driven contrast. In addition,
it is known from less strained thin films that usually the cellular polydomain
polarisation pattern evolves where thin a-domains separate larger c-domains.
Examples are PZT films grown on a SRO buffered STO substrates8 [167], or thin
films which are thick enough, such that a relaxation of the misfit strain can take
place [159, 168, 169]. The striking similarity of the patterns leads to the conclu-
sion, that in the case of the 100 nm PZT (figure 6.2c/d) thin film already the more
complex cellular polydomain distribution evolved. Similarly, the stripe pattern
of the 50 nm PZT (figure 6.2a/b) thin film might be related to the second-order
polydomain pattern.
6.4 Summary
Epitaxially grown Pb(Zr0.2Ti0.8)O3 thin films with various thicknesses on nio-
bium doped strontium titanate have been investigated with Kelvin probe force
microscopy, also at low temperature. A great variety of sample properties has
been found. The observed contact potential contrast originates both in the
screening charge distribution and the ferroelectric polarisation distribution, as
was expected. The latter is naturally screened. Pyroelectric effects induce a po-
larisation charge contrast after a temperature change.
Thin films of 20 nm and 50 nm were found in a unipolar domain state induced
by the misfit strain of the substrate. Contact potential variations are connected
to an uneven screening charge distribution and topographic features. Cellular
polydomain distributions with alternating a- and c-domains evolved in 100 nm
thin films. While intentionally switched domain patterns leave the sample to-
pography unchanged, a correlation between topography and domain pattern is
observed for naturally evolved domain states.
Kelvin probe force microscopy can clearly help to visualise domain distribu-
tions in ferroelectric samples. But, due to the very complex electrostatic proper-
ties of these materials, a quantitative analysis of the observed contact potential
distributions becomes impossible. Nevertheless a compensation of electrostatic
forces like in Kelvin probe force microscopy is mandatory for non-contact atomic
force microscopy studies since the variations of the contact potential reach mag-
nitudes of several volts.
8As for instance shown in figure D.9 in the appendix D.
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I have yet to see any problem, however complicated,
which, when you looked at it in the right way, did not
become still more complicated.
Poul Anderson
The investigation of ferroelectric/organic-systems has attracted interest in
the past years [155]. The high dielectric constants and the remanent polarisa-
tion of ferroelectric materials might be useful for organic field effect transistors
[154, 170] or pyroelectric sensors [171]. Of course inorganic ferroelectrics, like for
instance lead zirconate titanate, are rarely compatible with the objective targets
of organic electronics as they need high processing temperatures, rigid and crys-
talline substrates, and are quite expensive if a good quality is demanded. On the
other hand, organic electronics shall be cheap, easily processable and mechani-
cally flexible [172, 173].
Nevertheless, the research especially on the ferroelectric transistor as a non-
volatile and non-destructive read-out memory device has not come to a complete
and profound solution for the design of such memory devices [174]. From this
point of view further investigations of high quality inorganic ferroelectrics also
for organic electronics can of benefit.
Here, epitaxially grown lead zirconate titanate (PZT) thin films, as presented
in the previous section, are used as substrate for two different molecular species.
The first is a classical self assembly molecule, namely 5-cyano-2-(butyl-4-
phosphonic acid)-3-butylthiophene (CnBtPA), as a prototype for these kind of
specifically designed functional materials.
In contrast, the α,ω-dicyano substituted-β,β′-dibutyl quaterthiophene (DC-
nDB4T) happens to be an example for a typical small molecule organic semicon-
ductor. Thin films of both organic materials on PZT have been investigated with
Kelvin probe force microscopy. In the following, first results on PZT/CnBtPA
and afterwards of PZT/DCnDB4T as well as PZT/CnBtPA/DCnDB4T are
shown.
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7.1 Lead zirconate titanate/cyano butyl phosphonic
acid butyl thiophene
5-cyano-2-(butyl-4-phosphonic acid)-3-butyl thiophene (CnBtPA), as depicted in
figure 7.1, is a classical self assembly molecule. It consists out of three functional
elements:
1. the phosphonic acid as an anchor group for ferroelectric materials [175],
2. a butyl chain as dielectric spacer,
3. a functional head group,
where the length of the alkyl spacer can be adjusted to the special needs by in-
sertion of additional methylene groups. In the case of CnBtPA, the head group
is the cyano butyl thiophene which mimics the end of the later on presented
DCnDB4T [176]. The CnBtPA molecule is intended to enhance the adhesion and
lateral self-assembling of especially this small molecule organic semiconductor
on top of PZT. Without restriction any other functional head group can be added
in order to tailor the ferroelectric PZT thin film as substrate with specific proper-
ties as for instance wettability, chemical reactivity, or optical properties. In order
to use the functionality of the CnBtPA head group, exactly one closed monolayer
had to be prepared on the PZT thin films.
1.
2
nm
anchor group
spacer
functional head group
Fig. 7.1: Chemical structure of 5-cyano-2-(butyl-4-phosphonic acid)-3-butyl thio-
phene (CnBtPA). The molecule consists out of an anchor group (phosphonic acid),
spacer (butyl chain) and functional head group (cyano butyl thiophene). The
colours are: black = carbon, yellow = sulphur, blue = nitrogen, purple = phosphor,
red = oxygen, white = hydrogen.
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In the standard processes for the production of self assembled monolayers,
sample surfaces are exposed either to a vapour or to a solution of the organic
material [176]. Here, CnBtPA was deposited from a one molar methanol solu-
tion on a 50 nm twin sample to the PZT thin film shown in figure 6.2a/b. The
resulting sample morphology and contact potential are depicted in figure 7.2.
Small cavities of ≈ 1 nm depth in and small clusters on top of an otherwise
smooth molecular layer are visible. Interestingly, the appearance of the contact
potential contrast has not changed compared to 6.2b. Again a stripe pattern with
∆U∗dc,cor. = (90± 14) mV corrugation and ≈ 184 nm period overlaid by a diffuse
potential distribution is observed.
Since 50 nm PZT thin films at room temperature are unipolar as shown by
piezoresponse force microscopy but on the two twin samples, which were pro-
cessed differently after the cleaning procedure, the same stripe pattern occurred,
this pattern can be attributed to the rare second-order polydomain structure.
At room temperature the intrinsic stress due to the strained STO/PZT interface
leads to the unipolar domain state. The temperature decrease provokes changes
in the intrinsic stress field, which then leads to the second-order polydomain
state [159].
There is no correlation between the contact potential and the surface topog-
raphy visible. The conclusion of these two findings has to be, that the electric
field of the ferroelectric polarisation can pass through the CnBtPA layer without
being screened substantially, which can be expected since the molecule itself is
not conductive. In summary, the molecular layer does not alter the observed
electronic properties of the PZT thin film.
Alternative: dry sample preparation
Similar to the initial sample cleaning, again a solvent free CnBtPA deposition
method had to be found in order to prevent the danger of a possible surface con-
tamination with metal flakes from the sample’s backside. The melting tempera-
ture of CnBtPA lies at 114°C [176]. Therefore the molecule can easily be evapo-
rated in ultra-high vacuum which makes a physical vapour deposition possible.
A typical deposition result can be seen in figure 7.3a/b. The molecular cover-
age is very uneven with molecular islands of different heights and different con-
tact potentials. This of course is unacceptable, if a CnBtPA molecular monolayer
shall be used as template layer for further molecular self assembling. Fortu-
nately, the weakest covalent bond between phosphonic acid and titanium diox-
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(a)
500 nm 0.0 nm 2.2 nm
topography
(b)
500 nm 2.5 V 3.4 V
contact potential
(c)
100 nm 0.0 nm 2.2 nm
topography
(d)
100 nm 2.5 V 3.2 V
contact potential
Fig. 7.2: 50 nm PZT thin film on STO with CnBtPA applied from solution. The PZT
thin film is a twin sample to the one shown in figure 6.2a/b. (c/d) was scanned in
the area marked in (a/b). (a/c) Small cavities of ≈ 1 nm depth and small clusters
on top of an otherwise smooth molecular layer are visible. (b) The appearance of
the contact potential contrast has not changed compared to 6.2b. (d) There is no
correlation between the contact potential and the surface topography.
Parameters: f0 = 164, 407 Hz,A = 1.5 nm, (a/b)∆f = −33 Hz, (c/d)∆f = −60 Hz, T = 80 K.
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(a)
200 nm 0.0 nm 8.5 nm
topography
(b)
200 nm 2.05 V 2.45 V
contact potential
(c)
250 nm 0.0 nm 1.6 nm
topography
(d)
250 nm 2.08 V 2.30 V
contact potential
Fig. 7.3: CnBtPA on TiOx applicated via physical vapour deposition (a/b) before
and (c/d) after annealing at 150°C for several hours. (c) Shallow depressions in the
molecular film do not reach the depth of an upright standing CnBtPA molecule. (d)
the contact potential is no longer correlated to the topography.
Parameters: (a/b) f0 = 164, 401 Hz, A = 1.1 nm, ∆f = −20 Hz. (c/d) f0 = 55, 402 Hz,
A = 2.9 nm, ∆f = −40 Hz.
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Fig. 7.4: X-ray photoelectron spectrum of the TiOx/CnBtPA-sample shown in fig-
ure 7.3. The inset shows the energy range of the P2p- and S2p-peaks (marked by the
red rectangle). All elements of the CnBtPA molecule are visible (red labels). The
binding energy of the spectrum was calibrated using the Ti2p3-peak (458 eV).
ide (TiO2) – one major ingredient of PZT – is with 1.32 eV per bond much higher
than the melting energy of 33 meV per molecule [177]. This opens up a second
way how to realise a CnBtPA monolayer coverage but now without any solvents
involved.
First a large amount of organic material is deposited via physical vapour de-
position onto the substrate1 at room temperature. Subsequently, the sample
is annealed for a sufficient time2 at a temperature above the sublimation tem-
perature but well below the decomposition temperature of the molecule or any
other critical temperature as for instance the ferroelectric Curie temperature. For
CnBtPA temperatures of 150°C to 180°C were sufficient. Any material which
already established a covalent bond to the substrate remains, while additional
molecules are re-sublimated and leave the sample. Due to the design of the
CnBtPA molecule – but of course this ansatz can easily be followed for other
substrate-molecule combinations – a nearly perfect monolayer is left after the
1Titanium oxide was chosen as cheap replacement of PZT in the verification stadium.
2Here always at least one hour.
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annealing process, as can be seen in 7.3c/d. The few remaining depressions of
≈ 0.8 nm in the molecular layer do not reach the depth of the molecular height
(1.2 nm). Additionally, no longer a correlation between the contact potential and
the topography can be seen, which leads to the conclusion, that also the depres-
sions are filled with molecules at least partially.
In order to further assure the nature of the observed molecular layer, X-
ray photoelectron spectroscopy was performed on the sample shown in figure
7.3c/d. In the XPS-spectrum, depicted in figure 7.4, all elements of the CnBtPA
molecule are visible, which shows that indeed a molecular coverage is left after
the annealing procedure. Additional investigations on the preparation process
with X-ray photoelectron spectroscopy by Dr. Andreas Koitzsch at the IFW Dres-
den3 both on titanium oxide and PZT showed no deviations from the described
scenario [178].
7.2 Lead zirconate titanate/dicyano
dibutylquaterthiophene
As example for a small molecule organic semiconductor in combination with
PZT again an oligothiophene, namely α,ω-dicyano substituted-β,β′-dibutyl
quaterthiophene (DCnDB4T), was chosen. The molecule, as depicted in figure
7.5, consists out of four thiophene rings. In α- andω-position cyano groups shall
enhance the self assembly properties via hydrogen bonds to the underlying and
following molecular layer. The butyl side groups only increase the solubility but
do not alter the electronic π-system [136]. On silica, good electronic properties in
organic field effect transistors, as well as highly ordered molecular layers from
physical vapour deposition on native and on CnBtPA buffered titanium oxide
have been reported [176]. Since titanium oxide and PZT are interchangeable
with respect to CnBtPA deposition, DCnDB4T is expected to exhibit comparable
characteristics also on the ferroelectric PZT.
For comparison the same amount of DCnDB4T as in [176] has been deposited
both on clean and on CnBtPA buffered 20 nm PZT thin film twin samples. The
CnBtPA layer was prepared with the solvent free method. Large scale surveys
of the resulting DCnDB4T thin film morphology are shown in figure 7.6a/b. In
figure 7.6a two deep holes can be seen in the DCnDB4T thin film, which gives
3Leibniz-Institut für Festkörper- und Werkstoffforschung Dresden
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1 nm
Fig. 7.5: Chemical structure of α,ω-dicyano substituted-β,β′-dibutyl quaterthio-
phene (DCnDB4T). The attached butyl chains enhance the solubility without effects
on the electronic properties of the π-conjugated electron system. The cyano end
groups enhance the self assembling properties. The colours are: black = carbon,
yellow = sulphur, blue = nitrogen, and white = hydrogen.
a minimum thickness of 20 nm for the organic layer corresponding to twelve
monolayers [176].
In both cases a layered growth with long stretched islands and without a pref-
erential direction for the island orientation can be seen. Also many screw dislo-
cations4 and smooth layer transitions can be found. Even for such a relatively
thick organic layer influences of the substrate topography, shown in figure 6.3c
(page 79), are clearly visible. The main difference between the clean and the
CnBtPA buffered substrate is the crystallinity of the organic thin film, which is
higher for the buffered substrate.
The reason for this difference might be an underlying amorph layer of DC-
nDB4T on the clean PZT, as can be seen in the appendix D in figure D.12, which
acts as template layer and takes over the function of the CnBtPA layer. Then of
course, the thickness of the crystalline phase is much lower than compared to
the CnBtPA buffered substrate for the same amount of deposited DCnDB4T.
A close-up of the molecular lattice5 is shown in figure 7.6c. The unit cell con-
tains two molecules in the basis and is remarkably large with a = (2.3± 0.1) nm,
b = (0.9± 0.1) nm, and ^(~a,~b) = (100°± 2°). The layer height h = (1.6± 0.1) nm
4Another example is given in the appendix D in figure D.11a.
5An larger image can be found in the appendix D in figure D.11c/d.
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(a)
1 µm 0.0 nm 17.0 nm
topography
(b)
1 µm 0.0 nm 10.0 nm
topography
~a
~b
(c)
2 nm 0.0 Å 2.4 Å
topography
(d)
2 nm
proposed structure model
~a
~b
Fig. 7.6: Topographic images of the same amount of DCnDB4T deposited on a clean
(a) and on a CnBtPA buffered (b) 20 nm PZT thin film. The DCnDB4T layer thick-
ness measures at least 20 nm in (a). The morphology appears more crystalline on the
CnBtPA buffered sample. (c) close-up of the molecular lattice (~a = (2.3± 0.1) nm
and ~b = (0.9± 0.1) nm) and (d) proposed structure model after the measured dis-
tances.
Parameters: f0 = 271, 096 Hz, A = 1.0 nm, (a/b) ∆f = −30 Hz, (c) ∆f = −140 Hz , T = 81 K.
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(a)
100 nm 0.0 nm 5.0 nm
topography
(b)
100 nm -0.6 V -0.1 V
contact potential
(c)
4 nm 0.0 Å 2.0 Å
topography
(d)
5 nm 0.0 Å 1.2 Å
topography
Fig. 7.7: Phase boundaries in DCnDB4T layers. While the organic thin films are
characterised by large islands, these islands are divided in smaller areas with dif-
ferent molecular orientation. (a) Orientational domain boundaries occur within the
single island layers (red arrows) and at dislocation sites, as for instance screw dis-
locations (red circle), (b) without any impact on the contact potential. The higher
resolved images of such boundaries are taken at (c) a boundary between two do-
mains inside one island and (d) a boundary at the smooth end of an island.
Parameters: f0 = 271, 096 Hz, A = 1.0 nm, (a/b) ∆f = −40 Hz, (c) ∆f = −270 Hz, (d)
∆f = −310 Hz, T = 81 K.
96
7.3 Summary
was measured at the full step height side of the islands. Along the molecular
rows always the two neighbouring molecules are tilted ≈ 50°towards the row
axis ~b. The existence of such molecular rows naturally explains the observed
stretched island morphology.Apparently, there is no preferential direction for
the growth of these rows.
Naturally, the random island orientation distribution and both the numerous
screw dislocations as well as the smooth layer transitions cause many bound-
aries between domains with different molecular row orientation. A few exam-
ples are depicted in figure 7.7. In the higher resolved images in figure 7.7c/d
many defects around the boundaries and a considerable huge gap at the bound-
ary itself can be seen. From the prototypic α-sexithiophene (α-6T) it is known,
that similar grain boundaries significantly increase the organic layer resistance
[110]. A reduction of such boundaries would therefore be beneficial for the elec-
tronic properties of the DCnDB4T thin films.
The contact potential distribution in figure 7.7b is independent from the thin
film topography. Yet, still a diffuse contrast can be seen6. Again the contrast
equals the image known from the clean PZT surface, figure 6.3d (page 79). As
in the case of CnBtPA the reason has to be seen in the pyroelectric increase of
the ferroelectric polarisation which is not screened by the molecular layer. For
a semiconducting material screening of the electric fields induced by the ferro-
electric polarisation is expected at room temperature and would exactly be the
desired effect in a ferroelectric organic field effect transistor. Yet, at low temper-
atures semiconductors behave more like insulators and thus the electric fields
due to the pyroelectric effect are not screened.
7.3 Summary
Deposition, growth and electronic properties of two different organic materials
on epitaxially grown PZT thin films have been investigated.
The self assembly molecule CnBtPA was found to be functional as template
molecule for the ordered growth of subsequent semiconducting DCnDB4T lay-
ers. Besides the standard wet chemical application of a CnBtPA monolayer from
solution, an alternative dry deposition procedure was established. This allows to
circumvent any wet process in the preparation of PZT thin films and in principle
also in vacua processing of ferroelectric organic field effect transistors.
6Another example is shown in the appendix D in figure D.11a/b.
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CnBtPA sub-monolayer coverage has no impact on the contact potential dis-
tribution of PZT thin films at low temperature. Due to the insulating properties
of the molecule no screening of the electric fields of the ferroelectric polarisation
occurs.
Similar electronic behaviour is found for DCnDB4T layers both on top of clean
as well as CnBtPA buffered PZT thin films. Clearly the conductance of the molec-
ular layer drops with temperature while due to the pyroelectric effect the polar-
isation increases simultaneously. Therefore, below a certain temperature again
the electric fields are no longer screened.
DCnDB4T shows a well ordered self assembling on both kinds of substrate,
while in the case of the CnBtPA buffered PZT the thin film crystallinity is en-
hanced. Due to a lack of preferential order many orientational domains arise.
The domain boundaries are characterised by many crystal defects and huge in-
termolecular distances between neighbouring domains. This is disadvantageous
for electrical conductance.
High resolution images revealed a molecular lattice close to the values known
in literature from titanium oxide substrates.
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8 Conclusion
Dreams, goals, ambitions - these are the stuff man uses
for fuel.
L. Ron Hubbard
8.1 Synopsis
In this work the question after the origin of contrast in Kelvin probe force mi-
croscopy has been addressed.
The general hypothesis, that a lateral variation of a multi-polar differential
charge density at the surface of the conductive sample leads to the observable
contrast, allows for three predictions. Firstly, lateral contact potential contrast
should exist even on bare metal surfaces, if the surface is reconstructed or ex-
hibits deviations from the perfect crystal structure, such as defects or steps. Sec-
ondly, a simple correspondence between the surface dipole density of larger ar-
eas and the contact potential difference above them should be found. Finally, the
same should apply for insulating adsorbates with high dielectric constant, if the
effective adsorbate thickness df/ε is smaller than the tip sample distance.
These predictions have been tested and verified on a number of different sam-
ple systems. The single experimental findings are as follows:
• It has been shown, that defects, step edges, and the herringbone surface
reconstruction on Au(111) surfaces lead to contrast in the contact potential.
For the first time these local potentials have been visualized in a direct way
in the case of the Au(111)-(22×
√
3) reconstruction.
• One so far unreported type of Au(111) surface reconstruction morphology
has been found. Scanning tunnelling microscopy revealed that these mor-
phology corresponds to Au(111)-(22×
√
3) reconstruction networks. The
large contact potential contrast is an expression of the energetically unbal-
anced surface state.
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• The difference in the contact potential between two structural phases of
octachloro zinc phthalocyanine on Ag(111) have been quantitatively ex-
plained with the help of the differential charge density model. The true
molecular contrast of one of these phases could be explained the same way.
• For the first time a structural phase of octachloro zinc phthalocyanine on
Ag(111) with wide open molecular lattice and a huge difference in the con-
tact potential compared to all so far known phases has been visualized and
described.
• Polarisation domain patterns in lead zirconate titanate thin films have been
visualised. The observed contact potential contrast has been found to be
dominated by screening charge at room temperature. Pyroelectric effects
induced a contrast reversal at low temperatures.
• Monolayer thin films of the self-assembly molecule cyano butyl phospho-
nic acid have been realised on lead zirconate titanate thin films. The molec-
ular coverage has no influence on the observed potential contrast.
• Thin films of di-cyano di-butyl quaterthiophene have been prepared both
on clean and on cyano butyl phosphonic acid buffered lead zirconate ti-
tanate thin films without any observable influence of the molecular cover-
age on the contact potential contrast. The molecular template layer proved
to increase the crystallinity of the quaterthiophene layer compared to a de-
position on the clean lead zirconate titanate surface.
These experimental findings allow the following conclusions regarding the
interpretation of Kelvin probe force microscopy images.
Firstly, contrast in Kelvin probe force microscopy on clean metals or metallic
substrates with monolayer molecular coverage is determined by the differential
charge density. This implies a noticeable dependency of the contact potential on
the tip sample distance for laterally strong confined differential charge densities.
In these cases, also the experimental detection scheme influences the measured
potentials and then frequency demodulation methods offer potentially higher
lateral resolution.
Secondly, the results show the opportunity as well as the necessity to explain
experimental data with a combination of ab initio calculations of the differential
charge density and an electrostatic model of the tip-sample interaction. First a
combination of both allows for a prediction of the dc-bias voltage dependency of
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the electrostatic force and therewith the measured contact potential. This should
work best for differential charge densities, which extend vertically less than the
typical tip sample distance, as for instance in the case of surface reconstructions
or molecular monolayers on metals.
Finally, contact potential images of insulating, but especially ferroelectric sam-
ples can be analysed quantitatively only, if additional information is available.
The reason is the simultaneous influence of polarisation domain distributions,
screening charge distributions, and local changes of the dielectric properties on
the contact potential.
8.2 Prospects
Two possible directions in which Kelvin probe force microscopy can be further
developed shall be shortly noted in the following section. The first seems natural
when multi-polar differential charge distributions give rise to the experimentally
observed local contact potential contrast. Especially, laterally strong confined
distributions will always cause not only a lateral but also a vertical variation of
the local vacuum level. Therefore, three dimensional mapping of the contact
potential distribution provides a broader data basis for the understanding of the
underlying physics.
The second perspective is to increase not only the spatial, but also the temporal
resolution of the Kelvin probe method. The idea is to circumvent the bandwidth
limitations of the experimental technique at least partially by a stroboscopically
performed Kelvin probe force microscopy. Such a technique would offer the
possibility to study also fast electrostatic effects.
8.2.1 3D-spectroscopy
Three dimensional data acquisition needs to take a number of approach curves.
For a considerable low resolution image of 128× 128 pixels this is a number of
16,384 sample approaches which takes about one week of data acquisition for
one curve in 30 seconds. Hence, the demand for such an enterprise – even when
lower lateral resolution is sufficient or when not a complete grid but just a line of
sample locations is considered – is an atomic force microscope with minimized
drift.
A restriction to 3D-spectroscopy of single sample locations will be possible for
nearly any microscope. Similar to classical force spectroscopy also an unfolding
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Fig. 8.1: (a) Kelvin probe force approach curves measured on the Au(111) surface
with the dot pattern reconstruction from section 4.3. The point z = 0 equals the
controlled position with ∆f = −150Hz. Each curve is an average of six approaches.
(b) The difference between the contact potential over the island and aside the island
changes with distance ∆z from the sample with about (4.11± 0.96) mV/nm. The
red line is the linear fit to the data.
Parameters: (a/b) f0 = 274, 906 Hz, A = 1.0 nm.
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of the error signal in frequency demodulation Kelvin probe force microscopy
after the method of Sader and Jarvis [179] for both sidebands should be possi-
ble. While the sideband at ±ωm yields the product of the local contact potential
difference and the capacitance gradient, the second sideband at ±2ωm depends
only on the capacitance gradient. Therefore it can be used to separate out the
contribution of the local contact potential difference in the spectroscopic data
of the first sideband. Additionally, the same spectroscopy but with activated
Kelvin feedback gives a second approach to the same physics and the opportu-
nity to cross check the experiment.
In order to demonstrate the feasibility, approach curves have been taken on
the Au(111) surface with the dot pattern reconstruction from section 4.3. Figure
8.1 shows the resulting contact potential versus distance curves as average of six
curves on top of an island and of six approaches in between the dots. In both
cases the contact potential drops in the proximity of the surface. This indicates a
tip effect like for instance a charged cluster at the tip end.
Additionally, the contrast between the two areas increases closer to the sur-
face, which is naturally the case for bipolar differential charge distributions on
the sample. Here, the slope of the increase measures (4.11± 0.96) mV/nm.
Careful analysis of such measurements should allow to come up with better
models for the differential charge density and a deeper understanding of the
Kelvin probe experiment.
8.2.2 Stroboscopic Kelvin probe force microscopy
In many fields of experimental physics time resolved measurements of physical
properties are of great interest. In the case of Kelvin probe force microscopy this
could be the time evolution of a charge density, transients of photo voltages or
the propagation of applied electrical signals.
Stroboscopic techniques are the key to high time resolution even for exper-
imental setups which otherwise do not allow the measurement of fast signals
[180]. The idea is to repeat the single experiment with a high repetition fre-
quency and to measure a mean low-frequency signal which depends on a time
delay within the single experiment.
In order to further illustrate the concept, one example shall be discussed in
more detail. If for instance the transient of a photo voltage shall be measured,
one would periodically illuminate (pump) the sample which causes a periodic
photo voltage Ulcpd(t), yet, maybe with certain time delays with respect to the
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illumination. Then, triggered to the pump, voltage pulses are applied between
tip and sample which are delayed on purpose and amplitude modulated with a
small modulation frequency in order to enable a Kelvin feedback. Of interest is
the measured Kelvin voltage as function of the pulse delay time.
Letωr = 2π/Tr be the repetition frequency of the pump. Then the modulation
bias is chopped with exactly the same frequencyωr such that the bias is applied
only for a small time increment 2τ around the delay time td after the pump. For
a periodic pulse function Π(ωrt) these values translate into a phase increment
ϕτ = ωr · τ and into a delay phase ϕd = ωr · td. With the pulse function
Π(t) =
{
1, ϕd −ϕτ 6 ωrt− 2πk 6 ϕd +ϕτ k ∈ Z
0, otherwise
(8.1)
the modulation bias can be written as Um(t) = um · sin(ωm · t) · Π(ωrt). The
same calculation as in section 1.2 yields the electrostatic time dependent force
Fzel(~r, t) =
1
2
∂C(~r)
∂z
·
[{
Udc +Ulcpd(~r, t)
}2
+
u2m
2
·Π(ωrt)
]
+
+
∂C(~r)
∂z
·
{
Udc +Ulcpd(~r, t)
}
· um · sin(ωmt) ·Π(ωrt) +
+
1
4
∂C(~r)
∂z
· u2m · sin(2ωmt) ·Π(ωrt), (8.2)
with the known consequences on the static shift of the equilibrium position, the
direct excitation of cantilever motion and the shift of the resonance frequency.
As long as ωr or one of its higher harmonics is not equal to any mechani-
cal resonance frequency of the cantilever the demodulation lock-in measures a
simple time average of any signal faster than the lock-in bandwidth (given by
its time constant). Hence, a time dependent local contact potential difference
Ulcpd(~r, t) = Ūlcpd(~r) + Ũlcpd(~r,ωrt) generates a Kelvin feedback signal propor-
tional to:
X(td) ∝
[
Udc + Ūlcpd(~r)
]
· ϕτ
π
+
1
Tr
∫ t0+Tr
t0
dt Ũlcpd(~r,ωrt) ·Π(ωrt+ϕd), (8.3)
which now is a function of the delay time td. Therefore, the measured contact
potential is not only a function of the static part Ūlcpd(~r) but allows also to extract
the averaged periodic time dependency of the voltage signal generated by the
pump.
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(a)
500 nm low high
excitation amplitude
(b)
500 nm 0.45 V 0.70 V
contact potential
Fig. 8.2: Standing wave pattern or plasmonic excitation on an Au(111) surface due
to the interferometer detection laser. (a) While the spatial variation of the excitation
amplitude reflects the amount of laser intensity in the interferometer cavity (the
spatial variation is an in principle unwanted effect) the contact potential (b) reflects
the amount of photo voltage generated by the silicon tip due to the detection laser.
Parameters: f0 = 174, 562 Hz, A = 1.1 nm, ∆f = −34 Hz.
The limiting factor regarding the repetition frequency is no longer the Kelvin
feedback loop, but instead the ability to apply the pump and the probe pulse.
Time resolution is determined by the intrinsic noise level of the Kelvin feedback
signal detection, since the absolute signal strength is directly proportional to the
detection pulse width.
One might argue, that electrical pulses shorter than a few ten nanoseconds are
hardly to achieve, which would indeed be a severe limitation. Here, the effect
of photo voltage generation in a silicon tip might give the solution, since short
laser pulses easily reach the pico- to femtosecond range. An example is shown
in figure 8.2. There, the interferometer detection laser of the force microscope
caused either a surface plasmon or a standing wave pattern along the surface
of a Au(111) single crystal. On the moving tip a photo voltage was generated
depending on the light intensity. While in the shown case this happened unin-
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tentionally, one could facilitate the same effect for stroboscopic experiments with
high time resolution.
8.3 Closing remarks
Lord Kelvins first experiments lie more than a century back in the past. The mi-
croscopic realisation of the experiment initiated a renaissance with very fruitful
applications in many fields of scientific research. The same might happen, when
actual limitations are eluded and a new kind of physical information becomes
accessible. Abilities to measure electric potentials with high resolution in space
and time possibly combined with similar investigations of magnetic fields could
even allow for nanoscopic electrodynamic experiments. Future will show where
the evolution of Kelvin probe force microscopy goes, but surely it will bring up
many interesting scientific challenges in the field of nanotechnology.
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Part III
Appendix

A Piezoresponse force microscopy
Technical skill is mastery of complexity, while creativ-
ity is mastery of simplicity.
Christopher Zeeman
Piezoresponse force microscopy is a scanning probe microscopy method
which aims to resolve local changes in the piezoelectric properties of the sample
[181]. Especially in ferroelectric materials the method enables to resolve the local
domain structure. The working principle is as follows: between the tip, which
has to be in contact with the sample surface, and a back contact at the sample a
sinusoidal excitation voltage is applied. Due to the converse piezoelectric effect
the sample starts to oscillate at the excitation frequency which leads also to a
movement of the tip. Using lock-in technique to analyse the deflection signal,
both magnitude and direction of the sample oscillation can be recorded. If a
force microscope with beam deflection is used, the vertical and lateral deflection
signals can be analysed separately, which enables to measure two of three com-
ponents of the polarisation vector simultaneously. If the sample is rotated and
the third component is also measured, a complete reconstruction of the domain
distribution is possible, given that the crystal orientation and the piezoelectric
tensor1
dij =
(
∂Sj
∂Ei
)T
(A.1)
is known. The notation is: E electric field, T mechanical stress, and Smechanical
strain. A schematic representation of the technique is shown in figure A.1.
If an additional bias is applied between tip and sample, the piezoelectric re-
sponse can be measured as function of the external electric field, which allows
to locally record the polarisation hysteresis of ferroelectric materials. From such
hysteresis curves the coercive voltages can be extracted which are important for
switching experiments and local domain engineering.
1Here in Voigt notation.
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(a)
~P
(b)
~P
Fig. A.1: Schematic drawing depicting the working principle of piezoresponse
force microscopy. The piezoelectric response of the sample to a sinusoidal excita-
tion voltage causes an oscillation of the deflection signal at the excitation frequency.
Amplitude and phase yield information about magnitude and orientation of the
polarisation vector ~P, respectively. Different directions of ~P are separated in the (a)
vertical and (b) lateral channel of the deflection sensor.
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B Kelvin application note
Explanation separates us from astonishment, which is
the only gateway to the incomprehensible.
Eugene Ionesco
The following section shall give a brief introduction on how to run Kelvin
probe force microscopy on the RHK SPM100 with PLLPro2.
Both detection schemes – amplitude demodulation and frequency demodu-
lation – are possible and can be chosen after personal favour. Since in the PLL-
Pro2 both available lock-in amplifiers and the phase-locked loop run on the same
field-programmable gate area, a direct sideband detection in frequency demod-
ulation mode is possible. Whether to perform indirect sideband detection using
two lock-in amplifiers or direct sideband detection using a single lock-in am-
plifier depends mostly on the cantilever oscillation signal amplitude. In Kelvin
probe force microscopy the magnitude of the sideband signal is typically about
one to ten percent of the carrier. Since the detection noise of a lock-in amplifier
is closely connected to the chosen bandwidth and therewith to the scan velocity,
a minimal carrier signal magnitude of about 1 V is necessary in order to achieve
a reasonable signal-to-noise ratio for a typical bandwidth of 128 Hz. In what
follows a practical recipe for each of the operation modes is given. For a general
description of the method please refer to section 1.2.
Amplitude demodulation
In order to perform amplitude demodulation Kelvin probe force microscopy un-
der resonant conditions the following steps should be done before the sample is
approached:
• search for the eigenfrequencies of the cantilever
• set up the phase locked loop and switch it on
• set the modulation bias parameters:
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– determine the ratio between the modulation frequency and the oscil-
lation frequency (e.g. the ratio between the first and the fundamental
eigenfrequency) and set the resulting value into lock to pll in the Kelvin
and z menu of the PllPro2
– set the modulation frequency offset to zero
– set the modulation amplitude as high as possible in the experiment.
In most cases modulation amplitudes below 500 mV won’t give sig-
nificant change to the measured U∗dc.
• set up the lock-in amplifier. In the Additional lock-ins menu of the PllPro2
two lock-in amplifiers are available. By default the X-channel of lock-in
amplifier number one (lia1) is used as error signal for the Kelvin controller,
as not only the amplitude but also the phase of the cantilever response are
important. The setup of lia1 should be done at least once when approach-
ing the sample first time:
– chose feedback input as input signal for lia1
– set the same value into lock to pll of lia1 as for the Kelvin excitation
– set frequency offset from pll to zero
– set a slow filter for lia1 (10 Hz 18 dB). This enables later to set the
correct phase offset.
• set up the Kelvin controller for approach:
– set the Kelvin controller mode to force
– set the applied bias to +5 V. This ensures a “soft” landing of the tip
approach due to the high attractive electrostatic force.
Then approach the surface. When the approach is finished and the topography
controller is in feedback, a change of the applied bias should lead to a change of
the z-position. The minimal z corresponds to Udc = U∗dc,static. If this special
U∗dc is found, increase the bias again by about 1 V and compensate the shift in
z-position by changing the topography set point. This increases the tip sample
capacitance and thus also the magnitude of the Kelvin error signal. Now, the
phase-channel of lia1 shows an arbitrary but fix value, which shall be set to zero
with the automatic zero button of lia11.
1Note: As there is still a bug in the PllPro2 a change crossing ±180°will be ignored. The
workaround is to set the correct phase by hand.
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Before activating the Kelvin controller the PI-values of the controller and the
filter of the lia1 should be set according to imaging speed. The topography set
point should be set back to a gentle feedback as a large portion of the interaction
force will be compensated with activated Kelvin controller. Finally, the Kelvin
controller can be set to unlimited or limited with appropriate limits2. In the Addi-
tional lock-ins menu the Kelvin channel displays the actual value of Udc and can
be connected to one of the DAC’s of the PllPro2.
Direct sideband detection
When frequency demodulation Kelvin probe force microscopy shall be per-
formed, high carrier signal strength allows for direct sideband detection. In
practice following steps should be done before approaching the surface:
• set up the phase-locked loop and switch it on
• set the modulation bias parameters:
– use the Kelvin and z menu of the PllPro2 to set the modulation fre-
quency.
– set the modulation amplitude as high as possible in the experiment.
In most cases modulation amplitudes below 500 mV won’t give sig-
nificant change to the measured U∗dc.
• set up the lock-in amplifier. In the Additional lock-ins menu of the PllPro2
two lock-in amplifiers are available. By default the X-channel of lock-in
number one (lia1) is used as error-signal for the KPFM controller, as not
only the amplitude but also the phase of the cantilever response are impor-
tant. The setup of lia1 should be done at least once when approaching the
sample first time:
– chose feedback input as input signal for lia1
– set frequency offset from pll to the modulation frequency
– set lock to pll of lia1 to 1
– set a slow filter for lia1 (10 Hz 18 dB). This enables later to set the
correct phase offset.
• set up the controller for approach:
2This is U∗dc has to be in between the limits.
113
B Kelvin application note
– set the Kelvin controller to force
– set the applied bias to +5 V. This ensures a “soft” landing of the tip
approach due to the high attractive electrostatic force.
The further procedure beginning from the start of the tip sample approach is
equal to the case of amplitude demodulation described above.
Indirect sideband detection
When frequency demodulation Kelvin probe force microscopy shall be per-
formed, a low carrier signal magnitude demands for indirect sideband detection.
The advantage of this technique is better control over the signal-to-noise ratio of
the Kelvin error signal. Unfortunately, it has need for two lock-in amplifiers,
one DAC and the second fast signal input. In practice following steps should be
done before approaching the surface:
• set up the phase-locked loop and switch it on
• set the modulation bias parameters:
– use the Kelvin and z menu of the PllPro2 to set the modulation fre-
quency.
– set the modulation amplitude as high as possible in the experiment.
In most cases modulation amplitudes below 500 mV won’t give sig-
nificant change to the measured U∗dc.
• set up the lock-in amplifiers. In the Additional lock-ins menu of the PllPro2
two lock-in amplifiers are available. By default the X-channel of lock-in
amplifier number one (lia1) is used as error-signal for the Kelvin controller,
as not only the amplitude but also the phase of the cantilever response are
important. Lock-in amplifier number two (lia2) is used for demodulation
of the feedback signal:
– chose feedback input as input signal for lia2
– set frequency offset from pll of lia2 to zero
– set lock to pll of lia2 to 1
– set a slow filter for lia2 (10 Hz 18 dB). This enables to set the correct
phase offset.
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– use the automatic zero button of lia2 to set the correct phase3.
– set a fast filter for lia2, the bandwidth should at least allow the Kelvin
modulation frequency to pass
– physically connect DAC-4 to the second fast signal input of the PllPro2
– chose DAC-4 as output for the X-channel of lia2 with appropriate am-
plification. The signal at DAC-4 shall not exceed 1 V4.
– chose second fast signal input as input signal for lia1
– set frequency offset from pll of lia1 to the modulation frequency
– set lock to pll of lia1 to zero
– set a slow filter for lia1 (10 Hz 18 dB). This enables later to set the
correct phase offset.
• set up the controller for approach:
– set the KPFM controller to force
– set the applied bias to +5 V. This ensures a “soft” landing of the tip
approach due to the high electrostatic force.
The further procedure beginning from the start of the tip sample approach is
equal to the case of amplitude demodulation described above.
3Note: As there is still a bug in the PllPro2 a change crossing ±180°will be ignored.
4Otherwise the second fast signal input will be in overload.
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C Calculation of local work
functions with circular shaped
model charge densities
Computers can figure out all kinds of problems, except
the things in the world that just don’t add up.
James Magary
Here, a general solution for the potential distribution around a circular shaped
charge density with radius R and thickness 2d shall be derived. The charge dis-
tribution ρ(~r) is modelled uniform within the circular bounds but may have an
arbitrary distribution in z-direction, given by the distribution function f(z):
ρ(~r) =
{
σ · f(z) , x2 + y2 6 R
0 , x2 + y2 > R
(C.1)
For simplicity, the distribution function f(z) shall fulfil the conditions:
∀ z < −d and d < z : f(z) = 0 (C.2)∫d
−d
dz f(z) = 0 (C.3)∫d
0
dz f(z) = 1. (C.4)
After Coulomb’s law the electric field is given by
~E(~r) =
1
4πε0
∫
V
d3r′ ρ(~r′) · ~r−~r
′
|~r−~r′|3
. (C.5)
Due to the symmetry of the problem cylindrical coordinates are suited best for
the integration. Furthermore the z-component of the electric field in the plane
y = 0 is sufficient for the computation of the electrostatic potential, since for
z→∞ the potential has to vanish. Then the integral reduces with~r′ = (~κ, z′) to
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Ez(x, 0, z) =
σ
4πε0
∫d
−d
dz′
∫π
−π
dϕ
∫R
0
dκ f(z′) · κ · (z− z
′)
|~r−~r′|3
. (C.6)
Besides scaling out the dipole length d, the integral can be described best,
if the origin of the integration coordinate system is shifted to the point (x,0,0).
Then the integration splits up into two solutions – one for x 6 R and one for
x > R – given by:
x 6 R:
Ez = −
σ
2ε0
∫1
−1
dz̃′f(d · z̃′)
∫1
0
dϕ̃
z̃− z̃′√
κ̃1(ϕ̃)2 + (z̃− z̃′)2
(C.7)
κ̃1(ϕ̃) = −x̃ cos(πϕ̃) +
√
R̃2 − x̃2 sin2(πϕ̃) (C.8)
x > R:
Ez = −
σ
2ε0
∫1
−1
dz̃′f(d · z̃′)
∫ ϕ̃0
0
dϕ̃
[
z̃− z̃′√
κ̃2(ϕ̃)2 + (z̃− z̃′)2
− (C.9)
−
z̃− z̃′√
κ̃1(ϕ̃)2 + (z̃− z̃′)2
]
(C.10)
κ̃2,1(ϕ̃) = x̃ cos(πϕ̃)±
√
R̃2 − x̃2 sin2(πϕ̃) (C.11)
ϕ̃0 =
1
π
arcsin
(
R̃
x̃
)
(C.12)
The electrostatic potential is derived by integration as
φ(x, 0, z) =
∫∞
z
dz′ Ez(x, 0, z′). (C.13)
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D Picture gallery
I never read, I just looked at pictures.
Andy Warhol
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(a)
250 nm 0.0 nm 3.2 nm
topography
(b)
250 nm 1.25 V 1.55 V
contact potential
Fig. D.1: Pristine Au(111)-surface. (a) Topography image. A step filtered version
of the image can be seen as inset in the upper right corner. (b) The corresponding
contact potential image. Steps and defect sites at the steps reduce the work function.
Parameters: f0 = 267, 735 Hz, A = 1.0 nm, ∆f = −60 Hz
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(a)
500 nm 0 nm 11 nm
topography
(b)
500 nm 1.2 V 1.5 V
contact potential
(c)
500 nm 0.0 nm 7.6 nm
topography
(d)
500 nm 1.0 V 1.4 V
contact potential
Fig. D.2: Survey of the Au(111) surface. (a/c) On many areas the triangular dot
structure is found. (b/d) These areas appear at a higher contact potential difference.
Parameters: f0 = 274, 906 Hz, A = 1.0 nm, (a/b) ∆f = −50 Hz, and (c/d) ∆f = −40 Hz.
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(a)
50 nm 0.0 Å 2.9 Å
topography
(b)
25 nm 0.0 Å 2.4 Å
topography
(c)
10 nm 0.0 Å 1.65 Å
topography
(d)
25 nm 0 pm 70 pm
topography
Fig. D.3: Au(111) surface with (b) S2-, (c) dot pattern, and (d) S1 morphology. The
areas of (b) and (c) are marked in (a). In (c) the dot locations are marked by red
circles. The smallest possible island consists out of three dots and a “filled” hole as
marked by the red triangle.
Parameters: f0 = 274, 906 Hz, A = 1.0 nm, (a/b) ∆f = −75 Hz, (c) ∆f = −80 Hz, and (d)
∆f = −140 Hz.
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(a)
200 nm 0.0 Å 8.0 Å
topography
(b)
200 nm 1.0 V 1.25 V
contact potential
(c)
50 nm 0.0 Å 1.35 Å
topography
(d)
50 nm 1.0 V 1.25 V
contact potential
Fig. D.4: Defects in the Au(111) dot pattern. Line splittings are marked by arrows
in (a). Locally completely different patterns can occur (encircled area). (b) and (d)
show the corresponding contact potential image to (a) and (c), respectively.
Parameters: f0 = 274, 906 Hz, A = 1.0 nm, ∆f = −80 Hz.
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(a)
50 nm 0.0 Å 4.7 Å
topography
(b)
50 nm 1.93 V 2.17 V
contact potential
(c)
300 nm 0.0 nm 4.0 Å
topography
(d)
300 nm 0.92 V 1.28 V
contact potential
Fig. D.5: ZnPcCl8 islands on Ag(111). (a/b) Disordered areas are found at a higher
contact potential than the Ag substrate. (c) ZnPcCl8 in phase P3 and (d) correspond-
ing contact potential. The inset in (c) shows a close-up of the molecular rows.
Parameters: (a/b) f0 = 161, 826 Hz, A = 1.1 nm, ∆f = −40 Hz, (c/d) f0 = 163, 747 Hz,
A = 1.9 nm, ∆f = −35 Hz, (inset) ∆f = −113 Hz.
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(a)
1 µm 0.0 nm 35 nm
topography
(b)
1 µm -1.0 V 0.8 V
contact potential
(c)
250 nm 0.0 nm 34 nm
topography
(d)
250 nm -1.6 V 0.6 V
contact potential
Fig. D.6: PZT (a/c) surface topography and (b/d) contact potential after the wet
chemical cleaning procedure. Metal flakes from residual glue at the backside of the
sample were deposited on the ferroelectric front side.
Parameters: f0 = 55, 404 Hz, A = 3.4 nm, ∆f = −20 Hz, and T = 81 K.
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(a)
1 µm 0.0 nm 2.0 nm
topography
(b)
1 µm 1.9 V 2.5 V
contact potential
(c)
1 µm 0.0 nm 5.5 nm
topography
(d)
1 µm -2.6 V -0.1 V
contact potential
Fig. D.7: Survey – (a/b) 50 nm and (c/d) 100 nm PZT thin film on STO.
Parameters: (a/b) f0 = 164, 409 Hz, A = 1.5 nm, ∆f = −30 Hz, and T = 81 K.
(c/d) f0 = 55, 405 Hz, A = 6.0 nm, ∆f = −30 Hz, and T = 81 K.
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(a)
1 µm 0.0 Å 8.0 Å
topography
(b)
1 µm -1.15 V -0.95 V
contact potential
(c)
1 µm 0.0 nm 5.0 nm
topography
(d)
1 µm -0.60 V -0.15 V
contact potential
Fig. D.8: Survey – 20 nm PZT thin film grown on STO (a/b) in the as-received state
and (c/d) after the dry cleaning procedure.
Parameters: (a/b) f0 = 161, 789 Hz, A = 1.8 nm, ∆f = −366 Hz, and T = 80 K. (c/d)
f0 = 271, 096 Hz, A = 1.9 nm, ∆f = −12 Hz, and T = 81 K.
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(a)
1 µm 0.0 nm 3.9 nm
topography
(b)
1 µm -2.4 V 0.0 V
contact potential
(c)
200 nm 0.0 nm 5.5 nm
topography
(d)
200 nm -0.8 V 0.2 V
contact potential
Fig. D.9: PZT thin film grown on SRO buffered STO. (a) the surface topography
is governed by an orthogonal grid of ridges which (c) enclose plateaus of different
height. (b/d) the contact potential resembles the same structures partially.
Parameters: f0 = 174, 561 Hz, A = 1.2 nm, (a/b) ∆f = −10 Hz, (c/d) ∆f = −25 Hz., and
T = 83 K.
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(a)
250 nm 0.0 nm 5.5 nm
topography
(b)
250 nm 2.18 V 2.38 V
contact potential
(c)
2 µm 0.0 nm 1.6 nm
topography
(d)
2 µm 2.10 V 2.30 V
contact potential
Fig. D.10: CnBtPA on TiOx applicated via physical vapour deposition (a/b) before
and (c/d) after annealing at 150°C for several hours. (c) Shallow depressions in the
molecular film do not reach the depth of an upright standing CnBtPA molecule. (d)
the contact potential is no longer correlated to the topography.
Parameters: (a/b) f0 = 164, 401 Hz, A = 1.1 nm, ∆f = −20 Hz. (c/d) f0 = 55, 402 Hz,
A = 2.9 nm, ∆f = −40 Hz.
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(a)
200 nm 0.0 nm 8.0 nm
topography
(b)
200 nm -0.8 V -0.0 V
contact potential
(c)
5 nm 0.0 Å 1.2 Å
topography
(d)
5 nm low high
excitation amplitude
Fig. D.11: DCnDB4T layer on PZT - (a) a screw dislocation and (b) the correspond-
ing contact potential. (c) The islands consist of highly ordered molecular rows. (d)
the corresponding excitation amplitude image to (c).
Parameters: f0 = 271, 096 Hz, A = 1.0 nm, (a/b) ∆f = −60 Hz, (c/d) ∆f = −250 Hz, and
T = 81 K.
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(a)
1 µm 0.0 nm 5.0 nm
topography
(b)
1 µm 0.5 V 1.2 V
contact potential
(c)
100 nm 0.0 nm 8.0 nm
topography
(d)
100 nm 0.5 V 1.2 V
contact potential
Fig. D.12: Amorph DCnDB4T layer with an equivalent thickness of 3 nm on clean
PZT.
Parameters: f0 = 271, 096 Hz, A = 1.0 nm, (a/b) ∆f = −15 Hz, (c/d) ∆f = −30 Hz, and
T = 81 K.
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e− electron
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ωi ith cantilever mode eigenfrequency
ωres,i ith cantilever mode disturbed resonance frequency
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U∗dc,AM dc-bias, that minimizes A
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Um Kelvin modulation voltage between tip and sample
um amplitude of the Kelvin modulation voltage
ωm frequency of the Kelvin modulation voltage
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∆ωstat.0 static shift of the fundamental eigenfrequency
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℘ surface dipole density
n̄ positive charge background density
n(z) electron density
ε0 permittivity of free space
ρ differential charge density
σ surface charge density
d dipole length
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Ueff effective electrostatic interaction potential
u1 electrostatic charge electrode interaction potential
u2 electrostatic charge charge interaction potential
UP ferroelectric surface potential
df thickness of ferroelectric layer
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σS screening charge density
ε dielectric constant
d closest tip-sample separation
ϕel electrostatic potential
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l dipole length
d step atom distance
p dipole moment
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σct surface density of transferred charge
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℘ct charge transfer dipole density
h height
heff effective height
ωr repetition frequency of the pump
Tr repetition period of the pump
2τ on-time of the probe pulse
2ϕτ on-time phase increment of the probe pulse
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ϕd delay phase of the probe pulse
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S mechanical strain tensor
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