Past work in relation extraction mostly focuses on binary relation between entity pairs within single sentence. Recently, the NLP community has gained interest in relation extraction in entity pairs spanning multiple sentences. In this paper, we propose a novel architecture for this task: inter-sentential dependency-based neural networks (iDepNN). iDepNN models the shortest and augmented dependency paths via recurrent and recursive neural networks to extract relationships within (intra-) and across (inter-) sentence boundaries. Compared to SVM and neural network baselines, iDepNN is more robust to false positives in relationships spanning sentences. We evaluate our models on four datasets from newswire (MUC6) and medical (BioNLP shared task) domains that achieve state-of-the-art performance and show a better balance in precision and recall for inter-sentential relationships. We perform better than 11 teams participating in the BioNLP shared task 2016 and achieve a gain of 5.2% (0.587 vs 0.558) in F1 over the winning team. We also release the crosssentence annotations for MUC6.
Introduction
The task of relation extraction (RE) aims to identify semantic relationship between a pair of nominals or entities e1 and e2 in a given sentence S. Due to a rapid growth in information, it plays a vital role in knowledge extraction from unstructured texts and serves as an intermediate step in a variety of NLP applications in newswire, web and high-valued biomedicine (Bahcall 2015) domains. Consequently, there has been increasing interest in relation extraction, particularly in augmenting existing knowledge bases.
Progress in relation extraction is exciting; however most prior work (Zhang et al. 2006; Kambhatla 2004; Vu et al. 2016a; Gupta, Schütze, and Andrassy 2016) is limited to single sentences, i.e., intra-sentential relationships, and ignores relations in entity pairs spanning sentence boundaries, i.e., inter-sentential. Thus, there is a need to move beyond single sentences and devise methods to extract relationships spanning sentences. For instance, consider the sentences:
Paul Allen has started a company and named [Vern Raburnse1 its President. The company, to be called [Paul Allen Group] e2 will be based in Bellevue, Washington.
The two sentences together convey the fact that the entity e1 is associated with e2, which cannot be inferred from either sentence alone. The missed relations impact the system performance, leading to poor recall. But precision is equally important; e.g., in high-valued biomedicine domain, significant inter-sentential relationships must be extracted, especially in medicine that aims toward accurate diagnostic testing and precise treatment, and extraction errors can have severe negative consequences. In this work, we present a neural network (NN) based approach to precisely extract relationships within and across sentence boundaries, and show a better balance in precision and recall with an improved F 1 .
Previous work on cross-sentence relation extraction used coreferences to access entities that occur in a different sentence (Gerber and Chai 2010; Yoshikawa et al. 2011) without modeling inter-sentential relational patterns. Swampillai and Stevenson (2011) described a SVM-based approach to both intra-and inter-sentential relations. Recently, Quirk and Poon (2016) applied distant supervision to cross-sentence relation extraction of entities using binary logistic regression (non-neural network based) classifier and Peng et al. (2017) applied sophisticated graph long short-term memory networks to cross-sentence n-ary relation extraction. However, it still remains challenging due to the need for coreference resolution, noisy text between the entity pairs spanning multiple sentences and lack of labeled corpora. Bunescu and Mooney (2005) , Nguyen, Matsuo, and Ishizuka (2007) and Mintz et al. (2009) have shown that the shortest dependency path (SDP) between two entities in a dependency graph and the dependency subtrees are the most useful dependency features in relation classification. Further, Liu et al. (2015) developed these ideas using Recursive Neural Networks (RecNNs, Socher et al. (2014) ) and combined the two components in a precise structure called Augmented Dependency Path (ADP), where each word on a SDP is attached to a dependency subtree; however, limited to single sentences. In this paper, we aspire from these methods to extend shortest dependency path across sentence boundary and effectively combine it with dependency subtrees in NNs that can capture semantic representation of the structure and boost relation extraction spanning sentences.
The contributions are: (1) Introduce a novel dependencybased neural architecture, named as inter-sentential Dependency-based Neural Network (iDepNN) to extract relations within and across sentence boundaries by modeling shortest and augmented dependency paths in a combined structure of bidirectional RNNs (biRNNs) and RecNNs. Evaluate different linguistic features on four datasets from newswire and medical domains, and report an improved performance in relations spanning sentence boundary. We show amplified precision due to robustness towards false positives, and a better balance in precision and recall. We perform better than 11 teams participating in in the BioNLP shared task 2016 and achieve a gain of 5.2% (0.587 vs 0.558) in F 1 over the winning team.
(3) Release relation annotations for the MUC6 dataset for intra-and inter-sentential relationships. Code and data are provided in supplementary.
Methodology
Inter-sentential Dependency-Based Neural Networks (iDepNN)
Dependency-based neural networks (DepNN) (Bunescu and Mooney 2005; Liu et al. 2015) have been investigated for relation extraction between entity pairs limited to single sentences, using the dependency information to explore the semantic connection between two entities. In this work, we introduce iDepNN, the inter-sentential Dependency-based Neural Network, an NN that models relationships between entity pairs spanning sentences, i.e., inter-sentential within a document. We refer to the iDepNN that only models the shortest dependency path (SDP) spanning sentence boundary as iDepNN-SDP and to the iDepNN that models augmented dependency paths (ADPs) as iDepNN-ADP; see below. biRNNs (bidirectional RNNs, Schuster and Paliwal (1997) ) and RecNNs (recursive NNs, Socher et al. (2012) ) are the backbone of iDepNN.
Modeling Inter-sentential Shortest Dependency Path (iDepNN-SDP): We compute the inter-sentential Shortest Dependency Path (iSDP) between entities spanning sentence boundaries for a relation. To do so, we obtain the dependency parse tree for each sentence using the Stanford-CoreNLP dependency parser . We then use NetworkX (Hagberg, Swart, and S Chult 2008) to represent each token as a node and the dependency relation as a link between the nodes. In the case of multiple sentences, the root node of the parse tree of a sentence is connected to the root of the subsequent tree, leading to the shortest path from one entity to another across sentences.
Figure 1 (Left) shows dependency graphs for the exam-ple sentences where the two entities e1 and e2 appear in nearby sentences and exhibit a relationship. Figure 1 (Right) illustrates that the dependency trees of the two adjacent sentences and their roots are connected by NEXTS to form an iSDP, an inter-Sentential Dependency Path, (highlighted in gray) between the two entities. The shortest path spanning sentence boundary is seen as a sequence of words between two entities. Figure 2 shows how a biRNN (Schuster and Paliwal 1997; Vu et al. 2016b ) uses iSDP to detect relation between the two entities e1 and e2, positioned one sentence apart.
Modeling Inter-sentential Dependency Subtrees: To effectively represent words on the shortest dependency path within and across sentence boundary, we model dependency subtrees assuming that each word w can be seen as the word itself and its children on the dependency subtree. The notion of representing words using subtree vectors within the dependency neural network (DepNN) is similar to (Liu et al. 2015) ; however, our proposed structures are based on iSDPs and ADPs that span sentences.
To represent each word w on the subtree, its word embedding vector x w P R d and subtree representation c w P R d 1 are concatenated to form its final representation p w P R d`d 1 . We use 200-dimensional pretrained GloVe embeddings (Pennington, Socher, and Manning 2014) . The subtree representation of a word is computed through recursive transformations of the representations of its children words. A RecNN is used to construct subtree embedding c w , traversing bottom-up from its leaf words to the root for entities spanning sentence boundaries, as shown in Figure 2 . For a word which is a leaf node, i.e., it does not have a subtree, we set its subtree representation as c LEAF . Figure 2 illustrates how subtree-based word representations are constructed via iSDP.
Each word is associated with a dependency relation r, e.g., r = dobj, during the bottom-up construction of the subtree. For each r, a transformation matrix W r P R d 1ˆp d`d 1 q is learned. The subtree embedding is computed as: where R pw,qq is the dependency relation between word w and its child word q and b P R d 1 is a bias. This process 2015), we combine the two components: iSDP and dependency subtrees spanning sentence boundaries to form a combined structure which we name as inter-sentential Augmented Dependency Path (iDepNN-ADP). As shown in Figure 2 , each word on iSDP is attached to its subtree representation c w . An attached subtree enriches each word on the iSDP with additional information about how this word functions in specific sentence to form a more precise structure for classifying relationships within and across sentences.
To capture the semantic representation of iDepNN-ADP, we first adopt a RecNN to model the dependency subtrees for each word on the iSDP. Then, we design a biRNN to obtain salient semantic features on the iSDP. The overall structure of iDepNN-ADP ( Figure 2) is built upon the combination of recursive and recurrent NNs spanning sentences.
Learning: We develop a biRNN over the two structures: iDepNN-SDP and iDepNN-ADP, and pass the last hidden vector h N (in the iSDP word sequence, Figure 2 ) to a softmax layer whose output is the probability distribution y over relation labels R, as y " softmaxpU¨h N`by q where U P R RˆH is the weight matrix connecting hidden vector of dimension H to output of dimension R and b y P R R is the bias. h N is the last hidden vector of the biRNN.
To compute semantic representation h w for each word w on the iSDP, we adopt the Connectionist biRNN (Vu et al. 2016a ; Gupta and Schütze 2018) that combines the forward and backward pass by adding their hidden layers (h ft and h bt ) at each time step t and also adds a weighted connection to the previous combined hidden layer h t´1 to include all intermediate hidden layers into the final decision.
where V P R Hˆ|i| , N is the total number of words on iSDP and i t the input vector at t, defined by:
where L t are lexical level features (e.g., part-of-speech tag, position indicators, entity types) for each word at t. Observe, in order to minimize the number of parameters, we share the same weight matrix W in three parts: forward pass, backward pass and combination of both. The optimization objective is to minimize the cross-entropy error between the ground-truth label and softmax output. The parameters are learned using backpropagation (Werbos 1990) . Key Features: The features focus on characteristics of the full sentence, dependency path or individual entities. The various features used in our experiments are: (1) Position-Indicator (PI): A one-hot vector for SVM which indicates the position of the entity in the vocabulary. Four additional words (ăe 1 ą, ă{e 1 ą, ăe 2 ą, ă{e 2 ą) to mark start and end of entity mentions e1 and e2, used in NNs. See details about PI in Gupta (2015) . (4) Dependency: In SVM, the specific edge types in the dependency path are captured with a BoW vector, similar to Grouin (2016) . In NNs, it refers to iDepNN-ADP. (5) (Grishman and Sundheim 1996) dataset contains information about management succession events from newswire. The task organizers provided a training corpus and a set of templates that contain the management succession events, the names of people who are starting or leaving management posts, the names of their respective posts and organizations and whether the named person is currently in the job. Entity Tagging: We tag entities Person (Per), Organization (Org) using Stanford NER tagger (Finkel, Grenager, and Manning 2005) . The entity type Position (Post) is annotated based on the templates. Relation Tagging: We have three types of relations: Per-Org, Per-Post and Post-Org. We follow Swampillai and Stevenson (2010) and annotate binary relations (within and across sentence boundaries) using management succession events between two entity pairs. We randomly split the collection 60/20/20 into train/dev/test. Our annotations are in supplementary.
Experimental Setup. For MUC6, we use the pretrained GloVe (Pennington, Socher, and Manning 2014) embeddings (200-dimension) . For the BioNLP datasets, we use 200-dimensional embedding 2 vectors from six billion words 1 the official evaluation is not accessible any more and therefore, the annotations for their test sets are not available 2 http://bio.nlplab.org/ of biomedical text (Moen and Ananiadou 2013) . We randomly initialize a 5-dimensional vectors for PI and POS. We initialize the recurrent weight matrix to identity and biases to zero. We use the macro-averaged F 1 score (the official evaluation script by SemEval-2010 Task 8 (Hendrickx et al. 2010 )) on the development set to choose hyperparameters (see supplementary). To report results on BioNLP ST 2016 test set, we use the official web service 3 .
Baselines. Swampillai and Stevenson's (2010) annotation of MUC6 intra-and inter-sentential relationships is not available. They investigated SVM with dependency and linguistic features for relationships spanning sentence boundaries. In BioNLP shared tasks, the top performing systems are SVM-based and limited to relationships within single sentences. As an NN baseline, we also develop Connectionist biRNN (Vu et al. 2016a ) that spans sentence boundaries; we refer to it as i-biRNN (architecture in supplementary). Similarly, we also investigate using a bidirectional LSTM (i-biLSTM) (Hochreiter and Schmidhuber 1997; Gupta, Andrassy, and Schütze 2018) . As a competitive baseline in the inter-sentential relationship extraction, we run 4 graphLSTM (Peng et al. 2017 ). This work compares SVM and graphLSTM with i-biRNN, i-biLSTM, iDepNN-SDP and iDepNN-ADP for different values of the sentence range parameter k (the distance in terms of the number of sentences between the entity pairs for a relation) , i.e., k (" 0, ď 1, ď 2 and ď 3).
Contribution of different components. Table 2 shows the contribution of each feature, where both training and evaluation is performed over relationships within and across sentence boundaries for sentence range parameter kď1. Note: iSDP+Dependency refers to iDepNN-ADP structure that exhibits a better precision, F 1 and balance in precision and recall, compared to SVM. See supplementary for feature train Model Evaluation for different values of sentence range k param 
State-of-the-Art Comparisons
BioNLP ST 2016 dataset: Table 3 shows the performance of {SVM, graphLSTM} vs {i-biRNN, iDepNN-SDP, iDepNN-ADP} for relationships within and across sentence boundaries. Moving left to right for each training parameter, the recall increases while precision decreases due to increasing noise with larger k. In the inter-sentential evaluations (k ď 1, ď 2, ď 3 columns) for all the training parameters, the iDepNN variants outperform both SVM and graphLSTM in terms of F 1 and maintain a better precision as well as balance in precision and recall with increasing k; e.g., at k ď 1 (train/eval), precision and F 1 are (.402 vs .226) and (.449 vs .336), respectively for (iDepNN-ADP vs graphLSTM). We find that SVM mostly leads in recall. In comparison to graphLSTM, i-biRNN and i-biLSTM, we observe that iDepNN-ADP offers precise structure in relation extraction within and across sentence boundaries. For instance, at training k ď 1 and evaluation k " 0, iDepNN-ADP reports precision of .570 vs .489 and .561 in i-biRNN and iDepNN-SDP, respectively. During training at k ď 1, iDepNN-SDP and iDepNN-ADP report better F 1 than i-biRNN for evaluations at all k, suggesting that the shortest and augmented paths provide useful dependency features via recurrent and recursive compositions, respectively. Between threshold ensemble (train k ď 1 and evaluation k " 0) Dev (official scores)
Test ( Table 4 : Ensemble scores at various thresholds for BioNLP ST 2016 dataset. p: output probability the proposed architectures iDepNN-SDP and iDepNN-ADP, the former achieves higher recall for all k. We find that the training at k ď 1 is optimal for intra-and inter-sentential relations over development set (see supplementary). We also observe that i-biRNN establishes a strong NN baseline for relationships spanning sentences. The proposed architectures consistently outperform graphLSTM in both precision and F 1 across sentence boundaries.
Ensemble: We exploit the precision and recall bias of the different models via an ensemble approach, similar to TurkuNLP (Mehryary et al. 2016 ) and UMS (Delėger et al. 2016 ) systems that combined predictions from SVM and NNs. We aggregate the prediction outputs of the neural (i-biRNN, iDepNN-SDP and iDepNN-ADP) and non-neural (SVM) classifiers, i.e., a relation to hold if any classifier has predicted it. We perform the ensemble scheme on the development and official test sets for intra-and inter-sentential (optimal at k ď 1) relations. Table 3 shows the ensemble scores on the official test set for relations within and across sentence boundaries, where ensemble achieves the highest F 1 (.561) over individual models. Confident Extractions: We consider the high confidence prediction outputs by the different models participating in the ensemble, since it lacks precision (.478). Following Peng et al. (2017) , we examine three values of the output probability p, i.e., (ě 0.85, 0.90 and 0.95) of each model in the ensemble. Table 4 shows the ensemble performance on the development and official test sets, where the predictions with p ě 0.85 achieve the state-of-the-art performance and rank us at the top out of 11 systems (Figure 3, right) .
This Work vs Competing Systems in BioNLP ST 2016: As shown in Figure 3 (right) , we rank at the top and achieve a gain of 5.2% (.587 vs .558) in F 1 compared to VERSE. We also show a better balance in precision and recall, and report the highest recall compared to all other systems. Most systems do not attempt to predict relations spanning sentences. The most popular algorithms are SVM (VERSE, HK, UTS, LIMSI) and NNs (TurkuNLP, WhuNlpRE, DUTIR). UMS combined predictions from an SVM and an NN. Most systems rely on syntactic parsing, POS, word embeddings and entity recognition features (VERSE, TurkuNLP, UMS, HK, DUTIR, UTS). VERSE and TurkuNLP obtained top scores on intra-sentential relations relying on the dependency path features between entities; however they are limited to intra-sentential relations. TurkuNLP employed an ensemble of 15 different LSTM based classifiers. DUTIR is based on CNN for intra-sentential relationsips. LIMSI is the only system that considers inter-sentential relationships during training; however it is SVM-based and used additional manually annotated training data, linguistic features using biomedical resources (PubMed, Cocoa web API, OntoBiotope ontology, etc.) and post-processing to annotate biomedical abbreviations. We report a noticeable gain of 21% (.587 vs .485) in F 1 with an improved precision and recall over LIMSI.
BioNLP ST 2011 and 2013 datasets: Following the BioNLP ST 2016 evaluation, we also examine two additional datasets from the same domain. iDepNN-ADP (Table 5) is the leading performer in terms of precision and F 1 within and across boundaries for BioNLP ST 2013. Examining BioNLP ST 2011, the iDepNN variants lead both SVM and i-biRNN for k ď 1 and k ď 2.
MUC6 dataset: Similar to BioNLP ST 2016, we perform training and evaluation of SVM, i-biRNN, iDepNN-SDP and iDepNN-ADP for different sentence range with best feature combination (Table 2) using MUC6 dataset. Table 6 shows that both iDepNN variants consistently outperform graphLSTM and SVM for relationships within and across sentences. For within (k"0) sentence evaluation, iDepNN-ADP reports .963 F 1 , compared to .779 and .783 by SVM and graphLSTM, respectively. iDepNN-ADP is observed more precise than iDepNN-SDP and graphLSTM with increasing k, e.g., at kď3. Training at sentence range kď1 is found optimal in extracting inter-sentential relationships.
Model
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. Table 5: BioNLP ST 2011 and 2013 datasets: Performance for training (k ď 1) and evaluation for different k. Underline: Better precision in iDepNN-ADP than iDepNN-SDP, graphLSTM, i-biLSTM, i-biRNN and SVM. Bold: best in column.
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. Table 6 : MUC6 Dataset: Performance over the intra-and inter-sentential training and evaluation for different k. Underline signifies better precision by iDepNN-ADP over iDepNN-SDP, graphLSTM, i-biLSTM, i-biRNN and SVM. Bold indicates the best score column-wise.
Error Analysis and Discussion
In Figure 3 (left), we analyze predictions using different values of sentence range k (=0, ď1, ď2 and ď3) during both training and evaluation of SVM, graphLSTM and iDepNN-ADP for BioNLP ST 2016 dataset. For instance, an SVM (top-left) is trained for intra-sentential (same sentence) relations, while iDepNN-ADP (bottom-right) for both intra-and inter-sentential spanning three sentences (three sentences apart). We show how the count of true positives (TP), false negatives (FN) and false positives (FP) varies with k.
Observe that as the distance of the relation increases, the classifiers predict larger ratios of false positives to true positives. However, as the sentence range increases, iDepNN-ADP outperforms both SVM and graphLSTM due to fewer false positives (red colored bars). On top, the ratio of FP to TP is better in iDepNN-ADP than graphLSTM and SVM for all values of k. Correspondingly in Table 3 , iDepNN-ADP reports better precision and balance between precision and recall, signifying its robustness to noise in handling intersentential relationships.
iDepNN vs graphLSTM: Peng et al. (2017) focuses on general relation extraction framework using graphLSTM with challenges such as potential cycles in the document graph leading to expensive model training and difficulties in convergence due to loopy gradient backpropagation. Therefore, they further investigated different strategies to backpropagate gradients. The graphLSTM introduces a number of parameters with a number of edge types and thus, requires abundant supervision/training data. On other hand, our work introduces simple and robust neural architectures (iDepNN-SDP and iDepNN-ADP), where the iDepNN-ADP is a special case of document graph in form of a parse tree spanning sentence boundaries. We offer a smooth gradient backpropagation in the complete structure (e.g., in iDepNN-ADP via recurrent and recursive hidden vectors) that is more efficient than graphLSTM due to non-cyclic (i.e., tree) architecture. We have also shown that iDepNN-ADP is robust to false positives and maintains a better balance in precision and recall than graphLSTM for inter-sentential relationships (Figure 3 ).
Conclusion
We have proposed to classify relations between entities within and across sentence boundaries by modeling the inter-sentential shortest and augmented dependency paths within a novel neural network, named as inter-sentential Dependency-based Neural Network (iDepNN) that takes advantage of both recurrent and recursive neural networks to model the structures in the intra-and inter-sentential relationships. Experimental results on four datasets from newswire and medical domains have demonstrated that iDepNN is robust to false positives, shows a better balance in precision and recall and achieves the state-of-the-art performance in extracting relationships within and across sentence boundaries. We also perform better than 11 teams participating in the BioNLP shared task 2016. Figure 4 : Architecture of i-biRNN. In our structures, we share the weights in forward, backward and combined networks, in order to reduce parameters, i.e., W is being shared in the three networks.
