ABSTRACT This paper investigates a box set-membership filter for nonlinear dynamic systems and on-line usage. To the best of our knowledge, although ellipsoid set-membership filter has more freedom degree to optimize a bounding estimation, it is computationally intractable to obtain an optimal prediction and update, and the approximation loss is uncertain in different scenarios. In this paper, we equivalently transform the prediction and update of the box set-membership filter to linear programing problems without loss of performance, respectively. Moreover, for a typical nonlinear dynamic system in target tracking, the remainder bound of the nonlinear function can be obtained analytically on-line. However, the ellipsoid bounding problem of the remainder usually needs to be relaxed to solve a semi-definite programming problem. Thus, the computational complexity of the optimal box set-membership filter is much less than that of the ellipsoid set-membership filter based on the semi-definite programming. Finally, a numerical example in target tracking demonstrates the effectiveness of the box set-membership filter. The proposed box set-membership filter can obtain a better trade-off between the filter accuracy and the computational complexity.
I. INTRODUCTION
Filtering techniques for dynamic systems are widely used in practiced fields such as signal processing, target tracking, adaptive control, etc., (see [1] , [2] ). It has been addressed by many authors (see papers [3] - [5] , and books [6] - [8] ). The Kalman filter is widely applied to solve filtering problems with linear dynamic systems [3] . It is well known that the extended Kalman filter [6] , unscented filter [5] and particle filter [9] can deal with the nonlinear dynamic systems. These methods focus on the problems with known probability density functions of the state and measurement noises. In practice, the assumed probabilistic model may not be accurate, resulting in model mismatch. It then seems more natural to assume that the state perturbations and measurement noise are unknown but bounded (see [10] , [11] ).
The set-membership estimation theory can be used to deal with filtering problems under the unknown but bounded assumption. The critical step here is propagating bounding
The associate editor coordinating the review of this manuscript and approving it for publication was Wenjie Feng. ellipsoids (or boxes, simplexes, parallelotopes, and polytopes) for systems with bounded noises. The problem of bounding ellipsoids has been extensively investigated, for example, see papers [12] - [15] , the book [16] , and references therein. Most of these methods concentrate on the linear dynamic systems.
The set-membership filter for nonlinear systems is a difficult problem. Based on ellipsoid-bounded, fuzzyapproximated, Lipschitz-like or Taylor series nonlinearities, several linearization methods have been made [17] - [20] . However, the coefficients of fuzzy-approximation or Lipschitz constants in [17] and [18] are obtained before filtering, limiting their use in on-line implementation. In order to guarantee the on-line usage, the remainder bound is recursively estimated [19] . Based on the remainder bound, the ellipsoid bounds of the state can be recursively obtained by parameterized bounding ellipsoid relaxation [21] . Moreover, the remainder and state bounding are improved by S-procedure relaxation and boundary sampling [20] . The prediction and update of ellipsoid set-membership filter is relaxed to solve an semi-definite programming (SDP) problem. To the best of our knowledge, although ellipsoid set-membership filter has more freedom degree to optimize a bounding estimation, it is hard to obtain optimal prediction and update, and the loss of performance is uncertain in different scenarios.
In this paper, we attempt to make a progress on optimal box set-membership filter for nonlinear dynamic systems. In general, the set-membership filter is computationally intractable for nonlinear dynamic systems. The main contribution of this paper is as follows.
• Different from the usual ellipsoid set-membership filter, we do not relax the prediction and update to solve SDP problems, but equivalently transform the prediction and update of the box set-membership filter to linear programing problems without loss of performance, respectively.
• In order to guarantee the on-line usage, the nonlinear dynamic systems are linearized by Taylor expansion. The ellipsoidal high-order remainder bounds of the nonlinear functions are usually derived by interval mathematics or SDP relaxation for the ellipsoid set-membership filter. Nevertheless, we analytically derive the optimal remainder bound of a typical nonlinear measurement function in target tracking on-line.
• The state bounding ellipsoid of the usual ellipsoid set-membership filter is obtained by solving an SDP problem with computational complexity
+5 is the number of variables, N = 1 + 4n + m is the dimension of the constraint matrix, n and m are the dimension of state and measurement, respectively. However, the state bounding box can be obtained by solving linear optimization problems with computational complexity O(n(K + (log K )(2m + 3n)/ 2 )), where K = 2mn + 2n is the number of entries in the constraint matrix. Thus, the computational complexity can be reduced significantly. A typical example shows that when the measurement noise is small, the accuracy of the box set-membership filter is better than that the ellipsoid set-membership filter in [19] , and close to that of the ellipsoid set-membership filter in [22] . When the measurement noise is large, the accuracy of the box set-membership filter is the best. Moreover, the computational complexity is much better than that the ellipsoid set-membership filter in [22] . Thus, the proposed box set-membership filter can obtain a better trade-off between the filter accuracy and the computational complexity.
The rest of this paper is organized as follows. Preliminaries are given in Section II. In Section III, the optimal prediction and update of the box set-membership filter for nonlinear dynamic systems are derived, respectively. The optimal bounding box of the remainder set for a typical dynamic system is proposed. Section IV contains a typical example. Section V presents some conclusions. Finally, proofs of some mathematical results are provided in the appendix.
II. PRELIMINARIES A. PROBLEM FORMULATION
We consider the nonlinear dynamic system
where x k ∈ R n is the state vector of system at time k and y k ∈ R m is the measurement, f k (x k ) and h k (x k ) are nonlinear functions of x k , w k ∈ R n is the uncertainty of process noise and v k ∈ R m is the uncertainty of measurement noise. The process and measurement noises are assumed to be confined to specified box sets
where b w,k and b v,k are the vectors of the side lengths of the boxes W k and V k , respectively. At time k, given that x k belongs to a current bounding box
wherex k is the center of box B k , b k is the vector of the side lengths of the box B k , and all elements of b k are positive. Moreover, we assume that when the nonlinear functions are linearized by Taylor's Theorem, the remainder terms can be bounded by a box. Then f k and h k can be linearized to
where b k and u k are defined in (5),
∂x |x k are the Jacobian matrices, f k (u k ) and h k (u k ) are high-order remainders, which can be bounded in a box for all
where e f k and e h k are the center of boxes B f k and B h k , b f k and b h k are the vectors of the side lengths of the box B f k and B h k , respectively. Note that we do not assume that the boxes B f k and B h k are given before filtering, and we compute these boxes on-line. VOLUME 7, 2019 Suppose that the initial state x 0 belongs to a given bounding box:
wherex 0 is the center of box B 0 , b 0 is the vector of the side lengths of the box B 0 .
The proposed box set-membership filter mainly contains two steps: prediction and update. The goal of prediction step is to determine a bounding box B k+1|k based on the measurement y k at time k, i.e., look forx k+1|k , b k+1|k such that the state x k+1 belongs to
whenever x k is bounded in B k , the noises w k , v k are bounded in boxes, i.e., w k ∈ W k , v k ∈ V k , and the remainders
The update step is aimed to determine a bounding box B k+1 based on the measurement y k+1 at time k + 1, i.e., look forx k+1 , b k+1 such that the state x k+1 belongs to
whenever x k is in B k , the noises w k , v k+1 are bounded in boxes, i.e., w k ∈ W k , v k+1 ∈ V k+1 , and the remainders h k+1 (u k+1 ) ∈ B h k+1 which can be obtained by using the predicted box B k+1|k .
III. OPTIMAL BOX SET-MEMBERSHIP FILTER
In this section, we present an optimal prediction and update of the box set-membership filter. The point is that the prediction and update of the box set-membership filter can be equivalently transformed to linear programing problems without loss of performance, respectively. Moreover, we analytically derive the optimal remainder bound of a typical nonlinear measurement function in target tracking on-line. 
and
where (4) , (5) and (9) . The vector J f k ,i is the i-th row of the matrix
where f k,i is the i-th component of the function f k , u * 1 k,i and u * 2 k,i are optimal solutions of the problems (12) and (13), respectively. Symbols e f k , b f k and b w,k are denoted by (3) and (8) .
Proof: See Appendix A. Remark 1: The constraints in (12) and (13) [20] , [23] ). However, the state bounding box can be obtained by solving linear optimization problems with computational complexity O(n(K + (log K )(2m + 3n)/ 2 )), where K = 2mn + 2n is the number of entries in the constraint matrix ( [24] ). Thus, the computational complexity can be reduced significantly.
B. OPTIMAL UPDATE
Proposition 2: At time k + 1, based on measurement y k+1 , the bounding box B k and the bounding box of the remainders B f k and B h k+1 , an optimal bounding box B k+1 = {x :
, n} can be obtained by solving linear optimization problems in the variable
where
are denoted by (4) , (5) and (9) . The vector J f k ,i is the i-th row of the matrix
|x k+1|k . The optimal bounding box B k+1 satisfieŝ
are optimal solutions of the problems (14) and (15), respectively. Symbols e f k , b f k and b w,k are denoted by (3) and (8) .
Proof: See Appendix B. Note that the computational complexity of this step is similar to that of the prediction.
C. OPTIMAL BOX REMAINDER BOUNDING
The nonlinear dynamic systems are linearized about the current estimate and the remainder terms are then bounded by boxes, respectively. Obviously, it is a hard problem to cover the remainder term by a box since f k and h k are generally nonlinear functions. A bound on the linearization error is derived by interval mathematics relaxation as shown in [19] when f k and h k are twice continuously differentiable. However, for a typical nonlinear dynamic system in target tracking, we discuss that the remainder bound of the nonlinear function can be obtained analytically on-line without relaxation. It means that the new method can obtain the optimal box remainder bounding.
Let us consider the following nonlinear measurement equation [25] 
where x is a six-dimensional state variable that includes position and velocity [x, y, z,ẋ,ẏ,ż] T . The vector r ∈ R 3 is the position of the sensor. Note that h(x) only depends on the first three dimensions x(1), x(2) and x(3). We have the following result on finding the optimal bounding box of the remainder. Lemma 1: Assume that x ∈ C, where C ⊆ R 3 is a closed convex set. The set C does not intersect with the half-plane {x : x(1) ≤ r(1), x(2) = r(2)}, where r is defined in (16) .
h(C) is denoted as the set consisting of all images of elements in C by h(·), where the function h(·) is defined in (16). If x is an interior point of C, then h(x) is an interior point of h(C).
Proof: See Appendix C. (7) is defined in (16) , only the boundary of the set C is useful to find a bounding box of the remainder in (7) .
Remark 2: Lemma 1 means that when we aim to find an optimal bounding box to cover the set h(C), only the boundary of the set C is useful. It is not necessary to consider the interior points of set C. It is easy to find that the function g(x) = h(x)+ Ax has the same property, where A is a matrix. It means that if the measurement function in
Proposition 3: The remainder function is denoted by
where the function h(·) is defined in (16) 
The vector (i 1 , i 2 , i 3 ) is a permutation (1, 2, 3 ). For brevity, we denote z = x−r andẑ =x−r. The set i can be obtained in the following part, i = 1, 2, 3. a) 1 is defined by the points satisfying one of the following three conditions:
b) 2 is defined by the points satisfying one of the following tow conditions:
, and x(3) = x(3). c) 3 is defined by the points satisfying one of the following five conditions:
where k > 0 is the root of the three order equation
,ẑ(3) = 0 and sgn(·) is the signum function of a real number, i.e.,
where t =ˆz 
D. BOX SET-MEMBERSHIP FILTER ALGORITHM
Using Proposition 1, Proposition 2, the optimal prediction and update of the box set-membership filter have been obtained. The optimal bounding box of remainder terms can be obtained by using Proposition 3 when the measurement function is that in (16) . Thus, we can get the box set membership filter algorithm on-line by combing Propositions 1-3. • Step 2: (Bounding step) Derive remainder bounding boxes B f k in (8) and B h k in (9) by interval mathematics relaxation for general nonlinear systems. If the measurement function is that in (16), the optimal bounding box B h k can be obtained by using Proposition 3.
• Step 3: (Prediction step) Optimize the center and vector of the side length of the state prediction box (x k+1|k , b k+1|k ) such that x k+1 ∈ B k+1|k by solving the linear optimization problems (12) and (13).
• Step 4: (Bounding step) Derive the remainder bounding box B h k+1 in (9) by interval mathematics relaxation for general nonlinear systems. If the measurement function is that in (16), the optimal bounding box B h k+1 can be obtained by using Proposition 3.
•
Step 5: (Measurement update step) Optimize the center and vector of the side length of the state estimation box (x k+1 , b k+1 ) such that x k+1 ∈ B k+1 by solving the linear optimization problems (14) and (15).
• Step 6: Set k = k + 1 and go to step 2.
IV. NUMERICAL EXAMPLE IN TARGET TRACKING
In this section, we compare the performances of the box set-membership filter (BSMF) with two ellipsoid set-membership filters. The first ellipsoid set-membership filter (ESMF-1) is proposed in [22] and the second is the extended set-membership filter (ESMF-2) in [19] , which can also be implemented on-line for target tracking with a nonlinear dynamic system, when the state noises and measurement noises are unknown-but-bounded. For performance comparison, we employ the root mean square error (RMSE) based on 100 Monte Carlo runs. By considering a three-dimensional Cartesian coordinate system as follows [25] :
where x is a six-dimensional state variable that includes position and velocity [x, y, z,ẋ,ẏ,ż] T , and T = 1s is the time sampling interval. The measurement functions h s k (·), s = 1, . . . S, are obtained in (16) and S is the number of sensors. The process noise is assumed to be confined to specified ellipsoidal setŴ where
Then the bounding box W k of process noise is the box which contains the ellipsoidŴ k . The measurement noises are assumed to be confined to specified boxes The following simulation results include three parts: the first part is about the RMSE of the state estimation for BSMF, ESMF-1 and ESMF-2 when the measurement noise is small, the second part is about the RMSE of the state estimation for the three filters when the measurement noise is large, and the third part is about the computation time. They are illustrated and discussed by the time steps. From Figs.1-4 , we make the following observations:
• RMSE of the state estimation along the position direction is plotted as a function of the time steps in Fig.1 with q = 0.2. It shows that ESMF-1 has the best performance, since ESMF-1 has more freedom degree to optimize a bounding estimation than that of a box approach. The new method BSMF has better performance than ESMF-2. The reason may be that BSMF can equivalently transform the prediction and update of the filter to linear programing problems without loss of performance and the ellipsoid bounds of state in the filter ESMF-2 is recursively obtained by using parameterized bounding ellipsoid relaxation.
• RMSE of the state estimation along the position direction is plotted as a function of the time steps in Fig.2 -Fig.3 with q = 2 and q = 20, respectively. The RMSE of ESMF-2 is divergent while BSMF and ESMF-1 track well with q = 2 or q = 20, as shown in Fig.2 and Fig.3 . The reason may be that the bounding set of remainder and the recursively estimated ellipsoid of state are obtained by parameterized bounding ellipsoid relaxation which is not robust. It is shown in Fig.1, Fig.2 (right) and Fig.3 (right) that the larger is VOLUME 7, 2019 the noise bound q, the larger is the RMSE of BSMF and ESMF-1. The RMSE of ESMF-1 is more sensitive to the change of noise bound q and BSMF has the best performance when q = 20, as shown in Fig.3 . The reason may be that the optimization computation of the ellipsoid set-membership filter needs to relax the primal problem to solve an SDP problem which is sensitive to noise bound.
• The computation time is plotted as a function of the time steps in Fig.4 . Since the remainder bounding box, the predictive and update of ESMF-1 are calculated by solving an SDP problem, ESMF-1 needs the most computation time. The computation time of the new method is less than that of ESMF-1, since it is implemented by solving linear programing problems. The filter ESMF-2 has minimum computation time and the reason is that the estimated ellipsoid of state are recursively calculated at each time step without solving any programing problem.
V. CONCLUSION
A new filter for nonlinear dynamic systems and on-line usage has been derived. By using the structure of the box, the prediction and update of the box set-membership filter has been equivalently transformed to linear programing problems without loss of performance, respectively. For the nonlinear dynamic systems, the optimal remainder bound of a typical measurement function in target tracking has been obtained analytically on-line. The proposed box set-membership filter has obtained a good trade-off between the filter accuracy and the computational complexity. Future work may include optimal zonotopic set-membership filter, multi-sensor setmembership filter fusion for nonlinear biased dynamic systems and set-membership sensor selection, etc.
APPENDIX

A. PROOF OF PROPOSITION 1
Proof: (1) and (6),
Using (2) and (7), we can get
Equation (20) is equivalent to
The bounding box of x k+1 (i), i = 1, . . . , n, can be obtained by solving the following linear optimization problems
and max
Using (19), the optimal bounding box B k+1|k satisfieŝ
where u * 1 k,i and u * 2 k,i are optimal solutions of the problems (21) and (22), respectively.
B. PROOF OF PROPOSITION 2
Proof: Note that x k ∈ B k is equivalent to
. . , n. By (1) and (6),
Using (1), (2) and (7), we can get
Equation (24) is equivalent to
The set B can be rewritten as
Using (23), the optimal bounding box B k+1 satisfieŝ
w,k,i are optimal solutions of the problems (25) and (26), respectively. 
D. PROOF OF PROPOSITION 3
Proof: Note that the remainder function is denoted by
where the function h(·) is defined in (16) . Since the bounding box B = {x : |x(i) −x(i)| ≤ b(i), i = 1, 2, 3} does not intersect with the half-plane {x : x(1) ≤ r(1), x(2) = r(2)}, the functions g i (x) are continuously differentiable functions and
where J h,i (x) is the i-th row of the matrix J h (x). The problem of finding the bounding box of the remainder set {g(x) : |x(i) −x(i)| ≤ b(i), i = 1, . . . n} is equivalent to that of finding the maximum and minimum of functions g i (x), i = 1, 2, 3, on the set {x : |x(i) −x(i)| ≤ b(i), i = 1, . . . n}. Let i denote the set consisted of all the points that can be used to obtain maximum and minimum values of g i (x), i = 1, 2, 3. In order to get concise proof, we denote z = x − r andẑ =x − r in the remaining part of the proof. Moreover, the vector (i 1 , i 2 , i 3 ) is a permutation (1, 2, 3) .
(1) For part a), note that it is equivalent to find the maximum and minimum of the function g 1 (x) on the set B = {x :
. By Lemma 1, the maximum and minimum can be obtained on the boundary of B. The boundary of B is composed of 6 faces, 12 edges and 8 vertexes. Note that 1 is consisted of all the points that can obtain maximum and minimum values of g 1 (x).
Firstly, all the vertexes are contained in the set 1 , i.e.,
Then we need to find the maximum and minimum of function g 1 (x) on each of 6 faces. Let x(i 1 ) =x(i 1 ) + b(i 1 ) orx(i 1 ) − b(i 1 ) which represent 2 of 6 faces, i 1 = 1, 2 or 3. Then g 1 (x) is a function of two variables x(i 2 ) and x(i 3 ). We need to find the stationary points, i.e., the solutions of 
The norm of the two vectors are equal, i.e.,
It is obvious that 
We conclude from the above discussion that the point x is contained in the set 1 . We need to find the stationary points, i.e., the solutions of
It is equivalent to
which has the solution
Note that we have actually proved that x ∈ 1 when 
The solution of equation (35) is
Since the set B 2,2 = {x : x(1) = kẑ(1) + r(1), x(2) = kẑ(2) + r(2), k > 0} intersects with the boundary of B 2,1 and g 2 (x) = g 2 (x), x ∈ B 2,2 , the maximum and minimum of function g 2 (x) can be obtained on the boundary of B 2,1 . Let
, which represent 2 of 4 edges of B 2,1 , i 1 = 1 or 2. Then g 2 (x) is a function of x(i 2 ). We need to find the stationary points, i.e., the solutions of
Ifẑ(i 1 ) = 0, z(i 1 ) = 0 orẑ(i 1 ) = 0, z(i 1 ) = 0, then there is no solution. Ifẑ(i 1 ) = 0, z(i 1 ) = 0 and
We conclude from the above discussion that the point x is contained in the set 2 where
Finally, all the vertexes are contained in the set 2 , i.e.,
where Firstly, all the vertexes are contained in the set 3 , i.e.,
Then we need to find the maximum and minimum of function g 3 (x) on each of 6 faces. Let x(i 1 ) =x(i 1 ) + b(i 1 ) orx(i 1 ) − b(i 1 ) which represent 2 of 6 faces, i 1 = 1 or 2 and i 3 = 3. Then g 3 (x) is a function of two variables x(i 2 ) and x(3). We need to find the stationary points, i.e., the solutions of ∂g 3 (x) ∂x i 2 = 0 and
From equation (41), we have the following result
which is equivalent to
Then we need to find the value of k. From equation (42), we get
From equation (43), k is a root of the following equation
Combining (44) with (43), we deduce that x ∈ 3 where
and k > 0 is the root of the three order equation (44). Let x(3) =x(3) + b(3) orx(3) − b(3) which represent 2 of 6 faces. Then g 3 (x) is a function of two variables x(1) and x(2). We need to find the stationary points, i.e., the solutions of From (40), (43), (48) and (55), part c) is proofed. VOLUME 7, 2019 
