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Когда человеческий глаз рассматривает окру
жающую среду, далеко не все её компоненты вос
принимаются одинаково. Некоторые фрагменты
автоматически выделяются из своего окружения, и
зрительная система настраивается на их интерпре
тацию. В этом случае говорят, что эти области бы
ли локализованы фокусом внимания. Подчеркнем,
что данный процесс идет не параллельно, а пред
шествует распознаванию образов.
В самом общем случае выделение фрагментов в
сцене происходит в результате взаимодействия двух
потоков внимания. Первый, называемый восходя
щим, представляет распространение информации
от низших отделов зрительной системы (рецепто
ры) к высшим (корковые структуры). Его задача со
стоит в выявлении наиболее контрастных областей
сцены. Второй, или нисходящий, поток анализа
протекает в обратном направлении (от высших до
низших корковых отделов) и он служит для локали
зации фрагментов, синтезируемых источником. В
работе рассматривается модель, описывающая ра
боту первого потока, выявляющего наиболее ин
формативные и отличающиеся от общего фона
области, попавшие на зрительную сцену.
Основные принципы функционирования совре
менного понимания системы восходящего внимания
были заложены К. Кохом и С. Ульманом [1]. Согласно
их представлению, весь объем зрительной информа
ции анализируется на определенных цветовых предста
влениях сцены. Выявление значимых характеристик
фрагментов сцены (как, например, цвет или интенсив
ность) производится двумерными областями нейронов,
настроенными на определенный сигнал. Эти области
также называются картами признаков. После нахожде
ния активностей всех карт, результаты всех вычислений
комбинируются в одном двумерном массиве клеток,
называемом картой особенностей. Расположение наи
более активных клеток карты особенностей, найденное
согласно процедуре WTA (WinnerTakesAll), позволяет
локализовать наиболее информативные области. Дру
гими словами, положение наиболее активной клетки
указывает на фрагмент сцены, который попадет в вы
сшие области (центральное представление) для после
дующей обработки в первую очередь. Далее, выделятся
области сцены, ассоциированные со вторым по актив
ности нейроном карты особенностей и т. д. Таким обра
зом, фокус внимания будет переходить от наиболее
контрастных сегментов сцены к менее «интересным».
Модель такого взаимодействия дана на рис. 1.
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Система восходящего внимания анализирует фрагменты зрительных сцен, выделяя наиболее контрастные и информативные обла
сти. В работе предлагается подход, расширяющий модель восходящего внимания Л. Итти с целью учета более эффективного рас
стояния между цветовыми компонентами и снижения влияния к трансформациям и ширине локальных характеристик сцены.
Развитие этой парадигмы продолжилось в рабо
тах Л. Итти [2–4], предположившего о существова
нии карт признаков на нескольких уровнях иерар
хии. К значимым характеристикам сцены относи
лись 4 цветовых оттенка: красный, жёлтый, зеле
ный, синий, значение интенсивности цвета и ло
кальные ориентации (0, 45, 90 и 135°). Несмотря на
результаты, полученные при использовании этой
модели, при решении ряда теоретических и прак
тических задач [5] были выявлены и определенные
недостатки (о чем упоминал сам разработчик). При
значительном упрощении процесса выделения
контрастных фрагментов, в расчет не брались взаи
модействия, происходящие между простыми и
сложными клетками [6, 7] зрительной системы.
Также цветовая схема модели не отражала те воз
можности восприятия, которыми обладают биоло
гические аналоги.
Рис. 1. Общая структура системы восходящего внимания
Известно что, зрительная система воспринима
ет все цвета неодинаково. Для одних цветов зрение
может отличать больше оттенков, чем для других.
Для решения проблемы восприятия цветов предло
жен вариант перехода к цветовому пространству
Lu*v* [8]. Модель Lu*v* оценивает расстояние между
цветами согласно процедуре, наиболее близкой к
восприятию человеческого глаза. За счет этого пе
рехода локализация областей, значительно отли
чающихся от фона, происходит в биологически
правдоподобной форме.
Если для анализа цветового потока достаточно
изменения цветового пространства, то уменьшение
чувствительности к трансформациям локальных
ориентаций протекает более сложным образом.
Исследования, проводившиеся над нижневи
сочной корой головного мозга у макак, показали
наличие особых клеток зрительного пути, способ
ных настраиваться на определенные сложные
объекты [9–11]. Опираясь на эти работы, М. Рай
зенхубер и Т. Поггио создали иерархическую искус
ственную нейронную сеть c операцией максимум
(оригинальное название – HMAX) и расширили её
возможности в серии работ [12, 13]. Структура мо
дели отражает предположение, что определение
свойств, с одной стороны, и инвариантность к по
ложению и масштабу, с другой стороны, может
быть выполнена путем процессов разделения
объекта на части с последующим усложнением ха
рактеристик на более высоких уровнях иерархии.
Для сокращения влияния трансформаций локаль
ных ориентаций используем взаимодействие меж
ду простыми и сложными клетками в сети HMAX.
Простые клетки вычисляют взвешенную сумму
своих входов и служат для выделения свойств
объекта (аналог линейных фильтров). Задача слож
ных клеток состоит в группировании простых кле
ток, разделяющих несколько параметров (таких
как, например, наклон линий – границ объекта),
но различных по одному или большему числу пара
метров (например, ширина линий, длина). Слож
ные нейроны производят поиск максимальной ак
тивности простых клеток, входящих в их рецептив
ную область. В результате сложные клетки инвари
антны ко всем параметрам, анализируемым ассо
циированными простыми клетками. На рис. 2 по
казаны рецептивные поля простых клеток, модели
рующие дифференциальный гауссовый фильтр
разной ширины, но одинакового наклона и ассо
циированные с ними сложные нейроны, указы
вающие на максимальную активность заданной ха
рактеристики.
Рис. 2. Операция MAX
Почему предлагается именно этот механизм? В
случае модели нейрона, осуществляющего взве
шенное суммирование, выход сложной клетки бу
дет инвариантным в течение всего времени, пока
стимул попадает в рецептивное поле этой клетки.
Однако значение выхода не позволяет судить о су
ществовании линии требуемой ориентации на ре
цептивном поле, так как выход клетки представля
ет собой взвешенную сумму выходов нейронов ре
цептивного поля. Это говорит о потере специфич
ности свойств объекта. В случае операции «макси
мум» выход сложной клетки есть максимальный
сигнал от его афферентов и позволяет судить о луч
шем соответствии части стимула с предпочтитель
ными свойствами входных нейронов. Теоретиче
ски показана возможность существования
MAXподобной операции в сложных клетках обла
сти V1 зрительного пути [14, 15].
Покажем, каким образом будет локализованы
наиболее контрастные области сцены. Общий вид
модели приведен на рис. 3.
В результате линейной фильтрации получается
3 обрабатывающих потока: для цвета, интенсивно
сти и ориентаций. Исследование контраста требует
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Рис. 3. Предлагаемая модель восходящего внимания
Рис. 4. Пирамидальное представление входной сцены
пирамидального представления входной сцены
[16]. Другими словами, каждый поток обрабатыва
ет входную сцену на нескольких масштабах.
Для всех последующих представлений в каждом
потоке происходит двукратное уменьшение разме
ров, рис. 4. Это позволяет оценить степень отлич
ности прямоугольных фрагментов сцены от их бли
жайших соседей, путем центрального взаимодей
ствия граничных областей [17].
Для цветного представления используем пере
ход в пространство Lu*v*. Обработка локальных
ориентаций выполняется на каждом уровне с по
мощью дифференциальных гауссовых фильтров,
отличающихся только шириной характеристики.
После расчета активности простых клеток опреде
ляется наиболее подходящая локальная характери
стика с помощью операции MAX.
Скорость такой обработки можно увеличить,
если воспользоваться обновленной версией алго
ритма [13]. Полученные карты свойств активируют
для каждого потока карту видимости. Это, во)пер)
вых, сводит все представления к одному масштабу,
и, во)вторых, позволяет судить о наличии той или
иной характеристики внимания для фрагментов
сцены.
Более сложным процессом является объедине
ние полученных результатов. Как, например, мож
но сложить интенсивность и наличие локальных
ориентаций? Несколько возможных решений этой
задачи продемонстрированы в [18]. Для постро
ения нашей модели карты особенностей был взят
алгоритм из [18], производящий настройку влия
ния каждого потока на конечный результат путем
обучения с учителем на базе примеров.
Рис. 6. Переход фокуса внимания
На рис. 5 показаны входная сцена активности
карт видимости и особенностей. Более светлые
области соответствуют более контрастным обла
стям сцены.
Активность клетки на карте особенностей по
зволяет судить о контрасте ассоциированной с ней
области входной сцены. После выявления самой
активной области на карте особенностей, её
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Рис. 5. Демонстрация функционирования модели
необходимо удалить из последующего анализа для
перехода к следующей самой активной области пу
тем возвратного торможения [19, 20].
В результате учета активностей соседних пиксе
лей на карте особенностей, можно проследить пе
ремещение фокуса внимания по сцене. Фокус вни
мания первоначально указывает на самую кон
трастную область, далее он перемещается (показа
но стрелками) на области, ассоциированные с ме
нее активными клетками на карте, рис. 6.
Таким образом, введение более близкого чело
веческому глазу механизма дифференциации цве
тов и добавление процесса взаимодействия между
простыми и сложными клетками позволяют при
близить модель к биологическому аналогу. Это по
зволяет построить на её основе более эффективную
систему выделения значимых фрагментов и впо
следствии – распознавания любого количества
произвольных образов на входной сцене.
Работа поддержана ТПУ и Фондом содействия развитию
малых форм предприятий в научно)технической сфере.
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