A lot of research have been conducted using expert systems in the diagnosis of neonatal jaundice but none has been conducted on kernicterus. Kernicterus is a complication of neonatal jaundice in which bilirubin accumulates in the grey matter of the brain, causing an irreversible neurological damage. In this paper, a Bayesian belief network was designed for predicting neonatal jaundice. The BBN model has 15 nodes and had 97% and 94% accuracy in classifying neonatal jaundice and kernicterus respectively.
INTRODUCTION
Bilirubin is an orange-yellow pigment which is created by the breaking down of red blood cells by the liver. If the amount of bilirubin in the blood is high it results in jaundice [1, 2] . Jaundice is a disease which is characterized by the yellowish color of the skin. This disease although common in new born babies can also affect both adults and children [3, 4] . This is because their livers are not fully developed and it is incapable of effectively metabolizing the bilirubin for excretion [5] . Neonatal jaundice occurs in 65% of newborns and 80% of preterm neonates in tropical regions and within the first ten days of their lives [6, 7] . If this condition is not treated it results in kernicterus [8, 9] . Kernicterus is a complication of neonatal jaundice in which bilirubin accumulates in the grey matter of the brain, causing an irreversible neurological damage [1] . Symptoms of kernicterus includes yellowish skin, difficulty or trouble sleeping, problem feeding and extreme fussiness at the early stage but manifestations of kernicterus symptoms as the child get older includes seizures, unusual motor development, muscle spasms, hearing and other sensory problem, inability to gaze up ward and stained tooth enamel [8] . Preterm have a high risk of developing neonatal jaundice and if not properly handled it can lead to kernicterus [8, 9] . Diagnosis of neonatal jaundice has been a huge problem for medical experts [5] . Machine learning techniques have been applied in the area of medical diagnosis and has yielded excellent results [5, 10, 11] . In this paper, we aim to apply Bayesian Belief network in the prediction of kernicterus because of its capability to learn from noisy observations and also better at describing complex stochastic processes.
RELATED WORKS
A lot of research have been conducted using expert systems is the diagnosis of jaundice. In [10] an expert system for diagnosing neonatal jaundice was designed. The system was implemented using ASBRU language and it was able to save 25% cost on neonatal jaundice diagnosis. In [11] an expert system for diagnosing neonatal jaundice for medical practitioners in India was designed. The system was tested with data collected from various hospitals in India. The major short coming of the system is that it is incapable of learning from data. Similarly, in [5] a neuro-fuzzy based approach for diagnosing neonatal jaundice was proposed. The system was implemented using matlab. The system had two symptoms (bilirubin and weight) which was used in diagnosing neonatal jaundice. The Gaussian membership function were used in mapping values into fuzzy sets and the centroid technique was used in converting crisps value in the defuzzification layer. Results from the experiment indicated that the system has 80% accuracy in predicting neonatal jaundice.
BAYESIAN BELIEF NETWORK
Bayesian belief networks (BBN) are probabilistic network based models where nodes represents variables and edges shows the conditional dependency amongst variables. BBN is based on Bayes theorem which maps the cause-and-effect relationships between variables.
In order to comprehend the connections in the BBN we considered the Bayes theorem by expressing conditional and marginal probabilities of two events α and β. This is shown in (1) .
Where: P(α) is the probability of event α occurring without any information of event β P(β) is the probability of event β occurring without any information of event α P(β|α) is the probability of event β occurring given that event α has occurred P(α|β) is the probability of event α occurring given that event β has occurred
The BBN model is an acyclic graph with nodes and edges which encodes the joint probability distribution for each variable on the network. The joint distribution for each node and the full joint distribution for the entire network is clearly described in (2) and (3) respectively.
Where: n is the number of nodes in the BBN. Parent Ai is the set of parent node of A
DIAGNOSTIC MODEL
The BBN structure of dependencies among the variables was elicited from domain experts at the University of Benin Teaching Hospital. The model for predicting kernicterus has 15 nodes which comprises of bilirubin level, yellowish skin, difficulty sleeping, age, fussiness, neonatal jaundice, drowsiness, weight, seizures, unusual motor development, muscle spasm, hearing and other sensory problem, inability to gaze up ward , stained tooth enamel and kernicterus. The BBN model is shown in Figure 1 .
In Table 1 Table 1 above, using the equivalence principle, the probability distributions for presence of bilirubin and yellowish skin are equivalent. Two symptoms are very important in predicting neonatal jaundice; level of bilirubin and age. Based on the Bayesian network model for predicting kernicterus in Figure 1 the probability of diagnosing a neonate with jaundice is given by the full joint distribution of node A6 and this is shown in (4). The prediction of kernicterus is obtained by the joint probability distribution of node A15 and this is shown in (5).
P(A6)=P(A6|A5) P(A5) +P(A6|-A5) P(-A5) + P(A6|A4)
P(A4) + P(A6|-A4) P(-A4) + P(A6|A3) P(A3) + P(A6|-A3) P(-A3) + P(A6|A2) P(A2) + P(A6|-A2) P(-A2) + P(A6|A13) P(A13) + P(A6|-A13) P(-A13) + P(A6|*A13) P(*A13) + P(A6|A1) P(A1) + P(A6|-A1) P(-A1) + P(A6|*A1) P(*A1)
where; A1=High, -A1=Normal, *A1=Low, A2=Present, -A2=Not Present, A3=Present, -A3=Not Present, A4=Infant, -A4=Not Infant, A5=Present, -A5=Not Present, A13=Overweight, -A13=Normal, *A13=Underweight P(A15)= P(A15|A6) P(A6) +P(A15|-A6) P(-A6)+ P(A15|A4) P(A4) +P(A15|-A4) P(-A4)+ + P(A15|A13) P(A13) + P(A15|-A13) P(-A13) + P(A15|*A13) P(*A13) + P(A15|A7) P(A7) +P(A15|-A7) P(-A7)+ P(A15|A14) P(A14) +P(A15|-A14) P(-A14) + P(A15|A8) P(A8) +P(A15|-A8) P(-A8) + P(A15|A9) P(A9) +P(A15|-A9) P(-A9) + + P(A15|A10) P(A10) +P(A15|-A10) P(-A10)+ + P(A15|A11) P(A11) +P(A15|-A11) P(-A11)+ + P(A15|A12) P(A12) +P(A15|-A12) P(-A12)
Where; A6=Present, -A6=Not Present, A7=Present, -A7=Not Present, A14=Present, -A14=Not Present, A4=Infant, -A4=Not Infant, A8=Present, -A8=NotPresent, A13=Overweight, -A13=Normal, *A13=Underweight, A9=Present, -A9=Not Present, A10=Present, -A10=Not Present, A11=Present, -A11=Not Present, A12=Present, -A12=Not Present
SIMULATION, RESULT AND DISCUSSION

Simulation and Result
The BBN model was implemented using Bayes Server 7.5 and it had 15 nodes which consists of the symptoms (bilirubin level, yellowish skin, difficulty sleeping, age, fussiness, neonatal jaundice, drowsiness, weight, seizures, unusual motor development, muscle spasm, hearing and other sensory problem, inability to gaze up ward , stained tooth enamel and kernicterus) which could lead to kernicterus. The dataset used in training and testing the BBN model was gotten from the University of Benin Teaching Hospital (UBTH) and it contained 25 cases. A sample of the dataset is shown in Figure 2 . The likelihood sampling algorithm was used in training the model. The likelihood function used is shown in the equation (6) .
Where; D = Dataset, S1 …S15 = node on the network, N= number of parameter vector in the dataset, θ = all parameter relevant for the calculation of the probability of a given node. The BBN was trained using 10 known cases while the remainder was used in testing the model. The training dataset was arranged in the form as shown in equation (7). 
Where; D= dataset, X i =parameter vector i, S1 …S15 = node on the network N= number of parameter vector in the dataset. Each data in the dataset contains an outcome for neonatal jaundice and kernicterus. During testing the BBN model computes the joint probability distribution for kernicterus and neonatal jaundice and compares the results with the outcome in the dataset. The results obtained from the Bayes Server showed that the BBN model used for predicting kernicterus had a prediction accuracy of 97% for neonatal jaundice and 95 % for kernicterus. The results generated from the Bayes server are shown in the figures below. Figure 3, Figure 4 , Figure 5 and Figure 6 show the BBN model in Bayes Server, loglikelihood of the dataset, prediction graph loglikelihood and prediction of neonatal jaundice (A6) and kernicterus (A15) respectively. 
Discussion
A lot of research have been conducted using expert systems is the diagnosis of neonatal jaundice but none has been conducted on kernicterus. In our paper we utilized a Bayesian belief network in predicting kernicterus and neonatal jaundice. Our system differs considerably from the ones proposed in [9] and [10] because those proposed in them are rule based systems and are incapable of learning. Our work is similar to the experiment conducted in [5] where neuro fuzzy system was used in predicting neonatal jaundice .Bilirubin and weight were the symptoms used and the system had a diagnostic accuracy of 80%. In our work we used 5 symptoms in predicting neonatal jaundice and we had a prediction accuracy of 97% which is way more accurate than the neuro-fuzzy system proposed in [5] . Also our system extended the functionality of the system proposed in [5] by being able to predict kernicterus in neonates.
CONCLUSION
Kernicterus is a complication of neonatal jaundice in which bilirubin accumulates in the grey matter of the brain, causing an irreversible neurological damage. In this paper, a Bayesian Belief Network BBN was designed for predicting neonatal jaundice. The BBN model had 15 nodes and had 97% and 94% accuracy in classifying neonatal jaundice and kernicterus respectively. 
