Introduction
This paper considers the computation of the optimal controls for a nuclear rocket reactor. Optimal controls have been calculated for a nuclear rocket reactor m reference 1 by means of the maximum principle and its extensions for state constraints. In that study, it was necessa to keep the constraints fairly simple. Utilizing a programming technique the present study considers more complicated constraints.
Most numerical procedures for the calculation of optimal control fall into the general categories of either gradient methods, generalized Newton methods or methods based on the maximum principle. In almost all cases, Lagrange multiplier functions are used to addend the constrain-c differential equations to the optimality criterion.
In miany cases, as for the neutron kinetics, the natural instability of the system makes a practical application of -che preceding techniques very difficult.
The numerical procedure used here, however, is based on an iterative sequence of linear programming problems (reference 2). In this context che distinction between state and control loses much of its significance, and inequality constraints, which form an integral part of linear programming, are as easily applied to the state as to the control. Additionally, no Lagrange Multipliers 1 or penalty functions are usually needed, since each iterate can easily be forced to satisfy all inequality constraints and boundary conditions. The fact that each iterate satisfies all inequality constraints eliminates the instability problems associated with the nuclear reactor.
Nuclear Rocket Reactor.
The nuclear rocket reactor to be considered is one which makes use of hydrogen as the propelling medium. Figure 1 is a schematic illustration of a nuclear rocket propulsion system. Here, hydrogen is pumped over the reactor core, where heat is transferred to the propellant.
The hot hydrogen gas then exits through a nozzle to furnish
•the thrust. It is assumed that the only variables available to .control the nuclear rocket reactor are the hydrogen flow-rate, u^, and the reactivity u,.
The differential equations which approximate the nuclear reactor behavior are
where: Q is the reactor power level,
;5,-c is the neutron precursor level, u-is the reactivity.
u^ is the hydrogen flow rate 2 ^ is the proportion of neutrons which are delayed due to the precursors, I is the mean generacion time of neutrons, and X is the average decay constant of the neutron precursors.
Equations (1) and (2) are the classical one-lump, spaciallyindependent neutron kinetics, which are discussed in ref-
The heat transfer between the reactor core and the hydrogen is approximated by
c where:
T is the average core temperature, M is the effective core mass heat capacity, a is a heat-transfer coefficient.
Equation (3) is a one-lump heat transfer process, which is discussed in reference 1. " .
Optimal Control Problem
The specific problem considered is that of reactor startup. It is assumed that the reactor is operating at a relatively low power level --sufficient to supply power to various auxiliary systems. It is desired to transfer the reactor from this low power level to a power level and temperature which corresponds to maximum thrust. During this transfer, the state and control variables are subject to inequality magnitude and rate constraints for miechanical 3 and safety reasons. The totality of constraints which are considered are j .' 0 <: C 4 . ...
• '••: -0 . T ^ T^^^., . . .
The initial boundary conditions CQCO), cfO), TCO)) are specified by the steady-state low power level. The terminal values of power and temperature (QCt,), Tft,)') are fixed by the maximum thrust criteria. The terminal value of precursor level (c(t.)'), as well as the terminal time (t ) itself, are allowed to be free, subject of course to the restrictions .
The criterion of most interest in the operation of the nuclear rocket reactor is the quantity of hydrogen consumed in the process of transferring from one operating condition to another. A small percentage saving in hydrogen consumed can result in a large percentage increase in payload. This is particularly true since not only is a saving affected in the hydrogen proper, but also a saving / .
is affected in the size of the on-board storage tanks.
For this reason, the optimality criteria is that the quantity J, defined by '
to have minimum value.
Computational method
The numerical procedure used to obtain solutions to the optimal nuclear rocket reactor problem makes use of an
Iterative sequence of linear programming problems. Figure 2 is a schematic illustration of the algorithm. 
Computational Results for the Nuclear Rocket Reactor
Computational results for the nuclear rocket reactor have been obtained using the linear programming algorithm previously described. For numerical calculations, the parameter v3.1ues, constraints and initial conditions were assumed to be those shown in table 1. Table 1 Numerical Values The data illustrated in figure 5 is similar to that of figure 4 ; however, the effective, core, mass heat capacity was artificially lowered by a factor of ten so that the temperature constraint was reached prior to the power constraint. In this case, the optimal process is also one of miinimal time; but, the propellant consumiption is much higher than that of figure 4. The higher propellant consumiption results from the fact that the hydrogen flow rate miust increase in order to keep the temperature on its boundary, during the latter portion of the trajectory.
The optimality of the trajectory shown in figure 5 might I I be questioned, since there is ah alternative policy which can keep the teraperaturc on its boundary. That is, one could allow the propellant flow rate to remain on its lower bound and use reactivity variations to vary the pov/er level, Q, so that the temperature differential equation is satisfied. The temperature rate on the temperature boundary is zero, however, so that the power level would have to be constant, i.e.,'
If the power level remains constant, the terminal power level boundary condition cannot be satisfied.
One could postulate an optimal policy which allowed the temperature to remain interior to its boundary. It is shown in Appendix A that interior to state constraints the optimal control policy must be bang bang; that is, a singular condition is not feasible for a startup trajectory. Using this fact, combined with the fact that temperature increases faster than power, (for this non-typical case) one can conclude that the trajectory shown is optimal.
The computation time required to obtain the data of figure 5 is similar to that shown for figure 4 in table 2. Figure 6 illustrates the results of calculations with all constraints imposed. It is seen that the optimal policy'is to insert reactivity at maximum rate until the reactivity upper bound is attained. At this timie the reactivity rate drops to zero so that the reactivity remains on its upper bound until the temperature rate intersects its upper bound. Control reactivity is then decreased so that temperature increases at the maximum allowable rate.
The constant rate of temperature increase requires an almost constant (slightly increasing ram^p) power level. Sometime prior to the end of the trajectory, reactivity is again inserted at maximum rate to bring the power level to its terminal boundary value. The propellant flow rate remains on its lower bound until the final portion of the trajectory, where the power level .is rapidly increasing.
The flow rate must increase at this time so that the temperature rate constraint is not exceeded. It is obvious that this process is also one of minimum time. It is concluded that the oscillatory behavior is due to the fact that the algebraic equations used in the calculations are only approximations to the continuous differential equations. In fact, in the limit as At approaches zero, the oscillations must disappear, since the constraint on reactivity rate will eventually prohibit ^.ast variations in power level. The oscillatory behavior does illustrate, however, that discrete approxim.ations to differential equations must be used with some caution.
The propellant consumption for the smoothed versions of the trajectories shown in figures 6 and 7 is very close to the absolute minimum consum.ption possible. For this reason, it is concluded that the control policy shown is indeed optimal. The computation times required to obtain the data of figure 6 is shown in table 2.
Conclusions
The optim.al control and state trajectories, in the presence of control, control-rate, state and state-rate constraints, have been calculated for a nuclear rocket reactor. Although the optimality criteria was assumed to be miinimum propellant consumption, the process is also one of minim.al time.
The linear programming algorithm is very powerful for problems of this nature, although it has received little attention in the optimal control literature. In addition, the computation time for problems of this size is not excessive, and the programming effort is minimal. All of the components of the costate are therefore identically zero which violates the maximum principle.
The preceding discussion indicates that 
