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Abstract
We prove that, under suitable assumptions, an isomorphism g of dense subsets A,B of the real line can be taken to approximate
a given increasing Cn surjection f with the derivatives of g agreeing with those of f on a closed discrete set. For example, we
have the following theorem. Let f :R → R be a nondecreasing Cn surjection. Let ε :R → R be a positive continuous function. Let
E ⊆ R be a closed discrete set on which f is strictly increasing. Let each of {Ai}, {Bi} be a sequence of pairwise disjoint countable
dense subsets of R such that for each i ∈ N and x ∈ E we have x ∈ Ai if and only if f (x) ∈ Bi . Then there is an entire function
g :C → C such that g[R] ⊆ R and the following properties hold.
(a) For all x ∈ R \E, Dg(x) > 0.
(b) For k = 0, . . . , n and all x ∈ R, |Dkf (x)−Dkg(x)| < ε(x).
(c) For k = 0, . . . , n and all x ∈ E, Dkf (x) = Dkg(x).
(d) For each i ∈ N, g[Ai ] = Bi .
This provides a version for increasing functions of a theorem of Hoischen. In earlier work, we proved that it is consistent that
a similar theorem, omitting clause (c), holds when the sets Ai,Bi are of cardinality ℵ1 and have second category intersection with
every interval. (See the introduction for the exact statement.) In this paper, we show how to incorporate clause (c) into the statement
of the earlier theorem.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we provide an extension of the main theorem of [4]. The principal new component of the argument
is Theorem 1.2 described below and proven in Section 2. It seems to be of interest in its own right and can be read
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theorem of [4] is lengthy and very technical. However, once Theorem 1.2 is proven and some relevant concepts are
identified, only relatively simple modifications are needed to the arguments in [4] get Theorem 1.4. We therefore limit
ourselves in Section 3 to describing the required modifications to the arguments in [4].
By way of introduction, we repeat in very abbreviated form the introduction from [4]. When A and B are countable
dense subsets of R, it is a well-known result of Cantor [5, §9] that A and B are order-isomorphic and the order-
isomorphism extends to an order-isomorphism of R. This order-isomorphism is in particular a monotone function and
hence differentiable almost everywhere. The question of improving the smoothness of the isomorphism was examined
in a series of papers culminating with [3] in which it was shown that the isomorphism can be taken to be the restriction
to R of an entire function. Baumgartner proved [2] that if ZFC is consistent, then so is the theory ZFC + the statement
“all ℵ1-dense sets of reals are order-isomorphic” which is a natural stepping-up by one cardinal of Cantor’s theorem.
(We say that a set S of real numbers is ℵ1-dense if S ∩ I has cardinality ℵ1 for every nonempty open interval I .) It
is shown in [1] that the function inducing the order-isomorphisms in Baumgartner’s result cannot in general be taken
to be smooth. The counterexamples are however small in the sense that they are first category sets. Shelah proved the
following theorem as part of the proof of [9, Theorem 4.7].
Theorem 1.1. (See [9].) If ZFC is consistent, then so is ZFC + both of the following statements.
(a) There is a second category set in R of cardinality ℵ1.
(b) Let A and B be everywhere second category subsets of R of cardinality ℵ1. Then A and B are order-isomorphic.
(A set A ⊆ R is everywhere second category if A∩ I is second category for every nonempty open interval I .)
An examination of Shelah’s model shows that, by a simple genericity argument, the functions witnessing (b) fail to
be differentiable at any constructible real. In [4] we showed that the order-isomorphism in Theorem 1.1 can be taken
to be the restriction to R of an entire function. In this paper we prove the following theorems.
Theorem 1.2. Let f :R → R be a nondecreasing continuous function with open range. Let ε :R → R be a positive
continuous function. Let E ⊆ R be a closed discrete set on which f is strictly increasing.
(A) Suppose that for some nonnegative integer n, f is a Cn function. Then there is an entire function g :C → C such
that g[R] ⊆ R and the following properties hold.
(a) For all x ∈ R \E (and also for x ∈ E if n = 0), Dg(x) > 0.
(b) For k = 0, . . . , n and all x ∈ R, |Dkf (x)−Dkg(x)| < ε(x).
(c) For k = 0, . . . , n and all x ∈ E, Dkf (x) = Dkg(x).
(B) Suppose that f is a C∞ function and 0 c0  c1  · · · satisfies limk→∞ ck = ∞. Then there is an entire function
g :C → C such that g[R] ⊆ R and the following properties hold.
(a) For all x ∈ R \E, Dg(x) > 0.
(b) For k = 0,1,2, . . . and all x ∈ R such that |x| ck , |Dkf (x)−Dkg(x)| < ε(x).
(c) For k = 0,1,2, . . . and all x ∈ E such that |x| ck , Dkf (x) = Dkg(x).
The same method of proof gives the following result for functions on compact intervals.
Theorem 1.3. Let a < b be real numbers and let n be a nonnegative integer. Suppose f : [a, b] → R is a nondecreasing
function of class Cn and ε > 0. Let E ⊆ R be a finite set on which f is strictly increasing. Then there is a polynomial
g such that the following properties hold.
(a) For all x ∈ [a, b] \E (and also for x ∈ E if n = 0), Dg(x) > 0.
(b) For k = 0, . . . , n and all x ∈ R, |Dkf (x)−Dkg(x)| < ε.
(c) For k = 0, . . . , n and all x ∈ E, Dkf (x) = Dkg(x).
Theorem 1.4. If ZFC is consistent, then so is ZFC + 2ℵ0 = ℵ2 + the following statements.
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(b) For any two sequences, 〈Aα : α < ω1〉 and 〈Bα : α < ω1〉, each consisting of pairwise disjoint dense subsets of R,
if Aα and Bα are countable for α < ω and are everywhere second category sets of cardinality ℵ1 for ω α < ω1,
then there is an entire function f :C → C which restricts to an order-isomorphism of R such that f [Aα] = Bα
for every α < ω1.
(c) Suppose that in (b) we are additionally given a positive continuous function ε :R → R, a nondecreasing surjection
g :R → R and a closed discrete set E ⊆ R. Suppose further that g is strictly increasing on E and for each α < ω1
and x ∈ E, we have x ∈ Aα if and only if g(x) ∈ Bα .
(i) If n is a nonnegative integer and g is of class Cn, then we may ask that for all k = 0,1, . . . , n and all x ∈ R,
|Dkf (x)−Dkg(x)| < ε(x) and if x ∈ E then Dkf (x) = Dkg(x).
(ii) If 0  c0  c1  · · · satisfies limk→∞ ck = ∞ and g is of class C∞, then we may ask that for every i < ω,
and each x ∈ R such that |x| ck , |Dkf (x)−Dkg(x)| < ε(x) and if x ∈ E then Dkf (x) = Dkg(x).
As in [4], we can deduce from this result a version in ZFC in which the sequences 〈Aα : α < ω1〉 and 〈Bα : α < ω1〉
are replaced by countable sequences of countable dense sets.
Corollary 1.5. Let f :R → R be a nondecreasing surjection which is (A) Cn (B) C∞. In case (B) suppose we are
also given a sequence 0 c0  c1  · · · such that limk→∞ ck = ∞. Let ε :R → R be a positive continuous function.
Let E ⊆ R be a closed discrete set on which f is strictly increasing. Let each of {Ai}i∈N, {Bi}i∈N be a sequence
of pairwise disjoint countable dense subsets of R such that for each i ∈ N and x ∈ E we have x ∈ Ai if and only if
f (x) ∈ Bi . Then there is an entire function g :C → C such that g[R] ⊆ R and the following properties hold.
(a) For all x ∈ R \E, Dg(x) > 0.
(b) (A) For k = 0, . . . , n and all x ∈ R, |Dkf (x)−Dkg(x)| < ε(x).
(B) For k = 0,1,2, . . . and all x ∈ R, if |x| ck then |Dkf (x)−Dkg(x)| < ε(x).
(c) (A) For k = 0, . . . , n and all x ∈ E, Dkf (x) = Dkg(x).
(B) For k = 0,1,2, . . . and all x ∈ E, if |x| ck then Dkf (x) = Dkg(x).
(d) For each i ∈ N, g[Ai] = Bi .
Recall the following classical result generalizing the Weierstrass approximation lemma.
Theorem 1.6. (See [6, Corollary 1.3] for example.) Let a < b be real numbers and let n be a nonnegative integer. Let
E ⊆ [a, b] be finite. Suppose f : [a, b] → R is a function of class Cn and ε > 0. Then there exists a polynomial g such
that for all k = 0, . . . , n and all x ∈ R, |Dkf (x)−Dkg(x)| < ε and moreover, if x ∈ E then Dkf (x) = Dkg(x).
Our main tool for approximating differentiable real functions by entire ones is the following generalization to
functions defined on the entire line.
Theorem 1.7. (See [7].) Let n be a nonnegative integer. Let E ⊆ R be a closed discrete set.
(A) Suppose f :R → R is a function of class Cn and ε :R → R is a positive continuous function. Then there exists
an entire function g such that g[R] ⊆ R and for all k = 0, . . . , n and all x ∈ R, |Dkf (x) − Dkg(x)| < ε(x) and
moreover, if x ∈ E then Dkf (x) = Dkg(x).
(B) Suppose f :R → R is a function of class C∞, 0  c0  c1  · · · satisfies limk→∞ ck = ∞ and ε :R → R is a
positive continuous function. Then there exists an entire function g such that g[R] ⊆ R and for k = 0,1,2, . . .
and all x ∈ R, if |x| ck then |Dkf (x)−Dkg(x)| < ε(x) and moreover, if x ∈ E then Dkf (x) = Dkg(x).
Note that we get an equivalent formulation of (B) by replacing the sequence {ck} by a sequence of open sets
U0 ⊆ U1 ⊆ · · · such that R =⋃k Uk and writing x /∈ Uk instead of |x| ck .
In this paper, we denote the derivative of a function f by Df . N denotes the set of positive integers.
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In this section we prove Theorem 1.2 which reduces the proof of Theorem 1.4 to the case where the function being
approximated is already an entire function.
For the purposes of this section, we fix a C∞ function h :R → [0,1] such that h(x) = 0 for x  0, h(x) = 1 for
x  1, Dh(x) > 0 for 0 < x < 1. For positive integers n, we define
Mn = sup
{∣∣Dkh(x)∣∣: x ∈ R, k  n}.
Note that Mn  h(1) = 1.
We need the following four propositions. The first two are simple exercises which were also used in [4]. The third
is a variation on a proposition from [4] and the fourth isolates an idea used in the proof of [4, Proposition 2.3].
Proposition 2.1. Let a ∈ R. Let g :R → R be a continuous function such that Dg(x) > 0 and D2g(x) = 0 for all
x 
= a. Let U be an open neighborhood of the point (a, g(a)) in R2. There is a C1 function f :R → R such that
f ⊆ g ∪U and Df (x) > 0 for all x ∈ R.
(In Proposition 2.1, we identify functions with their graphs.)
Proposition 2.2. For any interval [a, b], a < b, and for any ε > 0, there is a C∞ function which is zero outside [a, b],
positive on (a, b) and whose derivative has a unique zero in (a, b) inside the interval (b − ε, b).
Proposition 2.3. Let a, b ∈ R be such that a < b and let ε > 0. Let f : [a, b] → R be a nondecreasing continuous
map such that f (a) < f (b). Let ya, yb be such that f (a) ya < f (a)+ ε, f (b) yb < f (b)+ ε and ya < yb . There
is a strictly increasing piecewise linear continuous map g : [a, b] → R such that g(a) = ya , g(b) = yb and for all
x ∈ [a, b], f (x)− ε < g(x) < f (x)+ ε.
Proof. A proof was given in [4] for the case where f (a) < ya and f (b) < yb with the conclusion stated in the stronger
form in which we also have f (x) g(x). (The stronger form is false under the present hypotheses, for example for
f (x) = √x on [0,1] with ya = 0, yb = 1.) To prove the Proposition as stated here, proceed as follows. Take y′a and y′b
such that
• ya < y′a < f (a)+ ε and yb < y′b < f (b)+ ε,• y′b − yb = y′a − ya .
Notice that y′a − ya < (f (a) + ε) − f (a) = ε. Apply the Proposition from [4] with (ya, yb) replaced by (y′a, y′b)
and let g′ be the function given in the conclusion, in particular satisfying f (x) g′(x). Then the function g given by
g(x) = g′(x)− (y′a −ya) is a strictly increasing piecewise linear continuous map. We have g(a) = g′(a)− (y′a −ya) =
y′a − (y′a − ya) = ya and g(b) = g′(b)− (y′a − ya) = y′b − (y′b − yb) = yb . Furthermore,
f (x)− ε < f (x)− (y′a − ya) g′(x)− (y′a − ya)= g(x) < g′(x) < f (x)+ ε. 
Proposition 2.4. Suppose we are given an increasing cover of R by open sets, U0 ⊆ U1 ⊆ · · · , a positive continuous
function ε :R → R and real numbers ui , vi , aij as well as δij > 0, where i, j ∈ Z, so that the following properties
hold for all i, j ∈ Z.
(a) ui  vi < ui+1, limi→∞ ui = ∞ and limi→−∞ ui = −∞.
(b) vi < aij < ui+1 and {aij }j∈Z is strictly increasing with limj→∞ aij = ui+1 and limj→−∞ aij = vi .
Then there is a C∞ function g :R → R such that the following properties hold.
(c) For all x ∈ R, g(x) 0 and the zero set of g is the set
Z(g) =
⋃
i∈Z
[ui, vi] ∪ {aij : i, j ∈ Z}.
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(e) For each k = 0,1,2, . . . and for all x ∈ R, if x /∈ Uk then |Dkg(x)| < ε(x).
Proof. For all i, j ∈ Z, fix a C∞ bump functions gij which is zero outside [aij , ai,j+1], positive on (aij , ai,j+1) and
whose derivative has a unique zero in (aij , ai,j+1) inside the interval (ai,j+1 − δi,j+1, ai,j+1). Hence, gij has a strictly
positive derivative on (aij , ai,j+1 − δi,j+1). We shall define
g =
∑
i,j∈Z
λij gij
for suitably small positive numbers λij . This gives (c) and (d). For each i ∈ Z, choose the coefficients λij so that they
converge to zero quickly enough as j → ±∞ so that for each k = 0,1,2, . . . ,
lim
x→ui
Dkg(x) = 0 and lim
x→vi
Dkg(x) = 0.
With such choices of the coefficients, it then follows by induction on k = 0,1,2, . . . that Dkg is continuous with
value 0 at each of ui , vi , using the following standard fact from calculus.
Fact. Let f :R → R be a continuous function. If f is differentiable except possibly at a point p and L =
limx→p Df (x) exists, then Df (p) = L. [Proof: (f (x) − f (p))/(x − p) = Df (cx) for some cx between x and p.
Take the limit as x → p.]
Property (e) is now also easily arranged using the fact that for all i, j ∈ Z, there is a maximal k for which Uk does
not cover [aij , ai,j+1] and ε has a positive infimum on this interval. 
We now prove three technical lemmas.
Lemma 2.5. Fix ε > 0 and a positive integer n. Let I be an open interval, let p ∈ I . Let f : I → R be a function of
class Cn such that
(1) Dkf (p) = 0 for 1 k  n.
(2) For all x ∈ I , Df (x) 0.
Then there exist an r > 0 and a Cn function g : I → R (which is moreover C∞ if f is C∞) such that [p−2r,p+2r] ⊆
I and
(3) For x ∈ I , if |x − p| r then g(x) = f (p) and if |x − p| 2r then g(x) = f (x).
(4) For all x ∈ I , |Dkf (x)−Dkg(x)| < ε, k = 0, . . . , n.
(5) For all x ∈ I , Dg(x) 0. Furthermore, Dg(x) > 0 whenever |x − p| > r and Df (x) > 0.
Proof. We may assume p = 0 and f (p) = 0. Choose r > 0 small enough so that [−2r,2r] ⊆ I and
Kr = sup
{∣∣Dkf (x)∣∣: x ∈ [−2r,2r], k = 0, . . . , n}
satisfies (n+ 1)22nMnKr < ε/2. Define Cn functions g−, g+, g : I → R by g = g− + g+ and
g±(x) = h
(±x − r
r
)
f (x).
Property (3) and the fact that g is C∞ if f is C∞ follow directly from the definition. Notice that for x > 0 we have
g(x) = g+(x) and for x < 0 we have g(x) = g−(x). The derivative of g± is given by
Dg±(x) = h
(±x − r
r
)
Df (x)± 1
r
Dh
(±x − r
r
)
f (x)
from which (5) follows. (Property (5) is clear from (3) unless r < |x| < 2r . For g+, if x is such that Df (x) > 0 and
r < x < 2r , then the two terms above are both products of positive numbers. For g−, if x is such that Df (x) > 0
and −2r < x < −r , then the first term is a product of two positive numbers and the second is the product of −1/r
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from (3) unless |x| < 2r . Consider the following formula for Dkg±:
Dkg±(x) =
k∑
i=0
(
k
i
)(±1
r
)i
Dih
(±x − r
r
)
Dk−if (x).
By Taylor’s formula, we have for 0 i  k  n that for some ξx between 0 and x,
Dk−if (x) = D
kf (ξx)
i! x
i
and when |x| < 2r
(
1
r
)i
|x|i 
(
1
r
)i
(2r)i = 2i  2n.
This gives that when |x| < 2r ,
∣∣Dkg±(x)∣∣
k∑
i=0
(
k
i
)(
1
r
)i∣∣∣∣Dih
(±x − r
r
)∣∣∣∣ |D
kf (ξx)|
i! |x|
i  (n+ 1)22nMnKr < ε.
Thus, (4) holds since we have when |x|  2r that |Dkf (x) − Dkg(x)|  |Dkf (x)| + |Dkg(x)| < ε/2 + ε/2 = ε.
(Notice that Kr  (n+ 1)2n+1MnKr < ε/2.) 
Lemma 2.6. Let n,m be positive integers and let ε > 0. Let
a < u p  v < b
be real numbers. Let f : (a, b) → R be a function of class Cn such that f is constant on [u,v] and Df (x) > 0 for
x /∈ [u,v]. Fix a number δ > 0 such that [u− δ, v + δ] ⊆ (a, b).
Fix δ0 such that 0 < δ0 < δ. Let φ :R → [0,1] be a C∞ function such that φ(x) = 0 for x /∈ (u − δ, v + δ) and
φ(x) = 1 for x ∈ (u− δ0, v + δ0). Define gα : (a, b) → R by
gα(x) = f (x)+ αφ(x)(x − p)m.
There is a number α0 > 0 depending only on m, φ and f such that for any α such that 0 < α < α0, gα has the
following properties.
(a) h = gα − f is a C∞ function and Dkh(p) = 0 for all k 
= m.
(b) For x ∈ (a, b), if x /∈ [u− δ, v + δ] then gα(x) = f (x).
(c) For all x ∈ (a, b), |Dkf (x)−Dkgα(x)| < ε, k = 0, . . . , n.
(d) If m is odd then Dgα(x) > 0 for x 
= p.
(e) If m n and Dmf (p) 0 then Dmgα(p) > 0.
Note that when m = 1, (d) and (e) give Dgα > 0 on (a, b).
Proof. We may assume p = 0. Choose α0 > 0 small enough so that for each k = 0, . . . , n, the kth derivative of
x → α0φ(x)xm is everywhere < ε in absolute value. This ensures that (c) holds. We have (b) by the choice of φ. The
second part of (a) follows from the fact that αφ(x)xm = αxm for x close enough to 0. For (d), notice that
• On (u − δ0, v + δ0), since m is odd we have that αφ(x)xm = αxm has a positive derivative except at x = 0 and
hence the same is true of gα since Df  0.
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[u− δ,u− δ0] ∪ [v + δ0, v + δ]
the derivative of x → α0φ(x)xm is <Df (x) in absolute value and hence Dgα(x) > 0.
For (e), on (u− δ0, v + δ0) we have gα(x) = f (x)+ αxm and hence Dmgα(0) = Dmf (0)+m!α m!α > 0. 
Lemma 2.7. Fix ε > 0, a positive integer n and an odd positive integer m > n. Let I be an open interval, let p ∈ I
and let r be a number such that 0 < r < 1/2 and [p − r,p + r] ⊆ I . Let f : I → R be a function of class Cn. Let
K = sup{∣∣Dkf (x)∣∣: x ∈ [p − r,p + r], k = 2, . . . , n}.
Let h0 :R → [0,1] be the C∞ function given by
h0(x) = h(−x)+ h(x).
Note that the number Mn defined at the beginning of the section satisfies Mn = sup{|Dkh0(x)|: x ∈ R, k  n}.
Suppose that the following conditions are satisfied.
(1) 2nMnmn(2r)m−n < ε/(2n+ 3).
(2) 2nMnK < ε/(2n+ 3).
(3) rm−1 Df (x) (2r)m−1 for x ∈ [p − r,p + r].
(4) Dkf (p) = 0 for k = 2, . . . , n.
(5) Df (x) > 0 for x ∈ I .
Define a Cn function g : I → R (which is moreover C∞ if f is C∞) by
g(x) = [f (p)+ (x − p)m]+ h0((x − p)/r)(f (x)− [f (p)+ (x − p)m]).
We have the following properties of g.
(6) For x ∈ I , if |x − p| r then g(x) = f (x).
(7) For all x ∈ I , |Dkf (x)−Dkg(x)| < 2ε, k = 0, . . . , n.
(8) Dg(x) > 0 for x 
= p.
(9) g(p) = f (p) and for any k  1 for which f is a Ck function, except k = m, we have Dkg(p) = 0.
(10) Dmg(p) > 0.
Proof. We may assume p = 0 and f (p) = 0. By (3), for x ∈ (0, r] we have xm  xrm−1  f (x). Similarly, for
x ∈ [−r,0) we have xm  xrm−1  f (x). The derivative of g is given by
Dg(x) = mxm−1 + (1/r)Dh0(x/r)
(
f (x)− xm)+ h0(x/r)(Df (x)−mxm−1)
which we can rewrite
Dg(x) = [(1 − h0(x/r))mxm−1 + h0(x/r)Df (x)]+ (1/r)Dh0(x/r)(f (x)− xm)
from which (8) follows. (For x 
= 0, the first term is a weighted average of two positive numbers and the second is
the product of 1/r by two numbers which are both  0 or both  0.) Properties (6), (9) and (10) are clear from the
definitions and the following formula for Dkg:
Dkg(x) = d
k
dxk
xm +
k∑
i=0
(
k
i
)
1
ri
Dih0
(
x
r
)(
Dk−if (x)− d
k−i
dxk−i
xm
)
. (2.1)
(We have Dih0(0) = 0 for all i and (dk/dxk)xm|x=0 = 0 for k 
= m.) For (7) we have the following estimates of the
terms in the formula (2.1) when |x| r .
1. The first term is bounded in absolute value by
m(m− 1) . . . (m− (k − 1))rm−k mnrm−n < ε/(2n+ 3).
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∣∣∣∣
(
k
i
)
1
ri
Dih0
(
x
r
)
dk−i
dxk−i
xm
∣∣∣∣
(
k
i
)
1
ri
Mnm(m− 1) . . .
(
m− (k − i − 1))rm−(k−i)
 2nMnmnrm−n < ε/(2n+ 3).
3. For the first part of the ith term of the summation for i < k−1, we have k− i  2 and therefore, by (4), D	f (0) =
0 for 	 = k − i, . . . , k. By Taylor’s formula, there is a ξx between 0 and x such that Dk−if (x) = (Dkf (ξx)/i!)xi
and hence∣∣∣∣
(
k
i
)
1
ri
Dih0
(
x
r
)
Dk−if (x)
∣∣∣∣=
∣∣∣∣
(
k
i
)
1
ri
Dih0
(
x
r
)
1
i!
[
Dkf (ξx)
]
xi
∣∣∣∣

(
k
i
)
1
ri
Mn
1
i!Kr
i
 2nMnK < ε/(2n+ 3).
4. For the first part of the term i = k − 1 of the summation, we have∣∣∣∣
(
k
k − 1
)
1
rk−1
Dk−1h0
(
x
r
)
Df (x)
∣∣∣∣ k 1rk−1 Mn(2r)m−1 = k2k−1Mn(2r)m−k
 n2nMn(2r)m−n < ε/(2n+ 3).
5. For the first part of the term i = k of the summation, we have∣∣∣∣
(
k
k
)
1
rk
Dkh0
(
x
r
)
f (x)
∣∣∣∣ 1rk Mn(2r)m−1|x| 2kMn(2r)m−k−1r  2nMn(2r)m−n−1r
 2nMn(2r)m−n < ε/(2n+ 3).
The number of terms involved, counting each term of the summation as two terms, is at most 1 + 2(n + 1) = 2n + 3
and thus |Dkg(x)| < ε. If we verify that |Dkf (x)| < ε when |x|  r then (7) follows. For k = 0 we have from (3)
and (1) that |f (x)|  (2r)m−1|x|  (2r)m−1r < (2r)m−1 < ε. For k = 1 we have from (3) and (1) that |Df (x)| 
(2r)m−1 < ε. For k  2 we have from (2) that |Dkf (x)|K < ε. This completes the proof. 
Proof of Theorems 1.2 and 1.3. For the proof of Theorem 1.3, notice that in the case where f is constant, we must
have |E| 1 since f is one-to-one on E. If E = {p} then g(x) = c(x − p)m + f (p) will satisfy the conclusion for
a small enough positive number c, where m > n is odd. If E is empty then the same formula works with m = 1
and p = a. The proof of Theorem 1.3 in the case where f is not constant is similar to that of Theorem 1.2, using
Theorem 1.6 instead of Theorem 1.7 and applying one-sided versions of the arguments at the endpoints. We leave it
to the reader and prove only Theorem 1.2.
Case 1. The case n = 0 of (A).
This is similar to Proposition 2.5 of [4]. Because f has open range, it has neither a maximum nor a minimum
value. Thus, we can enlarge the set E, if necessary, to arrange that f remains strictly increasing on E and E has
the form {pi : i ∈ Z} for some strictly increasing sequence of real numbers 〈pi : i ∈ Z〉 such that limi→∞ pi = ∞
and limi→−∞ pi = −∞. For each integer i, apply Proposition 2.3 to the interval [pi,pi+1] with ypi = f (pi),
ypi+1 = f (pi+1), ε = infpixpi+1 ε(x)/2 and piece together the resulting functions to get a strictly increasing
piecewise linear continuous function g0 :R → R satisfying |f (x) − g0(x)| < ε(x)/2 for all x ∈ R. Modify g0 in a
neighborhood of each point pi to make it a C1 function with at positive derivative using Proposition 2.1. Finally,
apply Theorem 1.7(A) with (n,f ) = (1, g0) and the function min(ε(x)/2,Dg0(x)) playing the role of the function
ε(x) to get the desired entire function g.
Case 2. Part (B) and the case n 1 of (A).
Because f has open range, we can find a strictly increasing sequence of real numbers 〈ai : i ∈ Z〉 such that ai /∈ E,
limi→∞ ai = ∞, limi→−∞ ai = −∞ and Df (ai) > 0 for each i ∈ Z. Since f is strictly increasing on E, we may
assume that for each i ∈ Z, between ai and ai+1 there is at most one element of E which we denote pi when it exists.
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for each i ∈ Z.
In (B), it will be convenient to replace the sequence {ck} by two monotonic sequences {c′k} and {c′′k } such that
−ck  c′k  0 c′′k  ck,
limk→∞ c′k = −∞ and limk→∞ c′′k = ∞. We write Uk = (c′k, c′′k ), and replace the condition that |x|  ck by the
condition that x /∈ Uk . Choose the numbers c′k and c′′k in such a way that, except for k such that c′k = c′′k , none of them
belong to any of the fibers f−1[f (pi)], i ∈ Z; in other words, so that for each k, each of these fibers is contained in
or disjoint from Uk . Letting C be the set of endpoints of the nonempty intervals Uk , i.e.,
C =
⋃{{
c′k, c′′k
}
: c′k < c′′k , k = 0,1,2, . . .
}
,
we can write the condition on the fibers as
f−1
[
f [E]]∩C = ∅.
For p ∈ E, write
(A) 	(p) = n.
(B) 	(p) = the largest index k such that p /∈ Uk .
(Though the proof of (B) is somewhat easier than that of (A) (see Remark 2.8), there is a substantial overlap and we
write the argument in such a way that it applies to both statements. Here and in the rest of the proof we use the labels
(A) and (B) to distinguish the statements and definitions that differ in the two versions.) Let
S0 =
{
i ∈ Z: Df (pi) = 0
}
,
S1 =
{
i ∈ Z: for all k = 1, . . . , 	(pi), Dkf (pi) = 0
}
.
Step 1. Flatten the graph of f in a neighborhood of each pi , i ∈ S1. More precisely, build a function f1 which is
(A) Cn or (B) C∞ and such that
1. (A) For all x ∈ R and k = 0,1, . . . , n, |Dkf1(x)−Dkf (x)| < ε(x)/6.
(B) For all x ∈ R and k = 0,1,2, . . . , if x /∈ Uk then |Dkf1(x)−Dkf (x)| < ε(x)/6.
2. For i ∈ Z and k  	(pi), Dkf1(pi) = Dkf (pi).
3. In (B), f−11 [f1[E]] ∩C = ∅.
4. For i ∈ S1, f1 is constant on an interval [pi − ri ,pi + ri] for some ri > 0.
For use in a later step of the proof, we choose ri so that 0 < ri < 1/2 and f1 is also constant on an open interval
properly containing [pi − ri ,pi + ri].
5. For all x ∈ R, Df1(x) 0 and for each i ∈ Z, Df1(ai) > 0.
To get f1 choose, for each i ∈ S1, an open interval Ii such that
• pi ∈ Ii ,
• the closure of Ii is contained in (ai, ai+1),
• in (B), the closure of each Ii is disjoint from C.
For each i ∈ S1, write εi = inf{ε(x): x ∈ Ii} apply Lemma 2.5 with
(n, ε,p, I ) = (	(pi), εi/6,pi, Ii)
to get ri > 0 and a modification g1i of the restriction of f to Ii . Then replace the restriction of f to each Ii by the
corresponding g1i to get f1. Replace ri by a smaller number if necessary to get the rest of property 4.
For i ∈ Z, we have ai < pi < ai+1. Since Df1(ai) > 0 and Df1(ai+1) > 0, we have f1(ai) < f1(pi) < f1(ai+1).
Thus, if we let ui = inf{x ∈ R: f1(x) = f1(pi)} and vi = sup{x ∈ R: f1(x) = f1(pi)}, in other words [ui, vi] =
f−1[f1(pi)], then we have ai < ui  pi  vi < ai+1.1
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⋃
i∈Z[ui, vi]. More pre-
cisely, build a function f2 which is (A) Cn or (B) C∞ and such that
1. (A) For all x ∈ R and k = 0,1, . . . , n, |Dkf2(x)−Dkf1(x)| < ε(x)/6.
(B) For all x ∈ R and k = 0,1,2, . . . , if x /∈ Uk then |Dkf2(x)−Dkf1(x)| < ε(x)/6.
2. For i ∈ Z and k  	(pi), Dkf2(pi) = Dkf1(pi).
3. In (B), f−12 [f2[E]] ∩C = ∅.
4. f2(x) = f1(x) when x ∈⋃i∈Z[ui, vi].
5. Df2(x) > 0 when x ∈ R \⋃i∈Z[ui, vi].
For each i ∈ Z, choose a strictly increasing sequence {aij }j∈Z in the interval (vi, ui+1) such that limj→−∞ aij = vi ,
limj→∞ aij = ui+1 and for each j , Df1(aij ) > 0. For each pair of integers i, j , pick a positive number δij such that
Df1 is positive everywhere on [aij − δij , aij ]. Define a positive continuous function η :R → R so that η(x) <Df1(x)
for each x ∈ [aij − δij , aij ], i, j ∈ Z. Apply Lemma 2.4 (with η in the place of ε) to get a C∞ function g1. (For (A),
let the open cover Uk be arbitrary except for taking Uk = ∅ for k  n.) Then f2 = f1 + g1 is as desired.
From property 4 of Step 1, for i ∈ S1 we have [pi − ri ,pi + ri] ⊆ (ui, vi) and ri < 1/2. Choose an open interval
Ji containing [ui, vi] so that the intervals Ji have closures contained in their respective interval (ai, ai+1) and for (B)
are disjoint from C. Fix numbers 0 < δ0i < δ1i such that [ui − δ1i , vi + δ1i ] ⊆ Ji . Let φi :Ji → [0,1] be a C∞ function
such that φi(x) = 0 for x /∈ (ui − δ1i , vi + δ1i ) and φi(x) = 1 for x ∈ (ui − δ0i , vi + δ0i ). Let α0i be the α0 given by
Lemma 2.6 with (m,φ,f ) = (1, φi, f2|Ji). Write ni = 	(pi) and εi = inf{ε(x)/12: x ∈ Ji}. Choose an odd number
mi > ni so that αi = (3ri/2)mi−1 < α0i and
2niMnim
ni
i (2ri)
mi−ni < εi/(2ni + 3).
Step 3. Tilt the graph of f2 slightly in a neighborhood of each pi , i ∈ S1, to get a new function which has a positive
derivative at each point of R except the points pi , i ∈ S0 \ S1. (The zero derivatives at the points of S1 will be restored
in Step 5.) More precisely, build a function f3 which is (A) Cn or (B) C∞ and is such that
1. (A) For all x ∈ R and k = 0,1, . . . , n, |Dkf3(x)−Dkf2(x)| < ε(x)/6.
(B) For all x ∈ R and k = 0,1,2, . . . , if x /∈ Uk then |Dkf3(x)−Dkf2(x)| < ε(x)/6.
2. For i ∈ Z \ S1 and k  	(pi), Dkf3(pi) = Dkf2(pi).
For i ∈ S1 and all x ∈ [pi − ri ,pi + ri], Df3(x) = αi where, as defined above, αi = (3ri/2)mi−1.
Note that it follows that Dkf3(x) = 0 for k > 1 and all x ∈ [pi − ri ,pi + ri].
3. In (B), f−13 [f3[E]] ∩C = ∅.
4. For all x ∈ R \ {pi : i ∈ S0 \ S1}, Df3(x) > 0.
To get f3, for i ∈ S1 define g2i :Ji → R by
g2i (x) = f2(x)+ αiφi(x)(x − pi).
Then, for each i ∈ S1, replace the restriction f2|Ji by g2i and let the resulting function be f3. That f3 is (A) Cn or (B)
C∞ follows from Lemma 2.6(a). Property 4 holds by property 5 of Step 2 and the observation after Lemma 2.6(e).
Step 4. Replace f3 with an increasing function which is the restriction to R of an entire function. More precisely,
build a function f4 :R → R which is the restriction of an entire function and is such that
1. (A) For all x ∈ R and k = 0,1, . . . , n, |Dkf4(x)−Dkf3(x)| < ε(x)/6.
(B) For all x ∈ R and k = 0,1,2, . . . , if x /∈ Uk then |Dkf4(x)−Dkf3(x)| < ε(x)/6.
2. For i ∈ Z \ S1 and k  	(pi), Dkf4(pi) = Dkf3(pi).
For i ∈ S1 and 2 k  	(pi), Dkf4(pi) = Dkf3(pi) = 0.
3. In (B), f−14 [f4[E]] ∩C = ∅.
4. For all x ∈ R \ {pi : i ∈ S0 \ S1}, Df4(x) > 0.
5. For i ∈ S1 and all x ∈ [pi − ri ,pi + ri], rmi−1i Df4(x) (2ri)mi−1.
6. For i ∈ S1, 2niMniKi < εi/(2ni + 3) where
Ki = sup
{∣∣Dkf4(x)∣∣: x ∈ [pi − ri,pi + ri], k = 2, . . . , n}.
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= 0. (By definition of S1, there is such an
integer qi  	(pi).) Fix ηi > 0 such that for x ∈ [pi −ηi,pi +ηi], |Dqif3(x)| ηi . Fix a positive continuous function
ε3 :R → R such that
• for all x ∈ R, ε3(x) < ε(x)/6.
• for each i ∈ S0 \ S1 and for all x ∈ [pi − ηi,pi + ηi], ε3(x) < ηi .
• for each i ∈ S1 and for all x ∈ [pi − ri ,pi + ri], ε3(x) < (3ri/2)mi−1 − rmi−1i and ε3(x) < (2ri)mi−1 −
(3ri/2)mi−1.
• for all x ∈ R \⋃i∈S0\S1 [pi − ηi,pi + ηi] we have ε3(x) <Df3(x).
Apply (A) or (B) of Theorem 1.7 to f3 and ε3(x) to get a function f4 :R → R which is the restriction of an entire
function. To see that property 4 holds, suppose we have Df4(x) 0 for some i ∈ S0 \ S1 and x 
= pi in [pi − ηi,pi +
ηi]. Then we can choose such an x for which Df4(x) = 0. By induction on k  qi we get points xk such that x1 = x,
xk+1 is between xk and pi , and Dkf4(xk) = 0. For k = qi , this contradicts the choice of ηi and the fact that ε3(xk) < ηi .
Step 5. Restore the zero derivatives at the points of S1. More precisely, build a C∞ function f5 :R → R which has
the following properties.
1. (A) For all x ∈ R and k = 0,1, . . . , n, |Dkf5(x)−Dkf4(x)| < ε(x)/6.
(B) For x ∈ R and k = 0,1,2, . . . , if x /∈ Uk then |Dkf5(x)−Dkf4(x)| < ε(x)/6.
2. For i ∈ Z and k  	(pi), Dkf5(pi) = Dkf4(pi).
3. In (B), f−15 [f5[E]] ∩C = ∅.
4. Df5(x) > 0 for x ∈ R \ {pi : i ∈ S0}.
5. For i ∈ S0, there is an integer m > 1 such that Dmf5(pi) 
= 0. We denote the least such m by mi . When i ∈ S1,
this agrees with the previous use of this notation.
For each i ∈ S1, define a function g4i :Ji → R by
g4i (x) =
[
f4(pi)+ (x − pi)mi
]+ h0((x − pi)/ri)(f4(x)− [f (pi)+ (x − pi)mi ])
and replace the restriction f4|Ji by g4i to get a new function f5. For property 1, by Lemma 2.7(7), for i ∈ S1 and
x ∈ Ji we have |Dkf4(x) − Dkg4i (x)| < 2εi < ε(x)/6, k = 0, . . . , ni . By Lemma 2.7(9), (10), mi is indeed the least
integer m 1 such that Dmf5(pi) 
= 0. For i ∈ S0 \ S1, it follows from the definitions of these sets and property 2 of
Steps 1–5 that there is an integer m with 1m 	(pi) and Dmf5(pi) = Dmf (pi) 
= 0.
Step 6. Apply the Hoischen theorem again to get the desired entire function. More precisely, build a function
f6 :R → R which is the restriction to R of an entire function and has the following properties.
1. (A) For all x ∈ R and k = 0,1, . . . , n, |Dkf6(x)−Dkf5(x)| < ε(x)/6.
(B) For x ∈ R and k = 0,1,2, . . . , if x /∈ Uk then |Dkf6(x)−Dkf5(x)| < ε(x)/6.
2. For i ∈ Z and k  	(pi), Dkf6(pi) = Dkf5(pi).
3. Df6(x) > 0 for x ∈ R \ {pi : i ∈ S0}.
To get f6, first define a sequence U ′0 ⊆ U ′1 ⊆ · · · of open subsets of R so that R =
⋃
k U
′
k and the following
properties hold in cases (A) and (B), respectively.
(A) For each i ∈ Z, pi /∈ U ′mi .(B) The sequence {U ′k} is obtained from the sequence {Uk} by repeating terms, and by introducing new empty terms
at the beginning if necessary, so that for each i ∈ Z, pi /∈ U ′mi .
For i ∈ S0, fix ηi > 0 such that for x ∈ [pi − ηi,pi + ηi], |Dmif5(x)|  ηi . Fix a positive continuous function
ε5 :R → R such that
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• for each i ∈ S0 and for all x ∈ [pi − ηi,pi + ηi], ε5(x) < ηi ,
• for all x ∈ R \⋃i∈S0[pi − ηi,pi + ηi] we have ε5(x) <Df5(x).
Apply Theorem 1.7(B) to f5, {U ′k} and ε5(x) to get a function f6 :R → R which is the restriction of an entire function.
The proof that property 3 holds proceeds as in Step 4. 
Remark 2.8. Part (B) can be proven more straightforwardly. We sketch the argument. Start with Step 2. Then apply
Lemma 2.6 in a neighborhood of each flat point pi taking for mi any odd integer larger than 	(pi). (A flat point is
one where all derivatives are zero.) This eliminates the flat points giving a function for which we have, for each i ∈ Z,
a least positive order mi of a nonzero derivative at pi . Slow down the growth of the sequence {Uk}, as in Step 6, to
arrange mi  	(pi) and complete the proof as in Step 6.
3. Entire order-isomorphisms of everywhere second category sets
In this section, we now indicate how to modify the proof of the main theorem of [4] to prove Theorem 1.4. The
reader needs to have a copy of [4] at hand in order to follow the proof. The first proposition is a variation on [4,
Proposition 2.2]. It makes use of the following standard fact.
Theorem 3.1. (See [8, Theorem 15.6].) Suppose fn are nonzero entire functions for n=1,2, . . . , and∑∞n=1 |1 − fn(z)|
converges uniformly on compact sets. Then the product f (z) =∏∞n=1 fn(z) converges uniformly on compact sets and
hence f is entire. Furthermore, we have m(f ; z) =∑∞n=1 m(fn; z), z ∈ C, where m(f ; z) is the multiplicity of the
zero of f at z.
Proposition 3.2. Let ζ :R → R be given by ζ(x) = (1 + |x|)−1. Let T ⊆ R be a closed discrete set. For any sequence
0 c0  c1  · · · of nonnegative real numbers with lim ck = ∞ and any positive continuous function ε :R → R, there
is an entire function H such that
(a) H [R] ⊆ R.
(b) For all x ∈ R \ T , H(x) > 0 and for x ∈ T , H has a zero at x of order at least the largest m for which cm  |x|.
(c) For all k = 0,1,2 . . . and all x ∈ R such that |x| ck , |DkH(x)| < 2−kζ(x)ε(x).
Proof. We assume that T is infinite and that T \ {0} = {pi : i = 1,2, . . .} is a one-to-one enumeration of the nonzero
elements of T . (The case where T is finite is similar but easier.) If 0 /∈ T let m0 = 0 and if 0 ∈ T let m0 be the largest
m for which cm = 0. For i = 1,2, . . . , write mi for the largest m for which cm  |pi |. (We may assume that c0 = 0 so
that mi is always defined.) For positive integers ni chosen so that 22ni > 2imi , we let
S(z) = z2m0
∞∏
i=1
(
1 − (z/pi)2ni+1
)2mi .
For any R > 0, the sum
∞∑
i=1
2mi |z/pi |2ni+1
converges uniformly for |z|R since for all large enough i we have R/|pi | < 1/2 and then
2mi |z/pi |2ni+1 < 2mi22ni+1 =
mi
22ni
<
1
2i
.
By Theorem 3.1, S is an entire function and for real values of x, S(x) = 0 precisely when x = 0 (if m0 > 0) or x = pi
for some i = 1,2, . . . with the multiplicity of the zero at 0 being 2m0 and at pi being 2mi . Also S(x)  0 since the
outer exponents are even.
Choose a positive continuous function ε¯ such that
(n+ 1)2nAnε¯(x) < 2−n inf
{
ζ(x)ε(x): cn  |x| cn+1
}
,
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An = sup
{∣∣DkS(x)∣∣: k  n, cn  |x| cn+1}.
Get H0 for ε¯ from [4, Proposition 2.2]. Take H = SH0. Since H0 has no zeros, The zeros of H and their orders are the
same as those of S and hence (b) holds. For (c), if x ∈ R and |x| ck , then for some n k we have cn  |x| cn+1
and hence
∣∣DkH(x)∣∣
k∑
i=0
(
k
i
)∣∣DiS(x)∣∣∣∣Dk−iH0(x)∣∣ (n+ 1)2nAnε¯(x) < 2−nζ(x)ε(x) 2−kζ(x)ε(x). 
We now describe the remaining changes needed to the proof of the main theorem of [4] to yield a proof of The-
orem 1.4. Proposition 3.5 of [4] needs to be modified by adding to the hypothesis that we have a closed discrete set
T ∈ N and that T is disjoint from domh, K0, K1 and {u}. Only one trivial change is needed to the argument: the
intervals Ix defined in the first line of the proof should be taken disjoint from T .
A few obvious modifications are needed to the description of the oracle-cc iteration in the final section of [4]. We
leave these to the reader.
All remaining changes concern the main lemma for the oracle-cc iteration. Add to the hypothesis of this lemma
that we are given a closed discrete set T ⊆ R such that for each α < ω1 and t ∈ T , t ∈ Aα if and only if f0(t) ∈ Bα .
Modify the assumption that f0 has a positive derivative to say that Df0(x) > 0 when x ∈ R\T . To the list of properties
of the function f , add an item (iv) stating that for all i < ω and x ∈ T , if |x| ci then Dif (x) = Dif0(x).
At the start of the proof, replace the first paragraph by the following: “Let T0 = {t ∈ T : Df0(t) = 0}. For t ∈ T0,
write mt for the least positive integer for which Dmt f0(t) 
= 0. Note that since f0 is increasing, we have that mt is odd
and Dmt f0(t) > 0. Assign to each t ∈ T0 a bounded open interval Yt so that t ∈ Yt and for some δt > 0 and all x ∈ Yt ,
Dmt f0(x) δt . Take the intervals Yt to have disjoint closures. By replacing the function η by one whose values are
smaller, we may assume that
• η(x) 1,
• η(x) δt for x ∈ Yt ,
• η(x)Df0(x) for x ∈ R \⋃t∈T0 Yt .
Slow the growth of the sequence {ci} by insisting that c0 = c1 = 0 and by repeating terms so that for all x ∈ Yt ,
cmt  |x|. For this new sequence {ci} and the new η, get H from Proposition 3.2.”
By replacing Aα and Bα by Aα \ T and Bα \ f0[T ] respectively, we may assume that Aα ∩ T = ∅ and
Bα ∩ f0[T ] = ∅.
To the remark after the definition of the partial order P(a¯, b¯,N) add the following observation about a condition p.
If t ∈ T and |t |  ci then, by construction, H has a zero of order at least i at t . Because of the form of fp given
by (iii), it follows that Difp(x) = Dif0(x).
The explanation in Remark 3.6 of the fact that each fp R is an order-isomorphism, and of similar facts elsewhere
in the proof, now reads as follows: “We are assuming c1 = 0 so that by (v), for all x ∈ R, |Dfp(x) − Df0(x)| <
(1 − εp)η(x). Thus, for all x ∈ R \⋃t∈T0 Yt ,
Dfp(x) >Df0(x)− (1 − εp)η(x) η(x)− (1 − εp)η(x) = εpη(x) > 0.
For t ∈ T0 and all x ∈ Yt , we have |x| cmt and hence by (v) |Dmt fp(x)−Dmt f0(x)| < (1 − εp)η(x). Thus,
Dmt fp(x) >D
mt f0(x)− (1 − εp)η(x) η(x)− (1 − εp)η(x) = εpη(x) > 0.
Furthermore, for any t ∈ T0 and i < mt , we have, by definition of mt and by (v) again, that Difp(t) = Dif0(t) = 0.
It then follows as in Step 4 of the proof of Theorem 1.2 that Dfp(x) > 0 for all x ∈ R \ T0. Hence, fp is increasing.
Because c0 = 0 we also have, for all x ∈ R, |fp(x)−f0(x)| < (1− εp)η(x) < η(x) 1. Because f0 is onto, it follows
that fp is onto as well.”
At the end of the proof we define f (z) = limk→∞ fpk (z). We need to note that for i < ω and t ∈ T such that
|t | ci we have Dif (t) = limk→∞ Difpk (t) = Dif0(t).
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