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Une aratérisation diérentielle des faiseaux
analytiques ohérents sur une variété omplexe
Nefton Pali
Résumé.-Dans e travail nous généralisons, dans le ontexte des faiseaux, un résultat lassique
de Grothendiek onernant l'intégrabilité des onnexions de type (0, 1) sur un bré vetoriel
C∞ au dessus d'une variété omplexe. En introduisant la notion de faiseau ∂¯-ohérent, qui est
une notion qui vit dans le ontexte C∞, nous montrons l'existene d'une équivalene (exate)
entre la atégorie des faiseaux analytiques ohérents et la atégorie des faiseaux ∂¯-ohérents.
La diulté essentielle de la preuve de e résultat onsiste à résoudre un problème diérentiel
quasi-linéaire dont le terme prinipal est un opérateur ∂¯ usuel. La solution de e problème est
obtenue en utilisant un shéma de onvergene rapide de type Nash-Moser. Un autre ingrédient
important pour la onlusion de la preuve est un résultat profond de Malgrange qui arme
la délité plate de l'anneau des germes des fontions C∞ à valeurs omplexes en un point, sur
l'anneau des germes des fontions holomorphes en e point.
Abstrat.-In this work we give a generalization, in the ontext of sheaves, of a lassial re-
sult of Grothendiek onerning the integrability of onnetions of type (0, 1) over a C∞ vetor
bundle over a omplex manifold. We introdue the notion of ∂¯-oherent sheaf, whih is a C∞
notion, and we prove the existene of an (exat) equivalene between the ategory of oherent
analyti sheaves and the ategory of ∂¯-oherent sheaves. The prinipal diulty of the proof is
the solution of a quasi-linear dierential equation with standard ∂¯ as its prinipal term. We are
able to nd a solution of this dierential equation, using a rapidly onvergent iteration sheme
of Nash-Moser type. We also use a deep result of Malgrange asserting that the ring of germs of
omplex dierentiable funtions at a point is faithfully at over the ring of germs of holomorphi
funtions at the same point.
1 Introdution
Le résultat de Grothendiek mentionné dans le résumé (voir [Ko-Mal℄) arme qu'un bré
vetoriel omplexe diérentiable au dessus d'une variété omplexe, qui admet une onnexion ∂¯
de type (0, 1) telle que ∂¯2 = 0, possède une struture de bré vetoriel holomorphe. En autres
termes, en utilisant l'équivalene entre les notions de bré vetoriel et de faiseau loalement
libre sur une variété, on a que le noyau de la onnexion ∂¯ est un faiseau de O-modules lo-
alement libre. Le point essentiel de e résultat onsiste a prouver l'existene d'une solution de
l'équation diérentielle quasi-linéaire g−1∂¯
J
g = A (où ∂¯
J
est la (0,1)-onnexion anonique sur
le faiseau des fontions C∞ et A représente la (0, 1)-forme de onnexion loale de ∂¯) ave la
ondition d'intégrabilité ∂¯JA + A ∧ A = 0. Nous généraliserons ette équation pour prouver
notre aratérisation diérentielle laquelle introduit omme objet nouveau la notion de faiseau
∂¯-ohérent. Préisément un faiseau ∂¯-ohérent est un faiseau G de modules de fontions C∞ à
valeurs omplexes, muni d'une onnexion ∂¯ de type (0, 1) telle que ∂¯2 = 0, et qui admet loale-
ment des résolutions de longueur nie, par des modules de fontions C∞ à valeurs omplexes.
Notre aratérisation arme essentiellement que le noyau de la onnexion ∂¯ est un faiseau ana-
lytique ohérent. On aura alors une équivalene exate (l'exatitude est due à la délité plate de
l'anneau des germes des fontions C∞ à valeurs omplexes sur l'anneau des germes des fontions
holomorphes, voir [Mal℄) entre la atégorie des faiseaux analytiques ohérents et la atégorie
des faiseaux ∂¯-ohérents. La diulté essentielle de la preuve onsiste à montrer que quel que
soit le hoix de la résolution loale du faiseau G, on peut trouver au voisinage de haque point
de l'ouvert sur lequel on onsidère la résolution loale, une autre résolution loale onstituée
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de matries holomorphes. En d'autres termes on herhe une résolution loale admettant des
formes de onnexion nulles. Pour atteindre et'objetif on introduit la notion de realibration,
laquelle généralise la notion lassique de hangement de jauge pour les formes loales d'une on-
nexion de type (0, 1) intégrable sur un faiseau loalement libre. La notion de realibration ne
représente rien d'autre que une ation d'un semi-groupe sur l'ensemble des formes qui représen-
tent loalement la ondition d'intégrabilité de la onnexion ∂¯. La notion en question permet de
traduire notre problème en terme d'un système diérentiel quasi-linéaire dont terme prinipal
un opérateur ∂¯ usuel. Les onditions d'intégrabilité de e système ne sont rien d'autre que les
expressions loales de la ondition d'intégrabilité de la onnexion ∂¯. Les solutions du système
diérentiel seront obtenues à l'aide d'un proédé itératif de type Nash-Moser, dont haque étape
est déterminée par une realibration obtenue en fontion de l'étape préédente. La preuve de
l'existene de solutions du système diérentiel en question est exposée dans la sub-setion (3.4),
qui onstitue la partie essentielle de la preuve de notre aratérisation des faiseaux analytiques
ohérents. La tehnique qui onsiste à utiliser des shémas itératifs pour montrer l'existene des
solutions de problèmes non linéaires est désormais bien onnue en analyse omplexe. On ite par
exemple les travaux de Webster [We-1℄ et [We-2℄, qui utilise des tehniques de type Nash-Moser,
(voir [Mos-1℄ et [Mos-2℄) pour prouver l'existene des solutions de deux problèmes diérentiels
fondamentaux en géométrie omplexe. L'ingrédient nal qui permet de onlure notre preuve est
le résultat profond de Malgrange ité préédemment, lequel permet aussi une généralisation du
théorème de Dolbeault au as des faiseaux analytiques ohérents (∂¯-ohérents). Enn on remar-
que aussi un résultat d'intégrabilité pour les onnexions des faiseaux admettant des résolutions
loales de longueur nie sur les variétés diérentiables.
2 Faiseaux ∂¯-ohérents sur les variétés omplexes
Soit (X,J) une variété omplexe, où J est le tenseur, supposé intégrable, de la struture
presque-omplexe. On désigne par EX le faiseau des fontions C∞ à valeurs omplexes, par E0,qX
le faiseau des (0, q)-formes et par ∂¯
J
∈ Hom
OX
(E0,qX , E0,q+1X )(X) la omposante de type (0, 1) de
la diérentielle. Sur tout faiseau F de OX -modules on peut onsidérer la onnexion anonique
∂¯
F
:= I
F
⊗
OX
∂¯
J
: F ⊗
OX
E0,qX −→ F ⊗OX E
0,q+1
X
qui est vue omme une onnexion de type (0, 1) sur le faiseau de EX -modules F∞ := F⊗OX EX .
De manière générale, sur un faiseau G de EX -modules il sut de donner un morphisme de
faiseaux de groupes additifs ∂¯ : G −→ G ⊗
EX
E0,1X tel que ∂¯(g · f) = (∂¯g) · f + g ⊗ ∂¯Jf , g ∈ Gx,
f ∈ EX,x, pour déterminer de façon univoque une onnexion ∂¯ de type (0, 1) sur le omplexe
(G ⊗EX E
0,q
X )q≥0. En eet on peut dénir l'extension ∂¯ : G ⊗EX E
0,q
X −→ G ⊗EX E
0,q+1
X par la
formule lassique
(∂¯ω)(ξ0, ..., ξq) :=
∑
0≤j≤q
(−1)j ∂¯(ω(ξ0, ..., ξ̂j , ..., ξq))(ξj) +
+
∑
0≤j<k≤q
(−1)j+kω([ξj , ξk], ξ0, ..., ξ̂j , ..., ξ̂k, ..., ξq)
ave ω ∈ (G⊗EX E
0,q
X )(U) et ξj ∈ E(T 0,1X )(U), sur un ouvert U quelonque, ou de façon équivalente,
par la règle de Leibniz ∂¯(g ⊗ α) := ∂¯g ∧ α + g ⊗ ∂¯Jα ave g ∈ Gx et α ∈ E0,qX,x pour tout
x ∈ X. La donnée d'une onnexion de type (0, 1) sur G détermine aussi le tenseur de ourbure
de la onnexion qu'on notera Θ∂¯ ∈ (EndE
X
(G) ⊗
E
X
E0,2X )(X) et que on déni par la formule
Θ∂¯(ξ, η) · g := (∂¯2g)(ξ, η) ave g ∈ G(U) et ξ, η ∈ E(T 0,1X )(U). On note de plus ξ∂¯ · g := ∂¯g(ξ) la
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dérivée ovariante de la setion g alulée le long du hamp ξ et on remarque que la première
dénition de l'extension de ∂¯ implique de façon triviale la formule
ξ∂¯ · (η∂¯ · g) − η∂¯ · (ξ∂¯ · g) = [ξ, η]∂¯ · g +Θ∂¯(ξ, η) · g
où [ξ, η] ∈ E(T 0,1X )(U), grâe à l'hypothèse d'intégrabilité du tenseur de la struture presque-
omplexe J ∈ C∞(T ∗X ⊗R TX)(X). Le tenseur de ourbure Θ∂¯ exprime don le défaut de ommu-
tation des dérivées ovariantes seondes des setions de G le long des hamps de type (0, 1). Nous
porterons un intérêt partiulier aux onnexions de type (0, 1) intégrables, 'est à dire aux onnex-
ions telles que ∂¯2 = 0. La formule préédente aratérise alors e type de onnexions (0, 1) omme
étant elles pour lesquelles les dérivées ovariantes seondes, alulées le long de deux hamps
qui ommutent, ommutent egalément. En termes expliites on a l'égalité ξ∂¯ ·(η∂¯ ·g) = η∂¯ ·(ξ∂¯ ·g)
si [ξ, η] = 0. Un exemple de (0, 1)-onnexion intégrable est évidement la onnexion ∂¯F introduite
préédemment. Avant d'énoner le résultat qu'on se propose de démontrer, on remarque que si
F est un faiseau analytique ohérent, on dispose d'un diagramme ommutatif dont toutes les
diretions horizontales et vertiales sont exates.
0 0 0 0
0 ✲ F|U
✻
✲ F∞|U
✻
∂¯
F✲ F∞|U ⊗EU E
0,1
U
✻
∂¯
F✲ F∞|U ⊗EU E
0,2
U
✻
✲ · · ·
0 ✲ O⊕p0
U
ψ
✻
✲ E⊕p0
U
ψ
✻
∂¯
J ✲ (E0,1
U
)⊕p0
ψ ⊗ I(0,1)
✻
∂¯
J ✲ (E0,2
U
)⊕p0
ψ ⊗ I(0,2)
✻
✲ · · ·
0 ✲ O⊕p1
U
ϕ1
✻
✲ E⊕p1
U
ϕ1
✻
∂¯
J ✲ (E0,1
U
)⊕p1
ϕ1 ⊗ I(0,1)
✻
∂¯
J ✲ (E0,2
U
)⊕p1
ϕ1 ⊗ I(0,2)
✻
✲ · · ·
.
.
.
ϕ2
✻
.
.
.
ϕ2
✻
.
.
.
ϕ2 ⊗ I(0,1)
✻
.
.
.
ϕ2 ⊗ I(0,2)
✻
0 ✲ O⊕pm−1
U
ϕm−1
✻
✲ E⊕pm−1
U
ϕm−1
✻
∂¯J✲ (E0,1
U
)⊕pm−1
ϕm−1 ⊗ I(0,1)
✻
∂¯J✲ (E0,2
U
)⊕pm−1
ϕm−1 ⊗ I(0,2)
✻
✲ · · ·
0 ✲ O⊕pm
U
ϕm
✻
✲ E⊕pm
U
ϕm
✻
∂¯
J ✲ (E0,1
U
)⊕pm
ϕm ⊗ I(0,1)
✻
∂¯
J ✲ (E0,2
U
)⊕pm
ϕm ⊗ I(0,2)
✻
✲ · · ·
0
✻
0
✻
0
✻
0
✻
La raison de l'exatitude est la suivante. Le théorème des syzygies implique qu'on peut hoisir
une O-résolution de longueur nie du faiseau analytique ohérent F omme elle du dia-
gramme préédent. Ensuite la platitude de l'anneau EX,x sur l'anneau OX,x (voir l'ouvrage de
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Malgrange [Mal℄) implique l'exatitude des autres èhes vertiales. L'exatitude du dernier
omplexe ((E0,q
U
)⊕pm ; ∂¯
J
)q≥0 implique l'exatitude du omplexe (RE (ϕm−1) ⊗EU E
0,q
U ; ∂¯J )q≥0 où
RE(ϕm−1) désigne le faiseau des relations de ϕm−1 sur le faiseau EX . En proédent par réur-
rene déroissante et en utilisant l'exatitude des omplexes en ∂¯J et l'exatitude des èhes
vertiales on obtient nalement l'exatitude du omplexe (F∞|U ⊗EU E
0,q
U
; ∂¯
F
)q≥0. De manière
générale on a la aratérisation diérentielle suivante.
Théorème 1 Soit X une variété omplexe et soit G un faiseau de EX-modules, muni d'une
onnexion ∂¯ : G −→ G ⊗
EX
E0,1X de type (0, 1) telle que ∂¯2 = 0. Si de plus le faiseau G admet
loalement une E-résolution de longueur nie, alors le faiseau de OX -modules Ker∂¯ ⊂ G est
analytique ohérent, on a les égalités G = (Ker∂¯) · EX ∼= (Ker∂¯) ⊗O
X
EX et la onnexion ∂¯
oïnide, à isomorphisme anonique prés, ave l'extension naturelle ∂¯Ker∂¯ assoiée au faiseau
analytique ohérent Ker∂¯.
Considérons maintenant la dénition suivante.
Dénition 2.1 Un ouple (G, ∂¯) ≡ G∂¯ où G et ∂¯ vérient les hypothèses du théorème 1 est appelé
faiseau ∂¯-ohérent. Un morphisme ϕ : A∂¯1 −→ B∂¯2 de faiseaux ∂¯-ohérents est un morphisme
de faiseaux de EX-modules telles que le diagramme suivant soit ommutatif
A⊗
E
X
E0,1X
ϕ⊗ I(0,1)✲ B ⊗
E
X
E0,1X
A
∂¯1
✻
ϕ ✲ B
∂¯2
✻
Dans le as des faiseaux de EX -modules inversibles qui admettent une onnexion ∂¯0 de type
(0, 1) telle que ∂¯20 = 0 on sait que toutes les onnexions de e type, et seulement elles i, sont
de la forme ∂¯0 +A⊗ où A ∈ E0,1X (X) est une (0, 1) -forme ∂¯J -fermée.
Le théorème 1 et la délité plate du faiseau EX sur OX montrent que sur une variété omplexe
on a une équivalene exate entre la atégorie OCoh des faiseaux analytiques ohérents et la
atégorie ∂¯Coh des faiseaux ∂¯-ohérents. Plus expliitement on a le fonteur ∞ qui agit de la
façon suivante
F ∈ OCoh ∞7−→ F∞
∂¯
F
∈ ∂¯Coh
ϕ ∈ Hom
OX
(A,B) ∞7−→ ϕ⊗ I ∈ Hom(A∞
∂¯
A
,B∞
∂¯
B
)
G∂¯ ∈ ∂¯Coh ∞
−17−→ Ker∂¯ ∈ OCoh
ϕ ∈ Hom(A∂¯1 ,B∂¯2)
∞−17−→ ϕ|.. ∈ HomOX (Ker∂¯1,Ker∂¯2)
Une onséquene immédiate de l'équivalene exate préédente est l'existene d'une équivalene
exate entre la atégorie des faiseaux d'ideaux de fontions holomorphes ohérents et la atégorie
des faiseaux d'ideaux J ⊆ EX de fontions C∞ à valeurs omplexes admettant des E-résolutions
loales de longueur nie, qui sont stables par rapport aux dérivations le long des hamps de
veteurs de type (0,1), autrement dit les faiseaux d'ideaux J ⊆ EX tels que pour tout germes
de (0,1)-hamps ξ ∈ E(T 0,1X )x on a l'inlusion ξ.Jx ⊆ Jx, pour tout point x ∈ X. En termes
plus onrets, si on se donne un faiseau d'ideaux J ⊆ EX de fontions C∞ à valeurs omplexes
admettant des E-résolutions loales de longueur nie, on a que le faiseau d'ideaux J ∩OX est
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analytique ohérent si pour un hoix arbitraire de repaires loales (ξ1, ..., ξn) ∈ E(T 0,1X )⊕n(U) et
de générateurs (ψ1, ..., ψp) ∈ J ⊕p(U) on a pour tout x ∈ U , l'existene de germes de fontions
fk,l,j ∈ EX,x qui vérient les égalités ξk,x .ψl,x =
∑p
j=1 fk,l,j · ψj,x . On remarque enn que la
ohomologie des faiseaux ohérents (∂¯-ohérents) sur une variété omplexe peut se aluler,
grâe à l'isomorphisme fontoriel de De Rham-Weil (voir par exemple l'ouvrage de Demailly
[Dem℄) par la formule suivante :
Hq(X,G∂¯) := Hq(X,Ker∂¯) ∼= Hq(Γ(X,G ⊗EX E
0,∗
X ); ∂¯)
qui onstitue une généralisation du théorème de Dolbeault. Un as partiulier (ou une générali-
sation si on veut) de la formule préédente est la suivante :
Hq(X,G∂¯ ⊗EX E
p,0
∂¯
J,p
) := Hq(X, (Ker∂¯)⊗
OX
O(ΩpX)) ∼= Hq(Γ(X,G ⊗EX E
p,∗
X ); ∂¯pi) =: H
p,q(X,G∂¯)
ave ∂¯J,p := (−1)p∂¯J , G∂¯ ⊗EX E
p,0
∂¯
J,p
:= (G ⊗EX E
p,0
X , ∂¯pi) et ∂¯pi : G ⊗EX E
p,0
X −→ G ⊗EX E
p,1
X dénie
par la règle de Leibniz .
3 Preuve du théorème 1
3.1 Première étape : expression loale de la ondition d'intégrabilité ∂¯2 = 0.
Nous ommençons par prouver le lemme élémentaire suivant.
Lemme 3.1.1 Soit X une variété omplexe et soit G un faiseau de EX-modules.
(A) Supposons que le faiseau G admet des E-présentations loalement nies et soit
E⊕p1
U
ϕ−→ E⊕p0
U
ψ−→ G
|U
→ 0
une E-présentation au dessus d'un ouvert U . Alors l'existene d'une onnexion ∂¯ de type (0, 1) sur
le faiseau G
|U
telle que ∂¯2 = 0, implique l'existene de matries ωs,0 ∈Mps,ps(E0,1X (U)), s = 0, 1
et ω0,1 ∈Mp1,p0(E0,2X (U)) telles que ∂¯ψ = ψ · ω0,0 et
∂¯
J
ϕ+ ω0,0 · ϕ = ϕ · ω1,0 (1)
∂¯
J
ω0,0 + ω0,0 ∧ ω0,0 = ϕ · ω0,1 (2)
Réiproquement l'existene de matries ωs,0, s = 0, 1 et ω0,1 qui vérient les relations (1) et (2),
implique l'existene d'une onnexion ∂¯ de type (0, 1) sur le faiseau G
|U
telle que ∂¯ψ = ψ · ω0,0
et ∂¯2 = 0.
(B) Supposons que le faiseau G admet des E-résolutions loales de longueur nie et soit
0→ E⊕pm
U
ϕm−→ E⊕pm−1
U
ϕm−1−→ · · · ϕ2−→ E⊕p1
U
ϕ1−→ E⊕p0
U
ψ−→ G
|U
→ 0
une telle E-résolution. Alors l'existene d'une onnexion ∂¯ de type (0, 1) sur le faiseau G
|U
telle
que ∂¯2 = 0, implique l'existene des matries ωs,k ∈ Mps+k,ps(E0,k+1X (U)) pour s = 0, ...,m et
k = −1, ...,m − s telles que si on utilise l'identiation ϕs ≡ ωs,−1 et les onventions formelles
ω0,−1 := 0, ω−1,j := 0 et ωs,k := 0 si s ≥ m + 1 ou k ≥ m − s + 1, on aura les relations
∂¯ψ = ψ · ω0,0 et
∂¯
J
ωs,k +
k+1∑
j=−1
(−1)k−jωs+j,k−j ∧ ωs,j = 0 (3)
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pour tout s = 0, ...,m, et k = −1, ...,m − s, (s, k) 6= (0,−1).
Réiproquement l'existene des matries ωs,k qui vérient la relation (3) implique l'existene
d'une onnexion ∂¯ de type (0, 1) sur le faiseau G
|U
telle que ∂¯ψ = ψ · ω0,0 et ∂¯2 = 0.
Preuve de (A). La E-présentation de G
|U
onsidérée dans l'hypothèse implique l'existene des
E-présentations
(E0,q
U
)⊕p1 −→ (E0,q
U
)⊕p0 −→ G
|U
⊗
E
U
E0,1
U
−→ 0
pour q ≥ 0. On aura alors l'existene d'une matrie ω0,0 ∈Mp0,p0(E0,1X (U)) telle que ∂¯ψ = ψ·ω0,0.
En appliquant la onnexion ∂¯ à l'identité ψ◦ϕ = 0 on obtient ψ(∂¯
J
ϕ+ω0,0 ·ϕ) = 0. L'exatitude
des E-présentations préédentes, implique alors l'existene d'une matrie ω1,0 ∈Mp1,p1(E0,1X (U))
telle que la relation (1) soit satisfaite. On obtient alors le diagramme ommutatif suivant, ayant
des èhes vertiales exates :
0 0 0
G
|U
✻
∂¯ ✲ G
|U
⊗
E
U
E0,1
U
✻
∂¯ ✲ G
|U
⊗
E
U
E0,2
U
✻
E⊕p0
U
ψ
✻
∂¯
J
+ ω0,0✲ (E0,1
U
)⊕p0
ψ ⊗ I(0,1)
✻
∂¯
J
+ ω0,0✲ (E0,2
U
)⊕p0
ψ ⊗ I(0,2)
✻
E⊕p1
U
ϕ1
✻
∂¯
J
+ ω1,0✲ (E0,1
U
)⊕p1
ϕ1 ⊗ I(0,1)
✻
∂¯
J
+ ω1,0✲ (E0,2
U
)⊕p1
ϕ1 ⊗ I(0,2)
✻
L'hypothèse d'intégrabilité ∂¯2 = 0 implique ψ(∂¯
J
ω0,0 + ω0,0 ∧ ω0,0) = 0, d'où l'existene d'une
matrie ω0,1 ∈Mp1,p0(E0,2X (U)) telle que la relation (2) soit satisfaite.
Pour prouver la réiproque dans la partie (A), il sut de onsidérer la onnexion quotient ∂¯
obtenue par la onnexion ∂¯
J
+ ω0,0 ∧ •.
Preuve de (B). Pour (s, k) = (1,−1) et (s, k) = (0, 0) la relation (3) exprime les relations (1) et
(2) prouvées dans la partie (A) de la preuve du lemme. En appliant l'opérateur ∂¯
J
aux identités
ϕt−1 ◦ ϕt = 0 on obtient indutivement, de la même façon utilisée pour obtenir la relation (1),
l'existene d'une matrie ωs,0 ∈Mps,ps(E0,1X (U)), s = 1, ...,m telle que ∂¯Jϕs+ωt−1,0 ·ϕs = ϕs ·ωt,0
. Ces relations onstituent les relations (3) pour (s,−1), s = 1, ...,m. On va montrer maintenant
l'existene des matries ωs,k, k ≥ 1 qui vérient la relation (3) à l'aide du proédé réursif
triangulaire suivant. Pour un ouple (s, k), s = 0, ...,m − 1 et k = 1, ...,m − s on suppose avoir
déjà déni ωσ,κ pour σ + κ ≤ s + k, κ ≤ k + 1, et on applique l'opérateur ∂¯
J
à l'expression
(3s,k−1) pour k ≥ 1. On obtient alors la relation suivante :
k∑
j=−1
(−1)k−j−1∂¯
J
ωs+j,k−j−1 ∧ ωs,j −
k∑
j=−1
ωs+j,k−j−1 ∧ ∂¯
J
ωs,j = 0
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En expliitant les termes ∂¯
J
ω•,• dans la relation préédente (qui bien évidemment, grâe à
l'hypothèse de réurene préédente, vérient (3•,•) pour les indies voulus) on obtient :
k∑
j=−1
(−1)k−j−1ωs+k,−1 ∧ ωs+j,k−j ∧ ωs,j +
+
k∑
j=−1
k−j−1∑
r=−1
(−1)r+1ωs+j+r,k−j−1−r ∧ ωs+j,r ∧ ωs,j +
+
k−1∑
j=−1
j+1∑
r=−1
(−1)j−rωs+j,k−j−1 ∧ ωs+r,j−r ∧ ωs,r − ωs+k,−1 ∧ ∂¯
J
ωs,k = 0
En faisant le hangement d'indie j′ = j + r, r′ = j dans la deuxième somme et en rappelant
que ωs−1,−1 ∧ ωs,−1 = 0 on obtient :
ωs+k,−1 ∧ (∂¯
J
ωs,k +
k∑
j=−1
(−1)k−jωs+j,k−j ∧ ωs,j) = 0
L'hypothèse d'exatitude nous permet de hoisir ωs,k+1 telle que la relation
∂¯
J
ωs,k +
k∑
j=−1
(−1)k−jωs+j,k−j ∧ ωs,j = ωs+k+1,−1 ∧ ωs,k+1
soit satisfaite. Ce type de réurrene peut se visualiser grâe au tableau suivant :
k
m
0 m s
IIème pas
Ier pas
Fig. 1 
L'hypothèse de nitude de la longueur des E-résolutions loales de G permet d'arrêter e proédé
après un nombre ni d'étapes. On a don prouvé la première impliation de la partie (B) du
lemme. Le réiproque dans la partie (B) est évidemment une onséquene banale de la partie
(A) du lemme.
La gure 2 montre les matries ωs,k qui sont représentées par des èhes dans le diagramme
suivant lequel représente le omplexe déterminé par la E-résolution loale (ϕ,ψ) dans le as de
longueur m = 4.
Le diagramme suivant montre les matries qui interviennent dans la relation (3) pour (s, k) =
(1, 2), dans le as de longueur m = 4.
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p0
p1
p2
p3
p4
0 1 2 3 4 5
ω0,1
ω1,1
ω2,1
ω3,1
ω0,2
ω1,3
ω1,2
ω2,2
ω0,3
ω0,4
ω0,0
ω1,0
ω2,0
ω3,0
ω4,0
ω1,−1
ω2,−1
ω3,−1
ω4,−1
Fig. 2 
p0
0 1 2 3 4 5
p1
p2
p3
p4
ω1,0
ω4,−1
ω1,1
ω2,1 ω1,2
ω1,3
ω0,3
ω3,0
∂¯
J
ω1,2
ω1,−1
Fig. 3 
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La liberté homologique qui aratérise le hoix des matries ωs,k est exprimée par une ation
de semi-groupe qui aura une importane onsidérable dans la preuve du théorème 1 et que on
expose dans la deuxième partie de la preuve.
Remarque. A partir de maintenant le leteur doit tenir ompte du fait que ertains des aluls
et formules qui suivront n'existent pas dans le as de longueur m = 0 de la E-résolutions loale,
autrement dit dans le as des faiseaux loalement libres. Cependant les aluls qui survivent ont
enore sens et ils font partie de notre preuve (diérente de la preuve donnée par Grothendiek)
dans e as. On utilisera aussi la onvention qui onsiste à négliger les termes d'une somme ou
d'un produit si l'ensemble des indies sur lesquels on eetue es opérations est vide.
3.2 Deuxième étape : le formalisme du proédé itératif.
Dans ette partie on se propose de présenter un formalisme utile pour la suite. On ommene
ave les dénitions suivantes. On pose par dénition
Γ(U) :=
⊕
s=0,...,m
GL(ps, EX(U))
Dénition 3.1 La lasse [ϕ,ψ] de E-isomorphisme de la E-résolution loale (ϕ,ψ) est l'ensemble
des E-résolutions loales (ϕ˜, ψ˜) de longueur m au dessus de l'ouvert U pour lesquelles il existe
g ∈ Γ(U) tel que le diagramme suivant soit ommutatif.
0 ✲ E⊕pm
U
ϕ˜m✲ · · · ϕ˜2✲ E⊕p1
U
ϕ˜1✲ E⊕p0
U
ψ˜ ✲ G
|U
✲ 0
0 ✲ E⊕pm
U
gm ≀
❄
ϕm✲ · · · ϕ2✲ E⊕p1
U
g1 ≀
❄
ϕ1✲ E⊕p0
U
g0 ≀
❄
ψ ✲ G
|U
I
❄
✲ 0
On a alors que [ϕ,ψ] = {(ϕg, ψg) | g ∈ Γ(U)} où ψg := ψ · g0 et ϕs,g := g−1s−1 · ϕs · gs. Ensuite on
désigne par
Ω(U,ϕg, ψg, ∂¯) ⊂
⊕
s=0,...,m
k=−1,...,m−s
(s,k)6=(0,−1)
Mps+k,ps(E0,k+1X (U))
l'ensemble, non vide par l'hypothèse d'exatitude de la E-résolution loale (ϕ,ψ), onstitué par
les éléments ω = (ωs,k)s,k, ω
s,k ∈ Mps+k,ps(E0,k+1X (U)) tels que ω•,−1 = ϕ•,g, ∂¯ψg = ψg · ω0,0 et
la relation (3) soit satisfaite. Ensuite on dénit la bration
Ω(U, [ϕ,ψ], ∂¯) :=
∐
g∈Γ(U)
Ω(U,ϕg, ψg, ∂¯)
au dessus du groupe Γ(U) et l'ensemble des paramètres au dessous de l'ouvert U
P(U) :=
⊕
s=0,...,m
k=0,...,m−s
Mps+k,ps(E0,kX (U))
onstitué par les éléments η = (ηs,k)s,k, η
s,k ∈Mps+k,ps(E0,kX (U)), tels que Ips+ηs,0 ∈ GL(ps, EX(U)),
s = 0, ...,m. On munit P(U) de la loi de semi-groupe donnée par le produit extérieur des
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paramètres qu'on dénit de la façon suivante ; si η1, η2 ∈ P(U) on désigne par η1 ∧ η2 ∈ P(U)
le paramètre dont les omposantes sont dénies par la formule
(η1 ∧ η2)s,k := ηs,k1 + ηs,k2 +
k∑
j=0
ηs+j,k−j1 ∧ ηs,j2
L'élément neutre de ette loi est le zéro. Considérons maintenant l'appliation
R : P(U) × Ω(U, [ϕ,ψ], ∂¯) −→ Ω(U, [ϕ,ψ], ∂¯)
(η, ω) 7−→ ωη
où les omposantes de ωη sont dénies par réurrene sur k, pour tout les indies s = 0, ...,m,
k = −1, ...,m − s, (s, k) 6= (0,−1) par la formule
ωs,kη =
(
Ips+k + η
s+k,0
)−1
·
(
∂¯Jη
s,k +
k+1∑
j=0
ωs+j,k−j ∧ ηs,j −
k−1∑
j=−1
(−1)k−jηs+j,k−j ∧ ωs,jη + ωs,k
)
(4)
Dans l'expression préédente on utilise les dénitions formelles ηs,m−s+1 := 0, η−1,j := 0 et
ηs,−1 := 0. On appelle R appliation de realibration et on dit que ωη est la realibration de ω
ave paramètre de realibration η. Dans la suite on utilisera aussi les notations gs ≡ gs(η) :=
Ips + η
s,0
, ψη ≡ ψg(η). Ave la première notation on a évidement ω•,−1η = ω•,−1g(η) . Le diagramme
suivant montre les matries qui interviennent dans la dénition de ω1,2η dans le as où la longueur
de la résolution est égale à 4.
0 1 2 3 4
p0
p2
p3
p4
ω
1,1
η
ω2,1
η1,3
η2,1
ω
1,0
η
η1,2 η0,3
ω4,−1
η1,1
p1
g−13
.
ω3,0
η1,0
ω
1,−1
η
ω1,2, ∂¯
J
η1,2,
Fig. 4 
Le leteur peut alors essayer d'avoir une pereption visuelle de la formule de realibration (4). On
remarque aussi que si ω ∈ Ω(U,ϕ, ψ, ∂¯) alors pour tout η ∈ P(U), la realibration R(η, ω) ≡ ωη
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de ω détermine le diagramme ommutatif suivant :
0 0 0
G
|U
✻
∂¯ ✲ G
|U
⊗E
V
E0,1
U
✻
∂¯ ✲ G
|U
⊗E
U
E0,2
U
✻
E⊕p0
U
ψη
✻
∂¯
J
+ ω0,0η ✲ (E0,1
U
)⊕p0
ψη ⊗ I(0,1)
✻
∂¯
J
+ ω0,0η ✲ (E0,2
U
)⊕p0
ψη ⊗ I(0,2)
✻
E⊕p1
U
ω1,−1η
✻
∂¯
J
+ ω1,0η ✲ (E0,1
U
)⊕p1
ω1,−1η ⊗ I(0,1)
✻
∂¯
J
+ ω1,0η ✲ (E0,2
U
)⊕p1
ω1,−1η ⊗ I(0,2)
✻
.
.
.
✻
.
.
.
✻
.
.
.
✻
Si on désigne par P0(U) ⊂ P(U) le sous-ensemble des paramètres tels que η•,0 = 0 on a que la
restrition de la realibration R0 : P0(U)×Ω(U, [ϕ,ψ], ∂¯) −→ Ω(U, [ϕ,ψ], ∂¯) est une appliation
brée qui mesure la liberté homologique qui aratérise le hoix des matries ω•,• relativement
aux E-résolutions loales (ϕg, ψg), g ∈ Γ(U). Ave les notations introduites préédemment on a
la proposition suivante.
Proposition 3.2 L'appliation de realibration R est bien dénie et onstitue une ation de
semi-groupe transitive sur l'ensemble Ω(U, [ϕ,ψ], ∂¯)
Preuve. Nous ommençons par prouver que l'appliation R est bien dénie. On prouve d'abord
les relations ∂¯ψη = ψη · ω0,0η . En eet on a :
∂¯ψη = ∂¯ψ · g0 + ψ · ∂¯η0,0 = ψ · (∂¯η0,0 + ω0,0 ∧ η0,0 + ω0,0) =
= ψ · (∂¯η0,0 + ω0,0 ∧ η0,0 + ω1,−1 ∧ η0,1 + ω0,0) = ψη · ω0,0η
On prouve maintenant que les matries ω•,•η vérient la relation (3) pour l'indie k = −1,
autrement dit on veut montrer la relation :
∂¯
J
ωs,−1η + ω
s−1,0
η · ωs,−1η = ωs,−1η · ωs,0η
On ommene par développer le terme ∂¯ωs,−1η , en utilisant la relation (3) pour l'indie k = −1,
relativement aux matries ω•,•. On obtient alors les égalités suivantes :
∂¯
J
ωs,−1η = −g−1s−1 · ∂¯J gs−1 · g−1s−1 · ωs,−1 · gs +
+g−1s−1 · ∂¯Jωs,−1 · gs + g−1s−1 · ωs,−1 · ∂¯J gs =
= −g−1s−1(∂¯Jηs−1,0 + ωs−1,0 ∧ ηs−1,0 + ωs−1,0) · ωs,−1η +
+ωs,−1η · g−1s (∂¯J ηs,0 + ωs,0 ∧ ηs,0 + ωs,0)
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En rappelant que ωs−1,−1 · ωs,−1 = 0 et en rajoutant et en soustrayant le terme −g−1s−1 · ωs,−1 ·
ηs−1,1 · ωs,−1η à la dernière expression de ∂¯ωs,−1η , on obtient :
∂¯
J
ωs,−1η = −ωs−1,0η · ωs,−1η +
+ωs,−1η · g−1s (∂¯J ηs,0 + ωs,0 ∧ ηs,0 + ηs−1,1 ∧ ωs,−1η + ωs,0) =
= −ωs−1,0η · ωs,−1η + ωs,−1η · ωs,0η
On va montrer maintenant la validité de la formule (3) pour tous les indies, relativement aux
matries ω•,•η , ave un proédé réursif analogue à elui qui nous a permis de dénir les matries
ω•,•. Voii les détails de la réurrene. Pour un ouple (s, k), s = 0, ...,m, k = 0, ...,m − s on
suppose avoir déjà montré la relation
∂¯
J
ωσ,κη +
κ+1∑
j=−1
(−1)κ−jωσ+j,κ−jη ∧ωσ,jη = 0 (3σ,κη )
pour σ = s, κ = −1, ..., k − 1. En développant le terme en ∂¯
J
de l'expression suivante on a
l'égalité :
∂¯
J
ωs,kη +
k∑
j=−1
(−1)k−jωs+j,k−jη ∧ ωs,jη =
= g−1s+k
(
− ∂¯Jηs+k,0 ∧ ωs,kη +
k+1∑
j=0
∂¯Jω
s+j,k−j ∧ ηs,j −
k+1∑
j=0
(−1)k−jωs+j,k−j ∧ ∂¯Jηs,j −
−
k−1∑
j=−1
(−1)k−j ∂¯
J
ηs+j,k−j ∧ ωs,jη −
k−1∑
j=−1
ηs+j,k−j ∧ ∂¯
J
ωs,jη + ∂¯Jω
s,k
)
+
+
k∑
j=−1
(−1)k−jωs+j,k−jη ∧ ωs,jη = (A1)
En développant les termes ∂¯
J
ωs+j,k−j et ∂¯
J
ωs,jη à l'aide respetivement des expressions (3) et
(3s,jη ) on obtient :
(A1) = g
−1
s+kω
s+k+1,−1
(
∂¯Jη
s,k+1 +
k+1∑
j=0
ωs+j,k+1−j ∧ ηs,j
)
+
+g−1s+k
( k+1∑
j=0
k−j∑
r=−1
(−1)k−j−r+1ωs+j+r,k−j−r ∧ ωs+j,r ∧ ηs,j −
k∑
j=0
(−1)k−jωs+j,k−j ∧ ∂¯
J
ηs,j −
−
k∑
j=−1
(−1)k−j ∂¯J ηs+j,k−j ∧ ωs,jη +
k−1∑
j=−1
j+1∑
r=−1
(−1)j−rηs+j,k−j ∧ ωs+r,j−rη ∧ ωs,rη + ∂¯Jωs,k
)
+
+
k∑
j=−1
(−1)k−jωs+j,k−jη ∧ ωs,jη = (A2)
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En faisant le hangement d'indie j′ = j + r, r′ = j dans la première somme double et en
développant les premiers fateurs ωs+j,k−jη de la dernière somme on a :
(A2) = g
−1
s+kω
s+k+1,−1
(
∂¯
J
ηs,k+1 +
k+1∑
j=0
ωs+j,k+1−j ∧ ηs,j
)
+ g−1s+k∂¯Jω
s,k
+
k∑
j=−1
(−1)k−j+1g−1s+kωs+j,k−j ∧
(
∂¯
J
ηs,j +
j+1∑
r=0
ωs+r,j−r ∧ ηs,r
)
+
+
k∑
j=−1
(−1)k−jg−1s+k
( k−j+1∑
r=0
ωs+j+r,k−j−r ∧ ηs+j,r + ωs+j,k−j
)
∧ ωs,jη = (A3)
En rappelant que gs+j,0 := Is+k + η
s+j,0
, en déomposant les termes extrêmes de la somme∑k−j+1
r=0 et en déomposant les fateurs ω
s,j
η qui apparaissent dans les produits ωs+j,k−j ∧ ωs,jη
on obtient les égalités suivantes :
(A3) = g
−1
s+kω
s+k+1,−1
(
∂¯
J
ηs,k+1 +
k+1∑
j=0
ωs+j,k+1−j ∧ ηs,j −
k∑
j=−1
(−1)k+1−jηs+j,k+1−j ∧ ωs,jη
)
+
+g−1s+k∂¯Jω
s,k +
k∑
j=−1
(−1)k−jg−1s+kωs+j,k−j ∧
( j−1∑
r=−1
(−1)j−r+1ηs+r,j−r ∧ ωs,rη + ωs,j
)
+
k∑
j=−1
k−j∑
r=1
(−1)k−jg−1s+kωs+j+r,k−j−r ∧ ηs+j,r ∧ ωs,jη = (A4)
En faisant le hangement d'indie j′ = j + r, r′ = j dans la dernière somme double on a
nalement :
(A4) = g
−1
s+kω
s+k+1,−1
(
∂¯J η
s,k+1 +
k+1∑
j=0
ωs+j,k+1−j ∧ ηs,j −
k∑
j=−1
(−1)k+1−jηs+j,k+1−j ∧ ωs,jη
)
+
+g−1s+k
(
∂¯
J
ωs,k +
k∑
j=−1
(−1)k−jωs+j,k−j ∧ ωs,j
)
= ωs+k+1,−1η ∧ ωs,k+1η
e qui justie la formule (3s,kη ). On a alors qu'à la n de ette réurrene toutes les matries
ωs,kη vérient la relation (3η). Montrons maintenant que l'appliation R est une ation de semi-
groupe . On se propose don de montrer la formule R(η2, ωη1) =: ωη1,η2 = ωη1∧η2 qui en termes de
omposantes s'exprime sous la forme ωs,kη1,η2 = ω
s,k
η1∧η2 pour tout k ≥ −1. On montre la formule
préédente par réurrene sur k. On remarque que la formule est évidente pour k = −1. En
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expliitant l'expression de ωs,kη1,η2 et en utilisant l'hypothèse de réurene on a :
ωs,kη1,η2 = g
−1
s+k,2
(
∂¯Jη
s,k
2 +
k+1∑
j=1
ωs+j,k−jη1 ∧ ηs,j2 −
k−1∑
j=−1
(−1)k−jηs+j,k−j2 ∧ ωs,jη1∧η2 + ωs,kη1 · gs,2
)
=
= (gs+k,1 · gs+k,2)−1
[
gs+k,1 · ∂¯Jηs,k2 +
k+1∑
j=1
∂¯
J
ηs+j,k−j1 ∧ ηs,j2 +
+
k+1∑
j=1
k−j+1∑
r=1
ωs+j+r,k−j−r ∧ ηs+j,r1 ∧ ηs,j2 +
k+1∑
j=1
ωs+j,k−j ∧ gs+j,1 · ηs,j2 −︸ ︷︷ ︸
(1)
−
k+1∑
j=1
k−j−1∑
r=−1
(−1)k−j−rηs+j+r,k−j−r1 ∧ ωs+j,rη1 ∧ ηs,j2︸ ︷︷ ︸
(2)
−
k−1∑
j=−1
(−1)k−jgs+k,1 · ηs+j,k−j2 ∧ ωs,jη1∧η2 +
+
(
∂¯
J
ηs,k1 +
k+1∑
j=1
ωs+j,k−j ∧ ηs,j1︸ ︷︷ ︸
(1)
−
k−1∑
j=−1
(−1)k−jηs+j,k−j1 ∧ ωs,jη1︸ ︷︷ ︸
(2)
+ωs,k · gs,1
)
gs,2
]
= (B1)
En rappelant l'expression du terme ∂¯
J
(η1 ∧ η2)s,k, en faisant le hangement d'indie j′ = j + r,
r′ = j dans la première et deuxième somme double et en regroupant opportunément les termes
on obtient :
(B1) = (gs+k,1 · gs+k,2)−1
[
∂¯
J
(η1 ∧ η2)s,k +
k+1∑
j=0
ωs+j,k−j ∧ (η1 ∧ η2)s,j
︸ ︷︷ ︸
(1)
+ωs,k −
−
k−1∑
j=−1
(−1)k−jηs+j,k−j1 ∧
(
∂¯
J
ηs,j2 +
j+1∑
r=0
ωs+r,j−rη1 ∧ ηs,r2 + ωs,jη1︸ ︷︷ ︸
(2)
)
−
−
k−1∑
j=−1
(−1)k−jgs+k,1 · ηs+j,k−j2 ∧ ωs,jη1∧η2
]
= (B2)
En utilisant l'hypothèse de réurrene et la dénition des matries ωs,jη1,η2 , on peut érire le terme
entre parenthèses rondes sous la forme suivante :
∂¯
J
ηs,j2 +
j+1∑
r=0
ωs+r,j−rη1 ∧ ηs,r2 + ωs,jη1 =
j∑
r=−1
(−1)j−rηs+r,j−r2 ∧ ωs,rη1∧η2 + ωs,jη1∧η2
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On aura alors
(B2) = (gs+k,1 · gs+k,2)−1
[
∂¯
J
(η1 ∧ η2)s,k +
k+1∑
j=0
ωs+j,k−j ∧ (η1 ∧ η2)s,j + ωs,k −
−
k−1∑
j=−1
j∑
r=−1
(−1)k−rηs+j,k−j1 ∧ ηs+r,j−r2 ∧ ωs,rη1∧η2 −
−
k−1∑
j=−1
(−1)k−j
(
ηs+j,k−j1 + η
s+j,k−j
2
)
∧ ωs,jη1∧η2 −
k−1∑
j=−1
(−1)k−jηs+k,0 ∧ ηs+j,k−j2 ∧ ωs,jη1∧η2
]
En faisant le hangement d'indie j′ = r, r′ = j − r dans la somme double et en regroupant
e terme ave les deux dernières sommes, on obtient le terme herhé ωs,kη1∧η2 . La transitivité de
l'ation R est omplètement laire par les aluls qui ont permis de prouver que l'ation même
est bien dénie 
On va onsidérer maintenant quelques formules utiles pour le proédé itératif de la onvergene
rapide qui sera exposé en détail dans la sub-setion (3.4). On explique formellement les étapes
du proédé itératif. On désigne par ω0 := ω ∈ Ω(U,ϕ, ψ, ∂¯) le hoix initial de ω. Au k-ème pas
du proédé itératif on suppose avoir obtenu l'élément ωk ∈ Ω(U, [ϕ,ψ], ∂¯) et avoir déterminé le
paramètre ηk+1 ∈ P(U) en fontion de ωk. On dénit alors l'élément ωk+1 := R(ηk+1, ωk) ≡
ωk, ηk+1 . Si on pose par dénition
η(k) :=
−→∧
1≤j≤k
ηj
on aura la formule ωk = ωη(k), grâe au fait que la realibration R est une ation de semi-
groupe. Si on pose par dénition g(k) := g(η(k)) ∈ Γ(U) on aura que les omposantes de g(k)
sont dénies par la formule
gs(k) :=
−→∏
0≤j≤k
gs,j
pour s = 0, ...,m, où gj := g(ηj). On érit maintenant, à l'aide de ette dernière dénition, les
omposantes η(k)s,t, t ≥ 1 du paramètre η(k) déni préédemment, sous une forme utile pour la
onvergene vers une solution d'un problème diérentiel qu'on exposera dans la troisième partie.
Lemme 3.2.1 . Pour tout entier k ≥ 1 on peut érire les omposantes η(k)s,t, t ≥ 1 du
paramètre η(k) sous la forme
η(k)s,t =
( ∑
τ∈∆t
∑
J∈Jk(ρ(τ))
−→∧
1≤r≤ρ(τ)
gs+σ′(τ,r)(jr − 1) · ηs+σ(τ,r), τρ(τ)+1−rjr · gs+σ(τ,r)(jr)−1
)
· gs(k) (5)
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où
∆t :=

τ ∈ Nt | τj 6= 0⇒ τj−1 6= 0 ,
t∑
j=1
τj = t


ρ(τ) := max{j | τj 6= 0}
Jk(ρ(τ)) := {J ∈ {1, ..., k}ρ(τ) | j1 < ... < jρ(τ)}
σ′(τ, r) :=
ρ(τ)+1−r∑
j=1
τj et σ(τ, r) :=
ρ(τ)−r∑
j=1
τj
Remarquons que Jk(ρ(τ)) = ∅ si k < ρ(τ).
Preuve. On remarque que l'expression (5) est évidente dans le as k = 1, 2. Il est immédiat de
vérier à l'aide d'une réurrene élémentaire la validité de l'expression (5) pour t = 1 et k ≥ 1
entier quelonque. Dans e as la formule (5) s'érit sous la forme
η(k)s,1 =
( k∑
j=1
gs+1(j − 1) · ηs,1j · gs(j)−1
)
· gs(k)
On montre maintenant la validité de l'expression (5) en général à l'aide du proédé réursif
suivant. On suppose vraie la formule (5) pour les omposantes η(k)•,j , j = 1, ..., t+ 1 , k ≥ 1 et
on prouve la formule pour la omposante η(k + 1)•,t+1 En eet on a
η(k + 1)s,t+1 := (η(k) ∧ ηk+1)s,t+1 :=
= η(k)s,t+1 · gs,k+1 + gs+t+1(k) · ηs,t+1k+1 +
t∑
j=1
η(k)s+j,t+1−j ∧ ηs,jk+1 =
=
( ∑
τ∈∆t+1
∑
J∈Jk(ρ(τ))
...
)
· gs(k + 1) + gs+t+1(k) · ηs,t+1k+1 +
t∑
j=1
∑
τ∈∆t+1−j
∑
J∈Jk(ρ(τ))
−→∧
1≤r≤ρ(τ)
(...) ∧ gs+j(k) · ηs,jk+1 =
=
( k+1∑
j=1
gs+t+1(j − 1) · ηs,t+1j · gs(j)−1
)
· gs(k + 1) +
+
( ∑
τ∈∆t+1
ρ(τ)≥2
∑
J∈Jk(ρ(τ))
...
)
· gs(k + 1) +
( ∑
τ∈∆t+1
ρ(τ)≥2
∑
J∈Jk+1(ρ(τ))
jρ(τ)=k+1
...
)
· gs(k + 1) =
( k+1∑
j=1
gs+t+1(j − 1) · ηs,t+1j · gs(j)−1
)
· gs(k + 1) +
( ∑
τ∈∆t+1
ρ(τ)≥2
∑
J∈Jk+1(ρ(τ))
...
)
· gs(k + 1)
e qui prouve la formule (5) pour la omposante η(k + 1)s,t+1. 
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3.3 Troisième étape : formulation du problème diérentiel.
La partie prinipale de la preuve onsiste à prouver l'existene, pour tout x ∈ U , d'un
voisinage ouvert V ⊂ U de x et g ∈ Γ(V ) solution du système diérentiel
(Σ)


∂¯(ψ · g0) = 0
∂¯
J
(g−1s−1 · ϕs · gs) = 0
s = 1, ...,m
Bien évidement résoudre e système diérentiel équivaut à trouver une autre E-résolution de G
|V
dans la lasse [ϕ,ψ], à partir de la E-résolution donnée (ϕ,ψ), de telle sorte qu'elle admet des
matries de onnexion ωs,0 nulles. Maintenant on va prouver les deux résultats suivants.
Lemme 3.3.1 Pour tout hoix de ω ∈ Ω(U,ϕ, ψ, ∂¯), l'existene d'une solution g ∈ Γ(U) du
système diérentiel (Σ) est équivalente à l'existene d'une solution η ∈ P(U), g = g(η), du
système diérentiel quasi-lineaire
(S)


∂¯Jη
s,k +
k+1∑
j=0
ωs+j,k−j ∧ ηs,j + (−1)kηs−1,k+1 ∧ ωs,−1η + ωs,k = 0
k = 0, ...,m
s = 0, ...,m − k
La proposition suivante permet de traduire notre problème en termes purement diérentiels.
Proposition 3.3 Supposons données des matries ωs,k ∈Mps+k,ps(E0,k+1X (U)), s = 0, ...,m, k =
−1, ...,m − s, (s, k) 6= (0,−1) telles que ωs−1,−1 · ωs,−1 = 0, s = 2, ...,m et ∂¯
J
ωs,−1 + ωs−1,0 ·
ωs,−1 = ωs,−1 · ωs,0, s = 1, ...,m. Alors, pour k ≥ 0, les relations (3s,k)
∂¯Jω
s,k +
k+1∑
j=−1
(−1)k−jωs+j,k−j ∧ ωs,j = 0
onstituent les onditions d'intégrabilité du système diérentiel (S).
On remarque que si ϕ1 = 0 alors l'hypothèse d'intégrabilité ∂¯
2 = 0 s'exprime loalement par la
relation ∂¯
J
ω0,0+ω0,0∧ω0,0 = 0. Un résultat du à A.Grothendiek (voir [Ko-Mal℄ que nous rede-
montrerons d'une façon diérente), assure alors l'existene, pour haque x ∈ U d' un voisinage
ouvert V de x et de h0 ∈ GL(p0, E(V )) telle que h−10 ∂¯Jh0 = ω0,0. Bien évidement ette équation
est équivalente à l'unique équation qui onstitue le système (S) dans le as m = 0, à ondition
d'identier h0 ≡ g0(η)−1. On obtient alors le diagramme ommutatif suivant :
0 ✲ (Ker ∂¯)
|V
✲ G
|V
∂¯✲ G
|V
⊗
E
V
E0,1
V
0 ✲ O⊕p0
V
ψg ≀
✻
✲ E⊕p0
V
ψg ≀
✻
∂¯
J✲ (E0,1
V
)⊕p0
≀ ψg ⊗ I(0,1)
✻
lequel permet de onlure dans e as. Venons-en maintenant à la preuve du lemme 3.3.1.
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Preuve du lemme 3.3.1. Soit g ∈ Γ(U) une solution du système (Σ). On érit les omposantes
de g sous la forme gs = Ips + η
s,0
. Ave es notations le système (Σ) s'érit sous la forme
(Σ1)


∂¯ψη = 0
∂¯
J
ωs,−1η = 0
s = 1, ...,m
On rappel que les aluls utilisés pour montrer que l'appliation de realibration R est bien
dénie, nous donnent les égalités

∂¯ψη = ψ · (∂¯J η0,0 + ω0,0 ∧ η0,0 + ω0,0)
∂¯
J
ωs,−1η = −ωs−1,0η · ωs,−1η + ωs,−1η · g−1s (∂¯Jηs,0 + ωs,0 ∧ ηs,0 + ηs−1,0 ∧ ωs,−1η + ωs,0)
s = 1, ...,m
L'hypothèse d'exatitude de la E-résolution loale implique alors l'existene d'une matrie η0,1 ∈
Mp1,p0(E0,1X (U)) telle que
ω0,0η = ∂¯Jη
0,0 +
1∑
j=0
ωj,−j ∧ η0,j + ω0,0 = 0
(remarquons que la dépendane eetive des matries ω•,0η du paramètre η est limitée aux
omposantes η•,k, k = 0, 1). On a don que l'équation du système (S), relative aux indies
(s, k) = (0, 0) est satisfaite. On obtient alors à l'aide d'une réurrene roissante sur les in-
dies s = 1, ...,m relatifs aux expressions préédentes des matries ∂¯
J
ωs,−1η et de l'exatitude de
la E-résolution loale, l'existene de matries ηs,1 ∈ Mps+1,ps(E0,1X (U)), s = 0, ...,m telles que
ωs,0η = 0 pour les indies en question. Ces équations ne représentent rien d'autre que le système
diérentiel quasi-lineaire
(S1)


∂¯
J
ηs,0 +
1∑
j=0
ωs+j,−j ∧ ηs,j + ηs−1,1 ∧ ωs,−1η + ωs,k = 0
k = 0, ...,m
qui est évidement équivalent au système (Σ). On rappelle aussi que les aluls relatifs à la bonne
dénition de l'appliation de realibration R, nous donnent les égalités
∂¯
J
ωs,kη +
k∑
j=−1
(−1)k−jωs+j,k−jη ∧ ωs,jη =
= g−1s+kω
s+k+1,−1
(
∂¯
J
ηs,k+1 +
k+1∑
j=0
ωs+j,k+1−j ∧ ηs,j −
k∑
j=−1
(−1)k+1−jηs+j,k+1−j ∧ ωs,jη + ωs,k+1
)
On obtient alors à l'aide d'une réurrene triangulaire, analogue à elle qui nous a permis de
hoisir les matries ω•,• dans la première étape de la preuve, l'existene des matries ηs,k telles
que ωs,kη = 0 pour s = 0, ...,m, k = 0, ....,m. Le système formé par es équations est bien
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évidement équivalent au système (S), e qui prouve le lemme. 
Venons maintenant à la proposition 3.3. On ommene par prouver la néessité des onditions
d'intégrabilité pour le système (S). La susane de es onditions sera prouvée dans l'étape
suivante de la preuve du théorème 1.
Preuve de la ne´cessite´ des conditions d′inte´grabilite´ pour le syste`me (S). On ommene par
prouver la validité des relations (3•,k), k ≥ 0 à l'aide d'une réurrene roissante sur k = 0, ..,m.
On rappelle que, le fait que par hypothèse on dispose des relations ωs−1,−1·ωs,−1 = 0, s = 2, ...,m
et (3•,−1), ombiné ave le fait que les équations du système (S), relatives aux indies (s, 0) ne
raprésentent rien d'autre que les équations ωs,0η = 0, implique la validité des équations ∂¯Jω
s,−1
η =
0. On suppose par hypothèse de réurene la validité des relations (3•,j) pour j = −1, ..., k − 1.
En utilisant la validité des équations du système (S) et en appliquant l'opérateur ∂¯
J
à l'équation
relative aux indies (s, k) on obtient les égalités suivantes.
0 = ∂¯Jω
s,k · gs − (−1)kωs,k ∧ ∂¯J ηs,0 +
k+1∑
j=1
∂¯Jω
s+j,k−j ∧ ηs,j −
−
k+1∑
j=1
(−1)k−jωs+j,k−j ∧ ∂¯
J
ηs,j + (−1)k∂¯
J
ηs−1,k+1 ∧ ωs,−1η =
= ∂¯
J
ωs,k · gs −
k+1∑
j=1
k−j+1∑
r=−1
(−1)k−j−rωs+j+r,k−j−r ∧ ωs+j,r ∧ ηs,j −
−
k+1∑
j=1
(−1)k−jωs+j,k−j ∧ ∂¯
J
ηs,j + (−1)k∂¯
J
ηs−1,k+1 ∧ ωs,−1η
En faisant le hangement d'indie j′ = j + r, r′ = j dans la somme double on obtient
0 = ∂¯Jω
s,k · gs −
k+1∑
j=0
(−1)k−jωs+j,k−j ∧
(
∂¯Jη
s,j +
j+1∑
r=1
ωs+r,j−r ∧ ηs,r
)
+
+(−1)k∂¯
J
ηs−1,k+1 ∧ ωs,−1η =
(
∂¯
J
ωs,k +
k+1∑
j=0
(−1)k−jωs+j,k−j ∧ ωs,j
)
· gs +
+(−1)k
(
∂¯
J
ηs−1,k+1 +
k+1∑
j=0
ωs+j,k−j ∧ ηs−1,j+1
)
∧ ωs,−1η =
=
(
∂¯
J
ωs,k +
k+1∑
j=−1
(−1)k−jωs+j,k−j ∧ ωs,j
)
· gs
L'inversibilité de gs permet alors de onlure la preuve de la néessité des onditions d'intégra-
bilité (3•,k), k ≥ 0 pour le système (S). 
La proposition (3.3) nous suggère de onsidérer les dénitions suivantes. On dénit l'ensemble
Ω(U, p) ⊂
⊕
s=0,...,m
k=−1,...,m−s
(s,k)6=(0,−1)
Mps+k,ps(E0,k+1X (U))
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p = (p1, ..., pm), onstitué des éléments ω = (ω
s,t)s,t tels que ω
s−1,−1 · ωs,−1 = 0 et la relation
(3) soit satisfaite. Si on dispose de matries ωs,−10 ∈ Mps−1,ps(EX(U)), s = 1, ...,m qui vérient
la relation érite préédemment on peut dénir l'ensemble
Ω(U,ω•,−10 ) := {ω ∈ Ω(U, p) | ∃g ∈ Γ(U) : ω•,−1 = ω•,−10, g }
Les aluls relatifs à la proposition (3.2) permettent d'étendre la realibration R à l'appliation
R : P(U)× Ω(U,ω•,−10 ) −→ Ω(U,ω•,−10 )
laquelle est enore une ation de semi-groupe. A partir de maintenant on va onsidérér plus
généralement la realibration en termes de l'appliation dénie préédemment. Venons-en main-
tenant à un préliminaire tehnique avant d'exposer la preuve de l'existene des solutions pour
le système diérentiel (S).
Choix des normes et opérateur de Leray-Koppelman.
A partir de maintenant on va supposer que U = B1(0) est la boule ouverte de C
n
de entre
l'origine et de rayon unité. Si A ∈Mk,l(C) on dénit la norme ‖A‖ := supv∈Cl−{0} ‖Av‖/‖v‖ et
si u =
∑′
|I|=q uI dz¯I est une (0, q)-forme à oeients des (k, l)-matries à oeients dérivables
jusque à l'ordre h ≥ 0, on dénit une norme de Hölder invariante par hangement d'éhelle
‖u‖r, h, µ, q :=
∑
|I|=q
|α|≤h
S|α| r
|α|+q ‖∂αuI‖r,µ
où
‖f‖r, µ := sup
z∈Br
‖f(z)‖ + sup
z,ζ∈Br
z 6=ζ
rµ
‖f(z)− f(ζ)‖
‖z − ζ‖µ
ave µ ∈ (0, 1) une onstante xé une fois pour toutes dans notre problème et (Sk)k≥0 ⊂
(0,∞), S0 := 1 est une suite de réels qu'on onstruira ensuite et qui vérie l'inégalité
Sk ≤
[
max
|α+β|=k
(
α+ β
α
)]−1
Sj Sk−j
pour tout k ≥ 1 et j = 1, ..., k− 1 On remarque que si le dégrée q ≥ 1 on a que la norme ‖u‖r,h,q
tend vers zéro lorsque le rayon r tend vers zéro. On désignera par Ch,µ0,q (B¯r,Mk,l(C)) l'espae
de Banah de (0, q)-formes sur la boule fermé B¯r, à oeients des (k, l)-matries à oeients
dérivables jusque à l'ordre h ≥ 0, telles que la norme ‖ · ‖r,h,q soit nie (on ne notera pas les
dimensions des matries). On remarque que si u ∈ Ch,µ0,q (B¯r,Mk,l(C)) et v ∈ Ch,µ0,p (B¯r,Ml,t(C))
alors on a l'inégalité ‖u∧ v‖r,h,p+q ≤ ‖u‖r,h,q · ‖v‖r,h,p. On rappelle très rapidement la dénition
de l'opérateur de Leray-Koppelman (voir les ouvrages lassiques de Henkin-Leiterer [He-Le℄, de
Range [Ra℄ et l'artile de Harvey-Polkin [Ha-Po℄). L'opérateur de Leray-Koppelman de la boule
unité
Tq : Ch,µ0,q+1(B¯1,Mk,l(C)) −→ Ch,µ0,q (B1,Mk,l(C))
pour q ≥ 0 est déni par une formule du type
Tq u(z) :=
∫
ζ∈B1
u(ζ) ∧Kq(ζ, z) +
∫
ζ∈∂B1
u(ζ) ∧ kq(ζ, z)
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où le premier opérateur intégral s'exprime en termes des oeients uI de la forme u, par des
termes du type ∫
ζ∈B1
uI(ζ) ·K(ζ, z) dλ(ζ) ave K(ζ, z) = ζ¯l − z¯l|ζ − z|2n
et le deuxième par des termes du type∫
ζ∈∂B1
uI(ζ) · k(ζ, z) dσ(ζ) ave k(ζ, z) = (ζ¯j − z¯j) · ζ¯k|ζ − z|2l+2 · [ζ¯ · (ζ¯ − z¯)]n−1−l
l = 0, ..., n−2. L'opérateur de Leray-Koppelman Tr,q : Ch,µ0,q+1(B¯r,Mk,l(C)) −→ Ch,µ0,q (Br,Mk,l(C)),
q ≥ 0 de la boule de rayon r et de entre l'origine est déni par la formule T r,q := (λ−1r )∗ ◦Tq ◦λ∗r
ave λr : B1 → Br l'homothétie de rapport r. Les propriétés de l'opérateur de Leray-Koppelman
qui nous intéressent sont les suivantes :
1) Pour toute forme diérentielle u ∈ Ch,µ0,q+1(B¯r,Mk,l(C)) on a la formule d'homotopie :
u = ∂¯
J
Tr,q u+ Tr,q+1 ∂¯Ju (6)
valable sur la boule Br.
2) Il existe une suite de poids S = (Sk)k≥0 de la norme de Hölder introduite préédemment telle
que pour toute forme diérentielle u ∈ Ch,µ0,q+1(B¯r,Mk,l(C)) on a l'estimation intérieure :
‖Tr,q u‖r(1−σ), h+1, µ, q ≤ C · σ−s(h) · ‖u‖r, h, µ, q+1 (7)
ave σ ∈ (0, 1), s(h) = 2n+k+2 et C = C(n, µ) > 0 une onstante inde´pendente de la régularité
h. La preuve de la formule d'homotopie est exposé dans les ouvrages lassiques mentionnés
préédemment. Une estimation analogue à la (7) à déjà été montrée par S.Webster (voir [We-1℄).
Nous utiliserons essentiellement les mêmes arguments de Webster pour montrer elle i. La
diérene ave l'estimation obtenue par Webster onsiste dans le fait que la onstante C > 0
est indépendante de la régularité h. A partir de maintenant on désignera par C une onstante
stritement positive indépendante de la régularité des formes. Pour prouver l'estimation (7) il
sut de se restreindre au as r = 1, la norme étant hoisie invariante pour hangement d'éhelle.
On onsidère à e propos une fontion ρ ∈ C∞(R, [0, 1]) telle que ρ(x) = 1 pour x ≤ 0 et ρ(x) = 0
pour x ≥ 1. On dénit alors la fontion de utt-o χσ, ave σ ∈ (0, 1), par la loi
χσ(z) :=
{
1 si |z| ≤ 1− σ/2
ρ(2σ−1(|z| − 1 + σ/2)) si 1− σ/2 ≤ |z|
On aura alors, omme onséquene de l'invariane par translation de K(ζ, z), les égalités suiv-
antes :
Jα1 (z) := ∂
α
z
∫
ζ∈B1
uI(ζ) ·K(ζ, z) dλ(ζ) =
= ∂1αz
∫
ζ∈B1
∂α−1αζ (χσ · uI)(ζ) ·K(ζ, z) dλ(ζ) +
∫
ζ∈B1−B1−σ/2
((1− χσ) · uI)(ζ) · ∂αzK(ζ, z) dλ(ζ)
pour |z| ≤ 1 − σ et pour tout multi-indie |α| = k + 1, k ≥ 0. Ii on désigne par 1α un multi-
indie tel que |1α| = 1 et 1α ≤ α. La théorie lassique du potentiel (voir par exemple [Gi-Tru℄)
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nous fournit alors les estimations∥∥∥∥∥∥∥∂
1α
z
∫
ζ∈B1
∂α−1αζ (χσ · uI)(ζ) ·K(ζ, z) dλ(ζ)
∥∥∥∥∥∥∥
1−σ, µ
≤ C(n, µ) · σ−2n−1 · ‖∂α−1α(χσ · uI)‖1, µ
et |∂αz K(ζ, z)| ≤ C(n, µ) · |ζ − z|1−2n−|α| . On aura alors l'estimation suivante :
‖Jα1 ‖1−σ, µ ≤ C(n, µ) · σ−2n−1 · ‖∂α−1α(χσ · uI)‖1, µ + C(n, |α|) · (σ/2)1−2n−|α| · ‖uI‖1, 0
et don
‖J1‖1−σ, h+1, µ ≤
∑
|α|≤h+1
S|α|‖Jα1 ‖1−σ, µ ≤
≤ ‖J1‖1−σ, µ + C(n, µ) · σ−2n−1 ·
∑
|α|≤h
∑
β≤α
S|α|
(
α
β
)
σ−|β|‖∂βρ‖1, µ · ‖∂α−βuI‖1, µ +
+σ−2n−h · ‖uI‖1, 0 ·
∑
|α|≤h+1
S|α| · C(n, |α|) · 2|α|+2n−1
Pour un hoix onvenable de la suite S := (Sk)k≥0, qu'on présentera ensuite, on peut se ramener
à supposer que ‖ρ‖1, S, µ :=
∑
α≥0 S|α|‖∂αρ‖1, µ < +∞ et
∑
α≥0 S|α| ·C(n, |α|) · 2|α|+2n−1 < +∞.
On aura alors l'estimation
‖Jα1 ‖1−σ, h+1, µ ≤ C(n, µ) · σ−2n−1 · ‖uI‖1, µ + C(n, µ) · σ−2n−h−1 · ‖ρ‖1, h, µ · ‖uI‖1, h, µ +
+C · σ−2n−h · ‖uI‖1, 0 ≤ C · σ−2n−h−1 · ‖uI‖1, h, µ (8)
Enn pour estimer les termes du type
Jα2 (z) := ∂
α
z
∫
ζ∈∂B1
uI(ζ) · k(ζ, z) dσ(ζ) =
∫
ζ∈∂B1
uI(ζ) · ∂αz k(ζ, z) dσ(ζ)
ave |z| ≤ 1 − σ, il sut de dériver |α| + 1 fois le noyau k(ζ, z), de remarquer l' estimation
élémentaire :
|Jα2 (z)− Jα2 (z¯)|
|z − z¯|µ ≤ |z − z¯|
1−µ ·
∫
ζ∈∂B1
|uI(ζ)| · |∇z ∂αz k(ζ, zˆζ)| dσ(ζ)
(où zˆζ est un point entre z et z¯) et les inégalités |ζ − z| ≥ 3σ, |ζ¯ · (ζ − z)| ≥ 3σ pour |ζ| = 1 et
|z| ≤ 1− 3σ. On aura alors l'estimation
‖Jα2 ‖1−σ, µ ≤ C(n, |α|) · σ−2n−1−|α| · ‖uI‖1,0
Par l'hypothèse faite préédemment sur la suite de poids on aura l'estimation
‖Jα2 ‖1−σ, h+1, µ ≤ C · σ−s(h) · ‖uI‖1,0
laquelle ombinée ave l'estimation (8) nous donne l'estimation (7) sur la boule de rayon unité.
Venons-en à la dénition de la suite S laquelle sera déterminée en partie par l'exigene de
satisfaire les hypothèses faites dans les aluls préédents. On pose par dénition
Ak :=
∑
|α|=k
max{‖∂αρ‖1,0, ‖∂αωs,−1‖1,0, s = 0, ..,m, }
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Bk := (max{Ak, C(n, k)})−1 si max{Ak, C(n, k)} 6= 0 et 1 sinon, Dk := [max|α+β|=k
(
α+β
α
)
]−1.
On pose par dénition S0 = 1, S1 = B1 > 0 et on dénit Sk, k ≥ 2 à l'aide de la formule
réursive
0 < Sk := min{2−kBk, Rk, Lk, Dk · min
1≤j≤k−1
Sj · Sk−j}
où Rk, Lk sont des onstantes qui seront déterminées dans la deuxième étape. On désigne par
S(ω) la suite de poids obtenue si on pose Rk = Lk = +∞, dans la dénition préédente des
poids. Ave es dénitions on aura ‖ω•,−1‖1,S ≤ ‖ω•,−1‖1,S(ω) < +∞. Pour simplier les nota-
tions on identiera ‖ · ‖r,h,µ,q ≡ ‖ · ‖r,h et ‖∂hf‖• ≡
∑
|α|=h ‖∂αf‖• dans la suite.
3.4 Quatrième étape : présentation du shéma de onvergene rapide de type
Nash-Moser et existene d'une solution du problème diérentiel (S).
3.4.1 Estimation fondamentale du shéma de onvergene rapide.
Dans ette partie de la preuve on va montrer l'existene d'un paramètre de realibration η
des éléments ω, lequel permettra un ontrle quadratique de la norme des matries ω•,tη , t ≥ 0
en termes de la norme des matries ω•,t, t ≥ 0. Ce ontrle est essentiel pour montrer la
onvergene vers zéro de la norme des matries ω•,tk , t ≥ 0 obtenues au k-ème pas du proédé
itératif de la onvergene rapide. La onvergene vers une solution du problème diérentiel (S)
est appelé rapide en raison de de l'estimation quadratique mentionné préédemment. Avant de
prouver l'estimation en question on va introduire quelques notations utiles pour la suite. Soit
ω ∈ Ω(B1, p). Pour r ∈ (0, 1) on dénit les quantités
ah(ω, r) := max{‖ωs,kη ‖r,h | 0 ≤ s ≤ m, 0 ≤ k ≤ m− s}
c(ω) := max{‖ωs,−1‖1, S(ω) | 1 ≤ s ≤ m}
On remarque que, par dénition de la norme de Hölder, la quantité ah(ω, r) tend vers zéro
lorsque le rayon r tend vers zéro. Pour tout σ ∈ (0, 1) on dénit les rayons rl := r(1 − l · σm)
pour l = 0, ...,m+1 où on pose par dénition σm := σ/(m+1). Ensuite on dénit par réurrene
déroissante sur k = m, ..., 0, les onstantes Lk = Lk(C, c(ω)) > 0 par les formules Lm := C et
Lk−1 := max{C, 2c(ω) ·C ·Lk}. A partir de maintenant on désigne par ε ∈ (0, 1/2) une onstante
xée telle que pour toutes les matries A ∈Mps,ps(C) telle que ‖A‖ < ε on a l'inversibilité de la
matrie Ips +A. Ave es notations on a la proposition suivante.
Proposition 3.4 Supposons donné ω ∈ Ω(B1, p), σ ∈ (0, 1), r ∈ (0, 1), h ∈ N et les poids
0 < Sj ≤ Sj(ω), j = 0, ..., h + 1 de la norme de Hölder ‖ · ‖r,h+1. Supposons que le rayon r soit
susamment petit pour assurer les estimations
L0(C, c(ω)) · σ−(m+1)·s(h)m · ah(ω, r) < ε
et ah(ω, r) ≤ 1, où la quantité ah(ω, r) est alulée par rapport au poids Sj , j = 0, ..., h. Sup-
posons de plus que le poids Sh+1 soit susement petit pour pouvoir assurer l'estimation :
Sh+1‖∂h+1ωs,kI ‖r,µ ≤ ‖ωs,kI ‖r,µ
pour tout k = 0, ...,m, s = 0, ...,m − k et |I| = k + 1. Si on dénit les omposantes ηs,k
du paramètre de realibration η ∈ P(B¯r(1−σ)) par la formule de réurrene déroissante sur
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k = m, ..., 0
ηs,k := −Trm−k , k
(
ωs,k + ωs+k+1,−1 ∧ ηs,k+1 + (−1)kηs−1,k+1 ∧ ωs,−1
)
∈Mps+k,ps(E0,kX (Brm−k))
pour s = 0, ...,m − k, alors on aura la validité des estimations
‖η•,k‖r(1−σ),h+1 ≤ L · σ−(m+1)·s(h)m · ah(ω, r) (9)
‖ω•,kη ‖r(1−σ),h+1 ≤ R · σν(m,h)m · ah(ω, r)2 (10)
pour tout k = 0, ...,m, ave L = L(C, c(ω)) := maxk Lk > 0, R = R(C, c(ω)) > 0 onstantes
positives et ν(m,h) := [(m+ 2) ·m+ 1] · s(h), (m ≥ 0, h ≥ 0).
Preuve. Dans les aluls qui suivront on utilisera les identiations ah ≡ ah(ω, r) et c = c(ω). On
ommene par prouver l'estimation (9). Si on dénit σm,l > 0 par la formule rl+1 = rl(1 + σm,l)
on a que σm,l ≥ σm. On obtient alors à l'aide de l'estimation (7) et d'une réurrene élémentaire
déroissante sur k = m, ..., 0, l'estimation suivante
‖η•,k‖rm−k+1,h+1 ≤ Lk · σ−(m−k+1)·s(h)m · ah (11)
laquelle prouve l'estimation (9). Venons maintenant à la preuve de l'estimation (10). Pour ela
on dénit les tronatures η[t] := (η[t]
s,k)s,k ∈ P(Brm−t) du paramètre η dénit dans l'hypothèse
de la proposition (3.4), de la façon suivante ; η[t]
s,k := 0 si k < t et η[t]
s,k := ηs,k sur la boule
Brm−t , si k ≥ t. Par dénition de la realibration ave paramètre η[k+1] on aura alors :
ωs,kη[k+1] = ω
s,k + ωs+k+1,−1 ∧ ηs,k+1 + (−1)kηs−1,k+1 ∧ ωs,−1
sur la boule Brm−k−1 pour k = 0, ...,m. On montre maintenant à l'aide d'une réurrene en ordre
déroissant sur k = m, ..., 0, l'estimation quadratique
‖ω•,kη[k]‖rm−k+1,h+1 ≤ Rk · σ−b(m,k,h)m · a2h (12)
où Rk = Rk(C, c) > 0 est une onstante positive, b(m,k, h) := 2(m − k + 1) · s(h) si k ≥ 1
et b(m, 0, h) := 2m + 1. Le diagramme suivant montre les matries qui interviennent dans la
dénition de la matrie ω1,2η[2] dans le as m = 4. On ommene par prouver l'estimation (12)
0 1 2 3 4
p0
p2
p3
p4
η1,3
ω4,−1
p1
ω3,0
ω1,0
ω1,−1
η1,2
η0,3
ω1,2, ∂¯
J
η1,2
Fig. 5 
pour les indies k = m, ..., 1, (on suppose don m ≥ 1 dans les aluls qui suivront). En utilisant
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la formule d'homotopie pour l'opérateur ∂¯
J
et la ondition (30,m) on a, pour k = m, les égalités
suivantes :
ω0,mη[m] = ∂¯Jη
0,m + ωm,0 ∧ η0,m − (−1)mη0,m ∧ ω0,0η[m] + ω0,m =
= Tr,m+1 ∂¯Jω
0,m − ωm,0 ∧ Tr,m ω0,m + (−1)m(Tr,m ω0,m) ∧ ω0,0η[m] =
= −
m∑
j=0
(−1)m−jTr,m+1 (ωj,m−j ∧ ω0,j)− ωm,0 ∧ Tr,m ω0,m + (−1)m(Tr,m ω0,m) ∧ ω0,0η[m]
Le diagramme suivant montre les matries qui interviennent dans la relation (3) dans le as où
k = m.
p0
p1
p2
p3
p4
0 1 2 3 4 5
ω0,1
ω3,1
ω0,2
ω1,3
ω1,2
ω2,2
ω0,3
ω0,4
6
∂¯
J
ω0,4
ω0,0
ω4,0
Fig. 6 
On remarque que la relation (30,m) est la seule, parmi les autres relations (3•,•), qui ne présente
pas de fateurs de type ω•,−1 dans les termes quadratiques. On estime maintenant la norme de
la matrie ω0,mη[m] à l'aide de l'expression préédente. On obtient l'inégalité suivante :
‖ω0,mη[m]‖r1,h+1 ≤ C · σ−s(h)m · a2h + ‖ωm,0 ∧ Tr,m ω0,m‖r1,h+1 +
+‖(Tr,m ω0,m) ∧ ω0,0‖r1,h+1 + c · ‖η0,m‖2r1,h+1
Le dernier terme est présent dans l'estimation de la norme ‖ω0,mη[m]‖r1,h+1 seulement si m = 1, ar
ω0,0η[m] = ω
0,0
si m ≥ 2. En utilisant l'hypothèse faite sur le poids Sh+1 et l'estimation (11) on a :
‖ω0,mη[m]‖r1,h+1 ≤ C · σ−s(h)m · a2h + 2‖ωm,0‖r,h · ‖Tr,m ω0,m‖r1,h+1 +
+2‖Tr,m ω0,m‖r1,h+1 · ‖ω0,0‖r,h + c · C2 · σ−2s(h) · a2h
e qui prouve l'estimation herhée ‖ω0,mη[m]‖r1,h+1 ≤ Rm · σ−2s(h)m · a2h. Montrons maintenant
l'estimation quadratique (12) pour 1 ≤ k < m (si m ≥ 2, autrement il n'y à plus rien a prouver)
en admettant qu'elle est vraie pour k + 1. En eet en onsidérant les égalités suivantes on a :
ωs,kη[k] = ∂¯Jη
s,k + ωs+k,0 ∧ ηs,k − (−1)kηs,k ∧ ωs,0η[k] + ωs,kη[k+1] =
= Trm−k ,k+1 ∂¯Jω
s,k
η[k+1]
+ ωs+k,0 ∧ ηs,k − (−1)kηs,k ∧ ωs,0η[k]
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En utilisant la relation (3) pour les matries ω•,•η[k+1] et en expliitant les dépendanes eetives
de η[k+1] dans elles i on a :
ωs,kη[k] = (−1)kTrm−k ,k+1 (ωs−1,k+1η[k+1] ∧ ωs,−1) + Trm−k,k+1 (ωs+k+1,−1 ∧ ωs,k+1η[k+1])−
−(−1)kTrm−k ,k+1 (ωs,kη[k+1] ∧ ωs,0)− Trm−k ,k+1 (ωs+k,0 ∧ ωs,kη[k+1])−
−
k−1∑
j=1
(−1)k−jTrm−k,k+1 (ωs+j,k−j ∧ ωs,j) + ωs+k,0 ∧ ηs,k − (−1)kηs,k ∧ ωs,0η[k]
(remarquons que ω•,0η[k+1] = ω
•,0
ar k ≥ 1). On estime don la norme des matries ωs,kη[k] à l'aide
de l'expression préédente.
‖ω•,kη[k]‖rm−k+1,h+1 ≤ 2c · C · σ−s(h)m · ‖ω•,k+1η[k+1]‖rm−k ,h +
+2c · C · σ−s(h)m (‖ω•,k‖rm−k ,h + 2c‖η•,k+1‖rm−k ,h) · ‖ω•,0‖rm−k ,h + C · σ−s(h)m · a2h +
+‖ωs+k,0 ∧ ηs,k‖rm−k+1,h+1 + ‖ηs,k ∧ ωs,0‖rm−k+1,h+1 +
+2c · ‖ηs,k‖rm−k+1,h+1 · ‖η•,k‖rm−k+1,h+1
Le dernier terme est présent dans l'inégalité préédente seulement si k = 1, ar ω•,0η[k] = ω
•,0
si
k ≥ 2. En utilisant l'hypothèse indutive, l'inégalité (11) et l'hypothèse faite sur les poids Sh+1
on aura l'estimation suivante :
‖ω•,kη[k]‖rm−k+1,h+1 ≤ 2c · C ·Rk+1 · σ−[2(m−k)+1]·s(h)m · a2h + (2c · C + C) · σ−s(h)m · a2h +
+4c2 · C · Lk+1 · σ−(m−k+2)·s(h) · a2h + 2‖ωs+k,0‖r,h · ‖ηs,k‖rm−k+1,h+1 +
+2‖ηs,k‖rm−k+1,h+1 · ‖ωs,0‖r,h + 2c · L2k · σ−2(m−k+1)·s(h) · a2h
e qui prouve l'estimation (12) pour tous les indies k = 1, ...,m. Venons-en maintenant à la
preuve de l'estimation (12) pour k = 0 (et m ≥ 0). On pose par dénition θs,0 := (Ips+ηs,0)−1−
Ips ∈Mps,ps(EX(Brm)). On peut alors érire ωs,0η[0] ≡ ωs,0η sous la forme
ωs,0η[0] = g
−1
s ·
(
∂¯Jη
s,0 + ωs,0 ∧ ηs,0 + ηs−1,1 ∧ θs−1,0 ∧ ωs,−1 + ηs−1,1 ∧ g−1s−1 · ωs,−1 ∧ ηs,0 + ωs,0η[1]
)
=
= g−1s ·
(
Trm,1 ∂¯Jω
s,0
η[1]
+ ωs,0 ∧ ηs,0 + ηs−1,1 ∧ θs−1,0 ∧ ωs,−1 + ηs−1,1 ∧ g−1s−1 · ωs,−1 ∧ ηs,0
)
=
En utilisant la relation (3) pour la matrie ωs,0η[1] et en remarquant que ω
•,−1
η[1] = ω
•,−1
on obtient
l'expression
ωs,0η[0] = g
−1
s ·
(
− Trm,1(ωs,0η[1] ∧ ωs,0η[1]) + Trm,1(ωs−1,1η[1] ∧ ωs,−1) + Trm,1(ωs+1,1 ∧ ωs,1η[1])
+ωs,0 ∧ ηs,0 + ηs−1,1 ∧ θs−1,0 ∧ ωs,−1 + ηs−1,1 ∧ g−1s−1 · ωs,−1 ∧ ηs,0
)
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Le fait que supz∈Br(1−σ) ‖ηs,0(z)‖ < ε < 1 implique l'égalité
θs,0 =
∞∑
j=1
(−1)j(ηs,0)j
(a priori la série préédente est onvergente en topologie C0 vers l'élément θs,0 de lasse C∞,
mais une étude élémentaire plus préise, dont on n'aura pas besoin ii, montre que l'estimation
préédente supz∈Br(1−σ) ‖ηs,0(z)‖ < ε < 1 est susante pour assurer la onvergene de la série
en topologie Ch pour tout h). L'inégalité
‖ηs,0‖r(1−σ),h+1 ≤ L0 · σ−(m+1)·s(h)m · ah < ε < 1/2
implique la onvergene de la série préédente en topologie Ch+1,µ(B¯r(1−σ)) et permet d'eetuer
les estimations
‖θs,0‖r(1−σ),h+1 ≤
∞∑
j=1
‖ηs,0‖j
r(1−σ),h+1 ≤ 2‖ηs,0‖r(1−σ),h+1
et ‖g±1• ‖r(1−σ),h+1 < 2. En utilisant alors l'estimation (11) et l'estimation (12) pour k = 1,
prouvée préédemment on obtient les estimations
‖ωs,0η[0]‖r(1−σ),h+1 ≤ 2C · σ−s(h)m · (ah + 2L1 · σ−m·s(h)m · ah)2 + 4C · σ−s(h)m · c ·R1 · σ−2m·s(h)m · a2h +
+4‖ωs,0‖r,h · ‖ηs,0‖r(1−σ),h+1 + 2c‖ηs−1,1‖r(1−σ),h+1 · ‖θs−1,0‖r(1−σ),h+1 +
+4c‖ηs−1,1‖r(1−σ),h+1 · ‖ηs,0‖r(1−σ),h+1 ≤
≤ 2C · σ−s(h)m · a2h + 8C · L21 · σ−(2m+1)·s(h)m · a2h + 4C · L1 · σ−(m+1)·s(h)m · a2h +
+4c · C ·R1 · σ−(2m+1)·s(h)m · a2h + 4L0 · σ−(m+1)·s(h)m · a2h + 4c · L1 · L0 · σ−(2m+1)·s(h)m · a2h
e qui prouve l'estimation (12) dans le as k = 0. On remarque aussi que les aluls faits pour
montrer l'estimation (12) montrent aussi l'estimation
‖Trm−k ,k+1 ∂¯Jωs,kη[k+1]‖r(1−σ),h+1 ≤ Q · σ−b(m,k,h)m · a2h (13)
pour tout k = 0, ...,m, (où Qk = Qk(C, c) > 0 est une onstante positive) que on utilisera pour
prouver l'estimation (10) sous la forme plus préise suivante :
‖ω•,kη ‖r(1−σ),h+1 ≤ R′k · σ−[(k+2)·m+1]·s(h)m · a2h (14)
où R′k = R
′
k(C, c) > 0 est une onstante positive. Considérons pourtant l'expression suivante de
ωs,kη , pour k = 0, ...,m
ωs,kη = g
−1
s+k ·
(
∂¯
J
ηs,k +
k∑
j=0
ωs+j,k−j ∧ ηs,j −
k−1∑
j=0
(−1)k−jηs+j,k−j ∧ ωs,jη +
+(−1)kηs−1,k+1 ∧ θs−1,0 ∧ ωs,−1 + (−1)kηs−1,k+1 ∧ g−1s−1 · ωs,−1 ∧ ηs,0 + ωs,kη[k+1]
)
=
= g−1s+k ·
(
Trm−k,k+1 ∂¯Jω
s,k
η[k+1]
+
k∑
j=0
ωs+j,k−j ∧ ηs,j −
k−1∑
j=0
(−1)k−jηs+j,k−j ∧ ωs,jη +
+(−1)kηs−1,k+1 ∧ θs−1,0 ∧ ωs,−1 + (−1)kηs−1,k+1 ∧ g−1s−1 · ωs,−1 ∧ ηs,0
)
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Dans le as k = 0 l'estimation (14) dérive banalement de l'estimation (12) étant ωs,0η ≡ ωs,0η[0] . On
montre maintenant l'estimation quadratique (14), pour tous les indies à l'aide d'une réurrene
roissante sur k = 0, ...,m− s, appliquée à l'expression préédente de la matrie ωs,kη et à l'aide
de l'estimation quadratique (13) . On suppose vraie l'estimation (14) pour tout j = 0, ..., k−1 et
on onsidère l'estimation suivante en rappelant l'hypothèse faite sur le poids Sh+1 de la norme
de Hölder et l'inégalité ah ≤ 1 :
‖ωs,kη ‖r(1−σ),h+1 ≤ 2Qk · σ−2(m−k+1)·s(h)m · a2h + 4
k∑
j=0
‖ωs+j,k−j‖r,h · ‖ηs,j‖r(1−σ),h+1 +
+
k−1∑
j=0
‖ηs+j,k−j‖r(1−σ),h+1 · ‖ωs,jη ‖r(1−σ),h+1 + 8c‖ηs−1,k+1‖r(1−σ),h+1 · ‖η•,0‖r(1−σ),h+1 ≤
≤ (2qk + 4(k + 1) · L) · σ−2(m+1)·s(h)m · a2h +
k−1∑
j=0
(Lk−j · R′j) · σ−[m+(j+2)·m+1]·s(h)m · a2h +
+8c · Lk+1 · L0 · σ−(2m+1)·m·s(h)m · a2h
e qui prouve l'estimation (14) et don l'estimation (10). 
3.4.2 Bon fontionnement du proédé itératif.
Dans ette partie on va établir les hypothèses qui permettent d'appliquer l'estimation fon-
damentale (10) à une étape quelonque du proédé itératif. On ommene par préiser les
paramètres qui ontrleront les étapes de la onvergene rapide. Pour ela on dénit d'abord les
paramètres σk := e
−k−2
qui ontrleront les restritions des rayons des boules, lesquels sont dé-
nis de façon réursive par la formule rk+1 := rk(1− σk) pour tout entier k ≥ 0. Bien évidement
le rayon limite
r∞ := lim
k→+∞
rk = r0
∞∏
k=0
(1− σk)
est non nul, ar −∑∞k=0 log(1 − σk) ≤ Cst∑∞k=0 σk < ∞. Ensuite on désigne par r(k, l) :=
rk(1 − l · σm,k), l = 1, ...,m + 1 où σm,k := σk/(m + 1). Pour le hoix du rayon initial on
onsidère les suites numériques
αk(r) := a0(r)
2k ·
k−1∏
j=0
H2
k−1−j · σ−ν(m,j)·2k−1−jj
βk(r) := b0(r)
2k ·
k−1∏
j=0
P 2
k−1−j · e−γ(m,j)·2k−1−j
où b0(r) := H · σ−(m+1)·s(0)m,0 · a0(r), H > 0, P > 0 sont deux onstantes (dépendants seulement
de m) et γ(m, j) est une fontion ane stritement roissante en j. On rappel que par dénition
de la norme de Hölder on a que la quantité a0 = a0(r) tend vers zéro lorsque r > 0 tend vers
zéro. Avant de faire le hoix du rayon initial on a besoin du lemme élémentaire suivant.
Lemme 3.4.2 . Il existe ρ ∈ (0, 1) tel que ;
(A), pour tout r ∈ (0, ρ] les séries numériques ∑k≥0 αk(r) et ∑k≥0 βk(r) sont onvergentes.
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(B)
lim
r→0+
∞∑
k=0
αk(r) = 0, lim
r→0+
∞∑
k=0
βk(r) = 0
(C), pour tout r ∈ (0, ρ] et K ≥ 0 on a les inégalités αk(r) ≤ 1 et βk(r) < ε
Preuve. Par le ritère du rapport il sut de vérier que les suites ln(αk+1/αk) et ln(βk+1/βk)
tendent vers −∞ lorsque k tend vers +∞. En expliitant les logarithmes on a :
ln(αk+1/αk) = 2
k ·
(
ln a0(ρ) + 2
−1(lnH)
k−1∑
j=0
2−j − 2−1
k−1∑
j=0
ν(m, j)2−j lnσm,j
)
−
−ν(m,k) lnσm,k + lnH
ln(βk+1/βk) = 2
k ·
(
ln b0(ρ) + 2
−1(lnP )
k−1∑
j=0
2−j + 2−1
k−1∑
j=0
γ(m, j)2−j
)
+ γ(m,k) + lnP
Il sut don hoisir ρ > 0 susamment petit pour assurer les inégalités
ln a0(ρ) + 2
−1(lnH)
∞∑
j=0
2−j + 2−1
∞∑
j=0
ν(m, j)[j + 2 + ln(m+ 1)]2−j < 0
ln b0(ρ) + 2
−1(lnP )
∞∑
j=0
2−j + 2−1
∞∑
j=0
γ(m, j)2−j < 0
(se rappeler la dénition de σj). On aura alors la onvergene voulue pour les suites ln(αk+1/αk)
et ln(βk+1/βk). Le fait que pour tout entier k ≥ 0 les quantités αk(r) et βk(r) tendent mono-
tonement vers zéro lorsque r tend vers zéro, implique par le théorème de la onvergene dominée,
les onlusions (B) et (C) du lemme. 
D'après le lemme préédent on peut hoisir le rayon initial r0 ∈ (0, ρ] de telle sorte que l'iné-
galité
∑∞
k=0 βk(r0) < 1/2 + 1/(4 ln 2) soit satisfaite. Dans la suite on notera αk := αk(r0) et
βk := βk(r0). On dénit maintenant le paramètre ηk+1, qui ontrle la realibration des éléments
ωk, k ≥ 0 au k-ème pas du proédé itératif (on désigne ave ω0 = ω le hoix initial de ω assoiée
au système (S) = (Sω)), de la façon suivante ; on dénit réursivement en ordre déroissant sur
t = m, ..., 0 les matries
ηs,tk+1 := −Tr(k,m−t),t
(
ωs,tk +ω
s+t+1,−1
k ∧ηs,t+1k+1 +(−1)tηs−1,t+1k+1 ∧ωs,−1k
)
∈Mps+t,ps(E0,tX (Br(k,m−t)))
et on pose ηk+1 := (η
s,t
k+1)s,t ∈ P(B¯r(k,m)). On va justier ensuite l'estimation supz∈Br ‖ηs,0k+1(z)‖ <
ε qui assure l'invertibilité de la matrie gs,k+1. On dénit alors les matries ω
s,t
k+1 := ω
s,t
k, ηk+1
∈
Mps+k,ps(E0,t+1X (B¯rk+1)) pour tout t = −1, ...,m. Les onstantes Rk, Lk qui apparaissent dans la
dénition des poids S = (Sk)k≥0 de la norme de Hölder sont dénies par les formules :
Rk+1 := max{‖ωs,tk, I‖rk, µ /‖∂k+1ωs,tk, I‖rk, µ | 0 ≤ s ≤ m, 0 ≤ t ≤ m− s, |I| = t+ 1}
Lk+1 := max{2−k−1‖gs(k)±1‖rk, µ /‖∂k+1gs(k)±1‖rk, µ | 0 ≤ s ≤ m}
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pour tout entier k ≥ 0. Ii on suppose que max{‖ωs,tk, I‖rk, µ | 0 ≤ s ≤ m, 0 ≤ t ≤ m − s, |I| =
t + 1} > 0, autrement il n'y a rien à prouver. Ave e hoix des poids Sk > 0 on aura que les
inégalités
Sk+1‖∂k+1ω•,tk, I‖rk, µ ≤ ‖ω•,tk, I‖rk , µ (15)
Sk+1‖∂k+1g•(k)±1‖rk, µ ≤ 2−k−1‖g•(k)±1‖rk , µ (16)
seront satisfaites pour tout entier k ≥ 0 et t = 0, ...,m. On pose par dénition
ak := max{‖ωs,tk ‖rk, k | 0 ≤ s ≤ m, 0 ≤ t ≤ m− s}
bk := H · σ−(m+1)·s(k)m,k · ak et c ≡ c(ω0). Ave les notations introduites préédemment on a la
proposition suivante.
Proposition 3.5 Pour tout entier k ≥ 0 on a les estimations suivantes ;
ak+1 ≤ H · σ−ν(m,k)m, k · a2k ≤ 1 (17)
‖ηs,tk+1‖rk+1, k+1 ≤ bk < ε < 1/2 (18)
‖ωs,−1k+1 ‖rk+1,k+1 ≤ 4c (19)
où H := max{R(C, 4c), L(C, 4c)} > 0 et les inégalités ak ≤ αk, bk ≤ βk.
Preuve. On montre les trois estimations préédentes à l'aide d'une réurrene sur k ≥ 0. Pour
k = 0 on a d'après le lemme (3.4.2), la validité des inégalités α0(r) ≤ 1 et β0(r) < ε < 1/2. On
est don en position d'appliquer la proposition (3.4), laquelle assure les inégalités (17) et (18)
pour k = 0. On obtient alors l'estimation ‖η•,01 ‖r1,1 < 1/2 laquelle, pour les aluls faits dans la
preuve de la proposition (3.4), assure les inégalités ‖g±1•,1‖r1,1 < 2 qui assurent don l'estimation
(20) pour k = 0, ar
‖ωs,−11 ‖r1,1 ≤ ‖g−1s−1,1‖r1,1 · ‖ωs,−1‖r1,1 · ‖gs,1‖r1,1
Supposons maintenant par hypothèse réursive que les estimations (17), (18) et (19), sont vraies
pour tout l = 0, ..., k − 1. L'inégalité (17) implique alors l'inégalité
bl+1 ≤ P · eγ(m,l) · b2l
pour les indies en question. On obtient don les inégalités al ≤ αl ≤ 1, bl ≤ βl < ε. Le fait que
par hypothèse indutive on dispose de l'estimation ‖ω•,−1k ‖rk , k < 4c permet alors d'appliquer la
proposition (3.4) laquelle assure la validité des estimations (17) et (18) pour l = k. En partiulier
l'estimation (18) assure la validité de l'estimation
‖η•,0k+1‖rk+1, k+1 ≤ βk < ε < 1/2
On passe maintenant à l'estimation des normes ‖ωs,−1k+1 ‖rk+1, k+1. On a par dénition des matries
ωs,−1k+1 l'estimation
‖ωs,−1k+1 ‖rk+1, k+1 ≤ ‖gs−1(k + 1)−1‖rk+1, k+1 · ‖ωs,−1‖rk+1, k+1 · ‖gs(k + 1)‖rk+1, k+1
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La ondition (16) sur les poids implique que pour tout k ≥ 0 on dispose de l'inégalité
‖gs(k + 1)±1‖rk+1, k+1 ≤ (1 + 2−k−1) · ‖g±1s,k+1‖rk+1, k+1 · ‖gs(k)±1‖rk, k
L' hypothèse indutive nous permet alors d'eetuer les estimations suivantes pour k ≥ 1
‖gs−1(k + 1)‖rk+1, k+1 ≤
k+1∏
j=2
(1 + 2−j) ·
k+1∏
j=1
(1 + ‖ηs−1,0j ‖rj , j) ≤
≤ √e · exp
( k+1∑
j=1
‖ηs−1,0‖rj , j
)
≤ √e · exp
( ∞∑
j=0
βj
)
< 2
et
‖gs(k + 1)−1‖rk+1, k+1 ≤
k+1∏
j=2
(1 + 2−j) ·
k+1∏
j=1
‖g−1s,j ‖rj , j ≤
√
e ·
k+1∏
j=1
(1− ‖ηs,0j ‖rj , j)−1 ≤
≤ √e · exp
(
2(ln 2)
k+1∑
j=1
‖ηs,0j ‖rj , j
)
≤ √e · exp
(
2(ln 2)
∞∑
j=0
βj
)
< 2
(rappeler le hoix initial du rayon r0). On obtient don l'estimation voulue ‖ωs,−1k+1 ‖rk+1, k+1 ≤ 4c,
e qui onlu la preuve des trois estimations (17), (18) et (19) pour j = k et don pour tout
entier positif k. 
3.4.3 Convergene vers une solution du problème diérentiel (S).
Ave les notations introduites préédemment on a la proposition suivante.
Proposition 3.6 . Les limites
ηs,t := lim
k→∞
η(k)s,t
s = 0, ...,m, t = 0, ...,m − s existent en topologie Ch,µ(Br∞) pour tout h ≥ 0 et ils onstituent
les omposantes du paramètre de realibration η = (ηs,t)s,t ∈ P(Br∞), solution du problème
diérentiel (S).
Preuve. Nous ommençons par prouver l'existene des limites
gs :=
−→∏
j≥1
gs,j = lim
k→∞
gs(k) = Ips + lim
k→∞
η(k)s,0
en topologie Ch,µ(Br∞) pour h ≥ 0 quelonque et le fait que les matries gs sont inversibles.
On aura alors ηs,0 = gs − Ips . On déduit immédiatement de la proposition (3.5), les estimations
‖η•,•k ‖r∞,h < βk < 1/2 et ‖g•(k)±1‖r∞,h < 2 pour tout k ≥ h. Le fait que gs(k + 1) − gs(k) =
ηs,0k+1 · gs(k) implique les estimations suivantes :
‖gs(k + 1)− gs(k)‖r∞, h ≤ ‖ηs,0k+1‖r∞, h · ‖gs(k)‖r∞, h ≤ 2‖ηs,0k+1‖r∞, h ≤ 2βk
pour tout k ≥ h On a alors
∞∑
k=0
‖gs(k + 1)− gs(k)‖r∞, h ≤
h∑
k=0
‖gs(k + 1)− gs(k)‖r∞ , h + 2
∞∑
k=h+1
βk <∞
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et don l'existene des matries gs ∈ Ch,µ(Br∞ ,Mps,ps(C)) pour tout h ≥ 0 telles que
gs = lim
k→∞
gs(k) = Ips +
∞∑
k=0
(gs(k + 1)− gs(k))
en topologie Ch,µ(Br∞). D'autre part l'égalité
gs(k + 1)
−1 − gs(k)−1 = gs(k)−1
∞∑
j=1
(−1)j(ηs,0k+1)j
permet d'eetuer les estimations suivantes
‖gs(k + 1)−1 − gs(k)−1‖r∞, h ≤ ‖gs(k)−1‖r∞, h ·
∞∑
j=1
‖ηs,0k+1‖jr∞, h ≤ 4‖η
s,0
k+1‖r∞, h ≤ 4βk
pour tout k ≥ h, lesquelles assurent la onvergene de la série
∞∑
k=0
‖gs(k + 1)−1 − gs(k)−1‖r∞, h ≤
h∑
k=0
‖gs(k + 1)−1 − gs(k)−1‖r∞, h + 4
∞∑
k=h+1
βk <∞
e qui prouve l'existene des matries ρs ∈ Ch,µ(Br∞ ,Mps,ps(C)) telles que ρs = limk→∞ gs(k)−1
en topologie Ch,µ(Br∞) pour tout h ≥ 0. On a alors l'égalité Ips = limk→∞ gs(k)·gs(k)−1 = gs ·ρs,
qui montre que gs ∈ GL(ps, E(Br∞)) et ρs = g−1s . Montrons maintenant l'existene des limites
ηs,t pour t ≥ 1. En rappelant l'expression des omposantes η(k)s,t, t ≥ 1, du paramètre η(k)
introduite dans la sub-setion (3.2) et en tenant ompte de l'existene de la limite g ∈ Γ(U)
prouvé préédemment, on déduit que il sut de prouver l'existene des limites
lim
k→∞
∑
J∈Jk(ρ(τ))
−→∧
1≤r≤ρ(τ)
gs+σ′(τ,r)(jr − 1) · ηs+σ(τ,r), τρ(τ)+1−rjr · gs+σ(τ,r)(jr)−1
τ ∈ ∆t, t ≥ 1 en topologie Ch,µ(Br∞), ave h ≥ 0 quelonque, pour obtenir l'existene de la
limite ηs,t ∈Mps+t,ps(E0,tX (Br∞)). Il sut don de prouver que pour tout h ≥ ρ(τ) la limite
lim
k→∞
∑
J∈Jk(ρ(τ))
ρ(τ)∏
r=1
‖g•(jr − 1) · η•,•jr · g•(jr)−1‖r∞,h =
= lim
k→∞
∑
l+p=ρ(τ)
l,p≥0
∑
I∈Jh(l)
l∏
r=1
‖g•(ir − 1) · η•,•ir · g•(ir)−1‖r∞,h ×
×
∑
I∈Jh,k(p)
p∏
r=1
‖g•(jr − 1) · η•,•jr · g•(jr)−1‖r∞,h
est nie. Ii on pose par dénition Jh,k(p) := {J ∈ {h + 1, ..., k}p | j1 < ... < jp}, Jh(0) =
Jh,k(0) := ∅, (rappeler la onvention faite sur les symboles de somme et de produit). On onsidère
pourtant les estimations suivantes pour 1 ≤ p ≤ ρ(τ)
lim
k→∞
∑
I∈Jh,k(p)
p∏
r=1
‖g•(jr − 1)‖r∞,h · ‖η•,•jr ‖r∞,h · ‖g•(jr)−1‖r∞,h <
< 4p lim
k→∞
∑
J∈Jh,k(p)
p∏
r=1
βjr−1 < 4
p lim
k→∞
∑
J∈Jh,k(p)
βjp−1 = 4
p lim
k→∞
k∑
j=h+p
(
j − h− 1
p− 1
)
· βj−1 <∞
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La dernière limite est nie par le ritère du rapport, rappeler en fait que limk→∞ βk+1/βk = 0,
d'après la preuve du lemme (3.4.2). On a don prouvé l'existene du paramètre limite η ∈
P(Br∞). Prouvons maintenant qu'il onstitue une solution (de lasse C∞) pour le problème
diérentiel (S). En eet l'existene de la limite η en topologie Ch,µ(Br∞), pour h ≥ 1 implique
les égalités
ωs,tη = lim
k→∞
ωs,t
η(k) = limk→∞
ωs,tk
en topologie Ch−1,µ(Br∞). En rappelant l'inégalité ak ≤ αk obtenue dans la preuve de la propo-
sition (3.5), on obtient
‖ωs,tη ‖r,0 = lim
k→∞
‖ωs,tk ‖r,0 ≤ lim
k→∞
ak = 0
e qui prouve que η ∈ P(Br∞) est une solution du système diérentiel

ωs,tη = 0
s = 0, ...,m
t = 0, ...,m − s
qui n'est rien d'autre que le système diérentiel (S). 
3.5 Cinquième étape : n de la preuve du théorème 1.
L'étape préédente montre que on peut se ramener à onsidérer le diagramme ommutatif
suivant.
0 0
0 ✲ (Ker∂¯)
|V
✲ G|V
✻
∂¯✲ G|V ⊗EV E
0,1
V
✻
0 ✲ O⊕p0
V
ψ˜|..
✻
✲ E⊕p0
V
ψ˜
✻
∂¯
J✲ (E0,1
V
)⊕p0
ψ˜ ⊗ I(0,1)
✻
0 ✲ O⊕p1
V
ϕ˜|..
✻
✲ E⊕p1
V
ϕ˜
✻
∂¯
J✲ (E0,1
V
)⊕p1
ϕ˜⊗ I(0,1)
✻
ave V := Br∞ , ψ˜ := ψg, ϕ˜• = ϕ•, g. Ce diagramme est exat, sauf pour l'instant au niveau des
premières èhes vertiales à gauhe. Pour onlure il nous reste don à montrer l'exatitude de
la suite
O⊕p1
V
ϕ˜|..−→ O⊕p0
V
ψ˜|..−→ (Ker∂¯)
|V
→ 0
On identie ϕ˜ = (ϕ˜1, ..., ϕ˜p1), ψ˜ = (ψ˜1, ..., ψ˜p0), on indique ave ϕ˜
k
l ∈ OX(V ) la k-ème om-
posante de ϕ˜l, et on pose
ak,x := Oxϕ˜k1,x + ...+Oxϕ˜kp1,x ⊳Ox
Le fait que (ak,x · Ex) ∩ Ox = ak,x (par dénition de délité plate de l'anneau Ex sur l'anneau
Ox. On peut aussi déduire l'égalité préédente en utilisant un résultat beauoup plus simple,
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i.e la délité plate de l'anneau des séries formelles Ex/m∞(Ex) = Oˆx en x, sur l'anneau Ox
(voir[Mal℄)) implique la surjetivité du morphisme
ϕ˜|.. : O⊕p1V −→ RO(ψ˜)
où RO(ψ˜) = RE(ψ˜) ∩ O⊕p0
V
désigne le faiseau des relations holomorphes de ψ˜. On pose par
dénition
F := Im(ψ˜|.. : O⊕p1V −→ (Ker∂¯)|V )
L'exatitude de la suite O⊕p1
V
ϕ˜|..−→ O⊕p0
V
ψ˜|..−→ F → 0 et la platitude de l'anneau Ex sur l'anneau
Ox impliquent l'existene du diagramme ommutatif exat
E⊕p1
V
ϕ˜1✲ E⊕p0
V
ψ˜|.. ⊗ I✲ F ⊗
O
V
E
V
✲ 0
E⊕p1
V
I
❄
ϕ˜1✲ E⊕p0
V
I
❄
ψ˜ ✲ G|V
α
❄
✲ 0
ave α :
∑
k ψ˜k,y ⊗Oy fk,y 7→
∑
k ψ˜k,y · fk,y . On a alors G|V ∼= F ⊗OV EV . Les égalités
∂¯
F
( p0∑
k=1
ψ˜k,y ⊗Oy fk,y
)
=
p0∑
k=1
ψ˜k,y ⊗Oy ∂¯Jfk,y ∼=
p0∑
k=1
ψ˜k,y ⊗Ey ∂¯Jfk,y
∂¯
( p0∑
k=1
ψ˜k,y · fk,y
)
=
p0∑
k=1
ψ˜k,y ⊗Ey ∂¯Jfk,y
impliquent la ommutativité du diagramme suivant
G|V
∂¯✲ G|V ⊗EV E
0,1
V
■❅
❅
❅
❅
α⊗ I(0,1)
F ⊗
O
V
E
V
α ≀
✻
∂¯
F✲ F ⊗
O
V
E0,1
V
≀
✻
≃ F∞ ⊗
E
V
E0,1
V
qui montre que F = (Ker∂¯)
|V
, e qui démontre le théorème 1.
4 Un résultat d'intégrabilité des onnexions sur les faiseaux de
E-modules au dessus d'une variété diérentiable.
Le présent travail s'est situé prinipalement dans le adre omplexe ar 'était notre prinipal
intérêt. Toutefois, il est possible de déduire aussi un résultat d'intégrabilité dans le as des
variétés C∞. Considérons en eet (X, EX) une variété C∞ (EX ≡ EX(R) représente ii le faiseau
des fontions C∞ à valeurs réelles) et D : G −→ G ⊗EX E(T ∗X) une onnexion sur le faiseau
de EX(K)-modules G où K = R, C. Si le faiseau des setions parallèles KerD engendre G sur
EX(K) alors évidement D2 = 0. Le théorème suivant donne une réiproque de e fait dans un
as partiulier.
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Théorème 2 Soit (X, EX ) une variété diérentiable et soit G un faiseau de EX(K)-modules,
muni d'une onnexion D : G −→ G ⊗
E
X
E(T ∗X) telle que D2 = 0. Si de plus le faiseau G
admet loalement une E(K)-résolution de longueur nie, alors le faiseau des setions parallèles
KerD engendre sur EX(K) le faiseau G qui est le faiseau des setions d'un système loal de
oeients et le omplexe (G ⊗EX E(Λ•T ∗X) ;D) est une résolution aylique du faiseau des
setions parallèles. Il existe alors l'isomorphisme fontoriel de De Rham-Weil Hk(X,KerD) ∼=
Hk(Γ(X,G ⊗EX E(Λ•T ∗X)) ;D).
Preuve. On ommene par substituire formellement dans les étapes de la preuve du théorème
1 la onnexion ∂¯ ave D, les opérateurs ∂¯
J
ave d et l'opérateur de Leray-Koppelman ave
l'opérateur d'homotopie de Poinaré
Pq : Chq+1(Br,Mk,l(K)) −→ Chq (Br,Mk,l(K))
pour q ≥ 0. Il est élémentaire de vérier que on peut hoisir une suite de poids S = (Sk)k≥0 ⊂
(0,+∞) pour les normes Ch de telle sorte à obtenir une estimation du type ‖Pqu‖r,h ≤ C ·‖u‖r,h,
ave C > 0 indépendante de la régularité h ≥ 0 de la q + 1-forme u. A ondition de réstraindre
opportunément le rayon r > 0 on obtient un shéma de onvergene rapide onsidérablement
plus simple que elui explique dans la preuve du théorème 1. En eet dans le as on onsidération
on a pas besoin de réstraindre les rayons de la boule pendant les étapes du proédé itératif ar
on dispose de l'estimation préédente. Les détails de simpliation et d'adaptation du proédé
itératif relatif à la preuve du théorème 1, au as en examen sont laissé au leteur. On obtient en
onlusion une E(K)-résolution loale, à partir d'une E(K)-résolution initiale, telle que les nou-
velles matries ϕˆj (ii on utilise les mêmes notations du théorème 1) soient toutes onstantes.
En partiulier le fait que ϕˆ1 = Cst implique que G est un faiseau de E(K)-modules loalement
libre. La suite du théorème 2 dérive alors de résultats lassiques bien onnus du leteur.
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