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Let K be a finite field of characteristic p ≥ 5. The Nottingham group N over K is
the group of normalised automorphisms of the local field Kt. In this paper we
determine the automorphism group of N ; in particular we show that every automor-
phism of the Nottingham group is standard. We also give a complete description of
the conjugacy classes of elements of order p in N . © 2000 Academic Press
1. INTRODUCTION
Let K be a finite field of characteristic p. The Nottingham group over K
can be thought of as the group of normalised automorphisms of the local
field Kt. For our purposes it is more useful to define the Nottingham
group over K as the group N K x= t + t2Kt of normalised formal power
series over K under substitution. It is a finitely generated pro-p group
with remarkable properties and plays a key role in the theory of pro-p
groups. For instance, every finitely generated pro-p group embeds as a
closed subgroup into N K. We refer to 2; 3 for more details.
The aim of this paper is to determine the automorphism group of the
Nottingham group. Let AK x= tK∗ + t2Kt be the “full” group of formal
power series over K under substitution. Then AK is a finitely generated
profinite group, and N K is its unique Sylow pro-p subgroup. In fact we
have AK ∼= K∗ n N K.
Each automorphism α of K acts naturally on AK by sending tP∞k=0 fktk
to t
P∞
k=0 fk
αtk. An automorphism of AK is said to be standard, if it is
the composition of an inner automorphism and an automorphism induced
by some field automorphism of K. An automorphism of N K is called
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standard if it is the restriction of a standard automorphism of AK. We
show
Theorem 1.1. Let K be a finite field of characteristic p ≥ 5. Then all au-
tomorphisms of AK and all automorphisms of the Nottingham group N K
are standard. Furthermore we have
Aut
(
AK ∼= Aut(N K ∼= AutKn AK:
We note that a corresponding result for substitution groups of formal
power series over infinite fields has been proved by Muckenhoupt [7].
In the course of proving Theorem 1.1, we are led to investigate the con-
jugacy structure of N K. Pa´lfy has recently determined the number of
conjugacy classes in some finite quotients of the Nottingham group [8]. We
restrict our investigation to conjugacy classes of elements of order p.
Let n ∈  with n 6≡p 0. Then Hensel’s lemma shows that every element
of the multiplicative group of one-units 1 + tKt has a unique nth root.
So for every λ ∈ K we may define
Fn; λ x= t1− nλtn−1/n ∈ N K:
It is easy to check that the map K→ N K, λ 7→ Fn; λ is an isomorphism
of groups; in particular, for every λ ∈ K∗ the element Fn; λ ∈ N K has
order p. We show that, up to conjugacy, these are precisely the elements
of order p in N K.
Proposition 1.2. The set Fn; λ  n ∈  with n 6≡p 0; λ ∈ K∗ is a
complete set of representatives for the conjugacy classes of elements of order p
in N K.
We provide two proofs of Proposition 1.2, one based on results
from [8, 9], which in turn rely on computations with formal power se-
ries, the other self-contained modulo some elementary Galois theory.
We also give a description of the centralisers of elements of order p in
N K.
Proposition 1.3. Let d ∈ , and let f = t +P∞k=d fktk+1, with fd 6= 0,
be an element of order p in N x= N K. Then there exist polynomials
Pi ∈ pXd; : : : ;Xd+i−1; Y1; : : : ; Yi−1; i ∈ ;
such that the centraliser CN f  of f in N equals(
t +
∞X
k=1
gkt
k+1 ∈ N  for all i ∈  with i 6≡p d we have
gi = fd−1Pifd; : : : ; fd+i−1; g1; : : : ; gi−1
)
:
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Although this result may seem rather technical, it plays an important
role in proving Theorem 1.1. Moreover, the explicit description of these
centralisers provides us with a new class of closed subgroups of infinite in-
dex in N K, and it would be interesting to determine their group theoretic
properties. We leave such an investigation for a later project.
The paper is organised as follows: In Section 2 we gather some basic
properties of the Nottingham group. In Section 3 we prove Propositions 1.2
and 1.3. In Section 4 we establish Theorem 1.1. Finally, in the Appendix
we consider the Nottingham group as a group of field automorphisms and
provide an alternative proof of Proposition 1.2.
Notation. Throughout the rest of the paper let K be a finite field of
characteristic p ≥ 5. Let K∗ x= K \ 0. We write Kt for the ring of for-
mal power series over K. We denote by  and  the sets of integers and
positive integers, respectively. We write p for the prime field of character-
istic p. For integers a; b ∈  we write a ≡p b if a− b ∈ p.
A Last Remark. To keep the exposition of the paper as clear as possible,
we have decided against presenting (and proving) our results in their most
general form. The reader will find that for many of our arguments we do
not really need the field K to be finite. The restriction to characteristic
p ≥ 5 in Theorem 1.1 is due to the fact that some of our key arguments
do not seem to work in characteristics 2 and 3.
2. THE NOTTINGHAM GROUP
We recall the definition and basic properties of the Nottingham group
as a group of formal power series, and refer to the Appendix for a con-
ceptually different point of view. Let A x= tK∗ + t2Kt; N x= t + t2Kt,
and T x= tK∗. We endow A ⊆ Kt with the subspace topology and define
composition on A by substitution. Then A becomes a topological group.
Moreover, in this setting N is an open normal subgroup of A with closed
complement T ; we have A = T n N . The group N is generally known as
the Nottingham group over K.
For every f = tP∞k=0 fktk ∈ A we define the depth of f to be
δf  x= infk ∈   fk 6= 0 ∈  ∪ ∞:
Note that T = f ∈ A  δf  = ∞. For every k ∈  the set Nk x= f ∈ N 
δf  ≥ k is an open normal subgroup of A. We obtain a natural filtration
A ≥ N = N1 ≥ N2 ≥ · · · of A which has the following properties:
(i)
TNk  k ∈  = t,
(ii) Nk;Nl ⊆ Nk+l for all k; l ∈ ,
(iii) A/N ∼= T ∼= K∗; · and Nk/Nk+1 ∼= K;+ for all k ∈ .
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The group A is a finitely generated profinite group, and N is its unique
Sylow pro-p subgroup.
The assertions made in the previous paragraph can all be obtained
through elementary calculations with formal power series (see [1]). For
computations of this nature the following basic lemma [5, Lemma 2] is
very helpful.
Lemma 2.1. Let m;n ∈ , and let f = t + P∞i=m fiti+1, g = t +P∞
i=n git
i+1 ∈ N . Then we have
f; g ≡ t + m− nfmgntm+n+1 mod Nm+n+1:
We conclude this section with the following observation.
Proposition 2.2. For every k ∈  the group Nk is characteristic in A.
Proof. Let k ∈ . It suffices to show that Nk is characteristic in N . If
k 6≡p 2, then Nk is a term of the lower central series of N (see [1, Chap. 2])
and hence characteristic in N . So suppose k ≡p 2. Since p ≥ 5, then by the
same argument as before, the groups N3, Nk−1, and Nk+3 are characteristic
subgroups of N . By Lemma 2.1, the group Nk = f ∈ Nk−1  f;N3 ⊆ Nk+3
is characteristic in N .
3. CONJUGACY CLASSES AND CENTRALISERS
In this section we determine the conjugacy classes and centralisers of
elements of order p in N . We remark that the arguments given here are
also valid in characteristics 2 and 3. The following result describes elements
of order p in N in terms of recurrence relations for certain coefficients in
their formal power series presentations.
Proposition 3.1. For every element f ∈ N of order p we have δf  6≡p 0.
Moreover, if d ∈  with d 6≡p 0 and I x= i ∈   i ≥ dp−1p , then there
exist polynomials Pi ∈ pXd; : : : ;X2d+i−dp−1, i ∈ I, such that for every
f = t +P∞k=d fktk+1 ∈ N with δf  = d the following are equivalent:
(i) The element f has order p.
(ii) For all i ∈ I we have f2d+i−dp = fd−p−1Pifd; : : : ; f2d+i−dp−1.
For a proof of these assertions, we refer to [9, Chap. 5]. The following
elementary result shows that elements of N which have equal depth are
“almost” conjugate. It can be obtained by adapting the argument used in [8,
Proof of Lemma 4].
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Lemma 3.2. Let d ∈ , and let f = t + P∞k=d fktk+1, h = t +P∞
k=d hkt
k+1 ∈ N with fd = hd 6= 0. Then there exists g ∈ N such that
f g = t +P∞k=df gktk+1 satisfies: For all k ∈  with k ≥ d and k 6≡p 2d we
have f gk = hk.
Recall that A = T n N . The action of T on N by conjugation is easily
described: For all λt ∈ T and all f = t +P∞k=1 fktk+1 ∈ N we have
f λt = λ−1t ◦
 
t +
∞X
k=1
fkt
k+1
!
◦ λt = t +
∞X
k=1
fkλ
ktk+1:
Combining this observation with Lemma 2.1, Proposition 3.1, and
Lemma 3.2 we obtain
Proposition 3.3. Let f = t +P∞k=1 fktk+1, h = t +P∞k=1 hktk+1 ∈ N be
elements of order p, and let d x= δh. Then
(i) f is conjugate to h in N if and only if δf  = d and fd = hd,
(ii) f is conjugate to h in A if and only if δf  = d and fd/hd ∈ Kd.
In view of this last result, we would like to identify a natural set of
representatives for the conjugacy classes of elements of order p in N . For
this we extend the construction of one-parameter subgroups given in [4].
Let n ∈  with n 6≡p 0. Then Hensel’s lemma shows that every element
of the multiplicative group of one-units 1 + tKt has a unique nth root.
So for every λ ∈ K we may define
Fn; λ x= t1− nλtn−1/n ∈ N :
It is easy to check that the map K→ N , λ 7→ Fn; λ is an isomorphism of
groups; in particular, for every λ ∈ K∗ the element Fn; λ ∈ N has order p.
We note that for every λ ∈ K we have Fn; λ ≡ t + λtn+1 mod Nn+1. So
Proposition 1.2 follows from Proposition 3.3(i).
In the Appendix we provide an alternative proof of Proposition 3.3, which
does not require the assertions made in Proposition 3.1 and Lemma 3.2.
This second proof is based on elementary Galois theory and yields an in-
terpretation of our result in terms of field extensions.
We now turn our attention toward Proposition 1.3 which describes the
centralisers of elements of order p in N .
Proof of Proposition 1.3. First of all we need to construct the appropri-
ate polynomials. For every g = t +P∞k=1 gktk+1 ∈ N we have
fg = t +
∞X
k=1
gkt
k+1 +
∞X
j=d
fjt
j+1

1+
∞X
k=1
gkt
k
j+1
;
gf = t +
∞X
k=d
fkt
k+1 +
∞X
j=1
gjt
j+1

1+
∞X
k=d
fkt
k
j+1
:
(3.1)
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In particular, we “rediscover” that every g ∈ N commutes with f modulo
Nd+1,
fg ≡ gf mod Nd+1: (3.2)
For g ∈ N we write fg = t +P∞k=1fgktk+1 and gf = t +P∞k=1gf ktk+1.
By (3.1), we find polynomials P ′i ; P
′′
i ∈ pXd; : : : ;Xd+i−1; Y1; : : : ; Yi−1,
i ∈ , such that for all g = t +P∞k=1 gktk+1 ∈ N the following assertions
are equivalent:
fgd+i = gf d+iy
gd+i + fd+i + fdd + 1gi + P ′ifd; : : : ; fd+i−1; g1; : : : ; gi−1
= fd+i + gd+i + gii+ 1fd + P ′′i fd; : : : ; fd+i−1; g1; : : : ; gi−1y
gii− dfd = P ′i − P ′′i fd; : : : ; fd+i−1; g1; : : : ; gi−1: (3.3)
For every i ∈  we put
Pi x=
8><>:
1
i− dP
′
i − P ′′i  if i 6≡p d;
0 otherwise,
and we define C to be the set(
t +
∞X
k=1
gkt
k+1 ∈ N  for all i ∈  with i 6≡p d we have
gi = fd−1Pifd; : : : ; fd+i−1; g1; : : : ; gi−1
)
:
We claim that CN f  = C. For this it suffices to show that for every k ∈
d + 1+ p we have
CN /NkfNk = CNk−d/Nk: (3.4)
So let k ∈ d + 1+ p. Clearly, we have
N x= card(n ∈   d < n < k; n ≡p 2d
= card(n ∈   0 < n < k− d; n ≡p d:
Put q x= cardK ∈ . Since N /Nk is a finite group, we can simply count
elements. We have cardN /Nk = qk−1, and Propositions 3.1 and 3.3 imply
that cardf gNk  g ∈ N  = qk−1−d−N . Hence it follows that
card
(
CN /NkfNk
 = cardN /Nk
card
(f gNk  g ∈ N  = qd+N:
Clearly, we have
cardCNk−d/Nk = qd+N:
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From (3.2) and (3.3) we obtain CN /NkfNk ⊆ CNk−d/Nk. Therefore com-
paring cardinalities gives CN /NkfNk = CNk−d/Nk. Thus (3.4) holds, and
the proof is finished.
4. THE AUTOMORPHISM GROUPS
Proof of Theorem 1.1. We first show that every automorphism of N is
standard; i.e., that it is the restriction of an inner automorphism of A com-
posed with an automorphism induced by some field automorphism of K
(see Section 1). So let α ∈ AutN . Clearly, the standard automorphisms
of N form a subgroup of AutN . Hence our strategy is to compose α suc-
cessively with standard automorphisms, until the product reduces to the
identity map on N .
Let f ∈ N . Then Proposition 2.2 shows that δf  = δf α. To obtain a
quantitative measure for how far away α is from being the identity map, we
define
1f  x=
(
δf−1 f α − δf  ∈  ∪ 0;∞ if f 6= t;
∞ if f = t:
We note that α fixes f if and only if 1f  = ∞; if 1f  6= ∞, then there
exists ε ∈ K∗ such that
f α ≡ f ◦ t + εtδf +1f +1 mod Nδf +1f +1:
For every σ ∈ K we put Aσ x= F1; σ and Bσ x= F2; σ, see Section 3;
we also write A x= A1 and B x= B1.
The following lemma explains why we are interested in “monitoring”
these particular elements of N .
Lemma 4.1. Let F be a subfield of K, and let
1min x= min

1Aσ  σ ∈ F
} ∪ 1Bσ  σ ∈ F}:
Then for every f ∈ t + t2Ft ≤ N we have 1f  ≥ 1min.
Proof. For all f; g ∈ N \ t with δf  6= δg we have
δfg = minδf ; δg;
and
δ
(fg−1fgα = δ(f−1f αgg−1gα
≥ minδf−1f α; δg−1gαy
hence
1fg ≥ min1f ; 1g:
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Therefore it is enough to show that for every k ∈  and every σ ∈ F there
exists f ∈ t + t2Ft such that f ≡ t + σtk+1 mod Nk+1 and 1f  ≥ 1min.
So let k ∈  and σ ∈ F . We argue by induction on k.
Base Step. k ∈ 1; 2. Take f x= Aσ , if k = 1, or f x= Bσ , if k = 2.
Induction Step. k ≥ 3. Lemma 2.1 shows that for all g; h ∈ N with
δg 6≡p δh we have
δg; h = δg + δh;
and, rearranging terms,
δg; h−1g; hα = δh−1g−1hgg−αh−αgαhα
= δ (gg−α; h−1gαhhh−α; gαhα
≥ minδh + δg−1gα; δg + δh−1hα}y
hence we have
1g; h ≥ min1g; 1h:
Now we distinguish two cases:
Case 1. k 6≡p 2. By induction hypothesis, we find g ∈ t + t2Ft
such that
g ≡ t + σk− 2−1tk mod Nk;
and 1g ≥ 1min. Then by Lemma 2.1, the element f x= g;A satisfies our
requirements.
Case 2. k ≡p 2. By induction hypothesis, we find g ∈ t + t2Ft
such that
g ≡ t + σk− 4−1tk−1 mod Nk−1;
and 1g ≥ 1min. Then by Lemma 2.1, the element f x= g;B satisfies our
requirements.
Resuming the proof of Theorem 1.1, we are now ready to reduce α in
stages to the identity map. We divide the argument into seven steps:
1. Without loss of generality we may assume that Aα ≡ A mod N2
and Bα ≡ B mod N3y hence 1A > 0 and 1B > 0.
2. Without loss of generality we may assume that for all σ ∈ K we have
1Aσ > 0 and 1Bσ > 0.
3. Without loss of generality we may assume that Aα = A; hence
1A = ∞.
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4. Without loss of generality we may assume that either 1B = ∞ or
otherwise 1B 6≡p 1.
5. We have Bα = B; hence 1B = ∞.
6. For every σ ∈ K with 1Aσ 6= ∞ we have 1Aσ ≡p 0, and for
every σ ∈ K with 1Bσ 6= ∞ we have 1Bσ ≡p 0.
7. We have 1f  = ∞ for all f ∈ N ; hence α = idN .
Proof of Step 1. By Proposition 2.2, we find σ ∈ K∗ such that
Aα ≡ t + σt2 mod N2:
Let β be the automorphism of N induced by conjugation with σ−1t ∈ T .
Then
Aαβ = σt ◦Aα ◦ σ−1t ≡ t + t2 ≡ A mod N2:
Hence we may assume without loss of generality that Aα ≡ A mod N2.
Again, by Proposition 2.2, we find τ ∈ K∗ such that
Bα ≡ t + τt3 mod N3:
By Lemma 2.1, we have the following congruences modulo N6,
B;A;B6 ≡ t + t3; t + t2; t + t36
≡ t + t4; t + t36
≡ t + t66
≡ t + 6t6
≡ t + 2t5; t + t2
≡ t + t4; t + t2; t + t2
≡ t + t3; t + t2; t + t2; t + t2
≡ B;A;A;A:
Applying the automorphism α yields, again modulo N6,
t + 6τ2t6 ≡ t + τt3; t + t2; t + τt36
≡ Bα;Aα;Bα6
≡ B;A;B6α
≡ B;A;A;Aα
≡ Bα;Aα;Aα;Aα
≡ t + τt3; t + t2; t + t2; t + t2
≡ t + 6τt6:
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This gives 6τ2 = 6τ. Since 6 6≡p 0, we have τ = 1 and therefore
Bα ≡ t + t3 ≡ B mod N3:
Proof of Step 2. By Proposition 2.2, the automorphism α acts on N1/N2
and N2/N3. We need to show that without loss of generality we may assume
these actions to be trivial. We consider the following maps from K into K,
φ x= x; y ∈ K ×K  t + xt2α ≡ t + yt2 mod N2};
ψ x= x; y ∈ K ×K  t + xt3α ≡ t + yt3 mod N3}:
Since α induces an automorphism of N1/N2 ∼= K;+, the map φ is an
automorphism of K;+.
Moreover, for every λ ∈ K the following congruences hold modulo N4,
t + λφt4 ≡ t + t3; t + λt2α
≡ B; t + λt2α
≡ t + λt3;Aα
≡ t + λt3α;A
≡ t + λψt4:
This shows that φ = ψ.
Finally, for all λ;µ ∈ K we have, again modulo N4,
t + λµφt4 ≡ t + λµt3α; t + t2
≡ t + λµt3; t + t2α
≡ t + λt3; t + µt2α
≡ t + λt3α; t + µt2α
≡ t + λψt3; t + µφt2
≡ t + λφµφt4;
and thus λµφ = λφµφ. It follows that φ is an automorphism of K.
Now let β be the automorphism of N which is induced by φ−1: For
every f = t +P∞k=1 fktk+1 ∈ N we have fβ = t +P∞k=1 fkφ−1 tk+1. Then by
the above, αβ acts trivially on N1/N2 and N2/N3. Hence according to our
general strategy, we may assume without loss of generality that α itself acts
trivially on N1/N2 and N2/N3.
Proof of Step 3. This follows from Proposition 3.3.
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Proof of Step 4. Suppose 1 x= 1B < ∞ and 1 ≡p 1. Then we find
ε ∈ K∗ such that
Bα ≡ B ◦ t + εt3+1 mod N3+1:
By Proposition 1.3, we find f ∈ CN A such that f ≡ t − εt1+1 mod N1+1.
Let β be the automorphism of N induced by conjugation with f . Then by
Lemma 2.1, we have
B−1Bβα = B−1BαB; f α
≡ t + εt3+1 ◦ t − εt3+1 mod N3+1
≡ t mod N3+1;
and hence
δB−1Bβα − δB ≥ 3+ 1 − 2 > 1:
Now without loss of generality we may replace α by βα. Furthermore, since
N is a compact topological group, we can repeat this procedure until we
reach a situation where either 1B = ∞ or otherwise 1B 6≡p 1.
Proof of Step 5. Suppose, for a contradiction, that 1 x= 1B < ∞.
Then we find ε ∈ K∗ such that
Bα ≡ Bt + εt3+1 mod N3+1: (4.1)
We first show that
1 6≡p 0: (4.2)
By Step 4, we have 1 6≡p 1. So we find j ∈ 2; 3; : : : ; p such that 1 ≡p j.
From the Proof of Step 1 above we have
B;A;B−6B;A;A;A ≡ t − 6t6 ◦ t + 6t6 mod N6
≡ t mod N6: (4.3)
Applying the automorphism α we obtain modulo N6+1,(B;A;B−6B;A;A;Aα
≡ Bα;A;Bα−6Bα;A;A;A
≡ B;A;B−6B;A;A;At + εt3+1;A;B−6B;A; t + εt3+1−6
◦ t + εt3+1;A;A;A
≡ B;A;B−6B;A;A;A ◦ (t + εj − 1j2 + j + 6t6+1: (4.4)
By Lemma 4.1, we have
1B;A;B−6B;A;A;A ≥ min1A; 1B = 1: (4.5)
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By (4.3), we have δB;A;B−6B;A;A;A ≥ 6. Hence (4.4) and (4.5)
imply that δ
(
t + εj − 1j2 + j + 6t6+1 ≥ 6+ 1, which gives
j2 + j + 6 ≡p 0:
Since p ≥ 5, we have j 6∈ 2; 3; p, and in particular 1 6≡p 0.
We are now ready to derive the required contradiction. For every m ∈ 
with m 6≡p 0 we find m ∈  such that mm ≡p 1. By Lemma 2.1, we have
B;A; : : : ;A| {z }
p−j
 ≡ t + p− j!t3+p−j mod N3+p−j;
and the following congruences hold modulo N3+p−j+1,
B;A; : : : ;A| {z }
p−j
α ≡ Bα;A; : : : ;A| {z }
p−j

≡ B ◦ t + εt3+1;A; : : : ;A| {z }
p−j

≡ B;A; : : : ;A| {z }
p−j

t + εt3+1;A; : : : ;A| {z }
p−j

≡ B;A; : : : ;A| {z }
p−j
 ◦ (t+ εj+ 1j+ 2 · · · j+p− jt3+1
≡ B;A; : : : ;A| {z }
p−j
:
We put C x= B;A; : : : ;A| {z }
p−4
p−4! and D x= B;A; : : : ;A| {z }
p−3
p−3!. As j ≥ 4,
we obtain by a similar argument as above,
C ≡ t + tp−1 mod Np−1; Cα ≡ C mod Np−1+1;
D ≡ t + tp mod Np; Dα ≡ D mod Np+1;
and thus 1C ≥ 1+ 1 and 1D ≥ 1+ 1. We put
E x= C;D; : : : ;D| {z }
p−4
−p−4!
:
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By Lemma 2.1, we obtain
E ≡ t + tp2−4p+3 mod Np2−4p+3; (4.6)
and, by the proof of Lemma 4.1, we have 1E ≥ min1C; 1D ≥
1+ 1. Lemma 2.1 and (4.6) now imply that
δB;E ≥ 2 + p2 − 4p+ 2 + 1
= p2 − 4p+ 5: (4.7)
Furthermore, modulo Np2−4p+5+1 we have
B;Eα ≡ B;EB−1Bα;EB;E−1EαB−1Bα;E−1Eα
≡ B;EB−1Bα;E:
Thus (4.2) and Lemma 2.1 give
δB;E−1B;Eα ≤ δB−1Bα;E
≤ 2 + 1 + p2 − 4p+ 2
= p2 − 4p+ 4+ 1: (4.8)
From (4.7) and (4.8) we have
1B;E ≤ 1− 1 < 1:
On the other hand, Lemma 4.1 shows that
1B;E ≥ min1A; 1B} = 1:
This gives us the required contradiction.
Proof of Step 6. Let σ ∈ K such that 1Aσ 6= ∞. From Section 3 we
have Aσ ∈ CN A. Since Aα = A, it follows that Aσα ∈ CN A. Now
Proposition 1.3 implies that 1Aσ ≡p 0. The second part of the assertion
is proved similarly.
Proof of Step 7. Suppose, for a contradiction, that α 6= idN . We put
1min x= min1f   f ∈ N  ∈ . By Lemma 4.1, we find σ ∈ K∗ such
that
1Aσ = 1min or 1Bσ = 1min: (4.9)
We have 1Bσ;A−1B;Aσ  ≥ 1min. Since δBσ;A−1B;Aσ  ≥ 4,
this implies that
δ
(B;Aσ −1Bσ;ABσ;A−αB;Aσ α ≥ 4+ 1min:
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Using Lemma 2.1, we rearrange terms to obtain,
Bσ;A−1Bσα;A = Bσ;A−1Bσ;Aα
≡ Bσ;AαBσ;A−1 mod N4+1min
≡ B;Aσ −1B;Aσ α mod N4+1min
= B;Aσ −1B;Aσα: (4.10)
From Step 6 above we have 1min ≡p 0. So (4.9) and (4.10) show that
1Aσ = 1Bσ = 1min; more precisely we find ε ∈ K∗ such that
Aσ
α ≡ Aσ ◦ t + εt2+1min mod N2+1min;
and
Bσ
α ≡ Bσ ◦ t + εt3+1min mod N3+1min:
Now let µ0 + µ1X + · · · + µdXd ∈ pX be the minimal polynomial of
σ over the prime field p. We show below that
1Bµ0Bσµ1 · · ·Bσdµd < 1min: (4.11)
(This contradicts the definition of 1min and finishes the Proof of Step 7.)
To prove (4.11), let us first show that for every n ∈  ∪ 0:
Bσn
α ≡ Bσn ◦ t + nσn−1εt3+1min mod N3+1min: (4.12)
Let n ∈  ∪ 0. We argue by induction on n.
Base Step. n = 0. The assertion holds, because Bα = B.
Induction Step. n > 0. We have 1Bσn−1;Aσ −1Bσn;A ≥ 1min.
Since δBσn−1;Aσ −1Bσn;A ≥ 4, this implies that
δ
(Bσn;A−1Bσn−1;Aσ Bσn−1;Aσ −αBσn;Aα ≥ 4+ 1min:
Using Lemma 2.1, we rearrange terms to obtain modulo N4+1min ,
Bσn−1;Aσ −1Bσn−1;Aσ α ≡ Bσn−1;Aσ αBσn−1;Aσ −1
≡ Bσn;A−1Bσn;Aα
= Bσn;A−1Bσnα;A: (4.13)
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By Lemma 2.1 and the hypothesis of induction, we have modulo N4+1min ,
Bσn−1;Aσ α ≡ Bσn−1;Aσ Bσn−1; t + εt2+1min
◦t + n− 1σn−2εt3+1min;Aσ 
≡ Bσn−1;Aσ  ◦ t + nσn−1εt4+1min: (4.14)
So (4.12) follows from (4.13) and (4.14).
We are now ready to prove (4.11). We have
Bµ0Bσ
µ1 · · ·Bσdµd ≡ t + µ0 + µ1σ + · · · + µdσdt3 mod N3
≡ t mod N3;
and hence δBµ0Bσµ1 · · ·Bσdµd ≥ 3. Furthermore, from (4.12) above and
Lemma 2.1 we obtain
Bµ0Bσµ1 · · ·Bσdµd−1Bµ0Bσµ1 · · ·Bσdµdα
≡ t + µ1 + 2µ2σ + · · · + dµdσd−1εt3+1min mod N3+1min;
where
µ1 + 2µ2σ + · · · + dµdσd−1 6= 0:
Hence it follows that
1
(
Bµ0Bσ
µ1 · · ·Bσdµd
 ≤ 2 + 1min − 3 < 1min:
This gives (4.11) and thus finishes the Proof of Step 7. Every automorphism
of N is standard.
We now turn our attention toward the remaining assertions in Theorem
1.1. From what we have proved thus far it follows quite easily that also
every automorphism of A is standard. Let α ∈ AutA. Composing α with a
suitable standard automorphism if necessary, we may assume without loss
of generality that α acts trivially on N . Since A = T n N , it then suffices
to show that α fixes every element of T . So let λt ∈ T . From Section 3 we
have
λ−1tα ◦ F1; 1 ◦ λtα = (F1; 1λtα = F1; λα = F1; λ;
and
λ−1tα ◦ F2; 1 ◦ λtα = (F2; 1λtα = F2; λ2α = F2; λ2:
So we find f ∈ N such that λtα = λt ◦ f . Moreover, by Lemma 2.1, we
have f ∈ CN
(
F1; λ ∩ CN (F2; λ2 = t. Thus α fixes λt, and we are
done.
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So all automorphisms of A and all automorphisms of N are standard. It
remains to show that
AutA ∼= AutN  ∼= AutKn A:
It is clear that the subgroup InnA of inner automorphisms of A is
normal in AutA. We denote by G the group of automorphisms of A which
are induced by field automorphisms of K. Clearly, we have InnA ∩G = 1
and G ∼= AutK. From Lemma 2.1 it is easily seen that A acts faithfully
on N . Hence α ∈ AutA acts trivially on N if and only if α = idA, and
furthermore we have InnA ∼= A. This shows that AutA ∼= AutN  and
AutA = Gn InnA ∼= AutKn A.
APPENDIX
In this appendix we provide an alternative, self-contained proof of the
first part of Proposition 3.3. The second part and Proposition 1.2 then follow
easily, just as in Section 3. For the argument which we present now, we
regard the Nottingham group as a group of automorphisms of the local field
Kt. This allows us to use elementary Galois theory, in particular the
classical description of cyclic Galois extensions of degree p in characteristic
p due to Artin and Schreier; we refer to [6, Chap. VI, Sect. 6]. It is worth
noting that through this approach we obtain a natural interpretation of
Proposition 3.3 in terms of Galois extensions. It would be interesting to find
out whether any of the calculations we perform in Section 4 have a similar,
helpful meaning. Finally, we remark that the arguments in this section are
also valid in characteristics 2 and 3.
Let L be a complete discrete valuation field of characteristic p with finite
residue field K. For convenience of notation we may as well assume that
L = Kt. We denote by AutKL the group of all field automorphisms
of L which restrict to the identity on K. It can be shown that the faithful
and continuous action
L× A→ L;
 ∞X
i=d
ait
i; f t
!
7→
∞X
i=d
aif ti;
induces an isomorphism from the group A = AK of formal power series
over K onto the group AutKL. Under this isomorphism the Nottingham
group N = N K maps onto the group Aut1KL of normalised automor-
phisms of the field L; see [2] for further details. We allow ourselves to
denote elements f ∈ AutKL by the corresponding formal power series
tf ∈ A.
automorphisms of nottingham group 53
Galois theory provides a correspondence between the elements of
H x= H ≤ Aut1KL  H a cyclic group of order p};
and
M x= M ≤ L  L/M a totally ramified cyclic Galois extension
of degree p
}
;
which is given by mutually inverse bijections
8x H → M; H 7→ LH = a ∈ L  ∀h ∈ H x ah = a};
9x M→ H; M 7→ AutML =

σ ∈ AutL  σ M = idM
}
:
Clearly, 8 and 9 commute with the action of Aut1KL on the sets H (by
conjugation) and M. So classifying conjugacy classes of subgroups of order
p in Aut1KL is equivalent to classifying orbits in M under the action of
Aut1KL.
We now investigate this correspondence more closely. For every a ∈ L
we define the initial coefficient of a to be
icoa x=
8><>:
ad ∈ K if a =
∞X
i=d
ait
i with ad 6= 0,
0 if a = 0.
Now let H ∈ H . We note that δh1 = δh2 for all h1; h2 ∈ H \ t; so we
may define the depth of H as
δH x= δh ∈  for any h ∈ H \ t:
We define the initial part of H to be
I H x= icoth − t  h ∈ H}
= icoth − tp for any h ∈ H \ t:
Thus I H is a cyclic subgroup of K;+ of order p.
We can now rephrase part (i) of Proposition 3.3 as follows.
Proposition 5.1. Let H1;H2 ∈ H . Then H1 is conjugate to H2 under the
action of Aut1KL if and only if(
δH1;I H1
 = (δH2;I H2:
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Our aim is to translate Proposition 5.1 into an equivalent statement about
fields in M, which can be verified more easily. For this we have to rediscover
δH and I H as invariants of the Galois extension L/LH .
Let M ∈ M. We write ℘X x= Xp −X ∈ pX. Then by [6, Chap. VI,
Theorem 6.4], the set
AM x= α ∈ L  ℘α ∈M \ ℘M
is non-empty, and for every α ∈ AM we have L =Mα.
Let vx L →  ∪ ∞ denote the valuation map of the local field L; so
vL∗ =  and v0 = ∞. The following elementary result is an adaptation
of [2, Lemma 3].
Lemma 5.2. Let M ∈ M. Then we have vα  α ∈ AM ⊆ −, and
moreover, maxvα  α ∈ AM ∈ − \ p.
The next lemma extends a result of Weiss [2, Lemma 6].
Lemma 5.3. Let M ∈ M with corresponding Galois group H x= AutML.
Let α ∈ AM with vα 6≡p 0, and put α0 x= icoα ∈ K. Then we have
(i) vα = −δH,
(ii) α0p = I H−1.
Proof. The group H acts transitively on the roots of ℘X −℘α, the min-
imal polynomial of α over M . So we find h ∈ H such that αh = α + 1.
By assumption, we have m x= −vα 6≡p 0. Thus we may define β x=
α/α0−1/m ∈ t + t2Kt. Then we have
βh =

α/α0−1/m
h
=

α/α0h
−1/m
= (α+ 1/α0−1/m
≡ α/α0−1/m ·

1+ α0−1tm
−1/m
mod tm+2Kt
≡ β ·

1+ −1/mα0−1tm

mod tm+2Kt:
This shows that m = δh = δH, so vα = −δH, and −1/mα0−1 =
icoth − t, so α0p = icoth − t−1p = I H−1.
So suppose that M ∈ M with corresponding Galois group H = AutML.
Then by Lemmata 5.2 and 5.3, we find α ∈ AM with vα 6≡p 0, and we can
make the following definitions and observations.
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(i) The invariant ρM x= vα is known as the ramification break
of the extension L/M . We have ρM = −δH.
(ii) We define I M x= α0p ≤ K;+. Then we have I M =
I H−1.
As promised we now state and prove a result equivalent to Proposi-
tion 5.1.
Proposition 5.4. Let M1;M2 ∈ M. Then M1 and M2 lie in the same orbit
under the action of Aut1KL if and only if(
ρM1;I M1
 = (ρM2;I M2:
Proof. If M1 and M2 lie in the same orbit under the action of Aut
1
KL,
then we find f ∈ Aut1KL such that M1f =M2, and Lemmata 5.2 and 5.3
show that ρM1;I M1 = ρM2;I M2.
Conversely, suppose that ρM1; I M1 = ρM2; I M2. We put
m x= ρM1. Then by assumption we find α ∈ AM1 and α′ ∈ AM2 such that
vα = vα′ = −m and α0 x= icoα = icoα′ ∈ K.
We note that α/α0; α′/α0 ∈ t−m1 + tKt. Since m 6≡p 0, we may
define γ x= α/α0−1/m, γ′ x= α′/α0−1/m ∈ t + t2Kt. Clearly, Aut1KL
acts transitively on t + t2Kt. So we find f ∈ Aut1KL such that γf = γ′,
and thus αf = α′.
We claim that M1f =M2. First we note that every M ∈ M is itself a lo-
cal field; indeed, if s ∈M with vs = p, then M = Ks. Therefore it suf-
fices to find s ∈ M1f ∩M2 with vs = p. We put a x= ℘α′ ∈ M1f ∩M2
and a0 x= icoa ∈ K. Then we have va = −pm and a/a0 ∈ t−pm1 +
tKt. Since m 6≡p 0, we may define s x= a/a0−1/m ∈ M1f ∩ M2.
Clearly, we have vs = p.
Finally, we remark that our parameterisation has no redundancies.
Proposition 5.5. Let m ∈  \ p, and let K0 be a cyclic subgroup of
K;+ of order p. Then there exists M ∈ M such that(
ρM;I M = m;K0:
Proof. Choose α ∈ L with vα = −m and icoα ∈ K0. We put a x= ℘α
and a0 x= icoa. Then a/a0 ∈ t−pm1 + tKt. Since m 6≡p 0, we may
define s x= a/a0−1/m. Then vs = p so that L has degree p over the
subfield M x= Ks. Clearly, we have a ∈ ℘L ∩M \ ℘M . So by [6,
Chap. VI, Theorem 6.4], the extension L/M is Galois. Now Lemma 5.3
shows that M ∈ M satisfies (ρM;I M = m;K0.
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