Abstract. We study co-Frobenius and more generally Quasi-co-Frobenius corings over arbitrary baserings and over PF baserings in particular. We generalize some results about (Quasi-) co-Frobenius coalgebras to the case of non-commutative base rings and give several new characterisations for co-Frobenius and Quasi-co-Frobenius corings, some of them are new even in the coalgebra situation. We construct Morita contexts to study Frobenius properies of corings and a second kind of Morita contexts to study adjoint pairs. Comparing both Morita contexts, we obtain our main result that characterises (Quasi-) co-Frobenius corings in terms of a pair adjoint functors (F, G) such that (G, F ) is locally (Quasi-) adjoint in a sense defined in this note.
introduction
Frobenius and co-Frobenius coalgebras and Hopf-algebras, Frobenius ring extensions and Frobenius bimodules have been intensively studied over the last decades. In recent years, it became clear that the proper framework to study all of these structures is the theory of (co-)Frobenius corings. A coring [23] can be seen as a naive generalisation of a coalgebra to a structure with a non-commutative basering. Clearly, the theory of corings covers the theory of coalgebras. Moreover, as we know from an observation made by Takeuchi ([24] , see also [7] ), corings generalize as well entwining structures. In this way the theory of bialgebras, Doi-Koppinen data and many related structures can in a very elegant way be obtained from the theory of corings and comodules. Corings have also shown to be very usefull to study ringextensions and more generally bimodules. In [8, 9] the close relation between Frobenius extensions, Frobenius bimodules and Frobenius corings is discussed.
Although the name indicates differently, the co-Frobenius property of a coring is a weakening and not a dualisation of the Frobenius property. In particular, although the Frobenius property is left-right symmetric, the co-Frobenius property is not. Nevertheless, coalgebras over a basefield which are at the same time left and right co-Frobenius can be understood as a dual version of Frobenius algebras. Indeed, for a Frobenius k-algebra A, the functors Hom A (−, A) and Hom k (−, k) from M A to A M are naturally isomorphic (see [15] ), for a left and right co-Frobenius k-coalgebra C, the functors Hom C * (−, C * ) and Hom k (−, k) from M C to C * M are naturally isomorphic (see [21] ). Frobenius corings have a very nice characterisation in terms of Frobenius functors. This result says that a coring C is Frobenius if and only if the forgetful functor F : M C → M A is at the same time a left and right adjoint for the induction functor − ⊗ A C. An overview of most results with regard to this subject can be found in Date: April 5, 2008. 1991 Mathematics Subject Classification. 16W30. [13] . A similar categorical interpretation of (Quasi-)co-Frobenius coalgebras and corings remained somewhat mysterious.
In this paper, we will provide this categorical description of Quasi-co-Frobenius corings and we will generalise come results of [21] . For this reason, we construct several Morita contexts. Starting from the observation (see [5, Remark 3.2] ) that a Morita context can be identified with a (k-linear) category with two objects, we construct a Morita context relating a coring C with its dual C * . This context describes the Frobenius property of the coring. More presice, if there exists a pair of invertible elements in this Morita context, then the coring is exactly a Frobenius coring. A similar Morita context relates representable functors, such as those used in [21] and [15] to describe (co-)Frobenius properties. A last type of Morita contexts, that is constructed in a different way, describes the adjuction property of a pair of functors. More precise, if there exists a pair of invertible elements in this Morita context, then the pair of functors is exactly an adjoint pair. By relating these Morita contexts with (iso)morphisms of Morita contexts, we recover the result that a coring is Frobenius if and only if the forgetful functor and the induction functor make up a Frobenius pair if and only if certain representable functors are isomorphic (Corollary 5.12). The advantage of our presentation is that it clarifies underlying relations between the different equivalent descriptions of the Frobenius property, and that these relations can be described even if the coring is not Frobenius. In particular, using these Morita contexts, we can formulate a categorical interpretation of (Quasi-)co-Frobenius corings (see Theorem 5.16 ).
This paper is organised as follows. We recall some some preliminary results about corings and comodules in Section 2. In Section 2.3 we give a new characterisation for locally projective modules in the sense of Zimmermann-Huisgen [28] and rings with local units. In Section 3 we give a new interpretation to the notion of adjoint functors. First we discuss in Section 3.1 actions of a set of natural transformations on a category. In Section 3.2 we show how an adjoint pair in any bicategory can be formulated as a pair of invertible elements for a certain Morita context. Combining the notion of a Morita context over a ring with local units with the action of a class of natural transformations on a category, we then introduce the notion of locally adjoint functors. Following the philosopy of [13] , Frobenius properties of corings are related to the adjuction properties of the induction functor of a coring. For this reason, we study in Section 4.1 the inductionfunctor − ⊗ A C : M A → M C for an A-coring C, and we describe in Section 4.2 all the natural tranfromations from this functor to its left and right adjoint. In Section 4.3 we describe natural transformations between representable functors that are involved in the description of the Frobenius property as in [15, 21] . In order to allow a description of the Quasi-Frobenius property, we repeat these procedures than in a more general setting in Section 4.4, involving a coproduct functor. In Section 5.1 we introduce the notion of a locally (Quasi) Frobenius coring, that coincides with the notion of a (Quasi-)co-Frobenius coring if the basering is a P F -ring. We give a characterisation of locally Quasi Frobenius corings and prove some properties: we show that they provide examples of Quasi-co-Frobenius corings over arbitrary base rings, they are locally projective as left and right module over the base algebra (Theorem 5.3), and they are semiperfect if the base algebra is a qF-ring (Proposition 5.9).
Finally we apply all the obtained results in Sections 5.2 and 5.3, where we give a characterisation of co-Frobenius and Quasi-co-Frobenius corings and recover old characterisations of Frobenius corings.
Preliminaries
Troughout this note, k will denote a commutative basering. All considered rings will be k-algebras and categories will usually be k-linear. Unless it is explicitly expressed differently, a functor will be meant to be a covariant functor. For an object X in a category C, X will also be the name for the identity morphism on X. Let I be any index set and M an object in a category with products and coproducts. We will denote M (I) for the coproduct (direct sum) and M I for the product. This is equivalent with the existence of natural transformations η ∈ Nat(1 1 C , GF ) and ε ∈ Nat(F G, 1 1 D ), such that
2.2. Rings and corings. Let A be a k-algebra. An A-ring (R, µ, η) is an algebra (a monoid) in the monoidal category A M A consisting of A-A bimodules and A-A bilinear maps. There exists a bijective correspondence between an A-rings and k-algebra morphisms η : A → R, which play the role of the unit map of the A-ring R.
The dual notion of an A-ring is an A-coring, i.e. an A-coring (C, ∆ C , ε C ) is a coalgebra (comonoid) in A M A . Explicitly, an A-coring consists of an A-A bimodule C and two A-A bilinear maps ∆ C : C → C ⊗ A C and ε C : C → A, such that the following diagrams commute
To denote the image of an element c ∈ C under the comutiplication map ∆, we make use of the Sweedler-Heyneman notation, ∆(c) = c (1) ⊗ A c (2) and (
The category of right (resp. left) comodules over C will be denoted by M C (resp. M C ). Recall that a right C-comodule (M, ρ M ) consists of a right A-module M and a right A-module map [1] , which satisfies the usual coassociativity and counit conditions.
For more details about the general theory of corings and their comodules, we refer the monograph [10] .
We will now state two elementairy results from module theory, which will be very useful for our theory. We give a short proof for sake of completeness. 
Any morphism f • ∈ Hom(A, B I ) as well as any morphism f • ∈ Hom(A (I) , B) is completely determined by the family of morphisms f ℓ : A → B, ℓ ∈ I.
Lemma 2.2. Consider a ringmorphism B → A and take any
Proof. For any f ∈ A Hom B (A, M), we obtain bf
as f x (a) = ax. One can easily check that this correspondence is bijective.
2.3. local units and Local projectivity. Let R be a non-unital B-ring and (M, µ M ) a right R-module, i.e. M is a right B-module and µ M : M ⊗ B R → M is an associative right B-linear multiplication map. We say that R has right local units on M if for every finitely generated right B-submodule N of M, there exists an element e ∈ R B such that n · e = n for all n ∈ N. We call e a (right) local unit for N. One can easily prove that R has right local units on M if and only if R has right local units on every single element m ∈ M. We say that R is a ring with right local units if R has right local units on R, where we consider the regular right R-module structure on R. The following theorem can be understood as a structure theorem for modules over rings with local units, and should be compared with similar theorems for rings with idempotent local units (see [25, Lemma 2.10] and [11, Lemma 4.3] ). 
M is generated by B-modules on which there exists a local unit).
Proof. Suppose first that the subcategory N exists. Take any M ∈ M. Since N generates M, we can find a family of right B-modules (N i ) i∈I in N such that there exists a surjective map π : i∈I N i → M. Consequently, for any m ∈ M, we can write m = i∈J π(n i ) where J is a finite subset of I. We show by induction on the cardinality of J that we can find a local unit e ∈ R B . If the cardinality of J equals one, then m = π(n) for some n ∈ N. We know that there exists an element e ∈ R B such that π = f e • π. Consequently π(n)e = f e • π(n) = π(n), so e is a unit for π(n) = m. Now suppose m = k i=1 π(n i ) with n i ∈ N i and k > 1. By the induction hypothesis we can find a local unit e ∈ R B for k−1 i=1 π(n i ) and a local unit e ′ ∈ R B for π(n k ) − π(n k )e. Put e ′′ = e + e ′ − ee ′ then we can compute
So we find that e ′′ is a local unit for m ∈ M. Conversely, let M be the category of right R-modules on which R has local units. We define N as the category consisting of finitely generated B-submodules of modules in M. Then clearly N generates M in M B . Moreover, for any N ∈ N , M ∈ M and any right B-linear map f : N → M, we obtain that Im f is a finitely generated B-submodule of M. By the definition of a module with local units, we can find a local unit e ∈ R B for Im f . Consequently, f e • f (n) = f (n)e = f (n) for all n ∈ N.
In [28] a right A-module is defined to be locally projective if and only if for any commutative diagram with exact rows in the category of right A-modules of the form
with F finitely generated, there exists a right A-linear map h :
In [18] it was shown that M is locally projective if and only if for any finitely generated A-submodule F ⊂ M, there exists a finite dual basis {e i , f i } ⊂ M ×M * . More general, a B-A bimodule M is called R-locally projective for an additive subset R ⊂ M * = Hom A (M, A) if for any finite subset N of M we can find a finite set {e i , f i } ⊂ M × R such that e i f i (n) = n for all n ∈ N and e i f i (bm) = be i f i (m) for all m ∈ M. Obviously, R-local projectivity implies S-local projectivity whenever R ⊂ S. In particular R-local projectivity implies local projectivity. The relation between locally projective modules and rings with local units in a general sense was given in [25] .
2.4. modules versus comodules. Let C be an A-coring. It is well-known that there exists an adjunction (F
is an A-ring with unit ε C and multiplication given by f * g(c) = f (g(c (1) )c (2) ), for all f, g ∈ C * and c ∈ C. In a similar way, the left dual * C = A Hom(C, A) is an A-ring with unit ε C and multiplication
Finally, * C * = A Hom A (C, A) is a k-algebra with unit ε C and multiplication
Remark that if A is commutative and C is an A-coalgebra (i.e. the left and right A-action on C coincide), * C = C * = * C * and this k-algebra has the opposite multiplication as in classical textbooks [16] . Furthermore, every right comodule has a * C module structure, given by
C and f ∈ * C. Analogously, every left C-comodule becomes a left C * -module. Let R be any additive subset of * C such that AR ⊂ RA and take any M ∈ M * C . The R-rational part of M is defined as
We say that M is R-rational if Rat R (M) = M. Denote by T the subring of * C generated by A and R. It was proven in [14] (see also [1] ) that if C is R-locally projective as left A-module, then every R-rational R-faithfull * C-module is a C-comodule with coaction given by ρ(m) = i m i ⊗ A c i if and only if m · r = i m i r(c i ), for all r ∈ R. This defines a functor
The category of all R-rational R-faithfull right * C-comodules and T -linear maps between them is isomorphic to the category of right C-comodules. If C is finitely generated and projective as left A-module, then Rat R ( * C) = * C. 
C)
I for some index set I. The coring C is right Quasi co-Frobenius if there exists a C * -A bimodule monomorphism C → (C * ) I for some indexset I.
Remark 2.5. Usualy one defines a left Quasi-co-Frobenius coalgebra over a field k as a kcoalgebra C such that there exists a monomorphism of left C * -modules j : C → (C * ) (I) . If we consider C as a k-coring C than notice first that the multiplication in C * for the coalgebra C is opposite to the multiplication in * C for the coalgebra C if we use convention introduced in Section 2.4. Secondly, it was proven in [19, Theorem 1.3] that the existence of a left C * -linear monomorphism j : C → (C * ) (I) is equivalent with the existence of a left C * -linear monomorphism j
A pair of functors We call a pair of invertible elements (j,), two morphism j ∈ Hom(a, b) and ∈ Hom(b, a) such that • j = a and j • = b. I.e. j and are isomorphisms and = j −1 . A morphism of Morita contexts m : 
Consider two functors F : C → D and G : D → C. To every object C ∈ C we relate two comma categories Π C and Ω C . Denote by 1 the one-object category, its object by * and by π C : 1 → C the functor defined by π C ( * ) = C. By ̟ we denote the composite
Consider the category M(π C , G).
Consider a class of natural transformations Φ ⊂ Nat(F, F ), such that Φ is closed under composition. Take any α ∈ Φ, C ∈ C and consider Ω C . There is a natural action of α on Ω C in the following way. Take f ∈ Ω C , where f :
. We say that α acts on C and that Φ acts on C.
Similary, take a class Γ ⊂ Nat(G, G) such that Γ is closed under composition. Take β ∈ Γ, then there is a natural action of β on Π C . Take f ∈ Π C , where f :
We say that β acts on C and that Γ acts on C.
Let E ⊂ C be a subcategory. We will say that the action of Φ on E is unital if there exists a φ ∈ Φ such that φ · f = f for all f ∈ Ω E and all E ∈ E. In this case we call φ the unit of the action of Φ on E. In view of Theorem 2.3, we say that Φ has local units on C if and only if the category C is generated by a subcategory E and for every E ∈ E we can find a φ E ∈ Φ such that φ E · f = f for all f ∈ Ω E (i.e. the action of Φ on every E ∈ E is unital).
In a similar way, we call the action of Γ on E unital if we can find a γ ∈ Γ such that γ · f = f for all f ∈ Π E and all E ∈ E. Γ is said to act by local units on C if the category C is generated by E and the action of Γ on every E ∈ E is unital. Proof. (i). If φ = F ∈ Φ, then the action of Φ on C is obviously unital with unit φ. Conversely, for every α ∈ Nat(F, F ) and C ∈ C, we have that α C : F C → F C is an object in Ω C . Furthermore, take ψ ∈ Φ ⊂ Nat(F, F ), then we find
In particular, we find for the unit φ ∈ Φ that α C = φ · α C = (φ • α) C and this for all choices of C ∈ C. Now take α = F , then we obtain
for all C ∈ C, and thus F = φ.
(ii). Take C ∈ C. Since we can write C = G(D) for some D ∈ D, we know that for every β ∈ Nat(G, G),
is an object in Π C . The rest of the proof goes along the same lines as the proof of part (i).
Example 3.2 (action of a group on a ring). Let C be an additive category with one object C. Then the morphisms of this object make up a ring R. Consider the identical functor C : C → C, then it is not hard to see that Nat(C, C) ∼ = Aut (R), the group of automorphisms of R. Moreover for the functor π C : 1 → C, Ω C can be represented by R. Using this correspondence, the action of a group Φ ⊂ Aut (R) on C is exactly given by the usual definition of a groupaction on a ring. Example 3.3 (action of an algebra on its category of modules). Let R be a ring and consider M op R , the opposite category of right R-modules. Let π R : 1 → M op R be the functor defined by π R ( * ) = R. We will follow the procedure described above in the case
R is then given exactly by the usual action of R on M ∈ M R . If R is a ring with units, and then it is easy to see that the action of R on M R is unital if and only if M R consits of unital R-modules. 
Adjoint functors and Morita Contexts.

Adjoint functors in Bicategories.
The notion of a bicategory was introduced in [3] , see also e.g. [22, Chapter XII] . We will use the notion of a V-enriched bicategory, where V is a concrete monoidal category. Such a V-enriched bicategory B consists of the following data,
• a class of objects A, B, . . . which are called 0-cells;
• for every two objects A and B, a V-enriched category Hom(A, B), whose class of objects we denote by Hom 1 (A, B) and which are called 1-cells. We denote f : A → B for a 1-cell f ∈ Hom 1 (A, B). Take two 1-cells f, g ∈ Hom 1 (A, B).
The set of morphisms from f to g in the category Hom(A, B) is denoted by A Hom
We call these morphisms 2-cells and denote them as α : f ⇒ g; furthermore there exist compositions •, • and • as follows
, by V-enrichedness this can be expressed as
f ⇒ h, this is just the composition of morphisms in the category Hom(A, B). For all compatibility conditions we refer to e.g. [3] , let us only state the interchange law
Since our main application will be the bicategory CAT consisting of categories, functors and natural transformations, which is in fact a 2-category, we will omit writing the
, and the corresponding isomorphisms for •. Nevertheless our results remain valid under the general setting.
Morita theory can be develloped naturally within the framework of bicategories. A Morita context in a bicategory B is a sextuple (A, B, p, q, µ, τ ), where A and B are 0-cells,
Semi-dual, an adjoint pair in B is a sextuple (A, B, p, q, µ, ν), where A and B are 0-
One of the most classical examples of a bicategory is the bicategory Bim of rings, bimodules and bilinear maps. One can construct this bicategory Bim(V) starting from any monoidal category V with coequalisers (by this we mean a monoidal category that possesses coequalisers and in which the tensor product preserves these coequalisers, see [4] ).
• 0-cells are the algebras in V;
• 1-cells are bimodules between those algebras;
• 2-cells are bilinear maps.
• the composition of an A-B bimodule M and a B-C bimodule N is given by the following equaliser
Let A and B be two 0-cells in the V-enriched bicategory B, p : A → B and q : B → A two 1-cells and consider Q = B Hom
With this notation, the following holds. Theorem 3.5.
(1) Q and
here we used (5) in the third equality. Both actions are associative, indeed take two other α ′ ∈ Q and β ′ ∈ P , and compute
we used (4) in both calculations in the third equality. Obviously, q ∈ Q and p ∈ P act trivially on N.
. This is the dual statement of part (2) . We only give the definion of the actions and leave other verifications to the reader. Take α ∈ Q, β ∈ P and δ ∈ M, then
Let us check that ▽ is P -balanced. Take β ∈ P , then
In the same way, take α ∈ Q then we compute that is Q-balanced.
With a similar computation, one checks that δ · (γ ▽ δ ′ ) = (δ γ) · δ ′ and thus we obtain a Morita context. Proof. This follows directly from the definition of ▽ and .
Comatrix coring contexts.
Take B = Bim the bicategory of k-algebras, bimodules and bilinear maps. This bicategory is enriched over M k , the monoidal category of kmodules. An adjoint pair in Bim is also known under the name of a comatrix coring context (see [8] ). These contexts have shown to be of interest to contruct corings, which are then called comatrix corings, both of finite and of infinite type (see [11, 26] ). Theorem 3.6 shows that the existence of a comatrix coring context, and thus of a comatrix coring, can be characterised by the existence of invertible elements in a certain Morita context. We will have a closer look on this particular interesting example. A comatrix coring context is a sextuple (A, B, Σ † , Σ, ε, η), where A and B are rings (e.g. k-algebras or firm rings), Σ † ∈ A M B , Σ ∈ B M A , and we have two bilinear maps ε : Σ † ⊗ B Σ → A and η : B → Σ ⊗ A Σ † such that the following diagrams commute
If A and B are rings with unit, then the existence of a comatrix coring context means exaclty that Σ is finitely generated and projective as right A-module and Σ † ∼ = Σ * . If B is a firm ring, then the existence of the context means exactly that Σ is R-firmly projective in the sense of [26] .
We can now consider the following algebras Q = B End A (Σ) and P = A End B (Σ † ) op as in Theorem 3.5, we find two bimodules over these algebras,
. In our present situation, the morita context M from Theorem 3.5 is defined in Bim(M k ), which is again the original bicategory Bim. We obtain two bilinear connecting maps ▽ : N ⊗ P M → Q and : M ⊗ Q N → P . Since we started with a comatrix coring context, then we find indeed as Theorem 3.6 predicts, a pair of invertible elements for the morita context, which are exactly the counit of the comatrix coring ε and the unit of the matrix ring η.
Conversely, if we can find a pair of invertible elements ε ∈ M and η ∈ N then (A, B, Σ † , Σ, ε, η) is a comatrix coring context, and consequently Σ † ⊗ B Σ is an A-coring with comultiplication Σ † ⊗ B η ⊗ B Σ and counit ε and Σ ⊗ A Σ † is a matrix ring with unit η and multiplication Σ ⊗ A ε ⊗ A Σ † . The strictness of the Morita context in general has some more complicated implications. Let us consider representants η i , η
is no longer an A-coring, however, it a coring with local comultiplications and local counits, similar to the structures introduced in [25] . For every i, we define ∆ i = Σ † ⊗ B η i ⊗ B Σ and similar for all j. Then it is not hard to see that
for all possible choices of k and ℓ among i and j. This means that all ∆ i and ∆ j are coassociative maps and they coassociate with each other. Moreover they satisfy the following generalised counit condition
Similary, we obtain a B-ring with local units and local
for all choices of i and j. The generalised unit-condition in this situation reads
locally adjoint functors.
Consider now CAT, the bicategory of categories, functors and natural transformations. To avoid set-theoretical problems, we will suppose B to be a subbicategory of CAT, such that the natural transformations between two functors constitute a set, i.e. B fits the setting of section Section 3.2.1, being enriched over Set.
Get C and D be two categories and consider two functors G : C → D and F : D → C. The context of Theorem 3.5 reads in this situation
The connecting maps are given by the following formulas,
where α ∈ Nat(C, F G), β ∈ Nat(GF, D), C ∈ C and D ∈ D. By Theorem 3.6, (G, F ) is an adjoint pair if and only if there exists a pair of invertible elements for the Morita context M, i.e. if and only if we can find elements η ∈ Nat(C, F G) and ε ∈ Nat(GF, D) such that η ♦ ε = F and ε η = G. By Theorem 3.1, this is equivalent with saying that there exist elements η ♦ ε ∈ Im ♦ , resp ε η ∈ Im that act unital on C, resp D, from which one can derive (2) and (3). Applying left-right symmetry, we can construct a second Morita context, that describes the adjunction of the pair (F, G):
Definition 3.7. Consider a pair of functors
Let E be a generating subcategory for D. We call (G, F ) a left E-locally adjoint pair if and only if we can find a natural transformation ε ∈ Nat(GF, D) such that
e. R(ε) acts with local units on C).
Dually, (G, F ) is named a right E-locally adjoint pair if and only if we can find a natural transformation ε ∈ Nat(GF, D) such that
op act unital on E (i.e. S(ε) acts with local units on C).
We will say that (G, F ) is a pair of locally adjoint functors if it is both a left and right locally adjoint pair. We will say that (F, G) is a pair of locally Frobenius functors if (F, G) is a pair of adjoint functors and (G, F ) is a pair of locally adjoint functors.
The following defintion should be compared to [20, Defintions 2.1 and 2.2]. Definition 3.8. We use the same notation as in Definition 3.7. Suppose the category C has coproducts and consider the functor S : C → C, S(C) = C (I) , where I is any index set.
We call (G, F ) a left E-locally quasi-adjoint pair if and only (GS, F ) is a left E-locally adjoint pair. We call (G, F ) a right E-locally quasi-adjoint pair if and only if (G, SF ) is a right E-locally adjoint pair.
We call (G, F ) an E-locally quasi-adjoint pair if and only if it is at the same time a left and right E-locally quasi-adjoint pair. We call (F, G) a quasi-Frobenius pair if (F, G) is an adjoint pair and (G, F ) an E-locally quasi-adjoint pair.
In case E = D, then we will drop the term 'locally'. This is justified by Theorem 3.1, in particular we recover the classical defintion of an adjoint pair. 
where we denote N ∈ M A . The induction functor G C has both a left adjoint F C (the forgetfull functor) and a right adjoint H C . These are given by
here we denote M ∈ M C . The unit and counit of these adjunctions are given by
and
Recall that a functor is said to be Frobenius if it has a right adjoint that is at the same time a left adjoint. Since adjoint functors are unique up to natural isomorphism, the study of the Frobenius property of the induction functor is related to the description of the sets (k-modules) V = Nat(F , H) and W = Nat(H, F ).
Proposition 4.1. There exist isomorphisms of k-modules
Proof. The isomorphisms (10) follow directly form the adjunctions (F , G) and (G, H) if we apply (1).
To prove (11), take any α ∈ Nat(H, F ), then we define
Conversely, for any β ∈ Nat(1 1 M A , F G) we define β ′ ∈ Nat(H, F ) by
If we compute α ′′ , we find α
By naturality of α, we know that
Applying adjointness identity (3) on the adjunction (G, H), we obtain Hκ M • λ HM = HM. Combining both identities, we find that α ′′ M = α M . Similary, we find β ′′ = β, making use of (2) on the adjunction (G, H) and the naturality of β. Finally, Nat(H, F ) ∼ = Nat(GH, 1 1 M A ) follows in the same way from the adjunction (F , G).
Description of sets of natural transformations.
To give a further description of V , let R be an additive subset of * C such that AR ⊆ RA and consider the k-modules
Proof. Take any ϕ ∈ A Hom * C (C, * C), then we can easily construct a map
It is straightforward to check that swiching the arguments as above correspondes in an isomorphism
By [13, section 3.3] (see also Section 4.4 of this paper for a more general setting), V ∼ = V 1 ∼ = V 2 for all corings, and V ∼ = V 5 if C is finitely generated and projective as left A-module. We extend this result. 
Proof. For all g ∈ R, we have
Let now c i ⊗ A g i ∈ C ⊗ A R be a local basis for the elements c (1) f (c (2) ) and
Proposition 4.4. Let C be an arbitrary A-coring then there exists a map α 2 :
In particular, V ∼ = V 5 if C is finitely generated and projective as left A-module.
Proof. Let C be any A-coring, then we can define a map
We verify that α 2 is well-defined. Frist check α 2 (θ) =φ is an A-bimodule map.
Next, we proveφ is also a right * C-module map. Take f ∈ * C, then we find
Conversely, we can define a map
Now suppose that C is R-locally projective as left A-module. We prove that the image of α 2 lies within V 2 . Sinceφ is a * C-module map, it follows from the theory of rational modules (see [14] and [27] ) thatφ(d) ∈ Rat R ( * C) andφ is also a C-comodule map between C and Rat R ( * C). We can compute
The second equation follows by Lemma 4.3 and the third one by the C-colinearity ofφ. All the other implications are now straightforward.
We will now describe the set W . Consider the following k-modules. C) ; only if C is finitely generated and projective over A. To finish this section, we will describe the following classes of natural transformations X = Nat(F , F ) and Y = Nat(G, G) (12) Proposition 4.6. Let C be an A-coring and consider the classes of natural transformations X and Y as in (12) . Then the following isomorphisms hold,
in particular, X and Y are sets. Moreover, there exists a morphism
Proof. The isomorphisms X ∼ = Nat(M C , GF ) and Y ∼ = Nat(F G, M A ) follow directly as an application of (1) as (F , G) is an adjoint pair.
Take any α ∈ X and (M,
This way we find
We conclude that α is completely determined by α C . By definition α C ∈ Hom A (C, C) and by the naturality of α we find that α C is as well left C-colinear. One can now easily see that the correspondence we obtained between X and C End A (C) is bijective. Now take β ∈ Y . In a similar way as above, one can prove that β N = N ⊗ β A for all N ∈ M A . Observe that by definition β A ∈ End 
C)
A , then for all c ∈ C, we find f (ca) = (af )(c) = (f a)(c) = f (c)a, i.e. f is right A linear. This way we find that * C * ∼ = ( *
A and dually *
Furthermore, for any γ ∈ A End (2) ) and conversely γ = (ε ⊗ A C) • θ.
Consider the map ν : ( *
A → A End * C ( * C), ν(f )(g) = f * g, which has an inverse by evaluating at ε.
Finally, take α ∈ X and represent α as f ∈ * C * . Then we define γ ∈ Z as follows γ M : Hom
One easily checks that γ M is well defined and natural in M.
Remark 4.7. The above theorem only states isomorphisms of modules. However, some of these objects have an additional ringstructure. All stated (iso)morphisms are also ringmorphisms for those objects that posses a ring structure, but sometimes one has to consider the opposite multiplication. For sake of completeness, we state the correct isomorphisms, but we leave the proof to the reader.
The Yoneda-Approach.
Lemma 4.8. (1) Let N be a C * -A bimodule. Then the following holds (a)
where the R-rational part of C * is only considered if C is R-locally projective as right A-module.
Proof. (1a) Take any N ∈ C * M A , for any f ∈ C * Hom A (N, C * ), g ∈ * C * and n ∈ N, we define (13) (f * g)(n) = (f (n)) * g.
Note that f * g is right A-linear, since g commutes with all elements of A by Proposition 4.6. One can easily verify that (13) defines a left * C * action. (1b) We give only the explicit form of the action and leave other verifications to the reader. Take any f ∈ C * Hom A (N, C), g ∈ * C * and n ∈ N, then we define (2) ). 
(2b) Since every left C-comodule is also a left * C-module (see Section 2.4), by part (1a), we find that C * Hom A (M, * C) ∈ M * C * . Suppose now that C is R-locally projective as right A-module, then the image of any f ∈ C * Hom A (M, * C) lies within the rational part R Rat(C * ). Indeed, for any
The observations made in Lemma 4.8 lead to the introduction of the following contravariant functors
(The alternative descriptions of J ′ in terms of the R-rational part of C * is only considered if C is R-locally projective as right A-module.) Out of these functors we can construct the k-modules V 6 = Nat(K ′ , J ′ ) and V 7 = Nat(K, J );
Lemma 4.9. Let N be an C * -A bimodule. Then
Proof. (1) Both isomorphisms follow from Lemma 2.2. We define a left * C * -action on C * Hom A (C * , N) with the following formula
One can ealisly verify this turns C * Hom A (C, N) into a left * C * -module.
Using Lemma 4.9 we can construct the covariant functors
and the k-modules V 8 = Nat( J , K) and W 8 = Nat( K, J ).
Let X be any category, F : X → Set a covariant functor and X ∈ X . Recall that by the Yoneda Lemma (see e.g. [6, Theorem 1.3.3]) Nat(Hom(X, −), F ) ∼ = F (X). Similary for any contravariant functor G : X → Set, we have Nat(Hom(−, X), G) ∼ = G(X). Of course the Yoneda lemma can be applied to the particular case where F = Hom(X, −) and G = Hom(−, X). In those cases, Nat(F, F ) and Nat(G, G) can be completed with a semigroupstructure, comming from the composition of natural transformations. The following lemma compares these structures with the semigroupstructure of Hom(X, X) (under composition). This result might be well-known, but since we could not find any reference we include the proof.
Lemma 4.10. Let X be any category and X ∈ X , then we have the following isomorphisms of semigroups Nat(Hom(X, −)Hom(X, −)) op ∼ = Hom(X, X) ∼ = Nat(Hom(−, X), Hom(−, X)).
Proof. Consider the Yonneda bijection Λ : Nat(Hom(X, −)Hom(X, −)) → Hom(X, X);
Consider the morphism β X (X) : X → X and apply the naturality of the functor Hom(X, −) to this morphism, we obtain
Similary, Starting from the bijection V : Nat(Hom(−, X)Hom(−, X)) → Hom(X, X);
. Naturality of the functor contravariant functor Hom(−, X) implies α X • β X (X) = α X (X) • β X (X) and we find the needed semigroupmorphism.
Proposition 4.11. Let C be an A-coring. Then we have isomorphisms of k-modules
(1) V
If C is R-locally projective as left A-module, then
Proof. All isomorphisms are immediate consequences of the Yoneda Lemma and Lemma 4.10.
4.4.
The coproduct functor. Quasi-Frobenius type properties can not be described by the functors F and G alone, we have to incorporate a new functor in our theory (compare also with [20] ). Consider the following coproduct-functor
where I is an arbitrary fixed indexset. Applying our previous results, we will give a full description of the sets
To improve the readability of the next theorems, let us recall the construction of
, where the coaction is given by the following composition (17) ρ : S(M)
where we used that the tensor product commutes with coproducts.
Lemma 4.12. Let C be an A-coring, then we have the following isomorphisms of kmodules
Proof. Take γ ∈ A Hom C (C, S(C)), then we define
The second isomorphism is constructed in the same way.
Proposition 4.13. There exist maps
Nat(SF , SF )
is an isomorphism as well if C is locally projective as left (resp. right) A-module.
Proof. Take α ∈ Nat(SF , SF ), then we find by definition that α C ∈ End A (S(C)). Take now N ∈ M A . For any n ∈ N, we can consider the right C-colinear map f n : C → N ⊗C, f n (c) = n ⊗ A c. The naturality of α and the commutativity of the tensorproduct and coproduct imply the commutativity of the following diagram.
This implies that α N ⊗ A C is determined by α C up to isomorphism, as expressed in the following diagram
It follows now easily from the naturality of α that α C is left C-colinear, and thus α C ∈ C End A (C). Moreover, α is completely determined by its value in C. Take any M ∈ M C and consider the following diagram
The upper quadrangle commutes by the naturality of α, applied on the C-colinear morphism ρ M : M → M ⊗ A C, the lower quadrangle commutes by the previous observations and the commutativity of the triangle is exactly the counit condition on the comodule S(M). This way we find an isomorphism Nat(SF , SF ) ∼ = C End A (C (I) ). The second horizontal isomorphism is proven in the same way. The vertical isomorphism is a consequence of Lemma 2.1 and Lemma 4.12:
We leave it to the reader that the constructed isomorphisms are algebra morphisms. The morphisms υ and υ ′ follow from the relations between left C-comodules and left C * -modules (see Section 2.4).
Lemma 4.14. Let C be an A-coring, B → A a ring morphism and I any indexset. [1] , for all x ∈ M}; (iii) there exists a morphisms
Proof. (i) The first and last isomorphism are an immediate consequence of Lemma 2.1, the second isomorphism is induced by the isomorphism of Proposition 4.2.
(ii) Take any γ ∈ C Hom C (M, C), then define θ = ε • γ. Clearly, θ ∈ A Hom A (M, A). Moreover, by the bicolinearity of γ we find for all x ∈ M,
If we Apply C ⊗ A ε to the first equation ε ⊗ A C to the second equation we obtain 
We find that every morphism ν ∈ (iv) The first isomorphism is a consequence of Lemma 2.1 the second one is a consequence of Lemma 2.2. The last isomorphism is trivial.
(v) The second (and first) isomorphism follows from Lemma 2.2, the last one is trivial.
) by definition, and from the naturality of ζ we obtain that ζ A is left A-linear. Applying the same techniques as in the proof of Proposition 4.13, we find that ζ is completely determined by ζ A , and thus we vind an isomorphism Nat(
(ii) The proof is completely similar to part (i). Any ν ∈ Nat(GSF ) is completely determined by ν C : SF G(C) = S(C⊗ A C) → C, by defintion ν C is right C-colinear and the left C-colinearity follows from the naturality of ν, i.e.
We give a generalisation of Proposition 4.1, the proof is completely similar.
Proposition 4.16. There exist isomorphisms of k-modules
Proof. (i) The isomorphisms follows directly form the adjunction between G and H if we apply (1).
(ii). Take any α ∈ Nat(H, SF ), then we define α
where we used the naturality of α in the second equality and (3) on the adjunction (G, H) in the third equality. Similary, we find
Where we used the naturality of β in the second equality and (2) in the fourth equality.
Consider functors
As a consequence of the Yoneda Lemma, we immediately obtain the following Proposition 4.17. With notations as introduced before, the following isomorphisms hold: Proof. Take f ∈ Im j, i.e. f = j(c) for some c ∈ C. Then for any g ∈ * C, f * g = j(c) * g = j(c · g) ∈ Im j by the right * C-linearity of j. Suppose now that f = j(c) ∈ (Im j) B and g ∈ ( * C) B . We have to check that j(c · g) commutes with all b ∈ B. We find bj(c·g) = bj(c) * g = j(c)b * g = j(c) * gb = j(c·g)b. 
′ is dense in the finite topology on (C * ) B ); (ii) for all c 1 , . . . , c n ∈ C, there exists an element e ∈ Im ′ such that e(c i ) = ε(c i ); (iii) for all c 1 , . . . , c n ∈ C and f ∈ (C * ) B , there exists an element g ∈ Im all c 1 , . . . , c n ∈ C, there exists an element e ∈ Im ′ such that e · c i = c i ; (v) there exist B-linear local right inverses for, i.e. for all c 1 , . . . , c n ∈ C, there exists a 
. From (iv) we know that we can find an e ∈ Im ′ such that e·c i = e(c i(2) )c i(2) = c i . Apply ε to this last equation, then we find e(c i ) = ε(c i ). (iv) ⇒ (vi) Take elements c 1 , . . . , c n ∈ C, then we know from (iv) that there exists an element e ∈ Im ′ such that e · c i = c i . We can write e =
. We will show that thisz is the needed one. Recall from Proposition 4.4 that j ℓ is a right C-colinear morphism from C to Rat * C ( * C). We find
where we used Lemma 4.3 in the third equation. (vi) ⇒ (v) Take c i ∈ C as in the statement of (v). Choose representants
Now by Lemma 4.14 we can associate toz an element ∈ C * Hom B (C * , C (I) ), defined as (f ) = f ·z for all f ∈ C * . We find
Where the one but last equation follows by applying ε on (19)
. Consequently we can choose g = ′ ((f )). Suppose now that the conditions (i) − (vi) are satisfied. (vi) ⇒ (a) Follows immediately from Lemma 4.14.
To prove (b), suppose j(c) = 0 for some c ∈ C, then by statement (a) we can find such that c =(j(c)) =(0) = 0, so j is injective.
Finally, we find by (vi) on every set c 1 , . . . , c n ∈ C an element (z ℓ ) ∈ (C B ) (I) , such that we can compute
This means that {z ℓ(1) , ℓ (z ℓ(2) )} is a local dual basis for c i , so C is locally projective as right A-module. If C is left A-locally Quasi-Frobenius, we will just say that C is left locally QuasiFrobenius.
If C is a B-locally Quasi-Frobenius coring such that the index-set I of Theorem 5.3 can be choosen to have only 1 element, then we say that C is left B-locally Frobenius. claim that e is a left local unit for(c i ). Indeed,
Here we used the left C * -linearity of in the first equality, Lemma 4.3 in the fifth equality and part (vi) of Theorem 5.3 in the last equality.
Let M be any right C-comodule. The action of f ∈ Im on m ∈ M is given by [1] ). That there exists local units for this action is a direct consequence of Theorem 5.3, part (ii).
Theorem 5.7. Let C be an A-coring Then te following statements hold.
( (1) and (2) we know already (iii) ⇒ (iv) and (i) ⇒ (ii). From Theorem 5.3 we know that (ii) ⇒ (iii). So we only have to prove (iv) ⇒ (i). Let us denote = ξ(j) ∈ C * Hom A (C (I) , C * ) by the isomorphism of Lemma 4.14(i). We will show that Im ′ is dense in the finite topology on * C * , which is equivalent condition (i) of Theorem 5.3 applied to the situation B = A. Since C is * C * -locally projective, the cannonical map C → ( * C * ) * is injective. Moreover A is a PF-ring, so a subset P ⊂ * C * is dense in the finite topology if and only if the orthogonal complement P ⊥ of P is trivial (see [2,
. This implies c ∈ ker j ′ . By the injectivity of j ′ we find c = 0, so (Im Proof. By part (2) of Corollary 5.8, we know that C is also k-locally Quasi-Frobenius. This implies by Theorem 5.3 that Im is dense in C * . Also by Theorem 5.3, we know that C is locally projective as right A-module, so Lemma 4.14(i) implies that Im is contained in C * Rat(C * ). We can conlude that C * Rat(C * ) itself is dense in C * . By [12, Proposition 2.6] the density of C * Rat(C * ) is equivalent with the exactness of C * Rat. Moreover, if A is a qF-ring, this condition is again equivalent with C being a left semiperfect coring (see [12, Theorem 4.3] or [17, Theorem 3.8])
5.2. characterisattion of Frobenius corings. Considering the objects C and * C in the category A M * C and the objects C and C * in the category C * M A , we obtain as in Section 2.6 the following Morita contexts:
If we consider the contravariant functors J and K, from (15) and the covariant functors J and K from (16). Then we can consider another two Morita contexts
Consider the functors F , G and H as in Section 4.1. We can construct the morita context that connects the functors F and H in the category of functors from M C to M A and all natural transformations between them. N(F , H) = (Nat(F , F ), Nat(H, H), Nat(H, F ), Nat(F , H), , ).
Although the functors F and G are not contained in the same category, we can apply the results of Section 3.2 to obtain a morita context (7) connecting the functors F and G. 
There 
The algebra morphisms are constructed as follows
where we used Proposition 4.6 and Remark 4.7 in the first isomorphism. For the other algebra morphism, we definē
This way we obtain the anti-morphism of Morita contextsā. By rationality properties, if C is locally projective as left and right A-module, A End We leave it to the reader to check that the four morphisms m 1 , m 2 , m 3 , m 4 make up a morphism of Morita contexts.
The morphism n is a consequence of Proposition 4.1 and Proposition 4.6. Proof. We will prove a more general version of this corollary in Corollary 5.15
As a corollary we obtain the well-known characterisation of Frobenius corings in terms of Frobenius functors.
Corollary 5.12 (characterisation of Frobenius corings). Let C be an A-coring, then the following statements are equivalent; . This can be in particular of interest when C = C is a coalgebra over a field, since in that case we know from [21] that the left and right rational part of C * are isomorphic and C is at the same time left and right co-Frobenius if and only if C ∼ = Rat(C * ).
5.3.
(Quasi-) co-Frobenius corings and related functors. Let I be any index set and consider the objects C and ( * C) I in the category A M * C and the objects (C) (I) and C * in the category C * M A , we obtain in this way the Morita contexts
Consider again the functors J and J from (15) and (16) and the functors K s and K s from (18) . We can construct the following Morita contexts.
Consider the functors F , G, H and S from Section 4. We immediately obtain the following Morita context. N(SF , H) = (Nat(SF , SF ), Nat(H, H), Nat(H, SF ), Nat(SF , H), , ). Applying the techniques of section Section 3.2, we find Morita contexts of type (7) connecting SF and G and a context connecting GS and F .
Let us give the explicit form of the connecting maps. Denote α ∈ Nat(GSF , M Composing these maps we obtain a linear mapā 1 : C * End A (C (I) ) → A End * C (( * C) I ) one can easily check that this is an anti-algebra morphism. The algebra mapā 2 :
op is constructed as in the proof of Theorem 5.10 part (i). From Lemma 2.1 we obtain an isomorphismā 3 :
I . The reader can check that the four morphisms together make up an anti-morphism of Morita contexts.
(ii). We will give first the four morphisms that constitute the anti-morphism of Morita context n. Obviously, n 1 is the identity and n 2 is the anti-algebra morphism from Remark 4.7. n 3 and n 4 are the isomorphisms from Proposition 4.16.
For the morphisms m andm, we obtain m 1 andm 1 from Proposition 4.13. The other two algebra morphisms m 2 andm 2 can be obtained from Proposition 4.6 and Remark 4.7. The two bimodule morphisms m 3 and m 4 follow from Proposition 4.15 and Lemma 4.14. The bimodule mapm 4 
) is just the identity. Finally, for the morphismm 3 , recall that coproducts in M C can be computed in M A , i.e. the functors F and S commute. Furthermore, since coproduct and tensorproduct commute, the functor S commutes as well with G. We conclude that Nat(M A , F GS) ∼ = Nat(M A , SF G). Proof. First remark that the condition the left inverse of means exactly that it lies inside the image ofā 4 . Suppose j has a right inverse. Consider the morphism of Morita contextsā from Theorem 5.14. Then we obtain thatā 4 () is a left invers forā 3 (j). For the converse, suppose that has a left inverse of the formā 4 (). We know thatā 3 is an isomorphism, so we can write =ā 3 (j) for some morphism j ∈ C * Hom A (C (I) , C * ). Then we findā 4 () •ā 3 (j) = C =ā 2 (C * ). Sinceā is an anti-morphism of morita contexts we find that is a right inverse for j. Finally, denote (z ℓ ) ∈ (C A ) (I) for the representant of the left inverse of. Then we find for all c ∈ C, c = ℓ z ℓ(1)ℓ (c)(z ℓ(2) ) = ℓ z ℓ(1) j ℓ (z ℓ(2) )(c),
i.e. {z ℓ(1) , j ℓ (z ℓ(2) )} is a finite dual basis for C as right A-module.
Consider any J ∈ Nat(GSF , M C ). Recall from Lemma 4.14 and Proposition 4.15 that Nat(GSF , M C ) ∼ = C * Hom A (C (I) , C * ). We will denote the element corresponding to J under this isomorphism by j. Consider the following sets, R(J) = {β¯ J | β ∈ Nat(M A , F GS)} ⊂ Nat(F , F ) op ; S(J) = {J˜ β | β ∈ Nat(M A , SF G)} ⊂ Nat(G, G) op ; T (j) = {j • ψ | ψ ∈ C * Hom A (C * , C (I) )} ⊂ C * End A (C * ) ∼ = ( * C * ) op . 
where the commutativity of the lower triangle is nothing else than the definition of . Since C is locally projective as left A-module, we find by Theorem 5.14 an antiisomorphism between the Morita contexts M(GS, F ) and N(C * , C (I) ). This implies that that the existence of a natural transformation β is equivalent with the existence of a morphism ψ ∈ C * Hom A (C * , C (I) ). We can translate diagram (20) 
GSF G(N)
Since C is locally projective as left A-module, we find by Theorem 5.14 an isomorphism between the Morita contexts M(G, SF ) and N(C * , C (I) ). Thus, it is equivalent to find an C * -A bilinear map ψ : C * → C such that the following diagram commutes ( ( P P P P P P P P P P P P N ⊗ A C N ⊗ A C (I) ⊗ A C ψ 2 6 6 n n n n n n n n n n n n where ψ 1 and ψ 2 are given by
here we denoted n ∈ N, c ∈ C and (c i ) ∈ C (I) . Then diagram (23) Conversely, if condition (c) is satisfied, then we know that we can find a left local unit in T (j) for any finite number of elements in C, and thus for any finitely generated (left or right) C-submodule. Take any M ∈ M C fgp and f : M → N ⊗ A C. Then Im f is also finitely generated. Take a finite number of generators for Im f and denote representants of them by n i ⊗ A c i (to reduce the number of indices, we omit a summation if we denote an element of N ⊗ A C). Then we can take the C-subcomodule generated by the elements c i . By (c) we know that for this comodule we can find a left local unit in T (j), denote this local unit by e = j • β(ε). Then with regard to diagram (23), we have to choose ψ = β, and we obtain indeed that (c) implies (b).
(b) ⇔ (e). Follows directly from the defintion. (iii). Is a direct combination of the first two parts.
Remark 5.17. If one takes the index-set I to contain a single element in the previous theorem, then we obtain a characterisation of locally Frobenius corings (and consequently of co-Frobenius corings if the basering is a PF-ring). Proof. This follows immeadiately form Theorem 5.14 and Theorem 5.16.
