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A novel method of embedding additional
information into tensor diffusion ﬁltering as an
application for multi-modal reconstruction in ET
D. Kazantsev1 , S. Ourselin2 , B. F. Hutton3 , W.R.B. Lionheart4 and S. R. Arridge2

Abstract—The fast development of hybrid imaging modalities
in tomography, such as SPECT (single photon emission computed tomography)/CT (computed tomography), PET (positron
emission tomography)/MRI (magnetic resonance imaging) and
PET/CT, have increased an interest for reconstruction algorithms
which are able to utilize a functional and anatomical information
at the same time.
In this paper a new method proposed for iterative reconstruction with anatomical prior in emission tomography (ET). The
introduced regularization term is a modiﬁed anisotropic tensor
diffusion ﬁlter which has shape-adapted smoothing properties.
The ﬁlter accommodates available anatomical information which
results in enhanced position and image dependent spatial resolution of emission images. Based on underlying orientations of
normal and tangential vector ﬁelds for emission and anatomical
images, the diffusion ﬂux is rotated and scaled. Poisson likelihood
ﬁdelity and penalty terms are optimized separately by means of
forward-backward splitting (FBS) technique. Presented approach
is validated quantitatively using co-registered SPECT/MR synthetic data and compared with another anatomically penalized
reconstruction as well as with iterative statistical reconstruction
without regularization.
Index Terms—emission tomography, hybrid modalities,
anatomical prior, image denoising, tensor diffusion, anisotropy,
regularization, splitting methods

I. I NTRODUCTION
For reconstruction of activity distribution in ET, iterative
statistical methods, such as, maximum-likelihood expectation
maximization (MLEM) algorithm [1] are commonly used.
Since the reconstruction problem in ET is ill-posed and illconditioned it requires additional regularization to ensure wellposedness. From a Bayesian perspective, imposing desirable
properties (e.g. smoothness) on the solution leads to a prior
probability characterization. A maximum a posteriori probability (MAP) estimate or penalized likelihood are successful
methods employing the prior information. In the tomographic
reconstruction, the sum of the likelihood penalized by the noise
suppressing term is optimized [2].
The use of variational regularization techniques for tomographic reconstruction is signiﬁcantly supported by the
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successful development of image processing tools and corresponding mathematical framework [3]. Successfully dealing
with noise in images while leaving important features intact,
the penalties based on partial differential equations (PDE),
such as total variation (TV) [4] and anisotropic diffusion (AD)
[5],[6] are competitive means to regularize reconstruction in
emission tomography (ET).
The availability of side information from hybrid scanners
(SPECT/CT, PET/MRI and PET/CT) can improve resolution
of functional image by referring to prominent edges of anatomical data [7]. In this paper we propose a new method to
smooth radiopharmaceutical distribution by means of available
anatomical information. Although the proposed method has
some similarities with previous work on modiﬁed diffusion
ﬁlters [8], [9] it is based on a very new idea of embedding
available data into the ﬁltering process.
To reach a desired solution we utilize the FBS approach
[10] for cost function iterative optimization. Cost function
is decomposed into two sub-problems which are optimized
separately. Similarly to [11] we split Poisson data ﬁdelity and
variational penalty terms. The resulting algorithm consists of
the classical MLEM step followed by the modiﬁed diffusion
step. The nature of the diffusion step is the main contribution
of this paper.
II. METHOD
A. Tensor based anisotropic diffusion ﬁltering (TBADF)
Following the Weickert’s approach [5] for evaluation of
local orientations of the image gradient ∇u(x) the structure tensor has to be build. Here we consider the 2D case
(x = (x, y)), however the proposed method can be easily
generalized for the 3D. To avoid false edge detections due
to noise, u(x) is convolved with a Gaussian kernel kσ ,
where σ is a differentiation scale: uσ (x) = (kσ ∗ u)(x).
The local information is averaged by convolving componentwise ∇uσ ∇uTσ with a Gaussian kernel kρ , where ρ is an
integration scale which controls the size of the neighbourhood
with gradients dominant orientations [3].
The structure tensor can be constructed as a symmetric,
positive semideﬁnite (PSD) matrix:
Jρ (∇uσ )(x) = kρ ∗ (∇uσ ∇uTσ ).

(1)

Principal axis transformation of (1) gives the orthonormal
eigenvectors v1  ∇uσ , v2 ⊥ ∇uσ , such as
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lim v1 =

ρ→0

∇uσ
∇u⊥
σ
; lim v2 =
ρ→0
|∇uσ |
|∇uσ |

(2)
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where |∇u| = u2x + u2y and the corresponding eigenvalues
deﬁned using the PSD matrix components as:


1
2
j11 + j22 ± (j11 − j22 )2 + 4j12
,
(3)
η1,2 =
2
The eigenvalues η1,2 (averaged by the scale parameter ρ)
convey the level of intensity propagation along the given
directions v1,2 . The eigenvalues characterize local geometrical
information, for isotropic areas η1 ∼
= η2 ∼
= 0 and η1  η2 or
η1  η2 for anisotropic (line structures).
Furthermore, based on η1,2 one can estimate the level of
anisotropy using the normalized measure of coherence [12]:

2
η 1 − η2
; C(x) ∈ [0, 1],
(4)
C(x) =
η1 + η2

Fig. 1: From left to right: Original image, noisy image λ
containing 10% of random noise and reference image μ
containing 1% of random noise.

when C(x) = 1 the gradient is totally aligned, when C(x) =
0 it has no preferred direction. Note that the measure (4) is
undeﬁned for the uniform regions.
The diffusion PDE in its general form can be written as:
∂t u = ∇ · (D(Jρ (∇uσ ))∇u),
u(x, 0) = u0 .

(5)

For D = I, (5) performs a linear isotropic diffusion, for D =
ϕ(|∇u|)I it is equivalent to a nonlinear isotropic diffusion (ϕ
is an edge preserving function [5]), and for

 
 

γ1 0
v1 T
D11 D12
·
=
, (6)
D = [v1 v2 ]·
D12 D22
0 γ2
v2 T
equation (5) stands for anisotropic nonlinear diffusion driven
by the diffusion tensor with elements:

γn vni vnj ,
(7)
Di,j =
n=1,...,2

The diffusion tensor (6) has a new eigenvalues γ1,2 which
deﬁne the strength of smoothing in the preferred directions
v1,2 . A few different deﬁnitions for γn related to the edge
enhancing diffusion (EED) and the coherence enhancing diffusion (CED) were proposed by Weickert [13]. In this paper we
will be using the EED approach, where smoothing in normal
direction is reduced by:
γ1 = ϕ(|∇u|) = exp (−|∇u|2 /2 ),

(8)

while the eigenvalue related to the tangential vector is γ2 = 1.
The threshold parameter  controls the strength of diffusion.
The diffusion tensor rotates and scales the ﬂux in order to
adapt it for underlying geometrical conﬁgurations of image
u(x).
B. Embedding additional information into the TBADF
Here we present a novel idea how to embed an additional
information μ into the image λ by means of the tensor based
diffusion ﬁltering.
Let us assume that the diffusion tensors Dμ and Dλ are
deﬁned for images μ and λ respectively.
The combined diffusion tensor can be deﬁned using following arithmetic interpolation scheme between two given tensors
[14] as:
Dμ,λ = sDλ + (1 − s)Dμ ; s(x) ∈ [0, 1],

(9)

Fig. 2: Example of the TBAD ﬁltering with a help of additional
information. Top row from left to right: denoised image λ
without use of the referenced image μ; ﬁltered λ using the
referenced image μ and the combined tensor (9). Bottom
picture is a plot of the horizontal middle section (the central
region) of the denoised images above and the original image.
In the marked areas edges are better preserved for the proposed
method.
where s(x) is a spatially variant parameter which should fulﬁl
the following properties:
Property (1): ∀x calculate θ(x) = acos(v1 (μ) · v1 (λ)); if
θ(x) ∈ [0◦ , 0◦ + θa ] or θ ∈ [180◦ − θa , 180◦ ], then s(x) = 0.
Property (2): ∀s(x) = 0: s(x) = Cλ (x) (4).
Property (3): ∀x where Cλ (x) is undeﬁned: s(x) = 0.
The ideas behind properties (1-3) are the following:
Property (1) is fulﬁlled when Cλ (x) ∼
= Cμ (x)  0, which
is the case of an expressed anisotropy for both images. By
checking angles between the two principal vector bases for
images λ and μ one can estimate how bases are agreed
with each other. An acceptance angle θa is introduced as a
threshold parameter to make a decision on overlapping degree
of two vectors. Empirically we found that θa = 10◦ gives
satisfying results. When property (1) is fulﬁlled for some x,
so s(x) = 0, it gives Dμ,λ = Dμ , then the diffusion (5) is
performed using diffusion tensor of image μ.
Property (2) ensures that all values of s(x) which are not
equal to zero should be equal to Cλ (x). Based on the level of
anisotropy of image λ the interpolation between two tensors
(9) takes place. For areas with higher anisotropy on λ there
is less inﬂuence of μ.
Property (3) considers the uniform regions of image λ
where Cλ is undeﬁned (η1 (λ)+η2 (λ) = 0). If Cμ is undeﬁned
as well, then D = I.
The proposed method was tested for the simple denoising
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terms in a way that two (generally less complex) sub-problems
have to be solved.
Similarly to [11], [8] a nested two step iteration algorithm
can be derived in a form:
 g 
1
m
λm+ 2 = Pλ∗ 1 P∗ Pλ
m , MLEM step
(11)
m+1
m+ 12
Filtering step
= L λ
λ
Where L is a diffusion operator which performs transition from
1
λm+ 2 to λm+1 by minimizing the following function:


2
P∗ 1
1
m+ 12
Ψ(λ) =
+
β
h(|∇λ|)dΩ (12)
λ
−
λ
2 Ω λm
Ω

Fig. 3: The example of local geometrical structure represented
by two diffusion tensors for anatomical μ and emission
images λ. The combined diffusion tensor is constructed by
interpolation (9).

In this work we use a standard iterative gradient descent
algorithm to optimize (12):

λl+1 = λl + τ (Ψ (λ))
(13)
1
λ1 = λm+ 2 ,

1
P∗ 1
Ψ (λ) = m λ − λm+ 2 + β(∇ · (Dμ,λ ∇λ)). (14)
λ
The right part of (14) includes the sum of weighted data
ﬁdelity term and a nonlinear anisotropic diffusion term which
includes the proposed combined tensor (9).
III. N UMERICAL RESULTS

procedure of image λ having additional image μ as a reference, see Fig. 1. In Fig. 2 the results of the ﬁltered image
λ without use of referenced image μ and with it. Note that
for places where edges of exact image matched the reference
sharp features are preserved, see plot in Fig. 2. This is the case
when the property (1) is taken place. For areas where there is
no additional information from μ the property (2) performs.
The idea of the combined tensor ﬁltering (9) can be used for
the hybrid imaging modalities having emission data registered
with anatomical one. The Fig. 3 explains how the combined
tensor can be used for the problem of reconstruction in ET
having data from MR scanner.
C. An anatomically driven tensor based anisotropic diffusion
ﬁltering (ADTBADF) for ET reconstruction
Lets consider the discrete activity distribution as N-dim
vector λ with elements λi , i = 1, . . . , N and g is a measured
projection data (sinogram) with elements gj , j = 1, . . . , M. In
the ET, g follows Poisson distribution with mean g = Pλ,
where projection or system matrix P : RN → RM depends
on system design and detector array geometry.
To reconstruct desired image λ from Poisson distributed
data g, the following constrained cost function needs to be
optimized:

min DKL (g, Pλ) + β
h(|∇λ|)dΩ
S . T. λ ≥ 0, (10)
λ



Ω

where DKL (g, Pλ) = [g − g log g] is a Kullback - Leibler
distance and second term is a convex energy functional controlled by regularization parameter β [15].
The algorithms based on proximity operator properties [10]
can solve (10) by splitting regularization and data-ﬁdelity

In this work we compare several reconstruction techniques,
namely: an anatomically driven tensor based anisotropic diffusion ﬁltering (ADTBADF) (11) with a ﬁltering step (14),
an anatomically driven nonlinear isotropic diffusion ﬁltering
(ADNIDF) with quadratic function (QADNIDF), with Huber
function (HADNIDF) and classical MLEM (step 1 in (11)).
The ADNIDF method is an iterative application of a Bowsher
prior (a local activity smoothing technique based on intensity
distribution in the neighbourhood of anatomical image, more
in [16]) in the second step of (11). More information about
this method can be found in [8].
For our experiments we used 2D synthetic Brainweb data
to perform quantitative analysis of methods. The proposed
algorithm can be generalized for 3D data, however the quantitative validation is much more time consuming in this case.
The synthetic activity phantom is projected to form noise-free
sinogram, then 30 Poisson noise realizations were generated
from the data. Due to lack of space we are not presenting
all necessary graphs for bias-variance analysis but we will
comment on them.
In Fig. 4 one can see that the MLEM image has poor
resolution and the highest variance for the hot lesion region
of interest (ROI). However, the level of intensity in lesion
ROI is high and the bias is very low. The use of quadratic
smoothing with QADNIDF gives a signiﬁcant enhancement
of resolution of emission image (the smallest variance). The
bias of QADNIDF is the highest due to over-smoothing of
activity. The use of Huber function in HADNIDF can increase
bias but as well as the variance. The reconstructed image
with HADNIDF is less smooth (piecewise-constant appearance
due to penalty function), but lesion is better quantiﬁed than
with QADNIDF. The proposed approach (ADTBADF) allows
to reduce bias further for approximately the same level of
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the local estimation of angles can be erroneous. Considering
principal directions in a non-local region can improve property
(1).
In ET reconstructed images are generally blurred (premature
stop of the MLEM algorithm or smoothing penalty applied).
The smooth appearance of the reconstructed images with the
proposed method can be beneﬁcial for clinicians who get used
to visual assessment of similar images. The strength of blur
for reconstructed images is controlled by width of Gaussian
kernels and can be optimized.
V. CONCLUSION

Fig. 4: left to right, top row: the 2D modeled activity phantom
with hot lesion pointed by the arrow (the dotted circle was
taken as a background region to calculate contrast for the
lesion nearby and the background variance, MLEM reconstruction (m = 170) co-registered MR image; bottom row:
reconstruction with QADNIDF, HADNIDF and ADTBADF.
variance. The value of variance is lowest for the gray matter
region but the bias is slightly higher than for ADNIDF (edges
are blurred due to convolution).

In this work we present a novel approach of incorporating
available additional information into diffusion ﬁltering. The
process of embedding information is performed by scaling and
rotating the combined diffusion tensor of two images. Special
properties of the proposed tensor were tested on the simple
denoising example. The method shows the ability to detect
matching directions of tensor ﬁelds of two images, it helps to
retain edges and resolution in a ﬁltered image.
The proposed method is tested for the modelled case of
the SPECT reconstruction with co-registered MR data as a
reference image. It produces better results in terms of bias,
contrast and variance for lesions. Reconstructed images look
more favourable due to smooth appearance and well preserved
important features such as lesions.
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