This paper presents a wp-style calculus for obtaining expectations on the outcomes of (mutually) recursive probabilistic programs. We provide several proof rules to derive one-and two-sided bounds for such expectations, and show the soundness of our wp-calculus with respect to a probabilistic pushdown automaton semantics. We also give a wp-style calculus for obtaining bounds on the expected runtime of recursive programs that can be used to determine the (possibly infinite) time until termination of such programs.
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This paper focuses on recursive probabilistic programs. Recursion in Bayesian networks where a variable associated with a particular domain entity can depend probabilistically on the same variable associated to a different entity, is "common and natural" [30] . Recursive probability models occur in gene regulatory networks that describe (possibly recursive) rule-based dependencies between genes. Finally, programs describing randomized algorithms are often recursive by nature. "Sherwood" algorithms exploit randomization to increase efficiency by avoiding or reducing the probability of worst-case behavior. Varying quicksort by selecting the pivot randomly (rather than doing this deterministically) avoids very uneven splits of the input array. Its worst-case runtime is the same as the average-case runtime of Hoare's deterministic quicksort since the likelihood of obtaining a quadratic worst-case is significantly lowered [24, Sec. 2.5] . A "Sherwood" variant of binary search splits the input array at a random position, and yields a similar effect-expected runtimes of worst-, average-and best-case are aligned [21, Sec. 11.4.4] . "Sherwood" techniques are also useful in selection, median finding, and hashing (such as Bloom filters).
The purpose of this paper is to provide a framework for enabling formal reasoning about recursive probabilistic programs. This rigorous reasoning is important to prove the correctness of such programs. This includes statements about the expected outcomes of recursive probabilistic programs, as well as assertions about their termination probability. These are challenging problems. For instance, consider the (at first sight simple) recursive program: -the reciprocal of the golden ratio. Correctness proofs of the "Sherwood" versions of quicksort and binary search do exist but typically rely on mathematical ad-hoc reasoning about expected values. The aim of this paper is to enable such proofs by means of formal verification of the algorithm itself.
Besides correctness, our interest is in analyzing the expected runtime of recursive probabilistic programs in a rigorous manner. This enables obtaining insight in their efficiency and moreover provides a method to show whether the expected time until termination is finite or infinite-a crucial difference for probabilistic programs [9, 17] . Again, analyses of expected runtimes of recursive randomized algorithms do exist using standard mathematics [24, Sec. 2.5] , probabilistic recurrence relations [19] , or dedicated techniques for divide-and-conquer algorithms [6] , usually taking for granted-far from trivial-relationships between the underlying random variables. Here the aim is to do this from first principles by formal verification techniques, directly on the program code.
To accomplish these goals, this paper presents two weakest precondition-style calculi for reasoning about recursive probabilistic programs. The first calculus is an extension of McIver and Mor-gan's calculus [23] for non-recursive programs and enables obtaining expectations on the outcomes of (mutually) recursive probabilistic programs. Compared to an existing extension with recursion [22] , our approach provides a clear separation between syntax and semantics. We prove the soundness of our wp-calculus with respect to a probabilistic pushdown automaton semantics. This is complemented by a set of proof rules to derive one-and two-sided bounds for expected outcomes of recursive programs. We illustrate the usage of these proof rules by analyzing the termination probability of the example program above. Subsequently, we provide a variant of our wp-style calculus for obtaining bounds on the expected runtime of probabilistic programs. This extends our recent approach [18] towards treating recursive programs. The application of this calculus includes proving positive almost-sure termination, i.e., does a program terminate with probability one in finite expected time? Our framework enables (in a very succinct way) establishing a (well-known) relationship between the expected runtime of a probabilistic program with its termination behavior: If an (abort-free) program has finite expected runtime, then it terminates almost-surely. We provide a set of proof rules for expected runtimes and show the applicability of our approach by proving several correctness properties as well as the expected runtime of the 'Sherwood' variant of binary search.
Organization of the paper. Section 2 presents our probabilistic programming language with recursion. Section 3 presents the wpstyle semantics for reasoning about program correctness. Section 4 introduces several proof rules for reasoning about the correctness of recursive programs. Section 5 presents the expected runtime transformer together with proof rules for recursive programs. Section 6 describes an operational probabilistic pushdown automata semantics and relates it to the wp-style semantics. Section 7 discusses some extensions of the results presented in the previous sections. Section 8 presents a detailed analysis of the 'Sherwood' variant of binary search. Finally, Section 9 discusses related work and Section 10 concludes. Detailed proofs of all the results are provided in an extended version of the paper [28] .
Programming Model
To model our probabilistic recursive programs we consider a simple imperative languageà la Dijkstra's Guarded Command Language (GCL) [7] with two additional features: First, a (binary) probabilisitic choice operator to endow our programs with a probabilistic behavior. For instance, the program
either increases x with probability 1 /3 or decreases it with probability 2 /3 = 1 − 1 /3. Second, we allow for procedure calls. For simplicity, our development assumes the presence of only a single procedure, say P . We defer the treatment of multiple (possibly mutually recursive) procedures to Section 7.
Formally, a command of our language, coined pRGCL, is defined by the following grammar:
We assume a set V of program variables and a set E of expressions over program variables. As usual, we assume that program states are variable valuations, i.e. mappings from variables to values; let S be the set of program states. Finally, we also assume an inter-pretation function E for expressions that maps program states to values.
No-op, assignments, conditionals and sequential composition are standard. {c1} [p] {c2} represents a probabilistic choice: it behaves as c1 with probability p and as c2 with probability 1−p. 1 Finally call P makes a (possibly recursive) call to procedure P .
For our development we assume that procedure P manipulates the global program state and we thus dispense with parameters and return statements for passing information across procedure calls. The declaration of P consists then of its body and we use P c to denote that c ∈ C is the body of P . We say that a command is closed if it contains no procedure calls.
A pRGCL program is then given by a pair c, D , where c ∈ C is the "main" command and D : {P } → C is the declaration of P . 2 In order not to clutter the notation, when c is closed we simply write c for program c, D , for any declaration D. Example 1. To illustrate the use of our language consider the following declaration of a (faulty) recursive procedure for computing the factorial of a natural number stored in x:
In each recursive call x is decreased either by one or two, with probability 5 /6 and 1 /6, respectively. Therefore some factors might be missing in the computation of the factorial of x. As a final remark, observe that the language does not support guarded loops in a native way because they can be simulated. Concretely, the usual guarded loop while (E) do {c} is simulated by the recursive procedure P while if (E) {c; call P while } else {skip}.
Weakest Pre-Expectation Semantics
Inspired by Kozen [20] , McIver and Morgan [22] generalized Dijkstra's weakest pre-condition semantics to (a variant of) pRGCL.
In particular, they defined the semantics of recursive programs using fixed point techniques. In this section we present a different approach where the behavior of a recursive program is defined as the limit of its finite approximations (or truncations) and prove it equivalent to their definition based on fixed points.
Definition
The wp-semantics over pRGCL generalizes Dijkstra's weakest precondition semantics over GCL twofold: First, instead of being predicates over program states, pre-and post-conditions are now (nonnegative) real-valued functions over program states. Secondly, instead of merely evaluating a (boolean-valued) post-condition in the final state(s) of a program, we now measure the expected value of a (real-valued) post-condition w.r.t. the distribution of final states. 3 Formally, if f : 4 In the probabilistic setting pre-and post-conditions are thus referred to as preand post-expectations.
Notation. We use boldface for constant expectations, e.g. 1 denotes the constant expectation λs• 1. Given an arithmetical expression E over program variables we write E for the expectation that in states s returns E (s). Given a Boolean expression G over program variables let [G] denote the {0, 1}-valued expectation that on state s returns 1 if G (s) = true and 0 if G (s) = false. Finally, given variable x, expression E and expectation f we use f [x/E] to denote the expectation that on state s returns f (s[x/ E (s)]). Moreover, " " denotes the pointwise order between expectations, i.e. f1 f2 iff f1(s) ≤ f2(s) for all states s ∈ S.
Inductive Characterization
McIver and Morgan [22] showed that the expectation transformers wp and wlp can be defined by induction on the program's structure. We now recall their result, taking an alternative approach to handle recursion: While McIver and Morgan use fixed point techniques, we follow e.g. Hehner [13] and define the semantics of a recursive procedure as the limit of an approximation sequence. We believe that this approach is sometimes more intuitive and closer to the operational view of programs.
In the same way as the semantics of loops is defined as the limit of their finite unrollings, we define the semantics of recursive procedures as the limit of their finite inlinings. Formally, the nth inlining call D n P of procedure P w.r.t. declaration D is defined inductively by where c[call P /c ] denotes the syntactic replacement of every occurrence of call P in c by c . 5 The family of commands call D n P define a sequence of approximations to call P where call D 0 P is the "poorest" approximation, while the larger the n, the more precise the approximation becomes. Observe that, in general, call D n+1 P mimics the exact behavior of call P for all executions that finish after at most n recursive calls.
The expectation transformer semantics over pRGCL is provided in Figure 1 . The action of transformers on procedure calls is defined as the limit of their action over the n-th inlining of the procedures. For the rest of the language constructs, we follow McIver and Morgan [22] . Let us briefly explain each of the rules. wp[skip, D] behaves as the identity since skip has no effect. The pre-expectation of an assignment is obtained by updating the program state and then applying the post-expectation, i.e. behaves as the limit of wp on the sequence of finite truncations (or inlinings) of P . We take the supremum because the sequence is increasing. Observe that we advertently include no declaration in wp[call D n P ](f ) because call D n P is a closed command for every n. Finally, wp[c1; c2, D] is obtained as the functional composition of wp[c1, D] and wp[c2, D]. The wlp transformer follows the same rules as wp, except for the abort statement and procedure calls. wlp[abort, D] takes any post-expectation to pre-expectation 1. (Expectation 1 is the probabilistic counterpart of predicate true.) wlp[call P , D] also behaves as the limit of wlp on the sequence of finite truncations of P . This time we take the infimum because the sequence is decreasing. We use our weakest pre-expectation calculus to formally determine the probability that the outcome of the two coins coincide:
The transformers wp and wlp enjoy several appealing algebraic properties, which we summarize below. Lemma 3.1 (Basic properties of w(l)p). For every program c, D , every f1, f2, and increasing ω-chain f0 f1 · · · in E, g1, g2, and every decreasing ω-chain g0 g1 · · · in E ≤1 , and scalars α1, α2 ∈ R ≥0 it holds:
Program termination. Since the termination behavior of a program is given by the probability that it establishes true, we can readily use the transformer wp to reason about program termination. It suffices to consider the weakest pre-expectation of the program w.
gives the termination probability of program c, D from state s. In particular, if the program terminates with probability 1, we say that it terminates almost-surely.
Characterization based on Fixed Points
Next we use a continuity argument on the transformer w(l)p to prove that its action on recursive procedures can also be defined using fixed point techniques. This alternative characterization rests on a subsidiary transformer w(l)p[ · ] θ , which is a slight variant of w(l)p[ · ]. The main difference between these transformers is the mechanism that they use to give semantics to procedure calls:
which is meant to directly encode the semantics of procedure calls. [28] for details. For technical reasons, in the remainder of our development we will consider only continuous semantic environments in 6 This is a natural assumption since we are interested only in semantic environments that are obtained as the w(l)p-semantics of a pRGCL program, which are continuous by Lemma 3.1. The semantics of recursive procedures can now be readily given as the fixed point of a semantic environment transformer. 
, sup n θ(fn) = θ(sup n fn) (infn θ(fn) = θ(infn fn)).
The fixed points above are taken w.r.t. the pointwise order " " over semantic environments: given θ1, θ2 ∈ SEnv (resp. θ1, θ2
Theorem 3.1 reveals an inherent difference between the complexities of reasoning about loops and general recursion: The semantics of loops can be given as the fixed point of an expectation transformer (see e.g. [25] ), while the semantics of recursion requires the fixed point of a (higher order) environment transformer. As a consequence, proving our results for recursive programs requires new insights not present in the proofs for while-programs. This fact was already noticed by Dijkstra [7, p. xvii] and later on confirmed by Nelson [26, p. 517 ] for non-probabilisitic programs.
Correctness of Recursive Programs
In this section we introduce some proof rules for effectively reasoning about the behavior of recursive programs. For that we require the notion of constructive derivability. Given logical formulae A and B, we use A B to denote that B can be derived assuming A. In particular, we will consider claims of the form
give the specification of call P and f2, g2 the specification of c. Notice that in such a claim we omit any procedure declaration as the derivation is independent of P 's body.
Our first two rules are extensions of well-known rules for ordinary recursive programs (see e.g. [15] ) to a probabilistic setting:
So for proving that a procedure call satisfies a specification (given by f, g), it suffices to show that the procedure's body satisfies the specification, assuming that the recursive calls in the body do, too. presented in the introduction. We prove that it terminates with probability at most ϕ = √ 5−1 2 from any initial state. Formally, this is captured by wp[call P , D] (1) ϕ. To prove this, we apply rule [wp-rec] . We must then establish the derivability claim
The derivation goes as follows: {assumption, monot. of wp} 1 2 + 1 2 ϕ 3 = ϕ An appealing feature of our approximation semantics is that to prove the following soundness result we do not need to resort to a continuity argument on the expectation transformers. Rules [w(l)p-rec] allow deriving only one-sided bounds for the weakest (liberal) pre-expectation of a procedure call. It is also possible to derive two-sided bounds using the following rules:
In constrast to rules [w(l)p-rec], these rules require exhibiting two sequences of expectations ln and un rather than a single expectation g to bound the weakest (liberal) pre-expectation of a procedure call. Intuitively ln (un) represents a lower (upper) bound for the weakest pre-expectation of the n-inlining of the procedure, i.e. from the premises of the rules we will have ln w(l)p[call D
n P ](f ) un for all n ∈ N. Observe that both rules can be specialized to reason about onesided bounds. For instance, by setting un+1 = ∞ in [wp-recω] we can reason about lower bounds of wp[call P , D](f ), which is not supported by rule [wp-rec] . Similarly, by taking ln = 0 in rule [wlp-recω] we can reason about upper bounds of wlp[call P , D](f ). from any initial state. To this end, we rely on the fact that ϕ can be characterized by the asymptotic behavior of the sequence ϕn , where ϕ0 = 0 and ϕn+1 = 1 2 + 1 2 ϕ 3 n . In symbols, ϕ = sup n ϕn. We wish then to prove that sup n ϕn wp[call Prec 3 , D](1) .
To establish this formula we apply the one side variant of rule [wprecω] to reason about lower bounds of wp[call Prec 3 , D](1), that is, we implicitly take un+1 = ∞. We must then establish
The derivation follows the same steps as those taken in Example 3 to give upper bounds on wp[call Prec 3 , D](1). Combining the result proved with that in Example 3, we conclude that ϕ =
is the exact termination probability of call Prec 3 , D .
Lastly, we can establish the correctness our rules. Figure 1 .
To conclude the section we would like to point out that the rule [wp-recω] is related to previous work on proof rules. It can be viewed as a generalization of Jones's loop rule [16] to the case of recursion (even though Jones originally presented a one-sided version) and as an adaptation of Audebaud and Paulin-Mohring's rule [1] to our weakest pre-expectation semantics. The counterpart of the rule for partial correctness, on the other hand, is, to the best of our knowledge, novel. Figure 2 . Rules for the expected runtime transformer ert. lfp (F ) denotes the least fixed point of transformer F : RtEnv → RtEnv w.r.t. the pointwise order " " between runtime environments.
The Expected Runtime of Programs
To further our study of recursive probabilistic programs we now develop a calculus for reasoning about the expected or average runtime of pRGCL programs. This calculus builds upon our previous work in [18] and is able to handle recursive procedures.
The Expected Runtime Transformer ert
We assume a runtime model where executing a skip statement, an assignment, evaluating the guard in a conditional branching and invoking a procedure 7 consumes one unit of time. On the other hand, combining two programs by means of a sequential composition or a probabilistic choice consumes no additional time other than that consumed by the original programs. Likewise, halting a program execution with an abort statement consumes no unit of time.
Since the runtime of a program varies according to the initial state from which it is executed, our aim is to associate to each program c, D a mapping that takes each state s to the expected time until c, D terminates on s. Such mappings will range over the set of runtimes T t t : S → [0, ∞] . 8 To associate each program to its runtime we use a continuation passing style formalized by the transformer ert [ · ] : T → T .
If t ∈ T represents the runtime of the computation that follows program c, D , then ert [c, D](t) represents the overall runtime of c, D , plus the computation following c, D . Runtime t is usually referred to as the continuation of c, D . In particular, by setting the continuation of a program to zero we recover the runtime of the plain program. That is, for every initial state s, D] gives the weighted average between the runtime of its branches, each of them weighted according to its probability. ert [c1; c2, D] first applies ert [c2, D] to the continuation and then ert [c1, D] to the resulting runtime of this application. Finally, ert [call P , D] is defined using fixed point techniques.
To understand the intuition behind the definition of ert [call P , D] recall that call P consumes one unit of time more than the body of P . To capture this fact we make use of the auxiliary runtime transformer ert [ · ] η : T → T (cf. expectation transformer wp[ · ] θ ). This transformer behaves as ert except that for defining its action on a procedure call, it relies on a so-called runtime environment η in RtEnv {η | η : T → T is upper continuous} instead of on a procedure declaration. Concretely, ert [call P , D] η takes continuation t to η(t) and for all other program constructs, ert [ · ] η follows the same rule as ert [ · ]. Using this transformer we can (implicitly) define ert [call P , D] by the equation
where 1 = λt : T• 1 represents the constantly 1 runtime transformer and "⊕" the point-wise sum between runtime transformers, i.e. for γ1, γ2 : T → T, we let (γ1 ⊕ γ2)(t) γ1(t) + γ2(t). The above equation leads to the fixed point characterization of ert [call P , D] in Figure 2 .
We remark that, as opposed to w(l)p, it is not posible to define the action ert [call P , D] of ert on a procedure call in terms of its action ert [call D n P ] on the finite inlinings. This is because when computing ert [call D n P ](t), to be correct the transformer should add one unit of time each time a procedure call was inlined, and this is not recoverable from call D n P . 9 This concludes our definition of the transformer ert. We devote the remainder of the section to study several of its properties. We begin with Theorem 5.1 summarizing some algebraic properties.
Theorem 5.1 (Basic properties of ert). For any program c, D , any constant runtime k = λs• k for k ∈ R ≥0 , any t, u ∈ T, and any increasing ω-chain t0 t1 · · · of runtimes, it holds:
Continuity:
sup n ert [c, D](tn) = ert [c, D](sup n tn);
The next result establishes a connection between ert and wp. Theorem 5.2 allows giving a very short proof of a well-known result relating expected runtimes and termination probabilities: If a program has finite expected runtime, it terminates almost surely. 9 If we adopt a model where the runtime of a procedure call coincides with the runtime of its body, we could just take ert [call P , D](t) = sup n ert [call D n P ](t). Observe that in Theorem 5.3 we cannot drop the abort-free requirement on the program. To see this, consider the program c = {skip}[ 1 /2]{abort}. The program has a finite runtime (ert [c](0) = 1 /2 < ∞) and terminates, however, with probability less than one (wp[c](1) = 1 /2 < 1). Moreover, observe that Theorem 5.3 is only valid on the stated direction: A probabilistic program can terminate almost-surely and require, still, an expected infinite time to reach termination. This phenomenon is illustrated, for instance, by the one dimensional random walk; see e.g. [18, §7] .
Even though Theorem 5.3 constitutes a well-known and natural result on probabilistic programs (closely related to the Borel-Cantelli lemma), our contribution here is to give the first fully formal proof of such a result.
Proof Rules for Recursive Programs
The runtime of procedure calls, which includes, in particular, recursive programs, is defined using fixed points. To avoid reasoning about fixed points we propose some proof rules based on invariants.
We show that an adaptation of the proof rules for procedure calls from our wp-calculus is sound for the ert-calculus. The rules are:
ln+1 ert [D(P )](t) un+1 1+ sup n ln ert [call P , D](t) 1+ sup n un [eet-recω] Compared to the proof rules from the wp-calculus, these proof rules require incrementing by one unit some of the bounds. Loosely speaking, this is because the runtime of a procedure call is one plus the runtime of its body, whereas the semantics of a procedure call fully agrees with the semantics of its body. Since the term 432( −1 /6) k+1 is negligible, we can approximate the procedure's runtime by 4.5 + 4.3k. We can formally capture our exact runtime assertion by
To see this, observe that the sequence α k is increasing and therefore,
We prove the runtime assertion using rule [eet-recω] with instantiations t = 0 and ln = un = tn for n ≥ 1. We have to discharge the premise ert [call P fact ](0) = 1 + tn ert [D(P fact )](0) = tn+1 .
Since some simple calculations yield
[terminate] Figure 3 . Rules for defining an operational semantics for pRGCL programs. For sequential composition there is no dedicated rule as the control flow is encoded via the succ1 and the succ2 functions.
, our next step is to compute ert [c1](1) (the calculations are identical for ert [c2](1)). To do so, we rely on assumption ert [call P ](0) = 1 + tn and the propagation of constants property of ert.
The derivation then concludes by showing that
] , which after some term reordering reduces to proving that α0 = 1, α1 = 7 and α k+2 = 5 + 5 6 α k+1 + 1 6 α k . We conclude the section establishing the soundness of the rules. 
Operational Semantics
We provide an operational semantics for pRGCL programs in terms of pushdown Markov chains with rewards (PRMC) [3] and prove the transformer wp to be sound with respect to this semantics. Due to space limitations, this section contains an informal introduction only. Corresponding formal definitions are found in [28] .
For simplicity, we assume a canonical labeling for each command c ∈ C together with auxiliary functions init, succ1, succ2 and stmt determining the initial location, the first and second successor of a location and the program statement corresponding to a label. As an example, the labels attached to each statement of program c from Example 3 are as follows:
The definition of the auxiliary functions is straightforward. For instance, we have init(c) = 2, succ1(1) = ↓, succ2(2) = 3, and stmt (2) = c, where ↓ is a special symbol indicating termination of a procedure. Moreover, label Term stands for termination of the whole program.
Our operational semantics of pRGCL programs is given as an execution relation, where each step is of the form Here, , are program labels, s, s ∈ S are program states, γ is a program label being popped from and γ a finite sequence of labels being pushed on the stack, respectively. p ∈ [0, 1] denotes the probability of executing this step.
This execution relation corresponds to the transition relation of a PRMC, where each pair , s is a state and the stack alphabet is given by the set of all labels of a given pRGCL program. Moreover, given f ∈ E, a reward of f (s) is assigned to each state of the form Term, s . Otherwise, the reward of a state is 0. Figure 3 shows the rules defining the operational semantics of pRGCL programs. The rules in Figure 3 are self-explanatory. In case of a procedure call, the calls successor label is pushed on the stack and execution continues with the called procedure. Whenever a procedure terminates, i.e. reaches a state ↓, s , and the stack is non-empty, a return address is popped from and execution continues at this address. Figure 4 shows the PRMC of example program c. The initial state is 2 (the probabilistic choice). Say the right branch is chosen; we move to 3. The statement at 3 is a call, and the address after the call is 4; so 4 is pushed and the procedure body is reentered. Say now the left branch is chosen; we move to 1 (the skip) and then terminate, i.e. we move to ↓. Recall that return address 4 is on top of the stack; 4 is popped, we move to 4 to continue execution.
The expected reward that PRMC P associated to program c, D reaches a set of target states T from initial state , s is defined as
where π is a path from , s to some target state, Prob P (π) is the probability of π and rew (π) is the reward collected along π.
We are now in a position to state the relationship between the operational model and the denotational semantics: In the spirit of [11] a similar result can be obtained for wlp. For that one needs a liberal expected reward being defined as the expected reward plus the probability of not reaching the target states at all. One can then show a similar correspondence to wlp.
Extensions
Mutual recursion. Both our wpand ert-calculus can be extended to handle multiple procedures. Say we want to handle m 
The proof rules for reasoning about procedure calls in both calculi are easily adapted. We show only the case of [wp-rec]; the others admit a similar adaptation. The rule reasons about all the procedures simultaneously. Roughly speaking, the rule premise requires deriving the specification gi for the body of each procedure Pi, assuming the corresponding specification for each procedure call in it. The rule conclusion establishes the specification of the set of procedures altogether.
Random samplings. All our results remain valid if the pRGCL language allows for random samplings (from distributions with discrete support). In a random sampling x := µ, µ represents a probability distribution which is sampled and its outcome is assigned to program variable x. In Section 8 we exploit this extension to model a probabilistic variant of the binary search.
Alternative runtime models. The ert-calculus can be easily adapted to capture alternative runtime models. For instance we can capture the model where we are interested in counting only the number of procedure calls and also more fine-grained models such as that where the time consumed by an assignment (or guard evaluation) depends on some notion of size of the expression being assigned (guard being evaluated). Likewise, the ert-calculus can be easily adapted so as to take into account the costs of flipping the (possibly biased) coin from probabilistic choices.
Soundness of the ert-calculus. We can also establish the soundness of the ert-calculus w.r.t. the operational semantics based on PRMC. This only requires changes in the reward function. 11 For determining the least fixed point, environments are compared component-wise, i.e. (η 1 , . . . , ηm) (ν 1 , . . . , νm) iff η i ν i for all i = 1 . . . m.
Case Study
In this section we show the applicability of our approach analyzing a probabilistic, so-called Sherwood [21] , variant of the binary search. The main difference w.r.t. the classical version is that in each recursive call the pivot element is picked uniformly at random from the remaining array, aligning this way worst-, best-and average-case of the algorithm runtime.
The algorithm we analyze searches for value val in array a[left .. right]. It is encoded by procedure B with declaration D presented in Figure 5 . We use random assignment mid := uniform(left, right) to model the random election of the pivot. For simplicity, we assume that the random assignment is performed in constant time 1 if left ≤ right and that it diverges if left > right.
Partial correctness. We verify the following partial correctness property: 
The way in which we propagate post-expectation f from the exit point of the procedure till its entry point, obtaining pre-expectation g, is fully detailed in Figure 5 . To do so we use assumption g wlp[call B](f ) and monotonicity of wlp. Dually, we can verify that when val is not in the array, the value of a[mid ] after termination of B is different from val . A detailed derivation of this property is provided in [28] .
Expected runtime. We perform a runtime analysis of the algorithm for those inputs where val does not occur in the array. Under this assumption we can distinguish two cases: either val is smaller than every element in the array or larger than all of them.
For the first case we show that the expected runtime of the algorithm is upper bounded by 1 + u, with
and H k being the k-th harmonic number. Formally, we show that
We must then establish
The details of this derivation are provided in Figure 6 . Similarly, when val is greater than every element in the array, the expected runtime is upper bounded by 1 + u, with
The verification for this case is analogous therefore omitted.
Combining the two cases we conclude that when the soughtafter value does not occur in the array, the algorithm terminates in expected time in Θ log n , where n = right − left + 1 is the size of the array, since H k ∈ Θ(log k). 
Related Work
wp-style reasoning for recursive programs. Recursion has been treated for non-probabilistic programs. Hesselink [15] provided several proof rules for recursive procedures, both for total and partial correctness. Our first two proof rules are extensions of his rules to the probabilistic setting. Predicate transformer semantics for recursive non-deterministic procedures has been provided by Bonsangue and Kok [2] and Hesselink [14] . Nipkow [27] provides an operational semantics and a Hoare logic for recursive (parameterless) non-deterministic procedures. Zhang et al. [32] establishes the equivalence between an operational semantics and a weakest pre-condition semantics for recursive programs in Coq. To some extent our transfer theorem between probabilistic pushdown automata and the wp-semantics can be considered as a probabilistic extension of this work.
Deductive reasoning for recursive probabilistic programs. Jones provided several proof rules for recursive probabilistic programs in her Ph.D. dissertation [16] . One of our proof rules is a generalisation of Jones' proof rule to general recursion. McIver and Morgan [22] also provide a wp-semantics of probabilistic recursive programs. While [22] use fixed point techniques, we follow e.g. Hehner [13] and define the semantics of a recursive procedure as the limit of an approximation sequence. In contrast to our approach based on procedures, [22] Figure 6 . Runtime analysis of the probabilistic binary search procedure for the case that every value occurring in a[left .
. right] is smaller than val . We write j C h for j ert [C] (h).
cursive calls). Our approach provides a strict separation between program syntax and semantics. Moreover our approach based on procedure calls can model mutual recursion in a natural way (see Section 7) , while the approach in [22] approach does not accommodate so naturally to such cases. Audebaud and Paulin-Mohring [1] present a mechanized method for proving properties of randomized algorithms in the Coq proof assistant. Their approach is based on higher-order logic, in particular using a monadic interpretation of programs as probabilistic distributions. Our proof rule for obtaining two-sided bounds on recursive programs is directly adapted from their work. They however do neither relate their work to an operational model nor support the analysis of expected runtimes.
Semantics of recursive probabilistic programs. Gupta et al. [12] consider the interplay between constraints, probabilistic choice, and recursion in the context of a (concurrent) constraint-based probabilistic programming language. They provide an operational semantics using labeled transition systems and (weak) bisimulation as well as a denotational semantics. Recursion is treated operationally by considering the limit of syntactic finite approximations. In the denotational semantics, the mixture of probabilities and constraints violates basic monotonicity properties for a standard treatment of recursion. Their main result is that the transition system semantics modulo weak bisimulation is fully abstract with respect to the input-output relation of processes. They do neither consider non-determinism nor reasoning about recursive probabilistic programs. Pfeffer and Koller [30] provide a measure-theoretic semantics of recursive Bayesian networks and show that every recursive probabilistic relational database has a probability measure as model. This is complemented by an inference algorithm that obtains approximations by basically unfolding the recursive Bayesian network. Recently, Toronto et al. [31] provided a measure-theoretic semantics for a probabilistic programming language with recursion. Their interpretation of recursive programs is however restricted to (almost surely) terminating programs.
Probabilistic pushdown automata. The analysis of probabilistic pushdown automata, which correspond to the model of recursive Markov chains, has been well-investigated. Key computational problems for analyzing classes of these models can be reduced to computing the least fixed point solution of corresponding classes of monotone polynomial systems of non-linear equations. For subclasses of these models termination probabilities, ω-regular properties, and expected runtimes can be algorithmically obtained. Recent surveys are provided by Etessami [8] and Brazdil et al. [3] .
Our transfer theorem indicates that (some of) these results are transferable to obtaining weakest pre-expectations for recursive probabilistic programs having a finite-control probabilistic push-down automata. A detailed study is outside the scope of this paper and left for future work.
Conclusion
We have presented two wp-calculi: one for reasoning about correctness, and one for analysing expected rum-times of recursive probabilistic programs. The wp-calculi have been related, equipped with proof rules, and exemplified by analysing a Sherwood version of binary search. A relation with a straightforward operational interpretation using pushdown Markov chains has been established. We believe that this work provides a good basis for the automation of the analysis of recursive probabilistic programs. Future work consists of applying our calculi to other recursive randomized algorithms (such as quick sort with random pivot selection). Other future work includes investigating a generalisation of Colussi's technique [5] to transform a recursive program and its correctness proof into a non-recursive program with its accompanying correctness proof. This would allow to transfer-typically simpler-correctness proofs of the recursive probabilistic programs to non-recursive ones.
