Abstract In this paper we prove the global in time existence and uniqueness of solutions of the spatially homogeneous Boltzmann equation for Bose-Einstein particles for the hard sphere model for bounded anisotropic initial data. The main idea of our proof is as follows: we first establish an intermediate equation which is closely related to the original equation and is relatively easily proven to have global in time and unique solutions, then we use the multi-step iterations of the collision gain operator to obtain a desired uniform L ∞ -bound for the solution of the intermediate equation so that it becomes the solution of the original equation.
Introduction
The Boltzmann equation for Bose-Einstein particles describes time evolution of dilute Bose gases. Derivations of such quantum Boltzmann equations can be found for instance in [17] , [19] , [4] , [2] , [5] . In this paper we consider the case of spatially homogeneous equation and study the global in time existence and uniqueness of solutions for anisotropic initial data. The spatially homogeneous Boltzmann equation for
Recall that the equation (1.1) can also be written in ω-representation by [20] ). In the rest part of this paper we will always use the σ-representation of the equation (1.1).
The function B(v − v * , σ) in the equation (1.1) is called the collision kernel which, according to [1] , [2] , [5] for quantum Boltzmann equation, takes the form
where the radially symmetric function Φ(|ξ|) := Φ(ξ) = R 3 Φ(x)e −i ξ,x dx is the Fourier transform of an interacting potential Φ(x) = Φ(|x|) which is assumed (as in many cases) to be radially symmetric. From (1.6) and (1.2) one sees that B(v − v * , σ) is a function of (|v − v * |, | v − v * , σ |), i.e.
with a nonnegative measurable function B 1 on R ≥0 × R ≥0 determined by Φ(| · |).
Investigation experience shows that the most possible case for obtaining a global solution for anisotropic initial data is the hard sphere model or the asymptotically hard sphere model:
(1.8)
According to (1.6 ), the precise meaning of (1.8) is that the function Φ(|ξ|) satisfies the following condition:
where β ≥ 3 and 0 < a 0 ≤ b 0 < ∞ are constants independent of . This includes a physical case where the interaction potential Φ is equal to a Dirac δ-function δ(x) plus a small attractive force's potential
Φ(x) = δ(x) − U (x), x ∈ R 3 .
(1.10)
For instance one may take
which is Yukawa potential in R 3 ; its Fourier transform is U (ξ) = U (|ξ|) = 1 1 + |ξ| 2 , ξ ∈ R 3 .
From ( One of the main difficulties in proving the global in time existence of solutions of Eq.(1.12) with general L 1 initial data is the divergence of the cubic term (see e.g. [10] ):
is defined below). Another main difficulty comes from the low temperature effect which yields the Bose-Einstein condensation and that the regular part of the equilibrium (i.e. the Bose-Einstein distribution) is unbounded near the origin; these together with the result of convergence to equilibrium (see [11] ) imply that for low temperature there must be no such a global solution that is bounded on [0, ∞) × R 3 .
So far, basic results for Eq.(1.12) on global in time existences, singular behavior, long time behavior, kinetics of Bose-Einstein condensation, etc. are all concerned with solutions for isotropic initial data (which implies that the solutions are also isotropic), see for instance [6] , [7] , [8] , [11] , [14] , [18] . In a recent work [3] , Briant and Einav considered a wide class of bounded solutions of the equation (1.12) and proved the local in time existence, uniqueness, stability and moment production of solutions of Eq.(1.12) without the isotropic assumption on the initial data.
Our aim of this paper is to prove the global in time existence and uniqueness of solutions of Eq. (1.12) for bounded anisotropic initial data f 0 satisfying (1.22) (see Theorem 1.2 below). As mentioned above, this must belong to the case of high temperature.
In order to state our main result we need to introduce the definition of solutions of Eq.(1.12) and some related notations.
Definition of solutions
Our working function spaces are the usual weighted Lebesgue L p spaces L As usual let Q(f ) denote the collision integral in the right hand side of Eq.(1.12):
And we denote Q(f )(t, v) := Q(f (t, ·))(v) for the case f = f (t, v).
. We say that a nonnegative function f ∈ C([0, ∞) ×
) is a solution to Eq.(1.12) with the initial datum f (0, ·) = f 0 , if f satisfies the following (i),(ii):
(i) for any v ∈ R 3 , the function t → f (t, v) belongs to C 1 ([0, ∞)),
(ii) f satisfies Eq.(1.12) on [0, ∞) × R 3 , i.e.
19)
Furthermore, if f conserves the mass, momentum and energy, i.e. if
then f is called a conservative solution.
Moments and kinetic temperature
Moments M k (f ) of order k ∈ [0, s] for 0 ≤ f ∈ L 1 s (R 3 ) are defined by
, mM 0 (f ) and m 2 M 2 (f ) are the mass and kinetic energy of a particle system per unit space volume, where m is the mass of one particle. Without confusion we also call M 0 (f ) and M 2 (f ) the mass and energy. In this paper we always assume that initial data 0 ≤ f 0 ∈ L 1 2 (R 3 ) satisfy M 0 (f 0 ) > 0.
. By the conservation of mass and energy, the kinetic temperature T of the particle system is defined by (see e.g. Chapter 2 in [4] )
and the critical temperature T c corresponding to Eq.(1.12) is given by (see e.g. [11] and references therein)
where k B is the Boltzmann constant, ζ(s) = ∞ n=1 1 n s (s > 1) is the Riemann-Zeta function. By calculation we have
As mentioned above, if T /T c ≤ 1 (i.e. the case of low temperature), there is no bounded solution on
The case of T /T c > 1 but not too large is difficult. While the case T /T c >> 1 is easily proved to be necessary for having global bounded solutions for small initial data as concerned in this paper, see Remark 1.4 below.
Main result
Our main result of the paper is the following Theorem 1.2. Suppose the collision kernel B in (1.13) satisfies (1.16) with β ≥ 3.
of Eq.(1.12) with the initial datum f (0, ·) = f 0 and f conserves the mass, momentum and energy.
Moreover we have
and any constant λ > 0, the initial datum f 0 := λg 0 satisfies the condition (1.22) when λ > 0 is small enough. Thus the initial data satisfying the condition (1.22) exist extensively. Besides, the assumption of zero meanvelocity R 3 vf 0 (v)dv = 0 does not lose generality. In fact, for the case
, it is easily seen that for the solution f (t, v) of Eq.(1.12) with the initial datum f 0 (v) := f 0 (v + v 0 ) (which has zero mean-velocity), the v-
of Eq.(1.12) with the initial datum f 0 (v).
Remark 1.4. From the condition (1.22) we see that f 0 L ∞ is less than the right hand side of (1.22).
In the proof of Theorem 1.2 we will prove that this smallness of f 0 L ∞ implies the very high temperature condition:
In other words, the very high temperature condition is necessary for the global in time existence of such small bounded solutions of Eq.(1.12).
Remark 1.5. From our proof of Theorem 1.2 it is easily seen that if we do not assume that the initial data f 0 are continuous, i.e. if we only assume that 0 
which is easily satisfied for any given initial datum f 0 if is small enough.
Strategy and organization of the paper
In order to prove the global in time existence of solutions of Eq.(1.12), we consider two types of approximate equations: cutoff equations and the intermediate equation. In cutoff equations the collision kernel B is cut off as B n = B ∧ n and the solutions f in the collision integrals are cut off as f ∧ n, f ∧ K (with constants n > 0, K > 0). Here
Then with K fixed we use the L 1 relative compactness of mild solutions {f n } 
Some properties of collision operations
This section is a preparation for proving our main result. We begin by recalling a few elementary properties of collision integrals which are used in deriving basic equalities and estimates. From the ω-representation (1.4) and the identity |v
is an orthogonal linear transformation on R 6 . It is this property that makes the proof of some elementary properties of collision integrals relatively easy. On the other hand, the σ-representation (1.2) has the advantage that gives a nice structure for the collision integrals. The two representations however are equivalent in representing collision integrals. In fact it is not difficult to prove the following identity (for all F which are nonnegative measurable or satisfy required integrability):
where (v ′ , v ′ * ) in the left hand side and in the right hand side are given by σ-representation (1.2) and ω-representation (1.4) respectively. This property allows us to translate some elementary properties of collision integrals with the σ-representation into those with the ω-representation so that they can be proven rigorously (see also Chapter 2.4 in [20] ). For instance, applying (2.1) and the ω-representation one deduces the following general identity with the σ-representation (which is often used in deriving fundamental properties of collision integrals):
where (v ′ , v ′ * ) is given by the σ-representation (1.2) and F are nonnegative Lebesgue measurable functions on R 3 × R 3 × R 3 × R 3 or satisfy required integrability.
Collision integral operators and approximate equations
In this subsection, we introduce definitions of collision integral operators, two types of approximate equations and mild solutions.
Definition 2.1. Fix K > 0, n ∈ N. Suppose the collision kernel B in (1.13) satisfies (1.16). For any nonnegative measurable functions f, g on R 3 , we define for any
which is called the (bilinear) collision gain operator, and
Definition 2.2. Given any K > 0, n ∈ N. Suppose the collision kernel B in (1.13) satisfies (1.16). Our cutoff equation of Eq.(1.12) mentioned above is defined by 
) and there is a null set Z ⊂ R 3 , which is independent of t, such that for all t ∈ [0, ∞) and all v ∈ R 3 \ Z, 
, the null sets Z in the definition of mild solutions can be chosen as an empty set. See Proposition 3.1 below.
Some lemmas and propositions
This subsection is a collection of technical lemmas and propositions. We begin with the proofs of two important lemmas. These two lemmas together with their corollary will help us to obtain the moment estimates of mild solutions of approximate equations (2.13) and (2.14).
Proof. The second inequality in (2.15) relies on the following elementary inequality:
To prove (2.16) we first assume that k ≥ 2. Let
Since ϕ is convex on [0, 1], it follows that ϕ(X) ≤ max{ϕ(0), ϕ(1)} = 0 for all X ∈ [0, 1]. Thus
Here in the last inequality we used the assumption 0 ≤ λ ≤ min{1, k/2} = 1. Next assume that 1 < k ≤ 2.
We consider
Using convexity of the derivative ψ ′ (X) it is not difficult to prove that the function ψ(X) is increasing on (0, 1]. Then we have
This gives
combining the above we have (2.16).
Now let x ≥ 0, y ≥ 0. Without loss of generality we may assume x ≤ y and y > 0. It follows from (2.16) that
This proves the second inequality in (2.15). Next using Bernoulli's inequality we have
This ends up the proof. ✷
where v ′ ,v ′ * are given by (1.2), and
Then it follows from the identity
By Lemma 2.5 we conclude
This implies first that (2.17) holds for κ(θ) = 0. Now suppose that κ(θ) > 0, i.e. 0 < cos(θ/2) < 1. By
From this we have
.
Then it follows from max{sin(θ/2), cos(θ/2)} ≥ 1/2 that M (θ) ≥ 1. At this stage we will look at two possibilities.
Case 1: |v| ≥ 2M (θ)|v * |. By definitions of v ′ , v ′ * and cos(θ), we have
These imply
and so
hence, by (2.20), we have
From the inequality
This together with λ ≤
Therefore, using (2.20) (omitting the negative term) we have
Combining (2.21) and (2.22) gives (2.17). ✷
′ * are given in (1.2) and κ(θ), θ are given in (2.18) and (2.19) respectively.
Proof. In Lemma 2.6, we take k = s/2 > 1, γ = 2λ and take c = 1, 0 respectively, and then we deduce the above inequalities. ✷
The lemma below will be frequently used when we deal with the estimates of some kinds of collision integral operators with cutoff such as Q K and Q n,K .
Proof. Fix z ≥ 0 and let f (X) = X ∧ z = 1 2 (X + z − |X − z|), X ≥ 0. The properties in this lemma follow easily from the fact that f is concave and non-decreasing on [0, ∞). ✷
The next lemma deals with the completeness of some function spaces (e.g.
This completeness is of course important when using for instance the fixed point theorem of contractive mappings to prove the existence of solutions of some integral equations. A proof of such a lemma should be able to find from some textbooks. For convenience of the reader we would like to present here a proof.
with the norm
Besides if assume in addition that all f n are nonnegative
) is a real normed linear space. We first prove the second part in
Step 1 since the first part (to be proved in
Step 2) is relatively easy.
Step 1. By the assumption and the compactness of L 1 (Ω) we know that for any t ∈ I there is a
In order to prove measurability in full variables we consider an integrable weight function:
We need to show that
This together with Lebesgue's dominated convergence implies that I ρ(t)ω n (t)dt → 0 (n → ∞). Thus
Now consider two sets
We prove that Z 1 , Z 2 are null sets. From Fubini's theorem we know that mes(Z 1 ) = 0. To prove that mes(Z 2 ) = 0, we first use Fatou's lemma to obtain
which implies that
has measure zero. Next take any
which implies that there exists a subsequence
Comparing this with (2.25) we conclude that h(t, v) = g(t, v) a.e. v ∈ R 3 . Thus using (2.25) again we obtain
which implies that t ∈ I \Z 2 . This proves that
Then f is measurable on I × Ω (since mes(Z) = 0), and for any t ∈ I, the function
From this and the boundedness of
Finally suppose in addition that all f n are nonnegative on I × Ω, then from (2.25) and (2.26) we see that g, h can be chosen as nonnegative functions on I × Ω. It follows from the definition (2.27) that f is also nonnegative on I × Ω. Thus we have finished the proof of the second part of this lemma.
Step 2. We now prove the first part of this lemma. Let
and recalling the definition of · we see
This proves that {f
The lemma below will help us to prove a property that if f is a mild solution of Eq.(2.14) and satisfies
with a null set Z independent of t, then f is a mild solution of Eq.(1.12).
Lemma 2.10. Let I ⊂ R be an interval, Ω ⊂ R N an Lebesgue measurable set. Let f, g :
be Lebesgue measurable functions satisfying
Then there is a common null set
Proof. By assumption (i), there is a null set
By assumption (ii) we have mes(S) = 0 and so by Fubini's theorem, the set
where
Proof. See [16] , p.223 Theorem 4.3, p.263 Theorem 4.9, and note that by assumption of the lemma
Our next lemma will be used to prove that condition (1.22) can imply the very high temperature condition (1.24).
Lemma 2.12. Given constants 0 < p < q < ∞. Let φ be measurable on [0, ∞) with 0 ≤ φ ≤ 1 and
and the equality sign holds if and only if there is a constant 0
Proof. See [9] , p.382 Lemma 4. ✷
The next two propositions are concerned with computation formula and basic estimates for certain general collision integrals. They are very useful in obtaining the pointwise estimates of some kinds of collision integral operators.
Proof. See [12] , p.1715 Proposition 2.1. ✷ Proposition 2.14.
Proof. From Proposition 2.13 and the inequality |v − v * | ≤ v v * we have
✷
The proposition below will be used to prove the existence of mild solutions of Eq.(2.13) in Section 3.
Proposition 2.15. For any n ∈ N, let B n = B ∧ n with B the collision kernel satisfying (1.16). For
Proof. Compute
where we used (2.2). According to Proposition 2.14 (with p = q = γ = 0) we have for any
Combining the above gives (2.30). ✷
The following proposition is concerned with estimates of collision gain operator Q + (·, ·).
3) with the collision kernel B satisfying (1.16) and let
Proof. Recalling (1.2) and (1.7), (2.31) can be easily proved by using the change of variables (v * , σ) → (v * , −σ). Next, it follows from (1.16) and Proposition 2.14 (with p = q = 0, γ = 1) that
which proves (2.32). To prove (2.33), we have
Finally, using Hölder's inequality, Proposition 2.14 (with p = q = γ = 0) and the fact that |v − v * | ≤ v v * we have
This gives (2.34). ✷
The last proposition below gives us very important tools which make the multi-step iterations of the collision gain operator Q + (·, ·) work well. It should be noted that in this proposition the constants given in the explicit version are helpful in applications as will be seen in the proof of Theorem 1.2.
and consequently (with p = 1, 2 )
Proof. From Lemma 2.1 in [15] we have
and d ⊥ ω denotes the sphere measure element of S 1 (n). If |v − v * ||w − w * | = 0, then we compute
Thus from (2.38), (2.40), and Lemma 2.5 in [15] we have for any v ∈ R
Then from (2.38) we have for any 1 ≤ p ≤ 2
Next we define for any 1 ≤ α ≤ 2
Making the change of variable
we have
It follows that for any w, w
Combining this with (2.40) we deduce
Therefore using Lemma 2.4 in [15] and the assumption on f we conclude that for any 1 ≤ p ≤ 2
which together with (2.41) proves (2.36).
Finally we prove (2.37). According to (2.35) and (2.36) (with p = 1, 2) we have for all v ∈ R
✷

Mild solutions of cutoff equations
This section is a further preparation for obtaining mild solutions of Eq.(2.14). We will first prove the existence of mild solutions {f n } ∞ n=1 of Eq.(2.13). Then we will show that {f n (t)} ∞ n=1 satisfy the L 1 relative compactness conditions, etc. Throughout this section, the constant K > 0 in Eq.(2.13) is fixed.
Existence of mild solutions of cutoff equations
In order to prove the global in time existence of mild solutions of Eq. 
From Lemma 2.9, it is obvious that A T is a closed subset of the Banach space (
To obtain contractiveness of J n we choose
Now we need to prove that J n : A Tn → A Tn and
In fact for any f ∈ A Tn and any t ∈ [0, T n ] we have
where we used (2.2) and Proposition 2.15. This implies that (t, v)
Thus sup
we have (by using Proposition 2.15)
This proves (3.1). Thus there exists a unique f ∈ A Tn such that J n (f ) = f.
Step 2. Given any n ∈ N. Let T = T n > 0 be defined in Step 1 and let f n := f obtained in
Step 1 be the unique fixed point of J n : A Tn → A Tn . From Proposition 2.14 and (3.2) we have for any
continues, it follows from Lemma 2.11 that
Since
By Gronwall's lemma we conclude that (−f n (t, v))
Thus we have proved
Next we prove that f n (t) conserves the mass on [0, T n ]. For any ϕ ∈ L ∞ (R 3 ) and any 0 ≤ t ≤ T n , we have by using (2.2) that
This integrability allows us to compute (as usual)
According to Fubini's theorem it follows that
Taking ϕ(v) ≡ 1 gives the conservation of mass of f n :
Since f n is nonnegative and conserves the mass, it follows from the choice of T n that with the same number T n > 0, the function f n can be extended from the time interval [0,
) which conserves the mass and satisfies
To prove that f n also conserves momentum and energy we consider truncation ϕ(v) = v s ∧ R with s ≥ 1 and 0 < R < ∞. From Lemma 2.8 we have
and f n conserves the mass, it follows from (3.4) and
By Gronwall's lemma this gives
Letting R → ∞ we conclude from Fatou's lemma that f n (t, ·) ∈ L 1 s (R) and
Next for any s ≥ 1 and any 0 < T < ∞ we have by using (2.2) that
This means that the test function can be chosen as
, and since f n conserves the mass, it follows that f n conserves the energy:
Let ϕ(v) = e i , v , where e 1 = (1, 0, 0), e 2 = (0, 1, 0), e 3 = (0, 0, 1). Then a similar proof shows also that f n conserves the momentum. Summarizing the above results we have proved that {f n } ∞ n=1 are conservative mild solutions of Eq.(2.13). ✷
Moment estimates
In order to prove the L 1 relative compactness of solutions {f n } ∞ n=1 of Eq.(2.13), we need to establish uniform moment estimates of {f n } ∞ n=1 .
Proposition 3.2. For any n ∈ N, let B n = B ∧ n with B the collision kernel satisfying (1.16) and let
conservative mild solution of Eq.(2.13) corresponding to the kernel B n with the initial datum f 0 . Then
Proof. From (3.6) and Corollary 2.7, we have for a.e.
Recall that for any 2 < p ≤ s, by writing p = 2
s−2 and using Hölder's inequality we have
Thus denoting α = 1 s−2 we have with
Here we note that by conservation of mass we have 
and we conclude
Our first use of multi-step iterations of Q + is in the proof of the following proposition which gives L 
being initial data, let f, g be the conservative mild solutions of Eq.(2.14)
and f = f n , g = g n the conservative mild solutions of Eq.(2.13), respectively. Also assume in both cases that f, g satisfy the estimate (3.7) with s = 3, i.e.
is a continuous function and is monotone non-decreasing with respect to each y 1 , y 2 , y 3 ,
mild solutions of Eq.(1.12) corresponding to the kernel B with the initial data f 0 , g 0 respectively. Then
where C T < ∞ depends only on T and f 0 L ∞
3
, sup
Proof. The proof is divided into two steps.
Step 1. Let Q + (·, ·) be defined in (2.3) and fix any 0 < T < ∞, and let Z ⊂ R 3 is a null set appeared in Definition 2.3. Notice first that under the assumption in the proposition we have
where to shorten notation we denote the solution f t (v) ≡ f (t, v). Using the inequality (3.11) to f (τ 1 , v) and substituting the right hand side of the inequality into the two arguments of Q + (f τ1 , f τ1 ), and then making further iteration, we compute for any (t, v)
(3.12)
Next, using Proposition 2.14 and
In order to use Proposition 2.17 to obtain uniform estimates of
It is easily seen that for any 0 ≤ f, g, h ∈ L 1 s (R 3 ) and any v ∈ R 3 we have
where we used the fact that v ≤ v ′ v ′ * . From these we see that the inequality (3.11) hence all inequalities in (3.13) hold also for the function (f ) s (t, v) = v s f (t, v). In other words, this means that if f is a solution of the inequality (3.11), so is (f ) s for any s ≥ 0. Take s = 2. Then combining this with (2.31), (2.33)−(2.37), (3.7), (3.8), (3.12) and (3.13) we obtain a uniform estimate:
where and below C T,K (y 1 , y 2 , y 3 , y 4 ) denotes a continuous function on [0, ∞) 4 which is monotone nondecreasing with respect to each variable y 1 , y 2 , y 3 , y 4 ∈ [0, ∞).
In order for our proof of stability estimates to cover both Eq.(2.14) and Eq.(2.13), we denote Q * = Q K , Q ± * = Q ± K and Q * = Q n,K , Q ± * = Q ± n,K respectively, and let
Then we have
For further estimates we need to show that Q
) so that there is no problem of integrability. In fact we have, for instance for Q ± * (f ),
where we used (2.2). From this integrability we have
Further estimates: From |v − v * | ≤ v v * we have
Combining this with Proposition 2.14 (p = 2, q = 0, γ = 1) gives
where we used (3.14). Thus we obtain
We then conclude from Gronwall's lemma that
where 14) we see that the function (y 1 , y 2 , y 3 , y 4 ) → C T,K (y 1 , y 2 , y 3 , y 4 ) is independent of n, continuous on [0, ∞) 4 , and monotone non-decreasing with respect to each variable y 1 , y 2 , y 3 , y 4 ∈ [0, ∞). This proves (3.9).
Step 2. We now prove (3.10). Fix any 0 < T < ∞ and let
Following a similar argument in Step 1 we see that f satisfies (3.11), (3.12) with K = K. Then it follows from the proof of (3.14) that
Thus, (3.10) can be proved with the same argument in the rest part of the proof in
Step 1 by replacing K , C T,K with K, C T,K respectively. ✷
As an immediate application of this proposition we obtain the following continuity estimates for mild solutions of Eq.(2.13) and Eq.(2.14).
and let Q n,K (·) be defined in (2.12) with B n = B ∧ n and B satisfying (1.16). With the same initial datum f 0 , let f n and f be mild solutions of Eq.(2.13) and Eq.(2.14) respectively. Then
. Consequently the sequence {f n (t, ·)} ∞ n=1 is both equicontinuous in L Proof. We need only to prove the estimates for f n since the proof for f is completely the same.
From the structure of the collision B (see (1.7)), it is easily seen that the velocity translation g n (t, v) := f n (t, v + h) is still a mild solution to Eq.(2.13) with the initial datum g 0 (v) := f 0 (v + h). Since for any |h| ≤ 1 and any s ∈ {2, 3}
it follows from (3.9) that (3.16) holds true. Next for any h ∈ R 3 with |h| ≤ 1 we have . Finally for any t 1 , t 2 ≥ 0, using Cauchy-Schwarz inequality and the conservation of mass and energy of f n we have
This proves (3.17) . ✷
Mild solutions of the intermediate equation
In this section we first prove the existence of conservative mild solutions of Eq.(2.14). Then we will use multi-step iterations of the collision gain operator Q + (·, ·) to prove further estimates for these mild solutions which are used in proving Theorem 1.2. Throughout this section, the same constant K > 0 in Eq.(2.13) and Eq.(2.14) is fixed. 
Existence of mild solutions of the intermediate equation
Here Z is a null set independent of t.
Proof. Our proof consists of two steps. In the first step we shall use mild solutions of Eq.(2.13).
Step 1. Let {f n } ∞ n=1 be a sequence of mild solutions of Eq.(2.13) obtained in Proposition 3.1 with the same initial data f n 0 = f 0 , n = 1, 2, 3, ... . By conservation of mass and energy of {f n } ∞ n=1 we have sup
is a relatively compact set in L 1 (R 3 ) (for any fixed t > 0). Using diagonal argument we can find a common subsequence
. Then for any fixed t ≥ 0, let us
. It follows from (3.17) that for any ε > 0, there exists an r ∈ Q ∩ [0, ∞), such that
for all k ∈ N, and thus
Since {f
, it follows from the arbitrariness of ε that {f
is a Cauchy sequence in
Since all f n are conservative mild solutions of Eq.(2.13) with the same initial data f 0 , it follows that
). Thus, it follows from (4.2) and
Step 2. We prove that the above function f , after a modification on a null set, is a conservative mild solution of Eq.(2.14). Let 0 < R < ∞ and let 0 < T < ∞.
, it follows from Proposition 3.2 and (4.3) that for any t ∈ [0, T ]
and so, by Fatou's lemma,
Next from (3.15) we have for any t ∈ [0, T ]
This together with the fact that 0 ≤ Q
To estimate the first term in the right hand side of the above inequality we compute
This together with (4.8) implies that
Then from (4.8) and Lebesgue's dominated convergence we obtain
Following a similar method we have
Combining these with (4.7) we conclude
Since 0 < T < ∞ is arbitrary, it follows from Fatou's lemma that
We see that f is nonnegative and there is a null set
) for all 0 < T < ∞, and so by Fubini's theorem there is a null set
|dτ < ∞ for all 0 < T < ∞ and all v ∈ R 3 \ Z 1 . From (4.12) and the nonnegativity of f we see that
This implies, using Fubini's theorem, that there exists a null Z ⊂ [0, ∞) such that
This together with (4.5) implies that for any 0 < T < ∞ and any
is continuous on [0, ∞) for any fixed v ∈ R 3 \ Z, it follows from Fatou's lemma and (4.4) that
Thus, from (3.15) we have
This together with (4.13), the boundedness of the mapping g → |g| ∧ K, the formula (2.2) of change variables, and the arbitrariness of T imply that
Combining this with (4.12) and (4.13) leads to
Since by definition of f , f (t, v) is fully measurable on [0, ∞) × R 3 and the function t → f (t, v) is continuous on [0, ∞) for almost every v ∈ R 3 , while using Fubini's theorem it is easily seen that the
, it follows from Lemma 2.10 that there is a null set
To prove that f is a conservative mild solution of Eq.(2.14), we now need only to prove the conservation law of f . Let ϕ ∈ C(R 3 ) satisfy |ϕ(v)| ≤ C v 2 for constant 0 < C < ∞. From (4.15) and (4.16) we have
and so for a.e. t ∈ [0, ∞)
Taking ϕ(v) = 1 implies that f conserves the mass. While taking ϕ(v) = |v − a| 2 with any constant
and thus
By choosing a = 0, (1, 0, 0), (0, 1, 0), (0, 0, 1) respectively and using the conservation of mass of f we conclude that f conserves energy and momentum: we will use in this subsection the notation
, let f be a mild solution of Eq.(2.14) obtained in Proposition 4.1 corresponding to the kernel B with the initial datum f 0 . Then
Proof. We first prove that (4.17) and (4.18) hold true for the case
, it follows from Proposition 3.2 and the same proof of (4.14) that
where f and f n k are defined in Proposition 4.1. Letting R → ∞ we obtain by Fatou's lemma that
(4. 19) This implies that sup 
. Thus for any s ≥ 3 and any 0 < T < ∞ we have sup
From (4.20) with s = 3 and Corollary 2.7 we have for a.e. t ∈ [0, ∞),
where κ(θ) = min{(1 − cos 2 (θ/2)), (1 − sin 2 (θ/2))}. For I 1 and I 2 we compute
where we used the conservation of mass and energy of f and 
a.e. t ∈ [0, ∞).
Solving this differential inequality and noticing that
) is defined in (4.18).
Now for general case let f 0 be given in Theorem 1.2. Consider approximation
n (n ∈ N) and let f n be the conservative mild solutions of Eq.(2.14) obtained in Proposition 4.1 with the initial
satisfy (4.17), (4.18) .
Note that in the inequality (4.17) applied for f n , f n 0 the coefficient C 1 depends only and continuously on (
, K). It follows from (4.14) and Proposition 3.3 that
which is because 0 ≤ f n 0 ≤ f 0 and C T,K (y 1 , y 2 , y 3 , y 4 ) is monotone non-decreasing with respect to each
(by Fatou's lemma) and f
it follows by taking n → ∞ to (4.17), (4.18) for f n that f also satisfies (4.17), (4.18) . ✷
, (2.9) respectively with B satisfying (1.16). For
with the initial datum f 0 be a mild solution of Eq.(2.14) obtained in Proposition 4.1 corresponding to the kernel B. Then we have
Proof. Using Hölder's inequality we have for any v ∈ R
From this inequality and the definition of L K (f t )(v) we deduce that for any (t, v)
where we used the assumption β ≥ 3 and the conservation of mass, momentum ( R 3 vf 0 (v)dv = 0) and
3), (2.9) respectively with B satisfying (1.16).
In particular
Proof. Inequalities (4.27) and (4.28) follow from Propositions 4.2 and 4.3. For every v ∈ R 3 \ Z,
LK (fτ )(v)dτ is Lipschitz on every bounded interval, it follows that the function
is absolutely continuous on every bounded interval. Thus it holds Duhamel's formula:
which is rewritten with Then
where Z ⊂ R 3 is a null set given in Proposition 4.1,
is the right hand side of (4.17) in Proposition 4.2.
Proof. From (4.26), (2.31), (2.32) and (2.35) we have for all (t, v)
where we used the conservation of mass and energy of f and f 0
3), (2.9) respectively with B satisfying (1.16). Then for all t, τ ∈ [0, ∞) and
Proof. According to Proposition 4.4 we have for any t, τ ∈ [0, ∞) and any v ∈ R 3 \ Z
First we estimate the second term in the right hand side of (4.32). Due to (2.37), Hölder's inequality and the conservation of mass and energy of f we have
For the first term in the right hand side of (4.32) we deduce from (2.31), (2.33)−(2.37) that
where we used the conservation of mass and energy of f . Combining (4.32), (4.33) and (4.34) gives (4.31).
Eq.(2.14) obtained in Proposition 4.1 corresponding to the kernel B with the initial datum f 0 . Then for
Proof. From (2.31), (2.35), (4.26) and (4.31) we have for any t, τ ∈ [0, ∞) and any v ∈ R 3 \ Z
where we used the conservation of mass and energy of f . This gives (4.35). ✷
Proof. This is just a calculation: according to Propositions 4.4−4.7, we have for all (t, v) Step 2. We will use Lemma 2.12 to prove the high temperature condition (1.24). Define φ(r) := Then by the continuity of g and (5.14) it is easily seen that g satisfies the L ∞ estimate (1.23). Thus from Definition 1.1 we see that g is a solution of Eq.(1.12) with initial datum 0 ≤ g(0, 
Step 4. We prove that the classical solution f obtained in
Step 3 is unique in
). But this follows easily from (3.10).
To finish the proof of Theorem 1.2, we now need only to finish the Proof of Proposition 5.1. In the following we denote C * , * ,... to be any finite and positive constants that depend only on their arguments * , * , ..., and they may have different values in different lines. We divide the proof into four steps.
Step 1. Let C L ∞ = C L ∞ (f 0 ) be defined in (5.14). Then, sup
where we used sup
(see Proposition 4.2).
Step 2. Fix any 1 ≤ R < ∞. Let v ∈ R 3 satisfy |v| < R. For any 0 < δ < 1 2 and any t, s ∈ [0, ∞), we compute
where we have used Proposition 2.13 to obtain 
Minimizing the right hand side of (5.20) with respect to δ > 0 gives
∀ s, t ∈ [0, ∞).
Following the similar argument we also have
∀ s, t ∈ [0, ∞). and t → L(f )(t, v) are both uniformly continuous on [0, ∞).
Step 3. Fix any 0 < T < ∞, t ∈ [0, T ]. For any h ∈ R 3 with |h| < 1, since B satisfies (1.7), it is immediately verified that the velocity-translation g(t, v) := f (t, v + h) is a mild solution to Eq.(1.12) with the initial datum g 0 (v) = f 0 (v + h). For 0 < δ < Step 4. From
Step 2 and Step 3 (taking for instance R = 1 + |v|) we see that for ∀ε > 0 there exists 0 < δ = δ t,v < 1 such that if |s − t| < δ (with s ≥ 0) and |u − v| < δ, then Q + (f )(s, v) − Q + (f )(t, v) < ε/2 and Q + (f )(s, u) − Q + (f )(s, v) < ε/2. From (5.24) we conclude that Q + (f )(·, ·) is continuous at (t, v).
This finishes the proof of Proposition 5.1 and thus the proof of Theorem 1.2 is completed. ✷
