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ABSTRACT
We present a new catalogue of H II regions based on the integral field spectroscopy (IFS) data
of the extended CALIFA and PISCO samples. The selection of H II regions was based on two
assumptions: a clumpy structure with high contrast of H α emission and an underlying stellar
population comprising young stars. The catalogue provides the spectroscopic information of
26 408 individual regions corresponding to 924 galaxies, including the flux intensities and
equivalent widths of 51 emission lines covering the wavelength range between 3745 and
7200 Å. To our knowledge, this is the largest catalogue of spectroscopic properties of H II
regions. We explore a new approach to decontaminate the emission lines from diffuse ionized
gas contribution. This diffuse gas correction was estimated to correct every emission line within
the considered spectral range. With the catalogue of H II regions corrected, new demarcation
lines are proposed for the classical diagnostic diagrams. Finally, we study the properties of the
underlying stellar populations of the H II regions. It was found that there is a direct relationship
between the ionization conditions on the nebulae and the properties of stellar populations
besides the physicals condition on the ionized regions.
Key words: techniques: spectroscopic – ISM: general – HII regions – galaxies: ISM –
galaxies: star formation.
1 IN T RO D U C T I O N
Classical H II regions are clouds of ionized gas surrounding young
massive stars in which the star formation has recently taken place
(<15 Myr). The ultraviolet photons that ionize the surrounding
medium are produced in large amounts by OB stars that were
formed in the H II regions. Since OB stars only live ∼10 Myr, the H II
regions trace recent star formation processes. These regions possess
a broad range of physical size (diameter), from a few parsecs, such
as the Orion nebula with D  8 pc (Anderson 2014), to hundreds
of parsecs, like 30 Doradus with D ∼ 20 pc, NGC 604 with D ∼
460 pc, or NGC 5471 with D ∼ 1 kpc (Oey et al. 2003; Garcı´a-
Benito et al. 2011). The smaller regions are ionized by a single
star or a handful of them, while the largest ones are ionized by a
young cluster of thousands of them. Those larger star-forming (SF)
complexes are the precursors of the extragalactic giant H II regions
found commonly in the discs of spiral galaxies (e.g. Hodge &
Kennicutt 1983; Dottori 1987; Dottori & Copetti 1989; Knapen
 E-mail: cespinosa@astro.unam.mx
1998), or in starbursts and blue compact galaxies (Kehrig et al.
2008; Lo´pez-Sa´nchez & Esteban 2009; Cairo´s et al. 2012).
In addition to H II regions, there are other emission-line objects
with different main excitation mechanisms: planetary nebulae and
objects photoionized by hard radiation fields such as active galactic
nucleus (AGN), shock excitation, or even post-AGB stars (e.g.
Veilleux & Osterbrock 1987; Binette et al. 1994; Stasin´ska &
Izotov 2003; Binette et al. 2009; Morisset & Georgiev 2009; Flores-
Fajardo et al. 2011; Papaderos et al. 2013; Singh et al. 2013).
All these objects, including H II regions, could be classified, in
principle, based on their emission line ratios. The first diagnostic
diagram using the emission line ratios [N II]λ6583/H α versus
[O III]λ5007/H β was proposed by Baldwin, Phillips & Terlevich
(1981, hereafter BPT diagram). Osterbrock (1989) and Veilleux &
Osterbrock (1987) proposed a demarcation curve between AGN
and SF galaxies and two new diagnostic diagrams.1 Theoretical
1The two more commonly used diagnostic diagrams are [S II]λλ6717,
6761/H α versus [O III]λ5007/H β and [O I]λ6300/H α versus
[O III]λ5007/H β.
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photoionization models have been used to infer the demarcation
line between the different ionization sources.
Dopita et al. (2000) and Kewley et al. (2001) proposed one
of the first classification schemes to identify pure galaxies host-
ing star formation and AGNs, using a combination of stellar
population synthesis and photoionization models. Their models
assume that the emission-line spectrum depends directly on: (i)
the chemical abundances of heavy elements (oxygen being the
most important) of the gas phase within an H II region; (ii) the
shape of ionizing radiation spectrum; (iii) the electron density;
and (iv) the geometrical distribution of gas with respect to the
ionizing sources. All geometrical factors are included in the so-
called ionization parameter q (defined as the ratio of ionizing photon
density to hydrogen density) or its dimensionless counterpart, U.2
They assume a priori that these parameters are independent one
from each other and, hence, the models are presented as grids of the
four of them. On the other hand, Kauffmann et al. (2003) use the
Sloan Digital Sky Survey (SDSS; York et al. 2000) data to propose
a different demarcation line to separate ionization by SF and AGNs,
based purely on observational properties.
H II regions allow the present chemical composition of the
interstellar medium (ISM) to be determined. They have been used
for a long time to measure the gas-phase abundance directly at
discrete locations in galaxies (e.g. Diaz 1989; Rosales-Ortega et al.
2011; Marino et al. 2013; Sa´nchez-Menguiano et al. 2016). These
measurements provide the necessary information to understand the
distribution of chemical abundances across the optical extension
of galaxies, to constrain different theories of galactic chemical
evolution, to obtain information about the stellar nucleosynthesis
in SF galaxies, and to derive the star formation histories of galaxies.
Classical studies of the chemical abundance of extragalactic
nebulae are based on the observations of nebular emissions through
long-slit or single-aperture spectrographs. Unfortunately, these
techniques provided a limited sample of galaxies in detail, including
a low number of H II regions per galaxy, in general. Therefore,
there was a limited coverage of these regions along the whole
galaxy extension (e.g. Bresolin 2019). Conversely, the classical
slit-spectroscopy surveys introduce a bias by aperture effects: long-
slit observations do not integrate over the full extension of an H II
region. Instead, only the brightest region of each nebula is observed,
i.e. the areas of higher excitation. Hence, the derived spectra may
not be representative of the whole ionization conditions (e.g. Dopita
et al. 2014).
Moreover, traditional surveys could present a biased sample
of H II regions. Most of these spectroscopic surveys are biased
towards high-contrast (thus, equivalent width of emission lines)
nebulae located in the outer disc of galaxies. Since late-type galaxies
offer the best contrast with their lower surface brightness in the
continuum, these types of galaxies were mainly observed by these
surveys. Thus, the final samples and conclusions could be biased to
the properties of H II regions in a particular type of galaxy. Moreover,
in most of the cases, the studies were restricted to regions ionized
by younger and/or massive stellar clusters. In general, the central
regions of galaxies were excluded, although it is known that they
distinguish themselves spectroscopically from those in the disc:
inner SF regions present stronger low-ionization forbidden emission
2The ionization parameter is defined as U = S/(4πr2nHc), where S is the
number of ionization photons emitted by a source per unit of time, r is the
distance between the source and the nebula, nH is the H density, and c is the
speed of light.
and may populate the right branch of the BPT diagram (Kennicutt,
Keel & Blaha 1989; Ho, Filippenko & Sargent 1997; Sa´nchez et al.
2012b).
Despite these caveats, these studies provide important relations,
clear patterns, and scaling laws, e.g. characteristics versus integrated
abundances: Moustakas & Kennicutt 2006; effective yield versus
luminosity and circular velocity relations (e.g. Garnett 2002);
abundance gradients and the effective radius of discs (e.g. Diaz
1989); possible differences in the gas-phase abundance gradients
between normal and barred spirals (Martin & Roy 1994; Zaritsky,
Kennicutt & Huchra 1994); surface brightness versus metallicity
relations, luminosity–metallicity, and mass–metallicity (Lequeux
et al. 1979; Skillman, Kennicutt & Hodge 1989; Vila-Costas &
Edmunds 1992; Zaritsky et al. 1994; Tremonti et al. 2004), to cite
just a few.
In the last years, new observational techniques, such as integral
field spectroscopy (IFS) with a large field of view (FoV) and
multiobject spectroscopy, allow us to observe hundreds of H II
regions per galaxy and a full two-dimensional (2D) coverage of
the disc of nearby ones (e.g. Rosales-Ortega et al. 2010; Sa´nchez
et al. 2012a, 2014). This new generation of emission-line surveys
provided large catalogues with thousands of objects over an unbi-
ased sample of galaxies, from early- to late-type galaxies (Marino
et al. 2016; Sa´nchez-Menguiano et al. 2016). Moreover, the sampled
H II regions are at any galactocentric distances (even at more than 2
Re),3 which allows us to study a wider range of H II regions.
The Calar Alto Legacy Integral Field Area survey (CALIFA;
Sa´nchez et al. 2012a) was one of the pioneering in the massive
exploration of H II regions over complete samples of galaxies
(e.g. Sa´nchez et al. 2014). CALIFA provides IFS data for a well-
defined and statistically significant sample of galaxies on the nearby
Universe (z < 0.08). The observations cover the full optical extent
(up to 3–4Re) of the galaxies of any morphological type and
with a spectral range 3745–7200 Å. CALIFA still provides the
best physical resolution (∼0.8 kpc; Sanchez 2019) compared to
other IFS galaxy surveys (e.g. Croom et al. 2012; Bundy et al.
2015) due to its limited redshift range and lower average redshift.
However, it is overpassed by IFS observations with MUSE (e.g.
Lo´pez-Coba et al. submitted); none the less, this instrument does
not cover wavelengths bluer than 4650 Å. In Sa´nchez et al. (2012a),
the first H II region catalogue derived from the observations of
the pilot study of the CALIFA survey was presented (p-CALIFA;
Ma´rmol-Queralto´ et al. 2011). Besides that, several studies were
performed with a larger statistical sample of H II regions based
on later catalogue updates: oxygen abundance profiles on face-
on spiral galaxies (Marino et al. 2016; Sa´nchez-Menguiano et al.
2016), global and local M–Z relations and the dependence on the
star formation rate (SFR) and the specific star formation rate (sSFR;
Sa´nchez et al. 2013, 2017), etc. However, there was no public update
of the CALIFA H II region catalogue after Sa´nchez et al. (2012a).
In this study, we present the updated CALIFA catalogue of
H II regions for ∼1000 nearby galaxies observed so far within the
framework of this survey (2019 August). We propose new criteria
to select H II regions within each galaxy and a new methodology
to extract their main spectroscopic information. We explore the
distribution of H II regions along the classic diagnostic diagrams.
For the first time we do not use those diagrams to classify H II
regions. Instead, we present an unbiased exploration of the location
3The effective radius, Re, of a galaxy is defined as the radius at which half
of the total light of the galaxy is emitted.
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of these objects across the diagnostic diagrams. Moreover, we
propose a new approach to correct the contamination by diffuse
ionized gas (DIG). With the final catalogue of H II regions corrected
by diffuse gas, we explore how this correction changes the dis-
tribution along those diagnostic diagrams. Finally, we show how
H II regions distribute among galaxies of different morphologies
and at different galactocentric distances, revising patterns with the
properties of the underlying stellar population already covered in
previous explorations. In addition, we deliver the full catalogue of
H II regions,4 including all the spectroscopic properties extracted
by our code. The code itself is also delivered for its use by the
community.5
The layout of this article is as follows: In Section 2 we present
the galaxy sample and data analysed in this study; the performed
analysis is described in Section 3, including a summary of the
procedure adopted to extract the information of the emission of
stellar population and the emission lines (Section 3.1), and a
detailed description of the procedure to detect and extract that
information for the H II regions within each galaxy (Section 3.2).
The final criteria adopted to select the H II regions are described in
Section 3.3, and the proposed procedure to de-contaminate from the
DIG emission is described in Section 3.4. The main results of our
analysis are presented in Section 4, including (i) the main effects
of the DIG decontamination (Section 4.1); (ii) the new proposed
demarcation lines to distinguish H II regions from other sources
of ionization (Section 4.2); (iii) the distribution of H II regions
by morphology (Section 4.3) and (iv) by galactocentric distance
(Section 4.4); and (v) the revisited relations between the properties
of the underlying stellar population and the line ratios in H II regions
(Section 4.5). Finally, we show the demarcation line for the other
two most used diagnostic diagrams in Appendix A. We describe
how to access the catalogue and the code in Appendix C. We
show the equivalent width of H α, EW(H α), for the DIG sample in
Appendix D.
2 SA M P L E A N D DATA
We selected the analysed galaxies from the extended CALIFA
(eCALIFA), the pilot CALIFA (pCALIFA), and PISCO samples
(Sa´nchez et al. 2012a, 2016c; Galbany et al. 2018). eCALIFA
comprises all galaxies observed by the CALIFA survey (Sa´nchez
et al. 2012a), and all the extensions to the original sample observed
using the same configuration and almost similar selection crite-
ria (as described in Sa´nchez et al. 2016c). pCALIFA comprises
the galaxies observed by the CALIFA survey in its pilot phase.
PMAS/PPak Integral-field Supernova hosts COmpilation (PISCO;
Galbany et al. 2018) sample comprises IFS data of 232 supernova
host galaxies. The three surveys (eCALIFA, pCALIFA, and PISCO)
were observed with the 3.5 m telescope at the Calar Alto Obser-
vatory (CAHA). eCALIFA + pCALIFA + PISCO comprises a
homogeneous data set in terms of set up, depth, and redshift range.
It includes galaxies selected in a similar way (basically matching
the FoV of the instrument) observed along the last 9 yr without a
fixed observing schedule. We based the current results on the 924
galaxies observed up to 2019 August. We will call them eCALIFA
data set for simplicity along this article hereafter.
The details of the CALIFA survey, sample selection, obser-
vational strategy, and reduction are explained in Sa´nchez et al.
4http://ifs.astroscu.unam.mx/CALIFA/HII regions/
5https://github.com/cespinosa/pyHIIexplorerV2
(2012a). The details of PISCO sample are explained in Galbany
et al. (2018). The whole galaxy sample was observed using the
PMAS spectrograph (Roth et al. 2005) in the PPAK configuration
(Kelz et al. 2006). The instrument FoV has a hexagonal shape
of 74 arcsec × 64 arcsec. In order to map the full optical extent
of the galaxies up to ∼2.5Re within this FoV, the galaxies of
mother sample were selected by their diameter (Walcher et al.
2014), a primary criterion adopted for all extended sub-samples.
Details of the particular selection criteria for each CALIFA (and
PISCO) extension are given in Sa´nchez et al. (2016c). The complete
coverage of the FoV is guaranteed with the observing strategy
described in Sa´nchez et al. (2016c), with a final spatial resolution
of FWHM ∼ 2.4 arcsec, corresponding to ∼0.8 kpc at the average
redshift of the survey. The spectroscopic resolution and sampled
wavelength range for the V500 set-up (the currently adopted in
this study) are 3745–7200 Å and λ/λ ∼ 850, respectively. This
resolution and range are sufficient to analyse the most important
ionized gas emission lines from [O II]λ3727 to [S II]λ6731 in the
redshift range of our galaxy sample and to deblend and subtract the
underlying stellar population (e.g. Kehrig et al. 2012; Sa´nchez et al.
2012a; Cid Fernandes et al. 2013, 2014; Sa´nchez et al. 2016a).
The data were reduced using version 2.2 of the CALIFA pipeline.
The modifications with respect to the early versions presented in
Sa´nchez et al. (2012a), Husemann et al. (2013), and Garcı´a-Benito
et al. (2015) are described in detail in Sa´nchez et al. (2016c). In
summary, the data fulfil the predicted quality-control requirements
with a spectrophotometric accuracy that is better than 5 per cent
everywhere within the explored wavelength range, both absolute
and relative, with a depth that allows us to detect emission lines
in individual H II regions as faint as ∼10−17 erg s−1 cm−2 and
with a signal-to-noise of S/N∼3–5. For the strong emission lines
considered in this study, the S/N is well above this limit, and the
measurement errors are negligible in most of the cases (as described
in Sa´nchez et al. 2015a). Unavoidably, the S/N of the weak emission
lines, e.g. [O III]λ4363, could be less than ∼3–5. In all cases, they
have been propagated and included in the final error budget.
The final product of the data reduction is a regular-grid data cube,
with two spatial dimensions (x and y coordinates corresponding
to the right ascension and declination of the target, respectively)
and one spectral dimension (z coordinate corresponding to a
common step in wavelength). The CALIFA pipeline also provides
a proper mask cube of bad pixels, the propagated error cube, and
a prescription of how to handle the errors when performing spatial
binning (due to covariance between adjacent pixels after image
reconstruction). We use as the starting point of our analysis these
data cubes, together with the ancillary data described in Walcher
et al. (2014).
3 A NA LY SIS
3.1 Stellar population and emission line properties
Spatially resolved stellar population and emission line properties
provided by the PIPE3D pipeline (developed in purpose for the
analysis of IFS data; Sa´nchez et al. 2016b) are used in this work.
This pipeline has been extensively used in the study of CALIFA
(e.g. Sa´nchez-Menguiano et al. 2016; Lo´pez-Coba´ et al. 2019;
Me´ndez-Abreu, Sa´nchez & de Lorenzo-Ca´ceres 2019), MaNGA
(e.g. Barrera-Ballesteros et al. 2016, 2017, 2018; Ibarra-Medel et al.
2016; Sa´nchez et al. 2018), SAMI (e.g. Sa´nchez et al. 2019), and
MUSE (Lo´pez-Coba´ et al. 2017) data sets. PIPE3D adopts FIT3D
as the core fitting package (Sa´nchez et al. 2016a), and the GSD156
MNRAS 494, 1622–1646 (2020)
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simple stellar population library in the current implementation. This
library that includes 156 templates: 39 stellar ages (from 1 Myr to
14.1 Gyr), and four metallicities (Z/Z = 0.2, 0.4, 1, and 1.5)
has been already used in many different previous publications (e.g.
Pe´rez et al. 2013; Gonza´lez Delgado et al. 2014; Ibarra-Medel et al.
2016; Me´ndez-Abreu et al. 2019).
Details of the fitting procedure, the adopted dust attenuation
curve, and limitations of the processing of the stellar populations
are given in Sa´nchez et al. (2016a, b). We provide here a summary
for understanding the nature of the properties explored in this
study. First, a spatial binning is performed in each data cube to
increase the S/N of the continuum (S/N∼50 per Å at 5000 Å) at any
location within the FoV. This limit was selected as a compromise
between not losing significant spatial information and providing
accurate properties of the stellar populations. It is based on the
simulations presented in Sa´nchez et al. (2016a). As shown in
Sa´nchez et al. (2012a, 2016c), a significant fraction of the original
spaxels (∼50 per cent) have an S/N above this goal, and those
remain to unbind. For the remaining ones, the adjacent spaxels
are aggregated, co-adding the corresponding spectra, to increase
the S/N. However, contrary to other binning schemes (e.g. Voronoi
binning, Cappellari & Copin 2003), the adopted one only aggregates
those spaxels whose relative flux intensities differ less than 15 per
cent from each other at the selected wavelength range (5000 Å). In
this way, the original shape of the galaxy is better preserved, and
there is no mixing of nearby regions that correspond to different
structures (e.g. arm/inter-arms). The penalty is that the goal S/N
is not reached for all the final bins, which in general, have an
S/N well above 40 for the CALIFA data (see Ibarra-Medel et al.
2016, for some examples of the procedure). On average, ∼1000–
2000 tessellas (binned regions) are obtained, along with their
corresponding spectra for each CALIFA data cube.
After the binning process, the stellar population is fitted for each
of the binned spectra following two steps. As the first step, the stellar
velocity and velocity dispersion, and the stellar dust attenuation,
are derived using a limited sub-set of the stellar library described
before. As the second step, a multi single stellar population (SSP)
linear fitting is performed, using the full GSD156 library, adopting
the kinematics and dust attenuation derived in the previous step. A
Monte Carlo iteration is performed for the second step, perturbing
the original spectra with their corresponding errors, to provide
errors on the estimated stellar parameters. This procedure gives
a stellar-population model for each tessella. Then, we derive a
stellar-population model for each spaxel by re-scaling the model
within each bin to the flux intensity of the continuum at the
corresponding spaxel (within the considered bin; Cid Fernandes
et al. 2013; Sa´nchez et al. 2016a). Using this model, we estimated
the stellar population properties in each spaxel, generating maps of
each property. The most relevant parameter considered in this article
is the percentage of light and mass (weights) corresponding to each
stellar population template within the library, in particular, for the
fraction of young and old stellar populations (separated by a specific
age limit, as we discuss later). Besides, several properties of the
stellar component such as the stellar mass density, light-weighted
(LW) and mass-weighted (MW) average stellar age (AgeLW, MW) and
metallicity ([Z/H]LW, MW), and the average dust attenuation (together
with the kinematic properties already described before) are derived.
The maps of each of these properties are packaged as channels
(slices) of two data cubes (for convenience), comprising the average
stellar properties (SSP cubes) and the weights of the decomposition
of the stellar population (SFH cubes), as described in Sa´nchez et al.
(2016b).
In order to derive the properties of the ionized gas emission lines,
for each spaxel, the stellar spectrum model (as described above) is
subtracted from the original one creating a ‘gas-pure cube’. This
cube contains the emission lines together with the noise and the
residuals of the stellar-population modelling. The main properties
of a set of 51 emission lines are then derived for each spaxel
based on a weighted momentum analysis (described in detail in
Sa´nchez et al. 2016b), including for each line the integrated flux
intensity, the velocity, velocity dispersion, and the EW. The set
of emission lines comprises the most relevant ones detected in the
optical spectrum of H II regions (see a complete list in Sa´nchez et al.
2007), as detected in the Orion nebulae using a similar wavelength
range. The final data products of this analysis, described in Sa´nchez
et al. (2016b, 2018), comprise a data cube for each galaxy in
which each channel (slice) contains the spatial distribution (map)
of each of the derived properties for each analysed emission line
(plus the corresponding maps for their errors). These data products
(labelled as flux elines cubes), together with the ones storing
the properties of the stellar populations, are the primary input for
the further analyses performed in this article.6
3.2 H II detection and extraction
We performed the segregation of H II regions using
PYHIIEXPLORER.7 This code is based on HIIEXPLORER, originally
written in PERL (Sa´nchez et al. 2012b). PYHIIEXPLORER does
essentially the same procedures of HIIEXPLORER, re-coding it in
PYTHON, which is more commonly used nowadays in astronomy.
This makes a easer to distribute, install, (semi-) automatic update,
and a major compatibility with other PYTHON codes or packages.
We optimized this new version to use all the advantages of data pro-
cessing that PYTHON offers. Finally, we implement PYHIIEXPLORER
to run in parallel so that it can process several galaxies at the same
time, depending on the available number of cores.
The detection of ionized regions performed by PYHIIEXPLORER
is based on two assumptions. (1) H II regions have strong emission
lines that are clearly above the continuum emission and the average
ionized gas emission across each galaxy. (2) The typical size of H II
regions is about a few hundreds of parsecs, which corresponds to a
usual projected size of a few arcsec at the distance of our galaxies.
These assumptions will define clumpy structures with a high H α
emission line contrast in comparison to the continuum.
Thus, the main input of the algorithm is an H α emission map
(preferentially, as it is the most intense emission line in H II regions
in the optical regime). The process to identify ionized regions
consists of two steps: (i) the identification of the emission peaks
(i.e. local maximum) from the input emission map, and (ii) the
aggregation of adjacent pixels to each peak in order to segment
the image. For this, the algorithm requires some additional input
parameters: (i) a minimum flux intensity threshold for the peak
emission; (ii) a minimum relative fraction with respect to the
peak emission to keep aggregating nearby pixels; (iii) a maximum
distance to the ionized region peak emission to stop the aggregation;
and (iv) a minimum absolute intensity threshold in the adjacent
pixels to continue the aggregation.
The first, second, and fourth parameters are intensity lower limits,
and the third one is a physical-geometry parameter. The peak (local
6A subset of these products was distributed for a subsample of the current
analysed galaxies in Sa´nchez et al. (2016b).
7https://github.com/cespinosa/pyHIIexplorerV2
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Figure 1. H α emission maps of NGC 5947 and UGC 00312 of the analysed sample; the colour code represents flux intensity. Black contours show the ionized
regions found by PYHIIEXPLORER for each galaxy.
maximum) emission must be higher than the first parameter to
define a new H II region. The algorithm starts looking for a peak
(local maximum) and aggregates the adjacent pixels following the
described criteria until no further one fulfils them. Then it looks
for a new peak emission and iterates the process until no new local
maximum is found. Finally, it iterates again over the segregation
maps to redistribute pixels to the nearest peak when two or more
adjacent H II regions overlap following the previous criteria.
All the parameters described above can be derived by visual
inspection of the H α emission map or with a statistical analysis of
the same emission maps (i.e. determining the 3σ intensity threshold,
the typical H α flux of an H II region to our galaxy distance, and their
typical size or the point-spread-function (PSF), resolution). In this
particular implementation, for the PYTHON version, we adopted the
same set of parameters introduced for the PERL one (Sa´nchez et al.
2012a). It allows us to use the same numerical values for parameters
in both versions and make a direct comparison between the results.
The output of the algorithm is a FITS file that contains a
segmentation map (see Fig. 1) similar in all ways to the one provided
by other object detection algorithms like SEXTRACTOR (Bertin &
Arnouts 1996). Each ionized region is identified by a unique ID
value starting with 1. The pixels that are not associated with any
ionized regions have a zero as ID. These areas are regions without
emission, or their emission does not fulfil the criteria described
before. Besides, a second FITS file is generated containing a masked
map where all H II regions identified previously have been masked.
The structures of both FITS files are described in Appendix C.
Finally, we extract the flux values of every emission line for each
ionized region. For this, we calculate an H α luminosity-weighted
mean with the fluxes in the original cubes (i.e. the data products
of PIPE3D described in Section 3.1) for all spaxels with the same
ID-index in the derived segmentation map. The final flux values
and their associated errors are stored in tables for each ionized
region ordered by rows (see Appendix C). Also, we extract the
properties and the weights of the decomposition of the underlying
stellar population (see Section 3.1) for each ionized region and store
it in two other tables with similar structures as the flux tables (see
Appendix C).
For this particular study, the input parameters used to identify
the ionized regions from the H α emission maps of all galaxies
analysed here are: (i) a flux intensity threshold for each ionized
region peak emission of 3 × 10−17 erg s−1 cm−2 arcsec−1, (ii) a
minimum relative flux to the peak emission for associated spaxels
corresponding to the same H II regions of 5 per cent, (iii) a maximum
distance to the location of the peak of 5.5 arcsec, and (iv) an absolute
flux intensity threshold of 0.5 × 10−17 erg s−1 cm−2 arcsec−1 in the
adjacent pixels to associate them to the peak emission. All these
parameters were selected by a try-and-error procedure on a handful
of galaxies, in order to maximize the number of detected H II without
including clear diffuse ionized regions, based on the experience
of previous studies (e.g. Sa´nchez et al. 2012b, 2015a; Sa´nchez-
Menguiano et al. 2016, 2018). These parameters were derived by
performing a visual inspection and a statistical analysis of the input
emission line map, in order to maximize the number of detected
ionized regions for the bulk sample of galaxies.
The current catalogue was generated by running PYHIIEXPLORER
V2 on a computer system with an AMD R© Ryzen R© 2700x CPU
with a 3.7 GHz clock speed. This CPU has 8 cores (and 16 threads)
that can directly address 16 GB of RAM. The complete generation
of the catalogue running PYHIIEXPLORER in parallel mode took
∼25 min.
3.3 H II region catalogue
We apply the procedure outlined in the previous section over 924
data cubes corresponding to a similar number of galaxies observed
within the eCALIFA + pCALIFA and PISCO survey. A total of
38 807 clumpy ionized regions were identified. In order of segregate
the H II regions, from the clumpy ionized regions sample, we select
those that fulfil the following criteria: (i) a minimum S/N>3 in the
H α flux; (ii) an H α/H β ratio above 2.7, to reject those regions with
un-physical Balmer ratios; and finally (iii) a minimum EW(H α) =
6 Å and (iv) a fraction of young stars to the total luminosity (fy) above
of the 4 per cent was applied, following Sa´nchez et al. (2014).
The cuts in the EW(H α) and fy were selected based on the
previous knowledge of the properties of H II regions and after
a detailed inspection of the distribution of both parameters (e.g.
Sa´nchez et al. 2015a; Morisset et al. 2016; Lacerda et al. 2018).
Fig. 2 shows the distribution of EW(H α) against the fraction of
light in the V band of stars younger than 350 Myr (fy) for (left-hand
panel) all clumpy ionized regions selected by the code and (right-
hand panel) all spaxels that do not belong to any clumpy ionized
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Figure 2. EW(H α) versus the fraction of light in the V band with age lower than 350 Myr for the underlying stellar population for the 38 807 detected ionized
regions (left-hand panel) and for the pixels excluded by the segregation code (right-hand panel), i.e. the diffuse (not clumpy) regions. The light fractions are
based on the SSP analysis performed by PIPE3D (Sa´nchez et al. 2016b). The vertical and horizontal lines (in both the panels) represent the adopted limits for
the EW(H α) and fraction of young stars to identify H II regions. The contours (and colour code) show the density distribution of regions (or spaxels). The
outermost contour encloses 95 per cent of the regions and each consecutive one encloses the 75, 55, and 35 per cent of the points. Finally, in both the panels
we show the percentage of the number of ionized regions (left-hand panel) and DIG spaxels (right-hand panel) for each subdivision according our limits in
EW(H α) and fraction of light.
region (i.e. not selected by the code). The vertical and horizontal
lines correspond to the percentage of young stars equals 4 per cent,
and the demarcation limits of EW(H α)=6 Å, respectively. These
limits were selected as a compromise between preserving the largest
number of H II regions and removing the largest number of ionized
regions that are not compatible with being an H II region (i.e. lack of
enough young stars). Indeed, the actual limits correspond roughly
to the location of the contour including 95 per cent of the clumpy
regions with young stars (upper right) and with a lack of young
stars (bottom left). Those regions that are identified as H II regions
(upper right zone in the figure) represent the 67.7 per cent of the
total clumpy ionized regions detected by the code.8
Applying all the criteria described above, we recover 26 408
H II regions. Unlike other selection methods to obtain H II regions
commonly used in the literature, our method is based only on well-
known properties of H II regions: a clumpy ionized gas structure
with high H α emission and a young underlying stellar population.
The first criterion is satisfied by construction; it is a fundamental
part of the detection algorithm described in Section 3.2. The second
one is provided by the adopted EW(H α) and fy cuts that ensure that
the ionized gas is indeed dominated by a young stellar population
(fy) and has a high contrast in the H α emission [EW(H α)].
3.4 The diffuse ionized gas
It is well known that galaxies exhibit a low-intensity emission-
line spectrum that it is broadly distributed along all their optical
extension, known as DIG. Different authors have studied the DIG
in the literature (e.g. Reynolds 1991; Rand 1996, 1998; Minter &
8In Appendix B, we compare the distribution of [O III] λ5007/λ4959 and
the [N II] λ6584/λ6548 flux emission line ratios for the H II regions with the
theoretical values.
Balser 1997; Minter & Spangler 1997; Zhang et al. 2017; Lacerda
et al. 2018). Unfortunately, its physical origin and properties are
still not fully understood. It is detected far from the galactic plane
as well as close to it (e.g. Flores-Fajardo et al. 2011, Levy et al.
2019), and in galaxies of any morphological type (e.g. Papaderos
et al. 2013; Singh et al. 2013). The first detection of DIG was
in the areas adjacent to classical H II regions on the Galactic
disc (Reynolds 1971); however, later works proved the existence
of DIG at large distances above the galaxy planes (e.g. Hoopes,
Walterbos & Greenwalt 1996; Hoopes, Walterbos & Rand 1999).
Oey et al. (2007) showed that DIG emission is present in galaxies
of all types, and it may represent up to 60 per cent of the total
H α flux intensity (Relan˜o, Peimbert & Beckman 2002). However,
other authors reduce its contribution to ∼4–10 per cent when flux
intensity is corrected by the dust attenuation (i.e. its contribution to
the total luminosity; Sa´nchez et al. 2012b).
In the literature, the ionizing source of the DIG has been widely
studied by different authors, too (e.g. Ferguson et al. 1996; Rand
1998). The radiation from massive OB stars leaked out from H II
regions is one of the most widely accepted candidates (Haffner
et al. 2009). Another one is ionization by hot low-mass evolved
stars (HOLMES; Flores-Fajardo et al. 2011; Stasin´ska 2012) or
post-AGBs stars (Papaderos et al. 2013). Finally, low-velocity
shocks could contribute somehow to the DIG ionization (Dopita &
Sutherland 1996; Monreal-Ibero, Arribas & Colina 2006; Monreal-
Ibero et al. 2010), although its contribution is still not well estimated.
Most probably, the ionizing source is different depending on the
galaxy type, and on the location within galaxies (Lacerda et al.
2018; Sanchez 2019). In more early-type galaxies and in the retired
areas of late-type ones, the two later ionizing sources are maybe
the most common ones (e.g. Singh et al. 2013). On the other hand,
in more late-type galaxies and in the vicinity of SF areas, the first
proposed one is more likely to happens (Zurita, Rozas & Beckman
2000; Relan˜o et al. 2002; Zurita et al. 2002).
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As indicated before, DIG may be present anywhere in galaxies,
and in particular, juxtaposed and mixed with the ionization of H II
regions. This may contaminate the emission lines detected at that
location, and alter the line ratios if the ionization is different than
the one produced by nearby young massive stars themselves. The
effects of DIG in low-resolution IFS data were explored by Mast
et al. (2014) and Zhang et al. (2017), demonstrating that it can
critically modify physical derivations like the oxygen abundance
(recently addressed by Vale Asari et al. 2019). The physical spatial
resolution of the eCALIFA data set is, on average, better than
the resolution at which the spatial contamination effect is critical.
However, these results highlight the need to attempt a correction of
the DIG contamination in the emission line intensities derived for
the detected H II regions.
Unfortunately, it is not possible to determine and decouple the
contribution of the DIG in the H II regions from the individual
spectra themselves: (i) The emissions by the H II regions are
in general stronger, and it opaques the emission of the DIG;
(ii) at the spectral resolution of the data, both emissions have
similar kinematic properties, precluding any decoupling. A tentative
approach would be to estimate this contribution using the DIG
emission at the adjacent areas of the detected H II regions and
interpolate it. However, there are several potential problems in this
approach. First, if the DIG is ionized by photons leaked from the H II
regions themselves, then removing its contribution is unnecessary
(at a first order), since it should show very similar emission
properties, just re-scaled to lower intensity values. Secondly, due
to the limited spatial resolution of our data, the wings of the PSF
may create a considerable contribution to the adjacent areas. Again,
this ionization corresponds to the H II regions and should not be
removed. In order to decontaminate the DIG and preserve the
contribution due to young stars, we characterize properties and
determine the dominant ionizing source of DIG.
3.4.1 Characterizing the DIG ionizing source
A commonly adopted procedure to segregate the DIG ionized by
old stars and the SF regions is using the H α surface brightness
(	H α) since it is directly related to the density of ionized gas (Oey
et al. 2007; Zhang et al. 2017). However, this criterion is valid only
for face-on thin galaxies. Due to projection effects and for galaxies
with any thickness, 	H α becomes an extensive quantity, since the
light is co-added along the line of sight for the same observed
area. This was recently discussed by Lacerda et al. (2018), who
proposed a classification scheme based on the EW of H α. This
approach relies on the results by Cid Fernandes et al. (2010) and
Sa´nchez et al. (2014), and on the fact that the EW(H α) is always
an intensive quantity. According to them the ionized gas could be
classified in three groups: (i) areas with EW(H α)<3 Å correspond
to diffuse gas being ionized predominantly by an old stellar
population (HOLMES/post-AGBs); (ii) areas with EW(H α)>14 Å
correspond to the diffuse gas that is ionized by OB stars; and (iii)
3 Å<EW(H α)<14 Å corresponds to the diffuse gas that is powered
by a mixture of both ionization sources.
Fig. 3 illustrates how the distribution of EW(H α) for the DIG
regions (spaxels excluded from the clumpy regions by PYHIIEX-
PLORER) correlates with respect to morphology (equivalent with
the stellar ages). Early-type galaxies (NGC 6125, NGC 1349, and
NGC 4003) tend to have low values of EW in comparison to late-
type ones (NGC 5406, UGC 07012, and UGC 00312) (Gonza´lez
Delgado et al. 2014). This is consistent with results obtained by
Figure 3. Normalized histograms of the EW(H α) of DIG spaxels along
the Hubble sequence. One representative galaxy was chosen for six mor-
phological types: E0 (NGC 6125), E6 (NGC 1349), S0a (NGC 4003), Scd
(UGC 07012), Sb (NGC 5406), and Sdm (UGC 00312).
Lacerda et al. (2018). The late-type galaxies show equivalent widths
that correspond to ionization due to old stars or leaking/PSF-wings
contamination associated with SF areas. Therefore, for early-type
galaxies, the associated ionizing sources are predominantly old stars
as expected since the star formation is absent in these galaxies.
Conversely, for late-type galaxies, both ionizing sources, old and
young stars, should be observed. However, the number of spaxels
with DIG associated with ionization by young stars should dominate
over the number of them being ionized by old stars.9
In order to account for the effects of PSF wings, we repeat the
selection of DIG areas by enlarging the masked areas around H II
regions by one spaxel (i.e. 1 arcsec, ∼700 pc at the redshift of the
sample). However, although this procedure improves somehow the
segregation, it does not guarantee a clean separation between the
two ionizing sources. We repeat the procedure masking larger areas
around the peak intensity of each H II region. The larger the radius,
the smaller is the area selected as DIG in each galaxy. Furthermore,
the number of galaxies with any area classified as diffuse decreases.
Thus, the statistics become poorer. Following this procedure, we are
not able to obtain a clear segregation between the different ionizing
sources even for very large masking radius (3–4 times the PSF
FWHM), when most of the area within the FoV of the data cubes is
masked.
As a final approach, we explore the properties of the DIG gas
of the sample, considering all galaxies together, trying to derive an
average correction that would be applied to each individual spaxel in
each data cube. For doing so, we select all the DIG spaxels again for
all the galaxies as described in Section 3.4, i.e. by selecting those
areas outside the segregation maps used to select the H II-region
candidates. The green histogram in Fig. 4 shows the distribution
of the EW(H α) of the diffuse selected in this way (raw DIG). The
distribution shows a peak centred on ∼10 Å, with an asymmetric
shape, more tailed towards the low EW values. This distribution
corresponds to that of the mixed DIG or intermediate ionization as
described by Lacerda et al. (2018), showing a clear contamination
9A further study about the DIG sample and their distribution across the BPT
diagram is presented in Appendix D.
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Figure 4. Normalized histograms of the EW(H α) for the four different sub-
groups of ionized regions described in the text: (i) the raw DIG spaxels (DIG
spaxels for all galaxies); (ii) clean DIG spaxels (DIG spaxels for the clean
galaxy sample); (iii) clumpy ionized regions (all those regions identified
by PYHIIEXPLORER); and finally (iv) H II regions (clumpy ionized regions
selected as H II regions; see Section 3.3).
by different sources of ionization. For comparison purposes, the
orange histogram in the figure shows the distribution of EW(H α)
for the clumpy ionized regions (as selected by PYHIIEXPLORER).
As expected, it is clearly peaked towards higher EWs (∼30 Å),
although it presents a smooth but clear trend towards low EWs, so
this indicates the presence of contamination by ionizing sources not
compatible with H II regions.
In an attempt to select just the best suitable spectra to characterize
the DIG, we start selecting only those galaxies with high-S/N
diffuse emission. First, we exclude those galaxies in which (i) the
mean value of half of the emission lines from all DIG spaxels
has an SNR value lower than 1.5, and (ii) if any average value
of the emission lines presents unrealistic values identified by eye
for the DIG emission line fluxes (as a result of a bad fitting or a
stellar population subtraction bias, or for regions at the edges of the
hexagonal FoV of the data, in most of the cases). The remaining
galaxies comprise 30 per cent of the galaxy sample (∼300 galaxies,
∼2.3 million of spaxels). Hereafter, we will refer to the spectra
of this galaxy sub-set as the ‘clean DIG’ sample. The effects of
this selection are clearly appreciated in the red histogram of Fig. 4.
The distribution of EW(H α) for the ‘clean DIG’ sample has a
peak now centred on ∼5 Å, showing a more symmetric shape. The
new values for the EWs are more in agreement with an ionization
dominated by old stars. In order to investigate further the true nature
of the ionizing source, we explore their distribution in the classical
diagnostic diagrams.
Fig. 5 shows the [O III]λ5007/H β versus [N II]λ6583/H α diag-
nostic diagram for all DIG spaxels. The spaxels were segregated
by the morphology of their host galaxy in each panel, and the
colour represents the mean EW(H α) at each location. The EW(H α)
distribution for every group is plotted in an inset within each panel.
There is a clear correlation between the location on the BPT diagram
and the morphological type of the host galaxy. For early-type
galaxies, the line ratios are mostly located in the intermediate area
of the diagram (between the Kewley and Kauffmann curves). This
region is dominated by a mixture of ionization by HOLMES/post-
AGB and young stars. In particular, these line ratios cannot be
explained by SF models (Kewley et al. 2001, 2006; Kauffmann
et al. 2003; Stasin´ska et al. 2006). The distribution for late-types
galaxies is more located below the demarcation curves. This zone
is dominated by regions that are classically ionized by young stars
and leaking photons from H II regions.
Furthermore, the values of the EW(H α) depend on the morpho-
logical type as well. The DIG in early-type galaxies tends to have
low values of EW(H α). Conversely, late-type galaxies show higher
values. Therefore, the EW(H α) correlates with the morphology
and with the position in the diagnostic diagrams. These results
are expected by the correlation between the EW(H α) and the
ionizing source, according to Lacerda et al. (2018). However, for
low EW(H α) values, there are some spaxels below the Kauffmann’s
demarcation line, i.e. they are in the area assumed to correspond
to ionization by young stars or post-AGBs (Morisset et al. 2016).
This effect is considerably more severe before cleaning the sample
based on the criteria indicated before, as shown in Appendix D
(Fig. D1), highlighting the need for the applied selection. In
addition, there is a clear variation of the EW(H α) values and
the location on the BPT diagram along the Hubble sequence, in
agreement with Lacerda et al. (2018) and the examples are shown in
Fig. 3.
We followed the same reasoning applied to select the H II regions
from the clumpy ionized areas (Section 3.3) to select those spaxels
within the clean DIG sub-set corresponding to ionization due to old
stars adopting the inverse criteria. We recall that this criterion is
based on the EW(H α) and fy (see 3.3). Previously, we selected
the regions with EW(H α) > 6 Å and fy > 4 per cent as areas
dominated by ionization due to young stars. On the contrary, to
select DIG areas, we use the opposite constraints [EW(H α) < 6 Å
and fy < 4 per cent] as spaxels ionized by old stars. Fig. 2, right-
hand panel, shows the distribution of EW(H α) against fy for the
clean DIG spaxels. A direct comparison between the distributions
in this diagram for clumpy ionized regions (left-hand panel) and
DIG ones (right-hand panel) shows that most of the clumpy regions
are already associated with areas consistent with being ionized by
young stars. In contrast, most of the DIG ones are concentrated in
areas associated with ionization by old stars. We should note here
that a fraction below 4 per cent of young stars is still reliable based
on the inversion method adopted to derive the stellar population
(FIT3D; Sa´nchez et al. 2016a). Different tests with similar codes
indicate that below a 3 per cent the fraction of young stars is very
unreliable (e.g. Gonza´lez Delgado et al. 2016), and below this limit,
all fractions should be considered just upper limits (e.g. Bitsakis
et al. 2019). On the other hand, based on our criteria, the upper right
zone of the diagram for the DIG area corresponds, most probably,
to contamination by leaking photons from H II regions and the
contribution of the PSF wings (which have similar properties in
this diagram). The two other remaining quadrants are much less
populated, and they are most probably contaminated by low-S/N
DIG areas, both in the continuum and the emission line properties,
which shifts values from the other two ones that have a more clear
physical interpretation.
3.4.2 Decontaminating the H II regions by the DIG
In the previous sections, we explore the distribution of the DIG
and its nature. We selected a sub-set of galaxies from which it is
possible to explore the properties of the DIG and define a procedure
to determine which spaxels are ionized by old stars. In this section,
we describe how we derive the average properties of the emission
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Figure 5. [O III]λ5007/H β versus [N II]λ6583/H α diagnostic diagrams for all the spaxels selected as clean DIG, segregated by the morphology of their
respective host galaxies. The colour indicates the EW(H α). The inset within each panel shows the EW(H α) distribution of the corresponding spaxels. In these
inset plots, we show the EW(H α)=3 and 14 Å as black dashed vertical lines. The dashed, dot–dashed, and dotted lines represent the Kauffmann et al. (2003),
Kewley et al. (2001), and Stasin´ska et al. (2008) demarcation curves, respectively. The density contours are similar to those presented in Fig. 2.
line ratios for this final sub-set of spaxels (so far, for our data set, the
best possible representation of the DIG). Then, we show how we
correct the emission line intensities of our catalogue of H II regions
from this DIG contamination.
For a j-th emission line flux of the i-th H II region, the corrected
flux should be
F i,jcorr = F i,jobs − F i,jdiff, (1)
whereF i,jobs is the observed emission line flux andF
i,j
diff is the emission
line flux of the DIG to be corrected from. Thus, we need to estimate
this later flux intensity.
In order to do so, we estimate the average flux intensity of all
DIG regions included in the clean sample. First, for each spaxel
k-th within this sample of DIG areas we normalize the flux of each
j-th emission line by the flux of H α, defining the line ratio:
R
k,j
diff =
F
k,j
diff
F
k,H α
diff
. (2)
Then, we derive the error-weighted mean value of all these line
ratios through all the clean sample of DIG spaxels, by using the
formula
Cj =
k=n∑
k=1
wk,jR
k,j
diff
k=n∑
k=1
wk,j
, (3)
where wk, j is the square of the inverse of the error of the j-th
emission line for the k-th spaxel, and n is the total number of clean
DIG spaxels.
Once derived Cj, i.e. the error-weighted mean value of the line
ratio with respect to H α for the j-th emission line for the DIG, we
can calculate the DIG emission line flux of that line that would
correspond to a particular i-th H II region, F i,jdiff , using the formula
F
i,j
diff = F i,Hαdiff × Cj , (4)
where F i,Hαdiff is the H α flux of the diffuse gas. In principle, we do
not have a direct way to estimate this flux. However, we can use the
definition of the EW, and determine the relation
F
i,H α
diff = EWi,H αdiff × ρi,H α, (5)
where ρ i, H α is the continuum flux density at the central wavelength
of H α. We have direct access to this flux density as a direct data
product of the analysis by PIPE3D, which provides a version of the
original data cube once we subtracted the estimated contribution
of the emission lines. These data cubes are used to estimate the
EWs of all the emission lines, as explained in Sa´nchez et al.
(2016b). On the other hand, for the DIG (ionized by HOLMES or
post-AGBs), we consider that EW(H α)≈1Å, based on theoretical
estimations (Binette et al. 1994; Sarzi et al. 2010; Papaderos et al.
2013; Gomes et al. 2016b). Indeed, this value is in agreement with
our results shown in the right-hand panel of Fig. 2. Although the
observational mean value is ∼1.4 Å, we prefer to use a conservative
value, EW(H α)≈1 Å, to perform the DIG correction. It is important
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to note that this value is not related to the mean value shown in Fig. 4
since this distribution is dominated by the PSF-wings contamination
and the photons leaking, as indicated before.
Using equations (5) and (4), and the parameters Cj estimated for
each j-th emission line, we estimate F i,jdiff . Finally, we decontaminate
the contribution of the DIG for each emission line in each H II region
within the catalogue using equation (1). The resulting values are
stored in a new catalogue of H II regions corrected by DIG.
3.4.3 Caveats to the adopted procedure
We should note here that the adopted approach to derive the DIG
contribution and its use to decontaminate line fluxes of H II regions
is based on different assumptions described below that may not
be entirely valid. We have assumed that the only DIG contribution
to correct for is the one produced by old stars (HOLMES/post-
AGBs), considering that the diffuse ionization by photon leaking
would produce similar emission line ratios. That assumption is far
from been fully proved (e.g. Relan˜o et al. 2012). Furthermore, Vale
Asari et al. (2019) recently studied the effects of a decontamination
by DIG ionized by photon leaking in the derivation of the oxygen
abundance. Using SF galaxies from the MaNGA data set (Bundy
et al. 2015), they found that there is a difference of up to 0.1
dex in the oxygen abundance calculated with the N2 index at the
high metallicity end and low EW. However, there is no significant
change in the oxygen abundances derived with other strong line
indices (e.g. O23, O3N2, etc.). This agrees with our perception that
this particular DIG does not alter reported line ratios significantly
(besides maybe N2, with a small effect in any case).
On the other hand, other contributions, like shock ionization,
that could be considerably important at different scales (Veilleux,
Cecil & Bland-Hawthorn 2005; Lo´pez-Coba´ et al. 2019) are not
considered here. Finally, we considered that all the DIG presents
the same line ratios everywhere within a galaxy and for different
galaxies. This is a very strong assumption that it is only valid at
first order, as we have indeed shown in Fig. 5. The line ratios
expected by HOLMES/post-AGB ionization cover a wide range of
values (e.g. Gomes et al. 2016b; Morisset et al. 2016). However, our
empirical exploration of these line ratios indicates a small degree
of variation, almost compatible with the expected distribution
due to their errors. In addition, we consider that EWH αdiff is 1 Å
everywhere across the optical extension of galaxies and for all
galaxies. This assumption, based on theoretical expectations, is
empirically verified for the DIG of the earlier-type galaxies (Fig. 5).
However, for later morphological types, the observed EWs are
slightly larger. We assumed that the contamination by other sources
of DIG and the wings of the PSF (from the adjacent H II-region)
alter the observed EWs of the DIG in these later-type galaxies. We
acknowledge all these caveats to the adopted procedure. However,
based on the performed experiments, we consider that this is the
best approach we can adopt so far for the considered data set.
Being aware of possible improvements in the procedure, we provide
with an uncorrected version of the H II catalogue together with the
corrected one to allow the community to perform their evaluation
on the issue of the DIG contamination.
4 R ESULTS
4.1 Effects of the DIG decontamination
Fig. 6 shows the distribution across the classical BPT diagnostic
diagram for the final sample of H II regions before and after applying
the DIG correction (left-top and right-top panels). As can be seen,
most of the uncorrected values are located below the maximum
starburst envelope demarcation line (Kewley et al. 2001). This result
is expected since the criteria to select H II regions are based on the
physical properties of this type of nebulae. After DIG correction,
there is a change in the emission line fluxes and, consequently,
in the respective EWs, fluxes ratios, and the distribution across the
diagnostic diagram. The distribution stretches at the edges, covering
a slightly wider range of line ratios. However, the average trend is
very similar to the contaminated fluxes. Most of the decontaminated
values remain in the SF zone in the diagnostic diagram. Besides, the
EW(H α) values decrease slightly on average, since the continuum
flux density is constant along the DIG correction calculations (see
Section 3.4.2), but the flux intensities have decreased slightly too.
This effect is stronger for the H II regions with lower EW(H α).
This result is somewhat expected. Mast et al. (2014) have already
shown the effects of the contamination by DIG on the flux ratios
used in the explored diagnostic diagrams. Although our correction
only takes into account a diffuse mainly powered by old stars and
post-AGBs (among other assumptions), our results show the same
trend that they obtained with their methodology. Unfortunately,
the spatial resolution of our data does not allow us to identify
all diffuse gas components accurately and, hence, our data are
not fully decontaminated from the complete DIG contribution.
However, the proposed correction is enough to produce a small but
noticeable change in the distribution of H II regions along the BPT
diagram.
Fig. 6 shows the classical BPT diagram for the H II regions sample
corrected by DIG with (bottoms panels) a colour code representing
the difference between the flux corrected and the flux uncorrected
for each line ratio in the diagram.10 As can be seen, the most
significant change in the emission line fluxes is in the edges of the
distribution (upper left for [N II]/H α and lower right for [O III]/H β).
These results are in agreement with the change of the density points
between the original distribution and the decontaminated one (upper
panels of the same figure). Also, the error-weighted mean value, Cj
(see Section 3.4.2), for the corresponding line ratios is shown as a
white star. The value of [N II]/H α and [O III]/H β depends on
the position of Cj.
4.2 An empirical demarcation line for H II regions
As indicated before, Fig. 6 shows the classic diagnostic diagram for
the entire sample of H II regions (corrected and uncorrected by DIG).
For comparison purposes, we include in Fig. 6 the demarcation lines
defined by Kewley et al. (2001) (dashed–dotted line), Kauffmann
et al. (2003) (dashed line), and Stasin´ska et al. (2006) (dotted line).
Since each demarcation line was derived on different assumptions,
they do not provide the same classification (what is appreciated in
the figure).
The most conservative demarcation line, in terms of minimizing
the possible contamination by other ionizing sources different from
H II/SF regions, is the one proposed by Stasin´ska et al. (2006) (dotted
line in Fig. 6). This curve, like the one proposed by Kewley et al.
(2001) (dot–dashed line in Fig. 6), defines the maximum envelop
of line ratios derived by the location of pure SF regions based on
photoionization models. The observed differences between both
curves are due to the different models adopted in their derivations.
Finally, an empirical demarcation line was derived based on a large
sample of SF SDSS galaxies (Kauffmann et al. 2003; in Fig. 6).
10Other diagnostic diagrams are shown in Appendix A.
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Figure 6. Distribution of the final sample of H II regions along the BPT diagram. Left upper panel: Distribution without the correction of the contamination
of the DIG. Right upper panel: Distribution after correcting by the DIG contamination. In these panels, the colour code represents the EW of H α. Left bottom
panel: Distribution of the corrected H II regions with a colour code representing the difference between the flux corrected and uncorrected for the [N II]/H α
ratio (N II/H α). Right bottom panel: Distribution of the corrected H II regions with a colour code representing the difference between the flux corrected and
uncorrected for the [O III]/H β ratio (O III/H β). In these panels, the white star is the error-weighted mean value for the corresponding line ratio. Notice that
with the DIG correction the distribution has spread out slightly at the edges. This can be seen better on the density contours on the upper panel and in the
colour gradient in the bottom panels. All lines represent the same demarcation curves described in Fig. 5. Also, the demarcation curve proposed in Section 4.2
is shown as a solid line.
This line was defined by inspecting the BPT diagram visually as
the line that better distinguishes the AGN from the SF galaxies.
We should advise the reader that none of these demarcation lines
should be interpreted as strict boundaries between different ionizing
sources. As extensively discussed in previous articles (e.g. Sa´nchez
et al. 2018, 2019), the demarcation lines should be interpreted as
the upper limit of line ratios that can be achieved due to ionization
by massive/young OB stars (Kewley et al. 2001). However, not all
the ionizing regions located below that curve are associated with
ionization by young stars per se. As clearly shown in Fig. 5, the DIG
produced by old stars can be located below any of those curves, in
particular, the one defined by Kewley et al. (2001). The regions
between the Kewley and Kauffmann curves have been extensively
classified as ‘mixed’ or ‘composite’. It is true that for single
aperture spectroscopic data that encompass a large portion of the
optical extension of galaxies or for low-resolution IFS data (and/or
particular inclinations), these line ratios could be reproduced by the
combination of SF + AGN or SF + post-AGB ionizations (e.g. Mast
et al. 2014; Davies et al. 2016). However, uncontaminated ionization
by (i) certain types of H II regions, like the N-enhanced/shock mixed
ones described by Ho et al. (2014) and Sa´nchez et al. (2012a);
(ii) pure DIG produced by stars of certain ages (e.g. Morisset
et al. 2016); (iii) pure low-velocity shocks (e.g. Lo´pez-Coba´
et al. 2019), and even (iv) low-metallicity AGNs (e.g. Stasin´ska
2017) may be located in that area without requiring a mixed
ionization.
In this study, we propose a new purely empirical demarcation
line that, like the other quoted ones, should be considered as an
upper boundary for the involved line ratios due to ionization by
young/massive stars. Based on the distribution of our sample of H II
regions, we select the envelop that includes 95 per cent of them as
the boundary of ionized regions mainly powered by young stars.
Then, by fitting this set of line ratios that defines the limit using the
same functional form adopted in the literature (e.g. Kewley et al.
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2001; Kauffmann et al. 2003), we obtain the following demarcation
lines for the most commonly used diagnostic diagrams:
log([O III]/H β) < 0.13/(log([N II]/H α) − 0.003) + 0.57 (6)
log([O III]/H β) < 0.04/(log([S II]/H α) + 0.012) + 0.58 (7)
log([O III]/H β) < 0.056/(log([O I]/H α) + 0.40) + 0.61 . (8)
The curve for [O III]/H β versus [N II]/H α (6) is represented by
a solid line in Fig. 6. The locations of the proposed demarcation
lines for the remaining classical diagnostic diagrams are shown in
the corresponding figures in Appendix A (Figs A1 and A2).
It is important to note that these new demarcation lines are
based on a sample of H II regions that were selected based on only
two assumptions: (i) a clumpy structure with a high-contrast H α
emission and (ii) an underlying stellar population comprising young
stars (i.e. compatible with the assumed source of ionization).
4.3 H II regions along the Hubble sequence
Early explorations on the properties of H II regions have determined
that later-type spirals present a larger number of H II regions,
distributed along (more) open spiral arms than earlier-type ones
(Kennicutt 1988, 1989). Furthermore, Kennicutt et al. (1989) and
Ho et al. (1997) showed that H II regions in the central areas of
early spirals distinguish themselves spectroscopically from those
in the disc by their stronger low-ionization forbidden emission.
These results were confirmed by more recent studies using large
IFS data sets (Sa´nchez et al. 2012a, 2015b). In particular, Sa´nchez
et al. (2015b) demonstrated that the ionization properties of H II
regions strongly depend on the properties of the underlying stellar
population, and, therefore, they present clear trends with the
morphology as well. The enlarged H II catalogue presented here
allows us to perform a more detailed exploration of this dependence.
Fig. 7 shows the distribution of H II regions across the BPT
diagram segregated by the morphology of their respective host
galaxies. The top left-hand panel shows the 254 regions found in E
and S0 galaxies (∼2 per cent of the total sample), corresponding to
38 galaxies. Although early-type galaxies are frequently associated
with the absence of SF regions, recent results indicate that a small
fraction of them present H II regions (e.g. Gomes et al. 2016a).
They could be either remnants of a former disc or the result of a
rejuvenation due to the capture of gas-rich galaxies or in falling
gas (Gomes et al. 2016a). Table 1 shows the number of H II regions
along the different morphological types. Most of the H II regions
are located in late-type galaxies, with only ∼7 per cent of the
H II regions hosted by E/S0 galaxies. However, most of the H II
regions are not found in later spirals, but rather in Sb/Sbc galaxies,
comprising 21/30 per cent of the total sample. On average, the
number of H II regions per galaxy increases from earlier to later
types up to Sc, spanning from ∼7 regions in E/S0 galaxies to ∼50 in
Sbc/Sc galaxies. Beyond that, for later spirals, the number decreases
slightly. However, we cannot be completely sure if this decline is real
or due to resolution effects. So far, the seminal studies by Kennicutt
(1988, 1998) indicate that the number of H II regions should rise
as later is the host, without any decline. The same articles indicate
that H II regions in late-type galaxies are significantly brighter than
those of more early types. However, the H II regions are limited
by the properties of CALIFA’s data. Inevitably, we are losing most
of the low-luminosity H II regions. As we will discuss later (see
Section 5), in a future work, we will explore the methodology used
in this work on data with a higher spatial resolution.
The relation between the distribution of H II regions across the
BPT diagram and the morphology of their host galaxy uncovered
by Sa´nchez et al. (2015b) is appreciated in Fig. 7. The few H II
regions found in early-type galaxies are located around the central
region of the BPT diagram without any significant trend, maybe due
to the low number of statistics. The trend becomes more evident
when exploring the distributions from early-spirals (Sa) towards
later ones, with H II regions shifting along the classical sequence of
these objects (e.g. Osterbrock 1989).
The location in the BPT diagram of an H II region is primarily
related to the ionization conditions of the nebulae (e.g. Kewley &
Dopita 2002; Morisset et al. 2016). Thus, a priori, it is not expected a
connection between this location and the morphological properties
of the galaxy that hosts the H II regions, which is what we see
precisely in Fig. 7. The low number of H II regions in early-
type galaxies, in which SF activity is finished (or almost finished;
Stasin´ska et al. 2008; Blanton & Moustakas 2009), was expected.
However, the nature of the observed trend within the BPT diagram
with the Hubble sequence, besides the clear increase in the number
of H II regions, is less obvious. We can discard strong contamination
by DIG as the primary driver for the observed distribution. First, the
selection of clumpy ionized regions, together with the implemented
cuts (Section 3.3), guarantees that we have indeed selected regions
in which OB stars dominate ionization. Secondly, as shown in
Section 4.1, this contamination shrinks somehow the range of
covered parameters, but it does not blur the observed trends
completely. Finally, we have performed a detailed DIG subtraction,
so its contribution is minimized.
Assuming that OB stars indeed ionize all the selected regions, the
observed trend should be the consequence of variations between
these stars (and the surrounding nebulae). For the most late-type
galaxies (Sd, Sm, and irregular), the location (upper left end on the
diagram) is normally interpreted as the presence of low-metallicity
stars with high ionization strengths. Meanwhile, for earlier-spirals
(Sa or Sb), the location (lower right end on the diagram) is linked
to higher metallicity stars with lower ionization strengths (these
results are also found and discussed by Sa´nchez in press). Finally,
in intermediate galaxy types, the H II regions extend within the two
regimes. Despite the significant effect of the aging of the ionizing
stars (which would impose certain variations within the observed
trends), the only obvious conclusion is that we are observing a
trend driven by a change in the metallicity, which induces a change
in the ionization strength due to an anticorrelation11 between both
parameters (e.g. Dopita et al. 2016; Morisset et al. 2016; Pilyugin &
Grebel 2016). If so, the observed trend implies a gradation with
morphology in the stellar metallicity (in particular, the oxygen
abundance).
4.4 H II regions along galactocentric distances
In the previous section, we explore the distribution of the H II regions
segregated by the morphological type of their host galaxies across
the diagnostic diagrams. In this section, we explore the distribution
of the H II regions across the BPT for different galactocentric
distances. The distance was directly derived from the H II region
catalogue, which comprises the physical properties of the region by
their location with respect to the centre of the galaxies, in addition
11Recent studies found that in some galaxies there exists a positive
correlation between both parameters (e.g. Poetrodjojo et al. 2018; Thomas
et al. 2018).
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Figure 7. [O III]λ5007/H β versus [N II]λ6583/H α diagram for the final sample of decontaminated H II regions. The sample was divided into six groups
according to the morphological type of their host galaxy. The panels (from top-left to bottom-right) comprise the data for E/S0, Sa, Sb, Sbc, Sc, and Sd/Sm/Irr
galaxies. In each panel, the colour code represents the mean EW(H α) of H II regions. The density contours are similar to those presented in Fig. 2. Also, the
demarcation curve proposed in Section 4.2 is shown as a solid line.
Table 1. H II regions by morphology. (1) Morphology of the host galaxies. (2) Number of galaxies. (3) Number of
galaxies with detected H II regions. (4) Fraction of galaxies with H II regions detected. (5) Number of H II regions per
morphological type of host galaxy. (6) Fraction of H II regions. (7) Average number of H II regions per galaxy.
Morph. NgalT Ngal %gal NH II %H II < NH II >
E 163 44 4.8 190 0.7 4.3
S0 105 46 5.0 415 1.5 9.0
Sa 135 121 13.1 2572 9.5 21.3
Sb 137 132 14.3 5598 20.6 42.4
Sbc 113 112 12.1 6274 23.1 56.0
Sc 172 172 18.6 8917 32.9 51.8
Sd 65 65 7.0 2259 8.3 34.8
Sm 21 21 2.3 633 2.3 30.1
Irr 10 10 1.1 214 0.8 21.4
to many other parameters. Based on these coordinates, we derive
the galactocentric distance, correcting them by the inclination of
each galaxy and position angle, and normalizing by the effective
radius.
Fig. 8 shows the distribution of H II regions across the BPT
diagram segregated into different galactocentric distances, ranging
from the smallest to the largest distances. The distribution changes
clearly with the distance to the centre of the galaxy. Those regions
towards the centre (R/Re < 0.5) are mostly located at the right end of
the BPT diagram, at a very similar location where early-spirals H II
regions are found (Fig. 7). On the other hand, the regions at larger
distances (R/Re > 0.5) follow the classical trend for these objects
(e.g. Osterbrock 1989), with a shift towards the upper left range of
the distribution as the galactocentric distances increase. This result
indicates that the ionization conditions of the H II regions depend
on its location in the galaxy. This result is observed with the mean
line ratios (white triangles) at different galactocentric distances.
Earlier results already found that the classical H II regions are
those within the disc of spiral galaxies (e.g. Diaz 1989). However,
towards the centre of galaxies, they present stronger low-ionization
forbidden emission lines (e.g. Kennicutt et al. 1989; Ho et al. 1997),
shifting them towards the right-hand range of the diagram close to
the demarcation curve (e.g. Sa´nchez et al. 2012a). These studies
suggested that this may be due to the contamination by an additional
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Figure 8. [O III]λ5007/H β versus [N II]λ6583/H α diagram for the H II regions. The sample was divided into six groups according to their galactocentric
distance, normalized to the effective radius: (i) R/Re > 0.5 (top left hand); (ii) 0.5 < R/Re < 1 (top centre panel); (iii) 1 < R/Re < 1.5 (top right hand); (iv)
1.5 < R/Re < 2 (bottom left hand); (v) 2 < R/Re < 3 (bottom centre panel); and (vi) R/Re > 3 (bottom right hand). The density contours are similar to those
presented in Fig. 2. The colour code indicates the mean EW(H α) value in the respective bin. The white triangles in each panel represent the mean value of the
[O III]/H β and [N II]/H α ratios. Also, the previous values of each panel are show in the next panels as transparent white triangles. All lines represent the same
demarcation curves described in Fig. 5. Also, the demarcation curve proposed in Section 4.2 is shown as a solid line.
source ionization, as diffuse emission or shocks. However, the data
in Fig. 8 are already corrected by the contribution of DIG and the
distribution of H II regions remains at the same location in the BPT
diagram. In general, we confirm the results by Sa´nchez et al. (2015b)
in this regard, where the observed trends were already reported using
a more limited number of H II regions (over a more limited number
of galaxies) and without performing a DIG correction.
A plausible explanation for the enhanced low-ionization forbid-
den line ratios in central H II regions could be the contamination
by shocks, as suggested by Ho et al. (1997). The presence of
shock contamination in these regions was first suggested by Stauffer
(1981) and explored to explain the differences in the disc and central
H II regions by other authors (e.g. Peimbert, Torres-Peimbert &
Ruiz 1992). Other authors do not report a clear difference between
regions found at different galactocentric distances (e.g. Veilleux &
Osterbrock 1987). Indeed, although there is a clear trend towards
the right-hand regime of the BPT diagram for H II regions in
the centre of galaxies, not all central H II regions are located at
that extreme end. Therefore, if shocks are the source of the extra
ionization, it is not present in all H II regions. A plausible explanation
is that remnants of recent supernova explosions associated with
the star formation events that ionized the observed region could
contaminate the line ratios, deviating them from the expected
location due to pure photoionization by OB stars. Under this
scenario, our results indicate that central H II regions are more
prompt to this contamination. We will explore this possibility in
forthcoming studies. As a first approach, models with shock (like
MAPPINGS models; Sutherland & Dopita 2017) could be used
to study the contribution of shocks, using, for example, the grid
recently published by Alarie & Morisset (2019).
4.5 H II regions and the underlying stellar population
In the previous sections, we confirmed the results by Sa´nchez
et al. (2015b), indicating that the location of an H II region within
the BPT diagram is associated with the galactocentric distance
and the morphology of the host galaxy. These authors connected
the reported trends with the properties of the underlying stellar
population (i.e. not the ionizing population) at the location (and host)
of the H II regions. It is known that the bulk of the stellar population
of the centre of disc galaxies presents similarities with that of early-
type galaxies (e.g. Gonza´lez Delgado et al. 2014; Goddard et al.
2017; Sa´nchez et al. 2018). Moreover, they present radial gradients
in both the stellar ages and metallicities (e.g. Gonza´lez Delgado
et al. 2014), the sSFR (e.g. Gonza´lez Delgado et al. 2016; Sa´nchez
et al. 2018) and the gas content (e.g. Utomo et al. 2017; Sa´nchez
et al. 2018), and the overall star formation histories (Garcı´a-Benito
et al. 2017). Thus, the ionization conditions seem to be connected
somehow with the local stellar evolution within the considered
galaxy.
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Figure 9. [O III]λ5007/H β versus [N II]λ6583/H α diagram for the H II regions in our final catalogue. Left-hand panel: the colour indicates the average value
of the luminosity-weighted age of the underlying stellar population. Right-hand panel: the colour indicates the average value of the luminosity-weighted
metallicity of the underlying stellar population. The density contours are similar to those presented in Fig. 2. In both the panels, the dotted, dot–dashed, dashed,
and solid lines are the demarcation curves used in Fig. 6.
Fig. 9 shows the distribution of H II regions across the BPT
diagram with a colour code representing properties of underlying
stellar populations. The left-hand panel shows the luminosity-
weighted ages and the right-hand panel shows the metallicity of
the underlying stellar population. The properties of the underlying
stellar populations at the location of each H II region were extracted
from the data products provided by PIPE3D, as described in Sec-
tion 3.1, following Sa´nchez et al. (2013, 2014). As can be seen in
Fig. 9, the location of an H II region in the BPT diagram depends
on both stellar parameters. The regions with a younger underlying
stellar population are located in the upper left area of the diagram.
Otherwise, the regions with an older underlying stellar population
are located in the right end of the diagram.
Similarly, the regions with metal-poor underlying stellar pop-
ulations are found in the upper left area, while the regions with
metal-rich underlying stellar populations are mostly located at the
right end of the diagram. It is important to remark that we are not
talking about properties of the ionizing population. The reported
ages and metallicities correspond to the total stellar population at
the location of each H II region. This result is consistent with the
one obtained by Sa´nchez et al. (2015b), where similar trends were
reported.
The trends along the BPT diagram with morphology and galac-
tocentric distance reported in the previous sections are naturally
explained by the distributions shown in Fig. 9. Early-type galaxies
(and the centre of all galaxies) are dominated by old and metal-
rich stellar populations (Gonza´lez Delgado et al. 2014; Sa´nchez
et al. 2015a; Goddard et al. 2017). In general, and therefore, the
H II regions on those galaxies are located at the right end of the
distribution for these objects. On the contrary, late-type galaxies
(and the outer areas of all galaxies) are mostly dominated by younger
and more metal-poor stellar populations. Therefore, the H II regions
on those galaxies are located in the left end of the distribution.
4.6 Imprints of the galactic evolution in the ionization
As described in the previous section, the location in the diagnostic
diagrams depends on the underlying stellar population properties
(age and metallicity). Thus, the BPT diagram exhibits a connection
between the stellar population properties and the line ratios. We
explore this connection in here in a more quantitative way.
Fig. 10 shows the distribution of [N II]/H α line ratio (left-hand
panel) and the [O III]/H β line ratio (right-hand panel) along the
luminosity-weighted age of the corresponding underlying stellar
population at the location of each H II region. The colour code
represents the stellar metallicity. As can be seen in the figure, there
exists a trend between the line ratios and the stellar properties.
Indeed, the distributions present a correlation coefficient of r =
0.50 (0.63) for low metallicities, [Z/H]∼−0.55 dex, and r = 0.46
(0.48) for high metallicities, [Z/H]∼0.15 dex, for the [N II]/H α
([O III]/H β) line ratio. In general, the older and more metal-rich
underlying stellar population is related to a higher (lower) value of
the [N II]/H α ([O III]/H β) line ratio.
In order to illustrate more clearly the correlation described above,
we averaged the values in bins of 0.1 dex in [Z/H] and 0.25 dex in
log(age). The results are shown in Fig. 10, where every coloured
circle is the mean value of the corresponding line ratio and age in
each bin for a fixed metallicity (coded by the colour). The relation
of the line ratios on both parameters is clear when explored the
binned data.
To characterize the reported trends, we fit both line ratios with
a linear combination of both properties of the stellar population
properties (age and [Z/H]). We consider that with the current
dispersion adopting a more complex functional form would not
provide a better characterization. The best linear regression fitting
for the [N II]/H α line ratio was
log
( [N II]
H α
)
= 0.20±0.02 log(age/yr)
+ 0.06±0.02[Z/H] − 2.32±0.26. (9)
The standard deviation of the residual of the line ratio, once
we subtracted the best-fitting model, is ∼0.166 dex. Compared
with the standard deviation of the original distribution of values
(∼0.194 dex), the standard deviation was reduced12 by a factor of
∼52 per cent. Therefore, the [N II]/H α largely depends on the un-
12The difference was calculated by quadratic difference.
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Figure 10. Distribution of the [N II]λ6583/H α line ratio (left-hand panel) and [O III]λ5007/H β (right-hand panel) along the luminosity-weighted age of the
underlying stellar population for the H II regions in our catalogue, colour coded by the [Z/H] of the underlying stellar population. The solid circles represent
the average line ratios within bins of 0.25 dex in log(age/yr) for a fixed range of metallicities (binned in ranges of 0.1 dex). The average [Z/H] corresponding
to each colour is included in the inset of each panel. All circles within the same metallicity range are linked by a solid line and plotted with the same colour
(which codifies [Z/H]).
derlying stellar population. For [O III]/H β, the best linear regression
fitting with the properties of the underlying stellar population is
log
( [O III]
H β
)
= −0.58±0.01 log(age/yr)
−0.17±0.02[Z/H] + 4.94±0.12. (10)
The residual between the line ratio observed and the best fit
presents a dispersion of ∼0.348 dex. Again, compared with the ini-
tial dispersion of ∼0.382 dex, the standard deviation was decreased
by a factor of ∼41 per cent. Like in the case of the previous line ratio,
this modelling clearly illustrates the reported relation. However,
despite the reduction of the dispersion, the line ratios still present a
wide range of values. Other properties influence the observed line
ratios besides the underlying stellar properties. In particular, the
physical conditions of the nebulae (i.e. electronic density, ionization
parameter, metallicity, the geometry of the ionized gas, etc.) must
indeed influence the line ratios.
5 D I S C U S S I O N A N D C O N C L U S I O N S
In this study, we presented a new catalogue of H II regions extracted
from the eCALIFA (+ pCALIFA) + PISCO sample. This new
catalogue comprises information of ∼28 000 H II regions, including
the flux of the most important emission lines in the optical range
(between 3745 and 7200 Å) and the corresponding properties of the
underlying stellar population. It is important to remark that we based
the selection of H II regions on basically two assumptions: (i) they
should appear as a clumpy structure in the H α emission line map
(see Section 3.2) and (ii) the underlying stellar populations should
be compatible with the definition of H II region (see Section 3.3).
However, as can be seen in Fig. 1, the identification algorithm
is not perfect. We are missing small clumpy regions and, also,
we cannot resolve those regions that are too close one from each
other. This is a direct consequence of the spatial resolution of the
CALIFA data. As noticed by Mast et al. (2014), with a low spatial
resolution, the smallest ionized regions cannot be segregated and
they are erroneously assigned to bigger adjacent ones or confused
with the diffuse. This is why almost all identified ionized regions
have a similar size in our catalogue. Thus, an important fraction of
small ionized regions is lost in the final sample. This has a direct
effect on the calculation of some properties, like the luminosity
function (e.g. Sa´nchez et al. 2012b), that cannot be well recovered
in the low-luminosity regime.
Furthermore, the wings of the PSF limit our ability to segregate
among the different ionizing sources. First, they affect our ability
to segregate between adjacent H II regions, as the boundaries of
each clumpy ionized region are not well defined at the current
coarse resolution. Therefore, the segregation algorithm developed
to identify the ionized regions could erroneously associate pixels
that contain certain emission coming from the PSF wing of any
adjacent (brighter) region to a fainter one, modifying the estimated
values of the derived parameters. Secondly, due to these wings, the
DIG is polluted by the emission of any adjacent H II region too.
Finally, H II regions could be contaminated by the emission of other
possible ionizing sources (not only DIG but shocks or AGNs) as
well. This may somehow affect the physical properties calculated
from the emission line fluxes (Mast et al. 2014; Zhang et al. 2017).
To minimize the effects of this contamination, we present a new
approach to correct the emission line fluxes of the H II regions
by the contribution of the DIG. As we mention in Section 3.4,
the DIG emission was calculated by considering all the spaxels in
between those selected as being part of an H II region by our code.
Again, spatial resolution plays an essential role in the proposed
DIG correction. If we could identify exactly the limits of each
ionized region (or model its shape), we would be able to identify
clearly the DIG and, hence, make a proper correction irrespectively
of the source of ionization of this diffuse (hot, old stars and
leaking photons). Unfortunately, as indicated before and discussed
in Section 3.4.3, we have an important contamination by ionization
from the H II regions themselves due to the coarse resolution and
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relatively large PSF wings. This contribution does not allow us
to distinguish the DIG powered by leaking photons, for instance:
The physical properties of this contamination, like EW(H α) and
line ratios, are too similar to that of adjacent H II regions. Hence, we
have corrected only the DIG powered by old, hot stars, which indeed
is the one that may produce the strongest effects in the line ratios.
This result is supported by the study of Vale Asari et al. (2019). They
proposed a DIG correction where its contribution is calculated using
only SF galaxies from the MaNGA data set, i.e. a DIG of higher
EW(H α). There is a small but not significant change between
the metallicities calculated by the corrected emission lines and
the uncorrected ones for most of the explored calibrators (besides
N2, which presents a 0.1 dex offset). Besides, the physical spatial
resolution of the data analysed in Vale Asari et al. (2019) is nearly
twice worse than the one included here (the FWHM∼0.8 kpc for
CALIFA and ∼2.5 kpc for MaNGA), which makes any correction
by the DIG more complicated and with a stronger expected effect. To
compare the contribution of all DIG types, we required observations
with a high spatial resolution. However, the DIG correction present
here, although not perfect, is an overall improvement with respect
to not applying any correction at all.
It is clear that better spatial resolutions will facilitate the segrega-
tion of the clumpy ionized regions. It will improve the detection of
smaller (thus, fainter) H II regions, the separation between adjacent
regions, the definition of the DIG (and its different sources), and the
overall decontamination of the DIG. New generation data sets, like
the ones provided by MUSE (e.g. Sa´nchez-Menguiano et al. 2018)
and SITELLE (e.g. Rousseau-Nepton et al. 2018), would require a
re-evaluation of the proposed procedure, both for the detection of
the H II regions and for the decontamination by the DIG.
A good example of the capabilities of new instruments is the
study by Sa´nchez-Menguiano et al. (2018). They used MUSE
observations of 102 galaxies, selected from the All-weather MUse
Supernova Integral-field Nearby Galaxies survey (AMUSING;
Galbany et al. 2016; Lo´pez-Coba´, submitted), to analyse the shape
of oxygen abundance profiles. For doing so, they obtained a
catalogue of H II regions using HIIEXPLORER. The total number
of regions detected was 14 345. The spatial resolution of their
data, FWHM∼0.8 arcsec (corresponding to the natural seeing)
compared to the current value of 2.5 arcsec for CALIFA, allows
them to identify a number equivalent to ∼65 per cent of our current
catalogue in a number of galaxies that comprises just ∼10 per cent
of the ones analysed here.
On the other hand, SITELLE provides observations where
the natural seeing also limits resolution. Using this instrument,
Rousseau-Nepton et al. (2018) identified 4285 H II region candidates
in a single galaxy (NGC 628). However, the methodology used for
the identification of H II regions generates several spurious ionized
regions. In comparison, using the PINGS data (of similar projected
resolution than CALIFA), and HIIEXPLORER, Sa´nchez et al. (2012b)
recovered 373 H II regions in the same galaxy. Using the same data,
we recovered 243 H II regions (from 244 ionized regions detected).
The difference between the number of recovered H II regions by
Sa´nchez et al. (2012b) and us is due to the input parameters used
in HIIEXPLORER and PYHIIEXPLORER. In Sa´nchez et al. (2012b), the
input parameters are listed.
In comparison, their minimum flux is lower than the value used in
our calculations. However, they report that only 282 are H II regions
with a good-quality spectrum and good estimation of the H β flux.
Meanwhile, the 243 H II regions that we report in here are the final
number after applying the quality check test described in the text.
Taking into account these details, we consider that the number of H II
regions found in both the studies is consistent and the differences are
clearly justified. Thus, the use of SITELLE represents a theoretical
improvement of a factor of 10 in the detection of these ionized
sources.
Despite the limitations due to the coarse spatial resolution, there
are still significant advantages in the current data set. MUSE does
not cover the blue wavelength range of the optical spectrum below
λ < 4650 Å. Therefore, fundamental emission lines are missing in
the data provided by that instrument for galaxies at low redshifts.
Moreover, the information provided for the stellar populations is
limited since the critical wavelength range around the 4000 Å break
is not covered. With SITELLE, the information for the stellar
population is even less reliable due to the instrumental technique
that affects the features of the continuum strongly. Finally, CALIFA
allows us to present the current exploration for a statistically
significant sample of galaxies, representative of the population
at the nearby universe. Thus, the current H II region catalogue
is not (a priori) biased by morphology, mass, or other galaxy
properties. However, it is recognized that the possible properties
derived from weak emission lines could drive to bias results, e.g.
electron temperature derived from [O III]λ4363. This is a direct
effect of the inherent weakness of these emission lines and/or
possible contamination from other sources (e.g. sky emission lines).
However, the properties derived for weak emission lines could be
calculated well enough from the H II regions.
We study the relationship between the location on the BPT
diagram of the distribution of DIG-corrected H II regions and (i) the
morphology of the host galaxies; (ii) the galactocentric distances
of the H II regions; and (iii) the properties of the underlying stellar
population. First, we demonstrate that the distribution of H II regions
based on our simple selection criteria is located in the SF area
of the diagnostic diagrams (without this being a prerequisite or
part of the selection process). We found that the location in the
BPT diagram depends strongly on the value of the EW(H α). This
result was already reported in previous studies (e.g. Sa´nchez et al.
2015a; Lacerda et al. 2018). However, in comparison with them, we
demonstrate that the result still holds when using a larger statistical
sample of H II regions covering a more extensive range of physical
properties and ionization conditions.
We clearly showed that the location in the diagnostic diagram
depends on the morphological type of the host galaxy and the
galactocentric distance. Early-type galaxies, in general, massive and
metal rich, have H II regions located in the lower right end of the
diagnostic diagram. Contrarily, in late-type galaxies, less massive
and metal poor, the distribution moves towards the upper left zone
of the diagrams. Thus, the change of location in the diagram is
a consequence of the change of the stellar population properties
along the Hubble sequence. Gonza´lez Delgado et al. (2015) already
noticed that the metallicity, age, and other properties of stellar
populations depend on the morphological type of galaxies. Indeed,
they proved that the average stellar metallicity increases with the
morphology.
Similarly, we found that the distribution in the BPT diagrams
depends on the galactocentric distance. The most straightforward
explanation is the same as the one described for the differences
reported by morphological type. The centre of galaxies is populated
by older and more metal-rich stellar populations, while the outer
regions are populated by younger and more metal-poor ones (e.g.
Gonza´lez Delgado et al. 2015; Sa´nchez et al. in press). This radial
gradient is also evident in the oxygen abundance, which decreases
with the galactocentric distances, too (e.g. Sa´nchez et al. 2012b,
2014).
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This result is related to the inside-out scenario for the formation
of galaxies. Other studies (e.g. Pe´rez et al. 2013; Ibarra-Medel
et al. 2016; Garcı´a-Benito et al. 2017) demonstrated the radial
dependence on the star formation history and the time-scales of the
gas infall. Therefore, the chemical evolution of the ISM is affected
by the star formation history at different distances resulting in the
metallicity gradients on galaxies.
All the discussed results confirm that the locations within the
BPT diagrams are tightly related to the properties of the underlying
population, as already suggested by Sa´nchez et al. (2015a). This
is clearly shown in Fig. 9. Moreover, we demonstrate that the
line ratios [N II]λ6583/H α and [O III]λ5007/H β present a clear
correlation with both the ages and metallicities of the underlying
stellar populations (Fig. 10). This relation is stronger for the
[N IIλ6583]/H α line ratio. This result is somehow expected since
this line ratio is widely used as a proxy of the oxygen abundance.
The previous generation of stars enriched the chemical composition,
oxygen, and other element abundances in the ionized regions.
Hence, the oxygen abundance of the ISM naturally correlates
with the metallicity of the younger stars, provided that the radial
mixing is not strong (Sa´nchez et al. 2015a; Sa´nchez-Menguiano
et al. 2016).
On the other hand, there is a correlation with the age of the stellar
population due to the chemical enrichment processes in galaxies.
It is well known that, in disc-dominated galaxies, stars are older
and more metal rich in the central regions than the stars in the outer
regions of the disc (Pe´rez et al. 2013; Sa´nchez-Bla´zquez et al. 2014;
Gonza´lez Delgado et al. 2015). Thus, metallicity and its relation
with the differential star formation history within galaxies and at
different locations in them (e.g. Garcı´a-Benito et al. 2017) are the
most plausible explanation for the observed trends.
The other line ratio, [O III]λ5007/H β, also shows a correlation
with both analysed stellar parameters (age and [Z/H]). However,
since this ratio is less sensitive to oxygen abundance and more
sensitive to variations in the geometry, density, and temperature of
the ionized nebulae, it presents a weaker correlation than that found
for [N II]λ6583/H α.
Although other authors already noticed some of the results
discussed above, we present them, for the first time, for a statistically
well-defined sample of H II regions in the nearby Universe, several
times larger than those analysed previously. We demonstrate that
those results do not depend strongly on the possible contamination
by DIG since we have applied a correction to that contribution.
Moreover, we present a new demarcation line defined with this
sample that is consistent with well-known previous ones, although
it is totally unbiased regarding the involved line ratios.
The current catalogue of H II regions and the full set of emis-
sion lines discussed in this article are publicly available. To our
knowledge, this is the largest catalogue of H II region properties,
derived from the broadest range of galaxies of different mor-
phologies and masses. With the analysis presented in this study,
we have demonstrated that this sample is suitable to perform
further explorations on the physical properties of these nebulae
(in particular, for those that do not require detailed knowledge
of the size and absolute luminosity). In forthcoming studies, we
will present the main patterns of physical properties for these
H II regions.
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APPEN D IX A : D EMARCATION LINES AND
EFFEC TS O F D IG DECONTAMINATION O N
OTH E R D I AG N O S T I C D I AG R A M S
In Section 4.2, we present new demarcation lines for H II regions
for the most frequently used diagnostic diagrams: equations (6),
(7), and (8). The upper panels on Figs A1 and A2 show the
[O III]λ5006/H β versus [S II]λ6716 + 30/H α and [O III]λ5006/H β
versus [O I]λ6300/H α diagnostic diagrams for the DIG uncorrected
and corrected H II region sample, respectively (see Fig. 6). The most
frequently used demarcation curves (Kewley et al. 2006) for each
diagram, together with our proposed ones, are plotted too.
The distribution of regions in the different diagnostic diagrams
corresponds to the expected one from previously published results.
However, we should note that our selection did not use any of
those line ratios, but a rather simple set of assumptions involving
the shape of the region and the stellar population properties of the
ionized regions (Section 3.3).
Despite the overall agreement with previous selections, there are
some differences. In the [O III] versus [O I] diagram, we observe
that the ∼14 per cent of our selected H II regions lie in the AGN
zone according to the classical demarcation lines. After the DIG
correction, this fraction remains ∼13 per cent. Thus, the differences
with classical selection criteria cannot be attributed to this effect.
In both diagrams, the new demarcation curves present a different
shape than the classical ones, and the SF zone defined by the new
curves is higher than the classical ones. As we include regions
with an EW(H α) ∼ 6 Å, our curve could include some regions that
have a mixture in the ionizing sources, according to Lacerda et al.
(2018). Therefore, the classical lines provide a more conservative
classification scheme to identify SF regions; meanwhile, the new
curve defines a classification scheme that includes SF regions with
the largest contribution of other ionizing sources than the classical
ones.
In Section 4.1, we present the effects of DIG correction across the
BPT diagram (Fig. 6). The bottom panels on Figs A1 and A2 show
the changes between the corrected and uncorrected fluxes across
their corresponding diagnostic diagrams ([O III]λ5006/H β versus
[S II]λ6716 + 30/H α and [O III]λ5006/H β versus [O I]λ6300/H α),
respectively. As was mentioned before, there is a clear dependence
Figure A1. Distribution of H II regions along the [O III]λ5006/H β versus [S II]λ6716 + 30/H α diagnostic diagram. Left-hand panel: distribution without DIG
correction. Right-hand panel: distribution with DIG correction. The colour code indicates EW of H α. The most frequently used demarcation curves for this
diagram are shown (Kewley et al. 2006). The density contours are similar to those presented in Fig. 6.
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Figure A2. Similar figure as the one presented in Fig. A1 for the [O III]λ5006/H β versus [O I]λ6300/H α diagnostic diagram.
between the location on diagnostic diagrams and the difference
of fluxes, ([S II]/H α), ([O III]/H β), and ([O I]/H α). Unfortu-
nately, for [O I]λ6300/H α ratio, the coefficient’s order, Cj, is less
than the associate error order; hence, the dependence is not clear in
the diagnostic diagram. This issue, as we discussed before, may be
improved by using data with a better resolution.
A PPENDIX B: QUA LITY OF THE H I I R E G I O N
SAMPLE
We check the quality of our H II region sample by comparing
the observed distribution of the [O III] λ5007/λ4959 and [N II]
λ6584/λ6548 flux emission line ratios to the theoretical value (∼3;
Osterbrock 1989). Therefore, these line ratios are an excellent
indicator of the quality of the spectra of an ionized nebular region
(and the subtraction of the underlying stellar population). Fig. B1
shows the density distribution of the considered line ratios as
a function of the EW(H α) for the final sample of H II regions
(with blue representing the low density values). The black contours
represent the density distribution; the outermost contour encloses
95 per cent of the regions and each consecutive one encloses a
20 per cent fewer number. In both the panels, the horizontal line
represents the theoretical value of the corresponding line ratio and
the vertical line represents the EW(H α) threshold that we used to
classify the H II regions [EW(H α)=6 Å]. As can be seen in the
figure, most of the final selected H II regions lie near the theoretical
value. However, there is a significant scatter in those regions near
the adopted EW(H α) threshold. Only low-S/N (i.e. low contrast at
low EW) spaxels present non-physical line ratios, as expected due to
the significant errors of the measured fluxes. The actual value used
to decontaminate the DIG is represented as a red horizontal line,
being more compatible with expected physical value. Unfortunately,
several emission lines, like [O III]λ4958, have S/N <1 even when
combining several DIG spaxels. Therefore, not all emission lines
(and line ratios) in the spectral range of data could be corrected by
DIG in our data set.
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Figure B1. [O III]λ5007/λ4958 and [N II]λ6584/λ6548 ratios as a function of EW(H α) for: (i) H II region sample and (ii) DIG sample (mean value, red
diamond point) as described in the text. The red horizontal line represents the weighted mean value used to derive the DIG correction (see Section 3.4). The
black horizontal line corresponds to the theoretical value of [O III] and [N II] line ratio. The vertical line stands for the EW(H α) threshold used to segregate the
H II regions from the ionized regions. On the right hand, for both the panels, we show the distribution of each emission line ratio. Both distributions are centred
in the expected value.
APPEN D IX C : D ESCRIPTION O F THE
C ATA L O G U E
The catalogue of H II regions described along this article, with the
full set of parameters derived for each region, is presented in five
different files for each galaxy (labelled by its name, GALNAME):
(i) seg Ha.GALNAME.fits: Fits file comprising the segmen-
tation maps indicating the actual selection of H II regions. Each map
has the same geometry and WCS of the original H α maps used
to select the regions. All pixels corresponding to each H II region
are labelled with a single ID number that identifies that region on
the catalogue (for each galaxy), with IDs starting from one. Pixels
labelled with zeroes correspond to areas excluded from the selection
of H II regions.
(ii) mask Ha.GALNAME.fits: Fits file comprising a mask of
those pixels not considered to be part of any selected H II region.
(iii) HII.GALNAME.flux elines.csv: CSV table includ-
ing the fluxes of the emission lines extracted for each H II re-
gion within the considered galaxy, together with the location
of the region with respect to the centre of the galaxy. Each
region corresponds to one row, labelled with the ID included
in the seg Ha.GALNAME.fits file and the galaxy name
(GALNAME). Details of the content in this file are given in
Table C1.
(iv) HII.GALNAME.SFH.csv: CSV table including the frac-
tion of light in the V band of the decomposition of the stellar
population currently for each stellar population included in the SSP
template adopted by PIPE3D (Sa´nchez et al. 2016b). Details of the
content in this file are given in Table C2.
(v) HII.GALNAME.SSP.csv: CSV table including the aver-
age properties of the underlying stellar population (age, [Z/H], dust
attenuation), as described in Sa´nchez et al. (2016b). Details of the
content in this file are given in Table C3.
The full catalogue comprising all these files is stored at: http:
//ifs.astroscu.unam.mx/CALIFA/HII regions/ for public access.
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Table C1. The table has 213 columns; from 10th column to 213th column it comprises the flux and EW data for the 51 emission lines explored in this study
(irrespectively of their S/N). We have to remark that errors in the WCS are propagated in RA and DEC.
Keyword Description
HIIREGID Unique identifier of the ionized region. The generic format for all regions is GALNAME-XX where GALNAME is the
name of the host galaxy and XX is the unique ID described in the previous section.
GALNAME Name of the host galaxy
CALIFAID ID assigned to each galaxy in the CALIFA survey
X X centroid of the ionized region in the cube
Y Y centroid of the ionized region in the cube
RA Right ascension of the centroid of the ionized region
DEC Declination of the centroid of the ionized region
Ha VEL H α rotational velocity in km s−1
Ha DISP H α rotational velocity dispersion in km s−1
fluxOII3727 Integrated flux of [O II]λ3727 in units of 10−16 erg s−1 cm−2
e fluxOII3727 Estimated error of the integrated flux of [O II]λ3727 in units of 10−16 erg s−1 cm−2
EWOII3727 EW of [O II]λ3727 in Å
e EWOII3727 Estimated error of EW of [O II]λ3727 in Å
.... ...
fluxSII6731 Integrated flux of [S II]λ6731 in units of 10−16 erg s−1 cm−2
e fluxSII6731 Estimated error of the integrated flux of [S II]λ6731 in units of 10−16 erg s−1 cm−2
EWSII6731 EW of [S II]λ6731 in Å
e EWSII6731 Estimated error of EW of [S II]λ6731 in Å
Table C2. Description of the HII.GALNAME.SFH.csv files.
Keyword Description
COLUMN1 HIIREGID
COLUMN2 Luminosity Fraction for age–met 0.0010–0.0037 SSP
COLUMN3 Luminosity Fraction for age–met 0.0010–0.0076 SSP
... ...
COLUMN156 Luminosity Fraction for age–met 7.9433–0.0190 SSP
COLUMN157 Luminosity Fraction for age–met 7.9433–0.0315 SSP
COLUMN158 Luminosity Fraction for age 0.0010 SSP
COLUMN159 Luminosity Fraction for age 0.0030 SSP
... ...
COLUMN195 Luminosity Fraction for age 12.5893 SSP
COLUMN196 Luminosity Fraction for age 14.1254 SSP
COLUMN197 Luminosity Fraction for met 0.0037 SSP
COLUMN198 Luminosity Fraction for met 0.0076 SSP
COLUMN199 Luminosity Fraction for met 0.0190 SSP
COLUMN200 Luminosity Fraction for met 0.0315 SSP
COLUMN201 Error in the Lum. Fract. for age–met 0.0010–0.0037 SSP
... ...
COLUMN399 Error in the Lum. Fract. for met 0.0315 SSP
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Table C3. Description of the HII.GALNAME.SSP.csv files.
Column Keyword Description
COLUMN1 HIIREGID Ionized region ID
COLUMN2 GALNAME Galaxy name
COLUMN3 CALIFAID Name of the host galaxy
COLUMN4 X X centroid of the ionized region in the cube
COLUMN5 Y Y centroid of the ionized region in the cube
COLUMN6 RA Right ascension of the centroid of the ionized region
COLUMN7 DEC Declination of the centroid of the ionized region
COLUMN8 log age LW Luminosity-weighted age of the stellar population in log(age/yr)
COLUMN9 log age MW Mass-weighted age of the stellar population in log(age/yr)
COLUMN10 e log age Error of the age of the stellar population
COLUMN11 ZH LW Luminosity-weighted metallicity of the stellar population in log(Z/Z)
COLUMN12 ZH MW Mass-weighted metallicity of the stellar population in log(Z/Z)
COLUMN13 e ZH Error metallicity of the stellar population
COLUMN14 AV ssp Average dust attenuation of the stellar population (AV, stars) in mag
COLUMN15 e AV ssp Error of the average dust attenuation of the stellar population in mag
COLUMN16 vel ssp Velocity of the stellar population in km s−1
COLUMN17 e vel ssp Error in the velocity of the stellar population
COLUMN18 disp ssp Velocity dispersion of the stellar population in km s−1
COLUMN19 e disp ssp Error in velocity dispersion of the stellar population
COLUMN20 log ML Average mass-to-light ratio of the stellar population in Solar Units
COLUMN21 log Sigma Mass Stellar mass density in M arcsec−2, not dust corrected
COLUMN22 log Sigma Mass corr Stellar mass density in M arcsec−2, dust corrected using the AV, stars
APPEN D IX D : D ISTRIBUTION O F THE
EW(H α) O F TH E D IG
In Section 3.4.1, the properties of DIG spaxels from all galaxies
were discussed. In order to enhance the DIG’s characterization, we
apply selection criteria to galaxies, as we discussed above. Fig. D1
shows the distribution of clean DIG sample on the BPT diagram
segregated by the EW(H α). The code colour represents the point
density and the black contours represent the distribution of raw
DIG sample. As can be seen in the figure, for low EW values, the
spaxels distribution is more located towards the area associated with
ionization by the old stellar population. On the other hand, for higher
EW values, the distribution is located in the SF area of the diagram.
Along the intermediate range, the spaxel distribution moves from
the area associated with ionization by the old stellar populations
towards the SF area. This trend is also observed in the distribution
of the raw DIG sample (black contours). However, a significant
fraction of spaxels lies below the Kauffman’s curve for raw DIG
sample (black contours) and clean DIG sample. They correspond
to spaxels contaminated by ionization by H II regions due to PSF
wings. Although, the contribution of these types of spaxels was
reduced considerably in the clean DIG sample. Unfortunately, the
spaxels in the SF zones are still present across all EW values. Hence,
we cannot segregate the diffuse gas ionized by leaking of ionizing
photons from the H II regions due to the PSF wing contribution.
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Figure D1. Final distribution of DIG spaxels segregated by mean EW(H α) along the BPT diagram. The density contours are the same that in Fig. 6 for the
raw DIG sample. In both the panels, the dotted, dot–dashed, dashed, and solid lines are the demarcation curves used in Fig. 6.
This paper has been typeset from a TEX/LATEX file prepared by the author.
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