In the problem of testing the point null hypothesis R o : 8 = 8 0 versus Hl : () =1 80, with a previously given prior density for the parameter e, \Ve propose the following metbodology:
HISTORY
In parametric testing point null hypothesis it is known tbat Bayesian and classical rnethods can give ri se to different decisjons, see Lindley (1), Berger and Sellke (2) and Berger and Ddarnpady (3) arnong otbers. These papers show that there is a discrepancy between tbe classical approach , expressed in tenns of the p-\rd lue, and the Bayesian one, expressed in terms of the posterior probability of the point null hypothesis and the Bayes fa, ctor. Specifically, in rnost of Bayesian approa, ches the infimurn of the posterior probability of the null hypothesis 01' the Bayes factor, over a, wide class of prior distributions, is taken and then it is obtained t bat the infirnum is substa ntjally larger than the corresponding p-value. It is necessary to point out that in all of these cases the mass assigned to the point null hypotbesis is 0.5 . On the otber band, Casella. and Berger (4) show that there is no discrepancy in the one-sided testing problem.
In most of the existing contributions a class of priors di stributions is used, but our objective is to check what happens when a single prior di stribution is used. The methodology to be proposed is the one introduced by Góme;t,-Villegas and Gómeí:l Sánche2-?vIaní:lano (5) and justified by Góme2-ViIlegas and San2 (6) where it is shown that the infimum of the posterior probability can be close to the p-value when the class of priors is tbe class of all unimodal and symmetric di stributions.
Some releV"dnt references, comparing classical and Bayesian measures, in addition to those mentioned aboye , are Pratt (7), Edwards, Lindman and Sa. V"dge (8) , DeGroot (9), Bernardo (10), Rubin (11) , Mukhopadhyay and DasGupta (12) , Berger, Boukai and Wang (13, 14) , and Oh and DasGupta (15) .
In Section 1.2 we present the problem. In Section 2, tbe methodology is applied to the Jeffreys-Lindley paradox. Section 3 contains an example with a, normal model and normal prior. In Section 4 tbe general framework for a normal model is analy:ted and an example with tbe Cauchy model is considered. In Section 5 we deal with the famous example of DanvinFisher studied by Dickey (16) . Finally, Section 6 contains some additional comments.
T HE PROBLEM
"Ve consider the point null testing problem for a· location para meter
based on observing a random V"driable, X , with density 1(x -O) continuous in O = Oo. V\ l e will suppose that the prior information about O is given by a density ii(O) over the parameter space 8 .
Then, the prior to test (1.1) will be given by a· mixed distribution , ii~(O) , assigning mass iiO > O to 8 = 0 0 and spreading tbe remainder, 1 -"O , over O =/:-0 0 according to the density rr(O) ,
To choose iro , the mass assigned to the point null hypothesis, \Ve propose, as it is usually done, the replacement of (1.1) by tbe more reali stic precise hypothesis ""T e think that tbe choice of E is more intuitive tban just selecting an arbitrary value for iro, usually 0.5 in the literature.
There are several comments in order to justif)1 this approa. ch. First, the \rdlue of € corresponding to iro = 0.5 can be obtained from Jlo-ool:::;~ ir(O)dO = 0.5, but in this case the values of € ",iII not be suitably "small" except for excessively peaked prior densities.
Secondly, if ir(O) is our prior infonnation tben ir~(O), the mixed prior, must be near ir(O) in some sense and if \Ve use the KuIIba. ck-Leibler infonnat ion measure,
as a measure of discrepancy between ir and ir~, it holds tbat 6( ir* lir ) goes to %:ero when E goes to zero. However il one uses rr¡ (O) = 0.5I{oo)(0) + 0.5I{O;i O o)(0)rr(0), then 5(rr¡ lrr ) = 0.693 and it does not seem that Ho can be approximated by Ho! in this case (see Appendix ).
In any case, whichever the \rdlue of iTo you choose, the posterior probability of the point null hypotbesis is given by In this paper we wish to establish that the posterior probability of the point nu11 hypothesis, wi th ou1' l11ethodology, is closer to the p-value than the posterior probability when the l11ass assigned to the point null is 11"0 = 0.5, at least in the problerns \Ve have ana ly:ted. Then, the cause oi" the discrepancy between the Bayesian and frequentist approxil11ations seel11S to be more clear in these situations.
THE JEFFREYS-LINDLEY PARADOX
Lindley (1) studies the point null hypothesis (1. 1) for a sample Xl, ... , X,¡ when the model is N(O, (11) , with (1'! knowIl , and the prior distribution is the il11proper uniform distribution over aJl !Jl. Then by (1. 6), 1 -11"0 211"
where 11"0 = J:oO!: 11"( O) dO = 2 E in accordance with (1 .4). If we take E = 0.1, l11aking Ho equivalent to Ho~ (see Berger and Delampady (3)) , Table 1 shows that the posterior probabili ty of the point nu11 hypothesis, column 2, and the p-va.lue, column 4, are close; whereas there is much more discrepancy with the posterior probabili ty when we take 11"0 = 0.5, column 5. Table 2 shows tha.t the posterior probabili ty of the null hypothesis and the p-va.lue are close, whereas it is clearly shown the di screpa.ney between the p-value and the posterior probability for Iio = 0.5. The prefixed value of € is adequate sinee the posterior probabilities oi" the point null hypothesis and interval null hypothesis are close, as it is shown in Ta.ble 2, columns 2 ancI 3.
On the other hand , ii" the va.lue to be ehosen direetly for Iio is 0.5, the posterior probabili ties of the point null hypothesis are mueh larger than the p-values. In order to make , with our methodology, P(Ho!lx) close to P(Ho lx, ;ro = 0.5), it is necessar y to choose é = 0.95 but in this case E is so great that tbe point nu11 hypotbesis does not seem to be equivalent to tbe intelYdl hypothesis. Now, the foUowing question arises: is it possible to choose an intelYdl for E, say (E[,E2), so tbat ta king a value of E in the interval and assigning ira as in (1.4) , the posterior probability of the point nuU hypothesis, (1.1) , and the p-value match?
Natura11y, there is a· vdlue of E, depending on the data , so that tbe p-value and tbe posterior probability of the point nuU hypothesis are equal, but this is not our objective.
The analysis of the Table 3 shows that if E is included in the intelYdl (1/ 15, 1/7) , then the posterior probabilities of the point null hypothesis are close to the p-values, for moderate vdlues of the observations. Furthermore, for a· vdlue of E in (1/15, 1/7) it ca n be observed in Table 3 that, coherently, the posterior probability of the point nuU hypothesis is near the posterior probability of the interval nuU hypothesis. Thus, in this situation, the ans"'er to the question stated aboye is affirmative. 
COMPARISO N BETWEEN THE P-VALUE AND T HE POSTERlOR PROBABILITY
In this section the different properties of the posterior probability observed in previous sections are rejoined.
Next theorem shows the beha, viour of the posterior probability of the point nuU hypothesis considered as a function of tbe ObSelYdtions and E, the half length of the interval nuU hypothesis.
The p-value is non' given by T he p-value, givcn by (4.1), can be numcrically equal to tho posterior probability of Ho by choosing a suitable value of e which, nat urally, wiII depend on thc observed vaIue t.
Really, wejust make (4.4) and (4.1 ) cqual, and then the value e(t) can be obtained fro111 { (2",,) '/2
(1 ) }-'
Too {e(t)) = 1 + 1'(01 ) 1'(1) -1 = '1'(1) 2{1 -<1> (1 )) -<p(al ) '1'(1) -,~+ oo 2{1 -<I> (I)} ancI this Iast limi t is infini te by the Mills' ratio. Then, the proposi tion hoIds.<> As a. consequence E(t), the value that equals the posterior probabili ty of R o a.nd the p-vaIue, is deo·easing since g(t) is den·easing. Then, ifwe have tI < t < t 2 we can get va lues of é such tha. t é(t 2 ) < é < E(tl) fOl" which the posterior probability and the p-va lue are alike.
For exarnple, with n = 10 and k = (1/ 2) 1/2, if tI = 1.645 then p(t l ) = 0.1 and , using (4.5), g(l') = 0.08 and similarly when 1 2 = 3.291 is ])(1 2 ) = 0.001 and g(1 2 ) = 0.036. Then, numeri caI calcuIus sho\\' that if \Ve take a value of é in the interval (0.065 , 0.143), the posterior probability is similar to the p-vaIue. It may be noted that these are the same "aIues obtained in the previous section.
Therefore it is clear that the answer raised aboye is affirmative ancI it is possibIe, in this setup , to choose E between two vaIues so that the posterior probabiIity is near to the p-vaIue when a. prior distri bution as in ( 1.4) is used .
On the other hand , if \Ve use a mixed pnor distribution as (1.3) wi tb a fixed value for iro, but not the vaIue given by (1.4), then the p-value is smaUer than the posterior probab ili ty oi" the null hypothesis. The followi ng theorem gives an llPper bound for the posterior proba.bili ty that males clear wha.t eIements have an inflllence on the approxima.tion between this probability and the p-vaIue. Proo¡' The prior distribu tion is given by rr r(9) = rr(B/ T)/T) with rr (9) synuuetric ahout zero¡ then it follows T hirdIy, fOl" é and íi fi..xed when the wU"iance of the prior distribution increases, the bound decreases. Therefore, in a.ll of thesc cases, C( ir 1 T , é) increases and thcn the uppcr bound of the posterior probability decreases amI comes dosel' to the p-va lue.
Although theoretica l proofs involve awkwanl illtegrals, we introduce a case where the undcrlying di stribution is non-normal using simulation tools. Considcr independcnt obse1'-vatiolls from a. Cauchy dist ribu tion , C(O, l ), and suppose that the prior over B is C(Oo, 2).
T hen, Table 4 shows the vaIues of é for which the p-value amI the posterior probability of the point null hypothesis are keep equal. Expel'iments': and has also been studied by Di ckey (16) . T his is a typical case in which t he point null hypothesis could be replaced by an interval one. The experiment tries to determine whcther cross-fcrtili zcd plants have a greater gl'Owing rate than self-fer tilized plants. Measurements of the diffel'enccs in hcight of pai1's of similarly grown plants were taken on a cer tain date.
ID
Then, if Xl , .. . , X " a, re the differences in height of 11 In thi s case, the prior sca le for (j'1, si, is taken equaJ to the sample vaúance, si = 4.71 88
.
Then, the parameters that we need to fix are Vo , V I , s& and € . Table 4 For a, fixed 30, the posterior probabilities are robust with respect to the shape va of the prior density of O and to the degree V1 of the prior di stribution of (1'2 . Moreover, it can be noted tha.t the posterior probability of the point null hypothesis tends to one when the conditional prior di spersion, 36, of O increases. That is, we can get a· posterior probability close to one just increasing 36, but it means tha.t if the prior distribution tends to give less knowledge about O then the posterior probability of the point null hypothesis becomes grea.ter. It does not look reasonable.
This behavior does not bappen with our methodology. For example, if we ta ke é = 0.2 and compute ;;0 as in (1.4), general robustness is apparent too, but no'" when 36 increases the posterior probability decreases as it is presented in Table 5 , obviously this beha, viour is more intuitive. Table 6 ; P(Holx, é = 0.2) rOl" Danvin's example As in previous sections and with our methodology, it is possible to get vdlues of E so that the posterior probability and the p-\rdlue match. In Table 6 we can see that for So = 2.5, the choice of E = 0.379 leads to a posterior probability of 0.05. In some situations, using our methodology, it is possible to get a better agreement between the posterior probability of the point nuII hypothesis, as a, measure of Bayesian evidence, ancI the classical p-value, as it is shown in the examples we ha, ve studied.
Furthermore, if suitable values of E are chosen, the differences between the posterior probability of the point null hypothesis and the p-vdlue are not so large as if the value for ira is taken 0.5 directly. Really, if in testing a point null hypothesis, a· mixed prior di stribution with ira = 0.5 is used , there wiII be a, remarkable di screpancy between Bayesian ancI classical evidence.
The E choosen must be such that the posterior probabilities of the point ancI intelYdl nuII hypotheses are similar, to be coherent with the substitution of Ha by Ho~. For the cases we have handled, these vdlues of E are within a limited range, see Tables 3 and 7 , where the corresponding p-values and posterior probabilities are also very similar. Also the comment in Section 1 may be considered: the vdlue of E for ira = 0.5 ca n be used to get the uppel· bound of E-however smaIIer values are recommended.
Using the Bayesian approach , this procedure gives a result close to the classicaI approadl in testing point nuII hypothesis as the situation observed in the one-sided testing problem.
APP ENDIX
Thcre is a. problcm in using (1.5) as a measurc of di screpancy between 7i and 7r~ because rr(B) is a dCll sity hut ,," (8) 
