Linguistic style is an essential part of written communication, with the power to affect both clarity and attractiveness. With recent advances in vision and language, we can start to tackle the problem of generating image captions that are both visually grounded and appropriately styled. Existing approaches either require styled training captions aligned to images or generate captions with low relevance. We develop a model that learns to generate visually relevant styled captions from a large corpus of styled text without aligned images. The core idea of this model, called SemStyle, is to separate semantics and style. One key component is a novel and concise semantic term representation generated using natural language processing techniques and frame semantics. In addition, we develop a unified language model that decodes sentences with diverse word choices and syntax for different styles. Evaluations, both automatic and manual, show captions from SemStyle preserve image semantics, are descriptive, and are style shifted. More broadly, this work provides possibilities to learn richer image descriptions from the plethora of linguistic data available on the web.
Introduction
An image can be described in different styles, for example, from a first-person or third-person perspective, with a positive or neutral sentiment, in a formal or informal voice. Style is an essential part of written communication that reflects personality [42] , influences purchasing decisions [30] and fosters social interactions [10, 37] . The analysis of linguistic styles [10, 39] and generating natural language descriptions [54] are two fast developing topics in language understanding and computer vision, but an open challenge remains at their intersection: writing a visually relevant sentence in a given style. Incorporating style into image captions will help to communicate image content clearly, attractively, and in a way that is emotionally appropriate. For this work, we focus on writing one sentence to describe an image.
Style traditionally refers [42] to linguistic aspects other than the message content. It can be defined in terms of a fixed set of attributes [39, 14] such as formality and complexity, or implicitly with a document collection from a single author [46] or genre [24] . The early works on stylistic image captioning model word changes [36] , and transformation of word embeddings [15] , but do not explicitly separate content and style. These works also require manually created, style specific, image caption datasets [36, 15] , and are unable to use large collections of styled text that does not describe images. We aim to address three gaps in the current solutions. The first is human-like style transfer: using large amounts of unrelated text in a given style to compose styled image captions. This is in contrast to existing systems that require aligned images and styled text. The second is representing an image so that the semantics are preserved while allowing flexible word and syntax use. The third is ensuring stylistic text remains descriptive and relevant to the image. We develop a model, dubbed SemStyle, for generating stylistically interesting and semantically relevant image captions by learning from a large corpus of stylised text without aligned images. Central to our approach is a separation of concerns regarding semantic relevance and style. We propose a novel semantic terms representation that is concise and promotes flexibility in word choice. This term representation consists of normalised words with part-ofspeech tag, and verbs generalised using the lexical database FrameNet [5] . Further, we develop a term generator for obtaining a list of terms related to an image, and a language generator that decodes the ordered set of semantic terms into a stylised sentence. The term generator is trained on images and terms derived from factual captions. The language generator is trained on sentence collections and is conditioned to generate the desired style. As illustrated in Figure 1 , the term generator produces train NOUN, Placing FRAME, station NOUN from the image, and the language generator produces sentences of different styles from this set of terms. Evaluated on both MSCOCO [8] and a corpus of romance novels [61] , the SemStyle system produced distinctively styled captions in 58.8% of cases, while retaining visual semantics as judged by the SPICE metric [1] . Evaluated subjectively by the crowd, SemStyle achieved an average descriptiveness of 2.97 (out of 4, larger is more descriptive), which is competitive with a purely descriptive baseline at 2.95. Since this descriptive baseline is the basis of the term generator we can conclude that SemStyle retains the descriptive accuracy of the underlying semantic model. Moreover, 41.9% of captions from SemStyle were judged to be telling a story about the associated image. The main contributions of this paper are as follows:
• A concise semantic term representation for image and language semantics, implemented with a neuralnetwork based term generator. • A method that uses semantic terms to generate relevant captions with wording flexibility. • A training strategy for learning to mimic sentencelevel style using both styled and descriptive corpora. • Competitive results in human and automatic evaluations with existing, and two novel, automated metrics for style. Dataset, models and evaluation results are released online 1 .
Related work
This work is closely related to recent work on recognising linguistic style, captioning images with additional information, and the new topic of generating stylistic captions.
The problem of identifying writing style to identify authors has received much interest. Many features have been proposed [46] to disentangle style and content including: lexical features [4, 3, 50] , bag of functional words [3] and Internet slang terms [4] . Paraphrasing, and word choice are shown to be important indicators of style [59, 39] . In online communities, writing style is shown to be indicative of personality [45] , vary across different online fora, and change throughout a discussion [40] . Synthesising text in a particular style is an emerging problem in natural language generation [16, 22] , but the quality of results is limited by the size of parallel text collection in two different styles [19] . In other cases the semantic content is not controlled and so may not be relevant to the subject such as an image or movie [14] . In this work we address both problems with respect to stylised image captioning.
Current state-of-the-art image captioning models consist of a Convolutional Neural Network [28] (CNN) for object detection, and a Recurrent Neural Network [13, 18] (RNN) for caption generation [12, 21, 25, 34, 54, 29, 60, 41, 49 ]. 1 https://github.com/computationalmedia/semstyle These two components can be composed and learnt jointly through back-propagation. Training requires hundreds of thousands of aligned image-caption pairs, and the resulting captions reflect the purely descriptive style of the training data. Generalising image caption generators beyond the standard caption datasets (such as MSCOCO [8] ) is thus of interest. Some captioning systems are designed to generalise to unseen objects [33, 2, 52] ; Luong et al. [31] exploit other linguistic tasks via multi-task sequence learning; Venugopalan [53] show that additional text improves the grammar of video captions. While this work leverages the general idea of multi-task learning, our specific proposal for separating semantics and style is new, as is our model for generating stylistic text.
Neural-storyteller [24] generates styled captions by retrieving candidate factual captions [25] , embedding them in a vector space [26] , shifting the embeddings by the mean of the target style (e.g. romance novels) before finally decoding. The resulting captions are representative of the target style but only loosely related to the image. Our earlier SentiCap system [36] generates captions expressing positive or negative sentiment. Training employs a switching RNN to adapt a language decoder using a small number of training sentences. This approach needs an aligned dataset of image captions with sentiment, and word-level annotations to emphasize words carrying sentiment. The StyleNet system [15] uses a factored weight matrix to project word embeddings. Style is encoded in this factored representation while all other parameters are shared across different styles. This approach uses styled image-captions pairs for learning. To best of our knowledge, no stylistic image caption system exists that is grounded on images, adapts both word choice and syntactic elements, and is able to learn on large collections of text without paired images.
Our Approach
We propose a novel encoder-decoder model for generating semantically relevant styled captions. First this model maps the image into a semantic term representation via the term generator, then the language generator uses these terms to generate a caption in the target style. This is illustrated in Figure 2 .
The lower left of Figure 2 describes the term generator, which takes an image as input, extracts features using a CNN (Convolutional Neural Network) and then generates an ordered term sequence summarising the image semantics. The upper right of Figure 2 describes the language generator, which takes the term sequence as input, encodes it with an RNN (Recurrent Neural Network) and then using an attention based RNN decodes it into natural language with a specific style. We design a two-stage learning strategy enabling us to learn the term generator network using only a standard image caption dataset, such as MSCOCO [8] , and learn the language generator network on styled text data, such as romantic novels. The remainder of this section introduces our semantic representation and encoder-decoder neural network, while the learning method is discussed in Section 4.
Semantic term representation
To generate image captions that are both semantically relevant and appropriately styled, our structured semantic representation should capture visual semantics and be independent of linguistic style. We would like all semantics to be represented in the image, while language constructs that are stylistic in nature can be freely chosen by the language generator. Our representation also needs to fully capture the semantics, to avoid teaching the language generator to invent semantics. Since we also wish to train the language generator without images, we need a representation that can be extracted from text alone. In Section 6, we show this semantic sequence preserves the majority of real-world image and text semantics.
Formally, given a sentence w = {w 1 , w 2 , · · · , w n } with w i ∈ V in , we define a set of rules mapping it to our ordered semantic terms x = {x 1 , x 2 , · · · , x M }, x i ∈ V term . Our goal is to define a set of semantic terms and mapping rules broad enough to encompass the semantics of both images and stylistic texts, and yet specific enough to avoid encoding style. Inspired by computational stylistics we construct three sets of rules: A. Filtering non-semantic words. Function words are known to encode style rather than semantics, and are often used in authorship identification models [3, 50, 4] . Here we remove function words in order to encode semantics and strip out style. From input sentence s, we filter English stopwords and a small list of additional terms, either informal e.g. "nah", the result of tokenization e.g. "nt", or numbers e.g. "one", "two". Using Parts Of Speech (POS) tags we further remove: punctuation, adverbs, adjectives, pronouns and conjunctions. This importance ordering of POS types is derived from a data-driven perplexity evaluation described in the supplement [35] . Throughout this process we preserve common collocations such as "hot dog" and "fire hydrant". These collocations are from a pre-defined list, but automatic approaches [56] could also be used. B. Lemmatization and tagging. Words from a sentence are converted to semantic terms to remove common surface variations. For most words we choose to lemmatize and concatenate with the POS tag, e.g. "rock" becomes "rock NOUN". Lemmatization allows terms to be used more freely by the language generator, enabling stylistic choices such as tense and active/passive voice. POS tags distinguish among different senses of the same word, for example the verb "rock" and the noun "rock" are disparate. We use the spaCy 2 natural language toolkit for lemmatization and POS tagging. C. Verb abstraction.
Verbs are replaced with a FrameNet [5] frame, preserving much of the semantics without enforcing a particular word choice. FrameNet is a lexical database of semantic frames, which are a conceptual structure for describing events, relations, or objects along with their participants. For example, sitting, laying, parking all map to the Placing semantic frame. Table 1 contains five commonly used verb frames. We use the semantic role labelling tool SEMAFOR [27] to annotate frames. We then map these raw frames into a reduced frame vocabulary, consisting of frames occurring over 200 times in the MSCOCO training set. Out-of-vocabulary frames are mapped to an in-vocabulary ancestor via the FrameNet hierarchy. Failing this, the frame is filtered out. Intuitively, frames not occurring frequently in the MSCOCO set, and with no frequent ancestors, are unlikely to be visually grounded -for example the frame Certainty, with word lemmas believe and trust, is a frame with no obvious visual grounding.
The order of semantic terms is identical to the order in the original sentence. Results (Sec 6) show training with this ground truth ordering helps performance.
Generating semantic terms from images
We design a term generator network that maps an input image, denoted I, to an ordered sequences of seman- 
This is achieved with a CNN+RNN structure inspired by Show and Tell [54] , and illustrated in the lower left of Figure 2 . The image feature is extracted from the second last layer of the Inception-v3 [48] CNN pre-trained on ImageNet [43] . It passes through a densely connected layer, and then is provided as input to an RNN with Gated Recurrent Unit (GRU) cells [9] . The term list x is shorter than a full sentence, which speeds up training and alleviates the effect of forgetting long sequences.
At each time-step i, there are two inputs to the GRU cell. The first is the previous hidden state h i−1 summarising the image I and term history x 1 , ..., x i−1 , the second is the embedding vector E xi of the current term. A fully connected layer with softmax non-linearity takes the output h i and produces a categorical distribution for the next term in the sequence x i+1 . Argmax decoding can be used to recover the entire term sequence from the conditional probabilities:
We set x 1 to be a beginning-of-sequence token and terminate when the sequence exceeds a maximum length or the end-of-sequence token is generated.
Generating styled descriptions
The language generator, shown in the upper right of Figure 2 , maps from a list of semantic terms to a sentence with a specific style. For example, given the term list "dog NOUN", "Self motion FRAME", "grass NOUN", a suitable target can be "The dog bounded through the fresh grass.". Given the list of semantic terms x, we generate an output caption y = {y 1 , y 2 , y t , ..., y L }, y t ∈ V out -where V out is the output word vocabulary. To do so, we learn an RNN sequence-to-sequence language generator network with attention over the input sequence, using styled text without corresponding paired images.
The encoder component for sequence x consists of a Bidirectional RNN [44] with GRU cells and a learn-able term to vector embedding. The Bidirectional RNN is implemented as two independent RNNs running in opposite directions with shared term embeddings. Hidden outputs from the forward RNN h fwd,i and the backward RNN h bak,i are concatenated to form the hidden outputs of the encoder h enc,i = [h fwd,i , h bak,i ]. The last of these hidden outputs is used to initialise the hidden state of the decoder h dec,0 = h enc,M . The decoder itself is a unidirectional RNN (only a single forwards RNN) with GRU cells, learnable word embeddings, attention layer, and a softmax output layer.
The attention layer connects selectively weighted encoder hidden states directly to decoder cells, using weightings defined by a learnt similarity (Equations 2 & 3) . This avoids compressing the entire sequence into a single fixed length vector which improves performance in sequence-tosequence modelling [58, 47, 32] . Attention vector a t = (a t,1 , ..., a t,i , ..., a t,M ) quantifies the importance of the input term i to the current output time-step t. We compute the attention vector as a softmax over similarity v t with learnt weight matrix W a , defined as:
Using the attention we compute a context vector that summarises the important hidden outputs of the encoder for the current decoder time step. The context vector at step t is defined as a weighted sum of the hidden outputs:
To produce the output distribution we concatenate the context vector c t with the hidden output of the decoder component h dec,t , and apply a fully connected layer with softmax non-linearity:
Here |V out | denotes the output vocabulary size, [c t , h dec,t ] denotes vector concatenation, W out , b out are both learnt parameter of the output layer, and t is an index to the current element of the decoded sequence.
Learning with Unpaired Styled Texts
The SemStyle network learns on existing image caption datasets with only factual descriptions, plus a large set of styled texts without aligned images. To achieve this, we develop a two-stage training strategy for the term generator and language generator.
Training the term generator
We train the term generator network on an image caption dataset with factual descriptions, such as MSCOCO.
The ground truth semantic sequence for each image is constructed from the corresponding ground truth descriptive captions by following the steps in Section 3.1.
For each image, the loss function is the mean categorical cross entropy over semantic terms in the sequence:
Herex denotes ground truth terms. At training time the input termsx i−1 ...x 1 are ground truth -this is the common teacher forcing technique [57] . We found that schedule sampling [6] -where sampled outputs are fed as inputs during training -did not improve performance, despite recent work on longer sequences achieving small gains [55] .
Training the language generator
The language generator described in Section 3.3 takes a semantic term sequence x as input and generates a sentence y in the desired style. To create training data we take a training sentence y and map it to a semantic sequence x according to the steps in Section 3.1. The loss function is categorical cross entropy.
We train the language generator with both styled and descriptive sentences. This produces a richer language model able to use descriptive terms infrequent in styled sentences. Training only requires text, making it adaptable to many different datasets.
Concatenating both datasets leads to two possible output styles; however, we wish to specify the style. Our solution is to provide a target-style term during training and testing. Specifically, our language generator network is trained on both the descriptive captions and the styled text with a target-style term, indicating provenance, appended to each input sequence. As our encoder is bidirectional we expect it is not sensitive to term placement at the beginning or end of the sequence, while a term at every time step would increase model complexity. This technique has previously been used is sequence-to-sequence models for many-to-many translation [20] . In Section 6 we demonstrate that purely descriptive or styled captions can be generated from a single trained model by changing the target-style term.
Evaluation settings
Both the term generator and language generator use separate 512 dimensional GRUs and term or word embedding vectors. The term generator has a vocabulary of 10000 terms while the language generator has two vocabularies: one for encoder input another for the decoder -both vocabularies have 20000 entries to account for a broader scope. The number of intersecting terms between the term generator and the language generator is 8266 with both datasets, and 6736 without. Image embeddings come from the second last layer of the Inception-v3 CNN [48] and are 2048 dimensional.
Learning uses mini-batch stochastic gradient decent method ADAM [23] with learning rate 0.001. We clip gradients to [−5, 5] and apply dropout to image and sentence embeddings. The mini-batch size is 128 for both the term generator and the language generator. For the language generator each mini-batch is composed of 64 styled sentences and 64 image captions. To achieve this one-to-one ratio we randomly down-sample the larger of the two datasets at the start of each epoch.
At test time both the term generator and the language generator use greedy decoding: the most likely word is chosen as input for the next time step. The code and trained models are released online 1 .
Datasets
Descriptive image captions come from the MSCOCO dataset [8] of 82783 training images and 40504 validation images, with 5 descriptive captions each. It is common practice [54] to merge a large portion of this validation set into the training set to improve captioning performance. We reserve 4000 images in the validation set as a test set, the rest we merged into training set. The resulting training set has 119287 images and 596435 captions.
The styled text consists of 1567 romance novels from bookcorpus [61] -comprising 596MB of text and 9.3 million sentences. We filter out sentences with less than 10 characters, less than 4 words, or more than 20 words. We further filter sentences not containing any of the 300 most frequent non stop-words from the MSCOCO dataset -leaving 2.5 million sentences that are more likely to be relevant for captioning images. Our stop-word list is from NLTK [7] and comparisons are on stemmed words. For faster training and to balance the styled and descriptive datasets we further down-sample to 578,717 sentences, with preference given to sentences containing the most frequent MSCOCO words. We remove all but the most basic punctuation (commas, full stops and apostrophes), convert to lower-case, tokenise and replace numbers with a special token.
The StyleNet [15] test set was not released publicly at the time of writing, so we could not use it for comparisons.
Compared approaches
We evaluate 6 state-of-the-art baselines and 7 variants of SemStyle -extended details are in the supplement [35] .
CNN+RNN-coco is based on the descriptive Show+Tell model [54] , TermRetrieval uses the term generator to generate a list of words, which are then used to retrieve sentences from the styled text corpus. StyleNet generates styled captions, while StyleNet-coco generates descriptive captions. Both are a re-implementation of the Gan et al. [15] model with minor modifications to ensure convergence on our dataset. neural-storyteller is a model trained on romance text (from the same source as ours) and re-leased by Kiros [24] . JointEmbedding maps images and sentences to a continuous multi-modal vector space [25] , and uses a separate decoder, trained on the romance text, to decode from this space.
SemStyle is our full model. SemStyle-unordered is a variant of SemStyle with a randomised semantic term ordering; SemStyle-words is a variant where the semantic terms are raw words -they are not POS tagged, lemmatized or mapped to FrameNet frames; SemStyle-lempos is a variant where the semantic terms are lemmatized and POS tagged, but verbs are not mapped to FrameNet frames; SemStyle-romonly is SemStyle with the language generator trained only on the romantic novel dataset. SemStylecocoonly is SemStyle trained only on the MSCOCO dataset. SemStyle-coco is SemStyle trained on both datasets but with a MSCOCO target-style term used at test time to indicate descriptive captions should be generated.
Evaluation metrics
Automatic relevance metrics. Widely-used captioning metrics such as BLEU [38] , METEOR [11] and CIDEr [51] are based on n-gram overlap. They are less relevant to stylised captioning since the goal is to change wording while preserving semantics. We include them for descriptive captions ( Table 2) ; results for stylised captions are in the supplement [35] . The SPICE [1] metric computes an fscore over semantic tuples extracted from MSCOCO reference sentences [8] . This is less dependent on exact n-gram overlap, and is strongly correlated with human judgements of descriptiveness. In the following we interchangably use the terms descriptiveness and relevance. Automatic style metrics. To the best of our knowledge, there are no well-recognised measures for style adherence. We propose three metrics, the first two use a language model in the target style, the second is a high-accuracy style classifier. LM is our first language model metric, it is the average perplexity in bits per word under a 4-gram model [17] built on the romance novels. Lower scores indicate stronger style. The GRULM metric is the bits per word under a GRU language model, with the structure of the language generator decoder without attention. The CLassifier Fraction (CLF) metric, is the fraction of generated captions classified as styled by a binary classifier. This classifier is logistic regression with 1,2-gram occurrence features trained on styled sentences and MSCOCO training captions. Its crossvalidation precision is 0.992 at a recall of 0.991. We have released all three models 1 . Human evaluations of relevance and style. Automatic evaluation does not give a full picture of a captioning systems performance [8] ; human evaluation can help us to better understand its strengths and weaknesses, with the end user in mind. We evaluate each image-caption pair with two crowd-sourced tasks on the CrowdFlower 3 platform. The first measures how descriptive a caption is to an image on a four point scale -from unrelated (1) to clear and accurate (4). The second task evaluates the degree of style transfer. We ask the evaluator to choose among three mutually exclusive options -that the caption: is likely to be part of a story related to the image (story), is from someone trying to describe the image to you (desc), or is completely unrelated to the image (unrelated). Note that most sentences in a romance novel are not identifiably romantic once taken out of context. Being part of a story is an identifiable property for a single sentence. We choose this over shareability, as used by Gan et al. [15] , since being part of a story more concisely captures the literary quality of the styled text. We separate the descriptiveness and story aspects of human evaluation, after pilot runs found that the answer to descriptiveness interferes with the judgement about being part of a story.
Using each method we caption the same 300 random test images, and evaluate each with 3 workers -a total of 900 judgements per method. More details on the crowd-sourced evaluation, including a complete list of questions and guideline text, can be found in the supplement [35] . Table 2 summarizes measurements of content relevance against factual (MSCOCO) captions. Table 3 and Figure 3 report automatic and human evaluations on caption style learned from romance novels. Evaluating relevance. SemStyle-coco generates descriptive captions because the descriptive target-style term is used. It achieves semantic relevance scores comparable to the CNN+RNN-coco, with a SPICE of 0.157 vs 0.154, and BLEU-4 of 0.238 for both. This demonstrates that using semantic terms is a competitive way to distil image semantics, and that the term generator and language generator constitute an effective vision-to-language pipeline. Moreover, SemStyle can be configured to generate different caption styles just by changing the target-style term at test time -the complement of the CLF metric shows SemStyle-coco captions are classified as descriptive in 99.7% of cases. Evaluating style. SemStyle succeeds in generating styled captions in 58.9% of cases, as judged by CLF, and receives a SPICE score of 0.144. The baselines TermRetrieval, neuralstoryteller and JointEmbedding have significantly higher CLF scores, but much lower SPICE scores. TermRetrieval produces weakly descriptive sentences (SPICE of 0.088) because it is limited to reproducing the exact text of the styled dataset which yields lower recall for image semantics. Both neural-storyteller (SPICE 0.057), and JointEmbedding (SPICE 0.046), decode from a single embedding vector allowing less control over semantics than SemStyle. This leads to weaker caption relevance. StyleNet-coco produces factual sentences with comparable BLEU and SPICE scores. However, StyleNet produces styled sentences less frequently (CLF 41.5%) and with significantly lower semantic relevance -SPICE of 0.010 compared to 0.144 for SemStyle. We observe that the original StyleNet dataset [15] mostly consists of factual captions re-written by adding or editing a few words. The romance novels in the book corpus, on the other hand, have very different linguistic patterns to COCO captions. We posit that the factored input weights in StyleNet work well for small edits, but have difficulty capturing richer and more drastic changes. For Sem-Style, the semantic term space and a separate language generator make it amenable to larger stylistic changes. Coverage of semantic terms. We find that most of the terms generated by the term generator are represented in the final caption by the language generator. Of the Non-FrameNet terms 94% are represented, while 96% of verb frames are represented. Evaluating the full SemStyle pipeline involves mapping generated and ground truth captions to our semantic term space and then calculating multireference precision (BLEU-1) and recall (ROUGE-1). Sem-Style gets a higher precision 0.626 and recall 0.517 than all styled caption baselines, and is close to the best descriptive model SemStyle-cocoonly with precision 0.636 and recall 0.531. Full results are in the supplement [35] . Human evaluations are summarised in Figure 3 , tabular results and statistical significance testing are in the supplement [35] . Figure 3 Figure 3 (b) summarises crowd-worker choices among being story-like, descriptive, or unrelated. The two Sem-Style variants have the lowest (< 25%) fraction of captions that are judged unrelated. SemStyle generates story like captions 41.9% of the time, which is far more frequently than the CNN+RNN-coco trained on MSCOCO at 6.2%. neuralstoryteller produces captions that are judged as story like 52.6% of the time, but at the expense of 44.2% completely unrelated captions. TermRetrieval produces captions that are story like 55.5% of the time and unrelated only 26.0% of the time; however, as shown in Figure 3(a) , the relevance to images is low.
Results
We calculate the correlation between the three new style Table 3 highlight trade-offs among variants of SemStyle. Randomly ordering the semantic terms during training and testing, SemStyle-unordered, leads to captions with less semantic relevance, shown by a SPICE of 0.134 compared to 0.144 for the full model. They also conform less to the target style with a CLF of 0.501 compared to 0.589. Using a raw word term space SemStyle-words (without FrameNet, lemmatization or POS tags) gives similar semantic relevance, SPICE of 0.146 to the full models 0.144, but less styling with CLF at 0.407. Using verb lemmas rather than FrameNet terms as in SemStyle-lempos, has a similar effect, with a slight increase in SPICE to 0.148 and a decrease in style to a CLF of 0.533. This clearly demonstrates the three components FrameNet, lemmatization and POS tags all contribute to remove style from the intermediate representation, and thus lead to output in the target style.
Learning from both datasets improves caption relevance. If we only train on the romantic novel corpus as in SemStyle-romonly, we find strong conformity to the target style (CLF 0.770) but less semantic relevance, SPICE 0.138. Without the joint training some semantics terms from the MSCOCO dataset are never seen by the language generator at training time -meaning their semantic content is inaccessible at test time. Our joint training approach avoids these issues and allows style selection at test time.
Example captions. Figure 4 shows four success cases on the left (a,b,c,d) and two failures on the right (e,f). The success cases are story-like, such as "The woman stepped underneath her umbrella and walked in the rain." rather than "A woman walking with an umbrella in the rain.". They also tend to use more interesting verbs (due to FrameNet) -"He pulled out a horse carriage and charged down the street". We note SemStyle examples use more past tense (c), definite articles (b,d), and first person view (e,f) -statistics are included in the supplement [35] . The failures are caused by the term generator incorrectly identifying cows in the image (top row), or word use ("juicer") by the language generator that is grammatically correct, but contradicts commonsense (bottom row).
Conclusion
We propose SemStyle, a method to learn visually grounded style generation from texts without paired images. We develop a novel semantic term representation to disentangle content and style in descriptions. This allows us to learn a mapping from an image to a sequence of semantic terms that preserves visual content, and a decoding scheme that generates a styled description. Future work includes learning from a richer set of styles, and developing a recognised set of automated and subjective metrics for styled captions.
