Abstract. In this article we consider finite volume methods based on a nonuniform grid. Finite volume methods are compared to finite differences methods based on a related grid. As an application, various convergence results are proved for the finite volume functions spaces and for some model elliptic and parabolic boundary value problems using these discretization spaces
Introduction
Finite volume methods with triangular, rectangular or rectangular-like meshes have been extensively studied in the engineering literature because of their appealing physical property of local conservation (conservation in the volume element, see e.g. [11, 12, 14, 18, 19, 23, 24, 25] ). For the same reasons there is now a growing interest in these methods in geophysical fluid dynamics (see e.g. [15] and [21] ). From the mathematical and numerical analysis points of view, these methods have been very successfully studied in the triangular case by a number of authors, see the excellent monography by R. Eymard, T. Gallouet and R. Herbin in the Handbook of Numerical Analysis [7] , and even more recent references such as [2, 3, 4, 5, 6, 10] .
The analysis method used in [7] and in the related articles above is based on tools specifically developed for finite volumes (triangular elements) using a compactness property. The aim of this article is to develop an approach to the numerical analysis of finite volumes (FV) using the general basic framework (see e.g. [1] , [13] , as well as some modifications in [20] ); here we consider rectangular elements and intend, in the future, to consider more general quadrilateral elements in dimension two or parallelepiped like volumes in dimension three. This approach is based on the comparison of finite volumes and finite difference methods which use related, nonuniform rectangular meshes. This point of view, beside resolving the puzzling disparity between the numerical analysis of finite volumes and the many other discretization methods (Galerkin, spectral and pseudo-spectral finite differences, finite volumes,. . . ) allows the utilization of general results, such as those in [20] , with a minimal amount of work.
Another motivation of this work is that FV are becoming very important in geophysical fluid dynamics, for the reason recalled aboved. For this and other aspects of geophysical fluid dynamics see the forthcoming volume of the Handbook of Numerical Analysis [21] and [22] .
Space dimension one
In this section, the one-dimensional case is developed with some details as the techniques and notations used in this case will be needed in higher dimension. First, in Section 2.3, the setting for FD space approximations and the related results of stability and convergence are recalled from [1, 20] with some adjustment due to the use of non-uniform meshes. Next in Section 2.2, we lay the framework for the discrete FV setting from which the FV space approximation and its stability and convergence results are built through the comparison between FD and FV spaces in Section 2.3.
We start by describing the generation of the FV mesh and we then describe the associated FD mesh. The 1-D FV grid is obtained by first choosing the meshes h 1 , . . . , h N > 0 and then the points x 1 2 , . . . , x N+ 1 2 so that: We then define the associated FD mesh by the following mesh points: x 0 = 0, x i = x i , i = 1, . . . , N, x N+1 = 1.
We also set h := min N i=1 h i , h := max N i=1 h i . When passing to the limit h → 0, we will assume that the mesh is quasi-uniform, that is there exists some fixed α, 0 < α < 1, such that (2.1) h ≥ αh.
Since N hα ≤ N h ≤ N i=1 h i = 1, (2.1) implies that (2.2) N h ≤ α −1 .
The approximation of H
1 0 (0, 1) by finite differences with a quasi-uniform mesh. This part is not new but necessary for setting up the notations which later on will be used for the comparison of the two methods. For both methods, we will use the basic general framework of [1, 20] (see below after (2.10)). The space of step functions in finite differences. Let us define It is easy to see that 
We define the FD discrete space V h by: The discrete derivative operators in finite differences. The intervals of constancy for the FD discrete derivative operators are the intervals K i+ 
is the characteristic function of K i ; we indeed define the FD discrete derivative of u h to be (2.6)
on K i+ 1 2 , i = 0, . . . , N.
Scalar products and norms on
We recall the FD discrete Poincaré inequality (see e.g. [20] ) To construct the corresponding external approximation of V = H 1 0 (0, 1), we consider (see Fig.  4 ) the spaces F = (L 2 (0, 1)) 2 , and W h = V h and the maps defined as follows: -ω an isomorphism from V into F given by
Here C 2 c (0, 1) is the space of C 2 real functions with compact support in (0, 1), this space is being dense in H 1 0 (0, 1) and L 2 (0, 1). By the Poincaré inequality (2.9), we have (2.14)
We recall that the approximation of V is stable if
) ≤ constant independent of h, and the approximation is convergent if the following conditions hold, (see [1] and also [20] )
By (2.14), we promptly see that the approximation is stable. The FD approximation is known to be convergent, the proof for (C1) is based mostly on the application of Taylor's formula, and the proof for (C2) is based on a discrete integration by parts argument, the proof is a slight extension to the nonuniform mesh of that in [1] , [20] .
The approximation of H
1 0 (0, 1) by finite volumes with a quasi-uniform mesh. In this section, we will give the setting for the FV methods. We start by describing the FV space of step functions.
The space of step functions in finite volumes
The intervals of constancy of the step functions for finite volumes are defined to be the intervals K i , i = 0, . . . , N + 1, see Fig. 5 . Here we define the fictitious control volumes at the boundary points 0 and 1, that is
), and
), where
We then define the discrete FV space V h by
Note that (2.19) (0, 1) is exactly the union of the intervals K i , i = 1, . . . , N and of the intervals K j , j = 0, . . . , N + 1.
The discrete derivative operators in finite volumes. We set
The intervals of constancy of the discrete derivative operators in finite volumes are the intervals K i++ 1 2 , (see Fig. 6 and below) It is noteworthy that
we define the discrete FV derivative of u h as follows
Scalar products and norms on
The following also holds in FV:
Lemma 2.2. Discrete Poincaré's inequality. We have
. . , N }, by the Schwarz inequality we see that
External approximation of H 1 0 (0, 1) by finite volumes. We consider the diagram (2.10) as in the FD case. However, the space settings are now: 
and
The extension of r h to all of V is as in [20] . By the Poincaré inequality (2.27), we have
and this approximation of V is stable. The approximation is also convergent and the convergence proof is given below. We would like to emphasize here that a direct proof like in FD for (C2) is not available due to the weak (but not strong) convergence of the companion discrete FV derivative δ h in the discrete integration by parts(2.31); see below. To overcome this, we will define and use in the next section the map between the FD and FV spaces. We now prove (C1) and make explicit the difficulty for the direct proof of (C2).
As in the FD case it suffices to check this property for u ∈ V, see [20] . Let x ∈ (0, 1); then x ∈ K i for some i ∈ { 1, . . . , N }, and we have
and hence in L 2 (0, 1), as h → 0. To prove that ∇ h r h u → u , first notice that x i is the center of K i , and thus by Taylor's formula we have
Also x ∈ K j+ 1 2 for some j ∈ { 0, . . . , N }. We consider first the case where j ∈ { 0, . . . , N − 1}; we have
By Taylor's formula, we find
8 ,
(the case j = N is similarly treated). We have
Noting that h1
Again by Taylor's formula, we obtain
Therefore, for all x ∈ (0, 1), we have
The verification of this property will be given in Section 2.3. We only make explicit here the difficulty which is well known in the analysis of finite volumes. Let u h ∈ V h , with p h u h → φ in F weakly. To conclude that φ 1 ∈ H 1 0 (0, 1) and φ 2 = φ 1 we use the following integration by parts for ϕ ∈ D(0, 1):
Now the difficulty is that, unlike with finite differences, δ h ϕ tends to ϕ | (0,1) weakly but not strongly in L 2 (0, 1) as h tends to zero and this in fact, explains why the numerical analysis of finite volume methods is less easy than that of finite differences. To see that δ h ϕ does not tend to ϕ | (0,1) strongly in L 2 (0, 1), one shows with elementary calculations that
If we choose h i = h for i odd and
)/2h i = 3/4 for i odd and
)/2h i = 3/2 for i even. From this and (2.33), and taking into account the length of the intervals K i one can show easily that δ h ϕ converges to ϕ weakly in L 2 (0, 1), but not strongly.
2.3.
A map between the FD and FV spaces and application. First, we recall in Fig. 7 the intervals of constancy in finite differences and finite volumes, namely the K i and K i :
Step functions in FV and FD.
We then define the map Λ h : V h → V h between the FD and FV spaces by setting
and thus its inverse Λ
We remark here that the values of the step functions on the boundary intervals in finite differences are u 0 = u N+1 = 0 and in finite volumes are
Let us first state a result giving the relation between the discrete derivatives in finite differences and in finite volumes.
we have
Proof. We prove (2.36), the proof for (2.37) is exactly the same.
.
Ki and therefore by definition of ∇ h , we have
, and K i+
The following lemma is an easy consequence of Lemma 2.3:
Proof. We prove (2.39), the proof of (2.40) is similar. We write:
We are now ready to prove the main result of this section, that is to prove (C2) for finite volumes:
Proposition 2.1. With the settings and hypotheses in Section 2.2, (C2) holds true for finite volumes.

Proof. Consider a family
For the first statement of (2.41), it suffices to observe with Lemma 2.5 that
. Thus (2.41) is valid and the proof of (C2) for FV is complete.
Space dimension two
Similarly to the work in dimension one we start by describing the 2-D FV mesh of Ω = (0, 1) 2 and then the associated FD mesh. We obtain the FV mesh by choosing the meshes h , y N+ 1 2 ) so that:
The cells (finite volumes) are the rectangles
We then define the (x i , y j )'s that are the centers of the cells
The FV grid appears in Fig. 8 . For the associated 2-D FD mesh, the mesh points are the
When passing to the limit h → 0, we will assume that the mesh is quasi-uniform, that is there exists some fixed α, 0 < α < 1, such that
(Ω) by finite differences with quasi-uniform meshes. Let us recall the FD setting; this is a slight extension of [1, 20] to nonuniform meshes. Let
We define the FD cells to be the rectangles We also define the following length meshes
The following relations with the FV length meshes will be useful later on:
Space of step functions in finite differences
The domains of constancy for the step functions in finite differences are the rectangles K ij , i = 0, . . . , M +1, j = 0, . . . , N +1. The FD space of step functions is thus defined as (3.8) V h = Space of step functions constant on K ij , i = 0, . . . M +1, j = 0, . . . , N +1, and s.t.
The domains of constancy for the FD discrete derivatives are the rectangles:
, y j+ 1 2 , i = 0, . . . , M, j = 0, . . . , N +1,
we define the FD discrete partial derivatives as:
Scalar products and norms on
Let us also recall the well known discrete Poincaré inequality Lemma 3.1. For u h ∈ V h and α as in (3.1), we have
and hence
, whereas the maps are defined by
By the Poincaré inequality (3.14), we have
By (3.19), we see that the approximation is stable. The approximation is also convergent, the proof for (C1) is based mostly on the application of Taylor's formula, and the proof for (C2) is based on a discrete integration by parts argument, as in dimension one (see [20] ).
Approximation of H
(Ω) by finite volumes with quasi-uniform meshes. To enforce boundary conditions, we define the fictitious boundary cells
, y j+ 1 2 ), and
2 appears in Fig. 10 . 
Discrete FV partial derivatives. The domains of constancy for the discrete FV partial derivatives are as follows:
More precisely for u h ∈ V h ,
we define the discrete FV partial derivatives as The following relationship with the FD meshes is useful:
Scalar products and norms on V h
The scalar product and norm (·, ·)
are the scalar product and norm of their restrictions to Ω.
whereas ((·, ·))
Like in the FD case, we also have a discrete Poincaré inequality Lemma 3.2. Let u h ∈ V h and α be as in (3.1); we have
Proof. We prove the first inequality in (3.29), the second one is established similarly. Let
. . , N } we have by the Schwarz inequality
External approximation of H 1 0 (Ω) by finite volumes. We consider again the diagram (2.10) with now
, and the maps are defined by
By the Poincaré inequality (3.29), we have
and the approximation is stable. Now we will establish the convergence property (C1), but as in dimension 1, the convergence property (C2) will be established later on, suing a suitable comparison between FV and FD.
It suffices to check this property for u ∈ V like in the FD case, see [20] .
Then we have, for (x, y)
∈ K ij r h u(x, y) − u(x, y) = u(x i , y j ) + O(h 2 ) − u(x, y) = ∇u(ξ x , ξ y )(x − x i , y − y j ) + O(h 2 ) ≤ sup |∇u| (h x i ) 2 4 + (h y j ) 2 4 + O(h 2 ) ≤ sup |∇u| h √ 2 + O(h 2 ) → 0 as h → 0.
This bound is independent of i, j, thus r
h u → u in L ∞ (Ω) and hence in L 2 (Ω) as h → 0. Asssume that (x, y) ∈ K i+ 1 2 j for some i ∈ { 1, . . . , M − 1}, j ∈ { 0, . . . , N } or (x, y) ∈ K 1 2 j K M+ 1 2 j , j ∈ { 0, . . . , N }. Assume for example that (x, y) ∈ K i + 1 2 j for i ∈ { 0, . . . , M − 1}, j ∈ { 0, . . . , N } (the case (x, y) ∈ K 1 2 j or (x, y) ∈ K M+ 1 2 j , j ∈ { 0, .
. . , N } is treated in the same fashion); we find
∇ x h r h u(x, y) − D x u(x, y) = (r h ) | K i +1 j u(x, y) − (r h ) | K i j u(x, y) h x i + 1 2 − D x u(x, y) = u(x i +1 , y j ) − u(x i , y j ) + O(h 2 ) h x i + 1 2 − D x u(x,
y) .
By Taylor's formula, we have
where
) and ξ 2 ∈ (x i + 1 2
, x i +1 ). Thus we obtain
Thus
. Thus p h r h u → ωu in F, and (C1) is proven.
3.3.
A map between the FD and FV spaces and application. To begin, on Fig. 11 , we compare the cells of constancy for the FD step functions (dashed lines) and for the FV step functions (solid lines on). At the boundary of the grid, let us recall from (3.3) that (3.37)
We now define the map Λ h : V h → V h between the FD and FV spaces by setting:
and its inverse Λ
We will establish the relations between a function in the FD space and its image in the FV space (and vice versa) in the following lemmas. This will be then used for the proof of property (C2) for finite volumes for which we will use these relations and the already available property (C2) in finite differences.
is an isomorphism and we have:
and therefore
, we see that (3.40) and (3.41) easily imply (3.42). We prove the first inequality (3.40), the others are proved in the same way. We have:
Using (3.25), we find
The following relationship between the FD and FV step functions is also valid in dimension two.
Lemma 3.4. Suppose that u h ∈ V h , and u h ∈ V h . Then
Proof. We will prove (3.43), the proof of (3.44) is similar.
; then with the boundary conditions on V h , we have 
Here we use the fact that K ij is the union of its intersections with the K i j±1 , K i±1 j and K i±1 j±1 and of a "central" region where u h and Λ
−1
h u h coincide (by definition of Λ h ).
Using the inequality (a + b) 2 ≤ 2(a 2 + b 2 ) for the last 4 terms above, we see that
Hence we have
Substituting these expressions in the above inequality we find
In dimension one, we recall from Lemma 2.3 that for u h ∈ V h the discrete FD derivative ∇ h u h and the discrete FV derivative (
). This comes from the fact that the regions of constancy for the discrete FD and discrete FV derivatives are exactly the same when restricted to (0, 1) (compare Fig. 3 and Fig. 6 ). However, this fact is not true anymore to higher dimension, and Fig. 12 shows the difference between the cells of constancy for the discrete FD and the discrete FV partial derivatives ∇ x h and ∇ x h . A relation between these discrete partial derivatives is shown in Lemma 3.5 below. Lemma 3.5.
and ϕ ∈ D(Ω).
Then
Proof. We prove (3.47); the proof of the other inequality is similar. We have
, h y j+ 1 2 = h y j+ 1 2 , we find that
Here
ϕ dx dy.
We now estimate S 1 by observing that
Thus, by the Cauchy-Schwarz inequality, we find
Due to (3.2) and (3.1), we thus have
. Thus S 2 = 0 for h small enough; (3.47) follows.
We can now state and prove the main result for this section Proof. Consider a family u h ∈ V h , with p h u h → φ in F weakly as h → 0; this means:
We have to show that
For the first statement of (4.6), we observe from Lemma 3.4 that
For the second statement (the third statement is similarly established), we have from Lemma
is bounded due to the third statement of (4.1). Therefore
h u h ) converge weakly to the same limit φ 1 in L 2 (Ω). The theorem follows.
Applications
In this section, a time independent problem and a time dependent problem are considered as model applications of Sections 2 and 3. More general and more involved applications will be considered elsewhere. We start first with the time independent problem. 4.1. Finite volume discretization of a general 2D Dirichlet problem. In this section, we consider the FV approximation of the general 2D Dirichlet problem below using the FV space approximations described in Section 3.2. We note that the 1-D Dirichlet can be handled (more simply) in the same way. The 2-D problem under consideration consideration is as follows:
for λ, λ, b, c, c ∈ R + , and c is sufficiently large so that
Multiplying (4.1) by v ∈ V := H 1 0 (Ω), integrating and integrating by parts, we find the variational form of (4.1):
where (4.5)
It is easy to see that a is bilinear continuous on V and under condition (4.3) a is also coercive. In Section 3.2, we considered the approximation of the space H 1 0 (Ω). Now we consider the approximation of the problem (4.4) itself. To find the FV discretization of this problem we integrate the first equation (4.1) over K ij , and we find
, y) dy (4.6)
We approximate the first integral of the diffusion term by
where the diffusion fluxes in x are (4.8)
Let us explain briefly how to obtain (4.7). We have
Due to the conservativity of the flux the two approximations must be equal, and by equaling these values we obtain u i+ We approximate similarly the other terms. Let the diffusion fluxes in y be (4.11)
and the upstream convection fluxes in y be
Thus the FV upstream approximation for (4.1) is
Gathering these relations, we achieve the upstream FV discrete variational form of (4.4) as follows: To find u h ∈ V h such that
General convergence theorem. Let us recall the general convergence theorem for the approximate variational problems, given a stable and convergent space approximation of the space V : 
Then, for each h, (4.14) has a unique solution u h and, as h → 0, the solution u h of (4.14) converges strongly to the solution u of the exact problem (4.4) (in the sense p h u h converges strongly to ωu in F ).
Our goal now is to prove the validity of the properties (H1), (H2) and (H3), so that the conclusions of Theorem 4.1 hold. In the present case, and this is the main result of this section 4.1, we have (4.14) and, as h → 0, the solution u h converges strongly to the solution u of (4.4) 
The proof of this theorem is based on the general convergence Theorem 4.1. Basically, it says that given a stable and convergent space approximation we only need to check the hypotheses (H1), (H2) and (H3) to reach the conclusions of the theorem. In the present case, the approximation of H 1 0 (Ω) in Section 3.2 is convergent and stable. Therefore we only need to verify the properties (H1), (H2) and (H3). To this end, we need the following lemmas.
Proof. We prove the relation (4.17) only, (4.18) is proved in the same way. We have
By definition of the fluxes, we obtain
Noting that
/2, and using the definition of λ
dx .
Recalling h
and h
, we conclude from definitions of ∇ x h and λ
Hence (4.17) follows. 
Proof. Let us prove (4.21). We start with the left hand side of (4.21):
/2, and using the definition of λ x h , we find 
Proof. We only give the proof of (4.25); the relation (4.26) is proven similarly. We note that K ij is the union of its intersections with K i− 
Let us observe that, for u h , v h ∈ V h , we have by Lemmas 4.1 and 4.2:
Now, we will validate the properties (H1), (H2) and (H3) for the discrete variational problems. Property (H1): We prove that a h is uniformly continuous. Noting that |λ
, and using the Cauchy-Schwarz inequality, we infer from (4.27) that
Similarly |I with α defined in (3.1). From (4.27) we deduce that
≥λ |∇
Since |I Firstly, due to (4.29), l h , v h → l, v as h → 0. Secondly, we prove that a h (v h , w h ) → a(v, w) . From (4.27) we write
By application of Taylor's formula, λ 
=a(w, v).
We show in a similar way that lim h→0 a h (v h , w h ) = a(v, w). Thus (H3) follows and hence all the hypotheses for the general convergence theorem hold.
We also write f hk (t) := f n−1 h for (n − 1) t < t < n t, n = 1, . . . , N t . We recall also the following standard lemma 
Similarly we write the second and last terms of (4.47) in the forms 
