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1. Introduzione
Gli integrali Abeliani ([1]) rivestono notevole importanza in fisica e matem-
atica. Spesso il calcolo di un siffatto integrale non e` realizzabile per via ana-
litica, per cui si rendono necessarie delle tecniche di integrazione numerica.
Un esempio classico e` costituito dagli integrali ellittici. Il metodo piu` avanza-
to per il calcolo di integrali ellittici e` stato sviluppato da Carlson ([2],[3],[4]);
esso consiste nell’operare un cambiamento di variabile in modo da lavorare su
un integrale che abbia come estremi di integrazione 0 e∞, per poi ricondurre
questo integrale trasformato ad una combinazione di integrali standard:
RF (z1, z2, z3) =
1
2
∫∞
0
dt√
t+z1
√
t+z2
√
t+z3
,
RJ(z1, z2, z3, zν) =
3
2
∫∞
0
dt√
t+z1
√
t+z2
√
t+z3(t+zν)
,
RC(z1, z2) = RF (z1, z2, z2) =
1
2
∫∞
0
dt√
t+z1(t+z2)
,
RD(z1, z2, z3) = RJ(z1, z2, z3, z3) =
3
2
∫∞
0
dt√
t+z1
√
t+z2(t+z3)3/2
.
Ognuno di questi integrali viene a sua volta calcolato grazie al teorema di
duplicazione
R({zi}) = 2R({zi + λ}) (1)
dove λ e` un’opportuna funzione di z1, z2, z3. Carlson dimostra che esistono
delle successioni z1,n, z2,n, z3,n, λn tali che z1,n, z2,n, z3,n tendono al medesimo
limite per n → ∞, e l’integrale cercato dipende da tale limite in modo
semplice ([2]). A titolo di esempio riportiamo l’espressione degli integrali di
Legendre di prima e seconda specie:
K(k) = RF (0, 1− k2, 1),
E(k) = 1−k
2
3
[RD(0, 1− k2, 1) +RD(0, 1, 1− k2)] . (2)
In questo lavoro illustriamo il calcolo di integrali Abeliani effettuati tramite
la quadratura di Gauss, che si basa sull’algoritmo ([5], [6]):∫ b
a
W (x)f(x)dx =
n∑
i=1
wif(xi) +R (3)
dove W (x) e` la funzione peso, wi sono detti pesi, xi sono i nodi e R e` il
resto. Il nostro scopo e` quello di effettuare calcoli tramite una procedura
piu` semplice, mostrando comunque come sia possibile raggiungere discrete
precisioni pur tenendo conto di certe limitazioni in casi specifici.
2. Teoria della quadratura di Gauss
Date due funzioni f, g e una funzione peso W si definisce il prodotto
scalare tra f e g come
〈f |g〉 =
∫ b
a
W (x)f(x)g(x)dx. (4)
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La quadratura di Gauss e` costruita in modo da dare risultato esatto (cioe`
R = 0 nella 3) quando la funzione f e` un polinomio. Sia allora f un polinomio
di grado n:
f(x) =
n∑
i=0
aipi(x), (5)
dove i pi(x) sono polinomi di grado i, scelti in modo da formare una base
ortogonale sull’intervallo [a, b], ovvero
〈pi|pj〉 = Cijδij. (6)
Con questa scelta abbiamo che
ai =
〈f |pi〉
〈pi|pi〉 . (7)
La costruzione della base di polinomi si puo` eseguire in modo standard
ponendo
p0 = 1 (8)
e definendo ogni polinomio di grado superiore pi come un polinomio con
potenze di x che arrivano fino a xi, e imponendo l’ortogonalita` coi precedenti
([6]).
Ora, dalla (5)∫ b
a
W (x)f(x)dx =
n∑
i=0
ai
∫ b
a
W (x)pi(x)dx. (9)
In questa somma i termini relativi ai polinomi di ordine i > 0 si annullano
per la scelta di ortogonalita`, in quanto∫ b
a
W (x)pi(x)dx
∣∣∣∣
i>0
=
∫ b
a
W (x) · 1 · pi(x)
∣∣∣∣
i>0
= 〈p0|pi〉|i>0 = 0. (10)
Dunque ∫ b
a
W (x)f(x)dx = a0
∫ b
a
W (x)dx. (11)
Si puo` dimostrare che ogni polinomio pi ha i radici nell’intervallo [a, b]. Siano
dunque xj=1,...,n le n radici del polinomio di grado massimo pn; scriviamo il
valore della funzione f calcolata nei vari xj
f(xj) =
n∑
i=0
aipi(xj) =
n−1∑
i=0
aipi(xj). (12)
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La somma si arresta al termine n − 1 poiche´ pn(xj) = 0. Scrivendo tale
relazione per tutti gli xj abbiamo un sistema di n equazioni
f(x1) =
∑n−1
i=0 aipi(x1) = a0p0(x1) + ...+ an−1pn−1(x1) =
= a0p0 + a1p1(x1)...+ an−1pn−1(x1),
...
f(xn) =
∑n−1
i=0 aipi(xn) = a0p0(xn) + ...+ an−1pn−1(xn) =
a0p0 + a1p1(xn)...+ an−1pn−1(xn).
(13)
che puo` essere posto in forma matriciale f(x1)...
f(xn)
 =
 p0 p1(x1) ... pn−1(x1)... ... ... ...
p0 p1(xn−1) ... pn−1(xn−1)
 a0...
an−1
 . (14)
La soluzione di questo sistema mostra che ogni ai e` scrivibile come una
combinazione lineare dei f(xj); dunque, tornando alla (11), abbiamo che∫ b
a
W (x)f(x)dx = a0
∫ b
a
W (x)dx =
∫ b
a
W (x)dx
n∑
i=1
λif(xi) =
n∑
i=1
wif(xi),
(15)
che e` la formula di partenza (3).
Il calcolo dei pesi wi puo` essere effettuato in diversi modi. Il piu` sem-
plice (ma non il piu` efficiente) e` quello di imporre che la quadratura risolva
esattamente la (3) per i primi n polinomi ortogonali: p0(x1) ... p0(xn)... ... ...
pn−1(x1) ... pn−1(xn)
 w1...
wn
 =
 ∫ ba W (x)p0(x)dx...
0
 , (16)
dove si e` tenuto conto dell’ortogonalita` (10). Un altro sistema e` dato dalla
formula:
wi =
〈pn−1|pn−1〉
pn−1(xi)p′n(xi)
. (17)
La dimostrazione esula dai nostri scopi; basti sapere che questa procedura
garantisce una migliore efficienza, dunque sara` quella impiegata nei calcoli.
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3. Tipi di quadratura
A seconda del tipo di funzione peso si hanno diversi polinomi ortogonali
di riferimento. I casi piu` comuni sono:
• Gauss-Legendre: W (x) = 1 per −1 < x < 1
• Gauss-Chebyshev: W (x) = 1√
1−x2 per −1 < x < 1
• Gauss-Laguerre: W (x) = xαe−x per 0 < x <∞
• Gauss-Hermite: W (x) = e−x2 per −∞ < x <∞
Di nostro particolare interesse sono i primi due casi. Il calcolo dei pesi e
delle radici viene effettuato considerando l’intervallo [−1, 1]; l’adattamen-
to al caso generale di integrazione fra a e b richiede dunque un’opportuna
trasformazione lineare di coordinate in modo da ricondurre l’intervallo di
integrazione a [−1, 1]:
x = λξ + µ. (18)
Imponendo che gli estremi di integrazione per la variabile ξ diventino −1 e
1 abbiamo {
a = −λ+ µ
b = λ+ µ
, (19)
da cui λ = b−a
2
, µ = a+b
2
.
4. Test di calcolo
Abbiamo verificato la precisione e l’efficienza della quadratura di Gauss
calcolando integrali i cui valori sono tabulati ([7]) e che sono riconducibili ad
integrali di tipo Abeliano; abbiamo monitorato per quali n si raggiunge di
volta in volta una buona precisione.
Come primo integrale test abbiamo considerato
I =
∫ x
−x
cos(t)√
x2 − t2dt (20)
che, con la sostituzione t = xu, diventa∫ 1
−1
cos(xu)√
1− u2du = piJ0(x) (21)
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dove J0(x) e` la funzione di Bessel di ordine 0.
La seconda funzione test e` data dall’integrale di Dawson:
F (x) = e−x
2
∫ x
0
eu
2
du. (22)
Operando il cambiamento di variabile x2 − t = u2 si ottiene
D(x) =
1
2
∫ x2
0
e−t√
x2 − tdt. (23)
Entrambe i casi sono risolvibili con la quadratura di Gauss-Chebyshev:∫ b
a
f(x)√
(x− a)(b− x)dx =
n∑
i=1
wif(yi) +R, (24)
wi =
pi
n
,
yi =
b+a
2
+ b−a
2
xi,
xi = cos
(
(2i−1)pi
2n
)
.
(25)
Infatti nel primo caso abbiamo∫ 1
−1
cos(xu)√
1− u2du =
∫ 1
−1
cos(xu)√
(1 + u)(1− u)du→ f(u) = cos(xu), a = −1, b = 1
e nel secondo
1
2
∫ x2
0
e−t√
x2 − tdt =
1
2
∫ x2
0
√
te−t√
x2 − t√tdt→ f(t) =
1
2
√
te−t, a = 0, b = x2.
I risultati delle integrazioni sono riportati nelle tabelle, indicando con ∆n la
differenza fra valore corretto e valore calcolato, per la quadratura di Gauss
di ordine n.
Possiamo notare una maggiore difficolta` dell’algoritmo a raggiungere una
certa precisione nel caso dell’integrale di Dawson.
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x J0(x) ∆2 ∆4 ∆6 ∆8 ∆10 ∆12 ∆14
1 0.765197694302 -4.95e-003 -1.95e-007 -6.53e-009 -6.41e-009 -6.36e-009 -6.33e-009 -6.31e-009
2 0.223890781403 -6.79e-002 -4.44e-005 -2.22e-008 -1.81e-008 -1.80e-008 -1.80e-008 -1.79e-008
3 -0.260051965714 -2.63e-001 -9.87e-004 -4.76e-007 -2.04e-008 -2.04e-008 -2.03e-008 -2.03e-008
4 -0.397149801254 -5.54e-001 -8.06e-003 -1.25e-005 -1.15e-008 -6.78e-009 -6.89e-009 -6.96e-009
5 -0.177596777678 -7.46e-001 -3.68e-002 -1.53e-004 -1.40e-007 1.33e-008 1.32e-008 1.31e-008
6 0.150645256042 -6.03e-001 -1.13e-001 -1.09e-003 -2.38e-006 2.08e-008 2.26e-008 2.26e-008
7 0.300079256296 -6.49e-002 -2.56e-001 -5.31e-003 -2.32e-005 -2.26e-008 1.22e-008 1.24e-008
8 0.171650812030 6.39e-001 -4.47e-001 -1.92e-002 -1.56e-004 -4.26e-007 -9.92e-009 -9.29e-009
9 -0.090333610773 1.09e+000 -6.09e-001 -5.48e-002 -7.87e-004 -3.58e-006 -2.98e-008 -2.30e-008
10 -0.245935767889 9.51e-001 -6.33e-001 -1.27e-001 -3.13e-003 -2.30e-005 -8.53e-008 -1.63e-008
11 -0.171190306544 2.47e-001 -4.40e-001 -2.43e-001 -1.02e-002 -1.19e-004 -5.42e-007 4.31e-009
12 0.047689311206 -6.38e-001 -6.22e-002 -3.91e-001 -2.80e-002 -5.02e-004 -3.44e-006 1.12e-008
13 0.206926107407 -1.18e+000 3.48e-001 -5.23e-001 -6.54e-002 -1.79e-003 -1.81e-005 -6.58e-008
14 0.171073481441 -1.06e+000 5.96e-001 -5.71e-001 -1.32e-001 -5.51e-003 -8.01e-005 -5.31e-007
15 -0.014224472456 -3.65e-001 5.80e-001 -4.73e-001 -2.32e-001 -1.47e-002 -3.05e-004 -2.82e-006
Tabella 1: raffronto tra valore J0(x) teorico e calcolato
x D(x) ∆2 ∆4 ∆6 ∆8 ∆10
0.1 0.09333359924 8.62e-003 6.65e-003 6.29e-003 6.16e-003 6.11e-0.03
0.2 0.1947510334 5.26e-003 1.29e-003 5.73e-004 3.22e-004 2.06e-004
0.3 0.2826316650 7.94e-003 1.94e-003 8.59e-004 4.83e-004 3.09e-004
0.4 0.3599434819 1.07e-002 2.59e-003 1.15e-003 6.44e-004 4.12e-004
0.5 0.4244363835 1.35e-002 3.25e-003 1.44e-003 8.05e-004 5.15e-004
0.6 0.4747632037 1.65e-002 3.91e-003 1.72e-003 9.67e-004 6.18e-004
0.7 0.5105040576 1.96e-002 4.58e-003 2.02e-003 1.13e-003 7.22e-004
Tabella 2: risultati per l’integrale di Dawson
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5. Integrali ellittici
Un integrale ellittico e` un qualsiasi integrale della forma∫
R(t, s(t))dt (26)
essendo s2 un polinomio di grado 3 o 4 dotato di radici semplici e R e` una
funzione razionale dei suoi argomenti contenente almeno una potenza dispari
di s. Si puo` dimostrare ([8]) che qualsiasi integrale ellittico e` esprimibile
come somma di un integrale di una funzione razionale in t a cui si aggiunge
una combinazione lineare di tre integrali della forma ([1]):
F =
∫
1√
1−m sin2(θ) dθ, (27)
E =
∫ √
1−m sin2(θ) dθ, (28)
Π =
∫
1√
(1 + n sin2θ)(1−m sin2(θ)) dθ, (29)
denominati rispettivamente integrali di prima, seconda e terza specie. Vale
che 0 ≤ m < 1.
Da questo momento ci occuperemo degli integrali in forma completa. Per
poter calcolare questi integrali usando le formule della quadratura di Gauss
manteniamo la variabile t = sin(θ), e fissiamo gli estremi di integrazione a 0
e 1; in tal modo gli integrali sono esprimibili secondo la formula di Legendre:∫ b
a
f(x)√
b− xdx (30)
il cui valore mediante quadratura di Gauss e`∫ b
a
f(x)√
b− xdx =
√
b− a
n∑
i=1
wif(yi) +R, (31)
dove
• yi = a + (b − a)xi = a + (b − a)(1 − ξ2i ) essendo ξi la i-esima radice
positiva di p2n(x);
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• wi = 2w2ni essendo w2ni i pesi di ordine 2n abbinati in ordine ai cor-
rispondenti ξi.
Dunque abbiamo, per gli integrali di prima specie,∫ 1
0
dt√
1− t2√1−mt2 =
∫ 1
0
dt√
1−mt2√1 + t√1− t , (32)
da cui, per confronto con la (30), si vede che
f(t) =
1√
1−mt2√1 + t (33)
con limiti di integrazione a = 0, b = 1. Per gli integrali di seconda specie
abbiamo: √
1−mt2√
1− t2 =
√
1−mt2√
1 + t
√
1− t (34)
ovvero
f(t) =
√
1−mt2√
1 + t
. (35)
Infine per la terza specie
1
(1− nt2)√1−mt2√1− t2 =
1
(1− nt2)√1−mt2√1 + t√1− t (36)
da cui
f(t) =
1
(1− nt2)√1−mt2√1 + t ≡
1
(1− nt2)
√
1− sin2(α)t2√1 + t (37)
dove si e` posto m = sin2(α). I risultati della tecnica di quadratura da noi
adottata mostrano una certa efficienza e precisione: bastano pochi termini
nella somma di Legendre (dell’ordine di 10) per avere risultati corretti all’ot-
tava/nona cifra significativa. Da segnalare tuttavia, per gli integrali di prima
e terza specie, una maggiore lentezza di convergenza quando α → pi
2
, valore
per il quale gli integrali effettivamente divergono.
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m K(m) ∆2 ∆4 ∆6 ∆8
0.5 1.591003453790792 -5.14e-004 -3.04e-007 1.66e-008 3.51e-008
0.1 1.612441348720219 -5.606e-004 -3.071e-007 2.867e-008 4.676e-008
0.15 1.63525673226458 -6.408e-004 -4.151e-007 -5.318e-008 -3.556e-008
0.20 1.659623598610528 7.759e-004 -4.736e-007 -4.192e-008 -2.475e-008
0.25 1.685750354812596 9.953e-004 -6.598e-007 -2.768e-008 -1.083e-008
0.3 1.713889448178791 -1.340e-003 -1.226e-006 -4.888e-008 -3.174e-008
0.35 1.744350597225613 -1.871e-003 -2.527e-006 2.461e-008 4.449e-008
0.4 1.777519371491253 -2.674e-003 -5.816e-006 -5.268e-009 2.611e-008
0.45 1.813883936816983 -3.875e-003 -1.323e-005 -3.582e-008 3.599e-008
0.5 1.854074677301372 -5.664e-003 -2.962e-005 -2.436e-007 -4.035e-008
Tabella 3: risultati calcolo di integrali di prima specie
m K(m) ∆10 ∆12 ∆14
0.5 1.591003453790792 2.96e-008 4.58e-008 4.28e-008
0.1 1.612441348720219 4.094e-008 5.748e-008 5.478e-008
0.15 1.63525673226458 -4.171e-008 -2.484e-008 -2.720e-008
0.20 1.659623598610528 -3.126e-008 -1.405e-008 -1.604e-008
0.25 1.685750354812596 -1.772e-008 -1.517e-010 -1.735e-009
0.3 1.713889448178791 -3.905e-008 -2.110e-008 -2.225e-008
0.35 1.744350597225613 3.674e-008 5.509e-008 5.442e-008
0.4 1.777519371491253 1.790e-008 3.670e-008 3.654e-008
0.45 1.813883936816983 2.746e-008 4.675e-008 4.713e-008
0.5 1.854074677301372 -4.844e-008 -2.859e-008 -2.763e-008
Tabella 4: risultati calcolo di integrali di prima specie
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α(◦) E(α) ∆2 ∆4 ∆6 ∆8
5 1.567809073977622 -4.859e-004 -3.597e-007 -4.572e-008 -3.160e-008
10 1.558887196601596 -4.764e-004 -3.711e-007 -6.209e-008 -4.785e-008
15 1.544150496914673 -4.588e-004 -2.920e-007 8.767e-009 2.320e-008
20 1.523799205259774 -4.299e-004 -2.824e-007 6.395e-009 2.109e-008
25 1.498114928422116 -3.820e-004 -3.054e-007 -3.472e-008 -1.970e-008
30 1.467462209339427 -3.010e-004 -2.541e-007 -2.167e-008 -6.292e-009
35 1.432290969306756 -1.611e-004 -1.357e-007 -2.381e-008 -8.148e-009
40 1.393140248523812 8.137e-005 3.037e-007 -2.516e-008 -1.012e-008
45 1.350643881047676 4.983e-004 1.879e-006 -1.986e-008 -1.211e-008
Tabella 5: risultati calcolo di integrali di seconda specie
α(◦) E(α) ∆10 ∆12 ∆14
5 1.567809073977622 -3.357e-008 -2.423e-008 -2.505e-008
10 1.558887196601596 -4.962e-008 -4.054e-008 -4.141e-008
15 1.544150496914673 2.175e-008 3.039e-008 2.944e-008
20 1.523799205259774 2.009e-008 2.813e-008 2.707e-008
25 1.498114928422116 -2.013e-008 -1.286e-008 -1.406e-008
30 1.467462209339427 -6.025e-009 3.336e-010 -1.051e-009
35 1.432290969306756 -7.082e-009 -1.767e-009 -3.365e-009
40 1.393140248523812 -8.160e-009 -4.007e-009 -5.852e-009
45 1.350643881047676 -9.195e-009 -6.303e-009 -8.425e-009
Tabella 6: risultati calcolo di integrali di seconda specie
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n α Π2 Π4 Π6 Π8 Π10 Π12 Π14
0 15 1.59761 1.59814 1.59814 1.59814 1.59814 1.59814 1.59814
0 30 1.68476 1.68575 1.68575 1.68575 1.68575 1.68575 1.68575
0 45 1.84841 1.85405 1.85407 1.85407 1.85407 1.85407 1.85407
0 60 2.11413 2.15504 2.15646 2.15651 2.15652 2.15652 2.15652
0 75 2.46828 2.71254 2.75741 2.76596 2.76764 2.76798 2.76804
0.1 0 1.65510 1.65576 1.65576 1.65576 1.65576 1.65576 1.65576
0.1 15 1.68462 1.68536 1.68536 1.68536 1.68536 1.68536 1.68536
0.1 30 1.77885 1.78030 1.78030 1.78030 1.78030 1.78030 1.78030
0.1 45 1.95597 1.96322 1.96326 1.96326 1.96326 1.96326 1.96326
0.1 60 2.24381 2.29184 2.29348 2.29355 2.29355 2.29355 2.29355
0.1 75 2.62768 2.90363 2.95405 2.96365 2.96553 2.96591 2.96599
0.2 0 1.75491 1.75620 1.75620 1.75620 1.75620 1.75620 1.75620
0.2 15 1.78704 1.78850 1.78850 1.78850 1.78850 1.78850 1.78850
0.2 30 1.88968 1.89229 1.89229 1.89229 1.89229 1.89229 1.89229
0.2 45 2.08276 2.09290 2.09296 2.09296 2.09296 2.09296 2.09296
0.2 60 2.39681 2.45510 2.45707 2.45715 2.45715 2.45715 2.45715
0.2 75 2.81591 3.13329 3.19086 3.20179 3.20394 3.20437 3.20446
0.3 0 1.87430 1.87746 1.87746 1.87746 1.87746 1.87746 1.87746
0.3 15 1.90958 1.91309 1.91309 1.91309 1.91309 1.91309 1.91309
0.3 30 2.02234 2.02778 2.02779 2.02779 2.02779 2.02779 2.02779
0.3 45 2.23463 2.25029 2.25038 2.25038 2.25038 2.25038 2.25038
0.3 60 2.58025 2.65429 2.65674 2.65684 2.65684 2.65684 2.65684
0.3 75 3.04179 3.41563 3.48271 3.49541 3.49791 3.49841 3.49851
0.4 0 2.01997 2.02786 2.02789 2.02789 2.02789 2.02789 2.02789
0.4 15 2.05911 2.06771 2.06774 2.06774 2.06774 2.06774 2.06774
0.4 30 2.18428 2.19625 2.19629 2.19629 2.19629 2.19629 2.19629
0.4 45 2.42015 2.44665 2.44683 2.44683 2.44683 2.44683 2.44683
0.4 60 2.80451 2.90422 2.90749 2.90761 2.90762 2.90762 2.90762
0.4 75 3.31814 3.77284 3.85326 3.86843 3.87140 3.87199 3.87212
0.5 0 2.20200 2.22129 2.22144 2.22144 2.22144 2.22144 2.22144
0.5 15 2.24600 2.26669 2.26685 2.26685 2.26685 2.26685 2.26685
0.5 30 2.38676 2.41346 2.41367 2.41367 2.41367 2.41367 2.41367
0.5 45 2.65226 2.70079 2.70128 2.70129 2.70129 2.70129 2.70129
0.5 60 3.08530 3.22974 3.23459 3.23477 3.23477 3.23477 3.23477
0.5 75 3.66439 4.24230 4.34277 4.36160 4.36528 4.36601 4.36617
Tabella 7: risultati calcolo per l’integrale di terza specie, Πn essendo il valore calcolato
usando n termini della quadratura di Legendre
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n α Π2 Π4 Π6 Π8 Π10 Π12 Π14
0.6 0 2.43645 2.48289 2.48363 2.48365 2.48365 2.48365 2.48365
0.6 15 2.48673 2.53597 2.53676 2.53677 2.53677 2.53677 2.53677
0.6 30 2.64769 2.70806 2.70903 2.70905 2.70905 2.70905 2.70905
0.6 45 2.95154 3.04688 3.04859 3.04862 3.04862 3.04862 3.04862
0.6 60 3.44760 3.67609 3.68475 3.68508 3.68509 3.68509 3.68509
0.6 75 4.11144 4.89236 5.02646 5.05130 5.05613 5.05710 5.05730
0.7 0 2.75048 2.86399 2.86774 2.86786 2.86787 2.86787 2.86787
0.7 15 2.80921 2.92855 2.93250 2.93263 2.93263 2.93263 2.93263
0.7 30 2.99733 3.13855 3.14324 3.14339 3.14339 3.14339 3.14339
0.7 45 3.35278 3.55491 3.56187 3.56210 3.56211 3.56211 3.56211
0.7 60 3.93365 4.33617 4.35655 4.35747 4.35751 4.35751 4.35751
0.7 75 4.71153 5.86383 6.06489 6.10150 6.10854 6.10995 6.11023
0.8 0 3.19395 3.48991 3.51088 3.51230 3.51240 3.51241 3.51241
0.8 15 3.26466 3.57383 3.59574 3.59722 3.59732 3.59733 3.59733
0.8 30 3.49128 3.84794 3.87323 3.87495 3.87506 3.87507 3.87507
0.8 45 3.91988 4.39606 4.43026 4.43258 4.43274 4.43275 4.43275
0.8 60 4.62098 5.43774 5.50661 5.51168 5.51203 5.51206 5.51206
0.8 75 5.56056 7.50295 7.88116 7.95038 7.96348 7.96605 7.96657
Tabella 8: risultati calcolo per l’integrale di terza specie, Πn essendo il valore calcolato
usando n termini della quadratura di Legendre
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