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A B S T R A C T
Mobile devices have the potential to make a significant impact during
disasters. However, their practical impact is severely limited by the
loss of access to mobile communication infrastructure: Precisely, when
there is a surge in demand for communications from people in a
disaster zone, this capacity for communications is severely curtailed.
This loss of communications undermines the effectiveness of the many
recent innovations in the use of smartphones and similar devices to
mitigate the effects of disasters.
While various solutions have been proposed, e. g., by having hand-
sets form wireless ad hoc networks, none are complete: Some are
specific to certain mobile operating systems or operating system ver-
sions. Others result in unacceptably increased energy consumption,
flattening the batteries of phones at a time when users need to con-
serve energy due to the loss of access to opportunities to recharge
their mobile devices. Realistic user behaviour, including patterns of
movement and communications, are also rarely addressed. Further, se-
curity is rarely considered in a comprehensive and satisfying manner,
leaving users exposed to a variety of potential attacks.
Thus there is a compelling need to find more effective solutions for
communications, energy management, and security of mobile devices
operating in disaster conditions.
To address these shortcomings, this thesis provides a suite of com-
prehensive solutions that contribute to facilitate secure device-to-
device communication for emergency response. This thesis works
to solve these problems by: (i) Conducting a large-scale field-trial to
understand and analyze civilians’ behaviour during disaster scenar-
ios; (ii) Proposing a practical, lightweight scheme for bootstrapping
device-to-device security, that is tailored for local urban operations
representative of disaster scenarios; (iii) Realizing novel energy man-
agement strategies for the neighbour discovery problem, which deliver
significant energy savings in return for only a minimal reduction in
neighbour discovery efficiency; (iv) The description of novel concepts
for using devices in a smart city environment that remain functional
following a disaster to support communications among mobile de-
vices.
In short, this thesis adds considerably to the understanding of the
difficulties in the formation of direct device-to-device communica-
tions networks composed primarily of civilians’ mobile devices, and
how several facets of this problem can be mitigated. Several of the
proposed enhancements are also implemented. Thus, this thesis also
takes essential steps in the direction of realizing such solutions to
v
demonstrate their feasibility on real devices, intending to improve the
tools available to civilians post-disaster.
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Z U S A M M E N FA S S U N G
Mobile Endgeräte, wie beispielsweise Smartphones, haben ein enor-
mes Potential in Katastrophensituationen eine wichtige Rolle als Werk-
zeug für Einsatzkräfte und die Zivilbevölkerung zu spielen. Durch
den Wegfall der Mobilfunkinfrastruktur, der häufig mit Katastrophen
einhergeht, werden die praktischen Einsatzmöglichkeiten dieser Gerä-
te jedoch drastisch reduziert. Gerade in diesen Situationen, in denen
ein immenser Kommunikationsbedarf bei den Personen im Katastro-
phengebiet besteht, ist die Kommunikationsfähigkeit eingeschränkt
oder nicht vorhanden. Dies hebelt viele der Innovationen und des
technischen Fortschrittes der letzten Jahre aus, die diese Geräte in ei-
ner solchen Situation so wertvoll machen könnten, die Auswirkungen
der Katastrophe zu mindern.
Es gibt verschiedenste Konzepte und Lösungsvorschläge die eine
direkte Kommunikation zwischen den Endgeräten ermöglichen und
diese somit unabhängig von der Mobilfunkinfrastruktur werden las-
sen. Keine dieser Lösungen greift jedoch vollumfänglich in unserem
Katastrophenszenario. So sind einige nur auf spezifischen mobilen
Betriebssystemversionen verfügbar, andere führen hingegen zu unan-
nehmbarem Energieverbrauch, in einer Situation in der Energiesparen
häufig hohe Priorität hat. Andere basieren auf der individuellen An-
passung eines Betriebsystems oder benötigen Root-Zugriffsrechte und
sind daher nicht praktikabel auf handelsüblichen Smartphones ein-
zusetzen. Außerdem werden Fragen der Sicherheit nicht umfassend
und zufriedenstellend gelöst und der Nutzer sieht sich daher einer
Vielzahl potentieller Angriffe ausgesetzt. Zur Optimierung einer Lö-
sung auf ein Katastrophenszenario sollte ebenfalls das Verhalten der
betroffenen Bevölkerung einschließlich deren Bewegungs- und Kom-
munikationsmuster berücksichtig werden. Daraus lässt sich ableiten,
dass hier noch ein offenes Forschungsfeld besteht, um den hohen
Bedarf an eine angepasste und maßgeschneiderte Kommunikations-
lösung für Katastrophenfälle, die die zuvor angesprochenen Aspekte
adressiert, zu decken.
Diese Arbeit liefert eine Sammlung von Lösungen und Konzepten
die dazu beitragen, eine sichere direkte Geräte-zu-Geräte Kommunika-
tion für Notfallmaßnahmen im Katastrophenfall bereitzustellen. Den
zuvor angesprochen Problemen wird sich durch folgenden Beiträge
dieser Arbeit angenommen: (i) Die Durchführung eines groß ange-
legten Feldversuches, um das Verhalten von Zivilisten während einer
Katastrophe zu verstehen und zu beschreiben; (ii) Den Vorschlag eines
praktikablen und leichtgewichtigen Konzeptes zur Inbetriebnahme ei-
ner sicheren direkten Kommunikation zwischen Smartphones, die auf
lokale urbane Katastrophenszenarien zugeschnitten ist; (iii) Der Reali-
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sierung neuer Strategien zum Energiemanagement für das Problem
der Nachbarschaftserkennung, welche signifikante Energieeinsparung
bieten bei nur minimaler Effizienz-Reduktion der Nachbarschaftser-
kennung; (iv) Eine Beschreibung eines neuartigen Konzeptes, welches
es ermöglicht, im Katastrophenfall funktional gebliebene Endgerä-
te in einer Smart City Umgebung zur Unterstützung der mobilen
Kommunikation einzusetzen.
Zusammenfassend trägt diese Arbeit wesentlich zum Verständnis
bei, welche Problemstellung bei der Bildung von Geräte-zu-Geräte
Kommunikationsnetzwerken, die hauptsächlich aus Endgeräten der
Zivilbevölkerung gebildet werden, bestehen. Des Weiteren wird auf-
gezeigt, wie diese Probleme überwunden oder zumindest auf ein
akzeptables Maß reduziert werden können. Eine Reihe der vorgeschla-
genen Konzepte sind bereits implementiert und demonstrieren deren
Machbarkeit auf echten Endgeräten. Damit geht diese Arbeit einen
wichtigen Schritt in Richtung der Realisierung einer Lösung und ver-
sucht der Bevölkerung verbesserte Werkzeuge unmittelbar nach einem
Katastrophenfall an die Hand zu geben.
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scale Field Test of a Smartphone-based Communication Network for
Emergency Response” [3]. Furthermore, it extends results from the
Master thesis [7] of Yannick Dylla.
Chapter 5 includes verbatim fragments from “Sea of Lights: Prac-
tical Device-to-Device Security Bootstrapping in the Dark” [4]. Besides,
it includes data obtained in the Master thesis [8] of Max Kolhagen.
Chapter 6 includes verbatim fragments from “Siesta: Smart Neigh-
bor Discovery for Device-to-Device Communications”, a work cur-
rently under submission [5]. Moreover, it extends results obtained in
the Master thesis [9] of Tobias Schultes.
Chapter 7 includes verbatim fragments from “Bluemergency: Me-
diating Post-disaster Communication Systems using the Internet of
Things and Bluetooth Mesh” [6].
Chapter 8 builds upon “Maintaining both Availability and In-
tegrity of Communications: Challenges and Guidelines for Data Secu-
rity and Privacy During Disasters and Crises” [1] and “Architecture
for Responsive Emergency Communications Networks” [2]. Besides,
it includes verbatim fragments from “Conducting a Large-scale Field
Test of a Smartphone-based Communication Network for Emergency
Response” [3]. Additionally, this section revises “Sea of Lights: Practi-
cal Device-to-Device Security Bootstrapping in the Dark” [4], “Siesta:
Smart Neighbor Discovery for Device-to-Device Communications”, a
work currently under submission [5], and “Bluemergency: Mediating
Post-disaster Communication Systems using the Internet of Things
and Bluetooth Mesh” [6].
C O L L A B O R AT I O N S
The publications mentioned above arise from collaborations with
colleagues and international partners. Their content is the result of the
valuable exchange of ideas and discussions among all authors, where
each author contributed with his particular strengths. In this context
and as far as possible, the following part is dedicated to describe and
differentiate the contribution of each author.
Part 1. Analysis of Smartphone-based Emergency Communication
Systems
The collaboration with several responder organizations during
the Smartphone-based Communication Networks for Emergency Re-
sponse (SMARTER) project allowed us to have a better understanding
of post-disaster systems and their requirements. The description and
summary of post-disaster systems and their requirements in Sec-
tions 3.2 to 3.4 were a joint work with P. Lieser, P. Gardner-Stephen
and M. Hollick. Together with P. Lieser, I performed the analysis of
the information services, the stakeholders and the requirement for
post-disaster smartphone-based systems. My focus was the services,
security and communications technologies, while P. Lieser focused
mainly on the data management and prioritization mechanisms. P.
Gardner-Stephen and M. Hollick contributed with valuable ideas and
expertise on post-disaster systems.
The system model, threat model and security requirements for
post-disaster communication systems as described in Section 3.5 was
formulated during the visit of P. Gardner-Stephen at TU Darmstadt
in 2016. I contributed by analyzing plausible threats from contem-
porary disaster and crisis events and discussed the security and pri-
vacy features of state-of-the-art communications mechanisms. While
P. Gardner-Stephen contributed with its expertise in the definition
of the principal risks and challenges that may arise during disasters,
I defined practical guidelines for mitigating these risks. M. Hollick
supported me with valuable comments and suggestions for possible
security requirements.
In the context of the SMARTER project, a large-scaled field test of
smartphone-based emergency communication systems was performed.
Together with L. Almon, P. Lieser, T. Meuser and B. Richerzhagen, I
carried-out the device configuration of each smartphone for the field
test. L. Almon, P. Lieser, T. Meuser and B. Richerzhagen supported
me configuring the tools for the data collection on each device. Our
data analysis in Chapter 4 is based on the Master thesis of Y. Dylla
that M. Hollick and L. Almon supervised. Y. Dylla developed the
python scripts to handle all the gathered data, and provided a first
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analysis of these data. Afterward, I did some improvements in the
data processing, including the data validation and cleaning, and the
presentation of our results for publication.
Part 2. Improving the Resilience of Smartphone-based Emergency
Communication Systems
Our first contribution for improving the resilience of Smartphone-
based Emergency Communication Systems described in Chapter 5
was a decentralized authentication and key management solution. It
is based on the Master thesis of M. Kolhagen that M. Hollick and
I supervised. I started with the idea of using secure elements for a
decentralized authentication and key management and proposed a
topic for a master thesis. M. Kolhagen implemented such a system
for Android devices based on the Web-of-Trust (WoT) concept. He
also provided an evaluation using both simulations and real devices.
I extended the simulation evaluation integrating the system into the
ONE [10] simulator. I also revised the write-up that leads to our
publication.
Our efficient neighbour discovery scheme for emergency communi-
cation systems in Chapter 6 was developed as part of the Master thesis
of T. Schultes that M. Hollick and I supervised. Following my idea to
adapt the neighbour discovery scheme for saving energy consump-
tion in opportunistic networks, he developed the neighbour discovery
scheme. He also provided an evaluation using both simulations and
real devices. Later, I did some improvements of the implementation
and extended the experiments including several movement models. I
also revised the write-up that leads to our publication.
Finally, our concept of the integration of existing Internet of Things
(IoT) solutions into post-disaster system in Chapter 7 was a joint work
with L. Almon, H. Radtki and M. Hollick. I developed the concept,
the practical measurements and the analysis of our proof-of-concept
evaluation, while H. Radtki supported me by the development of our
proof-of-concept as a smartphone application for Android devices. L.
Almon contributed the technical configuration and set up the hardware
for the experiments in the smart office scenario.
Part I
I N T R O D U C T I O N
Chapter 1 presents the goals, challenges and contributions
of this thesis. Chapter 2 provides background information




I N T R O D U C T I O N
The ubiquity of personal mobile devices, as well as their commu-
nication capabilities, e. g., Bluetooth or Wi-Fi, sensing functionality,
and computational power, have led to their widespread use [11]. The
number of mobile device users already exceeds five billion worldwide
and is expected to continue growing. It is estimated that by 2023, the




majority of the population owns a mobile device to call, send messages,
use mobile apps, or surf the Internet. In addition, there are already
areas where these mobile devices have become an indispensable part
of everyday life. For instance, the tendency of payments has changed
in the last years from physical wallets to almost digital wallets such
as contactless payment using Apple Pay, Google Pay. Also, mobile de-







sensors present in a smartphone, e. g., gyroscope, accelerometer, or
proximity sensors, represent powerful tools to deal with a multitude
of tasks. For instance, by including user’s input and device mobility,
they allow systems to collect and share environmental data more
flexibly [13]. Furthermore, they feature decentralized connectivity
that enables new communication paradigms, e. g., Device-to-Device
(D2D) communication using Bluetooth, Wi-Fi, or other communication
technology that supports a direct connection between devices.
Nowadays, information and communication systems heavily rely on
third-party providers to offer underlying security and communication
services. These systems are commonly designed in a centralized fash- Mobile applications
heavily rely on
third-party providers
to offer basis security
services.
ion and scale to billions of users. However, if these centralized services
are disrupted or overloaded due to natural or human-made disas-
ters [14], large scale blackouts [15], or country-wide censorship [16],
the users are left without practical solutions to establish secure commu-
nications using their mobile devices. For example, several cloud-based
solutions assume the existence of a centralized trust party author-
ity, e. g., a Public Key Infrastructure (PKI), which is responsible for
key binding to user identities and validation of digital certificates.
Hence, mobile application usage is severely restricted to support users’






Consequently, the use of smartphones for building self-organizing
Mobile Ad Hoc Networks (MANETs) based on Delay Tolerant Net-
works (DTNs) has emerged in recent years [17, 18]. Such networks
have two key strengths that make them well-suited to enable post-
disaster communications: First, they are easily adaptable and allow
users to communicate in a D2D manner, without the need for any fixed
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or conventional infrastructure, or end-to-end connectivity. Second, by
taking advantage of human mobility, it is possible to exchange data
opportunistically and also to reach places with a high concentration
of nodes that become communication islands in partitioned networks.
Recent efforts also include the Internet of Things (IoT) technology
for compensating against scarcity of infrastructure [19]. The rapidlyIoT technology can
aid to compensate
scarce infrastructure.
growing IoT technology offers the possibility to improve post-disaster
networks based on smartphones. According to [20], the number of
connected IoT sensors will increase to almost 50 billion units by 2030.
There is a wide range of real-life smart environments [21], from smart
cities [22] to industrial operations [23]. Many of these IoT devices
are battery powered and can aid in mediating communications in an
emergency network.
1.1 motivation
Disasters leave the population in a very exposed situation, especially
in terms of communication possibilities. A common characteristic after
a disaster is the loss of mobile telecommunication capability [24]. By
considering the growing interdependent character of critical infras-
tructures, a communication outage also means a serious restriction on
daily activities [25, 26]. If the central communication infrastructure
is not available, even simple routines such as buying gasoline, food,







the last decade self-organized and resilience concepts have become
more and more important in networking systems [27, 28]. Thus, it
is necessary to integrate mechanisms that allow an acceptable level
of communication to cope in the absence of infrastructure [25]. Such
mechanisms, for example, may deal with security features to counter
potential threats. They may provide the self-organizing capability to
build systems more adaptable and relocatable.
In this thesis, the term resilience refers to the definition proposed
by the authors in [26] as follows:
Definition 1. Resilience: “Resilience of a communication network is its
ability to maintain the same level of functionality in the face of internal
changes and external disturbances as a result of large-scale natural disasters
and corresponding failures, weather-based disruptions, technology-related
disasters, and malicious human activities.”
In the context of crisis, civilians typically do not possess their own
dedicated communications capacity, in contrast to many established
relief organizations. Responders and civilians, however, can use dif-
ferent technologies, e. g., Bluetooth, Wi-Fi direct, or two-way radio,
to communicate after a disaster. Thus, they can spontaneously build
communication networks using their mobile devices to communicate
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Figure 1.1: Self-organizing post-disaster systems using smartphones to fa-
cilitate the communication between civilians as well as between
civilians and responders.
While these post-disaster communication systems may not ade-
quately replace cellular communication infrastructure, they can pro-
vide an additional or backup communication channel. Recent stud-




organizing MANETs are beneficial in dealing with the impact of
the loss of communication or failures in the infrastructure emerging
during a disaster. Since the validation of these systems under real
conditions is a complex issue and, in most cases, not possible, several
approaches use simulation to evaluate the performance of their sys-
tem [17]. Using simulations based on synthetic models or trace-based
models from everyday movement has the advantages of reproducabil-
ity and flexibility. However, such simulations require understanding of
the characteristics of human behaviour and their requirements in the
aftermath of a disaster. Besides, systems tested only using simulation
experiments may not be feasible under real-world conditions as they
need to deal with real-world obstacles, transmission interference, as
well as processing time in real devices.
Many solutions [32–35] provide a mobile application that allows
civilians to gather information and report infrastructure problems
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after a disaster, request help, or send their location coordinates to






message routing, forwarding, and spreading in the affected area, they
still lack practical decentralized solutions to bootstrap security on
mobile devices. Most of these approaches either rely on a centralized
organization to provide security credentials and user authentication,
or focus on providing solely network layer security [36, 37].
Also, according to [38], the power requirements of D2D commu-
nications may severely limit the use of such networks in real-world
situations. Many existing ad hoc network solutions [39–42] already
propose methods to save energy, e. g., during the neighbour discovery
phase. Nevertheless, most of the solutions on real devices focus mainly
on a single communication technology, without using any modular
design.
In recent years, wireless sensor networks have become increasingly






MANETs [43]. However, most of these solutions need special hardware,
custom kernels, or software modifications, e. g., rooting (Android) or
jail-breaking (iOS) of smartphones. In this work, we concentrate on
communication tools that ordinary civilians can make use of in the
wake of disasters, aiming to optimize direct D2D communication.
1.2 goals and challenges
The main goal of this thesis is to contribute to the design and deploy-
ment of secure D2D communication for emergency communication
systems. Despite the advantages as mentioned above of mobile de-
vices, post-disaster networks based on smartphones also involve new
challenges. Mainly, it is necessary to (i) investigate how to supportThe main goal of this
thesis is to optimize
communication
between civilians in
the event of disasters.
spontaneous volunteers to build self-organizing distributed wireless
networks, while considering real-world human behaviour, and (ii)
improve the resilience of such systems, e. g., by providing mecha-
nisms to deal with basic security services such as authentication or
key management. Accordingly, the following four research goals were
identified:
Goal 1. Analyze how to enable the population to communicate without
relying on a centralized infrastructure, while simultaneously considering








Currently, smartphone-based post-disaster systems are evaluated
either using synthetic simulation models [44] or rely on trace-based
models that cover everyday movement patterns [45–47]. Mostly, they
try to mimic real-user behaviour and environmental characteristics,
but they lack realistic assessment and scenario-specific models [48].
As a consequence, the user requirements for the systems and features
are rather arbitrary. However, considering a disaster as a particular
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use case, realistic simulation settings are crucial for getting a useful
result. Therefore, a challenge is to design smartphone-based post-
disaster systems that involve spontaneous volunteers in the disaster
relief, while simultaneously taking into consideration their human
behaviour. Thus, it should be ideally tested during a real crisis or
a sufficiently realistic field exercise. The later has the advantage of
avoiding unnecessary risks for all concerned.
Goal 2. Establish security associations between mobile devices in a decen-
tralized way.
As surveyed in our work [1], security does not lose importance dur-
ing a disaster. For example, in Afghanistan terrorist groups disrupted Security does not
lose importance





communication infrastructure during the night to prevent civilians
communicating with military forces [49]. However, during a disaster,
it is often completely ignored due to missing knowledge of security
mechanisms and the complexity required to implement secure commu-
nications. Indeed, security features, like authentication, confidentiality,
and integrity, become mandatory, as without those features significant
risks result, e. g., false information can be distributed during crises,
resulting in confusion or a loss of trust amongst recipients [50, 51].
For instance, the lack of confidentiality is mainly a problem if private
information is involved, such as the location and disposition of indi-
viduals and first responders. Many existing communications systems
offer security features that depend on the availability of centralized in-
frastructure, e. g., Internet access is often required to check the validity
of digital certificates. But if these centralized services go “dark”, the
users are left without practical solutions to bootstrap security on their
mobile devices. Hence, the main challenge arises in bootstrapping
security in partially disconnected networks.
Goal 3. Develop adaptive and efficient neighbour discovery schemes for
device-to-device communications.
Depending on the impact of the disaster, the acute phase of disaster
response activities may span from a few minutes up to several days.




enhances the use of
such networks in
real scenarios.
is a crucial factor for the use of such networks in real scenarios [38]. In
this context, Neighbour Discovery (ND) represents one of the leading
energy consumers. Practical ND solutions for mobile devices entail a
number of new challenges over traditional wireless sensor networks.
Particularly, ND schemes in emergency response scenarios need: (i) to
deal with low discovery latency to support emergency response, (ii) to
customize to user behaviour to increase the quality of experience, and
(iii) to be implemented as a basic service that enables third-party apps.
Goal 4. Compensate against scarcity of infrastructure by leveraging parts of
digital cities that remain operational.
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Building post-disaster networks based purely on smartphones re-




the resilience of such
systems.
the possibility to improve this situation. For instance, smart cities have
become more important in the last decade as increasing numbers of
digital devices, e. g., sensors or actuators, can communicate with each
other using the Internet [22]. However, these devices have limited in-
teroperability, and require Internet access to communicate and interact
with one another. These factors limit the ability to integrate these de-
vices into post-disaster systems. In this context, both a challenge and
an opportunity arise to utilize the parts of digital cities that remain
operational in case of disaster without using any special hardware or
software modifications, thus mediating large-scale post-disaster D2D
communication with communication tools that ordinary civilians can
use.
1.3 contributions
This work includes the following contributions to achieve the goals
mentioned above.
Contribution 1. An In-depth Analysis of D2D Emergency Communication











The first contribution implies an in-depth analysis of existing D2D
emergency communication systems, which focus on enabling civilians
to communicate in the aftermath of a disaster, to identify their as-
sumptions as well as the security features they offer. Relevant disaster
scenarios from the last decade, and the input of several responder
organizations, such as the German Fire Departments, and the German
Federal Office of Civil Protection and Disaster Assistance, are our
basis for defining relevant stakeholders and services to be considered
in smartphone-based post-disaster systems. In addition and as a re-
sult of our analysis, this contribution includes system and security
requirements, possible threats, and challenges for communications
technologies used during such events.
Contribution 2. Evaluation of a Real-world Smartphone-based Self-organi-
zing Emergency Communication System
Based on the previous analysis, this contribution presents the in-
sights of Smartphone-based Communication Networks for Emergency
Response (SMARTER): a large-scale field test of a set of emergencyThis contribution
presents the results
of a large-scale field
test of a post-disaster
system that relies
only on ad hoc
communication.
services that relies solely on ad hoc communication. Over the course
of a full day, we gathered data from smartphones distributed to 125
participants in a scripted disaster event. Additionally, the participants
filled out a questionnaire after the field test to assess the subjective
experience when interacting with specific disaster services. By evalu-
ating the gathered data, SMARTER provides insights from civilians’
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behaviour when utilizing smartphone-based communication networks
in disaster scenarios. These results confirm the importance of real-
world tests, especially if systems are designed for scenarios that are
heavily affected by human behaviour. The SMARTER dataset is avail-
able to the research community [52] and thus can help with the design
and evaluation of works targeting disaster relief, especially when
utilizing smartphone-based communication networks.
Contribution 3. Provide a Decentralized Secure Self-organizing Bootstrap-
ping
Existing distributed solutions such as the Web-of-Trust (WoT) so-
lutions are not sufficiently lightweight and are neither well-suited
for cross-application support on mobile devices, nor support strong






contribution presents Sea of Lights (SoL): a lightweight scheme for
bootstrapping D2D security and for wirelessly spreading it to enable
secure distributed self-organizing networks. It operates “in the dark”
and provides strong protection of key material as well as an intu-
itive means to build a lightweight WoT. It adapts to the hardware
capabilities of the host device and is able to utilize hardware security
solutions to further improve the security of the underlying keys. SoL
is tailored for local urban operations in scenarios such as the coor-
dination of emergency response, where it facilitates containing the
spreading of misinformation. SoL is developed as an Android service
[53]. It comprises two layers. (i) The Trust Management Layer manages
all operations related to the trust relations, and (ii) the Key Manage-
ment Layer performs all operations concerning the underlying keys.
Finally, a proof-of-concept was implemented for the Android platform
to demonstrate and test its feasibility on real mobile devices. Its key
performance aspects were further evaluated through simulation.
Contribution 4. Optimize the Neighbour Discovery Process to Save Energy-
consumption in D2D Communications
This contribution proposes SavIng Energy in STAtic Phases (SIESTA),
an adaptive neighbour discovery scheme for saving energy during






ducing energy consumption if node churn is low while offering fast
response times for dynamic settings. As part of this contribution, an
opportunistic networking framework for mobile devices based on
SIESTA was implemented [54]. It is designed to allow mobile devices
to participate in opportunistic networks while supporting energy-
efficient neighbour discovery. Multiple third-party mobile apps can
simultaneously connect to this framework, which is responsible for
the abstraction of opportunistic communication. Finally, an Android
application was developed as a proof-of-concept to demonstrate and
test the feasibility of SIESTA on real mobile devices. The performance
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aspects of the neighbour discovery scheme were evaluated employing
simulation.
Contribution 5. Integrate Existing IoT Solutions to Allow a More Re-
silience D2D Communication
With an increase in smart spaces such as smart homes and smart
offices, we move towards digital cities that are deeply penetrated
by IoT technology. Many IoT devices are battery powered and can
aid in mediating an emergency network. In scenarios where the elec-BLUEMERGENCY





in case of disaster.
trical grid is still operational, yet communication infrastructure has
failed, non-battery powered IoT devices can similarly help to relieve
congestion or build a backup network in case of cyber-attacks. With
the recent release of the Bluetooth Mesh (BT Mesh) specification [55,
56], a common interface between mobile devices and the IoT has be-
come available. This contribution proposes Bluetooth Mesh emErgency
(BlueMergency), a novel emergency network concept that utilizes
parts of digital cities that remain operational in case of disaster, thus
mediating large-scale post-disaster D2D communication. Since the BT
Mesh specification is backward compatible with Bluetooth 4.0, most
of today’s mobile devices can join such a network. That means, no
special hardware or software modifications are necessary, especially
neither rooting nor jail-breaking of the smartphones.
1.4 outline
This thesis is divided into four parts: introduction, analyzing smart-
phone-based emergency communication systems, improving their
resilience, and conclusion. The Introduction part includes Chapters 1
and 2. Chapter 1 explains the primary research goals to allow secure
D2D communication for emergency response.
Chapter 2 provides an overview of emergency communication sys-
tems: infrastructure-based and infrastructure-less solutions and their
definition. It mainly considers related work with a focus on self-










The contributions of this thesis involve two main aspects, namely,
(i) analyzing smartphone-based emergency communication systems,
and (ii) improving the resilience of such systems. According to these
aspects, Chapters 3 to 7 detail the contributions.
Chapter 3 presents the smartphone-based emergency response sce-
nario considered in this thesis. This chapter provides an in-depth
analysis of existing smartphone-based emergency communication sys-
tems and summarizes their requirements as well as the most relevant
services. It also describes the system and threat model followed in this
work.
Chapter 4 details the result of the evaluation of a real-world smart-
phone-based self-organizing emergency communication system.
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Chapter 5 describes a decentralized solution to allow bootstrap-
ping security in self-organizing D2D communication networks during
disasters. Furthermore, it presents the result of the evaluation of the
key performance aspects using simulation as well as to demonstrate
and test the feasibility of the proposed decentralized authentication
solution on real mobile devices.
Chapter 6 introduces an adaptive neighbour discovery scheme for
saving energy during D2D communications in self-organizing net-
works. This chapter also describes the evaluation procedure and the
performance results by means of simulation, as well as the implemen-
tation of the Android application used to test the feasibility of SIESTA
on real mobile devices.
Chapter 7 details the BlueMergency concept which supports and
strengthens large-scale post-disaster D2D communication by integrat-
ing the parts of digital cities that remain operational in case of disaster.
Finally, Chapter 8 concludes this work.

2
B A C K G R O U N D A N D R E L AT E D W O R K
The previous chapter summarized the goals and contributions of this
thesis, namely, to contribute to the design and development of secure
Device-to-Device (D2D) communication for emergency response sys-
tems. This chapter examines the current state-of-the-art of emergency
systems that provide communication in the aftermath of disasters.
Section 2.2 summarizes the general concept of Emergency Communi-
cation Systems (ECSs), existing channels used for the communication
as well as their security features. Subsequently, Section 2.3 explains
self-organizing ECSs in detail. In particular, it discusses solutions
that include smartphones in their systems to facilitate communication
between rescuer teams and civilians.
2.1 motivation and contribution
Communication is an important “force-multiplier” during disasters





cations capability is typically reduced, while, conversely, demand for
communications increases. As a result, supplementary communica-
tions capabilities are often brought into disaster and crisis zones in an
attempt to bridge this gap. Our contribution is an overview of several
existing technologies utilized by responders as communication chan-
nels during a disaster. We also summarize and discuss the security
and privacy features of state-of-the-art communications mechanisms.
2.2 emergency communication systems
Since 1970, large natural or human-made disasters are becoming more
frequent. Figure 2.1 visualizes statistics from the Emergency Events
Database (EM-DAT) of the Center for Research on the Epidemiology
of Disasters (CRED) International Disaster Database. These statistics
include disasters that meet at least one of the following criteria:
(i) The number of people killed is ten or more,
(ii) The number of people affected is hundred or more,
(iii) There is a declaration of a state of emergency, or,
(iv) There is a call for international assistance.
As depicted in Figure 2.1, the number of natural disasters such
as earthquakes, floods or extreme weather, has increased from 100
13







































Figure 2.1: The annual reported number of natural disasters, categorized by
type. This report includes both weather and non-weather related
disasters. Source EMDAT (2017), OFDA/CRED International Dis-
aster Database, Université catholique de Louvain – Brussels –
Belgium. (adapted from [58])





the entire communication infrastructure, including cellular networks
and telecommunication, to damage after a disaster. The loss of these
communication systems hampers the rescue operation. Hence, we
firmly believe that ECSs can play an important role in facilitating relief
efforts in such situations. In this section, we refer to an ECS as follows:
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Definition 2. Emergency Communication System: “Emergency Communi-
cation refers to communication means and methods required for guarantying
the rescue, emergency aid, and necessary communication by a comprehensive
use of various communication resources in case of a natural or artificial sud-
den emergency. The primary objective of emergency communication systems
is to provide reliable communication services to the victims located in the
coverage holes due to the damage of infrastructure.” [59]
In other words, the concept of ECS focuses mainly on providing




the aftermath of a
disaster.
mitigate the impact of the disaster, by allowing rescue teams, civilians
and victims to communicate inside as well as outside of the disaster
area. These systems, however, may suffer a lack of security, providing
either none or weakened security feature(s). This lack of security is
particularly the case for features such as user authentication that
depends on some kind of centralized infrastructure.
2.2.1 Infrastructure-based Emergency Communication Systems
Perhaps the most straightforward scenario is using mobile telephony
standards. It may also be that existing Internet connectivity is being
used.
2.2.1.1 Cellular Networks
Cellular networks were designed to provide voice applications based






tion, and integrity compared with the first generation analog cellular
networks.
While their security situation has improved with each successive
generation of cellular technology, significant security issues remain





amples [60–62] have demonstrated the feasibility of some attacks
successfully exploiting the existing vulnerabilities and weaknesses of
the underlying standards or poor operational practice by operators,
e. g., by redirecting user traffic or theft of valid user identities, partic-
ularly in the face of a determined adversary who has the means to
obtain specialized hardware that allows interception of 2G and 3G
communications with relative ease.
Such hardware is available for less than US$1,000, placing such
attacks well within reach of many adversaries. Even though cellular
devices support new cellular technologies such as 4G and upcoming
5G, old technologies such as 2G and 3G remain active and are still
the most used technologies for emergencies, as well as in deployed
Internet of Things (IoT) and Machine-to-Machine (M2M) devices [63].
The main additional security improvements of 4G networks, for
example, are focused on key management and protection against
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physical attacks against base stations. Nonetheless, some security
issues remain in the 4G networks [64–66]. In addition, some studies
have already identified security vulnerabilities in 5G networks [67, 68].
Also, cellular networks are designed with “lawful intercept” capa-







into account that not only the local government, but also potential
adversaries with sympathizers within cellular carriers, may be able to
intercept all communications, and use the advanced location capabili-
ties of modern cellular base stations to obtain pervasive location data
on users, including reliable predictions of where users are likely to
be at a future time and date. This issue can be particularly hazardous
in civil unrest situations, where one or more of the belligerents have
reason to be opposed to the delivery of humanitarian relief in an area
[69].
2.2.1.2 Satellite Radio
Satellite communication can offer high-speed data and video trans-




as weak security properties, issues in the synchronization process for
the communication, and in some countries their usage may not be
allowed [70]. Notwithstanding the above difficulties, newer satellite
communication tools, such as Short-Burst-Data (SBD) modules con-
nected to the Iridium constellation, offer the ability to communicate
from most locations on the surface of the earth using a Short Message
Service (SMS)-like interface. Also, only a small battery-powered satel-
lite terminal is needed. It can be carried in a pocket and can pair with
a smartphone.
The security on the Iridium SBD service is described by “security by







could listen to all Iridium SBD data directed to a given locale, by
demodulating the broadcast signal from each satellite as it passes
overhead, using only a few hundred dollars of equipment. This attack
is particularly concerning, because the SMS-like service is unencrypted,
and could be easily spoofed. That is, a determined adversary could
potentially transmit signals that an Iridium SBD would interpret as
having come from a satellite; thus, allowing an adversary to inject
themselves arbitrarily into conversations.
The transmissions from the satellites are unencrypted, so this could
be implemented in a manner that uses intelligence gathered from
the transmissions to allow the mounting of sophisticated attacks that
would be difficult for an end-user to detect. In 2014, IOActive [72]
evaluated several satellite communication systems and identified nu-
merous vulnerabilities that attackers could exploit. For example, at-
tackers can disrupt all communications on some satellite systems by
compromising just a few devices.
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2.2.1.3 Social Media
In recent years, different disaster scenarios have widely shown the
importance and benefits of social media in such situations, e. g., Twit-
ter, Facebook, webblogs, wikis and other web-based resources [73–76].




in the disaster area, but also facilitate the coordination, organization
and involvement of spontaneous volunteers and civilians in the rescue
efforts. Their wide availability and diverse facilities make them valu-
able to spread information widely in a short period. However, those
same characteristics can be abused by adversaries, e. g., by creating
multiple fabricated identities and using those to spread false informa-
tion [77]. Platforms such as crowdsourcing and related mapping tools
have begun to play prominent roles following disasters, allowing the
collection, classification and organization of vital information, which
significantly increases its value and utility in the response effort. These
communications channels, however, build on existing communications
infrastructures — mainly the Internet — with a central infrastructure,








Due to the vast volumes of data and redundant information gener-
ated by such media, the identification of relevant messages without an
appropriate prioritization of the information can be difficult, affecting
the ability for a prompt and efficient response by rescue organizations.
An interesting example was Hurricane Sandy in 2012, where more
than 20 million tweets about the disaster were generated [78]. Fur-
thermore, the open nature of social media where every person can
publish new information, or repeat existing information, complicates
the validation of the data being spread, making it easier for malicious
users to manipulate data, or in some cases, cause the spreading of
false information. The Safety Check feature activated by Facebook
after the Nepal earthquake in 2015, was a good example of the misuse
of social media during disaster scenarios [79].
2.2.2 Self-organizing Emergency Communication Systems
Where conventional communications are disrupted, it may be neces-
sary to use personal communications media that are less secure than
those ordinarily used. For example, analog or digital radios may be
used in place of cellular mobile telephony.
2.2.2.1 Analog Radio
Analog radio has played a prominent role in disaster communications
for many decades. In particular, Ultra High Frequency (UHF) and Analog radio is an
unsecured broadcast
medium.
Very High Frequency (VHF) hand-held radios are frequently used
to provide communications among personnel deployed during and
following disasters. High Frequency (HF) radio is still present in
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many situations. However, its role is diminishing and increasingly
being replaced in the field by lower-cost satellite based-solutions,
such as the deLorme inReach [80]. deLorme inReach allows global
communications reach, without the complications of maintaining and
operating an HF radio installation, including ensuring that trained
personnel are available. Analog radio is also an unsecured broadcast
medium. That is, any party with a suitable radio can listen to all
communications. Indeed, all parties must listen to all communications
if they are to hear communications that are intended for them.
In situations where it is desirable to send non-confidential informa-
tion and to reach multiple parties, the broadcast property of analog
radio is beneficial, e. g., the disposition of members of a team as they
carry out their activities. However, even in such cases, adversaries canAny party with a





easily listen to communications, replay recorded communications or
more actively participate in communications in a variety of subversive,
or even merely disruptive manners. For instance, an adversary can
replay communications simply by recording the transmissions of oth-
ers on a channel, and then replaying them into the microphone of a
radio at a later time. This is because analog radio lacks confidentiality,
authenticity and integrity.
2.2.2.2 Digital Radio
The typical example of this technology in Europe is Terrestrial Trunked
Radio (TETRA), which allows the exchange of speech and status mes-




improvements over analog radio: Their communications often support
confidentiality. Some digital radio systems can authenticate commu-
nications and ensure their integrity. However, this is not the case for
all digital radio systems. Hence, it is necessary to gain an adequate
understanding of how confidentiality, authentication and integrity are
provided by the radio system, and how they can be protected against
common attack paths, such as theft, loss of a radio handset or traffic
analysis, which imply a significant threat in some environments, e. g.,





Furthermore, different analyses [81–83] have identified significant
security weaknesses of these systems, which lead to potential attacks
that could affect the provided security features such as confidentiality.
For example, an adversary can get access to sensitive data, track
devices, or analysis exchanged traffic. Also, some digital radio systems
still require some form of supporting central infrastructures, such as a
base station or central repeater.
2.2.2.3 Off-grid Ad Hoc Networks
In addition to the traditional communications system, distributed Mo-
bile Ad Hoc Network (MANET) have been developed over the past
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twenty years or so, primarily enabled by the development of 802.11
Wi-Fi [84]. These networks may use wireless technologies such as ad Different projects
focused on MANETs





hoc Wi-Fi, Wi-Fi Direct, or Bluetooth to allow a direct communication
between mobile devices. The general intent of such networks can be
summarized as facilitating the creation of networks without reliance
on conventional fixed infrastructure. Within the humanitarian space,
projects of potential interest include, without limitation, the FreiFunk
and associated projects in Europe [85, 86], the Commotion Wireless
project from the USA [87], and the Serval Project from Australia [88–
91]. Each of these projects has a particular focus. For instance, Frei-
Funk and the related movement facilitates the provision of (typically
wireless) Internet access, independent of existing infrastructure. The
Commotion Wireless project is primarily interested in providing se-
cure Internet and intranet access in difficult environments, such as
providing communications for dissidents under oppressive regimes.
The Serval Project is primarily focused on providing secured mobile
telecommunications without dependence on existing infrastructure,
with an emphasis on disaster response and isolated communities. The The differing
approaches each




differing approaches and intentions of each project result in a diver-
sity of security properties of these networks. However, many modern
incarnations pay particular attention to the issues of confidentiality,
authenticity, and integrity of communications — including the diffi-
cult matter of managing the routing of communications among the
devices in a MANET [31, 92]. When contemplating using such systems,
particular emphasis should be placed on ensuring that the desired
properties are provided by the particular system being considered.
2.3 smartphone-based self-organizing emergency com-
munication systems
Nowadays, smartphones are an integral part of everyday life. Over
the years, their usage has been established not only in many daily
activities such as social interaction, but also in critical situations such






demonstrated how valuable their support and contribution are during
the relief effort [93]: They have collected information about missing
people, or created repository sites to exchange information about the
devastated area. However, during the first 24 hours, the communica-
tion infrastructure is usually either entirely out of order or at least
overloaded. Besides, the 72 hours after a disaster, known as the “golden
72 hours” [94], are decisive and crucial in an emergency, since in most
cases, only people which are rescued within that time, have a good
chance of surviving. Therefore, decentralized infrastructure-less com-
munication solutions, especially based on smartphones, have been
studied and proposed in the last years. In this context, this section
summarizes and compares several relevant existing smartphone-based
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ECSs, which allow the civilians to coordinate and communicate dur-
ing a disaster. Some of these solutions were briefly described in the
previous section.
2.3.1 Comparison of Existing Solutions
This subsection presents existing smartphone-based ECSs. These so-
lutions are classified into two categories: commercial and research
projects.
2.3.1.1 Commercial Projects
Commercial solutions in the field of emergency communication are





teams and the population. These services, however, require a central
infrastructure to enable communication.
To mention here: the Federal Emergency Management Agency
(FEMA) from the US-Department of Homeland Security or the Digital
Operations Center (DigiDOC) from the American Red Cross. The
FEMA mobile app [95] features weather alerts, a map showing the







report the situation awareness of buildings or roads after a disaster,
e. g., by sharing photos. The DigiDOC [96] uses the data shared in
the social media during and after a disaster to collect information
about the situation in the affected area. Regarding privacy concerns,
they only process accessible public information. In addition, the Red
Cross uses various social channels such as Facebook or Twitter to
disseminate information. The Red Cross also facilities smartphone ap-
plications [97] for specific weather events such as hurricanes, wildfires
or floods. These apps contain behavioural advice in the event of a
disaster. They also can show live information about a specific event,
e. g., an app can display and predict the direction of fire propagation,
which in turn allows the population to get safe.





for Open Communication Systems (FOKUS) on behalf of the German
public insurance companies and Emergency Information and Mes-
saging App (NINA) [99] from the Germany Federal Office for Civil
Protection and Disaster Relief (BBK). Both applications are warning
systems that enable government agencies, e. g., fire brigade control
centers, to send by SMS, E-Mail or push notification, warnings and
behavioural advice to the people affected by a disaster. Also, users
can configure location-based warnings. While in the NINA app the
location-based warnings require Global Positioning System (GPS), in
KATWARN these warnings are not carried out with GPS, but use base
stations and WLAN access points.
However, all these projects are functional only if there is a connection
to conventional communication infrastructures, e. g., the Internet, as
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all the data provided by these applications is stored and processed on
centralized servers.
2.3.1.2 Research Projects
Even though the commercial projects mentioned above are helpful,
they do not facilitate direct data exchange between spontaneous vol-
unteers to support organization and cooperation in the event of a






communication between civilians during a disaster. Most of them do
not require a connection to the mobile network or the Internet. Re-
search projects such as SOS-Cast [100] or Help Beacons System [101]
are Android applications developed to enable civilians to send SOS
messages. SOS-Cast helps responders to find trapped persons. A user
broadcasts a SOS message, including its name, physical condition and
location. The messages are then relayed via civilian phones until they
reach a responder device. Communication is only supported from
civilians to responders. The Help Beacons System allows sending help
messages in proximity in an ad hoc manner. This system uses the
Service Set IDentifier (SSID) to transmit the content of the message.
The Help Beacons app establishes an ad hoc connection between the
smartphone of the injured person and the smartphone of a rescue
responder. Several approaches
allow civilians, e.g.,
to send their location
coordinates, to





Furthermore, projects such as INKA [102] or ENSURE [103] are
solutions that integrate spontaneous volunteers in relief efforts. These
solutions use Web 2.0 applications in the government agencies site to
able communication between responders and civilians.
Twimingt [104] is another research project which uses an Android
application to allow communication between twitter users via Blue-
tooth using an epidemic routing protocol. It needs as a prerequisite a
Twitter account or an Internet connection to create one. The messages
are stored locally and are sent to the Twitter servers whenever con-
nected to the Internet. Twimight supports only hashtags, i. e., it lacks
user and group communications. The Serval Project from Australia
[88–91] provides a smartphone app that allows text messaging, voice
calls, and file sharing, with an emphasis on disaster response and
isolated communities. Previous versions of the Serval Mesh app used
the Independent Basis Service Set (IBSS) mode in rooted Android
devices to provide peer-to-peer communication. The current version
enables ad hoc communication by using Bluetooth. Additionally, they
include external devices, so called Serval Mesh Extender, to allow
communication using Wi-Fi.
Additional research projects focus on: (i) Providing communica-
tion between civilians and responders, e. g., for collecting information
about the current situation in the disaster area (a kind of crowd-
sourcing) [105], (ii) Monitoring of responders, e. g., by collecting and
processing medical sensor data of responders in disaster scenarios
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[106], or, (iii) The use of social media to help authorities to deal with
different scenarios [107].
2.4 summary
The ECSs mentioned above are not necessarily applicable to all disas-
ter scenarios, their importance and requirements can differ according
to the features of the emergency scenario, as well as by the commu-









studies or related work that supply directly helpful information about
possible issues and security requirements for such technologies in
disaster scenarios.
The security properties of the communication options available in a
disaster zone may not be immediately apparent, and as adversaries
become more and more active during disaster response activities, there
is a compelling need to provide honest users with practical evidence-
based information that allow them to make informed decisions about
the use of the available resources while minimizing the risk for harm.
Possible risks include surveillance, censorship, inter-mediation or oth-
erwise interference with the communication channels. For example, a
militia or other informal power-block may monitor Internet commu-
nications in order to gain advantage or further their victimization of
others. In some locations it is also possible that surveillance may be
used to gather material in order to seek expulsion or incite or commit
extra-judicial violence or other actions against disaster responders,
e. g., in areas where religious or other extremist activity is present.
Overall, the results indicate the lack of security for several communi-
cation technologies. For instance, analog radio communication and 2G
cellular networks are considered insecure channels, nonetheless, these
technologies continue to be significant communications channels used
during disasters. Furthermore, different countermeasures to avoid
many of the 2G vulnerabilities have no effect in the inter-operation
between 2G and 3G networks. In addition, the Internet based plat-
forms are provisioned and operated by untrusted third parties, and
their security depends on the service providers. Alternative systems
such as VoIP or chat applications implement proprietary protocols and
security countermeasures, which imply interactions between different
technologies that can also lead to unexpected results which may in
turn result in security issues.
Although there are several projects focused on the design and imple-
mentation of infrastructure independent post-disaster communication
systems, most of them: (i) Still lack the integration of human behaviour
and their requirements in the aftermath of a disaster, (ii) Depend of
central infrastructure to bootstrap security in a decentralized way,
(iii) Require optimized energy consumption, and (iv) Do not include
existing wireless sensor networks to improve the resilience of such
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systems. Instead of proposing another specific system, we present a
suite of comprehensive solutions that contribute to the design and
deployment of secure D2D communication for ECSs.

Part II
A N A LY Z I N G S M A RT P H O N E - B A S E D
E M E R G E N C Y C O M M U N I C AT I O N S Y S T E M S
This part of the thesis analyzes existing mechanisms and
solutions to facilitate civilian communications using smart-
phone-based ECS. Chapter 3 highlights the most common
communications needs in the aftermath of a disaster and,
identifies relevant requirements and services to be included
in smartphone-based ECS. It also describes a general sys-
tem and threat model that should be taken into account
for such systems. Finally, Chapter 4 presents the findings
of the real-world field test conducted as a proof-of-concept
of a self-organized smartphone-based ECS.

3
S M A RT P H O N E - B A S E D E M E R G E N C Y R E S P O N S E
S C E N A R I O
Previous chapters have briefly explained the general concept of Emer-
gency Communication System (ECS), communication technologies
used in such systems as well as their security features. Also, they
have presented several technical solutions that enable spontaneous
volunteers to build self-organizing distributed wireless networks [100–
105, 107], and thus enabling the population to communicate using
their mobile devices without relying on a centralized infrastructure.
These self-organizing distributed wireless networks build on user
participation and leverage Mobile Ad Hoc Network (MANET) or De-
lay Tolerant Network (DTN) technology to facilitate message routing,
forwarding, and spreading in the affected area.
This chapter first provides a representative list of disasters from the
last decade in Section 3.2, highlighting common factors. Section 3.3
summarizes main stakeholders, as well as communication technologies
used in such situations. With this information, Section 3.4 raises the
most relevant civilians’ requirements for post-disaster smartphone-
based systems. Typically, in such situations, the most critical personal
communications needs focus on the exchange of small but vital data,
such as SOS messages, telling family and friends that you are safe, or
sharing situational awareness [108].
3.1 motivation and contribution
Each disaster scenario is different and its impact depends on each
specific situation. On the one hand, earthquakes warning systems
can detect the nondestructive primary waves, which implies a short
time slot between 60 and 90 seconds before the destructive secondary
waves arrive. On the other hand, hurricanes and their trajectories
can be monitored typically for hours, which implies more time in
advance, allowing people to take preventive measures. Nonetheless, Each disaster
scenario is different,






they have several common factors: Most of them imply partially or
totally damaged communication channels. They also have demon-
strated that civilians tend to organize themselves. Communication
is needed by the rescuers to coordinate their efforts. Civilians also
need to communicate with each other, e. g., with their families, friends
and rescuers. The contribution of this chapter is to analyze and high-
light communication issues that occurred in these scenarios as well
as relevant characteristics of civilians’ behaviour, as well as plausible
threats from contemporary disaster and crisis events. In this context,
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this chapter also presents the system model, threat model and security
requirements for post-disaster communication systems.








The number of natural or human-made disasters and their impact have
significantly grown in the last years. This section focuses primarily on
four relevant scenarios to identify the most common communications
needs from the perspective of both organizations and individuals.
3.2.1 Earthquake and Tsunami
In April 2015, Nepal suffered a magnitude 7.8 earthquake, causing
significant damage to the local telecommunications infrastructure. The
disruption of communications complicated relief efforts. It hindered
the coordination of help efforts, slowing response, especially during






same magnitude as in Nepal struck along the central coast of Ecuador.
It substantially impacted all infrastructure, i. e., electricity, water sup-
ply, and telecommunication [110]. In both cases, warning and relief
efforts were impaired by damage to infrastructure and the lack of
communications. Particularly, following the Nepal earthquake, citi-
zens played an essential role in reducing these effects, assisting relief
efforts through collecting, disseminating and exchanging information
and news about the ongoing situation in the disaster area via social
networks. Social media was also used to search for missing people or
relatives, and to reassure others of their safety.
3.2.2 Hurricane
In 2017, in the span a few weeks, the Caribbean was devastated by
three hurricanes (Irma, Harvey and Maria) [111]. Their collective dam-
ages were estimated at over 478 billion dollars. Hurricane Maria, e. g.,
led to the most significant power outage in the history of Puerto Rico
ever recorded. It caused massive damage in the entire communicationResponders were
unable for days to
share information
and to inform the
affected population
about the damage.
infrastructure, including telecommunication and cellular networks,
resulting in the isolation of thousands of people. Thus, the power
blackout implied also a very prolonged communication outage. Two
months after the hurricane approximately one third of the cellular
sites were still out of service [112]. The pervasive and widespread
communications failures also substantially hampered relief efforts. Re-
sponders, for instance, were unable to share information, or to inform
the affected population about the damage, for days.
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Table 3.1: Overview of relevant disaster scenarios and their issues.




























Loss of Communications    H#
Isolation of People    H#
Response Difficulties     
Use of Social Media   H#  
Collaboration of Citizens    H#
Search for Missing People   H# H#
Lack of Information    H#
3.2.3 Bush Fires
In 2009, the Black Saturday bush fire affected a widespread area in
the southern Australian state of Victoria [113]. The Black Saturday
was Australia’s worst bush fire since the Ash Wednesday fires of 1983,
resulting in 173 fatalities, with communications services unavailable





to provide support to
people affected by the
disaster.
Similarity, the Camp Fire in 2018 was one of the deadliest bushfires
in the history of California [115], causing at least 85 fatalities. In both
cases, the damage and overload in the communication infrastructure
as well as the lack of information about the accessibility of the affected
areas, greatly impaired relief efforts. Before responders could act,
they had to collect information about the impact of the disaster to
facilitate access [116]. Furthermore, affected regions did not receive any
warnings and evacuation instructions in a timely and reliable manner;
thus compounding the situation. Nonetheless, the collaboration of
local communities, and local and international organizations, helped
to provide support to people affected by the disaster.
3.2.4 War and Unrest
War and civil unrest also often disrupt communications infrastruc-
ture, through either damage or other actions of the belligerents. Such
unrest also acts to impair the development and extension of telecom-
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conflict and warfare have acted to prevent investment in telecommu-
nications infrastructure [117]. Syria is also an example of this, while
the regions controlled by rebels have no access to the Internet and
because cellular networks have been destroyed or are out of service,
the government-controlled regions have an entire infrastructure.
3.2.5 Common Factors
The aforementioned use-cases are only examples of how users and
their needs influence the emergency response networks dedicated to
helping them. While these use-cases vary, they exhibit several com-
mon factors as show in Table 3.1. Indeed, if we consider these and
several other representative factors for the above use-cases, we find
that they almost all apply to every use-case, although differences may
arise in the relative significance of each factor. For instance, natural
large-scale disasters severely affect the information and communica-
tion capabilities of the population by damaging infrastructure, making
communication systems unavailable or knocking out the power. Thus,
the loss of communications capacity, or isolation of people and commu-
nities from one another, are common by most of them. Human-made
disasters such as war or censorship, are deliberate activities focused
to disrupt the communication or to isolate people. Such situations are
commonly targeted at certain regions, thus the loss of communication
can, e. g., affect only selected broadcasting channels, or be limited to
specific hours during the day.
3.3 disaster scenario
In this section, we present the definition of disaster considered in this
work. We derive the stakeholders based on this definition.
3.3.1 Definition
There is considerable variation in the definition of a disaster, both
in terms of the scope of the kind of events included as well in the
nomenclature used [118]. We further refer to the definition proposed
by the United Nations as follows:In a disaster there is





Definition 3. Disaster: “..A serious disruption of the functioning of a
community or a society involving widespread human, material, economic or
environmental losses and impacts, which exceeds the ability of the affected
community or society to cope using its own resources.” [119]
That is, the overarching defining characteristic of a disaster, as com-
pared to, for example, an accident or other non-disastrous undesirable
events, is that in a disaster, there is a need for external support. In
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the case where a disaster involves communications, this implies that
additional communications capability or capacity is required to be in-
troduced to the disaster zone. This need for external support may then
require that responders, civilians, existing services and authorities,
and any other parties active in the disaster zone, resort to commu-
nication tools, technologies, suppliers or media that they would not
regularly use. As a result, the resulting communications may have
drastically different actors and requirements compared with regular
use.









































Communication Island Communication Island
Figure 3.1: An example of the three communication pathways considered
in this thesis: (a) between cilivians –Civilian-to-Civilian (C2C),
e. g., private message between civilians, (b) from civilians to re-
sponders – Civilian-to-Responders (C2R), e. g., help requests, (c)





divide the roles of
people in a disaster
zone.
The roles of people during a disaster are complex. Many beneficiaries
of help are at the same time responders. A person may, for example,
be a beneficiary of food and water, but then assist the response efforts
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by searching for survivors or restoring telecommunications services.
Such persons may provide help in both individual and institutional
capacities. Furthermore, the institutions or organizations which they
serve may either be pre-existing ones, e. g., a cellular carrier or na-
tional disaster management organization, or a newly formed ad hoc
relief organization [120]. Thus, it is tough to divide the roles of peo-





use of in the wake of
disasters.
cases surveyed, this led us to the understanding that communications
between civilians in a disaster zone is both of vital importance, and
often particularly vulnerable, as civilians typically do not possess
their own dedicated communications capacity, in contrast to many
established relief organizations. Therefore our approach concentrates
on communication tools that ordinary civilians can make use of in
the wake of disasters, as depicted in Figure 3.1. As such, our focus
is the facilitation of Civilian-to-Civilian (C2C) communications. Or-
ganizational or institutional communications are also explored, but
only in so far as they can be directed at, or received by civilians, i. e.,
Responders-to-Civilian (R2C) or Civilian-to-Responder (C2R) com-
munications. Communication between organizations is outside of the
scope of this thesis.
3.3.3 Communication Technologies
The main characteristics of existing communication technologies that
enable direct communication between mobile devices can be summa-
rized as follows.
3.3.3.1 Bluetooth and Bluetooth Low Energy (BLE)
Bluetooth is a communication technology present in almost all smart-
phones. It is defined according to the IEEE standard 802.15.1 [121].
Bluetooth exists in two different variants: Classic (Bluetooth beforeBluetooth is a
communication
technology that is
present in almost all
smartphones.
4.0) and Bluetooth Low Energy (BLE) (BLE, 4.0 and up). Its range and
number of connections are limited to a few meters and up to eight
devices respectively. Bluetooth has a transmission rate to a maximum
of 2 Mbps. The main difference between Bluetooth Classic and BLE is
that BLE reduces energy consumption. For instance, Apple’s Multipeer
Connectivity Framework [122] or p2pkit use BLE for the neighbour
discovery process. However, it is not compatible with the previous
versions, i. e., old mobile devices do not support BLE.
3.3.3.2 Wi-Fi Direct
This technology enables mobile devices to act as access points. It isWi-Fi Direct enables
mobile devices to act
as access points.
defined in the Wi-Fi Peer-to-Peer (P2P) Technical Specification [123].
Other devices (clients) can connect directly to the device acting as an
access point (master). The number of connections is limited, as it is
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not possible to connect any number of end devices at the same time.
Currently, most of the smartphones support up to eight devices. The
power consumption of the master is also significantly increased.
3.3.3.3 Wi-Fi Independent Basis Service Set (IBSS) Mode
The IBSS mode is defined according to the IEEE standard 802.11 for Wi-
Fi [124]. Each device can communicate directly with other device, and To support this mode,
it is necessary to
jailbreak a
smartphone.
the number of connections is not limited. For supporting multihop
capabilities it is necessary to implement a routing protocol at the
network layer. This mode, however, is not available on mobile devices
by default. IBSS mode is only supported by jailbreaking a smartphone.
3.3.3.4 Wi-Fi Infrastructure Mode
This technology is based on communication with the existing infras-
tructure. It is defined in the IEEE standard 802.11 for Wi-Fi [124]. The There is no direct
communication
between devices.
devices connect to an access point that is responsible for the man-
agement of the network. There is no direct Device-to-Device (D2D)
communication, instead, they use the access point to communicate.
Thus, they need to remain within the radio range of the access point
to communicate with each other.
3.3.3.5 Wi-Fi Aware
Wi-Fi Aware is a new communication technology that facilitates the
discovery of services offered by neighbouring devices and a direct con-
nection between devices without the need of cellular or infrastructure
connection.




Wi-Fi Aware is similar to Apple Wireless Direct Link (AWDL) from
Apple [126]. The devices form a cluster and select a master. Then all
devices synchronize with the master’s clock. However, it does not
support backward compatibility and only a small number of new
smartphones support this mode.
3.3.3.6 Smartphones Manufacturer Frameworks
The Multipeer Connectivity framework is developed by Apple [122]. It
enables offline D2D communication between iOS devices without the
need for an Internet connection. This framework facilitates discovery
of services provided by nearby devices and connects with them.
Google Nearby is a framework developed by Google [127]. Similar
to the Multipeer Connectivity framework, it allows a device to discover
service announcements by other nearby devices. If a nearby service
is discovered, a device (client) connects automatically to the other
device (server). Hence, both devices can now exchange data in the
form of bytes, files or streams. Both, however, use standard wireless
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Bluetooth and Wi-Fi Direct, and Multipeer Connectivity uses AWDL, a
proprietary combination of Wi-Fi and BLE which has been extensively
analyzed in [126]. In addition, they do not support interoperability,
i. e., cross-platform D2D communication between smartphones.
3.4 requirements and services
Due to the wide range of scenarios and their specific characteristics, it
is difficult to generalize and mandate specific technology choices and
security settings. Likewise, it is impractical to specify requirements for
all imaginable disaster scenarios in detail. Nevertheless, based on the
relevant scenarios summarized in Section 3.2 and the input of several
responder organizations such as the German Fire Departments, and
the German Federal Office of Civil Protection and Disaster Assistance,
we identify relevant requirements as well as services to be considered










Self-organizing post-disaster networks may be used in varying sce-
narios by people with very different requirements, and types of in-
formation to be exchanged. This part of the thesis provides a list of
requirements that such a system should meet:
3.4.1.1 System Requirements
• The system should facilitate communication channels from civil-
ians to responders and vice versa.
• The system should allow coordinating the exchange of resources,
e. g., tools, machines, food, as well as assistance.
• The user should be able to search for missing persons.
• The system should enable users to send a distress message.
• It should be possible to send a sign of life, e. g., health or location
to family and friends.
• The system should consider the available smartphone’s sensors
to include additional functionality, e. g., send user location infor-
mation by using GPS data.
• Collaboration between the civilians and responders without a
central infrastructure should be possible.
• Communication between users after changes in the topology or
network participants should be guaranteed.
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• Battery life must be considered to maximise communication
during extended power outages.
• Users should be able to enter or to leave the network at any time.
The number of users and their mobility should not be limited.
• The system should allow collaborative communication between
users independent of their type of smartphone.
3.4.1.2 Security Requirements
We also identify the main security requirements when implementing
a system for use in a disaster. The security
requirements can
differ according to
the nature of the
emergency scenario.
• Confidentiality: There are scenarios where it is vital to ensure that
only the specified person can read the exchanged information
[73, 128]. Attacks against this security goal aim to get access
to sensitive information without accurate authorization. Hence,
different methods and mechanisms are necessary to keep the
content of a message secret from unauthorized users. In spe-
cific scenarios, however, where the data is public by itself, this
property may neither be mandatory nor desirable.
• Authenticity: The receiver of a message should be able to corrob-
orate that the purported sender is, in fact, the authentic author
of the communication [129], e. g., for public alerts or warnings
from rescuers. Without such an authentication mechanism, users
could impersonate one another, with considerable scope for
disseminating misinformation with malicious intent.
• Key Management: The management and exchange of key material
between users on the network without prior communication
should be guaranteed.
Furthermore, attacks against the integrity of communications aim
to modify legitimate information, for example, replacing a valid text




not within the scope
of this thesis.
text, it is necessary to verify if the exchanged information between
two parties was altered during transmission, as well as to protect the
content of a message against any alteration. In most cases, this is a
mandatory property, as otherwise, an attacker could maliciously cause
arbitrary misinformation. Anonymity, privacy, social accountability
and non-repudiability represent an additional set of security proper-
ties that are particularly important when private persons communicate
with one another, with the public at large, and in some cases, with
government and authorities. Together, they allow users to interact
without excessive fear of the consequences of their communications,
or of the consequences of the communications activities of others (in-
cluding the passive collection of communications). However, the focus
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of this thesis is on communications among persons and organizations
where the opposite is the case: where it is highly desirable for the
authenticity of persons and their actions to be sustained. Therefore
these topics are not within the scope of this thesis. However, they are
not necessarily irrelevant to all disaster scenarios: their importance
can differ according to the nature of the emergency scenario. For ex-
ample, anonymity can be of significant importance in scenarios where
a government controls communication channels. In such cases, it is
important that the opposition or other people with differing opinions
or anti-government positions cannot be identified, or at least cannot
be distinguished among a group of senders [130].
3.4.2 Services
The relevant scenarios summarized in Section 3.2 are only examples






dedicated to helping them. Based on this information, we identify
and highlight the most relevant services for smartphone-based post-
disaster systems.
• SOS Emergency Messages: This service allows people to send
an urgent request for help to responders. The message may
additionally be sent to neighbouring nodes that can act as first
responders. This service works as an addition and not as a
replacement to national emergency numbers, such as 112 in
Europe, 000 in Australia and 911 in the USA.
• I am Alive Notifications: I am Alive Notifications enable the af-
fected population to report their status information, e. g., lo-
cation, health, and needs to other users in the post-disaster
network. As mentioned in the previous section, social networks
like Facebook, and Non-governmental Organizations (NGOs)
like the Red Cross, implement such services on demand, mostly
based on websites hosted on central servers. These services are
rarely integrated, resulting in fragmentation of information, and
often requiring users to submit their information on multiple
systems, further straining communications infrastructure.
• Person-Finder: Person-Finder provides the counterpart to I am
Alive Notifications: the possibility to ask about people assumed
to reside in the area around the incident. To facilitate this, the
service should allow searching for people based on different in-
formation, e. g., last known location or via photo. Geographic for-
warding schemes may be employed to limit and refine searches
to the assumed location of an individual.
• Situation Assessment: This service allows the affected population
to report observations from the disaster area, such as damage
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reports or availability of supplies, to either responders or the
affected population.
• Information/News: Information/News services allow responders
to make announcements regarding currently existing, or po-
tentially evolving hazards in a specific area to the public. This
service could use various dissemination modes, targeting groups,
individuals, areas, or any combination.
• Resource Market Registry: This service is used to match requests
for resource, e. g., requests for fuel, energy, water or medical
supplies to offers from the affected population. This service
provides a tool for self-organizing resource sharing based on
information about needs and requests. The information should
be exchanged among the affected population, but only in specific
regions, to prevent unnecessary information transmission, and
thus minimize the required communications capacity.
• Tasking: The Tasking service is similar to the Resource Market
Registry Service, but focuses on human resources, i. e., enabling
responders or the affected population to recruit and manage
personnel in achieving particular relief initiatives of individuals.
• Messaging Services: Messaging service allows private messaging
similar to Short Message Service (SMS) between two parties,
enabling the affected population to communicate with family,
friends, or others for any necessary purpose.
3.5 system and threat models
In this section, we describe a general system model for smartphone-
based post-disaster communication systems. Furthermore, we take
plausible threats from contemporary disaster and crisis events into
account to define a threat model for disaster scenarios.
3.5.1 System Model
We consider ubiquitous mobile devices equipped with a variety of









vide helpful information about the extent or severity of damage at
the site of the disaster [131] as well as the status of the device’s
owner through activity recognition [132]. Each node can act as the
data source, destination, or relay station and thus needs to decide
whether data is forwarded, stored or discarded. Additionally, in such
networks, where the interconnection time between nodes is not pre-
dictable, an end-to-end communication channel cannot be guaranteed.
We do not limit our discussion to any specific communication tech-
nology; thus, we assume the existence of mechanisms for the data
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routing/forwarding/spreading and physical interfaces required for
direct device-to-device communication.
3.5.2 Threat Model
A user in a communication network during a disaster can act in any of
the following roles: (i) an honest user, who contributes to the commu-
nication, cooperates with neighbours, acts according to the specified








subvert regular communications. An adversary’s behaviour and the
impact of an attack can vary according to the capabilities of the ad-
versary as well as the scenario or situation in which an attack occurs.
Adversaries can work alone and independently (single attackers), or
collaborate with other malicious users (colluding attackers). It depends
on the goals and the motivation of the attacks. On the one hand, col-




of available resources without regard for others, for example, to meet
their basic needs for food, shelter and other materials. For these ac-
tors, they can perhaps be modelled from a game theory perspective
as seeing the situation as a zero-sum game, and they are seeking
to maximize their gain, without being hindered by the fact that it
necessarily increases losses to other parties. That is, their objective is
their gain, rather than the loss of others. On the other hand, there can
be actors such as terrorists, who can also be colluding attackers, but
who are actively trying to exploit destruction and chaos in civilian
communication causing panic and confusion. They can perhaps be
modelled from a game-theory perspective as seeking to minimize the
sum of the game from the perspective of other parties. That is, rather
than failing to be hindered by the presence of a zero-sum game, they
are actively motivated by this. As this analysis reveals, while their
motivations and thus, modes of operation may differ, they have the
same final effect of undertaking actions that induce losses upon other
parties.
In this subsection, we are going to give a high-level overview of
possible adversaries that can be considered during a disaster scenario.
These categories can differ and need to be adapted according to the
features of the emergency scenario, as well as by the communication
mode(s) required.
a Non-cooperative user’s behaviour: In some situations, when
normal users (civilian or organization) compete to gain some
limited resources, they may cease cooperative actions, as they
actively seek to optimize their resources. Their behaviour can
affect the entire communications channel.
b Militias: The Haiti Earthquake of 2011 saw many examples of this
kind of adversary [73]. Militias broke into stores and induced a
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state of violence and anarchy. Without a security mechanism for
communication channels, the militias can listen to the commu-
nications of others, and use this intelligence to their advantage,
and therefore, the disadvantage of others [74].
c Terrorists: A terrorist has different purposes as looters or non-
cooperative user’s behaviour. For instance, he wants to create
fear in the population, to gain international publicity for a terror
group, but also to support a political or religious ideology, per-
ceived or actual inequitable treatment, among other factors [133,
134].
d Looters: During Hurricane Katrina of 2005, fabricated reports
of the shooting of rescuers and civilians, acts of violence, were
reported [129]. The spread of rumors about looting and the lack
of authority’s presence contributed to a general rise in panic and
a wide distribution of inaccurate information to citizens. Attack-
ers used this information and looted abandoned properties or
tried to take the resources of isolated community residents.
e Politically motivated organizations: In the Russian - Georgia
conflict of 2008, governmental and civilian infrastructure was the
victim of cyber-attacks, whose primary purpose was to disrupt
and to compromise communication within Georgia, as well as to
gather intelligence from and about military and political groups
[128].
3.6 summary
Technologies summarized in Section 3.3 implement technical solutions





however, none of them provides an adequate implementation to be
considered as the most feasible solution for ECSs. There is no feasible
solution that supports multihop, long-range communication and a
transmission data rate up to 100 Mbps among the off-the-shell devices.
Most of them do not scale sufficiently well in terms of the number
of users or, in the case of Bluetooth, also have a significantly limited
range. Other solutions, such as Wi-Fi ad hoc, are outdated and imply
high energy consumption. Also, the lack of interoperability between
existing solutions confirms the need for a cross-platform solution that









Existing commercial post-disaster solutions individually provide
most services mentioned in Section 3.4. However, as of today, all of
them are highly dependent on centralized infrastructure, i. e., based on
a client-server architecture. For example, some websites or apps supply
interactive maps for actual or potential disasters, such as hurricanes or
tsunamis (Disaster Alert [135]). Additionally, many solutions enable
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users to report an incident and to get feedback about the current
status of service restoration (FEMA App [95]). Furthermore, although
most of these services exist for institutions and organizations, we are
not aware of citizen-oriented Resource Market Registries or Tasking
Services. Even if they were available, dependence on communications
infrastructure would remain an obstacle to their use.
Finally, as mentioned in Section 3.5, security is often completely
ignored due to missing knowledge of security mechanisms or the
complexity of secure communications. Nevertheless, foundational
security features, like authentication, confidentiality and integrity
become mandatory, as without those features significant risks arise,
e. g., false information can be distributed during crises, resulting in
confusion or a loss of trust amongst recipients.
4
R E A L - W O R L D E VA L UAT I O N O F A
S M A RT P H O N E - B A S E D E M E R G E N C Y
C O M M U N I C AT I O N S Y S T E M
In the previous chapter, we have summarized and discussed the im-
portance of smartphone-based communication networks in emergency
response scenarios, where communication infrastructure is impaired
or overloaded. In this chapter, we present the results from the field test
to gain insights from civilian behaviour when utilizing smartphone-
based communication networks in disaster scenarios. These results
have been previously published in [3], and are extended in this thesis.
The chapter is organized as follows. We first introduce our motivation
and contribution in Section 4.1. The field test setup, the general device
configuration, as well as the description of the data collection method-
ology are provided in Section 4.2. The gathered data comprises user
interaction, mobility and additional sensor readings, that can be used
as a foundation for simulations for present and future disaster commu-
nications systems. Next, we analyze the collected data in Section 4.3,
highlighting scenario-specific interaction and movement behaviour
of participants. In Section 4.4, we present related work. Finally, some
concluding remarks are given in Section 4.5.
4.1 motivation and contribution
To adapt and improve these emergency communication systems from
the lessons learned, they should be ideally tested during a real cri-
sis [48], or a sufficiently realistic field exercise. The later has the advan-
tage of avoiding unnecessary risk for all concerned. However, most of
them are evaluated using simulation models, trying to mimic realistic
user behaviour and environmental characteristics for post-disaster







evaluate performance and scalability of systems, they normally lack
important characteristics of real-world human behaviour, especially
of civilians in disaster scenarios. The simulation models are either
(i) solely based on the analysis of tactical issues of civil protection
and input from FEMA or other organizations [136], (ii) relying on
traces gathered in everyday life, e. g., on campuses, during confer-
ences, or in office buildings [45–47], or (iii) only considering behaviour
of professional disaster relief personnel [137, 138].
Yet, to design and evaluate works targeting disaster relief it is
necessary to consider and understand real-world human behaviour,
specially of civilians in disaster scenarios. To this end, we conducted
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a large-scale field test in conjunction with experts from the German
Federal Office of Civil Protection and Disaster Assistance (BBK), the
German Federal Agency for Technical Relief (THW), local fire depart-
ments, and other NGOs. The main idea of this test was to asses the
effectiveness of such a solution and to evaluate the usage by emer-
gency services that relied solely on ad hoc communication. Over theOver the course of







course of one day, we gathered data from smartphones distributed to
125 participants in a scripted disaster event. Additionally, participants
were asked to answer a set of question about the subjective experience
when interacting with our Android app as well as with specific disas-
ter services. Figure 4.1 shows the setup and configuring of the mobile
devices for the field test.
Figure 4.1: Configuring of the mobile devices for the field test.
4.2 field test setup and data collection
The Field test took place in September 2017 at the military training
area Senne near Paderborn in Germany. Figure 4.2 visualizes the layout
of the field test area containing three villages (A, B, C) made of brick
buildings. The linear distance between villages B and C is 700m
and between A and B is 4km. 125 volunteers participated in the test
between 09:30 and 16:30. Participants had to find family members,Participants had to
find family members,
help each other, and
share resources after
a grid blackout.
help each other, and share resources after a complete breakdown
of the communication infrastructure caused by a grid blackout. To
evaluate user behaviour in stressful situations, two fictive events took
place in villages A and B, involving professional actors. In village A,
a lightning strike hit a gas station at 13:00 and injured a couple of
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Figure 4.2: Senne layout: the large-scale field test area.
people with the need for immediate help and shelter. In village B, A lightning strike
and a chemical
accident (fictive
events) took place in
villages A and B,
involving
professional actors.
hazardous substances were released at 14:30 after the cooling system at
a chemical plant failed, requiring immediate evacuation. Figures 4.3a
and 4.3b show volunteers during the lightning strike in village A and
the chemical accident in village B.
Actors further increased distress by role playing, for example a
mother desperately searching for her child. At the beginning of the
field test, participants received a smartphone and a portfolio with
information about their character. The character was completely ficti-
tious to protect the privacy of participants. Participants were divided
into three groups and distributed over the three villages. The portfolio
contained home address (village), age, and family relations of the
respective character. Additionally, tasks like search for your family
members, meet at the home address, or search for specific resources
such as water or medical supply were stated. Each participant started
with at least three resources. The main goal of the field test was the
evaluation of a smartphone-based communication network supporting
a set of emergency services (e. g., SOS Emergency Messages, Resource
Market Registry, Person-Finder) as described in Section 3.4. In addition
to technical insights into the underlying ad hoc network, we also









We implemented a proof-of-concept of a set of emergency services to
demonstrate the feasibility of smartphone-based communication net-
works in emergency response scenarios. A mobile application smarter1
was developed on Google Nexus 5, 6P and Samsung Galaxy S6 devices.
Figures 4.4 and 4.5 show the screenshots of the smarter app.
It uses the bundle protocol implementation from IBR-DTN [139,
140] to communicate and exchange data directly between nearby
1 http://smarter-projekt.de/demonstrator/
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(a)
(b)
Figure 4.3: Volunteers during the field test: (a) the lightning strike in village
A, and (b) the chemical accident in village B.





are implemented in C++. Additionally, it offers a library in Java to
port the functionality to Android-based smartphones.
On each device smarter was pre-configured with a personalized
address book containing only contacts according to the portfolio of
the respective character. The smartphones were delivered without
a Subscriber Identity Module (SIM) card, i. e., they had no connec-
tion to a mobile phone provider. In addition, no Internet access was
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(a) (b)
(c) (d)
Figure 4.4: Screenshots of the SMARTER app: (a, b, c) SOS Emergency Mes-
sage , (d) I am Alive Notification.
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(a) (b)
(c) (d)
Figure 4.5: Screenshots of the SMARTER app: (e, f) Person-Finder, (g, h)
Resource Market Registry.
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and application-related data. To compensate the increased energy
consumption, each participant received a battery pack with sufficient
energy for the duration of the field test. Sensor data was recorded
on average every second and saved in a local SQLite database. We
recorded Global Positioning System (GPS) locations, accelerometer
readings, brightness, air pressure, and gyroscope readings. Previous
research has already shown, that data gathered from this set of sen-
sors supplies sufficient information to recognize a person’s activity,
as well as to identify if a person performs a disaster related activity
such as crawling on the floor or walking with an injured leg [141].
The brightness sensor can be used to determine if the phone is in the
pocket or held in the hand of a user. The sensor data can be used




application. We also captured sensor data and network statistics with
an additional logging framework. We used the device-specific unique
identifier DTN-ID provided by IBR-DTN to tag all measurements.
4.3 data analysis
We investigate the performance and scalability aspects of the scripted
scenario by analyzing delay and hop distribution, number of neigh-
bours, participant speed, and connection data between mobile devices.




dataset and 96 were
used to build the
GPS traces.
rics required by simulation tools and the mobility models. Table 4.1
summarizes the results of our data analysis. To prevent the results
from being inconsistent because the participants were transported
in a bus to each village, we have considered only the data collected
between 10:30 and 15:30 for our analysis. Due to various problems:
hardware (smartphone model, SD card overloaded.), software (log-
ging, app malfunctions.), user device handling, and the loss of one
device, we could not gather a complete dataset of all devices. Out
of the 125 devices, 119 contributed to the network and app dataset
and 96 were used to build the GPS traces. As the devices had neither
access to Internet nor connection to any other time synchronization
source, it was not possible to have a perfect time synchronization
between all devices. Because of that, we consider the devices with the
most number of connections (from 90 connections) as those with the
reference time, i. e., we took the timestamp of those as the ground
truth and synchronized all other devices based on this information.
4.3.1 Mobility Traces
This part analyzes the GPS data of each device to quantify the partici-
pant walking speed and the number of neighbours that each partici-
pant had throughout the whole field test.
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Table 4.1: Results from the data analysis.
Metric Median Mean Standard
deviation
Connection distance (m) 30.21 44.47 41.45
Contact duration (s) 96.00 299.75 630.17
Walking distance (km) 11.25 11.22 4.81
Walking speed (m/s) 0.18 0.52 0.62
Number of neighbours (d = 44m) 7.13 7.26 2.40
Message size (byte) 303.00 567.97 607.30
Multicast delay (min) 15.22 19.89 18.33
Multicast propagation (# nodes) 28 25.8 18.39
Cluster coefficient 0.29 0.30 0.05
(a)
Figure 4.6: GPS track at the training area Senne.
We replicated the movement of each participant throughout theSome participants
were isolated from
the network most of
the time as they used
alternative routes.
whole training area as well as in each village as depicted in Figure 4.6.
Most of the participants walked the same route on which they were
transported to each village. However, there were also some users, who
used alternative routes. As a result, they were isolated most of the
time from the network, establishing either few or no connections with
other participants.
4.3.1.1 Participant Walking Speed
Figure 4.7 visualizes the participant speed recorded along the field
test. First, it confirms previous results about the normal person speedThe speed recorded





with an average of 0.5 m/s [136]. Second, we also observed some quite
static behaviour of participants (around 35 % of the time), with few
peaks corresponding to speeds between 0.25 m/s and 1-1.5 m/s. These
values are the result of the mobility pattern reproduced by our specific
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Figure 4.7: Walking speed distribution.
scenario: the static time represents, e. g., breaks in each new encounter
in order to exchange information and resources. The peaks are the
contribution of the participant movement from a village to another
one. Finally, by considering the walking speed between 0.5 m/s and
2 m/s, Figure 4.7 shows a normal distribution rather than a uniform
distribution. Therefore, future research should consider selecting a





By using such a distribution it is possible to represent a more realistic
network where the nodes move fast and slow, e. g., injured people can
be simulated with a walking speed lower than a non-injured people.
4.3.1.2 Number of Neighbours
For our analysis, we chose three values to set the maximal distance
between two devices considered neighbours: 25, 44 and 110 m. We
took these values based on the results from the analysis of the network
data as shown in Figure 4.14: most of the 50 percent up-connection
were within approx. 25 m, the mean was around 40 m, and 90 percent
of the connections were within 110m. Figure 4.8 shows the distribution
of the neighbours during the field test. On average, each participant
had between six and eight neighbours. Most of the contacts occurred
at the start and the end of the test (around 10:30 and 15:30), during the
lunch (between 12:00 and 12:45), as well as during our two simulated
events (between 13:00 and 15:00). Moreover, even in the walking phase
most of the device had at least three neighbours. This indicates that the
network density during the field test was mostly sparse, on average
many devices had few close neighbours. Participants moved
in small groups most
of the time.
Many of the groups were built upon the relationships between users
as described in the portfolio. But, we also found that participants
moved in small groups most of the time, including persons who are
not in their family circle.



























d = 25 m d = 44m d = 110m
Figure 4.8: Number of neighbours aggregated over 2 minutes and consider-
ing three maximal distance between two devices.
4.3.2 Application Interaction Patterns
This section presents the results of the user interaction analysis from
the application data.
4.3.2.1 Number of Messages
The messages generated with our application were sent as a bundle




unique messages. This corresponds to an average of 7.5 unique mes-
sages generated per minute. During this time, the total network traffic
was of 14,649 messages. As depicted in Figure 4.9, the participants
began the field test very motivated and created many messages during
the first hour. Resulting in a peak at around 10:30. Afterwards the
amount of messages slowly declined to almost none at around 12:30.
Upon the announcement of lunch the usage increased again, as well
as at the beginning of the subscenarios. While we explicitly forbadeUser participation
decreased over the
time.
use of the app before reaching the starting points most participants
did not comply. For future field test we advise enforcing such rules in
software rather than trusting the participants.
4.3.2.2 Use of Emergency Services
The participants were bound to only use our smarter-app to interact







services as well as usage over all services by considering the messages
created by users. The message size was on average 567.97 bytes with
a standard deviation of 607.30 bytes. Considering the interconnec-
tion times and the theoretical bandwidth of the Wi-Fi channel, the
generated traffic is well below of this theoretical limit. This is highly
dependent on our design choice, to solely provide text based services.



























Figure 4.9: Received multicasts aggregated over 2 minutes
Including multimedia content as images and audio or video record-
ings could have overloaded the network. The trend of services usage
was similar to a normal situation: participants used mainly the chat
service. Interestingly, the SOS Emergency service and Resource Market
were not used as expected. We believe that this result is mainly due
to a lack of familiarity with these services. Although these services
can be very helpful during a disaster, they lose importance and are
useless if users do not know how to use them. An important point for
the deployment of future systems is to guarantee an adequate level
of user familiarity with their services. As shown in Figure 4.10, the
usage pattern of the services changes if we consider the total network
traffic. In this case the Resource Market Registry (approx. 70%) and SOS
Emergency Messages (approx. 20%) generate the most network traffic.
This result is reasonable as both messages are multicast, i. e., they are
retransmitted by each user on each encounter.
4.3.3 Network Data
In this section, we explore information about connection duration and
connection distance of a device pair. We also present the propagation
delay of the messages.
4.3.3.1 Node Degree
We analyze the empirical distribution of the network node degree and
compare with the number of neighbours. As depicted in Figure 4.11,
the number of established connections remained below the number of






mechanisms for establishing connections between devices under real
conditions, and thus to optimize D2D communications. Moreover,
Figure 4.12 visualizes node degree and number of neighbours over
time. Although both distributions present similar behaviour at the
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SOS Emergency Messages
Person-Finder











Figure 4.10: Smartphone-based Communication Networks for Emergency




























d = 25 m
d = 44m
d = 110m
Figure 4.11: ECDF node degree and number of neighbours.
beginning, they differ slightly between 13:00 and 15:30. We cannot
state with certainty the reason for this difference. As the number of
neighbours is obtained from the GPS data and the node degree from
the network data, it may influence this variation. We assume that
the node degree was affected by the location of the participants as




















Node degree # of neighbours (d = 110m)
Figure 4.12: Node degree and number of neighbours over time aggregated
over 2 minutes.
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Figure 4.13: ECDF of the connection duration.
well as the weather conditions. During these slots of time participants




duration time of 100
seconds.
We show the empirical cumulative distribution function in Figure 4.13
using a log scale for the x-axis of the duration of a connection between
two devices. Interestingly, we found that most of the connections had a
duration time of 100 seconds. This value is the result of the behaviour
mentioned in Section 4.3.1: where participants moved most of the
time in small groups. This information can impact directly on some
assumptions and decisions in forwarding strategies: e. g., the time
available to exchange data in each device encounter.
4.3.3.3 Connection Distance





As depicted in Figure 4.14, 90 percent of the established connections
was within approx. 110 m. This value can be considered as expected
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Figure 4.14: ECDF of the connection distance.
in an area where a free Line-of-Sight (LoS) is given. Connections with
a distance longer than 150 m are uncommon, but also possible.
4.3.3.4 Propagation Delay
The propagation delay describes the delay of a message from sender
to destination. Figure 4.15 shows the propagation delay for multicasts
during the defined lifetime of a bundle, in our scenario it was 60
minutes. We consider two significant cases: the delay for the best
performing multicast as well as for the median. On average a bundleThe best performing
multicast reached a
total of 94 nodes or
75.8 percent.
was successfully transmitted to 25.8 nodes or 20.8 percent of the
network. The best performing multicast reached a total of 94 nodes or
75.8 percent. Overall the results show, that 20 percent of the messages
got delivered to the destination directly. This can easily be explained
by looking at the mobility patterns of the participants. Since most
of them formed groups and had always a couple of neighbouring
nodes nearby, multicasts originating in one group reached each group
member without delay. Upon a meeting of different groups, many
messages are delivered in a short timeframe, which explains the steps
visible in the figure. The initial direct distribution of the best multicast
to 20 neighbouring nodes in under one second shows the performance
capabilities of the network.
4.3.3.5 Cluster Coefficient
A common metric to measure the interconnectivity of nodes over time
is the cluster coefficient as described in [142]. The cluster coefficient
indicates the degree to which nodes tend to form groups or cluster
in a network. We calculated it based on the network logs. The resultsThe highest
connectivity was
right at the
beginning of the field
test with around
0.41.
in Figure 4.16 show, that the highest connectivity was right at the
beginning of the field test with around 0.41. This was expected, as the
participants turned on their devices before the official start of the test,
while they were still waiting to be brought to their starting point. Two
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Figure 4.16: Cluster coefficient of the interconnectivity of nodes over time.
peaks at around 13:00 and 14:30 reflect the lunch break followed by
our two subscenarios. The low spot at 14:00 is not reflect in the GPS
traces, meaning that the connectivity of the devices decreased while
they should have been in close proximity. This is most likely due to
the then occurring rain and the following reaction of the participants
to seek shelter in nearby buildings. The loss of LoS and the walls of











There is a variety of useful infrastructure independent services for
emergency response [101, 104]. Usually, researchers utilize simula-
tion tools to evaluate such services or their communication protocol.
Simulation-based evaluation provides advantages in terms of repro-
ducibility and cost-efficiency. But, considering a disaster as a particular
use case, realistic simulation settings are crucial for getting meaningful
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results. Specially in MANETs, realistic movement of nodes is crucial
for a meaningful performance evaluation. Yet, most existing works
rely on synthetic movement models such as a random walk or ran-
dom waypoint [44]. To address this problem, researchers have already
proposed different mobility models for post-disaster systems [136, 143,
144]. However, most of them are based on weak assumptions about
user behaviour such as walking speed or grouping, without being able
to prove if such assumptions depict reality. As surveyed by Aschen-
bruck et. al. [44], there is a plethora of trace-based movement models
based on real human movement records. However, these trace-based
models cover everyday movement patterns. [137] is the only known
disaster-related analysis of movement behaviour that uses GPS data
of firefighters, but they do not consider civilians. In addition, due to
the privacy concerns, the data is not made publicly available. We are
the first to provide insights into the behaviour and the interactions of
civilians in a post-disaster scenario based on a large-scale field test.
4.5 summary
In this chapter, we presented a large-scale field test of a smartphone-
based ad hoc communication network in an emergency response
scenario. During a scripted emergency scenario, 125 participants used
a mobile application to find family members, reach out for help, and
share resources after a complete breakdown of the communication
infrastructure. We gather mobility traces, smartphone sensor data,
application interaction patterns, and network logs of civilians in a
large-scale field test specifically for emergency response. We present a
thorough analysis of the data gathered during the seven hour event,
highlighting scenario-specific mobility and network characteristics.
Our results show, that a smartphone-based ad hoc network betweenWe provide a sound








more than one hundred smartphones provides sufficient connectivity
for relevant emergency services. As mentioned before, due to the wide
range of scenarios and their specific characteristics, it is difficult to gen-
eralize settings and metrics for all ad hoc communication networks in
emergency scenarios. However, we firmly believe, that it is necessary
to take into consideration our findings in the design and development
of such systems. For instance, given the behaviour of participants,
connections lasted five minutes on average, exceeding the estimations
stated in related work. Group-building contributed to these results,
leading to devices having three neighbours on average. This finding
about stable connections can be very helpful in forwarding strategies,
e. g., to adapt some assumptions and decisions about the time available
to exchange data in each device encounter. Additionally, real-world
impact of obstacles and crowd density lowered the achievable commu-
nication range. These results are very promising, especially in terms
of the assumptions about connectivity, since in real circumstances the
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density of users is even higher than in our experiments. Our results
confirm the importance of real-world tests specially if systems are
designed for scenarios that are heavily affected by human behaviour.

Part III
I M P R O V I N G T H E R E S I L I E N C E O F
S M A RT P H O N E - B A S E D E M E R G E N C Y
C O M M U N I C AT I O N S Y S T E M S
This part of the thesis presents several mechanisms to im-
prove the resilience of smartphone-based ECS. Chapter 5
provides a decentralized solution to deal with the security
services. Chapter 6 describes the proposed adaptive neigh-
bour discovery scheme for saving energy in smartphone-
based ECS. Finally, Chapter 7 presents a mechanism to
mitigate the impact of scarce infrastructure after a disaster
by integrating the Internet of Things (IoT) devices that re-




S E C U R E S E L F - O R G A N I Z I N G B O O T S T R A P P I N G F O R
E M E R G E N C Y C O M M U N I C AT I O N S Y S T E M S
We have presented the insights from a real-world evaluation of a
smartphone-based emergency communication system in Chapter 4. In
this chapter, we present Sea of Lights (SoL)1, a lightweight scheme
for bootstrapping Device-to-Device (D2D) security and for wirelessly
spreading it to enable secure distributed self-organizing networks. It
has been previously published in [4], and has been extended in this
chapter.
This chapter is organized as follows. In Section 5.1, we briefly
present our motivation. The system model and the adversary model
are summarized in Section 5.2. Section 5.3 describes the design and
introduces the architectural concepts of the SoL framework, as well
as provides implementation details. We present the results of the
evaluation of SoL, covering both simulation results in Section 5.4 as
well as measurements from our Android implementation in Section 5.5.
In Section 5.6 we summarize related work. Finally, in Section 5.7, we
discuss implementation and performance issues.
5.1 motivation and contribution
Today’s conventional communication infrastructure is centered around
a rich set of applications such as social media, emails, which build
on the Internet and are commonly designed in a centralized fashion




dominate Internet usage. These smartphones can support hundreds
of mobile applications, which heavily rely on third-party providers
to offer basic security services. Identity providers such as Google
or Facebook have active user bases of two billion each, and the sub-
scriber number of mobile operators exceeds five billion unique users
as of early 2019. However, recent disasters [14–16] severely affected
the information and communication capabilities of the population by
damaging infrastructure, making communication systems unavailable,
or knocking out the power. Consequently, millions of people in need In the absence of
central
infrastructure the




of help were literally left “in the dark”, without ready-to-use access to
backup power and stripped of even essential means of communication.
Hence, in the absence of central infrastructure, the users are left with-
out practical solutions to bootstrap security on their mobile devices.
1 The name is inspired by silent protests such as candlelight vigils, where light is
spread among the candles of a large group of people, effectively forming a “sea of
lights”.
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As a result, mobile application usage is severely restricted to support
users in such scenarios. A typical assumption in emergency scenarios
is that only honest users participate in establishing and running the
network, and existing solutions often forgo security means [1]. Besides,
users with malicious intent may limit or affect communication, thus











Distributed solutions to bootstrap security, such as the Web-of-
Trust (WoT) exist. However, existing approaches are still complex and
require educated users [145]. Moreover, most current WoT solutions
are ill-suited for cross-application support on mobile devices and do
not support strong protection of key material by means of hardware
security modules.
In contrast, SoL is designed to complement existing self-organizing
network solutions by providing a lightweight and agile solution for
decentralized authentication, key management, and trust manage-
ment. SoL comprises two layers. (i) The Trust Management Layer, which
manages all operations related to trust relations. This is in charge
of bootstrapping on demand, and of creating and maintaining trust
relations. (ii) The Key Management Layer, which is responsible for gen-
erating key material and managing access to these keys in a secure
fashion. This layer cares for management the key security, e. g., by
choosing an appropriate key storage according to hardware capabili-
ties and available secure elements on the mobile devices.
5.2 system and adversary model
In this section, we provide an overview of the system and the threat
model considered in this chapter.
5.2.1 System Model
We consider users owning mobile devices capable of direct device-





to refer to the logical entity formed by an authorized user and her
device. Each device is imprinted with an identity, which is unique
and unchangeable. For a smartphone, this could be the International
Mobile Equipment Identity (IMEI), a unique device fingerprint. Each
device has a mechanism to discover devices in its proximity, such as a
one-hop neighbour discovery mechanism. Applications running on
the devices are assumed to be independent of each other, i. e., each





trust relationships or security association between entities exist, i. e.,
no information or knowledge about other entities is stored on a de-
vice beforehand. Centralized infrastructure to bootstrap security is
unavailable. Utilizing direct contact and with the users in the loop,
pairwise trust relationships between entities can be established. Note
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that we do not assume any technology for the data routing/forward-
ing/spreading since SoL is agnostic regarding such mechanisms.
5.2.2 Adversary Model
We assume adversaries that can act passively or actively as insiders,






pabilities follow the Dolev-Yao assumptions [146]: the adversary is,
hence, capable of active interception or modification of traffic, she can
fabricate and destroy messages, but is not able to break cryptographic
primitives. The key goal of SoL being to bootstrap security, i. e., to pro-
vide authentication, key management and trust management services
to the users, we define the main attack goals to be to disrupt these
services. In particular, this entails impersonating other entities within
the network.
5.3 the secure bootstrapping concept
In this section, we present SoL, a lightweight scheme for bootstrap-
ping device-to-device security and for wirelessly spreading it to enable









plement existing self-organizing network solutions by providing a
lightweight and agile solution for decentralized authentication, key
management, and trust management. Any third-party mobile app
can utilize the services of SoL, which offers an interface to access
its security services. The security configuration can be performed at
per-app granularity. Public/private key pairs generated by a third-
party application (=sub-keys) can be authenticated with SoL. Hence,
our framework registers the public key of a sub-key, signs it, issues a
certificate and is further responsible for its distribution.
5.3.1 Overview
In this section, we highlight the design concept and architecture of the
proposed SoL framework. We explain the technical realization in detail
in Section 5.3.4. SoL is a framework that provides cross-application
security services for device-to-device communication settings. Our ar-
chitecture comprises a key management as well as a trust management
component, which are managed and developed as two independent
elements.
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5.3.2 Decentralized Authentication
The term trust has a vast meaning, from the psychology perspective
to networking. In this chapter, we refer to the definition proposed by
authors in [147] as follows:
Definition 4. Trust:“...is a subjective assessment by an agent/other peer
node on the reliability and accuracy of information received from or traversing
through that node in a given context [...] Trust reflects the belief [...] on the










pair and signs the
public key of other
devices.
In our case, the proposed decentralized authentication is based
on a simplified version of the WoT paradigm, where each mobile
device generates its own public/private key pair and signs the public
key of other devices. Similar to other WoT solutions, trust in SoL is
determined by a trust level and a maximum certification path, the
so-called degree. In contrast to Pretty Good Privacy (PGP), the trust
level is not manually applied to different users. In our approach, the
trust level is automatically assigned following the trust level rules
defined as follows.
• Ultimate (U) for the owner,
• Trusted (T) for direct trust relations, where an object signed
directly by U is trusted,
• Known (K) for transitive relations (second degree and further),
where an object signed directly by (T) is known, or an object
signed by n-K is defined as known. n represents the minimum
number of known signatures required to validate an unknown
signature. Additionally, the degree defines if a transitive relation
can still be considered known. We do not set a fixed value of
n and degree, but allow for user configuration. This variable
configuration enables to tune the scalability of the system to
different use cases.
In our approach, trust management is carried out in two main steps,
each implemented using a dedicated protocol. The handshake protocolTrust management is




covers the bootstrapping and establishment of mutual trust, and the
synchronization protocol manages the unidirectional synchronization
of the local trust repository. We denote a public key as pk, e. g., pk[a]
is the public key of Device A. Note that a certificate is represented as
signature[issuer,subject], where subject is the device whose public key
was signed, and issuer is the device who signed the public key of the
subject, e. g., signature[a,b] represents the certificate of pk[b] issued by
Device A.
5.3 the secure bootstrapping concept 65
5.3.2.1 Handshake Protocol
Figure 5.1 illustrates the data flow between two devices performing





signatures between devices in proximity, to establish a direct trust
relationship between two devices. Furthermore, a verification method
is needed to perform key authentication procedures. Our survey of
existing pairing schemes [148] has shown that to improve both security
and usability, it is also necessary to develop adaptable verification
schemes that are independent of specific physical or human-computer
interaction channels. In case of considering any human interaction Human interaction
should be included in
the security chain of
a system.
in the verification procedure, it is additionally needed to include this
interaction in the security chain of the system.
Device A Device B
Send pk[a], signature [a,a]
Receive pk[b], signature [b,b]
Add pk[b] to trust repository
Add signature [b,b] to trust repository
opt signature[b,b] is valid
opt OoB fingerprint verification is successful
Add signature [b,a]
opt signature [b,a] is valid
Add signature [a,b] to trust repository
Sign pk[b] with sk[a]
Send signature [a,b] 
Receive signature [b,a] 
Figure 5.1: Bootstrapping trust process from Device A’s perspective.
Hence, in our framework implementation, we perform the key veri-
fication using existing Out-of-Band (OoB) verification methods (see
Section 5.3.4). Since comparing all bytes of public keys can be tedious
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and susceptible to errors, we use a short representation of these called
fingerprints. In our approach, a fingerprint is the cryptographic hash
value of any given public key. Once the OoB fingerprint verification is
successful, the devices generate a certificate and assign a trust level
according to the process mentioned previously. These certificates are
then exchanged between devices and stored locally in their reposito-
ries.
5.3.2.2 Synchronization Protocol
Once a trust relationship has been bootstrapped, the devices can obtain







Device A Device B
Request information related to known devices
Send related PKs, signatures
loop foreach associated pk[x], signature [x,x]
opt signature [x,x] is valid
Add pk[x] to trust repository
Add signature [x,x] to trust repository
loop foreach remaining signature [y,z]
opt pk[y], pk[z] exist in trust repository
Add signature [y,z] to trust repository
opt signature [y,z] is valid
Figure 5.2: Unidirectional synchronization process from Device A’s perspec-
tive.
The synchronization of the trust repository between two devices
operates as follows: Device A requests from Device B information
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related to a set of known devices, Device B responds with the public
keys and signatures related to the queried devices. Device A merges the
information into its local trust repository. Finally, Device B performs
the same procedure to synchronize his trust repository.
5.3.3 Key Management
One of the most important security aspects in any system is key man-
agement. For further discussion, we consider the definition presented
by authors in [149] as follows:
Definition 5. Key Management: “In order to have keys readily available for
every communication, keys need to be managed securely and efficiently. [...]
key management should introduce as less overhead as possible. Main goal of
a key management scheme is to ensure confidentiality of information.”
The key management





from misuse and key
extraction.
According to this definition, the key management component in
our framework is responsible for the management and protection
of the private authentication keys from misuse and key extraction.
The proposed solution is designed and implemented as a flexible
solution, where the methods for key management can be hardware- or
software-based solutions. It depends on the methods supported by the
devices, e. g., keys can be stored in external Near-Field Communication
(NFC) tokens, TEE-based storage as AndroidKeyStore, etc. Note that
irrespective of the method, the selected storage method requires a
PIN, password or an additional unlock mechanism. Our approach
involves two groups of keys: (i) the initial authentication key, which
only aims to achieve authentication and trust between the devices,
and (ii) sub-keys.
Sub-keys are public/private key pairs, which can be used to provide
additional security properties, e. g., confidentiality. A third-party app Sub-keys can be used
to provide additional
security properties.
generates these keys and authenticates them with our framework
using the initial authentication key.
5.3.4 Architecture
As shown in Figure 5.3, SoL is designed as a two-layer framework,
which handles both trust and key management. It resides on the
application layer of the Android architecture.
5.3.4.1 Trust Management Layer
The main task of this layer is the maintenance of the trust relationships





trolling the data, e. g., existing public keys, certificates, sub-key certifi-
cates, as well as checking the validity and trustworthiness of incoming
data. Furthermore, this layer performs the protocols mentioned in
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Trust Management Layer
Out-Of-Band Key Verification




















Figure 5.3: The SoL architecture is designed as an Android service.
Section 5.3.2: handshake and synchronization. We use fingerprints and
key IDs to identify a longer key with a short representation. The fin-
gerprint is calculated using SHA-256, and the key ID is derived from
the 64 LSBs of the public key. We create a directory that contains all
data concerning trust relations for each known device (=subjects). The
directory’s name is the hexadecimal representation of the fingerprint
for a subject public key. The directory contains the subject public key,
signatures over the subject public key, as well as all sub-keys and their
respective certificates attached to the subject. All these data are serial-
ized and stored persistently as Base64-encoded files. The generated
files are located in the application’s private directory. This layer is
also responsible for key verification. After the successful completionThis layer is also
responsible for the
key verification, i. e.,
the authentication of
the exchanged key.
of the handshake protocol, the key exchanged in this protocol needs
to be authenticated. As surveyed in our work [148], a plethora of
secure device pairing schemes has been proposed to perform authen-
tication procedures after key exchange. Our framework allows for
easy extensibility by facilitating the new implementation, extension,
or replacement of key authentication modules. Currently, we have
implemented the following existing authentication mechanisms:
• Visual comparison: The remote and the own fingerprint are
color-coded and displayed to the users, as shown in Figure 5.4.
• Scanning a QR code: Both fingerprints are encoded in Base64
and encapsulated in a QR code. The user is required to scan the
remote QR code. The scanning is performed using the ZXing
(Zebra Crossing) project [150].
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Device A
6375 616E 646F 2065 
6C20 7269 6F20 7375 
656E 6120 7069 6564 
7261 7320 7472 6165
6361 6D61 726F 6E20 
7175 6520 7365 2064 
7565 726D 6520 7365 




6375 616E 646F 2065 
6C20 7269 6F20 7375 
656E 6120 7069 6564 
7261 7320 7472 6165
6361 6D61 726F 6E20 
7175 6520 7365 2064 
7565 726D 6520 7365 
206C 6F20 6C6C 6576
My Fingerprint
Remote Fingerprint
Figure 5.4: Example of the visual comparison method implemented in SoL.
• Using NFC technology: When the devices are in close proximity,
they exchange the fingerprints automatically.
5.3.4.2 Key Management Layer
The main goal of this layer is the initialization of the private authenti-
cation key, and the support of additional operations where the initial
authentication key is involved. It includes to sign keys, to issue cer-





and the support of
additional operations
where this key is
involved.
before performing any cryptographic operation. Whenever the storage
is locked, user interaction is needed for unlocking it, e. g., by intro-
ducing a password, lock pattern, or a PIN. This layer also offers an
interface to the upper Trust Management Layer. This layer is split into
the following sub-modules:
• SoftwareKeyManager: This sub-module supplies a software-
based Keystore solution developed for Android versions before
4.3. The Keystore bases on the Bouncy Castle library. The files
generated in this module are protected using a user-provided
PIN or pass-phrase.
• AndroidKeyManager: The AndroidKeyManager is the solution
for Android versions from 4.3 on. This module utilizes the of-
ficial Android API Keystore, which introduces an application
private credential storage concept, but also (if available) enables
additional security by offering support for hardware-based solu-
tions.
• HardwareKeyManager: The HardwareKeyManager represents
an additional abstraction layer for the key storage. It is the basis
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module for all hardware-based solutions, as all these solutions
employ a similar protocol based on specific Application Protocol
Data Unit (APDU) commands to communicate with Java Card
Applets. Our current implementation covers three hardware-
based solutions, which include the key storage and also perform
the required signature operations: (i) SmartcardManager handles
the communication with NFC smart cards. (ii) SeekManager sup-
ports the connection to available readers, e. g., UICC. The Seek
Manager manages the communication with the existing SEEK
for Android framework [151]. (iii) YubiKeyManager permits com-
munication with YubiKey NEO hardware tokens [152].
5.3.5 Solution-dependent Settings
In our implementation, we abstract the network layer tasks, that is,




We also abstract the
network layer tasks.
replacing the ad hoc communication with another technology at any
time. In our proof-of-concept, we used Wi-Fi Direct as the ad hoc
communication technology. Moreover, we prioritize the selection of
the key manager according to the solutions supported by the device.
5.3.5.1 Configurable Properties
We define several properties as configurable:
• maxdegree: defines the maximum number of transitive relations
that can still be considered valid.
• numknown: fixes the number of required known signatures to
validate an unknown signature.
• maxsubkeys: determines the maximum number of sub-keys that
an application can register.
• signaturealgorithm: represents the selected signature algorithm,
e. g., Rivest-Shamir-Adleman (RSA) or Elliptic Curve Digital
Signature Algorithm (ECDSA).
5.3.5.2 Choosing the Most Suitable Key Manager
Our selection prioritizes hardware-based solutions. During the initial-
ization of the SoL service, it checks whether any reader is available.
If it exists, the SeekManager is chosen. If it does not exist, we ask the
user if she wants to utilize other supported hardware-based methods,
e. g., SmartcardKeyManager or YubiKeyManger. Otherwise, we examine
the running Android version and automatically select the suitable
software-based module.










- Exchange of public keys and signature
- Verification:
                   + Signatures                                      
                   + Fingerprints over secure channel
- Signing public key and exchange issued certificate
HS Protocol
Device A Device B
Figure 5.5: SoL Android service performing the handshake protocol.
5.3.6 Integration into Other Applications
We provide a proxy library (=SoL library) that allows an app to com- The proxy SoL
library allows an app
to communicate with
the SoL service.
municate with the SoL service simply and directly. The main tasks of
this proxy library include:
• Validate the installation, availability and successful initialization
of the SoL service.
• Trigger the service to start the handshake protocol.
• Check existing trust relationships with a neighbour.
• Retrieve additional information about a neighbour.
• Request and register app specific sub-key certificates.
• Return the sub-keys associated to a specific fingerprint.
To clarify the use of our SoL framework, we assume the following
scenario. Let App 1 be a chat app that wants to provide secure com- By using our
framework, multiple
apps running on a
smartphone neither
need to build nor to
maintain their own
trust repository.
munication between devices in a decentralized manner. For doing
so, it creates a sub-key using an asymmetric algorithm scheme. To
benefit from our framework, App 1 uses the SoL library to register the
generated public key in our framework. Hence, the SoL service signs
the key and issues a certificate. Finally, the certificate and the public
key are stored in our local trust repository. Then, the SoL service takes
care of the distribution and synchronization of the public key as well










- Synchronisation and update of the trust repository:
               + Fingerprints
               + Public keys (PK), PK signatures
               + Sub-keys (SK), SK signatures
SYNC Protocol
Device A Device B
Exchange of data using 
sub-keys
Figure 5.6: SoL Android service performing the synchronization protocol.
as its certificate. It implies that multiple apps running on a smartphone
neither need to build nor to maintain their trust repository. Figures 5.5
and 5.6 show the data flow between devices in the scenario mentioned
above.
5.4 simulation
We investigate the performance and scalability aspects of the trust
management layer by means of simulation using the Opportunistic
Network Simulator (ONE) [10].
5.4.1 Simulation Setup







runs for 12 hours (720 minutes) and nodes exchange their data every
10 seconds, if in proximity. The maximum degree of transitive trust
relations varies from [1,3]. The plots show averages over 6 different
experiments: one per transitivity degree (degrees 1 to 3) using 2
possible signature algorithms (RSA or ECDSA). Each run is seeded
with numbers from the interval [1,5], resulting in a total of 30 runs.
We use BouncyCastle JCA for signing and key generation operations.
Detailed simulation settings for the ONE are provided in Table 6.1.
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Table 5.1: SoL simulation settings
Parameter Value(s)
Dimensions w x h 3000 x 3000 [m]
Simulation duration 12 [h], i. e., 720 [min] or 43200[s]
Number of nodes 120
Experiment 6 ( 3 trust degree × 2 signature algorithms)
Runs 5 per experiment
Mobility Model RWP
Speed 0.5, 1.5 [m/s]
Routing Algorithm DirectContact
Buffer size 20 [MB]
Transmit speed 2 [Mbps]
Transmission range 10 [m]
Maximum trust degree 1 (direct) - 3
Number of Sub-keys 3
Size per Sub-key 4096 bit
Signature algorithm RSA (2048 bit) , ECDSA (256 bit)
5.4.2 Evaluation Metrics
We analyze four evaluation metrics for this layer: the propagation
of trust relations, memory consumption, bandwidth consumption
and computational overhead. We show average values and omit the
confidence intervals, which are sufficiently small and would hamper
readability.
5.4.2.1 Trust Relationships
The propagation of trust includes direct and implicit relations, i. e.,




tionship is set where a direct relationship can not be established.
Generally, with each encounter, the number of implicit relationships
increases faster than direct trust relationships. Therefore, to evaluate
our trust management implementation, we measure the overall trust
relationship between devices in a system using SoL.
5.4.2.2 Memory and Bandwidth Consumption
Memory and bandwidth consumption are also important metrics to
evaluate our implementation. In our case, we compare the memory
and bandwidth consumption of both signature algorithms RSA or
ECDSA.
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Figure 5.7: Propagation of trust in the network using: (a) RSA, (b) ECDSA.
For the memory consumption, we determine the file size required
for public keys, sub-keys and signatures in the repository. In terms of
bandwidth consumption, we compare the bandwidth overhead during








We analyze the computational overhead of our solution based on the
number of operations realized during the simulation. Because the
number of operations is the same for both signature algorithms, we
do not separate the results into ECDSA and RSA.
5.4.3 Results
Figure 5.7 shows the number of direct trust relationships as well as
implicit relationships. While implicit relationships increase exponen-





trust relationships remains almost the same and it does not depend
on the maximum certification path. Instead, it varies according to the
number of performed handshakes between devices.
As depicted in Figure 5.8, the memory consumption is directly
influenced by the selected trust degree as well as the signature algo-
rithm. First, our results confirm the existing findings regarding both

























Figure 5.8: Memory consumption in a third degree network using: (a) RSA,
(b) ECDSA.
generation of primitive public keys, sub-keys and the signatures. As
the number of collected signatures of known devices increases with
each neighbour encounter, the storage space in the repository is mainly
occupied by signatures. This, in turn, implies a considerable memory
overhead; thus each node collects and stores signatures according to
the trust degree selected.
Figures 5.9 and 5.10 show the bandwidth overhead and usage re-
quired for the handshake and the synchronization phase. Although
the bandwidth usage is constant during the handshake protocol, it
increases rapidly in the synchronization phase, depending on the








Furthermore, if we split the data transferred during the synchroniza-
tion phase into query and response operations as illustrated in Figure 5.9,
we notice that query operations account for the overwhelming part of
usage bandwidth during the synchronization, which further increases
with increasing trust degree. This is a significant result: on the one
hand, a trust degree higher than one is essential to scale up the WoT
faster. On the other hand, such a higher degree burdens the network
and, thus, may impact the expansion of the WoT due to overload
situations. In Chapter 8 we suggest possible optimization mechanisms
to minimize this issue. As shown in Figures 5.11 and 5.12, verification



































Figure 5.9: Bandwidth usage during: (a) handshake phase, (b) synchroniza-
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Figure 5.10: Bandwidth usage during synchronization phase in the network
using: (a) RSA, (b) ECDSA.
represents the most significant operation performance-wise. Its growth
is exponential and directly associated with the trust degree.
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Figure 5.11: Computational overhead by considering the total numbers of
signing operations in the network using RSA.

















Direct 2nd degree 3rd degree
Figure 5.12: Computational overhead by considering the total numbers of
verification operations in the network using RSA.
5.5 experimental evaluation
We demonstrate and test our implementation on real devices to show
its feasibility and test the computational performance of the key man-
agement part.
5.5.1 Experimental Setup





phones to demonstrate the feasibility of our framework on real devices.
The evaluation of this layer covers the two supported cryptographic
algorithm and compares both in terms of efficiency and performance.
Additionally, we compare hardware- and software-based key stor-
age mechanisms. Detailed experiment settings are provided in Ta-
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Table 5.2: SoL proof-of-concept settings.
Parameter Value(s)
Signature algorithm RSA (2048 bit)
ECDSA (256 bit)
Devices 1 ThinkPad X220, 8GB RAM, Ubuntu 64 bit
1 Google Nexus 5, Android version 6.0
1 YubiKey NEO (NFC token)
Key Generation 2 key-pairs (kp1,kp2)
1 invalid signature




ble 5.2. The hardware-based storage experiment is performed with
a smartphone and an NFC token. Additionally, we use a laptop for
the software-based storage experiment. We repeat the experiment 15
times. Each iteration takes place as follows:
1. First, two key pairs are generated: kp1 that is considered as valid,
and kp2, which issues invalid signatures. It means a signature is
valid only if kp1 issued it.
2. After the key generation, kp1 issues 1000 signatures, and kp2
issues 200 signatures.
3. Finally, the issued signatures are verified using kp1.
5.5.2 Evaluation Metrics
We evaluate the performance of two signature algorithms by executing
three cryptographic operations: generation, signing, and verification
(see also [153] for existing performance studies of the employed algo-
rithms).
5.5.3 Results
Figure 5.13 shows the performance of RSA and ECDSA executing
cryptographic operations. ECDSA has better performance regardingThe performance of





the private key are
carried out on it.
the key generation and issuing signatures. RSA, however, is more effi-
cient for verifying signatures. Note that the hardware-based approach
offers a poor performance for signing operations since the processor
embedded in the NFC token is relatively slow. Notwithstanding, this
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result depends directly on the capabilities in terms of cryptographic
operations supported by the token. For example, if a token has a
dedicated cryptographic co-processor for such operations, it is faster
compared with another one who performs cryptographic operations



































Figure 5.13: Comparison between RSA and ECDSA: (a) key generation, (b)
key verification, (c) key signing.
5.6 related work
Existing work in the field of security in decentralized networks fo- Existing work in the








the fairness of the
users in the network.
cuses mainly on the communication, providing secure routing pro-
tocol solutions [36, 37], improving the fairness of the users in the
network [154], increasing the robustness of such networks by detect-
ing corrupt nodes [155, 156].
Our work aims at proposing a solution to bootstrap security services
while integrating a scheme for authentication and key and trust man-
agement in a decentralized fashion. Several studies focusing on trust
establishment [157] and key exchange using mobile devices have also
been extensively analyzed [158, 159]. Furthermore, there are also some
proposals using existing security hardware on smartphones [160] and
how these can be exploited to create different security levels. However,
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most of them either assume the existence of servers or lack an evalua-
tion in both simulation and real devices. Our work differs from the
solutions above in that we propose, inspired by the approaches based
on WoT model [161, 162], a more bare-bones implementation of de-
centralized authentication to make it more practical. Yet, our scheme
offers cross-application support and easy integration into existing
apps. In our proposed scheme, each entity creates its public/private
key and—after handshaking—issues certificates for its neighbours.
In addition, we consider the use of secure elements to provide a se-
cure mechanism of key management locally in the devices. Finally,
we investigate performance by means of simulation, and we test our
implementation on real devices.
5.7 summary
This chapter presented SoL, a framework to bootstrap security for
device-to-device settings. SoL is designed and implemented as an






the use of secure
elements to provide a
secure mechanism of
key management
locally in the devices.
and ECDSA. It also implements a simplified version of the WoT
paradigm. It features a Trust Management Layer and a Key Manage-
ment Layer. The former manages all operations and methods related
to the trust relations: bootstrapping, maintaining and synchronization.
It also deals with the OoB key verification. The latter performs all
operations concerning the underlying keys: initialization, generation
and management. It supports both software and hardware-based key
storage solutions. Furthermore, third-party apps which utilize our
library can benefit from our framework by offering an authenticated
and secure communication. To this end, they can create and register
the application-specific sub-keys in our service. Finally, the imple-
mentation of a proof-of-concept demonstrates the feasibility of our
solution on real devices. Simulation results confirm the trade-off be-
tween trust transitivity and synchronization overhead: transitive trust
facilitates a much faster coverage, while direct trust is conserving band-
width, but limits trust coverage. We make our framework available
as open source [53]. We foresee several performance improvements.
Introducing the concept of a timeout interval together with a register
to remember users and a timestamp of previous encounters can help
in saving bandwidth. Then, a new synchronization with a specific user
is only allowed after the timeout has expired. Furthermore, we can
also employ bloom filters for checking already known or trusted users.
Thus, it constrains the query part from the synchronization phase.
Finally, even though our scheme builds on the direct physical interac-
tion of users the trust level of transitive relations can be configured,
i. e., there is a specific control on how far information generated by
malicious devices will spread into the network.
6
E N E R G Y- E F F I C I E N T N E I G H B O U R D I S C O V E RY F O R
E M E R G E N C Y C O M M U N I C AT I O N S Y S T E M S
After having presented our solution for decentralized authentication,
key management, and trust management in Chapter 5, in this chapter,
we focus on the neighbour discovery process for emergency com-
munication systems. In this chapter, we further refer to Neighbour
Discovery (ND) based on the definition proposed by authors in [163]
as follows:
Definition 6. Neighbour discovery:“... is the bootstrapping primitive that
discovers all the neighbors of a mobile device. An efficient neighbor discovery
should enable a node to discover its neighbors within a short delay for other
functionalities to launch as quickly as possible. [...] only after an initial
discovery can a node set up communications with others.”
In other words, it enables a device mainly to find if other devices
are in range. Thus most opportunistic mobile phone applications build
on ND. During a discovery process, a device can take one of the three During a discovery
process, a device can





possible modes: listening, active probing, and sleeping.
Figure 6.1 clarifies these modes: a device in active probing broadcasts
small packets (called hello messages) periodically, and starts listening
to the channel for possible responses. Devices in listening mode scan
the communication channel periodically for advertisements and reply
to the sender of a hello message. This chapter based on our work [5],
which proposes an adaptive ND scheme considering device speed






it reduces power consumption during static situations. Besides, we
present an opportunistic networking framework for mobile devices
based on SavIng Energy in STAtic Phases (SIESTA).
This chapter is organized as follows. In Section 6.1 we briefly intro-
duce our motivating scenario. Section 6.2 provides an overview of our
system model and our adaptive ND scheme. in Section 6.3 we explain
the design and introduce the architectural concepts of the SIESTA
framework and implementation details. The results of the evaluation
of SIESTA are presented in Section 6.4 and Section 6.5. In Section 6.6
we summarize related work. Finally, Section 6.7 concludes this chapter.
6.1 motivation and contribution
In recent years, mobile devices have contributed to the rapid growth of
opportunistic networking frameworks and applications [164, 165]. Op-
portunistic Networks (OPPNET) allow users to communicate in a D2D
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Figure 6.1: Neighbour discovery concept.
manner, without the need for an infrastructure-based network [166].
By taking advantage of the nodes’ mobility, devices exchange data
opportunistically only when nodes are within the transmission range.
These networks play an essential role in providing communication in
challenging conditions such as natural or human-made disasters [14],
in rural areas [167], large scale blackouts [15]., where infrastructure-
based networks are overloaded or not available. However, the energyNeighbour discovery







consumption of existing opportunistic networking solutions is one
main limiting factor hindering deployments [38]. In this context, ND
represents one of the main energy consumers. Practical solutions to
reducing energy consumption during this process already exist [40,
41, 168]. However, existing approaches are still complex, and there is
a lack of implementations for real devices [40, 41, 169].
We propose, inspired by [41], an energy-efficient ND process called
SIESTA, which adapts the probing interval depending on device mo-
bility. Yet, in our scheme, the devices stay in listening mode when
they do not move. We also include user preferences and battery level
to calculate the probing interval. Furthermore, we compare SIESTA
against two other neighbour discovery schemes: (i) without any mobil-
ity awareness, i. e., such a scheme uses a constant probing frequency,
and (ii) the scheme proposed by [41]. Finally, we evaluate the perfor-
mance using simulations, and through a prototype implementation
on real devices.
6.2 system model
In this section, we provide an overview of our system model. We also
present our ND scheme SIESTA. It is an adaptive neighbour discov-


















Figure 6.2: The SIESTA-ND basic encounters: (a) moving towards each other,
(b) crossing, and (c) overtaking another device.
ery scheme for saving energy during D2D communications in self-
organizing networks. SIESTA allows reducing energy consumption,
if node churn is low while offering fast response times for dynamic
settings.
6.2.1 System Model
Our proposed system adapts the probing and listening properties to





mation, we utilize the speed as well as user preferences to adapt the
discovery process. We consider users owning mobile devices capa-
ble of direct D2D communication. The communication technology
needs to support three modes: active probing, listening, and sleeping.
As shown in Figure 6.2, we assume three basic encounter situations
between devices: (i) going towards each other, (ii) crossing, or (iii)
overtaking another device. That is, we consider the most common
possible encounters of mobile devices, i. e., when a device is within
the communication range of other devices.
6.2.2 SIESTA Neighbour Discovery Scheme
SIESTA-ND is an adaptive scheme focusing on reducing energy con-
sumption. It adapts the discovery parameters only if a device is mov- SIESTA adapts the
discovery parameters
only if a device is
moving. In contrast,
static devices stay in
listening mode.
ing. Devices broadcast actively to indicate their presence in the neigh-
borhood. They adapt their probing interval based on their context:
because the environment changes faster and other devices are in their
communication range for a shorter time, devices scan more often when
moving faster. In contrast, static devices stay in listening mode to de-
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tect other devices in the communication range. We use the equation







• v: is the speed of a device.
• a: is a constant to determine the minimum distance required
between two devices to detect each other when moving in com-
munication range.
• R: represents the communication range of a device.
To successfully detect a neighbour, the discovery process should
finish while one device is within the communication range of another
device. For all three encounter alternatives considered in SIESTA-The discovery
process should finish





ND, this implies that the discovery process must take place within
a maximum distance of two times the communication range. For
simplicity, we assume the same speed for both devices. In addition, we
can optimize (6.1) by increasing Tprobing. This consideration focuses
on saving energy, but it influences the number of discoveries directly.
Even so, it still allows a successful discovery, mainly in a scenario
where one device is static. Replacing these assumptions in (6.1), we
get the following equation:







Now, taking (6.2) as a basis, we can switch to a more realistic
scenario. First, the discovery process is not discrete, which means it
needs some time Tavg_discovery. In addition, the time required for
establishing a connection, and transmitting data (Ttransmit) should be
considered. Both Tavg_discovery and Ttransmit reduce the available
probing interval to ensure a successful discovery. Additionally, ourOur scheme
introduces an
energy-saving
variable E, a high
value of E means a
low energy
consumption.
proposed discovery method introduces an energy-saving variable
E. This variable takes values from the range 0 < E < 1, where a
high value means a low energy consumption. E allows adapting the
probing interval flexibly. For example, E can be adapted according to
the current battery level of a device, or some user preferences can also
influence this value. Finally, we can adjust (6.2), resulting in:
Tprobing = E× (
2× R
vown
− Tavg_discovery − Ttransmit) (6.3)
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6.3 energy-efficient neighbour discovery concept
Smartphone-based communication networks are fundamental for pro-
viding services in post-disaster scenarios. However, these networks
also involve new challenging scenarios: high power consumption for
the devices involved in the communication, short connectivity op-
portunities to exchange data, lack of knowledge about opportunistic
routing paths, security. In this section, we highlight the design concept
and implementation of our SIESTA-ND framework for opportunistic
networks.
6.3.1 Architecture





architecture comprises three components: context, strategy, and com-
munication. Note that these components support and combine several
methods, e. g., battery level, device speed or static strategy, to provide
a modular solution. We developed the SIESTA framework for the
Android platform and implemented it as a bound service residing
on the application layer. Figure 6.3 visualizes the components of the
SIESTA framework.
6.3.1.1 Context
The context component is responsible for collecting and processing the





context information: user preferences, device speed, and battery level.
The user preference allows a trade-off between saving power consump-
tion and performance. We use activity recognition data and the battery
level to get the current context data of a device. The Google Play
Services Activity Recognition API1 provides a confidence value about
the most probable activity of a user, e. g., walking, running, biking or
remaining still. We use this confidence value and multiply it with a
speed value. We define the following speed values depending on the
user activity: 1.5ms for walking, 3
m
s for running, and 6
m
s for biking.
We also consider static activities when a user is in a vehicle or a train,
i. e., its speed is higher than biking activities. Furthermore, each appli- We use the Google
Play Services
Activity Recognition
API to determine the
activity of a user.
cation defines how often to get notification about the current activity
(=update interval). The update interval impacts energy consumption
directly: shorter intervals consume more energy than long intervals.
To set a suitable interval, we test the activity recognition using differ-
ent intervals: 100ms, 500ms, 1000ms, 3000ms, and 5000ms. As a result,
we determine that 5000ms is enough to identify activity changes. In
addition to the activity recognition, we request updates on the current
1 https://developers.google.com/location-context/activity-recognition/
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Context Provider
Strategy Matcher























Figure 6.3: The SIESTA framework is designed as an Android service.
battery level each hour. As highlighted in the Android documentation,







This component defines the discovery parameters for an ND scheme,
e. g., discovery interval or discovery mode. It implements different ND
methods. As input, it requires the probing interval, discovery mode,
and the energy-saving value. Our current implementation covers three
algorithms:
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• Constant: It uses a fixed probing interval and stays in active
probing mode.
• Hess et al. [41]: Devices enter in the listening mode when moving
with a velocity above a certain threshold. When devices are static
or moving with low velocity (below a defined threshold), they
change to the active probing mode. The probing interval is
configurable.
• SIESTA: Per default, a device starts in the active probing mode.
It changes to the listening mode when a device stays static
for a long time (threshold); the default value of this threshold
is two minutes. The final probing interval is calculated in the
communication component, depending on the communication
range, discovery duration, and transmission speed.
6.3.1.3 Communication
This component matches the strategy, its requirements, and parame-







framework supports two communication technologies: Bluetooth and
Wi-Fi Direct.
• Bluetooth: Our implementation bases on the Briar project [171].
The connections are established using Bluetooth insecure chan-
nels. Devices attempt to communicate through our framework
use the Bluetooth device name to discover other participants.
• Wi-Fi Direct: Even though this technology does not fulfil all
requirements, we can adapt it for use in our framework. For
that, we define a low-power and a high-power mode. Devices
in the low-power mode utilize a constant probing duration and
frequency. Otherwise, they stay in active broadcast mode. In
our scenario, we choose five seconds as probing duration and
velocity of 6ms as the threshold to change between low-power
and high-power mode.
To select a suitable communication technology, it is necessary to
check if the available technology fulfils the requirements of the selected
strategy. When for a specific technology, the time required to discover,
connect, and transmit is higher than the available time of a device
within range of a neighbour, it is set to sleep mode.
6.3.2 Solution-dependent Settings
Our proof-of-concept provides a basic implementation of a message
application to exchange data in an opportunistic manner using our
framework.










- Register to the framework.
- Send and request messages to/from the framework.
(2):
- Monitor, collect and analyze context data.
- Update the strategy and start the discovery process.
(3):
- Establish connection and data exchange.
(3)
Device A Device B
(2)(2)
(1) (1)
Figure 6.4: Integration of SIESTA by third-party apps.
6.3.2.1 Configurable Properties
We define the following properties as configurable:
• Technology: determines the communication channel to be used,
e. g., only Bluetooth, only Wi-Fi Direct or both.
• Scheme: represents the selected ND scheme that is required for
the discovery process.
• User preference: fixes the limit of the variable E to define the
trade-off between power consumption and discovery perfor-
mance (only for the SIESTA ND scheme).





The SIESTA service is implemented as a standalone Android appli-
cation running in its process and encapsulated inside a dedicated
proxy library (=SIESTA library). This encapsulation allows third-party
applications to communicate with our service simply and directly.




We investigate the performance and energy consumption of the pro-








Detailed simulation settings for the ONE are provided in Table 6.1. The
experiment runs for 24 hours, and nodes exchange their data every
30 seconds, if in proximity. The plots show the experiment results
with seven different strategies: Constant, Hess, and SIESTA with five
different values of E [1.0, 0.75, 0.5, 0.25, 0.10]. In addition, for each
strategy, we use three different mobility models: Random Waypoint
Mobility model (RWP), the map-based RWP model (Map), and finally,
we use the real-world traces from a large-scale field test (smarter)2 and
included it in the ONE. Each run is seeded with numbers from the
interval [1,20], resulting in a total of 420 runs. We analyze the energy
consumption and the performance of the ND schemes using different
mobility models.
Table 6.1: SIESTA simulation settings
Parameter Value(s)
Dimensions w x h 8500 x 7500 [m]
Simulation duration 24 [h]
Number of nodes 300
Mobility Model RWP, Map, smarter
Speed 0.5, 1.5 [m/s]
Experiments 21 ( 7 strategies × 3 mobility models)
Runs 20 per experiment
Message size 100 KB
Message TTL 360 min
Message interval 25 -35 sec
Routing Algorithm Epidemic
Buffer size 100 [MB]
Transmit speed 2 [Mbps]
Transmission range 44 [m]
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Table 6.2: Average power consumption on Nexus 5 smartphones













We analyze the power consumption and the performance of our im-
plementation by considering the following metrics: the number of
beacons sent per hour, the effective energy consumption, the neigh-
bour discovery rate, and the message delivery rate. With the exception
of the message delivery rate plot, all other plots show the median
values and omit the confidence intervals, which are small and would
hamper readability.
6.4.2.1 Power Consumption
We measure the power consumption based on two aspects: (i) the num-
ber of beacons sent per hour and (ii) the effective energy consumption.
• Number of beacons sent per hour: This metric indicates the
total number of beacons that were actively sent per hour. A high
number of beacons sent per hour implies that the device stayed
in the probing mode for a long time.
• Effective energy consumption: We measure the power con-
sumption of single actions related to the ND process in a mobile
device (see Table 6.2). We connect a Nexus 5 to the Monsoon
Power Monitor3 and perform different activities on the device
for one minute. During the measurements, the display is on,
and the unused communication technologies are off. We only
present a relative energy consumption during the ND process.
To calculate the overall power consumption, it is necessary to





We choose the neighbour discovery rate and the message delivery rate
as the performance metrics.
• Neighbour discovery rate: This metric represents the percentage
of discovered neighbour devices during the simulation. It is com-
pared against a truth data, i. e., when the device is permanently
in the scan mode.
• Message delivery rate: The message or packet delivery rate
defines the percentage of messages delivered successfully from
all sent messages.
6.4.3 Results
The main goal of the simulation was to measure the energy consump-
tion of different ND schemes as well as to analyze their performance.
Therefore, we compare these schemes using different mobility models.
6.4.3.1 Power Consumption
Although devices in the probing mode can find more neighbours, they
also require more energy. That means, (i) a high number of beacons
sent per hour indicates a high energy consumption. Moreover, (ii) we
calculate the energy consumption of the system with Equation 6.4.
E = Ediscovery + Elistening + Eactrec (6.4)
Where:
• Ediscovery = tdiscovery ∗ Pdiscovery
• Elistening = tlistening ∗ Plistening
• Eactrec = tactrec ∗ Pactrec
The last part of the equation is zero for discovery schemes without
activity recognition. Figure 6.5 visualizes the energy consumption per
node in joules (J).
As shown in Figure 6.6, SIESTA-ND sends a minimal number of
beacons per hour in comparison with the other two schemes. With- SIESTA-ND sends a
minimal number of
beacons per hour in
comparison with the
other two schemes.
out any mobility awareness, devices send a high number of beacons
(Constant scheme). Even though the Hess scheme adapts the interval
of sending beacons according to speed, it is slightly better. Hess can
be more efficient in static scenarios. However, OPPNET needs a high
node mobility to exchange data opportunistically with other devices.
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Figure 6.6: Number of beacons sent per hour.
6.4.3.2 Performance
We evaluate the performance of our scheme using the neighbour
discovery rate and the message delivery rate. Figure 6.7 visualizes theThe performance of
SIESTA decreases for




with the other two
schemes.
number of detected neighbours against the ground truth data, i. e., by
continuous discovery. Figure 6.8 shows the message delivery rate for
each ND scheme with three different mobility models.
The performance of SIESTA decreases for a high value of E. How-
ever, it still allows discovery success comparable with the other two
schemes.

































































































































A proof-of-concept for SIESTA was implemented on Android-based
smartphones to demonstrate the feasibility of our framework on real
devices.
6.5.1 Experimental Setup
Our proof-of-concept provides a basic implementation of a messaging
application to exchange data in an opportunistic manner using our
framework. Moreover, it enables additional utility functions, which
allow logging information about established connections and number
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Table 6.3: SIESTA proof-of-concept settings
Metric Constant Hess SIESTA25 SIESTA50
Number of beacons sent 42 34 38 22
Neighbour discovery (%) 75 75 75 75
Avg. connection time (s) 69.52 68.51 55.42 60.13
of discoveries. Our scenario implies one stationary device A and aOur scenario implies
one stationary device
A and a second
device B carried by a
participant.
second device B carried by a participant. The initial distance between
device A and B is 100 m. Device A moves in the direction of device
B and stops after 200 m. After a short waiting period, device A turns
around and returns to his initial position. We repeat this experiment
four times. We use Bluetooth as the communication technology. In
this experiment, we count the discoveries performed per device A, i. e.,
the number of beacons sent. We also check if on each round device A
discovers device B.
6.5.2 Results
Table 6.3 summarizes our real-world experiment results. All schemes
have the same neighbour discovery rate; thus they successfully discov-





sent is comparable to the results of our simulation. However, as the
walking speed and duration time of each experiment differs slightly on
each run, we can not use these values to determine any performance
difference between the schemes.
6.6 related work
The field of energy-efficient ND in opportunistic networking has been
intensively studied using analytic as well as experimental methods.











smartphones. Most of them mainly use two forms of adaption: (i)
optimizing the probing and listening properties or, (ii) performing
changes in the discovery process. On the one hand, by adjusting
the scan and listen intervals, a discovery process can reduce energy
consumption significantly. For example, the probing frequency, which
indicates how often a device broadcasts a hello message per hour,
can be adapted to save energy. However, any change on this property
impacts the performance of the discovery process directly as well
by decreasing the number of discovered devices. On the other hand,
instead of broadcasting continuously, a device can deactivate the
broadcasting mode completely and listen to the channel for signals
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from other devices. Bluetooth Low Energy (BLE), for example, uses
only three advertisement channels to scan for other BLE devices.
Furthermore, most of these approaches use the device context in-
formation to identify which properties can be adapted for improving
the discovery process. For instance, several approaches utilize a cer-
tain threshold of speed for adapting the neighbour discovery while
devices are moving, e. g., by deactivating the active probing, [41], by
adapting the Wi-Fi activation [172]. Other approaches use real-world
observations [173], e. g., based on the assumption that it is likely
to find more devices in the vicinity of an already found device or
maintain a database of past encounters. Using this information, it
is possible to predict future devices encounters [174]. By defining a
battery threshold value, a device can switch between different routing
mechanisms to extend the lifetime of a device [175]. The communi-
cation technology used is also an option for choosing the adaptation
of the discovery process. That means a device can switch between
available technologies to connect to other devices, and also to save
energy during communication [176].
6.7 summary
In this chapter, we presented SIESTA, an adaptive neighbour discov-
ery scheme for saving energy during D2D communications in self-








tery level to calculate
the probing interval.
framework for opportunistic networks. Our approach is mainly energy
efficient in scenarios with a high number of static phases, where de-
vices stay in listening mode. In turn, devices constantly moving with
only short stationary phases imply continuous activity recognition,
i. e., a high energy consumption. We evaluated SIESTA by means of
a real-world proof-of-concept implementation and simulation. Our
results indicate the trade-offs between energy-efficiency and perfor-
mance for D2D neighbour discovery: we deliver 40% energy savings
in return for only a 3% reduction in neighbour discovery efficiency.

7
U S I N G B L U E T O O T H M E S H S O L U T I O N S F O R
M E D I AT I N G E M E R G E N C Y C O M M U N I C AT I O N
S Y S T E M S
Previous chapters have presented solutions to improve the resilience
of post-disaster systems by providing mechanisms to deal with: (i)
basic security services such as authentication or key management,
and (ii) saving energy consumption during the neighbour discovery
phase. Building post-disaster networks based purely on smartphones,
however, remains a challenging task, and, as of today, no practical
solutions exist. This chapter proposes the Bluetooth Mesh emErgency
(BlueMergency), a solution to mediate D2D communication in post-
disaster scenarios by harnessing the Internet of Things (IoT) devices
that remain operational following disaster. This chapter is based on
our work previously published in [6].
The remainder of this chapter is organized as follows. We first intro-
duce our motivating scenario in Section 7.1. Then, we briefly provide
an overview of the new Bluetooth standard and its terminology in
Section 7.2. In Section 7.3 we detail our BlueMergency concept. Our
proof-of-concept implementation is described in Section 7.4 and the
results of the experimental evaluation are presented in Section 7.5. We
summarize related work in Section 7.6. Finally, Section 7.7 concludes
this chapter, discussing several points for future work.







and, as of today, no
practical solutions
exist.
The usage of the IoT has proliferated in recent years [177, 178]. It is
estimated that by 2025, the installed bases of IoT connected devices
grow to almost 75 billion sensing devices. The IoT concept covers a
wide range of solutions [20]. Smart offices [179] and smart homes [180]
represent a prominent IoT use case. Smart office solutions aim to
provide a more comfortable and energy-efficient workspace, where
sensors adjust the light or heat according to the current measurement
of an office [181, 182]. Smart home systems integrate and connect
conventional home devices such as lighting, heating, a refrigerator,
to offer an automated environment in which many house features
can be controlled and monitored locally as well as remotely [180].
However, these smart environments mainly require the Internet to
enable communication and interaction between smart objects.
On July 19, 2017, the Bluetooth Special Interest Group (SIG) pre-
sented Bluetooth Mesh (BT Mesh) [55, 56]: a protocol that allows
devices to communicate in a mesh-based network topology. By en-
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Communication based on infrastructure
Infrastructure-less communication using, e.g., Bluetooth





















Figure 7.1: Integration of IoT solutions into post-disaster emergency commu-
nication systems.
abling hundreds of devices to communicate with each other, BT Mesh
becomes a technical solution for enabling communication post-disaster.
The integration of mobile devices into these mesh networks opens up
new possibilities for building post-disaster Emergency Communica-
tion Systems (ECSs) as depicted in Figure 7.1.By including mobile
devices into BT
MESH networks it





of digital cities that
remain operational.
In this context, we propose BlueMergency: A new concept based on
BT Mesh that integrates IoT solutions into post-disaster systems. The
key idea behind this concept is to provide a more resilient system by
leveraging the parts of digital cities that remain operational. First, since
BT Mesh allows many-to-many communications, there is not a single
point of failure. Second, the mesh devices are typically sensors with
an integrated power source (e. g., battery), i. e., most of them remain
functional even during a blackout or if the electrical grid is severely
impaired. Third, the backward compatibility facilitates the connection
of existing Bluetooth devices to an existing mesh network without the
need for additional hardware or significant software changes. Finally,
by including mobile devices, it is possible to build self-organizing
distributed wireless networks by leveraging the parts of digital cities
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that remain operational, thus enabling the population to communicate
without relying on a centralized infrastructure.
7.2 bluetooth mesh
In the last decade, Bluetooth and especially BLE have risen to become
one of the most used communication technologies for the IoT [183].
The key idea behind this standard is to allow existing and new devices The key idea behind
Bluetooth Mesh is to
allow existing and
new devices to build
large-scale multi-hop
sensor networks.
to build large-scale multi-hop sensor networks. The standard also
provides backward compatibility, i. e., mobile devices compatible with
Bluetooth 4.0 or later may also send messages in a BT Mesh network.
This section briefly introduces the key features and capabilities of BT
Mesh technology and details the underlying concept.
7.2.1 Technical Background
BT Mesh is a flooding-based network that uses the publish/subscribe
model for the data exchange, i. e., devices can send (publish) and
receive (subscribe) certain information according to their interests.




model for the data
exchange.
127 hops are possible. An unsegmented message has a maximal size
of 29 bytes, with the maximum application data payload size being
11 bytes. The standard includes two different bearers: (i) advertising
bearer: is a non-connectable advertisement bearer which uses a new
type of BLE advertisement packet to communicate, and (ii) Generic
Attribute Profile (GATT) bearer: is a connection-oriented bearer, that
provides backwards compatibility, i. e., it allows any Bluetooth device
compatible with GATT to also be part of a mesh network. This bearer
utilizes the Proxy Protocol [55] to exchange data between two devices
using a GATT connection.
7.2.1.1 Network Elements
The devices need to be provisioned in order to build a BT Mesh
network. During the provisioning process a device—known as a pro- Mesh nodes can




visioner—distributes necessary security material to an unprovisioned
device that wants to join the network. A provisioned device—also
called a node—can send and receive mesh messages. Mesh nodes can
support one or more additional features:
• Relay nodes: can also retransmit received mesh messages using
the advertising bearer.
• Proxy nodes: can communicate using both communication bear-
ers: GATT and Advertising.
• Low Power nodes: are limited power nodes that scan the com-
munication channel at a reduced duty cycle.
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• Friend nodes: stores messages addressed to Low Power nodes
and retransmits them to those nodes later.








Communication using the 
proxy protocol
Figure 7.2: Bluetooth Mesh concept.
Figure 7.2 shows a possible BT Mesh network configuration with
several nodes and all features supported by a mesh node. For com-
munication, these nodes can either use an advertising or a GATT
bearer. Additionally, mobile devices that do not support BT Mesh can
communicate with the network using an additional communication
protocol—known as proxy protocol—specified in [55].
7.2.1.2 Elements and Models
Each mesh node has at least one element. The number of elements
does not change during the time that a node is part of a network.
Every element has an unique unicast address, and consists of one
or multiple services as shown in Figure 7.3. These multiple services
define the basic functionality of nodes. Services—also called models—Multiple services
define the basic
functionality of
nodes, which can be
generic or vendor
specific.
can be generic or vendor-specific. A model is identified by 16-bit
(generic) or 32-bit ID (vendor-specific). A model is conformed by a
set of states, messages, state transitions and behaviors. The generic
models are specified in the standard. Vendor models can be designed
and implemented freely. In most cases, generic and vendor models are





























Figure 7.3: An example of Bluetooth Mesh elements and models: (a) mesh
node composition, (b) client-server model communication.
implemented using the client/server concept: a server model provides
a service, and a client model consumes this service. The client model
does not have state. Figure 7.4 visualizes the generic On/Off model, a
typical example of a generic model where a state can be set to on or
off.
7.2.1.3 Security
The BT Mesh specification also considers security as mandatory, so
all messages exchanged between devices on the network must be en-
crypted. The standard defines two keys used to secure messages, Bluetooth Mesh
considers security as
mandatory.
namely, network keys NetKey and application keys AppKeys. The
NetKey allows devices to participate in one or more subnets, as well as
in different mesh networks. The AppKeys enable devices to receive or
to send messages related to a given application domain. Regarding
privacy, the standard recommends the implementation of network
PDU obfuscation to prevent the tracking of nodes in a mesh network.
7.2.1.4 Backward Compatibility
Bluetooth devices compatible with Bluetooth 4.0 or later, which do not
implement the Bluetooth Mesh stack, can communicate with nodes
from a BT Mesh network using a GATT connection. To this end, these
devices need to implement the proxy protocol. This protocol defines
two node roles: server and client. The proxy server is a node support-





















Figure 7.4: An example of a generic model.









bearer. For example, mobile devices act as proxy clients to transmit
and receive mesh network packets over the connection-oriented GATT
bearer. Besides, a mesh node that supports the proxy feature can act
as a proxy server, and relay mesh network packets from a proxy client
to other nodes in the network.
7.3 the bluetooth mesh emergency communication con-
cept
In this section, we introduce our post-disaster solution that includes
devices from IoT solutions such as smart offices and smart homes to
build emergency networks.
7.3.1 Overview
Natural or human-made disasters can occur at any time. A typical
problem in the aftermath of a disaster is the damage of infrastructure,
where mainly information and communication systems are affected
and partially or totally unavailable. As a result, millions of people inBy considering IoT
end devices from
smart environments,
we can build an
emergency network
to allow a D2D
communication.
need of help are isolated, especially during the crucial first hours. This
disruption of communication also hinders the coordination of relief
efforts.
But, if we consider IoT devices from smart offices and smart homes,
we can build an emergency network to allow device-to-device com-
munication. Typically, these end devices are constrained sensors with
an integrated power source (e. g., battery), which allows them to be
available even if a central power infrastructure is knocked out.
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7.3.2 Relevant Features
BlueMergency is designed to complement existing self-organizing










representative requirements for emergency networks [18]. In general,
we satisfy the following requirements:
1. Resilience: An essential requirement for self-organizing emer-
gency networks is the capability to provide an acceptable level
of communication to cope in the absence of infrastructure. A sys-
tem based on a mesh topology offers resilience, as there is not a
single point of failure. In contrast, each device can communicate
with other devices and also relay messages.
2. Basis emergency services: After a disaster, the communication
needs focus mainly on the exchange of small but vital data, such
as help messages or telling family and friends that you are safe.
By implement a BT Mesh vendor model, we can support services
commonly used in emergencies [2].
3. Self-organizing: The self-organizing capability of BT Mesh allows
it to build a system that is easily adaptable and relocatable,
which improves the reliability of a BT Mesh based emergency
network.
4. Mobility: The integration of mobile devices in BT Mesh smart
environments facilities the creation of networks with a variable
topology.
5. Interoperability: One of the main limitations of existing emer-
gency networks is the missing interoperability between the differ-
ent implementations because of the lack of a common standard.
In contrast, BlueMergency resolves this issue by proposing a
solution based on an existing standard.
7.3.3 Services
We propose a BT Mesh vendor model to facilitate the data exchange
between mobile devices in the emergency network. Our implemen-
tation includes two functions: a server and a client model. We also
support group subscriptions, i. e., nodes using our model can send and
receive messages to/from a group. By supporting our model, a mobile




mobile devices in the
emergency network.
services commonly used in emergencies [2], namely: SOS Emergency
Messages, and I am Alive Notifications. Table 7.1 summarizes the data
structure of each packet using our model.
As mentioned in 7.2.1.2, a model can also define states. In our case,
a mobile device that implements our emergency model can support
four different states as summarized in Table 7.2.
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Table 7.1: Data structure for the emergency model
Opcodes Messages Description
0xE1 0x0A Message to request help.
0xE2 0x0B Message to offer help.
0xE3 0x0C Message to send user status.
Table 7.2: Node states using our vendor emergency model
State Value Description
STATE_OK_HELP 0x00 I am fine.
STATE_OFFER_HELP 0x01 I can offer help.
STATE_NEED_HELP 0x02 I need help.
STATE_NEED_OFFER 0x03 I need help and can offer help.
Because all mesh packets are encrypted, a node without the security
credentials can neither join the mesh network nor send/receive data to
other nodes. To address this, we integrate a QR-Code reader interface
to get the minimum required security credentials to join the network.
The QR-Code consists of a JavaScript Object Notation (JSON) format
data that stores the security credentials needed to be part of the BT
Mesh network. These credentials include the network key, application
keys for the vendor model, and an index that is needed to identify
the subnetwork. Figure 7.5 visualizes an example of using our vendor
emergency model. The sensor nodes do not implement our vendor























Figure 7.5: An example of using our vendor model.
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(a) (b)
Figure 7.6: Screenshots of our Android application developed as proof-of-
concept: (a) requesting help, and (b) offering help.
7.4 proof-of-concept
In this section, we describe in detail our proof-of-concept implemen-
tation, as well as the hardware and software utilized. Figure 7.6 il- We validate our
concept in a smart
office and a smart
home scenario.
lustrates our Android application developed to test the feasibility of
BlueMergency. We validate the communication between smartphone
devices using a BT Mesh network from two smart scenarios: Scenario






the BT MESH stack
directly in the
firmware,
The testbed consists of RuuviTags [184] sensors based on the nRF52832
SoC from Nordic Semiconductor, Nordic Semiconductor nRF52840
USB Dongles [185], Raspberry Pi 3 Model B+ [186] nodes based on
the Broadcom BCM2837B0 SoC and smartphones Nexus 6P running
Android version 8.1.0.
Table 7.3 summarizes the node features configured on each device
for both scenarios. Because of the Raspberry Pis support only the relay
features, we use the proxy protocol with Nordic USB Dongles. For
simplicity, an additional smartphone is initially used as provisioner.
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Table 7.3: BT Mesh node features supported by the devices in the testbed.
We consider following notation:  fully fulfils feature, H# fulfils,
but not used, # does not fulfil feature.
* Pis were used only in the smart office scenario.
RuuviTags/USB Dongles Linux Pis* Smartphones
Relay   #
Proxy  # #
GATT Bearer  #  
Adv. Bearer   #
7.4.1.1 Scenario A: Smart Office
Figure 7.7 visualizes the location of the nodes on scenario A. The nodes
are distributed throughout an office building over two adjacent floors,




nodes have to cope
with high
interference.
density of Wi-Fi access points as well as other equipment operating in
the 2.4GHz band, the nodes have to cope with high interference. On
the first floor, the nodes are arranged in an area of approximately 900
m2, and on the 2nd floor, the overall facility measures approximately
180 m2. The maximal distance between two nodes is approx. 10 m,
and the minimal distance is close to 1 m.
7.4.1.2 Scenario B: Smart Home
Figure 7.8 shows the proof-of-concept setup for scenario B. We dis-The area covered by
the smart home
installation is approx
63 m2 per floor.
tribute the nodes in a brick house with two floors in a residential area.
The area covered by the smart home installation is approx 63 m2 per
floor. The maximal distance between two nodes is approx. 6.5 m, and
the minimal distance is approx. 3 m.
7.4.2 Software
For our experiments, we use the SDK Softdevice version 6.1.0 [187]
and the Mesh SDK version 3.1.0 [188], both developed by Nordic
Semiconductor. The Android-nRF-Mesh library [189] is utilized for the
initial setup configuration (provisioning phase). We build and extend
the RuuviTag firmware from the Git repository [190] to integrate the
mesh stack. For supporting mesh on the Raspberry Pis, BlueZ[191]We extend the
RuuviTag firmware
to integrate the mesh
stack.
version 5.50 was extended and rebuilt. Additionally, we integrate the
Nordic library [189] to our smartphone application to support the















Figure 7.7: Proof-of-concept setup for the smart office experiments.
7.4.3 Support for the Proxy Protocol
Currently, the Android Bluetooth stack does not provide the BT Mesh





the Android-nRF-Mesh library [189] developed by Nordic Semiconduc-
tor into our smartphone application. The nRF-Mesh library supports
the proxy protocol on Android devices only for the network configu-
ration phase. To enable mobile devices to participate in an existing BT
Mesh network, we implement and integrate the proxy functionality










Figure 7.8: Proof-of-concept setup for the smart home experiments.
specified in the standard into our Android application. With these
changes, a smartphone can receive and deal with BT Mesh messages.
7.4.4 Network Configuration Phase
As mentioned before, a provisioner is responsible for the initial setupThe QR-code allows
smartphone to be
part of the existing
network.
and any reconfiguration of the nodes in the network. For the experi-
ments, we consider an already existing BT Mesh network, both in the
smart home as well as in the smart office scenario. We also implement
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a scanning QR-Code functionality, to allow smartphone devices to be
part of the existing network by only scanning the required security
materials.
7.4.5 Network Services
For the experiments, we consider the following configuration: each
RuuviTag and Raspberry Pi implement and enable the relay feature.





smartphones can exchange messages between them using the existing
BT Mesh network. For simplicity, we set the destination address to
predefined broadcast address. So each node that receives a message
and implements our model can process it.
7.5 experimental evaluation
In this section, we show the feasibility of our solution that leverages





works. To this end, we implement a proof-of-concept application and
test it in combination with the two outlined BT Mesh scenarios using
real devices.
7.5.1 Experimental Setup
We perform a set of experiments to evaluate the performance of a
BT Mesh network regarding packet loss and response time. Each
interaction from the experiments implies a variation of the number of
messages sent: (i) first, we send 5 messages per minute, (ii) we increase
the number of messages to 10 messages per minute, and finally, (iii)
we send 20 messages per minute. Each experiment runs for 12 minutes.
We repeat this procedure 5 times. Detailed experiment settings are
provided in Table 7.4
7.5.1.1 Scenario A: Smart Office
The source node 01
sends a help request
to all nodes in the
network.
We first configure 01 as the source node, which generates the BT Mesh
messages. It sends a help request message to all nodes in the network,
in our case, to the other smartphones. As illustrated in Figure 7.7, 01 is
located on the second floor, and the other nodes 02, 03 are located on
the first floor. These nodes respond to the help request by confirming
that they offer help.
7.5.1.2 Scenario B: Smart Home
In addition to the smart office scenario, a smart home experiment
was carried out. As depicted in Figure 7.8, node 04 was located inside The source node 04
sends a help request
to all nodes in the
network.
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Table 7.4: BlueMergency proof-of-concept settings
Scenario Parameter Value(s)
Office Dimensions w x h 85 x 65 [m]
(A) Number of relay nodes 28
Distance between nodes (max, min) (10, 1) [m]
Home Dimensions w x h 13.6 x 9.25 [m]
(B) Number of relay nodes 8
Distance between nodes (max, min) (6.5, 3) [m]
Both Number of proxy servers 3
Number of proxy clients 3
Models vendor emergency
Number of msgs sent per minute 5 - Experiment I
10 - Experiment II
20 - Experiment III
the house, and nodes 05, 06 were located outside the house in close
proximity. As a result, the smartphones outside the house were able
to connect with the BT Mesh network and to reach any device located
inside the house.
7.5.2 Evaluation Metrics
In our evaluation, we analyze two metrics: the response time and the








Is the time elapsed between the sending of a message and its reception
in the destination. This latency should be as low as possible.
7.5.2.2 Packet Loss Rate
The proportion of packets lost during a transmission also represents
an important factor for such a system. It indicates how reliable the
network is in terms of packets delivered successfully to the destination.
7.5.3 Results
The main goal of the experiments was to measure the response time to
a help request as well as the packet loss rate in a real-world environ-
ment, including external interference, i. e., BLE devices such as other
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Table 7.5: BlueMergency experiment results
Metric Mean Standard deviation Median
Number of hops 6.15 1.43 6.0
A Response time [ms] 1053.13 453.20 1020.0
Packet loss rate (%) 38.21 17.75 35.4
Number of hops 3.11 0.32 3.0
B Response time [ms] 995.53 349.60 827.5
Packet loss rate (%) 8.5 4.67 11.2
smartphones, Wi-Fi devices. Table 7.5 summarizes the most important
results from our experiments.
7.5.3.1 Response Time
Figure 7.9 visualizes the response time to a help request in both
smart environments. We can observe that the response time is directly The response time is
in the order of one





influenced by the location of the nodes. As the distance between
the nodes increases, the response time also grows. This is expected,
as a message needs to traverse more hops to reach the destination.
Furthermore, each node that relays a message implies additional
processing time. The response time is in the order of one second
for devices in proximity and increases to around 1.5 seconds for
distant devices. While these latencies are considerably higher than
latencies in infrastructure networks, we consider them to be acceptable
in post-disaster scenarios, where the fact that communication and
basic services are available at all can be considered paramount to
minimizing latency.
7.5.3.2 Packet Loss Rate
The packet delivery




Figure 7.10 shows the percentage of packet loss for each experiment.
Although the packet loss rate for the smart home scenario indicates
a similar pattern, it differs in the smart office scenario. This result is
reasonable, as, during work hours, there are a lot of additional BLE
and Wi-Fi devices such as notebooks, smartwatches, that generate
interfering transmissions in the 2.4 GHz band.
7.6 related work
So far, existing work in the field of BT Mesh focuses mainly on the
performance evaluation of such a network in smart environments,
e. g., for building automation applications [192], proposing a smart-
home architecture to demonstrate the feasibility of using this standard
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Figure 7.10: Packet loss rate in both scenarios.










work aims at providing a solution to build self-organizing emergency
networks without relying on central infrastructure.
The importance of self-organizing ad hoc networks after a disaster
has been widely studied in recent researches. There are already several
studies focusing on post-disaster systems based on self-organizing
Mobile Ad Hoc Networks (MANETs) [2, 3, 88, 89, 195]. These solutions
leverage MANETs or Delay Tolerant Networks (DTNs) technology to
facilitate message routing/forwarding/spreading in the affected area.
However, most of them either require the installation of additional
hardware or software modifications are necessary, e. g., jail-breaking
off-the-shelf devices, to enable mobile devices to be part of a wireless
mesh network.
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In contrast, this work proposes a solution based on the BT Mesh
standard to facilitate device-to-device communication in post-disaster
scenarios. The proposed solution involves devices that typically re- This work proposes a
solution based on the
BT MESH standard




main functional after a disaster, i. e., by utilizing the infrastructure
from smart environments. We present an experimental evaluation of
such a system using well-known IoT application scenarios, namely,
smart office and smart home. Our proof-of-concept considers hetero-
geneous devices, including devices that support the BT Mesh stack,
and devices which can communicate with the network without the
need to implement the whole stack.
7.7 summary
As mentioned above, building post-disaster networks based purely on
smartphones remains a challenging task, e. g., due to the limited com-
munication range, scalability, etc. The rapidly growing IoT technology,
however, offers the possibility to improve this situation. For instance,
IoT devices can help to relieve congestion or build a backup network
in case of cyber-attacks. In this chapter, we showed that smart envi-
ronments, as found in today’s and future digital cities, can contribute
to establishing post-disaster networks. In particular, we showed that Smart environments






the novel BT Mesh standard, which is supported by a wide range of
IoT solutions, can be used to mediate post-disaster device-to-device
communication, even using most of today’s smartphones. We demon-
strate the feasibility of such a system on common off-the-shelf devices
by designing and implementing our BlueMergency proof-of-concept
system. To this end, an Android application implements the proxy
protocol specified in the standard. Additionally, we propose an emer-
gency model to enable smartphones to exchange data using existing
IoT devices. We show the feasibility and performance of our solu-
tion in two BT Mesh realistic scenarios, namely a smart office and
a smart home scenario. For the performance evaluation, we utilized
heterogeneous IoT devices, i. e., linux-based devices, and novel devices
that integrate the BT Mesh stack directly in the firmware, together
with regular Android smartphones that do not offer native BT Mesh
support. By utilizing BT Mesh as mediating technology, we can ad-
dress the lack of direct communication between nearby mobile devices
without the need to modify such devices, e. g., jail-breaking a device
to support Wi-Fi in ad hoc mode. Finally, our experiments facilitate a
first performance analysis of such a system.

Part IV
C O N C L U S I O N S A N D O U T L O O K
This part summarizes the results of this thesis, provides
conclusions and gives an outlook.

8
C O N C L U S I O N S
8.1 summary and conclusion
In this thesis, we have proposed a comprehensive suite of solutions
that contribute to facilitating secure device-to-device communication
for emergency responses. Building post-disaster networks for enabling
civilians to communicate using smartphones also involves new and
challenging scenarios, especially improving the resilience of such sys-
tems while considering real-world human behaviour. In this context,
we focused on two key research directions to solve these challenges.
First, we have analyzed existing mechanisms and approaches that facil-
itate population communications using smartphone-based emergency
communication systems. Existing solutions mainly consider traces
gathered in everyday activities for the simulation models or only in-
clude the input and behaviour of professional disaster relief personnel
or other organizations. We have focused on involving civilians, i. e.,
spontaneous volunteers, and their requirements into the design and
deployment of post-disaster systems. Regarding the second research
direction, we have provided mechanisms to improve the resilience
of smartphone-based emergency communication systems. Within the
scope of this thesis, we have mainly contributed as follows.
In the first part, we summarized common factors regarding com-
munication issues, population needs, from representative disaster
scenarios from the last decade. Then, we investigated and analyzed
existing post-disaster solutions focusing mainly on smartphone-based
solutions. With this information, we identified relevant civilian re-
quirements that such systems should fill. Besides, we defined the
communication services required after disasters. Using these require-
ments and services from our analysis as a basis, we conducted a
large-scale field test of a scripted disaster scenario with 125 partici-
pants. By collecting data about user mobility, user interaction with
the emergency services, and smartphone sensor readings, we gained
insights from civilians’ behaviour when utilizing a smartphone-based
post-disaster system.
In the second part, we focused on improving the resilience of such
systems. For doing so, we specifically proposed mechanisms to deal
with the security services in a decentralized way, to save energy during
neighbour discoveries for opportunistic encounters, and finally to
compensate for scarce infrastructure after a disaster.
Regarding decentralized bootstrapping security, we presented Sea of
Lights (SoL), a lightweight scheme for bootstrapping Device-to-Device
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(D2D) security and wirelessly spreading it to enable secure distributed
self-organizing networks. SoL was implemented in a two-layer fashion
architecture: (i) Trust Management and (ii) Key Management. The
Trust Management layer based on a simplified version of the Web-
of-Trust (WoT) paradigm. This layer covers the bootstrapping and
establishment of mutual trust as well as the synchronization and up-
date of the local trust repository. The Key Management layer focused
on the generation and protection of the key material. It controls and
manages access to the keys. Besides, this layer is responsible for choos-
ing appropriate key storages. We tested the feasibility of our solution
using Android devices. Also, we evaluated the performance of SoL by
means of simulation. By doing so, we were able to provide a solution
for bootstrapping security associations between mobile devices in
partially disconnected networks in a decentralized way.
Furthermore, we investigated mechanisms that allow saving energy
consumption for opportunistic encounters. In this context, Neighbour
Discovery (ND) represents one of the leading energy consumers. Thus,
we developed SavIng Energy in STAtic Phases (SIESTA), an adaptive
and efficient neighbour discovery scheme for self-organizing networks.
SIESTA was developed for saving energy during static phases while
adapting the discovery parameters if the devices were moving. We
evaluated the performance of SIESTA through a proof-of-concept
implementation and simulations. Hence, we provided an opportunistic
networking framework for mobile devices that also optimizes the
neighbour discovery process to save energy-consumption in D2D
communications.
Finally, we proposed Bluetooth Mesh emErgency (BlueMergency),
a novel emergency network concept that uses the Internet of Things
(IoT) technology and the Bluetooth Mesh (BT Mesh) standard for
mediating emergency communication systems. We sought to consider
communication tools that ordinary civilians can use, i. e., without
requiring the installation of additional hardware or significant software
modifications. In particular, we showed that smart environments could
contribute to establishing post-disaster networks without relying on
central communication infrastructures. In addition, we implemented
an Android application as a proof-of-concept to show the feasibility
of such a system on conventional off-the-shelf devices.
8.2 outlook
The contributions of this thesis raise opportunities for optimizing se-
cure D2D communication for emergency response systems. There are
new research directions and challenges that still need to be addressed.
We see for the need for more real-world datasets gathered of the eval-
uation of D2D emergency communication systems considering human
behaviour during disasters. Even though it is impractical to cover all
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imaginable disaster scenarios, the collection of these datasets opens
up new possibilities for understanding real-world human behaviour
in disasters. Thus, it allows for developing more realistic systems for
such situations.
Concerning security, an important aspect remains the implementa-
tion of methods focused on the revocation of compromised keys in
decentralized networks. Indeed, key revocation plays an important
role in keeping security in a network as a compromised key can affect
the trust of the system partially or totally. However, as summarized
in [196], there is no one-for-all key revocation scheme which deals
with all the security issues and requirements of such networks. For
example, many of them assume the existence of a central authority
or a prior knowledge of the network topology, which is not always
possible, especially in real-world mobile systems, where devices can
join and leave the network arbitrarily. Several schemes rely on the
information provided by the devices in the network to deal with mis-
behaving users. However, this can also be used by malicious users to
affect the network and to disable legitimate devices.
Although our experiments show the feasibility of the proposed
BlueMergency concept, we envision several improvements in future
work. Hence, the proposed emergency services could be enriched by
location information to help the discovery of persons in need. Since BT
Mesh was not designed for emergency use, several other challenges
remain. While security is a mandatory BT Mesh feature, i. e., without
the corresponding security credentials, a device can neither join a
mesh network nor exchange data with other nodes; it still lacks usabil-
ity during emergencies. For practical applicability, easy to use D2D
security solutions could be integrated into our BlueMergency con-
cept. Finally, to ensure that smartphone-based post-disaster solutions
become real helpful tools during disasters, we need a cross-platform
D2D technology solution for supporting interoperability between most
of the conventional smartphones used by the population.
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