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Уравненное по способу наименьших квадратов значение прямого наб­
людения или функции прямых наблюдений всегда можно представить в 
виде линейной функции наблюденных величин, к которой приложима 
важная формула, доказанная Гауссом, Лапласом и позднейшими авторами, 
определяющая среднюю ошибку этой функции в виде
т  I  =  F 2xm l  +  F l m ]  + ............  (і)
■если
U =  F ( X ,  у  ).
В формуле (1) под Fxt F y  подразумеваются частные производные и
no x f у . . . . . .  а под т х, т у . . . —средние ошибки прямых независимых
наблюдений X t у .......
В основу второго доказательства способа наименьших квадратов Га­
уссом положено следующее соображение : если уравнения ошибок для 
определения т  функций наблюдений
с i “  — Ii сіі N  Ьі У  -j- Ci Z  ........ ( і  =  1,2  n) (ci)
умножить на некоторые положительные или отрицательные числа а,, 
подчиняющиеся т  условиям
[a a } =  I ; [aft] =  0; [ас] =  0 ..........   (ft)
то истинное значение
X = [ a t ]  +  [ae]
Так как член [as] неизвестен, приближенное значение х  с ошибкой и  =  [ал] 
будет иметь вид
 ^ Х . =  [аІ\щ (с)
Наилучшим определением Гаусс считает то, при котором
и 2 z= [ал]2 m i n i m u m .  (d)
Выбором значений аь удовлетворяющих требованию (d)  и уравнениям (ft), 
значение л: п р и б л и ж а е т с я  к истинному значению X .
Выводы теорем о вероятнейшем значении уравненной величины иско­
мого мы построили из соображения, противоположного описанному.
Име н н о  мы с т р е м и л и с ь  в н а ч а л е  на й т и  з а в и с и м о с т ь  ме жду  
и с т и н н ы м и  з н а ч е н и я м и  и с к о м о г о  и величин,  п о д л е ж а щ и х  
из мерению.  Этот прием дал нам возможность получить формулы спо­
соба наименьших квадратов непосредственно из формулы средней квад  ^
ратической ошибки функции прямых наблюдений.
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Сообразно с изложенным, мы исходили из следующих условий:
1. Уравненное значение искомой величины вне зависимости от вида 
функции, связывающей её с наблюдениями, должно равняться истинному 
значению её, если наблюдения свободны от погрешностей.
2. Оно должно быть функцией всех наблюдений.
' 3. Уравненное значение должно лежать в возможно малой окрестно­
сти точного значения искомого, т. е. средняя ошибка уравненного зна­
чения искомого должна быть минимальной.
На наш взгляд, такой путь, от точного значения к приближенному, 
имеет некоторые логические преимущества. В качестве иллюстрации ска­
занного рассмотрим существо доказательства, приведенного проф. А. С. 
Чеботаревым для метода условных наблюдений Как известно, свобод* 
ные члены условных уравнений определяются по формулам:
; W i =  Ct0 +  [ f l / ] ;  W 2 =  B 0 +  [ b l ] . .  . . .
Основой вывода является  „зададимся целью найти при данных ре­
зультатах измерений, и, значит, при данных невязках такие значения 
коэфициентов k u  k 2 t. . . k r> при которых функция и  получится с наимень­
шей средней квадратической ошибкой..
Может создаться впечатление, что множители k  зависят от данных 
результатов измерений. Несомненно, они зависят только от коэфициентов 
уравнений и остаются постоянными для любого ряда измерений.
Теперь рассмотрим это доказательство с другой точки зрения. Пусть 
нами найдено приближенное значение X 0t удовлетворяющее требованию 
/п2 —  шігі. Очевидно, мы с таким же основанием можем поставить эту за­
дачу и в отношении остальных наблюдений. Допустим; что найдены по­
следовательно все уравненные значения, за исключением последнего. Ho 
тогда уравненное значение этого последнего наблюдения уже о п р е д е ­
лено,  так как оно может быть найдено путем подстановки х°,  у ° ,  в
любое условное уравнение (стр. 348 указанного труда). Этим последним 
может быть любое из входящих в условные уравнения х ,  т. е.
возникает некоторое затруднение: основой доказательства является узкая 
задача определения уравненного значения т о л ь к о  од н ог о наблюдения, 
но последовательное решение такой задачи, благодаря тому, что уравнен­
ные значения связаны точными условиями, уже сообщает последнему 
наблюдению вполне определенное значение. Иными словами, доказатель­
ство, основанное на решении изолированной задачи определения мно­
жителей k  под условием, чтобы уравненное значение было определено с 
наименьшей средней квадратической ошибкой, на наш взгляд, не является 
достаточно строгим, например, при г = 1 ,  п = 2.
Согласно условиям, которце нами положены в основу выводов, ищет­
ся связь между истинными значениями искомого и величинами, подле­
жащими измерению. При этом мы исходим из следующего: пусть имеется 
г  точных условий, связывающих истинные значения подлежащих измере­
нию величин
C l i X i  - J -  C t 2 X 2  +  C L z X z  +  . . . .  +  C L q  =  О
BiX l +  B2X 2 +  bzX z +  . . . .  +  b0 0. (2 )
Найдем из уравнений (2) истинное значение X i .  Тогда
х р  =  L -  ([аХ], +  а0) Л /  =  -  - L -  ( I b X ) l  +  Ьй) . . . ,  (3)
CL и
где под \йХ)х подразумевается сумма произведений CLi Xi без UiXl и т. д.
1 J  А .  С .  Ч е б о т а р е в .  С п о с о б  н а и м е н ь ш и х  к в а д р а т о в  с  о с н о в а м и  т е о р и и  в е р о я т н о с т е й .  
І 9 3 6 ,  с т р .  3 4 9 .
Согласно п. 2 определенных нами условий, искомый результат долж ен  
быть функцией всех подлежащих измерению величин. Это осуществится, 
если к выражениям (3) добавить X l =  XfE Несомненно, X 1 =  Xf> = A W  =  
=  XW = .........  Умножим X 1 на p f \  a ArO', X1P . . .  соответственно на неоп­
ределенные множители /><п, р^\  .. Тогда истинное значение X1 может 
-быть представлено в виде
Выражение (8) дает истинное значение X1 при любых значениях /+ ' ,у д о в -  ® 
летворяющих уравнению (5). Если в (3) вместо истинцых значений Xi 
лодставить измеренные значения U, то уравнение (8) даст приближенное  
значение Jclt зависящее от выбора множителей р^.
Найдем совокупность значений рф под условием
Допустим, что Ar1, Хг   будут найдены из измерений с средними
ошибками тХ), тХ2. . .  .Тогда для решения поставленной задачи необходи­
мо написать выражение
я приравнять частные производные< уравнения ( 10 ) по частным п р о­
изводным по рГ уравнения (5), умноженного на 2ky. Полученные »*-(-1 
уравнений, вместе с уравнением (5), дааут возможность найти r - f -1  мно­
жителей рГ  и коррелату A1. Подставив /ф> в уравнение (4), мы, имея в 
виду равенства (3), получим истинное значение X 1 в функции истин­
ных значений всех подлежащих измерению величин I1 и множителей /?<■’>.
Заметим, что мы исходили только из системы условных уравнений 
(2). Выражение (4) может быть написано для каждого значения Xi, и под­
становка Xi (і =  1, 2, . . . « — 1) в уравнения (2) не влияет назначение X n, 
чем устраняется указанное выше затруднение. В этом мы видиад преиму­
щества метода рассуждения „от точного к приближенному“.
Теорема о вероятнейшем значении прямых наблюдений, 
связанных г точными условиями
Теорема і. Вероятнейшее значение каждой из п наблюденных величин, 
связанных г точными условиями (п/>г), может быть представлено в виде 
арифметической средины из результата прямого измерения искомой вели­
чины и зависимых значений ее, полученных из >  совместных решений 
уравнений или доставляемых каждым условным уравнением, с весами, 
подчиняющимися требованию наибольшего веса искомого.
( 4 )
( 5 )
Можно было бы представить X1 в виде
(6)
но тогда
Щ - г + І (О
Итак, из уравнения (4) следует, что




П е р в о е  д о к а з а т е л ь с т в о .  И с п о л ь з о в а н и е  з н а ч е н и й »  п о л у ч е н н ы х  
и з  к а ж д о г о  у с л о в н о г о  у р а в н е н и я  *)
Возьмем для упрощения выкладок два условных уравнения с четырьмя 
неизвестными 2)
Cil X 1 <  X 2 - f -  Cis X 2 - j -  U4 X  4 - f -  a Q =  О
Ь{ X 1 -f- b2 X 2 -f-  #3 N3 + - b4 X 4 -J- Ь0 —  0 . ( 11)
Решим каждое ив уравнений (11) относительно X1) тогда, если бы наблю­
дения были свободны от погрешностей, истинное значение X 1 можно пред­
ставить в следую щ ем,виде:
X ^  =  X 1
* у > = ------- ! _ ( [ а * ] і  +  ав) ( 1 2 )
CL1
XfL =  - U  (IbX)i Q b 9).
Умножив равенства ( 1 2 ) на множители p f ,  p f ,  p f ,  удовлетворяющие у с ­
ловию
[pf] =  l, (s =  0,1,2), (13)
истинное значение X1 =  X p  можно представить в виде
X 1 =  X f  pfi Q  А<'> р[' > +  A f)  pf .  (14)
Если в правую часть уравнений (12) подставим измеренные значения U, 
т о  на основании (14) получим приближенное значение X1 величины A 1
° = '■ y  -  ( С -  +  4 4  l - -  ( 4 + 4 4 ,s -
Пі Р ф + У - P f ) -  (15)
Допустим, что все наблюдения равноточны "); тогда, полагая т =  1, будем  
иметь
4  = (p ;o))2+ - [S -( M ,))2+ * 4 f ] (у г у  2 vt iJ p f p j  -(16)
1 u I 0 I CL1O1
Пусть ml =  minimum.
Тогда, умножив уравнение (13) на 2 klt диференцируя 2 ^ 1 [/?</>] и уравне­
ние (16) по переменным p f  и приравнивая диференциалы по каждому  
переменному, получим:
p f  +  ^ L p f = к  
«? ^  a ß U 1 . (17)
Р(С + 1^ P f  ^ k 1 ,
Cl1O1 vj
1I Для этого необходимо, чтобы в каж дое условное уравнени е входили все подле­
ж ащ ие измерению величины XuX2,...,Xn-
2) Количество уравнений и неизвестных не влияет на методику вывода, т. е. выбор 
двух уравнений не меш ает общ ности доказательства.




Л, . A i
p f ) =  kg p f  =  kt — Л— ; p f  =  kj
D ’ 1 D
л _  M 1 [«Н  .zlI ——7ö------------- :— ,
D -  м л п - і м і  (18}
[ a +  [ab], . (fib\
A2 a2i a A
Подставив значения p<9> в уравнение (13), на основании (18), получим
*, =  — 2 ----------D T - A 1 - M 2
„(0)_- D_  . (1)  A 1__ . (2)   A i ____
Pl  D - R A 1 - R A 2 ' p l  D - R A i - R A 2 ' P l  D - R A 1 - R A 2
Таким образом мы нашли выражения р , имеющие смысл весов, с ко­
торыми входят в арифметическую средину (14) результат прямого изме­
рения и зависимые значения его, полученные из каждого условного урав­
нения.
Покажем, что выражение уравненного по формулам (12)—(19) значения 
Xi может быть приведено к обычному выводу X0v получаемому через 
коррелаты.
Прибавим к правой части второго и третьего уравнений ( 12) 0  =  
тогда для истинных значений будем иметь следующие выражения:
X f '= X u
X f = X i  L  Л[аХ] +  а0)
а  !
-V12' =  A 1 -------L-ßlbXj-RR).
Умножив эти значения на множители подчиненные условиям (13) и
т2х =  min, и заменив в правой части Xi через 4  получим
X0 =  Ii - ^ N p f -  + P A  
Ct1 D
где Wi, W2 —  свободные члены условных уравнений (11). Тогда поправка 
к наблюденному значению Ii будет равна
=  (20) 
\ Cii D /
На основании (18) и (19) имеем
Ia2J1 \ЬЦ, — [ab]f +  [6+  a2-R [ a +  b \ -  2 [abR aL b,
D-R Al -RAi a\b\
Добавим к числителю тождество; 0 =  d\b\ — а\Ь\; тогда
D-RA1R A 2= U ^  ( И ]  т  -  [ab]2) =  - +  D0 (21)
а*Р\ й[ Di
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Известно, что D 0 есть определитель системы нормальных уравнений, соот­
ветствующих условным уравнениям ( 1 1 ).
Имея в виду (18), (19) и (21), значение поправки V i из (20) найдем 
в виде
^1 = — J r - ! - 1-  +  - ( и  **- H R * , ) !D0 I AE1 6 Ot J
Добавим к каждому, стоящему в скобках выражению 0 =  а*Ь*— й\Ь\ 
тогда
V1 =  L -  [®1 ([ft2] ах — [ ab] b1)+ w 2 (\aï\bl — [aft] C1). J (22)
Ho формула (22) представляет собой выражение поправки, найденной через 
коррелаты, чем и доказывается возможность использования арифметиче­
ской средины из прямого измерения искомой величины и косвенных зна­
чений ее, найденных из каждого условного уравнения, с весами, подчи­
няющимися требованию наибольшего веса искомого.
Применим найденные формулы к рассмотрению частного примера. 
Пусть имеется система условных уравнений
- 4  A 1 + A 2 +  2 Z 3 + А 4+ а „  =  0
5  A 1 - 2  A 2 +  A 3 +  2  A t  + f t 0 =  0  ( 2 3 )
Допустим, что значения А, равны:
*3
Истинные Xt 6 4 9
Измеренные U 5 7 4 И
Тогда а0 =  — I; f t„ =  —36; W1 =  [al] +  a„ =  5; W2 =  I.
Решая систему (23) по способу наименьших квадратов, найдем:
V 1 =  +  0,45, т. е. уравненное значение
X01 =  5,45
со средней ошибкой Bi20 =  O1118.
Применим к этом у ж е примеру выведенные нами формулы.
Вставляя в уравнения (12) данные непосредственных измерений, полу­
чим следующие значения для X1:
Ii =  5; + »  = --------—  {[а+ +  во) =  6,25; x f  = --L -  ([ft/], +  ft„) =  4,80.
at bx
По формулам (18) и (19) значения p x{s) равны:
р+)  =  0, 118; P1M =  O9 434; / ^ )  =  0,448
Уравненное значение по формуле (14) Ar10 =  5,425.
Подставляя p x{s) в (16), найдем
m l  =  (0 ,1 1 8 /  +  - L -  (0,434) 8 -  +  (0,448)2 -  - L  (0,434 X  0,448) =  0,1181,
16 25 10
т. е. мы получим прежний результат.
Л* Изв. ТПИ, т. 67, в. 2 4 9
В данном случае мы искали уравненное значение X 10. Однако можно  
использовать эти ж е формулы, поставив задачу определения поправки к 
непосредственному измерению. Уравненное значение X 10 найдется из (14):
X 1O =  I1P H +  X iW P 1W ^ x H p H .  (24)
Выражения (12) для AV1* и AV2' можно преобразовать, прибавив к пра­
вым частям O=-AT1 —  X 1. Тогда равенства (12) примут следующий вид:
XH =  X 1
X H  =  X 1 L ( [ a * H - a 0)
Cll
X H = X 1- - J d b X ]  +  ьо). 
ьх
Если ж е в правых частях заменим истинное значение X 1 через наблю­
денное значение Iu то получим:
X 1 =  Z1 J X 1O  =  Z1 - + X 1O) =  Z1 - +  ( 2 5 )
ах ' Oi
На основании (24) и (13)
T5 = X 0 1 -  Z1 =  Ц ^ р Н  +  ^ р и \  ( 2 6 )
\  Ci1 Ь1 )
Так как в данном примере W 1 =  5, W 2 =  I, то
V1= - I - J  0,434 +  -J- 0,448 
\ 4 5
что согласуется с поправкой, найденной через корреляты. Известно, что 
уравненное значение х\0) можно выразить через переходные коэфициенты  
Tj в следующем виде:
X0l - I i +  [ги>] .
Сравнивая это выражение с (26), находим, что веса, с которыми входят
в арифметическую средину значения Xi sft полученные из каждого услов­
ного уравнения, равны
pH  =Z-Ct1 г г , -  р ^  =  - ь іГг. (27)
В т о р о е  д о к а з а т е л ь с т в о .  И с п о л ь з о в а н и е  з н а ч е н и й ,  п о л у ч е н н ы х  
и з  с о в м е с т н о г о  р е ш е н и я  у с л о в н ы х  у р а в н е н и й
Приложим приведенные в предыдущем параграфе соображения для п о ­
строения доказательства первой теоремы в случае, когда зависимые значе­
ния искомого получены из совместного решения условных уравнений.
Найдем значение X 1 из совместного решения *) уравнений (11), для чего  
решим систему ( 1 1 ) сначала относительно и х 2і; тогда
Arj2=  j (a2 b3 — Y  а3) Xi f  (а2 b4 — а4 b2) X1 +  (а2 Ь0 — Ьг а0) J
* )  Т а к о е  р е ш е н и е  в о з м о ж н о ,  е с л и  р а н г  м а т р и ц ы
а і  а ъ а і
b2 Ь3 Ь4
р а в е н  р а н г у  м а т р и ц ы
j  = 0 ,4 5 2 ,
Точно так же, решая системы (11) относительно X1 и Xdj получим:
X j 3=  — |(о 3 Ь2 — &з <z2) X2 ~Ь («3 Ьі —  b9 а4) A 4 -J- (öt3ö0 — bz а0) |  •
Тогда левые части равенства (28) представят собой истинные значения  
J f tl если в правой части под Xi подразумевать истинные значения
rDtz * 4 +  O 24-Y4 +  D 20) )
(28)
X 1
Xtn--- 1Si 12 Dii
M13= 1
D 13
Dri X2+ D u Xi +  D30
Умножим выражения (28) соответственно на множители р ир2,р/} тогда  
истинное значение X 1 примет вид
A 1 — X 1P1 +  Xvipz -J- Х хър %, (29)
если множители ри р2і рз подчинить условию
Р і + Р ъ + Р з =  1 ■ (30)
На основании (29) и (28) имеем
X 1 Z = Z p l X 1- -  2— р з Х 2 +  ~п г3~Ръ Х 3 +  ( ~ п ~  Р* ^ + + ~  P t  W 4 + P i  п 2° ' +  
U u JJl i  \  U li U y ,  / LZ12
■+Pa +  . (31)
^lS
Таким образом мы представили X 1 в виде линейной функции величин, 
подлежащих измерению. Если в правую часть уравнения (31) подставить 
измеренные значения величин А), то уравнение (31 » 'определит прибли­
женное значение X 1 с средней квадратической ошибкой, зависящей от си­
стемы множителей рг. Наивыгоднейшим значением X 1 будет значение, при 
•котором оно минимально уклоняется or Xu т. е. когда
^ 2JC1 == minimum; 
для случая равноточных значений, значит— при W2 = I ,
«а — & i D 223-J-D224 2 * D 223-J-D284 D 24D 34 —min
т  хх —р \  і   P  2 i    p f  +  2 ~  ~rC—P* P* — m t n
и  12 U j 13 U l i U u
Умножим условное уравнение (30) на неопределенный пока множитель 2 к 
и частные производные уравнения (32) попеременным рі приравняем част­
ным производным выражения 2  k [р] по этим ж е  переменным.
Тогда
* *
P i - к
: § ± Л + ъ І ( 0!- - + Ч Л = Л- (33>
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D24 D34 \  ^ D2 £
D12 D13 j D0I L i  о,“ +№“ )-
Pi =  L -  ! 1 -  (D J  +  D 2,*) -  -Du + k  +  k 
Ft D 0 I d 212\  j D 12D 13I D 0
Подставляя значения pi в (30), имеем:
Dq
Решение двух последних уравнений дает
k =
Dq -f- D2 -J- D3
тогда
D q
P I =  —  ' ZV
D2A D3t
>”  =  Ь \ т к { 0 ‘ М )  A , O,,
где D 0-  определитель системы (33), a JV =  D0 +  D 2 +  D 3 
Найдем значения D 0 и AZ.
D 0 =  - (D 2s3 +  D  Y4X D 223 +  D + )
D 224D 23i
D j iD J  ' D J D J
D0 = + + ( D J +  D J +  D J)
Dtdx2L) 1%
N  =  НГ л Г  I (D2‘2 +  D213 +  D222 +  D*2* +  D ^ +  -  D’ ;D2X2U1Ii It J
но D\2D3a — D13D24=- —  D23D14 (34)
'или N D2nDD212D213
где D =  D2i2 -f- D2\3+ D \ 4 4 “ D223 -J- D224 +  D234
Как мы увидим впоследствии, D есть определитель системы нормаль­
ных уравнений, соответствующих данной системе условных уравнений; 
Используя значения D0 и ZV, преобразуем выражения рг.
Произведя умножение и имея в виду (35), найдем значения рі в оконча­
тельном виде:
Pi =  -J1  (D2î3+ D j + D 23i) ;
Рг =  - т й г “  (D 12 D 23 -  D 14 D 31) ; (36)
D U23
Ps = - J + - ( D li D23+  Du Dn).
L )  U 23
Формулы (36) решают задачу отыскания множителей, имеющих смысл 
весов,, с которыми входят в арифметическую средину (29) непосредствен­
но измеренное значение Ii и значения X12 и х іа, полученные из решения 
условных уравнений. При этом pt отвечает условиям: тх1—тіп и [р] =  1. 
Если бы мы взяли случай неравноточных измерений, то средняя квадрати­
ческая ошибка (32) имела бы вид
D 2 23 т J j - D  J  т.2 
D j
. „ ■ > _________9. - 2  I  Lj  2 3  " I - - X 3  - Г - * У ' 2 4  ! "  X iin-X1 — р  \ЩХ\ T------------------    P12
т. е. изменились бы частные производные т2Хі по р„ но общий ход  р е ш е ­
ния остался бы прежним.
Мы рассмотрели вопрос отыскания множителей р,-, которые определя­
ют уравненное значение х  с  наименьшей средней квадратической ош и б­
кой или с наибольшим весом. При этом выводе мы исходили из средней  
квадратической ошибки сложного отклонения, являющегося линейной 
функцией отдельных отклонений, подчиняющихся нормальному закону рас­
пределения.
Покажем, что результаты уравнивания по формулам (31)— (36) и по 
методу условных наблюдений способа наименьших квадратов совпадают, 
т.е. уравненные значения измеренных величин в обоих случаях будут равны.
Из общей теории способа наименьших квадратов известно, что урав­
ненное значение X01 измеренной величины X1 можно представить в виде:
.Y1 =  ( I + O 1T1-Jbl г2+ .  ■.. ) /| -f- (О -J- а2 T1 +  Ь2 гг 4 - . . .  ) Ii - { - . . . .  -f- a0 T1-J-
-J- A0 Гг. . . .
или, вводя обозначения
Fi =  I -J- я. Г] +  A1 г2 + . . . .  F2 =  О -J- а ,  г, --J- A2 ra -I-. . . . ,
получим: хо =  Ii J L a 0 г, + A 0T2, (37)
где г, , г2. . . .  — переходные коэфициенты, определяемые уравнениями:
\aa\ г , -J- [ab] r2 + . . . . +  O1 =  О J 
JflAJr1 + [ ^ ,  +  . . . . +  A1 = O . /
Из формулы (31) следует, что
о . D23 . , • D 2о i D-Yl — Pi h —- - - P 3 h  + • ■ • • ■ • +  Р % Т Г ~ + Р * 3 0
D 13 D 12 D 13
т. е. мы решим поставленную задачу, если докажем, что
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Fi =  Pl; F2 =  - F p i - Ft =  F p ti Fi =  1F P 2J - F  PU, (39)
'J \3  LJyi U \ 2  U  із
«о U +  Ьо г2 =  F p 2 _і_ +  Рг.
U n  U n
В этом случае значения л? по формуле (37) и по формуле (31) сов­
падут.
Приведем уравнение (37), определяющ ее уравненное по сп особу  на­
именьших квадратов значение хЧ, к иному виду.
Переходные коэфициенты T1 и г2 из (38) равны
гі =  F  ([aft] ft, -  [ЬЬ] а ^
^[aft] C1 — \аа] b / y   ^ (40)-
( 4 1 )
1 Ir \Го =  ---
2 D
Тогда
F1 — -У  ( +  +  «j ft, [aft] — ai [ftft] +  a , ft, [aft] — fti[aa]).
Преобразуем стоящее в скобках выражение. После умножения, приве 
дения подобных членов, опуская подробности, получим стоящие в скоб 
ке выражения в виде
£ > 2 3  +  + 2 4  +  + 3 4  •
На этих ж е основаниях
+  =  + 1 2  +  + 1 3  +  + H  +  + 2 3  +  + 2 4  +  + 3 4
или
F 1 —  + 2 3  +  + 2 4 +  +  + 4 4  ( 4 2 ^
Из (37) и (40) найдем
F2 =  ~  | a 2 ftj [ab] — a t а 2 [ftft] — a, ft2 [aft] — ft, ft2 [aa]
После указанных выше действий по преобразованию выражения Z7lr 
, для Ft, Fi и Zr4 получим следующие значения:
F2 = - F  (Di3Dn +  Du Du);
Fi — —  ( + 1 2  +23 ~  +14 Du) ; (43}
Л  = + ( + 1 2 + 2 1 + + 1 3 + . ¾ ) -
Теперь перейдем к последним членам правой части уравнения (37). 
После подстановки значений ги г3 и проведения необходимых действий,. 
Q0Y1 +  &о г 2 приводится к виду
Lt-о Yt +  b0 Y2 =  (D3Q Di2 -j- D30Dis “Ь Diо Dii). (44)7
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Здесь необходимо напомнить, что Dih есть определитель системы двух  
условных уравнений, когда они решаются относительно неизвестных с но­
мером i n k .  Символ Di0 (по аналогии с Dn,) мы можем назвать опреде­
лителем той ж е системы, составленным из коэфициентов при х ,  и точ­
ных чисел C0 и Ь0, входящих в систему условных уравнений ( 1 1).
Обратимся теперь к формуле (31), определяющей уравненное значение
х'1 под условием
т 2?  —  m in im u m .
Если бы в (31) Xi заменить через измеренные значения то условиями 
совпадения результатов уравнивания по формуле (31) и по формулам ме­
тода условных наблюдений будут равенства (39).
Из сравнения (42) и (36) мы сразу находим, что
F 1= P 1.
Докажем также, что коэфициент при X2 в уравнении (31) будет равен 
F2 в уравнении (37), т. е.
D2 з „ с  -,
- п  / V = U =  >Lz13
На основании (31) и (36) имеем:
 + > з  =  - ~  ( А з А з +  А > 2 . і) .  (45)
U  J3 L )
Точно так же
- + P z = J ( D l2D2i- D liD3i)-, (46)LZ12 U
Uu _!_ U3A п — Uu ГК Г) П Г) \ \ Uuп Рг +  Ps =  ~ „ U ( i2 D23 -  Du Dh) +  к  ^ ( А  , Dn +
1 + 2  LZ13 U 2S LJ LZ23 U
+  D u D 24) =  -  ( D n D-u +  A 3 D31). (47)
Сравнивая (45), (46), (47) и (48), находим, что коэфициенты при Ii в 
уравнениях (31) и (37) одинаковы.
Преобразуем последние два члена уравнения (31).
г\) ?
Q — j A o  D12 +  D3 о D13 +  (A o  A i  — A o A  і ) | :
D i о D2i — D20 D34 =  C a^b0 —  Ь3 а 0) ( а 2 Ь4 —  а 4 Ь2) —  ( а 2 Ьа —  Ь2 а 0) ( а л Ь 4 — Cti Y ) =
=■ CL2 ^ 3 ЬА CLq Cl3 CLa Ь2 Ь0 -J- Cl3 Ь% ЬА Cl0 -J- CL2 CL4 Ь3 Ь0 =
=  («2 ь з —  CL3 Ьг) (а А Ь0 —  ЬА а 0) =  D23 Dxo.
Вставляя в Q полученное значение скобки, имеем:
Q =  P* +  ~ß \ Ps — "ß(U20Dvi -j- D :;0D i:;-f*D i0D l}).  (48)
Замечаем, что выражения (48) и (44) совпадают, т. е. равенства (39) 
под'Гверждающие идентичность результатов уравнивания под условием, 
минимума суммы квадратов поправок и по формулам теоремы 1 -ой, доказаны. 
В этом доказательстве мы опустили громоздкие алгебраические преобра­
зования.
Рассмотрим выражение (31)
X l= P i A 1 -  J  P X2 +  . . . . + р , +  + Рз , 
и  J3 ZJ12 U i ,,
где D i 2 , D j:;, . . .,Dm есть определители системы условных уравнений
Wi Al] +  Яо=  О
[ftiAJ +  fto +  O,
если определять из них соответственно A 1, A 2; . . .A 2, A 3; . . .A 3, а0. ft„ (символы 
D2о, D3о введены для симметрии), a pi подчиняются уравнению [р] =  1 .
Нами доказано, что X 01 из (31) будет иметь значение, совпадающее с 
уравненным по способу  наименьших квадратов значением х?, если /и*° =  
=  тіп.
Подставляя в (28) и (29) вместо истинных значений Xi измеренные 
значения U, получим значения X1 1 X 121X 13
Xi =  Ii', X 12 =  - L  ( D 23 / 8 +  D 21 Ii +  D 20) ; х 1;; D 2312 + D 3i Ii +  D 30) , (а)
D XZ Di -
и уравненное по способу наименьших квадратов значение х\
X 0I =  X iP i + X i 2р->+Х13р 3, ( ь )
где система р-, удовлетворяет условиям [/?] =  1 и
ml» =  minimum
I
Из рассмотрения выражений (а) и (ft) следует, что х? представляет со ­
бою общую арифметическую средину из з а в и с и м ы х  величин, так как 
в определение значений X12 и X 13 входит одна и та же измеренная величи­
на I4.
Такое же заключение мы можем сделать из формулы ( 1 2  и (14).
П р и м е р  у р а в н и в а н и я  п о  ф о р м у л а м  ( 2 9 ) - ( 3 6 )
Возьмем систему условных уравнений
— 4 A 1 +  A 2 -j- 2 A s , +  A 4 -j- а0 =  О,
5 A 1 — 2 A 2 +  A 3 +  2 A 4 +  ft0 =  0.
Допустим, что истинные значения А , равны соответственно 6 , 8, 4, 9; 
тогда
- 4  A 1 +  A 2 +  2 A 3 +  A 4 — 1 = 0 ,  
5 A 1 — 2 A 2 +  A 3 +  2 A 4 — 3§ =  0 . (я)
Уравнения (38) для определения переходных коэфициентов будут иметь 
вид
+  22 г, — 1 8 / + - 4  =  0 23 — 19
п  =  — —  ; г г =
-  18 F1 +  34 г, - f  5 =  О
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Уравненное по способу  наименьших квадратов значение х° через пе­
реходны е коэфициенты (форм. 37) может быть выражено так:
Ai — \Fl\ -J- U0 K1-J- P0 г2,
где
F i— [ +  віГі +  ЬіГі', F2 =  O -J- Ct2T1 +  Ь2т2............
Для наглядности зададимся наблюденными значениями It- и подсчитаем 
уравненное значение X 0 через F i .  Пусть
а . ъ L i
■
/ і a l ы F i F i  U
I —  4 5 0 5 - 2 0 2 5 0 , 1 2 0 0 , 6 0 0
2 1 —2 8 7 7 —  1 4 0,288 2 , 0 1 5
3 2 4 4 • 8 4 0 , 1 2 7 0 , 5 0 8
4 1 о 9 п 1 1 2 2 - 0 , 0 7 1 - 0 , 7 8 1
6 3 7 2 , 3 4 7
а 0  г ,  +  Ь о  Г  2 =  3,118
х° =  5,4Ь
m2;  =  [F2] =  0,1184
Решим эту же задачу через коррелаты.
Свободные члены условных уравнений будут равны
га, =  [al] +  а0 =  5, W 2 =  [Ы] -J- Pe =  1 .
188
Тогда
22 ki — 18 P2 -J- 5 =  0  
18 P1 +  34 P2 j I = 0
р, =  —
424
Pa =  —
1 1 2
424
V 1 =  +  0,45, X i  =  5,45.
Теперь применим формулы, выведенные нами при втором доказатель­
стве теоремы 1. Из формулы (28) следует, что решение системы (а) дает  






(D23 X3 +  /J24 X 1 I D26)
( -  D23X2 +  Di lX4 i  -Dn)
(*>
Подсчитаем определители системы (а)
D n A s D u D  1 и п  j
i
D i i D 3 4  j [ O 2 I
D i 3 - 1 4 - 1 3 5  !
і
4 3 I —
D h 9 1 9 6 1 6 9 2 5  ! 1 6 9  і 4 2 1
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Зададимся вначале целью определить истинное значение Xf удовлет­
воряющее первому и второму условиям (общие соображения). Для этого  
выберем из системы (49), допустим, первые т  уравнений и найдем 
значение Xt неизвестного X  из алгебраического решения их. Тогда
Xi = / |  (£/); (i =  1 ,2 , . . ./га). (50>
Ho это ж е  значение мы можем получить, отбросив одно из первых т 
уравнений и прибавив одно, допустим, т \  1 уравнение. Тогда истинное 
значение X  может быть представлено в виде
X2= f 2(Li)\ (г — 1,2.......... т — \ , т \ \ )  51)
Заранее оговоримся, что результат уравнивания не зависит от того* какие 
из уравнений войдут в каждую комбинацию. Единственным условием каж­
дой новой комбинации является ограничение, чтобы в нее входило одно  
неиспользованное ранее уравнение. Очевидно, при этом условии количе­
ство всех комбинаций будет п  — т + 1 .
Н иж е мы покажем, что п—т+1 комбинаций необходимо и достаточ­
но. Использование всех сочетаний (по теореме Якаби) или же п —т< 2  
сочетаний приводит определитель системы уравнений (63) к нулю, т. е. 
эти уравнения имеют более, чем однѵ систему решений.
Покажем, что из уравнений (49) всегда можно получить п — т И  не­
обходимых решений. Это следут из доказательства положения; в матрице 
с п строками и т столбцами ( /г >  т\  каждая из т — 1 строк которой не 
не имеет линейной зависимости с другими строками матрицы, количество 
отличных от нуля детерминатов т  порядка не может быть меньше 
п — т + \ .
Д о к а з а т е л ь с т в о ;  переставим строки матрицы так, чтобы первые 
т — 1 строк не имели бы линейной зависимости с другими строками. 
Тогда каждая из п  — т + \  других ctpOK матрицы даст с первыми т — 1 
строками п — т + \  отличных от нуля детерминатов. В уравнениях п о­
грешностей (49) количество строк, не имеющих линейной зависимости с 
др>гими „ строками, в с е г д а +  т ,  т. е. всегда можно получить более
п — //1 +  1 решений.
*  •
Очевидно, X 1 =  X2 = .......... = Х п~т+\ * (52)-
Умножим Xu X2.. . . на  неопределенные множители рир2і. . . ,  подчиняющие­
ся условию
Pl T p 2+  ~Трп~т+\ =  1 ? i 53)
и образуем сумму
X =  Х\ р і+ Х 2р2+ + Х п- т+ірп~т+1 ■, І+4)
Уравнение (54), если в него подставить значения X1 из (50), (S l)tf оп р е­
делит истинное значение X  искомого, выраженное в функции всех подле­
жащих измерению величин Lu Несомненно, уравнение (54) справедливо  
только при равенствах (52) и (53). Только в этом случае уравнение (54) 
даст истинное значение искомого.
Пусть из измерений для величин Li найдены значения Iu Тогда из (50) 
( 5 1 ) . . .найдутся приближенные значения Xi неизвестного Xy а уравнение 
(54) даст его приближенное значение X1 зависящее от множитёлей р,,
х  =  [хіРі]у ( / =  1,2,. — т  t 1). (55)
Найдем множители р  так, чтобы
Tri1x =  m i n i m u m .  (56)
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Тогда, заменяя в (50) (51) Li через Ii и применяя формулу (1), най­
дем:
ml =  F(h,pi)-, ( і =  1, 2 . . .n — m +  I) (57)
Приравнивая частные производные (57) по переменным р частным про­
изводным уравнения (53), умноженного на 2 kt найдем значения Pu а з а ­
тем по (55) и X0- Уравнение (55) может рассматриваться как арифметиче­
ская средина из зависимых значений X it найденных из алгебраического  
решения п —  /и4  1 систем уравнений. Из (55) и (56) следует, что р  имеют 
смысл весов этих значений, подчиняющихся требованию наибольшего ве­
са искомого. Подставив р в уравнение (57), найдем ml.
Важно обратить внимание на то обстоятельство, что изложенный ход  
решения задачи п р и м е н и м  и в т о м  с л у ч а е ,  к о г д а  в к а ж д о м  
и з  у р а в н е н и й  (49) в х о д и т  б о л е е ,  ч е м  о д н а  в е л и ч и н а  L1).
Если систему (49) решить под условием [ѵ%\ =  тіпу т. е. найти х  их 
нормальных уравнений
[а а ] X + [ab] у  +  [ЦІ\ =  0
\ a b \ x \ [ b b ) y +  (bl] =  0 ,  (58)
то можно в общем виде показать, что выражения х° из (58) и (55) совпа­
дают.
Во избежание громоздких выкладок, приложим формулы (49) —  (57) к 
трем уравнениям с двумя неизвестными и покажем, что по теореме 2  и 
способу  наименьших квадратов мы получим один и тот же результат. 
Таи как методика вывода не зависит от количества уравнений, то о б щ ­
ность доказательства при трех уравнениях сохраняется,
'Пусть имеются уравнения:
O1X Y b i Y - L 1 =  0 ,
dl Х+-Ь2 Y— Z-2 —— 0 ,
a , X + b :]Y - L \  =  0 , (59)
тогда из решения первых двух уравнений имеем 
- ¾
A = - N ( D L 1 - D L 2);
Ls\2
из в т о р о г о  и третьего уравнений получаем:
A =  +  (D L3 - D L 3);D 23
тогда
А  =  - N -  (D  L1 — D  L2)Pi І - N -  (D  L2 — D  Lz) р2, (60)
Dn D2?>
где
Рх+Рг=  1. (61)
Через D j2 обозначен определитель системы из первого и второго урав­
нений, через Dri — определитель системы из второго и третьего уравне­
ний.
Ч  И з л о ж е н н ы й  м е т о д  п р и м е н и м  и  в  с а м о м  о б щ е м  с л у ч а е ,  к о г д а  у р а в н е н и я  ( 4 9 )  и м е ­
ю т  В И Л
0 =  -A iL l -  BiLz-  +  си X-YbiY +  CiZ+.:...
.60
Пусть из измерений найдены равноточные значения Ii со средней  
квадратической ошибкой т = \ .  Тогда на основании (56) и (60)
/ и 3 —  п 2  4 I f t 2 I 1 „ 3 - 2 J > . f t 3  „  „  I f i 9 VmX — - Pl 1 ~2 Pi £ - PtPi' .62)
Uyi к)гъ &\ о Qu?
2 о о }
где [Ьг[г представляет собою  сумму Ьі без  ЬХ> [bQ есть сумма Ы без Ь\.
Наивыгоднейшим решением будет то, которое дает значение х, воз­
можно близкое к истинному значению (60). Это осуществляется, если
ml — minimum.
Тогда на основании (62) и (61) имеем
д(пil) [ П .  H f i
0  DliD22  Op1 D l pl i9 U t к ’ т
à (ml) _  H Ьл [*], _
2 дрг -  Di2 D2i 1 D122 Рі~  '
Реш ение этой системы дает
D \ Dh D12D2 J
D =  ft3 Ift2
DhDl3 ’
pt = ± m > . + - m . _ ] ä
D \ Dl2 D 12D 23 1
где D —определитель системы (63).
Обозначая скобку в правой части выражения P1 через A1, в выраже­
нии р2 —  через A2, подставляя P1 и р2 в уравнение (61), будем иметь
р — D  
A Q A 2 ’
ИЛИ
A 1 A2 7 г*Рі =  —  —  ; р2 =  - -  - .  і Ь5)
A1 -f- A2 A1J-A2
Таким образом множители рх и р2 найдены. Наивыгоднейшее значение 
л из (60) определится так:
1 (Ь211 — н I2) P1Q-J-- (b-i I2 — Ь21) P2 (66)
Di г D 23
Решим систему (59) методом посредственных наблюдений, заменив 
в ней Li через U. Составив соответствующую систему нормальных ускш-
нени^ [аа] х -f [ab] у  — [al] =  0
[ab] X \ [bb] у — [bl] =  0 , ( n 7\
получим
x =  ~-([bb][al]-[ab][bl\)-,
или более развернуто
J  =  -L  j(ö|[ft/| — b, [ab])I1 i  (a2[bb] — b2 [a/?]) I2 - . . .  j  , 68)
где D  — определитель системы (67).
Если мы покажем, что коэфициенты при U в выражениях (66) и (68) 
совпадают, то этим будет  дйказнно, что требование [ѵ2] =  тіп и теорем а  
2  приводят к одному и тому же результату уравнивания.
Обращаясь к уравнению (66), мы видим, что коэфициент при Ix на 
основании (65) и (64) равен
O р — Ь.______ [ft2]| P t2+ bt b3 Dn
D1V 1 Ч ь + D M m 3EP1^ b W iDuD2:
Подставляя значения определителей и [ft2]/ ,производя умножение
и вынося за скобку ах и ftt , найдем, что числитель paeeH(a1 [ftft] —  bt [ab])b2. 
Применив эти же действия к знаменателю, найдем, что он равен
Ь% (&2#і +Chbx — 2 at bt cl2 b2 Ci bz — 2  at bi #3 b3 -Г a2b\ +&Ф$ +b
—  2 CL2 b2 a3 ft3).
Добавим к стоящему в скобках выражению тождество
О =  [ а Ч 2] —  [а2Ь2] ;
тогда знаменатель можно привести к виду ft2 ([aa][ftft] — [aft]2) - D b l t 
откѵла следует, что коэфициент при I1 в уравнении (66)
_ft2 _  fli [ftft] — ft, [flft]
D12 D
совпадает с коэфиниентом при It в уравнении (68). Точно так ж е можно  
показать, что коэфициенты при I2 и I3 в уравнениях (66) и (68) равны, 
т„ е. равны и уравненные под условием [ѵ2\ =  тіп и по теорем е 2  значе­
ния неизвестного.
Рассмотрим пример, состоящий из трех уравнений с двумя неизвест­
ными:
2 X  —  Y -  L1 =  O,
X + Y - L 2 =  Oi (а)
X - Y - L 3 =  0 .
Пусть измеренные значения I. получились
Ii =  4, I2 =  5, I3 =  2; 
соответствующие нормальные уравнения будут:
6 л; —  2 у — 15 =  0 
— 2  л: +  Ъу +  1 = 0 ,
откуда
X =  3 ,072, т2х =  0,214.
Таков результат, получаемый по формулам способа наименьших квад­
р а т о в .
Решим систему (а) по формулам (60) —  (66), для чего подсчитаем оп ­
ределители Dik и их квадраты
А  2 A s A s
D i 3 — Г — 2
D b 9 i 4
SS
I
Тогда из решения первого и второго уравнений получим
1
12 (ft2 / | — bi I2) — 3,0*D \2
Решение второго и третьего уравнений дает значение, равное
Х2ъ ~  “  (^З f  ~  /')) “  3,5 .
D 2a
Уравненное значение будет равно
X0 =  Xi2Pl -L-Xn P2. (Ь)
Подсчитаем рі и р 2, на которые надо умножить полученные результаты. 
Используя формулы (64) и (65), найдем
А - -  Ib+  I ЬхЬй _ \  
1 Dl3 Di2D2s 3
л  lf)
D212 D12D23 18
_  A1 _  6 . _  Л2 _  1
Pl A1+  A2 7 Л  “ + ,  +  + ,  7 ’
и уравненное значение х 0 на основании (66) вычислим так:
-  jcö =  3 . —  +  —  . - L  =  3,072
7 2 7
Подставив значения рі в уравнение (62), получим
m >  =  —  to ,7 3 4 +  — . 0 ,0 20 +  — . 0 ,1 2 2  =  0,214 ,
9 2 3
т. е. мы получили результаты, найденные нами ранее по способу  наимень­
ших квадратов.
При выводе формул (60) —  (66) мы не ограничивали выбора значений 
поэтому этот же результат мы должны получить, избрав иную систему 
значений х . Подтвердим сказанное решением этого ж е примера. В о зь ­
мем значения:
Xri =  — (ft3 I1 Ьі /3) =  2,0,
D j 3
Х2г =  ~  (&з I2 Ь2 Z3) =  3,5 ,
D 23
* 0 =  * і з Р і + * 2з Р2 > W
Ло = І* Е і_ /  +  L z j 2Zj 2 , Ib1P 1 , L M /
М і а Г + с + 'A 3 - д
? [ft2]* ? i [ft2]i . 0 fti Ь2
w *° =  i^ P i  +  2 — - 1 _2 +Pi P2, (<0
U i з /Z23 D13ZZ43
Ift8J2 и , ftl ft2 _ ^
Ъ т Р і + ~ п ~ г Г Рг~  ’U I 3  / ^ 1 3 I y 2 3
L L  : [L],
д Т о Г ^ + й , ^ - ' ' -
Стоящие в скобках выражения есть A i и A2 в уравнениях (с) или
A1= I ;  At =  2 ,5 .
рх =  0 ,286; ^  =  0,714
Уравненное значение х°получится на основании (b)'
х» =  2 .  0,236 +  3 ,5 .0 ,714  =  3,071; /?& =  0,215.
т. е. результат уравнения не зависит от выбора системы значений х,*, как 
э т о  и следовало из теории.
Теперь возьмем (по Якоби) все комбинации
,Yl2 = - L - ( A 1 L 1- A i I l ); Xn = +  V3Li ^ b l L3); X23 =  V 3Lt - F L j  (е)
D 18 U n
Тогда истинное значение X  можно представить в виде
X  =  Х і2р х + ХцРг + Х п р3 it)
при условии [/>] =  ! .  (g)
Если в (е) и (t) заменить Li через то получим приближенное значение
X,  равное
х = ( к / ' + L L  '■+ ( ¾  л  -  L p j  ( L + к  р ¥  т
со средней ошибкой тх, зависящей от р. При mi =  1
m î  =  И і  p t +  & Л +  2  Y ft р , р
O i I2 D -V 1'  - r O 5  r  D n D n
+ 2 + d ~ P i P’ ~ 2 'd d ~ p ' p ' ( і>l j IS и гъ t j Vi Ur23
Диференцируя (і) по переменным p it сокращая на 2 и приравнивая 
диференциалам (g) по этим же переменным, умноженным на k, получим:
рл =  к ;Wh 0 ,п* Рх +U 12





Ъ п [ + Рі




P а =  к ;  ( />
+  Ьи  W l р.. =  к.
DxiD23 Dii D 13 n D  V  •
Пусть р\ из уравнений (/) будет равно
А
Покажем, что D 0 =  О
D 9 — 2 Г,'2 гч2DRDUDi2 3
[d2]:; D D - D D  
Fb?, [d2]s feiD 
- D D  D D  [d +
Раскладывая определитель, получим:
I =  j([D] -  D )([D] -  D) -  D Dj [d+;
II =  — d  F ( d  b, ( [b2] — b\) -R bl D  D  J =  — blbï [b2] ;
III =  -  D  D jd 1 D ([d2] -  D2) - r  Dd5 d ]  =  —  b\b\ [b2] ;
D 0 =  I -H I  +  IlI =  ( d / +  bl) [b2] bl — blbl [b2] — b\ bl [b2] =  0.
Можно показать также, что определитель системы (/) будет равен ну­
лю и в том случае, когда мы возьмем не все комбинации, а только
п  — от +  2.
Используем для этого пример Гаусса, приведенный на стр. 233 тру­
да Уиттекера и Робинсона „Математическая обработка результатов наб­
людений“.
.к — y -R 2 z  =  3 
3 x - R 2 y — 5s  =  5 
4я+_у +  42 =  21 
— ;c +  3j/ +  3z = 1 4 .  ■
Решим вначале необходимое число сочетаний уравнений: 
n — от -Ь 1 =  2 ,  так как п  =  4, от =  3.
Бозьмем комбинации A523, хкі
1 1*123 D' о 1(Dc3 — F e )  I1 — (De3 — F e )  I2 +  (Dr2 — d2f ,) I3
I— (D1I1 —D  2Z2 +  D 3/3)D \




Dl (DiI2 —■ D 5Z3 +  D9Ii)
X0 =  X m P l - R x 25iP 2; [p] =  I.
Средняя квадратическая ошибка x° на основании (I) равна
O T 2 V 0
D'21 -  <D\ +  D=, +  D \ ) p ‘, +  - N 1D'-, +  D S  ■) D \ ) p \
- â 1 â <d’d * + a a )




- r —  ( D 2i +  D 22 +  D 2J p l ------ T f T T f T  (D z D i +  D sD J p 2 — k
D 0'- U оU о
+ —  (D2D1 +  DsD5) Pl +  - i -  (D21 +  Dh +  Dh) p2 =  k. 





D 1 D 2 D 3 D i D 5 D 6
D 1 13 - 6 1 - 9 21 13
D n 169 36 1 81 441 169
Уравнения (га) дают
Так как (по Уиттекеру)
90
Х \Рч ---- ----------
P 1 =  0,15492, P 2 =  0,84508.
=  2,571428, X234 =
304 =  2,451612,
36 ' ' 124
то х° =  Xi23Pl +  X231 р г =  2,470174, (р)
т. е. мы получили тот же результат, что и по теореме Якоби.
В формуле (р) и с п о л ь з о в а н ы  т о л ь к о  д в а  р е ш е н и я, веса р 
подчиняются условию наибольшего веса искомого. Покажем, что введе­
ние хотя бы одного решения сверх ѣ — /га +  1 обращает определить сис­
темы (га) в нуль.
Добавим к необходимым двум решениям еще одно; допустим, что
121
D 0
R -  j(ft2c, — Zz1C2) I1 — (Zz1C1 — Zz4C1) Z2 4 - (Zz1C2 — Zz2C1) l \  =
D0Hf
(D1I1 — DtiI2 +  D9Ii) (?)
Тогда истинное значение X  будет равно
X =  X 123Pi J-X331P2J - X 12lPit где [р] =  1.
Приближенное значение х  на основании (Z) и (q) найдется из выражения
X
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P s )  L
Pв) ItJ-
П1у‘ п — (D21 +  D22 + D 2:;) P 21 +
LJ0 LH 0D1"2
( D \  +  D h + D h ) p h  +
1 5 (Dh +  Dh +  Dh) ph -  (DtDt +  D P J p lPi +
P " '2 D h D 1
66
+ Df0Dl
- [D1D7 +  DiD3 PiP3 +  ^  — (D0D9 — D1D8) PtP7 —
7V a P2I
D \ D 0‘
_ L _  B p S  J  +  C p 2
D0"2 D0"'2 У '
2D
Df0D" о P i P i  +
i 2 £
+  D  D - p ^ JU Du O 2
2 F
DSD0"' PzPs
Приравниванием частных производных m2x и 2 [jo \ k  по переменным p-, 
волучим:
A D t E .
Pi -  ~ z r z i r  P2 +  -TfiPs =  kD0'2 D 0D0" ' D10D0'"'1
D




Г) "2 Pz  +
F





}Р-і =  к
Pi =  k
(r)
Определитель системы (г) также будет равен нулю. Опуская громозд­
кие разложения определителя в общем виде, покажем на том ж е приме­
р е  Гаусса, что D0 =  0.
A - D E
D0-
D0f2DHD0"'2 — D B  F E F C
показать, что равно нулю выражение'
А (ВС- F 2) - D (DC - F F ) - E ( D F +  BE); 
д а  основании (k) и (q), причем значение определителей Д  даются таблицей
D 7 D9
Di 51 - 9 1
DU 441 81 1
Тогда, имея в виду также и (г) , получим:
А =  206, 0  =  691, С = 5 2 3 ,  D =  75, E =  327, F =  - 68, D 0 =  206 X
(361393 — 4624) +  75(22236 —  39225) + 3 2 7 ( 5 1 0  - 2 2 5 9 5 7 )  =  +  7 3 4 9 4 4 1 4 -  
—  73494414 =  0.
Выше мы нашли веса р 4 и р 2, отвечающие условию наибольшего в е ­
са  х°. Из уравнения (р) следует, что количество требующихся комбина­
ций равно n — т +  1 =  2, по Якоби ж е их должно быть четыре.
На величины P1 и р 2 мы не можем смотреть иначе, как на веса, с к о ­
торыми входят в арифметическую средину (р) зависимые значения 
-XiJ3 и X234. В этом случае Я + ф р і + р 2. Используя р, и р 2, найдем значе­
н ие « V ,  т, е. и рх°.






P 22 +  2
75
4340
PiPs =  0,0406,




Результаты исследования можно формулировать следующим образом.
1. С пособ наименьших квадратов определен для некоторого среднего  
ряда наблюдений; данный ряд наблюдений им используется вне зависи­
мости от распределения значений погрешностей в этом ряде.
2. Т е о р е м а  1. Вероятнейшее значение каждой из п наблюденных  
величин, связанных г точными условиями (п +  г)9 может быть представ­
лено в виде арифметической средины из результата прямого измерения 
искомой величины и зависимых значений её, полученных из г совместных 
решений уравнений, или доставляемых каждым условным уравнением с  
весами, подчиняющимися требованию наибольшего веса искомого.
3. Т е о р е м а  2. Вероятнейшее значение каждой из т функций пря­
мых наблюдений, связанных с прямыми наблюдениями п уравнениями 
( n > m ) ,  можно представить в виде арифметической средины из зависи­
мых значений, полученных из решения необходимого и достаточного  
(п —  т +  1) числа сочетаний уравнений, с весами, подчиняющимися тре­
бованию наибольшего веса искомого.
4. Эти теоремы имеют теоретические и практические следствия и рас­
ширяют область приложений способа наименьших квадратов.
5. Веса, с которыми значения искомого входят в арифметическую  
средину, дают возможность подсчитать и вес уравненного значения его*
6 . Арифметическая средина из независимых значений есть частный слу­
чай лежащего в основе способа наименьших квадратов принципа наиболь­
ш его веса искомого.
