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Resumen
Diferenciar entre los usuarios que esta´n trabajando simulta´neamente en-
torno a una superficie interactiva podr´ıa ser beneficioso para tareas colabo-
rativas. As´ı, las aplicaciones podr´ıan soportar de manera ma´s efectiva ciertos
aspectos orientados a la territorialidad, a la gestio´n eficiente del espacio dis-
ponible y a la representacio´n de los contenidos.
En este trabajo se comenta una serie de factores software que podr´ıan
usarse para realizar dicha diferenciacio´n, y se disen˜a un algoritmo para la
agrupacio´n de controles segu´n su duen˜o basado en uno de estos factores: la
manipulacio´n simulta´nea de controles. Este factor no ha sido explorado en
detalle hasta este momento, y, mediante su combinacio´n con otros factores,
podr´ıa resultar relevante para el objetivo buscado. Ba´sicamente, se basa en
la idea de que los usuarios suelen manipular los elementos de interfaz con
una sola mano y, por lo tanto, dos controles que esta´n siendo manipulados
al mismo tiempo es muy probable que pertenezcan a usuarios distintos.
Se han realizado tres versiones diferentes del algoritmo anterior, cada una
basada en una heur´ıstica diferente. La comparacio´n de las mismas bajo un
experimento simulado muestra que la heur´ıstica que involucra ma´s informa-
cio´n sobre la distancia f´ısica entre los controles se comporta mejor de acuerdo
a una serie de me´tricas definidas.
Los resultados se muestran relevantes para seguir explorando y refinando
este enfoque, expandie´ndolo con otros factores potenciales, y as´ı conseguir
construir un subsistema de diferenciacio´n potente y robusto.
i

Palabras clave
Diferenciacio´n de usuarios, Heur´ısticas, Colaboracio´n, Superficies interacti-
vas, Mesas ta´ctiles.
iii

Agradecimientos
A Raquel, por su constante a´nimo y comprensio´n, y cuya
sonrisa me alegra siempre el d´ıa.
A mi madre, por estar siempre a mi lado y animarme en todo
momento a dar lo mejor de mı´.
A Javi y Alejandro, por las puertas que me han abierto y
siguen abrie´ndome, y por su paciencia, dedicacio´n y valiosos
consejos a lo largo de todo el proyecto.
A Patricia y Vicente, por todas las risas que hemos compartido
durante el curso, que lo han hecho mucho ma´s llevadero.
A mis compan˜eros de laboratorio, en especial a Abel y Jose
Antonio por sus consejos.
Y a Joan, Adria` y Jose, que este an˜o no nos hemos visto
mucho, pero espero que en los siguientes no sea as´ı.
v

I´ndice
I´ndice VII
I´ndice de Figuras IX
I´ndice de Tablas XIII
I´ndice de Algoritmos XV
1. Introduccio´n 1
1.1. Motivacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Organizacio´n del Documento . . . . . . . . . . . . . . . . . . . 3
1.3. Trabajos Relacionados . . . . . . . . . . . . . . . . . . . . . . 4
1.3.1. Soluciones Hardware . . . . . . . . . . . . . . . . . . . 7
1.3.2. Soluciones Software . . . . . . . . . . . . . . . . . . . . 12
1.4. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2. Factores para la Diferenciacio´n de Usuarios 17
2.1. Forma del Contacto . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2. Posicio´n y Orientacio´n del Contacto . . . . . . . . . . . . . . . 18
2.3. Relacio´n entre Dedos de la Mano . . . . . . . . . . . . . . . . 20
2.4. Punto Inicial de la Manipulacio´n . . . . . . . . . . . . . . . . 22
2.5. Velocidad de las Manipulaciones . . . . . . . . . . . . . . . . . 23
2.6. Posicio´n de los Controles . . . . . . . . . . . . . . . . . . . . . 24
2.7. Orientacio´n de los Controles . . . . . . . . . . . . . . . . . . . 25
2.8. Uso Simulta´neo de Diferentes Controles . . . . . . . . . . . . . 25
2.9. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
vii
3. Manipulacio´n Simulta´nea de Controles 27
3.1. Algoritmo de Diferenciacio´n . . . . . . . . . . . . . . . . . . . 27
3.2. Versiones Heur´ısticas . . . . . . . . . . . . . . . . . . . . . . . 29
3.2.1. Versio´n CRCM (Closest Remote Centroid Migration) . 31
3.2.2. Versio´n FLCM (Furthest Local Centroid Migration) . . 32
3.2.3. Versio´n RLCD (Remote-Local Centroids Difference) . . 32
3.3. Implementacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3.1. Estructuras de Datos . . . . . . . . . . . . . . . . . . . 34
3.3.2. Detalles del Algoritmo . . . . . . . . . . . . . . . . . . 43
3.4. Ejemplo de Funcionamiento . . . . . . . . . . . . . . . . . . . 50
3.5. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4. Evaluacio´n 59
4.1. Equipamiento . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.2. Procedimiento de los Experimentos . . . . . . . . . . . . . . . 60
4.3. Estudio de la Complejidad . . . . . . . . . . . . . . . . . . . . 61
4.3.1. Ana´lisis Teo´rico . . . . . . . . . . . . . . . . . . . . . . 61
4.3.2. Evaluacio´n Experimental . . . . . . . . . . . . . . . . . 63
4.4. Estudio de la Efectividad en la Distribucio´n de Controles . . . 64
4.4.1. Funciones de Bondad . . . . . . . . . . . . . . . . . . . 64
4.4.2. Resultados y Discusio´n . . . . . . . . . . . . . . . . . . 68
4.5. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5. Conclusiones y Trabajo Futuro 79
5.1. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.2. Trabajo Futuro . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.3. Publicaciones . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
Bibliograf´ıa 83
viii
I´ndice de Figuras
1.1. Particionamiento expl´ıcito del territorio por parte de los usua-
rios. Tomada de Kim y otros (2009). . . . . . . . . . . . . . . 4
1.2. Territorios expl´ıcitos creados enfrente de cada usuario. Toma-
da de Klinkhammer y otros (2011). . . . . . . . . . . . . . . . 5
1.3. IdLenses. (a) Realizando un gesto, la lente puede ser invocada
en cualquier momento. (b) Los contactos dentro de la lente
esta´n identificados, ya que cada lente pertenece a un usuario
concreto. Tomada de Schmidt y otros (2010b). . . . . . . . . . 5
1.4. Esquema conceptual de la DiamondTouch. Tomada de Dietz
y Leigh (2001). . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.5. Tableta con sensor equipado en el trabajo Capacitive Finger-
printing. Tomada de Harrison y otros (2012). . . . . . . . . . . 8
1.6. Reconocimiento de la palma de la mano en HandsDown. To-
mada de Schmidt y otros (2010a). . . . . . . . . . . . . . . . . 9
1.7. Medusa. Tomada de Annett y otros (2011). . . . . . . . . . . . 10
1.8. Soluciones hardware mediante wearables. A la izquierda, guan-
tes equipados con etiquetas codificadas; al centro, idWrist-
bands; y a la derecha, IR Ring. Ilustraciones tomadas de Mar-
quardt y otros (2011), Meyer y Schmidt (2010), y Roth y otros
(2010), respectivamente. . . . . . . . . . . . . . . . . . . . . . 11
1.9. A la izquierda, balizas sobre la superficie emitiendo ondas ul-
traso´nicas escuchadas por el receptor de la derecha. Tomada
de Siddalinga (2010). . . . . . . . . . . . . . . . . . . . . . . . 11
1.10. Inferencia de usuarios a partir de la orientacio´n de sus contac-
tos. Tomada de Wang y otros (2009). . . . . . . . . . . . . . . 14
ix
I´NDICE DE FIGURAS
2.1. Representacio´n de un contacto. A la izquierda, dos manos si-
tuadas sobre una Microsoft Pixelsense 1.0. Al centro, la re-
presentacio´n de los contactos de dichas manos. A la derecha,
dimensiones x e y de uno de los contactos. . . . . . . . . . . . 18
2.2. Contactos de una mano junto con sus orientaciones. Las pro-
longaciones de los vectores que representan la orientacio´n in-
dican, en cierto grado, do´nde se encuentra el usuario. Tomada
de Dang y otros (2009). . . . . . . . . . . . . . . . . . . . . . 19
2.3. Vectores de las orientaciones de dos contactos pertenecientes
a la misma mano (a), a ambas manos de un mismo usuario
(b) y a las manos de dos usuarios enfrentados (c). Tomada de
Wang y otros (2009). . . . . . . . . . . . . . . . . . . . . . . . 19
2.4. Orientaciones de contactos medidas en el trabajo “See Me,
See You”. A la izquierda, las posiciones en las que se colocan
los participantes del experimento. A la derecha, la media y la
desviacio´n de las orientaciones de sus contactos. Tomada de
Zhang y otros (2012). . . . . . . . . . . . . . . . . . . . . . . . 21
2.5. Ejemplos de cada uno de los tipos de relaciones entre los dedos
consideradas en MTi. Tomada de Blazˇica y otros (2013). . . . 22
2.6. Varios usuarios interactuando alrededor de una mesa interac-
tiva con controles TangiWheel (Catala y otros, 2012). . . . . . 23
2.7. Territorializacio´n efectuada por cuatro usuarios interactuando
simultaneamente en una superficie. Tomada de Ryall y otros
(2004). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.8. Posible asignacio´n de controles de texto a sus duen˜os basa´ndo-
se en la direccio´n del texto (sen˜alizada con flechas). . . . . . . 25
3.1. Ejemplo de distancias medidas para dos controles que colisio-
nan ci y cj. Los centroides de sus destinos ma´s cercanos esta´n
representados por tria´ngulos; y el centroide de su grupo actual,
por un cuadrado. . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2. Diagrama de clases correspondiente a la estructura ba´sica del
clasificador. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3. Matriz de colisiones cuando so´lo c0 y c1 han colisionado entre
ellos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.4. Matriz de prohibiciones. . . . . . . . . . . . . . . . . . . . . . 37
3.5. De arriba a abajo, vectores freeGroups, currentGroups y con-
trolsPerGroup. . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.6. Condicio´n que debe cumplirse en el grafo para poder fusionar
los dos grupos a y b. . . . . . . . . . . . . . . . . . . . . . . . 41
x
I´NDICE DE FIGURAS
3.7. Situacio´n inicial del clasificador, donde no se ha producido
ninguna colisio´n. De arriba a abajo y de izquierda a derecha:
grupos creados, grafo, matriz de prohibiciones, matriz de co-
lisiones. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.8. Situacio´n del clasificador tras producirse la primera colisio´n
(c0 y c3). De arriba a abajo y de izquierda a derecha: grupos
creados, grafo, matriz de prohibiciones, matriz de colisiones. . 52
3.9. Situacio´n del clasificador tras producirse la segunda colisio´n
(c1 y c3). De arriba a abajo y de izquierda a derecha: grupos
creados, grafo, matriz de prohibiciones, matriz de colisiones. . 53
3.10. Situacio´n del clasificador tras producirse la tercera colisio´n
(c2 y c4). De arriba a abajo y de izquierda a derecha: grupos
creados, grafo, matriz de prohibiciones, matriz de colisiones. . 54
3.11. Situacio´n del clasificador tras producirse la cuarta colisio´n (c0
y c4). De arriba a abajo y de izquierda a derecha: grupos crea-
dos, grafo, matriz de prohibiciones, matriz de colisiones. . . . . 54
3.12. Situacio´n del clasificador tras producirse la quinta colisio´n (c1
y c4). De arriba a abajo y de izquierda a derecha: grupos crea-
dos, grafo, matriz de prohibiciones, matriz de colisiones. . . . . 55
3.13. Situacio´n del clasificador tras producirse la sexta colisio´n (c0 y
c5). De arriba a abajo y de izquierda a derecha: grupos creados,
grafo, matriz de prohibiciones, matriz de colisiones. . . . . . . 56
3.14. Situacio´n del clasificador tras producirse la se´ptima colisio´n
(c2 y c5) y antes del paso de fusio´n. De arriba a abajo y de
izquierda a derecha: grupos creados, grafo, matriz de prohibi-
ciones, matriz de colisiones. . . . . . . . . . . . . . . . . . . . 56
3.15. Situacio´n del clasificador tras producirse la se´ptima colisio´n
(c2 y c5) y despue´s de realizar el paso de fusio´n de grupos. De
arriba a abajo y de izquierda a derecha: grupos creados, grafo,
matriz de prohibiciones, matriz de colisiones. . . . . . . . . . . 57
4.1. Distribucio´n de los controles hecha por el simulador de colisio-
nes en una situacio´n hipote´tica con U = 3 y C = 4 (izquierda)
y con U = 8 y C = 2 (derecha). . . . . . . . . . . . . . . . . . 60
4.2. Evolucio´n del nu´mero de colisiones que se pueden procesar por
segundo, dependiendo del nu´mero de controles que haya sobre
la superficie. A la izquierda, figura completa; a la derecha,
detalle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3. Evolucio´n de F1 con las colisiones producidas en el experimen-
to U5C5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
xi
I´NDICE DE FIGURAS
4.4. Evolucio´n de F2 con las colisiones producidas en el experimen-
to U5C5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.5. Evolucio´n de F3 con las colisiones producidas en el experimen-
to U5C5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.6. Evolucio´n de F4 con las colisiones producidas en el experimen-
to U5C5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.7. Evolucio´n de F5, F6, F7 y F8 con las colisiones producidas en
el experimento U5C5. . . . . . . . . . . . . . . . . . . . . . . . 76
xii
I´ndice de Tablas
1.1. Comparacio´n de las soluciones hardware para la diferenciacio´n
de usuarios. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2. Comparacio´n de las soluciones software para la diferenciacio´n
de usuarios. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1. Atributos de la clase Classifier. . . . . . . . . . . . . . . . . . 39
3.2. Me´todos de la clase Classifier. . . . . . . . . . . . . . . . . . . 40
3.3. Atributos de la clase Graph. . . . . . . . . . . . . . . . . . . . 41
3.4. Me´todos de la clase Graph. . . . . . . . . . . . . . . . . . . . . 42
4.1. Clasificacio´n de U y C por densidades. . . . . . . . . . . . . . 61
4.2. Clasificacio´n de las versiones de mejor a peor para la funcio´n
de bondad F1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3. Clasificacio´n de las versiones de mejor a peor para la funcio´n
de bondad F2. . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.4. Clasificacio´n de las versiones de mejor a peor para la funcio´n
de bondad F3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.5. Clasificacio´n de las versiones de mejor a peor para la funcio´n
de bondad F4. . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.6. Clasificacio´n de las versiones de mejor a peor para la funcio´n
de bondad F5. . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.7. Clasificacio´n de las versiones de mejor a peor para la funcio´n
de bondad F6. . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.8. Clasificacio´n de las versiones de mejor a peor para la funcio´n
de bondad F7. . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
xiii
I´NDICE DE TABLAS
4.9. Clasificacio´n de las versiones de mejor a peor para la funcio´n
de bondad F8. . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
xiv
I´ndice de Algoritmos
3.1. Algoritmo usado para mover controles entre grupos cuando
ocurre una colisio´n. . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2. Algoritmo ejecutado al an˜adir un control nuevo (descripcio´n
del me´todo AddControl de la clase Classifier). . . . . . . . . . 43
3.3. Detalle del paso 1 del algoritmo 3.1 (seleccio´n). . . . . . . . . 44
3.4. Detalle del paso 2 del algoritmo 3.1 (particio´n). . . . . . . . . 45
3.5. Detalle del paso 3 del algoritmo 3.1 (migracio´n). . . . . . . . . 46
3.6. Descripcio´n de la funcio´n maintainDataStructures, utilizada
por los algoritmos 3.4 y 3.5. . . . . . . . . . . . . . . . . . . . 47
3.7. Detalle del paso 4 del algoritmo 3.1 (fusio´n). . . . . . . . . . . 48
3.8. Descripcio´n del me´todo Merge de la clase Classifier. . . . . . . 49
xv

1
Introduccio´n
1.1. Motivacio´n
Las mesas interactivas proporcionan una forma natural de trabajar de
forma colectiva, y diversos estudios han mostrado su potencial para realizar
actividades colaborativas (Buisine y otros, 2012; Dillenbourg y Evans, 2011;
Hornecker y otros, 2008; Morris y otros, 2006a). En este tipo de tareas,
la interaccio´n es ma´s usuario-usuario que usuario-ma´quina (Streitz y otros,
2001). Esto sugiere que la interaccio´n expl´ıcita con el ordenador deber´ıa
reducirse al mı´nimo, de forma que los usuarios pudieran enfocar toda su
atencio´n a la tarea que tienen entre manos y a la comunicacio´n con el resto
de compan˜eros. Por tanto, las operaciones a realizar por la ma´quina deber´ıan
ser invocadas mediante interacciones impl´ıcitas de los usuarios. Dicho de otra
manera, el sistema deber´ıa ser capaz de interpretar sen˜ales del entorno y, en
funcio´n de e´stas, ejecutar unas acciones u otras (Schmidt, 2000).
Cuando diversos individuos esta´n trabajando conjuntamente en un mismo
espacio, muchas veces se producen interferencias entre ellos. Se ha observado
que cada persona suele territorializar su espacio de trabajo y usar el a´rea que
tiene enfrente casi exclusivamente (Ryall y otros, 2004; Scott y otros, 2004;
Tse y otros, 2004). Adema´s, parece ser que los usuarios prefieren manejar
sus propios elementos de interfaz, hecho descrito por Morris y otros (2006b),
en el que muestran que, incluso si los usuarios pueden compartir controles,
eligen replicarlos. No obstante, algunas veces la naturaleza de la aplicacio´n
puede desencadenar interferencias entre las acciones de los usuarios, y los
protocolos de comportamiento y buena educacio´n no parecen ser suficientes
para solventarlas (Morris y otros, 2004). Esto da lugar a que sea necesario
aplicar ciertas normas expl´ıcitas o bien hacer que los propios sistemas eviten
dichas interferencias.
1
CAPI´TULO 1. INTRODUCCIO´N
Segu´n Decouchant y otros (2013), estos sistemas que pretendan sopor-
tar la colaboracio´n deber´ıan adaptarse, por ejemplo, en te´rminos del estado
de las actividades, recursos disponibles y localizacio´n de los colaboradores.
Esta interaccio´n sensible al contexto es relevante para proveer una interfaz
ma´s orientada al usuario, considerando el contexto de uso y el contexto de
las interfaces de usuario (Seo y Lee, 2013a,b). Sin embargo, aunque se in-
volucra a varios usuarios en bastantes tareas que se realizan sobre mesas
interactivas, las aplicaciones no suelen ser conscientes de quie´n esta´ interac-
tuando o que´ controles pertenecen a cada usuario. Por lo tanto, no toman en
consideracio´n esta valiosa informacio´n que podr´ıa resultar u´til para mitigar
algunos problemas t´ıpicos que suelen aparecer en estas interfaces o proveer
ciertas mejoras. Por ejemplo, un problema particular es el abarrotamiento de
la superficie cuando hay diversos controles en un a´rea limitada, o el proble-
ma comentado anteriormente de las interferencias entre usuarios. Se podr´ıan
crear estrategias para reducir estos problemas considerando quie´n es el pro-
pietario de cada control. Una opcio´n, surgida a partir de los estudios sobre
territorialidad anteriores, podr´ıa ser agrupar los elementos de interfaz alre-
dedor de su propietario con el fin de obtener una mejor distribucio´n de los
mismos y dejar ma´s espacio disponible (por ejemplo, apartando los elementos
que no han sido recientemente utilizados).
En general, ser consciente de quie´n esta´ usando la superficie permitir´ıa
a las interfaces de usuario adaptarse automa´ticamente a la forma en que los
usuarios interaccionan (en te´rminos de visualizacio´n de contenido y gestio´n
del espacio disponible). Por tanto, es interesante estudiar la forma de diferen-
ciar entre usuarios, ya que podr´ıa abrir nuevas consideraciones de disen˜o en
co´mo el contenido puede ser mejor presentado en estas mesas multiusuario,
y, con el tiempo, mejorar la calidad de las aplicaciones disen˜adas.
Diversos investigadores han especificado una serie de caracter´ısticas desea-
bles para los sistemas de diferenciacio´n de usuarios (por ejemplo, Harrison y
otros (2012); Zhang y otros (2012)). Un punto en el que suelen coincidir es
que este tipo de sistemas deber´ıan evitar requerir el uso de wearables (dispo-
sitivos sujetos al cuerpo de los usuarios) y minimizar o suprimir el hardware
perife´rico. Por tanto, el objetivo principal que gu´ıa este trabajo es estable-
cer las bases para el disen˜o futuro de una solucio´n basada en software para
conseguir que los diferentes controles de una aplicacio´n sobre una superficie
interactiva sean conscientes de quie´n es su usuario duen˜o. O, dicho de otra
manera, proponer una solucio´n al problema de la diferenciacio´n de usuarios
sin utilizar ma´s hardware que la propia mesa.
Para conseguir esto se han realizado dos tareas. Por una parte, se han
identificado ciertos factores potenciales para que, mediante su combinacio´n,
se pueda alcanzar de forma satisfactoria la diferenciacio´n. Una vez comple-
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tado esto, se ha profundizado en uno de dichos factores que no ha sido consi-
derado previamente en ningu´n algoritmo de diferenciacio´n: el uso simulta´neo
de diferentes controles, el cual podr´ıa combinarse con otros para incrementar
la robustez del proceso de asignacio´n de propietarios a los controles. Cuando
se interactu´a con elementos digitales, los usuarios suelen usar una sola mano
aunque las interfaces multita´ctiles permitan interacciones bimanuales (Te-
rrenghi y otros, 2007). Por lo tanto, en algunas situaciones se podr´ıa pensar
que, si dos elementos de interfaz esta´n siendo manipulados al mismo tiem-
po, muy probablemente pertenecen a distintos usuarios. Adema´s, algunas
actividades colaborativas colocalizadas han mostrado una alta tendencia a
la paralelizacio´n de tareas mientras los usuarios interactu´an oralmente unos
con otros (Morris y otros, 2010). Por tanto, podr´ıa ser posible usar este
factor de forma satisfactoria para diferenciar entre usuarios, pues varios con-
troles ser´ıan manipulados al mismo tiempo, restringie´ndose as´ı su nu´mero
de propietarios posibles. Por supuesto, el uso de este factor para diferenciar
usuarios solamente sera´ efectivo si la interfaz de usuario no requiere que se
realicen interacciones con ambas manos sobre controles distintos. En dicho
caso, un usuario podr´ıa estar manipulando a la vez dos controles y el sistema
cometer´ıa un error al determinar que dichos controles pertenecen a usuarios
distintos.
1.2. Organizacio´n del Documento
El documento actual esta´ organizado de la siguiente manera: En este
cap´ıtulo, a continuacio´n se explican los diferentes trabajos que han inspirado
el nuestro.
El cap´ıtulo 2 explorara´ una serie de factores que se han considerado po-
tencialmente relevantes para la tarea de la diferenciacio´n de usuarios sobre
superficies interactivas.
En el cap´ıtulo 3 profundizaremos en uno de los factores identificados pre-
viamente (la simultaneidad de manipulaciones de los elementos de la interfaz)
y propondremos un algoritmo para segmentar (o particionar) los controles
en una superficie de acuerdo a su propietario ma´s plausible, basado en dicho
factor. Se propondra´n distintas versiones del algoritmo basadas en heur´ısti-
cas, que posteriormente, en el cap´ıtulo 4, sera´n comparadas de acuerdo a un
conjunto de funciones de bondad definidas.
Finalmente, en el cap´ıtulo 5 se mostrara´n las conclusiones y considera-
ciones para el trabajo futuro.
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Figura 1.1: Particionamiento expl´ıcito del territorio por parte de los usuarios.
Tomada de Kim y otros (2009).
1.3. Trabajos Relacionados
Este trabajo ha sido influenciado por una gran variedad de estudios sobre
te´cnicas de diferenciacio´n de usuarios en mesas interactivas, estudios sobre
territorialidad y adaptacio´n de interfaces.
Diversos trabajos han mostrado (a veces, de forma impl´ıcita) los bene-
ficios potenciales de diferenciar usuarios en aplicaciones de territorialidad.
Hinrichs y otros (2005) presentan un modo de organizar elementos gra´fi-
cos sobre mesas interactivas para hacerlos accesibles a todos los usuarios,
independientemente de su localizacio´n. En su trabajo comentan que ser´ıa
interesante poder agrupar los controles de un mismo usuario que no sean
necesarios para la tarea actual y apartarlos parcialmente en el territorio de
su duen˜o para conseguir ma´s espacio de trabajo libre.
Otros trabajos, simplemente, asignan un territorio expl´ıcito a cada usua-
rio. Kim y otros (2009) permiten al usuario dibujar su territorio (ver figura
1.1), de modo que todo lo que ocurra dentro se clasifica como suyo. Uno de
los problemas de este enfoque es que el hecho de tener que dibujar el propio
territorio puede resultar inco´modo al usuario, puesto que le supone realizar
una accio´n adicional que desv´ıa su atencio´n de su tarea principal. (Klink-
hammer y otros, 2011) solventan este problema con una mesa equipada con
sensores de proximidad, de forma que, cuando un usuario se aproxima, se
le crea un territorio expl´ıcito para que trabaje (ver figura 1.2). Ambos enfo-
ques requieren protocolos sociales de buen comportamiento que eviten que
un usuario interfiera con el espacio de otro, lo cual ya se ha comprobado que
no suele ser la solucio´n (Morris y otros, 2004).
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Figura 1.2: Territorios expl´ıcitos creados enfrente de cada usuario. Tomada
de Klinkhammer y otros (2011).
Figura 1.3: IdLenses. (a) Realizando un gesto, la lente puede ser invocada en
cualquier momento. (b) Los contactos dentro de la lente esta´n identificados,
ya que cada lente pertenece a un usuario concreto. Tomada de Schmidt y
otros (2010b).
Existen tambie´n otros trabajos que se benefician de conocer la identidad
de los usuarios para adaptar sus controles. Schmidt y otros (2010b) presentan
idLenses, un control que permite proporcionar a la aplicacio´n informacio´n so-
bre un usuario determinado. Esta propuesta precisa de una fase de registro
previa, donde el usuario queda vinculado permanentemente a una “lente”,
que puede ser invocada en cualquier momento haciendo uso de algu´n meca-
nismo de identificacio´n externo (por ejemplo, HandsDown (Schmidt y otros,
2010a)). De esta forma, se establece una regio´n mo´vil y con capacidad de ser
ocultada donde se dispone de una entrada y salida personalizadas (ver figura
1.3). Esta solucio´n, de nuevo, presenta el problema de la posible interferencia
de un usuario externo con el territorio de otro.
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Ryall y otros (2006) hacen uso de la identidad del usuario para crear
iDwidgets, que permiten que el comportamiento o la apariencia de los con-
troles cambie dependiendo de quie´n es su duen˜o. No obstante, la identidad
del usuario se pasa como una entrada ma´s al control, detectada a trave´s de
otras tecnolog´ıas como, por ejemplo, la mesa DiamondTouch (Dietz y Leigh,
2001), de la cual se hablara´ en la seccio´n 1.3.1. En su trabajo proponen cuatro
dimensiones a la hora de personalizar los controles:
1. Variacio´n del comportamiento (botones multiusuario, interpretacio´n
sema´ntica, comportamiento diferenciado, acceso privilegiado).
2. Variacio´n del contenido (menu´s, listas).
3. Variacio´n de la apariencia (propiedades, este´tica, orientacio´n).
4. Entrada multiusuario (efecto acumulativo, entrada simulta´nea, secuen-
cias de entrada modales...).
En cuanto a los trabajos previos que s´ı que han abordado la tarea de
proveer una asignacio´n de controles a sus duen˜os en superficies multita´ctiles
compartidas, distinguimos dos tipos de soluciones: las basadas en hardware
y las basadas en software. Las soluciones hardware aumentan las mesas in-
teractivas con dispositivos externos que permitan detectar usuarios, o bien
equipan a los usuarios con dispositivos wearables (situados sobre su cuerpo).
Los enfoques software, por el contrario, no requieren ma´s hardware que la
propia mesa interactiva, y exploran algu´n factor que les ayude en la tarea de
la diferenciacio´n, aunque solamente suelen centrarse en uno (comu´nmente, la
posicio´n y la orientacio´n de los contactos producidos por los dedos).
A continuacio´n se recogen varias caracter´ısticas deseables para un sistema
de diferenciacio´n de usuarios, identificadas por Harrison y otros (2012) y
Zhang y otros (2012).
Evitar equipar al usuario con dispositivos wearables.
Compacto. Minimizar el uso de hardware externo (lo cual permite hacer
la solucio´n ma´s independiente de la plataforma tecnolo´gica).
Fa´cil de desplegar.
Barato.
Bajo consumo energe´tico.
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Rapidez. La diferenciacio´n de usuarios no debe ser la tarea principal,
por tanto, no debe requerir muchos recursos computacionales.
Robustez (precisio´n), para no distraer a los usuarios de sus tareas prin-
cipales.
Escalabilidad. Es decir, permitir la identificacio´n de un gran nu´mero de
usuarios, tanto interactuando secuencialmente como simulta´neamente,
y tambie´n permitir que e´stos se puedan situar en distintos lugares de
la superficie e incluso moverse.
Teniendo en cuenta las cualidades anteriores, las soluciones software pa-
recen ser ma´s deseables, excepto por el hecho de que son menos robustas que
las basadas en hardware.
1.3.1. Soluciones Hardware
Con respecto a soluciones hardware, la mesa DiamondTouch (Dietz y
Leigh, 2001) usa un transmisor situado en la parte de abajo de la mesa que
env´ıa una sen˜al a unas pequen˜as antenas situadas justo bajo la superficie,
ocupando toda e´sta (ver figura 1.4). Dicha sen˜al es u´nica para cada antena,
lo cual permite identificar pequen˜as zonas en la superficie que determinan
en que´ posicio´n se ha producido un contacto al tocar con un dedo o un
objeto. Estas antenas forman un circuito con unos receptores situados en las
sillas donde se sientan los usuarios. Este circuito se cierra al producirse un
contacto permitiendo as´ı la identificacio´n del usuario. No obstante, el nu´mero
de sillas esta´ limitado a cuatro para producir un cierto aislamiento entre ellas
y as´ı impedir interferencias con las sen˜ales.
Harrison y otros (2012) presentan un prometedor me´todo para la dife-
renciacio´n de usuarios basado en las propiedades ele´ctricas del cuerpo de los
usuarios, utilizando un sensor externo. Aunque su trabajo esta´ disen˜ado para
tabletas (ver figura 1.5), los principios usados podr´ıan extenderse a mesas en
un futuro cercano.
Dohse y otros (2008) proponen el uso de una ca´mara externa situada
arriba de la superficie para inferir la posicio´n de los usuarios capturando
sus manos y brazos. Una solucio´n similar es la adoptada por Mart´ınez y
otros (2011), pero utilizando el sensor de profundidad proporcionado por una
Microsoft Kinect1. Al no diferenciar contactos basa´ndose en su proximidad,
presentan una mayor robustez frente a configuraciones donde se tengan varios
1http://www.microsoft.com/en-us/kinectforwindows/
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Figura 1.4: Esquema conceptual de la DiamondTouch. Tomada de Dietz y
Leigh (2001).
Figura 1.5: Tableta con sensor equipado en el trabajo Capacitive Fingerprin-
ting. Tomada de Harrison y otros (2012).
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Figura 1.6: Reconocimiento de la palma de la mano en HandsDown. Tomada
de Schmidt y otros (2010a).
usuarios trabajando en el mismo lado de la mesa, aunque si las manos se
cruzan, las ca´maras pueden confundirlas y perder precisio´n.
Schmidt y otros (2010a) presentan HandsDown, una forma de identifi-
cacio´n de usuarios basada en observar el contorno de las manos. Permite
realizar un seguimiento posterior de estos usuarios utilizando tambie´n una
ca´mara externa, pero el seguimiento se pierde cuando se retira la mano de
los l´ımites de la mesa. Si esto ocurre, el usuario debera´ volver a colocar la
palma de la mano sobre la superficie para ser reconocido por el sistema en el
que, previamente, debe de haberse registrado (ver figura 1.6). Este tipo de
interaccio´n no resulta muy natural para el usuario. En definitiva, este pro-
yecto propone una forma distinta de realizar un registro/identificacio´n en un
sistema.
Otras propuestas usan sensores de proximidad enganchados a la mesa
para detectar a los usuarios y seguirlos incluso si se mueven alrededor de la
misma (Annett y otros, 2011; Klinkhammer y otros, 2011; Ta˘nase y otros,
2008). Sin embargo, si se apartan de e´sta, el sistema se olvida de ellos y son
considerados como nuevos individuos al volver a aproximarse. En el trabajo
sobre Medusa (ver figura 1.7) se exponen una serie de problemas asociados
a usar sensores de proximidad (Annett y otros, 2011):
Poca fiabilidad en los datos capturados; se producen muchos falsos
positivos (objetos fantasma).
Oclusiones por parte de los usuarios.
Interferencias con los emisores y receptores de luz infrarroja de las
ca´maras de la mesa (para aquellas mesas que las tengan integradas).
Necesidad de recalibrar los sensores cuando la mesa se mueve.
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Figura 1.7: Medusa. Tomada de Annett y otros (2011).
Otros trabajos utilizan guantes con etiquetas codificadas (Marquardt y
otros, 2011), tal y como se muestra en la figura 1.8-izquierda. Otros, como las
IdWristbands (Meyer y Schmidt, 2010), mun˜equeras con LEDs transmitiendo
un co´digo identificador (figura 1.8-centro). Y tambie´n existe una solucio´n
usando un anillo que transmite pulsos de luz infrarroja llamado IR Ring
(Roth y otros, 2010), el cual se puede ver en la figura 1.8-derecha. Estos
tres dispositivos son reconocidos por los sistemas de visio´n de algunas mesas
(por ejemplo, la Microsoft PixelSense 1.02). Aunque la deteccio´n es bastante
precisa, el uso de wearables puede resultar inco´modo para ciertos usuarios.
En estos trabajos se suele realizar una especie de registro previo donde a
cada usuario se le asigna un dispositivo. De este modo, el sistema puede no
so´lo distinguir entre usuarios distintos, sino conocer sus identidades. A esto
se le conoce con el nombre de identificacio´n, que es una caracter´ıstica ma´s
ambiciosa que el objetivo perseguido en este trabajo final de ma´ster, que so´lo
se centra en hacer distincio´n de usuarios.
Siddalinga (2010) utiliza unas balizas montadas arriba de la superficie
(ver figura 1.9-izquierda) que emiten unas sen˜ales ultraso´nicas recibidas por
un dispositivo que lleva el usuario en su mano (figura 1.9-derecha). Median-
te me´todos de triangulacio´n, se consigue localizar al usuario y, por tanto,
dependiendo de su posicio´n, es posible distinguirlo de otros.
Todas las propuestas previas requieren hardware adicional aparte de la
mesa de trabajo, a veces empotrado en e´sta y otras, externo. Algunas des-
ventajas son identificadas por sus respectivos autores, tales como que los
2Anteriormente conocida como Microsoft Surface. http://www.microsoft.com/
en-us/pixelsense/gettingstarted10.aspx
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Figura 1.8: Soluciones hardware mediante wearables. A la izquierda, guantes
equipados con etiquetas codificadas; al centro, idWristbands; y a la dere-
cha, IR Ring. Ilustraciones tomadas de Marquardt y otros (2011), Meyer y
Schmidt (2010), y Roth y otros (2010), respectivamente.
Figura 1.9: A la izquierda, balizas sobre la superficie emitiendo ondas ul-
traso´nicas escuchadas por el receptor de la derecha. Tomada de Siddalinga
(2010).
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usuarios esta´n atados a una localizacio´n fija y no se pueden mover (Dietz
y Leigh, 2001; Dohse y otros, 2008); el reconocimiento no es muy preciso
cuando varios usuarios esta´n trabajando en el mismo lado de la mesa, dado
que las manos si se cruzan pueden confundir a las ca´maras externas o a los
sensores (Annett y otros, 2011; Dohse y otros, 2008; Mart´ınez y otros, 2011;
Schmidt y otros, 2010a); y el nu´mero de usuarios que pueden diferenciar es
limitado (Dietz y Leigh, 2001; Harrison y otros, 2012; Marquardt y otros,
2011; Meyer y Schmidt, 2010; Roth y otros, 2010). Tambie´n, el uso de weara-
bles (Marquardt y otros, 2011; Meyer y Schmidt, 2010; Roth y otros, 2010)
puede resultar inco´modo para algunas personas. Harrison y otros (2012) in-
dican, adema´s, que en su trabajo no se permite interaccio´n multita´ctil ni
simulta´nea (so´lo se puede tocar la superficie con un dedo a la vez) debido al
sensor biome´trico que utilizan.
En la tabla 1.1 se muestra una comparativa de las anteriores propues-
tas. La columna “Hardware” indica el tipo de dispositivo externo aplicado
(empotrado a la mesa, externo o wearable). “Usuarios” marca el nu´mero de
usuarios que pueden interactuar con la mesa al mismo tiempo (si no hay
valor, significa que no hay l´ımite en este aspecto). En “Movilidad” se indica
el grado de movilidad que tienen los usuarios, que puede ser: “ninguna” (si
los usuarios no pueden moverse de su sitio), “parcial” (si pueden moverse
alrededor de la mesa pero sin apartarse de ella y sin cruzarse unos con otros)
o “total” (si todo tipo de movimientos esta´ permitido). La columna “Preci-
sio´n mismo lado” indica la precisio´n del sistema cuando varios usuarios esta´n
trabajando hombro con hombro (el valor “regular” indica que pueden pro-
ducirse errores si se cruzan las manos de los usuarios, mientras que “N/A”
aparece si esta caracter´ıstica no esta´ soportada en el sistema). Finalmente,
la columna “Registro” nos dice si, para poder distinguir entre usuarios (no
es necesario saber quienes son, so´lo saber que son distintos) es necesario un
paso previo antes de iniciar la interaccio´n en el que se indique al sistema
quie´n es cada usuario.
1.3.2. Soluciones Software
Respecto a las soluciones puramente software, Wang y otros (2009) pre-
sentan una propuesta para la diferenciacio´n de usuarios utilizando la orien-
tacio´n de los dedos para inferir su posicio´n y tambie´n con que´ mano esta´n
interactuando. Sin embargo, este factor no ser´ıa muy u´til si varios usuarios
estuvieran trabajando en el mismo lado de la superficie y, si se movieran, el
sistema no podr´ıa seguirlos. La figura 1.10 muestra co´mo se puede realizar
esta distincio´n. En esta l´ınea, Dang y otros (2009) tambie´n presentan una
forma de encontrar la mano a la que pertenecen unos contactos determina-
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Figura 1.10: Inferencia de usuarios a partir de la orientacio´n de sus contactos.
Tomada de Wang y otros (2009).
dos, dada la posicio´n y la orientacio´n de los dedos, aunque en su trabajo no
lo utilizan para realizar distincio´n de usuarios.
Zhang y otros (2012) proponen tambie´n realizar la diferenciacio´n de usua-
rios usando la orientacio´n de los dedos y predicen la posicio´n de los usuarios
utilizando un algoritmo de aprendizaje automa´tico basado en Support Vector
Machines. Aunque su solucio´n proporciona una alta precisio´n, so´lo estudian
las interacciones realizadas con el dedo ı´ndice y con tres usuarios como ma´xi-
mo situados en posiciones espec´ıficas. En este trabajo, los autores remarcan
la potencialidad de combinar su me´todo de distincio´n con otros enfoques, tal
vez, contemplando varios factores de distincio´n.
Blazˇica y otros (2013) presentan MTi, un me´todo de identificacio´n (que
no diferenciacio´n) biome´trica basado en los contactos de los cinco dedos de
la mano. Esta solucio´n requiere del registro previo del usuario, en el que se le
indica al sistema que´ combinacio´n de cinco contactos pertenecen a un indi-
viduo concreto. Adema´s, presenta el problema de que no se puede realizar el
seguimiento de los usuarios, es decir, que su trabajo viene a ser una alterna-
tiva a escribir una contrasen˜a. Cuando un usuario se mueve de su posicio´n,
debe volver a identificarse para que el sistema sea consciente de su identidad.
Cuando se trabaja con controles gra´ficos en los que los contenidos se
representan en una direccio´n fija (como elementos de texto), los controles
esta´n enfocados cara a su propietario (Kruger y otros, 2003; Morris y otros,
2010). Morris y otros (2010) se basan en una te´cnica basada en la direccio´n
a la que apuntan estos controles para detectar usuarios. No obstante, su
solucio´n funciona u´nicamente con este tipo de controles. Esto no ser´ıa u´til en
aquellos entornos en los que se trabajara con controles 360o, los cuales tratan
de mitigar el problema de acceso a los elementos desde cualquier posicio´n
alrededor de la mesa (por ejemplo, el presentado por Catala y otros (2012)).
Adema´s, su propuesta considera so´lo cuatro direcciones (norte, sur, este y
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Trabajo Factor Usuarios Movilidad
Precisio´n
mismo lado Registro
Wang y otros
(2009)
Posicio´n +
orientacio´n
contactos
4 Ninguna N/A No
See me, See
you (Zhang y
otros, 2012)
Posicio´n +
orientacio´n
contactos
3 Ninguna Regular No
MTi (Blazˇica
y otros, 2013)
Relacio´n
entre dedos
de la mano
Ninguna Buena S´ı
Morris y otros
(2010)
Orientacio´n
controles
4 Parcial N/A No
Tabla 1.2: Comparacio´n de las soluciones software para la diferenciacio´n de
usuarios.
oeste) y, por lo tanto, el nu´mero de usuarios que pueden estar interactuando
en la superficie al mismo tiempo, para que la distincio´n se realice de forma
satisfactoria, esta´ limitado a cuatro.
En la tabla 1.2 se muestra una comparativa de las anteriores propues-
tas de forma similar a como se ha hecho anteriormente con las soluciones
hardware. La columna “Factor” indica el elemento diferenciador de usuarios
considerado en la propuesta. El valor “parcial” en la columna “Movilidad”
en esta tabla significa que los usuarios pueden moverse con libertad por el
lado de la mesa en el que se encuentren sin que el sistema se olvide de ellos,
pero no pueden cambiar de lado. Respecto a la movilidad, cabe destacar que,
en todas estas soluciones el usuario puede retirarse de la mesa a voluntad
siempre que luego regrese al mismo sitio que ten´ıa inicialmente (a diferencia
de algunas propuestas hardware donde el usuario no pod´ıa apartarse de la
superficie sin que el sistema se olvidara de e´l). Otra ventaja de estos enfoques
software respecto a algunos hardware es que ninguno de los primeros requiere
un registro previo del usuario (la deteccio´n se realiza ad hoc).
1.4. Conclusiones
En este cap´ıtulo se ha motivado la utilidad de poder diferenciar entre
los usuarios utilizando al mismo tiempo una superficie interactiva. Como se
ha explicado, tener en cuenta esta informacio´n permitir´ıa a los elementos
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de interfaz adaptar su comportamiento y contenidos a sus duen˜os. Este tipo
de adaptacio´n permite al usuario, entre otras cosas, centrarse en la tarea
principal que tiene entre manos sin tener que perder el tiempo organizando
la interfaz.
Se han explorado varias soluciones existentes a este problema, y se han
clasificado en dos grupos. Por una parte, esta´n aquellos enfoques que hacen
uso de sensores, ca´maras u otros dispositivos externos a la propia superficie
para poder realizar la diferenciacio´n. Por otra, aquellas propuestas basadas
u´nicamente en software que, prescindiendo de hardware adicional, pretenden
hacer la distincio´n de usuarios basa´ndose en algu´n factor que los diferencie
(el cual, normalmente, viene a ser la posicio´n y la orientacio´n de los contactos
sobre la mesa).
Segu´n algunos autores, las propuestas basadas en software parecen ser
ma´s deseables. No obstante, el uso de un solo factor discriminador no propor-
ciona soluciones suficientemente robustas. Esta carencia podr´ıa ser mitigada
mediante la combinacio´n de diversos factores, de forma que, si uno falla al
diferenciar correctamente entre usuarios, otro pueda corregirlo. Nuestra pro-
puesta en este trabajo consiste, primero, en identificar que´ factores podr´ıan
usarse para realizar esta tarea (ver cap´ıtulo 2) y, segundo, proponer un algo-
ritmo de diferenciacio´n basado en un factor todav´ıa no explorado en detalle
en la literatura: la simultaneidad de interacciones (ver cap´ıtulo 3).
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Factores para la Diferenciacio´n de Usuarios
En este cap´ıtulo se describen una serie de factores que podr´ıan ser u´tiles
para realizar una distincio´n entre los usuarios interactuando al mismo tiempo
con una superficie interactiva. Muchos de estos factores pueden ser medidos
en cualquier aplicacio´n multiusuario en la que haya controles que puedan ser
movidos y rotados por la superficie, y su medicio´n se realiza a partir de la
interaccio´n de los usuarios con e´stos.
En el cap´ıtulo 1 se han comentado ba´sicamente dos de estos factores,
que ya han sido explorados por otros investigadores. E´stos son: la posicio´n
y la orientacio´n de los contactos realizados sobre la superficie, y tambie´n
la orientacio´n de los controles en el caso de que estos tengan una direccio´n
intr´ınseca (no ser´ıa va´lido para controles 360o). A lo largo de este cap´ıtulo
se profundizara´ en las caracter´ısticas de estos factores as´ı como en co´mo
utilizarlos para la tarea entre manos.
2.1. Forma del Contacto
Algunas mesas, como la Microsoft PixelSense, miden las dimensiones (an-
cho y alto) de cada contacto que detectan sobre la superficie. Asumiendo que
algunos usuarios interactu´an con la punta mientras que otros usan una ma-
yor parte de sus dedos, y tambie´n considerando que las dimensiones de los
dedos difieren entre usuarios, ser´ıa posible diferenciar entre ellos mediante
este factor. La figura 2.1 muestra la representacio´n (centro) de los contactos
producidos al situar dos manos sobre una Microsoft PixelSense 1.0 (izquier-
da). Y, a la derecha, se muestra co´mo se podr´ıan medir, sobre un contacto,
las dos dimensiones comentadas anteriormente.
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Figura 2.1: Representacio´n de un contacto. A la izquierda, dos manos situa-
das sobre una Microsoft Pixelsense 1.0. Al centro, la representacio´n de los
contactos de dichas manos. A la derecha, dimensiones x e y de uno de los
contactos.
2.2. Posicio´n y Orientacio´n del Contacto
Este factor ha sido previamente estudiado y encontrado u´til para la dife-
renciacio´n de usuarios. Dang y otros (2009) proponen una manera de utilizar
este factor para determinar a que´ mano pertenecen unos contactos determina-
dos (ver figura 2.2). Aunque en su trabajo no realizan distincio´n de usuarios,
utilizando la informacio´n que puede observarse en la ilustracio´n, podr´ıa in-
ferirse una posicio´n aproximada del usuario al que pertenece la mano, pues
las prolongaciones de los vectores que representan la orientacio´n de los dedos
parecen converger en un punto (exceptuando la del dedo pulgar). Aunque
los usuarios rotasen la mano y, por tanto, dichas prolongaciones no apun-
tasen a la posicio´n en la que se encuentra el usuario, au´n podr´ıa utilizarse
dicha informacio´n para distinguir dichos contactos de los producidos por otra
persona (cuyos dedos presentar´ıan rotaciones bastante distintas).
Wang y otros (2009) s´ı que explican co´mo poder utilizar la informacio´n de
la posicio´n y orientacio´n de los dedos para diferenciar entre usuarios situados
en lados distintos de una mesa (como se mostraba en la figura 1.10). Aunque
es complicado determinar en que´ posicio´n se encuentran exactamente, s´ı que
se puede determinar fa´cilmente que dos contactos pertenecen, por ejemplo,
a usuarios situados uno enfrente del otro, ya que el a´ngulo que formara´n las
orientaciones de sus respectivos dedos sera´ cercano a 180o. Este feno´meno
se puede observar en la figura 2.3-c (no´tese la gran ampitud del a´ngulo de
orientacio´n entre ambos contactos). En contraposicio´n, las partes a y b de la
misma figura muestran que, las orientaciones de varios contactos pertenecien-
tes a la misma persona (aunque use ambas manos), forman entre s´ı a´ngulos
mucho menores.
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Figura 2.2: Contactos de una mano junto con sus orientaciones. Las pro-
longaciones de los vectores que representan la orientacio´n indican, en cierto
grado, do´nde se encuentra el usuario. Tomada de Dang y otros (2009).
Figura 2.3: Vectores de las orientaciones de dos contactos pertenecientes a la
misma mano (a), a ambas manos de un mismo usuario (b) y a las manos de
dos usuarios enfrentados (c). Tomada de Wang y otros (2009).
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En la propuesta de Zhang y otros (2012), se utiliza un clasificador basado
en Support Vector Machines para conseguir la diferenciacio´n entre tres usua-
rios. Para entrenar al clasificador, la superficie se divide en sesenta y cuatro
celdas y, sobre cada una de ellas, va apareciendo un elemento que un usuario
debe seleccionar. Dicho usuario esta´ colocado en una posicio´n concreta de la
mesa. Por tanto, la clasificacio´n solamente funciona en una aplicacio´n real
si los usuarios que esta´n interactuando lo hacen desde las mismas posiciones
con las que se ha entrenado al clasificador. Aunque los autores so´lo realizan
pruebas con tres usuarios al mismo tiempo, obtienen precisiones bastante
altas. En la figura 2.4 se muestra que, con tres usuarios situados como se
muestra a la izquierda, las orientaciones de los contactos no se suelen con-
fundir. Esto se muestra a la derecha, donde, por cada una de las sesenta y
cuatro celdas consideradas, se indica en tria´ngulos las orientaciones medias
de los tres usuarios junto con su desviacio´n (representada por la anchura del
tria´ngulo), y, como se puede observar, la mayor´ıa no se solapan. Esto lo que
indica es que el factor considerado es prometedor para alcanzar el objetivo
propuesto.
En todos los trabajos anteriores, sin embargo, se muestra que la informa-
cio´n obtenida a partir de este factor no resulta suficientemente poderosa en
escenarios complejos donde varios usuarios pueden interactuar en distintas
posiciones entorno a la superficie y sus manos pueden solaparse. Estas debi-
lidades podr´ıan compensarse si se combinara este factor con algunos otros.
2.3. Relacio´n entre Dedos de la Mano
Blazˇica y otros (2013) exploran este factor en su trabajo MTi, en el cual
identifican a un usuario mediante ciertas relaciones entre los contactos de los
cinco dedos de su mano. Su trabajo se centra en asociar estos contactos a una
identidad concreta de un usuario, no simplemente en diferenciarlo de otros
interactuando al mismo tiempo sobre la mesa. No obstante, la informacio´n
que presentan podr´ıa tambie´n ser utilizada para este propo´sito. El problema
de este enfoque reside en tener que utilizar los cinco dedos cada vez que
se realice una interaccio´n, lo cual puede limitar bastante el a´mbito de las
aplicaciones en el que este factor sea relevante. En MTi se utilizan seis tipos
de relaciones entre los dedos, detallados a continuacio´n (del a al f ) y que
vienen representados gra´ficamente en la figura 2.5 a trave´s de ejemplos. Los
tres primeros (a, b y c) son propios de estos autores, mientras que el resto
(d, e y f ) los toman del trabajo de Micire y otros (2011), en el que tienen
como meta distinguir entre la mano derecha y la izquierda en interacciones.
(a) Distancia entre cada par de dedos (10 distancias consideradas).
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Figura 2.4: Orientaciones de contactos medidas en el trabajo “See Me, See
You”. A la izquierda, las posiciones en las que se colocan los participantes
del experimento. A la derecha, la media y la desviacio´n de las orientaciones
de sus contactos. Tomada de Zhang y otros (2012).
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Figura 2.5: Ejemplos de cada uno de los tipos de relaciones entre los dedos
consideradas en MTi. Tomada de Blazˇica y otros (2013).
(b) A´ngulo entre la l´ınea que une el pulgar y el ı´ndice y la l´ınea entre el
pulgar y el resto de los dedos (9 a´ngulos medidos).
(c) A´rea de las posibles figuras geome´tricas que surgen uniendo los dedos
con l´ıneas (10 tria´ngulos, 5 cuadrila´teros y 1 penta´gono).
(d) Distancia entre el centroide de los cinco contactos y cada uno de e´stos
(5 distancias).
(e) A´ngulo definido por dos contactos adyacentes, con el ve´rtice en el cen-
troide de los cinco contactos (5 a´ngulos).
(f) A´rea de los tria´ngulos definidos por dos contactos adyacentes y el cen-
troide de todos los cinco contactos de la mano (4 a´reas).
2.4. Punto Inicial de la Manipulacio´n
Cuando el usuario esta´ interactuando con controles que pueden ser movi-
dos o rotados con un gesto simple, es posible que el punto relativo al centro
del control donde empieza la traslacio´n o la rotacio´n sea siempre el mismo
(dentro de un cierto umbral) para un mismo usuario. Esto podr´ıa ser debido
a la localizacio´n del usuario o a sus preferencias. Si esta asuncio´n se pro-
base relevante, la distincio´n entre usuarios podr´ıa realizarse de acuerdo a la
“regio´n” dentro de un control donde los usuarios realizan sus contactos.
22
2.5. VELOCIDAD DE LAS MANIPULACIONES
Figura 2.6: Varios usuarios interactuando alrededor de una mesa interactiva
con controles TangiWheel (Catala y otros, 2012).
Posiblemente, este factor por s´ı solo no sea capaz de distinguir entre
todos los usuarios involucrados en la aplicacio´n, pero podr´ıa establecer una
adivinacio´n preliminar que podr´ıa ser refinada considerando otro tipo de
informacio´n.
2.5. Velocidad de las Manipulaciones
En contextos como en los que se enmarcan los menu´s de marcado de
Lepinski y otros (2010) o los TangiWheel (ver figura 2.6) descritos por Catala
y otros (2012), se permite libremente la rotacio´n y reposicionamiento de
los controles. En estos casos, ser´ıa razonable pensar que algunas personas
llevara´n a cabo dichas manipulaciones ma´s ra´pidamente que otras, ya sea
debido a su nivel de experiencia usando la aplicacio´n, su vivacidad, etc. Por
tanto, la velocidad de realizacio´n de estas acciones podr´ıa resultar un factor
potencial a ser considerado bajo manipulaciones o gestos espec´ıficos.
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Figura 2.7: Territorializacio´n efectuada por cuatro usuarios interactuando
simultaneamente en una superficie. Tomada de Ryall y otros (2004).
2.6. Posicio´n de los Controles
Los usuarios territorializan el espacio de trabajo disponible (Ryall y otros,
2004; Scott y otros, 2004; Tse y otros, 2004). Por tanto, se puede inferir que
los elementos pertenecientes al mismo usuario estara´n ma´s cerca entre ellos
que del resto de usuarios en la mesa. As´ı, la diferenciacio´n entre usuarios
de acuerdo a este factor podr´ıa realizarse agrupando los controles basa´ndose
en su posicio´n, de manera que cada grupo representase al duen˜o de dichos
controles. Si la superficie estuviese muy abarrotada, esta te´cnica podr´ıa fallar
debido a que controles de diferentes usuarios estar´ıan relativamente cerca.
E´sta es otra motivacio´n para combinar diversos factores.
En la figura 2.7 se puede observar co´mo la mayor´ıa de los contactos pro-
ducidos por un usuario en una aplicacio´n colaborativa sobre una superficie
interactiva se producen en el territorio que impl´ıcitamente e´ste crea enfrente
suyo.
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Figura 2.8: Posible asignacio´n de controles de texto a sus duen˜os basa´ndose
en la direccio´n del texto (sen˜alizada con flechas).
2.7. Orientacio´n de los Controles
Si los elementos de interfaz tienen una direccio´n fija (por ejemplo, contro-
les de texto), es muy probable que este´n encarados a su propietario (Kruger
y otros, 2003; Morris y otros, 2010). Por lo tanto, todos los controles perte-
necientes a un mismo usuario apuntara´n ma´s o menos al mismo punto. De
este modo, ser´ıa posible conocer cua´ntos usuarios diferentes esta´n interac-
tuando en la mesa y tambie´n inferir su localizacio´n. Morris y otros (2010)
utilizan esta te´cnica con controles de texto para diferenciar entre cuatro usua-
rios situados cada uno en un lado de la mesa. Extendiendo su propuesta, se
podr´ıa distinguir entre varios usuarios colocados tambie´n en el mismo lado
si e´sta fuera lo suficientemente grande (obteniendo un resultado como el que
se muestra en el ejemplo de la figura 2.8). Incluso si este factor no pudiese
realizar una distincio´n perfecta entre todos, se podr´ıa combinar con otros de
los factores vistos en este cap´ıtulo para robustecer el sistema.
2.8. Uso Simulta´neo de Diferentes Controles
Cuando los usuarios interactu´an con elementos digitales, suelen utilizar
una sola mano aunque las superficies multita´ctiles permitan interacciones bi-
manuales (Terrenghi y otros, 2007). De este modo, en algunas situaciones se
podr´ıa pensar que, si dos controles esta´n siendo manipulados al mismo tiem-
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po, seguramente pertenecen a usuarios distintos. Adema´s de esto, algunas
actividades colaborativas colocalizadas han mostrado una cierta tendencia
a la paralelizacio´n de las tareas mientras los participantes interactu´an oral-
mente entre ellos (Morris y otros, 2010). Por estas razones, ser´ıa posible
utilizar satisfactoriamente este factor para diferenciar entre usuarios, puesto
que muchos controles ser´ıan manipulados al mismo tiempo, restringie´ndose
as´ı su nu´mero de duen˜os posibles. No obstante, este factor podr´ıa no resultar
muy efectivo en aquellas interfaces en las que fuera necesario el uso simulta-
neo de ambas manos en controles distintos, ya que e´stos ser´ıan clasificados
como pertenecientes a usuarios distintos. El cap´ıtulo 3 se centra en detalle
en este factor.
2.9. Conclusiones
En este cap´ıtulo se han presentado una serie de factores potenciales para
permitir realizar la diferenciacio´n de los usuarios interactuando al mismo
tiempo sobre una superficie interactiva sin utilizar ningu´n tipo de hardware
adicional. Por s´ı solos, es posible que estos factores no sean capaces de realizar
una distincio´n completa entre todos los usuarios, pero s´ı que podr´ıan formar
grupos de usuarios distintos. Y, mediante la combinacio´n de varios factores,
estos grupos podr´ıan desgranarse hasta conseguir, finalmente, una separacio´n
total de los participantes. Tambie´n se ha visto que algunos de ellos no pueden
aplicarse en todo tipo de situaciones o, simplemente, hay momentos en los
que un factor determinado puede no proporcionar informacio´n suficiente o
correcta.
Como trabajo futuro, ser´ıa necesario realizar experimentos con el fin de
determinar si los factores considerados en este cap´ıtulo pueden contribuir
de forma efectiva a la tarea de la diferenciacio´n de usuarios. Y, si resulta-
ran potencialmente u´tiles, ser´ıa interesante encontrar la manera de realizar
la combinacio´n de los mismos, tal y como se ha comentado anteriormente.
Tambie´n ser´ıa conveniente averiguar en que´ tipo de aplicaciones y/o bajo
que´ condiciones un factor resulta ma´s relevante y cua´ndo menos.
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Manipulacio´n Simulta´nea de Controles
En este cap´ıtulo se profundiza en el factor “uso simulta´neo de diferentes
controles” introducido en la seccio´n 2.8, para el que se propone un algoritmo
que permita al sistema diferenciar entre usuarios cuando varios de ellos este´n
interactuando simulta´neamente con los controles de una aplicacio´n.
3.1. Algoritmo de Diferenciacio´n
El algoritmo disen˜ado tiene como objetivo segmentar el espacio de con-
troles existente o, lo que es lo mismo, clasificar los controles existentes en
diversos grupos (o segmentos), de forma que se evite que dos controles este´n
en el mismo si han sido manipulados al mismo tiempo previamente. De ahora
en adelante nos referiremos a este solapamiento temporal como “colisio´n de
uso” o, simplemente “colisio´n”. As´ı, un grupo determinado es un contenedor
de controles libre de colisiones. La situacio´n ideal sera´ tener todos los con-
troles pertenecientes a un mismo usuario dentro de un mismo segmento, y
tantos de e´stos como usuarios haya interactuando en la mesa.
Por supuesto, esta solucio´n funciona cogiendo como punto de partida que
los usuarios tan so´lo manipulan uno de sus controles a la vez. Incluso, el
caso de tratar con controles espec´ıficos que requieran ser manipulados a la
vez por un mismo usuario no supondr´ıa una amenaza para nuestro disen˜o,
pues, conociendo esta situacio´n, las manipulaciones sobre dichos controles se
obviar´ıan y no ser´ıan, por tanto, tratadas como colisiones de uso.
Pasamos a continuacio´n a explicar el funcionamiento del algoritmo di-
sen˜ado. Sea Control el conjunto que representa a los controles de una aplica-
cio´n y Grupo el que representa a los segmentos o contenedores de controles,
se define H (Hit) como una funcio´n que indica si dos controles han colisiona-
27
CAPI´TULO 3. MANIPULACIO´N SIMULTA´NEA DE CONTROLES
do en el pasado durante el transcurso de la sesio´n. La ecuacio´n 3.1 la expresa
en te´rminos matema´ticos.
H : Control × Control −→ {True, False}
H (a, b) =
{
True si a y b han colisionado
False en otro caso
donde Control ⊂ (N ∪ {0})
(3.1)
Al inicio de la ejecucio´n, todos los controles se encuentran dentro de un
mismo grupo, y cada nuevo control que entra en el sistema es automa´tica-
mente clasificado en e´ste. En cuanto dos elementos colisionan, el algoritmo
de segmentacio´n se dispara para obtener una nueva separacio´n de controles
libre de colisiones (una nueva coleccio´n de grupos). Esto se consigue extra-
yendo uno de los dos controles que han colisionado de su grupo y movie´ndolo
a otro donde no haya controles que hayan colisionado con e´l previamente.
A este paso se le llama “migracio´n”. Si no existiese un contenedor libre de
colisiones para dicho control, entonces se crear´ıa uno nuevo (esto se conoce
como “particio´n”). Adema´s, si despue´s de la migracio´n todos los controles
de dos grupos no han colisionado entre ellos, el algoritmo realizara´ una “fu-
sio´n” de ambas particiones. Este u´ltimo paso evita que el nu´mero de grupos
crezca desproporcionadamente. Los pasos principales del algoritmo, ejecuta-
do despue´s de cada colisio´n, se muestran en el algoritmo 3.1. En resumen,
este algoritmo mantiene siempre ciertas dos propiedades o estados:
Si dos grupos existen es porque existe al menos un control en uno de
ellos que ha colisionado con al menos un control del otro grupo. En la
ecuacio´n 3.2 se expresa te´rminos matema´ticos.
∀kikj ∈ Grupo|ki 6= kj : ∃ci ∈ ki∃cj ∈ kj|H(ci, cj)
donde Grupo ⊂ (N ∪ {0}) (3.2)
Los controles dentro de un grupo no han colisionado entre ellos (expre-
sado matema´ticamente en la ecuacio´n 3.3).
∀k ∈ Grupo∀cicj ∈ k : H(ci, cj) (3.3)
En la situacio´n o´ptima, si todo control de cada usuario colisiona con todos
los controles de los dema´s, el algoritmo llega a la situacio´n deseada donde
existe un grupo por usuario y los controles dentro de cada grupo pertenecen
a la misma persona, aunque esta situacio´n podr´ıa darse antes de que todas
las colisiones tuvieran lugar. En la mayor parte de los casos, el algoritmo de
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Algoritmo 3.1 Algoritmo usado para mover controles entre grupos cuando
ocurre una colisio´n.
Entrada: ci, cj controles involucrados en la colisio´n.
Precondicio´n: ci y cj no han colisionado en el pasado. En caso contrario,
el estado anterior y posterior a la ejecucio´n del algoritmo sera´ el mismo.
1: Seleccio´n: Si ci y cj se encuentran dentro del mismo grupo, elegir control
para ser movido m = select(ci, cj). Si no, Salir.
2: Particio´n: Si m no tiene ningu´n grupo de destino libre de colisiones,
crear uno nuevo grupo y establecerlo como contenedor destino para m.
Ir al paso 4.
3: Migracio´n: Seleccionar el grupo de destino para m de entre los que tiene
disponibles: destination(m).
4: Fusio´n: Intentar mezclar todo par de grupos si todos los controles de
ambos grupos no han colisionado entre ellos.
segmentacio´n alcanzara´ soluciones subo´ptimas, pero que au´n as´ı sera´n mejo-
res que seguir un enfoque totalmente desinformado (en te´rminos de gestio´n
de la territorialidad).
Para lidiar con los pasos 1 y 3 del algoritmo 3.1, se han creado tres versio-
nes del mismo basadas en heur´ısticas para realizar la clasificacio´n de forma
ma´s precisa, realizando los movimientos de los controles a los contenedores
que tienen ma´s probabilidades de pertenecer. Esto es importante, ya que, en
una aplicacio´n real donde hay gente manipulando controles, sera´ complica-
do que se produzcan todas las colisiones necesarias para que se produzca la
clasificacio´n o´ptima.
3.2. Versiones Heur´ısticas
Los usuarios tienden a mantener sus controles agrupados (Scott y otros,
2004). Bajo esta hipo´tesis, proponemos varias versiones ma´s informadas del
algoritmo que toman en consideracio´n uno de los factores explicados en el
cap´ıtulo 2: la posicio´n de los controles.
Un grupo determinado puede ser visto como un conjunto de puntos re-
presentando las posiciones de cada control en su interior. Por lo tanto, el
centroide de un determinado grupo k con nk controles dentro (cuyas posi-
ciones se numeran de c1pos a cnpos) se calcula tal y como se muestra en la
29
CAPI´TULO 3. MANIPULACIO´N SIMULTA´NEA DE CONTROLES
ecuacio´n 3.4.
centroid : Grupo −→ Z2
centroid(k) =
c1pos + c2pos + · · ·+ cnpos
nk
c1, c2, · · · , cn ∈ k
(3.4)
Bajo la hipo´tesis comentada anteriormente, la distancia de cada control al
centroide de su grupo (aque´l que contiene los controles de un mismo usuario)
deber´ıa ser menor que la distancia a los centroides del resto.
Para futuros usos, redefinimos las funciones argmin y argmax para que
devuelvan un solo elemento en vez de un conjunto. Las ecuaciones 3.5 y 3.6
definen estas nuevas versiones llamadas argmin’ y argmax’, respectivamente.
arg min’
xi∈X
i∈N
f(X) =

xa si {xa} = arg min
X
f(X)
xa si {xa, xb, · · · } = arg min
X
f(X)
(3.5)
arg max’
xi∈X
i∈N
f(X) =

xa si {xa} = arg max
X
f(X)
xa si {xa, xb, · · · } = arg max
X
f(X)
(3.6)
Ahora pasamos a definir algunas funciones que sera´n necesarias para la
especificacio´n formal de las distintas versiones heur´ısticas del algoritmo. E´stas
son isAvailable (ver ecuacio´n 3.7), la cual indica si un control puede ser
movido a un grupo determinado (esto es, si dicho grupo esta´ libre de colisiones
para el control); y availables (ver ecuacio´n 3.8), que devuelve el conjunto de
contenedores disponibles (libres de colisiones) para un control determinado.
Tambie´n, sea kc el grupo actual de un control c.
isAvailable : Control ×Grupo −→ {True, False}
isAvailable(c, k) =
{
True si k 6= kc ∧ ∀c′ ∈ k : ¬H(c, c′)
False en otro caso
(3.7)
availables : Control −→ ℘(Grupo)
availables(c) = {k|isAvailable(c, k)} (3.8)
A partir de la funcio´n availables, el paso 3 del algoritmo 3.1 se define
de forma inmediata por la funcio´n destination expresada matema´ticamente
en la ecuacio´n 3.9, donde se selecciona como grupo de destino aque´l cuyo
30
3.2. VERSIONES HEURI´STICAS
centroide este´ ma´s cerca del control a ser movido. No´tese que cpos representa
la posicio´n de un control determinado c.
destination : Control −→ Grupo
destination(c) = arg min’
k∈availables(c)
‖ cpos − centroid(k) ‖ (3.9)
A continuacio´n, en esta seccio´n se explica, para cada versio´n considerada,
co´mo se define el paso 1 del algoritmo 3.1.
3.2.1. Versio´n CRCM (Closest Remote Centroid Mi-
gration)
Cuando ocurre una colisio´n entre dos controles, esta versio´n escoge co-
mo candidato para ser migrado aquel control con un grupo disponible ma´s
cercano (es decir, ma´s cercano al centroide del grupo). En caso de empate,
se seleccionara´ el que tenga un mayor nu´mero de destinos disponibles. Esto
u´ltimo intenta prevenir la creacio´n excesiva de nuevos segmentos, aunque el
caso en el que dos controles este´n a la misma distancia exacta de un centroide
es altamente improbable.
La ecuacio´n 3.10 define matema´ticamente la distancia de un control c al
centroide de su grupo disponible ma´s cercano, dAvailc . A partir de e´sta, la
funcio´n de seleccio´n para dos controles que colisionan ci y cj se podr´ıa definir
segu´n se muestra en la ecuacio´n 3.11.
dAvailc =
{
mı´n
∀k|isAvailable(c,k)
‖ cpos − centroid(k) ‖ si ∃k : isAvailable(c, k)
indefinido en otro caso
(3.10)
select : Control × Control −→ Control
select(ci, cj) =

arg min’
c∈{ci,cj}
dAvailc si
dAvailci 6= dAvailcj ∧
∃k1, k2 :
isAvailable(ci, k1)∧
isAvailable(cj, k2)
arg max’
c∈{ci,cj}
|availables(c)| en otro caso
(3.11)
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3.2.2. Versio´n FLCM (Furthest Local Centroid Migra-
tion)
E´sta es una propuesta diferente donde, dados los dos controles que pro-
ducen una colisio´n, el seleccionado para ser movido es aque´l que se encuentra
ma´s lejos del centroide de su propio grupo. En el improbable caso de que
ambos controles estuvieran a una misma distancia de su centroide corres-
pondiente, se seleccionar´ıa aque´l con un nu´mero mayor de destinos posibles
(igual que se hac´ıa en la versio´n CRCM). La lo´gica detra´s de esta propuesta
es que, cuanto ma´s lejos esta´ el control del centroide de su segmento, hace
que el grupo este´ menos cohesionado y es ma´s probable que pertenezca a otro
distinto.
En la ecuacio´n 3.12 se expresa matema´ticamente la distancia entre el
control c y el centroide de su grupo, dCurrentc . Y, la funcio´n de seleccio´n del
control a mover (entre ci y cj) esta´ definida en la ecuacio´n 3.13.
dCurrentc =‖ cpos − centroid(k) ‖
donde k ∈ Grupo ∧ c ∈ k (3.12)
select(ci, cj) =

arg max’
c∈{ci,cj}
dCurrentc si d
Current
ci
6= dCurrentcj
arg max’
c∈{ci,cj}
|availables(c)| en otro caso (3.13)
3.2.3. Versio´n RLCD (Remote-Local Centroids Diffe-
rence)
Tanto en la versio´n CRCM como en la FLCM, es posible llegar a una
situacio´n donde el estado al que se llega despue´s de mover un control es peor
que el previo. Por ejemplo, en CRCM, si el control seleccionado para ser mo-
vido ci tiene una distancia hacia el centroide del grupo destino mayor que la
distancia al centroide del que era su segmento actual, o sea, en te´rminos ma-
tema´ticos, si arg mı´n′c∈{ci,cj}d
Avail
c = ci, pero d
Avail
ci
>‖ cipos − centroid(kci) ‖
donde kci = {k ∈ Grupo|ci ∈ k}, entonces la mejor opcio´n para ci ser´ıa per-
manecer en su grupo actual, que seria el del centroide ma´s cercano a dicho
control.
Veamos un ejemplo de la situacio´n descrita anteriormente con algunos
valores nume´ricos de prueba, tal y como se muestra en la figura 3.1. En e´sta,
ci y cj esta´n representadas como c´ırculos; el centroide de su contenedor actual,
como un cuadrado; y los centroides de sus respectivos grupos disponibles ma´s
cercanos, como tria´ngulos. En este ejemplo, si se aplicara la heur´ıstica de
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Figura 3.1: Ejemplo de distancias medidas para dos controles que colisionan
ci y cj. Los centroides de sus destinos ma´s cercanos esta´n representados por
tria´ngulos; y el centroide de su grupo actual, por un cuadrado.
CRCM, el control seleccionado para ser movido ser´ıa ci, puesto que presenta
un menor valor de distancia al centroide de su segmento disponible ma´s
cercano. Desde la perspectiva de FLCM esta decisio´n ser´ıa incorrecta, ya
que ci esta´ ma´s cerca que cj del centroide de su propio grupo, y por tanto
cj ser´ıa el candidato elegido. La misma situacio´n ocurre si se aplica FLCM,
porque mover el control elegido cj lleva a un estado no o´ptimo del sistema
de acuerdo con el enfoque de CRCM. Por lo tanto, este ejemplo sugiere que
una combinacio´n de CRCM y FLCM resultar´ıa en una mejor heur´ıstica en
te´rminos de efectividad en la migracio´n de controles que colisionan.
Dados dos controles ci, cj que colisionan, definimos dos medidas de error,
∆Avail =
∣∣∣dAvailci − dAvailcj ∣∣∣ y ∆Current = ∣∣∣dCurrentci − dCurrentcj ∣∣∣, donde ∆Avail re-
presenta la diferencia entre las distancias de ambos controles con respecto a
su respectivo destino ma´s cercano, y ∆Current expresa la diferencia de dis-
tancias con respecto al centroide de su grupo actual. Si ∆Avail es mayor
que ∆Current, entonces se debera´ migrar aque´l control que se encuentra ma´s
cerca de su destino disponible (arg mı´n′c∈{ci,cj}d
Avail
c ), pues esta decisio´n con-
tribuira´ a reducir la diferencia que es mayor en magnitud (∆Avail). En caso
contrario, el control seleccionado debera´ ser aque´l que se encuentre ma´s lejos
del centroide de su segmento actual (arg ma´x′c∈{ci,cj}d
Current
c ), ya que as´ı se
contribuira´ a reducir la mayor diferencia (∆Current). La funcio´n de seleccio´n
para la heur´ıstica RLCD esta´ definida en te´rminos matema´ticos en la ecua-
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cio´n 3.14.
select(ci, cj) =

arg min’
c∈{ci,cj}
dAvailc si
availables(ci) 6= ∅∧
availables(cj) 6= ∅∧
∆Avail > ∆Current
arg max’
c∈{ci,cj}
dCurrentc en otro caso
(3.14)
3.3. Implementacio´n
Se ha realizado una implementacio´n en C# del algoritmo 3.1 y de las
diferentes versiones heur´ısticas del paso 1. A lo largo de esta seccio´n se pre-
sentara´n una serie de algoritmos ma´s detallados que el anterior, aunque, con
el fin de hacerlos ma´s inteligibles, se escribira´n en un h´ıbrido entre pseu-
doco´digo y co´digo C# real.
3.3.1. Estructuras de Datos
La figura 3.2 muestra el diagrama de clases de disen˜o sobre el que se ha
implementado la funcionalidad del algoritmo de diferenciacio´n.
La clase principal en este diagrama es la clase Classifier, que es la que se
encarga de clasificar cada control en el grupo que le corresponde. O, mejor
dicho, dada la naturaleza del algoritmo, su funcio´n es segmentar el espacio
definido por el conjunto de controles.
La clase ClassifierInput representa la informacio´n de un control necesaria
para que el clasificador funcione. E´sta es, un nombre u´nico para el control
(name) y una posicio´n (posX, posY ) para las versiones heur´ısticas, que hacen
uso de las distancias entre los controles. En la descripcio´n del algoritmo
realizada anteriormente en este cap´ıtulo, esta posicio´n era denotada como
cpos.
Para determinar si dos controles han colisionado, hacemos uso de la fun-
cio´n H (ver ecuacio´n 3.1). En te´rminos de implementacio´n, dicha funcio´n
hara´ uso de una matriz de colisiones (collisionMatrix ). E´sta es una matriz
booleana sime´trica de taman˜o n× n (siendo n el nu´mero de controles sobre
la superficie) inicializada a false (o a 0), ya que, inicialmente, ningu´n control
ha colisionado con ningu´n otro y, por tanto, pueden estar contenidos todos
dentro de un mismo grupo. La figura 3.3 representa esta matriz en el estado
en que solamente los controles c0 y c1 han colisionado entre ellos. Dos contro-
les nunca podra´n ser clasificados en el mismo grupo (y, por tanto, pertenecer
al mismo usuario) si su interseccio´n en la matriz tiene un 1. Por tanto, la
diagonal principal siempre debe contener ceros.
34
3.3. IMPLEMENTACIO´N
Figura 3.2: Diagrama de clases correspondiente a la estructura ba´sica del
clasificador.
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Figura 3.3: Matriz de colisiones cuando so´lo c0 y c1 han colisionado entre
ellos.
Para determinar si un control tiene disponible un grupo determinado, se
hace uso de la funcio´n isAvailable. Para mantener esta informacio´n, se ha
creado otra matriz (forbiddenMatrix ), esta vez de taman˜o n × K (siendo
K el nu´mero total de grupos). Para cada control, cada elemento de su fila
contendra´ un entero que indicara´ cua´ntos controles en un determinado grupo
han colisionado con e´l. Adema´s, en su propio grupo actual tendra´ marcado
un 1, puesto que, en caso de que deba cambiarse de grupo, el destino no
puede ser su contenedor actual. Por tanto, un valor mayor que cero implica
que el control correspondiente no podra´ ser clasificado en ese grupo cuando
deba migrar de su contenedor actual. La figura 3.4 muestra un ejemplo de
dicha matriz. En e´sta, el control c1 tiene prohibidos los grupos 0 y 1. Esto es
porque se encuentra en el primero y hay tres controles en el segundo que han
colisionado con e´l. No podr´ıa estar contenido en el segundo grupo porque
el valor en la matriz es mayor que 1, lo que implicar´ıa encontrarse en un
contenedor con controles que han colisionado con e´l, lo cual viola la norma
fundamental del algoritmo.
Para el paso 1 del algoritmo 3.1, dependiendo de la heur´ıstica aplicada,
puede ser necesario mover el control que tenga ma´s destinos disponibles. Para
ello se hace uso de la funcio´n availables (ver ecuacio´n 3.8). En te´rminos de
implementacio´n, podr´ıa recorrerse la matriz de prohibiciones, pero, para me-
jorar el coste computacional, se ha decidido mantener un vector (freeGroups)
que indica, para cada control, cua´ntos grupos tiene disponibles. En vez de uti-
lizarse un vector (donde encontrar el valor ma´ximo tiene coste lineal) podr´ıa
haberse escogido un max-heap, pero, dado que el nu´mero de controles pre-
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Figura 3.4: Matriz de prohibiciones.
sentes en una aplicacio´n real sobre superficies interactivas esta´ f´ısicamente
limitado, se ha considerado que la opcio´n adoptada no perjudicara´ la eficien-
cia de forma notable. La figura 3.5-arriba muestra un ejemplo de este vector
en el que ningu´n control tiene grupos disponibles, excepto el control c1, que
tiene 2.
Otros vectores adicionales que se ha utilizado en la implementacio´n son
currentGroups y controlsPerGroup. El primero indica, para cada control, un
entero que representa en que´ grupo se encuentra actualmente. Inicialmente,
cuando un control nuevo entra en la aplicacio´n, se introduce en el grupo 0.
Esta informacio´n es lo que, en la descripcio´n del algoritmo, se ha denotado
por kc. La figura 3.5-centro muestra un ejemplo de este vector en la situacio´n
inicial, donde todos los controles esta´n incluidos en el grupo 0.
El vector controlsPerGroup denota, para cada grupo, cua´ntos controles
tiene en su interior (es lo que anteriormente ven´ıa denotado por nk). En la
figura 3.5-abajo se puede observar una muestra de este vector en la que el
grupo 0 tiene tres controles y el resto no tienen ninguno.
Las tablas 3.1 y 3.2 explican los atributos (entre los que se encuentran
estas y otras estrucuras) y me´todos, respectivamente, de la clase Classifier.
Cabe destacar que, por motivos de eficiencia computacional, las matrices y
vectores son esta´ticos. Se han creado para soportar inicialmente un ma´ximo
de cien controles (que es un nu´mero razonable teniendo en cuenta las limi-
taciones f´ısicas de las mesas interactivas actuales), aunque hay servicios que
permiten extender la memoria asignada en caso de superar dicho nu´mero. No
obstante, para hacer ma´s simples y claras las explicaciones de esta seccio´n y
los ejemplos de la seccio´n 3.4, se considerara´n como estructuras dina´micas, es
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Figura 3.5: De arriba a abajo, vectores freeGroups, currentGroups y controls-
PerGroup.
decir que, por ejemplo, so´lo se mostrara´n las columnas y filas de las matrices
que sean relevantes en un momento dado (que no este´n vac´ıas).
Adema´s de las descritas anteriormente, Classifier hace uso de una estruc-
tura de datos ma´s, llamada Graph. Esta clase representa un grafo dirigido
representado por su matriz de adyacencia, y su funcio´n es detectar cua´ndo
se pueden fusionar dos grupos en el paso 4 del algoritmo 3.1. En este grafo,
hay un nodo por cada grupo existente, y un arco del nodo a al b cuando
hay algu´n control en el grupo a que tenga el b como contenedor disponible.
El peso de cada arista indica el nu´mero de nodos que pueden ir de a a b.
Inicialmente, so´lo hay un nodo y ninguna arista.
Por la forma en la que se construye y mantiene la matriz de prohibiciones,
un control so´lo puede moverse a un grupo donde no haya ningu´n control que
haya colisionado previamente con e´l. Por tanto, si tenemos dos grupos a y b
tales que exista un bucle entre ellos en el grafo, y adema´s, el peso de la arista
que sale de cada grupo corresponde con el nu´mero de controles que contiene,
entonces los dos grupos se podra´n mezclar en uno solo. Esto es as´ı porque
todos los controles incluidos en a podra´n moverse a b, y viceversa. Esta
condicio´n viene representada gra´ficamente en la figura 3.6. La informacio´n
de un bucle se pasara´ al Classifier mediante la estructura GraphCycleData.
Esta clase contiene dos enteros para representar a los dos nodos (grupos) a
fusionar, y otros dos enteros con el peso de las dos aristas involucradas en el
ciclo.
Los atributos y me´todos de la clase Graph esta´n explicados en las tablas
3.3 y 3.4, respectivamente.
38
3.3. IMPLEMENTACIO´N
Nombre Descripcio´n
MAX CONTROLS Constante que representa el taman˜o ma´ximo de las
estructuras de datos esta´ticas (vectores, matrices...).
collisionMatrix Matriz de colisiones. Indica si dos controles han sido
manipulados al mismo tiempo en algu´n momento.
controlsCount, groups-
Count
Nu´mero de controles n y de grupos K, respectivamen-
te. Sirven como l´ımite para las matrices y vectores
esta´ticos.
forbiddenMatrix Matriz de prohibiciones. Indica que´ grupos esta´n dis-
ponibles para cada control en el momento en el que
e´stos deban migrar. En el paso 4 del algoritmo 3.1,
cuando se fusionen dos grupos, en vez de eliminar las
columnas correspondientes de esta matriz, simplemen-
te, se inhabilitan poniendo todos sus elementos a -1
(para mejorar la eficiencia). So´lo se considerara´ una
columna nueva en esta matriz si no hay invalidadas.
disabledGroupsQueue Cola de grupos correspondientes a las columnas inva-
lidadas de la matriz de prohibiciones. Cada vez que se
inhabilite alguna, se guardara´ su ı´ndice en esta cola.
As´ı, cuando el algoritmo requiera crear un grupo nue-
vo, antes de considerar una columna adicional de la
matriz, se intentara´ restaurar alguna de las columnas
inhabilitadas extrayendo su identificador de esta cola.
freeGroups Vector que indica, para cada control, el nu´mero de
grupos a los que puede moverse en caso de colisio´n.
Cada elemento de este vector coincide con el nu´mero
de ceros que existe en la matriz de prohibiciones para
la fila que represente a dicho control.
currentGroups Vector que indica el grupo actual de cada control. Ini-
cialmente se inicializa a 0 porque todos los controles
se colocan en este grupo.
controlsPerGroup Indica el nu´mero de controles en cada grupo. Su in-
formacio´n se puede derivar del vector currentGroups,
pero se mantiene por motivos de eficiencia. Inicial-
mente, so´lo tendra´ un elemento (correspondiente al
grupo 0, con un valor n.
centroidsX, centroidsY Vectores que contienen, para cada grupo, las coorde-
nada X e Y, respectivamente, de su centroide.
Tabla 3.1: Atributos de la clase Classifier.
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Nombre Descripcio´n
CalculateGroupCentroid Calcula el centroide de un grupo determi-
nado, de acuerdo con la funcio´n centroid
(ver ecuacio´n 3.4).
SelectTargetControl Selecciona el control a ser movido de entre
los dos que colisionan. Debe ser implemen-
tada en cada una de las subclases de Clas-
sifier. Se corresponde, en cada caso, con la
funcio´n select (ver ecuaciones 3.11, 3.13
y 3.14 para ver las de la versio´n CRCM,
FLCM y RLCD, respectivamente).
AddColumnToForbiddenMatrix Utiliza una columna ma´s de la matriz de
prohibicio´n y, en caso de que se haya llega-
do al l´ımite esta´tico establecido, se copian
los contenidos de la matriz en otra con el
doble de taman˜o, que es la que se esta-
blece como nueva matriz de prohibicio´n.
Para retrasar esta situacio´n al ma´ximo, es-
te me´todo sera´ llamado cuando no queden
columnas invalidadas que rehabilitar en la
matriz.
Merge Realiza la fusio´n de dos grupos, dejando en
la matriz de prohibiciones el primer grupo
como va´lido e inhabilitando el segundo.
AddControl An˜ade un control nuevo al diccionario con-
trolsIntsDict, asocia´ndole un nu´mero na-
tural como identificador, y tambie´n realiza
la asociacio´n inversa en intsControlsDict.
El control se incluye en el grupo de ı´ndice
0.
AddCollision Se procesa la colisio´n ejecutando los pasos
del algoritmo 3.1.
GetGroups Obtiene una lista con tantos elementos co-
mo grupos actuales haya creados. Cada
elemento de esta lista es otra con los con-
troles que esta´n contenidos en el grupo co-
rrespondiente.
Tabla 3.2: Me´todos de la clase Classifier.
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Figura 3.6: Condicio´n que debe cumplirse en el grafo para poder fusionar los
dos grupos a y b.
Nombre Descripcio´n
maxSize Taman˜o inicial de la matrix de adyacencia esta´tica.
matrix Matriz de adyacencia.
boundary Como la matriz es esta´tica, este ı´ndice sirve como l´ımite para la
matriz, indicando cua´ntas columnas son relevantes.
enabled Vector de booleanos que indica si un nodo esta´ activo o no. Para
evitar manipulaciones ma´s ineficientes sobre la matriz, cuando un
nodo se “elimine”, se marcara´ a false su correspondiente elemento
de este vector. Y, en el momento en el que se vuelva a an˜adir,
simplemente bastara´ con reactivarlo (ponerlo a true).
Tabla 3.3: Atributos de la clase Graph.
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Nombre Descripcio´n
ExtendEnabledArray Duplica el taman˜o del vector enabled, en el caso de que
se llegue al l´ımite de elementos marcado por el atributo
maxSize.
ExtendMatrix Duplica el taman˜o de la matriz de adyacencia, en el caso
de llegar al l´ımite maxSize de elementos.
Graph Constructor. Crea una matriz de adyacencia del taman˜o
especificado como argumento.
AddNode Si no se le pasan argumentos, se crea un nodo nuevo
considerando una fila y columna nuevas en la matriz, y
se devuelve el nu´mero de nodos despue´s de crearlo. Si, por
el contrario, se le especifica un entero como argumento, se
vuelve a habilitar el nodo desactivado cuyo identificador
corresponde con dicho entero.
RemoveNode Desactiva el nodo especificado (es decir, se marca como
false en el vector enabled).
AddEdge An˜ade una arista dirigida desde el primer nodo especifi-
cado como argumento al segundo, o bien se aumenta en
1 el peso de la misma.
RemoveEdge Decrementa el peso en 1 o borra (en su caso) la arista que
va desde el primer nodo especificado como argumento al
segundo.
AddEdges An˜ade una arista que va del primer nodo pasado como
argumento al segundo, y con el peso especificado en el
tercer argumento. Si ya existe e´sta, se suman los pesos.
RemoveAllEdges Pone a 0 el peso de la arista que va del nodo especificado
como primer argumento al segundo, lo que es lo mismo
que eliminarla.
HasEdge Comprueba si existe una arista entre el nodo especificado
como primer argumento y el segundo.
HasCycleLength2 Comprueba si existe un ciclo de longitud 2 entre los no-
dos pasados como argumentos. O, lo que es lo mismo,
comprueba que haya una arista del primero al segundo y
a la inversa.
GetCyclesLength2 Obtiene una lista con todos los ciclos encontrados que in-
volucren a dos nodos. Esta lista contiene, por cada ciclo,
un objeto GraphCycleData. Si no hubiera ciclos, devuelve
una lista vac´ıa.
Tabla 3.4: Me´todos de la clase Graph.
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Algoritmo 3.2 Algoritmo ejecutado al an˜adir un control nuevo (descripcio´n
del me´todo AddControl de la clase Classifier).
Entrada: Control a an˜adir c
// Agregar a los diccionarios
c o n t r o l s I n t s D i c t [ c ] = contro l sCount
i n t s C o n t r o l s D i c t [ contro l sCount ] = c
// Entra en el grupo 0. Prohibir dicho grupo para este control
currentGroups [ contro l sCount ] = 0
forb iddenMatr ix [ controlsCount , 0 ] = 1
// Los dema´s grupos esta´n disponibles para este control salvo que este´n inhabilitados
freeGroups [ contro l sCount ] = groupsCount − 1 −
disabledGroupsQueue . Count
// Incrementar el nu´mero de controles del grupo 0
controlsPerGroup [0]++
// Incrementar el nu´mero de controles
contro l sCount++
// Recalcular centroide del grupo 0
CalculateGroupCentroid (0 )
3.3.2. Detalles del Algoritmo
En esta seccio´n se explicara´ en detalle co´mo se efectu´an algunas de las
operaciones del clasificador de controles (clase Classifier), introducida en
la seccio´n anterior. El algoritmo 3.2 describe el funcionamiento del me´todo
AddControl, que se ejecuta cuando un control nuevo es introducido en la
aplicacio´n.
A pesar de que cada versio´n heur´ıstica realiza el paso 1 (seleccio´n) del
algoritmo 3.1 de forma diferente, lo u´nico que cambia es la ejecucio´n del
me´todo SelectTargetControl, que se corresponde con la funcio´n select. Esta
funcio´n puede verse en las ecuaciones 3.11, 3.13 y 3.14 para la versio´n CRCM,
FLCM y RLCD, respectivamente. El algoritmo 3.3 muestra las operaciones
comunes a todas las heur´ısticas del paso de seleccio´n.
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Algoritmo 3.3 Detalle del paso 1 del algoritmo 3.1 (seleccio´n).
Entrada: ci, cj controles involucrados en la colisio´n
Precondicio´n: ci y cj no han colisionado en el pasado. En caso contrario,
el algoritmo finaliza sin avanzar al siguiente paso
Devuelve: El control a ser movido m, el otro control o
// Mirar si hace falta mover controles de grupos. Puede ser que la colisio´n se haya
producido por controles de distintos usuarios pero que ya este´n en grupos distintos.
En este caso, so´lo hay que penalizar el acceso de ci al grupo de cj y viceversa
i f currentGroups [ c i ] != currentGroups [ c j ] then
// Si ci pod´ıa ir al grupo de cj, ahora ya no
i f forb iddenMatr ix [ c i , currentGroups [ c j ] ] == 0 then
freeGroups [ c i ]−−
graph . RemoveEdge ( currentGroups [ c i ] ,
currentGroups [ c j ] )
end
// Si cj pod´ıa ir al grupo de ci, ahora ya no
i f forb iddenMatr ix [ c j , currentGroups [ c i ] ] == 0 then
freeGroups [ c j ]−−
graph . RemoveEdge ( currentGroups [ c j ] ,
currentGroups [ c i ] )
end
// Aumentar penalizacio´n
forb iddenMatr ix [ c i , currentGroups [ c j ]]++
forbiddenMatr ix [ c j , currentGroups [ c i ]]++
// Marcar colisio´n
c o l l i s i o n M a t r i x [ c i , c j ] = true
c o l l i s i o n M a t r i x [ c j , c i ] = true
S a l i r
end
// Hay que mover de categor´ıa uno de los controles
m = Se l ec tTarge tContro l ( c i , c j )
o = { c i , c j } – m
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Algoritmo 3.4 Detalle del paso 2 del algoritmo 3.1 (particio´n).
Entrada: El control a ser movido m
Precondicio´n: freeGroups[m] == 0. Si no se cumple, no se ejecuta el algo-
ritmo
Devuelve: El grupo de destino d
i f disabledGroupsQueue . S i z e ( ) == 0 then
// No hay categor´ıas invalidadas. Creamos una nueva
graph . AddNode ( )
Agregar nueva columna con ı´nd ice groupsCount a forb iddenMatr ix
i n i c i a l i z a d a a 0
d = groupsCount
groupsCount++
e l s e
// Habilitamos el grupo cuyo ı´ndice saquemos de disabledGroupsQueue
d = disabledGroupsQueue . pop ( )
graph . AddNode(d)
forb iddenMatr ix [ i , d ] = 0 , ∀i ∈ [0, controlsCount[
end
// Incrementamos el nu´mero de grupos libres para cada control
f o r i = 0 to contro l sCount − 1 do
freeGroups [ i ]++
graph . AddEdge( currentGroups [ i ] , d )
end
// Realizamos el mantenimiento de los atributos y estructuras de datos
mainta inDataStructures (m, d)
El resto de pasos son tambie´n comunes a todas las versiones. El paso 2
(particio´n) esta´ descrito en el algoritmo 3.4; y el paso 3 (migracio´n), en el
algoritmo 3.5. Al final de ambos, hacen una llamada a la funcio´n maintain-
DataStructures, descrita en el algoritmo 3.6, la cual se encarga de mantener
actualizados los diferentes atributos y estructuras de datos de la clase Clas-
sifier despue´s de ejecutar uno de los dos pasos anteriores (que, recordemos,
son mutuamente excluyentes).
Finalmente, el paso 4 (fusio´n) aparece ma´s en detalle en el algoritmo
3.7. E´ste hace uso de un me´todo de la clase Classifier, Merge, que realiza la
fusio´n de dos grupos concretos. Su descripcio´n algor´ıtmica puede verse en el
algoritmo 3.8.
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Algoritmo 3.5 Detalle del paso 3 del algoritmo 3.1 (migracio´n).
Entrada: El control a ser movido m
Precondicio´n: freeGroups[m] != 0. Si no se cumple, no se ejecuta el algo-
ritmo
Devuelve: El grupo de destino d
// Nos apuntamos todos los grupos libres para m em V. v contendra´ el cardinal de V
v = 0
V = vector de groupsCount e lementos ( no es n e c e s a r i o
i n i c i a l i z a r l o )
f o r j = 0 to groupsCount − 1 do
i f forb iddenMatr ix [m, j ] == 0 then
V[ v ] = j
v++
i f v == freeGroups [m] then
// Ya no quedan ma´s categor´ıas libres
break
end
end
end
// El grupo al que ir se calcula mediante la funcio´n destination
d = destination(m) (ver ecuacio´n 3.9)
// Como m se mueve de un grupo A a otro B, hay una arista menos de A a todos los
grupos libres para m (que no sean B), y hay una arista ma´s de B a todos los grupos
libres para m (menos al propio B).
f o r j = 0 to v − 1 do
i f V[ j ] != d then
graph . RemoveEdge ( currentGroups [m] , V[ j ] )
graph . AddEdge(d , V[ j ] )
end
end
// Realizamos el mantenimiento de los atributos y estructuras de datos
mainta inDataStructures (m, d)
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Algoritmo 3.6 Descripcio´n de la funcio´n maintainDataStructures, utilizada
por los algoritmos 3.4 y 3.5.
Entrada: El control a ser movido m, el control que se quedara´ en el grupo
actual o, el grupo de destino d
// Si penalizamos el acceso a un grupo, decrementamos el nu´mero de grupos libres
i f forb iddenMatr ix [m, d ] == 0 then
graph . RemoveEdge ( currentGroups [m] , d )
freeGroups [m]−−
end
// Si se deposita m en d, entonces d pasa a ser prohibido para o
i f forb iddenMatr ix [ o , d ] == 0 then
graph . RemoveEdge ( currentGroups [ o ] , d )
freeGroups [ o]−−
end
// Los controles que colisionan con m podra´n ir al grupo del que m sale, pero no al que
entra ahora
f o r h ∈ c o l l i s i o n M a t r i x [m, i ] do
i f h == true then
forb iddenMatr ix [ i , currentGroups [m] ] =
max(0 , forb iddenMatr ix [ i , currentGroups [m] ] − 1)
i f forb iddenMatr ix [ i , currentGroups [m] ] == 0 then
freeGroups [ i ]++
graph . AddEdge( currentGroups [ i ] , currentGroups [m] )
end
i f forb iddenMatr ix [ i , d ] == 0 then
freeGroups [ i ]−−
graph . RemoveEdge ( currentGroups [ i ] , d )
end
forb iddenMatr ix [ i , d]++
end
end
// Actualizamos el resto de estructuras y recalculamos centroides
forb iddenMatr ix [m, d]++
forbiddenMatr ix [ o , d]++
controlsPerGroup [ currentGroups [m]]−−
controlsPerGroup [ d]++
currentGroups [m] = d
c o l l i s i o n M a t r i x [m, o ] = true
c o l l i s i o n M a t r i x [ o , m] = true
CalculateGroupCentroid ( currentGroups [m] )
CalculateGroupCentroid ( currentGroups [ o ] )
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Algoritmo 3.7 Detalle del paso 4 del algoritmo 3.1 (fusio´n).
// Si se puede, fusionar grupos. A y B son los grupos involucrados en el ciclo. a y b son
los pesos de las aristas que salen de cada uno de esos grupos hacia el otro en el ciclo.
do
occurred = f a l s e
f o r each {A, a ,B, b} in graph . GetCyclesLength2 ( ) do
// Al fusionar dos grupos, el grafo se actualiza y puede que algunos ciclos antes
detectados ya no existan. Por tanto, comprobamos que A y B no han sido
v´ıctimas de una fusio´n en esta iteracio´n del algoritmo. Para ello, comprobamos
que ninguno de los dos este´ inactivo y que todav´ıa exista un ciclo entre ellos.
i f forb iddenMatr ix [ 0 , A] >= 0 and
forb iddenMatr ix [ 0 , B] >= 0 and
graph . HasCycleLength2 (A, B) then
i f controlsPerGroup [A] == a and
controlsPerGroup [B] == b then
Merge (A, B)
occurred = true
// Recalcular centroide del grupo resultante.
CalculateGroupCentroid (A)
end
end
done
whi l e occurred = true
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Algoritmo 3.8 Descripcio´n del me´todo Merge de la clase Classifier.
Entrada: Los dos grupos a ser fusionados: A y B
// Cambiar el nu´mero de controles por grupo. B se queda sin controles porque los que
ten´ıa pasan a A
controlsPerGroup [A] += controlsPerGroup [B]
controlsPerGroup [B] = 0
f o r i = 0 to contro l sCount − 1 do
// Los controles de un grupo ten´ıan libre el otro. Ahora, al fusionarlos, todos los
controles de estos grupos tienen un grupo libre menos. Adema´s, todos los que no
ten´ıan prohibido B pero s´ı A (o viceversa) no podra´n ir al grupo resultante,
as´ı que tendra´n tambie´n un grupo libre menos. Y, los controles que ten´ıan libre
ambos grupos ahora perdera´n uno libre (B), pues se quedara´n con A solamente
i f forb iddenMatr ix [ i , B] == 0 then
freeGroups [ i ]−−
graph . RemoveEdge ( currentGroups [ i ] , B)
e l s e i f forb iddenMatr ix [ i , A] == 0 then
freeGroups [ i ]−−
graph . RemoveEdge ( currentGroups [ i ] , A)
end
// Si un control ten´ıa prohibida la entrada en A o en B, ahora la tendra´ prohibida en
A (el grupo resultante), y si la ten´ıa prohibida en ambos, ahora la tendra´ en A
por partida doble
forb iddenMatr ix [ i , A] += forbiddenMatr ix [ i , B]
// Mover los controles de B a A
i f currentGroups [ i ] == B then
currentGroups [ i ] = A
end
// Desactivar la columna correspondiente al grupo B
forb iddenMatr ix [ i , B] = −1
end
f o r j = 0 to groupsCount − 1 do
// Mover a A las aristas que salen de B
i f graph . HasEdge (B, j ) then
x = graph . RemoveAllEdges (B, j )
graph . AddEdges (A, j , x )
end
end
// Eliminar B del grafo y marcarlo como grupo inhabilitado
graph . removeNode (B)
disabledGroupsQueue . push (B)
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3.4. Ejemplo de Funcionamiento
En esta seccio´n se muestra, a trave´s de un ejemplo, co´mo el clasificador de
controles gestiona la distincio´n de usuarios y co´mo evolucionan sus estructu-
ras de datos. Por simplicidad y con el fin de hacerlo ma´s gene´rico, para este
ejemplo no se van a tener en cuenta las nociones de distancias f´ısicas entre los
controles. Por tanto, el u´nico paso que difiere entre las diferentes versiones
del clasificador (el de la seleccio´n del control a mover) se resolvera´ en este
ejemplo de forma arbitraria. Cabe destacar que esta decisio´n no afecta a la
correccio´n del algoritmo, el cual, si se produce un nu´mero de colisiones sufi-
cientemente grande, sera´ capaz de clasificar todos los controles en los grupos
correspondientes. La importancia de las versiones heur´ısticas recae simple-
mente en hacer que los movimientos entre grupos sean ma´s informados y,
por tanto, que el algoritmo sea capaz de converger con un menor nu´mero de
colisiones. Otra razo´n para realizar este movimiento de forma aleatoria en
este ejemplo es poder mostrar co´mo se comportar´ıa el clasificador si se toma
la opcio´n ma´s desfavorable en el paso de seleccio´n.
Se consideran dos usuarios interactuando al mismo tiempo en una super-
ficie interactiva, cada uno con tres controles. Los de uno esta´n representados
por tria´ngulos (c0, c1, c2) y los del otro, por cuadrados (c3, c4, c5). Tal y como
se muestra en la figura 3.7, inicialmente todos esta´n incluidos en el mismo
grupo (representado por un c´ırculo y denotado por el nu´mero 0). Justo a la
derecha, se muestra la matriz de prohibiciones que, en este punto inicial, so-
lamente tiene una columna correspondiente al u´nico contenedor existente, y
esta´ inicializada a unos porque ningu´n control puede moverse a un grupo en
el que se encuentra actualmente. Bajo e´stos, a la izquierda aparece el grafo
para la operacio´n de fusio´n, que en este momento solamente tiene un nodo.
Finalmente, a la derecha del grafo se puede observar una matriz cuadrada
que representa la matriz de colisiones. Esta matriz esta´ inicializada a ceros
porque todav´ıa no ha colisionado ningu´n control. Para mejor claridad, las
celdas que contienen ceros se han dejado vac´ıas.
Las figuras 3.8-3.15 representan los sucesivos pasos del algoritmo en el
ejemplo, y todas disponen en la misma posicio´n las diferentes estructuras,
para no confundir al lector. Se ha decidido no representar en estas ilustracio-
nes los vectores freeGroups, currrentGroups y controlsPerGroup, ni tampoco
la cola disabledGroupsQueue, puesto que la informacio´n que contienen puede
derivarse de los elementos que s´ı que aparecen en los dibujos, sobretodo en
un ejemplo reducido como el que se presenta en esta seccio´n.
Supongamos que las colisiones que se producen son las que se muestran a
continuacio´n (en el orden indicado). Posteriormente se explica ma´s en detalle
que´ provoca cada una.
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Figura 3.7: Situacio´n inicial del clasificador, donde no se ha producido nin-
guna colisio´n. De arriba a abajo y de izquierda a derecha: grupos creados,
grafo, matriz de prohibiciones, matriz de colisiones.
1. c0 y c3: Se crea el grupo 1 y se mueve c0 a e´ste.
2. c3 y c1: c1 migra al grupo 1.
3. c2 y c4: c4 migra al grupo 1.
4. c0 y c4: Se crea el grupo 2 y se coloca c0 en e´l.
5. c1 y c4: Se mueve c1 al grupo 2.
6. c0 y c5: Como esta´n en grupos distintos, no se realiza ninguna particio´n
ni migracio´n.
7. c2 y c5: c2 es migrado al grupo 2, los grupos 0 y 1 se fusionan, y el
algoritmo converge a una solucio´n.
Considerando la primera colisio´n, si c0 colisiona con c3, uno de los dos
debe salir del grupo. Supongamos que se selecciona c0. Como no tiene grupos
libres a los que ir (todos tienen una prohibicio´n de 1), es necesario crear uno
nuevo (particio´n). Adema´s, se marca que c3 no podra´ moverse al grupo 1
puesto que e´ste contiene ahora un control con el que ha colisionado. Por el
mismo motivo, c0 no podra´ volver al grupo 0 mientras c3 continu´e en e´l. En
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Figura 3.8: Situacio´n del clasificador tras producirse la primera colisio´n (c0 y
c3). De arriba a abajo y de izquierda a derecha: grupos creados, grafo, matriz
de prohibiciones, matriz de colisiones.
el grafo, se indica que hay cuatro controles en el grupo 0 que pueden moverse
al 1 (es decir, todos menos c3). La figura 3.8 muestra esta situacio´n.
En este punto, si se produce una colisio´n entre c3 y c1, hay dos opciones.
Si se selecciona c1, e´ste puede moverse al grupo 1 puesto que no hay ningu´n
control en este contenedor que haya colisionado con e´l. No obstante, si se elige
seleccionar c3, e´ste no puede ir a ningu´n grupo, y se deber´ıa crear uno nuevo.
Supongamos que la heur´ıstica correspondiente elige mover c1 (migracio´n).
Por tanto, es necesario incrementar la penalizacio´n de c3 al grupo 1 (es decir,
no podra´ moverse a dicho grupo porque en e´l hay dos controles con los que
ha colisionado). Adema´s, el grafo indica ahora que hay un control menos en
el grupo cero que puede ir al 1, porque acaba de ser movido. La figura 3.9
representa este nuevo estado.
A continuacio´n, c2 y c4 colisionan. si movemos el primero, e´ste se mover´ıa
al grupo 1 y el algoritmo habr´ıa convergido, pues ya estar´ıan los controles
de cada usuario correctamente segmentados y, aunque se produjeran nuevas
colisiones entre los controles de ambos usuarios, el estado de los grupos nunca
cambiar´ıa. Por tanto, supongamos que el candidato para ser movido es c4.
Esta decisio´n supondra´ su migracio´n al grupo 1. Aparentemente, esto ser´ıa
incorrecto, pues ir´ıa a parar a un grupo con controles de un usuario distinto,
pero todav´ıa no se han producido evidencias de que esto sea as´ı (no han
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Figura 3.9: Situacio´n del clasificador tras producirse la segunda colisio´n (c1 y
c3). De arriba a abajo y de izquierda a derecha: grupos creados, grafo, matriz
de prohibiciones, matriz de colisiones.
colisionado entre ellos). En la figura 3.10 se puede ver la nueva agrupacio´n.
Si la aplicacio´n sigue su curso, es de esperar que en algu´n momento se
produzca una colisio´n entre c0 y c4. Por ejemplo, se selecciona c0, el cual
no tiene ningu´n grupo libre, lo que fuerza al algoritmo a ejecutar el paso
de particio´n y mover a dicho control al nuevo contenedor. Una vez hecho
esto, el mantenimiento de las estructuras requiere que se recorra la matriz de
colisiones y, para cada control que haya colisionado con c0 (c3 en este caso),
reducir su penalizacio´n al grupo 1 (siempre que esta penalizacio´n sea mayor
que 0) e incrementarla para el nuevo grupo en el que c0 entra. El resultado
de estas operaciones puede observarse en la figura 3.11.
La siguiente colisio´n que se produce es entre c1 y c4, y se selecciona el
primero para moverse al grupo 2. Por reducir la penalizacio´n de los controles
que hayan colisionado con c1 en el grupo del que e´ste sale, el grupo 1 queda
en este momento libre para c3, pero su penalizacio´n al grupo 2 se incrementa.
Ver la figura 3.12 para una aclaracio´n visual.
Pongamos ahora el caso de que colisionan dos elementos que ya se en-
cuentran en grupos distintos, por ejemplo, c0 y c5. Segu´n el algoritmo 3.3, la
ejecucio´n acabara´ en el paso 1 del algoritmo general 3.1. Esta colisio´n provo-
ca, simplemente, que se aumente la penalizacio´n de ambos controles al grupo
del otro. Como consecuencia, c5 tendra´ ahora prohibida la entrada al grupo
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Figura 3.10: Situacio´n del clasificador tras producirse la tercera colisio´n (c2 y
c4). De arriba a abajo y de izquierda a derecha: grupos creados, grafo, matriz
de prohibiciones, matriz de colisiones.
Figura 3.11: Situacio´n del clasificador tras producirse la cuarta colisio´n (c0 y
c4). De arriba a abajo y de izquierda a derecha: grupos creados, grafo, matriz
de prohibiciones, matriz de colisiones.
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Figura 3.12: Situacio´n del clasificador tras producirse la quinta colisio´n (c1 y
c4). De arriba a abajo y de izquierda a derecha: grupos creados, grafo, matriz
de prohibiciones, matriz de colisiones.
2 y, por tanto, habra´ una arista menos (o lo que es lo mismo, se reducira´ el
peso de la misma) del grupo 0 (contenedor de c5) al grupo 2 (contenedor de
c0). La situacio´n a la que llega el clasificador despue´s de este paso es la que
refleja la figura 3.13.
Si en este momento colisionan c2 y c5, y el primero es el escogido para
migrar, sera´ trasladado al grupo 2, que es el u´nico que tiene libre. Tras
ejecutarse el paso 3, la situacio´n es la que se puede observar en la figura
3.14, donde c4 tiene de nuevo el grupo 0 disponible. Como se puede ver en
la figura, en el grafo hay un ciclo entre los grupos 0 y 1, y los pesos de las
aristas salientes coinciden con el nu´mero de controles del grupo del que salen.
Esto indica que, todos los controles de cada uno de esos dos grupos podr´ıan
moverse al otro. Por tanto, el paso 4 (fusio´n) permite hacer, en este caso, la
mezcla de ambos contenedores. Como se puede observar en la figura 3.15, el
grupo 1 queda inhabilitado en la matriz de prohibiciones, y las prohibiciones
que ten´ıa previamente se suman al grupo 0, que ahora contiene los controles
del grupo desactivado. Llegados a este punto, el algoritmo ha convergido.
Ante nuevas colisiones, las estructuras de datos seguira´n actualiza´ndose, pero
no se producira´ ninguna particio´n, migracio´n o fusio´n ma´s.
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Figura 3.13: Situacio´n del clasificador tras producirse la sexta colisio´n (c0 y
c5). De arriba a abajo y de izquierda a derecha: grupos creados, grafo, matriz
de prohibiciones, matriz de colisiones.
Figura 3.14: Situacio´n del clasificador tras producirse la se´ptima colisio´n (c2
y c5) y antes del paso de fusio´n. De arriba a abajo y de izquierda a derecha:
grupos creados, grafo, matriz de prohibiciones, matriz de colisiones.
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Figura 3.15: Situacio´n del clasificador tras producirse la se´ptima colisio´n (c2
y c5) y despue´s de realizar el paso de fusio´n de grupos. De arriba a abajo y de
izquierda a derecha: grupos creados, grafo, matriz de prohibiciones, matriz
de colisiones.
3.5. Conclusiones
En este cap´ıtulo se ha presentado un algoritmo basado en la simultaneidad
de interacciones para hacer frente a la tarea de diferenciacio´n de usuarios. Su
objetivo es conseguir clasificar los controles de una aplicacio´n sobre superficies
interactivas de acuerdo con el usuario que los esta´ manipulando, bajo la
hipo´tesis de que cada control u´nicamente es manipulado por un usuario, y
que un usuario so´lo manipula un control a la vez.
Primero, se ha presentado dicho algoritmo de forma gene´rica en cuatro
pasos ba´sicos, los cuales se han detallado matema´ticamente. A continuacio´n,
se ha hecho hincapie´ en la forma de implementarlo, indicando que´ estructuras
de datos se han utilizado, e introduciendo una clase llamada Classifier como
contenedora de la lo´gica del algoritmo de diferenciacio´n. Despue´s, cada uno
de los pasos del algoritmo ba´sico ha sido explicado con ma´s detalle utilizando
las estructuras de datos introducidas previamente.
El algoritmo propuesto se ejecuta cada vez que dos controles son manipu-
lados al mismo tiempo (a lo que se ha denominado “colisio´n”), obteniendo a
cada ejecucio´n un nuevo estado, es decir, una nueva agrupacio´n de controles.
De esta forma, si se produce el nu´mero suficiente de colisiones, el algoritmo
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convergera´ a una situacio´n en la que haya tantos grupos creados como usua-
rios interactuando, y todos los controles dentro de un grupo pertenezcan a
la misma persona. Esta propuesta no olvida nunca las colisiones producidas,
es decir, si dos controles colisionan sera´n considerados para siempre como
pertenecientes a usuarios disintos. Aunque el hecho de que el mismo usuario
manipule al mismo tiempo dos controles distintos viola nuestra hipo´tesis de
partida, cabr´ıa la posibilidad de que sucediera. Una posible forma de recu-
perarse ante esta situacio´n ser´ıa hacer que una colisio´n pudiera “olvidarse”
tras transcurrir un cierto periodo de tiempo, ya que cabe esperar que los
controles realmente pertenecientes a usuarios distintos este´n continuamente
colisionando entre ellos.
Otro punto de´bil del algoritmo es que los estados intermedios que se
obtienen pueden no ser o´ptimos, debido a que tras cada colisio´n so´lo se mueve
de grupo uno de los dos controles involucrados en la misma. Por tanto, puede
ser que en un momento dado haya ma´s grupos creados que usuarios reales.
Esto podr´ıa solucionarse explorando todos los cambios posibles de controles
entre grupos despue´s de cada colisio´n, pero ser´ıa ma´s ineficiente. Nuestra
propuesta busca obtener una solucio´n aceptable sin que se perjudique mucho
el coste computacional, puesto que no hay que olvidar que la tarea de la
diferenciacio´n de usuarios es una tarea secundaria y, por tanto, debe dejar
libre el procesador para ejecutar las aplicaciones principales.
Una mejora para el algoritmo en este aspecto ha sido disen˜ar el clasifi-
cador de controles de forma extensible, de forma que ciertas operaciones del
algoritmo puedan ser redefinidas mediante subclases de Classifier. En este
cap´ıtulo se han presentado tres versiones diferentes que, utilizando heur´ısti-
cas basadas en otro factor (la posicio´n de los controles, ver seccio´n 2.6),
pretenden realizar el movimiento de los controles de forma ma´s inteligente,
con la finalidad de reducir el nu´mero de colisiones necesarias para llegar a la
convergencia. El cap´ıtulo 4 las evaluara´ para mostrar su efectividad en este
aspecto.
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El ana´lisis del rendimiento de las versiones heur´ısticas del algoritmo pro-
puesto en el cap´ıtulo 3 puede realizarse en te´rminos de su complejidad compu-
tacional y en te´rminos de su efectividad distribuyendo los controles en gru-
pos. Es decir, no solamente de acuerdo al tiempo que tarda en realizar una
computacio´n despue´s de producirse una colisio´n, sino tambie´n analizando la
adecuacio´n del estado alcanzado despue´s de haberse procesado una colisio´n
usando cada una de las versiones propuestas.
En este cap´ıtulo se ha realizado un estudio comparativo entre las tres
versiones descritas en el cap´ıtulo 3: CRCM (seccio´n 3.2.1), FLCM (seccio´n
3.2.2) y RLCD (seccio´n 3.2.3). Adema´s, se ha an˜adido una versio´n menos
informada que sirve de referencia para comparar, donde el control seleccio-
nado para moverse es siempre aque´l que tenga ma´s grupos libres a los que ir
(con el fin de que el nu´mero de grupos no crezca de forma desorbitada), y el
grupo de destino es el primero que se encuentre libre.
Se ha implementado un simulador de colisiones con el que se pueden rea-
lizar un gran nu´mero de repeticiones para cada configuracio´n de para´metros
experimentales sin la intervencio´n de usuarios reales.
4.1. Equipamiento
El simulador implementado permite la especificacio´n de ciertos para´me-
tros de simulacio´n: las dimensiones de la superficie de trabajo, el nu´mero
de usuarios involucrados y su respectivo nu´mero de controles. En nuestros
experimentos, el valor para el para´metro “dimensiones de la superficie” se ha
fijado a 1024 × 768 p´ıxeles para simular una superficie comercial real como
es la Microsoft Pixelsense 1.0.
El simulador situ´a un cierto nu´mero de controles de forma aleatoria sobre
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Figura 4.1: Distribucio´n de los controles hecha por el simulador de colisiones
en una situacio´n hipote´tica con U = 3 y C = 4 (izquierda) y con U = 8 y
C = 2 (derecha).
la superficie, atendiendo a dos para´metros: el nu´mero de usuarios U que
pueden estar interactuando al mismo tiempo con la aplicacio´n, y el nu´mero de
controles por usuario C que cada uno posee. La distribucio´n de los controles
se ha realizado bajo la hipo´tesis de territorialidad ya comentada en cap´ıtulos
anteriores, bajo la cual se supone que los usuarios territorializan el espacio
frente a ellos y no suelen invadir las a´reas de otros Scott y otros (2004). As´ı, el
simulador divide la superficie en U secciones, como si los usuarios estuvieran
situados a su alrededor (simulando una situacio´n real como la que puede
verse en la figura 2.6), asignando el mismo espacio de trabajo a cada uno. A
continuacio´n, coloca C controles de un mismo usuario hipote´tico agrupados
frente a la posicio´n en la que e´ste se sentar´ıa, en posiciones aleatorias. Esta
distribucio´n del espacio puede observarse en la figura 4.1 con un ejemplo para
tres usuarios con cuatro controles por usuario (U = 3, C = 4, a la izquierda)
y con ocho usuarios con dos controles por cada uno (U = 8, C = 2, a la
derecha). Con esta configuracio´n realizada, se generan aleatoriamente todas
las posibles colisiones entre los controles de diferentes usuarios. Todas estas
secuencias de interacciones simuladas formara´n parte de los conjuntos de
datos usados como entrada en el estudio.
4.2. Procedimiento de los Experimentos
Se han conducido un conjunto de experimentos para averiguar si hay
diferencias significativas entre las versiones heur´ısticas presentadas cuando el
nu´mero de usuarios U y el nu´mero de controles C para cada usuario var´ıan.
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U Low 2, 3
Medium 4, 5, 6
High 7, 8, 9
C Low 1, 2, 3
Medium 4, 5, 6, 7
High 8, 9, 10
Tabla 4.1: Clasificacio´n de U y C por densidades.
El ana´lisis comparativo de las heur´ısticas propuestas se ha realizado, por
una parte, en te´rminos del coste computacional medido emp´ıricamente (ver
seccio´n 4.3.2, y, por otra parte, en te´rminos de una serie de me´tricas que
evalu´an la eficacia de cada versio´n distribuyendo los controles entre grupos
(ver seccio´n 4.4.1).
En el disen˜o experimental, el nu´mero de usuarios U ha sido variado de 2
a 9, y el nu´mero de controles por usuario C, de 1 a 10. Con el fin de sim-
plificar el ana´lisis, estos valores han sido organizados en grupos de densidad
(baja, media y alta), tal y como se muestra en la tabla 4.1. De entre todas
las posibles combinaciones de valores para C y U , se ha seleccionado alea-
toriamente un subconjunto de 3 candidatos representativos para cada una
de las diferentes densidades. Con estas combinaciones, se han generado los
correspondientes conjuntos de datos de acuerdo con las condiciones descritas
en la seccio´n 4.1, cambiando tanto la posicio´n de los controles como el orden
en el que se producen las colisiones. Todo esto ha resultado en 50 pruebas
por combinacio´n, lo que viene a resultar en 450 pruebas diferentes.
Una prueba, pues, se refiere a una combinacio´n espec´ıfica de U y C junto
con una secuencia ordenada de eventos de colisio´n entre los controles. Todo
evento de colisio´n producido en la secuencia de una prueba es procesado por
todas las versiones del algoritmo.
4.3. Estudio de la Complejidad
4.3.1. Ana´lisis Teo´rico
En cuanto a la complejidad computacional teo´rica, la eleccio´n de una
versio´n u otra es irrelevante, pues todas ellas tienen un coste O(K4), consi-
derando K el nu´mero de segmentos o grupos actuales. En el peor caso, que
corresponder´ıa a la situacio´n donde cada control se encuentra en un grupo
distinto y, por tanto, existe un segmento por control, K tiende al nu´mero
de controles n en la aplicacio´n. En este caso, la complejidad ser´ıa del orden
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de O(n4), tal y como se detalla a continuacio´n a partir del ana´lisis de los
algoritmos descritos en la seccio´n 3.3.2. Consideremos los siguientes casos:
1. Si la colisio´n se produce entre controles que ya han colisionado previa-
mente, o que se encuentran en grupos distintos, el coste es Θ(1).
2. Si la colisio´n se produce entre controles dentro de un mismo grupo, una
parte del algoritmo tiene un coste O(3n + K2K
2−K
2
), ma´s adema´s un
sobrecoste en los siguientes casos:
a) Si no hay necesidad de crear un grupo nuevo, ya que uno de los
controles que han colisionado puede moverse a un grupo existen-
te y activo, se aplica la heur´ıstica para elegir cua´l es el que debe
migrar, lo que an˜ade un coste de O(4K). Por otra parte, si no
se puede mover a ningu´n grupo existente, pero hay alguno in-
habilitado, el sobrecoste de reactivarlo y poner el control dentro
es Θ(K + 2n). En cambio, si no existen grupos inhabilitados, el
sobrecoste de crear uno nuevo y mover el control es Θ(n).
b) Si se pueden fusionar dos grupos, se an˜ade un sobrecoste de O(2n+
K).
As´ı, en el peor caso cuando los controles que colisionan esta´n en el mismo
grupo es cuando hay que elegir mediante heur´ısticas que´ control mover y a
que´ contenedores de los disponibles y, adema´s, se pueden fusionar dos de los
grupos existentes. En este caso, el coste total ser´ıa el que se muestra en la
ecuacio´n 4.1.
O
(
5n+
K4 −K3
2
+ 5K
)
= O
(
5n+
K4 −K3 + 10K
2
)
(4.1)
Teniendo en cuenta que K tiende a n, el coste se podr´ıa expresar con la
cota mostrada en la ecuacio´n 4.2.
O
(
5n+
n4 − n3 + 10n
2
)
= O
(
n4 − n3 + 20n
2
)
≈ O (n4) (4.2)
Cabe destacar que el coste anterior no tiene en cuenta que las estructuras
de datos esta´ticas pueden sobrepasar su capacidad y, por tanto, haya que
asignar ma´s memoria. Esta situacio´n es extrema, puesto que, en una situacio´n
real, el nu´mero de controles sobre la mesa esta´n limitados por las dimensiones
f´ısicas de la superficie. No obstante, en caso de necesitar una reasignacio´n de
memoria, el coste de esta operacio´n ser´ıa de Θ(n2) para copiar el contenido
de todos los vectores y matrices a las nuevas estructuras, aunque ser´ıa un
coste puntual an˜adido a la operacio´n de an˜adir un control nuevo.
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4.3.2. Evaluacio´n Experimental
A pesar de ser O(n4) un gran coste teo´rico, emp´ıricamente el tiempo no
resulta un factor cr´ıtico dadas las restricciones f´ısicas de las aplicaciones que
pueden hacer uso de este algoritmo. Recordemos que, en una situacio´n en
la que varios usuarios este´n interactuando al mismo tiempo sobre una mesa
interactiva, el nu´mero de dichos usuarios y el nu´mero de controles que posee
cada usuario son limitados.
En la ejecucio´n de las diferentes pruebas descritas en la seccio´n 4.2, se ha
almacenado, para cada combinacio´n de los para´metros U y C, el tiempo t (en
segundos) que han tardado en procesar cada una de las colisiones producidas
(que, recordemos, son todas las posibles entre todos los controles de diferentes
usuarios). Considerando numColisiones como el nu´mero total de colisiones
procesadas en cada prueba, se puede calcular el nu´mero de colisiones que ser´ıa
posible procesar por unidad de tiempo, de la siguiente forma: numColisiones
t
.
Como el coste depende del nu´mero de controles que haya en un momento
determinado sobre la superficie, se ha calculado este valor como n = U∆C,
de forma que el menor valor de n es 2 y se obtiene con U = 2 y C = 1; y
el mayor valor es 90, el cual se obtiene con U = 9 y C = 10. Para aquellas
pruebas que presentan un mismo valor de n (por ejemplo, la que combina
U = 3 con C = 5 y la que combina U = 5 con C = 3), se ha calculado el
valor medio de colisiones por segundo que se pueden procesar. Los resultados
se muestran en la figura 4.2 donde, a la izquierda, se puede ver la variacio´n
completa de nu´mero de controles n, y a la derecha se ha realizado un enfoque
sobre los valores ma´s altos de n (para una mejor visualizacio´n).
Como cabr´ıa esperar, a medida que se aumenta la cantidad de controles n,
el algoritmo tarda ma´s en procesar las colisiones y, por tanto, se pueden pro-
cesar menos por unidad de tiempo. No obstante, en el peor caso considerado
(90 controles, que es un valor demasiado alto para ser realista actualmente),
se pueden procesar 81.1 colisiones por segundo en la versio´n CRCM, 101.1
en FLCM; y 91.2 en RLCD, que son valores muy elevados. Adema´s, como se
puede observar en las gra´ficas, las tres versiones heur´ısticas se comportan de
forma similar, pudiendo procesar unas pocas menos colisiones por segundo
que la versio´n de control utilizada para comparar. Esto es as´ı debido a que
la evaluacio´n de las heur´ısticas conlleva un coste. No obstante, vistos los re-
sultados, se puede afirmar que el tiempo de ejecucio´n parece no ser un factor
cr´ıtico a la hora de elegir una versio´n u otra. Adema´s, como se explicara´ en
la seccio´n 4.4.1, utilizar heur´ısticas presenta ciertas ventajas respecto a la
versio´n desinformada.
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Figura 4.2: Evolucio´n del nu´mero de colisiones que se pueden procesar por
segundo, dependiendo del nu´mero de controles que haya sobre la superficie.
A la izquierda, figura completa; a la derecha, detalle.
4.4. Estudio de la Efectividad en la Distribu-
cio´n de Controles
En esta seccio´n se va a tratar de evaluar que´ versio´n provee una mejor
distribucio´n de los controles entre los grupos.
4.4.1. Funciones de Bondad
Para estudiar la bondad de las diferentes versiones, se han implementado
varias funciones. Para cada colisio´n observada, e´stas representan cua´n lejos
se encuentra el estado alcanzado despue´s de la colisio´n de la situacio´n ideal
en la que todos los controles han sido clasificados satisfactoriamente. Tal
y como se han definido estas funciones, cuanto ma´s cercano sea su valor a
cero, mejor es la versio´n considerada. Un valor de cero corresponder´ıa a una
clasificacio´n ideal en la que todos los grupos contienen u´nicamente controles
de un solo usuario y hay tantos grupos como usuarios.
Sea uk el nu´mero de usuarios distintos que tienen controles dentro del
grupo k; K, el nu´mero de grupos existentes actualmente; nk, el nu´mero de
controles dentro de k; U , el nu´mero de participantes; y C, el nu´mero de
controles que posee cada usuario. Las funciones medidas esta´n definidas a
continuacio´n.
Funcio´n F1 (exceso de usuarios): Idealmente, so´lo deber´ıa haber un
segmento por usuario. Esta funcio´n mide la diferencia entre el nu´mero
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actual de usuarios con controles dentro de un grupo con respecto a la
situacio´n deseada. La ecuacio´n 4.3 expresa esta funcio´n matema´tica-
mente.
F1 =
∑
k∈Grupo(uk−1)2
U
K
(4.3)
Funcio´n F2 (exceso de controles): En la situacio´n ideal, deber´ıa haber
C controles por usuario en cada grupo. Esta funcio´n computa la di-
ferencia entre el nu´mero de controles actual dentro de un contenedor
con respecto a la situacio´n deseada. En la ecuacio´n 4.4 esta definida en
te´rminos matema´ticos.
F2 =
∑
k∈Grupo(nk−C)2
C
K
(4.4)
Funcio´n F3 (dispersio´n de controles): Los controles dentro de un gru-
po deber´ıan pertenecer a un mismo usuario y, por tanto, encontrarse
f´ısicamente cerca los unos de los otros. Esta funcio´n mide la distancia
entre los controles y el centroide de su respectivo contenedor. Cuanto
ma´s agrupados este´n, ma´s cercano a cero sera´ el valor de esta funcio´n.
Matema´ticamente, F3 esta´ expresada en la ecuacio´n 4.5.
F3 =
∑
k∈Grupo
∑
c∈k
‖centroid(k)−cpos‖2
nk
K
(4.5)
Funcio´n F4 (falta o exceso de grupos): En la situacio´n ideal, el nu´mero
de contenedores K deberia ser igual al nu´mero de usuarios U , puesto
que cada uno de ellos deber´ıa albergar a los controles de un usuario
determinado. Por tanto, esta funcio´n mide la escasez (valores negati-
vos) o exceso (valores positivos) de grupos con respecto a esta situacio´n
o´ptima. En la ecuacio´n 4.6 esta´ expresada esta funcio´n en forma ma-
tema´tica.
F4 = K − U (4.6)
Adema´s de las funciones previas, se han realizado diversos refinamientos
a la funcio´n F1 dado que la heterogeneidad de cada grupo en te´rminos de
los usuarios incluidos es un factor clave de calidad. En este sentido, se desea
prestar atencio´n al grado de “densidad” de esta heterogeneidad en te´rminos
de la proporcio´n de controles de un determinado usuario en un grupo con
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respecto a la proporcio´n de controles en ese mismo contenedor pertenecientes
a otros usuarios. Esta densidad de heterogeneidad puede expresarse como se
indica en la ecuacio´n 4.7, siendo nuk el nu´mero de controles en un grupo k
pertenecientes al usuario u.
ρuk =
nuk
nk
(4.7)
A continuacio´n se definen una serie de funciones de bondad adicionales
que tienen en cuenta la anteriormente mencionada densidad de heterogenei-
dad de cada grupo.
Funcio´n F5 (proporcio´n de controles: ma´ximo): Toma el valor ma´ximo
de densidades en cada contenedor y obtiene el valor medio de entre
todos los grupos. En otras palabras, mide la bondad de una versio´n de-
terminada como cua´n efectiva es en te´rminos de incrementar la densi-
dad media ma´xima de cada grupo. La ecuacio´n 4.8 expresa esta funcio´n
matema´ticamente.
F5 = 1−
∑
k∈Grupo ma´xu usuario con controles en k ρ
u
k
K
(4.8)
Funcio´n F6 (proporcio´n de controles: ma´ximo - mı´nimo): Toma la dife-
rencia entre los valores de densidad ma´ximo y mı´nimo en cada grupo
y obtiene un valor medio. Lo que mide es la efectividad de una versio´n
determinada para incrementar la diferencia entre los valores ma´ximo
y mı´nimo de densidad dentro de un segmento. En la ecuacio´n 4.9 se
expresa matema´ticamente.
F6 = 1−
∑
k∈Grupo x
K
, donde
x =

(
ma´x
u
ρuk
)
−
(
mı´n
u
ρuk
)
si uk > 1
ρuk en otro caso
y siendo u un usuario con controles dentro de k.
(4.9)
Funcio´n F7 (proporcio´n de controles: ma´ximo1 - ma´ximo2): Toma la
diferencia entre los dos valores ma´ximos de densidad en cada contene-
dor y a continuacio´n obtiene el valor medio de dichas diferencias. Esta
funcio´n mide la efectividad de una heur´ıstica determinada en reducir
el nu´mero de densidades ma´ximas en un grupo. Los grupos con altos
valores de densidad para diferentes usuarios provocara´n potencialmente
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un gran nu´mero de migraciones de controles en el futuro para alcanzar
la situacio´n ideal en la que todos los controles dentro de un segmento
determinado pertenezcan a un mismo usuario. Esta funcio´n esta´ expre-
sada en te´rminos matema´ticos en la ecuacio´n 4.10.
F7 = 1−
∑
k∈Grupo x
K
, donde
x =
{
ρuk si uk = 1
max1−max2 en otro caso
max1 = ma´x
u usuario con controles en k
ρuk
max2 = ma´x
u usuario con controles en k excepto umax
ρuk
umax = arg max’
u usuario con controles en k
ρuk
(4.10)
Funcio´n F8 (proporcio´n de controles: ma´ximo - resto): E´sta es una ver-
sio´n ma´s elaborada basada en F6 y F7, en la cual no so´lo se calculan
las diferencias entre las densidades ma´xima y mı´nima o entre las dos
ma´ximas dentro de cada grupo, sino que se toma la diferencia entre el
valor ma´s alto y la media del resto de densidades. La ecuacio´n 4.11 la
expresa matema´ticamente.
F8 = 1−
∑
k∈Grupo x
K
, donde
x =
{
ρuk si uk = 1
max− rest en otro caso
max = ma´x
u usuario con controles en k
ρuk
rest =
∑
u usuario con controles en k excepto umax ρ
u
k
uk − 1
(4.11)
Despue´s de cada colisio´n procesada en cada experimento, se ha realizado
el co´mputo de cada una de las funciones de bondad sobre el estado de la
clasificacio´n, y se han guardado estos valores.
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4.4.2. Resultados y Discusio´n
Cada experimento se ha nombrado de la forma UxCy, donde x es el nu´me-
ro de usuarios involucrados e y, el nu´mero de controles que cada uno posee.
Las tablas 4.2-4.9 muestran una ordenacio´n de las versiones heur´ısticas (de la
mejor a la peor) basada en cada funcio´n de bondad. Con el fin de aumentar
la legibilidad de las tablas, los nombres de las versiones han sido substituidos
por nu´meros. La versio´n 0 representa la anteriormente mencionada versio´n
de control (que no contempla el factor que mide las distancias entre con-
troles), y las versiones 1, 2 y 3 representan a las CRCM, FLCM y RLCD,
respectivamente.
En las tablas, las diferentes versiones forman grupos (separados por guio-
nes) si no hay diferencias significativas entre ellas. Dentro de cada grupo,
esta´n tambie´n ordenadas de acuerdo a su valor medio (de menor a mayor).
Por ejemplo, en la tabla 4.2, la entrada para el experimento U6C2 es “32-
1-0”. Este valor implica que, en te´rminos de la funcio´n F1, hay tres grupos
de versiones estad´ısticamente diferentes, siendo la 3 (RLCD) y la 2 (FLCM)
las mejores, seguidas por la 1 (CRCM) y, finalmente, por la 0 (versio´n de
control), que es la que peor se comporta. No obstante, a pesar de que no hay
diferencias significativas entre la 3 y la 2, el valor medio de F1 para la versio´n
3 es menor que para la 2, y por eso ha sido listada primero en el grupo “32”.
Para determinar dichos grupos de versiones, se han comprobado estad´ısti-
camente las diferencias entre sus valores para las funciones de bondad. Cuan-
do se pod´ıa asumir normalidad en los datos (basada en test Shapiro-Wilk), se
ha realizado un ANOVA para determinar si hab´ıan diferencias significativas
entre las versiones. Y, en caso afirmativo, se han realizado comparaciones
por parejas, usando el me´todo de Bonferroni, para determinar que´ versiones
eran estad´ısticamente diferentes unas de otras. Sin embargo, cuando no se
pod´ıa aceptar la asuncio´n de normalidad, se ha realizado un test Kruskal-
Wallis con sus comparaciones entre pares respectivas. De un modo u otro, la
idea es ser capaz de decidir si la efectividad de una versio´n heur´ıstica difiere
significativamente del resto para una funcio´n de bondad dada.
El ana´lisis de la tabla 4.2 (F1, exceso de usuarios) muestra que no hay
una separacio´n clara entre versiones para densidades bajas tanto de U como
de C, aunque a veces la versio´n desinformada tomada como control parece
separarse del resto. Esto indica que, cuando el nu´mero de usuarios interac-
tuando o el nu´mero de controles por usuario es pequen˜o, utilizar una versio´n
informada tiende a separar ma´s ra´pidamente los controles de los diferentes
usuarios que la versio´n desinformada. A medida que las densidades de U y C
crecen, se hace ma´s clara la diferencia entre versiones. La desinformada pre-
senta los peores resultados, seguida por la versio´n 1 (CRCM) que so´lo toma
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U
Low Medium High
C Low U2C2 3120 U4C1 3201 U7C3 3-2-10
U3C1 0123 U5C3 32-10 U8C2 3210
U3C3 3-201 U6C2 32-1-0 U9C1 23-01
Medium U2C5 312-0 U4C6 3-2-1-0 U7C4 3-2-1-0
U2C6 312-0 U5C5 3-2-1-0 U8C6 3-2-1-0
U3C7 3-21-0 U6C7 3-2-1-0 U9C5 3-2-1-0
High U2C8 3-120 U4C10 3-2-1-0 U7C10 3-2-1-0
U2C9 312-0 U5C8 3-2-1-0 U8C8 3-2-1-0
U3C10 3-21-0 U6C9 3-2-1-0 U9C9 3-2-1-0
Tabla 4.2: Clasificacio´n de las versiones de mejor a peor para la funcio´n de
bondad F1.
en consideracio´n la distancia a los grupos disponibles para escoger que´ con-
trol mover en caso de colisio´n. La 2 (FLCM), que elige siempre el control
ma´s lejano al centroide del grupo actual, parece ser algo mejor, pero la com-
binacio´n de las versiones CRCM y FLCM en la RLCD es la que supera a
las otras, manteniendo agrupados, mayormente, los controles de un mismo
usuario. La figura 4.3 muestra los valores medidos de F1 tras cada colisio´n
para un experimento con densidades medias tanto de U como de C. Tal y
como se puede observar, el uso de heur´ısticas reduce claramente el exceso de
usuarios dentro de los grupos.
Respecto a F2, el exceso de controles (ver tabla 4.3), no hay diferencias
significativas con respecto a las versiones 2 (FLCM) y 3 (RLCD), las cuales
son mejores que las otras dos para combinaciones de densidades medias y
altas de U y C. Esto significa que, cuando se intenta tener C controles en cada
grupos (lo cual ser´ıa la situacio´n ideal), la decisio´n correcta a tomar es mover
el control que se encuentra ma´s cerca del centroide de su propio contenedor.
Para bajas densidades de controles por usuario, no hay diferencias claras
entre versiones. Adicionalmente, algunas combinaciones de taman˜o medio de
usuarios y controles muestra un conjunto variable de versiones ganadoras.
Estos resultados variables nos llevan a concluir que F2 no es una funcio´n
discriminante para medir la bondad de las versiones, tal y como indica la
figura 4.4.
La funcio´n F3 (ver tabla 4.4) mide la distancia media entre los controles
clasificados en el mismo grupo y su centroide. Dado que esta funcio´n mide
las distancias entre controles, es de esperar que las versiones heur´ısticas pre-
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Figura 4.3: Evolucio´n de F1 con las colisiones producidas en el experimento
U5C5.
U
Low Medium High
C Low U2C2 1302 U4C1 3201 U7C3 2301
U3C1 0123 U5C3 3201 U8C2 2310
U3C3 0132 U6C2 2-310 U9C1 23-01
Medium U2C5 1320 U4C6 3210 U7C4 23-01
U2C6 13-20 U5C5 32-10 U8C6 23-0-1
U3C7 3120 U6C7 32-01 U9C5 23-01
High U2C8 13-02 U4C10 321-0 U7C10 32-1-0
U2C9 13-20 U5C8 32-1-0 U8C8 32-01
U3C10 321-0 U6C9 32-10 U9C9 32-01
Tabla 4.3: Clasificacio´n de las versiones de mejor a peor para la funcio´n de
bondad F2.
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Figura 4.4: Evolucio´n de F2 con las colisiones producidas en el experimento
U5C5.
senten un mejor valor que la versio´n desinformada (la cual escoge en funcio´n
del nu´mero de categor´ıas disponibles). Y, efectivamente, los resultados reve-
lan que, para cualquier combinacio´n de densidades medias y altas, hay una
separacio´n clara entre las versiones. La RLCD (nu´mero 3) es la vencedora a
la hora de mantener juntos los controles ma´s pro´ximos los unos a los otros
(ver figura 4.5), seguida en este orden por la 2 (FLCM) y la 1 (CRCM).
La separacio´n no es tan marcada para bajas densidades de C y medias/ba-
jas densidades de U , pero la tendencia es la misma. No obstante, para una
baja densidad de nu´mero de usuarios no hay diferencias significativas entre
versiones, aunque RLCD parece mostrar valores medios menores de F3.
Las diferencias entre versiones no son muy fuertes considerando F4 (la fal-
ta o exceso de grupos), tal y como se puede observar en la figura 4.6 as´ı como
en la tabla 4.5. Aunque la RLCD parece superar a la versio´n desinformada
para combinaciones de densidades medias y altas de U y C, es necesario
considerar densidades altas de C para poder diferenciar entre las diferentes
versiones heur´ısticas. En este caso, la que genera un nu´mero de segmentos
ma´s pro´ximo al caso ideal es la versio´n 3 (RLCD), seguida por las otras dos
heur´ısticas y, finalmente, la versio´n de control. A pesar de ser una me´trica
para evaluar cua´n cerca esta´ una versio´n del caso ideal, esta funcio´n es im-
portante para medir la bondad de una heur´ıstica, pues un gran exceso en
el nu´mero de grupos podr´ıa ser perjudicial para el coste computacional, que
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U
Low Medium High
C Low U2C2 3210 U4C1 3201 U7C3 3-2-1-0
U3C1 3210 U5C3 32-1-0 U8C2 3-21-0
U3C3 3210 U6C2 32-1-0 U9C1 3210
Medium U2C5 3210 U4C6 3-21-0 U7C4 3-2-1-0
U2C6 3210 U5C5 3-2-1-0 U8C6 3-2-1-0
U3C7 321-0 U6C7 3-2-1-0 U9C5 3-2-1-0
High U2C8 3120 U4C10 3-21-0 U7C10 3-2-1-0
U2C9 3120 U5C8 3-2-1-0 U8C8 3-2-1-0
U3C10 3-21-0 U6C9 3-2-1-0 U9C9 3-2-1-0
Tabla 4.4: Clasificacio´n de las versiones de mejor a peor para la funcio´n de
bondad F3.
Figura 4.5: Evolucio´n de F3 con las colisiones producidas en el experimento
U5C5.
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U
Low Medium High
C Low U2C2 3120 U4C1 1023 U7C3 1302
U3C1 0123 U5C3 1320 U8C2 10-32
U3C3 1032 U6C2 1-302 U9C1 01-23
Medium U2C5 1320 U4C6 3-12-0 U7C4 3120
U2C6 3120 U5C5 321-0 U8C6 31-2-0
U3C7 3-12-0 U6C7 321-0 U9C5 132-0
High U2C8 31-02 U4C10 3-21-0 U7C10 3-21-0
U2C9 31-20 U5C8 3-21-0 U8C8 3-21-0
U3C10 321-0 U6C9 32-1-0 U9C9 3-21-0
Tabla 4.5: Clasificacio´n de las versiones de mejor a peor para la funcio´n de
bondad F4.
es funcio´n del nu´mero de grupos total K: O(K4). La figura 4.6 muestra la
evolucio´n de F4 con respecto al nu´mero de colisiones procesadas. Al principio
hay menos grupos de los deseados, y, a partir de la sexage´sima colisio´n, hay
un nu´mero excesivo de e´stos. Sin embargo, este exceso es bastante pequen˜o
y, por lo tanto, no es un problema cr´ıtico para el coste computacional.
Las funciones F5 (tabla 4.6), F6 (tabla 4.7), F7 (tabla 4.8) y F8 (tabla 4.9)
miden la heterogeneidad interior a un grupo en te´rminos de la proporcio´n de
controles pertenecientes a cada usuario que tiene controles en dicho grupo.
A pesar de que estas funciones difieren entre ellas, esencialmente miden un
factor similar (la heterogeneidad de densidad de controles), y, por tanto, en
teor´ıa deber´ıan mostrar una capacidad similar para discriminar entre ver-
siones. Los resultados corroboran esta suposicio´n, y, tal y como ocurre con
las otras funciones de bondad explicadas anteriormente, las diferencias entre
versiones se hacen ma´s evidentes cuando se manejan combinaciones de den-
sidades medias y altas tanto de U y de C. En este caso, tal y como se puede
observar en la figura 4.7, la versio´n RLCD es superior al resto, seguida, en este
orden, por las versiones 2 (FLCM), 1 (CRCM) y 0 (desinformada). Adema´s,
cuando se trata con bajas densidades de U o C, las versiones CRCM y FLCM
se degradan y resultan tan efectivas como la versio´n de control, pero, aun
as´ı, la RLCD destaca como la mejor en la mayor parte de los casos.
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Figura 4.6: Evolucio´n de F4 con las colisiones producidas en el experimento
U5C5.
U
Low Medium High
C Low U2C2 3120 U4C1 3021 U7C3 3-2-1-0
U3C1 0123 U5C3 32-1-0 U8C2 32-1-0
U3C3 3-210 U6C2 32-1-0 U9C1 32-10
Medium U2C5 312-0 U4C6 3-2-1-0 U7C4 3-2-1-0
U2C6 3120 U5C5 3-2-1-0 U8C6 3-2-1-0
U3C7 3-21-0 U6C7 3-2-1-0 U9C5 3-2-1-0
High U2C8 31-20 U4C10 3-2-1-0 U7C10 3-2-1-0
U2C9 31-20 U5C8 3-2-1-0 U8C8 3-2-1-0
U3C10 3-2-1-0 U6C9 3-2-1-0 U9C9 3-2-1-0
Tabla 4.6: Clasificacio´n de las versiones de mejor a peor para la funcio´n de
bondad F5.
74
4.4. ESTUDIO DE LA EFECTIVIDAD EN LA DISTRIBUCIO´N DE
CONTROLES
U
Low Medium High
C Low U2C2 3120 U4C1 3021 U7C3 3-2-1-0
U3C1 0123 U5C3 32-1-0 U8C2 32-1-0
U3C3 3-210 U6C2 32-1-0 U9C1 32-10
Medium U2C5 312-0 U4C6 3-2-1-0 U7C4 3-2-1-0
U2C6 3120 U5C5 3-2-1-0 U8C6 3-2-1-0
U3C7 3-21-0 U6C7 3-2-1-0 U9C5 32-10
High U2C8 31-20 U4C10 3-2-1-0 U7C10 3-2-1-0
U2C9 31-20 U5C8 3-2-1-0 U8C8 3-2-1-0
U3C10 3-2-1-0 U6C9 32-1-0 U9C9 3-2-1-0
Tabla 4.7: Clasificacio´n de las versiones de mejor a peor para la funcio´n de
bondad F6.
U
Low Medium High
C Low U2C2 3120 U4C1 3021 U7C3 3-2-1-0
U3C1 0123 U5C3 32-1-0 U8C2 32-1-0
U3C3 3-210 U6C2 32-1-0 U9C1 32-10
Medium U2C5 312-0 U4C6 3-2-1-0 U7C4 3-2-1-0
U2C6 3120 U5C5 3-2-1-0 U8C6 3-2-1-0
U3C7 3-21-0 U6C7 3-2-1-0 U9C5 32-1-0
High U2C8 31-20 U4C10 3-2-1-0 U7C10 3-2-1-0
U2C9 31-20 U5C8 3-2-1-0 U8C8 3-2-1-0
U3C10 3-2-1-0 U6C9 32-1-0 U9C9 3-2-1-0
Tabla 4.8: Clasificacio´n de las versiones de mejor a peor para la funcio´n de
bondad F7.
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U
Low Medium High
C Low U2C2 3120 U4C1 3021 U7C3 3-2-1-0
U3C1 0123 U5C3 32-1-0 U8C2 32-1-0
U3C3 3-210 U6C2 32-1-0 U9C1 32-10
Medium U2C5 312-0 U4C6 3-2-1-0 U7C4 3-2-1-0
U2C6 3120 U5C5 3-2-1-0 U8C6 3-2-1-0
U3C7 3-21-0 U6C7 3-2-1-0 U9C5 32-1-0
High U2C8 31-20 U4C10 3-2-1-0 U7C10 3-2-1-0
U2C9 31-20 U5C8 3-2-1-0 U8C8 3-2-1-0
U3C10 3-2-1-0 U6C9 32-1-0 U9C9 3-2-1-0
Tabla 4.9: Clasificacio´n de las versiones de mejor a peor para la funcio´n de
bondad F8.
Figura 4.7: Evolucio´n de F5, F6, F7 y F8 con las colisiones producidas en el
experimento U5C5.
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4.5. Conclusiones
En este cap´ıtulo se han evaluado las diferentes versiones heur´ısticas del
algoritmo de diferenciacio´n presentadas en el cap´ıtulo 3 con respecto a dos
caracter´ısticas: su coste computacional y su efectividad a la hora de mover
los controles entre grupos, que indica cua´n ra´pido convergen los algoritmos
a la situacio´n ideal donde se tenga tantos grupos como usuarios y todos los
controles dentro de un grupo pertenezcan al mismo duen˜o. Se han comparado
las tres versiones entre ellas y tambie´n con una versio´n desinformada que
mueve los controles sin aplicar ninguna heur´ıstica basada en distancias.
Respecto al coste computacional, las tres versiones (y la desinformada)
presentan el mismo coste asinto´tico O(n4), siendo n el nu´mero de controles
en la aplicacio´n. Pese a esta gran cota, se ha comprobado emp´ıricamente que
el nu´mero de colisiones que son capaces de procesar es bastante alto incluso
con configuraciones experimentales que presentan un nu´mero de controles
muy elevado, si se tiene en cuenta que el taman˜o de las superficies interac-
tivas actuales no permite colocar muchos elementos sobre e´sta. Tambie´n se
ha podido observar que las tres heur´ısticas presentan resultados similares,
mientras que la versio´n desinformada permite procesar un mayor nu´mero de
colisiones por segundo. Esto ocurre porque la operacio´n de elegir el control
a ser migrado de grupo se realiza de forma trivial.
Atendiendo a la efectividad realizando las agrupaciones, se han definido
una serie de funciones de bondad que sirven como me´tricas para esta ca-
racter´ıstica. Segu´n e´stas, el uso de heur´ısticas presenta mejores resultados
que escoger como control a ser movido aque´l que simplemente presente un
mayor nu´mero de destinos disponibles (o arbitrariamente en caso de empa-
te). Este comportamiento se acentu´a a medida que el nu´mero de usuarios
interactuando en la aplicacio´n U y el nu´mero de controles por usuario C au-
mentan. No obstante, es importante notar que, incluso con valores pequen˜os
de estos dos para´metros, la distribucio´n de controles realizada por algunas
versiones heur´ısticas es normalmente mejor que la obtenida con la versio´n
de control desinformada. Adema´s, aunque tallas grandes de U y C podr´ıan
ser consideradas poco realistas actualmente debido a las acotadas dimensio-
nes de las mesas interactivas, la combinacio´n de valores medios de U y C
todav´ıa soporta estas conclusiones. Los resultados muestran tambie´n que la
versio´n heur´ıstica RLCD, que es la ma´s elaborada en te´rminos de medicio´n
de la heterogeneidad dentro de cada grupo, es la ganadora bajo todas las
circunstancias consideradas excepto cuando se trabaja con valores bajos de
densidad de usuarios o controles. Esto implica que no siempre es preferible
mover un control que esta´ ma´s cerca de un contenedor libre de colisiones si
tambie´n esta´ muy cerca del resto de controles en su grupo actual, y viceversa.
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5.1. Conclusiones
Este trabajo empieza exponiendo la necesidad de realizar una distincio´n
entre los usuarios que esta´n interactuando al mismo tiempo alrededor de una
mesa interactiva. Esta informacio´n podr´ıa permitir al sistema adaptar sus
interfaces automa´ticamente, permitiendo a los usuarios concentrarse en sus
tareas primarias.
La revisio´n de otros trabajos relacionados con el tema parece llevar a la
conclusio´n de que abordar este problema sin an˜adir hardware externo a la
superficie interactiva parece ser preferible. Por tanto, en este trabajo se ha
propuesto una solucio´n puramente software para el problema de la diferen-
ciacio´n de usuarios, simplemente teniendo en cuenta ciertas caracter´ısticas
discriminantes que diferencian a unos usuarios de otros cuando interactu´an
con este tipo de aplicaciones.
Se han identificado algunas de estas caracter´ısticas o factores diferen-
ciadores, algunos ya explorados en la literatura. Tras la exploracio´n de los
mismos, se observa que utilizar un solo factor no permite distinguir correc-
tamente entre todos los usuarios posibles que puedan situarse en la mesa,
independientemente de su posicio´n e interacciones, y se intuye que una com-
binacio´n de varios de ellos pueda proporcionar resultados ma´s robustos.
Se ha implementado un algoritmo de segmentacio´n que mantiene los con-
troles sobre la superficie en diferentes grupos si se asume que pertenecen a
usuarios distintos, consiguiendo as´ı la diferenciacio´n de los usuarios mani-
pulando dichos controles. Para ello, se ha explorado un factor todav´ıa no
estudiado en profundidad por otros autores: la manipulacio´n simultanea de
los controles. Observaciones realizadas por otros investigadores sugieren que
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los usuarios no suelen manejar los elementos de interfaz con ambas manos,
por tanto, la idea de este factor es que, si en un momento determinado, dos
controles esta´n siendo manipulados a la vez, es porque pertenecen a usuarios
distintos.
El algoritmo sigue un disen˜o gene´rico de forma que ciertas operaciones
ba´sicas pueden ser implementadas de formas distintas, obteniendo as´ı dife-
rentes versiones. Esta caracter´ıstica es particularmente interesante, ya que
permitira´ en el futuro extender el algoritmo fa´cilmente con informacio´n so-
bre otros factores, simplemente sobrescribiendo estas operaciones. En este
trabajo se han implementado tres versiones diferentes para el movimiento de
los controles entre grupos basadas en diferentes heur´ısticas. E´stas han sido
denominadas CRCM (Closest Remote Centroid Migration), FLCM (Furthest
Local Centroid Migration) y RLCD (Remote-Local Centroids Difference), e
incluyen los beneficios de otro factor: la posicio´n en la que esta´n situados
los controles sobre la mesa. Mientras CRCM selecciona para migrar aque´l
control que se encuentre ma´s cerca de un grupo disponible, FLCM elige el
que se encuentre ma´s lejos del centroide de su propio contenedor. RLCD es
una versio´n h´ıbrida de las dos primeras.
Posteriormente, se ha realizado una comparacio´n en un entorno simula-
do de las tres versiones heur´ısticas entre ellas y tambie´n contra otra, menos
informada, que se ha utilizado como control. E´sta selecciona como elemento
a mover aque´l que tenga ma´s grupos disponibles a los que ir y, en el caso de
un muy probable empate, lo selecciona arbitrariamente. La comparacio´n se
ha realizado de acuerdo a ocho funciones de bondad que miden la calidad de
los movimientos efectuados entre los controles, y los resultados han mostrado
que, en general, la versio´n RLCD es la que mejor se comporta. Las diferencias
entre versiones se acentu´an ma´s a medida que el nu´mero de controles sobre
la aplicacio´n crece. Cuando se consideran pocos usuarios interactuando cada
uno con pocos controles, la versio´n RLCD parece no destacar. Sin embargo,
en estas situaciones cuando la superficie no esta´ muy poblada, la necesidad
de territorializar la superficie automa´ticamente no es muy grande y, por tan-
to, podr´ıa no ser necesario la aplicacio´n de algoritmos de diferenciacio´n de
usuarios como el presentado en este trabajo.
Las diferentes versiones han sido comparadas tambie´n con respecto a su
coste computacional. Por una parte, se ha observado que las distintas ver-
siones heur´ısticas no parecen diferir mucho unas de otras en este aspecto,
aunque la versio´n desinformada usada como control parece ser ligeramente
ma´s ra´pida. Esto era de esperar, puesto que la decisio´n de mover un control
de un grupo a otro la toma de una forma ma´s “ciega”, lo que perjudica su
comportamiento de acuerdo a las funciones de bondad comentadas anterior-
mente. No obstante, cualquiera de las versiones heur´ısticas permite procesar
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un gran nu´mero de colisiones por segundo, por lo que la eficiencia compu-
tacional no parece ser un problema.
En resumen, el algoritmo disen˜ado en este trabajo inicia la exploracio´n
del factor “manipulacio´n simulta´nea de controles” para conseguir la diferen-
ciacio´n de usuarios. Sin embargo, no se consigue una distincio´n completa
hasta que se producen muchas colisiones entre los diferentes elementos de
cada usuario.
5.2. Trabajo Futuro
Como trabajo futuro, se seguira´ probando este algoritmo con la heur´ısti-
ca RLCD, y se realizara´n experimentos con usuarios para poder probar su
efectividad real en una tarea que requiera realizar diferenciacio´n de usuarios.
Tambie´n se combinara´ este factor con los otros identificados en este trabajo
(y algunos ya explorados por otros autores), con el objetivo de comprobar si
se incrementa la robustez y la precisio´n del diferenciador cuando se combinan
varios factores.
Finalmente, tambie´n sera´ objeto de estudio determinar en que´ tipo de
aplicaciones y tareas resulta ma´s o menos conveniente usar un factor u otro,
ya que puede ser que no todos sean u´tiles en todos los contextos.
5.3. Publicaciones
Este trabajo ha derivado en la publicacio´n de un art´ıculo de investigacio´n:
Fernando Garc´ıa, Javier Jae´n, Alejandro Catala´. Evaluating Heuristics
for Tabletop User Segmentation Based on Simultaneous Interaction. En
Expert Systems with Applications, 40(14), pa´gs. 5578-5587. Octubre de
2013 (JCR, IF:1.854, 31/114 1er tercil T1).
Adema´s, tambie´n se han obtenido otras publicaciones relacionadas con
el estudio de interfaces gra´ficas de usuario e interfaces tangibles de usuario
(Fitzmaurice y otros, 1995; Ishii y Ullmer, 1997):
Alejandro Catala´, Fernando Garc´ıa, Patricia Pons, Javier Jae´n, Jose
Antonio Mochol´ı. AGORAS: Towards collaborative game-based lear-
ning experiences on surfaces. En Proceedings of the International Con-
ference on Cognition and Exploratory Learning (CELDA 2012), pa´gs.
147-154. IADIS. Octubre de 2012.
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Alejandro Catala´, Fernando Garc´ıa, Jose Azor´ın, Javier Jae´n, Jose An-
tonio Mochol´ı. Exploring Direct Communication and Manipulation on
Interactive Surfaces to Foster Novelty in a Creative Learning Envi-
ronment. En International Journal of Computer Science Research and
Application, 2(1), pa´gs. 15-24. Edicio´n especial, art´ıculos extendidos
seleccionados de ICVL2011 (aceptacio´n del 20 %).
Alejandro Catala´, Javier Jae´n, Fernando Garc´ıa, Patricia Pons. Ow-
nership and Dominance in Tabletop Based Collaboration for Creative
Tasks. En Actas de las Jornadas sobre aprendizaje colaborativo en en-
tornos virtuales de la red. Red tema´tica sobre Aprendizaje Colaborativo
en Entornos Virtuales (RACEV), 2012.
Alejandro Catala´, Fernando Garc´ıa, Javier Jae´n, Jose Antonio Mo-
chol´ı. TangiWheel: A widget for Manipulating Collections on Tabletop
Displays Supporting Hybrid Input Modality. En Journal of Compu-
ter Science and Technology, 27(4), pa´gs. 811-829. Julio de 2012 (JCR,
IF:0.656).
Alejandro Catala´, Fernando Garc´ıa, Jose Azor´ın, Javier Jae´n, Jose An-
tonio Mochol´ı. Exploring Direct Communication and Manipulation on
Interactive Surfaces to Foster Novelty in a Creative Learning Envi-
ronment. En Proceedings of the International Conference on Virtual
Learning (ICVL’11). Distinguido con el premio a la excelencia de la
conferencia.
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