We show that a small-scale wave front can be reconstructed by an algebraic procedure from its intensity distribution in the focal plane, except for the ambiguities of the piston phase and the point-symmetrical solution of the complex conjugate. Details of the reconstruction procedure for a 3 ϫ 3 wave front are presented, and the effectiveness of this procedure for a contaminated case is shown by computer simulation. A method for overcoming the ambiguity problem resulting from the point-symmetrical solution is also suggested.
Introduction
Wave-front reconstruction from a single intensity distribution in the focal plane is known as the phase problem in optics. 1, 2 The autocorrelation of a wave front is related to the intensity distribution through the inverse Fourier transform. Consequently, the problem is redefined as the reconstruction of a wave front from its autocorrelation.
In this paper the wave front and the intensity distribution are treated as discretized signals. Then a wave front is determined uniquely by its autocorrelation for most cases for a more than one-dimensional problem because a polynomial function of two variables is almost always irreducible. 3 Lane and Bates 4 made this problem very clear by introducing the concept of a zero sheet in z-transform space. Fienup 5 proposed a nonlinear technique based on the iterative scheme by using constraints in the object and the Fourier domains for the solution. However, this technique is not applicable to rapid processing because of its searching procedure.
In this paper we discuss the reconstruction of a small-scale wave front. Speaking more concretely, we treat the case of a scale of a wave front that is not greater than 3 ϫ 3 pixels. For instance, this situation occurs in adaptive optics. The image intensity distribution of a lenslet of a Shack-Hartmann sensor usually extends to approximately 5 ϫ 5 pixels of a CCD detector. 6 This means that the wave front in front of the lenslet can be represented as a 3 ϫ 3 pixel complex signal.
We show that a wave front can be reconstructed directly by an algebraic procedure from its autocorrelation if the wave front is represented as a smallscale signal, in spite of the fact that the problem is nonlinear and of two dimensions. Several methods that attempt to perform an algebraic reconstruction of a wave front have already been presented. Huffman 7 developed an algebraic approach to generate a one-dimensional wave front whose autocorrelation has a special distribution. However, his method cannot be extended to the case in which the autocorrelation is of two dimensions and has a general form, because his method requires the knowledge of the zero locations in the z-transform space of the autocorrelation. Although Dallas 8, 9 proposed a procedure that is applicable to the case in which a wave front is of two dimensions and has a general form, his technique needs two intensity distributions, that is, the intensity distributions in differing defocus planes or those in the pupil and the focal planes. For the problem of two-dimensional wave-front reconstruction from a single intensity distribution in the focal plane, Crimmins 10 showed by generalizing Fienup's result 11 that the problem can be solved uniquely by an algebraic procedure if the support of the wave front has no parallel sides. On the other hand, Hayes and Quatieri 12,13 proposed a recursive procedure for reconstructing an object for the case in which the values of the side elements of the object are given as a priori information. However, Fienup showed that their method cannot ensure the unique reconstruction of a wave front even when the ambiguity problem does not exist essentially, that is, even in the case when a wave front is specified uniquely by its autocorrelation. 14 In this paper we show that such a difficulty does not appear in the method of Hayes and Quatieri 12, 13 for the case for which the scale of a wave front is not greater than 3 ϫ 3 pixels and present an algebraic procedure that does not require that the values of the side elements of a wave front are known a priori. For the case for which the ambiguity problem exists, our algebraic procedure can derive all possible solutions. Our method, however, cannot choose the true solution among all possible solutions if no additional information on the true solution is available. To achieve algebraic reconstruction, we introduce two factors consisting of two elements of the wave front.
The reconstruction procedure is given in Section 2, which contains three subsections: In Subsection 2.A the basic idea of the algebraic reconstruction is presented. In Subsection 2.B a concrete procedure for the case of a 3 ϫ 3 pixel wave front is given. In Subsection 2.C a method for overcoming the ambiguity of the complex-conjugate point-symmetrical solution is proposed. In Section 3 computer simulations for examining the effectiveness of the proposed procedure are presented. Conclusions are given in Section 4.
Reconstruction of a Small-Scale Wave Front

A. Algebraic Procedure
The problem is described as the reconstruction of a wave front P uv from its intensity distribution i xy in the focal plane, where uv denotes the pupil plane and xy denotes the focal plane. Because the autocorrelation of the wave front is related to the intensity distribution in the focal plane through the Fourier transform, the problem can be redefined as follows: Derive a complex object P uv from its autocorrelation A uv , as
where the asterisk denotes the complex conjugate. Because the wave front is a space-limited function, Eq. ͑1͒ represents an acyclic system. For the case of a two-dimensional wave front, equations for only the elements on the sides of the wave front ͑we call these the side elements͒ are extracted from Eq. ͑1͒. For the case in which the scale of the wave front is n ϫ n, the side elements are P 1k , P nk , P k1 , and P kn ͑1 Յ k Յ n͒, which correspond to ͑1͒, ͑2͒, ͑3͒, and ͑4͒, respectively, in Fig. 1 , and the extracted equations from Eq. ͑1͒ are
for side elements ͑1͒ and ͑2͒ of Fig. 1 and
for side elements ͑3͒ and ͑4͒ of Fig. 1 . As is shown below, these side elements are derived algebraically from Eqs. ͑2͒ and ͑3͒ for small-scale wave fronts. If these side elements are derived, the following equations for the inside elements P 2k , P nϪ1,k , P k2 , and P k,nϪ1 ͑2 Յ k Յ n Ϫ 1͒ are extracted from Eq. ͑1͒:
Equations ͑4͒ and ͑5͒ are the simultaneous linear equations for these inside elements. Therefore, if the number of independent equations in Eqs. ͑4͒ and ͑5͒ is not smaller than the number of these unknowns, they can be derived uniquely by algebraic procedure. [12] [13] [14] For the case in which the scale of a wave front is 3 ϫ 3 pixels, there are four equations with only one unknown. Because there is at least one independent equation among the four equations, the inside element is always derived algebraically. Now let us show that the side elements are derived algebraically for the case in which the scale of a wave front is not greater than 3 ϫ 3 pixels. For these cases, Eqs. ͑2͒ and ͑3͒ are reduced to solving the polynomial equations of the quotient or the product of two corner elements, as follows:
where ϭ P 2 *͞P 1 *, Fig. 1 . Definitions of the side and the corner elements. The elements corresponding to ͑1͒, ͑2͒, ͑3͒, and ͑4͒ are the side elements. P 1 and P 2 represent a pair of corner elements. A pair of corner elements must belong to the same side of a wave front.
and P 1 and P 2 are a pair of corner elements belonging to the same side, as shown in Fig. 1 15 Although Eqs. ͑6͒ and ͑7͒ have roots whose numbers are equal to the degree of the equations, we can choose the correct pair of and among those roots by applying the constraint
because the product of and should be positive and real valued, as is seen from Eqs. ͑8͒ and ͑9͒. Then, from the chosen pair of and , each of the side elements can be derived algebraically. Consequently, all elements of the wave front P uv are reconstructed by the algebraic procedure. In our method some ambiguities can exist for the solution. These are ͑i͒ The average of the phase distribution of the complex-valued wave front P uv ͑called piston phase͒ is ambiguous because P uv exp͑i͒, where is a constant real number, is also a solution along with P uv . ͑ii͒ If the wave-front shape is symmetric, there are at least two solutions, even if the entire function given by the z transform of the wave front is irreducible: one is the wave front to be reconstructed ͑the true solution͒ P uv , and the other is the complex-conjugate point-symmetrical wave front of the true solution P nϪu,nϪv *. ͑iii͒ For the case in which the z transform of a wave front is reducible ͑although it is a low-provability event͒, the number of possible solutions is further increased. When multiple solutions exist, the proposed method can produce all of these solutions because, for the case in which the scale of a wave front is not greater than 3 ϫ 3 pixels, all pairs of and that satisfy Eqs. ͑6͒, ͑7͒, and ͑10͒ are derived, and each of the multiple solutions is deduced uniquely from each pair of and . However, the proposed method cannot distinguish the true solution from others if no additional information on the true solution is available. In Subsection 2.C we present a technique that attempts to eliminate the ambiguity of the complex-conjugate point-symmetrical solution.
B. Reconstruction of a 3 ϫ 3 Pixel Wave Front
In this subsection we show the concrete reconstruction procedure for the case of a 3 ϫ 3 pixel wave front P uv : P ϭ ͫ P 13 P 23 P 33 P 12 P 22 P 32 P 11 P 21 P 31 ͬ . (11) In this case the autocorrelation of the wave front has a nonzero value inside the 5 ϫ 5 pixel area. Because the autocorrelation of the wave front is Hermitian, there are 13 nonredundant equations among Eq. ͑1͒.
These equations are reduced to two sixth-degree equations of two factors: P 31 *͞P 11 * and P 31 P 11 *, as shown in Appendix A. We denote these factors as and , respectively, that is, ϭ P 31 *͞P 11 *, (12) ϭ P 31 P 11 *.
Then sixth-degree equations ͑A3͒ and ͑A4͒ in Appendix A can be rewritten quadratically as
where s and t are roots of cubic equations and
respectively. Accordingly, and are derived by radicals and arithmetic operations. Although six values for and six values for are derived, because the product of and is real and positive, the correct values for and are selected from Eq. ͑10͒. As was mentioned in Subsection 2.A, the piston phase of the wave front can be set to an arbitrary value. So we set the phase of P 11 to zero. Then P 11 and P 31 are derived as
31 ϭ phase͕͖ ϭ Ϫphase͕͖,
where uv denotes the phase of P uv . As a result, the remaining P uv are derived as follows:
where ␣ and ␤ are given by
respectively. Finally, P 22 is derived as 
where Re͕ . . . ͖ and Im͕ . . . ͖ are the real and imaginary parts, respectively, of ͕ . . . ͖. This algebraic procedure allows us to obtain the solution rapidly. This property seems to be important for some applications, such as adaptive optics, which needs fast reconstruction of a wave front. It was confirmed by computer simulation for the noise-free case that the reconstructed wave front agreed exactly with the original one, except for the ambiguities of the piston phase and the complexconjugate point-symmetrical solution. It should be noted that this procedure is not the only way to deduce the solution from Eq. ͑1͒, because the above reconstruction procedure uses only nine equations among the 13 nonredundant equations in Eq. ͑1͒. However, each way of solving Eq. ͑1͒ yields identical solutions.
C. Removal of the Ambiguity of the Complex-Conjugate Point-Symmetrical Solution
As was mentioned in Subsection 2.A for the case in which the wave-front shape is symmetrical, the complex-conjugate point-symmetrical wave front is also derived as a solution. This ambiguity is removed by use of an asymmetrical wave-front shape. A simple way to realize this is to mask one corner of the entrance pupil.
In this asymmetrical wave-front case, P 33 can be set to zero. That is,
Consequently, each element of the wave front is derived straightforwardly without the ambiguity of the symmetrical solution, as is shown in Appendix B.
Contaminated Case
Now we investigate the effectiveness of the proposed technique for a noisy intensity distribution case ͑we call this the contaminated case͒ by computer simulation for the case of a 3 ϫ 3 pixel wave front. We can adopt an averaging scheme by using all 13 nonredundant equations of Eq. ͑1͒. However, because the effectiveness of this averaging scheme is still not clear, we use the averaging scheme only for the derivation of P 22 , as follows:
For the contaminated case it becomes difficult to choose an adequate pair of and because no pairs satisfy Eq. ͑10͒. There are 36 pairs of and because six roots of are deduced from Eqs. ͑14͒ and ͑16͒ and six roots of are deduced from Eqs. ͑15͒ and ͑17͒. As a result, 36 candidates are derived as the estimate of the wave front. To select an adequate candidate, we introduce an error metric,
where ĩ xy is the measured intensity distribution and î xy is the intensity distribution calculated from the reconstructed wave front. We select the wave front that has the smallest value of E from among the 36 candidates. This method is also useful for the noisefree case because the value of E becomes zero if the correct wave front is reconstructed. In this simulation the phase distribution of the original wave front is set as ϭ ͫ We assume that the modulus of this wave front is constant to simplify the evaluation of the reconstruction error of the wave front, although the proposed procedure is applicable to a wave front whose modu-P 22 ϭ P 23 ͑ A 11 Ϫ P 23 P 12 * Ϫ P 32 P 21 *͒ Ϫ P 33 ͑ A 01 Ϫ P 33 P 32 * Ϫ P 13 P 12 * Ϫ P 32 P 31 * Ϫ P 12 P 11 *͒ P 23 mh;9uP 11 * Ϫ P 33 P 21 * .
lus has a nonconstant distribution. That is, we assume that
where c is a constant, positive, real number. The intensity distribution in the focal plane of this wave front is shown in Fig. 2 . The error of the phase of the reconstructed wave front is shown in Fig. 3 for the case in which the measured intensity distribution ĩ xy is contaminated by additive Gaussian distribution noise n xy : ĩ xy ϭ i xy ϩ n xy .
The noise N r of Fig. 3 is defined by
(39) Figure 3 shows that the error increases gradually with the noise N r . This result indicates that the algebraic reconstruction procedure is a relatively stable reconstruction method, although the applicable range seems not to be large. The phase-estimation error for the photon-noise case is shown in Fig. 4 . The original wave front is also given by Eqs. ͑36͒ and ͑37͒. Our simulation results reveal that this method needs more than approximately 10 3 photons in the image to get a stable solution for the 3 ϫ 3 pixel wave front. This value is not useful for astronomical adaptive optics because a wave-front reconstruction method should be stable for fewer than 100 photons for the case in which the reference is a natural star. We have not yet attained this value, although we found that the proposed method becomes more stable for the case in which it is permitted to assume that the modulus of a wave front is constant.
Conclusion
We have proposed an algebraic procedure for reconstructing a wave front from its intensity distribution in the focal plane. We have assumed that the wave front is represented as a small-scale signal. Speaking more concretely, we have considered the scale of a wave front not to be greater than 3 ϫ 3 pixels. Then algebraic reconstruction is achieved by the introduction of two factors, and , which are a quotient and a product, respectively, of two elements of the wave front. The problem is reduced to solving two low-degree equations and one constraint for the two factors and . As a result, all elements of the wave front are derived algebraically, in spite of the fact that the problem is nonlinear and of two dimensions. Details of the reconstruction procedure for a 3 ϫ 3 pixel wave front have been presented. In this case the intensity distribution in the focal plane is acquired inside a 5 ϫ 5 pixel area.
For a Shack-Hartmann sensor only the information on the tip-tilt of the wave front in front of a lenslet is available through the measurement of the gravity center of the intensity distribution. The proposed technique allows us to reconstruct higher-order information than that on the tip-tilt from the intensity distribution.
The algebraic reconstruction procedure would be improved by the introduction of an effective averaging scheme and by use of a priori information, such as the effective modulus constancy of a wave front. These are future problems for research.
The concrete procedure for deriving each element of the wave front defined by Eq. ͑31͒ is presented here.
First, P 11 and P 31 are derived by the solution of Eqs. ͑10͒, ͑32͒, and ͑33͒ for and , and the results are substituted into Eqs. ͑18͒-͑21͒. Then the remaining P uv are derived as follows: 
