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Modelos ocultos de Markov para el análisis de patrones espaciales. Los modelos ocultos de Markov (HMM) constituyen una 
herramienta de modelización altamente flexible, inicialmente utilizada en el campo del reconocimiento automático del habla, que ha encontrado 
en los últimos años numerosas aplicaciones en áreas científico-técnicas muy diversas, aunque su utilización en ecología es aún escasa. En 
esta revisión se describen los elementos esenciales de los HMM, se presentan los algoritmos básicos que facilitan su estimación y se 
indican algunas aplicaciones recientes, destacándose las posibilidades que pueden ofrecer para el análisis de patrones espaciales 
complejos, pues permiten incorporar en el proceso de modelización información a priori sobre el sistema analizado. Se muestra un ejemplo de 
aplicación de modelización mediante HMM de transectos de vegetación con datos de presencia-ausencia, con el objetivo de analizar las 
perturbaciones en la distribución espacial de la vegetación producidas por el fuego en una zona semiárida. 
Palabras clave: HMM, estados ocultos, patrones complejos, transectos de vegetación. 
Hidden Markov models for spatial pattern analysis. Hidden Markov models (HMM) constitute a flexible modelling tool, originally used in 
the field of automated speech recognition, that have found wide application in the last years in many scientific and technical problems, 
although their use in ecology is still scarce. In this review, the essential elements of HMM are described, the basic algorithms that facilitate 
their estimation are presented and some recent applications are pointed out, with emphasis on the possibilities that HMM offer in analysing 
complex spatial patterns, as they allow incorporating a priori information about the system into the modelling process. An example of 
application is presented where HMM are used to model vegetation transects with presence-absence data, aimed at analysing disturbances 
in the spatial distribution of the vegetation after a wildfire in a semiarid zone.  
Keywords: HMM, hidden states, complex patterns, vegetation transects. 
Introducción
Existen numerosos métodos disponibles para el análisis de patrones espaciales, como se pone de manifiesto en los diversos 
artículos de este monográfico y en la bibliografía específica (e.g., Dale, 1999; Fortin y Dale, 2005). Algunas de las técnicas en 
uso fueron desarrolladas en otros campos y adaptadas posteriormente para su aplicación en ecología espacial, como es el 
caso del análisis espectral (Ripley, 1978; Renshaw y Ford, 1984) o, más recientemente, el empleo de wavelets (Dale y Mah, 
1998), provenientes ambas del campo de la teoría de la señal.  
Los modelos ocultos de Markov (que escribiremos, en adelante, HMM, tanto en singular como en plural), son una técnica de 
modelización de datos secuenciales aplicada inicialmente en el campo del reconocimiento automático del habla (Rabiner, 
1989), donde actualmente es una herramienta casi imprescindible, que ha encontrado aplicación en disciplinas diversas, 
como el análisis de imagen (Aas et al., 1999) o la psicología (Visser et al., 2002), destacando su uso creciente en 
bioinformática, donde los HMM están ya bien establecidos (e.g., Baldi et al.,1994; Baldi y Brunak, 1998; Durbin et al., 1998), 
y en el análisis de electroencefalogramas y otras bioseñales (e.g., Penny y Roberts, 1998; Novák et al., 2004).  
A pesar del enorme incremento en las publicaciones sobre HMM y aplicaciones en los últimos quince años (véase Cappé, 
2001, para una recopilación bibliográfica de la pasada década), la utilización de HMM en áreas de interés en ecología ha sido 
muy escasa hasta ahora, aparte de su empleo para el análisis de precipitaciones (e.g., Sansom, 1998; Bellone et al., 2000). 
En Viovy y Saint (1994) se aplican los HMM para el estudio de la dinámica temporal de la vegetación a partir de datos de 
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teledetección. En Tucker y Anand (2005) se discute la utilidad de los HMM, en comparación con la modelización mediante 
cadenas de Markov clásicas, para detectar dinámicas ecológicas complejas. En Ver Hoef y Cressie (1997) se utilizan HMM 
para modelizar transectos de vegetación en pastizales, con el objetivo de definir los bordes, o puntos de cambio, entre las 
zonas con y sin vegetación. Una aplicación similar, con el objetivo de analizar patrones complejos en transectos de 
vegetación, se lleva a cabo en Rodríguez y Bautista (2001), trabajo en el que hemos basado parcialmente la presente 
revisión.  
A continuación se exponen los aspectos esenciales de los HMM, sin entrar en los detalles matemáticos y computacionales, 
y se ilustran con un ejemplo de aplicación. Para el lector interesado, se recomienda la clásica y magnífica exposición de 
Rabiner (1989), la revisión más reciente de Bengio (1999), en la que se incluyen distintas extensiones de los modelos 
básicos, o alguno de los libros específicos sobre el tema (Elliot et al., 1995; MacDonald y Zucchini, 1997; Cappé et al., 2005). 
Elementos y algoritmos básicos de los HMM
La primera clase de modelos que consideramos son los denominados HMM discretos de primer orden; más adelante se 
indicarán distintas variaciones y extensiones de este modelo básico. Un HMM de este tipo queda definido por los siguientes 
cuatro elementos esenciales: un conjunto de K estados, un conjunto de D símbolos, una matriz K x K (K  filas y K columnas) 
de probabilidades de transición T=(Tij) y una matriz K x D de probabilidades de emisión E=(Eip). Los datos observables 
consisten en una cadena de N  símbolos, es decir, una sucesión {Yt} de longitud N, donde el valor de cada Yt puede ser uno 
de los D símbolos, para t = 1,…N. Existe una sucesión correspondiente oculta, no observable, de estados {St}, donde cada St 
puede tomar uno de los K valores que constituyen el conjunto de estados. Siempre que no se produzca ambigüedad, 
podremos identificar las etiquetas de los símbolos o estados y sus índices, de modo que diremos que St toma los valores 1…
K. Cuando el sistema se encuentra en el estado i, tiene una probabilidad Tij de pasar al estado j y una probabilidad Eip de 
emitir el símbolo p, independientemente de cuál haya sido la historia del sistema hasta llegar a este estado. Por tanto, 
podemos decir que existen dos relaciones de independencia condicional para las sucesiones de estados y de observaciones. 
Dado St, se tiene que Yt es independiente del resto de observaciones, mientras que dado St-1 se tiene que St es 
independiente de todos los estados anteriores S1…St-2. Esta última relación nos dice que la sucesión de estados constituye 
una cadena de Markov de primer orden.  
Una representación gráfica de relaciones de probabilidad condicionadas, como las anteriores, entre un conjunto de variables 
aleatorias se denomina red bayesiana (Pearl, 1988; Heckerman, 1996). La Figura 1 muestra una red bayesiana 
correspondiente a un HMM de primer orden, representada mediante un grafo acíclico dirigido, donde los nodos representan las 
variables aleatorias (círculos para los estados ocultos y cuadrados para las observaciones) y  donde la ausencia de una flecha 
entre dos variables nos indica su independencia condicional. 
La estructura básica o topología de un HMM queda definida por el número de estados ocultos, el número de símbolos y las 
transiciones de estados y emisiones de símbolos no permitidas (para las que las correspondientes probabilidades de 
transición o emisión se asume que son cero).  
Si conocemos la topología de un HMM y los valores de sus parámetros (probabilidades de transición y emisión) se podría 
simular su comportamiento, esto es, podríamos obtener secuencias aleatorias de estados ocultos y observaciones generadas 
por el modelo. Para ello, sin embargo, necesitamos conocer un último elemento, las probabilidades de iniciar la cadena en 
cada uno de los K estados posibles, es decir, un vector con elementos πi, para i =1..K, donde πi es la probabilidad de que la 
 
Figura 1. Representación de un HMM de primer orden en 
forma de red bayesiana.
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sucesión de estados comience en el estado i. No obstante, la mayor utilidad de los HMM como herramientas de análisis se 
basa en la posibilidad de estimar un modelo a partir de una serie de datos, que suponemos el resultado observable de una 
serie de estados no directamente accesibles y en los que estamos interesados, bien sea por tener un cierto significado para 
el problema abordado o porque de esta forma se obtiene un modelo con una mayor capacidad de predicción.  
Una vez que hemos definido una cierta topología, existen dos problemas básicos en el análisis de HMM, el problema del 
aprendizaje y el problema de la inferencia. Dada una secuencia de observaciones, el problema del aprendizaje consiste en 
estimar los parámetros del modelo, es decir, las probabilidades de transición y emisión. En realidad podría plantearse un 
problema de aprendizaje más general, en el que se incluyese la selección de la topología. Aunque ya se han propuesto 
técnicas para abordar este problema general (Heckerman, 1996), se trata de un tema más complejo de investigación activa, 
sobre el que comentaremos algunos aspectos más adelante. Dada una secuencia de observaciones, una vez que los 
parámetros han sido estimados (o bien si son previamente conocidos), el problema de la inferencia consiste en obtener la 
correspondiente sucesión de estados ocultos.   
El problema del aprendizaje puede ser resuelto mediante el algoritmo denominado EM (Dempster et al., 1977), o de 
maximización de la esperanza (expectation maximisation), que proporciona los valores de los parámetros que maximizan (el 
logaritmo de) la verosimilitud de las observaciones en función de los parámetros; usualmente se utiliza el denominado 
algoritmo de Baum-Welch (Baum et al., 1970), que es una versión particularmente eficiente desde el punto de vista 
computacional del algoritmo EM. El problema de la inferencia puede ser resuelto obteniendo la sucesión de estados ocultos 
más probable mediante un algoritmo de programación dinámica conocido como algoritmo de Viterbi (Viterbi, 1967) y que es 
un caso especial de algoritmos de inferencia aplicables a modelos gráficos más generales desarrollados por Pearl (1988) y 
otros autores (e.g., Smyth, 1997; Smyth et al., 1997). 
Modelización de transectos de vegetación mediante HMM
Veamos con un ejemplo cómo se aplican los conceptos anteriores; se tratará de modelizar transectos de vegetación con 
datos de presencia-ausencia. Los datos consisten en transectos realizados en una zona semiárida (Benidorm, Alicante, SE 
España), cada uno de 25 m de longitud con 250 puntos igualmente espaciados, en dos áreas contiguas (cuatro transectos en 
cada una), una quemada y otra no quemada (véase Bautista, 1999; Bellot et al., 2000, para más detalles y discusión sobre 
los datos).   
Resultaba evidente, a partir de la simple observación de campo, que, a la escala considerada, la vegetación definía manchas, 
o  zonas más vegetadas, y claros, o zonas con escasa vegetación, con un cierto patrón de distribución, con diferencias entre 
las zonas quemada y no quemada (tres años después del incendio). De hecho, un análisis descriptivo clásico de patrones en 
transectos de vegetación, de la familia del análisis de la varianza en bloques (Greig-Smith, 1952; Greig-Smith, 1979; Hill, 
1973), mostraba un patrón complejo, con similitudes globales y diferencias en tamaño de grano e intensidad entre las dos 
zonas (Bautista y Vallejo, 2002).  
Un primer tipo de HMM que podemos considerar constaría de dos estados ocultos, correspondientes a las manchas y claros, 
que son los elementos del sistema en los que estamos interesados y que deseamos describir de la forma más precisa 
posible. Estos elementos no son directamente observables, pues, aunque la probabilidad de encontrar vegetación en un punto 
del transecto correspondiente a una mancha es mayor que si estamos en un claro, es posible registrar ausencia de 
vegetación en el primer caso y presencia en el segundo. Los símbolos del modelo serían dos, correspondientes a presencia y 
ausencia de vegetación. El modelo tendría, por tanto, cuatro parámetros básicos independientes, dos probabilidades de 
transición y dos de emisión (el resto queda determinado por la condición de que la suma de las probabilidades de transición, 
y también de emisión, desde un cierto estado debe ser la unidad). Si para los estados escribimos 1 para mancha y 2 para 
claro, y para los símbolos 1 para presencia y 2 para ausencia de vegetación, podemos considerar como parámetros 
independientes las dos probabilidades de transición entre diferentes estados (T12 y T21) y las dos probabilidades de observar 
presencia de vegetación en manchas (E11) y en claros (E21), teniéndose que T11=1-T12, T22=1-T21, E12=1-E11 y E22=1-E21. 
La Figura 2A muestra los estados y las transiciones permitidas en el modelo.  
Este modelo puede ayudar a entender el sentido de considerar estados ocultos, que es la idea fundamental de los HMM. Sin 
embargo, conociendo el sistema que se trata de modelizar, no es esperable que este modelo sea muy apropiado, pues sería 
más adecuado en situaciones con patrones simples, con manchas y claros relativamente homogéneos, como podría 
esperarse, por ejemplo, en algunas comunidades herbáceas de pastizales, en donde HMM de este tipo han sido utilizados 
para detectar bordes de manchas (Ver Hoef & Cressie, 1997).  
En el caso que estamos considerando, se tendrían plantas arbustivas agrupadas en ciertas zonas con áreas de escasa 
vegetación entre ellas, existiendo, por tanto, dos niveles de manchas, el de la agrupación y el de los propios arbustos, 
resultando en el patrón complejo exhibido por los análisis descriptivos clásicos. Una de las ventajas de los HMM es que esta 
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información a priori sobre el sistema se puede introducir en el proceso de modelización, mediante la elección de la topología 
del modelo. Así, podemos considerar tres estados ocultos; un primer estado, correspondiente a los arbustos, que 
denominamos manchas (1), pequeños claros entre manchas (2) y claros (3), de modo que una sucesión de los dos primeros 
estados constituirían agrupaciones de manchas, separadas entre sí por los claros. En este modelo, las transiciones entre los 
estados 2 y 3 no tendrían sentido; por tanto, el modelo queda determinado por siete parámetros básicos independientes, 
cuatro probabilidades de transición (T12, T13, T21 y T31) y las tres probabilidades de observar presencia de vegetación en 
cada uno de los tres estados (E11, E21 y E31). En la Figura 2B se muestra un esquema de la topología del modelo.  
La Tabla 1 muestra los valores de los parámetros, estimados mediante el algoritmo de Baum-Welch, aplicando los dos 
modelos descritos a los transectos en las zonas quemada y no quemada. Sin entrar en un análisis detallado, los parámetros 
muestran una estructura similar en las dos zonas, con valores algo mayores de las probabilidades de transición entre estados 
en la zona quemada, lo que implica un menor tamaño de las manchas y claros.  
  
Una vez estimados los parámetros, la aplicación del algoritmo de Viterbi proporciona la sucesión de estados ocultos y, con 
ello, una descripción detallada de los tamaños de manchas y claros. En los transectos originales es difícil encontrar una 
sucesión de puntos con presencia o ausencia continua de vegetación; en la sucesión de estados ocultos estimada, sin 
embargo, se detectan series continuas de manchas y claros de mayor longitud, especialmente en el caso del modelo con 
tres estados. 
Modelos más generales
Una característica esencial de los HMM es que el conjunto de estados ocultos es discreto. Sin embargo, los datos 
observables pueden corresponder a una variable aleatoria continua, como ocurriría, por ejemplo, al considerar transectos de 
cuadrados de vegetación en los que la variable de interés fuese la biomasa. En estos casos, en lugar de los símbolos y 
probabilidades de emisión que encontramos en los HMM discretos, lo que se tiene es, para cada estado oculto, una función 
de densidad que determina la distribución de probabilidad de las observaciones.  
 
 
 
Figura 2. Esquema de los estados ocultos y transiciones permitidas para los dos 
modelos considerados. A) modelo con dos estados (1: manchas, 2: claros). B) 
modelo con tres estados (1: manchas, 2: pequeños claros entre manchas, 3: claros).
 
Tabla 1. Parámetros de los modelos con dos y tres estados estimados para las 
zonas quemada y no quemada.
 
 
Modelo con 2 estados Modelo con 3 estados
 
no quemado quemado no quemado quemado
T12 0.113 0.167 0.080 0.210
T13   0.038 0.070
T21 0.106 0.270 0.297 0.317
T31   0.055 0.067
E11 0.842 0.890 0.921 0.929
E21 0.096 0.102 0.044 0.007
E31   0.190 0.164
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La condición de que la sucesión de estados ocultos sea una cadena de Markov de primer orden no es, realmente, ninguna 
restricción, pues siempre es posible convertir una cadena de orden superior (en la que St no depende sólo de St-1) en una de 
primer orden aumentando el número de estados del modelo.  
Existen diversas extensiones al modelo básico, discreto o continuo, considerado anteriormente, que añaden aún una mayor 
flexibilidad a la capacidad de modelización de los HMM. Entre ellas, podemos destacar los modelos ocultos 
semimarkovianos, en los que un estado puede emitir una cadena de símbolos cuya longitud viene determinada por una cierta 
distribución de probabilidad, que han sido utilizados para analizar la variación espacial en datos de precipitación (Sansom, 
1999; Sansom y Thompson, 2003). También podrían ser de interés para el análisis de patrones espaciales los HMM 
jerárquicos (Fine et al., 1998) y los HMM factoriales (Ghahramani y Jordan, 1997), en los que se asume una cierta estructura 
en el conjunto o en la sucesión de estados ocultos, lo que los hace adecuados para la modelización de sistemas con 
patrones a distintas escalas.  
Los HMM son herramientas de modelización de datos secuenciales, debido a que se basan en que los estados ocultos 
constituyen una cadena de Markov. En dos o más dimensiones, el instrumento análogo a las cadenas de Markov es lo que se 
denomina campos aleatorios de Markov (MRF) y existen los correspondientes modelos con estados ocultos, denominados 
HMRF (Kunsch et al., 1995), que permiten la modelización de sucesiones bidimensionales de datos, aunque con una mayor 
complejidad que en el caso unidimensional.  
Comentarios finales
El aspecto que consideramos fundamental en la aplicación de HMM al análisis de patrones espaciales es la utilización de un 
modelo explícito de la estructura del patrón, a través de la selección de la topología del HMM. De esta forma, el conocimiento 
que se tenga a priori sobre el sistema, o que se derive de otro tipo de análisis descriptivos previos, puede incorporarse en el 
proceso de modelización, permitiendo un estudio más profundo y detallado.  
En las áreas en las que los HMM están más extendidos, se utilizan, en general, con un enfoque de aprendizaje automático, 
en problemas en los que se dispone de una abundante base de datos (denominados de entrenamiento) con los que es posible 
seleccionar y estimar el HMM más apropiado (a veces, con un gran número de estados ocultos), obteniéndose modelos con 
una alta capacidad de predicción, pues el problema típico es clasificar o identificar nuevos datos. Aunque una situación similar 
puede darse en algunos problemas de interés en ecología (e.g., modelización de series de precipitaciones o de datos de 
teledetección), es más habitual que se disponga de un conjunto reducido de datos y que el enfoque sea más de tipo 
estadístico, en el sentido de que se desee poder obtener intervalos de confianza para las estimaciones de los parámetros y 
poder contrastar tanto los valores de ajuste de un cierto modelo como distintos modelos alternativos. Aunque estas 
cuestiones no suelen recibir un tratamiento detallado en las publicaciones tradicionales sobre HMM, es un tema que está 
recibiendo mayor atención en los últimos tiempos, lo que sin duda contribuirá a la extensión del uso de HMM en problemas 
de ecología y de otras disciplinas con necesidades similares. En realidad, dada una cierta topología, las estimaciones de 
máxima verosimilitud de los parámetros (obtenidas con el algoritmo EM) son asintóticamente normales (Bickel et al., 1998) y 
es posible obtener intervalos de confianza (Visser et al., 2000) y realizar tests de razón de verosimilitudes para contrastar sus 
valores (Giudici et al., 2000). Sin embargo, estos tests no sirven para decidir entre modelos con diferente número de estados; 
aunque se ha sugerido el uso de criterios de selección de modelos para elegir el modelo más apropiado entre un conjunto de 
modelos candidatos (Visser et al., 2002), la justificación teórica de este enfoque es discutible. No obstante, existen diversas 
aproximaciones al problema (e.g., Stinchcombe y White, 1998) e investigaciones en marcha, que deben proporcionar métodos 
fiables y contrastados en un futuro próximo.  
Por último, aunque los algoritmos necesarios para los HMM discretos son fácilmente implementables, la complejidad 
aumenta en el caso continuo y en las extensiones a los modelos básicos. Afortunadamente, existen distintas herramientas 
para el trabajo con HMM disponibles, muchas de ellas de uso libre, para diferentes entornos de computación. Entre otras 
opciones, el programa comercial MATLAB (http://www.mathworks.com/products/matlab/), en su paquete (toolbox) de 
estadística, ofrece las funciones básicas para construir, simular y analizar HMM discretos. Implementaciones más completas, 
que permiten el trabajo con HMM continuos e incluyen diversos métodos de estimación, se tienen en el toolbox HMM para 
MATLAB (Murphy, 1998), en el conjunto de programas H2M (Cappé, 2001), disponible tanto para MATLAB como para el 
programa similar de uso libre OCTAVE (http://www.gnu.org/software/octave/octave.html) y en el paquete HiddenMarkov (Harte, 
2005), que es un conjunto de funciones para el entorno de estadística de uso libre R (URL: www.r-project.org/).  
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