Oceanography in the 21st century is on the verge of changing the way it does business. Te lecommuting from office to sea is about to make the same impact as telecommuting between home and the office did 20 years ago.
A recent geophysical survey highlighted the role that telecommuting will soon play in ocean research. In June 2005, R/V Knorr was in the middle of the Atlantic Ocean conducting a geophysical survey of a region centered at 13ºN along the Mid-Atlantic Ridge in the general area of the diffuse triple junction between the North America (NA),Africa (AF), and South America (SA) plates.This region is particularly notable because of a unique zone of seismicity that occurs ~70 km west of the ridge axis between 14º20'N and 12º50'N.The survey conducted on this cruise (KN182-3) was a fi rst step toward understanding how slow spreading lithosphere is deforming in the NA-SA-AF triple junction region.
In many ways, the survey was routine:We had ~10 days to collect multibeam bathymetry, magnetic, and gravity data in the region.
What was special about this survey, and a first, was that it was being directed in real time from our laboratory atWoods Hole Oceanographic Institution (WHOI) by Deborah Smith and overseen at sea by Peter Lemmond, authors of this article.
For two weeks, at no additional cost to ship operations, multibeam bathymetry data were broadcast over the Internet to a workstation at WHOI that processed and then displayedthe data in real time ( Figure 1 ). Magnetic and gravity data werealso transferred as hourly fi les. These data allowed us to change survey way points on the fly from the lab through e-mail exchanges with the ship or conversations using Vo ice over Internet Protocol (VoIP).
In many ways, the excitement of being at sea watching the new data being collected and the pressure of making quick decisions about changing the survey based on the new data were also transferred to the laboratory.
Plugging into the Internet at Sea
This oceanographic telecommuting was possible because of the recently installed HiSeasNet (HSN), a satellite communications system, that provides continuous, low-bandwidth (96 kilobits per sec (kb/s) ship-to-shore upload, 64 kb/s shore-to-ship download) Internet service to oceanographic ships at sea. Funding for HSN comes from the U.S. National Science Foundation, the U.S. Offi ce of Naval Research,and individual system operators, including WHOI, Scripps Institution of Oceanography, University of Rhode Island, University of Hawaii, and Lamont-Doherty Earth Observatory.
Te chnical information about HSN can be found at http://www.hiseasnet.net. Information concerning the HSN implementation on R/V Knorr can be found at http://www.sssg. whoi.edu/hiseasnet. HSN is available to all scientists and crew members on the ships.
Two capabilities implemented via HSN proved invaluable to the onshore "virtual" science party. Using HSN, we uploaded multibeam bathymetry, gravity, and magnetics data files, at full resolution, once per hour to workstations back atWHOI. Procedures were developed so that these transfers were done automatically, at pre-arranged times, and without operator involvement on either end. Normal security measures were taken.The data were encrypted and compressed for effi cient use of bandwidth. Figure 2 illustrates the throughput rates achieved over a two-week period.The mean throughput of 8.5 kb/s achieved for multibeam bathymetry data files, which varied from four to six megabytes per hour, approached the upload capacity of HSN. Over the three weeks during this cruise that uploads were enabled, more than two gigabytes of multibeam bathymetry data were successfully transferred. At the same time that we monitored the hourly magnetics and gravity data files, Javier Escartin (Centre National de la Recherche Scientifique, Paris) processed the gravity data.
In addition to uploading hourly data fi les continuously, we also sent real-time data broadcasts of each multibeam ping record, a single sounding cycle, back to WHOI, where a workstation using software identical to that of the ship could read each ping and display it on an ever expanding two-and three-dimensional map display (Figure 1) .
The real-time data broadcasts were possible for two reasons. First, HSN provides the identical TCP/IP (Transmission Control Protocol/ Internet Protocol) environment as the ship's Local Area Network (LAN),WHOI's LAN, and the Internet. Software could be tested locally at WHOI and locally on the ship, and HSN then could be seamlessly inserted between the two networks.
Second, the networking implementations used by the multibeam system, the ship data logger, and onshore workstation are all functionally independent of environment. Normally, the multibeam system sends its data to a shipboard system that records the data in local files.A set of software tools was written that intercepted the data broadcast from the multibeam system and rebroadcast one copy to the ship's data-logging computer and another copy to the WHOI-based workstation via HSN. None of these systems (multibeam, ship data logger, or shore-based workstation) had to be modified in any way.
Because of the nature of the software used to record data on shore (a closed, vendor-supplied application program), it was not possible to determine the data transfer rate of the realtime ping data broadcasts. On casual inspecOceanographic Te lecommuting: Going to Sea Virtually Fig. 1 
the data were logged on the ship data logger. In instances where HSN load was heavy (during hourly file uploads, for example), data broadcasts lagged on shore by 10-20 seconds, and sometimes by a minute or more. However, no losses of ping records were observed, and the shore-based data logger would recover within a minute or two.
At this time, no comparison has been done to verify that every ping generated by the multibeam system and logged on the ship data logger was fully and correctly logged on shore. This analysis will be done in the near future. During the two-week period that ping data were broadcast ashore, more than 115,000 ping records were successfully transmitted and received.
Directing the Survey from Shore
The availability of HSN on this cruise was invaluable. Because of changing ship schedules, project principal investigator Smith was not able to sail on the ship. Nevertheless, she was able to participate and direct the project in a way that was not envisioned, or possible, when the cruise was originally proposed and funded.As far as we know, this is the first time a survey has been directed from both ship and shore in real time.
During the survey, we found that there were benefits to being on shore, but also frustrations. One benefit was being able to consult with colleagues who had expertise required to solve a problem.This was particularly important in our case when one of the survey tools malfunctioned.As the ship reached the low latitudes of the survey region (13 o N) and turned onto the first survey line (running east/west perpendicular to the ridge axis), the surface-towed magnetometer stopped generating data. On the short northsouth transit between way points, however, the magnetometer worked fine.Since 90% of our planned survey lines ran east/west this was a serious problem.
Being on shore, we were able to tap into the expertise of WHOI colleagues, some of whom gathered in the lab to discuss what the problem might be.We decided to drive the ship in a circle to see which headings were optimal for towing the magnetometer.When the hourly magnetic data file was transferred, we plotted signal strength and total field versus heading, and we found that there were"dead zones, " headings at which the signal strength dropped severely.
Within an hour, with help from colleagues, we had a different survey plan-this time the lines were oriented northwest/southeast.We were in constant communication with the ship during this time, and we could watch on the monitor in real time as the ship steamed in a circle and then started surveying on the new track lines, which produced reliable magnetic measurements.
There are also frustrations associated with directing ship operations from shore. Coordinating the 24-hour-a-day ship operations with daily life is a challenge.Also, although being able to consult with experts on a problem is a huge benefit, one loses the face-to-face communication with the people on the ship.
While scientists will continue to go to sea to collect their data, oversee the instruments, and monitor data quality, the methods used on this cruise to send data back to shore in a timely manner will likely change how oceanographers stage and run fi eld operations.Even with the relatively low bandwidth provided by HSN, it will be possible to bring many science operations back to the laboratory.
This will allow a broader participation in the collection of real-time data. Collaborators on land will be able to help direct science operations. It will also be possible to train students in the methods of modern oceanography before they go to sea. Real-time oceanography is about to become available to a much larger audience, including the general public.
Those who have brought HSN to fruition, from the initial design team at Scripps Institution of Oceanography to the implementation team atWHOI, should be commended for their efforts and for their adherence to well-established,TCP/IP-based networking standards, which make using HSN, with its abundance of complexity between ship and shore, no different than just another local network within one's laboratory. Residents and community leaders in New Orleans, Louisiana,"the Big Easy, " have long feared the "Big One, " the almost-mythical "über-cane" predicted to one day destroy the city in a torrent of rushing water and violent winds.
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On the morning of Monday, 29 August 2005, Hurricane Katrina made landfall as a Category 4 storm on the Saffir-Simpson scale, first to the south of New Orleans along the Mississippi delta, and then just to the east of New Orleans near Bay St. Louis, Mississippi. Only hours earlier, Hurricane Katrina, which weakened before landfall, had possessed sustained winds of 281 kph, with gusts over 321 kph.
The brunt of Katrina's high winds and storm surge (the highest ever recorded in the United States at 9.14 m) affectedthe Mississippi coast, whichwas located in the deadly northeastern quadrant during the second landfall. In New Orleans, as a result of the high winds, surge, and heavy rains, portions of the levees protecting the sub-sea-level city from Lake Ponchartrain were breached, and the city began fi lling with water early on Tuesday, 30 August. In the aftermath of the disastrous fl ooding in New Orleans, predictions of the number killed exceed those of the formerly largest disaster in U.S. history, the 1900 Galveston hurricane (6000-8000 deaths).The mayor of New Orleans has estimated up to 10,000 deadinNew Orleans alone.Additional deaths from Katrina occurred in Mississippi and Alabama, and in Florida when Katrina made landfall as a Category 1 storm near the Broward/Dade county line on Thursday evening, 25 August.
As bad as the impact from Katrina was in New Orleans, the situation could actually have been much worse. New Orleans, sometimes called "the Crescent City" due to its shape around the Mississippi River, was in the western quadrant of the storm as Katrina made landfall; the bulk of the record storm surge barreled into the Mississippi coastline, along with the highest winds. In fact, news media reported on the evening of Monday, 29 August, that New Orleans had escaped the worst of the storm. In addition, it is important to note that the levees protecting the city from the Mississippi River, which had regularly fl ooded the 
