ABSTRACT Cloud-to-Cloud (C2C) migration enables the organizations to switch among various cloud environments without rebuilding the whole system on another cloud. Numerous virtual machines (VMs) placed in one cloud-computing environment during the C2C migration are moved to another. Service running on the multiple VMs becomes unavailable during the C2C migration because the conventional migration schemes stop the VMs for a while. The migration cost due to the increased downtime of the service deployed on the VMs may be increased by inappropriate C2C migration operation. We propose a service-aware strategy for C2C migration of services on multiple VMs, which analyzes the dependency of multiple VMs, using network traffic intensity to determine the migration sequence of dependent VMs in order to decrease the service downtime. We implement the proposed migration method in an OpenStackbased testbed environment. Our experimental results illustrate that the dependency among the VMs is successfully identified for C2C migration. The proposed method that exploits the dependency among the VMs significantly reduces the service downtime, while the service downtime increases exponentially, when the VMs are migrated randomly. In comparison with the random VM migration, the proposed scheme reduced the average service downtime by over 50% during the C2C migration.
I. INTRODUCTION
Due to the recent exponential growth and complexity increase of cloud-computing, virtualization has become a key technology because of its potential economic values by enabling efficient and flexible management. Virtualization allows the creation of multiple virtual machines (VMs) and virtual networks with improved computing performance and network resources in a single physical server [1] . Thus, cloud hosting has become popular for running different customers' applications in the cloud, as well as renting resources from the cloud to the customers. Users access various services from any location using a computer or mobile device with the help of deployed applications on the cloud.
Some organizations prefer to replace their existing cloudcomputing environment with another in order to reduce the cost of Information Technology (IT) services or explore new business frontiers. It has become a challenging task for cloud users to choose an appropriate cloud environment [2] . Unfortunately, making such a decision is not an easy task; it requires a rigorous evaluation of the various risks and costs associated with the migration of the IT functionalities [3] . The organizations may experience a cloud lock-in problem, if the costs and risks are relatively high, and may be forced to remain in the same cloud. Cloud lock-in is a situation whereby customers depend on a single cloud service provider and cannot move to another cloud environment [4] . Cloud-toCloud (C2C) migration is one solution for the cloud lock-in problem, which enables customers to switch among various cloud environments without rebuilding the whole system on another cloud as shown in Fig. 1 . However, inappropriate C2C migration could cause an increase in service downtime, since numerous VMs are migrated during the C2C migration and the migration compels the VMs not to function for a while.
Nowadays, various types of services are available on the Internet such as e-banking, social networking, e-commerce, online game, and registration systems. Service providers desire to make their services highly scalable and reliable while minimizing the operational cost. In this regard, Internet-based services are usually created based on multitier architecture in a cloud-computing environment. Multitier architecture of service is a software architecture in which data access is separated into multiple levels such as front-end, business logic, and back-end. Each tier comprises multiple VMs running in a cloud-computing environment that depends on service requirement. In other words, some services require multiple cooperating VMs [5] . A service deployed among multiple VMs becomes unavailable when one of the multiple VMs is stopped. Therefore, service unavailability during the C2C migration continues until all the cooperating VMs are completely migrated to the destination cloud.
We consider a C2C migration strategy in order to decrease the service downtime. The migration sequence order of the multiple VMs is one of the important factors that can help to decrease the service downtime. If some VMs belong to the same service, it is important to schedule their migration in short time intervals in order to decrease the service downtime. However, it is a critical issue to decide migration order of the multiple VMs, provided that a cloud operator is unavailable to distinguish among the various dependent VMs due to the complexity of service deployment. For instance, some VMs may be used for either single service or multiple services, depending on customers' needs. If the VMs are used for multiple services, the cloud operator would not be able to identify the dependency of the VMs. This is because customers decide the service deployment. Moreover, it becomes more complicated to identify dependent VMs, if some VMs of different customers are of the same service.
This paper studies the problem of deciding C2C migration order of the multiple VMs when the service information of the multiple VMs is not known. We use a graphical representation of the multiple VMs and the traffic among them for detecting the dependent VMs. Thus, we analyze the dependency among the multiple VMs based on graph theory to decide the C2C migration order. Additionally, we introduce a C2C migration model that was developed for analyzing the efficiency of the proposed method.
The rest of this paper is organized as follows. Section II summarizes related works. Section III presents a background and motivation for this work, which derives a relationship between the migration order and service downtime. Section IV introduces the proposed method of service-aware cloud migration with the details about the algorithm used for deciding the VM migration order. We present our performance evaluation in Section V, while the conclusion and future work are presented in Section VI.
II. RELATED WORKS A. SERVICE MIGRATION AND TASK SCHEDULING
Several studies on service migration and task scheduling in multi-cloud environment have been conducted. Chen et al. [6] introduced an edge cognitive computing (ECC) architecture, which is designed to provide dynamic and elastic computing service. They proposed a dynamic service migration mechanism based on the ECC architecture. Cloud-based services are migrated depending on the cognitive behavior of mobile device users to achieve higher energy efficiency and improve Quality of Experience. Moreover, Q-learning algorithm is used to find an optimal migration policy for each service request. Tziritas et al. [7] formulated a service migration problem and proposed an online algorithm that minimizes network overhead costs among various data centers. They introduced a strategy to decide the time the service must be migrated from its current host to another data center so as to minimize network overhead costs among the data centers. Machen et al. [8] presented a layered model for migrating service among mobile edge clouds. The model decomposes a cloud application into multiple layers so that only the missing layers at the destination are transferred. This layering approach substantially reduces service downtime and enables migrating services running on either VMs or containers.
Aldawsari et al. [2] investigated a cloud service brokerage system focusing on cloud-based service scaling in a multicloud environment. The service is scaled out across multiple cloud data centers if the required resources for a cloud-based service cannot be provided by a data center. However, there are a lot of barriers for scaling services across multi-cloud environments, such as computing standards, cloud lock-in problem, and increased energy utilization. In order to provide a solution to these barriers, the proposed scheme finds an appropriate data center to scale the service in terms of energy efficiency, Quality of Service, and Service Level Agreement. In [9] , a task scheduling method over co-located clouds was proposed. The authors proposed an efficient task-offloading scheme, which achieves flexible cost-delay tradeoffs between conventional remote cloud and mobile cloudlets. Rodrigues et al. [10] proposed a method for reducing service delay in multi-cloud environments. The proposed scheme reduces service delay by decreasing both transmission and processing delays. It controls processing delay through VM migration and reduces transmission delay with transmission power control. They found an optimal service range of each cloud-based on the service delay, which is defined as the sum of the processing and transmission delays. Each cloud arranges its transmission power according to the computed service range and causes some VMs to migrate to a new cloud. Wang et al. [11] proposed a plan to reduce the total VM migration time in a software-defined networking (SDN) environment, which permitted multiple VMs to be migrated simultaneously using multiple routing paths with SDN technology.
B. DEPENDENCY BETWEEN VMs
It is important for a cloud operator to identify the dependent VMs because, by knowing them, an administrator can make more sophisticated decisions. For example, it might be preferable to move two VMs together if they depend on each other. Some studies analyzed traffic fingerprinting results to extract dependency among the VMs. Chen et al. [12] proposed an affinity-aware grouping algorithm based on the traffic among the VMs. The affinity-grouping algorithm uses the traffic information among the VMs, to classify them into disjoint subsets. A VM-affinity group is a group in which every VM has a VM-affinity relation with at least one other VM in the group and does not have a VM-affinity relation with any other VM outside the group. Apte et al. [13] proposed a resource utilization-based VM dependency detection strategy. They modeled the central processing unit (CPU) utilization of each VM as a time-series signal and this was used to classify dependency among the VMs. Multi-VM applications have request-response type of interactions, where a client VM makes a request to a server, which performs some computation and then responds. Thus, they are expected to see a similar spike in the CPU utilization of both the client and server VMs.
Most of the previous studies [2] , [6] , [7] , [9] focused on VM migration to scale service performance in multi-cloud environments. However, our approach differs greatly from the previous works. Even though a few works [8] , [11] concentrated on total migration time and service downtime, they assumed that all VMs belonged to the same service and did not consider the dependency among VMs. Moreover, some works [12] , [13] proposed to exploit dependency detection among VMs, but their aim was not to reduce service downtime. In practice, service downtime may have a serious impact on service revenues, even for very short periods.
III. BACKGROUND AND MOTIVATION

A. C2C MIGRATION OF VMs
VM migration is the movement of a VM from one host to another. It can be divided into two categories: offline and live migrations [5] . In offline migration, the VM is migrated from a source to a destination after it is turned off. Thus, the VM image and memory pages are moved from the source to its destination. The VM is resumed using its transferred image and memory pages at the destination [14] . In live migration, the VM image is migrated to its destination while the VM is still running at the source. The memory pages of the VM are simultaneously copied from the source to its destination iteratively whenever they are updated. This memory copying process continues until the quantity of the updated memory pages comes to a specific threshold. The VM is stopped when the memory copying process stops, and then all its changed memory pages are transferred to the destination. Then, the VM is resumed at the destination.
Live migration enables the movement of a VM between physical hosts without sacrificing the VM availability during the migration process. Consequently, the downtime of the live migration mechanism is shorter than that of the offline migration. However, the total time needed for migrating a VM in the live migration is longer in comparison with the offline migration [15] . This is because the live migration repeatedly copies the changed memory pages of a VM from the source to the destination, while the memory pages are transferred only once in the offline migration.
Multiple cooperating VMs are generally used to provide a specific service in cloud-based services. Once C2C migration of a service is started, the service is provided when the all cooperating VMs are migrated to the destination. The service downtime due to the C2C migration is measured from the time the first VM of the service stops at the source to the time the all VMs of the service are resumed at the destination. The service downtime is longer in the live C2C migration in comparison with the offline C2C migration. This is because the time required for migrating all the VMs of a service in live migration is longer than that of offline migration.
The proposed method determines a migration order of the VMs to reduce the service downtime. Therefore, it can be applied to both live and offline migrations. In this paper, we consider the offline C2C migration of the VMs due to the longer service downtime in the live C2C migration. Using the offline migration, the migration time of a VM is illustrated in Fig. 2 . The migration of a VM starts by stopping the VM to ensure that all the data is flushed to disk. The system then takes a snapshot of the VM and downloads the image created by the snapshot to the local system. Consequently, the downloaded image is transferred to the destination cloud. The system uploads the received VM image to the cloud system at the destination and launches the VM using the uploaded image with its configurations. 
B. SERVICE DOWNTIME
As shown in Fig. 3 , most of the services in the cloud are based on multi-tier architecture. All VMs belonging to the service should run together for the proper functioning of the service. However, migration of the VM cannot be executed without stopping it. Therefore, C2C migration impacts the services that are running on the cloud [16] . Even if the other VMs of the service are running, it becomes unavailable when the VOLUME 6, 2018 first VM of the service stops. Thus, the service downtime due to the C2C migration is measured from the time the first VM stops at the source cloud to the time the last VM restarts at the destination cloud [5] . The service downtime fluctuates based on the migration order of the VMs. Figure 3 illustrates a simple case of service deployment involving 11 VMs indexed from 1 to 11 running on cloud A, which need to be migrated to cloud B. The red VMs are responsible for service 1, while the blue VMs are responsible for service 2. If we migrate VMs by increasing the index order, e.g., VM 1 →VM 2 → · · · →VM 10 →VM 11 , the total downtime of the service 1 is measured from the time the VM 1 stops on cloud A to the time VM 8 restarts on cloud B. Service 1 on cloud B cannot be restarted until the eight VMs (VM 1 to VM 8 ) are migrated from cloud A to cloud B. This is because the VMs are migrated in the ascending order of VM index. We remark that service 1 does not need VM 2 , VM 5 , and VM 6 . However, if the VMs that belong to service 1 are migrated in a row (i.e., in the order of VM 1 →VM 3 →VM 4 →VM 7 →VM 8 ), service 1 can be restarted on cloud B without waiting for the migration of the other VMs.
C. MOTIVATION
According to the example in Fig. 3 , it is possible to reduce the service downtime by starting with the migration of those VMs, if we know the corresponding VMs to the same service. It is not feasible for the cloud operator to identify the dependent VMs manually. Some organizations communicate with other services using their own services in the cloud. For instance, some cloud services obtain data that is generated by another service using Application Programming Interfaces (APIs). In this case, the affinity among these services is derived from user-defined dependency, which could be hard to detect. Thus, it is a critical issue to decide the C2C migration order of the multiple VMs.
The VMs belonging to the same service tend to have a higher traffic dependency among themselves in comparison with other VMs. This traffic dependency helps to detect the dependent VMs in the cloud. Clients 1 and 2 in Fig. 3 connect to service 1 through VM 1 , and there is high traffic intensity among the VMs (i.e., VM 1 , VM 3 , VM 4 , VM 7 , and VM 8 ) corresponding to service 1. Similarly, there is high traffic intensity among the VMs of service 2 when clients 3 and 4 connect to service 2 through VM 2 . It is also possible that some VMs of service 1 could communicate with the VMs of service 2, as illustrated by the dash green line in Fig. 3 . In the long run, the data traffic among the VMs for different services, which are not strongly dependent on each other, is less than the data traffic among the VMs for the same service. Some of the VMs belonging to different services have high traffic dependency if the services are strongly dependent on one another, and thus they should be migrated together within short time interval.
IV. PROPOSED MIGRATION OF MULTIPLE VMs
, and q i denote the stop, snapshot, download, upload, launch, and configuration time of a v i , respectively. In addition, the size of the v i is L i and the data transmission speed between two clouds is R. Then, the total migration time T (v i ) of v i that illustrated in Fig. 2 is computed as follows:
For simplicity, let λ(v i ) be the migration time taken for the v i to be transmitted from cloud A to B. Let ψ(v i ) denote migration delay including the time taken for image data transmission, image upload, VM launching and configuration on the destination cloud. Thus, λ(v i ) and ψ(v i ) are computed as follows:
Therefore, the migration time T (v i ) of v i in equation (1) is given by
Let X be a list of the migration order for sequential migration of the VMs from cloud A to cloud B, whose element x i is the migration order of the v i .
For example, if x i is 3, then the migration order of the v i is 3. Thus, we can compute τ (v), which is the time when a VM v starts to be migrated as follows:
where
A service running among the multiple VMs becomes unavailable when the first VM of the service stops, even if the other VMs of the service are running. Therefore, a total downtime of the service during the C2C migration is from the time the first VM stops to the time the last VM restarts at the destination. Let χ j ⊂ V denote a set of VMs belonging to the j-th service. Then, we compute a downtime of service s j as follows:
Using equations (4) and (6), the j-th service downtime in equation (7) can be computed as follows:
In the above equation,
corresponds to the time when a VM v i starts to be migrated, and λ(v i ) + ψ(v i ) (4) is the total migration time of v i . Thus,
is the time the migration of v is completed, where x is a migration order of v. Among the VMs belonging to j-th service (v ∈ χ j ), a VM that has the maximum completion time of the migration is the last VM. Thus, the max
is the time that migration of the last VM of the j-th service is completed. Similarly, min v∈χ j { x k ∈X λ(v k ) · I (x k , x)} is the starting time of the first VM migration of j-th service. Therefore, the total downtime of the j-th service during the C2C migration is the difference between the time the first VM stops at the source and the time the last VM restarts at the destination.
Our main goal is to determine the migration sequence order that reduces the service downtime during C2C migration. We formulate the optimization problem according to the migration sequence order X as follows:
We propose a migration order decision strategy based on network traffic information among the VMs in order to solve the above problem. Let W be a n-by-n traffic information matrix, and its element w i,j be a traffic volume between v i and v j . We can obtain traffic information among the VMs, named east west traffic, using the various traffic monitoring tools such as sflow, netflow, and port mirroring. Using the traffic information matrix W and the VM list V , we create a dependency graph, G = (V , E) as shown in Fig. 4 . All the VMs in the graph form a set of vertices and traffic among the VMs considered as an edge. The edge weight of the graph G = (V , E) is the traffic volume between VM pairs.
B. FINDING CONNECTED SUBGRAPHS
A service running on a cloud system generates data traffic among the VMs that belong to the same service. Moreover, if some services depend on one another in the cloud, there exists data traffic among the VMs that do not belong to the same service. In this paper, we assumed that two VMs are communication dependent if data traffic exists between them. It is noteworthy that every pair of the VMs is not necessarily communication dependent in a single cloud. Thus, there may exist in the cloud both communication dependent and independent VMs. In Fig. 4 , the graph on the left-hand side G = (V , E) is the traffic intensity for the VMs in a single cloud. We need to identify separable groups of dependent VMs so as to find groups of dependent VMs.
As shown in Fig. 4 , it is difficult to identify separable groups of dependent VMs. For this reason, we divide the graph G = (V , E) into smaller connected subgraphs using a search algorithm. The connected subgraphs refer to a graph wherein paths connect any two vertices to each other. The depth-first search algorithm (DFS) is used to find connected subgraphs from the graph G = (V , E) in this paper. The obtained connected subgraphs are depicted on the right-hand side of Fig. 4 .
C. PROPOSED MIGRATION ORDER DECISION STRATEGY
In a group of dependent VMs, there may be VMs belonging to the same service or those belonging to different services. A migration order of VMs in the subgraphs makes no difference in the service downtime, provided all the VMs in a connected subgraph belong to the same service. However, it is possible that VMs belonging to the same service are not migrated consecutively if the VMs of the same subgraph belong to more than one service. Here, we suppose that VMs belonging to the same service have higher communication dependency on one another compared to the VMs that do not belong to the same service. In view of this, we propose the following minimum spanning tree (MST) based strategy for deciding the migration order of the VMs in the same subgraph.
1) Assign new weights that are inversely proportional to the traffic intensity of all edge weights of the subgraph. 2) Choose any vertex as a root node. 3) Find an MST starting from the root node using Prim's algorithm. VOLUME 6, 2018 A procedure for finding the MST using Prim's algorithm is illustrated in Fig. 5 . The Prim's algorithm finds a MST for a weighted undirected graph. This implies that the algorithm finds a tree that includes every vertex, such that the total weight of all the edges in the tree is minimized. The algorithm operates by building this tree. It starts from an arbitrarily selected vertex and adds the cheapest possible connection from the tree to another vertex that is not in the tree. The weights among the vertices that represent the VMs belonging to the same service are smaller than that of any other edge that connects one service to another. This is because the edge weight of the subgraph is changed into one that is inversely proportional to traffic intensity. Thus, the Prim's algorithm finds the VMs belonging to the same service first and then moves to other VMs that belong to a different service. Following the order in which the Prim's algorithm finds MST, we set a migration order.
Algorithm 1 describes the pseudocode of the proposed migration order decision strategy. The algorithm receives G = (V , E) and W as inputs and returns VM migration sequence order X as an output. We initialize an empty set of the connected subgraphs G , an empty set of a subgraph S, and an empty list of the migration sequence order X . After initialization, using the search algorithm explained in Section IV-B, the algorithm finds all the connected subgraphs from the graph G = (V , E). The obtained subgraph S is then added to the set of subgraphs G on line 3. After finding all the connected subgraphs, we set the edge weight of each subgraph in G to be w(u, v) −1 . Also, we find MST by using FindMST (S, W ) function. The FindMST (S, W ) function uses the Prim's algorithm to obtain the MST as explained in Section IV-C. An output of the FindMST (S, W ) is a VM order that Prim's algorithm finds in the connected subgraph S. The obtained VM migration order is then added to the migration order list X on line 10.
V. PERFORMANCE EVALUATION
Using OpenStack, we built two independent clouds A and B in order to validate the proposed cloud migration strategy and conducted cloud migration between both clouds [17] . The
Update G ← S
5:
Remove S from G 6:
Set S empty 7: end while 8: for each S ∈ G do 9: for each w(u, v) of S in W do 10: 
end for 12: Update X ← FindMST (S, W ) 13 : end for following are specifications of the physical machines used to build the cloud environment. The controller nodes have an Intel Xeon W3565 3.2 GHz CPU, with 48 GB RAM, and 1 TB SSD. The compute nodes have an Intel Xeon E-5 1680v4 3.4 GHz CPU, with 128 GB RAM, and 1 TB SSD. We created VMs in the cloud using Ubuntu Server 17.04 (Zesty Zapus) Daily Builds. The cloud migration involves two main steps: migration order decision and VM migration.
A. MIGRATION SEQUENCE ORDER DECISION
To detect the dependencies among the VMs, we measure network traffic among the VMs that are in a process of running services. One of the important operations for detecting traffic dependency among the VMs is capturing network traffic among them. Our experiment used a port mirroring method to capture network traffic among the VMs. Port mirroring is a well-known technique that replicates packets based on their incoming or outgoing ports and forwards to a monitor port. In OpenStack, all the VMs in Nova are connected to a specific bridge in Neutron, which is usually named br-int. Thus, all network traffic among the VMs passes through the br-int bridge. We configured the system to mirror all traffic in br-int to the monitor port as shown in Fig. 6 . Then, we capture all network traffic at the monitor port to obtain the network traffic information among the VMs.
For a certain interval of time, we captured the network traffic among the VMs while the services were running. We summed the number of bytes of all packets transferred between VM pairs after capturing network traffic and recorded the traffic volume. Then, using the recorded traffic volume, we created the traffic information matrix W that was used to detect the dependencies among the VMs. We used python NetworkX library to analyze the traffic information matrix W , which supports APIs to find the connected subgraphs and MST [18] . Further analysis and migration order decision are based on the proposed migration order decision strategy explained in Section IV.
B. VM MIGRATION
To enable migration of the VMs among the OpenStack-based cloud environments, we developed an automation framework. The process of migration using the automation framework is illustrated in Fig. 7 . In the framework, there are two main modules: one that works at the source, sending VMs to their destination (sender), and another that works at the destination, receiving inbound VMs (receiver). The following describes their operations. At the source cloud, we first obtain the network configuration information of the cloud using Nova and Neutron APIs. The obtained network configuration information is transmitted from the sender to the receiver. After transmitting the network configuration information, the sender expects a response message of the network configuration information from the receiver. If the sender receives the network configuration completion message, the VMs at the source cloud are transmitted to the destination based on the migration strategy. All the VMs at the source are sent to the destination in this way. Consequently, the sender transmits a message to the destination to signal the receiver that the cloud migration is completed.
Also, at the destination, the receiver prepares to receive and configure the inbound VMs. The receiver uses an Inotify event handler that signals the arrival of a new file to receive the VMs. Inotify is a Linux kernel subsystem that acts to extend file systems to notice changes to the file system and report those changes to the applications [19] . Firstly, the receiver receives the network configuration information from the sender. Secondly, at the destination, the receiver configures the network based on the received network configuration information using Neutron APIs, which includes creating sub-networks and floating IPs. The receiver sends a network configuration completed message to the sender after completing the network configuration. Then, the sender transmits the VMs to the receiver, and the receiver begins to restart the received VMs with their configurations at the destination cloud.
C. EXPERIMENTAL RESULTS
Various services were built in cloud A to evaluate the performance of the proposed C2C migration strategy. Also, we conducted C2C migration from cloud A to cloud B while clients have access to their relevant services. We compared the performance of the proposed migration strategy and the naïve migration strategy. The naïve migration randomly decides the migration order of the VMs without considering dependency. In the first experiment, we used 20 VMs to build 5 different services as shown in Fig. 8 . The VMs belonging to the same service were configured to be dependent on their communication. The proper functioning of a service requires all the VMs belonging to the same service to work together. Fig. 9(a) shows the experimental results based on the proposed migration strategy. All the services in cloud A responded normally to clients' requests before starting the C2C migration. Consequently, we used the proposed migration strategy to start the C2C migration. Service 1 became unavailable at t = 65 s, while other services were responding to their clients normally. After 315 s of downtime, service 1 responded to its clients from cloud B. Service 2 was responding normally during the migration until t = 295 s. At t = 582 s, service 2 responded from cloud B. Similarly, service 3 became unavailable at t = 434 s and restarted at t = 705 s, while service 4 became unavailable at t = 544 s and restarted at t = 837 s. Lastly, service 5 experienced 222 s of downtime. Queuing delay impacts downtime of those services whose VMs are migrated at the end. For instance, service 2 comprises 5 VMs and service 5 has only one VM. However, downtime of service 5 is over 200 s, while the downtime of service 2 is 287 s.
The performance of the naïve migration in comparison with the proposed strategy is illustrated in Fig. 9(b) . It is VOLUME 6, 2018 observed that the downtime of all the services, except service 5, is considerably long. For instance, downtime for the service 1 increased to 741 s while downtime for the service 4 increased to 685 s in case of naïve migration. The reason for the increased downtime is that the dependencies among the VMs were not considered. Thus, the VMs belonging to the same service were not migrated within short time intervals. The downtime for service 5 with naïve migration is like the downtime in the proposed migration strategy since service 5 has only one VM, which does not depend on others. In comparison with the naïve migration, the proposed migration strategy reduced the average service downtime by over 50% during the C2C migration.
In addition, we conducted five different service deployment scenarios in an extended set of experiments and measured the average service downtime with respect to each scenario. The experimental results are depicted in Fig. 10 . The first scenario is the same as the previous experiment, which has five different services on 20 VMs. We ran the services 1, 2, 3, 4, and 5 using 7, 5, 4, 3, and 1 VMs, respectively. The number of VMs in scenarios 2, 3, 4, and 5, are increased to 40, 60, 80, and 100, respectively. The numbers of VMs used for the services are increased to two, three, four, and five times of those for scenario 1. For instance, in scenario 5, there are 100 VMs, of which 35, 25, 20, 15, and 5 VMs are used for services 1, 2, 3, 4, and 5, respectively. The average service downtime increases as the size of the service deployment scenario increases in both proposed and naïve migrations as shown in Fig. 10 . However, the average downtime of the naïve migration is significantly higher than the average downtime of the proposed migration strategy in all the service deployment scenarios. Furthermore, the difference between the average downtime of the two migration strategies rapidly increases as the size of the service deployment increases. The last experimental result is illustrated in Fig. 11 . In this experiment, we used N VMs, of which 7 VMs are used for a basic service and N − 7 VMs are used for the other application services, where N varies from 10 to 200. For instance, there are 7 VMs for a basic service and 93 VMs for the other application services for N = 100. We built various application services using N − 7 VMs, which worked with the different number of VMs and created random traffic among the random services to simulate a practical situation. Then, we migrated the VMs between the clouds and measured the downtime of the basic service in the proposed migration strategy and naïve migration. The experimental results demonstrate that the downtime for the basic service remains almost steady with the proposed migration scheme, even as the number of VMs increases. However, the downtime for the basic service increases exponentially with the naïve migration as the number of VMs increases. When the number of VMs is 10, downtime of the service is almost the same in both the proposed migration strategy and naïve migration. However, when the number of VMs reaches 200, downtime for the basic services increased to almost 5000 s in the naïve migration, while it is less than 500 s in the proposed migration strategy. The reason is that the naïve migration does not consider communication dependency among the VMs. As a result, the VMs for the basic service are not migrated within short time intervals.
VI. CONCLUSION
A C2C migration refers to the process of moving VMs among different clouds. It could be inefficient and costly when it is not planned properly, especially when the number of VMs is very large and they depend on one another for multiple services on a cloud. Thus, understanding the dependencies among the VMs is important for the cloud migration to achieve a shorter service downtime of the migration. In this paper, we introduced a service-aware strategy for C2C migration of multiple VMs that use the communication dependency among the VMs. The proposed migration strategy plans and executes the migration of the dependent VMs in a predefined order to decrease the service downtime. The experimental results indicated that the proposed migration strategy successfully identifies the dependent VMs and significantly decreases service downtime.
Our future research will investigate the modeling and development of C2C migration in more complicated cloud environments. For example, C2C migration is executed among various clouds, where the source and destination clouds have a different configuration standard. The VMs must be converted to a standard type before they are migrated to a new cloud environment due to the compatibility issues. In addition, some applications may require higher security, which also increases the migration time. Therefore, this additional overhead need to be identified in more realistic environments and analyzed to decide the service downtime.
Furthermore, we will study how to decide the location of the VMs at the destination before migrating from the source cloud. For scalability of service performance, it is preferable that highly dependent VMs are placed in the same physical server to reduce the communication latency among the VMs. However, a single server may not have enough resources for hosting a group of highly dependent VMs. In this case, the group of VMs should be clustered into multiple dependency groups, or some VMs of the group should be moved to other servers. For solving this problem, we plan to extend our research based on traffic dependency by applying strategies of grouping the VMs and matching the groups of VMs to the physical servers at the destination cloud.
