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Abstract—Supervised machine learning (ML) algorithms are aimed at maximizing classification performance under available energy
and storage constraints. They try to map the training data to the corresponding labels while ensuring generalizability to unseen data.
However, they do not integrate meaning-based relationships among labels in the decision process. On the other hand, natural
language processing (NLP) algorithms emphasize the importance of semantic information. In this paper, we synthesize the
complementary advantages of supervised ML and natural language processing algorithms into one method that we refer to as
SECRET (Semantically Enhanced Classification of REal-world Tasks). SECRET performs classifications by fusing the semantic
information of the labels with the available data: it combines the feature space of the supervised algorithms with the semantic space of
the NLP algorithms and predicts labels based on this joint space. Experimental results indicate that, compared to traditional supervised
learning, SECRET achieves up to 13.9% accuracy and 13.5% F1 score improvements. Moreover, compared to ensemble methods,
SECRET achieves up to 12.6% accuracy and 13.8% F1 score improvements. This points to a new research direction for supervised
classification by incorporating semantic information.
Index Terms—Feature space, inference, machine learning, natural language processing, semantic information, semantic space, word
embedding.
F
1 INTRODUCTION
S IGNIFICANT progress has been made in natural languageprocessing (NLP) and supervised machine learning
(ML) algorithms over the past two decades. NLP successes
include machine translation, speech/emotion/sentiment
recognition, machine reading, and social media mining [1].
Hence, NLP is beginning to become widely used in real-
world applications that include either speech or text. Su-
pervised ML algorithms excel at modeling the data-label re-
lationship while maximizing performance and minimizing
energy consumption and latency.
Supervised ML algorithms train on data (features) and
label pairs to model the application of interest and predict
labels. The label involves semantic information. Palatucci
et al. [2] use this information through vector representa-
tions of words to find the novel class within the dataset.
Karpathy and Fei-Fei [3] generate figure captions based on
the collective use of image datasets and word embeddings.
Such studies indicate that data features and semantic rela-
tionships correlate well. However, current supervised ML
algorithms do not utilize such correlations in the decision-
making (prediction) process. Their decisions are only based
on the feature-label relationship, while neglecting signifi-
cant information hidden in the labels, i.e., meaning-based
(semantic) relationships among labels. Thus, they are not
able to exploit synergies between the feature and semantic
spaces.
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In this article, we show the above synergies can be
exploited to improve the prediction performance of ML
algorithms. Our method, called SECRET, combines vector
representations of labels in the semantic space with avail-
able data in the feature space within various operations
(e.g., ML hyperparameter optimization and confidence score
computation) to make the final decisions (assign labels to
datapoints). Since SECRET does not target any particular
ML algorithm or data structure, it is widely applicable.
The main contributions of this article are as follows:
• We introduce a dual-space ML decision process
called SECRET. It combines the new dimension (se-
mantic space) with the traditional (single-space) clas-
sifiers that operate in the feature space. Thus, SE-
CRET not only utilizes available data-label pairs, but
also takes advantage of meaning-based (semantic)
relationships among labels to perform classification
for a given real-world task.
• We demonstrate the general applicability of SECRET
on various supervised ML algorithms and a wide
range of datasets for various real-world tasks.
• We demonstrate the advantages of SECRET’s new di-
mension (semantic space) through detailed compar-
isons with traditional ML approaches that have the
same processing and information (except semantic)
resources.
• We compare the semantic space ML model with tra-
ditional approaches. We shed light on how SECRET
builds the semantic space component and its impact
on overall classification performance.
The remainder of the article is organized as follows.
Section 2 provides background information on supervised
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2ML algorithms, Bayesian optimization, and semantic vector
representation of words. Section 3 provides the motivation
behind SECRET’s dual-space ML decision process. Section
4 introduces the methodologies underpinning the SECRET
architecture, data processing, hyperparameter tuning, ML
algorithm training in the feature space and semantic space,
confidence score calculation, and decision process. Section
5 presents experimental results and provides comparisons
with traditional ML approaches. Section 6 presents related
work from the literature and points out the novelty of SE-
CRET. Finally, Section 7 discusses future research directions
and concludes the article.
2 BACKGROUND
In this section, we discuss background material that will
help with understanding of the rest of the article. We
first discuss supervised ML classifiers. Then we introduce
Bayesian optimization for hyperparameter tuning and se-
mantic vector representation of words.
2.1 Supervised Learning Algorithms
Supervised learning algorithms model the relationship be-
tween given data and corresponding labels. They take the
data (features) as input and map them to available labels
while satisfying an objective (e.g., minimizing error, maxi-
mizing within-class similarity, etc.). Then the model offers
generalizability by predicting labels for unseen data.
Supervised learning algorithms target two main prob-
lems: classification and regression. Classification problems
have categorical outputs, such as ‘normal find’ and ‘metas-
tases.’ Regression problems have continuous (numerical)
outputs. In this study, due to their widespread success in
modeling data-label relationships [4], [5], we focus on the
classifier and regressor versions of the multi-layer percep-
tron (MLP) and random forest (RF) ML algorithms.
An MLP is a fully-connected feedforward neural net-
work. It has input, hidden, and output layers of neurons.
Neurons are the smallest computational units that feed
input data to a nonlinear activation function. Neurons in
one layer are connected to neurons in the next layer through
links that have weights. The backpropagation algorithm
is used to update the weights in the training phase. RF
is an ensemble method whose constituents are decision
trees. The decision trees are built by splitting each node
using the most informative feature chosen from a random
subset of features. RF makes a decision based on majority
vote (classification) or weighted average (regression) of the
outputs of the constituent decision trees [5].
2.2 Bayesian Optimization for Hyperparameter Tuning
The selected set of hyperparameter values has a direct
impact on classification/regression performance. Hand-
tuning, random search, grid search, and Bayesian optimiza-
tion are commonly used methods for finding the best set of
hyperparameter values. In this work, we adopt Bayesian op-
timization as it is known, in general, to provide an unbiased
analysis and higher classification/regression performance,
while requiring a small number of iterations due to the
utilization of results from past iterations [6].
Bayesian optimization integrates exploration and ex-
ploitation. It starts with a prior belief over the unknown
objective function. It then evaluates the optimization goal
function with available data (target hyperparameter values
chosen for the iteration). Based on input data and the
corresponding optimization goal outputs, it updates the
beliefs and selects the next set of hyperparameter values
to be evaluated. The process is repeated until a maximum
number of iterations is reached [7].
2.3 Semantic Vector Models of Words
Semantic vector models assign a compact real-valued vector
to each word in a dictionary. The vector captures the word’s
semantic relationships with the remaining words in the
dictionary. Words with close meanings are represented by
closely-spaced vectors in the semantic space. Some of the
algorithms that derive semantic vector word representations
are Skip-gram and Continuous Bag-of-Words (CBOW) ar-
chitectures of word2vec [8], GloVe [9], vLBL [10], ivLBL [10],
Hellinger PCA [11], and recurrent neural networks [12].
GloVe is an unsupervised method. It uses the co-
occurrence ratio of words within a pre-specified window
length to obtain the word vectors. Use of this ratio en-
hances the distinction between two relevant words or a
relevant word and an irrelevant one. The GloVe algorithm
is based on weighted least squares regression. As shown
in Eq. 1, it aims to minimize the difference between the
scalar product of the two word vectors and the logarithm
of their co-occurrence value. Weights are used to avoid
dominance (overweighting) by both very frequent and rare
co-occurrences. The corresponding weighting function is
shown in Eq. 2. In [9], α = 34 has been found to yield good
results.
J =
V∑
i=1
V∑
j=1
f(Xij)(w
T
i ∗ wj + bi + bj − log(Xij))2,
where V : vocabulary size,
f(x): weighting function,
X : co-occurrence matrix,
w: word vector,
b: bias.
(1)
f(x) =
{
(x/xmax)
α, if x < xmax
1, otherwise
(2)
3 MOTIVATION
ML algorithms are widely used for making real-world
decisions. Based on their objective, ML algorithms can be
grouped into four categories: information-based, similarity-
based, probability-based, and error-based [13]. The choice of
algorithm depends on the application of interest and dataset
characteristics.
Speech and text data involve semantic relationships be-
tween data instances. These relationships collectively ac-
count for the semantic space. NLP targets the semantic space
and corresponding classification tasks with word embed-
dings. Word embeddings (semantic vector representations)
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Fig. 1. SECRET: Semantically Enhanced Classification of REal-world
Tasks.
are used to model meaning-based relationships among
words in a compact vector form. These relationships are
captured through distances between real-valued word vec-
tors. Words with close meanings are located nearby in the
semantic space. Semantic vector representations are used in
a wide range of NLP applications [9], such as document in-
dexing [14], text classification [15], [16], question answering
[17], and speech recognition [18].
Various features (characteristics) can be extracted from
numerical, categorical, and graph-based data and correlated
with corresponding circumstances (labels) of interest in
supervised ML. The features constitute the feature space.
As an example, in healthcare, the labels may be disease
names, therapy methods, or health states, whereas in the
chemical industry, the labels may be chemical names, model
simulation states, or stability test results. Although labels
differ from one application to another, they all lead to
some action being taken based on the assigned label. The
action can be reporting an anomaly, continuing the process,
switching states, scaling parameters, etc. Since the assigned
labels impact future actions, they need to be interpretable
by either humans or machines. This means that the labels
also carry semantic information. However, current super-
vised classifiers do not take advantage of this semantic
information. Therefore, as shown in Fig. 1, the feature and
semantic spaces stay far apart in the galaxy representing
all information sources for the classification task. Consider
a dataset that has ‘calm sleep,’ ‘REM sleep,’ and ‘stress
situation’ as labels. As depicted in Fig. 2, current supervised
ML algorithms will result in the same data-label model even
if we replace the labels with ‘class 1,’ ‘class 2,’ and ‘class
3.’ However, ‘calm sleep’ and ‘REM sleep’ are semantically
more similar but less similar to ‘stress situation.’ It would be
advantageous to exploit this semantic relationship during
classification.
SECRET addresses the above problem through a dual-
space classification approach. As shown in Fig. 3a, tradi-
tional supervised learning operates in the feature space.
SECRET, on the other hand, also incorporates class affin-
ity and dissimilarity information into the decision process,
as shown by the ‘Semantic space’ block in Fig. 3b. This
property enables SECRET to make informed decisions on
class labels, thus enhancing its overall classification per-
formance. As an example, consider the UCI Contraceptive
Method Choice Dataset [19]. It has three classes: ’no use,‘
’long term methods,‘ and ’short term methods.’ As shown
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Fig. 2. ML data-label mapping responses of (a) the traditional approach
and (b) SECRET. The scale signifies whether the data-label models are
equal (equilibrium state) for the two types of labels.
in Fig. 4, SECRET, built with MLP and RF, is able to
detect the ’long term methods‘ class (Fig. 4c) whereas the
traditional supervised learning (feature space) approach,
which uses MLP (Fig. 4b), is unable to in six out of the
ten folds. One of the reasons behind this improvement is
the use of a different ML algorithm. However, as demon-
strated later through experimental results, SECRET not
only outperforms traditional classifiers, but also ensemble
methods. This result indicates that the dataset is hetero-
geneous in terms of data characteristics corresponding to
different classes. While ’no use‘ is easily distinguishable
(Fig. 4b), ’long term methods‘ and ’short term methods’
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Fig. 3. Classification methods: (a) traditional and (b) SECRET.
4have a large semantic affinity as indicated by the squared
Euclidean distances in Fig. 5. Since the traditional fea-
ture space classifier does not adjust its decisionmaking
process based on class affinity/dissimilarity, it assumes a
comparable difference between data characteristics corre-
sponding to different classes. As a result, it fails to no-
tice the ’long term methods.‘ On the other hand, SECRET
discovers the affinity between ’long term methods‘ and
’short term methods’ through the semantic space (Fig. 5)
and focuses on distinguishing between these two classes.
SECRET jointly optimizes the hyperparameters and makes
the final decision (labeling) by integrating information from
both the feature and semantic spaces. It is able to deliver
higher classification performance relative to traditional ap-
proaches because of its reliance on a richer semantic+feature
space. Although this example only exploits the seman-
tic+feature space, there may be other as-yet-undiscovered
spaces that could also be integrated into SECRET in a similar
fashion. This is depicted by the third spacecraft in Fig. 1.
4 METHODOLOGY
In this section, we describe SECRET’s data processing and
dual-space classification procedure in detail.
4.1 The SECRET Architecture
SECRET integrates information from two sources: feature
space and semantic space.
• The feature space includes data, extracted features (if
available), and the corresponding labels.
• The semantic space includes meaning-based relation-
ships among labels in the form of real-valued word
vectors.
As shown in Fig. 6a, traditional supervised learning
operates in the feature space. It uses the features to model
the data-label relationship. On the other hand, SECRET
not only uses data available in the feature space, but
also integrates meaning-based relationships among labels
(semantic space) into the decision process, as shown in
Fig. 6b. SECRET takes training data, training labels, and
their vector representations to develop a model that is used
to predict the label for the test data. Thus, it requires vector
representations of the training labels as an additional input,
relative to the traditional supervised learning approach.
Vector representations are obtained using semantic vector
generation algorithms (see Section 2.3) that are trained with
a large number of documents. Depending on the available
computational resources, SECRET can be implemented with
either pre-trained semantic vectors that are available on the
web [20], [21], [22], or specially-trained semantic vectors ob-
tained from a given corpus. Neither implementation needs
the involvement of an expert, unlike the case of labeling
data in supervised learning.
The novelty of SECRET is that it enables interaction be-
tween the two spaces while constructing the classifiers and
regressors. The hyperparameter-tuning stage of SECRET
includes the corresponding classifier and regressor from the
feature space and semantic space, respectively. In Fig. 6b,
the interaction is depicted by the arrow in between the
(a)
(b)
(c)
Fig. 4. Linear discriminant analysis visualization of the (a) ground truth,
(b) labels predicted by the traditional supervised (feature space) classi-
fier, and (c) labels predicted by SECRET.
no use 
long-term  
methods 
short-term 
methods 
16.0 
16.2 
1.7 
Semantic space 
Fig. 5. Pairwise squared Euclidean distances in between the vector
representations of labels in the semantic space. A smaller distance
indicates a larger class affinity.
feature space and semantic space. Hence, the hyperparam-
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Fig. 6. Architectures: (a) traditional supervised learning and (b) SECRET.
eter values of the semantic (feature) space are not aimed
at maximizing the classification (regression) performance
of the semantic space regressor (classifier), but that of the
overall SECRET architecture. However, the interaction does
not only take place during hyperparameter tuning. Unlike
the traditional approaches, the classifier and regressor do
not make individual decisions. Both provide confidence
scores for each label. This information is used by SECRET to
predict the label for a new query data instance. We explain
each block in detail next.
4.2 Data Processing
Data processing is an important part of any ML decision
process. Data in the raw form require:
• denoising,
• outlier elimination,
• feature extraction,
• feature encoding, and
• normalization/standardization.
SECRET targets these operations in the ‘Data Processing’
block in Fig. 6b.
Denoising depends on the application of interest, signal
properties (e.g., sampling frequency, range, etc.), and noise
source (e.g., sensor artifacts, environmental conditions, and
user faults). It needs to be implemented separately for each
application and signal. For more details, we refer the readers
to surveys in [23], [24], [25], [26].
Outlier elimination is aimed at removing or replacing the
data that are out of signal range. Outliers can be detected
either manually (through expert knowledge) or using sta-
tistical properties of the data. A survey of outlier detection
methods can be found in [27].
The feature extraction stage extracts informative values
from the data to enhance the decision process. It depends
on the chosen ML algorithm, application of interest, and
the available data. In general, ML algorithms benefit from
extracted features in terms of classification performance.
Although neural network based algorithms take raw data
as input, they extract features in multiple layers that are
hardcoded in the design stage [28]. Though these feature
extraction layers may need less processing relative to other
ML algorithms (e.g., random forest, support vector machine,
AdaBoost, k-nearest neighbors), they do not eliminate the
need for feature extraction.
Many ML algorithms require numerical data for training
and decisionmaking. However, datasets might also include
categorical features. Feature encoding is targeted at such
features and replaces them with numerical values. One-hot
encoding is a widely-used method for categorical feature
transformation. It adds a column (feature) for each categor-
ical state and assigns ‘1’ to the column corresponding to the
state of the feature of interest and ‘0’ to the rest.
The data normalization or standardization stage is tar-
geted at features with different scales. It has a significant
impact on classification/regression performance. Normal-
ization or standardization is done before hyperparameter
tuning. Normalization brings feature values to within a
specific range, whereas standardization transforms them
to have zero mean and unit variance. Whether to use
normalization or standardization depends on the feature
characteristics [13].
4.3 Hyperparameter Tuning
SECRET performs hyperparameter tuning through Bayesian
optimization. By integrating exploration and exploitation,
Bayesian optimization outputs the set of hyperparameter
values that maximizes the optimization goal function. This
function indicates the overall performance of the chosen
supervised ML algorithm. Therefore, it guides Bayesian
6Algorithm 1 SECRET - Hyperparameter Tuning
Input:
DataTr: Training data
DataVal: Validation data
LabelTr: Labels corresponding to training data
LabelVal: Labels corresponding to validation data
FSHyp: Feature space hyperparameter values
V: Vector representations of the labels
Output:
SSHyp: Semantic space hyperparameter values
1: Preprocess DataTr, See Section 4.2
2: Preprocess DataV al, See Section 4.2
3: Initialize GP of Bayesian Optimization
4: ACCmax ← 0
5: SSHyp← null
6: for i = 1, ..., BOiter
7: FSModel← FSClassifier(DataTr,LabelTr,FSHyp)
8: FSConf ← FSModel(DataVal)
9: SSHypi ← GP
10: SSModeli ← SSRegressor(DataTr,LabelTr,SSHypi)
11: SSOut← SSModeli(DataVal)
12: for j = 1, ...,#instances
13: for k = 1, ..., C
14: SSConfjk =
1∑D
l=1
(Vk(l)−SSOutjk(l))2∑C
m=1
1∑D
j=1
(Vm(l)−SSOutjk(l))2
15: LabelV alPred← argmaxclass(avg(FSConf,SSConf))
16: ACCi ← ACC(LabelVal,LabelValPred)
17: if ACCi > ACCmax
18: ACCmax = ACCi
19: SSHyp = SSHypi
20: Update GP
21: return SSHyp
optimization to find the right set of hyperparameter values
in order to enhance the performance of real-world decision
processes.
The pseudocode for the hyperparameter tuning stage is
shown in Algorithm 1. Following preprocessing of training
and validation data, the Gaussian Process (GP) of Bayesian
optimization is initialized. Bayesian optimization takes hy-
perparameters (as variables, not their values), their ranges,
and optimization goal function as input. The hyperparam-
eters depend on the chosen ML algorithm. For example,
whereas the total number of trees may be a hyperparameter
for the RF algorithm, the number of layers and neurons in
each layer may be hyperparameters for the MLP algorithm.
The optimization goal function reflects the purpose of the
task being performed. Depending on whether SECRET is
implemented on top of a traditional supervised (feature
space) classifier or built from the ground up, the optimiza-
tion goal function takes into account either available feature
space and semantic space hyperparameter values or both
semantic and feature space hyperparameter values. The
function outputs performance metrics, such as accuracy, F1
score, etc., based on training and validation data. Through-
out the paper, we show implementation of SECRET on top
of a traditional supervised classifier to be able to compare
SECRET with the classification algorithms in the literature.
Therefore, in Algorithm 1, the feature space and semantic
space algorithms are trained with already assigned hyperpa-
rameter values and acquisition function outputs (semantic
space hyperparameter values), respectively. Then the feature
space and semantic space confidence scores are calculated
and labels are assigned (See Section 4.5 for details). At the
end of the operation, the optimization goal function outputs
the performance metric that needs to be maximized. This
output is used to update the beliefs and obtain the next
set of semantic space hyperparameter values. The above
process is repeated with this new set. When the maximum
number of iterations (BOiter) is reached, the process is
stopped and the set of hyperparameter values (SSHyp) that
lead to the highest validation set performance is selected for
application to the test set.
4.4 Training of ML Models and Inference
The data-label relationships exist in different forms in the
feature and semantic spaces and are captured through ML
algorithms. The feature space does not take into account
the meaning-based relationships among labels. However,
the semantic space takes into account the affinity and dis-
similarity information between labels that is captured in
a vector form. Hence, whereas the feature space decision
process maps data to the label with the help of a classifier,
the semantic space decision process relies on a regressor. The
choice of the regressor has a direct impact on SECRET’s per-
formance. Thus, for a fixed feature space classifier, SECRET
carries out performance analyses with various regressors on
the training and validation data and selects the one that
maps data to the labels the best. After finding the best
set of hyperparameter values in both spaces through joint
optimization, SECRET trains the ML algorithms. The feature
space classifier is trained with the selected hyperparameter
values, training data, and training labels. The semantic
space regressor is trained with the selected hyperparame-
ter values, training data, and vector representations of the
labels. Following the training stage, inference is performed
on the test data and confidence scores are obtained. The
operations corresponding to this stage are shown on lines 3
through 6 in Algorithm 2.
4.5 Confidence Score Computation and Decision
The inference stage outputs the confidence scores for each
data instance for both spaces. Feature space confidence
score (FSConf ) computation depends on the chosen ML
algorithm. For example, the confidence score of the RF
classifier is the class probabilities. In other words, FSConf
is the ratio of the number of decision trees assigning the
class of interest and the total number of trees. However,
the confidence score of the MLP classifer is the output of
the activation function in the outermost (final) layer. On the
other hand, the semantic space confidence score, SSConf ,
is based on distance, in line with the main motivation be-
hind semantic vector representations. SSConf is computed
through the inverse ratio of the distance between the as-
signed vector and the label vector that is normalized by the
total distance from the assigned vector to all label vectors.
The corresponding operations are shown on lines 7 through
7Algorithm 2 SECRET - ML Training - Inference - Decision
Input:
DataTrVal: Training and validation data
DataTe: Test data
LabelTrVal: Labels corresponding to training and validation
data
LabelTe: Labels corresponding to test data
FSHyp: Feature space hyperparameter values
SSHyp: Semantic space hyperparameter values
V: Vector representations of the labels
Output:
ACC: SECRET’s accuracy on the test set
F1: SECRET’s F1 score on the test set
1: Preprocess DataTrV al, See Section 4.2
2: Preprocess DataTe, See Section 4.2
3: FSModel← FSClassifier(DataTrVal,LabelTrVal,FSHyp)
4: FSConf ← FSModel(DataTe)
5: SSModel← SSRegressor(DataTrVal,LabelTrVal,SSHyp)
6: SSOut← SSModel(DataTe)
7: for j = 1, ...,#instances
8: for k = 1, ..., C
9: SSConfjk =
1∑D
l=1
(Vk(l)−SSOutjk(l))2+∑C
m=1
1∑D
j=1
(Vm(l)−SSOutjk(l))2+
10: LabelTePred← argmaxclass(avg(FSConf,SSConf))
11: ACC ← ACC(LabelTe,LabelTePred)
12: F1← F1(LabelTe,LabelTePred)
13: return ACC,F1
9 in Algorithm 2. D, V , and C represent the dimension of
the semantic word vector, semantic vector of the class label,
and total number of classes, respectively.  refers to additive
shift. In line 9 of Algorithm 2,  is used to avoid diver-
gence of the algorithm when the assigned vector (regressor
output) overlaps with the vector of the class label. The
value of  needs to be smaller than the minimum difference
between vectors of the assigned label and the class label.
However, in the hyperparameter tuning stage (line 14 in
Algorithm 1),  is assigned 0 and divergence is permitted to
avoid overfitting. Since divergence blocks label assignment,
overlap between the assigned label and class label degrades
classification performance of the validation set significantly.
Therefore, the hyperparameters corresponding to this case
are not selected (line 17 through line 19 in Algorithm 1) and
overfitting is avoided. In summary, while assigning 0 to  in
the hyperparameter tuning stage is beneficial for preventing
overfitting, a nonzero value in the decisionmaking process
is needed to avoid divergence.
The overall confidence score is computed by taking the
average of FSConf and SSConf for each class. In the
decision stage, each data instance in the test set is assigned
the label of the class that has the highest overall confidence
score (line 10 in Algorithm 2). Following the labeling stage,
SECRET’s classification performance is assessed through
accuracy (ACC) and F1 score metrics computed using Eq. 3
and Eq. 4, respectively. Accuracy depicts the ratio of the
number of correctly classified instances and the total num-
ber of instances. However, the F1 score indicates the fraction
of correctly classified instances for each class within the
dataset.
ACC =
TP + TN
TP + TN + FP + FN
where TP : True positive, TN : True negative,
FP : False positive, FN : False negative.
(3)
F1 =
∑C
i=1 2 ∗ PRECi ∗RECi/(PRECi +RECi)
C
,
where PREC =
TP
TP + FP
,REC =
TP
TP + FN
,
C : Total number of classes,
PREC : Precision, REC : Recall.
(4)
5 EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we present the experimental results for
SECRET and provide comparisons with traditional super-
vised classifiers and ensemble methods. Then, we analyze
the effect of feature-semantic space variations on SECRET’s
classification performance.
5.1 Datasets
SECRET’s flexible design ensures applicability to a broad
spectrum of real-world classification tasks. We analyze its
performance on datasets for ten different applications, rang-
ing from biomedical disease diagnosis to sonar-based object
detection. Table 1 describes these datasets and their char-
acteristics. The datasets are taken from the UCI Machine
Learning Repository [19]. They focus on the classification
task.
The UCI Connectionist Bench Dataset is based on sonar
signals that are reflected from a rock or metal cylinder. It
discriminates between these two obstacles. The UCI Chess
Dataset is built using the king-rook and rook positions on
a chessboard. It is targeted at the depth of a win. The
UCI Cardiotography Dataset is formed using cardiotogra-
phy features that are based on fetal heartrate and uterine
contraction. It focuses on classification of ten different fetal
morphologic patterns. The UCI Indian Liver Patient Dataset
is composed of patient records, such as age, gender, total
bilirubin, total protein, albumin, etc. It is aimed at diagnos-
ing liver disease. The UCI Nursery Dataset includes parental
occupation, child’s nursery condition, family structure, and
the family’s social, health, and financial status as features.
It is targeted at ranking of nursery school applications.
The UCI Breast Cancer Wisconsin Dataset is built using
images of a fine needle aspiration of the breast. It focuses
on classifying the cell nucleus as malignant or benign. The
UCI Contraceptive Method Choice Dataset is composed
of demographic and socio-economic information of mar-
ried women. It is aimed at identifying their contraceptive
method choices. The UCI Letter Recognition Dataset is
formed using black-and-white image pixels of letters of
the English alphabet. It is targeted at classifying each of
the 26 letters. The UCI Lymphography Dataset includes
features extracted from lymphography images. It is aimed
at classifying different types of lymph nodes. The Statlog
8TABLE 1
Datasets and Their Characteristics
Dataset Abbreviation # Instances # Features # Classes Class Labels
UCI Connectionist Bench (Sonar, Mines
vs. Rocks) Dataset
sonar 208 60 2 Rock, Metal cylinder
UCI Chess (King-Rook vs. King) Dataset chess 28056 6 18 Draw, Zero, One, Two, Three, Four,
Five, Six, Seven, Eight, Nine, Ten,
Eleven, Twelve, Thirteen, Fourteen, Fif-
teen, Sixteen
UCI Cardiotocography Dataset cardio 2126 21 10 Calm sleep, REM sleep, Calm vigilance,
Active vigilance, Shift pattern, Stress sit-
uation, Vagal stimulation, Largely vagal
stimulation, Pathological state, Suspect
pattern
UCI ILPD (Indian Liver Patient Dataset) liver 583 10 2 Liver patient, Not liver patient
UCI Nursery Dataset nursery 12960 8 5 Not recommended, Recommended, Very
recommended, Priority, Special Priority
UCI Breast Cancer Wisconsin (Diagnos-
tic) Dataset
wdbc 569 30 2 Benign, Malignant
UCI Contraceptive Method Choice
Dataset
cmc 1473 9 3 No use, Short-term methods, Long-term
methods
UCI Letter Recognition Dataset letter 20000 16 26 A, B, C, D, E, F, G, H, I, J, K, L, M, N, O,
P, Q, R, S, T, U, V, W, X, Y, Z
UCI Lymphography Dataset lymph 148 18 4 Normal find, Metastases, Malign lymph,
Fibrosis
UCI Statlog (Heart) Dataset heart 270 13 2 Absence, Presence
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Fig. 7. Legend for experiments that compare traditional approches with SECRET.
Dataset is composed of physiologic signal and demographic
information of patients. It is aimed at predicting the absence
or presence of heart disease.
5.2 Supervised Classifier vs. SECRET
We hypothesize that feature space information is not the
only source of information that can be used for classification.
In order to test this hypothesis, we compare the classification
performance of the supervised classifier with that of SE-
CRET. The supervised classifier uses feature space informa-
tion to model the data-label relationship and predict labels
of unlabeled data instances. On the other hand, SECRET
fuses the feature and semantic space information to predict
labels. By analyzing the two approaches, we aim to identify
the impact of semantic space information on classification
performance. In order to minimize dependency on an ML
algorithm, we use two classifiers (RF and MLP) and their re-
gressor versions. Decision trees in RF are information-based;
however, MLP is error-based. Second, in order to avoid a
biased evaluation of classification performance, we compute
both accuracy and F1 scores by comparing the predicted
labels with actual ones in the test set. Accuracy reflects the
percentage of correctly classified samples within the test
set. However, the F1 score incorporates precision and recall
values, which are computed from the false positive and false
negative values for each class, and then taking the average.
Therefore, accuracy and F1 score assess the classification
performance from different perspectives.
We implement SECRET with a Bayesian optimization
framework [29] (used for determining the number of neu-
rons in an MLP with a single hidden layer and the number
of trees in RF), scikit-learn [30], and 50-dimensional GloVe
vectors [20] (pretrained with Wikipedia 2014 + Gigaword
5). We calculate semantic space confidence score through
equations shown in line 14 of Algorithm 1 and line 9 of
Algorithm 2. Based on our analyses (see the conditions
mentioned in Section 4.5),  is assigned 10−200 in the ex-
periments. For classification performance analyses, we use
stratified 10-fold sampling to each dataset and report the
average accuracy and F1 score values.
Fig. 7 shows the legend for the plots that depict clas-
sification performance of the traditional feature space ap-
proach and SECRET. The starting points of the arrows
indicate accuracy and F1 scores of the feature-space clas-
sifiers. The ending points indicate the impact of including
semantic space information on classification. The numbers
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Fig. 8. SECRET’s (a) accuracy and (b) F1 score improvements over the traditional MLP (feature-space) classifier. SECRET uses MLP as the feature
space classifier and RF/MLP as the semantic space regressor. Black arrows indicate when the RF regressor is used, whereas the grey and dashed
arrows correspond to the MLP regressor.
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Fig. 9. SECRET’s (a) accuracy and (b) F1 score improvements over the traditional RF (feature-space) classifier. SECRET uses RF as the feature
space classifier and MLP/RF as the semantic space regressor. Black arrows indicate when the MLP regressor is used, whereas the grey and
dashed arrows correspond to the RF regressor.
above/below the arrows show the percentage improve-
ment. The arrow sizes are scaled accordingly. Dataset names
are ordered based on the amount of change in classification
performance using SECRET.
Fig. 8 shows the accuracy and F1 scores of the traditional
MLP classifier and SECRET with the format shown in Fig. 7.
In this case, SECRET integrates semantic information into
the MLP classifier with the help of either an RF or MLP
regressor. It chooses the type of regressor based on vali-
dation set performance, builds the overall classifier using
both the semantic and feature spaces, and makes the final
decision on the test labels. The color of arrows in Fig. 8
indicates the chosen regressor type. If both black and grey
colored arrows are shown for a dataset, then the validation
set classification performance is inconclusive in determining
the better regressor. For the lymph dataset, the size of the
training set is not sufficient to train the model and test on the
validation set. We present results with both regressors. For
the wdbc dataset, both regressors performed equally well
on the validation set with only a 0.1% difference in accuracy
and F1 score values. Therefore, we again present both. The
chess, cmc, and cardio datasets show over 4.4% and 6.7%
improvements in accuracy and F1 scores, respectively. While
the liver dataset has only a 0.3% improvement in accuracy,
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Fig. 10. Architecture of the traditional ensemble method.
it has the highest F1 score improvement of 13.5% among
all datasets. This shows the importance of analyzing classi-
fication performance from different perspectives. Although
accuracy is not able to capture the increase in precision and
recall values (decrease in false positive and false negative
rates), the F1 score shines light on this information. More-
over, except for the nursery and heart datasets, we observe
that the arrows point to the right, indicating that SECRET
improves accuracy as well as the F1 score. The amount
of improvement depends on dataset characteristics, feature
space classifier, and chosen semantic space regressor.
Fig. 9 shows the classification performance of the tra-
ditional RF classifier and SECRET implemented with an
MLP or RF regressor. For the letter dataset, both regressors
performed equally well on the validation set. Therefore, we
present results with both regressors. In this experimental
setup, SECRET shows over 4.4% accuracy and 4.5% F1 score
improvements for the chess and sonar datasets. Further-
more, although the size of the lymph dataset leads to an
inconclusive choice for the regressor type, we observe a 2.8%
accuracy and 7.9% F1 score improvement with the MLP
regressor. For the liver dataset, as in the case of Fig. 8, a 4.2%
increase in the F1 score points to the positive impact of the
semantic space information on decreasing the false positive
and false negative rates, thus increasing the precision and
recall values. Overall, the arrows in Fig. 8 and Fig. 9 point
to the right, thus demonstrating classification performance
enhancement with SECRET.
5.3 Ensemble Method vs. SECRET
We saw in the previous section that SECRET outperforms
traditional supervised ML classifiers. However, the tradi-
tional classifier also can be made more robust by using an
ensemble method. In this section, we compare ensemble
methods with SECRET to show that the semantic space
offers a different type of information source that pays rich
dividends. In order to have a fair comparison between
traditional ensemble methods and SECRET, we replace the
red ’Semantic Space‘ block in Fig. 6b with a ’Feature Space‘
block. The corresponding block diagram for the ensem-
ble method is shown in Fig. 10. The ensemble method is
composed of only feature space classifiers. In the exper-
iments, we provide the same amount of processing, hy-
perparameter tuning, and decisionmaking resources to the
two approaches. The only difference is that only the feature
space information is used in the ensemble method, whereas
both the feature and semantic space information is used in
SECRET. We analyze the ensembles (formed with MLP and
RF algorithms) and compare them with SECRET next.
Fig. 11 shows the accuracy and F1 scores of the tradi-
tional ensemble method and SECRET on the ten datasets.
The ensemble is built using an MLP classifier whose per-
formance is maximized with the best set of hyperparameter
values. Then this classification performance is enhanced by
combining the classifier with another MLP with hyperpa-
rameter values that maximize the overall performance of
the ensemble. SECRET is built in the same way. However,
the feature space classifier is replaced with a regressor that
models the data and semantic vector relationship. For nine
datasets, SECRET achieves a 0.4 to 12.6% higher accuracy
and a 0.4 to 13.8% higher F1 score relative to the ensemble
method. As in the experiments described in Section 5.2,
while the liver dataset has a 1.0% increase in accuracy
with SECRET, it obtains the highest F1 score improvement
of 13.8%. For the nursery dataset, both approaches show
comparable classification performance. Overall, as indicated
by rightward-pointing arrows, SECRET can be seen to out-
perform the ensemble method.
Fig. 12 shows individual and relative classification per-
formance of the MLP-RF ensemble and SECRET. In six of
the datasets (liver, chess, sonar, cmc, heart, and cardio),
SECRET improves the classification performance, whereas
in the rest, SECRET either obtains the same or less than 0.7%
lower performance relative to the ensemble method. While
SECRET improves the F1 score by 1.6 to 9.6% for the six
datasets, the ensemble method only outperforms SECRET
by 0.3 to 0.7% in three datasets.
Fig. 13 presents accuracy and F1 scores of the RF-MLP
ensemble and SECRET. If we had not implemented SECRET
on top of a traditional supervised (feature space) classifier,
but built it from ground up, the MLP-RF ensemble would
yield the same results as RF-MLP. However, since we would
like to compare SECRET with the traditional approach,
the hyperparameter values are determined by also taking
into account the assigned hyperparameter values of the
feature space block. Since SECRET determines the semantic
space hyperparameters using joint information from the
two spaces, for a fair comparison, we provide the same
opportunity to the ensemble method while determining the
11
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Fig. 11. SECRET’s (a) accuracy and (b) F1 score improvements over the traditional MLP-MLP ensemble in the feature space. SECRET uses MLP
as the feature space classifier and RF/MLP as the semantic space regressor. Black arrows indicate when the RF regressor is used, whereas the
grey and dashed arrows correspond to the MLP regressor.
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Fig. 12. SECRET’s (a) accuracy and (b) F1 score improvements over the traditional MLP-RF ensemble in the feature space. SECRET uses MLP as
the feature space classifier and RF/MLP as the semantic space regressor. Black arrows indicate when the RF regressor is used, wheras the grey
and dashed arrows correspond to the MLP regressor.
hyperparameter values of the second feature space block.
Therefore, while RF hyperparameter values take advantage
of the knowledge of MLP hyperparameter values in Fig. 12,
MLP hyperparameter values take advantage of the knowl-
edge of RF hyperparamenter values in Fig. 13. Due to its
size, we were not able to determine the regressor type for
the lymph dataset. Therefore, we present both results of
SECRET with RF and MLP regressors. However, use of one
regressor or the other leads to a significant classification
performance improvement or degradation. Due to this in-
stability, we do not use the lymph dataset to come to a
conclusion. For the wdbc and liver datasets, the ensemble
method has a higher accuracy and F1 score by 0.1 to 0.3%,
whereas SECRET has a 0.4 to 7.6% accuracy and 1.2 to
7.5% F1 score improvement on the remaining six datasets.
It is remarkable that the maximum amount of performance
improvement with the ensemble method is still smaller than
the minimum performance improvement with SECRET. For
the heart dataset, both approaches have the same result.
Fig. 14 shows the experimental results for the RF-RF
ensemble and SECRET. As in the case of Fig. 13, the
lymph dataset leads to an inconclusive result due to its size
(lymph is the smallest among the all studied datasets) when
comparing the classification performance of the ensemble
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Fig. 13. SECRET’s (a) accuracy and (b) F1 score improvements over the traditional RF-MLP ensemble in the feature space. SECRET uses MLP
as the feature space classifier and MLP/RF as the semantic space regressor. Black arrows indicate when the MLP regressor is used, whereas the
grey and dashed arrows correspond to the RF regressor.
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Fig. 14. SECRET’s (a) accuracy and (b) F1 score improvements over the traditional RF-RF ensemble in the feature space. SECRET uses MLP as
the feature space classifier and MLP/RF as the semantic space regressor. Black arrows indicate when the MLP regressor is used, whereas the
grey and dashed arrows correspond to the RF regressor.
method and SECRET. However, except for the lymph and
heart datasets, SECRET provides up to 12.0% accuracy and
F1 score improvements on the remaining eight datasets.
From the above experiments, we can conclude that SE-
CRET leads to either significantly higher or comparable clas-
sification performance with respect to the ensemble method.
5.4 RF Decision Node Depth
The data features and semantic relationships among labels
correlate well [2], [3]. SECRET takes advantage of this cor-
relation with the help of its ‘semantic space’ component. On
the other hand, traditional approaches only utilize data fea-
tures to maximize class separability, confidence score, etc.,
of the classification task. While a dataset includes seman-
tically similar and dissimilar class labels, therefore ‘easy-
to-classify’ and ‘difficult-to-classify’ samples with respect to
each other, traditional supervised learning approaches do
not utilize this information while building the classifiers.
They utilize data features, not the semantic relationships.
However, SECRET benefits from both data features and
semantic relationships among labels with joint use of the
feature and semantic spaces. If the labels are semantically
similar, the data features are also expected to be similar
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TABLE 2
RF Decision Node Depth Variance and Classification Performance on the cmc Dataset
Approach Average Variance of RF Node Depth Overall Variance Classification Performance
no use long-term methods short-term methods of RF Node Depth Accuracy (%) F1 Score (%)
Traditional Classifier 11.6 12.4 12.4 0.2 50.6 47.8
Traditional Ensemble 11.5 12.4 12.4 0.2 50.4 47.1
(built on top of MLP)
Traditional Ensemble 11.6 12.5 12.4 0.2 50.0 47.3
(built on top of RF)
SECRET 11.0 12.3 12.2 0.4 53.7 50.3
(built on top of MLP)
SECRET 11.0 12.3 12.2 0.4 51.5 48.8
(built on top of RF)
[2], [3]. This leads to ‘difficult-to-classify’ data instances
and requires more focused (deeper) distingushing between
the classes. In Sections 5.2 and 5.3, we verified SECRET’s
superiority over the traditional approaches through detailed
classification performance analyses. In this section, we pro-
vide insight into how SECRET’s semantic space RF models
differ from the traditional feature space ones. Since SECRET
uses meaning-based relationships among labels, it is able
to assess ‘easy-to-classify’ and ‘difficult-to-classify’ classes.
We expect SECRET to adjust the RF decision node depths
according to both semantic relationships among labels and
data characteristics, and traditional approaches to adjust
only according to data characteristics. Therefore, we hypoth-
esize that the decision node depth for different classes varies
more in SECRET compared to the traditional approaches as
SECRET is able to divide the classes into ‘easy-to-classify’
and ‘difficult-to-classify’ groups and focus on ‘difficult-to-
classify’ classes in deeper nodes with the help of its semantic
space component.
We carry out RF decision node depth experiments on six
datasets (cmc, chess, lymph, cardio, nursery, and letter) to
validate our hypothesis. The remaining four datasets (sonar,
liver, wdbc, and heart) have two classes. When one class is
assigned, the other class also gets distinguished. Therefore,
the standard deviation of the decision node depth for these
four datasets tends to zero, which is not informative. For
the six datasets that include three or more classes, we take
each decision tree in the RF model and assess the decision
nodes, their depth, and assigned classes. Within a tree, we
calculate the average decision node depth for each class. We
repeat this process for each tree to assess the overall average
decision node depth for the RF model.
As an example, Table 2 shows RF decision node depth
variance and classification performance on the cmc dataset
for both the traditional approaches and SECRET. While the
traditional approaches assign ‘no use,’ ‘long-term methods,’
and ‘short-term methods’ at closer node depths by taking
data characteristics into account, SECRET uses both the
data characteristics and semantic relationships among la-
bels (Fig. 5). As the ‘no use’ class is located farther away
(in Euclidean distance) from the ‘long-term methods,’ and
‘short-term methods’ classes, SECRET assigns ‘no use’ to
shallower depths and focuses on details to distinguish
‘long-term methods,’ and ‘short-term methods’ at deeper
nodes. As a result of SECRET’s directed attention to ‘easy-
to-classify’ and ‘difficult-to-classify’ classes, it outperforms
the traditional approaches, as shown in the right column
of Table 2. For the remaining datasets, we carried out the
same analyses. Fig. 15 shows the overall standard deviation
of RF decision node depth for ‘Traditional classifier,’ ‘Tra-
ditional ensemble,’ and ‘SECRET.’ In Fig. 15a and Fig. 15b,
‘Traditional classifier’ represents the variance of RF model’s
decision node depth. In Fig. 15a, ’Traditional Ensemble’
and ‘SECRET’ represent variance of decision node depth
of RF models that are built on top of the MLP model, as
shown in Fig. 6b and Fig. 10, respectively. As opposed to
Fig. 15a, in Fig. 15b, ’Traditional Ensemble’ and ‘SECRET’
are built on top of an RF model. In five of the datasets
(except lymph), we observe a larger variance in the overall
decision node depth of SECRET compared to the traditional
approaches. In line with this observation, SECRET obtains
up to 11.5% and 13.5% accuracy and F1 score improvements,
respectively, over the traditional classifier and up to 7.3%
improvement in both accuracy and F1 score over the tradi-
tional ensemble method depicted in Fig. 15a. For the other
case shown in Fig. 15b, SECRET obtains up to 12.1% and
12.0% accuracy and F1 score improvements, respectively,
over the traditional classifier and up to 12.0% improvement
in both accuracy and F1 score over the traditional ensemble
method. For the letter dataset, we observe comparable per-
formance (maximum 0.3% decrease in accuracy/F1 score)
with the traditional approaches. For the lymph dataset,
while RF node depth variance is smaller for SECRET, we
observe −0.7% to 5.1% improvement over the traditional
approaches. This is inconclusive. As we also obtain incon-
clusive results throughout Section 5 due to its size, we do
not discuss the lymph dataset.
Overall, a larger variance in RF node depth indicates that
SECRET is distinguishing ‘easy-to-classify’ and ‘difficult-to-
classify’ cases more clearly than the traditional approaches
and focusing on detailed properties at deeper nodes to
separate the ‘difficult-to-classify’ cases further. As a result,
we observe an enhancement in classification performance
with SECRET. This is commensurate with our hypothesis.
6 RELATED WORK
Feature space approaches map data (image, text, audio,
physiological signal, etc.) to discrete labels without consid-
ering the label relationships. The semantic space, however,
maps data to vector representations of labels to capture the
meaning information within the labels. We focus on related
studies in both spaces next.
Enhancing classification performance of the ML algo-
rithms has been a well-targeted area of research for decades.
Various approaches have been proposed. These include
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Fig. 15. Standard deviation of RF decision node depth for traditional RF
classifier and traditional ensemble and SECRET built on top of (a) MLP
and (b) RF.
data augmentation [31], data generation [32], boosting [33],
ensemble learning [34], and dimensionality reduction [35].
In addition to these promising techniques, various ML al-
gorithms (information-based, similarity-based, probability-
based, and error-based [13]) and architectures have been
designed. Specifically, for big data, neural network models
[36] have revolutionized the classification task due to their
ability to model complex data-label relationships. Although
these algorithms and techniques have made significant con-
tributions to enhancing classification performance, they all
operate in the feature space. SECRET close the gap between
the feature and semantic spaces.
If we change our perspective and look at the related
work in the semantic space, we observe that word repre-
sentations have been widely used in NLP applications. Liu
et al. [15] proposed a novel task-oriented word embedding
method to assess the salient word for text classification task.
All analyses are carried out in the semantic space. Kusner et
al. [14] introduced a novel distance metric (Word Mover’s
Distance) to effectively model the text documents with a
set of word vectors. Vector representations act as features
in a traditonal classification task and are mapped to a pre-
defined set of labels with the k-Nearest Neighbor algorithm.
This is a feature space approach since word vectors are used
as features and mapped to a specific set of labels, without
considering the meaning-based relationships among labels.
Bordes et al. [17] targeted question answering by represent-
ing the question in a vector form in the semantic space
and mapping it to the answer again in the semantic space.
Bengio and Heigold [18] go far away from the semantic
space by training vector representations of words without
considering their meaning relationships, but targeting how
similar the words sound. Vectors of sound-alike (not se-
mantically similar) words have a smaller Euclidean distance
between them. Palatucci et al. [2] and Socher et al. [37]
carried out zero-shot learning by mapping real-world data
to semantic vector representations of words. Karpathy and
Fei-Fei [3] obtained figure captions using image datasets
and word embeddings. The approaches presented in [2],
[37], and [3] are limited to the semantic space. They only
targeted correlations between data features and semantic
relationships.
Overall, the above-mentioned approaches have had a
significant influence on the development of NLP appli-
cations; however, they exploit either the feature space or
the semantic space when performing classification. SECRET
integrates these two spaces. Thus, SECRET is differentiated
from previous work and looks at real-world classification
tasks in a new way.
7 CONCLUSION AND FUTURE WORK
In this article, we introduced a new dimension (semantic
space) to the feature space based decisionmaking employed
in ML algorithms and encapsulated it in a dual-space classi-
fication approach called SECRET. As opposed to traditional
approaches, SECRET maps data to labels while integrating
meaning-based relationships among labels. We analyzed
SECRET’s classification performance on ten datasets repre-
senting different real-world applications. Compared to tra-
ditional supervised learning, SECRET achieved up to 13.9%
accuracy and 13.5% F1 score improvements. Compared to
ensemble methods, SECRET achieved up to 12.6% accuracy
and 13.8% F1 score improvements. We also took a step
toward understanding how SECRET builds the semantic
space component and its impact on overall classification
performance. We posit that, in future work, further im-
provements in SECRET’s overall classification performance
and feature/semantic space characteristics can be made
as follows. First, further analyses of different datasets are
needed to support extensive applicability of SECRET. Sec-
ond, although MLP and RF are well-known supervised ML
algorithms, other ML algorithms need to be analyzed in this
context. Third, semantic vectors could be trained specially
for SECRET and the corresponding application of interest,
as done in the case of intrinsic and extrinsic analyses in NLP
[38], [39]. Finally, in addition to the feature and semantic
spaces, other information sources for classification should
be explored.
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