I. INTRODUCTION

M
ANY networks arising in science [1] , technology [2] , and society [3] exhibit complex connections by means of small numbers of long-range links, and are surprisingly closely connected despite their extent. Such networks have become known as small-world networks. Small-world network models describe networks whose properties are intermediate to order and disorder. The forces in favor of order result in clustering and local structure in a small-world network. On the other hand, the forces in favor of randomness exhibit themselves as random long-range connections in such networks. The most striking characteristic of small-world networks is their small graphical diameter even though they are highly clustered. This property is a result of random long-range connections in these networks (see [4] , [5] and [6] for further details). Due to their widespread appearance, the analysis and design of small-world networks, as well as distributed computation, control and communication on them, have become critical to the understanding of geometrical properties of many complex interconnected natural and human-made networks, and to the understanding of a diverse set of complex processes on these systems, such as the spread of viruses in society and communication networks (e.g., [7] and [8] ), the emergence of social norms (e.g., [9] ) and the spread of cooperation in society (e.g., [10] ). In this paper, we focus on one important and frequently arising process on small-world networks, which is the decentralized search problem for critical resources in these networks. We will derive analytical expressions for the average number of steps needed for a decentralized search process to terminate by connecting a source node, which originates the search process, to a target node by means of other intermediate nodes in the network. We call this number the average message delivery time, echoing the celebrated letter-referral experiments [11] , [12] and [13] conducted by Milgram in the 1960s, or, alternatively, the delay of decentralized search on small-world networks.
One field in which our results find direct applications is sociology. Small-world network structures frequently arise in the theory of social networks, through which the connections among people in a social network are studied (e.g., [6] and [14] ). We will next summarize some sociological perspectives about small-world networks that motivate why they are appropriate for modeling social connections among people.
A. Small-World Networks: Sociological Perspectives
The small-world network interpretation of social networks becomes salient when we consider that connections among people in a social network can be divided into two types: strong ties and weak ties. Interpersonal ties tend to become stronger as the time and effort invested in a relationship, the frequency of interactions, intimacy, reciprocity, and the degree to which friends, values and interests shared in common increase. (See [15] - [20] and [21] .) Relationally strong ties are important for enhancing the trust and influence between people in a social network. However, they are structurally weak for the search for critical resources in social networks as well as for the diffusion of information and innovations. This appears to be primarily because strong ties tend to be transitive and form closed friendship triads, as claimed by Granovetter in [15] and as supported by empirical evidence in [22] . That is, the probability of having an interpersonal tie between two individuals and becomes high if both are connected to another individual through a strong tie. As a result of these structural biases in interpersonal ties, strong ties span small social distances; individuals connected to one another by means of strong ties become socially close, and are usually exposed to the same set of resources and information, which inhibits the search and diffusion processes in social networks. (See [15] and [16] for details.)
In contrast to strong ties, weak ties are casual relationships, which are somewhat randomly formed in social gatherings in the form of long bridges connecting socially distant individuals in social networks. These individuals are located in different social groups, they have access to different resources and information distributed over the social network, and they have few friends in common. These features of weak ties facilitate the spread of a search process or a diffusion process initiated by a seed individual in a close-knit social community to socially distant locations in the network. As claimed in [15] , " whatever is to be diffused can reach a larger number of people, and traverse greater social distance (i.e., path length) when passed through weak ties rather than strong." This is the structural strength of relationally weak ties.
In this paper, we follow the convention introduced by [4] , and categorize interpersonal ties as long-range connections and short-range connections depending on the social distance spanned by each of these ties. Our analytical results quantify the importance of long-range connections for locating a target in social networks when source and target individuals are socially separated from each other. They also reveal the importance of local friendship circles formed by short-range connections for locating a target in social networks.
B. Decentralized Search Process on Social Networks
The decentralized search process that we will focus on is inspired by Milgram's letter-referral experiments [11] , [12] and [13] , often celebrated as the small-world experiment. After its first appearance, the letter-referral technique and its modifications (i.e., using the telephone and e-mail instead of the post) attracted substantial attention and was repeated in various social contexts to discover social network structure (e.g., [23] and [24] ).
A typical realization of such an experiment is as follows. Two socially separated individuals are selected at random. One of them is assigned as the message originator (i.e., source), and the other is assigned as the message recipient (i.e., target) to whom the message will be delivered. The source is provided with some basic information about the target such as address and occupation, and she is allowed to send the message only to others whom she knows on a first-name basis. Therefore, the source is not allowed to send the message to the target directly unless she knows the target on a first-name basis. The source node chooses one of her contacts whom she considers to be close to the target, and forwards the message to this contact. Intermediate message holders repeat the same last step until the message reaches the target. As this discussion makes apparent, the small-world experiment helps to discover how many people are needed on the average to connect source and target nodes, which will be referred to as the average message delivery time, or as the delay of decentralized search, in this paper. Milgram and his colleagues found this number to be around six, which forms the first empirical evidence for the common notion that any two individuals are separated by six degrees of separation or the so-called small world phenomenon.
To repeat the steps of the small-world experiment analytically, we construct a small-world network on a network domain, and place source and target nodes at arbitrary positions inside this network domain. The details of our network model are provided in Sections II and III. We make the initial separation between source and target nodes arbitrary since this separation is an important factor determining the average message delivery time. After the initial placement, the source node chooses one of its direct contacts, either short-range or long-range, that is closest to the target node (up to a small error ) as a next hop message holder. The details of our forwarding rule are explained in Section III. Then, each message holder repeats the same last step by forwarding the message to her contact closest to the target node until the message is delivered to the target node.
The first implicit assumption in these steps is that the source node knows where the target node is located in the social space. The second implicit assumption is that each message holder is able to select her best contact closest to the target node up to a small error . To the extent that the initial information supplied for the message originator in empirical small-world studies identifies the target individual's social location and each message holder is able to choose her best contact closest to the target individual, the decentralized search mechanism analyzed in this paper mimics the empirical small-world experiments more precisely, and our results better estimate the average message delivery time for all scales of separation between source and target nodes.
C. Related Work and Contributions
The network model in this paper is motivated by the smallworld network model [4] and the scale-free network model [25] . One limitation of the small-world network model in [4] is that all nodes have the same number of connections. We remove this limitation by allowing the nodes in the network to have random numbers of short-range and long-range connections. One limitation of the scale-free network model in [25] is that nodes make all of their connections randomly even if they may have different numbers of connections. We remove this limitation by assuming a threshold rule for forming short-range contacts, which imposes a local structure and clustering on the network model.
In particular, our new model, referred to as the octopus model and explained in Section III in detail, parametrizes the complex network generation in terms of the distribution of the random number of long-range connections per node. The power of such a parametrization of complex networks is that we can now generate a wide variety of networks by changing the distribution of the number of long-range connections per node. For example, this model can capture the clustering features of the Watts-Strogatz model in [4] and the scale free features of the Barabási model in [25] at the same time when the number of long-range connections per node is drawn from a power-law distribution. Furthermore, our networks are constructed on general metric TABLE I  GENERAL FORMULAE FOR THE AVERAGE MESSAGE DELIVERY TIME FOR RECTANGULAR, SPHERICAL, AND CIRCULAR NETWORK DOMAINS   TABLE II  THE AVERAGE MESSAGE DELIVERY TIME WITH VARIOUS DISTRIBUTIONS FOR THE NUMBER OF LONG-RANGE CONNECTIONS spaces, which allows us to explicitly model source and target separation by means of a general distance metric.
Variants of the decentralized search process in this paper were also analyzed in previous work such as [26] , [27] , and [28] . These works only obtained bounds on the delay of the decentralized search on small-world networks. In contrast, we obtain precise analytical expressions for the time required for the decentralized search process to terminate as a function of the source-target separation, and for any given distribution of the number of long-range connections per node. (See Theorems 9, 10, 11, and 12.) Our results are briefly summarized in Tables I  and II for rectangular, spherical and circular network domains. By means of obtained analytical expressions, we are able to tap into complex small-world search dynamics, and identify the average message delivery time for both nearby and distant nodes by tuning an initial displacement parameter.
For example, our results show that nodes tend to use their short-range connections, and the average message delivery time rises linearly, when the separation between source and target nodes is small. On the other hand, as this separation increases, long-range connections are more frequently used, and the average message delivery time rapidly saturates to a constant value and stays almost the same for all large values of the separation. These results are consistent with the empirical observations in [12] and [24] . Furthermore, they reveal the dynamics of the decentralized search on small-world networks, and the range of source-target separations for which long-range connections positively contribute to such search. (See Section V.A for details.)
Our expressions also quantify the effect of the number of long-range connections on the time required for the decentralized search to terminate. In particular, we show that the time required benefits from small variance in connectivity, and in contrast to intuition and some previous results (e.g., [25] and [29] ), having hubs with large numbers of long-range connections does not help signicantly if the search criteria for selecting intermediaries are based on social dimensions, such as geographic location, occupation, education, etc., rather than the number of friends of an individual. (See Sections V-B and V-C for details.) II. NOTION OF NETWORK SPACE: DEFINITION AND SOME FUNDAMENTAL PROPERTIES
We consider a general metric-measure space as the network domain on which network nodes are distributed. Before putting forward the formal definition of a network space, we first review some basic concepts from real analysis.
We ). For any given metric space , the topology on generated by the metric is the collection of all open subsets of . In this paper, we always refer to the metric generated topology when we speak of a topology on a metric space.
For a given metric space , a subset of is a dense subset of if every nonempty open subset of contains at least one point of . A metric space is separable if has a countable dense subset.
We define the notion of network space as follows.
Definition 1:
The quadruple is called a topological network space, where is the set of points on which network nodes are distributed, is the Borel -algebra of subsets of is a measure on , and is a metric. For the rest of the paper, the quadruple will be referred to simply as a network space by bearing in mind that the underlying topology on in Definition 1 is the usual topology generated by the metric . It is assumed that consists of more than one point to avoid trivialities.
is the smallest -algebra that contains all the open subsets of . 
A. Some Properties of Network Spaces
We now provide some fundamental properties for network spaces. To make the flow of the main text smoother, we give all the proofs for these properties in Appendix A. Further properties of regular network spaces, such as the measure of boundary sets in these spaces and their relationship to convex metric spaces, are explored in Appendices B and C. These properties will not be needed in our proofs below, but are included for the sake of the curiosity of interested readers.
III. NETWORK MODEL
To investigate the average message delivery time in smallworld networks, we consider regular network spaces that include spherical and circular network domains as special subcases. Under some mild conditions, the average message delivery time calculations can also be extended to rectangular network domains. We obtain the average message delivery time formula for each different network geometry, which provides a robustness check of our results against the effect of network geometry on the message delivery time. Our circular network model is similar to the small-world network model introduced by Watts and Strogatz in [4] , which has been analyzed in many studies in different contexts in great details (e.g., [30] and [31] ). Our rectangular network model is similar to the small-world network model analyzed by Kleinberg in [26] and [27] . Different meanings can also be attributed to our network models in other areas of science in which small-world networks emerge. For example, the spherical network model can find direct applications when modelling connections among nerve cells in the human brain (e.g., [32] ) and those among people on the earth. Let be a regular network space. We assume that there exists an underlying probability space on which all the random variables of interest are defined. We define node location random variables as follows.
Definition 4:
A node location random variable is a measurable function (1) We say is uniformly distributed if for all . We distribute relay nodes randomly (from a uniform distribution) and independently over the network domain. In order to identify the average message delivery time for all scales of separation between source and target nodes, we place source and target nodes at arbitrary positions inside the network domain. Locations of source and target nodes will be denoted by and , respectively. The random variable representing the location of the th relay node, , is given by . For each , we define . The random set will be called the node-location process. We define the continuum limit as (2) An important topological property of is that it is a dense subset of with probability one. This property is formally given in Theorem 1 whose proof is provided in Appendix D.
Theorem 1:
For any given regular network space is a dense subset of the network domain with probability one (w.p.1).
Proof: See Appendix D.
A. Short-Range and Long-Range Contacts of a Node
As in other similarly existing small-world network models, we assume that each node in the network maintains both shortrange and long-range contacts. We first describe how the set of short-range contacts of a node is formed.
(i) Short-range Contacts of a Node: All nodes in the network have a uniform communication range . Nodes lying within this communication range of a node form its short-range contacts. If we consider a particular node with location , its local-neighborhood is then the ball centered at with radius , which is formally represented in (3)
(ii) Long-range Contacts of a Node: In addition to its shortrange contacts, each node maintains a random number of longrange links for communication. We assume that there are two types of long-range links: (a) incoming long-range links and (b) outgoing long-range links. A node can receive a message through an incoming long-range link but cannot send any messages over this link. On the other hand, a node can send a message over an outgoing long-range link but cannot receive anything over it. This model for the long-range contacts of a node is made for the sake of analytical simplicity. Our solution technique presented below can also be extended to other models for forming long-range contacts. Let be the number of outgoing long-range links of node . Then, it is assumed that 's for are independently and identically distributed according to a common discrete probability distribution . We also assume that 's take finite values with probability one, i.e., . A typical realization of the network constructed in this manner is shown in Fig. 1 .
B. Octopus Model and Sociological Perspectives
The generic name we give to all networks constructed in the manner explained above is the octopus model for social network modeling in particular and complex network modeling in general, where the body of the "octopus" is formed by the local close-knit friendship circle of an individual, and the casual and relatively weak ties form the legs of the "octopus". It is a generalization of random geometric graphs [33] to social network modeling by means of random long-range connections.
The octopus model captures the order-disorder properties of the Watts-Strogatz model [4] due to the threshold rule for forming local contacts. The substrate network in the octopus model is formed on continuum network domains, whereas it usually consisted of discrete latices in previous studies (e.g., [4] , [26] and [27] ). The octopus model also parametrizes the generation of complex networks in terms of the distribution of the number of long-range connections per node, whereas the number of long-range connections is fixed, and all nodes have the same number of contacts in the original small-world network model put forward by Watts and Strogatz in [4] . The power of such a parametrization of complex networks is that we can now generate a wide variety of networks by changing the distribution of the number of long-range connections. For example, this model can also mimic scale-free features of the Barabási model [25] when the number of long-range connections per node is drawn from a power-law distribution.
One can also give further interpretations to this model by using Granovetter's insights in [15] and [16] . Granovetter in [15] claims that the tie between two individuals tends to be stronger if they share more friends in common. In our model, as two nodes and become closer to each other, their friendship circles start to overlap more and more. The amount of overlap between their friendship circles is represented by the gray area in Fig. 2 , which is proportional to the average number of friends shared in common by and . Therefore, our model predicts stronger interpersonal ties as the social separation between two individuals becomes smaller. Whenever a message is passed through such a close-by contact, it traverses a smaller social distance when compared to forwarding it through a long-range connection, a property that was also predicted by Granovetter's model in [15] . These interpretations are qualitatively shown in Fig. 2 .
C. Limiting Process for Forming the Outgoing Long-Range Contacts
For the sake of mathematical completeness, we now put forward the rules for the limiting process for forming outgoing long-range contacts as the number of relay nodes goes to infinity.
1) Rules for forming outgoing long-range contacts:
Source and target nodes are only allowed to choose their outgoing long-range contacts among relay nodes. Relay nodes are only allowed to choose their outgoing long-range contacts among relay nodes. A node chooses the node at the receiving end of an outgoing long-range link at random uniformly among all other nodes that do not lie in its local neighborhood. After a node chooses a long-range contact, it is not allowed to change it as new relay nodes are added to the network.
2) Initialization and the limiting process:
We initialize the number of relay nodes to where is an arbitrary integer greater than 1, and uniformly distribute relay nodes over . We place source and target nodes at arbitrary positions in . Nodes then choose their outgoing longrange contacts as explained above. We send the number of relay nodes to infinity by adding new relay nodes. As new relay nodes are added, nodes that have not been able to choose all of their outgoing long-range contacts yet (i.e., different outgoing long-range connections per node ) are given a chance to form long-range outgoing connections with these new relay nodes. Note for a given that a node cannot choose all long-range contacts unless there are at least relay nodes outside of . Nodes that have already chosen all of their outgoing long-range contacts are not allowed to change them. In Theorem 2, we provide the formula for the probability of a given node having a long-range contact with another node located in a subset of the network domain. The proof of Theorem 2 is given in Appendix D, and it makes use of the property that is a dense subset of the network domain with probability one, which was proven in Theorem 1.
Theorem 2: For a given node
and a given subset of where means that node is a long-range outgoing contact of node .
Proof: See Appendix D. A pictorial illustration for the statement of Theorem 2 is depicted in Fig. 3 .
D. -Greedy Geographic Forwarding Rule
Nodes use a simple -greedy geographic forwarding ( -GGF) rule to deliver their messages to their intended target nodes. The only global information needed to deliver a message is the location of its final destination, which can be encoded inside the message by the message originator.
According to this rule, any message holder having distance to for some chooses one of its local contacts lying in and providing a forward progress in the direction of the target node at least for some as a next hop local contact. After a node chooses its next hop local contact, it is not allowed to change it as new relay nodes are added to the network even if there are some other local contacts providing forward progress larger than the chosen one. This rule can be interpreted as the condition that nodes have bounded greediness while choosing their next hop local contacts. The parameter also models errors that people may make while optimizing their next hop message holders in empirical small-world experiments. Fixing the local contact achieving a minimum desired forward progress in the direction of the target node makes -GGF a path convergent forwarding rule which will be analyzed in greater detail in Section IV.
If the current message holder has an outgoing long-range contact providing forward progress in the direction of the target node larger than the progress provided by the local contact chosen as described above, this long-range contact is preferred over the local contact.
IV. MESSAGE TRAJECTORY AND AVERAGE MESSAGE DELIVERY TIME
A. Message Trajectory
In accordance with the search algorithm, a message wanders around the network hop by hop until it reaches the target. When there are relay nodes, we denote the resulting random trajectory of the message by is always set to . We define the message delivery time under to be equal to the first time the message reaches the target node. Therefore, can be written as
Note that if the forwarding rule cannot find a path from the source node to the target node. We assume that the message stays at the target node once it reaches it. Therefore, for all . The delivery time also depends on the locations of source and target nodes since the message starts its journey at , and finishes it at . For example, for all if since there is no need for message forwarding when source and target nodes are located at the same position. If , a message should be forwarded at least once in order to be delivered to the target node. Thus, when . For the rest of the paper, we will not explicitly write as a function of and by keeping this fact in mind.
Definition 5:
We say a forwarding rule is loop-free if it does not form any loop while delivering the message to the target node.
Definition 6:
We say a forwarding rule is time convergent if for any given and converges to a limiting real-valued random variable w.p.1 as goes to infinity under the rules in Section III-C for forming long-range contacts.
For example, the shortest path routing is a time convergent forwarding rule since the message delivery time monotonically decreases as new relay nodes are added to the network domain. For time convergent forwarding rules, we let be the message delivery time under .
Definition 7:
We say a forwarding rule is path convergent if for any given and , the path that the message takes to travel from to converges to a limiting path as goes to infinity under the rules in Section III-C for forming long-range contacts.
For path convergent forwarding rules, we let be the location of the message at the th, , hop under . Therefore, is the trajectory of the message under . We have the following theorem establishing the relationship between time convergent and path convergent forwarding rules. The liminf condition in Theorem 3 guarantees that the forwarding rule finds a path connecting source and target nodes. Fixing the last hop message holder eliminates potential pathological cases in which the message always enters the ball at the last hop, but it is on the boundary of in the limit.
Theorem 3: Consider a path convergent forwarding rule . If, for any given and , the message delivery time under satisfies and delivers the message to the target node at the next hop whenever it enters by fixing the last hop message holder, then is a time convergent forwarding rule with the limiting message delivery time .
Proof: This is trivial if since there is no need for message forwarding. Therefore, take any and with in , and take any . Set
Consider the subsequence of such that
Observe that there exists a constant large enough such that for all since is a finite integer for all large enough. Therefore, for all . Since the target node cannot have any incoming long-range links according to the rules explained in Section III-C for forming long-range contacts, the message must first enter the ball before the final delivery of the message to the target node. Since fixes the last hop message holder whenever the message enters the ball is equal to for all large enough. Since is a path convergent rule, we also have that converges to as goes to infinity.
Since is an open set, we must have for all sufficiently large . Since delivers the message to the target node at the next hop once it enters for all sufficiently large . Therefore, converges to on the event , which has probability one.
Let denote the collection of all time convergent and loopfree forwarding rules. We have the following theorem establishing the relationship between and for this type of rules. [34] ) to show that the tail of the distribution of the message delivery time decays to zero exponentially fast as the number of relay nodes goes to infinity when nodes use the -GGF rule to deliver messages to the target node.
Definition 8:
Let be a regular network space. Then, for any given finite set of points of , the Voronoi tessellation of generated by is the collection of cells such that
The following lemma shows that we can find a Voronoi tessellation of the network space such that Voronoi cells are neither too fat nor too thin. (5) where is a constant independent of and , and for some . Proof: See Appendix E. We finally have the next theorem relating the average message delivery time for dense networks with finitely many nodes to the average message delivery time in the continuum limit when nodes use the -GGF rule to deliver messages to the target node.
Theorem 5:
Let be a regular network space. Then, for any given and , if nodes use the -GGF rule to deliver messages to the target node, converges to a limiting random variable and Since the average message delivery time can be made arbitrarily close to the average message delivery time in the continuum limit (by increasing the number of relay nodes when nodes employ the -GGF rule to deliver messages to the target node), we will focus on the continuum limit in the rest of the paper.
B. Average Message Delivery Time Without Long-Range Contacts
We first consider the message delivery time for regular network spaces when nodes do not have long-range contacts.
Theorem 6:
Let be the largest integer smaller than or equal to . For any given and , with probability one, is equal to (6) under -GGF with no long-range contacts.
Proof: We prove this theorem by induction. If , then there is no need for message forwarding since source and target nodes are located at the same position.
If , then the message is delivered to the destination in one hop since the target node is in the local communication range of the source node. So, (6) holds for .
If
, then the message is delivered to the destination in two hops. Note that for this range of source-target separation since the network space is regular. Hence,
is a nonempty open subset of the network domain, and the source node has local contacts lying in and achieving forward progress in the direction of the target node of at least w.p.1 by Theorem 1. Therefore, in the first hop, the message enters the ball by means of one of the local contacts of the source node lying in , and in the second hop it is delivered to the destination. As a result, (6) also holds when . Suppose now (6) is correct for for . Then, for this range of source-target separation. We now show that it also holds for . By regularity of the network space Therefore, the source node has local contacts lying in and achieving forward progress of at least w.p.1 by Theorem 1. Since the local communication range of the source node is , all of its local contacts lying in are located in . Therefore after the first hop. By the induction hypothesis, it takes hops to reach the destination after the first hop. Therefore, if . This completes the proof.
C. Piece-Wise Constant Behavior and Spherical Symmetry Property of in Small-World Networks
We will now analyze some basic properties of the average message delivery time in small-world networks for regular network spaces. We first show its piece-wise constant behavior with jumps at exactly integer multiples of the nodes' local communication radius . This behavior is due to the communication model that we employ for forming local contacts. We assume that two nodes are local contacts of each other, and thereby are able to communicate with each other if the separation between them is smaller than . On the other hand, if the separation between them is greater than , then they are not local contacts of each other, and, therefore, are not able to communicate with each other unless there is a long-range link connecting them. This discontinuity in the rule for forming local contacts, in turn, leads to discontinuities in the average message delivery time in small-world networks when it is viewed as a function of the source-target separation.
Theorem 7:
since source and target nodes are local contacts of each other. We then show that the proposition is correct for . when , and is a nonempty open subset of the network domain for this range of source-target separation by regularity of the network space. As a result, the source node has some local contacts lying in and achieving forward progress of at least by Theorem 1. Therefore, the message first enters the ball through either a short-range contact or a long-range contact of the source on the first hop, and then is delivered to the target node on the second hop. Hence, the message delivery time is equal to 2 under -GGF when , which also proves that is constant for this range of source-target separation. Now, assume that the proposition holds for any , where . For , let be the corresponding constant value when . Set to 1 since it takes one hop to deliver the message to the target when . We now show that the conclusion of the theorem continues to hold for . To this end, we divide the ball into concentric disks centered at as follows:
where for . By regularity of the network space and Theorem 1, the source node has a local contact lying in and achieving forward progress of at least when . This observation, combined with the fact that long-range contacts are formed uniformly over the network domain, implies that the probability of lying in a concentric disk for a given is the same for all source nodes with . By the induction hypothesis, the average message delivery time after the first hop depends only on the concentric disk in which lies in but not its exact position. Therefore, we obtain another constant value which is the same for all after averaging 's by using the corresponding probabilities.
An important corollary of this proposition is the spherical symmetry property of for small-world networks. That is, for any given target node, consider the boundary of the ball centered at with radius . Then, wherever the source node starts transmitting its message on , it takes, on the average, the same amount of time for this message to reach the target node.
Corollary 2:
For any given is the same for all . Therefore, the average value of is only a function of the separation between the source-target pair, and there is no ambiguity in the following definition.
Definition 9:
is the average delivery time of a message to the final destination starting from the source node when .
D. Average Message Delivery Time for Small-World Networks Constructed on the Plane When Each Node Has One Long-Range Contact
We will first calculate the average message delivery time for small-world networks constructed on the plane. Then, we will extend the same analysis to regular network spaces.
To this end, we consider an -by-square, and uniformly distribute relay nodes over this square. Let denote this -by-square. Therefore, the network space for this case is , where is the Borel -algebra on is the Lebesgue measure on , and is the usual Euclidean distance.
Let be the distance between source and target nodes. Note that is not a regular network space since the translation invariance property does not hold due to edge effects. Therefore, we choose such that in order to eliminate possible edge effects that can occur. This choice, in turn, necessitates to be greater than . When we extend the analysis presented below to small-world networks constructed on regular network spaces, we will not run into the edge-effect problem.
The -GGF rule induces a probability distribution, let us denote this distribution by , on the set of all possible paths between source and target nodes. For each such path, there is an associated message delivery time. Therefore, the average delivery time of a message from the source node to the target node can be obtained by integrating the message delivery time for all paths with respect to the probability distribution induced on the path space by the -GGF rule and However, such an approach is not scalable since calculating the distribution induced by the -GGF rule on all possible paths between source and destination nodes is intractable. Therefore, we employ a Markov chain based first step analysis to obtain a recursive equation for the average delivery time of a message in small-world networks.
To this end, let us first calculate for several ranges of before going into a more general solution. a) : Then, . There is no need to transmit the message. b)
: Then, . We reach the destination in exactly one hop. c)
: Then, . The source can reach the destination in exactly two hops. Note that the source node has a contact lying in the ball and achieving forward progress w.p.1 since is dense in . Therefore, on the first hop, the message enters either through a long-range contact or a local contact. On the second hop, it is delivered to . d) : Here, is more tricky to obtain. The key is to analyze where the message can be located after the first hop. It can be delivered to in two hops if it makes its way through on the first hop. Otherwise, it first enters the disk , and then it is delivered to the target in two hops thereafter. As a result, the second path takes three hops to deliver the message to the final destination. Example trajectories of the message are shown in Fig. 4 . These observations can be formally expressed as follows:
Since the number of long-range connections per node is equal to 1, we can write (7) and, finally we obtain for (8) General calculations for any lying in , are also in this spirit. We first look at where the message can be located at the first hop, then analyze the average message delivery time from this point on. This analysis leads to a recursive solution for for any value of . To this end, by using the piece-wise constant behavior of , we let Consider when . Then
Note that in the third equality above, we can write the limits of the indicator function as when since
. To obtain a second-order non-constant coefficient linear recursive equation, we subtract from , as follows:
Let and . Then, satisfies the following first-order linear recursive equation:
for (10) with the initial condition . Observe that for . Then, the solution for (9) is obtained as for
The following theorem summarizes these findings.
Theorem 8:
Consider a small-world network constructed on , and containing nodes that have local communication range and one uniformly distributed long-range outgoing contact on . For , let , where is defined as in (7). If nodes employ the -GGF rule to relay messages, then the average message delivery time, for , is given by (12) where when when , and and are the initial conditions.
E. Simulation Study
To verify our results as well as to understand the effect of the dense network assumption on the average message delivery time, we built a C-simulator utilizing 200 CPUs running in parallel within the TIGRESS (Terascale Infrastructure for Groundbreaking Research in Engineering and Science) supercomputing facility at Princeton University. Even with this much computational power, some of our simulations for large network domains took up to one week to complete. In contrast, our analytical formulas take only several seconds to compute on an ordinary personal computer, which is a tremendous gain in terms of time and effort required to obtain predictive and explanatory results in search processes on small-world networks.
Below, we compare our analytical formula against the results of our simulations for -byand -byrectangular network domains when nodes have one long-range outgoing connection. Similar conclusions continue to hold for different network geometries, for different network sizes and when each node has a random number of outgoing long-range connections.
In Figs. 5 and 6, we show both computations using the analytical formula and simulation results. For a given source-target separation, many different realizations of the search process are considered, and the message delivery time is averaged over all realizations for different network sizes, various numbers of nodes contained in the network and all source-target separations. The results are promising. As the number of nodes increases, the deviations between analytical and simulation results become negligible as expected. In particular, what is more surprising regarding our simulation results is that when the average number of local contacts per node is between Dunbar's number 150 [35] and Killworth's estimate 290 [36] for the average size of personal networks, the average message delivery time estimated by the analytical formula deviates only 2.7% from simulation results. (See the curves corresponding to 160 local contacts per node in Figs. 5 and 6.) Furthermore, the gains obtained by increasing the number of nodes become quite marginal when the number of local contacts per node is larger than 80. (Compare the curves corresponding to 80, 160 and 320 local contacts per node in Figs. 5 and 6.) In summary, our analytical formula derived for dense networks accurately approximates the average message delivery time for realistic network sizes, too. Further implications and applications of these results are discussed in Section V.
The next theorem gives us the average message delivery time for small-world networks constructed on the plane when the nodes have random numbers of outgoing long-range connections drawn from a common probability distribution independently. The probability generating function of is defined as for . The derivation of Theorem 9 will be given for the more general case of regular network spaces in the next section.
Theorem 9:
Consider a small-world network constructed on , and containing nodes that have local communication range and random numbers of outgoing long-range connections drawn independently from . Let be the probability generating function of . For , let , where is defined as in (7) . If nodes employ the -GGF rule to relay messages, then the average message delivery time, for , is given by (13) where when when , and and are the initial conditions.
F. Average Message Delivery Time for Small-World Networks Constructed on Regular Network Spaces
The calculations for regular network spaces are similar to the calculations presented above for rectangular network domains. We first analyze where the message may lie after the first message forwarding, and then obtain a recursive expression for the average message delivery time.
Let be a regular network space. For any given and , we define (14) and (15) Note that and do not depend on around which they are centered because of the translation invariance property of regular network spaces. Note also that since .
Definition 10:
The diameter of a given network space is equal to (16) Let be the diameter of . For , it is easy to see that for and for . For other values of , we define 's iteratively as in planar small-world networks:
for and for and . We also set for . We now calculate by focusing on . Then
By the nonatomicity property of the measure . Therefore, we can write the limits of the indicator function as in the second equality above when . For this range of separation between source and target nodes, a given long-range outgoing contact of the source node lies in , for , with probability (17) For this range of separation between source and target nodes, the probability that a given long-range outgoing contact of the source node does not lie in , for , is equal to (18) As a result (19) Note that
We finally have By repeating the same analysis, we also find that As a result, we obtain the following recursion for :
Let with the initial condition as before. Then, , which leads to Finally, the solution for , when there are random numbers of outgoing long-range connections per node drawn independently from a probability distribution with probability generating function , is obtained as (20) These findings are summarized in the following theorem.
Theorem 10: Consider a small-world network constructed on a regular network space with diameter , and containing nodes that have local communication range and random numbers of long-range outgoing connections drawn independently from . Let be the probability generating function of . For , let where is defined as in (14) . If nodes employ the -GGF rule to relay messages, then the average message delivery time, for , is given by where when when , and and are the initial conditions.
G. Small-World Networks Constructed on the Sphere Surface
As an application of Theorem 10, we first study the average delivery time of a message for small-world networks constructed on the surface of a sphere with radius and embedded in . Let be the network space, where is the network domain (i.e., the surface of a sphere)
is the Borel -algebra of subsets of , and is the Lebesgue measure on . The distance metric for the sphere surface is different than the usual Euclidean distance in that the distance between any two points on is measured in terms of the smaller arc length of the great circle connecting them. Therefore, the maximum separation between any two points can be at most , which is also the diameter of the network domain. Without loss of generality, we assume that the target node is located at one of the poles of the sphere, which is always possible by reorienting the coordinate axes.
In Fig. 7 , we show the surface of a sphere and the local communication range of radius for a network node on this surface. Long-range contacts of the node on this surface are also illustrated in Fig. 7 . One can obtain for as (21) for . Let us define for as in (18) . Then where . We call the clustering coefficient of the network. Small values of correspond to networks that are weakly clustered. In such networks, it is very unlikely that distant nodes share a common contact. On the other hand, large values of signify that the network is strongly clustered. In these networks, most of the nodes either lie in another's local neighborhoods, or are connected to one another through a common contact. The following theorem gives the average message delivery time for small-world networks constructed on the surface of a sphere.
Theorem 11: Consider a small-world network constructed on the surface of a three-dimensional sphere with radius , and containing nodes that have local communication range and random numbers of outgoing long-range connections drawn independently from . Let be the probability generating function of , and be the corresponding network space. For , let where . If nodes employ the -GGF rule to relay messages, then the average message delivery time, for , is given by where when when , and and are the initial conditions.
In Figs. 8 and 9 , we plot the average message delivery time versus the separation between source and target nodes for spherical network domains with radii and and for various numbers of outgoing long-range connections per node. We observe a similar behavior as in small-world networks constructed on the plane for the average message delivery time. The average message delivery time first increases linearly as the separation between source and target nodes is small. It then converges to a constant value, and remains constant at this value for a broad range of source-target separation. This indicates that the geometry of the network domain does not change the qualitative behavior of the average message delivery time as a function of source-target separation. Further implications and applications of our results are discussed in Section V. 
H. Small-World Networks Constructed on the Circle
As another application of Theorem 10, we now study the average message delivery time for small-world networks constructed on the circle with radius and embedded in . Let be the network space, where is the network domain, is the Borel -algebra of subsets of and is the Lebesgue measure on . The distance metric for the circle is also different from the usual Euclidean distance in that the distance between any two points on is measured in terms of the length of the smaller arc connecting them. Therefore, the maximum separation between any two points on is equal to , which is also the network diameter. In Fig. 10 , we show a generic network node and its shortrange and long-range contacts for a small-world network constructed on the circle. For is equal to for . Thus, for , we obtain (22) where . As a result, we have the following theorem for the average message delivery time for small-world networks constructed on the circle.
Theorem 12:
Consider a small-world network constructed on the circle with radius , embedded in , and containing nodes that have local communication range and random numbers of outgoing long-range connections drawn independently from . Let be the probability generating function of , and be the corresponding network space. For , let where . If nodes employ the -GGF rule to relay messages, then the average message delivery time, for , is given by where when when , and and are the initial conditions.
In Figs. 11 and 12 , we plot the average message delivery time versus the separation between source and target nodes for circular network domains with radii and and for various numbers of outgoing long-range connections per node. Observations similar to those in spherical network domains and rectangular network domains also hold. We provide further discussion of these results in the next section.
V. IMPLICATIONS AND APPLICATIONS OF THE MESSAGE DELIVERY TIME FORMULAS
In this section, we discuss some implications and applications of our analytical formulas in detail. Our discussion will, in particular, focus on three important facets of search processes on small-world networks: (i) roles of short-range and long-range contacts in the decentralized search, (ii) the effect of hubs on the average message delivery time, and (iii) the effect of the variance of connectivity on the average message delivery time.
A. Roles of Short-Range and Long-Range Contacts in Decentralized Search
In Figs. 5, 6, 8, 9 , 11, and 12, we have plotted the average message delivery time predicted by our analytical formulas as a function of source-target separation for three different network domains with different sizes and for different numbers of long-range connections per node. In all of these figures, we observe two regimes in the delivery time as a function of sourcetarget separation. The first regime is the linear growth regime for small source-target separations. When source and target nodes are close to each other, long-range contacts cannot help to locate the target node since they overshoot the target node with high probability. As a result, nodes tend to use their local contacts to reach the target node as they come closer to it. This results in the linear increase of the average message delivery time for small source-target separations.
On the other hand, as the separation between source and target nodes become larger, the average message delivery time saturates to a constant number. This saturation to a constant arises because long-range connections can better serve as bridges connecting distant regions of the network when the source-target separation is large. In this large separation regime, the message can readily enter the close vicinity of the target node at the initial steps of the social search by means of long-range contacts.
Our observations are mostly consistent with empirical qualitative findings in previous small-world experiments, clearly indicating linear growth and saturation to constant regimes as in our analytical formulas. For example, Travers and Milgram in [12] observed that "Chains which converge on the target principally by using geographic information reach his hometown or surrounding areas readily, but once there often circulate before entering the target's circle of acquaintances." Dodds et al. in [24] reported that " all targets may in fact be reachable from initial senders in only a few steps, with surprisingly little variants across targets in different countries and professions."
On the other hand, our theory predicts an average message delivery time larger than the magic number 6, which was observed in previous empirical small-world experiments such as [11] and [24] . One reason for this is the missing data regarding incomplete chains in these empirical studies. (See [37] for some criticism regarding this issue.) Goel et al. in [38] corrected empirical data in previous small-world experiments by considering incomplete chains through some statistical techniques, and estimated an average message delivery time ranging between 12 and 49, which is consistent with our analytical formulas. However, in general, we would not expect our analytical formulas to predict the degree of social separation observed in experiments unless the parameters of the model were appropriately matched to the experiment.
A further interesting observation is the following. Goel et al. in [38] estimated the delay of the decentralized social search in the United States to be 11.8 by using the data of Travers and Milgram in [12] , and the delay of the decentralized search worldwide to be 41.5 by using the data of Dodds et al. in [24] under homogenous chain attrition rates. We can now use these results to estimate our model parameter . We approximate the United States as a rectangular network domain, and the earth as a spherical network domain. Since the area of the United States is equal to 9,826,630 [km ], we set the network side length to [km] . The radius of the earth is, on the other hand, equal to [km] . Assuming one long-range connection per node and that individuals mainly use geographical information to forward messages, the delay of the decentralized social search saturates to 41.5 when , and it saturates to 11.8 when
. [km] and [km] for 50 long-range connections. Note that these surprisingly very close estimates are obtained by using completely different data sets. Even though this point requires more data and analysis, it provides evidence for the usefulness of the proposed network model to explain small-world phenomenon.
B. Effect of Hubs on the Average Message Delivery Time
We next analyze the effects of hubs on the average message delivery time. Adamic et al. in [29] showed that hub-like nodes having many connections are critical for minimizing the average message delivery time. However, their model assumes that nodes use the number of contacts of their contacts as the next hop message holder selection criterion. On the other hand, Dodds et al. found in their global small-world experiment in [24] that "Participants relatively rarely nominated an acquaintance primarily because he or she had many friends (Table II, "Friends"), and individuals in successful chains were far less likely than those in incomplete chains to send messages to hubs (1.6 versus 8.2%) (table S6)." As a result, highly connected hubs seem to have limited relevance to the global small-world experiment. However, one can still imagine that the existence of highly connected individuals in social networks should help reducing the delivery time since once a message reaches one of them, even if unintentionally, it is very likely that among many of her contacts, one of the friends of the hub is close to the target node. Therefore, the importance of the role played by hub-like individuals in reducing the average message delivery time still remains an open research problem if the social search criteria for selecting intermediaries are social dimensions that are different than the number of friends of an individual.
To test the effect of hubs on the average message delivery time when nodes select next hop message holders based on the proximity of their contacts to the target, we generated two types of networks for circular and spherical network domains. The same conclusions continue to hold for rectangular network domains, too. In the first type, the number of long-range connections per node is drawn from a power-law distribution so that there are small numbers of hubs with large numbers of long-range links connecting distant regions in the network. The first network type generated in this manner is a variation of the scale-free networks of Barabási in [25] . We set the decay exponent of the power-law to 2 in the first network type; however, the same conclusions can also be made when a similar analysis is repeated for other power-law decay exponents. In the second type, the number of long-range connections per node is set to fixed numbers (e.g., 2 and 4). Since the expected number of long-range connections per node is infinite in the first network type, one can naturally expect that the average message delivery time for the first network type must be smaller than that for the second network type, for any finite number of long-range connections per node. However, our results shown in Figs. 13 and 14 are again quite surprising, and contrary to this flawed intuition. The average message delivery time for power-law networks becomes smaller than that for networks with two long-range connections per node but greater than that for networks with four long-range connections per node. These results, together with findings of Dodds et al. in [24] , indicate that the effect of hubs in decentralized social search are not substantial, nor can their existence significantly reduce the average message delivery time. The main reason behind this finding is that it becomes very unlikely to hit a hub when nodes use other social dimensions, such as geography, occupation and education for selecting intermediaries in a typical decentralized social search process.
C. Effect of the Variance of Connectivity on the Average Message Delivery Time
We finally analyze the effect of the variance of connectivity on the average message delivery time. We will measure the variance of connectivity in terms of the spread of the degree distribution for the number of long-range connections.
This measure is also related to the concept of inequality of social capital in sociology. A measure of the social capital of an individual in a society is the number of her friends [39] . Individuals investing more time and energy in making friends and maintaining their existing social relationships with others have, in turn, greater social capital than an ordinary individual. These people with rich long-range connections become structurally very powerful in reaching diverse resources located in different parts of the network.
To study the effect of the variance of connectivity on the average message delivery time, we generate small-world networks by keeping the mean number of long-range connections per node constant, but increasing the variance of the distribution from which the number of long-range connections per node is drawn. In particular, we let the number of long-range connections per node be equal to either with probability , or 0 with probability . We analyze the average message delivery time for different values of 1, 5, 10, and 20. Intuitively, the case corresponds to the situation in which the total existing social capital in the network is distributed equally among all individuals. The large case corresponds to the situation in which the total existing social capital in the network is concentrated on a few hub-like individuals. Gini coefficients quantifying the inequality in the network can be given by 0, 0.8, 0.9, and 0.95 for 1, 5, 10, and 20, respectively. We plot the curves showing the effect of the variance of connectivity on the average message delivery time in Figs. 15 and 16 for spherical and circular network domains. Similar conclusions continue to hold for rectangular network domains, too. As these figures clearly show, the average message delivery time is minimized when the spread of is zero, which corresponds to perfect equality among individuals in a social network. As the spread of increases, which corresponds to increasing inequality in the network, the delivery time starts to increase. The fundamental reason for this phenomenon is the following. When the variance of connectivity increases (i.e., the total existing social capital in a network is concentrated on fewer and fewer individuals), it becomes less likely for a message to hit a node with a large number of long-range connections at each hop during its journey from source to target node. Since it usually takes a small number of intermediaries to connect source and target nodes, the overall probability of hitting one such node with a large number of long-range connections remains still small even for the whole journey. As a result, we see an extended linear growth regime in the delivery time as a function of source-target separation for small-world networks with larger variances of connectivity.
VI. CONCLUSION
We have proposed a new model called the octopus model to study small-world networks, and have focused on the average number of steps needed for a decentralized search process to terminate by finding a path connecting source and target nodes. Our new model has been considered for general metric-measure spaces including rectangular, spherical and circular network domains. This new model also parametrizes the generation of small-world networks in terms of the distribution of the number of long-range connections per node, which allows us to generate small-world networks capturing the clustering features of the Watts-Strogatz model of [4] and the scale-free features of the Barabási model of [25] as well as generating a wide spectrum of other networks.
An important process on small-world networks is the decentralized search for critical resources in these networks. We have investigated the average number of steps for a decentralized search process on small-world networks to successfully terminate by connecting source and target nodes via other intermediate relay nodes, which is also known as the small-world phenomenon. Despite considerable research both analytically and experimentally on the small-world phenomenon, precise analytical expressions, apart from some bounds ( [26] , [27] and [28] ), explaining the hidden dynamics of the decentralized search in small-world networks have been unknown. In this paper, we have derived analytical expressions for the time required for a decentralized search by modeling this time as the number of hops a message needs to travel from source to target. Such average message delivery time expressions have been provided for any given distribution of the number of long-range connections per node and for general measure-metric spaces. (Tables I and II provide a summary of our results for rectangular, spherical and circular network domains.)
These analytical formulas have helped us to unravel some hidden dynamics of decentralized search. To start with, we have observed that the average message delivery time first increases linearly for small values of source-target separation, and then it saturates to a constant value for large values of source-target separation. This happens because nodes tend to use long-range contacts (short-range contacts) when the message is far away from (close to) the target node. These results are consistent with empirical findings in [12] , [24] and [38] both qualitatively and quantitatively.
Secondly, we have studied the effect of hubs and the effect of the variance of connectivity on the average message delivery time. Contrary to our intuition and some previous results (e.g., [29] ), our results show that hubs have limited impact in reducing the average message delivery time. The main reason for this phenomenon is that, in a typical social search experiment (e.g., [24] ), individuals choose next-hop neighbors based on social proximity to the target rather than on the number of friends that the next-hop neighbor may have. When this happens, gains achieved by hubs become very limited in terms of making the world small in small-world experiments. Finally, our investigation regarding the effect of the variance of connectivity, measured in terms of the spread of the degree distribution for the number of long-range connections, on the average message delivery time indicates that the variance of connectivity adversely affects this time. As the variance of connectivity increases, the average message delivery time increases. Therefore, this result suggests that when all nodes have the same number of long-range connections (i.e., total existing social capital in a network is distributed equally among all individuals), the delay of decentralized social search is minimized. 
C. Proof of Property 3
is a closed set containing . Thus, . Now assume there exists that does not belong to . This is possible only if , and there exists such that . Thus, , which contradicts the positivity of the network space.
D. Proof of Property 4
Suppose there exists such that . Take a decreasing sequence such that . Then, for any given , we have where the first and third equalities follow from the continuity of measure from above [40] , and the second one follows from the translation invariance property of . Therefore, assigns the same positive value to all points of . 
B. Proof of Theorem 2
Let be the event that node has outgoing long-range contacts when there are relay nodes located in . On this event, node 's outgoing long-range contacts will be uniformly distributed over . Therefore, the probability that node has an outgoing long-range contact in conditioned on and is almost surely equal to where , which is the event that node has an outgoing long-range contact in when there are relay nodes in the network.
is an increasing sequence of events since nodes are not allowed to change their outgoing long-range contacts once they choose them. Therefore, whenever node chooses all of its outgoing long-range contacts for some , it continues to have the same outgoing long-range contacts for all . Similarly, is an increasing sequence of events. Let and Since is a dense subset of , we have Observe also that . Then, by using the continuity of measure from below [40] and Bayes' formula, we almost surely have APPENDIX E PROOFS OF LEMMAS 1, 2, 3, AND 4
A. Proof of Lemma 1
Let be the distance between source and target nodes. It is easy to see that the lemma holds for . Therefore, let us focus on for . Since is a regular network space, is a dense subset of w.p.1. Let be the set on which is a dense subset of , and take any . The source node will be able to choose of its long-range contacts for all large enough due to being dense in . Let be the indices of these long-range contacts. Now, assume . Since is a dense subset of will eventually contain a relay node. Since such a relay node achieves forward progress of at least in the direction of the target node and lies in , the source node will be able to choose a local contact when is large enough. Similarly for , the source node will eventually be able to choose a local contact lying in and achieving a forward progress of at least in the direction of the target node. Let be the index of the local contact chosen by the source node. After determining all of the possible next hop contacts, the source node chooses the one achieving the largest forward progress among . Let
Hence, is equal to for all sufficiently large and, therefore, converges to . Inductively define for . Starting from the relay node and repeating the same steps above for , we have that is equal to for all sufficiently large . Therefore, we conclude that converges for all as goes to infinity on the event . As a result, -GGF is a path convergent rule for any . To see why it is also time convergent, first observe that for any given and since it achieves a forward progress at least in the direction of the target node at each hop. Secondly, observe that the -GGF rule delivers the message to the target node at the next hop whenever the message enters by fixing the last hop message holder. By appealing to Theorem 3, we conclude the proof.
B. Proof of Lemma 2
: If , we have
Since approaches zero as goes to infinity, we can write the power series expansion of as Thus, we have
As a result, we need to have
Since approaches zero as goes to infinity, we have, for sufficiently large . Then, by the Lebesgue dominated convergence theorem, we obtain Therefore, we conclude that converges to zero as goes to infinity.
: Start by observing that for all sufficiently large . We have shown that Since approaches zero as goes to infinity, by using the continuity of , we have
C. Proof of Lemma 3
The proof is adopted from [41] for regular network spaces. Let be a collection of points in such that for all with . Assume there exists such that for all . Since is a regular network space, this condition means that for all . Therefore, we can add to this collection of points by letting . Observe that for any such collection of points, we have for all with . Thus, by using the regularity of the network space, we have which implies any such collection can contain only finitely many points. Therefore, we must stop adding new points to this collection at some finite . Let be the Voronoi tessellation of generated by . We first show that . Suppose this is not correct. Then, there exists a such that for some . Thus, . Then which contradicts how we construct the set . Secondly, we show that . Suppose this is not correct. Then, there exists such that . Since for all . Therefore, can be added to this collection of points, which contradicts how we choose .
D. Proof of Lemma 4
Choose an belonging to , and a sequence of positive real numbers decreasing to 0 and satisfying (27) for some . By regularity of the network domain, (27) Therefore, on the complement of the event , the message can make forward progress of at least towards the destination at each hop for all sufficiently large . Let . Then, for all sufficiently large . Thus (28) for all sufficiently large .
