This paper considers a new mixture of time homogeneous finite Markov chains where the mixing is on the rate of movement and develops the EM algorithm for the maximum likelihood estimation of the parameters of the mixture. A continuous and discrete time versions of the mixture are defined and their estimation is considered separately. The simulation study is carried out for the continuous time mixture. To simplify the exposition the results are derived for a mixture of two Markov chains, but can be easily extended to a mixture of any finite number of Markov chains. The class of mixture models proposed in this paper provides a framework for modeling population heterogeneity with respect to the rate of movement. The proposed mixture generalizes the mover-stayer model, which has been widely employed in applications.
Introduction
In this paper we consider a new mixture of time homogeneous finite Markov chains and develop the EM algorithm for the maximum likelihood estimation of its parameters. The proposed mixture generalizes the mover-stayer model. A mover-stayer model postulates a simple form of population heterogeneity: the population consists of two types of individuals: "movers" and "stayers".
"Movers" evolve according to a Markov chain, whereas "stayers" stay in their initial states. Thus, a continuous time mover-stayer model is a mixture of two Markov chains, one which evolves according to some intensity matrix Q, and the other whose transition probability matrix is an identity matrix. The transition probability matrix, P (t), of a continuous time mover-stayer model on state space D ={1, 2, .., w} is P (t) = SI + (I − S) exp(tQ), t ≥ 0, where S =diag(s 1 , s 2 , ..., s w ), with s r = proportion of individuals among those who are initially in state r who are "stayers", and Q is a matrix with entries q ij satisfying
In particular the diagonal entries in a Q matrix have the following interpretation 1 −q ii = expected length of time for an individual (1) in state i to remain in that state.
In discrete time, the n-step transition matrix of the mover-stayer model, P (n) , is
where M is the one-step transition probability matrix of a discrete time Markov chain. The discrete time mover-stayer model was introduced by Blumen, Kogan and McCarthy (1955) to account for the special discrepancy between observed and predicted by a Markov chain transition matrices in the context of modeling inter-industry labor mobility (see Singer and Spilerman (1977) for the discussion of some theoretical issues involved in modeling with the mover-stayer model.) The discrete time version of the mover-stayer model has since been popular in various application contexts as providing a more realistic and better description of an empirical process than a Markov chain. The substantive contexts varied over occupational mobility (Mahoney and Milkovich (1971) , Sampson (1990) )) income dynamics (McCall (1973) ), consumer brand preferences (Chaterjee and Ramaswamy (1996) , Colombo and Morrison (1989) ), bond ratings migrations (Altman and Kao (1991) )), credit behavior (Frydman, Kallberg and Kao (1985) ), and tumor progression (Tabar et al (1996) , Chen et al (1997) ) to list only a few topics. However, in at least some of these substantive contexts, the assumption that part of the population never leaves their original states seems to be too restrictive. For example, even though Altman and Kao (1991) demonstrated that the mover-stayer model fits the bond ratings data better than a Markov chain, the mover stayer model is unlikely to become an established model in this area because it entails financially implausible assumption that some bonds will never change their ratings.
To provide a richer framework than the mover-stayer model for describing population heterogeneity with respect to the rate of movement we propose the following generalization of the continuous time mover-stayer model. Let Q be an intensity matrix and consider a set of intensity matrices Ω obtained from Q :
Now consider a mixture of N independent Markov chains such that each Markov chain has an intensity matrix in Ω, and which includes a Markov chain generated by Q. The N intensity matrices are:
where Γ m =diag(γ 1,m , γ 2,m , ...γ w,m ) with Γ N = I, the identity matrix, so that Γ N Q = Q. The discrete mixing distribution on these Markov chains is obtained by specifying for i ∈ D and 1 ≤ m ≤ N s i,m = proportion of realizations initially in state i generated by A m , where, for every i, s i,m ≥ 0 and P N m=1 s i,m = 1. The transition probability matrix of the mixture process is
where P m (t) = exp(tA m ), and S m =diag(s 1,m , s 2,m , ..., s w,m ). Note that mixtures of Markov chains do not have a Markov property.
The mover-stayer model is obtained from the mixture in (2) by setting N = 2 and γ 1,1 = γ 2,1 = ... = γ w,1 = 0. By (1) when, 0 < γ i,1 < 1, i ∈ D, the realizations generated by A 1 move, on average, more slowly than realizations generated by Q. Thus, in particular, the proposed mixture can easily accommodate slowly moving individuals without requiring them to be "stayers".
A discrete time analog of the mixture process in (2) is also defined. For both continuous and discrete time mixtures we consider the maximum likelihood estimation of their parameters from a sample of independent continuously observed realizations of the mixture process. For each mixture we first obtain the maximum likelihood estimators (mles) of their parameters under the complete information, that is, when we also know which Markov chain generated each realization. These are then used in the expectation step of the EM algorithms for the estimation of the mixtures under incomplete information. For a continuous time mixture we present the details of the EM algorithm. We omit the statement of the EM algorithm for a discrete time mixture since it is similar to the statement for a continuous time mixture. To simplify the exposition and without loss of generality the results are developed for mixtures of two Markov chains. They can be easily extended, as indicated below, to a mixture of an arbitrary number of Markov Chains.
A small simulation study involving a mixture of two continuous time Markov chains was conducted to investigate the convergence properties of the EM algorithm and the dependence of the accuracy of the estimates on the magnitudes of true values of γ 0 s. Since the mover-stayer model is a special case of the proposed mixture, our work extends the results in Frydman (1984) and in Fuchs and Greenhouse (1988) . Fuchs and Greenhouse (1988) discussed the EM algorithm for obtaining the ml estimates in the discrete time mover-stayer model. The EM algorithm developed here reduces, in the case of the mover-stayer model, to the simpler algorithm than the one in Fuchs and Greenhouse (1988) .
Similar mixtures of Markov chains to the ones defined above, but not their estimation, were considered in Singer and Spilerman (1976) . Aalen (1988) discussed some probabilistic aspects of mixtures of time homogeneous Markov chains.
The paper is organized as follows. In Sections 2 and 4 we obtain the mles of the parameters of a continuous and discrete time mixture, respectively, under complete information. In Section 3 we present the EM algorithm for the continuous time mixture and indicate how this algorithm can be extended to the case of a mixture of more than two Markov chains. Section 5 describes the simulation study and its results.
2 Estimation in the continuous-time mixture with complete information Let X = (X t , t ≥ 0), be a mixture of two Markov chains with the transition probability function defined in (2). To simplify notation, let Γ ≡ Γ 1 , A ≡ ΓQ, where Γ =diag(γ 1 , γ 2 , ...γ w ). Similarly, let S ≡ S 1 , where S =diag(s 1 , s 2 , ..., s w ). In this notation the transition probability function of X is
Assume that we observe n independent realizations of X on time interval [0, T ]. More precisely assume that the k'th realization, X k , is observed continuously on time interval [0,
Thus, the individual realizations may be observed over time intervals of different lengths. This may be the case when right censoring is present or when the mixture process has an absorbing state. The right censoring is assumed to be independent. In case of complete information, we also know whether the realization was generated by Q or by A. We will refer to a realization generated by Q (A) as a Q (A)− realization. For X k , we summarize the observations as (n
where
, is difficult to maximize directly. Instead we develop the EM algorithm for obtaining the mles of Q, Γ and S. The maximization step of the EM algorithm requires the maximum likelihood estimators of the parameters based on complete information. We now obtain these estimators which we denote byQ,Γ andS. The likelihood function, L k , of X k with complete information is
and for all realizations becomes
n k i = total number of transitions out of state i in the sample, 
Now setting
gives
Substituting (7) into the loglikelihood function we obtain
Thus, the maximum likelihood estimators with complete information are given by (5) and for 1 ≤ i ≤ w, and j 6 = i, bỹ
The extension of the described estimation procedure to the mixture of N Markov Chains with N > 2 is straightforward and thus we only state the result. The mle of Q is again given by (8) 3 The EM algorithm for the continuous-time mixture.
I describe the steps of the EM algorithm. As a consequence of the expression in (9), the value of q ij does not have to updated at each iteration of the algorithm. Thus, the parameters estimated by the algorithm are (s i , q i , γ i , i ∈ D). After the algorithm converges at, say,
Step 1 Step 2 (Expectation step) Let
For the k'th history, which starts in state r, 1 ≤ k ≤ n, r ∈ D, compute the probability that it is generated by A 0 :
Then for i ∈ D, compute the following quantities
) is the expected total number of transitions out of state i for all realizations generated by A, conditional on the available data and computed under (s
Step 3 (Maximization step). Compute new values (s (9) and (10) by
.
Step 4 Stop if a solution is found with required accuracy. Otherwise, return to Step 2 and replace (s
In any particular application the standard errors of the estimators (b s i ,q i ,γ i ,q ij , i 6 = j ∈ D), resulting from the EM algorithm, can be computed using the method introduced in Louis (1982) . The method requires computation of the score vector and the second derivative matrix corresponding to the complete information loglikelihood. In our case the complete information loglikehood, logL in (4), is easily twice differentiable with respect to the parameters and thus the method in Louis (1982) can be applied in a straightforward manner to obtain the standard errors of (b s i ,q i ,γ i ,q ij , i 6 = j ∈ D).
4 Estimation of the discrete-time mixture with complete information.
Let M = (m ij ) be a one-step transition probability matrix of a discrete time Markov chain on D, and define a new one step transition matrix B by
so that
where Λ = diag(λ 1 , λ 2 , ..., λ w ) with
By construction B is a stochastic matrix. Note that the expected length of stay in state i of a Markov chain governed by M is 1/(1 − m ii ) and of that governed by
The discrete-time mixture has the n-step transition probability matrix given by
where S =diag(s 1 , s 2 , ..., s w ), and s i is the proportion of individuals initially in state i who move according to a Markov chain with the transition probability matrix B. The mover-stayer model is obtained from the mixture process by setting λ i = 0, i ∈ D.
As in continuous time case the data consist of n independent realizations, {X k , 1 ≤ k ≤ n}, of a discrete time mixture. In addition to the notation introduced before, let n k ii = total number of times X k makes an i → i transition.
Let Y k = 1 if X k is generated by B, and let
where, see Anderson and Goodman (1957) ,
is the likelihood of the k'th realization generated by M, and similarly
is the likelihood of the k'th realization generated by B, and the rest of notation is as in Section 2. Substituting (14) and (15) into (13) gives
The loglikelihood for all realizations is
In what follows the same notation is used as in Section 2 with an intensity matrix A replaced by a transition probability matrix B. As in continuous time case solving ∂ log L/∂s i = 0 gives
Then solving ∂ log L/∂λ i = 0 gives
and thusb
Substituting (17) and (18) into (16) we get, up to the terms not depending on the parameters
Next by setting
Now solving the following equation
for m ii , we obtain the mle of m iĩ
and substituting (20) into (17) gives the mle of λ ĩ
Finally substituting (20) into (19) gives the mle of m ij .
The EM algorithm can now be developed for the estimation of the parameters of a discrete time mixture when (Y k , 1 ≤ k ≤ n) are unknown along the same lines as in the continuous time case. The parameters estimated by the algorithm are (s i , m ii , λ i , i ∈ D). The estimates of the transition probabilities m ij , i 6 = j, are then obtained from (21). In particular for the estimation in the discrete time mover-stayer model (that is, when λ i = 0, i ∈ D) the outlined EM algorithm estimates (s i , m ii , i ∈ D) and m ij , i 6 = j, are obtained from (21). Thus, this version of the EM algorithm seems to be more efficient for estimation in the discrete time mover-stayer model than the one discussed by Fuchs and Greenhouse (1982) , which requires that all parameters are updated at each iteration.
Simulation study
The purpose of this simulation is to study the convergence properties of the EM algorithm and to assess how the accuracy of estimation of various parameters depends on the magnitude of the γ parameters. The realizations are simulated from the mixture of two continuous time Markov chains with the transition probability function given in ( Four different specifications of (γ 1 , γ 2 , γ 3 ) were used:
(1) :
Note that the first specification corresponds to the mover-stayer model. Twenty simulations were conducted for each specification of gammas. Each simulation consisted of simulating 400 realizations from the mixture process on the interval [0, 5] . If absorption took place before time 5, the observed history was recorded until the absorption time. The initial distribution in all simulations was η = (1/3, 1/3, 1/3, 0). In addition, for the specification with γ 1 = γ 2 = γ 3 = 0.05, ten simulations were conducted each comprising 800 realizations. A single realization was simulated as follows:
(i) An initial state, X 0 , was selected according to the initial distribution η.
(ii) If X 0 = i, a Markov chain was selected according to the distribution (s i , 1 − s i ), 1 ≤ i ≤ 3, that is, a Markov chain with the generator A was selected with probability s i and the one with generator Q was selected with probability 1 − s i .
(iii) A realization of the selected Markov chain was simulated on the time interval [0, 5] . If a Markov chain with generator Q was selected then the realization was simulated as follows.
Given X 0 = i, obtain a realization T 1 from an exponential distribution with parameter q i . T 1 is the time that the process stays in state i. Then use the i 0 th row of the embedded transition probability matrix: to draw the state to which the process makes a transition from state i. If this is state j, j 6 = 4, then obtain, independently of T 1 , a realization T 2 from an exponential distribution with parameter q j . Then use the j 0 th row of matrix P Q to draw the state to which the process makes a transition from state j. Continue in this way until the first time that P i T i ≥ 5, or a sample realization hits the absorbing state 4.
The convergence of the EM algorithm was investigated with different initial values for the simulated data sets. In each case the algorithm converged to the same final values independently of the initial values. In the simulations reported below the following values were subsequently used as initial values for the parameters:
where, for a given simulation, b s i is the number of realizations that start in state i and never leave state i, and b i is as defined above. If b s i = 0, then an arbitrary small number was used for s 0 i . The algorithm was assumed to converge when the difference between the updated value of each parameter and its previous value was no more than 0.001. The convergence of the algorithm was very fast in all simulations. The average number of iterations of the EM algorithm was 3.9, 4.75, 12.65 and 42.85, respectively, for the four sets of gamma parameters in (22).
For each set of true values of (γ 1 , γ 2 , γ 3 ) the results of the simulations are summarized in Tables 1. − 4. by reporting the average values (s,Q,γ) of the estimates over 20 simulations, their root mean squared errors (rmses), and for the estimates of (γ 1 , γ 2 , γ 3 ), also their relative rmses obtained by dividing the root mean squared error by the true value of the parameter.
In all four simulations the average values of the estimates, (s,Q,γ), are very close to the true values. Interestingly, for the simulation with γ 1 = γ 2 = γ 3 = 0, the average values of estimated gammas are zero. In fact in each of the twenty simulations with γ 1 = γ 2 = γ 3 = 0, the gammas are estimated by the EM algorithm to be zero (up to the third decimal point) resulting in the rmses of zero for all gammas. This shows that when the true model is the mover-stayer model the EM algorithm will identify the mixture process as the mover-stayer model. The rmses for s 1 , s 2 , s 3 and for q 1 , q 2 , q 3 are comparable across all four simulations. The rmses of q ij , j 6 = i, tend to decrease as true gammas increase. This can be explained by observing that the effective sample size for the estimation of q ij , j 6 = i, increases as true gammas increase. Note that by (11) the effective sample size for the estimation of q ij , j 6 = i, is n i , 1 ≤ i ≤ 3. As true gammas increase the realizations generated by A will tend to move faster through the state space resulting in larger total number of transitions out of state i :
The relative rmses for gammas in simulations (2) − (4) also tend to decrease as true values of gammas increase. The relative rmses for gammas are quite large when γ 1 = γ 2 = γ 3 = 0.05. They were also large in other simulations, not reported here, with small true values of gammas. This prompted an additional simulation with γ 1 = γ 2 = γ 3 = 0.05 consisting of a series of ten simulations comprising 800 realizations each. The results of this simulation, reported in Table 5 , show that the relative rmses are now much smaller. Thus, larger sample sizes may be needed to accurately estimate gammas and q ij , j 6 = i, when the true gammas are small. 
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