Our aim is to solve a problem of optimal control with free final time using the Pontryagin's maximum principle. As an illustration, we consider a navigation problem which is solved analytically and numerically by the shooting method in the case without constraint. The two approaches are compared. In the second case, we solve numerically the same problem with constraint on the state. At the end, we prove the convergence of the method for the second case.
Introduction
Indirect methods based on the principle of maximum Pontryaguin [1, 2, 4 ] are known for their speed and precision in the treatment of optimal control problems. In the present study, we consider an optimal control problem with free final time. In order to illustrate this study, we consider a problem of aircraft flying from an initial state to a final state. We are particularly interested in minimizing the duration landing pass from an initial position to a final one. For this, we will use the principle of Pontryaguin [4, 15, 16, 17] , and determine the optimality equations resulting from this principle; i.e.; a differential-algebraic system as the state equation is provided (with an initial condition and a final condition) and the adjoint equation. On other hand, note that in the adjoint equation, derived from the principle's Pontryaguin, no information is given concerning the initial or the final conditions; consequently this costate equation is hard to use algorithmically [12, 13, 14, 17] . Thus, in order to determine the initial condition of the adjoint state, we use the shooting indirect method for the numerical procedure [4] . Note also, that we consider in the presented study two distinct cases corresponding to the cases where constraints are submitted or not submitted to the state. Finally, we present the results of numerical experiments implemented using Matlab facilities.
significant. Since they depend only on
Let G be the implicit function giving ! p " by numerical calculation using an integrator returns !
Here G is an implicit nonlinear system of n equations and n unknowns:
For the solution, we used the Newton's method. The principle of the Newton's method is described as follows: in the k − th step, let ! p " k be an approximation of the zero
and then:
which leads to the solution of [3] , we will use one of the following finite difference approximations.
where the h ij are the given discretization step of the i − th equation with respect to the j − th variable, and e k are the k − th vector of the canonical basis; note that, classically, we can always choose the values of h ij equal each other at a common value h . Let ! ∆ ij " p # $h% be a finite difference approximation, then we have:
which is an approximation of the Jacobian matrix; then the approximate Newton's method can be written as follows :
The problem of convergence of this iterative process is ensured by using a result of the book of Ortega and Rheinboldt ! "#$ ; indeed if the discretization step h ij are small and tend to zero, the convergence is ensured.
Navigation problem

Case without constraint on the state
Consider the problem of flying an aircraft with a constant speed crosswind from one point to another in minimum time. Figure ! " #$ , describes the simplified form of Zermelo's problem [1] . Note that t f is free, as it must be to have a minimum time problem.
Fig. 1. Navigation problem
The optimal control problem is stated as follows: Find the control ! θ"t# that minimizes the final time
subject to the differential constraints
Where,
• V is the constant speed of the aircraft relative to the air,
• θ is the controllable orientation of aircraft velocity vector relative to the ground,
• w is the speed of the air relative to the ground.
The prescribed boundary conditions:
The functional ! "#$% is equivalent to:
The Hamiltonian is given by:
The Euler-Lagrange equations leads to:
From ! "#$%−"#&% , it follows that:
Then, the equation for θ gives:
Which, since ! p " and ! p " are constant, implies that tgθ is constant and then θ is also constant.
From the equation ! "#$% , we deduce that:
From the equation ! "##$ , we obtain:
Using the prescribed final conditions ! x " f # " and
Then, from Figure ! "#$ , we obtain:
Hence, the optimal control and the final time can be written as:
Fig. 2. Control Triangle
The boundary conditions for this problem are given by:
From the equation ! "#$% , we obtain:
Finally, we obtain the following results:
Note that the aircraft is pointing upwind but it is moving directly toward the final point. An interesting check of the results can be made for the case where ! w "" V . Here, ! θ ≅ "#!x $ ≅ Vt , and ! x " ≅ #$ which seem reasonable. To test the minimality of the solution, application of the Weierstrass condition leads to
Since ! V ≠ "# and cancelation of the term ! p " w gives:
Then, the optimality condition ! "#$% becomes:
The application of the Legendre-Clebsch condition to this problem starts with :
If the values for ! p " # ! p " # and θ from the equation ! "#$% are substituted into the expression of H θθ , we obtain:
Since ! w "" V , H θθ are positive.
Numerical application
For different values of V and w , the analytical solution allows to obtain the following results: Table 1 . Analytical solution
Numerical solution
For the numerical solution, we used the shooting indirect method. Then we have to solve the following system :
Let ! z"t# be the solution of the previous system at time t with the initial conditions
We construct a shooting function which is a nonlinear algebraic equation of the variable p at time ! t " # . This shooting function is computed by a numerical procedure of integration of ordinary differential equation (using for example Euler method, Runge-Kutta method,. . . ); the shooting function is defined by:
The problem to solve is then written: Find ! p"#$ such that ! G"z"#$$ gives the desired value of ! x"t f # . The algorithm for numerical solution of this problem will then be completely defined if one gives oneself:
1. the integration algorithm of a differential system with initial condition (e.g., Euler or Runge-Kutta procedure) to compute the shooting function G (implemented in 'ode45' of Matlab which is a method of Runge-Kutta 4/5 with variable pitch). 2. the solution algorithm ! G"z# $ % which in our case uses the method quasi-newton (implemented in 'fsolve' of Matlab).
For different values of the V and w , we obtain the following figures that shows the state and the control. The results are in the Table 2 : We deduce that the exact solution and the numerical solution are similar (see Tables 1 and 2 ). The performance of the numerical procedure are summarized in Table 2 , for different values of V and w . Note that the convergence is fast, moreover, the computation time is very low for a number of iterations not large enough. Note that when the speed of the wind increases, then, the time of landing decreases. In addition, it should be noted that wind is an important factor that reduces the duration of landing. In fact, during the flight, the aircraft must navigate in an air lane.
Case with constraints on the state
In this section, we consider a more complex situation. Then, a more realistic modelisation of the navigation of the aircraft will be better described by considering (15) x i "!i # $"%& In such a case, the analytical procedure can not be applied, but the numerical procedure is well adapted. From a practical point of view, during the numerical procedure, we have to project the values of ! x i "!i # $"%" on the convex set describing the constraints in the state variables.
the prescribed initial condition at the initial time
and prescribed final conditions at the final time t f
here, ψ is a ! "l +#$×# − vector, where ! " ≤ l ≤ n# there must be at least one final condition that draws the optimal path to the final value.
We consider a constraint of the state ! g"t# x#u$ ≥ % To state the maximum principle, we define the Hamiltonian function as:
we also define the Lagrangian function as
where µ ∈ R is a row vector, whose components are called Lagrange multipliers. These Lagrange multipliers satisfy the following condition:
In the constrained case, the numerical experiments ( Analogously will the case without constraints, we can note that:
• the fast convergence, • and a very short time of computation.
Then, the numerical procedure is well, adapted to an air-line regulation of aircraft flight.
!
Conclusion
In this paper, we have solved a problem of optimal control in free final time using Pontryaguin's maximum principle, and for the numerical solution, we used the shooting indirect method to find the transversality conditions in both cases where the state is submitted or not to constraints. We applied this procedure to a navigation problem, where the solution are computed by a numerical way and by an analytical method in the unconstrained case. In this last case, the comparison between the results obtained by the analytical and the numerical methods shows that the solution are similar. We concluded that, in the numerical procedure, the convergence is fast and the computational time are small for both cases where the state is subject or not to constraint.
