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Re´sume´ – On propose ici une extension de la De´composition Modale Empirique (ou EMD pour “Empirical Mode Decomposi-
tion”) permettant de traiter des signaux a` 2 composantes ou complexes. A` la suite de travaux analogues sur l’EMD, on observe que
le comportement de cette nouvelle extension sur des bruits blancs complexes est e´quivalent a` un banc de filtres quasi-dyadique.
Abstract – A new extension of the Empirical Mode Decomposition (EMD) is proposed for processing bivariate or complex-
valued signals. Following similar research on the EMD, the behavior of the new method on complex-valued white noises is then
analyzed and shown to be equivalent to a quasi-dyadic filterbank.
1 Introduction
Introduite il y a une dizaine d’anne´es par N. E. Huang
et ses collaborateurs [1, 2], la technique de De´composi-
tion Modale Empirique (ou EMD pour « Empirical Mode
Decomposition ») permet de de´composer tout signal en
une somme de composantes oscillantes extraites directe-
ment du signal de manie`re adaptative. Ces composantes,
ou IMFs pour « Intrinsic Mode Functions », peuvent eˆtre
vues comme des formes d’ondes e´ventuellement non li-
ne´aires module´es en amplitude et en fre´quence. Dans sa
formulation initiale, la me´thode n’est applicable que sur
des signaux univarie´s (ou re´els). L’objet de cette commu-
nication est de proposer une extension de l’EMD au cas de
signaux bivarie´s (ou complexes). Cette extension est de´cli-
ne´e en 2 algorithmes base´s sur le meˆme principe mais aux
proprie´te´s le´ge`rement diffe´rentes. Le lecteur pourra trou-
ver une boˆıte a` outils EMD en libre acce`s [3] contenant
entre autres des codes MATLAB/C mettant en œuvre ces
algorithmes et des scripts reproduisant les figures de cet
article. Il est a` noter que deux autres extensions bivarie´es
ont e´te´ propose´es tre`s re´cemment [4, 5]. La premie`re est
assez diffe´rente de l’approche propose´e ici et la deuxie`me
s’ave`re eˆtre un cas particulier peu avantageux de l’Algo. 1
pre´sente´ ici en Section 2.2.3.
2 De´composition Modale Empirique
de signaux bivarie´s
2.1 De´composition Modale Empirique
A` l’instar de la transforme´e en ondelettes discre`te (TOD),
l’EMD originale [1] est une me´thode de de´composition re´-
cursive ou` un signal est de´compose´ en une partie oscillant
rapidement, apparente´e au de´tail de la TOD, et une partie
oscillant plus lentement, approximation dans le cadre de
la TOD, qui est ensuite a` son tour de´compose´e selon le
meˆme principe. On aboutit ainsi a` une de´composition de
la forme
x(t) = aK(t) +
K∑
k=1
dk(t), (1)
ou` similairement a` la TOD, l’approximation a` l’« e´chelle »
k est la somme de l’approximation et du de´tail a` l’« e´chelle »
k + 1
ak(t) = dk+1(t) + ak+1(t), (2)
avec la notable diffe´rence que les « e´chelles » ne corres-
pondent pas a` une grille fixe´e a priori mais sont de´finies
a` partir du signal et de manie`re locale. Plus pre´cise´ment,
la de´composition (2) est obtenue en ite´rant un ope´rateur
non line´aire adaptatif, conc¸u pour que les deux compo-
santes ne de´pendent du signal que localement a` distance
de quelques oscillations (i.e., quelques extrema). Cet ope´-
rateur, dit de tamisage (ou « sifting »), est de´crit par la
proce´dure suivante :
Identifier les extrema de ak(t)1
Interpoler (par une spline cubique) les minima (resp.2
maxima), pour de´finir une « enveloppe » emin(t)
(resp. emax(t))
Calculer la moyenne m(t) = (emin(t)+emax(t))23
La soustraire au signal S[ak](t) = ak(t)−m(t)4
Si on ite`re n fois cette proce´dure, les de´tails et approxi-
mations a` l’e´chelle k + 1 sont de´finis comme dk+1(t) =
Sn[ak](t) et ak+1(t) = ak(t)− dk+1(t).
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2.2 De´compositions Modales Empiriques
bivarie´es
2.2.1 Principe
L’EMD s’appuie fortement sur la notion d’oscillation
qu’elle de´finit a` partir des extrema locaux du signal, une
oscillation correspondant par exemple au signal entre deux
maxima locaux. De ce fait, elle est naturellement confine´e
a` l’analyse de signaux scalaires puisque la notion d’extre-
mum local, et donc d’oscillation, n’existe pas pour des si-
gnaux a` valeur vectorielle. En revanche, dans le cas des si-
gnaux a` deux composantes, ou bivarie´s, on peut conside´rer
la notion de rotation qui est de plus une extension bivarie´e
classique de la notion d’oscillation. Ainsi, le principe sous-
jacent a` toutes les extensions bivarie´es propose´es [4, 5, 6] a`
ce jour est de remplacer dans l’EMD usuelle la notion d’os-
cillation par celle de rotation. Le point de vue adopte´ est
alors de conside´rer que tout signal bivarie´ peut eˆtre de´crit
comme la somme d’une composante (vectorielle) tournant
rapidement autour de ze´ro et d’une autre tournant plus
lentement.
Fig. 1 – Principe des extensions bivarie´es. (a) Un signal
tournant composite. (b) Le signal entoure´ de son enve-
loppe 3D. Les lignes noires e´paisses sont les « armatures
late´rales » utilise´es pour calculer l’axe central. (c) Com-
posante tournant rapidement. (d) Composante tournant
plus lentement = axe du tube en (b).
2.2.2 Une enveloppe en 3 dimensions
Techniquement, les extensions bivarie´es reprennent le
principe re´cursif de l’EMD mais avec de nouveaux ope´ra-
teurs de tamisage calque´s sur l’original. Ainsi, la` ou` clas-
siquement on soustrait la moyenne des enveloppes supe´-
rieures et infe´rieures au signal, les nouveaux ope´rateurs
soustraient au signal l’« axe central » de son « enveloppe »,
qui est maintenant un tube tridimensionnel qui enveloppe
le signal Fig. 1. En pratique, cet axe est en fait calcule´ a`
partir de ce qu’on pourrait appeler des « armatures late´-
rales » du tube (cf Fig. 1 (b) lignes e´paisses noires). Cha-
cune de ces armatures est associe´e a` une direction particu-
(a)
X
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Fig. 2 – De´finition de l’axe central de l’enveloppe pour
les deux algorithmes. (le script reproduisant cette figure
permet de tester d’autres configurations)
lie`re et forme une ligne de creˆte de l’enveloppe dans cette
direction. Ainsi, l’armature associe´e a` la direction « vers
le haut » pourrait eˆtre de´finie a` tout instant comme le
point de la section du tube dont l’altitude est maximale.
Cependant, l’enveloppe n’e´tant pas connue a priori, les
armatures sont calcule´es diffe´remment. Dans l’esprit de
la Fig. 1, on peut conside´rer que le tube enveloppe de-
vrait eˆtre en tout point tangent au signal, ce qui implique
que chacune des armatures late´rales interpole un certain
ensemble de points du signal. De la`, sachant qu’une arma-
ture repre´sente une ligne de creˆte du tube dans une cer-
taine direction, il apparaˆıt que les points interpole´s sont
ne´cessairement des « extrema du signal dans cette direc-
tion », c’est-a`-dire des extrema du signal projete´ sur cette
direction. L’armature est alors simplement de´finie comme
la spline cubique interpolant ces points.
2.2.3 Algorithmes
E´tant donne´ un ensemble de telles armatures associe´es
a` un ensemble de directions bien re´parties dans [0, 2pi], il
reste maintenant a` de´finir l’« axe central » de l’enveloppe.
Si l’on de´finit celui-ci inde´pendamment a` chaque instant,
le proble`me est en fait de de´finir le centre d’un contour
ferme´ dans le plan a` partir de N points. Pour cela, on
propose deux me´thodes, qui dans le cas de N = 4 points
associe´s aux directions haut, bas, gauche et droite, corres-
pondent a` :
1. l’isobarycentre des N points (cf. Fig. 2 (a)).
2. l’intersection de deux droites, l’une e´tant a` mi-chemin
entre les deux tangentes horizontales a` la section du
tube passant par les points « haut » et « bas »,
l’autre e´tant a` mi-chemin entre les deux tangentes
verticales passant par les points « gauche » et « droite »
(cf. Fig. 2 (b)).
A` partir de ces deux me´thodes on peut alors proposer
deux algorithmes Algo. 1 et Algo. 2, ou` le signal bivarie´ est
assimile´ a` un signal complexe pour simplifier les e´critures.
L’algorithme propose´ dans [5] correspond a` l’Algo. 1 avec
N = 2 directions.
Ces deux algorithmes donnent en pratique des re´sultats
souvent diffe´rents mais on peut par contre montrer qu’ils
sont e´quivalents dans des cas simples quand N tend vers
l’infini [6]. A noter cependant que l’algorithme Algo. 2 est
souvent pre´fe´rable parce qu’il est nettement moins sensible
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Algorithme 1 : ope´rateur de tamisage bivarie´ no 1
pour 1 ≤ k ≤ N faire1
Projeter le signal x(t) sur la direction ϕk :2
pϕk(t) = Re
{
e−iϕkx(t)
}
Extraire les positions {tkj } des maxima de pϕk(t).3
Interpoler les points {(tkj , x(tkj ))} pour obtenir4
l’armature late´rale dans la direction ϕk : eϕk(t).
Calculer la moyenne des armatures late´rales :5
m(t) = 1N
∑N
k=1 eϕk(t)
Soustraire la moyenne au signal :6
SB1[x](t) = x(t)−m(t)
Algorithme 2 : ope´rateur de tamisage bivarie´ no 2
pour 1 ≤ k ≤ N faire1
Projeter le signal x(t) sur la direction ϕk :2
pϕk(t) = Re
{
e−iϕkx(t)
}
Extraire les maxima de pϕk(t) : {tkj , pkj }.3
Interpoler les points {(tkj , eiϕkpkj )} pour obtenir la4
« tangente » dans la direction ϕk : e′ϕk(t).
Calculer la moyenne des tangentes :5
m(t) = 2N
∑N
k=1 e
′
ϕk
(t)
Soustraire la moyenne au signal :6
SB2[x](t) = x(t)−m(t)
aux erreurs dues a` l’e´chantillonnage [6]. En revanche, l’al-
gorithme Algo. 1 peut e´ventuellement eˆtre pre´fe´rable pour
des signaux tre`s sure´chantillonne´s et se preˆte parfois mieux
a` une analyse the´orique.
3 Application a` des bruits blancs
complexes
3.1 Simulations
Applique´e a` des bruits large bande, l’EMD est connue
pour avoir un comportement en moyenne e´quivalent a`
un banc de filtres autosimilaire, quasi-dyadique dans des
conditions usuelles [7]. Dans le cas bivarie´, nous nous sommes
inte´resse´s essentiellement a` deux cas : un simple bruit
blanc Gaussien complexe, ou` les parties re´elles et ima-
ginaires sont inde´pendantes, et un bruit blanc Gaussien
analytique, c’est a` dire un bruit blanc dont le spectre est
limite´ aux fre´quences positives.
Banc de filtres — Les re´sultats montrent que le com-
portement en banc de filtres autosimilaire est conserve´ par
les extensions bivarie´es et que le facteur d’autosimilarite´
(dont le logarithme en base 2 n’est autre que le de´ca-
lage entre les spectres des IMFs d’indices k > 1 dans les
bancs de filtres de la Fig. 3) reste relativement proche de
2 dans des conditions usuelles. Cependant, les caracte´ris-
tiques du banc de filtres peuvent varier significativement
suivant l’algorithme utilise´ et le signal analyse´ (cf Fig. 3).
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Fig. 3 – Bancs de filtres pour 10 ite´rations de tamisage
par IMF. Pour les deux types de bruit et les deux algo-
rithmes, on repre´sente les densite´s spectrales moyennes des
6 premiers IMFs obtenus a` partir de 10000 re´alisations in-
de´pendantes de bruits de 512 points chacune en utilisant
32 directions pour le tamisage. (a) Bruit blanc complexe
simple. (b) Bruit blanc analytique. Dans les deux cas, le
banc de filtres en trait plein bleu correspond au premier
algorithme et celui en tirets noir au deuxie`me. Seules les
parties « fre´quences positives » des spectres ont e´te´ repre´-
sente´es, les parties ne´gatives e´tant rigoureusement syme´-
triques pour le bruit blanc simple et de faible amplitude
(. −20dB) pour le bruit blanc analytique.
Corre´lation — Pour comple´ter l’e´tude, il faut e´gale-
ment analyser la corre´lation entre les IMFs. A` cette fin,
on s’est inte´resse´ aux interspectres entre les IMFs
Sk,k′(f) =
∫ ∞
−∞
E {dk(t)d∗k′(t+ τ)} e−2ipifτdτ, (3)
dont les normes (l2 normalise´es par rapport au nombre de
points) sont repre´sente´es Fig. 4. On constate que les corre´-
lations entre IMFs sont globalement faibles sauf peut-eˆtre
entre IMFs « voisins », ou` elles sont de l’ordre de 10 % du
produit des normes des spectres des IMFs correspondants,
et surtout entre le premier IMF et les autres dans le cas
du bruit blanc simple. En comparant ces re´sultats avec les
spectres des IMFs, on voit que la diffe´rence de comporte-
ments entre les deux situations pourrait eˆtre lie´e au fait
que le premier IMF a une composante a` basses fre´quences
qui est nettement plus importante dans le cas du bruit
blanc simple. De ce fait, le premier IMF est potentielle-
ment plus corre´le´ avec les IMFs d’indices grands, essentiel-
lement basses fre´quences, que dans le cas du bruit blanc
analytique. Si l’on regarde maintenant l’interspectre entre
le premier IMF d1(t) et la premie`re approximation corres-
pondante a1(t) Fig. 5, on observe que pour les deux types
de bruits, celui-ci est ne´gatif a` basses fre´quences et qu’il
est nettement plus important dans le cas du bruit blanc
simple. Les IMFs d’indice k > 1 e´tant obtenus a` partir
de a1(t), on en de´duit que le premier IMF est anticorre´le´
avec les IMFs d’indices supe´rieurs dans la partie basses
fre´quences. En pratique, ceci signifie que l’EMD introduit
artificiellement de l’information a` basses fre´quences dans
les IMFs qui se compense entre les diffe´rents IMFs et qui
est donc absente du signal d’origine, ce qui est geˆnant pour
une me´thode de de´composition. On remarque par ailleurs
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que l’EMD originale pre´sente la meˆme caracte´ristique en
plus accentue´, l’interspectre e´tant plutoˆt de l’ordre de 0.15
a` basses fre´quences.
Fig. 4 – Normes des spectres-interspectres moyens des
IMFs obtenus avec le deuxie`me algorithme pour : (a) le
bruit blanc simple ; (b) le bruit blanc analytique. (codage
logarithmique en niveaux de gris, dynamique de 30 dB)
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Fig. 5 – Interspectre entre le premier IMF et la premie`re
approximation (deuxie`me algorithme) pour : (a) le bruit
blanc simple ; (b) le bruit blanc analytique.
3.2 Influence des parame`tres
Pour un mode`le de signal donne´, les caracte´ristiques du
banc de filtres peuvent varier en fonction des deux para-
me`tres de l’algorithme que sont le nombre d’ite´rations de
tamisage applique´ pour extraire chaque IMF et le nombre
de directions conside´re´es pour calculer l’axe central de
l’enveloppe du signal.
Nombre d’ite´rations — Le nombre d’ite´rations de ta-
misage agit globalement sur la forme du banc de filtres
mais si l’on se restreint a` des nombres d’ite´rations pas
trop e´leve´s (. 30), son influence se limite essentiellement
au facteur d’autosimilarite´ du banc de filtres, celui-ci di-
minuant quand on ite`re davantage (cf Fig. 6 (a) et (b)). Si
de plus on observe que pour un meˆme signal, les bancs de
filtres associe´s aux 2 algorithmes diffe`rent essentiellement
par le facteur d’autosimilarite´ qui leur est associe´, on voit
que ces bancs de filtres peuvent en fait pratiquement se ra-
mener a` un seul, a` condition d’utiliser diffe´rents nombres
d’ite´rations pour les 2 algorithmes.
Nombre de directions — Le nombre de directions
conside´re´es pour calculer l’axe central du tube a une in-
fluence a priori relativement discre`te dans la mesure ou` il
ne modifie pratiquement que les allures des spectres pour
le bruit blanc simple et uniquement a` tre`s basse fre´quence.
Plus pre´cise´ment, la modification est essentiellement ap-
parente sur le premier IMF, dont le contenu basse fre´-
quence diminue quand on augmente le nombre de direc-
tions. Sachant que cette composante basses fre´quences est
inde´sirable, car elle introduit artificiellement de l’informa-
tion dans la de´composition, il est plutoˆt bienvenu qu’un
grand nombre de directions permette de la re´duire. En
revanche, on observe e´galement que cette re´duction est li-
mite´e dans la mesure ou` le nombre de directions ne semble
plus avoir d’influence au dela` de 16. Cette limitation est
peut-eˆtre lie´e a` une incompatibilite´ de principe dans le fait
de conside´rer un grand nombre de directions pour estimer
la moyenne d’un signal discret non sure´chantillonne´.
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Fig. 6 – Influences des parame`tres de l’algorithme : Fac-
teurs d’autosimilarite´ des bancs de filtres en fonction du
nombre d’ite´rations : (a) bruit blanc simple ; (b) bruit
blanc analytique. Influence du nombre de directions uti-
lise´ pour calculer la moyenne de l’enveloppe : (c) spectres
du premier IMF obtenu avec l’algorithme 1 pour, de haut
en bas, 4, 8, 16 et 32 directions. Le comportement de l’al-
gorithme 2 e´tant pratiquement identique, on ne l’a pas
superpose´ pour ame´liorer la lisibilite´.
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