ABSTRACT
varying genomic composition among organisms necessitates a diverse and customized set of 62 approaches for obtaining high-quality genotypes. As such, both the GBS protocol and 63 computational pipeline require modifications when being applied to a new species. Recent work 64 from our group showed that GBS can be effectively applied to outbred mice (Parker et al. 2016;  these species, do not include an imputation step. Here we describe the customized computational 73 and laboratory protocols for applying GBS to HS rats.
74
The HS is an outbred rat population created in 1984 using eight inbred strains and has 
91

MATERIALS AND METHODS
92
Tissue samples and DNA extraction 93 Samples for this study originated from three sources: an inhouse advanced intercross line (AIL) 94 derived from LG/J and SM/J mice (Gonzales et al. 2018 extraction; therefore, we recommend storing rat genomic DNA at -20° and using it within 106 months of extraction whenever possible.
107
In silico digest of rat genome 108 We used in silico digests to aid in the selection of restriction enzymes, with the goal of 109 maximizing the portion of the genome captured at sufficient depth to make confident genotype 110 calls. We used the restrict function within EMBOSS (version 6.6.0) ( Evaluation of ddGBS pipeline performance 165 We present the steps required to call and impute genotypes from ddGBS data in transversion ratio (TSTV), which is expected to be ~2.
175
Demultiplexing
176
The PstI adapter barcodes were used to demultiplex FASTQ files into individual sample files.
177
Three demultiplexing software packages were tested: FASTX Barcode Splitter (Hannon Lab 178 2010), GBSX (Herten et al. 2015) , and an in-house Python script (Parker et al. 2016) . Reads that 179 could not be matched with any barcode (maximum of 1 mismatch allowed), or that lacked the 180 appropriate enzyme cut site, were discarded. Samples with less than two million reads after 181 demultiplexing were discarded. Data concerning demultiplexing are shown in Table S1 are from (Table S2) . A base quality threshold of 20 was used and reads trimmed 189 to below 25bps were discarded. 
221
To improve imputation accuracy and computational efficiency, we employed a pre-222 phasing step prior to reference imputation. A flowchart outlining the pre-phasing protocol is 223 presented in Figure S2 . We tested three methods of converting genotype data to phased .hap 
234
Imputation to reference panel 235 We used existing sequencing and array data from the HS rat founder and other inbred laboratory and were phased by Beagle into single chromosome haplotype files. Haplotype files were then 238 created using the workflow detailed in Figure S2 . Imputation by IMPUTE2 was performed in 239 5Mb using the aforementioned reference panels and genetic maps. We also considered the possibility that the restriction enzyme digests might not be 267 running to completion. To address this possibility, we increased the length of the digestion from 268 2 hours to 3 or 4 hours. We also tried increasing the number of units of PstI enzyme added, to 269 ensure complete digest. Neither of these modifications impacted the final fragment length 270 distribution of the library, indicating that the digest was reaching completion after 2 hours using 271 the original concentration of PstI.
272
We also explored reducing the complexity of our library as a means of obtaining more 273 reads at fewer sites. We accomplished this using the methods described by Sonah et al. 2013 274 (Sonah et al. 2013 ). This method involved adding an additional 1-2 nucleotides to the sequencing 275 PCR primers (A or AG). The addition of these nucleotides increases the selectivity of the primers 276 and reduces the number of amplifiable fragments, sacrificing sequencing breadth for read depth.
277
However, this did not ameliorate the issue of reads being wasted on long fragments but did 278 appear to increase the PCR bias (data not shown). Therefore, we chose to retain our original 279 primer design.
280
Our previous GBS protocol did not have an explicit library fragment size selection step.
281
The final library was purified using a MinElute PCR Purification Kit (QIAGEN Inc., Hilden, narrow (250-400bps) to avoid introducing a bias in which fragments were sequenced.
293
To increase the proportion of the genome captured within the fragment size window, we pursued 
303
The number of fragments with one of each of the cut sites were summed for all observed 304 lengths and the results summarized in Figure 1 and the Pippin Prep was uniformly shifted towards higher fragment lengths ( Figure S3 ).
360
The final ddGBS protocol can be found in File S1 and the necessary primer and adapter 361 sequences in File S2. This protocol was used for the sequencing of all HS rats included in the 362 following computational optimization steps.
363
Demultiplexing
364
The number of base pairs of sequencing data retained after demultiplexing was fairly consistent 365 across demultiplexing software (Table S1 ). We ultimately decided to use FASTX Barcode
366
Splitter because it yielded the greatest number of reads after quality/adapter trimming and had Figure S4 shows the distribution of reads counts for all samples after 370 demultiplexing, but prior to sample filtering based on read count.
371
Adapter and quality trimming 372 Read quality was substantially elevated after trimming the barcode and adapter sequences and 373 low-quality base pairs at the ends of reads ( Figure S5 ). Overall read counts were only marginally 374 reduced by quality trimming (Table S1 ). We observed that the number of called variant sites and 375 the genotyping rate were both greater when using reads initially processed by Cutadapt (Martin, 376 2011) than reads processed by the FASTX_Toolkit (Table S2) Thus, our second application (described here) is similar to the human genetics application in 429 which imputation using 1000 Genomes increases the number of SNPs beyond those included on 430 a given microarray platform.
431
Before starting this imputation step, we observed an inflated transition/transversion ratio 432 (Table S4) any samples where the sex chromosome read ratio was contrary to their reported sex ( Figure S1 ).
441
To determine which reference set to use for imputation, we tested six different possible 442 combinations of available reference data ( Table 2 ). The most accurate imputation was observed IMPUTE2 requires a genetic map. As described in the methods section, we considered 471 four different genetic maps, two that were empirically derived and two that were linear 472 extrapolations based on the physical map. All genetic map performed similarly (Table S5) .
473 Surprisingly, the linear genetic maps performed just as well as the HS-specific map (Littrell et al. Pre-phasing with VCFtools and IMPUTE2 performed similarly, therefore we used 477 IMPUTE2. SHAPEIT was not used because it showed a higher rate of genotype discordance 478 compared to VCFtools and IMPUTE2 (data not shown).
479
To obtain our final set of ~3.7 million variants, a final round of variant filtering was 2018), there has yet to be a published protocol optimized specifically for rats. Prior to 489 sequencing thousands of HS samples with GBS for our mapping efforts, we wanted to ensure we 490 were capturing the greatest possible number of high-quality variants at the lowest possible cost.
491
The protocol we present here is the culmination of careful testing and optimization of each step 492 of the GBS protocol for rats. We have now applied the approach to 4,973 HS rats, as well as 493 4,608 Sprague Dawley rats (Gileta et al. 2018 ).
494
Our previous GBS protocol (Parker et al, 2016) , which was designed for use with CFW 495 mice, was unsuitable for our current genotyping efforts in HS rats, due to the much higher levels 496 of genetic diversity in the HS population. There are multiple reasons we chose to develop our 497 own computational pipeline for GBS rather than using existing workflows. Foremost, the 
