Abstract-The fixed slope lossy algorithm derived from the kthorder adaptive arithmetic codeword length function is extended to the case of finite-state decoders or trellis-structured decoders. It is shown that when this algorithm is used to encode a stationary, ergodic source with a continuous alphabet, the Lagrangian performance (i.e., the resulting compression rate plus times the resulting distortion) converges with probability one to a quantity computable as the infimum of an information-theoretic functional over a set of auxiliary random variables and reproduction levels, where > 0 and 0 is designated to be the slope of the ratedistortion function R(D) of the source at some D; the quantity is close to R(D) + D when the order k used in the arithmetic coding or the number of states in the decoders is large enough. An alternating minimization algorithm for computing the quantity is presented; this algorithm is based on a training sequence and in turn gives rise to a design algorithm for variable-rate trellis source codes. The resulting variable-rate trellis source codes are very efficient in low-rate regions (below 0:8 bits/sample). With k = 8, the mean-squared error encoding performance at the rate 1=2 bits/sample for memoryless Gaussian sources is comparable to that afforded by trellis-coded quantizers; with k = 8 and the number of states in the decoder = 32, the mean-squared error encoding performance at the rate 1=2 bits/sample for memoryless Laplacian sources is about 1 dB better than that afforded by the trellis-coded quantizers with 256 states. With k = 8 and the number of states in the decoder = 256, the meansquared error encoding performance at the rates of a fraction of 1 bit/sample for highly dependent Gauss-Markov sources with correlation coefficient 0:9 is within about 0.6 dB of the distortionrate function. Note that at such low rates, predictive coders usually perform poorly.
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I. INTRODUCTION

G IVEN a stationary, ergodic source
, where each is a real random variable taking values in the real line , we are concerned with how to efficiently compress . Without regard to complexity constraint, the best possible one can do is what rate-distortion theory [5] , [25] , [31] says. For some fidelity criteria, the theory tells us that in order to maintain a given reproduction quality (denoted by ) for the source , the optimum compression rate theoretically achievable in bits per sample is the rate-distortion function of the source evaluated at . The quantity provides an unbeatable compression rate bound for all real lossy data-compression systems and, on the other hand, is asymptotically achievable with infinite complexity.
In the real world, however, complexity is often a big issue. The simplest lossy data compression technique is scalar quantization. An -level scalar quantizer is a mapping from the real line onto a finite set consisting of reproduction levels , where each . If the scalar quantizer is applied to encode the source and the output of is further compressed by a universal lossless compression algorithm, then the performance of can be measured by the distortion incurred in the digitization process and the entropy rate of . Assume the squared-error distortion criterion is used. The distortion is equal to . For small distortions (or equivalently high rates) and a memoryless source with a smooth marginal density, it was proved in [29] and [55] that among all scalar quantizers with the resulting distortion , the minimum entropy rate , which is achieved by the uniform quantizer, exceeds the Shannon lower bound to the rate distortion function by 0.255 bits/sample. That is, where denotes the entropy rate corresponding to the optimum variable-rate (i.e., entropy-constrained) scalar quantizer , and the logarithm, throughout the paper, is relative to base . (For a memoryless Gaussian source , it is well known [5] , [13] that .) Moreover, simulation results [30] , [17] showed that the above 0.255-bit/sample result remains valid as well for low rates. In general, Ziv [59] proved that for any distortion and any stationary, ergodic source , the minimum entropy rate is no more than 0.754 bit/sample higher than . The above 0.255-and 0.754-bit/sample results do support the use of scalar quantizers in the high-rate case. On the other hand, they also suggest that scalar quantizers are not good at all in the low-rate case, say, less than 0.5 bit/sample which is the case in practice. To eliminate the 0.255-bit/sample gap, one way is to resort to vector quantization [28] , as the source-coding theorem in rate-distortion theory says that it is possible to get rid of the gap by letting the dimension in vector quantization get larger and larger. An where denotes the entropy rate in bits per sample corresponding to the optimum variable-rate (i.e., entropyconstrained) vector quantizer . Simple calculation for the term on the right-hand side of (1.1) shows that for small , the gap between and is at least 0.1087, 0.0726, and 0.0448 for , and , respectively. Now the disadvantage of vector quantization becomes apparent: for small dimension , there still is a considerable gap between and if the above gap result remains valid as well at low rates; for large dimension , although the gap diminishes, the size of the corresponding vector quantizer grows exponentially with and hence the corresponding coding complexity gets enormous.
In this paper, we study another coding method, namely, the so-called variable-rate trellis source encoding. We were first motivated by finding a way to implement several recent lossy data compression algorithms [50] , [53] , [54] which are derived from a lossless data compression algorithm such as the Lempel-Ziv code and the arithmetic code. Later, it turns out that the approach we have taken to implement these algorithms has a very interesting connection to the Lagrangian approach [10] , [11] to the design of entropy (or conditional entropy) constrained scalar and vector quantizers, and naturally leads to a general variable-rate trellis source-encoding method. Indeed, our method can be viewed as a generalization of entropy (or conditional entropy) constrained scalar and vector quantization in the sense that it makes use of trellis structures and jointly optimizes the resulting distortion, compression rate, and actually selected encoding path; it is very efficient in low rate regions. To put into perspective, therefore, we conclude this section with a brief review of the lossy compression algorithms derived from a lossless compression algorithm and of the Lagrangian approach. can be easily derived from the fact that the th-order adaptive arithmetic code uses an adaptive th Markov model to assign a probability to the sequence . (Note that the number here refers to the Markov order.) For example, when and , the adaptive arithmetic code assigns, based on an adaptive memoryless model, the following probability to :
and hence
The idea of constructing a lossy data compression algorithm at fixed distortion levels from a lossless compression algorithm was originated by [52] , [49] , and later extended in [50] , [43] , [53] , [54] . For coding at fixed-rate levels, a similar idea also appeared in [60] . Given the decoder mentioned above and any lossless compression algorithm on which is now represented by its corresponding lossless codeword length function , it follows from [53] and [54] that one can construct three lossy data compression algorithms: one is at fixed-distortion levels, one is at fixed-rate levels, and one is at fixed-slope levels. All these lossy algorithms are universal in the sense that each of them can achieve asymptotically the rate-distortion performance of without knowing a priori the statistics of the source if the original lossless algorithm is universal. As indicated in [54] , among these three lossy algorithms, the fixed-slope lossy algorithm is relatively easy to implement. In the following, therefore, we consider only the fixed-slope lossy algorithm.
The description of the fixed slope lossy algorithm: Given a and a lossless codeword length function , the fixed-slope lossy algorithm works as follows: for each source sequence the encoder finds a sequence which minimizes the cost function over , and then encodes into the binary codeword associated with via the lossless codeword length function . After receiving the binary codeword, the decoder first recovers and then outputs as a reproduction of . In this way, the resulting rate in bits per sample and distortion per sample are given respectively by and where (1.4)
The following result, which was established in [53] and [54] , gives the asymptotic performance of the fixed-slope lossy algorithm. Note that in the above description of our lossy algorithm, our emphasis is on the asymptotic performance of the algorithm, that is, we think of as a variable taking positive integer values and are interested in the asymptotic performance of as . On the other hand, when one's emphasis is on a particular value of , that is, one is interested in the one-shot performance of for a particular value of then the above description for a particular value of becomes the Lagrangian formulation originated by [10] and later used in [11] , [12] , and [16] . When asymptotic performance is concerned, the fixed-slope viewpoint is convenient; the reason is that in this case, both the distortion and the rate vary, the parameter is fixed and represents a slope in the ultimate rate-distortion performance curve as shown in Result 1, and hence the name "fixed slope" is perfectly in parallel with the names "fixed distortion" and "fixed rate." When oneshot performance is concerned, the Lagrangian viewpoint is convenient since it naturally reflects the Lagrange multiplier method for solving a joint minimization over distortion and rate. The fixed-slope viewpoint enables us to view our lossy algorithm, if designed properly, as a generalization of entropyconstrained scalar quantizers [6] , [17] , [10] and conditional entropy-constrained scalar quantizers [11] in the sense that our fixed-slope lossy algorithm jointly optimizes the resulting distortion, compression rate, and actually selected encoding path. To see this point clearly, let us first explain the design problems associated with our lossy algorithm. To actually apply Result 1 to the encoding of the real source , the following problems need to be solved first.
Problem 1:
How to design the reproduction alphabet (or equivalently, the decoder ) in an optimum way? In general, how to design a trellis-structured decoder (see Section II for the details) in an optimum way?
Problem 2: How to select a suitable lossless codeword length function ?
Problem 3: How to design an efficient algorithm for finding the optimum sequence defined by (1.4)? Select to be some universal lossless codeword length function. Assume we have a solution to Problem 3. Then the remaining design problem is how to find an optimum decoder . An interesting point in our lossy algorithm is that even if we know the decoder , i.e., the output levels, we still do not know to which output level a real number is actually quantized. In fact, a real number will be quantized to different output levels at different times . In our lossy algorithm, the encoder needs to find an optimum path to trade off the resulting distortion and compression rate. So in this sense, our lossy algorithm jointly optimizes the resulting distortion, compression rate, and actually selected encoding path. On the other hand, in an entropy-constrained scalar quantizer, once the output levels and the corresponding partition are known, one knows in advance to which output level a real number will be quantized. There is no path selection and the design problem is a matter of trading off the resulting distortion and the entropy. In some sense, therefore, our lossy algorithm may be regarded as a variable-rate softdecision scalar quantizer while an entropy-constrained scalar quantizer may be called a variable-rate hard-decision scalar quantizer.
In this paper, we shall select to be the th-order adaptive arithmetic codeword length function . Our purpose then is to find a way to simultaneously solve both Problem 1 and Problem 3.
The remainder of this paper is organized as follows. In Section II, we shall extend the fixed-slope lossy algorithm to the case of trellis-structured decoders, and then determine for any fixed the limit of as , where is a trellis-structured decoder. The limit is necessary for solving Problem 1. In Section III, a trainingsequence-based algorithm is presented for solving Problem 1, i.e., for finding a trellis-structured decoder that minimizes the limit of as . This algorithm, at the same time, also gives us a way to solve Problem 3 and a way to design efficient variable-rate trellis source codes. The resulting variable-rate trellis source codes are very efficient in low-rate regions (below 0.8 bit/sample). Section IV presents some simulation results for memoryless Gaussian, memoryless Laplacian, and Gauss-Markov sources. With and , the mean-squared error performance at the rate 1/2 bit/sample for a memoryless Gaussian source is comparable (sometimes superior) to that afforded by trelliscoded quantizers [42] ; with , , and the number of states in the optimized trellis-structured decoder , the mean-squared error performance at the rate bit/sample for a memoryless Laplacian source is about 1 dB better than that afforded by the trellis-coded quantizers of state number ; with , , and the number of states in the optimized trellis structured decoder , the mean squared error performance around the rate bits/sample for a Gauss-Markov source with correlation coefficient is within about 0.6 dB of the distortion-rate function. Finally, in Section V, some open problems are presented for future research.
II. FIXED-SLOPE LOSSY ALGORITHM WITH A TRELLIS-STRUCTURED DECODER
In this section we extend the fixed-slope lossy algorithm to the case of a finite-state decoder or trellis-structured decoder , and determine the limit behavior of as for any fixed . First, let us introduce some more notation and definitions. For any nonempty set , let denote the set of all infinite sequences from , where for any . For each integer , let denote the set of all sequences of length from . If is a metric space, we shall also think of ( , resp.) as a metric space with the usual infinite ( -fold, resp.) metrizable product topology. It is easy to see that the only difference here from Section I is that the decoder is now a trellis-structured decoder with the state set . A trellis-structured decoder is said to be strongly indecomposable if there exists an integer such that for any two states there exists a sequence such that if the decoder starts from and traverses the path defined by , then ends at state , i.e., if are defined by , where , then . The concept of strong indecomposability is needed in our proof of Theorem 1 stated below; it guarantees that the asymptotic performance of the fixed-slope algorithm with a trellis-structured decoder is independent of the initial state . Almost all trellis structures proposed so far in the coding literature are strongly indecomposable. Note that the strong indecomposability of depends only on . Therefore, it makes sense to say whether or not is strongly indecomposable.
Let us now focus on the fixed-slope lossy algorithm with as the lossless codeword length function and as the decoder. Before stating the asymptotic behavior of as , we need to define some quantities. Let be a stationary source with the alphabet . Let denote the distribution of on . Assume that satisfies for any (2.6) If is the squared-error distortion measure, then (2.6) is equivalent to . Let be the usual Kronecker delta function, i.e., if otherwise.
For each integer , define
The above infimum is taken over all -valued random vectors that are jointly distributed with and satisfy the following properties:
is stationary in the sense that and have the same distribution.
Property a.2):
for .
Furthermore, denotes the conditional entropy of given and, as a convention, is equal to when . It is not hard to see that when and , (2.7) can be simplified to (2.8) where the infimum is taken over all -valued random variables that are jointly distributed with . The reason for introducing the notation is that when and , we still need two pairs of random variables and to represent the state transition in the trellis decoder . The following theorem, which will be proved in Appendix B, characterizes the asymptotic behavior of as . , then it follows from Theorem 1 and its proof appearing in Appendix B that for any stationary, ergodic source converges with probability one to (2.9) where the infimum is taken over the same region as in (2.7) with . The quantity in (2.9) is actually equal to It should be pointed out that the almost sure convergence of has already been established in [22] and the quantity in (2.9) is similar to what Gaarder and Slepian [24] tried to determine and optimize for fixed-rate finite-state source-coding systems.
From Theorem 1, it now follows that for any stationary, ergodic source with the alphabet , the best performance afforded by the fixed-slope lossy algorithm with the th-order adaptive arithmetic codeword length function and a fixed strongly indecomposable state transition function is given by (2.10) where the infimum is taken over all strongly indecomposable trellis-structured decoders with the state-transition The above infimum is taken over the same region as in (2.11) . To see this is true, first note that the term on the right-hand side of (2.13) since in this case, the -valued random variable in (2.7) is equal to . To show the reverse inequality, let be a -valued random vector that is jointly distributed with and satisfies the property that and have the same distribution. Let be a transition probability function from in which is the conditional probability of given and . Based on , , we define recursively a sequence of random variables as follows.
i) Passing through the channel given by , one gets the random output .
ii) Having defined , one gets the random output by passing through the channel given by . Thus once we have the solution to Problem (3.1), we can then take as the lossless codeword length function, use the Viterbi algorithm to find the optimum sequence defined by (2.5), and finally get a variable-rate trellis source code with its asymptotic performance characterized by . Since Problem (3.1) is a double-minimization problem, in principle, the following alternating minimization procedure can be used to solve it.
Step 1 Set and select an initial .
Step 2 Fix
. Find that minimizes over all random vectors that satisfy Properties a.1) and a.2).
Step
For in
Step 2, however, we are unable to give its exact expression at this point. In practice, therefore, it is unrealistic to apply the above procedure to solve Problem 3. Instead, we shall take other alternatives.
Our first approach deals with the special case in which and is sufficiently large. As Example 1 in Section II shows, Problem (3.1) in this case is equivalent to (3.2) where satisfies that and have the same distribution. Furthermore, from Theorem 2 and (2.12), it follows that as , the quantity given by (3.2) approaches nonincreasingly to (3.3) where . This suggests that in order to get an approximate solution to (3.2) when is large, one can instead look at the minimization problem given by (3.3), which is the typical computation problem of rate-distortion function. When the source is memoryless, (3.3) reduces to (3.4) where is any -valued random variable jointly distributed with , and denotes the mutual information between and . In general, however, it is better to look at its high-order approximation, i.e., (3.5) where is any -valued random vector jointly distributed with , and is the mutual information between and . When is large enough, the solution to (3.5) may be regarded as a good approximate solution to (3.2) .
Let be a probability distribution on and a transition probability function from . Let where denotes the distribution of on . It is easy to see that (3.5) is now equivalent to (3.6)
The following algorithm can be used to solve Problem (3.6) and hence Problem (3.5); as one can see, it is actually a kind of combination of the Arimoto-Blahut algorithm [3] , [9] for computing rate-distortion function and the Lloyd algorithm [41] for designing scalar quantizers. [18] also presented a method for computing approximately the first-order -letter rate-distortion function of a continuous source. In their method, they first prequantized the source, and then employed a discrete algorithm to compute approximately the first-order -letter rate-distortion function of the prequantized source. Algorithm 1 given above shows that prequantization is not necessary.
Our second approach deals with the general case. Recall that is a fixed state set and is a fixed strongly indecomposable state-transition function. Let . Let be a transition probability function from , where as a convention, is simply a distribution on when . Let be the th-order static arithmetic codeword length function on associated with , i.e., where is the sequence of length consisting only of . By means of , the minimization problem (3.1) can now be rewritten as where ranges over all possible transition probability functions from , and ranges over the same region as in (3.1) . From the proof of Theorem 3 appearing in Appendix C and what we have discussed in the beginning of this section, it follows that given and , the quantity is nothing other than the almost sure limit of as . This suggests the following algorithm.
Algorithm 2:
Let be a stationary, ergodic process which is independent of the source and has the same distribution as . This algorithm works as follows.
Step 1 Set
. Select an output function and a transition probability function satisfying for any and .
Step 2 Fix and . Use the Viterbi algorithm to find a sequence that minimizes over all , where .
Step 
Remark 3:
Algorithm 2 is essentially a standard alternating algorithm for solving Problem (3.7) in which a kind of combination of the Monte Carlo method and the Viterbi algorithm is used in Step 2 to solve the inner minimization. The rule for updating the output function in Step 3 is the same as that employed in the Lloyd-style algorithm for the traditional fixed-rate trellis coder design [47] [28, Ch. 15, pp. 555-586]. The new ingredient is that we also update the transition probability function . By simultaneously updating both and , we are able to jointly optimize the output levels, the actually selected encoding path through the trellis, and the compression rate.
Think of the sequence in Algorithm 2 as a database or a training sequence. Then Algorithm 2 naturally gives rise to the following variable-rate trellis source encoding algorithm.
Variable-rate trellis source encoding algorithm: Let and . Let be a stationary, ergodic source to be compressed. Let be another stationary, ergodic process. The sequence is taken as a database or training sequence. To use this algorithm to encode , one first runs Algorithm 2 on to get an output function and a transition probability function . Then encode by the fixed-slope lossy algorithm with as a lossless codeword length function and as a decoder. That is, for each sequence , use the Viterbi algorithm to find a sequence that minimizes over all , and then encode into the binary codeword assigned to by the th-order static arithmetic coding associated with . After receiving the binary codeword, the decoder recovers and outputs as a reproduction of . As indicated early in Section II, the resulting rate in bits per sample and distortion per sample are, respectively, and
The following theorem, which will be proved in Appendix D, establishes that the above variable-rate trellis source encoding algorithm is optimal in the sense that it achieves asymptotically the best performance . then with probability one
Remark 4:
It is interesting to relate our variable-rate trellis source-encoding algorithm to several other source-coding techniques. First of all, as noted in Remark 1, in the extreme case of , the fixed-slope lossy algorithm reduces to the traditional fixed-rate trellis source-coding scheme. Thus in the case of , the above variable-rate trellis source-encoding algorithm reduces to the fixed-rate trellis source-coding scheme considered in [47] [28, Ch. 15, pp. 555-586]. When and , the above algorithm becomes the entropy-constrained scalar quantization scheme [30] , [6] , [17] , [10] . When , , and is defined by and our variable-rate trellis source-encoding algorithm reduces to the conditional entropy-constrained scalar quantization scheme [11] . These observations provide further evidence for our early claim made in Section I that our method can be viewed as a generalization of entropy-(or conditional entropy)-constrained scalar and vector quantization in the sense that it makes use of trellis structures and jointly optimizes the resulting distortion, compression rate, and actually selected encoding path. When and , the above algorithm is a kind of entropy-constrained trellis source-coding scheme; it should not, however, be confused with the so-called entropyconstrained trellis-coded quantization scheme [20] which is essentially a trellis-coded quantization scheme followed by a jointly optimized lossless coder. As Theorems 2 and 4 show, our variable-rate trellis source-encoding algorithm provides better performance as increases. Although generally speaking increasing means increasing coding complexity, for low-rate coding, it is possible to select a relatively large and still maintain moderate coding complexity. With and defined as in Example 2 of Section II, can be selected to range from to . These kinds of features make our variable-rate trellis source-encoding algorithm suitable for low-rate coding, the case in which most existing source-coding techniques are hardly applicable [1, Ch. 2].
IV. SIMULATION RESULTS
In this section, the mean-squared-error performance of the variable-rate trellis source-encoding algorithm given in Section III is evaluated by simulation for memoryless Laplacian, memoryless Gaussian, and Gauss-Markov sources. Only low-rate coding is considered. The integers and are selected to be and , respectively. For the memoryless Laplacian source, the parameter is selected to be and . Tables I and II list some average simulation results for the Laplacian source sequence in the cases of and , respectively. These numerical results are compared with the Shannon lower bound to the rate-distortion function of the memoryless Laplacian source in Fig. 3 . Also included in Fig. 3 are the typical rate distortion curves for the Laplacian training sequence in the cases of and . As one expects, the difference between the mean-squared error performance of our variable-rate trellis source-encoding algorithm and the Shannon lower bound to the rate-distortion function of the Laplacian source gets smaller resp.). The above (below, resp.) dash-dot and dashed lines are for the Laplacian source (training, resp.) sequence.
and smaller as the encoding rate decreases. This phenomenon can be explained as follows: Since , there is not much room for our variable-rate algorithm to find a suitable tradeoff between the rate and distortion when the encoding rate is close to ; on the other hand, when the encoding rate is away from , there is more room for our algorithm to find a good tradeoff. This phenomenon, together with the fact that the difference between the Shannon lower bound and the ratedistortion function of the Laplacian source gets large when the rate decreases (as shown in Fig. 2 ), shows that our algorithm is efficient in low-rate regions. In fact, the performance around the rate bits/sample given by Tables I and II is about 1 dB better than that promised by the trellis-coded quantizers of state [42] . The performance in the case of is always better than that in the case of . In addition, the performance for the training sequences is alway better than that for the source sequences; in our simulations, the difference between them fluctuates from 0.06 to 0.26 dB.
For the memoryless Gaussian source, the parameter is selected to be , , and . Tables III, IV, and V list some average simulation results for the Gaussian source sequence in the cases of , , and , respectively. These numerical results are compared with the rate-distortion function of the Gaussian source in Fig. 4 . Also included in Fig. 4 are the typical rate-distortion curves for the Gaussian training sequence in the cases of , , and . The phenomenon mentioned in the Laplacian case also occurs in the Gaussian case. As the encoding rate decreases, the SQNR difference from the rate-distortion function gets smaller and smaller. The performance is comparable to that promised by the trellis-coded quantizers considered in [42] and gets better as increases. In addition, the performance for the Gaussian training sequences is alway better than that for the Gaussian source sequences; in the case of , the corresponding degradation is about 0.19 dB for most encoding rates.
For the Gauss-Markov source with the correlation coefficient of , the parameter is selected to be . Tables VI lists some average simulation results for the Gauss-Markov source sequence. These numerical results are compared with the rate-distortion function of the Gauss-Markov source in Fig. 5 . Around the rate bits/sample, the difference between our simulation performance and the distortion-rate function is about 0.63 dB. This result is comparable to that achieved by various predictive coding schemes such as the predictive trellis waveform coders [4] , predictive trellis-coded quantizers [42] , and predictive trellis-coded vector quantizers [19] for the rate bits/sample. Note that we achieve this result without using any predictive structure. Also included in Fig. 5 is the typical rate-distortion curve for the Gauss-Markov training sequence in the case of . The phenomenon mentioned in the memoryless Laplacian and Gaussian cases also occurs in the Gauss-Markov case.
The current trellis-coding scheme needs a training session to find the optimal (or near-optimal) coder consisting of the quantizer and the matching transition probability matrix used in the arithmetic coding. One main problem encountered in real applications is that we need to deal with varying statistics. We may use the training algorithm developed in this paper and data from a large variety of data sources to train the coder. But when the resulting coder is used to code a particular data source, there will be a statistics mismatch which causes the degradation of performance. An alternative way to approach the problem is to use an adaptive coder to replace the predesigned coder. Actually, the design algorithm presented in Section III gives rise naturally to an adaptive coder. The basic idea to achieve this is to use a so-called block updating strategy. The data is parsed into blocks first. Starting with an initial coder used to code the first block, the coder is updated at the end of each block by applying Steps 1-3 of the second design algorithm to find the new coder. After the coder is updated, it is used to code the next block. (In the design algorithm, the coder is used to code the same data.) We have used this adaptive coding scheme to code data from Gaussian sources with the Viterbi algorithm replaced by the -algorithm. Simulation shows that there is typically a 0.2- Fig. 4 . Comparison of simulation performance with the rate-distortion function in the memoryless Gaussian case. The solid line represents the rate-distortion function of the memoryless Gaussian source. The dotted (dashed, dash-dot, resp.) lines represent the simulation performance in the case of k1 = 4 (k1 = 6; k1 = 8;resp.). The above (below, resp.) dotted, dashed, and dash-dot lines are for the Gaussian source (training, resp.) sequence.
TABLE VI RATE-DISTORTION PERFORMANCE FOR THE GAUSS-MARKOV SOURCE (k1 = 8)
to 0.3-dB loss, compared to the predesigned coders with the same parameters. This loss, of course, partially comes from the suboptimal search algorithm (the -algorithm) we used and partially is the penalty of the adaptivity achieved.
V. CONCLUSION
The fixed-slope lossy algorithm derived from a lossless compression algorithm has been extended to the case of trellisstructured decoders. The extension naturally leads to variablerate trellis source-encoding schemes if the lossless codeword length function used in the lossy algorithm has some additive property, and to variable-rate tree source-encoding schemes in general. The resulting variable-rate trellis source-encoding schemes can be viewed as a generalization of entropy-(or conditional entropy)-constrained scalar and vector quantization in the sense that they make use of trellis structures and jointly optimize the resulting distortion, compression rate, and actually selected encoding path. With the lossless codeword length function being taken as the th-order adaptive arithmetic codeword length function , we have proved (in Theorem 1) that the asymptotic performance of the lossy algorithm for any stationary, ergodic source is characterized by , where is a trellis-structured decoder with the state transition function and output function . With being fixed, the best possible performance provided by the lossy algorithm is then given by . A training-sequence-based alternating algorithm has been presented to compute . Based upon this alternating algorithm, we have presented a variable-rate trellis sourceencoding scheme, whose asymptotic performance is still characterized by (Theorem 4). Simulation has shown that this variable-rate trellis encoding scheme is efficient in low-rate regions.
The design problem associated with a fixed-slope lossy algorithm includes the following three aspects: i) the selection of a lossless codeword length function, ii) the design of a trellis-structured decoder, and iii) the design of a suitable search algorithm. This paper has studied systematically only the case in which the lossless codeword length function is selected to be the th-order arithmetic codeword length function. Many problems remain open.
1) The redundancy problem of the fixed-slope lossy algorithm with the th-order arithmetic codeword length function. In other words, how close is to ? 2) High-rate theory for the fixed-slope lossy algorithm with the th-order arithmetic codeword length function. 3) In Theorem 4, the database is assumed to be independent of and have the same distribution as . What happens if and are correlated and have different distributions? This problem is similar to that considered in [51] for string matching data-compression algorithms. 4) When the value of is large, some suboptimal search algorithm other than the optimal Viterbi algorithm must be used due to high complexity. The problem then is how to design and analyze the fixed-slope lossy algorithm in this case. . In view of (B.6), it is clear that the sequence is the sequence of states traversed by the decoder along with the path . Thus from the description of the fixed-slope lossy algorithm, it follows that In view of (B.8) and (B.9), letting in the above inequality yields This completes the proof of (B.4) and hence the proof of Theorem 1.
APPENDIX C
In this appendix we prove Theorem 3. As in Appendices A and B, we prove Theorem 3 only for the case of . First note that a similar argument to the proof of Theorem 1 can be used to show that as converges almost surely to On the other hand, since is guaranteed to be at least of for any and , a similar argument to the proof of Theorem 1 can be used to show that there is a probability distribution on such that 1) if is a random vector distributed over with distribution , then satisfies Properties a.1) and a.2); Let be a realization of such that converges weakly to as . Let be a subsequence such that as 1) converges weakly to a probability distribution on ; 2) converges to a transition probability matrix ; 3) converges to , or , or for any , where is an output function. Clearly, the marginal of on is . Let be a random vector distributed over with distribution . As argued in the proof of Theorem 2, satisfies Properties a.1) and a.2). Using a similar argument to the proof of Part iii) of Theorem 2, we are then led to Since the subsequence is arbitrary, the above inequality implies that (D. 7) Note that (D.7) holds for any satisfying that converges weakly to as . This, together with (D.6), implies that almost surely which completes the proof of (D.2) and hence the proof of Theorem 4.
