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1. Introduction
A linearly ordered topological space (abbreviated LOTS) is a triple (X, λ(6),6), where (X,6) is a linearly orderedset (abbreviated LOS) and λ(6) is the usual interval topology defined by 6 (i.e., λ(6) is the topology generated by{ ]a,→[ : a ∈ X} ∪ { ]←, a[ : a ∈ X} as a subbase, where ]a,→[ = {x ∈ X : a < x} and ]←, a[ = {x ∈ X : x < a}).A generalized ordered space (abbreviated GO-space) is a triple (X, τ,6), where (X,6) is a linearly ordered set and τis a topology on X such that λ(6) ⊆ τ and τ has a base consisting of order convex sets, where a subset A of X is calledorder convex, or simply convex if x ∈ A for every x lying between two points of A [4, 6].
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It is well known that a topological space (X, τ) is a GO-space together with some ordering 6X on X if and only if (X, τ)is a topological subspace of some LOTS (Y , λ(6Y ),6Y ) with 6X = 6Y X , where the symbol 6Y X is the restriction ofthe order 6Y to X , so any GO-space has a linearly ordered extension. Note that a LOTS (Y , λ(6Y ),6Y ) is called alinearly ordered extension of a GO-space (X, τ,6X ) if X ⊂ Y , τ = λ(6Y )X and 6X = 6Y X [5]. Any GO-space X has alinearly ordered extension Y such that X is closed in Y (see below).For the sake of completeness we give the following definition: An ordered pair (A,B) of disjoint subsets of a LOS X issaid to be a gap if(i) X = A ∪ B,(ii) a < b whenever a ∈ A and b ∈ B,(iii) A has no maximal element, and B has no minimal element.
If furthermore A = ∅ or B = ∅, then (A,B) is called an endgap. Note that if (A,B) is a gap or endgap of a GO-space(X, τ,6), then A and B are open subsets of X . An ordered pair (A,B) of open disjoint subsets of a GO-space (X, τ,6)is called a pseudogap if it satisfies (i), (ii),(iv) A 6= ∅, B 6= ∅,
and, (iv)l or (iv)r stated by(iv)l A has no maximal element, and B has a minimal element,(iv)r A has a maximal element, and B has no minimal element.
Consider the following linearly ordered extension of an arbitrary GO-space (X, τ,6). Define X ∗ to be a subset of X×Z,where the order on X×Z is the lexicographic order, by
X ∗ = (X×{0}) ∪ {(x, n) : [x,→[ ∈ τ − λ(6), n < 0} ∪ {(x, n) : ]←, x ] ∈ τ − λ(6), n > 0}.
Let X ∗ be a LOTS by the order topology. Then it is easily seen that X is homeomorphic to the closed subspace X×{0}of X ∗. Consequently, X ∗ is a linearly ordered extension of X [6].If X is a LOTS then it has no pseudogaps. We denote the set of all gaps of a LOS X plus X itself by X+ and definea linear order on X+ in a natural way. Namely, if c = (A,B) is a gap in X then we let a < c for all a ∈ A andc < b for all b ∈ B. If X is a LOTS and we introduce the order topology on X+ we obtain a compactification of X .More generally, if X is a GO-space, then X ∗+ is a compact space which contains X as a subspace. The closure of Xin X ∗+ is a compactification of X , which is called the Dedekind compactification (or Dedekind completion, where theterm completion is with respect to the order), which we also denote by X+. Note that if X is a LOTS then X ∗ = X .If X is a LOS and for some x ∈ X we write x = 0, then this would mean that X has a minimal element denoted by 0.Analogously, x = 1 means that x is the maximal element of X denoted by 1.
2. Compactness and lexicographic products
In the rest of the paper we assume that |X | ≥ 2 for any LOS X . Let X = Lα<µ Xα be the lexicographic product of Xα ,α < µ, where µ is an ordinal number > 1 and Xα is a LOS for every α < µ. It is not difficult to see that s = (sα ) isthe maximal element of X if and only if sα is the maximal element of Xα for every α < µ. Analogously, s = (sα ) is theminimal element of X if and only if sα is the minimal element of Xα for every α < µ. Let us begin with the followingobservation which describes the supremum of a non-empty subset of X .(a) Suppose that Xα is complete for all α < µ, and let ∅ 6= A ⊆ X . Define sγ by induction as follows. If sα is definedfor all α < γ, then
sγ = sup{x ∈ Xγ : there exists a ∈ A such that aα = sα for all α < γ, and aγ = x},
here we use the convention a = (aγ)γ<µ and sup ∅ = 0. Then s = (sγ)γ<µ = supA.
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(b) Without the completeness assumption on Xα , for ∅ 6= A ⊆ X , define s = (sγ)γ < µ as in (a) above, but withsγ ∈ X+γ . Then t = (tγ)γ<µ ∈ X is equal to supA if and only if s ∈ X and t = s, or there exists β < ν, whereν = min{γ : sγ /∈ Xγ}, such that sγ = 1 for β < γ ≤ ν, sβ has an immediate successor z in Xβ , and
tγ =

sγ if γ < β,z if γ = β,0 if γ > β.
Example 2.1.In relation to the above, let us consider the following two examples:(a) Let X = Ln<ω0 Xn, where Xn = [0, 1] for all n < ω0, and A = Ln<ω0 An, where A2 = [0, 1/2[ and An = [0, 1/2] for alln 6= 2. Then s = (1/2, 1/2, 0, 0, . . . ), since sn = sup ∅ for all n > 2.(b) For µ = 2, X0 = {0, 1} and X1 = [0, 1[, let A = {(0, x) : x ∈ [0, 1[}. Then supA = (1, 0) but s = (0, 1).
The following result is known (we include a short proof).
Theorem 2.2.X is complete if and only if Xα is complete for all α < µ.
Proof. Sufficiency follows from the observation (a) above, where one notes that if a lattice L is bounded and anynon-empty subset of L has a supremum, then L is complete. Conversely, suppose ∅ 6= Z ⊆ Xβ for some β < µ. Since Xis complete it has a maximal element t = (tα ), so that tα is the maximal element of Xα for every α < µ, as mentionedabove. Let A = {(aα ) : aα = tα for α 6= β, aβ ∈ Z}. It is then not difficult to see that if s = supA, then sβ = supZ . Theargument for inf is analogous.
It is known that if Xα is treated as a LOTS, then Xα is complete if and only if it is compact (see for example [1, X.7.12]).Consequently, we have the following result that was proved in [3, Theorem 4.2.1].
Theorem 2.3.The LOTS X = Lα<µ Xα is compact if and only if Xα is a compact LOTS for every α < µ.
3. κ-compactness
Let κ be some infinite cardinal number.
Definition 3.1.A LOS X is said to be κ-complete if every nonempty subset in X of cardinality ≤ κ has a sup and inf. An ℵ0-complete setis a σ-complete set. A LOS X is said to be Dedekind κ-complete if every nonempty bounded subset in X of cardinality≤ κ has a sup and inf.
Definition 3.2.A topological space X is said to be κ-compact (or initially κ-compact [7]) if every open cover of X of cardinality ≤ κhas a finite subcover. An ℵ0-compact space is a countably compact space.
Now let X be a GO-space. A gap (or pseudogap) (A,B) is said to be a κ-gap (or κ-pseudogap) if there is a cofinalsubset in A or coinitial subset in B of cardinality ≤ κ. It is understood that in the case of pseudogap the cofinal/coinitialsubset is in the part of the pseudogap which does not have a maximal/minimal element.
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Suppose that X is a LOS and (A,B) is a κ-gap and suppose further that there is a subset P of cardinality ≤ κ thatis cofinal in A. Then it is not difficult to see that P does not have a supremum and, therefore, X is not κ-complete.Conversely, suppose that X is not κ-complete and P is a subset of cardinality ≤ κ that does not have a supremum in X .If P is not bounded above then (P←, ∅) defines an κ-endgap in X , where by P← we mean the set {x ∈ X : x ≤ y forsome y ∈ P}. If it is bounded above, then by letting S be the set of all upper-bounds of P, we see that (P←, S) definesa κ-gap in X . We thus obtain the following simple result.
Proposition 3.3.A LOS X is κ-complete if and only if X does not have any κ-gaps.
We now prove the main result of this section.
Theorem 3.4.A GO-space X is κ-compact if and only if X has neither κ-gaps nor κ-pseudogaps.
Proof. Suppose that X is a κ-compact GO-space and (A,B) is a κ-gap; suppose further that there is a subset Pof cardinality ≤ κ that is cofinal in A. Then U = { ]←, p[ : p ∈ P} ∪ {B} is an open cover of X of cardinality ≤ κthat does not have a finite subcover. Analogously, if (A,B) is a κ-pseudogap, where for example A has a maximalelement and B has no minimal element, and there exists a subset P of cardinality ≤ κ that is coinitial in B, then
U = { ]p,→[ : p ∈ P} ∪ {A} is an open cover of X of cardinality ≤ κ that does not have a finite subcover.Conversely, suppose X has neither κ-gaps nor κ-pseudogaps; then X is κ-complete by Proposition 3.3. Let (Fγ)γ∈Γ bea decreasing net of closed non-empty subsets of X and |Γ| ≤ κ. Take xγ ∈ Fγ for every γ ∈ Γ. Let yγ = supα≥γ xα .Note that {xα : α ≥ γ} ⊆ Fγ . If yγ /∈ Fγ then [yγ ,→[ is open in X since Fγ is closed, and yγ does not have animmediate predecessor. Consequently, (]←, yγ [ , [yγ ,→[) defines a κ-pseudo-gap. It follows that yγ ∈ Fγ for everyγ ∈ Γ. Consider y = lim sup xγ = inf yγ . Again, if y /∈ Fγ then ]←, y] is open in X since Fγ is closed, and y does nothave an immediate successor. Consequently, (]←, y] , ]y,→[) defines a κ-pseudo-gap. It follows that y ∈ Fγ for everyγ ∈ Γ, so that ⋂γ∈Γ Fγ 6= ∅ and X is κ-compact.
Corollary 3.5.The following are equivalent for a LOTS X :(a) X is κ-compact;(b) X is κ-complete;(c) X does not have any κ-gaps.
4. Lexicographic products of κ-compact spaces
As in Section 2, let X = Lα<µ Xα be the lexicographic product of Xα , α < µ, µ > 1, where Xα is a LOS for every α < µ.As in Section 3, let κ be some infinite cardinal number.
Theorem 4.1.Let Xα be bounded for every α < µ. Then X is κ-complete if and only if Xα is κ-complete for all α < µ.
Proof. Suppose Xα is κ-complete for every α < µ and let ∅ 6= A ⊆ X , where |A| ≤ κ. Define sγ by induction asin observation (a) in Section 2, then s = (sγ)γ<µ = supA. Likewise one can show the existence of inf A, so that X isκ-complete.Conversely, suppose ∅ 6= Z ⊆ Xα for some α < µ, with |Z | ≤ κ. Since X is bounded above it has a maximalelement t = (tα ), so that tα is the maximal element of Xα for every α < µ, as already mentioned in Section 2. Let
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A = {(aβ) : aβ = tβ for β 6= α, aα ∈ Z}. It is then not difficult to see that if s = supA, then sα = supZ . The argumentfor inf is analogous.
Theorem 4.1 is not true if we do not require that Xα are bounded. Indeed, let us look at the following three examples.In the rest of the paper, for an element x of a LOS X , by x+ we mean the immediate successor of x in X if it exists.
Example 4.2.Let µ = 2, X0 = [0, ω1) and X1 = [0, 1). Then X1 is not σ-complete but X is σ-complete.
Proof. Let Z be a countable subset of X . We let Zα = {x ∈ Xα : there exists z = (zβ) ∈ Z with zα = x}.Case I: s0 = supZ0 /∈ Z0, then z = (s0, 0) is supZ .Case II: s0 = supZ0 ∈ Z0. Then let us look at the following two cases.Subcase II (a): s1 = supZ1 exists in X1. In this case z = (s0, s1) is supZ .Subcase II (b): s1 = supZ1 does not exist, i.e. Z1 is cofinal in X1. In this case z = (s+0 , 0) is supZ .
Example 4.3.Let µ = 2, X0 = [0, ω1) and X1 = (ω1, 0], i.e. [0, ω1) with the inverse order. Then both X0 and X1 are σ-complete but Xis not. Indeed, the set A = {(n, 0) : n < ω0} is a countable subset of X that does not have a supremum in X .
Example 4.4.Let X = Lα<µ Xα be a LOTS where µ is a limit ordinal greater than κ. Let Xκ = ]λ, 0], where λ is any limit ordinal thatis not cofinal with κ, and Xα = {0, 1} (with 0 < 1) for α 6= κ. Then Xα is compact (hence κ-compact) for all α 6= κ andXκ is κ-compact. Now consider a κ-set (i.e. a nonempty set of cardinality ≤ κ) (zγ)γ<κ = ((zγα )α )γ in X as follows:
zγα = {1 if α < γ,0 if α ≥ γ.
If t = (tα ) = sup(zγ) in X exists, then it is evident that tα = 1 for α < κ and Xκ must have a minimal element,a contradiction. Consequently, X is not κ-compact.
Let us now analyse the situation of Theorem 4.1 if we do not require that Xα are bounded for every α < µ. In fact wehave the following result.
Theorem 4.5.Let X = Lα<µ Xα be the lexicographic product of Xα , α < µ, µ > 1, where Xα is a LOS for every α < µ. We let
M0 = {i ∈ N : there exists κ-set in Xi without max but with sup} and m0 = infM0,N0 = {i ∈ N : there exists κ-set in Xi without sup} and n0 = infN0,M1 = {i ∈ N : there exists κ-set in Xi without min but with inf} and m1 = infM1,N1 = {i ∈ N : there exists κ-set in Xi without inf} and n1 = infN1,
where inf ∅ = ω0. Then X is κ-complete if and only if the following conditions are satisfied:(a) X0 is κ-complete;(b) Xα is Dedekind κ-complete for every α;(c) 0, 1 ∈ Xα for α ≥ ω0;(d) (d1) α > m0 implies 0 ∈ Xα ,(d2) α ≥ n0 implies 0 ∈ Xα ,
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(d3) n0 < ω0 implies every x ∈ Ln<mXn has an immediate successor for any m ∈ N0;(e) (e1) α > m1 implies 1 ∈ Xα ,(e2) α ≥ n1 implies 1 ∈ Xα ,(e3) n1 < ω0 implies that any x ∈ Ln<mXn has an immediate predecessor for any m ∈ N1.
Proof. Suppose that X is κ-complete. Fix xα < yα for every α < µ.(a) To show that X0 is κ-complete, take an arbitrary κ-set (aγ)γ in X0 and define a κ-set (zγ)γ = ((zγα )α )γ in X asfollows:
zγα = {aγ if α = 0,yα if α 6= 0.Let t = (tα ) = sup(zγ) in X , which exists by assumption. It is then evident that t0 = sup(aγ) in X0. Dually one can provethe result for inf and, therefore, X0 is κ-complete.(b) To show that Xα0 is Dedekind κ-complete, take an arbitrary κ-set (aγ)γ that is bounded above in Xα0 and definea bounded above κ-set (zγ)γ = ((zγα )α )γ in X as follows:
zγα = {aγ if α = α0,yα if α 6= α0.
Let t = (tα ) = sup(zγ) in X , which exists by assumption. It is then evident, since (aγ)γ is bounded above, thattα0 = sup(aγ) in Xα0 . Dually one can prove the result for inf and therefore, Xα0 is Dedekind κ-complete.(c) To show that 0 ∈ Xα for α ≥ ω0, define a sequence (zn)n = ((znα )α )n in X as follows:
znα = {yα if α < n,xα if α ≥ n.
Let t = (tα ) = sup(zn) in X , which exists by assumption. It is then evident that tα = yα for α < ω0 and tα = 0 forα ≥ ω0. Consequently, 0 ∈ Xα for α ≥ ω0. Dually one can prove that 1 ∈ Xα for α ≥ ω0.(d) If m0 = ω0 then (d1) follows from (c). Thus, suppose that m0 ∈ N. Let (aγ)γ be a κ-set in Xm0 such that s = sup(aγ)exists in Xm0 but s is not max(aγ). Now define a κ-set (zγ)γ = ((zγα )α )γ in X as follows:
zγα = {aγ if α = m0,yα if α 6= m0.
Let t = (tα ) = sup(zγ) in X , which exists by assumption. It is then evident that tm0 = s and tα = 0 ∈ Xα for everyα > m0.The case for n0 is similar. Indeed, if n0 = ω0 then (d2) follows from (c). Now let n0 ∈ N and (aγ)γ be a κ-setin Xm, where m ∈ N0, such that sup(aγ) does not exist in Xm. Note that (aγ)γ must be an unbounded set. Onedefines a κ-set (zγ)γ = ((zγα )α )γ in X as above and note that (y0, y1, . . . , ym−1) must have an immediate successorin Ln<mXn, say (y0, y1, . . . , ym−1)+. Let t = (tα ) = sup(zγ) in X , which exists by assumption. It is then evident that(t0, t1, . . . , tm−1) = (y0, y1, . . . , ym−1)+ and tα = 0 ∈ Xα for every α ≥ m.(e) Analogously one can prove the dual statement to (d).We now prove the converse. Suppose that (a)–(e) hold, then Xα is κ-complete for every α ≥ ω0 and α = 0. Besides, thespace Xn is Dedekind κ-complete for every n ∈ N. Moreover, since Xα is a bounded κ-complete space for every α ≥ ω0we have that Lω0≤α<µXα is also κ-complete by Theorem 4.1. We can, therefore, consider the product L0≤α≤ω0Xα , whereX0 is κ-complete, Xω0 is bounded κ-complete, and Xn, 0 < n < ω0, are Dedekind κ-complete spaces.
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Let A be a κ-set in X . Define sγ by induction as follows. If sα is defined for all α < γ, then sγ = supAγ , where
Aγ = {x ∈ Xγ : there exists a ∈ A such that aα = sα for all α < γ, and aγ = x}.
and the supremum is taken in X+γ . If Aγ 6= ∅ for every 0 < γ < ω0 then s = (sγ)γ≤ω0 = supA in X . Otherwise, thereexists a first 0 < n < ω0 such that An = ∅. In this case, either sn−1 = supAn−1 is in Xn−1 \An−1 or in X+n−1 \Xn−1. Inthe first case, we have n− 1 ≥ m0 and by (d1) we obtain that supA = (s0, . . . , sn−1, 0, . . . , 0) exists in X . In the secondcase, we have n − 1 ≥ n0 and by (d2) and (d3) we obtain that supA = ((s0, . . . , sn−2)+, 0, . . . , 0) exists in X , where(s0, . . . , sn−2)+ is the immediate successor of (s0, . . . , sn−2). One can note that by hypothesis, n0 > 0.
When µ = 2 we get the following two corollaries, the proofs of which directly follow from Theorem 4.5. For linearlyordered sets X and Y , we write X ·Y instead of Lα<2 Xα , where X0 = X and X1 = Y .
Corollary 4.6.Let X, Y be LOS. Then X ·Y is κ-complete if and only if the following conditions are satisfied:(a) X is κ-complete and Y is Dedekind κ-complete;(b) if X has a κ-set without a maximum (resp. minimum) then 0 ∈ Y (resp. 1 ∈ Y );(c) if Y has a κ-set without supremum (resp. infimum) then 0 ∈ Y (resp. 1 ∈ Y ) and every x ∈ X has an immediatesuccessor (resp. immediate predecessor).
Corollary 4.7.If X, Y are LOS such that Y is bounded, then X ·Y is κ-complete if and only if X and Y are κ-complete.
5. Extent of lexicographic products
Let us recall the following cardinal invariant.
Definition 5.1.A subset A ⊆ X of a topological space X is said to be discrete if the subspace topology of A is the discrete topology. Theextent e(X ) of X is the least infinite cardinal number κ such that every closed, discrete subset in X has cardinality ≤ κ.
Remark 5.2.Let us note that a subset A of a topological space X is closed, discrete if every point in X has a neighbourhood thatcontains at most one point of A. In other words, the collection {{a} : a ∈ A} is a discrete collection of subsets of X .
We now turn to the study of the extent of a lexicographic product of LOTS. Let us first consider the bounded case.
Lemma 5.3.Let X, Y be LOTS, where Y is bounded, and let D be a closed discrete subset of X ·Y . Furthermore, let
DX = {x ∈ X : there exists y ∈ Y with (x, y) ∈ D}
be the projection of D on X . Then DX is a closed discrete subset of X .
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Proof. Let x ∈ X and for i = 0, 1 choose neighbourhoods Ui of (x, i) such that Ui∩D ⊆ {(x, i)}. We may assume that
U0 = ](x0, 1), (x, y0)[ with x0 < x, y0 > 0 (if x > 0) orU0 = [(x0, 0), (x, y0)[ with x0 = 0, y0 > 0 (if x = 0)U1 = ](x, y1), (x1, 0)[ with x < x1, y1 < 1 (if x < 1) orU1 = ](x, y1), (x1, 1)] with x1 = 1, y1 < 1 (if x = 1).
It is enough to show that ]x0, x1[∩DX ⊆ {x}. Let x ′ ∈ ]x0, x1[∩DX and y′ ∈ Y with (x ′, y′) ∈ D.Suppose x ′ < x. Then (x0, 1) < (x ′, y′) < (x, y0), so that (x ′, y′) ∈ U0 ∩ D ⊆ {(x, 0)} and, consequently, x ′ = x givinga contradiction. On the other hand, if x ′ > x then (x, y1) < (x ′, y′) < (x1, 0). Thus (x ′, y′) ∈ U1 ∩ D ⊆ {(x, 1)} andconsequently, x ′ = x again giving a contradiction.
An analogous result for the projection of D on Y is not true, for example, consider X = [0, ω0 [, Y = [0, ω0] andD = {(n, n) : 0 < n < ω0}. However, we have the following result.
Lemma 5.4.Let X, Y be LOTS, and let D be a closed discrete subset of X ·Y . Then, for every x ∈ X ,
Dx = {y ∈ Y : (x, y) ∈ D} ⊆ Y
is a closed discrete subset of Y .
Proof. Let x ∈ X . Take any y ∈ Y and consider (x, y) ∈ X ·Y . There exists a convex neighbourhood of (x, y) in X ·Ythat contains at most one point of D. It is not difficult to see that this implies a convex neighbourhood of y in Y thatcontains at most one point of Dx . Consequently, Dx is a closed discrete subset of Y .
Lemma 5.5.Let Xk be LOTS for k = 0, . . . , n, where Xk is bounded for k = 1, . . . , n and suppose that Dk is a closed, discrete subsetof Xk for k = 0, . . . , n. Then D0× · · · ×Dn is closed and discrete in L0≤k≤n Xk .
Proof. It follows by induction that it is enough to prove the result for the product of two spaces X0 and X1, where X1 isbounded. We need to show that every point x = (x0, x1) ∈ X0 ·X1 has a neighbourhood U satisfying |(D0×D1)∩U| ≤ 1.Let U1 be a convex neighbourhood of x1 in X1 such that D1 ∩ U1 ⊆ {x1}.(a) 0 < x1 < 1 or x = (1, 1). In this case, let U = {x0}×U1.(b) x1 = 1 and x0 < 1. Suppose U1 = ]x ′1, 1], where x ′1 < 1. Choose x ′′0 > x0 such that D0 ∩ [x0, x ′′0 [⊆ {x0}. ThenU = ](x0, x ′1), (x ′′0 , 0)[ is a neighbourhood of (x0, x1) satisfying the required condition. Indeed, if (a0, a1) ∈ (D0×D1) ∩ U ,then a0 ∈ D0, a1 ∈ D1 and (x0, x ′1) < (a0, a1) < (x ′′0 , 0). Consequently, x0 ≤ a0 < x ′′0 , so that a0 = x0. Furthermore,(x0, x ′1) < (x0, a1) implies x ′1 < a1 so that a1 ∈ D1 ∩ U1 and consequently, a1 = x1.The dual statements for x = (0, 0) or x1 = 0 and x0 > 0 are proved analogously.
We remark that an analogous statement for infinite products is not true due to Theorem 5.9.
Corollary 5.6.If X, Y are LOTS such that Y is bounded, then e(X ·Y ) = max{e(X ), e(Y )}.
Proof. The fact that e(X ·Y ) ≥ max{e(X ), e(Y )} follows from Lemma 5.5 since a singleton is a closed discrete subset.Conversely, suppose D is a closed discrete subset of X ·Y and let DX be the projection of D on X , as in Lemma 5.3.Then D = ⋃x∈DX Dx , where Dx is as in Lemma 5.4, so that |Dx | ≤ e(Y ). Thus |D| ≤ |DX | ·e(Y ) ≤ e(X ) ·e(Y ) ≤max{e(X ), e(Y )}.
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Using induction one can easily see that if Xk are linearly ordered spaces for 0 ≤ k ≤ n such that X1, . . . , Xn arebounded, then e(L0≤k≤n Xk ) = max0≤k≤n e(Xk ). In view of the above results one asks whether e(X ) ≤ supα<µ e(Xα ), whereX = Lα<µ Xα . Let us begin with the following lemma.
Lemma 5.7.Let X = Lα<µ Xα , where Xα is a bounded LOTS for all α > 0, and D ⊆ X a closed, discrete subset. Suppose further weare given some limit ordinal γ ≤ µ and x = (xα )α<γ . Then there exists ν < γ with the property that there exists at mostone y ∈ D such that yα = xα for all α < σ and yσ < xσ for some ν < σ < γ.
Proof. One may assume that x 6= 0 as otherwise result is obvious. Let x = (xα ) ∈ X be defined by
xα = {xα if α < γ,0 if α ≥ γ.
Note that x = x if γ = µ. There exists a < x < b such that ]a, b[∩D contains at most one point. Since a < x, thereexists ν < γ such that aα = xα for all α < ν and aν < xν . Now suppose that there exists y, z ∈ D and ν < σ1, σ2 < γwith the property that yα = xα for all α < σ1 and yσ1 < xσ1 , and zα = xα for all α < σ2 and zσ2 < xσ2 . This implies thata < y, z < x and therefore, y = z.
Remark 5.8.The dual statement of Lemma 5.7 also holds.
Theorem 5.9.Let X = Lα<µ Xα , where Xα is a bounded LOTS for all α > 0. Then e(X ) = supα<µ e(Xα ).
Proof. To see that e(Xα ) ≤ e(X ) for every α < µ, let us note that for any given β < µ, we have
Lα<µ Xα = Lα<β Xα ·Xβ · Lβ<α<µ Xα ,
and a singleton is a closed discrete subset. Consequently, if s = (sα ) and D is a closed discrete subset of Xβ , then thesubset E = {(xα ) : xα = sα for α 6= β and xβ ∈ D} is closed and discrete in X .We now show that e(X ) ≤ supα<µ e(Xα ). Thus suppose that supα<µ e(Xα ) = κ and that there exists a closed discretesubset D ⊆ X with |D| > κ. We now define by induction a strictly increasing sequence γ0 < γ1 < γ2 < . . . < µ ofordinal numbers, xγn ∈ Xγn and xα ∈ Xα for γn−1 < α < γn, n ≥ 1, such that
Dn = {y ∈ D : yα = xα for all α ≤ γn}
has cardinality > κ, and there exists y ∈ Dn−1 with yγn 6= xγn if n ≥ 1. For the sake of convenience, let us denote bypiγ(y) = yγ , the projection of X onto Xγ .[n = 0] Let γ0 = 0. Since D = ⋃ξ∈pi0(D){y ∈ D : pi0(y) = ξ},|pi0(D)| ≤ κ, by Lemma 5.3, and |D| > κ it follows that there exists η ∈ X0 such that D0 = {y ∈ D : pi0(y) = η} hascardinality > κ. Let xγ0 = η.[n−1→ n] Since |Dn−1| > κ and for every y ∈ Dn−1, yα = xα for all α ≤ γn−1, we have γn = min{α : there exists y, z ∈Dn−1 with yα 6= zα} > γn−1. Now Dn−1 = ⋃ξ∈piγn (Dn−1){y ∈ Dn−1 : piγn (y) = ξ},
1257
Unauthenticated
Download Date | 3/25/16 9:07 AM
κ-compactness, extent and the Lindelöf number in LOTS
so that as above, there exists η ∈ Xγn such that Dn = {y ∈ Dn−1 : piγn (y) = η} has cardinality > κ. We now letxα = piα (y), γn−1 < α ≤ γn, for y ∈ Dn. One can note that this does not depend on the choice of y.We thus have that yα = xα , α ≤ γn, for every y ∈ Dn, D ⊇ Dn↘ for all n, and finally, there exists y ∈ Dn−1 such thatyγn 6= xγn , n ≥ 1. If in Lemma 5.7, we let γ = sup γn and x = (xα )α<γ , we obtain a contradiction. Indeed, according toLemma 5.7 and its dual statement, there exists ν < γ with the property that there exists at most one y ∈ D such thatyα = xα for all α < σ and yσ < xσ for some ν < σ < γ, and at most one y ∈ D such that yα = xα for all α < σ ′ andyσ ′ > xσ ′ for some ν < σ ′ < γ and, therefore, the set D′ = {(yα )α<γ : y ∈ D, (yα )α≤ν = (xα )α≤ν} contains at most threeelements. On the other hand, there exists N ∈ N such that ν < γN < γN+1 < . . . < γ, and according to our construction,for every n ≥ N, there exists y ∈ Dn ⊆ D, and therefore yα = xα , α ≤ γn, such that yγn+1 6= xγn+1 , i.e. D′ is infinite,a contradiction.
It is surprising to note that Theorem 5.9 does not depend on the cardinality of µ. Lemma 5.7 also enables us to obtainthe following interesting result.
Proposition 5.10.Let X = Lα<µ Xα , where Xα is a bounded LOTS for all α > 0, and let Dα 6= ∅ be a closed, discrete subset of Xα for allα < µ. Then ∏Dα is closed discrete in X if and only if {α : |Dα | > 1} is finite.
Proof. Sufficiency follows from Lemma 5.5 and the already noted fact that singletons are closed and discrete.To prove necessity, suppose γ1 < γ2 < . . . < µ satisfy |Dγk | > 1 for k = 1, 2, . . . Suppose further that ∏Dα is closed,discrete in X . Let γ = sup γk and note that γ is a limit ordinal. Since ∏Dα = ∏α<γ Dα× ∏γ≤α<µ Dα , it follows fromLemma 5.3 that ∏α<γ Dα is closed discrete in Lα<γ Xα . We are only left to apply Lemma 5.7, and its dual statement,to obtain a contradiction. Indeed, take any x = (xα ) ∈ D. According to Lemma 5.7 and its dual statement, there existsν < γ with the property that there exists at most two other elements in D whose first index in which they differ from xlies between ν and γ. On the other hand, there exists N ∈ N such that ν < γN < γN+1 < . . . < γ, and since |Dγk | > 1for all k , it follows that there are uncountably many such elements of D.
Let us now turn to the case when the LOTS Xα are not all bounded for α > 0. We first consider LOTS that do not haveendpoints, i.e. have neither 0 nor 1.
Theorem 5.11.Suppose X, Y are LOTS such that 0, 1 /∈ Y , then
e(X ·Y ) = max{|X |, e(Y )} = |X | .e(Y ).
Proof. Given y ∈ Y , the subset X×{y} is closed, discrete in X ·Y . Consequently, e(X ·Y ) ≥ |X |. Also, given x ∈ Xand a closed, discrete subset D in Y , we have {x}×D is closed, discrete in X ·Y and therefore, e(X ·Y ) ≥ e(Y ). Thus,e(X ·Y ) ≥ |X | .e(Y ). To prove the reverse inequality, let D be a closed, discrete subset of X ·Y . For any x ∈ X , thesubset Dx = {y ∈ Y : (x, y) ∈ D} is closed, discrete in Y , and therefore |Dx | ≤ e(Y ). Now D = ⋃x∈X Dx , so that|D| ≤ |X | .e(Y ) and the required inequality follows.
Corollary 5.12.Let X = Lα≤µ Xα , where 0, 1 /∈ Xµ . Then e(X ) = |Lα<µXα | .e(Xµ).
Corollary 5.13.Let X = Lα<µ Xα and suppose that there exists γ < µ such that 0, 1 /∈ Xγ and Xα are bounded for all γ < α < µ. Then
e(X ) = e(Lα≤γ Xα ) ∨ supγ<α<µe(Xα ) = |Lα<γXα | . supγ≤α<µe(Xα ).
1258
Unauthenticated
Download Date | 3/25/16 9:07 AM
D. Buhagiar, E. Chetcuti, H. Weber
This corollary follows from applying Theorem 5.9 to Lα≤γ Xα · Lγ<α<µ Xα and then Corollary 5.12 to Lα≤γ Xα . Beforegoing to our next theorem we need the following lemma.
Lemma 5.14.Let D be a closed, discrete subset of X = Lα<µ Xα . Given any x = (xα ) ∈ D, there exists α0 < µ such that y = (yα ) ∈ Dand xα = yα for all α ≤ α0 implies x = y.
Proof. Let x ∈ D, 0 < x < 1 (the proof for x = 0 or x = 1 can be proved analogously). There exists u, v ∈ X suchthat u < x < v and ]u, v [∩D = {x}. Let α1 = min{α : uα 6= xα}, α2 = min{α : vα 6= xα} and α0 = max{α1, α2}. It is notdifficult to see that if y ∈ D and xα = yα for all α ≤ α0, then y ∈ D∩ ]u, v [ and therefore, y = x.
Theorem 5.15.Let X = Lα<µ Xα and suppose that {α : 0, 1 /∈ Xα} is cofinal in µ, where µ is a limit ordinal. Then
e(X ) = supβ<µ
∣∣∣∣∣∏α≤β Xα
∣∣∣∣∣. (∗)
Proof. Let us first note that given any β < µ, Lβ<α<µ Xα does not have 0 and 1. So, e(X ) = |Lα≤βXα | .e(Lβ<α<µ Xα )≥ |Lα≤βXα |. The inequality e(X ) ≥ supβ<µ∣∣∏α≤β Xα ∣∣ then follows. To get the inverse inequality, suppose D is a closeddiscrete subset of X and, for β < µ, let
Dβ = {x ∈ D : y ∈ D, xα = yα for all α ≤ β ⇒ x = y}.
It follows from Lemma 5.14 that D = ⋃γ<µ Dγ . Since |Dβ | ≤ ∣∣∏α≤β Xα ∣∣ ≤ supγ<µ∣∣∏α≤γ Xα ∣∣, we have |D| ≤|µ| . supγ<µ∣∣∏α≤γ Xα ∣∣. We are only left to show that |µ| ≤ supγ<µ∣∣∏α≤γ Xα ∣∣. Indeed, for β < µ, supγ<µ∣∣∏α≤γ Xα ∣∣ ≥∣∣∏α≤β Xα ∣∣ ≥ |β|, so that supγ<µ∣∣∏α≤γ Xα ∣∣ ≥ |µ| as required to show.
We can now state a general result for products of LOTS which are either bounded or do not contain 0 and 1.
Theorem 5.16.Consider the product X = Lα<µ Xα such that given any α < µ, Xα is either bounded or 0, 1 /∈ Xα . Let S = {α : 0, 1 /∈ Xα}and s = supS.(a) If s = µ then (∗) holds.(b) If s < µ then
(b1) If s /∈ S then
e(X ) = supβ<s
∣∣∣∣∣∏α≤β Xα
∣∣∣∣∣ . sups≤α<µ e(Xα ).
(b2) If s ∈ S then
e(X ) = ∣∣∣∣∣∏α<sXα
∣∣∣∣ . sups≤α<µ e(Xα ).
Proof. (a) Note that in this case µ is a limit ordinal and one only has to use Theorem 5.15. (b1) Again, one can notethat in this case µ is a limit ordinal and the result follows from Theorems 5.15 and 5.9. (b2) The result follows fromCorollary 5.12 and Theorem 5.9.
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We finally consider LOTS which have 0 but not 1. Dual statements will hold for the case of LOTS which have 1 butnot 0. For this purpose we will be using the following notation. For a LOS X we consider the left topology τ` generatedby the subbase { ]a,→[ : a ∈ X} ∪ { ]←, a] : a ∈ X}, where ]←, a] = {x ∈ X : x ≤ a}. We then denote by e` (X ), theextent of (X, τ` ). If Y is a LOTS and a ∈ Y , we denote by Ya the subset {y ∈ Y : y ≤ a} = ]←, a] of Y , which is equalto [0, a] in the case that 0 ∈ Y .Let us start with the following two lemmas, the proofs of which are omitted since they are based on same arguments asthose of Lemmas 5.3, 5.4 and 5.5.
Lemma 5.17.Let X, Y be LOTS, where 0 ∈ Y but 1 /∈ Y . If D is a closed, discrete subset of X ·Y then
DX = {x ∈ X : there exists y ∈ Y such that (x, y) ∈ D}
is a closed, discrete subset of (X, τ` ).
Lemma 5.18.Let X, Y be LOTS, where 0 ∈ Y but 1 /∈ Y . If D is a closed, discrete subset of (X, τ` ), then D×{0} is a closed, discretesubset of X ·Y . In particular, e(X ·Y ) ≥ e` (X ).
Theorem 5.19.Let X, Y be LOTS, where 0 ∈ Y but 1 /∈ Y .(a) If every x ∈ X has an immediate successor x+ ∈ X , then e(X ·Y ) = e(X ) . supa∈Y e(Ya) = e` (X ) . supa∈Y e(Ya).(b) If there exists x ∈ X that does not have an immediate successor, in particular if 1 ∈ X , then e(X ·Y ) = e` (X ) .e(Y ).
Proof. (a) Let us note that in this case 1 /∈ X . Suppose D is a closed, discrete subset of X ·Y and consider DX asin Lemma 5.17. For x ∈ DX , let Dx = {y ∈ Y : (x, y) ∈ D}. Now (x+, 0) has a neighbourhood in X ·Y that intersects atmost one point of D, consequently there exists a ∈ Y such that Dx ⊆ [0, a]. It follows that |D| ≤ e` (X ) . supa∈Y e(Ya).Therefore, e(X ·Y ) ≤ e` (X ) . supa∈Y e(Ya).Conversely, given a closed, discrete subset D of Ya, a ∈ Y , and x ∈ X we have that {x}×D is a closed, discrete subsetof X ·Y . Thus, e(X ·Y ) ≥ e(Ya) for every a ∈ Y , and e(X ·Y ) ≥ supa∈Y e(Ya) follows. Together with e(X ·Y ) ≥ e` (X )(Lemma 5.18) we then obtain e(X ·Y ) ≥ e` (X ) . supa∈Y e(Ya), and the required equality follows.(b) Given a closed, discrete subset D of X ·Y , we have
D = ⋃x∈DX
({x}×Dx) ≤ e` (X ) .e(Y ),
due to Lemma 5.17, so that e(X ·Y ) ≤ e` (X ) .e(Y ). On the other hand, if x ∈ X does not have an immediate successor,{x}×D is a closed, discrete subset of X ·Y for every closed, discrete subset D of Y . Consequently, e(X ·Y ) ≥ e(Y ), andtogether with Lemma 5.18 we obtain e(X ·Y ) ≥ e` (X ) .e(Y ) and equality follows.
6. Lindelöf number
Let us recall the following cardinal invariant.
Definition 6.1.For a topological space X , the Lindelöf number `(X ) is the least infinite cardinal number κ such that every open coverof X has an open refinement of cardinality ≤ κ.
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Thus, a regular topological space X has the Lindelöf property if and only if `(X ) = ℵ0. One can also note thate(X ) ≤ `(X ) for any topological space X .Remember that if X is a GO-space and U is a subset of X , then a (pseudo)gap (A,B) is said to be covered by U if thereis a convex set V such that V ⊆ U , V ∩ A 6= ∅ and V ∩ B 6= ∅. In other words, there exist a ∈ A and b ∈ B such that[a, b] ⊆ U . A cover U of X is said to cover the (pseudo)gap (A,B) if U has an element which covers (A,B). The followinglemma is known (for LOTS see [6]).
Lemma 6.2.An open cover U of a GO-space X has a finite subcover if every gap and pseudogap of X is covered by U.
Definition 6.3.A gap (A,B) of a GO-space X is said to be a two-sided κ-gap if A has a cofinal subset of cardinality ≤ κ and B has acoinitial subset of cardinality ≤ κ.
Definition 6.4.For a GO-space X , the gap number g(X ) is the least infinite cardinal number κ such that every gap in X is a two-sidedκ-gap and every pseudogap in X is a κ-pseudogap.
Now let (X, τ,6) be a GO-space and U an open cover of X . Denote by FU, the set of all gaps and pseudogaps of Xwhich are not covered by U. It can be easily seen that FU is closed in X+ and so is compact. Indeed, for every U ∈ U,let U ′ = U ∪ {c ∈ X+ − X : c is covered by U}. Then U ′ is open in X+ and FU = X+ −⋃{U ′ : U ∈ U}.
Lemma 6.5.Let (X, τ,6) have gap number g(X ) ≤ κ. Let U be an open cover of X . If X+ − FU can be decomposed into ≤ κ convexcomponents, then U has a subcover of cardinality ≤ κ.
Proof. Let Gα , α ≤ κ, be the convex components of X+ − FU. Since FU is a closed set, the convex components Gαare open in X+. Let Hα = Gα ∩ X , then {Hα : α ≤ κ} is a disjoint open cover of X by convex sets. Regard Hα as aGO-space covered by the open cover U. Then U∩Hα covers every gap and pseudogap of Hα except possibly its endgaps.Select an arbitrary point a of Hα . If Hα has a maximal point, then by Lemma 6.2, H ′α = {x ∈ Hα : x ≥ a} is coveredby finitely many elements of U. If (Hα , ∅) is an endgap of Hα , then it determines a two-sided κ-gap or κ-pseudogap. Ineither case there is a cofinal set (aγ)γ in Hα of cardinality ≤ κ, which one can assume to satisfy aγ > a for all γ. ByLemma 6.2 we conclude that [a, aγ ] is covered by finitely many elements of U for every γ and so H ′α is covered by ≤ κmany elements of U. We apply the same argument to the left half of Hα to conclude that Hα is covered by ≤ κ manyelements of the open cover U. Consequently, X can be covered by ≤ κ many elements of the open cover U.
Proposition 6.6.The following are equivalent for a GO-space (X, τ,6):(a) X has Lindelöf number `(X ) ≤ κ.(b) (b1) X has gap number g(X ) ≤ κ;(b2) X has extent e(X ) ≤ κ.(c) (c1) X has gap number g(X ) ≤ κ;(c2) for every compact set F ⊂ X+ − X , X+ − F is decomposed into ≤ κ convex components.
Proof. (a)⇒ (b) As mentioned above, e(X ) ≤ `(X ), so that e(X ) ≤ κ. The fact that every gap is a two-sidedκ-gap and every pseudogap is a κ-pseudogap is not difficult to see. Indeed, if for example (A,B) is a gap, then
U = {]←, a[ : a ∈ A} ∪ {B} and V = {A} ∪ {]b,→[ : b ∈ B} are open covers of X , so that (a) implies that (A,B) is atwo-sided κ-gap.
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(b)⇒ (c) For every compact set F ⊂ X+ − X , the convex components of X+ − F give rise to an open disjoint cover ofX and so there are ≤ κ many due to (b2).(c)⇒ (a) This follows from Lemma 6.5.
The equivalence of (a) and (b) in Proposition 6.6 for κ = ℵ0 was proved in [3] while that of (a) and (c), again for κ = ℵ0,was proved in [2]. Let us note that the equivalence of (a) and (b) in Proposition 6.6 gives the following result.
Corollary 6.7.If (X, τ,6) is a GO-space, then `(X ) = e(X ) .g(X ).
We now turn to the lexicographic product of LOTS. In [3], Faber notes that the LOTS ]0, 1[ is Lindelöf but ]0, 1[ · ]0, 1[ isnot, while on the other hand, [0, ω0 [ · [0, ω1 [ is a Lindelöf LOTS but [0, ω1 [ is not. We now apply the results of Section 5to study the behaviour of the Lindelöf number in lexicographic products. Let us begin with the following observation.
Lemma 6.8.Let Xα be LOS for every α < µ and let (cα )α<µ ∈ Lα<µ X+α \Lα<µ Xα . Let γ be the smallest ordinal such that cγ ∈ X+γ \Xγ .Then (A,B), where A = ]←, (cα )α<µ [ ∩ X and B = ](cα )α<µ,→[ ∩ X,gives a gap in X = Lα<µ Xα if one of the following conditions holds:(a) γ = 0;(b) γ 6= 0 and cγ is not an endgap in Xγ ;(c) γ 6= 0, cγ is the left endgap in Xγ and (cα )α<γ ∈ Lα<γ Xα does not have an immediate predecessor;(d) γ 6= 0, cγ is the left endgap in Xγ , (cα )α<γ ∈ Lα<γ Xα has an immediate predecessor and Lγ≤α<µ Xα has a rightendgap;(e) γ 6= 0, cγ is the right endgap in Xγ and (cα )α<γ ∈ Lα<γ Xα does not have an immediate successor;(f ) γ 6= 0, cγ is the right endgap in Xγ , (cα )α<γ ∈ Lα<γ Xα has an immediate successor and Lγ≤α<µ Xα has a left endgap.
It is not difficult to see that any gap (A,B) in X = Lα<µ Xα must have one of the forms listed in (a)–(f) of Lemma 6.8.One can also note that in the case that Xα is bounded for all α > 0 then (A,B) always gives a gap and every gap in Xis obtained in this way. It also follows that in this particular case, every gap of X is a two-sided κ-gap if and only ifevery gap of Xα is a two-sided κ-gap for every α < µ, that is
Proposition 6.9.Let X = Lα<µ Xα , where Xα is a bounded LOTS for all α > 0, then g(X ) = supα<µ g(Xα ).
Consequently, due to Theorem 5.9 and Corollary 6.7, we have
Theorem 6.10.Let X = Lα<µ Xα , where Xα is a bounded LOTS for all α > 0, then `(X ) = supα<µ `(Xα ).
If one has a product of the type in Theorem 5.16, one can use that same theorem, together with Lemma 6.8 andCorollary 6.7, to find the Lindelöf number of this product. For convenience we introduce the following notations. For aLOS X and x ∈ X , we denote the cofinality of the set ]←, x [ by cof(x), the coinitiality of the set ]x,→ [ by coi(x), thecofinality of X by cof(X ) and the coinitiality of X by coi(X ). Also, for a LOS X , let
nis(X ) = {x ∈ X : x does not have an immediate successor},nip(X ) = {x ∈ X : x does not have an immediate predecessor}.
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Let us first consider the case of two spaces and therefore, apply Theorem 5.11 together with Lemma 6.8 and Corollary 6.7.We then obtain the following result.
Theorem 6.11.Suppose X, Y are LOTS such that 0, 1 /∈ Y , then
g(X ·Y ) = g(X ) .g(Y ) . sup{cof(x) : x ∈ nip(X )} . sup{coi(x) : x ∈ nis(X )}, `(X ·Y ) = |X | .`(Y ).
Proof. The first equality follows directly from Lemma 6.8 for two spaces. For the second equality, we have `(X ·Y ) =e(X ·Y ) .g(X ·Y ) = |X | .e(Y ) .g(X ) .g(Y ) = |X | .`(Y ).
For arbitrary products we use Theorems 5.16 and 6.11, Lemma 6.8 and Corollary 6.7 to obtain the following result forthe Lindelöf number.
Theorem 6.12.Consider the product X = Lα<µ Xα such that given any α < µ, Xα is either bounded or 0, 1 /∈ Xα . Let S = {α : 0, 1 /∈ Xα}and s = supS.(a) If s = µ then
`(X ) = supβ<µ
∣∣∣∣∣∏α≤β Xα
∣∣∣∣∣.
(b) If s < µ then
(b1) If s /∈ S then
`(X ) = supβ<s
∣∣∣∣∣∏α≤β Xα
∣∣∣∣∣ . sups≤α<µ`(Xα ).
(b2) If s ∈ S then
`(X ) = ∣∣∣∣∣∏α<sXα
∣∣∣∣∣ . sups≤α<µ`(Xα ).
Proof. We only need to note that in case (a), g(X ) ≤ supβ<µ∣∣∏α≤β Xα ∣∣. In case (b1), g(X ) = κa . sups≤α<µ g(Xα ),where κa ≤ supβ<s∣∣∏α≤β Xα ∣∣. Finally, in case (b2), g(X ) = κb . sups≤α<µ g(Xα ), where κb ≤ ∣∣∏α<s Xα ∣∣.
Finally, we can again use Lemma 6.8 to find the Lindelöf number of a product X ·Y , where 0 ∈ Y but 1 /∈ Y . For thesake of convenience, for a LOS X we define the internal gap number gi(X ) of X to be the least infinite cardinal numbersuch that every interior gap (i.e. a gap that is not an endgap) of X is a two-sided κ-gap. Using Theorem 5.19 togetherwith Lemma 6.8 and Corollary 6.7, we obtain the following result.
Theorem 6.13.Suppose X, Y are LOTS such that 0 ∈ Y but 1 /∈ Y , then(a) If every x ∈ X has an immediate successor x+ ∈ X .
g(X ·Y ) = g(X ) .gi(Y ), `(X ·Y ) = `(X ) . supa∈Y `(Ya).
(b) If there exists x ∈ X that does not have an immediate successor, in particular if 1 ∈ X , then
g(X ·Y ) = g(X ) .g(Y ) . sup {coi(x) : x ∈ nis(X )},`(X ·Y ) = e` (X ) .g(X ) . sup {coi(x) : x ∈ nis(X )} .`(Y ).
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Proof. (a) The equality for the gap number follows directly from Lemma 6.8 for two spaces. We now have `(X ·Y ) =e(X ·Y ) .g(X ·Y ) = e(X ) . supa∈Y e(Ya) .g(X ) .gi(Y ) = `(X ) . supa∈Y e(Ya) .gi(Y ) = `(X ) . supa∈Y `(Ya), where the lastequality in (a) follows from the fact that gi(Y ) = supa∈Y g(Ya). Indeed, since every gap of Ya is an internal gap of Y ,it follows that g(Ya) ≤ gi(Y ). From the arbitrariness of a ∈ Y we then have supa∈Y g(Ya) ≤ gi(Y ). Suppose forcontradiction that κ = supa∈Y g(Ya) < gi(Y ), then there exists an internal gap (A,B) in Y that is not a two-sided κ-gap.Take any b ∈ B, it then follows that (A,B∩ [0, b]) is a gap of Yb that is not a two-sided κ-gap, contradicting g(Yb) ≤ κ.(b) Again, from Lemma 6.8 for two spaces, we get that g(X ·Y ) = g(X ) .gi(Y ) . cof(Y ) . sup{coi(x) : x ∈ nis(X )} =g(X ) .g(Y ) . sup {coi(x) : x ∈ nis(X )}. Consequently, `(X ·Y ) = e(X ·Y ) .g(X ·Y ) = e` (X ) .e(Y ) .g(X ) .g(Y ) . sup{coi(x) :x ∈ nis(X )} = e` (X ) .g(X ) . sup{coi(x) : x ∈ nis(X )} .`(Y ).
To conclude, we consider the following example.
Example 6.14.Let Y = [0, ω0[ + ([0, ω1[ · Z). Let us first note that 0 ∈ Y but 1 /∈ Y . Given any a ∈ Y , the subspace [0, a] ⊆ Y is acountable discrete space and therefore, e(Ya) = ℵ0. On the other hand, e(Y ) = ℵ1.If one takes X = [0, ω0[, then e(X ·Y ) = e(X ) . supa∈Y e(Ya) = ℵ0, so that by Theorem 6.13, `(X ·Y ) = ℵ0 .ℵ0.ℵ0 = ℵ0.On the other hand, if one takes X = [0, 1] ⊆ R, then e(X ·Y ) = e` (X ) .e(Y ) = ℵ0 .ℵ1 = ℵ1, so again by Theorem 6.13,`(X ·Y ) = ℵ0 .ℵ0 .ℵ0 .ℵ1 = ℵ1.
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