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Intrinsically disordered proteins can form highly
dynamic complexes with partner proteins. One such
dynamic complex involves the intrinsically dis-
ordered Sic1 with its partner Cdc4 in regulation of
yeast cell cycle progression. Phosphorylation of six
N-terminal Sic1 sites leads to equilibrium engage-
ment of each phosphorylation site with the primary
binding pocket in Cdc4, the substrate recognition
subunit of a ubiquitin ligase. ENSEMBLE calculations
using experimental nuclear magnetic resonance and
small-angle X-ray scattering data reveal significant
transient structure in both phosphorylation states
of the isolated ensembles (Sic1 and pSic1) that
modulates their electrostatic potential, suggesting a
structural basis for the proposed strong contribution
of electrostatics to binding. A structural model of
the dynamic pSic1-Cdc4 complex demonstrates the
spatial arrangements in the ubiquitin ligase complex.
These results provide a physical picture of a protein
that is predominantly disordered in both its free
and bound states, enabling aspects of its structure/
function relationship to be elucidated.
INTRODUCTION
Intrinsically disordered proteins (IDPs) function in many critical
cellular processes including signaling and cell cycle regulation
(Fink, 2005; Tompa, 2002; Dyson and Wright, 2005; Fuxreiter
et al., 2008). To understand the functional effects of confor-
mational disorder, a detailed description of thermodynamic,
dynamic, and structural properties is required. IDPs do not adopt
a unique folded structure but can be described as time-indepen-
dent ensembles of diverse conformers lacking stable secondary
and tertiary structure. Unique ensemble representations can494 Structure 18, 494–506, April 14, 2010 ª2010 Elsevier Ltd All righcurrently not be achieved because conformational averaging
limits the available structural data; however, characterization of
ensembles can provide insights into the nature of dominant
conformers and their contributions to IDP function (Mittag and
Forman-Kay, 2007; Eliezer, 2009; Jensen et al., 2009).
Our approach, implemented in the program ENSEMBLE, uses
a wide variety of experimental restraints, primarily from nuclear
magnetic resonance (NMR) and small angle X-ray scattering
(SAXS), to provide detailed structural and hydrodynamic infor-
mation (Choy and Forman-Kay, 2001; Marsh et al., 2007; Marsh
and Forman-Kay, 2009). A Monte Carlo algorithm enables selec-
tion of a set of pre-generated conformers that, in aggregate, best
fits the experimental restraints. Sampling of conformational
space, while not exhaustive, is performed by an iterative tech-
nique that introduces new random conformers as well as modi-
fied conformers.
Many of the functions of IDPs involve specific protein-protein
interactions (Tompa, 2005). A full understanding of binding on
thermodynamic and structural levels requires detailed informa-
tion on both the free states of the interacting partners and
on the complex. NMR and crystal structures of several com-
plexes of IDPs that undergo coupled binding and folding have
been published (Radhakrishnan et al., 1997; Breidenbach and
Brunger, 2004; De Guzman et al., 2006). However, it has become
increasingly clear recently that some IDPs retain significant
disorder even in their complexes (Mittag et al., 2008; Sigalov
et al., 2007; Hazy and Tompa, 2009; Tompa and Fuxreiter,
2008). While theoretical models have been derived to explain
the benefit of disorder in these complexes, structural character-
ization of ensembles representing these dynamic and disordered
complexes are required.
Recently, we described the dynamic complex between the
intrinsically disordered cyclin-dependent kinase (CDK) inhibitor
Sic1 and Cdc4 (Mittag et al., 2008). Cdc4 is the substrate recog-
nition subunit of a ubiquitin ligase that degrades Sic1 and
thereby enables the G1/S transition in budding yeast. Sic1 con-
tains nine phosphorylation sites, which create linear binding
motifs for Cdc4, termed Cdc4 phospho-degrons (CPDs). Inter-
estingly, efficient ubiquitination of Sic1 appears to requirets reserved
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Dynamic Complex of the Disordered Sic1 with Cdc4multiple phosphorylation events (Nash et al., 2001), which in
principle renders Sic1 recognition by Cdc4 ultrasensitive to
the level of G1 CDK activity. NMR evidence suggests that
multiple CPDs interact with Cdc4 in a dynamic equilibrium,
exchanging in and out of the binding pocket of Cdc4 (Mittag
et al., 2008). Directly interacting residues are transiently
ordered, whereas the rest of Sic1 remains disordered. Accord-
ing to a ‘‘polyelectrostatic’’ Sic1-Cdc4 interaction model we
developed, fast interconversion of a multitude of flexible con-
formers may create a mean electrostatic field that allows
unbound phosphates to contribute to the affinity via long-range
electrostatic interactions with the positively charged surface
of Cdc4 (Borg et al., 2007). Although phosphorylation of Sic1
does not lead to folding, the binding properties of nonphos-
phorylated and multisite phosphorylated Sic1 (pSic1) are vastly
different. We have characterized the disordered state ensem-
bles of both unphosphorylated Sic1 and pSic1 to better under-
stand their structural properties and correlate these attributes
with binding and biological function. We use our ensemble
calculation of the free state of phosphorylated Sic1 to derive
a representation of its dynamic complex with Cdc4 and the
attendant effects on Sic1 ubiquitination.
RESULTS
The Intrinsically Disordered Sic1 Contains Significant
Transient Structure
Seven (Thr-2, Thr-5, Thr-33, Thr-45, Ser-69, Ser-76, and Ser-80)
of the nine phosphorylation sites of Sic1 are clustered in the
N-terminal 90 residues of the 283 residue protein Sic1. This
N-terminal fragment is required and sufficient for targeting of
Sic1 to Cdc4 as demonstrated by in vitro binding and ubiquitina-
tion experiments and in vivo mutational analysis (Nash et al.,
2001; Verma et al., 1997). Both full-length Sic1 and its N-terminal
fragment are intrinsically disordered in vitro (Mittag et al., 2008;
Nash et al., 2001; Brocca et al., 2009). Phosphorylation of the
N-terminal fragment at six of the seven CPD sites allows its
high affinity interaction with Cdc4 and thus constitutes a valuable
model for NMR studies of the interaction (Mittag et al., 2008;
Nash et al., 2001). As demonstrated previously, Sic1 and pSic1
contain significant amounts of transient secondary and tertiary
structure according to chemical shifts and relaxation rates
although they are intrinsically disordered (Mittag et al., 2008).
To further characterize Sic1, amide proton/nitrogen residual
dipolar couplings (RDCs and 1DHN), which are sensitive to tran-
sient structure (Mohana-Borges et al., 2004; Mukrasch et al.,
2007; Marsh et al., 2008), were measured. RDCs for Sic1 and
pSic1 (Figure 1) were surprisingly similar with the largest differ-
ences observed around the closely spaced phosphorylation
sites pSer-69, pSer-76, and pSer-80 and around pThr-45. Phos-
phorylation at these positions changes either the alignment of
conformers or secondary and/or tertiary structure in the disor-
dered state ensemble. Secondary chemical shifts demonstrate
that the phosphoryl group of pThr-45 stabilizes helical confor-
mations in the segment 45 to 52 likely via interactions with the
helix dipole by up to 30% compared to Sic1 (Mittag et al., 2008).
The experimental RDCs could not be reproduced from random
coil ensembles produced with TraDES (Feldman and Hogue,
2000) using a local alignment protocol (Marsh et al., 2008)Structure 18,(correlation coefficients 0.29 and 0.24 for Sic1 and pSic1,
respectively). A much better fit was obtained if secondary struc-
ture was sampled in the ensemble to the fractions estimated
from chemical shifts (Figure 1, correlation coefficients 0.65 and
0.61 for Sic1 and pSic1, respectively). However, this still subop-
timal fit suggests significant amounts of additional transient
structure.
To probe potential transient tertiary structure, we performed
paramagnetic relaxation enhancement (PRE) experiments,
which report on intramolecular distances of up to 20 A˚. A nitro-
xide spin label was coupled to single cysteine residues in posi-
tions 1, 21 38, 64, 83, and 90 in each of six single-cysteine
mutants (Figure 1E). While we observed complete broadening
due to the increased relaxation around the spin-labeling
sites, as would be expected for random coil ensembles, even
residues distant in sequence from these sites exhibited signifi-
cant PRE effects both in Sic1 and in pSic1. The PRE effects
were generally much higher in Sic1, suggesting the presence
of more transient contacts in Sic1 or a higher population of
compact conformers with transient structure in Sic1 compared
to pSic1 because of r6 averaging of PRE effects.
Evidence from previous pulsed field gradient diffusion experi-
ments demonstrated that Sic1 and pSic1 both sample compact
conformers (Mittag et al., 2008). To obtain additional information
on the molecular size distribution and the distribution of heavy
atom distances in the ensembles, we collected SAXS data
(Figure 2). The Kratky plots (Figure 2B) are typical for disordered
protein states. The different slopes derived from Porod plots for
Sic1 and pSic1 reveal differences in macromolecular shape;
slopes of 1.26 and 1.50 for Sic1 and pSic1 are between
values expected for Gaussian chains (d = 2) and rigid rods
(d = 1), with Sic1 tending to be more rigid rod-like (Roe,
1999; Bagchi and Menon, 2006). These values are in agreement
with observations that highly and particularly asymmetrically
charged disordered proteins preferentially adopt extended,
bent-rod-like conformations (Mao et al., 2009). Indeed, experi-
mental scattering curves differ from curves expected for random
coil ensembles more in the case of Sic1 than pSic1. Note that we
use the raw scattering curves that contains all inherent informa-
tion, rather than manipulating data to generate Rg or pair distri-
bution functions (see Supplemental Experimental Procedures
available online).
Experimental DataCanBeFitwith Small Ensemble Sizes
The experimental data we have obtained for Sic1 and pSic1
includes Ca and Cb chemical shifts and 15N R2 relaxation rates
measured previously (Mittag et al., 2008) and 1DHN RDCs, PRE
distance restraints, and SAXS data described here (Table 1).
Ca and Cb chemical shifts are sensitive to the backbone torsion
angles and therefore to any excess of helical overextended
structure. As NMR relaxation rates are a useful probe for tran-
sient structure in disordered states (Klein-Seetharaman et al.,
2002),R2 values can be used as restraints on the number of close
contacts (Marsh and Forman-Kay, 2009). For interpreting RDCs,
we have utilized a local alignment approach that, in essence,
creates larger ensembles by treating each conformer as a collec-
tion of short peptides and thereby addresses the influence of
dynamics on modulating experimental RDC values to a large
extent (Marsh et al., 2008). SAXS complements NMR restraints494–506, April 14, 2010 ª2010 Elsevier Ltd All rights reserved 495
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Figure 1. Residual Dipolar Couplings (RDCs) Measured in PEG/Hexanol Alignment Medium and PREs for Sic1 and pSic1
(A and B) Experimental 1DHN couplings (black) for Sic1 and pSic1 (A and B, respectively) and
1DHN couplings calculated from a TraDES ‘‘coil’’ ensemble (blue) or
an ensemble containing fractions of secondary structure (magenta) reflecting experimental chemical shifts. Correlation coefficients between experimental and
TraDES coil RDCs are 0.29 and 0.24 (for Sic1 and pSic1, respectively) and between experimental RDCs and RDCs from secondary structure containing ensem-
bles are 0.65 and 0.61.
(C and D) Comparison between experimental 1DHN couplings (black) and
1DHN couplings calculated from final Sic1 (C, red), pSic1 (D, red), and pSic1-Cdc4
ensembles (D, green). Experimental uncertainties are estimated from duplicate or triplicate experiments; errors on calculated couplings are standard errors
from triplicate ensembles.
(E) PRE effects for Sic1 (black) and pSic1 (red) for six different single-cysteine mutants nitroxide spin labeled at positions1, 21, 38, 64, 83, and 90 (green arrows).
PRE effects are calculated as differences between HN R2 rates of paramagnetic and diamagnetic samples. Large PRE effects sequence distant from the spin-
labeled site report on transient tertiary contacts. Phosphorylation sites are indicated by red circles. Experimental uncertainties are estimated from signal-to-noise
of the raw data and from the fit of monoexponential decay rates. See also Figure S2.
Structure
Dynamic Complex of the Disordered Sic1 with Cdc4because it reports on ensemble distributions rather than
ensemble averages and it can be used to restrain the collection
of conformers in our calculations. See Experimental Procedures
for details on how restraints are implemented.496 Structure 18, 494–506, April 14, 2010 ª2010 Elsevier Ltd All righThe program ENSEMBLE was used to calculate the simplest
possible ensemble, that is, the ensemble with the smallest
number of conformers, in agreement with all these experimental
restraints. This approach is particularly useful in the case ofts reserved
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Figure 2. SAXS Data for Sic1 and pSic1
(A–C) SAXS scattering curves (A), Kratky plots (B), and Porod plots (C) for Sic1
(black) and pSic1 (red) confirm that both states are intrinsically disordered.
The slopes in the Porod plots are d = 1.26 and d = 1.50 for Sic1 and
pSic1, respectively, while they are expected to be d = 2 and d = 1 for
a Gaussian chain and a rigid rod, respectively.
(A) Experimental scattering curves (black and red solid lines) and those calcu-
lated from final ensembles (black and red dotted lines) are compared to scat-
tering curves calculated for random coil ensembles generated with TraDES
(blue dashed-dotted and dashed lines).
(D and E) Rg distributions (mean value; solid lines) of Sic1 (D, black), pSic1
(E, red), and pSic1-Cdc4 ensembles (E, green) or of random coil ensembles
(blue dashed-dotted and dashed lines). Dotted lines represent mean Rg distri-
butions plus or minus one standard error for triplicate ensembles.
Table 1. List of Restraints Used in ENSEMBLE Calculations and
Rmsds between Experimental and Predicted Values
Restraint Type
Number of
Restraints
Rmsd
Sic1 pSic1 Complex
13Ca chemical shifts 66 0.31 ppm 0.31 ppm 0.31 ppm
13Cb chemical shifts 62 0.34 ppm 0.34 ppm 0.34 ppm
13HN chemical shifts 59 0.15 ppm 0.15 ppm 0.15 ppm
PRE 381 0.98 A˚ 0.98 A˚ 0.99 A˚
SAXSa 38 0.035 0.035 0.042
15N R2
b 70 0.61 0.62 0.63
a The SAXS values are measured in arbitrary units. For the calculation of
rmsds, all values are scaled so that the average is equal to 1. In addition,
although the SAXS scattering curve is restrained at 38 discrete positions,
it is misleading to think of it as 38 restraints since these are discrete points
along an idealized curve that was fit to a large number of experimental
data points.
b The 15N R2 restraints are applied by enforcing a correlation between
experimental values and contacts within the ensemble and thus these
values are Pearson correlations, not rmsds.
See also Figure S3.
Structure
Dynamic Complex of the Disordered Sic1 with Cdc4under-restrained systems such as disordered protein states
where the experimental data is insufficient to determine a unique
representation of the ensemble, in order to minimize overfitting.
We used the same number of restraints for both protein statesStructure 18,to ensure that differences in the final ensembles were not arti-
facts from different constraint numbers or types. To address
the problem of limited restraints, calculations were carried out
in triplicate and compared to identify similar features of the
ensembles.
The resultant ensembles of Sic1 and pSic1 both consisted of
a surprisingly small number of conformers, 14.7 ± 1.2 for Sic1
and 10.7 ± 0.5 for pSic1 (Table 2), considering that both must
sample a large number of heterogeneous conformations based
on their relaxation properties diagnostic of extreme flexibility
(Mittag et al., 2008). A higher number of conformers was needed
to represent the Sic1 ensemble because the SAXS data was
more challenging to fit. Test calculations excluding the scat-
tering data minimized to a final conformer number of 10 also
for Sic1 (data not shown). Aggregation is a common problem
with SAXS data. However, since Sic1 has a smaller Rg than
pSic1 based on the SAXS data, the problems in fitting this data
do not seem to be caused by aggregation. The extent to which
the experimental SAXS data could be fit was limited by the
agreement of the Sic1 data. pSic1 data was fit more easily, but
target energies were set identical for both protein forms. Both
the larger ensembles size required and the lack of an exact
agreement with the experimental SAXS of Sic1 may be due to
problems in predicting scattering curves from atomic models
of non-globular proteins caused by incorrectly placed solvent
molecules. For pSic1, the signal-to-noise ratio is higher due to
higher electron densities from phosphate groups and associ-
ated counterion atmospheres, possibly explaining the better fit.
Experimental RDCs, in contrast, are very well reproduced by
the ensembles, with minor differences mostly within experi-
mental error (Figure 1). Further comparisons of experimental
chemical shifts, PRE effects, and R2 rates with the respective
properties calculated from our final ensembles can be found in
the Supplemental Information (Figures S1–S3). The resultant
Sic1 and pSic1 ensembles are comprised of conformers with
a broad Rg distribution between 10 and 60 A˚ and 12 and 44 A˚,
respectively (Figures 2D and 2E). The Rg distributions of the494–506, April 14, 2010 ª2010 Elsevier Ltd All rights reserved 497
Table 2. Global Ensemble Properties
Sic1 Sic1 Coil pSic1 pSic1 Coil Complex
Number of structures 14.7 ± 1.2 20 ± 0 10.7 ± 0.5 20 ± 0 14.7 ± 0.5
Radius of gyration (A˚) 32.1 ± 0.8 26.8 ± 0.5 28.6 ± 0.5 26.3 ± 0.6 29.9 ± 0.3
Fraction in broad a region 0.443 ± 0.002 0.292 ± 0.003 0.340 ± 0.003 0.306 ± 0.004 0.330 ± 0.005
Fraction a helix (STRIDE) 0.067 ± 0.012 0 ± 0 0.046 ± 0.004 0.001 ± 0.001 0.042 ± 0.008
Fraction in right b region (PPII) 0.183 ± 0.016 0.388 ± 0.007 0.264 ± 0.011 0.383 ± 0.001 0.252 ± 0.008
Fraction in left b region (b strand) 0.204 ± 0.006 0.249 ± 0.004 0.253 ± 0.012 0.237 ± 0.005 0.263 ± 0.010
Errors are standard deviations from triplicate ensembles.
Structure
Dynamic Complex of the Disordered Sic1 with Cdc4ensembles are multimodal, compared to the smoother and
slightly narrower Rg distribution of ‘‘coil’’ ensembles generated
with TraDES. The fractional population of very compact con-
formations sampled by Sic1 is in agreement with the high PRE
effects resulting from transient tertiary contacts. However, the
fractional population of extended conformations is a logical
consequence of the high positive net charge of Sic1 and the
resulting intramolecular repulsion. The dynamic interconversion
between these extremes within the Sic1 ensemble leads to a
very broad Rg distribution.
The distribution of backbone torsion angles differs for Sic1
and pSic1 (Figure 3), with reproducible results among the three
replicate ensembles of each. pSic1 samples backbone torsion
angles consistent with a-helical conformations to a larger frac-
tion in the N terminus and the regions C-terminal to pThr45 and
to pSer80 than does Sic1. We have compared the secondary
structure of the calculated ensembles to values that can be calcu-
lated using chemical shifts alone: the secondary structural
propensity (SSP) score (Figures 3D and 3E) (Marsh et al., 2006),A
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Figure 3. Secondary Structural Properties of the Sic1 and pSic1 Ensem
(A–C) Fraction of conformers in broad a (red) or broad b region (blue) of the Ramac
number for Sic1 (A), pSic1 (B), and the pSic1-Cdc4 complex (C). Each of the thre
(D and E) Comparison of experimental SSP scores (black) and excess of conform
model) in Sic1 (D) and pSic1 (E) ensembles. SSP scores are calculated from a co
for fully formed secondary structural elements and are an estimate of the frac
Phosphorylation sites are marked with red circles. See also Figure S1.
498 Structure 18, 494–506, April 14, 2010 ª2010 Elsevier Ltd All righwith an SSP score of 1 indicating fully formed a-helical structure,
a value of 1 meaning fully formed b structure, and a value of
0 indicating equal sampling of helical and extended structures.
The differences (correlation coefficient 0.62 and 0.72 for Sic1
and pSic1, respectively) may represent ENSEMBLE’s superiority
over the simple SSP score in measuring secondary structure by
means of using SHIFTX (Neal et al., 2003) and the incorporation
of other experimental data, particularly RDCs.
Comparison of heavy atom fractional contact plots for each
of the three Sic1 or pSic1 ensembles reveals some variability
between individual ensembles but also shows that many tran-
sient tertiary contacts are present in all three ensembles (Fig-
ure S4). Some of the apparent contacts are in the sequence
vicinity of spin label sites, demonstrating that the choice of
spin-labeling site and number affects the contacts observed in
the calculated ensembles (Ganguly and Chen, 2009). However,
hydrodynamic restraints also contribute to contacts in calcu-
lated ensembles and, indeed, contacts remote from spin-
labeling sites are present in the ensembles. Strikingly, manyD
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Dynamic Complex of the Disordered Sic1 with Cdc4contacts in Sic1 seem to involve the nonphosphorylated CPDs
(Figure 4A, ovals). While these contacts involve residues in prox-
imity to spin-labeling sites, spin labels do not show contacts
across the entire sequence, but specifically to CPDs. Upon
phosphorylation, some of these contacts are lost or appear to
be less persistent. The difference in PRE effects between the
two protein forms can be explained by contacts in Sic1 that
are abolished upon phosphorylation and should thus involve
the nonphosphorylated CPDs.
Hydrophobic versus Hydrodynamic/Charged
Interactions
All conformers of the combined Sic1 or pSic1 ensembles were
clustered based on CaCa distance matrix rmsds using the
NMRClust algorithm (Kelley et al., 1996) in order to highlight
contacts that are averaged in analysis of the large, heteroge-
neous ensembles. The resulting eight Sic1 and 5 pSic1 clusters,
respectively (Table S1; Figures 4B and 4C), are largely comprised
of conformers from different ensembles, confirming
that individual ensembles have similar properties. The transient
structure and hydrodynamic properties of conformers vary
widely between clusters, with fractional contact plots of indi-
vidual clusters presented in Figure 4. In Sic1, nonphosphorylated
CPDs, particularly the Ser-69/Ser-76/Ser-80 region, are involved
in contacts in all clusters except cluster 6. Upon phosphorylation,
some of this transient structure seems to be dissolved. The same
effect can be observed upon inspection of atom densities in 10 A˚
radii around each Ca position, revealing systematic lower densi-
ties for pSic1 (Figure 5). In contrast, differences between Sic1 and
pSic1 random coil ensembles are minimal, with overall lower
atom densities than for our final ensembles, which have more
compact hydrodynamic properties and transient structure based
on experimental data. The atom density involving hydrophobic
residues is nearly identical for the random coil ensembles and
the pSic1 ensemble and only slightly higher for Sic1, pointing to
the presence of nearly random hydrophobic interactions. The
differences in the overall atom density arise from contacts of
hydrophilic and charged residues with fewer of these contacts
in the random coil ensembles and more contacts, in general, for
the Sic1 than pSic1 ensemble. Experimental restraints must
lead to these additional contacts that reflect specific interactions.
This analysis of atomic densities supports a model in which less
specific hydrophobic interactions drive similar transient structure
in Sic1 and pSic1, with additional specific contacts between
hydrophilic and charged residues differing in the two phosphory-
lation states. These findings are in good agreement with recent
work on sequence effects on compaction of IDPs demonstrating
that hydrophobic interactions have only a minor influence while
net charge is the single most prominent factor determining
compaction (Marsh and Forman-Kay, 2010).
Disordered Complex Model
An important goal of an explicit representation of an IDP
ensemble is insight into the relationship between structure and
function. To explain the binding properties of pSic1, we thus
aimed to calculate an ensemble model of the dynamic complex
of pSic1 with Cdc4. The experimental data available on the
complex is sparse because of extreme line broadening of all
interacting CPDs. We know, however, that all observable amideStructure 18,proton/nitrogen chemical shifts remain almost identical and that
these unbound protein regions are disordered even in complex
(Mittag et al., 2008). We thus assumed that all restraints of free
pSic1 were still valid for the pSic1 portion of the complex, while
one CPD at a time interacted with the Cdc4 binding site in
a manner observed in the crystal structures of Cdc4 complexes
(Orlicky et al., 2003; S.O. and F.S., unpublished data). In addition
to the standard energy functions used in ENSEMBLE, we defined
a combined energy that was minimal if at least one CPD was in
a binding-competent conformation and if docking of pSic1 to
Cdc4 with the respective CPD in the binding site did not result
in atomic overlap. In addition, the CPDs were forced to bind to
Cdc4 at appropriate fractions extracted from NMR line broad-
ening data (Table 3; Figure S5). This approach allowed us to
calculate a model of the dynamic complex (Figure 6 and Table
2). The resulting ensemble size of 14.7 ± 0.5 conformers was
not only determined by the number of conformers required to
collectively fit the structural restraints but also by the restraint
on bound CPD fractions. The properties of this ensemble and
the agreement of experimental and predicted data are similar
to the pSic1 ensemble (Tables 1 and 2 and Figures 1 and 3;
Figures S1–S3). Notably, the Rg distribution is pronouncedly
biphasic with a large population of compact conformers.
DISCUSSION
The Sic1 and pSic1 Ensembles Contain Significant
Nonrandom Structure
We here present ensembles of the N-terminal targeting region of
the disordered CDK inhibitor Sic1 and its multisite phosphory-
lated state pSic1, calculated with the goal of the simplest
ensemble representations consistent with our experimental
data. While the resulting ensembles are surprisingly small
(14.7 ± 1.2 and 10.7 ± 0.5 conformers for Sic1 and pSic1,
respectively), the individual conformers vary widely in their
hydrodynamic properties and transient structure. Assuming the
presence of additional conformers close to each calculated
conformer in conformational space, as well as those linking the
conformers, and the fast interconversion of all these conformers,
the ensemble representation is consistent with NMR observ-
ables such as limited chemical shift dispersion and sharp line
widths. The ENSEMBLE algorithm assigns equal populations
to all conformers for computational simplicity and to reduce
the problem of overfitting, but the conformers can be thought
of as containing an ‘‘implicit’’ entropy; largely extended con-
formers with few structural contacts have a high entropy and
represent a relatively large ‘‘sub-ensemble,’’ whereas compact
conformers containing many contacts represent fewer distinct
but enthalpically more favorable conformers. Overall, the two
calculated ensembles differ in many ways from random coil
ensembles and contain significant transient structure.
The Average Electrostatic Field Is Modified by Transient
Structure
Our previously described polyelectrostatic model (Borg et al.,
2007) provided a possible explanation for the apparent nonlinear
dependence of the interaction of pSic1 with Cdc4 on the number
of phosphorylated sites (Nash et al., 2001; Orlicky et al., 2003).
The model invokes a mean electrostatic field generated by the494–506, April 14, 2010 ª2010 Elsevier Ltd All rights reserved 499
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Figure 5. Hydrophobic and Electrostatic Interactions in the Sic1 and
pSic1 Ensembles
Number of atoms within a 10 A˚ radius from each Ca atom for all residue types
(A), hydrophobic (B) and hydrophilic and charged residues (C). Values for
experimentally restrained ensembles (solid lines) and random coil ensembles
(dashed lines) are compared for Sic1 (black) and pSic1 (red).
(D) Average electrostatic field as a function of residue number for the Sic1
(black) and pSic1 (red) ensembles (solid lines) and respective random coil
ensembles (dashed lines). The field is calculated as a sum of fields from
charged atoms within a radius of 10 A˚ from each Ca atom as described in
Experimental Procedures. Phosphorylation sites are depicted by magenta
circles and positively charged residues by blue pluses.
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Dynamic Complex of the Disordered Sic1 with Cdc4highly disordered state interacting with Cdc4 in a dynamic
complex and predicts a contribution of all phosphorylated sites
to the free energy of binding, including those not directly bound
in the Cdc4 binding pocket. Since transient structure in pSic1
and a population of compact conformers may facilitate this
binding mode, we have analyzed the local electrostatic potential
as a function of sequence for the calculated ensembles and for
random coil ensembles (Figure 5D and Experimental Proce-
dures). The negative charges at phosphorylation sites lead to
local maxima of negative potential of identical amplitude in
both our pSic1 ensemble and the pSic1 random coil ensemble.
Importantly, the electrostatic potentials at the sites of CPDs
scale well with the known affinities from short phosphopeptides
(Borg et al., 2007), pointing to the importance of electrostatics for
binding in this system. A few residues away from the phosphor-
ylation sites in the primary sequence, transient structure influ-
ences the electrostatic field, which can vary between ensem-
bles. The negative field around phosphorylation sites pThr-33
and pThr-45 differs between our experimentally restrained and
random coil ensembles. The field is nearly neutral for pThr-33,
which may explain why only a small fraction of complexes
interact through pThr-33, as detected by NMR line broadening
(Mittag et al., 2008). The negative field around the position of
pThr-45 is larger than in the random coil case and dampens
the effects from positive charges C-terminal to the phosphory-
lated residue. Importantly, these positive charges are crucial
to define CDK phosphorylation sites but are suboptimal for
binding to Cdc4 as demonstrated by phosphopeptide binding
data (Nash et al., 2001). Positive fields from arginine and lysine
residues distant from the CPD sites are increased due to tran-
sient structure. For Sic1 we observe moderate effects from tran-
sient structure resulting in stronger positive local electrostatic
fields than in the respective random coil ensemble. Thus, our
analysis of electrostatic potentials shows that binding of longer
multi-phosphorylated disordered protein regions can be more
favorable than binding of short singly-phosphorylated peptides
due to effects of transient structure. The polarizability inherent
to a highly flexible, disordered state will allow conformational re-
arrangements to overcome repulsive electrostatic interactions
upon binding Cdc4 (Borg et al., 2007), favoring longer disordered
regions even more. The interconversion between conformers will
likely result in even stronger averaging of the electrostatic fields
and could accentuate the difference in affinities between Sic1
states having different numbers of phosphorylations. While our
estimate of electrostatics is crude because it does not take
into account shielding by the solvent, the observed trends are
likely to be representative. Current work is directed toward
a more sophisticated treatment with explicit handling of electro-
static potentials during conformer selection.
Upon binding, the individual CPDs adopt an extended confor-
mation within the Cdc4 binding site (Orlicky et al., 2003). 75% ofFigure 4. Fractional Contact Plots and Cluster Analysis of Final Ensem
(A) Fractional contact plots for Sic1 (top left) and pSic1 (bottom right). The plot colo
Positions of phosphorylation sites (Thr-5, Thr-33, Thr-45, Ser-69, Ser-76, and Ser
by ovals. Positions of spin labels are indicated by red dashed lines.
(B and C) The conformers from the three combined final ensembles for Sic1 (B) and
rmsds. Fractional contact plots and one representative conformer from each
Conformers are shown as rainbow-colored cartoons from blue to red from N to
Structure 18,free pSic1 conformers have accessible conformations in at
least one CPD that are consistent with binding to Cdc4 (rmsd
<2.0A˚ from a model based on the crystal structure to allow for
small structural differences of low resolution conformers). The
relative fraction of different CPDs adopting binding-competent
conformations reflects their propensity for extended structure
(Table 4). An actual interaction of most of the binding-
competent conformations would result in severe atomic overlap,bles
r codes the fraction of conformers with heavy atom distances shorter than 6 A˚.
-80) are indicated by solid black lines and contacts involving CPDs are marked
pSic1 (C) are partitioned into eight and five clusters, respectively, based on Ca
cluster are depicted for ascending Rg (mean Rg for the cluster presented).
C terminus. See also Table S1 and Figure S4.
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Table 3. Properties of Dynamic Complex Model
CPD
Ensemble
A
Ensemble
B
Ensemble
C Total Fraction
Restraint
Fraction
pThr-5 3 3 2 8 0.182 0.170
pThr-33 1 1 1 3 0.068 0.080
pThr-45 2 2 2 6 0.136 0.170
pSer-69 3 3 3 9 0.205 0.195
pSer-76 3 3 3 9 0.205 0.195
pSer-80 3 3 3 9 0.205 0.190
Total 15 15 14 44
Structure
Dynamic Complex of the Disordered Sic1 with Cdc4highlighting the importance of the flexibility of this disordered
state for its function. Inspecting the random coil ensemble for
binding competency reveals a lower fraction of only 47% of
binding-competent conformers. Propensities for local
secondary structure thus seem to tune the pSic1 ensemble for
efficient binding to Cdc4. In addition to charge distribution and
accordance to the consensus CPD sequence, sampling of favor-
able conformations may impact the fraction of time a certain
CPD is bound to Cdc4 in the complex.
From the results presented here, a model emerges in which
transient secondary and tertiary structures within Sic1 lead to
an ensemble with a high fraction of compact conformers, regard-
less of the phosphorylation state of the protein. Phosphorylation
modifies specific hydrophilic and charged contacts, possibly
releasing transient structure involving the CPDs and facilitating
their interactions with Cdc4. The accentuation of the negative
electrostatic field around the CPDs in the pSic1 ensemble, and
the presence of compact conformers with many CPD sites
able to contribute to the mean field at the Cdc4 binding site,
allows for a higher affinity than for a hypothetical case with static
binding of one CPD. Both the disorder and the transient structure
within the finely tuned Sic1 sequence are therefore prerequisites
for this binding mode. Alteration of its net charge by phosphory-
lation of accessible sites without perturbation of the compact
state may result in its tethering close to the Cdc4-positive
binding surface and lead to a sensitive response to the cellular
levels of active G1 CDK.
The mechanism of ubiquitin transfer from the E2-ubiquitin
thiolester (or E3-ubiquitin thiolester for HECT domain enzymes)
to acceptor lysines in the substrate is a critical issue that appears
to depend on dynamics of E3-substrate complexes. Structural
models of diverse E3-substrate complexes have consistently
revealed large gaps of 50–60 A˚ spanning the substrate-binding
site on the E3 and the catalytic site cysteine. A model of the E3
ligase SCFCdc4 dimer bound to the E2 enzyme Cdc34 indicates
an intraprotomer (i.e., in cis with respect to monomer) sub-
strate-to-catalytic site separation gap of 64 A˚ and an interproto-
mer (i.e., in trans with respect to monomer) distance of 102 A˚
(Tang et al., 2007). Recent elegant structural analysis of the
SCF-like Cul5-Rbx1 complex suggests that when the cullin
subunit is modified by the ubiquitin-like modifier Nedd8, the E2
enzyme-Rbx1 subcomplex is liberated from a tightly bound
conformation and able to access a much larger spatial radius
that in principle extends to the substrate binding site (Duda
et al., 2008). This unexpected conformational change under-502 Structure 18, 494–506, April 14, 2010 ª2010 Elsevier Ltd All righscores the importance of dynamics in the ubiquitination reaction.
Results from molecular dynamics simulations suggest that the
linker between the F-box and the WD40 domain of Cdc4 is flex-
ible and, upon binding a substrate, allosterically orients the
substrate for ubiquitination (Liu and Nussinov, 2009).
Although the underlying assumptions in our calculation of
a model of the dynamic complex of pSic1 with Cdc4 are simpli-
fying and the model should be refined by more experimental
restraints on the complex such as small angle (X-ray and/or
neutron) scattering, nonetheless, the results can be mined for
further insight into the mechanism of pSic1 ubiquitination by
SCFCdc4. By superimposing our Cdc4-pSic1 model onto the
SCFCdc4 dimer-Cdc34 complex, we constructed an overall
structural model that incorporates Sic1 dynamics (Figure 6). In
this representation, individual pSic1 conformers can readily
span the intraprotomer gap. This observation predicts that ubiq-
uitin conjugation will likely occur at lysines far away from the
bound phosphorylation site in the primary sequence; i.e., only
remote lysines will readily extend to the E2 catalytic site. Indeed,
in a Sic1 derivative lacking all natural CDK phosphorylation sites
that was tethered to the SCFCdc4 dimer via a high-affinity CPD at
its extreme N terminus, lysine residues 84/88 were preferentially
ubiquitinated, whereas ubiquitination on more proximal lysines
was disfavored (Tang et al., 2007). The dynamic exchange
of multiple CPDs in Sic1 with Cdc4 may help ensure efficient
ubiquitination at multiple lysine residues. Interestingly, unlike in
most other species including humans, neddylation is nonessen-
tial in budding yeast and is not required for efficient Sic1 ubiqui-
tination (Tang et al., 2007; Lammer et al., 1998). The dynamic
interactions of Sic1 and other SCFCdc4 substrates in yeast may
have evolved in concert with the loss of the requirement for
neddylation.
The structural characterization of IDPs remains challenging
due to a lack of sufficient experimental data to fully restrain
ensembles of a large number of diverse conformers; however,
as shown here, explicit representations of disordered states
can still be powerful tools to permit analyses of structural and
thermodynamic effects in IDP function. In addition, these repre-
sentations afford a first glimpse at structural properties on the
level of individual conformers, information that is otherwise
obscured in ensemble-averaged observables. In an IDP, such
individual conformers may impart function, e.g., binding compe-
tency or catalytic site access; even though a large fraction of the
ensemble may not adopt the required conformation, the rapid
sampling of conformers may nevertheless allow efficient interac-
tions to occur. The further refinement of experimental and
computational techniques for the structural characterization of
disordered protein states and their dynamic complexes will
prove critical for the assessment of structure-function relation-
ships of the many interactions involving IDPs that nature exploits
for biological regulation.
EXPERIMENTAL PROCEDURES
Sic1 Sample Preparation
Sic1 (1–90) was expressed, isotopically labeled, and purified as described
previously (Mittag et al., 2008). CDK phosphorylation was performed as previ-
ously reported (Orlicky et al., 2003). pSic1 was purified using reversed-phase
chromatography on a Gemini C18 column (Phenomenex). The identity of phos-
phorylated residues was confirmed by NMR. The CDK sites at Thr5, Thr33,ts reserved
Figure 6. Structural Model of the Dynamic
pSic1-Cdc4 Complex
(A) Of the 14 or 15 conformers within each complex
ensemble, conformers bind to Cdc4 via phosphor-
ylation site pThr-5, 1 conformer binds through
pThr-33, 2 conformers bind through pThr-45,
and 3 conformers each bind via pSer69, pSer76,
and pSer-80. pSic1 conformers are depicted as
cartoons, with phosphorylated residues repre-
sented as sticks. Cdc4 is depicted as a ribbon
diagram. The complex ensembles used NMR
line-broadening data to restrain the fraction of
individual CPDs bound to Cdc4 and structural
restraints of free pSic1. CPD conformations are
based on the structure of Cdc4 bound to a pSer-
76/pSer-80 Sic1 phosphopeptide (S.O. and F.S.,
unpublished data) and on models calculated
from the PDB coordinates 1NEX (Orlicky et al.,
2003) using Modeler (Martı´-Renom et al., 2000).
(B) Structural model of pSic1 bound to the
SCFCdc4 dimer/Cdc34 complex. The pSic1-Cdc4
dynamic complex ensemble is superimposed on
a structural model of the SCFCdc4 ubiquitin ligase
dimer (the E3) bound to Cdc34 (the E2) (Tang
et al., 2007). Cdc4 is depicted in red, Cdc34 in
magenta, and the other subunits Skp1, Cdc53/
Cul1, and Rbx1 in gray. One pSic1 ensemble is
in blue, with the pSic1 ensemble binding to the
other Cdc4 subunit shown in green. Lysine resi-
dues 32, 36, 50, 53, 84, and 88 in pSic1, each
a possible site of ubiquitin conjugation, are shown
in a space-filling representation. The catalytic site
cysteine residue in Cdc34 is shown with a space-
filling representation (gold). The gap of 64 A˚
between the target binding site on Cdc4 and the
Cdc34 catalytic cysteine is easily spanned by
extended conformations of pSic1. Figures were
made using the program PyMOL (DeLano, 2002).
See also Figure S5.
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Dynamic Complex of the Disordered Sic1 with Cdc4Thr45, Ser69, Ser76, and Ser80 were phosphorylated, whereas Thr2 was not
phosphorylated in this construct. NMR samples contained a distribution of
primarily 4- to 7-fold phosphorylated species with 6-fold phosphorylatedStructure 18, 494–506, April 14, 2010pSic1 contributing the highest fraction (50%) as
monitored by mass spectrometry.
NMR Experiments
All NMR data were collected on Varian Inova 500
MHz, 600 MHz, and 800 MHz spectrometers at
5C. The NMR samples were prepared in PBS
(10 mM phosphate and 140 mM NaCl) (pH 7.0), 1
mM EDTA, 0.02% NaN3, and 10% D2O. Spectra
were processed and analyzed using NMRPipe/
NMRDraw (Delaglio et al., 1995).
Assignments and relaxation experiments were
reported previously (Mittag et al., 2008). NMR
data is deposited in the Biological Magnetic Reso-
nance Bank with accession codes 16657 and
16659 for Sic1 and pSic1, respectively.
PRE Experiments
Site-directed mutagenesis was carried out using
the QuickChange PCR protocol (Stratagene) to
generate Sic1 (1–90) 1C, N21C, S38C, N64C,
P83C, and T90C mutants. The spin labels were placed at residues with low
conservation among orthologs, avoiding Cdc4 binding motifs and charged
residues. Spin-labeling procedures were reported previously (Mittag et al.,ª2010 Elsevier Ltd All rights reserved 503
Table 4. Binding Competent Conformers in Free pSic1
Ensembles
CPD pSic1 Ensemblea
pSic1 Random
Coil Ensembleb
pThr-5 6 8
pThr-33 10 6
pThr-45 4 4
pSer-69 7 5
pSer-76 7 7
pSer-80 6 8
Fractionc 0.75 0.47
a With a total of 32 conformers.
b With a total of 60 conformers.
c Fraction of conformers binding competent in at least one CPD.
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Dynamic Complex of the Disordered Sic1 with Cdc42008). NH R2 NMR experiments (Donaldson et al., 2001) were performed at
500 MHz on samples of 0.3–1 mM concentration. The paramagnetic contribu-
tion to the transverse relaxation rate, G2
H (i.e., the PRE), is the difference
between transverse relaxation rates in paramagnetic and diamagnetic states.
RDCs
1DHN RDCs were measured on 0.3 mM and 0.2 mM Sic1 and pSic1 samples,
respectively, on an 800 MHz Varian Inova spectrometer. Samples were aligned
in PEG(C12E5)/hexanol medium, and 1DHN RDCs were measured with a
15N
IPAP pulse sequence as 1024 (1H) 3 100 (15N) complex points (Ottiger et al.,
1998). Spectra were extensively zero filled in the J dimension. Couplings
were extracted using ‘‘Fuda: A function and data fitting and analysis package’’
(Kristensen and Hansen, 2005). Errors were calculated from at least duplicate
data sets.
SAXS Data Collection
SAXS data were acquired at the Beamline 12-IDC at the Advanced Light
Source synchrotron (Argonne National Laboratory, Argonne, IL). Data collec-
tion was done using MAR CCD detector positioned 4 m from the sample. Inci-
dent radiation with an energy of 20 keV was used providing the q range
between 0.015 and 0.23 A1. Q-axis mapping was done using scattering
from a silver behenate standard sample. A total of 20 sequential data frames
with exposure times of 0.25 s were recorded. In order to prevent radiation
damage, samples and buffers were flowing during data collection. Individual
data frames were converted from 2D to 1D profiles and normalized by the
corresponding incident beam intensities. The final 1D scattering profiles and
their uncertainties were then calculated as means and standard deviations
over the 20 frames. The buffer data were then subtracted from the sample
data. In order to evaluate the magnitude of a possible structure factor, data
were collected at protein concentrations of 5.0 and 2.5 mg/ml for both Sic1
and pSic1. The data at these concentrations proved to be indistinguishable
at q exceeding 0.03 A1.
ENSEMBLE Calculations
Ensemble models of intrinsically disordered Sic1 and pSic1 were calculated
using essentially the same approach as was previously described (Marsh
and Forman-Kay, 2009). Distance restraints were calculated from PRE
measurements according to:
r =
"
K
G2H

4tc +
3tc
1+u2Ht
2
c
#1=6
;
where K is the constant 1.23 3 1032 cm6 s2 for a nitroxide radical, r is the
distance between the electron and the proton, tc is the correlation time for
the electron-proton vector (assumed to be 4 ns here), and uH is the Larmor
frequency of the proton. SAXS profiles of the experimentally restrained ensem-
bles were calculated by predicting scattering curves for each individual
member using the program CRYSOL (Svergun et al., 1995) and averaged504 Structure 18, 494–506, April 14, 2010 ª2010 Elsevier Ltd All righover the members of the ensemble. Chemical shifts were calculated from indi-
vidual conformers using SHIFTX (Neal et al., 2003). RDCs were calculated
using a local alignment approach, in which local alignment tensors are calcu-
lated for 15 residue fragments of the sequence in a sliding window fashion
(Marsh et al., 2008). 15N R2 relaxation rates were compared to the number of
heavy atoms in an 8 A˚ radius of each measured nucleus, as previously
described (Marsh and Forman-Kay, 2009).
The Sic1 and pSic1 ensemble models comprised residues 1–90 of the full-
length Sic1 amino acid sequence plus an N-terminal Gly-Ser sequence
remaining after tag cleavage. Glutamate residues were used to represent
the phosphorylated residues in pSic1 to facilitate use of TraDES (Feldman
and Hogue, 2000). These glutamate residues were converted to the proper
phosphorylated threonine or serine residues for electrostatic calculations.
Three independent ensembles were calculated for each of free Sic1 and pSic1
and the pSic1 complex. Calculations were performed on a cluster of CPUs,
with one main node performing the core conformational selection calculations
and 8–12 nodes performing the iterative conformational sampling with CNS
(Bru¨nger et al., 1998), Unfoldtraj, and TraDES (Feldman and Hogue, 2000).
The initial temperature for the ENSEMBLE calculations was set to 10,000
and decreased to 0.01 in 200,000 steps. The starting ensembles contained
200 structures and the number of conformers comprising the ensembles
was decreased by one after each successful ENSEMBLE calculation in which
full agreement with experimental restraints was achieved. Calculations were
stopped when a smaller ensemble could not be successfully calculated within
72 hr.
For calculations of the dynamic complex, an additional energy was intro-
duced that became minimal when at least one CPD in each pSic1 molecule
was in a binding-competent conformation, the fractions of pSic1 conformers
in the ensemble binding through a specific CPD were close to the experimen-
tally determined fractions, and there were no steric clashes of pSic1 atoms
with Cdc4.
The electrostatic field was calculated for each Ca position from the sum of
Coulomb fields generated by charged groups in a 10 A˚ radius according to:
E = S
i
z
r2
;
where r is the distance between the Ca atom and the charged group and z is the
charge of the group.SUPPLEMENTAL INFORMATION
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