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Abstract
Le sequenze proteiche selezionate dall’evoluzione naturale determinano univocamente la
corrispondente struttura tridimensionale nativa, biologicamente attiva, e sono in grado
di ripiegare su di essa in maniera riproducibile. Si ritiene che la risultante relazione
fra sequenza e struttura sia quindi caratterizzata da un minimo livello di frustrazione
energatica, in modo da eliminare la presenza di altri minimi di energia che possano
competere con la struttura nativa. Di recente e` stato evidenziato come la presenza di
complessita` topologica (concatenazione fra porzioni della struttura) in strutture native
di proteine sia correlata alla presenza di interazioni frustrate fra le coppie di aminoacidi
in contatto fra loro alle estremita` delle porzioni concatenate. In questo lavoro di tesi, si
propone di investigare se un legame fra complessita` topologica e frustrazione possa essere
presente anche per l’interazione fra aminoacidi consecutivi lungo la catena. L’interazione
locale verra` parametrizzata per mezzo di schemi gia` proposti in letteratura che utilizzano
gli angoli torsionali di Ramachandran.
Capitolo 1
Introduzione alle proteine
1.1 La struttura delle proteine
Non e` un caso se il chimico Jo¨ns J. Berzelius nel 1838 si serv`ı della parola greca proteios,
letteralmente “di primaria importanza”, per coniare il termine proteina.
Questa classe di macromolecole infatti costituisce da sola circa il 50% della massa secca
totale delle cellule, e` coinvolta nella quasi totalita` dei processi biologici e ricopre un no-
tevole numero di varieta` di funzioni che supera largamente quella delle altre biomolecole
conosciute. Nella maggior parte dei casi a prima vista le proteine appaiono come grovigli
caotici di atomi. Ad uno sguardo piu` attento, tuttavia, la loro struttura si rivela essere
dotata di una precisa organizzazione regolare e gerarchica.
Queste macromolecole infatti possono essere identificate da sequenze lineari di venti pic-
cole unita` monomeriche simili tra loro: gli aminoacidi. Si tratta di semplici composti
chimici caratterizzati dalla presenza di un gruppo amminico (NH3
+) e uno carbossilico
(COO-), legati covalentemente al medesimo atomo di carbonio (indicato con Cα). La
presenza di questi due gruppi chimici fissi permette agli amminoacidi di polimerizzare
attraverso la creazione di un legame peptidico e formare cos`ı le proteine. Nell’insieme,
tali porzioni ripetute degli amminoacidi costituiscono la catena principale, rappresentata
dunque dalla sequenza ripetuta −N−Cα−CO−.
A partire dallo stesso Cα si dirama inoltre una catena laterale. Caratterizzato da par-
ticolari proprieta` come l’ingombro sterico, la carica elettrica e l’idrofobicita`, il gruppo
laterale e` in grado di determinare la natura e il comportamento chimico dell’intero am-
minoacido corrispondente.
La proteina cos`ı costituita puo` essere paragonata ad una struttura tridimensionale arti-
colata su diversi livelli gerarchici in relazione fra di loro.[1]
Il primo livello di questa gerarchia, la struttura primaria, corrisponde alla sequenza ordi-
nata di aminoacidi che compongono la catena proteica. L’esatta sequenza della proteina
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Figura 1.1. Rappresentazione di un segmento di una catena peptidica contenente tre residui
consecutivi uniti attraverso due legami peptidici.
e` molto importante in quanto e` stato dimostrato che determina direttamente la piega
complessiva finale e dunque la funzione della proteina.
Riferendosi invece alla disposizione nello spazio tridimensionale dei residui di aminoacidi
adiacenti nella sequenza lineare, si puo` identificare la struttura secondaria. Alcune di
queste relazioni steriche sono di tipo regolare e danno luogo a strutture periodiche tra
le quali si possono citare le piu` comuni α-eliche e i foglietti-β. La formazione di queste
strutture secondarie regolari e` dettata di volta in volta dalla necessita` di massimizzare
il numero di legami idrogeno da parte della catena principale, dalla natura degli ammi-
noacidi presenti e dalle interazioni che si vengono a generare tra la porzione della catena
polipeptidica coinvolta e il resto della proteina.[2]
Tuttavia, gli elementi secondari sono nella maggior parte dei casi troppo semplici da
eseguire le complesse funzioni delle proteine. Cio` richiede un livello piu` elevato di orga-
nizzazione che e` ottenuto dal ripiegamento dell’intera catena polipeptidica, cioe` dalla sua
struttura terziaria. E` possibile distinguere due tipologie principali di strutture terziarie:
1. Globulare: in queste proteine la catena polipeptidica cambia spesso direzione,
creando cos`ı una struttura sferoidale. Sono solubili in solvente acquoso
2. Fibrosa: la catena polipeptidica di una proteina fibrosa si ripiega seguendo una
direzione preferenziale, cos`ı da assumere una forma allungata. Generalmente si
tratta di proteine insolubili in acqua.
E` importante aggiungere che in un singolo polipeptide nella la sua conforma-
zione terziaria si possono distinguere ulteriori unita` indipendenti chiamate domini, cioe`
regioni che possono ripiegarsi indipendentemente in una struttura terziaria. In questo
lavoro di tesi vengono considerati solamente singoli domini di strutture proteiche.
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Figura 1.2. Rappresentazione dei primi tre livelli strutturali delle proteine.
1.2 Il problema del ripiegamento proteico
Nelle condizioni ambientali in cui vengolo prodotte, in natura nella soluzione presente a
livello intracellulare, le proteine assumono una conformazione terziaria caratteristica che
prende il nome di struttura nativa. Si tratta di un aspetto particolarmente importante
perche´ ogni proteina nel suo stato nativo svolge correttamente la sua funzione biologica
ed un ripiegamento non corretto, anche di poco, nello stato nativo e` sufficiente a rendere
la proteina parzialmente o totalmente inattiva. Le proteine biologicamente funzionanti
sono quindi strutture fortemente organizzate con regole di ripiegamento ben precise e
riproducibili, ma d’altra parte molto complesse e difficili da definire[3].
Cyrus Levinthal nel 1968 noto` che, a causa dell’elevato numero di gradi di liberta` di un
polipeptide non ripiegato (la proteina denaturata), esisterebbe un numero incredibilmen-
te grande di possibili configurazioni strutturali finali. Se la proteina raggiungesse la sua
configurazione finale attraverso una ricerca completamente casuale, quindi passando via
via attraverso tutte le possibili configurazioni, si stima sarebbe necessario un tempo ben
superiore all’eta` dell’universo per raggiungere la configurazione corretta.
E` evidente pero` che nel mondo reale le proteine riescano a raggiungere la giusta con-
formazione molto piu` velocemente cos`ı da rendere possibile la vita sul nostro pianeta.
Il corretto ripiegamento della macromolecola (folding) e` infatti un processo spontaneo,
riproducibile e veloce (molte piccole proteine si ripiegano spontaneamente in un tempo
dell’ordine dei millisecondi o addirittura dei microsecondi mentre per proteine costituite
da centinaia di amminoacidi avviene comunque in tempi inferiori al secondo). L’evidente
differenza che esiste tra il tempo di ripiegamento cos`ı previsto e quello osservato in realta`
e` chiamato paradosso di Levinthal.
L’ovvia soluzione e` che le proteine in realta` esplorino le possibili conformazioni non in
maniera casuale ma guidata.
Una delle teorie maggiormente accettate e in grado di superare questo paradosso e` la
teoria del ripiegamento ad imbuto (folding funnel theory) che prende il nome dalla for-
ma caratteristica del profilo energetico delle possibili configurazioni delle proteine. In
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esso lo stato nativo della proteina corrisponde al suo minimo globale di energia libera.
Tale configurazione finale viene raggiunta in seguito ad una progressiva diminuzione sia
dell’energia libera che dell’entropia ed e` caratterizzata dalle proprieta` di:
• Unicita`: e` necessario che la sequenza non possieda qualche altra configurazione
dotata di energia libera comparabile. Quindi il minimo di energia libera deve
essere univoco come lo e` la struttura nativa.
• Stabilita`: piccoli cambiamenti nell’ambiente circostante non possono produrre cam-
biamenti nella configurazione a energia minima. Questo si riflette sulla necessita`
di avere una superficie di energia libera piuttosto ripida nelle vicinanze dello stato
nativo.
Rappresentando ogni possibile configurazione in uno spazio topologico con coordinate
l’entropia e l’energia libera (spazio denominato energy landscape), ogni transizione da
una configurazione all’altra corrisponde allo spostamento da un punto ad un altro. In
questo senso il folding puo` essere considerato come un processo di transizioni probabili-
stiche nell’energy landscape.
E` pero` rilevante notare che spesso esistono anche molti minimi energetici locali separati
da barriere ad energia piu` alta. Essi rappresentano conformazioni intermedie in cui la
proteina puo` assestarsi temporaneamente durante il suo ripiegamento. Questa proprieta`
lascia invariata la differenza complessiva di energia libera tra gli stati ripiegato e dena-
turato ma si riflette comunque sulla superficie dell’imbuto che risulta cos`ı “rugosa” e
irregolare.
Questi minimi locali potrebbero rappresentare inoltre delle potenziali trappole cinetiche
che impedirebbero alla proteina di ripiegarsi nel suo stato nativo. In natura sembra pero`
che la quasi totalita` delle proteine esistenti siano tali per cui il loro paesaggio energetico
contenga minimi locali con una barriera di potenziale sufficientemente bassa da permette-
re alle catene peptidiche di ripiegarsi senza incontrare ostacoli rilevanti. Questo potrebbe
significare che la forma ad imbuto dell’energy landscape sia il risultato dell’evoluzione
naturale che ha selezionato sequenze di amminoacidi tali da massimizzare il rapporto tra
il gap energetico δE (cioe` la differenza di energia tra lo stato denaturato e la configura-
zione finale) e la “rugosita` energetica” ∆E (la profondita` dei minimi energetici) in modo
che si possano costruire proteine in grado di svolgere la loro funzione biologica. Questo
modello di ottimizzazione dell’energy landscape va sotto il nome di principio di minima
frustrazione.[4][5]
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Figura 1.3. Esempio di un possibile profilo energetico dell’energy landscape previsto dalla teoria
del ripiegamento ad imbuto. [6]
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Capitolo 2
Complessita` topologica nelle
proteine
2.1 Le strutture proteiche complesse
Un aspetto che non e` ancora del tutto risolto e` l’applicabilita` dei meccanismi descritti
dalla teoria del ripiegamento ad imbuto e dal principio di minima frustrazione nel caso
di proteine piu` grandi e con topologie piu` complesse. Sulla base di queste teorie, infatti,
il percorso nella superficie di energia libera dovrebbe essere ragionevolmente piano per
garantire l’accessibilita` cinetica alla configurazione attiva evitando contatti errati non na-
tivi, mentre strutture proteiche con topologie complesse sembrerebbero ostacolare questa
strada.
Eppure gia` dal 1977 uno studio dell’anidrasi carbonica B (CAB) rivelo` come tale catena,
ripiegandosi, formasse un nodo interno. L’osservazione sull’anidrasi carbonica non rima-
ne un caso isolato: da allora sono state identificate oltre 1300 proteine “annodate”. Esse
ricoprono una grande varieta` di funzioni biologiche, sebbene si possano trovare alcune
tendenze, ad esempio l’80% di queste svolge un’attivita` enzimatica.[7]
Lo studio di proprieta` locali non e` in grado di spiegare in modo esauriente strutture
cos`ı complesse per la cui comprensione e` necessario ricorrere all’analisi della geometria
piu` generale applicando studi di natura topologica, prima tra tutte la teoria dei nodi.
Le proteine si possono pensare infatti come curve che si deformano in modo continuo
nello spazio che sono in grado di intrecciarsi e formare diversi tipi di strutture complesse.
Tanto e` vero che negli ultimi anni sono state catalogate anche altre particolari strutture
intrecciate quali i cappi, i lacci e anelli. Queste, insieme ai nodi, sono presenti circa nel
6% delle proteine catalogate nel Protein Data Bank (PDB), dunque e` evidente che non
si tratti di casi eccezionalmente rari ma di una porzione rilevante delle proteine ad oggi
conosciute.[8]
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Figura 2.1. Esempi di strutture topologiche intrecciate.
Se da una parte queste strutture determinano frustrazioni locali nella proteina, dall’altra
e` stato dimostrato che possano conferirle maggiore stabilita` ed anche ricoprire un ruolo
funzionale. In particolare sembrano essere in grado di indurre maggiore stabilita` in con-
dizioni ambientali estreme (a livello di temperatura o pH), ma anche maggiore stabilita`
meccanica e rigidita` locale nella catena. Alcuni tipi di intrecci, come i nodi, sono inol-
tre in grado di formare regioni favorevoli per l’instaurazione di siti attivi nel caso degli
enzimi.[7][9]
2.2 Il Gaussian Entanglement
Sebbene la capacita` delle proteine di aggrovigliarsi in strutture complesse sia stata chia-
ramente dimostrata, riconoscere e cratterizzare i motivi intrecciati al loro interno non e`
pero` un compito banale.
Di recente e` stato definito un nuovo indicatore denominato Gaussian Entanglement il
quale risulta essere in grado di ampliare lo spettro di topologie complesse conosciute nel-
le strutture native delle proteine e quantificare il loro grado di intreccio topologico.[10]
Il GE viene definito sulla base di una generalizzazione dell’integrale di Gauss per due
curve chiuse γ1 = {r(1)} e γ2 = {r(2)} in R3:
G ≡ 1
4pi
∮
γ
1
∮
γ
2
r(1) − r(2)
|r(1) − r(2)|3 · (dr
(1) × dr(2)) (2.1)
Il risultato dell’integrale G e` un valore che corrisponde a un particolare invariante topo-
logico, il linking number (L). Si tratta di un numero intero che descrive il numero di
avvolgimenti di una delle due curve attorno all’altra.
Applicando l’integrale di Gauss al caso di due curve aperte γi e γj , si ottiene invece un
nuovo parametro che in questo caso e` un numero reale, il Gaussian Entanglement Gij.
Gij puo` essere applicato alle strutture peptidiche per quantificare il grado di avvolgi-
mento reciproco tra due sottocatene della stessa proteina. Nello specifico si possono
rappresentare le due sottocatene come linee spezzate aperte: ogni linea e` composta da
segmenti consecutivi orientati i cui estremi corrispondono agli atomi Cα di due residui
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adiacenti; il primo e l’ultimo residuo sono associati a due indici, i1 e i2 per la prima
curva e j1 e j2 per la seconda, e tali coppie di interi individuano ciascuna sottocatena.
In questo modo si puo` approssimare l’integrale di Gauss con la somma discreta:
G′ij ≡ 1
4pi
i2−1∑
i=i1
j2−1∑
j=j1
R(i) −R(j)
|R(i) −R(j)|3 · (∆R
(i) ×∆R(j)) (2.2)
Al fine di ricavare una misura dell’entanglement topologico Gi che si riferisca solamente
ad una sottocatena, si puo` applicare la seguente strategia: fissando γi che rispetti la
condizione i2 − i1≥ m0 (m0 = 10), si calcola Gij per ogni sottocatena γj con j2 − j1≥
m0 (m0 = 10) e si sceglie il valore con modulo massimo tra tutti quelli ricavati.
In particolare e` possibile caratterizzare in questo modo delle specifiche porzioni della ca-
tena, i loop. Si tratta di strutture ad ansa in cui i residui agli estremi sono in contatto, piu`
precisamente quando nel residuo i1 e` presente un atomo pesante (diverso dall’idrogeno)
che dista al piu` 4.5A˚ da un altro atomo pesante contenuto in i2. In analogia alla soglia
determinata dal linking number per definire due curve chiuse concatenate, cioe` quando
|L| ≥ 1, e` possibile definire un loop γi entangled se il corrispondente GE risulti tale che
|Gi|≥ 1.
Infine, se si massimizzano anche i termini |Gi| di tutti i loop γi, si puo` ottenere G, il
valore di GE associato alla proteina.
La versatilita` del GE lo rende un metodo piu` generale in grado di individuare un nu-
mero maggiore di varieta` di motivi intrecciati rispetto ad altre tecniche fino ad ora piu`
comunemente usate. Applicando infatti questa strategia su un ampio dataset di singoli
domini proteici, e` emerso come una frazione notevolmente alta delle proteine analizzate,
circa il 32%, possieda almeno un loop entangled.[10]
2.3 La frustrazione energetica nei loop entangled
Una volta quantificato il grado di entanglement nei loop delle proteine, e` interessante
interrogarsi circa gli effetti di questa proprieta` a livello energetico.
Prendendo ad esempio in esame gli aminoacidi situati agli estremi dei loop entangled, si
e` scoperto effettivamente che presentano interazioni deboli non ottimizzate, cioe` un caso
di frustrazione energetica.
Piu` nello specifico tale risultato e` stato ottenuto considerando il “potenziale di contatto”
E(a,b), con a e b i due tipi di aminoacidi dei terminali di un loop. Tale termine e`
un potenziale di natura statistica che utilizza il numero di contatti instaurati tra i due
specifici aminoacidi rispetto al numero totale di contatti presenti nella proteina.
Calcolando E(a,b) sia per tutti i loop della proteina sia restringendosi all’insieme dei loop
entangled, rispettivamente Enorm(a,b) e EGE(a,b), emerge una correlazione significativa
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tra Enorm (a,b) e ∆Eenr = Enorm(a,b) − EGE(a,b).
Questo risultato indica dunque che le coppie di aminoacidi che tipicamente interagiscono
tra loro piu` debolmente (soprattutto aminoacidi polari e idrofili) sono piu` abbondanti
agli estremi dei loop entangled. Pertanto, le corrispondenti interazioni effettive sono in
media significativamente piu` deboli [10].
La presenza di interazioni non ottimizzate determina quindi una frustrazione energetica
la cui esistenza puo` essere interpretata come una soluzione per ovviare alla frustrazione
topologica presente nelle proteine entangled.
Scopo delle analisi descritte nel seguente capitolo e` quello di comprendere se questo tipo
di meccanismo sia in atto anche per altri termini energetici comunemente utilizzati per
simulare il processo di ripiegamento delle proteine.
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Capitolo 3
Studio del potenziale
torsionale in relazione
all’entanglement topologico
3.1 I campi di forza
Una proteina, in linea di principio, e` un sistema fisico complesso di atomi interagenti sia
con gli altri che compongono la catena, sia con quelli che costituiscono il solvente in cui
questa e` immersa.
Le forze che si instaurano derivano quindi dalla distribuzione spaziale degli elettroni di
ogni atomo e cio` implica che la natura delle interazioni sia di tipo quantistico. Percio`,
per ottenere una fedele caratterizzazione di tutte le forze fisiche che operano nel sistema,
sarebbe necessario applicare calcoli quantomeccanici, ma sfortunatamente sono compu-
tazionalmente costosi e la potenza del computer attualmente disponibile e` insufficiente:
eseguirli anche solo su una singola configurazione di una piccola proteina potrebbe ri-
chiedere mesi.
Per questo motivo con le risorse attuali e` preferibile utilizzare un approccio classico, dun-
que sulla base delle equazioni di Newton. In tal caso, per modellizzare in modo accurato
le energie conformazionali della proteina e le conseguenti interazioni interne e` necessario
definire un campo di forze che esprima l’entita` e la direzione dei legami covalenti e delle
interazioni non covalenti presenti nella proteina.
Nello specifico il campo di forze viene definito dalla forma funzionale che descrive l’e-
nergia potenziale del sistema, cioe` funzioni analitiche che dipendono dalle coordinate
atomiche di una sua configurazione statica.[6]
In generale si assume che l’energia potenziale sia additiva, cioe` che i termini delle energie
corrispondenti ai diversi legami e interazioni non si influenzino a vicenda. In questo modo
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possono essere calcolate separatamente e poi sommate per produrre l’energia potenziale
totale.
Negli anni diversi gruppi di ricerca in tutto il mondo hanno sviluppato campi
di forza sempre piu` accurati, cos`ı da ottenere risultati migliori nelle simulazioni della
dinamica di proteine e rimanere al passo con il rapido aumento della capacita` di campio-
namento.
Un esempio di campo di forza generico e` il CHARMM force field, uno dei primi svilup-
pati e ancora largamente usato nelle sue versioni piu` recenti. La forma di una di queste,
CHARMM22, e` data dalla seguente espressione:
V tot = V bond + V angle + V torsion + V LJ + V Coulomb = (3.1)
∑
kr(ri − r0)2
+
∑
kθ(θi − θ0)2
+
∑
kω(ωi − ω0)2 +
∑
kφ(cos(niφi − φ0))2
+
∑
i
∑
j 6=i
(
Aij
r12ij
− Bij
r6ij
)
+
∑
i
∑
j 6=i
(
qiqj
εrij
)
• Vbond rappresenta l’energia di vibrazione dei legami. Si usa un potenziale ar-
monico in cui r0 rappresenta la lunghezza del legame corrispondente al minimo
di energia, mentre la costante di forza kr dipende dal tipo di legame;
• Vangle si riferisce all’energia dovuta alla deformazione dell’angolo di valenza;
anche questo ha la forma di potenziale armonico dove θ0 rappresenta l’angolo
di valenza di riferimento e kθ la costante della forza;
• Vtorsion si distingue in ulteriori due termini: il primo descrive le vibrazione
degli angoli ω, cioe` gli angoli diedri impropri che vengono introdotti per correg-
gere la deformazione delle geometrie tetraedriche planari[6]; il secondo termine
e` relativo ai normali angoli diedri e in questo caso viene espresso da una fun-
zione sinusoidale con kφ costante della forza, ni le molteplicita` dei minimi e
φ0 il valore assunto all’equilibro;
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• VLJ descrive un tipo di interazioni tra coppie di atomi non legati, le interazioni
di van der Waals. Nello specifico si tratta del potenziale di Lennard-Jones ed
e` ottenuto a sua volta sommando due termini che descrivono rispettivamente
una interazione di tipo repulsivo e una di tipo attrattivo;
• VCoulomb descrive infine il contributo energetico delle forze elettrostatiche,
cioe` l’interazione Coulombiana tra gli atomi i e j con cariche parziali qi e qj
alla distanza rij, mentre ε e` la costante dielettrica. Insieme a VLJ costituisce
l’insieme di termini di energia potenziale non vincolati, cioe` che si riferiscono
alle interazioni non covalenti.
Per determinare i valori dei parametri dei vari campi di forza vengono usate diverse
tecniche. Uno dei metodi adottati piu` di frequente stima i parametri attraverso i risul-
tati di calcoli nell’ambito delle teorie chimiche e quantistiche ab initio su piccoli ag-
gregati molecolari, anche se l’applicazione su sistemi di proteine piu` complesse impone
approssimazioni talvolta anche importanti. In alternativa e` possibile tarare i parametri
del campo di forza sulla base di dati sperimentali cos`ı da riprodurre alcune proprieta`
specifiche osservate empiricamente. Infine, e` possibile ricavare le stime dei parametri at-
traverso un’analisi di tipo statistico su grandi dataset di proteine; nel prossimo paragrafo
ne vedremo un esempio.
3.2 Il potenziale torsionale
Nelle analisi svolte per questo lavoro di tesi viene preso in esame il termine del potenzia-
le torsionale, piu` precisamente facendo uso della parametrizzazione fornita dal campo di
forze RSFF2 (residue-specific forcefield) sviluppato in [11].
Questo modello di force field si distingue per il tipo di approccio scelto: la riparame-
trizzazione del potenziale torsionale viene ottenuta non in modo puramente empirico
ma attraverso l’analisi statistica di grandi librerie di proteine. In particolare tali para-
metri sono stati sviluppati indipendentemente per ciascun tipo di aminoacido in modo
da adattarsi alle rispettive distribuzioni conformazionali statistiche ottenute da questi
grandi dataset. Nello specifico le informazioni sono state derivate dall’analisi dei grafici
di Ramachandran, rappresentazioni delle distribuzioni degli angoli diedri φ e ψ, detti
appunto angoli di Ramachandran.
φ e ψ sono interpretabili come misure del grado di rotazione rispettivamente attorno
al legame N–Cα e attorno al legame Cα–C presenti nella sequenza Cα−C−N−Cα, in
cui C−N rappresenta il legame peptidico tra due amminoacidi adiacenti. Proprieta` fon-
damentale del legame peptidico e` di essere rigido e planare, infatti esso presenta una
risonanza elettronica che gli conferisce caratteristiche parziali di legame doppio. Cio`
determina l’assenza di liberta` di rotazione attorno al legame e gli unici gradi di liberta`
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dell’unita` peptidica rigida sono rappresentati appunto dalla coppia di angoli di Rama-
chandran.
Figura 3.1. Rappresentazione degli angoli torsionali di Ramachandran. Per convenzione a φ e
ψ viene assegnato valore di 0◦ quando la catena polipeptidica e` nella sua conformazione planare
completamente estesa (dove i legami N—H e C—R puntano nella stessa direzione), e l’ampiezza
aumenta quando si ruota in senso orario guardando dal Cα).
RSFF2 in definitiva fornisce in tutto 240 parametri: ad ogni tipo di aminoacido ne
vengono associati 12, 6 da inserire nel termine di potenziale torsionale in funzione di ψ
e 6 nel termine in funzione di φ. Ognuno di questi termini corrisponde ad uno sviluppo
in serie di Fourier della forma:
V (θ) =
5∑
n=0
Cn[cos(θ − 180◦)]n =
5∑
n=0
(−1)nCncosn(θ − 180◦)n (3.2)
3.3 Analisi sul dataset
Al fine di ricercare un eventuale legame tra complessita` topologica e potenziale torsiona-
le, abbiamo preso in analisi un dataset di 15010 proteine a singolo dominio che fornisce i
valori delle coordinate spaziali associate ad ogni atomo delle catene, gia` utilizzato in [10].
A tali dati abbiamo combinato un ulteriore insieme di valori che, facendo uso del GE,
descrivono il grado di entanglement topologico di ogni proteina presa in considerazione.
Tuttavia, in un primo momento si e` considerato un piccolo sottocampione di 4 proteine
in modo da individuare la strategia migliore per svolgere l’analisi completa.
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I valori calcolati sequenzialmente sono:
1. gli angoli diedri di Ramachandran per ogni residuo isecondo le formule:
θ = arctan([v1 × v2] · [v2 × v3]), (3.3)
v1 =

x1 − x2
y1 − y2
z1 − z2
 , v2 =

x2 − x3
y2 − y3
z2 − z3
 , v3 =

x3 − x4
y3 − y4
z3 − z4

dove le coordinate (xi, yi, zi)i=1,2,3,4 si riferiscono agli atomi C
(i-1), N(i), Cα
(i), C(i)
nel caso di φ e agli atomi N(i), Cα
(i), C(i), N(i+1) nel caso di ψ;
2. i due termini Vi(pi) e Vi(φ) in base alla formula 3.2;
3. una misura del potenziale torsionale per ogni loop. Tale stima e` necessaria in quanto
i valore di EG da confrontare con il potenziale, sono associati in modo univoco ad
ogni loop, come descritto nel paragrafo 2.2.
Per determinare la migliore stima descritta nel punto 3 abbiamo analizzato tre candidati,
ognuno calcolato a partire dai 2·(i2 − i1) termini Vi(ψ) e Vi(φ) di tutti i residui contenuti
in ciascun loop:
a) Vmean: valor medio di tutti i potenziali torsionali;
b) Vmax: valore massimo tra tutti i termini di potenziale torsionale;
c) Vextr: valore medio dei 4 termini associati ai residui i1 e i2 agli estremi del loop;
Calcolando la correlazione tra |G′i| e i tre termini esaminati, emerge un segnale piu`
rilevante per Vmax (come descritto in figura 3.2) Per questo motivo le successive analisi
prenderanno tale stima come grandezza rappresentativa del potenziale torsionale dei
loop; Considerando le coppie di valori (|G’i|, V(i)max) associate ad ogni loop i, si e`
osservato che per ogni proteina si presentano frequentemente gruppi di loop associati
allo stesso valore di Vmax. Essi contengono percio` lo stesso residuo che presenta il valore
di potenziale condiviso.
Per ogni gruppo di loop di questo tipo si e` deciso di mantenere solo il valore corrispondente
al loop i con GE massimo in modulo.
Filtrando in questo modo l’insieme dei dati, si e` osservato che la correlazione migliora
ulteriormente.
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Figura 3.2. Grafico dei p-value per la correlazione di Pearson calcolata per ogni proteina del
primo campione (indicate sull’asse delle ordinate). Per ognuna di queste si ottengono i 3 p-
value, uno per ogni tipo di potenziale messo in relazione con —G’—. In tutti e quattro i casi
i p-value associati a Vmax sono i piu` piccoli, indice di una possibile rilevanza statistica dei
risultati ottenuti con questo termine.
Figura 3.3. Esempio di grafici ottenuti dall’analisi su una delle proteine del primo campione, la
proteina 3cryA00. A sinistra il grafico dei punti identificati dalle coppie di valori (|G’|, V(i)max)
per tutti i loop; a destra sono rappresentati i punti dello stesso grafico che sono rimasti dopo la
procedura di filtraggio.
Questi risultati sembrerebbero suggerirci un primo indizio di come le due grandezze prese
in esame si relazionino tra loro. Il campione e` pero` decisamente limitato, pertanto risulta
necessario verificarne la validita` considerando l’intero dataset e applicando le stesse ope-
razioni gia` descritte. In aggiunta si e` costruito un secondo sottocampione selezionando
solamente le proteine entangled (cioe` con |Gi| ≥ 1 ).
Svolgendo le precedenti analisi su entrambi gli insiemi di dati, emerge nuovamente l’esi-
stenza di una correlazione tra Entanglement Gaussiano e potenziale torsionale.
Tale segnale risulta statisticamente rilevante se si studia la distribuzione dei p-value as-
sociati ad ogni proteina. Calcolando la funzione cumulativa dei p value e` evidente che
questa si discosti significativamente dalla distribuzione dall’andamento lineare atteso nel
caso di assenza di segnale, con p-value distrubuiti uniformemente:
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Figura 3.4
Figura 3.5
Dalla figura 3.4, grafico della funzione cumulativa dei due campioni (in viola per le
proteine entangled, in arancio per l’intero dataset e rappresentato con la linea tratteggiata
l’andamento previsto nel caso di assenza del segnale), si osserva un arricchimento nella
porzione dei p-value piu` bassi che indicano di conseguenza una maggiore significativita`
statistica. Si nota inoltre che tale fenomeno sussiste in quantita` maggiori per il campione
delle proteine entangled.
Nel grafico in figura 3.5 sono rappresentate le stesse funzioni cumulative con entrambi gli
assi in scala logaritmica; anche in questo caso se i p-value seguissero una distribuzione
uniforme cio` si tradurrebbe in una funzione cumulativa lineare rappresentata da una retta
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di pendenza unitaria. Dal grafico si vede chiaramente come i dati ricavati dal dataset si
discostino in maniera considerevole dall’andamento della funzione cumulativa lineare.
Come ultima analisi abbiamo infine massimizzato su ogni catena i valori di
Vmax di cui si conosce la posizione del residuo corrispondente nella proteina.
Se si normalizzano questi ultimi dati con la lunghezza totale della catena, si ottengono
le posizioni percentuali delle proteine di tutto il dataset: osservando la loro distribuzione
si nota subito che non si dispongono uniformemente. Dall’istogramma in figura 3.6, e`
facile infatti notare come, tra tutti, si distinguano i picchi corrispondenti agli estremi
delle catene.
Per capire se gli altri picchi siano statisticamente significativi (in particolare quello as-
sociato alla posizione mediana della catena) sarebbe pero` necessario svolgere ulteriori
indagini statistiche.
Figura 3.6. Istogramma delle posizioni percentuali dei residui associati a Vmax.
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Capitolo 4
Conclusione
Abbiamo visto come il concetto di frustrazione sia un aspetto fondamentale della dina-
mica del ripiegamento proteico e il suo studio potrebbe essere in grado di fornire spunti
fondamentali per comprendere questo complesso meccanismo.
Allo scopo di indagare gli effetti di questa proprieta` sull’assemblaggio delle proteine
biologicamente attive, ci siamo concentrati su due tipi di frustrazione locale: la frustra-
zione topologica caratterizzata attraverso l’indicatore del Gaussian Entanglement e la
frustrazione energetica espressa invece dal termine di potenziale torsionale sviluppato
nel modello RSFF2 [11].
Esplorando un campione composto da poco piu` di 15000 proteine, siamo riusciti ad
evidenziare un segnale statisticamente significativo che mostra l’esistenza di una correla-
zione tra queste due proprieta`. Al fine di avere ulteriori prove a supporto di tali risultati
si potrebbero svolgere le stesse analisi utilizzando pero` una diversa parametrizzazione
del termine di potenziale torsionale poiche´, sebbene fino ad ora il modello RSFF2 abbia
ottenuto buoni risultati, e` stato introdotto solo di recente e sarebbe necessario svolgere
ulteriori verifiche per accertarne la sua validita`.
Tuttavia i risultati ottenuti in questo lavoro potrebbero gia` rappresentare una prova a
supporto dell’ipotesi dell’esistenza di un sistema di controllo sui loop entangled. Si po-
trebbe interpretare tale meccanismo come una strategia messa in atto dalla selezione
naturale per scegliere le sequenze di aminoacidi capaci di eludere il rischio che conforma-
zioni locali topologicamente complesse diventino ostacoli invalicabili durante il processo
di ripiegamento proteico: la presenza di interazioni non ottimizzate nei loop entangled
rende infatti la proteina piu` flessibile in tali regioni e ne favorisce il ripiegamento.
In questo senso si potrebbe dire che siamo di fronte a un importante esempio dell’azione
del principio di minima frustrazione: l’entanglement topologico e la frustrazione energe-
tica riescono a collaborare in modo da conciliare le forze in conflitto e guidare il processo
di ripiegamento fino allo stato nativo.
Risultati analoghi emersi da precedenti ricerche hanno evidenziato una simile correlazio-
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ne tra entanglement topologico e frustrazione energetica ma presente questa volta negli
aminoacidi agli estremi dei loop invece che tra aminoacidi consecutivi. Di qui un primo
sviluppo delle nostre analisi potrebbe riguardare lo studio della relazione che intercorre
tra questi due tipi di frustrazione energetica locale.
Infine i risultati delle analisi sembrano rivelare una possibile preferenza da parte delle
proteine per quanto riguarda la posizione in cui collocare i residui con piu` alti valori
del potenziale torsionale. Sarebbe interessante approfondire anche quest’ultimo aspetto
poiche´ potrebbe fornire informazioni utili ad esempio per capire in quale momento del
folding possano essere formate effettivamente le strutture entangled.
19
20
Bibliografia
[1] A. Finkelstein and O. Ptitsyn. Protein Physics: A Course of Lectures, chapter 4.
Accademic Press, 2002.
[2] A. Finkelstein and O. Ptitsyn. Protein Physics: A Course of Lectures, chapter 3.
Accademic Press, 2002.
[3] A. Finkelstein and O. Ptitsyn. Protein Physics: A Course of Lectures. Accademic
Press, 2002.
[4] Paul C Whitford et al. Biomolecular dynamics: order–disorder transitions and
energy landscapes. Rep. Prog. Phys., 2012.
[5] A. Suma E. J. Sophie and C. Micheletti. Frustration in biomolecules. Quarterly
Reviews of Biophysics47, 4, 2014.
[6] Nir Ben-Tal Amit Kessel. Introduction to protein. Chapman and Hall/CRC, 2
edition, 2018.
[7] Nicole C H Lim and Sophie E Jackson. Molecular knots in biology and chemistry.
J. Phys.: Condens. Matter 27 354101, 2015.
[8] J. I. Dabrowski-Tumanski, P. Sulkowska. To tie or not to tie? that is the question.
Polymers 9:454, 2017.
[9] Mehran Kardar JPeter Virnau, Leonid A Mirny. Intricate knots in proteins:
Function and evolution. PLoS computational biology 2, e122, 2006.
[10] Orlandini E. Seno F. et al Baiesi, M. Sequence and structural patterns detected
in entangled proteins reveal the importance of co-translational folding. Sci Rep 9,
2019.
[11] Chen-Yang Zhou, Fan Jiang, and Yun-Dong Wu. Residue-specific force field based
on protein coil library. rsff2: Modification of amber ff99sb. The Journal of Physical
Chemistry B, 119(3):1035–1047, 2015.
21

Ringraziamenti
Vorrei ringraziare il mio relatore, Antonio Trovato, per avermi guidata nella realizzazione della
tesi con cortesia e disponibilita`.
Un ringraziamento particolare va a Salvatore e Luca, e` grazie a voi che ho superato i momenti
piu` difficili.
Infine grazie anche a Marco, i tuoi consigli sono stati i piu` preziosi.
