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Abstract—In this work, we consider a random access IoT
wireless network assisted by two aggregators. The nodes and the
aggregators are transmitting in a random access manner under
slotted time, the aggregators use network-level cooperation. We
assume that all the nodes are sharing the same wireless channel
to transmit their data to a common destination. The aggregators
with out-of-band full duplex capability, are equipped with queues
to store data packets that are transmitted by the network nodes
and relaying them to the destination node. We characterize the
throughput performance of the IoT network. In addition, we
obtain the stability conditions for the queues at the aggregators
and the average delay of the packets.
I. INTRODUCTION
The Internet of Things (IoT) is one of the most attractive
concepts in the area of information and communication tech-
nology. IoT is expected to play an important role in our daily
life by supporting massive connectivity with seamless service.
It involves the interconnection of different, and possibly
heterogeneous objects through the Internet using different
communication technologies. The objects are equipped with
communications capabilities and can vary from sensors, smart
objects, etc. [1]–[3].
The total number of IoT connections is expected to grow
tremendously the next years. The deployment of random
access protocols in the IoT networks can potentially mitigate
the congestion caused by massive amount of IoT devices
with low signaling overhead [4]. To support the massive
connectivity in future IoT networks, practical techniques are
required to collect data from a large set of devices and the
traditional orthogonal multi-access schemes are not sufficient.
The works in [5]–[10] have considered data aggregation under
different scenarios and setups and have evaluated the benefits
of such technique.
Network-level cooperation introduced in [11] and [12] can
be an effective alternative method for data aggregation. It
is plain relaying without any physical layer considerations
and it has been shown to provide large gain in terms of
throughput and delay performance. Recently, several works
have investigated relaying at the network level [13]–[21]. The
deployment of aggregators under network-level cooperation
can improve the throughput and delay in IoT networks [22].
However, due to the queueing delay, the stability conditions
at the aggregator queues need to be considered.
In this work, we consider a random access IoT network
with two aggregators which can receive and forward data
in form of packets from the network nodes. The nodes
are transmitting in a random access manner under slotted
time which is a common assumption in IoT technologies
such as LoRa. The aggregators use network-level cooperation
and their receiving and transmitting modules are operating
in different bands, thus, they have out-of-band full duplex
capabilities. Furthermore, we assume multi-packet reception
(MPR) capabilities at the receivers. MPR is suitable to cap-
ture the SINR (Signal-to-Interference-plus-Noise-Ratio) based
model and is more realistic to model the wireless transmission.
Similar assumptions to our work can be found in [5], [9], [22].
The contributions of our work can be summarized as fol-
lows. Our primary goal is to address the problem of providing
support for data collection in IoT networks by applying
network-level cooperation. We provide the throughput analysis
of the IoT network consisting of sensors that are assisted
by two aggregators, from which we can gain insights on the
scalability of the considered network. In addition, we study the
stability conditions for the queues at the aggregators, which
guarantee finite queueing delay. Furthermore, we study the av-
erage delay of the packets possibly received and forwarded by
the aggregators. Our system is modeled as a two-dimensional
discrete time Markov chain, and we show that the generating
function of the stationary joint queue length distribution can
be obtained by solving a fundamental functional equation with
the theory of boundary value problems. The analysis in this
work can act as a framework for other research directions that
involve multiple aggregators with interacting queues.
The remainder of the paper is organized as follows: Section
II describes the system model and in Section III we present the
analysis related to the network-wide throughput. In Sections
IV and V, we provide the analysis for the average delay per
packet. The numerical evaluation of the theoretical results is
presented in Section VI, and Section VII concludes the paper.
II. SYSTEM MODEL
A. Network Layer Model
We consider a wireless network consisting of M IoT
nodes/sensors/objects, which intend to communicate to a
common destination/sink D, and two aggregators, denoted by
R1 and R2, which can help aggregating and relaying messages
from the IoT nodes to D. The network model is depicted in
Fig. 1. The nodes are located in two non-overlapping regions.
In the first region there are M1 nodes, which are within the
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service range of the aggregator R1. In the second region
there are M2 = M − M1 nodes within the service range
of the aggregator R2. Note that the transmissions in the first
region cannot be overheard by the nodes in the second region
and vice versa. This is a common assumption since there
is planning for the placement of the aggregators in order to
increase the coverage area without interfering with each other.
In the following, we will use the terms nodes, sensors, and
objects interchangeably.
The sensors intend to transmit packets to the destination
node D and they are assumed to be saturated, i.e., they always
have packets to transmit. In case the transmission from a
sensor to D fails, the aggregator can help relaying the message
to D and the aggregators do not generate their own traffic. We
consider using network-level cooperation at the aggregators
[11], [12], which means that the aggregators are cooperating
as relays in a decode-and-forward manner. The packets are
assumed to have equal length and the time is divided into
slots, which corresponds to the transmission time of a packet.
We assume that the sensors access the wireless channel
randomly without any coordination among them. We consider
a full multi-packet reception (MPR) channel model, which
allows the receivers to successfully receive more than one
packets when there are multiple transmissions in the same slot
[23]. As the result, the sink node D can receive information
simultaneously from the sensors and the aggregators. Note
that when all nodes are transmitting, we can have in total up
to M interfering devices at the sink. This assumption in the
literature [5], [10], [22].
We assume that different frequency bands are allocated to
the sensors and the aggregators, thus, there is no interference
between them. On the other hand, the transmission of a node
creates interference to the other nodes of the same kind, i.e.,
there is interference between the sensors, and between the
aggregators. The transmitting and receiving units of the ag-
gregators are operating in different channels/frequency bands
to avoid self-interference, which can be considered as out-
of-band full duplex mode [24]. The aggregators are equipped
with queues that store possible packets from the sensors that
failed to reach the destination. The queues are assumed to
have infinite capacity, thus there is no packet dropping.1 This
is a common assumption in the literature, in the IoT context
[22].
B. Physical Layer Model
At the beginning of a timeslot, sensor nodes that belong to
the coverage area of Ri, attempt to transmit with probability
ti, i = 1, 2. The aggregator Ri will attempt to transmit a
packet with probability αi if it has a non-empty queue. Note
that we assume that all the sensors in the same area transmit
with the same probability. Our analysis can be easily extended
to handle the general case where each node has different
transmit probabilities.
1In practice, the buffers have limited size, which is usually quite large. Our
analysis based on the infinite buffer size assumption can capture this scenario
with minor modifications. The arrival and service rates for the queues are
defined in Section III.
Base Station / 
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Fig. 1. The IoT network considered in this work. The nodes are assisted by
two aggregators that are equipped with queues, and they are operating in an
out-of-band full duplex mode.
The success probability between a sensor in the first cover-
age area and its aggregator is denoted by PR1i , when there are
i sensors from the same area transmitting in a timeslot. this
success probability is the probability that the received SINR
is greater than a threshold. The expression for this probability
is omitted due to space limitation, and it can be found in
[13]. Note that transmitting sensors from the other coverage
area do not create interference at the aggregator. However,
the concurrently transmitting sensors from both areas interfere
with each other at the destination D. Denote by P 1Di,j the
success probability to the sink from a sensor in coverage area
1 when there are i active transmitters from area 1 and j active
transmitters from area 2. Similarly we can define P 2Di,j .
A packet transmission from a sensor in the first area fails to
reach the destination with probability P¯ 1Di,j = 1−P 1Di,j , when
there are i active sensors in the first area and j active sensors
in the second area. In this case, that packet will be stored in the
queue of aggregator R1 with probability PR1i . Otherwise, with
probability P¯R1i , the aggregator fails to decode that packet and
it has to be re-transmitted by the sensor in a future time slot.
Recall that if there are stored packets in the queues of
the aggregator Ri, i = 1, 2, then Ri transmits a packet with
probability αi. If only one aggregator Ri is active, then the
packet will be successfully transmitted to D with probability
pDRi,{Ri}. If both aggregators transmit simultaneously, then
with probability pDRi/R1,R2 the packet from Ri is successfully
received by node D. If a transmitted packet from an aggregator
fails to reach the D, that packet remains in the queue and will
be retransmitted in a later time slot.
III. THROUGHPUT AND STABILITY ANALYSIS
In this section, we characterize the network throughput per-
formance and provide the stability conditions for the queues
at the aggregators.
A. Throughput Analysis
The throughput per node consists of the direct throughput
from each sensor to the destination and the throughput con-
tributed by the aggregator. Recall that the devices that are in
coverage from the first aggregator cannot cause interference at
the receiver of the second aggregator. Moreover, the devices
that are covered by the i-th aggregator, Ri, are transmitting
with probability ti, for i = 1, 2.
The direct throughput2 from a sensor in the first coverage
area to the sink is given by
T1,D =
M1∑
i=1
M2∑
j=0
(
M1
i− 1
)(
M2
j
)
ti1t
M1−i
1 t
j
2t
M2−j
2 P
1D
i,j . (1)
The contributed throughput from a sensor to the aggregator
in the first coverage area is given by
T1,R1 =
M1∑
i=1
M2∑
j=0
(
M1
i− 1
)(
M2
j
)
ti1t
M1−i
1 t
j
2t
M2−j
2 P
1D
i,j P
R1
i .
(2)
The total throughput seen by a sensor in the first coverage area
is T1 = T1,D+T1,R1 . Similarly, we can obtain the throughput
seen by a sensor located in the second coverage area which
is assisted by the second aggregator R2.
Then, we need to characterize the average arrival rates at the
aggregators, denoted by λ1 and λ2. Since we assume full MPR
capability at the receivers, the i-th aggregator can receive up
to Ni packets in a timeslot. We define lk,i as the probability
that k packets will arrive in a timeslot at the i-th aggregator.
The average arrival rate at the i-th aggregator is given by
λi =
Mi∑
k=1
klk,i, i = 1, 2. (3)
The probability lk,1 where 1 ≤ k ≤ N1 is given by
lk,1 =
M1∑
s=k
M2∑
m=0
(
M1
s
)(
s
k
)(
M2
m
)
ts1t
M1−s
1 t
m
2 t
M2−m
2 ×
×
(
P
1D
s,mP
R1
s
)k (
P 1Ds,m + P
1D
s,mP
R1
s
)s−k
.
(4)
Similarly we can obtain lk,2. The network-wide throughput
is T = M1T1 + M2T2. The previous expressions for the
throughput are valid when the queues at the aggregators are
stable.3
B. Stability Analysis at the Aggregators
The average service rate for the aggregator i is given by
µi = Pr(Nj 6= 0)
[
αiα¯jp
D
Ri,{Ri} + αiαjp
D
Ri/Ri,Rj
]
+
Pr(Nj = 0)αip
D
Ri,{Ri}, j = i mod2 + 1,
(5)
where Nj is the queue size at queue j. The notation for
the success probabilities used in (5) is the one introduced
in Section II. We can easily see from (5) that the service rate
of one queue depends on the status of the other queue. Thus,
2The direct throughput in this setup is equivalent to the throughput in the
network without aggregators.
3Here we will not consider the case that the queues are not stable, but in
order to obtain the throughput in this case one needs to replace the sum of
expressions Ti,Ri with the service rate of the aggregator. In this case the
network-wide throughput will be given by T =M1T1,D+M2T2,D+µ1+
µ2.
the queues are coupled. In order to bypass this difficulty we
deploy the stochastic dominance technique introduced in [25].
The proof is along the lines of [20], [26] and is omitted due
to space limitations. The stability conditions for the queues
at the aggregators are described by the region R = R1 ∪R2
where Ri is given by (6).
IV. PRELIMINARY ANALYSIS
Let Nk,n be the number of packets in the buffer of aggre-
gator Rk, k = 1, 2, at the beginning of the nth slot. Then,
Yn = (N1,n, N2,n) is a discrete time Markov chain with state
space E = {(i, j) : i, j = 0, 1, 2, ...}. The queues of both
aggregators evolve as follows:
Nk,n+1 = [Nk,n + Fk,n]
+, k = 1, 2, (7)
where Fk,n is the the difference of the number of packets that
enter the buffer of the kth aggregator at the beginning of slot
n (Fk,n equals 0 or ±1), and [x]+ := max(0, x).
Before proceeding with the analysis, we will slightly mod-
ify the notation for the success probabilities presented in
Section II in order to be more convenient for the delay
analysis. If two sensors transmit a packet simultaneously,
pDi,{1,2} represents the probability that the packet from sen-
sor i is successfully received by node D and the packet
from sensor j = imod2 + 1 failed to be received by D.
pD1,2,{1,2} represents the probability that the packets from
both nodes are successfully received by D. Then we have
p¯D{1,2} = 1 − pD1,2,{1,2} − pD1,{1,2} − pD2,{1,2},which denotes
the probability that both packets fail to be received by the
node D. If both aggregators transmit simultaneously, then with
probability pDRk,{R1,R2} the packet from Rk is successfully
received by node D, with probability pDR1,R2,{R1,R2} the
packets from both aggregators are successfully received by
D, while with probability p¯D{R1,R2} = 1 − pDR1,R2,{R1,R2} −
pDR1,{R1,R2}−pDR2,{R1,R2}, both of them failed to be received
by D.
Let H(x, y) be the generating function of the joint station-
ary queue process,
H(x, y) = limn→∞E(xN1,nyN2,n), |x| ≤ 1, |y| ≤ 1.
Then, by exploiting (7) we obtain after lengthy calculations
R(x, y)H(x, y) = A(x, y)H(x, 0)
+B(x, y)H(0, y) + C(x, y)H(0, 0),
(8)
where,
R(x, y) := 1− L(x, y)[1− α1α̂2(1− 1x )−α̂1α2(1− 1y )− α1α2pDR1,R2,{R1,R2}(1− 1xy )],
Ri =
{
(λ1, λ2) : λi ≤ αipDRi,{Ri} −
αiαj(p
D
Ri,{Ri} − pDRi/Ri,Rj )
αjα¯ipDRj ,{Rj} + αiαjp
D
Rj/Ri,Rj
λj , λj ≤ αjα¯ipDRj ,{Rj} + αiαjpDRj/Ri,Rj
}
, (6)
j = i mod2 + 1.
is the kernel of the functional equation (8) and
A(x, y) = L(x, y)[d1(1− 1x ) + α2α̂1(1− 1y )
+α1α2p
D
R1,R2,{R1,R2}(1− 1xy )],
B(x, y) = L(x, y)[d2(1− 1y ) + α1α̂2(1− 1x )
+a1a2p
D
R1,R2,{R1,R2}(1− 1xy )],
C(x, y) = L(x, y)[d1(
1
x − 1) + d2( 1y − 1)
+α1α2p
D
R1,R2,{R1,R2}(
1
xy − 1)],
L(x, y) = 1− (1− x)t1[t¯2p¯D1,{1}pR11,{1}
+t2(p¯
D
{1,2} + p
D
2,{1,2})p
R1
1,{1,2}]
+(1− y)t2[t¯1p¯D2,{2}pR22,{2}
+t1(p¯
D
{1,2} + p
D
1,{1,2})p
R2
1,{1,2}]
+(1− x)(1− y)t1t2p¯D{1,2}pR11,{1,2}pR22,{1,2},
α̂k = α¯kp
D
Rk,{Rk} + αkp
D
Rk,{R1,R2}, k = 1, 2,
d1 = α1(α̂2 − pDR1,{R1}),
d2 = α2(α̂1 − pDR2,{R2}).
Clearly, for every fixed y with |y| ≤ 1, H(x, y) it is regular
in x for |x| < 1, and continuous in x for |x| ≤ 1; similar
observation hold for the variable y.
Some interesting relations are directly obtained using (8).
In particular, by setting in (8) y = 1, dividing with x − 1,
and taking the limit x → 1, by using the L’Hospital rule,
and vice-versa we obtain the following conservation of flow
relations:
λ1 = α1α˜2[1−H(1, 0)−H(0, 1) +H(0, 0)]
+a1p
D
R1,{R1}[H(1, 0)−H(0, 0)],
λ2 = α2α˜1[1−H(1, 0)−H(0, 1) +H(0, 0)]
+α2p
D
R2,{R2}[H(0, 1)−H(0, 0)],
(9)
where, α˜k := α̂k + αkpDR1,R2,{R1,R2}, k = 1, 2,
λ1 := t1t¯2p¯
D
1,{1}p
R1
1,{1} + t1t2(p¯
D
1,2,{1,2} + p
D
2,{1,2})p
R1
1,{1,2},
λ2 := t2t¯1p¯
D
2,{2}p
R2
2,{2} + t1t2(p¯
D
1,2,{1,2} + p
D
1,{1,2})p
R2
2,{1,2}.
Note that the previous equations are the same with the
ones obtained in the previous section, but here we use the
more convenient notation for the delay analysis regarding the
success probabilities. In order to facilitate the presentation we
present the case of two nodes, but clearly the analysis holds
for the general case of N nodes, just by replacing the right
parts of λ1 and λ2.
Equations (9), equate the flow of jobs into an aggregator,
with the flow of jobs out of the aggregator. Looking care-
fully at (9) it is readily seen that the following analysis is
distinguished in two cases:
1) α1α˜2
α1pDR1,{R1}
+ α2α˜1
α2pDR2,{R2}
= 1. Then,
H(0, 0) = 1− λ1
α1pDR1,{R1}
− λ2
α2pDR2,{R2}
= 1− ρ.
2) α1α˜2
α1pDR1,{R1}
+ α2α˜1
α2pDR2,{R2}
6= 1. Then, (9) yields
H(1, 0) =
α1α˜2(λ2−α2pDR2,{R2})−d˜2(λ1+H(0,0)α1p
D
R1,{R1})
d˜1d˜2−α1α2α˜1α˜2 ,
H(0, 1) =
α2α˜1(λ1−α1pDR1,{R1})−d˜1(λ2+H(0,0)α2p
D
R2,{R2})
d˜1d˜2−α1α2α˜1α˜2 ,
where d˜1 = α1(α˜2 − pDR1,{R1}), d˜2 = aα2(α˜1 −
pDR2,{R2}).
A. Kernel analysis
The kernel R(x, y) plays a crucial role in the following
analysis and here we provide some important properties. For
convenience, assume in the following that pDR1,R2,{R1,R2} = 0.
It is readily seen that
R(x, y) = a(x)y2 + b(x)y + c(x) = â(y)x2 + b̂(y)x+ ĉ(y),
where, for L = t1t2p¯D{1,2}p
R1
1,{1,2}p
R2
2,{1,2},
â(y) = L(1− α1α̂2 − α2α̂1)y2 + y[λ1(a1α̂2 + α2α̂1 − 1)
+L(α1α̂2 + 2α2α̂1 − 1)]− α2α̂1(λ1 + L),
b̂(y) = y2[λ2(α1α̂2 + α2α̂1 − 1) + L(2α1α̂2 + α2α̂1 − 1)]
+y[λ1(1− 2α1α̂2 − α2α̂1) + λ2(1− 2α̂1α2 − α1α̂2)
+L(1− 2(α̂1α2 + α1α̂2)) + α1α̂2 + α2α̂1]
+α̂1α2(λ1 + λ2 + L− 1),
ĉ(y) = α1α̂2y[λ1 − 1 + (λ2 + L)(1− y)],
a(x) = L(1− α1α̂2 − α2α̂1)x2 + x[λ2(α1α̂2 + α2α̂1 − 1)
+L(2α1α̂2 + α2α̂1 − 1)]− α1α̂2(λ2 + L),
b(x) = x2[λ1(α1α̂2 + α2α̂1 − 1) + L(2α2α̂1 + α1α̂2 − 1)]
+x[λ1(1− 2α1α̂2 − α2α̂1) + λ2(1− 2α̂1α2 − α1α̂2)
+L(1− 2(α̂1α2 + α1α̂2)) + α1α̂2 + α2α̂1]
+α̂2α1(λ1 + λ2 + L− 1),
c(x) = α2α̂1x[λ2 − 1 + (λ1 + L)(1− x)].
The roots of R(x, y) = 0 are X±(y) =
−b̂(y)±
√
Dy(y)
2â(y) ,
Y±(x) =
−b(x)±
√
Dx(x)
2a(x) , where Dy(y) = b̂(y)
2 − 4â(y)ĉ(y),
Dx(x) = b(x)
2 − 4a(x)c(x).
Lemma IV.1. For |y| = 1, y 6= 1, R(x, y) = 0 has exactly
one root x = X0(y) such that |X0(y)| < 1. When λ1 < α1α̂2,
X0(1) = 1. Similarly, R(x, y) = 0 has exactly one root y =
Y0(x), such that |Y0(x)| ≤ 1, for |x| = 1.
Proof. See Appendix A.
The lemma below provides information about the location
of the branch points of the two-valued functions Y (x), X(y),
its proof is based on algebraic arguments, thus it is omitted.
Lemma IV.2. The algebraic function Y (x), defined by
R(x, Y (x)) = 0, has four real branch points 0 < x1 < x2 ≤
1 < x3 < x4. Moreover, Dx(x) < 0, x ∈ (x1, x2) ∪ (x3, x4)
and Dx(x) > 0, x ∈ (−∞, x1) ∪ (x2, x3) ∪ (x4,∞).
Similarly, X(y), is defined by R(X(y), y) = 0, it has four
real branch points 0 ≤ y1 < y2 ≤ 1 < y3 < y4,
and Dx(y) < 0, y ∈ (y1, y2) ∪ (y3, y4) and Dx(y) > 0,
y ∈ (−∞, y1) ∪ (y2, y3) ∪ (y4,∞).
Let C˜x = Cx − ([x1, x2] ∪ [x3, x4], C˜y = Cy − ([y1, y2] ∪
[y3, y4], where Cx, Cy the complex planes of x, y, respec-
tively. In C˜x (resp. C˜y), denote by Y0(x) (resp. X0(y)) the
root of R(x, Y (x)) = 0 (resp. R(X(y), y) = 0) with the
smallest modulus, and Y1(x) (resp. X1(y)) the other one.
Define the image contours, L = Y0[−−−→x1, x2←−−−], M = X0[
−−−→y1, y2←−−−],
where [−→u, v←−] stands for the contour traversed from u to v along
the upper edge of the slit [u, v] and then back to u along the
lower edge of the slit. In the following lemma we provide
exact characterization for the smooth and closed contours L,
M respectively:
Lemma IV.3. The algebraic function X(y), y ∈ [y1, y2] lies
on a closed contour M, which is symmetric with respect to
the real line and defined by
|x|2 = m(Re(x)), m(δ) = ĉ(ζ(δ))â(ζ(δ)) , |x|2 ≤ ĉ(y2)â(y2) ,
where, ζ(δ) = k2(δ)−
√
k22(δ)−4k3(δ)k1(δ)
2k1(δ)
, and
k1(δ) := a1â2(λ2 + 2L(1− δ))
−(λ2 + L(1− 2δ))(1− â1a2),
k2(δ) := 2δ[a1â2(λ1 + L) + â1a2(λ1 + 2L)
−λ1 − L] + λ1 + λ2 + L+ a1â2(1− 2λ1)
+â1a2(1− λ1 − 2(λ2 + L)),
k3(δ) := −[λ2(â1a2 + a1â2)
+â1a2(1 + (λ1 + L)(1 + 2δ))].
Moreover, β0 :=
√
ĉ(y2)
â(y2)
, β1 := −
√
ĉ(y1)
â(y1)
are the extreme
right and left points of M, respectively. Similarly, Y (x), x ∈
[x1, x2] lies on a closed contour L. Its exact representation
is derived as for M, and further details are omitted.
Proof. See Appendix B.
B. The boundary value problems
Here, we proceed with the derivation of the probability
generating function of the joint stationary queue length dis-
tribution at relays. The analysis is distinguished in two cases
according to the values of the parameters.
1) A Dirichlet boundary value problem: Let a1a˜2
a1pDR1,{R1}
+
a2a˜1
a2pDR2,{R2}
= 1. It can be easily seen that
A(x, y) = d1α1α̂2B(x, y)⇔ A(x, y) = α2α̂1d2 B(x, y).
Therefore, for y ∈ Dy = {y ∈ C : |y| ≤ 1, |X0(y)| ≤ 1},
α2α̂1H(X0(y), 0) + d2H(0, y) +
α2α̂1(1−ρ)C(X0(y),y)
A(X0(y),y)
= 0.
(10)
Both H(X0(y), 0), and H(0, y), where y ∈ Dy − [y1, y2], are
analytic functions. Using analytic continuation arguments we
consider (10) for x ∈M
α2α̂1H(x, 0) + d2H(0, Y0(x)) +
α2α̂1(1−ρ)C(x,Y0(x))
A(x,Y0(x))
= 0.
(11)
By noticing that H(0, Y0(x)) is real for x ∈M, i.e., Y0(x) ∈
[y1, y2], we have
Re(iH(x, 0)) = w(x), x ∈M, (12)
where w(x) := Re(−iC(x,Y0(x))A(x,Y0(x)) )(1 − ρ). Clearly, some
technical requirements are needed to be everything well
defined. In particular, we have to investigate the possible
poles of H(x, 0), x ∈ S := GM ∩ D¯cx, where GU be the
interior domain bounded by U , and Dx = {x : |x| < 1},
D¯x = {x : |x| ≤ 1}, D¯cx = {x : |x| > 1}. This is equivalent
with the investigation of the zeros of A(x, Y0(x)), x ∈ Sx.
Moreover, in order to solve (12) we first transform the problem
fromM to the unit circle; see Appendix C for details. Let the
conformal mapping, z = γ(x) : GM → GC , and its inverse
x = γ0(z) : GC → GM.
By applying the transformation, the problem is reduced to
the determination of function T˜ (z) = H(γ0(z), 0) regular for
z ∈ GC , continuous for z ∈ C ∪ GC such that, Re(iT˜ (z)) =
w(γ0(z)), z ∈ C. The solution of the Dirichlet problem with
boundary condition (12) is:
H(x, 0) = − 1−ρ2pi
∫
|t|=1 f(t)
t+γ(x)
t−γ(x)
dt
t + C, x ∈M, (13)
where f(t) = Re(−iC(γ0(t),Y0(γ0(t)))A(γ0(t),Y0(γ0(t))) ), C a constant to be
defined by setting x = 0 ∈ GM in (13) and using the fact
that H(0, 0) = 1 − ρ, γ(0) = 0 (In case H(x, 0) has a pole,
say x¯, we still have a Dirichlet problem for the function (x−
x¯)H(x, 0)). Setting t = eiφ, γ0(eiφ) = ρ(ψ(φ))eiψ(φ), we
obtain after some algebra,
f(eiφ) = d1α2 sin(ψ(φ))(1−Y0(γ0(e
iφ))−1)
ρ(ψ(φ))k(φ) ,
which is an odd function of φ, and
k(φ) = [α2α̂1(1− Y −10 (γ0(eiφ))) + d1(1− cos(ψ(φ))ρ(ψ(φ)) )]2
+(d1
sin(ψ(φ))
ρ(ψ(φ)) )
2.
Thus, C = 1− ρ. Substituting in (13) we obtain after simple
calculations an integral representation of H(x, 0) on a real
interval for x ∈ GM, i.e.,
H(x, 0) = (1− ρ){1 + 2γ(x)ipi
∫ pi
0
f(eiφ) sin(φ)dφ
1−2γ(x) cos(φ)−γ(x)2 }.
(14)
Similarly, we can determine H(0, y) by solving another
Dirichlet boundary value problem on the closed contour
L. Then, using the fundamental functional equation (8) we
uniquely obtain H(x, y).
2) A homogeneous Riemann-Hilbert boundary value prob-
lem: In case a1a˜2
a∗1p
D∗
R1,{R1}
+ a2a˜1
a∗2p
D∗
R2,{R2}
6= 1, consider the
following transformation:
G(x) := H(x, 0) +
α1p
D
R1,{R1}d2H(0,0)
d1d2−α1α̂2α2α̂1 ,
L(y) := H(0, y) +
α2p
D
R2,{R2}d1H(0,0)
d1d2−α1α̂2α2α̂1 .
Then, for y ∈ Dy ,
A(X0(y), y)G(X0(y)) = −B(X0(y), y)L(y). (15)
Using similar arguments as in previous subsection, we have
for x ∈M
A(x, Y0(x))G(x) = −B(x, Y0(x))L(Y0(x)). (16)
Clearly, G(x) is holomorphic in Dx, continuous in D¯x, but
it might have poles in Sx, based on the values of the system
parameters. These poles, if exist, coincide with the zeros of
A(x, Y0(x)) in Sx. For y ∈ [y1, y2], let X0(y) = x ∈ M
and realize that Y0(X0(y)) = y so that y = Y0(x). Taking
into account the possible poles of G(x), and noticing that
L(Y0(x)) is real for x ∈M, since Y0(x) ∈ [y1, y2], we have
Re[iU(x)G˜(x)] = 0, x ∈M,
U(x) = A(x,Y0(x))(x−x¯)rB(x,Y0(x)) , G˜(x) = (x− x¯)rG(x),
(17)
where r = 0, 1, whether x¯ is zero or not of A(x, Y0(x))
in Sx. Thus, G˜(x) is regular for x ∈ GM, continuous for
x ∈M∪GM, and U(x) is a non-vanishing function on M.
By conformally transform the problem (17) from M to the
unit circle, using z = γ(x) : GM → GC , and its inverse given
by x = γ0(z) : GC → GM, the problem in (17) is reduced to
the following: find a function F (z) := G˜(γ0(z)), regular in
GC , continuous in GC ∪ C such that, Re[iU(γ0(z))F (z)] =
0, z ∈ C.
We now need additional information in order to derive a
solution for the above problem, i.e., we must determine the
index χ = −1pi [arg{U(x)}]x∈M, where [arg{U(x)}]x∈M,
denotes the variation of the argument of the function U(x)
as x moves along the closed contour M in the positive
direction, provided that U(x) 6= 0, x ∈ M. Following the
methodology in [27], the value of the index is closely related
to the stability conditions. The following lemma provides the
necessary information.
Lemma IV.4. 1) If λ2 < α2α̂1, then χ = 0 is equivalent
to
dA(x,Y0(x))
dx |x=1 < 0⇔ λ1 < α1pDR1,{R1} + d1λ2α2α̂1 ,
dB(X0(y),y)
dy |y=1 < 0⇔ λ2 < α2pDR2,{R2} + d2λ1α1α̂2 .
2) If λ2 ≥ α2α̂1, χ = 0 is equivalent to
dB(X0(y),y)
dy |y=1 < 0⇔ λ2 < α2pDR2,{R2} + d2λ1α1α̂2 .
Thus, under stability conditions the problem defined in (17)
has a unique solution for x ∈ GM given by,
H(x, 0) = K(x− x¯)−r exp[ 12ipi
∫
|t|=1
log{J(t)}
t−γ(x) dt]
−α1p
D
R1,{R1}d2H(0,0)
d1d2−α1α̂2α2α̂1 ,
(18)
where K is a constant and J(t) = U1(t)U1(t) , U1(t) = U(γ0(t)),|t| = 1. Setting x = 0 in (18) we derive a relation between
K and H(0, 0). Then, for x = 1 ∈ GM, and using the first in
(9) we can obtain K and H(0, 0). Substituting back in (18)
we obtain for x ∈ GM,
H(x, 0) =
λ1d2+α1α̂2(t¯1 t¯2α2p
D
R2,{R2}−λ2)
(x¯−1)r t¯1 t¯2(α1α̂2α2α̂1−d1d2)(
(x¯− x)r exp[γ(x)−γ(1)2ipi
∫
|t|=1
log{J(t)}
(t−γ(x))(t−γ(1))dt]
+
α1p
D
R1,{R1}d2x¯
r
α1α̂2α2pDR2,{R2}
exp[−γ(1)2ipi
∫
|t|=1
log{J(t)}
t(t−γ(1))dt]
)
.
(19)
The other unknown function H(0, y) is determined similarly,
by solving another Riemann-Hilbert boundary value problem
on the closed contour L. Then, using the fundamental func-
tional equation (8) we uniquely obtain H(x, y).
Having obtained the H(x, y) several performance metrics
can be obtained. In particular, using Little’s law, the expected
delay at each aggregator equals
D1 =
λ1+d1H1(1,0)
λ1a1â2
, D2 =
λ2+d2H2(0,1)
λ2a2â1
,
where H1(1, 0) := ddxH(x, 0)|x=1, and H2(0, 1) :=
d
dyH(0, y)|y=1.
V. EXPLICIT BOUNDS FOR THE MEAN DELAY IN THE
SYMMETRICAL SYSTEM
In the following we consider the symmetrical model and
obtain explicit bounds for the average delay. In particular, for
k = 1, 2 let αk = α, tk = t, pRkk,{k} = s
R
1 , p
D
k,{k} = s
D
1 ,
pRkk,{1,2} = s
R
2 , p
D
k,{1,2} = s
D
2 , p
D
1,2,{1,2} = s
D
0 , p
D
Rk,{Rk} =
rD1 , p
D
Rk,{R1,R2} = r
D
2 , p
D
R1,R2,{R1,R2} = r
D
0 , and as a result
dk = d := α
2(rD2 − rD1 ). Note that due to the symmetry,
H(0, 1) = H(1, 0). Using the fact that H(1, 1) = 1, and
setting in (8) y = 1, dividing with x− 1, and taking the limit
x→ 1, by using the L’Hospital rule,
α[α̂+ αrD0 ]− λ = (d+ αα̂+ 2α2rD0 )H(1, 0)
−(d+ α2rD0 )H(0, 0), (20)
where now due to the symmetry λk = λ, k = 1, 2, α̂ =
α¯rD1 + αr
D
2 , and
λ = t2sR2 (s¯
D
0 + s
D
2 ) + tt¯s¯
D
1 s
R
1 .
Note that α[α̂+ αrD0 ] > λ due to the stability condition.
Denote by H1(x, y), H2(x, y) the derivatives of H(x, y)
with respect to x, y. Due to the symmetry, H1(1, 1) =
H2(1, 1), H1(1, 0) = H2(0, 1). Denote by Mk = H1(1, 1),
k = 1, 2. Differentiating (8) with respect to x, setting
(x, y) = (1, 1), and using (20) we obtain
M1 =
λλ¯+(d+α2rD0 )H1(1,0)
α[α̂+αrD0 ]−λ
, (21)
where λ¯ = 1− λ. Now set x = y in (8) we obtain
2(α[α̂+ αrD0 ]− λ) ddxH(x, x)|x=1 =
2(1 + 2λ)(α[α̂+ αrD0 ]− λ) + α2rD0 P (N1 > 0, N2 > 0)
+2H1(1, 0)(d+ αα̂+ 2α
2rD0 )− 2α(α̂+ αrD0 )
+t2s¯D0 (s
R
2 )
2 + 4λ(1− αα̂− α2rD0 ).
(22)
Using (21), (22), and realizing that due to the symmetry
d
dxH(x, x)|x=1 = 2M1, we obtain
M1 = M2 =
λλ¯(d+αâ+2α2rD0 )
2α(α[α̂+αrD0 ]−λ)
,
− (d+α2rD0 )[2λ(1+2λ¯)+t2s¯D0 (sR2 )2+α2rD0 P (N1>0,N2>0)]
2α(α[α̂+αrD0 ]−λ)
.
(23)
Using Little’s law, the average delay at each aggregator is
D1 = D2 := S − φ, (24)
where
S =
λλ¯(d+αâ+2α2rD0 )−(d+α2rD0 )[2λ(1+2λ¯)+t2s¯D0 (sR2 )2]
2λα(α[α̂+αrD0 ]−λ)
,
φ =
(d+α2rD0 )α
2rD0 P (N1>0,N2>0)
2λα(α[α̂+αrD0 ]−λ)
.
Note that in case the destination can successfully receive
at most one packet from the aggregators even if both of them
transmit, i.e., rD0 = 0, the exact average queueing delay in a
node is given by (24) for φ = 0. Moreover, if rD0 = r
D
2 =
0, then (24) provides also the exact average delay for the
case of a collision channel. For the case of the general MPR
model where rD0 6= 0, we can easily obtain bounds for the
average delay at aggregators based on the sign of φ. Since
P (N1 > 0, N2 > 0) > 0, the sign of φ coincides with the
sign of d+ α2rD0 . To proceed, we distinguish the analysis in
the following two cases:
1) If d + α2rD0 < 0, then 0 ≤ φ ≤ − α
2rD0 (d+α
2rD0 )
2λα(α[α̂+αrD0 ]−λ)
.
Thus, the upper and lower delay bound, say Dlow1 , D
up
1
respectively are,
Dlow1 = S, D
up
1 = D
low
1 − α
2rD0 (d+α
2rD0 )
2λα(α[α̂+αrD0 ]−λ)
.
2) If d+ α2rD0 > 0, then − α
2rD0 (d+α
2rD0 )
2λα(α[α̂+αrD0 ]−λ)
≤ φ ≤ 0. In
such a case,
Dup1 = S, D
low
1 = D
up
1 − α
2rD0 (d+α
2rD0 )
2λα(α[α̂+αrD0 ]−λ)
.
VI. NUMERICAL RESULTS
In this section, we provide numerical results to evaluate
the presented theoretical performance analysis. For exposition
convenience, we consider the case where all sensors have the
same link characteristics and transmission probabilities.
We consider the following network setup, the distance
between the sensors and the sink is 130m, the distance
between the sensors and the aggregator is 60m, and the
distance between the aggregators and the destination is 80m.
The path loss exponent is assumed 4, and the transmission
power for each sensor is 1mW and for each aggregator is
10mW . We assume Rayleigh block fading channel model.
Two values for the SINR threshold are considered in this
section, 0.5 and 1.2. In addition, regarding the transmission
probabilities of the sensors we consider the values t = 0.1
and t = 0.2.
A. Stability Region
Here we present the closure of the stability region for the
queues at the aggregators for all the possible random access
probabilities. We consider two cases for the SINR threshold,
the case where SINR = 0.5, which is depicted in Fig. 2(a).
We observe that this region is a convex set, thus, the system
performs better than time sharing schemes and this is an
indication of strong MPR capabilities at the destination. The
stability region for SINR = 1.2 is depicted in Fig. 2(b). In
this case, a time sharing scheme has higher performance since
the destination has weak MPR capabilities.
B. Network Throughput
The throughput per device and the aggregate throughput
versus the number of devices covered by an aggregator is
depicted in Fig. 3(a) and Fig. 3(b) respectively. We consider
two cases for the transmission probabilities of the sensors,
t = 0.2 and t = 0.1. We also plot the throughput of the IoT
network without the presence of the aggregators.
(a) SINR = 0.5
(b) SINR = 1.2
Fig. 2. The stability region for the queues at the aggregators.
When SINR = 1.2 and t = 0.2 we observe that the
system of the queues is unstable when the number of sensors
is between 4 and 18. In this case, as described in Section III,
the aggregate throughput is given by the direct throughput plus
the service rate of the aggregator. Note that above 19 sensors
the system is stable again, the reason behind this phenomenon
is that, the aggregators receive more packets than they can
support, but after 19 sensors the interference does not allow
for a lot of concurrent successful transmissions. The presence
of the aggregators that deploy network-level cooperation
provides significant gains in the throughput performance of
the network. These results provide useful guidelines on the
number of sensors that can be supported by an aggregator in
order to achieve a required network performance.
C. Delay Performance
In Fig. 4, the lower and the upper bounds for the average
delay per packet versus the arrival rate at the aggregator
are depicted for the two cases of SINR threshold, 0.5 and
1.2 respectively. The values of arrival rates are obtained by
the stability conditions and we can connect the value of
arrival rate with the number of users and their transmission
probability through the expression (3). From that figure, we
observe that the average delay for SINR = 0.5 is lower than
SINR = 1.2. It is also important to notice that the upper
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Fig. 3. Throughput performance of the IoT network for various setups.
and the lower bounds are very close, as an indication that the
obtained bounds are tight.
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Fig. 4. Delay performance.
VII. SUMMARY AND FUTURE DIRECTIONS
In this work, we considered a random access IoT wireless
network assisted by two aggregators providing support for
data collection by applying network level cooperation. We
characterized the throughput performance of the IoT network
and obtained the stability conditions for the queues at the ag-
gregators, which guarantee finite queueing delay. Furthermore,
by applying the theory of boundary value problems we pro-
vided a detailed analysis for the delay. Our analytical results
provide useful design guidelines for deploying aggregators in
random access wireless IoT networks.
The suggested framework in this work can be extended to
capture the case of cognitive aggregators that are adapting
to the incoming traffic from the sensors and also the channel
conditions. In addition, it will be of further interest to consider
delay-aware operation protocols for the IoT network and using
successive interference cancellation to mitigate interference
among the aggregators at the destination. Experimental eval-
uation of the proposed scheme is also an interesting future
research direction.
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APPENDIX A
PROOF OF LEMMA IV.1
It is readily seen that R(x, y) = xy−Ψ(x,y)xy , where
Ψ(x, y) = L(x, y)[xy+y(1−x)α1α̂2 +x(1−y)α2α̂1], where
for |x| ≤ 1, |y| ≤ 1, Ψ(x, y) is a generating function of a
proper probability distribution. Now, for |y| = 1, y 6= 1 and
|x| = 1 it is clear that |Ψ(x, y)| < 1 = |xy|. Thus, a direct
application of Rouche´’s theorem states that, xy−Ψ(x, y) has
exactly one zero inside the unit circle. Therefore, R(x, y) = 0
has exactly one root x = X0(y), such that |x| < 1. For y = 1,
R(x, 1) = 0 implies
(1− x)
(
λ1 + λ1
α1α̂2(1−x)
x − α1α̂2x
)
= 0.
Therefore, for y = 1, and since λ1 < α1α̂2, the only root of
R(x, 1) = 0 for |x| ≤ 1, is x = 1. 
APPENDIX B
PROOF OF LEMMA IV.3
For y ∈ [y1, y2], Dy(y) is negative, so X0(y), X1(y) are
complex conjugates. Therefore, |X(y)|2 = ĉ(y)â(y) = g(y).
Clearly, g(y) is an increasing function for y ∈ [0, 1] and
thus, |X(y)|2 ≤ g(y2) = β0. Using simple algebraic con-
siderations we can prove that, X0(y1) := β1 = −g(y1) is the
extreme left point of M. Finally, ζ(δ) is derived by solving
Re(X(y)) = −b̂(y)/2â(y) for y with δ = Re(X(y)), and
taking the solution such that y ∈ [0, 1]. 
APPENDIX C
CONSTRUCTION OF THE CONFORMAL MAPPINGS
Our goal in order to to obtain expressions for the basic
performance metrics is to construct the mapping γ0(z). To
proceed, we need a representation ofM in polar coordinates,
i.e., M = {x : x = ρ(φ) exp(iφ), φ ∈ [0, 2pi]}.
In the following, we summarize the basic steps: Since 0 ∈
GM, for each x ∈ M, a relation between its absolute value
and its real part is given by |x|2 = m(Re(x)) (see Lemma
IV.3). Given the angle φ of some point on M, the real part
of this point, say δ(φ), is the zero of δ− cos(φ)√m(δ), φ ∈
[0, 2pi]. SinceM is a smooth, egg-shaped contour, the solution
is unique. Clearly, ρ(φ) = δ(φ)cos(φ) , and the parametrization ofM in polar coordinates is fully specified.
Then, the mapping from z ∈ GC to x ∈ GM, where z = eiφ
and x = ρ(ψ(φ))eiψ(φ), satisfying γ0(0) = 0, γ0(z) = γ0(z¯)
is uniquely determined by (see [28], Section I.4.4),
γ0(z) = z exp[
1
2pi
∫ 2pi
0
log{ρ(ψ(ω))} eiω+zeiω−zdω], |z| < 1,
ψ(φ) = φ− ∫ 2pi
0
log{ρ(ψ(ω))} cot(ω−φ2 )dω, 0 ≤ φ ≤ 2pi,
(25)
i.e., ψ(.) is uniquely determined as the solution of a
Theodorsen integral equation with ψ(φ) = 2pi − ψ(2pi − φ).
This integral equation has to be solved numerically by an iter-
ative procedure. For the numerical evaluation of the integrals
we split the interval [0, 2pi] into M parts of length 2pi/M ,
by taking M points φk = 2kpiM , k = 0, 1, ...,M − 1. For the
M points given by their angles {φ0, ..., φM−1} we should
solve the second in (25) to obtain the corresponding points
{ψ(φ0), ..., ψ(φM−1)}, iteratively from,
ψ0(φk) = φk,
ψn+1(φk) = φk − 12pi
∫ 2pi
0
log
{
δ(ψn(ω))
cos(ψn(ω))
}
cot[ω−φk2 ]dω,
(26)
where limn→∞ ψn+1(φ) = ψ(φ), and δ(ψn(ω)) is deter-
mined by, δ(ψn(ω)) = cos(ψn(ω))
√
m(δ(ψn(ω))), using
the Newton-Raphson root finding method. For each step, the
integral in (26) is numerically determined by again using
the trapezium rule with M parts of equal length 2pi/M . For
the iteration, we have used the following stopping criterion
maxk∈{0,1,...,M−1} |ψn+1(φk)− ψn(φk)| < 10−6
After obtaining ψ(φ) numerically, the values of the confor-
mal mapping γ0(z), |z| ≤ 1, can be calculated by applying the
Plemelj-Sokhotski formula to the first in (25) for 0 ≤ φ ≤ 2pi,
γ0(e
iφ) = e
iψ(φ)δ(ψ(φ))
cos(ψ(φ)) = δ(ψ(φ))[1 + i tan(ψ(φ))].
We can find γ(1), γ′(1) by applying the Newton’s method
and solving γ0(z0) = 1, in [0, 1], i.e., z0 is the zero in [0, 1]
of γ0(z) = 1. Then, γ(1) = z0. Moreover, using the first in
(25)
γ′(1) = (γ′0(z0))
−1
= { 1γ(1) + 12pii
∫ 2pi
0
log{ρ(ψ(ω))}2eiω
(eiω−γ(1))2 dω}−1,
(27)
which can be obtained numerically by using the trapezoidal
rule for the integral on the right-hand side of (27).
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