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Abstract
We consider the 1d Schro¨dinger operator with random decaying po-
tential and compute the 2nd term asymptotics of the density of states,
which shows substantial differences between the cases α > 1
2
, α < 1
2
and
α = 1
2
.
1 Introduction
1d Schro¨dinger operators with random decaying potentials have rich spectral
structures depending the decay rate of the potential, so that there are many
studies on this topic (e.g, [2] and references therein). In this paper we consider
the following operator :
H := − d
2
dt2
+ a(t)F (Xt) on L
2(R)
where a ∈ C∞(R), a(−t) = a(t), t > 0, a is non-decreasing for t > 0, and
a(t) = t−α(1 + o(1)), t→∞, α > 0. F ∈ C∞(M) on a torus M such that
〈F 〉 :=
∫
M
F (x)dx = 0,
and (Xt)t∈R is a Brownian motion on M with generator L. The spectrum of H
on [0,∞) is a.c. for α > 12 , pure point for α < 12 , and for α = 12 , pure point on
[0, Ec] and s.c. on [Ec,∞) for some Ec ≥ 0 [5]. For the level statistics problem,
the point process ξL, whose atoms are composed of the rescaled eigenvalues of
the finite volume restriction of H, converges to clock process (α > 12 ), Sineβ-
process (α = 12 ), and Poisson process (α <
1
2 ) [3, 6, 4]. Let Hn := H|[0,n] be the
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restriction of H on L2[0, n] with Dirichlet boundary condition. Pick 0 < κ1 < κ2
arbitrary and set
Nn(κ1, κ2) := ]{ eigenvalues of Hn in (κ21, κ22)}.
Since the integrated density of states N of H is equal to N(E)(:=
limn→∞ 1n ]{ eigenvalues of Hn ≤ E}) = pi−1
√
E as far as α > 0, we have
Nn(κ1, κ2) =
n
pi
(κ2 − κ1) (1 + o(1)), n→∞.
(1.1)
The purpose of this paper is to study the 2nd term asymptotics of this equation.
This problem is often studied in the context of random matrix theory (e.g.,
[1]). In what follows, we state the result which is divided into the following
three cases : α > 12 , α =
1
2 , and α <
1
2 .
(1) Super-critical decay (α > 12) : We need to consider suitable subse-
quences as we did in the study of level statistics :
Assumption A
A subsequence {nk}∞k=1 satisfies limk→∞ nk =∞ and as k →∞,
{κjnk}pi = γj + o(1),
for some γj ∈ [0, pi), j = 1, 2. Here we set {x}pi := x− bxcpi · pi, bxcpi := bx/pic.
We further need to introduce a new quantity. Let θt(κ) be the Pru¨fer angle
defined in Section 2. Set θt(κ) = κt + θ˜t(κ). Then for a.s., the t → ∞ limit of
θ˜t(κ) exists for any κ [5]. Let θ˜∞(κ) := limt→∞ θ˜t(κ).
Theorem 1.1 (α > 12) Suppose Assumption A. Then for a.s.,
Nnk(κ1, κ2)− (bnkκ2cpi − bnkκ1cpi) =
⌊
γ2 + θ˜∞(κ2)
⌋
pi
−
⌊
γ1 + θ˜∞(κ1)
⌋
pi
for sufficiently large k.
(2) Critical decay (α = 12) :
Theorem 1.2 (α = 12)
Let {G(κ)}κ>0, G be mutually independent Gaussian field and a Gaussian such
that
Cov (G(κ), G(κ′)) =
1
2
δκ,κ′〈[gκ, gκ]〉, κ, κ′ > 0,
2
Cov (G,G) = 〈[g, g]〉,
gκ = (L+ 2iκ)
−1F, g := L−1(F − 〈F 〉),
[f, g] := ∇f · ∇g.
Then as n→∞{
Nn(κ1, κ2)− n
pi
(κ2 − κ1)−Re
(
C1(κ2)
2piκ2
− C1(κ1)
2piκ1
)∫ n
0
a(s)2ds
}
1√
log n
d→ 1
2piκ2
G(κ2)− 1
2piκ1
G(κ1)−
(
1
2piκ2
− 1
2piκ1
)
G
in the sense of weak convergence as the processes on (κ1, κ2) ∈ (0,∞)2 where
C1(κ) := − i2κ 〈Fgκ〉 is a deterministic constant.
Remark 1.1 [1] studied this problem for CMV matrices, but they do not need
to subtract the constant term due to the rotational invariance.
(3) Subcritical-decay (α < 12)
Theorem 1.3 (α < 12)
Set D := min{d ∈ N | 12α < d + 1}. Let {Gt(κ)}t∈[0,1], κ>0, {Gt}t∈[0,1] be the
mutually independent Gaussian fields such that
Cov (Gt(κ), Gs(κ
′)) =
1
2
δκ,κ′
〈[gκ, gκ]〉
1− 2α (t ∧ s)
1−2α
Cov (Gt, Gs) =
〈[g, g]〉
1− 2α (t ∧ s)
1−2α.
Then as n→∞{
Nnt(κ1, κ2)− nt
pi
(κ2 − κ1)−
D∑
j=1
Re
(
Cj(κ2)
2piκ2
− Cj(κ1)
2piκ1
)∫ nt
0
a(s)j+1ds
}
1
n
1
2−α
d→ 1
2piκ2
Gt(κ2)− 1
2piκ1
Gt(κ1)−
(
1
2piκ2
− 1
2piκ1
)
Gt
in the sense of weak convergence as the processes for (κ1, κ2, t) ∈ (0,∞)2 ×
[0,∞), where Cj(κ), j = 1, 2, · · · , D are deterministic constants given in (2.6).
Remark 1.2 For fixed κ1, κ2, RHS is equal to the superposition of Brownian
motions in distribution.
1
2piκ2
Gt(κ2)− 1
2piκ1
Gt(κ1)−
(
1
2piκ2
− 1
2piκ1
)
G0,t
d
=
1
2piκ2
√
1
2
〈[gκ, gκ]〉
1− 2α B
(2)
t1−2α −
1
2piκ1
√
1
2
〈[gκ, gκ]〉
1− 2α B
(1)
t1−2α
−
(
1
2piκ2
− 1
2piκ1
)√ 〈[g, g]〉
1− 2αB
(0)
t1−2α .
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Remark 1.3 If a(s) satisfies a(s) = s−α, s ≥ R for some R > 0, we have the
following asymptotic expansion.
Nnt(κ1, κ2) ∼ nt
pi
(κ2 − κ1) + C2(nt)1−2α + C3(nt)1−3α
+ · · ·+ CD(nt)1−(D+1)α + n 12−α(Gaussian).
Remark 1.4 Theorems 1.1, 1.2, 1.3 roughly imply that the 2nd term in (1.1)
is (1) bounded for α > 12 , (2) O(log n) for α =
1
2 , and (3) O(n
1−2α) for α < 12 .
That the 2nd term grows bigger as α becomes smaller reflects the fact that the
IDS becomes totally different for α = 0.
Remark 1.5 We can study the case where a(s) decays slower than s−α for any
α > 0. For instance, if a(s) = (log s+ 1)−δ (δ > 0), then
Nn(κ1, κ2) =
n
pi
(κ2 − κ1) +N1(κ1, κ2) +N2(κ1, κ2), n→∞
where N1 has the following asymptotic expansion
N1(κ1, κ2)−
k∑
j=2
Ckn(log n)
−kδ = O
(
n(log n)−(k+1)δ
)
with Cj being deterministic constants. N2 is a martingale converging to a Gaus-
sian field :
N2(κ1, κ2)
n1/2(log n)−δ
d→ G(κ1, κ2).
Remark 1.6 A natural and reasonable extension of the problem discussed in
this paper is to consider
Nn(f) =
∑
k
f
(√
Ek(n)
)
where f is a sufficiently smooth function compactly supported on (0,∞), and
{Ek(n)}k are the positive eigenvalues of Hn arranged in the increasing order.
We can show that
Nn(f) =
∑
j
∫ ∞
0
f ′(κ)gj(κ)dκ
∫ n
0
a(s)jds+Bn(f) +Mn(f)
where gj(κ) are bounded functions, Bn(f) is a bounded process, and Mn(f) is
a martingale. However, we are unable to derive the growth order of 〈Mn(f)〉 as
n→∞ the study of which is postponed to the future work.
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Decaying coupling constant model (DC model) : Let us consider the
following Hamiltonian :
H ′n := −
d2
dt2
+ λnF (Xt) on L
2[0, n], λn := n
−α, α > 0
with Dirichlet boundary condition. Because in 1d, the localization length of
H = −4 + λV is typically O(λ− 12 ), the property of H ′n would also change
at α = 12 . In fact, as for the level statistics problem, ξL converges to the
(deterministic) clock process for α > 12 , Schτ -process for α =
1
2 , and Poisson
process for α < 12 [6, 4]. We can apply the discussion in this paper also to H
′
n
and obtain the 2nd term asymptotics of Nn(κ1, κ2) under the same notation as
in Theorems 1.1, 1.2, 1.3. Here the major difference from the decaying potential
model H is that the 2nd term is bounded also for the critical case.
Theorem 1.4 (α > 12) Suppose Assumption A with γj 6= 0, j = 1, 2. Then for
a.s.,
Nnk(κ1, κ2)− (bnkκ2cpi − bnkκ1cpi) = 0
for sufficiently large k.
Theorem 1.5 (α = 12) Suppose Assumption A. We then have
Nnk(κ1, κ2)− (bnkκ2cpi − bnkκ1cpi) d→
⌊
γ2 + θ˜∞(κ2)
⌋
pi
−
⌊
γ1 + θ˜∞(κ1)
⌋
pi
as k →∞.
Theorem 1.6 (α < 12) Set D := min{d ∈ N | 12α < d + 1}. Let
{Gt(κ)}t∈[0,1],κ>0, {Gt}t∈[0,1] be the mutually independent Gaussians such that
Cov (Gt(κ), Gs(κ
′)) =
1
2
δκ,κ′〈[gκ, gκ]〉(t ∧ s)1−2α
Cov (Gt, Gs) = 〈[g, g]〉(t ∧ s)1−2α.
We then have{
Nnt(κ1, κ2)− nt
pi
(κ2 − κ1)−
D∑
j=1
Re
(
Cj(κ2)
2piκ2
− Cj(κ1)
2piκ1
)
(nt)1−(j+1)α
}
1
n
1
2−α
d→ 1
2piκ2
Gt(κ2)− 1
2piκ1
Gt(κ1)−
(
1
2piκ2
− 1
2piκ1
)
Gt.
The main ingredient of the proof is to express Nnt(κ1, κ2) in terms of the Pru¨fer
angles θt(κ), as is done in [1]. Then we study the behavior of θt(κ) by the
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martingale analysis developed in [5]. The plan of this paper is as follows. In
Section 2, we introduce the Pru¨fer variable and compute the basic integrals
which frequently appears in this paper. In Sections 3,4,5, we prove Theorems
1.1, 1.2 and 1.3 respectively.
2 Preliminaries
2.1 Pru¨fer coordinate
For κ > 0 let xt(κ) be the solution to the Schro¨dinger equation Hxt = κ
2xt,
x0(κ) = 0 which we represent in terms of the Pru¨fer coordinate :(
xt(κ)
x′t(κ)/κ
)
=
(
rt sin θt(κ)
rt cos θt(κ)
)
, θ0(κ) = 0.
Let θt(κ) = κt+ θ˜t(κ). By Sturm’s oscillation theorem,
Nnt(κ1, κ2)− 1
pi
nt(κ2 − κ1) = 1
pi
(
θ˜nt(κ2)− θ˜nt(κ1)
)
± 1
(2.1)
so that it suffices to study the behavior of θ˜t(κ). Noting that θ˜t(κ) satisfies the
following integral equation,
θ˜t(κ) =
1
2κ
Re
∫ t
0
(
e2iθs(κ) − 1
)
a(s)F (Xs)ds,
we set
J
(n)
t (κ) :=
∫ nt
0
a(s)e2iθs(κ)F (Xs)ds
J
(n)
0,t :=
∫ nt
0
a(s)F (Xs)ds.
We can then decompose
θ˜nt(κ2)− θ˜nt(κ1) = A+B + C
(2.2)
A =
1
2κ2
Re J
(n)
t (κ2), B = −
1
2κ1
Re J
(n)
t (κ1),
C = −
(
1
2κ2
− 1
2κ1
)
Re J
(n)
0,t .
We shall study the behavior of J
(n)
t , J
(n)
0,t , as n→∞.
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2.2 Basic Calculus on Integrals
For H ∈ C∞(M), set
K
(n)
m,β,κ,t(H) :=
∫ nt
0
a(s)meiβθs(κ)H(Xs)ds, m ∈ N, β ∈ R.
Lemma 2.1 If β 6= 0,
K
(n)
m,β,κ,t(H) = K
(n)
m+1,β+2,κ,t
(
T+β,κ(H)
)
+K
(n)
m+1,β−2,κ,t
(
T−β,κ(H)
)
+K
(n)
m+1,β,κ,t
(
T 0β,κ(H)
)
+ L
(n)
m,β,κ,t +M
(n)
m,β,κ,t.
(2.3)
where T ]β, ] = ±, 0 are the operators acting on C∞(M) defined by
(T+β,κH)(x) = −
iβ
2κ
· 1
2
· F (x) · (RβκH) (x)
(T−β,κH)(x) = −
iβ
2κ
· 1
2
· F (x) · (RβκH) (x)
(T 0β,κH)(x) =
iβ
2κ
· F (x) · (RβκH) (x)
RκH := (L+ iκ)
−1H.
L
(n)
m,β,κ,t is bounded and M
(n)
m,β,κ,t is a martingale such that
L
(n)
m,β,κ,t =
[
a(s)meiβθs(κ)Rβκ(H)(Xs)ds
]nt
0
−
∫ nt
0
(a(s)m)′eiβθs(κ)Rβκ(H)(Xs)ds
M
(n)
m,β,κ,t = −
∫ nt
0
a(s)meiβθs(κ)(∇RβκH)(Xs)dXs
〈M (n)m,β,κ,t,M (n)m,β,κ,t〉, 〈M (n)m,β,κ,t,M (n)m,β,κ,t〉 = O
(∫ nt
0
a(s)2mds
)
, n→∞.
Remark 2.1 It is not necessary to distinguish T+β,κ from T
−
β,κ. We put the
plus minus symbol ± only to facilitate the computation of some combinatorial
quantities in the proof of Proposition 2.3.
Proof. By Ito’s formula,
eiκsH(Xs)ds = d
(
eiκsRκ(H)
)− eiκs∇Rκ(H)dXs
which we substitute into K
(n)
m,β,κ,t and integrate by parts.
K
(n)
m,β,κ,t(κ) =
[
a(s)meiβθs(κ)Rβκ(H)(Xs)
]nt
0
7
−
∫ nt
0
(a(s)m)′eiβθs(κ)Rβκ(H)(Xs)ds
− iβ
2κ
∫ nt
0
Re
(
e2iθs(κ) − 1
)
eiβθs(κ)a(s)m+1F (Xs)Rβκ(H)(Xs)ds
−
∫ nt
0
a(s)meiβθs(κ)∇Rβκ(H)(Xs)dXs
=: K1(κ) + · · ·+K4(κ).
K1, K2 are bounded. K3 gives the first three terms in the RHS of (2.3). K4 is
a martingale and it is easy to check the statement for those.
Lemma 2.2 If β = 0,
K
(n)
m,0,t(H) = 〈H〉
∫ nt
0
a(s)mds+ L
(n)
m,0,t +M
(n)
m,0,t
where L
(n)
m,0,t is bounded, and M
(n)
m,0,t is a martingale such that
L
(n)
m,0,t = [a(s)
m(RH)(Xs)]
nt
0 −
∫ nt
0
(a(s)m)′(RH)(Xs)ds
〈M (n)m,0,t〉 = O
(∫ nt
0
a(s)2mds
)
, n→∞
where (RH)(s) := L−1(H − 〈H〉)(s).
Proof. By Ito’s formula, we have
H(Xs)ds = 〈H〉ds+ d (R(H)(Xs))−∇(R(H))(Xs)dXs
which gives
K
(n)
m,0 = 〈H〉
∫ nt
0
a(s)mds+ [a(s)mG(Xs)]
nt
0
−
∫ nt
0
(a(s)m)′G(Xs)ds−
∫ nt
0
a(s)m∇G(Xs)dXs
=: K ′1 + · · ·+K ′4.
K ′2, K
′
3 are bounded and K
′
4 is a martingale.
2.3 Expansion of J
In this subsection we study the behavior of J
(n)
t , J
(n)
0,t by using Lemmas 2.1, 2.2.
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Proposition 2.3 For any D ≥ 1 we have
J
(n)
t (κ) =
D∑
k=1
Ck(κ)
∫ nt
0
a(s)k+1ds+KD(κ) + LD(κ) +MD(κ)
(2.4)
where
KD(κ) = O
(∫ nt
0
a(s)D+2ds
)
and LD is bounded. The constants Ck(κ) are given in (2.6) below. MD(κ) is a
martingale such that
MD(κ) = M1,2,κ,t +M
′
D
M1,2,κ,t := −
∫ nt
0
a(s)e2iθs(κ)∇gκ(Xs)dXs
〈MD(κ),MD(κ)〉 = O
(∫ nt
0
a(s)4ds
)
〈MD(κ),MD(κ)〉 = 〈M1,2,κ,t,M1,2,κ,t〉(1 + o(1))
= 〈[gκ, gκ]〉
∫ nt
0
a(s)2ds(1 + o(1))
where we set gκ := R2κF .
Proof.
(1) 1st step : Letting m = 1, β = 2 in Lemma 2.1,
J
(n)
t (κ) = K
(n)
1,2,κ,t(F )
= K
(n)
2,4,κ,t
(
T+2,κ(F )
)
+K
(n)
2,0,κ,t
(
T−2,κ(F )
)
+K2,2,κ,t
(
T 02,κ(F )
)
+L
(n)
1,2,κ,t +M
(n)
1,2,κ,t
(2.5)
We further use Lemma 2.1 to the 1st and 3rd terms in the RHS of (2.5), so that
they are O
(∫ nt
0
a(s)3ds
)
. For the 2nd term K
(n)
2,0,κ,t, we use Lemma 2.2.
K
(n)
2,0,κ,t
(
T−2,κ(F )
)
= 〈T−2,κ(F )〉
∫ nt
0
a(s)2ds+ L
(n)
2,0,t +M
(n)
2,0,t,
〈M (n)2,0,t,M (n)2,0,t〉, 〈M (n)2,0,t,M (n)2,0,t〉 = O
(∫ nt
0
a(s)4ds
)
.
For the 5th martingale term M
(n)
1,2,κ,t in the RHS of (2.5), we estimate its
quadratic variation by Lemmas 2.1, 2.2.
M
(n)
1,2,κ,t = −
∫ nt
0
a(s)e2iθs(κ)(∇gκ)(Xs)dXs
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〈M (n)1,2,κ,t,M (n)1,2,κ,t〉 = K2,4,κ,t(ϕκ), ϕκ := [gκ, gκ]
= K3,6,κ,t(T
+
β,κ(ϕκ)) +K3,2,κ,t(T
−
β,κ(ϕκ)) +K3,4,κ,t(Tβ,κ(ϕκ))
+L2,4,κ,t +M2,4,κ,t.
For the first three terms of RHS we use Lemma 2.1 again. Moreover we have
〈M2,4,κ,t,M2,4,κ,t〉 = O
(∫ nt
0
a(s)4ds
)
= O(n1−4α). Since 1− 3α > 1−4α2 if and
only if α < 12 , it is lower order or bounded. Therefore
〈M (n)1,2,κ,t,M (n)1,2,κ,t〉 = O
(∫ nt
0
a(s)4ds
)
〈M (n)1,2,κ,t,M
(n)
1,2,κ,t〉 =
∫ nt
0
a(s)2[gκ, gκ](Xs)ds
= 〈[gκ, gκ]〉
∫ nt
0
a(s)2ds+ (bounded) +M ′1,2,κ,t
〈M ′1,2,κ,t,M ′1,2,κ,t〉 = O
(∫ nt
0
a(s)4ds
)
and (2.4) is proved for D = 1.
(2) (k + 1)-th step : we iterate this process. After the k-th step, we have
a sum of
∑k
j=1 Cj(κ)
∫ nt
0
a(s)j+1ds, Kk+1,β,κ,t(H) (β 6= 0), bounded term,
and a sum of martingales. So in the (k + 1)-th step, we apply Lemma 2.1
to Kk+1,β,κ,t(H) (β 6= 0) to have Kk+2, β′, κ, t(H)(β′ 6= 0), Kk+2, 0, κ, t(H),
bounded term and a sum of martingales. We further apply Lemma 2.2
to Kk+2,0,κ,t(H) to have a deterministic term proportional to
∫ nt
0
a(s)k+2ds
and a sum of bounded terms and martingales. We note that the martin-
gales which emerge in each steps have quadratic variation with order at most
O
(∫ nt
0
a(s)4ds
)
, except M1,2,κ,t. Letting MK be the sum of all martingales
appeared up to the D-th step, MK satisfies the statement in Proposition 2.3.
To compute the coefficients proportional to
∫ nt
0
a(s)k+1ds, we consider a set of
indices :
Sk :=
{
((1, · · · , k−1), (β1, · · · , βk−1))
∣∣∣∣∣ i = 0,±1,
βi ∈ 2N, βi+1 = βi + 2i, β1 = 2
j∑
i=1
i ≥ 0, 1 ≤ j ≤ k − 2,
k−1∑
i=1
i = 0
}10
then the desired coefficients is given by
Ck(κ) =
{ 〈T−12,κF 〉 (k = 1)∑
((i),(βi))∈Sk〈T−12,κT
k−1
βk−1,κ · · ·T 1β1,κF 〉 (k ≥ 2)
(2.6)
For instance, omitting the κ -dependence, we have
C2 = 〈T−12 T 02F 〉
C3 = 〈T−2 T−4 T+2 F + T−2 T 02 T 02F 〉.
Proof of Proposition 2.3 is now complete.
Lemma 2.2 yields the following decomposition of J
(n)
0,t .
Proposition 2.4
J
(n)
0,t = L0,nt +M0,nt
(2.7)
L0,nt = −a(0)g(X0)−
∫ nt
0
a′(s)g(Xs)ds
M0,nt = −
∫ nt
0
a(s)∇g(Xs)dXs
where L0,nt is bounded, M0,nt is a martingale such that
〈M0,M0〉 = 〈[g, g]〉
∫ nt
0
a(s)2ds(1 + o(1)).
3 Proof for supercritical case
First of all, we notice that the argument of the proof of Proposition 7.1 in [3]
shows that the distribution of θ˜∞(κ) is continuous for α > 12 (also for DC model
with α ≥ 12 ). In fact, we can show that limm→∞ limt→∞E[eimθ˜t(κ)] = 0. Thus{
γj + θ˜∞(κj)
}
pi
6= 0, a.s. so that
θnk(κj) = bκjnkcpipi + bγj + θ˜∞(κj)cpipi +
{
γj + θ˜∞(κj)
}
pi
+ o(1), j = 1, 2, a.s.
Theorem 1.1 now follows from Sturm’s oscillation theorem.
4 Proof for critical case
Using Proposition 2.3 with D = 1 and substituting it into (2.2) yields
θ˜n(κ2)− θ˜n(κ1)
11
=(
ReC1(κ2)
2κ2
− ReC1(κ1)
2κ1
)∫ n
0
a(s)2ds
+
1
2κ2
Re(K1(κ2) + L1(κ2))− 1
2κ1
Re(K1(κ1) + L1(κ1)))−
(
1
2κ2
− 1
2κ1
)
L0
+
1
2κ2
ReM1(κ2)− 1
2κ1
ReM1(κ1)−
(
1
2κ2
− 1
2κ1
)
M0.
By Lemmas 2.1, 2.2,
K1(κ) = O
(∫ n
0
a(s)4ds
)
〈ReM1(κ), ReM1(κ′)〉 = 1
2
〈[gκ, gκ]〉 log n(δκ,κ′ + o(1))
〈ReM1,M0〉 = o(log n)
〈M0,M0〉 = 〈[g, g]〉 log n(1 + o(1)).
Let
M(κ1, κ2) :=
1
2κ2
ReM1(κ2)− 1
2κ1
ReM1(κ1)−
(
1
2κ2
− 1
2κ1
)
M0
be its martingale part. Let G(κ), G be independent Gaussians satisfying the
covariance condition stated in Theorem 1.2. Then by the martingale central
limit theorem,
M(κ1, κ2)√
log n
d→ 1
2κ2
G(κ2)− 1
2κ1
G(κ1)−
(
1
2κ2
− 1
2κ1
)
G
which leads us to the completion of proof :{
θ˜n(κ2)− θ˜n(κ1)−Re
(
C1(κ2)
2κ2
− C1(κ1)
2κ1
)∫ n
0
a(s)2ds
}
1√
log n
=
{
1
2κ2
Re (K1(κ2) + L1(κ2))− 1
2κ1
Re (K1(κ1) + L1(κ1))
−
(
1
2κ2
− 1
2κ1
)
L0
}
1√
log n
+
M(κ1, κ2)√
log n
d→ 1
2κ2
G(κ2)− 1
2κ1
G(κ1)−
(
1
2κ2
− 1
2κ1
)
G.
5 Proof for subcritical case
Let D := min{d ∈ N | 12α < d+ 1}. Substituting (2.4), (2.7) into (2.2), yields
θ˜nt(κ2)− θ˜nt(κ1)
12
=D∑
j=1
(
ReCj(κ2)
2κ2
− ReCj(κ1)
2κ1
)∫ nt
0
a(s)j+1ds
+
1
2κ2
Re(KD(κ2) + LD(κ2))− 1
2κ1
Re(KD(κ1) + LD(κ1))−
(
1
2κ2
− 1
2κ1
)
L0
+
1
2κ2
ReMD(κ2)− 1
2κ1
ReMD(κ1)−
(
1
2κ2
− 1
2κ1
)
M0.
Let
M(κ1, κ2) :=
1
2κ2
ReMD(κ2)− 1
2κ1
ReMD(κ1)−
(
1
2κ2
− 1
2κ1
)
M0
be the martingale part. We estimate the quadratic variations of MD(κ2),
MD(κ1), M0 by using Lemmas 2.1, 2.2.
〈ReMD(κ), ReMD(κ′)〉 = 1
2
〈[gκ, gκ]〉
n1−2α
1− 2αt
1−2α(δκ,κ′ + o(1))
〈ReMD,M0〉 = o(n1−2α)
〈M0,M0〉 = 〈[g, g]〉 n
1−2α
1− 2αt
1−2α(1 + o(1)).
Thus letting {Gt(κ)}, {Gt} be the Gaussians defined in the statement of Theo-
rem 1.3, we have
M(κ1, κ2)
n
1
2−α
d→ 1
2κ2
Gt(κ2)− 1
2κ1
Gt(κ1)−
(
1
2κ2
− 1
2κ1
)
Gt.
On the other hand, since
KD = O
(∫ nt
0
a(s)D+2ds
)
= O
(
n1−(D+2)α
)
KD is lower order compared to the martingale terms. Therefore{
θ˜nt(κ2)− θ˜nt(κ1)−
D∑
j=1
Re
(
Cj(κ2)
2κ2
− Cj(κ1)
2κ1
)∫ nt
0
a(s)j+1ds
}
1
n
1
2−α
=
{
1
2κ2
Re (KD(κ2) + LD(κ2))− 1
2κ1
Re (KD(κ1) + LD(κ1))
−
(
1
2κ2
− 1
2κ1
)
L0
}
1
n
1
2−α
+
M(κ1, κ2)
n
1
2−α
d→ 1
2κ2
Gt(κ2)− 1
2κ1
Gt(κ1)−
(
1
2κ2
− 1
2κ1
)
G0,t
13
completing the proof of Theorem 1.3.
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