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Let A be an N x N nonsingular complex matrix and let n, $ be the 
number of eigenvalues having negative and positive real parts respectively 
with n + p = N, so that the inertia of A is In(A) = (p, n, 0). When 
$ = 0, A is called a stability matrix, and in an earlier paper [l] it was 
shown how the Lyapunov matrix equation may be used to derive some 
properties of stability matrices. The object of the present note is to 
show how, using an extension of Lyapunov’s theorem due to Ostrowski 
and Schneider [5], some of the results of [l] can be easily generalized. 
Thus a general expression for constructing a matrix with prescribed 
inertia is given, together with bounds on the real parts of the eigenvalues 
in this case, and a sufficient condition on a complex matrix B such that 
In(A + B) = In(A) is obtained. Jacobi and quasi- Jacobi matrices are 
considered as examples. 
The basic theorem is due to Ostrowski and Schneider [5]: 
THEOREM. For a given matrix A, there exists a Hem&an H for which 
A*H + HA is positive definite if and only if A has no purely iwmginary 
eigenvalues; and then In(A) = In(H). 
Let C be a positive definite Hermitian matrix and write 
A*H + HA = ZC. (1) 
It has been shown in [l] that the matrix equation (1) can be written in 
the form 
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A = H-‘(S + C), (2) 
where S is an N x N skew Hermitian matrix. 
Then : 
COROLLARY 1. If A is given by (2), then In(A) = In(H) for any skew 
Hermitian S and Hevmitian H. 
Corollary 1 thus enables us to construct a matrix A with required 
inertia simply by choosing H to have this same inertia. In particular 
[l], if His taken to be negative definite, then A will be a stability matrix. 
We now obtain bounds, which are independent of S, on the real parts 
of the eigenvalues of A ; the actual values of the real (and imaginary) 
parts may, of course, depend on 5’. 
It is more convenient to consider first the eigenvalues of C-IH, which 
may be ordered as follows: 
, i 
Notice that In(C-iH) = In(H) since C is positive definite, so In(A) = 
In(C-lH) = In(H-X). Let d,(A) = q(A) + jp,(A) denote the ith eigen- 
value of A and let ui be a corresponding eigenvector. Then 
q*(A*H + HA)u, = 22t,*Cu,, so &(A)ui*Hui + il,(A)u,*Hzc6 = 2u,*Cui. 
Thus (ui*Hui)/(zci*Cui) = l/xi(A) and, using a well-known result on 
pencils of forms [3], it follows that: 
COROLLARY 2. AI< l/cc,(A),(1,. 
This gives bounds for the real parts of the eigenvalues of A in terms 
of the eigenvalues of C-lH and demonstrates that the ccl(A) are essentially 
independent of S. We now obtain bounds in terms of the eigenvalues 
,u~ of H-T, where 
1 
Pi = &(C-1H) ’ 
i= 1,2,..., N. 
There are three cases to consider: 
(i) In(A) = (N, 0, 0). In this case 
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(ii) In(A) = (0, N, 0). In this case 
(iii) In(A) = (9, n, 0). In this case we have 
Pu, LP,-1 Y < <*-* G/4 < 0 < PN G/%1 < *. * <run+1 
Suppose P = (q(A)la,(A) > 0} and M = (cr,(A)la,(A) < 0). Then 
Q(A) >PLN, CCiE P 
and 
ai(A) G/-Q, aiEM. 
It is also easy to show that the sum of the real parts of the eigenvalues 
of A is equal to the sum of the eigenvalues of H-K, and in particular 
is independent of S: 
Write (1) as H-lA*H + A = 2H-lC so that trace (H-lA*H) + 
trace (A) = 2 trace (H-V). Hence trace (A* + A) = 2 trace (H-T), so 
~~_I a,(A) = cL,pi. B ounds corresponding to those obtained in [l] 
for the imaginary parts of the eigenvalues of A do not hold when A is 
complex since the eigenvalues of H-l.S are not then in general all purely 
imaginary. 
COROLLARY 3. For a given A, a sufficient condition on a matrix B swh 
that In(A + B) = In(A) is that B = H-l(.S, + C,), where S, is an arbitrary 
N x N skew Hermitian matrix, C, is an arbitrary N x N positive defilzite 
Hermitian matrix, and H is the solution of (1). 
Proof. A + B = H-l[(S + S,) + (C + C,)], where S is determined 
by A. Hence His the solution of (A + B)*H + H(A + B) = 2(C + C,) 
which is positive definite. Thus In(A + B) = In(H) = In(A) by the 
theorem. It is clear also that In(B) = In(A). As before, the real parts 
of the eigenvalues of B and A + B are independent of S,. 
As an example, let A = (a,J with aij = 0 if Ii - jl > 2 be a Jacobi 
(tri-diagonal) N x N matrix. When A is real, H and C in (1) are diagonal 
[Z]. In the complex case we can again make H and C in (1) diagonal by 
putting a restriction on the off-diagonal elements of A. 
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If H = diag(k,, h,, . . . , h,,,) for C to be diagonal we must have 
%+1,&i+, + %,i+ik, = 0, i=l,2 )..., N-l. 
Thus, since all ki are real, we have 
aj,i+l = kSi+l,i, (3) 
where k, is real and Iti+ i = - kih,, i=l,2 ,..., N-l. Notice that 
(3) implies that u~,~+~u~+~,~ must be real. If we now choose h, = k, and 
let Re(aii) = xi, i = 1, 2,. . ., N, we see that 
H = diag(k,, - k,k,, k,k,k,, . . . , (- l)“-‘k,,k, * . * k,_,) 
C = diag(k,x,, - k,k,x,, k,,k,k,x,, . . . , (- l)N-lkokI * . * k,_,x,). 
For C to be positive definite we require 
k,x, > 0, k,k,x, < 0, k,k,k,x, > 0. . . (4 
We can now construct a tri-diagonal matrix A with given inertia as follows. 
If the inertia triple is (p, n, 0), choose k, > 0, kp > 0, k, < 0 (i # 0, p) 
if p # 0, and ki < 0, i = 0, 1, . . . , N - 1 if p = 0. This makes the first 
p diagonal elements of H positive and the remainder negative. The off- 
diagonal elements of A are given by (3). The real parts of the diagonal 
elements of A must satisfy (4), but the imaginary parts of these elements 
are arbitrary. The bounds on the real parts of the eigenvalues of A are 
now dependent only on the real parts of the elements on the principal 
diagonal of A. 
As a second example take A to be “quasi- Jacobi” [4]. In the real 
case [5] diagonal matrices H and C can be found to satisfy (I). Under 
some restrictions on A the same holds in the complex case. 
A quasi- Jacobi matrix is combinatorially symmetric (Q # 0 * aji # 
0, all i, j), irreducible and has exactly N - 1 elements above its principal 
diagonal. In fact, since A is irreducible it has at least one nonzero off- 
diagonal element in every row and column. 
If H = diag(k,, ks, . . ., h,), then for C to be diagonal we must have 
hiaij + hjHji = 0, i # i, @ij # 0. (5) 
This system of N - 1 equations is consistent since it includes all the hi. 
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Since the hi are real, (5) implies that aijaji must be real. Taking C = 
diag(c,, ca, . . . , cN) gives 
ci = hi Re(a,$) > 0, i=1,2 ,...) N. (6) 
Equations (5) and (6) can then be used to construct a quasi- Jacobi matrix 
having the same inertia as H. 
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