Introduction
By the Weitzenböck formula relating the Hodge-de Rham Laplacian and the covariant Laplacian for differential forms on a Riemannian manifold, the heat equation for differential forms is naturally associated with a matrix-valued FeynmanKac multiplicative functional determined by the curvature tensor. The case of a closed manifold (without boundary) is well known and will be briefly reviewed below. In constrast, the case of manifolds with boundary is not well known, and for good reasons. Because the absolute boundary condition on differential forms is Dirichlet in the normal direction and Neumann in the tangential directions, the associated multiplicative functional is discontinuous and much more difficult to handle. Ikeda and Watanabe [6; 7] have dealt with this situation by using an excursion theory (for reflecting Brownian motion) that seems to have been created especially for this problem. In this paper we suggest a different approach that is based on an idea of approximation due to Airault [1] . This construction has the advantage that a key property of the multiplicative functional (i.e., the attendant Itô's formula for this functional) follows almost automatically from the approximate multiplicative functional without resorting to excursion theory, thus greatly simplifying this part of the theory; see Theorem 3.7.
Before coming to another and more important raison d'être for the present work, we briefly review some relevant facts for a closed manifold. Let M be a compact, x M is the Ricci curvature transform. The solution can be represented probabilistically as follows. Let {x t } be a Brownian motion on M and let {u t } be its horizontal lift in the orthonormal frame bundle O(M ) starting from a frame u 0 : R n → T x M, which we will use to identify T x M with R n . Let Ric u : R n → R n be the Ricci curvature transform at the frame u and consider the matrix-valued multiplicative functional {M t } defined along each path X by
The solution of the heat equation can be represented as
Among many applications of this representation is the following. Consider the heat semigroup
Since the exterior differentiation commutes with the Hodge-de Rham Laplacian, it follows that α = d(P t f ) is a solution of (1.1) with the intial condition α 0 = df ;
Let λ(x) be the lower bound of the Ricci curvature at x. Then we have (obviously) that
This gives the gradient estimate due to Elworthy [4] :
Other applications include explicit formulas of Bismut [2] and an integration-byparts formula proved by Driver [D] (cf. Stroock and Zeitouni [10] and Hsu [5] ). The present work grows out of an attempt to generalize these and other interesting results to manifolds with boundary. As we will explain in this paper, such generalizations are by no means routine. In particular, we want to clarify the role of the Neumann boundary condition in the gradient estimate (1.3). We note that Qian [8] proved that (1.3) still holds if the boundary is convex. It is therefore natural to expect a general gradient estimate involving the second fundamental form integrated against the boundary local time of reflecting Brownian motion. In the course of our investigation, we find it necessary to give a different construction of the multiplicative functional, one where the second fundamental form is placed on a similar footing with the Ricci curvature. Based on this construction, we find the proper generalization of the gradient estimate (1.3):
where {x s } is a reflecting Brownian motion, L its boundary local time, and h(x) the lower bound of the second fundamental form at x ∈ ∂M. If M is convex then we have h ≥ 0 and the preceding inequality reduces to (1.3), thus recovering the result of Qian just mentioned.
Reflecting Brownian Motion
Throughout this paper, we assume that M is a compact Riemannian manifold of dimension n with boundary ∂M. The bundle of orthonormal frames is denoted by O(M ), with the canonical projection π : 
For a point x ∈ ∂M, we denote by ν(x) the inward unit normal vector at x. Its horizontal lift at u is denoted by N(u). Thus, N is a vector field on the boundary
Let w = {w t } be a Euclidean Brownian motion and consider the following stochastic differential equation on O(M ) with normally reflecting boundary condition:
By general theory, there is a unique solution to this equation starting from any given initial frame u 0 . The process {u t } is a horizontal reflecting Brownian motion. Let x t = πu t . Then it is well known that {x t } is a reflecting Brownian motion on M, that is, a diffusion process on M generated by the Laplace-Beltrami operator M /2 with the Neumann boundary condition. Its transition density function is the Neumann heat kernel p(t, x, y). The nondecreasing process l is the boundary local time, which increases only when u t ∈ ∂O(M ) or, equivalently, when
We denote the space of n × n matrices by M n . Now suppose that we have two smooth functions
Define the M n -valued, continuous multiplicative functional {M t } by
The following lemma shows that {M t } is the multiplicative functional associated with the operator
with the boundary condition
Proof. Apply Itô's formula to M t F(u t , T − t) and use equation (2.1) for the horizontal reflecting Brownian motion u.
Discontinuous Multiplicative Functional
In Section 4 we will show that the heat equation on1-forms with the absolute boundary condition is equivalent to the following heat equation
Here R = Ric is the Ricci transform. Let's explain the notation in the boundary condition. For each x ∈ ∂M, let P(x) : T x M → T x M be the projection onto the 1-dimensional normal subspace spanned by the normal vector n(x), and let P(u) = u
be the second fundamental form of the boundary ∂M at x. We can regard it as a linear transform on
. The boundary condition in the heat equation just displayed consists of two independent components:
In contrast with (2.2), this is a degenerate boundary condition, because Q is a degenerate matrix. Our goal in this section is to construct the matrix-valued multiplicative functional associated with this heat equation. The main idea, which goes back to [1] , is to replace the Q in (3.1) by Q + εI and rewrite the boundary condition as
According to Lemma 2.1, the multiplicative functional for this approximate boundary condition is given by
The technical part of this work is to show that M ε converges to a discontinuous multiplicative functional M (as ε ↓ 0) that is the right one for the boundary condition (3.1). In order not to interrupt our exposition, we will move some proofs to the last section.
Let's start with a few properties of M ε . Let
Here | · | 2,2 denotes the norm of a matrix as a linear map on R n with the standard Euclidean norm.
Proof. In this proof we drop the superscript ε for simplicity. Since |M † t | 2,2 = |M t | 2,2 , it is enough to show the inequality for M † t , the transpose of M t . Let v ∈ R n and consider the function
For the terms involving the boundary local time, by our assumption on ε we have
Hence we obtain the inequality
Solving this differential inequality yields
The desired result follows immediately.
In view of the inequality in Lemma 3.1, we need the following integrability result concerning the boundary local time. 
Hence, by a simple calculation we have the inequality
for some constant C 2 independent of x and t ∈ [0, 1]. We now proceed inductively. Suppose that
we have
We can afford to be generous and choose K n such that
Now it is clear that, if t ≤ 1/2CC 3 def = t 0 , then Proof. See Lemma 6.1 (in Section 6).
We now come to the main result of this section-namely, the limit lim ε→0 M 
R(u s )Q(u s ) ds + dQ(u s ). (3.7)
Note-and this is an important point-that the term involving 1/ε disappears because P(u s )Q(u s ) = 0.
From the equations for Y ε and Z ε , we expect that the limit (Y t , Z t ) is the solution of the following equations:
t)P(u t ) + I {t>T ∂M } Z t * e(t * , t)P(u t ),
Substituting the first equation into the second, we obtain an equation for Z itself in the form Proof. See Theorem 6.2.
We now come to the main convergence result. For a stochastic process V = {V t }, we define |V | ∞,t = sup 0≤s≤t |V s |.
Theorem 3.5. We have, as ε ↓ 0,
Proof. See Theorem 6.3.
Corollary 3.6. {M t } is a multiplicative functional, and
Proof. The first assertion follows because {M ε t } is a multiplicative functional. Letting ε → 0 in Lemma 3.1, we obtain the second assertion.
We are now in a position to prove the following important property of the multiplicative functional just constructed. Recall that N denotes the horizontal lift of the inward normal vector field on ∂M. 
Proof. From Theorem 2.1, we have
M ε t F(u t , T − t) = F(u 0 , T ) + t 0 M ε s ∇ H F(u s , T − s), dw s + t 0 M ε s LF(u s , T − s) ds + t 0 M ε s N − 1 ε P − H F(u s , T − s) dl s .
The terms involving 1/ε vanish because P(u s )F(u s , T − s) = 0 for u s ∈ ∂O(M ).
Using Theorem 3.5, we take the limit as ε → 0 to obtain the desired equality. Note that we can insert a Q(u s ) before N in the local time integral because, on the support of the local time, we have x s ∈ ∂M and M s = M s Q(u s ) by Theorem 3.4.
Remark 3.8. The existence of the multiplicative functional {M t } and the probabilistic representation of the solution of the heat equation (see the next section) were proved in Ikeda and Watanabe [6; 7] . Our approach is different. By using the approximate multiplicative functional suggested by Airault [1] , we are able to prove Theorem 3.7 without recourse to excursion theory. Also, by not localizing the argument, we have clarified the role of the second fundamental form. More importantly, we are able to obtain Corollary 3.6 without any extra effort. As we mentioned in Section 1, this inequality was one of the main reasons that motivated the current investigation.
Heat Equation on 1-Forms
A probabilistic representation of the solution of the initial boundary value problem for the heat equation associated with the Hodge-de Rham Laplacian on differential forms with absolute boundary condition can be obtained easily once we identify the boundary condition in the form discussed in the previous section.
Let α be a k-form M. At each point x ∈ ∂M, let Q(x) : T x M → T x M be the projection to the tangent space T x ∂M ⊆ T x M. The tangential component α tan is defined by
The normal component is defined as
The form α is said to satisfy the absolute boundary condition if
Let * x M be the space of differential forms at x ∈ M. If x ∈ ∂M, we will use P(x) : * x M → * x M to denote the orthogonal projection to the normal component; that is,
An orthonormal frame u ∈ O(M ) at x = πu can be regarded canonically as an isometry u :
For simplicity, from now on we consider only 1-forms. Parallel discussion can be made for forms of higher degrees. The covariant Laplacian = trace 
where now Ric(u) : R n → R n is the lift of the Ricci transform Ric(x). We will express the absolute boundary condition in terms of scalarizations on O(M ). As before, let N(u) be the horizontal lift of the inward unit normal vector n(x) to a frame u at x. The second fundamental form H :
By duality, H(x) can also be regarded as a linear map H(x) : T x ∂M → T x ∂M via the relation HX, Y = H(X, Y ).
We extend H to the whole tangent space T x M by letting Hν = 0. We denote the dual of H still by H :
As usual, at each frame u we can lift H to a linear map:
Lemma 4.1. A 1-form α on M satisfies the absolute boundary condition if and only if
Proof. It is enough to show that
and that, if α norm = 0, then 
On the other hand,
By definition,
hence (dα) norm = 0 is equivalent to
The left side is equal to
Here in the second and fourth steps we have used α(ν) = 0, which follows from α norm = 0. It follows that, under the condition α norm = 0, (dα) norm = 0 if and
Let α 0 be a 1-form on M and consider the following initial boundary value problem:
Let F = F α be the scalarization of the solution. Then, by Lemma 4.1, system (4.1) is equivalent to the following system on an
We have the following probabilistic representation of the solution. Let {M t } be the discountinuous multiplicative functional defined in Section 3. 
Equivalently, the solution is given by
Proof. We have P(u)F(u, t − s) = 0 for all u ∈ ∂O(M ) because F satisfies the absolute boundary condition. That F is a solution implies, by Theorem 3.7, that {M s F(u s , t − s), 0 ≤ s ≤ t} is a martingale. Equating the expected values at s = 0 and s = t yields the formula for F(u, t).
A Gradient Inequality
, where p(t, x, y) is the Neumann heat kernel on M. We have the following gradient inequality. 
Proof. Let α(x, t) = dP t f (x). Then α satisfies the absolute boundary condition because ∂P t f/∂ν = 0. Now the Hodge-de Rham Laplacian commutes with d,
Thus α = dP t f is a solution to the heat equation (4.1). By Theorem 4.2, we have the following generalization of Bismut's formula (see [2] ):
t ∇f (x t )}. The desired inequality follows this and Corollary 3.6.
Remark 5.2. If M is closed (without boundary) or the boundary is convex, we have 
It follows that
Now, from (6.1) we have
Using the definition of f (t) and the estimate for dN s , we find that this equation gives
Because t is a left support point, l t − l s > 0 for all s < t. Letting ε → 0 and then η → 0 in (6.2), we have M t P(u t ) → 0. Proof. The unique solvability of (3.9) is a consequence of the following three facts.
(1) is Lipschitz in the norm |Z| t = sup 0≤s≤t |Z s |; that is, there exists a constant independent of Z and t such that
(2) If Z is adapted, then (Z) is also adapted. 
