This paper aims at reassessing some central issues of monetary policy by offering a model in which a central bank tries to stabilize fluctuations in aggregate output and inflation in an adaptive complex economy. We resort to evolutionary algorithms to model the central bank behaviour under discretion, and confront the efficiency of discretion with the choice of full commitment to a fixed rule.
Introduction
The large number of central banks which have warmly embraced inflation-targeting as their operative credo during the 1990s is usually interpreted as a clear-cut example of the influence exerted by academic thinking on practitioners' minds (Bernanke et al., 1999) . Indeed, by combining ideas from the game-theoretic view of monetary policy, 1 and the assumptions of rational expectations and real or nominal rigidities, a rapidly grown literature 2 has shed new light on the rules-vs-discretion debate and the optimal conduct of central banks, to such a point that monetary policy has been recently elevated to the status of a science (Clarida et al., 1999) . The prescription surfaced from the scientific approach to monetary policy can be suitably summarized as inflationforecast targeting. This rests on three basic principles, namely:
1) The main goals of monetary policy consist in minimizing the output gap (or, alternatively, the difference between the actual unemployment rate and the socalled natural rate of unemployment) and stabilizing the inflation rate around an inflation target. 2) The Taylor principle: the central bank's policy instrument (i.e., the nominal short-term discount rate) must be increased more than one for one with increases in the inflation rate (Taylor, 1993) . 3) Since monetary policy affects the real economy with a lag, monetary policy must be forward-looking.
However, whether monetary policy should be considered a science or an art is still an open issue. It must be acknowledged, indeed, that proponents of the creative approach to monetary policy have brought forward some persuading arguments (Walsh, 2001) . First, central bankers have limited knowledge on what exactly the output gap and/or the natural rate of unemployment are, not to mention that they do not know how to measure them precisely. 3 Furthermore, while the Taylor principle offers some guidance in terms of direction, the scale of action -that is, how much the interest rate must be increased when the inflation rate increases from say 3% to 4% -is 1 Seminal contributions to this field are Barro and Gordon (1983) and Rogoff (1985) . 2 See Allsop and Vines (2000) and Woodford (2003) for surveys on the new orthodoxy in monetary theory and policy. 3 To grasp an idea of the state of flux in which the theory and practice of the natural rate of unemployment is, just have a look at the symposium on the Phillips curve in the Winter 1997 issue of the Journal of Economic Perspectives.
largely a matter of judgment. Finally, the implementation of forecasts on future economic conditions is a slippery endeavor almost by definition. 4 In fact, the lack of knowledge faced by central bankers goes well beyond the concept of risk in the Knightian sense (Knight, 1921) . In several cases, policy decisions have to be taken under true uncertainty, that is, a situation in which a decision maker is unable to produce reliable probabilistic evaluations concerning the random environment she faces. True uncertainty in economic policy sets in whenever policymakers are not able to construct a probability measure over all the possible states of the world, due for instance to the lack of understanding of the mapping from the public's actions to the state of the world or, alternatively, because the state of the world depends on the unknown actions of the public. Stated differently, Knightian uncertainty refers to the central bank's model of the economy being subject to misspecifications. A rapidly developing stream of research considers the decision problem of a monetary authority that does not know exactly whether its reference model is true or not. By appealing to robust control techniques, Hansen and Sargent (2002) and Onatski and Stock (2002) , among others, show that the more uncertainty averse the policymaker is, the more aggressive monetary policy should become. Notice that the prescription of robust policy rules, i.e. rules designed to perform reasonably well across a range of alternative models, is in sharp contrast to the well-known Brainard's caution principle (Brainard, 1967) , according to which it would be wise to make less use of a policy variable as the uncertainty (in a probabilistic sense) on that policy increases.
Even more problematic than Knightian uncertainty − and an issue which has not received sufficient attention in the theory of economic policy 5 − is the fact that monetary policies must be implemented in a complex environment, in which a large number of adaptive economic agents take actions that in turn may affect the set of available future actions of other agents. Complexity and the non-linearities which spring up from decentralized interactions and continual adaptation have dramatic implications for the capacity of the system to settle down to an equilibrium, if any equilibrium does in fact exist at all (Page, 1999) . In other words, far from being 4 According to the taxonomy proposed by Clements and Hendry (1994) , forecast errors can come from five different sources: 1) structural shifts; 2) model misspecifications; 3) additive shocks affecting endogenous variables; 4) mismeasurements of the economy; 5) parameters' estimation errors. All but source 2) can be successfully addressed by recurring to standard Bayesian decision theory. 5 Practitioners, on the contrary, are well aware of the difficulty involved in taking decisions in a turbulent world, as remarked by the former ECB Governor Wim Duisenberg who, answering a question asking about the uncertainty surrounding prospects for growth in the EMU area, replied that: […] I cannot quantify the uncertainty over a period of time.
[…] We live in a time of extreme uncertainty at the moment, and I really cannot quantify it" (downloadable at http://www.ecb.int/key/sp020912.htm).
scientists operating in a perfectly controlled environment, central bankers could be better described as apprentice wizards who adopt trial-and-error strategies striving for satisfactory goals, while facing endlessly changing situations and perpetual novelty. 6 A similar view for actual monetary policy-making has been recently endorsed by Peter Howitt (2001) , according to whom "[…] a central bank is constantly engaged in a social process of adaptation and learning, a process in which it is just one of the actors, and in which none of the participants has a clear understanding of how the process works or how it is evolving" (p.10). Among many far-reaching implications, some of which will be discussed below, the adaptive approach to the positive theory of monetary policy implies that inflation targeting, focusing on ends rather than means, should be correctly cataloged under the heading discretion rather than rule. In the words of Howitt, "[…] the essence of inflation-targeting is not that it imposes a rule on an otherwise inflation-prone central bank, as the game-theoretic view implies, but that is leaves the central bank free to use its discretion to avoid inflation" (p.2).
In this paper we start to explore the adaptive view of monetary policy in a complex world by recurring to evolutionary algorithms and agent-based techniques. Our research strategy consists in building an adaptive economy by combining insights from the credit channel of monetary policy and an evolutionary approach to bargaining schemes on the labor market. The role of controlling the economic system is assigned to a central bank, which can experiment alternative policy strategies using the official short-term interest rate as an instrument. Capital market imperfections imply that credit variables are at the root of the monetary transmission mechanism, and that money turns out to be non-neutral even in the long-run. As we will see, this has profound implications for the conduct of monetary policy. Due to adaptation and interactions the economy is a complex system, and the concept of rational expectations equilibrium does not apply. Thus, neither least squares learning of the type described in Sargent (1993) , nor robust optimal policies are of any practical use. Instead, the central banker can choose between commitment, here represented by the adoption of a fixed rule, or he can decide to adapt his strategy as he learns, his behavior being modeled in what follows as a genetic algorithm.
The second section describes the environment. Section three is devoted to a discussion of the genetic algorithm the central bank employs in setting decisions. In section four we present and discuss some preliminary results from simulations. Section five concludes.
The structure of the model
The economy is composed of three classes of agents -firms, workers and banks -and of a policy authority we call central bank, which acts as a lender-of-last-resort. Agents operate on three markets -those for output, labor and credit, respectively. The central bank aims at controlling inflation and the output gap by searching for the most efficient rule. We describe the behavior and constraints of agents and the way markets work in turn. 
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, to produce homogeneous goods. N represents the amount of labor used in production, while A are internally retained resources (equity base) which are immediately transformed, on a one-to-one basis, into an immaterial capital stock K. Thus, at any t Ait = Kit. One can think at K as a proxy of ideas (Jones, 1995) , for instance software, which does not necessarily need to be associated to physical capital. Finally, λ is the total factor productivity, constant and equal to all.
The individual equity base (thus, the capital stock as well) follows the law of motion Ait+1 = Ait + πit, where the last term on the right hand side represents profits. If Ait+1 > 0, the i th firm starts to plan the following period. If, on the contrary, Ait+1 < 0 the firm goes bankrupt and exits. The investment rule is simply ∆Kit = πit. In other words, firms do not effectively choose how much to invest, but they simply inherited such an amount from their past behavior and, as we will see momentarily, by luck.
Firms are postulated to be completely rationed on the equity market, so that their only source of external funds is bank lending. This is because of the timing of production. A lag between production and sales implies that at the beginning of time period t firms have to plan how much to produce, but the effective amount sold will be known only at the end of period t. In order to finance the wage bill, firms have to recur to credit. Firms and banks stipulate incentive-compatible one-period contracts. The equity base plays a special role: the richer the firm is, the more it can offer as a guarantee against the risk of bankruptcy when collecting external borrowing.
Firms choose in an adaptive, near-rational way both their price and quantity. As regards the price, we assume that firms operate in a posted offer market. At the beginning of time t, firm i sets a satisficing selling price Pit according to a rule described below. Notice that in our setting, in spite of the goods being homogeneous, asymmetric information and search costs imply that consumers can buy from a firm regardless of its price being the lowest. It follows that the law of one price does not necessarily apply (Stiglitz, 1989) . After the price has been chosen, the i th firm determines its labor demand in order to maximize expected profits.
Given a pre-determined price Pit, the ex-ante profit maximization problem in nominal terms yields:
where Rit is the gross nominal contractual interest rate, while W s indicates a satisficing ex-ante wage the firm would like to pay to his employees. We will address the question of how this satisficing offer wage is calculated and how it evolves in time when dealing with a description of bargaining in the labor market. From the maximization of (1), the number of desired workers to be hired (labor demand) is given by:
Notice that the labor demand is a decreasing function of the marginal labor cost, given by the product of the nominal wage and the gross nominal interest rate, and a positive function of TFP and the capital stock (equity base). The number of job openings by firm i is given by the smallest integer larger than (ceiling)
By substituting (2) into (1) we observe that the profit function increases in the price,
. Let qit-1 the quantity of goods effectively sold by firm i during period t-1, and xit-1 = yit-1 -qit-1 the excess supply of firm i at time t-1. We assume that the posted offer price * it P is set according to the rule:
where χ > 0 is a parameter, ξ is an iid random variable with positive support, and µ is a satisficing profit level. In other terms, if a firm observed a high demand in the recent past it increases its current price; if it observed a low demand, it sets a price which should return a satisficing profit. Firm i enters the labor market with a labor demand given by (2), it bargains with workers, and ends up with a number of employees Nit Vit, to whom it pays a final wage Wit.
To fund its wage bill NitWit, the i th firm signs a contract with a bank in which it pledges to pay an interest rate Rit which, as we will see below, depends on its probability to go bankrupt.
Finally, firm i uses the labor force it has hired to produce output, yit, observes how many customers ask for its goods, and calculates its profits. As we already said, the demand for firm i, d it q , can be lower or higher than the quantity supplied. If demand is lower than supply, the amount of unsold goods perishes. If demand is higher than supply, a random matching device determines which consumer remains unsatisfied.
At the beginning of each time period t, a variable number of new firms enter, according to a mechanism in which a probabilistic process is affected by prospective performance. The number of new entrants ( entry t F ) is obtained by multiplying a constant F > 1 to a probability which depends negatively on the average lending interest rate:
where d and e are constants. The higher the interest rate is, the higher are the financial commitments, and the lower are the expected profits, with entries being lower in number.
Workers/Consumers
The economy is populated by a total number S (indexed by j) of workers, who supply inelastically one unit of labor per period. If worker j is employed by firm i, he earns a wage Wit. If, on the contrary, he is unemployed, he applies for the dole and receives an amount of good W R produced by a Charity (or, alternatively, by the Government). Under this assumption, W R represents a reservation wage.
Suppose worker j has found a job. The wage is paid at the beginning of the period, but j is allowed to spend it only at the beginning of t+1. Worker j lends its (nominal) wage Wjt to banks. Deposits do not pay interests. At the beginning of t+1, workers withdraw their deposits and enter the goods market, to become consumers.
Each consumer j has a random utility function Uj defined over the Ft goods offered by firms. Note that the problem consumers face is not to decide how much to buy (they spend all their t-1 wage), nor to decide which variety to buy (the goods are homogeneous), but simply that of deciding where to buy, observing the prices posted by different firms. To address this problem we make use of the well-known multinomial logit model of demand (Anderson et al., 1992) , according to which the probability of an alternative i being chosen from a set containing F alternatives is given by:
where ui is the (deterministic) utility of alternative i and ε a parameter representing the degree of randomness, that in our model is generated by uncertainty in the process of evaluating prices. Let us substitute the utility of the alternative i with its indirect utility vi = ui -pi, and impose ui = u for all i, since products are homogeneous. Now the probability that a consumer j will buy from firm i is
where θ = 1/ε. Intuitively, each consumer randomly chooses the firm where to spend his money, but the probability consumer j has to visit firm i increases the lower the price posted by i. If randomness goes to 0 (i.e. θ → ∞), the firm with the lower price will gain all the market (or, alternatively, the law of one price applies). But if a certain degree of randomness remains we have a dispersion of prices, and each firm has a positive probability to sell some of its production.
Let us define as it jt t ji P W q 1 , − = the amount of goods i that the consumer j can buy given his t-1 wage and the price posted by firm i, and qit the sum of quantity bought by all the consumers who happened to choose firm i. Clearly, we can have the following cases:
• yit = qit : the market of the firm i clears;
• yit > qit : some goods remain unsold (supply higher than demand);
• yit < qit : excess demand. Some consumers will not be able to buy at the current prices.
Banks
The banking sector is composed of a fixed large number of commercial banks B. For the sake of simplicity we postulate that the central bank regulates the whole sector as if it operates in a perfectly competitive way. A bank lends to firm i the amount:
Workers immediately deposit this sum, which will be withdrawn at the beginning of the time period t+1. Hence, in t the balance sheet on the aggregate states that:
where Mt are deposits/money. By construction, firms are never credit-constraint. As we said before, debt has to be repaid in one period. Given that firms can default (Ait+1 < 0), when lending commercial banks calculate the bankruptcy probability of any single firm. Think of what a commercial bank knows and what it does not know when the firm i applies for a loan. The bank knows how much money i wants to borrow, its financial soundness (Ait), the price i has posted (Pit), but it has a far from perfect knowledge of the amount of goods qit firm i will sell. According to our assumptions, from the point of view of the bank q is a random variable with support (0, yit). Making use of (1) and of the law of motion of the cashflow, the condition of bankruptcy becomes:
If we use a maximum uncertainty assumption, the probability distribution the bank attaches to q is uniform, so that the estimated probability of bankruptcy for firm i is:
The probability of bankruptcy can be re-written as:
with Lit = WitNit, where vit is the real debt/production ratio, while dit is the debt-equity ratio. In particular, the probability of bankruptcy increases with dit. Note that bigger firms (higher A=K) demand more labor (see eq. (2)), so that they are not necessarily more solvent.
Banks can insure themselves against the borrowers' risk of default by borrowing from the central bank at the gross rate It, so that the liquidity constraints in t+1 for any single loan reads:
By inserting the probability of bankruptcy (7) into (8), we obtain a quadratic equation for the gross interest rate, of which only the positive root is considered:
The Central Bank can control the interest rate that commercial banks apply to their customers, the nominal interest rates Rit being an increasing function of the policy rate It. With this formulation, if the probability of bankruptcy is 0, Rit = 1.
The labor market
A worker j enters the labor market with a satisficing real wage s jt W (which depends on the past, as we will see) and starts to search for job openings. Search is sequential, with the ranking position of each worker chosen at random at any t.
Suppose worker j was employed at t-1. When the time for worker j to search comes, he first visits the firm where he was employed at t-1. If that firm has already filled all the vacancies it opened, worker j chooses another firm at random. If also this second firm is full-house, worker j is unemployed for certain; if there are vacancies to be filled, he queues, bargains, and after the bargaining knows whether he has found a job, and the wage he will be paid. Finally, if j was unemployed in t-1, he simply chooses a firm at random once and for all. This search scheme implies that, in line with empirical evidence, insiders have more chances than outsiders to be employed.
As regards the wage setting bargaining, we follow Fagiolo et al. (2004) , in assuming that the generic firm i sets its contractual wage according to the following rule: i.e., the i th firm is available to pay more if during the previous period its profits increased. If profits decreased, it desires to pay less.
Agent-based simulations
We study the main dynamic properties of this economy by means of agent-based computational techniques. From a methodological viewpoint, we are interested in exploring how global regularities arise through repeated local interactions of autonomous agents without imposing any market clearing constraint. Once the virtual economy is initialized, all subsequent events are driven by agent-agent and agentenvironment interactions, while the system grows along a real time-line. In particular, our attention is focused on the time series of three aggregate variables, which emerge endogenously from the model:
1) The GDP measured according to the expenditure approach, that is as the sum of all goods sold, Yt,.
2) The aggregate price level,
ω , with ωi being firm i's market share.
3) The aggregate unemployment rate, ut.
Modeling the central bank reaction function
The central bank (henceforth, CB) observes how the economy evolves and tries to stabilize fluctuations in inflation and aggregate activity. The reason is that both unemployment and inflation are costly, and CB realizes that deflationary policies, if not perfectly anticipated by the public, will cause output and employment to fall. In other terms, we are assuming that CB is perfectly aware that monetary policy must face a sort of sacrifice ratio, defined as the ratio of the loss in output associated to a 1% decrease of the inflation rate. Another way to tell this same story is that there exists a trade-off between fluctuations in output and fluctuations in inflation around their targets defining a policy frontier (Williams, 1999) , with CB choosing a point on it.
In particular, CB's behavior is governed by a Taylor's type reaction function (Taylor, 1993) , which in its most general form is given by: where i is the discount rate CB applies to commercial bank, r* is the equilibrium (potential level) real interest rate, z is the average inflation rate, z T is the target inflation rate, and y G is the output gap, defined as the difference between the actual output level and what is usually defined as potential or full employment output, that is, the level of output supplied when the labor market is in equilibrium.
At this stage, two points deserve to be stressed. First, the economy does not possess either a natural real rate, or a potential output (or equivalently, a natural rate of unemployment). Nevertheless, if CB uses them as operative variables, some way to estimate them must be employed. Second, the rule (11) allows for the possibility of CB responding to a variety of variables. In particular, (11) nests at least four different rules. CB can target: 1) Inflation only (γ2 = γ3 = 0). 2) Nominal GDP growth (McCallum, 1988 ) (γ1 = γ2 = -γ3).
3) Inflation and real GDP growth with different weights (γ1 γ2 = -γ3). (Taylor, 1993 ) (γ3 = 0). Our aim consists in assessing which rule works better under the assumption of commitment, that is a rule which remains fixed during the whole simulation. Alternatively, we study the evolution of the rule under discretion, by endowing the CB with an evolutionary device which guides the evolution of the γs. In other terms, we allow CB to learn which rule works better in stabilizing the economy, and we allow it to change as the economy evolves.
4) Inflation and the GDP gap level
The learning process CB employs in choosing among the available strategies/rules is implemented as a genetic algorithm (GA). GAs are directed stochastic search algorithms based on the mechanics of natural selection. At the root of these algorithms is the idea that the most successful strategies survive and propagate and, occasionally, they can also endogenously create new decision rules never formulated before. 8 In line with the generalized reaction function (11), the strategies at disposal of CB are coded as a string of 3 real numbers, 1
γ . This representation has been chosen in order to employ the real genetic operators proposed by Michalewicz (1996) , which has been shown to be more efficient than its binary counterpart. Operationally, an iterative procedure creates at each step a new population of strategies with a fixed total size. To form a new population, each strategy is selected with a probability proportional to its relative fitness. This ensures that the expected number of times a strategy is chosen is approximately proportional to its relative past performance, so that good strategies have more chances of being reproduced. This selection procedure alone, however, cannot generate any new point in the search space. Thus, GAs traditionally make use of two other genetic operators for generating new individual strategies, i.e. new search points: crossover and mutation. The crossover operator, that mimics information exchange among different strategies, exchanges parts of two randomly selected pairs of strings (parents), to give birth to two new offspring. Furthermore, a mutation operator -approximating for instance the arrival of new ideas in the CB board, or the publication of a new influential paper reshaping the theory of monetary policy − applies, with a small probability, to alter the value of a position within a string. The probability that a position within the string is affected by mutation is independent of what happens at other positions.
With regards to CB objective function, we assume it computes the distance, t d , between inflation at time t and a target inflation rate (that during simulations is set constant to a yearly 1%), plus the distance between output at time t and its potential.
In our model, as in the real world, CB does not know the potential output, but it must extrapolate it recurring to some statistical device. 9 Thus, CB applies standard statistical techniques to derive a variable which in fact does not exist, but that should exist if the new neoclassical synthesis model (Goodfriend and King, 1997) holds true. Among the several alternatives of extracting the potential from raw data proposed in the literature, we choose the more popular one, that is the Hodrick-Prescott filter (Hodrick and Prescott, 1997) , 10 which is applied using the last τ observations of the aggregate output. The criterion to evaluate the efficiency of alternative strategies takes the form of a loss function:
( 12) where a measures the relative weight CB attaches to the output gap. Welfare criteria expressed in terms of loss functions are generally justified on the basis of a secondorder approximation to the utility of a representative agent (Woodford, 2003) . In our agent-based model, heterogeneity 11 implies that aggregation is far from trivial and practically prevents the estimation of a social welfare function. Furthermore, Kirman (1992) has convincingly shown how misleading the representative agent approach can be, in particular when welfare considerations are at stake. On the contrary, we simply appeal to (12) in terms of its accordance with the way central bankers seem to operate in practice (Blinder, 1997) . 9 Recall, however, that in the virtual economy we simulated, potential output does not exist. 10 From an analytical point of view, the HP filter is a smoothing spline, calculated by minimizing a criterion function which imposes both a penalty for deviating from the data points and a penalty for excessive curvature. A single parameter governs the trade off between the objectives of smoothness and goodness of fit. 11 Consumers can be employed or unemployed, with their status changing periodically. Clearly, the welfare gain associated to a reversion of actual inflation towards its target implies very different utility gains for the two groups, i.e. for employed and unemployed people.
While it is standard in the monetary policy literature to use quadratic loss functions, mainly for reasons of mathematical convenience, we prefer to express welfare losses as linear. As discussed in Blinder (1987, pp.5-6) , this could represent a better approximation to social costs from unemployment suffered by the fraction of fully unemployed people, or the social costs from inflation suffered by the fraction of fully employed consumers.
At every time period CB chooses the rule with the highest fitness and evaluates its performance using a score, t s , defined as:
where c is a small constant, introduced for computational reasons only. To analyze how the above fitness function works, let us suppose that a selected strategy, say strategy h , does not cause the distance t d to change. The increase in fitness of the chosen strategy, given by htt Fs ∆= , is thus simply equal to c. In the long run, this strategy will end up having a fitness equal to
It is therefore necessary for parameter c to have a finite fitness, assuring in this way that a maximum exists. Note also that it is possible to interpret F * as a threshold.
Strategies that usually have a good performance, i.e. that let t d decrease, will end up with a steady-state fitness higher than F * . Of course, the opposite holds for bad strategies. It follows that fitness is state dependent.
A final remark should be made. Strategies, which in the end establish how much CB must move the discount rate i, are characterized by a high degree of parallelism (or analogy). At any time t, a closed set of strategies are selected and applied to the GA, while some other strategies belonging to the population K remain inactive. In fact, it is possible that some inactive strategies, if applied to the aggregate configuration which takes place at time t , should call for an increase or decrease of the discount rate i similar to those dictated by the most efficient among the activated strategies. In turn, other inactive strategies may call for contrary movements of i . In other terms, given a market configuration, strategies are more or less correlated in terms of the change they would entail on the policy instrument. This argument forces us to update also inactive strategies. The principle we apply is an intuitive one: given the gain in fitness of the most efficient rule h, an inactive strategy k which turns out to be positively (negatively) correlated with h is reinforced (or, alternatively, declassed), with the obvious constraint that the gain of k can never be higher than that of the experimented strategy h. Operationally,
∆ is the change in the instrument interest rate associated to the not selected rule k, while i ′ ∆ is the interest rate variation associated to the selected one h .
Simulation results
The previous sections have set up the structure of the economy, as well as the GA and the strategies available to CB. To simulate this dynamic process on the computer, we now have to specify the various numerical parameter values involved. Our base scenario has been initialized with a constant number of workers S = 1000 and a starting number of firms F0 = 100, while the other most important parameters have been set at λ = 1, α = 0.3, θ = 0.8 and a = 1, respectively. Finally, the inflation target has been set at z T = 1% on an annual basis, and the steady-state real interest rate, as perceived by CB, has been fixed at r * = 2% per year. Simulations show a very wide range of dynamic behaviors, which turn out to be strongly related to the interaction of heterogeneous agents as in Delli Gatti et al. (2004a) , but also on the particular strategy adopted by CB. Complexity arises because the adaptive process of search for the best offer and demand wages -thus, ultimately, for the highest attainable utility and profit levels, respectively − on the part of workers and firms is continuously perturbed by the actions of CB, which in turn responds to the aggregate outcomes emerging from decentralized microeconomic actions. In a language more appropriate to the complexity paradigm, individual agents explore a rugged fitness landscape through a mix of bargaining, rules of thumb and optimizing decision-making in search of local optima. CB's desire to control the system systematically changes agents' value functions, thus causing the landscape to fluctuate. In fact, our artificial economy shows some typical features of complex dynamical systems (Delli Gatti et al., 2004b) , such as fluctuating growth (Figure 1) , and an extremely skew, fat-tailed firms' size distribution (Figure 2 ). It can be immediately appreciated that the dynamics of aggregate output is characterized by sizable fluctuations, while the growth process displays a broken-trend behavior, and great depressions suddenly punctuate its time path. This is due to bankruptcies of big firms that originate remarkable impacts on the business cycle via the financial sector. The presence of big firms, in turn, is ensured by the invariant (i.e., long-run) firms' size distribution being power law which, as discussed in Gabaix (2004) , can be shown to be an important determinant of aggregate volatility. Interestingly, before large downturns our model seems to exhibit a common pattern: initially the economy gains momentum with accelerating growth and increasing volatility, to subsequently move into a deep recession. It seems worthwhile to recall that our findings have been obtained without endowing the model economy with any external source of technological change, nor of any exogenous aggregate stochastic shock. We start our analysis of monetary policy from commitment, that is the adoption of a strategy that remains constant over the whole simulation. Results seem to be strongly dependent on parameters' choice for the nested policy reaction function (11). In order to choose the values of parameters according to some kind of optimality criterion, we let the GA learning process to run. In our simulations, the range of 1 γ is (-0.31, 0.07), while its mean (which we choose as the commitment-case value) is -0.09. The relevant values for the other parameters are (0.027, 0.4) and 0.21 for 2 γ , and (-0.23, 0.09) and -0.07 for 3 γ . While the average values of γ2 and γ3 present a sign consistent with the predictions of mainstream theory 12 (respectively, positive and negative), the average value of γ1 is negative. From an economic point of view, this result implies that the learning process adopted by CB forces it to be accommodative with regard to inflation. In other terms, the Taylor principle does not emerge as an evolutionary selected principle. This finding is interesting in itself, and it deserves further research. By now, a tentative explanation can be proposed by appealing to the notion of inflation trap as proposed by Christiano and Gust (2000) . In our model, rising inflation forces private agents to take certain actions 13 that pressure the monetary authority to decide whether: i) to refuse to accommodate and start a recession; or ii) to accommodate the money supply. Option ii) is considered as the most efficient on average by the GA. Table 1 . Comparison between strategies in terms of the average distance from the targets of the efficiency criterion <d>, and of the output gap, <y -yp>, and inflation, <z -z T >. Columns 4 and 5 report the average absolute first log-difference values for output, <|∆y|>, and potential, <|∆yp|>, respectively. The values reported are averages over 100 simulation experiments. The GA was introduced with a probability of crossover equal to 0.05 and of mutation equal to 0.01. Finally, we set the non-zero γi of rule 1)-4) equal to the average value of the GA parameters.
The efficiency evaluation criterion dt signals that policy regimes 3) and 4) seem to be more performing than regimes 1) and 2) (see Table 1 , column 1). The weaker relative performances of pure inflation targeting and nominal GDP growth targeting are likely due to the fact that the constraints imposed on parameters imply only one degree of freedom, i.e. the choice of λ1 only. On the contrary, in correspondence of rules 3) and 4) CB has two degrees of freedom, i.e. the choice of 1 λ and 2 λ . Note that the Taylor's rule, while displaying a better performance than both inflation targeting and the McCallum's rule, is less efficient than a rule aimed at targeting inflation and real GDP gap, but which allows CB to assign different weights to targets. The introduction of adaptive learning by means of a GA reduces sensibly the value of the efficiency evaluation criterion t d , if compared to commitment. While the difference in terms of CB's ability to control inflation does not depend in a statistically significant manner as CB moves from commitment to discretion (column 3 of Table 1 ), this last policy option is successful in reducing output fluctuations around its target, that is around the potential. Note, however, that potential output is a meaningful concept for monetary policy-making only under the assumption of long-run neutrality of money, while it is here extracted from raw data regardless of its significance. In our artificial economy, in which adaptation in the labor market prevents it from reaching an equilibrium and monetary policy affects the real economy via the supply side, CB influences at the same time both the actual output and its potential, which is now just a statistical concept. A more meaningful definition of business cycles, in this case, should make use of the concept of growth cycle, calculated as the log-difference of raw output data. Notice, however, that substituting this notion of business cycles leads to less clear results, as reported in column 4 of 
In our model both log t C ∆ and log t T ∆ are influenced by the level of the policy instrument chosen by CB. This derives from the monetary transmission mechanism through which the policy engineered by the monetary authority can affect economy. In our setting, the monetary policy exerts its influence through the so-called credit channel (Bernanke and Gertler, 1995) . Since factors of production have to be paid before the proceeds from the sale of output are received, firms must recur to borrowing in order to fund their working capital. Marginal costs depend directly on nominal interest rates. Movements in the discount rate by BC directly affect the ability of firms to produce and their labor demand.
An adaptive learning process as a GA may cause the variance of log t T ∆ to increase, while compensating this effect with a reduction of the variance of log t C ∆. 14 14 The final result on the variance of log t Y ∆ is further obscured whenever the covariance function between the cyclical and the trend components, here assumed equal to 0 for the sake of simplicity, is non-null.
In other words, discretion and learning allows CB to improve its skill in shooting at the target, although it doesn't realize that at the same time its behavior is forcing that same target to fluctuate sensibly. Our findings confirm early results reported in Albin (1989) , where a similar trade-off between approximating an aggregate target and reducing fluctuations around the target were obtained in a cellular automata model. Such a trade-off in stabilization, obtained in different contexts and due to different causes, has been totally neglected so far by the scientific approach to monetary policy.
To fully appreciate the gain from discretion in the presence of the credit channel, it seems therefore useful to calculate the efficient criterion by using data from column 4 to substitute data in column 1, 
Conclusion
This paper presents computational experiments on monetary policy in a complex, adaptive economy. We offer a model combining insights from the credit view of monetary policy transmission and adaptive bargaining in the labor market. A central bank, whose role is that of stabilizing the economy using as an instrument the discount rate, is allowed to choose between commitment to a fixed rule, or to experiment adaptively by means of a genetic algorithm, a solution which amounts to the case of discretion.
We find that the joint assumptions of the credit view of monetary transmission and complexity have interesting implications for the conduct of monetary policy. First, the Taylor principle, which asserts that monetary policy should force the real interest rate to move counter-cyclically, does not represent an evolutionary optimal strategy. This result is obviously due to the way our model economy works, and it demonstrates that policymakers should be wary in evaluating policy proposals in the presence of large model uncertainty. From this viewpoint, the Taylor principle seems to be far from robust to alternative specifications of how inflation is related to output movements or, in other terms, of the shape of the Phillips curve. Second, our computer experiments display a qualitative effect of monetary policy (Albin, 1989) : discretionary policy interventions allow the economy to move closer to its targets but at trade-off cost of wider fluctuations in the aggregate. An analysis typical of the rules-vs-discretion debate returns an apparently counterintuitive result, in that the commitment to a rule is more efficient than the discretion to change monetary strategy as the central bank learns about the environment.
