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INTRODUCTION
Pour des ope´rateurs non-autoadjoints, la norme de la re´solvante peut
eˆtre grande meˆme loin du spectre. Ce fait est connu depuis longtemps,
et constitue une des diﬃculte´s majeures dans l’e´tude spectrale de ces
ope´rateurs. Une conse´quence importante est que de tre`s petites pertur-
bations peuvent bouger beaucoup le spectre, et c’est ce phe´nome`ne que
nous allons e´tudier ici.
L’introduction de la notion de Pseudospectre est du a` N. Trefethen et
a` ses pre´de´cesseurs dans le domaine des mathe´matiques nume´riques [37].
Il s’agit de la re´gion de´limite´e par une courbe de niveau de la norme
de la re´solvante, qui contient le spectre mais peut eˆtre beaucoup plus
grande. Il s’inte´resse a` l’origine a` de grandes matrices non-normales et
constate que leurs valeurs propres calcule´es nume´riquement peuvent eˆtre
tre`s instables sous de petites perturbations, ce qui peut eˆtre caracte´rise´
avec la notion de Pseudospectre. Ces matrices proviennent par exemple
de discre´tisations d’ope´rateurs diﬀe´rentiels, et l’instabilite´ spectrale a
alors des conse´quences importantes pour l’e´tude nume´rique d’e´quations
diﬀe´rentielles. Nous renvoyons a` [39] pour plus de re´fe´rences, ainsi qu’un
aperc¸u historique tre`s complet.
Des phe´nome`nes similaires apparaissent pour des ope´rateurs non-
autoadjoints. Un des premiers exemples traite´s nume´riquement est
l’ope´rateur d’Orr-Sommerfeld intervenant dans la dynamique des ﬂuides
([26]). D’autres types de proble`mes, traite´s analytiquement, sont par
exemple les syste`mes diﬀe´rentiels elliptiques (voir [8]), ou` l’inﬂuence
des conditions au bord joue un grand roˆle, l’oscillateur harmonique
non-autoadjoint (dont Boulton e´tudie dans [3] le spectre, pseudospectre
et image nume´rique), et l’ope´rateur de Fokker-Planck (ope´rateur de
convection-diﬀusion) pour lequel He´rau, Sjo¨strand et Stolk [19] e´tudient
les proprie´te´s spectrales et pseudospectrales (pour plus de re´fe´rences
nous renvoyons a` leur article).
Un domaine tre`s actif faisant intervenir des ope´rateurs non-autoadjoints
est l’e´tude des re´sonances. Il s’agit de proble`mes de diﬀusion (« scatte-
ring ») en me´canique quantique, et les re´sonances sont les poˆles de la
re´solvante de l’ope´rateur modiﬁe´ par scaling complexe. L’ope´rateur de
Schro¨dinger transforme´ est alors non-autoadjoint, et il s’agit d’estimer
la norme de sa re´solvante.
Parmi les nombreux travaux eﬀectue´s sur les re´sonances, on peut ci-
ter dans le contexte du scaling complexe par exemple [33], et nous y
renvoyons pour plus de re´fe´rences.
Nous commenc¸ons par rappeler des ge´ne´ralite´s autour du pseudos-
pectre.
Soit H un espace de Hilbert complexe. Soit A : D(A) → H , D(A)
dense dans H , un operateur line´aire ferme´. Soit
ρ(A) := {z ∈  ; ∃(A− z)−1 : H → D(A) borne´ } (0.0.1)
l’ensemble re´solvant de A. Pour z ∈ ρ(A) nous appelons (z − A)−1 la
re´solvante de A. Le spectre de A est
Spec(A) :=   \ ρ(A) . (0.0.2)
Ensuite nous de´ﬁnissons l’adjoint A∗ de A. Soit
D(A∗) = {f ∈ H ; ∃v ∈ H : 〈f, Au〉 = 〈v, u〉 , ∀u ∈ D(A)} , (0.0.3)
et posons pour f ∈ D(A∗) comme ci-dessus A∗f := v.
Si A∗ = A, nous disons que A est autoadjoint.
Soit, pour U ⊂  , dist (z, U) := infw∈U |z − w|. Si A est autoadjoint
(ou normal), nous avons (voir par exemple [22])
‖(z −A)−1‖ ≤ (dist (z, Spec(A)))−1 , z ∈ ρ(A) . (0.0.4)
Une des diﬃculte´s majeures pour e´tudier les proprie´te´s spectrales
d’ope´rateurs non-autoadjoints est que l’estimation ci-dessus n’est plus
valable en ge´ne´ral. Ainsi la norme de la re´solvante peut eˆtre tre`s grande
meˆme loin du spectre.
L’e´tude de la taille de cette norme peut eˆtre reformule´e en introduisant
pour δ > 0 le δ-pseudospectre de A :
Specδ(A) := Spec(A) ∪ {z ∈ ρ(A); ‖(z − A)−1‖ >
1
δ
} . (0.0.5)
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Remarquons que s’il existe u ∈ D(A), ‖u‖ ≥ 1 avec ‖(A − z)u‖ <
δ, alors z ∈ Specδ(A). Nous appelons u un quasimode de A (pour z,
correspondant a` δ). De manie`re analogue, s’il existe u ∈ D(A), ‖u‖ ≥ 1
avec ‖(A− z)∗u‖ < δ, alors z ∈ Specδ(A).
Nous avons une caracte´risation alternative du pseudospectre :
Specδ(A) :=
⋃
B∈L(H)
‖B‖<δ
Spec(A+B) . (0.0.6)
Ainsi le spectre de l’ope´rateur perturbe´ est a` l’inte´rieur d’une re´gion
de´termine´e par la norme de la re´solvante, et si celle-ci est grande loin
du spectre, de petites perturbations peuvent avoir un grand eﬀet sur le
spectre.
Si dim(H) < ∞, nous avons (0.0.6) aussi avec des ine´galite´s non-
strictes. Ceci se voit de la manie`re suivante. Si z ∈ ρ(A) avec ‖(z −
A)−1‖ ≥ 1
δ
, alors ∃v ∈ H , ‖v‖ = 1 tel que ‖(A − z)−1v‖ ≥ 1
δ
. Soit
u := (A− z)−1v ∈ D(A), ‖u‖ ≥ 1
δ
. Soit B : H → H , de´ﬁni par :
Bw := − 1‖u‖2 〈w, u〉v , w ∈ H . (0.0.7)
On a ‖B‖ ≤ 1‖u‖ ≤ δ . Alors
(A− z +B)u = 0 , (0.0.8)
et z ∈ Spec(A+B).
Soit
Num(A) := {〈Au, u〉; u ∈ D(A), ‖u‖ = 1} (0.0.9)
l’image nume´rique de A. Nous supposons que Spec(A) ⊂ Num(A) (ce
qui est souvent ve´rife´ dans les applications). Nous avons
‖(z −A)−1‖ ≤ (dist (z,Num(A)))−1, z /∈ Num(A) , (0.0.10)
donc, en e´crivant D(0, δ) := {z ∈  ; |z| < δ},
Specδ(A) ⊂ Num(A) +D(0, δ) . (0.0.11)
Les proble`mes d’e´volution pour des ope´rateurs non-autoadjoints
peuvent eˆtre instables. Ceci est bien connu si le spectre de l’ope´rateur
contient des points a` partie re´elle positive, et que l’on est inte´resse´ a`
re´soudre {
∂tu(x, t)−Au(x, t) = 0
u(x, 0) = u0(x)
. (0.0.12)
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Nous supposons que A est le ge´ne´rateur d’un semigroupe C0 que nous
de´notons par exp(tA), et e´crivons u(x, t) = exp(tA)u0(x). Un re´sultat
classique (voir par exemple [9]) est que si
α(A) := sup
z∈Spec(A)
Re z (0.0.13)
est l’abscisse spectrale de A, alors
‖ exp(tA)‖ ≥ etα(A) , ∀t ≥ 0 . (0.0.14)
Le the´ore`me d’Hille-Yosida dit que si Spec(A) ⊂ {Re z ≤ 0} et que
‖(λ− A)−1‖ ≤ λ−1, λ > 0 , (0.0.15)
alors A est le ge´ne´rateur d’un semigroupe C0 avec ‖etA‖ ≤ 1 (semigroupe
de contraction), et l’implication inverse est aussi valable. Donc meˆme si
Spec(A) ⊂ {Re z ≤ 0}, il peut y avoir des phe´nome`nes d’instabilite´, et
ceci est relie´ a` la norme de la re´solvante.
D’autre part, dans des expe´riences, on doit souvent conside´rer que le
proble`me est le´ge`rement perturbe´, ce qui peut avoir l’eﬀet que le spectre
de l’ope´rateur perturbe´ contient des points a` partie re´elle tre`s grande
qui causeront de l’instabilite´. Ce constat a permis de donner une expli-
cation de l’instabilite´ observe´e expe´rimentalement pour certaines valeurs
du nombre de Reynolds des “plane couette ﬂow”, alors que l’ope´rateur
correspondant n’a pas de valeurs propres a` partie re´elle positive : les
pseudospectres vont tellement loin dans le demi-plan {Re z > 0} qu’en
pratique de minuscules perturbations peuvent causer de l’instabilite´ (voir
[39], chapitre 5 ou` l’on trouve aussi des images nume´riques de pseudos-
pectres).
0.0.1. Le bloc de Jordan. — Aﬁn d’illustrer ces notions, nous exa-
minons un exemple simple. Cet exemple a e´te´ notamment e´tudie´ par
Davies ainsi que Sjo¨strand et Zworski [34], ce que nous allons reprendre
ici. Conside´rons J ∈Mn( ), Jij = δi+1,j :
J :=
⎛⎜⎜⎜⎝
0 1
. . .
. . .
. . . 1
0
⎞⎟⎟⎟⎠ ∈Mn( ) . (0.0.16)
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J a une seule valeur propre λ = 0. Soit Q ∈Mn( ), Qij = δi,nδj,1 :
Q =
⎛⎜⎜⎜⎝
0
. . .
0
. . .
1 0 0
⎞⎟⎟⎟⎠ ∈ Mn( ) . (0.0.17)
Alors pour δ ∈  ,
Spec(J + δQ) = {λk = δ 1n e 2πikn , k = 1, ..., n} . (0.0.18)
Si |δ| < 1 et que n est tre`s grand, celles-ci sont donc « tre`s loin » de la
valeur propre de J : on peut parler d’instabilite´ spectrale. Nous avons
J = J∗ = (J)t, donc J n’est pas autoadjoint, et de plus
([J, J∗])ij = δi1δj1 − δinδjn , (0.0.19)
donc J n’est pas normal.
Pour montrer que la norme de la re´solvente est tre`s grande, nous faisons
une construction de quasimodes, donc de presque fonctions propres. Nous
retrouverons cette approche plus loin dans des cas plus ge´ne´raux.
Soit 0 < |λ| < 1. Soit ej ∈  n le j-ie`me vecteur unite´. Soit (e+(λ))j :=
λj−1, j = 1, ..., n, donc
e+(λ) = (1, ..., λ
n−1) avec (J − λ)e+(λ)t = −λnen ,
‖e+(λ)‖ ≥ 1 . (0.0.20)
et e+(0) = e1 ∈ N(J) : nous appelons e+(λ) un quasimode de J , car si
λ est ﬁxe´ et que n est tre`s grand, alors e+(λ) ve´riﬁe presque l’e´quation
(J−λ)u = 0 ; il peut alors dans des applications eˆtre diﬃcile de distinguer
λ d’une vraie valeur propre de J . Soit (e−(λ))j := λn−j, j = 1, ..., n, donc
e−(λ) = (λn−1, ..., 1) avec (J − λ)∗e−(λ)t = −λne1 ,
‖e−(λ)‖ = ‖e+(λ)‖ ≥ 1 . (0.0.21)
et e−(0) = en ∈ N(J∗) = coker(J) : nous appelons e−(λ) un quasimode
de J∗, et la remarque ci-dessus s’applique de nouveau.
Ceci implique que pour 0 < |λ| < 1 nous avons
‖(J − λ)−1‖ ≥ ‖e±‖|λ|n >>
1
|λ| = (dist (λ, SpecJ))
−1 , (0.0.22)
et la norme de la re´solvante est tre`s grande pour n grand.
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Nous pouvons reprendre la construction de la perturbation (0.0.7) pour
δ = |λ|
n
‖e±‖ comme ci-dessus. Alors v = en et u =
1
λn
e+(λ). Donc
Qw =
1
‖e+(λ)‖〈w, e+(λ)〉en , (0.0.23)
et (J − λ+ δQ)e+(λ) = 0.
Conside´rons maintenant la matrice (0.0.17) : Qw = 〈w, e1〉en =
〈w, e+(0)〉e−(0). Alors Qe+(λ) = en, et nous avons
(J − λ+ λnQ)e+(λ) = 0 , (0.0.24)
donc λ est une valeur propre de J + λnQ. La matrice Q correspond donc
presque a` la perturbation (0.0.7).
Finalement conside´rons le proble`me d’e´volution correspondant : nous
savons que pour des matrices, nous avons asymptotiquement e´galite´ dans
(0.0.14), donc
∀ > 0, ∃T () tel que ‖etJ‖ ≤ et, t ≥ T () . (0.0.25)
Cependant, pour t < n nous avons
‖etJ‖ ≥ 1√
t
et , (0.0.26)
donc une croissance transitoire.
0.0.2. Cadre semiclassique et quasimodes. — Nous allons mainte-
nant reformuler ces concepts dans le cadre semiclassique. Pour h ∈ (0, 1],
soit
P =
∑
j≤M
aj(x; h)(hDx)
j ,
aj(x; h) =
∑
k≤M˜
aj,k(x)h
k , aj,k ∈ C∞b () , (0.0.27)
(ou` C∞b de´signe l’espace des fonctions lisses borne´es avec toutes les
de´rive´es borne´es), agissant dans (un sous-espace dense de) L2(). La
limite h → 0 s’appelle limite semiclassique (la constante h e´tant a`
l’origine la constante de Planck), et nous nous inte´ressons aux pro-
prie´te´s spectrales de P dans cette limite. Comme nous le verrons plus
loin, il existera une re´gion dans laquelle la norme de la re´solvante sera
plus grande que toute puissance ne´gative de h, que nous appelerons
pseudospectre semiclassique. Par simplicite´ nous nous limitons ici a` des
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ope´rateurs diﬀe´rentiels, et les ge´ne´ralisations aux ope´rateurs pseudo-
diﬀe´rentiels se trouvent plus loin. Toutes les normes non-indexe´es sont
des normes L2, respectivement L(L2).
Nous munissons P du domaine
HM,sc := {u ∈ L2(); ‖u‖2M,sc :=
∑
j≤M
‖(hDx)ju‖2 <∞} . (0.0.28)
L’adjoint formel de P est
P ∗ =
∑
j≤M
(hDx)
jaj(x; h) . (0.0.29)
Soit p(x, ξ) =
∑
j≤M aj,0(x)ξ
j , (x, ξ) ∈ 2, le symbole principal (semi-
classique) de P . Le symbole principal de P ∗ est p(x, ξ). Soit
{p, p}(x, ξ) := (∂ξp∂xp− ∂xp∂ξp)(x, ξ) (0.0.30)
le crochet de Poisson de p et p. Nous avons formellement
1
h
[P, P ∗] =
1
h
(PP ∗ − P ∗P ) , (0.0.31)
dont le symbole principal est 1
2i
{p, p}. Donc la normalite´ de P est relie´
au crochet de Poisson de p et p.
En 1999, E.B. Davies fait une construction de quasimodes pour
l’ope´rateur de Schro¨dinger p = ξ2 + V (x) a` potentiel V complexe et
caracte´rise ainsi son pseudospectre ([5]). M. Zworski met en e´vidence la
relation de ce re´sultat avec une condition de commutateur de Ho¨rman-
der, ce qui permet un progre`s dans la compre´hension conceptuelle du
proble`me. L’aﬃrmation (qui repose sur une construction de type BKW)
est la suivante :
Si
∃(y, η) ∈ 2 : p(y, η) = z, 1
2i
{p, p}(y, η) > 0 , (0.0.32)
alors
∃e+(x, z; h) ∈ C∞0 , ‖e+‖L2 = 1 : ∀N ∈  ∃CN > 0 tel que
‖(P − z)e+‖L2 ≤ CNhN . (0.0.33)
Nous appelons e+ un quasimode de P (pour z) avec δ = CNh
N , et ceci
implique une minoration correspondante de la norme de la re´solvante. De
plus, e+ est « fortement concentre´ » pre`s de (y, η), et nous renvoyons au
chapitre 2 pour le sens pre´cis de cette aﬃrmation.
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Par antisymme´trie du crochet de Poisson, nous avons aussi :
Si
∃(y, η) ∈ 2 : p(y, η) = z, 1
2i
{p, p}(y, η) < 0 , (0.0.34)
alors
∃e−(x, z; h) ∈ C∞0 , ‖e−‖L2 = 1 : ∀N ∈  ∃CN > 0 tel que
‖(P ∗ − z)e−‖L2 ≤ CNhN . (0.0.35)
Nous appelons e− un quasimode de P ∗ (pour z), et avons une minoration
similaire de la norme de la re´solvante. e− est « fortement concentre´ » pre`s
de (y, η).
Remarquons l’analogie formelle avec le bloc de Jordan : le quasimode
e+ e´tait concentre´ pre`s de la premie`re composante, ou` le commutateur
[J, J∗] avait une composante positive, alors que le quasimode e− pour
l’adjoint e´tait concentre´ pre`s de la dernie`re composante, ou` le commuta-
teur [J, J∗] = −[J∗, J ] avait une composante ne´gative.
Soit Σ := p(2). Soient
Λ± := {p(y, η);± 1
2i
{p, p}(y, η) > 0} ⊂ Σ. (0.0.36)
Alors dans Λ+ ∪ Λ− la norme de la re´solvante est plus grande que toute
puissance ne´gative de h.
Dencker, Sjo¨strand et Zworski caracte´risent le pseudospectre semi-
classique d’ope´rateurs pseudodiﬀe´rentiels en plusieurs dimensions. Dans
[11], ils montrent que sous certaines conditions (notamment l’analyticite´)
Λ± = Σ, et prouvent l’existence de quasimodes pour des valeurs spec-
trales dans Λ± (avec erreur exponentiellement petite dans le cas analy-
tique). Nous travaillerons dans le cas analytique, et appellerons Σ par
abus de langage le pseudospectre semiclassique.
Ces re´sultats sont e´troitement lie´s a` la question de la re´solubilite´
d’ope´rateurs (pseudo-) diﬀe´rentiels classiques. Si P =
∑
α∈ n;|α|≤M aα(x)(Dx)
α
est un ope´rateur diﬀe´rentiel sur n, on se demande si pour tout f ∈ C∞
il existe une solution u de
Pu = f . (0.0.37)
Lewy introduit en 1957 un ope´rateur pour lequel le re´ponse est ne´gative :
il n’est pas re´soluble localement, et Ho¨rmander montre en 1960 que si
pour le symbole principal p(x, ξ) :=
∑
|α|=M aα(x)ξ
α de P on a
∃(y, η) : p(y, η) = 0, 1
2i
{p, p}(y, η) < 0 , (0.0.38)
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alors ∃f ∈ C∞ tel que pour tout voisinage V de y, (0.0.37) n’a pas de
solution u ∈ D′(V ). Nous retrouvons ici l’analogue « classique » de la
condition (0.0.34), et c’est pre´cise´ment l’existence du quasimode pour
l’adjoint qui empeˆche la re´solubilite´. C’est cette condition que Zworski
a mis en e´vidence dans la construction de quasimodes pre´ce´dente, et
nous voyons ainsi que les questions de re´solubilite´ sont e´troitement lie´es
aux ope´rateurs non-normaux et au pseudospectre. En 1966, Ho¨rmander
montre que le meˆme re´sultat est valable pour des ope´rateurs pseudo-
diﬀe´rentiels (pour ceci ainsi qu’un aperc¸u historique plus de´taille´, nous
renvoyons a` [23]).
0.1. Enonce´ des re´sultats
Nous nous sommes inte´resse´s a` l’aspect perturbatif du pseudospectre,
donc a` l’instabilite´ spectrale intrinse`que d’ope´rateurs non-autoadjoints.
Une des motivations pour notre e´tude a e´te´ une observation de Zworski
lors de calculs nume´riques des valeurs propres des e´le´ments matriciels de
l’ope´rateur (hDx)
2+h∂x+x
2 dans la base des fonctions d’Hermite ([41]).
Il observe que pour h petit, ces valeurs propres ont tendance a` migrer
vers le bord du pseudospectre. Nous avons donc essaye´ d’investiguer si,
en prenant des perturbations dans une certaine classe, nous pouvions
observer ce phe´nome`ne. Nous obtenons une distribution de Weyl bidi-
mensionelle dans des domaines a` l’inte´rieur du Pseudospectre pour nos
perturbations, ce qui implique qu’il n’y a pas force´ment de migration des
valeurs propres vers le bord.
Notre travail se de´compose essentiellement en trois parties : d’abord
nous e´tudions un ope´rateur mode`le, ensuite l’ope´rateur de Schro¨dinger
et travaillons dans les deux cas a` l’inte´rieur d’un domaine ou` la ca-
racte´ristique de p (i.e. p−1(z)) est compose´e d’un nombre pair de points
dont la moitie´ remplit (0.0.32) et l’autre moitie´ remplit (0.0.34). Ceci per-
mettra de poser un proble`me de Grushin qui re´duit l’analyse spectrale a`
l’analyse des ze´ros d’une fonction.
La troisie`me partie est comple´mentaire aux deux pre´ce´dentes dans le
sens que nous y montrons une estimation du nombre de valeurs propres
pre`s du bord du pseudospectre.
Finalement nous avons illustre´ nos re´sultats par des calculs nume´riques.
Nous avons mis en appendice des preuves alternatives de deux re´sultats
du chapitre 2. La plus longue (dans l’appendice A) n’est pas comple`te
mais donne un point de vue diﬀe´rent.
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Dans la suite, nous indiquons entre crochets ou` se trouvent les hy-
pothe`ses et the´ore`mes dans le chapitre correspondant.
0.1.1. L’ope´rateur mode`le. — Il s’agit de l’ope´rateur non-formellement-
autoadjoint dans L2(S1)
P = hDx + g(x) , h ∈ (0, 1] , Dx = 1
i
∂
∂x
, (0.1.1)
muni du domaine
H1sc(S
1) := {u ∈ L2(S1); ‖u‖H1sc := ‖u‖+ ‖hDxu‖ <∞} . (0.1.2)
Nous supposons :
Hypothe`se 0.1.1 (Hypothe`se 1.0.1). — g(x) est une fonction ana-
lytique (a` valeurs dans  ) tel que
Im g′ = 0 , (0.1.3)
sauf en deux points critiques a, b ∈ S1, avec
Im g(a) ≤ Im g(x) ≤ Im g(b), ∀x ∈ S1 . (0.1.4)
Le symbole semiclassique est
p(x, ξ) = ξ + g(x), (x, ξ) ∈ T ∗(S1) , (0.1.5)
et Σ = {Im g(a) ≤ Im z ≤ Im g(b)}.
Pour z ∈
◦
Σ, nous introduisons les points ρ±(z) = (x±, ξ±) ∈ T ∗(S1)
donne´s par
ρ±(z) ∈ p−1(z); ± 1
2i
{p, p}(ρ±) = ∓Im g′(x±) > 0 . (0.1.6)
Nous voyons que l’hypothe`se 0.1.1, qui garantit les conditions sur le cro-
chet de Poisson (0.0.32) et (0.0.34), implique que Λ± = Σ.
Il s’agit d’un ope´rateur mode`le car nous avons ∀z ∈
◦
Σ exactement
un point ρ+(z) dans la caracte´ristique de p avec (0.0.32) et un point ρ−
avec (0.0.34), qui de plus sont se´pare´s spatialement. Une grande partie
du travail pourra donc eˆtre faite localement en se ramenant a` l’ope´rateur
de cre´ation ou d’annihilation.
Pour un ensemble Γ ⊂
◦
Σ nous de´ﬁnissons
Γ−+(Γ) := {(ρ−(z), ρ+(z)); z ∈ Γ} (0.1.7)
qui est home´omorphe a` deux copies de Γ.
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Si Γ est un ouvert, alors Γ−+(Γ) est une sous-varie´te´ symplectique de
T ∗(S1)× T ∗(S1) pour la forme symplectique dξ ∧ dx− dη ∧ dy, et nous
notons |Γ−+| le volume symplectique correspondant.
Comme nous verrons plus loin, la norme de la re´solvante sera exponen-
tiellement grande en h dans
◦
Σ. Pour e´tudier les phe´nome`nes d’instabilite´
spectrale, il s’agit donc d’examiner le comportement de l’ope´rateur per-
turbe´ par une perturbation exponentiellement petite en h. De plus, nous
allons nous limiter a` l’e´tude de perturbations admettant un noyau oscil-
latoire.
Nous introduisons la projection
Π(x,y) : T
∗(S1)× T ∗(S1)→ S1 × S1 , (0.1.8)
(x, ξ, y, η)→ (x, y) .
The´ore`me 0.1.2 (The´ore`me 1.0.3). — Soit γ ⊂ Σ une courbe de la
forme
Re z = f(Im z), Im z ∈ [a′, b′], Im g(a) < a′ < b′ < Im g(b) (0.1.9)
ou` f est analytique.
Alors il existe un voisinage U ⊂ S1×S1 de γ˜ = Π(x,y)(Γ−+(γ)), 0 > 0,
C0 > 0, une fonction ϕ analytique dans U (et independante de z) avec
Imϕ ≥ 0, et χ ∈ C∞c (U) (inde´pendant de z), χ = 1 pre`s de γ˜ tels que :
Si Q : L2(S1)→ L2(S1) a le noyau inte´gral
k(x, y) = χ(x, y)e
i
h
ϕ(x,y) , (0.1.10)
et si δ = e−

h , pour 0 <  < 0, alors pour h assez petit en fonction de 
on a :
Spec(P + δQ) ∩ V = ∅ , (0.1.11)
ou` V = {z ∈ Σ; dist (z, γ) ≤
√

C0
}.
Nous avons donc re´ussi a` trouver une perturbation qui « chasse le
spectre » d’un voisinage d’une courbe a` l’inte´rieur du pseudospectre. Ce-
pendant, comme nous le verrons, il ne sera pas possible de faire la meˆme
construction pour tout un domaine a` l’inte´rieur du pseudospectre.
Pour e´tudier le spectre de l’ope´rateur perturbe´ dans un domaine, nous
conside´rons une perturbation δQ, ou` pour 0 <  ≤ 0 << 1, δ = e− h ,
Q = Q() est la somme de plusieurs termes oscillants :
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Hypothe`se 0.1.3 (Hypothe`se 1.0.4). — Soit
Q :=
N∑
j=1
Qj : L
2(S1)→ L2(S1) (0.1.12)
avec
kQj(x, y) = αχ(x− xj)χ(y − yj)e
i
h
ϕj(x,y) (0.1.13)
le noyau inte´gral de Qj, ou` χ ∈ C∞c ((−π, π)), χ = 1 sur [−π2 , π2 ], est
inde´pendant de h. La phase est de la forme
ϕj(x, y) = ξj(x− xj) + i
2
(x− xj)2 − ηj(y − yj) + i
2
(y − yj)2 , (0.1.14)
avec (xj , ξj) = (xk, ξk), (yj, ηj) = (yk, ηk), ∀j = k, et α est tel que ‖Qj‖ =
1 (donc α ∼ (πh)− 12 ). Ici N = N() ∈ , (xj , ξj), (yj, ηj) ∈ 2 de´pendent
de  mais pas de h, alors que χ, α ne de´pendent pas de .
Hypothe`se 0.1.4 (Hypothe`se 1.0.5). — Soit Γ ⊂⊂
◦
Σ un ouvert
simplement connexe de bord γ = ∂Γ ∈ C∞. Nous supposons alors que
pour 0 <  ≤ 0,
Γ−+(γ) ⊂
⋃
1≤j≤N()
B
(
((xj , ξj), (yj, ηj)),
√

C
)
, (0.1.15)
ou` C devra eˆtre choisi assez grand. De manie`re ge´ne´rale B(x0, r) de´signe
la boule ouverte de centre x0 et de rayon r.
Finalement nous supposons pour chaque  > 0 une hypothe`se remplie
de manie`re ge´ne´rique (hypothe`se 1.7.4 dans le chapitre 1).
The´ore`me 0.1.5 (The´ore`me 1.0.6). — Nous supposons que P rem-
plit l’hypothe´se 0.1.1, que la perturbation Q remplit les hypothe`ses 0.1.3,
0.1.4 (ainsi qu’une hypothe`se remplie de manie`re ge´ne´rique) et que δ =
e−

h avec  > 0 assez petit inde´pendant de h . Alors le nombre de valeurs
propres de P + δQ dans Γ ve´riﬁe
#(Spec(P + δQ) ∩ Γ) = 1
2πh
|Γ−+(Γ)|+O(
√

h
) (0.1.16)
pour h assez petit en fonction de . Ici |Γ−+(Γ)| de´signe le volume sym-
plectique de Γ−+(Γ) pour la forme dξ ∧ dx− dη ∧ dy.
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Pour la preuve de ces the´ore`mes, nous proce´dons de la manie`re sui-
vante : Nous commenc¸ons par la construction de quasimodes e+ pour
P − z et e− pour (P − z)∗. Nous pourrons alors poser un proble`me de
Grushin. Il s’agit d’un proble`me pour un ope´rateur augmente´ aﬁn de
« ﬁxer les quasimodes ». Conside´rons
P =
(
P − z R−
R+ 0
)
: H1sc × → L2 ×  , (0.1.17)
ou`
R+u := 〈u, e+〉 , (0.1.18)
R−u− := u−e− . (0.1.19)
Nous montrons qu’il existe
E =
(
E E+
E− E−+
)
,
tel que
PE = 1L2× et EP = 1H1sc×.
Alors P − z admet un inverse si et seulement si E−+ : C → C est
inversible, ce que nous allons utiliser pour l’analyse spectrale.
Cette de´marche est en fait bien connue depuis longtemps. Dans le cadre
des « proble`mes au bord inte´rieurs », Sjo¨strand montre en ’73 ([27]) que
si P est un ope´rateur de type principal sur une varie´te´ avec des condi-
tions au bord inte´rieures (on suppose bien e´videmment des conditions
supple´mentaires que nous ne de´taillons pas ici) et que l’on a uniquement
des points dans la caracte´ristique de p qui remplissent soit (0.0.32), soit
(0.0.34), alors il est possible de poser et re´soudre un « proble`me de Gru-
shin », et l’on obtient des estimations avec perte d’une demi-de´rive´e.
Nous reprenons la meˆme de´marche pour P − z + δQ, et obtenons un
de´veloppement perturbatif de Eδ−+, dont les ze´ros de´terminent le spectre
de l’ope´rateur perturbe´.
Pour le premier the´ore`me, nous utilisons la me´thode de la phase sta-
tionnaire pour montrer qu’il existe une perturbation telle que le terme de
premier ordre perturbatif domine sur tous les autres et ne s’annule pas,
∀z ∈ γ, mais indiquons aussi pourquoi cette construction ne se ge´ne´ralise
pas a` tout un domaine.
Aﬁn d’estimer le nombre de ze´ros dans tout un domaine, nous devons
nous ramener a` une fonction holomorphe ayant les meˆmes ze´ros que Eδ−+,
dont la croissance est borne´ par un poids sousharmonique. Avec le choix
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de notre perturbation du the´ore`me 0.1.5, nous obtiendrons que cette
fonction atteint presque le poids dans les points zk, et ceci permettra de
relier le nombre de ze´ros a` l’inte´grale du laplacien du poids, et d’esti-
mer l’erreur commise. Cette inte´grale est relie´e au volume symplectique
|Γ−+(Γ)|, ce qui terminera la preuve.
0.1.2. Cas « ge´ne´ral ». — Comme nous l’avions vu dans la section
pre´ce´dente, l’ope´rateur mode`le avait certaines proprie´te´s qui simpliﬁaient
beaucoup le proble`me. L’ide´e de la ge´ne´ralisation est de se ramener micro-
localement a` ce mode`le, du moins pour les constructions de quasimodes et
le proble`me de Grushin. Pour la construction de perturbations ale´atoires
pour lesquelles on aurait avec une grande probabilite´ un the´ore`me ana-
logue au the´ore`me 0.1.5, il y a cependant un obstacle : l’hypothe`se 0.1.1
(ou` plutoˆt sa reformulation en termes de crochet de poisson) est souvent
trop restrictive, et de´ja` pour l’oscillateur harmonique non-autoadjoint on
sort de ce cadre, car on a plus que deux points dans la caracte´ristique de
p. Cependant, pour les ope´rateurs a` symbole pair en ξ on peut exploiter
cette proprie´te´ et e´tudier les perturbations multiplicatives, ce que nous
allons expliquer dans le chapitre 2.
Nous commenc¸ons par pre´ciser les hypothe`ses sur les ope´rateurs
non-autoadjoints que nous conside´rons. L’ope´rateur de Schro¨dinger
rentre dans ce cadre, mais l’e´tude reste valable pour des ope´rateurs plus
ge´ne´raux pairs en ξ.
Soit m une fonction d’ordre sur 2, c’est a` dire m ∈ C∞(2, (0,∞))
tel que ∃C0, N0 tels que
m(X) ≤ C0〈X − Y 〉N0m(Y ), ∀X, Y ∈ 2 . (0.1.20)
Soit (p − z) ∈ S(2, m) = {q ∈ C∞(2); ∀α ∈ 2 ∃Cα > 0 : |∂αq| ≤
Cαm}, inde´pendant de h.
Nous de´notons par P = pw son quantiﬁe´ de Weyl, que nous conside´rons
dans L2().
Nous prenons la variable spectrale dans un domaine (c’est a` dire un
ouvert connexe) relativement compact a` l’inte´rieur de Σ :
z ∈ Ω ⊂⊂
◦
Σ . (0.1.21)
A partir de maintenant nous supposons
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Hypothe`se 0.1.6 (Hypothe`se 2.0.3). — ∀z ∈ Ω nous avons
p−1(z) = {ρj−(z), ρj+(z), j = 1, ..., n} ,
ou` ± 1
2i
{p, p}(ρ±) = ±Im (pξpx)(ρ±) > 0 . (0.1.22)
Nous nous contenterons souvent de traiter le cas n = 1 si le cas ge´ne´ral
se traite de manie`re analogue.
Nous introduisons, pour Γ ⊂ Ω un ensemble,
Γ−+(Γ) = {ρj−(z), ρj+(z), j = 1, ..., n, z ∈ Γ} ⊂ (T ∗())2n . (0.1.23)
Si Γ est un domaine, Γ−+(Γ) est symplectique par rapport a` la forme
symplectique
∑
j(dξj ∧ dxj − dηj ∧ dyj), et nous de´notons le volume
correspondant par |Γ−+(Γ)|, qui s’exprime aussi comme
|Γ−+(Γ)| =
∑
j
(vol({ρj−(z), z ∈ Γ}) + vol({ρj+(z), z ∈ Γ})). (0.1.24)
Hypothe`se 0.1.7 (Hypothe`se 2.0.5). — Soit Ω˜ ⊂⊂   un domaine,
Ω ⊂ Ω˜. Soit (p − z) ∈ S(2;m) inde´pendant de h, ou` m ≥ 1. Nous
supposons que (p− z) est elliptique a` l’inﬁni uniforme´ment ∀z ∈ Ω˜ :
∃C > 0 tel que ∀z ∈ Ω˜, |p(X)− z| > 1
C
m(X), ∀X ∈ 2, |X| > C ,
et que ∃z0 ∈ Ω˜ tel que p− z0 est elliptique :
∃C > 0 tel que |p(X)− z0| > 1
C
m(X), ∀X ∈ 2 .
Nous supposons que ∃c > 0 tel que p est analytique dans un voisinage
tubulaire de 2
Sc = {X ∈  2; |ImX| < c} (0.1.25)
et y ve´riﬁe |p(X)| ≤ m(ReX).
Remarquons que 1
2i
{p, p}(x,−ξ) = − 1
2i
{p, p}(x, ξ), donc si p est pair
en ξ, on peut prendre ρj± = (x
j ,±ξj).
Hypothe`se 0.1.8 (Hypothe`se 2.0.6). — Nous supposons que p(x,−ξ) =
p(x, ξ) et que xj = xk, j = k.
On rappellera au chapitre 2 qu’il existe parmi les quantiﬁe´s de Weyl
a` symbole dans S(2, m) et pour h assez petit un operateur elliptique
inversible realisant un isomorphisme de son domaine H(m) sur L2, que
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nous de´signons par abus de notation par m. Ceci nous permet d’intro-
duire l’espace de Sobolev
H(m) := (mw)−1(L2), ‖u‖m := ‖mwu‖, u ∈ H(m) . (0.1.26)
Nous munissons pw du domaine H(m).
L’ellipticite´ a` l’inﬁni et l’ellipticite´ en un point impliquent que pw a,
pour h assez petit, un spectre purement discret dans Ω˜. Pour p = ξ2 +
V (x) ∈ S(2, m) les hypothe`ses 0.1.6, 0.1.7 impliquent que ∀z ∈ Ω, ∀j, il
est possible de construire des quasimodes comme dans (0.0.33), (0.0.35)
avec erreur exponentiellement petite en h.
Finalement, dans le cadre de l’hypothe`se 0.1.8, nous avons, en e´crivant
Γf(x) := f(x), que
Γ(pw − z)Γ = (p(x,−ξ)− z)w = (p(x, ξ)− z)w = (pw − z)∗ (0.1.27)
donc (pw − z)∗Γej+ = O(h∞) (car Γ2 = 1) et nous pouvons prendre
ej+ = e
j
−.
Pour p ∈ S(2;m) remplissant les hypothe`ses 0.1.6, 0.1.7 et 0.1.8, soit
ej− comme dans (0.0.35). Nous e´crivons, pour u ∈ S ′, v ∈ S , 〈u, v〉 :=
〈u, v〉S ′,S (donc si u ∈ L2, nous retrouvons le produit scalaire L2).
Hypothe`se 0.1.9 (Hypothe`se 2.0.8). — Soit (M,A, P ) un espace
de probabilite´. Soit σ(h) > 0,
M  ω → qω ∈ S ′() (0.1.28)
une application de´pendant aussi de h > 0.
Nous supposons que P [qω ∈ L∞] = 1 (pour une de´ﬁnition de la probabi-
lite´ infe´rieure P voir chapitre 2), et qu’il existe M0, D > 0 inde´pendants
de h (et de σ(h)) tels que
P [‖qω‖∞ ≤ 1] ≥ 1−Dh−M0σ(h) . (0.1.29)
Nous supposons qu’il existe κ ∈  tel que ∀z ∈ Ω, ∀j, ∀t > 0,
P [ |〈qω, (ej−)2(z)〉| ≤ t] ≤
t2
σ(h)2hκ
. (0.1.30)
Soit ﬁnalement δ = δ(h) un parame`tre de perturbation avec
e
− 1
D0h < δ <
1
C0
h
3
2 , (0.1.31)
ou` C0 > 0 et D0 > 0 sont assez grands.
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Si qω ∈ L∞, ‖qω‖∞ ≤ 1, nous de´ﬁnissons
Qu(x) := qω(x)u(x) , ‖Q‖ ≤ 1 . (0.1.32)
Dans le chapitre 2, nous montrons aussi qu’il est possible de choi-
sir q(x) =
∑
l≤N(h) αlql(x), ou` N(h) =
C
h
avec C > 0 assez grand, ql
sont les fonctions d’Hermite et αl sont des variables ale´atoires complexes
inde´pendantes identiquement distribue´es d’apre`s une loi normale centre´e
en 0 et de variance σ2.
The´ore`me 0.1.10 (The´ore`me 2.0.9). — Soit p ∈ S(2;m) remplis-
sant les hypothe`ses 0.1.6, 0.1.7 et 0.1.8, et soient q, δ comme dans l’hy-
pothe`se 0.1.9. Alors, pour tout domaine Γ ⊂⊂ Ω, ∂Γ ∈ C∞, ∃C > 0,
∃D′ > 0 tel que si h est assez petit, nous avons, avec une probabilite´
infe´rieure minore´e par
1−D′ (δ)
2
n
(ln 1
δ
)
1
2σ(h)2h
3
n
+κ+ 1
2
−Dσ(h)h−M0 , (0.1.33)
que
|#(Spec(pw + δQ) ∩ Γ)− 1
2πh
|Γ−+(Γ)|| ≤ C(
ln 1
δ
h
)
1
2 . (0.1.34)
Ici M0, D et κ sont les constantes de l’hypothe`se 0.1.9.
Corollaire 0.1.11 (Corollaire 2.0.10). — Soit p ∈ S(2;m) rem-
plissant les hypothe`ses 0.1.6, 0.1.7 et 0.1.8, et soit Γ ⊂⊂ Ω un domaine,
∂Γ ∈ C∞. Il existe 0 < 0 << 1 tel que pour tout κ˜, ∃C > 0, ∃κ0 > 0,
∃C ′ > 0 tel que ∀ 0 <  < 0 il existe h(, κ˜) > 0 tel que si q, δ = e− h sont
comme dans l’hypothe`se 0.1.9 pour σ(h) = hκ0, alors avec une probabilite´
infe´rieure minore´e par 1− C ′hκ˜ nous avons
|#(Spec(pw + δQ) ∩ Γ)− 1
2πh
|Γ−+(Γ)|| ≤ C
√

h
, (0.1.35)
pour h < h(, κ˜).
Dans le chapitre 2, nous obtenons un re´sultat similaire pour toute
une famille de domaines (The´ore`me 2.0.11), ce qui implique avec une
grande probabilite´ une distribution uniforme des valeurs propres dans
des domaines a` l’inte´rieur du pseudospectre.
25
Pour la preuve de ces re´sultats, nous proce´dons comme pour l’ope´rateur
mode`le. Nous construisons des quasimodes graˆce a` un the´ore`me de fac-
torisation qui nous permet de nous ramener microlocalement soit a`
l’ope´rateur mode`le, soit a` son adjoint.
Etant donne´ que nous avons plus que deux points dans la ca-
racte´ristique de p, il faudra conside´rer un proble`me de Grushin plus
ge´ne´ral. Pour en montrer l’inversibilite´, nous nous ramenons microloca-
lement a` l’ope´rateur mode`le. E−+ sera une matrice n × n, et le spectre
de P est relie´ aux ze´ros de det(E−+). Il s’agira ensuite de reprendre la
de´marche que nous avons suivi pour l’ope´rateur exemple pour analyser
les ze´ros de det(Eδ−+), si l’on conside`re une perturbation ﬁxe´e de P .
En inse´rant la perturbation ale´atoire, les estimations requises pour la
fonction holomorphe ayant les meˆmes ze´ros que det(E−+) (qui impliquent
la loi de Weyl) seront remplies avec une certaine probabilite´, que nous
estimons ﬁnalement.
0.1.3. Estimations du nombre de valeurs propres pre`s du bord
du pseudospectre. — Ici nous obtenons un re´sultat comple´mentaire
des chapitres pre´ce´dents, en montrant qu’il ne peut pas y avoir trop
d’accumulation des valeurs propres vers le bord du pseudospectre, pour
des ope´rateurs plus ge´ne´raux qu’avant. En combinant ces re´sultats, nous
pouvons donc connaitre la re´partition asymptotique des valeurs propres
avec une grande probabilite´.
Hypothe`se 0.1.12 (Hypothe`se 3.0.1). — Soit m > 1 une fonction
d’ordre, et soit p ∈ S(2, m) inde´pendant de h. Soit Ω ⊂⊂   un domaine
tel que (p − z) est elliptique a` l’inﬁni uniforme´ment ∀z ∈ Ω, et que
∃z0 ∈ Ω tel que p− z0 est elliptique.
Si le bord du pseudospectre n’est pas « suﬃsamment re´gulier », nous
avons besoin de l’hypothe`se suivante :
Hypothe`se 0.1.13 (Hypothe`se 3.0.3). — Nous supposons que ∃C >
0 tel que ∀z ∈ ∂Σ ∩ Ω, ∀ > 0 assez petit, ∃z0 ∈ Σc tel que |z − z0| ≤ 
et que dist (z0, ∂Σ) ≥ C .
Pour Ω˜ ⊂   nous e´crivons p−1(Ω˜) ≡ p−1(Ω˜ ∩ Σ).
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The´ore`me 0.1.14 (The´ore`me 3.0.4). — Soit p avec les hypothe`ses
0.1.12 and 0.1.13. Soit Ω˜ ⊂⊂ Ω. Pour , 1, 2 > 0, soit
W () := {z ∈ Ω˜; d(z, ∂Σ) < } , (0.1.36)
Wˆ (1, 2) := {z ∈ Ω˜ +D(0, 1); d(z, ∂Σ) < 2} .
Alors ∃C > 0, ∃0 > 0 tels que ∀ ≤ 0, ∃h0() > 0 tel que si 0 < h ≤
h0(),
#(Spec(pw) ∩W ()) ≤ C vol(p
−1(Wˆ (14, 12)))
h
. (0.1.37)
Ceci implique un re´sultat similaire pour l’ope´rateur perturbe´ par une
petite perturbation (notamment O(e−
1
Ch )), voir chapitre 3.
Ensuite nous examinons le volume dans (0.1.37), et montrons le
re´sultat suivant.
Corollaire 0.1.15 (Corollaire 3.0.7). — Soit p avec les hypothe`ses
0.1.12 et 0.1.13, et soit W () comme dans (0.1.36). Si de plus
{p, {p, p}}(x, ξ) = 0 , (x, ξ) ∈ p−1(Ω ∩ ∂Σ) , (0.1.38)
alors ∃0 > 0, ∃C > 0 tel que ∀ ∈ (0, 0) ∃h() > 0 tel que pour
0 < h < h(),
#(Spec(pw) ∩W ()) ≤ C
√

h
. (0.1.39)
Pour la preuve du the´ore`me, nous recouvrons W () avec des disques
de rayon O() et y travaillons localement.
Nous construisons une perturbation de P tel que l’ope´rateur perturbe´
sera inversible pour des valeurs spectrales dans un disque, et utilisons cet
ope´rateur pour relier le spectre de P aux ze´ros d’un certain de´terminant
majore´ dans le disque. Ensuite nous utilisons la proximite´ de la zone d’el-
lipticite´ de p pour trouver une minoration en un point de ce de´terminant.
Ceci nous permettra d’appliquer la formule de Jensen dans le disque et
d’estimer le nombre de ze´ros du de´terminant.
Finalement nous explicitons dans un le cadre de la condition (0.1.38)
le volume intervenant dans le the´ore`me, ce qui impliquera le corollaire
0.1.15.
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CHAPITRE 1
INSTABILITE´ SPECTRALE
SEMICLASSIQUE POUR DES
OPE´RATEURS NON-AUTOADJOINTS
I : UN MODE`LE
Introduction
Il est bien connu que pour des ope´rateurs non-autoadjoints, la norme
de la re´solvante peut eˆtre tre`s grande meˆme loin du spectre. Par exemple,
dans la the´orie des ope´rateurs elliptiques non-autoadjoints, ceci consti-
tue une diﬃculte´ the´orique importante (voir par exemple [1]). Le sujet
a regagne´ de l’actualite´ avec des travaux sur les re´sonances d’une part,
et d’autre part par des contributions en mathe´matiques applique´es et
l’introduction par N. Trefethen (et quelques pre´de´cesseurs) de la notion
de pseudospectre [37]. Parmi les nombreuses autres contributions, on
peut citer S. Reddy, P. Schmid et D. Hennningson [26] qui ont applique´
cette notion a` l’ope´rateur d’Orr-Sommerfeld, et ont mis en e´vidence
nume´riquement l’instabilite´ spectrale.
E.B. Davies a e´tudie´ des ope´rateurs de Schro¨dinger a` potentiel com-
plexe ([5]), et a construit des quasimodes prouvant que le pseudospectre
est dans ce cas beaucoup plus grand que le spectre. M. Zworski ([40])
a observe´ que la condition d’existence de ces solutions locales asympto-
tiques s’interpre`te comme une condition de commutateur de Ho¨rmander.
Ceci a servi comme point de de´part pour ge´ne´raliser ce re´sultat a` des
ope´rateurs pseudodiﬀe´rentiels (dans le cadre semiclassique) et a` plusieurs
dimensions par N. Dencker, J. Sjo¨strand et M. Zworski ([11]). Voir aussi
le travail re´cent de L. Trefethen ([38]).
De manie`re e´quivalente, le pseudospectre peut s’introduire comme une
re´gion d’ « instabilite´ spectrale » (voir [6]). Ceci explique l’importance
de cette notion pour des calculs nume´riques involvant des matrices non-
normales. Notamment pour des matrices de Toeplitz, intervenant lors de
discre´tisations d’ope´rateurs diﬀe´rentiels, le pseudospectre semble pou-
voir jouer un roˆle important dans l’e´tude de la stabilite´ du proble`me
d’e´volution discret correspondant ([37]). Davies ([7]) propose une ap-
proche directe des proble`mes d’e´volution utilisant le pseudospectre, et les
travaux ante´rieurs de Tang-Zworski ([35]) et de Burq-Zworski ([4]) illus-
trent bien les diﬃculte´s pseudospectrales pour les proble`mes d’e´volution.
M. Zworski observe aussi que lors du calcul nume´rique des valeurs propres
de certains ope´rateurs diﬀe´rentiels dans le cadre semiclassique, il semble
y avoir un phe´nome`ne de migration des valeurs propres vers le bord du
pseudospectre, dans la limite semiclassique ([41]). Ce phe´nome`ne nous
a motive´ pour entreprendre une e´tude des perturbations d’ope´rateurs
non-autoadjoints.
Nous allons examiner ici le comportement spectral d’un ope´rateur-
exemple sous des perturbations a` noyau oscillant, et nous allons e´tablir
une asymptotique de Weyl pour le nombre de valeurs propres de
l’ope´rateur perturbe´ dans un domaine a` l’inte´rieur du pseudospectre ;
pour ce genre de perturbations il n’y aurait donc dans notre cas pas
force´ment de migration des valeurs propres vers le bord.
De plus, nous e´tudions dans le the´ore`me 1.0.3 l’e´tendue maximale de
la zone sans valeurs propres de l’ope´rateur perturbe´ par une perturbation
ayant un seul noyau oscillatoire.
Conside´rons l’ope´rateur non-formellement-autoadjoint dans L2(S1)
P = hDx + g(x) , h ∈ (0, 1] , Dx = 1
i
∂
∂x
. (1.0.1)
Nous supposons :
Hypothe`se 1.0.1. — g(x) est une fonction analytique (a` valeurs dans
 ) tel que
Im g′ = 0 , (1.0.2)
sauf en deux points critiques a, b ∈ S1, avec
Im g(a) ≤ Im g(x) ≤ Im g(b), ∀x ∈ S1 .
Nous introduisons le symbole semiclassique
p(x, ξ) = ξ + g(x), (x, ξ) ∈ T ∗(S1) . (1.0.3)
De´ﬁnition 1.0.2. — Le pseudospectre semiclassique Σ ⊂   de P est
de´ﬁni par
Σ := p(T ∗()). (1.0.4)
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Im g(x)
Im z 
x
−
(z) x
+
(z) 
Ici ce sera la bande
Σ = {Im g(a) ≤ Im z ≤ Im g(b)} , (1.0.5)
et le spectre se situe a` l’inte´rieur de Σ (ce que nous allons montrer dans
le paragraphe suivant).
Nous de´notons par σ(A) le spectre de A.
Pour z ∈
◦
Σ, nous introduisons les points ρ±(z) = (x±, ξ±) ∈ T ∗()
donne´s par
ρ±(z) ∈ p−1(z); ∓Im g′(x±) > 0 . (1.0.6)
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Pour tout ensemble Γ ⊂
◦
Σ nous de´ﬁnissons
Γ−+(Γ) := {(ρ−(z), ρ+(z)); z ∈ Γ} (1.0.7)
qui est home´omorphe a` Γ.
Si Γ est un ouvert, alors Γ−+(Γ) est une sous-varie´te´ symplectique de
T ∗(S1) × T ∗(S1) pour la forme symplectique dξ ∧ dx − dη ∧ dy (voir
(1.4.4)), et nous notons |Γ−+| le volume symplectique correspondant.
Nous introduisons la projection
Π(x,y) : T
∗(S1)× T ∗(S1)→ S1 × S1 , (1.0.8)
(x, ξ, y, η)→ (x, y) .
The´ore`me 1.0.3. — Soit γ ⊂ Σ une courbe de la forme
Re z = f(Im z), Im z ∈ [a′, b′], Im g(a) < a′ < b′ < Im g(b) (1.0.9)
ou` f est analytique.
Alors il existe un voisinage U ⊂ S1×S1 de γ˜ = Π(x,y)(Γ−+(γ)), 0 > 0,
C0 > 0, une fonction ϕ analytique dans U (et inde´pendante de z) avec
Imϕ ≥ 0, et χ ∈ C∞c (U) (inde´pendant de z), χ = 1 pre`s de γ˜ tels que :
Si Q : L2(S1)→ L2(S1) a le noyau inte´gral
k(x, y) = χ(x, y)e
i
h
ϕ(x,y) , (1.0.10)
et si δ = e−

h , pour 0 <  < 0, alors pour h assez petit en fonction de 
on a :
σ(P + δQ) ∩ V = ∅ , (1.0.11)
ou` V = {z ∈ Σ; dist (z, γ) ≤
√

C0
}.
Ensuite nous conside´rons une perturbation δQ, ou` Q = Q(),
0 <  ≤ 0 << 1 est la somme de plusieurs termes oscillants :
Hypothe`se 1.0.4. — Soit
Q :=
N∑
j=1
Qj : L
2(S1)→ L2(S1) (1.0.12)
avec
kQj(x, y) = αχ(x− xj)χ(y − yj)e
i
h
ϕj(x,y)
le noyau inte´gral de Qj, ou` χ ∈ C∞c ((−π, π)), χ = 1 sur [−π2 , π2 ], est
inde´pendant de h. La phase est de la forme
ϕj(x, y) = ξj(x− xj) + i
2
(x− xj)2 − ηj(y − yj) + i
2
(y − yj)2 ,
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avec (xj , ξj) = (xk, ξk), (yj, ηj) = (yk, ηk), ∀j = k, et α est tel que
‖Qj‖ = 1 (donc α ∼ (πh)− 12 ). Ici N = N() ∈ ,
(xj , ξj), (yj, ηj) ∈ 2 de´pendent de  mais pas de h, alors que χ, α
ne de´pendent pas de .
Hypothe`se 1.0.5. — Soit Γ ⊂⊂
◦
Σ un ouvert simplement connexe de
bord γ = ∂Γ ∈ C∞. Nous supposons alors que, pour 0 <  ≤ 0,
Γ−+(γ) ⊂
⋃
1≤j≤N()
B
(
((xj , ξj), (yj, ηj)),
√

C
)
,
ou` C devra eˆtre choisi assez grand. De manie`re ge´ne´rale B(X0, r) de´signe
la boule ouverte de centre X0 et de rayon r.
Finalement nous supposons pour chaque  > 0 une hypothe`se 1.7.4
(dans la section 1.7) satisfaite de manie`re ge´ne´rique que nous allons
e´noncer.
The´ore`me 1.0.6. — Nous supposons que P ve´riﬁe l’hypothe`se 1.0.1,
que la perturbation Q ve´riﬁe les hypothe`ses 1.0.4, 1.7.4, 1.0.5 et que
δ = e−

h avec  > 0 assez petit inde´pendant de h . Alors le nombre de
valeurs propres de P + δQ dans Γ ve´riﬁe
#(σ(P + δQ) ∩ Γ) = 1
2πh
|Γ−+(Γ)|+O(
√

h
) (1.0.13)
pour h assez petit en fonction de . Ici |Γ−+(Γ)| de´signe l’aire symplec-
tique de Γ−+(Γ) pour la forme dξ ∧ dx− dη ∧ dy.
Pour prouver ces deux re´sultats, nous allons proce´der de la manie`re
suivante :
Nous commenc¸ons par prouver l’existence de solutions locales de
(P − z)u = 0 pre`s de x+, et de l’e´quation adjointe pre`s de x−. Ceci nous
permettra de formuler un proble`me de Grushin. Nous allons d’abord
montrer l’inversibilite´ pour les proble`mes de Grushin locaux pre`s de x±.
Ensuite nous allons construire un inverse exact global.
Ceci nous permettra alors de relier le spectre de P aux ze´ros de l’ha-
miltonien eﬀectif, qui sera ici une fonction  →  .
Nous conside´rons ensuite l’ope´rateur perturbe´ par une perturbation
δQ, Q e´tant borne´, et montrons que le proble`me de Grushin reste bien-
pose´. Nous pourrons faire un de´veloppement perturbatif de l’hamiltonien
eﬀectif, et nous allons expliciter le terme de premier ordre.
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Nous construisons ensuite la perturbation du the´ore`me 1.0.3.
Apre`s nous conside´rons une perturbation remplissant les hypothe`ses
1.0.4, 1.7.4, 1.0.5 qui nous permettront, a` l’aide de la me´thode de la
phase stationnaire analytique, de prouver la domination du terme de
premier ordre perturbatif.
Pour terminer la preuve du the´ore`me 1.0.6, nous allons construire des
fonctions qui rendront holomorphe l’hamiltonien eﬀectif non-perturbe´,
respectivement perturbe´. Ceci nous permettra, avec les estimations
pre´ce´dentes, de relier ses ze´ros aux ze´ros d’une fonction holomorphe
borne´e par un poids sousharmonique, et l’atteignant pre`sque en certains
points. Le nombre de ze´ros pourra alors eˆtre exprime´ en fonction de
l’inte´grale du laplacien du poids correspondant.
Nous terminons par la preuve du the´ore`me 1.0.3.
Dans un prochain travail nous ge´ne´ralisons le the´ore`me 1.0.6 en
prenant un ope´rateur non-perturbe´ plus ge´ne´ral et des perturbations
« ale´atoires ».
Remerciements : Ce travail fait partie de la the`se de l’auteur pre´pare´e
sous la direction de J. Sjo¨strand.
1.1. Pseudospectre et solutions BKW
1.1.1. De´finitions et Hypothe`ses. — Toutes les normes non-
indexe´es seront par de´faut des normes L2(S1) respectivement L(L2). Soit
g : S1 →   une fonction analytique, et soit P donne´ par (1.0.1).
P admet comme domaine naturel l’espace de Sobolev semiclassique
H1sc(S
1) := {u ∈ L2(S1); ‖u‖H1sc := ‖u‖+ ‖hDxu‖ <∞} . (1.1.1)
Le spectre de P est
σ = {z = 〈g〉+ nh;n ∈ }, 〈g〉 := 1
2π
∫ 2π
0
g(x)dx . (1.1.2)
Ceci se voit de la manie`re suivante : soit T la bijection sur H1sc donne´e
par
Tu(x) := e−
i
h
R x(g(y)−〈g〉)dyu(x) (1.1.3)
(qui est borne´e pour h ∈ (0, 1] ﬁxe´).
Alors
T−1PT = hDx + 〈g〉, (1.1.4)
qui a le spectre ci-dessus.
Nous rappelons :
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Hypothe`se 1.1.1. — g(x) est une fonction analytique tel que
Im g′ = 0 , (1.1.5)
sauf en deux points critiques a, b ∈ S1, avec
Im g(a) ≤ Im g(x) ≤ Im g(b), ∀x ∈ S1 .
Dans la suite nous identiﬁerons souvent a et b avec les points dans  tels
que a < b < a+ 2π a` l’aide de l’application naturelle S1 = /2π→ .
Le crochet de Poisson {p, p} de p, p est donne´ par
1
2i
{p, p} := 1
2i
(pξpx − pxpξ) = Im (pξpx) . (1.1.6)
Dans notre cas 1
2i
{p, p} = −Im g′(x) et l’hypothe`se 2.0.3 implique que
∀z ∈
◦
Σ, p−1(z) = {ρ+(z), ρ−(z)}, avec ± 1
i
{p, p}(ρ±) > 0, (1.1.7)
car Im(g(x)− z) a, pour chaque valeur de z, exactement deux ze´ros non
de´ge´ne´re´s x+(z), x−(z) avec
Im (g(x±)− z) = 0, ∓Im g′(x±) > 0, (1.1.8)
et nous pouvons poser
ρ± = (x±, ξ±), ξ± = Re z − Re g(x±). (1.1.9)
Nous allons restreindre la variable spectrale z a` un domaine simplement
connexe Ω ⊂⊂
◦
Σ (donc avec dist (Ω, ∂Σ) > 0 aﬁn de se´parer les points
x± dans l’espace).
1.1.2. Solutions locales. — Nous allons montrer que graˆce a` l’hy-
pothe`se 1.0.1 il est possible de construire des solutions « BKW » locales
des e´quations (P−z)u = 0, (P ∗−z)v = 0 dont la norme L2 est concentre´e
pre`s de x+ et pre`s de x− respectivement.
Nous cherchons une solution locale de la forme
u(x, z; h) = c(z; h)e
i
h
ϕ(x,z), c ≥ 0 . (1.1.10)
Le formalisme BKW n’est pas ne´cessaire dans notre cas, mais utile pour
indiquer une ge´ne´ralisation a` des ope´rateurs plus ge´ne´raux.
Soit I+ un intervalle ouvert inde´pendant de z avec x+(z) ∈ I+, x−(z) /∈
I+, ∀z ∈ Ω.
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Lemme 1.1.2. — Soit, pour x ∈ I+,
e+(x) := c+(z; h)e
i
h
ϕ+ ∈ H1sc(I+) , (1.1.11)
ou`
ϕ+ = −
∫ x
x+
(g(x˜)− z)dx˜ . (1.1.12)
Alors e+ est une solution de (P − z)e+ = 0 sur I+, et il est possible de
choisir c+ > 0 tel que ‖e+‖L2(I+) = 1.
De´monstration. — La phase ϕ+ remplit l’e´quation eikonale :
ϕ′(x) + g(x) = p(x, ϕ′(x)) = z , (1.1.13)
donc (P − z)e+ = 0 sur I+. En utilisant que ϕ(x+) = 0, et avec ϕ′(x+) =
ξ+ ∈ , la partie imaginaire de la phase (qui de´termine la croissance de
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e+) est ﬁxe´e par sa deuxie`me de´rive´e :
Imϕ′′ = −Im
(
px
pξ
)
= − 1|pξ|2 Im (pxpξ) =
1
|pξ|2
1
2i
{p, p}, (1.1.14)
en de´rivant l’e´quation eikonale pour la premie`re e´galite´.
Donc la partie imaginaire de ϕ+ de´croit (localement de manie`re qua-
dratique) en s’e´loignant de x+ et il est possible de choisir
c+(z; h) ∼ h− 14 (c0+(z) + hc1+(z) + ...) > 0 (1.1.15)
tel que ‖e+‖L2(I+) = 1.
En eﬀet, la me´thode de la phase stationnaire implique que
c0+ =
(
Imϕ′′+(x+(z))
π
) 1
4
. (1.1.16)
Remarquons que la construction s’applique aussi si g est uniquement
C1, graˆce au fait que nous avons un ope´rateur diﬀe´rentiel d’ordre 1,
voir [38] pour des situations ge´ne´rales ou` on peut travailler avec peu de
re´gularite´.
Lemme 1.1.3. — Soit, pour x ∈ I−,
e−(x) := c−(z; h)e
i
h
ϕ− ∈ H1sc(I+) , (1.1.17)
ou`
ϕ− = −
∫ x
x−
(g(x˜)− z)dx˜ . (1.1.18)
Alors e− est une solution de (P − z)∗e− = 0 sur I−, et il est possible de
choisir c− > 0 tel que ‖e−‖L2(I−) = 1.
De´monstration. — ϕ− ve´riﬁe le´quation eikonale pour l’adjoint hDx +
(g(x)− z). Etant donne´ que 1
i
{p, p}(ρ−) = −1i {p, p}(ρ−) > 0, la partie
imaginaire de la phase est positive sur I−, et −Imϕ′′− est donne´e par
(1.1.14). c0− ve´riﬁe l’analogue de (1.1.16).
Nous avons
e− ∈ R((P − z)|C∞c (I−))⊥, (1.1.19)
ou` R et N de´signent l’image et le noyau d’un ope´rateur. Nous allons
utiliser ces deux solutions dans le paragraphe suivant pour un proble´me
de Grushin.
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1.2. Enonce´ et re´solution du proble`me de Grushin
1.2.1. Proble`me de Grushin. — La question d’inversibilite´ de P −z
peut eˆtre reformule´e graˆce a` un proble`me de Grushin associe´. Soit
P =
(
P − z R−
R+ 0
)
: H1sc × → L2 ×  (1.2.1)
un ope´rateur borne´. Le re´sultat suivant est bien connu :
Proposition 1.2.1. — Supposons que P admet un inverse borne´
E =
(
E E+
E− E−+
)
,
PE = 1L2× et EP = 1H1sc×.
Alors P − z admet un inverse ssi E−+ : C→ C est inversible.
De´monstration. — Nous avons :
R+E = 0 ; R+E+ = 1,
ER− = 0 ; E−R− = 1,
(P − z)E+ = −R−E−+ ; E−(P − z) = −E−+R+,
(P − z)E +R−E− = 1L2 ; E(P − z) + E+R+ = 1H1sc .
Si E−+ est inversible, alors la troisie`me ligne nous permet d’exprimer
R± en fonction de P − z. En inse´rant ceci dans la quatrie`me ligne nous
obtenons
(P − z)(E −E+E−1−+E−) = 1L2
(E −E+E−1−+E−)(P − z) = 1H1sc
ce qui donne un inverse explicite de P − z. Inversement pour P − z
inversible la troisie`me ligne donne E± en fonction de E−+. En utilisant
R+E+ = 1 et E−R− = 1 nous avons :
−(R+(P − z)−1R−)E−+ = −E−+(R+(P − z)−1R−) = 1.
En montrant que P est inversible nous aurons donc re´duit le proble`me
spectral a` de´terminer le domaine d’inversibilite´ de E−+.
Nous construisons dans les prochains paragraphes un inverse du
proble`me de Grushin de norme O( 1√
h
) : ceci est relie´ a` une situation
de « sous-ellipticite´ avec perte d’une demi-de´rive´e », voir [40] et les
re´fe´rences qui y sont indique´es.
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1.2.2. De´composition en proble`mes locaux. — Nous allons
de´composer le proble`me de Grushin en deux proble`mes locaux pour
lesquels un inverse a` droite va eˆtre construit.
Soient J+ ⊂ (b, a+ 2π), J− ⊂ (a, b) des intervalles ouverts tels que
{x±(z); z ∈ Ω} ⊂ J± . (1.2.2)
Soit χ± ∈ C∞c (I±) avec χ± = 1 sur J±, tels que supp (χ+)∩supp (χ−) = ∅.
Nous ﬁxons I± = S1 \ J±.
1.2.2.1. Re´solution sur I+. —
Lemme 1.2.2. — Pour v ∈ L2(I+) , v+ ∈   le proble`me{
(P − z)u = v
R+u = v+
(1.2.3)
avec
R+u := 〈u, χ+e+〉 =
∫
I+
u(x)χ+(x)e+(x)dx (1.2.4)
admet la solution unique
u = Fv + F+v+ ∈ H1sc(I+) (1.2.5)
et
‖F‖L2(I+)→H1sc(I+) ≤
C√
h
, ‖F+‖
→H1sc(I+) = O(1) . (1.2.6)
De´monstration. — Le proble`me{
(P − z)u = 0
R+u = v+
(1.2.7)
admet la solution unique
u = F+v+ :=
1
〈e+, χ+e+〉v+e+, (1.2.8)
tandis que le proble`me {
(P − z)u = v
R+u = 0
(1.2.9)
admet la solution unique
u = Fv := (1− F+R+)F˜ v, (1.2.10)
ou` F˜ sera deﬁni par la suite.
39
En supposant x+ = 0 et z = 0 pour alle´ger les notations, la solution
ge´ne´rale a` Pu = v s’e´crit
u(x) =
i
h
e−
i
h
R x
0 g(x˜)dx˜
(∫ x
0
e
i
h
R y
0 g(x˜)dx˜ v(y)dy + v˜+
)
=
i
h
∫ x
0
e−
i
h
R x
y g(x˜)dx˜ v(y)dy + vˆ+e+
= F˜ v(x) + vˆ+e+ .
F˜ admet le noyau inte´gral
k(x, y) =
i
h
e−
i
h
R x
y
g(x˜)dx˜ 1{0≤y≤x} − i
h
e−
i
h
R x
y
g(x˜)dx˜ 1{x≤y≤0}
donc, par le lemme de Schur ([20], tome 3, p.74) sa norme L2 est majore´e
par (
sup
x
∫
|k(x, y)|dy
)1
2
(
sup
y
∫
|k(x, y)|dx
)1
2
. (1.2.11)
Graˆce au fait que x+ est suppose´ eˆtre un ze´ro non-de´ge´ne´re´ de Im g,
nous obtenons
1
C
≤ −Im g(x)
x
≤ C ,
ce qui implique (il suﬃt de conside´rer x ≥ 0)
|k(x, y)| = e 1h
R x
y
Im g(x˜)dx˜1{0≤y≤x} (1.2.12)
≤ e− 1Ch
R x
y x˜dx˜1{0≤y≤x} ≤ e− 12Ch (x2−y2)1{0≤y≤x},
donc∫ x
0
|k(x, y)|dy ≤ 1
h
∫ x
0
e−
1
2Ch
(x2−y2)dy
≤
⎧⎪⎨⎪⎩
1
h
∫ x
0
e−
1
2Ch
x(x−y)dy ≤ C′√
h
pour x ≥ √h ,
1√
h
pour x ≤ √h .
De manie`re analogue pour x ≤ 0 :∫ 0
x
|k(x, y)|dy ≤ 1
h
∫ 0
x
e−
1
2Ch
(x2−y2)dy =
1
h
∫ |x|
0
e−
1
2Ch
(x2−y2)dy , (1.2.13)
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ce qui donne la meˆme estimation.
Nous avons donc que
sup
x∈I+
∫ x
0
|k(x, y)|dy ≤ C√
h
. (1.2.14)
De manie`re analogue (avec la convention que g − z est nul en dehors de
I+ ) nous avons pour 0 ≤ y ≤
√
h, avec ∂I+ = {c, d} , c < d,
sup
y≤√h
∫ d
y
|k(x, y)|dx ≤ 1
h
∫ d
0
e
1
h
R x√
h
Im g(x˜)dx˜dx
≤ 1
h
∫ ∞
0
e−
1
2Ch
(x2−(√h)2)dx
≤ e
1
2C
h
∫ ∞
0
e−
1
2Ch
x2dx
≤ 1
h
e
1
2C
√
Cπh
2
≤ C˜√
h
,
et pour y ≥ √h
sup
y≥√h
∫ d
y
|k(x, y)|dx ≤ sup
y≥√h
1
h
e
1
2Ch
y2
[
−2Ch
y
e−
1
2Ch
yx
]x=∞
x=y
≤ sup
y≥√h
2C
y
≤ 2C√
h
.
Pour y ≤ 0 on obtient les meˆmes estimations.
Donc
‖F˜‖L2(I+)→L2(I+) ≤
C√
h
ce qui implique, en utilisant l’identite´ PF˜v = v ,
‖F˜‖L2(I+)→H1sc(I+) = ‖F˜‖+ ‖hDF˜‖
≤ ‖F˜‖+ ‖1− g(x)F˜‖
≤ (1 + C√
h
) ≤ C˜√
h
.
41
Finalement
‖F‖L2(I+)→H1sc(I+) ≤
(
1 + ‖F+R+‖H1sc(I+)→H1sc(I+)
) ‖F˜‖L2(I+)→H1sc(I+)
≤ C˜√
h
,
ou` nous avons utilise´ que
‖F+R+‖H1sc(I+)→H1sc(I+) ≤
1
〈e+, χ+e+〉‖χ+e+‖L2(I+)‖e+‖H1sc(I+)
et
D+ := 〈e+, χ+e+〉 = 1− |c+|2
∫
I+
(1− χ+)e− 2h Imϕ+(x)dx = 1 +O(e− 1Ch ),
(1.2.15)
car sur supp (1 − χ+) l’exposant est strictement ne´gatif, et
1
D+
= 1 +O(e−
C
h ).
1.2.2.2. Re´solution sur I−. — Pre`s de x− la situation est analogue pour
(P ∗ − z) que pre`s de x+ pour (P − z).
Lemme 1.2.3. — Pour v ∈ L2comp(I−), le proble`me
(P − z)u+R−u− = v (1.2.16)
ou`
R−u− := u−χ−e− , u− ∈ C ,
admet une solution unique (u, u−) ∈ H1sc,comp(I−)×  :
u = Gv, (1.2.17)
u− = G−v, (1.2.18)
et, en tant qu’ope´rateur L2comp(I−)→ H1sc,comp(I−) :
‖G‖L2→H1sc ≤
C√
h
, (1.2.19)
ainsi que, en tant qu’ope´rateur L2comp(I−)→   :
‖G−‖L2→ = O(1) . (1.2.20)
De´monstration. — Pour x ≤ x− nous avons l’unique solution a`
(P − z)u = v˜, v˜ ∈ L2comp(I−) qui s’annule pre`s de inf(I−) :
u1(x) =
i
h
∫ x
−∞
e−
i
h
R x
y (g(x˜)−z)dx˜v˜(y)dy =: G˜1v˜(x) , (1.2.21)
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alors que pour x ≥ x− nous avons l’unique solution qui s’annule pre`s de
sup(I−) :
u2(x) =
i
h
∫ x
∞
e−
i
h
R x
y (g(x˜)−z)dx˜v˜(y)dy =: G˜2v˜(x) , (1.2.22)
les parties re´elles des deux exposants e´tant ne´gatives dans le support de
v˜.
Aﬁn d’obtenir une solution continue a` support compact dans I−, il faut
imposer que
0 = u1(x−)− u2(x−) = i
h
∫ ∞
−∞
e−
i
h
R x−
y (g(x˜)−z)dx˜v˜(y)dy =
i
hc−(h)
〈v˜, e−〉
(bien de´ﬁni car v˜ ∈ L2comp(I−)), ce qui donne, en introduisant
u− = G−v :=
1
〈χ−e−, e−〉〈v, e−〉 =
1
D−
〈v, e−〉 , (1.2.23)
une solution continue
u = Gv = G˜(I − R−G−)v ,
u− = G−v ,
ou` G˜ est donne´ par les expressions (1.2.21), (1.2.22). En observant que
G˜ a le noyau inte´gral
k(x, y) =
i
h
e−
i
h
R x
y
g(x˜)dx˜ 1{y≤x≤x−} −
i
h
e−
i
h
R x
y
g(x˜)dx˜ 1{x−≤x≤y}
qui est semblable au noyau inte´gral de l’adjoint de F (en remarquant que
Im g′(x+) ∼ −Im g′(x−)), nous pouvons utiliser les estimations du para-
graphe pre´ce´dent pour trouver que la norme L2 de G˜ en tant qu’ope´rateur
agissant sur C∞c (I−) ve´riﬁe
‖G˜‖ ≤ C√
h
, (1.2.24)
ainsi que
‖G‖ ≤ C√
h
, ‖G‖L2→H1sc ≤
C ′√
h
, (1.2.25)
ce qui reste valable pour son extension a` L2comp. En remarquant que
supp (G˜v) ⊂ ch ({x−} ∪ supp (v)) (1.2.26)
ou` ch de´signe l’enveloppe convexe, nous avons
G : L2comp(I−)→ H1sc,comp(I−) . (1.2.27)
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1.2.3. Inverse global. — Nous allons construire un inverse a` droite a`
l’aide des inverses locaux sur I±.
Nous parame´trisons S1 en identiﬁant a a` l’origine de l’axe re´el et en
choisissant le sens positif de parcours. Nous choisissons une partition de
l’unite´ ψ± ∈ C∞c (I±), ψ+ + ψ− = 1, telle que χ± ≺ ψ±, ou` ψ ≺ φ signiﬁe
supp (ψ) ∩ supp (1− φ) = ∅ . (1.2.28)
Nous commenc¸ons par re´soudre le proble`me{
(P − z)u = ψ+v
R+u = v+
sur I+ :
u1 := (1− χ−)Fψ+v + (1− χ−)F+v+ ,
R+u1 = 〈u1, χ+e+〉 = v+ ,
(P − z)u1 = ψ+v − [P, χ−]Fψ+v − [P, χ−]F+v+ ,
(en utilisant χ+ ≺ (1− χ−) et ψ+ ≺ (1− χ−) car χ− ≺ ψ−).
Avec (1.2.26), nous pouvons « corriger l’erreur » sur I− en y re´solvant
le proble`me
(P − z)u2 +R−u− = ψ−v + [P, χ−]Fψ+v + [P, χ−]F+v+ .
Nous avons la solution
u2 = G(ψ−v + [P, χ−]Fψ+v + [P, χ−]F+v+) ,
u− = G−(ψ−v + [P, χ−]Fψ+v + [P, χ−]F+v+) ,
et R+u2 = 0 car supp (u2) ∩ supp (χ+) = ∅.
Proposition 1.2.4. — P est inversible d’inverse
E =
(
E E+
E− E−+
)
,
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donne´ par :
E = G
(
ψ− +
h
i
χ′−Fψ+
)
+ (1− χ−)Fψ+, ‖E‖L2→H1sc = O(
1√
h
),
E+ = (1− χ−)F+ +Gh
i
χ′−F+, ‖E+‖ = O(1),
E− = G−(ψ− +
h
i
χ′−Fψ+), ‖E−‖ = O(1),
E−+ = G−
h
i
χ′−F+ = −
h
iD−D+
〈χ′−e+, e−〉, ‖E−+‖ = O(e−
1
Ch ).
De´monstration. — Avec χ′− ≺ ψ− il est clair que E est un inverse a`
droite.
On montre facilement que P est un ope´rateur de Fredholm d’indice 0
et donc E est aussi un inverse a` gauche.
E−+ sera compose´ de deux inte´grales dans lesquelles χ′− est non-nulle,
et en e´tant attentifs lors de l’identiﬁcation des intervalles sur l’axe re´el
et sur S1 nous obtenons :
E−+ = − hc+c−
iD+D−
(∫
I+∩I−
χ′−e
i
h
R x
x−(g(x˜)−z)dx˜e−
i
h
R x
x+
(g(x˜)−z)dx˜
dx
+
∫
I+∩(I−+2π)
χ′−e
i
h
R x−2π
x− (g(x˜)−z)dx˜e−
i
h
R x
x+
(g(x˜)−z)dx˜
dx
)
=
hc+c−
iD+D−
(
e
i
h
R x+
x− (g(x˜)−z)dx˜ − e− ih
R x−+2π
x+
(g(x˜)−z)dx˜ )
,
e´tant donne´ que l’inte´grale sur χ′− donne −1 sur I+ ∩ I− et 1 sur
I+ ∩ (I− + 2π). Le pre´facteur est O(
√
h) car c± = O(h−
1
4 ).
Notons que E−+(z) est exponentiellement petit dans Σ, mais les ze´ros
de E−+ se situent exactement en z ∈ σ(P ) et sont donne´s par une condi-
tion de quantiﬁcation de type Bohr-Sommerfeld :∮ x−+2π
x−
(g(x)− z)dx = 2πh n , n ∈ Z , (1.2.29)
e´quivalente a` (1.1.2).
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1.3. Perturbation
Conside´rons une perturbation δQ, ou` Q est borne´ dans L(L2),
‖Q‖ ≤ C inde´pendant de h, et δ ≥ 0 est un parame`tre de perturbation
assez petit. Nous commenc¸ons par montrer que le proble`me de Grushin
reste bien pose´.
Soit
Pδ =
(
P + δQ R−
R+ 0
)
.
Nous e´crivons PδE = 1 +K,
K =
(
δQE δQE+
0 0
)
. (1.3.1)
Pour
δ ≤
√
h
C
avec C assez grand, (1.3.2)
nous avons ‖K‖ ≤ C′δ‖Q‖√
h
< 1
2
. Nous obtenons la se´rie de Neumann
E δ = E(1 +K)−1 = E
∞∑
j=0
(−K)j (1.3.3)
avec
Kj =
(
(δQE)j (δQE)j−1(δQE+)
0 0
)
, j ≥ 1. (1.3.4)
Nous avons alors la
Proposition 1.3.1. — Soit Q uniforme´ment borne´ en h, et δ ve´riﬁant
(1.3.2), alors Pδ admet un inverse
E δ =
(
Eδ Eδ+
Eδ− E
δ
−+
)
= E0 +
∑
j≥1
(−1)j
(
E(δQE)j (EδQ)jE+
E−(δQE)j E−(δQE)j−1(δQE+)
)
de norme O( 1√
h
).
Nous avons imme´diatement le
Corollaire 1.3.2. —
E δ − E0 =
(
O( δ
h
) O( δ√
h
)
O( δ√
h
) O(δ)
)
. (1.3.5)
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Nous e´crivons
Eδ−+ :=
∑
j≥0
δjE
(j)
−+, (1.3.6)
E
(0)
−+ := G−
h
i
χ′−F+, E
(j)
−+ := (−1)jE−(QE)j−1QE+, j ≥ 1 .
Alternativement nous pouvons partir de l’estimation ”a priori” pour
la solution du proble`me de Grushin non-perturbe´
√
h‖u‖H1sc + |u−| ≤ C(‖v‖+
√
h|v+|)
pour obtenir pour la solution du proble`me perturbe´ Pu = v+ (P δ−P )u
que
√
h‖u‖H1sc + |u−| ≤ C(‖v‖+
√
h|v+|+ δ‖Q‖H1→L2‖u‖H1sc).
1.4. Proprie´te´s analytiques de E−+
Nous allons d’abord trouver une fonction poids l qui nous permettra
de construire une fonction holomorphe ayant les meˆmes ze´ros que Eδ−+.
Nous partons de l’identite´
∂z(PδE δ) = 0
(e´tant donne´ que PδE δ = 1H1sc×) et avons
∂zE
δ
−+ = −
(E δ(∂zPδ)E δ)22
= − (Eδ−(∂zR−) + (∂zR+)Eδ+)Eδ−+
= −kδ(z)Eδ−+ , (1.4.1)
car Pδ11 = P − z + δQ est holomorphe et P22 = 0.
Eδ−+ n’est donc pas analytique mais en cherchant une solution dans Ω
a`
1
h
∂zl
δ(z) = kδ(z) (1.4.2)
nous obtenons une fonction holomorphe e
lδ(z)
h Eδ−+ qui aura les meˆmes
ze´ros que Eδ−+.
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1.4.1. Proprie´te´s analytiques de E
(0)
−+. — Rappelons que
E
(0)
−+ =
hc+c−
iD−D+
(
e
i
h
R x+
x− (g(x˜)−z)dx˜ − e− ih
R x−+2π
x+
(g(x˜)−z)dx˜)
.
En choisissant
l0(z) = −i
∫ x+
x−
(g(x˜)− z)dx˜ (1.4.3)
nous avons
e
l0(z)
h E
(0)
−+ =
hc+c−
iD−D+
(1− e− 2πih (<g>−z)) ,
ou` le dernier facteur est holomorphe en z.
Soit
l0(z) := l0(z)− h ln
√
hc+c−
D−D+
= l0 +O(h)
qui est bien de´ﬁni car D± = 1 +O(e−
1
Ch ) et c± > 0.
Nous obtenons une fonction holomorphe
e
l0(z)
h E
(0)
−+ =
√
h
i
(1− e− 2πih (<g>−z))
ayant les meˆmes ze´ros que E
(0)
−+.
Lemme 1.4.1. — Re l0(z) est strictement sous-harmonique et nous
avons
ΔRe l0(z)dRe z ∧ dIm z = dξ− ∧ dx− − dξ+ ∧ dx+ , (1.4.4)
ou` dξ− ∧ dx− − dξ+ ∧ dx+ est la forme symplectique dξ ∧ dx − dη ∧ dy
restreinte a` Γ−+.
De´monstration. —
Re l0(z) =
∫ x+(z)
x−(z)
Im (g(x˜)− z)dx˜ ,
donc (avec Im (g(x±)− z) = 0)
∂zRe l0(z) =
1
2i
(x+ − x−)
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et
ΔRe l0(z) = 4∂z∂zRe l0(z) =
2
i
(∂zx+ − ∂zx−) (1.4.5)
= −(∂Im zx+ − ∂Im zx−)
= (
1
Im g′(x−)
− 1
Im g′(x+)
)
> 0.
Ici on utilise (1.1.8) qui entraine dx± = 1Im g′(x±)dIm z.
En utilisant ξ± = Re (z − g(x±)) nous obtenons
dξ± ∧ dx± = 1
Im g′(x±)
(dRe z ∧ dIm z) (1.4.6)
ce qui implique (1.4.4).
Nous avons aussi prouve´ que si Γ est un ouvert, alors Γ−+(Γ) est sym-
plectique pour la forme symplectique dξ ∧ dx− dη ∧ dy.
1.4.2. Proprie´te´s analytiques de Eδ−+. — Nous imposons
δ << h
3
2 , (1.4.7)
ce qui implique (1.3.2) pour h assez petit.
L’e´quation (1.4.1) pour ∂zE
δ
−+ donne, en inse´rant la se´rie de Neumann
kδ(z) = Eδ−(∂zR−) + (∂zR+)E
δ
+ (1.4.8)
= k0(z) +
∑
j≥1
(−1)j(E0−((δQE0)j∂zχ−e−) + 〈(E0δQ)jE0+, ∂zχ+e+〉) ,
ce qui implique
|kδ(z)− k0(z)| ≤
∑
j≥1
(
Cδ√
h
)j(‖∂ze−‖+ ‖∂ze+‖)
≤ Cδ√
h
O(
1
h
) = O(
δ
h
3
2
) .
Une solution de
1
h
∂zl
δ(z) = kδ(z) (1.4.9)
dans un voisinage Ω˜ ⊂⊂ Σ de Ω est donne´ par lδ = l0 + (lδ − l0) avec
(lδ − l0)(z) = h
π
∫
Ω˜
(kδ − k0)(z′)
z − z′ L(dz
′) , (1.4.10)
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ou` L(dz) de´signe la mesure de Lebesgue sur  . Nous obtenons une fonc-
tion holomorphe
e
lδ
h Eδ−+ (1.4.11)
avec
|lδ − l0| ≤ h‖kδ − k0‖L∞(Ω˜)‖
1
z
χ(
z
R
)‖L1 = O( δ√
h
) , (1.4.12)
si χ ∈ C∞c ( ), χ(z) = 1 pre`s de z = 0 et R >> 1.
1.5. Analyse de Eδ−+
Nous allons reprendre le de´velopppement perturbatif (1.3.6) de la fonc-
tion holomorphe (en δ) e
lδ
h Eδ−+, et montrer que le terme de premier ordre
est rendu holomorphe par la fonction poids du proble`me non-perturbe´.
Lemme 1.5.1. — Si δ > e−
κ
h , κ > 0 assez petit, nous avons
e
lδ
h Eδ−+ = h
− 1
2 (−δe l0h u(z) +O(e l0h δ
2
h
3
2
)) , (1.5.1)
ou`
e
l0
h u(z) = e
l0
h 〈Q(1− χ−)e ihϕ+ , ψ−e ihϕ−〉 (1.5.2)
est holomorphe en z, et ϕ± sont comme dans (1.1.12), (1.1.18).
De´monstration. — Avec les ine´galite´s de Cauchy pour une fonction ho-
lomorphe en δ dans un disque de rayon
√
h
C
centre´ en 0, nous avons
Eδ−+ = E
(0)
−+ + δE
(1)
−+ +O(
δ2√
h
) . (1.5.3)
Puisque E
(0)
−+ = O(e
− 1
C∗h ), ce terme s’absorbe dans le terme de reste si
on suppose que
e−
1
C∗h = O(
δ2√
h
) . (1.5.4)
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De plus, il existe D > 0 inde´pendant de h tel que
−e l
0
h E
(1)
−+ = e
l0
h E−QE+ (1.5.5)
= e
l0
h
1
D+D−
〈(ψ− + h
i
χ′−Fψ+)Q((1− χ−) +G
h
i
χ′−)e+, e−〉
= e
l0
h
c+c−
D+D−
〈Q(1− χ−)e ihϕ+ , ψ−e ihϕ−〉+ e l
0
h O(e−
1
Dh )
= h−
1
2 e
l0
h u(z) + e
l0
h O(e−
1
Dh ) .
Le premier terme est holomorphe, car Q est inde´pendant de z.
Nous supposons
e−
1
Dh = O(
δ√
h
) . (1.5.6)
En de´veloppant ﬁnalement
e
lδ−l0
h = 1 +O(
δ
h
3
2
) (1.5.7)
nous avons
e
lδ
h Eδ−+ = e
l0
h Eδ−+(1 +O(
δ
h
3
2
)) (1.5.8)
= e
l0
h (δE
(1)
−+ +O(
δ2√
h
))(1 +O(
δ
h
3
2
))
= h−
1
2 (−δu(z)e l0h +O(e l0h δ
2
h
3
2
)),
car e
l0−l0
h = O(1), ce qui termine la preuve.
1.6. Construction de la perturbation du
the´ore`me 1.0.3
Soit U ⊂ S1 × S1 un ouvert. Conside´rons un ope´rateur
Q : L2(S1)→ L2(S1) ayant un noyau inte´gral de la forme
k(x, y) = χ(x, y)e
i
h
ϕ(x,y) (1.6.1)
ou` χ ∈ C∞c (U) est inde´pendant de z, ϕ est analytique dans U et
inde´pendant de z avec Imϕ ≥ 0 ; alors, d’apre`s le lemme de Schur, Q est
borne´ uniforme´ment en h et nous avons
u(z; h) =
∫∫
a(x, y)e
i
h
(ϕ(x,y)−ϕ−(x,z)+ϕ+(y,z))dxdy , (1.6.2)
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ou` a(x, y) = χ(x, y)ψ−(x)(1− χ−)(y).
Proposition 1.6.1. — Soit γ ⊂ Σ une courbe de la forme
Re z = f(Im z), Im z ∈ [a′, b′], Im g(a) < a′ < b′ < Im g(b) (1.6.3)
ou` f est analytique. Alors il existe une phase ϕ de´ﬁnie dans un voisinage
de Π(x,y)(Γ−+(γ)) = γ˜, analytique, telle que la phase totale ϕ(x, y) −
ϕ−(x, z)+ϕ+(y, z) ait un point critique non-de´ge´ne´re´ dans γ˜, pour z ∈ γ.
De´monstration. — Soit
[a′, b′]  t = Im z → γ˜(t) = (x−(t), x+(t)) . (1.6.4)
C’est une courbe injective a` diﬀe´rentielle non-nulle. De plus, la forme de
γ nous permet de parame´triser
[a′, b′]  t → (ξ−(t),−ξ+(t)) = (ξ−(f(t) + it),−ξ+(f(t) + it)) . (1.6.5)
Il s’agit alors de construire une phase ϕ analytique telle que
∇ϕ(γ˜(t)) =
(
ξ−(t)
−ξ+(t)
)
. (1.6.6)
Soit
ψ(γ˜(t)) = ψ(γ˜(0)) +
∫ t
0
(
ξ−(t)
−ξ+(t)
)
· γ˜′(t)dt . (1.6.7)
Soit ψ une extension analytique (a` partie imaginaire ≥ 0). Soit
ϕ = ψ + gˆ . (1.6.8)
Nous voulons construire une fonction analytique gˆ telle que gˆ|γ˜ = 0 et
que
∇gˆ(γ˜(t)) = ((
(
ξ−(t)
−ξ+(t)
)
−∇ψ(γ˜(t))) · n)n , (1.6.9)
ou` n de´signe un choix de vecteur unitaire normal a` γ˜.
Pour ceci, nous nous plac¸ons dans des coordonne´es ge´ode´siques (ana-
lytiques)
vois(γ˜)  (x, y)→ (x1, x2) . (1.6.10)
Pour s une parame´trisation par longueur d’arc de γ˜ et Πγ˜ la projection
orthogonale sur γ˜, les coordonne´es ge´ode´siques sont donne´es par :
x1 = s(Πγ˜(x, y)), |x2| = dist ((x, y), γ˜) (1.6.11)
et le signe de x2 est de´termine´ par la condition
∂x2
∂n
= 1.
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Dans ces coordonne´es, nous cherchons alors gˆ re´el (ou a` partie imagi-
naire positive), analytique avec gˆ(x1, 0) = 0 et
∇gˆ(x1, 0) =
(
0
ν(x1)
)
, (1.6.12)
ou` ν(x1) est de´termine´ en exprimant (1.6.9) en coordonne´es ge´ode´siques.
Par exemple
gˆ(x1, x2) = ν(x1)x2 (1.6.13)
et on peut rajouter des termes d’ordre supe´rieur quelconque en x2, notam-
ment i(x2)
2. En revenant dans les coordonne´es standard nous obtenons
alors une phase analytique avec les proprie´te´s voulues.
De manie`re ge´ne´rale, pour que la phase totale ait un point critique, la
varie´te´ lagrangienne associe´e a` ϕ
Cϕ := {(x, ϕ′x; y,−ϕ′y)} (1.6.14)
doit intersecter Γ−+. Or, d’apre`s (1.4.4), celle-ci est symplectique, donc si
leur intersection est une varie´te´, elle sera au maximum unidimensionelle,
ce qui est le cas du lemme pre´ce´dent.
1.7. Perturbation par une somme de noyaux oscillants
Dans cette section on se place dans le cadre du the´ore`me 1.0.6. L’ide´e
est de conside´rer une somme de noyaux oscillants dont les lagrangiennes
se rapprochent « suﬃsamment souvent » de Γ−+ :
Hypothe`se 1.7.1. — Soit
Q :=
N∑
j=1
Qj : L
2(S1)→ L2(S1) (1.7.1)
avec
kQj(x, y) = αχ(x− xj)χ(y − yj)e
i
h
ϕj(x,y)
le noyau inte´gral de Qj, ou` χ ∈ C∞c ((−π, π)), χ = 1 sur [−π2 , π2 ], est
inde´pendant de h. La phase est de la forme
ϕj(x, y) = ξj(x− xj) + i
2
(x− xj)2 − ηj(y − yj) + i
2
(y − yj)2 ,
avec (xj , ξj) = (xk, ξk), (yj, ηj) = (yk, ηk), ∀j = k, et α est tel que
‖Qj‖ = 1 (donc α ∼ (πh)− 12 ). Ici N = N() ∈ ,
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(xj , ξj), (yj, ηj) ∈ 2 de´pendent de  mais pas de h, alors que χ, α
ne de´pendent pas de .
Lemme 1.7.2. — Il existe q inde´pendant de  tel que ‖Q‖ ≤ q pour h
assez petit en fonction de .
Preuve :
Nous omettons les troncatures en sous-entendant que nous inte´grons uni-
quement sur leur support.
Conside´rons le noyau inte´gral de Q∗jQk sans les troncatures sur  (l’er-
reur commise est O(e−
1
Ch )) :∫
kQj (x
′, x)kQk(x
′, y)dx′
= |α|e ih (ηj(x−yj)+ i2 (x−yj)2)e ih (−ηk(y−yk)+ i2 (y−yk)2)e ih (ξk+ξj)
xj−xk
2 e−
1
4h
|ρj−ρk|2 .
Le lemme de Schur implique donc avec la normalisation que (toujours
avec des erreurs O(e−
1
Ch ))
‖Q∗jQk‖
1
2 ≤ C0e− 14h |ρj−ρk |2 (1.7.2)
et de manie`re analogue
‖QjQ∗k‖
1
2 ≤ C0e− 14h |νj−νk|2 . (1.7.3)
Avec∑
k
‖QjQ∗k‖
1
2 ,
∑
k
‖Q∗jQk‖
1
2 ≤ 1 +N()e−
cj ()
h , cj() > 0 (1.7.4)
et
qh, := sup
j
(1 +N()e−
cj ()
h ) < q , (1.7.5)
h assez petit en fonction de , le lemme de Cotlar-Stein ([12]) implique
‖Q‖ ≤ q . (1.7.6)

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Aﬁn de trouver les estimations sur e
lδ
h Eδ−+ qui nous permettront de
terminer la preuve du the´ore`me 1.0.6, il s’agit d’e´valuer
u(z) =
∑
j
uj(z) (1.7.7)
=
∑
j
∫∫
αχ(x− xj)χ(y − yj)(1− χ−)(y)ψ−(x)e ihψj(x,y,z)dxdy
ou`
ψj(x, y, z) := −ϕ−(x, z) + ϕj(x, y) + ϕ+(y, z) (1.7.8)
=: F ((x, y), (ρ−(z), ρ+(z)), (ρj , νj)),
avec ρj := (xj , ξj), νj := (yj, ηj) ∈ T ∗() ; F est analytique en toutes
les variables avec ImF ∼ d((x, y), (x−, x+))2 + d((x, y), (xj, yj))2, et si
dist (Γ−+(z), (ρ, ν)) ≥ ω > 0, alors
ImF + |F ′(x,y)| ≥ c(ω) > 0 , (1.7.9)
donc par de´formation de contour |uj(z)| = O(e− 1Ch ).
Il suﬃt donc de conside´rer les uj avec dist (Γ−+(z), (ρj , νj)) assez petit.
Lemme 1.7.3. — (Phase stationnaire)
Si dist(Γ−+(z), (ρj , νj)) est assez petit, alors ψj(x, y, z) a un point cri-
tique Xc = (xc, yc) dans un voisinage complexe de Xj = (xj , yj). Nous
avons alors
uj(z) = hαe
i
h
Φj(z)(aj(z) +O(h)) , (1.7.10)
ou` Φj(z) = ψj(z, xc, yc), et e
l0
h uj, Φj(z)−il0(z) et aj(z) sont holomorphes
en z.
Soit
f(ρ−(z), ρ+(z), ρ, ν) := ImF (Xc, ρ−(z), ρ+(z), ρ, ν) , (1.7.11)
ce qui est analytique en (ρ, ν) et (ρ−(z), ρ+(z)).
Alors
f(ρ−(z), ρ+(z), ρ, ν) ∼ (dist(Γ−+(z), (ρ, ν)))2 , (1.7.12)
donc z → f(ρ−(z), ρ+(z), ρ, ν) admet un minimum non-de´ge´ne´re´ en un
point Z(ρ, ν), et (ρ, ν) → Z(ρ, ν) est une submersion. Ceci implique pour
ImΦj(z) = f(ρ−(z), ρ+(z), ρj , νj) que
ImΦj(z) ∼ (dist(Γ−+(z), (ρj , νj)))2 , (1.7.13)
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et cette fonction admet un minimum non-de´ge´ne´re´ en zj = Z(ρj , νj), et
l’amplitude aj y est elliptique.
De´monstration. — L’holomorphie de´coule de (cf. (1.7.8), (1.1.11),
(1.1.17), (1.4.3)) :
ψj − il0 =
∫ x
y
(g(x˜)− z)dx˜+ ϕj(x, y) (1.7.14)
ce qui est manifestement holomorphe en z, et ceci est pre´serve´ dans la
me´thode de la phase stationnaire.
Aﬁn de simpliﬁer les notations, nous introduisons les nouvelles va-
riables
X = (x, y); α = Γ−+(z); β = (ρ, ν) . (1.7.15)
Nous e´tendons F de manie`re naturelle a` α ∈ T ∗(S1) × T ∗(S1) en
conside´rant ρ+(z) et ρ−(z) comme des variables inde´pendantes dans
(1.7.8), avec ϕ± de´pendant de ρ±.
Soient β0 = (ρj , νj) et Xc,0 = (xj , yj). Pour α = β = β0,
X → F (X, β0, β0) a un point critique non-de´ge´ne´re´ re´el Xc,0 :
F ′X(Xc,0, β0, β0) = 0 ,
ImF (X, β0, β0) ∼ (X −Xc,0)2 .
D’apre`s le the´ore`me des fonctions implicites, pour (α, β) dans un voisi-
nage de (β0, β0), F aura un unique point critique non-de´ge´ne´re´ Xc(α, β)
(qui de´pendra de manie`re analytique de (α, β)) ; nous posons α = Γ−+(z).
Nous avons alors le de´veloppement de la phase stationnaire analytique
([29], The´ore`me 2.8), ce qui donne (1.7.10).
Pour montrer (1.7.13), nous partons de l’ine´galite´ fondamentale ([29],
Lemme 7.5)
ImF (Xc(α, β), α, β) ≥ inf
X∈vois
 
(Xc,0)
ImF (X,α, β) +
1
C
|ImXc(α, β)|2
(1.7.16)
(voir [29]). Dans notre cas, il existe un C > 0 tel que
ImF (X,α, β) ≥ 1
C
((X − αX)2 + (X − βX)2) ≥ 1
C ′
(αX − βX)2 (1.7.17)
en de´signant par αX la projection de α sur la composante X. De plus,
|ImXc(α, β)| ≥ 1
C
inf
X∈vois
 
(Xc,0)
|F ′X | . (1.7.18)
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Pour minorer |F ′X |, soit Y (α, β) l’unique point dans un voisinage re´el de
Xc,0 tel que X → ImF (X,α, β) y atteint son minimum.
C’est un point critique non-de´ge´ne´re´ de ImF , et donc
|ImF ′X(X,α, β)| ∼ |X − Y (α, β)| . (1.7.19)
Ensuite, pour αX = βX nous avons
ReF ′X(αX , α, β) = αΞ − βΞ (1.7.20)
et donc
ReF ′X(X,α, β) = αΞ−βΞ +O(|αX−βX |)+O(|X−Y (α, β)|) . (1.7.21)
Nous avons au total
|F ′X |2(X,α, β) ≥ |ImF ′X |2(X,α, β) +
1
C
|ReF ′X |2(X,α, β)
≥ 1
C ′
|αΞ − βΞ|2 − C˜|αX − βX |2 + 1
C ′′
|X − Y (α, β)|2
ce qui implique
|ImXc(α, β)|2 ≥ 1
C
|αΞ − βΞ|2 − C˜|αX − βX |2 , (1.7.22)
donc d’apre`s (1.7.16), (1.7.17),
f(α, β) = ImF (Xc(α, β), α, β) ≥ 1
C
|α− β|2 (1.7.23)
qui est la minoration dans (1.7.13).
D’autre part, puisque ImF (Xc(α, β), α, β) est une fonction positive
analytique s’annulant pour α = β, nous avons
f(β, α) = ImF (Xc(α, β), α, β) ≤ C|α− β|2 . (1.7.24)
Conside´rons l’application
Π : voisT ∗()×T ∗()(Γ−+(Ω))→ Γ−+(Ω) (1.7.25)
(ρ, ν) → Γ−+(Z(ρ, ν))
qui a` (ρ, ν) associe le(s) Z(ρ, ν) ∈ Γ−+(Γ) re´alisant le minimum de z →
(dist(Γ−+(z), (ρj , νj)))2. C’est une submersion idempotente.
Fixons un voisinage W ⊂ T ∗()× T ∗() de Γ−+(Ω). Soit
J(W, ) = {j; (ρj, νj) ∈W} . (1.7.26)
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D’apre`s l’observation pre´ce´dant le lemme 1.7.3, on a
|
∑
j /∈J(W,)
uj| = O(e− 1Ch ) (1.7.27)
pour h assez petit en fonction de , ou` C est inde´pendante de .
Hypothe`se 1.7.4. — Nous supposons que ∀j, k ∈ J(W, ), et en
e´crivant Z(ρj , νj) = zj,
zj = zk si j = k , (1.7.28)
(ce qui implique que les minima des ImΦj sont distincts).
De manie`re e´quivalente, Π(ρj , νj) = Π(ρk, νk), pour j, k ∈ J(W, ),
j = k.
Remarquons que pour  ﬁxe´, l’ensemble des (ρj, νj), j = 1, ..., N(), ne
ve´riﬁant pas cette hypothe`se est une re´union de sous-varie´te´s analytiques
de codimension 2 de (T ∗()×T ∗())N(), ce qui implique que l’hypothe`se
est ve´riﬁe´e ge´ne´riquement.
Hypothe`se 1.7.5. — Soit Γ ⊂⊂
◦
Σ un ouvert simplement connexe de
bord γ = ∂Γ ∈ C∞. Nous supposons alors que pour 0 <  ≤ 0,
Γ−+(γ) ⊂
⋃
1≤j≤N()
B
(
((xj , ξj), (yj, ηj)),
√

C
)
,
ou` C devra eˆtre choisi assez grand.
Avec (1.7.13) et pour tous les j tels que dist (Γ−+(γ), (ρj, νj)) ≤
√

C
,
nous avons
ImΦj(zj) ≤ 
4
(1.7.29)
et dist (zj, γ) ≤ √, si C est assez grand.
Hypothe`se 1.7.6. — Soit δ = e−

h avec
 <
1
C
inde´pendant de h, (1.7.30)
ou` C est assez grande pour que les conditions (1.5.4), (1.5.6) soient rem-
plies.
Pour h0 assez petit (c’est a` dire h0(4 ln(
1
h0
)+lnC ′) < ) , les conditions
(1.3.2) et (1.4.7) sont remplies pout tout h ∈ (0, h0].
En rassemblant les estimations, nous avons
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Lemme 1.7.7. — Pour h assez petit,
|e l
δ
h Eδ−+| ≤ e
Re l0
h , z ∈ Ω . (1.7.31)
Il existe C > 0 et un recouvrement
γ ⊂
⋃
j∈J
B(z˜j , C
√
), |J | = O( 1√

) (1.7.32)
tel que
|e l
δ
h Eδ−+|(z˜j) ≥ e
Re l0−2
h ∀j ∈ J (1.7.33)
pour h assez petit.
De´monstration. — D’apre`s les lemmes (1.5.1), (2.5.29) nous avons
|e l
δ
h Eδ−+| ≤
δ√
h
|e l0h |(|u(z)|+O( δ
h
3
2
)) (1.7.34)
≤ eRe l0h (q() δ√
h
+O(
δ2
h2
)) ≤ eRe l0h .
Ensuite soit J ⊂ {1, ..., N()} un ensemble tel que :
γ ⊂
⋃
j∈J
D(zj , C
√
), |J | = O( 1√

), (1.7.35)
et
ImΦj(zj) ≤ 
4
, j ∈ J . (1.7.36)
Soit J˜j l’ensemble des k tels que φk(zj) est bien-de´ﬁnie par le lemme
1.7.3, et soit
Jj = {k ∈ J˜j; ImΦk(zj) ≤ 
4
} . (1.7.37)
Alors dans tout voisinage de zj , il existe un z˜j et il existe un kj ∈ Jj
tels que
Im (Φk − Φkj )(z˜j) > 0 ∀k ∈ Jj, k = kj . (1.7.38)
En fait, les ImΦj sont analytiques avec des minima distincts, donc sur
tout ouvert (non-vide) Im (Φk − Φj) ne peut eˆtre constant si j = k.
Choisissant z˜j assez pre`s de zj , nous avons le recouvrement (1.7.32) et
ImΦkj (z˜j) ≤

3
∀j ∈ J . (1.7.39)
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Nous avons donc, d’apre`s le lemme 1.7.3,
|u(z˜j)| ≥ |ukj(z˜j)|(1− e−
1
C()h )
≥
√
he−

2h
pour  assez petit, puis h assez petit en fonction de .
Au total nous avons alors, d’apre`s le lemme 1.5.1,
|e l
δ
h Eδ−+|(z˜j) ≥
√
h√
h
e
Re l0
h
− 3
2h (1− e− 2h−h(4 lnh+2 lnC)2h ) > eRe l0h − 2h (1.7.40)
pour h assez petit ce qui termine la preuve.
1.8. Ze´ros de Eδ−+ et fin de la preuve du the´ore`me 1.0.6
Cette section est une adaptation de la the´orie classique des fonctions
entie`res (voir [36], [24]).
Soit f une fonction holomorphe dans une domaine Ω ⊂⊂   et Γ un
domaine de bord γ = ∂Γ ∈ C∞. Si γ ne rencontre pas de ze´ros de f ,
alors le nombre de ze´ros de f dans Γ est donne´ par
N(Γ, f) =
1
2πi
∫
γ
f ′
f
dz . (1.8.1)
Proposition 1.8.1. — Soient Γ, γ et Ω comme ci-dessus.
Soit
φ ∈ C∞(Ω,) , (1.8.2)
soit f une fonction holomorphe dans Ω avec
|f(z; h)| ≤ eφ(z)h , ∀z ∈ Ω , (1.8.3)
et nous supposons qu’il existe zj ∈ Ω, 0 < rj , j  1, j = 1, ..., N tels
que
B(zj , 3rj) ⊂ Ω et γ ⊂
⋃
j
B(zj , rj) (1.8.4)
avec
|f(zj; h)| > e 1h (φ(zj)−j) . (1.8.5)
Alors nous avons
N(Γ, f) =
1
2πh
∫
Γ
ΔφL(dz) +
∑
j
O(
r2j + j
h
) . (1.8.6)
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De´monstration. — Si f(z; h) a des ze´ros sur γ, on peut toujours pertur-
ber f arbitrairement peu (et essentiellement sans changer (1.8.3), (1.8.5))
pour envoyer ces ze´ros vers l’inte´rieur de Γ, ou vers l’exte´rieur. Il suﬃt
alors de montrer (1.8.6) dans le cas ou` f n’a pas de ze´ros sur γ.
Nous de´composons γ en des courbes disjointes γj avec γj ⊂ B(zj , rj)
et travaillons pour chaque j avec z ∈ B(zj , 3rj).
Soit
iϕj(z) := φ(zj) + 2∂zφ(zj)(z − zj) (1.8.7)
qui est manifestement holomorphe en z.
Alors
φ(z) = Re iϕj(z) +Rj(z) (1.8.8)
avec Rj(z) = O(|z − zj |2) .
De plus
ϕ′j(z) = ∂zϕj(z) =
2
i
∂zφ(zj) =
2
i
∂zφ(z) +O(rj) . (1.8.9)
Soit ensuite
vj(z; h) := f(z; h)e
− i
h
ϕj(z) (1.8.10)
qui est manifestement holomorphe. Les hypothe`ses du the´ore`me de-
viennent
|vj(z; h)| ≤ e
Cr2j
h ,
|vj(zj ; h)| ≥ e
−j−Cr2j
h .
La formule de Jensen (voir par exemple [36], p.125) nous donne une
borne du nombre de ze´ros dans le disque de rayon R
2
d’une fonction g
holomorphe dans le disque de rayon R :
N(D(0,
R
2
), g) ln 2 ≤ 1
2π
∫ 2π
0
ln |g(Reiθ)|dθ − ln |g(0)| . (1.8.11)
Ceci nous donne alors (avec R = 3rj)
N(D(zj ,
3
2
rj), v) ≤
C˜(r2j + j)
h
. (1.8.12)
Nous eﬀectuons un changement de coordonne´es holomorphe (en omettant
les indices)
w :=
z − zj
rj
, (1.8.13)
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et soit v˜(w) = v(z). Nous de´composons v˜ dans D(0, 3
2
) :
v˜(w) = g(w)
∏
1≤k≤N
(w − wk) , (1.8.14)
ou` wk sont les ze´ros de v˜ dans D(0,
3
2
) et g est une fonction holomorphe
dans D(0, 3
2
).
Nous allons montrer qu’il existe un r ∈ (4
3
, 3
2
] tel que, pour |w| = r
nous avons
N∏
k=1
|w − wk| ≥ e−NC . (1.8.15)
Avec le principe du maximum et (1.8.12), pour |w| ≤ r ceci implique
|g(w)| ≤ |v˜(w)|eNC ≤ e
C(r2j+j )
h ,
|g(0)| ≥ |v˜(0)|2−N ≥ e
−C(r2j +j)
h .
Pour montrer (1.8.15) (voir par exemple [30], Lemme 8.5), nous avons
|w − wk| ≥ ||w| − |wk|| . (1.8.16)
Soit alors, pour x, xk ∈ , F (x) := −
∑
1≤k≤N ln |x− xk|. Avec
−
∫ 3
2
4
3
ln |x− xk|dx ≤ −2
∫ 1
12
0
ln tdt ≤ C˜ (1.8.17)
nous avons ∫ 3
2
4
3
F (x)dx ≤ NC˜ (1.8.18)
et donc ∃x ∈ (4
3
, 3
2
) tel que F (x) ≤ NC, ce qui prouve l’aﬃrmation.
Comme g est holomorphe et non-nulle, ln |g| est une fonction harmo-
nique.
De plus,
C(r2j+j)
h
− ln |g| ≥ 0 donc les ine´galite´s de Harnack nous
donnent sur un disque au rayon diminue´ (on pourra choisir r = 5
4
)
−C
′(r2j + j)
h
≤ ln |g| ≤ C(r
2
j + j)
h
. (1.8.19)
Comme ln |g| est harmonique, on trouve apre`s avoir diminue´ r
le´ge`rement :
∇ ln |g|(w) ≤ C(r
2
j + j)
h
, |w| ≤ 1 . (1.8.20)
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Ceci implique que (e´tant donne´ que g est holomorphe et non-nulle)
∂w ln g(w) =
(∂wg)g
|g|2 =
∂w|g|2
|g|2 = 2∂w ln |g| = O(
r2j + j
h
) . (1.8.21)
Avec |γj| = O(rj) nous avons, avec γ˜j de´signant l’image de γj dans le
plan des w,
1
2πi
∫
γj
f ′
f
dz =
1
2πh
∫
γj
ϕ′j(z)dz +
1
2πi
∫
γj
v′j
vj
dz
=
1
2πh
∫
γj
2
i
∂zφ(z)dz
+
1
2πi
∫
γ˜j
(
∂w ln g(w) +
∑
1≤k≤N
∂w ln(w − wk)
)
dw +O(
r2j
h
) .
Pour estimer la contribution des derniers termes, nous remarquons
d’abord que nous pouvons prendre la partie re´elle e´tant donne´ que N
est re´el. Nous avons donc
Re
1
2πi
∫
γ˜j
∂w ln(w − wk)dw = 1
2π
∫
γ˜j
dIm ln(w − wk) (1.8.22)
= var argγ˜j (w − wk) .
Etant donne´ que γ˜j est tre`s proche d’une droite, cette variation sera
borne´e par 2π et donc
Re
1
2πi
∑
1≤k≤N
∫
γ˜j
∂w ln(w − wk)dw = O(N) = O(
r2j + j
h
) . (1.8.23)
Nous avons alors au total, en utilisant aussi (1.8.21) :
N(Γ, f) = Re
1
2πh
∫
γ
2
i
∂zφ(z)dz +
∑
j
O(
r2j + j
h
) . (1.8.24)
Nous appliquons le the´ore`me de Stokes au premier terme (avec la conven-
tion d’orientation standard 1
2i
dz ∧ dz = L(dz) la mesure de Lebesgue sur

2) et obtenons
N(Γ, f) =
1
2πh
Re
∫
Γ
ΔφL(dz) +
∑
j
O(
r2j + j
h
) (1.8.25)
ce qui prouve la proposition.
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Preuve du the´ore`me 1.0.6. — Appliquons la proposition a` f = e
lδ
h Eδ−+
pour laquelle le lemme 1.7.7 donne les estimations requises avec r2j = C,
j = 2, et N() ∼ O( 1√), et nous utilisons aussi (1.4.4) :
N(Γ, Eδ−+) =
1
2πh
∫
Γ
ΔRe lo(z)L(dz) +
∑
j
O(
r2j + j
h
) (1.8.26)
=
1
2πh
|Γ−+(Γ)|+O(
√

h
) .
1.9. Preuve du the´ore`me 1.0.3
Nous terminons par prouver le the´ore`me 1.0.3 a` l’aide de la proposition
1.6.1 et du lemme 1.7.3.
Nous supposons de nouveau que δ > e−
κ
h , κ > 0 assez petit.
En utilisant le lemme 1.5.1, nous avons :
|e l
δ
h Eδ−+| ≥ h−
1
2 δ|e l0h u(z)| − C|e l0h | δ
2
h2
. (1.9.1)
On voit que le lemme 1.7.3 s’applique dans la nouvelle situation et nous
obtenons pour un C ′ > 0 et un C > 0, et avec Cϕ de´ﬁnie dans (1.6.14) :
|e l
δ
h Eδ−+| ≥ δe
−Re l0
h (
√
he−C
′ dist (Γ−+(z),Cϕ)2
h − e− h− 2h lnh−h lnCh ) , (1.9.2)
ce qui est strictement positif pour
− C ′dist (Γ−+(z), Cϕ)2 > h(lnC + 2h ln 1
h
) , (1.9.3)
donc dans V. 
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CHAPITRE 2
INSTABILITE´ SPECTRALE
SEMICLASSIQUE D’OPE´RATEURS
NON-AUTOADJOINTS II
Introduction
La notion de pseudospectre a e´te´ beaucoup e´tudie´ re´cemment (voir [6],
[37] et les re´fe´rences qui y sont indique´es), ce qui a permis une meilleure
compre´hension des proprie´te´s spectrales d’ope´rateurs non-autoadjoints.
Les pseudospectres sont les re´gions de´limite´es par les courbes de niveau
de la norme de la re´solvante, et sont relie´s aux valeurs spectrales possibles
pour l’ope´rateur perturbe´ par une petite perturbation.
Un des ope´rateurs les plus e´tudie´s dans ce contexte est l’ope´rateur de
Schro¨dinger a` potentiel complexe. En eﬀet, de nombreux travaux sur les
re´sonances ([18], [33], [30] pour n’en citer que quelques uns) traitent les
proble`mes d’estimation de la norme de la re´solvante dans ce cadre. Davies
fait en ’99 une construction de ses quasimodes et analyse ainsi son pseu-
dospectre ([5]), Boulton e´tudie l’oscillateur harmonique non-autoadjoint
([3]), et Zworski e´tudie un conjugue´ non-autoadjoint de l’oscillateur har-
monique intervenant lors de l’e´tude des re´sonances en chimie quantique
([41]). Dans ce dernier travail, il constate aussi lors de calculs nume´riques
une migration des valeurs propres vers le bord du pseudospectre, ce qui
nous a entre autre motive´ pour entreprendre ici une e´tude perturbative
des valeurs propres de l’ope´rateur de Schro¨dinger non-autoadjoint. En dy-
namique des ﬂuides, on est conduit dans un certain cadre a` l’ope´rateur
d’Orr-Sommerfeld ([26]) qui, apre`s certaines simpliﬁcations, est re´duit
aussi a` un ope´rateur de Schro¨dinger a` potentiel complexe.
Dans un cadre plus ge´ne´ral, Zworski a relie´ la construction de qua-
simodes pour des ope´rateurs h-pseudodiﬀe´rentiels avec une condition
de commutateur de Ho¨rmander ([40]). Dencker, Sjo¨strand et Zworski
e´tudient dans ce cadre le pseudospectre semiclassique ([11]), et mettent
en e´vidence une re´gion de´termine´e par des grandeurs classiques ou` la
norme de la re´solvante de l’ope´rateur quantiﬁe´ correspondant sera ≥
CNh
−N , ∀N , respectivement exponentiellement grande dans le cas ana-
lytique. Notre approche est fortement base´e sur leur travail.
Nous avons, dans le cas d’un ope´rateur-mode`le perturbe´ par des noyaux
oscillants, trouve´ une asymptotique de Weyl (bidimensionelle) pour le
nombre de valeurs propres (voir [15]). Ceci a e´te´ le point de de´part pour
« ge´ne´raliser » ce re´sultat.
Ici nous allons examiner le comportement spectral d’ope´rateurs
h-pseudodiﬀe´rentiels a` symbole analytique pair en ξ (notamment
l’ope´rateur de Schro¨dinger a` potentiel analytique) sous des perturba-
tions multiplicatives « ale´atoires », et nous allons trouver qu’avec une
probabilite´ tre`s proche de 1 le nombre de valeurs propres de l’ope´rateur
perturbe´ dans des domaines a` l’inte´rieur du pseudospectre est donne´ par
une asymptotique de Weyl ; pour ce genre de perturbations il n’y aurait
donc pas force´ment de migration des valeurs propres vers le bord.
Remerciements : Ce travail fait partie de la the`se de l’auteur pre´pare´e
sous la direction de J. Sjo¨strand.
Nous commenc¸ons par pre´ciser les hypothe`ses sur les ope´rateurs non-
autoadjoints que nous conside´rons.
Soit p ∈ S(2, m) (donc p ∈ C∞ et p ainsi que toutes ses de´rive´es sont
borne´s par la fonction d’ordre m, cf. De´ﬁnition 2.1.3) inde´pendant de h.
Nous de´notons par P = pw son quantiﬁe´ de Weyl, que nous conside´rons
dans L2(). Toutes les normes non-indexe´es seront des normes L2, res-
pectivement L(L2).
De´ﬁnition 2.0.1. —
Σ := p(T ∗()) . (2.0.4)
Nous identiﬁons partout T ∗() ≡ 2.
De´ﬁnition 2.0.2 (Crochet de Poisson). — Pour f, g ∈ C∞(2), le
crochet de Poisson est de´ﬁni par
{f, g}(x, ξ) := (fξgx − fxgξ)(x, ξ) . (2.0.5)
Nous prenons la variable spectrale dans un domaine (c’est a` dire un
ouvert connexe) relativement compact a` l’inte´rieur de Σ :
z ∈ Ω ⊂⊂
◦
Σ . (2.0.6)
A partir de maintenant nous supposons
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Hypothe`se 2.0.3. — ∀z ∈ Ω nous avons
p−1(z) = {ρj−(z), ρj+(z), j = 1, ..., n}
ou` ± 1
2i
{p, p}(ρ±) = ±Im (pξpx)(ρ±) > 0 . (2.0.7)
Nous nous contenterons souvent de traiter le cas n = 1 si le cas ge´ne´ral
se traite de manie`re analogue.
Nous introduisons, pour Γ ⊂ Ω un ensemble,
Γ−+(Γ) = {ρj−(z), ρj+(z), j = 1, ..., n, z ∈ Γ} ⊂ (T ∗())2n . (2.0.8)
Si Γ est un domaine, Γ−+(Γ) est symplectique par rapport a` la forme
symplectique
∑
j(dξj ∧ dxj − dηj ∧ dyj), et nous de´notons le volume
correspondant par |Γ−+(Γ)|, qui s’exprime aussi comme
|Γ−+(Γ)| =
∑
j
(vol({ρj−(z), z ∈ Γ}) + vol({ρj+(z), z ∈ Γ}))
= vol(p−1(Γ)) . (2.0.9)
Hypothe`se 2.0.4. — Soit m une fonction d’ordre sur 2, m ≥ 1.
Soit Ω˜ ⊂⊂   un domaine, Ω ⊂ Ω˜. Soit (p−z) ∈ S(2, m) inde´pendant
de h. Nous supposons que (p − z) est elliptique a` l’inﬁni uniforme´ment
∀z ∈ Ω˜ :
∃C > 0 tel que ∀z ∈ Ω˜, |p(X)− z| > 1
C
m(X), ∀X ∈ 2, |X| > C ,
et que ∃z0 ∈ Ω˜ tel que p− z0 est elliptique :
∃C > 0 tel que |p(X)− z0| > 1
C
m(X), ∀X ∈ 2 .
La condition m ≥ 1 garantit que (p − z) ∈ S(2, m) ∀z ∈ Ω. L’ellip-
ticite´ a` l’inﬁni assure que ∃C tel que |ρ±(z)| ≤ C, ∀z ∈ Ω. L’ellipticite´ a`
l’inﬁni et l’ellipticite´ en un point impliquent que pw a, pour h assez petit,
un spectre purement discret dans Ω˜ (cf. Proposition 2.3.5).
Soit ensuite
Σ∞ := {z ∈ Σ : ∃(xj , ξj) ∈ T ∗() t. q. p(xj , ξj)→ z, |(xj, ξj)| → ∞ } .
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Alors nous avons pour p ∈ S(2, m), Ω˜ un domaine,
∃z1 ∈ Ω˜ t. q. (p− z1) est elliptique a` l’inﬁni , z ∈ Ω˜ \ Σ∞
⇒ (p− z) est elliptique a` l’inﬁni.
∃z1 t. q. (p− z1) est elliptique a` l’inﬁni , z ∈ Ω˜ \ Σ
⇒ (p− z) est elliptique.
Pour le re´sultat ﬁnal, nous avons besoin d’une hypothe`se d’analyticite´ :
Hypothe`se 2.0.5. — Soit p ∈ S(2, m) inde´pendant de h comme dans
l’hypothe`se 2.0.4. Nous supposons que ∃c > 0 tel que p est analytique
dans un voisinage tubulaire de 2
Sc = {X ∈  2; |ImX| < c} (2.0.10)
et y remplit |p(X)| ≤ m(ReX).
Remarquons que 1
2i
{p, p}(x,−ξ) = − 1
2i
{p, p}(x, ξ), donc si p est pair
en ξ, on peut prendre ρj± = (x
j ,±ξj).
Hypothe`se 2.0.6. — Nous supposons que p(x,−ξ) = p(x, ξ) et que
xj = xk, j = k.
Il est connu pour p = ξ2 + V (x) ∈ S(2, m) (voir [5], [40], [11]) que
les hypothe`ses 2.0.3, 2.0.4 impliquent que ∀z ∈ Ω, ∀j,
∃ ej+ = ej+(x, z; h) ∈ S , ‖ej+‖ = 1, ‖(P − z)ej+‖ = O(h∞), (2.0.11)
ou` ej+ sera « concentre´ pre`s de ρ
j
+ », et
∃ ej− = ej−(x, z; h) ∈ S , ‖ej−‖ = 1, ‖(P ∗ − z)ej−‖ = O(h∞), (2.0.12)
ou` ej− sera « concentre´ pre`s de ρ
j
− ». Dans la section 2 nous aurons l’occa-
sion de re´e´tablir ce re´sultat. Remarquons aussi que dans le cadre de l’hy-
pothe`se 2.0.5, nous pouvons remplacer O(h∞) par O(e−
1
Ch ) (voir [11]).
Ceci implique que dans Ω, la norme de la re´solvante sera ≥ CNh−N , ∀N
(respectivement ≥ e 1Ch pour un C > 0) : Ω est contenu dans le pseudos-
pectre semiclassique.
Finalement, dans le cadre de l’hypothe`se 2.0.6, nous avons, en e´crivant
Γf(x) := f(x), que
Γ(pw − z)Γ = (p(x,−ξ)− z)w = (p(x, ξ)− z)w = (pw − z)∗ (2.0.13)
donc (pw − z)∗Γej+ = O(h∞) (car Γ2 = 1) et nous pouvons prendre
ej+ = e
j
−.
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Exemple 2.0.7 (Ope´rateur de Schro¨dinger). — Examinons ces
hypothe`ses pour l’ ope´rateur de Schro¨dinger
p(x, ξ) = ξ2 + V (x) ∈ S(2, m) , m(x, ξ) = ξ2 +mV (x) . (2.0.14)
On suppose que mV est une fonction d’ordre sur  (telle que
V ∈ S(;mV )). Alors m est une fonction d’ordre sur 2. Nous
avons p(x,−ξ) = p(x, ξ), et
1
2i
{p, p}(x, ξ) = −2ξImV ′(x) . (2.0.15)
Soit, pour U ⊂   un ensemble, U ±+ = {w = z ± r ; z ∈ U, r > 0} ;
alors l’hypothe`se 2.0.3 devient :
Ω ⊂ (V ()++)\V (); x ∈ V −1(Ω−+)⇒ ImV ′(x) = 0 , (2.0.16)
et nous avons ρj± = (xj ,±ξj), (ξj)2 = Re (z−V (xj)) = 0, donc p remplit
bien l’hypothe`se 2.0.6.
L’hypothe`se 2.0.4 devient :
mV ≥ 1. ∃C > 0 tel que si |x| > C, alors pour
T = {z ∈  ; |Im z| ≤ − 1
C ′
Re z} , (2.0.17)
nous avons V (x) /∈ Ω˜ + T et |V (x)− z| ≥ 1
C
mV (x), ∀z ∈ Ω˜. ∃z0 ∈ Ω˜ tel
que (V ()− z0) ∩ T = ∅ et que V − z0 est elliptique dans S(;mV ).
En fait, il suﬃt de conside´rer z0 = 0 en remplac¸ant p par p − z0. Si
ReV (x) ≥ 0, alors |p(x, ξ)| ≥ 1
C
m(x, ξ), car tous le termes sont positifs
et V est elliptique. Si ReV (x) ≤ 0, alors
|p(x, ξ)|2 ≥ 1
2(C ′)2
(|ξ2|2 − |ReV (x)|2) + |ImV (x)|2
≥ 1
C2
|ξ2|2 + 1
C3
(|ReV (x)|2 + |ImV (x)|2)
≥ 1
C4
m(x, ξ)2 , (2.0.18)
donc p − z0 est elliptique. L’ellipticite´ a` l’inﬁni se de´montre de manie`re
similaire. Ainsi la condition (2.0.17) implique l’hypothe`se 2.0.4, et l’im-
plication oppose´e se montre facilement avec p(x, 0) = V (x).
Conside´rons ﬁnalement le cas V (x) = cx2 ou` Re c, Im c > 0 pour sim-
pliﬁer. Cet « oscillateur harmonique non-autoadjoint » a e´te´ e´tudie´ en
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de´tail par Davies [5], Boulton [3]. Nous voyons que
Σ(p) = {z; Im z ≥ 0,Re z ≥ Re c
Im c
Im z} . (2.0.19)
De plus 1
2i
{p, p} = −4Im cξx ne s’annule pas pour p(x, ξ) a` l’inte´rieur de
Σ. p est elliptique a` l’inﬁni uniforme´ment sur tout compact, donc il est
possible de choisir un domaine Ω ⊂⊂
◦
Σ, et Ω ⊂ Ω˜ avec Ω˜ ∩ Σc = ∅ tels
que les hypothe`ses 2.0.3 et 2.0.5 soient remplies.
Nous introduisons maintenant les perturbations que nous allons
conside´rer.
Pour les notions probabilistes nous renvoyons a` la section 2.5.1. Soit
(M,A, P ) un espace de probabilite´. Nous introduisons, pour M ⊂ M,
la probabilite´ infe´rieure de M
P [M ] := sup
A∈A;A⊂M
P [A] (2.0.20)
ainsi que la probabilite´ supe´rieure de M
P [M ] := inf
A∈A;M⊂A
P [A] , (2.0.21)
aﬁn d’e´viter les questions de mesurabilite´.
Pour p ∈ S(2;m) ve´riﬁant les hypothe`ses 2.0.3, 2.0.5 et 2.0.6, soit
ej− comme dans (2.0.12). Nous e´crivons, pour u ∈ S ′, v ∈ S , 〈u, v〉 :=
〈u, v〉S ′,S (donc si u ∈ L2, nous retrouvons le produit scalaire L2).
Hypothe`se 2.0.8. — Soit (M,A, P ) un espace de probabilite´. Soit
σ(h) > 0,
M  ω → qω ∈ S ′() (2.0.22)
une application de´pendant aussi de h > 0.
Nous supposons que P [qω ∈ L∞] = 1, et qu’il existe M0, D > 0
inde´pendants de h et de σ(h) tels que
P [‖qω‖∞ ≤ 1] ≥ 1−Dh−M0σ(h) . (2.0.23)
Nous supposons qu’il existe κ ∈  tel que ∀z ∈ Ω, ∀j, ∀t > 0,
P [ |〈qω, (ej−)2(z)〉| ≤ t] ≤
t2
σ(h)2hκ
. (2.0.24)
Soit ﬁnalement δ = δ(h) un parame`tre de perturbation avec
e
− 1
D0h < δ <
1
C0
h
3
2 , (2.0.25)
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ou` C0 > 0 et D0 > 0 sont assez grands.
Si qω ∈ L∞, ‖qω‖∞ ≤ 1, nous de´ﬁnissons
Qu(x) := qω(x)u(x) , ‖Q‖ ≤ 1 . (2.0.26)
The´ore`me 2.0.9. — Soit p ∈ S(2;m) ve´riﬁant les hypothe`ses 2.0.3,
2.0.5 et 2.0.6, et soient q, δ comme dans l’hypothe`se 2.0.8. Alors pour
tout domaine Γ ⊂⊂ Ω, ∂Γ ∈ C∞, ∃C > 0, ∃D′ > 0 tel que si h est assez
petit, nous avons avec une probabilite´ infe´rieure minore´e par
1−D′ (δ)
2
n
(ln 1
δ
)
1
2σ(h)2h
3
n
+κ+ 1
2
−Dσ(h)h−M0 (2.0.27)
que
|#(Spec(pw + δQ) ∩ Γ)− 1
2πh
|Γ−+(Γ)|| ≤ C(
ln 1
δ
h
)
1
2 . (2.0.28)
Ici M0, D et κ sont les constantes de l’hypothe`se 2.0.8.
Corollaire 2.0.10. — Soit p ∈ S(2;m) ve´riﬁant les hypothe`ses 2.0.3,
2.0.5 et 2.0.6, et soit Γ ⊂⊂ Ω un domaine a` bord C∞. Il existe 0 < 0 <<
1 tel que pour tout κ˜, ∃C > 0, ∃κ0 > 0, ∃C ′ > 0 tel que ∀ 0 <  < 0
il existe h(, κ˜) > 0 tel que si q, δ = e−

h sont comme dans l’hypothe`se
2.0.8 pour σ(h) = hκ0, alors avec une probabilite´ infe´rieure minore´e par
1− C ′hκ˜ nous avons
|#(Spec(pw + δQ) ∩ Γ)− 1
2πh
|Γ−+(Γ)|| ≤ C
√

h
, (2.0.29)
pour h < h(, κ˜).
Nous ge´ne´ralisons ensuite ce re´sultat a` une famille de domaines. Soit
pour C > 0, C ′ > 0,
F = {G ∈ C∞(Ω); |G|+ |G′|+ |G′′| ≤ C, |G|+ |G′| > 1
C ′
,
|G(z)| > 1
C ′
, z ∈ ∂Ω} , (2.0.30)
et soit
F˜ := {Γ ⊂ Ω; Γ = {G(z) ≤ 0}, G ∈ F}. (2.0.31)
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The´ore`me 2.0.11. — Soit p ∈ S(2;m) ve´riﬁant les hypothe`ses 2.0.3,
2.0.5 et 2.0.6, et soient q, δ comme dans l’hypothe`se 2.0.8. Alors il existe
C > 0, D′ > 0 tels que si h > 0 est assez petit, alors avec une probabilite´
infe´rieure minore´e par
1−D′ (δ)
2
n
(ln 1
δ
)σ(h)2h
3
n
+κ+1
−Dσ(h)h−M0 (2.0.32)
nous avons (2.0.28) pour tout domaine Γ ∈ F˜ .
Le corollaire 2.0.10 s’adapte aussi ici.
Nous examinons ensuite un exemple pour la perturbation.
Hypothe`se 2.0.12. — Soit m′ une fonction d’ordre sur 2 telle que
pour un α > 0, m′(x, ξ) ≥ 〈(x, ξ)〉α, ∀(x, ξ) ∈ 2, . Soit P˜ = p˜w,
p˜ ∈ S(2, m′) inde´pendant de h, un ope´rateur elliptique autoadjoint,
P˜ ≥ 1, qui admet une base orthonorme´e (dans L2) de fonctions propres
ql :
P˜ ql = Elql , (2.0.33)
ou` les El forment une suite croissante.
Soit N = N(h) = C
h
, C > 0 assez grand, et soit
q(x) :=
∑
l≤N
αlql(x) , (2.0.34)
ou` les αl sont des variables ale´atoires complexes inde´pendantes identi-
quement distribue´es selon une loi normale (centre´e en 0) de variance
σ(h)2 > 0.
Soit ﬁnalement δ un parame`tre de perturbation comme dans (2.0.25).
Remarquons que l’oscillateur harmonique p˜ = ξ2+x2+1 remplit cette
hypothe`se pour α = 2.
Nous ve´riﬁons dans la section 2.5.5 que l’hypothe`se 2.0.12 implique
l’hypothe`se 2.0.8, donc les the´ore`mes 2.0.9 et 2.0.11 sont en particulier
valables pour ce type de perturbation.
Dans ce travail, nous commenc¸ons par rappeler des re´sultats sur le cal-
cul h-pseudodiﬀe´rentiel. Ensuite nous allons construire les quasimodes
avec erreur O(h∞) dans (2.0.11) et (2.0.12) a` l’aide d’un the´ore`me de
factorisation qui re´duira pw microlocalement a` l’ope´rateur mode`le e´tudie´
dans [15]. Ceci nous permettra de poser un proble`me de Grushin, qui
reliera le spectre de pw aux ze´ros d’une fonction. Nous examinons en-
suite le proble`me de Grushin pour l’ope´rateur perturbe´ par une petite
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perturbation, et montrons qu’il reste bien-pose´. Nous obtenons aussi un
de´veloppement perturbatif de la fonction dont les ze´ros de´terminent le
spectre de l’ope´rateur perturbe´.
Il s’agira ensuite de re´soudre une e´quation ∂ pour construire une fonc-
tion holomorphe en z ayant les meˆmes ze´ros, pour appliquer un the´ore`me
sur les ze´ros d’une fonction holomorphe borne´e par un poids sousharmo-
nique, et l’atteignant pre`sque en certains points, de´ja` utilise´ dans [15].
Ce the´ore`me nous permettra de retrouver le volume symplectique inter-
venant dans la loi de Weyl.
Finalement nous devons estimer la probabilite´ de pouvoir appliquer
l’analyse pre´ce´dente a` notre perturbation ale´atoire, ce qui terminera la
preuve du the´ore`me 2.0.9.
2.1. Quantification de Weyl, espaces de symboles et de Sobolev
« semiclassiques »
Tous les re´sultats cite´s ici se retrouvent par exemple dans [12], chap.7.
Les normes sans indice se re´fe`reront aux normes L2 (respectivement
L(L2)), et il sera sous-entendu que h ∈ (0, 1]. Nous utilisons la convention
〈u, v〉 =
∫
u(x)v(x)dx , u, v ∈ L2 , (2.1.1)
pour le produit scalaire L2. Nous de´notons par C∞b les fonctions lisses
borne´es, ayant toutes les de´rive´es borne´es.
2.1.1. Quantification dans S . —
De´ﬁnition 2.1.1. — La h-transformation de Fourier est de´ﬁnie, pour
u ∈ S , par
(Fhu)(ξ) :=
∫
e−
i
h
ξxu(x)dx . (2.1.2)
La h-transformation de Fourier inverse est donne´e, pour u ∈ S , par
(F−1h u)(x) :=
1
2πh
∫
e
i
h
ξxu(ξ)dξ . (2.1.3)
Nous commenc¸ons par conside´rer des symboles dans S .
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De´ﬁnition 2.1.2 (Quantification de Weyl). — Pour p ∈ S , le
(h-) quantiﬁe´ de Weyl est de´ﬁni par
pwu(x) :=
1
2πh
∫∫
e
i
h
(x−y)ξp(
x+ y
2
, ξ)u(y)dydξ . (2.1.4)
C’est une application bien-de´ﬁnie, continue S ′ → S ; ceci se voit en
conside´rant le noyau de p donne´ par
K(x, y) =
(
(Fh,2)−1p
)
(
1
2
(x+ y), x− y) ∈ S . (2.1.5)
ou` la transformation de Fourier agit uniquement sur la deuxie`me variable.
Pour p ∈ S ′ nous pouvons de´ﬁnir pw : S → S ′ qui est continu (envoie
toute suite convergente dansS sur une suite faiblement convergente dans
S ′).
Remarquons inverse´ment que si A est un ope´rateur continu S → S ′,
alors son noyau de distribution K ∈ S ′ permet d’introduire le symbole
a(x, η) =
∫
e−
i
h
yηK(x+
1
2
y, x− 1
2
y)dy ∈ S ′ , (2.1.6)
et nous avons A = aw.
2.1.2. Espaces de symboles, quantification, composition, conti-
nuite´. — Nous e´crivons 〈X〉 := (1 + |X|2) 12 .
De´ﬁnition 2.1.3 (Fonction d’ordre et espaces de symboles)
Nous appelons m ∈ C0(n, (0,∞)) une fonction d’ordre, si ∃N > 0,
∃C > 0 tels que
m(X) ≤ C〈X − Y 〉Nm(Y ), ∀X, Y ∈ n . (2.1.7)
Nous introduisons l’espace de symboles
S(n, m) := {p ∈ C∞(n); ∀α ∈ n, ∃Cα t.q. (2.1.8)
|∂αXp(X)| ≤ Cαm(X) , X ∈ n } .
Remarquons que si m est une fonction d’ordre, alors 1
m
est une fonction
d’ordre aussi.
S(2, m) est un espace de Fre´chet.
Lemme 2.1.4. — S est dense dans S(2, m) pour la topologie de
S(2, m〈X〉),  > 0.
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Nous allons montrer qu’il existe un m˜ ∈ S(2, m) tel que m˜ ∼ m (ce
qui veut dire : il existe C > 0 tel que 1
C
m ≤ m˜ ≤ Cm). Soit Br(x) la
boule ouverte de centre x et de rayon r. Conside´rons le re´gularise´ de m
qui, pour χ ∈ C∞c (B1(0); [0,∞)) avec
∫
B1(0)
χ = 1, est de´ﬁni par
m˜ := χ ∗m ∈ C∞(2) . (2.1.9)
Alors ∃C ′0 > 0 tel que
m˜(X) ≤
∫
χ(X − Y )〈X − Y 〉N0dY C0m(X) ≤ C ′0m(X) ,
ainsi que
m˜(X) ≥
∫
χ(X − Y )〈X − Y 〉−N0dY C−10 m(X) ≥ (C ′0)−1m(X) ,
donc m˜ ∼ m et m˜ est une fonction d’ordre aussi.
Ceci implique que S(2, m˜) = S(2, m) et nous allons par la suite
uniquement conside´rer des fonctions d’ordre m avec m ∈ S(2, m).
Proposition 2.1.5 (Continuite´ dans S ). — Pour h ∈ (0, 1] ﬁxe´,
p ∈ S(2, m), pw est continu S → S et S ′ → S ′.
De plus, pour toute seminorme nk sur S , il existe des seminormes nj
sur S , n˜l sur S(2, m) telles que
nk(p
wu) ≤ Ckn˜l(p)nj(u) ∀p ∈ S(m), u ∈ S . (2.1.10)
Si p(x, ξ, h) de´pend de h nous disons que p ∈ S(2, m) si p(., h) est
uniforme´ment borne´ dans S(2, m) pour h ∈ (0, 1].
Soit Sk(2, m) := h−kS(2, m), S−∞(2, m) =
⋂
Sk(2, m).
De´ﬁnition 2.1.6 (Equivalence asymptotique)
Pour a, ak ∈ S(2, m), k ≥ 0 nous e´crivons
a ∼
∑
k≥0
akh
k (2.1.11)
pour dire que
∀N ∈ , a(x; h)−
∑
0≤k≤N
ak(x)h
k ∈ S−(N+1)(2, m) . (2.1.12)
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Lemme 2.1.7 (Resommation). — Si aj ∈ S(2, m), j ≥ 0, alors il
existe un a = a(x; h) ∈ S(2, m) (unique dans S(2, m)/S−∞(2, m))
tel que
a ∼
∑
k≥0
akh
k . (2.1.13)
De´ﬁnition 2.1.8 (Symboles classiques). — Nous appelons symbole
classique un symbole dans S(2, m) tel qu’il existe une suite (aj)j∈  ,
aj ∈ S(2, m) inde´pendant de h, telle que
a ∼
∑
j≥0
hjaj dans S(
2, m) . (2.1.14)
Nous appelons a0 le symbole principal de a.
Soit Scl(
2, m) l’ensemble des symboles classiques dans S(2, m).
De´ﬁnition 2.1.9 (Support). — Pour p ∈ Scl(2, m) , p ∼
∑
j≥0 h
jpj
soit
Supp(p) :=
⋃
j
supp (pj) . (2.1.15)
Si p ∈ Scl(2, m) et Supp(p) est compact nous avons p ∼ χp dans
S(2, m), si χ ∈ C∞c (2) est inde´pendant de h avec χ = 1 dans un
voisinage de Supp(p).
De´ﬁnition 2.1.10 (Composition). — Il est possible de de´ﬁnir une
application biline´aire
S(2, m1)× S(2, m2)→ S(2, m1m2)
(p1, p2) → p1#p2 (2.1.16)
par prolongement continu de l’application (biline´aire) S ×S → S
(p1#p2)(x, ξ) := e
ih
2
σ(Dx,Dξ;Dy,Dη) (p1(x, ξ)p2(y, η)) |y=x,η=ξ . (2.1.17)
Nous avons l’e´quivalence asymptotique
(p1#p2)(x, ξ) ∼
∑
k≥0
1
k!
((
ih
2
(DξDy −DxDη))kp1(x, ξ)p2(y, η))|y=x,η=ξ .
(2.1.18)
The´ore`me 2.1.11 (Composition). — Pour pj ∈ S(2, mj), pwj :
S → S ,S ′ → S ′, j = 1, 2, nous avons
pw1 p
w
2 = (p1#p2)
w : S → S ,S ′ → S ′ . (2.1.19)
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Un re´sultat fondamental est le The´ore`me de Caldero´n-Vaillancourt de
la continuite´ L2 :
The´ore`me 2.1.12. — Si p ∈ S(2, 1) alors pw est borne´ uniforme´ment
par rapport a` h L2 → L2.
De´ﬁnition 2.1.13 (Ellipticite´). — p ∈ S(2, m) est elliptique si
∃C > 0 inde´pendant de h tel que
|p(X)| ≥ 1
C
m(X) , ∀X ∈ 2 . (2.1.20)
Lemme 2.1.14 (Parametrix). — Si p ∈ S(2, m) est elliptique,
alors il existe un q ∈ S(2, 1
m
) tel que
p#q = 1 + r1 ∈ S(2, 1), r1 ∈ S−∞(2, 1) ,
q#p = 1 + r2 ∈ S(2, 1), r2 ∈ S−∞(2, 1) ,
donc
pwqw = 1 +R1 ∈ L(L2), ‖R1‖ = O(h∞) , (2.1.21)
qwpw = 1 +R2 ∈ L(L2), ‖R2‖ = O(h∞) ,
The´ore`me 2.1.15 (Inverse). — Si p ∈ S(2, m) est elliptique, alors
il existe un h0 > 0 tel que pour h ∈ (0, h0] il existe un q ∈ S(2, 1m) tel
que
p#q = q#p = 1 dans S(2, 1) . (2.1.22)
Ceci implique
pwqw = qwpw = 1L2 . (2.1.23)
La preuve de ce re´sultat important repose sur le lemme de Beals (voir
par exemple [12]). Pour e´noncer ce lemme, nous devons introduire, pour
A : S → S (et S ′ → S ′), B : S → S ′,la notation
adAB := [A,B] : S → S ′ . (2.1.24)
Lemme 2.1.16 (Lemme de Beals). — Soit Ah : S () → S ′(),
h ∈ (0, 1], tel que ∀N ∈ , pour toute suite l1(x, ξ), ..., lN(x, ξ) de formes
line´aires sur 2 nous avons :
‖adl1(x,hD) ◦ ... ◦ adlN (x,hD)Ah‖L2→L2 = O(hN) . (2.1.25)
Alors ∃a = a(x, ξ; h) ∈ S(2, 1) tel que Ah = aw(x, hD; h).
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2.1.3. Espaces locaux. —
De´ﬁnition 2.1.17. — Soit U un ouvert dans 2, et soit m une fonc-
tion d’ordre. Introduisons l’espace « local »
S(U,m) = {p ∈ C∞(U); ∀α ∈ 2, ∀A > 0, ∃Cα,A tel que
|∂αXp|(X) ≤ Cα,Am(X), ∀X ∈ U, dist(X,U c) ≥
1
A
}.
(2.1.26)
Nous pouvons de´ﬁnir de manie`re analogue que dans le paragraphe
pre´ce´dent les espaces Sk(U,m), ainsi que l’e´quivalence asymptotique, les
symboles classiques et le support (de´ﬁnition 2.1.9).
Le lemme 2.1.7 reste valable dans S(U,m).
De plus, avec (2.1.18), il est possible de de´ﬁnir une composition asymp-
totique
S(U,m1)× S(U,m2)→ S(U,m1m2)/S−∞(U,m1m2) .
Remarquons qu’elle est associative.
De´ﬁnition 2.1.18 (Ellipticite´ a` l’infini). — p ∈ S(2, m) est ellip-
tique a` l’inﬁni si ∃C > 0 inde´pendant de h tel que
|p(X)| ≥ 1
C
m(X) , |X| ≥ C. (2.1.27)
Lemme 2.1.19. — Si p ∈ Scl(2, m) est elliptique a` l’inﬁni, alors il
existe un q ∈ Scl(2 \ p−10 (0), 1m) tel que
q#p ∼ p#q ∼ 1 dans S(2 \ p−10 (0), 1) . (2.1.28)
De´monstration. — Nous avons, avec 1
p
∈ S(2 \ p−10 (0), 1m),
p#
1
p
= 1− hr, 1
p
#p = 1− hr˜ dans S(2 \ p−10 (0), 1) ,
r, r˜ ∈ S(2 \ p−10 (0), 1). (2.1.29)
Soit
S(2 \ p−10 (0),
1
m
)  q ∼ 1
p
#(
∑
k≥0
hkr#
k
) , (2.1.30)
et
S(2 \ p−10 (0),
1
m
)  q˜ ∼ (
∑
k≥0
hkr˜#
k
)#
1
p
. (2.1.31)
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Alors p#q ∼ 1, q˜#p ∼ 1 et, par l’associativite´ de la compositon asymp-
totique, nous avons
q˜ ∼ q˜#(p#q) ∼ (q˜#p)#q ∼ q . (2.1.32)
2.1.4. Espaces de Sobolev « semiclassiques ». —
De´ﬁnition 2.1.20 (Espace de Sobolev). — Soit hm > 0 tel que
nw = (mw)−1 existe pour h < hm (the´ore`me 2.1.15). Pour h < hm,
l’espace de Sobolev (de base L2, correspondant a` m) semiclassique est
de´ﬁni par
H(m) := (mw)−1(L2) ⊂ S ′ , (2.1.33)
que nous munissons de la norme
‖u‖m := ‖mwu‖ , u ∈ H(m) . (2.1.34)
Ces espaces ont e´te´ e´tudie´s en grande ge´ne´ralite´ par Bony et Chemin
([2]), et des espaces similaires ont e´te´ e´tudie´s dans [18]. Nous rappelons
dans notre cas quelques proprie´te´s.
Proposition 2.1.21 (Proprie´te´s de H(m)). — (H(m), ‖.‖m) est un
espace de Banach, et S est dense dans H(m).
De´monstration. — Nous choisirons partout h assez petit.
mw est une isome´trie surjective : H(m) → L2, donc H(m) est un
espace de Banach.
Par densite´ de S dans L2 nous savons que ∀u ∈ L2, ∃uj ∈ S tel
que uj → u dans L2. Soit alors, pour v = (mw)−1u ∈ H(m), u ∈ L2,
vj = (m
w)−1uj ∈ S . Nous avons alors que
‖v − vj‖m = ‖u− uj‖ → 0, j →∞ . (2.1.35)
Pour des fonctions d’ordre m˜ ∼ m, nous avons, pour h < min{hm, hm˜},
que H(m) est e´gal a` H(m˜) a` une e´quivalence de normes pre`s :
∀u ∈ H(m), 1
C
≤ ‖u‖m‖u‖m˜ ≤ C , (2.1.36)
ou` C est inde´pendant de h.
Remarquons aussi que m ≥ 1 implique que H(m) ⊂ L2.
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The´ore`me 2.1.22. — Pour p ∈ S(2, m), pw est continu H(m)→ L2
.
De´monstration. — Observons que p#n ∈ S(2, 1), donc son quantiﬁe´
de Weyl est continu L2 → L2. v ∈ H(m) s’e´crit v = nwu pour un u ∈ L2
donc
pwv = (p#n)wu (2.1.37)
ce qui prouve le the´ore`me avec la continuite´ L2.
De manie`re analogue, nous avons aussi :
The´ore`me 2.1.23. — Soit q une fonction d’ordre. Pour p ∈ S(2, m),
pw est continu H(q)→ H( q
m
).
Proposition 2.1.24. — L’espace dual de H(m) est H( 1
m
).
De´monstration. — Montrons d’abord que H( 1
m
) ⊂ H(m)∗.
Pour u ∈ S , w = mwf ∈ H( 1
m
), f ∈ L2 nous avons
〈w, u〉 = 〈f,mwu〉 ≤ C‖f‖‖u‖m (2.1.38)
donc tout w ∈ H( 1
m
) de´ﬁnit une forme line´aire continue (par rapport a`
la norme ‖.‖m) sur S ⊂ H(m). Par densite´, nous pouvons la prolonger
a` H(m) entier de manie`re unique. Avec (2.1.36), ‖w‖ 1
m
= ‖( 1
m
)ww‖ est
uniforme´ment e´quivalent a` ‖f‖ = ‖(mw)−1w‖, et nous avons
‖w‖H(m)∗ ≤ C‖w‖ 1
m
. (2.1.39)
Pour montrer l’inclusion inverse soit φ ∈ H(m)∗. Alors pour v =
(mw)−1u ∈ H(m)
φ(v) = φ((mw)−1u) =: φ˜(u) (2.1.40)
et φ˜ est une fonctionelle line´aire continue sur L2. Par le lemme de Riesz
il existe un f ∈ L2 tel que
φ˜(u) = 〈u, f〉 (2.1.41)
avec ‖f‖ = ‖φ‖H(m)∗ , donc
φ(v) = 〈v,mwf〉, mwf ∈ H( 1
m
) . (2.1.42)
De plus,
‖mwf‖ 1
m
≤ C‖f‖ = C‖φ‖H(m)∗ . (2.1.43)
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2.1.5. Proprie´te´ Fredholm de pw. — Nous de´notons par R(P ) et
N(P ) l’image et le noyau de l’ope´rateur P .
Proposition 2.1.25. — Si p ∈ Scl(2, m), p0 ve´riﬁant l’hypothe`se
2.0.4, alors, pour h assez petit, (pw − z), z ∈ Ω˜ est une famille
d’ope´rateurs de Fredholm H(m)→ L2 d’indice 0.
De´monstration. — Soit z0 comme dans l’hypothe`se 2.0.4 : |p0−z0| ≥ 1Cm.
Soit χ ∈ C∞c (2) tel que χ = 1 dans un voisinage de p−1(Ω˜). Soit
q(z) :=
χ
p0 − z0 +
(1− χ)
p0 − z ∈ S(
2,
1
m
) . (2.1.44)
Alors
(p− z)#q(z) = χ p0 − z
p0 − z0 + (1− χ) + hrd = 1−
(z − z0)
p0 − z0 χ + hrd,
q(z)#(p− z) = χ p0 − z
p0 − z0 + (1− χ) + hrg = 1−
(z − z0)
p0 − z0 χ+ hrg ,
ou` rd, rg ∈ Scl(2, 1). Pour h assez petit, nous pouvons invertir (1+hrwd )
respectivement (1 + hrwg ) en tant qu’ope´rateur L
2 → L2, et le lemme de
Beals (lemme 2.1.16) nous dit que l’inverse est un ope´rateur pseudo-
diﬀe´rentiel de symbole a ∈ S(2, 1), respectivement b ∈ S(2, 1). Soit
alors qd := q#a et qg := b#q. Ceci donne
(p− z)#qd = 1−
(
(z − z0)
p0 − z0 χ
)
#a , (2.1.45)
qg#(p− z) = 1− b#
(
(z − z0)
p0 − z0 χ
)
.
Or
∂α(
(
(z − z0)
p0 − z0 χ
)
#a) → 0, |(x, ξ)| → ∞, ∀α ∈ 2 , (2.1.46)
donc son quantiﬁe´ de Weyl est un ope´rateur compact L2 → L2 (voir par
exemple [25]).
De plus, e´tant donne´ que χ ∈ C∞c (2), b#
(
(z−z0)
p0−z0 χ
)
sera dans
S(2, m˜) pour tout m˜, donc (rappelons que nw = (mw)−1)
∂α(m#b#
(
(z − z0)
p0 − z0 χ
)
#n)→ 0, |(x, ξ)| → ∞, ∀α ∈ 2 , (2.1.47)
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dont le quantiﬁe´ de Weyl est un ope´rateur compact L2 → L2. Ceci im-
plique que b#
(
(z−z0)
p0−z0 χ
)
est compact H(m)→ H(m).
Nous avons donc que (pw−z)qwd = 1+K1, K1 compact, et qwg (pw−z) =
1 +K2, K1, K2 compacts. Ceci implique que (p
w − z) est Fredholm.
Pour z = z0 comme dans l’hypothe`se 2.0.4, nous avons aussi que
|p − z0| > 12Cm, uniforme´ment en h pour h assez petit, donc (pw − z0)
est inversible (d’inverse borne´). Il en de´coule que ind(pw − z0) = 0. La
continuite´ en norme de
Ω˜  z → pw − z : H(m)→ L2 (2.1.48)
donne alors ind(pw − z) = ind(pw − z0) = 0 pour tout z ∈ Ω˜.
2.2. Factorisation et quasimodes
Soit p ∈ Scl(2, m), p0 avec les hypothe`ses 2.0.4 et 2.0.3. Nous omet-
tons dans la suite d’e´crire l’indice j.
2.2.1. The´ore`me de pre´paration de Malgrange. — Nous avons
besoin du the´ore`me de factorisation locale de Malgrange pour des fonc-
tions C∞ (qui est l’analogue du the´ore`me de Weierstrass pour des fonc-
tions analytiques que nous aurions pu utiliser en travaillant de`s a` pre´sent
dans le cadre de l’hypothe`se 2.0.5). Notons que la de´composition ne sera
pas unique. Pour les preuves nous renvoyons a` [20], tome 1.
Proposition 2.2.1. — Soit U un voisinage de 0 dans 2. Soit f ∈
C∞(U) avec f(0, 0) = 0 et ∂ξf(0, 0) = 0. Alors il existe un ouvert V ,
0 ∈ V ⊂ U tel que dans V nous avons la factorisation
f(x, ξ) = q(x, ξ)(ξ + g(x)), (2.2.1)
ou` g, q sont des fonctions C∞ avec q(0, 0) = 0, g(0) = 0.
Ceci permettra de´ja` la factorisation des symboles principaux.
The´ore`me 2.2.2 (The´ore`me de pre´paration de Malgrange)
Soient f et U comme dans la proposition pre´ce´dente. Alors il existe
un ouvert V , 0 ∈ V ⊂ U , tel que ∀f˜ ∈ C∞(U) il existe q ∈ C∞(V ),
a ∈ C∞(πx(V )) avec
f˜(x, ξ) = q(x, ξ)f(x, ξ) + a(x), (x, ξ) ∈ V . (2.2.2)
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Proposition 2.2.3. — Soit p ∈ Scl(2, m), p0 remplissant l’hypothe`se
2.0.3. Soit z0 ∈ Ω, et soit z ∈ Ω dans un voisinage de z0. Soient U± des
entourages de ρ±(z0). Alors il existe un ouvert W (z0) contenant z0, des
ouverts V± ⊂ U± contenant ρ±(z), z ∈W (z0), et des symboles
q± ∼
∑
k≥0
q±,khk ∈ Scl(V±, 1) , g± ∼
∑
k≥0
g±,khk , g±,k ∈ C∞b (πx(V±))
(2.2.3)
qui de´pendent de manie`re C∞ de z ∈ W (z0) tels que
p(x, ξ; h)− z ∼ q+(x, ξ, z; h)#(ξ + g+(x, z; h)) dans S(V+, m) , (2.2.4)
p(x, ξ; h)− z ∼ (ξ + g−(x, z; h))#q−(x, ξ, z; h) dans S(V−, m) ,
avec q±,0(ρ±(z), z) = 0, g±,0(x±(z), z) = −ξ±(z), z ∈W (z0).
De´monstration. — Aﬁn de simpliﬁer les notations, nous omettons les
indices ±, et nous nous concentrons sur la premie`re partie de (2.2.4).
Nous commenc¸ons par de´composer le symbole principal.
Avec p0(ρ(z)) − z = 0 , ∂ξ(p0)(ρ(z)) = 0 (hypothe`se 2.0.3), nous ob-
tenons dans un entourage V ⊂ U de ρ(z0) des fonctions q0 ∈ C∞(V ) et
g0 ∈ C∞(πx(V )) telles que, dans V
(p0(x, ξ)− z0) = q0(x, ξ)(ξ + g0(x)) (2.2.5)
avec q0(x(z0), ξ(z0)) = 0, g0(x(z0)) = −ξ(z0). On peut rajouter z aux
variables et nous avons toujours une de´pendance C∞ de z. Les equations
ci-dessus sont alors valables pour z ∈ W (z0).
Ensuite nous regroupons par ordre de h les termes provenant de la
formule de composition asymptotique :
pN(x, ξ) = q0(x, ξ)gN(x) + qN(x, ξ)(ξ + g0(x))
+ G˜N (q0, ..., qN−1, g0, ..., gN−1, x, ξ, z) . (2.2.6)
Etant donne´ que q0(x, ξ) = 0, nous avons une e´quation de la forme
GN(x, ξ) =
qN(x, ξ)
q0(x, ξ)
(g0(x) + ξ) + gN(x) , (2.2.7)
ou`GN ne de´pend que des qj , gl pour j, l < N et de pN . Il est donc possible
de de´terminer les qk, gk inductivement, car avec
g0(x(z)) + ξ(z) = 0, ∂ξ(g0(x) + ξ) = 1, (2.2.8)
le the´ore`me de Malgrange nous prouve l’existence d’un ouvert V conte-
nant ρ(z0), des fonctions C
∞ qN
q0
(ce qui donne qN ) et gN dans C
∞ avec
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les proprie´te´s voulues. En prolongeant si ne´cessaire qN et gN a` un ouvert
le´ge`rement plus grand, nous pouvons obtenir le meˆme ouvert V pour
chaque N .
En ite´rant la proce´dure pour chaque ordre de h, nous obtenons les
solutions formelles
q ∼
∑
k≥0
qkh
k , qk ∈ C∞(V ) (2.2.9)
et
g ∼
∑
k≥0
gkh
k , gk ∈ C∞(πx(V )) . (2.2.10)
La meˆme proce´dure peut eˆtre applique´e pour obtenir une factorisation
a` gauche, ce qui montre la deuxie`me aﬃrmation.
Nous choisissons un repre´sentant de g± ∈ C∞ et prolongeons g± dans
C∞() tel que
g±(y) = ∓ i
C±
(y − x±), |y| ≥ C , C± > 0 , (2.2.11)
et obtenons ainsi un repre´sentant global.
Pour χ± ∈ C∞c (V±), ceci donne
χ+#(p− z) ∼ (χ+#q+)#(ξ + g+) , (2.2.12)
(p− z)#χ− ∼ (ξ + g−)#(q−#χ−) ,
les compositions e´tant au sens asymptotique dans les espaces locaux.
2.2.2. Quasimodes. —
2.2.2.1. Quasimode pour P − z. — Nous construisons d’abord une so-
lution de l’e´quation
(hDx + g+(x, z; h))e+ = 0 (2.2.13)
de la forme
e+(x, z; h) := a+(x, z; h)e
i
h
ϕ+(x,z) , ‖e+‖ = 1 , (2.2.14)
avec une phase ϕ+ ∈ C∞ inde´pendante de h, Imϕ+ ≥ 0, et une amplitude
admettant un de´veloppement asymptotique en puissances de h :
a+(x, z; h) ∼
∑
j≥0
a+,j(x, z)h
j dans C∞b () , ∀z ∈ Ω . (2.2.15)
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La phase doit veriﬁer l’e´quation eikonale
ϕ′+(x, z) + g+,0(x, z) = 0 . (2.2.16)
qui admet une solution unique si nous imposons ϕ+(x+(z), z) = 0.
Etant donne´ que ϕ′+(x+) = ξ+, c’est le signe du crochet de Poisson qui
de´termine le signe de la partie imaginaire de la phase pre`s de x+ :
Imϕ′′+(x+, z) = −Im g′+,0(x+, z) =
1
2i|q+,0|2{p0, p0}(ρ+) . (2.2.17)
Pre`s de ρ+, le crochet est positif, donc la partie imaginaire de la phase
est positive ; graˆce au choix du prolongement de g+, ceci restera vrai
globalement :
Imϕ+(x) ∼ 1
C+
(x− x+)2, |x| → ∞ . (2.2.18)
Ensuite, aﬁn de de´terminer l’amplitude, nous regroupons les termes du
meˆme ordre de h et obtenons une se´rie d’e´quations de transport :
a′+,0 = 0 , −ia′+,l +
∑
0≤j≤l−1
g+,l−ja+,j = 0, l > 0. (2.2.19)
Celles-ci de´terminent les de´rive´es de a+,k re´cursivement, qui seront a`
support compact, donc a+ sera constant en dehors du support de (g+ −
iIm g+,0). Il est ainsi possible de normaliser e+ dans L
2, ce qui de´termine
les constantes a+,j(x+) par la me´thode de la phase stationnaire.
Remarquons que nous avons aussi
e+(x, z, h) = c(z; h)e
− i
h
R x
x+
g+(y,z,h)dy =: c(z; h)e
i
h
ϕ+,h(y,z,h) , (2.2.20)
mais nous avons pre´fe´re´ rester proche du formalisme BKW.
Lemme 2.2.4. — Il existe e+ ∈ S , ‖e+‖ = 1, tel que
‖(pw − z)e+‖ = O(h∞) . (2.2.21)
Pour prouver le lemme, nous avons besoin du lemme suivant :
Lemme 2.2.5. — Pour toute fonction d’ordre m′ (et h < hm′), e+ ∈
H(m′) et pour tout χ ∈ C∞c (2), χ = 1 pre`s de ρ+,
‖(1− χ)we+‖m′ = O(h∞) . (2.2.22)
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Preuve du lemme 2.2.4. — Par construction, e+ est normalise´ dans L
2.
Nous avons, avec le lemme 2.2.5,
(pw − z)e+ = (pw − z)χwe+ +O(h∞)
= χw(pw − z)e+ + [pw, χw]e+ +O(h∞) .
Le premier terme est O(h∞) avec la factorisation par construction. Pour
le terme de commutateur observons que
Supp(p#χ− χ#p) ⊂ suppχ′ , (2.2.23)
ce qui est disjoint d’un voisinage de ρ+. En appliquant le lemme 2.2.5,
nous voyons que ce terme sera aussi O(h∞).
Preuve du lemme 2.2.5. — Nous pre´sentons ici une preuve de J. Sjo¨strand,
et renvoyons a` l’appendice B pour une preuve plus e´le´mentaire. Nous
avons
hDx + g+ = (ξ + g+)
w, ξ + g+ ∈ S(2, 〈(ξ, x)〉) . (2.2.24)
Pour h assez petit, ξ + g+ est elliptique en dehors de ρ+. Puisque
(hDx + g+)e+ = 0, ‖e+‖ = 1 , (2.2.25)
nous avons
(hDx + g+)(hDx + g+)e+ = 0 . (2.2.26)
Soit Ψ ∈ C∞c (2, (0, 1)), Ψ = 1 pre`s de ρ+. Soit
Qw = (hDx + g+)(hDx + g+) + Ψ
w . (2.2.27)
Alors
Q(x, ξ) = |ξ + g+,0|2 +Ψ+O(h) ∈ S(2, 〈(ξ, x)〉2) (2.2.28)
est elliptique, h assez petit, et (avec le lemme 2.1.16), Qw admet, pour h
assez petit, un inverse borne´ Rw, R ∈ S(2, 〈(ξ, x)〉−2). De plus, d’apre`s
(2.2.26),
Qwe+ = Ψ
we+ , (2.2.29)
donc pour toute fonction d’ordre m′,
e+ = (R#Ψ)
we+ ∈ H(m′) . (2.2.30)
Nous choisissons maintenant, pour χ comme dans le lemme 2.2.5, Ψ ≺ χ
(ce qui veut dire que supp (Ψ) ∩ supp (1 − χ) = ∅). Alors pour toute
fonction d’ordre m′,
(1− χ)#R#Ψ = O(h∞) dans S(2, 1
m′
) , (2.2.31)
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et ‖(1− χ)we+‖m′ = O(h∞).
2.2.2.2. Quasimode pour (P − z)∗. — Nous construisons d’abord une
solution de l’e´quation
(hDx + g−(x, z; h))∗e− = 0 (2.2.32)
de la forme
e−(x, z; h) := a−(x, z; h)e
i
h
ϕ−(x,z) , ‖e−‖ = 1 , (2.2.33)
avec une phase ϕ− ∈ C∞ inde´pendante de h, Imϕ− ≥ 0, et une amplitude
admettant un de´veloppement comme dans (2.2.15).
La phase doit remplir l’e´quation eikonale
ϕ′−(x, z) + g−,0(x, z) = 0 , (2.2.34)
qui admet une solution unique si nous imposons ϕ−(x−, z) = 0. Etant
donne´ que ϕ′−(x−) = ξ−, nous voyons que c’est le signe du crochet de
Poisson qui de´termine le signe de la partie imaginaire de la phase pre`s
de x− :
Imϕ′′−(x−, z) = Im g
′
−,0(x−, z) = −
1
2i|q−,0|2{p0, p0}(ρ−) > 0 . (2.2.35)
Graˆce au choix du prolongement de g−, nous avons :
Imϕ−(x) ∼ 1
C−
(x− x−)2, |x| → ∞ . (2.2.36)
Ensuite nous pouvons re´soudre les e´quations de transport, et il est pos-
sible de normaliser e− dans L2, ce qui de´termine les constantes a−,j(x−)
par la me´thode de la phase stationnaire.
Lemme 2.2.6. — Il existe e− ∈ S , ‖e−‖ = 1, tel que
‖(pw − z)∗e−‖ = O(h∞) . (2.2.37)
De´monstration. — Nous avons l’analogue du lemme 2.2.5, et pouvons
utiliser la factorisation
χw−(p
w − z)∗ = (χ−#q−)w(hDx + g−)∗ +O(h∞) . (2.2.38)
Lemme 2.2.7. — Pour toute fonction d’ordre m′ (et h < hm′), et pour
tout χ ∈ C∞c (2), χ = 1 pre`s de (x−, 2ξ−),
‖(1− χ)w(e−)2‖m′ = O(h∞) . (2.2.39)
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De´monstration. — Nous avons
(hDx + 2g−)(e−)2 = 2
(
(hDx + g−)e−
)
e− = 0 . (2.2.40)
Donc le lemme 2.2.5 s’applique aussi ici, et avec
|ξ + 2g−(x−)| ≥ 1
C
(|ξ − 2ξ−|+ |x− x−|) , (2.2.41)
nous obtenons le lemme.
2.3. Enonce´ et re´solution asymptotique du proble`me de Gru-
shin
2.3.1. Proble`me de Grushin. — La question d’inversibilite´ de P −z
peut eˆtre reformule´e graˆce au proble`me de Grushin associe´.
De´ﬁnition 2.3.1. — Soit
P =
(
pw − z R−
R+ 0
)
: H(m)× → L2 × 
ou` p ∈ S(2, m) remplit les hypothe`ses 2.0.3 pour n = 1 et 2.0.4, et ou`
R+u := 〈u, e+〉 ,
R−u− := u−e− .
Proposition 2.3.2. — Supposons que P admet un inverse de la forme
E =
(
E E+
E− E−+
)
: L2 × → H(m)×  .
Alors pw − z admet un inverse borne´ ssi E−+ : C→ C est inversible.
La preuve se trouve par exemple dans [15].
Explicitons comment on peut ge´ne´raliser cette proposition au cas d’un
nombre n de couples ρ± : pour chaque ρ
j
± nous obtenons une fonction e
j
±
associe´e comme dans les lemmes 2.2.4, 2.2.6.
De´ﬁnition 2.3.3. — Soit
P =
(
pw − z R−
R+ 0
)
: H(m)× n → L2 × n
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ou` p ∈ S(2, m) remplit les hypothe`ses 2.0.3 et 2.0.4, et ou`
(R+u)j := 〈u, ej+〉 ,
R−u− :=
∑
k
uk−e
k
− .
Alors la proposition 2.3.2 reste valable et E−+ sera une matrice n×n :
l’inversiblite´ de pw − z sera donc e´quivalente a` detE−+ = 0.
Une fois que l’inverse du proble`me de Grushin est construit, le
proble`me spectral est re´duit a` de´terminer les ze´ros de det(E−+).
Dans notre cas, la construction de l’inverse du proble`me de Grushin
va eˆtre facilite´e graˆce a` la proposition 2.1.25 et au re´sultat suivant.
Proposition 2.3.4. — Si (pw − z), pour (p− z) ∈ Scl(2, m), est une
famille d’ope´rateurs de Fredholm d’indice 0, ∀z ∈ Ω˜, alors P ≡ P(z) est
aussi un ope´rateur de Fredholm d’indice 0, ∀z ∈ Ω˜.
Ainsi l’existence d’un inverse a` droite de P implique l’inversibilite´ de
P.
De´monstration. — Conside´rons pour t ∈ [0, 1]
P t =
(
P − z tR−
tR+ 0
)
: H(m)× n → L2 × n
Pour t = 0 , P0 est un ope´rateur de Fredholm et indP0 = ind(pw−z) = 0.
Etant donne´ que R+ et R− sont des ope´rateurs de rang ﬁni, P t est un
ope´rateur de Fredholm, et ind(P t) est constant pour t ∈ [0, 1], donc
ind(P) = ind(P1) = 0.
Proposition 2.3.5. — Soit p ∈ Scl(2, m), p0 remplissant les hy-
pothe`ses 2.0.3 et 2.0.4. Alors pw a un spectre purement discret dans Ω˜,
consistant de valeurs propres (isole´es) de multiplicite´ ﬁnie.
De´monstration. — Nous suivons [18].
Soit, d’apre`s l’hypothe´se 2.0.4, z0 ∈ Ω˜ tel que pw − z0 est inversible.
Soit z1 ∈ Ω˜. Nous savons que (pw−z1) est Fredholm, ind(pw−z1) = 0 ;
soit N = dimN(pw − z1) = dimR(pw − z1)⊥. Conside´rons le proble´me
de Grushin
Pz :=
(
pw − z R−
R+ 0
)
: H(m)× N → L2 × N
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ou` R+ et R− sont de rang maximal et
R+|N(pw−z1) est bijectif ,
R(R−) ⊥ R(pw − z1) .
Alors Pz1 est bijectif avec un inverse borne´ E(z1), donc dans un voisinage
V (z1) de z1, Pz aura un inverse borne´ E(z) dont les entre´es de´pendent
holomorphiquement de z. Donc soit detE−+(z) est identiquement nul
∀z ∈ V (z1), soit ses ze´ros dans V (z1) forment un ensemble discret.
Nous pouvons maintenant prolonger E−+(z) le long d’un chemin reliant
z1 a` z0 (en e´crivant le proble`me de Grushin dans un nombre ﬁni de disques
recouvrant ce chemin). Etant donne´ que detE−+(z0) = 0 (car pw−z0 est
inversible), detE−+(z) ne peut eˆtre identiquement nul dans aucun des
disques utilise´s lors du prolongement (par identite´ sur l’intersection des
disques).
Ceci e´tant valable pour tout z1 ∈ Ω˜, les ze´ros de detE−+ (corres-
pondant au spectre de pw) sont isole´s. Pour prouver que l’espace propre
correspondant a` z1 est de dimension ﬁnie, nous renvoyons a` [18].
2.3.2. Re´solution des proble`mes locaux. — Nous posons n = 1,
mais etant donne´ que nous e´nonc¸ons des re´sultats locaux, tout se
ge´ne´ralisera a` n > 1.
2.3.2.1. Parametrix. — Commenc¸ons par la construction d’une parame-
trix sur 2 \ {ρ+, ρ−}, ou` p est elliptique : les ze´ros de p0 − z se situent
pre´cise´ment en ρ± et p− z est elliptique a` l’inﬁni, z ∈ Ω˜. Il est donc pos-
sible d’appliquer le lemme 2.1.19 pour obtenir M ∈ S(2 \ {ρ+, ρ−}, 1m)
tel que
(p− z)#M ∼ 1 dans S(2 \ {ρ+, ρ−}, 1) . (2.3.1)
2.3.2.2. Re´solution pour P = hDx + g+(x). —
Proposition 2.3.6. — Pour P = hDx + g+(x), v ∈ L2() , v+ ∈   le
proble`me {
Pu = v
R+u = v+
(2.3.2)
avec
R+u := 〈u, e+〉 (2.3.3)
admet une solution unique
u = Fv + F+v+ ∈ Hsc = H(〈(x, ξ)〉) , (2.3.4)
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F+v+ := v+e+, et nous avons
‖F‖L2→Hsc = O(h−
1
2 ) , (2.3.5)
‖F+‖→Hsc = O(1) .
De´monstration. — La preuve est similaire a` celle dans [15]. Nous repre-
nons les e´tapes non-techniques.
L’e´quation homoge`ne {
Pu = 0
R+u = v+
(2.3.6)
admet la solution unique
u = F+v+ , (2.3.7)
alors que {
Pu = v
R+u = 0
(2.3.8)
admet la solution
u = Fv := (1− F+R+)F˜ v , (2.3.9)
avec R+u = 0 et ou` F˜ sera deﬁni par la suite.
En supposant x+ = 0 pour alle´ger les notations, F˜ admet un noyau
inte´gral
k(x, y) =
i
h
e−
i
h
R x
y
g+(x˜)dx˜ 1{x+≤y≤x} −
i
h
e−
i
h
R x
y
g+(x˜)dx˜ 1{x≤y≤x+} ,
et PF˜v = v. Par le lemme de Schur (cf. [20], tome 3) la norme L2 de F˜
est majore´e par(
sup
x
∫
|k(x, y)|dy
)1
2
(
sup
y
∫
|k(x, y)|dx
)1
2
. (2.3.10)
En utilisant et adaptant les estimations de la preuve dans [15], nous
avons, en utilisant aussi l’identite´ (hDx + g+)F˜w = w ,
‖F˜‖ ≤ C√
h
, ‖xF˜‖ ≤ C
′
√
h
,
‖hDxF˜‖ ≤ ‖1− g+(x)F˜‖ ≤ ‖F˜‖+ C‖xF˜‖ ≤ C
′′
√
h
. (2.3.11)
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Avec ‖F+R+‖ = O(1), nous avons les meˆmes estimations pour F , ce qui
implique
‖F‖L2→Hsc = ‖F‖+ ‖hDxF‖+ ‖xF‖ ≤
C˜√
h
. (2.3.12)
Lemme 2.3.7. — (Non-propagation des supports)
Pour ψ1, ψ2 ∈ S(2, 1) inde´pendants de h et a` supports disjoints nous
avons
ψw1 Fψ
w
2 = O(h
∞) dans L(L2, Hsc) . (2.3.13)
Ceci implique que nous avons le meˆme re´sultat pour ψj ∈ Scl(2, 1)
tels que Suppψ1 ∩ Suppψ2 = ∅, car nous pouvons, en chaque ordre de h,
appliquer le lemme pre´ce´dent.
De´monstration. — Soit P = hDx + g+(x) = p
w.
Soient χ , χ˜ ∈ C∞c (2), χ ≺ χ˜, χ = 1 pre`s de ρ+. Conside´rons
P χ˜wFχwv = [P, χ˜w]Fχwv + χwv +O(h∞)v , (2.3.14)
‖R+χ˜wFχwv −R+Fχwv‖ = O(h∞)‖v‖. (2.3.15)
Supp(p#χ− χ#p) est disjoint de ρ+. Comme dans la preuve du lemme
2.2.5, nous avons
|ξ + g+,0|2 ≥ 1
C
(
(ξ − ξ+)2 + (x− x+)2
)
, (2.3.16)
donc il existe q ∈ S(2\ρ+, 1〈(x,ξ)〉) tel que
p#q ∼ 1 dans S(2\ρ+, 1) . (2.3.17)
Soit q#(1− χ) un repre´sentant du compose´ asymptotique, et soit
F ′ := (q#(1− χ))w + χ˜wFχw − (q#(p#χ˜− χ˜#p))wFχw . (2.3.18)
Alors
PF ′v = v + r1(v) , ‖r1‖ = O(h∞) ,
R+F
′v = r2(v) , ‖r2‖L2→ = O(h∞) . (2.3.19)
L’unicite´ dans la proposition 2.3.6 implique alors que
F ′v = Fv + Fr1(v) + F+r2(v) =: Fv − R3v , (2.3.20)
ou` R3 : L
2 → Hsc, ‖R3‖L2→Hsc = O(h∞).
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Nous avons donc, pour ψ1, ψ2 ∈ S(1) a` supports disjoints
ψw2 Fψ
w
1 = ψ
w
2 F
′ψw1 +O(h
∞) (2.3.21)
et il suﬃt de montrer l’aﬃrmation pour F ′.
Le premier terme dans F ′ est un ope´rateur pseudodiﬀe´rentiel a` symbole
dans S(2, 1〈(x,ξ)〉), donc
ψw2 (q#(1− χ))wψw1 = O(h∞) : L2 → Hsc (2.3.22)
Pour les deux termes restants, nous distinguons les cas :
ρ+ /∈ suppψ2 : alors ψw2 χ˜w = O(h∞) et ψw2 [P, χ˜w] = O(h∞) pour χ˜
assez localise´e, donc ψw2 F
′ψw1 = O(h
∞) : L2 → Hsc (car F = O( 1√h) :
L2 → Hsc).
ρ+ /∈ suppψ1 : alors χwψw1 = O(h∞) pour χ assez localise´e, donc
ψw2 F
′ψw1 = O(h
∞) : L2 → Hsc.
2.3.2.3. Re´solution pour P = hDx+g−(x). — Ici nous avons la situation
analogue pour l’adjoint formel.
Proposition 2.3.8. — Pour P = hDx + g−(x), v ∈ L2 le proble`me
Pu+R−u− = v , (2.3.23)
avec
R−u− := u−e− , u− ∈ C ,
admet une solution unique dans Hsc × , donne´e par
u = Gv , (2.3.24)
u− = G−v := 〈v, e−〉 , (2.3.25)
avec
‖G‖L2→Hsc ≤
C√
h
. (2.3.26)
De´monstration. — Pour x ≤ x− nous avons la solution a` (hDx+g−)u = v˜
u1(x) =
i
h
∫ x
−∞
e−
i
h
R x
y (g−(x˜)−z)dx˜v˜(y)dy =: G˜1v˜(x) ,
alors que pour x ≥ x− nous avons
u2(x) =
i
h
∫ x
∞
e−
i
h
R x
y (g−(x˜)−z)dx˜v˜(y)dy =: G˜2v˜(x) ,
les deux exposants e´tant de´croissants (a` partie re´elle strictement ne´gative
loin de x−) dans le domaine d’inte´gration .
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Aﬁn d’obtenir une solution continue, il faut imposer que
0 = u1(x−)− u2(x−) = i
h
∫ ∞
−∞
e−
i
h
R x−
y
(g−(x˜)−z)dx˜v˜(y)dy ,
=
i
ha−(x−, z; h)
〈v˜, e−〉 (2.3.27)
donc, avec
u− = G−v ,
on peut prendre v˜ = v −R−u−, car par construction
〈v − R−u−, e−〉 = 0 .
Nous avons alors la solution
u = Gv = G˜(I − R−G−)v ,
u− = G−v ,
ou` G˜ est donne´ par G˜1/2 dans les zones correspondantes.
En observant que G˜ a le noyau inte´gral
k(x, y) =
i
h
e−
i
h
R x
y g−(x˜)dx˜ 1{y≤x≤x−} −
i
h
e−
i
h
R x
y g−(x˜)dx˜ 1{x−≤x≤y} ,
qui s’estime de la meˆme manie`re que le noyau inte´gral de F (en remar-
quant que Im g′+(x+) ∼ −Im g′−(x−)) nous pouvons utiliser les estima-
tions du paragraphe pre´ce´dent pour trouver que
‖G˜‖L2→L2 ≤ C√
h
(2.3.28)
ainsi que
‖G‖L2→Hsc ≤
C√
h
. (2.3.29)
Lemme 2.3.9. — (Non-propagation des supports)
Pour ψ1, ψ2 ∈ S(1) inde´pendants de h et a` supports disjoints nous
avons
ψw1 Gψ
w
2 = O(h
∞) dans L(L2, Hsc) . (2.3.30)
La preuve est analogue a` celle du paragraphe pre´ce´dent.
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2.3.3. Recollement des morceaux et inverse. — La prochaine
e´tape sera de recoller les solutions aﬁn d’obtenir un inverse a` droite
approximatif sur tout l’espace.
Soient U± ⊂ 2 des voisinages de ρ± a` adhe´rences disjointes ,
χ± ∈ C∞c (U±) inde´pendantes de h, χ± = 1 pre`s de ρ± , (2.3.31)
et χ := (1− χ+ − χ−) ∈ S(2, 1).
Nous de´composons L2  v ∼ χw+v + χw−v + χwv pour re´soudre le
proble`me de Grushin graˆce aux inverses des paragraphes pre´ce´dents.
Soient χ± ≺ χ˜± ∈ C∞c (U±), χ ≺ χ˜ ∈ S(2, 1), χ˜ = 0 pre`s de ρ±, et
soient T± ∈ Scl(U±, 1) tels que
Q+#T+ ∼ 1 dans S(U+, 1) , (2.3.32)
T−#Q− ∼ 1 dans S(U−, 1) . (2.3.33)
Nous de´signons par
T+#χ+ ∈ C∞c (U+) , (2.3.34)
χ˜−#T− ∈ C∞c (U−) , (2.3.35)
des repre´sentants a` support compact des compose´s asymptotiques. Ceci
implique qu’ils seront continus L2 → H(n) pour toute fonction d’ordre
n.
Soit M la parametrix dans la zone elliptique, et soit M#χ un
repre´sentant du compose´ asymptotique dont le support est contenu dans
un voisinage du support de χ.
Proposition 2.3.10. — Soit P comme dans la de´ﬁnition 2.3.1, ou` p
ve´riﬁe les hypothe`ses 2.0.3 pour n = 1 et 2.0.4. Soit
E0 :=
(
E0 F+
G− 0
)
, (2.3.36)
ou`
E0 = (χ˜#M#χ)
w + χ˜w+F (T+#χ+)
w + (χ˜−#T−)wGχw− = O(
1√
h
).
(2.3.37)
Alors
PE0 = 1−K (2.3.38)
avec K = O(h∞) dans L(L2 × , L2 × ).
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De´monstration. — L’estimation de la norme de E0 de´coule directement
des estimations e´tablies pour les proble`mes locaux.
Commenc¸ons par :
(p− z)#χ˜#M#χ = χ˜#(p− z)#M#χ + r = χ+ r′ . (2.3.39)
Nous avons r ∈ S−∞(1), car
Supp((p− z)#χ˜− χ˜#(p− z)) ⊂ supp χ˜′ (2.3.40)
est disjoint de supp (M#χ). Ceci implique, avec χ˜#χ ∼ χ dans S(1),
que nous avons aussi r′ ∈ S−∞(1). Il en de´coule que r′w = O(h∞) dans
L(L2).
Ensuite, en utilisant le lemme 2.3.7 et la remarque d’apre`s,
(P − z)χ˜w+F (T+#χ+)w = [P, χ˜w+]F (T+#χ+)w + χ˜w+(P − z)F (T+#χ+)w
= O(h∞) + (χ˜+#Q+)w(hDx + g+(x))F (T+#χ+)w
= χw+ +O(h
∞)
dans L(L2).
Finalement, en utilisant le lemme 2.3.9 et que G− ∼ G−χ−,
(P − z)(χ˜−#T−)wGχw− +R−G−
= (hDx + g−(x))(Q−#χ˜−#T−)wGχw− +R−G− +O(h
∞)
= (hDx + g−(x))Gχw− +O(h
∞) +R−G−χw−
= χw− +O(h
∞)
dans L(L2).
Au total
(P − z)((χ˜#M#χ)w + χ˜w+F (T+#χ+)w + (χ˜−#T−)wGχw−)+R−G−
= 1 +O(h∞) (2.3.41)
dans L(L2).
Ensuite, le lemme 2.2.4 implique
(P − z)F+ = O(h∞) ,
R+F+ = 1 .
Graˆce au lemme 2.2.5
R+
(
(χ˜#M#χ)w + χ˜w+F (T+#χ+)
w + (χ˜−#T−)wGχw−
)
= R+χ˜
w
+F (T+#χ+)
w +O(h∞)
= R+F (T+#χ+)
w +O(h∞) = O(h∞)
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et la proposition est prouve´e.
Il est possible, pour h assez petit, de trouver un inverse a` droite exact
de P en inversant 1−K avec une se´rie de Neumann :
E := E0
∑
j≥0
(K)j . (2.3.42)
On trouve alors un inverse a` droite E de P. D’autre part, P est Fredholm
d’indice 0 d’apre`s les propositions 2.1.25 et 2.3.4. Donc E est aussi un
inverse a` gauche. On obtient :
Corollaire 2.3.11. — Il existe
E =
(
O( 1√
h
) O(1)
O(1) O(h∞)
)
: L2 × → H(m)× 
tel que PE = 1L2×, et EP = 1H(m)×.
Les estimations des normes de´coulent imme´diatement de la se´rie de
Neumann, de la forme de E0 et des estimations e´tablies pour le proble`mes
locaux.
Conside´rons maintenant le cas n > 1 : soient U j± ⊂ 2 des voisinages
de ρj± a` adhe´rences disjointes,
χj± ∈ C∞c (U j±) inde´pendantes de h, χj± = 1 pre`s de ρj± , (2.3.43)
et χ := (1−∑j(χj+ + χj−)) ∈ S(1).
Ceci nous permet de re´soudre les proble`mes « locaux » de manie`re
analogue a` ce qui pre´ce`de, et nous introduisons T j±, χ˜
j
± et M comme
avant.
Nous avons aussi
〈ej±, ek±〉 = δjk +O(h∞) . (2.3.44)
The´ore`me 2.3.12. — Soit P comme dans la de´ﬁnition 2.3.3, ou` p
ve´riﬁe les hypothe`ses 2.0.3 et 2.0.4. Soit
E0 =
(
E0 F+
G− 0
)
, (2.3.45)
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ou`
E0 = (χ˜#M#χ)
w +
∑
j
(
(χ˜j+)
wF j(T j+#χ
j
+)
w + (χ˜j−#T
j
−)
wGj(χj−)
w
)
,
F+v+ :=
∑
k
vk+e
k
+ ,
(G−v)k := 〈v, ek−〉 . (2.3.46)
Alors
PE0 = 1−K (2.3.47)
avec K = O(h∞) dans L(L2 × n, L2 × n).
Nous avons aussi l’analogue du corollaire 2.3.11.
2.3.4. Cas analytique. —
Lemme 2.3.13. — Soit p ∈ S(2, m) inde´pendant de h avec les hy-
pothe`ses 2.0.3 et 2.0.5. Alors ∀j = 1, ..., n il existe ej+ = aj+(x, z; h)e
i
h
ϕj+(x,z) ∈
S , ‖ej+‖ = 1, tel que
‖(pw − z)ej+‖ = O(e−
1
Ch ) . (2.3.48)
Nous avons de plus que Imϕj+ ∼ (x− xj+)2.
Pour la preuve, nous renvoyons a` [11].
Lemme 2.3.14. — Soit p ∈ S(2, m) inde´pendant de h avec les hy-
pothe`ses 2.0.3 et 2.0.5. Alors ∀j = 1, ..., n il existe ej− = aj−(x, z; h)e
i
h
ϕj−(x,z) ∈
S , ‖ej−‖ = 1, tel que
‖(pw − z)∗ej−‖ = O(e−
1
Ch ) . (2.3.49)
Nous avons de plus que Imϕj− ∼ (x− xj−)2.
Nous avons
〈ej±, ek±〉 = δjk +O(e−
1
Ch ) . (2.3.50)
Proposition 2.3.15. — Soit p ∈ S(2, m) inde´pendant de h, ve´riﬁant
les hypothe`ses 2.0.3 et 2.0.5, et soit
P =
(
pw − z R−
R+ 0
)
: H(m)× n → L2 × n ,
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ou`
(R+u)j := 〈u, ej+〉 ,
R−u− :=
∑
k
uk−e
k
− .
Alors P admet un inverse de la forme
E =
(
E E+
E− E−+
)
=
(
E0 +O(h
∞) F+ +O(e−
1
Ch )
G− +O(e−
1
Ch ) O(e−
1
Ch )
)
, (2.3.51)
ou` E0 = O(
1√
h
) est comme dans (2.3.46) et
F+v+ :=
∑
k
vk+e
k
+ ,
(G−v)k := 〈v, ek−〉 . (2.3.52)
De´monstration. — Nous commenc¸ons par montrer que E−+ = O(e−
1
Ch )
et que E+v+ = F+v+ +O(e
− 1
Ch )|v+|. Nous cherchons (u∗, u∗−) tel que{
(P − z)u∗ +R−u∗− = 0
(R+u
∗)j = δjk
. (2.3.53)
Alors u∗ = E+ek ou` ek ∈  n, (ek)j = δjk et u∗− = [E−+]k ou` [A]k de´signe
la k-ie`me colonne de la matrice A.
Nous avons, en utilisant 〈ej+, ek+〉 = δjk +O(e−
1
Ch ),{
(P − z)ek+ = O(e−
1
Ch )
(R+e
k
+)j = δjk +O(e
− 1
Ch )
. (2.3.54)
Le corollaire 2.3.11 nous dit que pour la solution (u, u−) de{
(P − z)u+R−u− = v
R+u = v+
, (2.3.55)
nous avons √
h‖u‖+ |u−| ≤ C(‖v‖+
√
h|v+|) . (2.3.56)
Ceci implique que
√
h‖u∗ − ek+‖+ |u∗−| = O(e−
1
Ch ) , (2.3.57)
donc E+ek = e
k
+ + O(e
− 1
Ch ) et |[E−+]k| = O(e− 1Ch ). En sommant sur k,
nous obtenons donc que E+v+ =
∑
k v
k
+e
k
+ + O(e
− 1
Ch )|v+| et que E−+ =
O(e−
1
Ch ).
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Nous montrons ensuite que (E−v)k = 〈v, ek−〉+O(e−
1
Ch )‖v‖. Pour ceci
soit (u∗, u∗−) la solution de{
(P − z)u∗ +R−u∗− = v
R+u
∗ = 0 , (2.3.58)
donc u∗− = E−v. Nous avons
〈(P − z)u∗ +R−u∗−, ek−〉 = 〈v, ek−〉 . (2.3.59)
Donc
〈(P − z)u∗, ek−〉 = 〈u∗, (P − z)∗ek−〉 = O(e−
1
Ch )‖u∗‖ , (2.3.60)
et graˆce a` 〈ej−, ek−〉 = δjk +O(e−
1
Ch ) nous obtenons
(u∗−)k +O(e
− 1
Ch )(‖u∗‖+ |u∗−|) = 〈v, ek−〉 . (2.3.61)
En utilisant (2.3.56), nous avons
(E−v)k = (u∗−)k = 〈v, ek−〉+O(e−
1
Ch )‖v‖ . (2.3.62)
2.3.5. Proble`me de Grushin perturbe´. — Nous conside´rons p ∈
S(2, m) avec les hypothe`ses 2.0.3 et 2.0.5.
Nous conside´rons une perturbation δQ, ou` Q : L2 → L2 avec ‖Q‖ ≤ 1,
et δ <<
√
h est un parame`tre de perturbation.
Proposition 2.3.16. — Soit, pour p et δQ comme ci-dessus,
Pδ =
(
pw − z + δQ R−
R+ 0
)
: H(m)× n → L2 × n .
Alors il existe E δ de la forme
E δ = E0 +
( ∑
j≥1 E(δQE)
j
∑
j≥1(EδQ)
jE+)∑
j≥1 E−(δQE)
j
∑
j≥1 E−(δQE)
j−1(δQE+)
)
(2.3.63)
=
(
O( 1√
h
) O(1)
O(1) O(
√
h)
)
tel que PδE δ = 1L2×n, E δPδ = 1H(m)×n.
De´monstration. — Nous avons PδE = 1 +K ou`
K =
(
δQE δQE+
0 0
)
, (2.3.64)
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et
‖K‖ < Cδ‖Q‖‖E‖ << 1 . (2.3.65)
Alors nous obtenons la se´rie de Neumann
E δ = E(1 +K)−1 = E
∞∑
j=0
(−K)j . (2.3.66)
Nous avons imme´diatement le
Corollaire 2.3.17. —
E δ − E0 =
(
O( δ
h
) O( δ√
h
)
O( δ√
h
) O(δ)
)
. (2.3.67)
Nous obtenons aussi un de´veloppement perturbatif de l’hamiltonien
eﬀectif :
Eδ−+ = E
0
−+ + δE
(1)
−+ +O(
δ2√
h
) . (2.3.68)
De plus, en utilisant aussi la proposition 2.3.15,
(E
(1)
−+)ij = −Ei−QEj+ = −〈Qej+, ei−〉+O(e−
1
Ch ) . (2.3.69)
Nous supposons alors que δ
2√
h
> e
− 1
D0h , pourD0 assez grand, ce qui re´sulte
de l’hypothe`se 2.0.8.
Ceci implique que
detEδ−+ = δ
n
∑
π∈Sn
(
∏
j
〈Qeπ(j)+ , ej−〉(sign(π)) +O(
δn+1√
h
) . (2.3.70)
2.4. Proprie´te´s d’holomorphie de E−+
En e´crivant ∂z(PE) = 0, nous obtenons
∂zE−+ = −E−+(∂zR+)E+ −E−(∂zR−)E−+ . (2.4.1)
Le de´terminant de E−+ n’est pas holomorphe, mais ve´riﬁe (pour
detE−+ = 0) l’e´quation suivante :
∂z detE−+ = tr
(
(∂zE−+)E−1−+
)
detE−+ (2.4.2)
= −tr ((∂zR+)E+ + E−(∂zR−)) detE−+
=: −k(z) detE−+ ,
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en utilisant la cyclicite´ de la trace. Pour l’ope´rateur non-perturbe´, ceci
implique
∂z detE
0
−+ = −(
∑
j
(〈ej+, ∂zej+〉+ 〈∂zej−, ej−〉) +O(e−
1
Ch )) detE0−+
=: −k0(z) detE0−+(z) . (2.4.3)
Nous choisissons alors une solution l0 de l’e´quation
1
h
∂zl0 = k0 (2.4.4)
dans un voisinage de Ω et nous obtenons une fonction holomorphe
e
l0
h detE0−+.
Lemme 2.4.1. — Pour h assez petit, et en notant L(dz) = dRe z ∧
dIm z,
(ΔRe l0(z) +O(h))L(dz) =
∑
j
(dξj− ∧ dxj− − dξj+ ∧ dxj+) , (2.4.5)
et Re l0 est strictement sousharmonique :
ΔRe l0(z) > 0 . (2.4.6)
De´monstration. — En utilisant la proposition 2.3.15 et (2.4.2), nous
avons
1
h
∂zl0 = −
∑
j
(〈ej+, ∂zej+〉+ 〈∂zej−, ej−〉) +O(e−
1
Ch ) . (2.4.7)
Nous omettons l’indice j. Soit ehol+ tel que ‖(P−z)ehol+ ‖ = O(e−
1
Ch )‖ehol+ ‖,
∂ze
hol
+ = 0, de la forme
ehol+ = a+(x, z; h)e
i
h
ϕ+(x,z) , (2.4.8)
avec a+, ϕ+ holomorphes en z. Une telle fonction peut se trouver locale-
ment en z. Nous avons p(x, ϕ′+) = z, ce qui implique
ϕ′+(x+) = ξ+, Imϕ
′′
+(x+) > 0, ∂zϕ
′
+(x+) =
1
pξ(x+)
. (2.4.9)
Donc x+ est le seul point re´el ou` ϕ
′
+ est re´el, et Imϕ+ y a un point
critique non-de´ge´ne´re´. Soit
Φ+(z) = sup
x∈vois
 
(x+)
(−Imϕ+(x, z)) = −Imϕ+(x+(z), z) . (2.4.10)
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Alors Φ+ est sousharmonique en tant que supremum de fonctions har-
moniques. De plus, graˆce a` (2.4.9),
κ : (x,−∂xϕ+(x, z))→ (z, ∂zϕ+(x, z)) (2.4.11)
est une transformation canonique complexe, et
κ(2) = ΛΦ+ := {(z,
2
i
∂zΦ+(z))} (2.4.12)
est une sous-varie´te´ IR au sens de [28] (symplectique par rapport a` Reσ,
lagrangienne par rapport a` Im σ, ou` σ de´signe la forme symplectique
complexe), donc Φ+ est strictement sousharmonique. En fait, en utilisant
que x+ est un point critique de Imϕ+ et que ϕ+ est holomorphe,
2
i
∂zΦ+(z) =
2
i
∂z(−Imϕ+(x+(z), z)) = −(2
i
∂zImϕ+)(x+(z), z)
= (∂zϕ+)(x+(z), z) , (2.4.13)
et κ(x+(z),−ξ+(z)) = (z, 2i∂zΦ+(z)). Ceci implique que
−dξ+ ∧ dx+ = dζ ∧ dz|ΛΦ+ = (
2
i
∂z∂zΦ+)dz ∧ dz
= (4∂z∂zΦ+)
1
2i
dz ∧ dz = ΔΦ+L(dz) , (2.4.14)
et Φ+ est strictement sousharmonique.
Ensuite nous avons e+ =
ehol+
‖ehol+ ‖
e−
i
h
θ+(z), ou` θ+(z) est re´el. Etant donne´
que
Re ∂z〈e+e ihθ+(z), ∂ze+e ihθ+(z)〉 = Re ∂z〈e+, ∂ze+〉 − Re ( i
h
∂z∂zθ+)
= Re ∂z〈e+, ∂ze+〉 , (2.4.15)
θ+ ne contribuera pas a` ΔRe l0 et nous pouvons supposer que θ+ = 0.
Donc
〈e+, ∂ze+〉 = 〈 e
hol
+
‖ehol+ ‖
, ∂z(
ehol+
‖ehol+ ‖
)〉 . (2.4.16)
Or
2(∂z‖ehol+ ‖)‖ehol+ ‖ = ∂z‖ehol+ ‖2 = 〈∂zehol+ , ehol+ 〉 , (2.4.17)
donc
∂z
1
‖ehol+ ‖
= −1
2
〈∂zehol+ , ehol+ 〉
‖ehol+ ‖3
. (2.4.18)
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Ceci implique que
〈e+, ∂ze+〉 = 1
2‖ehol+ ‖2
(〈ehol+ , ∂zehol+ 〉) =
1
2
∂z(ln ‖ehol+ ‖2) . (2.4.19)
En utilisant la me´thode de la phase stationnaire, nous avons :
‖ehol+ ‖2 ∼ A(z; h)e−
2
h
Imϕ+(x+,z) , (2.4.20)
et donc
h〈e+, ∂ze+〉 = h1
2
∂z(−2
h
Imϕ+(x+, z)) + lnA) = ∂zΦ+(z) +
h∂zA
2A
.
(2.4.21)
Ceci implique que
4∂zh(〈e+, ∂ze+〉)L(dz) = (4∂z∂zΦ+(z) +O(h))L(dz)
= −dξ+ ∧ dx+ +O(h)L(dz) . (2.4.22)
Pour 〈∂ze−, e−〉 = −〈e−, ∂ze−〉 nous nous ramenons a` eahol− tel que
‖(P − z)∗eahol− ‖ = O(e−
1
Ch )‖eahol− ‖, avec ∂z(eahol− ) = 0. Nous obtenons le
re´sultat similaire. En rassemblant les termes, nous avons donc que
(ΔRe l0(z) +O(h))L(dz) =
∑
j
(dξj− ∧ dxj− − dξj+ ∧ dxj+) , (2.4.23)
et Re l0(z) est strictement sousharmonique.
Pour l’ope´rateur perturbe´, nous avons
∂z detE
δ
−+ = −tr
(
(∂zR+)E
δ
+ + E
δ
−(∂zR−)
)
detEδ−+ (2.4.24)
=: −kδ(z) detEδ−+ .
En utilisant le corollaire 2.3.17 et (2.4.2), on trouve
|kδ − k0| ≤ O( δ
h
3
2
) . (2.4.25)
Alors nous pouvons aussi construire une solution lδ = l0 + (lδ − l0) de
l’e´quation 1
h
∂zl
δ = kδ, avec
|lδ − l0| = O( δ√
h
) , (2.4.26)
et ∂z(e
lδ
h detEδ−+) = 0.
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2.5. Preuve des the´ore`mes 2.0.9 et 2.0.11
Nous commenc¸ons par rappeler quelques notions probabilistes.
2.5.1. Rappels de notions probabilistes. — Soit (M,A, P ) un es-
pace de probabilite´.
Une variable ale´atoire re´elle est une application mesurable
X :M→ n . (2.5.1)
Il est possible de conside´rer une variable ale´atoire complexe en identiﬁant
  a` 2 (x+ iy ≡ (x, y)). La distribution de X est la mesure PX (l’image
directe de la mesure P par l’application X) ; si elle est absolument conti-
nue par rapport a` la mesure de Lebesgue :
PX = f(x)L(dx) , (2.5.2)
alors f est appele´e la densite´ de distribution de X (c’est le seul cas que
nous allons conside´rer ici). Si
f(x) =
1
(2πσ2)
n
2
e−
x2
2σ2 , (2.5.3)
alors nous disons que X est distribue´ selon une loi normale (centre´e en
0, de variance nσ2).
Si X est P -inte´grable, nous de´ﬁnissons l’espe´rance
E[X] :=
∫
XdP =
∫
xf(x)L(dx) . (2.5.4)
Si X est de carre´ sommable, nous de´ﬁnissons la variance
σ2(X) := E[(X −E[X])2] . (2.5.5)
Conside´rons maintenant m variables ale´atoires Xi. Les Xi sont appele´s
inde´pendants si leur distribution jointe se de´compose en produit :
P⊗Xi = PX1 ⊗ ...⊗ PXm . (2.5.6)
Conside´rons, dans le cas ou` les Xi sont des variables inde´pendantes re´elles
(complexes), leur somme : la distribution sera
PX1+...+Xm = PX1 ∗ ... ∗ PXm . (2.5.7)
Il en de´coule que si Xi est distribue´ selon une loi normale centre´e en 0
de variance σ2i , ∀i = 1, ..., m, alors la somme des Xi sera distribue´ selon
une loi normale centre´e en 0 de variance
∑
i σ
2
i .
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2.5.2. Analyse des ze´ros d’une fonction holomorphe. — Pour
terminer la preuve du the´ore`me 2.0.9, nous avons besoin d’une propo-
sition concernant les ze´ros d’une fonction holomorphe : il s’agit de la
proposition 1.8.1.
2.5.3. Preuve du the´ore`me 2.0.9. — A partir de maintenant, nous
supposons partout que q ∈ L∞, sans perte sur les estimations de proba-
bilite´s : pour M ⊂M,
P [{q ∈ L∞} ∩M ] = P [M ] . (2.5.8)
Lemme 2.5.1. — Soient p, q et δ comme dans le the´ore`me 2.0.9. Il
existe D˜ > 0 tel que si zk, k ∈ J sont des points dans Ω, alors pour h
assez petit
P
[
‖q‖∞ ≤ 1 et |e l
δ
h detEδ−+(zk)| > e
Re l0(zk)
h δn+1 , ∀k ∈ J
]
≥ 1−Dh−M0σ(h)− (D˜δ
h
3
2
)
2
n
n|J |
σ(h)2hκ
. (2.5.9)
De´monstration. — Supposons que ‖q‖∞ ≤ 1. Alors, avec δ‖Q‖ ≤ δ et
(2.0.25), les re´sultats de la section 2.3.5 s’appliquent.
Reprenons (2.3.70). En utilisant ej+ = e
j
− ∈ S , et en e´tendant le
produit scalaire 〈u, v〉, u ∈ L2, v ∈ S , a` u ∈ S ′, nous avons
det(Eδ−+) = δ
n
∑
π∈Sn
(
∏
j
〈q(x), eπ(j)− ej−〉)sign(π) +O(
δn+1√
h
)
= δn
∏
j
〈q, (ej−)2〉+ δnO(e−
1
Ch ) +O(
δn+1√
h
) , (2.5.10)
car ei−e
j
− = O(e
− 1
Ch ), i = j. Ceci implique, en utilisant aussi (2.4.26) et
l’hypothe`se 2.0.8, qu’il existe D˜ tel que
|e l
δ
h detEδ−+| > e
Re l0
h δn(
∏
j
|〈q, (ej−)2〉| −
D˜
2
δ
h
3
2
) . (2.5.11)
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Si
∏
j |〈q, (ej−)2(zk)〉| > D˜δ
h
3
2
, alors |(e lδh detEδ−+)(zk)| ≥ e
Re l0(zk)
h δn+1, donc
(en posant t := ( D˜δ
h
3
2
)
1
n )
P
[
‖q‖∞ ≤ 1 et |e l
δ
h detEδ−+(zk)| > e
Re l0(zk)
h δn+1 , ∀k ∈ J
]
≥ P
[
{‖q‖∞ ≤ 1}
⋂
k∈J
{
∏
j
|〈q, (ej−)2(zk)〉| > tn}
]
≥ P
[
{‖q‖∞ ≤ 1}
⋂
k,j
{|〈q, (ej−)2(zk)〉| > t}
]
≥ P [‖q‖∞ ≤ 1]−
∑
k,j
P
[
|〈q, (ej−)2(zk)〉| ≤ t
]
≥ 1−Dh−M0σ(h)− (D˜δ
h
3
2
)
2
n
n|J |
σ(h)2hκ
, (2.5.12)
en utilisant l’hypothe`se 2.0.8 pour la dernie`re ine´galite´.
Preuve du the´ore`me 2.0.9. — Supposons que ‖q‖∞ ≤ 1. Nous voulons
appliquer la proposition 1.8.1 a` f := e
lδ
h Eδ−+ qui est holomorphe, ou`
φ = Re l0.
En utilisant (2.5.10) la remarque apre`s, nous avons la majoration
(1.8.3) dans Ω :
|e l
δ
h Eδ−+| ≤ δn|e
l0
h |(1 +O( δ
h
3
2
)) ≤ eRe l0h , (2.5.13)
car δ < 1
C0
h
3
2 .
Ensuite nous choisissons un ensemble de points zk ∈ Ω, k ∈ J , |J | =
O( 1√
h ln 1
δ
), tel que pour le domaine Γ du the´ore`me 2.0.9 nous avons
∂Γ ⊂
⋃
k∈J
B(zk,
√
h ln
1
δ
) . (2.5.14)
Soit k := (n + 1)h ln
1
δ
, ∀k ∈ J (donc e− kh = δn+1). Alors la condition
(1.8.5) devient
|e l
δ
h detEδ−+(zk)| ≥ e
Re l0(zk)
h δn+1 , ∀k ∈ J . (2.5.15)
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Donc si ‖q‖∞ ≤ 1 et que (2.5.15) est valable, la proposition 1.8.1
implique
#
(
Spec(pw + δQ) ∩ Γ) = 1
2πh
∫
Γ
ΔRe l0(z)L(dz) + |J |O(
h ln 1
δ
h
)
=
1
2πh
(|Γ−+(Γ)|+O(
√
h ln
1
δ
)) , (2.5.16)
en utilisant (2.4.5) pour la dernie`re e´galite´. En utilisant le lemme 2.5.1,
nous pouvons minorer la probabilite´ infe´rieure d’avoir (2.5.16) par
P
[
‖q‖∞ ≤ 1 et |e l
δ
h detEδ−+(zk)| > e
Re l0(zk)
h δn+1 , ∀k ∈ J
]
≥ 1−Dh−M0σ(h)− (D˜δ
h
3
2
)
2
n
n|J |
2σ(h)2hκ
≥ 1−Dh−M0σ(h)−D′( δ
h
3
2
)
2
n
1√
h ln 1
δ
σ(h)2hκ
. (2.5.17)
2.5.4. Preuve du the´ore`me 2.0.11. —
Preuve du the´ore`me 2.0.11. — Nous voulons adapter la preuve du
the´ore`me 2.0.9 a` tous les domaines Γ ∈ F˜ .
La proposition 1.8.1 est valable uniforme´ment pour l’ensemble F˜ : nous
reprenons ici les e´tapes a` ge´ne´raliser dans la preuve de cette proposition
dans [15] (chapitre 1, proposition 1.8.1).
Puisque |G| > 1
C′ sur ∂Ω, nous savons que d(Γ, ∂Ω) > 0. Nous savons
aussi qu’il existe D > 0 tel que L(∂Γ) ≤ D, ∀Γ ∈ F .
Avec ∂Γ = {G(z) = 0}, |G| + |G′| > 1
C′ , et pour r assez petit, z ∈ Ω,
d(z, ∂Γ) ≤ r
2
, nous pouvons parame´trer ∂Γ∩B(z, r) soit par x : y = y(x)
avec |y′(x)| ≤ C˜, soit par y : x = x(y) avec |x′(y)| ≤ C˜. Nous obtenons
alors que r
2
≤ L(∂Γ ∩ B(z, r)) ≤ C˜r.
Donc si nous choisissons un re´seau de points zk ∈ Ω de maille r2 tels
que
Ω ⊂
⋃
k∈J
B(zk,
r
2
), |J | ≤ C
r2
, (2.5.18)
et que si
J˜Γ := {zk; d(zk, ∂Γ) < r
2
} , (2.5.19)
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alors ∃C ′′ > 0 tel que
|J˜Γ| ≤ C ′′1
r
, ∀Γ ∈ F˜ , (2.5.20)
et ∂Γ ⊂ ⋃k∈J˜Γ B(zk, r).
Nous pouvons alors appliquer les re´sultats locaux dans B(zk, r).
Jusqu’a` l’e´quation (1.8.21), nous avons travaille´ inde´pendamment de
Γ. Nous utilisons alors que L(∂Γ ∩ B(z, r)) ≤ C˜r, et en utilisant les
parame´trisations ci-dessus, nous voyons que
var arg∂Γ∩B(z,r)(w − w∗) ≤ 2π, ∀Γ ∈ F˜ , w∗ ∈ Ω \ ∂Γ . (2.5.21)
Le the´ore`me de Stokes s’applique aussi avec un contour C2, donc la
proposition 1.8.1 est valable ∀Γ ∈ F˜ avec un reste uniforme.
Posons maintenant r =
√
h ln 1
δ
. Il existe C˜ > 0 tel que si ‖q‖∞ ≤ 1 et
que (2.5.15) est valable ∀k ∈ J , alors ∀Γ ∈ F˜
|#(Spec(pw + δQ) ∩ Γ)− 1
2πh
|Γ−+(Γ)|| ≤ |J˜Γ|C˜
h ln 1
δ
h
≤ C˜C ′′
√
h ln 1
δ
h
. (2.5.22)
En utilisant le lemme 2.5.1, nous avons donc avec une probabilite´
infe´rieure minore´e par
P
[
‖q‖∞ ≤ 1 et |e l
δ
h detEδ−+(zk)| > e
Re l0(zk)
h δn+1 , ∀k ∈ J
]
≥ 1−Dσ(h)h−M0 − (D˜δ
h
3
2
)
2
n
n|J |
2σ2hκ
≥ 1−Dσ(h)h−M0 −D′( δ
h
3
2
)
2
n
1
h ln 1
δ
σ(h)2hκ
(2.5.23)
que (2.5.22) est valable ∀Γ ∈ F˜ .
2.5.5. Exemple de perturbation. — Nous montrons dans ce para-
graphe que l’hypothe`se 2.0.12 implique l’hypothe`se 2.0.8.
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Commenc¸ons par rappeler que si P˜ est comme dans l’hypothe`se 2.0.12,
alors le nombre de valeurs propres El de P˜ dans un intervalle [α, β] ve´riﬁe
1
2πh
lim
↘0
(
∫∫
p˜−1([α+,β−])
dxdξ +O(1)) ≤ Nh(α, β)
≤ 1
2πh
lim
↘0
∫∫
p˜−1([α−,β+])
dxdξ +O(1) , (2.5.24)
(Corollaire 9.7 dans [12]), donc si N(h) = C
h
, alors
EN(h) = O(1) . (2.5.25)
Ce re´sultat est duˆ a` Helﬀer et Robert ([17]).
Lemme 2.5.2. — Soit q comme dans l’hypothe`se 2.0.12. Alors il existe
M0, C > 0 tel que
P [q ∈ L∞ et ‖q‖∞ ≤ 1] ≥ 1− Ch−M0σ(h) . (2.5.26)
De´monstration. — Nous avons
‖q‖∞ ≤
∑
l≤N
|αl|‖ql‖∞ , (2.5.27)
et {∑l≤N |αl|‖ql‖∞ ≤ 1} ∈ A donc
P [‖q‖∞ ≤ 1] ≥ P [{
∑
l≤N
|αl|‖ql‖∞ ≤ 1}] . (2.5.28)
Ensuite nous avons
P [
∑
l≤N
|αl|‖ql‖∞ ≤ 1] ≥ 1− P [
∑
l≤N
|αl|‖ql‖∞ > 1]
≥ 1− E[
∑
l≤N
|αl|‖ql‖∞] ≥ 1−
∑
l≤N
‖ql‖∞
√
πσ2
2
. (2.5.29)
Nous allons montrer que ∃C ′ > 0 tel que
‖ql‖∞ ≤ C
′
h2
, l ≤ N(h), (2.5.30)
ce qui termine la preuve du lemme en utlisant N(h) = C
h
.
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En fait, nous avons pour M assez grand, avec (p˜w)−M = (p−M)w,
p−M ∈ S(2, 〈(x, ξ)〉−Mα),
1
EMl
‖ql‖∞ ≤ sup
x
|(p˜w)−Mql|
≤ 1
2πh
sup√
hx
|
∫
e
i(x− y√
h
) ξ√
h (p−M(
x
√
h+ y
2
, ξ))ql(y)dydξ|
≤ 1
2π
√
h
sup√
hx
∫ ( ∫ 〈(x√h+ y
2
, ξ
√
h)〉−2Mαdy)12dξ‖ql‖
≤ 1
2πh
1
4
sup√
hx
∫ ( ∫
h−Mα〈(x+ y
2
, ξ)〉−2Mαdy)12dξ
≤ C ′′h−Mα2 − 14 .
Il suﬃt de choisir M tel que Mα ≥ 3, donc pour l ≤ N(h), et en utilisant
(2.5.25),
‖ql‖∞ ≤ C
′′
h2
(EN(h))
3
α ≤ C
′
h2
. (2.5.31)
Lemme 2.5.3. — Il existe κ tel que ∀z ∈ Ω, ∀j, ∀t > 0, et pour h assez
petit,
P
[
|〈q, (ej−)2(z)〉| ≤ t
]
≤ t
2
2hκσ2
.
De´monstration. — Nous avons
P
[
|〈q, (ej−)2(z)〉| ≤ t
]
= P
[
|
∑
l
αl〈ql, (ej−)2(z)〉| ≤ t
]
.
Soit βl := 〈ql, (ej−)2(z)〉 ; la variable ale´atoire
∑
l αlβl est distribue´e
d’apre`s une loi normale (complexe, centre´e en 0) de variance σ2
∑
l |βl|2,
donc
P
[
|〈q, (ej−)2(z)〉| ≤ t
]
= 1− exp {− t2
2σ2
∑
l |βl|2
}
≤ t
2
2σ2
∑
l |βl|2
. (2.5.32)
Nous allons montrer que ∃κ tel que ∀z ∈ Ω, ∀j, ∑l≤N |βl|2 ≥ hκ, ce qui
terminera la preuve du lemme.
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Soit U ⊂⊂ 2 un ouvert tel que⋃
j
{(xj−(z), 2ξj−(z)); z ∈ Ω} ⊂ U , (2.5.33)
et soit f ∈ C∞c (; [0, 1]) telle que f = 1 sur p˜(U). Nous ﬁxons (en
utilisant (2.5.25))
N(h) := min{l ; supp (f) ⊂ [0, El]} = O( 1
h
) . (2.5.34)
Avec le calcul fonctionnel (voir [12], chapitre 8),
f(p˜w) = Fw, F ∈ S(2, (m′)−k) , ∀k , (2.5.35)
et F (x, ξ) = 1+O(h∞) si (x, ξ) ∈ U . En fait, F (x0, ξ0) ne de´pend que de
p˜ et de ses de´rive´es au point (x0, ξ0) = ρ0 (modulo O(h
∞)). Soient U1, U2
des voisinages de ρ0 ∈ U , U1 ⊂ U2 ⊂⊂ U , et soit χ ∈ C∞c (U2), χ = 1
sur U1. Soit pˆ = p(x, ξ)χ + p(x0, ξ0)(1 − χ). Alors f(pˆw) = 1. De plus,
F (x, ξ) est e´gal au symbole de f(pˆw) pre`s de (x0, ξ0), modulo O(h
∞),
donc F (x0, ξ0) = 1 +O(h
∞).
Ceci et le lemme 2.2.7 impliquent que ∀z ∈ Ω, ∀j
Fw(ej−)
2(z) = (ej−)
2(z) +O(h∞) dans L2 . (2.5.36)
Nous avons donc, pour l ≥ N(h),
〈(ej−)2(z), ql〉 = f(El)〈(ej−)2(z), ql〉+O(h∞) = O(h∞) . (2.5.37)
De plus
〈(ej−)2(z), ql〉 = 〈(p˜w)N(ej−)2(z), (p˜w)−Nql〉 ≤
C
(El)N
√
h
. (2.5.38)
Observons qu’il existe K, C > 0 tel que
El ≥ 1
C
(hl)
1
2K . (2.5.39)
En eﬀet, si K est assez grand, on a :∑
l
E−2Kl = ‖(pw)−K‖2HS ∼
1
2πh
∫
|p(x, ξ)|−2Kdxdξ ≤ C
h
. (2.5.40)
Donc (en utilisant que les El forment une suite croissante)
lE−2Kl ≤
∑
k
E−2Kk ≤
C
h
. (2.5.41)
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Ceci implique∑
l≤N
|βl|2 =
∑
l≤N(h)
|〈(ej−)2(z), ql〉|2
= ‖(ej−)2(z)‖2 −
∑
l>N(h)
|〈(ej−)2(z), ql〉|2
≥ 1√
h
−O(h∞) ≥ 1
C
, (2.5.42)
pour h assez petit.
113

CHAPITRE 3
BOUND ON THE NUMBER OF
EIGENVALUES NEAR THE
BOUNDARY OF THE
PSEUDOSPECTRUM
For non-selfadjoint operators, the norm of the resolvent may be large
even far away from the spectrum. Pseudospectra are regions delimited by
the level curves of the resolvent norm (for a general introduction, see [6],
[37]), and for semiclassical pseudodiﬀerential operators one may study
the region where this norm is larger than any negative power of h (or
even exponentially large in h in the analytic case), see [5], [40], [11].
In vicinity of the boundary of the semiclassical pseudospectrum (which
means next to a region where one can get better resolvent estimates),
it is possible to estimate the number of eigenvalues. This observation
has already been used for estimates of the number of resonances in a
neighbourhood of the real axis (see [32], [33], [30], [18] and we refer to
the ﬁrst work for a historical overview as well as more references). The
techniques we apply here are very similar.
In numerical calculations of the eigenvalues of some non-selfadjoint
operators, an accumulation of these to the boundary of the pseudospec-
trum has been observed ([41]), whereas the spectrum is known to be in
its interior. This phenomenon has been a motivation for us to study in
previous works the perturbative behaviour of the spectrum of semiclas-
sical non-selfadjoint operators ([15], [16]), perturbed by a perturbation
that is exponentially small in h, and we found a twodimensional Weyl-
type law in a domain inside the pseudospectrum. This implies already
that not all the eigenvalues accumulate to the boundary. We prove here
a complementary result, showing a bound on the accumulation of the
eigenvalues of the (perturbed) operator near the boundary.
Assumption 3.0.1. — Let m ∈ C∞(2, [1,∞)) be such that ∃C0, N0 >
0 with
m(X) ≤ C0〈X − Y 〉N0m(Y ), ∀X, Y ∈ 2 . (3.0.1)
Let p ∈ S(2, m) = {q ∈ C∞(2); ∀α ∈ 2 ∃Cα > 0 : |∂αq(X)| ≤
Cαm(X), ∀X ∈ 2} be independent of h.
Let Ω ⊂⊂   be a domain (i.e. an open connected set) such that (p−z)
is elliptic at inﬁnity uniformly ∀z ∈ Ω :
∃C > 0 such that ∀z ∈ Ω, |p(X)− z| > 1
C
m(X), ∀X ∈ 2, |X| > C ,
and ∃z0 ∈ Ω such that p− z0 is elliptic :
∃C > 0 such that |p(X)− z0| > 1
C
m(X), ∀X ∈ 2 .
We let P = pw be the h-Weyl-quantization of p, acting in L2() :
pwu(x) :=
1
2πh
∫∫
e
i
h
(x−y)ξp(
x+ y
2
, ξ)u(y)dydξ . (3.0.2)
All norms without index are L2-norms (respectively L(L2)-norms). As-
suming without loss of generality that m ∈ S(2;m) (see for example
[16]), and for h small enough, we endow pw with the domain
H(m) := (mw)−1(L2), ‖u‖m := ‖mwu‖, u ∈ H(m) . (3.0.3)
The assumptions of ellipticity at inﬁnity and ellipticity at a point imply
that pw has, for h small enough, a purely discrete spectrum in Ω (cf.
[16]).
Let Σ(p) := p(2). We call Σ(p) the semiclassical pseudospectrum of
P . In fact, under certain additional assumptions there is a dense open
subset of Σ(p) where the resolvent norm is larger than any negative power
of h (exponentially large in the analytic case) and we refer to [11] for the
precise statements. We mention that if z ∈ Ω \ Σ, then p− z is elliptic.
Example 3.0.2. — Let p = ξ2 + iξ + x2 ∈ S(2; 〈(x, ξ)〉2), pw =
(hDx)
2 +h∂x +x
2 (which is the operator studied numerically by Zworski
in [41]). The domain of pw is the semiclassical Sobolev-space
H(〈(x, ξ)〉2) := {u ∈ L2;
∑
α∈ 2;|α|≤2
‖(hDx)α1xα2u‖ <∞} . (3.0.4)
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We have Σ = {Re z ≥ (Im z)2}, whereas Spec(pw) ⊂ [1
4
,∞) (as one
sees using a formal conjugation by e
x
2h ), and we can choose Ω to be any
bounded domain containing some z0 /∈ Σ.
For z, z1 ∈   we write d(z, z1) = |z − z1|, and for U ⊂   we write
d(z, U) = infz1∈U d(z, z1). For z ∈  , r > 0 we write D(z, r) := {w ∈
 ; d(z, w) < r}. Let also U c =   \ U .
Assumption 3.0.3. — Let p, Ω be as in Assumption 3.0.1.
Suppose ∃C > 0 such that ∀z ∈ ∂Σ∩Ω, ∀ > 0 small enough, ∃z0 ∈ Σc
such that d(z, z0) ≤  and d(z0, ∂Σ) ≥ C .
If one assumes the exterior cone condition : ∃r0 > 0, θ0 > 0 such that
∀z ∈ ∂Σ ∩ Ω, ∃θ(z) with
{z + reiθ, 0 < r ≤ r0, |θ − θ(z)| ≤ θ0} ∩ Σ = ∅ , (3.0.5)
then Assumption 3.0.3 is satisﬁed.
One immediately sees that this condition is veriﬁed for the example
3.0.2 with θ0 =
π
2
and every r0 > 0.
For Ω˜ ⊂   we write p−1(Ω˜) ≡ p−1(Ω˜ ∩ Σ).
Theorem 3.0.4. — Let p satisfy the assumptions 3.0.1 and 3.0.3. Let
Ω˜ ⊂⊂ Ω. For , 1, 2 > 0, let
W () := {z ∈ Ω˜; d(z, ∂Σ) < } , (3.0.6)
Wˆ (1, 2) := {z ∈ Ω˜ +D(0, 1); d(z, ∂Σ) < 2} .
Then ∃C > 0, ∃0 > 0 such that ∀ ≤ 0, ∃h0() > 0 such that for
0 < h ≤ h0(),
#(Spec(pw) ∩W ()) ≤ C vol(p
−1(Wˆ (14, 12))))
h
. (3.0.7)
This and the proof implies a similar result for small perturbations.
Corollary 3.0.5. — Let p, W (), Wˆ (1, 2) be as in Theorem 3.0.4. Let
Q = O(1) : L2 → L2, H(m) → H(m). Then ∃0 > 0, ∃D > 0, ∃C > 0
such that ∀ ≤ 0, and for δ < D , ∃h0() > 0 such that for 0 < h ≤ h0(),
#(Spec(pw + δQ) ∩W ()) ≤ C vol(p
−1(Wˆ (14, 12)))
h
. (3.0.8)
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We investigate the volume appearing in (3.0.7). For f, g ∈ C∞(2),
the Poisson bracket is given by
{f, g}(x, ξ) := (fξgx − fxgξ)(x, ξ) . (3.0.9)
Suppose that
{p, {p, p}}(x, ξ) = 0 , (x, ξ) ∈ p−1(∂Σ ∩ Ω) . (3.0.10)
We show that this implies that ∀Ω′ ⊂⊂ Ω, p−1(∂Σ ∩ Ω′) consists of
isolated curves in 2.
Let ρ0 ∈ p−1(∂Σ ∩ Ω′) be ﬁxed. In this paragraph, let ρ ∈ neigh(ρ0).
For ρ ∈ p−1(∂Σ ∩ Ω′), {p, p}(ρ) = 0. Assume without loss of generality
that {Re p, {p, p}}(ρ) = 0, which implies Re p′(ρ) = 0. Therefore there
exists g ∈ C∞(neigh(ρ0);) such that {Re p, g}(ρ) = 1, and
κ : 2  ρ → (y, η) = (g(ρ),Re p(ρ)) (3.0.11)
is a canonical transformation. We have (identifying p ◦ κ−1 with p)
p(y, η) = η + if(y, η), f ∈ C∞(neigh(κ(ρ0));) . (3.0.12)
Since {p, p}(ρ) = 2if ′y(y, η), and
0 = {Re p, {p, p}}(ρ) = 2if ′′yy(y, η) , (3.0.13)
y → f(y, η) has a unique non-degenerate critical point y(η). In a neigh-
bourhood of κ(ρ0), we have
f(y, η) = F (y, η)(y − y(η))2 + f0(η), F (y(η), η) = 0 . (3.0.14)
The application (y, η) → p(y, η) maps a neighbourhood of κ(ρ0) to a
one-sided neighbourhood of the curve η → p(y(η), η), which will be part
of Σ. We can therefore identify p−1(∂Σ ∩ Ω′) with a union of sets of the
form {(y(η), η)}.
We formulate a conditon which implies that Assumption 3.0.3 is satis-
ﬁed by showing the exterior cone condition.
As we have just shown, for z∗ ∈ ∂Σ∩Ω′, we have p−1(z∗) = {ρ∗1, ..., ρ∗n},
with 1
2i
{p, p}(ρ∗j ) = 0. H 1
2i
{p,p} is a real vectorﬁeld tangent to the set
{ρ; 1
2i
{p, p}(ρ) = 0}. Therefore
(−T1, T0)  t → ρj(t) := exp(tH 1
2i
{p,p})(ρ
∗
j) ⊂ {
1
2i
{p, p} = 0} (3.0.15)
is an oriented curve, and 1
2i
{p, p} is positive to the left of this curve, and
negative to the right. In fact, {(y(η), η)} = {κ(exp(tH 1
2i
{p,p})(ρ))}.
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p(ρj(t)) is also an (oriented) curve, since
∇(p(ρj(t))) = (H 1
2i
{p,p}p)(ρj(t)) = −{p,
1
2i
{p, p}}(ρj(t)) = 0 (3.0.16)
by assumption.
Furthermore, dIm p∧dRe p = 1
2i
{p, p}dξ∧dx, so ρ→ p(ρ) preserves the
orientation to the left of ρj(t) and reverses it to the right. This implies
that p(ρ) is on the left of the curve p(ρj(t)), ρ ∈ neigh(ρj(t)), ∀j, and
Σ is the union of these regions. This could have been seen by doing the
same analysis for (3.0.12) and with (3.0.14) as well.
We write (H 1
2i
{p,p}p)(ρ
∗
j ) := r
∗
je
iθ∗j .
Assumption 3.0.6. — There exists L ∈ (0, π) such that for all z∗ ∈
∂Σ ∩ Ω, there exists an interval Iz∗ ⊂  of length L, ∃α ∈ n such that
{θ∗1 + α12π, ..., θ∗n + αn2π} ⊂ Iz∗ . (3.0.17)
Of course this assumption is trivially fulﬁlled if p−1(z∗) consists of only
one point.
Therefore the union of the regions to the left of the curves p(ρj(t))
leave a conical region in   uncovered, with opening angle θ > 0.
This implies that ∃r0 > 0, ∃θ0 ∈ (0, θ2) such that ∀z∗ ∈ ∂Σ∩Ω′, ∃θ(z∗)
such that we have
{z∗ + reiθ; 0 < r ≤ r0, 0 ≤ |θ − θ(z∗)| ≤ θ0} ∩ Σ = ∅ , (3.0.18)
which is the exterior cone condition.
Corollary 3.0.7. — Let p satisfy Assumption 3.0.1, and let W () be
as in (3.0.6). If moreover
{p, {p, p}}(x, ξ) = 0 , (x, ξ) ∈ p−1(Ω ∩ ∂Σ) , (3.0.19)
and Assumption 3.0.6 is fulﬁlled, then for 0 <  ≤ 0, with 0 suﬃciently
small, there exists h() > 0 such that for 0 < h < h(),
#(Spec(pw) ∩W ()) = O(
√

h
) , (3.0.20)
uniformly with respect to h, .
Let us verify that this corollary applies to Example 3.0.2. ∂Σ = {Re z =
(Im z)2}, p−1(∂Σ) = {x = 0}, and
{p, {p, p}}(0, ξ) = 8iξ − 4 (3.0.21)
which is non-vanishing.
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Proof. — Since for  small enough, (Ω˜ +D(0, 14)) = Ω′ ⊂⊂ Ω, for any
z∗ ∈ ∂Σ ∩ (Ω˜ + D(0, 14)), we have a ﬁnite number of curves ρj(t) =
exp(tH 1
2i
{p,p})(ρ
∗
j), 1 ≤ j ≤ n, with p(ρ∗j ) = z∗. Therefore
vol(p−1(Wˆ (14, 12) ∩ neigh(z∗)))
≤
n∑
j=1
vol({ρ ∈ p−1(Wˆ (14, 12)); ρ ∈ neigh(ρj(t)), t ∈ (−t0, t1)}) .
(3.0.22)
Using the representation (3.0.12) and (3.0.14), we have
vol(p−1(Wˆ (14, 12) ∩ neigh(z∗)))
≤
∑
j
vol({(y, η); η ∈ (a, b), 0 < |Fj(y, η)(y − yj(η))2| < })
= O(
√
). (3.0.23)
We can cover Wˆ (14, 12) by a ﬁnite number of such neighbourhoods,
hence the same estimate holds for Wˆ (14, 12).
For the proof of Theorem 3.0.4, we need the following lemma.
Lemma 3.0.8. — Let p satisfy Assumptions 3.0.1 and 3.0.3. Let 0 > 0
be small enough. Then there exists C ′ > 0 such that, for 0 <  < 0, and
z0 ∈ Ω \ Σ such that C ≤ d(z0,Σ) ≤ , d(z0, Ω˜) ≤ 2, ∃h0() > 0 such
that for 0 < h ≤ h0(),
#(Spec(pw) ∩D(z0, )) ≤ C ′V (3)
h
, (3.0.24)
where V () = vol(p−1(D(z0, ))).
Proof. — From now on we assume z ∈ D(z0, 2). For  small enough,
D(z0, 3) ⊂ Ω.
Let K := k
w
 , where
k(x, ξ) = 2
p− z0
|p− z0|χ(x, ξ), (3.0.25)
χ ∈ C∞c (p−1(D(z0, 3)∩Σ); [0, 1]) such that χ = 1 on p−1(D(z0, 52)∩Σ)
(this is possible in view of Assumption 3.0.1).
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Consider P := p
w + kw . We have
|p+ k − z| ≥ |p+ k − z0| − |z − z0|
≥ |p− z0|+ |k| − 2
≥
{

2
, |p− z0| ≥ 52

C
+ 2− 2 , |p− z0| ≤ 52
(3.0.26)
where we have used for the last equality that d(z0,Σ) ≥ C . Moreover,
p− z is elliptic at inﬁnity, so we even get (using the above estimate in a
compact set)
|p+ k − z| ≥ 
C
m . (3.0.27)
Therefore, for  > 0 ﬁxed, p+k−z ∈ S(2;m) is elliptic and (p+k−z)w :
H(m)→ L2 is invertible, if h is small enough depending on  (see [16]).
Using the semiclassical sharp G˚arding inequality (for P ∗P , see for
example [12]), we have ∀z ∈ D(z0, 2)
‖(P − z)−1‖ ≤ sup(|p+ k − z|)−1) + C()h ≤ C˜

, (3.0.28)
if h is small enough with respect to . We have
pw − z = (1−K(P − z)−1)(P − z) . (3.0.29)
We are going to prove that for the trace class norm of K
‖K‖tr ≤ C˜V (3)
h
. (3.0.30)
In fact we have for a ∈ C∞b (2)
‖Opw(a)‖tr ≤ C
∑
|α|≤3
‖∂α(x,ξ)a‖L1 , (3.0.31)
where Opw(a) denotes the Weyl-quantization of a for h = 1 (see for
example [12], theorem 9.4). kw is unitarily equivalent to Op
w(k,h), where
k,h(x, ξ) = k(
√
hx,
√
hξ). Therefore
‖kw ‖tr ≤ C
∑
|α|≤3
‖∂α(x,ξ)k,h‖L1
≤ C
∑
|α|≤3
h
|α|
2
−1‖∂α(x,ξ)k‖L1 . (3.0.32)
We have
‖∂α(x,ξ)k‖L1 ≤ CV (3)1−|α| , (3.0.33)
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which yields (3.0.30) if h ≤ h(). Therefore K(P−z)−1 is of trace class,
with
‖K(P − z)−1‖tr ≤ ‖(P − z)−1‖‖K‖tr ≤ C˜ V (3)
h
. (3.0.34)
Following [13], we can introduce
D(z) := det(1−K(P − z)−1) , (3.0.35)
with (cf [13])
|D(z)| ≤ exp(‖K(P − z)−1‖tr) ≤ e
C˜V (3)
h . (3.0.36)
The eigenvalues of pw are given by the zeros of D(z). We want to apply
Jensen’s formula (see for example [36]) to D(z) in D(z0, 2), and need a
lower bound on |D(z0)| = 0, or equivalently an upper bound on |D(z0)|−1.
pw − z0 is invertible, and (with the same argument as before)
‖(pw − z0)−1‖L2→H(m) ≤ O(1

) . (3.0.37)
Let K˜ := K(P − z0)−1, ‖K˜‖ = O(1) : L2 → L2. Using (3.0.29), we see
that 1− K˜ is invertible and that
(1− K˜)−1 = (P − z0)(pw − z0)−1 , (3.0.38)
which is O(1) : L2 → L2.
We have (see [13])
|D(z0)|−1 = | det(1− K˜)−1| . (3.0.39)
Using
(1− K˜)−1 = 1 + K˜ + (1− K˜)−1K˜2 , (3.0.40)
we get
|D(z0)|−1 ≤ exp ‖K˜ + (1− K˜)−1K˜2‖tr . (3.0.41)
Since
‖K˜ + (1− K˜)−1K˜2‖tr ≤ (1 + ‖(1− K˜)−1‖‖K˜‖)‖K˜‖tr
≤ C‖K˜‖tr
≤ ‖(P − z0)−1‖‖K‖tr ≤ C
′V (3)
h
, (3.0.42)
we obtain
|D(z0)| ≥ e−
C′V (3)
h . (3.0.43)
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Applying Jensen’s formula to D(z) in D(z0, 2), together with (3.0.36),
(3.0.43) as for instance in [30], [31] ﬁnishes the proof.
Proof of Theorem 3.0.4. — Let {D(zk, ), k ∈ K} be a maximal family
of disjoint open discs such that zk ∈ Ω \ Σ with C ≤ d(zk,Σ) ≤ ,
d(zk, Ω˜) ≤ 2, k ∈ K.
Then W () ⊂ ⋃k D(zk, 4), which we will prove by a contradiction
argument.
Let z ∈ W () be such that |z − zk| ≥ 4, ∀k. Let z∗ ∈ ∂Σ ∩ Ω fulﬁll
|z− z∗| ≤ . Let z˜ ∈ Ω \Σ be such that |z˜− z∗| ≤ , d(z˜, ∂Σ) ≥ 
C
. Then
∀k,
|z˜ − zk| ≥ |z − zk| − |z∗ − z| − |z˜ − z∗| ≥ 2 , (3.0.44)
and d(z˜, ∂Σ) ≤ , d(z˜, Ω˜) ≤ 2. Hence {D(zk, ), k ∈ K}∪D(z˜, ) is a fa-
mily of disjoint discs as above. This is in contradiction to the maximality
of {D(zk, ), k ∈ K}.
For  small enough, D(zk, 12) ⊂ Ω. Using Lemma 3.0.8, we get
#(Spec(pw) ∩W ()) ≤ C
h
∑
k
vol(p−1(D(zk, 12)))) . (3.0.45)
Since d(zk, zj) ≥ 2, ∀k = j, k, j ∈ K, we see that ∃C > 0 such that
every z ∈ ⋃k D(zk, 12) is contained in at most C discs. Therefore, using
also d(zk,Σ) ≥ C ,∑
k
vol(p−1(D(zk, 12))) ≤ Cvol(p−1(Wˆ (14, 12))) . (3.0.46)
Proof of Corollary 3.0.5. — Let P δ := pw+ δQ. Let P δ := p
w+ δQ+kw ,
where k is as in the proof of Lemma 3.0.8. For δ <

D
, D > 0 big enough,
we can (via a Neumann-series) construct an inverse of P δ − z, z ∈ Ω,
of (L(L2)-)norm O(1

). Furthermore, if z0 ∈ Ω \ Σ fulﬁlls d(z0, ∂Σ) ≥ C ,
then using δ < 
D
, D large enough, P δ − z0 is invertible, and the norm
of its inverse is O(1

) : L2 → H(m). Therefore it is possible to generalize
Lemma 3.0.8 for P δ. The last part of the proof of Theorem 3.0.4 also
holds in this situation.
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CHAPITRE 4
CALCULS NUME´RIQUES
Nous allons ici montrer des calculs nume´riques illustrant le the´ore`me
0.1.5. Nous conside´rons P = hDx + e
ix dans L2(S1) qui remplit bien
l’hypothe`se 0.1.1, p(x, ξ) := ξ + eix. Nous avons
Σ(p) = {−1 ≤ Im z ≤ 1} . (4.0.1)
Soit F : L2(S1)→ l2() la transformation de Fourier discre`te unitaire :
(Fu)(k) := 1
2π
∫ 2π
0
e−ikxu(x)dx =: uˆk , u ∈ L2(S1) , (4.0.2)
(F−1uˆ)(x) =
∑
k∈
uˆke
ikx, uˆk ∈ l2() . (4.0.3)
Soit Pˆ = FPF−1, Spec(Pˆ ) = Spec(P ). Nous avons
(Pˆ uˆ)l = hluˆl + uˆl−1 . (4.0.4)
Soit ΠN : l
2()→  2N+1, ΠNa = (a−N , ..., aN), a ∈ l2(). Soit
PˆN := ΠN PˆΠN =
⎛⎜⎜⎜⎝
−hN
1
. . .
. . .
. . .
1 hN
⎞⎟⎟⎟⎠ ∈M2N+1( ) . (4.0.5)
Pour ge´ne´rer PˆN en matlab nous utilisons la commande « sparse » :
sparse(k, l, s, n,m) ge´ne`re une matrice M ∈M(n,m)( ) avec Mkili = si.
Nous allons choisir une perturbation Q =
∑
j Qj qui remplit les hy-
pothe`ses 3, 4 et 5 pour des domaines Γ du the´ore`me 0.1.5 contenus dans
(−1, 1) × (−i, i). Pour ceci nous modiﬁons d’abord le´ge`rement la forme
de la perturbation (d’apre`s une ide´e de C. Stolk) : plutoˆt que de tron-
quer avec χ nous sommons tous les translate´s de 2π et obtenons ainsi un
noyau
kQj(x, y) =
1√
πh
∑
m,n
e
i
h
ϕj(x,y,m,n) , (4.0.6)
ou`
ϕj(x, y,m, n) =ξj(x− xj + 2πm) + i
2
(x− xj + 2πm)2
− ηj(y − yj + 2πn) + i
2
(y − yj + 2πn)2 . (4.0.7)
Soit Qˆ := FQF−1 =∑j Qˆj . Nous e´crivons (Qˆuˆ)k =:∑l Qˆkluˆl. Alors
(Qˆj)kl =
1
2π
∫∫
e−ikx+ilykQj(x, y)dxdy
=
√
h√
π2π
e−ikxj+ilyj−
1
2h
(
(kh−ξj)2+(lh−ηj)2
)
, (4.0.8)
et nous restreignons de nouveau −N ≤ k, l ≤ N . Nous choisissons ρj =
(xj , ξj) = ρ−(zj) et νj = (yj, ηj) = ρ+(zj), ou` zj, j ∈ J est un re´seau
de points de maille
√
 dans (−1, 1) × (−i, i), et avons ainsi rempli les
hypothe`ses 3, 4 et 5.
Conside´rons p(x±, ξ±) = z avec ± 12i{p, p}(x±, ξ±) = − cosx±. Nous
avons
x− = arcsin(Im z) ∈ [−π
2
,
π
2
], cos(x−) > 0,
ξ− = Re z − cos(x−) = Re z −
√
1− (Im z)2,
x+ = arcsin(Im z) ∈ [π
2
,
3π
2
], cos(x+) < 0
ξ+ = Re z − cos(x+) = Re z +
√
1− (Im z)2.
(4.0.9)
Soit zmn =
√
m+i
√
n, ou` − 1√

< m, n < 1√

sont des entiers (les indices
m,n remplacent l’indice j). Alors nous avons (en utilisant les conventions
de matlab que arcsin ∈ [−π
2
, π
2
])
xmn = arcsin(
√
n), ξmn =
√
m− (1− (√n)2) 12 ,
ymn = π − arcsin(
√
n), ηmn =
√
m+ (1− (√n)2) 12 . (4.0.10)
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Au total nous pouvons e´crire
Qˆkl =
∑
− 1√

<m,n< 1√

Qˆkl(m,n) , (4.0.11)
ou` (en inse´rant (4.0.10) dans (4.0.8))
Qˆkl(m,n) ∼ e−ik arcsin(
√
n)+il(π−arcsin(√n))− 1
2h
f(k,l,m,n) , (4.0.12)
avec
f(k, l,m, n) =
(
kh−√m+ (1− (√n)2) 12 )2
+
(
lh−√m− (1− (√n)2) 12)2 . (4.0.13)
f est pair en n, donc
Qˆkl = e
ilπ− 1
2h
(kh+1)2− 1
2h
(lh−1)2
+
∑
0<m,n< 1√

(
e−ik arcsin(
√
n)+il(π−arcsin(√n)) + e−ik arcsin(−
√
n)+il(π−arcsin(−√n)))
(
e−
1
2h
f(k,l,m,n) + e−
1
2h
f(k,l,−m,n)) . (4.0.14)
Pour ge´ne´rer Qˆkl en matlab, nous ge´ne´rons la matrice Qˆkl(m,n) ≡
A(m,n) et utilisons la commande « sum » : sum(sum(A)) =
∑
m,n A(m,n).
Le programme total sera un ﬁchier nomme´ « opp.m ». Il suﬃra alors
d’e´crire « eig(opp(h,N, )) » dans le terminal pour calculer les valeurs
propres de (Pˆ + δQˆ)N , et la commande « plot(eig(opp(h,N, )),’*’) »
produira un graphe repre´sentant les valeurs propres.
Pour N = 1
h
= 100,  = 0.1 nous obtenons la ﬁgure 1.
Pour comparer ce re´sultat avec le the´ore`me 2, nous calculons le vo-
lume symplectique de Γ−+(Γ) pour un domaine Γ = [−b, b] × i[−c, c],
0 < b, c < 1. Avec (4.0.9) nous avons∫
z∈Γ
(dξ− ∧ dx− − dξ+ ∧ dx+) =
∫
x∈[−b,b]
y∈[−c,c]
(
d(x+
√
1− y2) ∧ d(arcsin(y))
− d(x−
√
1− y2) ∧ d(− arcsin(y))
)
= 2b
∫ arcsin(c)
− arcsin(c)
2dθ
= 8b arcsin(c) . (4.0.15)
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Figure 1. Valeurs propres d’un discre´tise´ de hDx + eix + δQ
pour N = 1h = 100,  =
1
10 .
Nous posons b = 1
2
et prenons c variable. Ceci nous a permis de tracer
dans la ﬁgure 2 l’enveloppe de taille
√

2πh
autour de 1
2πh
|Γ−+(Γ)| en fonction
de c. Nous avons compte´ le nombre de valeurs propres observe´ dans la
ﬁgure 1 pour c = 1
10
, c = 1
4
et c = 1
2
et les avons indique´ sur la ﬁgure 2 ;
nous obtenons une bonne coincidence.
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Figure 2. Nombre de valeurs propres dans un rectangle centre´
en 0 de largeur 1 et de hauteur variable : enveloppe the´orique,
valeurs nume´riques.
Fichier matlab :
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functionY = opp(h,N, u)
d = []; forj = 2 : 2 ∗N, d = [d, j]; end;
k = [1d2 ∗N + 1d2 ∗N + 1];
l = [1d2 ∗N + 11d];
f = []; forj = −N : N, f = [f, j]; end;
a = []; forj = 1 : 2 ∗N, a = [a, 1]; end;
s = [h ∗ fa];
P = sparse(k, l, s, 2 ∗N + 1, 2 ∗N + 1);
for k = −N : N,
for l = −N : N,A = [];m = 1;n = 1;
while m ∗ sqrt(u) < 1,
while n ∗ sqrt(u) < 1,
A(m,n) = (exp(−i ∗ k ∗ asin(sqrt(u) ∗ n) + i ∗ l ∗ (pi− asin(sqrt(u) ∗ n)))
+ exp(−i ∗ k ∗ asin(sqrt(u) ∗ (−n)) + i ∗ l ∗ (pi− asin(sqrt(u) ∗ (−n)))))
∗ (exp(((−1)/(2 ∗ h)) ∗ ((k ∗ h− sqrt(u) ∗m+ (1− u ∗ (n2))(1/2))2
+ (l ∗ h− sqrt(u) ∗m− (1− u ∗ (n2))(1/2))2))
+ exp(((−1)/(2 ∗ h)) ∗ ((k ∗ h + sqrt(u) ∗m+ (1− u ∗ (n2))(1/2))2
+ (l ∗ h + sqrt(u) ∗m+ (1− u ∗ (n2))(1/2))2)));
m = m+ 1;n = n + 1;
end;
end;
Q(k +N + 1, l +N + 1) = exp(i ∗ l ∗ pi− (1/(2 ∗ h)) ∗ ((k ∗ h+ 1)2 + (l ∗ h− 1)2))
+ sum(sum(A));
end;
end;
Y = P + (sqrt(h/pi)/(2 ∗ pi)) ∗ exp((−u)/h) ∗Q;
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APPENDICE A
ESQUISSE D’UNE PREUVE
ALTERNATIVE DE LA
DE´CROISSANCE EXPONENTIELLE DE
E−+ DANS LE CADRE ANALYTIQUE
Nous donnons ici une esquisse de preuve alternative du fait que E−+ =
O(e−
1
Ch ) dans le cadre de la proposition 2.3.15.
A.1. Transformation de Fourier-Bros-Iagolnitzer
Nous commenc¸ons par rappeler quelques ge´ne´ralite´s sur les transforma-
tions de FBI « de type Bargmann » d’apre`s [28], ou` l’on peut e´galement
retrouver les preuves.
Soit φ(x, y) une forme quadratique (holomorphe) sur  ×  telle que
detφ′′xy = 0 , Imφ′′yy > 0 . (A.1.1)
Soit
Φ(x) := sup
y∈
(−Imφ(x, y)) . (A.1.2)
Φ est strictement plurisousharmonique (st.plsh.). En tant que supremum
de fonctions harmoniques, elle est sousharmonique ; le « strictement » va
eˆtre prouve´ plus loin.
Nous introduisons, pour u ∈ S ′, la transformation de FBI
Tu(x; h) := Ch−
3
4
∫
e
i
h
φ(x,y)u(y)dy . (A.1.3)
Lemme A.1.1. — Tu(x; h) est holomorphe en x. ∀u ∈ S ′, il existe
N0 ∈  tel que
|Tu(x; h)| = Oh(1)〈x〉N0e 1hΦ(x) . (A.1.4)
Pour u ∈ S , nous avons :
|Tu(x; h)| = Oh,N(1)〈x〉−Ne 1hΦ(x) , ∀N ∈  . (A.1.5)
De´monstration. — L’holomorphie de´coule de l’holomorphie de φ. Pour
u ∈ S , nous observons que
〈x〉Ne ihφ(x,y) = 〈(φ′′xy)−1(hDy − φ′′yyy)〉Ne
i
h
φ(x,y) , (A.1.6)
ce qui implique l’estimation ci-dessus en inte´grant par parties.
Soit
L2Φ := L
2( , e−
2Φ
h L(dx)) (A.1.7)
et soient ‖.‖Φ sa norme naturelle, 〈., .〉Φ son produit scalaire naturel. Soit
HΦ := Hol( ) ∩ L2Φ muni de la norme ‖.‖Φ et du produit scalaire 〈., .〉Φ.
Proposition A.1.2 (Unitarite´). — Il existe une constante C telle
que T se prolonge en une application unitaire L2()→ HΦ.
De´monstration. — Voir [28].
Lemme A.1.3. — T (S ) est dense dans HΦ.
Soit
κT : (y,−φ′y(x, y)) → (x, φ′x(x, y)) (A.1.8)
la transformation canonique complexe associe´e a` T .
κT (
2) = ΛΦ := {(x, 2
i
∂Φ
∂x
); x ∈  } (A.1.9)
est une varie´te´ IR (symplectique par rapport a` Reσ, lagrangienne par
rapport a` Im σ, ou` σ = dξ∧dx de´signe la forme symplectique sur  2) en
tant qu’image de 2 sous une transformation canonique. Ceci implique
que Φ est strictement plsh., car
0 = Reσ|ΛΦ =
2
i
Φ′′xxdx ∧ dx . (A.1.10)
A.2. Ope´rateurs
Soit S(ΛΦ, 1) l’espace des fonctions C
∞ sur ΛΦ dont toutes les de´rive´es
sont borne´es.
Soit, pour ΩΦ ⊂ ΛΦ un ouvert, S(ΩΦ, 1) l’espace des fonctions C∞ sur
ΩΦ, dont toutes les de´rive´es sont borne´es (uniforme´ment sur tout U ⊂ ΩΦ
tel que dist (U, ∂ΩΦ) ≥ 1C pour un C > 0).
Soit pour u ∈ T (S ), q ∈ S(ΛΦ; 1),
qwu(x) :=
1
2πh
∫
Γ
e
i
h
(x−y)θq(
x+ y
2
, θ)u(y)dydθ . (A.2.11)
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ou` Γ est le contour donne´ par θ = 2
i
∂Φ
∂x
(x+y
2
).
Lemme A.2.1. — qw est bien de´ﬁni T (S ) → T (S ) et T (S ′) →
T (S ′).
De´monstration. — Nous avons
Re (−Φ(x) + 2
i
∂Φ
∂x
(
x+ y
2
)(x− y) + Φ(y)) = 0 , (A.2.12)
en utilisant le de´veloppement de Φ(x), Φ(y) autour du point x+y
2
et que
Φ est quadratique. Pour u ∈ T (S ), l’inte´grale est donc convergente.
Pour l’holomorphie, observons que le noyau k de qw remplit ∂xk(x, y) =
∂yk(x, y), donc par inte´gration par partie et en utilisant l’holomorphie de
u nous voyons que qwu est holomorphe.
Pour voir que l’image de T (S ) sous qw sera dans T (S ), nous e´crivons
〈x〉M ≤ C〈x− y〉M〈y〉M . (A.2.13)
〈y〉Mu ∈ T (S ) et pour estimer le noyau nous faisons une de´formation de
contour. Nous suivons ici [28].
Soit q˜ ∈ C∞ une extension presque analytique de q a` support dans
un voisinage tubulaire de ΛΦ (c’est a` dire que ∂X q˜(X + δ) = O(|δ|N)
∀N ∈ , X ∈ ΛΦ, δ ∈ Λ⊥Φ) avec toutes ses de´rive´es borne´es dans ce
voisinage.
Alors nous faisons la de´formation de contour
Γ→ Γt : θ = 2
i
∂Φ
∂x
(
x+ y
2
) + it(x− y), t ∈ [0, 1] . (A.2.14)
Nous avons
qwu(x) = Ru(x) +
1
2πh
∫
Γ1
e
i
h
(x−y)θq˜(
x+ y
2
, θ)u(y)dydθ . (A.2.15)
Le noyau du deuxie`me terme a la de´croissance voulue. Il nous reste a`
estimer le noyau de
Ru(x) =
1
2πh
∫
Γt×t,t∈[0,1]
e
i
h
(x−y)θu(y)∂(q˜(
x+ y
2
, θ)) ∧ dy ∧ dθ . (A.2.16)
Sur Γt × t, t ∈ [0, 1] nous avons en inse´rant (A.2.14) :
dθ = −itdy +O(1)dy +O(1)dy + i(x− y)dt . (A.2.17)
En de´veloppant ∂(q˜(x+y
2
, θ))∧ dy∧ dθ, nous voyons que les termes qui ne
s’annulent pas doivent comporter un facteur dt. Donc cette forme peut
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eˆtre e´crite comme |x− y|O(1)L(dy)dt, et nous avons
|Ru(x)| ≤ 1
2πh
∫ 1
0
dt
∫
h−ne
1
h
(−t|x−y|2+Φ(x)−Φ(y))(t|x−y|)N |x−y|u(y)L(dy) .
(A.2.18)
Si K : L2Φ1 → L2Φ2 a le noyau k(x, y), alors nous appelons
e−
Φ2(x)
h k(x, y)e
Φ1(y)
h (A.2.19)
son noyau re´duit. Si c’est (comme ici) un noyau de convolution, alors sa
norme L1 majore la norme ‖K‖L2Φ1→L2Φ2 . L’inte´grale en y dans (A.2.18)
de´ﬁnit donc un ope´rateur L2Φ → L2Φ de norme
O(1)h−n
∫
e−
t
h
|y|2tN |y|N+1L(dy) = ON(1)tN−12 −1hN+12 , (A.2.20)
et nous avons aussi
O(1)h−n
∫
e−
t
h
|y|2tN |y|N+1〈y〉ML(dy) ≤ ON(1)tN−12 −1−MhN+12 ,
(A.2.21)
ce qui est O(h∞).
Nous avons donc : 〈x〉Mpwu = Oh(1) dans HΦ, ∀M , u ∈ T (S ), donc
au total pwu ∈ T (S ).
Le cas T (S ′)→ T (S ′) peut se traiter de manie`re similaire.
Nous avons aussi l’analogue du the´ore`me de Calderon-Vaillancourt :
Proposition A.2.2. — qw est bien-de´ﬁni et borne´ (uniforme´ment par
rapport a` h) HΦ → HΦ.
De´monstration. — Nous obtenons le re´sultat par de´formation de
contour.
Proposition A.2.3 (Invariance me´taplectique)
Soit q˜ ∈ S(2; 1), q := q˜ ◦ κ−1T ∈ S(ΛΦ; 1). Alors
T ◦ q˜w = qw ◦ T . (A.2.22)
De´monstration. — Soit d’abord q˜ ∈ S . Soit l(y, η) := y∗y + η∗η une
forme line´aire re´elle sur 2 (donc (y∗, η∗) ∈ 2), et soit m ◦ κT = l.
m est une forme line´aire re´elle sur ΛΦ. L’ope´rateur l(y, hD) = l
w est
essentiellement autoadjoint sur S . Nous avons
e−
i
h
l(x,hD) = (e−
i
h
l(x,ξ))w . (A.2.23)
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La meˆme chose est valable du coˆte´ des transforme´s FBI. Ensuite remar-
quons que
m(x, hD) ◦ T = T ◦ l(y, hD) , (A.2.24)
ce qui implique que
e−
i
h
m(x,hD) ◦ T = T ◦ e− ih l(x,hD) . (A.2.25)
Nous utilisons maintenant la formule d’inversion de Fourier
q˜(y, η) =
1
(2πh)2
∫∫
e
i
h
l(y,η) ˆ˜q(y∗, η∗)dy∗dη∗ , (A.2.26)
qui reste vraie au niveau des ope´rateurs avec convergence uniforme dans
L(L2). En eﬀectuant un changement de variables (x∗, ξ∗) = κ−1T ((y∗, η∗)
et en utilisant (A.2.25), nous obtenons une expression du type (A.2.26)
sur ΛΦ. Donc ∃q ∈ S(ΛΦ, 1) tel que T ◦ q˜w = qw ◦ T , et q = q˜ ◦ κ−1T . Avec
la continuite´ de l’application S(2, 1)  q˜ → q˜w (cf. lemme 2.1.5), nous
pouvons e´largir notre re´sultat a` q˜ ∈ S(2, 1).
Proposition A.2.4 (Composition). — Il est possible de de´ﬁnir une
application biline´aire
S(ΛΦ, 1)× S(ΛΦ, 1)→ S(ΛΦ, 1)
(p1, p2) → p1#p2 (A.2.27)
par prolongement continu de l’application (biline´aire)
S (ΛΦ)×S (ΛΦ)→ S (ΛΦ)
(p1, p2) → p1#p2 , (A.2.28)
donne´e par
(p1#p2)(x, ξ) := e
i
2h
σ(hDx,hDξ;hDy,hDη) (p1(x, ξ)p2(y, η)) |y=x,η=ξ .
(A.2.29)
Nous avons l’e´quivalence asymptotique
(p1#p2)(x, ξ) ∼
∑
k≥0
1
k!
((
ih
2
(DξDy −DxDη))kp1(x, ξ)p2(y, η))|y=x,η=ξ ,
(A.2.30)
qui nous permet aussi de de´ﬁnir une composition asymptotique sur les
espaces locaux S(ΩΦ, 1).
De´monstration. — Il suﬃt de remarquer que la formule de composition
est invariante sous transformation me´taplectique. En fait, κT est une
tranformation canonique, donc (κT )∗σ = σ.
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Soit λΦ :  → ΛΦ, λΦ(x) := (x, 2i ∂Φ∂x (x)).
Proposition A.2.5 (Produit scalaire). — Soit q ∈ S(ΛΦ; 1). Alors
∀u, v ∈ HΦ nous avons
〈qwu, v〉Φ = 〈(q ◦ λΦ)u, v〉Φ +O(h)‖u‖Φ‖v‖Φ . (A.2.31)
Pour la preuve, nous e´nonc¸ons (sans preuve, voir [28]) le
Lemme A.2.6 (Re´solution de l’identite´). — Pour u ∈ HΦ, nous
avons
u(x) =
1
2πh
∫
θ= 2
i
∂Φ
∂x
(x+y
2
)
e
i
h
(x−y)θu(y)dydθ . (A.2.32)
Preuve de la proposition A.2.5. — Soit ξ(x) := 2
i
∂Φ
∂x
(x). Conside´rons le
de´veloppement de Taylor de q :
q(
x+ y
2
, θ) = q(x, ξ(x)) + q′x(x, ξ(x))(
x− y
2
)
+ q′ξ(x, ξ(x))(θ − ξ(x)) + r(x, y, θ; h) . (A.2.33)
Nous avons :
θ − ξ(x) = 2
i
∂Φ
∂x
(
y − x
2
) = O(|x− y|) , (A.2.34)
donc r(x, y, θ; h) = O(|x−y|2). Apre`s de´formation de contour, l’ope´rateur
associe´ a` r a le noyau re´duit HΦ → L2Φ
e−
1
Ch
|x−y|2O(|x− y|2) 1
h
+O(h∞) , (A.2.35)
donc l’ope´rateur correspondant est de norme O(h).
Ensuite, pour u ∈ T (S ), nous avons avec la re´solution de l’identite´ :
q′x(x, ξ(x))
∫
e
i
h
(x−y)θ(
x− y
2
)u(y)dydθ = 0 . (A.2.36)
Nous obtenons, toujours pour u ∈ T (S ) et avec la re´solution de l’iden-
tite´ :
〈qwu, v〉Φ = 〈(q ◦ λΦ)u, v〉+O(h)‖u‖Φ‖v‖Φ
+
∫
q′ξ(x, ξ(x))
(
(hDx − ξ(x))u(x)
)
v(x)e−
2
h
Φ(x)L(dx) .
(A.2.37)
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En inte´grant par parties dans le dernier terme, nous voyons qu’il est
O(h)‖u‖Φ‖v‖Φ, car v est antiholomorphe et (hDx − 2i ∂Φ∂x (x))e−
2
h
Φ(x) = 0.
Finalement, par densite´ de T (S ) dans HΦ, nous obtenons le re´sultat.
Lemme A.2.7 (Lemme de la diagonale). — Soit pw l’ope´rateur
re´alise´ avec le contour θ = 2
i
∂Φ
∂x
(x+y
2
) + i(x− y). Soient ψ1, ψ2 ∈ C∞b ( )
tels que ∃C > 0 avec dist (suppψ1, suppψ2) ≥ 1C . Alors
ψ1p
wψ2 = O(h
∞) : HΦ → L2Φ . (A.2.38)
De´monstration. — Nous obtenons l’estimation pour le noyau re´duit de
ψ1p
wψ2 : HΦ → L2Φ :
O(
1
h
)ψ1(x)e
− 1
Ch
|x−y|2ψ2(y) . (A.2.39)
En utilisant dist (suppψ1, suppψ2) ≥ 1C , ceci est O(e−
1
Ch ).
A.3. Fonctions d’ordre, espaces de Sobolev
Soit m ∈ C∞ une fonction d’ordre sur un sous-espace re´el-line´aire de
 
2, c’est a` dire que m > 0 et
m(X) ≤ C〈X − Y 〉Nm(Y ) . (A.3.40)
Remarquons que si m˜ est une fonction d’ordre sur 2, et que m◦κT =
m˜, alors (par line´arite´ de κT ) m est une fonction d’ordre sur ΛΦ.
Soit, pour m une fonction d’ordre sur ΛΦ, S(ΛΦ, m) l’espace des fonc-
tions C∞ sur ΛΦ, dont toutes les de´rive´es sont borne´es par m.
Conside´rons, pour q ∈ S(ΛΦ;m), u ∈ T (S ),
qwu(x) :=
1
2πh
∫
Γ
e
i
h
(x−y)θq(
x+ y
2
, θ)u(y)dydθ . (A.3.41)
Lemme A.3.1. — qw est bien de´ﬁni T (S ) → T (S ) et T (S ′) →
T (S ′).
De´monstration. — De manie`re analogue qu’au paragraphe pre´ce´dant,
nous obtenons ce re´sultat par de´formation de contour. En fait, il sera
possible de trouver une extension presque analytique q˜ telle que toutes
ses de´rive´es soient borne´es par m (e´value´ au point de ΛΦ correspondant).
En utilisant que m(X) ≤ C〈X − Y 〉Nm(Y ), nous devons estimer des
noyaux re´duits avec des facteurs 〈x−y〉N0 supple´mentaires, ce qui se fait
de manie`re strictement analogue.
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Nous rappelons sans preuve qu’il est possible de de´ﬁnir une com-
position S(ΛΦ, m1) × S(ΛΦ, m2) → S(ΛΦ, m1m2), et que l’invariance
me´taplectique reste valable :
q˜ ∈ S(2, m), q ◦ κT = q˜ ⇒ qw ◦ T = T ◦ q˜w . (A.3.42)
Soit
L2Φ,m := L
2( , m2|ΛΦe−
2Φ
h L(dx)) , (A.3.43)
et soit ‖.‖Φ,m la norme induite. Soit HΦ,m = Hol( ) ∩ L2Φ,m muni de la
meˆme norme.
Proposition A.3.2 (Produit scalaire). — Soit q ∈ S(ΛΦ;m). Alors
pour u ∈ T (S ), v ∈ HΦ nous avons
〈qwu, v〉Φ = 〈(q ◦ λΦ)u, v〉Φ +O(h)‖u‖Φ,m‖v‖Φ . (A.3.44)
De´monstration. — En adaptant la preuve du paragraphe pre´ce´dent, nous
obtenons le re´sultat.
Remarquons qu’apre`s avoir montre´ que qw : HΦ,m → HΦ, la proposi-
tion reste valable (par densite´) pour u ∈ HΦ,m.
Proposition A.3.3. — Soit m˜ une fonction d’ordre sur 2, m ◦ κT =
m˜. T est borne´ (de norme Cm) et bijectif H(m˜)→ HΦ,m.
De´monstration. — Soit u ∈ S ⊂ H(m˜). Alors il existe v ∈ S tel que
u = n˜wv, n˜w = (m˜w)−1. L’invariance me´taplectique implique que si n ◦
κT = n˜, alors
Tu = nwTv . (A.3.45)
De plus, ‖mwTu‖Φ = ‖v‖L2 = ‖u‖m˜. Or
‖mwTu‖2Φ = 〈m2|ΛΦTu, Tu〉Φ +O(h)‖Tu‖2Φ,m
= (1 +O(h))‖Tu‖2Φ,m (A.3.46)
donc les normes sont e´quivalentes pour u ∈ S , h assez petit. Par densite´
de S dans H(m˜), nous avons l’aﬃrmation et T (H(m˜)) est isomorphe a`
HΦ,m.
Lemme A.3.4. — Si p ∈ S(ΛΦ;m), alors pw : HΦ,m → HΦ est bien
de´ﬁni et borne´.
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De´monstration. — Soit u ∈ HΦ,m ; alors il existe v ∈ L2() tel que
(avec les meˆmes notations que ci-dessus) u = T n˜wv. Avec l’invariance
me´taplectique nous avons
pwu = T p˜wn˜wv , (A.3.47)
ou` p˜ = p ◦ κT ∈ S(2; m˜). Or p˜#n˜ ∈ S(2; 1), donc son quantiﬁe´ est
borne´ L2 → L2. L’expression a` droite dans (A.3.47) sera donc un e´le´ment
de HΦ, de norme C‖v‖ = C˜‖u‖Φ,m.
Corollaire A.3.5. — Si p ∈ S(ΛΦ;m), alors pw : HΦ,mm1 → HΦ,m1 est
bien de´ﬁni et borne´.
De´monstration. — Il suﬃt de composer partout avec m1.
Finalement nous obtenons
Lemme A.3.6 (Lemme de la diagonale). — Soit pw l’ope´rateur
re´alise´ avec le contour θ = 2
i
∂Φ
∂x
(x+y
2
) + i(x− y). Soient ψ1, ψ2 ∈ C∞b tels
que ∃C > 0 avec dist (suppψ1, suppψ2) ≥ 1C . Alors
ψ1p
wψ2 = O(h
∞) : HΦ,mm1 → L2Φ,m1 . (A.3.48)
La preuve est strictement analogue qu’avant.
A.4. Quasimodes
Nous allons conside´rer les transforme´s de FBI des solutions BKW e±
de la section 2.
Lemme A.4.1. — Soit xˆ+ := Πx(κT (ρ+)). Pour x dans un voisinage
assez petit de xˆ+,
Te+(x; h) ∼ h− 12
(∑
k≥0
d+,k(x)h
k
)
e
i
h
ψ+(x) , (A.4.49)
avec d+,0(xˆ+) = 0, et il existe C > 0 tel que (dans ce voisinage)
Imψ+(x) ∼ −Φ(x) + 1
C
|x− xˆ+|2 . (A.4.50)
Pour χ ∈ C∞c ( ), χ = 1 pre`s de xˆ+, et pour toute fonction d’ordre m
sur ΛΦ, nous avons
‖(1− χ)Te+(x)‖Φ,m = O(h∞) . (A.4.51)
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De´monstration. — Nous omettons d’expliciter la de´pendance en z.
e−
1
h
Φ(x)Te+(x; h) = αh
∫
e
i
h
(φ(x,y)+iΦ(x)+ϕ+(y))c+(y, z; h)dy . (A.4.52)
Nous e´crivons (φ+ iΦ + ϕ+)(x, y) := φ(x, y) + iΦ(x) + ϕ+(y).
Nous avons xˆ+ = −(φ′′xy)−1(ξ++φ′′yyx+), donc ∇y(φ+ϕ+)(xˆ+, x+) = 0
(ceci meˆme par de´ﬁnition de xˆ+). De plus, comme Im (φ
′′
yy+ϕ
′′
+(x+)) > 0,
nous voyons que y → (φ+ iΦ+ ϕ+)(xˆ+, y) admet un point critique non-
de´ge´ne´re´ en y = x+.
Si x est dans un voisinage assez petit de xˆ+, y → (φ+ iΦ + ϕ+)(x, y)
admettra donc un point critique non-de´ge´ne´re´ yc(x) dans un voisinage
complexe de x+. Ceci nous donne le de´veloppement de phase stationnaire
(A.4.49).
Pour (A.4.50), nous partons de l’ine´galite´ fondamentale
Imψ(x) = Im (φ+ iΦ + ϕ+)(x, yc(x)) (A.4.53)
≥ 1
C1
inf
y∈vois
 
(x+)
Im (φ+ iΦ + ϕ+)(x, y) +
1
C2
|Im yc(x)|2 .
Soit y∗(x) le point critique (re´el, non-de´ge´ne´re´) de y → Im (φ+iΦ)(x, y) :
y∗(x) = −(Im φ′′yy)−1(Im (φ′′xyx)) . (A.4.54)
Alors
inf
y∈vois
 
(x+)
Im (φ+ iΦ + ϕ+)(x, y) ≥ 1
C ′1
|y∗(x)− x+|2 . (A.4.55)
D’autre part, nous avons
|Im yc(x)|2 ≥ 1
C3
inf
y∈vois
 
(x+)
|∇y(φ+ ϕ+)(x, y)|2 . (A.4.56)
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Or
|∇y(φ+ ϕ+)(x, y)|2 ≥ |Re (φ′′xyx+ φ′′yyy) + ξ+ +O(|y − x+|)|2
+ |Im (φ′′xyx+ φ′′yyy) + c(y − x+)|2 −O(|y − x+|3)
≥ 1
C4
|Re (φ′′xy(x− xˆ+))|2 − O(|y − x+|2)
+
1
2C5
|Im (φ′′xy(x− xˆ+))|2 −O(|y − x+|)2
+
1
2C5
|Im (φ′′xyx+ φ′′yyy∗(x)) + Im (φ′′yy)(y − y∗(x)) + c(y − x+)|2
≥ 1
C6
|x− xˆ+|2 − C
C7
|y − x+|2 + 1
C8
|y − x+|2 − 1
C9
|y∗(x)− x+|2 .
Nous pouvons choisir d’abord C9 > C
′
1C1, et ensuite, quitte a` augmenter
C6, nous pouvons choisir C8 <
C7
C
, ce qui donne l’estimation voulue.
Conside´rons maintenant, pour χ comme dans le lemme, ‖(1 −
χ)Te+‖2Φ,m.
En utilisant le lemme 2.2.5 et l’invariance me´taplectique, nous avons
pour tout χ+ ∈ C∞c (2), χ+ = 1 pre`s de ρ+, et pour toute fonction
d’ordre m sur ΛΦ
O(h∞) = ‖T (1− χ+)we+‖Φ,m = ‖(1− χ˜+)wTe+‖Φ,m , (A.4.57)
ou` (1− χ˜+) = (1− χ+) ◦ κ−1T s’annule pre`s de λΦ(xˆ+). En choisissant χ+
tel que dist (supp (1− χ), supp χ˜+ ◦ λΦ) > 1C , nous avons (A.4.51).
De manie`re similaire, nous obtenons :
Lemme A.4.2. — Soit xˆ− := Πx(κT (ρ−)).
Pour x dans un voisinage assez petit de xˆ−,
Te−(x; h) ∼ h− 12
(∑
k≥0
d−,k(x)hk
)
e
i
h
ψ−(x) , (A.4.58)
avec d−,0(xˆ−) = 0, et il existe C > 0 tel que (dans ce voisinage)
Imψ−(x) ∼ −Φ(x) + 1
C
|x− xˆ−|2 . (A.4.59)
Pour χ ∈ C∞c ( ), χ = 1 pre`s de xˆ− et pour toute fonction d’ordre m
sur ΛΦ, nous avons
‖(1− χ)Te−(x)‖Φ,m = O(h∞) . (A.4.60)
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Ensuite, soit χ ∈ C∞c (vois(xˆ+)), χ = 1 pre`s de xˆ+. Soit Ψ = Φ− 1C 〈(x−
x+)〉2 ∈ C∞, C assez grand, st.plsh.. Soit
eˆ+(x; h) := χ(x)h
− 1
2
(∑
k≥0
d+,k(x)h
k
)
e
i
h
ψ+(x) + w+(x) ∈ HΦ,m , (A.4.61)
ou` w+ est une solution dans HΨ de
∂w+ = −(∂χ)h− 12
(∑
k≥0
d+,kh
k
)
e
i
h
ψ+ . (A.4.62)
D’apre`s [21], Lemme 4.4.1, ceci implique qu’il existe w+ avec
‖w+‖Ψ ≤ C
√
h‖(∂χ)h− 12 (∑
k≥0
d+,kh
k
)
e
i
h
ψ+‖Ψ,supp (χ′) = O(1) , (A.4.63)
car pour vois(xˆ+) assez petit nous avons
Imψ+(x) + Φ(x) ≥ 1
C
|x− xˆ+|2 , (A.4.64)
ce qui est strictement positif dans le support de ∂χ.
Nous avons donc
‖Te+ − eˆ+‖Φ,m = O(h∞) (A.4.65)
pour toute fonction d’ordre m.
De manie`re analogue, nous introduisons
eˆ− := χ(x)h−
1
2
(∑
k≥0
d−,k(x)hk
)
e
i
h
ψ−(x) + w− ∈ HΦ,m , (A.4.66)
avec
‖Te− − eˆ−‖Φ,m = O(h∞) (A.4.67)
pour toute fonction d’ordre m.
A.5. Proble`me de Grushin reformule´
Nous pouvons maintenant introduire notre proble`me de Grushin.
Proposition A.5.1. — Soit p ∈ S(2, m) remplissant les hypothe`ses
2.0.3 et 2.0.5, et soit pˆ ◦ κT = p.
Soit P comme dans la de´ﬁnition 2.3.1, et soit E comme dans le corol-
laire 2.3.11. Soit
Pˆ =
(
pˆw − z Rˆ−
Rˆ+ 0
)
: HΦ,m × → HΦ × 
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ou`
Rˆ+u := 〈u, eˆ+〉Φ ,
Rˆ−u− := u−eˆ− .
Soit
Eˆ =
(
TET−1 TE+
E−T−1 E−+
)
.
Alors PˆEˆ = 1 +O(h∞), Eˆ Pˆ = 1 +O(h∞).
De´monstration. — Etant donne´ que Rˆ+u = 〈u, Te+〉 + O(h∞)‖u‖Φ,
R−u− = u−Te− +O(h∞)|u−| dans HΦ, nous avons
Pˆ = T PT −1 +O(h∞) , (A.5.68)
ou`
T =
(
T 0
0 1
)
.
L’unitarite´ de T : L2() → HΦ et la proposition A.3.3 impliquent que
l’inverse de T PT −1 est T ET −1 = Eˆ . Donc PˆEˆ = 1 + O(h∞), EˆPˆ =
1 +O(h∞).
Notons que le norme de Eˆ de´pendra uniquement de la norme de T :
H(m)→ HΦ,m et de la norme de E .
Ensuite nous allons modiﬁer le poids. Soient Ω± des voisinages ouverts
de xˆ±. Introduisons Φ˜ ∈ C∞ st. plsh. telle que pour c assez petit
|Φ˜− Φ| ≤ c , |∇(Φ˜− Φ)| ≤ c , ‖(Φ˜− Φ)′′‖ ≤ c ,
(Φ˜− Φ)(x) = a± , x ∈ Ω± , |(Φ˜− Φ)(x)| = 0 , |x| ≥ C .
Nous supposons que a− < a+.
Nous voyons que
‖ea±h eˆ±‖Φ˜ = O(1) , (A.5.69)
car eˆ± sont exponentiellement petits en dehors de Ω±.
Il est donc possible de prolonger e−
a+
h Rˆ+ a` un ope´rateur borne´ HΦ˜,m →
 . Soient
R˜+ = e
− a+
h Rˆ+ = O(1) : HΦ˜,m →   , (A.5.70)
R˜− := e
a−
h Rˆ− = O(1) :  → HΦ˜ .
Lemme A.5.2. — pˆw est borne´ HΦ˜,m → HΦ˜.
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De´monstration. — Pour u ∈ T (S ), conside´rons pˆwu. Pour c assez petit
dans la de´ﬁnition de Φ˜, C ′ assez grand, nous pouvons de´former le contour
Γ→ Γ˜ : θ = 2
i
∂Φ˜
∂x
(
x+ y
2
) +
i
C ′
x− y
〈x− y〉 (A.5.71)
tout en restant dans le domaine d’analyticite´ de pˆ. Conside´rons alors le
noyau re´duit de pˆw : HΦ˜,m → HΦ˜
1
2πh
e
i
h
(x−y)
(
2
i
∂Φ˜
∂x
(x+y
2
)+ i
C′
x−y
〈x−y〉
)
− Φ˜(x)
h
+
Φ˜(y)
h |pˆ(x+ y
2
, θ)|m−1(y, 2
i
∂Φ˜
∂x
(y)) .
(A.5.72)
Nous commenc¸ons par estimer la partie re´elle de la phase pour |x − y|
petit. Nous avons, en faisant un de´veloppement de Taylor,
| − Φ˜(x) + Φ˜(y) + 2Re ((x− y)2
i
∂Φ˜
∂x
(
x+ y
2
)
)| ≤ c|x− y|2 , (A.5.73)
donc pour |x− y| assez petit la partie re´elle de la phase sera plus petite
que − 1
C˜
|x− y|2. Etant donne´ que
|pˆ(x+ y
2
, θ)|m−1(y, 2
i
∂Φ˜
∂x
(y)) ≤ C , (A.5.74)
pour |x− y| petit, le noyau est estime´ par
C
2πh
e−
1
C′h |x−y|21{|x−y|≤δ} , (A.5.75)
donc l’ope´rateur correspondant est de norme O(1). Pour |x − y| grand,
nous soustrayons
0 = 2Re
(
(x− y)2
i
∂Φ
∂x
(
x+ y
2
)
)
+ Φ(x)− Φ(y) (A.5.76)
a` la partie re´elle de la phase. Elle sera donc borne´e par
c|x− y|+ 2c− 1
C
|x− y| ≤ − 1
C ′
|x− y| (A.5.77)
pour c assez petit, |x− y| grand. Nous avons aussi
|pˆ(x+ y
2
, θ)|m−1(y, 2
i
∂Φ˜
∂x
(y)) ≤ C〈x+ y〉M〈y〉−M ≤ C ′〈x− y〉M .
(A.5.78)
Le noyau s’estime par
C ′
2πh
〈x− y〉Me− 1Ch |x−y|1{|x−y|≥1} (A.5.79)
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et l’ope´rateur correspondant est de norme O(h−Me−
1
Ch ).
Conjecture A.5.3. — Soit
P˜ =
(
pˆw − z R˜−
R˜+ 0
)
: HΦ˜,m × → HΦ˜ ×  ,
ou` R˜± sont comme dans (A.5.70). Alors P˜ admet un inverse
E˜ =
(
O( 1√
h
) O(1)
O(1) O(h∞)
)
. (A.5.80)
Nous remettons la preuve (incomple`te) au prochain paragraphe.
Preuve de la proposition 2.3.15 a` partir de la conjecture A.5.3
Ecrivons
P˜ =
(
1 0
0 e−
a+
h
)
◦ Pˆ ◦
(
1 0
0 e
a−
h
)
. (A.5.81)
Nous pouvons exprimer E˜ en fonction de Eˆ :
E˜ =
(
TET−1 e
a+
h TE+
e−
a−
h E−T−1 e
a+−a−
h E−+
)
,
donc
e
a+−a−
h E−+ = O(h∞) . (A.5.82)
Etant donne´ que nous avons suppose´ que a− < a+, ceci implique que
E−+ = O(e−
1
Ch ).
A.6. Preuve de la conjecture A.5.3 a` partir de la conjecture
A.6.3
Nous partons de la proposition 2.3.2 : pour (v˜, v˜+) ∈ HΦ ×  , le
proble`me {
(pˆw − z)u˜+ Rˆ−u˜− = v˜
Rˆ+u˜ = v˜+
(A.6.83)
admet une solution unique (u˜, u˜−) ∈ HΦ,m × , et
h
1
2‖u˜‖Φ,m + |u˜−| ≤ C(‖v˜‖Φ + h 12 |v˜+|) . (A.6.84)
Soient Ωj±, j = 0, 1, 2 des voisinages ouverts de xˆ± tels que
Ω2± ⊂⊂ Ω1± ⊂⊂ Ω0± = Ω± . (A.6.85)
Soient χ± ∈ C∞c (Ω1±) avec χ± = 1 sur vois(Ω2±).
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Soient Ωj, j = 0, 1, 2 des ouverts a` adhe´rence disjointe de {xˆ+, xˆ−} tels
que
(Ω2+ ∪ Ω2−)c ⊂ Ω2 ⊂⊂ Ω1 ⊂⊂ Ω0 = Ω . (A.6.86)
Soit de plus PΓ l’ope´rateur pˆ
w avec le contour ﬁxe´ Γ : θ = 2
i
∂Φ˜
∂x
(x+y
2
) +
i
C
x−y
〈x−y〉 .
Nous notons ‖u‖Ω := ‖1Ωu‖.
Aﬃrmation A.6.1 (E.a.p. dans Ω+). — Conside´rons, pour (v, v+) ∈
HΦ˜ × , u ∈ HΦ˜, dans Ω1+,{
(PΓ − z)1Ω+u = v
R˜+1Ω+u = v+
(A.6.87)
Alors √
h‖u‖Ω2+,Φ˜ ≤ C(‖v‖Ω1+,Φ˜ + ‖u‖Ω+\Ω2+,Φ˜ +
√
h|v+|) . (A.6.88)
De´monstration. — Dans ce paragraphe, χ = χ+. Soit u˜ = χu + w, ou`
∂w = −(∂χ)u dans HΨ, Ψ ∈ C∞ st. plsh. est tel que
|Ψ− Φ| ≤ c , Ψ ≤ Φ , (A.6.89)
Ψ(x) = Φ(x), x ∈ supp (∂χ) ,
Ψ(x)− Φ(x) < −c , c > 0 , x ∈ Ω2+ ,
Ψ(x)− Φ(x) ∼ − 1
C
〈x〉2, x ∈ Ωc+ .
Alors on peut choisir w tel que ([21])
‖w‖Φ ≤ ‖w‖Ψ ≤ C
√
h‖(∂χ)u‖Ψ ≤ C ′
√
h‖u‖Ω1+\Ω2+,Φ . (A.6.90)
Donc
‖w‖Ω2+,Φ ≤ O(e−
1
Ch )‖u‖Ω1+\Ω2+,Φ ,
‖w‖Ωc+,Φ,m ≤ O(e−
1
Ch )‖u‖Ω1+\Ω2+,Φ , ∀m . (A.6.91)
Notamment nous obtenons
‖u− u˜‖Ω2+,Φ ≤ O(e−
1
Ch )‖u‖Ω1+\Ω2+,Φ . (A.6.92)
Nous avons alors :
v˜ = (PΓ − z)u˜ = (PΓ − z)χu+ (PΓ − z)w
= v + (PΓ − z)1Ω+(χ− 1)u+ (PΓ − z)w dans Ω1+ . (A.6.93)
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Donc
‖v˜‖Φ ≤ ‖v‖Ω1+,Φ + ‖(PΓ − z)1Ω+(χ− 1)u‖Ω1+,Φ
+ ‖(PΓ − z)χu‖(Ω1+)c,Φ + ‖(PΓ − z)w‖Φ
≤ ‖v‖Ω1+,Φ +O(h∞)‖u‖Ω2+,Φ + C‖u‖Ω+\Ω2+,Φ (A.6.94)
en utilisant le lemme de la diagonale et les estimations pre´ce´dentes.
D’autre part,
v˜+ = Rˆ+u˜ = 〈χu, eˆ+〉+ 〈w, eˆ+〉 = v+ + 〈(χ− 1Ω+)u, eˆ+〉+ 〈w, eˆ+〉
= v+ +O(e
− 1
Ch )‖u‖Ω+\Ω2+,Φ . (A.6.95)
En utilisant (A.6.84), nous avons
√
h‖u‖Ω2+,Φ ≤
√
h(‖u˜‖Ω2+,Φ +O(h∞)‖u‖Ω1+\Ω2+,Φ)
≤ C(‖v˜‖Φ +
√
h|v˜+|) +O(h∞)‖u‖Ω1+\Ω2+,Φ
≤ C˜(‖v‖Ω1+,Φ + ‖u‖Ω+\Ω2+,Φ +
√
h|v+|+O(h∞)‖u‖Ω2+,Φ)) . (A.6.96)
Au total nous obtenons
√
h‖u‖Ω2+,Φ ≤ C(‖v‖Ω1+,Φ + ‖u‖Ω+\Ω2+,Φ +
√
h|v+|) . (A.6.97)
Conside´rons maintenant le proble`me, pour u1, v1 ∈ HΦ˜, v+,1 ∈  ,{
(PΓ − z)1Ω+u1 = v1
R˜+1Ω+u1 = v+,1
(A.6.98)
dans Ω1+.
Etant donne´ que Φ˜ − Φ = a+ sur Ω+, et que R˜+ = e−
a+
h Rˆ+, nous
posons u1 := e
a+
h u ∈ HΦ˜, v1 := e
a+
h v ∈ HΦ˜ et v+,1 := e
a+
h v+. En inse´rant
ceci dans (A.6.97), nous obtenons (A.6.88).
Aﬃrmation A.6.2 (E.a.p. dans Ω−). — Conside´rons, pour v ∈
HΦ˜, (u, u−) ∈ HΦ˜ × , dans Ω1−
(PΓ − z)1Ω−u+ R˜−u− = v . (A.6.99)
Alors
√
h‖u‖Ω2−,Φ˜ + |u−| ≤ C(‖v‖Ω1−,Φ˜ + ‖u‖Ω−\Ω2−,Φ˜) . (A.6.100)
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De´monstration. — Dans ce paragraphe, χ = χ−. Soit u˜ = χu + w en
suivant la meˆme construction que dans le paragraphe pre´ce´dant, et soit
u˜− = u−.
Alors
v˜ = (PΓ − z)u˜ + Rˆ−u˜− = (PΓ − z)χu+ (PΓ − z)w + Rˆ−u˜−
= v + (PΓ − z)1Ω−(χ− 1)u+ (PΓ − z)w dans Ω1− . (A.6.101)
Donc
‖v˜‖Φ ≤ ‖v‖Ω1−,Φ + ‖(PΓ − z)1Ω−(χ− 1)u‖Ω1−,Φ (A.6.102)
+ ‖(PΓ − z)χu‖(Ω1−)c,Φ + ‖(PΓ − z)w‖Φ + |u˜−|‖eˆ−‖(Ω1−)c
≤ ‖v‖Ω1−,Φ +O(h∞)‖u‖Ω1−,Φ + C‖u‖Ω−\Ω2−,Φ +O(e−
1
Ch )|u˜−| .
D’autre part,
v˜+ = 〈χu, eˆ+〉+ 〈w, eˆ+〉 = O(e− 1Ch )‖u‖Ω1−,Φ .
En utilisant (A.6.84), nous avons de manie`re similaire qu’avant
√
h‖u‖Ω2−,Φ + |u−| ≤ C(‖v‖Ω1−,Φ + ‖u‖Ω−\Ω2−,Φ) . (A.6.103)
Conside´rons le proble`me, pour u1, v1 ∈ HΦ˜, u−,1 ∈  
(PΓ − z)1Ω−u1 + R˜−u−,1 = v1 . (A.6.104)
dans Ω1−. Etant donne´ que Φ˜ − Φ = a− sur Ω−, et que R˜− = e
a−
h Rˆ−,
nous posons u1 = e
a−
h u ∈ HΦ˜, u−,1 = e
a−
h u− et v1 = e
a−
h v ∈ HΦ˜.
En inse´rant ceci dans (A.6.103), nous obtenons (A.6.100).
Conjecture A.6.3 (E.a.p. dans la zone elliptique)
Conside´rons, pour v ∈ HΦ˜, u ∈ HΦ˜,m, (PΓ − z)u = v dans Ω1.
Alors ∀N ∈  il existe CN tel que
‖u‖Ω2,Φ˜,m ≤ C‖v‖Ω1,Φ˜ + CNhN‖u‖Ω\Ω2,Φ˜ . (A.6.105)
Ici se situe la lacune de notre preuve. Il s’agit de montrer qu’il existe
une re´alisation avec contour d’une parametrix Q :
1Ω2PΓQ1Ω ∼ 1Ω2 . (A.6.106)
Nous avons alors
‖u‖Ω2,Φ˜,m = ‖Qv‖Ω2,Φ˜,m +O(h∞)‖u‖Φ˜,m
≤ C‖v‖Φ˜ +O(h∞)‖u‖Φ˜,m , (A.6.107)
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ce qui implique (A.6.105).
Preuve de la conjecture A.5.3 a` partir de la conjecture A.6.3
Conside´rons, pour (v˜, v˜+) ∈ HΦ˜ × , (u˜, u˜−) ∈ HΦ˜,m × {
(pˆw − z)u˜+ R˜−u˜− = v˜
R˜+u˜ = v˜+
. (A.6.108)
Sur Ω1+, nous avons{
v = (PΓ − z)1Ω+ u˜ = v˜ − u˜−e
a−
h eˆ− − (PΓ − z)1(Ω+)c u˜
v+ = R˜+1Ω+u = v˜+ − e−
a+
h 〈1(Ω+)cu˜, eˆ+〉
(A.6.109)
Inse´rons ‖ea−h eˆ−‖Ω+,Φ˜ = O(e−
1
Ch ), le lemme de la diagonale et
〈1(Ω+)cu˜, e−
a+
h eˆ+〉 = O(e− 1Ch ). En utilisant (A.6.88) nous obtenons :
√
h‖u˜‖Ω2+,Φ˜ ≤ C(‖v˜‖Ω1+,Φ˜ +
√
h|v˜+|+ ‖u˜‖Ω+\Ω2+,Φ˜)
+O(h∞)(|u˜−|+ ‖u˜‖Φ˜,m) . (A.6.110)
Sur Ω1−, nous avons
v = (PΓ − z)1Ω− u˜+ R˜−u˜− = v˜ − (PΓ − z)1(Ω−)cu˜ . (A.6.111)
En utilisant le lemme de la diagonale et (A.6.100) nous obtenons :
√
h‖u˜‖Ω2−,Φ˜ + |u˜−| ≤ C(‖v˜‖Ω1−,Φ˜ + ‖u˜‖Ω−\Ω2−,Φ˜)
+O(h∞)‖u˜‖Φ˜,m . (A.6.112)
Sur Ω1, nous avons :
v = (PΓ − z)1Ωu˜ = v˜ − (PΓ − z)1(Ω)c u˜− R˜−u˜− . (A.6.113)
En utilisant le lemme de la diagonale et (A.6.105), nous obtenons :
‖u˜‖Ω2,Φ˜,m ≤ C‖v˜‖Ω1,Φ˜ + CNhN‖u˜‖Ω\Ω2,Φ˜
+O(h∞)(|u˜−|+ ‖u˜‖Φ˜,m) . (A.6.114)
Etant donne´ que ‖f‖2Ω+‖f‖2Ω˜ = ‖f‖2Ω∪Ω˜, nous savons qu’il existe C ≥ 0
tel que
1
C
‖f‖Ω∪Ω˜ ≤ ‖f‖Ω + ‖f‖Ω˜ ≤ C‖f‖Ω∪Ω˜ . (A.6.115)
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En combinant les estimations (A.6.110), (A.6.112) et (A.6.114), tout en
multipliant la dernie`re par une constante D assez grande, nous avons :√
h‖u˜‖Ω2+∪Ω2−,Φ˜ +D‖u˜‖Ω2,Φ˜,m + |u˜−| ≤ C(D‖v˜‖Φ˜ +
√
h|v˜+|)
+DCNh
N‖u˜‖Ω\Ω2,Φ˜ + C(‖u˜‖Ω+\Ω2+,Φ˜ + ‖u˜‖Ω−\Ω2−,Φ˜)
+O(h∞)(|u˜−|+ ‖u˜‖Φ˜,m) . (A.6.116)
Choisissant D > C + 1, nous avons√
h‖u˜‖Ω2+∪Ω2−,Φ˜ + ‖u˜‖Ω2,Φ˜,m + |u˜−|
≤ C(D‖v˜‖Φ˜ +
√
h|v˜+|) +D′CNhN‖u˜‖Ω\Ω2,Φ˜ , (A.6.117)
ce qui donne, pour h assez petit,√
h‖u˜‖Ω2+∪Ω2−,Φ˜ + ‖u˜‖Ω2,Φ˜,m + |u˜−| ≤ C
′(‖v˜‖Φ˜ +
√
h|v˜+|) . (A.6.118)
Avec (A.6.115), la conjecture est prouve´e.
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APPENDICE B
PREUVE ALTERNATIVE DU LEMME
2.2.5
Preuve du lemme 2.2.5. — Pour montrer que e+ ∈ H(m′), nous e´crivons
e+ = χ
we+ + (1− χ)we+ , (B.0.1)
ou` χ ∈ C∞c (2), χ = 1 pre`s de ρ+. Pour simpliﬁer l’e´criture, nous omet-
tons d’e´crire la de´pendance en h et en z.
Nous avons
(1− χ)we+(x) =
1
2πh
∫∫
e
i
h
{(x−y)η+ϕ+(y)}a+(x)(1− χ)(x+ y
2
, η)dydη . (B.0.2)
Nous disons « dans le support de (1−χ) » pour de´signer l’adhe´rence des
(x, y, η) tels que χ(x+y
2
, η) = 1.
Remarquons que la phase totale φ = (x−y)η+ϕ+(y) n’a pas de point
critique dans le support de (1− χ). En fait,
A = |∇(y,η)φ|2 = |η + g+,0(y)|2 + (x− y)2 . (B.0.3)
Aﬃrmation B.0.4. — Il existe D1, D2, D3 > 0 tels que
A ≥ 1
D1
(η − ξ+)2 + 1
D2
(y − x+)2 + 1
D3
(x− x+)2 . (B.0.4)
De plus, dans le support de (1− χ), ∃C ≥ 0 tel que
A ≥ 1
C
(〈x− x+〉2 + 〈y − x+〉2 + 〈η − ξ+〉2) . (B.0.5)
Preuve de l’aﬃrmation B.0.4. — En fait, nous avons
(η +Re g+,0(y))
2 = (η − ξ+ +O((y − x+)))2 (B.0.6)
≥ 1
D4
(η − ξ+)2 −O((y − x+)2) .
De plus, en utilisant (Im g+,0(y))
2 ∼ 1
C2+
(y − x+)2, nous avons
A ≥ 1
D1
((η − ξ+)2 − C(y − x+)2) + 1
C2+
(y − x+)2 + (x− y)2
≥ 1
D1
(η − ξ+)2 + 1
D5
(y − x+)2 + (x− y)2
≥ 1
D1
(η − ξ+)2 + 1
D2
(y − x+)2 + 1
D3
(x− x+)2 ,
en choisissant D1 assez grand en fonction de C,C+.
Dans le support de (1− χ), nous avons
1
Cχ
≤
(
x+ y
2
− x+
)2
+ (η − ξ+)2 , (B.0.7)
ce qui implique (B.0.5).
Nous pouvons donc inte´grer par parties a` l’aide de
LT =
1
A
((x− y)hDη − (η + g+,0(y))hDy) , (B.0.8)
ou` T de´signe le transpose´ re´el, et LT (e
i
h
{(x−y)η+ϕ+(y)}) = e
i
h
{(x−y)η+ϕ+(y)}.
Aﬃrmation B.0.5. — Dans le support de (1− χ),
L = (
1
A
1
2
)(−ahDη + bhDy + hc
A
1
2
) , a, b, c ∈ C∞b (2) . (B.0.9)
En fait, nous avons
a =
(x− y)
A
1
2
, b =
(η + g+,0(y))
A
1
2
c =
1
A
1
2
(aDηA + bDyA) +
g+,0
′(y)
i
.
Pour prouver l’aﬃrmation B.0.5, nous commenc¸ons par montrer :
Aﬃrmation B.0.6. —
DαA = O(A
1
2 ), ∀α ∈ 3 . (B.0.10)
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Preuve de l’aﬃrmation B.0.6. — Rappellons que g′+,0 ∈ C∞b . Nous
avons, pour k > 0 un entier :
∂ηA = 2(η +Re g+,0(y)) = O(A
1
2 ) ; ∂kηA = O(1), k > 1;
∂ky∂ηA = 2Re g
(k)
+,0(y) = O(1) ; ∂
k
x∂ηA = 0 ;
∂yA = 2(y − x) + 2Re g′+,0(y)(η +Re g+,0(y)) + 2Im g′+,0(y)Im g(y) =
O(A
1
2 );
∂kyA = O(A
1
2 ) ; ∂x∂
k
yA = O(1) ;
∂xA = −2(y − x) = O(A 12 ) ; ∂kxA = O(1) , k > 1 ;
Preuve de l’Aﬃrmation B.0.5. — Avec l’aﬃrmation B.0.4 et (B.0.5),
a, b ∈ C∞b implique c ∈ C∞b .
De plus, l’aﬃrmation B.0.6 donne :
∂α(A−
1
2 ) =
∑
β1+...+βk=α
cβ1,...,βk(A
− 1
2
−k(∂β1A)...(∂βkA))
=
∑
O(A−
1
2
−k+ k
2 ) = O(A−1) .
Alors, pour |α| ≥ 1 nous avons
∂αa =
∑
α1+α2=α
dα1,α2(∂
α1(x− y))(∂α2A− 12 ) = O(A− 12 ) , (B.0.11)
(car soit |α1| ≥ 1, soit |α2| ≥ 1). En utilisant aussi g′+,0 ∈ C∞b , nous
obtenons de manie`re analogue que ∂αb = O(A−
1
2 ).
Avec l’aﬃrmation B.0.4 et (B.0.5), ceci prouve que a, b ∈ C∞b .
Les aﬃrmations B.0.5 et B.0.6 impliquent que
(L)k =
hk
A
k
2
∑
l1+l2≤k
γl1l2D
l1
y D
l2
η , γl1l2 ∈ C∞b (3) . (B.0.12)
En utilisant que dans le support de 1− χ
A
k
2 ≥ 1
Ck
(〈x〉2 + 〈y〉2 + 〈η − ξ+〉2) k2 ≥ 1
C ′k
〈x〉k−4〈y〉2〈η〉2 (B.0.13)
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nous avons, en inte´grant par parties
|(1− χ)we+| ≤ 1
2πh
∫
hk
A
k
2
C˜kdydη
≤ O(hk−1〈x〉k−4) ∀k ,
et donc
(1− χ)we+ = O(h∞) dans L2 . (B.0.14)
On peut supposer que m′(x, η) ∼ 〈x〉N〈η〉N . Avec les estimations
pre´ce´dentes, il suﬃt de choisir k encore plus grand, et nous avons prouve´
que ‖(1− χ)we+‖m′ = O(hM) ∀M .
Finalement, (m′)wχwe+ = (m′#χ)we+ ∈ L2 pour tout m′. Il en de´coule
que e+ ∈ H(m′), ∀m′.
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