Abstract. Assuming the Riemann hypothesis, we establish an upper bound for the 2k-th discrete moment of the derivative of the Riemann zeta-function at nontrivial zeros, where k is a positive real number. Our upper bound agrees with conjectures of Gonek and Hejhal and of Hughes, Keating, and O'Connell. This sharpens a result of Milinovich. Our proof builds upon a method of Adam Harper concerning continuous moments of the zeta-function on the critical line.
Introduction
The estimation of various types of moments of the Riemann zeta-function has been intensely studied for the better part of a century. The zeta-function is given by
where s = σ + it denotes a complex variable with real part σ and imaginary part t. This definition is valid for σ > 1, but ζ(s) may be continued analytically to the rest of the complex plane except for a simple pole at s = 1. The specific moments we examine here are defined as
for k a positive real number 1 . The sum here is over nontrivial zeros ρ of the zetafunction, i.e. those zeros with positive real part. The normalizing factor N(T ) is the number of ρ over which we are summing, so J k (T ) is the 2k-th moment of |ζ ′ (s)| on the discrete probability space {ρ : ζ(ρ) = 0, ℜ(ρ) > 0 and T < ℑ(ρ) ≤ 2T } equipped with the uniform measure. Consequently J k (T ) is commonly called a discrete moment in the literature. The more information we have regarding J k (T ), the more we can say about the distribution of values of |ζ ′ (ρ)|. These discrete moments were first studied by Gonek [6] , who conditionally established the asymptotic formula J 1 (T ) ∼ 1 12 (log T ) with an explicit error term. Gonek's proof relies inherently on the validity of the Riemann hypothesis (RH), the statement that all nontrivial zeros ρ have real part ℜ(ρ) = The constants C k in their conjecture are explicit, given by
where G(x) is the Barnes G-function. Furthermore, they provided a heuristic explanation which suggests that the conjectured asymptotic formula of Gonek and Hejhal should fail for k ≤ − . These conjectures remain open, but work has been done toward the implied upper and lower bounds conditionally on RH. Milinovich and Ng [13] obtained the expected lower bound
for any natural number k. In the other direction, Milinovich [12] showed that
for any ε > 0. The purpose of this paper is to remove the ε in the exponent here and prove the following. Theorem 1. Assume RH. Let k > 0. Then
as T → ∞.
Together with (1) , this shows that
for k a natural number. This proves (on RH) the conjecture of Gonek and Hejhal for k a positive natural number. The implied constant in Theorem 1 grows like e e Ak for some A > 0 as k gets large. For comparison, the conjecture of Hughes, Keating, and O'Connell suggests an implied constant ≈ e −k 2 log k is permissible. We shall also indicate how to prove the following result. Theorem 2. Assume RH. Let k > 0. Let α be a complex number with |α| ≤ (log T )
This shifted moment of the zeta-function was considered by Milinovich [12] in his proof of (2), and our Theorem 2 is an improvement of Theorem 1.2 in [12] . Using Theorem 2, Cauchy's integral formula, and Hölder's inequality with exponents 2k and 2k/(2k − 1) (note that k must be > 1/2), we obtain the following corollary. and let ν be a positive integer. Then
2.
The idea behind the proof of Theorem 1
In 2009 Soundararajan [16] showed that, on RH,
k 2 +ǫ for every ǫ > 0. A few years later, Harper [8] devised a method to prove, again on RH, that I k (T ) ≪ T (log T ) k 2 , which is the actual conjectured size. Our proof of Theorem 1 is based on Harper's method, and improves upon Milinovich's upper bound (2) in the same way that Harper's improves upon Soundararajan's. We note that our implied constant is of the same form as that of Harper.
Harper's method relies on two ingredients. The first is an upper bound for log |ζ( 1 2 + it)| in terms of a Dirichlet polynomial. The second is an estimate for integrals of the form
for (not necessarily distinct) prime numbers p 1 , . . . , p m . This follows easily from the basic orthogonality estimate
where δ 0 is a Dirac mass at 0. To estimate our discrete moments J k (T ), our first ingredient is an upper bound for log |ζ ′ (ρ)|; our second, analogous to (3), is an estimate for sums of the form 0<γ≤T cos(γ log p 1 ) · · · cos(γ log p m ).
The discrete analogue of (4) is given by Gonek's [5] uniform version of Landau's formula. On RH, this says roughly that
where f is a certain nonnegative function. Note that, in comparison with (4), this has a secondary term. The final contribution to J k (T ) from this secondary term is of the same order as that of the first term, namely N(T )(log T ) k(k+2) . However, the secondary term contribution is not positive, so we may ignore it and still obtain an upper bound.
3. An upper bound for log |ζ ′ (ρ)| Throughout the paper, we denote prime numbers with the letters p or minor variations such asp. When we write p h , it is to be understood that h is a natural number. The von Mangoldt function Λ(n) is defined as
We extend the von Mangoldt function to the rest of R by taking Λ(x) = 0 if x is not a natural number; this will be useful in Lemma 1 below. We also define a slight variant of Λ(n). Let L = log T . We set
We now prove the following.
Proof. The inequality is true if ζ ′ (ρ) = 0, since the left-hand side is −∞ and the right-hand side is finite. Thus we may assume that ρ is a simple zero. We begin with the estimate log |ζ(
This is the display preceding (5) in [16] , and it is valid as long as t is not the ordinate of a zero of the zeta-function. Isolating the term corresponding to ρ from the sum over zeros and subtracting log |t − γ| from both sides of (6), we find that log ζ(
Since ρ is a simple zero, we may take the limit as t → γ to obtain log |ζ
Now defineF
Observe that this sum is positive as
Now, using the identity 1 2πi
we have 1 2πi
for s = σ + iγ with σ ≥ σ x . After moving the contour of integration to the left (past the poles of the integrand) and rearranging terms, we see that
The third term on the right-hand side and the last sum here are both ≪ x 1−σ /T 2 . Thus, after dividing by log x, integrating σ from ∞ to σ x and taking real parts of the resulting expressions, it follows that
where s x = σ x + iγ. Recalling the definition ofF x (ρ) from (??) above, we estimate the sum overρ = ρ in (9) as
Also, we may use (??) to see that
Applying both of these estimates to the right-hand side of (9), we obtain
After a change of variables, the integral in (10) may be expressed as
Hence the last term on the first line in (10) is a constant. Using (10) to estimate log |ζ(s x )| in (8) and recalling that σ x = 1 2
SinceF (ρ) > 0 and e −1 − 3 2
< 0, we may omit the second term on the right-hand side here and still have an upper bound for the left-hand side. That is, we have
The sum in (11) is supported on prime powers, and the prime powers n = p m with m ≥ 3 contribute O(1). Furthermore, as noted by Harper [8] , the sum over n = p 2 for log T < p ≤ √ x is also bounded. Consequently, we conclude that
This completes the proof of Proposition 1.
Notation and Setup
Let N(T, 2T ) denote the number of ρ = 1 2
Our approach is to prove the following upper bound for discrete moments on dyadic intervals.
Theorem 1 follows from Proposition 2. To see this, first divide the interval (0, T ] into dyadic subintervals (2
This follows from the Riemann-von Mangoldt formula (see Ch. 15 of [1] ), which says
Applying Proposition 2 to each subinterval and summing over i yields the conclusion of Theorem 1. In order to prove Proposition 2, we begin by defining an increasing geometric sequence {β i } of real numbers by
We will not need all i ≥ 0, and we take the upper threshold of the index as
We split (0,
for 1 ≤ i ≤ j, the conclusion of Proposition 1 can be written
We also need a particular random model for G i,j (γ). Let {X p } be a sequence of independent random variables indexed by the primes, where each X p is uniformly distributed on the unit circle in the complex plane. If n has prime factorization n = p
pr . Thus X n is a random completely multiplicative function. We then define the random model G i,j (X) as
Next we sort the γ in the interval [T, 2T ] into subsets based on the size of G i,j (γ). Number these? First let
This can be thought of as the best set of γ, those for which exp 2kℜG i,I (γ) can be approximated well by a short truncation of its Maclaurin series for every 1 ≤ i ≤ I (see Lemma 2 below). Similarly we define
In a certain sense, the sets S(j) (1 ≤ j < I) are not as good as T , but they are not as bad as S(0). This is evident in the fact that Lemma 2 below does not say anything about S(0). However, we will see in §6.3 that the contribution of γ ∈ S(0) in Proposition 2 is negligible.
Some lemmas
The main ingredient in our proof is a uniform version of Landau's formula [11] . This was originally proved by Gonek [5] and was studied in further detail by many others (e.g. [2] [3] [4] ). The version we use here is essentially the one found in [15] . 
where Λ is the von Mangoldt function and is taken to be 0 if its argument is not a natural number.
If a < b, then we take the complex conjugate of the left-hand side above and apply the lemma to b/a. This yields a main term of
The next lemma is an easy consequence of Taylor's theorem.
Lemma 2. Let k > 0 and suppose γ ∈ T . Then exp 2k
The implied constants are independent of k.
Proof. We prove the first statement, as the second follows from a similar proof. Recall that γ ∈ T means |G i,j (γ)| ≤ β 
since the sums on the right-hand side are identically 1. If we may take i 0 = 1, then we are done. Thus it suffices to assume e 2 kβ −3/4 i ≥ 1 for i < i 0 . By Taylor's theorem with explicit remainder, we have
for x ∈ R and any natural number N. We take x = kG i,I (γ) and N = [e 2 kβ
−3/4 i
]. Using the inequality n! ≥ (n/e) n , it can be shown that (14), we obtain
After squaring both sides of this inequality for all i < i 0 , it follows that exp 2k
The product on the left-hand side of (15) is
this follows from the inequality 1 − e −u ≥ e −1/u for u > 0. Since e 2 kβ −3/4 i 0 −1 ≥ 1, the sum here is
This bound with (15) and (16) implies exp 2k
Combining this inequality with (14), we conclude exp 2k
with implied constant e 4e 2 +1 . Lastly, suppose there is no such i 0 , i.e. e 2 kβ −3/4 I ≥ 1. Then the argument used to derive (17) may be applied to all i ≤ I.
The following lemma gives an upper bound on mixed discrete moments of the G i,j (γ) in terms of corresponding mixed moments of the random models G i,j (X).
Lemma 3. Assume RH. Let k > 0 and let j be a natural number with j ≤ I. Let ℓ = (ℓ 1 , . . . , ℓ j ) be a j-tuple in Z j ≥0 whose components satisfy ℓ i ≤ 2e 2 kβ
Proof. We begin with the identity ℜ(z) = (z + z) and write
Thus we can expand the ℓ i -th power of G i,j (γ) as
where n i,l denotes the l-th entry of the ℓ i -tuple (n i,1 , . . . , n i,ℓ i ) ∈ N ℓ i . Multiplying all such expressions for i ≤ j together and summing over γ, we see that
Moving the sum over γ inside, we ultimately need to consider sums of the form
Letê denote a (
Then we may expand the double product in (20) as
where e i,l is the l-th entry (1 ≤ l ≤ ℓ i ) of the i-th piece {−1, 
Here we have grouped together conjugate pairs in the second sum. The term involving the second sum in (22) is non-positive due to the factor −T /π. Hence we may omit the whole term to obtain an upper bound. Taking this upper bound and inserting it in (19), we obtain
The error term here is
To handle the main term, we detect the condition n 
The innermost sum here is
Moving the expectation outside, we see that our leading term in (23) is
Now we reverse our steps leading up to (19) with n
replaced with X n i,l . This completes the proof.
We are now prepared to prove an upper bound for the average of exp 2k 
Proof. By Lemma 2 we have
All of the terms here are squared and, hence, nonnegative. Consequently, we may extend the sum to all T < γ ≤ 2T and still have an upper bound. Hence, after expanding the square, we see that the right-hand side of (24) is bounded from above by
We expand the product and move the sum over γ inside to get
By Lemma 3, the inner-most sum here is
Therefore (25) is
The O-term may be refactored as
For the main term in (26), note that
To see this, recall from (23) that it may be expressed as a sum of nonnegative terms. Therefore we may extend the sums to all m 1 , n 1 , . . . , m I , n I ≥ 0 to get an upper bound. Hence our main term in (26) is
This may be refactored as
Combining this with (27) and (26), we obtain the claimed upper bound.
For the average over S(j), we have to be more careful than we were for T in Lemma 4. This is because there are I ≍ log log log T subsets S(j). We will exploit the fact that γ ∈ S(j) implies |G j+1,ℓ (γ)| ≥ β
as T → ∞. We also have
Proof. As in the previous proof, we apply Lemma 2 to see that
This is valid for 0 ≤ j < I if we take the empty sum to be 0. If γ ∈ S(j), then 1 ≤ β 3/4 j+1 |G j+1,ℓ (γ)| for some j + 1 ≤ ℓ ≤ I. Hence (28) is
Because of the squared terms, we may extend the sum over γ ∈ S(j) to T < γ ≤ 2T . Expand the squares and product as we did in the proof of Lemma 4. Thus (29) is bounded from above by
We can get an upper bound for this new expression by carefully following the proof of Lemma 4 for each ℓ. Namely, it is
There is no e 2k in the O-term in this case, since
Consider the expectation in (30). If T is large, then we certainly have T β 1 > log T . Likewise we also have p 2 ≤ T β 1 if p < log T . By the definition of Λ L , it follows that G j+1,ℓ (X) and G i,j (X) are independent for i ≤ j if j ≥ 1. Thus the expectation in (30) is
This still holds for j = 0, as the second expectation is precisely 1. We estimate the first expectation for j ≥ 0 as follows. For j ≥ 1, the first expectation is
by Stirling's approximation. The sum of reciprocal primes here is ≤ 5 for large T . It follows that
for sufficiently large T and any ℓ ≥ j + 1 ≥ 2. Now, there are I − j terms in the sum over ℓ in (30). Observe that β I ≤ 1 implies
This bound along with (31) implies that (30) is
for j ≥ 1. This proves the first claim. For j = 0, the expectation
from (29) is slightly more complicated than the j ≥ 1 case. This is because G 1,ℓ (X) includes some nonzero terms corresponding to squared primes, and clearly X p and X p 2 = X 2 p are not independent. Since w ℓ (n) ≤ 1, the sum over squared primes in
≤ 2 log log log T for large T . Thus
Insert this bound in (30). This yields the upper bound
1 log log log T )
Since 4 log log log T ≤ (log log T ) 1/2 for large T , the main term here is
as claimed.
Proof of Proposition 2
Observe that
It suffices to estimate each of these pieces individually.
6.1. The sum over T . Using the inequality (12) with j = I, we have
we have included the factor e 2k/β I in the implied constant, since β I ≈ e −1000k . By Lemma 4, the right-hand side is
For large T , no two intervals I 1 , . . . , I I contain powers of the same prime. That is, we may use independence of the random variables X p to write the expectation in (32) as
exp −2k
The expectation here is
since β j+1 ≤ e −1000k for j ≤ I − 1. Hence we see that
Thus summing (36) over 1 ≤ j ≤ I − 1 yields
6.3. The sum over S(0). By Hölder's inequality, we have
and [x] is the greatest integer less than or equal to x. We estimate the first sum on the right-hand side with the second part of Lemma 5. For the second sum we use (2) with ε = 1. Note that p ≥ 2 and q ≤ 1 2 . It follows that
which is ≪ N(T, 2T ) as T → ∞. Combining this with the estimates for the sums over T and the other S(j) completes the proof.
Sketch of the proof of Theorem 2
Here we describe how to modify the proof of Theorem 1 in order to prove Theorem 2. Similar to Proposition 2, we consider
for a complex number α with |α| ≤ (log T ) −1 . By the functional equation for the zeta-function, it suffices to assume ℜα ≥ 0 (see the proof of Theorem 1.2 in [12] ). The approach is largely the same as it was for moments of |ζ ′ (ρ)|. We modify the weight w j (n) introduced in Section 4 by defining w j (n; α) = w j (n) n ℜα .
This leads us to define
G i,j (t; α) = ℜ n∈I i w j (n; α) √ n n −i (t+ℑα) and similarly G i,j (X; α) = ℜ n∈I i w j (n; α) √ n X n .
We use the inequality log |ζ(ρ + α)| ≤ 
claimed at the end of §2 relies on the obvious analogue of Lemma 3, where G i,j (γ; α) takes the place of G i,j (γ). The key difference, in comparison with (20) and (21), is that we must consider sums of the form
The diagonal terms are still those for which It follows that (39) is positive, and consequently the leading term in (38) is negative. Thus we may ignore the leading term and still obtain an upper bound. The rest of the proof proceeds as before.
