Abstract-With advancing technology, large dynamic power consumption has significantly limited circuit miniaturization. Minimizing peak power consumption, which is defined as the maximum power consumption among all voltage partitions, is important since it enables energy saving from the voltage island shutdown mechanism. In this paper, we prove that the peak power driven voltage partitioning problem is NPcomplete and propose an efficient provably good fully polynomial time approximation scheme for it. The new algorithm can approximate the optimal peak power driven voltage partitioning solution in O(m 2 ( mn 4 ) m ) time within a factor of (1 + ) for sufficiently small positive , where n is the number of circuit blocks and m is the number of partitions which is a small constant in practice. Our experimental results demonstrate that the dynamic programming cannot finish for even 20 blocks while our new approximation algorithm runs fast. In particular, varying , orders of magnitude speedup can be obtained with only 0.6% power increase. The tradeoff between the peak power minimization and the total power minimization is also investigated. We demonstrate that the total power minimization algorithm obtains good results in total power but with quite large peak power, while our peak power optimization algorithm can achieve on average 26.5% reduction in peak power with only 0.46% increase in total power. Moreover, our peak power driven voltage partitioning algorithm is integrated into a simulated annealing based floorplanning technique. Experimental results demonstrate that compared to total power driven floorplanning, the peak power driven floorplanning can significantly reduce peak power with only little impact in total power, HPWL, estimated power ground routing cost, level shifter cost and runtime. Further, when the voltage island shutdown is performed, peak power driven voltage partitioning can lead to over 10% more energy saving than a greedy frequency based voltage partitioning when multiple idle block sequences are considered.
I. INTRODUCTION
With fast technology scaling, power consumption has become a bottleneck for circuit miniaturization. In practice, the dynamic power consumption due to charging and discharging the capacitance during transistor switching is still a very important factor in the total power consumption. It has been indicated in [1] that in a recent Intel high performance microprocessor, 60% of the total power is due to dynamic power consumption. In this paper, the "power" refers to the "dynamic power" which is proportional to CV dd 2 where C and V dd refer to the effective capacitance and the supply voltage, respectively. As a highly effective technique to mitigate the dynamic power consumption, multiple supply voltages technique [2] has been widely used in practice.
In physical design domain, multiple supply voltages can be implemented through on-chip voltage island [9] , [3] , [4] . Basically, voltage island technique groups the functional units (i.e., blocks/modules) with different supply voltages into a small number of voltage islands, each of which has a single supply voltage. Note that in this paper, "block" and "functional unit" are used interchangeably. A critical step in voltage island is voltage partitioning. It clusters functional units into different voltage levels to maximize power reduction. Later, voltage islands can be generated using the voltage partitioning result during floorplanning. Refer to [3] for an example of such a flow.
Since voltage partitioning technique is an important enabling technique for the subsequent voltage island generation, it has received significant research attention [3] , [4] , [5] , [10] . Previous works [3] , [4] , [5] consider the total power driven voltage partitioning problem which is to minimize the total power consumption over all voltage partitions. The peak power consumption which is the maximum power over all partitions is also quite important. For example, an important mechanism in the voltage island technique is to perform the runtime voltage island shutdown for energy saving. That is, when all the blocks in a voltage island are not in use during a period of time, the whole voltage island can be shut down to save energy during that time. Such a shutdown mechanism has been explored in various previous works including [6] , [7] , [8] , [9] . Most of them need the assumption that the shutdown frequency of each voltage island is known in advance. Based on this assumption, they are able to design voltage partitioning particularly good for those shutdown frequencies, and thus these techniques can be viewed as input-specific voltage partitioning algorithms in some sense. The above assumption could be reasonable for some specific applications, however, it would be quite difficult to estimate the shutdown frequency for general applications. In fact, even for the same chip, it can be very difficult to estimate the shutdown frequency since it essentially asks to model the user behavior. For example, whether a user would surf the internet or watch the movie more often can lead to quite different shutdown frequencies on logic blocks and thus on voltage islands. In contrast, our peak power driven voltage partitioning minimizes the maximum power and tends to implicitly balance power distribution over all partitions. Having similar power in each voltage island could produce significant energy saving since each voltage island should have similar shutdown frequency when multiple user behaviors are considered. In contrast, focusing on only one user behavior could result in inferior energy saving for the others.
In this paper, the peak power driven voltage partitioning problem is proven to be NP-complete and is solved with approximation guarantee. Precisely, a fully polynomial time approximation scheme (FPTAS) is proposed. An FPTAS on our problem can always compute a solution with peak power bounded by (1 + )Popt for any small positive , with Popt referring to the peak power of the optimal peak power driven voltage partitioning solution. In addition, it runs in time polynomially in terms of the number of functional units and 1/ . An FPTAS is regarded as the best possible algorithm one can design for an NP-hard problem in theory unless P=NP [11] . The main contribution of this paper is summarized as follows.
• The problem of voltage partitioning for peak power minimization is proven to be NP-complete.
• An FPTAS algorithm is proposed to approximate the optimal solution by a factor of 1 + in O(m 2 ( mn 4 ) m ) time for sufficiently small positive , where n is the number of functional units and m is the number of partitions which is a constant in practice.
• The new FPTAS algorithm is practical. Our experimental results demonstrate that the dynamic programming algorithm cannot finish for even 20 functional units while our new provably good approximation algorithm runs fast. In particular, varying , orders of magnitude speedup can be obtained while the power increase can be as small as 0.6%. • The tradeoff between the peak power minimization and the total power minimization is investigated. Our experimental results demonstrate that the total power minimization algorithm obtains good results in total power but with large peak power. In contrast, our peak power driven voltage partitioning algorithm can achieve on average 26.5% reduction in peak power with only 0.46% increase in total power. • The peak power driven voltage partitioning algorithm is integrated into a simulated annealing based floorplanning technique. Experimental results demonstrate that compared to total power driven floorplanning, the peak power driven floorplanning can significantly reduce peak power with only little impact in total power, HPWL, estimated power ground routing cost, level shifter 
II. PROBLEM FORMULATION
Voltage partitioning is an enabling technique for forming voltage islands [4] , [3] , [10] . Recall that functional units are blocks/modules which will be placed in floorplanning. Voltage partitioning classifies functional units into a set of available discrete voltage levels. The input to the voltage partitioning problem is a minimum mapped voltage for each functional unit together with a capacitance for each functional unit which can be obtained through e.g., [3] . For a functional unit t, denote by v(t) its initial minimum mapped voltage from the m available voltage levels and by c(t) the effective capacitance. Its dynamic power P (t) is computed as c(t)v(t) 2 . Consider a set T of n functional units T = {t1, t2, . . . , tn}. The power of T is computed as the sum of the product of each capacitance and the square of maximum voltage, i.e.,
2 , where v(T ) = maxi v(ti). Given m voltage levels, the problem is to classify a set T of functional units into m pair-wise disjoint partitions such that the peak power over all m partitions, maxi{P (Ti)}, is minimized.
It is helpful to look at an example to illustrate the above concepts. Refer to Table I which shows the functional units and their minimum mapped voltages and capacitances. Suppose that m = 2 and the functional units are clustered into two partitions, namely, T1 = {t1, t2, t3} and T2 = {t4, t5, t6}. For T1, maxi{v(ti)} = 1.5, t i ∈T 1 c(ti) = 9, and P (T1) = 9 · 1.5 2 = 20.25. For T2, maxi{v(ti)} = 1.2, t i ∈T 2 c(ti) = 6, and P (T2) = 6 · 1.2 2 = 8.64. Thus, maxi{P (Ti)} = P (T1) = 20.25. Our problem asks to compute a partitioning solution to minimize maxi{P (Ti)}.
Note that the difference in problem formulation between this work and [10] is that roughly speaking they mini-
2 ] (precisely, their c(ti) refers to capacitance per unit area). The algorithm in [10] heavily relies on the fact that the peak power density of each partition is determined by only two functional units (i.e., max c and max v), while in our case the peak power of a partition is determined by all functional units in the partition (due to c). This critical difference makes their optimal algorithm not applicable in our case. As regard to total power driven voltage partitioning [3] , [4] , [5] , their algorithms heavily rely on the fact that in any optimal solution there, each partition has to consist of functional units with consecutive voltages (if we sort all voltages of functional units). However, it is easy to design a counterexample in our peak power driven voltage partitioning problem such that the optimal solution can be only achieved through grouping functional units with non-consecutive voltages. Such an example is omitted due to space limitation. Our problem is as follows. Peak Power Driven Voltage Partitioning Problem: Given a set T of functional units, the capacitance of each functional unit, and a set of discrete voltage levels, to compute a voltage partitioning solution with m partitions, i.e., T = T1 T2 . . . Tm, where Ti Tj = ∅, i = j, such that the peak power over all partitions, maxi{P (Ti)}, is minimized.
III. NP-COMPLETE PROOF
The problem is shown to be NP-complete. It is sufficient to prove that the problem is NP-complete even when m = 2. The corresponding decision problem is: given a value p, whether there is a voltage partitioning solution {T1, T2} satisfying:
Given any voltage partitioning solution, it is easy to verify the above condition in polynomial time. Thus, the problem is in NP.
To prove the NP-hardness, we reduce from the perfect bipartition problem which is known to be NP-complete [12] . The problem asks to decide with a given integer w, whether n integers {a1, a2, . . . , an} can be partitioned into two groups/partitions {A1, A2}, satisfying:
Without loss of generality, assume that all the numbers ai and w are even integers. This is valid since one can scale up every number by a factor of 2 which will not impact the answer of the decision problem. Given an instance of perfect bipartition problem, an instance of voltage partitioning is constructed as follows. Set c(ti) = ai, ∀i and p = M/2 + w/2 where M = i c(ti). Set v(ti) to be any positive value within the range ( 1 − 1/(p + 1), 1), ∀i. Since ai and w are even integers, p is an integer. Note that the number of distinct v(ti) can be bounded by either n or m, which will not impact the NPhardness proof. We claim that there is a solution for the given perfect number partitioning instance if and only if there is a solution for the constructed voltage partitioning instance.
We begin with "only if" direction. Given a solution satisfying maxi P (Ti) ≤ p, it means that max(
This is the case due to the following.
Thus, 
Subsequently, ai can be assigned according to c(ti), that is, ai is assigned to A1 if and only if c(ti) is in T1. This gives a solution for the perfect bipartition problem since c(ti) = ai, ∀i. We next prove "if" direction. Given a solution for the perfect bipartition problem instance, one just needs to accordingly form the voltage partition in the voltage partitioning instance, namely, c(ti) is assigned to T1 if and only if ai is in A1.
because otherwise the absolute difference between the two sum will be greater than w. Since
and maxt i v(ti) 2 < 1, we have max(
This gives a solution for the voltage partitioning problem. We reach the following theorem. Theorem 1: The voltage partitioning for peak power minimization problem is NP-complete. IV. THE ALGORITHMIC FLOW As the best possible solution for an NP-complete problem in theory, a fully polynomial time approximation scheme is proposed for the peak power voltage partitioning problem in this paper. At a high level, the voltage partitioning problem instance is first scaled and rounded by the double transform which consists of exact transform and approximate transform. As a result, the number of non-redundant voltage partitioning solutions is limited to be polynomial in the total number of functional units and 1/ which is related to the approximation guarantee. Varying which is a user input, our algorithm can achieve different tradeoff between solution quality and runtime. Moreover, the tradeoff is provably good. After scaleround procedure, a dynamic programming is proposed to solve the scaled voltage problem instance. Without performing scale-round transform, the dynamic programming runs in exponential time. A critical pruning technique is integrated in the dynamic programming which can greatly speedup the algorithm without solution quality degradation. Since the total number of non-redundant solutions is bounded, the dynamic programming runs in polynomial time, i.e.,
V. THE ALGORITHM A. Exact Transform
The objective of the transform is to achieve c(ti) · v(ti) 2 ≥ m and 0 < c(ti) ≤ 1 for every ti. The process of the transform consists of two steps.
Step 1: scale capacitance c(ti) by max c(ti) for all ti. Denote the resulting c by c . It is clear that c (ti) ∈ (0, 1].
Step 2: scale voltage v(ti) to
In any voltage partitioning solution, there exists one partition with at least n/m functional units since there are n functional units. For this partition, the power is at least m · n/m > n. Denote by OP T the optimal solution. This means that OP T > n after exact transform (since there exists a partition with peak power > n). To apply the exact transform to the example shown in Table I , one obtains the result as shown in Table II . For example, c (t1) is obtained by scaling c(t1) with the factor of max c(ti) = 5, and v (t1) is obtained by scaling v(t1) to
= 10 where min c (ti) = 0.2, min v(ti) = 0.8 and m = 2. Note that the exact transform will not impact the optimality of the solution since one can always scale back the optimal solution for the scaled voltage partitioning problem to obtain the optimal solution for the original voltage partitioning problem.
B. Approximate Transform
Through the above transform, c is in the range of (0, 1]. One then divides the interval into small intervals at a step of where 0 < < 1. In each group round the c to the lower bound of this group. For example if 7 ≤ c (ti) ≤ 8 , after round-down, c (ti) = 7 . After performing this approximate transform, there are O(1/ ) number of distinct c . This key property will be used to achieve the provable tradeoff between approximation bound and runtime. For convenience, c and v are used to denote c and v in the following subsections.
C. Dynamic Programming
After above scale-round procedure, we are ready to present the key dynamic programming approach for the voltage partitioning problem. At a high level, the functional units will be processed one by one and the partial voltage partitioning solutions will be propagated. When processing a functional unit, it is assigned to each of m possible partitions. Thus, given a partial solution where the first i − 1 functional units have been processed, m new partial solutions can be generated due to processing i-th functional unit since there are totally m partitions. After all the partial solutions are processed on i-th functional unit (i.e., all new partial solutions are generated), the algorithm proceeds to the next functional unit. The process is iterated until the last functional unit is processed. Subsequently, the solution with minimum peak power will be returned. (s), sumc1(s), . . . , . . . , maxvm(s), sumcm(s) ).
Given a partial solution si−1 after processing the first i − 1 functional units, m new partial solutions si,1, si,2, . . . , si,m are generated as follows.
The solution characterization is updated as follows.
and
As mentioned above, if one just propagates the solutions in this way, the number of solutions will increase exponentially. For speedup, redundant solution in our voltage partitioning algorithm is defined as follows. Given two solutions s1 and s2 formed by processing the same set of functional units, s1 is redundant with respect to s2 if maxvi(s1) = maxvi(s2) and sumci(s1) = sumci(s2) for all i. In other words, solution s1 is redundant with respect to s2 if it has the same maximum voltage and total capacitance for each partition. When a solution is redundant, it is eliminated from the solution set for further solution propagation. This is valid since the power is uniquely determined by maxv and sumc for each group.
One may wonder how much speedup we may get by performing the above pruning procedure. The speedup is actually quite significant. The following lemma says that there are only polynomial number of non-redundant solutions which need to be maintained through performing the dynamic programming, a large improvement over the worst-case exponential-time algorithm. solutions. The solution pruning can be implemented in a way similar to radix sort as follows. After all new solutions are generated, they are sorted according to maxv1. For those solutions with the same maxv1, they are sorted according to sumc1. For the solutions with the same maxv1 and sumc1, they are sorted according to maxv2, sumc2. This process is repeated until solutions are sorted according to maxvm, sumcm. According to the definition of redundant solutions, given multiple solutions with the same maxvi and sumci for all i, only one of them is maintained. All the redundant solutions can be found by a single scan over sorted solutions. After processing i functional units, there are only at most i distinct maxv, and i/ distinct sumc. Thus, one scan is sufficient to move each solution in the solution set to the one of i corresponding maxv values for maxv1. Similarly, one scan is sufficient to move each solution with same maxv1 to the one of i/ corresponding sumc values. Thus, this solution pruning process takes O(m 2 ·( ) solutions. This process is repeated until the last functional unit is processed. Subsequently, the solution with minimum peak power (maxT i P (Ti)) will be returned. Since each capacitance is scaled/rounded as in Section V-B with rounding errors, the unrounded capacitance will be used in reporting the peak power (but voltage assignment is not changed). Note that the scaling due to the exact transform in Section V-A introduces no error and thus rounding it back will not impact the solution optimality.
D. Approximation Guarantee
Note that the approximation error is introduced due to the approximate rounding on capacitance in the approximate transform in Section V-B. Approximate rounding is necessary since otherwise the number of distinct capacitance sum is unbounded. Consequently, the optimal solution, denoted by OP T round−down , of the rounddown problem forms a lower bound on the optimal solution, denoted by OP T , in the unrounded problem. It is clear that our algorithm computes the optimal solution for the round-down problem, i.e., OP T round−down . The problem is how much error there is between OP T and OP T round−down .
Given a capacitance c(ti) in the interval of [r , (r + 1) ) for an integer r, it is rounded to r in approximate transform. The multiplicative rounding error is at most r+1 r . The problem is that when r is small, this analysis gives a large approximation ratio. Consider the extreme case when r = 0, such an analysis would give an unbounded approximation ratio. Our analysis tackles this difficulty through noting that when r is small, the additive rounding error is quite limited. Our analysis is as follows.
We set a parameter r such that the error due to rounding back c(t) with c(t) ≥ r is measured by the multiplicative error and the error due to rounding back c(t) with c(t) < r is measured by the additive error. For multiplicative rounding error, the error on capacitance and power is at most r+1 r . For additive rounding error, the error on capacitance is at most nr and the error on power is at most (maxi{v(ti)}) 2 · nr since there are n functional units. Denote by ALG the solution returned by our algorithm. Thus,
Recall that OP T ≥ n due to the exact transform and that OP T round−down ≤ OP T . We have ALG ≤ r+1 r
OP T + OP T (maxi{v(ti)})
2 r . Suppose that is sufficiently small, i.e., ≤ 1 (max i {t i }) 8 . This is desired since in practice, one always wishes to compute the solution close to the optimum. Set r = 
F. Extension to Peak Power Driven Floorplanning
The proposed algorithm for peak power driven voltage partitioning is also integrated with a floorplanning technique and we compare it to a classical total power driven floorplanning. Following many existing floorplanning techniques, simulated annealing is used. In our simulated annealing implementation, the optimization objective consists of three parts: the half perimeter wire length (HPWL), the estimated power ground routing cost and the level shifter cost. Denote HPWL of the floorplanning solution by W hpwl which is defined as the summation of HPWL of all block-level nets. Since different floorplans will lead to different power ground routing topologies, it is necessary to estimate this routing cost. In this paper, the power ground routing estimation cost used in [13] is adopted. It is denoted by Wpg and is computed as the sum of HPWL of bounding box enclosing each group of blocks assigned with the same voltage, i.e., the sum of the HPWL of the bounding box of each voltage island. In fact, this metric has been widely used to estimate power ground routing cost [13] , [14] . As is well known, a voltage level-shifter is needed when a lower voltage block drives a higher voltage block. The level shifter cost, denoted by W ls , is estimated through the number of voltage levelshifters, which is also the same as [13] . Our optimization objective for simulated annealing is as follows.
where α, β and γ are the user defined weighting factors. Note that before floorplanning, the voltage of each block is assigned to be the one computed from our power density driven voltage partitioning algorithm. Similarly, in the total power driven floorplanning, the voltage of each block is assigned to be the one computed from total power driven voltage partitioning. Due to the space limitation, the details of our simulated annealing implementation are omitted.
VI. EXPERIMENTAL RESULTS
The proposed provably good approximation algorithm for the voltage partitioning problem is implemented in C++ and tested on an Intel machine with 1.8GHz CPU and 2GB memory. The new algorithm is compared to the optimal dynamic programming approach. We will also compare to total power minimization algorithm [4] . Due to lack of industrial testcases, the experiments are performed to a set of 10 small randomly generated testcases. For each testcase, the capacitances are randomly generated with means of 20pF . Five voltage levels are used in the technology library and the initial mapped minimum voltage of each functional unit (block) is randomly set to be one of them. Note that previous voltage partitioning works such as [3] , [4] , [10] also use the randomly generated testcases in their experiments and our experiment setup is similar to theirs. We would like to demonstrate the performance of the new FPTAS algorithm through comparing to the optimal solution. However, the dynamic programming technique which generates the optimal solution cannot finish on the testcases even with 20 functional units (see below). Thus, solution number restriction technique is applied where only the top 10 solutions with the minimum peak power are maintained during dynamic programming. The results on 10 testcases are summarized in Table III . Although our theoretical analysis of the approximation scheme uses small , the proposed FPTAS also works well for large as demonstrated in Table III . We make the following observations. without any solution number restriction in these 10 testcases due to the powerful solution set reduction resulting from the scale-round approximate transform.
• Our new FPTAS always returns the solution within the target . This is theoretically guaranteed by the nature of our FPTAS algorithm, although we cannot empirically demonstrate this in large testcases since the optimal solution cannot be computed. Note that in some cases, the solution quality does not change (e.g., comparing = 5% and = 10% on testcase 1). This is possible as long as they are within the approximation guarantee.
• Comparing the results by FPTAS with different target approximation ratios, one can clearly see the solution quality and runtime tradeoff, which is guaranteed theoretically. In particular, the setting = 50% gives the best performance. For testcase 10, compared to the case when = 5%, it achieves the speedup of about 602.3× with only 1335.8/1325.3−1 = 0.8% peak power increase. Our FPTAS algorithm provides significant flexility to designers for various algorithmic optimization strength which would benefit a large multitude of application scenarios. For example, in some fast estimation scenarios, large could be used while in some high performance design stage, small should be used. Using solution number restriction, our FPTAS can be easily extended to handle larger testcases. For this, we perform the experiments on five large randomly generated testcases whose sizes range between 500 and 5000. The results are summarized in Table IV . Due to space limitation, only the results with = 50% are shown. Both dynamic programming and our new FPTAS algorithm are with the same solution number restriction (i.e., 10). It is clear that our new FP-TAS (with = 50%) always outperforms the dynamic programming in terms of solution quality, with up to 7419.5/6809.0 − 1 = 8.9% reduction in peak power. The speedup is less significant since both algorithms use solution number restriction.
The tradeoff between the peak power minimization and the total power minimization is also investigated since both optimization objectives can be important in practice. Refer to Table V which compares peak power and total power between the total power minimization algorithm [3] , [4] , [5] and the proposed peak power minimization FPTAS algorithm with = 50%. It is clear that the total power minimization algorithm obtains good results in total power but with large peak power. In contrast, our peak power optimization algorithm can achieve on average 26.5% reduction in peak power with only 0.46% increase in total power. That is, our peak power minimization algorithm can significantly reduce the peak power at almost no cost of total power increase.
A closer look at our FPTAS algorithm would reveal the reason. Our algorithm essentially tries to balance the power of each individual partition during the process of minimizing the largest power over all partitions. This means that our algorithm tends to implicitly minimize the sum of power over all voltage partitions as well, which is the total power. In contrast, the total power minimization algorithm [4] ignores the power of each individual partition and only targets to minimize the sum of power over all partitions. In addition to the analysis, the above phenomenon has been observed experimentally. As an example, refer to Figure 1(a) for the power distribution of total power driven voltage partitioning solution and Figure 1(b) for the power distribution of peak power driven voltage partitioning solution on the testcase with 50 functional units. It is clear that peak power driven voltage partitioning leads to much more balanced power distribution among the partitions than the total power driven voltage partitioning. Therefore, the total power minimization algorithm would not generate good results in terms of peak power, while our FPTAS algorithm can well approximate the optimal total power with much lower peak power.
The proposed peak power driven voltage partitioning is integrated with a simulated annealing based floorplanning technique as described in Section V-F. We compare Total Power (T.P.)-driven floorplanning and Peak Power (P.P.)-driven floorplanning. Before floorplanning, the voltage of each block is assigned to be the one computed from total power driven voltage partitioning algorithm (for T.P.-driven floorplanning) or the peak power driven voltage partitioning algorithm (for P.P.-driven floorplanning), respectively. We perform the experiments on the largest four GSRC floorplanning benchmark circuits. Due to the lack of the information of the voltage partition in GSRC benchmark circuit, some additional information is randomly generated. Since the timing information is not known, as before capacitance for each block is randomly generated and the mapped minimum voltage of each functional unit (block) is randomly set to be one of five voltage levels in the technology library. Table VI summarizes the results. Our P.P.-driven floorplanning can always achieve better peak power with little sacrifice in total power. Table VI shows that P.P.-driven floorplanning can save on average 21.5% peak power compared to T.P.-driven partition floorplanning, with only 1.3% increase in total power. One may wonder whether changing the power target from total power to peak power may significantly impact other objectives in optimization. As one can see, HPWL cost, P/G cost and L.S. cost of our P.P.-driven floorplanning are all quite similar to those of T.P.-driven floorplanning.
Further,, we perform voltage island shutdown technique to our P.P.-driven voltage partitioning solution and compare to a natural greedy frequency based voltage partitioning. Since voltage island shutdown is an important mechanism in the voltage island technique, such experiments can help investigate the impact of the proposed P.P.-driven voltage partitioning to the energy saving. The results on GSRC benchmark n100 are shown in Table VII. In the experiments, to mimic multiple user behaviors, we randomly generate 5 different sequences of sets of idle blocks. In each sequence, there are 100 sets corresponding to 100 timestamps, where each set consists of some randomly selected blocks that are assumed to be idle at the corresponding timestamp. Recall that when all the blocks in a partition are idle at a timestamp, the voltage island can be shut down at that timestamp. Given a sequence of sets of idle blocks, define the idle frequency of a block to be the number of occurrence of the block in this sequence. In the greedy frequency based voltage partitioning, we compute the idle frequency of each block and sort the blocks in the decreasing order according to the obtained frequencies. To compute the idle frequencies, one needs to know which one out of 5 sequences should be used, which is difficult to decide. Thus, we compare to the greedy algorithm with the idle frequency computation using every sequence and also using the merging of the 5 sequences, resulting in six comparisons. Refer to Table VII for the results where the energy reduction due to voltage island shutdown is shown. We make the following observations.
• In most cases, the greedy algorithm partitioning give the best result for the sequence it uses to compute the idle frequency, which is expected. For example, Seq1 based greedy algorithm produces the largest energy saving over all other algorithms for sequence 1. In fact, using the merging of the 5 sequences in the idle frequency computation still leads to 10.6% worse results compared to our algorithm. However, the greedy algorithm gives significantly worse results in many of the rest sequences than P.P.-driven voltage partitioning solution. For example, Seq1 based greedy algorithm produces less energy saving in sequences 2, 3 and 4. This makes sense since the greedy algorithm is only optimized for one sequence and thus has little control on the energy saving from other sequences.
• Comparing the total energy saving from 5 sequences, P.P.-driven voltage partitioning always produces the largest energy saving and the energy saving improvement can be from 11.5% to 13.2%. This is not surprising since P.P.-driven voltage partitioning solution, which minimizes the maximum power, tends to implicitly balance power distribution over all partitions as demonstrated before. Having similar power in each voltage island could produce significant energy saving since each voltage island should have similar shutdown frequency when there are multiple different sequences of idle blocks. 
