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Zusammenfassung
Ein Teilgebiet der theoretischen Ökologie ist die Analyse der Stabilität von Meta-Nahrungsnetzen. Bei Meta-
Nahrungsnetzen handelt es sich um Nahrungsnetze, die in einen räumlichen Kontext eingebettet sind. Ein
Nahrungsnetz beschreibt die Räuber-Beute-Interaktionen der verschiedenen Spezies. Der räumliche Kontext
ist durch ein Netzwerk von Habitaten gegeben, in dem sich die verschiedenen Spezies ausbreiten können. Ziel
der Untersuchung ist es, die Stabilität von Meta-Nahrungsnetzen zu bewerten und Faktoren zu identifizieren,
die sich positiv oder negativ auf die Stabilität eines gegebenen Systems auswirken.
Einen Ansatz für die lineare Stabilitätsanalyse komplexer, nichtlinearer dynamischer Systeme stellt die ge-
neralisierte Methode dar. Im Rahmen dieser wird ein System auf einen gegebenen Gleichgewichtszustand
normiert. Dabei ist es nicht nötig die Interaktionsfunktionen des Systems explizit zu definieren, wodurch un-
gerechtfertigte Annahmen vermieden werden können. Es reicht die Abhängigkeiten der Interaktionen von
den verschiedenen Populationen zu spezifizieren. Dadurch ist es möglich die Jacobi-Matrix eines Systems in
Abhängigkeit von generalisierten Parametern zu bestimmen, die im Kontext von Meta-Nahrungsnetzen über
klare biologische Interpretationen verfügen.
Betrachtet man ein homogenes Gleichgewicht eines dynamischen Systems, das in ein räumliches Netzwerk
eingebettet ist, so ist es mit Hilfe des Master-Stability-Funktions-Ansatzes möglich das Eigenwertproblem der
Jacobi-Matrix, das der linearen Stabilitätsanalyse des Gleichgewichts zugrunde liegt, in zwei Teile zu zerle-
gen. Der erste Teil ist das Eigenwertproblem der Laplace-Matrix des räumlichen Netzwerks. Der zweite Teil
ist ein Eigenwertproblem, das von der lokalen Dynamik des Systems, der Art der räumlichen Kopplung und
den Eigenwerten der räumlichen Laplace-Matrix abhängt. Durch diesen Ansatz können diffusionsgetriebe-
ne Instabilitäten in diskreten räumlichen Netzwerken in Analogie zu diffusionsgetriebenen Instabilitäten im
kontinuierlichem Raum verstanden werden. Dabei haben Netzwerke ein komplexes Spektrum, das lokalisierte
Moden enthält, die zu lokalisierten Mustern führen können.
In dieser Arbeit wird dies veranschaulicht, indem derMaster-Stability-Funktions-Ansatz auf ein generalisiertes
Meta-Nahrungsnetzmodell angewendet wird. Dabei zeigt sich die Abhängigkeit der Dynamik des Systems von
der räumlichen Struktur. Im Rahmen von expliziten Simulationen zeigt sich, dass in einem gewissen Rahmen
das Verhalten des Systems jenseits des betrachteten Gleichgewichts vorhergesagt werden kann. So können
die Eigenvektoren der räumlichen Laplace-Matrix als Indikatoren für die auftretenden räumlichen Muster
dienen. Dies ist sowohl bei stationären als auch bei raumzeitlichen Mustern der Fall.
Im nächsten Schritt wird das generalisierte Meta-Nahrungsnetzmodell um globale Spezies erweitert, die das
gesamte räumliche Netzwerk als einzelnes großes Habitat wahrnehmen, in dem sie jagen können. Der Master-
Stability-Funktions-Ansatz wird auf solche Systeme erweitert. Im Rahmen einer statistischen Untersuchung
von breiten Klassen von Modellen zeigt sich, dass Systeme mit einem globalen Spitzenräuber stabiler sind,
als Systeme mit einem lokalen Spitzenräuber. Globale Spitzenräuber können das System stabilisieren, wenn
sie über eine Vielzahl von Beutespezies verfügen. Damit Spitzenräuber ihren stabilisierenden Einfluss voll
entfalten können, ist es nötig, dass diese sich frei in ihrem Einzugsgebiet bewegen können. Die Erkenntnisse,
die für homogene Systeme mit Hilfe des Master-Stability-Funktions-Ansatzes gewonnen werden konnten,
wurden durch entsprechende Analysen von kleineren heterogenen Systemen untermauert.
Im letzten Teil der Arbeit wird eine Methode vorgestellt, die strukturelle Informationen über ein System aus-
nutzt, um aus den Korrelationen fluktuierender Zeitreihen die Jacobi-Matrix zu rekonstruieren. Durch die
Zuhilfenahme struktureller Informationen soll die Menge der für die Rekonstruktion benötigten Daten re-
duziert werden, die bei korrelationsbasierten Ansätzen oft eine große Barriere in der Anwendung darstellt.
Die vorgestellte Methode zur Rekonstruktion von Jacobi-Matrizen wird anhand von Zeitreihendaten getestet,
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die aus verschiedenen expliziten Meta-Nahrungsnetzmodellen gewonnen worden sind, die um stochastische
Fluktuationen ergänzt wurden. Im Rahmen dieser Untersuchung zeigt sich, dass der führende Eigenwert der
rekonstruierten Jacobi-Matrix als Frühwarnsignal für einen bevorstehenden Stabilitätsübergang dienen kann.
Ändert man in einem System, das sich in einem stabilen Gleichgewicht befindet, die Parameter auf eine Wei-
se, sodass sich das System einer Bifurkation nähert, bei der das Gleichgewicht seine Stabilität verliert, dann
nähert sich der Realteil des führenden Eigenwerts von unten der Null an. Der Nulldurchgang des Eigenwerts
entspricht dabei dem Bifurkationspunkt. Die Tests zeigen eine gute Übereinstimmung zwischen den Eigen-
werten der rekonstruierten Jacobi-Matrix und den Eigenwerten der Jacobi-Matrix des zugrunde liegenden
deterministischen Modells. Dabei nimmt die Übereinstimmung in der Nähe der Bifurkation zu. Mit der vorge-
stellten Methode ist es also möglich eine hohe Genauigkeit zu erzielen, aber die Menge der dafür benötigten
Daten ist weiterhin sehr groß.
Auch wenn die genannten Methoden in dieser Arbeit auf Meta-Nahrungsnetze angewendet werden, ist deren
möglicher Einsatzbereich nicht auf die Ökologie begrenzt. Die gezeigten Methoden können allgemein als
Werkzeug für die Analyse komplexer dynamischer Systeme dienen.
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Abstract
One branch of theoretical ecology is the analysis of the stability of meta food webs. Meta food webs are food
webs that are embedded in some kind of spatial context. A food web describes the predator prey interactions
of the different species. The spatial context is given by a network of habitats in which the different species
are able to disperse. The aim of the analysis is to identify factors that have a positive or negative impact on
the stability of the system.
An approach to the linear stability analysis of complex nonlinear systems is the generalized method. Using
this approach the system is normalized to a given equilibrium. This is done without the need to explicitly
define the interaction functions, and therefore unwarranted assumptions can be avoided. It is sufficient to
specify the dependencies of the interactions to the different populations. In this way it is possible to calculate
the Jacobian of the system in dependance on generalized parameters that are directly interpretable in the
biological context.
For homogeneous equilibria it is possible to use the master stability function approach to separate the eigen-
value problem of the Jacobian, that underlies the linear stability analysis, into two parts. The first part is
the eigenvalue problem of the Laplacian of the spatial network. The second part is an eigenvalue problem
that depends on the local dynamics, the type of spatial coupling and the eigenvalues of the spatial Laplacian.
Using this approach it is possible to understand diffusion driven instabilities in spatial networks in analogy to
diffusion driven instabilities in continuous space. However networks provide more complex spectra that can
lead to localized patterns.
In this thesis we show this by applying the master stability function approach to a generalized meta food web
model. Here, the dependance of the systems dynamics on the spatial structure becomes apparent. Explicit
simulations suggest that the behavior of the system beyond the equilibrium can be predicted to some extend.
The eigenvectors of the spatial Laplacian can be used as an indicator for occurring spatial patterns. This is
the case for stationary patterns as well as for spatio-temporal patterns.
In the next step the generalized meta food web model is extended by global species that perceive the whole
spatial network as a single habitat in which they are able to hunt. The master stability function approach is
extended to acommodate this type of system. A statistical study of a broad class of model systems reveals
that systems with a global top predator are more stable that systems with a local top predator. Global top
predators stabilize the system if they prey on a large number of prey species. The stabilizing effect of top
predators depends on their ability to roam freely. The results that where obtained using the master stability
function approach for homogeneous systems where confirmed in smaller heterogeneous systems.
In the last part of this thesis a method for the reconstruction of the Jacobian is presented that uses some
structural information of the system in addition to the correlations of stochastic time series data. The addi-
tion of structural information is aimed at reducing the amount of data that is needed for correlation based
approaches and is a hindrance for many applications. To test the presented method for the reconstruction
of the Jacobian matrices, explicit meta food web models with the addition of stochastic behavior are used
to generate time series data. The tests show that the leading eigenvalue of the reconstructed Jacobian can
be used as a early warning signal for forthcomming bifurcations. If the parameters of a system in a stable
equilibrium are changed in such a way that the system is approaching a bifurcation leading to the loss of the
equilibriums stability, the leading eigenvalue of the Jacobian approaches zero from below. The point where
the eigenvalue crosses zero is the estimated bifurcation point. The tests show that the estimated eigenvalues
are in good agreement with the analytically calculated ones of the underlying deterministic systems. The
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level of agreement increases near the bifurcation. The presented method works with high precision but still
requires a large amount of data.
Although the methods shown in this thesis are applied to meta food webs, their potential use is not limited
to ecology. The presented methods can generally serve as tools for the analysis of complex dynamic systems.
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Teil I.
Einleitung
1
Einleitung
Eine wichtige Aufgabe der theoretischen Ökologie ist es die Stabilität von Nahrungsnetzen zu untersuchen
und besser zu verstehen, welche Faktoren dabei einen Einfluss haben [39,51,62,73]. Dieser Zugang dient der
Beantwortung einer der Kernfragen der Ökologie: Wie kann eine so große Biodiversität zustande kommen be-
ziehungsweise wie können so viele Arten koexistieren [49]. Ein wesentliches Werkzeug für die Untersuchung
der Stabilität von Nahrungsnetzen stellen mathematische Modelle dar, mit denen komplexe dynamische Sys-
teme untersucht werden können [62]. Dabei sind nicht nur die Interaktionen der verschiedenen Spezies von
Bedeutung, sondern es spielt auch der räumliche Kontext, in dem diese Interaktionen stattfinden, eine wich-
tige Rolle [95].
Den frühen Vorstellungen, dass Komplexität die Stabilität von Nahrungsnetzen begünstigt, steht Mays ma-
thematisches Argument entgegen, welches besagt, dass komplexere Nahrungsnetze weniger stabil sein müss-
ten [70]. Im Laufe der Jahre wurde eine wachsende Zahl von Hypothesen in Bezug auf die Stabilität von Nah-
rungsnetzen diskutiert. Ein Beispiel ist der stabilisierende Effekt schwacher Links [72, 73], wobei es andere
Hinweise gibt, die auf einen potentiell destabilisierenden Effekt eben dieser hindeuten [39, 50]. Außerdem
werden der allometrischen Skalierung [18, 51], nicht-trophischen Interaktionen [60] und bestimmten Nah-
rungsnetzmotiven [3, 11, 39, 80] stabilisierende Effekte zugeschrieben. Störungen können nicht nur direkt
zum Verlust von Spezies beigetragen, sondern auch die betroffenen Systeme fragiler hinterlassen. Die Aus-
wirkungen zukünftiger Störungen können also im Vergleich potentiell noch größere Auswirkungen haben,
die zu weiteren, möglicherweise noch größeren Verlusten führen [118,126].
Die Struktur der Interaktion verschiedener Spezies in einem Ökosystem kann mit Hilfe von Netzwerken be-
schrieben werden. Zum einen können die Fressbeziehungen der verschiedenen Spezies untereinander als
gerichtete Kanten in einem Nahrungsnetz aufgefasst werden, wobei die einzelnen Spezies die Knoten des
Netzes darstellen. Außerdem können solche Nahrungsnetze auch in einem räumlichen Kontext eingebettet
sein. Der räumliche Kontext kann als kontinuierlicher Raum, als regelmäßiges Gitter oder allgemeiner als
räumliches Netzwerk modelliert werden. In einem solchen räumlichen Netzwerk repräsentieren die Knoten
die verschiedenen Habitate beziehungsweise die räumlichen Patches, in denen sich die lokalen Interaktionen
der eingebetteten Nahrungsnetze abspielen. Die Kanten des räumlichen Netzes stellen Verbindungen zwi-
schen den verschiedenen Habitaten dar, über die sich die verschiedenen Spezies im räumlichen Netzwerk
ausbreiten können. Die Ausbreitung verschiedener Spezies wird als Dispersion bezeichnet und auch teilweise
mit saisonalen Tierwanderungen unter dem Begriff der Migration zusammengefasst. Diese räumlich struktu-
rierten Nahrungsnetze werden als Meta-Nahrungsnetze bezeichnet.
Mathematische Modelle haben Jahre lang einen Fokus auf klassische Meta-Populationsmodelle [43,113], die
Biogeographie von Inseln [67] und die Ökologie der Bewegung von Populationen gelegt [79]. Dennoch sind
explizite Untersuchungen der Dynamik von großen Meta-Nahrungsnetzen erst in den letzten 10 bis 20 Jahren
aufgekommen [10,15,37,41,76,90,92,98,111]. Basierend auf früheren Untersuchungen [19,64,77,100] und
den aktuelleren Arbeiten von Pillai et al. [89, 90] kann man erwarten, dass komplexe räumliche Umgebun-
gen zur Beständigkeit diverser Gemeinschaften beitragen, indem die Möglichkeiten für Generalisten zuneh-
men und schnelle Erholung von lokalen Störungen durch den Rescue-Effekt möglich wird. Vom Rescue-Effekt
spricht man, wenn das Aussterben der lokalen Population einer Spezies durch Einwanderung von Individuen
benachbarter Populationen der gleichen Spezies verhindert wird.
Frühe Meta-Populationsmodelle haben dabei nur eine einzelne Spezies betrachtet [64, 117, 126]. Diese Mo-
delle wurden mit der Zeit für Meta-Gemeinschaften mit ähnlichen konkurrierenden Spezies erweitert. Ein
Beispiel ist die Verbreitung verschiedener Gräser über verschiedene Gebiete von Grünflächen. Erst seit neuem
werden Räuber-Beute-Interaktionen in diese Art von ökologischenModellen eingeführt [10,36,76,89,90,98].
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Obwohl gezeigt wurdewie wichtig dieseMulti-Layer-Interaktionen sind [37,91], schränkt die erhebliche Kom-
plexität der resultierenden Modelle die Größe der Systeme auf wenige Spezies oder wenige räumliche Knoten
ein.
Eine Möglichkeit die Dynamik in Meta-Nahrungsnetzen zu beschreiben stellen Systeme von Differentialglei-
chungen dar. Den Populationen der verschiedenen Spezies in den verschiedenen Habitaten werden dabei
Verlust- und Wachstumsterme zugewiesen, welche die lokalen Interaktionen der Spezies im Nahrungsnetz
sowie die Dispersions-Vorgänge im räumlichen Netz beschreiben. Wenn ein expliziter Satz von Differential-
gleichungen vorliegt, können numerische Simulationen durchgeführt werden. Oft befinden sich natürliche
Systeme aber in einer Art von Langzeitverhalten, bei dem sich ein Gleichgewicht eingestellt hat. Dabei ist es
oft von großem Interesse Aussagen über die Stabilität eines solchen Gleichgewichts machen zu können, da
es katastrophale Folgen haben kann, wenn ein System seinen Gleichgewichtszustand verlässt. Ein mathema-
tisches Werkzeug für die Analyse der Stabilität von dynamischen Systemen ist die lineare Stabilitätsanalyse.
Dabei wird das betrachtete System um den entsprechenden Fixpunkt linearisiert, um so zu berechnen wie
das System auf kleine Störungen des Gleichgewichts reagiert. Kehrt ein System nach einer Störung in den
Gleichgewichtszustand zurück, so ist dieser stabil. Verlässt das System dagegen das Gleichgewicht nach der
Störung, so ist dieses instabil. Zentral ist bei der Linearisierung die Jacobi-Matrix, welche die Ableitungen
der Interaktionsterme nach den Populationsgrößen am Gleichgewichtspunkt beinhaltet und die Antwort des
Systems auf Störungen des Gleichgewichts beschreibt.
In der Realität ist es aber oft schwierig die verschiedenen Interaktionen klar zu charakterisieren. Um die
Interaktionsterme für ein Modell zu finden, müssen daher oft schwer zu begründende Annahmen getroffen
werden. Die Jacobi-Matrix eines Systems ist also in vielen Fällen nicht ohne weiteres zugänglich. Einen Ansatz,
um dieses Problem zu umgehen, stellt die generalisierte Methode dar [38]. Im Rahmen der generalisierten
Methode ist man nicht darauf angewiesen die Interaktionsterme explizit zu spezifizieren. Stattdessen reicht
es aus die Abhängigkeiten der verschiedenen Interaktionen von den beteiligten Populationen zu bestimmen.
Diese werden dabei durch Parameter charakterisiert, die sich direkt ökologisch interpretieren lassen. Dabei
wird das System auf den Fixpunkt, der untersucht werden soll, normiert. Auf diese Weise lassen sich Jacobi-
Matrizen mit einer realistischen Struktur konstruieren, die nur noch von diesen generalisierten Parametern
abhängen. Dadurch kann man statistische Aussagen über Ensembles von Modellen treffen und somit allge-
meine Faktoren identifizieren, die förderlich für die Stabilität eines Systems sind.
Reale Systeme sind oft Änderungen ausgesetzt und verweilen daher nicht unbegrenzt in demselben Zustand.
In dynamischen Systemen können sich also die Parameter und dadurch auch das Langzeitverhalten ändern.
Verändert man die Parameter eines dynamischen Systems auf eine Weise, dass sich die Stabilität der Gleichge-
wichte ändert, so spricht man von Bifurkationen. Solche Stabilitätsübergänge können in natürlichen Systemen
verheerende Auswirkungen haben. Während der Übergang von einem Fixpunkt zu Oszillationen mit niedriger
Amplitude recht harmlos ist, kann eine Bifurkation in einem ökologischem System zum Beispiel dazu füh-
ren, dass eine komplette Spezies ausstirbt oder gar das gesamte System kollabiert. Die Folgen sind dann oft
irreversibel.
In räumlichen Systemen können Bifurkationen zuMusterbildung führen. In Reaktions-Diffusions-Systemen im
kontinuierlichen Raum sind diffusionsgetriebene Instabilitäten ein gut verstandenes Phänomen, das erstmals
von Turing [119] und später unabhängig von Gierer und Meinhard [33] entdeckt wurde. Bei einer diffusions-
getriebenen Instabilität verliert ein homogener Zustand beim Überschreiten kritischer Parameterwerte durch
eine Bifurkation seine Stabilität, wodurch sich ein inhomogener Zustand einstellt. Bei einer Turing-Bifurkation
bilden sich dann stationäre räumliche Muster. Wenn sich dagegen raumzeitliche Muster entwickeln, die sich
wellenartig ausbreiten, spricht man von Wave-Instabilitäten.
Beispiele von musterbildenden Instabilitäten auf Netzwerken wurden von Nakao und Mikhailov [78] und
später Fernandes und de Aguiar [30] untersucht. In den untersuchten Systemen breiten sich die Individuen
verschiedener Spezies durch Random Walks auf dem Netzwerk diffusiv aus. Reaktionen beziehungsweise
Interaktionen zwischen den Spezies führen dann zu diffusionsgetriebenen Instabilitäten, die dem Turing-
Mechanismus entsprechen und zu Musterbildung führen.
3
Master-Stability-Funktionen für diffusionsgetriebene Instabilitäten
In Rahmen der vorliegenden Arbeit werden die Idee und der Formalismus von Nakao und Mikhailov [78]
weiterentwickelt. Dafür wird eine analytische Theorie von diffusionsgetriebenen Instabilitäten in Netzwer-
ken formuliert. Damit werden Systeme mit einer großen Zahl von nichtlinear interagierenden Spezies unter-
sucht. Die untersuchten Systeme bestehen also aus zwei verschiedenen Arten von Netzwerken: zum einen das
räumliche Netzwerk, auf dem sich die Spezies ausbreiten können und zum anderen das Netzwerk der lokalen
Interaktionen zwischen den Spezies. Während sich die verschiedenen Spezies durch die Art ihrer Interaktio-
nen unterscheiden, breiten sie sich mit potentiell unterschiedlichen Raten über das selbe räumliche Netzwerk
aus.
Komplexe Netzwerke werden nicht nur in der theoretischen Ökologie als Modelle verwendet. Sie bilden auch
einen mathematischen Rahmen, der verschiedene Gebiete im Bereich der komplexen Systeme, wie zum Bei-
spiel nichtlineare Dynamik, Chaos, Datenanalysen, zellulären Automaten, Graphentheorie und Musterbil-
dung, verbindet [81]. So wird in dieser Arbeit durch eine allgemeine Formulierung für diffusionsgetriebene
Instabilitäten in Netzwerken eine Verbindung zwischen nichtlinearer Dynamik, Graphentheorie und Muster-
bildung hergestellt. Dabei wird die Analogie zwischen diffusionsgetriebenen Instabilitäten im kontinuierlichen
Raum und diffusionsgetriebenen Instabilitäten in Netzwerken hergestellt. Der vorgestellte Ansatz ist dabei
nicht auf reine Diffusion beschränkt und funktioniert auch bei komplexeren dichteabhängigen beziehungs-
weise adaptiven Arten der Ausbreitung. Dazu werden Master-Stability-Funktionen verwendet, die vor allem
für die Stabilitätsanalyse von Grenzzyklen gekoppelter Oszillatoren verwendet werden [6,87].
Der vorgestellte Formalismus wird im Rahmen dieser Arbeit auf Meta-Nahrungsnetze angewendet. Dazu wird
die generalisierte Methode [38,39] mit dem Master-Stability-Funktions-Ansatz kombiniert, um die Einflüsse
der räumlichen Struktur auf die Stabilität des Systems von den Einflüssen der Dynamik zu trennen. Zudem
wird mit Hilfe von Simulationen expliziter Meta-Nahrungsnetzmodelle das Verhalten abseits des Fixpunktes
betrachtet. Dabei zeigt sich, dass im Fall von musterbildenden Instabilitäten das räumliche Muster mit Hil-
fe der Eigenvektoren der Laplace-Matrix des räumlichen Graphen in einem gewissen Rahmen vorhergesagt
werden kann. Die meisten Eigenvektoren der Laplace-Matrizen der zufälligen geometrischen Graphen, die
als Modell für die räumlichen Netze verwendet werden, sind dabei lokalisiert. Die Eigenvektoren haben also
nur für eine geringe Zahl von Knoten in einem eingeschränkten Bereich des Graphen signifikante Einträge.
Für das Meta-Nahrungsnetz bedeutet dies, dass sich solche Instabilitäten nur in einer bestimmten Region des
räumlichen Gebietes auswirken.
Der Einﬂuss globaler Spitzenräuber auf die Stabilität
Durch den Master-Stability-Funktions-Ansatz wurde eine Methode gefunden, mit der es möglich ist den Ein-
fluss des Raums auf die Stabilität von Meta-Nahrungsetzen besser zu verstehen. Als nächstes soll der Ein-
fluss, den Spitzenräuber auf die Stabilität von Nahrungsnetzen haben, untersucht werden. Habitatverlust,
Übernutzung und zahlreiche andere Stressfaktoren haben zu einem globalen Verlust von Spitzenräubern ge-
führt [109]. Zum Beispiel sind auf den Britischen Inseln alle großen Spitzenräuber wie der Wolf, der Bär und
der Luchs ausgestorben. In Nahrungsnetzen haben aber besonders Spitzenräuber eine wichtige Funktion. Sie
kontrollieren unter anderem die Populationen ihrer Beutespezies. Der Einfluss von Spitzenräubern ist dabei
größer, als es der geringe Anteil der Spitzenräuber an der Gesamtbiomasse des Nahrungsnetzes vermuten
ließe [17, 39, 86, 97]. Der Verlust der großen Spitzenräuber hinterlässt das System anfälliger für zukünftige
Störungen.
Ein wichtiger Faktor, der zur Rolle von Spitzenräubern beiträgt, ist die räumliche Natur ökologischer Systeme.
Spitzenräuber sind in der Regel große, sehr mobile Spezies und verfügen über große Einzugsgebiete, die sie
benötigen, um ihren Nahrungsbedarf zu decken. Dabei haben sie oft eine ganz andere Perspektive als andere
Spezies. Während eine Landschaft aus der Sicht einer Maus wie ein komplexes Netzwerk von verschiedenen
Habitaten erscheint, sieht ein darüber kreisender Adler nur ein einzelnes großes Habitat. Die andere Perspek-
tive des Spitzenräubers auf die Landschaft ist interessant, weil der Spitzenräuber so die Biomassenflüsse in
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den verschiedenen Habitaten verbinden und auf diese Weise lange Schleifen in Nahrungsnetzen schließen
kann.
Im Rahmen dieser Arbeit wird ein generalisiertes Modell für Meta-Nahrungsnetze konstruiert, die über globa-
le Räuber verfügen, die das gesamte räumliche Netzwerk als einzelnes großes Habitat wahrnehmen, in dem
sie jagen können. Für die lineare Stabilitätsanalyse homogener Fixpunkte dieses Modells wird der Master-
Stability-Funktions-Ansatz für Systeme mit globalen Spezies verallgemeinert. Mit Hilfe des formulierten Mo-
dells wird dann für verschiedene Klassen von Systemen der Anteil der stabilen Netze in entsprechenden
Ensembles berechnet. Dabei werden verschiedene Konfigurationen von Meta-Nahrungsnetzen mit und ohne
globalem Spitzenräuber verglichen. Die Ergebnisse, die mit Hilfe von Master-Stability-Funktionen für ho-
mogene Systeme gewonnen wurden, werden anhand von kleineren heterogenen Systemen überprüft. Die
gezeigten Ergebnisse legen nahe, dass die stabilisierende Funktion der Spitzenräuber nicht nur davon ab-
hängt, dass sie über eine Vielzahl von Beutespezies verfügen, sondern auch davon, dass sie sich frei in ihrem
Einzugsgebiet bewegen können.
Die Rekonstruktion von Jacobi-Matrizen aus stochastischen Zeitreihen
Mit Hilfe des Master-Stability-Funktions-Ansatzes und der entsprechenden Erweiterung für globale Spezies
ist es möglich strukturelle Faktoren in zeitlich konstanten Systemen zu identifizieren, die einen Einfluss auf
die Stabilität haben. Es ist aber nicht nur interessant, ein besseres Verständnis über die strukturellen Einflüsse
auf die Stabilität eines Systems zu erlangen. Oft werden Systeme über einen längeren Zeitraum beobachtet.
Wenn sich im Laufe der Zeit die Systemparameter ändern, dann kann der Zustand in dem sich das System
befindet durch eine Bifurkation seine Stabilität verlieren. Das kann katastrophale und oft irreversible Folgen
nach sich ziehen. Es ist also von besonderem Interesse Prognosen über die Zukunft des Systems machen zu
können, um möglichst früh Anzeichen für einen eventuell bevorstehenden Verlust der Stabilität zu erkennen.
Ein Ansatz ist es, explizite mathematische Modelle zu formulieren, ummit diesen die zukünftige Entwicklung
des Systems zu extrapolieren. In der Realität stehen aber oft keine Modelle zur Verfügung, die ausreichend
genaue Ergebnisse liefern können. Einen Ansatz dafür stellen Methoden dar, welche die Korrelationen in
den Zeitreihen des Systems analysieren, um so etwaige Stabilitätsübergänge vorherzusagen. Dazu werden
Zeitreihen mit einer hohen zeitlichen Auflösung benötigt. Die modellbasierten und die korrelationsbasierten
Ansätze für die Vorhersage kritischer Übergänge können als zwei extreme Strategien betrachtet werden.
Modellbasierte Ansätze setzen strukturelles Wissen über das System voraus und verwenden reale Daten, um
die Modellparameter zu fitten. Korrelationsbasierte Methoden benötigen dagegen kein strukturelles Wissen
über das System, benötigen aber eine große Menge von Zeitreihendaten [23,105].
Die hohen Anforderungen beider Ansätze sind oft Hinderungsgründe in der Anwendung. Eine Möglichkeit ist
es, einen hybriden Ansatz zu formulieren, mit dem die einzelnen Anforderungen reduziert werden können. In
vielen potentiellen Anwendungsgebieten sind einige Aspekte des Systems gut verstanden, weil verschiedene
Variablen über physikalische Gesetze zusammenhängen oder logischen Einschränkungen unterliegen [105],
während andere Aspekte weniger gut verstanden sind. Ein Mittelweg wäre es, die Menge der Daten, die
für einen korrelationsbasierten Ansatz benötigt werden, durch das Einbringen struktureller Informationen zu
reduzieren.
Einen Ansatz für Frühwarnsignale kritischer Übergänge bietet die lineare Stabilitätsanalyse [61,93]. In die-
ser Arbeit wird eine Methode vorgestellt, mit der man die Jacobi-Matrix eines Systems rekonstruieren kann,
indem man die Kovarianzmatrix einer verrauschten Zeitreihe berechnet und strukturelle Informationen aus-
nutzt, durch welche die Interaktionen der verschiedenen Populationen des Systems eingeschränkt werden.
Der führende Eigenwert der rekonstruierten Jacobi-Matrix kann dann als Frühwarnsignal verwendet werden.
Nähert sich dessen Realteil im Trend der Null, wenn sich die Systemparameter ändern, so steht dem Sys-
tem ein Stabilitätsübergang bevor. Der Punkt an dem der Nulldurchgang stattfindet ist dann der erwartete
Bifurkationspunkt.
Um die vorgestellte Methode zu testen, wird diese auf Zeitreihen angewendet, die mit Hilfe von, um stochas-
tische Fluktuationen erweiterten, expliziten Meta-Nahrungsnetzmodellen erzeugt worden sind. Dabei zeigt
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sich eine gute Übereinstimmung zwischen den Eigenwerten der rekonstruierten Jacobi-Matrix und den Eigen-
werten der Jacobi-Matrix des zugrundeliegenden deterministischen Systems. Die Genauigkeit nimmt in der
Nähe einer bevorstehenden Bifurkation zu. Obwohl mit der Methode eine hohe Genauigkeit erreicht werden
kann, ist die Menge der dafür benötigten Daten immer noch sehr groß.
Allgemein
Die in dieser Arbeit gezeigten Methoden basieren auf der linearen Stabilitätsanalyse, die ein wichtiges Werk-
zeug in der Analyse komplexer dynamischer Systeme ist und somit Anwendung in vielen Gebieten findet,
die weit über die theoretische Ökologie hinaus gehen. In dieser Arbeit beschränken wir uns jedoch auf die
biologische Anwendung und betrachten Modelle für Meta-Nahrungsnetze. Diese bieten einen hohen Grad
an Komplexität. Die Dynamik von Meta-Nahrungsnetzen ist im Allgemeinen hochgradig nichtlinear und die
Struktur der Verknüpfungen hat, wie wir sehen werden, einen großen Einfluss auf die Stabilität des Systems.
Zentral für die lineare Stabilitätsanalyse ist die Jacobi-Matrix, die Informationen über alle Abhängigkeiten
des Systems in der Nähe des betrachteten Gleichgewichts beinhaltet. Mit der generalisierten Methode sind
wir in der Lage Jacobi-Matrizen für breite Klassen von ökologischen Modellen zu konstruieren. Der Master-
Stability-Funktions-Ansatz ermöglicht es, die Jacobi-Matrix für homogene Systeme effektiv zu diagonalisie-
ren, wodurch es möglich wird sehr große Systeme zu untersuchen. Und die Methode zur Rekonstruktion von
Jacobi-Matrizen bietet einen direkten Zugang zur Jacobi-Matrix eines Systems aus den Zeitreihendaten un-
ter Zuhilfenahme einiger struktureller Informationen. Diese Arbeit wendet also Methoden, die allgemein für
die Analyse komplexer dynamischer Systeme zur Verfügung stehen, auf Meta-Nahrungsnetze an, um so die
Stabilität dieser ökologischen Systeme zu untersuchen.
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Aufbau der Arbeit
In Teil II werden einige Grundlagen rekapituliert, auf die dann in den folgenden Teilen zurückgegriffen wird.
Zunächst werden Meta-Nahrungsnetzmodelle eingeführt. Zudem wird erläutert, wie mit Hilfe von Zufallsma-
trixmethoden die Stabilität von Nahrungsnetzen untersucht werden kann. Dann wird der Ansatz der linearen
Stabilitätsanalyse präsentiert, der dabei Anwendung findet. Im Anschluss wird die generalisierte Methode
vorgestellt, die einen Ansatz bietet, die lineare Stabilitätsanalyse auf komplexe nichtlineare dynamische Sys-
teme anzuwenden ohne dabei alle Interaktionsfunktionen explizit definieren zu müssen. Als Beispiel wird ein
generalisiertes Modell für ein einfaches Räuber-Beute-System gezeigt. Im Anschluss werden das ökologische
Nischenmodell und zufällige geometrische Graphen vorgestellt. Mit Hilfe des Nischenmodells werden in den
folgenden Teilen dieser Arbeit Nahrungsnetze konstruiert, die dann in räumliche Netze eingebettet werden,
die wiederum als zufällige geometrische Graphen modelliert werden.
In Teil III wird der Ansatz der Master-Stability-Funktionen für die Analyse von diffusionsgetriebenen Insta-
bilitäten in Reaktions-Diffusionssystemen mit diskretem Raum vorgestellt. Dabei wird zunächst die Analogie
zwischen der Diffusion im kontinuierlichen und im diskreten Raum herausgearbeitet. Dann werden diffusi-
onsgetriebene Instabilitäten im kontinuierlichem Raum rekapituliert. Anschließend wird mit Hilfe des Master-
Stability-Funktions-Ansatzes gezeigt, dass diffusionsgetriebene Instabilitäten im diskreten Raum sich ebenso
elegant verstehen lassen wie im kontinuierlichen Raum. Dieser Ansatz wird auf ein generalisiertes Meta-
Nahrungsnetzmodell angewendet. Dabei wird im Eigenwertproblem der Jacobi-Matrix, dass im Rahmen der
linearen Stabilitätsanalyse gelöst werdenmuss, die Struktur des räumlichen Netzes von der Dynamik getrennt.
Die Struktur des räumlichen Netzes geht dann nur noch über das Spektrum der entsprechenden Laplace-
Matrix ein. Die Eigenvektoren der Laplace-Matrix können unter bestimmten Bedingungen als Indikator für
räumliche Muster dienen. Dies wird anhand von expliziten Simulationen veranschaulicht. Der vorgestellte
Ansatz ist nicht auf Diffusion beschränkt und lässt sich auch auf dichteabhängige beziehungsweise adaptive
Formen der Dispersion anwenden.
In Teil IV wird der Master-Stability-Funktions-Ansatz für die Analyse von Meta-Nahrungsnetzen mit globalen
Spezies erweitert, die das gesamte Netzwerk von Habitaten als einzelnes großes Habitat wahrnehmen, in dem
diese jagen können. Dazu wird ein generalisiertes Modell eingeführt, in dem ein Meta-Nahrungsnetz um die
besagten globalen Spezies erweitert wird. Für den Fall homogener Systeme wird dann gezeigt, dass eine
Erweiterung des Master-Stability-Funktions-Ansatzes genutzt werden kann, um die Eigenwerte der Jacobi-
Matrix zu berechnen. Mit Hilfe des zuvor formulierten generalisierten Modells werden dann Ensembles von
Meta-Nahrungsnetzen erzeugt, die über einen globalen Spitzenräuber verfügen. Die Analyse dieser Ensembles
offenbart, dass globale Spitzenräuber einen stabilisierenden Einfluss auf Meta-Nahrungsnetze haben, wenn
sie über eine Vielzahl von Beutespezies verfügen. Die Ergebnisse des homogenen Modells werden dann durch
die Analyse kleinerer heterogener Systeme bekräftigt.
In Teil V der Arbeit wird eine Methode vorgestellt, mit der die Jacobi-Matrix eines Systems aus einer Zeitrei-
he unter Zuhilfenahme von strukturellen Einschränkungen rekonstruiert werden kann. Zunächst wird die
Herleitung der dafür verwendeten Beziehung zwischen der Jacobi-Matrix des Systems und der Kovarianz-
Matrix der Zeitreihe rekapituliert. Dann wird die Methode zur Rekonstruktion der Jacobi-Matrix eingeführt.
Diese wird dann auf ein Meta-Nahrungsnetzmodell angewendet. Zum einen wird aus einem generalisiertem
Räuber-Beute-Modell auf sechs Habitaten, dessen Bifurkationen bekannt sind, ein explizites Modell abge-
leitet. Außerdem wird ein größeres System mit vier Spezies auf 15 Habitaten betrachtet. Als Vergleich für
das Räuber-Beute-System wird noch das Rosenzweig-MacArthur-Modell herangezogen, das um einen qua-
dratischen Verlustterm des Räubers erweitert wurde und nicht aus einem generalisierten Modell abgeleitet
worden ist. Mit Hilfe des Euler-Maruyama-Verfahrens werden aus den verschiedenen Modellen stochastische
Zeitreihen erzeugt. Aus diesen werden die Jacobi-Matrizen der entsprechenden Systeme rekonstruiert und de-
ren Eigenwerte berechnet. Der führende Eigenwert der rekonstruierten Jacobi-Matrix kann dabei verwendet
werden, um die Stabilität des Systems zu beurteilen. Beobachtet man den Trend des führenden Eigenwerts
unter Variation der Parameter des Systems, kann dieser als Frühwarnsignal für bevorstehende Bifurkationen
verwendet werden.
Zum Abschluss wird dann die gesamte Arbeit in einer alle Teile umfassenden Diskussion rekapituliert.
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Teil II.
Grundlagen
9
1. Nahrungsnetze und deren Stabilität
In dieser Arbeit wird die Stabilität von Nahrungsnetzen diskutiert. Nahrungsnetze dienen als Modelle für die
komplexen Räuber-Beute-Interaktionen verschiedener Spezies. Die Knoten eines Nahrungsnetzes repräsen-
tieren dabei die verschiedenen Spezies und die gerichteten Kanten die Fressbeziehungen der Spezies unter-
einander. In einem Nahrungsnetz kann man zwischen basalen Spezies, die über keine eigene Beute verfügen,
intermediären Spezies, die sowohl von Räubern gejagt werden als auch über Beute verfügen, und Spitzen-
räubern, die selbst keine Fressfeinde haben, unterscheiden. Die verschiedenen Spezies lassen sich dabei in
trophische Ebenen einteilen, die deren Position im Nahrungsnetz widerspiegeln. Die basalen Spezies befinden
sich dabei in der ersten trophischen Ebene, die intermediären Spezies in den mittleren trophischen Ebenen
und die Spitzenräuber in den oberen trophischen Ebenen. In Abbildung 1.1 wird ein Beispiel für ein Nah-
rungsnetz gezeigt, das an die Antarktis angelehnt ist.
Die Konnektivität C ist ein Maß für den Grad der Verknüpfungen in einem Nahrungsnetz. Verfügt ein Nah-
rungsnetz über S Spezies und L Links, also Fressbeziehungen zwischen den Spezies, dann ist Konnektivität
das Verhältnis der realisierten zu den insgesamt möglichen Links. Wenn alle Spezies miteinander und auch
mit sich selbst verbunden sein können, gilt C = LS2 . Wird Kannibalismus, also Links von Spezies mit sich selbst,
ausgeschlossen, dann gilt C = LS(S−1) .
Später werden Nahrungsnetze in einen räumlichen Kontext einbettet und somit sogenannte Meta-Nahrungs-
netze betrachtet. Dabei kann ein kontinuierlicher Raum ebenso wie ein diskretes Netzwerk von Habitaten,
zwischen denen sich die verschiedenen Spezies ausbreiten können, als räumliche Struktur dienen. Die Aus-
breitung der verschiedenen Spezies im Raum wird auch als Dispersion bezeichnet.
Ein Nahrungsnetz stellt zunächst nur eine statische Repräsentation der Fressbeziehungen zwischen den Spezi-
es dar. Um die Stabilität von Nahrungsnetzen zu untersuchen, werden aber dynamische Modelle benötigt, mit
denen die zeitliche Entwicklung der Nahrungsnetze beschrieben werden kann. Typischerweise können hier-
für Systeme von Differentialgleichungen verwendet werden. In einemMeta-Nahrungsnetz wird üblicherweise
jeder Spezies eine Populationsgröße in jedem Habitat zugeordnet, in der diese vorkommt. Die Gleichungen
beschreiben dann die zeitliche Änderung der Populationsgrößen über Wachstums- und Verlustterme. Wir be-
trachten beispielsweise ein Meta-Nahrungsnetz mit S Spezies, die sich auf N räumlichen Habitaten befinden.
Die Populationsgröße von Spezies i = 1, . . . ,S auf Habitat k = 1, . . . ,N bezeichnen wir als X ki . Der Vektor
Xk = (X k1 , . . . ,X
k
S ) enthält alle Populationsgrößen in Habitat k. Ein recht allgemeiner Satz von Differentialglei-
chungen für die Dynamik des Systems ist dann gegeben durch:
Ẋ ki = Gi(X
k
i )⏞ ⏟⏟ ⏞
Intrinsisches
Wachstum
− Mi(X ki )⏞ ⏟⏟ ⏞
Intrinsische
Verluste
+ ϵiFi(X
k)⏞ ⏟⏟ ⏞
Wachstum
durch Jagd
− D(Xk)⏞ ⏟⏟ ⏞
Verlust
durch Jagd
+
∑︂
l∈N (k)
Ekl(Xk,Xl)− E lk(Xlk,Xkl)⏞ ⏟⏟ ⏞
Wachstum bzw. Verlust
durch Dispersion
, (1.1)
wobei die Summe über die Nachbarhabitate N (k) von Habitat k gebildet wird. Im Verlauf dieser Arbeit
werden wir unter anderem Modelle dieser Art betrachten.
Mathematische Nahrungsnetzmodelle wie das oben beschriebene werden als vereinfachte Beschreibung realer
Systeme genutzt, um ökologische Phänomene formal beschreiben und untersuchen zu können. Von besonde-
rem Interesse ist dabei die Frage, wie gut ein gegebenes Meta-Nahrungsnetz Störungen widerstehen kann.
Dabei werden abhängig von der genauen Fragestellung verschiedene Kriterien verwendet, um die Stabilität
des Systems zu bewerten [62]:
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• Asymptotische Stabilität eines Gleichgewichts liegt vor, wenn das System nach einer Störung in das
Gleichgewicht zurückkehrt. Die Störungen des Gleichgewichts sind gedämpft.
• Die Resilienz ist die Wiederkehrzeit des Systems in den Ausgangszustand nach einer Störung. Somit ist
die Resilienz nur für asymptotisch stabile Gleichgewichte definiert.
• Die Persistenz ist der Anteil der koexistierenden Spezies nachdem sich ein neues Gleichgewicht im
System eingestellt hat. Wenn alle Spezies in einem Gleichgewicht koexistieren ist die Persistenz gleich
1, sterben dagegen einige Spezies aus, so ist die Persistenz kleiner.
• Strukturelle Stabilität liegt vor, wenn kleine Änderungen der Systemparameter keinen qualitativen
Einfluss auf das Langzeitverhalten des Systems haben. Wenn sich das System in einem Gleichgewicht
befindet, in dem alle Spezies koexistieren, führt in einem strukturell stabilen System eine kleine Än-
derung der Systemparameter dazu, dass sich ein leicht anderer Fixpunkt einstellt, in dem weiterhin
alle Spezies koexistieren. Es tritt also keine Bifurkation auf. Eine Bifurkation würde das Langzeitverhal-
ten qualitativ ändern, wodurch sich beispielsweise ein Gleichgewicht, in dem nicht mehr alle Spezies
koexistieren, oder eine Form von nicht-stationärem Verhalten einstellt.
• Die temporale Stabilität quantifiziert die Stabilität von Fluktuationen über die Zeit. Sie ist definiert
als das Verhältnis des Mittelwerts zur Standardabweichung einer Variable. Es handelt sich also um den
Kehrwert des Variationskoeffizienten.
• Die Robustheit bewertet den Widerstand eines Systems gegen den Verlust weiterer Spezies, nachdem
eine Spezies entfernt wurde. Damit wird der Widerstand des Systems gegen Aussterbekaskaden be-
schrieben.
• DerWiderstand gegen Invasionen bewertet wie gut das System der Invasion neuer Spezies widerstehen
kann.
Die in dieser Arbeit verwendeten Methoden basieren auf der Analyse der asymptotischen Stabilität von
Fixpunkten. Die asymptotische Stabilität eines dynamischen Systems, so wie es zum Beispiel durch Glei-
chung (1.1) gegeben ist, kann durch die lineare Stabilitätsanalyse untersucht werden, die im nächsten Kapitel
im Detail besprochen wird. Im Rahmen dieser wird das System um einen Gleichgewichtspunkt linearisiert,
um so die Stabilität des Gleichgewichts zu untersuchen, wenn das System kleinen Störungen ausgesetzt wird.
Man kann die strukturelle Stabilität einer Klasse von Systemen quantifizieren, indem man den Anteil der
Systeme in einem entsprechenden Ensemble bestimmt, die über einen stabilen Fixpunkt mit koexistierenden
Spezies verfügen. Der Anteil der stabilen Systeme im Ensemble spiegelt dann die Wahrscheinlichkeit wieder,
dass ein Fixpunkt dieser Art existiert. Diese Wahrscheinlichkeit hängt direkt mit dem Volumen im Parameter-
raum zusammen, indem ein entsprechender stabiler Fixpunkt existiert.
Zufallsmatrixmethoden stellen eine Möglichkeit dar, die Stabilität von Ensembles von Systemen zu untersu-
chen. Dabei werden zufällig Matrizen erzeugt, welche die Interaktionen in einem System in linearer Näherung
beschreiben. Dadurch ist es möglich statistische Aussagen über die Stabilität bestimmter Klassen von Syste-
men zu treffen, anstatt nur einen einzelnen Satz von expliziten Gleichungen zu betrachten, der ein Modell
spezifiziert.
Bereits im Jahr 1972 hat Robert May mit Hilfe einer Zufallsmatrixmethode den Zusammenhing zwischen der
Größe und der Komplexität eines Systems und dessen Stabilität untersucht [70]. Dabei hat er eine Taylor-
Entwicklung des Systems in der Nähe eines Fixpunktes durchgeführt:
dx
dt
= Ax= (B− I)x . (1.2)
Der Vektor x enthält die Störungen der Populationen um den Fixpunkt. Die Matrix A ist eine Interaktionsma-
trix, die beschreibt, welchen Effekt die verschiedenen Spezies in der Nähe des Fixpunktes aufeinander haben.
Im Rahmen der linearen Stabilitätsanalyse wird diese später auch als Jacobi-Matrix bezeichnet. In Mays An-
satz setzt sich diese Interaktionsmatrix aus einer Zufallsmatrix B und der Einheitsmatrix I zusammen. Durch
die negative Einheitsmatrix wird eine Dämpfung der Störungen beschrieben, durch die die Zeitskala festge-
legt wird. Die Matrix B beschreibt die Interaktionen der verschiedenen Spezies. Die Einträge von B können mit
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gleicher Wahrscheinlichkeit positiv oder negativ sein. Sie stammen aus einer Wahrscheinlichkeitsverteilung
mit dem Mittelwert 0 und dem quadratischen Mittel α. Die Konnektivität C geht in das Modell ein, indem
die Stärken der durch die Interaktionsmatrix gegebenen Links mit einer Wahrscheinlichkeit von C aus der
besagten Verteilung gezogen und sonst auf Null gesetzt werden. Im Grenzwert für eine große Anzahl von
Spezies S erhält man die folgende Bedingung dafür, dass das System fast sicher stabil ist:
α(SC)
1
2 < 1 . (1.3)
Das würde bedeuteten, dass große, dicht vernetze Systeme instabil sein müssten. Das deckt sich jedoch nicht
mit der empirischen Beobachtung. Nahrungsnetze in der Natur verfügen oft über eine große Zahl von Spezies
und Fressbeziehungen. Eine Erklärung für diese Diskrepanz ist die Tatsache, dass in Mays Ansatz eine kom-
plett zufällige Interaktionsmatrix verwendet wird. In realistischen Nahrungsnetzen verfügen die Interaktionen
aber über eine gewisse Struktur.
Eine neuere Arbeit von Allesina und Tang [4] baut auf Mays Ansatz auf und betrachtet verschiedene Arten von
Interaktionen. In demModell zeigt sich, dass Räuber-Beute-Interaktionen stabilisierend sind. Dagegen wirken
sich Mutualismus und Konkurrenz, also Interaktionen die entweder beiden Partnern nutzen oder schaden,
destabilisierend aus. Das Modell von May wurde von Gravel et al. [37] auf Meta-Nahrungsnetze erweitert.
Dabei hat sich gezeigt, dass Dispersion einen stabilisierenden Effekt hat, wenn die verschiedenen Habitate
ausreichend unkorreliert sind.
Gross et al. [39] haben einen anderen Ansatz gewählt, indem sie mit Hilfe der generalisierten Methode, die in
Kapitel 3 erläutert wird, Jacobi-Matrizen erzeugt haben, deren Struktur besser zu der realistischer Systeme
passt. Dadurch konnten verschiedene Faktoren identifiziert werden, die zur Stabilität von Nahrungsnetzen
beitragen. Nahrungsnetze sind demzufolge stabiler, wenn die Spezies in den hohen trophischen Ebenen über
mehrere Beutespezies verfügen und die Spezies in intermediären trophischen Ebenen von mehreren Räubern
gefressen werden.
Das zeigt, dass es nötig ist, die Struktur der Nahrungsnetze im Detail zu betrachten, um stabilisierende Fakto-
ren zu identifizieren. In Meta-Nahrungsnetzen ist neben der Struktur der Fressbeziehungen auch die Struktur
des Raums von Bedeutung, in den das Nahrungsnetz eingebettet ist. In Teil III dieser Arbeit wird ein Ansatz
vorgestellt, mit dem die räumliche Komponente in der Stabilitätsanalyse von der Dynamik des Nahrungsnet-
zes getrennt werden kann. Auf dieseWeise ist es möglich, zwischen den räumlichen und lokalen Einflüssen auf
die Stabilität zu unterscheiden. In Teil IV dieser Arbeit wird dieser Ansatz dann auf Systeme erweitert, in de-
nen es globale Spezies gibt, die das gesamte räumliche Netzwerk als ein einziges großes Habitat wahrnehmen,
in dem sie jagen können. Mit diesem Ansatz wird gezeigt, dass globale Spitzenräuber einen stabilisierenden
Einfluss auf Meta-Nahrungsnetze haben können, wenn sie über mehrere Beutespezies verfügen.
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Krill
Fische
Seehunde
Oktopus
Vögel Pinguine
Orca
TE 1
TE 2
TE 3
TE 4
Basale 
Spezies
Intermediäre 
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Abbildung 1.1.: Darstellung eines Nahrungsnetzes. Dargestellt sind verschiedene Spezies, die über Fressbe-ziehungen verbunden sind. Die Pfeile zeigen dabei in Richtung des Biomassenﬂusses, alsovon der Beute zum Räuber. Gekennzeichnet sind die trophischen Ebenen der verschiedenenSpezies. In der ersten trophischen Ebene (TE1) beﬁnden sich das Plankton, das als basa-le Spezies im Netz über keine Beute verfügt. Alle Spezies der zweiten trophischen Ebene(TE2) konsumieren Plankton. Die Spezies aus der dritten trophischen Ebene (TE3) fressenwiederum die Spezies aus der zweiten Ebene. Der Orca frisst als einzige Spezies der vier-ten trophischen Ebene (TE4) aus der dritten Ebene. Da weder Orca noch Vögel selbst gejagtwerden, sind diese die Top-Spezies oder Spitzenräuber des Netzes. Alle Spezies in den mitt-leren Ebenen, die sowohl über Beute verfügen als auch von Räubern gejagt werden, werdenals intermediäre Spezies bezeichnet. Die Abbildung wurde von Michaela Hamm erstellt undfür diese Arbeit bereit gestellt.
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2. Lineare Stabilitätsanalyse
Die Stabilität von Fixpunkten kann mit Hilfe der linearen Stabilitätsanalyse untersucht werden. Dabei wird
das System um den Fixpunkt linearisiert. So erhält man die Jacobi-Matrix, welche die Antwort des Systems
auf kleine Störungen um den Fixpunkt beschreibt. Mit den Eigenwerten der Jacobi-Matrix lässt sich dann die
Stabilität des Fixpunktes bestimmen. Dieser Abschnitt basiert auf den mathematischen Grundlagen in Barter
et al. (2019) und dem Skript zur Vorlesung über komplexe dynamische Systeme von Professor Drossel.
Wir betrachten ein dynamisches System, das durch ein System gewöhnlicher Differentialgleichungen gegeben
ist, welche die zeitliche Entwicklung der Variablen x= (x1, . . . , xN )T in Abhängigkeit eines Parametersatzes p
definieren:
ẋ= f (x,p) . (2.1)
Befindet sich das System in einem Fixpunkt x∗(p), so kommt die Dynamik zum Erliegen:
f (x∗,p) = 0 . (2.2)
Ansatz der linearen Stabilitätsanalyse ist es, die Antwort des Systems auf eine Störung δx in der Nähe eines
Fixpunktes x∗ zu betrachten:
x(t) = x∗ +δx(t) , (2.3)
ẋ(t) = δẋ(t) = f (x∗ +δx,p) . (2.4)
Daraus ergibt sich für die Zeitentwicklung der Störung in linearer Näherung das Differentialgleichungssystem:
δ ẋ i ≈
∑︂
j
d fi
dx j
|︁|︁|︁|︁
x∗
δx j . (2.5)
Die Antwort des Systems auf die kleinen Störungen kann dann also mit Hilfe der Jacobi-Matrix J beschrieben
werden. Deren Elemente sind gegeben durch:
Ji j =
d fi
dx j
|︁|︁|︁|︁
x∗
. (2.6)
Mit der Jacobi-Matrix kann Gleichung (2.4) als Matrixgleichung geschrieben werden:
δẋ= Jδx . (2.7)
Lösungen lassen sich mit Hilfe des Eigenwertproblems der Jacobi-Matrix finden:
Jv= λv . (2.8)
Damit ergibt sich für die Zeitentwicklung der Störung eine Lösung der Form:
δx=
∑︂
k
ck e
λk t vk , (2.9)
wobei die Summe über alle Paare von Eigenwerten λk und Eigenvektoren vk der Jacobi-Matrix gebildet wird.
Dabei sind ck konstante Koeffizienten. Wenn der Realteil aller Eigenwerte λk kleiner als Null ist, handelt
es sich um einen stabilen Fixpunkt. Kleine Störungen um den Fixpunkt klingen dann exponentiell ab. Gibt
14
es allerdings ein λk mit positivem Realteil, so wachsen Störungen um den Fixpunkt in der entsprechenden
Eigenrichtung exponentiell an.
Eine kontinuierliche Änderung der Parameter p verursacht im Allgemeinen eine kontinuierliche Änderung der
Eigenwerte. Wenn in einem stabilen System durch eine solche Änderung der Parameter einer oder mehrere
Realteile der Eigenwerte positiv werden, tritt eine Bifurkation auf und das Verhalten des Systems erfährt eine
qualitative Änderung.
Da die Jacobi-Matrix reell ist, sind deren Eigenwerte entweder reell oder es bilden sich komplex konjugierte
Paare. Daher kann man zwei fundamentale Arten von Bifurkationen unterscheiden. Bei sattelknotenartigen
Bifurkationen wird ein einzelner reeller Eigenwert durch einen Nulldurchgang positiv. Typische Beispiele
hierfür sind neben der Sattel-Knoten-Bifurkation die Heugabel-Bifurkation und die transkritische Bifurkation.
Durch diese Bifurkationen ändert sich entweder die Anzahl der Fixpunkte des Systems oder die Fixpunkte
tauschen ihre Stabilitätseigenschaften.
Bei einer Hopf-Bifurkation erfährt der Realteil eines Paars von komplex konjugierten Eigenwerten einen Null-
durchgang. Diese Bifurkation wird im Allgemeinen mit Oszillationen, zumindest mit Oszillationen der Tran-
sienten, in Verbindung gebracht, wenn das System den Fixpunkt verlässt.
Beide Arten von Bifurkation können in verschiedenen Formen auftreten. Einige davon verursachen nur milde
nicht-katastrophale Übergänge, wie zum Beispiel einen Übergang von stationärem Verhalten zu Oszillatio-
nen mit kleiner Amplitude. Andere können dagegen katastrophale und potentiell irreversible Änderungen
bedeuten, wenn das System seinen Gleichgewichtspunkt verlässt. Die verschiedenen Arten von Bifurkationen
können durch deren Normalformen unterschieden werden, in die auch Terme höherer Ordnung eingehen.
Das wird an dieser Stelle aber nicht weiter vertieft.
In räumlich ausgedehnten Systemen, die auf einem kontinuierlichen Raum oder auf diskreten Netzwerken de-
finiert sein können, treten die zwei fundamentalen Arten von Bifurkationen wiederum in zwei Ausprägungen
auf. Eine Bifurkation kann entweder alle Punkte im Raum gleichermaßen betreffen oder es können sich räum-
lich inhomogene Muster ausbilden. Zur Unterscheidung werden die inhomogenen sattelknotenartigen Bifur-
kationen als Turing-Bifurkationen und die inhomogenen hopfartigen Bifurkationen als Wave-Instabilitäten
bezeichnet.
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3. Generalisierte Methode
Die generalisierte Methode ist ein Ansatz für die lineare Stabilitätsanalyse komplexer nichtlinearer dynami-
scher Systeme [38]. Die Methode greift auf allgemeine Modelle zurück, deren Interaktionsterme nicht explizit
definiert werden müssen. Dabei wird das System auf einen Fixpunkt normiert, der nicht explizit berechnet
werden muss. Im Rahmen der linearen Stabilitätsanalyse wird die Jacobi-Matrix des Systems am betrachteten
Fixpunkt berechnet. Diese hängt dann von einem Satz von Parametern ab, die im Fall von Nahrungsnetzen kla-
re ökologische Interpretationen aufweisen. Auf diese Weise können Jacobi-Matrizen mit realistischer Struktur
konstruiert werden. Dadurch können statistische Untersuchungen über Ensembles einer breiten Klasse von
Modellen durchgeführt werden [38, 39]. In diesem Kapitel wird zunächst die Vorgehensweise der generali-
sierten Methode anhand eines einfachen Beispiels mit nur einer Population vorgeführt. Im Anschluss wird
noch ein generalisiertes Modell für ein Räuber-Beute-System mit zwei Populationen vorgestellt.
Wir betrachten ein allgemeines System mit einer Population X , dem Wachstum G und dem Verlust L. Oh-
ne weitere Details über den Wachstums- und Verlustprozess zu kennen wird das System über die folgende
Gleichung modelliert:
Ẋ = G(X )− L(X ) . (3.1)
Dabei sind G und L nicht näher spezifizierte Funktionen. Es wird angenommen, dass das System den sta-
tionären Zustand X ∗ hat. Diese Annahme ist im Allgemeinen erfüllt, da Gleichung (3.1) in gewissem Sinne
eine Menge möglicher plausibler Modelle darstellt, die auf den verfügbaren Informationen basiert. Für jeden
gegebenen Zustand X ∗ kann in dieser Menge ein spezifisches Modell gefunden werden [58].
Es werden die normierten Variablen x = XX ∗ und die normierten Funktionen g(x) =
G(X )
G(X ∗) und l(x) =
L(X )
L(X ∗)
eingeführt. Damit wird Gleichung (3.1) umgeschrieben als
ẋ = α [g(x)− l(x)] , (3.2)
mit α = G
∗
X ∗ =
L∗
X ∗ . Dabei bezeichnen G
∗ = G(X ∗) und L∗ = L(X ∗) die Funktionswerte am Fixpunkt. Im nor-
mierten System ist der betrachtete stationäre Zustand x∗ = 1. Die Stabilität des Systems wird mit Hilfe der
linearen Stabilitätsanalyse bestimmt. Die Jacobi-Matrix des Systems ist:
P= α(φ −µ) , (3.3)
mit
φ =
∂
∂ x
g(x)
|︁|︁|︁|︁
x=1
=
∂ log
 
G(X )

∂ log(X )
|︁|︁|︁|︁|︁
X=X ∗
, µ=
∂
∂ x
l(x)
|︁|︁|︁|︁
x=1
=
∂ log
 
L(X )

∂ log(X )
|︁|︁|︁|︁|︁
X=X ∗
. (3.4)
Das System ist stabil, wenn der Eigenwert der Jacobi-Matrix negativ ist:
α(φ −µ)< 0 . (3.5)
Der Vorteil dieser Darstellung der Jacobi-Matrix ist es, dass alle Parameter intuitive Interpretationen haben.
Der Parameter α ist eine Umsatzrate und definiert die Zeitskala des Systems. Die Parameter φ und µ sind lo-
garithmische Ableitungen. Logarithmische Ableitungen sind aus den Wirtschaftswissenschaften bekannt und
werden auch als Elastizitäten bezeichnet. Sie haben vorteilhafte statistische Eigenschaften, die es erlauben,
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diese aus verrauschten Zeitreihendaten zu schätzen [82]. Im Falle von Potenzgesetzen entsprechen die zuge-
hörigen Elastizitäten dem Exponenten des Potenzgesetzes. Nimmt man zum Beispiel für die Verlustfunktion
eine einfache Potenzfunktion L(X ) = aX n, so ist die logarithmische Ableitung:
µ=
∂ log
 
L(X )

∂ log(X )
|︁|︁|︁|︁|︁
X=X ∗
=
∂
 
log(a) + nlog(X )

∂ log(X )
|︁|︁|︁|︁|︁
X=X ∗
= n . (3.6)
Das ist unabhängig vom Parameter a. Für lineare Verluste würde also zum Beispiel µ= 1 und für quadratische
Verluste entsprechend µ = 2. Deswegen werden diese Parameter im Rahmen der generalisierten Methode
auch als Exponentenparameter bezeichnet.
Das generalisierte Modell liefert analytischen Zugang zu einer Jacobi-Matrix, die eine breite Klasse von Sys-
temen beschreibt. Zum Beispiel zeigt die Jacobi-Matrix für das kleine Beispielsystem, dass ein gegebener
stationärer Zustand dann stabil ist, wenn die Elastizität des Verlustes größer ist als die des Wachstums (Glei-
chung (3.5)).
3.1. Räuber-Beute-Modell
In diesem Abschnitt betrachten wir ein generalisiertes Modell für ein einfaches Räuber-Beute-System. Die
Population der Beute sei X1 und die Population des Räubers sei X2. Das Wachstum der Beute ist durch die
Primärproduktion G gegeben. Der Verlust der Beute setzt sich in diesem Modell aus dem intrinsischen Verlust
M1 und dem Verlust durch Jagd, der durch den Räuber verursacht wird, zusammen. Die funktionale Antwort
F beschreibt, wie die Jagd von den Populationen der Beute und des Räubers abhängt. Der Räuber wächst
durch Jagd, wobei das Wachstums des Räubers über die Effizienz ϵ ∈ [0,1] mit den Verlusten der Beute
zusammenhängt. M2 beschreibt die intrinsischen Verluste des Räubers. Die allgemeinen Gleichungen des
Modells sind damit:
Ẋ1 = G(X1)− F(X1,X2)−M1(X1) , (3.7)
Ẋ2 = ϵF(X1,X2)−M2(X2) . (3.8)
Es wird wieder angenommen, dass ein Fixpunkt X∗ = (X ∗1,X ∗2)T existiert, auf den das System normiert wird:
x1 =
X1
X ∗1
, x2 =
X2
X ∗2
, (3.9)
g(x1) =
G(X1)
G(X ∗1)
, f (x1, x2) =
F(X1,X2)
F(X ∗1,X ∗2)
, (3.10)
m1(x1) =
M1(X1)
M1(X ∗1)
, m1(x1) =
M2(X2)
M2(X ∗2)
. (3.11)
Im Folgenden bezeichnen wir die Funktionswerte am Fixpunkt mit einem Asterisk, wie zum Beispiel für den
Wert F∗ = F(X ∗1,X ∗2). Mit diesen Definitionen erhält man in die Gleichungen:
ẋ1 =
G∗
X ∗1
g(x1)− F
∗
X ∗1
f (x1, x2)− M
∗
1
X ∗1
m1(x1) , (3.12)
ẋ2 =
ϵF∗
X ∗2
f (x1, x2)− M
∗
2
X2
m2(x2) . (3.13)
Am Fixpunkt gleichen sich die Wachstums- und Verlustterme gegenseitig aus und der Biomassenumsatz ist
gegeben durch:
α1 =
G∗
X ∗1
=
F∗
X ∗1
+
M∗1
X ∗1
, (3.14)
α2 =
ϵF∗
X ∗2
=
M∗2
X2
. (3.15)
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Da in diesem Beispiel für die Beute mehrere Verlustterme auftreten, werden weitere Skalenparameter be-
nötigt, die angeben welcher Anteil des Biomassenverlustes auf Jagd (δ) und welcher Anteil auf intrinsische
Verluste (δ̃) zurückzuführen ist:
δ =
F∗
α1X
∗
1
, δ̃ = (1−δ) = M
∗
1
α1X
∗
1
. (3.16)
Zusammengefasst ergeben sich die normierten Gleichungen des Modells:
ẋ1 = α1

g(x1)−δ f (x1, x2)− δ̃m1(x1)

, (3.17)
ẋ2 = α2 [ϵ f (x1, x2)−m2(x2)] . (3.18)
Um die Jacobi-Matrix zu bestimmen, werden die Ableitungen der verschiedenen Funktionen am Fixpunkt
benötigt. Diese werden durch die Exponentenparameter definiert:
φ =
∂ g(x1)
∂ x1
|︁|︁|︁|︁
x∗
, γ=
∂ f (x1, x2)
∂ x1
|︁|︁|︁|︁
x∗
, µ1 =
∂m1(x1)
∂ x1
|︁|︁|︁|︁
x∗
, (3.19)
ψ=
∂ f (x1, x2)
∂ x2
|︁|︁|︁|︁
x∗
, µ2 =
∂m2(x2)
∂ x2
|︁|︁|︁|︁
x∗
. (3.20)
Die Jacobi-Matrix des Systems ist dann:
J=

α1 0
0 α2

·

φ −δγ− δ̃µ1 −δψ
γ ψ−µ2

. (3.21)
Nun wollen wir noch an einem Beispiel betrachten, wie man die Intervalle bestimmen kann, die für die
Exponentenparameter in Frage kommen. Betrachten wir zum Beispiel eine funktionelle Antwort vom Holling-
Typ-2 [47], bei der sich die funktionelle Antwort für niedrige Beutepopulationen linear verhält aber sich
für große Beutepopulationen eine Sättigung einstellt, da die Räuber nicht beliebig viel Beute konsumieren
können:
F(X1,X2) =
aX1X2
1+ ahX1
⇒ f (x1, x2) = x1x2 1+ ahX
∗
1
1+ ahx1X ∗1
. (3.22)
Damit erhält man für die betreffenden Exponentenparameter:
γ=
1
1+ ahX ∗1
, ψ= 1 . (3.23)
Da es sich um Populationsdichten handelt, gilt X ∗1 ≥ 0. Für X ∗1 = 0 erhält man γ = 1 und für den Grenzwert
großer Beutepopulationen gilt:
lim
X ∗1→∞
1
1+ ahX ∗1
= 0 . (3.24)
Der Exponentenparameter befindet sich also für eine funktionelle Antwort vom Holling-Typ-2 im Intervall
γ ∈ [0,1]. Niedrige γ entsprechen gesättigten Räubern, während für große γ die Räuber sensibel auf die
Beutedichte reagieren. In numerischen Untersuchungen können die Exponentenparameter dann zufällig aus
Intervallen gezogen werden, wobei die Intervalle Klassen von Modellen entsprechen. Dadurch kann man
statistische Untersuchungen der Stabilität eines Ensembles von Systemen durchführen. Dieses Vorgehen findet
in Teil IV dieser Arbeit Anwendung und wird an gegebener Stelle genauer erklärt.
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4. Nischenmodell
Das Nischenmodell [123] ist ein statisches Modell für Nahrungsnetze. Statische Nahrungsnetzmodelle be-
schreiben die Struktur der Beziehungen aller Spezies in einem bestimmten Areal. Dabei wird unter anderem
der Zusammenhang zwischen der Anzahl der Spezies S und der Anzahl der Verbindungen zwischen den
Spezies L betrachtet. Das Nischenmodell bildet die Fressbeziehungen zwischen den verschiedenen Spezies
ab. Dabei werden wesentliche Eigenschaften natürlicher Nahrungsnetze, wie das Verhältnis von Spitzenräu-
bern und die Länge der Nahrungsketten im Netzwerk erfolgreich reproduziert. In dieser Arbeit wird das
Nischenmodell verwendet um Nahrungsnetze verschiedener Größe für die numerischen Untersuchungen zu
generieren.
Im Nischenmodell wird jeder Spezies i ein zufälliger Nischenwert ni ∈ [0,1] zugewiesen. Jeder Spezies
wird außerdem ein Fressbereich ri und ein Fresszentrum ci zugewiesen. Der Fressbereich wird aus einer
β-Verteilung gezogen:
ri =

1− (1− x) 2C1−2C  · ni , (4.1)
mit einer Zufallszahl x ∈ [0,1], und mit der Konnektivität C des Nahrungsnetzes.
Das Fresszentrum ci wird zufällig aus dem Intervall [
r
2 ,n− r2 ] gewählt. Dabei ist eine Spezies j ̸= i eine Beute
von Spezies i, wenn deren Nischenwert n j im Intervall [ci − ri/2, ci + ri/2] liegt. Alle Spezies ohne Beute sind
Primärproduzenten.
Für die in dieser Arbeit verwendetenModelle ist es nicht nur von Bedeutung, ob eine Fressbeziehung zwischen
zwei Spezies existiert, sondern auch, wie stark diese Beziehung im Verhältnis ist. Dafür erweitern wir das
Nischenmodell. Jeder Beutespezies wird ein relativer Beitrag zur Diät ihrer Räuber zugewiesen. Diese Beiträge
sind die Einträge der gewichteten Adjazenzmatrix des generierten Netzes. Zunächst werden für die Links
zwischen Räuber i und Beute j die Gewichte si j aus einer Normalverteilung gezogen. Um negative Gewichte zu
vermeiden wird dabei der Absolutbetrag verwendet. Die Gewichte werden normiert, damit sich die relativen
Beiträge und somit die Zeilen der gewichteten Adjazenzmatrix zu 1 aufsummieren:
Ai j =
si j∑︁
n sin
. (4.2)
Das bedeutet, dass sich die Diät der Räuber zu den entsprechenden Anteilen aus den Verschiedenen Beuten
zusammensetzt.
In Abbildung 4.1 wird ein Beispiel für ein Nischennetz gezeigt. Die Nischenwerte sind auf einer Achse zusam-
men mit den Fressintervallen der Räuber aufgetragen. Die Parameter des Beispielnetzes sind in Tabelle 4.1
aufgelistet. Für das dargestellte Netz ist ein beispielhafter Satz von Gewichten für die Links zusammen mit
den resultierenden Einträgen der Adjazenzmatrix in Tabelle 4.2 gegeben. Die gewichtete Adjazenzmatrix des
gezeigten Netzes ist damit:
A=
⎛⎜⎜⎜⎝
0 0 0 0 0
0 0 0 0 0
0.85 0.15 0 0 0
0 1 0 0 0
0 0 23
1
3 0
⎞⎟⎟⎟⎠ . (4.3)
In Abbildung 4.2 wird das gegebene Nischennetz mit den angegeben Gewichten und Einträgen der Adjazenz-
matrix gezeigt.
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In Rahmen dieser Arbeit wird der Nischenwert einer Spezies oft mit der Körpergröße beziehungsweise der
Körpermasse korreliert:
mi ∼ 10a·ni . (4.4)
Diese Annahme beruht darauf, dass viele Eigenschaften der meisten Spezies stark mit der Körpermasse kor-
reliert sind [122]. Dabei nehmen wir an, dass der Parameter a positiv ist und somit größere Spezies kleinere
fressen. In den verwendeten Modellen wird eine allometrische Skalierung eingeführt, wodurch der Biomas-
senumsatz αi des generalisierten Modells mit dem Nischenwert skaliert wird:
αi ∼ 10b·mi = 10ab·ni = 10z·ni . (4.5)
Wird der Parameter b negativ gewählt und somit auch z negativ, so haben größere Spezies einen niedrigeren
Biomassenumsatz. Deren Dynamik spielt sich also auf einer langsameren Zeitskala ab als die kleinerer Spe-
zies. Frühere Untersuchungen haben gezeigt, dass sich allometrische Skalierung stabilisierend auf komplexe
Nahrungsnetze auswirkt [18]. Allometrische Skalenbeziehungen können in der Natur über viele Größenord-
nungen hinweg beobachtet werden [44,45].
10.070 1 20.17 3 4 50.920.46 0.68
3 4 5
0.12 0.24 0.58
1
4
5
2
3
Abbildung 4.1.: Beispiel eines Nischennetzes. Die Pfeile zeigen in Richtung des Biomassenﬂusses. Untenwerden die Nischenwerte zusammen mit den Fressintervallen der Räuber gezeigt. Spezies1 und 2 sind die Primärproduzenten. In Tabelle 4.1 sind die Nischenwerte, Fresszentren unddie Breite der Fressbereiche aufgelistet.
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i 1 2 3 4 5
ni 0.07 0.17 0.46 0.68 0.92
ci - - 0.12 0.24 0.58
ri - - 0.22 0.26 0.40
Tabelle 4.1.: Nischenwerte ni , Fresszentren ci und die Breite der Fressbereiche ri für das Nahrungsnetz ausAbbildung 4.1.
(i, j) (3, 1) (3, 2) (4, 2) (5, 3) (5, 4)
si j 1.7 0.3 1.2 0.8 0.4
Ai j 0.58 0.15 1
2
3
1
3
Tabelle 4.2.: Gewichte si j und relative Beiträge der Beuten zu den Diäten der Räuber Ai j für die verschiedenLinks (i, j) zwischen Räuber i und Beute j.
1
4
5
2
3
Abbildung 4.2.: Beispiel eines Nischennetzes. Die Pfeile zeigen in Richtung des Biomassenﬂusses. Untenwerden die Nischenwerte zusammen mit den Fressintervallen der Räuber gezeigt. Spezies1 und 2 sind die Primärproduzenten. In Tabelle 4.1 sind die Nischenwerte, Fresszentren undFressbereiche aufgelistet.
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5. Zufällige geometrische Graphen
Als Modell für räumliche Netze werden in dieser Arbeit an den meisten Stellen zufällige geometrische Gra-
phen verwendet [24]. Diese werden nach der englischen Bezeichnung Random Geometric Graphs auch als
RGGs abgekürzt. Zufällige geometrische Graphen werden erzeugt, indem zunächst eine vorgegebene Zahl von
Knoten N mit einer Gleichverteilung zufällig in einem Einheitsquadrat verteilt werden. Zwei Knoten werden
genau dann durch eine Kante verbunden, wenn deren Abstand voneinander kleiner als die Verbindungsreich-
weite R des Graphen ist. In Abbildung 5.1 (a) wird dies an einem Beispiel veranschaulicht.
UmRandeffekte zu vermeiden, also einen Unterschied zwischen Knoten amRand und in derMitte des Gebiets,
können periodische Randbedingungen eingeführt werden. Die Verbindungenwerden in diesem Fall periodisch
über die Grenzen des Gebietes fortgesetzt. Dies wird in Abbildung 5.1 (b), (c) veranschaulicht.
Die Reichweite der Verbindungen kann mit der Zahl N der Knoten des Graphen skaliert werden, um Graphen
verschiedener Größen mit gleichem mittleren Grad zu erhalten:
R=
rp
N
, (5.1)
wobei der Parameter r die unskalierte Reichweite des RGG ist.
In der Regel wurden im Rahmen dieser Arbeit nur zusammenhängende Graphen ausgewählt. Das heißt, dass
räumliche Graphen mit mehreren Zusammenhangskomponenten verworfen wurden.
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(a) (b) (c)
Abbildung 5.1.: (a) Beispiel für einen geometrischen Zufallsgraphen. Die Knoten sind zufällig in einem Ge-biet verteilt. Für den hervorgehobenen Knoten ist die Verbindungsreichweite r eingezeich-net. Jeder Knoten ist mit allen anderen Knoten innerhalb der Reichweite verbunden. Es gibtzwei Zusammenhangskomponenten. (b) Der Beispielgraph verfügt im Gegensatz zu (a) nunüber periodische Randbedingungen, das heißt die Verbindungen werden periodisch überdie Grenzen des Gebiets fortgesetzt. Für den hervorgehoben Knoten mit eingezeichneterReichweite ist ein weiterer, ebenfalls hervorgehobener Link hinzugekommen. (c) Durch diezusätzlichen Verbindungen handelt es sich jetzt um einen zusammenhängenden Graphen.Hervorgehoben ist hier ein Knoten mit eingezeichneter Reichweite und seinen periodischüber den Rand fortgesetzten Links, welche die vormals separaten Komponenten verbinden.
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Master-Stability-Funktionen fürdiffusionsgetriebene Instabilitäten
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Master-Stability-Funktionen fürdiffusionsgetriebene Instabilitäten
In diesem Teil der vorliegenden Arbeit werden diffusionsgetriebene Instabilitäten und Musterbildung in Netz-
werken auf Netzwerken betrachtet. Netzwerke auf Netzwerken sind eine bestimmte Art von Multilayer-
Systemen, bei denen jede Ebene über die gleiche Topologie verfügt. Hier wird angenommen, dass Individuen
sich über Random Walks in einer Ebene ausbreiten, während sie durch Interaktionen innerhalb einer Ebene
oder zwischen mehreren Ebenen erzeugt oder vernichtet werden können. Indem wir einen Ansatz mit Hilfe
einer Master-Stability-Funktion wählen, um die Stabilität des Systems zu analysieren, kann der Prozess, mit
dem Musterbildung in Netzwerken stattfindet, analog zu der Musterbildung im kontinuierlichen Raum ver-
standen werden. Hierzu verwenden wir ein generalisiertes Modell für Meta-Nahrungsnetze. In diesem recht
komplexen Modell wird die Ausbreitung verschiedener Spezies über ein räumliches Netzwerk von Habitaten
und deren lokale Räuber-Beute-Interaktion innerhalb der Habitate beschrieben. Dabei zeigt sich die Abhän-
gigkeit der Dynamik von der räumlichen Struktur des Systems. Die Möglichkeit, mit diesem Ansatz ein solch
komplexes System zu verstehen, zeigt, dass es sich dabei um ein vielversprechendes Werkzeug für die Öko-
logie, aber auch andere Gebiete handelt. Die vorgestellte Methode ist dabei nicht nur auf einfache Diffusion,
sondern auch auf komplexere Formen dichteabhängiger beziehungsweise adaptiver Dispersion anwendbar.
Dieser Teil der Arbeit basiert auf einer Kollaboration mit Philipp Gramlich, Daniel Ritterskamp, Barbara Dros-
sel und Thilo Gross (Brechtel et al., 2018 [15]). Barbara Drossel und Thilo Gross haben herausgearbeitet, wie
die vorgestellte Methode und die damit gewonnen Erkenntnisse im Kontext zu anderen Forschungsfeldern ste-
hen. Thilo Gross hat dabei den didaktischen Zusammenhang zwischen Diffusion im kontinuierlichen und dis-
kreten Raum erarbeitet. Die Forschungsarbeit des Autors dieser Arbeit zu der Stabilität von Nahrungsnetzen
auf räumlichen Gittern führte zu der initialen Idee, die Master-Stability-Funktion räumlicher Nahrungsnetze
zu betrachten. Die gezeigte Herleitung der Master-Stability-Funktion für die betrachteten Systeme wurde von
Barbara Drossel durchgeführt und von dem Autor dieser Arbeit in der gezeigten Form aufbereitet. Der Autor
dieser Arbeit hat zudem das verwendete generalisierte Modell für Meta-Nahrungsnetze ausformuliert und
die expliziten Simulationen der betrachten Systeme jenseits derer Fixpunkte durchgeführt. Die Abbildungen
6.1, 11.1, 11.2, 11.3, 11.4 und 11.5 wurden der genannten Publikation entnommen und für die Verwendung
an dieser Stelle bearbeitet oder in Anlehnung an diese neu erstellt. Abbildung 6.1 basiert auf dem Design
von Thilo Gross und wurde von Daniel Ritterskamp in Zusammenarbeit mit dem Autor dieser Arbeit ausgear-
beitet. Die Abbildung 11.1 wurden gemeinsam von Daniel Ritterskamp und dem Autor dieser Arbeit erstellt.
Abbildung 11.2 wurde von Daniel Ritterskamp erstellt. Der Autor dieser Arbeit hat die Abbildungen 11.3, 11.4
und 11.5 und alle weiteren nicht explizit genannten Abbildungen erstellt. Philipp Gramlich hat die Grenzen
der Eigenwerte bestimmt und durch numerische Tests die in den Abbildungen 11.1, 11.2 und 11.5 verwen-
deten Nahrungsnetze und Kopplungsmatrizen mit den geforderten Eigenschaften gefunden. Alle genannten
Arbeitsschritte wurden zwischen allen an der Kollaboration beteiligten Autoren abgestimmt und diskutiert.
26
6. Einleitung
Eine Fragestellung der theoretischen Ökologie ist es, welche Auswirkung die räumliche Struktur eines Meta-
Nahrungsnetzes auf dessen Stabilität hat. In diesem Teil der Arbeit stellen wir einen Ansatz vor, mit dem
es möglich ist das Eigenwertproblem der Jacobi-Matrix, das der linearen Stabilitätsanalyse eines homogenen
Zustands zugrunde liegt, in zwei Teile zu zerlegen. Der erste Teil ist das Eigenwertproblem der Laplace-Matrix
des räumlichen Netzes. Der zweite Teil ist ein Eigenwertproblem, das von den Eigenwerten der räumlichen
Laplace-Matrix, der lokalen Dynamik des Systems und der Art der Kopplung zwischen den räumlichen Knoten
abhängt. Dadurch ist es möglich die Musterbildung in räumlich diskreten Systemen zu verstehen.
Um dies zu erreichen, verwenden wir einen Ansatz, der auf Master-Stability-Funktionen beruht. Diese sind
bekannt aus dem Gebiet der Synchronisation [88] und werden für die Stabilitätsanalyse von Grenzzyklen von
gekoppelten Oszillatoren [6,87] verwendet. Außerdem betrifft die vorgestellte Methode, das Themengebiet
der Multilayer-Netze [12, 20, 25, 85]. Dazu gibt es viele aktuelle Arbeiten [14, 21, 26, 27, 32, 54]. Zwischen
beiden Themengebieten gibt es bereits eine große Schnittmenge mit vielen aktuellen Publikationen, welche
die Synchronisation von Multilayer-Netzen betrachten [7,27,28,55,65,104,112,129]. Die Untersuchungen
in dieser Arbeit unterscheiden sich von den angeführten Publikationen auf mehrere Arten. Auch wenn einige
vergangene Arbeiten Musterbildung in Multilayer-Netzen untersucht haben [7,55], haben sich diese Arbeiten
auf Inter-Layer-Effekte mit verschiedener Topologie konzentriert. Im Kontrast dazu betrachten wir hier Intra-
Layer-Effekte in einer eingeschränkteren Klasse von Systemen, was es uns erlaubt ein tieferes Verständnis
zu erlangen und die Analogie zu räumlich kontinuierlichen Systemen herzustellen. Ein weiterer Unterschied
zu vorherigen Arbeiten ist es, dass sich die vorliegende Arbeit auf stationäre Zustände konzentriert. Ansätze
mit Master-Stability-Funktionen wurden zuvor nur für Synchronisation verwendet und dabei auf Grenzzyklen
angewandt. Auch wenn ein synchronisierter Zustand in einem System von Phasenoszillatoren mathematisch
gesehen identisch zu einem stationärem Zustand ist, denkt man in diesem Fall an ein System von gekoppelten
identischen Oszillatoren. Hier wird eine neue Herleitung für die Master-Stability-Funktion im Kontext von
Musterbildung gezeigt.
Wir betrachten zunächst die Analogie zwischen der Diffusion im kontinuierlichen und im diskreten Raum. Für
den diskreten Raum übernimmt die negative Laplace-Matrix die Funktion des Laplace-Operators. Durch diese
Analogie ist es möglich diffusionsgetriebene Instabilitäten im diskreten Raum analog zu diffusionsgetriebe-
nen Instabilitäten im kontinuierlichen Raum zu verstehen. Durch den Master-Stability-Funktions-Ansatz ist
es möglich das Eigenwertproblem, das im Rahmen der linearen Stabilitätsanalyse des räumlich homogenen
Zustands gelöst werden muss, in kleinere Eigenwertprobleme für die Eigenmoden des Systems zu zerlegen.
Dabei weisen die Spektren der Laplace-Matrizen von Netzwerken oft ein reichhaltiges Verhalten auf. In den
Spektren der zufälligen geometrischen Graphen, die im Rahmen dieser Arbeit als Modell für die räumliche
Struktur des Systems verwendet wurden, treten beispielsweise lokalisierte Moden auf, die in bestimmten
Fällen durch die Eigenvektoren der räumlichen Laplace-Matrix vorhergesagt werden können. Der gezeigte
Ansatz ist nicht auf einfache Diffusion beschränkt, sondern lässt sich auch auf dichteabhängige beziehungs-
weise adaptive Formen der räumlichen Kopplung anwenden.
Auch wenn der vorgestellte Ansatz nicht auf die theoretische Ökologie beschränkt ist, wenden wir diesen
im Rahmen der vorliegenden Arbeit auf ein generalisiertes Meta-Nahrungsnetzmodell an. Das ermöglicht es
uns komplexe Meta-Nahrungsnetze zu untersuchen, was mit einem Beispielsystem mit 20 Spezies auf einem
räumlichen Netzwerk mit einer beliebigen Anzahl von Habitaten veranschaulicht wird. Wir erweitern dafür
ein generalisiertes Nahrungsnetzmodell [36, 38, 39] um die Ausbreitung der Spezies über große räumliche
Netze von Habitaten. Das ökologische Modell beschreibt Räuber-Beute-Interaktionen mit kontinuierlicher
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Zeit. Es werden biologisch realistische nichtlineare Interaktionen zwischen den Spezies modelliert. Die Zeits-
kalen und Ausbreitungsraten werden auf realistische Weise mit der Körpermasse skaliert. Für jedes dieser
Nahrungsnetze erhält man durch die vorgestellte Methode eine Master-Stability-Funktion, welche die Abhän-
gigkeit der Stabilität des homogenen Fixpunktes des Systems vom Spektrum des räumlichen Netzes offenbart
und zeigt, wann diffusionsgetriebene Instabilitäten zustande kommen. Diese Resultate gelten für räumliche
Netze jeder Größe und ermöglichen es uns zu verstehen, welche Eigenschaften eines Netzes stabilisierend
oder destabilisierend sind. Um die Ergebnisse, die mittels linearer Stabilitätsanalyse des generalisierten Mo-
dells gewonnen wurden, zu bestätigen, betrachten wir außerdem Simulationen entsprechender expliziter
Modelle. Dabei wird offenbar, dass die Eigenvektoren der räumlichen Laplace-Matrix in bestimmten Fällen
als Indikatoren für die räumlichen Muster dienen können, die im System jenseits des homogenen Fixpunkts
auftreten. Die vorgestellte Methode erlaubt also einen tiefen Einblick in die Musterbildung räumlich diskreter
Systeme.
Abbildung 6.1.: Beispiel für ein Meta-Nahrungsnetz mit vier Spezies (blaue Kreise und schwarze Pfeile) auffünf Habitaten (rote Kreise und Linien). Die Stabilität des Systems wird durch die 20×20 Ja-cobi Matrix beschrieben. Diese kann als 5×5-Matrix von 4×4-Blöcken geschrieben werden.Die Blöcke enthalten die Intra-Habitat-Matrix P, welche die Dynamik innerhalb eines Patchesbeschreibt, und die Kopplungsmatrix C, welche die Ausbreitung der Spezies zwischen denHabitaten beschreibt. Im gegebenen Beispiel handelt es sich um einfache diffusive Aus-breitung, da die Kopplungsmatrix diagonal ist und somit die Ausbreitungsrate nur von derentsprechenden Population selbst abhängt. Während die Intra-Habitat-Matrix P nur in denBlöcken auf der Diagonalen der Jacobi Matrix vorkommt ﬁndet man die Kopplungsmatrix Cin einemMusterwieder, das der Laplace-Matrix L entspricht, durch die die räumliche Strukturdes Systems beschrieben wird.
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7. Diffusion auf Netzen
Im Folgenden werden wir einige bekannte Eigenschaften von Diffusion im kontinuierlichem Raum zusam-
menfassen, die sich mit den entsprechenden Annahmen auf Netzwerke übertragen lassen:
• Sei X (x , t) die Konzentration von Partikeln beziehungsweise die Dichte einer Spezies in Abhängigkeit
von Raum und Zeit. Dann ist die zeitliche Entwicklung zusammen mit einer gegebenen Anfangsbedin-
gung gegeben durch:
Ẋ = c△X , (7.1)
mit der Diffusionskonstante c und dem Laplace-Operator △.
• Diese Gleichung lässt sich mit dem Ansatz
X (x , t) =
∑︂
n
ane
cκn tvn (7.2)
lösen, wobei κn die Eigenwerte und vn die Eigenvektoren des Laplace-Operators auf dem betrachteten
Gebiet sind. Die Koeffizienten an sind durch die Anfangsbedingungen gegeben. Auf einem rechteckigem
Gebiet sind die Eigenfunktionen trigonometrische Funktionen und auf einem Kreisgebiet sind es Bessel-
Funktionen. In beiden Fällen handelt es sich bei den Eigenwerten κn um Wellenzahlen.
• Auf einem zusammenhängendem Gebiet ist der Laplace Operator ein negativ-semidefiniter Operator.
Dieser hat genau einmal den Eigenwert 0, wobei die zugehörige Eigenfunktion eine Konstante im Raum
ist, also:
lim
t→∞X (x , t) = const . (7.3)
Diffusion in Netzwerken wird schon seit einiger Zeit untersucht [81]. Es wurden verschiedene Arten von
diffusiven Prozessen auf Netzwerken eingeführt. Der wohl intuitivste Prozess ist der folgende:
Gegeben sei ein Netzwerk mit N Knoten, das durch die Adjazenzmatrix A beschrieben wird. Dabei ist Akl = 1,
wenn die Knoten k und l verbunden sind, ansonsten ist Akl = 0. Auf diesem Netzwerk sei Xk(t) die Anzahl
von Agenten im Knoten k. Die Agenten durchlaufen einen Random Walk mit kontinuierlicher Zeit, das heißt,
dass ein Agent eine konstante Rate hat, mit der dieser sich über einen Link zu einem benachbarten Knoten
bewegt. Das bedeutet, dass Agenten Knotenmit höheremGrad schneller verlassen. Das entspricht der Intuition
zum Beispiel, wenn die Agenten Moleküle sind, die zwischen Hohlräumen in Mikrofluiden diffundieren. Das
entspricht auch dem Verhalten, das bei Tieren beobachtet wird [46]. Wenn man Fälle betrachtet, in denen
die verschiedenen Kanten des Graphen unterschiedlich gewichtet sind, weil zum Beispiel die Übergangsraten
der verschiedenen Kanten verschieden sind, kann man eine gewichtete Adjazenzmatrix verwenden, bei der
die Einträge der entsprechenden Kanten Werte annehmen können, die von 1 abweichen. Ein Beispiel wäre es,
dass in einem geometrischen Graphen die Diffusion durch einen Link vom Abstand der verbundenen Knoten
abhängt.
Für den Grenzwert für eine große Zahl von Agenten kann die Zeitentwicklung des Systems als
Ẋ= −c L ·X (7.4)
geschrieben werden, mit X = (X1, . . . ,XN )T und der Kopplungskonstanten c und der Laplace-Matrix L [81].
Die Laplace-Matrix kann konstruiert werden indem man Lkk =
∑︁
l Akl setzt und dann die Adjazenzmatrix
A abzieht. Für nicht gewichtete Graphen mit Akl ∈ {0,1}, sind die diagonalen Elemente identisch mit dem
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Grad des Knotens (siehe Abbildung 6.1 für eine beispielhafte Darstellung der Laplace-Matrix). Die Laplace-
Matrix kann als endliche Approximation des negativen Laplace-Operators −△ auf einem Netzwerk betrachtet
werden [74].
Die Gleichungen (7.4) und (7.1) sind abgesehen von einem Vorzeichen analog zueinander. Das Minuszeichen
vor der Laplace-Matrix besteht aus historischen Gründen, da ursprünglich angenommen wurde, dass eine
positiv-semidefinite Matrix praktischer für die Anwendung sei.
Indem man X durch die Eigenvektoren von L ausdrückt findet man die Lösung:
X(t) =
∑︂
n
ane
−cκn tvn , (7.5)
wobei die Koeffizienten der Entwicklung an durch die Anfangsbedingungen bestimmt sind und κn die Eigen-
werte und vn Eigenvektoren der Laplace-Matrix L sind. Gleichung (7.5) ist abgesehen vom Minuszeichen im
Exponenten das Analogon von Gleichung (7.2) für Netzwerke.
Für die Zeilensummen der Laplace-Matrix gilt
∑︁
j Li j = 0. Daher gibt es immer den Eigenwert κ1 = 0 mit dem
zugehörigem Eigenvektor v1 = (1, 1, . . . , 1) [2,74,75]. Für zusammenhängende Netze kommt dieser Eigenwert
nur einmal vor. In diesem Fall gilt, dass für t →∞ alle Terme bis auf den Term mit n= 1 verschwinden und
man erhält somit:
X(t →∞) = a1v1 , (7.6)
wobei a1 für die korrekte Normierung sorgt. Diese Gleichung ist analog zu Gleichung (7.3), da hieraus folgt,
dass die Konzentration der Agenten einem Zustand gleicher Konzentration in jedem Knoten entgegen strebt.
An dieser Stelle sei noch angemerkt, dass für nicht-zusammenhängende Netze die Häufigkeit des Eigenwerts
κ= 0 der Laplace-Matrix mit der Anzahl der Zusammenhangskomponenten übereinstimmt.
In diesem Abschnitt wurde die wohlbekannte Argumentation rekapituliert, die zeigt, dass einfache Diffusion
in Netzwerken sich analog zur Diffusion im kontinuierlichem Raum verhält. Insbesondere ist die Laplace-
Matrix für Netze das Analogon zum Laplace-Operator im kontinuierlichem Raum. Das System kann durch
eine Entwicklung der Eigenmoden des Operators gelöst werden. Für zusammenhängende Gebiete zeigt sich,
dass nur eine Eigenmode sich auf Dauer durchsetzt und dass diese konstant in dem entsprechenden Gebiet
ist. Der Diffusionsprozess strebt also einem Zustand homogener Verteilung der Agenten entgegen.
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8. Diffusionsgetriebene Instabilitäten imkontinuierlichen Raum
Gegeben seien mehrere Spezies X1, . . . ,XS von Agenten, die in einem Netzwerk diffundieren, während sie
Reaktionen vollziehen.
Im kontinuierlichem Raum ist das gut untersucht [13] und das Folgende ist bekannt:
• Die allgemeine Dynamik von Reaktions-Diffusions-Systemen ist durch die folgenden Gleichungen gege-
ben:
Ẋ= f (X) + c△X , (8.1)
wobei X= (X1(x), . . . ,XS(x)) ein Vektor von Funktionen ist, der die Verteilung der verschiedene Spezies
im Raum beschreibt, f eine vektorwertige Funktion ist, welche die lokalen Reaktionen beschreibt, und
c die Kopplungskonstante ist.
• Wenn das nicht-räumliche System
Ẋ= f (X) (8.2)
einen stationären Zustand X∗ hat, dann gibt es einen entsprechenden homogenen Zustand im räumli-
chen System X∗(x). In diesem Zustand sind die Konzentrationen aller Spezies räumlich konstant.
• Die Stabilität des homogenen Zustands kann durch Linearisierung um diesen Zustand untersucht wer-
den, indem man X= X∗ +δX setzt. Damit erhält man die Gleichung
δẊ= JδX , (8.3)
wobei J die Jacobi-Matrix des Systems ist. Die Jacobi-Matrix ist eine quadratische Matrix. Für S Spezies
handelt es sich um eine S × S-Matrix. Sie berechnet sich mit:
Ji j =
∂
∂ X j
Ẋ i
|︁|︁|︁|︁
∗
=
∂
∂ X j
( fi(X) + c△X i)
|︁|︁|︁|︁
∗
. (8.4)
Um die räumliche Ableitung zu umgehen, wird X in Eigenfunktionen vn des Laplace-Operators zerlegt,
wodurch man eine Jacobi-Matrix für jede Eigenmode n erhält:
J (n)i j =

∂
∂ X j
fi(X)

∗
+ cκnδi j = Pi j + cκnδi j , (8.5)
dabei ist κn der Eigenwert zum Eigenvektor vn, δi j das Kronecker-Delta, und außerdem wurden die
nicht-räumlichen Ableitungen in eine neue Matrix P gezogen. Die Matrix P ist die Jacobi-Matrix des
nicht-räumlichen Systems aus Gleichung (8.2).
Dieses System ist stabil gegen die Anregung einer Eigenmode, wenn alle Eigenwerte der zugehöri-
gen Jacobi-Matrix negative Realteile haben. Der homogene stationäre Zustand ist also stabil, wenn
alle Eigenmoden des Systems stabil sind. Das heißt die Eigenwerte der Jacobi-Matrix müssen für alle
Wellenzahlen κn ausschließlich negative Realteile haben. Man spricht von einer diffusionsgetriebenen
Instabilität, wenn eine Änderung der Parameter des Systems dafür sorgt, dass ein positiver Realteil für
mindestens eine Mode mit von Null verschiedener Wellenzahl κn auftritt.
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9. Diffusionsgetriebene Instabilitäten inNetzwerken
Die Eleganz in der etablierten Methode für die Analyse von diffusionsgetriebenen Instabilitäten, die im vor-
herigem Kapitel nachvollzogen wurde, liegt darin, dass das räumliche System mit Hilfe der Jacobi-Matrix des
entsprechenden nicht-räumlichen Systems, welche mit einigen zusätzlichen Termen cκn auf der Diagonalen
versehen ist, analysiert werden kann.
An dieser Stelle folgt nun ein ebenso einfacher und eleganter Ansatz, mit dem die Stabilität der Moden eines
räumlich diskreten Systems analysiert werden kann. Auch in diesem Fall wird die Jacobi-Matrix des entspre-
chenden nicht-räumlichen Systems mit Beiträgen für die zugehörigen räumlichen Eigenmoden modifiziert.
Da in diesem Fall von zwei verschiedenen Netzen die Rede ist, nämlich dem Netzwerk der Spezies und ihrer
Interaktionen und dem räumlichen Netzwerk von Habitaten, auf denen sich die Spezies ausbreiten können,
wird an dieser Stelle nicht mehr von Knoten, sondern von Spezies und Habitaten gesprochen.
Gegeben sei ein Reaktions-Diffusions-System auf einem Netzwerk mit der Konzentration X ki von Spezies i
in Habitat k. Zur besseren Unterscheidung werden die Indizes der Spezies tiefgestellt und die der Habitate
hochgestellt. Die Dynamik des Systems werde beschrieben durch die Gleichung:
Ẋ ki = fi(X
k)⏞ ⏟⏟ ⏞
Reaktion
−∑︂
l
ci L
klX li⏞ ⏟⏟ ⏞
Diffusion
, (9.1)
wobei fi eine Funktion ist, welche die Reaktionen von Spezies i abhängig von den lokalen Konzentrationen
Xk = (X k1 , . . . ,X
k
S ) beschreibt, ci die Diffusionskonstante für Spezies i ist und L wieder die Laplace-Matrix des
räumlichen Systems ist. Gleichung (9.1) ist das Analogon für Netzwerke von Gleichung (8.1) im kontinuier-
lichem Raum.
Zum Vergleich betrachten wir das nicht-räumliche System:
Ẋ i = fi(X) . (9.2)
Für jeden gegebenen stationären Zustand X∗ von Gleichung (9.2) kann man einen homogenen Zustand des
räumlichen Systems aus Gleichung (9.1) konstruieren:
X k∗i = X ∗i ∀k . (9.3)
Es ist schnell nachvollzogen, dass die auf diese Weise konstruierten homogenen Zustände stationäre Zustände
von Gleichung (9.1) sind, da per Definition für X k∗i gilt, dass fi(Xk) = 0 für alle k. Außerdem gilt wegen
der verschwindenden Zeilensummen der Laplace-Matrix L · Xi = 0 für alle Vektoren Xi = (X 1i , . . . ,X Ni ), mit
X 1i = . . . = X
N
i .
Daher entspricht jeder stationäre Zustand des nicht-räumlichen Systems einem stationärem homogenen Zu-
stand des räumlichen Systems. Diese Aussage ist das Netzwerkanalogon des zweiten Punktes im vorherigen
Abschnitt.
Im letzten und wichtigsten Schritt wird gezeigt, dass die Stabilität der homogenen Zustände analog zum
System mit kontinuierlichem Raum analysiert werden kann. Die Jacobi-Matrizen der Moden des Netzwerk-
systems werden als Modifikationen der nicht-räumlichen Jacobimatrix geschrieben, die von der Wellenzahl
abhängen, wobei wir unter der Wellenzahl die Eigenwerte des entsprechenden Laplace-Operators verstehen.
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Das Netzwerk-Reaktions-Diffusions-System ist ein dynamisches System der Dimension N ·M . Um die Stabilität
zu analysieren wird die Jacobi-Matrix J konstruiert. Dafür werden zunächst die Variablen in einem Vektor
angeordnet:
Y= (X 11 , . . . ,X
1
S ,X
2
1 , . . .) , (9.4)
sodass die Variablen für alle Spezies, die sich in einem Patch befinden, zusammen gruppiert sind. Die Jacobi-
Matrix ist dann
Jab =
∂
∂ Yb
Ẏa
|︁|︁|︁|︁∗ . (9.5)
Die Blockstruktur dieser Matrix ist in Abbildung 6.1 veranschaulicht. Die Ableitungen der Reaktions- und
Diffusionsterme werden separat berechnet (vgl. Gleichung (9.1)). Die Reaktionsraten in einem bestimmten
Patch hängen nur von den Konzentrationen in eben diesem Patch ab. Daher verschwinden diese, wenn sie
nach den Konzentrationen in anderen Patches abgeleitet werden:
∂
∂ X lj
fi(X
k) = 0 ∀k ̸= l . (9.6)
Die Ableitungen der Reaktionsterme nach den Variablen eines Patches sind identisch zu den entsprechenden
Ableitungen des nicht-räumlichen Systems (Gleichung (9.2)):
∂
∂ X kj
fi(X
k)
|︁|︁|︁|︁|︁∗ = Pi j . (9.7)
Die Beiträge der Reaktionsterme zur Jacobi-Matrix des Netzwerksystems haben daher die Form:⎛⎜⎜⎝
P 0 0 · · ·
0 P 0 · · ·
0 0 P · · ·
...
...
...
. . .
⎞⎟⎟⎠≡ I⊗ P , (9.8)
mit dem Kronecker-Produkt ⊗. Die Dimension der Einheitsmatrix I entspricht der Anzahl der Habitate N ,
während die Dimension der 0 und P Matrizen der Anzahl der verschiedenen Spezies S entspricht.
Als nächstes werden die Diffusionsterme betrachtet. Für eine Diffusion, die linear in den Konzentrationen ist,
erhält man direkt:
∂
∂ X lj
∑︂
m
ci L
kmXmi
|︁|︁|︁|︁|︁∗ = ci Lkl ∂∂ X lj X li
|︁|︁|︁|︁|︁∗ ≡ (L⊗C)kli j , (9.9)
mit
C=
⎛⎜⎜⎝
c1 0 0 · · ·
0 c2 0 · · ·
0 0 c3 · · ·
...
...
...
. . .
⎞⎟⎟⎠ . (9.10)
Im Folgenden wird die Beschränkung auf einfache Diffusion fallen gelassen. Im einfachen Fall ist die Matrix C
diagonal. In bestimmten Anwendungen können die Diffusionsraten neben der Konzentration der betrachteten
Spezies von den Konzentrationen anderer Spezies abhängen. Im ökologischen Kontext könnte dies zum Bei-
spiel bedeuten, dass Tiere im Modell einen Patch schneller verlassen, wenn eine Überpopulation vorliegt, die
Nahrung knapp ist oder es viele Fressfeinde gibt. In linearer Näherung um den stationären Zustand erhalten
wir für den Diffusionsterm in Gleichung (9.1) die allgemeinere Form:
−∑︂
l, j
ci j L
klX lj . (9.11)
Hier sind die Koeffizienten ci j Elemente der Matrix C.
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Zusammengefasst kann die Jacobimatrix des Systems kompakt geschrieben werden als
J= I⊗ P− L⊗C . (9.12)
Die Konstruktion der Jacobi-Matrix aus ihren Bestandteilen ist in Abbildung 6.1 dargestellt.
Die Blockstruktur der Matrix spiegelt sich in ihren Eigenvektoren wieder. Gegeben seien Vektoren der Form
w= v⊗ q , (9.13)
wobei v ein N -dimensionaler und q ein M -dimensionaler Vektor ist. Weiter sei v ein Eigenvektor von L mit
dem Eigenwert κ, sodass
Lv= κv (9.14)
gilt. Außerdem sei q ein Eigenvektor von P− κC mit dem Eigenwert λ. Dann ist w ein Eigenvektor von J mit
dem Eigenwert λ. Die folgende Rechnung dient als Beweis:
Jw= (I⊗ P− L⊗C) · (v⊗ q)
= (I⊗ P) · (v⊗ q)− (L⊗C) · (v⊗ q)
= Iv⊗ Pq− Lv⊗Cq
= v⊗ Pq−κv⊗Cq
= v⊗ (P− κC)q
= v⊗λq= λ(v⊗ q) = λw . (9.15)
Da alle Eigenvektoren von J auf diese Weise konstruiert werden können, gilt für das vollständige Spektrum
auf der Netzwerkebene:
Ev(J) =
N⋃︂
n=1
Ev(P−κnC) . (9.16)
Dadurch ist es möglich die Stabilität des Netzwerk-Reaktions-Diffusions-Systems zu analysieren, indem man
zuerst das Spektrum der Laplace-Matrix, also das Netzwerk-Analogon der Wellenzahlen, berechnet und dann
die Eigenwerte von P−κC berechnet. Dies entspricht der Diagonalisierung der nicht-räumlichen Jacobi-
Matrix P mit der Modifikation −κC, die spezifisch für die entsprechende Eigenmode ist. In diesem Sinne
zeigt sich durch Gleichung (9.16), dass diffusionsgetriebene Instabilitäten in Reaktions-Diffusions-Systemen
auf Netzwerken auf analoge Weise zum Ansatz, der üblicherweise für Reaktions-Diffusions-Systeme im kon-
tinuierlichem Raum verwendet wird, berechnet werden können.
Zusammengefasst kann man sagen, dass eine starke Analogie zwischen Diffusion im kontinuierlichem Raum
und Diffusion in Netzwerken besteht. Es wurde gezeigt, dass diese Analogie sich auch auf diffusionsgetriebe-
ne Instabilitäten ausweiten lässt. Im Kontext von Netzwerken übernimmt die negative Laplace-Matrix −L die
Rolle des Laplace-Operators im kontinuierlichem Raum. Die Eigenwerte und Eigenfunktionen des Laplace-
Operators werden also durch die Eigenwerte und Eigenvektoren der Laplace-Matrix ersetzt. Die Analyse
von diffusionsgetriebenen Instabilitäten ist daher für Netzwerke nicht komplizierter als im kontinuierlichem
Raum. Da Netzwerke in der Regel aber über komplexere Spektren verfügen, kann bei diesen komplexeres
Verhalten erwartet werden.
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Kontinuierlicher Raum Netzwerk
Laplace-Operator Laplace-Operator △ Laplace-Matrix −L
Eigenmoden △vn = κnvn Lvn = κnvn
Reaktions-Diffusions-System Ẋ= f (X) +C△X Ẋi = f (Xi)− Li jCX j
Diffusionsgetriebene Instabilität Re(Ev(P+ κnC))> 0 Re(Ev(P− κnC))> 0
Tabelle 9.1.: Die Analogie zwischen Diffusion im kontinuierlichemRaumund in Netzwerken. Umdie Ähnlich-keit hervorzuheben ist das Netzwerk-Reaktions-Diffusions-System, Gleichung (9.1), in Matrix-form geschrieben und außerdem wurde eine Kopplungsmatrix C in der Bedingung für Instabili-tät im kontinuierlichen Raum zugelassen. Während die gezeigte Herleitung für den kontinuierli-chen Raum einen vereinfachten Fall betrachtet hat, in dem C diagonal ist, treten nichtdiagonaleMatrizen in Fällen mit Kreuz-Diffusion auf, wenn die Diffusion einer Spezies auch von anderenSpezies abhängen kann [13]. Während die Konzentrationen X im kontinuierlichen Raum posi-tionsabhängig sind, wird der Zustand des Systems auf einem Netzwerk durch eine diskreteMenge von Variablen Xi beschrieben, wobei i der Index eines Knotens ist.
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10. Meta-Nahrungsnetz-Modell
Um zu zeigen, wie gut der vorgestellte Ansatz funktioniert, verwenden wir ein Modell für Meta-Nahrungs-
netze, so wie es in der Ökologie gebräuchlich ist. Das System besteht aus einer Menge von identischen lokalen
Nahrungsnetzen, die durch ein räumliches Netzwerk gekoppelt sind (siehe Abbildung 6.1). Dieses recht kom-
plexe und nichtlineare Modell wurde ursprünglich in Gross et al. (2006) [38] vorgestellt und in mehreren
darauf folgenden Arbeiten verwendet und validiert [39,94,127]. Zunächst rekapitulieren wir das lokale Mo-
dell, bevor wir es um einen räumlichen Kontext erweitern. Die detaillierte Herleitung des generalisierten
Modells folgt dann im Unterkapitel 10.1.
Wir verallgemeinern das generalisierte Räuber-Beute-Modell aus Kapitel 3.1 für eine Menge von S Spezies
X1, . . . ,XS . Die allgemeinen Gleichungen für die Populationsdynamik sind gegeben durch:
Ẋ i =Gi(X i)−Mi(X i) + ϵiFi(X i , Ti(X))−
∑︂
j
R ji(Ai ,X)
T j(X)
F j(X j , Ti(X)) =: Zi(X) , (10.1)
mit dem Wachstum durch primäre Produktion Gi von Spezies i, den internen Verlusten Mi von Spezies i und
dem Wachstum durch Jagd Fi von Spezies i. Die Funktion R ji ist die Menge von Spezies i die dem Räuber j
als Beute zur Verfügung steht. Das ist oft eine lineare Funktion von X i , wobei die Proportionalitätskonstante
von der Fähigkeit von Spezies j abhängt Individuen von Spezies i zu fangen. Zudem ist
T j =
∑︂
i
R ji (10.2)
die gesamte Beute die Spezies j zur Verfügung steht. Die Abkürzung Zi wurde eingeführt, da sie später nützlich
sein wird, wenn das Modell um den räumlichen Diffusionsmechanismus erweitert wird.
Gleichung (10.1) kann auf die gleicheWeise normiert werden, wie es anhand der Beispiele in Kapitel 3 gezeigt
wurde. Man erhält dabei eine S × S-Jacobi-Matrix P mit den diagonalen Einträgen
Pii = αi

ν̃iδ̃iφi + ν̃iδi (γiχiiλii +ψi)− ρ̃iσ̃iµi − ρ̃iσi

βiiψi +
∑︂
n
βniλni [(γn − 1)χni + 1]

(10.3)
und den nicht-diagonalen Einträgen
Pi j = αi

ν̃iδiγiχi jλi j − ρ̃iσi

β jiψ j +
∑︂
n
βniλn j (γn − 1)χn j

. (10.4)
Die in diesen Gleichungen auftretenden Parameter sind Elastizitäten und Parameter, die den Biomassenfluss
des Systems beschreiben. Diese Parameter können nun für empirische Systeme bestimmt werden [127]. Au-
ßerdem kann man das generalisierte Modell nutzen, um plausible zufällige Nahrungsnetze zu erzeugen [94],
was im Folgenden geschieht. Die Herleitung der Jacobi-Matrix und die Definitionen der generalisierten Para-
meter folgen im Unterkapitel 10.1.
Das sogenannte Nischen-Modell wird genutzt, um Netze mit realistischer Topologie von Nahrungsnetzen zu
erhalten [123]. In diesem Modell wird jeder Spezies eine Körpermasse zugewiesen, anhand derer die Fress-
beziehungen bestimmt werden. Die generalisierten Parameter werden aus passenden Verteilungen gezogen,
die von der Position der Spezies im Nahrungsnetz und ihrer Körpermasse abhängen. Auf diese Weise kön-
nen realistisches Fressverhalten und die so genannte allometrische Skalierung bestimmter Parameter in das
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Modell eingebaut werden. In der Vergangenheit wurde beträchtlicher Aufwand betrieben, um realistische Pa-
rameterbereiche und Verteilungen zu finden [94]. Die vollständigen hier verwendeten Parametersätze folgen
an den entsprechenden Stellen in den späteren Kapiteln. Ausführliche Diskussionen zu den Parametern und
ihren Bedeutungen finden sich zudem in den folgenden Publikationen [38,94,128].
An dieser Stelle wird das generalisierte Nahrungsnetz-Modell auf den Kontext von Meta-Nahrungsnetzen
erweitert. Gegeben sei hierfür ein System mit N verschiedenen Habitaten oder auch Patches. Die Dynamik Zi
innerhalb eines Habitats k ist durch die rechte Seite von Gleichung (10.1) bestimmt. Zusätzlich können sich
die Spezies jetzt auf dem räumlichen Netzwerk ausbreiten, was als Diffusion modelliert wird.
Zur Verständlichkeit werden hochgestellte Indizes k, l verwendet um die räumlichen Habitate zu bezeichnen
und tiefgestellte Indizes i, j für Spezies. Mit dieser Konvention werden die Gleichungen des Systems geschrie-
ben als:
Ẋ ki = Zi(X
k) +
∑︂
l
 
Ekli (X
l)− E lki (Xk)

, (10.5)
dabei ist E i ja die Ausbreitungsrate für Spezies a von Habitat j zu Habitat i. Diese Gleichungen ergeben das
generalisierte Meta-Nahrungsnetzmodell, dass als Beispielsystem in diesem Teil der Arbeit verwendet wird.
Durch Normieren, Linearisieren und anschließendem Identifizieren der Elastizitäten und Umsatzraten kann
die Jacobi-Matrix als Funktion interpretierbarer Parameter ausgedrückt werden. Es sei angemerkt, dass dieser
Vorgang für den Reaktions- und den Diffusionsteil der Gleichungen separat durchgeführt werden kann. Für
den Reaktionsteil ist dieser Vorgang komplett analog zum nicht-räumlichen generalisierten Nahrungsnetzmo-
dell, das zuvor gezeigt wurde. Für den Diffusionsteil ist das Vorgehen analog zu dem Reaktions-Diffusions-
System in Abschnitt 7. Insbesondere erhält man die Matrix C durch Ableiten des normierten Ausbreitungs-
terms nach den normierten Populationsdichten:
AklCi j =
∂ log(Ekli )
∂ log(X ki )
|︁|︁|︁|︁|︁∗ , (10.6)
wobei A die Adjazenzmatrix bezeichnet. Für normale Diffusion ist C eine diagonale Matrix mit den Diffu-
sionskonstanten Cii für Spezies i. Nicht-diagonale Einträge treten für komplexere Szenarien auf, bei denen
die Ausbreitung zwischen den Patches auch von anderen Population abhängen kann, wie zum Beispiel wenn
Räuber Habitate mit geringerer Verfügbarkeit von Beute schneller verlassen oder Beute aus Habitaten mit zu
vielen Räubern flieht (siehe Abschnitt 7). Die detaillierte Herleitung wird im Unterkapitel 10.1 gezeigt.
Zusammengefasst kann die NS×NS-dimensionale Jacobi-Matrix des generalisierten Meta-Nahrungsnetzes in
der Form von Gleichung (9.12) geschrieben werden als
J= I⊗ P− L⊗C . (10.7)
Für das gegenwertige Modell ist die Matrix P die Jacobi-Matrix des nicht-räumlichen Meta-Nahrungsnetz-
modells (Gleichungen (10.3) und (10.4)), L die möglicherweise gewichtete Laplace-Matrix des räumlichen
Netzwerks und C die Kopplungsmatrix gegeben in Gleichung (10.6). Abbildung 6.1 dient dazu als Illustration.
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10.1. Herleitung des generalisierten Meta-Nahrungsnetzmodells
In diesem Abschnitt folgt die detaillierte Herleitung des generalisierten Meta-Nahrungsnetzmodells. Zunächst
wird das allgemeine Modell auf einen Fixpunkt normiert. Dann wird die Jacobi-Matrix für das normierte Mo-
dell berechnet. Dabei werden die generalisierten Parameter eingeführt, von denen die Jacobi-Matrix abhängt.
Zum Schluss wird gezeigt wie man die Eigenwerte und Eigenvektoren der Jacobi-Matrix für einen räumlich
homogenen Fixpunkt mit Hilfe des Master-Stability-Funktions-Ansatzes berechnen kann.
Wir bezeichnen die Biomassendichte von Spezies i in Habitat kmit X ki . Die Änderung dieser ist gegeben durch:
Ẋ ki = G
k
i (X
k
i )−M ki (X ki ) + ϵiF ki (X k1 , . . . ,X kS )−
∑︂
j
Dkji(X
k
1 , . . . ,X
k
S )
+
∑︂
l

Ekli (X
k
1 , . . . ,X
k
S ,X
l
1, . . . ,X
l
S)− E lki (X l1, . . . ,X lS ,X k1 , . . . ,X kS )

, (10.8)
dabei ist Gki das Wachstum durch primäre Produktion, M
k
i der Verlust durch Respiration und Mortalität, F
k
i
das Wachstum durch Jagd, Dkji der Verlust durch Bejagung durch Spezies j und E
kl
i die Dispersion von Habitat
l nach k. Außerdem bezeichnet der Faktor ϵi die Effizienz mit der die Biomasse der Beute in die des Räubers
umgewandelt wird.
Wie in Gross et al. (2006) [38] wird der Korrelation zwischen dem Verlust der Beute Spezies Dkji und dem
Wachstum der entsprechenden Räuber F kj durch das Einführen einer Hilfsvariable Rechnung getragen. Die
gesamte Biomasse, die Spezies j in Habitat k zur Verfügung steht, ist gegeben durch:
T kj (X
k
1 , . . . ,X
k
S ) =
∑︂
i
Rkji(X
k
i ) , (10.9)
wobei Rkji(X
k
i ) der relative Beitrag von Spezies i in Habitat k zur insgesamt verfügbaren Biomasse ist. Damit
kann die Menge der Biomasse, die durch Spezies j in Habitat k konsumiert wird, geschrieben werden als
F kj (X
k
1 , . . . ,X
k
N ) = F
k
j (T
k
j ,X
k
j ) , (10.10)
und der Verlust von Spezies i durch Jagd durch Spezies j in Habitat k als
Dkji(X
k
1 , . . . ,X
k
S ) =
Rkji(X
k
i )
T kj (X
k
1 , . . . ,X
k
S )
F kj (T
k
j ,X
k
j ) . (10.11)
10.1.1. Normierung des Systems auf einen Fixpunkt und Deﬁnition der Skalenparameter
Wir nehmen an, dass das System aus Gleichung (10.8) mindestens einen positiven, aber nicht unbedingt
stabilen Fixpunkt hat. Das ist eine recht schwache Annahme, wenn man die beträchtliche Freiheit beachtet,
die weiterhin für diese Klasse von Modellen existiert.
Wir bezeichnen dann die unbekannten Biomassendichten der verschiedenen Populationen am Fixpunkt mit
X k∗i . Außerdem benutzen wir den Asterisk um die Werte der Funktionen am Fixpunkt zu kennzeichnen, also
zum Beispiel F k∗i = F ki (X k∗1 , . . . ,X k∗S ).
Dann werden alle dynamischen Variablen und Funktionen auf derenWert am Fixpunkt normiert. Die normier-
tenWerte werden dann durch die entsprechenden Kleinbuchstaben bezeichnet, wie zum Beispiel x ki =
X ki
X k∗i
und
g(x ki ) =
G(X ki
G(X k∗i )
.
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Mit diesen Definitionen können die Gleichungen normiert werden:
ẋ ki =
Gk∗i
X k∗i
gki (x
k
i )−
M k∗i
X k∗i
mki (x
k
i ) +
ϵiF
k∗
i
X k∗i
f ki (t
k
i , x
k
i )−
∑︂
j
Dk∗ji
X k∗i
dkji(x
k
1 , . . . , x
k
S)
+
∑︂
l

Ekl∗i
X k∗i
ekli (x
k
1 , . . . , x
k
S , x
l
1, . . . , x
l
S)−
E lk∗i
X k∗i
elki (x
l
1, . . . , x
l
S , x
k
1 , . . . , x
k
S)

. (10.12)
An dieser Stelle kann man eine Menge von strukturellen Parametern identifizieren, die den Biomassenfluss
am Fixpunkt charakterisieren. Im Kontext der generalisierten Methode werden diese als Skalenparameter
bezeichnet. Wir beginnen mit der Zeitskala beziehungsweise mit dem Biomassenfluss am Fixpunkt:
αki =
Gk∗i
X k∗i
+
ϵiF
k∗
i
X k∗i
+
∑︂
l
Ekl∗i
X k∗i
=
M k∗i
X k∗i
+
∑︂
j
Dk∗ji
X k∗i
+
∑︂
l
E lk∗i
X k∗i
. (10.13)
Die relativen Beiträge der verschiedenen Prozesse zum Wachstum der Biomasse sind gegeben durch:
νki =
∑︂
l
νkli =
1
αki
∑︂
l
Ekl∗i
X ∗i
, (10.14)
ν̃ki = 1− νki = 1αki
ϵiF
k∗
i
X k∗i
+
1
αki
Gk∗i
X k∗i
, (10.15)
ν̃ki δ
k
i =
1
αki
ϵiF
k∗
i
X k∗i
, (10.16)
ν̃ki δ̃
k
i = ν̃
k
i (1−δki ) = 1αki
Gk∗i
X k∗i
. (10.17)
Wiederum sind die relativen Beiträge der verschieden Prozesse zum Verlust von Biomasse gegeben durch:
ρki =
∑︂
l
ρlki =
1
αki
∑︂
l
E lk∗i
X ∗i
, (10.18)
ρ̃ki = 1−ρki = 1αki
M k∗i
X k∗i
+
1
αki
∑︂
j
Dk∗ji
X k∗i
, (10.19)
ρ̃ki σ
k
i =
1
αki
∑︂
j
Dk∗ji
X k∗i
, (10.20)
ρ̃ki σ̃
k
i = ρ̃
k
i (1−σki ) = 1αki
M k∗i
X k∗i
. (10.21)
Es ist nötig, die Beiträge der verschiedenen Räuber zum Verlust durch Jagd durch weitere Parameter aufzu-
lösen:
β kji =
1
αki ρ̃
k
i σ
k
i
Dk∗ji
X k∗i
. (10.22)
Die Interpretationen aller Skalenparameter sind in Tabelle 10.1 angegeben. Mit Gleichung (10.11) kann die
normierte Funktion für den Verlust durch Jagd geschrieben werden als
d ji(x
k
1 , . . . , x
k
S) =
Rk∗ji F k∗j
T k∗j Dk∗ji
rkji
tkj
f j(t
k
j , x
k
j ) =
rkji
tkj
f j(t
k
j , x
k
j ) , (10.23)
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dabei sind die für Spezies j insgesamt als Beute verfügbaren, normierten Biomassen
tkj =
∑︂
i
Rk∗ji
T k∗j
rkji . (10.24)
Mit den Parametern
χkji =
Rk∗ji
T k∗j
(10.25)
können wir diese schreiben als
tkj =
∑︂
i
χkji r ji . (10.26)
Zusammengefasst ergibt sich das normierte, generalisierte Meta-Nahrungsnetzmodell:
ẋ ki = α
k
i

ν̃ki δ̃
k
i g
k
i (x
k
i ) + ν̃
k
i δ
k
i f
k
i (t
k
i , x
k
i )− ρ̃ki σ̃ki mki (x ki )− ρ̃ki σki
∑︂
j
β kjid
k
ji(x
k
1 , . . . , x
k
S)
+
∑︂
l
νkli e
kl
i (x
k
1 , . . . , x
k
S , x
l
1, . . . , x
l
S)−
∑︂
l
ρlki e
lk
i (x
l
1, . . . , x
l
S , x
k
1 , . . . , x
k
S)

, (10.27)
mit i = 1, . . . ,S und k = 1, . . . ,N .
10.1.2. Berechnung der Ableitungen und Deﬁnition der Exponentenparameter
Um eine lineare Stabilitätsanalyse des gegeben Fixpunktes durchzuführen, muss die Jacobi-Matrix bestimmt
werden. Wir definieren zunächst Blockmatrizen für die Ableitungen der lokalen Terme und die Ableitungen
der Dispersionsterme, aus denen sich die Jacobi-Matrix konstruieren lässt. Die Ableitungen der lokalen Terme
für die Dynamik innerhalb eines Habitats ergeben die Jacobi-Matrix für ein isoliertes Habitat:
(P)ki j =
d
dx kj
αki
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ν̃ki δ̃
k
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k
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k
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k
ji(x
k
1 , . . . , x
k
S)

. (10.28)
Die Ableitungen der Dispersionsterme im Ausgangs beziehungsweise Zielhabitat ergeben die Kopplungsma-
trizen:
(C)kli j =
d
dx kj
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∑︂
l
νkli e
kl
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, (10.29)
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Für dieseMatrizenwerden die Ableitungen der Funktionen, die in den dynamischen Gleichungen vorkommen,
am Fixpunkt benötigt. Das Modell enthält aber noch immer unbekannte Funktionen. Der Kern der generali-
sierten Methode ist die Idee, dass die benötigten Ableitungen durch die Exponentenparameter beschrieben
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werden. Diese definieren wir für die lokalen Abhängigkeiten als
φki =
∂
∂ x ki
gki (x
k
i )
|︁|︁|︁|︁|︁
x=x∗
, (10.31)
µki =
∂
∂ x ki
mki (x
k
i )
|︁|︁|︁|︁|︁
x=x∗
, (10.32)
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∂
∂ x ki
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, (10.33)
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, (10.35)
und für die Dispersion als
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Die Interpretationen aller Exponentenparameter sind in Tabelle 10.1 angegeben.
Mit den Exponentenparametern erhalten wir die diagonalen Einträge von Pk
Pkii = α
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k
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i + ν̃
k
i δ
k
i
 
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iiλ
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n
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
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
, (10.40)
und die nicht-diagonalen Einträge
Pki j = α
k
i

ν̃ki δ
k
i γ
k
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k
i jλ
k
i j − ρ̃ki σki

β kjiψ
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 
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Die Matrizen Ckl haben die diagonalen Einträge
C klii = α
k
i

ρlki ω
lk
i − νkli ω̂kli

(10.42)
und die nicht-diagonalen Einträge
C kli j = α
k
i

ρlki κ
lk
i j − νkli κ̂lki j

. (10.43)
Analog haben die Matrizen Ĉkl mit getauschten Skalenparametern die diagonalen Einträge
Ĉ klii = α
k
i

νlki ω
lk
i −ρkli ω̂kli

(10.44)
und die nicht-diagonalen Einträge
Ĉ kli j = α
k
i

νlki κ
lk
i j −ρkli κ̂kli j

. (10.45)
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Parameter Interpretation
Exponenten
φki Sensitivität der Primärproduktion von Spezies i in Habitat k auf die eigene Population
γki Sensitivität der Jagd von Spezies i in Habitat k auf die insgesamt verfügbare Beutebiomas-
sendichte
λki j Exponent des Beutewechsels, Sensitivität der Jagd von Spezies i auf eine spezifischen Beu-
tepopulation j in Habitat k
ψki Sensitivität der Jagd von Spezies i in Habitat k auf die eigene Population
µki Sensitivität des intrinsischen Verlusts von Spezies i in Habitat k auf die eigene Population
ωkli Sensitivität der Dispersion von Spezies i von Habitat l zu k auf die eigene Biomassendichte
im Ausgangshabitat
ω̂kli Sensitivität der Dispersion von Spezies i von Habitat l zu k auf die eigene Biomassendichte
im Zielhabitat
κkli j Sensitivität der Dispersion von Spezies i von Habitat l zu k auf die Biomassendichte von
Spezies j im Ausgangshabitat
κ̂kli j Sensitivität der Dispersion von Spezies i von Habitat l zu k von der Biomassendichte von
Spezies j im Zielhabitat
Skalen
αP
k
i Lokaler Biomassenfluss von Spezies i in Habitat k
αC
k
i Biomassenfluss durch Dispersion von Spezies i in Habitat k
σki Anteil am lokalen Verlust von Spezies i in Habitat k durch Jagd
σ̃ki Anteil am lokalen Verlust von Spezies i in Habitat k durch intrinsische Verluste
β kji Relativer Beitrag von Spezies j zum lokalen Verlust von Spezies i in Habitat k durch Jagd
δki Anteil am lokalen Wachstum von Spezies i in Habitat k durch Jagd
δ̃ki Anteil am lokalen Wachstum von Spezies i in Habitat k durch Primärproduktion
χ ji Relativer Beitrag von Spezies i zur Beute von Spezies j in Habitat k
νki Anteil zum gesamten Wachstum von Spezies i in Habitat k durch Dispersion
ν̃ki Anteil zum gesamten Wachstum von i in Habitat k durch Lokaldynamik
ρki Anteil zum gesamten Verlust von Spezies i in Habitat k durch Dispersion
ρ̃ki Anteil zum gesamten Verlust von Spezies i in Habitat k durch Lokaldynamik
ηkli Anteil am Biomassenfluss durch Dispersion von Spezies i durch den Link zwischen Habitat
l und k
Tabelle 10.1.: Generalisierte Parameter für das Meta-Nahrungsnetz.
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10.1.3. Diffusives Gleichgewicht in homogenen Zuständen
Für eine homogene Populationsgrößen müssen sich der ein- und ausgehende Biomassenfluss ausgleichen:
ν̃ki α
k
i = ρ̃
k
i α
k
i (10.46)
und außerdem
νki α
k
i = ρ
k
i α
k
i . (10.47)
Daher erhalten wir
ν̃ki = ρ̃
k
i (10.48)
und
νki = ρ
k
i . (10.49)
Daher definieren wir den lokalen Biomassenfluss:
αP
k
i = ν̃
k
i α
k
i = ρ̃
k
i α
k
i , (10.50)
Damit sich der Biomassenfluss durch Dispersion ausgleicht, nehmen wir an, dass der Biomassenfluss durch
jeden Link des räumlichen Netzes gleich ist. Der Biomassenfluss durch jeden Link hebt sich dann auf:
αC
kl
i = ν
kl
i α
k
i = ρ
kl
i α
k
i . (10.51)
Mit diesen Definitionen gilt Ckl = Ĉkl und die Definitionen der Matrizen Pk und Ckl können umgeschrieben
werden. Die Matrix für die Lokaldynamik ist gegeben durch
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Die Matrix für Dispersions-Vorgänge ist gegeben durch
C klii = αC
kl
i

νlki ω
lk
i − νkli ω̂kli

, (10.54)
und
C kli j = αC
kl
i

νlki κ
lk
i j − νkli κ̂kli j

. (10.55)
10.1.4. Struktur der Jacobi-Matrix und Berechnung der Eigenwerte
Wir verwenden drei verschiedene Typen von Matrizen, um die Jacobi-Matrix zu konstruieren. Die Matrizen
Pk beschreiben die lokale Dynamik innerhalb eines Habitats, während die Matrizen Ckl und Ĉkl die Kopplung
zwischen den Habitaten l und k beschreiben, die durch Dispersion entsteht. Die Jacobi-Matrix wird mit diesen
Matrizen konstruiert als:
J=
⎛⎜⎜⎜⎜⎜⎜⎝
. . .
Pk −∑︁m Ckm · · · Ĉkl
...
. . .
...
Ĉlk · · · Pl −∑︁m Clm
. . .
⎞⎟⎟⎟⎟⎟⎟⎠ . (10.56)
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Der betrachtete Fixpunkt ist dann stabil, wenn alle Eigenwerte dieser Matrix negative Realteile haben. Wenn
der betrachtete Fixpunkt homogen ist, hängen die Blockmatrizen nicht mehr von den Indizes ab und die
Matrizen C und Ĉ sind gleich. In diesem Fall kann die Jacobi-Matrix mit der Einheitsmatrix I und der Laplace-
Matrix L geschrieben werden als:
J= I⊗ P− L⊗C . (10.57)
Wie in Kapitel 9 in den Gleichungen (9.12) bis (9.16) gezeigt wird, können die Eigenwerte einer Jacobi-Matrix
dieser Form berechnet werden, indem man zunächst die Eigenwerte κ der Laplace-Matrix des räumlichen
Graphen berechnet:
Lp= κp (10.58)
und anschließend die Eigenwerte des reduzierten Eigenwertproblems für alle κ berechnet:
(P− κC) · q= λκq . (10.59)
Die Eigenvektoren der Jacobi-Matrix sind dann
v= p⊗ q . (10.60)
Obwohl die Funktionen und Fixpunkte unbekannt sind, können die Exponenten- und Skalenparameter, die
in die Jacobi-Matrix eingehen, direkt im Kontext des Systems interpretiert werden und können daher auch
direkt gemessen oder durch theoretische Erwägungen gewählt werden. Siehe hierzu die Publikationen von
Gross et al. [38, 39] und Tabelle 10.1 für Details. Da verschiedene Fixpunkte durch verschiedene Werte der
Skalen- und Exponentenparameter bestimmt werden, kann sich deren Stabilität unterscheiden.
Im Kontext dieser Arbeit betrachten wir die Stabilität homogener Fixpunkte. Das bedeutet, wir betrachten
Zustände in denen alle Habitate durch dieselben Parameter bestimmt sind und dieselben Biomassendichten
besitzen. Eine diffusionsgetriebene Instabilität liegt dann vor, wenn ein solcher Zustand ohne Diffusion stabil
ist, diese Stabilität aber verliert, wenn eine Kopplung durch Diffusion zwischen den Habitaten hinzugefügt
wird.
10.2. Parametrisierung des Modells
Im Folgenden nehmen wir an, dass alle Habitate identisch sind und daher Pki j = P
l
i j für alle k und l in N . Außer-
dem nehmen wir zur Vereinfachung an, dass alle generalisierten Parameter, die nicht von den Fressbeziehun-
gen oder der Körpermasse abhängen für alle Spezies gleich sind, also beispielsweise φki = φ
k
j ≡ φ. Generali-
sierte Parameter, die wie β ki von den Fressbeziehungen abhängen, werden durch das erzeugte Nahrungsnetz
bestimmt. Weiterhin nehmen wir an, dass die Skalenparameter des Biomassenflusses mit dem Nischenwert
skalieren, der stellvertretend für die Körpermasse verwendet wird [51]: αkPi = 10
−2ni und αkCi = 10
−4ni . Die ver-
bleibenden freien Parameter für das lokale Nahrungsnetz sind φ, γ, λ, ψ und µ. Die in der Kopplungsmatrix
C enthaltenen Dispersionsparameter sind ω, ω̃, κ und κ̃.
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11. Diffusionsgetriebene Instabilitäten inMeta-Nahrungsnetzen
Im vorherigem Kapitel wurde gezeigt, dass das generalisierte Meta-Nahrungsnetzmodell zu der Klasse von
Systemen gehört, auf welche die Ergebnisse aus Kapitel 9 zutreffen. Wir können also die Eigenwerte berech-
nen, indem wir Gleichung (9.16) verwenden.
Gleichung (9.16) hat die nützliche Eigenschaft, dass die Struktur des räumlichen Netzes nur durch die Ei-
genwerte der Laplace-Matrix eingeht. Man kann sagen, dass jeder Eigenwert κi eine Menge von Eigenwerten
der Jacobi-Matrix erzeugt, die unabhängig von den anderen Eigenwerten der Laplace-Matrix ist. Das bedeu-
tet, dass Gleichung (9.16) eine Master-Stability-Funktion definiert: Sind nur Informationen über das lokale
System bekannt, also P und C, so kann man den führenden Eigenwert λmax berechnen, den man für einen
gegebenen Eigenwert der Laplace-Matrix κ erhält [6,87]. Die resultierende Funktion S(κ) = Re[λmax(κ)] ist
dann die Master-Stability-Funktion des gegebenen Meta-Nahrungsnetzes.
Da die Stabilität voraussetzt, dass die Realteile aller Eigenwerte der Jacobi-Matrix negativ sind, wird das
System instabil, wenn einer der Eigenwerte κ der Laplace-Matrix in ein Intervall fällt, in dem die Master-
Stability-Funktion positiv ist. Im Folgendem bezeichnen wir diese Regionen als „verboten“, da diese Regionen
vermieden werden müssen, wenn die lokale Stabilität erhalten bleiben soll. Der Verlust von Stabilität, der
dadurch entsteht, wenn ein Eigenwert in eine dieser Regionen fällt, ist analog zu dem Auftreten von Muster-
bildung, also Turing-Bifurkationen und Wave-Instabilitäten, im kontinuierlichem Raum.
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11.1. Stabilität kleiner Nahrungsnetze
Betrachtet man die Stabilität des 4-Spezies-Nahrungsnetzes, das in Abbildung 6.1 gezeigt ist, erhält man die
Master-Stability-Funktion, die in Abbildung 11.1 dargestellt ist. Die Details zum in der Abbildung verwen-
deten Modell finden sich im Unterabschnitt 11.1.1. Da die Funktion nur vom lokalen Netzwerk und der Art
der Kopplung abhängt, ist sie unabhängig vom räumlichen Netzwerk, in welches das System eingebettet ist.
Allerdings haben die Laplace-Matrizen von verschiedenen räumlichen Netzen unterschiedliche Spektren, die
an anderen Stellen der Master-Stability-Funktion liegen und somit zu anderen Stabilitäten führen.
Die Stabilität des Nahrungsnetzes mit den Eigenwerten der Laplace-Matrix zu verbinden ist interessant,
weil die Abhängigkeit des Spektrums der Laplace-Matrix von der Topologie relativ gut verstanden ist [74].
Die Master-Stability-Funktion bietet daher die Gelegenheit zu verstehen, wie die Stabilität von Netzwerk-
Reaktions-Diffusions-Systemen und der Verlust eben dieser von den topologischen Eigenschaften abhängt.
Die Laplace-Matrix ist positiv-semidefinit und hat mindestens einmal den Eigenwert 0. Daher beinhaltet das
Spektrum von J immer eine Menge von Eigenwerten, die durch κ = 0 erzeugt werden und den Eigenwerten
von P entspricht. Das zeigt, dass der homogene Zustand in einem Meta-Nahrungsnetz nur dann stabil sein
kann, wenn der entsprechende Zustand des nicht-räumlichen Systems stabil ist.
Es wurden numerisch die Master-Stability-Funktionen für verschiedene zufällig erzeugte Nahrungsnetze be-
rechnet. In kleineren Netzen mit bis zu fünf Spezies wurden in der Regel Master-Stability-Funktionen mit
recht einfachen Formen gefunden. Dabei ist die Master-Stability-Funktion entweder (i) positiv bei κ= 0, (ii)
überall negativ oder (iii) wechselt einmal im betrachteten Intervall von negativ zu positiv für ein einzelnes
κ∗ > 0 (siehe beispielsweise Abbildung 11.1). Die ersten beiden der genannten Fälle gehören zu Nahrungs-
netzen, die unabhängig von räumlichen Netz (i) instabil oder (ii) stabil sind, während im dritten Fall (iii) das
System stabil ist, wenn alle Eigenwerte der Laplace-Matrix ausreichend klein sind, das heißt κi < κ∗.
Die Diffusionskonstante allgemein zu erhöhen streckt das Spektrum der Laplace-Matrix. In einem System
der Klasse (iii) ist daher das Auftreten von Instabilitäten wahrscheinlicher, wenn die Kopplung stärker ist.
Das zeigt, dass dicht verknüpfte Landschaften, die in der Ökologie als förderlich angenommen werden, zur
Instabilität des homogenen stationären Zustands in Nahrungsnetzen der Klasse (iii) führen können. Diese
Instabilität ist nicht unbedingt schädlich, da sie zu stabilen räumlichen Mustern und somit zu Heterogenität
führen kann, von der im Endeffekt die Diversität des Systems profitiert [107].
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Abbildung 11.1.:Master-Stability-Funktion (MSF) für Meta-Nahrungsnetze. Gezeigt sind MSFs (a–c) undräumliche Netze (d–f) für das gleiche lokale Nahrungsnetz (aus Abbildung 6.1) und diegleiche KopplungsmatrixC (siehe Gleichung (10.7)). DieMaster-Stability-Funktion setzt denführenden Eigenwert der Jacobi-Matrix desMeta-Nahrungsnetzesmit den Eigenwerten derLaplace-Matrix des räumlichen Systems in Verbindung. Das Meta-Nahrungsnetz ist stabil,wenn kein Eigenwert der Laplace-Matrix (Pfeile) in Intervalle (blau) fallen, in denen die MSFpositiv ist. Die Plots (a), (b) und (c) unterscheiden sich nur durch die unterschiedlichenSpektren der verschiedenen Laplace-Matrizen, da in allen Fällen das gleiche lokale Nah-rungsnetz verwendet wird und die MSF somit gleich bleibt. Mit einer räumlichen Topologie(a, d) ist das System instabil, mit einer Anderen (b, c) stabil. Erhöht man allerdings das Ge-wicht der Verbindungen und somit die Stärke der Kopplung, so wird das System instabil,da das Spektrum der gewichteten Laplace-Matrix gestreckt wird (c, f) und dadurch zweider Eigenwerte in den instabilen Bereich fallen. Die Details zum in der Abbildung verwen-deten Modell beﬁnden sich inklusive der Kopplungsmatrix C und den gewichteten Laplace-Matrizen der räumlichen Netze in Abschnitt 11.1.1.
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11.1.1. Details für das in Abbildung 11.1 verwendete Modell
Für Abbildung 11.1 wurden Nischennetze mit vier Spezies und einer Konnektivität C von 0.33±0.01 generiert
aus denen eines ausgewählt wurde, dessen Struktur dem aus Abbildung 6.1 entspricht. Die Nischenwerte des
verwendeten Netzes sind in Tabelle 11.1 aufgelistet. Die Matrix P ist gegeben durch die Gleichungen (10.52)
und (10.53). Die Parameter in P sind φ = 0.5, γ= 0.95, λ= 1, ψ= 1.5 und µ= 1.0.
Wir nehmen an, dass die Habitate durch diffusive Dispersion verbunden sind. Daher ist die Kopplungsmatrix
C diagonal:
C=
⎛⎜⎝ 10
−4·n1 0 0 0
0 10−4·n2 0 0
0 0 10−4·n3 0
0 0 0 10−4·n4
⎞⎟⎠ , (11.1)
Die Einträge von C skalieren mit den inversen Nischenwerten und somit mit den inversen Körpermassen.
Größere Spezies breiten sich also langsamer aus als kleine Spezies. Das passiert zum Beispiel, wenn sich
kleinere Spezies passiv durch Wind oder Wasser verteilen können, während größere Spezies Energie aufwen-
den müssen, um sich aktiv fortzubewegen, territorialer sind oder es schwerer haben physische Barrieren zu
überwinden.
Die gewichtete Laplace-Matrix L für das erste räumliche Netz aus Abbildung 11.1 (a, d) ist gegeben durch
L= c ·
⎛⎜⎜⎜⎝
2 −1 −1 0 0
−1 4 −1 −1 −1
−1 −1 3 −1 0
0 −1 −1 2 0
0 −1 0 0 1
⎞⎟⎟⎟⎠ (11.2)
und die gewichtete Laplace-Matrix, die in Abbildungen 11.1 (b, e) und Abbildung 11.1 (c, f) verwendet wurde,
ist gegeben durch
L= c ·
⎛⎜⎜⎜⎝
1 0 −1 0 0
0 1 0 −1 0
−1 0 3 −1 −1
0 −1 −1 3 −1
0 0 −1 −1 2
⎞⎟⎟⎟⎠ . (11.3)
In Abbildung 11.1 (a, b) ist die Kopplungsstärke c = 0.045, während in Abbildung 11.1 (c) die Kopplung
mit c = 0.09 doppelt so stark ist. Daraus folgt, dass durch die stärkere Kopplung auch die Eigenwerte κ
entsprechend doppelt so groß sind.
Die Eigenwerte λκ der vollständigen Jacobi-Matrix hängen mit den Eigenwerten κ der Laplace-Matrix L über
die folgende Gleichung zusammen:
(P−κC) · q = λκq . (11.4)
Den Plot der Master-Stability-Funktion erhält man, indem man diese Gleichung für alle κ ∈ [0,κmax] löst und
den Realteil des führenden Eigenwerts Re [λmax(κ)] aufträgt. Um die Stabilität des Meta-Nahrungsnetzes für
ein gegebenes räumliches Netz zu bestimmen, sind nur die Eigenwerte κ der entsprechenden Laplace-Matrix
L relevant.
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11.2. Stabilität größerer Nahrungsnetze
Die Analyse von kleinen Nahrungsnetzen wie dem aus Abbildung 11.1 hat relativ einfache Master-Stability-
Funktionen gezeigt, die sehr ähnlich zu den Master-Stability-Funktionen von Modellen gekoppelter Oszilla-
toren ist. Betrachtet man aber größere Nahrungsnetze und insbesondere Nahrungsnetze mit Kreuz-Diffusion,
so kann man wesentlich kompliziertere Funktionen erhalten.
Abbildung 11.2 zeigt zwei Beispiele für Meta-Nahrungsnetze mit 20 Spezies und die zugehörigen Master-
Stability-Funktionen. Die Funktionen zeigen ein komplexes Muster von stabilen und instabilen Intervallen,
dass sich einer einfachen Klassifikation widersetzt. An dieser Stelle könnte man nun untersuchen, durch wel-
che Übergänge verbotene Regionen entstehen oder verschwinden, aber das würde den Rahmen der vorlie-
genden Arbeit sprengen.
Für die Ökologie sind Master-Stability-Funktionen ernüchternd, da sie zeigen, dass es keine einfachen Regeln
gibt, die die Stabilität eines Netzwerks bestimmen. Die einzige Ausnahme ist vielleicht, dass in hinreichend
schwach gekoppelten Systemen die Eigenwerte der Laplace-Matrix um 0 clustern. Da die Master-Stability-
Funktion kontinuierlich ist, gibt es immer eine kritische Kopplungsstärke, unterhalb derer die Stabilität des
schwach gekoppelten Systems identisch mit der Stabilität des isolierten Systems ist.
Ohne einfache Regeln für die Stabilität von Meta-Nahrungsnetzen müssen in der Ökologie verschiedene Nah-
rungsnetze und verschiedene räumliche Netzwerke individuell untersucht werden. Die hier vorgestellte Me-
thode kann hierbei einen Beitrag leisten.
11.2.1. Details für das in Abbildung 11.2 verwendete Modell
Für Abbildung 11.2 wurden Nischennetze mit S = 20 Spezies und der Konnektivität C = 0.15± 0.01 erzeugt.
In der Matrix P für das Nahrungsnetz wurden die Parameter φ = 0.5, γ = 0.75, λ = 1, ψ = 1.0 und µ = 1.0
gesetzt.
Die globale Kopplungsstärke wurde für Abbildung 11.2 (a) auf c = 0.045 und für Abbildung 11.2 (b) auf
c = 0.09 gesetzt. Für die Kopplung zwischen den Habitaten wurde keine reine Diffusion verwendet. Die
Kopplungsmatrix C enthält nicht-diagonale Einträge, die eine Form adaptiver Dispersion beschreiben. In die-
sem Fall bedeutet das, dass Räuber ihrer Beute folgen und Beutespezies ihre Räuber meiden. Daher hat für
ein Räuber-Beute-Paar (i, j) die Untermatrix Ci j die Form:
Ci j =

10−4·ni a · 10−4·ni
−a · 10−4·n j 10−4·n j

, (11.5)
mit a = 17.22 für Abbildung 11.2 (a) und a = 0.178 für Abbildung 11.2 (b). Alle anderen nicht-diagonalen
Einträge von C sind Null. Die Parameter, die genutzt wurden um die Nahrungsnetze zu erzeugen, sind in den
Tabellen 11.2 und 11.3 gelistet.
i 1 2 3 4
ni 0.97 0.34 0.91 0.12
ci 0.42 0.17 0.43 0.06
ri 0.74 0.34 0.49 0.11
Tabelle 11.1.: Nischenwerte ni , Fressbereiche ri und Fresszentren ci für das lokale Nahrungsnetz aus Abbil-dung 11.1 gerundet auf zwei Dezimalstellen.
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Abbildung 11.2.: Komplexe Master-Stability-Funktionen (MSFs). (a, b) Gezeigt sind zwei Beispiele für Nah-rungsnetze mit 20 Spezies (blaue Kreise) die über Räuber-Beute-Interaktionen verbundensind (Pfeile). Die Kopplungsmatrix Cwurde so konstruiert, dass Räuber bevorzugt Patchesmit wenig Beute verlassen und Beute entsprechend Patches mit vielen Räubern. Die ent-sprechenden MSFs ((c) für (a) und (d) für (b)) haben mehrere verbotene Intervalle (blau),in denen die MSF positiv ist. Die Details zu den in der Abbildung verwendeten Nahrungs-netzen ﬁnden sich in Abschnitt 11.2.1.
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i 1 2 3 4 5 6 7
ni 0.02 0.69 0.12 0.20 0.54 0.81 0.58
ri 0.00 0.51 0.02 0.18 0.00 0.18 0.03
ci 0.010 0.275 0.060 0.100 0.490 0.650 0.115
i 8 9 10 11 12 13 14
ni 0.65 0.56 0.54 0.51 0.74 0.81 0.80
ri 0.23 0.03 0.03 0.02 0.17 0.09 0.26
ci 0.525 0.245 0.235 0.420 0.555 0.495 0.340
i 15 16 17 18 19 20
ni 0.88 0.46 0.10 0.19 0.83 0.31
ri 0.53 0.12 0.02 0.06 0.25 0.02
ci 0.595 0.260 0.080 0.110 0.615 0.150
Tabelle 11.2.: Nischenwerte, Fressbereiche und Fresszentren für das lokale Nahrungsnetz, das in Abbil-dung 11.2 (a) gezeigt wird.
i 1 2 3 4 5 6 7
ni 0.41 0.97 0.55 0.95 0.46 0.55 0.85
ri 0.23 0.49 0.22 0.75 0.20 0.27 0.01
ci 0.245 0.345 0.480 0.485 0.120 0.265 0.595
i 8 9 10 11 12 13 14
ni 0.74 0.98 0.03 0.66 0.01 0.05 0.93
ri 0.16 0.18 0.02 0.06 0.00 0.02 0.43
ci 0.600 0.74 0.01 0.320 0.010 0.040 0.595
i 15 16 17 18 19 20
ni 0.53 0.38 0.49 0.70 0.76 0.93
ri 0.41 0.03 0.30 0.07 0.12 0.24
ci 0.305 0.035 0.260 0.455 0.550 0.120
Tabelle 11.3.: Nischenwerte, Fressbereiche und Fresszentren für das lokale Nahrungsnetz, das in AbbildungAbbildung 11.2 (b) gezeigt wird.
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11.3. Spektrum und lokalisierte Moden
Zuvor wurden ausführlich die Analogien zwischen Reaktions-Diffusions-Systemen im kontinuierlichen Raum
und auf Netzwerken diskutiert. Allerdings gibt es Unterschiede im Spektrum des entsprechenden Laplace-
Operators.
Für kontinuierliche räumliche Gebiete sind die Eigenmoden des Laplace-Operators typischerweise delokali-
sierte Funktionen wie trigonometrische Funktionen oder Bessel-Funktionen. Im Vergleich dazu hat der dis-
krete Laplace-Operator für Netzwerke eine komplexere Struktur und der Hauptteil der Eigenmoden ist loka-
lisiert [22,29,83].
Um das darzustellen, betrachten wir zufällige geometrische Graphen [24], die ein generisches Modell für
räumliche Netzwerke darstellen. Sie bestehen aus Knoten, die zufällig in einemQuadrat verteilt werden. Jeder
Knoten wird mit allen Knoten verbunden, die innerhalb einer festgelegten Reichweite liegen. Die Reichweite
der Verbindungen wird mit der Zahl N der Knoten des Graphen skaliert:
R=
rp
N
, (11.6)
wobei der Parameter r die unskalierte Reichweite des zufälligen geometrischen Graphen ist.
Das Maß, in dem ein Eigenvektor lokalisiert ist, kann durch die Partizipationszahl [56, 121] quantifiziert
werden. Diese wird auch in der Quantenmechanik als Maß für die Lokalisierung verwendet. Sie spiegelt
in etwa die Zahl der Knoten wieder, für die der Eigenvektor über eine signifikante Amplitude verfügt. Die
Partizipationszahl PZ für einen normierten Eigenvektor q= (q1, . . . ,qN )T ist gegeben durch:
PZ=
1∑︁N
i=1 |qi |4
(11.7)
In Abbildung 11.3 wird ein Beispiel für einen zufälligen geometrischen Graphen mit 500 Knoten, der mit
einer unskalierten Reichweite von r = 1.4 generiert wurde, dargestellt. In dem Graphen sind exemplarisch
die Amplituden für einen lokalisierten Eigenvektor farblich eingezeichnet. Der lokalisierte Eigenvektor verfügt
nur in einem kleinen Gebiet über Knoten mit signifikantem Eintrag. In dem Beispielsystem haben mehr als
150 Moden eine Partizipationszahl kleiner als 10 und mehr als 200 weitere Moden eine Partizipationszahl
zwischen 10 und 20 (siehe Abbildung 11.4). Mehr als die Hälfte der Eigenvektoren ist also auf Clustern
lokalisiert die weniger als 4% der Knoten beinhalten.
Im Kontext von Reaktions-Diffusions-Systemen implizieren lokalisierte Moden zwei Dinge:
• Der entsprechende Eigenwert ist nur für die Struktur im Cluster sensitiv. Daher liefert der Eigenwert
Informationen zu lokalen Eigenschaften des Clusters.
• Wenn der Eigenwert in einer verbotenen Region liegt und somit eine dynamische Instabilität erzeugt,
dann ist diese Instabilität zumindest zu Beginn auf das Cluster beschränkt, in dem die entsprechende
Eigenmode lokalisiert ist.
Diese Eigenschaften von Netzwerken machen es möglich Systeme zu konstruieren, deren Dynamik sensitiv
auf lokale topologische Eigenschaften reagiert. Dies wird noch einmal kurz in der Diskussion zu diesem Teil
der Arbeit aufgegriffen.
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Abbildung 11.3.: Lokalisierter Eigenvektor am Beispiel eines zufälligen geometrischen Graphen mit 500Knoten. Die Amplitude des lokalisierten Eigenvektors ist farblich kenntlich gemacht. Diewesentlichen Beiträge beschränken sich auf das in der Abbildung vergrößerte Gebiet, dasnur einen kleinen Teil der Knoten des Graphen enthält.
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Abbildung 11.4.: Lokalisierung der Eigenvektoren. Die Zahl der Knoten mit signiﬁkanter Amplitude einer Ei-genmode kann durch die Partizipationszahl quantiﬁziert werden. Gezeigt wird hier ein Hi-stogramm für die Partizipationszahlen der Eigenvektoren der Laplace-Matrix für das Bei-spiel des zufälligen geometrischen Graphen mit 500 Knoten aus Abbildung 11.3. Unten istder Bereich mit geringer Anzahl vergrößert dargestellt. Es zeigt sich, dass der Hauptteil derEigenvektoren nur wenige Knoten betrifft. Nur vier der insgesamt 500 Eigenvektoren ha-ben signiﬁkante Einträge für mehr als 200 Knoten. Auch im Bereich zwischen 100 und 200Knoten liegen nur fünf Eigenvektoren.
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11.4. Numerische Bestätigung und Verhalten im instabilen Bereich
Die theoretischen Ergebnisse wurden numerisch durch Diagonalisierung der Jacobi-Matrix und durch Simula-
tion von spezifischen dynamischen Modellen getestet. Die theoretischen und numerischen Resultate stimmen
überein. Außerdem hat sich gezeigt, dass in Systemen, in denen der homogenen Zustand instabil ist, das
System oft einen heterogenen Zustand anstrebt, für den die Variablen der verschiedenen räumlichen Knoten
durch den Eigenvektor der instabilen Mode qualitativ vorhergesagt werden können.
Während die Mathematik nahe legt, dass das System den instabilen Zustand in eine Richtung verlässt, die
dem führenden Eigenwert entspricht [40], gibt es keinen bekannten Grund, warum der Eigenvektor weitere
Informationen liefern sollte, nachdem das System den Zustand verlassen hat, um den das System lineari-
siert wurde. In niedrig-dimensionalen Systemen beobachtet man typischerweise, dass das System auf einen
anderen Attraktor zuläuft, der weit entfernt vom instabilen Zustand liegt. Während solch katastrophale Än-
derungen des Zustands auch in den hier vorgestellten Netzwerk-Reaktions-Diffusions-Systemen auftreten,
wurde auch in einem großen Teil der Simulationen beobachtet, dass das entstehende heterogene Muster eine
große Übereinstimmung mit der instabilen Mode zeigt.
Ein Beispiel für ein System, in dem sich nach einer Turing-Bifurkation ein stationäres Muster ausbildet, ist in
Abbildung 11.5 gezeigt. In dem gezeigten Beispiel spiegelt der Eigenvektor der Laplace-Matrix das räumliche
Muster wieder. In Abbildung 11.6 wird der Eigenvektor der Laplace-Matrix zu verschiedenen Zeitpunkten mit
dem räumlich inhomogenen Zustand eines oszillierenden Systems verglichen, das eine Wave-Instabilität er-
fahren hat. Das räumliche Muster bei maximaler Auslenkung der Oszillation ist in Abbildung 11.7 gezeigt. Die
Details der für die Abbildungen verwendeten Modellsysteme finden sich in den folgenden Unterabschnitten.
Der Unterschied zwischen dem System mit dem stationären Muster und dem oszillierenden System zeigt
sich auch an den zugehörigen Master-Stability-Funktionen. Während die Master-Stability-Funktion für das
System mit dem stationären Muster für den entsprechenden Eigenwert der Laplace-Matrix reell ist (siehe
Abbildung 11.8 (a), verfügt die Master-Stability-Funktion für das oszillierende System über einen von Null
verschiedenen Imaginärteil (siehe Abbildung 11.8 (b)).
Wenn ein reeller führender Eigenwert sein Vorzeichen von negativ zu positiv wechselt, erfährt das System
eine Turing-Instabilität. Wenn dagegen der führende Eigenwert komplex ist, tritt eine Wave-Instabilität auf.
Eine Wave-Instabilität führt zumindest in den Transienten zu raumzeitlichen Oszillationen.
Eine Animation des oszillierenden Systems kann unter dem folgenden Link abgerufen werden:
• http://eco.fkp.physik.tu-darmstadt.de/drossel/brechtel/animationOSC-de.gif
Zudem findet man unter dem folgenden Link die Animation für ein entsprechendes System in englischer
Sprache, die bereits in Brechtel et al. (2018) [15] gezeigt wurde:
• http://eco.fkp.physik.tu-darmstadt.de/drossel/gramlich/animation.gif
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Abbildung 11.5.: Bildung von Räumlichen Mustern. (b) Gezeigt ist ein Systemmit gegebener räumlicher To-pologie. Einer der Eigenwerte der Laplace-Matrix liegt in einer verbotenen Region, in der dieMaster-Stability-Funktion positiv ist (siehe Abbildung 11.8 (a)). Daher verlässt das Systemden homogenen Zustand und bewegt sich in Richtung eines nicht-homogenen Zustands.Die Differenz der Dichte des Top-Prädators zwischen dem inhomogenen und dem homo-genen Zustand sind farblich kenntlich gemacht. Der größte Unterschied und somit der Wir-kungsbereich der Instabilität beschränkt sich auf ein relativ kleines Gebiet. In den Fällen,in denen das System einen Zustand anstrebt, der in der Nähe des homogenen Zustandsliegt, ist der Eigenvektor der instabilen Eigenmode ein Indikator für den Endzustand desSystems. (a) Ein Vergleich zwischen dem Eigenvektor und dem Endzustand des Beispiel-systems zeigt eine gute Übereinstimmung zwischen demEigenvektor (blaue offene Kreise)und der beobachteten Abweichung vom homogenen Zustand (rote Punkte). Im Allgemei-nen kann diese Genauigkeit allerdings nicht garantiert werden. Das hier gezeigte Beispielzeigt eine Turing-Instabilität, da der führende Eigenwert reell ist. Ist der führende Eigenwertdagegen komplex, so handelt es sich um eine Wave-Instabilität.
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Abbildung 11.6.: Schnappschüsse aus einer halben Periode der Oszillation. Gezeigt ist der Vergleich zwi-schen dem Eigenvektor der instabilen Mode (blaue, offene Kreise) und der Abweichungder Population des Spitzenräubers vom Fixpunkt (rote Punkte).
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11.4.1. Details für das in Abbildung 11.5 verwendete Modell
Als räumliche Netze werden zufällige geometrische Graphen (RGG) verwendet (siehe Kapitel 5). Für den
RGG mit N = 25 Knoten aus Abbildung 11.5 wurde r = 1.3 gesetzt. Dabei wurde ein zusammenhängender
Graph ausgewählt.
Für Abbildung 11.5 wurde ein 5-Spezies-Nahrungsnetz manuell konstruiert. Die dazugehörenden Nischen-
werte sind in Tabelle 11.4 aufgelistet. Die Konnektivität des Netzes beträgt C = 0.25. Die Fressbeziehungen
sind durch die gewichtete Adjazenzmatrix des lokalen Netzes definiert:
A=
⎛⎜⎜⎜⎝
0 0 0 0 0
0 0 0 0 0
1 0 0 0 0
1
2
1
2 0 0 0
0 0 12
1
2 0
⎞⎟⎟⎟⎠ . (11.8)
Spezies 1 und 2 sind Primärproduzenten. Die Räuber jagen ihre Beuten zu gleichen Teilen. Das resultierende
Nahrungsnetz wird in Abbildung 11.9 (a) gezeigt.
Die Gleichungen der Populationsdynamik für die expliziten Simulationen sind:
Ẋ ki = G
k
i (X
k
i )−M ki (X ki ) + F ki (X k1 , . . . ,X kS )−
∑︂
j
Rkji(X
k
i )F
k
j (T
k
j ,X
k
j )
T kj (X
k
1 , . . . ,X
k
S )
+
∑︂
l

Ekli (X
k
1 , . . . ,X
k
S ,X
l
1, . . . ,X
l
S)− E lki (X l1, . . . ,X lS ,X k1 , . . . ,X kS )

, (11.9)
mit den Funktionen
Gki (X
k
i ) = siX
k
i , (11.10)
M ki (X
k
i ) = piX
k
i + qiX
k
i
2
, (11.11)
F ki (X
k
i , . . . ,X
k
S ) =
∑︁
j aiAi jX
k
i X
k
j
1+
∑︁
j aihiAi jX
k
j
= F ki (T
k
i ,X
k
i ) =
aiT
k
i X
k
i
1+ aihiT ki
, (11.12)
Rki j = Ai jX
k
j , (11.13)
T ki (X
k
1 , . . . ,X
k
S ) =
∑︂
j
Ai jX
k
j , (11.14)
Ekli (X
l
i ) = c
kl
i X
l
i . (11.15)
Die Funktion für die Rate der Jagd F ki (X
k
i ) basiert auf der funktionalen Antwort vom Holling-Typ-2. Disper-
sion Ekli (X
k
i ) und Primärproduktion G
k
i (X
k
i ) sind linear proportional zu den entsprechenden Populationen,
während die intrinsischen Verluste M ki eine Kombination von linearen und quadratischen Termen sind. R
k
i j ist
der relative Beitrag von Spezies j zur Beute, die von Spezies i konsumiert wird. T ki ist die gesamte Biomas-
sendichte, die Spezies i als Beute zur Verfügung steht. Die Adjazenzmatrix Ai j enthält die Informationen über
die Fressbeziehungen. Der Dispersionsterm Ekli skaliert linear mit der Populationsdichte. Es handelt sich also
um diffusive Dispersion. Die expliziten Parameter werden in Tabelle 11.5 aufgelistet. Die Körpermasse wird
berechnet mit
mi = 10
3ni . (11.16)
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Abbildung 11.7.: Schnappschuss des räumlichen Musters des oszillierenden Systems. Der Zeitpunkt ent-spricht dem ersten Schnappschuss aus Abbildung 11.6. Die zugehörige Master-Stability-Funktion ist zusammen mit dem Spektrum des hier gezeigten räumlichen Graphen in Ab-bildung 11.8 (b) gezeigt.
i 1 2 3 4 5
ni 0.2 0.3 0.4 0.4 0.7
Tabelle 11.4.: Nischenwerte für das Nahrungsnetz aus Abbildung 11.5.
Parameter Bedeutung Wert
ai Angriffsrate der Räuber 4 ·m−0.25i
hi Handhabungszeit der Räuber 0.26 ·m−0.25i
pi Koeffizient des linearen Verlusts 0.52 ·m−0.25i
qi Koeffizient des quadratischen Verlusts 0.34 ·m−0.25i
ci Diffusionskoeffizient 10−3 ·m0.75i
si Koeffizient der Primärproduktion 4.5 ·m−0.25i
Tabelle 11.5.: Parameter der expliziten Funktionen aus Gleichungen (11.10) bis (11.15) und deren Werte diein den Simulationen verwendet wurden. Der Parameter si ist nur für Primärproduzenten vonNull verschieden.
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Abbildung 11.8.: Plot der Master-Stability-Funktion (MSF) zusammenmit dem Spektrum der Laplace-Matrixdes räumlichen Graphen. Die instabilen Intervalle sind blau unterlegt. Die Eigenwerte derLaplace-Matrix sind als senkrechte Striche eingezeichnet. Es liegt je ein rot hervorgeho-bener Eigenwert in einem Instabilen Bereich. Wenn der führende Eigenwert des Systemsüber einen Imaginärteil verfügt, handelt es sich bei der entsprechenden Mode um eine os-zillierende Mode. Bei einem reellen Eigenwert stellt sich ein stationäres Muster ein. Wennder führende Eigenwert reell ist, ist dieser schwarz dargestellt, komplexe Eigenwerte sindgelb eingezeichnet. (a) MSF und Spektrum des Systems aus Abbildung 11.5, das ein sta-tionäres Musters annimmt. Der Eigenwert, der den Nulldurchgang vollführt, ist rein reell.(b)MSF und Spektrum des oszillierenden Systems aus den Abbildungen 11.6 und 11.7. DerEigenwert, der den Nulldurchgang durchführt, verfügt über einen Imaginärteil.
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Um die Dynamik des Systems nach dem Auftreten der Instabilität zu untersuchen, wurden Trajektorien in der
Nähe des instabilen homogenen Fixpunktes simuliert, bis Langzeitverhalten eingetreten ist. Für diese Simula-
tionen wurden die Anfangswerte zufällig mit einem maximalen relativen Abstand von 0.001 zum homogenen
Fixpunkt gewählt.
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11.4.2. Details für das oszillierende System
Das Nahrungsnetz des oszillierenden Systems wurde mit dem Nischenmodell erzeugt und dessen Struktur
ist in Abbildung 11.9 (b) dargestellt. Das explizite Modell wurde an die generalisierten Parameter φ = 0.5,
γ= 0.75,ψ= 1.5, und µ= 1.0 angepasst. Die Parameter, die sich für die verschiedenen Spezies unterscheiden,
sind in Tabelle 11.6 aufgelistet. Die Diffusionskoeffizienten sind definiert durch:
ci = 10 · 10−8ni . (11.17)
Die Gleichungen der Populationsdynamik sind:
ẋ ki = αP
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i
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mit
gki (X
k
i ) =
 
x ki
φ
, (11.19)
mki (X
k
i ) =
 
x ki
µ
, (11.20)
f ki (X
k
i , . . . , x
k
S) = t
k
i
 
x ki
ψ 1+ K
tki + K
, (11.21)
dki j =
 
x ki
ψ
x kj
1+ K
tki + K
, (11.22)
tki (x
k
1 , . . . , x
k
S) =
∑︂
j
Ai j x
k
j , (11.23)
wobei
K =
γ
1− γ . (11.24)
i 1 2 3 4 5
ni 0.042 0.865 0.990 0.614 0.257
αP i 0.824 0.019 0.010 0.0592 0.306
δi 0 1 1 1 1
σi 0.512 0.000 0.000 0.495 0.668
(i, j) (2,5) (3,4) (4, 5) (5,1) sonst
βi j 0.457 1.000 0.543 1.000 0.000
Ai j 1 1 1 1 0
Tabelle 11.6.: Parameter für das Nahrungsnetz des oszillierenden Systems.
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Abbildung 11.9.: Nahrungsnetze mit S = 5 Spezies. Die Pfeile zeigen die Richtung des Biomassenﬂusses.(a) Nahrungsnetz, das in Abbildung 11.5 verwendet wird. Spezies 1 und 2 sind die Primär-produzenten und Spezies 5 ist der Spitzenräuber. (b) Nahrungsnetz, das für die animiertenOszillationen verwendet wurde. Spezies 1 ist der Primärproduzent und Spezies 3 der Spit-zenräuber.
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12. Diskussion
In diesem Teil der Arbeit wurde ein Ansatz für die Analyse von diffusionsgetriebenen Instabilitäten im diskre-
ten Raum vorgestellt, der auf Master-Stability-Funktionen basiert. Dafür wurde zunächst die Analogie zwi-
schen Reaktions-Diffusions-Systemen im kontinuierlichen Raum und in Netzwerken herausgearbeitet. Durch
diese Analogie lassen sich diffusionsgetriebene Instabilitäten in Netzwerken auf die gleiche Weise verstehen,
wie im kontinuierlichen Raum. Da es leichter ist die Eigenvektoren für Laplace-Matrizen großer Netzwerke
zu berechnen als die Eigenfunktionen für Laplace-Operatoren auf komplizierten kontinuierlichen räumlichen
Gebieten zu bestimmen, könnte man sogar sagen, dass die Analyse für Netzwerke einfacher ist. Dennoch
haben Netzwerke ein komplexeres Spektrum, das lokalisierte Moden beinhaltet, wodurch lokalisierte Mus-
ter entstehen können. Der für Netzwerke vorgestellte Ansatz funktioniert dabei nicht nur für rein diffusive
Ausbreitung, sondern auch für komplexere Formen der Ausbreitung mit Kreuzabhängigkeiten zwischen den
Populationen verschiedener Spezies in den Ausgangs- beziehungsweise Zielpatches.
Zur Veranschaulichung wurde der vorgestellte Ansatz auf ein generalisiertes Meta-Nahrungsnetzmodell ange-
wendet. Dieses nichtlineare Modell beschreibt eine Menge von Spezies, die über Räuber-Beute-Beziehungen
interagieren und sich auf einem räumlichen Netzwerk ausbreiten. Auch wenn in dem Modell angenommen
wurde, dass sich alle Spezies über das gleiche räumliche Netzwerk ausbreiten, kann dies mit unterschied-
lichen Raten passieren. Die Ausbreitungsraten können wiederum dynamisch von den lokalen Bedingungen
abhängen. Ein Beispiel dafür sind Formen der adaptiven Ausbreitung, bei denen Beutespezies ihre Räuber
meiden und Räuber ihrer Beute folgen.
Die Analyse kleiner Nahrungsnetze hat gezeigt, dass in einer breiten Klasse von Systemen eine starke räumli-
che Kopplung den homogenen stationären Zustand destabilisieren und damit zu Musterbildung führen kann.
Außerdem wurde gezeigt, dass große Nahrungsnetze komplexe Master-Stability-Funktionen aufweisen kön-
nen, sodass keine einfachen Regeln für die Stabilität homogener Zustände dieser Systeme angegeben werden
können. In der Anwendung müssen einzelne Systeme dementsprechend separat im Detail untersucht werden.
Daher werden effiziente Ansätze, wie der hier vorgestellte, benötigt. Außerdem haben wir gesehen, dass der
Eigenvektor einer instabilen Mode in bestimmten Fällen als Indikator für das räumliche Muster dienen kann.
Reaktions-Diffusions-Systeme auf Netzwerken können auch als Mutli-Layer-Netze beschrieben werden. Da
die Struktur des räumlichen Netzes für die verschiedenen Spezies identisch ist, handelt es sich dabei um eine
vergleichsweise einfache Klasse von Systemen. Dennoch können auch schon Systeme mit dieser Einschrän-
kung eine große Komplexität aufweisen, was durch das gezeigte Meta-Nahrungsnetzmodell veranschaulicht
wurde.
Desweiteren ist zu betonen, dass der hier gezeigte Ansatz nicht auf die Analyse von Nahrungsnetzen be-
schränkt ist. Einige mögliche Anwendungen aus der Biologie sind nachstehend aufgeführt:
• In der Spieltheorie wurden die Effekte von Netzwerken für einige Zeit prominent diskutiert [1, 69, 71,
115]. Mit dem vorgestellten Ansatz können beispielsweise Populationsmodelle von Kooperatoren und
Defektoren untersucht werden, um zu bestimmen unter welchen Bedingungen die homogene Verteilung
der Agenten imNetzwerk instabil wird. Dadurch könnten sichMuster bilden, in denen zumBeispiel lokal
besonders gute Bedingungen für Kooperatoren vorliegen.
• In der Epidemiologie wurde die Analyse von homogenen, infektionsfreien Zuständen als Methode vor-
geschlagen, um die epidemischen Grenzwerte für einzelne Pathogene zu bestimmen. Es gibt allerdings
auch ein Interesse an Ko-Infektions-Modellen mit mehreren Pathogenen. Mit dem vorgestellten Ansatz
könnten Master-Stability-Funktionen für große Gemeinschaften von Pathogenen berechnet werden, um
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so den Mechanismus von deren Übertragung besser zu verstehen. In diesem Fall würde die Adjazenz-
matrix die Laplace-Matrix als räumlichen Operator ersetzen. Der Ansatz lässt sich ohne weiteres daran
anpassen.
• In der Zellbiologie könnte der Ansatz genutzt werden, um die Dynamik von Gewebe zu untersuchen, das
aus identischen Zellen besteht. Im Speziellen könnte man die Frage stellen, wie metabolische Prozesse
oder die Signalisierung zwischen Zellen zu Musterbildung führen können. Im Kontext der synthetischen
Biologie könnte das Vorkommen von lokalisierten Eigenmoden in räumlichen Netzen ausgenutzt wer-
den, um Reaktions-Systeme zu erzeugen, bei denen die Musterbildung auf bestimmten topologischen
Strukturen lokalisiert ist. So könnte man zum Beispiel Bereiche hervorheben, in denen Zellen besonders
dichte Cluster bilden.
Obwohl Master-Stability-Funktionen im Kontext der Synchronisation eine lange Tradition haben, ist deren
Anwendung auf stationäre Zustänge nicht sonderlich weit verbreitet. Der hier vorgestellte Ansatz hat also ein
großes, unangetastetes Potential für die Analyse einer breiten Klasse von Systemen.
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Teil IV.
Der Einﬂuss globaler Spitzenräuber aufdie Stabilität von Meta-Nahrungsnetzen
67
Der Einﬂuss globaler Spitzenräuber auf dieStabilität von Meta-Nahrungsnetzen
Die stabilisierenden Faktoren in Nahrungsnetzen zu identifizieren ist eine altbekannte Problemstellung mit
weitreichenden Implikationen für die Gemeinschaftsökologie und den Naturschutz. In diesem Teil der Arbeit
untersuchen wir die Stabilität von räumlich aufgelöstenMeta-Nahrungsnetzenmit globalen Räubern, die über
große Reichweite verfügen und dadurch das gesamte Meta-Nahrungsnetz als einzelnes Habitat wahrnehmen.
Dafür kombinieren wir die generalisierte Methode mit dem Ansatz der Master-Stability-Funktionen, um ef-
fizient die asymptotische Stabilität breiter Klassen realistischer Meta-Nahrungsnetze zu untersuchen. Dazu
erweitern wir das generalisierte Meta-Nahrungsnetzmodell aus dem vorherigem Teil der Arbeit um die be-
sagten globalen Räuber. Wir zeigen, dass Meta-Nahrungsnetze mit langreichweitigen Spitzenräubern stabiler
sind als solche mit lokalisierten Spitzenräubern. Zudem kann das Hinzufügen langreichweitiger, generalisti-
scher Spitzenräuber einen stabilisierenden Effekt haben. Diese Resultate zeigen, wie wichtig der Erhalt von
Spitzenräubern für die Stabilität von Nahrungsnetzen ist.
Dieser Teil der Arbeit basiert auf einem Artikel [16], der in Zusammenarbeit mit Thilo Gross und Barbara
Drossel geschrieben wurde. Die ursprüngliche Idee kam von Thilo Gross. Barbara Drossel und Thilo Gross
haben dazu beigetragen, den Artikel in den wissenschaftlichen Kontext einzuordnen. Der Autor dieser Arbeit
hat das Modell entwickelt, alle Simulationen durchgeführt und die gezeigten Abbildungen erstellt. Zudem
hat der Autor dieser Arbeit die Ergebnisse diskutiert und in Bezug zu vorherigen Veröffentlichungen gesetzt.
Der gesamte Inhalt des Artikels wurde zwischen allen beteiligten Autoren abgestimmt und diskutiert.
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13. Einleitung
Die Spezies auf den unterschiedlichen tropischen Ebenen in einem Nahrungsnetz erfüllen verschiedene Funk-
tionen und tragen somit auf unterschiedliche Weise zur Stabilität des Systems bei. Dabei scheinen Spitzenräu-
ber trotz ihrer vergleichsweise geringen Biomasse [17] einen besonders starken Einfluss auf die Stabilität von
Nahrungsnetzen zu haben [39, 86, 97]. Spitzenräuber sind oft Generalisten, die für eine Kopplung und den
Ausgleich zwischen Biomassen spezialisierter Räuber auf niedrigeren trophischen Ebenen sorgen [96]. Damit
wirken sie an der Spitze von langen, schwach verbundenen Schleifen in Nahrungsnetzen, die ebenfalls als
stabilisierendes Motiv betrachtet werden [80]. Im vorherigen Teil dieser Arbeit haben wir gesehen, dass die
räumliche Struktur einen maßgeblichen Einfluss auf die Stabilität von Meta-Nahrungsnetzen hat. In diesem
Teil betrachten wir, welchen Effekt die räumliche Struktur des Systems auf die stabilisierenden Eigenschaften
des Spitzenräubers hat.
Dafür erweitern wir das generalisierte Meta-Nahrungsnetzmodell, das wir zuvor verwendet haben, um globa-
le Spezies, die alle Habitate als einzelnes globales Habitat wahrnehmen, in dem sie jagen können. Außerdem
erweitern wir den Master-Stability-Funktions-Ansatz, damit sich dieser auf ein solches System mit globa-
len Spezies anwenden lässt. In den Untersuchungen betrachten wir Systeme, die über eine globale Spezies
verfügen, die als Spitzenräuber implementiert wird. Die Struktur der Nahrungsnetze wird mit Hilfe des Ni-
schenmodells erzeugt. Dabei wird die Spezies mit dem größten Nischenwert als Spitzenräuber ausgewählt
und gegebenenfalls als globale Spezies hinzugefügt. Als Modell für das räumliche Netzwerk von Habitaten
dienen zufällige geometrische Graphen.
Die generalisierte Methode erlaubt es uns eine lineare Stabilitätsanalyse von generischen Ausdrücken für die
Biomassenumsatzraten und Elastizitäten durchzuführen. Dadurch ist es möglich breite Klassen von Model-
len zu untersuchen, ohne die Interaktionsterme explizit definieren zu müssen. Dazu werden Ensembles von
Systemen erzeugt, in denen der Anteil der stabilen Netze berechnet wird. Damit ist es möglich die Stabilität
verschiedener Konfigurationen zu vergleichen. Zum einen vergleichen wir Systeme, in denen es einen globa-
len Spitzenräuber gibt, mit Systemen in denen eben dieser fehlt. Außerdem vergleichen wir Systeme in denen
der Spitzenräuber entweder als globale oder als lokale Spezies vorhanden ist.
Wir verifizieren die Resultate, die wir mit Hilfe von Master-Stability-Funktionen für homogene Systeme ge-
winnen, anhand heterogener Systeme. Da sich für heterogene Systeme der Master-Stability-Funktions-Ansatz
nicht anwenden lässt, muss in diesem Fall die vollständige Jacobi-Matrix des Systems numerisch diagonalisiert
werden. Wegen des höheren Rechenaufwands werden daher kleinere heterogene Systeme betrachtet.
Das Modell zeigt, dass Systeme mit globalem Spitzenräuber dazu neigen stabiler zu sein, als Systeme mit
der gleichen Anzahl an Spezies, bei denen aber alle Spezies lokal sind. Dies ist insbesondere dann der Fall,
wenn der globale Räuber über viele verschiedenartige Beuten verfügt, also ein Generalist ist. In diesem Fall
übersteigt die Stabilität des Systems mit globalem Spitzenräuber, die eines kleineren Systems, aus dem eben
dieser entfernt wurde. Diese Ergebnisse stellen heraus, wie wichtig generalistische Spitzenräuber sind, wenn
es um den Erhalt der Stabilität des Systems gegen Störungen geht. Aber damit ein Spitzenräuber seinen
stabilisierenden Einfluss voll entfalten kann, muss dieser in der Lage sein sich frei in seinem Einzugsgebiet
zu bewegen.
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14. Modell
Wir betrachten ein System mit S lokalen Spezies auf N Habitaten und mit S′ globalen Spezies. Die lokalen
Spezies können sich entsprechend des räumlichen Netzes zwischen den verschiedenen Habitaten ausbreiten,
während die globalen Spezies das gesamte räumliche Netz als einzelnes Habitat wahrnehmen und von den
Populationen in diesem zehren können. Wir werden uns dabei auf Systeme mit S′ = 1 globalen Spezies kon-
zentrieren. Die mathematischen Herleitungen werden aber allgemein für unbestimmte S′ durchgeführt. Die
Biomassendichte der lokalen Spezies i in Habitat k bezeichnen wir mit X ki . Die Biomassendichte der globalen
Spezies i bezeichnen wir dagegen mit Yi . Die Gleichungen der Populationsdynamik haben die folgende Form:
Ẋ ki = GX ki (X
k
i )−MX ki (X ki ) + ϵX i FX ki (Xk)−
∑︂
j
DX kj X ki (X
k) +
∑︂
l

Ekli (X
k,Xl)− E lki (Xl ,Xk)
−∑︂
j
DYjX ki (X,Y) , (14.1)
Ẏi = GYi (Yi)−MYi (Yi) + ϵYi
∑︂
i,k
FYi (X,Y)−
∑︂
j
DYjYi (X,Y) , (14.2)
dabei ist G die Rate des Wachstums durch primäre Produktion, M die Rate des Verlusts durch Respiration und
Mortalität, F die Rate des Wachstums durch Jagd auf andere Spezies, D die Rate des Verlusts durch Bejagung
durch andere Spezies und Ekl die Rate der Ausbreitung von Habitat l nach Habitat k. Außerdem bezeichnet
ϵ die Umwandlungseffizienz mit der Räuber die Biomasse der gefangenen Beute in eigene Biomasse umwan-
deln können. Die tiefgestellten Indizes bezeichnen die betroffenen Populationen. Wenn zwei Populationen
betroffen sind, gibt die Reihenfolge der Indizes die Richtung des Biomassenflusses von der zweiten zur ersten
Population an. Zum Beispiel beschreibt die Funktion DYjX ki den Verlust der lokalen Spezies i in Habitat k durch
Bejagung durch die globale Spezies j. Für dieses allgemeine Gleichungssystem kann man, ohne die Funktio-
nen auf eine bestimmte Form zu beschränken, die Jacobi-Matrix ableiten, um die Antwort des Systems auf
Störungen zu untersuchen. Wegen der Unbestimmtheit des Systems enthält die Jacobi-Matrix eine Menge
von unbekannten aber direkt interpretierbaren Parametern. Diese Parameter beschreiben die Topologie des
Netzwerks, die Skala des Biomassenumsatzes und die Stärke der Nichtlinearitäten im System.
Wir verwenden das Nischenmodell [123] um Nahrungsnetze mit realistischer Topologie zu generieren. In
diesem Modell wird jeder Spezies ein Nischenwert und ein Fressintervall zugewiesen, dessen Zentrum un-
terhalb des Nischenwertes der entsprechenden Spezies liegt. Eine Spezies frisst alle anderen Spezies, deren
Nischenwerte sich in dem Fressintervall befinden. Das Beispiel eines Nischennetzes mit fünf Spezies wird
in Abbildung 14.2 gezeigt. Eine detaillierte Erklärung des Nischenmodells befindet sich in Kapitel 4. Wir
identifizieren die Nischenwerte mit dem Logarithmus der Körpermasse. Das erlaubt uns, eine allometrische
Skalierung der Biomassenumsatzraten einzuführen. Wir erzeugen dann Skalen- und Exponentenparameter,
wobei wir die Struktur des Nahrungsnetzes berücksichtigen. Die Parameter werden zufällig aus passenden
Intervallen gezogen, die auf ökologischen Überlegungen basieren. Siehe hierzu Tabelle 14.2 und Abbildung
14.2. Die verwendeten Intervalle folgen vergangenen Publikationen [36,38,94,128].
Wir verwenden zufällige geometrische Graphen (engl. random geometric graphs) [34] als Modell für die To-
pologie des räumlichen Netzes. Siehe Kapitel 5 und 14.3 für Details. Wenn es nicht anders angegeben ist,
betrachten wir räumlich homogene Systeme, bei denen alle Habitate durch die gleichen Parameter charak-
terisiert werden und über die gleichen Biomassendichten verfügen. Diese Annahme erlaubt es uns Master-
Stability-Funktionen für das System zu konstruieren, wodurch wir eine arbiträre Zahl von räumlichen Habi-
taten betrachten können.
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Um die Master-Stability-Funktion zu konstruieren, betrachten wir zunächst die Form der Jacobi-Matrix
J=

JX JXY
JY X JY

, (14.3)
wobei die Indizes X und Y wieder für lokale und globale Spezies stehen. Der erste Block der Jacobi-Matrix
JX hat, wenn gegeben ist, dass die Fressraten des globalen Räubers linear von der Beutebiomasse abhängen,
außerdem die Form
JX = I⊗ PX − L⊗CX , (14.4)
die Systemen ohne globalen Räuber entspricht [15] und die wir im vorherigem Teil dieser Arbeit betrachtet
haben. Dabei ist ⊗ das Kroneckerprodukt, I die Einheitsmatrix passender Größe, PX die Jacobi-Matrix eines
isolierten Habitats, L die Laplace-Matrix des räumlichen Netzwerks und CX die Linearisierung der Kopplung
zwischen den räumlichen Habitaten [15]. Weitere Details und eine Herleitung einer allgemeineren Form,
die für globale Räuber mit nichtlinearer Abhängigkeit von den Beutebiomassen gilt, folgen im nächsten Ab-
schnitt. Durch Ausnutzen der Struktur der Jacobi-Matrix können deren Eigenwerte berechnet werden, indem
man zunächst die Eigenwerte der Laplace-Matrix des räumlichen Netzwerks und dann die Eigenwerte einer
reduzierten Matrix berechnet, in die die Eigenwerte der Laplace-Matrix als Parameter eingehen.
Dieses Vorgehen folgt der gleichen Idee wie der Master-Stability-Funktions-Ansatz, der verwendet wird, um
Synchronisation zu untersuchen [14, 87], wird aber wie im vorherigem Abschnitt der Arbeit auf Fixpunkte
angewendet. Außerdem wird hier die Erweiterung für globale Spezies durchgeführt.
Der Ansatz der Master-Stability-Funktionen hat viele Vorteile. Er ermöglicht es die Beiträge der räumlichen
Struktur zur Dynamik von der lokalen Dynamik des Nahrungsnetzes zu trennen. Dies ermöglicht es ein kla-
reres ökologisches Verständnis für die Ursache auftretender Instabilitäten zu erhalten.
Basierend auf der Trennung von lokaler und geographischer Struktur können präzise Bedingungen formuliert
werden, die ein räumliches Netz erfüllen muss, damit ein gegebenes Nahrungsnetz mit dieser räumlichen
Struktur stabil ist. Die Funktion, die diese Bedingungen repräsentiert, ist die Master-Stability-Funktion, nach
der dieser Ansatz benannt ist.
Ein Nebenprodukt ist, dass der numerische Aufwand, um die Eigenwerte der Jacobi-Matrix zu berechnen,
sich drastisch reduziert. In diesem Teil der Arbeit ermöglicht uns das eine solide Statistik für die numerischen
Untersuchungen von großen Meta-Nahrungsnetzen mit mehreren Habitaten und Spezies zu erhalten.
Um die Resultate, die auf diese Weise für homogene Systeme erhalten wurden, zu validieren, wurden wei-
tere numerische Analysen von Systemen mit heterogenen Habitaten durchgeführt. In diesem Fall wurde das
Spektrum der Jacobi-Matrix direkt durch numerische Diagonalisierung der vollständigen Jacobi-Matrix des
Meta-Nahrungsnetzes berechnet. Wegen der Größe der zu diagonalisierenden Matrizen wurden hier kleinere
Systeme als im homogenen Fall verwendet.
14.1. Generalisiertes Modell
In diesem Abschnitt folgt die detaillierte Herleitung des generalisierten Modells für Meta-Nahrungsnetze,
die über globale Spezies verfügen. Dabei wird das System wieder auf einen homogenen Fixpunkt normiert
und die Jacobi-Matrix in Abhängigkeit der auftretenden generalisierten Parameter berechnet. Später wird die
Struktur der Jacobi-Matrix dann ausgenutzt, um die Eigenwerte mit einemMaster-Stability-Funktions-Ansatz
zu berechnen, der für die Anwendung auf das System mit globalen Spezies erweitert wird.
Wir beginnen mit den allgemeinen Gleichungen (14.1) und (14.2) des Modells:
Ẋ ki = GX ki (X
k
i )−MX ki (X ki ) + ϵX i FX ki (Xk)−
∑︂
j
DX kj X ki (X
k) +
∑︂
l

Ekli (X
k,Xl)− E lki (Xl ,Xk)
−∑︂
j
DYjX ki (X,Y) , (14.5)
Ẏi = GYi (Yi)−MYi (Yi) + ϵYi
∑︂
i,k
FYi (X,Y)−
∑︂
j
DYjYi (X,Y) (14.6)
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Wie in Gross et al. (2006) [38] wird die Korrelation zwischen dem Verlust der lokalen Beutespezies DX kj X ki
und dem Wachstum des entsprechenden lokalen Räubers FX kj beschrieben, indem die insgesamt verfügbare
Beutebiomasse, die dem Räuber j in Habitat k zur Verfügung steht, eingeführt wird:
TX kj (X
k) =
∑︂
i
RX kj X ki (X
k
i ) , (14.7)
dabei ist RX kj X ki (X
k
i ) der relative Beitrag von Spezies i in Habitat k zur insgesamt verfügbaren Beutebiomasse
von Spezies j im selben Habitat. Die globalen Spezies können andere globale und lokale Spezies in jedem
Habitat jagen. Die insgesamt verfügbare Beutebiomasse für die globale Spezies j ist daher:
TYj (X,Y) =
∑︂
i
RYjYi (Yi) +
∑︂
i,k
RYjX ki (X
k
i ) , (14.8)
mit den entsprechenden Beiträgen RYjYi (Yi) und RYjX ki (X
k
i ) der Beutepopulationen. Damit kann die Rate der
Nahrungsaufnahme der Population der lokalen Spezies j in Habitat k und die der Population der globalen
Spezies j geschrieben werden als:
FX kj (X
k) = FX kj (TX kj ,X
k
j ) , (14.9)
FYj (X,Y) = FYj (TYj ,Yj) . (14.10)
Die Verluste der lokalen Spezies i durch Jagd durch die lokale Spezies j in Habitat k ist:
DX kj X ki (X
k) =
RX kj X ki (X
k
i )
TX kj (X,Y)
FX kj (TX kj ,X
k
j ) , (14.11)
der Verlust der lokalen Spezies i durch Jagd durch die globale Spezies j in Habitat k ist
DYjX ki (X
k,Y) =
RYjX ki (X
k
i )
TYj (X,Y)
FYj (TYj ,Yj) , (14.12)
und der Verlust der globalen Spezies i durch Jagd durch die globale Spezies j ist
DYjYi (X,Y) =
RYjYi (Yi)
TYj (X,Y)
FYj (TYj ,Yj) . (14.13)
14.1.1. Normierung des Modells auf einen Fixpunkt und Deﬁnition der Skalenparameter
Wir nehmen an, dass ein positiver Fixpunkt existiert. Die Biomassendichten am Fixpunkt bezeichnen wir mit
X k∗i und Y ∗i . Wir normieren alle Biomassendichten und Funktionen in Bezug auf diesen Fixpunkt und bezeich-
nen diese mit dem entsprechendem Kleinbuchstaben. Zum Beispiel ist x ki =
X ki
X k∗i
die normierte Biomassendichte
einer lokalen Spezies und g(x ki ) =
G(X ki )
G(X k∗i )
die normierte Wachstumsfunktion. Durch diesen Prozess erhalten
wir die normierten Gleichungen für die Populationsdynamik:
ẋ ki =
G∗
X ki
X k∗i
gX ki (x
k
i )−
M∗
X ki
X k∗i
mX ki (x
k
i ) +
ϵX i F
∗
X ki
X k∗i
fX ki (t
k
i , x
k
i )−
∑︂
j
D∗
X kj X
k
i
X k∗i
dX kj X ki (x
k)
+
∑︂
l

Ekl∗i
X k∗i
ekli (x
k,xl)− E
lk∗
i
X k∗i
elki (x
l ,xk)

−∑︂
j
D∗
YjX
k
i
X k∗i
dYjX ki (x,y) (14.14)
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und
ẏki =
G∗Yi
Y ∗i
gYi (yi)−
M∗Yi
Y ∗i
mYi (yi) +
ϵYi F
∗
Yi
Y k∗i
fYi (tYi , yi)−
∑︂
j
D∗YjYi
Y ∗i
dYjYi (y) . (14.15)
Da sich die Wachstums- und Verlustterme im Fixpunkt ausgleichen müssen, kann man in diesen Gleichungen
Skalenparameter identifizieren, die den Biomassenfluss im System am gegebenen Fixpunkt quantifizieren.
Die Biomassenumsatzrate der lokalen Spezies am Fixpunkt ist
αX ki =
G∗
X ki
X k∗i
+
ϵX i F
∗
X ki
X k∗i
+
∑︂
l
Ekl∗i
X k∗i
=
M∗
X ki
X k∗i
+
∑︂
j
D∗
X kj X
k
i
X k∗i
+
∑︂
l
E lk∗
X k∗i
+
∑︂
j
D∗
YjX
k
i
X k∗i
(14.16)
und die Biomassenumsatzrate der globalen Spezies am Fixpunkt ist
αYi =
G∗Yi
Y ∗i
+
ϵYi F
∗
Yi
Y ∗i
=
M∗Yi
Y ∗i
+
∑︂
j
D∗YjYi
Y ∗i
. (14.17)
Diese Skalenparameter quantifizieren den Biomassenfluss des Systems am Fixpunkt und bestimmen daher
auch die Zeitskala des Systems. Die mittlere Lebenszeit der Biomasse im Fixpunkt ist durch den inversen
Biomassenumsatz 1α gegeben. Die relativen Beiträge der verschiedenen Prozesse am Biomassenfluss werden
durch weitere Skalenparameter festgelegt, die im Intervall [0, 1] liegen.
Die Skalenparameter für die relativen Beiträge am Biomassengewinn der lokalen Spezies sind:
νX ki =
∑︂
l
νX ki X
l
i
=
1
αX ki
∑︂
l
Ekl∗i
X k∗i
, (14.18)
ν̃X ki = 1− νX ki =
1
αX ki
ϵX i F
∗
X ki
X k∗i
+
1
αX ki
G∗
X ki
X k∗i
, (14.19)
ν̃X ki δx
k
i
=
1
αX ki
ϵX i F
∗
X ki
X k∗i
, (14.20)
ν̃X ki δ̃X
k
i
= ν̃X ki (1−δX ki ) =
1
αX ki
G∗
X ki
X k∗i
(14.21)
und die Skalenparameter für die relativen Beiträge am Biomassengewinn der globalen Spezies sind:
δYi =
1
αYi
ϵYi F
∗
Yi
Y ∗i
, (14.22)
δ̃Yi = ν̃Yi (1−δYi ) = 1αYi
G∗Yi
Y ∗i
. (14.23)
Die üblicherweise verwendeten Modelle unterscheiden zwischen basalen Spezies mit δ = 0 und Räubern mit
δ = 1. Die Skalenparameter für die relativen Beiträge am Biomassenverlust der lokalen Spezies sind gegeben
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durch:
ρX ki =
∑︂
l
ρX li X
k
i
=
1
αX ki
∑︂
l
E lk∗i
X ∗i
, (14.24)
ρ̃X ki = (1−ρX ki ) =
1
αX ki
M∗
X ki
X k∗i
+
1
αX ki
∑︂
j
D∗
X kj X
k
i
X k∗i
+
1
αX ki
∑︂
j
D∗
YjX
k
i
X k∗i
, (14.25)
ρ̃X ki σX
k
i
=
1
αX ki
∑︂
j
D∗
X kj X
k
i
X k∗i
+
1
αX ki
∑︂
j
D∗
YjX
k
i
X k∗i
, (14.26)
ρ̃X ki σX
k
i
ξX ki =
1
αX ki
∑︂
j
D∗
YjX
k
i
X k∗i
, (14.27)
ρ̃X ki σX
k
i
ξ̃X ki = ρ̃X ki σX ki (1− ξX ki ) =
1
αX ki
∑︂
j
D∗
X kj X
k
i
X k∗i
, (14.28)
ρ̃X ki σ̃X
k
i
= ρ̃X ki (1−σX ki ) =
1
αX ki
M∗
X ki
X k∗i
(14.29)
und die Skalenparameter der relativen Beiträge am Biomassenverlust der globalen Spezies sind gegeben
durch:
σYi =
1
αYi
∑︂
j
D∗YjYi
Y ∗i
, (14.30)
σ̃Yi = (1−σYi ) = 1αX i
M∗Yi
Y ∗i
. (14.31)
Zusätzlich werden die relativen Beiträge der einzelnen Fressbeziehungen am Verlust durch Jagd aufgeschlüs-
selt durch die Skalenparameter:
βX kj X
k
i
=
1
αX ki ρ̃X
k
i
σX ki ξ̃X
k
i
D∗
X kj X
k
i
X k∗i
, (14.32)
βYjX ki =
1
αX ki ρ̃X
k
i
σX ki ξX
k
i
D∗
YjX
k
i
X k∗i
, (14.33)
βYjYi =
1
αyiσYi
D∗YjYi
Y ∗i
. (14.34)
Mit den Gleichungen (14.11) bis (14.13) können die normierten Funktionen für den Verlust durch Jagd
geschrieben werden als:
dX kj X ki (x
k) =
rX kj X ki
tX kj
fX kj (tX kj , x
k
j ) , (14.35)
dYjX ki (x,y) =
rYjX ki
tYj
fYj (tYj , y j) , (14.36)
dYjYi (x,y) =
rYjYi
tYj
fYj (tYj , y j) , (14.37)
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wobei die normierten insgesamt zu Jagd verfügbaren Biomassendichten gegeben sind durch:
tX kj =
∑︂
i
R∗
X kj X
k
i
T ∗
X kj
rX kj X ki . (14.38)
tYj =
∑︂
i
R∗YjYi
T ∗Yj
rYjYi +
∑︂
i,k
R∗
YjX
k
i
T ∗Yj
rYjX ki . (14.39)
Mit den Parametern
χX kj X
k
i
=
R∗
X kj X
k
i
T ∗
X kj
, (14.40)
χYjX ki =
R∗
YjX
k
i
T ∗
Y kj
, (14.41)
χYjYi =
R∗YjYi
T ∗Yj
, (14.42)
können diese geschrieben werden als:
tX kj =
∑︂
i
χX kj X
k
i
rX kj X ki , (14.43)
tYj =
∑︂
i
χYjYi rYjYi +
∑︂
i,k
χYjX ki rYjX ki . (14.44)
Zusammengefasst können die normierten Gleichungen mit den Skalenparametern geschrieben werden als:
ẋ ki = αX ki

ν̃X ki δ̃X
k
i
gX ki (x
k
i ) + ν̃X ki δX ki fX ki (tX ki , x
k
i )− ρ̃X ki σ̃X ki mX ki (x ki )− ρ̃X ki σX ki ξ̃X ki
∑︂
j
βX kj X
k
i
dX kj X ki (x
k)
+
∑︂
l
νX ki X
l
i
ekli (x
k,xl)−∑︂
l
ρX li X
k
i
elki (x
l ,xk)− ρ̃X ki σX ki ξX ki
∑︂
j
βYjX ki dYjX ki (x,y)

, (14.45)
wobei i = 1, . . . ,S and k = 1, . . . ,N , und
ẏi = αYi

δ̃Yi gYi (yi) +δYi fYi (tYi , yi)− σ̃YimYi (yi)−σYi
∑︂
j
βYjYidYjYi (x,y)

, (14.46)
mit i = 1, . . . ,S′. Die gesamte Biomasse, die einem Räuber zur Jagd zur Verfügung steht, ist definiert als:
tX kj =
∑︂
i
χX kj X
k
i
rX kj X ki (X
k
i ) , (14.47)
tYj =
∑︂
i
χYjX ki rYjX ki (X
k
i ) +
∑︂
i
χYjYi rYjYi (Yi) , (14.48)
wobei r die normierte Antwort eines Jägers auf die Verfügbarkeit einer bestimmten Beutepopulation ist. Die
Faktoren vor den normierten Funktionen werden durch Skalenparameter ausgedrückt. Die Interpretationen
dieser Parameter sind in Tabelle 14.1 aufgelistet. Abgesehen von den Raten α des Biomassenflusses, sind die
Skalenparameter dimensionslos und liegen im Intervall [0, 1]. Im verwendeten Modell werden die meisten
Skalenparameter durch die Strukturen des räumlichen Graphen und des lokalen Nahrungsnetzes bestimmt.
Die Parametrisierung des Modells wird in Abschnitt 14.3 erklärt.
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14.1.2. Berechnung der Ableitungen und Deﬁnition der Exponentenparameter
Um eine lineare Stabilitätsanalyse des Systems durchzuführen, benötigt man die Jacobi-Matrix am Fixpunkt,
der untersucht werden soll. Um diese zu berechnen, werden die Ableitungen der dynamischen Gleichungen
des Systems benötigt. Im Folgenden werden wir die Ableitungen in Form von Blockmatrizen berechnen, aus
denen wiederum die Jacobi-Matrix konstruiert werden kann. Alle Ableitungen werden am betrachteten Fix-
punkt ausgewertet, auf den das System normiert wurde. Für die Werte der Ableitungen der verschiedenen
Funktionen am Fixpunkt werden die Exponentenparameter definiert. Die Jacobi-Matrix hängt also von einem
Satz von Skalen- und Exponentenparametern ab.
Die Ableitungen der rein lokalen Terme innerhalb eines Habitats nach den Populationsdichten der lokalen
Spezies ergeben die lokale Jacobi-Matrix für ein isoliertes Habitat: 
PX
k
i j =
d
dx kj
αX ki

ν̃X ki δ̃X
k
i
gX ki (x
k
i ) + ν̃X ki δX ki fX ki (tX ki , x
k
i )− ρ̃X ki σ̃X ki mX ki (x ki )− ρ̃X ki σX ki ξ̃X ki
∑︂
j
βX kj X
k
i
dk
X kj X
k
i
(xk)

.
(14.49)
Entsprechend ergeben die Ableitungen der rein globalen Terme nach den Populationsdichten der globalen
Spezies eine Jacobi-Matrix für ein System, das nur aus globalen Spezies besteht: 
PY

i j =
d
dykj
αYi

δ̃Yi gYi (yi) +δYi fYi (tYi , yi)− σ̃YimYi (yi)−σYi
∑︂
j
βYjYidYjYi (x,y)

. (14.50)
Die Ableitung der Terme für die Dispersions-Vorgänge zwischen den verschiedenen räumlichen Habitaten
nach den Populationsdichten der lokalen Spezies ergeben die Kopplungsmatrizen der Dispersion für das
Ausgangs- beziehungsweise Zielhabitat: 
CX
kl
i j =
d
dx lj
αX ki
∑︂
l
νX ki X
l
i
ekli (x
k,xl)−∑︂
l
ρX li X
k
i
elki (x
l ,xk)

, (14.51)
 
ĈX
kl
i j =
d
dx lj
αX ki
∑︂
l
ρX li X
k
i
elki (x
l ,xk)−∑︂
l
νX ki X
l
i
ekli (x
k,xl)

. (14.52)
Die Ableitung der Verluste der lokalen Spezies, die durch Jagd der globalen Spezies verursacht werden, nach
den Populationsdichten der globalen Spezies ergeben eine der Kopplungsmatrizen, welche die Kopplung zwi-
schen lokalen und globalen Spezies beschreibt: 
CXY
k
i j =
d
dy j
αX ki

− ρ̃X ki σX ki ξX ki
∑︂
j
βYjX ki dYjX ki (x,y)

. (14.53)
Die Ableitung der Wachstums- und Verlustterme durch Jagd für die globalen Spezies nach den Populations-
dichten der lokalen Spezies ergibt eine weitere Kopplungsmatrix für die Kopplung zwischen lokalen und
globalen Spezies:  
CY X
k
i j =
d
dx kj
αYi

δYi fYi (tYi , yi)−σYi
∑︂
j
βYjYidYjYi (x,y)

. (14.54)
Die letzte Matrix enthält die Ableitungen der Verlustterme der lokalen Spezies durch die Jagd der globalen
Spezies nach den Populationsdichten der lokalen Spezies in der verschiedenen Habitaten: 
OX
kl
i j =
d
dx lj
αX ki

− ρ̃X ki σX ki ξX ki
∑︂
j
βYjX ki dYjX ki (x,y)

. (14.55)
DieseMatrix führt zu einer indirekten Kopplung zwischen den verschiedenen räumlichen Habitaten, die durch
die Jagd der globalen Räuber verursacht wird.
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Um diese Ableitungen am Fixpunkt zu berechnen, ohne die entsprechenden Funktionen explizit zu kennen,
führen wir die Exponentenparameter ein. Diese sind die Ableitungen der normierten Funktionen nach den
normierten Biomassendichten [38], die am Fixpunkt ausgewertet werden. Die Exponentenparameter oder
auch Elastizitäten für die Dynamik innerhalb eines Habitats sind:
φX ki =
∂
∂ x ki
gX ki (x
k
i )
|︁|︁|︁|︁|︁
x=x∗
, φYi =
∂
∂ yi
gYi (yi)
|︁|︁|︁|︁
y=y∗
,
µX ki =
∂
∂ x ki
mX ki (x
k
i )
|︁|︁|︁|︁|︁
x=x∗
, µYi =
∂
∂ yi
mYi (yi)
|︁|︁|︁|︁
y=y∗
,
λX kj X
k
i
=
∂
∂ x ki
rX kj X ki (x
k
i )
|︁|︁|︁|︁|︁
x=x∗
, λYjYi =
∂
∂ yi
rYjYi (yi)
|︁|︁|︁|︁
y=y∗
,
λYjX ki =
∂
∂ x ki
rYjX ki (x
k
i )
|︁|︁|︁|︁|︁
x=x∗
,
γX ki =
∂
∂ tX ki
fX ki (tX ki , x
k
i )
|︁|︁|︁|︁|︁
x=x∗
, γYi =
∂
∂ tYi
fYi (tYi , yi)
|︁|︁|︁|︁
y=y∗
,
ψX ki =
∂
∂ x ki
fX ki (tX ki , x
k
i )
|︁|︁|︁|︁|︁
x=x∗
, ψYi =
∂
∂ yi
fYi (tYi , yi)
|︁|︁|︁|︁
y=y∗
. (14.56)
Die Exponentenparameter für die Ausbreitung der Spezies im räumlichen Netzwerk sind:
ω̂X ki X
l
i
=
∂
∂ x ki
ekli (x
k
1 , . . . , x
k
S , x
l
1, . . . , x
l
S)
|︁|︁|︁|︁|︁
x=x∗
, ωX ki X li =
∂
∂ x li
ekli (x
k
1 , . . . , x
k
S , x
l
1, . . . , x
l
S)
|︁|︁|︁|︁|︁
x=x∗
,
κ̂X ki X
l
j
=
∂
∂ x kj
ekli (x
k
1 , . . . , x
k
S , x
l
1, . . . , x
l
S)
|︁|︁|︁|︁|︁
x=x∗
, κX ki X kj =
∂
∂ x lj
ekli (x
k
1 , . . . , x
k
S , x
l
1, . . . , x
l
S)
|︁|︁|︁|︁|︁
x=x∗
, (14.57)
mit i ̸= j. Die Interpretationen der Exponentenparameter können auch in Tabelle 14.1 gefunden werden. Ver-
schiedene Fixpunkte werden durch verschiedene Werte der Skalen- und Exponentenparameter charakterisiert
und können daher über verschiedene Stabilitätseigenschaften verfügen.
Obwohl die Funktionen und Fixpunkte unbekannt sind, haben die Exponentenparameter eine klare Bedeu-
tung im Kontext des Systems und deren typischeWertebereiche können daher durch allgemeine Überlegungen
bestimmt werden, wie es von Gross et al. [38,39] diskutiert wird.
Die Intervalle, die für die Parameter verwendet werden, sind in Tabelle 14.2 für drei Typen von Modellen
aufgelistet. Das erste Modell ist Systemen mit Holling-Typ-2 funktionaler Antwort und mit konventioneller
diffusiver Ausbreitung nachempfunden. Das Standardmodell verwendet die größten sinnvollen Intervalle für
die Exponentenparameter, die in früheren Publikationen verwendet wurden [35,36,39,94]. Das letzte Modell
implementiert eine Form adaptiver Ausbreitung, bei der Beute ihre Räuber vermeidet und Räuber der Beute
folgen.
Mit den Exponentenparametern können die Matrizen für die Ableitungen nun berechnet werden. Die diago-
nalen Einträge von PX k sind: 
PX
k
ii = αX ki

ν̃X ki δ̃X
k
i
φX ki + ν̃X ki δX ki

γX ki χX
k
i X
k
i
λX ki X
k
i
+ψX ki
− ρ̃X ki σ̃X ki µX ki
− ρ̃X ki σX ki ξ̃X ki

βX ki X
k
i
ψX ki +
∑︂
n
βX knX
k
i
λX knX
k
i

γX kn − 1

χX knX
k
i
+ 1

(14.58)
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Parameter Interpretation
Exponent
φ Sensitivität der Primärproduktion einer Population auf die eigene Biomassendichte
γ Sensitivität der Jagd einer Räuberpopulation auf die insgesamt verfügbare Beutebiomassen-
dichte
λ Exponent des Beutewechsels, Sensitivität der Jagd einer Räuberpopulation auf die Biomas-
sendichte einer spezifischen Beutepopulation
ψ Sensitivität der Jagd eines Räubers auf die eigene Biomassendichte
µ Sensitivität des intrinsischen Verlusts einer Population auf die eigene Biomassendichte
ω Sensitivität der Dispersion einer Spezies zwischen zwei Habitaten auf die eigene Biomassen-
dichte im Ausgangshabitat
ω̂ Sensitivität der Dispersion einer Spezies zwischen zwei Habitaten auf die eigene Biomassen-
dichte im Zielhabitat
κ Sensitivität der Dispersion einer Spezies zwischen zwei Habitaten auf die Biomassendichte
einer anderen Spezies im Ausgangshabitat
κ̂ Sensitivität der Dispersion einer Spezies zwischen zwei Habitaten auf die Biomassendichte
einer anderen Spezies im Zielhabitat
Skalen
α Biomassenfluss, Biomassenumsatz
σ Anteil am lokalen Verlust durch Jagd
σ̃ Anteil am lokalen Verlust durch intrinsische Verluste
ξ Anteil am lokalen Verlust durch Jagd durch globale Räuber
ξ̃ Anteil am lokalen Verlust durch Jagd durch lokale Räuber
β Relativer Beitrag eines Räubers zum Verlust einer Spezies durch Jagd
δ Anteil am lokalen Wachstum durch Jagd
δ̃ Anteil am lokalen Wachstum durch Primärproduktion
χ Relativer Beitrag einer Spezies zur Beute eines bestimmten Räubers
ν Anteil am Biomassengewinn durch Dispersion
ν̃ Anteil am Biomassengewinn durch Jagd und Primärproduktion
ρ Anteil am Biomassenverlust durch Dispersion
ρ̃ Anteil am Biomassenverlust durch Jagd und intrinsische Verluste
Tabelle 14.1.: Generalisierte Parameter für das Meta-Nahrungsnetz mit globalen Spezies.
φX / φY ψX / ψY µX / µY γX / γY λX / λY X ωX ω̂X κX κ̂X
Holling T2 1 1 [1,2] [0,1] [1,2] [0,1] [0,1] 0 0
Standard [0,1] [0,1] [1,2] [0,2] [1,2] [-2,2] [-2,2] [-2,2] [-2,2]
Adaptiv [0,1] [0,1] [1,2] [0,2] [1,2] [0,1] [0,1] [0,1] [0,1]
Tabelle 14.2.: Konstante Werte und Intervalle der Verteilungen der Exponentenparameter. Im Fall des ad-aptivenModells hängen die Parameter κX und κ̂X von den Fressbeziehungen im lokalen Nah-rungsnetz ab.Wenn Spezies i eine Beute von Spezies j ist dannwird κX iX j zufällig einWert ausdem Intervall [0, 1] zugewiesen und ansonsten auf 0 gesetzt. Das bedeutet, dass eine Beute-spezies ein Habitat eher verlässt, wenn deren Räuber in diesem vorhanden sind. Zusätzlichwird dem Parameter κ̂X jX i zufällig ein Wert aus dem Intervall [0,1] zugewiesen, wenn eine Spe-zies j ein Räuber von Spezies i ist, ansonsten wird der Parameter auf 0 gesetzt. Das bedeutet,dass sich Räuber eher in Habitate ausbreiten, in denen deren Beute vorhanden ist.
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und die nicht-diagonalen Einträge sind:
 
PX
k
i j = αX ki

ν̃X ki δX
k
i
γX ki χX
k
i X
k
j
λX ki X
k
j
− ρ̃X ki σX ki ξ̃X ki

βX kj X
k
i
ψX kj +
∑︂
n
βX knX
k
i
λX knX
k
j

γX kn − 1

χX knX
k
j

. (14.59)
Die diagonalen Einträge von PY sind 
PY

ii = αYi

δ̃YiφYi +δYi
 
γYiχYiYiλYiYi +ψYi
− σ̃YiµYi −σYiβYiYiψYi +∑︂
n
βYnYiλYnYi
 
γYn − 1

χYnYi + 1

(14.60)
und die nicht-diagonalen Einträge sind:
 
PY

i j = αYi

δYiγYiχYiYjλY ki Y
k
j
−σYi

βYjYiψYj +
∑︂
n
βYnYiλYnYj
 
γYn − 1

χYnYj

. (14.61)
Die Matrizen CX kl haben die diagonalen Einträge: 
CX
kl
ii = αX ki

νX ki X
l
i
ω̂X ki X
l
i
−ρX li X ki ωX li X ki

(14.62)
und die nicht-diagonalen Einträge: 
CX
kl
i j = αX ki

νX ki X
l
i
κ̂X ki X
l
j
−ρX ki X liκX li X kj

. (14.63)
Die Matrizen ĈklX mit vertauschten Skalenparametern haben die diagonalen Einträge 
ĈX
kl
ii = αX ki

ρX li X
k
i
ω̂X li X
k
i
− νX ki X liωX ki X li

(14.64)
und die nicht-diagonalen Einträge  
ĈX
kl
i j = αX ki

ρX li X
k
i
κ̂X li X
k
j
− νX ki X liκX ki X lj

. (14.65)
Die Matrizen CXY k sind gegeben durch 
CXY
k
i j = −αX ki ρ̃X ki σX ki ξX ki

βYjX ki ψYj +
∑︂
n
βYnX ki χYnYjλYnYj
 
γYn − 1

(14.66)
und die Matrizen CY X k durch: 
CY X
k
i j = αYi

δYiγyiχYiX kj λYiX
k
j
−σYi
∑︂
n
βYnYiχYnX kj λYnX
k
j
 
γYn − 1

. (14.67)
Die diagonalen Einträge von OX kk sind 
OX
kk
ii = −αX ki ρ̃X ki σX ki ξX ki
∑︂
n
βYnX ki λYnX
k
i
 
γYn − 1

χYnX ki + 1

. (14.68)
Die nicht-diagonalen Einträge von OX kk und alle Einträge von OX kl sind gegeben durch: 
OX
kl
i j = −αX ki ρ̃X ki σX ki ξX ki
∑︂
n
βYnX ki χYnX
l
j
λYnX lj
 
γYn − 1

. (14.69)
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Abbildung 14.1.: Struktur der Jacobi-Matrix aus Gleichung (14.3). Der Block JX besteht aus den blauen undgrünen Teilen, der Block JXY aus den gelben Teilen, der Block JY X aus den Orange teilen undder Block JY ist in rot gezeigt.
14.1.3. Diffusives Gleichgewicht am homogenen Fixpunkt
Im Kontext dieser Arbeit wird die Stabilität von homogenen Fixpunkten mit Hilfe des Ansatzes der Master-
Stability-Funktionen untersucht. Um homogene Fixpunkte zu erhalten, müssen wir konsistente Annahmen
über den Biomassenfluss des Systems machen.
Für ein homogenes System müssen sich der eingehende und ausgehende Biomassenfluss einer gegebenen
Population ausgleichen:
ν̃X ki αX
k
i
= ρ̃X ki αX ki , νX ki αX ki = ρX ki αX ki . (14.70)
Daher gilt
ν̃X ki = ρ̃X ki , νX ki = ρX ki . (14.71)
Damit kann man den lokalen Biomassenfluss definieren:
αP X ki
= ν̃X ki αX ki = ρ̃X ki αX ki . (14.72)
Damit sich der Biomassenfluss durch Dispersion ausgleicht, nehmen wir an, dass der Biomassenfluss durch
jeden Link des räumlichen Netzes gleich ist:
αC X ki X
l
i
= νX ki X liαX ki = ρX ki X liαX ki . (14.73)
Dadurch ist der Biomassenumsatz durch Dispersion in jedem Habitat proportional zur Anzahl der vorhande-
nen räumlichen Links.
Mit diesen Definitionen folgt:
CX
kl = ĈX
kl . (14.74)
14.1.4. Struktur der Jacobi-Matrix
Die Jacobi-Matrix des Modells wird durch die Gleichungen (14.1) und (14.2) oder äquivalent durch die Glei-
chungen (14.45) und (14.46) bestimmt. Die Struktur der Jacobi-Matrix wird in Gleichung (14.3) und in
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kleineren Blöcken der Größen S× S, S× S′, S′× S und S′× S′ Abbildung 14.1 gezeigt. Der erste Block JX ent-
hält die Informationen über die Dynamik der S lokalen Spezies und der Block JY enthält die Informationen
über die Dynamik der S′ globalen Spezies. Die Matrizen JXY und JY X enthalten die Interaktionen zwischen
dem räumlich aufgelöstem Netz und den globalen Spezies durch globale Jagd.
Der erste Block JX kann wiederum aus N ×N Blockmatrizen der Größe S×S konstruiert werden. Dieser Block
besteht dabei aus der Matrix PX k, welche die Lokaldynamik in Habitat k beschreibt, den Matrizen CX kl und
ĈX
kl , welche die Abhängigkeiten der räumlichen Ausbreitung von Habitat l zu Habitat k beschreiben, sowie
den Matrizen OX kk und OX kl , die dann auftreten, wenn es eine indirekte Kopplung zwischen den Spezies in
Habitat k beziehungsweise zwischen den Habitaten k und l gibt, die durch nichtlineare Jagd globaler Räuber
entsteht. In dieser Notation hat der erste Block der Jacobi-Matrix die Form:
JX =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . .
...
...
· · · OX ik · · · OX il · · ·
...
...
· · · PX k −∑︁m CX km +OX kk · · · +ĈX kl +OX kl · · ·
...
. . .
...
· · · ĈX lk +OX lk · · · PX l −∑︁m CX lm +OX ll · · ·
...
...
· · · OX jk · · · OX jl · · ·
...
...
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (14.75)
Die Struktur des räumlichen Netzes geht durch die Positionen der Kopplungsmatrizen CklX und Ĉ
kl
X ein. Im Fall
eines räumlich homogenen Fixpunktes sind die generalisierten Parameter in allen Habitaten gleich. In diesem
Fall hängen die verschiedenen Matrizen, die in der Jacobi-Matrix auftreten, nicht von den Indizes ab und die
Matrizen CX und ĈX sind gleich. Mit der Einheitsmatrix I, der Laplace-Matrix des räumlichen Netzwerks L und
der Matrix N, die auf der Diagonalen 0 und sonst 1 ist, kann der erste Block der Jacobi-Matrix im homogenen
Fall kompakt geschrieben werden als:
JX = I⊗ P′X − L⊗CX +N⊗OX , (14.76)
wobei P′X = PX + OX kk. Die verbleibenden Einträge der Matrix aus Abbildung 14.1 sind JY , welche die Ab-
hängigkeiten der Dynamik der globalen Spezies beschreibt und den Matrizen CXY k und CY X k, welche die
Kopplung zwischen den räumlichen Habitaten und den globalen Spezies durch die Jagd der globalen Räuber
beschreiben.
14.2. Berechnung der Eigenwerte
Die Eigenwerte werden auf ähnlicheWeise wie im vorherigen Teil dieser Arbeit beziehungsweise wie in Brech-
tel et al. (2018) [15] über den Master-Stability-Funktions-Ansatz berechnet. Das System hat zwei Arten von
Eigenvektoren, die räumlich homogenen und die räumlich inhomogenen. Die homogenen Eigenvektoren ha-
ben die gleichen Einträge für jedes räumliche Habitat und einen von Null verschiedenen Eintrag für die
globalen Spezies. Die Einträge der inhomogenen Eigenvektoren unterscheiden sich dagegen zwischen den
räumlichen Habitaten und die Komponenten für die globalen Spezies verschwinden. Im Folgenden berech-
nen wir die beiden Arten von Eigenvektoren separat.
Wir beginnen mit den inhomogenen Eigenvektoren, indem wir die Eigenwerte des ersten Blocks der Jacobi-
Matrix JX berechnen. Im nächsten Schritt zeigen wir, dass bestimmte Eigenwerte von JX auch Eigenwerte der
vollständigen Jacobi-Matrix sind.
Die Eigenwerte von JX werden mit Gleichung (14.76) berechnet. Der Hauptunterschied zum System ohne
globale Spezies ist durch die Kopplungsmatrizen OklX und O
kk
X gegeben, welche die indirekte Kopplung der
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lokalen Spezies beschreiben, die durch globale Jagd verursacht wird. Die Laplace-Matrix L und die Matrix N
können geschrieben werden als:
Lk j = gkδk j − Ak j , Nik = 1−δik , (14.77)
dabei ist gi der Grad des Knotens mit Index i, Ak j die Adjazenzmatrix und δi j das Kronecker-Delta. Da beide
Matrizen kommutieren gibt es eine gemeinsame Basis von Eigenvektoren:
L · p= κp , N · p= µp . (14.78)
Dadurch können L undN in (14.76) durch deren Eigenwerte ersetzt werden. Dadurch erhält man das folgende
reduzierte Eigenwertproblem:
(P′X −κCX +µOX ) · q= λκµq . (14.79)
Die vollständigen Eigenvektoren können geschrieben werden als
v = p⊗ q , (14.80)
und die vollständige Eigenwertgleichung des ersten Blocks der Jacobi-Matrix ist dann:
JX · v= (I⊗ P′X − L⊗CX +N⊗OX ) · (p⊗ q)
= I · p⊗ P′X · q− L · p⊗CX · q+N · p⊗OX · q
= p⊗ P′X · q−κp⊗CX · q+µp⊗OX · q
= p⊗ (P′X −κCX +µOX ) · q
= p⊗λκµq= λκµ(p⊗ q) = λκµv . (14.81)
Als nächstes zeigen wir, dass bestimmte Eigenwerte von JX auch Eigenwerte von J sind. Mit einem gegebenen
Eigenvektor v zum Eigenwert λκµ von JX erhalten wir
JX JXY
JY X JY

·

v
0

=

JX · v
JY X · v

=

λκµv
JY X · v

. (14.82)
Der konstruierte Vektor (v, 0)T ist ein Eigenvektor, wenn
JY X · v != 0 . (14.83)
Der entsprechende Block JY X der Jacobi-Matrix hat die Struktur
JY X = (1, . . . , 1)⊗CY X . (14.84)
Daher folgt
JY X · v= [(1, . . . , 1)⊗CY X ] · (p⊗ q)
= [(1, . . . , 1) · p⊗CY X · q] . (14.85)
Dementsprechend reicht es zu zeigen, dass
(1, . . . , 1) · p != 0 . (14.86)
Wir multiplizieren die Eigenvektorgleichung von der linken Seite mit einem Zeilenvektor entsprechender
Größe, der mit 1 gefüllt ist:
(1, . . . , 1) · L= κ (1, . . . , 1) · p . (14.87)
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Da (1, . . . , 1) · L = 0, gilt entweder κ = 0 oder (1, . . . , 1) · p = 0. Die Bedingung ist also für Eigenvektoren mit
κ ̸= 0 erfüllt.
Die Vielfachheit des Eigenwerts κ= 0 der Laplace-Matrix entspricht der Anzahl der Zusammenhangskompo-
nenten des zugehörigen räumlichen Graphen. In dieser Arbeit beschränken wir uns auf zusammenhängende
Graphen, daher hat der Eigenwert κ = 0 eine Vielfachheit von 1. Die Matrix N hat den Eigenwert µ = N − 1
genau einmal und der einzige andere Eigenwert ist µ= −1. Für diesen Eigenwert gilt:
N · p= −p . (14.88)
Wir multiplizieren diese Gleichung wieder von der linken Seite mit einem Zeilenvektor, der mit 1 gefüllt ist
und stellen die Gleichung um:
(1, . . . , 1) ·N · p= −(1, . . . , 1) · p
(N − 1, . . . ,N − 1) · p= −(1, . . . , 1) · p
(N − 1) (1, . . . , 1) · p= −(1, . . . , 1) · p
N (1, . . . , 1) · p= 0
(1, . . . , 1) · p= 0 . (14.89)
Daher gilt die Bedingung aus Gleichung (14.86) auch für Eigenvektoren mit µ= −1.
Die Eigenwerte von JX mit κ ̸= 0 und die Eigenwerte mit µ = −1, die wir mit Hilfe der Gleichung (14.79)
berechnet haben, entsprechen den räumlich inhomogenen Eigenmoden des Systems.
Als nächstes betrachten wir die räumlich homogenen Eigenvektoren. Die Laplace-Matrix L und die Matrix N
teilen den gemeinsamen Eigenvektor p= (1, ..., 1)T mit den entsprechenden Eigenwerten κ= 0 und µ= N−1.
Dieser Eigenvektor entspricht räumlich homogenem Verhalten im System, das durch die globalen Spezies be-
einflusst wird. Daher ist es nicht möglich die Eigenwerte der Jacobi-Matrix, die räumlich homogenem Verhal-
ten entsprechen, allein aus dem ersten Block JX der Matrix zu berechnen. Wir berechnen die entsprechenden
Eigenwerte, indem wir die Eigenwertgleichung der Jacobi-Matrix auf den räumlich homogenen Fall vereinfa-
chen. Dafür konstruieren wir Eigenvektoren der Form
v=

1⊗ vX
vY

, (14.90)
mit
1=
⎛⎝1...
1
⎞⎠ (14.91)
und dim(1) = N . Um zu zeigen, dass v tatsächlich ein Eigenvektor ist, multiplizieren wir diesen mit der
vollständigen Jacobi-Matrix:
I⊗ P′X − L⊗CX +N⊗OX 1⊗CXY
(1, . . . , 1)⊗CY X PY

1⊗ vX
vY

=

I · 1⊗ P′X · vX − L · 1⊗CX · vX +N · 1⊗OX · vX + 1⊗CXY · vY
(1, . . . , 1) · 1⊗CY X · vX + PY · vY

=

1⊗ P′X · vX + (N − 1)OX · vX +CXY · vY 
NCY X · vX + PY · vY

!
= λ

1⊗ vX
vY

. (14.92)
Wir haben also das Eigenwertproblem für die räumlich homogenen Eigenwerte reduziert auf die Gleichung
P′X + (N − 1)OX CXY
NCY X PY

vX
vY

= λ

vX
vY

. (14.93)
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Die Dimension dieser Eigenwertgleichung hängt nicht von der Größe des räumlichen Netzes ab. Das räumliche
Netz geht nur durch die Anzahl der Habitate N ein. Zudem hängt diese Gleichung nicht von der räumlichen
Kopplung CX zwischen den lokalen Spezies ab.
Diese Eigenwertgleichung ermöglicht es, die räumlich homogenen Eigenmoden des Systems zu berechnen,
bei denen sich alle räumlichen Habitate gleich verhalten. Die lokalen Populationen tauschen in diesen Moden
untereinander keine Biomasse aus. Die globalen Räuber reagieren nur auf die im System insgesamt verfügbare
Biomasse und sind dabei nicht sensitiv für die räumliche Struktur des Systems. Daher wird die Kopplung
zwischen globalen und lokalen Spezies durch die lokalen Eigenmoden des Systems beschrieben.
Der gezeigte Ansatz lässt sich nicht nur auf Systeme anwenden, in denen globale Spezies mit einem Meta-
Nahrungsnetz mit räumlicher Struktur gekoppelt werden. Das Prinzip funktioniert auch für Systeme aus zwei
räumlich aufgelösten Meta-Nahrungsnetzen, die global gekoppelt werden. In solchen Systemen können Spe-
zies aus dem einen Meta-Nahrungsnetz als globale Räuber in dem anderen Meta-Nahrungsnetz fungieren.
Die entsprechende Herleitung befindet sich im Anhang A dieser Arbeit.
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14.3. Erzeugung des Meta-Nahrungsnetzes
Die räumlichen Topologien, die in diesem Abschnitt der vorliegenden Arbeit verwendet werden, sind zufäl-
lige geometrische Graphen [34]. Diese Graphen werden erzeugt, indem N räumliche Habitate zufällig in
einem Einheitsquadrat verteilt werden. Dann werden alle Paare verbunden, deren Abstand kleiner ist als die
Reichweite
r =
r ′p
N
, (14.94)
wobei r ′ zufällig zwischen 1.4 und 2 für jeden Graphen gewählt wurde, um ein größeres Intervall desmittleren
Grads der Graphen abzudecken. Der mittlere Grad reicht dabei von etwa 1.8 bis 9. Die zufälligen geometri-
schen Graphen wurden dabei mit periodischen Randbedingungen erzeugt, um Randeffekte zu vermeiden. Nur
zusammenhängende Graphen wurden verwendet. Eine ausführlichere Erklärung zu zufälligen geometrischen
Graphen befindet sich in Kapitel 5.
In den meisten Simulationen wurden räumliche Netze mit N = 10 Habitaten verwendet. Tests mit einer
größeren Anzahl von Habitaten haben keine qualitative Änderung der Ergebnisse gezeigt. Eine größere Zahl
von Habitaten führt zu einem dichteren Spektrum der Laplace-Matrix, während die Breite des Spektrums
vergleichbar bleibt.
Sofern nicht anders spezifiziert, wurde das Nischenmodell [123] verwendet, um die lokalen Nahrungsnetze
und somit die Beziehungen zwischen den verschiedenen Spezies festzulegen. Siehe Kapitel 4 für eine ausführ-
liche Erklärung des Nischenmodells. Den Spezies wird im Nischenmodell ein Nischenwert zwischen 0 und 1
zugewiesen. Es wurde eine Konnektivität von 0.25 festgelegt und es wurden nur zusammenhängende Netze
verwendet. Für Systeme mit globaler Spezies wurde die Spezies mit dem größten Nischenwert als globaler
Spitzenräuber ausgewählt.
Die Nischenwerte sind mit der Körpermasse korreliert. Daher wurde eine allometrische Skalierung der Rate
des Biomassenumsatzes implementiert:
αi ∼ 10−2ni . (14.95)
Die Struktur des räumlichen Habitatnetzwerks und des lokalen Nahrungsnetzes gibt Beziehungen zwischen
verschiedenen Skalenparametern vor:
• Die Rate des gesamten Biomassenumsatzes setzt sich für die lokalen Spezies aus dem Biomassenumsatz
durch Ausbreitung im räumlichen Netz und dem Biomassenumsatz durch die lokale Dynamik zusam-
men. Der Beitrag der Lokaldynamik schließt Interaktionen mit globalen Spezies ein. Um homogene Fix-
punkte zu erhalten, nehmen wir an, dass der Biomassenfluss durch jeden Link des räumlichen Netzes
gleich ist. Daher ist der Biomassenumsatz, der in einem Habitat durch räumliche Ausbreitung verursacht
wird, proportional zur Anzahl der entsprechenden Links. Da die Zahl der eingehenden und ausgehen-
den Links für die Knoten in den verwendeten ungerichteten räumlichen Graphen gleich ist, heben sich
Gewinn und Verlust von Biomasse durch die räumliche Komponente gegenseitig auf, daher gilt ν = ρ.
Diese Bedingung wird erfüllt, indem jeder lokalen Spezies ein zufälliger Faktor ai ∈ [0,1] zugewiesen
wird, der das Verhältnis zwischen lokalem Biomassenumsatz
αP X ki
= ν̃X ki αX ki = ρ̃X ki αX ki = ai · 10−2nXi (14.96)
und Biomassenumsatz durch einen räumlichen Link festlegt
αC X ki X
l
i
= νX ki X liαX ki = ρX ki X liαX ki = (1− ai) · 10−2nXi . (14.97)
Für globale Spezies gilt einfach:
αYi = 10
−2nYi . (14.98)
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• In unserem Modell gewinnen die basalen Spezies Biomasse ausschließlich durch Primärproduktion. Das
heißt für basale Spezies gilt δ = 0.
• Der einzige Biomassenzuwachs von Konsumenten, also allen Spezies, die selbst über Beute verfügen,
kommt durch den Konsum eben dieser Beute zustande. Also gilt für alle Räuber δ = 1.
• Um die Werte der Skalenparameter β und χ konsistent festzulegen, wird zunächst jedem Link zwischen
einem Räuber i und einer Beute j eine zufällige Linkstärke si j zugewiesen. Dabei wird die Standardnor-
malverteilung verwendet. Für negative Werte wird der Absolutbetrag verwendet. Dazu zählen auch die
Links der globalen Spezies. Wir interpretieren diese Linkstärken als die Biomasse, die pro Zeiteinheit
durch den entsprechenden Link fließt. Die Parameter β und χ sind die relativen Beiträge der Fresslinks
zum Biomassenverlust beziehungsweise zum Biomassengewinn für jeden Knoten im lokalen Nahrungs-
netz. Die Parameter werden also aus der Linkstärke si j berechnet:
βi j =
si j∑︁
n sn j
, χi j =
si j∑︁
n sin
, (14.99)
wobei die Summen nur über die lokalen Spezies gebildet werden. Ein Beispielnahrungsnetz mit 5 Spe-
zies wird in Abbildung 14.2 gezeigt.
• Um zwischen den lokalen und globalen Verlusten zu unterscheiden, wird der Skalenparameter ξ ein-
geführt. Dieser ist der Anteil des Verlustes durch Jagd durch den globalen Räuber (Index g) und wird
berechnet als
ξi =
sgi∑︁
n sni
, (14.100)
mit der Summe über alle Spezies einschließlich des globalen Räubers.
• Der Anteil des Biomassenverlusts durch Jagd σ wird zufällig zwischen 0 und 1 für alle Beutespezies
separat bestimmt. Für Spitzenräuber gilt σ = 0.
Die nichtkonstanten Exponentenparameter werden zufällig aus den in Tabelle 14.2 spezifizierten Intervallen
mit Gleichverteilungen gezogen. Dabei werden die drei genannten Modelle unterschieden.
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1
5
s =1.20
χ =1.00
β=0.97
s =2.60
χ =0.99
β=1.00
s =0.03
χ =0.01
β=0.03
s =2.00
χ =0.81
β=1.00
s =0.46
χ =0.19
β=1.00
3
0.58
2
0.32
4
0.78
1
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0.84
Abbildung 14.2.: Darstellung für die Verteilung der Skalenparameter am Beispiel eines Nahrungsnetzes mitfünf Spezies. In den Kreisen sind der Index der Spezies und der Nischenwert gegeben.Auf den Links ist die relative Linkstärke s angegeben, sowie die Skalenparameter χ und
β . Entsprechend Gleichung (14.99) addieren sich die β für eine gegebene Beute zu 1 auf,wie zum Beispiel für Spezies 2, die von den Spezies 3 and 4 gefressen wird. Außerdemaddieren sich die χ für einen gegebenen Räuber zu 1 auf, wie zum Beispiel für Spezies 4,die Spezies 1 und 2 frisst.
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14.4. Ensemblegrößen
Für die statistische Untersuchung des Modells werden, wie zuvor beschrieben, verschiedene Ensembles von
Netzen gebildet. Für diese Ensembles wird der Anteil der stabilen Netze berechnet. In diesem Abschnitt sind
die Größen der im Ergebnisteil diskutierten Ensembles aufgeführt. Zudem wird angegeben, wie die Standard-
abweichung für den Anteil stabiler Netze geschätzt wurde.
Für die Systeme in den Abbildungen 15.1, 15.2 und 15.3 wurden Ensembles mit 106 Netzen pro Klasse ver-
wendet.
In Abbildung 15.4 wurde ein Ensemble mit mehr als 107 Netzen verwendet. Der Vergleichswert der Stabilität
des Systems ohne globalen Räuber in Abbildung 15.4 (a) wurde mit einem Ensemble von 106 Netzen berech-
net. In Abbildung 15.4 (b) wurden nur Bins mit ausreichender Statistik gezeigt. Die Statistik ist schlechter
für extremere Kombinationen von Beutezahlen und Größen des Nischenintervalls.
Für die Systeme in Abbildung 15.5 wurden Ensembles verschiedener Größe verwendet. Die Größe reicht von
3.1 · 106 für die stabileren Systeme bis über 1.3 · 107 für die am wenigsten stabilen Systeme. Für drei der am
wenigsten stabilen Klassen wurde nicht einmal ein einziges stabiles Netz gefunden.
In Abbildung 15.6 wurde ein Ensemble mit mehr als 3.5 · 107 Netzen verwendet. Der Vergleichswert der
Stabilität des Systems ohne globalen Räuber wurde mit einem Ensemble von 5 · 106 Netzen berechnet.
Der Anteil der stabilen Netze, kurz PSW vom englischem Proportion of Stable Webs, wird berechnet als
PSW=
Nstable
N
, (14.101)
wobei N die Anzahl der getesteten Netze ist und Nstable die Anzahl der stabilen Netze, die in der gegebenen
Stichprobe gefunden wurde. Die Standardabweichung des Anteils stabiler Netze ist gegeben durch
∆PSW=
p
Nstable
N
. (14.102)
Fehlerbalken werden nur gezeigt, wenn die Standardabweichung groß genug ist, dass diese im Maßstab des
Plots zu erkennen sind. In Abbildung 15.3 sind die Fehlerbalken kleiner als die Linienstärke, die im Plot
verwendet wird.
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15. Ergebnisse
Im Folgenden vergleichen wir die Stabilität von Systemen mit globalem Spitzenräuber mit Systemen mit loka-
lem Spitzenräuber und Systemen, in denen der Spitzenräuber fehlt. Dann untersuchen wir, wie die Stabilität
von der Sensitivität des Räubers zur Beutebiomasse und der Anzahl an Beutepopulationen abhängt. Zunächst
werden dabei homogene Systeme betrachtet. Am Schluss werden die Ergebnisse mit kleineren heterogenen
Systemen verglichen.
15.1. Homogene Systeme
Wir quantifizieren die Stabilität als Anteil stabiler Netze in einem Ensemble von Systemen, die dem gleichen
Modell entsprechen. Ein Netz ist stabil, wenn alle Eigenwerte der Jacobi-Matrix negative Realteile haben.
Ein Ensemble wird durch die Zahl der lokalen Spezies S, die Anzahl der globalen Spezies S′, die Anzahl der
räumlichen Habitate N und einem Satz von Intervallen für die generalisierten Parameter charakterisiert. Jedes
System im Ensemble wird erzeugt, indem ein zufälliger geometrischer Graph, ein Nischennetz mit S+S′ und
ein Satz generalisierter Parameter erzeugt werden. Für die Systeme mit globalem Räuber wird die Spezies mit
dem größten Nischenwert als globale Spezies ausgewählt. Die Anzahl der globalen Spezies ist entweder S′ = 0
oder S′ = 1. Die Parameterintervalle finden sich in Tabelle 14.2. Die Größen der verwendeten Ensembles sind
in Abschnitt 14.4 angegeben.
Abbildung 15.1 zeigt einen Vergleich zwischen dem Anteil stabiler Netze in denen der Spitzenräuber entwe-
der als globale oder als lokale Spezies hinzugefügt wurde. Der Anteil stabiler Netze ist in allen betrachteten
Fällen für Systeme mit globalem Spitzenräuber größer als für Systeme mit lokalem Spitzenräuber. Der Un-
terschied liegt in den betrachteten Systemen zwischen 20% und 200%. Für die instabilen Systeme wurde
ausgewertet, ob die führende instabile Mode homogen oder inhomogen ist. Homogene Instabilitäten machen
nur einen geringen Anteil aus. Das liegt daran, dass es mehr inhomogene als homogene Eigenmoden gibt.
Abbildung 15.2 zeigt, dass der Anteil stabiler Netze in etwa gleich bleibt, wenn der globale Spitzenräuber aus
dem System entfernt wird.
Unter den instabilen Systemen ist der Anteil von homogenen und inhomogenen führenden Moden ebenfalls
fast gleich. Das ist der Fall, weil das zugrundeliegende Eigenwertproblem für die Stabilität des homogenen
Systems über zwei Arten von Lösungen verfügt. Die erste Art repräsentiert die inhomogenen Eigenmoden, für
die der globale Räuber den Eintrag 0 im entsprechendem Eigenvektor hat. Die andere Art der Lösungen reprä-
sentiert die Kopplung der globalen Spezies mit dem räumlichen Teil des Systems und entspricht den räumlich
homogenen Eigenvektoren. Wenn der globale Räuber entfernt wird, bleibt der räumlich inhomogene Teil des
Eigenwertproblems, der die meisten Moden ausmacht, nahezu unverändert. Daher hat das Entfernen des
globalen Räubers keinen starken Einfluss auf den Anteil stabiler Netze. Die Details zum Eigenvektorproblem
können der Herleitung in Abschnitt 14.2 entnommen werden.
Um ein besseres Verständnis darüber zu erlangen, wie der globale Räuber Einfluss auf die Stabilität nimmt,
wurde die Änderung der Stabilität über zwei Schlüsselparameter der Jagd untersucht. Der Parameter γ be-
schreibt die Sensitivität der Nahrungsaufnahme eines Räubers auf die für den Räuber insgesamt verfügbare
Beutebiomasse. Der Parameter λ beschreibt dagegen die Sensitivität der Nahrungsaufnahme des Räubers auf
eine bestimmte Beutepopulation. Es ist bekannt, dass beide Parameter eine positive Korrelation mit der Sta-
bilität des Systems haben [38]. Der Grund dafür ist, dass niedrige γ gesättigten Räubern entsprechen, die
nur begrenzt die Populationen ihrer Beute kontrollieren können. Niedrige λ bedeuten, dass ein Räuber wenig
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Abbildung 15.1.: Anteil stabiler Netze für 10-Habitat-Systeme mit einem globalen Räuber (rot) und Systememit einem lokalen Spitzenräuber (blau) für die drei Modelle mit den in Tabelle 14.2 gelis-teten Parameterintervallen und für verschiedene Anzahlen von Spezies Stot = S + S′. Diehorizontale Linie trennt den kleinen Anteil instabiler Netze, deren führender Eigenwert zueiner räumlich homogenen Mode gehört, von dem größeren Anteil der instabilen Netze mitentsprechenden räumlich inhomogenenModen. Die Abbildung zeigt, dass die Stabilität ab-nimmt, wenn man einen globalen Räuber lokal macht. Der größte Teil der Instabilitäten istinhomogen und entspricht daher musterbildenden Moden.
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Abbildung 15.2.: Gleich wie Abbildung 15.1, nur dass in den Systemen ohne globalen Räuber kein entspre-chender lokaler Räuber existiert. Die Systeme ohne globalen Räuber haben also insgesamteine Speziesweniger. Der Anteil stabiler Netze undder Anteil beider Arten von Instabilitätensind sehr ähnlich in den Systemen mit und ohne globalen Räuber. Im Vergleich zur vorheri-gen Abbildung sieht man, dass das Hinzufügen eines globalen Räubers die Stabilität nichtverringert.
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sensibel auf die Größe einer bestimmten Beutepopulation reagiert und somit kleine ebenso wie große Popu-
lationen dezimiert und somit keine balancierende Wirkung hat. Damit ein Räuber also einen stabilisierenden
Einfluss entfalten kann, muss sein Jagdverhalten abhängig von der Dichte der Beutepopulationen sein.
Wir betrachten zwei Arten von Nahrungsnetzen mit drei Spezies. Im ersten Fall handelt es sich um ein System
mit einem Generalisten als Spitzenräuber und im zweiten Fall um eines mit einem Spezialisten als Spitzen-
räuber (siehe Abbildung 15.3 (c) und (f)). Wir vergleichen die Situation mit globalem Spitzenräuber mit
Situationen, in denen der Spitzenräuber entweder lokal ist oder komplett fehlt. Im letzteren Fall handelt es
sich also um ein System mit nur zwei Spezies.
Die Abhängigkeit der Stabilität vom Exponentenparameter γ des Spitzenräubers ist in Abbildung 15.3 (a)
und (d) aufgetragen. Wie zuvor ist die Stabilität des Systems mit dem globalen Räuber höher als die des
Systems mit lokalem Spitzenräuber. Weiterhin ist die Stabilität für das System mit generalistischem globalen
Spitzenräuber größer, als die Stabilität für das Referenzsystem mit S = 2 Spezies, wenn γ größer als 0.25 ist.
Mit dem spezialisierten Spitzenräuber ist die Stabilität niedriger als im kleineren Vergleichssystem, erreicht
dessen Stabilität aber für große γ.
Die Abhängigkeit der Stabilität vom Exponentenparameter γ ist in Abbildung 15.3 (b) und (e) dargestellt.
Auch hier stimmt die Beobachtung mit der für den Parameter γ überein. Die Stabilität des Systems mit glo-
balem Räuber übersteigt die des 2-Spezies-Referenzsystems, wenn der Parameter λ einen Wert von etwa 1.3
überschreitet.
Für die Systeme mit drei Spezies hat der globale Generalist im Gegensatz zum globalen Spezialisten einen
stabilisierenden Effekt. Aus diesem kleinen System lässt sich aber noch nicht nachvollziehen, ob der stabi-
lisierende Effekt durch die größere Anzahl von Beutespezies bedingt wird oder ob es daran liegt, dass der
Spitzenräuber in diesem Fall ein Omnivore ist, der aus verschiedenen trophischen Ebenen frisst. Um das zu
untersuchen, haben wir Systeme mit mehr Spezies betrachtet und dabei ausgewertet, wie die Stabilität mit
der Anzahl der Beutespezies und mit der trophischen Spannweite der Beutespezies des globalen Räubers in
diesen größeren Systemen zusammenhängt. Abbildung 15.4 (a) zeigt den Anteil stabiler Netze für ein Sys-
tem mit S = 10 lokalen Spezies und einem globalen Räuber in Abhängigkeit von der Anzahl der Beutespezies
des globalen Räubers. Eine größere Zahl von Beuten ist mit einem größeren Anteil stabiler Netze korreliert.
Wenn der globale Räuber über vier Beutespezies verfügt, erreicht die Stabilität die des Systems ohne globalen
Räuber und überschreitet diese für größere Beutezahlen.
In Abbildung 15.4 (b) wird der Anteil stabiler Netze in Abhängigkeit von der Größe des Nischenintervalls
und der Anzahl der Beute Spezies des globalen Räubers gezeigt. Die Größe des Nischenintervalls ist dabei
als Differenz des größten und des kleinsten Nischenwerts der Beutespezies des globalen Räubers definiert.
Eine größeres Nischenintervall impliziert, dass der Räuber im Mittel von mehr trophischen Ebenen frisst. Die
Abbildung zeigt, dass der globale Räuber den größten stabilisierenden Effekt hat, wenn er von einer großen
Zahl von Spezies frisst, die über ähnliche Nischenwerte verfügen. Das deutet darauf hin, dass das Fressen von
verschiedenen trophischen Ebenen nicht der stabilisierende Faktor im betrachteten System ist.
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Abbildung 15.3.: Vergleich des Anteil stabiler Netze für 10-Habitat-Systeme der Klasse Holling-Typ-2 alsFunktion von Exponentenparametern der Jagd des Spitzenräubers (Spezies 3) eines Nah-rungsnetzes bestehend aus drei Spezies mit Omnivoren (oben) und einer Nahrungsketteaus drei Spezies (unten), wobei der Spitzenräuber entweder global (rot) oder lokal (blau)ist. Betrachtet werden die Sensitivität der Jagd des Spitzenräubers zur insgesamt verfüg-baren Beutebiomasse γ und die Sensitivität der Jagd des Spitzenräubers auf eine spezi-ﬁsche Beutepopulation λ. Zudem ist als Vergleichswert der mittlere Anteil stabiler Netzefür das 2-Spezies-System, in dem Spezies 3 fehlt, als gestrichelte horizontale Linie einge-zeichnet. In Abbildung (b) gibt es jeweils zwei separate Kurven, da der Spitzenräuber überzwei Beuten verfügt. Im lokalen Fall liegen beide Kurven ununterscheidbar übereinander.Die Daten zeigen, dass Systeme mit globalem Spitzenräuber stabiler sind als solche mitlokalem Spitzenräuber. Das Nahrungsnetz mit dem globalen Generalisten ist stabiler alsdie 3-Spezies-Nahrungskette und sogar auch stabiler als das 2-Spezies-Referenzsystem,wenn die Sensitivitäten groß genug sind.
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Abbildung 15.4.: (a) Anteil stabiler Netze für 10-Habitat-Systeme der Klasse Holling-Typ-2 mit S = 10 loka-len Spezies und einem globalen Spitzenräuber für verschiedene Beutezahlen des globalenRäubers. Die gestrichelte Linie zeigt die mittlere Stabilität des Systems, in dem der globaleRäuber entfernt wurde. Die Stabilität des Systems steigt, wenn der globale Räuber übermehr Beutespezies verfügt. Für mehr als vier Beutespezies übersteigt die Stabilität desSystems mit globalem Räuber die des Vergleichssystems ohne diesen. (b) Anteil stabilerNetze für das gleiche System wie in Abbildung 15.4 a, wobei zusätzlich die Abhängigkeitvon der Größe des Nischenintervalls gezeigt wird. Die Größe des Nischenintervalls ist dieDifferenz zwischen dem größten und dem kleinsten Nischenwert der Beutespezies desglobalen Räubers. Weiße Farbe entspricht dem Anteil stabiler Netze im Vergleichssystemohne globalen Räuber, rote Farbe höherer und blaue Farbe niedriger Stabilität als im Ver-gleichssystem.
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15.2. Heterogene Systeme
Die zuvor gezeigten Resultate wurden durch die Analyse eines räumlich homogenen Modells gewonnen. Ein
heterogenes Modell zu untersuchen wäre allerdings realistischer, da natürliche Systeme immer über Inhomo-
genitäten verfügen. Da sich für solche Systeme die Master-Stability-Funktion nicht mehr wie zuvor anwenden
lässt, müssen wir in diesem Fall die Eigenwerte direkt durch numerische Diagonalisierung der Jacobi-Matrix
berechnen. Dadurch wird der Rechenaufwand erheblich größer.
Heterogenität wird in das System eingeführt, indem die Exponentenparameter in jedem Habitat unabhängig
verteilt werden. Dafür werden aber weiterhin in allen Habitaten die gleichen Intervalle verwendet (Tabel-
le 14.2). Außerdem wird in jedem Habitat die gleiche Nahrungsnetzstruktur verwendet. Daher erhalten wir
die gleichen Skalenparameter in jedem Habitat. Dabei ist zu beachten, dass diese Vorgehensweise alle Korre-
lationen zwischen den Exponentenparametern vernachlässigt. Diese Heterogenität ist also stärker, als wir es
in der Natur erwarten würden.
Abbildung 15.5 zeigt den Anteil stabiler Netze. Die Abbildung ist analog zu Abbildung 15.1, aber für ein klei-
neres heterogenes System mit fünf räumlichen Habitaten. Zum Vergleich zeigt die Abbildung auch die Daten
homogener Netze gleicher Größe. Ein offensichtlicher Unterschied ist es, dass die heterogenen Systeme ins-
gesamt einen geringeren Anteil stabiler Netze haben als die homogenen Systeme. Das muss aber nicht immer
der Fall sein. In vorangegangen Arbeiten wurde gezeigt, dass Heterogenität sowohl einen stabilisierenden als
auch destabilisierenden Einfluss in generalisierten Modellen haben kann [35].
Abbildung 15.6 zeigt die Abhängigkeit der Stabililtät von der Anzahl der Beuten des globalen Räubers. Die
Ergebnisse sind analog zu denen in Abbildung 15.4 (a), aber für ein heterogenes System mit S = 7 lokalen
Spezies. Der Plot zeigt den gleichen Trend wie für das homogene System. Eine größere Anzahl von Beuten
sorgt für einen größeren Anteil stabiler Netze. Außerdem ist der Anteil stabiler Netze immer größer als der im
Vergleichssystem ohne globalen Räuber. In unserem heterogenen Beispielsystem ist der stabilisierende Effekt
des globalen Räubers also größer als im betrachteten homogenen System.
Im Allgemeinen stimmen unsere Resultate für räumlich heterogene Systeme qualitativ mit denen für homo-
gene Systeme überein. Das legt nahe, dass die Erkenntnisse, die aus Untersuchungen homogener Systeme
gewonnen wurde, über eine breite Gültigkeit verfügen.
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Abbildung 15.5.: Anteil stabiler Netze für 5-Habitat-Systememit globalemSpitzenräuber (rot) und Systemenmit lokalem Spitzenräuber (blau) für die drei in Tabelle 14.2 speziﬁzierten Modelle und fürverschiedene Spezieszahlen Stot = S + S′. Die Abbildung zeigt, dass das System auch fürallgemeinere inhomogeneMeta-Nahrungsnetze an Stabilität verliert, wennman den globa-len Räuber lokal macht. Die leichter schattierten Balken zeigen den Anteil stabiler Netze inentsprechenden homogenen Systemen. In dem hier gezeigten Fall haben die heterogenenMeta-Nahrungsnetze eine niedrigere mittlere Stabilität als deren homogene Gegenstücke.
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Abbildung 15.6.: Anteil stabiler Netze für 5-Habitat-Systememit einem globalen Spitzenräuber und S = 7 lo-kalen Spezies für die als Holling-Typ-2 klassiﬁzierten Parameterintervalle aus Tabelle 14.2.Die Abbildung zeigt, dass eine größere Anzahl an Beutespezies des globalen Räubers zustabileren Systemen führt. Das stimmt mit dem homogenen Fall aus Abbildung 15.4 (a)überein. Die Stabilität des Systems ohne den Spitzenräuber ist durch die gestrichelte Li-nie eingezeichnet. Es zeigt sich, dass die Stabilität des Vergleichssystems ohne globalenRäuber in diesem Fall generell kleiner ist.
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16. Diskussion
Unsere Untersuchungen haben gezeigt, dass globale Spitzenräuber einen beträchtlichen stabilisierenden Ef-
fekt in Meta-Nahrungsnetzen haben können. Die Ergebnisse wurden für drei verschiedene Klassen von Mo-
dellen mit einer breiten Verteilung von Parametern gefunden. Diese Breite der Untersuchung war durch die
Anwendung der generalisierten Methode möglich, die nicht von den expliziten Formen der Funktionen ab-
hängt, welche die Interaktionen beschreiben. Die mittlere Stabilität von Meta-Nahrungsnetzen mit globalem
Spitzenräuber war größer als die von Systemen, in denen der Spitzenräuber eine lokale Spezies war. Dies
wurde in den Abbildungen 15.1 und 15.5 gezeigt. Der Unterschied macht oft einen Faktor von zwei aus.
Das bedeutet, wenn man einen globalen Spitzenräuber in einem stabilen System lokal macht, ist die Chan-
ce etwa 50%, dass das System instabil wird. Aus Abbildung 15.1 haben wir außerdem gefolgert, dass der
stabilisierende Effekt zu einem Hauptteil darauf beruht musterbildende Instabilitäten zu unterdrücken.
In einer detaillierteren Untersuchung habenwir herausgefunden, dass die Stabilität des Meta-Nahrungsnetzes
steigt, wenn der globale Räuber mehr Beutespezies hat. In vielen Fällen übersteigt dabei die Stabilität des
Meta-Nahrungsnetzes mit globalem Räuber die eines Meta-Nahrungsnetzes ohne einen solchen Räuber. Das
ist in den Abbildungen 15.4 und 15.6 zu sehen. Dieser Effekt scheint in heterogenen Systemen, also Systemen
mit unterschiedlichen Biomassendichten im Gleichgewicht, ausgeprägter zu sein, wie ein Vergleich zwischen
den genannten Abbildungen zeigt.
Ripple et al. [97] beschreiben eine Vielzahl von Funktionen, die große Räuber in Ökosystemen auf der gan-
zen Welt erfüllen. Laut diesen Autoren sind Spitzenräuber wichtig, um die Populationen der niedrigeren
trophischen Ebenen zu kontrollieren. Dazu zählen sowohl Mesoprädatoren [99] als auch Herbivoren. Ein
Rückgang der großen Spitzenräuber wird oft von einem direktem Anstieg der Mesoprädatoren begleitet. In-
direkte Auswirkungen können sich aber auf das gesamte Nahrungsnetz auswirken. Durch die größere Menge
an Mesoprädatoren können die Populationen auf den unteren trophischen Ebenen zurückgehen. Außerdem
kann trotz des Anstiegs der Mesoprädatorenpopulationen eine geringere Anzahl von Spitzenräubern zu einer
geringeren Kontrolle der Herbivorenpopulationen und somit zu einem geringerem Aufkommen von Pflanzen
führen. Außerdem werden große Räuber als wichtiger Faktor der Widerstandsfähigkeit eines Ökosystems ge-
gen invasive Spezies betrachtet. Ein Verlust der großen Spitzenräuber kann daher verheerende Konsequenzen
haben.
Das Ausmaß in dem Habitate fragmentiert werden, hat starke Auswirkungen auf die Funktion und Stabilität
von Ökosystemen [31] und insbesondere auf Spitzenräuber [99]. Räuber mit großen Revieren sind negativ
durch die Fragmentierung ihrer Lebensräume betroffen. Sie sind am stärksten durch Randeffekte betroffen,
wie zum Beispiel durch Konflikte mit Menschen [125]. Unsere Ergebnisse zeigen, dass der stabilisierende
Effekt der großen Spitzenräuber maßgeblich von deren Fähigkeit abhängt, sich frei in ihren Einzugsgebie-
ten bewegen zu können, da sonst aus globalen Räubern lokale Räuber werden. Durch die Fragmentierung
der Lebensräume werden die globalen Räuber mit großen Einzugsgebieten aber lokaler. Im Licht unserer
Ergebnisse bedeutet das, dass selbst wenn ein Spitzenräuber in der Lage war, die Fragmentierung seines Le-
bensraums zu überstehen, dieser dennoch seine stabilisierenden Eigenschaften einbüßt. Frühere Ergebnisse
haben gezeigt, dass die Fragmentierung des Lebensraums die trophische Rolle eines Spitzenräubers komplett
verändern kann [63].
Zusammengefasst heben die Ergebnisse die Wichtigkeit von Spitzenräubern mit großer Reichweite für die
Stabilität von Ökosystemen hervor. Der Rückgang dieser Räuber in natürlichen Systemen ist ein ernsthaftes
Problem. Das Aussterben von jagenden Säugetieren, wie dem europäischem Braunbär, dem Luchs und dem
Wolf auf den britischen Inseln ist nur eins von vielen Beispielen. Während das Aussterben einiger Arten durch
Veränderungen an der Umgebung oder dem Klima verursacht wurden, spielen anthropogene Einflüsse die
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größte Rolle. Die ökologischen Auswirkungen eines solchen Artensterbens auf Inseln kaskadieren durch öko-
logische Netzwerke und es braucht Jahrzehnte, bis die Auswirkungen vollständig offenbar werden [124]. Der
Schutz oder das Wiedereinführen von großen Spitzenräubern hat daher eine große Relevanz. Unsere Unter-
suchung zeigt aber, dass zudem die großen Einzugsbereiche dieser Räuber wiederhergestellt werden müssen,
wenn diese einen wirksamen stabilisierenden Effekt haben sollen.
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Teil V.
Schätzung der Eigenwerte derJacobi-Matrix aus stochastischenZeitreihen
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Schätzung der Eigenwerte der Jacobi-Matrix ausstochastischen Zeitreihen
Die Jacobi-Matrix eines dynamischen Systems beschreibt in erster Näherung die Antwort des Systems auf Stö-
rungen. Dies wurde in den vorherigen Abschnitten dieser Arbeit im Rahmen der linearen Stabilitätsanalyse
von verschiedenen Systemen ausgenutzt. Umgekehrt ist es aber auch möglich die Jacobi-Matrix eines Systems
zu schätzen, indem man dessen Reaktion auf zufällige Fluktuationen betrachtet. In diesem Teil der vorliegen-
den Arbeit wird eine geschlossene analytische Form für die Schätzung der Jacobi-Matrix eines Systems aus
einer entsprechenden Zeitreihe vorgestellt. Mit der Jacobi-Matrix eines Systems ist es möglich eine Vielzahl
von mathematischen Analyseverfahren anzuwenden, die es ermöglichen ein tieferes Verständnis des Systems
zu erlangen. In dieser Arbeit wird der führende Eigenwert der geschätzten Jacobi-Matrix berechnet und als
Frühwarnsignal für kritische Übergänge des Systems verwendet. Als Beispiel dafür dient ein ökologisches
Meta-Nahrungsnetzmodell. Dabei handelt es sich, so wie in den vorherigen Teilen dieser Arbeit diskutiert,
um hochgradig nichtlineare, mehrschichtige Netzwerke. Die Analyse der Ergebnisse zeigt, dass eine hohe
Genauigkeit erzielt werden kann. Dabei ist die Menge der für die Analyse benötigten Daten immer noch sehr
groß.
Dieser Teil der vorliegenden Arbeit basiert auf einer Zusammenarbeit mit Edmund Barter, Thilo Gross und
Barbara Drossel [9]. Die Methode für die Analyse wurde von Edmund Barter und Thilo Gross entwickelt. Die
gezeigte Herleitung der Methode zur Schätzung von Jacobi-Matrizen wurde von von Thilo Gross basierend
auf der Vorarbeit von Edmund Barter erarbeitet. Der Autor dieser Arbeit hat die expliziten stochastischen
Meta-Nahrungsnetzmodelle, die für die Tests der Methode verwendet wurden, angepasst und basierend auf
der Vorarbeit von Edmund Barter die Analysen der resultierenden Zeitreihen durchgeführt. Thilo Gross und
Barbara Drossel haben dazu beigetragen den Artikel in den wissenschaftlichen Kontext einzuordnen. Der
Inhalt des Artikels wurde zwischen allen beteiligten Autoren abgestimmt und diskutiert.
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17. Einleitung
In komplexen dynamischen Systemen können Änderungen der Systemparameter zu abrupten Änderungen
des Langzeitverhaltens führen, wenn kritische Systemparameter überschritten werden. Kritische Übergänge
dieser Art treten nicht nur in ökologischen Systemen auf. Sie betreffen viele verschiedene Arten von Systemen
in der Natur und in der menschlichen Gesellschaft. Einige Beispiele sind neben den verschiedenen ökologi-
schen Systemen das Klima, Verkehrsnetze, Stromnetze und Kommunikationsnetze. All diese Systeme sind
komplex, nichtlinear, verfügen über viele Variablen und sind daher der Gefahr ausgesetzt plötzliche quali-
tative und potentiell irreversible Zustandsänderungen zu erfahren [102]. Daher ist es wichtig Methoden zu
entwickeln, mit denen kritische Übergänge vorhergesagt werden können. Dabei ist es nicht nur interessant zu
wissen, ob ein kritischer Übergang bevorsteht, sondern auch an welchem Punkt dieser voraussichtlich statt-
findet. In den vergangenen Jahrzehnten ist stetig das Interesse an Methoden gestiegen, die Frühwarnsignale
für solche Übergänge liefern können [59, 103]. Insbesondere ist das Bewusstsein dafür gestiegen, dass sol-
che Methoden für räumliche oder auf Netzwerken basierte und somit inhärent hoch dimensionale Systeme
benötigt werden [52,66,114].
Einen Ansatz zu kritischen Übergängen stellt die lineare Stabilitätsanalyse dar. Wenn man über ein exaktes
mathematisches Modell verfügt, kann man die Jacobi-Matrix berechnen. Die Eigenwerte der Jacobi-Matrix
können dann als Frühwarnsignal für eine bevorstehende Bifurkation verwendet werden.Wenn sich das System
in einem stabilen Fixpunkt befindet, sind die Realteile aller Eigenwerte der Jacobi-Matrix negativ. Nähert sich
der Realteil des führenden Eigenwerts im zeitlichen Verlauf von unten der Null, so steht eine Bifurkation
bevor. Der Nulldurchgang entspricht dann dem kritischen Punkt, an dem die Bifurkation stattfindet. Für
viele reale Problemstellungen gibt es aber keine ausreichend genauen mathematische Modelle, mit denen
bevorstehende Stabilitätsübergänge zufriedenstellend vorhergesagt werden können. Die Jacobi-Matrix ist in
realen Systemen also nicht ohne weiteres zugänglich.
Eine Alternative stellen korrelationsbasierte Ansätze dar, die kein detailliertes Verständnis für das betrachte-
te System erfordern. Kritischen Übergängen geht im Allgemeinen eine kritische Verlangsamung des Systems
voraus [57, 106]. Dieses Phänomen führt zu einem charakteristischen Anstieg der Korrelation von Zeitrei-
hen vor einem Übergang. Eine wesentliche Einschränkung von korrelationsbasierten Verfahren ist, dass diese
eine genaue zeitliche Auflösung erfordern. In vielen Bereichen, wie beispielsweise in der empirischen Ökolo-
gie, ist die Erfassung von Messdaten oft mit einem großen Aufwand verbunden. Oft liegen aber strukturelle
Informationen über das betrachtete System vor.
In diesem Teil der Arbeit wird eine Methode vorgestellt, mit der die Jacobi-Matrix eines Systems aus sto-
chastisch fluktuierenden Zeitreihen unter der Zuhilfenahme einiger struktureller Informationen rekonstruiert
werden kann. In einem System, das Rauschen ausgesetzt ist, enthalten die Kreuzkorrelationen Informationen,
die sehr ähnlich zu den Informationen der Jacobi-Matrix des zugrundeliegenden deterministischen Systems
sind. Alleine reichen die Kreuzkorrelationen für eine Rekonstruktion der Jacobi-Matrix aber nicht aus. In Sys-
temen, die durch Netzwerke beschrieben werden können, gibt die Netzwerkstruktur Einschränkungen für
die direkte Interaktion der Variablen vor. Durch diese Einschränkungen verschwinden einige Einträge der
Jacobi-Matrix. In einem ausreichend dünn verknüpften Netz liefern diese Nullen in der Jacobi-Matrix genug
Informationen, um den Rest der Matrix aus den Korrelationen der Zeitreihen zu rekonstruieren. In einem
Meta-Nahrungsnetz können beispielsweise Populationen verschiedener Spezies nur im selben Habitat mit-
einander direkt interagieren. Durch das Ausnutzen solcher strukturellen Einschränkungen ist es möglich die
Menge der für die Rekonstruktion benötigten Daten zu reduzieren.
Wir wenden die vorgestellte Methode zur Rekonstruktion von Jacobi-Matrizen auf ein ökologisches Meta-
Nahrungsnetzmodell an. Durch den Vergleich zwischen der Jacobi-Matrix, die aus stochastischen Zeitreihen
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rekonstruiert wurde und der des zugrundeliegenden deterministischen Modells, zeigen wir, dass die rekon-
struierte Matrix als Frühwarnsignal verwendet werden kann. Trotz des Ausnutzens der strukturellen Infor-
mationen ist die Menge der benötigten Daten noch immer zu hoch für eine Anwendung in der empirischen
Ökologie. In der Diskussion werden einige Möglichkeiten angesprochen, wie die Menge der benötigten Daten
reduziert werden kann.
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18. Mathematischer Hintergrund
In einem dynamischen System, in dem sich eine Art von Langzeitverhalten eingestellt hat, kann die Antwort
des Systems auf kleine Störungen durch eine Linearisierung des Systems, also durch die Jacobi-Matrix, be-
schrieben werden. Die einfachste Form von Langzeitverhalten, die sich einstellen kann, sind Fixpunkte, in
denen das System verweilt. Der betrachtete Fixpunkt ist dann stabil, wenn alle Eigenwerte der Jacobi-Matrix
am besagten Fixpunkt negative Realteile haben. Details zur linearen Stabilitätsanalyse können Kapitel 2 ent-
nommen werden.
Durch eine kontinuierliche Änderung der Parameter des Systems ändern sich im Allgemeinen auch die Eigen-
werte kontinuierlich. Wenn ein stabiles System durch eine solche Änderung der Parameter einen Nulldurch-
gang eines oder mehrerer Realteile der Eigenwerte der Jacobi-Matrix erfährt, dann tritt eine Bifurkation auf
und das Verhalten des Systems erfährt eine qualitative Änderung. Bei einer Bifurkation kann sich die Stabilität
und Anzahl der Fixpunkte verändern und stationäres Verhalten kann in Oszillationen übergehen.
Während nicht jede Bifurkation in einem dynamischen System ein kritischer Übergang ist, ist jede Bifurkati-
on, die in der realen Welt stattfindet, ein Grund zur Sorge. In diesem Sinne ist unser Anliegen im Folgenden
die Jacobi-Matrix eines dynamischen Systems aus den Daten einer Zeitreihe des Systems zu rekonstruieren.
Aus dieser rekonstruierten Jacobi-Matrix können wir dann den führenden Eigenwert des Systems berech-
nen. Wenn der Realteil eines Eigenwerts sich Null nähert, so interpretieren wir das als Warnsignal für eine
bevorstehende Bifurkation.
18.1. Herleitung der Jacobi-Matrix-Kovarianz-Beziehung
In diesem Kapitel wird die Herleitung der Beziehung zwischen der Jacobi-Matrix und der Kovarianz-Matrix
zusammengefasst, die wir ausnutzen wollen, um die Jacobi-Matrix eines Systems in der Nähe eines Fixpunktes
aus einer entsprechenden Zeitreihe zu rekonstruieren. Dabei folgen wir dem Artikel von Steuer et al. (2003)
[108]. Die Reaktion eines Systems auf kleine Fluktuationen in der Nähe eines Fixpunktes kann genähert
werden durch:
d
dt
X≈ JX , (18.1)
mit X= S−S∗ und der Jacobi-Matrix J. Dabei ist S der Zustand des Systems und S∗ der betrachtete Fixpunkt.
Die Elemente der Jacobi-Matrix sind:
Ji j =
dX i
dX j
|︁|︁|︁|︁
X=S∗
. (18.2)
Die Ableitungen müssen am Fixpunkt S∗ ausgewertet werden. Die Zustandsgrößen Si und somit auch X i sind
stochastischen Fluktuationen ausgesetzt. Dies kann mit einer Langevin-Gleichung modelliert werden:
dX i
dt
=
∑︂
j
Ji jX j +
p
2Di ξi(t) , (18.3)
dabei ist ξi(t) weißes gaußsches Rauschen, mit der Standardnormalverteilung und der mittleren Amplitude
der Fluktuationen Di .
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Die entsprechende Fokker-Planck-Gleichung für die Wahrscheinlichkeitsdichtefunktion der Zustände P(X) ist:
−∑︂
i j
Ji j
∂
∂ X i
X jP +
∑︂
i j
Di j
∂ 2P
∂ X i∂ X j
= 0 . (18.4)
Multipliziert man Gleichung (18.4) mit XkX l und integriert diese dann, so erhält man (siehe van Kampen
(2007) [120]): ∑︂
j
Jk j


X lX j

+
∑︂
j
Jl j


XkX j

+ 2Dkl = 0 , (18.5)
wobei


X iX j

die Kovarianz der Variablen X i und X j bezeichnet. Gleichung (18.5) kann in Matrix-Form ge-
schrieben werden als:
JΓ+ ΓJT = −2D , (18.6)
wobei Γ die Kovarianz-Matrix mit den Einträgen Γi j =


X iX j

ist.
18.2. Rekonstruktion der Jacobi-Matrix
In diesem Abschnitt formulieren wir eine Methode, mit der die Jacobi-Matrix eines dynamischen Systems aus
Zeitreihen unter Ausnutzung der zuvor hergeleiteten Relation rekonstruiert werden kann. Dabei bauen wir
auf der Arbeit von Honerkamp [48], van Kampen [120] und Steuer et al. [108] auf.
Wir beginnen mit einer stochastischen Zeitreihe, die um den Fixpunkt X∗ des zugrundeliegenden determi-
nistischen Systems fluktuiert. Wie zuvor in Abschnitt 18.1 und in vorherigen Arbeiten [48,108,120] gezeigt
wurde, gibt es einen Zusammenhang zwischen der Jacobi-Matrix des Systems in der Nähe des Fixpunktes X∗,
der Kovarianzmatrix Γ der Zeitreihe und der Fluktuationsmatrix D über die Gleichung
JΓ+ ΓJT = −2D . (18.7)
Im Folgenden zeigen wir, dass diese Beziehung genutzt werden kann, um die Jacobi-Matrix J zu berech-
nen. Eine Jacobi-Matrix der Dimension N verfügt über N2 unabhängige Einträge. Dagegen bezieht sich Glei-
chung (18.7) auf die zwei symmetrischen Matrizen Γ und D und bietet daher nur N(N + 1)/2 Bedingun-
gen für die Elemente von J. Daher ist das System in allen Anwendungen mit mehreren Variablen (N > 1)
unterbestimmt, wodurch wir nicht in der Lage sind, die vollständige Jacobi-Matrix allein aus der Zeitreihe
rekonstruieren zu können.
Es ist aber möglich, die vollständige Jacobi-Matrix zu rekonstruieren, wenn wir zusätzliche Informationen aus-
nutzen können. In vielen Anwendungen liegen strukturelle Informationen über das System vor. Insbesondere
in großen räumlichen komplexen Systemen oder ausreichend dünn vernetzten Systemen können bestimmte
Variablen nicht miteinander direkt interagieren. Daher müssen die entsprechenden Einträge der Jacobi-Matrix
verschwinden. Dadurch erhält man einen Satz von strukturellen Bedingungen der Form Ji j = 0 für bestimmte
Variablenpaare (i, j). Wenn wir mindestens N(N − 1)/2 dieser Variablenpaare identifizieren können, dann
enthalten die Zeitreihen genug Informationen, um alle verbleibenden Einträge der Jacobi-Matrix zu rekon-
struieren. In der Diskussion in Kapitel 21 legen wir dar, dass dies sehr oft möglich ist.
Wir lösen also Gleichung (18.7) mit einer Zeitreihe der N Variablen des Systems und einer Menge von
G ≥ N(N −1)/2 zusätzlichen strukturellen Bedingungen, um die von Null verschiedenen Einträge der Jacobi-
Matrix zu schätzen. Um zu verstehen, wie diese Gleichung gelöst wird, betrachten wir zunächst ein zweidi-
mensionales Beispiel:
J11 J12
J21 J22

Γ11 Γ12
Γ12 Γ22

+

Γ11 Γ12
Γ12 Γ22

J11 J21
J12 J22

= −2

D11 D12
D12 D22

. (18.8)
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Daraus folgen die unabhängigen Bedingungen:
2J11Γ11 + 2J12Γ12 = −2D11 , (18.9)
J11Γ12 + J12Γ22 + J21Γ11 + J22Γ12 = −2D12 , (18.10)
2J21Γ12 + 2J22Γ22 = −2D22 , (18.11)
wobei sich die zweite Bedingung wegen der Symmetrie von Γ und D auf die beiden nicht-diagonalen Elemente
bezieht. Da es sich dabei um ein lineares Gleichungssystem handelt, können wir das schreiben als:
Bj= −2d . (18.12)
Dabei ist B die Koeffizientenmatrix des Gleichungssystems, j ein Spaltenvektor mit den Einträgen der Jacobi-
Matrix, also j = (J11, J21, J12, J22)T und d der entsprechende Vektor für die Fluktuationsmatrix D. Für das
zweidimensionale Beispiel bedeutet das⎛⎜⎝ 2Γ11 0 2Γ12 0Γ12 Γ11 Γ22 Γ12Γ12 Γ11 Γ22 Γ12
0 2Γ12 0 2Γ22
⎞⎟⎠
⎛⎜⎝ J11J21J12
J22
⎞⎟⎠= −2
⎛⎜⎝ D11D12D12
D22
⎞⎟⎠ (18.13)
Um dieses Gleichungssystem nach j zu lösen, müssten wir dieses von links mit der Inversen B−1 multiplizieren.
Die Matrix B ist aber nicht invertierbar, da die beiden mittleren Zeilen identisch sind. Das ist eine Konsequenz
fehlender Informationen. An dieser Stelle können wir die zusätzlichen strukturellen Informationen nutzen,
um dieses Problem zu lösen. Für das Systemmit nur zwei Variablen wirkt das Einführen von strukturellen Ein-
schränkungen vielleicht etwas witzlos, aber zur Veranschaulichung nehmen wir an, dass Variable 1 nicht von
Variable 2 abhängt und somit J12 = 0 gilt. Wir können diese Bedingung in die Matrixschreibweise aufnehmen,
indem wir eine weitere Zeile hinzufügen:⎛⎜⎜⎜⎝
2Γ11 0 2Γ12 0
Γ12 Γ11 Γ22 Γ12
Γ12 Γ11 Γ22 Γ12
0 2Γ12 0 2Γ22
0 0 1 0
⎞⎟⎟⎟⎠
⎛⎜⎝ J11J21J12
J22
⎞⎟⎠= −2
⎛⎜⎜⎜⎝
D11
D12
D12
D22
0
⎞⎟⎟⎟⎠ . (18.14)
Wenn das die einzige Zusatzbedingung ist, dann können wir die dritte Zeile des Systems streichen und dieses
dann durch Invertierung der Matrix nach j auflösen. In der Praxis gibt es aber typischerweise weitere Bedin-
gungen und das System ist dadurch überbestimmt. In diesem Fall benutzen wir die Methode der kleinsten
Quadrate um eine näherungsweise Lösung zu finden. Wie wir später sehen werden, eignet sich die Form von
Gleichung (18.14) gut um eine Lösung mit der Methode der kleinsten Quadrate zu finden. Das ermöglicht
uns also eine geschlossene Lösung für j zu finden.
Als nächstes verallgemeinern wir das zweidimensionale Beispiel auf Systeme mit einer beliebigen Anzahl von
Variablen. Dafür definieren wir den Vektorisierungsoperator [68]:
vec(X) = (X11,X21, . . .Xm1,X12,, . . . ,Xmn)T , (18.15)
dabei ist X eine m × n-Matrix. Bei der Vektorisierung werden also die Spalten der Matrix in einem Vektor
aufeinander gestapelt. Die Vektorisierung einer Matrix ist eine lineare Abbildung. Mit der Vektorisierung
können wir Gleichung (18.12) schreiben als:
Bvec(J) = −2vec(D) . (18.16)
Um eine allgemeine Form für B zu finden, beginnen wir mit Gleichung (18.7) und vektorisieren beide Seiten:
vec(JΓ+ ΓJT) = vec(−2D) . (18.17)
Da die Vektorisierung ein linearer Operator ist, können wir die Vektorisierung auf der linken Seite getrennt
durchführen und den Faktor -2 auf der rechten Seite heraus ziehen:
vec(JΓ) + vec(ΓJT) = −2vec(D) . (18.18)
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Es ist bekannt [68], dass für die Matrizen X,Y,Z die folgende Identität gilt (siehe Anhang B.1):
vec(XYZ) = (ZT ⊗X)vec(Y) , (18.19)
wobei ⊗ das Kronecker-Produkt ist. Das Kronecker-Produkt ist gegeben durch:
X⊗ Y=
⎛⎝ X11Y X12Y . . .X21Y X22Y . . .
...
...
. . .
⎞⎠ . (18.20)
Wir ersetzen Y= J, Z= Γ und X= I, wobei I die Einheitsmatrix passender Größe ist. Das ergibt:
vec(JΓ) = vec(IJΓ) = (Γ⊗ I)vec(J) , (18.21)
wodurch der erste Summand aus Gleichung (18.18) in der gewünschten Form vorliegt. Wennman das Gleiche
für den zweiten Summanden versucht erhält man:
vec(ΓJT) = vec(ΓJTI) = (I⊗ Γ)vec(JT) , (18.22)
was nicht ganz der gewünschten Form entspricht, da die Vektorisierung der Transponierten JT auftaucht und
nicht die Vektorisierung von J selbst. Die Vektorisierung einer Matrix und ihrer Transponierten sind nicht
gleich, verfügen aber über eine enge Beziehung. Betrachtet man dies für unser zweidimensionales Beispiel,
dann hängen die beiden Vektorisierungen zusammen über:
vec(JT) =
⎛⎜⎝ J11J12J21
J22
⎞⎟⎠= C
⎛⎜⎝ J11J21J12
J22
⎞⎟⎠= Cvec(J) , (18.23)
wobei
C=
⎛⎜⎝ 1 0 0 00 0 1 00 1 0 0
0 0 0 1
⎞⎟⎠ (18.24)
eine Permutationsmatrix ist. Im allgemeinen Fall können wir schreiben:
vec(JT) = Cvec(J) (18.25)
wobei C eine Permutationsmatrix der Größe N2×N2 ist. Man kann diese Matrix aus Blöcken der Größe N ×N
konstruieren:
C=
⎛⎝ C11 C12 . . .C21 C22 . . .
...
...
. . .
⎞⎠ . (18.26)
Die Matrix Cnm ist eine N × N -Matrix, die definiert ist als:
(Cnm)i j = δimδn j , (18.27)
wobei δ das Kronecker-Delta bezeichnet.
Mit dieser Kommutationsmatrix kann man Gleichung (18.22) schreiben als:
vec(ΓJT) = (I⊗ Γ)vec(JT) = (I⊗ Γ)Cvec(J) . (18.28)
Setzt man die Beziehung zusammen mit Gleichung (18.21) in Gleichung (18.18) ein, so erhält man die
gesuchte Form:
((Γ⊗ I) + (I⊗ Γ)C)⏞ ⏟⏟ ⏞
B
vec(J)⏞ ⏟⏟ ⏞
j
= −2vec(D)⏞ ⏟⏟ ⏞
d
. (18.29)
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Jetzt wissen wir, wie die Matrix B zu konstruieren ist. Daher können wir das Gleichungssystem in der ge-
wünschten Form schreiben:
B j= −2d . (18.30)
Dieses System ist aber noch immer unterbestimmt. Wir können das Wissen, das wegen der strukturellen
Bedingungen einige Elemente von j Null sein müssen, in einer Matrix U unterbringen. Dafür sammeln wir die
entsprechenden Elemente von j in einer geordneten Liste U und definieren U als |U | × N -Matrix über
Unm =
§
1 wenn jm der n-te Eintrag von U ist
0 sonst. (18.31)
Jede Zeile dieser Matrix repräsentiert eine der strukturellen Bedingungen, die wir anwenden wollen. Ist zum
Beispiel in der vierten Zeile der einzige von Null verschiedene Eintrag in der achten Spalte, dann ist die
Bedingung gegeben, dass das 8-te Element von j Null sein muss.
In Analogie zu unserem kleinen Beispiel können wir nun die zusätzlichen strukturellen Bedingungen in
das System einbringen, indem wir diese unterhalb der Matrix B platzieren, so dass wir entsprechend Glei-
chung (18.30) folgende Gleichung erhalten:
B
U

j= −2

d
0

, (18.32)
wobei 0 ein Spaltenvektor ist, der |U | Nullen enthält. Die auftretenden Klammern sollen dabei als blockweise
Notation für Matrizen und Vektoren verstanden werden, wobei Zeilen in Analogie zu Gleichung (18.14)
aufeinander gestapelt werden.
Um die Notation zu vereinfachen, führen wir die folgenden Definitionen ein
B̂=

B
U

, d̂=

d
0

, (18.33)
die es uns erlauben das gesamte Gleichungssystem zu schreiben als:
B̂ j= d̂ . (18.34)
In der Praxis wird dieses Gleichungssystem überbestimmt sein, sodass keine exakte Lösung existiert. Es ist
aber gängige Praxis eine näherungsweise Lösung zu finden, welche die Quadrate der Abweichungen in jeder
Zeile minimiert. Die bekannte Lösung für dieses Problem ist:
j = (B̂TB̂)−1B̂Td̂ , (18.35)
dabei ist (B̂TB̂)−1B̂T die Pseudoinverse von B̂ [110,116] (siehe Anhang B.2).
Die Gleichung bietet eine geschlossene Lösung, mit der die Elemente der Jacobi-Matrix aus der Kovarianzma-
trix einer Zeitreihe, einer bekannten oder geschätzten Fluktuationsmatrix und einem Satz von strukturellen
Zusatzbedingungen berechnet werden können.
Typischerweise wird die Methode der geringsten Quadrate die Elemente der Jacobi-Matrix, die von den struk-
turellen Einschränkungen betroffen sind, nicht exakt auf 0 setzen. Man kann daher diese Bedingung dadurch
erzwingen, dass man nach der Berechnung von Gleichung (18.35) die entsprechenden Einträge der Jacobi-
Matrix explizit auf 0 setzt. In den numerischen Tests, die wir weiter unten durchgeführt haben, wurde dadurch
die Genauigkeit der geschätzten Eigenwerte deutlich verbessert.
Zusammengefasst kann die Jacobi-Matrix J eines N -dimensionalen Systems in der Nähe des Fixpunktes auf
folgende Weise rekonstruiert werden:
1. Berechne die Kovarianzmatrix aus den Daten der Zeitreihe, Γi j =


X iX j

.
2. Konstruiere die diagonale Fluktuationsmatrix D und berechne d = vec(D). In manchen System können
die Fluktuationen direkt gemessen werden, ansonsten kann eine vernünftige Näherung durch Annah-
men über den dem Rauschen zugrundeliegenden Prozess abgeleitet werden [120].
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3. Konstruiere die Permutationsmatrix C entsprechend der Gleichungen (18.24) und (18.25).
4. Berechne die Matrix
B= (Γ⊗ I+ (I⊗ Γ)C) , (18.36)
wobei I die N × N -Einheitsmatrix ist.
5. Definierte j = vec(J) und identifiziere mindestens N(N − 1)/2 Elemente von j , die durch strukturel-
le Einschränkungen 0 sein müssen. Verwende diese, um die Matrix U zu konstruieren (siehe Glei-
chung (18.31)). Die Dimension der Spalten von U ist die Dimension von j . Die Dimension der Zeilen
von U ist identisch mit der Anzahl der strukturellen Bedingungen. Die Matrix hat genau einen von 0
verschiedenen Eintrag in jeder Zeile, so dass Unm = 1 ist, wenn die n-te strukturelle Bedingung sagt,
dass jm = 0 ist.
6. Konstruiere
B̂=

B
U

, d̂=

d
0

. (18.37)
7. Berechne
j= (B̂TB̂)−1B̂Td̂ (18.38)
und bestimme J aus der Vektorisierung j.
8. Setze die Einträge von J, die von den strukturellen Einschränkungen betroffen sind, explizit auf 0.
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19. Anwendung auf einMeta-Nahrungsnetzmodell
Im Folgenden wollen wir untersuchen, ob die rekonstruierte Jacobi-Matrix ausreichend genau ist, um vor
bevorstehenden kritischen Übergängen zu warnen. Dafür verwenden wir Testsysteme mit realistischer Kom-
plexität, für die wir die analytische Jacobi-Matrix kennen und erzeugen mit diesen verrauschte Zeitreihen.
Wir verwenden dafür das Meta-Nahrungsnetzmodell, dass wir bereits aus den vorherigen Teilen dieser Arbeit
kennen [15,16]. Das Modell besteht aus einem räumlichen Netzwerk mit N Habitaten, die über Dispersions-
Vorgänge verbunden sind. In jedem Habitat befindet sich ein lokales Nahrungsnetz mit S Spezies, die über
Räuber-Beute-Beziehungen interagieren.
Das System enthält einige komplizierte Faktoren, die auch in realen Systemen auftreten. Die Funktionen, die
verwendet werden, um die biologischen Vorgänge zu modellieren, sind hochgradig nichtlinear. Sie enthalten
verschiedene Sättigungseffekte und realistische Antworten auf die Verfügbarkeit verschiedener Nahrungs-
quellen, wie zum Beispiel das Wechseln der Räuber zwischen verschiedenen Beuten. Die Dynamik der ver-
schiedenen Spezies findet entsprechend biologischer Skalenbeziehungen auf verschiedenen Zeitskalen statt,
welche die Position der verschiedenen Spezies im Nahrungsnetz mit deren Biomassenumsatz in Beziehung
setzen [18]. Ähnliche Skalenbeziehungen bestimmen die Ausbreitung der verschiedenen Spezies im Nah-
rungsnetz [15].
Wir bezeichnen mit X ki die Biomassendichte von Spezies i in Habitat k. Die Populationsdynamik ist durch die
folgenden Gleichungen gegeben:
Ẋ ki =L ki (X k1 , . . . ,X kS ) +Dki (X 1i , . . . ,X Ni ) , (19.1)
wobei L ki die lokale Dynamik von Spezies i in Habitat k beschreibt und Dki die Dispersions-Vorgänge von
Spezies i zwischen Habitat k und den entsprechenden Nachbarhabitaten. Dabei verwenden wir verschiedene
Modelle für die Lokaldynamik in Kombination mit diffusiver Dispersion, die gegeben ist durch:
Dki (X 1i , . . . ,X Ni ) = −di
∑︂
l
LklX li , (19.2)
mit der Laplace-Matrix des räumlichen Netzes L und i = 1, . . . ,S und k, l = 1, . . . ,N .
Durch diese Art der diffusiven Kopplung gibt es immer eine Lösung, für die alle Habitate im räumlichen Netz
über die gleichen Populationsdichten verfügen:
X k∗i = X ∗i . (19.3)
Diesen Fixpunkt bezeichnen wir als homogenen Fixpunkt des Systems. In den folgenden Tests der Metho-
de zur Rekonstruktion der Jacobi-Matrix werden wir uns ausgehend von diesem homogenen Fixpunkt auf
Bifurkationen zubewegen, durch die der homogene Fixpunkt seine Stabilität verliert.
Wir verwenden zwei verschiedene räumliche Netze (siehe Abbildung 19.1). Das kleinere besteht aus sechs
Habitaten, die auf eine Weise verbunden sind, dass sie das kleinste komplett asymmetrische Netzwerk bilden
(siehe Abbildung 19.1 (a)). Das größere Netzwerk enthält 15 Habitate und wurde als zufälliger geometrischer
Graph erzeugt (siehe Abbildung 19.1 (b)). Das Netz hat einen relativ großen Durchmesser, weist ein hohe
Clusterbildung auf und enthält einige Symmetrien, die für diese Art räumlicher Netze typisch sind [84]. Als
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Abbildung 19.1.: Als räumlicheNetzewurden (a) der kleinste komplett asymmetrischeGraph, der über sechsHabitate verfügt und (b) ein größeres Netz mit 15 Knoten, das als zufälliger geometrischerGraph erzeugt wurde, verwendet.
Nahrungsnetze werden ein Räuber-Beute System mit zwei Spezies und ein System mit vier Spezies, desses
Struktur in Abbildung 19.3 gezeigt wird, verwendet.
Im Rahmen der linearen Stabilitätsanalyse benötigen wir die Eigenwerte der Jacobi-Matrix. Dadurch, dass wir
einen homogenen Fixpunkt des Systems betrachten, können wir den Ansatz der Master-Stability-Funktionen
verwenden, um das Eigenwertproblem für die Jacobi-Matrix in einen räumlichen und einen durch die lokale
Dynamik bestimmten Teil zu zerlegen. Wie wir in Teil III dieser Arbeit gezeigt haben, kann die Jacobi-Matrix
für einen homogenen Fixpunkt des Systems in der folgenden Form geschrieben werden:
J= I⊗ JL − L⊗ JD , (19.4)
dabei ist I die N × N -Jacobi-Matrix, JL die Jacobi-Matrix eines isolierten Habitats, L die Laplace-Matrix des
räumlichen Graphen und JD die diagonale Kopplungsmatrix:
JD =
⎛⎝ d1 d2
. . .
⎞⎠ . (19.5)
Die Eigenwerte der Jacobi-Matrix können dann wie in Teil III gezeigt mit den folgenden Eigenwertproblemen
berechnet werden:
Lv= κv , (JL −κJD)w= λκw . (19.6)
Wir haben mit Hilfe der generalisierten Methode [38,39,94] und des Ansatzes der Master-Stability-Funktio-
nen [15] die Jacobi-Matrizen für die beiden Beispielnahrungsnetze für beliebige räumliche Topologien be-
rechnet. Dann haben wir spezifische Modelle mit den entsprechenden Bifurkationen konstruiert. Um Zeitrei-
hen mit stochastischen Fluktuationen zu erhalten, haben wir das Euler-Maruyama-Verfahren verwendet [42].
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19.1. Explizite Realisierung eines generalisierten Modells
Ziel dieses Abschnitts ist es, eine explizite Realisierung des generalisierten Modells für die Lokaldynamik
zu finden, die verwendet werden kann, um die Zeitreihen zu generieren, die für die Tests der Methode zur
Rekonstruktion der Jacobi-Matrix benötigt werden.
Die generalisierte Methode bietet einen Ansatz, eine lineare Stabilitätsanalyse für dynamische Systeme durch-
zuführen, deren Funktionen nicht genau spezifiziert sind. Die Gleichungen werden dabei auf einen Fixpunkt
normiert. Das bedeutet, dass alle Gewinn- und Verlustterme auf 1 normiert werden. Dadurch gibt es in dem
normierten System den Fixpunkt x∗i = 1. Wir verwenden die normierten Ausdrücke für Lokaldynamik:
L ki (x k1 , . . . , x kS) = αi

δ̃i g
k
i (x
k
i ) +δi f
k
i (t
k
i , x
k
i )− σ̃imki (x ki )−σi
∑︂
j
β ji l
k
ji(x
k
i , x
k
j , t
k
j )

, (19.7)
mit tki (x
k
1 , . . . , x
k
S) =
∑︂
j
χi j x
k
j und l
k
ji =
χ ji x
k
i
tkj
f kj (t
k
j , x
k
j ) , (19.8)
dabei ist g die Rate des Wachstums durch Primärproduktion, m die Rate der speziesinternen Verluste, f ist
die Rate des Wachstums durch Jagd, l die Rate des Verlusts durch Jagd, t die Biomasse, die einem Räuber
insgesamt zur Jagd zur Verfügung steht. Die Parameter des Modells sind der Biomassenumsatz αi und die
Skalenparameter δi = 1− δ̃i σi = 1− σ̃i , χi j und βi j . Die Indizes bezeichnen die betroffenen Populationen.
Wenn zwei Populationen betroffen sind, fließt die Biomasse von der zweiten zur ersten Population. Die Be-
deutung aller Parameter des generalisierten Modells sind in Tabelle 10.1 aufgelistet. Der relative Beitrag der
Fresslinks zum Biomassenverlust beziehungsweise zum Biomassenwachstum werden aus der Linkstärke Ai j
gewonnen:
βi j =
Ai j∑︁
n An j
, χi j =
Ai j∑︁
n Ain
, (19.9)
wobei Ai j die gewichtete Adjazenzmatrix des lokalen Nahrungsnetzes ist.
Neben den Skalenparametern, welche die relativen Beiträge am Wachstum und Verlust durch die verschie-
denen Wachstums- und Verlustfunktionen festlegen, benötigen wir noch die Exponentenparameter, die die
Abhängigkeiten der Funktionen von den verschiedenen Populationen beschreiben. Die Exponentenparameter
sind:
φki =
∂ gki (x
k
i )
∂ x ki
|︁|︁|︁|︁|︁
x=x∗
, µki =
∂mki (x
k
i )
∂ x ki
|︁|︁|︁|︁|︁
x=x∗
, (19.10)
γki =
∂ f ki (t
k
i , x
k
i )
∂ tki
|︁|︁|︁|︁|︁
x=x∗
, ψki =
∂ f ki (t
k
i , x
k
i )
∂ x ki
|︁|︁|︁|︁|︁
x=x∗
. (19.11)
Auch die Interpretationen der Exponentenparameter sind in Tabelle 10.1 gegeben. Die Jacobi-Matrix JL wird
in Teil III Kapitel 10.1 für ein entsprechendes System hergeleitet und kann den Gleichungen (10.52) und
(10.53) entnommen werden.
An dieser Stelle sind die Funktionen g, f , m und l immer noch nicht explizit festgelegt. Um Zeitreihen zu
generieren, benötigt man aber explizite Gleichungen. Diese sollen aus dem generalisierten Modell abgeleitet
werden. Wie zuvor erwähnt, werden die Gleichungen im Rahmen der generalisierten Methode auf einen
Fixpunkt normiert. Wir designen die expliziten Gleichungen also derart, dass es den Fixpunkt x∗i = 1 im
System gibt und dass die Summen der Verlustterme und die Summe der Wachstumsterme am Gleichgewicht
den Biomassenumsatz αi ergeben:
δ̃i g
k
i (1) +δi f
k
i (t
k
i , 1) = 1 = σ̃im
k
i (1) +σi
∑︂
j
β ji l
k
ji(1, 1, t
k
j ) (19.12)
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Die Funktionen sind auf den Fixpunkt x k∗i = 1 mit tk∗i = 1 normiert und somit erhalten wir gki (1) = 1,
f ki (1,1) = 1, m
k
i (1) = 1 und l
k
ji(1,1, 1) = 1. Wir wählen für die expliziten Gleichungen einen Satz von Funk-
tionen, der diese Bedingungen erfüllt und von den Exponentenparametern φi , µi , γi und λi j abhängt:
gki (x
k
i ) = (x
k
i )
φi , (19.13)
mki (x
k
i ) = (x
k
i )
µi , (19.14)
Ki =
γi
1− γi , (19.15)
tki (x
k
1 , . . . , x
k
S) =
∑︂
j
χi j x
k
j , (19.16)
f ki (t
k
i , x
k
i ) = t
k
i (x
k
i )
ψi
1+ Ki
tki + Ki
, (19.17)
lkji(x
k
i , x
k
j , t
k
j ) = x
k
i (x
k
j )
ψi
1+ K j
tkj + K j
. (19.18)
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19.2. Explizite Modelle
In diesem Abschnitt werden die verwendeten expliziten deterministischen Modelle mit allen relevanten Pa-
rametern zusammengefasst.
19.2.1. Räuber-Beute-System auf sechs Habitaten
Es wurde ein Räuber-Beute-System mit S = 2 Spezies auf N = 6 Habitaten für die expliziten Simulationen
verwendet. Das Modell basiert auf dem generalisiertenModell, das in Baurmann et al. (2007) [13] im kontinu-
ierlichem Raum untersucht wurde. Die Struktur des räumlichen Netzes ist in Abbildung 19.1 (a) dargestellt.
Die erste Spezies ist ein Primärproduzent und die Beute der zweiten Spezies, die somit den Räuber darstellt.
Die Lokaldynamik ist gegeben durch:
L k1 (x k1 , x k2) = α1
 
x k1
φ1 − σ̃1  x k1µ1 −σ1x k1  x k2ψ2 1+ K2x k1 + K2

, (19.19)
L k2 (x k1 , x k2) = α2

x k1
 
x k2
ψ2 1+ K2
x k1 + K2
−  x k2µ2 , (19.20)
mit Ki =
γi
1− γi . (19.21)
Die verwendeten Parameter sind in den Tabellen 19.1 und 19.2 aufgelistet. Wie zuvor definiert, wird die
diffusive Dispersion zwischen den Habitaten durch die Diffusionskonstanten d1 und d2 bestimmt.
Die Jacobi-Matrix für die lokale Dynamik ist:
JL =

α1 0
0 α2

·

φ − σ̃1µ1 −σγ2 −σ1ψ2
δ2γ2 δ2ψ2 − σ̃2µ2

(19.22)
=

10φ − 2− 9γ −9
3γ −3

. (19.23)
Die Kopplungsmatrix ist:
JD =

d1 0
0 d2

=

3 0
0 10

. (19.24)
Wir verwenden die Parameter γ und φ als Bifurkationsparameter. Der Parameter γ ist die Sensitivität der
funktionalen Antwort der Jagd auf die verfügbare Beutebiomasse. Der Parameter φ ist die Sensitivität der
Primärproduktion auf die Population der basalen Spezies. Da dieses System auf einem Modell der genera-
lisierten Methode basiert, sind die Gleichungen auf den homogenen Fixpunkt x∗i = 1 normiert. Im System
treten transkritische Bifurkationen, Turing-Bifurkationen und Hopf-Bifurkationen auf, durch die dieser Fix-
punkt seine Stabilität verliert. Die Bifurkationen sind in Abbildung 19.2 im Parameterraum eingezeichnet.
Die Bifurkationen treten auf, wenn der Realteil des führenden Eigenwerts das Vorzeichen wechselt. Eine
transkritische Bifurkation tritt auf, wenn der größte Eigenwert der lokalen Jacobi-Matrix JL Null wird. Hopf-
Bifurkationen treten auf, wenn ein Paar komplex konjugierter Eigenwerte die imaginäre Achse der kom-
plexen Ebene überschreitet und somit die Realteile ihr Vorzeichen wechseln. Für transkritische und Hopf-
Bifurkationen reicht es die lokale Jacobi-Matrix JL zu betrachten, da diese Bifurkationen räumlich homogen
auftreten. Für die räumlich inhomogenen Turing-Bifurkationen müssen wir die Eigenwerte der vollständigen
115
Jacobi-Matrix beziehungsweise von JL +κJD betrachten, wobei man den Eigenwert κ der räumlichen Laplace-
Matrix wählen muss, der zum Eigenwert mit dem größten Realteil führt. Für κ = 0 erhält man wieder die
homogenen Bifurkationen.
19.2.2. Größeres System
Wir haben zudem Tests mit einem größerem System durchgeführt, das über S = 4 Spezies auf N = 15 Ha-
bitaten verfügt und dessen Gleichungen auf die gleiche Weise wie zuvor aus dem generalisierten Modell ge-
wonnen wurden. Das Motiv des lokalen Nahrungsnetzes ist in Abbildung 19.3 dargestellt und das verwendete
räumliche Netz in Abbildung 19.1 (b). Die lokale Dynamik in diesem System ist gegeben durch:
L k1 (x k1 , . . . , x kS) = α1
  
χ12x
k
2 +χ14x
k
4
  
x k1
ψ1 1+ K1
χ12x
k
2 +χ14x
k
4 + K1
−  x k1µ1  , (19.25)
L k2 (x k1 , . . . , x kS) = α2

x k4
 
x k2
ψ2 1+ K2
x k4 + K2
− σ̃2(x k2)µ2 −σ2x k2(x k3)ψ3 1+ K3tk3 + K3

, (19.26)
L k3 (x k1 , . . . , x kS) = α3

x k2
 
x k3
ψ3 1+ K3
x k2 + K3
− (x k3)µ3

, (19.27)
L k4 (x k1 , . . . , x kS) = α4

(x k4)
φ4 − σ̃4(x k4)µ4
−σ4

β14x
k
4(x
k
1)
ψ1
1+ K1
x k4 + K1
+ β24x
k
4(x
k
2)
ψ4
1+ K2
x k4 + K2

, (19.28)
mit Ki =
γi
1− γi . (19.29)
In Tabelle 19.3 sind alle Parameter aufgelistet, die in den Simulationen gesetzt wurden. In diesem System
wurden φ = φ4 und γ = γ1 = γ2 = γ3 als Bifurkationsparameter verwendet. In beiden Parametern tritt
eine Hopf-Bifurkation auf. Mit dem gegeben Parametersatz sind die kritischen Parameter φc ≈ 0.94 und
γc ≈ 0.9377. Das System hat ein stabiles Gleichgewicht für φ < φc beziehungsweise für γ > γc und erreicht
einen stabilen Grenzzyklus für φ > φc beziehungsweise γ < γc .
19.2.3. Modiﬁziertes Rosenzweig-MacArthur-Modell
Zusätzlich zu den Systemen, die auf generalisierten Modellen basieren, haben wir die Methode zur Rekon-
struktion von Jacobi-Matrizen mit einem expliziten Modell getestet, das nicht mit der generalisiertenMethode
gewonnen wurde. Dafür wurde das Rosenzweig-MacArthur-Modell [101] um einen quadratischen Verlust-
term für den Räuber erweitert:
L k1
 
X k1 ,X
k
2

= rX k1

1− X
k
1
K

− aX
k
1X
k
2
1+ ahX k1
, (19.30)
L k2
 
X k1 ,X
k
2

= λ
aX k1X
k
2
1+ ahX k1
− cX k2 −
 
wX k2
2
. (19.31)
Wir haben dieses System mit S = 2 Spezies auf dem gleichen räumlichen Netzerk mit N = 6 Habitaten wie zu-
vor simuliert (Abbildung 19.1 (a)). In diesem System haben wir eine Sattel-Knoten-Bifurkationen betrachtet,
wobei wir die Tragfähigkeit des Habitats K als Bifurkationsparameter verwendet haben. Außerdem haben wir
eine Hopf-Bifurkation mit dem Bifurkationsparameter a betrachtet. Dieses System ist nicht auf den Fixpunkt
normiert.
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Abbildung 19.2.: Bifurkationen im Parameterraum für das Räuber-Beute-System mit dem räumlichen Netz-werk mit sechs Habitaten. Als Bifurkationsparameter dienen die Sensitivität der Primär-produktion von Biomasse auf die Biomassendichte der Basalspezies φ und die Sensitivi-tät der Jagd auf die verfügbare Biomassendichte der Beute γ. Der betrachtete homogeneFixpunkt ist im linken oberen Bereich stabil. Die Stabilität geht verloren, wenn eine der dreiBifurkation (transkritische, Hopf- oder Turing-Bifurkation) durchlaufen wird. In Region Anähert sich das System nach dem Verlust der Stabilität einem anderem homogenen Fix-punkt an. Im Turing-Raum T geht das System in einen Zustand mit stationären räumlichinhomogenen Mustern über. In Region B stellen sich räumlich homogene oder auch inho-mogene Oszillationen ein. Die Bifurkationen wurden mit Hilfe des Ansatzes der Master-Stabilitäts-Funktionen berechnet. Das Diagramm entspricht Abbildung 1 aus Bauermannet al. (2007) [13], wo ein entsprechendes Räuber-Beute-System im kontinuierlichem Raumuntersucht wird. Die Linien (a–d) deuten die Trajektorien durch den Parameterraum an, diein den Simulationen für Abbildung 20.1 verwendet wurden.
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Mit dem verwendeten Parametersatz tritt eine Sattel-Knoten-Bifurkation bei Kc ≈ 15 auf. Das System erreicht
einen stabilen Fixpunkt für K > Kc . Für K < Kc oszilliert das System. Außerdem gibt es eine Hopf-Bifurkation
für ac ≈ 2.31, wobei das System für a < ac einen stabilen Fixpunkt erreicht und für a > ac zu oszillieren
beginnt.
19.3. Stochastisches System
Um Zeitreihen mit Fluktuationen zu erhalten, müssen die verwendeten deterministischen Modelle um einen
stochastischen Term erweitert werden. Die stochastischen Systeme werden dabei als Itō-Prozesse modelliert.
Für die numerischen Berechnungen der Zeitreihen wird das Euler-Maruyama-Verfahren verwendet [42]:
x ki (t + dt) = x
k
i (t) + ẋ
k
i (t)dt + a
q
x ki (t)dW (t) , (19.32)
dabei ist dW (t) das Inkrement eines Wiener-Prozesses mit einer Normalverteilung um 0 und einer Standard-
abweichung von
p
dt. Die Amplitude des Rauschens ist proportional zur Quadratwurzel der Populationsgröße,
da wir annehmen, dass die Fluktuationen des Systems durch intrinsische Fluktuationen der Populationsdyna-
mik verursacht werden, die auf stochastischeWachstums- und Verlustprozesse zurückzuführen sind. Während
das ökologisch gesehen realistisch ist, ist hierbei wichtig anzumerken, dass dies nicht dem additiven Rauschen
entspricht, das in der Herleitung der Beziehung zwischen der Kovarianzmatrix und der Jacobi-Matrix ange-
nommen wurde. Die folgenden Ergebnisse zeigen, dass diese Annahme in der Ausformulierung der Methode
kein Hindernis für die Anwendung darstellt. Als Rauschstärke wurde für die Zeitreihen a = 0.01 gewählt. Es
wurden verschiedene Schrittweiten dt verwendet. Die Anzahl der verwendeten Zeitschritte kann zusammen
mit den verwendeten Schrittweiten Tabelle 19.5 entnommen werden.
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Abbildung 19.3.: Nahrungsnetzmotiv für das System mit vier Spezies.
i αi φi µi ψi γi σi δi di
1 10 φ 2 - - 0.9 0 3
2 3 - 2 1 γ 0 1 10
Tabelle 19.1.: Parameter, die für das Räuber-Beute-System mit zwei Spezies verwendet wurden.
(φ,γ)start (φ,γ)end Bifurkation
(0.25, 0.07) (0.30, 0.02) Transkritisch
(0.30, 0.10) (0.35, 0.05) Transkritisch
(0.35, 0.13) (0.40, 0.08) Transkritisch
(0.40, 0.16) (0.45, 0.11) Transkritisch
(0.45, 0.18) (0.50, 0.13) Transkritisch
(0.50, 0.21) (0.55, 0.16) Transkritisch
(0.55, 0.24) (0.60, 0.19) Turing
(0.60, 0.27) (0.65, 0.22) Turing
(0.65, 0.30) (0.70, 0.25) Turing
(0.70, 0.35) (0.75, 0.30) Turing
(0.75, 0.38) (0.80, 0.33) Turing
(0.80, 0.41) (0.85, 0.36) Turing
(0.85, 0.46) (0.90, 0.41) Turing
(0.90, 0.51) (0.95, 0.46) Hopf
(0.95, 0.56) (1.00, 0.51) Hopf
Tabelle 19.2.: Start- und Endpunkte der Trajektorien im Parameterraum, die für die Abbildung 20.2 zugrundeliegende Statistik verwendet wurden, zusammenmit den Bifurkationen, die das System für diegegebenen Trajektorien durchläuft.
119
i αi φi µi ψi γi σi δi di
1 0.10 - 1 1 γ 0 1 0.01
2 0.45 - 1 1 γ 0.6 1 0.01
3 0.12 - 1 1 γ 0 1 0.01
4 0.75 φ 1 - - 0.6 0 0.01
i, j 1,2 1,4 2,4 3,2
χi j 0.5 0.5 1 1
βi j 1/3 1/3 2/3 2/3
Tabelle 19.3.: Parameter, die im System mit vier Spezies benutzt wurden. Es wurde entweder φ4 oder γ alsBifurkationsparameter verwendet, alle anderen Parameter wurden konstant gehalten. Für dierelativen Anteile amWachstum χi j oder Verlust βi j werden nur von Null verschiedene Einträgegezeigt. Im verwendeten Beispiel ist Ai j = χi j . Wenn φ als Bifurkationsparameter verwendetwird, wählen wir γ = 0.95. Wenn stattdessen γ als Bifurkationsparameter verwendet wird,wählen wirφ = 0.93.
r K λ c w a h d1 d2
2 10 1 1 0.2 3 0.5 1 1
Tabelle 19.4.: Der Parametersatz, der im modiﬁzierten Rosenzweig-MacArthur-Modell verwendet wird, umunter anderem eine Sattel-Knoten-Bifurkation zu ﬁnden.
Abbildung 20.1, 20.2 20.3 20.4 (a), (b) 20.4 (c), (d) 20.5 (a), (b) 20.5 (c), (d)
Tmax 200 4 200 20 000 50 000 2 000 80 000
Schritte 2 · 105 4.2 · 106 2 · 106 5 · 107(∗) 2 · 105 2 · 106
dt 10−3 10−3 10−2 10−3 10−2 10−2
Tabelle 19.5.: Die Parameter, die für die numerischen Berechnungen mit dem Euler-Maruyama-Verfahrenverwendet wurden. Angegeben sind die Simulationsdauer Tmax und die Anzahl der Zeitschrit-te. Die Schrittweite dt ergibt sich aus dem Verhältnis der Simulationsdauer und der Anzahlder Schritte. (∗) Im Fall von Abbildung 20.4 (c), (d) wurden nur 2 · 106 Zeitschritte, also jeder25. Schritt der Zeitreihe, für die Rekonstruktion der Jacobi-Matrix verwendet.
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20. Ergebnisse
Zunächst haben wir durch numerische Simulationen verrauschte Zeitreihen mit 2 ·105 Datenpunkten für das
Systemmit zwei Spezies auf der Topologie mit sechs räumlichen Habitaten untersucht. Dabei wurden vier Tra-
jektorien durch den Parameterraum ausgewählt, die Bifurkationspunkte schneiden (siehe Abbildung 19.2).
Für jede dieser Trajektorien wurden 21 Zeitreihen mit statischen Parametern erzeugt. Für alle resultierenden
Zeitreihen wurde die Jacobi-Matrix mit Hilfe der hier vorgestellten Methode rekonstruiert und deren Eigen-
werte berechnet. In Abbildung 20.1 ist ein Vergleich zwischen den führenden Eigenwerten der rekonstruierten
Jacobi-Matrix und der analytischen Jacobi-Matrix des zugrundeliegenden deterministischen Systems darge-
stellt. Bevor das System die Bifurkation durchläuft, stimmt der aus der Rekonstruktion geschätzte führende
Eigenwert mit dem analytisch berechneten überein. Nach der Bifurkation verlässt das System den betrachte-
ten Fixpunkt. Somit stimmen die aus der Zeitreihe geschätzten Eigenwerte nicht mehr mit den analytisch für
den Fixpunkt berechneten Eigenwerten überein.
In Abbildung 20.1 (d) ist zu erkennen, dass der rekonstruierte Eigenwert in einem gewissen Bereich nach
der Bifurkation sehr nahe bei Null liegt. Das passiert, weil sich das System auf einen stabilen Grenzzyklus
zubewegt, für den der Lyapunov-Exponent Null ist. Die Reproduktion dieser Null durch den Algorithmus
liefert den unerwarteten Hinweis darauf, dass die Methode sogar einige Informationen über Systeme liefern
kann, die sich nicht in Fixpunkten befinden.
Eine genauere Betrachtung der in Abbildung 20.1 gezeigten Verläufe deutet darauf hin, dass die Rekonstruk-
tion besser wird, wenn sich das System der Bifurkation nähert. Um das genauer zu untersuchen, haben wir
15 Trajektorien betrachtet, die verschiedene Bifurkationen durchlaufen (siehe Tabelle 19.1). Für jede dieser
Trajektorien wurden drei Zeitreihen erzeugt. In Abbildung 20.2 ist in einem Boxplot aufbereitet, wie sich die
Abweichung der rekonstruierten Eigenwerte von den analytischen Eigenwerten für bestimmte analytische Ei-
genwerte verhält. Der Plot zeigt, dass die Eigenwerte in der Nähe der Bifurkation genauer geschätzt werden.
Wie zuvor angesprochen, funktioniert nach den Bifurkationen der Vergleich zwischen den geschätzten und
analytischen Eigenwerten nicht mehr. Daher wurde im gezeigten Ausschnitt auf noch größere Eigenwerte
verzichtet, für die die Abweichung noch größer wird.
Der Bereich, der für die Voraussage von kritischen Übergängen am wichtigsten ist, ist in der Nähe der Bi-
furkation, wenn der führende Eigenwert noch negativ, aber nahe der Null ist. Unsere Ergebnisse legen nahe,
dass die Methode in diesem Bereich besser funktioniert als für Systeme, deren Eigenwerte negativer sind. Die
Methode funktioniert also besser für Systeme in der Nähe eines kritischen Übergangs als für Systeme, die
stabiler sind.
Bisher haben wir die Methode auf statische Zeitreihen, also Zeitreihen mit konstanten Parametern, angewen-
det, um deren Stabilität zu schätzen. Eine praktischere Anwendung ist es, kritische Übergänge in Zeitreihen
vorherzusagen, deren Parameter sich mit der Zeit kontinuierlich ändern, während sich das System dem Über-
gang nähert. Um die Methode für eine solche Situation zu testen, haben wir Zeitreihen auf Grundlage des
zuvor beschriebenen Modells erzeugt, wobei aber diesmal die Parameter während der Simulation entspre-
chend der in Abbildung 19.2 gezeigten Trajektorien kontinuierlich variiert wurden. Das System nähert sich
dabei also kontinuierlich der Bifurkation an, bis diese überschritten wird.
Für die Situation, in der sich die Parameter ändern, kann man für einen bestimmten Zeitpunkt fragen, wie
es um die Stabilität des Systems beschaffen ist. Um eine Schätzung mithilfe der vorgestellten Methode zu
erhalten, verwenden wir einen Ausschnitt aus der Zeitreihe und behandeln diesen näherungsweise wie eine
statische Zeitreihe. Dementsprechend verwenden wir ein Testfenster mit einer Breite τ, die direkt vor dem
betrachtetem Zeitpunkt liegt.
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Für einige Beispieltrajektorien finden wir, dass die Methode den Trend gut wiedergibt, mit dem sich der Ei-
genwert der Null nähert, auch wenn deutliche Fluktuationen der Schätzung um den analytischen Eigenwert
zu sehen sind. Auch hier ist die Übereinstimmung für Systeme in der Nähe des Bifurkationspunktes besser,
als für weiter entfernte Systeme. Ein Beispiel ist in Abbildung 20.3 (a) gezeigt. Die Methode neigt aber dazu,
den Bifurkationspunkt konsistent etwas zu spät einzuschätzen. Das ist aber auch zu erwarten, wenn man
bedenkt, dass der geschätzte Eigenwert einen Durchschnittswert für das gewählte Zeitfenster und nicht für
den Endpunkt darstellt. Für einen monoton steigenden Eigenwert liegt die Schätzung also unter dem eigent-
lichen Eigenwert. Daher wurde in Abbildung 20.3 (b) der geschätzte Eigenwert in die Mitte des Zeitfensters
geschoben. Dadurch wird die Schätzung wesentlich genauer.
Um die Anwendbarkeit der Methode auf größere Netzwerke zu testen, wenden wir die Rekonstruktion der
Jacobi-Matrix auf Systeme mit vier Spezies auf 15 Patches an (siehe Abbildung 20.4). Auch für größere Syste-
me ist die erzielte Genauigkeit immer noch recht gut, auch wenn die Methode in diesem Fall dazu neigt, die
Eigenwerte etwas zu niedrig einzuschätzen. Für den Fall von Zeitreihen mit konstanten Parametern nimmt
diese Abweichung wieder in der Nähe der Bifurkation ab (Abbildung 20.4 (a) und (b)). Aber im Fall der
Zeitreihen mit kontinuierlich variierten Parametern liegen die geschätzten Eigenwerte konsistent unterhalb
der analytischen berechneten Eigenwerte (Abbildung 20.4 (c) und (d)). Das Auftreten der Bifurkation wird
also später eingeschätzt, als das deterministische Modell vermuten lässt. Wir vermuten, dass das an der nicht-
autonomen Natur des Systems und an einer durch das Rauschen verursachten Verzögerung der Bifurkation
liegt. Es ist zu erwarten, dass diese Verzögerung in größeren Nahrungsnetzen ausgeprägter ist, da es Räuber
auf höheren trophischen Ebenen gibt, deren Dynamik auf langsameren Zeitskalen stattfinden. Wenn das der
Fall ist, dann liefern die Eigenwerte der rekonstruierten Jacobi-Matrix eine bessere Schätzung des Bifurkati-
onspunktes als die analytische Lösung des deterministischen Systems.
Bisher haben wir Systeme betrachtet, die basierend auf dem Ansatz der generalisierten Methode designt wur-
den. Wir ergänzen diese Untersuchungen um ein gut etabliertes ökologisches Modell. Dafür verwenden wir
das Rosenzweig-MacArthur-Räuber-Beute-Modell [101] mit einem quadratischen Verlustterm und Diffusion
auf dem räumlichen Netz mit sechs Habitaten. Auch für dieses Modell wird eine gute Übereinstimmung zwi-
schen dem führenden Eigenwert der rekonstruierten Jacobi-Matrix und dem Eigenwert des deterministischen
Systems erreicht (siehe Abbildung 20.5). Außerdem nimmt auch hier die Genauigkeit der rekonstruierten
Werte in der Nähe der Bifurkation deutlich zu.
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Abbildung 20.1.: Vergleich zwischen dem analytisch bestimmten führenden Eigenwert des zugrundeliegen-den deterministischen Systems und dem mithilfe der rekonstruierten Jacobi-Matrix ge-schätzten Eigenwert der ﬂuktuierenden Zeitreihe für das Räuber-Beute-System S = 2 Spe-zies auf N = 6 Habitaten. Die verschiedenen Plots entsprechen den vier Trajektorien imParameterraum, die in Abbildung 19.2 gezeigt werden. Die geschätzten Werte sind in demBereich, in dem der betrachtete Fixpunkt stabil ist, in guter Übereinstimmung mit den ana-lytisch bestimmten Werten. Der Bereich, in dem der Realteil des analytischen Eigenwertspositiv wird und der betrachtete Fixpunkt somit instabil ist, ist grau unterlegt. Es treten in(a), (b) Turing- und in (c), (d) Hopf-Bifurkationen auf. Es wurden die folgenden Parameter-bereiche für (φ,γ) verwendet: (a) (0.75, 0.38) bis (0.8, 0.33); (b) (0.85, 0.46) bis (0.9, 0.41);(c) (0.9, 0.51) bis (0.95, 0.46); (d) (0.95, 0.56) bis (1.0, 0.51).
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Abbildung 20.2.: Der Plot zeigt den Fehler der Eigenwertschätzung in Abhängigkeit vom analytischen Eigen-wert für ein Systemmit S = 2 Spezies auf N = 6 Habitaten. Der Fehler ist die Differenz desgeschätzten und des analytischen Eigenwerts. Um die Daten für die gezeigte Statistik zusammeln wurden 15 Trajektorien durch den Parameterraum verwendet, die transkritische,Turing- und Hopf-Bifurkationen durchlaufen. Für alle Trajektorien wurden drei verschiede-ne Realisierungen analysiert. Die Fehler sind für negative führende Eigenwerte klein. Inder Nähe der Bifurkation wird der Fehler kleiner. Fehler für größere analytische Eigenwertewurden abgeschnitten, da die Schätzung für positive Eigenwerte nicht funktioniert.
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Abbildung 20.3.: Eigenwertschätzung im Vergleich zum analytisch bestimmten Eigenwert für eine Turing-Bifurkation aus dem Räuber-Beute-System mit S = 2 Spezies auf N = 6 Habitaten. DieBifurkationsparameter sind (φ,γ) im Intervall von (0.70, 0.35) bis (0.75, 0.30). Im grauunterlegten Bereich ist der Realteil des analytischen Eigenwerts positiv und somit der be-trachtete Fixpunkt instabil. Das blau unterlegte Intervall zeigt die Größe des Testfensters,das für die Analyse verwendet wurde. In Plot (a) sind die geschätzten Eigenwerte am Endedes Testfensters platziert. In Plot (b) sind die geschätzten Eigenwerte dagegen in derMittedes Testfensters platziert, wodurch der geschätzte Bifurkationspunkt näher am analytischbestimmten Bifurkationspunkt liegt.
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Abbildung 20.4.: Eigenwertschätzungen für das System mit vier Spezies auf 15 Habitaten. Das Systemdurchläuft eine Hopf-Bifurkation. In (a) und (b) wurden Zeitreihen mit statischen Parame-tern verwendet, während in (c) und (d) die Bifurkationsparameter kontinuierlich von derstabilen in die instabile Region (grau) variiert wurden. Die blaue Region zeigt die Größe desTestfensters. Die geschätzten Eigenwerte werden in der Mitte des Testfensters gezeigt.
126
14.6 14.8 15.0 15.2 15.4
Kx
0.6
0.5
0.4
0.3
0.2
0.1
0.0
0.1
M
ax
 Re
 Ei
ge
nw
ert
 vo
n J
Analytisch
Schätzung
2.10 2.15 2.20 2.25 2.30 2.35 2.40
a
0.20
0.15
0.10
0.05
0.00
0.05
0.10
M
ax
 Re
 Ei
ge
nw
ert
 vo
n J
Analytisch
Schätzung
14.6 14.8 15.0 15.2 15.4
Kx
0.6
0.5
0.4
0.3
0.2
0.1
0.0
0.1
M
ax
 Re
 Ei
ge
nw
ert
 vo
n J
Analytisch
Schätzung
2.10 2.15 2.20 2.25 2.30 2.35 2.40
a
0.25
0.20
0.15
0.10
0.05
0.00
0.05
0.10
M
ax
 Re
 Ei
ge
nw
ert
 vo
n J
Analytisch
Schätzung
(a) (b)
(c) (d)
Abbildung 20.5.: Eigenwertschätzungen im modiﬁzierten Rosenzweig-MacArthur-Modell. Die linken Plots(a) und (c) zeigen eine Sattel-Knoten-Bifurkation. Die rechten Plots (b) und (d) zeigen eineHopf-Bifurkation. In (a) und (b) wurden Zeitreihenmit statischen Parametern verwendet. In(c) und (d) wurde der Bifurkationsparameter kontinuierlich von der stabilen in die instabileRegion (grau) variiert. Die blaue Region zeigt die Größe des Testfensters. Die geschätztenWerte werden in der Mitte des Testfensters gezeigt.
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21. Diskussion
In diesem Teil der Arbeit wurde eine Methode vorgestellt, mit der aus den Korrelationen einer fluktuierenden
Zeitreihe und zusätzlichen Informationen über strukturelle Einschränkungen der Interaktionen die Jacobi-
Matrix des entsprechenden Systems rekonstruiert werden kann. Dabei wurde auf der vorangegangenen Arbeit
von Honerkamp, van Kampen, Steuer und Anderen [48,108,120] aufgebaut, die einen geschlossen Ausdruck
für den Zusammenhang zwischen der Korrelationsmatrix und der Jacobi-Matrix hergeleitet haben.
Die strukturellen Zusatzinformationen werden benötigt, um zu vermeiden, dass das zugrundeliegende Glei-
chungssystems unterbestimmt ist. Wie zuvor gezeigt, reicht es aus N(N −1)/2 Paare von Variablen unter den
N Variablen des Systems zu identifizieren, die nicht direkt miteinander interagieren. Ausgedrückt in der Spra-
che von Netzwerken bedeutet das, dass der Grad z des Netzwerks unterhalb einer Grenze liegen muss, damit
diese Bedingung erfüllt ist:
z <
N − 1
2
. (21.1)
Diese Bedingung sollte in vielen Anwendungsgebieten einfach zu erfüllen sein und in größeren Systemen
wird dies in der Regel einfacher.
Um die Methode zu testen, haben wir diese auf ein explizites stochastisches Meta-Nahrungsnetzmodell an-
gewendet. Dabei haben wir mithilfe der rekonstruierten Jacobi-Matrix den führenden Eigenwert des Systems
berechnet. Auf diese Weise konnten zuverlässig bevorstehende Bifurkationen vorhergesagt werden. Zum Ver-
gleich haben wir den analytisch berechneten führenden Eigenwert des demModell zugrundeliegenden deter-
ministischem Systems herangezogen. Dadurch konnte die Genauigkeit der rekonstruierten Eigenwerte bestä-
tigt werden. Dieses Beispiel hat gezeigt, dass eine relativ robuste Rekonstruktion des führenden Eigenwerts
der Jacobi-Matrix sogar in hochgradig nichtlinearen Multi-Layer-Netzen mit Dynamik auf mehreren verschie-
denen Zeitskalen möglich ist. Die große Menge an Daten, die dafür benötigt wird, ist aber weiterhin ein
Hinderungsgrund für eine Anwendung in der empirischen Ökologie.
Es gibt verschiedene Anhaltspunkte, die vermuten lassen, dass die Menge der für die Rekonstruktion benö-
tigten Daten reduziert werden kann. Der erste Anhaltspunkt ist der beobachtete Anstieg der Genauigkeit der
Rekonstruktion in der Nähe des Bifurkationspunktes. Wenn sich das System bereits sehr nahe an der Bifur-
kation befindet könnte eine geringere Datenmenge ausreichen, um eine ausreichend genaue Rekonstruktion
zu erhalten. Ein Ziel künftiger Untersuchengen wäre es zu bestimmen, wie die Genauigkeit mit dem Abstand
zur Bifurkation zusammenhängt.
Ein weiterer Ansatz wäre es die Abtastung der Zeitreihen zu optimieren, um so möglicherweise die erforderli-
che Datenmenge zu reduzieren. Denkbar wäre beispielsweise ein iteratives Schema, ähnlich wie in Aufderhei-
de et al. (2013) [8], bei dem eine kleine Zahl von Stichproben verwendet wird, um eine initiale Schätzung der
Jacobi-Matrix zu erhalten. Mit der initial geschätzten Matrix können dann die relevanten Zeitskalen und die
wichtigen Einträge der Kovarianzmatrix identifiziert und damit die Abtastrate der Zeitreihen beziehungsweise
der Aufwand der Datenerhebung entsprechend optimiert werden.
Außerdem könnte man neben den strukturellen Einschränkungen weitere Informationen nutzen, die über ein
System zur Verfügung stehen. Der auf der Jacobi-Matrix basierende Ansatz erlaubt es, dass weiteres Wissen
über das System eingebracht werden kann, das beispielsweise in der ökologischen Anwendung vorhanden
ist. Als Beispiele können die in den vorherigen Teilen dieser Arbeit verwendeten Exponentenparameter µ für
die Beschränkung der Populationsgrößen undψ für die Abhängigkeit der Jagdrate von der Räuberpopulation
dienen. Das vorausgehende Beispiel von Lade et al. (2012) [61] legt nahe, dass dadurch die Menge der
benötigten Daten drastisch reduziert werden kann.
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Die vorgestellte Methode kann schon jetzt in Bereichen nützlich sein, in denen ausreichend Daten zur Ver-
fügung stehen. Beispiele hierfür sind technische Systeme, wie Strom- und Kommunikationsnetze oder eine
Anwendung in der Wirtschaft. Auch in Studien über den Metabolismus werden Rekonstruktionen der Jacobi-
Matrix bereits oft genutzt [53]. Für diese Anwendung bietet der hier verwendete Ansatz eine geschlossene
mathematische Form für ein Problem, dass bisher mit Methoden des maschinellen Lernens gelöst wird. Durch
die Rekonstruktion von Jacobi-Matrizen kann neben der Anwendung als Frühwarnzeichen auch ein tieferes
Verständnis über ein System erreicht werden. Die Jacobi-Matrix kann beispielsweise als Repräsentation für
Kausalität im System gesehen werden. Die vorgestellte Methode zur Rekonstruktion von Jacobi-Matrizen bie-
tet daher eine Möglichkeit Kausalitäten aus Korrelationen zu folgern.
Die vorgestellte Methode zur Rekonstruktion von Jacobi-Matrizen ist ein vielversprechender Ansatz für die
Analyse von komplexen Systemen nahe kritischer Übergänge. Auch wenn die Menge der für die Rekonstruk-
tion benötigten Daten eine beachtliche Einschränkung in der Anwendung darstellt, besteht die Hoffunung,
dass diese Hürde durch zukünftige Optimierungen der Methode reduziert werden kann. Bis dahin lässt sich
die Methode in Bereichen anwenden, in denen ausreichend Daten vorhanden sind.
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Die im Rahmen dieser Arbeit vorgestellten Methoden basieren auf der linearen Stabilitätsanalyse. Dabei wird
das System in der Umgebung eines Fixpunktes linearisiert. Diese Linearisierung liefert die Jacobi-Matrix, die
wichtige Informationen über ein System enthält. Die Jacobi-Matrix beschreibt, wie das System auf kleine
Störungen eines Fixpunktes reagiert. Im Rahmen der linearen Stabilitätsanalyse wird das Spektrum dieser
Matrix berechnet. Der führende Eigenwert der Jacobi-Matrix liefert dann die Information darüber, ob das
betrachtete Gleichgewicht stabil ist oder nicht.
Der Master-Stability-Funktions-Ansatz stellt eine Möglichkeit dar, das Spektrum der Jacobi-Matrix zu berech-
nen, wenn es sich bei dem betrachteten Gleichgewicht um einen homogenen Zustand handelt. Das Eigen-
wertproblem der Jacobi-Matrix wird dabei in kleinere Teilprobleme zerlegt. In Teil III dieser Arbeit wurde
der Ansatz der Master-Stability-Funktionen verwendet, um den Mechanismus der diffusionsgetriebenen In-
stabilitäten auf diskreten räumlichen Netzwerken zu untersuchen. Dabei haben wir gesehen, dass dies ge-
nauso elegant möglich ist wie für Reaktions-Diffusions-Systeme mit kontinuierlichem Raum. Anhand eines
generalisierten Modells für Meta-Nahrungsnetze haben wir gesehen, dass sich das Eigenwertproblem der
Jacobi-Matrix in einen Teil für das räumliche Netzwerk und einen Teil, der von der lokalen Dynamik und der
Art der Kopplung abhängt, zerlegen lässt. Der verwendete Ansatz ist dabei nicht nur auf einfache Diffusion
beschränkt, sondern funktioniert auch für dichteabhängige beziehungsweise adaptive Formen der Dispersion.
Als Modell für die räumliche Struktur des Meta-Nahrungsnetzes haben wir zufällige geometrische Graphen
verwendet. Bei der Konstruktion eines solchen Graphen werden zunächst die Knoten zufällig in einem Ein-
heitsquadrat verteilt. Dann werden alle Knoten miteinander verbunden, deren Abstand kleiner ist als eine
vorgegebene Reichweite. Die Unregelmäßigkeit in den Verknüpfungen von zufälligen geometrischen Gra-
phen sorgt dafür, dass die Symmetrie gebrochen wird und die Eigenvektoren der zugehörigen Laplace-Matrix
lokalisieren. Eine andere Möglichkeit Unordnung einzuführen ist es, die Stärken der verschiedenen Links
zufällig zu verteilen. Beispielsweise führen in einem regelmäßigen quadratischen Gitter zufällig verteilte Ver-
bindungsstärken zur Lokalisierung der Eigenvektoren.
Im Rahmen dieser Arbeit haben wir die Lokalisierung anhand von Meta-Nahrungsnetzen betrachtet. Die Lo-
kalisierung der Eigenzustände des Hamilton-Operators ist in der Quantenmechanik ein bekanntes Phänomen.
Überschreitet der Grad der Unordnung in einem Medium eine kritische Schwelle, so wird durch die Lokali-
sierung der Teilchen die Diffusion im Medium unterdrückt. Dieser Effekt wird als Anderson-Lokalisierung
bezeichnet. Der Effekt ist nach P. W. Anderson benannt, der ein einfaches Modell formuliert hat, in dem die-
se Art der Lokalisierung auftritt [5]. Beispielsweise kann durch die Lokalisierung der freien Ladungsträger
in einem Leiter ein Übergang zu einem Isolator stattfinden. Unsere Erkenntnisse legen nahe, dass eine ge-
wisse Analogie zwischen der Lokalisierung in Meta-Nahrungsnetzen und in quantenmechanischen Systemen
besteht. Durch ein besseres Verständnis dieser Analogie könnten beide Forschungsfelder profitieren.
In Teil IV dieser Arbeit wurde der Ansatz der Master-Stability-Funktionen auf Meta-Nahrungsnetze mit globa-
len Spezies erweitert. Dabei wurde gezeigt, dass globale Spitzenräuber in der Lage sind Meta-Nahrungsnetze
zu stabilisieren, wenn sie über mehrere Beutespezies verfügen. Außerdem haben wir gesehen, dass die stabi-
lisierende Wirkung von globalen Spitzenräubern davon abhängt, ob diese ohne Einschränkung auf die Beute-
populationen in den verschiedenen Habitaten zugreifen können. Eine Fragmentierung des Lebensraums der
Spitzenräuber schadet also deren stabilisierenden Einfluss.
Das betrachtete Modell stellt einen Extremfall dar. Der globale Spitzenräuber greift auf alle Habitate gleichzei-
tig zu, während sich die lokalen Spezies alle im gleichen räumlichen Netzwerk ausbreiten. In einem detaillier-
teren Modell könnten sich die Spezies auf den verschiedenen trophischen Ebenen aber in unterschiedlichen
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räumlichen Netzen bewegen. Dadurch könnte man abbilden, dass die Spezies auf den höheren tropischen
Ebenen größere Einzugsgebiete haben. Damit der Master-Stability-Funktions-Ansatz funktioniert, muss eine
gemeinsame Basis von Eigenvektoren für die verschiedenen Matrizen gefunden werden. Dies ist möglich,
wenn die gegebenen Matrizen kommutieren. Eine Möglichkeit, bei der dies gegeben wäre, stellen Systeme
dar, in denen die Spezies auf den oberen Ebenen mehrere Schritte im gleichen räumlichen Netz machen
können. Die Matrizen auf den höheren Ebenen wären dann ganzzahlige Potenzen der Laplace-Matrix des
zugrundeliegenden räumlichen Graphen.
In Teil V dieser Arbeit wurde eine Methode vorgestellt, mit der es möglich ist aus den Korrelationen einer
Zeitreihe eines stochastisch fluktuierenden Systems unter der Zuhilfenahme struktureller Informationen die
Jacobi-Matrix des Systems zu rekonstruieren. Ziel ist es durch die Zuhilfenahme weiterer Information über
das System die Menge der benötigten Daten zu reduzieren, die für einen korrelationsbasierten Ansatz benötigt
werden.
Die Menge der Daten, die in den Tests für die Rekonstruktion der Jacobi-Matrix verwendet wurden, war
immer noch sehr hoch. Die Tests der Methode haben zwar gezeigt, dass sich brauchbare Jacobi-Matrizen
rekonstruieren lassen, eine quantitative Untersuchung der dafür benötigten Datenmenge steht aber noch aus.
Wir haben gesehen, dass die Schätzung der Eigenwerte in der Nähe einer bevorstehenden Bifurkation genauer
wurde. Es ist also anzunehmen, dass die benötigte Datenmenge für eine Schätzung mit einer geforderten
Genauigkeit vom Abstand des Systems von einer etwaigen Bifurkation abhängt.
Die Güte der Rekonstruktion hängt außerdem von der gegebenen Rauschstärke ab. In unseren Tests haben
wir eine Rauschstärke gewählt, die in einem optimalen Bereich liegt. Ist die Rauschstärke zu klein, so können
durch die Fluktuationen und die daraus resultierenden Reaktionen des Systems nicht genug Informationen
für die Jacobi-Matrix gewonnen werden. Wenn die Rauschstärke zu groß ist, werden die Korrelationen durch
den steigenden Zufall verdeckt. Die Menge der für die Rekonstruktion benötigten Daten hängt also auch von
der Amplitude der Fluktuationen ab.
Trotz der bestehenden Einschränkungen kann die vorgestellte Methode schon jetzt in Bereichen nützlich
sein, in denen die erforderlichen Datenmengen zur Verfügung stehen. Sie bietet eine analytisch geschlossene
Form für die Rekonstruktion der Jacobi-Matrix und macht diese somit für Systeme zugänglich, für die keine
ausreichend exakten Modelle vorliegen.
In Rahmen dieser Arbeit wurden verschiedene Methoden vorgestellt, die auf der linearen Stabilitätsanaly-
se basieren. Obwohl alle Methoden in dieser Arbeit auf Meta-Nahrungsnetze angewendet wurden, können
die gezeigten Methoden auch Anwendungen in anderen Forschungsfeldern finden, die weit über die theo-
retische Ökologie hinaus gehen. Zentral ist, dass in allen Teilen der Arbeit auf die Jacobi-Matrix zurückge-
griffen wurde, die wichtige Informationen über die Abhängigkeiten eines dynamischen Systems liefert. Die
generalisierte Methode bietet die Möglichkeit Jacobi-Matrizen für bestimmte Klassen von Modellen zu kon-
struieren. Dadurch ist es möglich komplexe hochgradig nichtlineare Systeme zu analysieren. Mit Hilfe des
Master-Stability-Funktions-Ansatzes ist es möglich die Jacobi-Matrix für homogene Systeme effektiv zu dia-
gonalisieren, wodurch sehr große Systeme zugänglich werden. Und die Rekonstruktion von Jacobi-Matrizen
aus Zeitreihendaten unter Zuhilfenahme einiger struktureller Informationen bietet einen Zugang zur Jacobi-
Matrix von Systemen, für die keine ausreichend detaillierten Modelle zur Verfügung stehen. Diese Arbeit
liefert also einen Beitrag zu den Methoden, die allgemein für die Analyse komplexer dynamischer Systeme
zur Verfügung stehen.
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A. Zwei global gekoppelte Meta-Nahrungsnetze
In diesem Kapitel wird der in Teil IV dieser Arbeit vorgestellte Master-Stability-Funktions-Ansatz für Systeme
mit globalen Spezies auf Systeme erweitert, die aus zwei global gekoppelten Meta-Nahrungsnetzen bestehen.
Wir betrachten ein System, das aus zwei gekoppelten räumlichen Netzen besteht, in die wiederum lokal Nah-
rungsnetze eingebettet sind. Jedes dieser räumlichen Netze repräsentiert ein zusammenhängendes Gebiet.
Die lokalen Nahrungsnetze beider räumlichen Netze können sich dabei unterscheiden, wobei jedes Habitat in
einem der Gebiete über das gleiche lokale Netz verfügt. Die Populationen der verschiedenen Spezies werden,
je nach dem in welchem der Netze sie liegen als X ki beziehungsweise Y
k
i bezeichnet. Dabei steht der untere
Index i für die Spezies und der obere Index k für das Habitat. Die Dynamik dieses System wird durch die
folgenden Gleichungen beschrieben:
Ẋ ki = FX ki (X
k) +
∑︂
m
AkmX CX ki Xmi (X
k,Xm) + GX ki (Y,X) +
∑︂
Y nm
AYmX iDY nmX ki (X,Y) +
∑︂
X nm
AXmX iDX nmX ki (X,Y) , (A.1)
Ẏ ki = FY ki (Y
k) +
∑︂
m
AkmY CY ki Ymi (Y
k,Ym) + GY ki (X,Y) +
∑︂
X nm
AXmYiDX nmY ki (Y,X) +
∑︂
Y nm
AYmYiDY nmY ki (Y,X) . (A.2)
Die Funktionen F beschreiben die lokale Dynamik, die auf ein Habitat beschränkt ist. Die Funktionen C be-
schreiben die Kopplung zwischen zwei benachbarten Habitaten in den räumlichen Netzen durch Dispersion,
dabei sind AX und AY die Adjazenzmatrizen der räumlichen Netze. G sind die funktionellen Antworten global
agierender Räuber, welche nicht nur im eigenen Habitat jagen, sondern auch in beliebigen Habitaten aus bei-
den räumlichen Netzen. Die Funktionen D tragen den Verlusten durch globale Bejagung Rechnung. AXX , AXY ,
AY X und AY Y sind die Adjazenzmatrizen der globalen Jagdbeziehungen in und zwischen den verschiedenen
räumlichen Netzen. Die Kopplung durch Dispersion zwischen zwei Habitaten soll symmetrisch sein:
CX ki X li (X
k,Xl) = EX ki X li (X
k,Xl)− EX li X ki (Xl ,Xk) = −CX li X ki (Xl ,Xk) , (A.3)
CY ki Y li (Y
k,Yl) = EY ki Y li (Y
k,Yl)− EY li Y ki (Yl ,Yk) = −CY li Y ki (Yl ,Yk) . (A.4)
Die Funktionen EX ki X li beziehungsweise EY ki Y li beschreiben dabei die Ausbreitung von Habitat l nach Habitat k.
Wir führen die für einen globalen Räuber insgesamt verfügbare Beutebiomasse ein, die in beiden räumlichen
Netzen vorhanden ist:
TX ki (Y,X) =
∑︂
X nm
RX ki X nm(X
n
m) +
∑︂
Y nm
RX ki Y nm (Y
n
m) , (A.5)
TY ki (X,Y) =
∑︂
Y nm
RY ki Y nm (Y
n
m) +
∑︂
X nm
RY ki X nm(X
n
m) . (A.6)
Wir nehmen an, dass die funktionelle Antwort der globalen Räuber nur von der insgesamt verfügbaren Bio-
masse und somit nicht direkt von den einzelnen Beutepopulationen abhängt:
GX ki (Y,X) = GX ki (TX ki (Y,X),X
k
i ) , (A.7)
GY ki (X,Y) = GY ki (TY ki (X,Y),Y
k
i ) . (A.8)
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Die Verluste durch globale Predation sollen sowohl von der global verfügbaren Beutebiomasse des Jägers als
auch von der Räuber- und Beutepopulation abhängen:
DY lj X ki (X,Y) = DY lj X ki (TY lj ,Y
l
j ,X
k
i ) , (A.9)
DX ljX ki (X,Y) = DX ljX ki (TX lj ,X
l
j ,X
k
i ) , (A.10)
DX ljY ki (Y,X) = DX ljY ki (TX lj ,X
l
j ,Y
k
i ) , (A.11)
DY lj Y ki (Y,X) = DY lj Y ki (TY lj ,Y
l
j ,Y
k
i ) . (A.12)
Mit diesen Annahmen können wir die Gleichungen für die Dynamik des Systems umschreiben:
Ẋ ki = FX ki (X
k) +
∑︂
l
AXklCX i (X
k,Xl) + GX ki (TX ki ,X
k
i ) +
∑︂
Y lj
AYjX iDY lj X ki (TY lj ,Y
l
j ,X
k
i ) +
∑︂
X lj
AX jX iDX ljX ki (TX lj ,X
l
j ,X
k
i ) ,
(A.13)
Ẏ ki = FY ki (Y
k) +
∑︂
l
AYklCYi (Y
k,Yl) + GY ki (TY ki ,Y
k
i ) +
∑︂
X lj
AX jYiDX ljY ki (TX lj ,X
l
j ,Y
k
i ) +
∑︂
Y lj
AYjYiDY lj Y ki (TY lj ,Y
l
j ,Y
k
i ) .
(A.14)
Umdie Stabilität des Systemsmit Hilfe der lineare Stabilitätsanalyse zu untersuchen, benötigenwir die Jacobi-
Matrix. Diese können wir als Blockmatrix schreiben:
J=

JX JXY
JY X JY

. (A.15)
Die Matrizen JX und JY enthalten die internen Abhängigkeiten der beiden Gebiete. Dagegen enthalten die
Matrizen JXY und JY X die Kreuzabhängigkeiten, die ein Gebiet auf das andere hat. Die diagonalen Blöcke der
Jacobi-Matrix sind gegeben durch
(JX )
kl
i j =
dẊ ki
dX lj
=
dFX ki (X
k)
dX li
+
∑︂
n
AknX
dCX ki X ni (X
k,Xn)
dX lj
+
dGX ki (TX ki ,X
k
i )
dX li
+
∑︂
Y nm
AYmX i
dDY nmX ki (TY nm ,Y
n
m,X
k
i )
dX lj
+
∑︂
X nm
AXmX i
dDX nmX ki (TX nm ,X
n
m,X
k
i )
dX lj
(A.16)
und
(JY )
kl
i j =
dẎ ki
dY lj
=
dFY ki (Y
k)
dY li
+
∑︂
n
AknY
dCY ki Y ni (Y
k,Yn)
dY lj
+
dGY ki (TY ki ,Y
k
i )
dY li
+
∑︂
X nm
AXmYi
dDX nmY ki (TX nm ,X
n
m,Y
k
i )
dY lj
+
∑︂
Y nm
AYmYi
dDY nmY ki (TY nm ,Y
n
m,Y
k
i )
dY lj
. (A.17)
Die nicht-diagonalen Blöcke sind gegeben durch
(JXY )
kl
i j =
dẊ ki
dY lj
=
dGX ki (TX ki ,X
k
i )
dY li
+
∑︂
Y nm
AYmX i
dDY nmX ki (TY nm ,Y
n
m,X
k
i )
dY lj
+
∑︂
X nm
AXmX i
dDX nmX ki (TX nm ,X
n
m,X
k
i )
dY lj
(A.18)
und
(JY X )
kl
i j =
dẎ ki
dX lj
=
dGY ki (TY ki ,Y
k
i )
dX li
+
∑︂
X nm
AXmYi
dDX nmY ki (TX nm ,X
n
m,Y
k
i )
dX lj
+
∑︂
Y nm
AYmYi
dDY nmY ki (TY nm ,Y
n
m,Y
k
i )
dX lj
. (A.19)
Da sich die Form der Gleichungen nicht ändert, wenn man X und Y vertauscht, führen wir die Rechnung ab
hier exemplarisch nur für JX und JY X durch.
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An dieser Stelle führen wir einige Parameter ein, die für die verschiedenen Ableitungen stehen:
ΦX ki X
k
j
=
∂ FX ki
∂ X kj
, Ω
X ki X
l
i
X kj
=
∂ CX ki X li
∂ X kj
= −∂ CX li X ki
∂ X kj
, (A.20)
ΓX ki =
∂ GX ki (TX ki ,X
k
i )
∂ TX ki
, ΨX ki =
∂ GX ki (TX ki ,X
k
i )
∂ X ki
, (A.21)
ΛX ki X
l
j
=
∂ TX ki
∂ X lj
=
∂ RX ki X lj
∂ X lj
, ∆X nmX ki =
∂ DX nmX ki (TX nm ,X
n
m,X
k
i )
∂ TX nm
, (A.22)
ΘX nmX
k
i
=
∂ DX nmX ki (TX nm ,X
n
m,X
k
i )
∂ X nm
, ΞX nmX ki =
∂ DX nmX ki (TX nm ,X
n
m,X
k
i )
∂ X ki
. (A.23)
Mit Hilfe dieser Abkürzungen können wir die Ableitungen der verschiedenen Terme angeben. Die Ableitungen
der lokalen Dynamik ist in Matrixform gegeben als:
dFX k
dX k
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . .
· · · dFX kidX ki · · ·
dFX ki
dX kj
· · ·
...
. . .
...
· · · dFX kjdX ki · · ·
dFX kj
dX kj
· · ·
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
. . .
· · · ΦX ki X ki · · · ΦX ki X kj · · ·
...
. . .
...
· · · ΦX kj X ki · · · ΦX kj X kj · · ·
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎠ . (A.24)
Ebenso lassen sich die Abhängigkeiten der Kopplung durch Dispersion als Matrizen schreiben:
dCX kX l
dX k
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . .
· · · dCX ki X lidX ki · · ·
dCX ki X
l
i
dX kj
· · ·
...
. . .
...
· · · dCX kj X ljdX ki · · ·
dCX kj X
l
j
dX kj
· · ·
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= −dCX lX k
dX k
. (A.25)
Die Ableitungen der funktionellen Antworten sind gegeben durch:
∂ GX ki
∂ X lj
=
∂ GX ki
∂ TX lk
∂ TX ki
∂ X lj
+
∂ GX ki
∂ X lk
∂ X ki
∂ X lj
= ΓX ki ΛX ki X lj +ΨX ki δi jδ
kl . (A.26)
Die Verlustterme für die Jagd aus dem Nachbargebiet haben die Ableitungen
dDY nmX ki
dX lj
=
∂ DY nmX ki
∂ TY nm
dTY nm
dX lj
+
∂ DY nmX ki
∂ X ki
δi jδ
kl =∆Y nmX ki ΛY nmX lj +ΞY nmX ki δi jδ
kl (A.27)
und die Verluste aus dem Gebiet selbst haben die Ableitungen
dDX nmX ki
dX lj
=
∂ DX nmX ki
∂ TX nm
dTX nm
dX lj
+
∂ DX nmX ki
∂ X nm
δ jmδ
ln +
∂ DX nmX ki
∂ X ki
δi jδ
kl =∆X nmX ki ΛX nmX lj +ΘX nmX ki δ jmδ
ln +ΞX nmX ki δi jδ
kl . (A.28)
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Auch diese Ableitungen lassen sich in Form von Matrizen darstellen:
dGX k
dX l
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . .
· · · dGX kidX li · · ·
dGX ki
dX lj
· · ·
...
. . .
...
· · · dGX kjdX li · · ·
dGX kj
dX lj
· · ·
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
. . .
· · · ΓX ki ΛX ki X li +ΨX ki δkl · · · ΓX ki ΛX ki X lj · · ·
...
. . .
...
· · · ΓX kj ΛX kj X li · · · ΓX kj ΛX kj X lj +ΨX kj δkl · · ·
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎠ , (A.29)
dDY nmX k
dX l
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . .
· · · dDY nmXkidX li · · ·
dDY nmXki
dX lj
· · ·
...
. . .
...
· · · dDY nmXkjdX li · · ·
dDY nmXkj
dX lj
· · ·
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
. . .
· · · ∆Y nmX ki ΛY nmX li +ΞY nmX ki δkl · · · ∆Y nmY ki ΛY nmX lj · · ·
...
. . .
...
· · · ∆Y nmX kj ΛY nmX li · · · ∆Y nmY kj ΛY nmX lj +ΞY nmX kj δkl · · ·
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎠ , (A.30)
dDX nmX k
dX l
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . .
· · · dDXnmXkidX li · · ·
dDXnmXki
dX lj
· · ·
...
. . .
...
· · · dDXnmXkjdX li · · ·
dDXnmXkj
dX lj
· · ·
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(A.31)
=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
. . .
· · · ∆X nmX ki ΛX nmX li +ΘX nmX ki δimδln +ΞX nmX ki δkl · · · ∆X nmX ki ΛX nmX lj +ΘX nmX ki δ jmδln · · ·
...
. . .
...
· · · ∆X nmX kj ΛX nmX li +ΘX nmX kj δimδln · · · ∆X nmX kj ΛX nmX lj +ΘX nmX kj δ jmδln +ΞX nmX kj δkl · · ·
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎠ .
(A.32)
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Auf diese Weise können wir die diagonalen Blöcke der Jacobi-Matrix auch wieder durch Blockmatrizen aus-
drücken, indem wir die verschiedenen Matrizen addieren:
JX =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
. . .
· · · dFX kdX k +
∑︁
n A
kn
X
dCX kXn
dX k · · · −AlkX dCX l X kdX l · · ·
...
. . .
...
· · · −AklX dCX kX ldX k · · · dFX ldX l +
∑︁
n A
ln
X
dCX l X n
dX l · · ·
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎠+
⎛⎜⎜⎜⎜⎜⎜⎜⎝
. . .
· · · dGX kdX k · · · dGX kdX l · · ·
...
. . .
...
· · · dGX ldX k · · · dGX ldX l · · ·
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎠ (A.33)
+
∑︂
Y nm
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . .
· · · dDY nmXkdX k · · ·
dDY nmXk
dX l · · ·
...
. . .
...
· · · dDY nmX ldX k · · ·
dDY nmX l
dX l · · ·
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
+
∑︂
X nm
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . .
· · · dDXnmXkdX k · · ·
dDXnmXk
dX l · · ·
...
. . .
...
· · · dDXnmX ldX k · · ·
dDXnmX l
dX l · · ·
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (A.34)
Um diese Darstellung zu vereinfachen, führen wir Symbole für die verschiedene Matrizen ein:
PkX =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
. . .
· · · ΦX ki X ki · · · ΦX ki X kj · · ·
...
. . .
...
· · · ΦX kj X ki · · · ΦX kj X kj · · ·
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎠ , (A.35)
C klX = A
kl
X
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . .
· · · ΩX ki X li
X ki
· · · ΩX ki X li
X kj
· · ·
...
. . .
...
· · · ΩX kj X lj
X ki
· · · ΩX kj X lj
X kj
· · ·
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= −C lkX , (A.36)
∑︂
X nm
⎛⎜⎜⎜⎜⎜⎜⎜⎝
. . .
· · · ΘX nmX ki δimδln · · · ΘX nmX ki δ jmδln · · ·
...
. . .
...
· · · ΘX nmX kj δimδln · · · ΘX nmX kj δ jmδln · · ·
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎠=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
. . .
· · · ΘX li X ki · · · ΘX ljX ki · · ·
...
. . .
...
· · · ΘX li X kj · · · ΘX ljX kj · · ·
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎠ , (A.37)
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k ̸= l:
OklX =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . .
ΓX ki ΛX
k
i X
l
i
+ΘX li X ki ΓX ki ΛX ki X lj +ΘX ljX ki· · · +∑︁Y nm ∆Y nmX ki ΛY nmX li · · · +∑︁Y nm ∆Y nmX ki ΛY nmX lj · · ·
+
∑︁
X nm
∆X nmX
k
i
ΛX nmX
l
i
+
∑︁
X nm
∆X nmX
k
i
ΛX nmX
l
j
...
. . .
...
ΓX kj ΛX
k
j X
l
i
+ΘX li X kj ΓX kj ΛX kj X lj +ΘX ljX kj· · · +∑︁Y nm ∆Y nmX kj ΛY nmX li · · · +∑︁Y nm ∆Y nmX kj ΛY nmX lj · · ·
+
∑︁
X nm
∆X nmX
k
j
ΛX nmX
l
i
+
∑︁
X nm
∆X nmX
k
j
ΛX nmX
l
j
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (A.38)
k = l:
OkkX =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . .
ΓX ki ΛX
k
i X
k
i
+ΘX ki X ki ΓX ki ΛX ki X kj +ΘX kj X ki
· · · +∑︁Y nm ∆Y nmX ki ΛY nmX ki +ΞY nmX ki  · · · +∑︁Y nm ∆Y nmX ki ΛY nmX kj · · ·
+
∑︁
X nm

∆X nmX
k
i
ΛX nmX
k
i
+ΞX nmX ki

+
∑︁
X nm
∆X nmX
k
i
ΛX nmX
k
j
...
. . .
...
ΓX kj ΛX
k
j X
k
i
+ΘX ki X kj ΓX kj ΛX kj X kj +ΘX kj X kj
· · · +∑︁Y nm ∆Y nmX kj ΛY nmX ki · · · +∑︁Y nm ∆Y nmX kj ΛY nmX kj +ΞY nmX kj  · · ·
+
∑︁
X nm
∆X nmX
k
j
ΛX nmX
l
i
+
∑︁
X nm

∆X nmX
k
j
ΛX nmX
k
j
+ΞX nmX kj

. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (A.39)
JX =
⎛⎜⎜⎜⎜⎜⎜⎝
. . .
· · · PkX +OkkX +
∑︁
n C
kn
X · · · OlkX − C lkX · · ·
...
. . .
...
· · · OklX − C klX · · · P lX +Ol lX +
∑︁
n C
ln
X · · ·
. . .
⎞⎟⎟⎟⎟⎟⎟⎠ , (A.40)
C klY X =
⎛⎜⎜⎜⎜⎜⎜⎝
. . .
ΓY ki ΛY
k
i X
l
j
+ΘX ljY ki· · · +∑︁X nm ∆X nmY ki ΛX nmX lj · · ·
+
∑︁
Y nm
∆Y nmY
k
i
ΛX nmX
l
j
. . .
⎞⎟⎟⎟⎟⎟⎟⎠ . (A.41)
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A.1. Berechnung der Eigenwerte
Die diagonalen Blöcke der Jacobi-Matrix lassen sich mit den Einheitsmatrizen IN und IN ′ , den Laplace-
Matrizen KX und LY und den Matrizen NN und NN ′ schreiben als:
JX = IN ⊗ P′X − LX ⊗CX +NN ⊗OX , (A.42)
JY = IN ′ ⊗ P′Y − LY ⊗CY +NN ′ ⊗OY , (A.43)
dabei gilt P′X = PX +OkkX und P′Y = PY +OkkY , wobei sich entsprechend der Gleichungen (14.68) und (14.69) die
Diagonalelemente von OX = OklX und O
kk
X beziehungsweise OY = O
kl
Y und O
kk
Y unterscheiden. Da die Matrizen
LX und NN beziehungsweise LY und NN ′ kommutieren, gibt es gemeinsame Basen von Eigenvektoren:
LX = κXpX , NN = µXpX , (A.44)
LY = κypY , NN ′ = µYpY . (A.45)
Gegeben seien die reduzierten Eigenwertprobleme:
(P′X − κXCX +µXOX ) · qX = λκXµX qX , (A.46)
(P′Y −κYCY +µYOY ) · qY = λκYµY qY . (A.47)
Damit lassen sich die Eigenwertprobleme für die diagonalen Blöcke der Jacobi-Matrix, wie zuvor gezeigt,
reduzieren:
JX · vX = JX (pX ⊗ qX ) = λκXµX (pX ⊗ qX ) = λκXµX vX , (A.48)
JY · vY = JY (pY ⊗ qY ) = λκYµY (pY ⊗ qY ) = λκYµY vY . (A.49)
Im Folgenden wird gezeigt, dass bestimmte Eigenwerte von JX auch Eigenwerte von J sind. Sei v ein Eigen-
vektor zum Eigenwert λκXµX von JX , dann gilt:
JX JXY
JY X JY

·

vX
0N ′

=

JX · vX
JY X · vX

=

λκXµX vX
JY X · vX

, (A.50)
wobei 0N ′ der N ′-dimensionale Nullvektor ist. Damit es sich bei dem konstruierten Vektor (vX ,0TN ′)T um einen
Eigenvektor handelt, muss
JY X · vX != 0N ′ (A.51)
gelten. Für den entsprechenden Block JY X der Jacobi-Matrix gilt:
JY X =
⎛⎝1 · · · 1... . . . ...
1 · · · 1
⎞⎠
N ′×N
⊗CY X . (A.52)
Damit folgt also:
JY X · vX =
⎡⎣⎛⎝1 · · · 1... . . . ...
1 · · · 1
⎞⎠
N ′×N
⊗CY X
⎤⎦ · (pX ⊗ qX )
=
⎛⎝1 · · · 1... . . . ...
1 · · · 1
⎞⎠
N ′×N
· pX ⊗CY X · qX . (A.53)
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Es reicht also zu zeigen, dass ⎛⎝1 · · · 1... . . . ...
1 · · · 1
⎞⎠
N ′×N
· pX != 0N ′ (A.54)
gilt. Aus Kapitel 14.2 wissen wir, wenn κX ̸= 0 oder µX = −1 gegeben ist, dann gilt:
(1, . . . , 1) · pX = 0 . (A.55)
Für diese Eigenvektoren ist die Bedingung also erfüllt.
Die Eigenwerte mit κX ̸= 0 und die Eigenwerte mit µX = −1, die mit Gleichung (14.79) für JX bestimmt
wurden, sind somit auch Eigenwerte von J. Dies gilt entsprechend auch für die Eigenwerte von JY mit κY ̸= 0
oder µY = −1, da sich die Gleichungen für die X und Y Populationen prinzipiell nicht unterscheiden.
Um die verbleibenden Eigenwerte zu berechnen, werden Eigenvektoren der Form
v=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎛⎝1...
1
⎞⎠
N
⊗ qX⎛⎝1...
1
⎞⎠
N ′
⊗ qY
⎞⎟⎟⎟⎟⎟⎟⎟⎠ (A.56)
angesetzt. Multipliziert man diesen mit der Jacobi-Matrix, so erhält man:⎛⎜⎜⎜⎜⎜⎜⎜⎝
I⊗ P′X − LX ⊗CX +NN ⊗OX
⎛⎝1 · · · 1... . . . ...
1 · · · 1
⎞⎠
N×N ′
⊗CXY⎛⎝1 · · · 1... . . . ...
1 · · · 1
⎞⎠
N ′×N
⊗CXY I⊗ P′Y − LY ⊗CY +NN ′ ⊗OY
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎛⎝1...
1
⎞⎠
N
⊗ qX⎛⎝1...
1
⎞⎠
N ′
⊗ qY
⎞⎟⎟⎟⎟⎟⎟⎟⎠= λ
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎛⎝1...
1
⎞⎠
N
⊗ qX⎛⎝1...
1
⎞⎠
N ′
⊗ qY
⎞⎟⎟⎟⎟⎟⎟⎟⎠ (A.57)
=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
IN
⎛⎝1...
1
⎞⎠
N
⊗ P′X · qX − LX
⎛⎝1...
1
⎞⎠
N
⊗CX · qX +NN
⎛⎝1...
1
⎞⎠
N
⊗OX · qX +
⎛⎝1 · · · 1... . . . ...
1 · · · 1
⎞⎠
N×N ′
⎛⎝1...
1
⎞⎠
N ′
⊗CXY · qY⎛⎝1 · · · 1... . . . ...
1 · · · 1
⎞⎠
N ′×N
⎛⎝1...
1
⎞⎠
N
⊗CY X · qX + IN ′
⎛⎝1...
1
⎞⎠
N ′
⊗ P′Y · qY − LY
⎛⎝1...
1
⎞⎠
N ′
⊗CY · qY +NN ′
⎛⎝1...
1
⎞⎠
N ′
⊗OY · qY
⎞⎟⎟⎟⎟⎟⎟⎟⎠
(A.58)
=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎛⎝1...
1
⎞⎠
N
⊗ P′X · qX + (N − 1)OX · qX + N ′CXY · qY ⎛⎝1...
1
⎞⎠
N ′
⊗ NCY X · qX + P′Y · qY + (N ′ − 1)OY · qY 
⎞⎟⎟⎟⎟⎟⎟⎟⎠= λ
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎛⎝1...
1
⎞⎠
N
⊗ qX⎛⎝1...
1
⎞⎠
N ′
⊗ qY
⎞⎟⎟⎟⎟⎟⎟⎟⎠ . (A.59)
Man erhält also das reduzierte Eigenwertproblem:
P′X + (N − 1)OX N ′CXY
NCY X PY + (N ′ − 1)OY

vX
vY

= λ

vX
vY

. (A.60)
Die Dimension dieses Eigenwertproblems hängt nicht von der Größe der räumlichen Netze ab. Die Anzahl
der Habitate N beziehungsweise N ′ geht nur als Konstante in die Gleichung ein. Zudem sind die Gleichungen
unabhängig von der Kopplung lokaler Spezies durch Dispersion.
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B. Anhang zur Rekonstruktion vonJacobi-Matrizen
B.1. Vektorisierung von Matrixprodukten
In diesem Abschnitt folgen wir Magnus et al. (2019) [68] und betrachten ein Produkt von drei Matrizen
M= XYZ. Die Vektorisierung von M erhält man durch Stapeln der Spalten:
vec(M) =
⎛⎝ m1m2
...
⎞⎠ , (B.1)
wobei mi die i-te Spalte von M ist. Man kann die i-te Spalte von M erhalten, wenn man Z durch dessen i-te
Spalte zi ersetzt:
XY zi =
∑︂
j
Xy jZ j,i =
∑︂
j
Z j,iXy j , (B.2)
wobei y j die j-te Spalte von Y ist. Die Summe auf der rechten Seite ist auch das Produkt der Faktoren
(Z1,iX, Z2,iX, . . .) = zTi ⊗X (B.3)
und ⎛⎝ y1y2
...
⎞⎠= vec(Y) . (B.4)
Daher gilt:
XYzi = (z
T
i ⊗X)vec(Y) . (B.5)
Stapelt man diese Gleichungen für die verschieden Werte von i, erhält man:⎛⎝ XYz1XYz2
...
⎞⎠=
⎛⎝ (zT1 ⊗X)vec(Y)(zT2 ⊗X)vec(Y)
...
⎞⎠ (B.6)
und somit das Ergebnis:
vec(XYZ) = (ZT ⊗X)vec(Y) . (B.7)
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B.2. Pseudoinverse eines überbestimmten Gleichungssystems
Betrachte ein System der Form:
Bv=w . (B.8)
Wenn die Zeilendimension von B größer ist als die Spaltendimension von B, dann ist das System überbestimmt.
Wir können also für ein gegebenes B und w nicht erwarten, dass ein v existiert, das die Gleichung löst. Daher
gibt es für jedes v einen Rest x:
Bv−w= x . (B.9)
Unser Ziel ist es ein v zu finden, für das dessen Rest x minimal wird. Im Speziellen minimieren wir die
euklidische Norm:
|x|2 = xTx . (B.10)
Dieser Ausdruck hat ein einziges Minimum, für das der Gradient verschwindet [116]. Daher können wir das
gesuchte v finden, indem wir fordern:
0 =∇(xTx) , (B.11)
wobei ∇= (∂ /∂ v1,∂ /∂ v2, . . .)T. Umstellen dieser Gleichung liefert:
0 = 2(∇xT)x (B.12)
=
 ∇(vTBT −wT)x (B.13)
= BTx (B.14)
= BTBv−BTw . (B.15)
Diese Bedingung kann man schreiben als:
BTBv= BTw . (B.16)
Auf der linken Seite taucht die quadratische Matrix BTB auf. Im Gegensatz zu der nicht-quadratischen Matrix
B lässt sich diese üblicherweise invertieren. Daher können wir die Inverse von links multiplizieren, um die
gesuchte Form zu erhalten:
v=
 
BTB
−1
BTw . (B.17)
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