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Abstract. The modified Camassa-Holm (mCH) equation is a bi-Hamiltonian system pos-
sessing N -peakon weak solutions, for all N ≥ 1, in the setting of an integral formulation
which is used in analysis for studying local well-posedness, global existence, and wave break-
ing for non-peakon solutions. Unlike the original Camassa-Holm equation, the two Hamil-
tonians of the mCH equation do not reduce to conserved integrals (constants of motion) for
2-peakon weak solutions. This perplexing situation is addressed here by finding an explicit
conserved integral for N -peakon weak solutions for all N ≥ 2. When N is even, the con-
served integral is shown to provide a Hamiltonian structure with the use of a natural Poisson
bracket that arises from reduction of one of the Hamiltonian structures of the mCH equa-
tion. But when N is odd, the Hamiltonian equations of motion arising from the conserved
integral using this Poisson bracket are found to differ from the dynamical equations for the
mCH N -peakon weak solutions. Moreover, the lack of conservation of the two Hamiltonians
of the mCH equation when they are reduced to 2-peakon weak solutions is shown to extend
to N -peakon weak solutions for all N ≥ 2. The connection between this loss of integrability
structure and related work by Chang and Szmigielski on the Lax pair for the mCH equation
is discussed.
1. Introduction
Peakons are peaked travelling waves of the form u(x, t) = a exp(−|x− ct|) which arise as
weak (non-smooth) solutions to nonlinear dispersive wave equations
mt + f(u, ux)m+ (g(u, ux)m)x = 0, m = u− uxx (1)
where the relation between the amplitude a and the wave speed c of a peakon is determined
by the form of the nonlinearities f and g in a given wave equation. Weak solutions satisfy
a standard integral formulation of these wave equations (1) given by [1]
0 =
∫ ∞
0
∫ ∞
−∞
(
ψ(ut + fu+ Fuux)− ψx(gu+Guux − F )− ψxx(G+ ut)
)
dx dt (2)
with ψ(x, t) being a test function. This formulation is used in analysis for studying local
well-posedness, global existence, and wave breaking for solutions of the Cauchy problem
sanco@brocku.ca, daniel.kraus@oswego.edu.
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[2, 3, 4, 5, 6]. Moreover, it regularizes product of distributions that would otherwise be
undefined a priori for peakon solutions.
Recent work [1] has shown that every wave equation in the family (1), with f and g being
smooth functions of u and ux, possesses N -peakon weak solutions
u(x, t) =
N∑
i=1
ai(t) exp(−|x− xi(t)|) (3)
whose time-dependent amplitudes ai(t) and positions xi(t) satisfy a nonlinear dynamical
system consisting of 2N coupled ODEs
a˙i =
1
2
[F (u, ux)]xi, x˙i = −
1
2
[G(u, ux)]xi/ai (4)
in terms of F (u, ux) =
∫
f(u, ux) dux and G(u, ux) =
∫
g(u, ux) dux, where square brackets
denote the jump at a discontinuity.
Peakons were first found for the Camassa-Holm (CH) equation
mt + 2uxm+ umx = 0 (5)
which arises [7, 8] from the theory of shallow water waves and is connected to the Korteveg-
de Vries (KdV) equation ut + uux + uxxx = 0 by a reciprocal transformation [9]. Its 1-
peakon solutions have the speed-amplitude relation c = a, while the dynamical system for
its N -peakon solutions for all N = 1, 2, . . . has the structure [7] of a Hamiltonian system
with a canonical Poisson bracket, where the Hamiltonian is given by the energy expression
E = 1
2
∑N
i,j=1 aiaj exp(−|xi−xj |). Moreover, this Hamiltonian peakon system is integrable in
the Liouville sense of having N commuting conserved integrals. Its integrability is connected
to the property that the CH equation itself is integrable [7, 10] in the sense of possessing a
Lax pair, a recursion operator, and a bi-Hamiltonian structure. In particular, one of the two
Hamiltonian structures of the CH equation has a reduction [11] to peakon weak solutions,
which yields the Hamiltonian structure of the N -peakon dynamical system.
The nonlinearities in the both the KdV equation and the CH equation are quadratic.
When cubic nonlinearities are considered, a natural counterpart of this pair of integrable
equations is given by the modified KdV (mKdV) equation ut + u
2ux + uxxx = 0 and the
modified CH (mCH) equation
mt + ((u
2 − u2x)m)x = 0 (6)
which is also known as the FORQ equation. This peakon equation is connected to the mKdV
equation by a reciprocal transformation [12, 13] and is integrable [14, 15] in the same sense
as the CH equation.
There are, however, some very interesting differences when the peakons of the mCH equa-
tion and the CH equation are compared. The 1-peakon solutions of the mCH equation have
the speed-amplitude relation c = 2
3
a2, and consequently they are uni-directional, whereas
the 1-peakon solutions of the CH equation are bi-directional. In the dynamical system for
the N -peakon solutions of the mCH equation,
a˙i = 0, x˙i = [(
1
6
u2x −
1
2
u2)ux]xi/ai, (7)
all of the amplitudes ai are constant, and thereby this system cannot admit a canonical
Hamiltonian structure. There is a non-canonical Poisson bracket [11]
{ai, aj} = 0, {ai, xj} = −{xj , ai} = 0, {xi, xj} =
1
2
sgn(xi − xj) (8)
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which arises from a reduction of one of the two Hamiltonian structures of the mCH equa-
tion to peakon weak solutions [16, 18]. But surprisingly, the corresponding Hamilton-
ian functional fails to reduce to a conserved integral for the N -peakon dynamical system
(7). Specifically, under reduction, this Hamiltonian functional yields the energy expression
E = 1
2
∑N
i,j=1 aiaj exp(−|xi − xj |) but E˙ 6= 0 for 2-peakon solutions, as noticed recently in
[17, 16]. This means that at least some of the integrability structure of the mCH equation,
which holds for smooth solutions, is lost for N -peakon weak solutions.
More generally, for the mCH N -peakon dynamical system (7), no Hamiltonian H(ai, xi)
has been found to-date to yield this system as Hamiltonian equations of motion a˙i = {ai, H},
x˙i = {xi, H}. The purpose of the present paper is address this open question.
First, a simplified derivation of the mCH N -peakon dynamical system will be given in
Sec. 2. Next, in Sec. 3, the reduction of the two Hamiltonian functionals for the mCH
equation will be shown explicitly to yield functions E1(ai, xi) and E2(ai, xi) that are not
conserved for this dynamical system, E˙1 6= 0 and E˙2 6= 0, for all N ≥ 2. Then a general
necessary condition is derived for a Poisson bracket associated to a Hamiltonian structure
of a nonlinear dispersive wave equation to have a well-defined reduction to the dynamical
variables (ai, xi) for peakon weak solutions. This condition is used to provide a derivation of
the non-canonical Poisson bracket (8) for the mCH equation, using its nonlocal Hamiltonian
structure. Moreover, the local Hamiltonian structure of the mCH equation is shown to not
admit a reduction to the dynamical variables (ai, xi).
This motivates a systematic search for conserved integrals and Hamiltonians in Sec. 4. As
the first main result, an explicit conserved integral is derived for all N ≥ 2, and its invariance
properties are discussed. In Sec. 5, as the second main result, this conserved integral is shown
to also be a Hamiltonian for the mCH N -peakon dynamical system if N is even, by using the
non-canonical Poisson bracket (8) for peakon solutions. But if N is odd, when this Poisson
bracket is used, the conserved integral fails to be a Hamiltonian since it is shown to yield
Hamiltonian equations of motion that do not agree with the dynamical system (7) for mCH
N -peakon weak solutions.
These results indicate that the bi-Hamiltonian structure of the mCH equation for smooth
solutions is not preserved for weak solutions, in contrast to the situation for the CH equa-
tion. From a broader point of view, this suggests that the cubic nonlinearity of the mCH
equation versus the quadratic nonlinearity of the CH equation makes a decisive change in
the properties of weak solutions.
Some concluding remarks, including approaches for investigation of possible Hamiltonian
structures in the case when N is odd, as well as the connection between the results here and
the interesting work in Ref. [17, 19] on regularization conditions needed for reduction of a
Lax pair to non-smooth solutions, are discussed in Sec. 6.
2. mCH peakons as weak solutions
Weak solutions u(x, t) are distributions that satisfy an integral formulation (2) of a given
peakon equation mt+f(u, ux)m+(g(u, ux)m)x = 0 form = u−uxx in some suitable function
space on R × R. For the mCH equation (6), an integral formulation is obtained by, first,
multiplying the equation by a test function ψ(x, t) and integrating over (x, t) ∈ R× R, and
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next, using integration by parts to remove all terms involving uxx and uxxx:∫∫
R×R
(
ψut − ψx(u
2 + u2x)u− ψxx(u
2ux −
1
3
u3x + ut)
)
dx dt = 0. (9)
All classical (smooth) solutions of the mCH equation on the real line, x ∈ R, satisfy this
integral equation (9). Its non-smooth (distributional) solutions in the Sobolev spaceW 3,1loc (R)
are weak solutions of the mCH equation.
This weak formulation regularizes product of distributions in a certain natural way that
is useful for analysis, such as proving well-posedness, local and global existence, stability,
and wave breaking. In particular, local well-posedness and local existence for the Cauchy
problem of the mCH equation, as well as singularity formation and wave breaking criteria,
have been established in Ref. [21, 6], and orbital stability of peakons has been proved in
Ref. [22].
N -peakon weak solutions (3) are a linear superposition of peakons ai(t) exp(−|x− xi(t)|),
i = 1, 2, . . . , N , with time-dependent amplitudes ai(t) and positions xi(t). A derivation of
the dynamical system (7) for (ai, xi) first appears in Ref. [6], using an ordering assumption
x1 > x2 > · · · > xN for the positions and evaluating the integral equation (9) by dividing
up the integration over x ∈ R into intervals defined by these positions. The derivation
can be considerably simplified by employing distributional methods which do not require
any ordering or any dividing up of the integration domain, as explained in Ref. [1]. This
leads directly to the dynamical system (7), which can also be obtained from the dynamical
system (4) for a general multi-peakon equation (1) by substituting F =
∫
f dux = 0 and
G =
∫
g dux = u
2ux −
1
3
u3x, where f = 0 and g = u
2 − u2x are given by the form of the mCH
equation (6).
Proposition 1. The mCH N-peakon dynamical system (7) for weak solutions is given by
a˙i = 0, (10a)
x˙i =
2
3
a2i + 2ai
∑
j 6=i
aj exp(−|xij |) + 2
∑
j<k
j,k 6=i
ajak(1− sgn(xij)sgn(xik)) exp(−|xij | − |xik|),
(10b)
where
xij = xi − xj (11)
with all summation indices running from 1 to N .
If an ordering xj > xk for j < k is assumed, then this system (10) becomes
a˙i = 0, x˙i =
2
3
a2i + 2ai
∑
j 6=i
aj exp(−|xij |) + 4
∑
j<i<k
ajak exp(−xjk), (12)
since |xjk| = sgn(xjk)xjk with sgn(xjk) = sgn(k − j) due to the ordering. (The ordered
system given in Ref. [6] is missing the condition j 6= i in the first sum.) Compared to the
ordered system, the general (unordered) system (10) is more useful for analyzing the peakon
dynamics because the relative positions of peakons can interchange when a collision occurs.
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For the sequel, it will be useful to write out the cases N = 2 and N = 3 explicitly. The
2-peakon dynamical system is given by
a˙1 = 0, a˙2 = 0, (13a)
x˙1 =
2
3
a1
2 + 2a1a2e
−|x12|, x˙2 =
2
3
a2
2 + 2a1a2e
−|x12|, (13b)
and the 3-peakon dynamical system is given by
a˙1 = 0, a˙2 = 0, a˙3 = 0, (14a)
x˙1 =
2
3
a1
2 + 2a1(a2e
−|x12| + a3e
−|x31|) + 2a2a3(1 + s12s31)e
−|x12|−|x13|, (14b)
x˙2 =
2
3
a2
2 + 2a2(a1e
−|x12| + a3e
−|x23|) + 2a1a3(1 + s12s23)e
−|x12|−|x23|, (14c)
x˙3 =
2
3
a3
2 + 2a3(a1e
−|x31| + a2e
−|x23|) + 2a1a2(1 + s31s23)e
−|x31|−|x23|, (14d)
where
sij = sgn(xij). (15)
3. Reduction of Hamiltonian structures
The mCH equation (6) has two compatible Hamiltonian structures [14, 15]
mt = −((u
2 − u2x)m)x = H(δH1/δm) = E(δH2/δm) (16)
as given by the Hamiltonian operators
H = −∂xm∂x
−1m∂x, E = ∂
3
x − ∂x, (17)
and the corresponding Hamiltonian functionals
H1 =
∫
R
mudx, H2 =
1
4
∫
R
u(u2 − u2x)mdx. (18)
Recall [23], a linear operator D is Hamiltonian if it defines an associated Poisson bracket
{F,G}D =
∫
R
(δF/δm)D(δG/δm) dx (19)
which is bilinear, skew, and satisfies the Jacobi identity, for all functionals F,G. Skew-
symmetry of the Poisson bracket is equivalent to skew-symmetry D∗ = −D of the linear
operator.
In terms of the two Poisson brackets arising from the two Hamiltonian operators (17), the
mCH equation can be expressed as a bi-Hamiltonian evolution equation
mt = {m,H1}H = {m,H2}E (20)
since {m(x, t), F}D =
∫
R
δ(x−y)
(
D(δF/δm)
)∣∣
u(x,t)=u(y,t)
dy = D(δF/δm) where δ(x) denotes
the Dirac delta distribution. The skew-symmetry of the Hamiltonian operators is well-known
to imply that the Hamiltonians H1, H2 are conserved for smooth solutions u(x, t) of the mCH
equation under appropriate decay conditions for |x| → ∞.
Both H1 and H2 have a well-defined reduction for all N -peakon solutions (3) of the mCH
equation. Firstly, write u =
∑
i ui and m =
∑
imi where
ui = aie
−|x−xi|, uix = −aisgn(x− xi)e
−|x−xi|, mi = ui − uixx = 2aiδ(x− xi) (21)
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as obtained through the properties sgn(x−xi)
2 = 1 and f(uj)δ(x−xi) = f(aje
−|xji|)δ(x−xi)
which hold in the sense of distributions. Secondly, use the distribution property of δ(x− xi)
to evaluate
H1 =
∑
i,j
∫
R
uimj dx = 2
∑
i,j
aiaj
∫
R
e−|x−xi|δ(x−xj) dx = 2
∑
i,j
aiaje
−|xij | := E1(ai, xi) (22)
and
H2 =
1
4
∑
i,j,k,l
∫
R
ui(ujuk − ujxukx)ml dx
= 1
2
∑
i,j,k,l
aiajakal
∫
R
(1− sgn(x− xj)sgn(x− xk))e
−|x−xi|−|x−xj|−|x−xk|δ(x− xl) dx
= 1
2
∑
i,j,k,l
aiajakal(1− sgn(xlj)sgn(xlk))e
−|xlj |−|xlk|−|xli| := E2(ai, xi).
(23)
These reduced Hamiltonians E1(ai, xi) and E2(ai, xi) are positive-definite functions of the
dynamical variables (ai, xi). As will now be shown, surprisingly, they are not conserved for
solutions of the N -peakon dynamical system (10).
It will be sufficient to consider the position-ordered form (12) for the peakon system. The
corresponding form of the reduced Hamiltonians (22) and (23) is given by
E1 = 2
∑
i
a2i + 4
∑
i<j
aiaje
−xij , (24)
E2 =
1
2
∑
i
ai
4 +
∑
i<j
aiaj
(
3
2
(ai
2 + aj
2) + 2aiaje
−xij
)
e−xij
+
∑
i<j<k
aiajak(4aj + 3aie
−xij + 3ake
−xjk)e−xik +
∑
i<j<k<l
4aiajakale
−xik−xjl.
(25)
Their time derivative yields, by direct calculation,
E˙1 =
4
3
∑
i<j
(a2j − a
2
i )aiaje
−xij (26)
and
E˙2 =
∑
i<j
(aj
2 − ai
2)aiaj(
3
2
(aj
2 + ai
2) + 4aiaje
−xij )e−xij +
∑
i<j<k
4(ak
2 − ai
2)aiaj
2ake
−xik
+
∑
i<j<k
3
(
(aj
2 + ak
2 − 2ai
2)ai
2ajake
−xij + (aj
2 + ai
2 − 2ak
2)aiajak
2e−xjk
)
e−xik
+
∑
i<j<k<l
4(ak
2 + al
2 − ai
2 − aj
2)aiajakale
−xik−xjl .
(27)
This establishes that E˙1 6= 0 and E˙2 6= 0 for N -peakon weak solutions that contain different
positive (or negative) amplitudes, namely, ai > aj > 0 (or ai < aj < 0) for all i > j.
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A Poisson bracket (19) can be formally reduced to peakon weak solutions by applying a
general version of a method given in Ref. [11] using the integral∫∫
R2
{m(x, t), m(y, t)}DΨ(x, y) dx dy (28)
with Ψ(x, y) being a test function that is skew-symmetric in x, y. The general method
consists of evaluating the bracket (28) in the following two ways, where
m =
∑
i
mi = 2
∑
i
aiδ(x− xi) (29)
is given by expression (21) for N -peakons (3).
Firstly, substitution of the N -peakon expression (29) into a general Poisson bracket (19)
yields
{m(x, t), m(y, t)}D = 4
∑
i,j
{aiδ(x− xi), ajδ(y − xj)}D (30)
by bilinearity of the bracket. The main reduction step now consists of asserting that, for
any functions f(ai, xi) and g(ai, xi), the bracket {f(ai, xi), g(aj, xj)}D represents a Poisson
bracket on the space of the dynamical variables (ai, xi), i = 1, 2, . . . , N . This means, in
particular, that
{f, g}D =
∑
i,j
(
{ai, aj}D
∂f
∂ai
∂g
∂aj
+ {ai, xj}D
∂f
∂ai
∂g
∂xj
+ {xi, aj}D
∂f
∂xi
∂g
∂aj
+ {xi, xj}D
∂f
∂xi
∂g
∂xj
) (31)
can be assumed to hold where {ai, aj}D, {ai, xj}D, {xi, aj}D, {xi, xj}D are regarded as defin-
ing the structure functions of a Poisson bracket. Hence,
{aiδ(x− xi), ajδ(y − xj)}D ={ai, aj}Dδ(x− xi)δ(y − xj)− {ai, xj}Dδ(x− xi)δ
′(y − xj)
− {xi, aj}Dδ
′(x− xi)δ(y − xj) + {xi, xj}Dδ
′(x− xi)δ
′(y − xj)
(32)
which yields
{m(x, t), m(y, t)}D = 4
∑
i,j
(
{ai, aj}Dδ(x− xi)δ(y − xj)− {ai, xj}Dδ(x− xi)δ
′(y − xj)
− {xi, aj}Dδ
′(x− xi)δ(y − xj) + {xi, xj}Dδ
′(x− xi)δ
′(y − xj)
)
.
(33)
Then the integral (28) becomes∫∫
R2
{m(x, t), m(y, t)}DΨ(x, y) dx dy = 4
∑
i 6=j
(
{ai, aj}DΨ(xi, xj) + {xi, xj}DΨxy(xi, xj)
+ ({ai, xj}D − {xj , ai}D)Ψy(xi, xj)
)
(34)
after integration by parts and use of the properties Ψ(y, x) = −Ψ(x, y), Ψy(y, x) = −Ψx(x, y),
and Ψxy(y, x) = −Ψxy(x, y) which hold due to the skew-symmetry of Ψ. This reduction of
the bracket holds for any Hamiltonian operator D.
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Secondly, the explicit formula (19) for a Poisson bracket defined in terms of a Hamiltonian
operator D yields
{m(x, t), m(y, t)}D =
∫
R
δ(x− z)D(δ(y − z)) dz = Dδ(y − x). (35)
Then the integral (28) is given by∫∫
R2
{m(x, t), m(y, t)}DΨ(x, y) dx dy =
∫∫
R2
Ψ(x, y)D(δ(y − x)) dx dy
=
∫
R
(
−DΨ(x, y)
)∣∣
y=x
dx
(36)
after the skew-symmetry of D is used.
This establishes the following useful general reduction result.
Lemma 1. If the Poisson bracket (19) associated to a Hamiltonian operator D has a well-
defined reduction to the space of the dynamical variables (ai, xi), i = 1, 2, . . . , N , arising from
N-peakon weak solutions (3) for all N ≥ 1, then the structure functions {ai, aj}D, {ai, xj}D,
{xi, aj}D, {xi, xj}D of the reduced Poisson bracket must satisfy the equation
4
∑
i 6=j
(
{ai, aj}DΨ(xi, xj) + {xi, xj}DΨxy(xi, xj) + ({ai, xj}D − {xj , ai}D)Ψy(xi, xj)
)
=
∫
R
(
−DΨ(x, y)
)∣∣
y=x
dx
(37)
for an arbitrary test function Ψ(x, y) that is skew-symmetric in x, y.
Now, equation (37) can be used to determine the structure functions when they exist.
However, since the one side (37) contains Ψ and its derivatives evaluated at pairs of distinct
points (xi, xj), i 6= j, the other side (36) needs to have the same property. As a consequence,
when u, ux, m are given by the peakon expressions (21), the coefficients in the linear operator
D must reduce to distributions whose support consists only of the points xi, i = 1, 2, . . . , N .
For the pair of mCH Hamiltonian operators (17), this distributional support condition is
satisfied by the first Hamiltonian operator H, but not by the second Hamiltonian operator
E . Therefore, the second mCH Poisson bracket cannot be reduced to peakon weak solutions.
The reduction of the first mCH Poisson bracket is obtained by evaluating the integral∫
R
(
−HΨ(x, y)
)∣∣
y=x
dx =
∫
R
(
∂x(m∂x
−1(Ψx(x, y)m))
)∣∣
y=x
dx. (38)
Substitution of m =
∑
imi given by the expression (21), followed by use of the relation
∂−1x (δ(x− z)f(x)) = θ(x− z)f(x) where θ(z) denotes the Heaviside step function, yields∫
R
(
∂x(m∂x
−1(mΨx(x, y)))
)∣∣
y=x
dx = 4
∑
i,j
aiaj
∫
R
∂x
(
δ(x− xi)θ(x− xj)
)
Ψx(xj , x) dx
= −4
∑
i,j
aiajθ(xij)Ψxy(xj , xi)
(39)
after integration by parts. This result can be simplified by use of the skew-symmetry prop-
erty Ψxy(y, x) = −Ψxy(x, y) combined with the identity θ(z) =
1
2
(1 + sgn(z)), which gives
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∑
i,j aiajθ(xij)Ψxy(xj , xi) = −
1
2
∑
i,j aiajsgn(xij)Ψxy(xi, xj), and hence∫
R
(
−HΨ(x, y)
)∣∣
y=x
dx = 2
∑
i,j
aiajsgn(xij)Ψxy(xi, xj). (40)
When this integral (40) is substituted into the reduction equation (37), and the separate
coefficients of Ψ(xi, xj), Ψy(xi, xj), Ψxy(xi, xj) are equated on both sides, the resulting struc-
ture functions yield the Poisson bracket structure (8) defined for peakon solutions of the
mCH equation.
The same situation occurs for the CH equation: just one of its two Hamiltonian operators
satisfies the distributional support condition needed for the associated Poisson bracket to
have a well-defined reduction via Lemma 1.
4. A conserved integral for mCH N-peakon weak solutions
It is simplest to begin by considering the mCH N -peakon dynamical system (10) for (ai, xi)
in the case N = 2. This system consists of a pair of coupled nonlinear ODEs (13b) for x1 and
x2, with a1 and a2 being arbitrary constants. The most important feature of these equations
is that they are invariant under position shifts x1 → x1 + ǫ and x2 → x2 + ǫ where ǫ is
an arbitrary constant. This invariance implies that the variable x12 = x1 − x2 satisfies a
decoupled ODE x˙12 =
2
3
(a1
2 − a2
2), which yields
x12 =
2
3
(a1
2 − a2
2)t+ C, C = const. (41)
Then the pair of ODEs for x1 and x2 can be directly integrated, obtaining
x1 =
2
3
a1
2t−X(t) + 1
2
C, x2 =
2
3
a2
2t−X(t)− 1
2
C,
X(t) =
3a1a2
a21 − a
2
2
sgn(x12)e
−|x12| + C˜, C˜ = const
(42)
in the general case when |a1| 6= |a2|. The two arbitrary constants C and C˜ in this solution
(41)–(42) can be expressed in terms of t, x1, x2:
C = I1 =
2
3
(a2
2 − a1
2)t+ x1 − x2, (43)
C˜ = I2 =
1
3
(a1
2 + a2
2)t− 1
2
(x1 + x2)−
3a1a2
a12 − a22
sgn(x12)e
−|x12|. (44)
These expressions represent conserved integrals, which satisfy I˙1 = I˙2 = 0 for all t such that
x12 6= 0. Their linear combination
I = (a2
2 − a1
2)I2 −
1
2
(a1
2 + a2
2)I1 = a1
2x2 − a2
2x1 + 3a1a2sgn(x12)e
−|x12| (45)
is a local conserved integral having no explicit dependence on t. Globally, I is continuous in
t except at the time t = 3
2
I1/(a2
2 − a1
2) corresponding to x12 = 0, namely, at the time of a
collision between the two peakons, where I has a jump discontinuity.
Thus, I is a local constant of motion for the solution (41)–(42). More generally,
I˙ = a1
2x˙2 − a2
2x˙1 − 3a1a2e
−|x12|x˙12 = 0 (46)
holds locally in t for all solutions of the ODEs (13b) for x1 and x2, including the special case
when |a1| = |a2|.
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Therefore, I is a local constant of motion for all 2-peakon solutions. It has the feature that
its parity under permutation of (a1, x1) and (a2, x2) is odd. If I is multiplied by sgn(x12),
which has odd parity and which is locally constant with respect to t, then this yields
I(2) = sgn(x12)(a1
2x2 − a2
2x1) + 3a1a2e
−|x12|, I˙(2) = 0 (47)
which is a permutation-invariant local constant of motion for all 2-peakon solutions. An
interesting observation is that I(2) is not invariant under position shifts.
Since the mCH 2-peakon dynamical system (13) has four dynamical variables, it admits
three functionally-independent local constants of motion, and one local conserved integral
that explicitly contains t, all of which can be chosen to be permutation-invariant. In particu-
lar, the constants of motion I(2), a1+a2, a1a2 are functionally independent and permutation
invariant. This establishes the following result.
Proposition 2. Every permutation-invariant local constant of motion of the mCH 2-peakon
dynamical system (13) is given by a function I = I(a1 + a2, a1a2, I(2)).
By comparison, note that the reduced mCH Hamiltonians (22) and (23) are given by
E1 = a1
2 + a2
2 + 2a1a2e
−|x12|, E2 = a1a2(a1 + a2)
2e−|x12| (48)
in the case N = 2. Both of these functions are invariant under positions shifts, and hence
they cannot be expressed in the form I(a1 + a2, a1a2, I(2)). This simple observation directly
proves that no function of E1 and E2 produces a conserved integral for the mCH 2-peakon
dynamical system (13).
The form of the conserved integral (47) for 2-peakon solutions suggests a search for a
general conserved integral I =
∑
i 6=j
(
αijaj
2xi + βijaiaje
−|xij |
)
for N -peakon weak solutions
for all N ≥ 2, where the coefficients αij, βij are constants to be determined. This search
yields the following result.
Theorem 1. For all N ≥ 2, the function
I(N) =
∑
i 6=j
(
sgn(xij)(−1)
sj+sia2jxi +
3
2
aiaje
−|xij |
)
(49)
is a permutation-invariant local constant of motion of the mCH N-peakon dynamical system
(10). Here sk denotes the number of signs that are equal to +1 in the set (sgn(x1k), . . .,
sgn(xNk)). Moreover, for all odd N ≥ 3, I(N) is also invariant under position shifts, xi →
xi + ǫ, i = 1, . . . , N . When the system is expressed in the position-ordered form (12), this
constant of motion is given by
I(N) =
{∑
i<j
(
3aiaje
−xij + (−1)i+j(a2jxi − a
2
ixj)
)
, N ≥ 2∑
i<j 3aiaje
−xij −
∑
i even
(
xi−1 i
∑
j≥i(−1)
ja2j + xi i+1
∑
j≤i(−1)
ja2j
)
, N odd.
(50)
The proof is a straightforward albeit somewhat lengthy computation, which is given in
the Appendix.
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5. A Hamiltonian structure
The permutation-invariant local constant of motion (49) is an obvious candidate for a
Hamiltonian H = λI(N) of the mCH N -peakon dynamical system (10), where λ is a nor-
malization constant. From the non-canonical Poisson bracket structure (8), the Hamiltonian
equations of motion are given by
a˙i = λ{ai, I(N)} = λ
∑
j
(
{ai, aj}
∂I(N)
∂aj
+ {ai, xj}
∂I(N)
∂xj
)
= 0, (51)
x˙i = λ{xi, I(N)} = λ
∑
j
(
{xi, aj}
∂I(N)
∂aj
+ {xi, xj}
∂I(N)
∂xj
)
= 1
2
λ
∑
k 6=j
sgn(xij)sgn(xjk)
(
(−1)sj+skak
2 − 3akaje
−|xjk|
)
. (52)
When N = 2, these equations of motion for xi become
x˙1 =
λ
2
(a1
2 + 3a1a2e
−|x12|), x˙2 =
λ
2
(a2
2 + 3a1a2e
−|x12|), (53)
which are seen to coincide with the equations in the N = 2 peakon dynamical system (13)
if λ = 4
3
.
But when N = 3, this agreement no longer holds. In particular, if an ordering xj > xk for
j < k is assumed, then the equations of motion (52) are given by
x˙1 =
λ
2
(a2
2 − a3
2 + 3a1(a2e
−x12 + a3e
−x13)), (54a)
x˙2 =
λ
2
(2a2
2 − a1
2 − a3
2 + 3a2(a1e
−x12 + a3e
−x23) + 6a1a3e
−x13), (54b)
x˙3 =
λ
2
(a2
2 − a1
2 + 3a3(a1e
−x13 + a2e
−x23)). (54c)
These equations each differ from the corresponding equations in the N = 3 ordered peakon
dynamical system (14) by the term λ
2
(a1
2 − a2
2 + a3
2) which is non-vanishing whenever the
amplitudes satisfy a1
2 + a3
2 6= a2
2.
A similar result can be shown to hold for all N ≥ 2.
Theorem 2. The permutation-invariant local constant of motion (49) yields a Hamiltonian
H(ai, xi) =
4
3
I(N) (55)
for the mCH N-peakon dynamical system (10) using the Poisson bracket (8) iff N is even.
The proof amounts to a direct computation of the bracket (52), using the position ordering
x1 > x2 > · · · > xN without loss of generality. This is carried out in the Appendix.
6. Concluding remarks
A Hamiltonian structure has been derived for the dynamical system (10) for mCH N -
peakon weak solutions when N is even, with the use of the non-canonical Poisson bracket
(8). The peakon Hamiltonian (55) is a conserved integral for all N but the Hamiltonian
equations of motion arising from it do not coincide with the mCH N -peakon dynamical
system (10) when N is odd.
Moreover, this Hamiltonian (55) is not given by the reduction of either of the two Hamil-
tonians coming from the bi-Hamiltonian structure of the mCH equation, and it does not
appear to arise from any of the known conservation laws of the mCH equation. In fact, the
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two mCH Hamiltonians (18) fail to be conserved for N -peakon weak solutions when N ≥ 2.
Since the first Hamiltonian is equivalent to the H1 norm of u(x, t), this means that the H1
norm of these solutions can become unbounded (either positve or negative).
These surprising results suggest several further directions of work.
Is the mCH N -peakon dynamical system integrable in the Liouville sense when N is even?
Does the mCH N -peakon dynamical system have any Hamiltonian structure when N is
odd? More generally, under what conditions does a Hamiltonian structure for a nonlinear
dispersive wave equation (1) reduce to a Hamiltonian for the dynamical system (4) describing
N -peakon weak solutions?
Clearly, the loss of conservation of the mCH Hamiltonians when they are reduced to N -
peakon weak solutions indicates that the integrability structure of the mCH equation for
smooth solutions is not preserved for peakon weak solutions. This important point has been
addressed recently in work [17, 19, 18] by Chang and Szmigielski. They have shown that
the Lax pair of the mCH equation for smooth solutions must be regularized in a certain way
for it to be preserved for non-smooth solutions given by distributions. Specifically, when
N -peakons (3) are considered, u is a C0 function whereas ux is a Heaviside (step function)
distribution and m = u− uxx is Dirac delta distribution, with singularities at the positions
xi(t) of the N peakons. Since the mCH equation contains cubic nonlinearities (u
2 − u2x)m,
these terms do not make sense for N -peakons u unless products of step-function and Dirac-
delta distributions are regularized.
The weak formulation (9) provides one natural regularization, which is the standard set-
ting for doing analysis. However, this regularization does not agree with the regularization
introduced in Ref. [17, 19], since the resulting equations of motion for xi(t) turn out to differ.
In particular, the terms 2
3
a2i that occur in the N -peakon dynamical system (10) derived using
the weak formulation are not present in the N -peakon dynamical system derived using the
regularization that preserves the Lax pair. When these terms are absent, the reduced mCH
Hamiltonians are actually conserved for the modified N peakon dynamical system, and for
this reason the resulting distributional solutions have been called “conservative peakons” in
Ref. [17, 19, 18]. Moreover, due to the Lax pair being preserved, the conservative N -peakon
dynamical system is Liouville integrable [18]. One unusual feature of this system is that
2-peakon solutions have trivial dynamics, x˙1 = x˙2 = const, namely u(x, t) is a superposition
of two peakon travelling waves with constant amplitudes and equal speeds. The general
behaviour of conservative N -peakons is worked out and discussed in Ref. [20].
We remark that the standard N -peakon weak solutions studied in the present work are
referred to as “dissipative peakons” in Ref. [18]. This is somewhat of a misnomer, since the
H1 norm of these solutions does not necessarily decrease, as shown by expression (26). In
fact, the H1 norm will be an increasing function of t if the amplitudes of the N peakons
decrease from left to right and have the same sign. Moreover, the 2-peakon solutions have
non-trivial dynamics, such that a collision occurs whenever the two peakons have different
amplitudes, |a1| 6= |a2|.
Further discussion of the difference between peakon weak solutions and conservative peakon
solutions will be provided elsewhere [24].
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Appendix
6.1. Proof of Theorem 1. To show that I(N) is invariant under permutations of the set of
dynamical variables (ai, xi), let xi1 > · · · > xiN be the ordering of the positions at a fixed time
t, where (i1, . . . , iN ) denotes a permutation of (1, . . . , N). Note sin = n − 1 holds for all n,
and sgn(xinim) = sgn(m−n) holds for all n < m. Then the terms
∑
i 6=j sgn(xij)(−1)
sj+sia2jxi
can be rearranged into the form∑
n 6=m
sgn(xinim)(−1)
sim+sina2imxin =
∑
n<m
(−1)m+na2imxin −
∑
n>m
(−1)m+na2imxin
=
∑
n<m
(−1)m+n(a2imxin − a
2
in
xim).
(56)
Likewise, the other terms 3
2
∑
i 6=j aiaje
−|xij | can be rearranged into the form
3
2
∑
n 6=m
ainaime
−|xinim | = 3
∑
n<m
ainaime
−|xinim |. (57)
The resulting expression I(N) =
∑
n<m
(
(−1)m+n(a2imxin−a
2
in
xim)+3ainaime
−|xinim |
)
depends
only on the relative order of the positions xin and not on how they are labeled. Since I(N) is
thereby invariant under permutations of the labels (i1, . . . , iN ), it is correspondingly invariant
under permutations of the set of dynamical variables (ai, xi).
Conservation I˙(N) = 0 can be established by a direct calculation using the position-ordered
form of the dynamical system (10) as follows. The time derivative of the position-ordered
expression (50) for I(N) is given by
I˙(N) =
∑
i<j
(
((−1)i+jaj
2 − 3aiaje
−xij)x˙i − ((−1)
i+jai
2 − 3aiaje
−xij)x˙j
)
. (58)
When the position-ordered equation of motion (12) is substituted for x˙k, three types of terms
arise: ordered double sums and ordered triple sums∑
i<j
aiaj(aj
2 − ai
2)e−xij ,
∑
i<j<k
(
(−1)k+jaiajak
2e−xij − (−1)i+jajakai
2e−xjk
)
; (59)
partially ordered triple sums∑
i,j<k
(
3aiajak
2e−xik − (−1)i+kakajai
2
)
e−xjk , −
∑
i<j,k
(
3ajakai
2e−xij − (−1)i+jakaiaj
2
)
e−xik ;
(60)
partially ordered quadruple sums∑
l,i<j<k
(
6alaiajake
−xij−2(−1)i+jalakai
2
)
e−xlk , −
∑
l<i<j,k
(
6alaiajake
−xij−2(−1)i+jalakaj
2
)
e−xlk .
(61)
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First, each of these quadruple sums can be decomposed into an ordered quadruple sum, plus
ordered triple sums. After cancellations of terms, this yields∑
l<i<j,k
2(−1)i+jalakaj
2e−xlk −
∑
l,i<j<k
2(−1)i+jalakai
2e−xlk
= 2
∑
l<i<j<k
(
(−1)i+jalak(aj
2 − ai
2)e−xlk + (−1)i+kalajak
2e−xlj − (−1)l+jaiakal
2e−xik
)
+ 2
∑
i<j<k
(
(−1)j+kaiak
3 − (−1)j+iakai
3
)
e−xik ,
(62)
∑
l,i<j<k
6alaiajake
−xij−xlk −
∑
l<i<j,k
6alaiajake
−xij−xlk = 6
∑
i<j<k
(ajakai
2e−xij − aiajak
2e−xjk)e−xik .
(63)
In a similar way, the triple sums (60) yield∑
i,j<k
3aiajak
2e−xik−xjk −
∑
i<j,k
3ajakai
2e−xij−xik = 6
∑
i<j<k
(
aiajak
2e−xjk − ajakai
2e−xij
)
e−xik
(64)
which cancels the triple sum (63), and∑
i<j,k
(−1)i+jakaiaj
2e−xik −
∑
i,j<k
(−1)i+kakajai
2e−xjk
=
∑
i<j<k
(−1)i+k(aiajak
2e−xij − ajakai
2e−xjk) +
∑
i<j<k
((−1)i+j − (−1)j+k)aiakaj
2e−xik
+
∑
i<j
(−1)i+jaiaj(aj
2 − ai
2)e−xij .
(65)
Next, the double sum in expression (65) can be decomposed into the parts∑
i<j
i+j even
aiaj(aj
2 − ai
2)e−xij −
∑
i<j
i+j odd
aiaj(aj
2 − ai
2)e−xij , (66)
while the triple sum in expression (62) can be simplified to get a similar double sum
2
∑
i<k
∑
1≤j≤k−i−1
(−1)j(aiak
3 − akai
3)e−xik = −2
∑
i<k
i+k even
aiak(ak
2 − ai
2)e−xik . (67)
These double sums (67) and (66) then combine and cancel the double sum (59). A similar
simplification of the quadruple sum in expression (62) gives the triple sums
2
∑
i<j<k
j+k even
aiakaj
2e−xik +(−1)i+jajakai
2e−xjk −2
∑
i<j<k
i+j even
aiakaj
2e−xik +(−1)i+kaiajak
2e−xij . (68)
Next, the second triple sum in expression (65) can be simplified to get∑
i<j<k
(−1)j((−1)i − (−1)k)aiakaj
2e−xik = −2
∑
i<j<k
i+k odd
(−1)j+kaiakaj
2e−xik . (69)
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Likewise, the first triple sum in expression (65) combined with the remaining triple sum (59)
can be simplified to get∑
i<j<k
((−1)i+k + (−1)j+k)aiajak
2e−xij −
∑
i<j<k
((−1)i+k + (−1)i+j)ajakai
2e−xjk
= 2
∑
i<j<k
i+j even
(−1)i+kaiajak
2e−xij − 2
∑
i<j<k
j+k even
(−1)i+jajakai
2e−xjk ,
(70)
which cancels two of the triple sums in expression (68). The other two triple sums in
expression (68) can be decomposed into parts in which j + k and i + j are even and odd,
yielding
2
∑
i<j<k
j+k even
i+j odd
aiakaj
2e−xik − 2
∑
i<j<k
i+j even
j+k odd
aiakaj
2e−xik . (71)
Finally, the triple sum (69) can be decomposed into parts in which j + k is odd and even,
which gives
2
∑
i<j<k
j+k odd
i+k odd
aiakaj
2e−xik − 2
∑
i<j<k
j+k even
i+k odd
aiakaj
2e−xik = 2
∑
i<j<k
j+k odd
i+j even
aiakaj
2e−xik − 2
∑
i<j<k
j+k even
i+j odd
aiakaj
2e−xik (72)
These two triple sums cancel the two triple sums (71). Hence, all sums have canceled, and
therefore I˙(N) = 0.
This proof can be carried through for the unordered dynamical system (10) by use of the
sign identities sgn(x − y)sgn(z − x) + sgn(y − z)sgn(x − y) + sgn(z − x)sgn(y − z) = −1
and sgn(w− x)sgn(w− y)sgn(w− z) + sgn(x−w)sgn(x− y)sgn(x− z) + sgn(y−w)sgn(y−
x)sgn(y − z) + sgn(z − w)sgn(z − x)sgn(z − y) = 0, with w, x, y, z ∈ R.
6.2. Proof of Theorem 2. First, consider the terms
− 3
∑
k 6=j
sgn(xij)sgn(xjk)akaje
−|xjk| = 3
∑
j<k
(sgn(xik)− sgn(xij))ajake
−xjk (73)
and decompose this sum into the parts i = j < k, j < k = i, j < i < k, i < j < k, j < k < i,
where the index i is fixed. The first two parts yield single sums
3
∑
k>i
akaie
−xik + 3
∑
j<i
ajaie
−xji = 3ai
∑
j 6=i
aje
−|xij |, (74)
and third part yields a double sum
6
∑
j<i<k
ajake
−xjk , (75)
while the last two parts vanish. Hence, this yields
3
∑
j<k
(sgn(xik)− sgn(xij))ajake
−xjk = 3
(
ai
∑
j 6=i
aje
−|xij | + 2
∑
j<i<k
ajake
−xjk
)
. (76)
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Next, consider the remaining terms∑
k 6=j
sgn(xij)sgn(xjk)(−1)
sj+skak
2 =
∑
j<k
(−1)j+k(sgn(xij)ak
2 − sgn(xik)aj
2) (77)
and decompose this sum in the same way as the previous sum. The two parts i = j < k and
j < k = i combine to yield
− ai
2
(∑
l<i
(−1)i+l +
∑
l>i
(−1)i+l
)
= ai
2Si, Si = −
∑
l 6=i
(−1)i+l. (78)
The part j < i < k can be split into two sums which respectively combine with the sums
given by the remaining two parts i < j < k and j < k < i. This yields∑
i<j<k
(−1)j+k(ak
2 − aj
2)−
∑
j<i<k
(−1)j+kak
2 =
∑
l>i
(−1)lal
2Si,l, (79)
∑
j<k<i
(−1)j+k(aj
2 − ak
2)−
∑
j<i<k
(−1)j+kaj
2 =
∑
l<i
(−1)lal
2Sl,i, (80)
where
Si,l =
∑
i<j<l
(−1)j −
∑
j<i
(−1)j −
∑
j>l
(−1)j . (81)
By use of the identity 2
∑n
j=1(−1)
j = (−1)n − 1, it is easy to evaluate Si and Si,l by
decomposing the sums into separate cases where i, l, N are even and odd:
Si =


1, N even
0, N odd, i odd
2, N odd, i even
, Si,l =
{
0, N even
1, N odd
. (82)
The combined terms (78)–(80) then yield ai
2 when N is even,
∑
l 6=i(−1)
lal
2 when N is odd
and i is odd, and
∑
l 6=i(−1)
lal
2 + 2ai
2 when N is odd and i is even. These cases can be
merged to give∑
j<k
(−1)j+k(sgn(xij)ak
2 − sgn(xik)aj
2) = ai
2 + 1
2
(1− (−1)N)
∑
l 6=i
(−1)lal
2. (83)
Finally, adding these terms (83) to the previous terms (76) and substituting them into the
Poisson bracket (52) yields the result
{xi, I(N)} = ai
2 + 1
2
(1− (−1)N)
∑
l 6=i
(−1)lal
2 + 3
(
ai
∑
j 6=i
aje
−|xij | + 2
∑
j<i<k
ajake
−xjk
)
. (84)
This expression agrees with the N -peakon equation of motion (12) for xi if and only if N is
even and the normalization factor is λ
2
= 2
3
.
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