This paper is concerned with the asymptotic behavior of solutions of time periodic reaction-diffusion equation
Introduction
In this paper we investigate the long-time behavior of solutions of the following reaction-diffusion equation u t (x, t) = u xx (x, t) + f (t, u(x, t)), ∀(x, t) ∈ R × (0, ∞) (1.1)
with the initial value u(x, 0) = u 0 (x), ∀x ∈ R.
(1.
2)
The nonlinearity f ∈ C 1 (R 2 , R) satisfies f (t + T, u) = f (t, u) and f (t, 0) ≡ 0, ∀x ∈ R, t ∈ R,
where T > 0 is a constant. Obviously, the corresponding ordinary differential equation of (1.1) is    ω ′ = f (t, ω(t)), t ∈ R, ω(0) = β ∈ R.
(1.3)
Let ω(β, t) be a solution of (1.3) relying on the initial value β. Define P (·) := ω(·, T ) :
R → R, which is usually called the Poincaré or periodic map of (1.3). It is well-known that if β 0 is a fixed point of the map P , then ω(β 0 , t) is a T -periodic solution of (1.1) and (1.3) . Suppose that ω(β 0 , t) is a T -periodic solution of (1.3) . Recall [18, 40] . We say that ω(β 0 , t) is isolated from below (resp. above) with respect to (1.3) if there exists no sequence of T -periodic solutions of (1.3) converging to ω(β 0 , t) from below (resp. above).
ω(β 0 , t) is said to be stable from below (resp. above) with respect to (1.3) if it is stable in the L ∞ topology under nonpositive (resp. above) perturbations of the initial vaule around β 0 = ω(β 0 , 0). Otherwise, ω(β 0 , t) is called unstable from below (resp. above).
Suppose further that ω(β 0 , t) is isolated from below. Then it follows from the Dancer-Hess connecting orbit lemma [18, 40] that ω(β 0 , t) is stable from below if and only if there exists β * ∈ (0, β 0 ) such that ω(β * , t+nT ) converges to ω(β 0 , t) uniformly on t ∈ [0, T ] as n → ∞.
Similarly, ω(β 0 , t) is unstable from below if and only if there existsβ ∈ (0, β 0 ) such that ω(β, t − nT ) converges to ω(β 0 , t) uniformly on t ∈ [0, T ] as n → ∞.
Throughout this paper, we always suppose that α > 0 is a fixed point of the Poincaré map P . In this paper we focus on the Heaviside type initial value u 0 (x) = αH(a − x), (1.4) where a ∈ R is a fixed constant, H(x) is the Heaviside function, that is, H(x) = 0 if x < 0 and H(x) = 1 if x ≥ 0. For any a ∈ R, we always denote the solution of (1.1) with initial value (1.4) byũ(x, t; a). To describe the propagation and asymptotic behavior of solutions of (1.1), the so-called pulsating traveling front plays an important role. Here we recall the definition of pulsating traveling fronts of (1.1) (see [15] ).
Definition 1.1 A pulsating traveling front of (1.1) connecting two distinct T -periodic solutions ω 1 (t) and ω 2 (t) is an entire solution u satisfying, for some L ∈ R, u(x, t) = u(x − L, t + T ), ∀x, t ∈ R, and u(∞, ·) = ω 1 (·) and u(−∞, ·) = ω 2 (·) uniformly on R.
The ratio c := L T is called the average speed (or simply the speed) of the traveling front.
The above definition can be equivalently represented as follows.
Remark 1.2 u is a pulsating traveling front of (1.1) connecting two distinct T -periodic solutions ω 1 (t) and ω 2 (t) with speed c ∈ R if and only if φ(ξ, t) := φ(x − ct, t) = u(x, t) satisfies φ t − cφ ξ − φ ξξ − f (t, φ) = 0, ∀(ξ, t) ∈ R 2 , φ(ξ, t) = φ(ξ, t + T ), ∀(ξ, t) ∈ R 2 , φ(∞, ·) = ω 2 (·) and φ(−∞, ·) = ω 1 (·) uniformly on R.
When the nonlinearity is of bistable type, monostable type and ignition type respectively, the pulsating traveling fronts of (1.1) and the long-time behavior of solutions of (1.1) with front-like initial value (especially, Heaviside type) have been extensively studied and here we would like to recall the existing results. Clearly, 0 and α are assumed to be the fixed points of the map P . When the nonlinearity f is of bistable type, that is, f satisfies the following structure hypotheses:
Bistable case: 0 is stable from above with respect to (1.3), the T -periodic solution ω(α, t) is stable from below with respect to (1.3) and there exists a unique fixed point θ of the map P in (0, α), it was proved by Alikakos et al. [1] that (1.1) admits a unique pulsating traveling front up to translation with a unique speed c connecting two periodic solution ω 0 (t) ≡ 0 and ω 1 (t) = ω(α, t) if the additional non-generate condition
is imposed. Moreover, they showed that for any front-like initial value, the pulsating traveling front is globally exponentially asymptotically stable up to shift. Here we would like to emphasize that the existence of the unique pulsating traveling front can also be obtained by the theory developed by Fang and Zhao [13] . In high dimensional space, pulsating curved fronts [35, 38, 39] were also established for (1.1) with periodic bistable nonlinearity.
For the time almost periodic bistable case, Shen [27, 28] introduced the definition of almost periodic traveling wave solutions and established the existence, uniqueness and stability of the solutions. When f is of ignition type, that is, f satisfies Ignition case: There exists θ ∈ (0, α) such that all β ∈ [0, θ] are fixed points of the map P and there is no fixed point of P in (θ, α). In addition, ω(θ, t) is unstable from above with respect to (1.3) and ω(α, t) is stable from below with respect to (1.3), the existence, uniqueness and stability of pulsating traveling fronts of (1.1) were established by Shen and Shen [31, 34] , where they considered the more general equation (1.1) in time heterogeneous media of ignition type. Other results of transition fronts in local and nonlocal diffusion equations with time nonautonomous nonlinearity can refer to [32, 33] .
When f is of monostable type, that is, f satisfies Monostable case: 0 is unstable from above with respect to (1.3), the T -periodic solution ω(α, t) is stable from below with respect to (1.3), and there is no fixed points of the map P in (0, α), the existence of pulsating traveling fronts can be obtained by Liang et al. [19, 20] . In addition, for the front-like initial value with exponential decay near 0, the asymptotic stability of pulsating traveling fronts with Fisher-KPP nonlinearity was established by Shen [30] .
In fact, Shen [30] investigated a class of almost periodic KPP-type reaction-diffusion equations, which covers the periodic case. Using the results of [31, 34] for ignition equations, Bo et al. [6] proved the existence of pulsating traveling fronts and the spreading speed for a class of time periodic diffusion equations with degenerate monostable nonlinearity.
Observing the above results, we can find that, when the nonlinearity f is of bistable, ignition and monostable type respectively, equation (1.1) admits pulsating traveling front connecting two periodic solutions ω 0 (t) ≡ 0 and ω(α, t) and the solutions of (1.1) with front-like type initial value (especially, Heaviside type) usually converge to the unique pulsating traveling front (the critical pulsating traveling front for monostable nonlinearity). Such a conclusion is true for the homogeneous equations [3, 4, 14, 36, 37] , see also [15] [16] [17] for spatial periodic equations. In this paper we are interested in the general nonlinearity f , that is, f is not one of bistable, ignition and monostable types. Exactly, we want to know whether there exists pulsating traveling front of (1.1) connecting two periodic solutions ω 0 (t) ≡ 0 and ω(α, t) for a general nonlinearity f and what are the asymptotic profile of solutions of (1.1) with Heaviside type initial value. In fact, Fife and McLeod [14] have considered three-stable homogeneous reaction-diffusion equations, namely, f (t, u) := f (u) admits three stable equilibria 0 < θ < α. They showed that in this case the traveling front connecting 0 and α may not exist. Hence, to describe the long-time behavior of solutions with front-like initial value, a combination of two bistable traveling fronts is needed. Recently, Ducrot et al. [11] made a great progress for such a problem and they
showed that for the spatially periodic reaction-diffusion equations with suitable conditions, there exists a minimal propagating terrace (a family of pulsating traveling fronts) and the solution of the equation with the Heaviside type initial value converges to the minimal propagating terrace. More recently, Polacik [24] investigated the long-time behavior of the following equation 6) where the nonlinearity f ∈ C 1 (R) satisfies f (̺) = f (0) = 0 with ̺ > 0 and N ≥ 2, the initial value u 0 (x) satisfies 0 ≤ u 0 (x) ≤ α, lim
He showed that the solution of (1.6) approaches a planar propagating terrace or a stacked family of planar traveling fronts as t → ∞. Polacik [26] further considered the case of By employing the phase analysis, zero number argument and a geometric method involving the spatial trajectories {(u(x, t), (u x (x, t)) | x ∈ R, t > 0}, he revealed that the graph of u(x, t) is arbitrarily close to a propagating terrace, that is, a system of stacked traveling fronts at large times. Du and Matano [10] studied the propagation profile of solutions of (1.6) for a high-dimensional case, where the nonlinearity f (u) is of multistable type:
f (α) = f (0) = 0, f ′ (0) < 0 and f ′ (̺) < 0 for some ̺ > 0, f may have finitely many nondegenerate zeros in the interval (0, ̺), the class of initial data u 0 (x) includes in particular those which are nonnegative and decay to 0 at infinity. They showed that if u(·, t) satisfies
then the asymptotic behavior of u(x, t) is determined by the one-dimensional propagating terrace introduced by Ducrot et al. [11] .
Motivated by Ducrot et al. [11] , in this paper we study the propagation and asymptotic behavior of solutions of (1.1) with Heaviside type initial value under the following hypothesis (H) There exists a solution u(x, t) of (1.1) with compactly supported initial value 0 ≤ u 0 (x) < α, which converges locally uniformly to ω(α, t) as t → ∞, where α > 0 is the fixed point of the map P as assumed before. As those done by Ducrot et al. [11] , we will also show that there exists a minimal propagating terrace of (1.1) and the solution of equation of (1.1) with the Heaviside type initial value converges to the minimal propagating terrace. Here we emphasize that the hypothesis (H) is proper and covers an extensive variety of nonlinearity. In fact, the asymptotic behavior of solutions of (1.1) with general nonlinearity and compactly supported initial value has been widely studied recently. See Zlatos [41] and Du et al. [9] for homogenous reaction-diffusion equation, and
Polacik [22] and Ding and Matano [8] for the nonautonomous reaction-diffusion equation.
To state our main results, we first introduce the definition of a propagating terrace of (1.1). For the sake of simplicity, we assume that
where
the following statements hold:
is a pulsating traveling wave front of (1.1) connecting ω k (t) to
then we call Q a propagating terrace of (1.1) connecting 0 to ω(α, t).
It is clear that a propagating terrace is just a single pulsating traveling front in the case of monostable, bistable and ignition nonlinearities (see Theorem 1.7). We introduce a so-called "minimal" notion for a propagating terrace.
} be a propagating terrace of (1.1)
connecting 0 and ω(α, t). We say that Q is minimal if and only if the following statements are valid:
is an any other propagating terrace of (1.1),
(2) U k is steeper than any other entire solution connecting ω k (t) to ω k−1 (t).
The concept of "steeper" will be given in next section. In fact, such a minimal propagating terrace is a "minimal decomposition" of solution of (1.1). We now state the first main result of this paper which is concerned with the existence of minimal propagating terrace.
Theorem 1.5 Assume that (H) holds. There exists a propagating terrace
, which is minimal in the sense of Definition 1.4. Such a minimal propagating terrace is unique in the sense that any minimal propagating terrace has the same ω k (t) 0≤k≤N and that U k (x, t) is unique up to time shift for each k. Moreover, it satisfies
is isolated and stable from below with respect to (1.3);
(2) ω k (t) and U k (x, t) are steeper than any other entire solution of (1.1).
The following second result is devoted to the convergence of solution.
Theorem 1.6 Assume that (H) holds. For any a ∈ R, the solutionũ(x, t; a) of (1.1)
converges to the minimal propagating terrace Q = {ω k (t) 0≤k≤N , U k (x, t) 1≤k≤N } in the following sense:
locally uniformly on x ∈ R, where c k is the speed of U k ;
(2) for any ε > 0, there exist C > 0, K ∈ N such that for any t ≥ KT, x ∈ I k,c (t),
To consider the special case covering monostable, bistable and ignition nonlinearities, we list the following hypothesis (F) There exists no fixed point γ ∈ (0, α) of the map P such that the periodic solution ω(γ, t) of (1.1) is isolated from below and stable from below.
Theorem 1.7 Assume that (H) and (F) hold. There exists a pulsating traveling front
U (x, t) connecting 0 and ω(α, t) with positive speedc. Furthermore, for any a ∈ R, there exists a functiong(t) withg(t) = o(t) (t → ∞) such that
Clearly, Theorem 1.7 implies that if f is one of bistable, monostable and ignition types, and satisfies (H), then there exists a single pulsating traveling front connecting 0 and ω(α, t) and the solution of (1.1) with Heaviside type initial data always converges to the pulsating traveling front. In contrast to the existing results, our results in Theorem 1.7
are more general and deal with some more difficult cases. For example, let
It is clear that f (t, u) ∈ C 2 (R 2 ) and the map P exactly admits three isolated fixed points 0, 1, 4. Obviously, 0 and 4 are stable and 1 is unstable, and hence, the hypothesis (F) is satisfied. Since f (t, u) ≥ 3u(u − 1) 5 (4 − u), then the hypothesis (H) is satisfied (see [14] ). Applying Theorem 1.7, we have that there exists a pulsating traveling front U (x, t) connecting two equilibria 0 and 4. In this case, since 1 is degenerate and the condition (1.5) does not hold, we can not get the existence of pulsating traveling fronts by using the theory of [1] .
Here we also would like to give an example of a mixed nonlinearity which is not one of bistable, ignition and monostable types. Let
where ε ∈ (0, 1] and ρ > 1. For such a nonlinearity, the equation admits four isolated equilibria u = 0, 1, 3, 8. In particular, the nonlinearity is monostable on [0, 1] and bistable on [1, 8] respectively. Thus, the nonlinearity is a mixed nonlinearity. It is not difficult to with Heaviside type initial value converges to the propagating terrace, which consists of the critical monostable traveling front with speed c * 2 connecting 0 and 1, and the bistable pulsating traveling front with speed c * 1 connecting 1 and 8. The organization of the paper is as follows. In Section 2, we show some important preliminaries of this paper including several properties of zero-number, the estimate of spreading speed of solutions of (1.1) and a key lemma (Lemma 2.8) on ω-limit set. Section 3 is devoted to investigated the existence and convergence of pulsating traveling fronts connecting any two of T -periodic solutions around a given level set. The existence and convergence of a propagating terrace (Theorems 1.5 and 1.6) are proved in Section 4.
Preliminaries
In this section, we present some necessary preliminaries. In Subsection 2.1 we give the definition and properties of zero-number. In Subsection 2.2 we give the definition of the ω-limit set of the solution of (1.1) and (1.2) and establish a key lemma on the ω-limit set. In Subsection 3.3 we give estimates to the spreading speed of the solution of (1.1).
Definition and properties of Zero-number
We first give the definition of zero-number to a real-valued function, which can be found in [2, 8, 11] . (1) If there exist k ∈ N * and a sequence
When such a k does not exist, namely, v does not change sign, we define 
where the coefficient function c is bounded. Then, for each t ∈ (t 1 , t 2 ), the zeros of v(·, t) do not accumulate in R. Furthermore,
Here the assertion remains true even for t ′′ = t 1 if v can be extended to a continuous function on R × [t 1 , t 2 ).
Statement (1) of Lemma 2.2 follows from statement (2), while statement (2) is essentially due to [2] (see also [9] ). Lemma 2. (1) for any 0 ≤ t < t ′ < ∞, one has
(2) if there exists t ′ > 0 such that the graph of u 1 (·, t ′ ) and that of u 2 (·, t ′ ) are tangential at some point in R, and u 1 ≡ u 2 , then, for any t and s with 0 ≤ t < t ′ < s, one has
If u 1 and u 2 are entire solutions of (1.1), then the same conclusion remains true for any t ′ ∈ R and −∞ < t < t ′ < s < ∞.
Here we would like to notice that an entire solution of (1.1) means a solution defined for all t ∈ R. Now we introduce a so-called "steeper" notion, which describes the intersection of the graphs of two entire solutions of (1.1). Such a notion was first introduced by Ducrot et al. [11, Definition 1.6 ].
Definition 2.5 Let u 1 and u 2 be two entire solutions of (1.1). We say that u 1 is steeper than u 2 if for any t ′ ∈ R, x 1 ∈ R and k ∈ Z such that u 1 (x 1 , t ′ ) = u 2 (x 1 , t ′ + kT ), we have
We note that Definition 2.5 is slightly different from Definition 1.6 in [11] since we are considering a time periodic equation. The above definition implies that if u 1 is steeper than u 2 , then for any k ∈ Z, either the graph of u 1 (·, ·) is identical with that of u 2 (·, ·+kT ) or they can intersect at most once. If their graphs never intersect, then they are steeper than each other. Based on the above definition, we have the following observation.
Proposition 2.6 Let u 1 and u 2 be two entire solutions of (1.1). Suppose that
Then u 1 is steeper than u 2 .
Proof. Fix any t ′ ∈ R and k ∈ Z. According to the assumption, we have
which implies that
admits at most one zero on R, and the zero must be simple. Suppose the zero is x 1 ∈ R.
Then the simplicity of the zero, the equality u 1 (x 1 , t ′ ) − u 2 (x 1 , t ′ + kT ) = 0 and (2.1) imply
. By Definition 2.5, we have that u 1 is steeper than u 2 .
This completes the proof.
ω-limit set of the solutionũ(x, t; a)
It is known that ω-limit set can describe the long-time behavior of solution in fixed compact regions. In the following we give the definition of ω-limit set of the solution of the Cauchy problem (1.1) and (1.2), which is slightly different from the standard one. Such a definition is useful to capture the asymptotic behavior of solution of (1.1) in various moving coordinate frames, see also [11, 24, 26] .
Definition 2.7 Let u be any bounded solution of the Cauchy problem (1.1) and (1.2). If there exist two sequences {x j } j∈N ⊂ R and {k j } j∈N ⊂ Z with k j → ∞ (j → ∞) such that
then we call w an ω-limit orbit of solution u.
As mentioned by Ducrot et al. [11] , the above convergence takes place in C 2 in x and C 1 in t, so any ω-limit orbit of solution u is an entire solution of (1.1). In particular, if
w(x, t) is an ω-limit orbit of solution u, then for any y ∈ R and k ∈ Z, w(x + y, t + kT ) is also an ω-limit orbit. According such a definition, we have the following key lemma on the ω-limit set of the solutionũ(x, t; a).
Lemma 2.8 For a ∈ R. Let w 1 (x, t) be any ω-limit orbit ofũ(x, t; a). Then for any entire solution w(x, t) of (1.
is steeper than w(x, t) in the sense of Definition 2.5.
Proof. It follows from Definition 2.7, there exist {x j } j∈N ⊂ R and {k j } j∈N ⊂ Z with
Let w(x, t) be any entire solution of (1.1) satisfying 0 ≤ w(x, t) ≤ ω(α, t) for all (x, t) ∈ R 2 .
Clearly, for any i ∈ Z and and j ∈ N, we have w(x − x j , iT − k j T ) ≤ α =ũ(x, 0; a) for x ≤ a and w(x − x j , iT − k j T ) ≥ 0 =ũ(x, 0; a) for x > a, which implies that the functioñ u(·, 0; a) − w(· − x j , iT − k j T ) changes sign just once at point x = a. Therefore, there are
for any i ∈ Z and j ∈ N. Applying Lemma 2.2, for any t ≥ −k j T , one has
which combining with (2.2) yields
for any i ∈ Z and j ∈ N. Letting j → ∞, by Lemma 2.3 we obtain
for all t ∈ R and i ∈ Z. Thus, applying Proposition 2.6 gives that w 1 is steeper than w.
Spreading speed of solutionũ(x, t; a)
In this subsection, we establish the spreading properties of the solutionũ(x, t; a) of (1.1). This result will be used repeatedly later.
Lemma 2.9 There exist 0 < c * < c * such that
(1) for any c > c * , lim t→∞ sup x≥ct |ũ(x, t; a)| = 0;
(2) for any 0 < c < c * , lim t→∞ sup x≤ct |ũ(x, t; a) − ω(α, t)| = 0.
It is easy to show that the functionū(x, t) = min ω(α, t), αe
is a super-solution of (1.1). Sinceū(x, 0) ≥ũ(x, 0; a) for any x ∈ R, by the comparison principle, one hasũ(x, t; a) ≤ū(x, t) for all x ∈ R and t ≥ 0.
Let c * = 2 √ K. Then for any c > c * , we can easily show that lim t→∞ sup x≥ct |ũ(x, t; a)| = 0.
(2) Let u 0 be the compactly supported function given in the hypothesis (H). It follows from the hypothesis (H) that the solution u(x, t) of (1.1) with initial value u 0 converges to ω(α, t) as t → ∞ locally uniformly in x ∈ R. Without loss of generality, we assume that supp(u 0 ) ⊂ (−∞, a ]. Thus there exists k ∈ N such that
Using the comparison principle, we have
Combining the above statement with (2.3), we have
By the comparison principle and induction, we finally obtain that
Since supp(u 0 ) ⊂ (−∞, a], thenũ(x, 0; a) ≥ max{u 0 (x + i) | i ∈ N}. Using the comparison principle again, one has
Combining (2.4) with (2.5), we get
Applying the comparison principle yields
Due to the convergence of u(x, t) as t → ∞, here we have
with respect to n ∈ N and x ∈ (−∞, n].
Let c * = 1 kT and 0 < c < c * . For any t ≥ 0, we denote τ (t) := t − [ct]kT , where [ct] denotes the least integer not smaller than ct. It is obvious that τ (t) → ∞(t → ∞). In addition, there is ω(α, t) = ω(α, τ (t)) due to the periodicity. Now, using (2.6), (2.7) and the inequalityũ(x, t; a) ≤ ω(α, t) yield This completes the proof.
Convergence to a pulsating traveling front for some level sets
We exhibit the convergence of solutions of (1.1) around a given level set in this section.
Thus we can obtain some important properties of pulsating traveling fronts. We firstly give some properties of the solutionũ(x, t; a).
Lemma 3.1 The following statements hold:
(1) 0 ≤ũ(x, t; a) ≤ ω(α, t) for any x ∈ R and t ≥ 0.
(2)ũ(x, t; a − x 0 ) =ũ(x + x 0 , t; a) for any x ∈ R, x 0 ∈ R, t ≥ 0.
(3) lim x→∞ũ (x, t; a) = 0 and lim x→−∞ũ (x, t; a) = ω(α, t) for any t > 0, and ∂ xũ (x, t; a) < 0 for any x ∈ R and t > 0.
(4) The map a −→ũ(x, t; a) is increasing, that is, if a 1 < a 2 , thenũ(x, t; a 1 ) < u(x, t; a 2 ) for all x ∈ R and t > 0.
The proof of the lemma is easy and we omit it. Following this lemma, we have that, for any given k ∈ N and λ ∈ (0, α), there exists a unique ℓ(k, λ) ∈ R such thatũ(ℓ(k, λ), kT ; 0) = λ.
Since the solution is shift invariant, we then haveũ(0, kT ; −ℓ(k, λ)) = λ. It follows from Lemma 3.1 (ii) that −ℓ(k, λ) is the unique root of the equationũ(0, kT ; a) = λ on the variable a. Thus, we can give the following definition.
It is clear that, for any k ∈ N and λ ∈ (0, α), ℓ(k, λ) is uniquely determined. In particular, there holdsũ(−a, kT ; a − ℓ(k, λ)) = λ for any a ∈ R. Using by Lemma 2.9, we can easily prove an important property of ℓ(k, λ).
The following lemma shows the convergence of the solutions of (1.1) with some shifted
Heaviside type initial value.
Lemma 3.4 Let λ ∈ (0, α). Then there exists the limit
where the limit function u ∞ (·, ·; λ) satisfies:
(2) u ∞ is an entire solution of (1.1) and steeper than any other entire solution;
(3) u ∞ is either a T -periodic solution of (1.1) or decreasing with respect to x, that is
Proof. By the standard parabolic estimates, there exists M > 0 such that ũ(·, ·; a)
where M is independent of a ∈ R. Therefore, for the sequence {ũ(x, t + jT ; −ℓ(j, λ))} j∈N , there exists a subsequence {j n } n∈N with j n → ∞ (n → ∞) such that
Sinceũ(x, t + j n T ; −ℓ(j n , λ)) =ũ(x + ℓ(j n , λ), t + j n T ; 0), then u ∞ (x, t; λ) is an ω-limit orbit ofũ(x, t; 0). Moreover, u ∞ (0, 0; λ) = λ. Since 0 ≤ u ∞ (x, t; λ) ≤ ω(α, t) for any (x, t) ∈ R 2 , by the strong maximum principle we have 0 < u ∞ (x, t; λ) < ω(α, t) for any
For any other sequence {k n } n∈N with k n → ∞ as n → ∞, assume that
Similarly, v ∞ (x, t; λ) is an ω-limit orbit ofũ(x, t; 0) and satisfies v ∞ (0, 0; λ) = λ. By Lemma 2.8, u ∞ (x, t; λ) and v ∞ (x, t; λ) are steeper than each other. Due to u ∞ (0, 0; λ) = v ∞ (0, 0; λ) = λ and Definition 2.5, we have u ∞ (x, t; λ) ≡ v ∞ (x, t; λ) in R 2 , which implies that u ∞ (x, t; λ) does not depend on the choice of sequence {j n } n∈N . Thus, we complete the proofs of (3.2) and the statement (1).
It follows from Lemma 3.1 (2) that ∂ x u ∞ (x, t) ≤ 0 in R 2 . Then by the strong maximum principle, we have either
, which implies that u ∞ (x, t; λ) is a solution independent of spatial variable. This completes the proof of the statement (2).
The following part shows that the above limit u ∞ is either a pulsating traveling front or a T -periodic solution of (1.1). Let us define the sequence
Lemma 3.5 For any λ ∈ (0, α), the entire solution
of (1.1), which is defined by Lemma 3.4, is either a positive T -periodic solution or a pulsating traveling front.
Proof. We divide the proof into two cases.
(1) If there exists a subsequence {ℓ
According to Lemma 3.4, either u ∞ (x, t; λ) := u ∞ (t; λ) is independent of x ∈ R or
then it follows from (3.3) that u ∞ (t; λ) = u ∞ (t + T ; λ) for any t ∈ R, which implies that u ∞ (x, t; λ) := u ∞ (t; λ) is a positive T -periodic solution. If ∂ x u ∞ (x, t; λ) < 0 for any (x, t) ∈ R, we have u ∞ (x, t; λ) → ω ± (t) as x → ±∞ and both ω + (t) and ω − (t) are positive T -periodic solutions, which implies that u ∞ (x, t; λ) is a pulsating traveling front.
(2) We assume that no subsequence of {ℓ j } j∈N converges to some positive constant.
In this case we can show that u ∞ must be a T -periodic solution of (1.1). Due to (3.1), we have that there exist two subsequences {ℓ j −,k } k∈N and {ℓ j +,k } k∈N of {ℓ j } j∈N such that
Now we consider two cases:
for any (x, t) ∈ R 2 , which implies that
On the other hand, it follows from ∂ x u ∞ (x, t; λ) ≤ 0 that
Consequently, it follows from (3.4), (3.5) and the arbitrariness of (x, t) ∈ R 2 and M ∈ (L − , 0) that u ∞ (x, t; λ) = u ∞ (t; λ) and u ∞ (t; λ) = u ∞ (t + T ; λ). That is, u ∞ (x, t; λ) = u ∞ (t; λ) is a T -periodic solution of (1.1).
Case 2. L − = 0. Consider the the subsequences {ℓ j −,k } k∈N and {ℓ j +,k } k∈N respectively. Using the same computations as those in (1) and Case 1, we get
By (3.6), (3.7) and the fact ∂ x u ∞ (x, t; λ) ≤ 0 for any (x, t) ∈ R, we have that u ∞ (x, t; λ) := u ∞ (t; λ) is independent of x ∈ R and u ∞ (x, t; λ) := u ∞ (t; λ) is a T -periodic solution. This completes the proof.
Remark 3.6 By Lemma 3.5 and its proof, we have that if u ∞ (x, t; λ) is a pulsating traveling front of (1.1), then there exists a L > 0 such that ℓ j → L as j → ∞ and
T is the speed of the pulsating traveling front. By the hypothesis (H), a T -periodic solution ω(α, t) is isolated from below. If λ ∈ (0, α) is close enough to α, then u ∞ (x, t; λ)
can not be a T -periodic solution. In fact, u ∞ (x, t; λ) must be a pulsating traveling front of (1.1) connecting the T -periodic solution ω 0 (t) := ω(α, t) to another T -periodic solution ω 1 (t) < ω 0 (t) with a positive speed c 1 .
Convergence of solution to a propagating terrace
In this section, we prove the convergence of the solutions to a propagating terrace.
In Subsection 4.1, we construct a minimal propagating terrace in the sense of Definition 1.4. In Subsection 4.2, we investigate the convergence of the solutions to the propagating terrace.
Existence of a minimal propagating terrace
In this subsection we prove that there exists a minimal propagating terrace of (1.1) which is unique, namely, we prove Theorem 1.5. The method is to use iterative arguments.
As mentioned in Remark 3.6, here we first choose a λ 1 ∈ (0, α) close enough to α to get a pulsating traveling front U 1 (x, t) := u ∞ (x, t; λ 1 ) of (1.1) connecting the T -periodic solution ω 0 (t) := ω(α, t) to another T -periodic solution ω 1 (t) < ω 0 (t) with a positive c 1 , which is the first step of such a terrace. Then we have the following lemma.
is a pulsating traveling front connecting T -periodic solutions ω k−1 (t) and ω k (t) < ω k−1 (t), then one has (1) ω k (t) is isolated and stable from below with respect to (1.3);
(2) there exists λ k+1 ∈ (0, ω k (0)) such that U k+1 := u ∞ (x, t; λ k+1 ) is a pulsating traveling front connecting ω k (t) to some T -periodic solution ω k+1 (t) < ω k (t).
The proof of Lemma 4.1 relies strongly on the following two lemmas.
Lemma 4.2 Assume that U k (x, t) := u ∞ (x, t; λ k ) with 0 < λ k < α is a pulsating traveling front of (1.1) connecting T -periodic solutions ω k−1 (t) to ω k (t) < ω k−1 (t), then ω k (t) is steeper than any other entire solution of (1.1). Moreover, ω k (t) ≡ u ∞ (x, t; ω k (0)).
Proof. Assume that v is an entire solution of (1.1) and 0 < v(x, t) < ω(α, t). By Lemma 2.8, U k (x, t) := u ∞ (x, t; λ k ) is steeper than v(x, t), so we have
for any t ′ ∈ R and j ∈ Z. It follows from Remark 3.6 that there exists L k > 0 such that
hence, we have
Letting j → ∞ in (4.1) yields
Due to the periodicity of ω k , we have ω k (t ′ ) = ω k (t ′ +iT ) for any i ∈ Z. It then follows from Proposition 2.6 that ω k is steeper than v. By the arbitrariness of v, we have that ω k (t) is steeper than u ∞ (x, t; ω k (0)). From Lemma 2.8, we also have that u ∞ (x, t; ω k (0)) is steeper )). This completes the proof.
Lemma 4.3 Let v(x, t) be a super-solution of (1.1) on the domain D = {(x, t) | x ≥ x(t)} and 0 < v(x, t) < ω(α, t). If v(x(t), t) = ω k (t) for all t ∈ R, where x(t) moves with the average speed c (0 < c < c * ) such that x(0) > a and
Proof. Combining the properties of x(t) with Lemma 2.9 (2), we know that
It is easy to come that 0 =ũ(x, 0; a) < v(x, 0) (x ≥ x(jT ) ≥ x(0) ≥ a) and v(x, t) < ω(α, t). Then there exist t j ∈ [0, T ) and k j ∈ N with k j ≥ j such that
Since v is a super-solution of (1.1) on D, then by the comparison principle [12] , for any
Due to (4.2) and Lemma 2.9 (2), we conclude that k j − j → +∞ as j → +∞. Assume
Using (4.2), we easily get that
Thus, we have v ∞ is a limit orbit ofũ. Therefore, v ∞ is steeper than ω k . On the other hand, it follows from Lemma 4.2 that ω k is steeper than v ∞ . By (4.3), we have ω k ≡ v ∞ .
Hence, for any x ≥ 0, we obtain that
Proof of Lemma 4.1: We completes the proof by three steps:
Step 1. ω k (t) is isolated from below.
If not, we assume that there exists the sequence {h j } j∈N of T -periodic solutions such that h j (t) < ω k (t) and h j (t) → ω k (t) (j → ∞) uniformly in R. Consider the following periodic eigenvalues problem:
dt is an eigenvalue of problem (4.5) with the corresponding eigenfunction
Due to (4.4), there must be µ ≥ 0.
Let v(x, t) = min{ω k (t), ϕ(t)e −λ(x−ct) + h j (t)}, where 0 < c < c * and λ > 0. Clearly, there exists a function x(t), which moves with the average speed c (0 < c < c * ) and satisfies x(t + iT ) < x(t + (i + 1)T ) for any t ∈ R and i ∈ Z, such that v(x(t), t) = ω k (t) for any t ∈ R and v(x, t) < ω k (t) for any x > x(t), t ∈ R.
Define the domain D = {(x, t) | x ≥ x(t)}. It is easy to verify that v(x, t) is a supersolution of (1.1) on D for λ > 0 small enough and j ∈ N large enough. Namely, for λ > 0 small enough and j ∈ N large enough, one has
However, by the definition of v, there exists M > 0 such that v(x(t) + M, t) < ω k (t) for any t ∈ R. This is a contradiction. Therefore, ω k (t) is isolated from below.
Step 2. ω k (t) is stable from below.
Assume on the contrary that ω k (t) is not stable from below. Since ω k (t) is isolated from below with respect to (1.3), it is well known that there exists a solution ω(β, t) of (1.3) with 0 < β < ω k (0) such that ω(β, t − nT + T ) < ω(β, t − nT ) < ω k (t) for any t ∈ R and n ∈ Z, and ω(β, t − nT ) → ω k (t) as n → ∞ for all t ∈ R.
Consider the function v(x, t) = min{ω k (t), ϕ(t)e −λ(x−ct) + ω(β, t − nT )}, where ϕ(t)
is defined by (4.6), 0 < c < c * , λ > 0. It is easy to see that there exists a function x(t), which moves with the average speed c and satisfies x(t + iT ) < x(t + (i + 1)T ) for any t ∈ R and i ∈ Z, such that v(x(t), t) = ω k (t) for any t ∈ R and v(x, t) < ω k (t) for any x > x(t), t ∈ R.
It is easy to verify that v(x, t) is a super-solution of (1.1) on D for λ > 0 small enough and n ∈ N large enough. Namely, for λ > 0 small enough and n ∈ N large enough, one has
However, by the definition of v, there exists M > 0 such that v(x(t) + M, t) < ω k (t) for any t ∈ R. There is a contradiction. Therefore, ω k (t) is stable from below.
Step 3. U k+1 (x, t) is a pulsating traveling wave connecting ω k+1 (t) to ω k (t).
Let λ k+1 ∈ (0, ω k (0)) close enough to ω k (0). By Lemmas 3.4 and 3.5, U k+1 (x, t) := u ∞ (x, t; λ k+1 ) is a pulsating traveling wave with a positive speed c k+1 connecting ω k (t) to another T -periodic solution ω k+1 (t), where ω k+1 (t) < ω k (t). In particular, there is
This completes the proof of Lemma 4.1.
Proof of Theorem 1.5: According to the argument above, we know that there exist a sequence {ω k (t)} ∞ k=0 of T -periodic solutions of (1.1) and a sequence {U k (x, t)} ∞ k=1 of pulsating traveling fronts of (1.1), which satisfy
is the pulsating traveling front of (1.1) with speed c k > 0 connecting ω k−1 (t) and ω k (t). Moreover,
To complete the proof of Theorem 1.5, we divide the remainder of the proof into three parts:
and {U k (x, t)} ∞ k=1 are finite, namely, there exists N ∈ N such that ω N (t) ≡ 0.
On the contrary, we assume that the sequence {ω k (t)} ∞ k=0 is infinite. Due to the above (a), there exists a T -periodic solution ω ∞ (t) of (1.1), which satisfies lim k→∞ ω k (t) = ω ∞ (t) and 0 ≤ ω ∞ (t) < ω k (t) for any t ∈ R.
Let ϕ k (t) and µ k be defined as before. Let v(x, t) = min{ω k (t), ϕ k (t)e −λ(x−ct) + ω ∞ (t)}, where 0 < c < c * , λ > 0. It is easy to see that there exists a function x(t), which moves with the average speed c and satisfies x(t + iT ) < x(t + (i + 1)T ) for any t ∈ R and i ∈ Z, such that v(x(t), t) = ω k (t) for any t ∈ R and v(x, t) < ω k (t) for any x > x(t), t ∈ R.
Let D = {(x, t) | x ≥ x(t)}. As before, for any (x, t) ∈ D, one has
=e −λ(x−ct) ϕ(t)(cλ − λ 2 + µ) + (f u (t, ω k (t)) − f u (t, ω ∞ (t))e −λ(x−ct) ϕ(t)
+ o e −λ(x−ct) ϕ(t)
≥0,
if we take λ small enough and k ∈ N large enough. Using Lemma 4.3, we also get a contradiction.
(ii) Sequence c k of the speeds is nondecreasing, namely, 0 < c 1 ≤ c 2 ≤ · · · ≤ c N .
By virtue of Remark 3.6, we have
It follows from Lemma 3.1 and ℓ(j, λ) → ∞ (j → ∞) that ∂ xũ (x, t; a) < 0, which implies that ℓ(j, λ) is decreasing on λ ∈ (0, α). Thus, due to λ 1 > λ 2 > · · · > λ N , we obtain 0 < c 1 ≤ c 2 ≤ · · · ≤ c N .
(iii) Propagating terrace Q = {ω k (t) 0≤k≤N , U k (x, t) 1≤k≤N } is minimal and unique.
The proofs of this part are completely similar to those of [11] . Thus, we have completed the proof of Theorem 1.5.
Convergence to the minimal propagating terrace
In this subsection, let us show the convergence result, namely, we prove Theorem 1.6.
Proof of Theorem 1.6: (1) We first prove that the solutionũ(x, t; a) of (1.1) converges to pulsating traveling fronts {U k (x, t)} 1≤k≤N along the moving frames with speed c k and some sublinear drifts, namely, we prove the statement (1) of Theorem 1.6.
Fix 1 ≤ k ≤ N . For sufficiently large t, we define j(t) ∈ N such that j(t)T ≤ t < (j(t)+1)T , and a piecewized affine function g k (t) with g k (t) = j(t)T − u(x, t + jT ; −ℓ(j, λ k )) → U k (x, t) (j → ∞) locally uniformly on R 2 .
Sinceũ(x − a, t + jT ; −ℓ(j, λ k )) =ũ(x + ℓ(j, λ k ), t + jT ; a), we then havẽ u(x + ℓ(j, λ k ), t + jT ; a) → U k (x − a, t) (j → ∞) locally uniformly on R 2 .
Consequently, we havẽ u(x + ℓ(j(t), λ k ), t; a) → U k (x − a, t − j(t)T ) as t → ∞ locally uniformly on x ∈ R.
Since t − g k (t) − 1 c k ℓ(j(t), λ k ) = t − j(t)T , we then havẽ u(x + c k (t − g k (t)), t; a)
→ U k (x − a + c k (t − g k (t)) − ℓ(j(t), λ k ), t − j(t)T ) = U k (x − a + c k (t − g k (t)) − ℓ(j(t), λ k ) + c k j(t)T, t) = U k (x + c k t − a, t)
as t → ∞ locally uniformly on x ∈ R.
(2) We prove the statement (2) of Theorem 1.6.
Consider x+c 1 (t−g 1 (t)) → −∞. Since ∂ x U 1 (x, t) < 0 and U 1 (x−c 1 T, t) = U 1 (x, t+T ) for any (x, t) ∈ R 2 and lim x→−∞ U 1 (x, t) = ω(α, t) uniformly in t ∈ [0, +∞), for any n ∈ N, then for any ε > 0, there exists C 0 > 0 such that for any x ≤ −C 0 and t ∈ R, ω(α, t) − ε 2 ≤ U 1 (x + c 1 t − a, t) ≤ ω(α, t). According to the statement (1), there exists and n 0 ∈ N such that for any x ∈ [−C 0 , C 0 ]
and t ≥ n 0 T , |ũ(x + c 1 (t − g 1 (t)), t; a) − U 1 (x + c 1 t − a, t)| ≤ ε 2 . (4.8)
Sinceũ(x, t; a) is nonincreasing with respect to x, then by (4.7), (4.8) and the periodicity of U 1 and ω(α, t) = ω 0 (t), we have ω(α, t) − ε ≤ũ (x + c 1 (t − g 1 (t)), t; a) ≤ ω(α, t)
for any x ≤ −C 0 and t ≥ S 0 T , namely, we have ũ(·, t; a) − ω(α, t) L ∞ (I 0,c (t)) ≤ ε for any t ≥ n 0 T with C := C 0 .
Similarly, we can show that, for any ε > 0, there exist C N > 0 and n N ∈ N such that ũ (·, t; a) L ∞ (I N,c (t)) ≤ ε for any t ≥ n N T with C := C N .
Finally, fix 1 ≤ k < N . Similar to (4.7), for any ε > 0, there exists C k > 0 such that ω k (t) ≤ U k (x + c k t − a, t) ≤ ω k (t) + ε 2 for any x > C k , t ∈ R and ω k (t) − ε 2 ≤ U k+1 (x + c k+1 t − a, t) ≤ ω k (t) for any x < −C k , t ∈ R.
Similar to (4.8), there exists n k ∈ N such that |ũ(x + c k (t − g k (t)), t; a) − U k (x + c k t − a, t)| ≤ ε 2 and |ũ(x + c k+1 (t − g k+1 (t)), t; a) − U k+1 (x + c k+1 t − a, t)| ≤ ε 2
for any x ∈ [−C k , C k ] and t ≥ n k T , Thus, we have ũ(·, t; a) − ω k (t) L ∞ (I k,c (t)) ≤ ε for any t ≥ n k T with C := C k .
