S1. EFFECT OF VARYING NOISE AMPLITUDE
For the task of reconstructing a networked dynamical system from time series, intrinsic stochastic fluctuations and external disturbance are generally detrimental. The issue of noise is especially challenging for hidden-node detection. In the main text, we have described that our method to uncover hidden nodes is based on unequivocal identification of its immediate neighbors through the errors in the reconstruction. The success depends largely on accurate reconstruction of the local connecting structures of the nodes that are not in the neighborhoods of the hidden nodes, rendering necessary a systematic study of the performance of our method under background noise of varying amplitude. According to Eq. (8) in the main text, the basic formula of compressive sensing, when the noise amplitude changes, the measurement matrix will be altered. In order to compensate for this effect, we can tune the value of the tolerance parameter ε in the compressive-sensing algorithm [Eq. (8) in the main text]. It is interesting to study whether the error E nz associated with the non-zero terms in the reconstructed vector can be minimized by tuning ε to an optimal value, denoted by ε opt , for different values of the noise amplitude ξ and normalized data amount R m .
To search for ε opt , we disregard the nodes in the neighborhood of the hidden nodes, called NH nodes, and perform the reconstruction algorithm for nodes not in the neighborhood of the hidden node (denoted as NNH nodes). The concrete system is a network of N = 100 coupled chaotic Rössler oscillators under Gaussian white noise, in which there are 99 externally accessible nodes and one hidden node. The noise amplitude varies from ξ = 10 −4 to ξ = 5 × 10 −3 . The results are shown in Fig. S1 for different values of the data amount, R m = 0.4, 0.6, 0.8 (marked by circles, stars and crosses respectively). We observe that, an optimal value ε opt indeed exists, which increases with the noise amplitude but apparently does not depend on the value of R m . For example, we have ε opt ≈ 0.05 for ξ = 0.0001, 0.1 < ε opt < 0.5 for ξ = 0.0005, ε opt ≈ 0.5 for ξ = 0.001, and ε opt ≈ 2.0 for ξ = 0.005. The minimal reconstruction error increases with the noise amplitude as well.
Varying ε also has an effect on the dependence of the error E nz on the normalized data amount R m . For ε = ε opt , a larger value of R m typically leads to a decrease in E nz , especially when the noise amplitude is large, as shown in Fig. S1(D) . For ε > ε opt , increasing R m substantially, e.g., from 0.4 to 0.8, can improve the prediction accuracy. However, for ε < ε opt , a large value of R m can make the prediction less accurate, due to the fact that the solution space of compressive sensing will vanish when the tolerance is smaller than the noise amplitude. In this case, increasing the data amount is not helpful.
These results thus indicate that our compressive-sensing based network reconstruction method is robust with respect to varying noise levels for a range of ε values, provided that the data amount is reasonably large.
S2. EFFECT OF LINK WEIGHTS
In a realistic network system, the link weights, or the coupling strength associated with nodeto-node interactions, can vary in a large range and can be characterized by certain statistical distribution. In order to understand the effect of link weights on network reconstruction, we use networks of different weight distributions, e.g., Gaussian and uniform distributions. We show that The optimal tolerance parameter ε in the compressive sensing algorithm to minimize E nz associated with nodes that are not in the neighborhood of the hidden node for different normalized data amount R m and varying noise amplitude ξ. In panels (A-D), ξ is increased from 10 −4 to 5 × 10 −3 , where a noise driving term is uniformly applied to all the nodal equations of the system. The three curves in each panel illustrated by different markers represent different values of the data amount R m . The data points are calculated by varying ε in the compressive-sensing algorithm. For each data point, we calculate E nz for all nodes that are not in the immediate neighborhood of the hidden node, and use 10 independent network realizations to obtain the average value of E nz . All networks are ER random networks with connecting probability P = 0.04, each containing 99 visible nodes and one hidden node. The nodal dynamics is that of the chaotic Rössler oscillator.
the performance of our hidden-node detection method is unaffected by the type of link weight distribution. In the main text, two quantities, namely E nz of NNH nodes and the variance σ associated with the predicted coefficients for both NH nodes and NNH nodes, are used to characterize the performance of our method. Here we shall provide additional results. 
FIG. S2:
For random networks of 100 nodes with Gaussian weight distribution (mean 0.3 and standard deviation 0.1), prediction error E nz associated with nonzero coefficients of dynamical equations of all nodes except the neighboring nodes of the hidden node as a function of normalized data amount R m . The background noise amplitude is ξ = 10 −3 for all nodes. All data points are obtained from 10 independent network realizations. Inset is the comparison of the predicted and actual weights for all existent links. Each dot represents one link, and the x-coordinate represents the actual weight while the y-coordinate is the corresponding predicted result. The color for each dot is determined by the dot density around it, where bright color represents relatively high density. The arrow indicates the value of R m used for generating the comparisons. The tolerance of compressive sensing algorithm is set to be ε = 0.5.
A. Prediction accuracy
We study the predicting accuracy for NNH nodes. Different from Fig. in the main text, in which the link weights follow the uniform distribution in [0.1, 0.5], now we choose the link weights of Gaussian distribution of mean of 0.3 and standard derivation 0.1, and all negative weights are disregarded (e.g., no link). The background noise is the same as Gaussian noise of variance ξ = 0.001. The tolerance parameter in the compressive-sensing algorithm is chosen to be ε = 0.5. Figure S2 shows that E nz for NNH nodes approaches a constant small value as the data amount R m is increased. A comparison of the predicted with the actual weights for all the existent links are shown in the inset. We see that majority of points are located in the vicinity of the diagonal line, with very few dots away from the line, indicating that the predicted weights are quite accurate. 
B. Detectability of hidden node under different weight distributions
We investigate the effect of coupling-weight distribution on hidden-node detection. As introduced in the main text, the detectability of hidden node can be conveniently characterized by the minimum gap between the values of the variance of the predicted coefficients associated with NH and NNH nodes [as exemplified by the gap between the two horizontal dashed lines in Fig. 2 (B) in the main text]. The detection of hidden node can be accurate and robust when the values of the two types of variance do not overlap. The values of the variance associated with the NH nodes are proportional to the coupling strength from the hidden node, while these associated with the NNH nodes tend to increase with the noise amplitude. To address the issue of hidden-node detectability in a systematic way, we study random networks with both uniform and Gaussian weight distributions and consider the case of one hidden node. Since the exact position of the hidden node is not known a priori, it is necessary to test every node in the network. For any node, we calculate the variance of the reconstructed coefficients for the following two cases: (1) in its neighborhood there is no hidden node, so there is one value for the variance, and (2) there is a hidden node so that k values of the variance can be defined, one for each node in the neighborhood, where k is the in-degree of the original node. If the two types of variance values are well separated, the NH nodes can be distinguished from the NNH nodes, so as to ascertain the existence of the hidden node. The results are shown in Figs. S3(A,C) for networks of identical structure but with uniform and Gaussian weight distributions, respectively, where for the former, the link weights are equally distributed in [0.1, 0, 5] and, for the latter, the weight distribution has the Gaussian distribution as described in the preceding subsection. We see that, in Additional insights into the origin of some rate small values of the variance associated with the NH nodes can gained by plotting the variance values as a function of the coupling strength (or weight) from the hidden node. In Figs. S3(B,D) , each gray cross represents the variance value associated with an arbitrary node when its neighborhood contains a hidden node, where the x-and y-coordinates denote the coupling weight and the value of the variance, respectively. The blue curves are the average over a fixed interval of the weight values (0.05). These results indicate a correlation between the variance and the weight from the hidden node for both types of networks. The weaker the coupling with the NH nodes from the hidden node, the smaller the values of the variance would be. This is consistent with our understanding that the variance of the NH nodes are mostly affected by the coupling strength from the hidden node. In general, the detectability of a hidden node is weaker if it is weakly connected with its externally accessible neighbors in the network.
S3. EFFECT OF NETWORK TOPOLOGY ON HIDDEN-NODE DETECTION
We study the effect of network topology on the hidden-node detectability. A general observation from compressive-sensing based network reconstruction [1] is that, for fixed data amount, the reconstruction accuracy decreases when the vector of unknown coefficients becomes less sparse. To be concrete, for a given network topology, we focus on the key issue of the dependence of the hidden-node detectability and the degree.
We study scale-free (SF) [2] and small-world (SW) [3] networks, where for the former, the node degree follows a power-law distribution and for the latter, the degree distribution is exponential. For fair comparison, the average degrees of the two types of networks are set to be the same. As shown in Figs nodes in the network. In general, under noise, a node of large degree has more nonzero coefficients in the predicted vector, thereby requiring larger data amount to accurately reconstruct the connection structure. When the data amount is fixed, the variance values tend to be somewhat (but not significantly) larger than those for other nodes in the network. The variance values induced by the hidden node (red crosses) have similar distributions in both panels, indicating little dependence of the variance on the degree distribution. To further confirm this result, we plot the variance as a function of the node degree in Figs. S4(C,D) for SF and SW networks, respectively. For the SF network, when the degree varies in a large range (e.g., from 6 to 40), the variance exhibits no significant changes. A similar behavior occurs for the SW network. We conclude that the network topology has little effect on the hidden-node detectability. 
S4. EFFECT OF NETWORK SIZE ON HIDDEN-NODE DETECTION
We study the effect of network size on the hidden-node detection in terms of the following characteristics: the scaling behavior of the required computation load, the accuracy of the predicted NNH nodes, and the hidden-node detectability.
As the network becomes larger, the total number of unknown coefficients increases rapidly, requiring significantly more computation. To quantify the interplay between the network size and the required computation time, we study the scaling behavior between the two. In particular, we vary the network size from N = 100 to N = 1000 and record the computer CPU time required for reconstruction. To make the task feasible, we focus on ER random networks with fixed connection probability p = 0.04. The link weights are uniformly distributed in the interval [0.1, 0.5]. Without loss of generality, we randomly select 50 NNH nodes from each network and obtain the average computation time. As shown in Fig. S5 , as the system size is increased, the average time to reconstruct a single node increases approximately exponentially. We also compare the average normalized errors E nz associated with the non-zero terms, as shown in the inset. It can be seen that as the network size is increased, E nz decreases to a certain low level and then plateaus. The observed initial reduction in error can be attributed to the fact that, as N is increased but the connecting probability P is unchanged, the fraction of the nonzero terms in the predicted vector decreases.
In our simulation, the average network degree increases with the network size, so on average a NH node will have more connections with the accessible nodes in the network. Figure S6 shows how the variance associated with NH node changes as the network size is increased. We observe that both types of variance, one due to the hidden node and another caused by background noise, tend to decrease slightly initially, but the variance values due to the hidden nodes decrease further, albeit slightly. This can be explained by noting that the reconstruction error contributed by one hidden node is smaller in a larger system than that in a system of smaller size, which can weaken the hidden-node detectability to certain extent.
S5. HIDDEN-NODE DETECTION IN NETWORKS WITH EVOLUTIONARY-GAME DYNAM-ICS
Our method to detect hidden nodes and to differentiate them from local noise sources is applicable to network systems with diverse types of nodal dynamics. Here we present one example: evolutionary-game dynamics [4, 5] . In particular, for a network of N nodes or sites, there is one agent occupying each site. At each time step, all agents choose one of the two strategies, coop-eration or defection, and interact with their neighboring nodes according to a set of gaming rules. The payoff m ij (t) for agent i in a game with agent j at time t is determined by their strategies and the strength of the coupling, as m ij = a ij S T i PS j , where S denotes the strategy of one agent, with [1, 0] T for cooperation and [0, 1] T for defection. The payoff matrix P specifies the game rules completely. For example, in the snow drift game it is P 11 = 0, P 12 = 0, P 21 = b and P 22 = 0. The reward for agent i is
Each agent updates their strategies according to the reward. In our previous work [6] , we show that, given the time series of strategies and payoffs of all agents, we can reconstruct the underlying network adjacency matrix, insofar as the network is sparse and all agents change their strategies from time to time. For an agent i, all the links pointing to it can be inferred by solving the following equation:
where ξ is the additive background noise in reward. For a sparse adjacency matrix, Eq. (S1) can be solved by compressive sensing using measurements at a few time steps. If in the neighborhood of agent i there are hidden nodes, the corresponding reconstructed row in the adjacency matrix, i.e., a ij for all j, will contain abnormally large errors, leading to a large value of the variance when a number of non-overlapping data segments are used for reconstruction. This makes feasible detection of hidden nodes [7] even for evolutionary-game type of nodal dynamics.
To address the issue of differentiating hidden nodes with local noise sources, here we develop an approach based on the cancellation factors for networks hosting evolutionary-game type of nodal dynamics. The reward for agent i, when a hidden node h is within its neighborhood, can be written as
We first utilize all accessible information to locate the potential NNH nodes. We then estimate the cancellation factors for all pairs of the NNH nodes, where the quantity R i (t) serves the same role as the derivative in the nodal dynamics of a continuous-time, coupled oscillator network. For evolutionary-game dynamics, however, the coupling function m ih [S i (t), S j (t)] is not linear, requiring modification in the form of the cancellation factor. To achieve this, we focus on the segments of the time series in which agents i and j choose the same strategies, guaranteeing that they have the same coupling function with the hidden agent: m ih = m jh . We then have
An example is presented in Fig. S7 , where two NH nodes in a network of N = 100 nodes are connected to the same hidden node, and the ratio of the coupling strength isΩ ij = 1.62, as indicated by the horizontal line in Fig. S7(A) . The estimated cancellation factor approaches this value as the data amount R m increases, indicating the existence of a hidden node in the neighborhood of the two nodes. The cancellation can be deemed to be "successful" if the estimated value of Ω ij is within 10% of the actual valueΩ ij . The success rate for 20 independent realizations as a function of R m is shown in Fig. S7(B) , where the rate reaches unity for relatively large values of R m .
S6. MULTIPLE ENTANGLED HIDDEN NODES
When there are multiple hidden nodes in a network, there is possibility that an identified NH node is connected to more than one hidden node. For example, node b in all three panels of Fig. S8 is affected by hidden nodes H1 and H2. The cancellation factor(s) can still be estimated if each hidden node in the network has at least two NH nodes (otherwise it can be treated as a local noise source).
For simplicity, we first consider the situation of two entangled hidden nodes in the sense that they have overlapping neighborhoods. Some possible coupling patterns are shown in Fig. S8 . In panel (A), the two hidden nodes share three NH nodes but with different coupling strength. In panels (B) and (C), the hidden nodes share two or one common NH node(s). If the two hidden nodes do not share any NH nodes, the cancellation factors can be estimated independently, using the same method as for the situation of one hidden node. Anther extreme case is that the two hidden nodes have and only have two identical NH nodes, which is equivalent to the case of one hidden node.
We develop a procedure to estimate the cancellation factors for the situation in Fig. S8(A) . The procedure can be extended to the other two cases in a straightforward manner by setting zero the weights from the hidden nodes to nodes a and (or) b. For any of the three neighboring nodes i ∈ [a, b, c], we expand its dynamical equation using the same notation as Eq. (12) text,
To cancel the hidden-node effect in one node, e.g., node b, we need the time series of the two other NH nodes, a and c, so as to cancel the coupling terms from the two hidden nodes. We denote the corresponding cancellation factors as Ω ba and Ω bc . A new dynamical equation without the interferences from the hidden nodes can then be obtained: 
where we assume that the coefficients associated with the coupling terms from the hidden nodes 
holds and has only one trivial solution. The couplings to the hidden nodes should thus satisfy the condition det(M w ) = 2 . We can then estimate the cancellation factors using Eq. (S5), which is free of influence from the hidden nodes. To illustrate our procedure as comprehensible as possible, we consider a small chaotic Rössler oscillator network of five nodes, as illustrated in Fig. S8(A) . We carry out the reconstruction procedure for #b, utilizing the time series from all three NH nodes. Since the the unknown coefficients are highly correlated and dense in this small system, we choose the least squares method for reconstruction with relative data amount R m = 1.2. The predicted and the actual results are shown in the Fig. S9 . In panel (A), terms #1 and #2 denote the two cancellation factors. The nodal dynamics for node #b, #a and node #c are listed in order. Panel (B) shows the entangled couplings in the network. All predicted terms match well with the actual ones.
When an NH node is coupled with K (K ≥ 3) hidden nodes, their successful detection requires that every hidden node be connected with two or more NH nodes. Then K cancellation factors can be estimated when the coupling weights satisfy the condition det(M w ) = K, where the elements
