Best-possible results are established for positivity of the partial sums of ^sink9(k + a)"
Introduction
It is, of course, well-known that, for every positive integer n,
CD k=\
This inequality was first mentioned by Fejer in 1910 (see [3] ), was proved by Jackson, and subsequently revisited by many mathematicians who have offered different proofs. In parallel, for cosine series, Young [6] proved the following inequality:
Rogosinski and Szego [5] extended Young's inequality to (3) h > > 0, 0 < 9 < n, -1 < a < 1.
+ a £ -* + a ~ --. •
The case a = 1 is interesting but Gasper showed in [4] that the result admits considerable improvement. In fact he showed that (3) holds for -1 < a < a = 4.567..., and this a is best possible.
In the present paper, we will extend the Fejer-Jackson inequality in a similar way. Thus we shall be concerned with the partial sums (4) W ) =
*=i

K + a
The odd partial sums are positive for -1 < a < a 0 , where a 0 = 2.1... is best possible. The result for even partial sums holds only on a subinterval ]0, it -2ix a n(An + 1)"'[, where ^0 = 0.8128252... is best possible.
To make matters precise we must define three constants k 0 , fio, «o-The first of these is the solution of the equation
and it is easy to see that A. o = 0.4302967... is the point at which the function (sinA.7r)/(l + k) attains its maximum for 0 < A < 1/2. We define fu^ to be the solution of
and a 0 to be the solution of the equation
The main results can now be stated. 
2n-\
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for an infinite number ofn.
From Theorem 3 we see that a 0 is best possible in Theorem 1. Theorem 4 shows that /i 0 is best possible in Theorem 2.
The particular case a -1 has been considered by Brown and Wilson [2] . They obtained the following conclusion:
Basic lemmas
o»(0) > 0.
O <^^< * + 1, l < i k < n , n > 7 . sin0
All these lemmas admit simple direct proofs. We learned of (6) from [1, (1.9) p. 8]. The inequality was found by Lukacs and published in Fej6r's paper [3] .
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Proof of Theorems 3 and 4
PROOF OF THEOREM 3. Here we write 9 n = n -(1 + k o )n/(2n -\). Suppose T£,_ x (6 n ) > 0 for all sufficiently large n e N. Then by (5) we get
and the right hand side of (9) tends to (sink o n)/2(l + k o )n as n tends to infinity. By Lemma 3 and using the Dominated Convergence Theorem we deduce from (9) that
Noticing that ka 2 t-\{ot) is decreasing when a is increasing, we conclude that (10) is equivalent to a < a 0 . This completes the proof.
Let us write F(a) -J2T=i ^a2k-\(ot).
Then by Lemma 3 and the Dominated Convergence Theorem we get
As we chose F(a 0 ) = (sin fio^) /2fi 0 n, it follows that r 2 "(7r -«") is negative fora near to but strictly less than a 0 and n big enough.
Proof of Theorem 1
We achieve the proof by developing a sequence of lemmas.
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If-I <a < 2.5 then
PROOF. Simple direct estimates for the other cases allow us to assume n > 3 and 1 < a < 2.5. By using partial summation twice we get On the other hand, for 0.857T < 6 < n, we set t = n -0. Then It is easy to establish that 0.0503 sin 9 is a lower bound for f(9),for 0 < 9 < 0.757T. For 0 < 9 < O.57T, this can be combined with the lower bound -0.5 tan 6/4 for g n (9) to establish the result. For O. 57T < 9 < 0J5TT, we use the estimate f 2n -1 -cosec 9 sin 2 6/4 1 g n (6) > \sin9 > -0.3006sin6. -J f < -secThese estimates combined show that Z) n (f) > a!, and since A B (0 > -a\, we achieve the proof.
Lemmas 5-11 now demonstrate that T^_ x (9) > 0, 0 < 0 < n, for n > 3. We complete the proof of Theorem 1 by checking the case n = 2 directly.
Proof of Theorem 2
Because of the many parallels with the proof of Theorem 1 we merely sketch the salient steps. A fuller version of this (and the preceding proofs) is available from the authors on request.
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LEMMA 12. For U° as in Lemma 4 , if-I < a < 2.3 then U% n {9) > 0, 0 < 6 < n -ix 0 n/(2n + 0.5) (recall \x % 0.8128252).
PROOF. We have, in a way similar to the proof of Lemma 4,
So, we get 1/^(9) > 0 for 0 < 9 < O.S5n and -1 < or < 2.3, n > 3. On the other hand, when 0.85JT < 6 < n -ix 0 n/(2n + 0.5) by writing / = n -9 we have 1 sin ^ -sin(2« + 0.5)f By an argument similar to Lemma 5, we get
Now we assume 9 = n -t, ix 0 n/{2n + 0.5) < t < 0.25n and write V n (t) = cos 2 ^(sinf)~17^°(7r -t). By a calculation similar to that in the proof of Lemma 6 we obtain 
V n (t) > G n (t) + A n+l (t).
LEMMA 14. If ^t/{2n + 0.5) < t < n/(2n + 0.5), n > 3 then G n (t) > 0 and 0.
LEMMA 15. / / / = (2£TT + Sn)/(2n + 0.5) < 0.25;r, t > l a n d 0 < 8 < \ , then V n (t) > 0. In this case, n > 4 and we /lave G n (r) > 0.02598 and A n+1 (f) > -0.00452.
A combination of Lemmas 13-15 together with a direct check of low order cases completes the proof of Theorem 2.
