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Abstract
Fluid flow in rough fractures and the coupling with the mechanical
behaviour of the fractures pose great difficulties for numerical modelling
approaches, due to complex fracture surface topographies, the non-
linearity of hydromechanical processes and their tightly coupled nature.
To this end, we have adapted a fictitious domain method to enable
the simulation of hydromechanical processes in fracture-intersections.
The main characteristic of the method is the immersion of the fracture,
modelled as a linear elastic solid, in the surrounding computational
fluid domain, modelled with the incompressible Navier Stokes equations.
The fluid and the solid problems are coupled with variational transfer
operators. Variational transfer operators are also used to solve con-
tact within the fracture using a dual mortar approach and to generate
problem specific fluid meshes. With respect to our applications, the
key features of the method are the usage of different finite element
discretizations for the solid and the fluid problem and the automatically
generated representation of the fluid-solid boundary. We demonstrate
that the presented methodology resolves small-scale roughness on the
fracture surface, while capturing fluid flow field changes during mechan-
ical loading. Starting with 2D/3D benchmark simulations of intersected
fractures, we end with an intersected fracture composed of complex
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fracture surface topographies, which are in contact under increasing
loads. The contributions of this article are: (1) the application of the
fictitious domain method to study flow in fractures with intersections,
(2) a mortar based contact solver for the solid problem, (3) generation
of problem specific grids using the geometry information from the vari-
ational transfer operators.
Keywords: Fluid flow, Fracture mechanics, Mortar, L2-projection,
Fictitious domain, Multibody contact problem, Hydro-mechanical cou-
pling, Geothermal energy
1 Introduction
Fluid transport behaviour in fractures governs reservoir engineering appli-
cations such as enhanced geothermal systems, oil- and gas recovery or CO2
sequestration [51, 58, 36, 1], since fluid flow rates in fractures can be magni-
tudes higher than in the solid rock matrix. At the field and reservoir scale, the
fracture geometry configuration of a fracture network determines preferential
flow paths, as connected fractures serve as flow conduits [74, 15, 16, 22, 55].
At the scale of individual fractures, complex fracture geometries yield hetero-
geneous flow fields which are influenced by tightly coupled physics such as
hydro-mechanical (HM) processes [4, 59, 53, 65, 64]. Although a number of
studies focus on HM processes at the fracture network scale [37, 36, 17], and
a lot of work has been performed on single fracture behavior, investigations
on HM processes in rough fractures remain scarce.
For the mechanical behaviour of a single fracture, complex fracture surface
topographies result in non-linear fracture opening or closure behavior, if the
fracture is subjected to normal or shear loading [4, 50, 26, 35, 57, 63, 30].
Specifically, increasing mechanical load normal to the fracture yields non-
linear, convergent fracture closure behavior, where increasingly larger load
increments have to be applied for a given closure increment [4, 35, 72, 61, 62].
Changes of the mechanical loading distribution on the fracture alter contact
area and the aperture distribution across the fracture plane, which will yield
complex aperture fields [60, 40, 63]. As a result, fluid flow fields in these
aperture fields become highly heterogeneous and change with the loading
[59, 8, 74, 73].
Between the single fractures and fracture networks, fracture intersections
offer insights into the transition of hydro-mechanical behaviour from single
fractures to fracture networks. Previous work on fracture intersections focused
mostly on fluid flow [24, 31, 75], mixing phenomena [6, 56, 27, 28, 38], solute
transport [39], and multi-phase flow [34]. At the fracture network scale,
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the influence of local fracture intersections on global flow behaviour has
also been studied specifically [45, 46]. At the scale of individual fracture
intersections, studies have shown rough fracture apertures to yield complex
fluid flow patterns across fracture intersections [6, 27, 39, 28].
Due to the non-linearity of hydro-mechanical processes, complex fracture
surfaces and corresponding aperture fields, studies on HM processes on rough
fractures with small scale roughness are uncommon. Instead, many modelling
approaches use simplifying assumptions, such as local parallel plate models,
one directional coupling, non-coupled hydro-mechanics, or linear relations
between normal stress and fracture closure [5, 68, 40]. This work presents a
novel approach, where we use ideas from fictitious domain (FD) methods to
capture the HM behaviour of fractures without the simplification of fracture
topography or physical processes. This paper expands on previous work
[49, 67] by considering hydro-mechanical effects on fracture intersections,
while incorporating contact mechanics and fluid flow on fracture surfaces
with complex topographical patterns.
Fictitious domain methods, on which our approach is based, go back to
[25] and [54]. The main characteristic of FD methods is to substitute the
solution of a PDE on a complex domain by embedding or immersing it in a
simpler domain, on which it is easier to solve the problem. This was found
to be particularly useful when encountering fluid structure interaction (FSI).
There, fluid flow in complex geometries can be simulated by immersing a
solid into the fluid and letting it interact with the simulation in the simple
domain. This may be done in multiple ways, such as representing the solid
as a force term in the fluid [47], enforcing no slip boundaries at the fluid-solid
boundary [20, 71], or enforcing them over the entire intersection of the solid
and the fluid [21, 7]. Since the fluid and the solid problem can be solved
separately, a plethora of combinations of solid and fluid formulations, mesh
types, and couplings is possible. We refer the reader to our references and
the articles cited therein for more information on the many variants, and to
[23] or [52] for a broader overview of FSI methods.
To highlight one of the advantages of FD methods, we consider one
major alternative class, so called boundary-fitted methods. Boundary fitted
methods solve the fluid subproblem in a moving spatial domain. The Navier-
Stokes equations are thereby formulated in an arbitrary Lagrangian Eulerian
framework [14, 43, 42] and the solid problem is typically analysed in a
Lagrangian fashion. Although these approaches are known to produce
accurate results at the interface between solid and fluid, the fluid grid may
become severely distorted for scenarios that involve large displacements or
contact. In these cases, even with remeshing, the numerical stability of the
3
coupled problem and the accuracy of the solution can be affected. Our type
of FD methods on the other hand, avoids the need for the remeshing of the
fluid mesh completely. Neither in the case of large solid displacements, nor
in the case of contact, we we need to fear an ill-conditioned computational
fluid domain, which is a great advantage for simulating large fractures, as it
simplifies the setup of the simulations immensely.
FD methods are also flexible in as much as they enable different for-
mulations of the solid and the fluid problem. This is demonstrated in this
article, where we have extended the approach in [41, 49, 67] to include a
mortar-based contact method [66] in the solid problem and an augmented
Lagrangian method for the coupling in the fluid problem. We formulate the
solid problem with linear elasticity and linearized contact conditions, whereas
for the fluid problem we use the incompressible Navier Stokes equations.
Each problem is formulated on a different mesh. The solid and fluid prob-
lem are simulated separately and we solve the entire system in a staggered
approach. Central to the approach is the coupling of the two problems with
variational transfer operators. These operators allow us to transfer physical
quantities between the non-matching meshes of the fluid and solid problem
in a stable way and are a development from [33]. Within this article we use
variational transfer operators on two other occasions: To generate the fluid
meshes, which need to be refined with respect to the fractures a priori to
the simulation, and to assemble the mortar projection, which resolves the
nonmatching nodes at the contact surfaces of the solid problem.
This article is structured as follows: In Section 2, owing to their omnipres-
ence in this methodology, we formulate the variational transfer operators and
explain their discrete assembly. Then we introduce the governing equations,
the discretizations and the coupling of the solid and the fluid problem. The
methodology is evaluated in Section 3, first with 2D and 3D benchmark
examples of intersecting fractures and finally with two intersecting fractures
which are placed under an increasing load.
2 Method
The main idea of our fictitious domain method is, that the computational
domain of the fluid also includes the solid. We use the incompressible Navier-
Stokes equations to formulate the fluid problem and linear elasticity and
linearized contact conditions for the solid problem. The fluid problem and
the solid contact problem are solved separately with separate discretizations
in a staggered approach. To couple the fluid-solid problem, we enforce the
4
Figure 1: Sketch of the FD method. The fluid and solid interact by projecting
solid velocities to the fluid and conversely by projecting force densities from
the fluid to the solid.
equality of fluid and solid velocities on the intersection of the solid and the
computational domain of the fluid and transfer a fluid force term back to the
solid problem (Fig. 1). To this purpose we project the solid velocities from
the solid to the fluid and conversely, project the force densities from the fluid
to the solid. The projections themselves are so called variational transfer
operators, or simply L2-projections. The main advantage of variational
transfer operators which we exploit here, is their ability to transfer quantities
between different, non-matching meshes in a stable way.
In the following sections we introduce the concept of variational transfer
operators, followed by the strong and weak formulation of the FSI problem.
We consider two non-intersecting solid bodies Ωts,1, Ω
t
s,2, and write Ωf for
the fluid. We use Ωts for the union Ω
t
s,1 ∪ Ωts,2, and Ω := Ωts ∪ Ωf for the
computational fluid domain, which is the union of the solid and the fluid.
We use Ωfsi := Ω
t
s ∩ Ω for the overlap of the computational fluid domain and
the solid, which is used to formulate the coupling conditions in the weak
formulation. Consequently we set Γfsi := ∂Ωfsi. The boundary Γf of the
fluid is decomposed into a Dirichlet boundary ΓDf and a Neumann boundary
ΓNf , with Γf = Γ
D
f ∪˙ΓNf . The solid bodies have the boundaries Γts,1 and Γts,2
and are decomposed into a Dirichlet, Neumann and contact boundary, such
that Γts,•=(Γts,•)D∪˙(Γts,•)N ∪˙(Γts,•)C , • ∈ {1, 2}. For ease of representation,
5
Figure 2: Setup of the solid problem situated within the computational fluid
domain Ω = Ωf ∪ Ωts, including the contact boundaries and gap function.
we restrict ourselves to the formulation of a two-body contact problem here,
whereby the indices 1 and 2 denote the mortar and non-mortar sides (Fig. 2).
2.1 Variational Transfer Operators
Let us assume that V and W are finite dimensional function spaces over the
domain Ω, which share the same L2-scalar product (f, g) :=
∫
Ω f g dω. A
variational transfer operator Π maps elements from V to W , while maintain-
ing the equality of the elements in a weak, or variational sense for a yet to
be defined multiplier space M :
Π : V −→W, v 7→ w := Π(v),
such that:
∫
Ω
(v − w)µdω = 0, ∀µ ∈M. (1)
Since Eq. 1 represents an L2-scalar product, mappings of this type are
also called L2-projections. To obtain a discrete representation of Π, we
consider the bases (φVi )i=1,...,nV , (φ
W
j )j=1,...,nW and (φ
M
k )i=1,...,nM of V,W
and M respectively, where nV , nW and nM denote the dimension of each
space and we demand that nW = nM . A discrete representation of Π is
obtained by replacing the elements in Eq. 1 with their basis representations
v =
∑nV
i=1 viφ
V
i , w =
∑nW
j=1wjφ
W
j and φ
M
k :
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nV∑
i=1
vi
∫
Ω
φVi φ
M
k dω =
nW∑
j=1
wj
∫
Ω
φWj φ
M
k dω, k = 1, ..., n
W . (2)
By defining the matrices D ∈ RnW×nW with entries
djk :=
∫
Ω
φWj φ
M
k dω, (3)
B ∈ RnW×nV with entries
bik :=
∫
Ω
φVi φ
M
k dω, (4)
the coefficients of the basis representations of v and w, the vectors v :=
(vi)i=1,...,nV and w := (wj)j=1,...,nW , we get the discrete representation T of
Π from Eq. 2, as T := D−1B and the following equalities:
Bv = Dw⇔ D−1Bv = w⇔ Tv = w. (5)
In this form it may seem that a variational transfer operator is merely a
change of basis for elements of finite element spaces with different bases on
the same domain. We like to stress however, that the variational transfer
operator provides the best approximation of elements v ∈ V in W , in the
sense of the L2-scalar product, or, if we choose a multiplier space different
from W , in a variational sense.
To avoid the computation of the possibly dense inverse of D, we use here
multiplier spaces M that are spawned by biorthogonal basis functions [69].
This way, D becomes a diagonal matrix and the computation of its inverse
straight forward (naturally, for other choices of M , one should ensure the
regularity of D). Note that the assembly of T essentially breaks down to
computing the two mass matrices D and B. On the implementation level,
the main difficulty lies in the computation of the entries bik, where we need
to determine the common support of the basis functions φVi and φ
M
k . These
functions might be defined on different, nonmatching triangulations and in
parallel computing environments, might even lie of different compute nodes.
For more information on the parallel assembly algorithm we refer to [33].
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V and W will be different finite element spaces in this article depending
on the context of the application. For the coupling, they are finite element
spaces defined on the fluid and the solid problem, and the resulting entries
of the mass matrices are volume integrals. For the contact problem, they
are trace spaces defined on the boundaries of the solid bodies. In this case,
the entries of the mass matrices will be surface integrals. We denote the
exact choice of spaces when the discrete operators are effectively assembled
or used.
2.2 Governing equations
In this section we introduce the fluid and the solid problem in its strong
formulation. The fluid problem is given by the incompressible Navier-Stokes
equations:
ρf v˙ + ρf (v · ∇)v
−µf∇ · σf (pf , v) = ff on Ωf , (6)
∇ · v = 0 on Ωf , (7)
v = vD on Γ
D
f , (8)
σf · nf = hf on ΓNf . (9)
Here, ρf denotes the fluid density, µf the fluid’s dynamic viscosity, v the
fluid velocity, v˙ the derivative of v with respect to time, pf the fluid pressure,
ff the forces acting on the fluid, nf the outer normal at the boundary, and
hf the forces at the Neuman boundary. The fluid stress tensor σf is given
by σf = −pf Id + ∇vt+∇v2 .
The unconstrained solid problem is stated as:
ρsu¨− divσs(u) = fs on Ωts,1 ∪ Ωts,2, (10)
u = uD on (Γ
t
s)
D, (11)
σs(u) · ns = hs on (Γts)N . (12)
Here, ρs denotes the solid density, u˙ the solid velocity, u¨ the solid acceleration,
σs(u) the solid stress tensor according to Hooke’s law, fs the body forces, u
the displacements, ns the outer normal at the boundary, and hs the forces
at the Neumann boundary.
To formulate the contact conditions, we use the formulation from [13]
with slight adaptations. We assume a bijective mapping Φ,
Φ : (Γts,2)
C → (Γts,1)C (13)
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exists, which maps the points on the non-mortar side of the boundary to the
possible contact point on the mortar side (Fig. 2). With Φ we define the
vector field of normal directions nΦ:
nΦ : (Γts,2)
C −→ S2, nΦ(x) :=
{
Φ(x)−x
|Φx−x| if Φ(x) 6= x
ns(x) otherwise
(14)
The continuous gap function g : R3 −→ R, x 7→ |Φ(x) − x| measures the
width of the gap between the two bodies in the normal direction. [u] :=
(u2 − u1 ◦ Φ) · nΦ defines the point-wise jump of displacements u2 on the
slave and u1 on the master side of the contact boundary. The jump has
to be smaller than the gap g: [u] ≤ g and is to be interpreted pointwise.
This condition is only meaningful in the linearized contact setting, where the
bodies are close together and the outer normals n• , • ∈ {1, 2} are assumed
to be parallel up to terms of higher order. The stresses and displacements
with respect to the outer normal direction and the tangential direction >
are given by:
σ•n = n•s,i · σs(u•)ij · n•s,j , un,• = u• · n•s, (15)
σ•> = σs(u•)n• − σn · n•, u•> = u• − un,• · n•, (16)
whereby we use the summation convention on repeated indices ranging from
1 to d, with d ∈ {2, 3}. We set σn = σ2n, σ> = σ2>, and consequently the
contact conditions read:
σn ≤ 0 on (Γts,2)C , (17)
σn(u1 ◦ Φ) = σn(u2) on (Γts,2)C , (18)
[u] ≤ g on (Γts,2)C , (19)(
[u]− g)σn(u2) = 0 on (Γts,2)C , (20)
σ> = 0 on (Γts,2)
C . (21)
Eq. 19 is the non-penetration condition, Eq. 20 are the complementary
conditions and Eq. 21 states, that we set the tangential boundary stresses to
zero, that is, we are solving for frictionless contact.
Finally, to couple the fluid and the solid problem, we enforce the equality
of the fluid and solid velocity fields over the fluid-structure interface Γfsi
together with the traction forces:
u˙ = v, (22)
σsns = σfnf on Γfsi. (23)
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It is worth mentioning, that we could have also used a steady state formulation
for the problem, considering the conditions we simulate. However, to indicate
the generality and extendability of the approach, we use time dependent
formulations here.
2.3 Weak Formulation
The weak formulation of the FSI problem consists of three parts. The first
two are the weak formulations for the fluid and the solid problem, and the
last one arises from the weak formulation of the coupling in Eq. 22. Here
we follow in large parts the example of [21, 44] and more specifically [32]
for the solid part. Note however, that for the coupling of solid and fluid
velocities, we rely on an augmented Lagrangian approach. We like to remark
here, that an important change with respect to the strong formulation is,
that the fluid problem will be defined on the computational domain Ω, which
includes the solid. Thus, the Navier Stokes equations (6)-(7) are also solved
for the interior of the immersed solid. Furthermore, the coupling in Eq. 22 is
enforced over Ωfsi instead of Γfsi only.
We begin by introducing the usual Sobolev spaces for the fluid velocities
v, the fluid pressure p, and the solid displacement field u:
Wv = {δv ∈ [H1(Ω)]d | δv = 0 on ΓDf }, (24)
Wp = [L2(Ω)]d, (25)
Vu = {δu ∈ ∏
i=1,2
[H1(Ωts,i)]
d | δu = 0 on (Γts)D
}
, (26)
where d ∈ {2, 3}. With test functions δv ∈ Wv and δp ∈ Wp, we write the
weak formulation of the fluid problem as:
ρf
∫
Ω
(
v˙ + (v · ∇) v) δv dW
+
∫
Ω
σf (pf , v) : ∇(δv) dW +
∫
Ω
δp∇v dW
=
∫
ΓNf
hf · δv dA+ ρf
∫
Ω
ff · δv dW. (27)
Since Ω also comprises the solid Ωts, we obtain additional flow in the interior
computational fluid domain. This interior flow field leads to additional fluid
contributions, which in theory should be dealt with to maintain the force
balance, as otherwise the condition Eq. (23) might not be satisfied exactly.
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However, according to [21], Remark 2, these contributions can be disregarded
in practice, because the contributions of the fluid stresses are much smaller
than those of the solid.
For the solid problem we set Ωts := Ω
t
s,1 ∪ Ωts,2 and with test functions
δu ∈ Vu we get the following weak formulation:
ρs
∫
Ωts
u¨ · δu dV +
∫
Ωts
σs(u) : ∇(δu) dV
−
∫
(Γts)
C
σn(u) · [δu] dA
= ρs
∫
Ωts
fs · δu dV −
∫
(Γts)
N
hs · δu dA, (28)
where the last term before the equality stands for the contact forces. These
contact forces arise from the solution of the contact problem in the solid.
Since its static form, the weak formulation of Eq. 19, using a dual multiplier
space MC [69], reads as∫
(Γts,2)
C
([u]− g) · λC dA ≤ 0. ∀λC ∈MC , (29)
λc will subsequently be interpreted as a force term and be used to formulate
the linearized problem later in Section 2.4. To enforce the equality of solid
and fluid velocities on the overlap Ωfsi of the solid and fluid, we employ
an augmented Lagrangian method by adding the following term (compare
Eq. 22):
∫
Ωfsi
(v − u˙)λfsi +
−1
2
∫
Ωfsi
(v − u˙)2 dV, λfsi ∈Mfsi. (30)
Here,  is a penalty constant and λfsi ∈ Mfsi a Lagrange multiplier. It is
also possible to omit the penalty term in (30) and couple the problems using
Lagrange multipliers only.
2.4 Algorithm and Discretization
We solve the FSI problem in a staggered manner, whereby the solid and the
fluid problem are solved sequentially until we reach convergence. We use
11
finite elements to discretize both the fluid and the solid problem. Figure 3
shows a flowchart in which we depict one iteration L for one time step t: At
the start of each iteration, we first transfer the fluid forces from the previous
iteration to the solid, using variational transfer operators. In the next step we
linearize the contact problem and solve the constrained minimisation problem,
Eqs. 28-29, with a semismooth Newton method. After this, we use variational
transfer operators again, to transfer the solid velocities to the fluid problem
(Eq. 27). The fluid problem is solved with a nonlinear Newton method in
several iterations, using SUPG and PSPG stabilization [48], whereby the
weak constraints from Eq. 30 are enforced using an augmented Lagrangian
approach. After the fluid problem has converged, we check for the overall
convergence of the FSI problem and either move on to the next time step
t + 1 or the next iteration l + 1. As measure for convergence we use the
relative size of the step length of the solution to a tolerance of 10−9.
To obtain discrete counterparts of Vu,V u˙,Wv and Wp, we discretize
both the solid and the fluid problem with finite elements. On the solid Ωts
we use unstructured meshes with tetrahedral elements and we denote the
corresponding spaces of linear Lagrange elements for the solid displacements
and velocities by V u and V u˙. The computational fluid domain Ω is meshed
with hexahedral elements. We denote the corresponding space of bilinear
Lagrange elements for the fluid velocities by W v and the space of bilinear
Lagrange elements for the fluid pressure with W p.
For the linearized contact problem in the first part of the algorithm we
define the operator S(u) : Vu → (Vu)∗ as
(S(u), δu) := ρs
∫ t
Ωs
u¨ · δu dV +
∫ t
Ωs
σs(u) : ∇(δu) dV, (31)
where (Vu)∗ denotes the dual space, and the right-hand side operator Rs(δu)
as
Rs(δu) := ρs
∫
Ωts
fs · δu dV −
∫
(Γts)
N
hs · δu dA+∫
Ωf∩Ωs
σf : ∇(δu) dV. (32)
With As and fs being the discrete variants of S and Rs respectively, the
unconstrained solid problem can now be written as
Asys = fs. (33)
To formulate the linearized contact problem proper, we use a variational
transfer operator TC , which relates the nodes from the master and slave side
12
Figure 3: Flowchart of FD method.
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of the contact surfaces to each other. In this context the operator is also
called mortar operator. We denote the finite element spaces of the mortar
and non-mortar body with V u1 and V
u
2 , such that V
u = V u1 × V u2 . The
corresponding trace spaces on the contact boundaries (Γts,1)
C and (Γts,2)
C
are denoted with Γu1 and Γ
u
2 . Using an approximation Φˆ of the mapping Φ
in Eq. 13, we form the mortar operator TC : Γ
u
1 −→ Φˆ(Γu2) according to
Section 2.1. With u1 and u2 being the coefficients of the vectors u1 ∈ Γu1 and
u2 ∈ Γu2 , and g being a discrete version of g, the discrete contact condition
from Eq. 19 becomes
u2 −TC u1 ≤ g. (34)
The operator TC is used to apply a change of basis on the assembled solid
problem, which avoids the solution of a saddle point problem. Instead, one
can apply a nonlinear solver such as monotone multigrid or semismooth
Newton to solve the problem as a constrained minimization problem, yielding
the previously mentioned Lagrange multiplier λC . For more details on the
solution of the contact problem and its formulation, we refer the reader to
[70, 13, 12, 66].
The linearized fluid problem in the second part of the algorithm is
formulated in a similar manner. We define the operator F(v, p) := Wv ×
Wp → (Wv ×Wp)∗ as
(F(v, p), (δv, δp)) := ρf
∫
Ωf
(
v˙f + (v · ∇) v
)
δv dW +∫
Ωf
σf : ∇(δv) dW +
∫
Ωf
δv∇v dW (35)
and the right hand side Rf (δv) operator as:
Rf (δv) :=
∫
ΓNf
hf · δv dA+ ρf
∫
Ωf
ffsi · δv dW. (36)
As before we denote the discrete finite element variants of these operators
with Af for F and ff for Rf . For the discrete representation of the coupling
constraints in Eq. 30 we assemble the variational transfer operator Tfsi :=
D−1 ·B : V u˙ −→W v, again according to Sec. 2.1. With v and u being the
vectors of the basis representation of the fluid and solid velocity vectors, the
discrete coupling condition reads:
v = D−1 ·B u⇔ D v = B u. (37)
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To write the complete FSI problem in its linearized form, we introduce the
penalty terms Ps and Pf originating from the second term in Eq. 30 of the
augmented Lagrangian approach. We first define an operator IΩ∩Ωts which
determines the intersection of the solid domain and the computational fluid
domain:
(IΩ∩Ωs)kl :=
{
1, if k = l, and Tfsi(1) > t,
0, otherwise.
(38)
By labelling the mass matrix obtained from the discretization on W vwith
Mf , we can write Ps as
Ps := 
−1
[
IΩ∩Ωts ·Mf ·Tfsi
0
]
, (39)
and Pf as
Pf := 
−1
[
IΩ∩Ωts ·Mf 0
0 0
]
, (40)
whereby the matrices 0 contain all the entries associated with the degrees of
freedom from the fluid pressure. The entire discretized solid-fluid problem
can then be represented in the following block form:
(S)
(F)
(C)
 As + Ps −Pf BtPs Af −Pf Dt
B D 0
 ylsylf
ylλ
 =
 fs + λCff
0
 . (41)
With regard to the flowchart from the beginning of this section, the solid
contact problem, which is solved at the start of the algorithm, is (As −Ps) ·
ys
l = f l−1s + λC + Pfy
l−1
f −Btyl−1λ . Here, λC denotes the multiplier which
arises from the solution of the constrained minimization problem and Bt yl−1λ
has the interpretation of the force term mentioned in Fig. 1. After updating
the solution vector yls of the solid, we solve the constrained fluid problem,
which corresponds to the rows F and C in Eq. 41, in several iterations. Thus,
the algorithm corresponds to a block Gauss-Seidel scheme. Note, that we
did not introduce here the indices related to the time discretization t. For
the fluid problem, we use a backward differentiation formula, BDF2, and for
the solid problem the effective velocities turned out to be negligible in our
numerical experiments, hence we can solve it as quasi-static problem.
2.5 Implementation
For the assembly of the discrete operators As, Af , Pf , Ps, fs, and ff
we use the MOOSE framework [18]. The variational transfer operators
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T•, • ∈ {C, fsi}, as well as Φˆ and g are implemented as user components
within MOOSE, employing MOONoLith [33], libMesh [29] and Utopia [76].
In the same manner we implemented a specific, mortar-based contact solver
in PETSC [3] for the solid problem [66].
3 Numerical experiments
We apply the methodology to coupled fluid flow problems with mechanical
contact to a series of problem settings with increasing complexity. We use
the same material properties for all simulations: The linear elastic material is
representative of hard granodiorite rock, with a Poisson ratio of 0.33, Young’s
modulus of 1×1010 Pa, solid rock density of 2.75 g/cm3, kinematic water
viscosity of 1 mm2/s, and a water density of 1 g/cm3, for water at about
20◦C. As these conditions reflect non-turbulent flow and the velocities in the
solid are very low, the results represent quasi-static solutions. All simulations
were ran until the solution of the fluid problem reached steady state and
conducted on the computing cluster of the Institute of Computational Science
in Lugano, Switzerland. Individual simulations used up to 10 compute nodes
(2 x Intel Xeon E5-2650 v3 @ 2.30GHz) with 16 CPU’s each.
3.1 Benchmark problems
We designed 2D and 3D benchmark simulations to assess the method’s
capability of simulating flow in geometries which contain multiple, intersecting
flow channels. We apply a fluid pressure gradient of 1.0 Pa from the channels
on the left to the single channel on the right, leading to flow through the
intersection of the channels located in the center of the problem geometries.
For the simulations conducted with our FD method, we apply zero-Dirichlet
boundary conditions on the entire solid boundary, thereby creating a rigid
object. This allows us to compare the simulation results with the solutions
of an alternative Navier Stokes setup, where we employ only the equations
for incompressible Navier-Stokes flow and a fluid geometry whose boundaries
represent the same rigid solid. Aside from that, the experiments conducted
with this alternative Navier-Stokes approach have the same setup as the
simulations conducted with our FD method.
One of the drawbacks of our method is, that in the computational fluid
domain, the nodes in the intersection Ωfsi are of little interest. Yet they
occupy memory and computational resources. As a heuristic countermeasure
we reduced their number as much as possible, by generating all fluid meshes
with selective refinement in regions of interest, that is around the fractures
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area. This is achieved by using the variational transfer operator from Sec. 2.1.
Starting with a relatively coarse mesh for the computational fluid domain, we
first transfer an indicator variable from the solid to the fluid similar to Eq. 38.
On the mesh of the computational fluid domain, the projected indicator is
then either very small or zero, whenever there is little or no overlap with
the solid. We use this information to refine the mesh on Ω, wherever the
value of the indicator variable on the nodes is smaller than the threshold or
zero, indicating the boundary or interior of the fracture. With this we obtain
a higher resolution within and around the fracture area, while using fewer
nodes and thus less memory and computational effort in the less interesting
areas.
3.1.1 2D Benchmark problem
The first benchmark problem simulates flow in a two-dimensional fracture
with one intersection. It has two shorter fractures on the left and one longer
fracture on the right side. The immersed solid that defines the channels,
consists of an upper plate, a lower plate, and a wedge-shaped plate at the left
side (Fig. 4a). We set the fluid velocity to zero along the lateral boundaries
and apply a pressure gradient to the fluid mesh. This results in fluid flow
through the two shorter channels, which merges into the single channel on the
right. The solid is immersed in a fluid with dimension 10 mm×5 mm (Fig. 4c).
The fluid mesh has 83’211 nodes with a mesh width hf of 0.0125 mm in the
refined area within the fractures (Fig. 4c). The solid mesh consists of 8’419
nodes with a mesh width hs of about 0.1 mm. The alternative Navier-Stokes
setup has equivalent boundary conditions (see Fig. 4b).
The results for the benchmark are shown in Fig. 5. They show good
agreement between our FD method (Fig. 5a) and the alternative Navier-
Stokes setup (Fig. 5b). Note that, as the fluid velocity is defined in the
entire fluid domain, our FD method represents the solid as a large region of
close-to-zero flow velocity (Fig. 5a). Fig. 5c shows the fluid velocity vectors
in an enlarged region of the fracture intersection, where we can observe
how flow from the two channels merges and the fluid velocity increases as a
consequence.
3.1.2 3D Benchmark problem
In this section we extend the previous benchmark to three dimensions (Fig. 6).
The angles between the main channel and the upper and lower flow channels
are 30 and 40 degrees, respectively. The other measures and boundary
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Figure 4: Boundary conditions of the 2D benchmark case: a) Fluid and solid
of the FD method; b) Alternative Navier-Stokes simulation; and (c) Fluid
(left) and solid (right) meshes for 2D intersected-channel flow for the FD
method.
Figure 5: Velocity distributions of: a) FD method; b) Alternative Navier-
Stokes setup; and c) The velocity streamlines at the intersection area.
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Figure 6: Setup of the 3D benchmark simulation: a) Fluid and solid geometry
used in the FD method; b) Fluid geometry and setup of alternative Navier-
Stokes simulation; c) Fluid (left) and solid (right) meshes for FD method;
and d) Top view on the intersecting flow channels.
conditions are depicted in Fig. 6. The fluid mesh has 534’455 nodes, with a
mesh width hf of 0.05 mm in the area where flow is expected. The outer
boundaries of the solid, which define the channels, have the same length,
width, and height as the fluid domain. The unstructured solid mesh has
120’159 nodes and a mesh width hs of roughly 0.15 mm (see Fig. 6c).
We use this problem first to quantitatively asses the validity of the FSI
method. In Fig. 8 we compare the velocity profile in the horizontal channel
at x=2.5 mm and y=2.5 mm against that of the alternative Navier Stokes
setup (Fig. 6b), which shows good agreement. Also overall, we can observe
good agreement between the velocity profiles of the two approaches, when
we compare Fig. 7a and Fig. 7b. In Fig. 7c, we show the vectors of the
fluid flow, in order to give a better overview of the merging of the two flow
channels. We observe that, as the entire flow has to pass through a single
channel, faster fluid flow velocities are present in the center of the fluid
domain. We further note, that the FD approach can reproduce quite complex
flow patterns, as seen in Fig. 7d, where we show the velocity vectors at the
fracture intersection.
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Figure 7: a) Velocity magnitude of fluid from the FD method; b) Velocity
magnitude of fluid for the alternative Navier-Stokes simulation; c) Velocity
streamlines of fluid flow; and d) Velocity vector field at the intersection
regions.
Figure 8: Velocity profiles at x=5 mm and y=2.5 mm of the 3D benchmark
simulation,comparing solution of FD method with the alternative Navier-
Stokes approach.
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3.2 Intersecting Fracture with rough surface topology
The last numerical experiment demonstrates the capabilities of the FD
method to simulate complex fracture intersection geometries, which are in
this case three solid bodies with rough fracture surfaces (Fig. 9). Furthermore,
in this set of experiments the fractures are in contact with each other, which
results in more complex hydro-mechanical coupling scenarios. The contact is
driven by increased loading of the solid bodies, leading to a decrease of the
average fracture aperture.
The fracture intersection geometry in Fig. 9a consists of a main fracture
and a smaller branch fracture. We generated the rough fracture surfaces
with the software Synfrac [19]. Synfrac uses a spectral method to artificially
generate surfaces that share the statistical properties, i.e. power spectral de-
composition (PSD), observed in natural fractures. The surfaces are matching
for longer wavelengths and nonmatching for shorter wavelengths. Rough-
ness and mismatch are controlled by parameters. The required input for
fracture generation consists of the total fracture sizes of 100 mm×100 mm,
the fractal dimension of 2.5, an anisotropy ratio of 1.0 (resulting in isotropic
fracture roughness), the standard deviation of the fracture roughness of 1,
a transition length of 10 mm (i.e. the difference between macro and micro
scales of the surface) and a mismatch length of 10 mm [19]. The generated
fractures showcase a smooth transition between matched and unmatched
behaviour (fracture matching indicates the potential it has to match the
opposite fracture wall when they are placed tightly next to each other),
commonly encountered in actual rough-rock fractures. Since Synfrac outputs
point clouds, these were transformed to a surface mesh in Meshlab [9], resam-
pled to increase mesh density [11], transformed into a solid body with the
3D CAD software Fusion 360 [2] and finally imported in Trelis to generate a
tetrahedral mesh of the solid body [10].
The size of the resulting solid mesh, consisting of three separate bodies, is
96×44×44 mm3. The solid meshes of all bodies combined have 126’614 nodes
and are all refined along the fracture surfaces to achieve higher resolutions at
the fluid-solid boundaries (Fig. 10a). The fluid mesh has the same dimensions
as the solid mesh, contains 1’433’019 nodes and is also refined in the fracture
region (Fig. 10b).
All boundary conditions are shown in Fig. 9b. Notably, the system is
compressed by applying displacements of 0.0 to 0.6 mm in the negative
z-direction at the top and displacements of 0.0 to 0.6 mm in the z-direction
at the bottom. As the fractures are initially in an open state, this results in
increasing fracture closure over the course of the simulations. For the fluid
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Figure 9: System configuration: a) Fracture system configuration of the fluid
and the three solid bodies (top fracture body, fracture wedge between top
and bottom body, and bottom fracture body); and b) Boundary conditions
for the solid (top) and the fluid (bottom).
system, no-slip boundary conditions are applied at the top, bottom, front,
and back boundaries, while fluid pressures of 1 MPa (on the left side) and
0.0 MPa (on the right side) yield fluid flow through the fractures from the
left to the right.
Figure 10: Mesh geometries: a) Solid mesh and b) Refined fluid mesh.
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3.2.1 Fluid flow in fracture
Fig. 11 depicts the fluid flow velocity vector field in the fractures for zero
confining pressure. As can be expected from the previous example, the fluid
flows through the two branches from the left side and merges into the long
main fracture, where the fluid velocity magnitudes increase. Flow paths are
more tortuous due to the rough fracture surfaces. To observe the influences
of increasing normal loads on the fracture geometry, we plot von Mises
stresses inside the solid for different normal loading scenarios in Fig. 12. The
magnitude of stresses focuses around the contact areas in the fractures and
increases gradually during the loading process. This results in incrementally
smaller apertures and increased contact areas, from which we expect that
the area and magnitude of the fluid flow vector field also decreases.
Figure 11: Fluid field in the fractures under zero confining pressure.
To get a better understanding of the overall fluid flow in the system,
we plotted aperture fields and flow rate magnitude in the three fractures in
Fig. 13 at different stages of the loading process. To this end, we summed
the fluid flow rates in the z-direction, which allows the visual observation of
the flow field evolution with fracture closure (Fig. 13b). For comparison, we
plot the respective aperture fields on the right of the flow fields in Fig. 13c,
where regions in contact, or almost in contact, are shown in black, while
areas, where the fracture is open, are shown in white. As expected, fluid
flow concentrates in regions of large aperture, which become more scattered
as the fractures close more. Merging of the fluid flow fields can be observed
in the transition regions, where the right sides of fracture planes (1) and
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Figure 12: Von Mises stress distribution around the contact area under
increasing confining pressure.
(2) merge with the left side of fracture plane (3). Since the whole system is
subjected to symmetric closure from the top and bottom, the single fracture
plane (Plane 3) closes notably more, compared to the two fracture planes,
which are located above one another (Planes 1 and 2). This is caused by
the similarity of the average apertures in all three fractures in the original
system geometry. However, once the system is compressed by a finite solid
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displacement, this displacement is distributed to two fracture planes on the
left side and one fracture plane on the right side. This results in more closure
in the single, long fracture on the right, while the shorter fracture planes
only close partially.
4 Conclusions
In this article we have combined concepts of the fictitious domain method,
modelling techniques for linear elastic contact, incompressible fluid flow, and
variational transfer operators. We tested our fictitious domain method in
a series of applications with increasing complexity to simulate fluid flow
in intersecting fractures. Variational transfer operators were employed for
the transfer of physical variables between the solid and fluid, mapping the
displacements between the non-matching surface meshes at the contact
boundaries for the solid problem and for the generation of the fluid meshes.
The results show, that the approach is capable of capturing fluid-solid
boundaries of realistic fracture geometries with both complex fracture surface
topographies, as well as complex fracture intersection configurations. This
includes complex flow behaviour, such as merging of flow from two fractures
into one fracture, flow channelling around contact regions or regions of low
aperture and splitting of flow rates when fracture branches are encountered.
The presented approach further demonstrated its ability to couple fluid flow
and mechanical behaviour, which was tested by subjecting a complex fracture
intersection geometry to increasing normal load. The latter constituted a
multi-body contact problem, coupled with fluid flow. There, the increasing
closure of the fracture planes and corresponding decrease of fracture aperture
fields coincided with increased fluid flow channelling.
The presented application demonstrates that concepts of the fictitious
domain method and variational transfer operators can be applied to geophys-
ical problems. The usage of transfer operators has allowed the coupling of
different physical phenomena on different geometries, with the combination
of solid and fluid mechanics. Thanks to the modularity of the presented ap-
proach, it can be extended to frictional contact, thermal processes, nonlinear
materials or other physical processes, and thereby serves as a highly valuable
tool for geophysical applications.
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Figure 13: Fluid flow field and aperture distribution in the fracture inter-
section system, consisting of three fracture planes: a) Fracture plane labels
with: (1) top short fracture, (2) bottom short fracture, and (3) long fracture;
b) Volumetric fluid flow rates; and c) Aperture field.
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