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Abstract
In this paper we answer several questions raised by Sidorov on the set B2 of bases in which there
exist numbers with exactly two expansions. In particular, we prove that the set B2 is closed, and it
contains both infinitely many isolated and accumulation points in (1, qKL), where qKL ≈ 1.78723
is the Komornik-Loreti constant. Consequently we show that the second smallest element of B2
is the smallest accumulation point of B2. We also investigate the higher order derived sets of B2.
Finally, we prove that there exists a δ > 0 such that
dimH(B2 ∩ (qKL, qKL + δ)) < 1,
where dimH denotes the Hausdorff dimension.
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expansion, Hausdorff dimension
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1. Introduction
In this paper we consider expansions
((ci))q :=
∞∑
i=1
ci
qi
= x
over the alphabet {0, 1} in some base q > 1. The sequence (ci) = c1c2 · · · is called a q-expansion
of x. Such an expansion may exist only if x ∈ Iq := [0, 1/(q − 1)].
If q > 2, then every expansion is unique by an elementary argument, but not every x ∈ Iq
has an expansion. If q ∈ (1, 2], then every x ∈ Iq has at least one expansion. For example, in
the well-known integer base case q = 2 all numbers have a unique expansion, except the dyadic
rational numbers that have two. Henceforth we assume that q ∈ (1, 2].
Expansions in non-integer bases q ∈ (1, 2) are more complicated than that in the integer base
q = 2. Erdős et al. discovered in [10, 11, 12] that for any k ∈ N ∪ {ℵ0} there exist q ∈ (1, 2) and
x ∈ Iq such that x has precisely k different q-expansions. Furthermore, in case q ∈ (1, ϕ), where
ϕ ≈ 1.61803 denotes the Golden Ratio, every x ∈ (0, 1/(q − 1)) has a continuum of q-expansions.
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Later, Sidorov proved in [26] that for any q ∈ (1, 2) Lebesgue almost every x ∈ Iq has a continuum
of q-expansions (see also [5]).
Many works have been devoted to unique expansions. Komornik and Loreti proved in [19] that
there is a smallest base qKL ≈ 1.78723 in which x = 1 has a unique expansion. Subsequently,
Glendinning and Sidorov discovered that the Komornik–Loreti constant qKL plays an important
role in describing the size of the univoque sets
Uq := {x ∈ Iq : x has a unique q-expansion}, q ∈ (1, 2].
They proved in [14] the following interesting results:
• if 1 < q ≤ ϕ, then Uq = {0, 1/(q − 1)};
• if ϕ < q < qKL, then Uq is countably infinite;
• if q = qKL, then Uq is uncountable and has zero Hausdorff dimension;
• if qKL < q ≤ 2, then dimH Uq > 0, where dimH denotes the Hausdorff dimension.
We point out that Uq has a fractal structure for q ∈ (qKL, 2). The authors and Li proved in [18]
that the function q 7→ dimH Uq has a Devil’s staircase behavior.
Based on the classification of the bases q ∈ (1, 2] by Komornik and Loreti [20], the topology
of the univoque sets Uq was studied by de Vries and Komornik in [7]. They proved among others
that Uq is closed if and only if q /∈ U , where U is the topological closure of
U := {q ∈ (1, 2] : 1 ∈ Uq}.
In other words, U is the set of univoque bases q ∈ (1, 2] for which 1 has a unique expansion. An
element of U is called a univoque base. As mentioned above, the smallest univoque base is qKL.
The set U itself is also of general interest. Erdős et al. proved in [11] that U is a Lebesgue null
set of first category. Later, Daróczy and Kátai proved in [6] that U has full Hausdorff dimension.
The topological structure of U was clarified in [20]. In particular, the authors proved that U is a
Cantor set, and U \U is a countable and dense subset of U . Recently, Bonanno et al. investigated
in [4] the connections between U , α-continued fractions, unimodal maps and even the external
rays of the Mandelbrot set.
For more information on the sets Uq and U we refer to the survey paper [15] and the book
chapter [8].
Sidorov initiated in [27] the study of the sets
Bk := {q ∈ (1, 2] : ∃ x ∈ Iq having precisely k different q-expansions}
for k = 2, 3, . . . and k = ℵ0. In particular, he has obtained the following important results for the
set B2.
Theorem 1.1 (Sidorov, 2009).
(i) q ∈ B2 ⇐⇒ 1 ∈ Uq − Uq;
(ii) U ⊂ B2;
(iii) [ϕ3, 2] ⊂ B2, where ϕ3 ≈ 1.83929 denotes the Tribonacci number, i.e., the positive zero of
q3 − q2 − q − 1;
(iv) the smallest two elements of B2 are
qs ≈ 1.71064 and qf ≈ 1.75488,
the positive zeros of the polynomials q4 − 2q2 − q − 1 and q3 − 2q2 + q − 1 respectively.
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Theorem 1.1 (ii) was also contained in [7, Theorem 1.3].
Until now very little is known about the sets Bk. Sidorov proved in [27] that Bk contains a
left neighborhood of 2 for each k ≥ 2. Baker and Sidorov proved in [3] that the second smallest
element qf of B2 is the smallest element of Bk for each k ≥ 3. It follows from the results of Erdős
et al. [10, 11] that the Golden Ratio ϕ is the smallest element of Bℵ0 . Recently, Baker proved in
[2] that Bℵ0 has a second smallest element which is strictly smaller than the smallest element qs
of B2. Based on his work Zou and Kong proved in [29] that Bℵ0 is not closed.
The purpose of this paper is to continue the investigations on the set B2. We answer in
particular the following questions of Sidorov [27]:
Q1. Is B2 a closed set?
Q2. Is B2 ∩ (1, qKL) a discrete set?
Q3. Is it true that
dimH(B2 ∩ (qKL, qKL + δ)) < 1
for some δ > 0?
Some ideas of this paper might be useful for the future study of Bk with k ≥ 3.
Motivated by the work of de Vries and Komornik [7] (see also [16]) we introduce the sets
Vq := {x ∈ Iq : x has at most one doubly infinite q-expansion} , q ∈ (1, 2].
Here and in the sequel an expansion is called infinite if it does not end with 10∞ (it does not have
a last one digit), and doubly infinite if it does not end with 01∞ or 10∞ (it has neither a last one
digit, nor a last zero digit).
Remark 1.2. If q is not an integer, then each x ∈ Iq has a doubly infinite q-expansion, namely
its quasi-greedy expansion. See also [28].
We recall from [7] that Vq is closed, and
Uq ⊆ Uq ⊆ Vq
for all q ∈ (1, 2], where Uq denotes the topological closure of Uq.
Using these sets we add two new characterizations of B2 to Theorem 1.1 (i):
Theorem 1.3. The following conditions are equivalent:
(i) q ∈ B2;
(ii) 1 ∈ Uq − Uq;
(iii) 1 ∈ Uq − Uq;
(iv) 1 ∈ Vq − Vq and q 6= ϕ.
In order to state our next results we recall from [20] and [16] the notation
V := {q ∈ (1, 2] : 1 ∈ Vq};
this is the set of bases q ∈ (1, 2] in which 1 has a unique doubly infinite q-expansion.
Remark 1.4. The number x = 1 always has a doubly infinite q-expansion, namely its quasi-greedy
expansion, even in integer bases.
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We recall from [20] that V is closed, and that
U ⊂ U ⊂ V .
The smallest element of V is the Golden Ratio ϕ, while the smallest element of U (and U) is qKL.
Furthermore, the difference set U \ U is countably infinite and dense in U , and the difference set
V \ U is discrete, countably infinite and dense in V .
We recall from [7, 9] that (1, 2]\U = (1, 2)\U is the disjoint union of its connected components
(q0, q
∗
0), where q0 runs over {1} ∪ (U \ U) and q
∗
0 runs over a proper subset U
∗ of U . Since the
Komornik–Loreti constant qKL is the smallest element of U , the first connected component is
(1, qKL).
We recall that each left endpoint q0 is an algebraic integer, and each right endpoint q
∗
0 , called
a de Vries–Komornik number, is a transcendental number; see Kong and Li [21].
We also recall that for each component, V ∩ (q0, q∗0) is formed by an increasing sequence
q1 < q2 < · · · of algebraic integers, converging to q∗0 . For example, the first two elements of V in
the first connected component (1, qKL) are the Golden Ratio ϕ and the second smallest element
qf of B2; see also Example 2.6 below.
Now we state our basic results on B2:
Theorem 1.5.
(i) The set B2 is compact.
(ii) V \ {ϕ} ⊂ B2.
(iii) Each element of V \ {ϕ} is an accumulation point of B2. Hence B2 has infinitely many
accumulation points in each connected component (q0, q
∗
0) of (1, 2) \ U .
(iv) The smallest accumulation point of B2 is its second smallest element qf .
(v) B2 ∩ (1, qKL) contains only algebraic integers, and hence it is countable.
(vi) B2 has infinitely many isolated points in (1, qKL), and they are dense in B2 ∩ (1, qKL).
Remarks 1.6.
• Theorem 1.5 (i) answers positively Sidorov’s question Q1.
• Theorem 1.5 (ii) improves Theorem 1.1 (ii) because U (and even U) is a proper subset of
V \ {ϕ}.
• Since (1, qKL) is a connected component of (1, 2) \ U , Theorem 1.5 (iii) answers negatively
Sidorov’s question Q2.
• Theorem 1.5 (iv) answers partially a question of Baker and Sidorov [3] about the smallest
accumulation point of Bk for k ≥ 2. We recall that the smallest accumulation point qf of B2
is the smallest element of Bk for all k ≥ 3.
• Theorem 1.5 (v) strengthens a result of Sidorov [27] stating that B2 ∩ (1, qKL) contains only
algebraic numbers.
In the following theorem we show that B2 contains infinitely many accumulation points of all
finite orders in (1, qKL). For this we introduce the derived sets B
(0)
2 ,B
(1)
2 , . . . by induction, setting
B
(0)
2 := B2, and then
B
(j+1)
2 = {q ∈ (1, 2] : q is an accumulation point of B
(j)
2 }
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for j = 0, 1, . . . .
All these sets are compact by Theorem 1.5 (i) and a general property of derived sets. Since
B2 = B
(0)
2 ⊇ B
(1)
2 ⊇ B
(2)
2 ⊇ · · · ,
the derived set
B
(∞)
2 := ∩
∞
j=0B
(j)
2
of infinite order is also well defined, non-empty and compact.
Theorem 1.7.
(i) U ⊂ B
(∞)
2 .
(ii) V \ {ϕ} ⊂ B
(2)
2 .
(iii) minB
(1)
2 = minB
(2)
2 = qf .
(iv) All sets B2,B
(1)
2 ,B
(2)
2 , . . . have infinitely many accumulation points in each connected compo-
nent (q0, q
∗
0) of (1, 2] \ U .
(v) If q1 < q2 < · · · are the elements of V ∩ (1, qKL), then
qj+1 ≤ minB
(2j)
2 < q2j+1 for all j ≥ 0,
and hence
minB
(j)
2 ր minB
(∞)
2 = qKL as j →∞.
(vi) For each j = 0, 1, . . . , B
(j)
2 ∩ (1, qKL) has infinitely many isolated points, and they are dense
in B
(j)
2 ∩ (1, qKL).
Remark 1.8. Theorem 1.7 (iv) provides a negative answer to the question Q2 even if we replace
B2 by B
(j)
2 .
Our last result is related to the local dimension of B2.
Theorem 1.9. For any q ∈ B2 we have
lim
δ→0
dimH
(
B2 ∩ (q − δ, q + δ)
)
≤ 2 dimH Uq.
Remarks 1.10.
• We recall from [18] that the dimension function q 7→ dimH Uq is continuous, and vanishes
at the Komornik–Loreti constant qKL (see also Lemma 2.4 below). Since qKL ∈ U ⊂ B2, by
Theorem 1.5 (v) and Theorem 1.9 there exists a δ > 0 such that
dimH(B2 ∩ (qKL, qKL + δ)) = dimH(B2 ∩ (qKL − δ, qKL + δ)) < 1.
This answers affirmatively Sidorov’s question Q3.
• A related result, recently obtained in [22], states that
dimH
(
B2 ∩ (qKL, qKL + δ)
)
> 0 for all δ > 0.
The rest of the paper is arranged in the following way. In Section 2 we recall some results from
unique expansions. Based on the properties of unique expansions we describe the set B2 in Section
3. In Section 4 we prove Theorem 1.3, and the first parts of Theorems 1.5 and 1.7. Section 5 is
devoted to the detailed description of unique expansions. This important tool is extensively used
in the rest of the paper. The remaining parts of Theorems 1.5 and 1.7 are proved in Sections 6
and 7, and the proof of Theorem 1.9 is given in Section 8. In the final section 9 we formulate some
open questions related to the results of this paper.
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2. Unique expansions
In this section we recall several results on unique expansions that will be used to prove our main
theorems. Let {0, 1}∞ be the set of sequences (di) = d1d2 · · · with elements di ∈ {0, 1}. Let σ be
the left shift on {0, 1}∞ defined by σ((di)) := (di+1). Then ({0, 1}
∞ , σ) is a full shift. Accordingly,
let {0, 1}∗ denote the set of all finite strings of zeros and ones, called words, together with the
empty word denoted by ǫ. For a word c = c1 · · · cm ∈ {0, 1}
∗
we denote by ck = (c1 · · · cm)
k the
k-fold concatenation of c with itself, and by c∞ = (c1 · · · cm)∞ the periodic sequence with period
block c. For a word c = c1 · · · cm we set
c+ := c1 · · · cm−1(cm + 1)
if cm = 0, and
c− := c1 · · · cm−1(cm − 1)
if cm = 1. The reflection of a word c = c1 · · · cm is defined by the formula
c := (1− c1) · · · (1 − cm),
and the reflection of a sequence (di) ∈ {0, 1}
∞
is defined by
(di) = (1− d1)(1− d2) · · · .
In this paper we use lexicographical orderings <, ≤, > and ≥ between sequences and words.
Given two sequences (ci), (di) ∈ {0, 1}
∞
we write (ci) < (di) or (di) > (ci) if there exists an n ∈ N
such that c1 · · · cn−1 = d1 · · · dn−1 and cn < dn. Furthermore, we write (ci) ≤ (di) or (di) ≥ (ci)
if (ci) < (di) or (ci) = (di). Finally, for two words u,v ∈ {0, 1}
∗ we write u < v or v > u if
u0∞ < v0∞.
Now we recall some notations and results from unique expansions. Given a base q ∈ (1, 2] we
denote by β(q) = (βi(q)) the lexicographically largest (called greedy) expansion of 1 in base q.
Accordingly, we denote by
α(q) = α1(q)α2(q) · · ·
the lexicographically largest infinite (called quasi-greedy) expansion of 1 in base q. Here an ex-
pansion is infinite if it has infinitely many one digits. If β(q) = β1(q) · · ·βn(q)0∞ with βn(q) = 1,
then α(q) is periodic and α(q) = (β1(q) · · ·βn(q)−)∞.
The following Parry type property (see [25]) of α(q) was given in [1]:
Lemma 2.1. The map q 7→ α(q) is a strictly increasing bijection from (1, 2] onto the set of all
infinite sequences (ai) ∈ {0, 1}
∞
satisfying
an+1an+2 · · · ≤ a1a2 · · · whenever an = 0.
We recall that Uq is the set of x ∈ [0, 1/(q − 1)] having a unique q-expansion. We denote by
U ′q the set of expansions of all x ∈ Uq. The following lexicographical characterization is a simple
variant of another one given by Erdős et al. [10].
Lemma 2.2. Let q ∈ (1, 2]. Then (ci) ∈ U ′q if and only if
cn+1cn+2 · · · < α(q) whenever cn = 0,
cn+1cn+2 · · · < α(q) whenever cn = 1.
Lemmas 2.1 and 2.2 imply that the set-valued map q 7→ U ′q is increasing, i.e., U
′
p ⊆ U
′
q if p < q.
We recall that Vq is the set of x ∈ Iq having at most one doubly infinite q-expansion. The
following lexicographical characterization of Vq was given in [7].
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Lemma 2.3. Let q ∈ (1, 2]. Then x ∈ Vq if and only if x has a q-expansion (ci) satisfying
cn+1cn+2 · · · ≤ α(q) whenever cn = 0,
cn+1cn+2 · · · ≤ α(q) whenever cn = 1.
Lemma 2.3 implies that Vq is closed for any q ∈ (1, 2]. Then using Lemma 2.2 we conclude that
Uq ⊆ Uq ⊆ Vq for every q ∈ (1, 2].
Moreover, the difference set Vq \ Uq is at most countable. It might happen that Vq = Uq (see
Lemma 2.8 below).
For any n ≥ 1 let Ln(U ′q) be the set of length n subwords of sequences in U
′
q, and let #A denote
the cardinality of a set A. Then the topological entropy of U ′q is defined by
htop(U
′
q) = lim
n→∞
log#Ln(U ′q)
n
= inf
n≥1
log#Ln(U ′q)
n
.
The above limit exists for each q > 1 by [18, Lemma 2.1]. Moreover, the following lemma was
proved in [18]:
Lemma 2.4. The Hausdorff dimension of Uq is given by
dimH Uq =
htop(U
′
q)
log q
for every q ∈ (1, 2]. Furthermore, the dimension function D : q 7→ dimH Uq has a Devil’s staircase
behavior:
• D is continuous, and has bounded variation in (1, 2];
• D′ < 0 almost everywhere in [qKL, 2];
• D(q) = 0 for all 1 < q ≤ qKL, and D(q) > 0 for all q > qKL.
We recall that U is the set of bases q ∈ (1, 2] in which 1 has a unique q-expansion, and V is
the set of bases q ∈ (1, 2] in which 1 has a unique doubly infinite q-expansion.
The following lexicographical characterizations of U , its closure U and V are due to Komornik
and Loreti [20] (see also, [9]).
Lemma 2.5.
(i) q ∈ U \ {2} if and only if α(q) = (αi(q)) satisfies
α(q) < αn+1(q)αn+2(q) · · · < α(q) for all n ≥ 1.
(ii) q ∈ U if and only if α(q) = (αi(q)) satisfies
α(q) < αn+1(q)αn+2(q) · · · ≤ α(q) for all n ≥ 1.
(iii) q ∈ V if and only if α(q) = (αi(q)) satisfies
α(q) ≤ αn+1(q)αn+2(q) · · · ≤ α(q) for all n ≥ 1. (2.1)
Example 2.6. For the first two elements of V we have α(ϕ) = (10)∞ and α(qf ) = (1100)∞.
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By Lemma 2.5 it is clear that U ⊂ U ⊂ V . Furthermore, V is closed. In order to prove our
main results we will also need the following topological properties of U ,U and V (see [20]):
Lemma 2.7.
(i) U \ U is a countable dense subset of U , and V \ U is a discrete dense subset of V.
(ii) For each q ∈ U \ U there exists a sequence (pn) in U that pn ր q as n→∞.
(iii) For each q ∈ U \ U the quasi-greedy expansion α(q) is periodic.
(iv) For each q ∈ V \ (U ∪ {ϕ}) there exists a word a1 · · · am with m ≥ 2 such that
α(q) = (a1 · · ·a
+
m a1 · · · a
+
m)
∞,
where (a1 · · ·am)∞ satisfies (2.1).
Finally, we recall from [7] the following relation between the sets U ,V ,Uq,Uq and Vq.
Lemma 2.8.
(i) Uq is closed if and only if q ∈ (1, 2] \ U .
(ii) Uq = Uq = Vq if and only if q ∈ (1, 2] \ V.
(iii) Let (r1, r2) be a connected component of (1, 2] \ V. Then U ′q = U
′
r2
for all q ∈ (r1, r2].
3. Description of B2
In this section we describe the set B2 by using unique expansions. The following result is
essentially equivalent to Theorem 1.1 (i):
Lemma 3.1. A number q ∈ (1, 2] belongs to B2 if and only if there exist two sequences (ci), (di) ∈
U ′q satisfying the equality
(1(ci))q = (0(di))q. (3.1)
Proof. The sufficiency of the condition (3.1) is obvious. Conversely, assume that a real number
x has exactly two q-expansions, say (ai) and (bi). Then, assuming by symmetry that (ai) >
(bi) lexicographically, there exists a first index n such that an 6= bn. Then an = 1, bn = 0,
(an+i), (bn+i) ∈ U ′q, and (3.1) is satisfied with (ci) = (an+i) and (di) = (bn+i). 
For each q ∈ (1, 2] we define
A′q :=
{
(ci) ∈ U
′
q : c1 = 0
}
.
Each sequence (ci) ∈ A′q satisfies
cn+1cn+2 · · · < α(q) for any n ≥ 0,
and
U ′q =
⋃
c∈A′q
{c, c}
by Lemma 2.2.
In the following improvement of Lemma 3.1 we use only sequences from A′q:
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Lemma 3.2. A number q ∈ (1, 2] belongs to B2 if and only if q is a zero of the function
fc,d(q) := (1c)q + (1d)q − (1
∞)q
for some c,d ∈ A′q.
Proof. Let q ∈ (1, 2]. Since U ′q =
⋃
c∈A′q
{c, c}, by Lemma 3.1 we have q ∈ B2 if and only if q
satisfies one of the following equations for some c,d ∈ A′q:
(1c)q = (0d)q, (1c)q = (0d)q, (1c)q = (0d)q and (1c)q = (0d)q.
It follows by reflection that the first and the forth equalities are equivalent. It remains to prove
that the first and the third equalities never hold.
Since d ∈ A′q, by Lemma 2.2 we have
(0d)q < (00α(q))q < (10
∞)q ≤ (1c)q.
Similarly, (0d)q < (1c)q. This implies that q ∈ B2 if and only if q is a zero of the function
fc,d(q) = (1c)q − (0d)q = (1c)q + (1d)q − (1
∞)q.

In view of Lemma 3.2 we are led to investigate the functions fc,d for c,d ∈ A′q.
Lemma 3.3. Let q ∈ (1, 2] and c,d ∈ A′q.
(i) The function fc,d is continuous and symmetric: fc,d = fd,c.
(ii) If c˜ ∈ A′q and c˜ > c, then fc˜,d > fc,d.
(iii) If d˜ ∈ A′q and d˜ > d, then fc,d˜ > fc,d.
(iv) fc,d(2) ≥ 0.
Proof. (i) follows from the definition of fc,d, (ii) follows from the definition of fc,d and the
property of unique expansions that
(1c˜)q > (1c)q
for any c˜, c ∈ A′q with c˜ > c. (iii) follows from (i) and (ii). Finally, (iv) follows from (ii), (iii) and
the equality
fc,d(2) = (10
∞)2 + (10
∞)2 − (1
∞)2 = 0
when c = d = 0∞ (the lexicographically smallest element of A′q). 
Lemma 3.2 states that each q ∈ B2 is a zero of the function fc,d for some c,d ∈ A′q. We prove
in our next lemma that no function fc,d with c,d ∈ A
′
q can provide more than one element of
B2 ∩ [q, 2].
Since B2∩(1, qf ) contains only one element by Theorem 1.1 (iv): the positive zero qs ≈ 1.71064
of q4 − 2q2 − q − 1, henceforth we restrict our attention to the set B2 ∩ [qf , 2].
Lemma 3.4. Let q ∈ [qf , 2] and c,d ∈ A′q.
(i) If c ≥ 010∞ or d ≥ 010∞, then fc,d(q) > 0.
(ii) If c ≥ 0310∞ and d ≥ 0210∞, or c ≥ 0210∞ and d ≥ 0310∞, then fc,d(q) > 0.
9
cd
0∞
010∞
0210∞
0310∞
010∞0210∞0310∞
(iii)
(ii)
(i)
Figure 1: Different cases of Lemma 3.4.
(iii) In all other cases the function fc,d is strictly increasing in [q, 2].
Proof. (i) Let q ∈ [qf , 2]. Applying Lemma 2.2 we see that 0∞ is the lexicographically smallest
element of A′q and 010
∞ /∈ A′q. In view of Lemma 3.3 it suffices to prove that
fc,d(q) ≥ 0 when c = 010
∞ and d = 0∞.
This follows from the following computation:
fc,d(q) = (1010
∞)q + (10
∞)q − (1
∞)
=
2
q
+
1
q3
−
1
q − 1
=
q3 − 2q2 + q − 1
q3(q − 1)
≥ 0.
The last inequality holds because
q3 − 2q2 + q − 1 ≥ q3f − 2q
2
f + qf − 1 = 0.
(ii) We recall that ϕ3 ≈ 1.83929 is the Tribonacci number, the positive zero of q3 − q2 − q− 1.
We distinguish the following two cases: (a) q ∈ [qf , ϕ3] and (b) q ∈ [ϕ3, 2].
Case (a): q ∈ [qf , ϕ3]. Since α(ϕ3) = (110)∞, by Lemma 2.1 we have α(q) ≤ (110)∞. Then by
Lemma 2.2 it follows that if c ∈ A′q with c ≥ 0
k10∞ for some k ≥ 0, then c ≥ 0k(100)∞. In view
of Lemma 3.3 it suffices to prove
fc,d(q) > 0 when c = 0
3(100)∞ and d = 02(100)∞.
This follows from the following observation:
fc,d(q) = (10
3(100)∞)q + (10
2(100)∞)q − (1
∞)q
=
2
q
+
1
q2(q3 − 1)
+
1
q(q3 − 1)
−
1
q − 1
=
q4 − q3 − q2 − q + 1
q2(q3 − 1)
> 0.
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Here the last inequality follows by using the inequalities
q4 − q3 − q2 − q + 1 ≥ q4f − q
3
f − q
2
f − qf + 1 = 2− qf > 0.
Case (b): q ∈ [ϕ3, 2]. By Lemma 3.3 it suffices to prove that
fc,d(q) > 0 when c = 0
310∞ and d = 0210∞.
This follows from the following computation:
fc,d(q) = (10
310∞)q + (10
210∞)q − (1
∞)q
=
2
q
+
1
q4
+
1
q5
−
1
q − 1
=
q5 − 2q4 + q2 − 1
q5(q − 1)
> 0.
The last inequality follows by using q ≥ ϕ3 and ϕ33 = ϕ
2
3 + ϕ3 + 1:
q5 − 2q4 + q2 − 1 ≥ ϕ53 − 2ϕ
4
3 + ϕ
2
3 − 1
= −ϕ43 + ϕ
3
3 + 2ϕ
2
3 − 1 = ϕ
2
3 − ϕ3 − 1 > 0.
(iii) Let q ∈ [qf , 2] and p1, p2 ∈ [q, 2] with p1 < p2. We will prove the inequality fc,d(p1) <
fc,d(p2) by distinguishing two cases again (see Figure 1).
First case: c < 0310∞ and d < 010∞, or c < 010∞ and d < 0310∞. Observe that for any
sequence (ai) ∈ {0, 1}
∞
and for any positive integer n the elementary inequality
0 ≤ (a1a2 · · · )p1 − (a1a2 · · · )p2 ≤ (a1 · · · an1
∞)p1 − (a1 · · · an1
∞)p2 (3.2)
holds. By Lemma 3.3 it suffices to prove that
fc,d(p1) < fc,d(p2) when c ≤ 0
41∞ and d ≤ 021∞.
Using (3.2) with n = 5 and n = 3 we get
fc,d(p2)− fc,d(p1) = [(1c)p2 − (1c)p1 ] + [(1d)p2 − (1d)p1 ]− [(1
∞)p2 − (1
∞)p1 ]
≥ [(1041∞)p2 − (10
41∞)p1 ] + [(10
21∞)p2 − (10
21∞)p1 ]
− [(1∞)p2 − (1
∞)p1 ]
= [(1041∞)p2 + (10
21∞)p2 − (1
∞)p2 ]− [(10
41∞)p1 + (10
21∞)p1 − (1
∞)p1 ].
The required inequality fc,d(p2) > fc,d(p1) follows by observing that the function
g1(x) := (10
41∞)x + (10
21∞)x − (1
∞)x =
x5 − 2x4 + x2 + 1
x5(x− 1)
is strictly increasing in [qf , 2].
Second case: c < 0210∞ and d < 0210∞. Now using (3.2) with n = 4 we get, similarly to the
first case, the inequality
fc,d(p2)− fc,d(p1) ≥ [2(10
31∞)p2 − (1
∞)p2 ]− [2(10
31∞)p1 − (1
∞)p1 ].
Note that the function
g2(x) := 2(10
31∞)x − (1
∞)x =
x4 − 2x3 + 2
x4(x− 1)
is strictly increasing in [qf , 2]. Therefore we conclude that fc,d(p2) > fc,d(p1). 
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Let q ∈ [qf , 2] and set
Ω′q :=
{
(c,d) ∈ A′q ×A
′
q : fc,d(q) ≤ 0
}
.
If (c,d) ∈ Ω′q, then fc,d has a unique root in [q, 2] by Lemmas 3.3 (iv) and 3.4, and this root,
denoted by qc,d, belongs to B2 by Lemma 3.2. We have
B2 ∩ [q, 2] =
⋃
p∈[q,2]
{
qc,d : (c,d) ∈ Ω
′
p
}
.
An element of B2 ∩ [qf , 2] may have multiple representations: see Remark 4.2 below.
Lemma 3.5. Let q ∈ [qf , 2].
(i) If (c,d), (c˜,d) ∈ Ω′q and c˜ > c, then qc˜,d < qc,d;
(ii) If (c,d), (c, d˜) ∈ Ω′q and d˜ > d, then qc,d˜ < qc,d.
Proof. By symmetry we only prove (i).
Let (c,d), (c˜,d) ∈ Ω′q with c˜ > c. Applying Lemma 3.3 and using the definitions of qc,d, qc˜,d
we have
fc˜,d(qc˜,d) = 0 = fc,d(qc,d) = (1c)qc,d + (1d)qc,d − (1
∞)qc,d
< (1c˜)qc,d + (1d)qc,d − (1
∞)qc,d
= fc˜,d(qc,d).
Since fc˜,d is strictly increasing in [q, 2] by Lemma 3.4, we conclude that qc˜,d < qc,d. 
4. Proof of Theorem 1.3, Theorem 1.5 (i)-(iv) and Theorem 1.7 (i)-(iii)
We recall that V is the set of bases q ∈ (1, 2] in which 1 has a unique doubly infinite q-expansion;
equivalently, V = {q ∈ (1, 2] : 1 ∈ Vq}. In this section we show that V \ {ϕ} ⊂ B2. Based on this
observation we give new characterizations of B2 (Theorem 1.3). We also show that B2 is closed,
V \ {ϕ} ⊂ B
(2)
2 , and we conclude that the second smallest element qf of B2 is also the smallest
accumulation point of B2 (Theorem 1.5).
We recall that U is the set of univoque bases q ∈ (1, 2] in which 1 has a unique q-expansion,
i.e., U = {q ∈ (1, 2] : 1 ∈ Uq}. First we show that its topological closure U is a subset of B2:
Lemma 4.1. We have U ⊂ B2, and even U ⊂ B
(∞)
2 .
Proof. Since U is a Cantor set and therefore U
(∞)
= U , it suffices to prove that U ⊂ B2.
Furthermore, since U ⊂ B2 by Theorem 1.1, it suffices to prove that U \ U ⊂ B2.
Take q ∈ U \ U arbitrarily. By Lemma 2.7 (iii) there exists a word a1 · · ·am such that
α(q) = (a1 · · · am)
∞.
Suppose that m is the smallest period of α(q). Then m ≥ 2, and the greedy q-expansion of 1 is
given by β(q) = a1 · · · a+m0
∞. Observe that σn(β(q)) < β(q) for all n ≥ 1 (cf. [25]). Then applying
Lemma 2.5 (ii) it follows that
a1 · · · am−i ≤ ai+1 · · · am < ai+1 · · · a
+
m ≤ a1 · · ·am−i for all 0 < i < m. (4.1)
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Since q ∈ U \ U , by Lemmas 2.1 and 2.7 (ii) there exists a p ∈ U ∩ (1, q) such that
α1(p) · · ·αm(p) = α1(q) · · ·αm(q) = a1 · · · am. (4.2)
In fact we could find infinitely many p ∈ U ∩ (1, q) satisfying (4.2). Now we claim that
c := a1 · · · a
+
mα1(p)α2(p) · · ·
belongs to A′q, where A
′
q is the set of sequences in U
′
q with a prefix 0.
First we prove that c ∈ U ′q. Since p ∈ U ∩ (1, q), by Lemmas 2.1 and 2.5 (i) it follows that
α(q) < α(p) ≤ σn(α(p)) ≤ α(p) < α(q) for any n ≥ 0.
Then by Lemma 2.2 it suffices to prove
α(q) < σi(c) < α(q) for any 0 < i < m.
By (4.1) it follows that for any 0 < i < m we have
ai+1 · · ·a
+
m < ai+1 · · · am ≤ a1 · · ·am−i,
which implies that σi(c) < α(q) for any 0 < i < m. Furthermore, by (4.1) we have
ai+1 · · ·a
+
m ≥ a1 · · · am−i and a1 · · ·ai ≥ am−i+1 · · · am.
This, together with (4.2), implies that
σi(c) = ai+1 · · · a
+
mα1(p)α2(p) · · ·
= ai+1 · · · a
+
ma1 · · ·aiαi+1(p)αi+2(p) · · ·
≥ a1 · · ·amα(p)
> a1 · · ·am α(q) = α(q);
the last equality holds because α(q) = (a1 · · ·am)∞. Therefore, c ∈ U ′q. Since a1 = 0, we conclude
that c ∈ A′q.
Now take d := 0mα(p). Then by the above reasoning we also have d ∈ A′q. In view of Lemma
3.2 the following calculation shows that q ∈ B2:
fc,d(q) = (1c)q + (1d)q − (1
∞)q
= (1a1 · · ·a
+
mα(p))q + (10
mα(p))q − (1
∞)q
= (2a1 · · ·a
+
m1
∞)q − (1
∞)q
= (10∞)q − (0a1 · · ·a
+
m0
∞)q = 0;
the last equality holds because β(q) = a1 · · · a+m0
∞. 
Remark 4.2. The proof of Lemma 4.1 shows that each q ∈ U \ U ⊂ B2 has infinitely many
representations, i.e., q = qc,d for infinitely many pairs (c,d) ∈ Ω′q.
The preceding lemma may be improved:
Lemma 4.3. V \ {ϕ} ⊂ B2.
Proof. By Lemma 4.1 it remains to prove that each q ∈ V \ (U ∪ {ϕ}) belongs to B2. Set
V ′ =
{
(ai) ∈ {0, 1}
∞
: (ai) ≤ (an+i) ≤ (ai) for all n ≥ 1
}
. (4.3)
By Lemmas 2.5 (iii) and 2.7 (iv) there exists a block a1 · · · am with m ≥ 2 such that
α(q) = (a1 · · · a
+
ma1 · · · a
+
m)
∞ ∈ V ′ and (a1 · · ·am)
∞ ∈ V ′.
We claim that
c = a1 · · · a
+
m(a1 · · · am)
∞
belongs to A′q.
Since both α(q) = (a1 · · · a+ma1 · · · a
+
m)∞ and (a1 · · · am)∞ belong to V ′, we have
ai+1 · · · a
+
m < ai+1 · · · am ≤ a1 · · · am−i
and
ai+1 · · · a
+
ma1 · · · ai ≥ a1 · · · am−i am−i+1 · · · am > a1 · · · a
+
m
for all 0 < i < m. This implies the relations
(a1 · · · a
+
ma1 · · · a
+
m)
∞ < σi(c) < (a1 · · · a
+
ma1 · · ·a
+
m)
∞
for all i > 0. Hence c ∈ U ′q. Since a1 = 0, we conclude that c ∈ A
′
q.
Let d := 02m(a1 · · · am)∞, then d ∈ A′q. We complete the proof of q ∈ B2 by showing that
fc,d(q) = 0. This follows from the following computation:
fc,d(q) = (1a1 · · · a
+
m(a1 · · · am)
∞)q + (10
2m(a1 · · ·am)
∞)q − (1
∞)q
= (2a1 · · · a
+
ma1 · · · am1
∞)q − (1
∞)q
= (10∞)q − (0a1 · · · a
+
ma1 · · · am0
∞)q = 0;
the last equality holds because β(q) = a1 · · · a+ma1 · · ·am0
∞. 
We recall that Uq is the set of x ∈ Iq having a unique q-expansion, Uq is its topological closure,
and Vq is the set of x ∈ Iq having at most one doubly infinite q-expansion. We also recall that
Uq ⊆ Uq ⊆ Vq for all q ∈ (1, 2].
Lemma 4.3 allows us to give new characterizations of B2:
Proposition 4.4. Set
C2 :=
{
q ∈ (1, 2] : 1 ∈ Uq − Uq
}
and D2 := {q ∈ (1, 2] : 1 ∈ Vq − Vq} .
Then B2 = C2 = D2 \ {ϕ}.
Proof. We already know from Theorem 1.1 (i) that
B2 = {q ∈ (1, 2] : 1 ∈ Uq − Uq} .
Since Uq ⊆ Uq ⊆ Vq for all q ∈ (1, 2], we have
B2 ⊆ C2 ⊆ D2. (4.4)
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Since Uq = Uq for all q ∈ (1, 2] \ U by Lemma 2.8 (i), we infer from Lemma 4.1 that
C2 ⊆ B2 ∪ U = B2.
Combining this with (4.4) we conclude that C2 = B2.
Next, since Vq = Uq for all q ∈ (1, 2] \ V by Lemma 2.8 (ii), using also Lemma 4.3 we obtain
that
D2 ⊆ B2 ∪ V = B2 ∪ {ϕ} .
Observe that the condition 1 ∈ Vq − Vq is satisfied for q = ϕ because 0, 1 ∈ Vϕ. This implies
that ϕ ∈ D2. Combining this with (4.4) and ϕ /∈ B2 we conclude that B2 = D2 \ {ϕ}. 
Lemma 4.5. B2 is compact.
Proof. Since B2 is bounded, it suffices to prove that its complement is open. Since by Theorem 1.1
(iv) that B2 has a smallest point qs ≈ 1.71064, it suffices to show that (qs, 2]\B2 is a neighborhood
of each of its points.
Fix q ∈ (qs, 2]\B2 arbitrarily. Since ϕ ≈ 1.61803 < qs, we have q /∈ V by Lemma 4.3. Consider
the connected component (r1, r2) of the open set (1, 2) \ V that contains q.
Since q /∈ U , by Lemma 2.8 (i) the set Uq is compact, and hence Uq − Uq is compact. Since by
Theorem 1.1 (i) that q /∈ B2 is equivalent to 1 /∈ Uq − Uq, hence dist(1,Uq − Uq) > 0.
By Lemma 2.8 (iii) we have U ′p = U
′
q for all p ∈ (r1, r2). Therefore the sets Up depend
continuously on p ∈ (r1, r2), and hence the inequality dist(1,Up−Up) > 0 remains valid in a small
neighborhood G of q. Then 1 /∈ Up − Up, i.e., p /∈ B2 for all p ∈ G. 
Next we improve Lemma 4.3: each q ∈ V \ {ϕ} is even an accumulation point of B2. In fact,
the following stronger result holds:
Lemma 4.6. V \ {ϕ} ⊂ B
(2)
2 .
Proof. In view of Lemma 4.1 it suffices to show that each q ∈ V \ (U ∪ {ϕ}) belongs to B
(2)
2 .
Take q ∈ V \ (U ∪ {ϕ}) arbitrarily. By Lemma 2.7 there exists a word a1 · · · am with m ≥ 2
such that
α(q) = (a1 · · · a
+
ma1 · · · a
+
m)
∞ ∈ V ′ and (a1 · · ·am)
∞ ∈ V ′,
where V ′ is defined in (4.3). The proof of Lemma 4.3 shows that q = qc,d, where
c = a1 · · ·a
+
m(a1 · · ·am)
∞ ∈ A′q and d = 0
2m(a1 · · ·am)
∞ ∈ A′q.
Set
dk = 0
2m(a1 · · · am)
k(a1 · · · a
+
ma1 · · · a
+
m)
∞, k = 1, 2, . . . .
We claim that dk ∈ A′p for all k ≥ 1 and p ∈ (q, 2].
It suffices to prove that
α(p) < σi((a1 · · · am)
k(a1 · · · a
+
ma1 · · · a
+
m)
∞) < α(p) for all i ≥ 0. (4.5)
Since (a1 · · · a
+
ma1 · · ·a
+
m)∞ = α(q) ∈ V ′ and α(p) > α(q), we infer from Lemmas 2.1 and 2.5 that
α(p) < α(q) ≤ σi((a1 · · · a
+
ma1 · · · a
+
m)
∞) ≤ α(q) < α(p) for all i ≥ 0.
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It remains to prove (4.5) for 0 ≤ i < mk. Since (a1 · · · am)∞ ∈ V ′ we have
a1 · · · a
+
m < ai+1 · · ·ama1 · · · ai < a1 · · · a
+
m for all 0 ≤ i < m,
and this implies (4.5).
We have shown that dk ∈ A′p for all p > q and k ≥ 1. Since dk < d, using the equality
α(q) = (a1 · · · a+ma1 · · ·a
+
m)∞ it follows that
fc,dk(q) = (1c)q + (1dk)q − (1
∞)q
= (1c)q + (10
2m(a1 · · ·am)
k+10∞)q − (1
∞)q
< (1c)q + (1d)q − (1
∞)q = fc,d(q) = 0.
By Lemma 3.4 this implies that fc,dk has a unique root qc,dk in (q, 2], and then it belongs to
B2. Since dk strictly increases to d as k → ∞, we conclude by Lemma 3.5 and continuity that
qc,dk ց q as k →∞.
By the same argument as above we can also show that for each fixed k ≥ 1,
qcℓ,dk ∈ B2, and qcℓ,dk ր qc,dk as ℓ→∞,
where
cℓ := a1 · · · a
+
m(a1 · · · am)
ℓ(a1 · · · a
+
ma1 · · ·a
+
m)
∞.
Therefore q ∈ B
(2)
2 . 
Now we apply the above results to prove some theorems stated in the introduction:
Proof of Theorem 1.3. We combine Proposition 4.4 and Theorem 1.1 (i). 
Proof of Theorem 1.5 (i)-(iv). (i)-(iii) were established in Lemmas 4.5, 4.3 and 4.6, respec-
tively.
(iv) We know that the smallest element qs of B2 is isolated. The second smallest element qf
of B2 belongs to V (it is the smallest element in V after ϕ), hence it is the smallest accumulation
point of B2 by the preceding lemma. Indeed, qf ≈ 1.75488 satisfies q4f = q
3
f + q
2
f + 1. Hence
α(qf ) = (1100)
∞, so that qf ∈ V \ {ϕ} by Lemma 2.5. 
Theorem 1.5 (v)-(vi) will be proved in Section 7 below.
Proof of Theorem 1.7 (i)-(iii). (i) and (ii) coincide with Lemmas 4.1 and 4.6, respectively.
(iii) follows from Lemma 4.6 and Theorem 1.5 (iv). 
Theorem 1.7 (iv)-(vi) will be proved in Sections 6 and 7 below.
5. Explicit description of unique expansions
In this section we give the detailed description of unique expansions. This will be used to
investigate the derived sets B
(j)
2 and B
(∞)
2 in the next sections.
We recall that U is a Cantor set, and its smallest element is the Komornik–Loreti constant
qKL. Furthermore, its complement is the union of countably many disjoint open intervals:
(1, 2] \ U = (1, 2) \ U =
⋃
(q0, q
∗
0), (5.1)
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where q0 runs over {1} ∪ (U \ U) and q∗0 runs over a proper subset U
∗ of U , formed by the de
Vries–Komornik numbers. The first connected component is (1, qKL). Each left endpoint q0 is an
algebraic integer, and each right endpoint q∗0 is a transcendental number.
Since q0 ∈ {1}∪ (U \U), we have α(q0) = (a1 · · · am)∞ with a smallest periodic block a1 · · · am
satisfying
ai · · ·ama1 · · · ai−1 ≤ a1 · · · a
+
m and ai · · ·a
+
ma1 · · · ai−1 ≤ a1 · · · a
+
m (5.2)
for all 0 < i ≤ m. This implies that β(q0) = a1 · · · a
+
m0
∞. Here we use the convention α(1) := 0∞
for q0 = 1, although 0
∞ is not a 1-expansion of 1. However β(1) = 10∞ is a 1-expansion of 1 in
the natural sense. (We have not defined q-expansions for q = 1.)
We will say that the interval (q0, q
∗
0) is the connected component of (1, 2] \ U generated by
a1 · · · am. In particular, the interval (1, qKL) is called the connected component of (1, 2] \ U
generated by the word a1 = 0.
We recall that V is the set of bases q ∈ (1, 2] such that 1 has a unique doubly infinite q-
expansion, and that U ⊂ V . Furthermore, for each connected component (q0, q∗0) of (1, 2] \ U , we
have
V ∩ (q0, q
∗
0) = {qn : n = 1, 2, . . .} ,
where q0 < q1 < q2 < · · · < q∗0 and qn ր q
∗
0 as n→∞. Therefore
(q0, q
∗
0) \ V =
∞⋃
n=0
(qn, qn+1).
Let (q0, q
∗
0) be the connected component of (1, 2] \ U generated by ω
−
0 = a1 · · · am. We define
a sequence of words recursively by the formulas ω0 := a1 · · ·a+m and
ωn+1 := ωnωn
+, n = 0, 1, . . . .
For example,
ω1 = a1 · · ·a
+
ma1 · · · am, and ω2 = a1 · · · a
+
ma1 · · · ama1 · · · a
+
ma1 · · · a
+
m.
Observe that ωn is a word of length 2
nm.
We recall from [20, 7, 9] the relations
α(qn) = (ω
−
n )
∞ = (ωn−1ωn−1)
∞, and β(qn) = ωn0
∞ (5.3)
for all n = 0, 1, . . . . It follows that the infinite sequence α(q∗0) = limn→∞ α(qn) begins with
ω0ω0
+ω0ω0 ω0ω
−
0 ω0ω0
+.
The construction shows that for q∗0 = qKL the quasi-greedy expansion α(q
∗
0) is the truncated
Thue-Morse sequence (see Section 7).
The main purpose of this section is to describe explicitly the difference sets U ′q \ U
′
q0
for all
q ∈ (q0, q∗0 ] for any connected component (q0, q
∗
0) of (1, 2] \ U .
We need the following result from [21]:
Lemma 5.1. Let (q0, q
∗
0) be a connected component of (1, 2]\U generated by ω
−
0 , and let (ci) ∈ U
′
q∗0
.
• If cℓ = 0 for some ℓ ≥ 1 and cℓ+1 · · · cℓ+2km = ωk for some k ≥ 0, then the next block of
length 2km is
cℓ+2km+1 · · · cℓ+2k+1m = ωk or cℓ+2km+1 · · · cℓ+2k+1m = ωk
+.
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• Symmetrically, if cℓ = 1 for some ℓ ≥ 1 and cℓ+1 · · · cℓ+2km = ωk for some k ≥ 0, then the
next block of length 2km is
cℓ+2km+1 · · · cℓ+2k+1m = ωk or cℓ+2km+1 · · · cℓ+2k+1m = ωk
−.
We also need [21, Lemma 4.2]:
Lemma 5.2. Let (q0, q
∗
0) be a connected component of (1, 2] \ U generated by ω
−
0 . Then for any
n ≥ 0 the word ωn = θ1 · · · θ2nm satisfies
θ1 · · · θ2nm−i < θi+1 · · · θ2nm ≤ θ1 · · · θ2nm−i
for all 0 ≤ i < 2nm.
Now we prove the main result of this section:
Theorem 5.3. Let (q0, q
∗
0) be a connected component of (1, 2]\U generated by ω
−
0 . Then U
′
q∗0
\U ′q0
is formed by the sequences of the form
ω(ω−0 )
j0(ωk1ωk1)
j1 (ωk1ωk2)
s2(ωk2ωk2)
j2 (ωk2ωk3)
s3 · · · (5.4)
and their reflections, where the word ω satisfies ω(ω−k )
∞ ∈ U ′q∗0 for all k ≥ 0, and the indices kr,
jr, sr satisfy the following conditions:
0 ≤ k1 < k2 < · · · are integers;
jr ∈ {0, 1, · · · } or jr =∞ for each r;
sr ∈ {0, 1} for all r;
jr =∞ =⇒ su = ju = 0 for all u > r.
Remark 5.4. We may assume in Theorem 5.3 that sr+jr+sr+1 ≥ 1 whenever r ≥ 2 and jr <∞.
Indeed, in case sr + jr + sr+1 = 0 the word ωkr is missing, and we may renumber the blocks.
Proof. First we show that each sequence in U ′q∗0 \ U
′
q0
or its reflection is of the form (5.4).
Fix (ci) ∈ U ′q∗0 \ U
′
q0
arbitrarily. There exists a smallest integer N ≥ 1 such that
cN = 0 and cN+1cN+2 · · · ≥ α(q0) = (ω
−
0 )
∞ (5.5)
or
cN = 1, cN+1cN+2 · · · ≤ α(q0) = (ω0
+)∞.
Since the reflection (ci) of (ci) also belongs to U ′q∗0 , we may assume that (5.5) holds.
Then setting ω−0 =: a1 . . . am we have
cN+1 · · · cN+m−1 = a1 · · · am−1, (5.6)
and for 0 < n < N we have
cn+1 · · · cn+m ≤ a1 . . . am if cn = 0,
cn+1 · · · cn+m ≥ a1 . . . am if cn = 1.
(5.7)
Indeed, (5.6) follows from the relations
α(q0) ≤ cN+1cN+2 · · · < α(q
∗
0),
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because both α(q0) and α(q
∗
0) start with a1 · · · am−1, while (5.7) follows from the minimality of N
implying
cn+1cn+2 · · · < α(q0) if cn = 0,
cn+1cn+2 · · · > α(q0) if cn = 1,
because α(q0) begins with a1 . . . am.
We claim that the word ω = c1 · · · cN satisfies ω(ω
−
k )
∞ ∈ U ′q∗0 for all k ≥ 0. Since (ω
−
k )
∞ ∈ U ′q∗0
by Lemma 2.2, it suffices to prove for each 0 < n ≤ N the relations
cn+1 · · · cN (ω
−
k )
∞ < α(q∗0) if cn = 0,
cn+1 · · · cN (ω
−
k )
∞ > α(q∗0) if cn = 1.
If n = N , then cN = 0 and (ω
−
k )
∞ = α(qk) < α(q
∗
0). Otherwise the relations follow from (5.7)
because each (ω−k )
∞ begins with cN+1 · · · cN+m−1 by (5.6), and α(q∗0) begins with a1 . . . am−1a
+
m.
If (ci) = c1 · · · cN (ω
−
0 )
∞, then it is of the form (5.4). Otherwise there is a largest integer j0 ≥ 1
satisfying cN+1 · · · cN+j0m = (ω
−
0 )
j0 . Then by (5.5) and (ci) ∈ U ′q∗0 we have
cN+j0m+1 · · · cN+(j0+1)m = ω0.
Let k1 ≥ 0 be the largest integer such that cN+j0m+1 · · · cN+j0m+2k1m = ωk1 .
Since cN+j0m = 0 and
cN+j0m+1 · · · cN+j0m+2k1m = ωk1 ,
by Lemma 5.1 and the maximality of k1 the next block of length 2
k1m must be
cN+j0m+2k1m+1 · · · cN+j0m+2k1+1m = ωk1 .
Then Lemma 5.1 implies that the next block of length 2k1m is
cN+j0m+2k1+1m+1 · · · cN+j0m+2k1+1m+2k1m = ωk1 or ω
−
k1
.
Hence
cN+j0m+1 · · · cN+j0m+2k1+1m+2k1m = ωk1ωk1ωk1
or
cN+j0m+1 · · · cN+j0m+2k1+1m+2k1m = ωk1ωk1+1.
In the first subcase we either have
cN+j0m+1cN+j0m+2 · · · = (ωk1ωk1)
∞, (5.8)
or there exists a largest integer j1 ≥ 1 and a largest integer k2 > k1 such that
cN+j0m+1 · · · cN+j0m+j12k1+1m+2k2m = (ωk1ωk1)
j1ωk2 . (5.9)
In the second subcase there exists a largest integer k2 > k1 such that
cN+j0m+1 · · · cN+j0m+2k1m+2k2m = ωk1ωk2 . (5.10)
Using (5.8)–(5.10) we see that if (cu+i) starts with ωk where k is the largest such index, then
three possibilities may occur:
(i) (cu+i) = (ωkωk)
∞;
(ii) (cu+i) starts with (ωkωk)
jkωℓ for some jk ≥ 1 and a maximal ℓ > k;
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(iii) (cu+i) starts with (ωkωk)
jkωkωℓ for some jk ≥ 0 and a maximal ℓ > k.
Repeating the above reasoning in Subcase (ii) for sequences starting with ωℓ, we have three
possibilities:
(iia) (cu+i) = (ωkωk)
jk (ωℓωℓ)
∞ for some jk ≥ 1;
(iib) (cu+i) starts with (ωkωk)
jk(ωℓωℓ)
jℓωn for some jk ≥ 1, jℓ ≥ 1 and a maximal n > ℓ;
(iic) (cu+i) starts with (ωkωk)
jk(ωℓωℓ)
jℓωℓωn for some jk ≥ 1, jℓ ≥ 0 and a maximal n > ℓ.
Repeating the above reasoning in Subcase (iii) for sequences starting with ωℓ, we have three
possibilities again:
(iiia) (cu+i) = (ωkωk)
jkωk(ωℓωℓ)
∞ = (ωkωk)
jk(ωkωℓ)(ωℓωℓ)
∞;
(iiib) (cu+i) starts with
(ωkωk)
jkωk(ωℓωℓ)
jℓωn = (ωkωk)
jk (ωkωℓ)(ωℓωℓ)
jℓ−1(ωℓωn)
for some jk ≥ 0, jℓ ≥ 1 and a maximal n > ℓ;
(iiic) (cu+i) starts with
(ωkωk)
jkωk(ωℓωℓ)
jℓωℓωn = (ωkωk)
jk(ωkωℓ)(ωℓωℓ)
jℓωn
for some jk ≥ 0, jℓ ≥ 0 and a maximal n > ℓ.
Iterating this reasoning in subcases (iib), (iic), (iiib) and (iiic) we obtain eventually that
(ci) = c1 · · · cN (ω
−
0 )
j0(ωk1ωk1)
j1(ωk1ωk2)
s2 (ωk2ωk2)
j2(ωk2ωk3)
s3 · · ·
with kr, jr, sr as specified in the statement of the theorem.
Now we prove that, conversely, each sequence of the form (5.4) belongs to U ′q∗0 \ U
′
q0
. Take a
sequence (ci) of form (5.4). By Lemma 2.2 it suffices to prove that
cn+1cn+2 . . . < α(q
∗
0) whenever cn = 0,
cn+1cn+2 . . . > α(q∗0) whenever cn = 1.
(5.11)
Write c1 . . . cN = ω and ω
−
0 = a1 . . . am. We distinguish three cases.
First case: 0 < n < N . Since (ω−k )
∞ is strictly increasing as k → ∞, there exists a large
integer k such that
cn+1cn+2 . . . ≤ cn+1 . . . cN (ω
−
k )
∞ < α(q∗0) if cn = 0,
cn+1cn+2 . . . ≥ cn+1 . . . cN (ω
−
0 )
∞ > α(q∗0) if cn = 1;
the second inequality of each line follows from the relations ω(ω−k )
∞ ∈ U ′q∗0 for all k ≥ 0.
Second case: N ≤ n < N + j0m. Writing ω
−
0 =: a1 . . . am again, we observe that
cN+j0m+1 · · · cN+j0m+m = ω0 = a1 . . . a
+
m,
and therefore
cn+1 · · · cn+m = ai+1 . . . ama1 . . . ai for some 0 ≤ i < m. (5.12)
We infer from Lemma 5.2 that
a1 . . . am−i ≤ ai+1 . . . am < a1 . . . am−i for all 0 < i < m.
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Hence
ai+1 . . . ama1 . . . ai < a1 . . . a
+
m = ω0 for all 0 ≤ i < m
and
ai+1 . . . ama1 . . . ai ≥ a1 . . . am > a1 . . . a
+
m = ω0 for all 0 < i < m.
Since α(q∗0) begins with ω0, in view of (5.12) they imply (5.11).
Third case: n ≥ N + j0m. Write ωk := θ1 · · · θ2km for k = 0, 1, . . . . By definition ωk is a
prefix of α(q∗0) for all k ≥ 0. By Lemma 5.2 the following strict inequalities hold for all k ≥ 0 and
0 < i ≤ 2km:
θi+1 · · · θ2kmθ1 · · · θi < θ1 · · · θ2km and θi+1 · · · θ2km > θ1 · · · θ2km−i.
Since ωk is a prefix of ωℓ whenever k < ℓ, it follows that cn+1cn+2 . . . satisfies (5.11).
Furthermore, we note that (ω−0 )
∞ /∈ U ′q0 and that the words ωk are forbidden in U
′
q0
for all
k ≥ 0. We conclude that all sequences of the form (5.4) belong to U ′q∗0 \ U
′
q0
. By symmetry this
completes the proof. 
Now we recall that A′q is the set of sequences (ci) ∈ U
′
q with c1 = 0. Let (q0, q
∗
0) be a connected
component of (1, 2] \ U generated by ω−0 and write (q0, q
∗
0) ∩ V = {qn : n ≥ 1} as above. Then for
each n ≥ 0 we have α(qn) = (ω−n )
∞ = (ωn−1ωn−1)
∞. We are going to describe A′q \ A
′
q0
for any
q ∈ (qn, qn+1]. This is based on the following lemma:
Lemma 5.5. Let (q0, q
∗
0) be a connected component of (1, 2] \ U generated by ω
−
0 = a1 . . . am.
Suppose (q0, q
∗
0) ∩ V = {qn : n ≥ 1}. Then for any q ∈ (qn, qn+1] the words ωn and its reflection
ωn are forbidden in the language of U ′q.
Proof. Since U ′q is reflection invariant, it suffices to prove that ωn is forbidden.
Assume on the contrary that there exists a sequence (ci) ∈ U ′q with cN+1 · · · cN+2nm = ωn.
Since α(q) ≤ α(qn+1) = (ωnωn)∞, it follows that cN = 0, and then cN+1cN+2 · · · < (ωnωn)∞ by
Lemma 2.2. This implies that
cN+2nm+1 · · · cN+2n+1m ≤ ωn. (5.13)
On the other hand, since cN+2nm = 1, we have cN+2nm+1 · · · cN+2n+1m > (ωnωn)
∞ by Lemma
2.2. Combining with (5.13) this yields that
cN+2nm+1 · · · cN+2n+1m = ωn.
A similar argument shows that if cu+1 · · · cu+2nm = ωn, then the next block of length 2nm is
ωn.
Iterating the above reasoning we conclude that if (ci) has a word ωn then it will eventually
end with (ωnωn)
∞ = α(qn+1). This contradicts our initial assumption (ci) ∈ U ′q. 
Theorem 5.3 and Lemma 5.5 imply the following
Corollary 5.6. Let (q0, q
∗
0) be a connected component of (1, 2] \ U generated by ω
−
0 , and let
(q0, q
∗
0) ∩ V = {qn : n ≥ 1} with q1 < q2 < · · · . If q ∈ (qn, qn+1] for some n ≥ 1, then all
elements of A′q \A
′
q0
are given by
ω(ω−0 )
j0(ωk1ωk1)
j1 (ωk1ωk2)
s2(ωk2ωk2)
j2 · · · (ωkm−1ωkm)
sm(ωkmωkm)
jm ,
where the nonempty word ω satisfies ω(ω−k )
∞ ∈ A′q for all 0 ≤ k < n, and
0 ≤ k1 < k2 < k3 < · · · < km < n are integers;
jr ∈ {0, 1, · · · } for r = 0, . . . ,m− 1, and jm =∞;
sr ∈ {0, 1} for r = 2, . . . ,m.
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Remark 5.7.
• We emphasize that the initial word ω cannot be empty. For otherwise the corresponding
sequence might begin with the digit 1 for j0 = 0, while the sequences in A
′
q start with 0.
• If (q0, q∗0) = (1, qKL), then the initial word ω is simply of the form 0
j because (ω−0 )
∞ = 0∞.
6. Proof of Theorem 1.7 (iv)
Based on the results of the preceding section, in this section we investigate the derived sets
B
(1)
2 ,B
(2)
2 , . . . .
Since U ⊂ B
(∞)
2 by Lemma 4.1, it suffices to investigate the derived sets B
(j)
2 in each connected
component (q0, q
∗
0) of (1, 2] \ U .
In the following we consider an arbitrary connected component (q0, q
∗
0) of (1, 2] \ U generated
by ω−0 = a1 · · · am satisfying (5.2), and we write (q0, q
∗
0) ∩ V = {qn : n ≥ 1} with q1 < q2 < · · · as
usual, so that
(q0, q
∗
0) =
∞⋃
n=0
(qn, qn+1].
By Corollary 5.6 and Lemma 3.2 for each q ∈ (qn, qn+1]∩B2 there exist two words ω, ω˜ satisfying
ω(ω−k )
∞, ω˜(ω−k )
∞ ∈ A′q for all 0 ≤ k < n, and a pair of vectors
(k, s, j) and (k˜, s˜, j˜)
satisfying the statements in Corollary 5.6 such that q = qω,k,s,j;ω˜,k˜,s˜,˜j with an obvious notation.
We mention that a q ∈ B2 may have multiple representations (see Remark 4.2).
We have the following result:
Lemma 6.1. Let (q0, q
∗
0) be a connected component of (1, 2]\U generated by ω
−
0 and write (q0, q
∗
0)∩
V = {qn : n ≥ 1} with q1 < q2 < · · · . Suppose
q = qω,k,s,j;ω˜,k˜,s˜,˜j ∈ B2 ∩ (qn, qn+1]
for some n ≥ 0, where the words ω, ω˜ satisfy ω(ω−k )
∞ ∈ A′q, ω˜(ω
−
k )
∞ ∈ A′q for all 0 ≤ k < n, and
the vectors
(k, s, j) = (k1, . . . , km1 ; s2, . . . , sm1 ; j0, · · · , jm1−1,∞),
(k˜, s˜, j˜) = (k˜1, . . . , k˜m2 ; s˜2, . . . , s˜m2 ; j˜0, · · · , j˜m2−1,∞)
satisfy for some j ≥ 0 the conditions
m1 ≥ 0, m2 ≥ 0 and 0 ≤ (km1 + 1) + (k˜m2 + 1) ≤ 2n− j.
(Here we use the convention that km1 := −1 if m1 = 0 and k˜m2 = −1 if m2 = 0.) Then
q ∈ (B2 ∩ (qn, qn+1])(j).
Moreover, in case j ≥ 1 and q ∈ B
(j)
2 ∩ (qn, qn+1) then there exist two sequences (pu), (ru) in
B
(j−1)
2 ∩ (qn, qn+1) such that pu ր q and ru ց q as u→∞.
Proof. For j = 0 the lemma follows from Corollary 5.6 and Lemma 3.2. Proceeding by induction
on j, assume that the assertion is true for some 0 ≤ j < 2n, and consider j + 1.
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Take a point qω,k,s,j;ω˜,k˜,s˜,˜j ∈ B2∩ (qn, qn+1] such that ω(ω
−
k )
∞, ω˜(ω−k )
∞ ∈ A′q for all 0 ≤ k < n,
and
(k, s, j) = (k1, . . . , km1 ; s2, . . . , sm1 ; j0, · · · , jm1−1,∞),
(k˜, s˜, j˜) = (k˜1, . . . , k˜m2 ; s˜2, . . . , s˜m2 ; j˜0, · · · , j˜m2−1,∞)
satisfy
0 ≤ (km1 + 1) + (k˜m2 + 1) ≤ 2n− (j + 1). (6.1)
We will show that qω,k,s,j;ω˜,k˜,s˜,˜j ∈ (B2 ∩ (qn, qn+1])
(j+1) by distinguishing the cases
qω,k,s,j;ω˜,k˜,s˜,˜j ∈ (qn, qn+1) and qω,k,s,j;ω˜,k˜,s˜,˜j = qn+1.
First case: qω,k,s,j;ω˜,k˜,s˜,˜j ∈ (qn, qn+1). Since −1 ≤ km1 ≤ n − 1 and −1 ≤ k˜m2 ≤ n − 1, (6.1)
implies that km1 < n− 1 or k˜m2 < n− 1. Without loss of generality we assume km1 < n− 1, and
we consider for each u ≥ 1 the vectors
(k+, s−, ju) := (k1, . . . , km1 , km1 + 1; s2, . . . , sm1 , 0; j0, · · · , jm1−1, u,∞)
and
(k+, s+, ju) := (k1, . . . , km1 , km1 + 1; s2, . . . , sm1 , 1; j0, · · · , jm1−1, u,∞).
Applying the induction hypothesis, it follows by continuity that
qω,k+,s−,ju;ω˜,k˜,s˜,˜j, qω,k+,s+,ju;ω˜,k˜,s˜,˜j ∈ B
(j)
2 ∩ (qn, qn+1).
for all sufficiently large u. Writing
ωk,s,j := (ω−0 )
j0(ωk1ωk1)
j1(ωk1ωk2)
s2 (ωk2ωk2)
j2 · · · (ωkm1−1ωkm1 )
sm1 (ωkm1ωkm1 )
∞,
ωk
+,s−,ju := (ω−0 )
j0(ωk1ωk1)
j1(ωk1ωk2)
s2 (ωk2ωk2)
j2 · · ·
(ωkm1−1ωkm1 )
sm1 (ωkm1ωkm1 )
u(ωkm1+1ωkm1+1)
∞,
ωk
+,s+,ju := (ω−0 )
j0(ωk1ωk1)
j1(ωk1ωk2)
s2 (ωk2ωk2)
j2 · · ·
(ωkm1−1ωkm1 )
sm1 (ωkm1ωkm1 )
u(ωkm1ωkm1+1)(ωkm1+1ωkm1+1)
∞
for convenience, we have
ωk
+,s−,j1 > ωk
+,s−,j2 > ωk
+,s−,j3 > · · · > ωk,s,j
and
ωk
+,s+,j1 < ωk
+,s+,j2 < ωk
+,s+,j3 < · · · < ωk,s,j.
Therefore, using Lemma 3.5 we obtain that for sufficiently large u the sequences
(pu) := (qω,k+,s−,ju;ω˜,k˜,s˜,˜j) and (ru) := (qω,k+,s+,ju;ω˜,k˜,s˜,˜j)
belong to B
(j)
2 ∩ (qn, qn+1) and
pu ր qω,k,s,j;ω˜,k˜,s˜,˜j, ru ց qω,k,s,j;ω˜,k˜,s˜,˜j.
In particular, qω,k,s,j;ω˜,k˜,s˜,˜j ∈ (B2 ∩ (qn, qn+1])
(j+1).
Second case: qω,k,s,j;ω˜,k˜,s˜,˜j = qn+1. We obtain similarly to the preceding case that there
exists a sequence (pu) ∈ (B2 ∩ (qn, qn+1])(j) satisfying pu ր qω,k,s,j;ω˜,k˜,s˜,˜j as u → ∞. Therefore,
qω,k,s,j;ω˜,k˜,s˜,˜j ∈ (B2 ∩ (qn, qn+1])
(j+1) as required. 
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Proposition 6.2. Let (q0, q
∗
0) be a connected component of (1, 2] \ U generated by ω
−
0 = a1 . . . am
and write (q0, q
∗
0) ∩ V = {qn : n ≥ 1} with q1 < q2 < · · · . Then
B
(n)
2 ∩ (qn, qn+1) 6= ∅ for all n ≥ 2.
Remark 6.3. The assumption n ≥ 2 cannot be omitted. Indeed, for (q0, q∗0) = (1, qKL) we know
that B2 ∩ (q0, q2) = {qs}. Since qs > q1, this implies that
B2 ∩ (q0, q1) = B
(1)
2 ∩ (q1, q2) = ∅.
Proof. Let n ≥ 2, and set
ω = 02
nmω0, ω˜ = ω0,
and
(k, s, j) = (0; ∅; 1,∞), (k˜, s˜, j˜) = (0, 1, . . . , n− 2; 0, . . . , 0; 1, . . . , 1,∞).
Note that ω0 = a1 · · ·a+m. Take q ∈ (qn, qn+1)with n ≥ 2. Then α(q) begins with a1 . . . a
+
ma1 . . . am.
Pick 0 ≤ k < n. Using Lemma 5.2 we see that
σi(a1 · · ·a
+
m(ω
−
k )
∞) < a1 · · · a
+
ma1 · · ·am . . . = α(q)
and
σi(a1 · · ·a
+
m(ω
−
k )
∞) > a1 · · · a
+
ma1 · · ·am . . . = α(q)
for all i ≥ 0. Hence ω0(ω
−
k )
∞ ∈ A′q, and therefore ω(ω
−
k )
∞, ω˜(ω−k )
∞ ∈ A′q for all 0 ≤ k < n. It
follows from Corollary 5.6 that the sequences
c := ωωk,s,j = 02
nmω0ω
−
0 (ω0ω0)
∞
and
d := ω˜ωk˜,s˜,˜j = ω0ω
−
0 (ω0ω0) · · · (ωn−3ωn−3)(ωn−2ωn−2)
∞
also belong to A′q. We are going to prove that fc,d(qn) < 0 and fc,d(qn+1) > 0. It will then follow
by Lemmas 3.2 and 3.4 that fc,d has a (unique) zero qω,k,s,j;ω˜,k˜,s˜,˜j in (qn, qn+1), and then Lemma
6.1 will imply that qω,k,s,j;ω˜,k˜,s˜,˜j ∈ B
(n)
2 ∩ (qn, qn+1).
It remains to prove the two inequalities. Since ω0ω
−
0 = ω1 and ωkωk = ω
−
k+1 for all k ≥ 0, we
have
fc,d(q) = (1c)q − (0d)q
= (102
nmω0ω
−
0 (ω0ω0)
∞)q − (0ω0ω0
+(ω0ω0) · · · (ωn−3ωn−3)(ωn−2ωn−2)
∞)q
= (102
nmω1(ω
−
1 )
∞)q − (0ω1ω1
+ ω2
+ · · ·ωn−2
+ (ωn−1
+)∞)q
...
= (102
nmω1(ω
−
1 )
∞)q − (0ωn(ωn−1
+)∞)q
(6.2)
for all q. Since (ωn0
∞)qn = 1 and the word ωn is of length 2
nm, we infer from (6.2) that
fc,d(qn) = (0
2nm+1ω1(ω
−
1 )
∞)qn − (0
2nm+1(ωn−1
+)∞)qn < 0,
because
ω1(ω
−
1 )
∞ < (ωn−1
+)∞
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for all n ≥ 2. Indeed, (ωn−1
+)∞ starts with
ω1
+ > ω1 if n = 2,
ω1ω1 > ω1ω
−
1 if n = 3,
ω1ω
−
1 ω1 > ω1(ω
−
1 )
2 if n ≥ 4.
Next we observe that (ωnωn
+0∞)qn+1 = 1. Therefore, using (6.2) we have
fc,d(qn+1) = (10
2nmω1(ω
−
1 )
∞)qn+1 − (0ωn(ωn−1
+)∞)qn+1
= (02
nm+1ω1(ω
−
1 )
∞)qn+1 + (0
2nm+1ωn
+0∞)qn+1 − (0
2nm+1(ωn−1
+)∞)qn+1
= q−2
nm−1[(ω1(ω
−
1 )
∞)qn+1 + (ωn
+0∞)qn+1 − ((ωn−1
+)∞)qn+1 ].
We observe that
(ωn−1
+)∞ = (ωn−2ωn−2)
∞ = ωn−2(ω
−
n−1)
∞ < ωn−2
+0∞
and
ωn
+0∞ = ωn−2ω
−
n−2ωn−2ωn−2
+0∞;
hence
(ωn−1
+)∞ < ωn
+0∞ + 02
n−2m−110∞.
If n ≥ 3, then
02
n−2m−110∞ ≤ ω1(ω
−
1 )
∞, (6.3)
so that
((ωn−1
+)∞)qn+1 < (ω1(ω
−
1 )
∞)qn+1 + (ωn
+0∞)qn+1 , (6.4)
and thus fc,d(qn+1) > 0 as required.
The relation (6.3) and hence the proof of fc,d(qn+1) > 0 remains valid if n = 2 and ω0 contains
at least one zero digit.
In the remaining case we have n = 2 and
ω0 = 1
m, ω1 = 1
m0m−11, ω2 = 1
m0m−110m1m
for some m ≥ 1.
If m ≥ 2, then
(ω1(ω
−
1 )
∞)q3 + (ω2
+0∞)q3 = ((0
m1m−10(1m0m)∞)q3 + (0
m1m−101m0m−110∞)q3
≥ (0m10∞)q3 + (0
m10∞)q3
> (0m−110∞)q3
> ((0m1m)∞)q3
= ((ω1
+)∞)q3 ,
so that (6.4) holds again.
Finally, if m = 1, then (6.4) takes the form
((01)∞)q3 < (00(10)
∞)q3 + (00110
∞)q3 .
This is equivalent to
q33 < (q3 + 1)
2,
and this holds because the unique positive root of the polynomial x3 − (x+ 1)2 is greater than 2.

25
Proof of Theorem 1.7 (iv). It follows from Proposition 6.2 that
B
(j)
2 ∩ (q0, q
∗
0) 6= ∅ for all j ≥ 0
for all connected components (q0, q
∗
0) of (1, 2] \ U . This implies that all sets B2,B
(1)
2 ,B
(2)
2 , · · · have
infinitely many accumulation points in (q0, q
∗
0). 
7. Proof of Theorem 1.5 (v)-(vi) and Theorem 1.7 (v)-(vi)
In this section we focus on the derived sets of B2 in the first connected component (1, qKL) of
(1, 2] \ U , generated by ω−0 = 0.
Note that
(1, qKL) \ V =
∞⋃
n=0
(qn, qn+1),
where the numbers qn satisfy
α(qn) = (ω
−
n )
∞ = (τ1 · · · τ
−
2n)
∞, β(qn) = ωn0
∞ = τ1 · · · τ2n0
∞ and qn ր qKL ≈ 1.78723.
Here
α(qKL) = τ1τ2 · · · = 1101 0011 0010 1101 · · ·
is the truncated Thue–Morse sequence. We recall that the complete Thue–Morse sequence (τi)
∞
i=0
is defined by the formulas τ0 := 0 and
τ2i := τi, τ2i+1 = 1− τi, i = 0, 1, . . . .
The first five elements of the sequence (qn) are the following:
q0 = 1, q1 ≈ 1.61803, q2 ≈ 1.75488, q3 ≈ 1.78460, q4 ≈ 1.78721.
Note that q1 = ϕ is the Golden Ratio and q2 = qf is the smallest accumulation point of B2 by
Theorem 1.5.
Since A′q0 = ∅ for q0 = 1, Corollary 5.6 and Remark 5.8 yields the following description of A
′
q
for any q ∈ (1, qKL):
Corollary 7.1. If q ∈ (qn, qn+1] ⊂ (1, qKL) for some n ≥ 0, then the elements of A′q are given by
the formula
0j0(ωk1ωk1)
j1(ωk1ωk2)
s2(ωk2ωk2)
j2 · · · (ωkm−1ωkm)
sm(ωkmωkm)
jm ,
where
0 ≤ k1 < k2 < k3 < · · · < km < n are integers;
j0 ≥ 1, jr ∈ {0, 1, · · · } for r = 0, . . . ,m− 1, and jm =∞;
sr ∈ {0, 1} for r = 2, . . . ,m.
Examples 7.2.
(i) If q ∈ (q0, q1] ≈ (1, 1.61803], then n = 0, then
A′q = {0
∞} .
(ii) If q ∈ (q1, q2] ≈ (1.61803, 1.75488], then
A′q =
{
0∞, 0j0(10)∞ : j0 = 1, 2, . . .
}
.
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(iii) If q ∈ (q2, q3], then
A′q =
{
0∞, 0j0(10)∞, 0j0(10)j1(100)s0(1100)∞ : j0 = 1, 2, . . . ; j1 = 0, 1, . . . ; s0 ∈ {0, 1}
}
.
Using Corollary 7.1 we may strengthen a result of Sidorov [27]:
Proposition 7.3. Each q ∈ B2∩(1, qKL) is an algebraic integer. Hence B2∩(1, qKL) is a countable
set.
Proof. If q ∈ B2∩(1, qKL), then there exist (ci), (di) ∈ U ′q satisfying (1(ci))q = (0(di))q by Lemma
3.1. Since the sequences (ci), (di) are eventually periodic by Corollary 7.1, the last equality takes
the form
1
q
+
f1(q)
g1(q)
=
f2(q)
g2(q)
with suitable polynomials f1, f2, g1, g2 of integer coefficients, satisfying the conditions
deg f1 ≤ (deg g1)− 2 and deg f2 ≤ (deg g2)− 2.
Furthermore, g1, g2 are of the form q
m(qn − 1) with suitable positive integers m,n. Hence q is a
zero of the polynomial
g1(x)g2(x) + xf1(x)g2(x)− xf2(x)g1(x).
We conclude by observing that this polynomial is monic by the special form of g1, g2, mentioned
above. 
If q ∈ (qn, qn+1], then by Corollary 7.1 each sequence (ci) ∈ A
′
q is uniquely determined by a
vector
(k, s, j) = (k1, k2, . . . , km; s2, s3, . . . , sm; j0, j1, . . . , jm)
with the components as in the statement of Corollary 7.1. Observe that (k, s, j) has 3m components
if m ≥ 1, while (k, s, j) = (∞) if m = 0.
For convenience we set
ωk,s,j := 0j0(ωk1ωk1)
j1(ωk1ωk2)
s2(ωk2ωk2)
j2 · · · (ωkm−1ωkm)
sm(ωkmωkm)
∞.
When (k, s, j) = (∞) we set ωk,s,j = 0∞. We infer from Lemma 3.2 that for each q ∈ B2∩(qn, qn+1]
there exists a pair of vectors
(k, s, j) and (k˜, s˜, j˜)
such that setting c = ωk,s,j,d = ωk˜,s˜,˜j ∈ A′qn+1 the equality fc,d(q) = (1c)q + (1d)q − (1
∞)q = 0
holds. In this cases we denote q by qk,s,j;k˜,s˜,˜j.
Remark 7.4. We do not rule out the possibility that an element q ∈ B2 ∩ (qn, qn+1] has multi-
ple representations by different pairs of vectors (k, s, j) and (k˜, s˜, j˜). See Lemma 7.7 below and
Question 6 at the end of the paper.
In order to investigate the topology of B2 ∩ (qn, qn+1] we need the following elementary result,
probably first published by Kürschák [24]:
Lemma 7.5.
(i) Every sequence of real numbers has a monotone subsequence.
(ii) Every sequence (cj) in {0, 1, . . . ,∞} has either a strictly increasing or a constant subsequence.
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Proof. (i) See, e.g., [17, Theorem 1.1 (a), p. 6].
(ii) If (cj) does not have a constant subsequence, then ∞ occurs at most finitely many times,
and therefore (cj) has a monotone subsequence (cjk). Since (cjk) has no constant subsequences
either, it has a strictly monotone further subsequence. It is necessarily increasing because there
is no strictly decreasing sequence of nonnegative integers. 
Lemma 7.6. If a sequence
(qkr,sr,jr;k˜r,s˜r ,˜jr )
∞
r=1 ⊂ B2 ∩ (qn, qn+1]
converges to some point p ∈ [qn, qn+1] with n ≥ 0, then there exists a subsequence in which each
component sequence is either constant or strictly increasing.
Proof. Observe that there are only finitely many possibilities for the vectors kr, sr, k˜r and s˜r.
Then there exists a subsequence (ri) such that
(kri , sri , jri) = (k1, k2, . . . , km1 ; s2, s3, . . . , sm1 ; j
ri
0 , j
ri
1 , . . . , j
ri
m1−1
,∞);
(k˜ri , s˜ri , j˜ri) = (k˜1, k˜2, . . . , k˜m2 ; s˜2, s˜3, . . . , s˜m2 ; j˜
ri
0 , j˜
ri
1 , . . . , j˜
ri
m2−1
,∞)
for all i ≥ 1, wherem1,m2 ∈ {0, 1, . . . , n− 1}. (The letters ri denote superscripts, not exponents.)
Applying Lemma 7.5 (ii) repeatedly to each component sequence (jriu )
∞
i=1 and (j˜
ri
v )
∞
i=1, we
obtain after m1 +m2 steps a subsequence where each component sequence is either constant or
strictly increasing. 
We have seen in Remark 4.2 that an element q ∈ B2 may have infinitely many representations,
i.e., we may have q = qc,d for infinitely many pairs of sequences (c,d) ∈ Ω′q. For q ∈ B2 ∩ (1, qKL)
we may have only finitely many representations:
Lemma 7.7. No element q ∈ B2∩(1, qKL) may be represented by infinitely many pairs of vectors
(k, s, j) and (k˜, s˜, j˜).
Proof. Assume that q = qkr,sr,jr;k˜r,s˜r ,˜jr ∈ B2 ∩ (qn, qn+1] with n ≥ 0 for a sequence of distinct
pairs of vectors (kr , sr, jr) and (k˜r , s˜r, j˜r). By the preceding lemma we may assume, by taking a
subsequence, that each component sequence is either constant or increasing. By Lemma 3.5 each
component sequence has to be constant, contradicting the choice of (kr, sr, jr) and (k˜r, s˜r, j˜r). 
Now we investigate the derived sets B
(j)
2 in (1, qKL). In this case we may improve Lemma 6.1
by giving a complete characterization of B
(j)
2 .
Proposition 7.8. Let (qn, qn+1) be a connected component of (1, qKL) \ V for some n ≥ 0, and
let j ≥ 0. A point q ∈ B2 ∩ (qn, qn+1] belongs to (B2 ∩ (qn, qn+1])(j) if and only if q = qk,s,j;k˜,s˜,˜j for
some pair of vectors
(k, s, j) = (k1, . . . , km1 ; s2, . . . , sm1 ; j0, · · · , jm1−1,∞)
and
(k˜, s˜, j˜) = (k˜1, . . . , k˜m2 ; s˜2, . . . , s˜m2 ; j˜0, · · · , j˜m2−1,∞)
satisfying the condition
m1 ≥ 0, m2 ≥ 0 and 0 ≤ (km1 + 1) + (k˜m2 + 1) ≤ 2n− j, (7.1)
where we write km1 := −1 if m1 = 0 and k˜m2 := −1 if m2 = 0.
Furthermore, (B2 ∩ (1, qn+1])(2n) = ∅ for all n ≥ 0.
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Proof. The sufficiency follows from Lemma 6.1. We prove the necessity by induction on j.
For j = 0 the necessity follows from Corollary 7.1 and Lemma 3.2. Now assume that the
necessity holds for some 0 ≤ j < 2n, and take q ∈ (B2 ∩ (qn, qn+1])(j+1) arbitrarily. Then there
exists a sequence (pr) ⊂ (B2 ∩ (qn, qn+1])(j) converging to q, and we may write
pr = qkr,sr,jr ;k˜r,s˜r ,˜jr , r = 1, 2, . . . .
By Lemma 7.5 we may even assume that the vectors kr, sr, k˜r, s˜r do not depend on r, so that we
may write simply k, s, k˜, s˜, and that each component sequence in jr and j˜r is either constant or
strictly increasing. Since the numbers pr are different, at least one of these component sequences
is strictly increasing. We may thus write
(k, s, jr) = (k1, . . . , kn1 ; s2, . . . , sn1 ; j
r
0 , · · · , j
r
n1−1,∞)
and
(k˜, s˜, j˜r) = (k˜1, . . . , k˜n2 ; s˜2, . . . , s˜n2 ; j˜
r
0 , · · · , j˜
r
n2−1,∞)
with
0 ≤ (kn1 + 1) + (k˜n2 + 1) ≤ 2n− j
by the induction hypothesis. Letting r → ∞ at least one of the components of jr or j˜r becomes
infinite, so that we obtain q = qk,s,j;k˜,s˜,˜j where
(k, s, j) = (k1, . . . , km1 ; s2, . . . , sm1 ; j0, · · · , jm1−1,∞)
and
(k˜, s˜, j˜) = (k˜1, . . . , k˜m2 ; s˜2, . . . , s˜m2 ; j˜0, · · · , j˜m2−1,∞)
with m1 +m2 < n1 + n2, and hence
km1 + k˜m2 ≤ kn1 + k˜n2 − 1 ≤ 2n− 2− j − 1
as claimed.
Note by Theorem 1.1 that (B2 ∩ (1, q1])(0) = ∅. Furthermore, since minB
(2)
2 = q2 and by
Theorem 1.1 that B2 ∩ (1, q2) = {qs}, we have (B2 ∩ (1, q2])(2) = ∅. If there exists a q ∈ (B2 ∩
(1, qn+1])
(2n) for some n ≥ 2, then we infer from (7.1) that m1 = m2 = 0, so that q = qk,s,j;k˜,s˜,˜j
with (k, s, j) = (∞) = (k˜, s˜, j˜). Then
(1ωk,s,j)2 + (1ω
k˜,s˜,˜j)2 − (1
∞)2 = (10
∞)2 + (10
∞)2 − (1
∞)2 = 0,
and hence q = 2, contradicting our assumption q ∈ (1, qn+1]. 
Remark 7.9. In the proof of Proposition 7.8 the selected subsequence (pr) is monotonic. Indeed,
if jrn is the smallest index tending to infinity as r → ∞, then the corresponding sequence (pr) is
strictly increasing if sn+1 = 0, and strictly decreasing if sn+1 = 1.
Proof of Theorem 1.5 (v) and (vi). (v) was established in Proposition 7.3.
(vi) Since B2∩(1, qKL) is an infinite set, it suffices to prove the density. Assume on the contrary
that there exist an integer j ≥ 0, a point q ∈ B2 ∩ (1, qKL) and a closed neighborhood F of q such
that F has no isolated points of B2. We may assume that F ⊂ (1, qKL). Then all points of the
closed set B2 ∩ F are accumulation points, so that it is a non-empty perfect set, and hence it is
uncountable by a classical theorem of topology. This contradicts the countability of B2 ∩ (1, qKL)
by Proposition 7.3. 
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Proof of Theorem 1.7 (v) and (vi). (v) The inequalities follow from Theorem 1.1 (iv) for
j = 0, from Theorem 1.7 (iii) for j = 1, and from Propositions 6.2 and 7.8 for j ≥ 2.
Since the sequence (minB
(j)
2 ) is non-decreasing by definition, its limit L satisfies the inequalities
qKL ≤ L ≤ minB
(∞)
2 .
Since minB
(∞)
2 ≤ qKL by Theorem 1.7 (i), the claimed limit relations follow.
(vi) We may repeat the proof of Theorem 1.5 (vi) by changing B2 to B
(j)
2 everywhere. 
8. Local dimension of B2: proof of Theorem 1.9
Since B2∩ (1, qKL) is at most countable by Proposition 7.3, Theorem 1.9 is trivial for q < qKL.
Henceforth we assume that q ∈ [qKL, 2].
For the proof we recall the following result on Hausdorff dimension and Hölder continuous
maps (cf. [13]):
Lemma 8.1. Let f : (X, ρ1) → (Y, ρ2) be a Hölder map between two metric spaces, i.e., there
exist two constants C > 0 and λ > 0 such that
ρ2(f(x), f(y)) ≤ Cρ1(x, y)
λ
for any x, y ∈ X. Then dimH X ≥ λdimH f(X).
Given q ∈ B2 ∩ [qKL, 2) and δ ∈ (0,min {q − 1, 2− q}), set
Ω′q(δ) :=
⋃
p∈(q−δ,q+δ)
{
(c,d) ∈ A′p ×A
′
p : fc,d(p) = 0
}
.
The map
hq,δ : Ω
′
q(δ)→ B2 ∩ (q − δ, q + δ), (c,d) 7→ qc,d
is well-defined and onto by Lemmas 3.2 and 3.4. Furthermore, by Lemma 3.5 the map hq,δ is
strictly decreasing with respect to each of the vectors c and d with (c,d) ∈ Ω′q(δ).
We recall that the symbolic space {0, 1}∞ is compact with respect to the metric ρ defined by
ρ((ci), (di)) := 2
−min{j≥1:cj 6=dj}.
In the following lemma we show that the map hq,δ is also Hölder continuous with respect to the
product metric ρ2 on Ω′q(δ) defined by
ρ2((c,d), (c˜, d˜)) := max
{
ρ(c, c˜), ρ(d, d˜)
}
for any (c,d), (c˜, d˜) ∈ Ω′q(δ).
Lemma 8.2. Let q ∈ B2 ∩ [qKL, 2) and δ ∈ (0, (2 − q)/3). Then the function hq,δ : Ω′q(δ) →
B2 ∩ (q− δ, q+ δ) is Hölder continuous of order log(q − δ)/log 2 with respect to the product metric
ρ2 on Ω′q(δ).
Proof. Fix q ∈ B2 ∩ [qKL, 2) and 0 < δ < (2 − q)/3 arbitrarily. Let (c,d), (c˜, d˜) ∈ Ω′q(δ), and
consider their images qc,d = hq,δ((c,d)) and qc˜,d˜ = hq,δ(c˜, d˜) in B2∩ (q− δ, q+ δ). Without loss of
generality we may assume c˜ > c and d˜ < d. Then there exist positive integers s and t such that
c˜1 · · · c˜s−1 = c1 · · · cs−1 and c˜s > cs,
d˜1 · · · d˜t−1 = d1 · · · dt−1 and d˜t < dt.
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The definitions of qc,d and qc˜,d˜ imply that
(1∞)qc,d = (1c)qc,d + (1d)qc,d and (1
∞)q
c˜,d˜
= (1c˜)q
c˜,d˜
+ (1d˜)q
c˜,d˜
.
Hence ∣∣∣∣∣
1
qc,d − 1
−
1
qc˜,d˜ − 1
∣∣∣∣∣ =
∣∣∣(1c)qc,d + (1d)qc,d − (1c˜)qc˜,d˜ − (1d˜)qc˜,d˜
∣∣∣
≤
∣∣∣(1c)qc,d − (1c˜)qc˜,d˜
∣∣∣+
∣∣∣(1d)qc,d − (1d˜)qc˜,d˜
∣∣∣ .
(8.1)
Since qc,d, qc˜,d˜ > q − δ, we have∣∣∣(1c)qc,d − (1c˜)qc˜,d˜
∣∣∣ = ∣∣∣(1c1 · · · cs−10∞)qc,d − (1c1 · · · cs−10∞)qc˜,d˜
+(0scscs+1 · · · )qc,d − (0
sc˜sc˜s+1 · · · )q
c˜,d˜
∣∣∣
≤
∣∣∣(20∞)qc,d − (20∞)qc˜,d˜
∣∣∣
+ |(0s1∞)qc,d |+ |(0
s1∞)q
c˜,d˜
|
≤
2|qc˜,d˜ − qc,d|
(q − δ)2
+
2
(q − δ)s(q − δ − 1)
.
Similarly, we also have
∣∣∣(1d)qc,d − (1d˜)qc˜,d˜
∣∣∣ ≤ 2|qc˜,d˜ − qc,d|
(q − δ)2
+
2
(q − δ)t(q − δ − 1)
.
Therefore, using (8.1) it follows that
∣∣∣∣∣
1
qc,d − 1
−
1
qc˜,d˜ − 1
∣∣∣∣∣ ≤
4|qc˜,d˜ − qc,d|
(q − δ)2
+
2
q − δ − 1
(
1
(q − δ)s
+
1
(q − δ)t
)
=
4|qc˜,d˜ − qc,d|
(q − δ)2
+
2
q − δ − 1
(
2−s
log(q−δ)
log 2 + 2−t
log(q−δ)
log 2
)
≤
4|qc˜,d˜ − qc,d|
(q − δ)2
+
4
q − δ − 1
(
ρ2((c,d), (c˜, d˜))
) log(q−δ)
log 2 .
(8.2)
On the other hand, since qc,d, qc˜,d˜ < q + δ, we have∣∣∣∣∣
1
qc,d − 1
−
1
qc˜,d˜ − 1
∣∣∣∣∣ ≥
|qc˜,d˜ − qc,d|
(q + δ − 1)2
.
Comining with (8.2) we conclude that
|qc˜,d˜ − qc,d| ≤
(
1
(q + δ − 1)2
−
4
(q − δ)2
)−1
4
q − δ − 1
(
ρ2((c,d), (c˜, d˜))
) log(q−δ)
log 2 ,
where the fractional term on the right hand side is positive since δ < (2− q)/3 and q− δ− 1 > 0.

Proof of Theorem 1.9. Let q ∈ B2 ∩ [qKL, 2) and δ ∈ (0, (2 − q)/3). Using Lemmas 8.1 and
8.2 we get
dimH(B2 ∩ (q − δ, q + δ)) ≤
log 2
log(q − δ)
dimH Ω
′
q(δ) ≤
log 2
log(q − δ)
dimH(U
′
q+δ × U
′
q+δ), (8.3)
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where the last inequality follows because Ω′q(δ) is a subset of U
′
q+δ ×U
′
q+δ. Observe that (U
′
q+δ, ρ)
is a fractal set whose Hausdorff dimension is given by
dimH U
′
q+δ =
htop(U ′q+δ)
log 2
.
Hence, using (8.3) we obtain that
dimH(B2 ∩ (q − δ, q + δ)) ≤
log 2
log(q − δ)
dimH(U
′
q+δ × U
′
q+δ)
≤
2 log 2
log(q − δ)
dimH U
′
q+δ = 2
htop(U ′q+δ)
log(q − δ)
.
Letting δ → 0 and applying Lemma 2.4 we conclude that
lim
δ→0
dimH(B2 ∩ (q − δ, q + δ)) ≤ 2
htop(U ′q)
log q
= 2dimH Uq.

9. Final remarks
In this section we present some open questions.
We have seen that B2 has infinitely many isolated points in (1, qKL).
Question 1. Does B2 have any isolated points greater than qKL?
By Theorems 1.1 and 1.9 there exists a smallest number q∗ ∈ (qKL, ϕ3] such that [q∗, 2] ⊂ B2.
Question 2. What is this smallest number q∗?
Sidorov proved in [27] that qs ≈ 1.71064 is an accumulation point of Bℵ0 , and then Baker
proved in [2] that qs is in fact its smallest accumulation point.
We have shown in Theorem 1.5 that qf ≈ 1.75488 is the smallest accumulation point of B2
and of B
(1)
2 .
Question 3. What is the smallest element of B
(j)
2 for j = 3, 4, . . .?
Question 4. What is the smallest accumulation point of Bk for k = 3, 4, . . .? (This question
has already been raised in [3].)
We have shown in Theorem 1.5 that B2 is closed, and it was proved in [29] by Zou and Kong
that Bℵ0 is not closed.
Question 5. Are the sets Bk closed or not for k = 3, 4, . . .?
Recently, the second author and his coauthors studied in [23] the smallest element of B2 for
multiple digit sets {0, 1, . . . ,m}. The ideas and methods in this paper might also be useful to
further explore B2 in the multiple digit set case. For this extension the main difficulty we may
encounter is the characterization of B2 as in Section 3. Furthermore, a generalization of Theorem
5.3 for the explicit description of U ′q∗0 \ U
′
q0
is also needed.
Each q ∈ U \ U ⊂ B2 has infinitely many representations by Remark 4.2, and this cannot
happen for q ∈ B2 ∩ (1, qKL) by Lemma 7.7.
In the last three questions we consider the elements of B2 ∩ (1, qKL).
Question 6. Is the representation of each q ∈ B2 ∩ (1, qKL) unique?
Question 7. Is it true that qn+1 is isolated from the left in B2?
Question 8. Is it possible that qn+1 ∈ B
(3)
2 for some n?
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