One of the main challenges of quantum many-body physics is the exponential growth in the dimensionality of the Hilbert space with system size. This growth makes solving the Schrödinger equation of the system extremely difficult. Nonetheless, many physical systems have a simplified internal structure that typically makes the parameters needed to characterize their ground states exponentially smaller. Many numerical methods then become available to capture the physics of the system. Among modern numerical techniques, neural networks, which show great power in approximating functions and extracting features of big data, are now attracting much interest. In this work, we briefly review the progress in using artificial neural networks to build quantum manybody states. We take the Boltzmann machine representation as a prototypical example to illustrate various aspects of the states of a neural network. We briefly review also the classical neural networks and illustrate how to use neural networks to represent quantum states and density operators. Some physical properties of the neural network states are discussed. For applications, we briefly review the progress in many-body calculations based on neural network states, the neural network state approach to tomography, and the classical simulation of quantum computing based on Boltzmann machine states.
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I. INTRODUCTION
One of the most challenging problems in condensed matter physics is to find the eigenstate of a given Hamiltonian. The difficulty stems mainly from the power scaling of the Hilbert space dimension, which grows exponentially with the system size [1, 2] . To obtain a better understanding of quantum many-body physical systems beyond the mean-field paradigm and to study the behavior of strongly correlated electrons requires effective approaches to the problem. Although the dimension of the Hilbert space of the system grows exponentially with the number of particles in general, fortunately, physical states frequently have some internal structures, for example, obeying the entanglement area law, making it easier to solve problems than in the general case [3] [4] [5] [6] [7] . Physical properties of the system usually restrict the form of the ground state, for example, area-law states [8] , ground states of local gapped systems [9] . Therefore, many-body localized systems can be efficiently represented by a tensor network [3, [10] [11] [12] , which is a new tool developed in recent years to attack difficulties in representing quantum many-body states efficiently. Tensor network approach achieves some great success in quantum many-body problems. It has become a standard tool and many classical algorithm-based tensor networks have been developed, such as the density-matrix renormalization group [13] , projected entangled pair states (PEPS) [14] , folding algorithm [15] , entanglement renormalization [16] , and time-evolving block decimation [17] . The research on tensor-network states also includes studies on finding new representations of quantum many-body states.
During the last few years, machine learning has grown rapidly as an interdisciplinary field. Machine learning techniques have also been successfully applied in many different scientific areas [18] [19] [20] : computer vision, speech recognition, and chemical synthesis, Combining quantum physics and machine learning has generated a new exciting field of research, quantum machine learning [21] , which has recently attracted much attention [22] [23] [24] [25] [26] [27] [28] [29] . The research on quantum machine learning can be loosely categorized into two branches: developing new quantum algorithms, which share some features of machine learning and behave faster and better than their classical counterparts [22] [23] [24] , using classical machine learning methods to assist the study of quantum systems, such as distinguishing phases [25] , quantum control [30] , errorcorrecting of topological codes [31] , and quantum tomography [32, 33] . The latter is the focus of this work. Given the substantial progress so far, we stress here that machine learning can also be used to attack the difficulties encountered with quantum many-body states.
Since 2001, researchers have been trying to use machine learning techniques, especially neural networks, to deal with the quantum problems, for example, solving the Schrödinger equations [34] [35] [36] [37] . Later, in 2016, neural networks were introduced as a variational ansatz for representing quantum many-body ground states [26] . This stimulated an explosion of results to apply machine learning methods in the investigations of condensed matter physics; see, e.g., Refs. [22-25, 27-29, 38 ]. Carleo and Troyer initially introduced the restricted BM (RBM) to solve the transverse-field Ising model and antiferromagnetic Heisenberg model and study the time evolution of these systems [26] . Later, the entanglement properties of the RBM states were investigated [27] , as was their representational power [29, 39] . Many explicit RBM constructs for different systems were given, including the Ising model [26] , toric code [28] , graph states [29] , stabilizer code [38, 40] , and topologically ordered states [28, 38, 39, 41] . Furthermore, the deep BM (DBM) states were also investigated under different approaches [29, 42, 43] .
Despite all the progress in applying neural networks in quantum physics, many important topics still remain to be explored. The obvious topics are the exact definition of a quantum neural network state and the mathematics and physics behind the efficiency of quantum neural network states. Although RBM and DBM states are being investigated from different aspects, there are many other neural networks. It is natural to ask if they can similarly be used for representing quantum states and what are the relationships and differences between these representations. Digging deeper, one central problem in studying neural network is its representational power. We can ask a) what is its counterpart in quantum mechanics and how to make the neural network work efficiently in representing quantum states, and b) what kind of states can be efficiently represented by a specific neural network. In this work, we investigate partially these problems and review the important progress in the field.
The work is organized as follows. In Section II, we introduce the definition of artificial neural network. We explain in Section II A the feed-forward neural network, perceptron and logistic neural networks, convolutional neural network, and stochastic recurrent neural network, the so-called Boltzmann machine (BM). Next, in Section II B we explain the representational power for the feed-forward neural network in representing given functions and the BM in approximating given probability distributions. In Section III, we explain how a neural network can be used as a variational ansatz for quantum states; the method given in Section III A is modelindependent, that is, the way to construct states can be applied to any neural network (with the ability to continuously output real or complex numbers). Some concrete examples of neural network states are given in Section III A 1. Section III A 2 is devoted to the efficient representational power of neural network in representing quantum states, and in Section III B we introduce the basic concepts of a tensor-network state, which is closely relevant to neural network states. In Section IV, we briefly review the neural network representation of the density operator and the quantum state tomography scheme based on neural network states. In Section V, we discuss the entanglement features of the neural network states. The application of these states in classically simulating quantum computing circuit is discussed in Section VI. In the last section, some concluding remarks are given.
II. ARTIFICIAL NEURAL NETWORKS AND THEIR REPRESENTATIONAL POWER
A neural network is a mathematical model that is an abstraction of the biological nerve system, which consists of adaptive units called neurons that are connected via a an extensive network of synapses [44] . The basic elements comprising the neural network are artificial neurons, which are the mathematical abstractions of the biological neurons. When activated each neuron releases neurotransmitters to connected neurons and changes the electric potentials of these neurons. There is a threshold potential value for each neuron; while the electric potential exceeds the threshold, the neuron is activated.
There are several kinds of artificial neuron models. Here, we introduce the most commonly used McCulloch-Pitts neuron model [45] . Consider n inputs x 1 , x 2 , · · · , x n , which are transmitted by n corresponding weighted connections w 1 , w 2 , · · · , w n (see Figure 1) . After the signals have reached the neuron, they are added together according to their weights, and then the value is compared with the bias b of the neuron to determine whether the neuron is activated or deactivated. The process is governed by the activation function f , and the output of a neuron is written y = f (
Note that we can regard the bias as a weight w 0 for some fixed input x 0 = −1, the output then has a more compact form, y = f ( n i=0 w i x i ). Putting a large number of neurons together and allowing them to connect with each other in some kind of connecting pattern produces a neural network. Note that this is just a special representation to be able to picture the neural network intuitively, especially in regard to feed-forward neural networks. Indeed, there are many other forms of mathematical structures by which to characterize the different kinds of neural networks. Here we give several important examples of neural networks.
A. Some examples of neural networks
An artificial neural network is a set of neurons where some, or all, the neurons are connected according to a certain pattern. Note that we put neurons at both input and output ends. These input and output neurons are not neurons as introduced previously, but depend on the learning problems. There may or may not be activation functions associated with them. In what follows, we briefly introduce the feed-forward, convolutional neural networks, and the Boltzmann machines.
Rosenblatt's perceptron and logistic neural network
To explain the neural network, we first see an example of the feed-forward neural network, perceptron, which was invented by Rosenblatt. In the history of artificial neural networks, the multilayer perceptron plays a crucial role. In a perceptron, the activation function of each neuron is set to a Heaviside step function
where one value represents the activation status of the neuron and zero value represents the deactivation status of the neuron. The output value of one neuron is the input value of the neurons connecting it. The power of the perceptron mainly comes from its hierarchical recursive structure. It has been shown that the perceptron can be used for doing universal classical computation [45] [46] [47] . To see this, we note that NAND and FANOUT operations are universal for classical computation. In the perceptron, we still assume a FANOUT operation works 1 . We only need to show that the percep- 1 Here, we emphasize the importance of the FANOUT operation, which is usually omitted from the universal set of gates in the classical computation theory. However, the operation is forbidden in quantum computation by the famous no-cloning theorem. a The softmax function acts on vectors x, which are usually used in the final layer of the neural networks.
tron simulates the NAND operation. Suppose that x 1 , x 2 are two inputs of the neuron each with weight −2 and the bias of the neuron set to −3. When the inputs are x 1 = x 2 = 1, f (x 1 w 1 + x 2 w 2 ) = 0, otherwise its output is 1, which is exactly the output of the NAND operation.
Although the perceptron is powerful in many applications, it still has some shortcomings. The most outstanding one is that the activation function is not continuous, a small change in the weights may produce a large change in the output of the network, this makes the learning process difficult. One way to remedy this shortcoming is to smooth out the activation function, usually, by choosing the logistic function,
This resulting network is usually named the logistic neural network (or sigmoid neural network). In practice, logistic neural networks are used extensively. Many problems can be solved by this network. We remark that the logistic function is chosen for convenience in the updating process of learning and many other smooth step-like functions can be chosen as an activation function. In a neural network, the activation functions need not be all the same. In Table I , we list some popular activation functions. Next, we see how the neural network learns with the gradient descent method. We illustrate the learning process in the supervised machine framework using two different sets of labelled data
, known as training data and test data, respectively; here y i (resp. t i ) is the label of x i (resp. z i ). Our aim is to find the weights and biases of the neural network such that the network output y(x i ) (which depends on network parameters Ω = {w ij , b i }) approximates y i for all training inputs x i . To quantify how well the neural network approximates the given labels, we need to introduce the cost function, which measures the difference between y(x i ) and y i ,
where N denotes the number of data in the training set, Ω the set of network parameters w ij and b j , and the sum runs over all data in the training set. Here, we choose the quadratic norm, therefore, the cost function is called quadratic. Now our aim is to minimize the cost function as a multivariable function of the network parameters such that C(Ω) ≈ 0, this can be done by the well-known gradient descent method. The intuition behind the gradient decent method is that we can regard the cost function, in some sense, as the height of a map where the place is marked by network parameters. Our aim is to go down repeatedly from some initial place (given a configuration of the neural network) until we reach the lowest point. Formally, from some given configuration of the neural network, i.e., given parameters w ij and b i , the gradient decent algorithm needs to compute repeatedly the gradient ∇C = (
The updating formulae are given by
where η is a small positive parameter known as the learning rate.
In practice, there are many difficulties in applying gradient method to train the neural network. The modified form, the stochastic gradient descent, is usually used to speed up the training process. In the stochastic gradient method, sampling over the training set is introduced, i.e., we randomly choose N samples S = {(X 1 , Y 1 ), · · · , (X N , Y N )} such that the average gradient of cost function over S equals roughly the average gradient over the whole training set S. Then the updating formulae are accordingly modified as
where C(X i ) = y(X i ) − Y i 2 /2 is the cost function over the training input X i .
The test data T is usually chosen differently from S, and when the training process is done, the test data is used to test the performance of the neural network, which for many traditionally difficult problems (such as classification and recognition) is very good. As discussed later, the feed-forward neural network and many other neural networks also work well in approximating quantum states [48, 49] , this being the main theme of this paper.
Convolutional neural network
Convolutional neural networks are another important class of neural network and are most commonly used to analyze images. A typical convolutional neural network consists of a sequence of different interleaved layers, including a convolutional layer, a pooling layer, and a fully connected layer. Through a differentiable function, every layer transforms the former layer's data (usually pixels) into a new set of data (pixels).
For regular neural networks, each neuron is fully connected with the neurons in the previous layer. However, for the convolution layer of a convolutional neural network, the neurons only connect with neurons in a local neighborhood of the previous layer. More precisely, in a convolutional layer, the new pixel values of the k-th layer are obtained from the (k − 1)-th layer by a filter that determines the size of the neighborhood and then gives v
where the sum runs over the neurons in the local neighborhood of v (k) ij . After the filter scans the whole image (all pixel values), a new image (new set of pixel values) is obtained. The pooling layers are usually periodically added in-between successive convolutional layers and its function is to reduce the data set. For example, the max (or average) pooling chooses the maximum (or average) value of the pixels of the previous layer contained in the filter. The last fully connected layer is the same as the one in the regular neural network and outputs a class label used to determine which class the image is categorized in.
The weights and biases of the convolutional neural networks are learnable parameters, but the variables such as the size of the filter and the number of interleaved convolutional and pooling layers are usually fixed. The convolutional neural network performs well in classificationtype machine learning tasks such as image recognition [18, 50, 51] . As has been shown numerically [52] , the convolutional neural network can also be used to build quantum many-body states.
Boltzmann machine
Now we introduce another special type of artificial neural networks, the Boltzmann machine (also known as the stochastic Hopfield network with hidden units), which is an energy-based neural network model [53, 54] . Recently introduced in many different physical areas [26, 27, 29, 31, 38, 39, [55] [56] [57] [58] [59] [60] , the quantum versions of BMS, quantum BMs, have also been investigated [61] . As the BM is very similar to the classical Ising model, here we explain the BM neural network by frequently referring to the terminology of the Ising model. Notice that the BM is very different from the perceptrons and logistic neural network as it does not treat each neuron individually. Therefore, there is no activation function attached to each specific neuron. Instead, the BM treats neurons as a whole.
Given a graph G with vertex set V (G) and edge set E(G), the neurons s 1 , · · · , s n (spins in the Ising model) are put on vertices, n = |V (G)|. If two vertices i and j are connected, there is a weight w ij (coupling constant in the Ising model) between the corresponding neurons s i and s j . For each neuron s i , there is also a corresponding local bias (local field in the Ising model). As has been done for Ising model, for each series of input values s = (s 1 , · · · , s n ) (spin configuration in the Ising model), we define its energy as
Up to now, everything is just as for the Ising model. No new concepts or techniques are introduced. The main difference is that, the BM construction introduces a coloring on each vertex. Each vertex receives a label hidden or visible. We assume the first k neurons are hidden neurons denoted by h 1 , · · · , h k , and the left l neurons are visible neurons denoted by v 1 , · · · , v l and k + l = n. Therefore, the energy is now E(h, v). The BM is a parametric model of a joint probability distribution between variables h and v with the probability given by
where
is the partition function. The general BM is very difficult to train, and therefore some restricted architecture on the BM is introduced. The restricted BM (RBM) was initially invented by Smolensky [62] in 1986. In the RBM, it is assumed that the graph G is a bipartite graph; the hidden neurons only connect with visible neurons and there are no intra-layer connections. This kind of restricted structure makes the neural network easier to train and therefore has been extensively investigated and used [26, 27, 29, 31, 38, 39, [55] [56] [57] [58] [59] [60] . The RBM can approximate every discrete probability distribution [63, 64] .
The BM is most notably a stochastic recurrent neural network whereas the perceptron and the logistic neural network are feed-forward neural networks. There are many other types of neural networks. For a more comprehensive list, see textbooks such as Refs. [65, 66] . The BM is crucial in quantum neural network states and hence its neural network states are also the most studied. In later sections, we shall discuss the physical properties of the BM neural network states and their applications.
Tensor networks
Tensor networks are certain contraction pattern of tensors, which play an important role in many scientific areas such as condensed matter physics, quantum information and quantum computation, computational physics, and quantum chemistry [3] [4] [5] [6] [7] 12] . We discuss some details of tensor networks latter in this review. Here, we only comment on the connection between tensor networks and machine learning.
Many different tensor network structures have been developed over the years for solving different problems like the matrix product states (MPS) [67] [68] [69] , projective entangled pair states (PEPS) [14] , multiscale entanglement renormalization ansatz (MERA) [16] , branching [70, 71] , and tree tensor network [72] , matrix product operator [73] [74] [75] [76] , projective entangled pair operator [77] [78] [79] , and continuous tensor networks [80] [81] [82] . A large number of numerical algorithms based on tensor networks are now available, including the density-matrix renormalization group [13] , folding algorithm [15] , entanglement renormalization [16] , time-evolving block decimation [17] , and tangent space method [83] .
One of the most important properties that empowers tensor networks is that entanglement is much easier to treat in this representation. Many studies have appeared in recent years that indicate that tensor networks have a close relationship with state-of-the-art neural network architectures. From theory, machine learning architectures were shown in Ref. [84] to be understood via the tensor networks and their entanglement pattern. In practical applications, tensor networks can also be used for many machine-learning tasks, for example, performing learning tasks by optimizing the MPS [85, 86] , preprocessing the dataset based on layered tree tensor networks [87] , classifying images via the MPS and tree tensor networks [85] [86] [87] [88] , and realizing quantum machine learning via tensor networks [89] . Both tensor networks and neural networks can be applied to represent quantum many-body states; the difference and connections of the two kinds of representations are extensively explored in several works [27, 29, 38, 40, 43, 59, 90] ,. We shall review some of these progress in detail in Section III.
B. Representational power of neural network
Next we comment on the representational power of neural networks, which is important in understanding the representational power of quantum neural network states. In 1900, Hilbert formulated his famous list of 23 problems, among which the thirteenth problem is devoted to the possibility of representing an n-variable function as a superposition of functions of a lesser number of variables. This problem is closely related to the representational power of neural networks. Kolmogorov [91, 92] and Arnold [93] proved that for continuous n-variable functions, this is indeed the case. The result is known as the Kolmogorov-Arnold representation theorem (alternatively, the Kolmogorov superposition theorem); Theorem 1. Any n-variable real continuous function f : [0, 1] n → R expands as sums and compositions of continuous univariate functions; more precisely, there exist real positive numbers a, b, λ p , λ p,q and a real monotonic increasing function φ :
where F is a real and continuous function called the outer function, and φ called the inner function. Note that a and F may be different in two representations.
Obviously, the mathematical structure in the theorem is very similar to the mathematical structure of feed-forward neural networks. Since the initial work of Kolmogorov and Arnold, numerous follow-up work contributed to understanding more deeply the representation power of neural networks from different aspects [94] . Mathematicians have considered the problem in different support sets and different metric between functions. The discrete-function version of the problem is also extensively investigated. As mentioned in the previous section, McCulloch and Pitts [45] showed that any Boolean function can be represented by the perceptron and, based on this fact, Rosenblatt developed the learning algorithm [95] . S lupecki proved that all k-logic functions can be represented as a superposition of one-variable functions and any given significant function [96] . Cybenko [97] , Funahashi [98] and Hornik and colleagues [99] proved that n-variable functions defined on a compact subset of R n may be approximated by a four-layer network with only logistic activation functions and a linear activation function. Hecht [100] went a step further; he proved that any n-variable continuous function can be represented by a two-layer neural network involving logistic activation functions of the first layer and arbitrary activation functions on the second layer. These results are summarized as follows; Theorem 2. The feed-forward neural network can approximate any continuous n-variable functions and any n-variable discrete functions.
For the stochastic recurrent neural network BM, the power in approximating probability distributions has also been studied extensively. An important result of Le Roux and Bengio [63] claims that Theorem 3. Any discrete probability distribution p : B n → R ≥0 can be approximated with an RBM with k +1 hidden neurons where k = |supp(p)| is the cardinality of the support of p (i.e., the number of vectors with nonzero probabilities) arbitrarily well in the metric of the Kullback-Leibler divergence.
The theorem states that any discrete probability distribution can be approximated by the RBM. The bound of the number of hidden neurons is later improved [64] .
Here we must stress that these representation theorems are applicable only if the given function or probability distribution can be represented by the neural network. In practice, the number of parameters to be learned cannot be too large for the number of input neurons when we neural network build a neural network. If a neural network can represent a function or distribution in polynomial time (the number of parameters depends polynomially on the number of input neurons), we say that the representation is efficient.
III. ARTIFICIAL NEURAL NETWORK ANSATZ FOR QUANTUM MANY-BODY SYSTEM
A. Neural network ansatz state
We now describe how neural network can be used as a variational ansatz for quantum many-body systems. For a given many-body pure state |Ψ of an N -particle p-level physical system
The coefficient Ψ(v 1 , v 2 · · · , v N ) of the state can be regarded as an N -variable complex function. To characterize a state, we only need to give the corresponding value of Ψ function for each variable v = (v 1 , v 2 · · · , v N ). One of the difficulties in quantum many-body physics is that the complete characterization of an N -particle system requires O(p N ) coefficients, which is exponentially large in the system size N and therefore is computationally inefficient. Let us now see how neural network can be used to attack the difficulty.
To represent a quantum state, we first need to build a specific architecture of the neural network for which we denote the set of adjustable parameters as Ω = {w ij , b i }. The number of input neurons is assumed to be the same as the number of physical particles N . For each series of inputs v = (v 1 , · · · , v N ), we anticipate the neural network to output a complex number Ψ(v, Ω), which depends on values of both the input and parameters of the neural network. In this way, a variational state
is obtained, where the sum runs over all basis labels, |v denotes |v 1 ⊗ · · · ⊗ |v N , and Z p the set {0, 1, · · · , p − 1}
(the labels of local basis). The state in Equation (12) is a variational state. For a given Hamiltonian H, the corresponding energy functional is
In accordance with the variational method, the aim now is to minimize the energy functional and obtain the corresponding parameter values, with which the (approximate) ground state is obtained. The process of adjusting parameters and finding the minimum of the energy functional is performed using neural network learning (see Figure 2) . Alternatively, if the appropriate dataset exists, we can also build the quantum neural network states by standard machine learning procedures rather than minimizing the energy functional. We first build a neural network with learnable parameters Ω and then train the network with the available dataset. Once the training process is completed, the parameters of the neural network are fixed; we also obtain the corresponding approximate quantum states. The notion of the efficiency of the neural network ansatz in representing a quantum many-body state is defined as the dependency relation of the number of nonzero parameters |Ω| involved in the representation and the number of physical particles N : if |Ω| = O(poly(N )), the representation is called efficient. The aim when solving a given eigenvalue equation is therefore to build a neural network for which the ground state can be represented efficiently.
To obtain the quantum neural network states from the above construction, we first need to make the neural network a complex neural network, specifically, use complex parameters and output complex values. In practice, some neural networks may have difficulty outputing complex values. Therefore, we need to develop another way to build a quantum neural network state |Ψ . We know that wavefunction Ψ(v) can be written as Ψ(v) = R(v)e iθ (v) where the amplitude R(v) and phase θ(v) are both real functions; hence, we can represent them by two separate neural networks with parameter sets Ω 1 and Ω 2 . The quantum states are determined from the union of these sets, Ω = Ω 1 ∪ Ω 2 (Figure 4) . In Section IV, we give an explicit example to clarify the construction. Hereinafter, most of our discussion remains focused on the complex neural network approach.
Let us now see some concrete examples of neural network states.
Some examples of neural networks states
The first neural network state we consider is the logistic neural network state, where weights and biases now must be chosen as complex numbers and the activation function f (z) = 1/(1 + e −z ) is also a complex function. As shown in Figure 3 , we take the two-qubit state as an example. We assume the biases are b 1 , · · · , b 4 for hidden neurons h 1 , · · · , h 4 respectively; the weights between neurons are denoted by w ij . We construct the state coefficient neuron by neuron next.
In Figure 3 , the output for h i , i = 1, 2, 3 is y i = f (v 1 w 1i + v 2 w 2i − b i ), respectively. These outputs are transmitted to h 4 ; after acting with h 4 , we get the state coefficient, (14) where Ω = {w ij , b i }. Summing over all possible input values, we obtain the quantum state |Ψ log (Ω) =
However, when we want to give the neural network parameters of a given state |Ψ explicitly, we find that f (z) = 1/(1 + e −z ) cannot exactly take values zero and one as they are the asymptotic values of f . This shortcoming can be remedied by a smoothing step function in another way. Here we give a real function solution; the complex case can be done similarly. The idea is very simple. We cut the function into pieces and then glue them together in some smooth way. Suppose that we want to construct a smooth activation function F (x) such that
we can choose a kernel function
The required function can then be constructed as
where s(t) is step function. It is easy to check that the constructed function F (x) is differentiable and satisfies Equation (15) . In this way, the explicit neural network parameters can be obtained for any given state. Note that the above representation of the quantum state Ψ(v) by a neural network is to develop the complexvalued neural network. It will be difficult in some cases. Because the quantum state Ψ(v) can also be expressed as an amplitude R(v) and phase e iθ(v) as Ψ(v) = R(v)e iθ(v) , we can also represent the amplitude and phase by two neural networks separately as R(Ω 1 , v) and θ(Ω 2 , v) where Ω 1 and Ω 2 are two respective parameter sets of the neural networks. The approach is used in representing a density operator by purification; to be discussed in Section IV.
For the BM states, we notice that the classical BM networks can approximate a discrete probability distribution. The quantum state coefficient Ψ(v) is the square root of the probability distribution and therefore should also be able to be represented by the BM. This is one reason that the BM states are introduced as a representation of quantum states. Here we first treat instances of fully connected BM states ( Figure 3 ). Instances for the RBM and DBM are similar. As in the logistic states, the weights and biases of the BM are now complex numbers. The energy function is defined as
where a i and b j are biases of visible neurons and hidden neurons, respectively; w ij , w jj , and w ii are connection weights. The state coefficients are now
with Z = v,h e −E(h,v) the partition function, and the sum runs over all possible values of the hidden neurons. The quantum state is
where N is the normalizing factor.
Because the fully connected BM states are extremely difficult to train in practice, the more commonly used ones are the RBM states where there is one hidden layer and one visible layer. There are no intra-layer connections [hidden (resp. visible) neurons do not connect with hidden (resp. visible) neurons]. In this instance, the energy function becomes
Then the wavefunction is
where by '∼' we mean that the overall normalization factor and the partition function Z(Ω) are omitted, Γ j = hj e hj (bj + i viWij ) is 2 cosh(b j + i v i W ij ) or 1 + e bj + i viWij for h j takes values in {±1} and {0, 1}, respectively. This kind of product form of the wavefunction plays an important role in understanding the RBM states.
The DBM has more than one hidden layer; indeed, as has been shown in Ref. [29] , any BM can be transformed into a DBM with two hidden layers. Hence, we shall only be concerned with the DBM with two hidden layers. The wavefunction is written explicitly as
where the energy function is now of the form
It is also difficult to train the DBM, in general, but the DBM states have a stronger representational power than the RBM states; the details are discussed in the next subsection.
Representational power of neural network states
As the neural network states were introduced in many-body physics to represent the ground state of the transverse-field Ising model and the antiferromagnetic Heisenberg model efficiently [26] , many researchers have studied their representation power. We now know that RBMs are capable of representing many different classes of states [28, 29, 38, 58] . Unlike their unrestricted counterparts, RBMs allow an efficient sampling and they are also the most studied cases. The DBM states are also explored in various works [29, 42, 43] . In this section, we briefly review the progress in this direction.
We first list some known classes of states that can be efficiently represented by RBM: Z 2 -toric code states [28] ; graph states [29] ; stabilizer states with generators of pure type, S X , S Y , S Z and their arbitrary union [38] ; perfect surface code states, surface code states with boundaries, defects, and twists [38] ; Kitaev's D(Z d ) quantum double ground states [38] ; the arbitrary stabilizer code state [40] ; ground states of the double semion model and the twisted quantum double models [41] ; states of the Affleck-Lieb-Kennedy-Tasaki model and the twodimensional CZX model [41] ; states of Haah's cubic code model [41] ; and the generalized-stabilizer and hypergraph states [41] . The algorithmic way to obtain the RBM parameters of the stabilizer code state for arbitrary given stabilizer group S has also been developed [40] .
Although many important classes of states may be represented by the RMB, there is a crucial result regarding a limitation: [29] there exist states that can be expressed as PEPS [101] but cannot be efficiently represented by a RBM; moreover, the class of RBM states is not closed under unitary transformations. One way to remedy the defect is by adding one more hidden layer, that is, using the DBM.
The DBM can efficiently represent physical states including:
• Any state which can be efficiently represented by RBMs 2 ;
• Any n-qubit quantum states generated by a quantum circuit of depth T ; the number of hidden neurons is O(nT ) [29] ;
• Tensor network states consist of n-local tensors with bound dimension D and maximum coordination number d; the number of hidden neurons is O(nD 2d ) [29] ;
• The ground states of Hamiltonians with gap ∆; the number of hidden neurons is O( Although there are many known results concerning the BM states, the same for other neural networks nevertheless has been barely explored.
B. Tensor network states
Let us now introduce a closely related representation of the quantum many-body states-the tensor network representation, which was originally developed in the context of condensed matter physics based on the idea of the renormalization group. Tensor network states have now applications in many different scientific fields. Arguably, the most important property of the tensor network states is that entanglement is much easier to read out than other representations.
Although there are many different types of tensor networks, we focus here on the two simplest and easily accessible ones, the MPS and the PEPS. For other more comprehensive reviews, see [3] [4] [5] [6] [7] 12] .
By definition, a rank-n tensor is a complex variable with n indices, for example A i1,i2,··· ,in . The number of values that an index i k can take is called the bond dimension of i k . The contraction of two tensors is a new tensor, that being defined as the sum over any number of pairs of indices; for example, C i1,··· ,ip,k1,··· ,kq = 2 This can be done by setting all the parameters involved in the deep hidden layer to zeros; only the parameters of the shallow hidden layer remain nonzero.
j1,··· ,j l A i1,··· ,ip,j1,··· ,j l B j1,··· ,j l ,k1,··· ,kq . A tensor network is a set of tensors for which some (or all) of the indices are contracted.
Representing the tensor network graphically is quite convenient. The corresponding diagram is called a tensor network diagram, in which, a rank-n tensor is represented as a vertex with n-edges, for example, a scalar is just a vertex, a vector is a vertex with one edge, and a matrix is a vertex with two edges: scalar :
; vector : ; matrix :
. (23) The contraction is graphically represented by connecting two vertices with the same edge label. For two vectors and matrices, this corresponds to the inner product and the matrix product, respectively. Graphically, they look like inner product :
matrix product :
How can we use the tensor network to represent a many-body quantum state? The idea is to regard the wavefunction Ψ(v 1 , · · · , v n ) = v|Ψ as a rank-n tensor Ψ v1,··· ,vn . In some cases, the tensor wavefunction can break into some small pieces, specifically, contraction of some small tensors. For example Ψ v1,··· ,vn = α1,··· ,αn A [1] i1;αnα1 A [2] i2;α1α2 · · · A [n] in;αn−1αn . Graphically, we have
where each A
is a local tensor depending only on some subset of indices {v 1 , · · · , v n }. In this way, physical properties such as entanglement are encoded into the contraction pattern of the tensor network diagram. It turns out that this kind of representation is very powerful in solving many physical problems.
There are several important tensor network structures. We take two prototypical tensor network states used for 1d and 2d systems, MPS states, [67] [68] [69] and PEPS states [14] , as examples to illustrate the construction of tensor-network states. In Table II , we list some of the most popular tensor-network structures including MPS, PEPS, MERA [16] , branching MERA [70, 71] , and tree tensor networks [72] , We also list the main physical properties of these structures, such as correlation length and (26), which consists of many local rank-3 tensors. For the open boundary case, the boundary local tensor is replaced with rank-2 tensors, and the inner part remains the same. The MPSs correspond to the low energy eigenstates of local gapped 1d Hamiltonians [102, 103] . The correlation length of the MPS is finite and they obey the entanglement area law, thus they cannot be used for representing quantum states of critical systems that break the area law [8] .
The PEPS state can be regarded as a higherdimensional generalization of MPS. Here we give an example of a 2d 3 × 3 PEPS state with open boundary
(27) The typical local tensors for PEPS states are rank-5 tensors for the inner part, rank-4 tensors for the boundary part and rank-3 tensors for the corner part. The 2d PEPSs capture the low-energy eigenstates of 2d local Hamiltonians, which obey the entanglement area law [8] . PEPSs have some difference with MPS; their correlation length is not always finite and can be used to represent quantum states of critical systems. However, there is, by now, no efficient way to contract physical information from PEPS exactly, therefore, many approximate methods have been developed in recent years.
The tensor network states have a close relationship with neural network states. Their connections are extensively explored in many studies [29, 39, 59] . Here, we briefly discuss how to transform a RBM state into a tensor network state. To do this, we need to regard visible and hidden neurons as tensors. For example, the visible neuron v i and hidden neuron h j is now replaced by
and the weighted connection between v i and h j is now also replaced by a tensor
It is easy to check that both RBM and tensor network representations give the same state. Note that by some further optimization, any local RBM state can be transformed into an MPS state [59] . The general correspondence between RBM and tensor-network states has been discussed in Ref. [59] . One crucial thing is that here we are only concerned with reachability, specifically, whether one representation can be represented by another. However, in practical applications, we must also know the efficiency to represent one by the other. As indicated in Section III A 2, there exist some tensor network states which cannot be efficiently represented by RBM. We note that there are also several studies trying to combine the respective advantages of a tensor network and a neural network to give a more powerful representation of the quantum many-body states [90] .
C. Advances in quantum many-body calculations
There are several studies concerning numerical tests of the accuracy and efficiency of neural network states for different physical systems and different physical phenomena [22] [23] [24] [25] [26] [27] [28] [29] [34] [35] [36] [37] [38] . The early work trying to use a neural network to solve the Schrödinger equations [34] [35] [36] [37] date back to 2001. Recently, in 2016, Carleo and Troyer made the approach popular in calculating physical quantities of the quantum systems [26] . Here we briefly discuss several examples of numerical calculations in manybody physics, including spin systems, and bosonic and fermionic systems.
Transverse-field Ising model. -The Hamiltonian for the Ising model immersed in a transverse field is given by
where the first sum runs over all nearest neighbor pairs. For the 1d case, the system is gapped as long as J = B but gapless when J = B. In Ref. [26] , Carleo and Troyer demonstrated that the RBM state works very well in finding the ground state of the model. By minimizing the energy E(Ω) = Ψ(Ω)|H tIsing |Ψ(Ω) / Ψ(Ω)|Ψ(Ω) with respect to the network parameters Ω using the improved gradient-descent optimization, they showed that the RBM states achieve an arbitrary accuracy for both 1d and 2d systems. Antiferromagnetic Heisenberg model. -The antiferromagnetic Heisenberg model is of the form
where the sum runs over all nearest neighbor pairs. In Ref. [26] , the calculation of the model is performed for the 1d and 2d systems using the RBM states. The accuracy of the neural network ansatz turns out to be much better than the traditional spin-Jastrow ansatz [104] for the 1d system. The 2d system is harder, and more hidden neurons are needed to reach a high accuracy. In Ref. [105] , a combined approach is presented; the RBM architecture was combined with a conventional variational Monte Carlo method with paired-product (geminal) wave functions to calculate the ground-state energy and ground state. They showed that the combined method has a higher accuracy than that achieved by each method separately.
Heisenberg model (also known as the frustrated Heisenberg model) is of the form
where the first sum runs over all nearest neighbor pairs and the second sum runs over the next-nearest-neighbor pairs. Cai and Liu [48] produced expressions of the neural network states in this model using the feed-forward neural networks. They used the variational Monte Carlo method to find the ground state for the 1d system and obtained precisions to ∼ O(10 −3 ). Liang and colleagues [52] investigated the model using the convolutional neural network, and showed that the precision of the calculation based on convolutional neural network exceeds the string bond state calculation.
Hubbard model. -The Hubbard model is a model of interacting particles on a lattice and endeavors to capture the phase transition between conductors and insulators. It has been used to describe superconductivity and cold atom systems. The Hamiltonian is of the form
where the first term accounts for the kinetic energy and the second term the potential energy; c † i,σ and c i,σ denote the usual creation and annihilation operators, witĥ n i,σ = c † i,σ c i,σ . The phase diagrams of the Hubbard model have not been completely determined yet. In Ref. [105] , Nomura and colleagues numerically analyzed the ground state energy of the model by combining the RBM and the pair product states approach. They showed numerically that the accuracy of the calculation surpasses the many-variable variational Monte Carlo approach when U/t = 4, 8. A modified form of the model, described by the Bose-Hubbard Hamiltonian, was studied in Ref. [49] using a feed-forward neural network. The result is in good agreement with the calculation given by an exact diagonalization and the Gutzwiller approximation.
Here we briefly mention several important examples of numerical calculations of many-body physical systems. Numerous other numerical works concerning many different physical models have appeared. We refer the interested readers to e.g., Refs. [22-29, 34-38, 48, 49, 52, 105] IV. DENSITY OPERATORS REPRESENTED BY NEURAL NETWORK
A. Neural network density operator
In realistic applications of quantum technologies, the states that we are concerned about are often mixed because the system is barely isolated from its environment. The mixed states are mathematically characterized by the density operator ρ which is (i) Hermitian ρ † = ρ; (ii) positive semi-definite Ψ|ρ|Ψ ≥ 0 for all |Ψ ; and (iii) trace one Trρ = 1. The pure state |Ψ provides a representation of the density operator ρ Ψ = |Ψ Ψ| and the general mixed states are non-coherent superpositions (classical mixture) of pure density operators. Let us consider the situation for which the physical space of the system is H S with basis v 1 , · · · , v n and the environment space is H E with basis e 1 , · · · , e m . For a given mixed state ρ S of the system, then if we take into account the effect of the environment there is a pure state |Ψ SE = v e Ψ(v, e)|v |e for which ρ S = Tr E |Ψ SE Ψ SE |. Every mixed state can be purified in this way.
In Ref. [106] , Torlai and Melko explored the possibility of representing mixed states ρ S using the RBM. The idea is the same as that for pure states. We build a neural network with parameters Ω, and for the fixed basis |v , the density operator is given by the matrix entries ρ(Ω, v, v ), which is determined by the neural network. Therefore, we only need to map a given neural network with parameters Ω to a density operator as
To this end, the purification method of the density operators is used. The environment is now represented by some extra hidden neurons e 1 , · · · , e m besides the hidden neurons h 1 , · · · , h l . The purification |Ψ SE of ρ S is now captured by the parameters of the network, which we still denote as Ω, i.e.,
By tracing out the environment, the density operator also is determined by the network parameters
To represent the density operators, Ref. [106] takes the approach to represent the amplitude and phase of the purified state |Ψ SE by two separate neural networks. First, the environment units are embedded into the hidden neuron space, i.e., they introduced some new hidden neurons e 1 , · · · , e m , which are fully connected to all visible neurons (See Figure 4) . The parameters corresponding to the amplitude and phase of the wave function are now encoded in the RBM with two different sets of parameters. That is, the state Ψ SE (Ω, v, e) = R(Ω 1 , a, v)e iθ(Ω2,a,v)
with Ω = Ω 1 ∪ Ω 2 . R(Ω 1 , a, v) and θ(Ω 2 , a, v) are both characterized by the corresponding RBM (this structure is called the latent space purification by authors). In this way, the coefficients of the purified state |Ψ SE encoded by the RBM are
where Z(Ω i ) = h e v e −E(Ωi,v,h,e) is the partition function corresponding to Ω i . The density operator can now be obtained from Equation (37) .
B. Neural network quantum state tomography
Quantum state tomography aims to identify or reconstruct an unknown quantum state from a dataset of experimental measurements. The traditional exact bruteforce approach to quantum state tomography is only feasible for systems with a small number of degress of freedom otherwise the demand on computational resources is high. For pure states, the compressed sensing approach circumvents the experimental difficulty and requires only a reasonable number of measurements [107] . The MPS tomography works well for states with low entanglement [108, 109] . For general mixed states, the efficiency of the permutationally invariant tomography scheme based on the internal symmetry of the quantum states is low [110] . Despite all the progress, the general case for quantum state tomography is still very challenging.
The neural network representation of quantum states provides another approach to state tomography. Here we review its basic idea. For clarity (although there will be some overlap), we discuss its application to pure states and mixed states separately.
From the work by Torlai and colleagues, [33] for a pure quantum state, the neural network tomography works as follows. To reconstruct an unknown state |Ψ , we first perform a collection of measurements {v (i) }, i = 1, · · · , N and therefore obtain the probabilities
The aim of the neural network tomography is to find a set of RBM parameters Ω such that the RBM state Φ(Ω, v (i) ) mimics the probabilities p i (v (i) ) as closely as possible in each basis. This can be done in neural network training by minimizing the distance function (total divergence) between |Φ(Ω,
The total divergence is chosen as
] is the Kullback-Leibler (KL) divergence in basis {v (i) }. Note that to estimate the phase of |Ψ in the reference basis, a sufficiently large number of measurement bases should be included. Once the training is completed, we get the target state |Φ(Ω) in the RBM form, which is the reconstructed state for |Ψ . In Ref. [33] , Torlai and colleagues test the scheme for the W-state, modified W state with local phases, Greenberger-Horne-Zeilinger and Dicke states, and also the ground states for the transverse-field Ising model and XXZ model. They find the scheme is very efficient and the number of measurement bases usually scales only polynomially with system size.
The mixed state case is studied in Ref. [106] and is based on the RBM representations of the density operators. The core idea is the same as for the pure state; that is, to reconstruct an unknown density operator ρ, we need to build an RBM neural network density σ(Ω) with RBM parameter set Ω. Before training the RBM, we must perform a collection of measurements {v (i) } and obtain the corresponding probability distribution
The training process involves minimizing the total divergence between the experimental probability distribution and the probability distribution calculated from the test RBM state σ(Ω). After the training process, we obtain a compact RBM representation of the density operator ρ, which may be used to calculate the expectation of the physical observable. Neural network state tomography is efficient and accurate in many cases. It provides a good supplement to the traditional tomography schemes.
V. ENTANGLEMENT PROPERTIES OF NEURAL NETWORK STATES
The notion of entanglement is ubiquitous in physics. To understand the entanglement properties of the manybody state is a central theme in both condensed matter physics and quantum information theory. Tensor network representations of quantum states have an important advantage in that entanglement can be read out more easily. Here, we discuss the entanglement properties of the neural network states for a comparison with tensor networks.
For a given N -particle quantum system in state |Ψ , we divide the N particles into two groups A and A c . With this bipartition, we calculate the Rényi entanglement entropy S The entanglement property is encoded in the geometry of the contraction patterns of the local tensors for tensor network states. For neural network states, it was shown that the entanglement is encoded in the connecting patterns of the neural networks [27, 43, [58] [59] [60] . For RBM states, Deng, Li, and Das Sarma [27] showed that locally connected RBM states obey the entanglement area law, see Figure 5 (a) for an illustration of a local RBM state. Nonlocal connections result in the volume-law entanglement of the states [27] . We extended this result for any BM, showing that by cutting the intra-layer connection and adding hidden neurons, any BM state may be reduced to a DBM state with several hidden layers. Then using the folding trick, folding the odd layers and even layers separately, every BM is reduced into a DBM with only two hidden layers [29, 43] . Then we showed that the locally connected DBM states obey the entanglement area law, and the DBM with nonlocal connections possess volume-law entanglement [43] , see Figure 5 (b) for an illustration of a local DBM state.
The relationship between the BM and tensor network states was investigated in Refs. [29, 58, 59] , and some algorithmic way of transforming an RBM state into a MPS was given in Ref. [59] . The capability to represent tensor network states using the BM was investigated in [29, 58] from a complexity theory perspective.
One final aspect is realizing the holographic geometryentanglement correspondence using BM states [43, 60] . When proving the entanglement area law and volume law of the BM states, the concept of locality must be introduced, this means that we must introduce a geometry between neurons. This geometry results in the entanglement features of the state. When we try to understand the holographic entanglement entropy, we first tile the neurons in a given geometry and then make it learn from data. After the learning process is done, we can see the connecting pattern of the neural network and analyze the corresponding entanglement properties, which have a direct relationship to the given geometry, such as the signs of the space curvature.
Although much progress on the entanglement properties of neural network states has been made, we still know very little about it. The entanglement features of neural networks other than the BM have not been investigated at all and remain to be explored in future work.
VI. QUANTUM COMPUTING AND NEURAL NETWORK STATES
There is another crucial application of neural network states, namely, classical simulation of quantum computing, which we briefly review in this section. It is well-known that quantum algorithms can provide exponential speedup over some of the best known classical algorithms for many problems such as factoring integers [111] . Quantum computers are being actively developed of late, but one crucial problem, known as quantum supremacy [112] , emerges naturally. Quantum supremacy concerns the potential capabilities of quantum computers that classical computers practically do not have and the resources required to simulate quantum algorithms using a classical computer. Studies of classical simulations of quantum algorithms can also guide us to understand what are the practical applications of the quantum computing platforms developed recently in different laboratories. Here we introduce the approach to simulating quantum circuits based on the neural network representation of quantum states.
Following Ref. [29] , we first discuss how to simulate quantum computing via DBM states, since in the DBM formalism, all operations can be written out analytically. A general quantum computing process can be loosely divided into three steps: (i) initial state preparation, (ii) applying quantum gates, and (iii) measuring the output state. For the DBM state simulation in quantum computing, the initial state is first represented by a DBM network. We are mainly concerned in how to apply a universal set of quantum gates in the DBM representations. As we shall see, this can be achieved by adding hidden neurons and weighted connections. Here the universal quantum gates is chosen as single-qubit rotation around z-axis Z(θ), the Hadamard gate H, and controlled rotations around theẑ-axis CZ(θ) [113] .
We continue still to denote the calculating basis by |v ; the input state is then represented by DBM neural network as Ψ in (v, Ω) = v|Ψ in (Ω) . To simulate the circuit quantum computing, characterized by unitary transform U C , we need to devise strategies so that we can apply all the universal quantum gates to achieve the transform,
Let us first consider how to construct the Hadamard gate operation
If H acts on the i-th qubit of the system, we can then represent the operation in terms of the coefficients of the state,
In DBM settings, it is clear now that the Hadamard DBM transform of the i-th qubit adds a new visible neuron v i , which replaces v i , and another hidden neuron H i and v i now becomes a hidden neuron. The connection weight is given by W H (v, H i ) = 
can be constructed similarly. We can also add a new visible neuron v i and a hidden neuron Z i , and v i becomes a hidden neuron that should be traced. The connection weight is given be W Z(θ) (v, Z i ) = − ln 2 2 + iθv 2 + iπvZ i where v = v i , v i . The DBM transform of the controlled Z(θ) gates is slightly different from single qubit gates because it is a two-qubit operation acting on v i and v j . To simplify the calculation, we give here the explicit construction for CZ. This can be done by introducing a new hidden neuron H ij , which connects both v i and v j with the same weights as those given by the Hadamard gate. In summary, we have
Note that we can also achieve the quantum gate H in the DBM setting by adding directly a new visible neuron v i and connecting it with the (hidden) neuron v i . Z(θ) can also be realized in the DBM setting by changing the bias of the visible neuron v i . We choose the method presented above simply to make the construction clearer and more systematic.
The above protocol based on the DBM is an exact simulation but has a drawback in that the sampling of the DBM quickly becomes intractable with increasing depth of the circuit because the gates are realized by adding deep hidden neurons. In contrast, RBMs are easier to train; a simulation based on the RBM has already been developed [114] . The basic idea is the same as the DBM approach, the main difference being that Hadamard gate cannot be exactly simulated in the RBM setting. In Ref. [114] , the authors developed the approximation method to simulate the Hadamard gate operation. The RBM realizations of Z(θ) and CZ(θ) are achieved by adjusting the bias and introducing a new hidden neuron and weighted connections, respectively.
VII. CONCLUDING REMARKS
In this work, we discussed aspects of the quantum neural network states. Two important kinds of neural networks, feed-forward and stochastic recurrent, were chosen as examples to illustrate how neural networks can be used as a variational ansatz state of quantum manybody systems. We reviewed the research progress on neural network states. The representational power of these states was discussed and entanglement features of the RBM and DBM states reviewed. Some applications of quantum neural network states, such as quantum state tomography and classical simulations of quantum computing, were also discussed.
In addition to the foregoing, we present some remarks on the main open problems regarding quantum neural network states.
• One crucial problem is to explain why the neural network works so well for some special tasks. There should be deep reasons for this. Understanding the mathematics and physics behind the neural networks may help to build many other important classes of quantum neural network states and guide us in applying the neural network states to different scientific problems.
• Although the BM states have been studied from various aspects, many other neural networks are less explored in regard to representing quantum states both numerically and theoretically. This raises the question whether other networks can also efficiently represent quantum states, and what are the differences between these different representations?
• Developing the representation theorem for the complex function is also a very important topic in quantum neural network states. Because we must build the quantum neural network states from complex neural networks, as we have discussed, so it is important to understand the expressive power of the complex neural network.
• Having a good understanding of entanglement features is of great importance in understanding quantum phases and the quantum advantage over some information tasks. Therefore, we can also ask if there is an easy way to read out entanglement properties from specific neural networks such as the tensor network.
We hope that our review of the quantum neural network states inspires more work and exploration of the crucial topics highlighted above.
