The joint asymptotic multinormality of certain linear signed-rank statistics introduced by Shane and Puri (1969) is established for the nonidentically distributed case; moreover, the usual restriction forbidding constant score generating functions is dropped. In addition, sufficient conditions more general than those of Shane and Puri are given for the convergence of certain dispersion matrices, and these conditions guarantee the asymptotic independence of the statistics under consideration.
INTRODUCTION AND SUMMARY
In a set-up involving multivariate comparisons, Shane and Puri (1969) proposed a family of rank order tests based on sums of quadratic forms in linear signed-rank statistics T$' (a = I,..., c). Assuming that the random variables corresponding to any treatment pair (Y are identically distributed, Shane and Puri established the joint asymptotic multinormality Tc),..., T$); they also showed that under the hypothesis H,, of no treatment difference or under a sequence of RANK In Section 3 of the present paper the methods of Chernoff and Savage (1958) as extended in Puri and Sen (1971; Chapter 4) are used to establish the joint asymptotic multinormality of Tg),..., T$' under somewhat weaker assumptions than those of Shane and Puri; in particular, the requirement that the random variables under consideration be identically distributed is dropped, and the restriction that the score-generating functions be nonconstant is eliminated so that statistics used in construction of multivariate sign tests can be treated as a special case. In Section 4 we give sufficient conditions (more general than those of Shane and Puri) for the dispersion matrices of Tly),..., Tg' to converge and have a relatively simple form. Finally, in Section 5 we give sufficient conditions for the asymptotic independence of Tjyl),..., Tg' and produce consistent estimators of the respective asymptotic dispersion matrices.
Applications of these results to hypothesis testing are discussed in Russell (1973) and will be the subject of a later paper. 
for some K and 6 > 0. Cj$, = o~(N$') by assumption (2.2), and in fact if Jk is a constant function, then Jk' = 0 so CE)Nk E 0 for n = l,..., 4. Furthermore, it follows from Sen (1970; pp. 67-71) [see also Puri and Sen (1971), pp. 405-407] that if Jk is nonconstant and satisfies (2.3), then c",=l CN --+P 0.
Thus TN -BN converges in probability to the zero vector, so that TN and BN have the same limiting distribution if they have any at all [cf. Cramer (1946) , p. 2991. To complete the proof of Theorem 3.1, it therefore suffices to show that BN has asymptotically $x-variate normal distribution Mp,(y, , rN). With this end in view, notice that if we denote The desired asymptotic normality then follows from Liapunoff's theorem and the following lemma, the proof of which is similar to that of Lemma 4.4.5 in Puri and Sen (1971) and is therefore omitted. NO explicit forms for E(TN) and COV(TN) are given, however, and Hugkova does not give sufficient conditions for the convergence of {cov(T~)}. Condition (3.1) (necessary for Theorem 3.1 to hold) will be satisfied in particular if {I',} converges to a matrix r. We now give conditions under which (I',} converges to a matrix of relatively simple form. An additional condition on Jk (which seems to have been made tacitly by previous authors) is required, namely:
The set of d&continuities of Jk' has Lebesgue measure zero. Some subsequence of {It;} converges to a; for notational convenience, we assume I$2 -+ a. Since ( fN} is an equicontinuous and uniformly bounded family, Arzela's Theorem applies, yielding a subsequence which converges uniformly on compacts to a continuous function f. Again for notational convenience, we assume fNk + fk . Clearly, fk is even. as N -co if 6' > 0 is sufficiently small so that by the Degenerate Convergence Criterion in Loeve [(1963, p. 3171, (5.5 ) is asymptotically equivalent (in probability) to u,$gi . By essentially similar arguments, it can be shown that the second as well as the third term in (5.5) is o,(l).
