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I. INTRODUCTION 
The beef and pork industry of the U.S. is defined as the set of all 
economic units engaged in producing, processing, distributing and con­
suming commercially produced beef and pork. Farmers produce cattle 
and hogs and sell them to packers either directly or through auctions 
or terminal markets. Livestock is slaughtered and processed by packers. 
Carcasses and cuts flow through distribution agencies either directly or 
through storage to consumption which is composed of military and civilian 
consumption. Domestic flows of carcasses and cuts are reduced by exports 
and augmented by imports. 
All these activities are spatially and temporally related. The spatial 
pattern of the beef and pork industry is displayed by the regional flows 
of beef and pork in a given period between producing, processing, distri­
buting and consuming units. The temporal pattern of the beef and pork 
industry is exhibited by the seasonal and annual flows of beef and pork 
in a given region between economic agents. 
Spatial and temporal patterns of the beef and pork industry have at­
tracted normative research both in a theoretical and empirical sense. 
While in theoretical normative research a simultaneous evaluation of spa­
tial and temporal pattern is possible (Takayama and Judge, 1964a and 1964b), 
in applied normative research one customarily abstracts from one of the two 
dimensions and analyzes the problem under consideration in terms of the 
remaining one. In this thesis the same approach is followed in an attempt 
to determine an optimal temporal pattern of marketings by the beef and 
pork industry in the U.S. (48 States). 
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Conceptually this problem could be formulated in different ways de­
pending on which marketing level and with which criterion the temporal 
pattern of marketings by the beef and pork industry is to be evaluated. 
The following limitations and definitions will be used. 
One marketing level at which the temporal pattern is observed is 
the farm level. The temporal pattern is displayed by the quarterly flows 
of commercial slaughter of cattle and hogs, measured in liveweight and 
identical to farm marketings of cattle and hogs. They are denoted by Qpj. 
and Qp(- respectively, where B means beef and refers to cattle, while P 
means pork and refers to hogs. F and t refer to farm level and quarter t 
respectively. The corresponding prices are average prices received by 
farmers for cattle and hogs denoted by and P^^ respectively and mea­
sured in dollars per unit of liveweight. 
The criteria of the efficiency of the temporal pattern of the beef 
or/and pork industry are defined as 
where t refers to the t-th quarter of any given year and is summed overall 
four quarters. CR(B), CR(P), GR (B+P) will be called annual cash receipts 
to U.S. farmers from the marketings of cattle, hogs, and cattle and hogs. 
As a rule units of measurement of a variable are given in parentheses. 
The objective of this study is to determine farm marketings of cattle 
B P 
or/and hogs, or/and to maximize(1), (2) and(3) for selected years 
of the period 1954 through 1970 and for the future years 1972 through 1974. 
CR(B) = Z Ppt Qpt (103 $) 
cR(P) = Z pjt Qpt (10^ $) 
(1) 
(2)  
CR(B+P) = CR(B) + CR(P) (103 $) (3) 
3 
Historical values for cash receipts are given in Table 1 together 
with corresponding farm marketings and prices. Cash receipts defined 
here are conceptually the same as the ones published by the United States 
Department of Agriculture in Livestock and Meat Statistics. Arithmetically 
they differ since we use total marketings and average prices for 48 States 
while the USDA uses marketings and prices of individual States to arrive 
at U.S. totals. 
Determination of an efficient time path of farm marketings is both 
a computational and a practical problem. The computational problem 
consists of obtaining optimal numerical values for cash receipts and farm 
marketings in a given year. The practical problem consists of realizing 
the optimal values of cash receipts and farm marketings, hypothetically 
in the past and potentially in the future. This thesis is devoted to the 
solution of the computational problem. The solution to the practical 
problem is beyond its scope. A short discussion of the practical problem, 
however, is necessary. If optimal values of cash receipts and farm mar­
ketings could be realized in some way the solution of the computational 
problem could be used in a policy program designed to improve U.S. farmers' 
cash receipts from cattle or/and hogs. 
The practical problem is twofold. The first one is; How could we 
have realized in the past (could we realize in the future) the optimal 
values of farm marketings for a given quarter? 
The difficulties implied by this question become apparent if the 
initial problem is cast in a game theoretic framework. For simplicity 
we combine cattle and hogs into livestock and consider for any given period 
Table 1. Prices, farm marketings and cash receipts of cattle or/and hogs (1955-1970) 
pB pP nB qP 
Ft Ft ^Ft ^Ft 
CR(B) CR(P) CR(B+P) 
( $ ( $ 
10^ lb. ^10% lb. (10* lb. (10)6 lb. (103 $) (103 $) (103 $) 
1ivewe ight)1ivewe ight)1ivewe ight) 1ivewe i&ht) 
55 1 16.20 16.20 5,647 4,577 914,814 741,474 1,656,288 
2 16.47 16.90 5,871 3,743 966,954 632,567 1,599,521 
3 15.80 15.93 6,362 3,722 1,005,196 592,915 1,598,111 
4 14.23 12.40 6,321 5,562 899,478 689,688 1,589,166 
Total 24,201 17,604 3,786,442 2,656,644 6,443,086 
56 1 14.20 11.83 6,207 5,240 881,394 619,892 1,501,286 
2 15.23 15.17 6,248 4,100 951,570 621,970 1,573,540 
3 15.83 15.73 6,408 3,825 1,014,386 601,672 1,616,058 
4 14.53 15.33 6,820 5,065 990,946 776,464 1,767,410 
Total 25,683 18,230 3,838,296 2,619,998 6,458,294 
57 1 15.23 17.00 6,340 4,469 965,582 759,730 1,725,312 
2 17.43 17.73 6,069 4,004 1,057,827 709,909 1,767,736 
3 18.10 19.53 6,472 3,738 1,171,432 730,031 1,901,463 
4 17.93 17.13 6,245 4,694 1,119,728 804,082 1,923,810 
Total 25,126 16,905 4,314,569 3,003,752 7,318,321 
58 1 20.70 19.43 5,733 4,137 1,186,731 803,819 1,990,550 
2 22.63 21.30 5,664 3,914 1,281,763 833,682 2,115,445 
3 22.10 20.80 5,973 3,880 1,320,033 807,040 2,127,073 
4 22.47 17.97 5,869 4,763 1,318,764 855,911 2,174,675 
Total 23,239 16,694 5,107,291 3,300,452 8,407,743 
Table 1 (Continued) 
Pft Ppt Qpt Qpt CR(B) CR(P) CR(B-HP) 
^ ( $ 
10^ Ib. lÔ^lbT (10* Ib. (10* Ib. (10^ $) (10^ $) (10^ $) 
liveweight) liveweight) llveweight) liveweight) 
59 1 23.27 15.77 5,466 4,825 1,271,938 760,902 2,032,840 
2 24.13 15.27 5,741 4,474 1,385,303 683,180 2,068,483 
3 22.97 13.50 5,993 4,441 1,376,592 599,535 1,976,127 
4 20.50 12.00 6,055 5,569 1,241,275 668,280 1,909,555 
Total 23,255 19,309 5,275,108 2,711,897 7,987,005 
60 1 21.07 13.37 6,129 5,118 1,291,380 684,277 1,975,657 
2 21.43 15.63 6,164 4,589 1,320,945 717,261 2,038,206 
3 19.77 16.20 6,625 4,174 1,309,762 676,188 1,985,950 
4 19.47 16.60 6,413 4,777 1,248,611 792,982 2,041,593 
Total 25,331 18,658 5,170,699 2,870,707 8,041,406 
61 1 20.80 17.13 6,254 4,696 1,300,832 804,425 2,105,257 
2 19.87 16.23 6,572 4,505 1,305,856 731,162 2,037,018 
3 19.83 17.13 6,645 4,118 1,317,704 705,413 2,023,117 
4 20.20 16.13 6,589 5,068 1,330,978 817,468 2,148,446 
Total 26,060 18,387 5,255,370 3,058,468 8,313,838 
62 1 20.97 16.23 6,429 4,871 1,348,161 790,563 2,138,724 
2 21.17 15.53 6,494 4,672 1,374,780 725,562 2,100,342 
3 21.53 17.53 6,710 4,141 1,444,663 725,917 2,170,580 
4 21.57 16.17 6,587 5,299 1,420,816 856,848 2,277,664 
Total 26,220 18,983 5,588,420 3,098,890 8,687,310 
Table 1 (Continued) 
P|t P|t Qpt t^ CR(B) CR(P) CR(B-W) 
\ y" 
10^ Ib. 
liveweieht) 
10^ Ib. 
liveweieht) 
(lof ib. 
liveweieht) 
(lOb Ib. 
liveweieht) 
(103 $) (103 $) (103 $) 
63 1 20.60 14.67 6,617 5,083 1,363,102 745,676 2,108,778 
2 19.97 14.67 6,926 4,785 1,383,122 701,960 2,085,082 
3 20.40 16.43 7,108 4,458 1,450,032 732,449 2,182,481 
4 18.60 14.33 7,241 5,500 1,346,826 788,150 2,134,976 
Total 27,892 19,827 5,543,082 2,968,235 8,511,317 
64 1 18.60 14.27 7,299 5,301 1,357,614 756,453 2,114,067 
2 17.77 14.40 7,958 4,799 1,414,137 691,056 2,105,193 
3 18.30 16.00 7,956 4,340 1,455,948 694,400 2,150,348 
4 17.57 14.63 8,227 5,562 1,445,484 813,721 2,259,205 
Total 31,440 20,002 5,673,183 2,955,630 8,628,813 
65 1 18.27 16.10 7,835 4,870 1,431,454 784,070 2,215,524 
2 20.33 19.67 7,676 4,255 1,560,531 836,958 2,397,489 
3 20.73 23.00 8,315 3,748 1,723,700 862,040 2,585,740 
4 20.03 24.43 8,490 4,440 1,700,547 1,084,692 2,785,239 
Total 32,316 17,313 6,416,232 3,567,760 9,983,992 
66 1 22.43 26.17 8,359 4,226 1,874,924 1,105,944 2,980,868 
2 23.03 22.53 8,380 4,280 1,929,914 964,284 2,894,198 
3 22.27 23.33 8,704 4,215 1,938,381 983,360 2,921,741 
4 21.27 19.80 8,642 5,185 1,838,153 1,026,630 2,864,783 
Total 34,085 17,906 7,581,372 4,080,218 11,661,590 
Table 1 (Continued) 
?|t 
±-
10^ lb. 
(-
fpt 
$ 
Qpt Qpt 
10-^ Ib. (10* Ib. (10* Ib. 
CR(B) 
(103 $) 
CR(P) CR(B+P) 
(103 $) (103 $) 
67 1 21.67 18.60 8,610 5,144 1,865,787 956,784 2,822,571 
2 22.37 19.87 8,746 4,607 1,956,480 915,411 2,871,891 
3 23.17 20.33 8,582 4,622 1,988,449 939,653 2,928,102 
4 21.80 17.27 8,598 5,407 1,874,364 933,789 2,808,153 
Total 34,536 19,780 7,685,081 3,745,636 11,430,717 
68 1 22.73 18.37 8,720 5,042 1,982,056 926,215 2,908,271 
2 23.70 18.73 8,682 4,972 2,057,634 931,256 2,988,890 
3 23.83 19.83 9,099 4,754 2,168,292 942,718 3,111,010 
4 23.17 17.73 9,014 5,601 2,088,544 993,057 3,081,601 
Total 35,515 20,369 8,296,526 3,793,246 12,089,772 
69 1 24.33 19.40 8,852 5,224 2,153,692 1,013,456 3,167,148 
2 28.20 21.93 8,582 4,900 2,420,124 1,074,570 3,494,694 
3 27.00 25.23 9,124 4,706 2,463,480 1,187,324 3,650,804 
4 25.23 25.13 9,247 5,171 2,333,018 1,299,472 3,632,490 
Total 35,805 20,001 9,370,314 4,574,822 13,945,136 
70 1 27.46 26.43 8,945 4,744 2,456,297 1,253,839 3,710,136 
2 28.16 23.30 8,986 4,864 2,530,458 1,133,312 3,663,770 
3 27.23 21.80 9,131 4,914 2,486,371 1,071,252 3,557,623 
4 25.40 16.16 9,205 6,048 2,338,070 977,356 3,315,426 
Total 36,267 20,570 9,811,196 4,435,579 14,246,655 
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the supply of livestock by fanners and the derived demand for live­
stock by packers. If the demand function for livestock in a given quarter 
is known to agriculture then the supply of and the demand for livestock 
can be conceived as a two-person nonconstant sum game, the two players 
being packers and farmers. In this game the single player 'farmers' can 
determine the farm marketings which maximize total pay-off. 'Farmers' 
however are not a single player but a set of players who can play with or 
without cooperation against packers. 
If farmers play noncooperatively the supply of livestock becomes a 
new game in which the individual farmers act as opposing players competing 
for an optimal share of the total pay-off. This game among farmers has 
imperfect information since the individual farmers do not know on what 
point on the packers' demand function the aggregate supply function will 
intersect. Boot (1967, p. 90) elaborated this case and showed that it 
pays the individual fanner at any price above average variable cost to pro­
duce up to capacity. This explains the tendency of overproduction in 
agriculture. 
If on the contrary farmers play the game cooperatively they can de­
termine that supply which maximizes total payoff to farmers. The coali­
tion corresponding to the maximum payoff, however, is not stable since at 
the optimal prices individual farmers discover that they can do better 
individually than in coalition. This implies that supply of livestock is 
an inessential game (Owen, 1969, pp. 155 ff). 
Therefore, the production of optimal farm marketings in a given period 
requires the abandonment of competitive agriculture. A way to realize 
an optimal time path of farm marketings would be via a production cartel 
9 
with forced entry or government imposed production quotas. 
Assuming we are able by means of production control to generate a 
computed time path of farm marketings then the second practical problem 
is; How can we assure that the time path optimal for farmers remains 
unchanged by economic units other than farmers? 
In essence this asks whether agriculture has a monopoly in the pro­
duction of cattle and hogs and whether the different quarters are dis­
tinct markets in the sense that economic units other than farmers are 
unable to transfer livestock or meat from low to high price markets. The 
answer is in the affirmative. If we neglect imports which constituted In 
the past on the average less than 5% of total commercial production of beef 
and pork respectively and if we consider that imports can be regulated by 
the government, then agriculture appears as a monopolist in the production 
of beef and pork for the domestic market. Similarly, market agents other 
than farmers are unable to purchase livestock or meat in low price markets 
and to sell in high price markets. The temporal transfer of livestock is 
not possible since these agents lack space and feed to accommodate live­
stock. The temporal tranfer of meat is at present limited because of 
the American housewifes* longstanding resistance to buying frozen meat. 
Therefore, if production controls are accepted, farmers are able to 
generate and to maintain any given time path of farm marketings of cattle 
and hogs. Consequently the computation of an optimal time path of farm 
marketings becomes both a meaningful exercise and a guide for an economic 
policy designed to improve farmers' cash receipts not by price manipula­
tion but by price discrimination. 
The first numerical solution to the above problem was given by Ladd 
10 
and Kuang (1966) for the period from 1950 until 1961. Their solution 
proceeded as follows. 
Prices received by farmers were assumed to be generated by the 
stochastic model . ^ ^ ^ 
Ppt = Qpc + "t,l = B,P (4) 
where c^ and d^ are unknown parameters is a random variable with 
certain properties not specified here. Estimates for c^ and d^ were 
obtained from a multiequational model of the beef and pork industry using 
ordinary least squares. Upon taking expected values of (4) was sub­
stituted for Ppt in (1), (2) and (3). Annual cash receipts (a quadratic 
form in farm marketings) were maximized without constraints, and subject 
to a constraint set S which was defined as a set of equations linear in 
Qpj., i = B,P. Optimal free and constrained values of (1), (2) and (3) 
were obtained by means of classical calculus. 
This thesis continues the work of Ladd and Kuang, studying the same 
problems with somewhat different methods for the sampling period from 1954 
until 1968 and subsequent years. The solution of the problem is presented 
in two major parts. The derivation of farm price equations is given in 
chapter II. The maximization of annual cash receipts to U.S. farmers 
from cattle or/and hogs is presented in chapter III. 
The derivation of farm price equations follows standard procedure in 
economic research. Starting from observations in the real world we de­
velop in II. A the price and quantity identities relevant to the markets 
of the beef and pork industry. Out of the quantity variables some are 
assumed to be given as of quarter t. The rest of them together with the 
11 
price variables are explained by a structural model specified in II.B. 
In II.C the parameters of the structural model are estimated. Assump­
tions, estimation procedures and nonpredictive tests on estimates 
are described and results are given. The structural model is completed 
by adding the relevant identities. In II.D predictive properties of the 
estimated and completed structural model are investigated. For this pur­
pose the model is reduced to the 'final form' which yields among others 
the desired farm price equations. Forecasting properties of these equa­
tions are presented. This completes the derivation of farm price equa­
tions and opens the way to the optimization problem in chapter III. 
Optimization of annual cash receipts from cattle or/and hogs involves 
the explicit specification in III.A of the objective functions and con­
straints of the different problems to be studied. Since the objective 
functions"will be quadratic forms in farm marketings and since the con­
straints are linear in farm marketings, quadratic programming will be 
used to solve the different optimization problems. The algorithm applied 
is explained in III.B and the computational results for past and future 
years appear in III.C. 
The organization of the thesis is apparent from the above. The thesis 
is composed of chapters denoted by Roman numerals. Chapters are divided 
into sections denoted by capital letters and subsections denoted by arabic 
numbers. Formulas are indicated by a single number starting from 1 in 
every subsection. Reference to a formula in another subsection of the 
same section requires the number of the subsection and the number of the 
formula. Reference to a formula in another section of the same chapter 
requires identification with respect to section, subsection and number of 
12 
formula. Reference to a formula in another chapter requires identifica­
tion with respect to chapter, section, subsection and number of formula. 
13 
II. DETEBMINATION OF FARM PRICES OF CATTLE AND HOGS 
The analysis of price determination can be performed with differing 
degrees of generality depending on the number of variables (prices and 
quantities purchased and sold) one chooses to explain given certain data 
and behavior assumptions on the agents in the economy. 
In the general model of Walras (1954) the variables to be explained 
are the prices and quantities purchased and sold of all commodities. The 
data are the utility and production functions of the economic agents and 
their initial endowments. The behavior assumptions refer to the maximiza­
tion of objective functions of the economic agents and the clearing of 
every market. Models of this generality cannot be validated on empirical 
evidence. The validity of such models is based solely on logical evidence 
concerning the consistency of the model (Patinkin, 1965). For this reason 
general models are more important in analysis than in policy. 
Less general partial models are characterized by a decreasing number 
of variables one chooses to explain and an increasing number of variables 
one takes as given. Partial models' can usually be validated both on 
empirical and logical evidence and are therefore widely used both in anal­
ysis and policy. The determination of farm prices of cattle and hogs will 
be explained in a partial equilibrium framework. 
The selection of prices and quantities (purchased and sold) to be 
taken as variables or as given is of the nature of a maintained hypothesis. 
In this thesis we take as variables the prices and quantities of beef 
and pork purchased and sold in any form (live, carcass and cuts) by 
agents on markets in the U.S. The prices and quantities purchased and 
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sold of other commodities are taken as given. 
The explanation of the determination of those prices and quantities 
purchased and sold which are taken as variable proceeds from observations 
in the real world. For convenience we start in A.l with a short descrip­
tion of the agents and commodities constituting the beef and pork in­
dustry of the U.S. and show how agents and commodities are aggregated to 
the markets for which price and quantity records are available. Observa­
tions on quantities sold and purchased, corresponding prices obtained on 
these markets and identities holding among quantities and prices are 
described in A.2. 
A. Observations on Quantities, Prices and Margins 
in the Beef and Pork Industry 
1. The beef and pork industry 
a. Economic agents The beef and pork industry is defined as the 
set of all economic agents engaged in producing and slaughtering cattle 
and hogs, and in processing, distributing and consuming commercially 
produced beef and pork. 
Producers of cattle and hogs are farmers or in some cases vertically 
integrated packers who supply cattle and hogs on the domestic markets for 
nonfarm consumption. Slaughtering of livestock and processing of meat is 
carried out either by meat packers alone or separately by meat packers and 
independent meat processers. Distributors of meat on the wholesale level 
are meat packers and processers, nonslaughtering sales offices, meat whole­
salers or meat brokers. Distributors of meat on the retail level are 
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grocery stores, meat markets, delicatessens and dining establishments. 
Consumers of commercially produced beef and pork are both civilian popula­
tion and armed forces. All these economic agents are combined into the 
beef and pork industry due to their common economic interest in one or 
several of the forms of beef and pork appearing in the marketing channel 
from the farmer to the final consumer. 
b. Commodities Farmers sell live animals which are gradually 
transformed via carcasses into meat and meat products bought by the 
final consumer. Live animals, carcasses and retail cuts are classified 
in various respects. 
Cattle are classified by class and feeding method. By class one 
distinguishes among steers, heifers and cows including cull cows from the 
dairy and beef herd, and bulls and stags. By feeding method one distin­
guishes among fed cattle (animals fed in feed lots) and nonfed cattle. 
Hogs are classified as barrows, gilts and sows. 
Carcasses and cuts of beef and carcasses of pork are classified by 
grades. Beef is differentiated into Prime, Choice, Good, Standard, Com­
mercial, Utility, Canner and Cutter. Carcasses of pork are differentiated 
into U.S. 1 to U.S. 4 pork. 
Given the definitions on economic agents and commodities traded 
among them, a large variety of markets with corresponding prices and trans­
actions exists in any period in the marketing channel from the farmer to 
the final consumer. To reduce this complexity to simple observable 
phenomena the various markets are combined to three major ones which 
are representative of the whole industry. 
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2. The markets of the beef and pork industry 
The variety of markets is simplified in the following way. The 
different marketing channels leading from the farmer to the final con­
sumer are combined into a single one beginning at the farm level, being 
subdivided at the wholesale level and ending at the retail level. Con­
sequently we obtain markets on the farm, wholesale and retail level re­
spectively. On the farm level livestock of different classes is supplied 
by farmers and purchased by packers. On the wholesale level carcasses 
and cuts of different grades of beef and pork are sold by packers or 
wholesalers and purchased by retailers. On the retail level cuts of dif­
ferent grades are sold by retailers and bought by consumers. 
For any given period we obtain observations on sales, purchases and 
prices of the corresponding commodities traded on the different markets. 
To describe those observations we extend the notation introduced in I. 
The different variables (quantities and prices) have to be identified with 
respect to commodity, market and period of time. As a rule the basic 
letter or letters denote the variable in the most general sense (Q for 
quantity, P for price and EX for exports etc.). The superscript refers 
to the commodity (B for cattle, beef carcasses and cuts; P for hogs and 
pork cuts). The subscripts refer to markets (F for farm market, W for 
wholesale market and R for retail market) and period of time (t for 
quarter t). Thus quantity of hogs exchanged at the farm level in quarter 
p 
t is denoted by Qpj-. To distinguish between quantity demanded and quantity 
supplied the corresponding variable is preceded by the subscripts D and S 
respectively. Where identification of a variable with respect to market 
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or commodity is not necessary the corresponding sub-and superscripts 
are dropped. 
a. Quantities Observations on quantities transacted i = B,P 
and j = F,W,R; represent the intersection of corresponding supply and 
demand schedules. For this reason transactions can be measured on the 
supply or/and demand side. For simplicity quantity demanded or supplied 
on the different markets refers always to i where the context explains 
whether i refers to live animals (cattle or hogs), carcasses (of beef 
or pork) or cuts (of beef and pork). 
Transactions on the farm level market are measured on the demand 
side by CS^ = commercial slaughter of i (10^ lb. liveweight, 48 States). 
(1) 
0^ QÎ 
Since S^Ft = D^Ft (2) 
we obtain FM^ = CS^ 
where ^ 
= farm marketings of i (10^ lb. liveweight, 48 States) 
CS^ = commercial slaughter of i (10^ lb. liveweight, 48 States). 
Transactions on the farm level market are aggregates over all classes 
of cattle and hogs. 
Transactions on the wholesale market are measured both on the supply 
and demand side. Supply on the wholesale market is subdivided into the 
following components, 
CP^ = commercial production of i (10^ lb. carcassweight) (4) 
^ = inventory of i at the end of quarter t-1 (10^ lb. carcassweight) 
(5) 
IM^ = import of i (10^ lb. carcassweight). (6) 
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Similarly demand on the wholesale market is subdivided into the following 
components, 
= inventory of i at the end of quarter t (10^ lb. carcassweight) (7) 
EX^ = export of i (10^ lb. carcassweight) (8) 
= military takings of i (10^ lb. carcassweight) (9) 
RD^ = retailers demand for i (10^ lb. carcassweight). (10) 
Since 
S%t = D^ t (11) 
we obtain 
GPt + It-i + Mt = It + EXt + MTt + RDJ. (12) 
Transactions on the wholesale market are aggregates over all grades of 
beef carcasses and pork cuts. 
Transactions on the retail market are measured on the demand side by 
CC^ = civilian consumption of i (10^ lb. carcassweight equivalents). (13) 
Since 
S^Rt = D^Rt (14) 
we obtain 
RSt = GcJ (15) 
where 
RS^ = retailers supply of i (10^ lb. carcassweight equivalents) 
CC^ = civilian consumption of i (10^ lb. carcassweight equivalents). 
Transactions on the retail market are aggregates over all grades of beef 
and pork. 
Apart from the horizontal equalities 
sQjt = D^jt, j = F,W,R; i = B,P; (16) 
we can distinguish some equalities holding between markets. First we 
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observe that 
CP^ = CS^ (17) 
t t t 
where d^ = dressing yields of i as a percentage of liveweight of i in 
quarter t. Second we obtain due to the perishability of meat in any 
quarter t 
RDJ = RSJ = CCj. (18) 
The above definitions on quantities transacted on the different 
markets follow from USDÂ Livestock and Meat Statistics. 
b. Prices Given the observations on the quantity transactions 
Qjj. one would expect observations on the corresponding prices = 
F,W,R; i = B,P. This is not completely fulfilled. 
On the farm level market the following observations are available 
for cattle. 
B 2 
Ppf. = average price received by farmers for beef cattle ($/10 lb. live-
weight, 48 States). (19) 
This price is computed by weighting State weighted average prices 
by quantities sold in each state. Apart from this aggregated price for 
all beef cattle there are observations on the farm-gate price for Choice 
grade steers. 
BC 
P_. = farm-gate price of Choice grade steers (cents/lb. liveweight). (20) 
Prices of Choice grade steers are based on prices at seven Midwestern 
markets (Chicago, Omaha, Sioux City, Kansas City, National Stockyards, 
South St. Joseph and Sioux Falls) and a composite California price. The 
weighted seven market price as well as the composite California price is 
reduced by 50 cents per hundredweight to cover farmer marketing costs. 
Then a weight of 85 percent is given to the seven market farm-gate price 
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and a weight of 15 percent is attached to the West Coast farm-gate 
price in computing the United States average farm-gate price for Choice 
steers. These weights are based on relative production levels. 
For hogs observations on the following prices are available, 
= average price received by farmers for hogs (S/IO^ lb. liveweight, 
r u 
48 States). (21) 
This price is computed by weighting State weighted average price by 
quantities sold in each state. Apart from this aggregated price for hogs 
in 48 States there are observations on a farm-gate price for barrows and 
gilts on eight primary markets, 
= farm-gate price of hogs (cents/lb. liveweight). (22) 
The farm-gate price of hogs is based on average monthly prices of 
barrows and gilts at eight primary markets located in the major hog 
production regions (Chicago, Omaha, Sioux City, Georgia, Florida and 
Alabama direct area. South St. Paul, National Stock Yards, Indianapolis, 
and Interior Iowa and southern Minnesota). A marketing cost of 78 cents 
per hundredweight is subtracted from the market price to arrive at a 
farm-gate price. The superscript PM is to remind us that (22) refers to 
pork produced in the major hog areas. 
On the wholesale market data on the following prices are available. 
BC 
Pjjft; = composite wholesale price of 600-700 pound Choice steer carcasses 
in quarter t (cents/lb. Choice grade carcass). (23) 
The United States composite wholesale price of Choice grade steer 
carcasses is obtained by weighting the West Coast price by 13.4 percent 
and the rest of the United States price by 86.6 percent. The weights are 
based on the relative beef consumption levels in the two areas. 
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and a weight of 15 percent is attached to the West Coast farm-gate 
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For hogs observations on the following prices are available^ 
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and Interior Iowa and southern Minnesota). A marketing cost of 78 cents 
per hundredweight is subtracted from the market price to arrive at a 
farm-gate price. The superscript PM is to remind us that (22) refers to 
pork produced in the major hog areas. 
On the wholesale market data on the following prices are available. 
BC 
Pjjt = composite wholesale price of 600-700 pound Choice steer carcasses 
in quarter t (cents/lb. Choice grade carcass). (23) 
The United States composite wholesale price of Choice grade steer 
carcasses is obtained by weighting the West Coast price by 13.4 percent 
and the rest of the United States price by 86.6 percent. The weights are 
based on the relative beef consumption levels in the two areas. 
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The West Coast wholesale price is computed from an average of carlot 
and less-than-carlot prices of 600-700 pound Choice steer carcasses at 
Los Angeles, San Francisco and Seattle - Portland. The price differences 
between these locations are assumed to be sufficient to make the resulting 
price representative for the entire West Coast. 
The rest of the United States wholesale price is derived from Chicago-
car lot prices of 600-700 pounds Choice steer carcasses. To make this 
price representative for the entire United States except the West Coast 
a transportation differential of 75 cents per hundredweight is added to 
the Chicago price. This differential was determined by comparing price 
differences between Chicago and other markets (States) and weighting the 
price differentials by the consumption in the different states. For 
BC brevity Py|. will be called the wholesale price of Choice beef in quarter 
t. 
The corresponding price for pork is defined as follows: 
= composite wholesale price of pork in quarter t (cents/lb. whole­
sale pork cuts). (24) 
Since pork production is small on the West Coast only Chicago prices 
are used to derive the United States composite wholesale price of pork. 
Chicago prices are carlot prices for all cuts. Prices of different cuts 
are weighted according to relative importance. To make the weighted 
wholesale price of Chicago representative for the United States a trans­
portation differential of 88 cents per hundredweight is added. 
On the retail market data on the following prices of beef and pork 
are available; 
BC 
P = estimated weighted composite price of beef retail cuts from Choice 
22 
grade carcass per pound in quarter t ( cents ). (25) 
( lb. retail cuts) 
p 
= estimated weighted composite price of pork retail cuts per pound 
in quarter t ( cents ). (26) 
(lb. retail cuts) 
The above prices are derived from weekly regular prices and special 
prices of beef (Choice grade) and pork from 40 retail chain divisions 
throughout the United States in the following way; First, the. average 
monthly regular prices for 29 beef cuts and 20 pork cuts are computed. 
Second, the regular composite prices for beef and pork are obtained. 
Third, the total effect (price effect and volume effect) of specials is 
estimated and subtracted from the regular composite price of beef and 
pork respectively obtaining the estimated weighted composite monthly retail 
price of Choice grade beef and pork respectively. Fourth, quarterly 
BC 
averages of the monthly prices are obtained. For brevity P will hence­
forth be called retail price of Choice grade beef in quarter t, Similari-
g 
ly Pjjjl will be called retail price of pork in quarter t. 
As in the case of transactions, some useful identities can be estab­
lished between prices of different markets. These identities are called 
margins or spreads. 
To obtain meaningful margin estimates values must be determined for 
the quantity of farm product (live animal) and wholesale product (carcass 
beef or wholesale pork cuts) that are equivalent to one pound of retail 
product sold. The equivalent quantities can be obtained by conversion 
factors which refer to Choice grade beef and pork. These conversion 
factors have been changing in the past. 
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The farm conversion factor for Choice beef s^ was increased grad­
ually from 2.12 prior to 1952 to 2.28 in 1962 and later, s®^ is a gross 
conversion factor since it includes byproducts. The wholesale conversion 
factor for Choice beef changed in the same period 1952 until 1962 
gradually from 1.32 to 1.41. 
The farm conversion factor for pork was decreased gradually from 
2.13 in 1949 to 1.97 in 1969 to allow for the improvement in hog quality. 
However, the wholesale conversion factor for pork k^^ remained 1.07 in 
the whole period. 
With these notions we can define the wholesale-retail and farm-
wholesale margins for beef and pork, which for simplicity will be called 
retail and wholesale margin respectively. 
i 
The retail margin is defined as 
= % - Kc 4c = 4c -
where i = BC,PM and -
= retail margin of good i in quarter t 
= retail price of good i in quarter t 
k^^ «* wholesale conversion factor of good i in quarter t 
= wholesale price of good i in quarter t 
V^t ~ ~ wholesale value per unit of good i on the retail market 
in quarter t. This terminology was changed for beef in 1970. Instead 
of wholesale value one uses carcass value which in view of definition (27) 
describes more accurately the beef value used to compute beef margins. 
Consequently the wholesale-retail margin becomes carcass-retail margin 
and farm-wholesale margin changes to farm-carcass margin. In this thesis 
the terminology prior to 1970 will be used. 
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The wholesale margin is defined as: 
^ '^wt ^wt " ^ft ^ft ^wt • ^ ft (28) 
where i = BC, PM and 
= wholesale margin of good i in quarter t 
^Ft ~ ^ Ft ^Ft ~ ]:i6t farm value per unit of retail good i in quarter t 
kpj. = net farm conversion factor of good i in quarter t 
= farm price of good i in quarter t. 
The net farm conversion factor is defined as follows: 
kpt = st (l-rj) (29) 
where 
= gross farm conversion factor of good i in quarter t 
rj = byproduct ratio of good i in quarter t. 
Therefore we obtain 
^Ft^Ft" ®t^Ft ~ ®t^t ^Ft value = gross farm value -
byproduct allowance. 
The above definitions on prices and margins in the beef and pork 
industry follow from the publications of the USDA Agricultural Marketing 
Service and USDA Economic Research Service 1970e. For convenience these 
definitions are summarized in Figure 1. To simplify matters no distinction 
is made between beef and pork. All symbols used in Figure 1 have been 
defined previously. 
Markets Transactions 
Demand 
Supply Prices Margins 
Retail 
Wholesale 
Farm 
ort 
<wt 
Qpt 
d^rt 
s^rt 
CC. 
•"rt 
RS. 
d^wt RD MT_ EX^ 
t t t t 
^wt ^wt 
M, Rt 
s^wt cp. 
"t-1 IM. 
D^Ft CS, 
^ft ^ft 
mwt 
S%t fm^ 
Figure 1. Markets, transactions, prices and margins in the beef and pork industry 
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B. Explanation of Quantities, Prices and Margins in the 
Beef and Pork Industry 
In A we described the observations on quantities sold and purchased 
and prices obtained on the farm, wholesale and retail market of the beef 
and pork Industry. In B we develop a theory to explain the phenomena 
observed. 
Partial equilibrium analysis suggests that transactions and prices 
on the different markets are determined by a simultaneous system of 
supply and demand equations. This implies that market clearing prices 
are obtained under mutual adjustment of quantities demanded and supplied 
on the different markets. As it turns out this is not completely ful­
filled. Due to peculiarities of the beef and pork industry one has to 
assume that some of the quantities supplied and demanded on the different 
markets are given as of quarter t while the remaining ones are determined 
simultaneously with the corresponding prices. Consequently we classify 
In B.l the variables into those which are given as of quarter t and those 
which are determined simultaneously. A theory explaining their determina­
tion is specified in B.2. 
1. Classification of variables 
The criterion used in classifying the different variables summarized 
in Figure 1 is intuitive and corresponds to the one used in exact models. 
Accordingly a variable in a model is given as of quarter t if it can be 
determined without knowledge of the values of the other variables in 
the model in quarter t. The criterion for stochastic models Is rigorous 
but not operational. It is not pursued further here. (Christ, 1966, 
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p. 156, or Hood and Koopmans, 1953, p. 119). 
Out of the different quantities supplied and demanded on the dif­
ferent markets the following are assumed to be given as of quarter t. 
On the farm level market supply of livestock is assumed to be given 
as of quarter t. This assumption, used by several authors (iPbx, 1953; 
Fuller and Ladd, 1961; Ladd and Kuang, 1966) is true to a degree. By 
definition; 
sqpt = alw^x nl^ (1) 
where superscripts i are omitted for simplicity and 
ALWj. = average live weight of livestock slaughtered in quarter t 
NLt = number of livestock slaughtered in quarter t. 
In a strict sense neither ALW^. nor NLt are given as of quarter t. 
Farmers feed livestock to heavier weights when prices of livestock re­
ceived by farmers are high and vice versa. Similarily the number of 
livestock slaughtered is not given since it includes cull animals which 
are marketed depending on the market situation. However, high prices may 
induce some farmers to market cull animals. At the same time high prices 
may induce farmers to retain animals for breeding which otherwise would 
have been used for feeding. Therefore on the aggregate these effects 
may be selfbalancing. Moreover, there have been intensifying pressures 
in the past making both average liveweight and number of livestock 
marketed given as of quarter t. On the one side it is known that the 
optimal liveweight for cattle is around 1100 pounds and for hogs around 
220 pounds. Feeding beyond these weights leads to substantial increases 
in feeding costs through increases in the feed conversion ratio and to a 
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pressure both on aggregate prices due to an increased tonnage of meat 
produced and on individual prices due to price discounts on heavy weight 
carcasses (USDA Economic Research Service, 1968, pp. 26-32). On the 
other side replacement is determined mainly by biological properties of 
the breeding animals. Average productive breeding time is 6-7 years 
for cows and 2-3 years for sows. Therefore, it seems realistic to take 
the supply of livestock as given as of quarter t. However, if S^Ft is 
given D^Ft and GPj.are given too by (A.2.17). 
On the wholesale market, military takings are given as of quarter t. 
Military takings depend solely on the size of the armed forces and can 
be determined independently of the variables in the model. 
By (A.2.18) the quantity supplied on the retail market is known once 
retailers' demand on the wholesale market is determined. 
Due to these properties we can collapse the quantity transactions 
and adjustments on the three markets to the wholesale market obtaining 
for every period; 
cft + imt + it-l = ext + it + mt; + rd^ (g) 
where CPf. and MT^ are given as of quarter t while 
IM^, Ij.-!' Ij. and RD^ are assumed to be determined simultaneously 
with prices and margins on the different markets. 
Due to the identities holding between quantities and prices it is 
not necessary to develop an explicit theory for all the variables to 
be explained. 
For the quantity variables a theory is developed for BDj. andAl^, where 
alt = it - ifc-l- (3) 
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Net trade is then determined for any given CP^ and MTj. and 
any AI*, and RDj. by (2). 
Similarily for the price variables a theory is developed only for 
Pg^tJ %t %f Prices or values on the wholesale and farm market 
are then determined by the margin identities (A.2.27) and (A.2.28). 
Prices received by farmers for cattle and hogs cannot be determined by 
these identities. Therefore, the formation of these prices will be 
explained. 
2. Specification of the explanatory model 
To explain the determination of the above variables one draws on 
economic theory, empirical evidence and factual knowledge. Theoretical 
analysis will be performed both in a micro-and macro framework. For 
simplicity the economic agents underlying the observable phenomena are 
always denoted by h=l,...,m. Correspondingly variables with a subscript 
h are microvariables, while variables without a subscript h are macro-
variables. 
a. Retailers' demand It is known that due to the perishability 
of meat, transactions of meat on the retail market in quarter t move in 
response to commercial production of meat in quarter t. Some authors 
(Fox, 1953; Buttimer, 1968) used this fact to treat retailers' demand 
for meat on the wholesale market and retailers supply of meat on the 
retail market as given in quarter t like commercial production of meat. 
In this thesis a slightly different approach is chosen. 
It is maintained that on the aggregate the quantity of meat demanded 
and supplied by retailers in quarter t is influenced by commercial 
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production and by military takings since they reduce the flow of meat 
available for civilian consumption. At the same time a simple theory 
is developed to explain the demand behavior of retailers on the whole­
sale market. 
Fuller (1959, p. 17) suggested viewing the retailing operation as 
a multi-product firm purchasing raw materials, performing additional 
services on these materials, and selling the finished products. If the 
retail firm operates under perfect competition as buyer of carcasses 
and seller of meat i.e., and are given, then the profit maximizing 
or loss minimizing demand for carcasses or cuts can be determined given 
and Pj^j. and the technological possibilities of the firm. As it turns 
out these assumptions are not fulfilled. First, the retail price is not 
given to the retail firm but results from the pricing policies (mark up) 
of the individual retailing firms. The pricing policies vary for dif­
ferent commodities depending on the degree of competition among retailers 
and the importance of the item in the family budget. Meat products carry 
by and large a percentage mark up. These rules, however, may be abandoned 
individually since the pricing policies are directed towards the net re­
turn from the sale of all products (USDA Agricultural Marketing Service, 
1957d, p. 11). 
Assuming retailer h uses a percentage mark up then the return from 
the meat department (not taking into account the operating cost which 
are assumed to be constant in the short run) is defined by 
\t " Qht^^Wt • Qht^Wt where (1) 
%t ~ return from the meat department of retailer h in period t 
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= quantity of meat transacted by retailer h in period t, 
k = percentage markup which takes into account shrink and losses 
and which is assumed to be equal for all retailers, 
Pjjj. = wholesale price of meat in period t. If the retailing firm h 
desires a certain return from the meat department the corresponding 
can be determined for any given i.e. 
Q6t = Kt . (2) 
pwt(k-l) 
may be bounded by market share and production capacity of the indi­
vidual retailing firm. Within these constraints and the aggregate 
are inversely related to Pjjj.. 
Combining this result with the observations made above retailers' 
demand for carcasses and cuts in the wholesale market can be explained 
as follows: 
rdB . (3 (f (3) 
As a rule the signs below the explanatory variables indicate the 
expected sign of the partial derivative of the variable to be explained 
with respect to the corresponding explanatory variable. If the sign is 
missing, the sign of the corresponding partial derivative cannot be 
determined a priori. 
The influence of CP^ and MTj. on RD(. is expected to be positive and 
negative respectively. The influence of P^^ on retailers' demand for 
meat is negative as long as k is constant. If we drop the assumption 
of a fixed k and replace it by 
k = f(P^) where (5) 
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d k < 0, (6) 
^ & 
we obtain for the change in Q' induced by a change in 
dk 
do' = - R' dPw - R' 
Setting 
- dk = d we obtain (8) 
(9) 
dp„ 
dQ' = R' I d - 1 
dP„ P„ (k-l)!jk-l) Pw_ 
where 
dQ' ^  0 depending on d ^  k-1 , 
b. Inventories The change in inventories of meat is defined as 
= Ij. - This variable measures the aggregate net effect of 
all individual inventory changes in the meat industry during period t. 
Meat inventories are held because of speculation as to future prices 
and profits or/and expectations as to future sales levels. 
Klein (1953, p. 13) developed a theory for inventory holdings under 
anticipations of prices and profits. He showed that anticipated profits 
are maximized if marginal storage cost equals anticipated' price rise. 
Nerlove (iggg, p. 23) has suggested a model for generating price expecta­
tions by a weighted average of past prices. A similar model with respect 
to anticipated sales was developed by Ladd (1963). The model is as 
follows: (lO) 
where 
Ij. = actual inventory in quarter t 
= expected sales in quarter t+1, i.e. the expectation formed in 
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period t as to the value of 
where Sj. = GPj. -Alf (H) 
Both and aggregates over all Individual firms h, h=l,...,m 
of the beef and pork industry. 
Following Nerlove's procedure for generating price expectations sales 
expectations are determined in this way, 
- s; . @(3; - sf) s* _ q* = afq - (12) 
or 
St+1 = P St + (l-PO.S*. (13) 
Following Ladd this says: If 0O< 1, next period's expectation will 
be determined by adding to this period's expectation some fraction of 
the amount by which actual current sales exceed expected current sales. 
If 10<2 the amount added to S* will be greater than the excess of S^. 
over S*. 
The parameters in (10) and (12) cannot be estimated since these two 
equations contain nonobservable variables. The parameters can be esti­
mated if we obtain the reduced form equation of (10) and (13). 
1^ = a p Sj. + a(l-P) (14) 
where the assumption concerning the generation of used 
st+i = p Jo (1-P)i St.i. (15) 
Both expectation and speculation motives can be combined if the notion 
of actual and desired level of inventories is introduced. Notationally 
Ij. and I(. denote actual and desired inventories whereas denotes 
the expectation formed this period as to the value of If one 
assumes that Ij. = If. the above model may be written as 
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(16) 
(17) 
The relation between actual and desired levels of inventories is given by 
This shows that two different models can yield the same reduced form. 
Therefore if this reduced form performs well we cannot say whether model 
(10, 12) or model (16,.17, 18) is operating. 
Ladd (1963) extended the notions of desired and expected values of 
variables and built the following model for the explanation of pork 
and beef inventories. His model is based on the findings of Tolley 
and Harrell (1957). Tolley and Harrell found that meat is stored in 
anticipation of seasonal price rises due to seasonal variation in meat 
production. Correspondingly desired inventories of beef and pork 
respectively in period t are a function of expected wholesale price 
change where expected wholesale price change is a function of expected 
changes in farm marketings of cattle and hogs. Finally expected changes 
in farm marketings of cattle and hogs depend on differences between actual 
and expected changes of farm marketings in period t. The relation ex­
p l a i n i n g  e x p e c t e d  f a r m  m a r k e t i n g s  o f  h o g s  i n c l u d e s  a  v a r i a b l e w h i c h  
is zero in the second and third quarter of any year. In the fourth 
quarter of the current year and in the first quarter of the following 
year it equals the difference between previous spring crop and fall pig 
crop. 
alt = - it-l) (18) 
Therefore the above model reduces to 
It = a p St + (1-P) It.i- (19) 
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The above relations can be reduced to a single one nonlinear in para­
meters and containing only observable variables. Ladd calls this rela­
tion model A which is written as 
^t = ^20 (^t-1 , it-2,^cp®,ûcpj) (20) 
AI? = (lE_i, .l|.2,^CpB,A C|?). (21) 
The signs given above follow from the definitions of Ladd (1963). 
Model A can be extended by assuming that desired inventories are a 
function of expected change in wholesale price and the expected sales 
volume. Furthermore one can assume that expected price change is a 
function of expected changes in farm marketings of cattle and hogs and 
changes of the corresponding wholesale price of the current and previous 
period. The reduced form of these relations called model B contains 
more explanatory variables than model A. To avoid multicollinearity 
Ladd dropped the sales variables tentatively calling this more restricted 
form model and the unrestricted form model B2. Explicitly we obtain 
for model B^ 
K ' (22) 
+ + - + + 
+ + - + + 
Model B2 is the same as model except for the addition of the variables 
and AS^ ^ to the equations of i=B,P. 
When Ladd tested the different models he found that model A is a 
more accurate representation of the meat inventory process than are 
models B^ and B2. 
c. Retail prices In the static theory of consumer behavior one 
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analyzes the conditions under which a consumer maximizes utility for a 
given level of income. Starting with the assumption that the consumer 
is able to rank consistently all conceivable commodity bundles or n-
vectors according to an ordinal preference scale a utility function 
is derived for consumer i.e. 
% = Uh (Oh)- (Katzner, 1970). (24) 
If P is an n-price vector corresponding to the n-commodity vector 
then only those vectors are attainable for which P'Q^ is smaller 
than or equal to Y^j where is the income of consumer h. 
In theoretical discussions one usually determines for a given P and 
Yjj the vector % which maximizes Uh subject to the consumer's budget 
constraint. In policy applications, however, one determines for a given 
Qjj and Y^ the vector P which maximizes subject to the consumer's 
budget constraint. If we solved the first order conditions of the latter 
constrained optimization problem we would obtain 
p = fh yh) (25) 
where 
P = n-price vector 
fjj = n-function vector 
Qjj = n-commodity vector 
Y^ = income scalar. 
In this study we do not explain the whole vector P but only the 
retail price of beef and pork. Assuming P^ and Pg are these prices we 
truncate (25) and write the first two equations of the system (25) as 
pi = fl(qh.yh) (26) 
^2 ^2(Qh' ^ h)' (27) 
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To study the influence of changes in and .ft and P2 the 
following definitions are useful. If 
hi. 
9Qjh 
If 
3 pi 
3 Qjh 
If 
a Pi 
0 then commodities i and j are substitutes. (28) 
"h 
_ < 0 then commodities i and j are complements. (29) 
% 
_ = 0 then commodities i and j are independent (30) 
U, 3 Qjh 
where 
i = 1,2 
j = k, n 
Ujj = utility of consumer h held constant. 
Result (30) holds empirically for many commodities which therefore are 
dropped from (26) and (27). The remaining commodities are substitutes 
or complements of beef and pork. 
The move from the demand function of consumer h to the market demand 
function of all consumers is possible in various ways. (Wold and Jureen, 
1953, pp. 117ff). One approach is to take a typical consumer as repre­
sentative of the demand structure of the market. To test hypotheses on 
such a market dëmand function data are derived from market statistics 
in such a way that they are representative for a typical consumer and 
free from influences other than the ones under investigation. For this 
purpose commodity prices are deflated by a consumer price index, quantity 
demanded is deflated by population and Income is deflated by a consumer 
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price index and population. To avoid multicollinearity between income 
and quantity demanded one takes the deviation of per capita income from 
trend. These procedures are equivalent to the ceteris paribus assump­
tion of partial equilibrium analysis and insure that the demand function 
is homogeneous of degree zero in prices and income which as Slutzky 
pointed out, is an indirect test of the consistency of the consumer's 
preference ordering. 
The adjustment of prices to changes in parameters and is in 
practice not instantaneous but lags due to technological rigidities 
(previous committments, contracts). This could be taken into account 
following Koyck (1954) by adding the lagged dependent variable on the 
right hand side of (26) and (27). 
Out of the various studies on the demand for meat only the results 
obtained by Fuller (1959) and Buttimer (1968) will be discussed. 
Fuller (1959) used the single equation method to estimate different 
equations in which the retail prices of beef and pork respectively were 
dependent variables whereas per capita consumption of beef and pork re­
spectively were independent variables. Apart from these two variables 
the original set of independent variables included disposable personal 
income, i.e. deviations of disposable personal income per capita from 
trend, time and dummy variables representing quarterly effects. These 
equations explained a considerable portion of the variation in retail 
prices of beef and pork (beef 95%, pork 85%) and yielded a priori expected 
signs for the different coefficients which however were not significant 
for the income variable in either equation and for the consumption of 
pork variable in the beef equation. The addition of lagged retail prices 
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2 increased R significantly only in the pork price equation while reducing 
the evidence of serial correlation. Further addition of a squared term 
for pork consumption improved the fit significantly and reduced the co­
efficient of lagged retail price as well as the evidence of serial cor­
relation. This is consistent with the general observation that ap­
plication of the incorrect functional form to serially correlated time 
series will introduce serial correlation into the residuals and will bias 
the coefficient of the lagged dependent variable toward significance. Re­
placing lagged prices with the respective lagged quantities, did not yield 
significant coefficients. Fuller observed that serial correlation was 
greater in the pork price equation containing lagged consumption than 
in the equation containing lagged price suggesting that the significance 
of lagged price is partially due to autocorrelation in the residuals. 
The use of seasonal dummies showed that the price for pork rises during 
the fourth and first quarter relative to the second and third quarter, 
whereas the price for beef rose significantly during the third and 
fourth quarter. 
Buttimer (1968) determined the nature of quarterly fluctuations 
(seasonal intercept and/or slope changes) in the demand functions for 
beef, pork, lamb and mutton and broilers during the period 1953 to 1966. 
Applying least squares to demand equations \diich contained the retail 
price as dependent variable and per capita consumption of beef, pork, 
mutton and lamb aud broilers, deviations of per capita disposable per­
sonal income from trend, and time trend as independent variables he could 
not reject the hypothesis that the slopes of the demand functions are 
constant over the year. In the cases of beef and pork he rejected the 
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hypothesis that the intercepts of the demand functions are identical 
by quarters within a year. When logarithmic equations were compared 
with their linear counterparts in the case of beef the linear version 
fitted the data better whereas in the case of pork the logarithmic version 
was superior. However, in the linear version of the beef equation only 
the coefficients of per capita consumption of beef and of time were 
significant on the 5 percent level of probability whereas in the log­
arithmic version of the pork equation all coefficients were significant. 
In all equations the hypothesis of random residuals was rejected on 
the one percent level of probability using the Hart-Von Neumann statistic. 
The use of semi-annual data was not supported by the grouping of quarterly 
coefficients. These results suggest the following versions of demand 
price functions of beef and pork, wherein the nonlinearity of the pork 
equation is taken into account by using squared terms of deviations of 
income from trend variable. 
PRt = ^31 Jt, Ï' »1' Dg, D3) (31) 
^Rt ~ %2 ( ^t' ^t' ^ t' ^t' ît' ît' ^1' ®2» ^3) (32) 
Bars above variables indicate deflation of the variables as mentioned 
above. D^, D2 and D3 are seasonal dummies for quarter 1, 2 and 3 
respectively. 
d. Retail margins The retail margin was defined in (A.2.27) as 
^t ^rt " \f (33) 
It was mentioned above that in the short run the retail margin is ex­
plained less by direct costs than by pricing policies of retailers. 
The influence of pricing policies on the retail margin can be shown 
as follows. Assuming that the operating cost of the retail firm is 
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constant in the short run, the only important variable in retail pricing 
other than the behavior of competitors is the wholesale price of the 
commodity. Holdren (1959, p. 4) pointed out that the optimum behavior 
for retailers having the wholesale price as marginal cost and facing a 
linear demand function of the form = a - bQg^ is to change the retail 
price by one-half the change of the wholesale price. This is shown. 
The first order condition for maximum profit is that marginal cost equals 
marginal revenue, i.e. MC = MR. 
From these conditions the final and aggregate effect of a change in 
the wholesale price can be obtained. 
A%t "A^Rt " ^ tA%t' where changes in are neglected, (37)  
one can write 
MC = P^ 
MR = a - 2b 
MC = MR implies 
(34) 
(35) 
Pw = a - 2bQj^ = 2pj^ -a and 
3 pr = 1/2. 
9% 
(36) 
Since 
a%t -j&prt ' ^wt. 
apwt apwt 
(38) 
By (36) ^ PRt = 1/2 and k^jj.>l. Therefore with an instantaneous 
apwt 
adjustment one would expect 
(39) 
apwt 
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However one has to assume that changes in retail prices lag behind 
changes in wholesale prices. Given an increase in the wholesale prices 
retailers hesitate at first to change retail prices. Therefore, the 
retail margin narrows. If, however, the wholesale prices are maintained 
or continue to increase, retail prices and retail margins will increase. 
Conversely, if wholesale prices decrease, retailers have at first little 
incentive to change retail prices. As a result margins widen. If the 
lower wholesale prices are maintained or continue to fall, competition 
among retailers will lead to a decrease in retail prices and retail 
margins. As a result one would expect 
AfRt ^ 1/2 while remains negative. (40) 
apwt apwt 
In the long run one has to assume that pricing policies and retail 
margins are influenced by changes in marketing costs. Among the dif­
ferent cost items labor costs are the most important ones, accounting 
for two-thirds of all costs in retailing (USDA Agriculural Marketing 
Service, 1957d, p. 14). Other costs are involved such as rents, supplies, 
containers, new plant and equipment. Increases in costs, however, have 
to be compared with the increase in productivity of labor in food re­
tailing. Again lags in the adjustment of the retail margin to changes 
in costs or productivity of labor can be assumed which can be taken into 
account, according to Koyck (1954) by using the lagged retail margin as 
explanatory variable. 
The above hypotheses have been tested by Fuller (1959) and Karg (1969). 
Fuller regressed the retail margins of beef and pork on the corresponding 
lagged margin, the change in the own and in the competing product's 
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wholesale price and on wages in food and liquor stores. The margin 
equation for beef included in addition the wholesale price of beef. 
All coefficients except the ones for the lagged retail margin for pork 
and the change in the wholesale price of beef in the pork margin equa­
tion were significant. Apart from the coefficient of the wholesale 
price of beef in the beef margin equation which had a positive instead 
of a negative sign, all coefficients had the expected sign. Karg (1969) 
added the current margin of the competing product to both margin equa­
tions and the wholesale price of pork to the retail margin equation 
of pork. All these variables yielded significant coefficients. As in 
the case of beef the wholesale price of pork in the pork margin equation 
had a positive sign instead of a negative one. Karg experimented in 
addition with several combinations of indices of costs and labor pro­
ductivity in retailing. In several cases the coefficients of the indices 
were significant although they had conflicting signs, which, as indicated 
can be explained by a lag in adjustment. 
The above results suggest the following version of beef and pork 
retail margin equations 
4' "tc "Rt ) (41) 
+ + ' 
^t ~ ^42 (^^wt ' ^t-1' ^ rt » ^^rt^ 
- + + — 
where 
= cost index for retail firms 
LPj^t = index of labor productivity in retailing. 
e. Wholesale margins The wholesale margin was defined in 
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(A.2.28) as 
%t ^  "Vpt (43) 
The difference in value of meat on the farm market and the wholesale 
market is due to a sequence of services which convert live animals into 
carcasses or cuts. Therefore the wholesale margin can be thou^t of as 
a unit gross return to marketing agencies for rendering these services. 
This can be written as 
= (TCt + TPt ) = ATCt + APt (44) 
— cp^ 
where 
CPj. = commercial production of meat in quarter t 
TC(. = total cost incurred by the meat industry in producing CP^  
TPt = total profit earned by the meat industry in producing CP^ 
ATCj. = average total cost in quarter t 
APj. = average profit in quarter t. 
Commercial production, total cost and profit are aggregates for the 
meat industry and are obtained by summing the corresponding total values 
of the individual firms. Assuming the meat industry between the farm 
and wholesale market is made up of m vertically integrated firms h we 
obtain 
m 
cpt cpht (45) 
TC|. = YH (46) 
h=l 
TPt = f TPhf (47) 
h=l 
Total cost of firm h, T(^(.> can be subdivided into a fixed part 
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independent of and a variable part dependent on 
yielding 
tcht = fc^t + vchf (48) 
Variable cost of firm h is defined as 
m 
vcht=.z citviht 
1=1 
(49) 
where 
Cit = price of the variable input i in period t (since perfect com­
petition among the m firms in input markets is assumed Cj^ j. is 
the same for every firm) 
v^j^^ = quantity of variable input i used by firm h in period t. 
The quantity of variable inputs used depends on the quantity CP^t 
produced by firm h. To assume that this production function is a single 
valued continuous function in inputs implies that the firm has an infinite 
number of processes at its disposal. This assumption is not realistic 
in the case of the meat industry. Production is made possible only by 
a complex combination of inputs which stand to each other in a technically 
unambiguous relation of complementarity. Therefore it is assumed that 
the relationship between variable inputs and output is proportional, i.e. 
Vnht = anhtCPht for all h = 1,... ,m, 
where 
aiht, i = l,....,n is referred to as the coefficient of production of t in 
the production of the unit of CP^  ^(Schneider, 1962, p. 140). 
Changes in the level of production CPjjj. are accomplished not by a 
^iht = aihtcpht (50) 
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partial increase of factors which would validate the law of variable 
proportions but by an equiproportionate change in all factors leading 
to constant returns to scale. Under these conditions average variable 
cost is constant and independent of the level of production GP^^. The 
same holds for marginal cost. Therefore the conventional procedure for 
profit maximizing of equating marginal cost of producing a good to its 
price breaks down. Nevertheless the decisions of the individual firm 
are not undetermined. Maximum profit will accrue to the firm if it 
operates at capacity, where capacity is defined by the level of produc­
tion resulting from the full utilization of plant, equipment and labor 
during the normal work time e.g. 40 hours week. Firm h therefore desires 
to process CP^j. in quarter t where CP^^ = capacity output of firm h. 
This holds for all m firms in the industry. Correspondingly the desired 
commercial production of meat is 
cpt = (51) 
The quantity of livestock corresponding to CP^. is denoted by Cor­
responding to CP^ is the desired margin defined by 
^t ~ ^ Wt " ^ Wt where (52) 
and Vp^. are derived from the desired prices P^j. and Pp^. The 
level of these prices is such that the desired quantities can be bought 
and sold and the difference between them is such that the cost incurred 
by the industry in producing CP^ are covered and profits are earned by 
the individual firms to keep them in the industry. 
If Qp(. # Q'pt cases can be distinguished. If Qpt ^  Qpt firms 
in the industry face difficulties to obtain the desired quantities. The 
firms compete with each other to obtain the desired quantities bidding 
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up Pp|. the price received by farmers. If Qp^ > farmers find dif­
ficulties selling livestock. In order to take the excess supply from 
the market the firms of the meat industry have to increase their level 
of operation. In the short run the level of operation is increased 
by working overtime implying an equiproportionate change in all input 
services. Due to overtime wage rates this change increases the average 
variable and marginal cost. Therefore the firms will clear the market 
only by paying lower prices to farmers. The final influence of devia­
tions of Qpj. from Qpj. on the wholesale margin can be determined using 
the function of a function rule and finite differences i.e. 
^^ t'^ &^t • . (53) 
a qpt ^^ft ^qpt 
The sign ofA%t " ambiguous. While A^Ft < 0, as argued above 
AQpt AQpt 
^^ t is either positive or negative depending on the change in 
appt 
wholesale value. This can be shown as follows, 
%t = V^ t - kptPpt by (A.2.28) (54) 
A^ |.= AVy|. - kpjAPpt where changes in k^  ^are neglected, 
A%t ~ AVwt " kpt' Therefore A^% ^  0, as AV^t ^ ^Ft- Therefore 
APpt APpt A Ppt ^ 
A^t ^  0 depending on the changes in wholesale prices. 
aqpt 
In the study of Fuller (1959) changes in commercial production 
of beef and pork had a significant positive influence on the margin for 
the same commodity. Cross effects were not significant. In the study 
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by Karg (1969) neither direct nor cross effects of changes in commercial 
production of beef and pork were significant. 
Since beef and pork are often processed in the same plant or by the 
same firm in different plants the wholesale margin for beef and pork 
may be related with each other. For instance, an increase in the cost 
of operation due to an increase in farm marketings of cattle may be 
spread partly over the pork margin. In the investigations of Karg (1969) 
the pork margin had a significant positive influence on the beef margin. 
However, the influence of the beef margin on the pork margin was not 
significant. 
Fuller (1959) pointed out that the percentage of all cattle which 
is Choice beef has an influence upon the wholesale margin of Choice 
beef since the prices in the definition of this margin refer to Choice 
grade steers and Choice grade carcasses. Fuller obtained significant 
positive coefficients for the Choice variable. 
The above changes in margins are basically caused by temporary changes 
in costs due to changes in the level of operation of the individual firm 
and the industry as a whole. Apart from these temporary changes in costs 
there are permanent ones due to changes in the prices and productivity 
of inputs. 
Assume the price of input i,c^, increases in period t. Due to the 
assumption on the production functions of the different firms this price 
change does not cause a substitution effect. Therefore we conclude if 
profits in the meat industry remain unchanged 
^ > 0 .  
a ct 
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Ct = index of the prices of inputs used by the meat industry. 
This hypothesis was confirmed by the investigations of Karg (1969). 
The results however do not indicate in which direction the margin in­
creases. Waldorf (1966) found that increases in marketing costs are 
passed on to farmers or/and consumers depending on increases in pro­
ductivity of agricultural production or in consumers' income. 
The coefficients of production a^^^^ defined above are the inverse 
of the marginal productivity of the corresponding factor CP^t =1 
^ iht ®iht 
Therefore an increase in the marginal productivity of any factor in 
firm h is equivalent to a decrease in the coefficient of production, 
decreasing costs and increasing profits of firm h providing Ppj. and 
remain constant. If productivity gains are experienced by all firms 
competition will tend to eliminate the resulting profits. Therefore 
one would expect 
_AJ^<0, (56) 
alp^ 
where LPj. = index of the productivity of labor in the industry. 
The results obtained by Karg (1969) using an index for the produc­
tivity of labor in marketing meat products were ambiguous. Both negative 
and positive coefficients were significant. This inconsistency however 
can be explained by a lag in adjustment, which following Koyck (1954) 
can be taken into account by using the dependent variable lagged one 
period as an explanatory variable. 
The above considerations and results suggest that the wholesale 
margins of beef and pork are explained by the following variables 
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= ^57 ( Ppt, ^ t-1, Jt, LPf) (57) 
M&t = 4)8 ( yt, PFt, J;, LPt). (58) 
f. Farm prices With the margin identities we determine not 
farm prices of cattle and hogs but net farm values of Choice grade beef 
and pork. However, farm prices of cattle and hogs are by definition 
expected to vary closely with these net farm values. Since net farm 
values of beef refer to Choice grade beef the percentage of all cattle 
which is Choice beef may provide additional explanation of the relation 
between farm prices and net farm values. The sign of the partial deriva­
tive of farm prices of cattle with respect to the Choice variable is 
expected to be negative. Farm prices of cattle and hogs are then ex­
plained as 
ppt ~ ^59 (^ft' (^t) 
+ -
ppc = «60 
+ 
C. Estimation of the Structural Model of the Beef and Pork Industry 
The explanation of the formation of the different economic variables 
yielded a system of functional relations between variables to be ex­
plained and explanatory variables. While the exact form of these func­
tional relations is unknown it is useful to decompose each relation into 
a systematic part linear in parameters^and into a linear residual part. 
^ Nonlinearity appeared notably in the inventory models. It will be 
ignored here for simplicity. Other reasons for treating a model non-
linear^in^^arameters like a model linear in parameters are discussed in 
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The latter can be interpreted in an economic, mathematical and sta­
tistical sense. An operational interpretation is to define it as a 
random variable with certain properties which allow the use of statis­
tical methods to estimate the parameters of the structure having generated 
the observations on the variables to be explained. 
The structural model and the assumptions on the disturbances are 
specified in C.l. Procedures and tests used in estimating the structure 
are discussed in C.2. Estimation and test results are given in C.4. 
The estimated structural model is completed in G.5. 
1. Specification of the structural statistical model. 
To specify the statistical model having generated the observations 
on the variables to be explained it will be useful to change notation 
and terminology used in B. 
Let 
Yj. be a 30 X 1 vector of observations on the endogenous variables in 
quarter t. (1) 
Without specifying the order of the variables in Yj- we note that twelve 
variables in Yj- are endogenous by means of the functional relations 
specified in B.2.a-f. The remaining 18 variables in Y^ are endogenous 
by means of definitional identities involving some of the former twelve 
variables. These identities are of no interest here. They will be 
treated in subsection 5. 
Let 
Z(. be a p X 1 vector of observations on the predetermined variables in 
quarter t. Variables included in are lagged endogenous and exogenous 
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variables. (2) 
Given Z^, the observations on are hypothetically generated by 
the following model 
AYt + BZ^+ U^= 0 (3) 
where 
A is a 12 X 30 matrix of parameters of the endogenous variables 
B is a 12 X p matrix of parameters of the predetermined variables 
Uj. is a 12 X 1 vector of residuals. 
Finally the observations on all Y^, given Z^, t=l, n are 
written as 
AY + BZ + U = 0 (4) 
where 
Y is a 30 X n matrix of observations on the endogenous variables 
Z is a p X n matrix of observations on the predetermined variables 
U is a 12 X n matrix df disturbances. 
To state further assumptions we need a more refined notation which 
allows us to identify single, several or all elements of rows and columns 
of any of the above matrices. 
Given the 12 x 30 parameter matrix A we define 
Aj^j is the parameter in the i-th row and j-th column of A, (5) 
A^j = -1 if i = j, (6) 
Aj^ = the i-th row of A, (7) 
A.j = the jth column of A, (8) 
Aij = the vector of A^j's satisfying j €J where J is some index set. 
(9) 
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Similarily we define for the 30 x n observation matrix Y 
Yj^j. is the observation on the i-th variable in the t-th period, (10) 
Y t is the vector of observations on all endogenous variables in 
period t , (11) 
Yj|. is the vector of observations on all endogenous variables i, i € I 
in the t-th period, where I is some index set. (12) 
Elements or vectors of the matrices B, Z and U are defined in the 
same manner. 
Given these definitions we rewrite (3) as 
AY t + BZ.t +U t =0 and assume (13) 
U.t = R U.t-1 + E.t (14) 
where 
R is a 12 X 12 matrix of autoregressive parameters 
E,t is 12 X 1 vector of disturbances and 
E is a 12 X n matrix of disturbances such that 
E^j(./\-'NID (0,6r^m) m = 1,...., 12 (normality) (15) 
t 1,...., n . 
Explicitly this says 
•£, (Ejjjt-) = 0 for all m and t (16) 
Em't') = if m = m' and t = t' (homoskedasticity) (17) 
= 0 if m = m and t ^ t' (serial independence) 
=0 if m f m' and t = t' (contemporaneous independence) 
= 0 if m f m' and t f t'. 
Finally we assume 
£(Ej„^Zm(.i) = 0 if t > t', i.e. Z^^' is independent of for (18) 
all t > t'. 
Given these definitions we want to estimate and test the a priori 
54 
non zero parameters in the matrices A, B and R with observations on 
Y and Z. 
2. Methods and procedure 
The estimation of A, B and R was carried out in two major steps. 
First R was set equal to zero, the simultaneous interdependence of the 
model was neglected and single equation ordinary least squares was used 
to perform preliminary tests on A and B. Second given the preliminary 
estimates on À and B, diagonal elements of R were tested and A and B 
were reestimated using information from these tests and taking into 
account the simultaneous interdependence of the endogenous variables. 
a. Single equation estimation with ordinary least squares Assume 
we want to estimate the m-th equation of the model i.e. 
Solving for Y^tj whose parameter is normalized to -1, and retaining 
in Auj. and B^. only those parameters which are a priori different from 
zero we obtain 
where 
I is the index set of all ifm in Ami which are a priori different from 
zero, 
J is the index set of all Bmj which are a priori different from zero. 
To facilitate further discussion we redefine 
Afli.Y.t + Bm. Z.t + Ujnt - 0 (19) 
^mt " ^al^It + ®mJ^Jt + ^ mt (20) 
(21) 
(Ami Bmj) = b' where b is assumed to be a k+1 xl vector (22) 
55 
Yl. 
ZJ. 
= X' where Yj is assumed to be exogenous at this stage (23) 
Urn. = (24) 
and rewrite (20) as 
y' = b*X' + u' or (25) 
y = Xb + u for the full sampling period. (26) 
A 
The least squares estimate of b is b defined as 
b = (X'X)-^ X'y (27) 
and the corresponding residuals are 
u = y - Xb . (28) 
A A 
Tests are carried out on b and u. 
1) Tests of significance on the vector b. Usually we are 
interested in a hypothesis on the full vector b = (bg, b]^,..,bj^), or 
in a hypothesis on a subvector of b denoted b = (bh+i,...., bj^) with 
no hypothesis on by = (bg, bj^,...,bjj) or in a hypothesis on single 
elements of b, b^^, i = 0,1,2,Correspondingly we have a composite 
or a simple hypothesis depending on whether the hypothesis is on all or 
several elements, or on a single element of the vector b. 
a) Test on the vector b The null hypothesis is HqI 
b = 0. An intuitive statistic for the test of this hypothesis is the 
ratio of regression to error mean squares. The distribution of this 
statistic is obtained by determining the distribution of the sums of 
squares due to regression and error. 
Under the null hypothesis the regression sum of squares is an 
idempotent quadratic form of rank k + 1 in normal variables and is 
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distributed as 2 ^ Similarily the error sum of squares is an 
A k+1 
idempotent quadratic form of rank n-k-1 in normal variables and is dis­
tributed as 2 (Goldberger, 1964, p. 172). Since regression 
n -k-1 
and error sum of squares are independent quadratic forms, the ratio 
^c ~ ^  aV ^"*"1 is an the hypothesis b = 0 distributed as (29) 
u'u/ n-k-1 
F with k+1 and n-k-1 degrees of freedom respectively. 
This provides the basis for using the above statistic in the test of the 
hypothesis b = 0 and for exploiting the F-distribution with the cor­
responding degrees of freedom. If we are interested in a test on b 
excluding b^ the test statistic becomes 
Fc 
_ ^b*X'Xb-(^Zil j /k 
û'û/n-k-1 (30) 
Since 
R = b'X'y n (31) 
y'y -(ZlYi)^ 
n 
(30) can be rewritten as 
Fg = / k . (32) 
1-R^/ n-k-1 
R^ is a statistic indicating how well y can be explained by X. It can 
be shown that R^ is the simple correlation coefficient between y and y 
(Johnston, 1963, p. 58). Since R^ is biased we will give 
R  ^ = R2 - k (1-R2) (33) 
n -k-1 
which is unbiased (Theil, 1965, p. 212). 
b) Test on a subvector b^ of vector b The null hy­
pothesis is Hg:b^=0. An intuitive statistic for the test of this hypothe­
sis is the ratio of the regression mean square due to X^=Xh+i,....,X|^ 
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over the error mean square. It can be shown (Goldberger, 1964, pp. 
173 ff.) that this statistic follows, on the hypothesis that bg = 0, 
an F-distribution with k-h and n-k-1 degrees of freedom. The results 
of such a test however have to be interpreted with care depending on 
Xh Xk = 0 or XhXk 5^ 0. 
If XhXk = 0 the sum of squares due to regression can be properly 
subdivided into the components due to Xh =(Xo,Xl,....,%&) = (Xh+1, 
,X;^). This implies that the estimates obtained from the full 
model are the same as the estimates obtained from the partitioned model. 
If XgX^ ^  0 the regression sum of squares cannot be Split into the com­
ponents due to Xjj and Xg. However we can decompose the regression sum 
of squares into components due to Xjj and X^.g which accounts only for 
part of the contribution of X» since it is purged from the variation 
with Xg i.e. 
%,H = %K -
The statistic for the above hypothesis is then given by 
^ k^!h %.H k-h (35) 
û'û/n-k-1 
If X^Xk = 0 (35) reduces to 
Fc = /k-h ^ (36) 
û*û/n-k-l 
c) Test on a single element of the vector b The null 
hypothesis is Hg: b^ = 0, i = 0,1, ,k. The regression sum of squares 
2 
reduces to (bj^ a^j^ Wiere an is the i-th diagonal element of X'X. It can 
be shown that(b?aii) is distributed as Therefore the ratio 
Fc = b? ajj (37) 
ù'ù/n-k-1 
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is distributed as F with 1 and n-k-1 degrees of freedom. This test 
however is equivalent to a t-test since a t-statistic with n-k-1 degrees 
of freedom is the square root of an F-statistic with 1 and n-k-1 degrees 
of freedom. The sign of t is chosen such that it agrees with the sign 
of the regression coefficient. 
The above tests can be used to find those regressors from a list 
of economically meaningful variables which contribute significantly to 
the regression sum of squares of the corresponding dependent variable. 
If there are many economically meaningful variables the use of the above 
tests may be tedious. An efficient procedure for this task is provided 
by the stepwise regression method (Hanson, 1969). 
Before looking at the procedure some definitions are given. Con­
sider the general partitioned case where X is subdivided into the set 
of variables Xg = (Xq, X^) and X^^ = (Xh+i....,Xk). Assume the set 
of variables Xg is already included in the regression model. Then for 
every variable in Xj^ there is a partial correlation coefficient of y 
and of X|j^£ i=l..,k -h. For simplicity it is denoted by r^+i and is 
defined as the simple correlation coefficient of the residuals resulting 
from the regression of y on Xr and the residuals resulting from the re­
gression of on Xjj. Similarily for every variable X^^^, i=l,...k-h 
we can compute 
^h+i = %+i /^hfi.h+i = (n-h-1) rg.. (38) 
u'G/n-h-l 
^ - r h+i 
as shown in Wonnacott and Wonnacott (1970, p. 309). The scalar c^_{_j^ 
is the h+i-th diagonal element of (X'X)"^. Conversely we can compute 
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for the variables i=0,l,...,h in Xjj as 
F. = bf/cii (39) 
û^û/n-h-1 
These considerations lead to the stepwise regression procedure 
which consists of two alternating steps and examination of termination 
criteria after each step. The procedure terminates when any one of the 
following criteria is encountered: 
1) There is no variable to enter and no variable to remove. 
2) The procedure dictates that the same variable be entered and removed 
successively. 
3) The total number of steps executed reaches the maximum number of 
steps specified by the user. 
The procedure begins with Step 1, the variables in Xg being in the 
model. Step 1. Enter variable h+i into the regression if satisfies 
^ rg+j j = l,....,k-h and (40) 
^h+i ^ ^in* (^1) 
is the F level to enter a variable and is specified by the user. 
Then the termination criteria are checked. If none of them is satisfied 
go to step 2. Step 2. Remove variable X^ from the set Xjj if it satisfies 
Fj^ ^ Fj for j=0,l,...,h and (42) 
< Fout' (43) 
Fout the F level to remove a variable from X^ and is specified by 
the user. Then the termination criteria are checked. If none of them 
is satisfied go to step 1. 
The stepwise regression procedure can be adjusted to test groups 
of variables instead of single variables as candidates for entry into 
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the regression model. 
2) Tests on the vector u Assumptions on the vector u 
have economic and statistical foundations as well as Implications 
(Bentzel and Hansen, 1954-55). However, in the past the economic 
aspect of the vector u has received less attention than the statistical 
one. The assumption on serial independence of the residuals is a case 
in point. 
From an economic point of view the absence of serial correlation 
of the residuals in an equation indicates that the model under consider­
ation explains fully the systematic variation of the dependent variable. 
Conversely the presence of serial correlation of the residuals in an 
equation indicates that some systematic factors have been overlooked 
in the specification of the model i.e. important variables were omitted 
or the wrong functional form was postulated or variables were included 
which introduced serial correlation into the model as in Koyck's reduc­
tion of a distributed lag (Ladd and Martin, 1964). Serial correlation 
in the residuals, therefore, may be due to specification errors. It would 
seem consequent to deal with it by eliminating these errors. In general 
this is not done. 
Customarily the assumptions on u including the assumption on serial 
independence are treated in a statistical context. From this point of 
view the validity of the assumption on u is of crucial importance to the 
properties of the estimates of and the validity of the tests on b (Ladd, 
1965). 
If u is independently distributed with mean zero and the X's are 
all exogenous b is BLUE and u'u/n-k-1 is an unbiased estimator of 5^. 
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A 
If u is normally and independently distributed b will possess the maximum 
likelihood properties of sufficiency and consistency. It will be 
normally distributed with mean b and covariance matrix Con­
fidence intervals can, be constructed and t-and F -tests can be performed. 
A 
If some of the X's are endogenous or lagged endogenous variables b and 
u'u/n-k-l will be biased. 
A 
If u is not independently distributed and the X's are exogenous b 
will lose efficiency and t-and F-tests will be biased. If some of the 
A 4 A 
X's are lagged endogenous variables b and u'u/n-k-l will be biased even 
in large samples. 
For these reasons it seems appropriate to test the assumptions on 
u which underlie the estimation and tests of b. At this moment we are 
concerned with normality and serial independence of the residuals. 
Normality iç assumed in theory when deriving tests on b. 
In practice however it is rarely tested since it is known that t-and F-
tests are not too sensitive to deviations from this assumption. More­
over, the test of the normality assumption cannot be performed on the 
computed u of a regression equation since they are not an independent 
random sample as required by the common goodness of fit tests. Koerts 
and Abrahamse (1969) proposed to bypass this difficulty by using Best 
Linear Unbiased estimators of b with a Scalar covariance matrix. This 
approach however is not pursued here. 
The assumption of serial independence can be tested with several 
methods. Only the Hart-von Neumann ratio and the Durbin-Watson d 
statistic are mentioned. 
The Hart-von Neumann ratio is usually symbolized by -por a 
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series of observations of the residuals Uj.,t=l 
it is defined as 
n 
y • • m • J n in the equation 
I /n 
(44) 
1 
This explains why the Hart-von Neumann ratio is also called the ratio 
of the mean square successive difference to the variance. Intuitively 
differences and positive serial correlation. Conversely a large value 
correlation. 
The Hart-von Neumann ratio is not strictly appropriate for testing 
hypotheses concerning serial correlation of the disturbances in an 
equation because it is intended to apply to observable random variables 
drawn from a normal distribution. The disturbances u^ whose serial 
correlation we are interested in cannot be observed. They can be obtained 
only from the estimated equation. Nevertheless this test is frequently 
used. 
The Durbin-Watson d statistic is defined as follows 
it can be seen that a small value of indicates small successive 
of j2/g2 indicates large successive differences and negative serial 
correlation. Intermediate values of indicate little or no serial 
(45) 
1 t 
where u^,t=l 9 • • • > n are the residuals of the estimated equation. The 
Durbin-Watson d and Hart-von Neumann ratio are related as follows 
= nd 
s2 n-1 
(46) 
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The Durbin-Watson d is appropriate to testing for serial correla­
tion of disturbances in a regression equation containing only exogenous 
variables as explanatory variables. The Durbin-Watson d statistic is 
not appropriate for an equation that belongs to a simultaneous system 
or that contains lagged endogenous variables as explanatory variables. 
The bias of the test results from the bias of the coefficients of the 
endogenous and lagged endogenous variables (Griliches, 1961) and yields 
frequent type -II errors (Ladd, 1965). Nevertheless this test will be 
used as a rough indication of the error structure. The extension of 
the d-statistic given by Durbin (1970) for the test of serial indepen­
dence in least squares regression when some of the regressors are lagged 
dependent variables is not used here. 
The above shows that in a simultaneous system containing lagged 
endogenous variables tests on A and B as well as U based on ordinary 
least squares are biased. Several estimation procedures coping with 
these problems have been developed (Sargan, 1961; Amemiya, 1966). The 
one put forth by Fuller (1970) is computationally convenient and yields 
estimates of A, B and U which have asymptotically desirable properties. 
This method will be explained next. 
b. Single equation estimation in a system with autocorrelated 
errors Assume we want to estimate the m-th equation of the model 
\t ~ ^ml^It ®mJ^Jt \t. (47) 
Recognizing that 
Zjt = where ; G U K = J we rewrite (48) 
Ymt = ÀmiYit + BmC^Gt-l + BmKXRt + Umt (49) 
and assume 
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^t> where (50) 
Rnm is the m-th diagonal element of R, 
Emm is as specified in (15) - (17). 
To facilitate discussion we redefine 
(bjjb^jb^) (51) 
and write (49) as 
?mt = hi Yit + 'g %t.l + 'k (52) 
It is assumed that the system of equations m=l,...,12 contains 
other lagged endogenous and exogenous variables not entering the m-th 
equation. The matrix of observations on lagged endogenous variables 
entering the system but not the m-th equation is denoted by The 
matrix of observations on the exogenous variables entering the system 
but not the m-th equation is denoted by it is assumed that this 
information is sufficient to identify the parameters of (52). Puller's 
method proceeds as follows. 
Step 1. Regress Yjj. and Yq^-I o" exogenous and lagged exogenous vari-
A A 
ables and obtain Yjj. and Yg^.i for these regressions. Only a subset 
of the exogenous and lagged exogenous variables may be included in the 
regression at this stage if desired due to computer capacity, but no 
lagged endogenous variables are to be included in the regressions. 
Step 2. Obtain preliminary estimates of bj-, bg and bjr by the regression 
of Yjnt on Ygfi and X^t i.e. 
^mt ^It + ^Gt-1 + %t* (53) 
Step 3. Define 
m^t -\t " ^ G^ Gt-1 ' ^K^ Sct' 
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that is the residuals computed from (52) by replacing the parameters 
by their estimates and estimate R^m by 
n A A 
ZI ^mt ^mt-1 
R„ = -ÎÎ? • (55) 
I %t.l 
t=2 
A 
If R is not significant return to (52) and estimate the parameters 
A 
using two-stage least squares. If R^^, is significant go to step 4. 
A 
Step 4. Transform all data using R^m. Thus for example 
"nt i£ t = 1 (56) 
~ ^mt ~ ^^mm^t-1 ^ " 2,3,.,..,n, 
The transformations on » ^Gt-l» %-l, ^Kt ^t yield Wjt, Wct-l, 
Wgt-l, HKt and HRt respectively. 
Step 5. Using the Taylor series approximation employed in the Gauss-Newton 
procedure we write equation (52) as 
"mt = ""Fit + bo^Gt-l + "«K %t d?) 
The parameters of this equation are then estimated by two-stage least 
A 
squares. U^t-l is included as a predetermined variable in the first 
stage regressions. 
A 
If ARmm is nonsignificant the 2SLS estimates of (57) are the final 
A A A A 
estimates. If ARggg is significant we replace R^ in (56) by R^ +AR^ 
and reiterate (57). 
The logic of the method by Fuller is as follows. In steps 1-3 
consistent estimates of 11^^ and R^m are obtained using the instrumental 
variable technique. In step 4 the covariance matrix of Uj^ is reduced 
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A 
to an identity matrix by transforming the data using R^. In step 5 
the resulting nonlinearity in the parameters is eliminated by a Taylor 
expansion analogous to (Fuller and Martin, 1961) In which only terms 
linear in parameters are retained. The transformed and linearized model 
obtained in steps 4 and 5 meets the assumptions underlying two-stage 
least squares which is consequently applied in 6. 
The two-stage least squares estimate of (bj,bQ,bjj) derived from 
A 
the original data in case Rmm was nonsignificant or derived from the 
A 
transformed data in case Rmm was significant is on the assumption on 
Emt (15) - (17) asymptotically unbiased (Theil, 1964, p; 230). 
The estimated covariance matrix of the two-stage least squares 
estimator is an approximation to the asymptotic covariance matrix. While 
we know that the approximation improves with increasing sample size we 
do not know how poor it may be for finite sample sizes (Johnston, 1963, 
p. 263). 
The above method copes with the problem of serial correlation of 
residuals in a system of simultaneous equations. Henceforth this method 
will be called autoregressive two-stage least squares. 
After having estimated the structure of the model the correlation 
matrix of the residuals of the different equations was computed and 
used as a rough indication of interdependences among residuals in 
different equations. 
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3. Data 
In this subsection we describe the observations used in the statis­
tical tests of the hypotheses developed in B<2.a.-£. The observations on 
the endogenous variables were described earlier and are summarized here 
for convenience with the observations on the predetermined variables. For 
simplicity the relevant information (symbols, definitions and units of 
measurement) are shown explicitly only for original variables. They are 
omitted for variables derived from these original variables. Sources of 
data are given after listing the variables. No attempt is made to give an 
explicit account of the sources of individual observations since most ob­
servations are published continuously and can be found easily with the 
given definitions in issues of the corresponding data sources referring to 
the period of observations. In case observations are recorded discontinu-
ously the corresponding sources are given explicitly. 
The vector Y^. of observations on the endogenous variables in quarter 
t is defined as follows 
B B 
Yit = RDt = Retailers' demand for beef measured by 00%, where 
OOt = Oivilian consumption of commercially produced beef (10^ lb. 
carcass wt. equivalents). 
P P 
Y2t = RD(. = Retailers' demand for pork measured by 00^, where 
p ç\ 
CC(. = Civilian consumption of commercially produced pork (10 lb. 
carcass wt. equivalents). 
Y3t = 00^ = Civilian consumption of commercially produced beef 
per person (lb. carcass wt. equivalents/person). 
—p 
Y^j. = OCj. = Civilian consumption of commercially produced pork 
per person (lb. carcass wt. equivalents/person). 
Y5|- = I? = Ending stocks of commercially produced beef (10^ lb. 
carcass wt. equivalents). 
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P 
Ygj. = Ij. = Ending stocks of commercially produced pork 
(10 lb. carcass wt. equivalents). , 
Yyj- = AIj. = Change in stocks of commercially produced 
beefJ where 
rB Alt = I® - I® 
t-1 
Y8t =AIt = Change in stocks of commercially produced 
pork, where 
' i: - i.i 
Ygj. =IM® - EX® = Net trade of commercially produced beef 
(10^ lb. carcass wt. equivalents). 
Yiot - EX^ = "Net trade of commercially produced pork 
(10^ lb. carcass wt. equivalents). 
^llt = S® = Sales of beef, where 
S® = CP® -AI®, and 
CP® = Z, 
'I2t 
't "lôf 
= cP 
= = Sales of pork, where 
sj = CP^ - AI?, and 
t t t 
CPP = 
Y,_ =ASP = St - sl.i 
'13t 
^14t 
BC 
~ %t ~ Retail price of beef. Choice grade (cents/lb. 
retail cuts) 
= Estimated weighted average price of retail cuts 
from Choice grade carcass. 
p 
Y^g^ = P^^ = Retail price of pork (cents/lb. retail cuts) 
= Estimated weighted average price of retail cuts 
from pork carcass. 
Yl6t ~ ^Rt ~ Retail price of beef. Choice grade, deflated by 
Pg^j.5 where 
^Rt = Zsit" 
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—»P 
= Retail price of pork, deflated by P^^, where 
^Rt " ^31t• 
BC 
Y,o- = M_. = Wholesale-retail margin of beef, Choice grade 
18t Rt (cents/lb. retail cuts) 
Y.g = Ml = Wholesale-retail margin of pork 
(cents/lb. retail cuts) 
BC 
Y„„ = V = Carcass value of beef. Choice grade 
(cents/lb. retail cuts) 
= Wholesale value of quantity of Choice grade 
carcass beef equivalent to 1 lb. of retail 
cuts. A wholesale carcass equivalent of 1.34 
(lb. carcass/lb. retail cuts) was used in 
1954; it was gradually increased to 1.41 
for 1962 and later years. 
P 
Y_. = V = Wholesale value of pork 
(cents/lb. retail cuts) 
= Weighted average price of wholesale pork cuts 
equivalent to 1 lb. of retail cuts. The whole­
sale carcass equivalent of 1.07 (lb. wholesale 
carcass/ lb, retail cuts) is used for all 
years from 1954-1970. 
BC 
~ - Farm-wholesale margin of beef, Choice grade 
(cents/lb. retail cuts) 
p 
^23t ~ ^t ~ Farm-wholesale margin of pork (cents/lb. retail cuts) 
^24t ~ ~ Net farm value of beef. Choice grade 
(cents/lb. retail cuts) 
= Payment to farmer for quantity of Choice 
grade beef cattle equivalent to 1 lb. of 
retail cuts minus byproduct allowance. The 
farm product equivalent of 2.15 (lb. Choice 
grade beef cattle/lb. retail cuts) was used 
for 1954; it was increased gradually to 2.28 
for 1962 and later years. 
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^25t ~ ^Ft ~ Net farm value of pork (cents/lb. retail cuts) 
= Payment to farmer for quantity of live 
hog equivalent to 1 lb. of retail cuts 
minus byproduct allowance. The farm 
product equivalent was gradually changed 
from 2.09 (lb. live hog/lb. retail cuts) 
in 1954 to 1.97 in 1969. 
Y2fi(. = = Average price received by farmers for 
beef cattle (48 States) ($/10^ lb. live-
weight) . 
'^2Tt ~ ^Ft ~ Average price received by farmers for hogs 
(48 States) ($/lO lb. liveweight), 
Y28t = AVi^t = V^t - Vwt-1 
Y29t = = ^t - V&z-l 
Ysot ==^^Ft " Pft - Ppt-l 
Similarily the vector Zj. of observations on the predetermined 
variables in quarter t is defined as follows 
2it = if-i 
^21 - It-1 
B 
Z3t -
Ht ^ St-1 
^St = ^Rt-1 
^6t = ^Rt-1 
Z7t = M^t-l 
^St = ^t-1 
Zgt = Vwt-i 
ZlOt " ^Wt-1 
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hit " ^Ft-1 
Zl2t = It_2 
^13t = Ic-2 
2l4t = MT® = Military takings of commercially produced 
beef (106 lb. carcass wt. equivalents). 
Zl5t = MTt = Military takings of commercially produced 
pork (106 lb. carcass wt. equivalents). 
Zl6t 
II = Domestic production of commercially produced 
beef (loG lb. carcass wt. equivalents). 
Zl7t 
II = Domestic production of commercially produced 
pork (10^ lb. carcass wt. equivalents) 
^18t 
= A CP® = CP? - cp|.i 
%19t 
II k = OP? - CP^.i 
Zaot = A'CPg = ACP® first, second and third quarter 
= -3 ACP® in fourth quarter 
Z2I 
Z22t 
II 
II 
fil 
= Civilian consumption of commercially produced 
lamb per person (lb. carcass wt. equivalents/ 
person) 
= Per capita consumption of broilers (pounds 
ready to cook/person) 
.^23t = Nt 
= Civilian resident population (10^ persons) 
Z24t = A Ft = 0\in second and third quarters 
= Spring pig crop of year i minus fall pig crop 
year i in fourth quarter of year i and first 1 
of year i+1 (10^ heads of pigs saved). 
Z25t = Cit .3CMt + .7NPt 
where 
CMt = Index for prices of containers and packaging 
material (1957-59 = 100) 
NPt = Index for prices of new plant and equipment 
(1957-59 = 100) 
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^26t ~ HRt = Average hourly earnings of nonsupervisory 
workers in grocery meat and vegetable stores 
($) deflated by LPj. = '^21t 
= LPj. = Index for output per man hour in manufacturing 
meat products (1957-59 = 100) 
Z28t ~ DY(. = Per capita disposable personal income ($) 
seasonally adjusted at annual rates, deflated 
by Pjjj. = Zj-, as a deviation from a linear trend 
Z29t = (DYt)2 
Z30t = Ch^ = Prime and Choice steer sales as a percentage 
of all grades sold at Chicago, Omaha and Sioux 
City 
Zsit = Pg^t ~ Consumer prices, all items, unadjusted index 
1957-59 = 100) 
Z32t - Do 
Z33t = Dl 
Z34t = D2 
Z35t = ®3 
such that Dq 0% D» D_ 
quarter 111 0 0 
2  1 0  1  0  
3 10 0 1 
4 1 0 0 0 
Z30(. = = linear time trend 
^37t ~ ^2 ~ linear time trend between 1954, I - 1962, 
IV and constant thereafter. 
In a later section of the thesis the vector of observations on pre­
determined variables will be subdivided into vectors of lagged endogenous 
variables and exogenous variables. The vector of exogenous variables 
Xj. is defined by variables Z^^^ through 
Sources of data are given in the next paragraphs for the period 
from 1954 through 1970. Observations for the period from 1954 through 
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1968 are used in estimation while observations for the period 1969 
and 1970 will be used in prediction in seétion D. 
Data on through Yi2t> Zl4t through and Z2it are found in 
USDA Livestock and Meat Situation for the years 1954 through 1956, in 
USDA Livestock and Meat Statistics for the years 1957 through 1969 and 
in USDA Livestock and Meat Situation for 1970. 
Data on through Ygi^t are available in USDA Miscellaneous 
Publication No. 1174 for the years 1954 through 1969 third quarter and 
in USDA Marketing and Transportation Situation for the period thereafter. 
Data on Y26t» ^27t' ^24t ^30t found in USDA Livestock and 
Meat Statistics for all years from 1954 until 1970. 
Data on Z22t were taken from Buttimer (1968) for the years 1954 
through 1966. For later years USDA Poultry and Egg Situation, PES-262 
provided data. 
Data on Zggt for 1954 through 1970 were taken from United States 
Department of Commerce, Current Population Reports, Series P-25, No. 278, 
No. 391 and No. 453. 
Data on the indices in Zg^^ and on were obtained from Karg 
(1969) for 1954 through 1967, and thereafter from USDA Marketing and 
Transportation Situation. For the definition and sources of data on alter­
native cost indices in the beef and pork industry see Karg (1969). 
Data on Z2g(. were taken from Karg (1969) for the period from 1954 
until 1967. Problems connected with the construction of this time series 
can be found there. For later years United States Department of Labor, 
Monthly Labor Review provided data. 
Data on were taken from United States Department of Commerce, 
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Survey of Current Business for the period from 1954 through 1970, 
where 1954 through 1966 is covered in volume 47 No. 9, 1967. 
Data on Zgit were provided by United States Department of Labor, 
Bulletin No. 1366 for the years 1954 through 1960 and by United States 
Department of Commerce, Survey of Current Business for the years there­
after. 
4. Results 
In discussing the estimation and test results of the different 
relations we use the notation applied in B. For convenience we will 
abbreviate ordinary least squares to OLS, two-stage least squares to 
2SLS, autoregresslve two-stage least squares to A2SLS, and obtained 
by A2SLS will be denoted by rho. The numbers of the different equations 
are written with or without prime. Referring to the first equation 
(1)' denotes a preliminary estimation of this equation while (1) denotes 
the final estimation of this equation to be used later. 
a. Retailers' demand^ The OLS estimation yielded; 
RD?=-40.65 + 2.858 vSg _ .064 MT® + .910 CP® + 
156.06 2.015 .550 .039 ^ (1)' 
1.418 -.117 23.047* 
+ 54.929Di + 67.185D2 + 106.33300 + 11.026 Ta 
21.470 22.111 21.111 1.495 
2.558** 3.038* 5.045* 7.373* 
-2 
R = .993 d = .741 
RDJ = -188.75 + 3.641 Vwt - 1.607 MTJ + .993 CPf (2)' 
110.02 1.464 .817 .027 
2.486* -1.965*** 36.084* 
^ A n  *  i n d i c a t e s  s i g n i f i c a n c e  a t  t h e  1 - p e r c e n t  l e v e l ;  * * l n d i c a t e s  
significance at the 5-percent level;***lndicates significance at the 
10-percent level, here and thereafter. 
75 
+ 12.330D + 130.722D2 + 221.407D-
21.076 ^ 24.185 25.336 
.585 5.404* 8.738* 
_2 
R = .971 d = 1.762. 
As a rule the three coefficients placed in front of each variable signify 
starting from the top the estimate of the regression parameter, the 
estimated standard error of this estimate and the computed t-value. 
Residuals are omitted for simplicity. Time trend Tg was included in 
(1)' to purge from the trend of the coefficient in the definiton 
of The signs of the coefficients in (1)' and (2)' are as 
expected. Since d indicated positive serial correlation in (1)' this 
equation was reestimated with A2SLS while (2)' was restimated with 2SLS 
yielding; 
RD? = - 70.552 + 3.760 _ i.ilO Mil + .952 CP® + 
t WC t t (1) 
70.631 2.198 .430 .034 
1.710*** 2.579** 27.350* 
+ 53.379D1 + 75.9830, + 105.0690? + II.7I8T2 + .015 U ^ 
11.918 13.846 11.745 1.908 .100 
4.478 5.487* 8.945* 6.140 .152 
= .985 d = 1.843 rho = .579 
.098_ 
5.857* 
RD? = - 221.62 + 4.288 - 1.784 MT^t + .998 CP^ + 
109.16 1.472* .807 .026* (2) 
2.913 2.210 37.556 
+ 12.807Di + 131.956D2 + 22I.544D3 
20.679 23.735 24.857 
.619 5.559 8.912 
R^ = .972 d = 1.699. 
In both equations A2SLS and 2SLS respectively increased the significance 
of Vyj. and MT^, i=BC and B,P. 
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In (1) and (2) the hypothesis of serial independence of the residuals 
could not be rejected. 
b.Inventories Models A, and B2 were fitted using OLS. On 
the 1 percent level of probability of committing error type I, model 
was not superior to model A, while model B2 was. Since model B2 
for beef and pork inventories included some variables whose coefficients 
were not significant on the 10 percent level the corresponding variables 
were dropped and the equations with the remaining variables were esti­
mated obtaining: 
AI® = 8.171 + .026 S®_^ - .433 lj_2 + .155 AGP® + ,038ACP^ 
16.986 .005* .069 .018. .012 
4.995 -6.243 8.336 3.161 
- .048 A'CP® - 58.834D1 - 41.109D2 - 34.823D-
.013* 11.524* 13.321* 11.491* 
-3.619 - 5.105 3.085 - 3.030 
(3) 
= .879 d= 2.098-
Alt = - 78.205 - .078 AS^ - .161 - .243 lj_2 + .204 CPj + 
66.790 ^.037** ^.046* ^.069* ^.042* 
+ .064 A Ft + 1.68lDi + II.248D2 -62.4680] 
.013 21.881 26.689 27.047 
4.746 .076 .421 - 2.309** 
= .889 d = 2.213. 
The signs of the coefficients in (3) and (4)' do not in all cases agree 
with the results obtained by Ladd (1963). This is due to differences in 
variables included in the equations and to multicollinearity of the 
observations on the corresponding variables. Since d is biased in (3) 
and (4)' rho was computed which however confirmed on the 10 percent level 
77 
of probability the null hypothesis of serial independence of the re­
siduals. Correspondingly (4)' was reestimated with 2SLS yielding: 
= - 76.344 - .089 A S? - .172 - .240 + -214 CpP (4) 
67.354 .046,,, .053. .070. .048. 
-1.942 -3.210 -3.407 4.395 
+ .063 ZsFt + 2.623Di + 12.482D2 - 60.434D3 
.013 22.132 27.018 27.649 
4.679* .118 .462 - 2.185 
= .887 d = 2.293. 
c. Retail prices The OLS estimation yielded; 
T^C B T' r* 
P = 130.36 - 3.824 CCj. - .093 CCj + 9.449 CC^ + 1.432 CC^ + 
9.22 .381 .273 3.543 .697 <5)' 
-10.015 - .342 2.666 2.052 
+ .016 DY(. - .00028 DY^ - 2.185Di - 1.7020^ + I.6IOD3 + .434T^ 
.006 .00007 .722 1.020 1.204 .092 
2.544 -3.593 -2.828 1.668 1.337 4.686 
R^ = .806 d = 1.305 
pjt = 134.15 - .936 CC® - 4.947 CC^ + 16.215 CC^ + (6)' 
10.76 .484 .350* 4.584 
-1.931*** -14.109* 3.536* 
+ .047 DY^ - .0002 DY^ -6.090Di -8.666D2 -5.88OD3 + .2471^ 
.008. .0001. .996. 1.040. 1.139. .075. 
5.647 -2.549 -6.114 -8.329 -5.161 3.255 
R^ = .833 d = .964. 
The variable DY^ was introduced into (5)' to reduce autocorrelation in 
residuals. All coefficients carry the expected sign except for per capita 
consumption of pork in (5)' and per capita consumption of beef in (6)' 
as in Buttimer's work (1968). This suggests that pork is an independent 
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commodity in the demand funct ion for beef while beef is a complementary 
commodity in the demand function for pork. In both equations the hy­
pothesis of serial independence of the residuals could not be accepted. 
Therefore (5)' and (6)' were reestimated using A2SLS obtaining: 
-BC = 83.037 -3.477 CC®-. 178 ccf+ 10.945 CCI» + 1.276 CC» + 
PRt t t t t 
6.666 .460. .363 3.687. .755.,, 
-7.547 -.490 2.967 1.690 
+ .015 DYj. -.00026 DY^ -2.385Di -1.803D2 + 1.2840^ + .407Ti + 
.008 .00009 .746 1.134 1.325 .102 
1.859*** -2.819 -3.194 -1.589 .969 3.991 
+ .017 Ût_i 
.142 
.124 
= .678 d = 1.792 rho =.330 
=73.896 -.892 TO® -3.842 9.262 CC^+ .040 DY^ - .00010 DY^ 
6.495 .475 .359 3.607 .009 .00010 
*** * * * 
-1:878 -10.696 2.567 4.193 - .966 
(6) 
- 3.781D1 -5.823D2 -3.472D3 + .277Ti - .013 
.674 .806 .937. .095. .109 
-5.610 -7.222 -3.703 2.888 - .119 
_2 
R = .760 d = 2.074 rho = 
.109^ 
4.411*. 
d. Retail margins Due to the availability of several indices 
on costs and labor productivity in retailing (Karg, 1969) these equations 
were estimated with stepwise regression. and were set at 3 
obtaining; 
^Rt = -1.935 -.391 A vj? + .444 + .109 C, 
^BC 
• Vç t *^ «Rt-x ^ 
2.848 .034^ .0681 .032 (?)' 
-11.430* 6.511* 3.315* 
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- .906D^ - .33602 " «33803 + -09512 
.311 .301 .313 .028 
-2.909* -1.116 -1.080 3.398* 
= .954 d = 1.904. 
= 3.182 - .195 AV^t + .150 + .191 - 7.417%^ (8)' 
5.086 .031 .100 .026 2.719 
-6.136 1.489 7.331 -2.727 
- .0930% -.598D2 + .642D3 
.329 .321 .326 
- .283 -1.859*** 1.964*** 
= .901 d = 1.992. 
The time trend T2 was Included in (7)* because of the nature of 
as explained in connection with equation (1) above. Since d is biased, 
rho was computed but was not significant on the 1 percent level of 
probability confirming the hypothesis of serial independence of the 
residuals in (7)'and (8)'. Therefore 2SLS was applied to (7)' and (8)' 
yielding; 
= -1.322 - .349 Avgg + .436 M^C ^ + .103 (7) 
3.966 .053 .094* .045. 
-6.555 4.598 2.263 
.9390% - .353D2 - .434D3 + .101 T2 
.432 .417 .437 .039*. 
•2.171 -.847 -.991 2.591 
R^ = .913 d = 1.767. 
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= 2.772 - .212 AvSt + .138 + .195 (8) 
5.054 .033 .100 .026* 
-6.255 1.377 7.495 
- 7.349 C2t - .010 Di - .5IID2 + 
2.698 .332 .325 .330** 
-2.723 -.031 -1.569 2.205 
-2 
R = .903 d = 1.729. 
e. Wholesale margins As in the case of retail margins several 
indices on costs and labor productivity in the meat packing industry were 
available (Karg, 1969). Therefore stepwise regression was applied with 
Fin and Fgut set at 3, yielding; 
"wg = 2.707 + .198 + .041 + .443 ^ (,). 
1.489 .067* .022*** .105* 
2.949 1.882 4.213 
+ .0020ACP® - .049 LPf + .043 Cht + .730Di + .339 D2 + 
.0006 .014 .016 .268 .284 
3.186 -3.509 2.665** 2.723* 1.192 
+ .OllDo + .O28T2 
.238 .019 
.046 1.441 
= .766 d = 1.835. 
= 2.668 + .540AvJt -1.108 AP|t + «681 î^t-1 + 
.869 .084 .157 .077* 
6.397 -7.060 8.748 
(10) 
+ .00094 CP^ - .4O8D1 - .855D2 - .196D 
.00031 .214,,, .259. .276 
3.041 -1.902 -3.300 -.710 
3 
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= .831 d = 2.231. 
BC 
Again T2 was included in (9)' because of the nature of as explained 
in connection with equation (1) above. The signs of the coefficients 
agree with previous results and are as expected. Because of the bias 
of d, rho was computed but was not significant in either equation. Re-
estimation of (9)* and (10)' with 2SLS yielded; 
=2.586+ .212 + .033 ZlVgC + .434 + 
1.555 .075 .026 .108 
2.796 1.259 4.001 
+ .0019 A CP®- .050 LPj. + .044 Chj.+ .759Dj + 
.0006 .014 .016 .278 
2.778 -3.459 2.653** 2.722* 
+ .386D2 + .O63D3 + .029T2 
.300 .256 .020 
1.287 .245 1.463 
(9) 
R^ = .755 d = 1.86. 
= 2.835 + .467 AV% - .979 APpt + .668 ï^t-1 + .00094 CPj 
1.031 .113. .212. .092. .00036 
4.118 -4.618 7.243 2.567 
(10) 
- .376Di - .787D2 - .0930] 
.255 .309 .333 
-1.475 -2.546** - .279 
r2 = .766 d = 2.273. 
f. Farm prices The OLS estimation yielded: 
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Ft =-.767 + .229 vJJ - .135 V^t-l + -821 pjfi + (ii), 
1.033 .022^ .032^ .064, 
10.278* -4.233* 12.674* 
+ 1.282D^ + I.34ID2 + .305D3 - .0013T2 
.196 .188 .198 .0089 
6.541* 7.118* 1.543 -.150 
= .965 d = 1.202. 
pPj. = .702 +.520 + .OSlDj^- .336D2 - .5IOD3 + .00731^ (12)' 
.179 .005 .091 .093 .094 .0018 
94.535 .880 -3.608 -5.399 3.847 
= .993 d = 1.810. 
In the farm price equation for cattle the Choice variable was 
dropped since its coefficient was not significant, and ^ and 
P^t-1 were included due to peculiarities in the error structure of this 
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equation. Residuals obtained by A2SLS from (11)' not including Vwc_i 
and suggested a second order autoregressive scheme. This result 
would have caused complications in a later stage of this thesis. There­
fore, and ^Ft-1 included which reduced the second order to 
a first order autoregressive scheme. No such problems were encountered 
in the farm price equation for hogs which was reestimated with 2SLS. 
Ppt = -.536 + .244 - .114 + .708 Pp^-i + 1.1970^ (11) 
.775 .023 .039 .105 .165 
10.533 -2.874* 6.744* 7.243* 
+ I.322D2 + .345D3 + .OIIT2 + .087 Ût_i 
.166 .166 .015 .170 
7.944* 2.075 .774 .511 
R^ = .929 d = 1.827. 
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= .695 + .520 v|j. + .0800^ - .SSÔDg - .5IID3 + .0072Tj^ (12) 
The matrix of simple correlation coefficients of the estimated 
residuals of equations (1) - (12) is given in Table 2. Correlation 
between estimated residuals of equations i and j is indicated by the 
corresponding entries r^j where r^2» ^65 ^12>6 larger than .4. 
The coefficient r^2 indicates contemporaneous interdependence of estimated 
residuals in the retailers' demand equation for pork and in the pork 
inventory equation. The coefficients rgg and r]^2'6 i^(^icate to a lesser 
degree similar interdependences- of the estimated residuals in the retail 
price equations of beef and pork, and in the retail and farm price equa­
tions of pork and hogs respectively. 
Estimation procedures have been developed which take into account 
autocorrelation and contemporaneous correlation of errors in a system 
of equations (Fuller 1970, pp. 92ff). This approach however was not 
pursued. Therefore equations (1) - (12) constitute the final estima­
tion results of the structural equations of the beef and pork industry. 
Equations (1) - (12) form an open or incomplete structural model of the 
beef and pork industry. In the next subsection the incomplete structural 
model will be completed by adding the relevant identities. 
5. Completion of the structural model 
A model is complete if the number of equations equals the number 
of endogenous variables. Part of the endogenous variables were explained 
479 .014 
35.288* 
241 .245 .249 .0049 
333 -1.373 -2.054* 1.454 
958 d = 2.262 
Table 2. Correlation matrix of the estimated residuals of equations 1-12 
10 11 12 
1.000 
2 -.032 1.000 
3 .012 
0
 
CM 1 1.000 
4 -.222 -.695 .248 1.000 
5 -.209 .080 -.103 -.097 1.000 
6 -.015 -.322 -.230 .272 .423 1.000 
7 -.028 -.156 .045 .074 -.076 .199 1.000 
8 .019 -.246 -.113 .228 -.041 .228 .087 1.000 
9 -.173 -.035 .162 .018 -.096 -.219 -.218 r.045 1.000 
10 .075 -.182 -.040 .060 .054 .301 .180 .171 .044 1.000 
11 .233 -.081 .003 .047 .143 .190 -.211 .002 -.093 .138 
12 -.169 -.370 .077 .408 .110 .486 -.055 -.038 -.280 -.069 .238 1.000 
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by functional relations (4.1 - 4.12). The remainder is explained by 
definitional identities stated below, 
a; Quantity identities 
^ • S-
P _ CCt (2)' 
^ - Nt 
n^- EX® = MT® + RD® + AI® - CP® (3) 
n^- EX® = + ED^ + Alf - CPg (4) 
it = I®.1 + AI? (5) 
II It-l + AI? (6) 
S® = CP® - Alj? (7) 
Sf = CPf - AlJ 
AS? = sf - s|-i 
b. Price identities 
•op —BC 
%t = %t * %t (10) 
^Rt = ^ Rt * %t (11) 
Vgc =pBC .M|C (12) 
Vwt = PRt - W^t (13) 
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Vpt - (14) 
vît = 4 - it 
Avgg = Vgg - V§g_i <16) 
= Vg, - (17) 
AP?t = Ppt - Ppt-l (IB) 
Identities (1)', (2)', (10)' and (11)' are nonlinear and will be replaced 
for computational convenience by the corresponding linear approximations 
obtained by OLS, i.e. 
CC® 16.942 + .0049 ccg - .0008 <1) 
.472 .00006 .00003 
75.255* -20.187* 
= .998 d = .943. 
CCt 13.904 + .0055 CC? - .0007 Nt (2) 
.229 .00006 .00001 
80.787 -41.695* 
= .992 d = .825 
^Rt ^ -72.370 + 1.014 + .714 (10) 
.469 .005 .002 
198.323* 296.047* 
R^ = .999 d = .844. 
pL -60.224 + 1.028 pj^ + .584 P^^ (H) 
.992 .010 .006 
99.538* 86.041 
R^ = .996 d = .402. 
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Equations (1) through (12) of C.4 and (1) through (18) above constitute 
the complete model in structural form. 
D. Prediction with the Estimated and Completed Model of 
the Beef and Pork Industry 
In this section predictive properties of the model estimated and 
completed in C are investigated. Since the model in structural form 
is not suited for this purpose it will be reduced in D.l. Forecasting 
properties are not investigated for the full model but only for the farm 
price equations of cattle and hogs. These equations are defined in D.2 
in a manner convenient both for forecasting of farm prices of cattle and 
hogs in this section and for optimization of cash receipts from cattle 
and hogs in CHAPTER III. 
1. Reduction of the structural model 
a. Reduction with respect to a single period To reduce the 
above model matrix notation will be used. The complete structural model 
is written as 
AY + BZ + U = 0 (1) 
where we redefine 
A = 30x30 matrix of the estimated and constant coefficients of the 
endogenous variables 
Y = 30xn matrix of observations on the endogenous variables 
B = 30x37 matrix of estimated and constant coefficients of the pre­
determined variables 
Z = 37xn matrix of observations on the predetermined variables 
U = 30xn matrix of estimated residuals 
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0 = 30 X n matrix of zeros 
n = number of observations. 
To write the model for period t the t-th column vector is extracted 
from Y, Z and U respectively. Earlier clarity required writing this 
as Y Z f. and U Since at the moment only complete vectors for any 
period are used no confusion arises if the dots are dropped. The model 
in period t reads then 
AYt + BZf. + Ut = 0. (2) 
Before reducing this structural form two changes are made. The one is 
dictated by operational convenience, the other by a statistical argument. 
First we observe that Zj. includes endogenous variables lagged one 
and two quarters and unlagged exogenous variables. Although not all 
endogenous variables appear with lags of one and two quarters we can 
write 
Zfc = (Yt-l.Yt-2,Xt) O) 
if the matrix B is adjusted correspondingly, i.e. 
B* = (B^aBgiBg) where (4) 
B^ = 30 X 30 matrix of estimated coefficients of endogenous variables 
lagged one quarter, with a zero column for every endogenous variable 
not appearing with a lag of one quarter 
Bg = 30 X 30 matrix of estimated coefficients of endogenous variables 
lagged two quarters, with a zero column for every endogenous vari­
able not appearing with a lag of two quarters 
B3 = 30 X 24 matrix of estimated coefficients of the exogenous variables. 
Therefore we write 
AY^ + B* Z*^ + Uj. = 0 or equivalently (5) 
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AYt +BiYt._i + BgYt.g + BgXt + 0% = 0 where (6) 
(1), (5) and (6) are identical. 
Second we focus on U. The estimation of the structural equations 
revealed that the residuals of some of them are not independently dis­
tributed. Goldberger (1962) proved that this information on the inter­
dependence of disturbances is useful in prediction. The gain in ef­
ficiency associated with a predictor using information on the pattern 
of sample residuals as opposed to the usual expected value predictor 
may be substantial. Therefore we recall 
Uj. = R + Ej. where (7) 
R = 30 X 30 matrix of estimated rho, most of them being zero 
Ej- = 30 X 1 vector of estimated residuals 
and substitute (7) into (6) obtaining 
AYj. + (B^-RA) Y^_i + (Bg-RBi) Yt_2 -RB2"'^t-3 + + 2% = 0 
where the matrices A, B^, B2, B3 and R are defined in Tables 3,4 , 5, 
6 and 7. The order of rows in all matrices and of columns in matrices 
A, B^,and Bg corresponds to the definition of the vector Y^ in C.3. The 
order of the columns in Bg corresponds to the definition of Zj. excluding 
lagged endogenous variables. 
The reduced form of (8) for the period t is 
(8) 
since 
Ut-1 = - (AYt.i + BZt.i). (9) 
Yt = -A-l (Bi-RA) Yt_i -A"! (Bg-RBi) Yt_2 + A"^ RB2Yc_3 (10) 
- A"^B3Xt + A"^RB3Xt-l -A"^Et 
Table 3. Estimated structural coefficients of matrix 
1 2 3 4 5 6 7 R 9 10 
1 -1.00 
2 -1.00 
3 4.91E-3 -1.00 
4 5.55E-3 -1.00 
5 1.00 -1.00 
6 1.00 -1.00 
7 -1.00 
8 -1.00 
9 -1.00 -1.00 1.00 
10 -1.00 -1.00 1.00 
11 
12 -1.00 
13 
14 
15 
16 -3.48 -1.78E-1 
17 -8.93E-1 -3.84 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
^Coefficients are written in exponential form e.g. 4.91E-3 means 
4.91-10"^. E- 0 is omitted. This holds here and thereafter. 
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11 12 13 14 15 16 17 18 19 20 21 
3.76 
4.29 
-8.97E-2 
•1.00 
-1.00 
1.00 -1.00 
1.00 1.01 
-1.00 1.03 
-1.00 
-1.00 
1.00 
1.00 
-1.00 
-1.00 
•1.00 -1.00 
-1.00 -1.00 
1.00 
1.00 
1.00 
1.00 
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Table 3. (Continued) 
22 23 24 25 26 27 28 29 30 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
-3.50E-1 18 
-2.13E-1 19 
20 
21 
-1.00 2.12E-1 3.37E-2 22 
-1.00 4.67E-1 -9.79E-1 23 
-1.00 -1.00 24 
-1.00 -1.00 25 
-2.45E-1 -1.00 26 
5.20E-1 -1.00 27 
-1.00 28 
-1.00 29 
1.00 -1.00 30 
Table 4. Estimated structural coefficients of matrix 
12 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
1 
2 
3 
4 
5 
6 
7 
8 
9. 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
-1.00 
-1.00 
2.69E-2 
-1.73E-1 
-1.00 
4.36E-1 
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19 20 21 22 23 24 25 26 27 28 29 30 
1.38E-1 
4.35E-1 
6.68E-1 
-1.15E-1 
-1.00 
7.09E-1 
-1.00 
-1.00 
Table 5. Estimated structural coefficients of matrix B? 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 
1 
2 
3 
4 
5 
6 
7 -4.33E-1 
8 -2.40E-1 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
Table 6. Estimated structural coefficients of matrix Bg 
1 -1.11 9.53E-1 
2 -1.78 9.98E-1 
3 
4 
5 
6 
7 1.55E-1 3.86E-2 -4.82E-2 
8 2.15E-1 
9 -1.00 1.00 
10 -1.00 1.00 
11 1.00 
12 1.00 
13 
14 
15 
16 1.09E+1 1.28 
17 9.26 
18 
19 
20 
21 
22 1.94E-3 
23 9.44E-4 
24 
25 
26 
27 
28 
29 
30 
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10 11 12 13 14 15 16 17 18 
-8.02E-4 
-7.72E-4 
6.39E-2 
7.14E-1 
5.85E-1 
1.52E-2 -2.63E-4 
4.08E-2 -1.03E-4 
1.03E-1 
1.95E-1 -7.35 
-5.06E-2 4.47E-2 
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Table 6. (Continued) 
19 20 21 22 23 24 
-7.06E+1 5.34E+1 
-2.22E+1 1.28E+1 
1.69E+1 
1.39E+1 
7.60E+1 
1.32E+2 
1.055E+2 
2.22E+2 
8.17 -5.88E+1 -4.11E+2 -3.48E+1 
•7.24E+1 
•6.02E+1 
8.30E+1 -2.39 
7.39E+1 -3.78 
-1.32 
2.77 
-1.80 
-5.82 
-9.40E-1 -3.54E-1 
-1.04E-2 -5.11E-1 
2.59 7.59E-1 3.87E-1 
2.83 -3.77E-1 -7.88E-1 
-5.37E-1 1.20 1.32 
6.95E-1 8.07E-2 -3.37E-1 
1.28 
-3.47 
-4.34E-1 
7.29E-1 
6.30E-2 
-9.34E-2 
3.45E-1 
-5.12E-1 
4. 
2. 
07E-1 
77E-1 
7.29E-3 
1.17E+1 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
l.OlE-1 18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
2.96E-2 
1.16E-2 
Table 7. Estimated structural coefficients of matrix R 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
1 5.80E-1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 3.31E-1 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
100 
17 18 19 20 21 22 23 24 25 26 27 28 29 30 
4.84E-1 
3.87E-1 
101 
or 
Yt = Pl^t-l + P2Yt-2 + ^3\-3 + P4Xt + ^ S^t-l + 
where 
?! = - A-l(Bi -RA) 
P2 = - A ^(B2 - RB^) 
Pg = A'^RBg 
P4 = -A-lSg 
P5 = A-lRBg 
= -A-lR^ . 
b. Reduction of the model with respect to four periods 
reduced form in (11) has to be modified to make it suitable for our pre-
dection purposes dictated by the definition of the criterion (1), (2) 
and (3) in CHAPTER I. According to these definitions we have to predict 
the time path of the endogenous variables farm prices of cattle and 
hogs Pp^ and P^^, for the four quarters of any year given an arbitrary 
time path of the exogenous variables farm marketings of cattle or/and 
hogs Qpj. or/and This gives rise to several changes. 
First we introduce a new terminology. Farm prices of cattle and 
hogs become uncontrolled variables while farm marketings of cattle or/and 
hogs become controlled or instrumental variables. The remaining endo­
genous and predetermined variables are considered to be uncontrolled.^ 
^Different classifications are conceivable with the same or with 
different objectives, e.g. one could conceivably use inventories, 
imports and exports as instruments to influence cash receipts of 
agriculture from cattle or/and hogs. 
(11) 
The 
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Second ve observe that farm marketings of cattle and hogs are 
represented by commercial production of beef and pork appearing as 
CPg_j, CP^_.,6CP^_j,ACP^_j and A'CP».., j = 0, 1 in and . 
For prediction only CP^, CPt_i and CPt_2» î = B,P are desired. There­
fore transformations of the variables commercial production of beef and 
pork are eliminated from Xj. and X^-l by allocating the corresponding 
coefficients in P^ and Pg to CPj, CPj.j and CP|_2 i = B,P and setting 
the coefficients of the transformations equal to zero. This yields 
the matrices P^g and P50 respectively and is explained with the help of 
Table 8. Table 8 shows the column vectors of the reduced form matrices 
P4 and P5 corresponding to the variables CP® through A' CP® and CP®_]^ 
through A*CP®_^ respectively. It is assumed that these vectors are 
located in columns k through k+4 of P^ and Pg respectively. Since the 
vectors P.k+1,5 through turned.out to be zero in the actual com­
putations they are omitted in the following. Reallocation of the coef­
ficients in Table 8 yields the column vectors 
P.k,40 = P.k,4 + P.k+2,4 + P.k+4,4 corresponding to CP? (12) 
P.k+1,40 = P.k+1,4 + P.k+3,4 corresponding to CP? (13) 
P.k,50 = P.k,5 - P.k+2,4 - P.k+4,4 corresponding to CP®_i (14) 
P.k+1,50 = -P.k+3,4 corresponding to CPf.^^ (15) 
The coefficient vector corresponding to CP^_2 , i = B,P turned out to be 
zero. Therefore CPj_2 will be dropped from the discussion. The co­
efficient vectors corresponding to the unlagged and lagged values of 
Table 8. Vectors of the matrices P4 and P5 corresponding to original and transformed observations 
on commercial production of beef and pork 
X t-1 
.CP: CP. ACP 
B 
A CP' ACP®. -CP 
B 
t-1 
CP 
t-1 
ACP 
t-1 
ACP 
t-1 
ACP® 
t-1 
'''P.k,4 ^.k+1,4 P.k+2,4 P.k+3,4 P.k+4,4 P.k,5 P.k+1,5 ^.k+2,5 ^.k+3,5 ^.k+4,5 
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R P B 
ACP^JACP^ and A'CP^ are set equal to zero. This allows us to keep 
X and Xj. ^ unchanged. Since A'CP® =ACP^ in quarters 1, 2 and 3 
= -SACP^ in quarter 4 (16) 
the coefficients of CP® and CP® in the fourth quarter will be different 
from the coefficients in the first three quarters of any given year. 
Taking this into account we will have P^^ and P^^ in the fourth quarter 
and we will have P^Q and Pgg in the first three quarters. The matrix 
P^2 equals P^Q except for the vector 
P'k,43 = P.k,4 + P.k+2,4 + (-3) P.k44,4 corresponding to CP®. (17) 
Similarily the matrix P53 equals the matrix P^Q except for the vector 
P.k,53 = P.k,5 -P.k+2,4 - (-3) P.k+4,4 corresponding to CP®_^. (18) 
Given these modifications (11) is written for the four quarters of 
any given year as^ 
= Pi Yt-i + P2 Yt-2 + P3 Yt-3 + P40Xt + ^ SO^t-l + d*) 
^t+l = Pi Yt + P2Yt-l + P3Yt-2 + P40Xt+l + PsO^t + ^ t+1 (20) 
Yt+2 = PlYt+1 + P2Yt + P3Yt-l + P40Xt+2 + PSO^t+l + Vt+2 (21) 
°  V t + 2  + + V t W t + 3  +  ^5 3 ^ + 2  +  V 3 -
Third we reduce system (19) through (22) to the so called final 
form. The reason for this step lies in the following observation 
(Gruber, 1968, pp. 150 ff). System (19) through (22) is the reduced 
form explanation of the observed time path of endogenous or uncontrolled 
variables given the observations on the time path of the predetermined 
^Note the change in the definition of t. When variables are summed 
over the four quarters of a given year t refers to the t-th quarter. 
When variables are identified with respect to the four quarters of a 
given year t refers to the first quarter of the corresponding year. 
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variables of any given year. Since we will choose various time paths 
of CP®4.£ or/and , in X^+i » 1=0,1,2,3 different from the observed 
ones i = 0,1,2,3 will change correspondingly. Consequently, if Y^ 
in (19) was changed due to a change in Xt this changed Yt has to be 
substituted into (20), (21) and (22). The same holds for Y^+i and 
Y(;+2.. Carrying out these substitutions the system of difference equa­
tions in (19) through (22) is solved yielding. 
II 
Pit P2t 4
 1 
w
 
rt
 
1 
Pst 
Yt+l = Plt+1 P2t+1 Pat+i P5t+1 
Yt-1 + Yt-2 + Yt-3 + 
Yt+2 = Plt+2 P2t+2 P3t+2 P5t+2 
Yt+3 = Plt+3 P2t+3 P3t+3 P5t+3 
Xt-1 
(23) 
(24) 
(25) 
(26) 
% t 0 0 0 Xt 
Pt+1 t Pt+1 t+1 0 0 Xt+1 
Pt+2 t Pt+2 t+1 Pt+2 t+2 0 Xt+2 
Pt+3 t Pt+3 t+1 Pt+3 t+2 Pt+3 t+S xt+a 
W. 
W, t+1 
w, t+2 
t+3 
where 
-It 
= P 
Flt+1 - pf + pj 
•lt+2 = P{ + P1P2 + P2P1 + P3 
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Plt+3 - Pi + PfP2 + P1P2P1 + P1P3 + 22?! + P2 + P3P1 
P2t = P2 
P2t+1 = P1P2 + P3 
P2t+2 = P?P2 + P1P3 + P^ 
P2t+3 = P?P2 + P?P3 + PlP^ + P2P1P2 + P2P3 + P3P2 
P3t = = P3 
P3t+1 = = P1P3 
P3t+2 = = P1P3 + P2P3 
P3t+3 = • pfpa + P1P2P3 
Pst = ' P5O 
Pst+i = = P1P5O 
P5t+2 = = P1P5O + P2P5O 
P5t+3 = PÎP50 + P1P2P5O + P2P1P5O + P3P5O 
Pt t - P40 
Pt+1 t ^ P1P4O P50 
^t+2 t ° ^ 1^40 + V50 + P2P40 
+^3 e = + 4^ 50 + Wao + Ww + %o+ P3?4„ 
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• t+1 t+1 
= P 
40 
t+2 t+1 ^1^40 ^50 
•t+3 t+1 = PfP,n + PiPcn + PiP 1^40 rso •r40 
t+2 t+2 
= P 
40 
t+3 t+2 ^1^40 •*" ^53 
t+3 t+3 
= P 
43 
W. 
W. t+1 
W, 
t+2 
W. t+3 
= V. 
+ ^ t+l 
(P? + P2> \ + Pft+l + \+2 
(Pj + + tjFi + ?,)?( + <Pf +P2) V,^.i + 
System (23) through (26) can be simplified further to 
= Pt Zt + "t 
^t+1 = Pt+1 z t+1 + ^t+1 
Yt+2 - ^t+2 ^t+Z + ^t+2 
^t+3 ^ Ft+3 ^t+3 ^t+3 where 
(27) 
(28) 
(29) 
(30) 
Pt+i, i=0, 1,2,3 combines all the coefficient matrices in (23 +i) e.g. 
t = [Plt P2t P3t Pst Ptt 0 0 (Q 
^t-1 
Yt-2 
?t-3 
Xt-1 
Xt 
Xt+1 
Xt+2 
LXt+3j 
(31) 
(32) 
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and Zf. - Zf.+i - Z(.+2 - Zt+3' 
Due to operational convenience we dealt so far with the whole 
system of equations and obtained in (27) through (30) the so called final 
form of the structural model of the beef and pork industry. Now we limit 
ourselves to the farm price equations of cattle and hogs. 
2. Farm price equations of cattle and hogs 
B F 
a. Definition of farm price equations Assume and occupy 
the rth and r+lst row of Y, i.e. 
^rt ~ ^ Ft 
\+l t = Fpt' (2) 
Then the farm price equations for cattle and hogs in the four quarters 
t+i, i=0,l,2,3 of any given year are the r-th and r+l-st rows of 1.27 
through 1.30 
^rt+i ~ ^ r.,t+i ^.t+i ^rt+i (3) 
^r+lt+i ~ ^ r+l.,t+i ^.t+i ^r+lt+i (4) 
or in sum notation 
^rt+i^ , t+i ^j t+i ^rt+i ^ j€M 
Yr+lt+i Pr+lj,t+i 2jt+i + ^ r+lt+i (6) 
jeM 
where 
M is the index set of all j's in P^j t+i'^r+lj,t+i ^jt+i* 
Definitions (5) and (6) could be used to forecast farm prices of cattle 
and hogs. However, it will prove useful to isolate in jeM, the 
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time path of farm marketings of cattle and hogs represented by com­
mercial production of beef and pork. The reason lies as mentioned above 
in equations (1), (2) and (3) of I which require us to forecast for any 
given year 
1) The time path of farm prices of cattle corresponding to an 
arbitrary time path of farm marketings of cattle given all 
the other predetermined variables in Zj^. 
2) The time path of farm prices of hogs corresponding to an ar­
bitrary time path . of farm marketings of hogs given all the 
other predetermined variables in Zj^. 
3) The time paths of farm prices of cattle and hogs corresponding 
to arbitrary time paths of farm marketings of cattle and hogs 
given all the other predetermined variables in Z^^. 
For these purposes we extract commercial production of beef or/and 
pork from Zj-^.^ as defined in (1.32). Assume and CPj^+i occupy the 
k-th and k+l-st row of Xj._j_^,i=0,l,2,3 i.e. 
Xkt+i = CPt+i 
Xk+lt+i - CPt+i>i=Oj1>2,3' (8) 
Observing that the indices kt+i and k+1 t+i, i = 0, 1, 2, 3 form dis­
jointed subsets I and J respectively of the set M, we write (5) in a form 
convenient for 1) above as 
Yrt ~ ^ Frj,t ^jt ^rk,t t ^kt ^rt 
jeM-I 
^rt+1 ~ ^ ^rj,t+l Zjt ^ ^rk,t+l t ^kt ^rk,t+l t+1 ^kt+1 (10) 
jeM-I 
+ ^rt+l 
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rt+2 - Zjt + Prk,t+2 t %t + ^ rk.t+Z t+1 %kt+l 
^rk,t+2 t+2 \,t+2 ••" ^rt+2 
= IE P 
Prk,t+3 t+2 ^kt+2 + ^ rk.t+S t+3 ^ kt+3 ^rt+3 
rt+3 ^rj,t+3 ^rk,t+3 t ^ t ^  ^rk,t+3 t+1 ^ t+1 
J6M-1 (12) 
The time path of farm prices of hogs (6) is written in the same way 
as (9) - (12) by replacing the indices 
r by r+1 
k by k+1 
I by J. 
To obtain the farm price equations (5) and (6) in a form convenient 
for 3) above and Xj^+^t+i' i=0,1,2,3 are isolated in both of them al­
lowing the forecast of the time paths of (^r+lt+i^ 1=0,1,2,3 given 
Zjt, jeM - (lUJ). Explicitly this yields for (5) 
^rt ^ ^rj t ^jt (Prk,t t ^kt ^rk+ljt+l.t ^k+lt) ^rt 
jeM-(IuJ) 
(13) 
^rt+1 21 ^rjjt+l Zjt ^  ( ^rk,t+l t^kt ^rk+ljt+l t ^k+lt^ 
jeM-(IuJ) 
(^rk,t+l t+l^kt+1 + Prk+l,t+l t+A+lt+1) ^rt+1 
(14) 
^rt+2 ~ ^rj,t+2 ^ jt ^^rk,t+2 t\t ^rk+l,t+2 t\+lt^ 
(Prk,t+2 t+At+l + Prk+l,t+2 t+l^k+lt+l) + 
(^rk,t+2 t+2\t+2 ^rk+l,t+3 t+2\+lt+2^ '"rt+2 
(15) 
Ill 
Y  =  y  P  Z + ( P  X ,  + P , „ X , )  +  
rt+3 , , ri,t+3 jt rk,t+3 t kt rk+l,t+3 t k+lt 
jfeM-(IuJ) 
(^rk,t+3 t+l^kt+1 + ^ rk+l,t+3 t+l^+lt+l^ + 
(Prk,t+3 t+2^kt+2 + ^ rk+l,t+3 t+2%+lt+2) + 
(^rk,t+3 t+3^kt+3 + ^ rk+l,t+3 t+3%+lt+3) + ^rt+S* 
(16) 
In the same way the farm price equations for hogs (6) are obtained in 
a form convenient for (3) above if we replace the subscript r in (13) -
(16) by r+1. 
Equations (9) - (12) and (13) - (16) for cattle and the correspond­
ing ones for hogs can be simplified using the following definitions. 
Referring to equations (9) - (12) we define 
^It+i ^  ^ ^rj,t+i ^jt 1 = 0, 1, 2, 3 (17) 
j€M-I 
and 
'It (18) 
'lt+1 
"lt+2 
'lt+3 
where j refers to any given year j. 
Referring to the equations for hogs analogous to the equations 
(9) - (12) for cattle we define 
C2t+i ~ ^ ^r+lj,t+i 2jt i - 0, 1, 2, 3 (19) 
jfeM-J 
and 
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'2j '2t (20) 
'2t+l 
-2t+2 
'2t+3 
where j refers to any given year j. 
Referring to equations (13) - (16) we define 
^3t+i -jgM^iuj)?rj,t+i Zjt i = 0, 1, 2, 3 
(21) 
and 
C o -  =  
-3j (22) -3t 
'3t+l 
'3t+2 
-3t+3 
where j refers to any given year j. 
Referring to the equations for hogs analogous to the equations 
(13) - (16) for cattle we define 
i = 0, 1, 2, 3 (23) 
j€M-auJ) 
and 
'4j "4t 
'4t+l 
-4t+2 
'4t+3 
(24) 
where j refers to any given year j. 
Similarily we define 4x4 matrices D^, D2, Dg and D^. 
Referring to equations (9) - (12) we define 
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®1 = J (25) 
where 
Dij,l = Prk,t+i t+j if i > j 
= 0 otherwise» 
Referring to the hog equations corresponding to (9) - (12) we define 
Do — 9 I (26) 
- [®ij,2 j 
where 
®ij,2 ^r+l,k+l, t+i t+.j if i > j 
= 0 otherwise. 
Referring to equations (13) - (16) we define 
®3 - [®ij,3 ] (27) 
if i > j 
where 
®ij,3 = Prk+l,t+i t+j 
= 0 otherwise. 
Referring to the hog equations corresponding to (13) - (16) we define 
(28) 
"4 = [ 
where 
®ij,4 ~ ^ r+lk,t+i t+j if i ^  J 
= 0 otherwise. 
Finally we define 
'3 Yrt 
Yrt+1 
Yrt+2 
Yrt+3 
(29) 
\t+l 
%kt+2 
Xkt+3 
(30) 
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II 
« r t  (31) %k+lj = \+l t 
^rt+1 ^k+1 t+1 
Wrt+2 \+l t+2 
^rt+3 \+l t+3 
^r+1 j L, t " (32) "r+lj = ^r+1 t 
Yr+l t+1 Wr+1 t+1 
Yr+1 t+2 Wr+1 t+2 
^r+l t+3 ^r+1 t+3 
(33) 
(34) 
where j refers to any given year j. 
Given definitions (17) - (34) we rewrite for any given year j the 
farm price equations for cattle (9) - (12) as 
Y . = c, . + + W_ 
rj "Ij ' rj. (35) 
(36) 
(37) 
(38) 
the corresponding farm price equations for hogs as 
\+lj ^2j "*• ®2\+lj "*• "r+lj, 
the farm price equations for cattle (13) - (16) as 
" ^3j ®l\j ®3\+lj ' 
and the corresponding farm price equations for hogs as 
\+lj ^  ^ 4j ®2\+lj ®4\j \+lj. 
b. Forecasting results Forecasting constitutes the predic­
tion of Yj-j and Y^+lj given the sample and post-sample observations on 
the predetermined variables. The sampling period refers to the period 
from 1954 until 1968, while the post-sample period refers to the years 
1969 and 1970. Forecasts referring to the former period are called ex 
post and provide a test of the model proper. Predictions corresponding 
to the latter period are called ex ante and provide equally a test of 
the model proper since the observations used for the predetermined 
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variables are of the same nature as the ones of the sampling period.^ 
Both ex pout and ex ante forecasts are following the definitions in 
(35) through (38) obtained in two major steps. 
First obtain values for Cij and where i = 1, 2, 3, 4 and j = 
1955 through 1970. 
Second obtain Y^j and for observed values of Xj^j and 
For observed values of predetermined variables the following 
identities hold 
'^Ij ^3j ^3^k+lj (39) 
C2j = C4j + D^Xkj. (40) 
Therefore forecasting results are given only for equations (35) 
and (36). Coefficients cgj and c/^j are computed together witti c^j and 
C2j and are shown in Table 9 for future reference. They are a pre­
requisite for the optimization models in CHAPTER III. 
The coefficients c^^, i = 1, 2, 3, 4 display both seasonal varia­
tion and time trend. The results of a regression of the coefficients 
Cj^j on seasonal dummies and a linear time trend are summarized in Table 10. 
There is significant evidence of a linear time trend in and seasonal 
differences between the intercepts of the different farm price equations. 
The seasonality of intercepts is more pronounced in the farm price 
equations for hogs (c2jand c^j) than in the equations for cattle (cj^j 
and C3j). These results confirm the hypothesis made in CHAPTER I that 
cattle and hog farmers face distinct seasonal markets. 
^A few exceptions are indicated in the APPENDIX, 
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Table 9. Estimated coefficients c, c»., c». and c. . for 
j=1955-1970 J J J J 
cij C2j C3J c^j 
1955 1 
2 
3 
4 
34.42 
35.35 
36.94 
36.36 
54.05 
42.48 
42.48 
50.07 
35.75 
36.88 
38.80 
39.00 
61.77 
48.77 
49.33 
56.58 
1956 1 
2 
3 
4 
35.03 
35.67 
37.78 
37.52 
55.29 
41.93 
42.86 
49.95 
36.52 
37.34 
39.75 
40.08 
63.92 
48.64 
49.64 
50.04 
1957 1 
2 
3 
4 
36,16 
36.95 
39.04 
38.96 
55.42 
42.84 
43.74 
50.50 
37.44 
38.52 
40.91 
41.36 
64.20 
49.23 
50.74 
56.95 
1958 1 
2 
3 
4 
38.81 
40.04 
41.65 
40.99 
54.82 
43.67 
44.23 
51.80 
40.02 
41.60 
43.56 
43.42 
62.72 
49.74 
50.87 
58.07 
1959 1 
2 
3 
4 
42.50 
42.97 
43.68 
42.77 
57.32 
44.99 
44.91 
52.14 
43.91 
44.76 
45.87 
45.59 
65.08 
51.38 
51.61 
58.73 
1960 1 
2 
3 
4 
41.00 
41.65 
43.21 
42.05 
58.43 
44.81 
44.46 
51.22 
42.51 
43.52 
45.37 
44.68 
67.16 
51.57 
51.89 
58.05 
1961 1 
2 
3 
4 
41.73 
43.17 
44.50 
44.04 
57.86 
45.46 
46.11 
53.96 
43.12 
44.96 
46.60 
46.72 
66.78 
52.87 
53.53 
61.10 
1962 1 
2 
3 
4 
43.84 
44.08 
45.59 
45.49 
60.03 
46.23 
46.98 
55.17 
45.31 
45.97 
47.77 
48.30 
69.22 
53.41 
54.41 
62.23 
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Table 9 (Continued) 
"23 =3j =4j 
1963 1 43.58 60.54 45.12 70.03 
2 43.80 45.80 45.77 53.64 
3 46.25 48.20 48.58 56.19 
4 45.98 55.48 48.95 63.42 
1964 1 44.48 62.37 46.10 72.95 
2 45.87 48.69 47.87 57.77 
3 47.35 49.17 49.67 57.94 
4 47.65 56.58 50.66 65.54 
1965 1 45.39 62.93 46.89 74.13 
2 46.99 50.10 48.82 58.45 
3 49.93 52.21 52.11 61.50 
4 49.96 58.89 52.54 68.06 
1966 1 48.97 63.47 50.31 75.32 
2 50.41 51.85 52.21 61.07 
3 52.63 52.76 54.84 62.56 
4 52.60 59.66 55.44 69.17 
1967 1 51.14 66.90 52.78 79.32 
2 52.03 53.36 54.05 63.24 
3 54.43 55.10 56.91 64.67 
4 54.56 61.89 57.63 71.35 
1968 1 51.61 68.74 53.24 81.38 
2 52.63 55.71 54.76 65.47 
3 55.32 55.86 57.89 66.25 
4 55.87 63.35 59.09 73.34 
1969 1 54.36 70.73 56.06 83.62 
2 55.67 57.33 57.85 66.88 
3 58.11 57.85 60.70 68.39 
4 58.64 64.48 61.75 74.98 
1970 1 58.39 71.96 59.94 85.17 
2 59.44 60.01 61.56 70.25 
3 61.02 58.65 63.65 69.17 
4 62.56 67.37 65.96 77.91 
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Table 10. Regression coefficients, standard deviations and t-values 
for regressions of c^j, C2j, cgj and c^j, j = 1955-1970 on 
seasonal dummies and linear time trend 
Independent variable 
Dependent Dq D2 Dg T R ^ d 
33.015 
.530 
-1.663 
.523 
-3.180* 
-1.081 
.522 
-2.068** 
.464 
.522 
.888 
.375 
.010 
37.414* 
.958 .241 
^2j 45.467 
.496 
5.760 
.489 
11.763* 
-7.377 
.489 
-15.079 
-7.021 
.488 
-14,357 
.287 
.009 
30.710* 
.967 .410 
=3] 35.460 
.538 
-2.980 
.531 
-5.607* 
-2.026 
.531 
-3.816* 
-.127 
.530 
-.239 
.384 
.010 
37.795* 
.959 .267 
C4j 50.511 
.612 
7.997 
.604 
13.237* 
-7.395 
.603 
-12.252* 
-6.745 
.603^ 
-11.181 
.368 
.011 
31.903* 
.966 .394 
The coefficients of 1=1,2,3,4 are fixed for the sample and 
post sample period and are given in Table 11. 
Given values for c^j and farm prices for cattle and hogs can 
be predicted. Various methods have been developed to study the accuracy 
of forecast prices and to investigate the ability of equations such as 
(35) and (36) to forecast levels and changes of prices (Theil, 1965). 
The ability of the equations to forecast levels of variables can 
be checked by comparing the total of actual with the total of predicted 
values. Defining 
n 
TA = X Aj. (41) 
where 
Table 11. Coefficient matrices D^, ©2, Dg and 
D4 
-.00593804 
.00010047 
-.00030928 
-.00024652 
-.00593804 
.00010047 
-.00030928 
-.00593804 
.00010047 -.00593804 
-.00250358 
.00058586 
-.00001370 
.00001002 
-.00250358 
.00058586 
-.00001370 
-.00250358 
.00058586 -.00250358 
D, 
.0005072 
.00017331 
.00015870 
.00012360 
.0005072 
.00017331 -.0005072 
.00015870 -.00017331 .0005072 
.01504462 
.00334511 
.00021996 
.00001937 
.01504462 
.00334511 -.01504462 
.00021996 .00334511 .01504462 
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TA = total of actual values of a given variable 
Aj. = actual value of the variable in period t 
n = number of observations 
and 
n 
TP = 51 Pt (42) 
t 
where 
TP = total of predicted values of a given variable 
Pj. = predicted value of the variable in period t 
then 
TA-TP = X (43) 
where 
X = the total bias of the predictions P^, t=l,..,n. 
The average bias is x/n and is given for the farm price forecasts of 
cattle and hogs in the first, second, third and fourth quarter of any 
year in Table 12. 
Table 12. Average bias x/n for predicted prices of cattle and hogs 
10'^ liveweight) 
Cattle Hogs 
First quarter 0.0 -8.29 
Second quarter 8.5 19.79 
Third quarter 12.72 27.68 
Fourth quarter 13.65 28.16 
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Values of the coefficients c^j, <^22' *^3j in Table 9 and of 
predicted farm prices reported in Table 13 are already deflated from 
this bias by adding x/n to the corresponding predictions. 
Various explanations can be given for this bias which increases 
from quarter to quarter (Goldberger, 1959 pp. 49 ff). On the one side 
it is recalled that the reduced form equations (5) or (6) represent a 
Taylor expansion of some unknown function whose nonlinearities have been 
suppressed by an evaluation of derivatives at sample means. As a con­
sequence forecasting should be performed in terms of changes disregarding 
the intercept. When Goldberger investigated the forecasting properties 
of the Klein-Goldberger Model he did not forecast levels but changes of 
endogenous variables. On the other side it is recalled that the so-
called final form is used for prediction instead of the simple reduced 
form. This type of forecast is a stricter test of an econometric model 
than the simple reduced form since it is based on less prior information. 
If the initial information of the so-called final form of the model is 
biased, this bias will be transferred from period to period in a mul­
tiplicative and additive way. 
The ability of the equations to predict changes in variables can be 
evaluated with different criteria (Theil, 1965). Observed and predicted 
changes in farm prices of cattle and hogs are given in Table 14. 
One criterion is the inequality coefficient U defined by Theil 
(1965, p.32) as 
where 
(44) 
Table 13. Observed and predicted farm prices of cattle and hogs 
for 1955-1970 
55 1 
2 
3 
4 
56 1 
2 
3 
4 
57 1 
2 
3 
4 
58 1 
2 
3 
4 
59 1 
2 
3 
4 
60 1 
2 
3 
4 
61 1 
2 
3 
4 
62 1 
2 
3 
4 
•Ft 
pB .pB 
Ft Ft Ft Ft 
16.20 
16.47 
15.80 
14.23 
14.20 
15.23 
15.83 
14.53 
15.23 
17.43 
18.10 
17.93 
20.70 
22.63 
22.10 
22.47 
23.27 
24.13 
22.97 
20.50 
21.07 
21.43 
19.77 
19.47 
20.80 
19.87 
19.83 
20.20 
20.97 
21.17 
21.53 
21.57 
16.13 
16.47 
15.66 
14.63 
14.56 
15.29 
16.24 
14.29 
15.33 
17.26 
17.11 
17.20 
20.07 
21.58 
20.95 
20.04 
24.08 
23.81 
22.71 
20.99 
20.30 
21.13 
20.09 
19.10 
20.57 
21.02 
21.01 
20.15 
22.05 
22.31 
22.14 
21.77 
-0.07 
0 
-0.14 
40.40 
40.36 
40.06 
40.41 
-0.24 
40.10 
-0.17 
-0.99 
-0.73 
-0.63 
-1.05 
-1.15 
-2.43 
40.81 
-0.32 
-0.26 
40.49 
-0.77 
-0.30 
40.32 
-0.37 
-0.23 
4-1.15 
4-1.18 
-0.05 
4-1.08 
4-1.14 
40.61 
40.20 
16.20 
16.90 
15.93 
12.40 
11.83 
15.17 
15.73 
15.33 
17.00 
17.73 
19.53 
17.13 
19.43 
21.30 
20.80 
17.97 
15.77 
15.27 
13.50 
12.00 
13.37 
15.63 
16.20 
16.60 
17.13 
16.23 
17.13 
16.13 
16.23 
15.53 
17.53 
16.17 
14.71 
19.37 
16.97 
9.14 
11.05 
17.13 
17.13 
13.42 
17.48 
17.66 
18.45 
16.87 
19.09 
17.76 
17.32 
17.68 
15.34 
15.69 
14.37 
11.86 
13.62 
14.65 
16.33 
16.69 
16.49 
15.55 
18.05 
16.70 
16.54 
14.54 
18.65 
15.62 
-1.49 
4-2.47 
4-1.04 
-3.26 
-0.78 
4-1.96 
4-1.40 
-1.91 
40.48 
-0.07 
-1.08 
-0.26 
-0.34 
-3.54 
-3.48 
-0.29 
-0.43 
40.42 
40.87 
-0.14 
40.25 
-0.98 
40.13 
40.09 
-0.64 
-0.68 
40.92 
40.57 
40.31 
-0.99 
4-1.12 
-0.55 
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Table 13 (Continued) 
Ft 
pB pB _pB pP 
•^Ft ^Ft Ft Ft Ft 
pP _pP 
Ft Ft 
63 1 20.60 21.05 +0.45 14.67 14.79 +0.12 
2 19.97 20.32 +0.35 14.67 13.14 -1.53 
3 20.40 21.08 +0.68 16.43 17.04 +0.61 
4 18.60 19.70 +1.10 14.33 13.93 -0.40 
64 1 18.60 19.38 +0.78 14.27 14.42 +0.15 
2 17.77 18.89 +1.12 14.40 16.29 +1.89 
3 18.30 19.44 +1.14 16.00 18.84 +2.84 
4 17.57 18.11 +0.54 14.63 14.12 -0.51 
65 1 18.27 18.83 +0.56 16.10 18.39 +2.29 
2 20.33 21.41 +1.08 19.67 21.20 +1.53 
3 20.73 21.01 +0.28 23.00 22.91 -0.09 
4 20.03 19.72 -0.31 24.43 25.78 +1.35 
66 1 22.43 20.87 -1.56 26.17 23.68 -2.49 
2 23.03 22.44 -0.59 22.53 21.00 -1.53 
3 22.27 21.91 -0.36 23.33 21.63 -1.70 
4 21.27 21.00 -0.27 19.80 19.31 -0.49 
67 1 21.67 21.69 +0.02 18.60 18.39 -0.21 
2 22.37 22.21 -0.16 19.87 20.98 +1.11 
3 23.17 23.79 +0.62 20.33 20.47 +0.14 
4 21.80 22.95 +1.15 17.27 19.99 +2.72 
68 1 22.73 21.63 -1.10 18.37 20.64 +2.27 
2 23.70 22.98 -0.72 18.73 19.50 +0.77 
3 23.83 22.75 -1.08 19.83 20.48 +0.65 
4 23.17 22.57 -0.60 17.73 19.28 +1.55 
69 1 24.33 23.79 -0.54 19.40 20.31 +0.91 
2 28.20 26.39 -1.81 21.93 21.35 -0.58 
3 27.00 25.23 -1.77 25.23 22.69 -2.54 
4 25.23 24.06 -1.17 25.13 24.19 -0.94 
70 1 27.46 27.07 -0.39 26.43 26.04 -0.39 
2 28.16 28.37 +0.21 23.30 23.04 -0.26 
3 27.23 27.74 +0.51 21.80 20.97 -0.83 
4 25.40 27.69 +2.29 16.16 18.61 +2.45 
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Table 14. Observed and predicted changes in farm prices of cattle 
and hogs 
APft AP|t 
55 1 
2 0.27 0.34 0.70 4.66 
3 -0.67 -0.81 -0.97 -2.40 
4 -1.57 -1.03 -3.53 -7.83 
56 1 -0.03 -0.07 -0.57 1.91 
2 1.03 0.73 3.34 6.08 
3 0.60 0.95 0.56 0 
4 -1.30 -1.95 -0.40 -3.71 
57 1 0.70 1.04 1.67 4.06 
2 2.20 1.93 0.73 0.18 
3 0.67 -0.15 1.80 0.79 
4 -0.17 0.09 -2.40 -1.58 
58 1 2.77 2.87 2.30 2.22 
2 1.93 1.51 1.87 -1.33 
3 -0.53 -0.63 -0.50 -0.44 
4 0.37 -0.91 -2.83 0.36 
59 1 0.80 4.04 -2.20 -2.34 
2 0.86 -0.27 -0.50 0.35 
3 -1.16 -1.10 -1.77 -1.32 
4 -2.47 -1.72 -1.50 -2.51 
60 1 0.57 -0.69 1.37 1.76 
2 0.36 0.83 2.26 1.03 
3 -1.66 -1.04 0.57 1.68 
4 -0.30 -0.99 0.40 0.36 
61 1 1.33 1.47 0.53 -0.20 
2 -0.93 0.45 -0.90 -0.94 
3 -0.04 -0.01 0.90 2.50 
4 0.37 -0.86 -1.00 -1.35 
62 1 0.77 1.90 0.10 -0.16 
2 0.20 0.26 -0.70 -2.00 
3 0.36 -0.17 2.00 4.11 
4 0.04 -0.37 -1.36 -3.03 
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Table 14 (Continued) 
AP|^ AP|j AP|t Apfj 
63 1 
2 
3 
4 
•0.97 
•0.63 
0.43 
•1.80 
•0.72 
•0.73 
0.76 
•1.38 
•1.50 
0 
1.76 
-2.10 
-0.83 
•1.65 
3.90 
-3.11 
64 1 
2 
3 
4 
0 
-0.83 
0.53 
-0.73 
-0.32 
-0.49 
0.55 
-1.33 
•0.06 
0.13 
1.60 
•1.37 
0.49 
1.87 
2.55 
-4.72 
65 1 
2 
3 
4 
0.70 
2.06 
0.40 
-0.70 
0.72 
2.58 
-0.40 
-1.29 
1.47 
3.57 
3.33 
1.43 
4.27 
2.81 
1.71 
2.87 
66 1 
2 
3 
4 
2.40 
0.60 
-0.76 
-1.00 
1.15 
1.57 
•0.53 
-0.91 
1.74 
•3.64 
0.80 
-3.53 
-2.10 
-2.68 
0.63 
-2.32 
67 1 
2 
3 
4 
0.40 
0.70 
0.80 
-1.37 
0.69 
0.52 
1.58 
-0.84 
-1.20 
1.27 
0.46 
-3.06 
-0.92 
2.59 
-0,51 
-0.48 
68 1 
2 
3 
4 
0.93 
0.97 
0.13 
-0.66 
•1.32 
1.35 
-0.23 
•0.18 
1.10 
0.36 
1.10 
-2.10 
0.65 
-1.14 
0.98 
-1.20 
69 1 
2 
3 
4 
1.16 
3.87 
-1.20 
-1.77 
1.22 
2.60 
-1.16 
-1.17 
1.67 
2.53 
3.30 
-0.10 
1.03 
1.04 
1.34 
1.50 
70 1 
2 
3 
4 
2.23 
0.70 
-0.93 
•1.83 
3.01 
1.30 
•0.63 
-0.05 
1.30 
•3.13 
-1.50 
•5.64 
1.85 
-3.00 
-2.07 
-2.36 
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Pj. = predicted changes of the variable under investigation in period t 
Aj. = actual changes of the variable under investigation in period t. 
If U = 0 the forecasts agree completely with the actual observations. 
If U = 1 the forecasts disagree completely with the actual observations. 
For the above equations we obtained 
U = .322 for the cattle price equation and 
U = .396 for the hog price equation. 
The relative inferiority of the hog price equation in prediction may be 
due to the fact that we neglected in the estimation of the model the 
contemporaneous interdependence of residuals which occurred in equations 
relating to hogs or pork. 
Another criterion refers to the ability of the equation to forecast 
turning points. An actual turning point is defined following Theil (1965, 
pp. 113,114) as a pair of successive changes with opposite signs i.e. 
sgn Aj. # sgn A^_^. (45) 
Correspondingly a predicted turning point is defined as a pair of 
successive changes with opposite signs i.e. 
sgn Pt f sgn Pt-1. (46) 
Four possibilities can be distinguished with respect to the pre­
diction and observation of turning points (Theil, 1965, p.29). 
(i) A turning point is predicted and observed 
(ii) A turning point is predicted but not observed 
(iii) A turning point is not predicted but observed 
(iv) A turning is neither predicted nor observed. 
Cases (ii) and (iii) represent failures and are called turning point 
errors. 
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Turning point predictions of the farm price equations of cattle 
and hogs may be summarized in 2x2 contingency tables as illustrated 
in Table 15. The ability of the equations to forecast turning points 
can be tested by applying the chi-square distribution to the 2x2 
contingency tables. The null hypothesis is that the entries in the 
four cells of each table are independent. This implies that the number 
of correct predictions is no greater than that which could be expected 
by chance alone. The computed chi-square statistics for farm price 
equations of cattle and hogs were significant indicating that the pre­
diction of turning points follows a systematic pattern. 
Summarizing the above results we conclude that the farm price 
equations for cattle and hogs gave biased predictions of the level of 
prices, with the exception of the first quarter predictions of the prices 
of cattle. The forecasting of changes in prices of cattle and hogs was 
satisfactory if one compares the U's obtained with the ones reported 
by some authors (Theil, 1965). The prediction of turning points can 
be considered better than random predictions. 
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Table 15. Number of actual and predicted turning points for 62 
observations on prices of cattle and hogs (1955-1970) 
Predicted 
Turning point No turning point 
Prices of cattle 
Turning point 20 10 
Actual 
No turning point 10 22 7.763 * 
Turning point 
Actual 
Prices of hogs 
21 10 
No turning point 12 19 5.246 ** 
'Indicates significance on the .01 level of probability. 
** Indicates significance on the .025 level of probability. 
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III. OPTIMIZATION OF GASH RECEIPTS FROM CATTLE OR/AND HOGS 
In CHAPTER I the criteria for the efficiency of the time patterns 
of cattle or/and hog marketings were defined. In CHAPTER II farm 
price equations for cattle and hogs were derived. In CHAPTER III these 
farm price equations will be used to maximize the different efficiency 
criteria defined above for years of the period 1955 through 1970 and 
thereafter. 
The different optimization problems studied are specified in III.A. 
The algorithm used to obtain the optima of the different problems is 
explained in III.B. followed by the presentation of the computational 
results in III.C. 
A. Specification of the Optimization Problems 
The major ingredients of an optimization problem are the objective 
function and the constraints under which it is to be optimized. The 
objective functions of the different problems follow from the definition 
of the different criteria of efficiency of the time pattern of cattle 
or/and hog marketings in I (1), (2) and (3). The constraints consist 
of two kinds applied to each objective function yielding six sets of 
decision problems. The different problems are now specified explicitly. 
The exact formulation is given in 1, the stochastic formulation is pre­
sented in 2, 
1. Exact formulation of the optimization problems 
The six problems can be stated as follows 
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Max Ca (B)j =:[ (1) 
t 
subject to 
Z < = 
Qpt+i ~ actual values i = 0,1,2,3 
where 
t refers to the t-th quarter of the year j 
Qpj = annual farm marketings of cattle in year j; a known constant. 
Max CR (P)j = r Ppt^Ft (2) 
subject to 
^ Qpt ~ Qpj 
Qpt+i ^  0 
^Ft+i ~ actual values i = 0,1,2,3 
p 
Q = annual farm marketings of hogs in year j: a known constant. 
Fj 
Max CR (B + P). =£ pB^Q|^ + EP^t^Pt O) 
^ ^Ft ^ 
.B Qpt+i ' Qpt+i ^  ® ^ 0,1,2,3 
Max CR (B)j - 21 ^Ft^t subject to 
Qpt+i^O, and Q^t+i = actual values i = 0,1,2,3. 
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Max CR (P)j = i; (5) 
subject to 
^Ft+i ~ actual values 1=0,1,2,3. 
(6 )  
subject to 
%t+i,^Fft+i^ ® i=0,1,2,3. 
The different problems are shortly characterized. 
In problem 1 we maximize annual cash receipts from cattle with 
respect to quarterly farm marketings of cattle subject to the conditions 
that quarterly farm marketings of cattle are nonnegative and add up to 
the observed annual outputs of cattle and that quarterly and annual out­
puts of hogs are taken at observed values. 
In the maximization of annual cash receipts from cattle quarterly 
farm marketings of cattle are varied while quarterly farm marketings of 
hogs are taken as given. This implies that in problem 1 quarterly 
marketings of cattle are controlled by the investigator while quarterly 
marketings of hogs are not. Consequently in problem 1 quarterly farm 
marketings of cattle are called the controlled variable while quarterly 
farm marketings of hogs are called the uncontrolled variable. 
The solutions to problem 1 yield for given annual outputs of cattle 
and given quarterly and annual outputs of hogs the optimal time paths 
of quarterly cattle marketings and allow for past years a proper com­
parison of actual and computed time paths of cattle marketings. 
In problem 2 we maximize annual cash receipts from hogs with respect 
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to quarterly farm marketings of hogs subject to the conditions that 
quarterly farm marketings of hogs are nonnegative and add up to observed 
annual outputs of hogs and that quarterly and annual outputs of cattle 
are taken at observed values. 
In the maximization of annual cash receipts from hogs quarterly 
farm marketings of hogs are varied while quarterly farm marketings of 
cattle are taken as given. This implies that in problem 2 quarterly 
marketings of hogs are controlled by the investigator while quarterly 
marketings of cattle are not. Consequently in problem 2 quarterly farm 
marketings of hogs are called controlled variable while quarterly market­
ings of cattle are called uncontrolled variable. 
The solutions to problem 2 yield for given annual outputs of hogs 
and given quarterly and annual outputs of cattle the optimal time paths 
of quarterly hog marketings and allow for past years a proper comparison 
of actual and computed time paths of hog marketings. 
In problem 3 we maximize annual cash receipts from cattle and hogs 
with respect to quarterly farm marketings of cattle and hogs subject to 
the conditions that quarterly farm marketings of cattle and hogs are 
nonnegative and add up to the observed annual outputs of cattle and 
hogs respectively. 
In problem 3 quarterly farm marketings of cattle and hogs are con­
trolled by the investigator and are called controlled variables. 
The solutions to problem 3 yield for given annual outputs of cattle 
and hogs the optimal time paths of quarterly cattle and hog marketings 
and allow a proper comparison of actual and computed time paths of cattle 
and hog marketings. 
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In problem 4 we maximize annual cash receipts from cattle with 
respect to quarterly farm marketings of cattle subject to the conditions 
that quarterly farm marketings of cattle are nonnegative and that quarterly 
and annual outputs of hogs are taken at observed values. 
In problem 4 quarterly marketings of cattle are the controlled 
variable while quarterly marketings of hogs are the uncontrolled variable. 
The solutions to problem 4 yield for given quarterly and annual out­
puts of hogs the optimal annual outputs and time paths of cattle market­
ings and allow a comparison of actual and computed values of annual out­
puts and time paths of cattle marketings. 
In problem 5 we maximize annual cash receipts from hogs with respect 
to quarterly farm marketings of hogs subject to the conditions that 
quarterly farm marketings of hogs are nonnegative and that quarterly 
and annual outputs of cattle are taken at observed values. 
In problem 5 quarterly farm marketings of hogs are the controlled 
variable while quarterly farm marketings of cattle are the uncontrolled 
variable. 
The solutions to problem 5 yield for given quarterly and annual 
outputs of cattle the optimal annual outputs and time paths of hog market­
ings and allow for past years a comparison of actual and computed values 
of annual outputs and time paths of hog marketings. 
In problem 6 we maximize annual cash receipts from cattle and hogs 
with respect to quarterly farm marketings of cattle and hogs subject to 
the conditions that quarterly farm marketings of cattle and hcgs are non-
negative. 
In problem 6 quarterly farm marketings of cattle and hogs are 
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the controlled variables. 
The solutions to problem 6 yield the optimal annual outputs and 
time paths of cattle and hog marketings and allow for past years a 
comparison of actual and computed values of annual outputs and time 
paths of cattle and hog marketings. 
The time path of farm prices in (l)-(6) depends upon the time path 
of the corresponding farm marketings and can be predicted with the equa­
tions developed in lI.D.2.a. Upon substitution of the corresponding 
equations into (l)-(6) we will obtain a decision model which is both 
stochastic and operational. 
2. Stochastic formulation of the optimization problems 
The replacement of , i*B,P in 1. 1- 1.6 by the corresponding 
r t 
prediction equations is explained for equation 1. 1 . It is recalled that 
Yrt = ^It 
Yrj =kt 
(1) 
(2) 
Similarily we recall 
Xkt = d? C^t by II.A.2.17 (3) 
For convenience we redefine 
(4) 
and 
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-
0® 
^Ft+1 
0® 
^Ft+2 
•Ft+3 
(5) 
Therefore 
^kj = \j Qkj' 
Rewriting 1.1 we obtain 
^ B B 
CR(B)j -  ^Pp{. Qp(. 
( 6 )  
(7) 
= by (2) and (5) 
= <=ij Qkj + %j D1 Qkj + W^j Qkj by II.D.2.35 
= <=ij %] + %j I>1 Qy + Ki "-y («) 
= "ij Qkj * %j "ij + "rj Qy 
where 
®lj ~ (8) 
Annual cash receipts from cattle are now a stochastic form quadratic 
in Q. .. The uncertainty of the quadratic form arises from 
kj 
a) c^j = the coefficients of the linear part of the objective function 
b) D^j = the coefficients of the quadratic part of the objective function 
c) "Wyj - the additive shock of the farm price equation of cattle. 
Since the uncertainty concerning and is of the probabilistic 
type we maximize not CR(B)j but the expectation of it. Theil (1964, pp. 
72 ff) proved for the static case in his first-order certainty equivalence 
theorem, which can be extended to the dynamic case given above, that the 
decision that maximizes the expectation of the objective function is 
identical with the decision that maximizes the objective function under 
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the condition that the random coefficients c^j, and are equal 
to their expected values. This result is based on the assumption that 
the variances and covariances of these coefficients are finite and in­
dependent of the decision variable Q .. To apply Theil's result it 
kj 
would be necessary to test this assumption. .This however would be 
tedious. It is omitted. Instead the assumption of independence of the 
random coefficients from the decision variable is maintained, and the 
coefficients are taken at their expected values yielding 
t CR(B). = c|j Qkj + <%j D^. Qkj. (9) 
To simplify notation the expectation operation in front of cash receipts 
is dropped. Given these definitions the decision problem (1) can be 
rewritten as 
Ma. CR(B)^  = c'jOkj + (1°) 
subject to ^'Qkj ~ 
Qkj) 0 
where 
1 =ri 
1 
1 
1 
bj^ j = annual marketings of cattle in year j . 
Upon similar substitution of Ppj. in (4) by II.D.2.35 of P^j. in (2) 
and (5) by II.D.2. 36 and and pj^ in (3) and (6) by II.D.2.37 and 
II.D.2.38 respectively and upon taking expectations we rewrite problems 
(2) - (6) 
Max CR(î)j =c + %+l] 'zj Qk+ij (11) 
subject to 
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=\+ij 
Qk+u > » 
where 
= annual marketings of hogs in year j. 
Max CR(B+P)j = C3j Qkj + Qkj % j Qkj + ^k+lj »3j Qkj + 
<3 Qk+lj + Qk+i ®2j Qk+1 + % ®4j Qk+lj 
1 
o
 
w
 
1 f 
Qkj + "Qkj" '°lj °4j Qkj 
1 
%+lj \+ij »3j ®2j ^k+lj 
subject to 
I'Qkj = bkj 
1'Qk+lj = \+lj 
Okj,Qk+lj ^  ^  
Max CR(B)j = c^j Q^j + (13) 
subject to 
QkJ > " . 
Max CR(P)j = cj. + Qt+ij Dj. (14) 
subject to 
Qk+lj ^  ° • 
Max CR(B+P)j = '=3j t 
I 
+ r % ' 
4^j Qk+lj Qk+lj "33 "23 %+ij 
subject to Qkj , Qk+lj ^  0. 
The problems specified in (10) through (15) will be referred to as 
problems (1) through (6). 
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B. Optimization Algorithm 
The algorithm used to solve problems (1) through (6) in A. above 
is the Simplex method by van de Panne and Whinston (1964, 1965) pro^ , 
grammed for the IBM 360 system by Soults £t al. (1969). To facilitate 
the discussion of this algorithm we reduce the above problems in B.1 
to the canonical form they have in common. In B.2 we present the con­
ditions to be met by an optimal solution to the problems in canonical 
form. The algorithm proper is explained in B.'3. 
1. The canonical form of the optimization problems. 
The problems (1) - (6) are all of the following form 
max F(x) = c'x + x'Dx (1) 
subject to 
where 
c = n X 1 
X = n X 1 
D = n X n 
A = m X n (A is vacuous for problems 4-6) 
b = mx 1. 
Further generalizations of (1) and (2) will prove useful. First assume 
that the matrix D of the quadratic form x'Dx is any matrix. 
Ax = b (2) 
X 2 0 (3) 
Define 
B = D + D' (4) 
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where B is symmetric. Then we can show 
l/2x' Bx = x'Dç i.e. 
l/2x' Bx = 1/2 x'Dx + 1/2 x'D'x = 1/2 x'Dx + 1/2 x'Dx = x'Dx 
since x'D'x being a scalar is equal to (x'D'X)' = x'Dx. 
Defining 
-B =C we rewrite (1) as (5) 
F(x) = c'x -l/2x'Cx = c'x + l/2x'Bx = c'x + x'Dx. 
Second extend the linear equality constraints in (2) to the general case 
Ax - b (6) 
where 
A = m xn 
b = m X 1. 
Given these generalizations the above problem (1) - (3) is written in 
canonical form as 
max F(x) = p'x -l/2x'Cx (7) 
subject to 
Ax = b or Ax /Lb (8) 
X % 0. (9) 
Where p = c, to make (7) - (9) identical to the notation used by van de 
Panne and Whinston (1964, 1965). For convenience their notation will be 
used throughout this section B. 
Several algorithms have been developed for the solution of the 
quadratic programming problem (7) - (9). All algorithms, including the 
method by van de Panne and Whinston, require that the objective, function 
be concave in the case it is to be maximized (convex for a minimization 
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problem), implying that any local maximum (minimum) is at the same time 
a global maximum (minimum). 
The objective function F(x) is the sum of the linear form p'x and 
the quadratic form -l/2x'Cx and is concave under the following conditions. 
The linear form is unconditionally both concave and convex. The quadratic 
form is concave if and only if the matrix C is positive semi-definite. 
Therefore if the matrix C is positive semi-definite then F(x) is concave 
since the sum of two concave functions is concave. 
Now let E(x) be a concave function defined over the closed convex 
set X defined by the constraints Ax ^  b and x^O. Then it can be shown 
(Hadley, 1964, pp. 90 ff) that any relative maximum of F(x) over X is 
characterized by certain conditions which play a crucial role in finding 
the optimum of F(x) over X and which will be discussed next. 
2. Optimality conditions for quadratic programming 
The presence of equality and inequality constraints requires a dif­
ferent treatment in developing the conditions to be met by an optimal 
solution to the quadratic program. Although equality and inequality con­
straints may occur together in one problem we assume two distinct problems, 
the one containing exclusively inequality constraints, the other con­
taining exclusively equality constraints. 
a. Inequality constraints A quadratic programming problem con­
strained by inequalities is of the form 
max F(x) = p'x - 1/2 x'Cx 
subject to 
Ax 4 b 
(1) 
(2) 
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X ^  0. (3) 
The Lagrangeian expression for this constrained problem is 
L(x>v) = p'x -l/2x'Cx - v'(Ax -b), (4) 
where v is an m-vector of Lagrangeian multipliers. 
By the Kuhn-Tucker theorem x will solve the problem if, and only if, 
there exists a pair (x,v) which satisfies the following conditions, where 
the gradients of L(x,v) with respect to x and v are denoted by and L^, 
6 0 (5) 
1% = p - Cx - A'v = -u ^0 
implying u ^  0 
x'Ljj = x' (-u) = 0 (6) 
\ >0 (7) 
L v  =  b - A x = y  ^ 0  
v'Ly = v'y= 0 (8) 
x,y,u,v ^ 0 (9) 
The restriction on v follows if y is introduced into (4). Then we 
obtain the additional conditions 
Ly = -V ^  0 (10) 
implying v ^  0. 
The rationale for the conditions (5-10) lies in the sign conditions 
on X and v. 
If the maximum of L(x,v) with respect to x^ occurs in the n-dimen-
sional generalization of the first quadrant then = 0 and x^? 0. If 
the maximum of L(x,v) with respect to x^^ does not occur in the n- di­
mensional generalization of the first quadrant then ^ 0 and x^ = 0. 
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Therefore the inner product x'Lx = 0 where every individual product is 
zero. 
If the minimum of L(x,v) with respect to v occurs in the n-di, 
mensional generalization of the positive quadrant then = 0 and v^>0. 
If the minimum of L(x,v) with respect to Vj does not occur in the n-di-
mensional generalization of the positive quadrant then > 0 and Vj = 0. 
Therefore the inner product v'L^ = 0. 
The Kuhn-Tucker conditions form a system of m+n+2 equations in 
2(nri*n) unknowns. Any set of values for the variables x,y,u,v satisfying 
conditions (5 - 10) is called a feasible solution. If this solution con­
tains only min+Z variables on a positive level the other being zero the 
solution is called a basic feasible solution. There are 2(nri-n)t 
(nriii+2) I (m-hi-2) ! 
basic solutions if every set of m-hi+2 columns from the system (5 - 10) 
is linearly independent. The basic feasible solution which maximizes 
the objective function is called the optimal basic feasible solution. 
Before discussing how this solution can be obtained we determine the 
optimality conditions for a quadratic programming problem constrained by 
equalities. 
b. Equality constraints A quadratic programming problem con­
strained by equalities is of the form 
max F(x) = p'x-l/2x'Cx (11) 
subject to 
Ax = b (12) 
X % 0. (13) 
The Lagrangeian expression for this constrained problem is 
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L(x,v) = p'x -l/2x*Cx -v'(Ax-b) . (14) 
The Lagrangelan L(x,v) and the original objective function F(x) will 
always have the same value if 
v'(Ax-b) = 0. (15) 
This condition is satisfied if 
= Ax-b = 0. (16) 
By the Kuhn-Tucker theorem the optimum solution to the above problem 
has to fulfill the following conditions 
Lx é 0 where (17) 
Ljj = P - Cx - A'v = -u 6 0 
x'L^ = x'u=0 (18) 
Ly = Ax-b= 0 (19) 
X ,u >0. (20) 
In this case the Kuhn-Tucker conditions form a system of m+n+1 equations 
in 2n+m unknowns. As in the case of inequality constraints a large 
number of basic feasible solutions may exist. The method developed by 
van de Panne and Whinston (1964,1965) provides a systematic procedure to 
move from an initial basic feasible solution of the Kuhn-Tucker conditions 
to the optimal basic feasible solution. The method proceeds in two 
phases. In phase I we look for an initial basic feasible solution. In 
phase II we search for optimality while maintaining feasibility. 
3. The Simplex method for quadratic programming 
The procedure is similar to the Simplex method for linear programs 
ming. The use of tableaux and Simplex transformations is the same but the 
selection of the pivot elements is different. The tableaux are based on 
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the equations (2.5) - (2.8) in the inequality case and equations (2.17) -
(2.19) in the equality case of the Kuhn-Tucker conditions. Conditions 
2.6, 2.8 and 2.18 are not explicitly introduced into the tableau but 
implicitly taken into account in the algorithm. The conditions x'u = 0 
where x ^  0 and u ^  0 and the condition v'y = 0 where v ^  0 and y ^  0 imply 
that x^u^ = 0 for all i and Vjyj= 0 for all j. This means if an x-
variable is in the basis the corresponding u-variable, which is defined 
as the negative of the partial derivative of the Lagrangeian with respect 
to this x-variable, is not in the basis and vice versa. The same holds 
for the variables v and y. Any tableau with this property is called a 
tableau in standard form or a standard tableau. Any tableau without 
this property is called a tableau not in standard form or a nonstandard 
tableau. 
a. The initial basic feasible solution (phase I) 
1) The inequality case We put equations (2.5) and (2.7) 
in a Simplex tableau format as presented in Table 16 and call it a 
Table 16. Set-up tableau for the inequality case 
Values 
Basic basic 
variables variables u V X y 
u 
-P I -A' -C 0 
y b 0 0 A I 
set-up tableau. 
A basic solution to the set-up tableau is u = -p and y = b. 
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The variables x and v are nonbasic and have the value zero. Therefore 
conditions u'x = 0 and v'y = 0 are fulfilled and the set-up tableau 
is in standard fom. If b^O the solution y = b and x = 0 in Table 16 
is a basic feasible solution. It would be optimal if u were not negative. 
This would hold in the unrealistic case where p^O. 
In the case of inequality constraints the initial basic feasible 
solution is easily found in the set-up tableau, van de Panne and Whins-
ton call the tableau containing the first basic feasible solution the 
initial tableau. Therefore in the case b?0 the set-up tableau in 
Table 16 is also an initial tableau for the Simplex method. 
2) The equality case If the constraints are in equality 
form a vector of artificial variables y is introduced. The resulting 
equations are put in a set-up tableau which is identical to the set-up 
tableau in Table 16. However the interpretation of the y-variables is 
different. 
As in the equality case the first basic solution is u = -p and 
y = b. The variables x and v are nonbasic. This basic solution is 
not feasible since y is an artificial variable. To obtain an initial 
basic feasible solution van de Panne and Whinston proceed as follows. 
Assume that a basic feasible solution to the constraints Ax = b 
and x^O is known. This solution can, if it exists, be found by the 
introduction of artificial variables using linear programming methods. 
In any such solution m of the x-variables must have positive values and 
n-m must be zero. Assuming that the m positive x-variables are the first 
ones we partition the vectors x, u and p and the matrices A and C 
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accordingly: 
Given these definitions we write the set-up tableau in Table 16 in 
partitioned form as presented in Table 17. 
Table 17. Set-up tableau and initial tableau in partitioned form 
for the equality case 
Values 
of 
Basic basic 
variables variables u^ u^ v y 
u^ -p^ I 0 -A[ -0^2 0 
Set-up tableau 0 I '^12 "^22 ^ 
y b 0 0 0 Ag I 
V ql Qi 0 I 0 Q4 Qy 
Initial tableau u^ 9^ Q2 I 0 0 Q5 Qg 
xl Q3 0 0 I Qg Qg 
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To obtain an initial basic feasible solution from the set-up tableau 
in partitioned form we recall that is a basic feasible solution 
to Ax = b and x^O. To maintain x'u = 0, u^ has to become nonbasic 
2 
and u has to remain in the basis. Further, all the artificial basic 
y-variables have to be replaced by the v-variables to secure feasibility 
while fulfilling v'y = 0. Therefore the new basic solution consists 
of the variables v,u^ and x?-. This basic solution is a basic feasible 
solution since x^> 0, %% = 0 and y = 0. It is obtained either by the 
stepwise Simplex transformations or by matrix inversion. In the latter 
case the set-up tableau is premultiplied by the Inverse of the matrix 
of columns of the new basic variables u^, v and x^. This inverse is 
given in general form as follows 
-1 
-Ai 
-Ai 
0 
0 
I 
0 
-Cii 
-Ci2 
Al 
Qi 
Q2 
Q3 
0 
I 
0 
Q7 
Qs 
Q9 
(2) 
Without further specification of the matrices Qj^...Qg we can in Table 17 
premultiply the set-up tableau in partitioned form by the above inverse 
matrix obtaining the general results displayed in the initial standard 
tableau. This completes phase I. 
We obtained for the inequality and the equality case an initial 
basic feasible solution and can move to phase II to proceed with the 
algorithm which searches for optimality while maintaining feasibility. 
The latter property assures that the y-variables will never enter the 
basis again and that the v-variables will never leave the basis. There­
fore the m rows of v-variables and the m columns of y-variables are not 
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necessary in successive tableaux and may be deleted. 
Finally, in the remaining part of the tableau some useful symmetries 
can be distinguished (van de Panne and Whinston, 1964). For instance 
Qz = -Qg can be proven. (3) 
For convenience we define 
Q2 = P and (4) 
QS = Q. (5) 
After rearrangement of the remaining vectors the initial standard 
tableau for the equality case reduces to the tableau shown in Table 18. 
Table 18. Reduced initial tableau for the equality case in re­
arranged form 
Basic 
variables 
Value 
basic 
variables x2 u2 u2 xl 
u2 q2 
-Q P I 0 
xl q' -P' 0 0 I 
A comparison of the initial tableau in the inequality case and the 
reduced initial tableau in the equality case shows that they are 
different in dimensions (m+n basic variables in the inequality case 
and n basic variables in the equality case) but similar in structure if 
in the inequality case the y-variables are considered as additional x-
variables and the v-variables as additional u-variables. Hence, in the 
discussion of the algorithm by van de Panne and Whinston (1964, 1965) 
it will not be necessary to treat the two cases separately. We will 
focus on the equality case. This will make the discussion less 
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cumbersome. The results are readily applicable to the inequality 
case if the above definitions are borne in mind. 
b. The algorithm (phase II) The algorithm is based on the 
1 2 following idea. Recall the initial basic feasible solution (x ,v,u ) 
satisfying Ax = b. Suppose some variable in u^ say u^ is negative 
implying that the partial derivative of L(x,v) with respect to the 
nonbasic variable x§ is positive. An increase of the value of x^ from 
zero to a positive level will increase the value of L(x,v) provided 
the variables in x^ are held constant. This is not possible. Increasing 
x^ and holding x^ constant violates the condition Ax = b and disturbs 
O 
the equality L(x,v) = F(x). However, if x^ is increased and at the same 
time compensating changes are made in those basic x-variables in x^ whose 
corresponding u-variables are zero and if the compensating changes in 
these x-variables are such that the corresponding u-variables stay zero 
then the increase in x^ will increase F(x) while maintaining Ax = b and 
L(x,v) = F(x). 
The Simplex method for quadratic programming is based on this 
reasoning and it provides a systematic procedure to improve the objective 
function and to obtain the optimum solution in a finite number of itera­
tions. 
As in the Simplex method for linear programming we proceed from 
one basic feasible solution to the next one, 1) by selecting the column 
of a pivot which amounts to the choice of a new basic variable, 2) by 
selecting the row of the pivot which amounts to the choice of the basic 
variable which will be replaced by the new basic variable. The variables 
to enter and to leave the basis are determined by the following rules. 
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Rule 1 (Selection of the new basic variable). 
If the tableau is in standard form select as the new basic variable 
the x-variable having the largest negative corresponding basic u-variable. 
If the tableau is not in standard form select as the new basic variable 
the u-variable of the . nonbasic pair of corresponding x- and u-variables. 
This latter point will be discussed further. Recall that the 
minimum number of basic x-variables in the absence of degeneracy is m. 
The maximum number of basic x-variables is m + r^ where r^ is the rank 
of the matrix C (van de Panne and Whinston, 1964). If q denotes the 
actual number of basic x-variables we have m$q^m+r^. Suppose q x-
variables and n-q u-variables are in the basis. Without loss of general­
ity we assume that the first q variables in x and the last n-q variables 
in u are in the basis. The concepts of basic and nonbasic pair can then 
be explained schematically as in Table 19. 
Table 19. Basic and nonbasic pair 
*1 ^k *q' 
"l "k "q+1 "n-1' % 
First observe a basic solution in standard form shown in the two 
boxes in Table 19. For any x-variable in the basis (xj^ ... xq) the 
corresponding u-variable (u^ ... uq) is not in the basis, and vice versa. 
Second observe a basic solution not in standard form. Suppose x^ through 
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Xq as well as and through u^.i are in the basis. Then xj^ and 
u^ are the nonbasic pair of corresponding x-and u-variables. Clearly 
for every basic pair there is a nonbasic pair of corresponding x- and 
u-variables. The van de Panne-Whinston method assures that in successive 
tableaux at most one basic pair of corresponding x- and u-variables will 
occur. 
The determination of the variable to leave the basis follows the 
same rule for tableaux in standard and in nonstandard form. In case 
the tableau is in standard form the u-variable corresponding to the x-
variable which is introduced into the basis is denoted by Ug. 
Rule 2 (Selection of the variable to leave the basis) 
Select as the variable to leave the basis from the set of basic 
x-variables and Ug the variable which first becomes zero upon introducing 
the new basic variable in a positive amount. If there are ties and Ug 
is involved select Ug. 
In particular we proceed as follows. If dj^ denotes the value 
of the basic variable in the i-th row of the tableau and w^ denotes the 
element in the i-th row in the column of the new basic variable then the 
variable to leave the basis is the one which gives 
mm 
iel 
Wi 
di Wj f 0 
Wi 
(6)  
where I is the index set of rows associated with the basic x-variables 
and Ug. 
It can easily be seen how rule 1 guarantees that there will never 
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be more than one basic and nonbasic pair of corresponding x- and u-
variables in any tableau in nonstandard form. Suppose we start with 
a tableau in standard form in which uj^ is negative so that we introduce 
xjj into the basis. If x^ leaves the basis before u^ reaches zero we 
have obtained a tableau in nonstandard form in which uj^ and x^ are 
the basic pair whereas u^ and x^ are the nonbasic pair. In the next 
iteration Uj^ must be introduced into the basis according to rule 1. If 
ui leaves the basis we have obtained a tableau in standard form. If 
one of the x-variables leaves the basis another tableau in nonstandard 
form has been obtained, and so on. Whenever two successive tableaux 
are in standard form the latter of the tableaux contains one additional 
x-variable. Whenever two successive tableaux are in .nonstandard" form 
the number of basic x-variables decreases by one. Whenever a tableau 
in standard form succeeds a tableau in nonstandard form and vice versa 
then the number of basic x-variables remains the same. Since the number 
q of basic x-variables ranges from m to mfr^(or from m to n if r^ is not 
smaller than n-m) then the number of successive tableaux in standard or 
nonstandard form cannot exceed n-m. 
In van de Panne and Whinston (1964) it is proved that in the absence 
of degeneracy 
1) a change of basis from a standard form increases F(x) 
2) a change of basis from a nonstandard form does not decrease 
F(x). 
Finally they prove that the optimal solution if it exists and if non-
degeneracy occurs is reached in a finite number of steps. 
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C. Solutions to the Optimization Problems 
Optimal solutions or simply solutions to problems 1 through 6 
were obtained for past and future years. The common ingredients of 
solutions for past and future years are given in C.l. The particular 
results are presented for past years in C.2 and for future years in 
C.3. 
1. Ingredients of a solution 
The ingredients of a solution to problems 1 through 6 are seen by 
recalling the Lagrangeian function of the canonical form common to them. 
A solution to this function consists of a vector x° and such that 
L(x°,v°) = p'x° - 1/2 x°'Cx° - v°'(Ax° - b) (1) 
attains at x°, v° a maximum with respect to x and a minimum with respect 
to V. Correspondingly a solution is characterized by L(x°, v°), x°, v° 
and y° which in the general context of problems 1 through 6 are defined 
as follows. 
L(x°,v°) = CR° where (2) 
CR° = estimated optimal annual cash receipts (10^ $) 
x° = Q° where (3) 
Q° = the vector of estimated optimal quarterly farm marketings (10^ 
lb. liveweight) 
v° = the value of the Lagrangeian multiplier ($/10^ lb. liveweight). (4) 
The Lagrangeian multipliers are usually referred to as shadow prices. 
If v° is multiplied by the unit change in b amounting to 10® lb. live-
weight we obtain the change in the objective function due to this unit 
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change in b. 
yO = the value of the slack variable (10^ lb. liveweight). (5) 
Finally a solution is characterized by the vector of estimated optimal 
prices P° where 
P = the vector of estimated optimal prices corresponding to the vector 
of estimated optimal farm marketings ($/10^ lb. liveweight). (6) 
This information indicated by (2) - (6) is given for all problems 
solved for past and future years. Results obtained for past years are 
compared with corresponding observations in the real world. Since re­
sults refer always to a given year and to cattle or/and hogs these 
references are dropped whenever confusion cannot arise. If reference 
to cattle or/and hogs is necessary for a variable it is indicated in 
the same manner it was done for cash receipts, e.g. 
Q(B) indicates farm marketings of cattle and 
P(P) indicates farm price of hogs. 
2, Optimal cash receipts from cattle or/and hogs for paat years 
Due to financial constraints the solutions to problems 1 through 6 
could not be obtained for all years of the period from 1954 through 
1970. The years 1957, 1960, 1967 and 1970 were selected because farm 
price equations for cattle and hogs yielded satisfactory forecasts for 
these years. The solutions to the problems for these years are given 
in Tables 20, 21, 22, 23 and 24, 
Table 20 shows estimated and estimated optimal cash receipts cor­
responding to problems 1-6 and years 1957, 1960, 1967 and 1970. Esti-
mated cash receipts CR are defined as 
Table 20. Estimated and estimated optimal cash receipts from cattle 
or/and hogs (10^ $)® 
CR(B) CR(P) CR(B+P) 
1957 
1 972,146 781,044 1,753,190 
2 1,047,764 707,189 1,754,953 
3 1,107,289 689,680 1,796,969 
4 1,073,893 792,023 1,865,920 
Total 4,201,092 2,969,936 7,171,032 
LM 
1960 
1 1,244,272 696,822 1,941,094 
2 1,302,580 672,398 1,974,978 
3 1,330,819 681,671 2,012,490 
4 1,224,566 797,362 2,021,928 
Total 5,102,237 2,848,253 7,950,490 
LM 
^Quarterly cash receipts do not add up exactly to total cash 
receipts, since total cash receipts were obtained by the computer 
while quarterly cash receipts were obtained by hand. 
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Problems 
CR°(B) CRO(B) C#(P) CB™(P) 
&(B) GR(P) 
1957 
Total 
1960 
Total 
1 989,925 1.0183 807,995 1.0345 
2 1,042,341 .9948 694,694 .9823 
3 1,108,224 1.0008 685,923 .9946 
4 1,069,262 .9957 779,673 .9844 
4,210,032 1.0021 2,968,285 .9994 
LM -4.31 
1 1,243,947 .9997 701,166 1.0062 
2 1,302,609 1.0000 659,898 .9814 
3 1,333,509 1.0020 686,206 1.0067 
4 1,224,234 .9997 803,014 1.0071 
5,103,518 1.0003 2,850,284 1.0007 
LM -1.70 
Table 20 (Continued) 
Problems 
2 
A 
CR°(P) CR°(P) CR™(B) CR^CB) 
CR(P) CR(B) 
1957 
1 787,566 1.0084 972,556 1.0004 
2 665,544 .9411 1,043,868 .9963 
3 636,885 .9234 1,098,298 .9919 
4 932,932 1.1779 1,081,634 1.0072 
3,022,831 1.0178 4,196,356 .9989 
LM -12.46 
1 758,440 1.0884 1,247,864 1.0029 
2 631,260 .9388 1,302,453 .9999 
3 583,797 .8564 1,323,012 .9941 
4 906,311 1.1366 1,228,731 1.0034 
2,879,634 1.0110 5,102,060 1.0000 
LM -18.97 
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Problems 
3 
CR°(B) CR°(B) CR°(P) cV(P) CR°(B+P) CR°(B+P) 
dk(B) CR(P) CR(B+P) 
990,583 
1,037,794 
1,097,100 
1,080,213 
4,205,690 
-9.15 
1.0190 
.9905 
.9908 
1.0059 
1.0011 
814,710 
657,306 
627,362 
923,506 
3,022,884 
-15.16 
1.0431 
.9295 
.9096 
1.1660 
1.0178 
1,805,292 
1,695,100 
1,724,460 
2,003,718 
7,228,178 
1.0297 
.9659 
.9596 
1.0738 
1.0080 
1,248,666 
1,302,715 
1,324,346 
1,227,669 
5,103,396 
-7.18 
1.0035 
1.0001 
.9951 
1.0025 
1.0002 
772,890 
622,406 
578,198 
908,265 
2,881,759 
-21.73 
1.1092 
.9257 
.8482 
1.1391 
1.0118 
2,021,554 
1,925,121 
1,902,544 
2,135,964 
7,984,737 
1.0415 
.9748 
.9454 
1.0564 
1.0043 
Table 20 (Continued) 
Problems 
4 
CR°(B) CR°(B) ck®(P) CRP(P) 
CR(B) CR(P) 
1957 
Total 
1960 
Total 
1 993,847 1.0223 846,876 1.0843 
2 1,049,640 1.0018 722,722 1.0220 
3 1,129,114 1.0197 711,715 1.0319 
4 1,093,237 1.0180 811,123 1.0241 
4,265,557 1.0153 3,092,436 1.0412 
LM 
1 1,242,159 .9983 719,079 1.0319 
2 1,301,923 .9995 672,288 .9998 
3 1,338,160 1.0055 697,475 1.0232 
4 1,229,984 1.0044 815,434 1.0227 
5,111,954 1.0019 2,904,276 1.0197 
LM 
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Problems 
5 
CR°(P) CR°(P) cV(B) CB™(B) 
CR(P) CR(B) 
894,919 
724,569 
697,465 
923,694 
3,240,374 
1.1458 
1.0246 
1.0113 
1.1662 
1.0911 
964,209 
762,854 
716,950 
925,953 
3,370,381 
1.3837 
1.1345 
1.0518 
1.1613 
1.1833 
987,772 
1,065,110 
1,126,128 
1,110,986 
4,289,996 
1.0161 
1.0166 
1.0170 
1.0345 
1.0212 
1,269,929 
1,334,506 
1,366,075 
1,274,263 
5,244,773 
1.0206 
1.0245 
1.0265 
1.0406 
1.0279 
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Table 20 (Continued) 
Problems 
6 
cV(B) CR°(B) cV(P) cV(P) CR°(B-fP) CR°(B-(f) 
CR(B) CR(P) CR(B+P) 
988,290 
1,054,377 
1,145,708 
1,121,264 
4,309,638 
1.0166 
1.0063 
1.0347 
1.0441 
1.0258 
976,038 
754,763 
729,352 
953,087 
3,413,240 
1.2497 
1.0673 
1.0575 
1.2034 
1.1493 
1,964,328 
1,809,140 
1,875,059 
2,074,350 
7,722,853 
1.1204 
1.0309 
1.0435 
1.1117 
1.0770 
1,249,433 
1,323,876 
1,372,665 
1,272,862 
5,218,835 
1.0041 
1.0163 
1.0314 
1.0394 
1.0229 
1,011,753 
775,776 
739,548 
951,514 
3,478,591 
1.4520 
1.1537 
1.0849 
1.1933 
1.2213 
2,261,186 
2,099,652 
2,112,211 
2,224,376 
8,697,839 
1.1649 
1.0631 
1.0496 
1.1001 
1.0940 
Table 20 (Continued) 
CR(B) CR(P) CR(B+P) 
1967 
1 1,867,129 946,153 2,813,282 
2 1,942,748 966,704 2,909,452 
3 2,041,345 946,065 2,987,410 
4 1,973,520 1,080,663 3,054,183 
Total 7,824,742 3,939,585 11,764,327 
LM 
1970 
1 2,421,454 1,235,553 3,657,007 
2 2,549,007 1,120,849 3,669,856 
3 2,533,231 1,030,518 3,536,749 
4 2,548,864 1,125,532 3,674,396 
Total 10,052,556 4,512,452 14,565,008 
LM 
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Problems 
1 
CR°(B) CR°(B) CR™(P) CR™(P) 
CR(B) CR(P) 
1,891,311 1.0130 972,216 1.0275 
1,956,323 1.0070 975,763 1.0094 
2,022,669 .9909 919,316 .9717 
1,968,377 .9974 1,070,586 .9907 
7,837,741 1.0017 3,937,881 .9996 
-7.60 
2,428,635 1.0030 1,253,365 1.0144 
2,545,668 .9987 1,110,451 .9907 
2,528,144 .9980 1,020,146 .9899 
2,550,430 1.0006 1,126,138 1.0005 
10,054,067 1.0002 4,510,100 .9995 
-4.94 
Table 20 (Continued) 
Problems 
2 
CRO(P) CV(P) CR™(B) CR™(B) 
&(P) CR(B) 
1967 
Total 
1970 
Total 
1 968,743 1.0239 1,870,092 1.0016 
2 873,392 .9035 1,933,741 .9954 
3 888,675 .9393 2,029,643 .9943 
4 1,267,511 1.1729 1,984,418 1.0055 
3,997,905 1.0148 7,817,894 .9991 
LM -18.91 
1 1,109,856 .8983 2,407,100 .9941 
2 1,085,653 .9696 2,534,052 .9941 
3 1,005,525 .9757 2,518,330 .9941 
4 1,460,951 1.2980 2,571,877 1.0090 
4,661,781 1.0331 10,031,359 .9979 
LM -19.18 
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Problems 
3 
CR°(B) CR°(B) &°(P) CR°(P) CR°(B+P) CR°(B+P) 
CR(B) CR(P) CR(B+P) 
1,890,831 
1,945,490 
2,007,260 
1,986,297 
7,829,878 
-13.63 
1.0127 
1.0014 
.9833 
1.0065 
1.0066 
1,000,572 
883,093 
859,245 
1,254,053 
3,996,963 
-23.00 
1.0575 
.9135 
.9082 
1.1604 
1.0146 
2,891,403 
2,828,583 
2,866,505 
3,240,349 
11,826,638 
1.0278 
.9722 
.9595 
1.0610 
1.0053 
2,414,484 
2,531,434 
2,511,761 
2,576,614 
10,034,293 
-11.30 
.9971 
.9931 
.9915 
1.0109 
.9982 
1,140,854 
1,080,260 
984,380 
1,456,657 
4,662,151 
-23.57 
.9234 
.9638 
.9552 
1.2942 
1.0332 
3,555,337 
3,611,694 
3,496,140 
4,033,270 
14,695,736 
.9722 
.9842 
.9810 
1.0977 
1.0090 
Table 20 (Continued) 
Problems 
4 
CRO(B) CR°(B) CE'"(P) GR"(P) 
CR(B) CR(P) 
1967 
Total 
1970 
Total 
1 1,908,550 1.0222 1,052,462 1.1124 
2 1,982,266 1.0203 1,032,889 1.0685 
3 2,080,962 1.0194 976,629 1.0323 
4 2,033,729 1.0305 1,134,929 1.0502 
8,005,919 1.0232 4,196,909 1.0653 
LM 
1 2,429,710 1.0034 1,301,279 1.0532 
2 2,552,317 1.0013 1,149,363 1.0254 
3 2,556,910 1.0093 1,059,458 1.0281 
4 2,583,962 1.0138 1,172,102 1.0414 
10,121,981 1.0069 4,682,202 1.0376 
LM 
160a 
Problems 
5 
(fR°(P) GR°(P) CRP(B) CR™(B) 
CR(P) CR(B) 
1,172,413 
998,049 
1,011,989 
1,269,494 
4,451,759 
1.2391 
1.0324 
1.0697 
1.1747 
1.1300 
1,321,733 
1,207,246 
1,130,049 
1,456,624 
5,115,650 
1.0698 
1.0771 
1.0966 
1.2942 
1.1337 
1,901,088 
1,979,220 
2,085,426 
2,045,464 
8,011,198 
1.0182 
1.0188 
1.0216 
1.0365 
1.0238 
2,439,302 
2,582,576 
2,578,594 
2,638,153 
10,238,625 
1.0074 
1.0132 
1.0179 
1.0350 
1.0185 
Table 20 (Continued) 
160b 
Problems 
6 
CR°(B) CR°(B) CR°(P) CR°(P) CR°(B-e) CR°(B-e) 
CR(B) CR(P) GR(B+P) 
1,914,215 1.0252 1,288,160 1.3615 3,202,373 1,1383 
1,999,248 1.0291 1,070,136 1.1070 3,069,383 1.0550 
2,121,549 1.0393 1,054,839 1.1150 3,176,388 1.0633 
2,093,184 1.0606 1,323,130 1.2244 3,416,313 1.1186 
8,128,196 1.0388 4,736,265 1.2022 12,864,565 1.0935 
2,421,435 1.0000 1,421,848 1.1508 3,843,283 1.0509 
2,567,584 1.0073 1,251,617 1.1167 3,819,201 1.0407 
2,604,025 1.0279 1,169,042 1.1344 3,773,065 1.0587 
2,664,721 1.0455 1,503,341 1.3357 4,168,061 1.1344 
10,257,765 1.0204 5,345,848 1.1847 15,603,663 1.0713 
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Table 21. Actual and estimated optimal farm marketings of cattle 
or/and hogs (10^ lb. liveweight) 
Problems 
1 
Q(B) Q(P) Q°(B) P°(B) 
Q(B) 
Q°(P) q°(p) 
Q(P) 
57 1 6,340 4,469 5,910 .9322 4,442 .9940 
2 6,069 4,004 6,186 1.0193 4,223 1.0547 
3 6,472 3,738 6,577 1.0162 4,141 1.1078 
4 6,245 4,694 6,453 1.0333 4,099 .8732 
Total 25,126 16,905 25,126 1.0000 16,905 1.0000 
Slack 
60 1 6,129 5,118 6,071 .9905 4,909 .9592 
2 6,164 4,589 6,348 1.0299 4,676 1.0190 
3 6,625 4,174 6,595 .9955 4,615 1.1057 
4 6,413 4,777 6,317 .9850 4,458 .9332 
Total 25,331 18,658 25,331 1.0000 18,658 1.0000 
Slack 
67 1 8,610 5,144 8,259 .9592 5,064 .9844 
2 8,746 4,607 8,528 .9751 4,940 1.0723 
3 8,582 4,622 8,938 1.0415 4,973 1.0759 
4 8,598 5,407 8,811 1.0248 4,803 .8883 
Total 34,536 19,780 34,536 1.0000 19,780 1.0000 
Slack 
70 1 8,945 4,744 8,683 .9707 5,255 1.1077 
2 8,986 4,864 9,069 1.0092 5,197 1.0685 
3 9,131 4,914 9,281 1.0164 5,125 1.0429 
4 9,205 6,048 9,234 1.0032 4,993 .8256 
Total 36,267 20,570 36,267 1.0000 20,57.0 1.0000 
Slack 
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Table 21 (Continued) 
Problems 
3 
Q°(B) Q°(B) Q°(P) QOfP) Q°(B) Q°(B) 
Q(B) Q(P) Q(B) 
57 1 5,921 .9339 4,435 .9924 5,278 .8325 
2 6,233 1.0270 4,184 1.0450 5,539 .9127 
3 6,629 1.0243 4,141 1.1078 5,924 .9153 
4 6,343 1.0157 4,145 .8830 5,812 .9307 
Total 25,126 1.0000 16,905 1.0000 22,553 .8976 
Slack 2,574 
60 1 6,097 .9948 4,864 .9504 5,829 .9511 
2 6,411 1.0401 4,631 1.0092 6,098 .9893 
3 6,635 1.0015 4,633 1.1100 6,345 .9577 
4 6,188 .9649 4,530 .9483 6,071 .9467 
Total 25,331 1.0000 18,658 1.0000 24,343 .9610 
Slack 989 
67 1 8,315 .9657 5,028 .9774 7,175 .8333 
2 8,578 .9808 4,917 1.0673 7,427 .8492 
3 8,973 1.0456 4,961 1.0733 7,832 .9126 
4 8,670 1.0084 4,872 .9011 7,724 .8983 
Total 34,536 1.0000 19,780 1.0000 30,158 .8732 
Slack 4,377 
70 1 8,726 .9755 5,207 1.0976 8,003 .8947 
2 9,119 1.0148 5,149 1.0586 8,371 .9316 
3 9,327 1.0215 5,135 1.0450 8,586 .9403 
4 9,095 .9880 5,079 .8399 8,559 .9298 
Total 36,267 1.0000 20,570 1.0000 33,519 .9242 
Slack 2,746 
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Table 21 (Continued) 
Problems 
Q°(P) Q°(P) Q°(B) Q°(B) Q0(P) Q°(P) 
Q(P) Q(B) Q(P) 
57 1 3,610 .8078 4,740 .7476 3,570 .7988 
2 3,292 .8222 5,074 .8361 3,186 .7957 
3 3,232 .8646 5,474 .8458 3,156 .8443 
4 3,279 .6986 5,242 .8394 3,244 .6911 
Total 13,413 .7934 20,530 .8171 13,156 .7782 
Slack 3,491 4,595 3,748 
60 1 3,683 .7196 5,319 .8678 3,555 .6946 
2 3,311 .7215 5,677 .9210 3,151 .6866 
3 3,250 .7786 5,932 .8954 3,143 .7530 
4 3,241 .6785 5,539 .8637 3,193 .6684 
Total 13,485 .7227 22,467 .8869 13,042 .6990 
Slack 5,173 2,862 5,615 
67 1 3,929 .7638 6,619 .7688 3,851 .7486 
2 3,672 .7970 6,925 .7918 3,560 .7727 
3 3,711 .8029 7,341 .8554 3,594 .7776 
4 3,668 .6784 7,110 .8269 3,627 .6708 
Total 14,980 .7573 27,995 .8106 14,632 .7497 
Slack 4,799 6,541 5,148 
70 1 4,133 .8712 7,405 .8278 3,985 .8400 
2 3,953 .8127 7,828 .8711 3,762 .7734 
3 3,878 .7892 8,077 .8846 3,729 .7589 
4 3,874 .6405 7,926 .8611 3,804 .6290 
Total 15,838 .7700 31,236 .8613 15,280 .7428 
Slack 4,731 5,030 5,290 
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Table 22. Estimated and estimated optimal prices for cattle and hogs 
10^lb. liveweight 
Problems 
1 
P(B) P(P) P°(B) pO(B) P°(P) PO(P) 
P(B) P(P) 
1 15.33 17.48 16.75 1.0926 17.73 1.0143 
2 17.26 17.66 16.85 .9762 15.76 .8924 
3 17.11 18.45 16.85 .9848 15.38 .8336 
4 17.19 16.87 16.57 .9639 22.76 1.3491 
1 20.30 13.62 20.49 1.0094 15.45 1.1344 
2 21.13 14.65 20.52 .9711 13.50 .9215 
3 20.09 16.33 20.22 1.0065 12.65 .7746 
4 19.10 16.69 19.38 1.0147 20.33 1.2181 
1 21.69 18.39 22.90 1.0558 19.13 1.0402 
2 22.21 20.98 22.94 1.0329 17.68 .8427 
3 23.79 20.47 22.63 .9512 17.87 .8730 
4 22.95 19.99 22.34 .9734 26.39 1.3202 
1 27.07 26.04 27.97 1.0332 21.12 .8111 
2 28.37 23.04 28.07 .9894 20.89 .9067 
3 27.74 20.97 27.24 .9820 19.62 .9356 
4 27.69 18.61 27.62 .9975 29.26 1.5723 
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Table 22 (Continued) 
Problems 
P°(B) P°(B) P°(P) pofp) P°(B) P°(B) 
P(B) P(P) P(B) 
1 16.73 1.0913 18.37 1.0509 18.83 1.2283 
2 16.65 .9647 15.71 .8896 18.95 1.0979 
3 16.55 .9673 15.15 .8211 19.06 1.1140 
4 17.03 .9907 22.28 1.3207 18.81 1.0942 
1 20.48 1.0089 15.89 1.1667 21.31 1.0498 
2 20.32 .9617 13.44 .9174 21.35 1.0104 
3 19.96 .9935 12.48 .7642 21.09 1.0498 
4 19.84 1.0387 20.05 1.2013 20.26 1.0607 
1 22.74 1.0484 19.90 1.0821 26.60 1.2264 
2 22.68 1.0212 17.96 .8561 26.69 1.2017 
3 22.37 .9403 17.32 .8461 26.57 1.1169 
4 22.91 .9983 25.74 1.2876 26.33 1.1473 
1 27.67 1.0222 21.91 .8414 30.36 1.1215 
2 27.76 .9785 20.98 .9106 30.49 1.0747 
3 26.93 .9708 19.17 .9142 29.78 1.0735 
4 28.33 1.0231 28.68 1.5411 30.19 1.0903 
1 
2 
3 
4 
1 
2 
3 
4 
1 
2 
3 
4 
1 
2 
166-
(Continued) 
Problems 
F°(P) P°(P) 
P(P) 
P°(B) P°(B) 
P(B) 
P°(P) P°(P) 
P(P) 
24.79 
22.01 
21.58 
28.17 
1.4182 
1.2463 
1.1696 
1.6698 
20.85 
20.78 
20.93 
21.39 
1.3601 
1.2039 
1.2233 
1.2443 
27.34 
23.69 
23.11 
29.38 
1.5641 
1.3414 
1.2526 
1.7416 
26.18 
23.04 
22.06 
28.57 
1.9222 
1.5727 
1.3509 
1.7118 
23.49 
23.32 
23.14 
22.98 
1.1571 
1.1036 
1.1518 
1.2031 
28.46 
24.62 
23.53 
29.80 
2.0896 
1.6805 
1.4409 
1.7855 
29.84 
27.18 
27.27 
34.61 
1.6226 
1.2955 
1.3322 
1.7314 
28.92 
28.87 
28.90 
29.44 
1.3333 
1.2999 
1.2148 
1.2828 
33.45 
30.06 
29.35 
36.48 
1.8189 
1.4328 
1.4338 
1.8249 
31.98 
30.54 
29.14 
37.60 
1.2281 
1.3255 
1.3896 
2.0204 
32.70 
32.80 
32.24 
33.62 
1.2080 
1.1562 
1.1622 
1.2142 
35.68 
33.27 
31.35 
39.52 
1.3702 
1.4440 
1.4950 
2.1236 
167 
Table 23. Direct price elasticities of the demand functions for 
cattle and hogs derived from solutions to problems 1-6 
Cattle Hogs 
Problem 1 3 4 6_ 2 3 5 6 
Period 
57 1 .73 .73 .73 .70 .41 .15 .46 .36 
2 .80 .76 .89 .81 .51 .41 .72 .60 
3 1.07 .74 .74 .69 .65 .60 .80 .62 
4 .91 1.65 .74 .66 .36 .37 .45 .42 
60 1 1.02 .60 .99 .84 .30 .30 .30 .28 
2 1.03 1.04 1.04 .76 .24 .11 .49 .46 
3 .69 .25 .85 .69 .47 .47 .63 .56 
4 1.01 .90 .87 .67 .31 .26 .45 .42 
67 1 .73 .70 .74 .69 .39 .28 .38 .31 
2 .76 .91 .75 .69 .46 .47 .69 .53 
3 .86 .77 .75 .67 .60 .48 .59 .51 
4 .93 4.83 .69 .61 .35 .34 .44 .40 
70 1 .88 1.11 .87 .83 .57 .61 .57 .43 
2 .89 .69 .91 .82 .73 .65 .58 .51 
3 .91 .73 .81 .71 .67 .52 .54 .49 
4 1.24 .52 .78 .65 .30 .30 .35 .33 
A A 
CR = P'Q where (1) 
A 
P = the vector of estimated prices corresponding to the vector 
of observed farm marketings denoted by Q. 
Estimated optimal cash receipts CR° are defined as 
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CR° = P°'Q° (2) 
where 
P° = vector of estimated optimal prices corresponding to the vector 
Q° and 
Q° = vector of estimated optimal farm marketings. 
Estimated and estimated optimal cash receipts are related as follows 
A A ^ / o\ 
CRO = CR + RO W) 
where 
R° = the residual of estimated optimal minus estimated cash receipts. 
A A 
To facilitate comparison GR° is given absolutely and relative to CR 
where 
= 1 + ^  . (4) 
CR CR 
Corresponding comparisons could be performed between actual and 
actual optimal cash receipts. Actual cash receipts CR are defined as 
CR = P'Q (5) 
where 
P = vector of observed farm prices 
Q = the vector of observed farm marketings. 
Actual optimal cash receipts CR° are defined as 
CR° = &° + (CR-&) (6) 
implying that actual optimal cash receipts differ from estimated optimal 
cash receipts by the same amount actual cash receipts differ from esti­
mated cash receipts. Comparison between actual and actual optimal cash 
receipts yields 
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ÇR°= 1 + (7) 
CR CR 
Expressions (4)and (7) are the same except for the denominator on the 
right hand side. Since CR and CR differ relatively only slightly com-
/V o A 
parisons are confined to CR and CR. 
For problems 1 and 4 we give in addition to estimated optimal annual 
A 
cash receipts from cattle denoted by GR° (B) the modified estimated cash 
A 
receipts from hogs denoted by CR (P) 
CR™(P) = P™(P)'Q(P) where (8) 
p™(p) = the vector of estimated prices of hogs corresponding to the vector 
of estimated optimal farm marketings of cattle Q°(B) and to the vector 
of observed farm marketings of hogs Q(P). P™(P) is obtained by inserting 
Q°(B) and Q(P) in the farm price equation for hogs as defined in II.D.2. 
38. Similarly we give for problems 2 and 5 in addition to estimated 
A 
optimal annual cash receipts from hogs denoted by CR°(P) the modified 
estimated cash receipts from cattle denoted by CR™(B) and defined as 
&™(B) = P®(B)'Q(B) where 
P™(B) = the vector of estimated optimal prices of cattle corresponding 
to the vector of estimated optimal farm marketings of hogs Q°(P) and to 
the vector of observed farm marketings of cattle Q(B). P™(B) is obtained 
by inserting Q°(P) and Q(B) in the farm price equation for cattle as 
defined in II.D.2.37. 
Table 20 gives for problems 1 through 3 the Langrangeian multipliers, 
denoted by LM. Table 21 shows estimated optimal farm marketings Q° 
absolute and relative to observed marketings Q. Values of slack vari­
ables are given for problems 4 through 6 in rows indicated by slack. 
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Table .21 shows estimated optimal prices P° corresponding to 
estimated optimal farm marketings. For easier comparison estimated 
optimal prices P° are given absolutely and relative to estimated 
/\ 
prices P. The information in Tables 20 through 22, can be used to 
compute price elasticities of the demand function for cattle and hogs. 
Table 20 gives for every quarter 
Cro = popo = (p + AP°) (0 + AQ°) = 1 + AQ° + AP° + AP°AQ° (10) 
œ PQ fq Q # PQ^ 
= k. 
where 
AP° = P° - P 
AQ° = Q° - Q. 
Table 21 gives for every quarter 
^ = Q + = 1 + AQ° = kg (11) 
Q Q Q 
Table 22 gives for every quarter 
P° = P + AP° = 1 + Ap° = kg (12) 
P 
Multiplying (10) by P using the definitions for k^, k2, k^ and 
AP° 
AP°. Q 
where e is the price elasticity of demand, and simplifying we compute 
e as 
® = ko + —hh • 
kg-l 
Price elasticities corresponding to different problems and years are 
given in Table 23. 
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To facilitate the discussion of the solutions to problems 1 
through 6 presented in Tables 20 - 23 we combine the means and ranges 
of the ratio of solution values to observed or estimated values for 
problems 1 and 4 in Table 24, for problems 2 and 5 in Table 25 and for 
problems 3 and 6 in Table 26. When discussing the results we will refer 
to these Tables. Tables 24 and 25 contain in addition the means and 
ranges of the corresponding ratios obtained by Ladd and Kuang (1966). 
These authors did not solve problems 3 and 6. 
When comparing the results obtained by the author and Ladd and 
Kuang one has to observe the following. First Ladd and Kuang use dif­
ferent units of measurement for cash receipts, farm marketings and prices 
of cattle and hogs. This is immaterial since units of measurement cancel 
out when taking ratios. Second Ladd and Kuang compare solution to ob­
served values for cash receipts, farm marketings and prices. In this 
study we compare solution to observed values for farm marketings and 
solution to estimated values for cash receipts and prices. Third means 
and ranges of corresponding ratios obtained by Ladd and Kuang refer to 
the years from 1950 through 1961. Means and ratios of corresponding 
ratios obtained by the author refer to selected years 1957, 1960, 1967 
and 1970. Given these definitions we can summarize the general features 
of the solutions to problems 1 through 6. For convenience the general 
characteristics of the different problems are recalled before results 
are discussed. 
Problem 1 
Annual cash receipts from cattle are maximized with respect to 
quarterly farm marketings of cattle subject to the conditions that 
quarterly farm marketings of cattle are nonnegative and add up to the 
Table 24. Means and ranges of ratios of solution values to observed or estimated values 
for problems 1 and 4 obtained by the author and by Ladd and Kuang, in percentages 
CR° (B) CR™CP) q P° (B) 
CR(B) CR(P) Q(B) P(B) 
Prob­
lem Author Period Mean Ranee Mean Ranee Mean Ranee Mean Ranee 
1 Karg Quarter 1 101 99-101 102 101-103 96 93- 99 105 101-109 
2 100 99-100 99 98-101 101 97-103 99 97-103 
3 100 99-100 99 97-101 102 99-104 98 95-101 
4 100 99-100 100 98-101 101 98-103 99 96-101 
Year 100 100 100 100 
Ladd & Quarter 1 98 96-106 98 95-103 102 98-106 96 86-103 
Kuang 2 84 76-100 87 81- 92 116 112-120 73 66- 84 
3 117 100-130 103 101-106 84 82- 87 140 118-159 
4 104 98-110 88 82- 95 100 96-104 104 95-110 
Year 101 100-101 94 91- 96 
4 Karg Quarter 1 101 100-102 107 103-111 88 83- 95 116 105-123 
2 101 100-102 103 100-107 92 85- 94 110 101-120 
3 101 101-102 103 102-103 93 91- 96 109 105-112 
4 102 101-103 103 102-105 93 89- 95 110 106-115 
Year 101 100-102 104 102-107 91 87- 96 
Ladd & Quarter 1 125 115-144 131 118-148 68 63- 72 184 158-227 
Kuang 2 131 119-146 131 118-147 79 74- 84 166 143-196 
3 114 108-122 148 126-165 69 65- 73 165 149-190 
4 124 116-132 142 128-154 67 65- 70 186 166-203 
Year 123 117-132 138 122-150 
Table 25. Means and ranges of ratios of solution values to observed or estimated values for 
problems 2 and 5 obtained by the author and by Ladd and Kuang, in percentages 
CROfP) 
A. 
q °(P) P° (P) 
CR(P) CR(B) Q(P) P(P) 
Prob­
lem Author Period Mean Range Mean Range Mean Range Mean Range 
2 Karg Quarter 1 100 90-109 100 99-100 101 95-111 100 81-113 
2 94 90- 96 100 99-100 105 102-107 89 84- 92 
3 92 86- 98 99 99 108 104-111 85 77- 94 
4 120 114-130 100 100-101 88 82- 93 136 122-157 
Year 102 101-103 100 100 
Ladd & Quarter 1 88 71- 98 100 100-101 112 104-122 79 60- 95 
Kuang 2 100 83-122 98 95-100 64 58- 71 157 117-200 
3 157 115-196 109 106-115 87 71-101 182 142-242 
4 110 87-142 107 103-111 128 121-139 87 75-115 
Year 113 107-122 104 102-105 
5 Karg Quarter 1 121 107-138 102 101-102 79 72- 87 155 123-192 
2 107 102-113 102 101-102 79 72- 82 136 125-157 
3 106 101-110 102 102-103 81 78- 86 131 117-139 
4 120 116-129 104 103-104 67 64- 70 178 167-202 
Year 113 109-118 102 102-103 76 72- 79 
Ladd & Quarter 1 106 96-122 100 99-100 61 51- 79 177 122-238 
Kuang 2 121 95-151 111 106-119 47 40- 56 261 169-349 
3 173 115-228 117 112-126 66 43- 81 266 187-387 
4 183 138-260 110 105-115 88 83- 94 208 148-305 
Year 146 121-178 110 106-113 
Table 26. Means and ranges of ratios of solution values to observed or estimated values for 
problems 3 and 6, in percentages 
CR°(B) CR°(P) CR°rB+P> O^CB) 
CR(B) dR(P) CRCB-W) Q(B) 
Prob­
lem Period Mean Ranee Mean Range Mean Range Mean Range 
Quarter 1 101 100-102 103 92-111 102 97-104 97 93- 99 
2 100 99-100 93 91- 96 97 97- 98 102 98-104 
3 99 98-100 91 85- 96 96 95- 98 102 100-105 
4 101 100-101 119 114-129 107 106-110 99 96-102 
Year 100 100-101 102 101-103 100 100-101 
Quarter 1 101 100-103 130 115-145 112 105-116 80 75- 87 
2 101 100-103 111 107-115 105 103-106 85 79- 92 
3 103 103-104 110 106-113 105 104-106 87 85- 90 
4 105 104-106 124 119-134 112 110-113 85 83- 86 
Year 103 102-104 119 115-122 108 107-109 84 81- 89 
Table 26 (Continued) 
Q°(P) 
Q(P) 
Prob­
lem Period Mean Range 
P°(B) 
A , 
P(B) 
P°(P) 
P(P) 
Mean Range Mean Range 
Quarter 1 
2 
3 
4 
Year 
100 95-110 
104 101-106 
108 104-111 
89 84- 95 
104 
98 
97 
101 
101-109 
96-102 
94- 99 
99-104 
104 
89 
84 
134 
84-117 
86- 92 
76- 91 
120-154 
Quarter 1 
2 
3 
4 
Year 
77 69- 84 
76 69- 80 
78 75- 84 
66 63- 69 
74 70- 78 
126 
119 
119 
124 
116-136 
110-130 
115-122 
120-128 
171 
147 
141 
187 
137-209 
134-168 
125-149 
174-212 
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observed annual outputs of cattle and that quarterly and annual outputs 
of hogs are taken at observed values. 
Estimated optimal cash receipts exceed estimated cash receipts 
from cattle by less than 1 percent. The same holds for estimated 
optimal quarterly cash receipts from cattle. Estimated annual cash re­
ceipts from hogs are not affected by the maximization of cash receipts 
from cattle as Indicated by CR™(P) in Table 20. 
The estimated optimal time paths of farm marketings of cattle dif­
fer from the observed ones on the average by 1 to 4 percent. Estimated 
optimal prices differ from estimated prices by similar relative amounts 
in the opposite direction. This indicates that the price elasticity 
of the demand function for cattle on the farm level is close to unity 
as shown in Table 23. 
The shadow price of cattle is e.g. -4.31 ($/10^ lb. liveweight) in 
1957. This indicates that a reduction of annual cattle output by one 
unit equal to 10^ pounds cattle liveweight would have increased annual 
cash receipts from cattle by 43.1*10^ dollars. 
The solutions to problem 1 indicate that for the given annual out­
puts of cattle and for the observed quarterly and annual marketings of 
hogs the observed time paths of farm marketings of cattle were optimal. 
This is not surprising since a supplier facing a demand function with 
a price elasticity close to unity does not have to solve a decision 
problem if his concern is to maximize cash receipts. 
These results are similar to those obtained by Ladd and Kuang (1966). 
However, in their analysis maximization of cash receipts from cattle 
decreased cash receipts from hogs by 6 percent. Moreover the demand 
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functions for cattle obtained by Ladd and Kuang (1966) were less price 
elastic than the ones obtained by the author. Consequently optimal 
prices obtained by Ladd and Kuang (1966) deviate more from the observed 
ones than the prices obtained by the author. 
Problem 2 
Annual cash receipts from hogs are maximized with respect to 
quarterly farm marketings of hogs subject to the conditions that 
quarterly farm marketings of hogs are nonnegative and add up to the 
observed annual outputs of hogs and that quarterly and annual outputs 
of cattle are taken at observed values. 
Estimated optimal annual cash receipts exceed estimated cash 
receipts from hogs by 1 to 3 percent. Estimated optimal quarterly cash 
receipts show considerable seasonal variation around estimated cash 
receipts due to deviations of the optimal time paths of farm marketings 
from the observed ones. Estimated annual cash receipts from cattle are 
not affected by the maximization of cash receipts from hogs. 
The optimal time paths exceed the observed ones by 5 and 8 percent 
in quarters 2 and 3 respectively and are 5 to 10 percent below the ob­
served ones in quarters 1 and 4, with the exception of the first quarter 
in 1970. 
Corresponding estimated optimal prices of hogs differ from the 
estimated time path of hog prices relatively more than optimal farm 
marketings differ from actual farm marketings, suggesting a low price 
elasticity of the demand function for hogs on the farm level as indicated 
in Table 23. 
The solutions to problem 2 indicate that for the given annual out­
puts of hogs and the given quarterly and annual marketings of cattle 
the observed time paths of farm marketings of hogs were slightly 
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suboptimal. However, it is not likely that farmers would have realized 
the optimal time paths called for by the solutions. Presumably these 
optimal time paths would have interfered with farmers' seasonal labor 
constraints. 
A comparison of these results with the ones obtained by Ladd and 
Kuang (1966) indicate that observed time paths of hog marketings were 
less efficient in the years 1950 through 1961 than in the years observed 
by the author. Deviations of optimal time paths from observed ones dif­
fer in the two studies in amount and sign. This could suggest that an 
overadjustment in the time paths of hog marketings took place. However, 
this hypothesis is not tested. The price elasticity of the demand func­
tion for hogs was in the observed range higher in the fifties than in 
the years observed by the author. In the analysis of Ladd and Kuang 
(1966) the maximization of cash receipts from hogs increased cash 
receipts from cattle by 4 percent. 
Problem 3 
Annual cash receipts from cattle and hogs are maximized with respect 
to farm marketings of cattle and hogs subject to the conditions that 
quarterly farm marketings of cattle and hogs are nonnegative and add 
up to the observed annual outputs of cattle and hogs respectively. 
Estimated optimal annual cash receipts from cattle and hogs exceed 
estimated annual cash receipts from cattle and hogs by less than 1 per­
cent. Estimated optimal quarterly cash receipts display seasonal varia­
tion. 
Estimated optimal annual cash receipts from cattle alone exceed 
estimated optimal annual cash receipts from cattle by less than 1 per­
cent. Estimated optimal annual cash receipts from hogs exceed estimated 
annual cash receipts from hogs alone by 1 to 3 percent. Seasonal 
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variation of estimated optimal cash receipts is more pronounced for 
hogs than for cattle. 
The optimal time path of farm marketings shows little variation 
around the observed one for cattle and considerable variation around 
the observed one for hogs. Consequently estimated prices corresponding 
to the optimal time path of farm marketings display little (considerable) 
variation around the estimated prices corresponding to the observed time 
path of farm marketings of cattle (hogs). 
The solutions to problem 3 combine the same general features as 
the solutions to problems 1 and 2. 
Problem 4 
Annual cash receipts from cattle are maximized with respect to 
quarterly farm marketings of cattle subject to the conditions that 
quarterly farm marketings of cattle are nonnegative and that quarterly 
and annual outputs of hogs are taken at observed values. 
Estimated optimal annual cash receipts exceed estimated annual 
cash receipts from cattle by less than 2 percent. The same holds for 
estimated optimal quarterly cash receipts. Estimated annual cash 
receipts from hogs would have increased by 4 percent if cattle farmers 
had maximized their cash receipts. 
Optimal annual output of cattle is around 10 percent below the 
observed annual output. The optimal time path of annual farm marketings 
calls for relatively more production in quarters 2 and 3 than in quarters 
1 and 4. 
The solutions to problem 4 indicate that at given quarterly and 
annual marketings of hogs, annual cash receipts from cattle were slightly 
suboptimal. Optimal cash receipts, however, could have been obtained by 
a 10 percent decrease in annual output of cattle. This would have lead 
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to a substantial increase in net cash receipts through a corresponding 
decrease in production cost. The optimal seasonal distribution of 
cattle production would not have interfered with actual labor constraints 
since the optimal time path of cattle marketings requires in all quarters 
less production than the observed one. 
In the period from 1950 through 1961 studied by Ladd and Kuang 
(1966) observed annual outputs and time paths of cattle were consider­
ably more suboptimal than in the years observed by the author. This 
suggests a successful adjustment of annual output and time path of 
cattle marketings towards the optimum. In the analysis of Ladd and Kuang 
(1966) maximization of cash receipts from cattle would have increased 
annual cash receipts from hogs by 38 percent. 
Problem 5 
Annual cash receipts from hogs are maximized with respect to 
quarterly farm marketings of hogs subject to the conditions that 
quarterly farm marketings of hogs are nonnegative and that quarterly 
and annual outputs of cattle are taken at observed values. 
Estimated optimal annual cash receipts from hogs exceed estimated 
cash receipts on the average by 13 percent. Estimated optimal quarterly 
cash receipts display considerable seasonal variation. Estimated annual 
cash receipts from cattle would have increased by 2 percent if hog farmers 
had maximized their cash receipts. 
Optimal annual outputs of hogs are 25 percent below the observed 
annual outputs. The optimal time paths call for relatively more produc­
tion in quarters 2 and 3 than in quarters 1 and 4, with the exception of 
quarter 1 in 1970. 
The solutions to problem 5 suggest that at given quarterly and 
annual outputs of cattle annual cash receipts from hogs were considerably 
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below the optimum. The gains foregone by fanners are more pronounced 
if one considers that optimal cash receipts could have been obtained by 
a 25 percent decrease in the annual production of hogs. The optimal 
time paths of hog marketings would not have interfered with labor con­
straints on farms since the optimal time paths require in all quarters 
less production than the observed one. 
In the years selected by the author observed annual outputs and 
time paths of hog marketings were closer to the optimum than in the years 
studied by Ladd and Kuang (1966). The optimal time path of hog marketings 
in the fifties called for more production in quarters 1 and 4 than in 
quarters 2 and 3. This is opposite to the results obtained by the 
author and suggests shifts in the demand function for hogs on the farm 
level. Contrary to the results of problem 2 the price elasticity of the 
demand function for hogs was in the observed range lower in the fifties 
than in the years selected by the author. 
Problem 6 
Annual cash receipts from cattle and hogs are maximized with respect 
to quarterly farm marketings of cattle and hogs subject to the condi­
tions that quarterly farm marketings of cattle and hogs are nonnegative. 
Estimated optimal annual cash receipts from cattle and hogs exceed 
estimated cash receipts from cattle and hogs by 7 and 9 percent. Esti­
mated optimal quarterly cash receipts exceed estimated cash receipts 
by 5 to 10 percent. 
Estimated optimal annual cash receipts from cattle alone exceed 
estimated optimal annual cash receipts from cattle by 2 percent. Esti­
mated optimal annual cash receipts from hogs alone exceed estimated 
optimal annual cash receipts from hogs by 20 percent. 
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Optimal annual output of cattle is 15 percent less than the observed 
one while optimal annual output of hogs is 25 percent less than the 
actual one. 
Optimal time path of farm marketings calls for relatively more pro­
duction of cattle and hogs in quarters 2 and 3 than in quarters 1 and 4. 
Estimated prices of cattle corresponding to the optimal time path 
of farm marketings exceed the estimated prices corresponding to the 
observed time path of farm marketings of cattle. The same holds in 
a more pronounced manner for hogs. 
The general features of the solutions to problem 6 are the same as 
the ones of problems 4 and 5 above. 
3. Optimal cash receipts from cattle or/and hogs for future years 
Optimal cash receipts are predicted for the years 1972, 1973 and 
1974, referred to as planning period. Prediction of optimal cash 
receipts involves two computational steps. First, the coefficients 
c ,D ,b, and bi,, i - of the decision models 1 through 6 are predicted, 
xj xj kj K'FiJ 
where i= 1,2,3,4 and j= 1972, 1973 and 1974. The coefficients c^j 
were defined in II.D.2.a and represent the intercepts of the different 
farm price equations for cattle and hogs respectively. The coefficient 
matrices were defined in III.A.2. They represent the coefficient 
matrices of the quadratic forms in the different objective functions. 
The coefficients b^j and b^^^j were defined in III.A.2 and represent 
annual outputs of cattle and hogs respectively in year j. Given pre­
dictions of these coefficients we obtain in a second step optimal solu­
tions to problems 1 through 6. 
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a. Prediction of the coefficients of the decision models Pre­
dictions of the coefficients of the various decision models can be ob­
tained in various ways of differing degree of complexity. In this thesis 
a simple approach is followed. 
The different coefficients display seasonal variation or/and linear 
time trend during the sampling period 1955 through 1970. Correspondingly 
the structure of these relations is estimated for the sampling period 
and used in the prediction of the coefficients for the planning period. 
Following Goldberger (1962) special attention is paid to the error 
structure of the structural equations in estimation and prediction. 
Coefficients Cj^j are forecast by recalling the information in II.D. 
3.b. on the seasonal variation and linear time trend of c^j. Since 
the estimated residuals resulting from ordinary least squares regression 
of cij on seasonal dummies and linear time trend displayed positive 
serial correlation autoregressive least squares was used in estimating 
the regression coefficients of the different equations. Estimation 
results are given below. 
c, = 1.95Fn. - 1.528F,. -.986Fo. + .513F-+ .4848^ +.930%.. , (1) 
.2621 .162 " .184 .158^ .070/ .066, 
-9.428* -5.536* 3.325 6.903 13.928 
_2 
R = .755 d = 1.947 where 
^it~ Bit- ^  Dit-1 
Sj. = Tt" y t^-1' i " 0) 1) 2, 3. 
Dq, D^, D2, D3 are seasonal dummies. T is a linear time trend. The coef­
ficient ^ is the estimate of the corresponding autoregressive parameter. 
This holds for this equation and the following ones. 
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= 8.856 Fq^+ 5.787 + 7.355 - 7.008 F^^ + .312 4- -SOOc^^^^ 
.264 .207 .235^ .203 .029 .080 
27.880 -31.284 «34.512 10.625 9.992* 
= .987 d = 2.358 
C3t = 2.447 Fot -2.842 F^^ -1-929 F2t " .076 Fg^ + .488 Sj. + .9200^^ ^ 
.271 .173 .197 .170 .065 .070 
-16.343 -9.769* - .449 7.410* 13.020* (3) 
-2 
R = .852 d = 2.010 
= 9.559 Fot + 8.022 F^^ "7.375 F2t -6.733 +.395 + .806c^^ ^ (4) 
.321 .250. .283. .245. .036 .077 
32.004 -25.972 -27.458 10.745 10.365 . 
Predictions based on equations (1) - (4) are given in Table 27. 
Similarily dressing yields of cattle and hogs were regressed on seasonal 
dummies and linear time trend. In the case of cattle autoregressive 
least squares was used while in the case of hogs ordinary least squares 
was applied. 
TJ B 
d° = .104 Fgt + .0059 Fjt + .0090 F2t + .0064 F^,. + .0006 S^. + .805dj._j^ 
.001 .0009 .0010 .0008 .0001 .080 
6.4879* 8.8086* 7.2207* 4.9837* 10.073* 
-2 (5) 
R. = .629 d = 1.649 
d = .547 .002 D, -.002 0,+ .003 D3+ .001 T 
.002 .002 .002 .002 .00005 
.918 -.827 1.095 25.433* (6) 
R^ = .911 d = 1.512. 
Predictions for dressing yields of cattle and hogs based on (5) and (6) 
are given in Table 27. 
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Table 27. Predicted coefficients cijjCoj, co-, c,. d9, d. 
j = 1972, 1973 and 1974 J' J J 
1972 
=lj =4j 
1 62.97 73.63 64.94 86.87 .597 .653 
2 63.92 60.70 66.24 71.76 .600 .649 
3 65.83 61.27 68.49 72.72 .592 .656 
4 65.73 68.52 68.97 79.78 .592 .654 
1973 
1 64.63 74.57 66.55 88.14 .599 .658 
2 65.61 61.70 67.88 73.10 .603 .654 
3 67.53 62.32 70.16 74.10 .601 .661 
4 67.45 69.61 70.66 81.20 .595 . 660 
1974 
1 66.36 75.69 68.25 89.59 .602 .664 
2 67.34 62.84 69.60 74.57 .606 .661 
3 69.29 63.49 71.90 75.59 .604 .667 
4 69.22 70.80 72.42 82.70 .598 .665 
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Table 28. Predictions of 
for 1972, 1973 
annual farm marketings of cattle and hogs 
and 1974 (10^ lb. liveweight) 
Cattle Hogs 
1972 37,968 21,639 
1973 38,888 20,356 
1974 39,835 20,694 
Finally, autoregressive least squares was used in the regression 
of annual farm marketings of cattle and hogs on a linear time trend. 
The regression equation for hogs contained dummies for a four year 
cycle. The estimated equations are 
Q#t = 5077.7 Fot + 
1227.7 
1001.59 S, 
241.7 
4.10' 
= .536 d = 1.272 
.67 Q: 
.29. 
3.40* 
Ft-1 (7) 
Qpt = 9225.1 Fot + 1408.01 + 1266.45 2^2-155.55 Fgc* 
661.4 463.25 
3.03' 
480.49 
2.63 
** 
421.88 
-.36 
(8) 
212.21 + 
73.37 
2.89 
V-i 
* 
.26 
1.52 
= .582 d = 1.807. 
Predictions of annual farm marketings based on equations (7) and (8) 
are given in Table 28. 
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b. Prediction of optimal cash receipts from cattle or/and hogs 
Given the predictions of the coefficients of the different decision models 
1-6 optimal cash receipts, farm marketings and prices for cattle or/and 
hogs were forecast. Predicted optimal cash receipts from cattle or/and 
hogs are given in Table 29. Predicted optimal farm marketings of cattle 
or/and hogs are given in Table 30. Table 31 shows predicted optimal prices. 
Solutions to problem 1 give the optimal time paths of cattle 
marketings for predicted annual outputs of cattle. Solutions to problem 2 
give the optimal time paths of hqg marketings for predicted annual out­
puts of hogs. Solutions to problem 3 give the optimal time paths of 
cattle and hog marketings for predicted annual outputs of cattle and hogs. 
Solutions to problem 4 are compared with solutions to problem 1 
indicated by Bl in parentheses (Bl). Optimal annual outputs of cattle 
in problem 4 are 7 percent below the predicted level in Table 28. An­
nual cash receipts are the same for predicted and optimal annual outputs 
of cattle. Net cash receipts would be increased if t;he optimal instead 
of the predicted annual outputs of cattle were produced. Prices cor­
responding to optimal annual outputs would be 7 percent higher than 
prices corresponding to predicted annual outputs of cattle. 
Solutions to problem 5 are compared with solutions to problem 2 
indicated by (P2) in parentheses. Optimal annual outputs of hogs are on 
the average 23 percent below the predicted level in Table 28. Annual 
cash receipts from the optimal annual outputs of hogs are 10 percent 
higher than those from the predicted annual outputs of hogs and optimal 
quarterly marketings. Net cash receipts from hogs could be increased 
Table 29. Predicted optimal cash receipts from cattle or/and hogs for 1972, 1973 and 1974 
(10* $) 
Problems 
Period 
CR°(B) dR°(P) ck°(B) CR°(P) CR°(B) CR°(B) 
dlR°(Bl) 
72 1 2,877,496 1,076,937 2,893,510 1,081,000 2,864,710 .9955 
2 2,909,772 1,053,064 2,900,202 1,053,691 2,912,270 1.0008 
3 2,932,404 1,021,528 2,897,874 1,010,975 2,955,361 1.0078 
4 2,829,566 1,477,234 2,819,919 1,491,813 2,856,269 1.0094 
Year 11,470,244 4,629,537 11,511,505 4,637,479 11,519,609 1.0043 
LM -4.23 -23.24 -11.00 -27.89 
73 1 2,934,008 1,202,411 2,952,206 1,200,694 2,931,735 .9992 
2 3,049,653 1,159,007 3,048,360 1,157,700 3,052,830 1.0010 
3 3,068,430 1,128,830 3,046,439 1,119,451 3,094,334 1.0084 
4 2,962,617 1,541,345 2,966,452 1,559,296 2,992,546 1.0101 
Year 12,017,625 5,031,588 12,013,457 5,037,141 12,074,071 1.0046 
LM -4.53 -17.61 -10.84 -22.38 
74 1 2,789,864 1,213,020 3,088,260 1,208,561 2,807,072 1.0061 
2 3,196,032 1,178,544 3,187,000 1,177,092 3,200,586 1.0014 
3 3,212,719 1,152,402 3,180,013 1,141,395 3,241,027 1.0088 
4 3,102,196 1,583,866 3,097,019 1,600,399 3,136,113 1.0109 
Year 12,589,342 5,117,402 12,552,292 5,127,447 12,654,340 1.0051 
LM -4.87 -18.74 -11.40 -23.70 
Table 29 (Continued) 
Problems 
CR°(P) CR°(P) CR°(B) CR°(B) CR°(P) CR°(P) 
Period CR°(P2) CR°(B3) CR°(P3) 
72 1 1,362,460 1.2651 2,885,600 .9972 1,426,545 1.3196 
2 1,230,966 1.1689 2,947,429 1.0162 1,273,765 1.2088 
3 1,198,886 1.1736 3,002,939 1.0362 1,244,206 1.2306 
4 1,493,337 1.0109 2,915,786 1.0339 1,559,718 1.0455 
Year 5,285,851 1.1417 11,751,754 1.0208 5,504,234 1.1869 
LM 
73 1 1,386,822 1.1533 2,955,965 1.0012 1,451,736 1.2090 
2 1,260,848 1.0878 3,081,460 1.0108 1,307,018 1.1289 
3 1,230,925 1.0904 3,137,501 1.0298 1,279,414 1.1428 
4 1,527,227 .9908 3,053,703 1.0294 1,591,942 1,0209 
Year 5,405,863 1.0743 12,228,629 1.0179 5,630,110 1.1177 
LM 
74 1 1,415,653 1.1670 3,095.420 1.0023 1,481,382 1.2257 
2 1,292,931 1.0970 3,225,499 1.0120 1,341,583 1.1397 
3 1,266,158 1.0987 3,279,696 1.0313 1,317,077 1.1539 
4 1,568,525 .9903 3,194,137 1.0313 1,634,743 1.0214 
Year 5,536,722 1.0819 12,794,752 1.0193 5,774,785 1.1262 
LM 
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Table 30. Predicted optimal farm marketings of cattle or/and hogs 
for 1972, 1973 and 1974 (loA lb. liveweight) 
Problems 
Period Q0(B) Q°(P) Q°(B) Q0(P) Q°(B) Q°(B) 
Q°(B1) 
1 9,106 5,503 9,215 5,405 8,531 .9368 
2 9,475 5,479 9,537 5,437 8,887 .9379 
3 9,791 5,425 9,810 5,450 9,201 .9397 
4 9,595 5,231 9,406 5,347 9,016 .9396 
37,968 21,639 37,968 21,639 35,635 .9386 
1 9,341 5,194 9,438 5,092 8,728 .9343 
2 9,703 5,142 9,761 5,100 9,075 .9352 
3 10,021 5,094 10,042 5,121 9,391 .9371 
4 9,823 4,926 9,647 5,043 9,205 .9370 
38,888 20,356 38,888 20,356 36,399 .9359 
1 9,574 5,274 9,675 5,167 8,917 .9313 
2 9,941 5,231 10,000 5,190 9,269 .9324 
3 10,261 5,191 10,278 5,219 9,586 .9342 
4 10,059 4,998 9,882 5,118 9,398 .9342 
39,835 20,694 39,835 20,694 37,170 .9330 
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Table 30 (Continued) 
Problems 
5 6 
Ptr-îod Q0(P) QPfP) Q°(B) Q°(B) Q°(P) Q<^(P) 
Q°(P2) Q°(B3) Q°(P3) 
1 4,164 .7566 .8681 3,944 .7296 
2 3,985 .7273 8,371 -3777 3,773 .6939 
3 3,945 .7270 8,674 . 8b4i. 3,791 .6955 
4 3,896 .7447 8,346 .8873 3,836 .7174 
15,990 .7389 33,391 .8794 15,344 .7090 
1 4,186 .8059 8,186 .8673 3,960 .7776 
2 4,018 .7814 8,543 .8756 3,805 .7460 
3 3,981 .7815 8,848 .8810 3,826 .7471 
4 3,922 .7961 8,518 .8829 3,863 .7666 
16,107 .7912 34,095 .8767 15,454 .7591 
1 4,212 .7986 8,366 .8647 3,979 .7700 
2 4,048 .7738 8,727 .8727 3,832 .7383 
3 4,017 .7738 9,030 .8785 3,859 .7394 
4 3,943 .7889 8,701 .8804 3,883 .7586 
16,220 .7838 34,824 .8742 15,553 .7515 
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Table 31. Predicted optimal prices for cattle and hogs for 1972, 
1 9 7 3  a n d  1 9 7 4  ^ ^  
10^lb. liveweight 
Problems 
3 
/i 
Period P°(B) P°(P) P°(B) P°(P) P°(B) 
PO(BI) 
72 1 31.60 19.57 31.40 20.00 33.58 1.0626 
2 30.71 19.22 30.41 19.38 32.77 1.0670 
3 29.95 18.83 29.54 18.55 32.12 1.0724 
4 29.49 28.24 29.98 27.90 31.68 1.0742 
73 1 31.41 23.15 31.28 23.58 33.59 1.0694 
2 31.43 22.54 31.23 22.70 33.64 1.0703 
3 30.62 22.16 30.34 21,86 32.95 1.0760 
4 30.16 31.29 30.75 30.92 32.51 1.0779 
74 1 29.14 23.00 31.92 23.39 31.48 1.0803 
2 32.15 22.53 31.87 22.68 34.53 1.0704 
3 31-31 22.20 30.94 21.87 33.81 1.0798 
4 30.84 31.59 31.34 31.27 33.37 1.0820 
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Problems 
6 
Table 31 (Continued) 
5 
Period ip°(p) 
72 1 
2 
3 
4 
73 1 
2 
3 
4 
74 1 
2 
3 
4 
32.76 
30.89 
30.39 
38.33 
33.13 
31.38 
30.92 
38.94 
33.61 
31.94 
31.52 
39.78 
P°(P2) 
1.6719 
1.6071 
1.6139 
1.3572 
1.4311 
1.3921 
1.3953 
1.2444 
1.4613 
1.4176 
1.4198 
1.2556 
P°(B) 
36.07 
35.21 
34.62 
35.36 
36.11 
36.07 
35.46 
35.85 
37.00 
36.96 
36.32 
36.71 
P°(B) 
P°(B3) 
1.1487 
1.1578 
1.1719 
1.1794 
1.1544 
1.1549 
1.1687 
1.1658 
1.1591 
1.1597 
1.1738 
1.1713 
P0(P) 
36.17 
33.76 
32.82 
40.66 
36.66 
34.35 
33.44 
41.21 
37.23 
35.01 
34.13 
42.10 
P°(P) 
P°(P3) 
1.8085 
1.7420 
1.7692 
1.4573 
1.5547 
1.5132 
1.5297 
1.3327 
1.5917 
1.5436 
1.5605 
1.3463 
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even more than cash receipts from hogs since the optimal annual outputs 
of hogs are on the average 23 percent below the predicted ones. Prlcos 
for hogs corresponding to optimal annual outputs and time paths are 
24 to 67 percent higher than prices corresponding to predicted annual 
outputs and optimal time paths. 
Solutions to problem 6 are compared with solutions to problem 3, 
indicated by B3 and P3 in parentheses (B3) and (P3). Optimal annual 
outputs of cattle and hogs are 12 percent and 25 percent respectively 
below the predicted level in Table 28. Optimal annual cash receipts 
corresponding to optimal annual outputs are 2 percent bigger for cattle 
and 15 percent bigger for hogs than corresponding optimal cash receipts 
refering to predicted annual outputs. Gains in net cash receipts would 
be more pronounded for hogs than for cattle if optimal instead of pre­
dicted annual outputs of cattle and hogs were produced. Prices cor­
responding to optimal annual outputs of cattle and hogs would be 15 to 
17 percent bigger for cattle and 37 to 80 percent bigger for hogs than 
prices corresponding to predicted annual outputs. 
The above results in Tables 29, 30 and 31 were obtained from co­
efficients predicted with autoregressive least squares. This method 
was used because it is more efficient than ordinary least squares. Car­
rying further this argument it would be interesting to investigate the 
sensitivity of optimal solutions to problems 1 through 6 with respect 
to changes in the coefficients of the decision model. No attempt is made 
to perform a thorough sensitivity analysis. We compare only optimal time 
paths obtained from autoregressive least squares coefficients with optimal 
Table 32. Ratios of optimal farm marketings of cattle or/and hogs derived from autoregressive 
least squares predictions of the coefficients of the decision models over optimal farm 
marketings of cattle or/and hogs derived from ordinary least squares predictions of 
the coefficients of the decision models 
(1) (2) (3) (4) (5) (6) 
Period Problem Cattle Hogs Cattle Hogs Cattle Hogs Cattle Hogs 
72 1 1.003 1.011 1.004 1.010 1.066 1.019 1.072 1.003 
2 1.004 1.011 1.005 1.011 1.066 1.022 1.072 1.006 
3 1.004 1.010 1.004 1.011 1.064 1.020 1.068 1.006 
4 1.004 1.009 1.003 1.009 1.064 1.018 1.068 1.006 
Year 1.004 1.011 1.004 1.011 1.065 1.020 1.070 1.005 
73 1 1.003 1.005 1.004 1.005 1.067 1.016 1.072 1.000 
2 1.003 1.006 1.003 1.006 1.066 1.019 1.070 1.003 
3 1.003 1.005 1.003 1.005 1.064 1.018 1.067 1.004 
4 1.005 1.005 1.005 1.005 1.066 1.016 1.070 1,004 
Year 1.004 1.005 1.004 1.005 1.065 1.017 1.070 1.003 
74 1 1.004 1.003 1.004 1.002 1.069 1.016 1.073 .999 
2 1.004 1.003 1.004 1.003 1.068 1.018 1.071 1.002 
3 1.004 1.003 1.004 1.003 1.068 1.018 1.069 1.003 
4 1.004 1.003 1.004 1.003 1.066 1.017 1,070 1,004 
Year 1.004 1.003 1.004 1.003 1.067 1.017 1.070 1,002 
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time paths obtained from ordinary least squares coefficients. Ratios 
of the former over the latter are given in Table 32. 
Differences are negligible for hog marketings. Optimal time paths 
of cattle marketings in problems 4 and 6 differ by 6 percent and 7 per­
cent respectively. This is due to autocorrelation encountered in the 
residuals of the ordinary least squares equations of cattle coefficients. 
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IV. SUMMARY AND CONCLUSIONS 
The objective of this study was to determine optimal time paths 
of farm marketings of cattle or/and hogs in the United States (48 States) 
for past and future years. Time paths under investigation were quarterly 
farm marketings of cattle or/and hogs in the United States for any given 
year. The criteria of efficiency of the time paths of cattle and hog 
marketings were defined as annual cash receipts to U.S. farmers from 
cattle or/and hogs. Annual cash receipts are the sum of products of 
quarterly prices received by farmers and of quarterly farm marketings. 
Maximum annual cash receipts were obtained in two steps. 
Step 1. 
Farm price equations for cattle and hogs were derived from a multi-
equational partial equilibrium model of the beef and pork industry. The 
construction of the model proceeded from observations on quantity and 
price records on the farm, wholesale and retail market of the beef and 
pork industry. The phenomena observed were explained by a non-static 
structural model which is an extension of the work by Fuller (1959) 
and Fuller and Ladd (1961), Ladd (1963), Buttimer (1968) and Karg (1969). 
In the estimation of the structure, ordinary least squares, two-stage least 
squares and a method developed by Fuller (1970) were used. The last 
named method takes into account serial correlation of errors in a system 
of equations. To make predictions the so called final form of the esti­
mated structure was obtained. Predictive properties were investigated 
for the farm price equations of cattle and hogs. In ex post predictions 
for the period from 1955 through 1970 Theil's inequality coefficient was 
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.322 for cattle and .396 for hogs. There was significant evidence that 
turning points were predicted in a nonrandom fashion. 
Step 2. 
Farm price equations derived in part 1 were introduced into the de­
finition of cash receipts. Annual cash receipts, a quadratic form in 
farm marketings were maximized with respect to farm marketings under 
different assumptions yielding problems 1 through 6. These problems 
were solved for past years 1957, 1960, 1967, and 1970 and for future 
years 1972, 1973 and 1974. Results for past years were compared with 
actual observations. 
Problem 1. 
Annual cash receipts from cattle were maximized with respect to 
quarterly farm marketings of cattle subject to the conditions that 
quarterly farm marketings of cattle are nonnegative and add up to the 
observed annual outputs of cattle and that quarterly and annual outputs 
of hogs are taken at observed values. Results for past years indicated 
that observed time paths of cattle marketings were optimal. This is due 
to the fact that the estimated demand functions for cattle on the farm 
level displayed a price elasticity close to unity. 
Problem 2. 
Annual cash receipts from hogs were maximized with respect to 
quarterly farm marketings of hogs subject to the conditions that quarterly 
farm marketings of hogs are nonnegative and add up to the observed annual 
outputs of hogs and that quarterly and annual outputs of cattle are taken 
at observed values. Results for past years indicated that observed time 
paths of hog marketings were slightly suboptimal. The optimal time paths 
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of hog marketings required around 5 percent more production of hogs in 
quarters 2 and 3 and 5-10 percent less production in quarters 1 and 4 
than observed. Due to the low price elasticity of the estimated demand 
function for hogs on the farm level prices corresponding to the optimal 
time path differed on the average by 20 percent from prices corresponding 
to the observed time path of hog marketings. 
Problem 3. 
Annual cash receipts from cattle and hogs were maximized with 
respect to quarterly farm marketings of cattle and hogs subject to the 
conditions that quarterly farm marketings of cattle are nonnegative and 
add up to the observed annual outputs of cattle and hogs. The general 
features of the solutions were similar to the ones of problem 1 and 2. 
Problem 4. 
Annual cash receipts from cattle were maximized with respect to 
quarterly farm marketings of cattle subject to the conditions that 
quarterly farm marketings of cattle are nonnegative and that quarterly 
and annual outputs of hogs are taken at observed values. Results for 
past years indicated that observed annual outputs and time paths of 
farm marketings of cattle for given quarterly and annual outputs of hogs 
were slightly suboptimal. Losses in net cash receipts are more pro­
nounced since the optimal solutions required a 10 percent decrease in 
annual production of cattle. Prices corresponding to optimal annual 
output and time path of cattle marketings would have exceeded actual 
prices by around 15 percent. 
Problem 5. 
Annual cash receipts from hogs were maximized with respect to 
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quarterly farm marketings of hogs subject to the conditions that 
quarterly farm marketings of hogs are nonnegative and that quarterly 
and annual outputs of cattle are taken at observed values. Results for 
past years indicated that observed annual outputs and time paths of 
farm marketings of hogs were around 20 percent below the optimum. Gains 
foregone by hog farmers are more pronounced if one considers that the 20 
percent increase in annual cash receipts could have been obtained by a 
25 percent reduction in the production of hogs. Prices corresponding 
to optimal annual outputs and time paths of hog marketings would have 
exceeded actual prices on the average by 30 - 70 percent. 
Problem 6. 
Annual cash receipts from cattle and hogs were maximized with 
respect to quarterly farm marketings of cattle and hogs subject to the 
conditions that quarterly farm marketings of cattle and hogs are non-
negative. Results for past years indicated that cash receipts from 
cattle and hogs could have been increased by 7 percent to 9 percent. 
As in problems 4 and 5 the optimal solutions called for 15 percent and 
25 percent reduction in annual output of cattle and hogs respectively. 
Similarily prices of cattle and hogs corresponding to the optimal annual 
outputs and time paths of cattle and hog marketings exceeded actual 
prices on the average by 15 - 30 percent and 30 - 80 percent respectively. 
To obtain solutions to the above problems for future years 1972, 
1973 and 1974 the coefficients of the different decision models were 
predicted. If the results for past years can be generalized to cover 
future years the solutions for future years could be used in an agri­
cultural policy designed to improve farmers' cash and net cash receipts 
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from cattle or/and hogs. Since prices corresponding to the optimal 
solutions exceeded observed prices in the past considerably, in particular 
for hogs, the solutions cannot be taken at face value out of general 
welfare considerations. More acceptable results could be obtained by 
adding to the decision problems 1 through 6 restrictions on price varia­
tions for cattle and hogs deemed socially acceptable by the policy 
maker. 
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Table 33. Observations on the matrix Y used in the computations^ 
?1. ?2. Y3. Y5. n.  Y9. Ho.  Tl4. 
1954 1 3063 2083 19.1 13.0 173 418 57 17 67.5 
2 3053 1961 19.0 12.2 115 347 54 28 67.4 
3 3208 2084 19.8 12.9 110 215 39 16 67.4 
4 3051 2483 18.8 15.3 188 449 13 18 68.9 
1955 1 3046 2475 18.7 15.2 544 17 12 68.9 
2 3204 2232 19.5 13.6 5 376 44 12 67.0 
3 3436 2295 20.8 13.9 179 59 18 66.3 
4 3264 2868 19.7 IV. 3 205 421 37 7 65.1 
1956 1 3384 2792 20.3 16.8 188 514 16 0 61.5 
2 3466 2377 20.7 14.2 135 394 27 24 62.0 
3 3458 2360 20.6 14.1 117 166 44 -15 67.8 
4 3450 2710 20.6 16.1 244 280 8 22 70.1 
1957 1 3490 2389 20,9 14.3 180 352 2 0 65.7 
2 3415 2259 20.3 13.4 113 277 56 - 3 69.0 
3 3560 2228 21.1 13.2 105 134 79 2 72.5 
4 3408 2576 20.1 15.2 134 194 119 6 72.4 
1958 1 3228 2307 18.9 13.5 110 224 143 11 78.0 
2 3294 2237 19.3 13.1 108 210 213 19 82.0 
3 3540 2310 20.6 13.4 123 127 271 22 80.5 
4 3377 2635 19.6 15.3 174 206 222 23 80.2 
1959 1 3218 2628 18.6 15.2 171 337 198 15 82.2 
2 3462 2565 19.9 14.7 168 313 271 21 82.6 
3 3656 2669 20.9 15.3 171 163 320 5 81.8 
4 3519 3073 20.0 17.5 202 264 207 2 81.3 
1960 1 3596 2869 20.4 16.3 166 338 154 10 80.4 
2 3617 2614 20.4 14.8 145 351 176 16 81.3 
3 3914 2586 22,0 14.5 162 158 251 15 79.8 
4 3642 2752 20.4 15.4 170 170 125 6 79.1 
1961 1 3658 2642 20,4 14.7 142 244 152 12 80.9 
2 3931 2566 21,8 14.3 155 240 239 9 78.3 
3 4030 2472 22.3 13.7 171 128 311 9 76.1 
4 3886 2867 21.4 15.8 200 200 263 19 78.1 
1962 1 3915 2784 21.5 15.3 172 280 306 26 80.0 
2 3955 2702 21.7 14.8 123 295 267 20 80.1 
3 4128 2576 22,5 14.1 145 139 425 19 81.9 
4 3940 3011 21.4 16.4 189 230 370 19 84.6 
^Only original time series are given. Time series derived there­
from are omitted. 
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Table 33 (Continued) 
y l  y l  y  I  y  I  y  I  y  I  y  !  y  I  y  I  
15. 18. 19. 20. 21. ^22. *23. 24. 25. 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1 
2 
3 
4 
1 
2 
3 
4 
1 
2 
3 
4 
1 
2 
3 
4 
1 
2 
3 
4 
1 
2 
3 
4 
1 
2 
3 
4 
1 
2 
3 
4 
1 
2 
3 
4 
66.4 
67.2 
62.7 
57.2 
54.1 
54.3 
55.9 
50.1 
46.7 
51.1 
54.5 
53.3 
56.0 
58.6 
64.5 
58.4 
62 .2  
65.2 
66 .6  
61.4 
58.3 
57.4 
56.5 
53.1 
51.6 
55.4 
58.4 
58.2 
58.8 
57.5 
59.3 
58.0 
58.3 
57.0 
61.2 
58.4 
15.4 
14.7 
12.8 
11.9 
11.4 
14.1 
14.3 
16.1 
15.9 
15.4 
10.4 
15.4 
16.4 
16.2 
15.5 
16.1 
16.0 
18.6 
20.7 
19.3 
18.6 
18.0 
20.2 
22.6 
18.8 
20.1 
22 .1  
21.5 
20.6 
23.8 
22.1  
21.8 
19.5 
20.7 
19.2 
19.9 
7.9 
8 . 1  
10.0 
11.1 
10.4 
7.8 
9.8 
12.1 
10.3 
8.9 
10.1 
11.5 
10.7 
10.7 
12.3 
12.0 
10.4 
10.1 
12.1 
12.9 
14.0 
12.9 
14.2 
14.2 
11.2 
11.0 
12.5 
12.1 
12.9 
13.8 
13.0 
13.8 
14.2 
13.6 
13.1 
13.3 
52.1 
52.7 
54.6 
57.0 
57.5 
52.8 
52.0 
49.0 
45.6 
46.6 
57.4 
54.7 
49.3 
52.8 
57.0 
56.3 
62.0  
63.4 
59.8 
60.9 
63.6 
64.6 
61.6 
58.7 
61.6 
61.2 
57.7 
57.6 
60,3 
54.5 
54.0 
56.3 
60,5 
59.4 
62.7 
64,7 
58.5 
59.1 
52.7 
46.1 
43.7 
46.5 
46.1 
38.0 
36.4 
42.2 
44.4 
41.8 
45.3 
47.9 
52.2 
46.4 
51.8 
55.1 
54.5 
48.5 
44.3 
44.5 
42.3 
38.9 
40.4 
44.4 
45.9 
46.1 
45.9 
43.7 
46.3 
44.2 
44.1 
43.4 
48.1 
45.1 
6 . 8  
7.3 
8.7 
8.1  
7.7 
8.0 
8.7 
9.1 
8.7 
7.5 
9.6 
9.6 
9.0 
8 . 2  
8 . 6  
7.8 
7.4 
7.1 
7.1 
8.4 
8 .1  
7.9 
7.7 
7.2 
7.8 
7.3 
7.8 
7.0 
8.0  
7.9 
7.6 
6.5 
7.1 
6.9 
6.5 
6 . 0  
12.1 
12.9 
12.9 
14.0 
14.8 
13.5 
15.0 
16.3 
15.6 
13.7 
15.0 
14.1 
14.7 
14.8 
15.8 
15.1 
15.6 
14.9 
15.6 
16.0 
16.0 
16.0 
17.1 
17,0 
16.0 
15.5 
15.6 
14.9 
14.8 
14.4 
14.0 
14.9 
14.6 
14.9 
14.9 
15.7 
45.3 
45.4 
45.9 
48,9 
49,8 
44.8 
43.3 
39.9 
36.9 
39.1 
47.8 
45.1 
40.3 
44.6 
48.4 
48.5 
54.6 
56.3 
52.7 
52.5 
55.5 
56.7 
53.9 
51.5 
53.8 
53.9 
49.9 
50.6 
52.3 
46.6 
46.4 
49.8 
53.4 
52.5 
56.2 
58.7 
46.4 
46.2 
39.8 
32.1 
28.9 
33.0 
31.1 
21.7 
20.8 
28.5 
29.4 
27.7 
30.6 
33.1 
36.4 
31.3 
36.2 
40.2 
38.9 
32.5 
28.3 
28.5 
25.2 
21.5 
24.4 
28.9 
30.3 
31.2 
31.1 
29.3 
32.3 
29.3 
29.5 
28.5 
33.2 
29.4 
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Table 33 (Continued) 
^2. ^3. ^4. ^5. ^6. "9. ?Io. ^14. 
1963 1 4052 2885 21.9 15.6 190 333 355 6 80.6 
2 4268 2812 23.0 15.2 190 324 340 5 76.5 
3 4488 2721 24.1 14.6 220 210 505 12 78.6 
4 4383 3178 23.5 17.0 281 277 399 -6 78.4 
1964 1 4425 2983 23.6 15.9 271 411 300 -16 75.8 
2 4756 2798 25.3 14.9 287 413 297 -4 73.5 
3 4733 2787 25.1 14.7 257 184 274 17 77.7 
4 4683 3231 24.7 17.0 315 284 218 19 79.0 
1965 1 4585 2895 24.1 15.2 245 335 163 39 76.2 
2 4497 2690 23.6 14.1 172 224 180 55 79.9 
3 4798 2569 25.1 13.4 194 126 255 55 82.8 
4 4778 2676 24.9 14.0 260 152 234 54 81.6 
1966 1 4819 2595 25.1 13.5 228 217 206 77 82.7 
2 4898 2645 25.4 13.7 212 214 270 65 83.4 
3 5168 2662 26.8 13.8 231 151 333 47 81.8 
4 5022 3132 26.0 16.2 307 234 290 52 81.7 
1967 1 5063 3131 26.2 16.1 300 331 264 66 80.7 
2 5175 2891 26.6 14.9 276 293 238 66 80.6 
3 5228 2977 26.8 15.3 243 203 386 57 84.3 
4 5029 3303 25.7 16.9 278 287 337 57 85.0 
1968 1 5237 3182 26.7 16.2 225 306 294 74 85.0 
2 5241 3079 26.7 15.7 199 326 323 73 85.7 
3 5552 3104 28.2 15.8 242 197 442 51 87.5 
4 5379 3473 27.3 17.6 296 256 353 31 88.1 
1969 1 5333 3308 27.0 16.7 275 270 317 35 90.1 
2 5264 3146 26.5 15.8 231 246 356 48 97.8 
3 5673 3057 28.5 15.4 304 174 527 52 101.0 
4 5597 3248 28.0 16.3 341 218 333 38 96.3 
1970 1 5599 3022 28.0 15.1 379 269 473 75 98.1 
2 5572 3113 27.7 15.5 317 304 333 79 99.3 
3 5840 2272 29.0 16.3 287 210 498 58 100.1 
4 5692» 3777b 28.0 18.6 338 336 387 60 97.4 
^Preliminary. 
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Table 33 (Continued) 
^15. ^18. ^19. ^20. ^n. 
Y' 
*22. ^23. ^24. ^25, 
1963 1 56.8 23.3 15.2 57.3 41.6 6.5 15.4 50.8 26.2 
2 54.7 23.1 13.5 53.4 41.2 7.2 14.2 46.2 27.0 
3 59.1 21.7 13.4 56.9 45.7 6.8 14.9 50.1 30.8 
4 56.0 24.7 14.1 53.7 41.9 7.2 16.1 46.5 25.8 
1964 1 54.6 24.0 13.6 51.8 41.0 7.7 15.9 44.1 25.1 
2 54.7 23.5 13.9 50,0 40.8 7.6 14.8 42.4 26.0 
3 58.3 21.2 13.0 56.5 45.3 6.7 15.5 49.8 29.8 
4 56.0 24.1 14.3 54.9 41.7 6.3 15.5 48.6 26.2 
1965 1 57.1 21.9 13.1 54.3 44.0 6.4 15.0 47.9 29.0 
2 61.4 20.2 11.7 59.7 49.7 6.1 13.8 53.6 35.9 
3 71.5 22.7 14.5 60.1 57.0 6.4 14.4 53.7 42.6 
4 73.2 23.7 13.6 57.9 59.6 6.0 14.7 51.9 44.9 
1966 1 79.2 21.4 16.3 61.3 62.9 6.1 15.4 55.2 47.5 
2 72.4 24.6 15.6 58.8 56.8 6.0 15.3 52.8 41.5 
3 74.8 24.2 16.3 57.6 58.5 6.2 14.8 51.4 43.8 
4 69.8 25.5 16.5 56.2 53.3 6.4 17.3 49.8 36.0 
1967 1 66.1 24.1 15.7 56.6 50.4 6.3 16.7 50.3 33.7 
2 66.4 22.4 14.3 58.2 52.1 6.4 15.5 51.8 36.9 
3 70.2 22.1 16.0 62.2 54.2 6.3 16.7 55.9 37.5 
4 66.0 24.3 16.8 60.7 49.2 6.5 18.0 54.2 31.2 
1968 1 66.4 23.0 16.0 62.0 50.4 6.4 16.7 55.6 33.7 
2 66.9 23.4 15.1 62.3 51.8 6.4 17.0 55.9 34.8 
3 69.1 23.4 15.6 64.1 53.5 6.4 16.7 57.7 36.8 
4 67.3 24.0 16.4 64.1 50.9 6.3 18.3 57.8 32.6 
1969 1 68.5 24.0 15.7 66.1 52.8 6.4 17.0 59.7 35.8 
2 71.9 23.2 15.4 74.6 56.5 6.1 15.9 68.5 40.6 
3 78.0 31.3 15.9 69.7 62.1 6.9 15.3 62.8 46.8 
4 78.8 32.0 16.1 64.3 62.7 6.3 16.7 58.0 46.0 
1970 1 81.8 29.5 17.1 68.6 64.7 7.0 16.6 61.6 48.1 
2 80.0 30.0 19.4 69.3 60.6 6.0 18.7 63.3 41.9 
3 79.0 29.8 21.0 70.3 58.0 6.9 18.3 63.4 39.7 
4 71.2 32.5 19.7 64.9 51.5 7.0 23.1 57.9 28.4 
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Table 34. Observations on the matrix X (Z) used in the computations^ 
H.  4. 4. %4. H.  4. %10. %il. 
(=14.) ; (=16.) (=17. ) (z;i ? (2^2.) (=23.) 
1954 1 135 78 3065 2235 1.2 3.4 15850 1797 
2 120 64 3061 1926 1.1 3.6 15921 0 
3 92 58 3256 1994 1.1 3 . 6  15997 0 
4 103 78 3219 2777 1 . 1  3 . 1  16082 1887 
1955 1 98 57 3081 2615 1 . 2  2 . 8  16160 1887 
2 108 66 3232 2118 1 . 1  3 . 7  16240 0 
3 97 48 3478 2128 1 . 1  4 . 1  16323 0 
4 100 63 3422 3166 1 . 1  3 . 3  16406 1949 
1956 1 96 56 3447 2941 1 . 2  3 . 7  16484 1949 
2 102 59 3489 2302 1 . 0  4 . 6  16557 0 
3 105 52 3506 2179 1 . 0  5 . 0  16634 0 
4 102 62 3645 2883 1 . 0  4 . 2  16721 1682 
1957 1 86 56 3507 2522 1 . 1  4 . 2  16798 1682 
2 82 47 3374 2234 1 . 0  5 . 0  16866 0 
3 94 58 3567 2141 1 . 0  5 . 3  16938 0 
4 86 52 3404 2682 1 . 0  4 . 6  17027 1516 
1958 1 95 49 3156 2375 1 . 0  4 . 8  17107 1516 
2 84 46 3163 2250 1 . 1  5 . 7  17174 0 
3 91 49 3375 2254 1 . 0  6 . 5  17249 0 
4 83 48 3289 2739 1 . 0  5 . 1  17330 918 
1959 1 85 46 3102 2790 1 . 2  5 . 3  17407 918 
2 91 48 3279 2568 1 . 1  6 . 4  17480 0 
3 87 46 3426 2560 1 . 1  6 . 2  17555 0 
4 83 41 3426 3213 1 . 1  4 . 9  17636 1384 
1960 1 80 46 3486 2979 1 . 2  5 . 4  17705 1384 
2 95 56 3515 2667 1 . 1  6 . 3  17770 0 
3 91 41 3 / 7 1  2419 1 . 1  6 . 9  17843 0 
4 77 40 3602 2798 1 . 1  5 . 4  17926 624 
1961 1 85 46 3563 2750 1 . 3  6 . 0  18001 624 
2 87 45 3791 2600 1 . 3  7 . 5  18074 0 
3 97 54 3834 2403 1 . 2  7 . 4  18147 0 
4 91 56 3742 2977 1 . 2  5 . 4  18212 802 
1962 1 89 53 3670 2891 1.4 5 . 9  18266 802 
2 89 52 3728 2749 1 . 2  6 . 9  18383 0 
3 96 51 3820 2452 1 . 2  7 . 1  18409 0 
4 98 54 3712 3137 1 . 3  6 . 1  18495 546 
^Only original time series are ; given. Time series derived there 
from are omitted. 
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Table 34 (Continued) 
*12. 
(Z25.) 
*13. 
(Z26.) 
*14. *15. 
(Z^7 ) (Z^g ) 
*16. 
(=29.) 
*17. 
(Z30.) 
*18. 
(Z3I.) 
1954 1 84.82 1.66 85 50.50 2550 61.34 93.70 
2 84.88 1.66 85 29.30 858 69.57 93.60 
3 84.90 1.67 85 24.80 615 75.15 93.70 
4 85.77 1.68 85 44.40 1971 76.97 93.30 
1955 1 85.92 1.57 91 52.20 2725 53.34 93.20 
2 86.13 1.58 91 76.10 5791 63.29 93.10 
3 87.15 1.58 91 88.30 7797 75.47 93.50 
4 89.21 1.58 91 93.30 8705 77.75 93.60 
1956 1 90.94 1.56 93 97.70 9545 65.77 93.40 
2 92.01 1.59 93 92.00 8464 67.80 94.10 
3 93.49 1.59 93 72.30 5227 72.67 95.30 
4 95.48 1.60 93 75.80 5746 70.17 96.00 
1957 1 96.56 1.57 96 62.30 3881 65.79 96.60 
2 97.66 1.59 96 45.40 2061 63.73 97.60 
3 98.58 1.62 96 30.70 942 70.82 98.60 
4 99.64 1.65 96 2.90 8 67.41 99.00 
1958 1 99.61 1.61 99 -31.70 1005 47.47 100.00 
2 100.16 1.63 99 -49.60 2460 54.67 100.70 
3 100.40 1.66 99 -31.70 1005 66.36 100.90 
4 100.95 1.69 99 -25.10 630 72.78 100.90 
1959 1 101.65 1.54 105 -17.70 313 51.33 100.80 
2 10?.63 1.54 105 -6.80 46 53.71 101.20 
3 101.75 1.55 105 -38.10 1452 64.51 101.80 
4 101.68 1.57 105 -44.80 2007 67.30 102.30 
1960 1 102.37 1.52 111 -47.40 2247 56.31 102.30 
2 102.66 1.54 111 -58.90 3469 54.04 103.00 
3 102.51 1.55 111 -73.90 5461 64.30 103.20 
4 102.72 1.58 111 -107.70 11599 67.60 103.80 
1961 1 102.76 1.52 116 -113.10 12792 61.29 103.90 
2 101.63 1.54 116 -102.30 10465 58.42 103.90 
3 102.03 1.55 116 -98.80 9761 68.34 104.40 
4 103.46 1.57 116 -82.20 6757 68.43 104.60 
1962 1 103.49 1.53 120 -83.90 7039 57.52 104.80 
2 103.68 1.54 120 -84.60 7157 57.27 105.20 
3 103.35 1.55 120 -99.50 9900 64.65 105.70 
4 103.35 1.58 120 -103.20 10650 66.27 105.90 
Table 34 (Continued) 
'=1. 4. 4. 4^. ''8. 
C^l.) 
"9. 
(=22.) 
*10, 
«23. 
*ii. 
(^4.) 
1963 1 95 59 3793 3041 1.3 6,4 18562 546 
2 91 49 4019 2847 1.1 7.2 18620 0 
3 96 65 4109 2660 1.2 7.6 18688 0 
4 83 64 4128 3315 1.2 6.1 18764 744 
1964 1 112 54 4227 3187 1.2 6.7 18833 744 
2 140 58 4615 2862 1.1 7.4 18893 0 
3 129 65 4558 2606 0.9 7.6 18962 0 
4 114 52 4637 3364 1.0 6.3 19035 782 
1965 1 120 54 4472 2961 0.9 6.6 19095 782 
2 140 55 4384 2579 0.9 7.6 19149 0 
3 146 62 4711 2478 1.0 8.1 19211 0 
4 148 70 4758 2718 0.9 7.1 19269 611 
1966 1 152 62 4733 2645 1.0 7.2 19307 611 
2 179 62 4791 2639 1.0 8.3 19347 0 
3 155 65 5009 2617 1.0 8.7 19394 0 
4 152 66 4960 3229 0.9 8.0 19440 328 
1967 1 169 62 4961 3224 1.0 7.5 19486 328 
2 193 82 5106 2869 0.9 8.7 19532 0 
3 180 63 4989 2893 1.0 8.7 19588 0 
4 211 62 4935 3391 0.9 7.8 19645 541 
1968 1 157 69 5050 3197 1.0 7.7 19690 541 
2 186 92 5078 3118 0.9 8.4 19729 0 
3 156 74 5309 2998 0.9 8.9 19778 0 
4 145 53 5225 3554 0.9 8.0 19841 395 
1969 1 153 64 5148 3351 0.9 8.0 19892 395 
2 154 63 5018 3137 0.9 9.0 19934 0 
3 135 53 5354 2986 0.9 9.3 19987 0 
4 127 53 5440 3300 0.8 8.8 20051 480 
1970 1 123 47 5275 3052 0.9 10.0 20115 480 
2 145 67 5322 3136 0.9 10.4 20180 0 
3 108 37^ 5420 3157 0.7 10.8 20247 0 
4 120^ 50° 5468 3901 0.9 10.5 20318 278 
^Preliminary. 
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Table 34 (Continued) 
*12. *13. *14. *15. *16. *17. *18. 
(=26.) (=30.) 
1963 1 103.80 1.48 128 -96.60 9332 62.58 106.10 
2 103.50 1.50 128 -99.50 9900 66.79 106.30 
3 103.80 1.51 128 -103.30 10671 70.81 107.10 
4 103.50 1.53 128 -94.20 8874 74.10 107.40 
1964 1 103.80 1.53 129 -71.30 5084 70.06 107.70 
2 104.50 1.56 129 -36.30 1325 66.37 107.90 
3 104.50 1.56 129 -28.80 829 70.06 108.30 
4 105.20 1.58 129 -25.90 671 70.04 108.70 
1965 1 105.20 1.54 134 -17.30 299 63.90 108.90 
2 105.50 1.55 134 -14.40 207 67.91 109.70 
3 105.80 1.56 134 29.90 894 76.11 110.10 
4 106.80 1.58 134 44.40 1971 76.68 110.70 
1966 1 107.80 1.50 143 47.20 2228 74.09 111.50 
2 108.80 1.50 143 31.10 967 71.94 112.70 
3 108.80 1.52 143 32.30 1043 77.25 113.70 
4 110.20 1.53 143 37.80 1429 81.57 114.60 
1967 1 110.20 1.52 147 65.00 4225 77.69 114.80 
2 111.10 1.52 147 65.10 4238 77.90 115.60 
3 111.80 1.54 147 62.00 3844 79.37 116.80 
4 112.60 1.56 147 62.70 3931 80.19 117.80 
1968 1 113.90 1.55 152 83.60 6989 76.89 119.00 
2 115.20 1.57 152 93.10 8668 77.91 120.40 
3 115.90 1.59 152 73.80 5446 81.39 121.90 
4 116.20 1.62 152 68.90 4747 81.41 123.30 
1969 1 118.90 1.65 152 46.60 2173 79.52 124.80 
2 119.00 1.68 152 31.20 975 82.83 126.90 
3 121.30 1.70 152 45.70 2090 82.35 128.70 
4 122.30 1.74 152 30.30 919 85.98^ 130.50 
1970 1 124.30 1.75 153 29.40 866 77.53b 132.50 
2 125.30 1.77 153 39.00 1523 77.79b 134.60 
3 126.30 1.80 153 25.80 668 78.05b 136.10 
4 127.30 1.84 153 -12.10 148 78.31^ 137.90 
