Abstract. One can reduce the uncertainty in the quality of an approximate solution of an ordinary differential equation (ODE) by implementing methods which have a more rigorous error control strategy and which deliver an approximate solution that is much more likely to satisfy the expectations of the user. We have developed such a class of ODE methods as well as a collection of software tools that will deliver a piecewise polynomial as the approximate solution and facilitate the investigation of various aspects of the problem that are often of as much interest as the approximate solution itself. We will introduce measures that can be used to quantify the reliability of an approximate solution and discuss how one can implement methods that, at some extra cost, can produce very reliable approximate solutions and therefore significantly reduce the uncertainty in the computed results.
Introduction
In the numerical solution of ODEs, it is now possible to develop efficient techniques that compute approximate solutions that are more convenient to interpret and understand when used by practitioners who are interested in accurate and reliable simulations of their mathematical models. When implementing numerical methods for ODEs, there is inevitably a trade-off between efficiency and reliability that must be considered and most methods that are widely used are designed to provide reliable results most of the time. The methods we develop in this paper are designed so that the resulting piecewise polynomial will satisfy a perturbed ODE with an associated defect (or residual) that is reliably controlled. We also show how the these methods can be the basis for implementing effective tools for visualizing an approximate solution, and for performing key tasks such as sensitivity analysis, global error estimation and parameter fitting. Software implementing this approach will be described for systems of IVPs, BVPs, DDEs, and VIEs.
Numerical results will be presented which quantify the improvement in reliability that can be expected with the methods we have developed. We will also show an example of the use of a related software tool for estimation of the underlying mathematical conditioning of a problem and the global error of the approximate solution.
Consider an IVP defined by the system
When approximating the solution of this problem, a numerical method will introduce a partitioning a = x 0 < x 1 < · · · < x N = b and determine corresponding discrete approximations y 0 , y 1 · · · y N where y i ≈ y(x i ). The number of and the distribution of the meshpoints, x i , are determined adaptively as the method attempts to satisfy an accuracy that is consistent with an accuracy parameter, T OL, that is specified as part of the numerical problem associated with (1). For many applications it is now recognized that an accurate discrete approximation is not enough and most numerical methods now provide an accurate approximation to the solution of (1) that can be evaluated at any value of x ∈ [a, b]. For a discussion of how this is done and how such methods are used see [10] , [3] and [7] . In particular Figures 1 and 2 show the advantage such a method has when it is used to display (or visualize) the solution of an IVP. [Note that the particular problem visualized here will be defined and investigated in more detail in section 3.2.1.] These methods are often called continuous methods (in contrast to the more traditional discrete methods discussed above). [This name can be confusing as the approximate solution provided by a continuous method may not produce an approximate solution S(x) that is in C 0 [a, b] . ] In this investigation we will consider a class of numerical methods which produce a computeable approximation S(x) ≈ y(x) for any x ∈ [a, b] and where the reliability and accuracy of such methods will be quantified in terms of how accurately and reliably S(x) agrees with y(x).
In the next section we will introduce and justify a class of continuous explicit Runge-Kutta methods (SDC-CRKs) that have a rigorously justified error control strategy and are designed to be very reliable when applied to non-stiff IVPs. We will introduce suitable measures that can be used to quantify the reliability of the performance of a CRK method when applied to a particular problem. We will then use these measures to assess the performance of three methods we have implemented (of orders five, six and eight) on a standard collection of 25 non-stiff test problems.
In the third section we will discuss how the approach we have introduced for IVPs has been used to develop reliable CRK-based methods for boundary value problems (BVPs), delay differential equations (DDEs) and Volterra integro-differential equations (VIDES). We also discuss how these CRK method can be used to develop effective software tools to investigate important properties of the problem and/or its approximate solution when the problem belongs to Fig. 2 . Visualizing the approximate solution using an accurate continuous approximation. A standard solution plot of each component is displayed on the left while a phase plot of y1(t) vs y2(t) is displayed on the right one of these classes. As an example we will show how this approach can be used to develop an effective technique to estimate the mathematical conditioning of an IVP as well as an estimate of the global error of an approximate solution. This technique will be illustrated by applying it to two problems.
In the final section we will make some general observations and discuss some ongoing and future work that extends the techniques discussed in this paper to other classes of problems.
Continuous Runge-Kutta Methods
A classical, explicit, p th -order, s-stage, discrete Runge-Kutta formula is defined by the vectors (c 1 , c 2 , . . . c s ), (w 1 , w 2 , . . . w s ) and the lower triangular matrix (a i,j ), i = 1, 2 . . . s, j = 1, 2 . . . i − 1. When approximating the solution of (1), after y 0 , y 1 , . . . y i−1 have been generated, the formula determines,
where h i = x i − x i−1 and the j th stage is defined by,
Let z i (x) be the solution of the local IVP associated with the i th step,
A Continuous extension (CRK) of this discrete RK formula is determined by adding (s − s) additional stages on step i to obtain an order p approximation for
where b j (τ ) is a polynomial of degree at least p and τ =
. We consider U (x) to be the numerical solution generated by the CRK method. The particular class of O(h p ) extensions considered here, were introduced in [4] .They satisfy,
and will interpolate the underlying discrete RK values,
. All the CRK extensions we consider in this investigation are in
Defect Error Control for CRK Methods
When applied to (1) a CRK method will determine an approximate solution, U (x). This approximate solution has a defect (or residual) defined by,
It can be shown (see [1] for details) that, for such a CRK and x ∈ (x i−1 , x i )),
where k ≥ 1 depends on the particular CRK formula and theq ′ j s are polynomials in τ that depend only on the coefficients defining the CRK formula, while the F ′ j s are constants (elementary differentials) that depend only on the problem.
CRK Methods can be implemented to adjust h i in an attempt to ensure that the maximum magnitude of δ(x) is bounded by T OL on each step (see [11] and [2] for details). The quality of an approximate solution can then be described in terms of the maximum value of δ(x) /T OL. From (3) it is clear that, as h i → 0, the defect will look like a linear combination of theq j (τ ) over [x i−1 , x i ]. Then the maximum defect will be easier to estimate if k = 1, in which case the maximum should occur (as h i → 0) at τ = τ * where τ * , is the location in [0, 1] of the local maximum ofq 1 (τ ). In this case we call the defect control strategy Strict Defect Control (SDC) and CRK methods that implement this strategy are called SDC CRK methods. Figure 3 shows how the defect of an SDC method has a consistent shape when applied to a typical non-stiff IVP. We will consider only SDC extensions, u i (x),
).
In the next section we will discuss how, for a given discrete RK formula, we can identify a suitable continuous extension. SDC methods SDC5, SDC6 and SDC8 have been implemented at a cost per step that is given in table 1. We will report on how well these methods are able to provide reliable and consistent control of the size of the defect on non-stiff problems over a range of prescribed values of T OL. 
Optimal SDC Extensions of a Discrete RK Formula
For a particular discrete explicit RK formula, we generally have a family of possible continuous extensions and we are interested in a continuous extension with the lowest cost per step (the smallest value ofs). In selecting an optimal continuous extension, one should also attempt to avoid potential difficulties which can arise. Each SDC extension satisfies,
) and a particular extension might be inappropriate for two reasons, -q 1 (τ ) may have a large maximum (It is straightforward to show that, for the SDC extensions we are considering,q 1 (0) =q 1 (1) = 0 and its 'average' value must be one, for τ ∈ (0, 1)). -Theq j (τ ) may be large in magnitude relative toq 1 (τ ) (and therefore h i would have to be small before the estimate is justified). (That is, before
For each p we have identified a particular SDC-CRK that minimizes these difficulties and uses the fewest number of additional stages,s. Note that if |F 1 | is zero or very small on isolated steps then the associated error control may still be unreliable. Figure 4 shows plots of the polynomialsq 1 (τ ) andq j (τ ), . . .qk(τ ) for the particular order 6 SDC extension we have chosen to implement.
Quantifying Reliability of a SDC Method
Consider two measures of reliability of a CRK method:
-How well does the Method control the maximum magnitude of the defect? We can measure the ratio of the max defect to T OL on each step (DMAX) and the fraction of steps where this ratio is greater than 1 (Frac-D). -How well does the Estimate of the max defect reflect its true value? We can measure both the ratio of the true maximum defect (on a successful step) to its estimated value (R-Max) and the fraction of attempted steps where the estimated maximum is within one percent of the true maximum (Frac-G). We will use these measures of reliability to demonstrate that SDC error control significantly reduces the uncertainty of approximate solutions to ODE problems.
We have implemented SDC RK methods of orders five, six and eight (SDC5, SDC6 and SDC8) and have run each of these methods on the 25 IVP test problems of DETEST [6] (all non-stiff), at 9 tolerances from 10 −1 to 10 −9 . The performance of the methods on the 25 test problems on a subset of the tolerances is summarized in Table 2 , where we report the above reliability measures, the total number of steps (NSTP) and the total number of function evaluations (NFCN) for all the problems. 
-DDEs (both retarded and neutral problems) ( [12] ):
where y(x) ∈ ℜ n and,
-VIDEs (with a time dependent delay) ( [9] ):
For each Class of ODEs we are not only interested in providing effective SDC methods to approximate the solution of the ODE, but we are also developing effective software tools to investigating important properties of the problem and its approximate solution. For example:
-Detecting, Locating and Coping with Discontinuous Problems -Estimating the Global Error and the Mathematical Conditioning of the Problem -Computing a sensitivity analysis of the solution (eg.,
-Solving Problems which depend on parameters and parameter determination.
Global Error Estimates and Condition Number of an IVP
Assume y(x) satisfies (1) and the computed approximate solution U (x) satisfies (from (2)) the perturbed IVP,
Let ǫ(x) = y(x)−U (x). From the variation of constants formula, (see for example [8] ), one can show,
where K(x) reflects the sensitivity of y(x) to perturbations. Then
can be viewed as the condition number of this IVP. From the definition ofK we can determine a lower bound,K,
ǫ(x) /T OL.
If we compute an accurate approximation E(x), to ǫ(x), (and the inequality δ(x) ≤ T OL is almost sharp), then an effective estimate of the conditioning of the IVP is,K ≡ max
We know that, ǫ(x) = y(x) − U (x), is the exact solution of the IVP,
Therefore if we solve this 'companion' IVP using the same SDC method used to determine U (x), we can determine an inexpensive estimate E(x) of the global error and use this to obtain (from (5)) an estimate of the conditioning of the IVP. Note that this computed E(x) will satisfy the IVP,
We can also use this estimate of the global error to improve the accuracy of the numerical solution since U 1 (x) = U (x) + E(x) satisfies the perturbed IVP:
where δ 2 (x) ≤ T OL 2 and T OL 2 can be determined by sampling δ 2 (τ * ) on each step.
Two Sample Problems
Predator -Prey Problem:. This is a well known system that models (over time) the populations of two computing species in an isolated environment. It is a well conditioned problem. This is a standard example often cited in the literature on dynamical systems as a system which can exhibit chaotic behaviour. The condition number is exponential in the length of the integration interval.
with y 1 (0) = 15, y 2 (0) = 15, y 3 (0) = 36, and x ∈ [0, 15].
For each method we monitor performance on these problems over a range of tolerances and report, in Table 3 and Table 4 , the following:
-NS -The number of steps to determine U (x).
-NSE -The number of steps to determine E(x).
-DEFUM -The maximum magnitude of the defect δ(x), (associated with U (x)), in units of T OL. This is determined by evaluating the defect at several sample points per step. -G-ERRM -The maximum global error associated with U (x) in units of T OL. This is determined by computing the true global error at 100 sample points per step. -K-ESTM -The estimate of the conditioning corresponding to the maximum observed value of E(x) /T OL measured over 100 sample values per step. -DEFEM -The maximum magnitude of the defect δ 2 (x), (associated with E(x) ), in units of T OL. -GE(U+E) -The The maximum global error associated with the improved solution U (x) + E(x) in units of T OL.
Observations and Future Work
The results presented in Table 2 demonstrate the strong reliability of the SDC IVP methods we have implemented. In particular these tables show, that over a wide range of non-stiff problems and accuracy requests, the computed approximate solution will almost always satisfy a perturbed ODE with the norm of the perturbation bounded by the requested accuracy parameter, T OL. Furthermore, our analysis in the previous section shows that, as a result of this strong reliability property, the maximum global error will be proportional to the tolerance and the proportionality constant will be insensitive to the order of the SDC method. The results reported in Table 3 and Table 4 confirm that this is true for our two test problems. This allows us to implement and justify a rigorous and inexpensive measure of the underlying mathematical conditioning. For example, in the case of the Lorenz problem, which is known to be badly conditioned, Table 4 shows, that in order to compute an approximate solution with an accuracy of two significant figures, one must specify a value for T OL that is less than 10 −7 . It must be acknowledged that the analysis and methods developed in this paper apply to the usual case where truncation error of the RK formulas dominates the affects of rounding errors when approximating the solution of an ODE. If one is interested in satisfying severe accuracy requirements and using a high order SDC method then round-off error can become significant and reduce the reliability of the computed results. In such cases, an SDC method can (at a small amount of extra work) detect that the defect estimates are adversly affected by round-off error (see [4] for details) and signal that this is the case. The remedy, in this case, would be to use higher precision (if it is available) or to use a lower order SDC method which is not as sensitive to round-off errors.
The SDC methods investigated in this paper are suitable for non-stiff problems. We are currently implementing and testing continuous extensions of implicit RK methods that could be suitable for stiff problems. The derivation of these extensions is straightforward, but the development of an effective adaptive stepsize control strategy for stiff problems remains a challenge. We are considering some alternative techniques related to defect control for use on these problems. We are also considering how to best develop accurate continuous extensions and reliable defect control for multistep methods.
