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OPERATOR ALONG VARIABLE CURVES
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Abstract. In the present paper and its sequel [62], we address three
rich historical themes in harmonic analysis that rely fundamentally on
the concept of non-zero curvature. Namely, we focus on the boundedness
properties of (I) the linear Hilbert transform and maximal operator
along variable curves, (II) Carleson-type operators in the presence of
curvature, and (III) the bilinear Hilbert transform and maximal operator
along variable curves.
Our Main Theorem states that, given a general variable curve γ(x, t)
in the plane that is assumed only to be measurable in x and to satisfy
suitable non-zero curvature (in t) and non-degeneracy conditions, all of
the above itemized operators defined along the curve γ are Lp-bounded
for 1 < p <∞.
Our result provides a new and unified treatment of these three themes.
Moreover, it establishes a unitary approach for both the singular integral
and the maximal operator versions within themes (I) and (III).
At the heart of our methods are several key discretization techniques
that intertwine with Littewood-Paley theory, elements of time-frequency
analysis via Gabor-frame decompositions, shifted square-functions, and
almost orthogonality arguments.
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1. Introduction
This paper constitutes the first part of a study that is meant to present
a new and unified approach to three distinct themes in harmonic analysis
that focus on the boundedness properties of
(I) The linear Hilbert transform and maximal operator along variable
curves;
(II) Carleson-type operators in the presence of curvature;
(III) The bilinear Hilbert transform and maximal operator along variable
curves.
The key underlying concept that governs all of the above topics is that of
curvature. This will of course be fundamental in terms of the methods that
we develop in order to establish the relevant connections among the above
three themes and put them under the same umbrella.
The generic formulation of the subject that we intend to address is given
by the following:
Main Problem.(Informal) For each point x ∈ R we associate a curve Γx =
(t, −γx(t)) in the plane, where here t ∈ R and
(1) γx(·) := γ(x, ·) : R → R ,
is a real function obeying some “suitable” smoothness and non-zero curva-
ture conditions in the t-parameter. Define now the variable family of curves
in the plane Γ ≡ {Γx}{x∈R}.
Task: Under minimal1 conditions on the curve family Γ, study the Lp-
boundedness, 1 ≤ p ≤ ∞, of the following operators:
• the linear Hilbert transform along Γ defined as
(2)
HΓ : S(R
2) −→ S′(R2) ,
HΓ(f)(x, y) := p.v.
∫
R
f(x− t, y + γ(x, t))
dt
t
;
• the (sub)linear maximal operator along Γ defined as
(3)
MΓ : S(R
2) −→ L∞(R2) ,
MΓ(f)(x, y) := sup
h>0
1
2h
∫ h
−h
|f(x− t, y + γ(x, t))| dt ;
• the γ - Carleson operator given by
(4)
Cγ : S(R) −→ L
∞(R) ,
1The main target is to achieve minimal regularity in the x-variable.
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Cγf(x) := p.v.
∫
R
f(x− t) ei γ(x,t)
dt
t
;
• the γ - maximal operator2 given by
(5)
Mγ : S(R) −→ L
∞(R) ,
Mγf(x) := sup
a>0
∣∣∣∣ 12a
∫ a
−a
f(x− t) ei γ(x,t) dt
∣∣∣∣ ;
• the bilinear Hilbert transform along Γ defined as
(6)
HBΓ : S(R)× S(R) −→ S
′(R) ,
HBΓ (f, g)(x) := p.v.
∫
R
f(x− t) g(x+ γ(x, t))
dt
t
;
• the (sub)bilinear maximal operator along Γ defined as
(7)
MBΓ : S(R)× S(R) −→ L
∞(R) ,
MBΓ (f, g)(x) := sup
h>0
1
2h
∫ h
−h
|f(x− t) g(x+ γ(x, t))| dt .
The problem above lies at the interface of several relevant and intercon-
nected topics in the harmonic analysis of the plane:
• the study of singular linear/bilinear/maximal integral operators;
• the boundedness of Carleson-type operators;
• the problem of differentiability of functions along (smooth) variable
vector fields.
Before describing the historical evolution of the above themes and their
deep connections with our main problem, we make a detour and introduce
our main results.
2This operator is trivially dominated from above by the standard Hardy-Littlewood
operator; hence the Lp-boundedness of this operator within the range 1 < p ≤ ∞ is
superfluous. However, we choose to mention it in this enumeration for two reasons: 1) an
aesthetic one - it preserves a sense of symmetry, corresponding naturally to the maximal
operators considered for themes (I) and (III); and 2) a questioning one - its structure
includes an oscillatory behavior which makes Mγ susceptible to better L
1-behavior (i.e.
end-point behavior) than its standard counterpart, though we will not analyze this last
aspect in our present paper. For more on this, please see the Final Remarks section.
4 VICTOR LIE
1.1. Main results. In order to visualize the global picture and key message
of our main theorem we purposely choose a first more informal presentation
of it - in that we will not describe here the precise properties of the class
of curves γ for which it holds but defer this more technical aspect of the
presentation until Section 2. Our Main Theorem will address the (sub)linear
cases (2) - (5) mentioned in our Main Problem, leaving the treatment of the
bilinear Hilbert transform and its maximal analogue for the second part of
our study in [62].
With these being said, we have:
Main Theorem. Let Γ ≡ {Γx}x∈R be a family of twisted
3 variable curves
defined by Γx = (t, γ(x, t)) with γ : R
2 → R measurable.
Assume now that
γ ∈MxNFt ,
that is, at an informal level4, one has5
(8)
• γt(·) := γ(·, t) is x−measurable for every t ∈ R \ {0};
• γx(·) := γ(x, ·) is finitely piecewise t−smooth within the class C
2+(R\
{0}) for almost every x ∈ R;
• γ is “non-flat” near the origin and infinity; [In particular, outside
of a controlled region, γ can be decomposed into a finite number of
pieces on which it has x−uniform non-vanishing curvature in the
t−variable.]
• γ obeys a suitable non-degeneracy condition.
Then, for any 1 < p <∞, we have that
(I) HΓ and MΓ are bounded operators from L
p(R2) to Lp(R2);
(II) Cγ and Mγ are bounded operators from L
p(R) to Lp(R).
Next, we clarify the extent of generality of our Main Theorem which
constitutes in fact one of the main motivations for our program - to unify
and extend the existing results in the literature treating operators along
curves γ that are polynomial in t with measurable coefficients in x:
3We use the term twisted throughout to describe such a family of variable curves for
which γ : R2 → R is a generic measurable function; the most salient point we wish
to emphasize is that γ need not necessarily split as an elementary tensor of the form
γ(x, t) = u(x) γ˜(t).
4For the precise definition of the class MxNFt please see Section 2.
5Below, the class C2+ simply means the standard C2+δ where here δ can be any number
strictly greater than zero.
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Theorem 1. Let d ∈ N and 6
(9) γ(x, t) :=
d∑
j=1
aj(x) t
αj ,
where here {αj}
d
j=1 ⊂ R \ {0, 1} and {aj}
d
j=1 measurable functions.
Then, one has that
(10) γ ∈MxNFt .
From the theorems above and their corresponding proofs we deduce the
following consequences:
Corollary 2. Let γ be as in (9) and assume wlog that {αj}
d
j=1 ⊂ R \{0, 1}
strictly increasing. Then, letting Γ = (t,−γ(x, t)) and 1 < p < ∞, there
exists C(p, d, {αj}
d
j=1) > 0 such that
(11) ‖Cγ‖Lp(R)→Lp(R), ‖Mγ‖Lp(R)→Lp(R) ≤ C(p, d, {αj}
d
j=1) ,
and
(12) ‖HΓ‖Lp(R2)→Lp(R2), ‖MΓ‖Lp(R2)→Lp(R2) ≤ C(p, d, {αj}
d
j=1) .
Moreover, the constant C(p, d, {αj}
d
j=1) depends only on the quantities
(13)
C(p, d, {αj}
d
j=1) = C
(
p, d, max
1≤j≤d
|αj |, max
1≤j≤d
1
|αj |
, max
1≤j≤d
1
|αj − 1|
, max
1≤j<k≤d
1
|αk − αj |
)
.
It follows from the above that if
(14) min
j
|αj|, min
j
|αj − 1|, min
j 6=k
|αj − αk| & 1 ,
then the Lp bounds appearing in (11) and (12) are all uniform in {aj}
d
j=1
and depend only on
∑d
j=1 |αj| and p.
Corollary 3. Let 1 < p < ∞, d ∈ N and {αj}
d
j=1 ⊂ R \ {1}. Then, the
generalized Polynomial Carleson-type operator defined as
(15) C~α,df(x) := sup
{aj}dj=1⊂R
∣∣∣∣ p.v. ∫
R
f(x− t) ei
∑d
j=1 aj t
αj dt
t
∣∣∣∣ , f ∈ S(R) ,
is a bounded operator from Lp(R) to Lp(R).
Observation 4. Notice that if one takes in Corollary 3 the particular values
αj = j+1 for j ∈ {1, . . . , d} one recovers the by now classical Stein-Wainger
result, [88], on the Lp boundedness of the Polynomial Carleson operator with
no linear term in one dimension. In a different direction, taking d = 1 and
thus placing ourselves in the simplified tensor-product case, we get the main
result in [36].
6Throughout the paper, for convenience, we allow a notational abuse and introduce
the following convention: given α, t ∈ R we let tα stand for either |t|α or sgn (t) |t|α.
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Corollary 5. Assume γ has a tensor-product structure, that is
(16) γ(x, t) = u(x) γ˜(t) ,
with
• u real measurable;
• γ˜ ∈ NF. Informally, membership in the class NF means that γ˜ ∈
C(R \ 0) is doubling and “non-flat” near the origin and infinity.
Formally, the following two conditions hold 7:
– There exists j0 ∈ N such that letting D := R\{2
−j0 < |t| < 2j0}
one has γ˜ ∈ C2+(D) with |γ˜′′| > 0 on D and
(17) sup
c>0
#{j ∈ Z, |j| ≥ j0 | |2
−j γ˜′(2−j)| ∈ [c, 2c]} <∞ ;
– Let I := {s | 110 ≤ |s| ≤ 10} and j ∈ Z with |j| ≥ j0 and set
8
(18) Q˜j(t) :=
γ˜(2−j t)
2−j γ˜′(2−j)
∈ C2+t (I) .
Then, uniformly in |j| ≥ j0, one has that
(19) sup
t∈I
|Q˜j(t)| < c1(γ) ,
and
(20) inf
t∈I
|Q˜′′j (t)| > c0(γ) ,
where 0 < c0(γ) ≤ c1(γ) are constants depending only on γ.
Then
(21) γ ∈MxNFt ,
if one of the below conditions is satisfied:
i) u(x) = u0 for almost every x ∈ R (i.e. u constant), or
ii) more generally, if u(x) a generic measurable function, then the curve γ
satisfies the non-degeneracy condition
(22) ∃M > 0 s.t. ∀ |j| ≥ |j0|
∣∣∣∣∣ Q˜′jQ˜′′j (t)−
Q˜′j
Q˜′′j
(s)
∣∣∣∣∣ ≥M |t− s| , ∀ t, s ∈ I .
The next corollary was treated as a model case for our Main Theorem,
point (I), and was proved9 by the author in [59].
7The class of curves NF serves as an extension of the class NF introduced by the
author in [64].
8From the first item above we notice that by possibly shrinking the domain D one can
assume wlog that in fact also |γ˜′| > 0 on D.
9This result was shown in an unpublished note in May 2016 and will be made available
soon - in the form of [59] - in order to provide a better understanding of the contrast
with our current approach. Strictly speaking the result proved in [59] covers only the
case p = 2. However, this was intentionally meant in order to maintain the simplicity
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Corollary 6. Consider the class of curves NF introduced in [64]. Then,
taking γ˜ ∈ NF and γ as in (16), one has that the corresponding HΓ and
MΓ are bounded operators from L
p(R2) to Lp(R2) for 1 < p <∞.
Observation 7. i) Remark that NF is included in the set of curves that
belong to NF and simultaneously satisfy (22); thus, Corollary 6 is an im-
mediate consequence of Corollary 5.
ii) Recall from [64] that the above set NF contains, as particular in-
stances, both the class of curves introduced in [55] as well as any generalized
polynomial of the form γ˜(t) =
∑d
j=1 aj t
αj with {aj}
d
j=1 ⊂ R, {αj}
d
j=1 ⊂ R \
{0, 1}, and d ∈ N. Consequently, one deduces that the results in [55] as well
as the corresponding ones addressing the monomial case γ(x, t) = u(x) tα
with α ∈ (0,∞) \ {1} in [39] follow immediately from Corollary 6.
We end our section with the following
Observation 8. In the second part of our study, [62], - under suitable con-
ditions imposed on γ - following and further developing some of the key ideas
introduced here we will prove the Lp boundedness of the bilinear Hilbert trans-
form and maximal operator corresponding to (6) and (7). Thus, we are able
to provide a unified method for all the operators defined in the statement of
our Main Problem, and, in particular, to identify and highlight as natural a
common approach to both the singular and the maximal operators within the
themes (I) and (III). Moreover, as a consequence of these methods, we are
able to immediately encompass and generalize the previous results appearing
in [56], [57], [64] and [66].
1.2. Main ideas and relevance of our results. By the very nature of
this problem that involves the study of a singular/maximal operator with
rough x−dependence and highly oscillatory phase multiplier, the key step-
ping stone is given by the discretization of the operator. This is the central
element that dictates both the proof’s mechanism and, finally, the strength
of the output.
In the present context the discretization of our operator follows three
levels10:
• The first level focuses on the global analysis of the operator’s mul-
tiplier, which is performed in Section 5. Inspired11 by the author’s
work in [64] - though in our present context the extra rough x−dependence
of the multiplier makes this analysis significantly more subtle - we
decompose our multiplier into three components:
and reduce the size of the presentation in [59], leaving the general Lp discussion for the
present, more elaborate study.
10The description below reflects the treatment of the linear Hilbert and maximal op-
erators along curves defined by (2) and (3). However, at the conceptual level, the same
philosophy applies to the other classes of operators introduced in our Main Problem.
11For more on this please see Section 1.6.1.
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– a low-frequency part - this addresses the situation in which there
is virtually no oscillation of the phase of the multiplier and can
be dealt with via Taylor series arguments;
– a high-frequency far from diagonal part - this focuses on the
region in the time-frequency plane where we have no station-
ary points of the phase of the multiplier and hence one uses
the oscillation to integrate by parts and obtain supplementary
decay. A powerful new tool in this context is given by Lemma
30, which appeals to multiple ingredients such as shifted square
functions and vector-valued Caldero´n-Zygmund inequalities and
that results in a common treatment of the pieces corresponding
to both the singular and the maximal operator. More impor-
tantly, Lemma 30 provides an alternative and unified approach
to global Lp-bounds, p 6= 2, for HΓ and MΓ - this latter aspect
being discussed in Section 7.
– a high-frequency close to diagonal part - this is of course the
most difficult component to treat, as it refers precisely to the
region in the time-frequency plane where the multiplier’s phase
has stationary points.
• The second level focuses on the very fine analysis of the high-frequency
piece close to diagonal of the multiplier which is performed in two
stages:
– first one needs to address the rough x−dependence of the phase
of the multiplier - this is the content of (210) via the decompo-
sition offered by (208).
– the second is to target the (ξ, η) - frequency localization of the
phase, which has as a key output a linearizing effect on the
oscillation of the phase; this operation is performed in (214)
and (215), and its specific choice is of fundamental importance
for the L2-decay result provided by Theorem 37.
• Finally the third level focuses on the operator’s input - that is, on
the function f itself - and appeals to an adapted Gabor frame de-
composition of f which of course needs to be synchronized with the
discretization of the multiplier (for this, one is invited to see Step
2 in the proof of Theorem 37). This final element brings into the
picture genuine manifestations of wave-packet analysis and provides
the required smoothness for the kernel of our operator and hence for
a successful application of the TT ∗−method.
With the stage thus set, the strategy of the proof is as follows:
• For the L2 case one proves via orthogonality methods a suitable
exponential decay in terms of the height of the multiplier’s phase -
this is the content of Theorem 37, which is the central result of the
paper.
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• For the Lp case with p 6= 2 one first proves polynomial growth12
followed in a second stage by a standard interpolation argument.
The tame Lp−bounds are the content of Theorem 34. A noteworthy
aspect here is that we dedicate an entire section - see Section 8 - to
various other approaches to Theorem 34 in which one explores ideas
that involve further discretization techniques, shifted maximal and
square function estimates, etc.
Another interesting aspect of our work is given by the new non-degeneracy
condition part of the definition of the class of curves MxNFt - see (69) -
which seems to be a very malleable notion that can be verified for a very
wide classes of curves as envinced by Theorem 1.
We end this section by briefly discussing the relevance of our result in the
context of the present literature, which manifests in three directions:
• This is the first study for rough13 x−dependent curves that presents
a unified and new approach to both the Hilbert transform (singular
integral) and the maximal operator cases. By contrast, in the liter-
ature to date these two types of operators have always been treated
with related but distinct methods.
• While treating a situation of non-zero curvature in t, we introduce el-
ements of wave-packet analysis (Gabor frames) and then blend them
together with orthogonality methods, with the aim of developing a
theory that unifies/fills the existing gap between the two different
approaches corresponding to the zero/non-zero curvature cases.14
Although our treatment does not yet cover the zero-curvature case
(e.g γ(x, t) :=
∑d
j=1 aj(x) t
j with d ∈ N and {aj}
d
j=1 measurable
functions - thus allowing the linear term a1(x) t), the methods de-
veloped here provide some intuition for the general situation; we
hope to return to this topic in the near future.
• The proof of the present result provides a unified perspective on sev-
eral important directions within Harmonic Analysis, gathering under
the same umbrella themes involving maximal and singular oscillatory
integrals of Stein-Wainger type, (see [88]); more generally, (Polyno-
mial) Carleson-like operators (with no linear term); boundedness of
the bilinear Hilbert and maximal operator along “non-flat” curves
(see [56], [57], [64], [66] and [31]); and the boundedness of Hilbert
transforms and maximal operators along variable “non-flat” curves
(see [39], [55]).
1.3. A fundamental dichotomy: curvature versus modulation in-
variance symmetry. Before passing to the historical evolution of our three
distinct but inter-related themes, we make a brief digression in order to evoke
12Relative to the hight of multiplier’s phase.
13I.e. no smoothness in the x-variable is assumed.
14For more on the proof dichotomy between the zero and non-zero curvature cases the
reader is invited to consult Section 1.3.
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a fundamental dichotomy that serves as a cornerstone in the field of har-
monic analysis: non-zero versus zero curvature problems.15 This dichotomy
marks each of our chosen themes and is quintessential to identifying the
method of proof in a given problem16:
• (A) Hilbert transform along curves: We consider in (2) a generic
class of curves with γ(x, t) =
∑n
j=1 aj(x) t
j and {aj(·)}j arbitrary
real measurable functions. Then, one has:
– the zero-curvature case (prototype: n = 1, with γ(x, t) = a1(x)t).
In this situation, lettingM1,af(x, y) := e
iax f(x, y), one has that
(23) ‖HΓM1,af‖L2(R2) = ‖HΓf‖L2(R2) .
– the nonzero-curvature case (prototype: n > 1, with γ(x, t) =∑n
j=2 a˜j(x) t
j - no linear term allowed).
In this situation HΓ has no modulation invariance symmetry.
• (B) Carleson-type operators : We consider here polynomial Carleson-
type operators, which - following Kolmogorov’s linearization - can
be written in the form
(24) Cγf(x) :=
∫
R
ei γ(x,t) f(x− t)
dt
t
,
with n ∈ N, γ(x, t) :=
∑n
j=1 aj(x) t
j and {aj(·)}j arbitrary real
measurable functions. Now, analogously with the example above,
we have:
– the zero-curvature case (prototype: n = 1, i.e. γ(x, t) = a1(x)t).
In this situation, in addition to the standard commutation re-
lations with translation and dilation symmetries the operator
Cγ is invariant under the modulation symmetry Maf(x) :=
eiax f(x) with a ∈ R, i.e.:
(25) CγMaf = Cγf .
– the nonzero-curvature case (prototype: n > 1, with γ(x, t) =∑n
j=2 aj(x) t
j - no linear term allowed).
In this situation Cγ has no modulation invariance symmetry.
15While many of the elements in this section are part of the harmonic analysis folklore,
we choose to present them here in order to provide a perspective on our main themes of
study.
16Below we are taking as reference point the singular integral variants; however, all of
the discussion below has a direct analogue for the maximal case.
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• (C) Bilinear Hilbert transform along curves: Taking the generic case
γ(x, t) = γ(t) =
∑n
j=1 aj t
j with {aj}j real and Γ = (t,−γ(t)), we
define
(26) HBΓ (f, g)(x) :=
∫
R
f(x− t) g(x+ γ(t))
dt
t
.
– the zero-curvature case (prototype: n = 1, with γ(t) = a1t with
a1 ∈ R \ {0, 1});
In this situation we have that
(27) HBΓ (Ma1f, M1g) =M1+a1H
B
Γ (f, g) .
– the nonzero-curvature case (prototype: n > 1, with γ(t) =∑n
j=2 aj t
j - no linear term allowed);
In this situation HBΓ has no modulation invariance symmetry.
Once we have seen this dichotomy it is important to stress the following:
• In the zero-curvature (flat) case all the above operators obey suit-
able invariance under modulation symmetry. As a consequence, any
method of proof requires an approach based on wave-packet analysis
and thus in particular a time-frequency discretization of the corre-
sponding operator; moreover, the proof should involve concepts like
mass and/or energy of wave-packets in the spirit of the known proofs
of Carleson’s Theorem (see [15], [28] and [51]).
• In the nonzero-curvature (non-flat) case there is no modulation-
invariance symmetry, and thus one expects that more standard anal-
ysis can be performed on the object under study, involving TT ∗ and
more general orthogonality methods, the (non)stationary phase prin-
ciple including Van der Corput estimates, Littlewood-Paley tech-
niques, square-function arguments, etc. While discretization tech-
niques in physical and frequency space are still relevant, the zero
frequency plays a favorite role in this discretization, and, usually,
one is able to obtain a suitable scale type decay where here the con-
cept of “scale” should be properly adapted to the context.
While both situations are interesting and historically motivated, gener-
ically speaking the zero-curvature situation tends to be more difficult and
accordingly most of the celebrated problems in this area - some of which
remain open - regard precisely this case. The situation of nonzero curvature
can also prove challenging, but to a lesser extent. In this context, while of-
ten regarded as model problems for the flat case, the corresponding non-flat
case problems usually can only provide limited intuition, since, they require
yet distinct methods of proof.
This last fact motivates a very interesting further direction of study - that
of striving to unify the two approaches corresponding to the zero/non-zero
curvature cases, and thus to provide a method of proof for the situation in
which γ is given by a polynomial in t with the linear term included.
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At this point, it is worth mentioning that, with the notable exception
of the Polynomial Carleson operator proved in [61], no unified treatment
is known for the other two fundamental objects: the Hilbert and bilinear
Hilbert transform - and their maximal analogues - along curves.
Finally, this paper and its companion [62] can be regarded as a first
step into this program by providing a unifying treatment for the non-zero
curvature cases of all three themes - and their maximal variants - enumerated
at the beginning of our Introduction. In fact, our approach here goes further,
by also partly incorporating elements of time-frequency analysis via Gabor
frame decompositions. Isolating now the first theme represented by HΓ and
MΓ, which is also the main focus in our present paper, we hope to return
with a unifying approach for the zero/non-zero curvature cases in the near
future.
1.4. Historical background; motivation (I). The first theme of our pa-
per has a long and rich history, and, as is the case with many others in
harmonic analysis, it originates in the field of partial differential equations.
Thus, in what follows, we will start by describing the original PDE motiva-
tion for our theme (I) and its initial development within the field of harmonic
analysis.
1.4.1. The original motivation - a PDE quest. As already noted, the study
of the boundedness of the Hilbert transform and maximal operators along
curves is part of a larger class of deep and fundamental topics - see e.g.
the pointwise convergence of Fourier Series, the Caldero´n-Zygmund theory,
and even the Restriction Problem visualized via Strichartz estimates - that
traces back to the area of PDE. More precisely, the relevant starting point
in our story pertains to the study of constant coefficient differential opera-
tors. Here, in order to provide more context to our description, we choose
a parallel and contrasting presentation with the corresponding moment of
birth for the Caldero´n-Zygmund theory.
A. Constant coefficient elliptic differential operators.
In this section we take as a main prototype the following:
Model: The Laplace/Poisson equation in Rd, d ≥ 2, given by
(28) △u = f ,
where u, f are suitable (smooth) functions.
Aim: Understand the Lp-boundedness, 1 < p <∞, of the second derivatives
of our solution u in terms of the Lp bounds of the input function f .
Applying now standard PDE techniques, one obtains that the fundamen-
tal solution U0 associated to (28), that is, the solution to
(29) △U0 = δ0 ,
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with δ0 the Dirac mass at the origin, is given by
(30)
U0(x) := −
1
2π
log
1
|x|
if d = 2 ,
U0(x) :=
1
(d− 2)ωd
|x|2−d if d > 2, (ωd = Area(S
d)) .
Thus, for suitable f , the solution to (28) becomes
u(x) :=
∫
Rd
U0(x− y) f(y) dy .
Indeed, letting kij := U
0
xixj
, we have that a.e.
uxixj(x) =
1
d
δijf(x) +
∫
Rd
kij(x− y) f(y) dy ,
and thus one can verify (28) pointwise or in the sense of distributions.
Now the kernel K := kij has the following key properties
(31)
• K is homogeneous of degree −d, i.e. if δα(x) = (αx1, . . . , αxd) then
K(δα(x)) = α
−dK(x) , α > 0 .
• K is C∞ away from the origin or alternatively, one can relax this
assumption by requesting for example that
sup
x∈Rn\{0}
∫
|y|>2|x|
|K(y − x)−K(y)| dy <∞ ;
•
∫
|x|=1K(x) dσ(x) = 0.
Now, as it turns out, these particular conditions on the kernel K as-
sociated with an operator Tf := K ∗ f provide the right framework for
developing a seminal new theory of such integral operators more generally,
beyond the study of the Laplace and Poisson equations. This fundamental
theory developed by Caldero´n and Zygmund in [11] and [12] had as its main
result the fact that any such Tf := K ∗ f acts boundedly from Lp(Rd) to
Lp(Rd) for any 1 < p < ∞. As an immediate consequence, we thus deduce
that
‖uxixj‖Lp(Rd) .p ‖f‖Lp(Rd), 1 < p <∞ ,
as desired.
B. Constant coefficient parabolic differential operators.
Proceeding in the mirror with point A above, we now take as a prototype
for our discussion the following:
Model: The heat equation in Rd+1+ = R
d ×R+, d ≥ 2; this is represented by
(32) ∂tu−△u = f ,
where, as before, u, f are suitable (smooth) functions.
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Aim: Control the Lp-bounds, 1 < p < ∞, of the first time derivative and
second spatial derivatives of our solution u in terms of the Lp bounds of the
input function f .
Again applying standard PDE techniques, we obtain that for t > 0 and
x ∈ Rd, the fundamental solution of (32) is described by
(33) U0(x, t) :=
1
4π
|t|−
d
2 e−
|x|2
t .
From this we deduce that for suitable f ∈ Lp(Rd+1+ ), 1 < p < ∞, one has
that the solution to (32) is given by
u(x, t) :=
∫ t
0
∫
Rd
U0(x− y, t− s) f(y, s) dy ds .
Indeed, one can check this since for kij = U
0
xixj
and k′ = U0t
(34)
uxixj(x, t) =
∫ t
0
∫
Rd
kij(x− y, t− s) f(y, s) dy ds ,
ut(x, t) = f(x, t) +
∫ t
0
∫
Rd
k′(x− y, t− s) f(y, s) dy ds
hold both pointwise and in terms of distributions.
Extracting now the quintessence from the kernels K := kij or K = k
′, we
have the following properties:
(35)
• K obeys an anisotropic dilation symmetry, i.e. if α > 0, δα(x, t) =
(αx1, . . . , αxd, α
2t) ⇒ K(δα(x, t)) = α
−d−2K(x, t) ;
• K(x, t) = 0 for t < 0;
• K is C∞ away from the origin or one can ask for less - for example
a condition of the type
sup
|x|, |t|>0
∫
{(y,s) | |s|>2|t|, |s|>|t|+|x|2}
|K(y − x, s − t)−K(y, s)| dyds <∞ ;
•
∫
Rd
K(x, 1) dx = 0;
• supy∈Rd
∫
Rd
(1 + |x|+ log |y||<x,y>|) |K(x, 1)| dx <∞.
One should notice the similarities between (31) and (35); exploiting these
similarities, it turns out that one can combine the method of rotations with
Caldero´n-Zygmund operator techniques in order to show that the operator
defined as
(36) Tf(x, t) := K ∗ f(x, t) ,
is bounded from Lp(Rd+1) to Lp(Rd+1) for any 1 < p <∞.
Finally, combining the second item above with the trivial extension as-
sumption that f(x, t) = 0 for any (x, t) ∈ Rd×R−, one immediately notices
A UNIFIED APPROACH TO THREE THEMES IN HARMONIC ANALYSIS (I & II) 15
that both uxixj and ut in (34) can be realized as convolution operators of
the type (36), and hence we conclude that
(37) ‖ut‖Lp(Rd+1+ )
+ ‖uxixj‖Lp(Rd+1+ )
.p ‖f‖Lp(Rd+1+ )
, 1 < p <∞ .
We end this subsection by mentioning that the systematic study of con-
stant coefficient parabolic differential operators was initiated by F. Jones,
[43], E. Fabes, [26], and E. Fabes and M. Rivie`re, [25].
C. Connections between the theme of constant coefficient parabolic differen-
tial operators and that of the Hilbert transform along curves.
As we have already expressed earlier, the area of PDE was the source
for many interesting problems that later developed into main themes of
study within the field of harmonic analysis. To exemplify this, we turn our
attention to the two directions described above:
• The study of constant coefficient elliptic differential operators was
the starting point for the development of the Caldero´n-Zygmund
theory, which in turn became the central pillar in the theory of sin-
gular integral operators - a classical, important branch of harmonic
analysis.
• In a parallel setting, the study of constant coefficient parabolic dif-
ferential operators was the starting point for the theory of Hilbert
transform and maximal operators along curves, which later con-
nected naturally with the theory of Radon transforms and that of
singular integral operators with anisotropic symmetries - another
representative branch within harmonic analysis area.
While the first connection has been already clarified in our point A above,
to make transparent the second connection above we proceed as follows:
Assume we want to prove the L2 - boundedness of (36) with K obeying
(35). Then, in order to avoid the singularity at the origin, we first define a
family of kernels {Kǫ,R}{0<ǫ<R<∞} with Kǫ,R(x, t) = K(x, t) if ǫ < t < R
and 0 otherwise. With this, applying Plancherel and some standard rea-
soning, we see that the L2 - boundedness of Tf(x, t) := K ∗ f(x, t) is in
fact equivalent to the L∞-boundedness, uniformly in 0 < ǫ < R, of the
expression
(38) Kˆǫ,R(ξ, η) =
∫
Rd
K(x, 1)
∫ R
ǫ
eiξs eix·ηs
1
2
s
ds dx .
Based on our hypothesis on K, the uniform boundedness of Kˆǫ,R(ξ, η) in
dimension d = 1 is now essentially equivalent to the L2-boundedness of HΓ
along a parabola, γ(x, t) = t2, since the corresponding multiplier for HΓ is
given by
(39) mHΓ(ξ, η) =
∫
R
e−iξt eiηt
2
t
dt .
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This moral equivalence between the (uniform) L∞-boundedness of the
expressions in (38) and (39) is the fundamental observation that effects
the successful transition from the realm of PDE toward that of harmonic
analysis.
1.4.2. Harmonic analysis takes over - singular oscillatory integral operators.
Now that we have gained a better perspective on the origin of theme I (which
happens to be our main theme of interest in the present study), it is of no
surprise that the first results concerning the Hilbert transform along curves
were direct consequences of the work done in the study of constant coeffi-
cient parabolic differential operators. Indeed, from the work in [26], one can
immediately deduce the L2(R2)-boundedness of the Hilbert transform along
Γ = (t, tα) with α > 0 and α 6= 1 (γ(x, y, t) = tα). The proof of Fabes relies
on complex integration methods.
Departing from this result, E. Stein and S. Wainger initiated a systematic
study of singular oscillatory integrals and associated operators. One of their
first results, obtained in 1970 in [86], was the following:
If {aj}
n
j=1 ⊂ R+ and {bj}
n
j=1 ⊂ R, n ∈ N, one has
(40)
∣∣∣∣∫
R
ei
∑n
j=1 bj t
aj dt
t
∣∣∣∣ < C(a1, . . . , an) ,
with C independent of {bj}
n
j=1.
This result is based on Van der Corput estimates and has as a direct
consequence the L2(R2)−boundedness of HΓ for Γ = (t, γ(t)) with γ(t) =∑n
j=1 bj t
aj , and it can be extended to more general classes called “homoge-
neous curves”.
An important advance was the passage from the L2 case to the general
Lp case with 1 < p < ∞. Essentially relying on complex interpolation
methods, this was achieved by Nagel, Rivie`re, and Wainger in [69] and [71].
The passage from the Hilbert transform HΓ toward the maximal operator
MΓ was first realized in the special case γ(t) = (t, t
2) by the same authors
in [70]. The useful observation there was the fact that Fourier transform
methods can be effective even when dealing with maximal (positive kernel)
operators. In the same year, Stein, [81], [82], introduced a method relying
on the so-called g−function technique, where here the g−function is related
to the square-function introduced by Littlewood and Paley and with its
modified continuous version known as the Luzin area integral. Relying on
this approach, Stein proved general Lp bounds for both the Hilbert transform
and the maximal operator along homogeneous curves. A bit later, Stein and
Wainger, [87], extended these results to more general classes of curves.
1.4.3. Further connections. As we have already seen, by comparing (31)
with (35) and integrating this into our discussion from Section 1.4.1, point C
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above, the anisotropic dilation symmetry plays a fundamental role in the be-
havior of our convolution operators17 that is connected to our main theme
concerning the Hilbert transform (and maximal operators) along curves.
Now, as explained in [87], anisotropic dilations appear naturally in several
other related harmonic analysis problems, among which we mention:
- (a) Estimates for suitable subelliptic partial differential operators: anisotropic
dilation structures feature prominently in the study of second order hypoel-
liptic operators of Ho¨rmander type, [40], or in the related context given by
the study of the inhomogeneous Cauchy-Riemann equation for domains in
several complex variables, [29]. To exemplify, in the latter case a key role is
played by the identification R2n+1 = Cn × R = {(z, t) | z ∈ Cn, t ∈ R} with
the latter visualized as the Heisenberg group with the standard group multi-
plication (z, t) · (z′, t′) = (z+ z′, t+ t′+2Imz · z¯′). Notice that indeed in this
situation the natural (i.e. compatible with the structure of the Heisenberg
group) class of dilations are anisotropic and are given by δs(z, t) = (sz, s
2t),
s > 0.
- (b) Analysis on symmetric spaces: here we can mention a class of prob-
lems that aim to extend Fatou’s theorem - i.e. the almost everywhere ex-
istence of boundary values of harmonic functions - to the setting of Lie
groups/symmetric spaces (see [80], [46], [83]).
- (c) Radon transforms: the literature here is quite rich; the interested
reader may wish to consult [19] for a detailed account and further bibliogra-
phy. Another, more recent paper, with a different direction of investigation
combining Radon singular integral expressions with maximal oscillatory be-
havior, is given by [76].
1.4.4. Zygmund’s differentiation conjecture; other curved models.
The zero-curvature case
This topic originates in Lebesgue’s theory of integration. In [53], he
showed that for any (locally) integrable function over the real line and for
almost every point, the value of the integrable function is the limit of infini-
tesimal averages taken about the point. Given Lebesgue’s result, it is natu-
ral to ask about similar differentiability results in higher dimensions, say for
functions on R2. However, as it turns out, this problem is significantly more
subtle, in particular due to the existence of “pathological” objects such as
Besicovitch sets. Indeed, even the problem of defining an adequate sequence
of averages around a point is far from trivial since the geometry of the sets
over which we take the averages is critical for the well-posedness of this
problem.
17Nowadays there is a well-established theory of so-called anisotropic Ho¨rmander
classes of symbols both in homogeneous and inhomogenous forms - for more on this see
e.g. [5] and [6] and the bibliography therein.
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In light of these challenging aspects of higher-dimensional differentiation
problem, an alternative line of inquiry is offered by studying the problem of
differentiation for averages along (variable) one-dimensional sets (curves) in
R2. The most representative example in this context is given by Zygmund’s
conjecture, which, informally, asks about differentiability of averages along
families of lines whose directions are described by a Lipschitz vector field.
The formal statement is given by:
Conjecture 9. (Zygmund) Assume one modifies the definition of the vari-
able curve Γ as given in (1) by introducing an extra y−dependence, i.e.
γ(x, y, t) = u(x, y) t where here u : R2 → R is a Lipschitz vector field.
Then, taking ǫ0 small enough depending on ‖u‖Lip and defining the maxi-
mal operator
(41) MΓf(x, y) =Mu,ǫ0f(x, y) := sup
0<ǫ<ǫ0
1
2ǫ
∫ ǫ
−ǫ
|f(x− t, y − u(x, y)t)| dt ,
we have that MΓ is bounded on L
p(R2) for any 1 < p <∞.
One can of course formulate a singular integral analogue of the above:
Conjecture 10. (Stein) With γ, u and ǫ0 as above, let us define the Hilbert
transform HΓ along Γ as
(42) HΓf(x, y) = Hu,ǫ0f(x, y) := p.v.
∫ ǫ0
−ǫ0
f(x− t, y − u(x, y)t)
dt
t
.
Then we have that HΓ is bounded on L
p(R2) for any 1 < p <∞.
At this point, it is worth saying that the Lipschitz condition imposed on
the vector field u is in fact required; indeed, a counterexample based on a
construction of Besicovitch-Kakeya sets shows that one cannot expect any
Lp bounds if u is only assumed to be Ho¨lder continuous of class Cα with
any exponent α strictly smaller than one.
It is also important to notice the following: the entire discussion in the
above statements focuses on the case γ(x, y, t) = u(x, y) t, that is, on the
situation in which γ has no curvature in t - hence, the “flat case”.
Concerning exclusively the historical evolution of this “flat case” we have
the following:
The first major contribution was made by Bourgain in [9], where he proved
the L2-boundedness of (41) in the case of analytic vector fields u. (The Lp
case can also be proven with some standard modifications). Further insight
for some particular cases of vector fields u is offered in [14] and in [19],
with the latter covering many other interesting situations for the non-zero
curvature case as well.
The analogue of Bourgain’s result for the Hilbert transformHΓ was proved
by Stein and Street in [85].
A UNIFIED APPROACH TO THREE THEMES IN HARMONIC ANALYSIS (I & II) 19
A key insight into this subject was brought by Lacey and Li in [48].
Indeed, departing from the important observation that the multiplier asso-
ciated with HΓ has a modulation symmetry similar in nature to that of the
Carleson operator, the authors introduced time-frequency methods in their
study of HΓ. Using wave-packet techniques inspired by the influential work
of Lacey and Thiele on the Bilinear Hilbert transform, [49], [50], Lacey and
Li proved a conditional result: if a suitable Kakeya type maximal operator
obeys some L2 bounds, then, assuming u is C1+ǫ, the corresponding HΓ is
L2-bounded. This remains to date the best result in the realm of a genuine
two-variable dependent vector field u.
In the last decade further model problems, with additional simplifying
assumptions on the variable dependence of the underlying vector field have
been considered: it is natural to first hope to better understand the situation
u(x, y) = u(x), i.e. where the vector field u depends only on a single variable.
In this context, first Bateman, [1], - in the single annulus case - and then
Bateman and Thiele, [2], proved that HΓ is L
p-bounded for p > 32 . Similar
results were later proved by Guo in [35] and [37] for the case in which u
is constant along a Lispchitz curve - i.e. a Lipschitz perturbation of the
situation treated in [1] and [2].
Notice finally, that all the progress made since Bourgain’s result in [9]
has exclusively addressed the Hilbert transform case rather than that of the
maximal operator. This limitation is due to the fact that the techniques
in more recent work to date have crucially exploited the linearity of the
operator as well as its good properties under commutation with Littlewood-
Paley projections - both of which are absent in the case of the maximal
operator.
The non-zero curvature case
As already described before, this case originates in the study of constant
coefficient parabolic equations and is a further natural development of the
work on singular integral operators presented in Section 1.4.2.
All of the existing results presented below required some sort of non-zero
curvature in the parameter t for a generic Γ ≡ Γx,y = (t, −γ(x, y, t)) relative
to HΓ and MΓ described in (2) - (3) (with the extra y-dependence). As one
may expect, the historical evolution of this topic slowly transitions from
requiring smoothness in all of the three variables x, y, t, with successive
generalizations over the class of curves γ toward very recently imposing
smoothness only in t and requesting simply measurable dependence on x
and y.
A. Smooth x, y-dependence. This case is treated in a vast array of papers,
and thus we will not aim to be exhaustive but limit ourselves here only to
those which are the most relevant for our purposes.
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Following the earlier work of Stein, Wainger and Nagel described in Sec-
tion 1.4.2, the same authors proved in [72] the L2−boundedness of HΓ and
MΓ assuming that γ is a globally C
∞ curve and has uniform non-vanishing
curvature in t.18 Next, in a series of papers [73], [74], [75], Nagel, Vance,
Wainger and Weinberg, and in two others also joined by Cordoba, [21], [22],
provided various necessary and sufficient conditions (in general dimensions)
for the Lp boundedness of HΓ and MΓ for the case of γ smooth, depending
only on t and having non-zero curvature. Passing back to the setting of mul-
tivariable dependence of γ, in [13], the authors provided general Lp bounds
for both HΓ and MΓ in the case γ(x, y, t) = x γ(t), where here γ obeys some
suitable nonvanishing curvature condition that nonetheless allows the case
γ(t) = e−
1
t2 - that is, vanishing of infinite order at the origin.19
A very extensive and influential study appears in [19]. There, the authors
proved Lp bounds for both singular Radon transforms and their maximal
analogues with the integration performed over general differential subman-
ifolds of Rd. A helpful insight into this more general theory had previ-
ously been offered by Christ in [17], where he investigated the behavior of
the Hilbert transform along curves in the nilpotent setting. Further re-
sults were obtained as follows: in [77], the authors proved Lp bounds un-
der some suitable t-convexity and doubling hypothesis that are uniform in
x, y; another direction, extending the work in [13], considers the situation
γ(x, y, t) = P (x) γ(t) with P a polynomial and γ a suitable smooth convex
curve with some non-zero curvature condition - for this, see [4] and, more
recently, [16] and [54].
B. Rough x, y-dependence: γ(x, y, t) = u(x, y) tα with α > 0, α 6= 1, and
minimal smoothness assumptions on u.
A first result in this setting was obtained in [68] where, in particular, it
was proven that for generic u : R2 → R measurable one has that MΓ is
Lp-bounded if and only if p > 2. Further advancements on this topic have
only recently been obtained: indeed, the first such result is obtained in [39]
where the authors prove the Lp−boundedness with 1 < p ≤ 2 of MΓ if u is
Lipschitz (any less smoothness is known to produce a counterexample). In
the same paper, a treatment of the singular integral variant is also provided:
preserving the Lipschitz assumption on u, one obtains the Lp−boundedness,
1 < p <∞, for the single annulus case HΓ◦P
2
k with P
2
k the Littlewood-Paley
projection in the second variable. Relying on this and on a further square
function estimate, global Lp bounds for HΓ are proved in [23].
C. Rough (minimal smoothness) x-dependence: γ(x, y, t) = γ(x, t) = u(x) γ˜(t)
for u measurable and γ˜ smooth and obeying a suitable non-zero curvature.
18I.e., the second-order derivative in t is non-zero for every x, y.
19It is worth noticing here that the curve γ(t) = e
− 1
t2 is non-doubling, and thus it
cannot belong to the class NF or NF. Accordingly, the result in [13] is not covered by
our Corollary 5. On the other hand, Corollary 5 holds for any γ(x, t) = u(x) γ(t) with
γ ∈ NF and u only measurable. For more on this, please see the Final Remarks section.
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The first result in this direction is obtained in [39]. There, the authors
prove the Lp-boundedness of HΓ and MΓ for 1 < p < ∞ and γ˜(t) = t
α for
α > 0, α 6= 1. In [54], this result is extended to more general functions γ˜
but only for HΓ. In an unpublished note from 2016, [59], that will soon be
made available, we proved a similar result for HΓ in the L
2 case but for far
more general functions γ˜.
1.5. Historical background; motivation (II).
1.5.1. Maximal singular oscillatory integral operators. In the 1910’s, Luzin,
[67], formulated a foundational conjecture whose impressive history has
deeply influenced the evolution of harmonic analysis in the last century: the
Fourier series of any f ∈ L2(T) converges to f almost everywhere. Within a
decade of the formulation of this conjecture, Kolmogorov - who was a Ph.D.
student of Luzin’s - proved in [45], [44] that there are functions f ∈ L1(T)
whose Fourier series diverges (almost) everywhere. From this point on, it
was widely believed that by possibly modifying Kolomogorov’s construc-
tion (counterexample) one should be able to disprove Luzin’s conjecture. It
took another almost fifty years until L. Carleson, [15], surprised the math
community by providing the positive answer to this conjecture.
Carleson’s result turns out to be equivalent to the (weak) L2-boundedness
of the following maximal singular integral operator - called Carleson’s oper-
ator:
(43) Cf(x) := sup
a∈R
∣∣∣∣∫
R
f(x− y)
ei a y
y
dy
∣∣∣∣ .
In 1969, R. Hunt, [42], proved that C : Lp(R) → Lp(R) for 1 < p < ∞
while Sjo¨lin, [78], extended this result to higher dimensions.
Motivated by 1) the work on the Hilbert transform along curves previ-
ously discussed in Section 1.4.2 and 2) the study of singular integrals on the
Heisenberg group discussed in Section 1.4.3 (a) regarding estimates for suit-
able subelliptic partial differential operators, E. Stein proposed the following
generalization of Carleson’s result:
Conjecture (Polynomial Carleson operator, [84], [88]) Let Qd,n be the
class of all real-coefficient polynomials in d variables with no constant term
and of degree less than or equal to n, and let K be a suitable Caldero´n-
Zygmund kernel on Rd. Then the Polynomial Carleson operator defined as
(44) Cd,nf(x) := sup
Q∈Qd,n
∣∣∣∣ ∫
Rd
ei Q(y)K(y) f(x− y) dy
∣∣∣∣
obeys, for any 1 < p <∞, the bound
(45) ‖Cd,nf‖Lp(Rd) . ‖f‖Lp(Rd) .
In 2001, relying on Van der Corput estimates and TT ∗-method, Stein and
Wainger, [88], verified the above conjecture in the non-zero curvature case
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- that is, when the supremum in (44) ranges only over polynomials having
no linear term. Notice that this result thus does not extend Carleson’s
Theorem, which addresses precisely the zero-curvature case (i.e. the linear
term). In his PhD thesis, [63], developing an approach for treating the
interaction of quadratic wave-packets and adapting to it the time-frequency
analysis developed by C. Fefferman in [28], the author settled this conjecture
in the affirmative for the case d = 1, n = 2, p = 2. In 2011, [61], we
completely solved the one dimensional case by further introducing a new
discretization algorithm of the time-frequency plane which in particular had
as a consequence the elimination of the so-called exceptional sets appearing
in all of the previous approaches regarding the boundedness of the Carleson
operator. This elimination of exceptional sets proved in turn quintessential
to providing for the first time direct L2 bounds for the Carleson operator
- without using interpolation - thus answering an open question raised by
Fefferman in [28]. In Fall 2017, based on the methods developed by the
author in [63] and [61], Zorin-Kranich, [89], proved the higher dimensional
case of this conjecture for p ≥ 2 and general Caldero´n-Zygmund kernels
that are not necessarily translation invariant. Shortly afterwards, in [58],
appealing to quite standard modifications of the one dimensional result, to
which we added the Van der Corput estimates proved in [88] and utilized
in [89], we provided the full range of p for general d in Stein’s conjecture
within the original class of translation invariant Caldero´n-Zygmuns kernels.
Finally, in [89], Zorin-Kranich updated his initial argument using a different
Lp-interpolation approach completing the case 1 < p < 2 in the original
version of [89].
We end this discussion on the Carleson operator by mentioning one of
the most tantalizing open questions in the area of time-frequency analysis,
which can be formulated at a heuristic level as follows:
Open question [Informal]. What is the behavior of the almost everywhere
pointwise convergence of Fourier series between the two known cases for the
Lebesgue-scale spaces Lp(T), namely: divergence for p = 1 (Kolmogorov)
and convergence for p > 1 (Carleson–Hunt)?
To clarify the connections between this question and our discussion of
Carleson operator, one can appeal to Stein’s maximal principle, [79], which
allows one to recast questions of pointwise convergence in terms of weak-type
bounds for maximal operators:
Open question [Formal]. (1) Give a satisfactory description of the Lorentz
spaces Y ⊆ L1(T) for which the Carleson operator C obeys the condition
(46) C maps Y boundedly to L1,∞(T) .
If such exists, describe the maximal Lorentz Y . (2) More generally, let Y
be a rearrangement-invariant (quasi-)Banach space. Provide necessary and
sufficient conditions on Y under which (46) holds.
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This question’s relevance extends far beyond its specific formulation: a
successful resolution of this question requires the development of significant
new methods and ideas that lie at the interface between additive combina-
torics and time-frequency analysis. For more on this and on the rich history
of the origin and progress on this question, please consult the most recent
results in [65] and [60] and the bibliography therein.
1.5.2. Connections between Hilbert transform along curves and the
Polynomial Carleson operator. Departing from the definition of our Hilbert
transform along Γ ≡ (t,−γ(x, t)) - see (2) - we choose now a particular form
of Γ by taking
(47) γ(x, t) :=
n∑
j=1
aj(x) t
j ,
with {aj(·)}j any real measurable functions.
Next, let us notice the following:
• On the one hand, the L2−boundedness of HΓ is equivalent via Par-
seval to the inequality
(48)
∫
R2
∣∣∣∣∣
∫
R
f(x− t, η)
ei η γ(x,t)
t
dt
∣∣∣∣∣
2
dx dη . ‖f(x, η)‖2L2(R2) .
• On the other hand, applying Kolmogorov’s linearization formula,
one can rewrite (45) in the setting d = 1 and p = 2 as
(49) ‖C1,df‖
2
2 :=
∫
R
∣∣∣∣ ∫
R
ei Q(x,t) f(x− t)
dt
t
∣∣∣∣2 dx . ‖f‖22 ,
where here Q(x, t) :=
∑n
j=1 a˜j(x) t
j with {a˜j(·)}j real measurable
functions.
Since the bounds in both (48) and (49) are independent of the choice
of {aj(·)}j and {a˜j(·)}j respectively, one immediately notices that the L
2
boundedness of HΓ with Γ derived from (47) is in fact equivalent to the L
2
boundedness of the Polynomial Carleson operator in dimension d = 1.
Finally, notice that if we modify (47) by taking the linear term to be
zero, that is, we take γ(x, t) :=
∑n
j=2 aj(x) t
j with n ≥ 2 and {aj} as before,
then the L2 boundedness of HΓ becomes equivalent to the one dimensional
version of the result proved by Stein and Wainger in [88].
As part of the refined analysis in the present paper, we will be able to
show suitable L2-decay relative to the size of the multiplier’s phase of HΓ. In
view of the aforementioned equivalences, this will suffice in order to provide
a new proof for the Lp-bounds, 1 < p < ∞, of the Polynomial Carleson
operator with no linear term - see Corollary 3 above.
1.6. Historical background; motivation (III).
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1.6.1. Bilinear Hilbert transform and maximal operators along curves.
The original formulation of this third theme, as with those of the previ-
ous two, was cast in terms of a single variable dependence, i.e. for curves
γ(x, t) ≡ γ(t):
General Problem (single variable dependence formulation). Let Γ := (t,−γ(t))
be a plane curve with γ a suitable (piecewise) smooth real function. Goal:
Understand the conditions on the curve Γ under which one has that
• the bilinear Hilbert transform along the curve Γ denoted by HBΓ and
defined as
(50) HBΓ (f, g)(x) := p.v.
∫
R
f(x− t) g(x+ γ(t))
dt
t
,
• the (sub)bilinear maximal operator along the curve Γ denoted by MBΓ
and defined as
(51) MBΓ (f, g)(x) := sup
ǫ>0
1
2ǫ
∫ ǫ
−ǫ
|f(x− t) g(x+ γ(t))| dt ,
each map Lp(R) × Lq(R) → Lp(R) boundedly for some p, q, r ≥ 1 with
1
p +
1
q =
1
r .
Early analogues of this problem have been studied in ergodic theory, par-
ticularly in relation with the fundamental problem of understanding the
Lp-norm convergence of (non-)conventional bilinear averages. In the har-
monic analysis setting we split our discussion of historical evolution and
motivation according to our present focus - the key concept of curvature:
The zero-curvature/flat case: γ(t) = a t with a ∈ R \ {−1, 0}.
Historically this theme arose in connection with the study of the Cauchy
transform along Lipschitz curves, [10], [20]. Indeed, this study led Caldero´n
to conjecture the Lp-boundedness of the Bilinear Hilbert transform (BHT)
HBΓa with γ(t) = a t and a ∈ R \ {−1, 0} for Ho¨lder exponents within the
“Banach triangle” p, q, r ≥ 1.
As explained in Section 1.3, in this situation HΓ obeys the modulation
symmetry relation given by (27). This invites a method of proof relying
on time-frequency analysis; using this key insight, and developing the ideas
used by Carleson, [15], and Fefferman, [28], M. Lacey and C. Thiele provided
in [49] and [50] the affirmative resolution of Caldero´n’s conjecture.20 The
analogous result for the maximal operator (51) was proved by M. Lacey in
[52].
20Strictly speaking, the saga of the original Caldero´n’s conjecture is completed with
the publication of [33] in which the authors prove uniform bounds in the parameter a
for the Bilinear Hilbert transform HBΓa . Also, there is still an open problem about the
maximal range for p, q, r that guarantees the boundedness of HBΓa .
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The nonzero-curvature/non-flat case: γ(t) =
∑n
j=2 aj t
j, with n > 1.
This direction can be motivated in several ways: i) one route from a pure
harmonic analysis perspective is to proceed via analogy with the non-flat
case for the linear Hilbert transform; ii) another route, already alluded to
at the beginning of this section, arises from ergodic theory and is based on
the long-studied problem, [30], [41], of understanding the Lp-norm conver-
gence of non-conventional bilinear averages, e.g. 1
N
∑N
n=1 f1(T
n)f2(T
n2) for
T an invertible measure-preserving transformation of a finite measure space
and fj ∈ L
pj . This can be interpreted as a discrete version of our non-zero
curvature direction here for suitable γ, although to date there is no satis-
factory transference principle between the continuous and discrete cases in
this situation; iii) finally, yet another route, is offered by number theory,
in relation with various non-linear extensions of Roth’s theorem for sets of
positive density - also known in the literature as Ergodic Roth Theorem(s)
(see e.g. [7], [8], [24], [47] and the bibliography therein).
Moving now to the concrete harmonic analysis setting offered by (50),
the first such result was studied in [56], in the special case Γ(t) = (t, td),
2 ≤ d ∈ N. There, Li proved that HBΓ : L
2(R)×L2(R) → L1(R) continuously
by relying on the concept of σ-uniformity introduced in [18] and inspired by
Gowers’s work in [32].
In [64], [66] the author proved boundedness in the maximal possible range
of exponents, excluding potential end-points, for HBΓ with γ belonging to a
suitable class of curves NF that includes in particular any Laurent polyno-
mial with no term of degree ±1, as well as any finite linear combination of
terms |t|α | log |t||β with α 6∈ {−1, 0, 1}. Our results improved over [56] both
quantitatively and qualitatively, by providing for the first time a scale-type
decay and by significantly extending the class of curves. The proof of our
results combines elements of time-frequency analysis (Gabor frames) with
orthogonality methods and relies on a subtle discretization procedure for the
operator that simultaneously: (1) separates the variables on the frequency
side and (2) preserves the high oscillation and smoothness in one variable of
the multiplier’s phase function.
Regarding the maximal operator analogue MBΓ , in [57] the authors prove
the expected Ho¨lder range in the case γ(t) =
∑n
j=2 aj t
j with bounds that
are uniform in the polynomial’s coefficients. In a joint work with A. Gaitan,
[31], by extending the ideas in [64], [66], we prove the boundedness within
the maximal range of exponents of MBΓ for γ ∈ NF . The work in [31]
prepares us for the significantly more complex situation that will be treated
in the second part of our study in [62]. A key feature of both [31] and [62]
is that they bring to light a unitary treatment of both the singular operator
HBΓ and the maximal operator M
B
Γ .
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1.6.2. Connections between the bilinear and linear Hilbert transform along
curves. We focus our discussion by presenting an antithesis between the
following objects:
• the bilinear Hilbert transform along the curve γ(t):
(52) HBΓ (f, g)(x) := p.v.
∫
R
f(x− t) g(x + γ(t))
dt
t
,
which regarded as a multiplier becomes
(53) HBΓ (f, g)(x) := p.v.
∫
R2
fˆ(ξ) gˆ(η)
(∫
R
e−i t ξ ei γ(t) η
dt
t
)
eixξ eixη dξ dη.
• the Hilbert transform along the curve γ(t):
(54) HΓ(f)(x, y) := p.v.
∫
R
f(x− t, y + γ(t))
dt
t
,
which regarded as a multiplier becomes
(55) HΓ(f)(x, y) := p.v.
∫
R2
fˆ(ξ, η)
(∫
R
e−i t ξ ei γ(t) η
dt
t
)
eixξ eiyη dξ dη .
By inspecting (55) and (53) one realizes that these two expressions have
the same multiplier.21 Thus, it comes as no surprise that, from the per-
spective offered by the analysis of the multiplier, one sees many similarities
between the approaches of (54) and (52), respectively. This is indeed the
case when comparing our present paper with the corresponding [64], [66], or
[62]. However, while helpful in providing some intuition about the subtleties
in the oscillatory behavior of the multiplier, these similarities dilute at the
moment in which one’s attention shifts from the multiplier towards the input
objects(s). On the one hand, on the input side, (53) can be regarded as the
tensor-product case of (55), hinting that the treatment of the latter should
be more difficult. On the other hand, when focusing on the ξ, η characters,
one notices that (53) is more singular than (55), with the former playing the
role of a diagonal projection of the latter. As a result of these two competing
aspects, the resemblance between the corresponding approaches for the two
problems transitions from concrete - in the multiplier analysis - to merely
philosophical as the proof moves its focus to the input objects.22
1.7. Structure of the paper. In this final subsection of the Introduction
we present the structure of our paper:
• In Section 2 we detail the definition of the newly introduced class of
curves MxNFt.
21The same holds if the curve γ depends on both x and t instead of only on the t
variable.
22A prime example of the latter situation - only philosophical resemblance - would be
provided in [62] when antithetically discussing the Lp approach - see also Section 8.2 in
our present paper.
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• Several of the key notations used in this paper are introduced in
Section 3.
• Sections 4 to 8 focus entirely on the proof of our Main Theorem, Part
(I). Thus the most extensive part of the present study is dedicated
to analysis of the behavior of HΓ and MΓ.
That being said, in Section 4 we remove the trivial components of
the curve γ and formulate our main task - see Theorem 15.
• The analysis of the multiplier is discussed at length in Section 5; this
analysis will be performed according to three cases: in Section 5.1 the
low frequency case; in Section 5.2 the off-diagonal, non-stationary
phase case; and finally in Section 5.3 the diagonal, stationary phase
case. Based on this case-discussion we split accordingly each of our
operators HΓ and MΓ into three components. The first two compo-
nents corresponding to the first two cases discussed above are solved
in Theorems 20 and 27. Of particular interest here is the unified
treatment of the singular and maximal operator via the square func-
tion argument provided in Lemma 30.
The control over the main component of our operators resulting
from the diagonal case is stated in Theorem 32. Its proof covers the
next two sections.
• Section 6 treats the L2-bound of the main piece LΓ,j,m appearing
in the discretization of the diagonal term and is the central pillar
in the construction of our paper. The key aspect is the exponen-
tial m−decay bound stated in Theorem 37. The proof of this result
proceeds in three steps and involves an array of techniques that at
each stage need to be compatible with one another: from subtle
discretization arguments passing through to Gabor frame decompo-
sitions, non-stationary phase, orthogonality and TT ∗−arguments,
the implementation of the non-degeneracy condition (68) etc.
• The Lp-bound, 1 < p < ∞, providing a unified treatment of both
the maximal and the singular operators under discussion is provided
in Section 7 and is the content of Theorem 34. The key insight here
is provided again by our central Lemma 30, proved in Section 5, that
applies immediately to the main desired estimate (284).
• Section 8 provides several alternative approaches for the Lp bounds
of our operators, unraveling multiple other techniques, many of which
rely on the author’s work in [66], [59], [62] and jointly [39].
• Section 9 treats Part (II) of our Main Theorem and reveals how
various topics treated until now separately in the harmonic analy-
sis literature - can be brought under the same umbrella. Thus the
techniques provided in this paper offer a universal treatment of top-
ics such as linear and bilinear Hilbert and maximal operators along
curves - for the latter this will be shown in the follow up study [62] -
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as well as Polynomial Carleson type operators; in particular we ob-
tain a new treatment of Stein and Wainger’s result on the polynomial
Carleson operator with no linear term.
• In Section 10 we present the proof of Theorem 1. The central result
of this section is represented by Proposition 50. In order to prove
the latter, we rely on Lemma 52 - a result that can be of independent
interest.
• The proofs of the remaining Corollaries 3, 5 and 6 are provided in
Section 11
• Our paper ends with Section 12, in which various final remarks are
presented.
Acknowledgements: I would like to thank A´rpa´d Be´nyi for providing
me with several helpful comments and bibliographical materials. Also I
would like to thank my Ph.D. student Alejandra Gaitan, for her patience and
care in reading earlier drafts of the manuscript and correcting a number of
typos therein. Finally, I’m grateful to my friend Zubin Gautam for elevating
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2. Introducing the class of general curves MxNFt
In order to clarify the concept utilized in the statement of our main result
we now introduce the following:
Definition 11. Given a function
(56) γ : R2 → R
we say that γ defines a variable (x-measurable) family of twisted non-
flat curves and write
(57) γ ∈MxNFt ,
if γ is measurable on R2 such that23
(58)
• γt(·) := γ(·, t) is x−measurable for every t ∈ R \ {0};
• γx(·) := γ(x, ·) is t−smooth within the class C
2+(R\{0}) for almost
everywhere x ∈ R ,
23Below, the class C2+ simply means the standard C2+δ where here δ can be any
number strictly greater than zero. During our proof, for convenience and clarity, we will
assume in fact that δ = 2; however, this extra-assumption can be easily removed as long
as we require δ > 0. For more on this issue, please see the Final Remarks section.
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and,24 iff there exist 0 < c0(γ) < c1(γ), N(γ) ∈ N, A = A(γ) ∈ N and
B = B(γ) ∈ N such that the following conditions hold:
• x-fiber decomposition
One can partition
(59) R =
A⋃
α=0
Rα ,
with each Rα (possibly empty) being a Lebesgue measurable set and
obeying
(1) if x ∈ R0 then
(60) γ(x, t) ≡ 0 ∀ t ∈ R ;
(2) given 1 ≤ α ≤ A, then for any x ∈ Rα the map
γx : R → R
defined by γx(t) = γ(x, t) has the following properties:
• smoothness, pointwise non-zero curvature, variation
One can partition25
(61) Z =
B⋃
β=0
Z
x
β ,
with the following properties
- the set Zx0 has bounded cardinality, i.e.
(62) #Zx0 < N(γ) .
- each set {Zxβ}{β>0} is a convex set of integers;
- if we let Zxβ =: [a
x
β , b
x
β) ∩ Z and set J
x
β = (2
−(bxβ+10), 2−(a
x
β−10))
then, for any 1 ≤ β ≤ B, one has that26
(63) γx ∈ C
2+(Jxβ ) , with |γ
′′
x(·)| > 0 on J
x
β .
Moreover, setting Zx =
⋃B
β=1 Z
x
β, one has
(64) sup
x∈Rα
sup
c∈R+
#{j ∈ Zx | |2−j γ′x(2
−j)| ∈ [c, 2c]} < N(γ) .
• doubling, uniform non-zero curvature (non-flatness)
Fix 1 ≤ α ≤ A and x ∈ Rα. Take now 1 ≤ β ≤ B.
24We can make this class translation invariant by adding - for free - x-measurable
functions, that is, to allow combinations of the form γ(x, t)+µ(x) with µ measurable and
γ ∈ MxNFt. However, one can reduce this case to the non-translation invariant case by
a simple change of variable.
25We allow the possibility for some of the components Zxβ to be empty.
26Deduce immediately from (63) that one can assume wlog that one also has |γ′x(·)| >
0 on Jxβ .
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Then, for any t ∈ I := {s | 110 ≤ |s| ≤ 10} and j ∈ Z
x
β, we have
(65) Qj(x, t) :=
γx(2
−j t)
2−j γ′x(2
−j)
∈ L∞x C
2+
t (Rα × I) .
Moreover, one has the uniform bounds
(66) sup
t∈I
x∈Rα
|Qj(x, t)| < c1(γ) ,
and27
(67) inf
t∈I
x∈Rα
|Q
′′
j (x, t)| > c0(γ) .
• non-degeneracy28
Let φ be a positive Schwartz function supported in {14 ≤ |ξ| ≤ 4}
with
∑
n∈Z φ(ξ/2
n) = 1 for all ξ 6= 0 and set ⌊x⌋ := |x| + 1. Then,
there exists ǫ¯ > 0 such that for any m ∈ N and 1 ≤ α ≤ A one has
(68)
sup
j, k, n∈Z
∫
1<|s|<4
sup
t∈R
 1
2j
∫ (k+ 1
2
)2−j
(k− 1
2
) 2−j
χRα(x)χZx(j)φ(
γ′x(2
−j )
2n )⌊
2
m
2
(
γ′x(2
−j(s+2j x−k))
2n − t
)⌋2 dx
 ds .γ 2−2 ǫ¯ m.
Observation 12. From (65)-(67) one immediately notices that for x ∈ Rα
and j ∈ Zβx, defining
(69) qj(x, t) := Q
′
j(x, t) =
γ′x(2
−j t)
γ′x(2
−j)
,
one has that there exist 0 < c
′
0(γ) ≤ c
′
1(γ) depending only on c0(γ) and c1(γ)
such that for any t ∈ I0 := {s |
1
5 ≤ |s| ≤ 5} the following holds:
(70) c
′
0(γ) < |qj(x, t)| < c
′
1(γ) .
Deduce thus that on I0, there exists the inverse function of qj, denoted with
rj, such that rj(x, t) ∈ L
∞
x C
1
t in the corresponding domain of existence.
Observation 13. The class MxNFt contains any of the following
29:
• the set of all the real polynomial of degree ≥ 2 with no constant and
no linear term;
• more generally, any element in NF (for its definition, see [64]);
27Throughout the paper, whenever we speak about expressions like Q
′
j(x, t) we only
refer to the t−derivative, that is Q
′
j(x, t) :=
d
dt
Qj(x, t). This makes sense since
we never assume in this paper any kind of smoothness in the x−variable but only
measurability/boundedness.
28For more on the significance of this condition one is invited to consult the Final
Remarks section.
29The first two items are straightforward while the next two are consequences of The-
orem 1. The last item is very briefly discussed in the Final Remarks section.
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• any P (x, t) =
∑d
k=2 ak(x) t
k with {ak(·)}
d
k=2 measurable where here
d ∈ N with d ≥ 2;
• more generally, any P (x, t) =
∑d
k=1 ak(x) t
αk with {ak(·)}
d
k=2 mea-
surable and αk ∈ R \ {0, 1}, where d ∈ N.
• even more so, any P (x, t) =
∑d
k=1 ak(x) t
αk logβk |t| with {ak(·)}
d
k=2
measurable, αk ∈ R \ {0, 1} and βk ∈ R, where d ∈ N.
3. Notation
For any smooth real function φ and j ∈ Z we set φj(ξ) := φ(
ξ
2j
).
We next introduce the following convention: if f is a function of two
variables and φ is a single variable function, we write
(71) (f∗xφ)(x, y) :=
∫
R
f(x− s, y)φ(s) ds ,
and similarly
(72) (f∗yφ)(x, y) :=
∫
R
f(x, y − s)φ(s) ds .
Let M be the standard (one-dimensional) Hardy-Littlewood maximal op-
erator defined as
(73) Mf(x) := sup
I∋x
I finite interval
1
|I|
∫
I
|f(s)| ds ,
where here f ∈ L1loc(R).
If a ∈ R is a given parameter, we set the (a−)shifted Hardy-Littlewood
maximal operator as
(74) M (a)f(x) := sup
I∋x
I finite interval
1
|I|
∫
I+a
|f(s)| ds ,
where as expected I + a := {x+ a |x ∈ I}.
Definition 14. If c > 0, we introduce the c−grand shifted Hardy-Littlewood
maximal operator as
(75) M [c]f(x) := sup
|a|≤c
M (a)f(x) .
We set M1 be the standard Hardy-Littlewood maximal function applied
in the first variable and similarly M2 be the standard Hardy-Littlewood
maximal function applied in the second variable.
Throughout the paper, unless otherwise specified, the constant C(γ) > 0
is a constant depending only on the properties of γ that is allowed to change
from line to line.
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4. Preparatives for the Main Theorem, Part (I)
We start the proof our our Main Theorem by focusing on Part (I) - the
treatment of this first theme will cover the most consistent part of our paper.
With these said, in this section we perform few reductions in order to
isolate the main term(s) for both HΓ and MΓ.
We first focus on the Hilbert transform HΓ. Observe that the Caldero´n-
Zygmund kernel 1t on R has two singularities: at zero and at infinity. Using
the dilation invariance of our kernel, we apply a Whitney type decomposition
relative to our singularities
(76)
1
t
=
∑
j∈Z
2jρ(2jt) , t ∈ R \ {0} ,
where here ρ is a smooth, odd, compactly supported function with its sup-
port in the set {t ∈ R : 14 < |t| < 1}.
Set now
(77) ρj(t) := 2
jρ(2jt) .
With this we have
(78) HΓ(f)(x, y) :=
∑
j∈Z
∫
R
f(x− t, y + γ(x, t)) ρj(t) dt .
In a similar fashion, letting
(79) ρ
j
(t) := 2j ρ(2jt) := 2j |ρ(2jt)| ,
we deduce that
(80) MΓ(f)(x, y) := sup
j∈Z
∫
R
|f(x− t, y + γ(x, t))| ρ
j
(t) dt .
Now our Main Theorem, part (I), follows from the following
Theorem 15. With the above notations, for any 1 < p <∞, one has
(81) ‖HΓ(f)‖Lp(R2) .γ,p ‖f‖Lp(R2) ,
and
(82) ‖MΓ(f)‖Lp(R2) .γ,p ‖f‖Lp(R2) .
With this we appeal to Definition 11: from (59), we know that
1 =
A∑
α=0
χRα(x) ,
and thus
(83) ‖HΓ(f)‖
p
Lp(R2)
=
A∑
α=0
‖HΓ(f)‖
p
L
p
xL
p
y(Rα×R)
,
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and
(84) ‖MΓ(f)‖
p
Lp(R2)
≤
A∑
α=0
‖MΓ(f)‖
p
L
p
xL
p
y(Rα×R)
.
From the definition of R0, it is trivial to notice that
‖HΓ(f)‖
p
L
p
xL
p
y(R0×R)
=
∫
R0,+
∫
R
∣∣∣∣p.v.∫
R
f(x− t, y)
1
t
dt
∣∣∣∣p dy dx
≤ ‖H1f‖
p
p .p ‖f‖
p
p ,
as a consequence of the Lp−boundedness of the (one dimensional) Hilbert
transform. Similarly,
‖MΓ(f)‖
p
L
p
xL
p
y(R0×R)
=
∫
R0,+
∫
R
(
sup
j∈Z
∫
R
|f(x− t, y)| 2j ρ(2jt) dt
)p
dy dx
≤ ‖M1f‖
p
p .p ‖f‖
p
p ,
as a consequence of the Lp−boundedness of the (one dimensional) Hardy-
Littlewood maximal function.
Since A is a fixed natural number depending only on γ it is enough to
focus on proving Lp-bounds for χRα(x)HΓ(f)(x, y) and χRα(x)MΓ(f)(x, y)
for a fixed 1 ≤ α ≤ A. Thus from now on we can assume wlog that α = 1
and that Rα = R.
Define the following multipliers:
(85) mj(x, ξ, η) :=
∫
R
e−iξ2
−jt+iηγx(2−jt)ρ(t)dt ,
(86) mj(x, ξ, η) :=
∫
R
e−iξ2
−jt+iηγx(2−jt)ρ(t)dt ,
and
(87) m :=
∑
j∈Z
mj,
or equivalently
m(x, ξ, η) := p.v.
∫
R
e−iξt+iηγx(t)
1
t
dt.
Deduce thus, that if regarded from the Fourier side, our operators are
given by
HΓ =
∑
j∈Z
HΓ,j =
∫
R2
eiξx+iηy f̂(ξ, η)m(x, ξ, η)d(ξ, η) ,
with
(88) HΓ,jf(x, y) =
∫
R2
eiξx+iηy f̂(ξ, η)mj(x, ξ, η)d(ξ, η) ,
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and, assuming from now on wlog that f ≥ 0, that
(89)
MΓf(x, y) = sup
j∈Z
LΓ,jf(x, y) := sup
j∈Z
(∫
R2
eiξx+iηy f̂(ξ, η)mj(x, ξ, η)d(ξ, η)
)
.
Now, recalling (61), we have that
HΓf(x, y) =
B∑
β=0
HβΓf(x, y) ,
MΓf(x, y) ≤
B∑
β=0
MβΓf(x, y) ,
where
HβΓf(x, y) :=
∑
j∈Z
χZx
β
(j)HΓ,jf(x, y) ,
and
MβΓ f(x, y) := sup
j∈Z
LΓ,j(χZx
β
(j)f)(x, y) .
Let now j(·) be a real measurable function and set
(90) LΓ,j(x)f(x, y) :=
∫
R2
eiξx+iηy f̂(ξ, η)mj(x)(x, ξ, η)d(ξ, η) .
Proposition 16. With the above notations, for any 1 < p < ∞ and any
real measurable function j(·), one has
(91)
∥∥LΓ,j(x)f(x, y)∥∥Lp(R2) .p ‖f‖Lp(R2) .
Proof. Fix x ∈ R and 1 < p <∞. The key relation to prove is the following
inequality:
(92)
∥∥LΓ,j(x)f(x, ·)∥∥Lpy(R) ≤M1 (‖f(·, y)‖Lpy(R)) (x) .
Indeed, if we assume for the moment this, then raising (92) to the power
p, integrating the result in the x variable and using the standard Hardy-
Littlewood maximal theorem we conclude the veracity of (91).
Returning now to (92), by a simply application of Minkowski inequality
we get
∥∥LΓ,j(x)f(x, ·)∥∥Lpy(R) ≤
∫
R
(∫
R
|f(x− t, y − γ(x, t))|p dy
) 1
p
2j(x) ρ(2j(x) t) dt
≤ sup
j∈Z
∫
R
(∫
R
|f(x− t, y)|p dy
) 1
p
2j |ρ(2j t)| dt =M1
(
‖f(·, y)‖Lpy(R)
)
(x) .

Applying now Proposition 16 and appealing to (62), we immediately de-
duce that
A UNIFIED APPROACH TO THREE THEMES IN HARMONIC ANALYSIS (I & II) 35
Theorem 17. With the previous notations, we have that
(93) ‖H0Γf‖p, ‖M
0
Γf‖p .p N(γ) ‖f‖p .
We are thus left with controlling the Lp bounds of HβΓ and M
β
Γ for 1 ≤
β ≤ B. Since there are bounded many terms, we can assume wlog that
β = 1.
For notational simplicity we set
HΓ := H
β
Γ , MΓ := M
β
Γ and Z
x := Zxβ .
Thus, our Main Theorem follows now from
Theorem 18. For any 1 < p <∞, one has
(94) ‖HΓ(f)‖Lp(R2) , ‖MΓ(f)‖Lp(R2) .γ,p ‖f‖Lp(R2) .
Our entire work within the next four sections will focus on proving The-
orem 18.
5. Analysis of the multiplier
In this section our goal is to isolate the main component(s) of our multi-
plier(s) that will have as a consequence the reduction of our operators HΓ
and MΓ to their corresponding main terms.
Recalling now (86), we set
(95) mj(x, ξ, η) := χZx(j)mj(x, ξ, η) = χZx(j)
∫
R
e−iξ2
−jt+iηγx(2−j t)ρ(t)dt .
We start our journey with performing a detailed analysis of the multiplier.
We first notice that we are dealing with a highly oscillatory integrand,
and thus it is natural to expect an analysis of the phase appearing in (95)
according to the principle of stationary phase.
Denoting the phase function by
(96) ϕx,ξ,η,j(t) := −
ξ
2j
t+ η γx(
t
2j
) ,
and isolating its derivative
(97)
d
dt
ϕx,ξ,η,j(t) := −
ξ
2j
+ η 2−j γ′x(
t
2j
) ,
one observes, based on the properties obeyed by γ - in particular that of γ
being doubling, that (97) can be regarded at the heuristic level as
(98)
d
dt
ϕx,ξ,η,j(t) ≈ −
ξ
2j
+ η 2−j γ′x(2
−j) .
Thus, in the view of (98), it becomes natural to apply a further decom-
position relative to the size of the terms involved in the phase derivative.
Concretely, recalling that
φ is a positive Schwartz function supported in {14 ≤ |ξ| ≤ 4}(99)
with
∑
n∈Z φ(ξ/2
n) = 1 for all ξ 6= 0 .
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we use this partition of unity to write
(100) 1 =
∑
m,n,k∈Z
φ(
ξ
2m+j
)φ(
γ′x(2
−j)
2n+j−k
)φ(
η
2k
) ,
With these done, we notice that writing
(101) mj,m,n,k(x, ξ, η) := mj(x, ξ, η)φ(
ξ
2m+j
)φ(
γ′x(2
−j)
2n+j−k
)φ(
η
2k
) ,
we have the following equality (in the distributional sense)
(102) mj(x, ξ, η) :=
∑
m,n,k∈Z
mj,m,n,k(x, ξ, η) .
In some moments of our analysis it will be convenient to group the terms
involved in the summation over k; for such situations it is advantageous to
define
(103) mj,m,n(x, ξ, η) :=
∑
k∈Z
mj,m,n,k(x, ξ, η) .
We notice that mj,m,n(x, ξ, η) can be written as
(104) mj,m,n(x, ξ, η) = mj(x, ξ, η)φ
(
ξ
2m+j
)
̺
(
η,
γ′x(2
−j)
2n+j
)
,
where above we set
(105) ̺
(
η,
γ′x(2
−j)
2n+j
)
:=
∑
k∈Z
φ(
γ′x(2
−j)
2n+j−k
)φ(
η
2k
) ,
and further notice that ̺ ∈ C∞ with supp̺ ⊂ {(t, s) | 1100 < |t · s| < 100}.
Following the ideas in [64] and guided by the representation (104), we
split our multiplier’s analysis in three regions corresponding to the following
situations30:
• (I) the low frequency case - no oscillation present:
(106) mLj =
∑
(m,n)∈(Z−)2
mj,m,n ;
• (II) the high frequency far from diagonal case - no stationary points
present:
(107) mH 6∆j =
∑
(m,n)∈Z2\((Z−)2∪∆)
mj,m,n ,
• (III) the high frequency diagonal case - stationary points present:
(108) mH∆j =
∑
(m,n)∈∆
mj,m,n ,
30Throughout the paper Z− := Z \ N with N := {0, 1, 2 . . .}.
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where here ∆ = {(n,m) ∈ Z2 : n,m ≥ 0, |n−m| ≤ C(γ)} with C(γ) ≥ 1 a
large constant depending only on γ.
With these, from (102) - (108), we have that
(109) mj = m
L
j +m
H 6∆
j +m
H∆
j .
Setting m =
∑
j mj and appealing to the obvious correspondences, we
have
(110) m = mL +mH 6∆ +mH∆ ,
and
(111) mj = m
L
j +m
H 6∆
j +m
H∆
j ,
which ends our preliminary decomposition of the multiplier.
Observation 19. The only difference between (109) and (111) relies on the
mean zero condition, that is mj(x, 0, 0) = 0 derived from
∫
ρ = 0 as opposed
to mj(x, 0, 0) > 0. As we will soon see, this difference will be important only
at the level of the low-frequency term.
5.1. (I) The low-frequency case. In this section we will prove the fol-
lowing
Theorem 20. Set
(112) MLΓ(f)(x, y) := sup
j∈Z
∣∣∣∣∫
R2
eiξx+iηy f̂(ξ, η)mLj (x, ξ, η)d(ξ, η)
∣∣∣∣
and
(113) HLΓ(f)(x, y) :=
∫
R2
eiξx+iηy f̂(ξ, η)mL(x, ξ, η) d(ξ, η) .
Then, the following holds:
(114) |MLΓ(f)(x, y)| .γ M1M2f(x, y) ,
and
(115) |HLΓ(f)(x, y)| .γ
∑
j∈Z
k∈Z
|φ(
γ′x(2
−j)
2j−k−1
)M1(f ∗y φˇk)(x, y)|
2

1
2
.
This further implies that, for any 1 < p <∞, one has
(116) ‖MLΓ(f)‖p, ‖H
L
Γ(f)‖p .γ,p ‖f‖p .
The proof of the theorem above will be given in several steps below.
38 VICTOR LIE
5.1.1. Decomposing the low-frequency multiplier(s) into elementary build-
ing blocks. As mentioned in the multiplier itemization above, see (106), in
the low-frequency situation the phase has essentially no oscillation. Conse-
quently, the main role will be played by the properties of the t−integrant
in the absence of the complex exponential (phase) - this last step will be
rigorously justified via a Taylor series argument.
1. The multiplier mLj .
In this setting, recalling (85), (106) and (111), we notice that
(117)
∣∣∣∣ ξ2j
∣∣∣∣ , ∣∣∣∣γ′x(2−j) η2j
∣∣∣∣ . 1 .
Deduce that in this regime the equality below is well defined
(118) ∫
R
e−iξ2
−jt+iηγx(2−j t)ρ(t)dt
=
∑
p, ℓ∈N
ip+ℓ(−1)ℓ
p!ℓ!
(
ηγ′x(2
−j)
2j
)p(
ξ
2j
)ℓ ∫
R
(
γx(2
−jt)
2−jγ′x(2
−j)
)p
tℓρ(t)dt .
Denote with
(119) Cp,ℓ,j,x :=
∫
R
(
γx(2
−jt)
2−jγ′x(2
−j)
)p
tℓρ(t)dt ,
and notice that based on the hypothesis imposed on γ, we have that
(120) ‖Cp,ℓ,j,x‖L∞x (R) .p,ℓ,γ 1 ∀ p, ℓ ∈ N, j ∈ Z .
Setting φ˜p(ξ) := ξ
p φ(ξ) and the standard φ˜p,j(ξ) := φp(
ξ
2j
), one concludes
that
(121)
m
L
j (x, ξ, η) = χZx(j)
∑
m,n∈Z−
k∈Z
∑
p, ℓ∈N
2ml 2np
ip+ℓ(−1)ℓ
p!ℓ!
Cp,ℓ,j,x φ˜p(
γ′x(2
−j)
2n+j−k
) φ˜l,m+j(ξ) φ˜p,k(η).
2. The multiplier mLj .
In this setting, recalling Observation 19, we appeal to (86) and make
essential use - the only moment in the present paper - of the mean zero
condition ρˆ(0) = 0; consequently, in the same regime instituted by (117),
we have that as opposed to (121), the p = l = 0 term below is trivial:
(122) ∫
R
e−iξ2
−jt+iηγx(2−j t)ρ(t)dt
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=
∑
p+ℓ>0
p, ℓ∈N
ip+ℓ(−1)ℓ
p!ℓ!
(
ηγ′x(2
−j)
2j
)p(
ξ
2j
)ℓ ∫
R
(
γx(2
−jt)
2−jγ′x(2
−j)
)p
tℓρ(t)dt .
Using now the same notations as above with the obvious adaptation
(123) Cp,ℓ,j,x :=
∫
R
(
γx(2
−jt)
2−jγ′x(2
−j)
)p
tℓρ(t)dt ,
one has
(124)
m
L
j (x, ξ, η) = χZx(j)
∑
m,n∈Z−
k∈Z
∑
p+ℓ>0
p, ℓ∈N
2ml 2np
ip+ℓ(−1)ℓ
p!ℓ!
Cp,ℓ,j,x φ˜p(
γ′x(2
−j)
2n+j−k
) φ˜l,m+j(ξ) φ˜p,k(η).
5.1.2. The maximal operator MLΓ case. Based on (121) and making use of
(120), we deduce that
MLΓ(f)(x, y) .γ
sup
j∈Zx
 ∑
m,n∈Z−
k∈Z
∑
p, ℓ∈N
∣∣∣∣2ml 2npp!ℓ! Cp,ℓ,j,x φ˜p(γ′x(2−j)2n+j−k ) (|f | ∗x ˇ˜φl,m+j ∗y ˇ˜φp,k)(x, y)
∣∣∣∣

.
∑
m,n∈Z−
∑
p, ℓ∈N
2ml 2np
p!ℓ!
C lCp sup
j∈Z
(∑
k∈Z
φ˜p(
γ′x(2
−j)
2n+j−k
)
)
M1M2f(x, y)
.γ M1M2f(x, y) ,
where above C = C(γ) > 0 is some fixed positive constant depending only
on γ and for the last inequality we used property (64) of γ to deduce that
(125) sup
j∈Z
(∑
k∈Z
φ˜p(
γ′x(2
−j)
2n+j−k
)
)
.γ C
p .
This proves (114).
5.1.3. The Hilbert transform HLΓ case. From (124), we deduce that
(126)
m
L(x, ξ, η) =
∑
j∈Z
m
L
j (x, ξ, η) =
∑
p+ℓ>0
p, ℓ∈N
∑
j∈Z
χZx(j)
∑
(m,n)∈(Z−)2
∑
k∈Z
ip+ℓ(−1)ℓ
p!ℓ!
2ml 2n p Cp,ℓ,j,x φ˜l(
ξ
2m+j
) φ˜p(
γ′x(2
−j)
2n+j−k
) φ˜p(
η
2k
).
Now due to the very fast decay of the coefficients in the above expansion,
it becomes transparent that the main two terms to treat are those corre-
sponding to the cases:
Case 1 l = 0, p = 1, m ∈ Z− and n = −1
and
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Case 2 l = 1, p = 0, m = −1 and n ∈ Z−
Treatment of Case 1
Proposition 21. Set ψ(ξ) :=
∑
m∈Z−
φ( ξ2m ) and with the above notations,
define the multiplier
(127) mL,1(x, ξ, η) :=
∑
j∈Z
∑
k∈Z
χZx(j)C1,0,j,x ψ(
ξ
2j
) φ˜1(
γ′x(2
−j)
2j−k−1
) φ˜1(
η
2k
) .
Then, for any 1 < p <∞, the operator
(128) TmL,1f(x, y) :=
∫
R2
eiξx+iηy f̂(ξ, η)mL,1(x, ξ, η)d(ξ, η),
obeys the bound
(129) ‖TmL,1f‖p .γ,p ‖f‖p .
Proof. Let
(130) ΛmL,1(f, g) :=< TmL,1f, g > ,
where here f ∈ Lp and g ∈ Lp
′
with 1
p
+ 1
p′
= 1.
In light of the above, recalling our notation ψj(ξ) := ψ(
ξ
2j
) and φ˜1,k(η) :=
φ˜1(
η
2k
), we rewrite (130) (ignoring conjugation) as
(131)
ΛmL,1(f, g) =∑
j∈Z
k∈Z
∫
R2
χZx(j)C1,0,j,x φ˜1(
γ′x(2
−j)
2j−k−1
) (f ∗x ψˇj ∗y
ˇ˜φ1,k)(x, y) (g∗y
ˇ˜φ1,k)(x, y) dx dy.
Thus, applying (120), Cauchy-Schwarz and Ho¨lder in (131), we deduce
that
(132)
|ΛmL,1(f, g)| .γ∥∥∥∥∥∥∥∥
∑
j∈Z
k∈Z
|φ˜1(
γ′x(2
−j)
2j−k−1
)| |(f ∗x ψˇj ∗y
ˇ˜φ1,k)(x, y)|
2

1
2
∥∥∥∥∥∥∥∥
p
×
∥∥∥∥∥∥∥∥
∑
j∈Z
k∈Z
|φ˜1(
γ′x(2
−j)
2j−k−1
)| |(g ∗y
ˇ˜φ1,k)(x, y)|
2

1
2
∥∥∥∥∥∥∥∥
p′
.
Now Proposition 21 follows immediately from the two lemmas below. 
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Lemma 22. With the previous notations, for any 1 < p <∞, one has
(133)
∥∥∥∥∥∥∥∥
∑
j∈Z
k∈Z
|φ˜1(
γ′x(2
−j)
2j−k−1
)| |(g ∗y
ˇ˜
φ1,k)(x, y)|
2

1
2
∥∥∥∥∥∥∥∥
p
.p,γ ‖g‖p .
Proof. Recalling the definition/properties of γ and that φ˜1 is compactly
supported with φ˜1(0) = 0 we immediately deduce that
(134)
∑
j∈Z
|φ˜1(
γ′x(2
−j)
2j−k−1
)| .γ 1 .
Thus, the LHS of (133) is bounded from above by∥∥∥∥∥∥
(∑
k∈Z
|(g ∗y
ˇ˜
φ1,k)(x, y)|
2
) 1
2
∥∥∥∥∥∥
p
,
which in turn, by standard Littlewood-Paley theory is bounded by ‖g‖p
proving our lemma. 
Lemma 23. With the previous notations, for any 1 < p <∞, one has
(135)
∥∥∥∥∥∥∥∥
∑
j∈Z
k∈Z
|φ˜1(
γ′x(2
−j)
2j−k−1
)| |(f ∗x ψˇj ∗y
ˇ˜
φ1,k)(x, y)|
2

1
2
∥∥∥∥∥∥∥∥
p
.p,γ ‖f‖p .
Proof. The proof of this result is in the same spirit with the lemma above,
with one modification. Indeed, recalling the notations in Section 3, one has∥∥∥∥∥∥∥∥
∑
j∈Z
k∈Z
|φ˜1(
γ′x(2
−j)
2j−k−1
)| |(f ∗x ψˇj ∗y
ˇ˜
φ1,k)(x, y)|
2

1
2
∥∥∥∥∥∥∥∥
p
.
∥∥∥∥∥∥∥∥
∑
j∈Z
k∈Z
|φ˜1(
γ′x(2
−j)
2j−k−1
)| |M1(f ∗y
ˇ˜φ1,k)(x, y)|
2

1
2
∥∥∥∥∥∥∥∥
p
which, after applying (134), is further dominated from above by
.p,γ
∥∥∥∥∥∥
(∑
k∈Z
|M1(f ∗y
ˇ˜φ1,k)(x, y)|
2
) 1
2
∥∥∥∥∥∥
p
.p
∥∥∥∥∥∥
(∑
k∈Z
|(f ∗y
ˇ˜
φ1,k)(x, y)|
2
) 1
2
∥∥∥∥∥∥
p
. ‖f‖p ,
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where for the second to the last relation we used Fefferman-Stein’s inequality
([27]). 
Treatment of Case 2
Proposition 24. Define the multiplier
(136) mL,2(x, ξ, η) :=
∑
j∈Z
∑
k∈Z
χZx(j)C0,1,j,x φ˜1(
ξ
2j−1
)ψ(
γ′x(2
−j)
2j−k
)φ(
η
2k
) .
Then, for any 1 < p <∞, the operator
(137) TmL,2f(x, y) :=
∫
R2
eiξx+iηy f̂(ξ, η)mL,2(x, ξ, η)d(ξ, η),
obeys the bound
(138) ‖TmL,2f‖p .γ,p ‖f‖p .
Proof. As in the proof of Proposition 21, we start by dualizing the problem,
and write
(139) ΛmL,2(f, g) :=< TmL,2f, g > .
Further, we let ψγ,j,k(x) := C0,1,j,x ψ(
γ′x(2
−j)
2j−k
) = C ψ(γ
′
x(2
−j)
2j−k
).
Now, recalling Section 3, we express (139) as
(140)
ΛmL,2(f, g) =∑
k∈Z
∫
R2
∑
j∈Z
χZx(j)ψγ,j,k(x) (f ∗x
ˇ˜
φ1,j−1 ∗y φˇk)(x, y)
 (g ∗y φˇk)(x, y) dx dy .
Proceeding as in the proof of Proposition 21, we apply Cauchy-Schwarz
and Ho¨lder in (140), to deduce that
(141)
|ΛmL,2(f, g)| .γ
∥∥∥∥∥∥
(∑
k∈Z
|(g ∗y φˇk)(x, y)|
2
) 1
2
∥∥∥∥∥∥
p′
×
∥∥∥∥∥∥∥∥
∑
k∈Z
∣∣∣∣∣∣
∑
j∈Z
χZx(j)ψγ,j,k(x) (f ∗x
ˇ˜φ1,j−1 ∗y φˇk)(x, y)
∣∣∣∣∣∣
2
1
2
∥∥∥∥∥∥∥∥
p
.
Since we know that φ(0) = 0, from standard Littlewood-Paley theory we
deduce that ∥∥∥∥∥∥
(∑
k∈Z
|(g ∗y φˇk)(x, y)|
2
) 1
2
∥∥∥∥∥∥
p′
.p ‖g‖p′ .
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Our proposition follows now from Lemma 25 below. 
Lemma 25. With the previous notations, for any 1 < p <∞, one has31
(142)
∥∥∥∥∥∥∥∥
∑
k∈Z
∣∣∣∣∣∣
bx∑
j=ax
ψγ,j,k(x) (f ∗x
ˇ˜
φ1,j−1 ∗y φˇk)(x, y)
∣∣∣∣∣∣
2
1
2
∥∥∥∥∥∥∥∥
p
.p,γ ‖f‖p .
Proof. First we notice that by a standard density argument we may assume
wlog that both sums in j and k are finite. Thus, we will assume that k stays
within the set {−N, . . . ,N} for some N ∈ N and that ax, bx are bounded
measurable functions and prove that our estimates are independent of N ,
ax and bx.
Define now S(φ˜)j :=
∑j
l=−∞
ˇ˜
φ1,l−1. With this, applying Abel summation
for the inner sum in (142), one has
bx∑
j=ax
ψγ,j,k (f ∗x
ˇ˜φ1,j−1 ∗y φˇk) =
bx∑
j=ax
ψγ,j,k (f ∗x (S(φ˜)j − S(φ˜)j−1) ∗y φˇk)
= ψγ,bx,k (f ∗x S(φ˜)bx ∗y φˇk)− ψγ,ax,k (f ∗x S(φ˜)ax−1 ∗y φˇk)
+
bx−1∑
j=ax
(ψγ,j,k − ψγ,j+1,k) (f ∗x S(φ˜)j ∗y φˇk)
For N(x), M(x) positive integer measurable functions, define now
I(f) :=
∫
R2
(
N∑
k=−N
∣∣∣ψγ,N(x),k (f ∗x S(φ˜)M(x) ∗y φˇk)∣∣∣2
) p
2
dx dy ,
and
II(f) :=
∫
R2
 N∑
k=−N
∣∣∣∣∣∣
bx−1∑
j=ax
(ψγ,j,k − ψγ,j+1,k) (f ∗x S(φ˜)j ∗y φˇk)
∣∣∣∣∣∣
2
p
2
dx dy .
Notice now that (142) follows from
(143) I(f) + II(f) .γ,p ‖f‖
p
p .
The first term is easy to treat. Indeed, we first notice that
(144) ‖ψγ,N(x),k‖L∞x .γ 1 ,
and record the key condition φ(0) = 0. Thus, applying standard Littlewood-
Paley and Caldero´n-Zygmund theory (including a variant of Cotlar’s lemma
for CZ operators), we have
I(f) .γ
∫
R2
(
N∑
k=−N
∣∣∣(f ∗x S(φ˜)M(x) ∗y φˇk)∣∣∣2
)p
2
dx dy
31Recall that Zx = [ax, bx) with ax, bx ∈ Z measurable functions in the x parameter.
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.
∫
R2
∣∣∣f ∗x S(φ˜)M(x)∣∣∣p dx dy . ∫
R2
(∣∣∣M1(f ∗x S(φ˜)∞)∣∣∣p + |M1f |p) dx dy
.p ‖f‖
p
p .
Passing now to the second term, we have
II(f) .
∫
R2
 N∑
k=−N
∣∣∣∣∣∣
bx−1∑
j=ax
|ψγ,j,k − ψγ,j+1,k|M1(f ∗y φˇk)
∣∣∣∣∣∣
2
p
2
dx dy
Next, we claim that
(145)
∥∥∥∥∥∥supk
bx−1∑
j=ax
|ψγ,j,k − ψγ,j+1,k|
∥∥∥∥∥∥
L∞x
.γ 1 .
If we believe this for the moment, applying Fefferman-Stein and Littlewood-
Paley, we conclude
II(f) .γ
∫
R2
(
N∑
k=−N
∣∣M1(f ∗y φˇk)∣∣2
) p
2
dx dy
.
∫
R2
(
N∑
k=−N
∣∣f ∗y φˇk∣∣2
) p
2
dx dy .p ‖f‖
p
p .
We are left now with proving (145). As expected, this will be based on the
properties of γ, specifically (63) - (65). To see this, we use the fundamental
theorem of calculus, in order to notice that for j ∈ Zx one has
(146)
ψ(
γ′x(2
−j)
2j−k−1
)− ψ(
γ′x(2
−j−1)
2j−k
)
= (
γ′x(2
−j)
2j−k−1
−
γ′x(2
−j−1)
2j−k
)
∫ 1
0
ψ′
(
(1− t)
γ′x(2
−j−1)
2j−k
+ t
γ′x(2
−j)
2j−k−1
)
dt
=
γ′x(2
−j−1)
2j−k
(
2 γ′x(2
−j)
γ′x(2
−j−1)
− 1
)∫ 1
0
ψ′
(
γ′x(2
−j−1)
2j−k
(
1 + t(
2 γ′x(2
−j)
γ′x(2
−j−1)
− 1)
))
dt
=
γ′x(2
−j)
2j−k−1
(
1−
γ′x(2
−j−1)
2 γ′x(2
−j)
)∫ 1
0
ψ′
(
γ′x(2
−j)
2j−k−1
(
1 + (1− t)(
γ′x(2
−j−1)
2 γ′x(2
−j)
− 1)
))
dt.
Adding now the fact that |ψ′(t)| . 11+t2 , one concludes that
bx−1∑
j=ax
|ψγ,j,k −ψγ,j+1,k| .γ 1 +
∑
j∈Z
|γ
′
x(2
−j−1)
2j−k
|
1 + (γ
′
x(2
−j−1)
2j−k
)2
+
∑
j∈Z
|γ
′
x(2
−j )
2j−k−1
|
1 + (γ
′
x(2
−j)
2j−k−1
)2
.γ 1
where in the last line we used that
sup
l,k∈Z
#{j ∈ Z | |
γ′x(2
−j−1)
2j−k
| ∈ [2−l−1, 2−l]} .γ 1 .

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We end this section with a reference to Observation 19 that takes the
following form:
Observation 26. As mentioned, the mean zero condition of the function
ρ appearing in the definition of the multiplier mj is only used when dealing
with the low frequency component mLj . Once this term is treated, one can
completely dismiss this property. As a consequence, from now on, throughout
the remaining part of the paper, we will identify the components mH 6∆j ≡ m
H 6∆
j
and mH∆j ≡ m
H∆
j respectively. Alternatively, by decomposing ρ into the
positive and negative part, one can consider from now on that ρ ≥ 0.
5.2. The off-diagonal, non-stationary phase case: mH 6∆j . As in the
treatment of the Bilinear Hilbert transform along “non-flat” curves, [64],
the multiplier mH 6∆j corresponding to the off-diagonal term deals with the
situation when the phase of the t−integrant has no stationary points. As a
consequence, we expect to see decay in the m, n parameters.
Indeed, in our regime (m,n) ∈ Z2 \ ((Z−)
2 ∪ ∆), due to the lack of
stationary points, we will be able to use a careful integration by parts which
will have as a result the following evocative relation32
(147) mj,m,n =
1
2max{m,n}
m˜j,m,n ,
where here m˜j,m,n is a multiplier having the same nature as mj,m,n.
Based on this observation, we will prove the following
Theorem 27. Set
(148) MH 6∆Γ (f)(x, y) := sup
j∈Z
∣∣∣∣∫
R2
eiξx+iηy f̂(ξ, η)mH 6∆j (x, ξ, η)d(ξ, η)
∣∣∣∣
and
(149) HH 6∆Γ (f)(x, y) :=
∫
R2
eiξx+iηy f̂(ξ, η)mH 6∆(x, ξ, η) d(ξ, η) .
Also, let
(150) φγ,j,k,n(x) := φ(
γ′x(2
−j)
2n+j−k
)χZx(j) .
We then have
(151)
‖MH 6∆Γ (f)‖p, ‖H
H 6∆
Γ (f)‖p .γ,p
∑
(m,n)∈Z2\((Z−)2∪∆)
1
2max{m,n}
×
∥∥∥∥∥∥∥∥
∑
j∈Z
k∈Z
φγ,j,k,n(x)
∣∣∣∣(f ∗x φˇj+m ∗y φˇk)(x− t2j , y + γx( t2j )
)∣∣∣∣2

1
2
∥∥∥∥∥∥∥∥
L∞t L
p
x,y([
1
10
,10]×R2)
32This will be made precise during the proof of Theorem 27 below.
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.γ,p ‖f‖p .
We start by making precise relation (147).
As in [64], we define the differential operator
(152) L :=
−i
ϕ′x,ξ,η,j(t)
∂t =
−i
− ξ
2j
+ η
2j
γ′x(
t
2j
)
∂t ,
in order to exploit its key feature
(153) L(ei ϕx,ξ,η,j(t)) = ei ϕx,ξ,η,j(t) .
Defining the adjoint of L as
Lτ (ρ(t)) := ∂t
(
i
ϕ′x,ξ,η,j(t)
ρ(t)
)
,
we use integration by parts to deduce
(154)
∫
R
L(e
−i ξ
2j
t
e
i ηγx(
t
2j
)
) ρ(t) dt =
∫
R
e
−i ξ
2j
t
e
i ηγx(
t
2j
)
Lτ (ρ(t)) dt .
Define
(155)
Aj,m,n(x, ξ, η) :=(∫
R
e
−i ξ
2j
t
e
i ηγx(
t
2j
) i ρ
′(t)
− ξ
2j
+ η
2j
γ′x(
t
2j
)
dt
)
φ(
ξ
2m+j
)
∑
k∈Z
φ(
γ′x(2
−j)
2n+j−k
)φ(
η
2k
) ,
and respectively
(156)
Bj,m,n(x, ξ, η) :=(∫
R
e
−i ξ
2j
t
e
i ηγx(
t
2j
) −i
η
22j
γ′′x(
t
2j
)
(− ξ
2j
+ η
2j
γ′x(
t
2j
))2
ρ(t) dt
)
φ(
ξ
2m+j
)
∑
k∈Z
φ(
γ′x(2
−j)
2n+j−k
)φ(
η
2k
).
With this, we have
mj,m,n(x, ξ, η) = χZx(j)Aj,m,n(x, ξ, η) + χZx(j)Bj,m,n(x, ξ, η) .
Case 1. m > |n|+ C(γ).
Applying Taylor series, we have
(157)
1
− ξ
2j
+ η
2j
γ′x(
t
2j
)
= −
1
2m
1
ξ
2j+m
∞∑
l=0
1
2l(m−n)
(
η
2n+j
γ′x(
1
2j
)
ξ
2j+m
)l (
γ′x(
t
2j
)
γ′x(
1
2j
)
)l
,
and
(158)
A UNIFIED APPROACH TO THREE THEMES IN HARMONIC ANALYSIS (I & II) 47
η
22j
γ′′x(
t
2j
)
(− ξ
2j
+ η
2j
γ′x(
t
2j
))2
=
1
2m
1
ξ
2j+m
1
22j
γ′′x(
t
2j
)
1
2j
γ′x(
t
2j
)
∞∑
l=1
l
2l(m−n)
(
η
2n+j
γ′x(
1
2j
)
ξ
2j+m
)l (
γ′x(
t
2j
)
γ′x(
1
2j
)
)l
.
Deduce that
(159) Aj,m,n =
∑
l∈N
Aj,m,n,l and Bj,m,n =
∑
l∈N∗
Bj,m,n,l ,
with
(160)
Aj,m,n,l(x, ξ, η), Bj,m,n,l(x, ξ, η) ≈
1
2m
1
2l(m−n)
(∫
R
e−i
ξ
2j
t ei ηγx(
t
2j
) ρj,l(x, t) dt
)
×
φ˜−(l+1)
(
ξ
2m+j
) ∑
k∈Z
φl(
γ′x(2
−j)
2n+j−k
)φl(
η
2k
)
where, recalling (65) and assuming χZx(j) 6= 0, we have
• ρj,l(x, t) :=
{
−i ρ′(t) (qj(x, t))
l for Aj,m,n,l ,
−i ρ(t) q′j(x, t) (qj(x, t))
l for Bj,m,n,l .
• from the first item and the properties of γ, we deduce that ρj,l(x, ·)
is smooth and compactly supported in t in the same region as the
original function ρ(·), and is an L∞-function in x with
‖ρj,l(x, t)‖L∞x C1t . (Cγ)
l ,
for some suitable Cγ > 0 depending only on γ.
• φl, φ˜l smooth, compactly supported away from the origin and ‖φl‖Cα ,
‖φ˜l‖Cα . α! |l|
α |C|l for some absolute constant C ∈ R.
Inspecting (159) and (160) it is clear that in order to prove (151) for HH 6∆Γ
it is enough to show the Lp-boundedness of the operator whose multiplier
is of the form
∑
j∈ZAj,m,n,0 for fixed m,n with m > |n| + C(γ) with the
formula for Aj,m,n,0 as described by (160).
In light of the above discussion, fixing l ∈ N and dropping for notational
simplicity the sub-index l (since we anyhow get a fast decay in the parameter
l), we can assume wlog that the multiplier
mm,n(x, ξ, η) =
∑
j∈Zx
mj,m,n(x, ξ, η) ,
is given by the expression
(161)
mm,n(x, ξ, η) =
1
2m
∑
j∈Z
k∈Z
χZx(j)
(∫
R
e
−i ξ
2j
t
e
i ηγx(
t
2j
)
ρj(x, t) dt
)
φ
(
ξ
2m+j
)
φ(
γ′x(2
−j)
2n+j−k
)φ(
η
2k
) .
Notice that mH 6∆(x, ξ, η) =
∑
(m,n)∈Z2\((Z−)2∪∆)
mm,n(x, ξ, η).
With these, we have the following
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Proposition 28. With the previous notations and conventions, let
(162) Tmm,nf(x, y) = Tm,nf(x, y) :=
∫
R2
eiξx+iηy f̂(ξ, η)mm,n(x, ξ, η)d(ξ, η),
where here mm,n is given by (161).
Recalling (150), we have that for any 1 < p <∞ the following holds:
(163)
‖Tm,nf‖p .γ,p
1
2max{m,n}
∥∥∥∥∥∥∥∥
∑
j∈Z
k∈Z
φγ,j,k,n(x)
∣∣∣∣(f ∗x φˇj+m ∗y φˇk)(x− t2j , y + γx( t2j )
)∣∣∣∣2

1
2
∥∥∥∥∥∥∥∥
L∞t L
p
x,y([
1
10
,10]×R2)
.γ,p mn+ 2
−max{m,n} ‖f‖p ,
where here we set n+ = max{n, 1}.
Observation 29. Notice that relation (163) immediately implies our The-
orem 27. The proof of (163) will be performed in two stages: the first
inequality is detailed immediately below while the second one becomes the
content of Lemma 30 afterwards.
Proof. As before, we prefer to dualize our expression and thus define
Λm,n(f, g) :=
∫
R2
Tm,nf(x, y) g(x, y) dx dy
=
1
2m
∑
j∈Z
k∈Z
∫
R
∫
R2
φγ,j,k,n(x)
(
f ∗x φˇj+m ∗y φˇk
)
(x−
t
2j
, y + γx(
t
2j
))
×(g ∗y φˇk)(x, y) ρj(x, t) dx dy dt ,
where above we used the previous notations and conventions (see Section
3).
Using again Cauchy-Schwarz and Ho¨lder we have
(164)
|Λm,n(f, g)| ≤
1
2m

∫
R2
∑
j∈Z
k∈Z
φγ,j,k,n(x) |(g ∗y φˇk)(x, y)|
2

p′
2
dx dy

1
p′
×
∫
R
∫
R2
∑
j∈Z
k∈Z
φγ,j,k,n(x) |
(
f ∗x φˇj+m ∗y φˇk
)(
x−
t
2j
, y + γx(
t
2j
)
)
|2|ρj(x, t)|
2

p
2
dx dy

1
p
dt.
A UNIFIED APPROACH TO THREE THEMES IN HARMONIC ANALYSIS (I & II) 49
Now the first expression is easy to treat. Indeed, we only need to notice that
‖ supk∈Z
∑
j∈Z φγ,j,k,n(x)‖L∞x (R) .γ 1 and hence, using standard Littlewood-
Paley, to conclude
∫
R2
∑
j∈Z
k∈Z
φγ,j,k,n(x) |(g ∗y φˇk)(x, y)|
2

p′
2
dx dy

1
p′
.γ
∫
R2
(∑
k∈Z
|(g ∗y φˇk)(x, y)|
2
) p′
2
dx dy

1
p′
. ‖g‖p
′
p′ .
For the second term we first notice that ‖ supj χZx(j) |ρj(x, t)|‖L∞x L1t .γ 1.
Once at this point, our proof follows by appealing to the lemma below. 
Lemma 30. Let m, n ∈ N and 1 < p < ∞. Then, for any 110 ≤ |t| ≤ 10,
one has that the following inequality holds uniformly in t:
(165)∥∥∥∥∥∥∥∥
∑
j∈Z
k∈Z
φγ,j,k,n(x)
∣∣∣∣(f ∗x φˇj+m ∗y φˇk) (x− t2j , y + γx( t2j ))
∣∣∣∣2

1
2
∥∥∥∥∥∥∥∥
p
.p,γ mn+ ‖f‖p.
Proof. In what follows we will make use in an essential way of the result
below appearing previously in various, slightly different forms in the math
literature. The proof of the precise form displayed below, can be found in
[66] - see Lemma 3 therein:
Lemma 31. ([66]) Let l ∈ Z. We define the l−shifted square function by
(166) Slh(x) =
∑
j∈Z
∣∣∣∣(h ∗ φˇj)(x− l2j )
∣∣∣∣2

1
2
,
where here h is a one-variable function and the meaning of φj is the same
as before.
Then one has
(167) ‖Slh‖p .p log(|l|+ 1) ‖h‖p .
In light of the above quoted result, we can now provide a heuristic for our
claim (165). Indeed one should think that∥∥∥∥∥∥∥∥
∑
j∈Z
k∈Z
φγ,j,k,n(x)
∣∣∣∣(f ∗x φˇj+m ∗y φˇk)(x− t2j , y + γx( t2j )
)∣∣∣∣2

1
2
∥∥∥∥∥∥∥∥
p
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≈
∥∥∥∥∥∥∥∥
∑
j∈Z
k∈Z
|
(
f ∗x φˇj+m ∗y φˇk
)
(x−
2m
2j+m
, y +
2n
2k
)|2

1
2
∥∥∥∥∥∥∥∥
p
which, if we believe a vector valued inequality variant of (167), is further
bounded from above by
n+
∥∥∥∥∥∥∥
∑
j∈Z
|
(
f ∗x φˇj+m
)
(x−
2m
2j+m
, y)|2
 12
∥∥∥∥∥∥∥
p
.p n+m ‖f‖p .
Now, in order to rigorously complete our proof, we must show that the
following holds:
Claim. Let 1 < p < ∞ and {hj}j∈Z ⊂ L
p(R). Then, with the above
notations, one has uniformly for 110 ≤ |t| ≤ 10 and x ∈ R that
(168)∥∥∥∥∥∥∥∥
∑
j∈Z
k∈Z
φγ,j,k,n(x)
∣∣∣∣(hj ∗y φˇk)(y + γx( t2j )
)∣∣∣∣2

1
2
∥∥∥∥∥∥∥∥
L
p
y
.p,γ n+
∥∥∥∥∥∥∥
∑
j∈Z
|hj(y)|
2
 12
∥∥∥∥∥∥∥
L
p
y
.
In order to prove our claim we appeal to a standard vector valued re-
sult that appears in several forms in the math literature - and whose most
convenient form for us is given by Theorem 1.1. in [34]. Embracing for
simplicity the notations from [34], we will now verify the hypothesis in the
corresponding theorem.
Firstly, in our setting, the space of homogenous type (H, d, µ) stands for
R with the standard induced metric and Lebesgue measure. The Banach
spaces B1, B2 correspond in our situation to the (isomorphic) Hilbert spaces
l2(Z) and l2(Z2) respectively. Next, we consider a vector valued kernel ~K
defined on R × R and such that ~K(y, s) is an element of L(l2(Z), l2(Z2)) -
the space of all bounded linear operators from l2(Z) to l2(Z2) - and given in
our context by
(169) ~K(y, s)({aj}j∈Z) :=
{
aj φγ,j,k,n(x) φˇk(y − s+ γx(
t
2j
))
}
j∈Z
k∈Z
,
where here x, t are fixed real parameters with 110 ≤ |t| ≤ 10.
Given y ∈ R, we set now
(170) ~T (F )(y) :=
∫
R
~K(y, s)(F (s)) ds
and notice that this is a well defined element of l2(Z2) for any F ∈ L∞(R, l2(Z)).
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We state now the desired vector-valued result that we want to appeal to:
Theorem ([34]). Assume that the operator ~T defined in (169), (170) is
a bounded linear operator from Lr(R, l2(Z)) to Lr(R, l2(Z2)) for some r ∈
(1,∞) with norm Ar > 0. Assume that ~K satisfies Ho¨rmander’s condition
(171)
∫
|y−s|>2|z−s|
‖ ~K(y, s)− ~K(y, z)‖l2(Z)→l2(Z2) dy ≤ C ~K ,
for some constant C ~K > 0.
Then, for any 1 < p < ∞, ~T can be extended to an Lp-bounded operator,
that is
(172) ‖~T (F )‖Lp(R,l2(Z2)) ≤ Cp(C ~K +Ar) ‖F‖Lp(R,l2(Z)) ,
where here Cp is a positive constant depending only on p.
Deduce now that (168) follows from the above theorem once we prove
uniformly in x, t that
• ~T is an L2-bounded operator (thus r = 2) with Ar ≈ 1, that is
(173) ‖~T (F )‖L2(R,l2(Z2)) . ‖F‖L2(R,l2(Z)) .
• in (171) one has
(174) C ~K .γ n+ .
Now the first item is straightforward from Parseval since
‖~T (F )‖2L2(R,l2(Z2)) =
∫
R
∑
j∈Z
k∈Z
φγ,j,k,n(x)
∣∣∣∣(hj ∗y φˇk)(y + γx( t2j )
)∣∣∣∣2 dy
.
∑
j∈Z
∫
R
∑
k∈Z
|
(
hj ∗y φˇk
)
(y)|2 dy .
∑
j∈Z
∫
R
|hj(y)|
2 dy = ‖F‖2L2(R,l2(Z)) .
We pass now to the proof of (174). In what follows we only discuss the case
n ∈ N since if n ∈ Z− the reasonings below become much easier.
Based on the translation invariant property of our kernel ~K, we have that
the estimate of the LHS of (171) follows from
(175) ∫
|y|>2|z|
‖ ~K(y, 0)− ~K(y, z)‖l2(Z)→l2(Z2) dy
=
∫
|y|>2|z|
 sup
‖{aj}‖l2(Z)≤1
∑
j∈Z
k∈Z
|aj |
2 |φγ,j,k,n(x)|
2 |φˇk(y + γx(
t
2j
))− φˇk(y − z + γx(
t
2j
))|2

1
2
dy
≤
∫
|y|>2|z|
(
sup
j∈Z
∑
k∈Z
|φγ,j,k,n(x)| |φˇk(y + γx(
t
2j
))− φˇk(y − z + γx(
t
2j
))|
)
dy
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=
∫
|y|>2|z|
(
sup
j∈Z
∑
k∈Z
|φ(
2k γ′x(2
−j)
2n+j
)|χZx(j)×(
2k |φˇ(2k y +
2k γ′x(2
−j)
2j
Qj(x, t))− φˇ(2
k (y − z) +
2k γ′x(2
−j)
2j
Qj(x, t))|
))
dy ,
Next, based on property (65) of γ, we record that33
(176) |Qj(x, t)| ≤ C1(γ) ,
for some C1(γ) > 0.
The last integral term can be further decomposed in
=
∫
|y|>2|z|
sup
j∈Z
∑
k>k0
(. . .)
 + ∫
|y|>2|z|
sup
j∈Z
∑
k1≤k≤k0
(. . .)

+
∫
|y|>2|z|
sup
j∈Z
∑
k<k1
(. . .)
 =: S0 + S1 + S2 ,
where k1 ≤ k0 ∈ Z depend solely on z, n and γ, and are given by
(177) 2n+10 C1(γ) < 2
k0 |z| ≤ 2n+11 C1(γ) and k1 = k0 − n .
For the first term we use the decay of φˇ to deduce
S0 .
∫
|y|>2|z|
∑
k>k0
2k
(2k (|y| − |z|) − C1(γ) 2n+5)4
 dy
.
∑
k>k0
∫
|y|>2|z|
2kdy
|2ky|4
.
∑
k>k0
1
(2k|z|)3
.
1
(2k0 |z|)3
.γ
1
23n
.
For the last term we apply the mean value theorem
S2 ≤
∫
|y|>2|z|
sup
j∈Z
∑
k≤k1
|φ(
2k γ′x(2
−j)
2n+j
)|χZx(j)×
(
2k 2k |z|
∫ 1
0
|φˇ′(2k y − s2kz +
2k γ′x(2
−j)
2j
Qj(x, t))| ds
))
dy
≤
∑
k≤k1
∑
j∈Z
(
|φ(
2k γ′x(2
−j)
2n+j
)|χZx(j)×
(
2k 2k |z|
∫ 1
0
∫
R
|φˇ′(2k y − s2kz +
2k γ′x(2
−j)
2j
Qj(x, t))| dy ds
))
.γ
∑
k≤k1
2k |z| ≤ 2k1 |z| .(177) 1 .
33Recall that x, t are fixed real parameters with |t| ≈ 1.
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Finally, for the middle term, we have
S1 .
∫
R
sup
j∈Z
k0∑
k=k1
|φ(
2k γ′x(2
−j)
2n+j
)|χZx(j)×
(
2k |φˇ(2k y +
2k γ′x(2
−j)
2j
Qj(x, t))| + |φˇ(2
k (y − z) +
2k γ′x(2
−j)
2j
Qj(x, t))|
))
dy
.
k0∑
k=k1
∫
R
∑
j∈Z
|φ(
2k γ′x(2
−j)
2n+j
)|χZx(j)
(
2k |φˇ(2k y +
2k γ′x(2
−j)
2j
Qj(x, t))|
) dy
.γ n .
With these our claim (168) is verified. This ends the proof of Lemma 30. 
Case 2. n > |m|+ C(γ)
In this situation our estimates for the terms defines in (155) and (156) change
in the obvous fashion. Indeed, applying Taylor series (again only for large
values of |j|), one has
(178)
1
− ξ
2j
+ η
2j
γ′x(
t
2j
)
=
1
2n
1
η
2n+j
γ′x(
1
2j
)
∞∑
l=0
1
2l(n−m)
(
ξ
2j+m
η
2n+j
γ′x(
1
2j
)
)l (
γ′x(
1
2j
)
γ′x(
t
2j
)
)l+1
,
and
(179)
η
22j
γ′′x(
t
2j
)
(− ξ
2j
+ η
2j
γ′x(
t
2j
))2
=
1
2n
1
ξ
2j+m
1
22j
γ′′x(
t
2j
)
1
2j
γ′x(
1
2j
)
∞∑
l=1
l
2(l−1)(n−m)
(
ξ
2j+m
η
2n+j
γ′x(
1
2j
)
)l (
γ′x(
1
2j
)
γ′x(
t
2j
)
)l
.
From here on, one can apply similar methods with the one described at
Case 1. We leave further details to the interested reader.
5.3. The diagonal, stationary phase case: mH∆j - main term. This
is the central case of our Main Theorem, part (I), due to the presence of
the stationary points within the phase appearing in the definition of our
multiplier mH∆j .
We will split our section in two subsections:
• the first one addresses the statements of the theorems treating our
main terms. Proving these theorems will be our focus for the next
four sections.
• the second one describes the analysis/properties of our main multi-
plier mH∆j .
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5.3.1. Stating the key results for the main terms. Based on Theorems 17, 20
and 27, we see that our Main Theorem, part (I), is a direct consequence of
the following
Theorem 32. Let
(180) MH∆Γ (f)(x, y) := sup
j∈Z
∣∣∣∣∫
R2
eiξx+iηy f̂(ξ, η)mH∆j (x, ξ, η)d(ξ, η)
∣∣∣∣
and
(181) HH∆Γ (f)(x, y) :=
∫
R2
eiξx+iηy f̂(ξ, η)mH∆(x, ξ, η) d(ξ, η) .
Then, for any 1 < p <∞, we have that
(182) ‖MH∆Γ (f)‖p, ‖H
H∆
Γ (f)‖p .γ,p ‖f‖p .
Further on, our Theorem 32 will be a direct consequence of Theorems 33
and 34 below. Now, in order to be able to state these last results, we will
need to introduce several notations.
We start by recalling the definition of mH∆j in (108). Since ∆ = {(n,m) ∈
Z2 : n,m ≥ 0, |n −m| ≤ C(γ)}, for notational simplicity, we will assume
from now on wlog that
(183) mH∆j =
∑
m∈N
mj,m ,
where here, recalling (103), we set for notational simplicity
(184) mj,m := mj,m,m .
Let now
(185) LΓ,j,k,mf(x, y) :=
∫
R2
eiξx+iηyf̂(ξ, η)mj,m,m,k(x, ξ, η)d(ξ, η) ,
and
(186) LΓ,j,mf(x, y) :=
∑
k∈Z
LΓ,j,k,mf(x, y) .
Theorem 33. [The L2-case] Set
(187) MΓ,m(f)(x, y) := sup
j∈Z
∣∣∣∣∫
R2
eiξx+iηy f̂(ξ, η)mj,m(x, ξ, η)d(ξ, η)
∣∣∣∣
and
(188) HΓ,m(f)(x, y) :=
∫
R2
eiξx+iηy f̂(ξ, η)
∑
j∈Z
mj,m(x, ξ, η)
 d(ξ, η) .
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We then have that there exists34 ǫ = ǫ(ǫ¯) > 0 such that
(189)
‖MΓ,m(f)‖2, ‖HΓ,m(f)‖2 .γ
∥∥∥∥∥∥∥∥
∑
j∈Z
k∈Z
|LΓ,j,k,mf |
2

1
2
∥∥∥∥∥∥∥∥
2
.γ 2
−ǫm ‖f‖2 .
Theorem 34. [The Lp-case] With the previous notations, we have
(190)
‖MΓ,m(f)‖p, ‖HΓ,m(f)‖p .γ,p
∥∥∥∥∥∥∥∥
∑
j∈Z
k∈Z
|LΓ,j,k,mf |
2

1
2
∥∥∥∥∥∥∥∥
p
.γ,p m
2 ‖f‖p .
5.3.2. Analysis of mj,m; key properties. Our approach will be based on a
delicate analysis of our multiplier. The first part of our analysis goes in
parallel with the corresponding analysis made in [64]. For this reason we
will only outline our approach and invite the interested reader to consult for
more details the corresponding steps from [64].
Assume throughout the section that
(191) mj,m(x, ξ, η) 6= 0 .
After a careful analysis of the multiplier’s phase
(192) ϕx,ξ,η,j(t) := −
ξ
2j
t+ η γx(
t
2j
) ,
based on the properties of γ and following similar reasonings with the ones
in [64], we claim that the following hold:
• for x, ξ, η, j ∈ Zx fixed, there exists exactly one critical point
(193) tc,x = tc(x, ξ , η, j) ∈ J := [2
−k(γ), 2k(γ)]
with k(γ) ∈ N depending only on γ such that
(194) ϕ′x,ξ,η,j(tc,x) = −
ξ
2j
+
η
2j
γ′x(
tc,x
2j
) = 0 .
Also,
(195) tc,x = 2
j (γ′x)
−1
(
ξ
η
)
with |γ′x(2
−j)| ≈γ
∣∣∣∣ ξη
∣∣∣∣ ;
Moreover, one can uniquely extend the functions qj(x, ·) and rj(x, ·)
on the interval [2−k(γ), 2k(γ)]. Then, one can rewrite (195) as
(196) qj(x, tc,x) =
ξ
γ′x(2
−j) η
⇔ rj(x,
ξ
γ′x(2
−j) η
) = tc,x .
34Recall our hypothesis (68).
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• based on (65), we have that
ϕ′′x,ξ,η,j(t) =
η γ′x(2
−j)
2j
× q′j(x, t) ,
and hence, using (67), we further deduce that
(197) |ϕ′′x,ξ,η,j(t)| &γ 2
m ∀ (x, ξ, η) ∈ suppmj,m .
• consider wlog t > 0; also we let ϑ, ϑ˜ ∈ C∞0 (R) such that suppϑ ⊆
[−10, 10], supp ϑ˜ ⊆ {t | 1100 < |t| < 100} and
1 = ϑ(t) +
∑
κ∈N
ϑ˜(2−κ t) ∀ t ∈ R .
Recalling (105), we write now
(198) mj,m(x, ξ, η) = χZx(j)Aj,m(x, ξ, η) +
∞∑
κ=0
χZx(j)B
κ
j,m(x, ξ, η) ,
where
(199)
Aj,m(x, ξ, η) :=
(∫
R
ϑ
(
2
m
2 (s−
ξ
γ′x(2
−j) η
)
)
ei ϕx,ξ,η,j(rj(x, s)) ρ(rj(x, s)) r
′
j(x, s) ds
)
×φ
(
ξ
2m+j
)
̺
(
η,
γ′x(2
−j)
2m+j
)
,
and
(200)
Bκj,m(x, ξ, η) :=
(∫
R
ϑ˜
(
2
m
2
−κ(s −
ξ
γ′x(2
−j) η
)
)
ei ϕx,ξ,η,j(rj(x, s)) ρ(rj(x, s)) r
′
j(x, s) ds
)
×φ
(
ξ
2m+j
)
̺
(
η,
γ′x(2
−j)
2m+j
)
.
• there exist the functions {ζκ}κ≥0 with the properties
(201) ζκ : [
1
10
, 10]× [
1
10
, 10] → R with ‖ζκ(·, ·)‖C1+ .γ 2
−κ
such that
(202)
mj,m,m(x, ξ, η) = χZx(j)×∑
κ≥0
2−
m
2 ei ϕx,ξ,η,j(tc,x) ζκ
(
ξ
2m+j
,
η γ′x(2
−j)
2m+j
)
φ
(
ξ
2m+j
)
̺
(
η,
γ′x(2
−j)
2m+j
)
,
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Observation 35. 1) Strictly speaking, each of the above functions ζκ is in
fact depending on j,m. However we have chosen not to write this explicit
dependence, since the norm ‖ζκ‖C1+ is independent of the parameters j and
m.
2) Based on (184), (201) and (202), we can assume wlog that
(203)
mj,m(x, ξ, η) = χZx(j)×
2−
m
2 ei ϕx,ξ,η,j(tc,x) ζ
(
ξ
2m+j
,
η γ′x(2
−j)
2m+j
)
φ
(
ξ
2m+j
)
̺
(
η,
γ′x(2
−j)
2m+j
)
,
where here we set ζ := ζ0.
6. Main Term for (I) - The L2-decay bound
The core of this section will be to show that that there exists ǫ > 0
depending on ǫ¯ as displayed in (68), such that
(204) ‖LΓ,j,m(f)‖L2(R2) .γ 2
−ǫm ‖f‖L2(R2) .
Observation 36. Recall (65), (193) and Observation 12; setting
(205) Rj(x, s) := s rj(x, s)−Qj(x, rj(x, s)) ∀ s ∈ J ,
then for any ξ, η ∈ I with ξ
γ′x(2
−j) η
∈ J we have
(206) ϕx,ξ,η,j(tc,x) = −
γ′x(2
−j)
2j
η Rj(x,
ξ
γ′x(2
−j) η
) .
Now, from (203) and the above observation, we need to estimate the L2
bound of
(207)
LΓ,j,m(f)(x, y) = 2
−m
2 χZx(j)
∫
R2
fˆ(ξ, η) e
−i
γ′x(2
−j )
2j
η Rj(x,
ξ
γ′x(2
−j ) η
)
ei x ξ ei y η ζ
(
ξ
2m+j
,
η γ′x(2
−j)
2m+j
)
φ
(
ξ
2m+j
)
̺
(
η,
γ′x(2
−j)
2m+j
)
dξ dη
Recall now (105) and the properties of the function φ, in particular that
suppφ ⊂ {14 < |x| < 4}; we decompose
35
(208) φ(
γ′x(2
−j)
2m+j−k
) =
2m+1∑
p1=2m
φ(
γ′x(2
−j)
2j−k
− p1) .
Write now
γ′x(2
−j)
2j
η Rj(x,
ξ
γ′x(2
−j) η
) =
γ′x(2
−j)
2j−k
η
2k
Rj
(
x,
ξ
2m+j
γ′x(2
−j)
2m+j−k
η
2k
)
,
35For notational simplicity we will use the same function φ on both sides of equality
(208).
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and define
Ψ
x, ξ
2m+j
, η
2k
(s) := −s
η
2k
Rj
(
x,
ξ
2m+j
η
2k
·
2m
s
)
.
Assuming that γ
′
x(2
−j )
2j−k
− p1,
ξ
2m+j
, η
2k
∈ suppφ and noticing that
Ψ
x, ξ
2m+j
, η
2k
(
γ′x(2
−j)
2j−k
)−Ψ
x, ξ
2m+j
, η
2k
(p1) =∫ 1
0
(
γ′x(2
−j)
2j−k
− p1)Ψ
′
x, ξ
2m+j
, η
2k
(
γ′x(2
−j)
2j−k
t + (1− t) p1) dt ,
with ∣∣∣∣Ψ′x, ξ
2m+j
, η
2k
(s)
∣∣∣∣ = ∣∣∣∣ ddsΨx, ξ2m+j , η2k (s)
∣∣∣∣ .γ 1 ,
we deduce that one can decompose our exponential phase into an absolutely
convergent (Taylor) series
(209)
e
i
(
Ψ
x,
ξ
2m+j
,
η
2k
(
γ′x(2
−j )
2j−k
)−Ψ
x,
ξ
2m+j
,
η
2k
(p1)
)
=
∞∑
l=0
il
l!
Ψl
(
x,
γ′x(2
−j)
2j−k
− p1,
ξ
2m+j
,
η
2k
)
,
with each Ψl(x, ·, ·, ·) being a smooth function (relative to the last three
variables) with ‖Ψl(x,
γ′x(2
−j)
2j−k
− p1, ·, ·)‖C1+(( 1
10
,10)2) .γ l
1+ uniformly in the
x-parameter.
As a consequence, based on (105) and (209), we deduce that
(210)
LΓ,j,m(f)(x, y) = 2
−m
2 χZx(j)
∑
l≥0
il
l!
∑
k∈Z
2m+1∑
p1=2m
φ(
γ′x(2
−j)
2j−k
− p1)
×
∫
R2
fˆ(ξ, η) e
−i p1
η
2k
Rj
(
x,
ξ
2m+j
p1
2m
η
2k
)
ei x ξ ei y η φ
(
ξ
2m+j
)
φ
( η
2k
)
×ζ
(
ξ
2m+j
,
η γ′x(2
−j)
2m+j
)
Ψl
(
x,
γ′x(2
−j)
2j−k
− p1,
ξ
2m+j
,
η
2k
)
dξ dη
Now due to absolute summability in the l−parameter, it is enough to treat
only one term given say by the value l = 1 (or l = 0) and hence, by abusing
the notation (for simplicity) we will refer to LΓ,j,m(f)(x, y) as given by the
expression
LΓ,j,m(f)(x, y) =
∑
k∈Z
LΓ,j,k,m(f)(x, y) ,
where
(211)
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LΓ,j,k,m(f)(x, y) := 2
−m
2 χZx(j)
2m+1∑
p1=2m
∫
R2
fˆ(ξ, η)
× e
−i p1
η
2k
Rj
(
x,
ξ
2m+j
p1
2m
η
2k
)
ei x ξ ei y η Φ
(
x,
γ′x(2
−j)
2j−k
− p1,
ξ
2m+j
,
η
2k
)
dξ dη ,
with Φ(x, ·, ·, ·) being a smooth compactly supported function, with suppΦ(x, ·, ·, ·) ⊂
{ 110 < |x| < 10}
3 and
‖Φ(x,
γ′x(2
−j)
2j−k
− p1, ·, ·)‖C2(( 1
10
,10)2) .γ 1 ,
all uniformly in the x-parameter.36
Applying the Fourier transform in the y−variable we deduce:
(212)
LˆΓ,j,k,m(f)(x, η) := 2
−m
2 χZx(j)×
2m+1∑
p1=2m
∫
R
fˆ(ξ, η) e
−i p1
η
2k
Rj
(
x,
ξ
2m+j
p1
2m
η
2k
)
ei x ξ Φ
(
x,
γ′x(2
−j)
2j−k
− p1,
ξ
2m+j
,
η
2k
)
dξ .
It becomes now transparent from Parseval that providing L2 → L2
bounds for the initial operator LΓ,j,mf(x, y) is in fact equivalent with pro-
viding L2 → L2 bounds for the operator LˆΓ,j,k,mf(x, η).
With all these being said, we will prove the following
Theorem 37. With the previous notations, there exists ǫ = ǫ(ǫ¯) > 0 such
that the following holds:
(213) ‖LˆΓ,j,k,m‖L2(R2) .γ 2
−ǫm ‖f‖L2(R2) .
Proof. Our proof is based on three key steps:
• firstly, an adequate discretization in the ξ and η variables whose main
purpose is to localize the multiplier’s phase oscillation and allow a
further decomposition into linearized wave-packets;
• a Gabor frame decomposition in both ξ and η of the function fˆ
adapted to the previous discretization;
• a TT ∗ argument whose efficiency in applying non/stationary phase
methods depends in a crucial fashion on the first two items above.
With these, we now initiate the algorithm described above:
Step 1 The ξ and η discretization.
36It is precisely this point that footnote 23 is addressing it by making the choice of
δ = 2; this is a harmless assumption as condition (58) would transfer in our case into
‖Φ(x,
γ′x(2
−j )
2j−k
− p1, ·, ·)‖C1+(( 1
10
,10)2) .γ 1 , which is in fact all that we need for the proper
summability of the bounds in (226).
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Recalling the properties of the function φ, we decompose37
(214) φ(
ξ
2m+j
) =
2
m
2 +1∑
w=2
m
2
φ(
ξ
2j+
m
2
− w) ,
and
(215) φ(
η
2k
) =
2
m
2 +1∑
v=2
m
2
φ(
η
2k−
m
2
− v) .
Based on (208), (214) and (215), we have that
(216)
LˆΓ,j,k,m(f)(x, η) = 2
−m
2 χZx(j)
2m+1∑
p1=2m
2
m
2 +1∑
v,w=2
m
2
φ(
η
2k−
m
2
− v)
×
∫
R
fˆ(ξ, η) e
−i p1
η
2k
Rj
(
x,
ξ
2m+j
p1
2m
η
2k
)
ei x ξ Φ
(
x,
γ′x(2
−j)
2j−k
− p1,
ξ
2m+j
,
η
2k
)
φ(
ξ
2j+
m
2
−w) dξ .
Step 2 The adapted Gabor frame decomposition.
We first introduce the Gabor frame given by
(217)
{φw,vl,s (ξ, η)} l,s∈Z
w,v∈{2
m
2 ...2
m
2 +1}
:={
1
2
j
2
+m
4
φ
(
ξ
2j+
m
2
− w
)
e
i l ξ
2
j+m2 ×
1
2
k
2
−m
4
φ
(
η
2k−
m
2
− v
)
e
i s η
2
k−m2
}
l,s∈Z
w,v∈{2
m
2 ...2
m
2 +1}
.
We now decompose the function fˆ(ξ, η) relative to the above Gabor system,
i.e.
(218) fˆ(ξ, η) ∼
∑
l,s∈Z
w,v∈{2
m
2 ...2
m
2 +1}
< fˆ, φw,vl,s > φ
w,v
l,s (ξ, η) ,
and set
(219)
µw,v(x, p1, ξ, η) := Φ
(
x,
γ′x(2
−j)
2j−k
− p1,
ξ
2
m
2
,
η
2
m
2
)
φ (ξ − w) φ (η − v) ,
(220) µ˜w,vl,s (x, p1, ξ, η) :=
1
2
j+k
2
e
i l ξ
2
j+m2 e
i s η
2
k−m2 µw,v(x, p1,
ξ
2j+
m
2
,
η
2k−
m
2
) .
37For simplicity we maintain the same notation/function φ on both sides of the equal-
ities below.
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With these we rewrite (216) as
(221)
LˆΓ,j,k,m(f)(x, η) = 2
−m
2 χZx(j)
2m+1∑
p1=2m
∑
l,s∈Z
w,v∈{2
m
2 ...2
m
2 +1}
< fˆ, φw,vl,s >
×
∫
R
e
−i p1
η
2k
Rj(x,
ξ
2j
p1
η
2k
)
ei x ξ µ˜w,vl,s (x, p1, ξ, η) dξ
 .
Step 3 The TT ∗ argument.
(222)
‖LˆΓ,j,k,m(f)‖
2
L2(R2) ≈ 2
−m
2m+1∑
p1=2m
∑
l,s∈Z
w,v∈{2
m
2 ...2
m
2 +1}
∑
l1,s1∈Z
w1∈{2
m
2 ...2
m
2 +1}∫
R
< fˆ, φw,vl,s > < fˆ, φ
w1,v
l1,s1
> Kl1,s1,w1l,s,w (j, p1, v, x) dx ,
where in the last expression
(223)
Kl1,s1,w1l,s,w (j, p1, v, x) := χZx(j)
∫
R
∫
R
µ˜w,vl,s (x, p1, ξ, η) e
−i p1
η
2k
Rj(x,
ξ
2j
p1
η
2k
)
ei x ξ dξ

×
∫
R
µ˜w1,vl1,s1(x, p1, ξ1, η) e
−i p1
η
2k
Rj(x,
ξ1
2j
p1
η
2k
)
ei x ξ1 dξ1
 d η .
We rewrite (223) in the explicit form
(224)
Kl1,s1,w1l,s,w (j, p1, v, x) = χZx(j)×
1
2j+k
∫
R3
e
−i p1
η
2k
Rj(x,
ξ
2j
p1
η
2k
)
e
i p1
η
2k
Rj(x,
ξ1
2j
p1
η
2k
)
ei x ξ e−i x ξ1 e
i l ξ
2
j+m2 e
−i l1
ξ1
2
j+m2 ×
e
i s η
2
k−m2 e
−i s1
η
2
k−m2 µw,v(x, p1,
ξ
2j+
m
2
,
η
2k−
m
2
)µw1,v(x, p1,
ξ1
2j+
m
2
,
η
2k−
m
2
) dξ1 d ξ dη.
At this point, applying the change of variable ξ → 2j+
m
2 ξ, ξ1 → 2
j+m
2 ξ1
and η → 2k−
m
2 η, we notice that
(225)
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Kl1,s1,w1l,s,w (j, p1, v, x) =
χZx(j)× 2
j+m
2
∫
R3
e
−i
p1
2
m
2
η Rj(x,
ξ
p1
2m
η
)
e
i
p1
2
m
2
η Rj(x,
ξ1
p1
2m
η
)
ei 2
j+m2 x ξ ×
e−i 2
j+m2 x ξ1 ei l ξ e−i l1 ξ1 ei s η e−i s1 η µw,v(x, p1, ξ, η)µw1,v(x, p1, ξ1, η) dξ1 d ξ dη.
Our goal will be to prove the following
Lemma 38. With the previous notations, we have
(226)
|Kl1,s1,w1l,s,w (j, p1, v, x)| .γ 2
j+m
2 χZx(j)φ(
γ′x(2
−j)
2j−k
− p1)×
1
(l + 2j+
m
2 x − 2
m
2 rj(x,
w
p1
2m
v
))2 + 1
1
(l1 + 2
j+m
2 x − 2
m
2 rj(x,
w1
p1
2m
v
))2 + 1
×
1
(s− s1 + 2
m
2 Qj(x, rj(x,
w
p1
2m
v
))− 2
m
2 Qj(x, rj(x,
w1
p1
2m
v
)))2 + 1
.
Assuming for the moment that Lemma 38 holds, we proceed with proving
Theorem 37.
Based on (65) - (69) and the Mean Value Theorem, we deduce that
(227)
2m+1∑
p1=2m
|Kl1,s1,w1l,s,w (j, p1, v, x)| .γ 2
j+m
2 χZx(j)φ(
γ′x(2
−j)
2j−k+m
)×
1
(l + 2j+
m
2 x − 2
m
2 rj(x,
w
γ′x(2
−j )
2j−k+m
v
))2 + 1
1
(l1 + 2
j+m
2 x − 2
m
2 rj(x,
w1
γ′x(2
−j )
2j−k+m
v
))2 + 1
×
1
(s− s1 + 2
m
2 Qj(x, rj(x,
w
γ′x(2
−j )
2j−k+m
v
))− 2
m
2 Qj(x, rj(x,
w1
γ′x(2
−j )
2j−k+m
v
)))2 + 1
.
With v fixed, for notational convenience we set:
- av,w(x) :=
1
γ′x(2
−j )
2j−k+m
w
v
;
- Qj,m(x,w,w1) := 2
m
2 Qj(x, rj(x,
w
γ′x(2
−j )
2j−k+m
v
))− 2
m
2 Qj(x, rj(x,
w1
γ′x(2
−j )
2j−k+m
v
)).
With these notations, (227) becomes
(228)
2m+1∑
p1=2m
|Kl1,s1,w1l,s,w (j, p1, v, x)| .γ 2
j+m
2 χZx(j)φ(
γ′x(2
−j)
2j−k+m
)×
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1(
⌊l + 2j+
m
2 x − 2
m
2 rj(x, av,w(x))⌋
)2 1(
⌊l1 + 2
j+m
2 x − 2
m
2 rj(x, av,w1(x))⌋
)2
×
1
(⌊s− s1 +Qj,m(x,w,w1)⌋)
2 .
Putting now together (222) and (228) we deduce that
(229)
‖LˆΓ,j,k,m(f)‖
2
L2(R2) .γ 2
−m
∑
v∈{2
m
2 ...2
m
2 +1}
∑
l, l1∈Z
w,w1≈2
m
2∫
R
2j+
m
2 χZx(j)φ(
γ′x(2
−j)
2j−k+m
)(
⌊l + 2j+
m
2 x − 2
m
2 rj(x, av,w(x))⌋
)2 1(
⌊l1 + 2
j+m
2 x − 2
m
2 rj(x, av,w1(x))⌋
)2
×
 ∑
s,s1∈Z
| < fˆ, φw,vl,s > | | < fˆ, φ
w1,v
l1,s1
> |
(⌊s− s1 +Qj,m,v(x,w,w1)⌋)
2
 dx

Using Cauchy-Schwarz, we further have
(230) ∑
s,s1∈Z
| < fˆ, φw,vl,s > | | < fˆ, φ
w1,v
l1,s1
> |
(⌊s− s1 +Qj,m,v(x,w,w1)⌋)
2
≤ (
∑
s∈Z
| < fˆ, φw,vl,s > |
2)
1
2
 ∑
s,s1∈Z
| < fˆ, φw1,vl1,s1 > |
2
(⌊s− s1 +Qj,m,v(x,w,w1)⌋)
2
 12
. cw,vl c
w1,v
l1
,
where here we set
(231) cw,vl = c
w,v
l (f) := (
∑
s∈Z
| < fˆ, φw,vl,s > |
2)
1
2 .
and notice that for c = {cw,vl } one has
(232) ‖c‖22 =
∑
l∈Z
∑
v,w≈2
m
2
|cw,vl |
2 . ‖f‖22 .
With these, defining
(233)
N vγ,α,β(a(·), c, j,m) := 12m
∫
Rα
2j+
m
2 χZx
β
(j)φ(
γ′x(2
−j)
2j−k+m
)
 ∑
l∈Z
w≈2
m
2
|cw,vl |(
⌊l + 2j+
m
2 x − 2
m
2 rj(x, av,w(x))⌋
)2

2
dx

1
2
.
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we notice from (229) - (233) that we just proved the following38
(234) ‖LˆΓ,j,k,m(f)‖
2
L2(R2) ≤
∑
v≈2
m
2
N vγ,1,1(a(·), c, j,m)
2 .
Deduce now that in order to prove (213), based on (232) and (234), it
remains to show the following
Lemma 39. There exists ǫ = ǫ(ǫ¯) > 0 such that for any m ∈ N, j ∈ Z,
1 ≤ α ≤ A and 1 ≤ β ≤ B one has that
(235) N vγ,α,β(a(·), c, j,m) .γ 2
−ǫm
∑
l∈Z
∑
w≈2
m
2
|cw,vl |
2
 12 .
Proof. In what follows, without loss of generality we fix as before α = 1,
and β = 1.
Since for x ∈ R1 the image of |rj(x, ·)| is always within [C1,γ , C2,γ ] with
C2,γ ≥ C1,γ > 0 two absolute constants depending only on γ it is enough
to prove our estimate (235) for the integral expression in (233) restricted
on compact intervals, i.e. x ∈ [(k − 12 ) 2
−j , (k + 12 ) 2
−j ] with k ∈ Z, since
one would get almost orthogonality among blocks of coefficients of the form
{cw,vl }{l∈{(−k− 1
2
+C1,γ ) 2
m
2 , (−k+ 1
2
+C2,γ ) 2
m
2 }}
.
These being said, choosing k = 0, letting Zx1 = Z
x and assuming wlog
that R1 ≡ R, we remain to study the term
(236)
1
2m
∫ 2−j−1
−2−j−1
2j+
m
2 χZx(j)φ(
γ′x(2
−j)
2j−k+m
)
 ∑
l,w≈2
m
2
|cw,vl |(
⌊2
m
2 (l 2−
m
2 + 2j x − rj(x, av,w(x))⌋
)2

2
dx.
After some elementary reasonings, taking in account (236), and setting n =
j − k +m, one reduces (235) to proving that one has uniformly in n and j
(237)
1
2m
∫ 2−j−1
−2−j−1
2j+
m
2 χZx(j)φ(
γ′x(2
−j)
2n
)
 ∑
l,w≈2
m
2
|cw,vl |(
⌊2
m
2 ( v
2
m
2
γ′x(2
−j )
2n qj(x, l 2
−m
2 + 2j x) − w
2
m
2
)⌋
)2

2
dx
. 2−2ǫm
∑
l,w≈2
m
2
|cw,vl |
2 .
Making now the change of variable 2j x → x and letting Rm be a
2−
m
2 −refinement of the interval [12 , 2] and c = {c
w
l }l,w we remark that (237)
follows from the uniform estimate
38Recall that throughout this section we considered α = 1 and β = 1 and that in this
setting we often drop the α, β−dependence.
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(238) Λ(m, q˜, c) . 2−2ǫm
∑
l,w∈Rm
|cwl |
2 ,
where here we set
(239) Λ(m, q˜, c) := 2−
m
2
∫ 1
2
− 1
2
 ∑
l,w∈Rm
|cwl |(
⌊2
m
2 (q˜(x, l + x) − w)⌋
)2

2
dx ,
and
q˜(x, t) :=
v
2
m
2
χ
Z2
−j x(j) φ˜(
γ′2−j x(2
−j)
2n
)
γ′2−j x(2
−j)
2n
qj(2
−j x, t) ,
with φ˜ a smooth compactly supported function that is identically 1 on the
support of φ and 0 outside twice the support of φ.
Notice now that
• for each fixed x ∈ [−12 ,
1
2 ] and l ∈ Rm on has that
(240)
∑
w∈Rm
1(
⌊2
m
2 (q˜(x, l + x)− w)⌋
)2 . 1 ;
• for each fixed x ∈ [−12 ,
1
2 ] and w ∈ Rm one has that
(241)
∑
l∈Rm
1(
⌊2
m
2 (q˜(x, l + x)− w)⌋
)2 . 1 ;
• deduce from the above that
(242)
∑
(l,w)∈R2m
∫ 1
2
− 1
2
2−
m
2(
⌊2
m
2 (q˜(x, l + x)− w)⌋
)2 dx . 1 .
Take now ǫ = ǫ¯10 a small parameter. We introduce the following:
• for (l, w) ∈ R2m we define
(243) Aq˜,ǫ(l, w) := {x ∈ [−
1
2
,
1
2
] | |q˜(x, l + x)− w| ≤ 2−(
1
2
−2ǫ)m} ;
• we further define the set of light pairs as
(244) Lq˜,ǫ := {(l, w) ∈ R
2
m | |Aq˜,ǫ(l, w)| ≤ 2
−2ǫm} ;
• now, the set of heavy pairs are simply given by
(245) Hq˜,ǫ := R
2
m \ Lq˜,ǫ .
The key fundamental fact here is that the non-degeneracy condition (68)
is essentially equivalent with the requirement that we only have few heavy
pairs. Indeed, in order to make this claim precise we first notice that via
standard Riemann summation/integral considerations relation (68) is equiv-
alent with
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(246) 2−
m
2
∑
l∈Rm
sup
w∈Rm
∫ 12
− 1
2
1(
⌊2
m
2 (q˜(x, l + x)− w)⌋
)2 dx
 .γ 2−2 ǫ¯ m .
Set now
(247) H2q˜(l) := {w | (l, w) ∈ Hq˜,ǫ} ,
and notice that for every l ∈ Rm one has
(248) #H2q˜(l) . 2
4ǫm .
As a consequence, from (246), we have
(249)
2−
m
2
∑
(l,w)∈Hq˜,ǫ
∫ 12
− 1
2
1(
⌊2
m
2 (q˜(x, l + x)− w)⌋
)2 dx
 .γ 2−2 ǫ¯ m 24 ǫm ,
from which we deduce
(250) #Hq˜,ǫ . 2
( 1
2
−2 ǫ¯+8ǫ)m ≤ 2(1−ǫ¯)
m
2 .
We are now ready to prove the veridicity of (238). We start by decomposing
(251) Λ(m, q˜, c) . ΛL(m, q˜, c) + ΛH(m, q˜, c) ,
where
• the light component
(252) ΛL(m, q˜, c) =: 2
−m
2
∫ 1
2
− 1
2
∑
(l,w)∈Lq˜,ǫ
∑
(l1,w1)∈Lq˜,ǫ
(. . .) dx ;
• the heavy component
(253) ΛH(m, q˜, c) := 2
−m
2
∫ 1
2
− 1
2
∑
(l,w)∈Hq˜,ǫ
∑
(l1,w1)∈R2m
(. . .) dx
Step 3.1. Treating the light component.
By a first application of Cauchy-Schwarz, we have
ΛL(m, q˜, c) .∑
(l,w)∈Lq˜,ǫ
(l1,w1)∈Lq˜,ǫ
|cl,w|
2
2m
∫ 1
2
− 1
2
2
m
2 dx(
⌊2
m
2 (q˜(x, l + x)− w)⌋
)2 (
⌊2
m
2 (q˜(x, l1 + x)− w1)⌋
)2
:=
∑
(l,w)∈Lq˜,ǫ
(l1,w1)∈Lq˜,ǫ
|cl,w|
2
2m
∫
Aq˜,ǫ(l,w)
(. . .) dx+
∑
(l,w)∈Lq˜,ǫ
(l1,w1)∈Lq˜,ǫ
|cl,w|
2
2m
∫
[− 1
2
, 1
2
]\Aq˜,ǫ(l,w)
(. . .) dx
=: ΛIL(m, q˜, c) + Λ
II
L (m, q˜, c) .
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Applying now (242) and (244), we have
ΛIL(m, q˜, c) ≤
∑
(l,w)∈Lq˜,ǫ
|cl,w|
2
2m
∫
Aq˜,ǫ(l,w)
∑
(l1,w1)∈Lq˜,ǫ
2
m
2 dx(
⌊2
m
2 (q˜(x, l1 + x)− w1)⌋
)2
.d
∑
(l,w)∈Lq˜,ǫ
|cl,w|
2 |Aq˜,ǫ(l, w)| ≤ 2
−2ǫm ‖c‖2l2(R2m) .
For the second term we apply (242) to conclude
ΛIIL (m, q˜, c) .∑
(l,w)∈Lq˜,ǫ
(l1,w1)∈R
2
m
|cl,w|
2
2m
∫
−[ 1
2
, 1
2
]\Aq˜,ǫ(l,w)
2
m
2
24ǫm
(
⌊2
m
2 (q˜(x, l1 + x)− w1)⌋
)2 dx
. 2−4ǫm ‖c‖2l2(R2m) .
Step 3.2. Treating the heavy component.
For this term we apply (242) and (250) to deduce
ΛH(m, q˜, c) . (
∑
(l,w)∈Hq˜,ǫ
|cl,w|) (
∑
(l1,w1)∈R2m
|cl1,w1 |
2)
1
2
1
2m
∫ 1
2
− 1
2
2
m
2
 ∑
(l1,w1)∈R2m
1(
⌊2
m
2 (q˜(x, l1 + x)− w1)⌋
)2

1
2
dx
. (#Hq˜,ǫ)
1
2 2−
m
4 ‖c‖2l2(R2m) ≤ 2
−(ǫ¯−4ǫ)m ‖c‖2l2(R2m) .
Recalling now that ǫ = ǫ¯10 we conclude that (238) holds. 
Thus, in order to finish the proof of our theorem, it remains to show
Lemma 38.
We recall below (225):
(254)
Kl1,s1,w1l,s,w (j, p1, v, x) =
χZx(j)× 2
j+m
2
∫
R3
e
−i
p1
2
m
2
η Rj(x,
ξ
p1
2m
η
)
e
i
p1
2
m
2
η Rj(x,
ξ1
p1
2m
η
)
ei 2
j+m2 x ξ ×
e−i 2
j+m2 x ξ1 ei l ξ e−i l1 ξ1 ei s η e−i s1 η µw,v(x, p1, ξ, η)µw1,v(x, p1, ξ1, η) dξ1 d ξ dη.
We first isolate the integrand in the ξ variable (of course, due to the
symmetry, all the reasonings below will apply unchanged to the integrand
in the ξ1 variable). Thus, we set
(255) Iη :=
(∫
R
e
−i
p1
2
m
2
η Rj(x,
ξ
p1
2m
η
)
ei 2
j+m2 x ξ ei l ξ µw,v(x, p1, ξ, η) d ξ
)
.
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Let the phase in (255) be defined as
(256) ωη(ξ) := −
p1
2
m
2
η Rj(x,
ξ
p1
2m η
) + 2j+
m
2 x ξ + l ξ .
The phase derivative is now given by
(257)
d
dξ
ωη(ξ) := −2
m
2 rj(x,
ξ
p1
2m η
) + 2j+
m
2 x + l .
We choose now ν0, ν1 a smooth partition of unity on the real line such that
• ν0 + ν1 = 1;
• ν0, ν1 ∈ C
∞(R) with ν0, ν1 ≥ 0;
• supp ν0 ⊂ {|s| < C(γ)} and supp ν1 ⊂ R \ {|s| <
C(γ)
2 }.
Notice that for an appropriate choice of C(γ) > 0 above we have that
(258)
ν1(l+2
j+m
2 x −2
m
2 rj(x,
w
p1
2m v
)) > 0 ⇒
∣∣∣∣ ddξ ωη(ξ)
∣∣∣∣φ(ξ−w)φ(η−v) > C(γ)10 .
We have now two cases to discuss:
Case 1. ν0(l + 2
j+m
2 x − 2
m
2 rj(x,
w
p1
2m
v
)) > 0.
In this situation we might have stationary points of the phase ωη(ξ) inside
the set {(ξ, η) |φ(ξ−w)φ(η−v) > 0}. As a consequence, we will not perform
any operation on Iη but use instead the smallness of the support of the
underlying measure.
Case 2. ν0(l + 2
j+m
2 x − 2
m
2 rj(x,
w
p1
2m
v
)) = 0.
In this situation, based on (258), we are “far” from the set of stationary
points and hence it is advantageous to apply integration by parts. Thus
(259)
Iη =
∫
R
1
i ω′η(ξ)
d
dξ
(
ei ωη(ξ)
)
µw,v(x, p1, ξ, η) d ξ
=
∫
R
ei ωη(ξ)
(
d
dξ
(−
1
i ω′η(ξ)
·)
)
µw,v(x, p1, ξ, η) d ξ
=
∫
R
ei ωη(ξ)
σw,v(x, p1, ξ, η)
(ω′η(ξ))
2
d ξ ,
where here σw,v(x, p1, ξ, ·) ∈ C
2([2
m
2
−1, 2
m
2
+1]2) with
(260)
• suppσw,v(x, p1, ·, ·) ⊆ suppφ(· − w)× suppφ(· − v).
• ‖∂βη σw,v(x, p1, ξ, ·)‖L∞
ξ,η
.γ 1 for any β ≤ 2.
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Now on the support of σw,v we write
(261)
1
(ω′η(ξ))
2
=
1
(ω′v(w))
2
(
1−
ω′v(w)−ω
′
η(ξ)
ω′v(w)
)2
=
1
(ω′v(w))
2
∑
k≥1
k
(
ω′v(w) − ω
′
η(ξ)
ω′v(w)
)k−1
,
where here
∣∣∣ω′v(w)−ω′η(ξ)ω′v(w) ∣∣∣ ≤ 1100 if C(γ) is chosen large enough.
Based on (259) - (261) we can safely rewrite the expression in (260) as
(262) Iη =
1
(ω′v(w))
2
∫
R
ei ωη(ξ) σw,v0 (x, p1, ξ, η) d ξ ,
where here σw,v0 is a function with the same properties as σ
w,v - see (260).
In conclusion, for both Cases 1 and 2 one has that
(263) Iη =
1
1 + (ω′v(w))
2
∫
R
ei ωη(ξ) σw,v0 (x, p1, ξ, η) d ξ ,
with σw,v0 obeying (260).
Proceeding in the same way, one has that
(264)
I1η :=
∫
R
e
i
p1
2
m
2
η Rj(x,
ξ1
p1
2m
η
)
e−i 2
j+m2 x ξ1 e−i l1 ξ1 µw1,v(x, p1, ξ1, η) d ξ1
=
1
1 + (ω1v
′(w1))2
∫
R
ei ω
1
η(ξ1) σw1,v1 (x, p1, ξ1, η) d ξ1 ,
where here
(265) ω1η(ξ1) :=
p1
2
m
2
η Rj(x,
ξ1
p1
2m η
)− 2j+
m
2 x ξ1 − l1 ξ1 ,
and σw1,v1 obeying the same properties as σ
w,v
0 .
Inserting now (263) and (264) in (254) we deduce that
(266)
|Kl1,s1,w1l,s,w (j, p1, v, x)| . 2
j+m
2 χZx(j)
1
1 + (ω′v(w))
2
1
1 + (ω1v
′(w1))2
×∫
R2
∣∣∣∣∫
R
ei ωη(ξ) ei ω
1
η(ξ1) ei s η e−i s1 η σw,v0 (x, p1, ξ, η)σ
w1 ,v
1 (x, p1, ξ1, η) d η
∣∣∣∣ dξ1 d ξ.
Set now
|I(ξ, ξ1)| :=
∣∣∣∣∫
R
ei ωη(ξ) ei ω
1
η(ξ1) ei s η e−i s1 η σw,v0 (x, p1, ξ, η)σ
w1,v
1 (x, p1, ξ1, η) d η
∣∣∣∣ ,
and notice that I(ξ, ξ1) can be written as
I(ξ, ξ1) =
∫
R
ei ωξ,ξ1 (η) σ˜w,w1,v(x, p1, ξ, ξ1, η) d η ,
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where
(267) ωξ,ξ1(η) := −
p1
2
m
2
η Rj(x,
ξ
p1
2m η
) +
p1
2
m
2
η Rj(x,
ξ1
p1
2m η
) + s η − s1 η ,
and σ˜w,w1,v(x, p1, ξ, ξ1, η) := σ
w,v
0 (x, p1, ξ, η)σ
w1,v
1 (x, p1, ξ1, η).
Based on (205), it remains now to notice that
(268)
d
dη
ωξ,ξ1(η) =
p1
2
m
2
(
Qj(x, rj(x,
ξ
p1
2m η
))−Qj(x, rj(x,
ξ1
p1
2m η
))
)
+ s − s1 .
Repeating now the case discussion from above - that is splitting the domain
of integration into two regions close and far from the stationary points - and
then, in the latter situation, integrating by parts the resulting components
at most twice and using the properties of γ and σ˜ we deduce that
(269) |I(ξ, ξ1)| .γ
1
1 + (ω′w,w1(v))
2
φ(ξ − w)φ(ξ1 − w1)φ(
γ′x(2
−j)
2j−k
− p1) .
Putting now together (266) and (269), we deduce that (226) holds, thus
ending the proof of our Theorem 37. 
Proof of Theorem 33
Relying on (213), we have that
(270) ‖LΓ,j,k,mf‖L2(R2) .γ 2
−ǫm ‖f ∗x φˇm+j ∗y φˇk‖L2(R2) .
Thus, appealing now to duality (as we did several times by now), we deduce
that39
‖MΓ,m(f)‖
2
2, ‖HΓ,m(f)‖
2
2 .γ
∥∥∥∥∥∥∥∥
∑
j∈Z
k∈Z
|LΓ,j,k,mf |
2

1
2
∥∥∥∥∥∥∥∥
2
2
.γ 2
−2 ǫm
∑
j∈Z
k∈Z
‖f ∗x φˇm+j ∗y φˇk‖
2
L2(R2) .γ 2
−2 ǫm ‖f‖22 ,
where in the last line we used the standard Littlewood-Paley theory.
7. The Lp bound
Our goal in this section is to provide the proof of Theorem 32.
As discussed in Section 5.3, the desired Lp-bound control in Theorem 32
follows trivially by interpolating our L2−case proved in Theorem 33 with
39For more details on this, one can read the reasonings presented at Stage 1 inside the
proof of Theorem 34 below, reasonings that are very similar in nature.
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the result stated in Theorem 34. Thus, all that remains is to prove Theorem
34, that is, to show that
(271)
‖MΓ,m(f)‖p, ‖HΓ,m(f)‖p .γ,p
∥∥∥∥∥∥∥∥
∑
j∈Z
k∈Z
|LΓ,j,k,mf |
2

1
2
∥∥∥∥∥∥∥∥
p
.γ,p m
2 ‖f‖p .
Observation 40. [Fourier L2−methods versus spatial Lp-methods] In any of
the themes discussed in the present paper, there is an important, philosoph-
ical distinction between the L2-approach and the corresponding Lp, p 6= 2,
one, based on the scale-type decay that one needs to extract from the non-
zero curvature hypothesis. Indeed, on the one hand, the L2 bound requires a
decay in terms of the height of the phase of the multiplier and thus this type
of information can only be obtained by appealing to Fourier transform with
the aim of exploiting the cancellation captured within the multiplier. Thus,
in this situation, one needs to rely on Parseval, frequency discretization of
the kernel/operator and ultimately TT ∗−method. In contrast with this, the
Lp−bound, p 6= 2, does not require a scale-type decay but only a moderate
growth in the corresponding parameter as witnessed by (271). This latter
bound is much better adapted to spatial methods in which the discretization
of our operator moves its weight from the oscillation of the multiplier’s phase
to the location of the input function.
Thus, there should come as no surprise that in our Lp-approach(es), p 6=
2, one starts by performing backwards the frequency decomposition in order
to reach to the original spatial localization of the operator.
Proof of Theorem 34.
We split our proof in two components corresponding to the two inequali-
ties in (190). Thus:
Stage 1. The following holds:
(272) ‖MΓ,m(f)‖p, ‖HΓ,m(f)‖p .γ,p
∥∥∥∥∥∥∥∥
∑
j∈Z
k∈Z
|LΓ,j,k,mf |
2

1
2
∥∥∥∥∥∥∥∥
p
.
We notice that (272) is trivially true forMΓ,m since we have the straight-
forward pointwise estimate
(273) MΓ,m(f)(x, y) .
∑
j∈Z
|LΓ,j,mf(x, y)|
2
 12 ,
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while for each (x, y) ∈ R2 and j, m fixed at most 10 terms from {φ( γ
′
x(2
−j )
2m+j−k
)}k∈Z
are non-zero and thus one further has
(274) |LΓ,j,mf(x, y)| .
(∑
k∈Z
|LΓ,j,k,mf(x, y)|
2
) 1
2
.
Thus, the entire focus falls onto proving this estimate for HΓ,m. For this,
given m ∈ N and f ∈ Lp(R2), g ∈ Lp
′
(R2) with 1 < p <∞ and 1p +
1
p′ = 1,
we define
(275) Λm(f, g) :=
∫
R2
HΓ,m(f)(x, y) g(x, y) dx dy .
Recall now, that with the previous notations, we can visualize the follow-
ing decomposition
(276) HΓ,m(f)(x, y) =
∑
j∈Z
∑
k∈Z
LΓ,j,k,m(f)(x, y) ,
where, recalling (212), one has
(277) LΓ,j,k,m(f)(x, y) =
2m+1∑
p1=2m
Lp1Γ,j,k,m(f)(x, y) ,
with
(278)
Lp1Γ,j,k,m(f)(x, y) := 2
−m
2 χZx(j)
∫
R2
fˆ(ξ, η)
× e
−i p1
η
2k
Rj
(
x,
ξ
2m+j
p1
2m
η
2k
)
ei x ξ ei y η Φ
(
x,
γ′x(2
−j)
2j−k
− p1,
ξ
2m+j
,
η
2k
)
dξ dη ,
and Φ(x, ·, ·, ·) smooth with suppΦ(x, γ
′
x(2
−j )
2j−k
− p1, ·, ·) ⊂ {
1
10 < |x| < 10}
2
and
(279) ‖Φ(x,
γ′x(2
−j)
2j−k
− p1, ·, ·)‖C2(( 1
10
,10)2) .γ 1 .
From (198) - (211), we can assume wlog40 that
(280)
Lp1Γ,j,k,m(f)(x, y) = 2
−m
2 χZx(j)φ(
γ′x(2
−j)
2j−k
−p1)
∫
R2
fˆ(ξ, η) e
iΨ
x,
ξ
2m+j
,
η
2k
(
γ′x(2
−j)
2j−k
)
ei x ξ ei y η ζ
(
ξ
2m+j
,
η γ′x(2
−j)
2m+j
)
φ
(
ξ
2m+j
)
φ(
η
2k
) dξ dη ,
40We are simply proceeding backwards in our multiplier decomposition.
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and hence by possibly adding similar nature terms we may further assume
Lp1Γ,j,k,m(f)(x, y) ≈ χZx(j)φ(
γ′x(2
−j)
2j−k
− p1)
∫
R2
fˆ(ξ, η) ei x ξ ei y η(∫
R
e−iξ2
−jt+iηγx(2−jt)ρ(t)dt
)
φ
(
ξ
2m+j
)
φ(
η
2k
) dξ dη .
Thus, from now on, we will identify
(281)
Lp1Γ,j,k,m(f)(x, y) ≡
χZx(j)φ(
γ′x(2
−j)
2j−k
− p1)
∫
R
(f ∗x φm+j ∗y ∗φk)
(
x−
t
2j
, y + γx(
t
2j
)
)
ρ(t)dt .
We now have
|Λm(f, g)| =
∣∣∣∣∣∣
∫
R2
∑
j∈Z
∑
k∈Z
2m+1∑
p1=2m
Lp1Γ,j,k,m(f)(x, y) g(x, y) dx dy
∣∣∣∣∣∣
≤
∫
R2
∑
j∈Z
∑
k∈Z
2m+1∑
p1=2m
|Lp1Γ,j,k,m(f)(x, y)|
2
 12
×
∑
j∈Z
∑
k∈Z
2m+1∑
p1=2m
φ(
γ′x(2
−j)
2j−k
− p1) |(g ∗y φk)(x, y)|
2
 12 dx dy
≤ Ap(f)Bp′(g) ,
where here we set
(282) Ap(f) :=
∥∥∥∥∥∥∥
∑
j∈Z
∑
k∈Z
2m+1∑
p1=2m
|Lp1Γ,j,k,m(f)(x, y)|
2
 12
∥∥∥∥∥∥∥
Lp(R2)
,
and
(283)
Bp′(g) :=
∥∥∥∥∥∥∥
∑
j∈Z
∑
k∈Z
2m+1∑
p1=2m
φ(
γ′x(2
−j)
2j−k
− p1) |(g ∗y φk)(x, y)|
2
 12
∥∥∥∥∥∥∥
Lp
′(R2)
.
Now the last term is easy to estimate based on the previous considerations
about our curve γ together with standard Littlewood-Paley theory; indeed,
based on property (64), we know that41∑
j∈Z
2m+1∑
p1=2m
φ(
γ′x(2
−j)
2j−k
− p1) .γ 1 ,
41Compare this relation with the closely related (125) and (134).
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and thus
Bp′(g) .γ
∥∥∥∥∥∥
(∑
k∈Z
|(g ∗y φk)(x, y)|
2
) 1
2
∥∥∥∥∥∥
Lp
′(R2)
.p′ ‖g‖Lp′ (R2) .
This ends the proof of (272).
Stage 2. The following holds:
(284)
Ap(f) :=
∥∥∥∥∥∥∥
∑
j∈Z
∑
k∈Z
2m+1∑
p1=2m
|Lp1Γ,j,k,m(f)|
2
 12
∥∥∥∥∥∥∥
Lp(R2)
.γ,p m
2 ‖f‖Lp(R2) .
Relation (284) is just a direct consequence of Lemma 30 for m = n ∈ N.
8. Other approaches for the Lp-boundedness
In this section we want to provide several other perspectives/angles for
approaching the problem of providing Lp−bounds for the operators HΓ and
MΓ. Each of these other methods comes with it’s own “personality” and is
meant to enrich one’s understanding of the present topic.
In the first two subsections we discuss different routes for proving42 (284),
which is the key estimate needed in order to obtain the desired Lp−control
for p 6= 2. The third subsection treats only the case 1 < p < 2, while the
last one makes the reference to an alternative - but less powerful - route to
obtain the fundamental m−decay in the case p = 2.
8.1. Other approaches (I.1) - the case 1 < p < ∞ with p 6= 2. As
mentioned in the introduction above, our intention is to provide a different
proof for
(285)
∥∥∥∥∥∥∥
∑
j∈Z
∑
k∈Z
2m+1∑
p1=2m
|Lp1Γ,j,k,m(f)|
2
 12
∥∥∥∥∥∥∥
Lp(R2)
.γ,p m
c(p) ‖f‖Lp(R2) ,
for some c(p) > 0.
We will show that (285) holds with c(p) = 4. This is a consequence of
Propositions 41 and 42 below.
Proposition 41. Let cγ > 1 be a suitable constant depending only on γ.
Then, recalling Definition 14 in Section 3, one has the pointwise estimate
(286)
42The logarithmic loss in the RHS may have different exponents, that is instead of m2
we allow mc(p) for some c(p) > 0.
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p1=2m
|Lp1Γ,j,k,m(f)(x, y)|
2
 12 .γ M [cγ 2m]1 M [cγ 2m]2 (f ∗x φm+j ∗y φk)(x, y) .
Proof. The proof of this proposition is inspired from the Lp-approach (p 6= 2)
developed in [39]. This in turn, was further inspired by the Lp-Banach
case treatment of the Bilinear Hilbert transform along “non-flat” curves in
[66]. For more about this connection, the reader is invited to read the next
(sub)section and the follow up study [62].
Starting our proof, we first notice that for a fixed point (x, y) ∈ R2, at
most 10 terms in the LHS of (286) can be nonzero.
Assume wlog that φ(γ
′
x(2
−j)
2j−k
− p1) 6= 0. Notice that
|Lp1Γ,j,k,m(f)(x, y)| .
∫
R
|f ∗x φm+j ∗y φk|
(
x−
t
2j
, y + γx(
t
2j
)
)
ρ(t)dt .
Appealing to the definitions of φm+j and φk, we deduce
43
|Lp1Γ,j,k,m(f)(x, y)| .∫
R
(∫
R2
|f ∗x φm+j ∗y φk|(x−
t
2j
− s, y + γx(
t
2j
)− u) |φˇm+j(s)| |φˇk(u)| ds du
)
ρ(t) dt .
From here, we further deduce that
|Lp1Γ,j,k,m(f)(x, y)| .
2m+2∑
l=2m−2
∫ l+1
2m
l
2m
(∫
R2
|f ∗x φm+j ∗y φk|(x−
t
2j
− s, y + γx(
t
2j
)− u)
×
2m+j
(2m+j s)2 + 1
2k
(2k u)2 + 1
ds du
)
dt
which after making the change of variables t → t+l2m , s →
s−t−l
2m+j
and u →
u
2k
+ γx(
t
2j
) becomes equal with
(287)
1
2m
2m+2∑
l=2m−2
∫ 1
0
(∫
R2
|f ∗x φm+j ∗y φk|(x−
s
2m+j
, y −
u
2k
)
×
1
(s− t− l)2 + 1
1
(u+ 2kγx(
t+l
2j
))2 + 1
ds du
)
dt .
Thus, we deduce that
(288)
43Strictly speaking we should write
ˇ˜
φm+j(s) instead of φˇm+j(s) where φ˜m+j(s) = 1 on
the support of φˇm+j(s). However for notational simplicity we drop the symbol .˜ Same
applies to φk(u).
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|Lp1Γ,j,k,m(f)(x, y)| .
1
2m
2m+2∑
l=2m−2
∫ 1
0
M
(t+l)
1 M
(2kγx(
t+l
2j
))
2 (f∗xφm+j∗yφk)(x, y) dt .
With this, we make now the following observation:
Recall that we are in the setting φ(γ
′
x(2
−j)
2j−k
− p1) 6= 0 and hence |
γ′x(2
−j)
2j−k
−
p1| . 1. Putting this together with (65), we deduce
(289)
|2k γx(
t+ l
2m+j
)− 2k γx(
l
2m+j
)| .γ 1 ,
|2k γx(
l
2m+j
)| .γ 2
m .
Now, from (289), we have that there exists cγ > 1 such that
(290) |2k γx(
t+ l
2m+j
)| ≤ cγ 2
m ,
uniformly for t ∈ [0, 1].
From (288) and (290) we conclude that (286) holds. 
Proposition 42. Let 1 < p < ∞. Then, with the previous notation, we
have
(291)∥∥∥∥∥∥∥
∑
j∈Z
∑
k∈Z
∣∣∣M [2m]1 M [2m]2 (f ∗x φm+j ∗y φk)∣∣∣2

1
2
∥∥∥∥∥∥∥
Lp(R2)
. m4 ‖f‖Lp(R2) .
Proof. It is enough to notice that appealing to standard Littlewood-Paley
theory, relation (291) follows from the one-dimensional vector-valued in-
equality
(292)
∥∥∥∥∥∥
(∑
k∈Z
∣∣∣M [2m](fk)∣∣∣2
) 1
2
∥∥∥∥∥∥
Lp(R)
. m2
∥∥∥∥∥(∑
k∈Z
|fk|
2)
1
2
∥∥∥∥∥
Lp(R)
.
Now the proof of the last inequality above follows essentially the same steps
as those corresponding to the proof of Theorem 3.1 in [39]. 
8.2. Other approaches (I.2) - the case 1 < p < ∞ with p 6= 2. As
already mentioned, the proof of Proposition 41 was inspired by the general
Lp−approach in [39], which was further inspired by the Banach triangle
case treatment of the “non-flat” Bilinear Hilbert transform in [66] in which
we introduced a shifted square function argument. Due to space limitations
concerns, we will leave this enlightening Lp-parallelism with the correspond-
ing approach for the Bilinear Hilbert transform for the second part of our
study - see [62].
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8.3. Other approaches (I.3) - the case 1 < p < 2. In this section we
want to provide a different, though indirect route of proving that
(293) ‖MΓ,m(f)‖p, ‖HΓ,m(f)‖p .p
∥∥∥∥∥∥∥
∑
j∈Z
|LΓ,j,mf |
2
 12
∥∥∥∥∥∥∥
p
.γ,p ‖f‖p ,
for 1 < p < 2, where here we set LΓ,j,m(f) :=
∑
k∈ZLΓ,j,k,m(f).
Remark 43. This indirect approach has the merit of showing that under
suitable conditions on the operators under discussion and on the range of
p, control on maximal operators is in fact equivalent with control over the
associated square functions.
In what follows, we will skip the technical considerations that were anyhow
presented in great detail in the previous sections, and insist only on the main
ideas.
Recalling (277) and (281), we notice that
(294)
LΓ,j,k,m(f)(x, y)
≈ χZx(j)φ(
γ′x(2
−j)
2m+j−k
)
∫
R
(f ∗x φm+j ∗y φk)
(
x−
t
2j
, y + γx(
t
2j
)
)
ρ(t)dt .
Next, 44 we have that
(295)
LΓ,j,m(f)(x, y) ≈ χZx(j)
∫
R
(f∗xφˇm+j∗yφˇm,j,x)
(
x−
t
2j
, y + γx(
t
2j
)
)
ρ(t)dt ,
where here we set φm,j,x(η) := φ(
γ′x(2
−j) η
2m+j
).
Following similar reasonings with those in Section 7, we have that
(296) ‖MΓ,m(f)‖p, ‖HΓ,m(f)‖p .γ,p
∥∥∥∥∥∥∥
∑
j∈Z
|LΓ,j,mf |
2
 12
∥∥∥∥∥∥∥
p
.
Claim. Assume that, given45 any {fj}j∈Z ⊂ L
r(R2), the following relation
holds:
(297)
∥∥∥∥∥supj∈Z |LΓ,j,mfj|
∥∥∥∥∥
r
.γ,r m
2 ‖ sup
j∈Z
|fj |‖r , ∀ 1 < r ≤ 2 .
44For example by possibly slightly modifying the partition of unity in (100) into 1 =
∑
m,n∈Z φ(
ξ
2m+j
)φ(
γ′x(2
−j ) η
2n+j
).
45Here Lp(R2) is the standard Lp-space relative to the Lebesgue measure on R2.
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Then, for any 1 < p ≤ 2, one has
(298)
∥∥∥∥∥∥∥
∑
j∈Z
|LΓ,j,mf |
2
 12
∥∥∥∥∥∥∥
p
.γ,p m
2 ‖f‖p .
Indeed, to see this, we apply the following vector valued interpolation result:
assume we are given a sequence of linear operators T := {Tj}j∈Z such that
for any 1 < p ≤ 2 and any j ∈ Z the operator Tj is well defined on L
p(R2).
For f := {fj}j∈Z ⊂ L
p(R2) we set
(299) T(f) := {Tj(fj)}j∈Z .
With the above conventions, we have that the following holds
Proposition 44. Assume that we are given the following:
• there exists 1 < r ≤ 2 such that
(300) T : Lr(l∞(Z)) → Lr(l∞(Z)) ,
with ‖T‖Lr(l∞(Z))→Lr(l∞(Z)) ≤ Ar <∞.
• there exists 1 < q ≤ 2 such that
(301) T : Lq(lq(Z)) → Lq(lq(Z)) ,
with ‖T‖Lq(lq(Z))→Lq(lq(Z)) ≤ Bq <∞.
Then, applying vector valued interpolation, (see [3]), one has that
(302) T : Lp(l2(Z)) → Lp(l2(Z)) ,
with ‖T‖Lp(l2(Z))→Lp(l2(Z)) ≤ C(r, q,Ar, Bq) <∞ and
1
p =
1
2 + (1−
q
2)
1
r .
Take now Tj := LΓ,j,m. Then, we can place ourselves in the settings
offered by our proposition. Indeed, we notice that (297) implies both (300)
and (301) for any 1 < r ≤ 2 and 1 < q ≤ 2 respectively, with Ar .γ,r m
2
and Bq .γ,q m
2.
Conclude thus now based on (300)-(302) that (298) holds. Moreover in-
terpolating (298) with the p = 2 case given by (189) we have that (293)
follows.
Observation 45. 1) It is worth noticing that the assumption (297) holds.
Indeed, by following similar steps with those described in either Section 7,
Stage 2 or Section 8.2 one can show for a suitable cγ > 1 that
(303) sup
j∈Z
|LΓ,j,m(fj)(x, y)| .γ M
[cγ 2m]
1 M
[cγ 2m]
2 (sup
j∈Z
|fj|)(x, y) .
However, (303) makes the interpolation argument above superfluous, since
(303) trivially implies Theorem 34 via Proposition 42.
It would be interesting to identify a distinct method of proving (297) that
does not need pointwise control over the LHS in (303). In connection with
this last comment we propose
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2) Open Question. Does there exist a (less general) theoretical frame-
work that applies to the case Tj := LΓ,j,m and such that Proposition 44 above
can be strengthened by replacing (300) with the milder assumption that there
exists some 1 < r ≤ 2 such that
(304)
∥∥∥∥∥supj∈Z |Tj(f)|
∥∥∥∥∥
r
.r Ar ‖f‖r ?
This strengthening is in fact possible, for example, if each Tj is of the
form Kj ∗ f with Kj a positive kernel. The interesting question is whether
this remains true for a sufficiently general class of operators Tj that would
cover the operators of interest in this paper, i.e. Tj := LΓ,j,m.
Notice that it is highly unlikely for such a strengthened analogue to apply
in full generality. Indeed, assume in what follows that our question has an
affirmative answer (AA).
Then, as we will see through a bootstrapping argument, taking Tj :=
LΓ,j,m, condition (304) can be further replaced by the estimate
46
(305) ‖LΓ,j,m(f)‖r .r Ar ‖f‖r , ∀ 1 < r <∞ ;
in other words, if we have (AA) only assuming (304), then the same affir-
mative answer holds if instead of (304) we only have (305).
Indeed, (305) trivially implies (301) for all 1 < q ≤ 2 (indeed for all
1 < q <∞) and also
(306) ‖(
∑
j
|LΓ,j,m(f)|
2)
1
2 ‖2 . ‖f‖2 .
Now (306) further implies (304) for r = 2.
Based on our assumption provided by (AA) for r = 2, we deduce that
(302) holds for any 12 ≤
1
p
< 34 . This, however, implies in turn that (304)
holds for any 2 ≥ r > 43 , which by another application of (AA) further im-
plies that (302) holds for any 12 ≤
1
p <
7
8 . By continuing this bootstrapping
algorithm we conclude that (302) and hence (298) holds in the full range
1 < p ≤ 2.
We end this comment by presenting the short proof of (305), as promised
above. Indeed, by applying Jensen’s inequality, one immediately has
(307)
‖LΓ,j,mf‖
r
r .∫
R
∫
R2
∣∣∣∣(f ∗x φˇm+j ∗y φˇm,j,x)(x− t2j , y + γx( t2j )
)∣∣∣∣r |ρ(t)|dx dy dt
.
∫
R
∫
R2
∣∣(f ∗x φˇm+j ∗y φˇm,j,x) (x, y))∣∣r |ρ(t)|dx dy dt
46For a proof of this, see (307) below.
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.
∫
R2
|M1M2f(x, y)|
r dx dy .r
∫
R2
|f(x, y)|r dx dy .
8.4. Other approaches (I.4) - the case p = 2. In this section, we want
to briefly mention a different approach to the L2−case that is explored by
the author in [59]. The starting point for both our present approach and the
one in [59] is the formula (207). From this on, in order to better understand
the main differences and subtleties, we proceed in an antithetical manner:
• the approach developed in Section 6 here focuses on linearization,
that is the discretization of our phase is performed such that the
localized pieces oscillate at the linear level. This is revealed by 1) the
choice of the phase-localization (208) reducing (207) to (211) and 2)
the “cuttings” (214) and (215) that further triggers the Gabor frame
decomposition (217).
• in contrast with this, the approach in [59] highlights a non-linear
analysis, that is the discretization of the phase allows the resulting
pieces to oscillate up to the second order. This is reflected by 1) the
specific choice of the Gabor frame decomposition whose wave-length
oscillation47 is 2m as opposed to 2
m
2 in the first case above; 2) the
two required consecutive applications of stationary phase principle
as opposed to simple integration by parts (non-stationary phase) in
the first case.
Due to space constrains, we defer a more extended discussion to [59].
Here, we will only limit ourselves to say that this second approach developed
in [59] was verified only for the tensor-product situation γ(x, t) = u(x) γ(t)
where u(·) is measurable and γ ∈ NF is a suitable “non-flat” curve as
introduced in [64]. It seems however that this second approach has more
limitations than the first one detailed in the present paper.
9. Proof of the Main Theorem, Part (II)
In this section, based on the reasonings involved for proving Part (I) and
on the heuristic presented in Section 1.5.2, we will provide the proof of Part
(II) in our Main Theorem.
Assume thus throughout this section that γ ∈ MxNFt. Recalling (99)
and taking now in (88)
(308) f(x, y) = h(x, y) := f(x) (g ∗ φˇ)(y)
one deduces that
(309) HΓh(x, y) =
∫
R
gˆ(η) φˆ(η) e−i η y Cηγf(x) dη ,
where
(310) Cηγf(x) :=
∑
j∈Z
Cηγ,jf(x) :=
∑
j∈Z
∫
R
f(x− t) ei η γ(x,t) ρj(t) dt .
47Relative to the m−parameter.
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Using now the fact that the η variable stays within the support of the
function φ, we rewrite (102) in the form
(311) φ(η)mj(x, ξ, η) ≈
∑
m,n∈Z
mj,m,n,0(x, ξ, η) ,
and thus we immediately deduce that
(312)
φ(η)Cηγ,j,m,nf(x) :=
∫
R
fˆ(ξ)mj,m,n,0(x, ξ, η) e
ixξ dξ
= φ(η)φ(
γ′x(2
−j)
2n+j
)
∫
R
(f ∗ φˇm+j)(x− t) e
i η γ(x,t) ρj(t) dt .
As a consequence, with the obvious correspondences, we are following the
same line of thought as in Section 5, see (106) - (111), and decompose
(313) Cηγ = C
L,η
γ + C
H 6∆,η
γ + C
H∆,η
γ .
9.1. The low-frequency case. In this section we will prove the analogue
of Theorem 20:
Proposition 46. With the above notations we have
(314) |CL,ηγ f(x)| .γ MHf(x) + Mf(x) ,
uniformly in the parameter |η| . 1 and thus, for any 1 < p <∞, one has
(315) ‖ sup
|η|.1
|CL,ηγ f |‖p .γ,p ‖f‖p .
Proof. Applying (126), one deduces that
(316)
|CL,ηγ f(x)| .∣∣∣∣∣∣∣
∑
p+ℓ>0
p, ℓ∈N
∑
j∈Z
χZx(j)
∑
(m,n)∈(Z−)2
ip+ℓ(−1)ℓ
p!ℓ!
2m l 2n p Cp,ℓ,j,x (f ∗
ˇ˜
φl,m+j)(x) φ˜p(
γ′x(2
−j)
2n+j
) φ˜p,0(η)
∣∣∣∣∣∣∣
As for HLΓ , due to the fast coefficient decay, it is enough to discuss only the
two extreme cases
Case 1 l = 0, p = 1, m ∈ Z− and n = −1
In this situation, we have
|CL,1,ηγ f(x)| :=
∣∣∣∣∣∣
∑
j∈Z
χZx(j)
∑
m∈Z−
C1,0,j,x (f ∗
ˇ˜
φ0,m+j)(x) φ˜1(
γ′x(2
−j)
2j−1
) φ˜1,0(η)
∣∣∣∣∣∣
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.Mf(x)
∑
j∈Z
∣∣∣∣C1,0,j,x φ˜1(γ′x(2−j)2j−1 ) φ˜1,0(η)
∣∣∣∣ .Mf(x) .
Case 2 l = 1, p = 0, m = −1 and n ∈ Z−
In this second case, we recall that C0,1,j,x = C and thus we focus on
CL,2,ηγ f(x) :=
∑
j∈Z
χZx(j)
∑
n∈Z−
(f ∗ ˇ˜φ1,j−1)(x)φ(
γ′x(2
−j)
2n+j
)φ(η)
= φ(η)
∑
j∈Z
χZx(j) (f ∗
ˇ˜
φ1,j−1)(x)ψ(
γ′x(2
−j)
2j
) .
Setting now S(φ˜)j :=
∑j
l=−∞
ˇ˜
φ1,l−1 and ψγ,j(x) := ψ(
γ′x(2
−j )
2j
) and let-
ting48 Zx = [ax, bx] ∩ Z we proceed as in the proof of Lemma 25 and apply
an Abel summation argument
bx∑
j=ax
ψγ,j(x) (f ∗
ˇ˜
φ1,j−1)(x) =
bx∑
j=ax
ψγ,j(x) (f ∗ (S(φ˜)j − S(φ˜)j−1))(x)
= ψγ,bx(x) (f ∗ (S(φ˜)bx))(x) − ψγ,ax(x) (f ∗ (S(φ˜)ax−1))(x)
+
bx−1∑
j=ax
(ψγ,j(x)− ψγ,j+1(x)) (f ∗ (S(φ˜)j)(x)
From (145) and the above chain of equalities, we immediately have that
|CL,2,ηγ f(x)| .MHf(x) +Mf(x) ,
thus finishing our proof. 
9.2. The high-frequency far from diagonal case. In this section we
will prove the analogue of Theorem 27:
Proposition 47. Let 1 < p < ∞. Then, with the above notations and
conventions, we have
(317) ‖ sup
|η|.1
|CH 6∆,ηγ f |‖p .γ,p ‖f‖p .
Proof. We start by reminding that from now on we will identify the two
multipliers mj,m,n,0 and mj,m,n,0 since the mean zero condition of ρj will no
longer play any role.
Setting (recalling) now
mm,n(x, ξ, η) =
∑
j∈Z
mj,m,n,0(x, ξ, η) ,
48Here we let ax, bx ∈ Z ∪ {±∞} with ax ≤ bx.
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m
j,H 6∆(x, ξ, η) =
∑
(m,n)∈Z2\((Z−)2∪∆)
mj,m,n,0(x, ξ, η) ,
and
m
H 6∆(x, ξ, η) =
∑
j∈Z
m
j,H 6∆(x, ξ, η) ,
we proceed exactly as in the proof of Theorem 27 and split the discussion
in two cases: (I) m > |n|+ C(γ) and (II) n > |m|+ C(γ). Focusing on the
first case - the second one has a similar treating - one applies (161) in order
to deduce
(318)
mm,n(x, ξ, η) =
1
2m
∑
j∈Z
χZx(j)
(∫
R
e−i
ξ
2j
t ei ηγx(
t
2j
) ρj(x, t) dt
)
φ
(
ξ
2m+j
)
φ(
γ′x(2
−j)
2n+j
)φ(η) .
From this, we further have
(319) |CH 6∆,ηγ f(x)| ≈
∣∣∣∣∣∣∣∣φ(η)
∑
j∈Z
χZx(j)
∑
(m,n)∈Z2\((Z−)
2∪∆)
m>|n|+C(γ)
1
2m
Cηγ,j,m,nf(x)
∣∣∣∣∣∣∣∣ .
Since taking a supremum in η would have as an effect - after the linearization
- the modification of η into η(x) with the latter function being absorbed into
the expression γ(x, t) it is enough thus to estimate our expressions for say
η = 1. Taking now 1 < p < ∞ and applying a standard square argument,
we have thus that
(320)
‖CH 6∆,ηγ f‖p
.p,γ
∑
(m,n)∈Z2\((Z−)2∪∆)
1
2max{m,n}
∥∥∥∥∥∥∥
∑
j∈Z
χZx(j)|C
1
γ,j,m,nf(x)|
2
 12
∥∥∥∥∥∥∥
p
.
∑
(m,n)∈Z2\((Z−)2∪∆)
1
2max{m,n}
∥∥∥∥∥∥∥
∑
j∈Z
|M(f ∗ φˇm+j)|
2
 12
∥∥∥∥∥∥∥
p
.p ‖f‖p .

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9.3. The high-frequency close to diagonal case. Finally, in this section
we are proving the analogue of Theorem 32:
Proposition 48. Let 1 < p <∞. Then, we have
(321) ‖ sup
|η|.1
|CH∆,ηγ f |‖p .γ,p ‖f‖p .
Proof. In our setting, we have
CH∆,ηγ =
∑
m∈N
CH∆,ηm,γ ,
with
CH∆,ηm,γ ≈
∑
j∈Z
Cηγ,j,m,m .
Notice now that for any m ∈ N and j ∈ Z we trivially have
(322) |Cηγ,j,m,mf |(x) .M(f ∗ φˇm+j)(x) .
Moreover, following the same argument as in (320), we now get - uniformly
in m ∈ N - that
(323) ‖ sup
|η|.1
CH∆,ηm,γ f‖p .γ,p
∥∥∥∥∥∥∥
∑
j∈Z
|M(f ∗ φˇm+j)|
2
 12
∥∥∥∥∥∥∥
p
.p ‖f‖p .
Now, our Proposition 48 follows from (320), the result below and a stan-
dard interpolation argument
Proposition 49. There exists ǫ¯ > 0, depending only on γ, such that, for
any m ∈ N and j ∈ Z, the following holds:
(324) ‖ sup
|η|.1
|Cηγ,j,m,mf |‖2 .γ 2
−ǫ¯ m ‖f‖2 .
This last proposition however is a direct application of Theorem 33 to-
gether with the following observation
(325) HH∆Γ,m(h)(x, y) = HΓ,m(h)(x, y) =
∫
R
gˆ(η) φˆ(η) e−i η y CH∆,ηm,γ f(x) dη ,
from which we deduce after an application of Parseval that
(326) ‖ sup
|η|.1
|CH∆,ηm,γ |‖L2(R)→L2(R) ≤ ‖HΓ,m‖L2(R2)→L2(R2) .

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10. The richness of the class MxNFt - Proof of Theorem 1.
Theorem 1 - Restatement. Let d ∈ N, d ≥ 1 and assume we are given
{αk}
d
k=1 ⊂ R \ {0, 1}. Define
(327)
Pd :=
{
γ(x, t) | γ(x, t) =
d∑
k=1
ak(x) t
αk with {ak(·)}
d
k=1 real measurable
}
.
Then
(328) Pd ⊂MxNFt .
Proof.
Step 1. Verifying (59)-(64).
Throughout our discussion we fix γ(x, t) ∈ Pd and x ∈ R and assume
wlog that {αk}
d
k=1 ⊂ R \ {0, 1} arranged in a strictly increasing order.
We start by defining
R0 := {x ∈ R | a1(x) = a2(x) = . . . = ad(x) = 0} ,
and set R1 := R \R0 .
Next, based on some elementary reasonings, we can always reduce our
discussion to the situation ak(x) 6= 0 for all x ∈ R1 and 1 ≤ k ≤ d. Given
this, we can simply set A = 1. Also, in order to avoid the discussion about
the definition of tαk for t < 0, wlog we can assume throughout this section
that t > 0.
Now, in order to be able to define the sets {Zxβ}β, we proceed as follows:
Firstly, we notice that
(329)
γ(x, t) =
d∑
k=1
ak(x) t
αk ,
d
dt
γ(x, t) := γ′(x, t) =
d∑
k=1
αkak(x) t
αk−1 ,
and
d2
dt2
γ(x, t) := γ′′(x, t) =
d∑
k=1
αk (αk − 1) ak(x) t
αk−2 .
Secondly, we fix x ∈ R1 and for K > 0 properly chosen
49 and each pair
(n, k) ∈ N2 with d ≥ n > k ≥ 1, define50
(330)
49For example K = C d with C >> 1 absolute constant works.
50Throughout the paper R∗+ stands for (0,∞).
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Vnk(x) :=
{
t ∈ R∗+ |
1
K
min
{
1,
|αk|
|αn|
,
|αk (αk − 1)|
|αn (αn − 1)|
}
|ak(x)|
|an(x)|
≤ |t|αn−αk
}
⋂{
t ∈ R∗+ | |t|
αn−αk ≤ K max
{
1,
|αk|
|αn|
,
|αk (αk − 1)|
|αn (αn − 1)|
}
|ak(x)|
|an(x)|
}
.
Thirdly, we notice that if t ∈ V cnk(x) := R
∗
+ \ Vnk(x), then we are in one
of the two situations below:
(331)
- either |t|αn |an(x)| > K |t|
αk |ak(x)| and |αn| |t|
αn |an(x)| > K |αk| |t|
αk |ak(x)|
and |αn| |αn − 1| |t|
αn |an(x)| > K |αk| |αk − 1| |t|
αk |ak(x)|;
- or |t|αn |an(x)| < K
−1 |t|αk |ak(x)| and |αn| |t|
αn |an(x)| < K
−1 |αk| |t|
αk |ak(x)|
and |αn| |αn − 1| |t|
αn |an(x)| < K
−1 |αk| |αk − 1| |t|
αk |ak(x)|.
Deduce from this that
(332)
⋂
1≤k<n≤d
V cnk(x) =
O(d2)⋃
β=1
Jxβ ,
with each Jxβ interval so that there exist kβ ∈ {1, . . . , d} and such that for
every t ∈ Jxβ one has
(333)
• |t|
αkβ |akβ (x)| > K maxk 6=kβ{|t|
αk |ak(x)|} and
• |αkβ | |t|
αkβ |akβ (x)| > K maxk 6=kβ{|αk| |t|
αk |ak(x)|} and
• |αkβ | |αkβ − 1| |t|
αkβ |akβ (x)| > K maxk 6=kβ{|αk| |αk− 1| |t|
αk |ak(x)|}.
Thus, taking now Jx0 := R
∗
+ \
⋂
1≤k<n≤d V
c
nk(x) and setting Z
x
β := log2(J
x
β )∩
Z, we deduce that
(334) #Zx0 ≤
∑
1≤k<n≤d
100
αn − αk
(
logK+
∣∣∣∣log |αk||αn|
∣∣∣∣ + ∣∣∣∣log |αk − 1||αn − 1|
∣∣∣∣) ,
and hence (62) holds.
Next, for 1 ≤ β ≤ B = O(d2), we obviously have γ(x, ·) ∈ C∞(Jxβ ) and
for t ∈ Jxβ one has
(335) γ′′(x, t) = αkβ (αkβ − 1) t
αkβ−2 akβ(x) (1 + O(dK
−1)) ,
and hence (63) holds as well.
Finally, recalling that Zx =
⋃B
β=1 Z
x
β, we have
(336)
sup
x∈R1
sup
c∈R+
#{j ∈ Zx | |2−j γ′x(2
−j)| ∈ [c, 2c]} ≤
B∑
β=1
sup
x∈R1
sup
c∈R+
#{j ∈ Zxβ | |αkβ (2
−j)
αkβ akβ(x)| (1 + O(dK
−1)) ∈ [c, 2c]}
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. d+
d∑
k=1
1
|αk|
= N(γ) .
Step 2. Verifying (65)-(67).
Fix x ∈ R1 and 1 ≤ β ≤ B. For
1
4 ≤ |t| ≤ 4 and j ∈ Z
x
β we have
(337) Qj(x, t) =
γx(2
−j t)
2−j γ′x(2
−j)
=
t
αkβ
αkβ
(1 + O(dK−1)) ,
and thus both (65) and (66) are satisfied.
Similarly, we have
(338) Q
′′
j (x, t) =
2−j γ
′′
x(2
−j t)
γ′x(2
−j)
= (αkβ − 1) t
αkβ−2 (1 + O(dK−1)) ,
which implies that (67) holds.
Step 3. Verifying (68).
In what follows, without loss of generality we fix α = 1, and 1 = β =
O(d2). Next, following the same reasonings and notations as in the proof
of Lemma 39, we see that our task is to show that there exists ǫ¯ ∈ (0, 1)
such that (246) holds. Now, linearizing the supremum in w, we would like
to show that, for any given map l → wl, the following holds
51
(339)
Im := 2
−m
2
∑
l∈Rm
∫ 12
− 1
2
1(
⌊2
m
2 (q˜(x, l + x)−wl)⌋
)2 dx
 .γ 2−2 ǫ¯ m .
Fix from now on the map l → wl. Next, for a suitable parameter δ ∈ (0, 1)
chosen later, recalling the defined concepts in (243) - (245), we have
(340) Im := 2
−m
2
∑
l∈Rm
(l,wl)∈Lq˜,δ
(. . .) + 2−
m
2
∑
l∈Rm
(l,wl)∈Hq˜,δ
(. . .) =: IL,δm + I
H,δ
m .
We now have
(341)
IL,δm = 2
−m
2
∑
l∈Rm
(l,wl)∈Lq˜,δ
(∫
Aq˜,δ(l,wl)
(. . .) +
∫
[− 1
2
, 1
2
]\Aq˜,δ(l,wl)
(. . .)
)
. 2−
m
2
∑
l∈Rm
(l,wl)∈Lq˜,δ
|Aq˜,δ(l, wl)|+ 2
−4δm . 2−2 δ m ,
51Notice that (246) is equivalent with (339).
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while
(342) IH,δm = 2
−m
2
∑
l∈Rm
(l,wl)∈Hq˜,δ
1 . 2−
m
2 (#Hq˜,δ) .
For X ⊆ R measurable, we now define
(343)
Pd(X × I) :=
q(x, t) =
d∑
k=1
ak(x) t
αk
∣∣ {ak(·)}dk=1 measurable,‖ak‖L∞(X) . 1 ∀ 1 ≤ k ≤ d ,
infx∈X |
∂
∂tq(x, t)| &{αj}dj=1, d
1 .
 ,
where here d ∈ N, α1 < . . . < αd with {αj}
d
j=1 ⊂ R \ {0}.
Our goal is to show the following
Proposition 50. Fix q˜ ∈ Pd([−
1
2 ,
1
2 ]×I). Then, with the previous notations
and for a proper choice of δ, there exists ν = ν(δ, d) ∈ (0, 12 ) such that
(344) #Hq˜,δ . 2
( 1
2
−ν)m .
Notice that if we believe for a moment Proposition 50 above, then from
(340) - (342), we deduce that
(345) Im . 2
−2 δ m + 2−ν m ,
which proves (339) for ǫ¯ = min{δ, ν2}.
The proof of Proposition 50.
In what follows we will need the following
Lemma 51. Let n, N, M ∈ N with n, M ≤ N . Assume we are given
{Il}
N
l=1 sets such that for any 1 ≤ l ≤ N the following properties hold:
(346)
• Il ⊆ [−
1
2 ,
1
2 ];
• |Il| ≥M
−1.
Then, if
(347) N ≥ 2Mn nn ,
there exists a subset S ⊂ {1, . . . , N} such that
(348) #S = n ,
and
(349) |
⋂
l∈S
Il| ≥
1
2Mn
.
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Proof. Wlog we can assume n ≥ 2 since the case n = 1 is trivial.
On the one hand, from Ho¨lder’s inequality, one has
(350)
I :=
∫ 1
2
− 1
2
(
N∑
l=1
χIl(x)
)n
dx ≥
(∫ 1
2
− 1
2
N∑
l=1
χIl(x) dx
)n
≥(346)
(
N
M
)n
.
On the other hand
(351) I =
∑
S⊂
⊗
n{1,...,N}
∣∣∣∣∣⋂
l∈S
Il
∣∣∣∣∣ =
n∑
r=1
∑
S⊂
⊗
n{1,...,N}
#S˜=r
∣∣∣∣∣⋂
l∈S
Il
∣∣∣∣∣ ,
where here if S = (i1, i2, . . . , in) we let S˜ :=
⋃n
l=1{il}.
It is now simple to notice that
(352)
∑
S⊂
⊗
n{1,...,N}
#S˜=r
∣∣∣∣∣⋂
l∈S
Il
∣∣∣∣∣ ≤ n!N r .
Thus, based on (350) - (352), we must have
(353)
∑
S⊂
⊗
n{1,...,N}
#S˜=n
∣∣∣∣∣⋂
l∈S
Il
∣∣∣∣∣ ≥
(
N
M
)n
− n!
n−1∑
r=1
N r ≥
(
N
M
)n
− nnNn−1
Using now (347) and pigeonhole principle we immediately conclude that
(353) implies (349).

Lemma 52. Let d ∈ N and let S, A be two collections of strictly increasing
real numbers with S = {si}
2d
i=1 ⊂ [1, 4] and A = {αj}
d
j=1 ⊂ R. Set
52 ‖S‖ :=
min1≤i<j≤2d |sj − si| and ΠjA :=
∏d
i=1
i6=j
|αj − αi|.
Assume we are given A > 0 and a sequence {aj}
d
j=1 of real numbers such
that
(354)
∣∣∣∣∣∣
d∑
j=1
ajs
αj
∣∣∣∣∣∣ ≤ A for any s ∈ S .
Then, for any 1 ≤ j ≤ d, we have
(355) |aj | ≤
4d((αd−α1)+max1≤j≤d |αj |+2)A
‖S‖d−1 ΠjA
.
Proof. We will prove in fact the slightly improved version
(356) |aj | ≤
4d((αd−α1)+min1≤j≤d |αj |+2)A
‖S‖d−1 ΠjA
.
This last statement will be verified by induction over the values of d.
52By convention, if d = 1 we set ΠA = 1.
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The case d = 1 is trivial. Assume now that (356) holds for 1, 2, . . . , d−1.
We now multiply in (354) by s−α1 in order to deduce that53
(357)
∣∣∣∣∣∣
d∑
j=1
ajs
αj−α1
∣∣∣∣∣∣ ≤ 4α1− A for any s ∈ S .
Applying now the mean value theorem on each of the intervals (s2i−1, s2i)
with i ∈ {1, . . . , 2d−1} we obtain a collection of intermediate points S1 :=
{s1i }
2d−1
i=1 such that
(358)
∣∣∣∣∣∣
d∑
j=2
aj (αj − α1)s
αj−α1
∣∣∣∣∣∣ ≤ 4
α1−+2A
‖S‖
for any s ∈ S1 .
Applying now the induction hypothesis, for any 2 ≤ j ≤ d, we get that
(359) |aj | (αj − α1) ≤
4(d−1)((αd−α2)+min2≤j≤d |αj−α1|+2))
‖S1‖d−2ΠjA1
4α1−+2A
‖S‖
,
where here we set A1 = {αj − α1}
d
j=2.
Notice now that from our construction of the sets A1 and S1 one has that
‖S1‖ ≥ ‖S‖ and that (αj − α1)ΠjA
1 = ΠjA. With these one immediately
verifies our induction hypothesis (356) for 2 ≤ j ≤ d.
Finally, in order to get the similar relation for the term a1 it is enough to
repeat the above reasoning by replacing the role played by α1 with αd. 
Observation 53. [Number of real distinct roots for a generalized polynomial]
Assume we are given a generalized polynomial
(360) P (t) =
d∑
k=1
ak t
αk ,
with d ∈ N, {ak}
d
k=1 real numbers and {αk}
d
k=1 real positive numbers. Then,
the number of real distinct roots of P obeys the following relation
(361) #{t ∈ R+ |P (t) = 0} ≤ 2d .
Notice that even in the case when {αk}
d
k=1 are (strictly increasing) positive
integers, (361) is far from obvious, offering a refinement over the informa-
tion one could get from the fundamental theorem of algebra: indeed, in this
latter instance, applying the fundamental theorem of algebra one could only
say that the LHS of (361) is bounded by αd, while (361) states that the rele-
vant information stays in the number of non-zero monomials as opposed to
the degree of P (of course we assume here αd >> d).
The proof of this result is done via induction over d, and is inspired from
[86]. Moreover, this observation served as a toy model in our approach for
the proof of the more involved Lemma 52.
53Here α− = −α if α < 0 and 0 otherwise.
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We pass now to the actual proof of our proposition. This will be based
on reductio ad absurdum. Thus, we assume that (344) fails, and hence
(362) #Hq˜,δ ≥ 2
( 1
2
−ν)m ,
for a suitable small ν > 0.
We now define
(363) HLq˜,δ := {l | (l, w) ∈ Hq˜,δ} ,
and let
(364) HL,Sq˜,δ := a maximal separated subset of H
L
q˜,δ ,
such that
(365) #HL,Sq˜,δ = 2
23d 2δ m
which is possible if 12 − ν − 4δ > 2
3d 2δ, since, based on (243) - (245), one
has that for any l ∈ HLq˜,δ
(366) #{w | (l, w) ∈ Hq˜,δ} . 2
4 δm .
Next, for each l ∈ HL,Sq˜,δ , we let
(367) Al := Aq˜(l, wl)withwldefined by|Aq˜(l, wl)| = max
w: (l,w)∈Hq˜,δ
|Aq˜,δ(l, w)|.
Now, for54 n = 22d, we apply Lemma 51 for Il := Al, M = 2
2δm and
N = #HL,Sq˜,δ = 2
23d 2δ m to deduce that there exist H¯q˜ ⊆ H
L,S
q˜,δ with #H¯q˜ = n
and a set X :=
⋂
l∈H¯q˜
Al such that
(368)
• |q(x, x+ l)− wl| ≤ 2
−( 1
2
−2δ)m for any l ∈ H¯q˜ and x ∈ X;
• |X| & 2−2
2d 2δm.
First thing to notice is that, from (368) and Lemma 52, one immediately
has
(369) max
1≤j≤d
|aj(x)| ≤
4d((αd−α1)+max1≤j≤d |αj |+2) 2
‖H¯q˜‖d−1 infj
∏d
i=1
i6=j
|αj − αi|
,
for any x ∈ X.
Exploiting the first item in (368), we notice that for any x, x0 ∈ X one
has
(370) |
d∑
j=1
aj(x) (x+ l)
αj −
d∑
j=1
aj(x0) (x0 + l)
αj | . 2−(
1
2
−2δ)m ∀ l ∈ H¯q˜ .
Fix x, x0 ∈ X. We now apply Taylor’s formula in order to deduce that
(371) (x0 + s)
αj = (x+ s)αj + αj (x0 − x) (x+ s)
αj−1 + O(|x− x0|
2) .
54Recall here that d stands for the number of “generalized” monomials (i.e. we allow
the power/degree to be an arbitrary real number) of q.
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Putting together (369), (370) and (371), we further deduce that55
(372)∣∣∣∣∣∣
d∑
j=1
{
(aj(x)− aj(x0)) (x + l)
αj − αj (x0 − x) aj(x0) (x+ l)
αj−1
}∣∣∣∣∣∣
. 2−(
1
2
−2δ)m +
1
‖H¯q˜‖d−1
OA(|x− x0|
2) for any l ∈ H¯q˜ .
Applying now Lemma 52 for the coefficient of the “lowest degree generalized
monomial”, we deduce that
(373)
|a1(x)|, |a1(x0)| .
48d(max1≤j≤d |αj |+1)(2−(
1
2
−2δ)m + 1
‖H¯q˜‖d−1
|x− x0|
2)
|x− x0| |α1| |H¯q˜‖2d−1
∏d
i=2 |αi − α1|
.
Once at this point we set I1 be the collection of same length = 2
−m
4 intervals
partitioning the interval [1, 4]. Set now I01 be the collection of intervals
J ∈ I1 for which
(374) |X ∩ J | ≥ 2−5 2−2
2d 2δ m |J | ,
and set
(375) X1 :=
⋃
J∈I01
X ∩ J .
From (368), (374) and (375) one deduces immediately that
(376) |X1| ≥
|X|
2
≥ 2−2 2−2
2d 2δ m .
Applying now (373) within each set X ∩ J with J ∈ I01 we notice for any
x ∈ X ∩ J we can choose x0 ∈ X ∩ J such that |x− x0| ≥ 2
−10 2−2
2d 2δ m |J |
and thus we have that
(377) |a1(x)| .
48d(max1≤j≤d |αj |+1)(2−(
1
4
−2δ)m 22
2d 2δm)
|α1| ‖H¯q˜‖3d−2
∏d
i=2 |αi − α1|
for any x ∈ X1 .
Inserting now (377) in (370) we have that for any l ∈ H¯q˜ and x, x0 ∈ X1
one has
(378)
|
d∑
j=2
aj(x) (x+l)
αj−
d∑
j=2
aj(x0) (x0+l)
αj | .
48d(max1≤j≤d |αj |+1)(2−(
1
4
−2δ)m 22
2d 2δ m)
|α1| ‖H¯q˜‖3d−2
∏d
i=2 |αi − α1|
.
At this point we can repeat the above algorithm to deduce an upper bound
for the size of the terms a2(x) where here x ∈ X2 with X2 ⊂ X1 such that
55Here OA(B) designates an expression that is bounded from above by a quantity of
the form CA ×B where CA > 0 depends on the properties of the set A = {αj}
d
j=1.
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|X2| ≥
1
2 |X1|. Iterating this argument d times we conclude that for any
1 ≤ k ≤ d and x ∈ Xd with Xd ⊂ X and |Xd| ≥
1
2d+1
|X|, one must have
(379) |ak(x)| .
48d k(max1≤j≤d |αj |+1)(2
−( 1
2k+1
−2δ)m
22
2d k 2δ m)
|α1| · · · |αk| ‖H¯q˜‖(3d−2)k
∏k
j=1
∏d
i=1
i6=j
|αi − αj |
.
Notice now that ‖H¯q˜‖ ≥ 2
−(23d 2δ+ν)m. Thus, from (379), we deduce that
for any x ∈ Xd and 1 ≤ k ≤ d one has
(380)
|ak(x)| .
48d
2 (max1≤j≤d |αj |+1)
|α1| · · · |αk|
∏k
j=1
∏d
i=1
i6=j
|αi − αj |
2
−( 1
2d+1
−2δ)m
22
2d d 2δ m 23d
2(23d 2δ+ν)m.
Choosing now δ, ν > 0 small enough such that
(381)
1
2d+1
− 2δ − 22d d 2δ − 3d2(23d 2δ + ν) > 0 ,
we deduce that for any x ∈ Xd and l ∈ H¯q˜ one has
(382)
∣∣∣∣ ∂∂tq(x, t)∣∣t=x+l
∣∣∣∣ << 1 ,
which violates the definition in (343).
Thus we reach our desired contradiction in (362) ending the proof of
Proposition 50. 
Observation 54. A simple inspection of the proof of Proposition 50 shows
that one can choose the following values for our parameters: δ = 1
25d+5
and
ν = 1
22d+5
. This choice implies the desired exponential decay in m in (339)
with ǫ¯ = δ = 1
25d+5
. In the case in which q(x, t) is a polynomial in t with no
constant coefficient - i.e αj ∈ N in (343) - the optimal dependence in (339)
as well as in (213) is in fact linear; that is, instead of the above exponential
dependence, with supplementary ideas that we choose not to present here,
one can obtain in the polynomial case that in fact ǫ, ǫ¯ ≈ 1
d
.
11. Proofs of the remaining corollaries
Proof of Corollary 2.
This follows from Main Theorem and the proof of Theorem 1 by inspecting
the bound dependencies on the exponents {αj}j . More specifically, the form
of (13) follows from tracking the constant/bounds dependencies in (329) -
(338), (355) and (380) together with the Lp bound interpolation argument
provided in Lemma 30.
Proof of Corollary 3.
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Corollary 3 is a straightforward application of Corollary 2. For complete-
ness, we provide here the argumentation: from Corollary 2 we know that
for d ∈ N, {αj}
d
j=1 ⊂ R \ {0, 1} and {aj}
d
j=1 measurable functions defining
γ(x, t) :=
∑d
j=1 aj(x) t
αj we have that Cγ is L
p bounded for 1 < p <∞.
Applying now a standard linearization argument we notice that
(383) C~α,df(x) ≈
∫
R
f(x− t) ei
∑d
l=1 al(x) t
αl 1
t
dt = Cγ ,
finishing our proof.
Proof of Corollary 5.
It is straightforward to see that the curve γ(x, t) = u(x) γ˜(t) defined in
the statement of Corollary 5, see in particular relations (17) - (20), verifies
relations (59) - (67). The only part left is to verify the nondegeneracy
condition (68) - which in our present context becomes
(384)
sup
k, n∈Z
|j|≥|j0|
∫
1<|s|<4
sup
t∈R
 1
2j
∫ (k+ 1
2
)2−j
(k− 1
2
) 2−j
χRα(x)χZx(j)φ(
γ′x(2
−j)
2n )⌊
2
m
2
(
q˜j(s+ 2j x− k)− t
2n
γ′x(2
−j)
)⌋2 dx
 ds .γ 2−2 ǫ¯ m,
where here we used that our hypothesis implies qj(x, t) = q˜j(t) :=
γ˜′(2−j t)
γ˜′(2−j)
.
Combining the reasoning from the proof of Lemma 39 with those from
the proof of Proposition 50 we see that we can reduce (384) to proving the
analogue of (250) with Hq˜,ǫ there replaced by Hq˜j ,γ,δ, where here
(385) Hq˜j ,γ,δ := {(l, w) ∈ R
2
m | |Aq˜j ,γ,δ(l, w)| > 2
−2δm} ,
with
(386) Aq˜j ,γ,δ(l, w) := {x ∈ [−
1
2
,
1
2
] | |q˜j(l + x)− w a(x)| ≤ 2
−( 1
2
−2δ)m} ,
and a(·) a suitable measurable function (depending on u) with 110 ≤ |a(x)| ≤
10 for any x ∈ [−12 ,
1
2 ].
Following now the same steps as in the proof by contradiction of Propo-
sition 50, specifically (362) - (368), by taking there d = 1, one gets the
modified form of (366) as
(387)
• |q˜j(x+ l)− wla(x)| ≤ 2
−( 1
2
−2δ)m for any l ∈ H¯q˜j and x ∈ X;
• #H¯q˜j ≥ 2 and minl1 6=l2∈H¯q˜j
|l1 − l2| ≥ 2
−(16 δ+ν)m;
• |X| ≥ 2−8 δm;
where here ν, δ ∈ (0, 1) suitable chosen obeying (381) for d = 1.
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This immediately implies that that there exists x, y ∈ X with |x − y| ≥
2−8 δm and l1, l2 ∈ H¯q˜j with |l1 − l2| ≥ 2
−(16 δ+ν)m such that
(388) |
q˜j(x+ lk)
a(x)
−
q˜j(y + lk)
a(y)
| . 2−(
1
2
−2δ)m for k ∈ {1, 2} .
Now according to the two cases under discussion we have:
i) if u = u0 (almost everywhere) constant then a = a0 constant and then
from the mean value theorem and condition (20) we have that (388) can’t
hold.
ii) for general measurable u we deduce from (388) that
(389) |
q˜j(x+ l1)
q˜j(y + l1)
−
q˜j(x+ l2)
q˜j(y + l2)
| . 2−(
1
2
−2δ)m .
However, an application of the mean value theorem together with hypothesis
(22) gives
(390) |
q˜j(x+ l1)
q˜j(y + l1)
−
q˜j(x+ l2)
q˜j(y + l2)
| &M |l1 − l2| |x− y| ,
which contradicts (389) for a proper choice of ν, δ.
Proof of Corollary 6.
This is straightforward based on Corollary 5 above an the fact that NF ⊂
NF. The last containment is immediate by just inspecting the definitions
of the classes NF (in the present paper) and NF (in [64]); indeed, one has
• condition (17) here is the same as conditions (2) (for j ∈ Z+) and
respectively (8) (for j ∈ Z−) in [64];
• conditions (19) and (20) here are more general than (but analogues
to) conditions (3), (4), (5) and respectively (9), (10), (11) in [64];
• condition (22) is morally equivalent with (6) and respectively (12)
in [64].
12. Final Remarks
In this section we start by clarifying some aspects related to the newly
introduced class of curvesMxNFt and then we end with some open problems
that have arisen naturally in the course of the present study.
12.1. Analyzing the class MxNFt. As always when introducing a new
concept or definition around which an entire paper revolves, an honest dis-
cussion is advisable along at least three directions:
• How natural/intuitive is the new definition?
• What are its merits?
• What are its limitations?
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12.1.1. The intuition. We first stress that Definition 11 is tailored around
the concept of curvature which is the keystone in each of the three themes
approached in our study. The prototype that served as an initial model for
our class of curves (and hence must end up residing within it) is the set of
all t−polynomials of a given degree d ∈ N, d ≥ 2
(391) P (x, t) =
d∑
k=1
ak(x) t
k+1 ,
where here {ak(·)}
d
k=1 are only assumed to be real measurable functions.
Two features are quintessential in the above expression: i) one allows only
measurability in x; ii) one does not allow linear terms, and thus a suitable
non-zero curvature must be present.
With this in mind, we can now easily notice that (58) expresses in more
specific terms i) while preparing the ground for ii). Conditions (59) - (63)
provide a natural splitting of the (x, t)−plane into regions where we gain
some more structure and control on the properties of γ in analogy - it is
instructive here to consult Step 1 in Section 10 - with a partition guided by
the roots or coefficient localization of a polynomial with variable coefficients
given by (391). Within each such region one is able to extract a first,
qualitative curvature condition reflected in (63) thus partially fulfilling ii)
above.
Condition (64) is necessary in order to impose the standard almost dis-
jointness of the Littlewwod - Paley projections in the t−variable for a fixed
x without which no square-function type argument would be applicable. 56
We pass now to the two fundamental requirements for our class of curves:
• Doubling and uniform non-zero curvature (non-flatness): The underly-
ing motivation for the doubling condition (65) stems from the nat-
ural desire to exploit the dilation symmetry of the kernel 1t evoked
by the Whitney decomposition (76). This in turn invites the mul-
tiplier discretization (87) and thus the analysis of its corresponding
phase (96), with the preeminent role played by its derivative (97).
Indeed, the behavior of (97) is essential for the location of the sta-
tionary points, which in turn guides our entire subsequent approach.
At this point, we insert a simplification of our analysis by assum-
ing that (98) is a good approximation for (97), or equivalently, by
morally rephrasing our doubling condition (65). From this point on,
the uniform upper-boundedness condition (66) is the doubling condi-
tion extended uniformly across all scales while (67) is the completion
of ii) in terms of a uniform - in scale - non-zero curvature condition.
• Non-degeneracy: Finally, condition (68) is a dilation invariant way
of measuring the “twisted non-zero curvature” of γ(x, t). More pre-
cisely, in our context it is not enough simply to control the behavior
56This condition is trivially satisfied for any polynomial with variable coefficients - even
if allowing constant and linear terms.
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and curvature of γ in t. Rather, we need to consider a relative in-
terplay between x, t, and how (the derivative of) γ varies around a
given point.57
12.1.2. The merits. The primary advantage of the MxNFt−definition lies
within its malleability, demonstrated by the large classes of examples that
it subsumes. Indeed, following Corollary 5 and the definition therein, Ob-
servation 13, Theorem 1 and its restatement (327) - (328), we do have that
NF ⊂MxNFt ,(392)
Mx · NF := {u(x) γ(t) |umeasurable γ ∈ NF} ⊂MxNFt ,(393)
Pd ⊂MxNFt .(394)
Moreover, by repeating step by step the proof in Section 10 - with the
obvious analogue of Lemma 52 - one can extend the last inclusion above, by
actually showing that any expression of the form
(395) P (x, t) =
d∑
k=1
ak(x) t
αk logβk |t| ∈MxNFt ,
with d ∈ N, {ak(·)}
d
k=1 measurable, {αk}
d
k=1 ⊂ R \ {0, 1} and {βk}
d
k=1 ⊂ R.
Thus, indeed, many of the most relevant and/or standard examples that
one might consider are proven to be part of our newly defined class or curves.
12.1.3. The limitations. The class MxNFt has several downsides that will
be discussed below:
• Exclusion of t−non-doubling curves: The doubling condition (65) is
clearly restrictive and - unlike the non-zero curvature condition -
should not play an important role in the boundedness of the opera-
tors that we consider. In fact, it is known that both HΓ and MΓ are
L2(R2)-bounded operators for Γ corresponding to γ(x, t) = x e−
1
t2 ,
([13]), or more generally γ(x, t) = P (x) e−
1
t2 with P polynomial ([4]).
Although we believe that our results could in principle be extended
to include these latter situations, this would require a non-trivial
amount of extra technicalities that would not be justified in the con-
text of our main focus derived from the inclusions in (392) - (395).
• Absence of non-translation invariance: A far more consequential re-
striction is the lack of translation invariance for MxNFt. While
unappealing, this should not be surprising since our definition for
the set of curves relies fundamentally on the concept of non-zero
curvature near zero and infinity, a property that is compatible with
57For more on this, please see the discussion within the limitations in the definition of
our class of curves.
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dilation but not with translation symmetry. Consequently, we re-
mark that
γ(x, t) ∈MxNFt ; γ(x, t− a) ∈MxNFt for a ∈ R \ {0} ,(396)
γ(x, t) ∈MxNFt ; γ(x, t− x) ∈MxNFt .(397)
• Sufficiency versus necessity: We return to the two key conditions i)
doubling, uniform boundedness and non-zero curvature (non-flatness)
and ii) non-degeneracy. While sufficient if taken together, neither of
these two are necessary conditions. With regard to i) we already
clarified this in discussing the first limitation above. Passing now
to ii), we exemplify the lack of necessity by appealing to (397): on
the one hand, while γ0(x, t) = t
2 ∈ MxNFt trivially, one can eas-
ily check that γ(x, t) := γ0(x, x − t) = (t − x)
2 does not satisfy
(68) and hence γ /∈ MxNFt; on the other hand, taking as usual
Γ ≡ {(t, −γ(x, t))}{x∈R} we have that
58
HΓ(f)(x, y) =
∫
R
f(x− t, y+ γ(x− t))
dt
t
=c.v. t→x−t
∫
R
f(t, y+ γ(t))
dt
x− t
=:
∫
R
fy(t)
dt
x− t
= H(fy)(x) ,
where here H stands for the standard one dimensional Hilbert trans-
form.
Thus, for any 1 < p <∞, one deduces that
(398)∫
R2
|HΓ(f)(x, y)|
p dx dy =
∫
R2
|H(fy)(x)|
p dx dy .p
∫
R2
|(fy)(x)|
p dx dy = ‖f‖pp .
12.2. More about the non-degeneracy condition (68). As mentioned
earlier, the non-degeneracy condition (68) is a dilation invariant way of
measuring the “twisted non-zero curvature” of γ(x, t). Of course, following
the proof, one might find various other - essentially equivalent or slightly
more general - conditions that could have replaced (68) with the same con-
sequences; indeed one could have asked as an alternative non-degeneracy
hypothesis relation (250) or, even more generally, condition (235). However,
all of these fundamentally ask for the same type of behavior - a suitable
decay condition based on the interplay between the x and t parameters.
Passing now to more concrete aspects related to our non-degeneracy con-
dition, we first comment on (242). Although it is tempting to hope that
one could replace 1 by a factor of the form 2−ǫm in the right-hand side of
(242), this is in fact impossible in general, as one can simply check for ex-
ample in the case q(x, t) = a(x) t. This is our motivation for introducing the
definitions of light and heavy pairs in (244) and (245).
Finally, we briefly touch on the specific choice of where to place the supre-
mum in t in (68). Indeed, it would have been natural to try to relax this
58In what follows we ignore the principal value symbol.
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condition more and move the supt expression in front of the first integral
sign; however, it turns out that such a condition would hold for any γ obey-
ing (65) - (67) and even for zero-curvature curves (e.g. γ(x, t) = a(x)t with
a(·) measurable), thus being of no help. In this context, one could have tried
to move the supt inside the second integral, but in this situation no decay
in m would be possible. Accordingly, the chosen location of the supremum
in t is the only one possible.
12.3. Some open questions. We end our paper with several open ques-
tions starting with the more pedestrian ones and slightly moving towards
those with more philosophical content.
12.3.1. An interpolation question - Generalized Vandermonde matrices. A
positive answer to the question below provides a more elegant alternative
and also more efficient bounds to Lemma 52:
Open problem [Control over generalized Vandermonde determinants]
Let d ∈ N and let S, A be two collections of strictly increasing positive real
numbers with S = {si}
d
i=1 and A = {αi}
d
i=1. Assume there exists C0 > 0
such that the following holds:
(399) ‖A‖, ‖S0‖ ≥ C0 ,
where here S0 = S ∪ {0}.
Define the Generalized Vandermonde matrix relative to the sets S, A as
(400) VS,A =

sα11 s
α1
2 . . . s
α1
n
sα21 s
α2
2 . . . s
α2
n
...
...
. . .
...
sαn1 s
αn
2 . . . s
αn
n
 .
Is is true that there exists a constant C = C(d, C0) > 0 depending solely
on d and C0 but not on the other characteristics of the sets S and A such
that the following holds
(401) |detVS,A| ≥ C ?
12.3.2. In relation with MxNFt. i) Relaxing the requirements (A): It would
be interesting to investigate whether the non-degeneracy condition (68) is in
fact needed for our Main Theorem to hold. As we have already seen in Sub-
section 12.1.3 we know that (68) is not a necessary condition; accordingly,
conditions (58) - (67) in Definition 11 alone might in fact be sufficient for
our main results. A similar question can be addressed towards the - already
mentioned as unnecessary - doubling requirement.
ii) Relaxing the requirements (B): As mentioned in Definition 11, it is
enough to require C2+-regularity in t. While our proof was performed as-
suming C4−regularity this was just for exposition purposes - as the only
key fact required is the L1-summability of each of the components in (226)
100 VICTOR LIE
relative to the parameters l, l1 and s (or s1) which is satisfied if the power
exponent for each of the fractions is any number strictly greater than one
(as opposed to two in (226)). In this context, one possible direction of in-
vestigation would be to see if one could lower the t−regularity requirement
for our curves to the limiting case 2.
iii) End-point bounds for Cγ and Mγ : The presence of non-zero curvature
and the highly oscillatory nature of the phase creates a good context for the
following natural question: what is the behavior of Cγ andMγ near L
1? For
both operators it is expected for one to see an improvement over the known
estimates from the flat (zero-curvature) case.
12.3.3. Some final questions. 1) Returning to the historical evolution to of
our theme (I), can our main results regarding the Lp-boundedness of HΓ and
MΓ be given any interesting interpretation in terms of parabolic differential
operators with variable coefficients?
2) Following the detailed discussion in Section 1.3, it would be of real
interest if one could remove the non-zero curvature condition (as well as the
non-degeneracy one) in order for our Main Theorem, Part (I) to cover the
situation when γ is given by a polynomial with linear term included and
having x−measurable coefficients, i.e. γ(x, t) =
∑n
j=1 aj(x) t
j with {aj(·)}j
arbitrary real measurable functions.
3) Finally, one could be tempted to ask even more generally for similar
boundedness results for analogous operators HΓ and MΓ in the situation in
which we allow an extra y−dependence, i.e. γ = γ(x, y, t), and, as before,
impose minimal regularity in x, y and some suitable non-zero curvature and
non-degeneracy conditions in t.
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