(0.1) Si(t) = Dllit)Dm + c(x,t) lVjíb:
' i = x ^ r2.
In (0.1) for each t, p(t) = p, is a Borel measure defined on the Borel sets of {rur2), o(t) = o, is a strictly increasing function continuous on {rur2), c(x,t) ^ 0, and c(x,i) is continuous in x on [r^] for each ts\a,b~\. The generalized derivatives Dff(() and DmDa(t) are defined in §2. The operator Si(t) is, for each t e [a,f>], a linear, but not necessarily bounded, operator. The purpose of this paper is to present conditions on pt and a, such that given an initial value for f = a and possible boundary conditions at rt and r2 there exists a unique solution of the equation (0. 2) ut(x,t) = DmDttit)u{x,t) + c(x,t) u (x,t) "Z^Z' rlS*2 r2-Four types of boundaries, regular, entrance, exit, and natural are considered. These types are defined in §2. The boundary classifications of (0.1) for the ot and p, independent of t were formulated by K. Itô and used by H. McKean [11] in accordance with W. Feller [4] , and the boundary conditions (2.8) are the generalized classical ones. W. Feller [3; 2] has shown that for each t, Si(t) is a generalization of the classical differential operator (0.3) Si(t) = a(x,t)^ + b(x,t) -^ + c(x,t) " ~ * ~ b' riú*ú r2.
(See §2 for the pertinent details of this demonstration.) In (0.3) for each t, a(x,t)>0, a(x,t) and b(x,t) are continuous in x on (rur2), c{x,t) g 0, and c(x,t) is continuous in x on [r1,r2]. The operators we consider are allowed to be singular in that a(x,i) and b(x,t) are allowed to have discontinuities in x at the boundaries rt and r2 and fl(x,i) may vanish at the boundaries. The boundary classifications are seen to depend on the behavior of b*(x,t) = b(x,t)/a(x,t) and the boundary con-ditions are the classical ones. Our work exhibits conditions on the coefficients of the equation (0.4) ut(x,t) = Q(t)u(x,t) which will guarantee the existence of a solution satisfying the classical boundary conditions and uniquely determined by an initial value u(x,a). Some advantages of the generalized differential operator (0.1) are discussed by W. Feller [2] for the time independent case. The generalization has applications in probability theory and may be used to advantage even for completely classical problems. As W. Feller has pointed out, the generalization achieves a considerable simplification and unification of the theory. In applications one frequently finds that for each t the coefficients of equation (0.4) have jump discontinuities. In such cases one has to piece together solutions in various intervals. But W. Feller [2] has noted that the simple expedient of writing the operator £î(0 in the form (0.1) reduces the whole to one single equation and eliminates the laborious piecemeal work. A specific example of such a problem appears as Example 4 in §8. Equation (0.2) can be considered as a special case of the so-called equation of evolution (0.5) ^-= A(t)u(t) a = í = £> where for each t e [a,fc], u(t) is an element of a Banach space X and A(t) is a linear operator. We shall take as underlying Banach space X either C[rl5r2] or a subspace of C[rj,r2] depending on the boundary conditions (Definition (2.1)). The domain of our operator Q(t) also depends on the boundary conditions. It is defined as the set of all fe X which satisfy appropriate boundary conditions and which are such that fi(0/ is itself in X.
T. Kato [9] has constructed the unique solution to the equation of evolution subject to rather general hypotheses on A(t). In this paper we determine conditions on the scale a, and measure pt which guarantee that Q(t) satisfies Kato's hypotheses. We supplant Kato's set of hypotheses by a set of conditions which are slightly stronger than Kato's although somewhat more convenient for our purposes. T. Kato [10] has anounced the solution of (0.5) under less stringent conditions than those in [9] .
Considerable work has been done by W. Feller [4] , J. Elliott [1] , and E. Hille [7] in constructing elementary solutions for the classical operator (0.3) where Í2(0 = fi is independent of t and by H. McKean [11] for the generalized operator (0.1) in the t independent case. The elementary solution for fi(0 with time dependent coefficients subject to a variety of conditions has been constructed by W. Feller [5] . It appears that our conditions on b(x,t) are less stringent than Feller's as far as x is concerned but are somewhat more restrictive in r.
The method of proof which we use excludes the possibility of using boundary conditions which are dependent on t because in Kato's hypotheses Dmni(i) is independent of t and our Dmn£i(f) depends on the boundary conditions. Examples of particular operators Sl(f) with coefficients ft(x,() having discontinuities at boundaries but which still satisfy the conditions of our main theorem are given in §8.
In §1 we state Kato's theorem and give our conditions which supplant Kato's hypotheses. §2 is devoted to preliminary groundwork and the statement of important definitions and conditions. The development of our main theorem for the reduced operator appears in § §3-5, and in §6 we indicate how these proofs go through for the more general case in which c(x,t) is negative. In §7 we show in detail how our main theorem applies to the special case of the classical operator, and §8 consists of several specific examples.
I wish to express my gratitude to Joanne Elliott for suggesting this topic and for her most helpful guidance.
1. Kato's theorem. We wish to employ some of the main results in a paper of T. Kato's [9] . Before summarizing these results, it is convenient to make some preliminary definitions. Definition 1.
1. An operator Ain a Banach space X is said to have property S on X : (i) if A is alclosed linear operator with domain dense in X ; (ii) if the resolvent set of A includes all positive reals; and (iii) if || (/ -,L4)-1|| ^ 1 forX > 0.
Let the following conditions be given:
Ky. A(t) is defined for ie[a,ft] and has property S for each t. K2. The domain of A(t) is independent of /. K3. C(t,s) = \I -A(t)~\\I -A(s)}_i is uniformly bounded; that is, there is an M > 0 such that || C(t,s) || = M for every s,t. K4. C(t,s) is of bounded variation in t in the sense that there is an TV ^ 0 such that
for every partition a = t0 < ty < ■■■ < tn = ft of the interval [a,ft], for some s. K5. C(f,s) is weakly continuous in t for some s. K6. For some s, C(t,s) is weakly differentiable in t and the weak derivative dC(t,s)/dt is strongly continuous in t. The following theorem represents part of Kato's results: is an element of a complex Banach space X and A(t) is a linear operator in X. The solution is uniquely determined by the initial value x(a) and is strongly continuously differentiable. Furthermore, if the solution is formally given as x(f) = U(t,a)x(a), then U(t,t) = / and U(t, r) = U(t,s) U(s,r), r g s g t.
For our purposes it is convenient to supplant the hypotheses of Kato Proof. It suffices to prove that conditions Cl5 C2 and C3 imply Kato's conditions K3 and K4. The uniform boundedness of C(t,s) follows readily (cf. T. Kato [9, pp. 215-216] ). Futhermore, C(t,s) is of bounded variation in t since for some fixed s = s0, || C,(t,s0) || is uniformly bounded in r. p(x,t) is right continuous in x for each t. p(x,t) is monotone, and we assume p(x,t) to be strictly increasing for x > 0 and strictly decreasing for x < 0 so that its discontinuities form a Borel set of measure zero.
Let/€C[r1;r2]. For each t and xe(rl5r2) define
and at points of continuity of p(x,t) define
Of course Dff(t)/is continuous with respect to pt when Dß(,)D"wf exists. The only possible points of discontinuity of Da(t)f are the points of discontinuity of p.,.
For convenience we will assume that DaWf(x) is continuous to the right for
Let fi(0/(x) = DmDa(t)f(x) + c(x,t)f(x), where for each t, c(x,t) ^ 0 and is continuous in x on the closed interval \_rlt r2]. The domain of fi(t) will be defined below. We wish to consider the equation (2.4) Mf(x,0 = fi(0«(x,0-
To that end let us classify boundaries and define the classical boundary conditions.
As a preliminary to classifying the boundaries, let us imitate H. P. McKean [11] in defining^)
Jo and (2.6) K,{t) = (-1)' f " (1 -c(x,0) |<t(x,0| dp, for i = 1,2.
Jo
For future use note that for each t Kt(t) < + co -K?(0 = (-1)'T" | <Xx,t) | dp, Jo < + oo-»-(-l)i dp, < + oo Jo
Here the K¡(t), K?(t), J¡(t) and J°(t) are all non-negative for i = 1,2; and of course if c(x,0 = 0, K^t) = K°(t) and J¡(t) = J?(t). As suggested by W. Feller [4] and H. We may now precisely define the operator Sl(t) as follows: if
then Domain of Sl(t) is the set of all ueX such that u(x) satisfies the boundary conditions prescribed for the type of boundaries in question and such that (2) Sl(t)ueX.
Special Case. For each t the operator j2 .
(2.12)
is a special case of (2.11) when a(x, t) > 0, a(x,t) and ft(x, 0 are continuous for xe(ry,r2), and c(x,0^0 and continuous on [r^^] . This was shown by W. Feller in his paper On second order differential operators [3] . (See also W.
Feller [2] .) In particular consider the so-called reduced operator according as x > 0 or x < 0, the reduced operator is readily seen to be of the form Dp(f)Dff((). Examples of the reduced operator with specific coefficients will be presented in §8.
The following lemma is of fundamental importance. It was proved for the operator
by W. Feller [4] ; H. P. McKean [11] used direct analogy with Feller's proof to establish the lemma for the operator (2.11). Throughout this entire paper we shall assume that the following condition is true:
A. For each t e [a, b~\, pt and o, are differentiable with respect to ps and o~" respectively. That is, the derivatives do, _ Hm o-t(x + h) -<r,(x) and d°s «-o °Áx + h) -<ts(x) ' dp, .. p,((x,x + h)) . r . .
-, x -,-= hm --j-,-r^-at points of continuity of p(x,s), dps ^0 ps((x,x + h)) dp, p(x+,t) -u(x~ t) . ... . . , . .
In addition to condition A stated above, future reference will be made to several other conditions on p, and a,. These conditions are stated in terms of(3) H. E is true and 0*(-,r,s) = 4>(-,t,s)p(-,s) is a strongly continuously differentiable function from [a,ft] to X for some s = s0 with </>,*(-,i,So) = <!>,(■, t,s0) p(-,s0).
J. E is true and <£,( •, t, sQ)p( • ,s0)eX for each t. (6) 3. Conditions under which domain of Dlt(t)Dai,) is independent of t. In this section and through §5 we shall assume that c(x, 0 = 0 so that (0.1) is the reduced operator Sl(t) = DmDa(,y Let us now exhibit conditions under which the domain of £2(0 = ^(oArfo is independent of / for various types of boundary combinations.
(4) A function g will be considered to be in X\îgeC[rl ,r2]and if limx-,rl g(x) exists and has the appropriate value as specified in Definition 2.1. Ci(t)u=feX.
We have fi(s)u= DKt)Da(s)u (3-2) = ^-D^D^u) dp, dp, We may integerate over (0,x] where xe(rur2) and obtain (3.6) (¡>(x, s, t)Da(t)u(x) = (¡)(x, s, t)Dmu(0) + <p(x, s, t) f(y)dp,. Jo
Since feX, the function defined for each s, t by the second term on the right of (3.6) will be continuous on the open interval (ru r2) if we can show that (t>(-,s,t)p(-,t)eC(r1,r2)
for each s,i. With that aim in mind, note that <j>(-,s,t)p(-,t) is continuous on (rur2) except possibly at points of discontinuity of p(-,t). These discontinuities form a countable set of jumps and since dp,/dp, exists, for each t^s p(-,t) and p( •, s) are discontinuous at the same points. By definition but by hypothesis do,/dos is continuous at points of discontinuity of p( ■, t) and hence of p( •, s) so (¡>(x, s,t) = 0 at such points. It follows that for each s, t, <p( ■ ,s,t)p( -,t)e C(ru r2) and the function defined by the second term on the right of (3.6) is in C(ru r2). The function defined for each s, t by the first term on the right of (3.6) is in X by hypothesis. Consequently </>( ■, s, t)Da(t)u is continuous on the open interval. To show that <p{-,s,t)DaWu is actually in X, we have only to show that lim^..,^ jS/(y) dp, exists. This is clearly true since K¡(t) < + co for r¡ regular or entrance; and K¡(t) < + oo implies (-1)' ¡¿' dp, < + oo which in turn implies that for feC [ru r2], (-1)' J0" \f(y) | dp, < + oo. Thus <p( •, s, t)Da(l)u e X, and it follows that Sï(s)u e X.
The argument just used to show that <j>( -, s, t)Da(t)u is in X breaks down if r¡ is an exit or natural boundary since K¡(t) = + oo in these cases. Consequently we shall need to impose an additional condition on <j)(-,s,t) for exit or natural boundaries. This gives rise to the following lemma. Then as in the proof of Lemma 3.1, we have equations (3.4) and (3.6). Again examination of the right member of (3.6) shows that we have <p( ■, s, t)Da(t)u continuous on the open interval. The function defined for each s, t by the first term on the right of (3.6) is an element of X by hypothesis. Moreover, if F¡ is true, for each s, t the function defined by the second term on the right of (3.6) is also an element of X. Thus in all boundary classifications, conditions B, C, Fu F2 and F3 imply that the domain of Si(t) = £),,(,)!),,(,) is independent of t.
If Tj happens to be regular or entrance and r¡ (i ^ j) is exit or natural, however, we need only the conditions B, C, F¡ and F3 to prove the domain is independent of t since we saw in Lemma 3.1 that <p{-,s,t)Da(t)u is forced to be continuous at a regular or entrance endpoint by conditions B and C.
Conditions implying C, for regular and/or entrance boundaries with reduced operator Si(t) = Dpit)Da{t). Now let us consider the operator C(t, s) = [/ -Q(i)] • [/-fi(s)]-1 and for various combinations of boundaries let us exhibit conditions implying condition C3: C(t, s) is strongly continuously differentiable in t for some s when Q(r) is the reduced operator D^(()D0(().
First note that if Dmnfi(i) is independent of t, then for each t and each s, C(t, s) is an element of E(X), the Banach algebra of endomorphisms on X. The boundedness follows from Lemma 2 of T. Kato [9] , and /e X implies that C(t,s)feX since £(s, •) = [J -Í2(s)]-1/ is an element of Dmn£2(s). Also note that for / e X, C(t, s)f can be expressed as follows : Assuming that the strong derivatives i]/,(-,t,s) and <¡>,(-,t,s) of i¡/(-,t,s) and (j)(-,t,s) exist for some fixed s, define the operator C,(t,s) so that for the fixed s,
The object of the next two lemmas is to show conditions under which this operator C,(t, s) is actually the strong derivative of C(t, s) with respect to t for the fixed s and is strongly continuous. 
Proof. Fix s at the value for which i¡/,(-,t,s) and (¡>,(-,t,s) exist as assumed in E. First we shall show that C,(t,s) as defined in (4.3) is actually an endomorphism on X, for each t and some s. Then we shall show that C,(t, s) is the strong derivative of C(t, s) with respect to t for our fixed s and is strongly continuous.
To show that C,(t, s) is bounded, consider equation (4.3). Notice that the first term on the right of (4.3) is bounded for each t and the fixed s. Indeed || \]/,( ■, t, s) | is bounded in t and for fe X, In (4.7) lim^^D^j^s, x) exists because r2 is either regular or entrance. There exists a positive constant N2(s) such that for our fixed s, the second term on the right of (4.7) clearly satisfies the inequality ¡ó'dp, exists finite. To show that the first term on the right of (4.7) satisfies a similar inequality, let us obtain an expression for Dais)F(s,x) by writing out the solution of the nonhomogeneous equation (4.6) Consequently the boundedness condition (4.5) holds and so for r2 regular and rt entrance or regular C,(t, s) is bounded for each t and our fixed s. To complete the proof of the boundedness of C,(t, s) it remains to consider the case in which r2 is an entrance boundary. In this case, since F(s, ■ ) e Dmn Sl(s) and hence satisfies appropriate boundary conditions, limx^P2D<,(j)F(s, x) = 0 and again the boundedness condition (4.5) holds and forces C,(t, s) to be bounded for each t and our fixed s.
To see that C,(t,s) is an endomorphism on X, it remains to show that for feX, C,(t,s)feX. We see from (4. 3) that, to show this, it suffices to note that
To demonstrate that C(r, s) is strongly continously differentiable in t for some s, we must show that C,(t, s) actually is the strong derivative of C(t, s) with respect to t for our fixed s and we must show that C,(t,s) is strongly continuous in t for our fixed s. In other words we must show that condition E that C(t,s) is strongly continuously differentiable in t for some s. In fact, it follows that C(t,s) is even uniformly differentiable and that C,(t,s) is even uniformly continuous.
5. Conditions implying C3 for one exit or one regular boundary with reduced operator Si(t) = DmDa(t). (b) // Q(t) = Dp(,)D(j(,) and r¡ is an exit boundary and r¡ (i ¿j; i,j = 1,2) is regular or entrance, then conditions A, C, F¡, F3, G¡ and H imply condition C3.
In both case (a) and case (b) the domain of 0_(f) is independent of t (Lemma (3.2)) so as in §4, C(t, s) is in an endomorphism on X for each t, s. Fix s at that value for which E and H hold. As before for /e X, we have equations (4.2) and (4.3). The proof of Lemma (5.1) proceeds in much the same manner as the proof of Lemma (4.1). Again we nominate a candidate C,(t, s) for the strong continuous derivative of C(t, s). Again, we show that C,(t, s) is an element of E(X), is the strong derivative of C(t, s), and is such that C,(t, s) is strongly continuous.
In this case, however, we work with a different expression for C,(t, s)f obtained by Both oix, i) and ^(x, t) are obviously monotone strictly increasing and <r(x, t) is continuous on (ru r2) for each t since ft*( ",0e C(rt, r2) for each t. The J¡(0 an<i the K¡it) used in the boundary classifications become From equations (7.2) and (7.3) we see that conditions B, A, and F3 stated in §2 are satisfied and in fact (7.7)
4-= -r-r e2B(x's)> do, a(x, s) (7.8) dpL = ^)eB(x,,)(;-Bix,s) dp, a(x,t) and (7.9) daj_=eB(x,S)e-B(x,t)t da, Consequently (7.10) 4>(-,s,t) = a(-,s)e-B(--'Xb*(-,s)-b*(-,t)}, (7.11) ■K-,s,0 = 414> a( ■, t) (7.12) <K-,s,t)f'dp, = <K-,s,t) \X-Jrry^dv, J0 J0 ay.v>t) and (7.13) \\dG,= \\e-»^dx.
Define the condition A0. For each t, a(-,t) is positive and b*(-,t) is continuous on (rur2). Then referring to the conditions Cl9 C2, C3 listed in §1 and the conditions on p, and a, listed in §2, the main results established for fi(0 = Dßit)Da(t) may be specialized for A(t) = a(x, t)d2/dx2 + b(x, t)d/dx as follows.
Lemma 7.1. In all boundary classifications condition A0 implies condition Ct: .4(0 is defined for te\a, b~] and has property S (Definition (1.1)) for each t. 8. Examples. In each specific example it is necessary to determine whether or not the strong derivatives </>,( •, t, s) and i//,i ■ ,t,s) exist. This computation is frequently made much easier by using a simple criterion. This criterion asserts that \{d2g/dt2 is continuous on [fj,^] and bounded uniformly in x and t, then the derivative dg/dt exists as a strong derivative. Example 1. As an example of a particular equation u, = Ait)u with coefficients which satisfy the conditions of Theorem (6.1) even though ft(x, 0 is discontinuous at both boundaries, consider the equation \¡i(x,s,t) =. \¡/(x,t,s) = 1.
So, if we choose the boundary conditions so that X is C[-1,1], t/>(-,s,t) and \j/( ■, s, t) are both in X for each s, t. Also for fixed s, by the strong differentiability criterion <¡>,(x,t,s)= 2e-^)(x2-2x)h, (t) and &(-,*,«)= 0 so (j>,( ■ ,t,s) and \¡i,( ■ ,t,s) are both in X for each t and the fixed s. It follows that there exists a solution of (8.2) uniquely determined by the initial value. Example 3. The case in which ft(x, 0 is discontinuous at an exit boundary may be illustrated by the equation (8.3) u,(x,t) = uxx(x,0 + ¡y~ + 2h(t) (l-x)\ ux(x,t)
where xe [-1,1], te [a, ft], a ^ 0, and h(t) ^ 0 for each t with d2h/dt2 continuous. Here both eB(*,() and e~B(x,t) are elements of L(-1,0) so -1 is regular. e-B(*,t)is also an eiement of L(0j ^ but cb(*.o ¿ L(0) j) Thus + { is either exit or natural. Since it may be shown that J^e-8**'0 ¡xeB{y,,)dydx < oo, + 1 is actually an exit boundary.
<¡>,ix, t, s) = 2x e~*2s for x < 0 = 2xe-x2s~3x forx^O and i^,(x,t,s) = 0.
We see that for the fixed s, <p,i■ ,t,s) and \j/,i-,t,s) are both continuous for all xe [-1,1] for each t so condition E ( §2) is satisfied. It follows that there exists a solution to (8.4) uniquely determined by u(x, a).
