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El teorema de Karlin - Rubin es una generalizacio´n del lema de Neyman - Pearson, de
tal forma que bajo ciertas condiciones nos permite obtener los mejores procedimientos
para probar hipo´tesis estad´ısticas compuestas unilaterales. El propo´sito de este tra-
bajo es proporcionar una introduccio´n ba´sica de este teorema e ilustrar su aplicacio´n
a trave´s de ejemplos no inclu´ıdos en los libros de texto ma´s conocidos.
The Karlin - Rubin theorem is a generalization of the Neyman-Pearson lemma, so
that under certain conditions allows us to obtain the best procedures to test sta-
tistical composite one-sided hypotheses. The purpose of this paper is to provide a
basic introduction to this theorem and illustrate its application through examples not
included in the most popular textbooks.
Palabras claves: Estad´ıstico suficiente, prueba de hipo´tesis, teorema de Karlin-Rubin.
Keywords: Sufficient statistic, hypothesis testing, Karlin-Rubin theorem.
1. Introduccio´n
Uno de los objetivos principales de la estad´ıstica es el de hacer inferencias respecto a
para´metros poblacionales desconocidos a trave´s de la informacio´n contenida en una
muestra. Estas inferencias pueden interpretarse como estimaciones de los para´metros
respectivos o como pruebas de hipo´tesis relacionadas con sus valores. Espec´ıficamente,
en este trabajo suponemos un experimento aleatorio para el cual se conoce la forma
de su funcio´n de densidad o de probabilidad (en el caso discreto) f en algu´n espacio
Euclidiano Rk, k ≥ 1, pero que e´sta depende de algu´n para´metro desconocido θ,
de modo que f(·) ≡ f(·; θ), del cual so´lo se sabe que pertenece a cierto conjunto
Θ ⊂ Rk, k ≥ 1, llamado el espacio de para´metros. Nuestro intere´s se centra en probar
la hipo´tesis H0 : θ ∈ Θ0 versus H1 : θ ∈ Θc0, donde Θ0 ⊂ Θ y Θc0 = Θ−Θ0. A H0 le
llamaremos la hipo´tesis nula y a H1 la hipo´tesis alternativa.
Supongamos dada una muestra aleatoria X = (X1, . . . , Xn) de la funcio´n de den-
sidad o de probabilidad f(x; θ).
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2Definicio´n 1. Una prueba de hipo´tesis es una regla que especifica:
(a) Los valores de la muestra X para los que se acepta H0 como cierta.
(b) Los valores de la muestra X para los que se rechaza H0 y se acepta H1 como
cierta.
El subconjunto R del rango de X para el cual H0 se rechaza es llamado la regio´n de
rechazo o regio´n cr´ıtica.
Definicio´n 2. Consideremos el problema de prueba de hipo´tesis H0 : θ ∈ Θ0 vs
H1 : θ ∈ Θc0. Si θ ∈ Θ0 pero la prueba de hipo´tesis decide incorrectamente rechazar
H0, se dice que se ha cometido un error de tipo I. Si, por otro lado, θ ∈ Θc0, pero la
prueba de hipo´tesis decide aceptar H0, se dice que se ha cometido error de tipo II.
Denotemos por Pθ a la distribucio´n del vector aleatorio X cuando cada Xi tiene
funcio´n de densidad o de probabilidad f(·, θ), i = 1, . . . , n. Entonces en un problema
de prueba de hipo´tesis H0 : θ ∈ Θ0 vs H1 : θ ∈ Θc0, dada una prueba de hipo´tesis con
regio´n de rechazo R, si θ ∈ Θ0, la probabilidad del error de tipo I es Pθ (X ∈ R). Si
θ ∈ Θc0, la probabilidad del error de tipo II es Pθ (X ∈ Rc) = 1− Pθ (X ∈ R).
Definicio´n 3. Dada una prueba de hipo´tesis con regio´n de rechazo R, la funcio´n
β : Θ→ [0, 1] dada por β(θ) = Pθ(X ∈ R) se llama la funcio´n potencia de la prueba.
Obviamente lo ideal ser´ıa que β tomara el valor 0 para todo θ ∈ Θ0 y el valor
1 para todo θ ∈ Θc0, sin embargo, excepto en situaciones triviales, este ideal no se
alcanza. De esta manera, una buena prueba sera´ aquella que toma valores cercanos
a 0 para θ ∈ Θ0 y valores cercanos a 1 para θ ∈ Θc0. Esto conduce a la siguiente
definicio´n.
Definicio´n 4. Consideremos el problema de prueba de hipo´tesis H0 : θ ∈ Θ0 vs
H1 : θ ∈ Θc0.
(a) Para 0 ≤ α ≤ 1, una prueba con funcio´n potencia β(θ) es una prueba de taman˜o
α si supθ∈Θ0 β(θ) = α.
(b) Para 0 ≤ α ≤ 1, una prueba con funcio´n potencia β(θ) es una prueba de nivel
α si supθ∈Θ0 β(θ) ≤ α.
(c) Sea C una clase de pruebas para probar H0 : θ ∈ Θ0 vs H1 : θ ∈ Θc0. Se dice que
una prueba en la clase C, con funcio´n potencia β(θ), es una prueba uniformemente
ma´s potente en la clase C si β(θ) ≥ β′(θ) para toda θ ∈ Θc0 y para toda β
′
(θ) que es
una funcio´n potencia de una prueba en la clase C.
En este trabajo, la clase C sera´ la clase de todas las pruebas de nivel α. Es decir,
el propo´sito sera´ encontrar la prueba uniformemente ma´s potente de nivel α.
Uno de los resultados ma´s famosos que describe con claridad cuales pruebas son
uniformemente ma´s potentes de nivel α cuando tanto H0 como H1 son hipo´tesis
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3simples, es decir, cuando H0 y H1 especifican cada una so´lo una distribucio´n para la
muestra X, es el lema de Neyman-Pearson. Este lema puede generalizarse de forma
que permita obtener pruebas uniformemente ma´s potentes de nivel α para cuando
H0 y H1 son hipo´tesis estad´ısticas compuestas unilaterales, es decir, pruebas de la
forma H0 : θ ≤ θ0 vs H1 : θ > θ0 o H0 : θ ≥ θ0 vs H1 : θ < θ0. Tal generalizacio´n es
conocida como el teorema de Karlin-Rubin. Por propo´sitos dida´cticos hemos decidido
incluir en la seccio´n 2 las demostraciones de ambos resultados. Ambas demostraciones
esta´n basadas en las demostraciones dadas en [2] (ve´ase tambie´n [8] y [9]), pero se hace
un desarrollo ma´s detallado. Finalmente, en la seccio´n 3 presentamos dos ejemplos, no
inclu´ıdos en las referencias ma´s conocidas de la Estad´ıstica, sobre el uso del teorema
de Karlin-Rubin para determinar pruebas uniformemente ma´s potentes de nivel α.
En ambos ejemplos se deben implementar procedimientos nume´ricos para llevar a
cabo las pruebas de hipo´tesis referidas.
2. Lema de Neyman - Pearson y teorema de Karlin-Rubin
Los resultados de teor´ıa de la medida que se usan en las demostraciones dadas en
esta seccio´n pueden ser consultados, por ejemplo, en [1]. Recordemos los siguientes
conceptos.
Definicio´n 5. SeaX = (X1, . . . , Xn) una muestra aleatoria de la funcio´n de densidad
o de probabilidad f(x; θ). Un estad´ıstico T = T (X) es suficiente si la distribucio´n
condicional de X dado T = t no depende de θ.
As´ı, de acuerdo con esta definicio´n, un estad´ıstico suficiente resume la informacio´n
que acerca del para´metro θ esta´ contenido en la muestra X (ninguna informacio´n
adicional en la muestraX, aparte del valor del estad´ıstico T , contiene ma´s informacio´n
sobre θ).
Definicio´n 6. Una familia de funciones de densidad o de probabilidad
{g(t; θ) : θ ∈ Θ ⊆ R} de una variable aleatoria T , tiene razo´n de verosimilitudes mo-
no´tona si, siempre que θ1 < θ2,
g(t; θ2)
g(t; θ1)
es mono´tona como funcio´n de t en {t : g(t; θ1) > 0 o g(t; θ2) > 0}, donde definimos
c
0 =∞ si c > 0.
Proposicio´n 1. Sea T una variable aleatoria cuya familia de densidades o de prob-
abilidades es {g(t; θ) : θ ∈ Θ ⊆ R}, tal que para θ1 < θ2,
g(t; θ2)
g(t; θ1)
es creciente como funcio´n de t. Entonces
Pθ2(T ≤ t) ≤ Pθ1(T ≤ t).
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4Prueba. Sean t1 < t < t2. De aqu´ı
g(t1; θ2)
g(t1; θ1)
≤ g(t2; θ2)
g(t2; θ1)
=⇒ g(t1; θ2)g(t2; θ1) ≤ g(t1; θ1)g(t2; θ2).
Integrando primero sobre t1 de −∞ a t y despue´s sobre t2 de t a ∞ se tiene
Pθ2(T ≤ t)(1− Pθ1(T ≤ t)) ≤ Pθ1(T ≤ t)(1− Pθ2(T ≤ t)),
de donde,
Pθ2(T ≤ t) ≤ Pθ1(T ≤ t).
Teorema 1. (Lema de Neyman - Pearson) Sea la prueba de hipo´tesis H0 : θ = θ0 vs
H1 : θ = θ1, donde f(x; θi) es la funcio´n de densidad o probabilidad correspondiente
a θi, i = 1, 2. Consideremos una regio´n de rechazo R tal que
x ∈ R si f(x; θ1) > kf(x; θ0) y x ∈ Rc si f(x; θ1) < kf(x; θ0) (1)
para algu´n k ≥ 0, y
α = Pθ0(X ∈ R). (2)
Entonces
(a) (Suficiencia) Toda prueba con regio´n de rechazo R que cumple (1) y (2) es una
prueba de nivel α uniformemente ma´s potente.
(b) (Necesidad) Si existe una prueba que satisface (1) y (2) con k > 0, entonces
toda prueba de nivel α uniformemente ma´s potente es una prueba de taman˜o α, y
toda prueba de nivel α uniformemente ma´s potente satisface (1), excepto quiza´ en un
conjunto A que satisface Pθ0(X ∈ A) = Pθ1(X ∈ A) = 0.
Prueba. Probaremos el teorema para el caso en el que f(x; θ0) y f(x; θ1) son funciones
de densidad de variables aleatorias (absolutamente) continuas. La demostracio´n para
el caso de variables aleatorias discretas es similar; so´lo hay que reemplazar las inte-
grales por sumas. Para cualquier prueba con regio´n de rechazo R∗, definimos una
funcio´n de prueba φ∗ como sigue:
φ∗(x) =
{
1 si x ∈ R∗
0 si x /∈ R∗ .
Sea φ la funcio´n de prueba de una prueba que satisface (1) y (2). Sea φ
′
la funcio´n
de prueba de cualquier otra prueba de nivel α. Sean β(θ) y β
′
(θ) las funciones
potencia de las pruebas φ y φ
′
respectivamente. Veamos que
(φ(x)− φ′(x))(f(x; θ1)− kf(x; θ0)) ≥ 0, ∀x ∈ Rn.
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5Si x ∈ R, se tiene que φ(x) = 1 y 0 ≤ φ′(x) ≤ 1, por lo que φ(x)− φ′(x) ≥ 0.
Por (1), f(x; θ1)− kf(x; θ0) ≥ 0, de donde
(φ(x)− φ′(x))(f(x; θ1)− kf(x; θ0)) ≥ 0.
Si x ∈ Rc, se tiene que φ(x) = 0 por lo que φ(x)− φ′(x) ≤ 0.
Por (1) f(x; θ1)− kf(x; θ0) < 0, luego
(φ(x)− φ′(x))(f(x; θ1)− kf(x; θ0)) ≥ 0.
Si R
′
es la regio´n de rechazo de φ
′
,
0 ≤
∫ [
φ(x)− φ′(x)
]
[f(x; θ1)− kf(x; θ0)] dx (3)
=
∫ [
φ(x)− φ′(x)
]
f(x; θ1)dx−
∫ [
φ(x)− φ′(x)
]
kf(x; θ0)dx
=
∫
φ(x)f(x; θ1)dx−
∫
φ
′
(x)f(x; θ1)dx− k
∫
φ(x)f(x; θ0)dx
+k
∫
φ
′
(x)f(x; θ0)dx
=
∫
R
φ(x)f(x; θ1)dx+
∫
Rc
φ(x)f(x; θ1)dx−
∫
R′
φ
′
(x)f(x; θ1)dx
−
∫
(R′ )c
φ
′
(x)f(x; θ1)dx
−k
∫
R
φ(x)f(x; θ0)dx− k
∫
Rc
φ(x)f(x; θ0)dx+ k
∫
R′
φ
′
(x)f(x; θ0)dx
+k
∫
(R′ )c
φ
′
(x)f(x; θ0)dx
=
∫
R
f(x; θ1)dx−
∫
R′
f(x; θ1)dx− k
∫
R
f(x; θ0)dx+ k
∫
R′
f(x; θ0)dx
= β(θ1)− β′(θ1)− k(β(θ0)− β′(θ0)).
La afirmacio´n (a) se demuestra notando que, como φ
′
es una prueba de nivel α y φ
es una prueba de taman˜o α (supθ∈Θ0 Pθ(x ∈ R) = Pθ0(x ∈ R) = α, ya que Θ0 tiene
so´lo un punto), entonces β(θ0)−β′(θ0) = α−β′(θ0) ≥ 0. Por lo tanto, de (3) y como
k ≥ 0, se tiene
0 ≤ β(θ1)− β′(θ1)− k(β(θ0)− β′(θ0)) ≤ β(θ1)− β′(θ1),
de donde β(θ1) ≥ β′(θ1), es decir, φ tiene mayor potencia que φ′ . Ya que φ′ fue una
prueba arbitraria de nivel α y θ1 es el u´nico punto en Θ
c
0, se concluye que φ es una
prueba de nivel α uniformemente ma´s potente.
Para probar la afirmacio´n (b), sea ahora φ
′
la funcio´n de prueba de cualquier
prueba de nivel α uniformemente ma´s potente. Por (a), φ, la prueba que satisface
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6(1) y (2), tambie´n es una prueba de nivel α uniformemente ma´s potente, de donde
β(θ1) = β
′
(θ1). De (3), y puesto que k > 0, se tiene
α− β′(θ0) = β(θ0)− β′(θ0) ≤ 0,
de donde
α ≤ β′(θ0). (4)
De (4) y el hecho de que β
′
(θ0) ≤ α, se tiene que β′(θ0) = α.
As´ı, φ′ es una prueba de taman˜o α; esto tambie´n implica que (3) es una igualdad,
es decir, se tiene, ∫ [
φ(x)− φ′(x)
]
[f(x; θ1)− kf(x; θ0)] dx = 0.
Como el integrando es no - negativo, se tiene entonces que[
φ(x)− φ′(x)
]
[f(x; θ1)− kf(x; θ0)] = 0,
excepto en un conjunto A con medida de Lebesgue 0, es decir, excepto en un conjunto
A tal que ∫
A
dx = 0.
Como f(x; θ1)− kf(x; θ0) 6= 0 ∀x ∈ Rn, resulta que
φ(x) = φ′(x) ∀x ∈ Rn \A.
De aqu´ı se sigue que las regiones de rechazo de φ y φ′ difieren en un conjunto
de medida 0. As´ı, φ′ satisface (1), excepto en A. Por la continuidad absoluta de
f(x; θi)dx, i = 1, 2, con respecto a la medida de Lebesgue, se tiene que∫
A
f(x; θi)dx = 0,
o sea,
Pθ0(X ∈ A) = Pθ1(X ∈ A) = 0.
Corolario 1. Consideremos el problema de prueba de hipo´tesis H0 : θ = θ0 vs H1 :
θ = θ1. Supongamos que T (X) es un estad´ıstico suficiente del para´metro θ, y que
g(t; θi), i = 0, 1, es la funcio´n de densidad o de probabilidad de T . Entonces cualquier
prueba basada en T con regio´n de rechazo S es una prueba uniformemente ma´s
potente de nivel α si satisface
t ∈ S si g(t; θ1) > kg(t; θ0) y t ∈ Sc si g(t; θ1) < kg(t; θ0) (5)
para algu´n k ≥ 0, donde
α = Pθ0(T ∈ S). (6)
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7Prueba. En te´rminos de la muestra original X, la prueba basada en T tiene regio´n de
rechazo R = {x : T (x) ∈ S}. Por el teorema de factorizacio´n (ve´ase, por ejemplo [2],
p. 276) para estad´ısticos suficientes, la funcio´n de densidad o de probabilidad de X
se puede escribir como f (x; θi) = g (T (x); θi)h(x), i = 0, 1, para alguna funcio´n h(x)
no negativa. Multiplicando las desigualdades en (5) por esta funcio´n no negativa,
vemos que R satisface
x ∈ R si f (x; θ1) = g (T (x); θ1)h(x) > kg (T (x); θ0)h(x) = kf (x; θ0)
y
x ∈ Rc si f (x; θ1) = g (T (x); θ1)h(x) < kg (T (x); θ0)h(x) = kf (x; θ0) .
Adema´s, por (6),
Pθ0(X ∈ R) = Pθ0(T (X) ∈ S) = α.
As´ı, por la parte de suficiencia del teorema de Neyman - Pearson, la prueba basada
en T es una prueba uniformemente ma´s potente de nivel α.
Teorema 2. (Teorema de Karlin - Rubin) Consideremos el problema de prueba de
hipo´tesis H0 : θ ≤ θ0 vs H1 : θ > θ0. Supongamos que T es un estad´ıstico suficiente de
θ, y que la familia de funciones de densidad o de probabilidad de T , {g(t; θ) : θ ∈ Θ},
tiene razo´n de verosimilitudes creciente. Entonces para cualquier t0, la prueba que
rechaza H0 si y so´lo si T > t0 es una prueba uniformemente ma´s potente de nivel α,
donde α = Pθ0(T > t0).
Prueba. Sea β(θ) = Pθ(T > t0) la funcio´n potencia de la prueba. Sea θ
′ > θ0 y
consideremos las pruebas H ′0 : θ = θ0 vs H
′
1 : θ = θ
′. Ya que la familia de funciones
de densidad o de probabilidad de T tiene razo´n de verosimilitudes creciente, de la
proposicio´n 1 tenemos que si
θ0 < θ
′, entonces Pθ′(T ≤ t0) ≤ Pθ0(T ≤ t0),
equivalentemente,
1− Pθ0(T ≤ t0) ≤ 1− Pθ′(T ≤ t0),
de donde
Pθ0(T > t0) ≤ Pθ′(T > t0),
o sea
β(θ0) ≤ β(θ′) si θ0 < θ′.
As´ı, β(θ) es creciente. Luego,
(i) supθ≤θ0 β(θ) = β(θ0) = α, por lo que la prueba es de nivel α.
(ii) Si definimos k′ = inf
t∈T
g(t;θ′)
g(t;θo)
, donde
T = {t : t > t0 y g(t; θ′) > 0 o g(t; θ0) > 0} ,
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resulta que
t > t0 ⇐⇒ g(t; θ
′)
g(t; θ0)
> k′.
Junto con el corolario 1, (i) y (ii) implican que β(θ′) ≥ β∗(θ′), donde β∗(θ) es la
funcio´n potencia de cualquier otra prueba de nivel α de H ′0, es decir, cualquier prueba
que satisface β∗(θ0) ≤ α. Sin embargo, toda prueba de nivel α de H0 satisface
β∗(θ0) ≤ sup
θ∈Θ0
β∗(θ0) ≤ α. As´ı, β(θ′) ≥ β∗(θ′) para toda prueba de nivel α de H0. Ya
que θ′ fue arbitraria, la prueba es una prueba uniformemente ma´s potente de nivel
α.
Se puede demostrar, bajo las mismas condiciones del teorema 2, que la prueba
que rechaza H0 : θ ≥ θ0 a favor de H1 : θ < θ0 si y so´lo si T < t0 es una prueba
uniformemente ma´s potente de nivel α = Pθ0(T < t0).
3. Ejemplos
En los dos ejemplos siguientes se aplica el teorema de Karlin - Rubin a dos poblaciones
con distribuciones gamma y exponencial truncada, respectivamente. La distribucio´n
gamma es muy importante porque, entre otras aplicaciones, se usa en medicina (ve´ase
[4]) y en climatolog´ıa (ve´ase [7]). La distribucio´n exponencial truncada es tambie´n
muy importante debido a sus aplicaciones en ana´lisis de confiabilidad (ve´ase [5]) y en
actuar´ıa (ve´ase [6]), entre otras.
Recordemos que un estad´ıstico suficiente T (X) se dice ser un estad´ıstico suficiente
minimal si, para cualquier otro estad´ıstico suficiente T ′(X), T (x) es una funcio´n de
T ′(x). Lo cual significa que si T ′(x) = T ′(y), entonces T (x) = T (y).
Ejemplo 1. Sea X1, ..., Xn una muestra aleatoria de una poblacio´n con distribucio´n
gamma(α, 1), α > 0, es decir, con funcio´n de densidad
f(x;α) =
1
Γ(α)
xα−1e−x, x > 0,
donde Γ(α) :=
∫∞
0
tα−1e−tdt es la funcio´n gamma. La funcio´n de densidad conjunta
de X1, ..., Xn es
fn(x1, ..., xn;α) =
1
(Γ(α))n
(Πni=1xi)
α−1 exp(−Σni=1xi),
de donde se sigue que el estad´ıstico
T = log(Πni=1Xi) = Σ
n
i=1 log(Xi)
es un estad´ıstico suficiente minimal (ve´ase por ejemplo, el teorema 6.2.13, p. 281 de
[2]) para el para´metro α. Antes de encontrar la densidad de T , primero observemos
que si Z tiene distribucio´n exp(1) = gamma(1, 1), entonces la densidad de Y = log(Z)
es
h1(y) = e
ye−e
y 
. 
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9Ahora probemos por induccio´n sobre el taman˜o de muestra n (ve´ase [10]) que la
densidad de T es
g(t;α) =
1
(Γ (α))
n e
(α−1)thn(t), (7)
donde hn(t) es la densidad de la suma de los logaritmos de una muestra aleatoria de
taman˜o n de la distribucio´n exp(1).
(a) Si n = 1, entonces T = log(X1), de donde se tiene que la densidad de T es
g(t;α) = f(et;α)
∣∣∣∣dx1dt
∣∣∣∣ = 1Γ(α)et(α−1)e−etet = 1Γ(α)et(α−1)h1(t),
donde h1 es la densidad de log(Z), con Z una variable aleatoria con distribucio´n
exp(1).
(b) Supongamos que la afirmacio´n se cumple para taman˜os de muestra n − 1, n ≥ 2, y
probemos que entonces tambie´n se cumple para taman˜os de muestra n. Sean T1 =
log(X1), Tn−1 = Σni=2 log(Xi), y g1(t1;α) y gn−1(tn−1;α) las densidades de T1 y Tn−1
respectivamente. Entonces la funcio´n de densidad de T = T1 + Tn−1 es
g(t;α) =
∫ ∞
−∞
g1(w;α)gn−1(t− w;α)dw
=
∫ ∞
−∞
1
Γ(α)
e(α−1)wh1(w)
1
(Γ(α))n−1
e(α−1)(t−w)hn−1(t− w)dw
=
1
(Γ(α))n
e(α−1)t
∫ ∞
−∞
h1(w)hn−1(t− w)dw.
Puesto que h1 es la densidad de log(Z1) y hn−1 es la densidad de Σni=2 log(Zi), donde
las Zi son variables aleatorias independientes con distribucio´n exp(1), i = 1, ..., n,
entonces la densidad de Yn = Σ
n
i=1 log(Zi) = log(Z1) + Σ
n
i=2 log(Zi) es
hn(yn) =
∫ ∞
−∞
h1(w)hn−1(yn − w)dw.
As´ı, la funcio´n de densidad de T es
g(t;α) =
1
(Γ(α))n
e(α−1)thn(t),
donde hn(t) es la densidad de la suma de los logaritmos de una muestra aleatoria de
taman˜o n de la distribucio´n exp(1).
De (a) y (b) se tiene que la densidad de T es la funcio´n (7). Adema´s es inmediato
comprobar que
g(t;α2)
g(t;α1)
es creciente como funcio´n de t si α1 < α2. Por lo tanto, si realizamos la prueba de
hipo´tesis H0 : α ≤ α0 vs H1 : α > α0, la prueba que rechaza H0 si y so´lo si T > t0 es
una prueba uniformemente ma´s potente de nivel γ, donde γ = Pα0(T > t0).
Ejemplo 2. Sea la funcio´n de distribucio´n exponencial truncada
F (x; θ) =
eθx − 1
eθ − 1 , x ∈ (0, 1) , θ ∈ R.
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Esta familia aparece en Deemer y Votaw [3]. Si X1, ..., Xn es una muestra aleatoria de
una poblacio´n con distribucio´n exponencial truncada, entonces su funcio´n de densidad
conjunta es
fn(x1, ..., xn; θ) =
(
θ
1− θ
)n
eθΣ
n
i=1xi ,
luego el estad´ıstico suficiente minimal de θ es
T =
n∑
i=1
Xi.
O’Reilly y Rueda [11] obtuvieron la funcio´n de densidad de T , la cual es
g(t; θ) =
(
θ
eθ − 1
)n
In (t) e
θt, t ∈ (0, n) ,
donde
In (t) =
1
(n− 1)!
n∑
j=0
(
n
j
)
(−1)j (t− j)n−1+
es la funcio´n de densidad de la suma de n variables aleatorias independientes con
distribucio´n uniforme en (0, 1); (t− j)+ es la parte positiva de (t− j). Es directo
comprobar que
g(t; θ2)
g(t; θ1)
es creciente como funcio´n de t si θ1 < θ2. De aqu´ı, si llevamos a cabo la prueba de
hipo´tesis H0 : θ ≤ θ0 vs H1 : θ > θ0, la prueba que rechaza H0 si y so´lo si T > t0 es
una prueba uniformemente ma´s potente de nivel α, donde α = Pθ0(T > t0).
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