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Abstract
Given values and gradients of a function at a finite set of nodes in Rd , we introduce symmetric spline
recovery methods based on local information. We explicitly construct bivariate symmetric interpolating
continuous splines on regular triangulations that solve the optimal global recovery problem studied in
Babenko et al. (2010) [2] for the class of functions whose second derivatives in any direction are uniformly
bounded. We further prove that in contrast to the univariate case, there are no smooth symmetric splines
that solve this recovery problem for d > 1.
c⃝ 2012 Elsevier Inc. All rights reserved.
Keywords: Optimal recovery; Multivariate splines; Triangulation; Hermite interpolation
1. Introduction
The problem of optimal recovery of functions based on incomplete information (see the
second part of the introduction for rigorous definitions) is extensively studied in approximation
theory and related areas. In practical applications, it is important to use recovery methods
that are based on local information. In particular, every solution of this type is an optimal
recovery finite element. In the univariate setting, the vast majority of the recovery problems
have been solved. However, in the multivariate setting, the situation is strikingly different. In
1980 Babenko [1] proved that given function values at a finite set of nodes in Rd , the linear
interpolating spline solves an optimal recovery problem for Lipschitz and Ho¨lder classes. In 1996
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Kilizhekov [5] established the optimality of the linear interpolating polynomial for the class of
twice differentiable functions defined on a single simplex.
The next step was made in 2011. Given values and gradients of a function at a finite set of
nodes in Rd , we were able to construct a quadratic continuous spline on Delaunay triangulation
of the nodes (see [4]) that achieves exactly the optimal error bound found in [2] for the class
of twice differentiable functions. In other words, this spline solves exactly the corresponding
optimal recovery problem. The spline has a symmetric structure: the usage of information at
a node does not depend on the location of the node, and the spline is locally defined on each
simplex. Its construction fits the framework of traditional macro-elements (or finite elements).
The drawback is that it does not interpolate the gradients at the nodes.
The next step in our research was to find a smooth recovery macro-element that interpolates
both values and gradients at the nodes. It turns out that only half of this problem can be solved
in the case of symmetric splines. In Section 6, we explicitly construct two symmetric splines on
a hexagonal mesh that do interpolate both values and gradients but that are not globally smooth.
The reason is that, in contrast to the univariate case, smooth optimal symmetric splines do not
exist, in general, in Rd for d ≥ 2. The other goal of this paper is to prove this. Despite rather
discouraging news, we are hopeful that symmetric splines will still provide smooth solutions to
optimal recovery problems when constructed on local refinements of Delaunay triangulations.
The setting considered in this paper can be stated as follows. Let F be a class of smooth
functions f : Ω ⊆ Rd → R, where Ω is a compact polytope in Rd of full dimension. Let the
vector
IX ( f ) := ( f (x1), . . . , f (xn),∇ f (x1), . . . ,∇ f (xn)) ∈ Rl
contain l = n(d+1) units of information about f sampled at points of a set X = {x1, . . . , xn} ⊂
Ω . Then any operator Φ : Rl → C(Ω) can be considered as a continuous method σ [ f ] of
recovery of f based on information IX ( f ):
σ [ f ] := Φ(IX ( f )). (1)
Consequently, the error of approximation of an individual function f by the method σ [ f ] is
given by
R( f ; σ) = ∥ f − σ [ f ]∥Ω = ∥ f − Φ(IX ( f ))∥Ω ,
where ∥ · ∥Ω is the uniform norm on the domain Ω . To determine how well a method σ performs
on the whole class F , we define the quantity
R(F; σ) = R(F; X,Φ) = sup
f ∈F
∥ f − Φ(IX ( f ))∥Ω (2)
known as the global or the worst-case error of the algorithm σ over the classF . The first problem
is in finding an optimal method of recovery σ ∗ with given information IX and computing the
global error of σ ∗:
R(F; X) := R(F; σ ∗) = inf
Φ
R(F; X,Φ). (3)
We note that σ ∗ is not necessarily unique. In this paper, we concentrate on finding methods of
optimal recovery defined locally. More precisely, we search for σ ∗ with the following property:
if x is located in a simplex S ⊂ Rd , then for any f , the value σ ∗[ f ](x) depends on IX ( f )|S only.
The second problem is in finding the best set X∗ ⊂ Ω of n sampling points and the global error
of an optimal method Φ∗ based on IX∗ :
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Rn(F) := R(F; X∗) = R(F; X∗,Φ∗) = inf
X⊂Ω
#X=n
R(F; X). (4)
More information on the general theory of recovery problems can be found in [12,11,10].
The paper is organized as follows. In Section 2 we give rigorous definitions and mention
known relevant results. We also introduce local symmetric spline recovery methods in this
section. We study properties of symmetric splines in Section 3. Section 4 shows that under some
additional non-restrictive assumptions there are no smooth optimal symmetric spline methods.
Section 5 provides a general error estimate for recovery methods of our interest. Section 6
contains explicit constructions of optimal bivariate symmetric interpolating quartic and quintic
splines over regular triangulations. In Section 7 we prove some technical lemmas used in
Section 6.
2. Preliminaries
We begin this section by introducing the classes of functions to be recovered. Given a compact
Jordan measurable region Ω ⊂ Rd , d ∈ N, and a measurable function f : Ω → R, denote its
norm by
∥ f ∥Ω := ess sup
x∈Ω
| f (x)|.
Let C0(Ω) := C(Ω) and let C1(Ω) be the subspace of continuously differentiable functions in
C(Ω). Denote by WΩ the class of functions f ∈ C1(Ω) such that for every unit vector r ∈ Rd ,
the directional derivative ∂
2 f
∂r2
exists inside Ω at least in the generalized sense and∂2 f∂r2

Ω
≤ 1.
We study problems (3) and (4) when Ω is a d-dimensional polytope and F = WΩ . We also
consider the periodic case of the optimal recovery problems (3) and (4). Let L be a full-rank
lattice in Rd , that is a lattice generated by d linearly independent vectors {u1, . . . ,ud}. We denote
the fundamental parallelepiped of L by
ΠL := {α1u1 + · · · + αdud : α1, . . . , αd ∈ [0, 1)}.
We say that a function f : Rd → R is L-periodic, if for every point x ∈ Rd and for every vector
u ∈ L, there holds f (x + u) = f (x). Let CL be the space of continuous L-periodic functions
f : Rd → R and C1L be the subspace of continuously differentiable functions in CL. Denote
by WL the class of functions f ∈ C1L such that for every unit vector r ∈ Rd , the directional
derivative ∂
2 f
∂r2
exists at least in the generalized sense in Rd and∂2 f∂r2

ΠL
≤ 1.
We study problems (3) and (4) when Ω is the closure of ΠL, F = WL, and recovery algorithms
have form (1) with Φ : Rn(d+1) → CL.
When d = 1 and Ω = [a, b], problems (3) and (4) were independently solved in [3] and in [9]
on the class W[a,b]. The case d > 1 of problem (3) under certain assumptions on the set of nodes
X was solved in [2] in the periodic case (for the class WL) and in the non-periodic case (for the
class WΩ defined on a convex body Ω ). Problem (4) was solved in [2] in the periodic bivariate
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case when the period is commensurable with the regular hexagonal lattice. A non-constructive
optimal method was presented in each of these cases. In [4] we constructed an optimal continuous
quadratic spline which interpolates only function values at the nodes in the periodic case and in
the non-periodic case when Ω is a convex polytope and X satisfies some additional assumptions.
A more detailed review is given in [4].
In this paper we construct two bivariate continuous periodic spline methods that fully
interpolate the data and are optimal in the sense of problem (4) when the period is commensurable
with the regular hexagonal lattice. Both methods are obtained from a certain symmetric form
and we show that no smooth spline method of that form can be optimal (under certain additional
assumptions).
Let V = VT := {v0, v1, . . . , vd} be the set of d + 1 affinely independent points in Rd , and let
T = T (v0, . . . , vd) be the non-degenerate d-simplex with vertices vi ∈ V . For a point v ∈ T ,
let b0 = b0(v), . . . , bd = bd(v) be its barycentric coordinates with respect to the simplex T ,
i.e. non-negative numbers such that b0 + · · · + bd = 1 and v = di=0 bi vi . Let a · b be the
dot-product of vectors a,b ∈ Rd . For brevity, we writei instead ofvi∈VT . We seek a spline
s( f ) in d variables whose polynomial representation over T can be written as
s( f, v) = s(b0, . . . , bd) =

i
(αi fi + βi f i ), where fi := f (vi ), (5)
f i = f i (v) = Dvi v f (vi ) := ∇ f (vi ) · (v− vi ), αi = αTi (v), βi = βTi (v)
(αTi and β
T
i are polynomials). We note that form (5) is equivalent to
s( f, v) =

i

αi fi + βi

j≠i
b j f
i j

, where (6)
f i j := Dvi v j f (vi ) = ∇ f (vi ) · (v j − vi ).
We emphasize that symmetric splines are locally defined, i.e., for any function f and any point
v ∈ T the value s( f, v) depends only on the information on f at VT . Thus, symmetric splines
are finite or macro-elements.
A collection 1 = {Ti } of non-degenerate simplices in Rd is called a triangulation if
(1) the interiors of the simplices are pairwise disjoint;
(2) each facet of a simplex is either on the boundary of the union of 1, or else is a common facet
of exactly two simplices from 1;
(3) the union of 1 is closed and has path connected interior.
Following [8], we introduce the following definition.
Definition 2.1. We say that a given triangulation 1 is a triangulation of X in Ω if X is the set
of vertices of all simplices in 1 and Ω is the union of all simplices from 1.
A simplex T ∈ 1 is said to be interior, if every facet of T is shared with some other simplex
from 1. We will denote by Int1 the collection of all interior simplices in 1. Denote by Pdm the
set of all polynomials of total degree m in d variables and for a given triangulation 1 with the
union Ω , let
Srm(1) := {s ∈ Cr (Ω) : s|T ∈ Pdm, T ∈ 1}, r = 0, 1,
be the spaces of continuous and smooth splines of degree m over 1; see [7] for properties of
those spaces.
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3. Symmetric splines
In this section we establish several general results on interpolating properties and smoothness
of symmetric splines (6) as well as their capabilities to reproduce low order polynomials. Our first
theorem provides a necessary condition for s( f, v) to be optimal in the sense of (3). Throughout
the rest of the paper we shall omit the first or the second argument of s if there is no ambiguity. We
recall that WT is the class of functions defined on a simplex T in Rd , whose second derivatives
in any direction are uniformly bounded; see Section 2. Let
θ := 1−

i
βi .
Theorem 3.1. If s of type (6) has a bounded error on WT , then αi = βi + biθ for all vi ∈ VT .
Proof. Since WT contains every linear polynomial, if ∥s(p) − p∥T ≠ 0 for some linear
polynomial p(v) then the error ∥s(cp) − cp∥T can be made arbitrarily large by varying the
constant c. Hence, s must reproduce all linear polynomials. Consider a linear polynomial
f (v) = bk(v). Then fk = 1 and for all i ≠ k, fi = 0, f ki = −1, f ik = 1, while f i j = 0
for all i ≠ k and j ≠ k. Consequently, the polynomial bk on T must coincide with the spline
s(bk) given by
s(bk) = αk − βk

j≠k
b j + bk

i≠k
βi = αk − βk(1− bk)+ bk

i≠k
βi
= αk − βk + bk

i
βi = αk − βk + bk(1− θ),
and the result follows. 
Since we are interested in optimal methods of type (5) only we can restrict our attention to the
following form of s( f ) on T :
s( f ) = θ

i
bi fi +

i
βi ( fi + f i )
= θ

i
bi fi +

i
βi

fi +

j≠i
b j f
i j

. (7)
Theorem 3.2. Let T be a simplex in Rd with vertices {v0, . . . , vd} and T be its neighbor with
vertices {v0, . . . , vd−1, v˜d} sharing the facet F defined by bd = b˜d = 0. Let s and s˜ be symmetric
splines of type (7) over T and T , respectively. Then s∪s˜ ∈ C0(T ∪T ) iff βd = bdγd , β˜d = b˜d γ˜d
and βi |F = β˜i |F for all i ≠ d.
Proof. Since b˜i = bi on F for all i ≠ d, we have the following representations
s|F =

i≠d

(θbi + βi ) fi +

j≠i, j≠d
βi b j f
i j

+ βd

fd +

j≠d
b j f
d j

,
s˜|F =

i≠d

(θ˜bi + β˜i ) fi +

j≠i, j≠d
β˜i b j f
i j

+ β˜d

f˜d +

j≠d
b j f˜
d j

.
We see that s = s˜ on F if and only if βd and β˜d vanish on F and βi = β˜i on F for all i ≠ d . 
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Since we are interested in continuous optimal methods of type (5) only, we update s( f ) on every
interior simplex T ∈ 1 to the following:
s( f ) =

i
bi [(θ + γi ) fi + γi f i ]
=

i
bi

(θ + γi ) fi + γi

j≠i
b j f
i j

, (8)
where γi are some polynomials.
Theorem 3.3. Let s be of type (8) on a given simplex T . Then s interpolates the values of f at
the vertices of T .
Proof. Since at a given vertex vi , bi = 1 and b j = 0 for all j ≠ i , we have θ(vi ) = 1 − βi =
1− γi . Thus, s(vi ) = fi . 
Theorem 3.4. Let s be of type (8) on a given simplex T . Then s interpolates the gradient of f
at the vertices of T if and only if γi (v j ) = δ ji for all i, j , where δ ji is the Kronecker symbol.
Proof. Without loss of generality we consider the derivative
Di j s(vi ) = ∇s(vi ) · (v j − vi )
= Di j

l
bl

(θ + γl) fl + γl

k≠l
bk f
lk

vi
= Di j

bi

(θ + γi ) fi + γi

k≠i
bk f
ik

+ b j

(θ + γ j ) f j + γ j

k≠ j
bk f
jk

vi
= ([Di j (θ + γi )]vi − (θ + γi )|vi ) fi + (θ + γ j )|vi f j + γi (vi ) f i j + γ j (vi ) f j i
= (1− γi (vi )+ γ j (vi ))( f j − fi )+ γi (vi ) f i j + γ j (vi ) f j i .
Then Di j s(vi ) will equal f i j if and only if γi (vi ) = 1 and γ j (vi ) = 0. 
Theorem 3.5. Let T , T , s and s˜ be as in Theorem 3.2, and F be defined by bd = b˜d = 0. If
s ∪ s˜ ∈ C1(T ∪ T ) then βd = b2dλd , β˜d = b˜2d λ˜d and θ |F = θ˜ |F = 0.
Proof. By Theorem 3.2, we have βd = bdγd and β˜d = b˜d γ˜d . Consider Dids and Did s˜, i ≠ d,
restricted to F . We note that
Didbi = Did b˜i = −1, Didbd = Did b˜d = 1,
Didb j = Did b˜ j = 0, for all i ≠ d, j ≠ d, i.
In Dids|F and Did s˜|F the coefficients in front of f d j and f˜ d j , respectively, for all j ≠ d, must
vanish. Thus
0 = Did(γdbdb j )|F = b jγd |F = Did(γ˜d b˜d b˜ j )|F = b˜ j γ˜d |F
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imply that γd |F = γ˜d |F = 0, i.e. γd = bdλd and γ˜d = b˜d λ˜d . Additionally, in Dids|F and Did s˜|F
the coefficients in front of fd and f˜d , respectively, must vanish:
0 = Did [bd(θ + γd)]|F = θ |F + γd |F = θ |F ,
0 = Did [b˜d(θ˜ + γ˜d)]|F = θ˜ |F + γ˜d |F = θ˜ |F , i ≠ d,
and the proof is complete. 
If we consider only smooth optimal splines of type (5) then on every interior simplex T they can
be written as follows:
s( f ) =

i
b2i [(φ Π j≠i b j + λi ) fi + λi f i ]
=

i
b2i

φ fi Π j≠i b j + λi fi + λi

j≠i
b j f
i j

,
where φΠi bi = 1−

i
b2i λi , (9)
where λi and φ are some polynomials.
Remark 3.1. In general, neither the converse of Theorem 3.5 is true, nor (9) implies Hermite
interpolation at the vertices. We are not interested in obtaining necessary and sufficient conditions
here since for d ≥ 2, under non-restrictive assumptions the necessary conditions of Theorem 3.5
turn out to be incompatible with optimal splines of type (5) (or of type (7) in the periodic case);
see Section 4.
We conclude the list of properties with a result resolving the issue of reproduction of
quadratic polynomials by symmetric splines. The following theorem provides the first example
of multivariate symmetric splines as well.
Theorem 3.6. The only method of type (7) with d ≥ 2 that reproduces quadratic polynomials is
given by βi = 12 bi . Moreover, it is continuous and optimal.
Proof. Let s( f ) of type (7) reproduce all quadratic polynomials that can be written as a product
bi b j , i ≠ j . Then fi = 0 for all i , and f i j = f j i = 1, while f kl = 0 for all (kl) ∉ {(i j), ( j i)}.
Thus we have
bi b j = βi b j + β j bi , for all i ≠ j.
Consider the triple of those equations involving arbitrary bi , b j , bk :
βi b j + β j bi = bi b j , βi bk + βkbi = bi bk, β j bk + βkb j = b j bk .
We multiply the first equation by bk , the second by negative b j , the third by bi , and then add them
to obtain β j = 12 b j . This proves that the choice βi = 12 bi for all i , satisfies a necessary condition
for a method of type (7) to reproduce quadratic polynomials. In [4], we proved that this condition
is sufficient, and moreover the method is optimal. Since this choice satisfies Theorem 3.2 with
γi = 12 , the spline s( f ) is continuous. 
We conclude this section with examples of optimal univariate symmetric splines.
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Theorem 3.7. Let X be a finite subset of [a, b] containing the endpoints. Then the continuous
quadratic univariate spline of type (8) with γi = 12 and the univariate smooth Hermite
interpolating cubic spline of type (9) with λi = 1 are optimal for the recovery problem (3) on the
class W[a,b] with the given information set X.
Proof. The optimality of the quadratic spline follows from the results of [4]. If λi = 1, i = 0, 1,
then φ = 2 in (9), and
s( f ) = b20[(2b1 + 1) f0 + b1 f 01] + b21[(2b0 + 1) f1 + b0 f 10]
= (b20(b0 + b1)+ 2b20b1) f0 + b20b1 f 01 + (b21(b0 + b1)+ 2b21b0) f1 + b21b0 f 10
= f0b30 + 3

f0 + 13 f
01

b20b1 + f1b31 + 3

f1 + 13 f
10

b21b0,
which is the interpolating smooth cubic spline of [6] known to be optimal. 
4. Non-existence of symmetric smooth optimal splines
For the proofs of the main results of this section, we need to state two technical lemmas. The
first lemma is well known and we omit its proof.
Lemma 4.1. Let T be a non-degenerate simplex in Rd , d ≥ 2, which contains its circumcenter,
and let R be the circumradius of T . Then there exists a facet of T whose circumradius
r ≥ R1− 1/d2.
To state the second lemma we need some additional notation. Given a non-degenerate simplex
T in Rd , let qT be the circumcenter of T and ρ(T ) be the Chebyshev radius of T :
ρ(T ) = min
x∈Rd
max
i=0,d
|x− vi |. (10)
The point x∗, where the minimum on the right-hand side of (10) is attained, is the Chebyshev
center of T . Since T is convex, x∗ must be in T . If the circumcenter qT belongs to T we
denote by c(T ) the circumcenter of a facet of T with the largest circumradius, and by r(T )
the largest circumradius of a facet of T . Otherwise, we let c(T ) be the Chebyshev center of T
and r(T ) := ρ(T ). We shall use a quadratic univariate spline with two fixed nodes r and 2r :
ψr (t) :=
r
2 − t2/2, t ∈ [0, r ],
(t − 2r)2/2, t ∈ (r, 2r ],
0, t ∈ (2r,∞),
to define a radial function centered at c ∈ Rd :
fc,r (x) = ψr (|x− c|), x ∈ Rd .
Denote also by B[c, r ] the closed ball of radius r in Rd centered at c.
Lemma 4.2. Let T be a non-degenerate simplex in Rd , d ≥ 2, and f ∈ C1(T ) be any function
such that f |T∩B[c,2r ] = fc,r , where c = c(T ) and r = r(T ). Then for every polynomial s( f ) of
form (9) defined on T , there holds
∥ f − s( f )∥T ≥ r
2(T )
2
>
ρ2(T )
4
. (11)
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Proof. Denote by F a facet of T with the circumradius r(T ) that contains c(T ) if qT ∈ T . If
qT ∉ T let F be the face of T whose vertices are all the vertices of T that are at a distance
ρ(T ) from c(T ). Then in both cases c(T ) will be in F and will be the circumcenter of F . Denote
I = {i : bi |F ≠ 0}. Clearly,i bi = 0 everywhere on F . Moreover, at every point of F ,
i∈I
b2i λi =

i
b2i λi = 1, and

j≠i
b j = 0, whenever i ∈ I.
Then since c ∈ F , we have
f (c)− s( f )(c) = fc,r (c)−

i
b2i (c)

φ(c) fi

j≠i
b j (c)+ λi (c)( fi + f i (c))

= fc,r (c)−

i∈I
b2i (c)λi (c)( fi + f i (c)).
For i ∈ I , we have |c− vi | = r , fi = fc,r (vi ) = ψr (|c− vi |) = r2/2, and
f i (c) = ∇ fc,r (vi ) · (c− vi ) = ψ
′
r (|c− vi |)
r
(vi − c) · (c− vi ) = −ψ ′r (r)r = r2.
Then
∥ f − s( f )∥T ≥ | f (c)− s( f )(c)| =
r2 − 3r22 
i∈I
b2i (c)λi (c)
 = r22 .
In view of Lemma 4.1, either r ≥ ρ(T )1− 1/d2 > ρ(T )/√2 or r = ρ(T ). In both cases,
estimate (11) follows. 
Let σ(·,1) be the spline on a triangulation 1 described in Theorem 3.6. It was shown in
[4, Theorem 4.1] that for every simplex T ∈ 1,
sup
f ∈WT
∥ f − σ( f,1)∥T ≤ ρ2(T )/4. (12)
Theorem 4.1. Let 1 be a triangulation of a finite set X in P ⊆ Rd , d ≥ 2, (see Definition 2.1)
that has an interior simplex T with
r(T ) > 1√
2
max
T∈1 ρ(T ).
Then for any degree m, all symmetric spline methods s ∈ S1m(1) of the form (5), are not optimal
in the sense of (3) for the recovery of the class WP with the given set of nodes X.
Proof. Every symmetric spline method s ∈ S1m(1) of the form (5) that has a bounded error on
WP reproduces linear polynomials. The proof of Theorem 3.1 implies that s must have form (7).
In view of Theorem 3.2, relation (8), and Theorem 3.5, any spline method s ∈ S1m(1) of the
form (7) can be written as (9) on T . Letc = c(T ) andr = r(T ). Clearly, f c,r ∈ WP . From
Lemma 4.2 and (12), we obtain
R(WP ; X) ≤ R(WP ; σ(·,1)) ≤ 14 maxT∈1 ρ
2(T ) <
r2(T )
2
≤ ∥ f c,r − s( f c,r )∥T ≤ R(WP ; s). 
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Given a full-rank lattice L in Rd and a finite subset X ⊂ ΠL, define X + L = {x + m : x ∈
X, m ∈ L}. A triangulation of X +L in Rd is called L-periodic, if for every simplex T ∈ 1 and
every vector m ∈ L, the simplex T +m is also in 1. Denote
J (L) = min
m∈L\{0}
|m|.
Theorem 4.2. Let L be a full-rank lattice in Rd , d ≥ 2, X ⊂ ΠL be a finite subset and 1 be an
L-periodic triangulation of X + L in Rd such that
max
T∈1 r(T ) ≤ J (L)/4. (13)
Then for any degree m, all symmetric L-periodic spline methods s ∈ S1m(1) of the form (7), are
not optimal in the sense of (3) for the recovery of the class WL with the given set of nodes X.
Proof. Denote by T ∗ a simplex from 1 with the largest Chebyshev radius. In view of
Theorem 3.2, relation (8), and Theorem 3.5, any L-periodic spline method s ∈ S1m(1) of form
(7) can be written as (9) on T ∗. Let c = c(T ∗), r = r(T ∗), and
f ∗(x) =

m∈L
fc,r (x+m).
In view of condition (13), every x ∈ Rd has some neighborhood, where this sum contains at
most one non-zero function and, hence, f ∗ ∈ WL. Taking into account (12) and Lemma 4.2, we
obtain
R(WL; X) ≤ R(WL; σ(·,1)) ≤ 14 maxT∈1 ρ2(T ) = ρ2(T ∗)4 < r2(T ∗)2
≤ ∥ f ∗ − s( f ∗)∥T ∗ ≤ ∥ f ∗ − s( f ∗)∥ΠL ≤ R(WL; s).
Theorem 4.2 is proved. 
Remark 4.1. When d = 1 (in contrast to the multivariate case) there exists a smooth optimal
recovery method of form (5) on the class W[a,b] and of form (7) on the class WZ; see
Theorem 3.7.
5. A general error estimate
Theorem 5.1. Let T be a non-degenerate d-simplex in Rd with vertices v0, . . . , vd , and s( f ) be
of type (8). Then for every function f ∈ WT ,
| f (v)− s( f, v)| ≤ 1
2

i
bi |vi v|2 θ |θ | + γi |γi |
θ + γi , v ∈ T \ VT , (14)
where we set θ |θ |+γi |γi |
θ+γi = 2|γi | if θ + γi = 0.
Proof. Consider an arbitrary point v in T , which is distinct from any vertex of T . Let τi = |v−vi |
and
gi (t) := f

vi + t
τi
(v− vi )

, t ∈ [0, τi ], i = 0, . . . , d.
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Since f ∈ WT , we have
gi ∈ W 2∞[0, τi ] := {g ∈ C1[0, τi ] : g′ ∈ AC, ∥g′′∥[0,τi ] ≤ 1}, i = 0, . . . , d,
(see e.g. [2, Lemma 5]). Let
Iτi (gi ) :=
 τi
0
(τi − u)g′′i (u)du, i = 0, . . . , d.
Some ideas used in this proof appear in [3]. By Taylor’s formula, f (v) can be written as follows
f (v) = gi (τi ) = gi (0)+ g′i (0)τi + Iτi (gi ) = fi + f i + Iτi (gi )
= f (vi )+∇ f (vi ) · (v− vi )+ Iτi (gi ), i = 0, . . . , d. (15)
Note that every spline of form (8) satisfies

i αi = 1. Then using (15) and representation (5) we
have
f (v)− s( f, v) =

i
αi ( fi + f i + Iτi (gi ))− s( f, v)
=

i
[(αi − βi ) f i + αi Iτi (gi )].
Since αi = βi + biθ , i bi (v − vi ) = v −i bi vi = 0, and Dvi v f (v) = ∇ f (v) · (v − vi ) =
g′i (τi )τi , i = 0, . . . , d, we obtain
f (v)− s( f, v) = θ

i
[bi Dvi v f (vi )− bi Dvi v f (v)] +

i
(βi + θbi )Iτi (gi )
= θ

i
biτi [g′i (0)− g′i (τi )] +

i
(βi + θbi )Iτi (gi )
= −θ

i
biτi
 τi
0
g′′i (u)du +

i
(βi + θbi )
 τi
0
(τi − u)g′′i (u)du
=

i
 τi
0
[βiτi − (βi + θbi )u]g′′i (u)du
=

i
bi
 τi
0
[γiτi − (γi + θ)u]g′′i (u)du
=

i
biτ
2
i
 1
0
[γi − (γi + θ)u]g′′i (τi u)du. Then
| f (v)− s( f, v)| ≤

i
biτ
2
i
 1
0
|γi − (γi + θ)u|du
= 1
2

i
biτ
2
i
θ |θ | + γi |γi |
θ + γi , v ∈ T \ VT , (16)
where we set θ |θ |+γi |γi |
θ+γi = 2|γi | if θ + γi = 0. 
6. Optimal bivariate symmetric splines over hexagonal mesh
Throughout the rest of the paper, let △ be a regular hexagonal mesh in R2 with side length
l, and L be any sublattice of the lattice consisting of the vertices of 1 that satisfies J (L) ≥ 2l.
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We recall that WL is the class of periodic functions f ∈ C1L whose second derivatives in any
direction are uniformly bounded; see Section 2. The following result was proved in [4, Theorem
6.4], and equality (17) was first obtained in [2].
Theorem 6.1. Let γi = 1/2, i = 0, 1, 2. Then the continuous quadratic bivariate spline σ(·,1)
of type (8) on △ is optimal for the recovery problem (4) on the class WL with n = 2|ΠL|/(√3l2).
Moreover,
Rn(WL) = l212 . (17)
Remark 6.1. This theorem makes less restrictive assumptions on L than the ones in [4,2]. The
condition J (L) ≥ 2l ensures that the assumptions of Theorem 4 in [2] hold. If X∗n denotes the
set of vertices of the regular hexagonal mesh 1 that lie in ΠL then relation (22) from Theorem 4
in [2] holds. This yields relation (17) of Theorem 6.1 above, while results of the paper [4] imply
that R(WL; σ(·,1)) ≤ ρ2(T )/4 = l2/12 for any T ∈ △.
The quadratic spline of Theorem 6.1 interpolates the values of f at the vertices and does not
interpolate the gradients (see Theorems 3.3 and 3.4). In this section we find optimal bivariate
Hermite interpolating splines. If the index i ∈ {0, 1, 2} is chosen, then j and k will denote the
other two elements from {0, 1, 2}. We do not need to specify which of the two values is k and
which is j due to the symmetry of the splines. Throughout the rest of the paper we let
a := b0b1b2 and c := b0b1 + b1b2 + b2b0
be the elementary symmetric polynomials.
Theorem 6.2. Let γi = bi + 32 b j bk , i = 0, 1, 2. Then the continuous quartic bivariate spline of
type (8) is optimal for the recovery problem (4) with n = 2|ΠL|/(
√
3l2) nodes on the class WL.
Moreover, this spline is Hermite interpolating and smooth at the vertices of △.
Proof. Let T be any triangle in 1. Since v =i bi vi , we obtain
vi v = b j vi v j + bkvi vk, vi v · vi v = |vi v|2 = l2(b2j + b j bk + b2k ). (18)
The following identities are easily verified
θ = 1−

i
biγi = 2c − 92a,

i
bi |vi v|2 = l2c,

i
bi |vi v|2γi = l2cθ. (19)
Denote by s the spline of type (8) with γi = bi + 32 b j bk . From Theorem 5.1, taking into account
relations (19), for every v ∈ T \ VT , we obtain
| f (v)− s( f, v)| ≤ 1
2

i
bi |vi v|2 θ
2 + γ 2i
θ + γi
= 1
2

i
bi |vi v|2(γi − θ)+

i
bi |vi v|2 θ
2
θ + γi = θ
2

i
bi |vi v|2
θ + γi .
In view of (17), to prove the optimality of the spline s we need to show that
θ2

i
bi |vi v|2
θ + γi ≤
l2
12
, v ∈ T \ VT .
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This inequality can be rewritten as
θ2

i
bi |vi v|2(θ + γ j )(θ + γk) ≤ l
2
12

i
(θ + γi ). (20)
From (19) it follows that
θ2c

i
bi |vi v|2(θ + γ j )(θ + γk) ≤ 112

i
bi |vi v|2(1+ θ − γi )

s
(θ + γs),
i
bi |vi v|2(θ + γ j )(θ + γk)(12cθ2 − (1+ θ − γi )(θ + γi )) ≤ 0.
It remains to show that for every i = 0, 1, 2, there holds
12cθ2 − (1+ θ − γi )(θ + γi ) ≤ 0. (21)
We start by proving the following basic inequalities:
0 ≤ c ≤ 1/3, and 0 ≤ 2c − 9a/2 ≤ 1/2. (22)
Clearly, c ≥ 0 and θ = 3a/2+ 2i bi (b2j + b2k ) ≥ 0. Let m = b1 + b2 and x = b1b2. Then
b0 = 1− m, c = (1− m)m + x,
θ = 2c − 9a/2 = (9m − 5)x/2+ 2(1− m)m.
Since 0 ≤ x = b1b2 ≤ m2/4, we need to show that
δm(x) := c − 1/3 ≤ 0, ψm(x) := θ − 1/2 ≤ 0, x ∈ [0,m2/4], m ∈ [0, 1]. (23)
Since (1− m)m ≤ 1/4, m ∈ [0, 1], the following inequalities are true
δm(0) = (1− m)m − 1/3 < 0, ψm(0) = 2(1− m)m − 1/2 ≤ 0,
δm

m2
4

= −3
4

m − 2
3
2
≤ 0, ψm

m2
4

= 9
8
(m − 1)

m − 2
3
2
≤ 0.
Since δm and ψm are linear in x , both (22) and (23) follow. Then (21) can be rewritten as
6θ(cθ − 1/6)+ 3θ2(c − 1/3)+ 3cθ2 − γi + γ 2i ≤ 0.
This inequality follows from (22) and Lemma 7.1 from the next section. Thus (21) is true, and
the proof of the optimality of s on the class WL is complete. Interpolation of the function values
at the vertices follows from Theorem 3.3. The fact that s interpolates the gradient at every vertex,
and, hence, is C1-continuous at every vertex, immediately follows from Theorem 3.4. 
The quartic spline of Theorem 6.2 is continuous (see Theorem 3.2) but not smooth. According
to Theorem 4.2, there is no smooth spline recovery method of the form (7) on the regular
hexagonal mesh 1with the same or lower error estimate on the class WL if J (L) ≥ 2l. Moreover,
for any L-periodic triangulation 11 in R2 that has n = 2|ΠL|/(
√
3l2) vertices per period and
satisfies (13), no smooth spline on 11 of the form (7) is optimal for the recovery problem (4)
on WL.
Theorem 6.3. Let γi = bi (1+ 92 b j bk), i = 0, 1, 2. Then the continuous quintic bivariate spline
of type (8) is optimal for the recovery problem (4) with n = 2|ΠL|/(
√
3l2) nodes on the classWL. Moreover, this spline is Hermite interpolating and smooth at the vertices of △.
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Proof. Let T be any triangle in 1. We first compute
θ = 1−

i
b2i (1+ 9b j bk/2) = 2c − 9a/2, and γi + θ = bi + 2c. (24)
Denote h := i (bi + 2c) = a + 6c2 + 8c3. By Theorem 5.1 taking into account (18), (24), the
second equality in (19), and the fact that
i
b2i = 1− 2c and

i
bi (b
3
j + b3k ) = c − a − 2c2,
for every v ∈ T \ VT , we will have
| f (v)− s( f )(v)| ≤ 1
2

i
bi |vi v|2(γi − θ)+

i
bi |vi v|2 θ
2
θ + γi
= l
2
2

i
bi (b
2
j + b j bk + b2k )(bi + 9a − 2c)
+ l2θ2

i
bi (b2j + b j bk + b2k )
bi + 2c
= l
2
2
(9ac − 3a)+ l
2θ2
h

i
bi (b
2
j + b j bk + b2k )(b j + 2c)(bk + 2c)
= 3al
2
2
(3c − 1)+ l
2θ2
h
(2a + 3ac + 2c2).
By (22), the first term in this sum is non-positive. Then in view of (17) to prove the optimality of
the spline s we must show that
l2θ2
h
(2a + 3ac + 2c2) ≤ l
2
12
. (25)
This inequality can be rewritten as
(2c − 9a/2)2(2a + 3ac + 2c2) ≤ 1
12
(a + 6c2 + 8c3),
9
4
a2c(27a − 1)+ 27
2
a2(3a − c2)+ 27
4
a

ac − 1
81

− c
2
(9a − c)2
+c2

8c2 − c
6
− a − 24ac − 1
2

≤ 0. (26)
In view of (22) and the inequalities
a ≤ 1
27
, and c2 − 3a = 1
2

i
b2i (b j − bk)2 ≥ 0,
the first line of (26) is non-positive. Lemma 7.2 in the next section shows that the second line
of (26) is also non-positive. This completes the proof of (25), and implies the optimality of s on
the class WL. The interpolation of the function values at the vertices follows from Theorem 3.3.
The fact that s interpolates the gradient at every vertex, and, hence, is C1-continuous at every
vertex, immediately follows from Theorem 3.4. 
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Remark 6.2. We have a different method of proving Theorem 6.3 that involves representing the
left-hand side of (26) as a sum of complete squares multiplied by some negative expressions.
This technique may allow an extension to the case of arbitrary triangulations, and the work in
this direction is currently in progress.
7. Auxiliary inequalities for regular triangles
In this section we collect rather technical proofs of the inequalities on a regular triangle T
used in the proofs of the main results.
Lemma 7.1. Let γi = bi + 32 b j bk . Then 3cθ2 − γi + γ 2i ≤ 0 for all v ∈ T , for every i = 0, 1, 2.
Proof. Denote m = b j + bk and x = b j bk . We note that θ = 1 −i biγi = 2c − 92 a and
γi = 1− m + 3x/2. We need to show that
rm(x) := 3cθ2 − γi + γ 2i ≤ 0, x ∈ [0,m2/4], m ∈ [0, 1]. (27)
The polynomial rm can be written as
rm(x) = u(m)x3 + k(m)x2 + p(m)x + q(m), where
u(m) = 3
4
(9m − 5)2,
k(m) = 9
4
((1− m)m(9m − 5)(3m + 1)+ 1),
p(m) = 18(1− m)2m2(3m − 1)− 3m + 3/2,
q(m) = (1− m)m(12(1− m)2m2 − 1).
Since (1− m)m ≤ 1/4, m ∈ [0, 1], we have rm(0) = q(m) ≤ 0. Then
rm

m2
4

= − m
256
(2− 3m)2(27(1− m)4(3m + 1)+ 9(1− m)3(9m + 1)
+ 81m(1− m)2 + 4(1− m)(3m + 7)+ 12m) ≤ 0, m ∈ [0, 1].
We next show that rm(x) attains its maximum on [0,m2/4] at an endpoint. First, we verify that
k(m) > 0, m ∈ [0, 1]. This is clear for m ∈ [5/9, 1]. Since k(m) assumes the value 9/4 four
times, its derivative k′(m) has three zeros of multiplicity one. Hence, k′(m) changes its sign only
once on [0, 5/9]. Since k′(0) < 0 and k′(1/3) > 0, the derivative k′(m) changes its sign on
[0, 1/3] and hence, k(m) is increasing on [1/3, 5/9]. Since k(1/3) > 0, we have k(m) > 0,
m ∈ [1/3, 5/9]. Finally, assume that m ∈ [0, 1/3]. Then 0 ≤ (1 − m)(3m + 1) ≤ 4/3 and
−25/36 ≤ m(9m − 5) ≤ 0. It follows that
k(m) = 9
4
((1− m)m(9m − 5)(3m + 1)+ 1) ≥ 9
4

−25
36
· 4
3
+ 1

= 1
6
> 0.
Thus, k(m) > 0 for every m ∈ [0, 1].
Let m = 5/9. Then rm(x) is a quadratic function of x . Since 2k(m) > 0, the derivative
r ′m(x) = 2k(m)x + p(m) either preserves its sign on [0,m2/4] or changes sign from “–” to “+”
there. In both cases rm(x) attains its maximum on [0,m2/4] at an endpoint. Since we know that
both rm(0) and rm(m2/4) are non-positive, we have rm(x) ≤ 0, x ∈ [0,m2/4].
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Assume now that m ∈ [0, 1] \ {5/9}. Consider the derivative
r ′m(x) = 3u(m)x2 + 2k(m)x + p(m).
Note that 3u(m) > 0. If the quadratic polynomial r ′m(x) has no roots, we have r ′m(x) > 0,
x ∈ [0,m2/4]. If it has roots, since 2k(m) > 0, the lesser of the two roots is negative. Depending
on the position of the larger root, we either have r ′m(x) ≥ 0, x ∈ [0,m2/4], or r ′m(x) changes its
sign once on [0,m2/4] (from “–” to “+”), or r ′m(x) ≤ 0, x ∈ [0,m2/4]. In each of these cases
the function rm(x) attains its maximum on [0,m2/4] at one of the endpoints. Since we know that
both rm(0) and rm(m2/4) are non-positive, we have rm(x) ≤ 0, x ∈ [0,m2/4]. Thus, inequality
(27) holds. 
Lemma 7.2. If v ∈ T , then 8c2 − c6 − a − 24ac − 12 ≤ 0.
Proof. Let m = b1 + b2 ∈ [0, 1] and x = b1b2 ∈ [0,m2/4]. Then
rm(x) := 8c2 − c/6− a − 24ac − 1/2 = k(m)x2 + p(m)x + q(m), where
k(m) = 24m − 16, p(m) = −24m3 + 32m2 − 7m − 7/6,
q(m) = 8(1− m)2m2 − (1− m)m/6− 1/2.
We next show that rm(x) ≤ 0 on [0,m2/4]. Since 0 ≤ (1 − m)m ≤ 1/4, for every m ∈ [0, 1],
we have rm(0) = q(m) < 0 and
rm(m
2/4) = −(2− 3m)2(6m(1− m)2 + 3/2− m)/12 ≤ 0.
When m ∈ (2/3, 1], the parabola rm(x) is open upward, and it attains its maximum on [0,m2/4]
at one of the endpoints. Hence, rm(x) ≤ 0 on [0,m2/4]. This is also true when m = 2/3 since
rm(x) becomes a linear function in this case.
Consider m ∈ [11/21, 2/3). Let ρ(m) := r ′m(m2/4) = −12m3 + 24m2 − 7m − 7/6. Then
ρ(−1) > 0, ρ(0) < 0, ρ(11/21) > 0, ρ(1) > 0, ρ(2) < 0. Hence, the cubic polynomial ρ(m) is
positive for m ∈ [11/21, 2/3). Since the parabola rm(x) is open downward and r ′m(m2/4) > 0,
the function rm(x) is increasing on [0,m2/4]. Since rm(x) is non-positive at x = m2/4, it will
be non-positive on [0,m2/4].
Finally, assume that m ∈ [0, 11/21]. Since k(m) < 0, we obtain rm(x) ≤ p(m)x + q(m).
We have q(m) < 0 and hence, the function p(m)x + q(m) has a negative value at x = 0.
Let t (m) := p(m)m2/4 + q(m) = −6m5 + 16m4 − 71m3/4 + 63m2/8 − m/6 − 1/2. Since
t ′′′(m) = −360m2 + 384m − 213/2 < 0, the polynomial t (m) has at most three zeros. Since
t (−1) > 0, t (0) < 0, t (11/21) < 0, t (3/5) > 0, and t (1) < 0, we must have t (m) < 0,
m ∈ [0, 11/21], which is the value of the linear function p(m)x + q(m) at x = m2/4. Then
rm(x) ≤ p(m)x + q(m) < 0, x ∈ [0,m2/4], and the proof is complete. 
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