Because biological processes can make different loci have different evolutionary histories, species tree estimation requires multiple loci from across the genome. While many processes can result in discord between gene trees and species trees, incomplete lineage sorting (ILS), modeled by the multi-species coalescent, is considered to be a dominant cause for gene tree heterogeneity. Coalescent-based methods have been developed to estimate species trees, many of which operate by combining estimated gene trees, and so are called "summary methods". Because summary methods are generally fast (and much faster than more complicated coalescent-based methods that co-estimate gene trees and species trees), they have become very popular techniques for estimating species trees from multiple loci. However, recent studies have established that summary methods can have reduced accuracy in the presence of gene tree estimation error, and also that many biological datasets have substantial gene tree estimation error, so that summary methods may not be highly accurate on biologically realistic conditions. Mirarab et al. (Science 2014) presented the "statistical binning" technique to improve gene tree estimation in multi-locus analyses, and showed that it improved the accuracy of MP-EST, one of the most popular coalescent-based summary methods. Statistical binning, which uses a simple statistical test for "combinability" and then uses the larger sets of genes to re-calculate gene trees, has good empirical performance, but using statistical binning within a phylogenomics pipeline does not have the desirable property of being statistically consistent. We show that weighting the re-calculated gene trees by the bin sizes makes statistical binning statistically consistent under the multispecies coalescent, and maintains the good empirical performance. Thus, "weighted statistical binning" enables highly accurate genome-scale species tree estimation, and is also statistical consistent under the multi-species coalescent model.
Introduction
The estimation of phylogenetic trees, whether of individual loci (so called "gene trees") or at the genomelevel (species trees), is a basic step in many biological analyses, with many applications in biological data analysis [1] . However, estimating gene trees and species trees with high accuracy is difficult for many reasons, including computational issues (nearly all problems are NP-hard) and dataset issues. For example, while highly accurate gene trees can be computed for some loci, when a locus has limited phylogenetic signal (e.g., its sequences are too short, or it evolves too slowly), its gene tree may only be estimated with partial accuracy. Species tree estimation is also difficult, because different loci can have different phylogenetic trees, a phenomenon that occurs due to several different biological processes. In particular, many groups of species evolve with rapid speciation events, a process that is likely to produce conflict between gene trees and species trees due to incomplete lineage sorting (ILS) [2] [3] [4] [5] . Furthermore, when ILS occurs, standard methods for estimating species trees, such as concatenation (which combines sequence alignments from different loci into a single "super-alignment", and then computes a tree on the super-alignment) and consensus methods, can be statistically inconsistent [6, 7] , and produce highly supported but incorrect trees [8] ; also, gene tree heterogeneity and poor phylogenetic signal generally makes phylogeny estimation difficult [9] . Because standard methods can be positively misleading in the presence of gene tree heterogeneity due to ILS, statistical methods (e.g., [10] [11] [12] [13] [14] ) have been developed to estimate the species tree in the presence of gene tree heterogeneity. Many of these methods operate by combining estimated gene trees (and so are called "summary methods"), and can be fast enough to analyze datasets with hundreds to thousands of genes. One of the important properties for a summary method is statistical consistency under the multi-species coalescent model, which means that the probability that the method will return the true species tree will converge to 1, as the number of gene trees in the input increases (under the assumption that discord between the species tree and the gene trees is due only to incomplete lineage sorting). Of the many statistically consistent methods, MP-EST [15] , a maximum pseudo-likelihood method, is one of the most popular. However, empirical and simulation studies have shown that summary methods (such as MP-EST) are impacted by gene tree estimation error, and can produce less accurate species trees than concatenation when gene tree estimation error is high enough [16] [17] [18] (and see also discussion in [19] ). In a genome-scale analysis, it is unlikely that all the loci will have substantial phylogenetic signal, and so this vulnerability to gene tree estimation error potentially means that coalescent-based summary methods may not be highly accurate techniques for estimating species trees from genome-scale data. This is particularly problematic when the sequences for each locus are kept short enough to avoid recombination [17, 19] , which also violates the assumptions of the multi-species coalescent model, since short sequences will tend to have insufficient phylogenetic signal to provide full resolution of the gene trees (however, see [20] ).
This vulnerability presented a significant analytical challenge to the avian phylogenomics project, which estimated a species tree for modern birds using whole genomes for 48 avian species [21] (see also [19] about how gene tree estimation error may have caused problems for coalescent analyses of a mammalian biological dataset). The project computed a maximum likelihood concatenation analysis and compared the concatenation tree to the estimated gene trees for 14,446 different loci. These gene trees were all topologically different from each other, and also from the concatenation analysis, indicating tremendous gene tree heterogeneity. Furthermore, the concatenation analysis indicated multiple speciation events in rapid succession, which increases the probability that ILS will be present [5] . Together, these observations suggest that the avian species tree has substantial ILS, and so a coalescent-based analysis was needed. Jarvis et al. [21] used MP-EST with multi-locus bootstrapping (MLBS [22] ) to estimate a species tree, but the tree they obtained was very different from the concatenation analysis, raising questions about which analysis was more reliable. Since the MP-EST tree also violated several subgroups established in various analyses (including Australaves, which has been supported in multiple studies [23] [24] [25] [26] ), they suspected that the MP-EST tree was less likely to be correct. In addition, the 14,446 gene trees showed very low bootstrap support (average support ≤ 40%), and so the most likely explanation for the difference between the coalescent-based species tree produced by MP-EST and the concatenation analysis was gene tree estimation error.
Mirarab et al. [18] developed a technique they called "Statistical Binning" to improve species tree estimation using coalescent-based species tree estimation methods. Statistical binning partitions the genes into sets, based on a statistical test for "combinability", concatenates the gene sequence alignments within each set into a "supergene alignment", and then estimates a "supergene tree" on the supergene alignment. The newly estimated supergene trees can be used by a coalescent-based summary method to compute a species tree on the dataset. As shown in [18] , statistical binning improves the estimation of gene trees and gene tree distributions, and this results in improved species tree topologies and branch lengths when species trees are computed using MP-EST on MLBS gene trees. Furthermore, MP-EST, used with statistical binning, was almost always at least as accurate as concatenation (more accurate than concatenation when the ILS level is high, and only less accurate than concatenation for very low levels of ILS). Finally, statistical binning followed by MP-EST was used to compute a species tree on the avian phylogenomic dataset, and this "MP-EST*" tree was nearly identical to the concatenation analysis they obtained; the MP-EST* and concatenation trees are presented in [21] as the two major hypothesis for the avian phylogeny.
Weighted Statistical Binning
Statistical binning performed well on the simulated and biological data studied in [18] , but the use of statistical binning has some drawbacks that can be important, as we will show. Specifically, the technique used to bin the genes into disjoint subsets could, under some conditions, produce a set of supergene trees that no longer accurately estimates the distribution of true gene trees, and when this happens the species tree estimation pipeline will not be statistical consistent under the multi-species coalescent model (Theorem 1). However, we will also show a simple modification to the statistical binning technique that makes it statistically consistent under the multi-species coalescent model, when followed by a statistically consistent coalescent-based summary method, such as MP-EST (Theorem 2). Furthermore, we will present the results on both simulated and biological data that demonstrate that this new technique, which we call "weighted statistical binning", produces highly accurate species trees and branch lengths, just like (unweighted) statistical binning. Hence, our study suggests that weighted statistical binning has the same (or better) empirical advantages of unweighted statistical binning, and also proves that weighted statistical binning is statistically consistent under the multi-species coalescent model.
The statistical binning technique presented in [18] operates as follows. The input is a multiple sequence alignment and phylogenetic tree (with bootstrap support on its branches) on each of n given genes, and a user-specified "threshold support" value t < 1. The role of the threshold t is to specify which branches in the gene trees are considered reliable, and which ones have support that is so low that the branches may be due to estimation error. Therefore, if the trees on two genes differ only in terms of their low support edges, the differences are considered potentially consistent with estimation error, and the two genes are considered "combinable" or "compatible".
Statistical binning uses a simple statistical heuristic to determine which pairs of gene trees cannot be put into the same bin; this test is based on the bootstrap support on the branches, and will prevent two genes from being in the same bin if their gene trees have conflicting branches, each with bootstrap support of at least t. This is the combinability test, so that two genes are not considered combinable if they have highly supported conflicting branches, and otherwise are considered combinable. (Equivalently, two genes are combinable if their gene trees, after collapsing all the low support branches, share a common refinement.) Finally, because pairwise compatibility ensures setwise compatibility [27] , if a set of gene trees can be all put in the same bin, then there is a tree that combines all the highly supported branches in any of the trees in the set.
The first step in statistical binning creates a graph based on the input, and uses a graph-theoretic optimization to bin the genes into subsets. Each gene is represented by a single vertex in the graph, and an edge is placed between two genes if their gene trees are not combinable, based on the statistical test described above. Determining if two genes are combinable can be computed in linear time [28] , and so this graph, which we call the incompatibility graph, can be computed in time linear in the number of taxa and quadratic in the number of genes. The vertices of the graph are then partitioned into subsets, so that there are no edges between any two vertices in the same subset (i.e., all the genes in the subset are combinable). To partition the vertices, the vertices are assigned colors so that no two vertices with the same color are adjacent; then, all vertices with the same color are placed in the same bin. After the bins are computed, the sequence alignments for the genes in a given bin are concatenated, and a tree is computed on the concatenated alignment. Since longer sequences tend to produce more accurate gene trees [29] , having the bins be as large as possible is desirable; this is accomplished by seeking a coloring with as few colors as possible (i.e., a minimum vertex coloring), which is an NP-hard problem [30] . However, summary methods, such as MP-EST, use the distribution of the gene trees to estimate the species tree; hence, balanced bins (of the same size) are desirable so that the distribution of supergene trees is close to the input gene tree distribution. Therefore, the objective is a coloring of the vertices, using a small number of colors, so that every color class contains about the same number of colors. To achieve such a coloring, [18] modified the Brélaz heuristic [31] for minimum vertex coloring, so that during the greedy coloring, a node is added to the smallest bin for which it has no conflicts. Figure 1 . Pipeline for unbinned analyses, unweighted statistical binning, and weighted statistical binning. The input to the pipeline is a set of sequences for different loci across different species. In the traditional pipeline, a multiple sequence alignment and gene tree is computed for each locus, and then these are given to the preferred coalescent-based summary method, and a species tree is returned. In the statistical binning pipeline, the estimated gene trees are used to compute an incompatibility graph, where each vertex represents a gene, and an edge between two genes indicates that the differences between the trees for these genes is considered significant (based on the bootstrap support of the conflicting edges between the trees). The vertices of the graph are then assigned colors, based on a heuristic for balanced minimum vertex coloring, so that no edge connects two vertices of the same color. The vertices with a given color are put into a bin, and the sequence alignments for the genes in a bin are combined into a supergene alignment. A (supergene) tree is then computed for each supergene alignment. In the unweighted binning approach (presented in [18] ), these supergene trees are then given to the preferred summary method, and a species tree is returned. In the weighted binning approach presented here, each supergene tree is repeated as many times as the number of genes in its bin, and this larger set is then given to the preferred summary method.
Once the vertex coloring is computed, the genes in a given color class form a bin, and their alignments are concatenated into a supergene alignment. Then, a maximum likelihood tree is computed (perhaps with bootstrapping) on each supergene alignment, to compute a supergene tree. These supergene trees are then used by MP-EST, or some other coalescent-based summary method, to compute a species tree. Thus, statistical binning changes the input to the coalescent-based summary method, by recalculating the gene trees. Hence, statistical binning is just the first step in a coalescent-based pipeline for species tree estimation, as shown in Figure 1 .
It is not hard to see that if the bin sizes are exactly the same, and statistically consistent methods are used to estimate the supergene trees and then combine them into a species tree, then the resultant pipeline is statistically consistent under the multi-species coalescent model (see the proof of Theorem 1). However, while the statistical binning heuristic developed in [18] produced bins with very similar sizes, in general it did not produce perfectly balanced bins (i.e., the bin sizes were not exactly identical). This violation of perfectly balanced bins means that the pipeline of using statistical binning to estimate gene trees, followed by MP-EST, is not a statistically consistent method for estimating species trees.
A simple variation of the technique, which was suggested in [18] , corrects this problem. We keep the first step of statistical binning the same (i.e., we compute the same incompatibility graph and then use the same heuristic for balanced minimum vertex coloring), and we compute the same set of supergene trees. However, at this point we replicate every supergene tree so that it appears as many times as the number of genes in its bin. For example, if we begin with 100 genes, and obtain 20 bins, then the original statistical binning technique would produce 20 supergene trees that would be given to MP-EST to analyze. In this modified technique, if we begin with 100 genes, we end up with 100 supergene trees (although each supergene tree can appear multiple times). We call this technique "weighted statistical binning", and refer to the original technique proposed in [18] as "unweighted statistical binning". Figure 1 describes the three possible pipelines (unbinned, unweighted binned, and weighted binned) for use with a summary method. In the unbinned analysis, each gene is analyzed independently, a gene sequence alignment and tree is estimated for each gene, and then a summary method, such as MP-EST, uses the gene trees to estimate the species tree. In both the weighted and unweighted binned analyses, the gene trees and sequence alignments are also computed independently, and then the incompatibility graph is formed with one vertex for each gene. In the shown example, there are 12 genes, and so the graph has 12 vertices. The 12 vertices of the incompatibility graph are then assigned colors, with two vertices colored purple, three vertices colored green, three vertices colored red, and four vertices colored blue. Note that no two vertices of the same color have an edge between them. For each color class, the sequence alignments for the associated genes are concatenated into one long supergene alignment, and a supergene tree is computed. After this point, the weighted and unweighted binning methods have different strategies. In the unweighted binning method, exactly one copy of each supergene tree is given as input to the summary method, but in the weighted binning method multiple copies of the supergene trees are given as input. Hence, in this example, MP-EST analyzes only four supergene trees in the unweighted binning pipeline, but it analyzes 12 supergene trees in the weighted binning pipeline.
Although weighted statistical binning is a very simple method, it is statistically consistent under the multi-species coalescent, as shown in Theorem 2.
Experimental Study
This study focuses on comparing weighted and unweighted statistical binning for MP-EST analyses of MLBS gene trees (the only statistically consistent coalescent method studied in [18] ), using the same simulated datasets studied in [18] . We also analyze two of the biological dataests studied in [18] .
Simulated datasets make it possible to accurately quantify accuracy, since the true gene trees and species trees are known, and Mirarab et al. [18] explored the accuracy of estimated gene trees, gene tree distributions, species tree topologies, and species tree branch lengths on simulated datasets. We analyzed the same simulated datasets using weighted statistical binning to determine whether any differences were evident between weighted and unweighted statistical binning with respect to any of these criteria. In addition, we examine the bootstrap support on the branches of the estimated species tree, as false positive edges that have low support are not as deleterious as false positive edges with high support. The bootstrap support of estimated species trees was not studied by Mirarab et al. [18] , and therefore, this study provides the first analysis of bootstrap support for MP-EST on these datasets, as well as of the impact of of weighted or unweighted binning on the bootstrap support values.
All these aspects of phylogenomic estimation are important, but for different reasons. Species tree topologies indicate which species are more closely related to each other than to others, and so estimating accurate species tree topologies is the most important aspect of phylogenomic estimation. However, the improvement in species tree branch length estimation is also biologically relevant, since these lengths are used to estimate dates for speciation events, and also infer the amount of ILS in the data. Bootstrap support is important, since low support branches are often ignored, but high support branches are generally assumed to be correct; hence, understanding whether a method returns high support for false positive branches (indicating incorrect relations within a tree) is particularly important. Improvements in estimating the gene tree distribution matter because the accuracy of summary methods depends on an input that captures the correct gene tree distribution. Finally, improving the accuracy of gene tree estimations can result in improved understanding of protein function [1, 32] .
We compute gene trees and concatenation species trees using RAxML [33] maximum likelihood. We compute coalescent-based species trees on these datasets using MP-EST with weighted and unweighted statistical binning on MLBS gene trees. For the simulated datasets, we explore species tree accuracy with respect to the true (model) species tree topology and branch lengths, and also examine the branch support of both true positive and false positive branches. We also explore the error in the gene tree distribution estimated using binning (weighted and unweighted), compared to unbinned analyses. For the biological datasets, we compare estimated species trees to the literature for each dataset, focusing on whether the estimated species tree violates known subgroups for the phylogeny.
In the avian simulation, the markers are divided into four types: exon-like, UCE-like, intron-like, and long intron-like, with exon-like having the poorest bootstrap support, long intron-like having the best, and UCE-like and intron-like intermediate in support. These differences in support are created by modifying the sequence length, so that exon-like data have the shortest sequences and least support, and long intron-like have the longest sequences and highest support. In the mammalian simulation, we also explored the impact of phylogenetic signal by varying the sequence length for the markers to produce three levels of bootstrap support. For both avian and mammalian simulations, we explore performance by varying the number of genes, the ILS level, and the sequence length. All datasets used in this study were previously used in [18] .
Results and Discussion
Gene tree distribution error on avian simulated datasets
We measure the error in estimated gene tree distributions using the deviation of triplet frequencies from the triplet frequency distribution observed by true gene trees (see Methods section for details). We express these results using a cumulative distribution over all possible triplets and all replicates; hence, if a curve for one method lies above the curve for another method, then the first method strictly improves on the second method with respect to estimating the gene tree distribution. In Figure 2 (a) we show results for 1000 avian genes under default ILS levels, as we vary the sequence length (from exon-like, which are the shortest loci, to long intron-like, which are the longest). In Figure 2 (b) we show results with 1000 UCE-like genes, varying the ILS level. In both cases, both weighted and unweighted binning are nearly identical. Weighted and unweighted binning also showed nearly identical gene tree distribution errors under other conditions (see supplementary materials, Figs. S1). Binning improves the accuracy of Table 1 . Statistical significance test results. We performed two-way ANOVA for testing the significance of the choice of method (weighted binned versus unweighted binned on top and weighted binned versus unbinned on the bottom) and also whether there is an interaction between the choice of the method and the variable changed in each dataset (shown inside parenthesis for each column). For example, the cell under the first column and the first row titled "method" tells us that there were no statistically significant differences between the false negative rates for weighted and unweighted binned analyses on the avian dataset with 1000 genes and default ILS and varying genet tree error (p=0.96); the cell under the first column and the first row titled "variable" tells us that the gene tree error has no statistically significant impact on whether weighted or unweighted binned methods have better false negative rates (p=0.99). For the mammalian dataset, in the first column, we have two varying factors (gene tree error and the number of genes), and therefore, for interaction effects, two p-values are reported. All p-values are corrected for multiple hypothesis testing using the FDR correction (n=10 for "method" and =12 for "variable") estimated gene tree distributions in general, but not for the longest sequences (long intron-like). Also, the improvement over unbinned analyses was highest for the lowest ILS level (2X species tree branch lengths), but was high even for the highest ILS level we explored.
Species tree estimation error on avian simulated datasets Figure 3 shows results for species tree estimation error (FN) for analyses of avian genes of different types (exon-like through long intron-like) under the default ILS level, for 1000 UCE-like genes with varying ILS, and for varying number of UCE-like genes with default ILS. Weighted and unweighted statistical binning are essentially identical (no statistically significant differences were observed according to a two-way ANOVA test; see Table 1 ), and both reduce species tree estimation error compared to unbinned analyses (differences were always statistically significant with p < 0.001; see Table 1 ). The largest improvements are for the shortest gene sequences (exon-like), where unbinned analyses have approximately 23% FN rate and binned analyses have approximately 14% FN error. The difference between binned and unbinned analyses are low for intron-like sequences (11% for unbinned and 7.5% for binned), and there are no noteworthy differences for long intron-like sequences (gene tree error has a statistically significant impact; see Table 1 ). The impact of binning is also significantly impacted by ILS levels (see Table 1 ) with the largest improvements obtained for lower levels of ILS. When the number of genes is changed (see Fig. 3(c) ), the impact of binning ranges from neutral to highly positive, and the largest improvements are for datasets with large numbers of genes. Figure 4 shows the impact of binning on species tree branch length estimation error; Figure 4 (a) shows results on 1000 genes under default (1X) ILS levels and varying gene tree estimation error, and Figure 4 (b) shows results on 1000 UCE-like genes with varying ILS levels. Branch length estimation accuracy is reported using the ratio of the estimated branch length to the true branch length, for those true branches recovered by the method. Thus, values equal to 1 indicate perfect accuracy, values below 1 indicate under-estimation of branch lengths (and hence over-estimation of ILS), and values above 1 indicate over-estimation of branch lengths (and hence under-estimation of ILS). Both types of binning (weighted and unweighted) produce nearly identical results with respect to branch lengths (with a slight advantage for weighted analyses). Unbinned analyses substantially under-estimate branch lengths, but as In (a), we vary the gene tree estimation error (exon-like has the highest error, and long intron-like has the lowest error) and explore 1000 genes under default ILS levels, and in (b) we vary the amount of ILS and fix the number of genes to 1000 and sequence length to 500bp (UCE-like genes). True triplet frequencies are estimated based on true gene trees for each of the n 3 possible triplets, where n is the number of species. Similarly, triplet frequencies are calculated from estimated gene/supergene trees. For each of these n 3 triplets, we calculate the Jensen-Shannon divergence of the estimated triplet distribution from the true gene tree triplet distribution. We show the empirical cumulative distribution of these divergences. The empirical cumulative distribution shows that for a given divergence level, the percentage of the triplets that are diverged from true triplet distribution at or below that level. Results are shown for 10 replicates. the sequence length increases, the branch length estimations produced by unbinned analyses improve, so that they are more accurate at the long intron-like markers. Using binning (either type) improves branch length estimation, and the improvement is very large for the shorter sequences (exon-like and UCE-like). When levels of ILS are changed, weighted and unweighted binning are again close (with a Figure 4 . Effect of binning on the species tree branch lengths (in coalescent units) estimated by MP-EST using MLBS on the avian simulated datasets. In (a) we vary gene estimation error, using 1000 genes with default ILS (1X branch length), and in (b) we vary the ILS level using 1000 UCE-like genes. We show the species tree branch length accuracy (the ratio of estimated branch length to true branch length for branches of the true tree that appear in the estimated tree): 1 indicates correct estimation, values below 1 indicate under-estimation of branch lengths, and values above 1 indicate over-estimation of branch lengths.
slight advantage for weighted), and show little change in branch length estimation with changes in ILS levels; however, unbinned analyses substantially under-estimate branch lengths for the lowest ILS model condition, and then become more accurate (although still under-estimate) with increases in the ILS level. Hence, the biggest improvement obtained by binning is for the lowest ILS (2X branch lengths), and there is less improvement for the highest ILS level (0.5X). The likely explanation for this trend is that MP-EST interprets all discord as due to ILS, and produces a model tree (with branch lengths) that it considers most likely to generate the observed discordance. Hence, MP-EST tree branch lengths will be closer to the correct lengths when the ILS level is very high.
Bootstrap support on avian simulated datasets
We explore bootstrap support of trees estimated on simulated avian datasets, as follows. We assign relative quality to each edge in an estimated tree, taking bootstrap support into account. The highest quality edges are the true positive branches with the highest bootstrap support, and the lowest quality edges are the false positive branches with the highest bootstrap support, and all other edges fall in between. We In (a) we fix the number of genes to 1000, use default ILS levels, and vary gene tree estimation error (exon-like have the highest error, and long intron-like have the lowest error), and in (b) we study 1000 UCE-like genes and vary ILS levels. To produce the graph, we order the branches in the estimated species tree by their quality, so that the true positives with high support come first, followed by lower support true positives, then by false positives with low support, and finally by false positives with high support. The false positive branches with support above 75% are the most troublesome, and that fraction are indicated in the grey area. When the curve for a method lies above the curve for another method, then the first method has better bootstrap support.
order all the edges by their quality, so that the true positive branches come first (with the high support branches before low support branches), followed by the false positive branches (with the low support branches before the high support branches). Given this ordering, we create the subfigure, where the x-axis indicates the edge quality (from very high to very low, as you move from left to right), and the y-axis indicates the fraction of the edges having at least the quality indicated by the x-axis. Thus, the higher the curve, the better the overall quality of the species tree. Figure 5 shows results on 1000 avian genes (20 replicates) under default ILS and with varying sequence length, and also with 1000 UCE-like genes with varying ILS levels. Both types of binning are nearly identical in terms of their impact on bootstrap support, and both improve bootstrap support; in particular, using binning increases the number of highly supported true positive branches and decreases the number of highly supported false positives. However, the sequence length modulates the impact of binning on bootstrap support, so that the largest impact is for the shortest sequences (exon-like) and there is insignificant impact for the longest sequences (long intron-like). ILS levels also impacts how binning affects the bootstrap support, so that the biggest improvement in bootstrap support is obtained for the lowest ILS level (2X branch lengths) The number of genes also impacts the bootstrap support (Fig. S2 ) so that the biggest improvement in bootstrap support is obtained for the largest number of genes (2000) (and there is little to no difference between binned and unbinned analyses on 50 or 100 genes); furthermore, weighted and unweighted binning produce very similar bootstrap supports.
Comparisons to concatenation on avian simulated datasets
We compare both weighted and unweighted binning analyses to unbinned analyses, as well as to concatenation using maximum likelihood on the avian datasets. Weighted and unweighted binning with MP-EST have essentially identical accuracy on 1000 genes simulated under default ILS levels ( Fig. 3(a) ). Concatenation matches the accuracy of these binned MP-EST methods on the shortest sequences (exon-like), but then is less accurate than them for longer sequences. Unbinned analyses are much less accurate than both concatenation and binned analyses, except at the longer sequences (where it matches concatenation at intron-like sequences, and then improves on concatenation and matches the binned analyses for the long intron-like sequences). Weighted and unweighted binned MP-EST trees are again nearly identical when we vary the levels of ILS (Fig. 3(b) ) or the number of genes (Fig. 3(c) ). Both binned analyses are more accurate than concatenation and unbinned analyses at all ILS levels ( Fig. 3(b) ), but with few genes, concatenation can be slightly more accurate than binned or unbinned analyses. Thus, compared to concatenation, binned analyses have their highest advantage for longer gene sequences, lower ILS levels, and higher number of genes.
Comparisons on simulated mammalian datasets
Results on simulated mammalian datasets are similar to analyses of avian datasets. In nearly every condition, both weighted and unweighted binning show very similar results. Binning improved gene tree distributions, generally with very large improvements, and the improvements decreased with the sequence length and ILS level (Fig. S3) . Binning also tended to improve species tree topology estimation (Fig. 6 ), but the impact depended on the sequence length (binning is beneficial for shorter sequences and neutral for longer sequences) and number of genes (binning can dramatically improve species tree topologies given a large number of genes, but can be neutral or even detrimental for a small number of genes). ILS level also has an impact, so that binning is most helpful for low ILS levels, and less helpful for high ILS levels (Fig. S4) .
As observed in the avian simulations, unbinned analyses substantially under-estimated species tree branch lengths. Both weighted and unweighted binning produced nearly identical branch lengths for all sequence lengths, number of genes, and ILS levels, and both types of binning came closer to the true branch lengths than unbinned analyses (Figs. 7 and S5 ). Finally, both weighted and unweighted binning produced nearly identical species tree branch support values, and both matched or improved unbinned analyses for all tested numbers of genes, sequence lengths, and ILS levels (Figs. S6 and S7). However, improvements increased with the number of genes and decreased with the sequence length and ILS level.
Analysis of biological datasets
We compared weighted and unweighted binning of MP-EST on MLBS gene trees on two biological datasets studied in [18] -the avian dataset studied in [21] and a mammalian dataset (obtained by deleting 23 erroneous genes from the dataset studied in [34] ). There were no topological differences between MP-EST trees estimated using weighted or unweighted statistical binning, and extremely small differences in branch support (less than 3%; see Fig. 8 ). Thus, although [21] used unweighted statistical binning, the main conclusions they drew about the evolutionary history of modern birds are also found in the weighted statistical binning of both types of gene trees. Note that the unbinned analysis violates several subgroups established in the avian phylogenomics project and other studies (indicated in red in Fig. 8 ), but that the binned analysis does not violate any of these subgroups. Of these violated subgroups, the failure of the unbinned analysis to recover Australaves is the most significant, since it has been recovered in many prior analyses [23] [24] [25] [26] . Figure 7 . Effect of binning on the branch lengths (in coalescent units) estimated by MP-EST using MLBS on the mammalian simulated datasets. We show the species tree branch length error (the ratio of estimated branch length to true branch length for branches of the true tree that appear in the estimated tree; 1 indicates correct estimation). We varied the number of genes (50, 100, 200, 400 and 800) and sequence length (250bp (43% BS), 500bp (63% BS) and 1000bp (79% BS)) with default amount of ILS (1X level). 
Conclusions
Because species trees and gene trees can differ, the estimation of species trees requires multiple loci. One approach to estimating species trees from multiple conflicting loci seeks to restrict the set of loci using principled arguments [9] , but other approaches that explicitly model the discordance have also been developed. When gene tree discord is due to incomplete lineage sorting, then statistical methods, such as MP-EST, can be used to estimate the species tree by combining gene trees. However, this study, as well as others [16-19, 35, 36] , demonstrates that gene tree estimation error impacts species tree estimation, so that species trees estimated using summary methods on poorly estimated gene trees can have low accuracy. The (unweighted) statistical binning technique proposed in [18] improved the accuracy of estimated gene trees, and was shown to improve the accuracy of MP-EST when applied to MLBS gene trees. However, the use of unweighted statistical binning to estimate a species tree does not have the desirable property of being statistically consistent. This is a significant drawback for unweighted statistical binning, which could discourage biologists from using the technique.
This study described a simple modification to statistical binning, obtained by replicating each supergene tree by the number of genes in its bin (equivalently, replacing each gene tree from the input set by its recalculated tree, which is the supergene tree for the bin). This modification, which we call "weighted statistical binning", is statistically consistent under the multi-species coalescent, and so addresses this drawback. Also, weighted statistical binning produced nearly identical results to unweighted statistical binning on the simulated datasets, and topologically identical results (with very similar bootstrap support values) on the biological datasets we explored in this study, and so this study supports the findings about the avian phylogeny reported in [21] . The fact that weighted and unweighted binning produced similar results is not surprising, since that unweighted binning technique strived to create "balanced" bins as much as possible, and largely achieved this on the datasets we explored. Thus, in practice, weighted and unweighted binning may generally have very similar performance on many datasets.
Under the model conditions we studied, both weighted and unweighted statistical binning generally improve gene tree distributions, species tree topologies and branch lengths, and bootstrap support (so that statistical binning increases bootstrap support for true positive edges, and reduces the number of highly supported false positives), compared to unbinned analyses. These improvements increase when gene sequence alignments have low phylogenetic signal, the species tree has low ILS, or there are many genes.
Although most comparative studies have focused on the estimation of the species tree topology, the other aspects of phylogenomic estimation are also important. For example, the improvement in species tree branch length is biologically significant since these lengths are used to estimate dates for speciation events, and to infer the amount of ILS in the data. Since unbinned analyses tended to substantially under-estimate branch lengths, this means that MP-EST used without binning tends to over-estimate ILS. Binning largely corrects this and produces branch lengths that are much closer to their true lengths. Since MP-EST tends to over-estimate ILS in the presence of gene tree estimation error, this means that predictions of ILS levels for biological datasets may have over-estimated these amounts. The improvement in branch support is also biologically relevant, especially since binning generally increased the number of strongly supported true positive branches and reduced the number of strongly supported false positive branches. Finally, improvements in gene tree estimation could lead to improved understanding of protein structure and function [1, 32] .
Results on the two biological datasets show that weighted and unweighted statistical binning analyses produced identical species trees and nearly identical branch support values; furthermore, these binned analyses were more congruent with established subgroups than unbinned analyses. Thus, the analyses of biological datasets supports the trends on simulated datasets showing that weighted statistical binning is beneficial for species tree estimation using MP-EST on MLBS gene trees.
Despite the positive impact of weighted statistical binning on species tree estimation in this study, new research published in the last few months suggests that these techniques need to be evaluated more thoroughly, using other datasets and other ways of computing species trees from multiple gene trees.
For example, Mirarab et al. [37] showed that the accuracy of MP-EST trees depended on whether MLBS or best maximum likelihood (BestML) gene trees were used, and that MP-EST trees based on BestML gene trees generally produced more accurate species tree topologies for datasets with large numbers of genes (such as the ones we studied in this paper). The explanation offered for this is that BestML gene trees are generally more accurate than MLBS gene trees, and that this helps coalescent-based species tree estimation. Hence, the evaluation of the impact of binning on MP-EST with BestML gene trees is also needed. It is also possible that better results would be obtained using Bayesian methods (such as MrBayes [38] ), rather than MLBS, to generate the distribution of gene trees [39] , since the posterior distribution produced by Bayesian MCMC methods may not have as high gene tree estimation error as the MLBS sample. Similarly, methods that co-estimate alignments and trees, such as BAli-Phy [40] , SATé [41, 42] , and PASTA [43] , might provide improved accuracy compared to the standard two-step procedure for estimating trees (first align, and then compute the tree).
Another important limititation of this study, as well as of [18] , is that it only explored the impact of binning on MP-EST, and not on any other statistically consistent coalescent-based method; yet, ASTRAL [36] is a new statistically consistent coalescent-based method that provides better accuracy than MP-EST under many conditions. One possible explanation for why ASTRAL is more accurate than MP-EST is that it is more robust to gene tree estimation error. However, to the extent that the ASTRAL achieves good accuracy due to increased robustness to gene tree estimation error, binning may not be beneficial, and could even be hurtful. Hence, statistical binning needs to be tested on other coalescent-based summary methods, especially ones like ASTRAL that may be more robust to gene tree estimation error. ASTRAL can also analyze large datasets (such as the plant transcriptome dataset with approximately 100 species and 800 loci [44] ), and unlike MP-EST does not require rooted gene trees; hence, understanding the impact of binning on ASTRAL's accuracy is also of practical importance.
Finally, although this study and [18] explored a large number of datasets, these studies were fairly limited in terms of the types of datasets they examined. For example, neither study looked at the impact of binning for very small numbers of species (e.g., below 20), nor for small numbers of genes (e.g., below 50). Neither study examined model conditions in which gene tree estimation error is due to model misspecfication, nor where the different loci evolve under different sequence evolution models (e.g., different GTR matrices). Neither study considered biological causes for gene tree discord, such as gene duplication and loss or horizontal gene transfer, other than ILS.
Therefore, while this study shows the beneficial impact of weighted statistical binning on species tree estimation, the benefit has only been demonstrated for one coalescent-based method (MP-EST on MLBS gene trees) and only under a limited set of model conditions. It is possible that the benefits seen for weighted statistical binning may not hold when used with other coalescent-based methods, or under other model conditions. Clearly further investigation is needed to determine the conditions where weighted statistical binning improves the estimation of gene trees and species trees for multi-locus phylogenomic analysis, and whether there are conditions where weighted statistical binning can be hurtful.
Indeed, one interpretation of this study is that it suggests that the research focus should be directed at developing more accurate methods for gene tree estimation, as well as developing new coalescent-based methods that are highly robust to gene tree estimation error. It is also possible that methods that construct species trees directly from the sequence data, rather than by combining gene trees, will have the best accuracy (see, for example, [45] [46] [47] ).
Despite these caveats, this study confirms the general finding in [18] that highly accurate coalescentbased species tree estimation is possible, and that good coalescent-based methods can provide improved accuracy relative to concatenation under many biologically realistic conditions, even for genome-scale datasets with short sequences on each locus, where there are high amounts of gene tree discord due to incomplete lineage sorting. However, as observed in this and other studies [19, 35] , concatenation often produces more accurate trees than even the best coalescent-based methods when the level of ILS is low enough. Therefore, an important question is whether a given biological dataset has a sufficiently high level of ILS that a coalescent-based analysis is needed. Conversely, coalescent-based methods that are not only more accurate than concatenation under conditions with high ILS, but also comparably accurate even under low levels of ILS, would be very helpful tools.
Materials and Methods

Theoretical results
We begin with a negative result, showing that unweighted statistical binning is not statistically consistent under the multi-species coalescent model. We consider phylogenomic pipelines that begin with sequence alignments, compute gene trees on the alignments using statistically consistent methods (such as maximum likelihood), and then combine the gene trees using statistically consistent methods (such as MP-EST) that only consider gene tree topologies and not also their branch lengths. Thus, the theoretical results apply to statistically consistent coalescent-based summary methods such as MP-EST, the population tree from BUCKy, and ASTRAL. We add that there are no mathematical proofs yet of statistical consistency for summary methods, when gene trees have any estimation error. Hence, our proofs will also assume that sequence lengths are long enough that all gene trees can be estimated completely correctly, with high probability.
Theorem 1 Phylogenomic pipelines using unweighted statistical binning, a statistically consistent gene tree estimation method, and a statistically consistent summary method, are not statistically consistent under the multi-species coalescent model. Proof: Let t < 1 be the threshold support provided by the user, let T be the true species tree, and let T = {t 1 , t 2 , . . . , t k } be a set of true gene trees generated by T under the multi-species coalescent model. Let A i be a set of sequences generated on t i under a sequence evolution model (such as the Generalized Time Reversible Model [48] ). Then, given long enough sequences, if an appropriate method is used (such as maximum likelihood), then with high probability the gene trees estimated on each A i will be topologically correct and all branches will have support at least t. Hence, when analyzed using weighted statistical binning, no two genes with topologically different trees will be placed in the same bin. Consequently, each bin will have a set of genes, and the true gene trees for the genes in the bin will have the same topology. If a partitioned analysis (allowing all model parameters other than the tree topology) is performed on the concatenated alignments of these genes, and the method used is statistically consistent, then the tree computed on the bin will have the same topology as the true gene tree for the bin. For a large enough number of genes, every possible tree on the n leaves will be the true gene tree for at least one gene with high probability. When this happens in an unweighted statistical binning analysis, the set of gene trees given as input to the coalescent-based summary method will contain each possible gene tree exactly once -i.e., the estimated distribution on gene tree topologies will be flat. No summary method can infer the correct species tree from a flat distribution, and so the pipeline will be statistically inconsistent.
Note that the negative result does not imply that the pipeline is positively misleading (i.e., that the pipeline would return an incorrect tree with high confidence), but rather that it would not be able to converge to any tree. Thus, unweighted statistical binning becomes uninformative, as the number of genes increases. We now prove the second theoretical result, which shows that weighted statistical binning makes these pipelines statistically consistent.
Theorem 2 Phylogenomic pipelines using weighted statistical binning, a statistically consistent gene tree estimation method, and a statistically consistent summary method, are statistically consistent under the multi-species coalescent model.
Proof:
The proof is nearly identical to that of Theorem 1, except that we prove statistical consistency because the binning is weighted. Let t < 1 be the threshold support provided by the user, let T be the true species tree, and let T = {t 1 , t 2 , . . . , t k } be a set of true gene trees generated by T under the multi-species coalescent model. Let A i be a set of sequences generated on t i under a sequence evolution model (such as the Generalized Time Reversible Model [48] ). Then, given long enough sequences, if an appropriate method is used (such as maximum likelihood), then with high probability the gene trees estimated on each A i will be topologically correct and all branches will have support at least t. Hence, when analyzed using weighted statistical binning, no two genes with topologically different trees will be placed in the same bin. Consequently, each bin will have a set of genes, and the true gene trees for the genes in the bin will have the same topology. If a partitioned analysis is performed on the concatenated alignments of these genes, and the method used is statistically consistent, then the tree computed on the bin will have the same topology as the true gene tree for the bin. Therefore, as the number of genes increases, the gene tree distribution defined by the weighted binning technique will converge to the true gene tree distribution. Hence, for any statistically consistent coalescent-based method, the species tree estimated on these supergene trees will converge to the true species tree.
Evaluation
We explored the performance of MP-EST and concatenation (using RAxML) using weighted and unweighted binning on a collection of simulated and biological datasets originally studied in [18] . We applied MP-EST to a set of RAxML gene trees computed on bootstrap replicates of each gene sequence alignment. With bootstrap ML gene trees for each gene, summary methods were applied with the site-only multi-locus bootstrapping (MLBS) procedure [22] , implemented as follows. Gene tree distribution error MP-EST computes species trees using the estimated distribution on rooted triplet trees defined by its input of gene trees. We therefore evaluated the impact of binning on the estimated gene tree distribution, measuring the divergence between the triplet distribution of estimated gene trees and the triplet distribution of true gene trees. We represent the gene tree distribution by the frequency of each of the three possible alternative topologies for all the n 3 triplets of taxa, where n is the number of taxa. Therefore, we have n 3 true triplet distributions. Hence, for each triplet of taxa, we have estimated triplet distributions using the unbinned analysis, as well as weighted and unweighted binning analyses. We computed the Jensen-Shannon divergence of each of these n 3 triplet distributions and showed the empirical cumulative distribution of these divergences. The Jensen-Shanon divergence is a symmetrized and smoothed version of Kullback-Leibler divergence [49] between two distributions P and Q, and can be calculated as follows [50] :
where M = P +Q 2 , and KL is the Kullback-Leibler divergence.
Species tree estimation error and branch support
We compared the estimated species trees to the model (i.e., true) species tree (for the simulated datasets) or to the scientific literature (for the biological datasets). We measure topological error using the missing branch rate (also known as the false negative (FN) rate), which is the proportion of branches in the true tree that are missing from the estimated tree. We also reported the error in species tree branch lengths estimated by MP-EST using the ratio of estimated branch length to true branch length for those branches of the true tree that appear in the estimated tree; thus, 1 indicates correct estimation, values above 1 indicate lengths that are too long, and values below 1 indicate branch lengths that are too short. Note that species tree branch lengths reflect the expected amount of ILS, and so under-estimation of species tree branch lengths means over-estimation of ILS, and over-estimation of branch lengths means under-estimation of ILS. We also computed the branch support of the false positive (FP) and true positive (TP) edges, where false positive edges are present in the estimated tree but not in the true tree, and edges that are present in both the estimated and true tree are true positive edges.
Simulated datasets
We studied simulated datasets based on the mammalian dataset of [34] and the avian dataset of [21] , which were generated in a prior study [18] . We briefly describe the simulation protocol for the biological datasets, and direct the reader to [18] for full details.
Mammalian simulated datasets
This dataset was generated by [18] , and studied there and also in [37] . Here we describe the procedure followed by [18] to generate these data. First, a species tree was computed for the full biological dataset in [34] , using MP-EST, and the tree topology and branch lengths were used as the model tree. Thus, the mammalian simulation model tree has an ILS level based on an MP-EST analysis of the biological mammalian dataset. Gene trees were simulated within this species tree under the multi-species coalescent model, and then the branch lengths on the gene trees were defined using the gene trees estimated on the biological dataset.
Variants of the basic model condition were generated by varying the amount of ILS, the number of genes, and the sequence length for each gene; these modifications also impact the amount of gene tree estimation error and the average bootstrap support in the estimated gene trees, and so can be modified to produce datasets that resemble the biological data.
The amount of ILS was varied by adjusting the branch length (shorter branches increase ILS). A model condition with reduced ILS was created by uniformly doubling (2X) the branch lengths, and a model condition with higher ILS was generated by uniformly dividing the branch lengths by two (0.5X). The amount of ILS obtained without adjusting the branch lengths is referred to as "default ILS", and was estimated by MP-EST on the biological data.
The average bootstrap support (BS) in the biological data was 71%, and so [18] generated sequence lengths that produced estimated gene trees with bootstrap support bracketing that value -500bp alignments produced estimated gene trees with 63% average BS and 1000bp alignments produced estimated gene trees with 79% BS. They also generated model conditions with very short sequence length (250bp), which has 43% average BS.
Mirarab et al. [18] varied the number of genes from 50 to 800 to explore both smaller and larger numbers of genes than the biological dataset (which had roughly 400 genes). In total, [18] generated 17 different model conditions specified by the ILS level, the number of genes, and the sequence length. For each of these model conditions, [18] created 20 replicates, with the exception of the two model conditions with 400 and 800 genes of 250bp sequence length, where they had 10 and 5 replicates, respectively.
Avian simulated datasets
Mirarab et al. [18] used the species tree estimated by MP-EST on the avian dataset with 48 species and 14,446 loci studied by [21] , and simulated gene trees by varying different parameters (similar to the mammalian simulated datasets). Three types of genomic markers were studied: exons, UCEs, and introns. The average bootstrap support (BS) of the gene trees based on exons, UCEs, and introns, was 24%, 39% and 48%, respectively. The longest introns had the highest average BS (59%). Mirarab et al. generated four model conditions that resemble these four markers, and refer to these model conditions as exon-like, UCE-like, intron-like and long-intron-like. Mirarab et al. varied the number of genes from 50 to 2000 and the amount of ILS, using the same technique as the mammalian simulated datasets.
Biological datasets
We studied two biological datasets also studied in [18] : the avian dataset [21] containing 14,446 loci across 48 species, and a reduced version of the mammalian dataset studied by Song et al. [34] with 447 loci across 37 species, from which [18] deleted 23 erroneous genes (see [18, 37] for discussion of these loci).
Methods and commands
Gene tree estimation:
RAxML version 7.3.5 [51] was used to estimate gene trees under the GTRGAMMA model, using the following command:
The following command was used for bootstrapping: Greedy consensus: The greedy consensus (also called the "extended majority consensus") of a set of trees, all on the same set of leaves, is obtained by ordering the bipartitions that appear in one or more trees in the order of their frequency (most frequent first). Then, a tree is built from this set, beginning with the first bipartition, and then modifying the tree to include the next bipartition in the list, if the addition of the bipartition is possible. We used Dendropy version 3.12.0 [52] to compute greedy consensus trees when running MP-EST with MLBS gene trees. Figure S1 . Effect of binning on the branch lengths (in coalescent units) estimated by MP-EST using MLBS on the avian simulated datasets with varying numbers of gene trees. We show the species tree branch length error (the ratio of estimated branch length to true branch length for branches of the true tree that appear in the estimated tree; 1 indicates correct estimation). We varied the number of genes from 50 to 2000, and fixed the sequence length to 500bp with moderate amount of ILS (1X level). Figure S2 . Cumulative distribution of the bootstrap support values (obtained using MLBS) of true positive (TP) and false positive (FP) edges estimated by MP-EST on avian datasets. We varied the numbers of genes, and fixed the sequence length to 500bp (UCE-like) with moderate amount of ILS (1X level). To produce the graph, we order the branches in the estimated species tree by their quality, so that the true positives with high support come first, followed by lower support true positives, then by false positives with low support, and finally by false positives with high support. The false positive branches with support above 75% are the most troublesome, and that fraction are indicated in the grey area. When the curve for a method lies above the curve for another method, then the first method has better bootstrap support. We show the species tree branch length error (the ratio of estimated branch length to true branch length for branches of the true tree that appear in the estimated tree; 1 indicates correct estimation). We varied the amount of ILS, and fixed the number of genes to 200 and sequence length to 500bp (63% BS). 100% 75% 50% 0% 50% 75% 100%100% 75% 50% 0% 50% 75% 100%100% 75% 50% 0% 50% 75% 100%
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Binned−weighted Binned−unweighted Unbinned Figure S6 . Cumulative distribution of the bootstrap support values (obtained using MLBS) of true positive (TP) and false positive (FP) edges estimated by MP-EST on mammalian datasets. We varied the numbers of genes, and gene sequence alignments length with moderate amount of ILS. To produce the graph, we order the branches in the estimated species tree by their quality, so that the true positives with high support come first, followed by lower support true positives, then by false positives with low support, and finally by false positives with high support. When the curve for a method lies above the curve for another method, then the first method has better bootstrap support. Figure S7 . Cumulative distribution of the bootstrap support values (obtained using MLBS) of true positive (TP) and false positive (FP) edges estimated by MP-EST on mammalian datasets with varying amounts of ILS. We varied the amount of ILS, and fixed the number of genes to 200 and sequence length to 500bp. To produce the graph, we order the branches in the estimated species tree by their quality, so that the true positives with high support come first, followed by lower support true positives, then by false positives with low support, and finally by false positives with high support. When the curve for a method lies above the curve for another method, then the first method has better bootstrap support.
