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Abstract
The idea of the summation constraint method consists in summation of the constraints of the original problem to obtain a 
new problem with one constraint. One basis optimum variable is the solution of this new problem. The index of this 
variable is the index of the optimal basis variable of the original problem. We exclude the variable with this index from the 
original problem. Thus dimension of the original problem decreased by one variable and one constraint. Similarly, we can 
find other optimal basis variables of the original problem. This computational procedure is the non-iteration algorithm of 
the summation constraint method. A numerical example illustrates the usefulness of the non-iteration algorithm.
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1. The description of the summation constraint method
We consider the following linear programming problem:
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where jx ,  1,...,j n are the variables of the original problem, 0,   1,...,jc j nt  are the coefficients of 
the linear form, ,   1,..., ,   1,...,ija i m j n  are the coefficients of the constraints and 0,   1,...,ib i mt  
are the right-hand sides of the constraints. It is assumed that problem (1) has a solution. 
We first transform the original problem to a problem with one constraint by summation of the constraints:
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Then we denote the optimal values of the variables of problem (1) by * ,   1,...jx j n and substitute them into 
the constraint of (2). Clearly, we obtain a valid numerical equality. Now we solve the problem (2):
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m m m
j i ij ij
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We pay attention on the fact that the positive integer k corresponds to the optimum basis variable *kx of the 
problem (1).
Now we exclude the optimum variable kx from (1). It follows that the new problem has ݊ െ 1 variables and 
݉ െ 1 constraints. Next, we transform this problem to the form with the non-negative coefficients in the 
objective function and non-negative right-hand sides in the constraints. We find all the optimum variables *jx
of the problem (1) by means of the above procedure.
2. A numerical example
The following numerical example [1] illustrates the non-iteration algorithm of the summation constraint 
method:
1 2 3 48 2 2 ,x x x x min   o (3)
1 2 3 43 0,2 2,x x x x   t
1 2 3 44 2 0,5 4,x x x x   t
? ,   1, , 4.jx jt  }
The solution of this linear problem is 
1
*4 9,7143,j jj c x  ¦    * 1,1429jx  
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The equivalent problem with two equation constraints is the following:
1 2 3 48 2 2 ,x x x x min   o (4)
1 2 3 543 0,2 2,x x x x x    
3 61 2 44 2 0,5 4,x xx x x    
? ,   1, ,6.jx jt  }
The solution of this problem is    * 1,1429 ∨jx  6 1 * 9,7143?jj jc x  ¦
Summing up the constraints of (4), we obtain:
1 2 3 4ව ව8 2 2 ,x x x x min   o
1 2 64 53ව ව5 1,2 0 ˆ,5 6,ˆxx x x x x     
?ˆ ,   1, ,6.jx jt  }
The optimum values of the unknown variables are: *ˆ? ) (1,2 ? ,0  0,0  0,0  0,0 0,0).jx  It should be noted 
that * *5
* * *
1 2 3 6
*
45 1, 2 0,5 6x x x xx x     and 
* *
5
* * *
6
*
1 2 3 4ව ව5 1,2 0 ˆ, ˆ5 6x xx x x x     . Further, we 
exclude the unknown variable 1x from (4). By the first constraint, we obtain:
1 2 53 42 3 0, .2x x x x x    (5)
Substituting this into the objective function and second constraint of (4), we get:
2 3 4 522 0,4 7 8 ,xx x x min  o 
4 53 6214 0, 2 4,5 4,4x x x xx    
? ,   2, ,6.jx jt  }
The problem has one constraint and 5 variables. The solution is  *( ) 0, 2857jx  .
Finally, substituting this solution into (5), we get optimal values of the variables of the original problem (3) 
 *( ) 1,1429  0, 2857jx  and the optimum value of the objective function (3) is 
4
1
* 9,7143?jj jc x  ¦
3. Conclusion
To compare, we solve the problem (3) by the simplex method, which is an iterative algorithm. The 
introduction of additional variables and the transition to maximization leads to the canonical form:
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1 2 3 48 2 2 ,x x x m xx ao   
1 2 3 4 53 0,2 2,x x x x x    
1 2 3 4 64 2 0,5 4,x x x x x    
? ,   1, , 4.jx jt  }
The maximum number of iterations for solving the simplex method is   26 6!/ 2! 6 2 ! 1?ɫ    . This 
number depends essentially on the dimension of the problem. The precise number of iterations is a priori 
unknown. We choose the variables 3,x 4x as the starting basis and transform the problem so that the 
coefficients of these variables would form the unit matrix.
Table 1. The first iteration
jx
basis
jc
basis i
b -8 -2 -2 -1 0 0
1x 2x 3x 4x 5x 6x
3x -2 4,5455 4,0909 -0,4546 1 0 -0,4546 -0,9091
4x -1 1,0909 0,1818 3,0909 0 1 -0,9091 0,1818
Criterion K -0,3636 -0,1818 0 0 1,8182 1,6364
The initial basis solution is    0,0jx  . The first value of the objective 
function is 
6
1
10,1818.j jj c x  ¦ The minimum negative evaluation is 0,3636.K   Therefore we
introduce 1x into the basis. The first column is the key column. The minimum ratio 1/ ,i ib a 1 0ia !
corresponds to the first row. Hence the first row is the key row. The variable 3x we derive from the basis
variables. Now we divide the elements of the key row for the key element 11 4,0909a  and add to the second 
row elements of the transformed key row, multiplied by 21( 1) 0,1818.a  A new basis solution is obtained.
Table 2. The second iteration
jx
basis
jc
basis ib
-8 -2 -2 -1 0 0
1x 2x 3x 4x 5x 6x
1x -8 1,1111 1 -0,1111 0,2444 0 -0,1111 -0,2222
4x -1 0,8889 0 3,1111 -0,0444 1 -0,8889 0,2222
Criterion K 0 -0,2222 0,0889 0 1,7778 1,5556
The solution is 
6
1
9,7778,j jj c x  ¦    1,1111 ?jx  
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Table 3. The third iteration
jx
basis
jc
basis ib
-8 -2 -2 -1 0 0
1x 2x 3x 4x 5x 6x
1x -8 1,1429 1 0 0,2429 0,0357 -0,1429 -0,2143
2x -2 0,2857 0 1 -0,0143 0,3214 -0,2857 0,0714
Criterion K 0 0 0,0857 0,0714 1,7143 1,5714
All the values K are non-negative here. The optimal solution is 6 *
1
9,7143,j jj c x  ¦
   * 1,1429 ?jx  
The non-iteration algorithm of the summation constraint method has the advantage that the amount of 
computation, unlike the simplex method, does not depend on the amount of the iterations but depends on the 
dimension of the problem only.
References
[1] Gordunovsky V.M. An exponential approximation algorithm in linear programming. Procedia Computer Science 2014; 31: 656-662.
