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A MIXED PORTMANTEAU TEST FOR ARMA-GARCH MODEL
BY THE QUASI-MAXIMUM EXPONENTIAL LIKELIHOOD
ESTIMATION APPROACH
By Ke Zhu
Chinese Academy of Sciences
This paper investigates the joint limiting distribution of the
residual autocorrelation functions and the absolute residual au-
tocorrelation functions of ARMA-GARCH model. This leads a
mixed portmanteau test for diagnostic checking of the ARMA-
GARCH model tted by using the quasi-maximum exponential
likelihood estimation approach in Zhu and Ling (2011). Simula-
tion studies are carried out to examine our asymptotic theory,
and assess the performance of this mixed test and other two
portmanteau tests in Li and Li (2008). A real example is given.
1. Introduction. Following the seminal work of Engle (1982) and Bollerslev
(1986), the following ARMA-GARCH model has been widely used in economics and
nance:
yt = +
pX
i=1
iyt i +
qX
i=1
 i"t i + "t;(1.1)
"t = t
p
ht and ht = 0 +
rX
i=1
i"
2
t i +
sX
i=1
iht i;(1.2)
where 0 > 0; i  0 (i = 1;    ; r); j  0 (j = 1;    ; s), and t is a sequence
of i.i.d random variables. A fundamental problem for practitioners is to check the
adequacy of model (1.1)-(1.2). The portmanteau test initially introduced by Box and
Pierce (1970) is for testing the i.i.d. assumption of t, and has become a popular
tool for diagnostic checking of model (1.1)-(1.2) usually tted by using the Gaussian
quasi-maximum likelihood estimator (QMLE) approach. For a discussion on the
Gaussian QMLE of model (1.1)-(1.2), we refer to Ling and Li (1997a), Francq and
Zakoan (2004) and Ling (2007). So far there has been lots of portmanteau tests
for diagnostic checking of this QMLE-type tted model. For model (1.1) with i.i.d.
errors "t, Ljung and Box (1978) modied the method in Box and Pierce (1970)
to construct a portmanteau test which has a good performance for small sample
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case; McLeod (1978) obtained the limiting distribution of residual autocorrelations
by using the martingale approach; McLeod and Li (1983) further used the square-
residual autocorrelations for model checking; and many others. For model (1.1)-(1.2),
the earliest work goes to Li and Mak (1994) and Ling and Li (1997b); Wong and Li
(2000) studied the portmanteau test for the multivariate conditional heteroscedastic
models; Wong and Ling (2005) constructed a mixed portmanteau test applied for
model (1.1)-(1.2); see also Francq et al. (2005), Carbon and Francq (2011), Ling
and Tong (2011) and Shao (2011) on more tests for diagnostic checking of many
ARMA-type or GARCH-type models tted by the Gaussian QMLE approach.
Although the Gaussian QMLE-type portmanteau test has achieved a great suc-
cess, a necessary set-up for them is that E"4t < 1 and E4t < 1. In practice, this
setup may fail, and hence the Gaussian QMLE-type portmanteau test may not be
reliable in this case. Recently, the quasi-maximum exponential likelihood estimator
(QMELE) of model (1.1)-(1.2) as one of the least absolute deviation (LAD) estima-
tors has been well studied in Li and Li (2008) and Zhu and Ling (2011); see also Fan
et al. (2010) and Francq et al. (2011) for other non-Gaussian QML estimations. The
QMELE not only requires a weaker moment condition of "t and t and is also more
robust than the Gaussian QMLE. Note that a weaker moment condition on "t will
give us a larger permissible parameter of model (1.2). Therefore, it is worthwhile to
construct a portmanteau test for model (1.1)-(1.2) tted by the QMELE method
especially when E4t = 1. Li and Li (2005) rst accomplished it for model (1.2)
by using the LAD estimation method in Peng and Yao (2003) (see also Berkes et
al. (2003) and Francq and Zakoan (2010)), and they further investigated two other
portmanteau tests Qr and Qa for ARFIMA-GARCH model in Li and Li (2008) in
the context of QMELE approach.
In this paper, under the condition that E"2t < 1 and E2t < 1, we rst obtain
the joint limiting distribution of the residual autocorrelation functions and the ab-
solute residual autocorrelation functions, where the residual is obtained from model
(1.1)-(1.2) tted by the QMELE approach. Based on this, we propose a mixed port-
manteau test statistic for model (1.1)-(1.2). Via some simplications, we can show
that our mixed portmanteau test nests two portmanteau tests Qr and Qa in Li
and Li (2008), and hence it is useful when the tted model has disparity in both
the conditional mean and the conditional variance; see also Wong and Ling (2005).
Simulation studies are carried out to examine our asymptotic theory, and assess the
performance of our mixed test and two portmanteau tests Qr and Qa in Li and Li
(2008). A real example is given as well.
This paper is organized as follows. Section 2 derives our main results and hence
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the mixed portmanteau test. Section 3 reports the simulation results. A real example
is provided in Section 4. The proofs are presented in the Appendix. Throughout the
paper, some symbols are conventional. A0 is the transpose of matrix A. op(1) (Op(1))
denotes a sequence of random numbers converging to zero (bounded) in probability.
!d denotes convergence in distribution. I() is an indicator function.
2. Main results. Let  = (0; 0)0 be the unknown parameter of model (1.1)-
(1.2) and its true value be 0, where  = (; 1; :::; p;  1; :::;  q)
0 and  = (0; :::; r;
1; :::; s)
0. Given the observations fyn; :::; y1g and the initial values Y0  fy0; y 1; :::g,
we can rewrite the parametric model (1.1)-(1.2) as
"t() = yt    
pX
i=1
iyt i  
qX
i=1
 i"t i();
t() = "t()=
p
ht() and ht() = 0 +
rX
i=1
i"
2
t i() +
sX
i=1
iht i():
Here, t(0) = t, "t(0) = "t and ht(0) = ht. The parameter space is  =  ,
where   Rp+q+1,   Rr+s+10 , R = ( 1;1) and R0 = [0;1). Assume that
 and  are compact and 0 is an interior point in . Denote (z) =
Pr
i=1 iz
i,
(z) = 1 Psi=1 izi, (z) = 1 Ppi=1 izi and  (z) = 1+Pqi=1  izi. We introduce
the following basic assumptions:
Assumption 2.1. For each  2 , (z) 6= 0 and  (z) 6= 0 when jzj  1, and
(z) and  (z) have no common root with p 6= 0 or  q 6= 0.
Assumption 2.2. For each  2 , (z) and (z) have no common root, (1) 6=
1; r + s 6= 0, and
Ps
i=1 i < 1.
Assumption 2.1 implies the stationarity, invertibility and identiability of model
(1.1), and Assumption 2.2 is the identiability condition for model (1.2). Following
Zhu and Ling (2011), the quasi-maximum exponential likelihood estimator (QMELE)
of 0, denoted by ^n , (^0n; ^0n)0, is dened as
^n = argmin

Ln(); Ln() =
1
n
nX
t=1
"
log
p
ht() +
j"t()jp
ht()
#
;
see also Li and Li (2008). The QMELE viewed as a LAD-type estimator is an ecient
estimator when t follows a double exponential distribution. In order to obtain the
asymptotic theory of ^n, we need further three assumptions:
Assumption 2.3. The median of t is equal to zero, Ejtj = 1, var(t) =
20 < 1 and the probability density function f(x) of t satisfying f(0) > 0 and
supx2R f(x) <1, is continuous at zero.
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Assumption 2.4. "t is strictly stationary and ergodic with E"
2
t <1.
Assumption 2.5.
p
n(^n   0) = Op(1).
Assumption 2.3 is a general set-up for the LAD-type estimator; see Peng and Yao
(2003), Li and Li (2008) and Zhu and Ling (2011). As shown in Bollerslev (1986),
the necessary and sucient condition of Assumption 2.4 is
E2t
rX
i=1
i +
sX
i=1
i < 1:
Following Li and Li (2008), we presume that ^n has a
p
n-convergence rate in As-
sumption 2.5 to simplify our proof. A sucient condition of Assumption 2.5 is that
Ej"tj3 <1 as shown in Zhu and Ling (2011). Denote the residual ^t , t(^n). Then,
the lag-l residual autocorrelation function can be dened as
^l =
Pn
t=l+1 (^t   0n) (^t l   0n)Pn
t=1(^t   0n)2
;
where 0n = n
 1Pn
t=1 ^t. Note that ^n   0 = op(1) by Assumption 2.5. Under
Assumptions 2.1-2.4, by Theorem 3.1 in Ling and McAleer (2003) and the dominated
convergence theorem, we can show that
0n = m0 + op(1) and
1
n
nX
t=1
(^t   0n)2 = 20 + op(1);(2.1)
where m0 = Et, and hence theoretically we only need to consider
^l =
1
n20
nX
t=l+1
(^t  m0) (^t l  m0) :
Next, the lag-l absolute residual autocorrelation function can be dened as
r^l =
Pn
t=l+1 (j^tj   1n) (j^t lj   1n)Pn
t=1(j^tj   1n)2
;
where 1n = n
 1Pn
t=1 j^tj. Under Assumptions 2.1-2.4, by a similar argument as for
(2.1), we can show that
1n = Ejtj+ op(1) = 1 + op(1) and 1
n
nX
t=1
(j^tj   1n)2 = 21 + op(1);
where 21 = var(jtj), and hence theoretically we only need to consider
r^l =
1
n21
nX
t=l+1
(j^tj   1) (j^t lj   1) :
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Let l and rl be ^l and r^l, respectively, when ^t is replaced by t. Denote ^ =
(^1;    ; ^M)0 and r^ = (r^1;    ; r^M)0. Similarly dene  and r. Furthermore, let m1 =
E[t(jtj   1)], and denote the matrixes
V =
 
IM 0 
 2
0 X
 1
0 IM 
 2
1 Xr
 1
!
;(2.2)

 =
0B@ IM m21IM=(2021)  X=(220) +m1X=(420) IM  Xr=2 +m0Xr =21
  W
1CA ;(2.3)
where 
 is a symmetric block matrix, IM is aMM identity matrix,X = (X1;    ;
XM)
0, X = (X

1;    ; XM)0, Xr = (Xr1;    ; XrM)0, Xr = (Xr1;    ; XrM)0,  =
E [Ut(0)J1U
0
t(0)] and W = E [Ut(0)J2U
0
t(0)] with J1 = diagff(0); 1=4g,
J2 =
 
1=4  p2m0=8
 p2m0=8 21=8
!
; Ut() =
 
1p
ht()
@"t()
@
;
1p
2ht()
@ht()
@
!
and
Xl = E

t l  m0p
ht
@"t(0)
@

; Xl = E

t l  m0
ht
@ht(0)
@

;
Xrl = E

1  jt lj
2ht
@ht(0)
@

; Xrl = E

1  jt lj
2
p
ht
@"t(0)
@

;
for any integer l  1. We are now ready to give our main result on the joint limiting
distribution of ^ and r^ in the following theorem:
Theorem 2.1. If Assumptions 2.1-2.5 hold, then
p
n
 
^
r^
!
!d N (0; V 
V 0) as n!1;
where V and 
 are dened as in (2.2)-(2.3), respectively.
Proof. See the Appendix.
In practice, the initial values Y0 are unknown, and can be replaced by any con-
stants. This will not aect our asymptotic result in Theorem 2.1; see Ling (2007)
and Zhu (2011). Unless stated otherwise, we set the initial values Y0  0. Given the
observations fyn;    ; y1g, we can estimate the matrixes V and 
 by their sample
means Vn and 
n, respectively. Here, we estimate f(0) by the normal kernel estima-
tor with bandwidth chosen as in Fan and Yao (2003, page 201). Under Assumptions
2.1-2.4, by a similar argument as for (2.1), we can show that V^n = V + op(1) and

^n = 
+ op(1). Thus, from Theorem 2.1, the following corollary is straightforward.
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Corollary 2.1. If Assumptions 2.1-2.5 hold, then
Qm(M) , n
 
^
r^
!0
(V^n
^nV^
0
n)
 1
 
^
r^
!
!d 2(2M) as n!1:
We call Qm in Corollary 2.1 as the mixed portmanteau test statistic, and use it for
diagnostic checking of the ARMA-GARCH model tted by the QMELE approach.
We now oer some reduced form of Qm. By a direct calculation, from (2.2)-(2.3),
we have
V 
V 0 =
 
S1 S2
S 02 S3
!
;
where
S1 = IM   1
40
X
 1X 0 +
m1
440

X
 1X
0
 +X


 1X 0

+
1
40
X
 1W 1X 0;
S2 =
m21
20
2
1
IM +
m0
20
2
1
X
 1X
0
r +
m1
420
2
1
X
 1X 0r  

1
220
+
m1
220
2
1

X
 1X 0r
+
1
20
2
1
X
 1W 1X 0r;
S3 = IM   1
21
Xr
 1X 0r +
m0
41

Xr
 1X
0
r +X

r
 1X 0r

+
1
41
Xr
 1W 1X 0r:
Particularly, if t  Laplace(0; 1), we have m0 = m1 = 0 and W = =2. In this
case, the limiting distributions of ^ and r^ are independent, and
Qm = n^

IM   1
2
X^n^
 1
n X^
0
n
 1
^0 + nr^

IM +
1
2
X^rn^
 1
n X^
0
rn
 1
r^0:
However, the limiting distributions of ^ and r^ are not independent in general, and
only holds for some special cases. For instance, when Xr  0, m0  0 and m1  0,
Qm can be approximated by
Q1m  n^

IM   1
^40n
X^n^
 1
n X^
0
n +
1
^40n
X^n^
 1
n W^n^
 1
n X^
0
n
 1
^0 + n
MX
l=1
r^2l ;
which nests the test statistic Qr in Li and Li (2008) as the rst term; when X  0,
m0  0 and m1  0, Qm can be approximated by
Q2m  n
MX
l=1
^2l + nr^

IM   1
^21n
X^rn^
 1
n X^
0
rn +
1
^41n
X^rn^
 1
n W^n^
 1
n X^
0
rn
 1
r^0;
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which nests the test statistic Qa in Li and Li (2008) as the second term. Specically,
for the pure ARMA model with a symmetric t, we have Xr = 0, m0 = m1 = 0 and
W = [4f(0)] 1, and hence Qm can be simplied as
Q1m = n^
"
IM   1
^40n
 
1  1
4f^(0)
!
X^n^
 1
n X^
0
n
# 1
^0 + n
MX
l=1
r^2l ;
for the pure GARCH model with a symmetric t, we have X = 0, m0 = m1 = 0
and W = 21=2, and hence Qm can be simplied as
Q2m = n
MX
l=1
^2l + nr^

IM   1
2^21n
X^rn^
 1
n X^
0
rn
 1
r^0:
The test statistic Q1m is useful for diagnostic checking of ARMA model tted by
the LAD estimation method, while Q2m is useful for diagnostic checking of GARCH
model tted by the QMELE method, especially if there is a further evidence to show
that E4t =1.
3. Simulation. In this section, we rst examine the asymptotic result in The-
orem 2.1. We generate 1000 replications of sample size n = 200 and 400 from model
(3.1) and t each replication by using the QMELE method:(
yt = 0:2yt 1 + "t; "t = t
p
ht;
ht = 0:01 + 0:2"
2
t 1 + 0:2ht 1;
(3.1)
where t is chosen to be re-scaled N(0; 1), Laplace(0; 1), t3 and SN(0; 0; 1), respec-
tively, such that it satises median(t) = 0 and Ejtj = 1. Here, SN(; !; ) stands
for the skew normal distribution, which has the probability density function
1
!
e 
(x )2
2!2
Z (x ! )
 1
e 
t2
2 dt;
see Azzalini (1985). The asymptotic standard deviations of the residual autocorre-
lations ^, and the absolute residual autocorrelations r^, are calculated according to
Theorem 2.1 with M = 6. Table 1 lists the sample standard deviations (SD) and
the average estimated asymptotic standard deviations (AD) of ^ and r^, for lags 1,
2, 3 and 6. From Table 1, we can see that all pairs of AD and SD are close to each
other for n as small as 200. As n increases from 200 to 400, all of the SDs and ADs
become smaller.
Next, we compare the nite sample performance of our mixed test Qm with those
of two portmanteau tests Qr and Qa in Li and Li (2008). We choose our null model
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Table 1
SDs and ADs (10) for model (3.1)
Lags
Residual Absolute residual
t n 1 2 3 6 1 2 3 6
Normal 200 SD 0.525 0.700 0.684 0.685 0.218 0.539 0.634 0.694
AD 0.582 0.696 0.698 0.700 0.209 0.483 0.635 0.688
400 SD 0.390 0.517 0.498 0.501 0.140 0.354 0.444 0.496
AD 0.400 0.495 0.497 0.495 0.134 0.347 0.445 0.489
Laplace 200 SD 0.552 0.690 0.691 0.688 0.266 0.536 0.615 0.663
AD 0.545 0.694 0.689 0.686 0.246 0.498 0.620 0.668
400 SD 0.388 0.495 0.497 0.491 0.186 0.398 0.444 0.489
AD 0.389 0.491 0.493 0.490 0.171 0.366 0.440 0.483
t3 200 SD 0.568 0.701 0.659 0.659 0.312 0.553 0.603 0.633
AD 0.559 0.676 0.663 0.660 0.279 0.479 0.582 0.621
400 SD 0.407 0.478 0.499 0.472 0.215 0.380 0.436 0.459
AD 0.394 0.479 0.481 0.470 0.198 0.350 0.419 0.448
SN 200 SD 0.544 0.672 0.684 0.665 0.259 0.569 0.629 0.676
AD 0.565 0.700 0.706 0.706 0.221 0.479 0.644 0.698
400 SD 0.381 0.488 0.491 0.483 0.150 0.379 0.444 0.488
AD 0.394 0.495 0.499 0.500 0.144 0.347 0.450 0.495
as (
yt = 0:2yt 1 + "t; "t = t
p
ht;
ht = 0:01 + "
2
t 1;
(3.2)
and use the following three alternative models to study the powers for all tests:(
yt = 0:2yt 1 + 0:3yt 2 + "t; "t = t
p
ht;
ht = 0:01 + "
2
t 1;
(3.3) (
yt = 0:2yt 1 + "t; "t = t
p
ht;
ht = 0:01 + "
2
t 1 + 0:3"
2
t 2;
(3.4) (
yt = 0:2yt 1 + 0:3yt 2 + "t; "t = t
p
ht;
ht = 0:01 + "
2
t 1 + 0:3"
2
t 2;
(3.5)
where t is chosen to be re-scaled N(0; 1), Laplace(0; 1), t3 and SN(0; 0; 1) respec-
tively. In order to make sure that (E2t )  1, we take  = 0:6; 0:48; 0:38 and 0:6
for these four re-scaled distributions, respectively. Based on these choices of , we
generate 1000 replications of sample size n = 200 and 400 from each model and
t each replication by an AR(1)-ARCH(1) model with the QMELE method. The
signicance level  = 0:05 and M = 6. The empirical power and sizes of these tests
are reported in Table 2. Their sizes correspond to the results for model (3.2).
From Table 2, it is clear that the sizes of these tests are close to their nominal ones,
and the power of them is generally as expected. First, all the powers become large as
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n increases. Second, Qr and Qa only have the power to detect the mis-specication
in the conditional mean and the conditional variance, respectively, while Qm is
feasible to detect both of them, and hence it is more robust. Third, when the mis-
specication happens only in the conditional mean (or the conditional variance), Qm
is less powerful than Qr (or Qa). Forth, all the conclusions are invariant regardless
of the distribution of t. Overall, our mixed test Qm can give us a good indication
in diagnostic checking of ARMA-GARCH model tted by the QMELE method,
especially when the sample size is large.
Table 2
Empirical size and power (100) for Qm, Qr and Qa
Models
(3.2) (3.3) (3.4) (3.5)
t n Qm Qr Qa Qm Qr Qa Qm Qr Qa Qm Qr Qa
Normal 200 5.0 4.5 4.1 48.7 69.5 4.8 26.7 6.7 46.2 58.9 43.4 48.6
400 4.6 4.6 4.7 93.3 97.5 12.7 76.4 8.8 90.8 97.7 79.5 93.0
Laplace 200 4.2 3.3 4.8 50.9 65.2 6.6 18.1 5.8 28.2 49.3 42.8 34.4
400 5.8 5.1 4.5 92.2 95.0 11.7 54.6 11.5 73.9 93.7 75.0 77.7
t3 200 4.5 4.7 4.1 53.9 62.5 5.5 15.5 4.3 27.1 45.3 40.7 28.1
400 5.7 4.3 5.6 88.3 92.1 10.3 48.4 6.9 63.8 88.6 71.7 68.6
SN 200 4.8 4.1 5.7 48.2 68.0 6.1 24.1 5.9 44.1 57.1 44.0 46.0
400 5.0 4.7 5.5 93.4 97.3 14.6 75.8 11.3 89.6 96.5 78.8 90.1
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Fig 1. (a) the daily exchange rate of USD/TWD from July 25, 2008 to July 20, 2012 and (b) its
log return.
4. A real example. In this section, we study the daily exchange rate of United
States Dollars (USD) to New Taiwan Dollars (TWD) from July 25, 2008 to July 20,
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2012, which has in total 1001 observations; see Figure 1 (a). Its log return, denoted
by fytg1000t=1 is plotted in Figure 1 (b). Next, we t fytg by the following four dierent
models:
AR(1)-ARCH(1) (model A); AR(1)-GARCH(1,1) (model B);
ARMA(1,2)-GARCH(1,1) (model C); ARMA(2,2)-GARCH(1,2) (model D):
Models A-D are estimated by using the QMELE procedure. The estimators ^n with
their standard deviations (sd) are given in Table 3. To check the adequacy of these
models, Table 3 reports the values of Qm(M); Qr(M) and Qa(M) with M = 6 and
12 for each tted model.
Table 3
Results for all tted model
Models
Model A Model B Model C Model D
Parameters ^n sd ^n sd ^n sd ^n sd
1 -0.0998 0.0346 -0.0675 0.0321 -0.9383 0.0470 -1.0094 0.2940
2 -0.6437 0.2051
 1 0.8468 0.0555 0.9512 0.3024
 2 -0.1011 0.0321 0.6123 0.2078
0
a 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
1 0.1048 0.0375 0.0659 0.0267 0.0588 0.0199 0.0655 0.0322
2
1 0.7105 0.1058 0.8084 0.0551 0.2270 0.3312
2 0.5425 0.2991
(Qm(6); Qm(12))
b (33.19, 43.45) (25.72, 34.68) (25.48, 32.38) (18.48, 27.08)
(Qa(6); Qa(12))
c (10.35, 18.85) (11.36, 17.43) (11.37, 16.54) (8.63, 14.96)
(Qr(6); Qr(12))
c (21.42, 26.81) (14.22, 17.96) (11.64, 14.81) (8.62, 11.50)
a The estimator ^0n and its sd are less than 10 4 for each model.
b The 95% upper percentages for Qm(6) and Qm(12) are 21.03 and 36.42, respectively.
c The 95% upper percentages for Qa(6) (or Qr(6)) and Qa(12) (or Qr(12)) are 12.59 and 21.03, respectively.
From Table 3, we rst nd that model A is not adequate to t fytg, and this
can be detected by Qm and Qr but not Qa. Second, Qm indicates that model B
and C are not adequate, but Qr and Qa can not detect them. Third, all of tests
indicate that model D is adequate to t fytg. Moreover, the estimators of E2t (1+
2)+ (1+2), skewness(t) and Kurtosis(t) in model D are 0.91, -0.48 and 9.38,
respectively. This implies that E"2t < 1 and t is skewed and heavy-tailed. Hence,
an ARMA(2,2)-GARCH(1,2) model, based on the QMELE procedure, should be
adequate for us to t fytg.
APPENDIX
In this Appendix, we give the proof of Theorem 2.1, which relies on a key lemma
below.
A MIXED PORTMANTEAU TEST 11
Lemma A.1. Suppose that Assumptions 2.1-2.4 hold. Then, the matrix V 
V 0 is
positive denite, where V and 
 are dened as in (2.2) and (2.3), respectively.
Proof. It suces to prove that 
 is positive denite. Let
Dt =  sgn(t)
2
p
ht
@"t(0)
@
+
jtj   1
4ht
@ht(0)
@
;(A.1)
where sgn(t) = I(t > 0)  I(t < 0). Then, we know that 
 = E[vtv0t], where
vt = (~1t;    ; ~Mt; ~r1t;    ; ~rMt; D0t)0
with
~it =
(t  m0)(t i  m0)
20
and ~rit =
(jtj   1)(jt ij   1)
21
for i = 1;    ;M . Let c = (c0; c0r; c0D)0 , (c0r; c0D)0 be a vector of constants. If c0vt = 0,
then
c0r(~1t;    ; ~Mt; ~r1t;    ; ~rMt)0 =  c0DDt almost surely (a.s.):(A.2)
We now consider three cases. First, suppose that cr 6 0 and cD 6 0. By (A.2),
it follows that Dt 2 (t i; 0  i  M). However, by Assumption 2.2, ht is non-
degenerate, and hence it depends on (t i; i M+1). This entails that Dt depends
on (t i; i M + 1). So it is a contradiction due to the independence of ftg.
Second, suppose that cr 6 0 and cD  0. In this case, by (A.2), we have
E

c0r(~1t;    ; ~Mt; ~r1t;    ; ~rMt)0jt 2;    ; t M

= 0;
which implies that c1~1t+ cr1~r1t = 0 a.s. According to the independence of ftg, we
know that c1 = cr1 = 0. Similarly, we can show that ci = cri = 0 for i = 2;    ;M .
Thus, cr  0, which is contradicted with our presumption on cr.
Third, suppose that cr  0 and cD 6 0. In this case, by (A.2) and using the same
argument as for property (ii) in Francq and Zakoan (2004, page 628), we can show
that cD  0, and hence it is a contradiction.
Therefore, from (A.2), we can only obtain cr  0 and cD  0. This implies that

 is positive denite.
Proof of Theorem 2.1: First, from equation (3) in Li and Li (2008), we have
p
n(^n   0) = 
 1
p
n
nX
t=1
Dt + op(1);(A.3)
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where Dt is dened as in (A.1). Next, under Assumptions 2.1-2.5, by a similar
argument as for (2.1), we can show that for any integer l  1,
p
n^l =
p
nl + 
 2
0 X
0
l
p
n(^n   0) + op(1);p
nr^l =
p
nrl + 
 2
1 X
0
rl
p
n(^n   0) + op(1):
This follows that
p
n^ =
p
n+  20 X
p
n(^n   0) + op(1);(A.4) p
nr^ =
p
nr +  21 Xr
p
n(^n   0) + op(1):(A.5)
By (A.3)-(A.5), we have
p
n (^0; r^0)0 = V Zn + op(1); where
Zn =
p
n
"
0; r0;
1
n
nX
t=1
D0t
#0
:
Finally, the conclusion holds by Lemma A.1 and the martingale central limit theo-
rem. 
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