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En el a´mbito de la robo´tica y la automocio´n resulta de intere´s conocer la posicio´n que ocupa
el robot en todo momento, as´ı como la trayectoria que e´ste describe, haciendo uso de los sensores
a bordo del mismo, para lo cual existen ya en la actualidad diferentes me´todos.
Este proyecto se focaliza en el uso de ca´maras como sensores de percepcio´n del entorno y
propone una metodolog´ıa que permita realizar una odometr´ıa visual robusta, aplicando te´cnicas
de correccio´n basadas en la deteccio´n de cierres de lazo en situaciones de localizacio´n a largo
plazo.
Para ello, se va a llevar a cabo una mejora metodolo´gica de algunas te´cnicas cla´sicas de visio´n
artificial y se implementara´n nuevos algoritmos, con el fin de corregir la deriva que implica el
uso de la odometr´ıa visual en la estimacio´n del recorrido realizado por un agente.
Se pretende obtener una estimacio´n precisa de la posicio´n, orientacio´n y trayectoria seguida
por un veh´ıculo, a partir del ana´lisis de una secuencia de ima´genes adquiridas a trave´s de un
sistema este´reo de ca´maras que lleva a bordo, sin tener un conocimiento previo del espacio f´ısico
en el que se encuentra, y aplicando las te´cnicas de correccio´n necesarias una vez que el veh´ıculo
recorra una zona previamente visitada.





An essential requirement in the field of robotics and automation is to know the position of
a mobile robot along the time, as well as the trajectory that it describes by using on-board
sensors. Nowadays, several methods exist for accomplishing this goal.
In this work, we propose a novel approach focused on the use of cameras as perception
sensors of the environment, that allows to perform a robust visual odometry, where correction
algorithms based on loop closure detection are applied for localization in long-term situations.
In order to satisfy the previous conditions, we carry out a methodological improvement of
some classic computer vision techniques. In addition, new algorithms are implemented with the
aim of correcting the drift produced in the visual odometry estimation along the traversed path.
The main objective is to obtain an accurate estimation of the position, orientation and
trajectory followed by a vehicle. Sequences of images acquired by an on-board stereo camera
system are analyzed without any previous knowledge about the real environment. Due to this,
correction techniques are needed when a place is revisited by the vehicle.





La motivacio´n principal de este proyecto es la localizacio´n robusta de un veh´ıculo en en-
tornos exteriores utilizando u´nicamente ca´maras como sistema de percepcio´n. En concreto, se
propone corregir el error acumulado en la estimacio´n de la trayectoria recorrida por un mo´vil
que proporciona la odometr´ıa visual. Para ello, se van a emplear en conjuncio´n te´cnicas para la
deteccio´n de cierre de lazo.
La odometr´ıa visual estima la variacio´n en la rotacio´n y traslacio´n entre dos poses consecu-
tivas de un mo´vil (se denomina pose al conjunto de la orientacio´n y posicio´n del robot) a partir
de la informacio´n extra´ıda de una secuencia de ima´genes, sin tener conocimiento previo del en-
torno. Estimada esta variacio´n, se conoce el movimiento relativo realizado por el robot durante
un periodo de tiempo determinado. Para ello, se procesan las ima´genes del entorno, capturadas
por un sistema de ca´maras a bordo del veh´ıculo, siendo la u´nica informacio´n accesible y, por
tanto, la base de esta investigacio´n.
En este proyecto, se hace uso de un sistema de ca´maras este´reo, que generalmente permite
obtener mejores resultados, pues la cantidad de informacio´n que se extrae es mayor que haciendo
uso de una sola ca´mara.
Como se pretende realizar una correccio´n de la trayectoria recorrida a lo largo de un periodo
de tiempo determinado, hay que tener en cuenta que en un escenario de localizacio´n visual a
largo plazo el consumo de recursos es cr´ıtico. Adema´s, se debe considerar la variabilidad de
la apariencia visual de los elementos de la escena, ya que el entorno esta´ expuesto a cambios
f´ısicos y ambientales (cambio en la iluminacio´n, en la apariencia de los a´rboles, edificios, etc),
y a la variacio´n de elementos mo´viles presentes en el a´rea de intere´s (veh´ıculos estacionados,
peatones, etc). Por ello, entre otros factores, es clave la eleccio´n del algoritmo de extraccio´n
de puntos de intere´s y el empleo de te´cnicas de correccio´n basadas en la deteccio´n de cierres
de lazo. Adema´s, tambie´n son necesarias te´cnicas de emparejamiento (matching) robusto para
evitar outliers o falsas correspondencias que produzcan, por una parte, una mala reconstruccio´n
del sistema este´reo y, por otra, un tracking o seguimiento de puntos erro´neos.
La odometr´ıa visual no es una forma completamente fiable de localizar al robot, ya que
se basa en fuentes de informacio´n que no son totalmente precisas. Aunque se utilicen modelos
matema´ticos ma´s o menos complejos, se trabaja sobre ima´genes de lugares que esta´n sujetos a
cambios o, en otros casos, sobre medidas tomadas con sensores, que tampoco esta´n exentas de
errores, y que, por tanto, conducen a una estimacio´n de la posicio´n del mo´vil que va acumulando
una deriva de forma incremental. Esto se traduce en que, en trayectorias largas, la estimacio´n
de la posicio´n por odometr´ıa deja de ser totalmente fiable, debido al ruido que se va integrando
progresivamente en la prediccio´n. Como consecuencia, se necesita explotar la informacio´n con
la que se cuenta para corregir el resultado obtenido inicialmente y conseguir un sistema de
localizacio´n que funcione de forma correcta.
Para ello, se necesita informacio´n adicional o complementaria que permita corregir esa deriva
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acumulativa. En este caso, esta correccio´n se realiza en base a una restriccio´n en la posicio´n del
robot dada por la deteccio´n de cierre de lazo. Esta deteccio´n es clave para conseguir una mayor
robustez en los algoritmos de odometr´ıa visual y consiste en determinar cua´ndo el robot vuelve
a recorrer una zona que ya hab´ıa visitado previamente. Esto permite mejorar la estimacio´n de la
pose actual del robot y de su localizacio´n global. Por tanto, la finalidad del empleo de diferentes
tipos de algoritmos de correccio´n es que la deriva que sufre la odometr´ıa visual a lo largo del
tiempo pueda ser mitigada.
A continuacio´n, se introducen los aspectos ma´s destacados de este proyecto, que se van a
describir ma´s en detalle en cap´ıtulos posteriores:
1. Comprensio´n de las principales referencias del estado del arte en cuanto a odometr´ıa visual
y deteccio´n de cierre de lazo.
Aunque el te´rmino de odometr´ıa visual se acun˜o´ en el an˜o 2004 en un trabajo de Nister [1],
la primera vez que se abordo´ el problema de estimar el movimiento de un robot en base a
las ima´genes captadas por un sistema de ca´maras fue hace ya ma´s de tres de´cadas, gracias
a los estudios de Moravec [2] en el an˜o 1980. Por tanto, a pesar de tratarse de un tema en
proceso de investigacio´n actualmente, las publicaciones y art´ıculos existentes en el estado
del arte proponiendo mejoras y nuevas te´cnicas son numerosos.
2. Implementacio´n basada en la teor´ıa de LIBVISO [3].
Se ha decidido basar nuestro me´todo en las librer´ıas de LIBVISO, desarrolladas por An-
dreas Geiger, debido a las numerosas funcionalidades que ofrece, como una odometr´ıa
visual este´reo o monocular, el tracking de puntos caracter´ısticos (ca´mara esta´tica y obje-
tos en movimiento), el flujo o´ptico (ca´mara en movimiento y objetos esta´ticos) o el me´todo
SFM (Structure From Motion).
Como en cada uno de los algoritmos de odometr´ıa visual, en LIBVISO se realizan todas
las fases necesarias para la estimacio´n de la trayectoria seguida por el veh´ıculo, que van
a ser explicadas en detalle en cap´ıtulos posteriores: adquisicio´n de ima´genes a trave´s de
un sistema de ca´maras mono o este´reo previamente calibradas, bu´squeda de un conjunto
de datos en la imagen (puntos de intere´s) que la caractericen de la mejor forma posible
(deteccio´n), extraccio´n de informacio´n relevante y distintiva de cada punto de intere´s y de
la regio´n que lo rodea (descripcio´n), emparejamiento entre los descriptores de cada imagen
(matching), eliminacio´n de outliers o puntos erro´neos mediante el me´todo RANSAC, y
por u´ltimo, estimacio´n del movimiento mediante geometr´ıa epipolar y almacenamiento de
informacio´n de intere´s (matrices fundamental y esencial).
a) Se llevara´ a cabo el testeo del algoritmo con diferentes secuencias del dataset de
KITTI [4] para la obtencio´n de mapas, comparando el resultado de la odometr´ıa
visual de Geiger con el Ground Truth o mapa obtenido a partir de las medidas del
GPS, mostrando as´ı de forma gra´fica la deriva producida por la odometr´ıa.
3. Implementacio´n basada en la teor´ıa de ABLE [5] [6] [7].
En [6] se propone un nuevo enfoque para la deteccio´n de cierre de lazo en ima´genes este´reo,
basado en el uso de descriptores binarios (cada elemento del descriptor es codificado en
un bit). LDB [8] [9] permite realizar una descripcio´n robusta de la imagen, basada en la
intensidad y gradiente de e´sta. Adema´s, en [6] se propone tambie´n el uso de la informacio´n
de disparidad entre ima´genes, a trave´s del descriptor binario D-LDB. La adicio´n de esta
informacio´n en el proceso de descripcio´n permite reducir algunos problemas t´ıpicos en el
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reconocimiento visual de lugares como el perceptual aliasing, o solapamiento perceptual.
De esta forma, la propiedad de distintividad de LDB es superior a la de otros descriptores.
Esta te´cnica mejora los resultados obtenidos por otros algoritmos conocidos dentro del
estado del arte de deteccio´n de cierres de lazo, como son FAB-MAP [10] o WI-SURF [11],
adema´s de tener un menor coste computacional.
a) Se testeara´ el algoritmo de deteccio´n de cierre de lazo, ABLE, con secuencias del
dataset de KITTI de odometr´ıa visual.
b) Se implementara´ el descriptor binario AKAZE [12] en el algoritmo de ABLE para la
obtencio´n de resultados comparativos mediante curvas de rendimiento y otras gra´ficas
con respecto a: SIFT [13], SURF [14], FREAK [15], LDB, BRISK [16], BRIEF [17],
HOG [18] y ORB [19].
Este punto representa una de las principales contribuciones de este proyecto. Se trata
de un nuevo algoritmo de deteccio´n y descripcio´n en espacios de escala no lineal,
basado en el uso del filtro de difusio´n no lineal. Los me´todos anteriores para detectar
y describir las ima´genes en espacios con diferentes niveles de escala, hacen uso de un
espacio de escala gaussiano. El desenfoque gaussiano no respeta los l´ımites naturales
de los objetos, suavizando en la misma medida tanto el ruido como los detalles de
la imagen, reduciendo as´ı la precisio´n en la localizacio´n. En cambio, AKAZE realiza
la deteccio´n y descripcio´n de caracter´ısticas 2D mediante el filtrado de difusio´n no
lineal. De esta manera, se puede hacer un suavizado local y adaptativo de la imagen,
reduciendo el ruido y conservando los bordes naturales de los objetos al mismo tiempo,
obteniendo as´ı mejores resultados.
c) Se integrara´ el descriptor AKAZE en el co´digo de ABLE, con el fin de obtener una
comparativa entre una descripcio´n global y una descripcio´n jera´rquica o basada en el
uso de un grid.
4. Integracio´n del algoritmo para la deteccio´n de cierre de lazo en el co´digo de odometr´ıa
visual.
Este punto representa la segunda contribucio´n principal de nuestra investigacio´n. Para
ello, se llevara´n a cabo los siguientes puntos:
a) Deteccio´n de cierres de lazo en los mapas obtenidos con LIBVISO, basada en las
matrices de similitud y distancias de Hamming calculadas por el algoritmo de ABLE.
b) Almacenamiento de la informacio´n necesaria para una posterior correccio´n de la
odometr´ıa: descripcio´n, matrices de rotacio´n y traslacio´n, poses, distancias de Ham-
ming y su frame correspondiente, matrices de similitud y matching entre descriptores.
c) Empleo de un me´todo de eliminacio´n de outliers a la hora de concluir que´ frames ya
han sido visitados: RANSAC.
d) Obtencio´n de resultados gra´ficos de la deteccio´n de cierre de lazo basada en los puntos
anteriormente citados.
5. Integracio´n del algoritmo de actualizacio´n y correccio´n de la trayectoria.
Tercera y u´ltima contribucio´n de nuestro trabajo al tema de la odometr´ıa visual y objetivo
final del mismo.
Como ya se ha comentado, la odometr´ıa visual no es una forma completamente fiable
de localizar al robot, ya que los ca´lculos se basan en fuentes de informacio´n que no son
precisas. Por tanto, proporciona una forma sencilla de estimar la posicio´n del robot, pero
que va acumulando errores, tanto sistema´ticos como no sistema´ticos. Para solucionarlo
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se proponen distintos enfoques para corregir la estimacio´n y conseguir as´ı un sistema de
localizacio´n del mo´vil que funcione correctamente.
a) Correccio´n basada en la deteccio´n de la deriva incremental usando cierres de lazo. Una
vez detectada la zona que representa el cierre de lazo, se realiza una reasignacio´n de
las poses: las nuevas se corresponden con las previamente visitadas, y las anteriores
a e´stas son corregidas hacia atra´s, de manera proporcional a la desviacio´n media
calculada en la zona del bucle, ya que la deriva acumulada es menor en las primeras
poses que en las u´ltimas.
b) Correccio´n mediante el algoritmo de optimizacio´n GraphSlam [20]. Se trata de un
algoritmo de optimizacio´n de la trayectoria obtenida mediante odometr´ıa visual que
corrige el recorrido realizado por el robot partiendo de la zona de cierre de lazo previa-
mente detectada. Este me´todo resuelve por completo el problema de SLAM (Mapeado
y Localizacio´n Simulta´neos) [21] [22]. Para ello, representa el problema como un grafo
que conduce a una suma de restricciones no lineales entre las poses que se introducen,
reduciendo as´ı el grafo a sus nodos ma´s significativos. Dichas restricciones son op-
timizadas para proceder posteriormente al remapeado de la trayectoria, en base al
criterio de ma´xima similitud y un conjunto de poses correspondientes.
c) Correccio´n mediante el algoritmo de optimizacio´n Levenberg-Marquardt. Se trata de
un proceso iterativo de convergencia a trave´s de la te´cnica de los mı´nimos cuadrados
ponderados, basado en el me´todo de optimizacio´n Newton-Gauss.
6. Verificacio´n de los resultados en el dataset de KITTI y validacio´n de la propuesta.







En los u´ltimos an˜os, la estimacio´n de la posicio´n de un veh´ıculo a trave´s de sistemas basados
en visio´n artificial es una cuestio´n clave en el mundo de la robo´tica, y ma´s concretamente en
el desarrollo de sistemas inteligentes de transporte. Esto es debido, principalmente, a que estos
sistemas de visio´n artificial se caracterizan por un menor coste y una mayor velocidad que otros
sensores comu´nmente utilizados en este a´mbito, como son los basados en ondas de radio o sate´lite,
la´sers y ultrasonidos.
La estimacio´n de la posicio´n global de un mo´vil (robot o veh´ıculo) sin tener informacio´n previa
del entorno en el que se encuentra, es tambie´n un requisito en muchas otras aplicaciones como
son la deteccio´n de obsta´culos, la conduccio´n auto´noma, o el mapeado y localizacio´n simulta´neos
(SLAM). Esto es precisamente el objetivo de los denominados sistemas de odometr´ıa visual, que
realizan una estimacio´n de la posicio´n y orientacio´n de un veh´ıculo a partir del ana´lisis de una
secuencia de ima´genes adquiridas por una ca´mara o sistema de ca´maras que lleva a bordo, sin
tener conocimiento previo del entorno. Dicho de otra manera, la odometr´ıa visual determina la
variacio´n en la rotacio´n y traslacio´n entre dos poses consecutivas del mo´vil, para as´ı calcular
cua´l ha sido el movimiento realizado por este. Como el movimiento del sistema de ca´maras es
solidario con el movimiento del veh´ıculo, a esta te´cnica tambie´n se le conoce como ego-motion
(movimiento propio).
Atendiendo a las consideraciones previamente realizadas sobre odometr´ıa visual, se pueden ya
vislumbrar algunas de sus importantes ventajas. Por una parte, estas te´cnicas se presentan como
un buen complemento al sistema de posicionamiento global, GPS. Este sistema esta´ fuertemente
implantado en nuestra sociedad gracias a su fiabilidad y precisio´n en la localizacio´n global de un
veh´ıculo. Sin embargo, necesita recibir la sen˜al radio procedente, de al menos, cuatro sate´lites,
algo que no es posible en determinados lugares como un tu´nel, una zona urbana con edificios altos,
o un punto negro de cobertura GPS, sitios donde el sistema de posicionamiento basado en visio´n
artificial permanecer´ıa activo. Adema´s, hay que tener en cuenta que la exactitud de los sistemas
GPS no es siempre la deseada, sobretodo en entornos urbanos, donde la interferencia multicamino
producida por los edificios puede empeorar notablemente la precisio´n del posicionamiento.
Aparte de las ventajas ya comentadas para sistemas de transporte terrestres, los veh´ıculos
ae´reos no tripulados (UAVs) y los veh´ıculos submarinos hacen tambie´n uso de las te´cnicas de
odometr´ıa visual como suplemento al posicionamiento GPS, ya que la sen˜al procedente de estos
sistemas tampoco puede ser recibida convenientemente en entornos ae´reos o mar´ıtimos. A su
vez, existe un gran nu´mero de experiencias utilizando odometr´ıa visual en espacios interiores
con resultados bastante positivos, lo que es de gran utilidad en sistemas de ayuda a personas
con discapacidad, gracias a la deteccio´n de puertas, pasillos o paredes, o a la hora de generar
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mapas de edificios, como hospitales o grandes centros comerciales.
Se han desarrollado tambie´n te´cnicas de visio´n por ordenador para mejorar la percepcio´n del
entorno en personas invidentes. Estos sistemas de navegacio´n emplean comu´nmente te´cnicas de
odometr´ıa visual y utilizan ca´maras este´reo que proporcionan una percepcio´n de profundidad,
empleando mapas de disparidad. Tambie´n permiten la generacio´n de una representacio´n ta´ctil
del entorno, o una estimacio´n simulta´nea de la estructura y el movimiento, haciendo uso de
un sistema de ca´maras fijado a un casco, que procesa las ima´genes en un ordenador, como se
muestra en la Figura 1.1.
Figura 1.1: Gafas bio´nicas basadas en visio´n artificial para personas con problemas de visio´n.
Existen incluso trabajos de odometr´ıa visual centrados en la creacio´n de tecnolog´ıa para la
navegacio´n auto´noma de robots de exploracio´n planetaria, concretamente en Marte. De hecho,
los primeros trabajos de odometr´ıa visual fueron motivados por el programa de exploracio´n Mars
Rovers. En las primeras exploraciones se hac´ıa uso de los cla´sicos sensores de odometr´ıa (ve´ase
Figura 1.2), que utilizan datos provenientes de los encoders de las ruedas del robot, las cuales
tend´ıan a resbalarse sobre la arena suelta, especialmente en superficies inclinadas, e incluso se
hund´ıan en terrenos arenosos, provocando en algunos casos una desviacio´n de la ruta trazada
sin cumplir el objetivo propuesto.
Figura 1.2: Sistema de odometr´ıa basado en encoders de las ruedas del robot, “Curiosity”.
Para resolver el inconveniente anteriormente comentado, la NASA incorporo´ en sus robots un
algoritmo de odometr´ıa visual estereosco´pica, de forma que el movimiento seguido por el robot
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al desplazarse sobre la superficie marciana es estimado a partir del ana´lisis de correspondencias
entre puntos caracter´ısticos encontrados en pares consecutivos de ima´genes.
El problema tratado en nuestro proyecto es, por tanto, un tema de investigacio´n clave y
que se encuentra en pleno auge dentro del campo de la visio´n artificial y la robo´tica, ya que
una correccio´n de la deriva en los resultados obtenidos mediante odometr´ıa visual, supondra´
numerosas ventajas y avances en todas las aplicaciones citadas, y la consiguiente mejora de la
calidad de vida de las personas.
1.1. Estado del Arte
1.1.1. Odometr´ıa Visual
En los u´ltimos an˜os se han desarrollado diferentes me´todos para calcular la pose del robot,
que van desde la estimacio´n basada en marcadores visuales [23], [24], hasta sensores inerciales o
GPS. Sin embargo, en la actualidad existe una tendencia cada vez mayor a tomar como base las
ima´genes capturadas por un sistema de ca´maras que el robot lleva a bordo, que es precisamente
el objetivo de la odometr´ıa visual. Este problema supone la base para numerosas aplicaciones en
robo´tica y visio´n por ordenador, como puede ser la realidad aumentada o la fotogrametr´ıa [25].
En la estimacio´n de la localizacio´n de un veh´ıculo teniendo como u´nica fuente de infor-
macio´n las ima´genes del entorno en el que se encuentra, existen principalmente tres opciones,
dependiendo del grado de conocimiento que se tenga sobre dicho entorno:
Los primeros me´todos que se desarrollaron se basaban en la existencia de objetos conocidos
en la imagen, llamados marcadores. La implementacio´n ma´s conocida de este tipo de
tracking es la librer´ıa ArToolkit de la Universidad de Washington [26].
El segundo grupo se basa en el estudio de la geometr´ıa de los objetos situados en la escena.
Teniendo en cuenta que la posicio´n de una ca´mara respecto a un objeto es la inversa de
la posicio´n del objeto respecto a la ca´mara, se pueden utilizar algoritmos de tracking de
objetos para aplicaciones de realidad aumentada. En [27] se muestra un resumen muy
amplio de las te´cnicas utilizadas en este tipo de tracking.
En el tercer grupo se incluyen los algoritmos de tipo SFM (Structure From Motion [1]).
Estos me´todos se basan en el efecto parallax para calcular el movimiento de la ca´mara a
lo largo de la secuencia.
Por otro lado, se puede establecer otra clasificacio´n de los algoritmos de odometr´ıa visual:
aquellos que realizan un matching o emparejamiento de puntos caracter´ısticos entre pares de
frames consecutivos [28], [29], [30] y aquellos que realizan un proceso de tracking sobre toda la
secuencia de ima´genes [31], [32], [33].
A la hora de capturar las ima´genes que sera´n procesadas posteriormente, se puede hacer uso
de un sistema de ca´maras monocular [24] o este´reo. En la mayor´ıa de los casos, el uso de un
sistema este´reo permite obtener mejores resultados, pues la cantidad de informacio´n de la que
se dispone es mayor [24]. Adema´s, el problema de la ambigu¨edad en la escala que presentan los
sistemas monoculares queda subsanado [34].
En los u´ltimos an˜os se esta´n desarrollando me´todos que combinan la odometr´ıa visual con
el uso de otros sensores, con el fin de aumentar la precisio´n en sus resultados y reducir el
error, un problema inherente a cualquier me´todo incremental de estimacio´n de la trayectoria.
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Dornhege [32] an˜ade en su me´todo informacio´n de la velocidad, orientacio´n y fuerza del robot,
medidas mediante una IMU (Unidad de Medicio´n Inercial). Por otro lado, Agrawal [34], [35], [31]
hace uso de la informacio´n proporcionada por el GPS y los encoders de las ruedas, combinando
as´ı distintos sensores para obtener mejores resultados en la odometr´ıa visual que realiza.
En comparacio´n con la estrategia propuesta en [31], donde se combina la odometr´ıa visual
basada en el me´todo de bundle adjustment con los datos obtenidos mediante GPS e IMU, el
me´todo LIBVISO [3] de Andreas Geiger realiza una estimacio´n de las poses del robot basa´ndose
exclusivamente en informacio´n visual sobre el entorno. Esto hace que la complejidad computa-
cional sea mucho menor y pueda ser utilizado en aplicaciones en tiempo real, razo´n por la que
se ha elegido basar este proyecto en el concepto propuesto por este algoritmo.
1.1.2. Deteccio´n de cierre de lazo
Se han desarrollado diversos algoritmos para la deteccio´n de cierres de lazo mediante visio´n
artificial, sobre todo a partir de la introduccio´n de FAB-MAP (Fast Appearance-Based MAPping)
[10]. Esta te´cnica esta´ basada en lo que en visio´n se denomina bag-of-words (bolsa de palabras).
FAB-MAP representa una imagen como un conjunto (o bolsa) de descriptores locales (palabras),
que pertenecen a un “diccionario” previamente definido. De esta manera se obtiene un me´todo
invariante a cambios de iluminacio´n y perspectiva.
Sin embargo, BRIEF-Gist demostro´ en sus resultados que un algoritmo de deteccio´n de cierre
de lazo no necesita realizar una descripcio´n compleja de las ima´genes, como propone FAB-MAP.
Esta teor´ıa se refuerza en [36], donde se procesan ima´genes de baja resolucio´n y se consigue
realizar un reconocimiento visual efectivo. Adema´s, el hecho de representar las ima´genes con una
baja cantidad de bits (mediante descriptores binarios), permite reducir el tiempo de co´mputo, ya
que el proceso de matching de puntos caracter´ısticos se realiza de una forma mucho ma´s ra´pida,
como se dedujo en [37].
Los descriptores binarios han ido incluyendo mejoras en sus caracter´ısticas desde la aparicio´n
de BRIEF [17]. Descriptores como ORB [19] y BRISK [16] an˜aden en sus me´todos, la invarianza
frente a cambios de rotacio´n y escala respectivamente.
Uno de los descriptores binarios ma´s novedosos y atractivos es LDB [8] [9]. E´ste no so´lo se
basa en la intensidad de las ima´genes, como hace BRIEF, sino que, adema´s, calcula el gradiente
de las mismas, lo que permite obtener una descripcio´n de la imagen mucho ma´s precisa y realizar
el proceso de matching en un tiempo menor que el empleado por BRIEF. Adema´s, recientemente
se ha presentado una nueva mejora sobre LDB, al an˜adir a este me´todo la invarianza frente a
cambios en la rotacio´n y escala (M-LDB [38])
Por otra parte, varios trabajos del estado del arte utilizan informacio´n tridimensional de la
escena para mejorar el rendimiento de los me´todos de navegacio´n basados en visio´n artificial,
como en [39], [40], [11]. En [11], WI-SURF combina la descripcio´n global de la imagen con infor-
macio´n 3D procedente de un la´ser. FAB-MAP incorporo´ tambie´n en su algoritmo informacio´n
espacial del entorno. Sin embargo, a pesar de que se obtiene una deteccio´n de cierre de lazo
efectiva, esta asociacio´n de informacio´n tridimensional con caracter´ısticas visuales de la escena
conlleva un alto coste computacional.
Finalmente, el me´todo ABLE [5] [6] [7] propone una descripcio´n binaria de la imagen, que
proporciona una buena deteccio´n de cierre de lazo con bajos requerimientos de tiempo y memoria.
Adema´s, se integra la informacio´n 3D de la escena en el propio descriptor (D-LDB) a partir del
ca´lculo de la disparidad entre ima´genes. Por todo lo expuesto, en este proyecto se realiza una
implementacio´n basada en este u´ltimo me´todo.
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1.2. Objetivos
Los objetivos principales de este Trabajo Fin de Grado son:
1. Deteccio´n de cierres de lazo realizando una descripcio´n global de las ima´genes mediante
AKAZE. Obtencio´n de resultados comparativos con los descriptores existentes en el estado
del arte: LDB, SIFT, SURF, BRIEF, BRISK, ORB, FREAK, HOG.
2. Integracio´n del me´todo de deteccio´n de cierre de lazo, ABLE, en el algoritmo de odometr´ıa
visual, LIBVISO. Deteccio´n de cierres de lazo en los mapas generados por la odometr´ıa
visual de Andreas Geiger.
3. Correccio´n de la deriva acumulada en los resultados de la odometr´ıa visual. Aplicacio´n de
distintas te´cnicas de correccio´n, basadas en los cierres de lazo previamente determinados.
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Cap´ıtulo 2
Me´todo de odometr´ıa visual
2.1. Motivacio´n
El objetivo de la odometr´ıa visual es la estimacio´n de la posicio´n relativa de un agente
mo´vil, a partir de la informacio´n extra´ıda de una secuencia de ima´genes, sin tener conocimiento
previo del entorno. En todas las definiciones de odometr´ıa aparecen siempre estos dos te´rminos:
estimacio´n y relativa, y a continuacio´n se explica el por que´.
Por una parte, se habla de estimacio´n de la posicio´n, y esto es debido a que determinar a
ciencia cierta la trayectoria de un robot mo´vil mediante odometr´ıa es sencillamente imposible,
puesto que ninguna de las te´cnicas existentes para calcularla tiene una precisio´n absoluta.
La u´nica fuente de informacio´n que se tiene sobre el robot y su entorno es la secuencia de
ima´genes que e´ste ha ido capturando a medida que iba avanzando. Por tanto, aunque se utilicen
modelos matema´ticos y ca´lculos ma´s o menos complejos, siempre se trabaja sobre ima´genes
de lugares, que esta´n sujetos a cambios o, en otros casos, sobre medidas tomadas a partir de
sensores, que tampoco esta´n exentas de errores.
Por otra parte, otro te´rmino tambie´n presente en cualquier definicio´n de odometr´ıa visual es
relativa: aunque todas las posiciones sean relativas a un marco de referencia, en robo´tica las
poses del mo´vil siempre se referencian a las llamadas coordenadas del mundo. Las posiciones
que se dan respecto a este marco de referencia son denominadas, por norma general, posiciones
absolutas. Sin embargo, las poses estimadas a partir de la odometr´ıa visual no esta´n referenciadas
a este sistema, sino que son relativas a nuestro punto de inicio en particular, que no tiene por
que´ ser conocido y que es definido por nosotros mismos, de ah´ı la expresio´n “estimacio´n de la
posicio´n relativa de un robot”, presente en la definicio´n de odometr´ıa visual.
2.2. Explicacio´n de la odometr´ıa visual
En este cap´ıtulo se definen cada una de las fases de las que consta la odometr´ıa visual
utilizando un sistema este´reo, necesarias para estimar el movimiento del agente. En la Figura
2.1 se muestra un diagrama con los principales bloques de los que consta el proceso y que sera´n
explicados en las siguientes secciones.
La Figura 2.2 muestra el proceso denominado matching o emparejamiento de los puntos car-
acter´ısticos de la imagen (descriptores), que sirve para representar de forma gra´fica el movimiento
realizado por los agentes presentes en la escena: a partir de la observacio´n de esta imagen, se
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Figura 2.1: Esquema de los principales bloques de la odometr´ıa visual.
puede afirmar que los veh´ıculos recorren la carretera de izquierda a derecha, mientras que los
peatones cruzan el paso de cebra en la direccio´n contraria.
Figura 2.2: Representacio´n de matching temporal. Imagen obtenida del art´ıculo de Andreas
Geiger.
Una vez conocidas las correspondencias entre puntos de intere´s, es posible estimar un modelo
del movimiento. Matema´ticamente, la estimacio´n del movimiento se obtiene mediante el ca´lculo
de la matriz esencial, usando geometr´ıa epipolar, de la que se extrae tanto la rotacio´n como
la traslacio´n producida entre dos poses consecutivas. Esto va a ser explicado en detalle ma´s
adelante.
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2.2.1. Adquisicio´n de ima´genes
Para la adquisicio´n de ima´genes se usa un sistema de visio´n este´reo, pues as´ı se dispone de
informacio´n tridimensional de la escena y por tanto, se obtienen resultados ma´s estables que
haciendo uso de una sola ca´mara.
Esta primera fase de adquisicio´n de las ima´genes es muy importante, ya que es la u´nica fuente
de informacio´n que va a ser procesada posteriormente. Por ello, la captura de las ima´genes debe
realizarse de la forma ma´s eficiente posible, para que se disponga del mayor nu´mero de recursos
posibles.
Se consideran como va´lidas las ima´genes con las siguientes caracter´ısticas:
1. Escena mayormente esta´tica: la estimacio´n del movimiento de un agente mediante odometr´ıa
visual se basa en el hecho de que las variaciones de la posicio´n de los puntos caracter´ısticos
son debidas al movimiento del sistema de ca´maras, es decir, del robot. Por lo tanto, si
la correspondencia se da entre puntos caracter´ısticos que pertenecen a un objeto que se
encontraba en movimiento a la hora de adquirir las ima´genes, la anterior suposicio´n ya no
es cierta, y se estimar´ıa un modelo del movimiento de forma erro´nea. De ah´ı la necesidad
de que el entorno sea lo ma´s esta´tico posible.
2. Imagen con suficiente textura: la deteccio´n de puntos caracter´ısticos en ima´genes sucesivas
es posible en aquellas que presenten variaciones significativas en cuanto a textura, ya que
e´sta es la que da cara´cter e identidad a los objetos presentes en la escena.
3. Solapamiento entre ima´genes: la correspondencia entre descriptores se puede realizar si
e´stos esta´n presentes en el par de ima´genes tomadas de forma consecutiva.
4. Buena iluminacio´n.
Las ima´genes con las propiedades enumeradas son las o´ptimas para poder detectar los puntos
caracter´ısticos y poder realizar posteriormente las correspondencias oportunas. Ejemplo de ello
se muestra en la Figura 2.3.
Figura 2.3: Ejemplo de una imagen con las propiedades requeridas para realizar la odometr´ıa
visual. Figura del dataset de KITTI.
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2.2.2. Deteccio´n de puntos caracter´ısticos
Las te´cnicas de extraccio´n de puntos de intere´s tienen por objeto encontrar en una imagen un
conjunto de datos que la caractericen de la mejor forma posible y permitan establecer relaciones
entre ima´genes. Por tanto, esta es una fase esencial en la deteccio´n de cierre de lazo, puesto que la
evidencia en la que se basa el me´todo para concluir que el mo´vil se encuentra en esta situacio´n es
que un nu´mero significativo de puntos caracter´ısticos detectados en los frames actuales coincidan
con aquellos detectados en ima´genes anteriores.
Adema´s, la deteccio´n de puntos de intere´s, tambie´n denominados keypoints o feature points,
tambie´n es necesaria a la hora de mapear la trayectoria del robot, ya que e´sta se realiza en base
a la rotacio´n y traslacio´n entre poses consecutivas, informacio´n que se extrae tras realizar el
emparejamiento de puntos caracter´ısticos.
La extraccio´n de los keypoints permite reducir la informacio´n con la que se trabaja, y como
consecuencia, el tiempo de co´mputo, ya que no se procesan todos los p´ıxeles de la imagen, sino
u´nicamente sus puntos de intere´s (procesamiento sparca).
Los puntos de intere´s de la imagen suelen ser, comu´nmente, esquinas, l´ıneas, regiones o bor-
des. No existe una regla sobre que´ tipos de puntos de intere´s hay que extraer, pero dependiendo
del tipo de imagen conviene detectar unos u otros.
Se considera buen detector aquel que tenga las siguientes propiedades:
1. Repetibilidad: como se ha comentado, a la hora de concluir que nos encontramos ante una
situacio´n de cierre de lazo, se necesita que una gran cantidad de puntos de intere´s hayan
sido detectados previamente en varias ima´genes.
2. Precisio´n en la localizacio´n, tanto en posicio´n como en escala.
3. Eficiencia computacional.
4. Robustez.
5. Invarianza a cambios geome´tricos y/o de iluminacio´n.
6. Distintividad.
Existe un gran nu´mero de me´todos que realizan la correspondencia de puntos a partir de
la deteccio´n de bordes. Estos no son sensibles a cambios de intensidad, lo que representa una
buena ventaja, pero dan problemas cuando aparecen otras transformaciones entre ima´genes.
El algoritmo de Canny es usado para detectar todos los bordes existentes en una imagen, y
esta´ considerado uno de los mejores me´todos de deteccio´n de contornos mediante el empleo de
ma´scaras de convolucio´n y el ca´lculo de la primera derivada. Los puntos de borde son zonas de
p´ıxeles en las que existe un cambio brusco de nivel de gris.
Se puede resumir el algoritmo de Canny en tres fases:
1. Obtencio´n del gradiente: ca´lculo de la magnitud y orientacio´n del vector gradiente en cada
p´ıxel.
2. Supresio´n no ma´xima: reduccio´n del ancho de los bordes hasta obtener bordes de un p´ıxel
de anchura.
3. Histe´resis de umbral: reduccio´n de la posibilidad de aparicio´n de contornos falsos realizando
una histe´resis basada en dos umbrales.
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Figura 2.4: Ejemplo de deteccio´n de bordes en una imagen haciendo uso del me´todo Canny.
Al encontrar bordes cercanos al umbral de deteccio´n, un pequen˜o cambio en la intensidad
de e´ste podr´ıa causar un gran cambio en su topolog´ıa, y por tanto, aparecer´ıan errores de
correspondencias. Para evitarlo, se puede recurrir a la deteccio´n de esquinas. El detector de
esquinas de Harris es uno de los detectores de puntos de intere´s ma´s comunes. Estos puntos son
poco sensibles a cambios en la rotacio´n y escala. Una esquina esta´ caracterizada por ser una
regio´n con cambios de intensidad en diferentes direcciones, que es precisamente el principio de
bu´squeda de puntos de Harris.
Al desplazar una ventana sobre una imagen en varias direcciones se producen cambios, y en
funcio´n de estos se diferencian tres tipos de regiones detectadas.
1. Regio´n plana: no hay cambios en ninguna direccio´n.
2. Borde: no hay cambio en la direccio´n del borde.
3. Esquina: hay cambios significantes en todas las direcciones.
Figura 2.5: Desplazamiento de la ventana sobre una imagen para determinar si una regio´n se
trata de una esquina, borde o regio´n plana.
En la tercera imagen de la Figura 2.5, se observa que la ventana esta´ centrada en una esquina,
por lo que habra´ un cambio de intensidad notable en todas las direcciones.
Para determinar matema´ticamente si se ha detectado una esquina, se desplaza la ventana
un salto de (u,v) y se compara cada p´ıxel antes y despue´s del desplazamiento, sumando las
diferencias de nivel de gris al cuadrado (SSD, Sum of Squared Differences): E(u, v).






w(x, y)(I(x+ u, y + v)− I(x, y))2 (2.1)
Respecto a la fo´rmula anterior 2.1, comentar que I(x, y) es la intensidad de la imagen original,
I(x+u, y+v) es la intensidad de la imagen desplazada por el vector (u, v), y w(x, y) es la ventana
sobre la que se realiza en ana´lisis.
Para ventanas muy parecidas, E(u, v) sera´ muy pequen˜o, mientras que para ventanas muy
diferentes, el error sera´ elevado. A la hora de detectar esquinas, interesa, por tanto, que el valor
de dicho error sea lo ma´s grande posible.





































































De forma resumida, la Ecuacio´n 2.4 se expresa de la siguiente forma:



























Por tanto, los elementos de la matriz de autocorrelacio´n, M , se obtienen al elevar al cuadra-
do las derivadas parciales y realizar un filtrado posteriormente. Para ello, se utiliza un filtro
gaussiano, evitando as´ı una respuesta ruidosa.
Ahora se definen λ1 y λ2 como los autovalores de la matriz M y se obtiene, en funcio´n de
ellos, los tres tipos de regiones posibles:
1. Si los valores de λ1 y λ2 son pequen˜os, la funcio´n de autocorrelacio´n es plana y, por tanto,
la imagen tiene una intensidad constante. Se trata de una regio´n plana.
2. Si uno de los autovalores es elevado y el otro no, la funcio´n de autocorrelacio´n tendra´ un
cierto rizado y la regio´n representa un borde.
3. Si los dos autovalores son elevados, la funcio´n contiene cambios bruscos y, por tanto, se ha
detectado una esquina.
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Figura 2.6: Clasificacio´n de las regiones en funcio´n de los autovalores de la matriz M.
Los autovalores muestran los modos de variacio´n de las direcciones principales de los gradi-
entes. Por esta razo´n, cuando en una regio´n los dos valores son elevados, se deduce que localmente
existen dos direcciones importantes en los gradientes, y se trata, por tanto, de una esquina.
Figura 2.7: Ejemplo de la deteccio´n de esquinas Harris sobre una imagen de la catedral de Notre
Dame, Par´ıs.
A pesar de ser uno de los detectores ma´s utilizados actualmente, Harris presenta el prob-
lema de ser computacionalmente muy costoso, ya que para determinar una esquina precisa del
ca´lculo de las derivadas primera y segunda de cada p´ıxel adema´s del ca´lculo del determinante y
traza de la matriz M . Para solventar este problema se puede hacer uso de otros detectores de
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caracter´ısticas mucho ma´s ra´pidos.
Uno de los me´todos de extraccio´n de keypoints ampliamente utilizado es el algoritmo SIFT
(Scale Invariant Feature Transforms), cuyo nombre es debido a que transforma los datos de la
imagen en coordenadas invariantes a la escala, rotacio´n e iluminacio´n. SIFT trabaja en un espacio
de escalas en el que se realiza un emborronamiento progresivo de la imagen. A continuacio´n,
se calcula la diferencia de gaussianas en cada escala, ya que los posibles puntos de intere´s son
precisamente los ma´ximos y mı´nimos de esas diferencias. Para conseguir una localizacio´n ma´s
precisa del punto caracter´ıstico se calcula su aproximacio´n de Taylor. Adema´s, como la diferencia
de gaussianas proporciona una respuesta alta para aristas, e´stas deben ser filtradas. Para ello,
se calcula la matriz Hessiana para cada uno de los p´ıxeles.
En la deteccio´n a partir de este algoritmo se pueden diferenciar cuatro fases:
1. Deteccio´n de ma´ximos y mı´nimos de la escala.
2. Localizacio´n de puntos de intere´s.
3. Asignacio´n de la orientacio´n.
4. Descriptor del punto de intere´s, pues SIFT no so´lo detecta el punto de intere´s, sino que
tambie´n lo describe (fase que sigue a la deteccio´n en la odometr´ıa).
Por otra parte, el detector y descriptor de puntos caracter´ısticos, desarrollado por Herbert
Bay, TinneTuytelaars y Luc Van Gool y denominado SURF, presenta algunas ventajas sobre
otros me´todos, como una mejora en la velocidad de co´mputo y la robustez ante transformaciones
de ima´genes. Estas mejoras se logran gracias a la reduccio´n de la dimensionalidad y complejidad
en el ca´lculo de los vectores de caracter´ısticas de los keypoints, a la vez que se mantienen las
propiedades de repetibilidad y distintividad entre distintos puntos de intere´s.
Las etapas de las que consta el algoritmo SURF son las siguientes:
1. Deteccio´n de puntos de intere´s.
2. Asignacio´n de la orientacio´n.
3. Extraccio´n de los descriptores.
El detector local ORB, desarrollado por Rublee. E, Rabaud. V, Konolige. K, y Bradski. K,
fue presentado como una alternativa a los detectores SIFT y SURF, siendo una de sus ventajas
sobre estos su alta velocidad de co´mputo. ORB hace uso del algoritmo FAST (Features from
Accelerated Segment Test) para la deteccio´n de puntos de intere´s y de BRIEF (Binary Robust
Independent Elementary Features), para la extraccio´n de los descriptores.
Tanto FAST como BRIEF son detectores que mejoran notablemente la velocidad de ca´lculo,
pero como inconveniente, FAST carece de un operador de orientacio´n y BRIEF de un operador de
invarianza a la rotacio´n. Para solucionar estos problemas, ORB propone las siguientes soluciones:
1. oFAST (FAST KeypointOrientation), que representa al algoritmo FAST con un compo-
nente de orientacio´n para los puntos de intere´s detectados.
2. rBRIEF (Rotation-AwareBrief ), el me´todo BRIEF al que se le an˜ade la propiedad de la
invarianza y la mejora de la velocidad de co´mputo.
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Por u´ltimo, se encuentra el novedoso detector y descriptor AKAZE que, a diferencia del resto
de algoritmos, so´lo puede computar los puntos de intere´s detectados por e´l mismo. La principal
ventaja de este nuevo detector frente a otros es que, mientras SIFT, SURF o FAST, realizan un
filtrado gaussiano que no conserva los bordes naturales de los objetos y suaviza los detalles y el
ruido en todas las escalas, AKAZE detecta y describe las caracter´ısticas en espacios de escala
no lineal. Esto permite un suavizado de la imagen localmente adaptable, difuminando pequen˜os
detalles, pero conservando los bordes de los objetos.
Este me´todo aumenta la repetibilidad y el cara´cter distintivo frente a otros detectores ya
mencionados, gracias a la utilizacio´n de un filtrado de difusio´n no lineal. Sin embargo, la principal
desventaja de AKAZE es que es computacionalmente intenso: dado que no existe ningu´n me´todo
anal´ıtico para resolver la ecuacio´n de difusio´n no lineal, es necesario utilizar me´todos nume´ricos
para aproximar una solucio´n. Este detector y descriptor va a ser explicado en detalle en cap´ıtulos
posteriores.
2.2.3. Descripcio´n de puntos caracter´ısticos
La descripcio´n de puntos caracter´ısticos va a ser explicada en profundidad al tratar el tema de
la deteccio´n de cierre de lazo, aunque tambie´n es necesario mencionarla en esta seccio´n, puesto
que se trata de una fase esencial a la hora de estimar el movimiento de un mo´vil mediante
odometr´ıa visual.
Los para´metros calculados hasta el momento forman un sistema de coordenadas en dos
dimensiones que describe localmente cada regio´n de la imagen, y que por tanto, proporciona
invarianza a esos mismos para´metros. El siguiente paso es, utilizando toda esa informacio´n,
obtener un descriptor para cada zona de intere´s. E´ste aporta robustez ante posibles variaciones
de iluminacio´n o cambios en el punto de vista en tres dimensiones.
2.2.4. Correspondencia o matching de puntos caracter´ısticos
Despue´s de la deteccio´n y descripcio´n de los puntos caracter´ısticos de las ima´genes, el sigu-
iente paso para la estimacio´n del movimiento de un veh´ıculo mo´vil es la correspondencia de estos
puntos, de manera que se determine que´ p´ıxel de la imagen actual se corresponde con el mismo en
otra imagen. El emparejamiento de puntos va ligado al proceso de descripcio´n, pues en funcio´n
de que´ tipo de descriptores se empleen, se obtendra´ mayor o menor nu´mero de correspondencias,
existiendo, adema´s, la probabilidad de que alguna de ellas se haga de manera erro´nea.
Esta etapa es clave en este proyecto, ya que el primer objetivo es la deteccio´n de cierres de
lazo en los mapas obtenidos con la odometr´ıa visual, lo que se consigue cuando se realiza un
nu´mero significativo de emparejamientos entre descriptores de ima´genes tomadas en diferentes
instantes de tiempo, con un valor de similitud ma´s bajo que un umbral fijado (ma´s adelante se
va a explicar en que´ consiste la medida de similitud). Por tanto, es de suma importancia que este
emparejamiento se produzca de forma correcta, y, en caso de que no sea as´ı, sera´ necesario el
uso de algu´n me´todo que elimine falsas correspondencias, u outliers. En este proyecto se utiliza
para ello el me´todo RANSAC.
En la Figura 2.8 se observan correspondencias entre descriptores AKAZE de una imagen
y la misma rotada (invarianza a la rotacio´n). En este caso, la mayor´ıa de correspondencias
son correctas, aunque se puede observar algu´n emparejamiento erro´neo, en la regio´n donde se
encuentran las letras.
En este proceso de matching pueden producirse emparejamientos erro´neos, debido a difer-
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Figura 2.8: Ejemplo de matching o correspondencia entre descriptores AKAZE.
entes factores como puede ser el cambio de iluminacio´n, perspectiva o el ruido presente en la
imagen. Cuanta mayor complejidad presenten los descriptores empleados en el procesamiento
de las ima´genes, mejores resultados se obtendra´n, aunque el coste computacional tambie´n sera´
mayor. De hecho, se ha comprobado la fiabilidad de las correspondencias obtenidas con AKAZE
en la Figura 2.8, a pesar de haber realizado un cambio de perspectiva y escala en la segunda im-
agen y haber an˜adido elementos en ella, aunque, el tiempo de co´mputo necesario es ma´s elevado
que haciendo uso de otros descriptores como FAST o SURF.
Por tanto, tras realizar esta etapa, se puede observar tanto la existencia de correspondencias
satisfactorias, inliers como incorrectas, outliers. En ima´genes ma´s complejas que la mostrada
anteriormente, no es fa´cil determinar a simple vista que´ correspondencias son correctas y cuales
no, y el hecho de trabajar con un conjunto elevado de correspondencias negativas conduce a un
procesamiento incorrecto. Para evitarlo, se hace uso del citado me´todo, RANSAC, (RANdom
SAmple Consensus), introducido por Martin L. Fischler y Robert C. Bolles. Es un algoritmo
iterativo que estima los para´metros de un modelo matema´tico de un conjunto de datos que
contiene outliers.
Existen otros me´todos para la estimacio´n de estos para´metros, como el de mı´nimos cuadrados,
que le da el mismo peso a todos los datos, por lo que la presencia de un outlier puede distorsionar
el modelo obtenido.
La idea de RANSAC es hacer uso de la menor cantidad posible de datos para estimar el mod-
elo y ver luego cua´ntos puntos se ajustan al modelo estimado. RANSAC es capaz de interpretar
o filtrar datos que contienen una gran cantidad de errores. Es una te´cnica que esta´ idealmente
disen˜ada para aplicaciones de ana´lisis de ima´genes automa´ticas, donde la interpretacio´n esta´
basada en datos prove´ıdos por detectores de puntos caracter´ısticos que pueden generar errores.
De forma resumida, el algoritmo RANSAC consta de los siguientes pasos:
1. Seleccio´n aleatoria de un subconjunto de datos, en este caso, un subconjunto aleatorio de
puntos caracter´ısticos.
2. Generacio´n de un modelo a partir de ese subconjunto.
3. Estudio del nu´mero de puntos que cumplen el modelo, los inliers.
4. Repeticio´n de los puntos 2) y 3) un nu´mero de iteraciones determinado, y seleccio´n del
modelo que tenga un nu´mero ma´ximo de inliers.
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En odometr´ıa visual se hace uso de este me´todo para la generacio´n de un modelo que no
contenga outliers, o al menos, que contenga el menor nu´mero posible de ellos. En este caso, el
modelo computado es el conjunto de la rotacio´n y traslacio´n entre las poses.
Para poder descartar de nuestro modelo los puntos erro´neos, se computa la distancia punto-
l´ınea epipolar (aproximada con la distancia Sampson, una aproximacio´n de primer orden), con-
siderando inliers, los puntos que se encuentren a una distancia menor que un umbral determi-
nado. Este proceso tiene un gran coste computacional y puede llegar a tomar hasta la mitad del
tiempo de co´mputo.
Por u´ltimo, se procede a explicar el nu´mero de puntos necesarios para computar la estimacio´n
del modelo en cada iteracio´n. Minimizar el nu´mero de puntos necesarios para calcular el modelo
conlleva reducir tambie´n el nu´mero de iteraciones, que viene dado por la expresio´n 2.7:
n =
log(1− p)
log(1− (1− )s) (2.7)
Donde p representa la probabilidad de e´xito,  el porcentaje de valores at´ıpicos en el conjunto
de datos, en este caso, correspondencias, y n el nu´mero de datos necesarios para computar el
modelo del movimiento.
En la Figura 2.9 se muestra el resultado de la aplicacio´n del me´todo RANSAC, usando un
modelo sencillo, en este caso una l´ınea.
Figura 2.9: Ejemplo de aplicacio´n del me´todo RANSAC.
2.2.5. Geometr´ıa de la ca´mara
Para representar los resultados de la odometr´ıa visual se precisa de un modelo que permita
pasar del mundo real en 3D al plano imagen en 2D, que es precisamente la funcio´n de una
ca´mara.
En esta seccio´n se explica el modelo pin-hole, que es el ma´s sencillo y apropiado en visio´n
artificial, aunque no es el u´nico existente. Para formar el modelo pin-hole, se considera un centro
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de proyeccio´n en el espacio, y un plano situado a una distancia f , llamada distancia focal, del
centro de proyeccio´n. A este plano se le denomina plano focal o plano de la imagen.
Como se observa en la Figura 2.10, la proyeccio´n generada por la ca´mara sera´ la interseccio´n
entre el plano de la imagen y la l´ınea que une el punto a proyectar con el centro de proyeccio´n.
Figura 2.10: Modelo pin-hole de una ca´mara.
Al centro de proyeccio´n se le llama centro o´ptico. A la l´ınea perpendicular al plano de la
imagen que pasa por el centro o´ptico se la conoce como eje principal, y al punto de interseccio´n
entre el eje principal y el plano de la imagen se le denomina punto principal.
El principio de funcionamiento del modelo es el siguiente: los rayos salientes del objeto
pasan a trave´s de la o´ptica de la ca´mara y forman una imagen en su interseccio´n con el plano
imagen, quedando dicha imagen invertida. Esto mismo sucede en nuestra retina y es el cerebro
el encargado de procesar la imagen y volverla a invertir.
Figura 2.11: Representacio´n de un objeto 3D en un plano mediante el modelo pin-hole.
En las siguientes l´ıneas se deducen las ecuaciones que modelan este sistema de proyeccio´n.
Se representan los puntos del mundo real y de la imagen mediante vectores homoge´neos y
se expresa el modelo de la ca´mara mediante una transformacio´n lineal entre sus coordenadas
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Donde el vector (x, y)T son las coordenadas del punto en el plano imagen, y (X,Y, Z) las
coordenadas del punto en el mundo real. La relacio´n de equivalencia ∼ indica que los puntos
(x, y, 1)T y (fX, fY, Z)T son iguales en el espacio proyectivo P 2, es decir, existe un escalar λ tal














Este sistema puede expresarse de forma ma´s compacta como x ∼ P ·X, siendo P la matriz
de proyeccio´n de la ca´mara.
Este modelo es va´lido para un sistema de ca´maras ideal pues no tiene en cuenta los factores
que influyen en una ca´mara real como pueden ser las imperfecciones en la fabricacio´n del sensor o
de la lente, lo que distorsiona las ima´genes. Estos defectos hacen que el eje principal no intersecte
con el plano de la imagen en el mismo centro y que los p´ıxeles no sean cuadrados perfectos. Por
lo tanto, se tiene que trabajar con el sistema de coordenadas de la ca´mara real, teniendo en
cuenta la posicio´n real del punto principal (uo, vo) y el escalado en las direcciones x e y (αu, αv).
La siguiente expresio´n representa la transformacio´n de las coordenadas del plano a un sistema













Siendo K la matriz de para´metros intr´ınsecos de la ca´mara, que transforma las coordenadas
en mil´ımetros de un punto en el plano imagen (xcam, ycam), en coordenadas pixe´licas (x, y).
Otro aspecto a tener en cuenta es que, por norma general, los puntos de una escena se
representan en el sistema de coordenadas 3D y no en el de la ca´mara. Por lo tanto, es necesario
hacer una transformacio´n que convierta las coordenadas del mundo en coordenadas de la ca´mara,














Donde R es la matriz de rotacio´n y t es el vector de traslacio´n. Con toda esta informacio´n,
combinando para´metros intr´ınsecos y extr´ınsecos, se puede establecer la relacio´n entre los puntos
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Esta relacio´n se puede expresar de manera resumida con la siguiente ecuacio´n de proyeccio´n:
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x = PX (2.13)
Donde, como ya se ha dicho, P se conoce como matriz de proyeccio´n. El ca´lculo de la matriz
K se conoce como calibrado de la ca´mara y el ca´lculo de la posicio´n se conoce como tracking 3D
o estimacio´n de la pose.
Por otra parte, el objetivo de la calibracio´n es la obtencio´n de los para´metros intr´ınsecos de
la ca´mara (cuatro), ma´s los elementos del vector de distorsio´n (cinco). Para realizar dicha cali-
bracio´n, se usa una estructura conocida, que tenga una serie de puntos fa´cilmente identificables
(es preciso conocer las dimensiones y forma de la estructura y la distribucio´n de los puntos). A
continuacio´n, se toman varias ima´genes de la estructura desde distintos a´ngulos, y se calculan
los para´metros intr´ınsecos de la ca´mara y la matriz de para´metros extr´ınsecos (orientacio´n y
traslacio´n relativa de la estructura respecto de la ca´mara) de todas las ima´genes.
Como patro´n de calibracio´n se puede hacer uso de un tablero de ajedrez, cuyos puntos de
intere´s son las esquinas (MxN).
Figura 2.12: Calibracio´n de una ca´mara haciendo uso de un patro´n tipo tablero de ajedrez.
En la pra´ctica, primeramente se extraen cuatro puntos de referencia del tablero, como por
ejemplo los puntos mostrados en la Figura 2.13 pues, en este caso, al encontrarse en el centro
del patro´n, poseen mayor confiabilidad de deteccio´n.
Figura 2.13: Deteccio´n de cuatro puntos de referencia en el tablero para la calibracio´n de la
ca´mara
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Estos cuatro puntos se utilizan para estimar los para´metros intr´ınsecos y extr´ınsecos de la
ca´mara por medio del me´todo de calibracio´n a partir de la superficie plana propuesto por Zhang.
La matriz de para´metros intr´ınsecos es calculada usando varias ima´genes con diferentes
posiciones del tablero y sin alterar la posicio´n de la ca´mara. Esta matriz se mantiene constante
mientras no se modifique el enfoque de la ca´mara. Una vez que la matriz de calibracio´n intr´ınseca
es calculada, la matriz de rotacio´n R y el vector de traslacio´n t se estiman para cada imagen.
En su investigacio´n, Zhang recomienda que tanto el vector de traslacio´n como las matrices
de rotacio´n y de calibracio´n intr´ınseca se refinen utilizando regresio´n no lineal.
El proceso de calibracio´n es, por tanto, previo a la realizacio´n de cualquier me´todo de
odometr´ıa visual, y en lo que respecta a este proyecto, al hacer uso de las secuencias de v´ıdeo del
dataset de KITTI, no se tuvo que realizar la calibracio´n de las ca´maras, aunque s´ı fue necesario
indicar al algoritmo de LIBVISO el conjunto de para´metros intr´ınsecos y extr´ınsecos del sistema
de ca´maras utilizado.
2.2.6. Estimacio´n del movimiento
Como se ha comentado en el estado del arte de la odometr´ıa visual, los algoritmos SFM
(Structure From Motion) son capaces de calcular la estructura 3D de una escena a partir de
varias proyecciones de la misma, es decir, a partir de una secuencia de v´ıdeo. Estos me´todos se
basan en el efecto parallax para calcular el movimiento de la ca´mara a lo largo de la secuencia.
El efecto parallax es el movimiento aparente de un objeto respecto al fondo cuando cambia el
punto de vista del observador.
Figura 2.14: Representacio´n efecto parallax.
Estos algoritmos se basan en el conocimiento de la geometr´ıa epipolar [41]: dos ca´maras
proporcionan dos proyecciones distintas de una misma escena, que esta´n relacionadas entre s´ı
mediante esta geometr´ıa, tal y como se muestra en la Figura 2.14. En ella se puede observar un
esquema de un sistema de dos ca´maras, donde se captura un punto X que se proyecta en los
puntos x y x′.
La geometr´ıa epipolar queda totalmente definida por la matriz fundamental F . Esta matriz
relaciona dos proyecciones de un mismo punto mediante la restriccio´n epipolar:
x′TFx = 0 (2.14)
Siendo F la matriz fundamental, x las coordenadas de un punto caracter´ıstico en un frame
y x′ las coordenadas del mismo punto en el siguiente frame. La matriz fundamental se puede
calcular a partir del matching entre puntos correspondientes a las dos vistas. Esta matriz es de
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ocho grados de libertad, lo que significa que se necesita un mı´nimo de ocho correspondencias
para que el sistema quede determinado.
Af =
x1x1 x1y1 x1 y1x1 y1y1 y1 x1 y1 1... ... ... ... ... ... ... ... ...
x8x8 x8y8 x8 y8x8 y8y8 y8 x8 y8 1
 f = 0. (2.15)
Al trabajar con mediciones tomadas en ima´genes reales, al igual que sucede al estimar la
trayectoria de un robot, el error acumulado al medir la posicio´n de los puntos hace que el
sistema sea incompatible, por lo que se tiene que resolver con me´todos de minimizacio´n. Adema´s,
es necesario utilizar el me´todo RANSAC para eliminar outliers y un me´todo de optimizacio´n
para evitar problemas derivados de la existencia de ruido en las poses y as´ı obtener una matriz
fundamental va´lida para la estimacio´n de la geometr´ıa.
Tras calcular la matriz fundamental se puede proceder a una reconstruccio´n 3D proyectiva
de la escena. Esta reconstruccio´n es ambigua y sigue siendo va´lida despue´s de aplicarle cualquier
transformacio´n en la proyeccio´n. Conociendo los para´metros intr´ınsecos de la ca´mara, se puede
calcular la matriz esencial, E, a partir de la matriz fundamental, F :
E = K ′TFK (2.16)
La matriz esencial permite calcular una reconstruccio´n me´trica de la escena, que es precisa-
mente lo que se hace a partir de la informacio´n obtenida con el me´todo de odometr´ıa visual.
Finalmente, conociendo la reconstruccio´n 3D y sus correspondientes proyecciones 2D se procede
a la resolucio´n de la pose de la ca´mara para cada frame.
2.3. Algoritmo LIBVISO
En esta seccio´n se explica el me´todo que se ha elegido para realizar la odometr´ıa visual en
este proyecto.
Como se explica en [3], LIBVISO es un algoritmo introducido por Andreas Geiger para la
estimacio´n del movimiento de un mo´vil o de sus seis grados de libertad, es decir, para determinar
cua´l ha sido la rotacio´n y traslacio´n realizada en los ejes x, y y z, y para ello se hace uso de un
sistema de ca´maras este´reo totalmente calibrado. Por lo tanto, se necesitan como argumentos
de entrada al algoritmo los para´metros intr´ınsecos y extr´ınsecos de las ca´maras, que pueden ser
diferentes en funcio´n de la secuencia de v´ıdeo a procesar.
Este me´todo esta´ basado en la geometr´ıa trifocal entre ima´genes. Inicialmente, se extraen
y emparejan los puntos caracter´ısticos de dos pares de ima´genes consecutivas. En base a esas
correspondencias, el movimiento del robot es estimado usando un tensor trifocal que relaciona
los puntos de intere´s entre tres frames pertenecientes a la misma escena esta´tica.
En LIBVISO se utiliza un sistema de ca´maras este´reo para conseguir una mayor robustez
en el algoritmo y evitar ambigu¨edades en la escala. Este me´todo emplea, adema´s, un filtro de
linealizacio´n, el denominado filtro ISPKF (Iterated Sigma Point Kalman Filter). Por otro lado,
los outliers son detectados a trave´s del me´todo RANSAC, que garantiza que los valores at´ıpicos
derivados de emparejamientos erro´neos, sean rechazados antes de estimar el recorrido del mo´vil.
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2.3.1. Modelo de la ca´mara
Sea K, de dimensiones 3x3, la matriz de para´metros intr´ınsecos de la ca´mara, la relacio´n
entre las coordenadas de la ca´mara respecto al sistema de referencia (mundo), y las coordenadas
en el plano imagen vienen dadas por la Ecuacio´n 2.17:
x˜ = (u,v,w)T = K ·Xc (2.17)
En general, las coordenadas de la ca´mara y las coordenadas del mundo no esta´n alineadas,
pero se relacionan a trave´s de un vector de traslacio´n, t, y una matriz de rotacio´n, R, que se
corresponden precisamente con los para´metros extr´ınsecos de la ca´mara.
Dadas las coordenadas de un punto en el mundo, Xw, las coordenadas de ese punto referen-
ciadas a la ca´mara, Xc, vienen dadas por la siguiente expresio´n:
Xc = R ·Xw + t (2.18)
Combinando las ecuaciones 2.17 y 2.18, las coordenadas de un punto 3D en el plano imagen
son:
x˜ = P · X˜w (2.19)
Donde P es una matriz de dimensiones 3x4, llamada matriz de proyeccio´n y es igual a:
P = K · [R|t] (2.20)
2.3.2. Relacio´n entre tres ima´genes
El tensor trifocal, τ , de dimensiones 3x3x3, expresa la relacio´n entre tres ima´genes de una
misma escena esta´tica y contiene la geometr´ıa proyectiva entre los diferentes puntos de vista.
Adema´s, es independiente de la estructura de la escena.
Conociendo las matrices de proyeccio´n de tres ca´maras, PA, PB y PC , los elementos del tensor
trifocal siguen la siguiente expresio´n:
Ti




Donde ai representa la matriz PA sin la fila i, y b
q y cr representan la fila q de PB y la fila
r de PC respectivamente.
A continuacio´n, se hace uso de la propiedad del tensor trifocal, τ , para mapear o emparejar
dos puntos caracter´ısticos, xA y xB, correspondientes a las ima´genes A y B respectivamente, en
la imagen C.
En la Figura 2.15 se muestra este procedimiento de forma gra´fica:
Se proyecta una l´ınea aleatoria lB en el mundo real 3D a trave´s del punto xB. Entonces,
dadas la l´ınea lB y el tensor trifocal, τ , el punto xC de la imagen C, que se corresponde con el
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Figura 2.15: Representacio´n de la relacio´n entre puntos en tres ima´genes.




k · lB,j · Tijk (2.22)
En las siguientes secciones, se explica la aplicacio´n de la relacio´n entre tres ima´genes en la
estimacio´n del movimiento.
2.3.3. Odometr´ıa visual en LIBVISO
La estimacio´n del movimiento relativo de la ca´mara se realiza, como ya se ha comentado
en ma´s de una ocasio´n, utilizando dos pares de ima´genes este´reo consecutivas. En este proceso,
tambie´n se hace uso del filtro ISPKF, que va integrando los para´metros del movimiento.
La Figura 2.16 muestra la configuracio´n de un sistema este´reo en dos instantes de tiempo
consecutivos. Se representan los planos imagen, las coordenadas de las ca´maras y la orientacio´n y
traslacio´n de e´stas respecto a la ca´mara inferior derecha. La pose de la ca´mara inferior izquierda
es dada por los para´metros extr´ınsecos de calibracio´n (Rc, tc), calculados respecto a la ca´mara
inferior derecha, a partir de la estimacio´n del movimiento, mientras que los para´metros (Rr, tr) y
(Rl, tl) se corresponden con las poses de las ca´maras derecha e izquierda, un instante de tiempo
posterior (en la parte superior de la imagen), y son calculados a partir de la combinacio´n de los
para´metros extr´ınsecos de la ca´mara y la estimacio´n del movimiento.
2.3.3.1. Parametrizacio´n del movimiento
Parametrizar el movimiento consiste en determinar la posicio´n espacial de la ca´mara respecto
a las coordenadas de referencia del mundo. Para ello, como se ha explicado anteriormente, se
utiliza el vector de traslacio´n, t, y la matriz de rotacio´n, R. Esta matriz esta´ formada por los
a´ngulos de Euler, una concatenacio´n de rotaciones respecto a los ejes x, y y z.
La estimacio´n del movimiento, representado por t y R, se puede calcular en cada instante de
tiempo si se conoce el vector (Vx, Vy, Vz, wx, wy, wz) y el incremento de tiempo entre dos pares
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Figura 2.16: Representacio´n de la configuracio´n del sistema de ca´maras este´reo en dos instantes
de tiempo consecutivos, incluyendo las relaciones geome´tricas entre las ima´genes.
de ima´genes consecutivas.
En el vector anterior, Vi y wi representan las velocidades lineales y angulares respectivamente.
Entonces, la rotacio´n y traslacio´n del mo´vil vienen dadas por las siguientes ecuaciones:
t = (Vx ·∆T, Vy ·∆T, Vz ·∆T )T (2.23)
R = (wz ·∆T,wx ·∆T,wy ·∆T ) (2.24)
2.3.3.2. Restricciones trifocales
Tal y como muestra la Figura 2.16, las matrices de proyeccio´n de las cuatro ca´maras pueden
ser estimadas si se conocen los para´metros intr´ınsecos y extr´ınsecos de las ca´maras.
Si la ca´mara que se utiliza como referencia, en este caso, la ca´mara inferior derecha, tiene sus
coordenadas alineadas con las coordenadas de referencia del mundo, las matrices de proyeccio´n
del resto de ca´maras se calculan de la siguiente forma:
PL,k = KL · [Rc|tc] (2.25)
PR,k+1 = KR · [RR|tR] (2.26)
PL,k+1 = KL · [RL|tL] (2.27)
Donde k indica el instante de tiempo en que la imagen fue tomada.
Usando esta informacio´n, a partir de las matrices de proyeccio´n, se pueden calcular los dos
tensores trifocales, τ . El primero relaciona el par de ima´genes previo respecto a la imagen actual
derecha, y el segundo respecto a la imagen actual izquierda:
τR = τ(KR,KL, Rc, tc, RR, tR,∆T ) (2.28)
τL = τ(KR,KL, Rc, tc, RL, tL,∆T ) (2.29)
50 Me´todo de odometr´ıa visual
El ca´lculo de estos dos tensores trifocales depende de la estimacio´n del movimiento del sistema
de ca´maras este´reo y de los para´metros de calibracio´n.
En cuanto a las diferentes posibilidades a la hora de llevar a cabo la deteccio´n y descripcio´n
de las ima´genes, este me´todo permite hacer uso del descriptor de Harris o realizar una descrip-
cio´n local mediante SIFT o SURF, descriptores muy distintivos que realizan emparejamientos
robustos.
2.3.3.3. Bucketing
El siguiente paso es la deteccio´n y emparejamiento de puntos de intere´s en el par de ima´genes
este´reo. Una vez detectados estos puntos, se realiza un proceso de bucketing : se divide la imagen
en varios recta´ngulos que no se superponen (ve´ase la Figura 2.17) y que contienen un nu´mero
ma´ximo de puntos de intere´s. Este proceso ofrece varias ventajas. Por una parte, al dividir la
imagen en subregiones, el nu´mero de puntos caracter´ısticos en cada ventana es menor que en
la imagen completa, lo que reduce la complejidad computacional del algoritmo, algo esencial
en aplicaciones en tiempo real. Por otra parte, esta te´cnica garantiza que los puntos de intere´s
queden distribuidos uniformemente a lo largo del eje z, lo que permite estimar de forma correcta
las velocidades lineales y angulares. Adema´s, esto implica que en escenas dina´micas, donde la
mayor´ıa de los keypoints dependen de objetos que se mueven, este me´todo garantiza que todos
los puntos no caigan sobre estos objetos, sino tambie´n sobre el fondo esta´tico.
Figura 2.17: Resultado del proceso de bucketing.
La Figura 2.17 muestra el resultado del proceso de bucketing : el recta´ngulo verde define
la regio´n de intere´s y los recta´ngulos amarillos representan las subregiones en que se divide la
imagen. Todas las cruces representan los emparejamientos encontrados en un par de ima´genes
este´reo: las cruces rojas son los puntos de intere´s seleccionados y las azules son puntos at´ıpicos
u outliers.
2.3.3.4. Me´todo RANSAC
Este me´todo ya ha sido explicado al tratar de forma general de las fases de las que consta
la odometr´ıa visual, ya que, aunque existen varios me´todos para rechazar puntos erro´neos, este
es el ma´s extendido en la actualidad. Para llevarlo a cabo, se elige al azar unos subconjuntos
de correspondencias y, en base a e´stos, se estima el movimiento del mo´vil. Una vez que el filtro
de Kalman converja, se calculan todos los inliers utilizando el error de reproyeccio´n euclidiana.
Un punto caracter´ıstico se considera inlier si su error de reproyeccio´n euclidiana es inferior a un
cierto umbral.
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La te´cnica de bucketing propuesta en este algoritmo, combinada con el me´todo RANSAC,
proporciona una estimacio´n robusta del movimiento, incluso en presencia de objetos en movimien-
to.
2.3.3.5. Filtro de KALMAN
El filtro de Kalman consta de una fase de prediccio´n y otra fase de actualizacio´n. Se utiliza
para estimar el estado actual de un sistema dina´mico, que se supone que contiene ruido blanco de
media cero. En la estimacio´n del estado instanta´neo, las mediciones a utilizar esta´n perturbadas
por este ruido.
En este proyecto, las relaciones entre el estado instanta´neo (o movimiento relativo del mo´vil),
y = (Vx, Vy, Vz, wx, wy, wz)
T , y las mediciones (o posiciones de los puntos caracter´ısticos en las
ima´genes actuales) son no lineales y vienen dadas por las siguientes ecuaciones respectivamente:
xR,k+1 = hR(τR, xR,k, xL,k) (2.30)
xL,k+1 = hL(τL, xR,k, xL,k) (2.31)
Por otro lado, las ecuaciones en el espacio de tiempo discreto del filtro de Kalman son:
yk+1 = f(yk) + wk (2.32)
zk+1 = h(yk+1) + vk+1 (2.33)
Donde yk es el estado del sistema en el instante de tiempo k, f(.) es el sistema de ecuaciones
no lineales y h(.) es la ecuacio´n de las mediciones realizadas, tambie´n no lineales.
Si se utiliza el filtro de Kalman en problemas no lineales, la linealizacio´n se suele realizar
mediante una aproximacio´n de Taylor de primer orden, lo que se conoce como filtro de Kalman
extendido (EKF). Para reducir el error producido por la aproximacio´n de Taylor, a menudo se
itera la etapa de actualizacio´n (IEKF).
En LIBVISO se utiliza el denominado Filtro ISPKF (Iterated Sigma Point Kalman Filter),
pues reduce el error de linealizacio´n y adema´s proporciona otras ventajas respecto a otros filtros,
ya que converge, aproximadamente, 60 veces ma´s ra´pido que el filtro IEKF, sin necesidad de
calcular derivadas. Adema´s, converge en so´lo tres iteraciones, mientras que el filtro IEKF necesita
unas doscientas iteraciones para llegar a la misma solucio´n.
2.3.4. Resultados parciales
Para la evaluacio´n de los resultados de este algoritmo se puede hacer uso de datasets simula-
dos o de conjuntos de datos reales. En este apartado se indican los resultados de un experimento
real, haciendo uso de una secuencia de ima´genes capturadas por un sistema este´reo de ca´maras
que el veh´ıculo llevaba a bordo. Las ima´genes fueron tomadas en un entorno urbano con elevado
tra´fico. El sistema de ca´maras fue montado en la parte superior del coche, con una l´ınea base
de 0,7 metros.
En la Figura 2.18 se pueden observar los resultados de dos secuencias de ima´genes corre-
spondientes a trayectos de diferente longitud y velocidad. La secuencia representada en 2.18(a)
supuso un reto importante debido a la vuelta de 360 grados realizada durante la maniobra
de aparcamiento. Se representan los resultados del algoritmo de LIBVISO (azul) comparados
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Figura 2.18: Resultado de algoritmo LIBVISO sobre entornos urbanos.
con la trayectoria proporcionada por las medidas de GPS (rojo). Se observa cierta deriva en la
representacio´n de la odometr´ıa visual.
Los resultados experimentales corroboran que el algoritmo propuesto obtiene una buena
estimacio´n del movimiento del veh´ıculo en entornos urbanos, aunque siempre se acumula cierto
error. Todos los resultados esta´n comparados con el Ground Truth, o precisos mapas obtenidos
mediante el GPS.
Como conclusio´n, la principal novedad del enfoque propuesto en este me´todo es el uso del
tensor trifocal entre tr´ıos de ima´genes en combinacio´n con el me´todo de rechazo de outliers
RANSAC, que permite realizar una estimacio´n del movimiento basada en el procesamiento de
ima´genes, sin que sea necesaria una reconstruccio´n 3D de la escena.
Por otro lado, la te´cnica de bucketing proporciona una buena distribucio´n de los puntos de
intere´s sobre la imagen, y ma´s concretamente a lo largo del eje z, garantizando que la mayor´ıa
de e´stos se situ´en sobre el fondo esta´tico de la ventana y no sobre los objetos en movimiento.
Esto permite tambie´n una estimacio´n precisa de las velocidades angular y lineal.
2.4. Implementacio´n de la odometr´ıa visual
En este cap´ıtulo se procede a estudiar co´mo los bloques de un algoritmo de odometr´ıa visual,
estudiados en el cap´ıtulo anterior, se implementan en las librer´ıas de LIBVISO desarrolladas
por Andreas Geiger, Julius Ziegler y Christoph Stiller. Estas librer´ıas esta´n escritas en C++,
con alguna seccio´n de co´digo escrita con instrucciones vectoriales SSE3, con el fin de reducir el
tiempo de co´mputo en aquellas secciones de co´digo cr´ıticas, como en funciones para la deteccio´n
de puntos caracter´ısticos, para la correspondencia de los mismos o para el ca´lculo de la derivada
de la imagen.
Este algoritmo permite realizar una odometr´ıa visual, tanto monocular como este´reo. En
este proyecto se ha utilizado el dataset de KITTI para testear los resultados, por lo que las
secuencias de ima´genes a procesar han sido capturadas por un sistema de ca´maras este´reo, que
es el tipo de odometr´ıa que se lleva a cabo. De forma esquema´tica, la estructura de los ficheros
de la odometr´ıa visual este´reo es la que se muestra en la Figura 2.19.
Se explica, a continuacio´n, la funcionalidad de cada uno de los ficheros:
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Figura 2.19: Cuerpo principal del algoritmo LIBVISO.
Los ficheros de filter se encargan de procesar las ima´genes del dataset, realizando filtrados
mediante convoluciones y haciendo uso de filtros kernel. En estos ficheros, se implementa
tambie´n la deteccio´n de esquinas y blobs y la derivada de la imagen, necesarias para la
posterior descripcio´n de los puntos de intere´s.
Los ficheros de triangle realizan la triangulacio´n de los puntos en 3D. Para ello, es necesario
conocer la matriz de para´metros extr´ınsecos del sistema de ca´maras.
Los ficheros de matrix implementa numerosas funcionalidades para el trabajo con matrices,
como el producto de las mismas, la descomposicio´n en valores singulares o la extraccio´n
de valores.
En el bloque matcher se realizan los procesos de deteccio´n, descripcio´n y emparejamiento
de puntos de intere´s.
Al fichero principal main, se le pasa como argumento de entrada los para´metros de cali-
bracio´n de las ca´maras: distancia focal, centro o´ptico y l´ınea base. En e´l se procede a la
lectura de cada par de ima´genes tomadas con el sistema este´reo de ca´maras. El algorit-
mo de odometr´ıa visual se realiza mediante la clase VisualodometryStereo. Es necesario
configurar una serie de para´metros de cualquier objeto de esta clase:
• Para´metros de calibracio´n intr´ınsecos: l´ınea base, centro o´ptico y distancia focal.
• Para´metros para realizar el proceso de bucketing : nu´mero de puntos caracter´ısticos
por ventana y ancho y alto de la misma.
• Para´metros para realizar el proceso de matching : umbrales para la deteccio´n, taman˜o
del grid, posible activacio´n de refinamientos y posible reduccio´n de la resolucio´n de
la imagen para un menor tiempo de co´mputo.
• Para´metros generales: nu´mero de iteraciones para el algoritmo de RANSAC, altura
de las ca´maras y pitch.
Centra´ndose en el algoritmo de odometr´ıa visual, cuando se ejecuta el fichero principal, se
comienza la lectura de las ima´genes de las ca´maras derecha e izquierda, que se van cargando
sucesivamente para realizar el procesamiento de las mismas por parejas. Este procesamiento se
realiza con el me´todo process, que devuelve a trave´s del me´todo getMotion la matriz esencial
de rotacio´n y traslacio´n, denominada pose, que refleja la variacio´n en la posicio´n y orientacio´n
entre dos poses consecutivas del robot. El me´todo process es, por tanto, el encargado de llevar
a cabo todo el proceso de odometr´ıa visual, realizando todas las fases necesarias para ello.
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En primer lugar, se realiza la deteccio´n y descripcio´n de los puntos caracter´ısticos mediante
los me´todos computeFeatures y computeDescriptors, ambos pertenecientes al me´todo pushBack.
En la integracio´n del me´todo para la deteccio´n de cierre de lazo en el algoritmo de LIBVISO,
se realizan por duplicado las fases de deteccio´n y descripcio´n: una para obtener la odometr´ıa y la
otra para la deteccio´n del bucle, como se va a explicar ma´s adelante. El me´todo computeFeatures
calcula, adema´s, las derivadas horizontal y vertical de las ima´genes, necesarias para la descripcio´n
de las mismas, realizada mediante el me´todo computeDescriptors.
En segundo lugar, se realiza el emparejamiento de puntos caracter´ısticos mediante el me´todo
matchFeatures. El resultado de este proceso es proporcionado por getMatches, que devuelve el
conjunto de correspondencias. Para finalizar la odometr´ıa, el me´todo updateMotion estima el
movimiento relativo entre las poses.
A continuacio´n, se explica en detalle cada uno de los bloques que integran la odometr´ıa visual
propuesta por Geiger.
2.4.1. Deteccio´n de puntos caracter´ısticos
La deteccio´n de los puntos caracter´ısticos de la imagen se realiza mediante el me´todo com-
puteFeatures y, para ello, se calcula la derivada de la imagen. En este caso, los puntos detectados
son esquinas y blobs.
Para realizar este proceso, se procede a un filtrado de la imagen mediante un kernel, que
genera una salida ma´xima (o mı´nima) en aquella regio´n de la imagen donde se encuentre el
punto caracter´ıstico. Aunque el proceso para detectar esquinas y blobs sea el mismo, se utilizan
dos funciones diferentes.
En el caso de la deteccio´n de esquinas, la funcio´n utilizada es filter::checkerboard5x5(),
que implementa el filtrado de la imagen con el kernel indicado en 2.34, que calcula la
derivada en las direcciones vertical y horizontal.
Kc =

−1 −1 0 +1 +1
−1 −1 0 +1 +1
0 0 0 0 0
+1 +1 0 −1 −1
+1 +1 0 −1 −1
 (2.34)
Mediante este kernel, se multiplica por +1 el cuadrante superior derecho y por -1 el cuad-
rante superior izquierdo, dando como resultado un valor ma´ximo cuando se de´ una gran
diferencia entre estas regiones, lo que significa que se trata de una zona con puntos de in-
tere´s. Los valores del filtro suman 0, resultado que se obtiene en las zonas ma´s homoge´neas.
Por otra parte, la funcio´n utilizada para la deteccio´n de blobs es filter::blob5x5(), cuya
diferencia con la funcio´n anterior radica en el uso de un kernel diferente (Ecuacio´n 2.35):
Kc =

−1 −1 −1 −1 −1
−1 −1 +1 +1 −1
−1 +1 +8 +1 −1
−1 −1 +1 +1 −1
−1 −1 −1 −1 −1
 (2.35)
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El funcionamiento del kernel es el mismo que el explicado anteriormente, con la salvedad
de que en este caso se busca la deteccio´n de zonas en las que el centro de la ventana sea
diferente a la zona exterior, en cuyo caso se obtiene un resultado ma´ximo (o mı´nimo).
Despue´s de realizar el filtrado de la imagen, se procede a un proceso de supresio´n de
no-ma´ximos y no-mı´nimos, tras el que se obtienen los puntos caracter´ısticos de la imagen.
2.4.2. Descripcio´n de puntos caracter´ısticos
Para la realizacio´n de este proceso se calculan las derivadas horizontal y vertical alrededor del
punto de intere´s detectado anteriormente. Para ello se hace uso de la funcio´n filter::sobel5x5().
De forma similar a las funciones descritas en la deteccio´n, el operador Sobel realiza un filtrado
mediante un kernel que genera respuesta cuando se trate de una zona con una variacio´n signi-
ficativa en la intensidad de los p´ıxeles. La derivadas horizontal y vertical se calculan mediante
los filtros kernel 2.36 y 2.37, respectivamente.
Ku =

1 2 0 −2 −1
4 8 0 −8 −4
6 12 0 −12 −6
4 8 0 −8 −4




−1 −4 −6 −4 −1
−2 −8 −12 −8 −2
0 0 0 0 0
2 8 12 8 2
1 4 6 4 1
 (2.37)
Nuevamente, estos filtros cumplen la propiedad de salida nula en regiones homoge´neas, pues
sus valores suman 0. La salida del filtrado mediante Ku es ma´xima en las zonas donde existe
una gran diferencia entre los p´ıxeles en la direccio´n horizontal. En el caso del filtrado mediante
Kv sucede lo mismo si la diferencia se da en la direccio´n vertical.
Como la deteccio´n y descripcio´n de las ima´genes se realiza en base al ca´lculo de la derivada, es
necesario que e´stas tengan suficiente textura, para que se pueda obtener suficiente informacio´n.
Posteriormente a la etapa de filtrado, se realiza una adaptacio´n del resultado para obtener
un valor con 8 bits por p´ıxel, para despue´s proceder a la descripcio´n de los puntos caracter´ısticos
mediante el me´todo: Matcher::computeDescriptors(). Esta funcio´n asigna a cada punto de
intere´s, 16 puntos de la derivada horizontal y otros 16 de la derivada vertical, por lo que el
descriptor sera´ de taman˜o 32.
2.4.3. Emparejamiento de puntos caracter´ısticos
En esta fase se hace uso de tres funciones diferentes:
En primer lugar, se comparan los descriptores para poder realizar un emparejamiento de
los mismos, mediante la funcio´n Matcher::findMatch(). Esta comparacio´n se realiza
mediante la suma de diferencias absolutas: se compara cada p´ıxel con sus vecinos y se
computa un coste asociado a la suma de diferencias absolutas entre los descriptores. Aquel
vecino que presente coste mı´nimo con el p´ıxel bajo estudio es su candidato correspondiente.
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Para asegurar que el emparejamiento es satisfactorio, se realiza una fase de consistencia,
que consiste en comprobar que el candidato detectado tambie´n tiene un coste mı´nimo con
el p´ıxel estudiado en primer lugar.
Si la fase de consistencia tambie´n da un resultado positivo, se realiza un proceso de refi-
namiento de las correspondencias, mediante el me´todo Matcher::removeOutliers(), que
realiza una primera deteccio´n de puntos erro´neos.
Para finalizar el proceso de matching, se realiza un u´ltimo filtrado mediante un proceso de
mı´nimos cuadrados a trave´s del me´todo Matcher::refinement().
2.4.4. Extraccio´n del movimiento
Se trata de la u´ltima fase de la odometr´ıa visual de LIBVISO, y consiste en el ca´lculo de la
variacio´n relativa entre ima´genes, es decir, la rotacio´n y traslacio´n entre ellas.
En primer lugar, se inicializan las variables mediante el me´todo updateMotion. La extraccio´n
del movimiento se realiza mediante estimateMotion. Este me´todo realiza una normalizacio´n del
conjunto de correspondencias determinado en la fase anterior. A continuacio´n, se inicia una
estimacio´n de la matriz fundamental, F , mediante el me´todo RANSAC. Por u´ltimo, se calcula
la matriz esencial, E, a partir de la fundamental, y se llama al me´todo EtoRt, que extrae la
rotacio´n y traslacio´n de dicha matriz, consiguiendo as´ı el objetivo del algoritmo de odometr´ıa
visual.
Cap´ıtulo 3
Me´todo de deteccio´n de cierre de
lazo
3.1. Motivacio´n
Los sistemas de navegacio´n basados en visio´n artificial usados por robots o veh´ıculos in-
teligentes necesitan algoritmos eficaces para realizar un reconocimiento ra´pido y robusto del
entorno. Como ya se ha comentado en algunas ocasiones anteriormente, la estimacio´n de la
trayectoria del mo´vil se realiza, en este proyecto, mediante odometr´ıa visual, un me´todo que no
es totalmente fiable pues esta´ basado en fuentes de informacio´n que no son precisas (sistema de
ca´maras a bordo del veh´ıculo). Por ello, es necesario explotar los recursos con los que se cuenta,
para poder realizar una correccio´n del resultado que da inicialmente la odometr´ıa, que va acu-
mulando un error debido a la integracio´n continua de ruido que realiza. Como consecuencia, se
necesita informacio´n adicional o complementaria que permita corregir esa deriva acumulativa.
En este caso, esta correccio´n se realiza en base a una restriccio´n en la posicio´n del robot dada
por la deteccio´n de cierre de lazo.
Esta deteccio´n es clave para conseguir una mayor robustez en los algoritmos de odometr´ıa
y ma´s concretamente en SLAM (Mapeado y Localizacio´n Simulta´neos) y consiste en detectar
cua´ndo el robot vuelve a recorrer una zona que ya hab´ıa visitado previamente. Esto permite
mejorar la estimacio´n de la pose actual del robot (Figura 3.1). Tambie´n es importante para
determinar la localizacio´n global del veh´ıculo y para “recuperarlo tras un secuestro” (situacio´n
en la que el robot es desplazado por algo que no es controlado por e´l). Por lo tanto, resolver
el problema de la deteccio´n de cierre de lazo no so´lo mejora los resultados del SLAM, sino que
tambie´n proporciona nuevas aplicaciones en los robots mo´viles.
Como conclusio´n a la motivacio´n de este cap´ıtulo, en nuestro objetivo principal de conseguir
un me´todo consistente, robusto y eficiente de localizacio´n del robot en tiempo real, es clave la
deteccio´n de cierre de lazo en el camino recorrido por e´l.
3.2. Concepto general
Como se acaba de comentar, se denomina cierre de lazo a la parte del recorrido que es
revisitada por un veh´ıculo, es decir, que es transitada, al menos, en dos ocasiones diferentes. El
mo´vil puede recorrer la zona repetidamente en la misma direccio´n o bien en direccio´n contraria,
diferenciando de este modo entre cierre de lazo unidireccional y bidireccional, respectivamente.
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Figura 3.1: Deteccio´n de cierre de lazo y consecuente actualizacio´n de la pose actual del robot.
En este proyecto se pretende realizar la deteccio´n de cierre de lazo a partir de la odometr´ıa
visual, es decir, teniendo como u´nica informacio´n las ima´genes capturadas por el sistema este´reo
y sin tener conocimiento previo del entorno en el que se encuentra el agente. Para ello, son claves
la fase de descripcio´n de la imagen, el ca´lculo de la distancia de Hamming entre el descriptor
actual y los descriptores de los frames anteriores y la estimacio´n de la matriz de similitudes o
distancias, en base a la cual se determina si se trata de una situacio´n de cierre de lazo o no.
Existen diversas propuestas para resolver los problemas asociados usando me´todos me´tricos,
topolo´gicos o h´ıbridos. Un ejemplo de estos u´ltimos se describe en [42]. Esta solucio´n pretende
construir un mapa topolo´gico compuesto de diversos mapas me´tricos ma´s sencillos. Despue´s de
esto, a medida que el veh´ıculo explora nuevos lugares, el algoritmo decide si construir un nuevo
submapa o crear una nueva relacio´n con alguno de los mapas existentes. Los enlaces contienen las
relaciones entre sistemas de coordenadas, as´ı como las transformaciones de las incertidumbres.
En [43] se propone un SLAM 3D usando matrices de similitud SIFT, basadas en apariencia
visual, que es en lo que se basa nuestro me´todo de deteccio´n de cierre de lazo, ABLE [6], con la
salvedad de que en la implementacio´n que se ha realizado en este trabajo se realiza la descripcio´n
de la imagen mediante el nuevo descriptor binario AKAZE. Esto permite el reconocimiento de
lugares previsitados que puedan ser altamente repetitivos.
El art´ıculo presentado en [44] propone un me´todo que es capaz de cerrar lazos muy grandes
con un gran nu´mero de marcas en un entorno simulado. En e´l se usa un me´todo jera´rquico para
representar las diferentes magnitudes probabil´ısticas asociadas a diversas regiones del mapa.
Adema´s, se proporcionan medios para transmitir las actualizaciones y predicciones del modelo
de la parte superior a la inferior del a´rbol y viceversa.
Desde el desarrollo del me´todo FAB-MAP, las te´cnicas de deteccio´n de cierre de lazo basadas
en visio´n han aumentado notablemente gracias a los trabajos de investigacio´n que se han desar-
rollado en los u´ltimos an˜os sobre este tema. Sin embargo, FAB-MAP presenta algunos inconve-
nientes, como la necesidad de una fase previa de entrenamiento para construir lo que en visio´n
se conoce como bag-of-words del entorno, lo que hace que este me´todo no sea el ma´s adecuado
para aplicaciones en tiempo real. Adema´s de FAB-MAP, la deteccio´n de cierre de lazo se puede
realizar mediante otros me´todos, como WI-SURF, BRIEF-Gist, Filtros Bayesianos o mediante
descriptores y matrices de distancia, como lo que presenta la teor´ıa ABLE, que va a ser explicada
en profundidad en las siguientes secciones.
De forma resumida, lo que ABLE pretende es detectar un bucle en base a la informacio´n
almacenada en la matriz de similitud, la cual contiene el valor mı´nimo de las distancias de
Hamming entre el descriptor de cada frame y los descriptores de todos los frames previos a
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e´l. Estos valores son normalizados, de forma que var´ıan dentro del intervalo [0,1], con el fin de
determinar que se da una situacio´n de cierre de lazo cuando los elementos de la matriz sean
menores que un umbral fijado, cercano a 0, pues cuanto menor sea la distancia de Hamming
entre dos descriptores, mayor es la probabilidad de que este´n describiendo la misma imagen o
escena. Sin embargo, e´ste no es un proceso trivial, sobre todo en situaciones de localizacio´n a
largo plazo, y por ello, presenta uno de los mayores retos en el a´mbito de la robo´tica hoy en d´ıa.
La apariencia de un mismo lugar puede variar significativamente dependiendo de la estacio´n
del an˜o, de las condiciones meteorolo´gicas o de la hora del d´ıa en la que nos encontremos, lo
que hace que dependiendo del momento en que se graba la secuencia de v´ıdeo de un entorno,
los descriptores obtenidos de dos ima´genes que representan el mismo lugar, puedan ser compli-
cados de relacionar. Esto dificultar´ıa enormemente la tarea de concluir que una zona ya ha sido
atravesada.
En la Figura 3.2 se puede observar un ejemplo de lo explicado.
Figura 3.2: Variacio´n de la apariencia de un lugar en funcio´n del momento del an˜o. Imagen
extra´ıda del dataset Norland.
El dataset de Norland [45] incluye un v´ıdeo grabado a lo largo de 728 kilo´metros sobre unos
ra´ıles de tren en el norte de Noruega. En la Figura 3.2 se muestra el mismo lugar capturado
en una estacio´n del an˜o diferente. Como se observa, hay una inmensa variacio´n en la apariencia
del entorno, que aparece totalmente cubierto de nieve en invierno, poblado de vegetacio´n en
primavera y verano o con colores rojizos y marrones, t´ıpicos del oton˜o.
En la Figura 3.3, se muestran otras situaciones que dificultan el reconocimiento de lugares
aplicando visio´n artificial. De arriba a abajo, cada par de ima´genes representa: a) Solapamiento
perceptual entre lugares diferentes con apariencia similar. b) Luz solar a la misma hora del d´ıa en
diferentes estaciones del an˜o. c) Baja informacio´n visual en determinados lugares como tu´neles.
En las siguientes secciones se explican las fases de las que consta el me´todo ABLE, que
se utiliza en nuestro propo´sito de detectar el cierre de lazo sobre los resultados obtenidos del
algoritmo LIBVISO.
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Figura 3.3: Tres ejemplos representativos de situaciones complejas para el reconocimiento visual,
del dataset Norland.
3.2.1. Descripcio´n de una imagen: tipos de descriptores
En la explicacio´n de las distintas fases que conforman la odometr´ıa visual se cito´ la descrip-
cio´n, proceso que tiene lugar tras haber realizado la deteccio´n de la imagen.
Un buen detector de puntos de intere´s es capaz de localizar dichos puntos repetidamente
y en distintas ima´genes, a pesar del cambio de punto de perspectiva, siendo fiable ante las
transformaciones que puedan tener lugar.
Una vez obtenidos los detectores de una imagen, se procede a su descripcio´n. Un descriptor
ideal proporciona de cada punto de intere´s, informacio´n relevante y distintiva de la regio´n que lo
rodea, de manera que la misma estructura pueda ser reconocida si es encontrada en otra imagen.
Dicho de otra forma, un descriptor es un conjunto ordenado de nu´meros, expresado generalmente
en forma de matriz o vector, que contiene informacio´n sobre la imagen que describe. Teo´ricamente
se puede considerar a una imagen digital como un descriptor, pero en la pra´ctica no se puede
usar como tal debido a su enorme taman˜o: una imagen de 1 Megap´ıxel (1 millo´n de p´ıxeles)
ocupa un taman˜o de 3 Megabytes (cada p´ıxel ocupa 3 bytes) y es por esta razo´n por la que se
han desarrollado diferentes descriptores que extraen la informacio´n relevante de la imagen, para
su posterior procesamiento.
3.2.1.1. Descriptores globales
Este tipo de descriptores proporciona informacio´n sobre el conjunto de la imagen. Debido a
la gran cantidad de p´ıxeles que este descriptor debe representar, la informacio´n que se obtiene
es muy gene´rica y suele hacer referencia a la textura o formas generales de la imagen.
GIST [46] es uno de los descriptores globales ma´s conocidos, desarrollado por A. Oliva y
A. Torralba. Con su creacio´n se busco´ un descriptor que fuera muy sencillo de obtener y que
proporcionase unos ratios de acierto similares a los de otros descriptores mucho ma´s complejos,
con un coste de co´mputo y almacenamiento mucho menor.
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3.2.1.2. Descriptores locales
Estos descriptores, a diferencia de los globales, no describen el conjunto de toda la imagen,
sino que seleccionan aquellas regiones que son ma´s caracter´ısticas o diferenciables. Como ya se
ha comentado, lo ma´s comu´n es seleccionar aquellas zonas de alto gradiente, como son los bordes
y esquinas presentes en la imagen.
En la Figura 3.4 se muestra la diferencia entre la descripcio´n global y local en una imagen.
En la Imagen 3.4b), la imagen se representa como un conjunto de descriptores locales, y como
consecuencia, se requiere un mayor tiempo de ejecucio´n y almacenamiento que haciendo uso de
descriptores globales, como en la Figura 3.4a).
(a) Descripcio´n global (b) Descripcio´n local
Figura 3.4: Comparativa entre descriptor global y local en una imagen.
Como ya se ha comentado al explicar la fase de deteccio´n, en cuanto a los descriptores locales
ma´s conocidos (que a su vez son detectores) se encuentra SIFT, que propone un algoritmo para
la extraccio´n de caracter´ısticas de una imagen an˜adiendo invarianza respecto a la rotacio´n, que
consigue asignando a cada uno de los puntos una orientacio´n basada en las propiedades locales
de la imagen y representando el descriptor respecto de esta orientacio´n.
Por otra parte, SURF, que tambie´n es tanto detector como descriptor de puntos de intere´s,
presenta como ventaja sobre otros me´todos, la mejora de la velocidad de ca´lculo y la robustez
ante transformaciones de las ima´genes, reduciendo de la dimensionalidad y complejidad en el
ca´lculo de los vectores de caracter´ısticas de los puntos de intere´s obtenidos.
FAST y BRIEF son algoritmos que mejoran notablemente la velocidad de co´mputo, sin
embargo carecen de un operador de orientacio´n e invarianza a la rotacio´n respectivamente.
3.2.1.3. Descriptores binarios
Cada elemento del descriptor binario es codificado en un bit (valor de 0 o´ 1), de ah´ı su
nombre. Los descriptores binarios pueden ser a su vez, locales o globales, pues esta clasificacio´n
se basa en la forma en la que se almacena la informacio´n.
La principal ventaja de este tipo de descriptores radica en la rapidez con la que un orde-
nador puede realizar operaciones binarias, al tiempo que se reduce significativamente el espacio
necesario para almacenarlos. Como contrapartida, la informacio´n contenida en ellos es menor.
Se han producido grandes avances respecto a los descriptores binarios desde el desarrollo
de BRIEF. Existen otros algoritmos como ORB y BRISK que extienden el enfoque presentado
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por BRIEF, an˜adiendo a sus me´todos la invarianza a la rotacio´n y a los cambios en la escala
respectivamente.
Uno de los me´todos ma´s recientes y atractivos para la descripcio´n binaria de la imagen es el
citado LDB, en el que se basa ABLE para realizar la deteccio´n del bucle. Este descriptor, adema´s
de basarse en el valor de la intensidad de las ima´genes, como hace BRIEF, calcula tambie´n el
gradiente, dividiendo la imagen en varias celdas con el fin de obtener una mayor precisio´n en
la descripcio´n y poder realizar la fase de matching de una forma ma´s ra´pida. Adema´s, como
mejora a este algoritmo, se ha presentado recientemente M-LDB, un descriptor que an˜ade a
LDB la invarianza a la escala y a la rotacio´n y D-LDB, que introduce la disparidad entre
ima´genes (haciendo uso de un sistema este´reo), lo que permite realizar un reconocimiento visual
de lugares mucho ma´s robusto.
Como contribucio´n, en este proyecto se ha realizado la deteccio´n del cierre de lazo en base
a la teor´ıa de ABLE, sobre la que se ha implementado la descripcio´n de ima´genes mediante
el novedoso descriptor binario AKAZE, desarrollado por Pablo F. Alcantarilla, y que va a ser
explicado ma´s adelante.
La ventaja de todos estos descriptores radica en que sus elementos son binarios, lo que permite
el ahorro de un gran espacio de memoria y tiempo de co´mputo. Por ejemplo, un descriptor binario
de 1024 elementos ocupa un espacio de memoria de 128 bytes, mientras que un GIST de 1024
elementos, ocupa 1024 bytes.
3.2.2. Similitud entre descriptores binarios: distancia de Hamming
La distancia o medida de similitud entre dos cadenas se refiere a la cantidad de diferencias
que hay entre ellas, y es utilizada para solucionar diversos problemas.
En este trabajo, se calcula la distancia entre los descriptores de una imagen; cuanto menor
sea la distancia, menor sera´ el nu´mero de bits en que difieran (ma´s “similares” sera´n). Por tanto,
si esta distancia es baja, la probabilidad de que este´n describiendo la misma imagen y nos
encontremos ante una situacio´n de cierre de lazo sera´ elevada.
Existen diferentes me´todos para calcular la similitud entre dos descriptores, como la distancia
de edicio´n o Levenshtein, la distancia con N-Gramas, la similitud de Smith-Waterman o la
distancia de Hamming, calculada en nuestro me´todo.
La idea de similitud entre descriptores es ma´s consistente debido a la definicio´n de la distancia
de Hamming: sean Xi y Xj dos secuencias binarias de la misma longitud i, j = 1, ...,K, la
distancia de Hamming entre ellas es el nu´mero de s´ımbolos en que difieren. Siendo W (Xi) el peso
de Hamming de una secuencia y Xi el nu´mero de unos, la distancia de Hamming di,j = d(Xi, Xj)
esta´ dada por:
di,j = W (Xi ⊕Xj) (3.1)
En la Figura 3.5 se muestra un ejemplo ba´sico del ca´lculo de distancias de Hamming uti-
lizando palabras de la misma longitud (4 letras).
3.2.3. Matriz de similitud
Como ya se ha comentado, se determinara´ que una zona forma parte de un cierre de lazo
cuando la distancia de Hamming calculada entre dos descriptores sea muy baja (pro´xima a 0).
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Figura 3.5: Ejemplo dida´ctico de distancias de Hamming entre palabras.
Por ello, cada vez que se procese una nueva imagen, se computa su descriptor y se calcula la dis-
tancia de Hamming con cada uno de los descriptores de las ima´genes anteriormente procesadas,
almacenando u´nicamente el valor mı´nimo de todas esas distancias en la denominada matriz de
similitud.
Esta matriz se emplea, por tanto, para mostrar el grado de similitud entre un conjunto de
patrones, en este caso, descriptores. Se construye una matriz, M , sime´trica, de taman˜o NxN,
siendo N el nu´mero total de descriptores, que en el me´todo ABLE coincide con el nu´mero de
ima´genes a procesar, pues se realiza una descripcio´n global (un so´lo descriptor por imagen).
Si un elemento de la matriz, M(i, j), toma un valor cercano a 0, la similitud entre los
descriptores i y j es muy elevada. En caso contrario, el valor de la distancia sera´ cercano a la
unidad. Esto es as´ı ya que en ABLE, los elementos de esta matriz son normalizados, es decir,
sus valores se dividen entre la ma´xima distancia calculada, de forma que toman un valor mı´nimo
de 0 y ma´ximo de 1.
A la hora de interpretar la matriz hay que tener en cuenta que la similitud entre descriptores
consecutivos es muy alta y sin embargo, no representan un cierre de lazo, sino que este resultado
es debido al solapamiento perceptual (dos ima´genes capturadas consecutivamente representan
pra´cticamente la misma escena y, por tanto, el descriptor de ambas es, con elevada probabilidad,
el mismo punto).
Debido al orden en que se almacenan los datos, esta matriz es sime´trica respecto a su diagonal
principal, cuyos elementos son iguales a 0 ya que representan la similitud de los descriptores
respecto a s´ı mismos.
En la Figura 3.6 se muestra gra´ficamente la forma de una matriz de similitud. Se observa
que los elementos de la diagonal principal valen 0, y que la matriz es sime´trica respecto a esta
diagonal. Adema´s, cuanto ma´s “similares” sean los personajes en apariencia, la distancia de
similitud entre ellos sera´ ma´s baja.
3.3. Algoritmo ABLE
En [6], Roberto Arroyo presenta un me´todo para la deteccio´n de cierre de lazo en ima´genes
este´reo, basada en el uso de descriptores binarios.
Este algoritmo emplea el descriptor LDB, que permite realizar una descripcio´n robusta de
la imagen, basada en la intensidad y gradiente de la misma. La propiedad de distintividad de
LDB es superior a la de otros descriptores como BRIEF, basado u´nicamente en la diferencia de
intensidad entre frames. Adema´s, en este me´todo tambie´n se propone el uso de la informacio´n de
disparidad entre ima´genes, a trave´s del descriptor binario D-LDB. La adicio´n de esta informacio´n
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Figura 3.6: Ejemplo dida´ctico de matriz de distancias o similitudes.
en el proceso de descripcio´n permite reducir algunos problemas t´ıpicos en el reconocimiento visual
de lugares como el perceptual aliasing.
3.3.1. Construccio´n de los descriptores binarios
Este tipo de descriptores ya han sido explicados anteriormente, pero en esta seccio´n se mues-
tra co´mo esta´n construidos, es decir, las ecuaciones matema´ticas que los modelan.
Centra´ndose en un patch o regio´n, p, de la imagen, localizada en el punto de intere´s x = (x, y),
el test binario se define en la siguiente funcio´n:
τ(p; f(i), f(j)) =

si f(i) < f(j) 1
si f(i) ≥ f(j) 0
i 6= j;
(3.2)
Donde f(i) es una funcio´n que devuelve la caracter´ıstica de un p´ıxel en la regio´n p, como
puede ser la intensidad I de dicho p´ıxel localizado en xi = (xi, yi), tal y como proporcionan los
descriptores binarios BRIEF, ORB y BRISK:
f(i) = I(xi) (3.3)
La funcio´n f(i) tambie´n puede proporcionar como informacio´n caracter´ıstica el promedio de
las intensidades de varios p´ıxeles, Iavg, o los gradientes Gx y Gy de una regio´n ci de p, tal y
como proponen los descriptores binarios LDB y M-LDB:
f(i) = {Iavg(ci), Gx(ci), Gy(ci)} (3.4)
Con el objetivo antes mencionado de reducir el problema del solapamiento perceptual, este
algoritmo propone como mejora al descriptor LDB, adema´s del ca´lculo de Iavg y de los gradientes
Gx y Gy, la disparidad entre frames, Davg. Este nuevo descriptor se llama D-LDB.
f(i) = {Iavg(ci), Gx(ci), Gy(ci), Davg(ci)} (3.5)
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Por u´ltimo, el descriptor resultante, dn(p), es computado mediante un vector de n tests




2i−1τ(p; f(i), f(j)) (3.6)
3.3.1.1. Ca´lculo del descriptor binario
En la deteccio´n de cierre de lazo de ABLE se hace uso del descriptor binario LDB, por la
mejora en el rendimiento que presenta respecto a otros descriptores como BRIEF gracias a la
adicio´n del ca´lculo del gradiente de las imagen en el proceso de descripcio´n. Adema´s, ABLE
tambie´n permite integrar la disparidad en el proceso a trave´s del descriptor D-LDB, que no se
utiliza en la pra´ctica en este proyecto ya que, para la deteccio´n del cierre de lazo, se realiza la
descripcio´n de una sola imagen (monocular). La disparidad es calculada mediante el algoritmo
SGBM [47] (Semi Global Block Matching), a trave´s de las librer´ıas de OpenCV.
En este me´todo no se precisa de ima´genes de gran resolucio´n para realizar un procesamiento
adecuado de las mismas. En este caso, el taman˜o del patch, p, es de 64x64 p´ıxeles, y cualquier im-
agen de entrada es redimensionada a este taman˜o antes de realizar la descripcio´n. Con un taman˜o
menor de p se reducir´ıa la efectividad del procesamiento y con uno mayor, no se aumentar´ıa
pra´cticamente la precisio´n.
La dimensio´n n del descriptor es de 256 bits (32 bytes), calculado mediante el me´todo
propuesto en [8].
El descriptor global se calcula tomando el centro de la imagen redimensionada, que es pre-
cisamente el punto de intere´s, sin tener en cuenta la rotacio´n ni la escala del mismo.
Una alternativa a esta forma de calcular el descriptor, consiste en dividir la imagen en varias
ventanas (mediante un grid), tomar como punto de intere´s o keypoint el centro de cada una
de ellas y concatenar todos los descriptores para obtener uno u´nico. ABLE permite configurar
como para´metro de entrada el ancho y alto del grid.
3.3.1.2. Matching de los descriptores binarios
El objetivo de este me´todo de detectar el cierre de lazo se puede realizar mediante la cor-
relacio´n de los elementos de v, un vector que contiene todos los descriptores binarios obtenidos
de cada una de las ima´genes procesadas, m.
La similitud entre los descriptores binarios se calcula mediante la distancia de Hamming, y
esta informacio´n se almacena en la matriz M (matriz de similitud o de distancia).
v = (dn(p1), dn(p2), dn(p3), ..., dn(pm)) (3.7)
Mi,j = Mj,i = POPCNT (vi ⊕ vj) (3.8)
Donde POPCNT es una instruccio´n vectorial de SSE4.2 que se utiliza para realizar un empare-
jamiento ma´s ra´pido de los descriptores binarios.
66 Me´todo de deteccio´n de cierre de lazo
3.3.2. Metodolog´ıa de ABLE
La matriz M , calculada tras procesar una secuencia completa de ima´genes este´reo, se nor-





De esta forma se consigue que todos los valores de M var´ıen dentro del intervalo [0,1].
Posteriormente, se aplica un umbral θ a dicha matriz M con el fin de poder compararla con
la matriz del Ground Truth, G, espec´ıfica de cada secuencia y comprobar as´ı la validez de los
resultados. Una vez calculada y normalizada la matriz M , se concluye que nos encontramos ante
una situacio´n de cierre de lazo segu´n la siguiente funcio´n:
Lazo =
{
si Mi,j < θ verdadero
si otro falso
(3.10)
3.3.3. Evaluacio´n de ABLE
Para evaluar los resultados obtenidos y poder realizar posteriormente una comparativa en-
tre este me´todo y otros descriptores, se obtienen las curvas de precision-recall a partir de la
informacio´n de la matriz M . Estas curvas se utilizan para la medida del rendimiento o desem-
pen˜o de los descriptores. Este enfoque se basa en el nu´mero de aciertos y fallos respecto de las









Siendo tp los denominados verdaderos positivos, fp los falsos positivos y fn los falsos nega-
tivos.
Se var´ıa linealmente el valor de θ entre 0 y 1, procesando un total de 100 valores para obtener
unas curvas con suficiente informacio´n. Estas curvas van a ser mostradas con los resultados de
nuestro me´todo en el Cap´ıtulo 5, con el fin de evaluar el rendimiento de AKAZE en comparacio´n
con el resto de descriptores existentes en el estado del arte.
3.4. Implementacio´n de la deteccio´n de cierres de lazo
En esta seccio´n se explica la implementacio´n de la deteccio´n de cierres de lazo mediante el
me´todo ABLE, y nuestra contribucio´n en e´l, al realizar la descripcio´n de las ima´genes mediante
el descriptor binario AKAZE.
En ABLE se hace uso de las librer´ıas de OpenCV y de la librer´ıa pu´blica de AKAZE, escritas
en C++, con alguna seccio´n de co´digo relativa al proceso de emparejamiento o matching, escrita
con instrucciones vectoriales SSE3, para reducir el tiempo de co´mputo. El fichero principal,
test able.cpp, recibe como para´metro de entrada el fichero config.txt, donde se configuran una
serie de para´metros:
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1. Para´metros generales.
a) Nombre del fichero donde se guarda la matriz de similitud en formato txt.
b) Nombre del fichero donde se guarda la matriz de similitud en formato png.
c) Color de la matriz de similitud.
d) Posibilidad de mostrar las ima´genes que son procesadas por el me´todo.
2. Para´metros para la descripcio´n y matching.
a) Posibilidad de realizar una descripcio´n global o una descripcio´n basada en un grid.
b) Posibilidad de una descripcio´n invariante a la iluminacio´n
c) Nu´mero de bits del patch, en caso de realizar una descripcio´n global.
d) Taman˜o del grid en el eje x (ancho de la ventana).
e) Taman˜o del grid en el eje y (alto de la ventana).
f) Descriptor a utilizar en el proceso. En nuestro caso sera´ AKAZE.
g) Nu´mero de ima´genes a procesar en cada iteracio´n (monocular o este´reo).
3. Para´metros del dataset.
a) Posibilidad de procesar una secuencia de ima´genes, un v´ıdeo o dos v´ıdeos.
b) Directorio donde se encuentra el dataset a testear.
c) Formato de las ima´genes del dataset. En nuestro caso, se testea el me´todo con ima´-
genes en formato png.
d) Informacio´n adicional en caso de testear dos v´ıdeos.
e) Identificador o nombre de la primera imagen del dataset.
f) Identificador o nombre de la u´ltima imagen del dataset.
Una vez configurados todos los para´metros, el fichero principal hace una llamada al me´todo
Able::compute ABLE(), perteneciente a la clase Able, que lleva a cabo todo el proceso de
deteccio´n de cierre de lazo. Una vez finalizado el algoritmo, el programa muestra los tiempos
de co´mputo ma´s relevantes: tiempo total en describir todas las ima´genes, tiempo total en el
proceso de matching y tiempo medio en describir una imagen. Adema´s, se guarda la matriz de
similitud obtenida en formato png y en formato txt, para poder evaluar los resultados obtenidos
con diferentes descriptores.
En la clase Able se declaran todos los para´metros anteriormente enumerados: los generales, los
que configuran las fases de descripcio´n y matching y los relativos al dataset. Adema´s, tambie´n
se encuentra definido el constructor Able::Able(char* config name) y todos los me´todos
necesarios para realizar la deteccio´n de cierre de lazo, que se explican a continuacio´n.
En el fichero Able.cpp, el constructor Able::Able(char* config name) abre el fichero con-
fig.txt y lee todos los para´metros de configuracio´n. El me´todo Able::global description(Mat
image) realiza la descripcio´n global de la imagen (obtiene un descriptor por cada imagen que
procese). Para ello, se redimensiona la imagen de entrada (en escala de grises) a un taman˜o de
64 p´ıxeles y se extrae el p´ıxel central de la imagen, que sera´ su descriptor global.
En el fichero de configuracio´n se permite al usuario elegir el tipo de descriptor a utilizar en el
proceso. En este proyecto se han implementado las funciones del descriptor binario AKAZE, que
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antes de realizar la descripcio´n de la imagen, necesita crear un espacio de escala no lineal y con-
vertir la imagen a un formato concreto: CV32FC1. El me´todo Able::global description(Mat
image) devuelve como para´metro de salida el descriptor global de la imagen, de tipo Mat.
El me´todo Able::grid description(Mat image) realiza la descripcio´n de la imagen ha-
ciendo uso de un grid (descripcio´n jera´rquica), de forma que la imagen se va recorriendo con
una ventana, cuyo alto y ancho son definidos por el usuario. Entonces, se obtiene un descriptor
por cada ventana, que se corresponde con el p´ıxel central de esta. Nuevamente, al realizar el
proceso de descripcio´n con AKAZE, la imagen se convierte al formato CV32FC1 y se crea un
espacio de escala no lineal antes de obtener los descriptores. Por u´ltimo, se concatenan todos los
descriptores obtenidos, de forma que se obtenga un u´nico descriptor de tipo Mat.
Una vez que se obtiene el descriptor de la imagen que se este´ procesando, el siguiente paso es
calcular la distancia de similitud entre dicho descriptor y los previamente calculados. Esta funcio´n
se realiza en el me´todo Able::hamming matching(Mat desc1, Mat desc2). Este me´todo es
va´lido en caso de que se trabaje con descriptores binarios del mismo taman˜o, como sucede con
AKAZE. En este caso, devuelve la distancia Hamming, de tipo int, entre el descriptor actual y
todos los obtenidos anteriormente. En caso de trabajar con descriptores vectoriales, el proceso
de emparejamiento entre ellos se realiza mediante el me´todo Able::l2norm matching(Mat
desc1, Mat desc2).
Posteriormente, la menor de todas las distancias calculadas en cada iteracio´n se almacena
en la llamada matriz de similitud, que es la que se utiliza para evaluar los resultados. El me´todo
Able::similarity matrix to txt() guarda la matriz de similitud en formato txt y el me´todo
Able::similarity matrix to png() lo hace en formato png. Esta matriz es normalizada a trave´s
del me´todo Able::similarity matrix normalitation(), donde cada elemento de dicha matriz
es dividido por el ma´ximo valor obtenido.
El algoritmo de deteccio´n de cierre de lazo es implementado en Able::compute ABLE(),
donde se integran todos los me´todos explicados de forma secuencial. En e´l se inicializan todas
las variables necesarias y se carga la secuencia de v´ıdeo a procesar. Entonces, se realiza un bucle
en el que se va leyendo cada una de las ima´genes del dataset. En caso de utilizar un dataset con
secuencias de v´ıdeo este´reo, como KITTI, u´nicamente se procesan las ima´genes capturadas por
una de las dos ca´maras.
Como ya se ha explicado en el cap´ıtulo anterior, la deteccio´n del cierre de lazo se determina
cuando un nu´mero considerable de elementos de la matriz de similitud sean inferiores a un
umbral fijado, lo que significa que una gran cantidad de puntos de intere´s detectados en un
intervalo de frames coinciden con aquellos detectados en un intervalo de frames anteriormente
procesados.
Tambie´n se pueden evaluar los resultados del me´todo de forma gra´fica, a trave´s de la matriz
de similitud guardada en formato png, donde se representan en diferente color los frames que
forman un cierre de lazo. Esto sera´ mostrado en el Cap´ıtulo 5 de Resultados.
3.4.1. Implementacio´n de AKAZE en la deteccio´n de cierre de lazo
El me´todo ABLE realiza una deteccio´n de cierre de lazo haciendo uso del descriptor binario
LDB, que como ya se ha explicado, se basa en el valor de intensidad y gradiente de las ima´genes.
En este proyecto, se propone la implementacio´n del nuevo descriptor binario AKAZE en
este proceso de deteccio´n de cierre de lazo. Para ello, se ha hecho uso de la librer´ıa pu´blica de
AKAZE, desarrollada por Pablo F. Alcantarilla.
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Los me´todos anteriores para detectar y describir las caracter´ısticas en espacios con diferentes
niveles de escala, hacen uso de un espacio de escala gaussiano. Este desenfoque gaussiano no
respeta los l´ımites naturales de los objetos, suavizando en la misma medida, tanto el ruido como
los detalles de la imagen, reduciendo as´ı la precisio´n en la localizacio´n. En cambio, el descriptor
KAZE [48] realiza la deteccio´n y descripcio´n de caracter´ısticas 2D mediante el filtrado de difusio´n
no lineal. De esta manera, se hace un suavizado local y adaptativo de la imagen, reduciendo el
ruido y conservando los bordes naturales de los objetos al mismo tiempo, obteniendo as´ı mejores
resultados.
El principal inconveniente de KAZE es que es computacionalmente intenso. No existen solu-
ciones anal´ıticas para resolver ecuaciones de difusio´n no lineal, por lo que se necesitan me´todos
nume´ricos para aproximar una solucio´n. Inicialmente esto se realizaba mediante el me´todo AOS
(Additive Operator Splitting). Este operador es muy estable al paso del tiempo pero necesita re-
solver un largo sistema de ecuaciones lineales para obtener una solucio´n, lo que hace que KAZE
sea poco u´til en aplicaciones en tiempo real. Por ello, como mejora a este problema se propuso
posteriormente el uso de un nuevo me´todo matema´tico, denominado FED (Fast Explicit Diffu-
sion), que permite una construccio´n de un espacio de escala no lineal mucho ma´s ra´pido que
cualquier otro me´todo, siendo ma´s fa´cil de implementar y mucho ma´s exacto que AOS.
La mejora previamente comentada sobre el descriptor KAZE dio lugar al nuevo descriptor
AKAZE (Accelerate-KAZE), que conserva los beneficios del filtrado de difusio´n no lineal em-
pleando un tiempo de co´mputo mucho menor que su predecesor. Adema´s del uso del me´todo
FED para la deteccio´n de puntos caracter´ısticos, se introduce una mejora adicional: al descriptor
LDB, en el que se basa KAZE, se le an˜ade la informacio´n del gradiente de las ima´genes en el
espacio de escala no lineal, consiguiendo as´ı invarianza en la escala y en la rotacio´n, apareciendo
as´ı un nuevo descriptor denominado M-LDB, en el que se basa AKAZE para realizar las fases
de deteccio´n y descripcio´n de las ima´genes.
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Cap´ıtulo 4
Correccio´n de la odometr´ıa visual
4.1. Motivacio´n
Como se comento´ en el Cap´ıtulo 2, la odometr´ıa visual no es una forma completamente fiable
de localizar a un robot, ya que basa los ca´lculos en fuentes de informacio´n que no son totalmente
precisas. Por tanto, proporciona una forma sencilla de estimar la posicio´n del robot, pero se van
acumulando errores, tanto sistema´ticos como no sistema´ticos. Esto se traduce en que, en trayec-
torias largas, de varias decenas de metros, la estimacio´n de la posicio´n por odometr´ıa deja de ser
fiable. Como consecuencia, se necesita buscar la forma de aprovechar esta informacio´n y corregir
la estimacio´n para conseguir un sistema de localizacio´n del mo´vil que funcione correctamente.
4.2. Integracio´n de ABLE en LIBVISO
Hasta el momento se ha definido, por un lado, el algoritmo de ABLE y por otro, la odometr´ıa
visual realizada por Andreas Geiger en LIBVISO. En este proyecto, como objetivo previo a la
correccio´n de la odometr´ıa, se encuentra la deteccio´n de cierres de lazo en los mapas generados
por dicha odometr´ıa, pues sera´ a partir de esta informacio´n cuando se procedera´ a realizar el
remapeado de la trayectoria seguida por el mo´vil. La integracio´n de ambos algoritmos queda
explicada a continuacio´n:
En el fichero principal del co´digo de LIBVISO se inicializa, en primer lugar, el me´todo ABLE,
pasando como argumento el fichero de configuracio´n config.txt, para que la deteccio´n del cierre
de lazo se realice con los para´metros deseados. En este caso, la deteccio´n y descripcio´n global de
cada imagen se realiza mediante AKAZE. Como segundo para´metro de entrada se introduce la
secuencia de v´ıdeo sobre la que se quiere detectar el bucle y realizar la correccio´n.
Como ya se ha comentado, a continuacio´n, se pasan los para´metros de calibracio´n de las
ca´maras y los para´metros ma´s importantes de la odometr´ıa visual este´reo. Posteriormente, en
cada iteracio´n de un bucle for se realiza la lectura de cada par de ima´genes de la secuencia
elegida.
Despue´s de realizar los pasos anteriores, centra´ndonos u´nicamente en la imagen tomada por
una de las ca´maras (en este caso, se elige procesar la imagen de la ca´mara derecha), se procede
a la descripcio´n global de la misma. Para poder hacer uso de esa informacio´n ma´s tarde, el
descriptor de cada imagen se va almacenando en el vector updatedescriptors mediante la funcio´n
pushBack.
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Se hace, entonces, una llamada al me´todo process, al que se le pasa como argumento las
ima´genes capturadas por el sistema de ca´maras, que tras realizar cada una de las fases propias de
la odometr´ıa visual, devuelve, a trave´s de getMotion, la matriz esencial de rotacio´n y traslacio´n,
denominada pose.
Con el fin de poder representar los resultados de la odometr´ıa de forma gra´fica, los resultados
obtenidos se van guardando en diferentes ficheros .txt. En uno de los ficheros se almacena la
matriz pose de dimensiones 4x4, y en otro, u´nicamente la parte correspondiente a la traslacio´n,
el vector (x, z), informacio´n que va a ser utilizada para representar el mapa en un plano de dos
dimensiones.
A continuacio´n, se calcula la distancia Hamming entre el descriptor de la imagen actual y cada
uno de los descriptores calculados en iteraciones pasadas. De todas estas distancias calculadas,
se guarda de forma progresiva en el vector minDistance u´nicamente el mı´nimo valor de similitud
calculado entre dos ima´genes, as´ı como el frame con el que se corresponde ese mı´nimo valor.
Para que este me´todo sea trasladable a cualquier secuencia de ima´genes cuya odometr´ıa
visual se quiera corregir, se realiza una normalizacio´n de cada valor de similitud, dividiendo el
mismo entre un umbral establecido. Entonces, se procede a la deteccio´n del cierre de lazo sobre
la odometr´ıa estimada. Para ello, se comprueba que´ elemento guardado en el vector que contiene
todos los valores de mı´nima similitud es menor que σ, ya que en ese caso, se concluira´ que el
frame actual ha sido previamente visitado, pues la similitud entre su descriptor y uno anterior
es lo suficientemente baja. En caso de que ese emparejamiento se trate de un outlier, el me´todo
RANSAC se encarga de eliminarlo. Se almacenan de nuevo los resultados obtenidos tras este
proceso, que se representara´n gra´ficamente haciendo uso del programa de ca´lculo, Matlab.
A continuacio´n, se explican las posibles correcciones de la odometr´ıa visual. Todas ellas se
realizan una vez que se han detectado todos los cierres de lazo presentes en la secuencia de v´ıdeo
procesada. La primera correccio´n ha sido desarrollada en este trabajo en su totalidad, mientras
que las otras dos esta´n basadas en algoritmos de optimizacio´n de la trayectoria existentes en el
estado del arte.
4.3. Correccio´n basada en la deteccio´n de la deriva incremental
usando cierres de lazo
Este me´todo de correccio´n ha sido implementado en este proyecto ı´ntegramente, y se basa
en la matriz de similitudes calculada por el algoritmo ABLE, pues, como ya se ha comentado,
la optimizacio´n de la trayectoria se llevara´ a cabo una vez que se ha detectado un cierre de lazo,
es decir, cuando un elemento de dicha matriz sea menor a un umbral establecido.
Este enfoque realiza diferentes correcciones de la deriva acumulada en el resultado de la
odometr´ıa visual, dependiendo de la parte de la trayectoria que se pretenda reconstruir:
Correccio´n de las poses pertenecientes a un cierre de lazo.
Correccio´n de las poses posteriores a un cierre de lazo.
Correccio´n de las poses anteriores a un cierre de lazo.
Estos tres tipos de correcciones se aplican cada vez que un nuevo cierre de lazo es detectado,
pues dependiendo de la secuencia de v´ıdeo a procesar el nu´mero de bucles que presenten sera´
diferente.
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4.3.1. Frames pertenecientes al cierre de lazo
Segu´n la Ecuacio´n 3.10 del me´todo ABLE, se determina que en la trayectoria recorrida por
un veh´ıculo se da un cierre de lazo cuando algu´n elemento de la matriz de similitud, Mi,j es
menor que un umbral, θ. En este caso, se trata de un umbral global, estimado tras testear el
algoritmo con distintas secuencias del dataset de KITTI para odometr´ıa, con el fin de encontrar
un umbral trasladable a cualquier secuencia a procesar. Se recuerda que los elementos de la
matriz de similitudes, M , son normalizados previamente, es decir, son divididos por el ma´ximo
valor calculado, de forma que todos ellos var´ıan dentro del intervalo [0,1].
Una vez que se ha determinado que un frame forma parte de un cierre de lazo, es decir, su
descripcio´n representa la misma zona que otra descripcio´n obtenida anteriormente, se procede a
la correccio´n de su pose o posicio´n de la ca´mara en el plano xz. Para ello, primero se calcula la
desviacio´n producida entre los dos puntos de intere´s citados:
∆x = |x(i)− x(j)| (4.1)
∆z = |z(i)− z(j)| (4.2)
Siendo x(i) la posicio´n actual de la ca´mara en el eje x y x(j) la posicio´n de la ca´mara en
el instante de tiempo en que se extrajo el descriptor por primera vez (o el veh´ıculo visito´ la
misma zona por primera vez). Ana´logamente, z(i) y z(j) representan las poses del mo´vil en el
eje z la primera y segunda vez que atraviesa el mismo lugar, respectivamente. La desviacio´n en
el eje y no se tiene en cuenta en este problema, pues se considera que la ca´mara sujeta en la
parte superior del veh´ıculo se mantiene siempre a una altura similar, por lo que el error en la
estimacio´n en ese eje es despreciable.
Una vez calculadas las desviaciones producidas sobre el plano, se actualizan las poses del
robot, segu´n las siguientes ecuaciones:
x(i)′ = x(i) + ∆x (4.3)
z(i)′ = z(i) + ∆z (4.4)
siendo x(i)′ y z(i)′ las poses actualizadas en los ejes x y z, en la zona del cierre de lazo.
Adema´s, se calcula la desviacio´n media entre las poses de los descriptores extra´ıdos en el
momento actual (cuando el robot vuelve a visitar una zona por segunda vez) y las de aque´llos
con los que se relacionan por estar describiendo el mismo frame. Esta informacio´n va a ser











siendo xm y zm las desviaciones medias producidas en la zona del cierre de lazo en los ejes
x y z y m el nu´mero de frames que forman parte de dicha zona.
4.3.2. Frames posteriores al cierre de lazo
Como ya se ha comentado en ma´s de una ocasio´n, este me´todo corrige, en primer lugar, las
poses que forman parte del cierre de lazo y, a continuacio´n, a partir de la informacio´n extra´ıda
de dicha regio´n, el resto de poses.
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Una vez optimizada la regio´n del bucle, las poses de la ca´mara en los frames posteriores se
modifican segu´n la siguiente ecuacio´n:
x(i)′ = x(i) + xm (4.7)
z(i)′ = z(i) + zm (4.8)
siendo, nuevamente, x(i)′ y z(i)′ las poses corregidas.
Cabe destactar que este algoritmo se lleva a cabo cada vez que se detecta un nuevo cierre
de lazo. Por lo tanto, cuanto mayor sea el nu´mero de bucles contenidos en la trayectoria que
realiza el robot, ma´s veces se ejecuta el me´todo propuesto y, como consecuencia, ma´s precisa es
la correccio´n realizada, obteniendo como resultado un mapa optimizado muy pro´ximo al mapa
trazado a partir de las exactas medidas del GPS.
4.3.3. Frames anteriores al cierre de lazo
Mientras que las dos correcciones explicadas anteriormente se pueden implementar en tiempo
real, pues una vez que se detecta un cierre de lazo la rectificacio´n de las poses es inmediata,
la optimizacio´n de la trayectoria que el robot ha ido recorriendo previamente a detectar dicho
cierre de lazo se lleva a cabo de manera oﬄine.
Para ello, de nuevo se hace uso de la informacio´n extra´ıda de la regio´n del bucle, concre-
tamente de la desviacio´n media producida entre todas las poses, dato que se suma, de manera
proporcional, al valor de las posiciones a corregir, ya que la deriva acumulada en las poses
iniciales es mucho menor que en aquellas estimadas a medida que el nu´mero de metros recor-
ridos aumenta (cuanto mayor sea la ruta realizada por el veh´ıculo, mayor es tambie´n el error
acumulado en la estimacio´n del movimiento).









siendo n el nu´mero de frames a corregir y cx y cz los factores de correccio´n a aplicar en la
correccio´n de las poses en los ejes x y z.
Entonces, se corrige, de forma sucesiva, el valor de cada pose, comenzando con aquellas que
fueron estimadas inicialmente, hasta recalcular toda la trayectoria recorrida antes de que el cierre
de lazo fuera detectado:
x(i)′ = x(i) + cxk˙ (4.11)
z(i)′ = z(i) + czk˙ (4.12)
siendo k una variable que se incrementa cada vez que una nueva pose es actualizada, de
manera que la correccio´n aplicada en las primeras poses sea menor que en las u´ltimas.
Tras la realizacio´n de esta etapa, se obtiene una reconstruccio´n completa del mapa propor-
cionado inicialmente por la odometr´ıa visual, con la que se consigue reducir de forma significativa
el error acumulado en la primera estimacio´n. Los resultados de este me´todo se muestran gra´fi-
camente en el Cap´ıtulo 5.
4.4. Correccio´n basada en GraphSlam 75
4.4. Correccio´n basada en GraphSlam
Tanto este me´todo como el propuesto por Levenberg-Marquardt se adaptan perfectamente
al objetivo de este proyecto de corregir el resultado inicial de la odometr´ıa. Son algoritmos ya
implementados y existentes en el estado del arte y se procede a su explicacio´n teo´rica.
GraphSlam [20] es un algoritmo de optimizacio´n de la trayectoria obtenida mediante odometr´ıa
visual. Al igual que el me´todo anterior, puede servir para corregir el recorrido realizado por el
robot partiendo de la zona de cierre de lazo previamente detectada. Utiliza la informacio´n con-
tenida en una matriz dispersa (matriz de gran taman˜o en la que la mayor parte de sus elementos
son cero), obtenida tras la representacio´n del problema como un grafo de interdependencias (dos
poses esta´n relacionadas si “ven” la misma marca o baliza).
El algoritmo resuelve el SLAM completo (localizacio´n y mapeado simulta´neos) y para ello,
representa el problema como un grafo que conduce a una suma de restricciones cuadra´ticas
no lineales. Los nodos del grafo representan las poses del robot y las balizas o marcas que el
sistema de ca´maras captura en cada instante de tiempo, en la Figura 4.1 son (x1, x2, x3, x4) y
(B1, B2, B3, B4) respectivamente. Los arcos del grafo pueden ser, bien de movimiento, que son
aquellos que unen dos poses consecutivas del mo´vil, o bien de medida, que unen las poses con las
marcas que fueron vistas desde cada posicio´n. Adema´s, cada l´ınea del grafo se corresponde con
una restriccio´n no lineal, cuya suma representa un problema no lineal de mı´nimos cuadrados.
Las restricciones entre las poses se introducen por medio de odometr´ıa visual, reduciendo
el grafo a sus nodos ma´s significativos (denominados keyframes). Dichas restricciones son op-
timizadas para proceder posteriormente al remapeado de la trayectoria, en base al criterio de
ma´xima similitud y un conjunto de poses correspondientes.
Para el ca´lculo de la probabilidad a posteriori del mapa, GraphSlam realiza una linealizacio´n
del conjunto de restricciones, que da como resultado una matriz y un vector de informacio´n.
Para ello se emplean te´cnicas estad´ısticas de inferencia. Debido a la baja densidad del grafo
construido, dicha matriz de informacio´n es dispersa, lo que permite aplicar un algoritmo para la
eliminacio´n de variables y transformar as´ı el grafo inicial en uno ma´s pequen˜o que so´lo contenga
las poses del robot (Figura 4.2).
La ventaja de este algoritmo radica en la representacio´n de la informacio´n, basada en la
adicio´n de restricciones al grafo, lo que tiene un coste computacional muy bajo y permite adquirir
mapas de un orden de magnitud elevado.
GraphSlam genera mapas ma´s fiables y precisos que otros me´todos de optimizacio´n como
EKF-SLAM y para ello requiere de una fase de inferencia al final del algoritmo, con el fin de
recuperar el mapa y las poses (SLAM completo).
Se enumeran a continuacio´n, las fases de las que consta este algoritmo de correccio´n de la
odometr´ıa visual:
Representacio´n del problema como un grafo.
• Los nodos representan las poses del robot y las marcas.
• Los arcos son de movimiento y de medida.
Construccio´n de la matriz de informacio´n a partir del grafo de dependencias entre poses y
marcas (restricciones introducidas mediante odometr´ıa visual).
• Almacenamiento progresivo de la informacio´n de dependencias entre distintas poses
(arcos de movimiento).
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• Almacenamiento progresivo de la informacio´n de dependencias entre una marca y una
o varias poses desde donde es vista (arcos de medida).
Reduccio´n de la matriz de informacio´n. Obtencio´n de una matriz que so´lo contenga infor-
macio´n de los arcos de movimiento.
• Eliminacio´n de la informacio´n de los arcos de medida.
• Modificacio´n de las dependencias entre poses.
• Adicio´n de nuevas dependencias entre poses.
Optimizacio´n y correccio´n de la trayectoria en base a la nueva matriz de informacio´n.
Figura 4.1: Dependencias completas.
Figura 4.2: Dependencias reducidas.
4.5. Correccio´n basada en Levenberg-Marquardt
Se comienza esta seccio´n explicando en que´ consiste este me´todo de optimizacio´n de forma
teo´rica, para despue´s proceder a su posible implementacio´n en un problema concreto de la
correccio´n de la odometr´ıa visual.
Levenberg-Marquardt es uno de los algoritmos de optimizacio´n ma´s extendidos en la actu-
alidad. Se trata de una combinacio´n de los me´todos Newton-Gauss y Descenso de gradiente,
desarrollados para minimizar funciones que sean la suma de los cuadrados de otras funciones no
lineales. Levenberg-Marquardt trata, por tanto, el denominado problema de mı´nimos cuadrados
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donde x = (x1, x2, ..., xn) es un vector de n elementos y rj es una funcio´n que va de R
n a R y
representa los denominados residuos. Se asume, adema´s, que m ≥ n.
Para expresar el problema de forma ma´s sencilla, la funcio´n f se expresa como un vector de
residuos, r: Rn → R, segu´n la ecuacio´n:
r(x) = (r1(x), r2(x), ..., rm(x)) (4.14)
De esta forma, f(x) se puede expresar tambie´n como: f(x) = 12 ||r(x)||2.
Una vez que se ha definido el problema, las derivadas primera (matriz Jacobiana) y segunda




rj(x)∇rj(x) = J(x)T r(x) (4.15)




La caracter´ıstica de los problemas de mı´nimos cuadrados es que, en caso de que rj se pueda
expresar como una funcio´n lineal, o que el valor de los residuos (rj(x)) sea reducido, la matriz
Hessiana se puede calcular de forma directa a partir de la matriz Jacobiana:
∇2f(x) = J(x)TJ(x) (4.17)
Para resolver el problema de mı´nimos cuadrados no lineales existen diferentes me´todos. Por
una parte, el me´todo de Descenso del gradiente es el ma´s sencillo e intuitivo para encontrar
el mı´nimo de la funcio´n, pero presenta importantes problemas de convergencia. Para evitarlos,
se puede hacer uso de la informacio´n del gradiente o segunda derivada de la funcio´n, que es
precisamente lo que emplea el me´todo de Newton-Gauss, que resuelve la ecuacio´n ∇f(x) = 0 a
partir de su aproximacio´n de Taylor:
∇f(x) = ∇f(x0) + (x− x0)T∇2f(x0) + te´rminos de orden superior de (x− x0).
Si se desprecian los te´rminos de orden superior y se calcula el mı´nimo valor de x igualando
la ecuacio´n anterior a 0, se obtiene la expresio´n que modela el me´todo de Newton-Gauss:
xi+1 = xi − (∇2f(xi))−1∇f(xi) (4.18)
donde x0 es sustituido por xi y x por xi+1 en la aproximacio´n de Taylor.
La ventaja de este me´todo radica en su rapidez. Sin embargo, se trata de un me´todo abierto,
lo que quiere decir que la u´nica manera de alcanzar la convergencia es seleccionando un valor
inicial lo suficientemente cercano a la ra´ız buscada, algo que no siempre es posible.
Con el objetivo de explotar las ventajas de los dos me´todos descritos, se propone el algo-
ritmo de Levenberg-Marquardt, un proceso iterativo de convergencia a trave´s de la te´cnica de
los mı´nimos cuadrados ponderados, que esta´ basado en la siguiente expresio´n, resultado de la
combinacio´n de los dos me´todos anteriores:
xi+1 = xi − (H + λI)−1∇f(xi) (4.19)
siendo H la matrix Hessiana evaluada en xi, e I la matriz identidad. Segu´n este me´todo
si tras una iterar esta ecuacio´n una vez el error disminuye, significa que la hipo´tesis de que la
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funcio´n f(x) es cuadra´tica es correcta. Entonces, se reduce el valor de λ (normalmente en un
factor de 10), con el fin de disminuir la influencia del gradiente en la Ecuacio´n 4.19. Por tanto,
lo que se busca es que el valor de λ disminuya cuando el punto xi esta´ cerca de la solucio´n.
Sin embargo, en caso de que el valor de λ sea muy elevado, la influencia de la matriz Hessiana
es muy baja. Por ello, Marquardt propuso reemplazar en la Ecuacio´n 4.19 la matriz identidad
por la diagonal principal de la matriz Hessiana. De esta forma, cada elemento del gradiente es
ponderado por el factor λ, en funcio´n de la curvatura de la funcio´n en xi:
xi+1 = xi − (H + λdiag[H])−1∇f(xi) (4.20)
A continuacio´n, se muestra co´mo emplear, de forma intuitiva, el algoritmo Levenberg-Marquardt
[49] en la correccio´n u optimizacio´n del resultado inicial proporcionado por la odometr´ıa visual.
En una odometr´ıa visual este´reo, como la que se lleva a cabo en este proyecto, es necesario
un proceso de matching temporal, de forma que se relacione el punto caracter´ıstico, x, de la
imagen actual con ese mismo punto en la imagen adquirida un instante de tiempo anterior,
x′. La proyeccio´n de x′ se expresa a partir de la matriz de homograf´ıa, o de transformacio´n










En esta etapa es necesario aplicar un proceso de optimizacio´n y, para ello, se hace uso del
algoritmo Levenberg-Marquardt. El objetivo es minimizar la distancia de error entre el punto





Tras realizar las etapas de las que consta el me´todo de Levenberg-Marquardt, se obtiene la
matriz de rotacio´n y el vector de traslacio´n (pose) que optimizan la funcio´n anterior.
Generalmente, este algoritmo converge en unas 40 iteraciones, en un tiempo total de aprox-
imadamente 45 milisegundos. Sin embargo, en la correccio´n de la odometr´ıa visual, el nu´mero
de iteraciones necesarias depende del nu´mero de correspondencias y de la localizacio´n del punto
de intere´s en la imagen.
Cap´ıtulo 5
Resultados
5.1. Dataset de KITTI
Tanto para obtener y evaluar los resultados del me´todo ABLE como los de LIBVISO junto
con las correcciones de la odometr´ıa visual, se ha decidido hacer uso del dataset de KITTI para
odometr´ıa [4].
Este dataset esta´ formado por 22 secuencias de v´ıdeo que contienen un total de 44182 ima´-
genes (39,2 km). Estas secuencias incluyen entornos urbanos con diferentes caracter´ısticas, como
el perceptual aliasing o solapamiento perceptual, cambios de iluminacio´n, etc. Todas las secuen-
cias de v´ıdeo esta´n grabadas con un sistema de ca´maras este´reo fijado a la parte superior de un
veh´ıculo que va recorriendo las calles (ve´ase Figura 5.1). Como ya se ha explicado, a la hora
de implementar la deteccio´n de cierre de lazo en ABLE, u´nicamente se procesan las ima´genes
capturadas por una de las dos ca´maras.
Figura 5.1: Veh´ıculo con el que se han grabado todas las secuencias de KITTI.
Aunque este dataset no proporciona un Ground Truth espec´ıfico para la deteccio´n de cierre
de lazo, Roberto Arroyo lo incluyo´ en [6], y tambie´n se ha hecho uso de e´l en este proyecto para
evaluar los resultados obtenidos con nuestro me´todo. (Ve´ase la Tabla 5.1). El Ground Truth con-
tiene la posicio´n y orientacio´n exacta del veh´ıculo, obtenidas con un sistema de posicionamiento
global altamente fiable.
Centra´ndonos en nuestro propo´sito de corregir la trayectoria a partir de la deteccio´n de un
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bucle, este dataset incluye 12 secuencias con cierres de lazo, 21 de los cuales son unidireccionales
y 4 bidireccionales (se dice que se ha detectado un cierre de lazo bidireccional cuando la misma
zona es atravesada por segunda vez en direccio´n contraria).
Como se comento´ a la hora de hablar de la fase de adquisicio´n de ima´genes, una buena
imagen de entrada al algoritmo de odometr´ıa visual debe tener suficiente textura, estar bien
iluminada y representar una escena mayormente esta´tica. Adema´s, los sucesivos frames tienen
que solaparse. Por tanto, como se muestra en la Figura 5.2, las ima´genes del dataset elegido
presentan caracter´ısticas ideales para testear nuestro me´todo y evaluar los resultados obtenidos.
A modo de ejemplo, se muestran 8 frames de la secuencia 06 de KITTI: los 4 primeros (del 0
al 3) representan la misma zona que 4 los u´ltimos (del 835 al 838), y marcan el inicio del cierre
de lazo. Es decir, a partir del frame 835 el trayecto se recorre por segunda vez, por lo que las
ima´genes capturadas (y sus descriptores) son las mismas. Adema´s, este dataset proporciona los
para´metros extr´ınsecos y la matriz de calibracio´n de las ca´maras con las que fueron grabadas las
secuencias de v´ıdeo, datos necesarios para realizar la odometr´ıa visual con el algoritmo LIBVISO.
(a) Frame 00 (b) Frame 01
(c) Frame 02 (d) Frame 03
(e) Frame 835 (f) Frame 836
(g) Frame 837 (h) Frame 838
Figura 5.2: Frames representativos de la secuencia 06 del dataset de KITTI.
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5.2. Resultados de odometr´ıa visual iniciales con LIBVISO
Antes de mostrar la deteccio´n de cierre de lazo sobre los mapas proporcionados por la
odometr´ıa, se representa gra´ficamente el resultado inicial de la misma sin hacer ningu´n tipo
de correccio´n, y se compara con el mapa de referencia obtenido a partir de las medidas de pre-
cisio´n del GPS. En la Figura 5.3 se presenta el resultado inicial de procesar la secuencia 06 del
dataset de KITTI mediante el algoritmo LIBVISO. En ella se representa sobre el plano (x, z) y
en color rojo el mapa que proporciona el sistema de posicionamiento global, mucho ma´s preciso
y fiable que el obtenido tras realizar la odometr´ıa visual de la secuencia, representado en color
azul.
Figura 5.3: Resultado de la odometr´ıa visual no corregida en la secuencia 06 de KITTI.
El resultado de la odometr´ıa visual muestra la deriva acumulada en la estimacio´n de la
trayectoria, que se va incrementando a medida que pasa el tiempo y aumenta la distancia recor-
rida por el veh´ıculo. De hecho, en la representacio´n de la secuencia mostrada en la Figura 5.3,
los u´ltimos frames forman parte de un cierre de lazo, y, sin embargo, e´ste no aparece represen-
tado como tal en el mapa obtenido con el me´todo LIBVISO. Como se describe en la Tabla 5.1,
esta secuencia contiene un total de 1101 ima´genes y el cierre de lazo esta´ representado entre los
intervalos de frames (000-280) y (835-1093). En la pra´ctica, esto significa que los primeros 300
metros recorridos (aproximadamente) son atravesados de nuevo (en la misma direccio´n) en la
u´ltima parte de la secuencia.
La deriva incremental que se da en el resultado de la odometr´ıa no aparece en el mapa
obtenido a partir de las medidas de sate´lites (GPS), representado en color rojo en la Figura 5.3.
Las l´ıneas que representan la zona que es recorrida en dos ocasiones distintas, pra´cticamente se
solapan. Adema´s, en este ejemplo en concreto, en la zona en la que se da el cierre de lazo, el
veh´ıculo realiza un adelantamiento a una bicicleta, razo´n por la cual hay una pequen˜a desviacio´n
en la representacio´n.
En las Figuras 5.4 y 5.5 se muestran ma´s comparativas entre el resultado de la odometr´ıa
visual sin corregir, representado en color azul, y el Ground Truth, o mapas obtenidos a partir de
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las medidas del GPS, en color rojo. De nuevo, se visualiza la deriva acumulada en la estimacio´n
de la trayectoria por odometr´ıa visual. Se trata de un error acumulativo, por lo que se va
incrementando y se acentu´a en recorridos ma´s largos.
(a) Secuencia 00 (b) Secuencia 01
(c) Secuencia 02 (d) Secuencia 03
(e) Secuencia 04 (f) Secuencia 05
Figura 5.4: Comparativa Ground Truth vs Odometr´ıa visual no corregida.
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(a) Secuencia 07 (b) Secuencia 08
(c) Secuencia 09 (d) Secuencia 10
Figura 5.5: Comparativa Ground Truth vs Odometr´ıa visual no corregida en el resto de secuencias
de KITTI.
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En el dataset de KITTI para odometr´ıa, el veh´ıculo recorre largas distancias, de varios
kilo´metros, por lo que la deriva acumulada es significativa y el resultado estimado no es total-
mente preciso. Es en este hecho, precisamente, donde nace la necesidad de una correccio´n de la
odometr´ıa.
Se comentan, a continuacio´n, algunas de las caracter´ısticas de las secuencias ma´s represen-
tativas mostradas en las Figuras 5.4 y 5.5. Las secuencias 01, 03, 04, 07, 09 y 10 no presentan
cierres de lazo, por lo que u´nicamente se utilizan para testear el algoritmo LIBVISO y visualizar
la deriva acumulada en la estimacio´n.
En cuanto a la deriva acumulada, comentar que el resultado inicial de la odometr´ıa visual
realizada sobre las secuencias 01, 03, 07, 09 y 10 coincide pra´cticamente con el mapa estimado
a partir de las medidas del GPS, pues, al tratarse de trayectorias cortas, apenas se acumula
error en la estimacio´n. Sin embargo, secuencias como la 00, 02 y 08 contienen varios cierres
de lazo y representan trayectos complejos, de varios kilo´metros y con giros bruscos, por lo
que el algoritmo de odometr´ıa visual proporciona, en estos casos, un resultado con una deriva
acumulada significativa.
A continuacio´n, se muestra en la Figura 5.6 el resultado de la deteccio´n de cierre de lazo
sobre la secuencia 06 de KITTI, tras realizar la integracio´n de ABLE en el algoritmo LIBVISO.
Se compara, adema´s, con el mapa del Ground Truth, con el fin de poner de manifiesto la deriva
acumulada. Se representa en color verde la trayectoria del veh´ıculo estimada por la odometr´ıa
visual. Como ya se ha comentado, la u´ltima parte del recorrido forma un cierre de lazo y, sin
embargo, en el resultado de la odometr´ıa las l´ıneas que representan el mismo camino visitado
en dos instantes de tiempo diferentes no coinciden. Para mostrar gra´ficamente los resultados
de la deteccio´n de cierre de lazo que realiza nuestro me´todo, se dibuja en color amarillo las
correspondencias entre pares de frames que representan el mismo lugar, pues la distancia de
Hamming entre sus descriptores es muy baja. Como se indica en la Tabla 5.1, el primer frame de
la secuencia (frame 0) representa el mismo lugar que el frame 835 (ambos unidos con una l´ınea
amarilla), donde comienza el cierre de lazo. El bucle finaliza en el frame 280, cuyo descriptor
coincide con el obtenido de la imagen 1093.
Figura 5.6: Deteccio´n de cierre de lazo sobre el resultado de la odometr´ıa visual en la secuencia
06 de KITTI vs mapa de GPS.
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En la Figura 5.7 se representa la deteccio´n de cierre de lazo sobre otras secuencias de KITTI
para odometr´ıa. Se comentan las principales caracter´ısticas de las diferentes detecciones de cierre
de lazo mostradas: se representa, nuevamente, el resultado de la odometr´ıa visual sin corregir en
color verde y los cierres de lazo detectados en color amarillo, a trave´s de l´ıneas que unen aquellos
frames cuyo descriptor describe el mismo lugar. Dependiendo de la complejidad de la secuencia
procesada, la deteccio´n de los bucles se realiza de manera ma´s o menos efectiva, pues no hay
que olvidar que la odometr´ıa visual y cualquier me´todo basado en ella proporciona resultados
que no son completamente precisos. Por lo general, en todos los resultados mostrados en esta
Figura, se realiza una buena deteccio´n de todos los cierres de lazo presentes.
Volviendo al ana´lisis de la secuencia 06, pues es la ma´s representativa del problema que se
esta´ tratando, en la Figura 5.8(b) se representa una mejora introducida en nuestro me´todo para
aumentar la efectividad en la deteccio´n de los frames que forman parte de un cierre de lazo. En la
Figura 5.6 se observa que un cierto nu´mero de frames que no son detectados como integrantes de
un cierre de lazo (no esta´n emparejados con ningu´n otro frame que represente el mismo lugar),
en realidad s´ı lo son. Como solucio´n a este problema, nuestro me´todo considera que, dado un
conjunto de ima´genes entre las que hay frames que se han detectado como parte de un cierre
de lazo, hay una elevada probabilidad de que aquellos otros frames cuya similitud no ha sido
menor que el umbral fijado tambie´n formen parte de dicho lazo. Dicho de otra manera, una vez
detectado un cierre de lazo, se recorren los frames correspondientes a esta zona con una ventana
y, si en dicha ventana hay un nu´mero considerable de frames con una medida de similitud muy
baja, el resto tambie´n son incluidos como elementos del bucle. Tras este proceso, la regio´n del
bucle queda detectada pra´cticamente en su totalidad.
Como pequen˜o apunte, en este caso la deteccio´n no es completamente exacta, ya que este
me´todo hace que un frame perteneciente a la u´ltima parte del trayecto y que ya no forma parte
del cierre de lazo, tambie´n hayan sido detectados como integrantes del mismo. Esto sucede ya
que los frames anteriores a e´l s´ı se correspond´ıan con dicho lazo y, por tanto, nuestro me´todo
tambie´n lo incluye. Igualmente, este problema se soluciona haciendo uso del conocido me´todo
de eliminacio´n de outliers, RANSAC, lo que permite concluir que nuestro me´todo realiza una
deteccio´n de cierre de lazo bastante precisa.
5.3. Resultados en la deteccio´n de cierre de lazo con ABLE
Para la evaluacio´n de los resultados, el me´todo ABLE almacena la matriz de similitud obteni-
da tras el procesamiento de una secuencia en formato imagen (png). Esta matriz muestra gra´-
ficamente los frames donde se ha detectado un cierre de lazo. En la Figura 5.9 se muestra la
matriz de similitud resultante de realizar una descripcio´n global sobre la secuencia 06 del dataset
de KITTI, mediante el descriptor binario LDB. En la imagen se representa el cierre de lazo con
un color amarillo ma´s intenso: los frames en color amarillo tienen una distancia de similitud muy
baja, pro´xima a 0, mientras que los frames representados en color azul presentan una distancia
muy elevada. Como ya se ha comentado, en la diagonal principal de esta matriz siempre aparece
representado un cierre de lazo, ya que se trata de las correspondencias entre un frame y el frame
obtenido un instante de tiempo posterior muy pro´ximo, por lo que ambas ima´genes representan
pra´cticamente el mismo lugar debido al solapamiento perceptual y ABLE determina que se trata
de un bucle (la distancia de Hamming entre los descriptores de dos frames sucesivos siempre va
a ser muy pro´xima a 0).
A continuacio´n, se muestran resultados comparativos entre las diferentes descripciones real-
izadas. En la Figura 5.10 se representa el resultado de una deteccio´n de cierre de lazo mediante
el descriptor binario AKAZE: en la Figura 5.10(a) se muestra la matriz del Ground Truth de la
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(a) Secuencia 00 (b) Secuencia 02
(c) Secuencia 05 (d) Secuencia 08
(e) Secuencia 13 (f) Secuencia 16
Figura 5.7: Deteccio´n de cierres de lazo sobre el resultado de la odometr´ıa visual en diferentes
secuencias de KITTI.
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Tabla 5.1: Ground-truth creado para la deteccio´n de cierre de lazo en las secuencias del dataset
de KITTI para odometr´ıa.
Sec. No.Frame
Cierre de lazo unidireccional Cierre de lazo bidireccional
No. Frames iniciales Frames Lazo No. Frames iniciales Frames Lazo
00 4541 5
0000 - 0099 4451 - 4528
0
0122 - 0196 1570 - 1635
0392 - 0412 2446 - 2460
0392 - 0941 3398 - 3844
2354 - 2460 3295 - 3418
02 4661 2
0933 - 1026 4205 - 4266
1
3332 - 3397 4566 - 4620
1810 - 1997 4404 - 4569
05 2761 3
0031 - 0121 2431 - 2512
00565 - 0787 1324 - 1530
0819 - 0885 2581 - 2627
06 1101 1 0000 - 0280 0835 - 1093 0
07 1101 1 0000 - 0013 1060 - 1067 0
08 4071 0 2
0075 - 0227 1640 - 1796
0726 - 0765 1422 - 1464
09 1591 1 0000 - 0023 1578 - 1590 0
13 3281 4
0000 - 0138 2152 - 2316
0
0000 - 0089 3188 - 3280
0553 - 0839 1633 - 1938
2152 - 2264 3188 - 3280
15 1901 1 0000 - 0086 1808 - 1900 0
16 1731 1 0000 - 0146 1614 - 1730 1 0023 - 0079 0798 - 0843
18 1801 1 0322 - 0493 1616 - 1800 0
19 4981 1 4246 - 4390 4812 - 4943 0
(a) Secuencia 06 de KITTI (b) Secuencia 06 de KITTI
Figura 5.8: Resultado comparativo al hacer uso de una ventana para incluir frames vecinos en
la deteccio´n de cierre de lazo.
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Figura 5.9: Matriz de similitud de la secuencia 06 del dataset de KITTI.
secuencia 06 de KITTI, donde los frames que forman el bucle quedan totalmente determinados
en color blanco. La Figura 5.10(b) muestra el resultado de realizar la descripcio´n de las ima´genes
haciendo uso de un grid de taman˜o 3x1, mientras que la Figura 5.10(c) es el resultado de una
descripcio´n global de las ima´genes de la secuencia.
(a) Ground Truth (b) Descripcio´n con grid (c) Descripcio´n global
Figura 5.10: Comparativa entre descripcio´n global y mediante grid en la secuencia 06 de KITTI.
Como se observa en la Figura 5.10, de forma general, haciendo uso del grid para realizar la
descripcio´n en vez de tomar directamente los p´ıxeles centrales de cada imagen, se logra reducir
sensiblemente el ruido, aunque se pierde efectividad a la hora de detectar correctamente el
cierre de lazo. En el ejemplo concreto de la secuencia 06 de KITTI, en la matriz resultante
de realizar una descripcio´n jera´rquica (con un grid de taman˜o 3x1) se observa que la l´ınea que
representa la deteccio´n de cierre de lazo aparece difuminada en el centro. Como ya se ha explicado
anteriormente, esto es debido al adelantamiento a una bicicleta que hace el veh´ıculo la segunda
vez que recorre la misma zona, por lo que las ima´genes capturadas en esos momentos no son
exactamente las mismas. Sin embargo, a pesar de lo comentado, si se realiza una descripcio´n
global de las ima´genes, todos los frames que integran el cierre de lazo son detectados, a pesar
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de que la representacio´n resultante contenga mayor cantidad de ruido.
A continuacio´n, se muestra en la Figura 5.11 una comparativa entre los resultados obtenidos
al realizar una descripcio´n mediante los descriptores binarios AKAZE y LDB. Analizando visual-
mente las ima´genes de similitud, se observa que los resultados obtenidos con ambos descriptores
son comparables (ma´s adelante se analizara´n estos mismos resultados de manera cuantitativa a
trave´s de las curvas de rendimiento).
Los resultados en la deteccio´n de cierre de lazo en la secuencia 06 de KITTI al realizar una
descripcio´n global mediante LDB son ligeramente superiores a los obtenidos mediante AKAZE.
En este caso, esto es debido a que la secuencia analizada no permite explotar completamente las
mejoras introducidas por AKAZE, ya que no presenta grandes cambios de escala o rotacio´n. Por
otro lado, se obtiene un resultado ma´s efectivo con AKAZE al realizar una descripcio´n mediante
un grid, pues los p´ıxeles de ruido que aparecen alrededor de las l´ıneas del cierre de lazo debidos
al solapamiento perceptual son reducidos casi en su totalidad.
(a) Descripcio´n global con LDB (b) Descripcio´n global con AKAZE
(c) Descripcio´n con grid con LDB (d) Descripcio´n con grid con AKAZE
Figura 5.11: Comparativa LDB vs AKAZE.
El me´todo ABLE, permite elegir al usuario que´ descriptor emplear a la hora de ejecutar el
algoritmo, a trave´s del fichero de configuracio´n, config.txt. Se hace uso de esta propiedad para
obtener un mayor nu´mero de resultados gra´ficos. En este caso, se representa en las Figura 5.12
y 5.13 una evaluacio´n completa de los resultados obtenidos al hacer una descripcio´n global y
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jera´rquica con los diferentes descriptores existentes en el estado del arte.
Al igual que se comentaba en la Figura 5.11, se observa co´mo el ruido presente en las ima´genes
de similitud es menor al realizar la descripcio´n a trave´s de un grid, aunque el tiempo de co´mputo y
la cantidad de memoria empleados son mayores. Adema´s, al realizar esta descripcio´n, hay ciertas
zonas del cierre de lazo que no se consiguen detectar con precisio´n, por lo que es menos efectiva
que la global.
Se analiza, a continuacio´n, la efectividad de los descriptores empleados: en el caso de la
descripcio´n realizada con grid (Figura 5.13), la deteccio´n del cierre de lazo se consigue, con
mayor o menor precisio´n, haciendo uso de los descriptores AKAZE, LDB, SIFT, ORB y BRIEF.
Por el contrario, HOG, SURF y BRISK no son capaces de detectar los frames que forman parte
del bucle, pues las matrices de similitud obtenidas en estos casos no reflejan ningu´n frame en
color amarillo.
Analizando cualitativamente la Figura 5.12, en la que se representa el resultado de realizar
una descripcio´n global, se observa que el descriptor que proporciona una matriz de similitud
ma´s pobre en cuanto a informacio´n contenida en ella es HOG, pues de nuevo no representa
ningu´n frame en color amarillo. En cuanto al resto de descriptores, todos devuelven una imagen
de similitud que representa en amarillo los frames que determinan el bucle. Observando los
resultados del me´todo al hacer uso de los diferentes descriptores se puede afirmar que la deteccio´n
realizada por AKAZE y LDB es la ma´s efectiva.
La u´ltima afirmacio´n realizada en el pa´rrafo anterior es corroborada a trave´s de las curvas de
rendimiento o precision-recall mostradas en las Figuras 5.14, 5.15 y 5.16. Para entender los re-
sultados obtenidos en estas ima´genes, se recuerda que ORB y BRISK mejoran las caracter´ısticas
de BRIEF al an˜adir la invarianza a la rotacio´n y escala y que LDB no so´lo usa la informacio´n
de intensidad como hace BRIEF, sino que, adema´s, calcula el gradiente de las ima´genes y divide
e´stas en varias celdas para realizar una descripcio´n mediante un grid, lo que permite obtener
mejores resultados, como se puede observar. Adema´s, AKAZE muestrea la imagen a describir,
consiguiendo as´ı mayor velocidad en la construccio´n del espacio de escala no lineal y en el pro-
ceso de deteccio´n. Este muestreo de la imagen no empeora el rendimiento del detector ya que el
proceso de difusio´n no lineal se realiza en un radio (o vecindad) muy pequen˜o alrededor de cada
p´ıxel. Adema´s, otra de las razones por las que se obtienen mejores resultados con este descriptor
es que el me´todo que emplea para resolver las ecuaciones de difusio´n no lineal, FED, es muy
ra´pido y preciso. En cuanto a los detectores ra´pidos como ORB y HOG, se observa su bajo
rendimiento, especialmente en el caso de HOG. Esto puede ser debido a que ambos se basan en
la deteccio´n que realiza FAST, cuyos resultados son poco fiables en el problema de la deteccio´n
de cierre de lazo. En este caso es preferible el uso de descriptores basados en el ca´lculo de la
matriz Hessiana o de las diferencias de Gaussianas, como AKAZE o LDB, como corroboran estas
curvas de rendimiento.
Centra´ndonos en los resultados de la implementacio´n realizada en este proyecto, AKAZE,
en su funcio´n de deteccio´n de cierre de lazo presenta un alto rendimiento al procesar aquellas
secuencias ma´s largas y complejas, que presenten un nu´mero considerable de lazos. Por ello,
las curvas precision-recall de la secuencia 06 (Figura 5.16) muestran un bajo rendimiento de
AKAZE, puesto que se trata de un recorrido sencillo, sin demasiados cambios de direccio´n y con
un so´lo cierre de lazo. Por otro lado, al evaluar las secuencias 00 y 05 (Figuras 5.15 5.14) del
dataset de KITTI, ma´s desafiantes pues presentan trayectorias complejas, con varios cierres de
lazo, se observa el alto rendimiento de este descriptor.
El dataset de KITTI contiene secuencias grabadas con un sistema este´reo fijado a la parte
superior del veh´ıculo, por lo que apenas hay cambios de rotacio´n o escala entre las ima´genes.
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(a) AKAZE (b) LDB
(c) BRISK (d) BRIEF
(e) SIFT (f) SURF
(g) HOG (h) ORB
Figura 5.12: Descripcio´n global de la secuencia 06 de KITTI empleando distintos descriptores.
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(a) AKAZE (b) LDB
(c) BRISK (d) BRIEF
(e) SIFT (f) SURF
(g) HOG (h) ORB
Figura 5.13: Descripcio´n basada en grid de la secuencia 06 de KITTI empleando distintos de-
scriptores.
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Por esta razo´n, el rendimiento que presenta AKAZE es similar o ligeramente superior a otros
descriptores, incluso en la secuencia 06 es inferior, ya que estas secuencias no permiten explotar
las mejoras introducidas por el nuevo descriptor.
Figura 5.14: Curvas de rendimiento de la secuencia 00 de KITTI.
Figura 5.15: Curvas de rendimiento de la secuencia 05 de KITTI.
Para finalizar la evaluacio´n de los resultados que proporciona ABLE, se muestra en la Tabla
5.2 el tiempo medio y total de procesamiento para cada descripcio´n y matching realizados con
los diferentes descriptores en la secuencia 06 del dataset de KITTI. Estos resultados han sido
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Figura 5.16: Curvas de rendimiento de la secuencia 06 de KITTI.
obtenidos a partir de un ordenador Toshiba Intel Core i5 con una CPU de 2,30 GHz y 4GB de
memoria RAM.
Tiempos de co´mputo
Me´todo Tiempo total Tiempo total Tiempo medio Tiempo medio
ABLE en describir en emparejar en describir en describir
todas las ima´genes todas las ima´genes una imagen dos ima´genes
BRIEF 146,72 ms 255,05 ms 1,33 ·10−1 ms 4,21 ·10−4 ms
BRISK 571,40 s 285,05 ms 519,45 ms 4,71 ·10−4 ms
ORB 401,28 ms 265,17 ms 3,64·10−1 ms 4,38 ·10−4 ms
FREAK 69,21 s 276,05 ms 62,92 ms 4,56 ·10−4 ms
LDB 202,41 ms 359,99 ms 1,84 ·10−1 ms 5,95 ·10−4 ms
HOG 449,42 ms 3,79 s 4,08 ·10−1 ms 6,28 ·10−3 ms
SIFT 859,98 ms 1,75 s 7,78 ·10−1 ms 2,89 ·10−3 ms
SURF 393,76 ms 1,75 s 3,57 ·10−1 ms 2,89 ·10−3 ms
AKAZE 310,72 ms 275,81 ms 8,71 ·10−1 ms 4,60 ·10−4 ms
Tabla 5.2: Comparativa tiempos de co´mputo de los distintos descriptores.
5.4. Resultados en la correccio´n de la odometr´ıa visual
En esta seccio´n se muestran los resultados de la correccio´n de la odometr´ıa visual. Se muestra,
con distintas Figuras, el proceso llevado a cabo para realizar una correccio´n de la trayectoria lo
ma´s efectiva posible, hasta llegar al resultado final.
En un primer intento de actualizar la trayectoria, nos centramos u´nicamente en la zona
donde se encuentra el cierre de lazo. Las nuevas poses se corrigen en base a la desviacio´n media
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producida en dicha zona, tanto en el eje x, como en el eje z. De esta forma, como se observa en
la Figura 5.17(a) so´lo se consigue corregir la mitad del error (de nuevo mostramos los resultados
sobre la secuencia 06 de KITTI). Dicha correccio´n es representada en color rojo, la primera
estimacio´n realizada por la odometr´ıa en color verde y el Ground Truth en azul.
Una vez que se ha corregido el error medio entre las nuevas poses y las antiguas, se procede
a la correccio´n total del error, cuyo resultado se muestra en la Figura 5.17(b), donde en la zona
del cierre de lazo, la representacio´n de la correccio´n de la odometr´ıa, en color rojo, coincide con
la representacio´n del (Ground Truth), en color azul, consiguiendo as´ı una buena optimizacio´n
del resultado inicial de la odometr´ıa visual en la zona donde se da el bucle.
(a) Correccio´n del error medio en la zona del lazo (b) Correccio´n del error total en la zona del lazo
Figura 5.17: Pasos previos a la correccio´n de la odometr´ıa visual en la secuencia 06 de KITTI.
A continuacio´n, se muestra el resultado final de la correccio´n de la trayectoria completa
o movimiento realizado por el veh´ıculo a lo largo de toda la secuencia. En la anterior Figura
5.17(b), obviando la correccio´n realizada en la zona del cierre de lazo, la representacio´n del
resultado inicial de la odometr´ıa se solapa con la representacio´n de la correccio´n, en color rojo,
pues el me´todo se centra, en primer lugar, en optimizar u´nicamente la zona del bucle, como ya se
ha comentado. Sin embargo, en la Figura 5.18 se presenta una correccio´n ı´ntegra de la odometr´ıa.
Una vez calculada la desviacio´n media producida en el lazo, se utiliza este dato para realizar
la optimizacio´n de los frames iniciales, de manera que todas las poses anteriores al cierre de
lazo son reubicadas en base a esa desviacio´n, aplica´ndola de forma proporcional, pues la deriva
acumulada en los u´ltimos frames es mucho mayor que la acumulada al comienzo de la secuencia.
Nuevamente, se representa el color rojo la correccio´n de la odometr´ıa visual, en color verde la
estimacio´n inicial y en color azul las medidas del GPS. Se observa una optimizacio´n efectiva de
la trayectoria, mucho ma´s precisa que el resultado inicial de la odometr´ıa. Sin embargo, aunque
nuestro me´todo consigue perfeccionar la estimacio´n del movimiento del agente, los resultados
obtenidos no son totalmente precisos (la gra´fica de la correccio´n, en color rojo, no coincide
completamente con el mapa del GPS, en azul), pues, como ya se ha ido explicando a lo largo
de toda la memoria, la correccio´n se realiza tomando como base, u´nicamente, las ima´genes
adquiridas por el sistema de ca´maras, fuente de informacio´n que no es totalmente fiable y que
esta´ sujeta a cambios. A pesar de ello, en la Figura 5.19 se muestra una comparativa entre el
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resultado inicial de la odometr´ıa visual, en la Figura 5.19(a) y el resultado final de la correccio´n
realizada, en la Figura 5.19(b), donde se pone de manifiesto la efectividad de nuestro me´todo.
Figura 5.18: Correccio´n de la odometr´ıa visual en la secuencia 06 de KITTI.
(a) Odometr´ıa visual de la Secuencia 06 de KITTI vs GPS (b) Correccio´n de la odometr´ıa de la Secuencia 06 de KITTI vs
GPS
Figura 5.19: Resultado comparativo entre la odometr´ıa visual y la correccio´n de la misma a
partir de la deteccio´n de cierre de lazo.
Por u´ltimo, en la Figura 5.20 se muestra el resultado final del me´todo implementado sobre
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otra secuencia del dataset de KITTI, concretamente sobre la secuencia 05. En las zonas donde se
encuentran los cierres de lazo (para saber que´ frames forman el cierre de lazo se puede consultar
la tabla 5.1), la correccio´n es pra´cticamente perfecta, pues el resultado de la optimizacio´n de la
odometr´ıa visual (en color rojo) coincide con el mapa obtenido de las medidas tomadas con el
GPS (en color azul). La deriva acumulada en el resto de la trayectoria (en color verde) es reducida
significativamente, una vez calculada la desviacio´n media producida en la zona del bucle. Esta
desviacio´n es ponderada y posteriormente sumada al valor de las poses, consiguiendo as´ı una
buena correccio´n de la estimacio´n inicial del movimiento que realiza la odometr´ıa visual.
Figura 5.20: Correccio´n de la odometr´ıa visual en la secuencia 05 de KITTI.
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Cap´ıtulo 6
Conclusiones y Trabajos Futuros
Como primera aportacio´n, en este proyecto se ha extendido el me´todo ABLE, y se ha de-
mostrado co´mo este enfoque realiza una deteccio´n de cierres de lazo y reconocimiento visual de
lugares de forma efectiva. Para ello, este algoritmo se basa en el uso de descriptores binarios,
concretamente en LDB o D-LDB (an˜adiendo la informacio´n de disparidad). Como contribucio´n,
se ha implementado sobre este me´todo, la deteccio´n y descripcio´n de caracter´ısticas mediante
AKAZE (basado en M-LDB), obteniendo mejores resultados y una precisio´n superior a otros
algoritmos existentes en el estado del arte, como FAB-MAP, WI-SURF o BRIEF-Gist. Adema´s,
el coste computacional y consumo de recursos de memoria de ABLE es significativamente menor
debido al empleo de descriptores binarios, lo que permite un ra´pido reconocimiento visual.
Como ya se ha comentado, AKAZE realiza el proceso de descripcio´n de las ima´genes en un
espacio de escala no lineal, y an˜ade a las caracter´ısticas de LDB la invarianza a cambios en
la rotacio´n y en la escala. Con esto se consigue que el me´todo de deteccio´n de cierres de lazo
sea robusto en contextos en los cuales la ca´mara sufre cambios debidos a giros o percepcio´n de
distancias. Debido a estos beneficios, el me´todo gana en robustez en situaciones de localizacio´n
a largo plazo.
Para evaluar el rendimiento de nuestro me´todo de deteccio´n de cierres de lazo se ha hecho
uso del dataset de KITTI y del Ground Truth definido en [6], que ha permitido realizar una
evaluacio´n objetiva de los resultados. Como se observa en las curvas precision-recall, AKAZE
presenta mejor rendimiento que el resto de descriptores (BRIEF, HOG, ORB, SIFT, SURF),
a excepcio´n de LDB, que en la evaluacio´n de las secuencias de KITTI proporciona resultados
comparables a los obtenidos con AKAZE pero ligeramente mejores en algunos de los casos. Esto
es debido a que el dataset empleado no permite explotar completamente las mejoras introducidas
por AKAZE, ya que todas las secuencias de v´ıdeo esta´n grabadas sin grandes cambios de escala
o rotacio´n.
Por otro lado, el algoritmo de odometr´ıa visual empleado, LIBVISO, realiza una buena
estimacio´n de la trayectoria seguida por un veh´ıculo en entornos urbanos, gracias a la fase
de actualizacio´n del filtro de Kalman que se emplea, que permite eliminar los efectos de no
linealidad durante el proceso de la odometr´ıa. La principal novedad introducida por este me´todo
es el empleo del tensor trifocal entre tr´ıos de ima´genes, en combinacio´n con el me´todo de rechazo
de outliers, RANSAC, que permite estimar el movimiento del mo´vil sin necesidad de realizar
una reconstruccio´n 3D de la escena. Adema´s, se calculan de forma precisa las velocidades lineal
y angular del veh´ıculo, gracias al uso de la te´cnica de bucketing, que garantiza que la mayor´ıa
de puntos caracter´ısticos caigan sobre el fondo esta´tico de la escena y no sobre los objetos en
movimiento.
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En nuestro propo´sito de corregir y mejorar el resultado inicial de la odometr´ıa visual, se
ha integrado el me´todo ABLE con el algoritmo LIBVISO, con el fin de determinar los cierres
de lazo sobre los mapas resultantes de la odometr´ıa visual y realizar una correccio´n en base
a estos cierres de lazo. Esta correccio´n llevada a cabo permite reducir de forma significativa
el error acumulado en la estimacio´n de la odometr´ıa, de forma que en trayectorias largas, de
cientos o miles de kilo´metros, esta deriva incremental puede ser compensada, y la estimacio´n del
movimiento relativo del robot es actualizada de manera ma´s correcta. De esta forma, cada vez
que el agente se encuentre en una situacio´n de cierre de lazo, sus actuales poses son corregidas
de manera inmediata, y la trayectoria seguida hasta el momento es corregida hacia atra´s, de
forma proporcional a la deriva acumulada. Todo esto se ha corroborado en los resultados de
odometr´ıa visual presentados a lo largo de esta memoria para algunas de las secuencias del
dataset de KITTI, donde se puede ver co´mo las correcciones realizadas en las poses a partir de
la informacio´n de cierre de lazo hacen que la trayectoria del veh´ıculo proyectada en el mapa se
acerque mucho ma´s a la posicio´n real que si se usase solo el me´todo de odometr´ıa visual sin
ningu´n tipo de correccio´n.
Con el fin de mejorar el me´todo propuesto, se proponen futuras l´ıneas de investigacio´n
derivadas de este proyecto. Por una parte, se pretende implementar este enfoque de manera
totalmente online, con el fin de ir actualizando la trayectoria del robot en tiempo real, a medida
que va trazando su trayectoria.
Adema´s, otro de los objetivos futuros de nuestra investigacio´n consiste en llevar a cabo un
me´todo todav´ıa ma´s robusto de localizacio´n visual a largo plazo, tema de suma importancia en el
a´mbito de la navegacio´n visual actualmente. De hecho, durante el pasado an˜o se han desarrollado
varios trabajos que consideran este problema del reconocimiento visual de lugares a diferentes
horas del d´ıa [50], o durante las cuatro estaciones del an˜o [45].
Por u´ltimo, se pretende implementar tambie´n en el futuro una correccio´n de la odometr´ıa
visual en base a dos algoritmos de actualizacio´n de la trayectoria existentes en el estado del arte y
comentados en esta memoria: GraphSlam y el me´todo de optimizacio´n de Levenberg-Marquardt.
Estos me´todos se ajustan a nuestro problema, ya que realizan una correccio´n de la trayectoria







En esta seccio´n se muestran los requisitos necesarios para hacer uso de las librer´ıas desarrol-
ladas en este proyecto y para la ejecucio´n de los me´todos implementados.
Para la construccio´n del proyecto software, o ejecutable se ha hecho uso de la herramienta
CMake. Su instalacio´n es muy sencilla y basta con ejecutar en la terminar de la consola la
siguiente instruccio´n: sudo apt-get install cmake.
En el mismo directorio en el que se encuentra el fichero principal de nuestro proyecto, se
crea un archivo llamado CMakeLists.txt. Este fichero contiene el programa que describe que´
dependencias deben cumplirse y co´mo se construye el proyecto. Adema´s indica toda la infor-
macio´n necesaria: ficheros a compilar, las librer´ıas y ejecutables a generar, las librer´ıas de las
que depende, o los programas externos a utilizar. En e´l se debe especificar la versio´n mı´nima
de CMake a utilizar, mediante el comando CMAKE MINIMUM REQUIRED y dar un nombre
al proyecto utilizando el comando PROJECT. El comando ADD EXECUTABLE acepta una
lista de dependencias. Esto permite no so´lo crear Makefiles, sino tambie´n exportar a proyectos
de Eclipse u otros entornos de desarrollo. Por u´ltimo, ADD SUBDIRECTORY an˜ade un nuevo
subdirectorio a la lista de subdirectorios del proyecto independientemente del contenido de este.
En este proyecto se ha hecho uso de las librer´ıas de co´digo abierto OpenCV, tanto en el
me´todo de deteccio´n de cierre de lazo, como en la odometr´ıa visual y su correccio´n. Estas librer´ıas
de visio´n artificial fueron descargadas a trave´s de la pa´gina web http://www.opencv.org/,
de donde tambie´n se pueden obtener manuales para su instalacio´n en los diferentes sistemas
operativos (Linux, Windows o Mac).
Estas librer´ıas se pueden ejecutar de dos formas diferentes: a trave´s de Matlab, haciendo
uso de los ficheros .mex, o bien en un entorno de C/C++, opcio´n elegida en este proyecto. Se
debe configurar el fichero CMakeLists.txt para enlazar de forma correcta las librer´ıas OpenCV
y poder hacer uso de ellas en los algoritmos ABLE y LIBVISO.
De forma similar, para la implementacio´n del descriptor AKAZE en el me´todo ABLE, se hizo
uso de las librer´ıas pu´blicas de AKAZE, desarrolladas por Pablo F. Alcantarilla y descargadas de
su pa´gina web http://github.com/pablofdezalc/akaze/. De nuevo, fue necesario modificar
el fichero CMakeLists.txt para utilizar las funciones de forma adecuada. Para indicar las librer´ıas
a enlazar se hace uso del comando TARGET LINK LIBRARIES.
Una vez configurados los requisitos hardware y software necesarios, se procede a la generacio´n
del proyecto. Para ello, se ingresa en la terminal y se accede al directorio donde se encuentra el
proyecto. Una vez all´ı, se ejecuta el comando cmake ... Una vez hecho esto, se generan una serie
de directorios y archivos que permiten que la compilacio´n e instalacio´n del proyecto se realice al
ejecutar los siguientes comandos:
make
sudo make install
Despue´s de la generacio´n del proyecto, basta con ejecutarlo con la siguiente instruccio´n:
.\viso2 config.txt kitti\nu´mero secuencia\
Donde viso2 es el propio archivo ejecutable, config.txt es el fichero de configuracio´n del
me´todo ABLE y nu´mero secuencia es la secuencia del dataset de KITTI con la que se quiere
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testear el algoritmo de correccio´n de la odometr´ıa, que en este caso se encuentra en la carpeta
kitti.
En caso de que se quiera lanzar u´nicamente el algoritmo de ABLE para obtener las matrices
de similitud, se realizan los mismos pasos indicados anteriormente y se ejecutan en la consola
las instrucciones cmake.. y make, dentro del directorio donde se encuentra el fichero principal.
Entonces, una vez generado el proyecto, e´ste se ejecuta a trave´s de la instruccio´n:
.\test able config.txt
Por u´ltimo, para representar gra´ficamente los resultados mostrados en el cap´ıtulo 5, se ha
utilizado el programa de ca´lculo Matlab. Para la representacio´n del Ground Truth o medi-
das del GPS se ha hecho uso del fichero display kitti poses.m, para la deteccio´n de cierres
de lazo en los mapas que proporciona la odometr´ıa visual se ha empleado el co´digo de dis-
play kitti poses loop detection.m y para la correccio´n, el archivo display kitti poses correction.m.
En los tres casos, se necesita como argumento de entrada el fichero .txt que contiene todas las
poses del robot (bien obtenidas v´ıa sate´lite para la representacio´n del Ground Truth o bien a
trave´s de la odometr´ıa visual) y las distancias Hamming calculadas para cada frame.
Para obtener las curvas de rendimiento se emplean los ficheros Precision Recall graphic.m y
Precision Recall iter.m. Se llama desde el espacio de trabajo a la funcio´n Precision Recall graphic
(’similarity.txt’,’matrix.png’,vecindad,iteraciones);, donde similarity.txt es el fichero que con-
tiene la matriz de similitud, matrix.png representa el Ground Truth de la secuencia en formato
png y la vecindad es el nu´mero de p´ıxeles alrededor del p´ıxel a evaluar (conviene usar un valor






Ordenador Toshiba Intel Core i5-2410M con las siguientes caracter´ısticas:
• CPU de 2.30 GHz
• Memoria RAM de 4GB DDR3 1333 MHz
• Disco Duro de 640 GB
• Tarjeta Gra´fica de NVIDIA GeForce 315M con Tecnolog´ıa CUDA
Requisitos de Software
Sistemas operativos Linux distribucio´n Ubuntu 14.04
Librer´ıa de Visio´n Artificial OpenCV 3.1
Librer´ıa pu´blica de AKAZE
Compiladores de co´digo en C++
Matlab R2012
Editor de co´digo en C++







En esta seccio´n se adjunta un desglose de los costes estimados para este proyecto en cuanto
a hardware, software y mano de obra se refiere.
Costes de ejecucio´n material
Costes de hardware
Concepto Precio unidad Cantidad Subtotal
Ordenador Toshiba Intel Core i5 699e 1 699e
Tabla 6.1: Costes de hardware.
Costes de software
Durante la realizacio´n del proyecto se han usado distintas aplicaciones para generar el co´digo
y la documentacio´n. Por tanto, estas licencias deben ser tenidas en cuenta en el presupuesto.
Concepto Coste de licencia
S.O. Ubuntu 14.04 0e
Librer´ıas OpenCV 3.1 0e
Librer´ıas AKAZE 0e
Editor y compilador de co´digo en C++ 0e
MatLab R2012 6524,45e
Google Drive 0e
Editor de texto para LaTeX Kile 0e
Tabla 6.2: Costes de software.
Costes de personal
Para estimar el coste de personal, desglosamos las horas dedicadas al proyecto en distintas
tareas. Suponemos un sueldo medio de un Ingeniero Industrial de 15 euros por hora.
Concepto Precio/hora Horas Subtotal
Instalacio´n software 15 40 600e
Comprensio´n del estado del arte 15 180 2700e
Implementacio´n co´digo ABLE 15 160 2400e
Implementacio´n co´digo LIBVISO 15 280 4200e
Pruebas y evaluacio´n de resultados 15 310 4650e
Redaccio´n de la memoria 15 230 3450e
Tabla 6.3: Costes de personal.
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Costes totales
Los costes totales de ejecucio´n material se muestran en la tabla 6.4. En ella se realiza el
sumatorio de los costes de personal, hardware y software.
Concepto Subtotal
Costes de software 6524,45e
Costes de hardware 699e
Costes de personal 18000e
Subtotal final 25223,45e
Tabla 6.4: Costes totales.
Gastos generales y beneficio industrial
Los gastos generales y el beneficio industrial son desembolsos obligatorios que proceden de
la utilizacio´n de las instalaciones de trabajo y los ingresos generados a nivel de manufactura.
Para estas cuentas se estima un porcentaje del 16 % sobre el coste de ejecucio´n material. Los
resultados son los que se presentan a continuacio´n.
Concepto Subtotal
Costes de ejecucio´n material 25223,45e
Portentaje estimado 16 %
Subtotal final 4035,75e
Tabla 6.5: Gastos generales y beneficio industrial.
Presupuesto de ejecucio´n por contrata
En esta tabla se realiza el sumatorio de los resultados de los costes de ejecucio´n material, los
gastos generales y el beneficio industrial.
Concepto Subtotal
Costes de ejecucio´n material 25223,45e
Gastos generales y beneficio industrial 4035,75e
Subtotal final 29259,20e
Tabla 6.6: Presupuesto de ejecucio´n por contrata.
Importe total del presupuesto
Para concluir, se calcula el presupuesto final del proyecto a partir de los costes totales de
ejecucio´n por contrata ma´s el porcentaje de IVA del 21 % aplicado.
El importe total del presupuesto asciende a: 35403,63e(Treinta y cinco mil cuatrocientos
tres con sesenta y tres euros).
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