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ABSTRACT
Disaster Resilience is the capacity of a community to ‘bounce back’ from disastrous events.
Most studies rely on traditional data such as census data to study community resilience. With the
advent of social media era, the new data source gives us an opportunity to explore the application
of Twitter data to better understand disaster resilience. A research question is: does Twitter use
correlate with disaster resilience? In other words, will communities with more Twitter users be
more resilient to disasters, presumably because they are more likely to be better informed? The
underlying issue is that if there are social and geographical disparities in Twitter use patterns,
how will such disparities affect communities’ disaster resilience?
This study examined if there is a relationship between Twitter use and community
resilience during Hurricane Isaac, which hit Louisiana and Mississippi in August 2012. First, the
thesis applied the Resilience Inference Measurement (RIM) model to calculate the resilience
indices of 146 counties. Second, Twitter data during the three weeks of Hurricane Isaac were
examined to see if there are significant geographical and social disparities in Twitter use through
the three main phases of emergency management (Preparedness, Response, Recovery). Third,
correlation analyses were conducted to test if twitter use pattern can be used to predict disaster
resilience.
The results show that communities with higher socioeconomic conditions tend to have
more twitter activities, communities with higher exposure to hazard tend to have more twitter
activities. There are significant positive correlation between community resilience indices and
twitter activities.
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CHAPTER 1. INTRODUCTION
1.1. Problem Statement
In recent years, the concept resilience has been discussed and utilized widely. Resilience
was introduced by Holling (1973) in the field of ecology. “Resilience determines the persistence
of relationships within a system and is a measure of the ability of these systems to absorb
changes of state variables, driving variables, and parameters, and still persist. It is the property of
the system and persistence or probability of extinction is the result” (Holling, 1973). Other
researchers refer resilience as “a dynamic process encompassing positive adaptation within the
context of significant adversity” (Luthar, et al. 2000). Resilience is widely used in different fields
of study, including ecology (Holling, 1973), physics (Van der Leeuw and Leygonie, 2000),
psychology and psychiatry (Waller, 2001; Johnson and Wielchelt, 2004), geography (Cutter et
al., 2008; Lam et al., 2016), sociology (Brown, 2014), and many more.
However, there is no convincing approach for measuring resilience even though there is
abundant literature discussing the concept. One of the reasons for the difficulty of measurement
is that the definition of resilience varies between different researchers. In this research, “disaster
resilience” is defined by the U.S. Federal Emergency Management Agency (FEMA) as “the
ability of a community to ‘bounce back’ from disaster impacts, by effecting resilience building
activities through the four phases of emergency management – preparedness, response, recovery,
and mitigation” (Federal Emergency Management Agency, 2006).
Most existing studies on disaster resilience measurement rely on traditional social and
economic variables to calculate the capacity of resilience. These studies focus on the long-term,
cumulative impacts instead of focusing on one incident. Moreover, a major shortcoming of the
traditional approach is that data describing real-time human responses and behaviors during
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disasters are not included, as they are not available through traditional databases or collection
methods (Zou, 2017).
Social media data such as Twitter provides a new opportunity for studying real-time
disaster resilience, especially for the preparedness, response, and recovery phases, but it comes
with several questions. First, how to develop efficient data-mining algorithms for the evaluation
and visualization of Twitter data? Second, are there geographical and social disparities in social
media use and content? How are they related to disaster resilience disparities? Third, how to use
social media information to help enhance disaster resilience?
1.2. Research Objectives
Social media data has its inherent issues such as false information, incorrect location, and
duplicated information. Therefore, social media data should be mined and integrated with
traditional data for validation and better understanding of disparities and disaster resilience.
What is more, the mining of social media data, including data cleaning, text analysis, and data
visualization, is difficult due to the huge quantity of social media data, also known as Big Data
(Zou et al., 2018a & 2018b). The goal of this research is to examine if social media data,
specifically Twitter data, can be used to assess, monitor, and enhance disaster resilience with the
help of traditional data. This research will examine Twitter use activities during Hurricane Isaac,
which occurred in August 2012 and affected Louisiana and nearby states along the Gulf of
Mexico.
Specifically, the objectives are two-fold: (1) examine if there are significant geographical
and social disparities in Twitter use through the three main phases of emergency management
(Preparedness, Response, Recovery) during Hurricane Isaac; (2) test if twitter use pattern can be
used to predict disaster resilience. The research will apply the Twitter data-mining framework for
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the evaluation and visualization of Twitter data (Zou et al., 2018a). Results generated from this
study would be useful to the understanding of disaster resilience, provide insights to the social
media data use in emergency managements, and better information for policymaking.
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CHAPTER 2. LITERATURE REVIEW
2.1. Disaster Resilience
Enhancing resilience to natural or man-made disasters is an important societal goal.
Hurricane is one of a kind that has severe threat to coastal communities. There are 21% world
population living within coastal zones (Balica et al., 2012). When a hazard comes, people from
different regions suffer damages and recover unevenly under circumstances with different
socioeconomic and environmental characteristics (Adger et al., 2005; Li et al., 2015; Lam et al.,
2015&2016; Reams et al., 2012; Cai et al., 2016)). Taken altogether, there are two kinds of
technical approaches to resilience estimation: inferential and non-inferential models. Inferential
statistical models can make inference to other study areas if the statistical assumptions are met.
Non-inferential models are generally exploratory and do not require statistical assumptions such
as k-means clustering analysis and principal component analysis. They are used to describe the
data set used for one study, and the results from one study cannot be used to infer to other data
sets or study areas.
Most resilience analysis and modeling efforts rely on traditional data such as census data.
Table 1 lists some examples of resilience indices. The disaster resilience of place (DROP) model,
developed by Cutter (2008) and her team, divides resilience estimation into two parts: short term
and long term, which includes the whole process of a disaster: before, during, and post. For the
short term, the inherent vulnerability and resilience, event characteristics, immediate effects, and
coping responses are evaluated and calculated to represent the hazard impact, then the hazard
impact is compared with the adaptive capacity of the community to decide the level of resilience
for the long term. The Baseline Resilience Indicators for Communities (BRIC) model is an
integration of six components, “social, economic, infrastructural, institutional, community, and
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environmental”, to evaluate the six resilience aspects of a community (Cutter et al., 2010).
Principal component analysis was used to aggregate variables into components and then compute
the composite scores.
The NOAA’s Coastal Resilience Index (CRI) is a self-assessment tool designed to give
local planners a simple and inexpensive diagnostic of their community’s adaptability in the face
of coastal hazards. It includes six different critical service areas: critical infrastructure and
facilities, transportation issues, community plans and agreements, mitigation measures, business
plans, and social systems (NOAA, 2015). Sherrieb and others selected 88 variables and then
reduced the list of variables into 17 by using correlation analysis. The 17 variables are indicators
of capacities for community resilience representing two components, social capital and economic
development. They validated their results with Social Vulnerability Index (SOVI) and the results
from a Mississippi survey. They found that community resilience was significantly and
negatively correlated with the SOVI, Economic Development, and Social Capital (Sherrieb et al.,
2010). Wilson and his team (2018) studied the resilience of Hu village in Sichuan Province,
China, which is small in terms of geographical range. They used a series of approaches to build a
resilience pentagon from five domains, including economic, social, cultural, political, and
natural, to assess how resilient the Hu village is. Hu village was found to be moderate resilient in
economic, social, and cultural domains, but weak resilient in natural and political domains.
Reams and others (2012) built upon Cutter’s Social Vulnerability Index work and used factor
analysis to combine 43 variables measuring demographics, social capital, economic resources,
local government actions, and environmental conditions within the 52 coastal counties of
Louisiana, Texas, Mississippi, Alabama and Florida, they found that counties having highest
resilience are located on the suburban areas near New Orleans, Louisiana and Tampa, Florida,
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and the growing beach-tourist communities of Alabama and central Florida. They also found that
there was no statistically significant association between oil and gas industry activity and
resilience capacity.
However, the selection of variables and weighting strategies are subjective in these
studies and some of the statistical methods used are non-inferential. The derived indices from
non-inferential models in one study area are difficult to apply to other areas. Moreover, the
derived resilience indices have not been validated with empirical data, making it difficult to
compare across different areas and times.

Table 2.1. Examples of resilience assessment models
Name
Baseline
Resilience
Indicators for
Communities

#Variables
80

Coastal
Resilience Index

50

Capacity of
Resilience
Resilience
Domains

88

ResilienceCapacity Index

43

8

Components
social, economic,
infrastructural,
institutional,
community,
environmental
critical facilities,
transportation,
community plans,
mitigation measures,
business plan, social
system
economic development,
social capita
economic, social,
cultural, political,
natural

demographics, social
capital, economics,
government,
environmental

(table cont'd)
6

Methods
Principal
component
analysis

Reference
Cutter et al. 2010

Self-evaluation

NOAA. 2015

Correlation
analysis
questionnaire
survey, semistructured
interviews, focus
groups,
participant
observation and
analysis of
secondary
sources,
triangulation
Factor analysis

Sherrieb et al.
2010
Wilson et al. 2018

Reams et al. 2012

Name
Resilience
Inference
Measurement
Model

#Variables
28

Components
hazard, damage,
recovery, social,
economic,
infrastructure,
community,
environmental

Methods
K-means
analysis,
Discriminant
Analysis

Reference
Lam et al., 2016

Inferential models in resilience assessment refer to the ability (or potential) in applying
the assessment model derived from one locality to another. An example is the Resilience
Inference Measurement (RIM) model developed by Lam and others (Lam et al., 2016). The RIM
model has two analysis steps. The first step is to use indicators for the three dimensions of a
hazard, “exposure, damage, and recovery”, to determine each community’s empirical resilience
level. The second step is find out which resilience-related variables can be used to characterize
and subsequently predict the resilience level of a community (The term “exposure” here means
the hazard threat level). In the RIM model, the three dimensions (exposure, damage, and
recovery indicators) constitute two relationships (vulnerability and adaptability), and K-means
clustering is used in the first step. Then, discriminant analysis is used in the second step to
identify the key resilience indicators and to recalculate the resilience ranking of communities
(Lam et al., 2016; Cai et al., 2016). The RIM model has been successfully applied to assess
community resilience to various hazards (coastal, drought, and earthquake) in different regions
(Gulf of Mexico, Coastal Louisiana, South-central United States, Netherlands, China) to extract
key socioeconomic variables that affect resilience (Lam et al., 2015 & 2016; Mihunov et al.,
2018; Li et al., 2015; Li et al., 2016; Cai et al., 2016). In consideration of the model’s two main
properties: empirical validation and inferential ability, this research uses the RIM model for
resilience assessment using traditional data.
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A shortcoming of existing approaches that use traditional census data is that traditional
data do not capture real-time people’s responses and behaviors during a disaster. Social media
data presents a new opportunity for research in disaster resilience (Zou et al., 2018a & 2018b).
Some important factors that are not considered in the traditional analysis could be added when
using social media data, such as hazard acknowledgement, public sentiments, social
participation, and so on. However, utilizing social media data in scientific research is difficult
because the data volume is huge and noisy, and it is very time consuming for data collection and
data processing. Research is needed to see how social media can be integrated with traditional
data effectively to gain better understanding of disaster resilience.
2.2. Social Media and Disaster Resilience
With the advent of internet era, social media data have become an important source of big
data (Kaplan et al., 2010). The number of social media users has grown explosively since 2005,
with 12% of young adults used social media in 2005 growing into 90% in 2015, a 78-percentage
point increase. At the same time, there has been a 69-point bump among those ages 30-49, from
8% in 2005 to 77% in 2015 (Perrin, 2015). Through social media, numerous users can exchange
information with each other, especially with a GPS-enabled mobile device, everyone can be an
excellent sensor of the environment and events they are going through, sharing feelings in realtime and real geographical locations. With the geographical, emotional, practical, and other kind
of information shared through the social media, the value of social media information for
research is increasingly recognized in many research areas.
Cheston and others found that social media has a potential in medical education (Cheston
et al., 2013). For marketing professionals, social media is a new outlet that can potentially be
used to help increase the interest in a product or service (Berger, 2012). Also, there are various
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studies using social media as the data source or tool, including marketing strategy (Berthon et al.,
2012), tourism management study (Zheng et al., 2010), flu risk analysis (Hwang et al., 2013),
and pediatric obesity (Vandewater et al., 2011). It is noteworthy that there are a lot of disaster
resilience studies that use social media. In 2011, Dufty introduced his thoughts about how to
build disaster resilience through social media (Dufty, 2011). Same year, Keim and Noji studied
the emergent use of social media. Opportunities and mechanisms for public participation in
disaster relief are expanding because social media allows for wide-scale interaction between
members of the public. This interaction can become collectively resourceful, self-policing, and
can generate information not otherwise readily obtainable through more traditional disaster
management systems (Keim and Noji, 2011). Houston and others identified that social media at
least has 15 important functions from pre-event to post-event, which is a potentially useful tool
for enhancing disaster resilience (Houston et al., 2015). Wendling and others also suggested that
social media plays an important role in risk and crisis communication which can help increase
societal resilience in pre-crisis, during crisis, and post crisis phases (Wendling et al., 2013).
Redshaw and others found that perceptions of social cohesion are positively associated with both
levels of network communication and community participation, suggesting that enhancing both
network communication and community participation will result in higher levels of the
perception (and by implication the reality) of social cohesion (Redshaw et al., 2018).
Specifically, a number of researchers have studied social media responses to hurricanes
such as Hurricane Sandy. For example, some researchers analyzed social media crisis messages
and messaging theory through various qualitative and quantitative value modeling techniques
and generated a simple baseline model for what constitutes a “good” crisis message, (Freberg et
al., 2013). Dong (2013) presented a system capable of processing, analyzing, and extracting
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useful information from Twitter during the Hurricane Sandy disaster in 2012. The system
combines text processing and machine learning algorithms to uncover the sentiment of the public
with real-world data collected between October 26, 2012 and October 30, 2012. Sadri and others
(2017) analyzed Twitter data to understand information spreading activities of social media users
during Hurricane Sandy, they found that user information sharing activity follows a power-law
distribution, suggesting the existence of few highly active nodes in disseminating information
and many other nodes being less active. Users become more active in spreading information if
they are centrally placed in the network, less eccentric, and have higher degrees. These findings
provide some insights into how to explore user characteristics and network properties to spread
information or limit the spreading of misinformation during hazards.
However, quantitatively utilizing social media data to assess, monitor, and enhance
disaster resilience remains to be a huge challenge for researchers. Social media data have some
limitations for research. Some of the examples above have suggested the difficulties in realizing
quantitative measurement through social media. There are many inherent issues of social media
data, such as false information, malicious use, lack of validation, and biased demographic
composition of users in which social media users are not a representative sample of the
population, but with a tendency of skewing towards young and urban individuals (Perrin, 2015).
Algorithms designed to remove noise from social media data may stand the danger of
eliminating some valuable information. Thus, it is necessary to study social media data for
disaster resilience with the help of traditional data and model.
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CHAPTER 3. STUDY AREA AND DATA
3.1. Hurricane Isaac and Study Area
Hurricane Isaac was a large deadly and destructive tropical cyclone that came ashore in
the U.S. state of Louisiana during August 2012. Hurricane Isaac made two landfalls, both at the
same intensity, on the coast of Louisiana near Plaquemines Parish and west of Port Fourchon
during the late evening hours of August 28 and early morning hours of August 29, respectively.
The inner core of Isaac moved very slowly across central Louisiana over August 29 and 30,
causing prolonged wind, coastal flooding, and flash flooding across southeast Mississippi,
southwest Alabama, and the western Florida panhandle. Isaac dissipated through west-southwest
of Jefferson City, Missouri early on September 1, 2012 (National Hurricane Center, 2013).
Hurricane Isaac’s route is shown in Figure 3.1.
According to the tropical cyclones records from the National Oceanic and Atmospheric
Administration (NOAA, 2013), Hurricane Isaac caused extensive storm surge and inland
flooding over southern Mississippi and southeastern Louisiana, and it is directly responsible for
34 deaths. Adjusting for non-insured losses, the total U.S. damage estimate is about $2.35
billion. Due to the huge damages, Louisiana and Mississippi states received large amount of
assistance from Federal Emergency Management Agency (FEMA) for post disaster recovery and
reconstruction, shown in Figure 3.2 (FEMA, 2012).

11

Figure 3.1. Hurricane Isaac Route (NOAA, 2013)

Figure 3.2. FEMA assistance by county in Louisiana and Mississippi (FEMA, 2012)

12

This study will analyze the Twitter use of the counties impacted by Hurricane Isaac in
Louisiana and Mississippi. The study will include all 146 counties that have damage data and
2867776 Twitter data in the two states so that detailed regional analysis of Twitter activities and
their implications to resilience during Hurricane Isaac can be conducted.
3.2. Data Source and Cleaning
The data used in this thesis came from several data sources. Wind speed data were from
World Meteorological Organization (WMO, 2017), Damage data were from National Oceanic
and Atmospheric Administration (NOAA, 2017), and the social and economic data in 2010 were
from United States Census Bureau. Twitter data was bought from Gnip Inc., a social media API
aggregation company.
3.2.1. K-means Analysis Data
For the K-means analysis, three variables were needed: hazard threat level (formerly
called exposure), damage, and recovery. Average wind speed, damage per capita, and population
change rate between 2011 and 2013 in each county were selected as the three variables.
Wind speed data obtained from WMO are wind speed records of different places along
the routes of all hurricanes from 1848 to 2017. Each record includes 16 variables, including
Serial_Num, Season (year), Num (#), Basin (BB), Sub_basin (BB), Name, ISO_time (YYYYMM-DD HH:MM:SS), Nature, Latitude (deg_north), Longitude (deg_east), Wind(WMO) (kt),
Pres(WMO) (mb), Center, Wind(WMO) Percentile (%), Pres(WMO) Percentile (%), Track_type.
There are 51 records for Hurricane Isaac, meaning that there are 51 points with wind speeds on
the map. These point data were converted into hazard threat level surface using the Kernel
Density tool in ArcGIS.
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The Kernel Density tool calculates the density of features in a neighborhood around those
features. It can be calculated for both point and line features (ESRI, 2018). In this study, features
are points with wind speed, the tool calculates the density of point features around each output
raster cell. Conceptually, a smooth, curved surface is fitted over each point. The surface value is
highest at the location of the point and diminishes with increasing distance from the point,
reaching zero at the search radius distance from the point (ERSI, 2018). The radius of Hurricane
Isaac, 400 km was first used as the search radius, but the results were not feasible for further
analysis for two reasons. First, the hurricane itself was dynamic, the radius was not constant all
the time, especially when it comes to wind speed. Second, when the hurricane radius was used as
the input for search radius, the wind speed was the same in each county, which is unreasonable.
In this study, we used the default as the search radius.
The default search radius (also known as the bandwidth) algorithm works as follows:
1. Calculate the mean center of the input points. If the Population field other than None is
selected, this, and all the following calculations, will be weighted by the values in that field.
2. Calculate the distance from the (weighted) mean center for all points.
3. Calculate the (weighted) median of these distances, Dm.
4. Calculate the (weighted) Standard Distance, SD, measuring the degree to which features are
concentrated or dispersed around the geometric mean center (ArcGIS pro, available at:
http://pro.arcgis.com/en/pro-app/tool-reference/spatial-statistics/standard-distance.htm).
5. Apply the following formula to calculate the bandwidth:
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where SD is the standard distance, Dm is the median distance, n is the number of points if no
population field is used, or if a population field is supplied, n is the sum of the population field
values. After the Kernel Density operation, a raster with 1 m2 pixel size was generated and the
Zonal Statistic tool was used to derive the average wind speed by county. A single output value
(wind speed) was computed for every county in the input zone dataset (ESRI, 2016).
Damage data were derived from the Storm Events Database from the National Climatic
Data Center, NOAA. The original file has 64,503 records of storm events from 2012 to 2017, it
contains 51 variables, “BEGIN_YEARMONTH, BEGIN_DAY, BEGIN_TIME,
END_YEARMONTH, END_DAY, END_TIME, EPISODE_ID, EVENT_ID, STATE,
STATE_FIPS, YEAR, MONTH_NAME, EVENT_TYPE, CZ_TYPE, CZ_FIPS, CZ_NAME,
WFO, BEGIN_DATE_TIME, CZ_TIMEZONE, END_DATE_TIME, INJURIES_DIRECT,
INJURIES_INDIRECT, DEATHS_DIRECT, DEATHS_INDIRECT, DAMAGE_PROPERTY,
DAMAGE_CROPSSOURCE, MAGNITUDE, MAGNITUDE_TYPE, FLOOD_CAUSE,
CATEGORY, TOR_F_SCALE, TOR_LENGTH, TOR_WIDTH, TOR_OTHER_WFO,
TOR_OTHER_CZ_STATE, TOR_OTHER_CZ_FIPS, TOR_OTHER_CZ_NAME,
BEGIN_RANGE, BEGIN_AZIMUTH, BEGIN_LOCATION, END_RANGE,
END_AZIMUTH, END_LOCATION, BEGIN_LAT, BEGIN_LON, END_LAT, END_LON,
EPISODE_NARRATIVE, EVENT_NARRATIVE, DATA_SOURCE”. Every event is recorded
in detail. Four of the variables are BEGIN_LAT, BEGIN_LON, END_LAT, END_LON, which
mean they can be used as latitude and longitude location information in the analysis. However,
when the 2012 Hurricane Isaac related records were extracted, none of them has any value for
these four variables. Instead of latitude and longitude, there is a variable CZ_NAME containing
county names, but some values consist of county name and other descriptive words, for example,
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“Lower Jefferson” meaning the south part of Jefferson county. According to the explanation of
NOAA (ftp://ftp.ncdc.noaa.gov/pub/data/swdi/stormevents/csvfiles/ugc_areas.csv), CZ_NAME
has three different values, “(C) county/parish, (Z) zone or (M) marine”. All of the 2012
Hurricane Isaac related records have zone location information. After filtering the 2012
Hurricane Isaac related records, there are 85 records for counties in Louisiana, 88 records for
counties in Mississippi. The damage data were organized by the zone location information by
hand. Because some records are from the same county, there are 47 counties have missing value
in total, 99 counties have damage data.
Additionally, Federal Emergency Management Agency (FEMA) has the assistance grant
data of each county for many disasters, including hurricane Sandy (marked as DR-4091, DR4086 for New Jersey, DR-4085 for New York, etc.) and Hurricane Isaac (marked as DR-4080 for
Louisiana, DR-4081 for Mississippi, etc.). According to the disaster declaration maps from
FEMA, the more damage a county suffers, the more assistance grant a county can get. It is
feasible to use the assistance grant data as a proxy for damage. FEMA provides the Assistance
Grant data in the FOIA statistic. The Freedom of Information Act (FOIA), is a federal freedom
of information law that requires the full or partial disclosure of previously unreleased
information and documents controlled by the United States government upon request. The
Assistance Grant data of hurricane Sandy are open to public, but data for Hurricane Isaac are not
available to the public. An email was sent to FEMA and the agent agreed to send the data
needed. Unfortunately, due to the lapse in federal funding (government shutdown), FEMA could
not provide the data in a short time. Therefore, this research still uses the damage data from
NOAA.
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Population data from 2011 to 2013 were obtained from United States Census Bureau.
Considering a hurricane as an event, its impact on population change could be a short term
effect. It is reasonable to observe the population change between 2011 and 2013 as a proxy
reflecting the recovery process in a short time.
3.2.2. Discriminant Analysis Data
For discriminant analysis, 23 demographic, social capital, and economic indicators were
selected according to previous studies (Lam et al., 2016; Cai et al., 2016). The 23 variables of
2010 were collected on December 12, 2018 from the U.S. Census Bureau
(https://www.census.gov).
Table 3.1. Indicators (2010) used in Discriminant Analysis
Number

Variable

Definition

1

PCTOLD

Demographic Variables
Percent Population over 65 years old

2

MEDAGE

Median age

3

PCTNATP

Percent Native People

4

PCTYOUNG

Percent Young Population(15-29)

5

PCTTELE

Social Capital Variables
Percent Household with telephone available

6

PCTHOUURB

Percent Housing Unit in Urban Area

7

HHDENS

Households per square km

8

PCTLOWEDU

Percent Population Less than 9th grade

9

PCTFHH

Percent Female householder, no husband present

10

HOUDENS

Total housing units per square KM

11

PCTHHNV

Percent Household no vehicle available

12

PCTHHP

Percent Household Below poverty level

13

PCTPWNCM

14

PCTMH

Percent People work in Natural resources, construction, and
maintenance occupations
Percent Mobile homes and all other types of units

15

PCTHB

Percent Housing Built 2000 and later

16

HEALPERC

Healthcare facilities and assistances per capita

17

17

SCHPERC

Number of schools per capita

18

PCTEMPY

Percent Employed rate Population 16 years and over

19

PCTHIGHEDU

Percent Population over 25 with Bachelor's degree

Number

Variable

Definition

20

PCTUNEMPY

Percent Unemployment rate Population 16 years and over

21

MEANIN

Economic Variables
Mean income (dollars)

22

HHMEDIN

Households Median income (dollars)

23

MEDHV

Median value of housing (dollars)

3.2.3. Twitter Data
Twitter is a service that allows users to send and receive up to 140-character text
messages, referred as ‘tweets’, through any Internet-enabled device (Earle et al., 2010). Since
November 2017, Twitter message can be up to 280 characters (Aliza, 2017). It has a lot of
attractive functions for people communicating with each other online, which makes it a popular
social media tool nowadays. It consequently contains huge amount of useful data. An advantage
of twitter its succinctness, it has different types of information in a single record (tweet),
including location, time, message content, account profile and audience, etc. A tweet is shown in
figure 3.3.

Figure 3.3. Accessible information from one tweet record
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Hurricane Isaac originated on August 16, started to be a real threat to the southern coast
of the United States on August 21 and disintegrated on September 1, so the twitter data used is
from August 21 to September 17. The twitter data used in this research is the full tweets filtered
by two words, “hurricane”, “Isaac”, from August 21 to September 17. This full tweets dataset
was bought from Gnip Inc., a company representing the Twitter Company. The tweets are
compacted in JavaScript Object Notation (JSON) files, each JSON file has the tweets recorded
within 10 minutes. Each record contains tweet information such as time of tweet, text content,
coordinates and places, user profile such as user id and address, and follower/following status.
There were total 5040 JSON files in the twitter data, 2867776 tweets in total. To understand the
sentences in the JSON file further, the website of twitter for developer is referred to
https://developer.twitter.com/en/docs/tweets/data-dictionary/overview/tweet-object. In each
tweet, there are different kinds of attributes for different contents. For example, “created_at” is
an attribute describing Coordinated Universal Time (UTC) time when the Tweet was created,
and the type of information is String in terms of computer language. In this research, three
attributes were extracted from the tweets: time when the tweet was created, coordinates,
place/address in their profile. Time of tweets was used to divide the response into the
preparedness, response, and recovery phases, whereas location information was used to
determine the location of each tweet.
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CHAPTER 4. RESILIENCE INFERENCE MEASUREMENT (RIM)
ANALYSIS

As mentioned in Chapter 2, this research will use the RIM model to create a resilience
index for the 146 counties in the study area. The model consists of two steps: K-means analysis
for initial grouping, and discriminant analysis for extraction of important socioeconomic
indicators. The framework is expressed in Figure 4.1.

Figure 4.1. Framework of RIM model (Zou, 2017)

The RIM model divides the counties into four types of socioeconomic resilient systems:
susceptible, resilient, resistant, and usurper (Lam et al., 2016). Figure 4.2 illustrates the concept.
The x-axis shows the three dimensions: Hazard, damage, recovery. The y-axis is the deviation of
a dimension from its mean, meaning the nearer to zero, the less deviation from the mean. For
example, the susceptible system has below average hazard, high damage, and below average
recovery. The counties grouped as susceptible system are not highly exposed to the danger of
disaster, they suffer much damage from the disaster, and they recover slowly from the disaster.
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Figure 4.2. The four main resilience types in the RIM framework (Li, 2011)

4.1. K-means Analysis Results
K-means analysis is a nonhierarchical clustering method. It aims to partition observations
or cases into “k” groups, where each case is assigned to the cluster that has the nearest distance
to its centroid. This clustering process allows a classification of four resilience types based on the
similarity of the three dimensions (Lam et al, 2016; Zou, 2017; Cai et al., 2017). Chapter 3
describes the data collection and processing for the three dimensions, including wind speed,
damage, and population change rate 2011-2013. Figures 4.3-4.5 map the results.
In k-means analysis, all the indicators are computed into z-scores since k-means analysis
calculates the similarity by simple Euclidean distance, so it is necessary to have all the data in the
same normalized scale before clustering. Also, using z-scores will make the results clearer, it
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will be much easier to compare the extent to which the three dimensions of a community are
deviated from the mean. Z-score calculation was processed by using equation 4.1.
z(x) =

𝑥−𝑥̅
𝜎𝑥

(4.1)

where z(x) is the standardized score of a variable, x is the original value, x̅ and 𝜎𝑥 are the mean
and standard deviation of the indicator. Based on the group centroids of the three dimensions,
counties are classified into one of the four resilience levels (susceptible, recovering, resistant,
and usurper), shown in Figure 4.6, 4.7. The results shown in Figure 4.7 are compared with those
of Figure 4.2 to assign each curve into the specific resilience type.
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Figure 4.3. Hazard (threat Level generated from wind speed) by county
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Figure 4.4. Damage per capita by county

24

Figure 4.5. Recovery (population growth rate for 2010-2013 by county)
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Figure 4.6. K-means analysis results (counties’ resilience type)
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Figure 4.7. K-means results

4.2. Discriminant Analysis Results
To identify the underlying socioeconomic characteristics affecting county’s resilience
level, discriminant analysis was used to characterize the a priori resilience groups by a set of predisaster resilience capacity indicators. Discriminant analysis is an inferential statistical technique
that is used when the dependent variable is categorical and the independent variables are interval
or ratio. In the RIM model, the categorical variable is the level of resilience (susceptible,
recovering, resistant, usurper) derived from k-means, the independent variables are the
socioeconomic variables, as shown in Table 3.1.
The stepwise option in SPSS was used to select significant resilience indicators and
reduce the collinearity among the original set of variables. Four variables were selected,
including PCTTELE (Percent household with telephone available), HHDENS (Households per
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square km), PCTHIGHEDU (Percent population over 25 with bachelor's degree), MEDHV
(Median value of housing (dollars)). Also, discriminant analysis will recalculate the level of
resilience based on the socioeconomic variables (using the derived discriminant functions). The
accuracy comparing to the original groups was 80.8%, the accuracy of cross-validated results
was 76.8%. The detailed results are shown in Table 4.1 and Figure 4.8.
To further explore the relationship between community resilience and indicators, the
discrete resilience categories can be converted to continuous resilience scores based on the
probabilities of group membership derived from the discriminant analysis (Lam et al., 2016; Liu
and Lam, 1985). The continuous resilience score of each community can be calculated using
Equation 4.2, where m is the number of resilience groups (4 groups in this thesis), i is the
ranking of the resilience group (1 for susceptible, 2 for recovering, 3 for resistant, 4 for usurper).
Prob(i) is the probability of a county belonging to a particular resilience group i.
Resilience Score = ∑𝑚
𝑖=1 𝑖 ∗ 𝑃𝑟𝑜𝑏(𝑖)

(4.2)

According to the Standardized Canonical Discriminant Function Coefficients table, the
PCTTELE, HHDENS, PCTHIGHEDU are positively correlated to the resilience score, MEDHV
is negatively correlated to the resilience score. It is reasonable to find that the more households
with telephones, the higher the housing density, and the higher the people’s education, the higher
resilience to disasters of the county. Households with telephone usually have access to internet,
meaning they are more likely to use social media to get the latest news and be prepared for
disasters. The housing density reflects the level of population, labor, and economy in the county,
and higher density means more developed, urban areas that are likely to have resources to help
prepare for disasters and recover. Well-educated people usually are likely to be more informed,
and have more resources and knowledge to save themselves or even others.
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Median housing value was found to be negatively related to the resilience score, which is
unexpected. However, a closer look shows that the variable MEDHV had a significant positive
correlation with PCTTELE in the simple bivariate correlation analysis, whereas the Pearson
correlation between MEDHV and HHDENS was -0.2240, which was significant at the 0.01 level
(2-tailed). This reverse of correlation could occur in a multivariate analysis, when ‘independent’
variables are interacting among themselves, making the interpretation of the model results
difficult (Cai et al., 2016).

Table 4.1. Classification results from k-means and discriminant analyses
K-means
Analysis
Susceptible
Recovering
Resistant
Usurper
Total

Discriminant Analysis
Susceptible
Recovering
1(50%)
0
0
62(91.2%)
3
7
0
1
4
126

Resistant
1
6
15(60%)
1
24

29

Usurper
0
0
0
2(50%)
2

Total
2
68
25
4

Figure 4.8. Discriminant analysis results (counties’ resilience Type)
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CHAPTER 5. TWITTER DATA ANALYSIS
This study includes 146 counties in the states of Louisiana and Mississippi. According to
the Bureau of Economic Analysis (BEA), the GDPs of Louisiana and Mississippi in 2017 were
in the middle or lower level in the country (https://www.bea.gov/), and the percent of private
services-providing industries of their GDP were 60.3% and 60.7%, which was low comparing to
the more developed states such as California (72.4%) and New York (82.4%). Therefore, it is
expected that the coverage of social media in the study region would not be as good as more
urbanized areas such as the Northeast. As shown below, due to the coarse location information
extracted from the Twitter data, the centers of two states have abnormal values and were
excluded from the study, resulting in a total of 144 out of 146 counties selected for the analysis.
This study uses FEMA’s emergency management framework, which includes four phases
– preparedness, response, recovery, and mitigation (Figure 5.1). Preparedness phase includes
developing plans for what to do, where to go, or who to call for help before an event occurs, and
actions that will improve chances of successfully dealing with an emergency. In the response
phase, citizens will act responsibly and safely, will be able to protect themselves, their family,
others around them, and their animals. For the recovery phase, after an emergency and once the
immediate danger is over, citizens will rely on their ability to rearranging and rebuilding their
lives and environments, and preventing stress-related illnesses and excessive financial burdens.
The mitigation phase is a long term phase, which includes any activities that prevent an
emergency, reduce the likelihood of occurrence, or reduce the damaging effects of unavoidable
hazards (FEMA, 2006). Only the first three phases – preparedness, response, and recovery –
were used in this study because this investigation is an analysis of short-term Twitter activities.
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Figure 5.1. Isaac’s four phases of emergency management (after FEMA, 2006)
5.1. Twitter Data Collection and Processing
Figure 5.2 shows the framework of Twitter data collection and processing. A full dataset
of Hurricane Isaac from August 21 to September 24, 2012 was purchased from Gnip Inc.. The
dataset is so large (2867776 tweets) that we had to process it in a parallelizedway, six desktops
were employed to accelerate the twitter data processing. A python script developed in Zou et al.
(2018a) was used to parse, classify, geocode, and store them into Isaac databases. Then the data
were tabulated into tweet density for each of the three phases: Tweet Density Preparedness,
Tweet Density Response, and Tweets Density Recovery.
The next step of processing was to determine every tweet’s location in the dataset.
Referring to the twitter website for developer (https://developer.twitter.com/en/docs/tweets/datadictionary/overview/tweet-object), there are two ways to access the location of each tweets. One
is the location function activated when the tweet is created, which is also known as real-time
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location. The other is the location information in the account’s profile. During the processing, the
profile location was used if there was no real-time location in the tweet. The location information
of tweets can be represented in different ways. It can be either an x-y coordinate pair derived
from the built-in GPS in mobile devices or a place name selected by the user from a set of place
names suggested by Twitter. The x-y coordinate pairs were collected and saved directly. For the
latter case, the place name is usually recorded as a point of interest, a street, a neighborhood, or a
city, which can be converted to a point with coordinate pair using a geocoding tool. Graham and
others (2014) suggested that in their 4,000 randomly selected tweets, 54.5% of them associated
with city name can be correctly located by Google geocoding service.
Table 5.1. Summary of geocoding service providers
Providers

Free Limit

Accuracy

API Key

Coverage

Google

2,500/day

High

optional

Worldwide

Microsoft Bing

200,000/day

Medium

yes

Worldwide

Yahoo!

5,000/day

Medium

yes

Worldwide

ArcGIS

2,000/day

High

optional

Worldwide

OpenStreetMap

~2500/day

High

no

Worldwide

Nominatim

Unlimited

High

no

Worldwide

A study tested five different geocoding service and found that Google, MapPoint, and
Yahoo! provided more accurate points and shorter error distance than other methods
(Roongpiboonsopit and Karimi, 2010). To accomplish the determination of the tweet location
with no x-y coordinate but with text location information such as address, place name, and
others, we used all the geocoding services listed in Table 5.1. However, all the geocoding
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services provided by internet companies have limited the number of geocoding records per day,
and they have different accuracies too. There are 2867776 tweets in the database, it is not
feasible to use the limited service. So we implemented Nominatim geocoding service
(http://ibss.lsu.edu/nominatim/) on a local server to provide unlimited geocoding services for our
research purpose. The data used for the local Nominatim server was exported from
OpenStreetMap with an open source license (https://www.openstreetmap.org/). The server is
running and maintaining under the Apache HTTP server on a local desktop.
When the geocoding of 2867776 tweets was finished, there were still 1,180,925 (41.18%
of all) tweets missing coordinate information.
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Figure 5.2. Framework for Twitter data collection, processing, and indices calculation
5.2. Tweets Density
The tweets were tabulated into three phases and their respective tweet densities were
calculated: Tweets Density Preparedness, Tweets Density Response, Tweets Density Recovery.
Tweets density was calculated by using Equation 5.1. Tweets Density was used to eliminate the
impact of population on the number of tweets, generating more accurate results in representing
Twitter use and regional variation during disasters. According to previous studies, tweet densities
during disasters indicate the geographic and demographic characteristics of communities (Zou et
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al. 2018 & 2018b). Communities with higher frequencies of disaster-related tweets usually have
characteristics like high population density, high portion of young people in population, close to
the location of disaster, and high situation awareness (Kent and Capello Jr, 2013). Tweets
Density was also used to indicate situational awareness (Earle et al., 2012), risk perception
(Mandel et al., 2012), or level of concern (Lachlan et al., 2014) in other studies.

TweetsDensity =

# Tweets
Population2012

(5.1)

Figure 5.3 shows the tweets density of all time, Avoyelles Parish and Attala County have
obviously high value of twitter density. However, both Avoyelles Parish and Attala County are
in rural area, it is unreasonable to have such high tweets density. By examining the tweets
location information and location of the two counties in their states, there are many people do not
provide detailed location information in either tweets or profiles, they only put “Louisiana” or
“Mississippi” for the location information, so the location information containing state only will
be geocoded to the centers of the states, which are in the two counties. To eliminate the effect of
the improper values, this study will not include Avoyelles Parish and Attala County in the
analysis.
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Figure 5.3. Spatial patterns of tweets density (All time, Preparedness, Response, Recovery)
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5.3. Temporal and Spatial Patterns
Figure 5.4 depicts the temporal variations of tweets at the scale of study area, indicating
the general trend of public awareness and interests towards Hurricane Isaac on Twitter through
time. The number of tweets was tabulated by day and phase. The discussion of Hurricane Isaac
started to grow slowly from August 21 to 25, and it suddenly went high through August 25 to
August 27, 3 days before the landfall, indicating the growing public awareness. The highest
number of tweets was oberved on August 29, 2012, the day of second landfall. Also, there was
an undulation between August 27 and August 29. There were lots of discussion on August 27 but
it dropped down on August 28 and then the discussion reached the highest. The reason could be
that Hurricane Isaac had two landfalls, first landfall was at 6:45pm on August 28, which was a
brief one because it went back to the ocean, causing minor damage. So the discussion went down
because people would never think that hurricane would come back, making a second landfall at
2:15am on August 29. The second landfall was serious because it went north across the center of
Louisiana, causing much damage and leading to the highest discussion during the hurricane
period. Discussion went down sharply on August 30 and 31 along with the fading hurricane. For
the 17 days in September, there were no longer heated discussion of Hurricane Isaac.
Figure 5.3 and Table 5.2 show the spatial pattern of tweets density in three phases,
illastrating the geographical and social desparities of twitter activities. Most counties and
parishes did not have high tweet density in the preparedness and recovery phases, they had high
tweets density during response phase. The area with better socioeconomical condition tends to
have high tweets density. For example, Orleans Parish had high tweets density through all the
three phases, the reason could bethat it is a highly urbanized area comparing with others
counties. People living in Orleans Parish seemed to have a higher probability of connecting to
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the internet and using twitter. Take a close look to its tweets density of three phases, Orleans
Parish still had an undulation through the 3 phases, 0.019 tweets per capita for preparedness,
0.116 tweets per capita for response, 0.032 tweets per capita for recovery.
In addition, East Baton Rouge Parish, Simpson County, and Jackson County had large
tweets density undulations during the three phases. They all had higher than other areas tweets
density in the preparedness and recovery phases, very high tweets density in the response phase.
It is a low (Preparedness)-high (Response)-low (Recovery) form in the three phases. They have
very similar socioeconomical conditions, according to the indicators listed in Table 3.1, such as
having a big city, a number of schools, and a large portion of well educated people, thus they are
more likely to have a better conditon for generating more tweets.
Furthermore, areas located near to the hurricane tends to have higher tweets density.
Plaquemines Parish, Lafourche Parish, Terrebonne Parish, Assumption Parish, and other 16
parishes/counties had an obvious “low-high-low” undulation of tweets density, they are close to
the route of Hurricane Isaac, and some of them are located near the sea. For example, Jackson
County is located along the coast of Mississippi; it contains two small islands and a seashore,
meaning people living near the sea will be more alarmed because of the possible associated
perils of the sea caused by the strong wind from Hurricane Isaac.
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Figure 5.4. Temporal pattern of tweets (All time, Preparedness, Response, Recovery)
Table 5.2. Rank of Tweets Density during the three Phases
Rank
1
2
3
4
5
6
7
8
9
10

Preparedness
Orleans Parish
Jackson County
Oktibbeha County
Forrest County
East Baton Rouge Parish
Simpson County
Choctaw County
Franklin County
Harrison County
St. Charles Parish

Response
Orleans Parish
Jackson County
East Baton Rouge Parish
Forrest County
Oktibbeha County
Harrison County
Lafayette County
Lincoln Parish
Iberville Parish
St. Charles Parish
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Recovery
Orleans Parish
Simpson County
Jackson County
East Baton Rouge Parish
St. James Parish
Oktibbeha County
Plaquemines Parish
St. Charles Parish
Calcasieu Parish
Forrest County

Finally, we did a correlation analysis using Tweets Density for all time, preparedness,
response, and recovery, RIM score, and threat level. The result shows that all Tweets Densities
had significant positive correlation with the RIM socre and the threat level. This shows that
Twitter activities are feasible to be used for better understanding resilience. The more threat
people feel, the more tweets people will send. The higher the resilience score the community has,
the higher its Twitt density.

Table 5.3. Correlation Analysis Result

TD_Preparedness

TD_Response

TD_Recovery

TD_All

RIM Score

MEANWindspeed

Pearson
Correlation
Sig. (2tailed)
N
Pearson
Correlation
Sig. (2tailed)
N
Pearson
Correlation
Sig. (2tailed)
N
Pearson
Correlation
Sig. (2tailed)
N
Pearson
Correlation
Sig. (2tailed)
N
Pearson
Correlation
Sig. (2tailed)
N

TD_Preparedness
1

TD_Response
.936**

TD_Recovery
.903**

TD_All
.955**

RIM
Score
.379**

Threat
Level
.255**

0.000

0.000

0.000

0.000

0.002

144
1

144
.918**

144
.996**

144
.411**

144
.297**

0.000

0.000

0.000

0.000

144
1

144
.947**

144
.376**

144
.268**

0.000

0.000

0.001

144
1

144
.408**

144
.292**

0.000

0.000

144
1

144
.580**

144
.936**
0.000
144
.903**

144
.918**

0.000

0.000

144
.955**

144
.996**

144
.947**

0.000

0.000

0.000

144
.379**

144
.411**

144
.376**

144
.408**

0.000

0.000

0.000

0.000

144
.255**

144
.297**

144
.268**

144
.292**

144
.580**

0.002

0.000

0.001

0.000

0.000

144

144

144

144

144
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CHAPTER 6. CONCLUSION
This study analyzed the correlation between Twitter use and community resilience using
a case study of 146 counties affected by Hurricane Isaac in Louisiana and Mississippi. It outlined
the approaches and methods that can be used to measure resilience. It examined the activities of
Twitter use before and after Hurricane Isaac. The findings offered insights into the indicators that
could contribute to a community’s resilience capacity, as well as twitter activities’ disparities in
geographical and socioeconomic aspects. The study fulfilled the two objectives stated in the first
chapter.
To examine if there are significant geographical and social disparities in Twitter use
through the three main phases of emergency management (Preparedness, Response, Recovery)
during Hurricane Isaac, a full dataset containing 2,867,776 tweets of Hurricane Isaac from
August 21 to September 24, 2012 was bought from Gnip Inc.. The data were tabulated into
Tweets Density in three phases. There are two findings from this task: communities with higher
socioeconomic conditions tend to have more twitter activities, and communities with higher
hazard threat tend to have more twitter activities.
To test if Twitter use pattern can be used to predict disaster resilience, the Resilience
Inference Measurement (RIM) model was applied to measure the resilience level of the counties.
Four types of resilience were defined, and all the 146 counties and parishes in the study area
were grouped into the four types resilince. RIM score was calculated for each county or parish.
Finally we conducted a correlation analysis between the RIM score and the Tweet densities, and
found that there are significant positive correlation between them.
For future research, three aspects can be optimized. First, the extraction of location
information of tweets had a large deviation because of the broad location users provided. To
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eliminate the effect, the python script for geocoding need more adjustments. Second, there are no
background twitter data used in this study because the study area is in a relatively low Twitting
region. The 1.67% random extraction from Twitter stream led to very few tweets located in the
study area, which makes it hard for continuing the study. The solution is to try 10% random
extraction from the Twitter stream. However, the data is so huge that it needs many more
computers and processing time. Third, this study is a case study of short-term recovery, future
research is needed for a longer-term study to validate the results.
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