ABSTRACT
Introduction
Hyperspectral images provide finer spectral information then traditional multispectral images. However the volume of generated data is dramatically huge. Consequently, data compression becomes essential for economical distribution when spaceborn hyperspectral data are regularly available. The term hyperspectral is generally used for spectral data containing hundreds of samples of spectra. The hyperspectral images thus present specific characteristics that require to be exploited by some specific compression algorithms [1] . Since hyperspectral sequence images consider a set of images, they can be regarded somehow as volumetric data requiring specific techniques of compression.
Based on the techniques available in the literature, various algorithms and standards have been developed to deal with this type of data. For instance, wavelet transform has been efficiently used for 2D image coding [2, 3] . Besides, it is considered as the kernel of the standard JPEG2000 [4] . Extended to volumetric images, JPEG2000 standard has been widely applied to 3D hyperspectral images encoding [5] . Afterwards, the 3D wavelet transformation has been efficiently employed for various types of data through [6] , [7] and [8] . Recently, a 3D anisotropic wavelet decomposition which includes an adaptation of the zerotree structure [1] highlighted the potential of using such scheme to compress 3D hyperspectral images.
In this paper, we propose a new approach to pre-process 3D hyperspectral images before using any compression scheme. The idea consists in compacting (i.e. reducing the number of images of a sequence to compress) any volume/sequence in a context of Multimodal Compression based on the concept introduced in [9] related to image-signal merging and video-signal merging of biomedical data. The scheme presented in this work is considered as a variant and an extension since it deals with 3D images.
Generally speaking, the idea of MC consists in merging data using an insertion function (non-supervised scheme) into an image or a set of images, before the encoding process. Afterwards, a separation function is used to extract the required information from the decoded data.
In this work, some selected images from 3D hyperspectral images are inserted in the remaining images of the same sequence. This produces a compacted volume compressed using a 3D-SPIHT algorithm which outperforms the CCSDS and JPEG 2000 standards. Consequently, a fast encoding/decoding is achieved without any significant loss of information.
This paper is organized as follows: in Section II, the methodology of Multimodal Compression extended to hyperspectral volumetric data, is presented. Results and performance analysis evaluated on AVIRIS database are presented in section III. Finally, a conclusion is provided in section IV.
Methodology
We consider an hyperspectral image sequence, denoted by i where i = 1,···,K refers to channels. Each channel corresponds to an S M N  image. The Multimodal Compression of this sequence requires various phases, namely, 1) analysis, 2) insertion and 3) encoding. The process is inverted for the decoding purpose (see Figure 1 ).
Analysis Phase
In this phase, hyperspectral images to be compressed are sorted so that those containing less information are considered potentially appropriate to be merged in the remaining images. For this purpose, an objective criterion should be defined. This criterion can perform a simple statistical analysis along the image channels. In this work, we consider that the smooth images are relatively poor in terms of information. Therefore, the variance is used as indicator to sort images from the highest variance to the lowest one. Consequently, the number of images L that can potentially be merged depends on the global size of the Region of Interests in the whole sequence. In this case, we consider that L smooth images have been selected. Corresponding pixels are interleaved in the contours of the K L  remaining images after a down-sampling process. In other words, in the interleaving process, each pixel over two pixels that belong to the ROIN, is replaced by another one that belong to the smooth images to be embedded, as specified in Figure 2 .
In such a case, we define two regions, namely, 1) Region of Interest (ROI) and 2) Region of Insertion (ROIN). Only ROINs should be down-sampled since we consider that central regions (ROIs) contain the main information that should not be distorted. As it is shown in Figure 2 , the central region which forms an ROI for the compression phase is left without sampling.
In order to reduce the size of the volumetric image to be compressed, L images should be embedded within K L  images by considering the following condition:
In the extreme case (i.e. 2 L K  ) no ROIs are used and the volumetric image to be compressed is exactly half the initial size.
If the size of the ROI in each image is 1 1 M N  , the number of samples (called here, the capacity) that could be embedded in each image will be given by:
Hence, knowing the capacity of insertion, the number of images that could be dispatched is given by:
Finally, the size of volumetric image is reduced to:
Encoding Phase
In this phase, the reduced volume is compressed using the SPIHT algorithm. This encoder which is wavelet-based has been largely employed to compress 1D, 2D data. Afterwards, it has been extended for volumetric images (3D-SPIHT) which takes into account pixel correlations along different resolutions as shown in Figure 3 . Moreover, this type of codec is suited for progressive encoding, regarded as an important functionality. Since this algorithm is well known, it will not be described in this paper. For this purpose, detailed information can be found in [9] [10] [11] .
Decoding Phase
One of the 3D-SPIHT properties is that the algorithm allows progressive decoding of codestreams. At this phase, a reduced volume containing the data mixture is obtained.
Separation Phase
After the decoding phase, this step consists in extracting the embedded images from the contours of each image corresponding to a decoded reduced volume. Afterwards, an interpolation is performed on the contours in order to estimate missing pixels values. The interpolation used here is linear. It is calculated from the neighbourhood of each missing pixel. Hence, the interpoled pixel p i (m,n) is given by:
where (m,n) defines the interpoled pixel position.
Simulation Results
To evaluate the performance of a Multimodal Compression scheme using 3D-SPIHT on a sequence of hyperspectral images, experiences have been performed according to the following three phases: 1) Comparison phase: 3D-SPIHT is compared to standards such as: CCSDS (The Consultative Committee for Space Data Systems) [12] and JPEG 2000 [4, 6] . The aim of this phase is to show the superiority of 3D based-encoders, namely 3D-SPIHT, compared to 2D based-encoders.
2) Analysis phase.
3) Multimodal Compression based 3D-SPIHT: the 3D-SPIHT is included in the context of Multimodal Compression as described in Section 2.
For this purpose, we have used several hyperspectral sequences from AVIRIS database (Airborne Visible Infrared Imaging spectrometer). We have used a dataset of the Yellowstone scene, acquired in 2006 and having a size of 512 × 614 over 224 optical bands. This AVIRIS calibrated radiance images can be downloaded from http://aviris.jpl.nasa.gov/html/aviris.freedata.html.
Comparison phase As evoked above, 3D-SPIHT is compared in terms of bit-distortion to both CCSDS standard and JPEG 2000. For this purpose, a sequence of 16 images has been used.
Since these coders are wavelet-based, three levels of decomposition have been considered using bi-orthogonal filters 9/7, as recommended by the CCSDS. Simulations were performed using the software TER 2.02, which is an implementation of the recommendations of CCSDS image compression (Recommended Standard CCSDS 122.0-B-1 Blue Book 
where MSE is the mean square error between the original and reconstructed image.
As it can be shown on Figure 4 , the performance curves show that the averaged increases with the bit-rate (bpppb) according to a law which can be approximately logarithmic. On the other hand, one can point out that 3D-SPIHT outperforms, within the analyzed range, both JPEG2000 and CCSDS. This was somehow expected since 3D-SPIHT takes into account the correla- tion along the sequence images to be compressed.
Based on this result, the Multimodal Compression scheme will integrate 3D-SPIHT for the encoding and decoding purpose.
Analysis Phase
In this phase, the initial hyperspectral sequence i is analyzed in terms of statistics so that one can determine the images that potentially can be embedded into other images. For this purpose, using a sequence of 36 images extracted of the Aviris basis acquired on Yellowstone WY in 2006, the variance of each channel has been calculating leading to the curve shown in Figure 5 . From this variance evolution, one can point out an important increasing tendency along the channels. Moreover, one can sort the channels so that those presenting low values are potentially interested to be mixed with the remaining channels in the context of Multimodal Compression.
Multimodal Compression Based 3D-SPIHT Phase
By setting the filling area to 20%, producing hence a ROI of 80%; in such a case, four images can be inserted in the remaining images (initially 36) of hyperspectral sequences. After this reduction, a sequence of 32 images is obtained. This new sequence has been compressed using 3D-SPIHT within a range [0.01 -1.75] bpppb. For each bit-rate, the averaged , denoted by A , the root mean squared error (RMSE) and percentage error (%E) are evaluated [13] . They are given by the Equations (7) and (8) 
36 614 512 , , Table 1 lists the RMSE and %E of the reconstructed data for different bpppb.
In Figure 6 , only the A evaluated on the whole sequence is shown. Therefore, three performance curves are provided, corresponding, respectively to 1) the original sequence compressed by 3D-SPIHT; 2) reduced sequence using the Multimodal Compression; 3) reduced sequence using the Multimodal Compression for which the A is evaluated only on ROIs. By analyzing these curves, based only on the A , one should note that for low bpps, the quality of the decompressed images is objectively almost the same, whereas for high bpppbs, the quality remains subjectively the same (based on the visual quality). This can be explained by the fact that when dealing with PSNRs greater than 50 db (which is the case here), it becomes very difficult to distinguish, visually between image qualities. results are obtained. By considering the other criteria of quality evaluation, namely the RMSE and E%, the conclusion is the same as it is highlighted in Table 1 . Very close values are obtained.
In terms of quality, one can conclude that the MC-3D-SPIHT preserve the information without any significant distortion (see Figure 7) . In terms of computing time, the proposed technique becomes particularly interesting since the encoding or the decoding are both achieved on a reduced number of images. As shown in Table 2 , encoding/decoding time is compared for various bpppbs. The evaluation has been performed on a computer running at 1.6 GHz. Table 2 highlights the computing time for both techniques and show clearly that the MC-3D-SPIHT outperforms the direct compression technique which is even obvious since only 32 images are considered. From these 32 images, 4 extra images are extracted by the proposed approach without significant loss of quality.
On the other hand, the mixing/separation functions are not time consuming since these tasks can be achieved using a DMA "Direct Memory Access" which doesn't Figure 6 . Comparison between the direct compression using 3D-SPHIT, MC-3D-SPIHT. In low bpppbs the quality is objectively almost the same. In high bpppbs the visual quality is also almost the same (>55 dB). Moreover, MC-3D-SPIHT is faster in the encoding/decoding process. require to use any processor cycle. Finally, the proposed technique requires an interpolation to be applied on each image contour, but the time required to achieve this task is insignificant (<500 Milliseconds) compared to the whole decoding time process. Objectively, using the multimodal compression one can encode a given volume by preserving the same quality as obtained with the direct techniques but using, essentially, less computing time which is an important advantage.
Conclusions
In this work we presented a new technique to compress hyperspectral image sequences using a Multimodal Compression approach. The proposed scheme includes a mixing function, a separation function and the 3D-SPIHT algorithm. Tests have been performed in two main phases. In the first phase, we have shown that the 3D-SPIHT (which considers hyperspectral sequences as a volumetric image) outperforms both the JPEG 2000 and CCSDS sta-ndards. In the second phase, the size of the sequence to be compressed has been reduced by approximately 20% using the mixing function then compressed using 3D-SPIHT. After the decompression and separation process, we showed that the quality of the decoded images using various criteria are objectively and subjectively very close to the one obtained by a direct compression. The major advantage is that the MC-3D-SPIHT reduces significantly the coding/decoding time and improves the compression ratio in comparison to a direct compression using JPEG 2000 or CCSDS. This makes this approach very appropriate to deal with huge data. In the future work, optimizing the mixing function could be an interesting perspective.
