Abstract-Photolithographic (Photo) plays a key role in semiconductor manufacturing because of its importance to advanced process shrinking. Even with a small improvement in its operational efficiency, the cost competitiveness in production can be enhanced as a result of the huge amount of share capital cost. However, it is difficult to stabilize the throughput rhythm of Fabs, while keeping a high equipment utilization for Photo. In the light of Industry 4.0 and big data, a huge potential of maintaining a desired system performance by (near) real-time dynamic system control is highly anticipated. But it also poses challenges to intelligently handling mass data acquisition and allocating computing resources. This research aims to maximize the equipment utilization in Photo by an efficient multi-model simulation optimization approach with big data techniques in the era of Industry 4.0. dynamic Photo configurator and abnormality detector are the two critical units in our proposed system framework; the former can make a quick decision to optimize the system configuration while receiving the adjustment request from the latter. The results from an empirical study show the practical viability of proposed approach that the capacity loss in Photo has been effectively improved.
total production cost [1] , [2] . Based on an analysis about the cost of photolithography (thereafter Photo) equipment [3] , the price of Photo equipment has been increasing by an average of 17% annually since the 1970s, and nowadays the advanced equipment, e.g., extreme ultraviolet lithography (EUV) exposure tool, costs around $150 million. In spite of the extremely high price, however, advanced Photo equipment is necessary for process shrinking to fulfill the requirement of the next generation. Therefore, approaches for enhancing the operations efficiency of Photo, such as equipment utilization, have been the focus of semiconductor manufacturing for years owing to even a small improvement can make a significant difference.
Production planning and scheduling (PPS) are an essential discussion in operations management, and a lot of Fab-related PPS approaches are proposed by optimization methodologies. For example, a multistage mixed integer programming based approach was proposed to handle the scheduling problems in Photo [4] . A machine scheduling problem was solved by using a branch-and-cut method with convex hull analyses for two-phase analysis [5] . A mixed integer linear programming (MILP) model was proposed to solve the capacity allocation problem in Photo [6] , and further approach used a linear-programming-based heuristic algorithm (LPBHA) for solving the problem efficiently [7] . Recently, a few hybrid approaches are attractive by combining heuristic and metaheuristic methods due to their great performance under specific conditions [8] , [9] . Also, stochastic programming is gradually applied for tackling the production planning problems in Fabs [10] , [11] , because the strong randomness hides inside of Fabs. Another way to improve the Photo scheduling is to integrate the practical real-time dispatching system and optimization techniques [12] , [13] .
Although PPS approaches are common for improving Photo operational efficiency in the literature, in fact, they are rarely applied for production control in real Fabs for reasons. Firstly, analytical approaches are disable to handle the production control due to oversimplified assumptions are seriously deviated from the reality. Secondly, off-line optimization approaches for PPS don't usually fit well in such a dynamic and disturbing operational production system. Thirdly, these methods can not provide a quick response. There are also many other approaches of improving the operational efficiency in Photo including, but not limited to, dispatching rules and machine dedication [14] [15] [16] [17] , reticle allocation [18] , preventive maintenance management [19] [20] [21] , and test wafer management [22] . Most of these approaches are much more viable in practice due to their main ideas, e.g., heuristic methods/rules, are derived from domain knowledge. However, almost every study does not take all important factors into account, and most of these issues are usually assumed to act as routine activities or enforced by particular rules. Although these approaches still contribute to the operational efficiency enhancement for Photo in their ways, generated solutions might be local optimal or even feasible solutions with poor performance at all.
To consider every important factor at the same time, discrete event simulation has been widely used to evaluate the Fab performance. Because of the flexibility in the modeling of discrete event simulation (DES), analyzing complex stochastic systems becomes possible. As a powerful tool for capturing the system behavior, DES can consider almost every detail in modeling [23] . Therefore, DES has become an important evaluation tool in modern decision making, and the integration of simulation and optimization can search for (near) optimal solutions by controlling simulation models to evaluate the performance of feasible decisions directly. For example, [24] testified relative efficiency of different scheduling policies or algorithms by DES; all important factors in the interest system can be incorporated in the simulation model for performance estimation over any time duration. About concerning this feature, simulation optimization integrates optimization techniques into simulation analysis to address optimization problems that the objective functions are difficult to evaluate [25] .
Recently, Industry 4.0 and big data seem a silver lining to industry re-evolution [26] [27] [28] . In an Industry 4.0 factory with big data capability, a better performance of production control is desired due to the mass real-time information is expected to be adopted for boosting the quality of decision making. These new generation plants operate with real-time data and continuously forecasting that dramatically changes the way of decision making. As we mentioned above, simulation optimization is capable of searching the optimal solution for a complex system, and an Industry 4.0 factory with big data capability will deliver the opportunity of improving the quality of decision making. Ideally, the integration of these techniques will result in an ideal factory with excellent ability in operations management. A dynamic system controller powered by simulation optimization should maintain the system performance at a high level by seamlessly optimizing the system configuration according to the real-time information. Unfortunately, the most significant disadvantage of simulationbased methodologies is that the large computing time for performance evaluation can't match the constraint of the limited lead time for dynamic system controllers to make the decision. Besides, Industry 4.0 factories with big data capability also bring new challenges as well. Intuitively, sufficient information can benefit the decision-making, especially when it comes out with considering the global information rather than with local information only. However, once the decision maker is overwhelmed by an excess of information, it will operate ineffectively. If decision makers are unable to provide a quick response with the mass information, eventually, the future prosperity of Industry 4.0 and big data is limited [29] , [30] . As a result, therefore, an efficient simulationbased methodology for decision making under Industry 4.0 is needed to take the advantage of the DES and feasible to deliver a quick response in such a dynamic data environment.
In this research, we formulate the system configuration determination in Photo as a stochastic optimization problem and propose a system framework which includes three levels of production management: planning level, control level, and execution level. In short, control level receives the production plans from planning level, and releases orders for processing tools in execution level. Our primary focus would be the control level that the main ideas for Abnormality Detector and Dynamic Photo Configurator, two critical function blocks in this level, are presented to display how we integrated the novel simulation optimization method, MO 2 TOS, with big data technique in the era of Industry 4.0. Our framework is thus especially promising because it not only takes the opportunity of avoiding capacity loss from big data technique but also firmly grasps it by simulation-based dynamic control. MO 2 TOS plays a key role in dynamic system control because of its capability of handling large decision space for a (near) real-time decision making. In order to validate the viability of the proposed framework, we conduct an empirical study based on the real data from a Fab in China. The other three control strategies are chosen for the competition experiments, which contain the practical control method in the case Fab. The results show our framework can provide a very stable performance in maintaining a high equipment utilization rate in Photo than the other approaches.
The rest of the paper is organized as follows. In Section II, we briefly introduce the operations in photolithography area and define the system configuration determination problem. In Section III, we present a system framework for dynamic system control and describe the main ideas of two critical function blocks, Abnormality Detector and Dynamic Photo Configurator. Section IV presents an empirical study to validate the viability of the proposed framework. We conclude the paper and point out future research directions in Section V.
II. SYSTEM CONFIGURATION DETERMINATION PROBLEM IN PHOTOLITHOGRAPHY AREA
The photolithography (Photo) area is usually the core of the whole production system in a Fab based on the perspective of shop floor layout and capacity design. It is just like a distribution center which takes charge of delivering the workin-process lots (WIPs) and controlling the pace of production. The Fab capacity design and allocation also put the Photo capacity as the most concern because of its highest capital cost than all other equipment on the floor. Therefore, how to fully utilize the capacity of Photo takes the highest priority in the operations management.
Photoreticle allocation and WIP dispatching are two of the most critical decisions in Photo area, and they are dependent on each other. In practice, practitioners often make only one decision at one time to reduce the complexity of the decision making. Main processing tools in Photo aim on transferring the designed pattern from the photoreticle (or simply reticle) to the wafer surface. The capability of a Photo equipment depends on which reticle has been loaded into it, and tool capability is a key consideration for WIP dispatching. Therefore, reticle allocation is reasonable to directly affect the decision space of WIP dispatching. Indeed, reticles can be moved between the equipment that the relative flexibility might benefit the WIP balancing. However, reticle allocation should regard to several constraints (e.g., machine dedication) and sometimes changing reticle also lead to extra capacity loss because of the reticle inspection, tool check, and set up. Accordingly, the tradeoff exists in Photo operations.
In addition, preventive maintenance (PM) on production equipment necessarily exists in Fabs to ensure the process reliability and equipment availability, but it causes the capacity loss directly [19] [20] [21] . PM is often performed regularly by fixed time interval(s) and/or reaching a fixed number of wafer-count, and failures from tool testing or wafer metrology/inspection may also trigger an irregular PM. As a result, a calendar-based PM Schedule is incapable of bringing the best interest for Photo, and a dynamic control for PM activities is necessary to be taken into account.
As we mentioned above, there are a few operations which directly influence machine utilization in Photo area, and the nature of their dependency makes the production control highly intricate. To clearly describe the configuration of the production system in Photo, we model the Photo configuration determination as a stochastic optimization problem. the adjustment amount of PM schedule for equipment e, e.g., 2 means two time units delay, and -1 means one time unit earlier φ d : equal to 1 , if dispatching rule d is enable; otherwise, equal to 0. Specifically, denote U(θ ; ω) as the performance measure, machine utilization in Photo area, where θ = {x, ρ, φ}; x is an array of reticle assignment, ρ is a vector of PM schedule, φ is a vector of the configuration of dispatching rules, and ω represents uncertain factors in the system. Our objective is to find the best system configuration with maximum machine utilization.
Notation
Photo Configuration Determination Problem: Objective
Subject to e x re ≤ n r , ∀r (1)
Eq. (1) is a resource constraint that the number of assigned reticles should be less or equal to one of the available reticles. Eq. (2) describes the conflictions between dispatching rules should be avoided; for any two dispatching rules d and d which are not allowed to be enabled at the same time. In contrast to above case, Eq. (3) represents the relationship between two compatible dispatching rules. Eq. (4) and (5) describes the tolerance size of adjusting the PM schedule for each equipment. We formulate the Photo operations as an optimization problem in order to emphasize the concept of improving the Photo efficiency via looking for a better system configuration. Many constraints in the system are implicitly involved in simulation modeling such as machine dedication [14] , and so are not shown in above model.
Let U(θ ; ω) be the (stochastic) simulation output at θ . Suppose the sample size is N, the expected value can be approximated by the sample average as follows
However, the Photo Configuration Determination Problem, an optimization problem of a complex stochastic system, is always difficult to address due to the lack of structure, a large search space, the stochastic nature of such systems and timeconsuming simulation evaluation [31] . The decision space, θ , is often structureless, and the complexity of this kind of problem will increase dramatically while the size of θ is gigantic. Regarding it is impossible to directly conduct enormous simulation runs to ensure the estimation accuracy for the entire decision space, an efficient searching methodology is needed. In next section, we introduce our proposed framework of dynamic system control for Photo operations. 
III. PROPOSED FRAMEWORK
The core of our proposed framework is an integration of the Abnormality Detector and the Dynamic Photo Configurator. Fig. 1 illustrates the system architecture of how they cooperate for addressing the dynamic operations control in Photo. First of all, the whole architecture consists of three levels: planning level, control level, and execution level. While demand planning is receiving an order confirmation with latest demand forecast, the production requirement is going to release to production planning. The resulted production plan would be the guideline for production control, and manufacturing execution system (MES) plays a vital role in coordinating control level and execution level. MES provides standardized workflows to production equipment to ensure the highest possible production quality as well as regulatory compliance. To minimize or eliminate misoperation by operator error, equipment automation process (EAP) and automatic material handling system (AMHS) allow the MES to control processing of equipment and WIP transferring; EAP/AMHS also enable MES to control the production system dynamically and to receive the real-time data from shop-floor equipment. Through analyzing the MES data, engineering data analysis and advanced process control systems keep updating the latest key indices for Abnormality Detector to diagnose the potential abnormality such as WIP bubble, i.e., a larger-than-normal buildup of WIP at a particular process step [32] . Once the alarm is issuing to Dynamic Photo Configurator, a revised Photo configuration will be generated and affect the operations control by PM scheduler, Reticle Management, and Real Time Dispatcher. This control loop continuously takes information from shop-floor and dynamically adjusts the Photo configuration to retain a high utilization rate for Photo equipment. The approaches for Abnormality Detector and Dynamic Photo Configurator are discussed in this section.
A. Abnormality Detector
Cycle time (CT) estimation is one of the common and important issues in production management of semiconductor manufacturing [33] . As a key performance index, CT is widely used for various purposes such as WIP rolling forecast and capacity planning. Hence, the foundation of forecasting the WIP bubbles is CT estimation since the forecast WIP profile is summarized by CT estimates of wafer lots. Reference [34] classified the CT estimation approaches into four categories, including simulation, statistical, analytical, and hybrid methods; each method has its advantages and disadvantages. Invariably, considering the dilemma between efficiency and effectiveness, choosing the right approach for different purposes will always be a hard choice.
Among a wide variety of methods for CT estimation, artificial neural networks (ANN) have been applied for decades, e.g., [35] and [36] , owing to offering some advantages, including the capability of flexible non-linear and interaction effects modeling, and the availability of various training algorithms. The relationship between the independent variables and the job cycle time has been shown to be nonlinear in Fabs [37] . As a result, ANN has its unique advantage in estimating the cycle time for a complex Fab. The most frequently mentioned drawback to ANN is a large amount of data required, and thus many approaches have attempted to overcome this shortcoming. Fox example, [38] proposed an ANN-based due date quotation model which allows a satisfactory result without sufficient data compared with full training data. Reference [39] proposed a fuzzy c-means back propagation network (FCM-BPN) approach with a nonlinear programming model to handle internal due date assignment in a Fab.
More recently, ANN has attracted more attention due to the rise of Industry 4.0 and big data; they eliminate the traditional disadvantage of ANN, highly dependent on large amounts of data, while maintaining its advantages. In the era of Industrial 4.0, each vehicle, machine or workstation can be autonomous, and they can control and regulate themselves. Therefore, the real-time continuous data collected from the sensors of these tools and logs of their activities can be a solid foundation for ANN applications [40] . Reference [28] proposed a big data analytics (BDA) to predict lot cycle time, and the FCM-BPN method proposed by [39] is improved as the parallel cycle time forecast model, the core of this approach. The proposed BDA selecting cycle time related features by fetching massive data improved the accuracy of FCM-BPN to predict lot cycle time.
In our framework, we proposed an ANN-based approach for developing the Abnormality Detector, and its conceptual structure is shown in Fig. 2 . We refer to the finding of Hassoun and Rabinowitz [41] for a few key factors in predicting WIP bubbles are considered, and the FCM-BPN has been applied for predicting the amount of upcoming WIP. Comparing to traditional BPN with mass training data, FCM-BPN is capable of reaching at least the same prediction accuracy but requires a small size of training data and shorter training time as well. Since the Abnormal Detector works in a dynamic data environment, this important feature of FCM-BPN can benefit the maintenance of the system capability by the seamlessly iterative learning. The basic idea of FCM-BPN describes as follows. Firstly, according to cycle time related features, an adaptive fuzzy c-means algorithm is applied in determining the category of a wafer lot by comparing the similarity among different lots. Considering the performance of this algorithm is highly affected by the initial settings, the number of categories is decided by the method in [42] adaptively and optimally instead of by manual decision. Secondly, multiple three-layer BPNs are trained by data of lots from corresponding categories. Inputs of each BPN are cycle time related features, and the output is lot flow time. Finally, a CT-WIP Convertor summarize the amount of coming WIP by process step through inferring from lots flow time. Another BPN with a four-layer structure is constructed by historical data to judge the abnormality of Photo in the future in which the Photo configurations are required to be adjusted.
B. Dynamic Photo Configurator
Dynamic Photo Configurator based on a systematic approach can determine the best operations configuration for Photo to maximize the equipment utilization. In order to answer the dynamic alarm from Abnormality Detector in time for preventing the potential capacity loss, an efficient and effective methodology is required to make an accurate response rapidly. We defined the configuration determination problem for Photo in Section II, and a large size of the decision space, θ , is a challenge for making the decision in a much shorter time-window in response to dynamically evolving situations.
Simulation optimization is a powerful tool for decision making by using simulations to optimize the design and operations of systems directly. However, computational efficiency and data requirements are the two primary issues that limit the applications of simulation optimization in the control of complex stochastic systems [40] . The data requirements can now be satisfied by the development of big data techniques so that computational efficiency would be the main focus.
Reference [43] presented a multi-fidelity optimization framework called MO 2 TOS which combines two novel methodologies: ordinal transformation (OT) and optimal sampling (OS). This framework includes two simulation models with different fidelity; the high-fidelity models represents a full-featured simulation model which can quite accurately evaluate the actual performance of an intended design, and the low-fidelity, in contrast, model is built on reasonable abstractions and simplifications of the underlying physical processes in order to evaluate a large number of intended designs in a short amount of time. Fig. 3 is a conceptual diagram of MO 2 TOS. This framework takes the advantages of multi-fidelity data/models to benefit the simulation optimization-trustable estimation by high-fidelity data/models and speedy evaluation by low-fidelity data/models. The novel methodology, OT, is introduced to rank the performance of all feasible decisions by low-fidelity estimates and to transform the original decision space into a new ordinal space. Next, the idea of optimal computing budget allocation (OCBA) [44] [45] [46] is applied for OS which samples the transformed space in search of the optimal solution.
MO 2 TOS has not only been testified its computing efficiency but also been demonstrated it's a very general and flexible computing framework. Reference [47] addressed a machine allocation problem for an integrated circuit factory using MO 2 TOS. Results showed that OT leads to a dramatic increase in the computational efficiency of a simulation optimization algorithm by the promising guidance for searching. Also, OS can well utilize the limited computing budget for searching the optimal solution. For more details about MO 2 TOS, especially in theoretical analysis, please see [43] . Fig. 4 is the flowchart of MO 2 TOS, and we describe its procedure briefly in what follows.
1) Ordinal Transformation:
Suppose there are n system configurations and let L(θ j ) be the performance estimate of configuration θ j using low-fidelity model where j = 1, 2, . . . , n.
denotes the decision space, and θ j ∈ . We can evaluate the system performance via low-fidelity model for all configurations and we rank L(θ j ) by performance measure. i denotes the new index after transformation that L(θ i ) is equal to L(θ ) (i) , where L(θ ) (i) indicates the performance estimate of the ith best system configuration.
After ranking, OT allows us to partition these configurations into a few groups with small variances and large group distances in which it is very difficult to achieve with any partitioning scheme in the original decision space. Before defining the group variance and group distance, we assume the grouping process is done. Thus, let m g represent the size of group g, and f (θ i ) be the performance estimate of configuration i, where i = 1, 2, . . . , n is the configuration index after ordinal transformation (i.e., f (θ 1 ) is the performance estimate of the best configuration). Therefore, we can define the group variance of group g as
m j . The group distance means the distance between two neighbouring groups as the difference between the expected value of the group average performance, and it is defined as
Reference [43] presented the small group variances and large group distances benefit the optimization algorithm to efficiently search for the optimal solution and proofed that OT enables the reduction of group variance and increasing of group distance between two neighboring groups in some cases. Moreover, results of the numerical study in [47] demonstrated the potential of the adaptive number of partitions for OS. Although we can observe the partitioning with ease after OT, automatic clustering is necessary for the system requirement of the Dynamic Photo Configurator. In this study, we utilize k-mean, one of the most popular and simple clustering algorithms [48] , to handle this issue.
2) Optimal Sampling: An iterative search for selecting the best configuration is performed in the transformed onedimensional ordinal space. Since the computing budget is usually limited, say N, in practice for dynamic real-time control, OS is executed through the progressive release of the computing budget. Both group variance (σ 2 g ) and group distance (δ g,g+1 ) are two key inputs for OS to efficiently control the computing budget. We first allocate n 0 (n 0 < m g , ∀g)
high-fidelity evaluations to every group defined after OT to obtain initial estimates of group variances and group distances. Although selecting groups ranked high by the low-fidelity model for further confirmation by the high-fidelity model is the most intuitive sampling strategy, it may be a futile effort especially when the quality of the low-fidelity model is not satisfactory. In this study, we perform the OS strategy based on the Optimal Computing Budget Allocation (OCBA) [44] [45] [46] to efficiently allocate the computing budget to each group, and then randomly sample candidate configurations by group according to the correspondingly allocated budget size.
Theorem 1: Assume f (θ )'s are independent and normally distributed for all θ in a group. Let b be the index for the group with the best group mean according to the samples collected thus far. Let N g be the number of high-fidelity simulations allocated to group g, j = 1, 2, . . . , k. An approximation of the probability of correctly selecting the best group is asymptotically maximized when
and
where
See the above equations, the smaller size of computing budget is allocated to group g while the group distance between group g and the current observed best group b is getting larger. This is reasonable as such a group is unlikely to contain better solutions. However, if the group variance σ 2 g is larger, more computing budget should be allocated to group g because of the weighty uncertainty in this group.
Let be the increment of computing budget in terms of number of alternative configurations, and N t g is the total number of sampled configurations of group g at the tth iteration. Then we apply Equation (8) and (9) to have a ratio as
Based on this ratio, the additional samples allocated for group g is at the (t + 1)th iteration is Once we obtain N g for g = 1, 2, . . . , k, we randomly sample without replacement t+1 g configurations from group g. These alternative configurations will be evaluated by the high-fidelity model, and σ 2 g and δ g,g+1 will be updated as well. Following this iterative procedure, the total computing budget N will be consumed by repeatedly until it runs out. In order to perform OS, we need to select the n 0 and . In general, a suitable choice for n 0 is between 5 and 20, and a suggested choice for is a number bigger than 5 but smaller than 10% of the number of groups. In ultimate case, when the simulation is relatively expensive, should be as small as possible and can be set as 1. More extensive discussions can refer to [49] .
IV. EMPIRICAL STUDY
In this section, we present an empirical study which is based on real data and accomplishes in cooperation with a foundry Fab in China to verify the viability of the proposed framework for dynamic system control in practice. According to the real data from the case Fab, a full-Fab simulation model is built by Plant Simulation (formerly eM-Plant) to imitate the real production system which includes most of the critical features and procedures in the case Fab (see Fig. 5 ). Both verification and validation are necessary for ensuring the reliability of the constructed simulation model. Existing, effective verification and validation approaches [50] . This full-Fab model is created as a platform for the performance comparison.
We choose the other three control strategies to compare with proposed framework, the integration of Abnormality Detector (AD) and dynamic Photo configuration (DPC) which relied on MO 2 TOS. Firstly, we mimic current policies of shop floor control in case Fab, and then summarized a plenty of if-then rules as our first strategy: dynamic rule-based control (DRC). This control mechanism will be trigger while any of predefined conditions is reached. For instance, once the daily move of a key step is way far from the move target, this DRC will be turned on. Secondly, we combine the DRC with proposed AD, and let DRC be triggered by the adjustment request from AD. Thirdly, we introduce the optimal computing budget allocation (OCBA) to handle the adjustment request from AD.
In order to implement our framework, the Abnormality Detector is constructed by proposed ANNs which have been trained by historical data from the MES system. Then, based on the constructed full-Fab model, various simplifications are made to result a high-fidelity and a low-fidelity simulation models to applied MO 2 TOS for the Dynamic Photo Configurator. Table I describes the differences between these models.
The objective of the system control is to maximize the machine utilization in Photo area through adjusting reticle allocation, selection of dispatching rules, and PM schedule. Based on the standard for definition and measurement of equipment reliability, availability, and maintainability (RAM) [51] , we use Fig. 6 to describe the relationship among equipment basic states. The operational utilization, OU(%), is the performance measure of the full-Fab model, and we show the definition of OU as follows:
In this study, there are 11 products in the production system and some of them have more than one set of reticles. The Photo area includes totally eight processing tools which could be categorized into three types with different wavelengths of the light. Moreover, the real-time dispatching system contains ten, nine, and seven dispatching rules for different tool types, and each rule is allowed to be switched on/off. Although we assumed the priority between these rules is not adjustable, logically, there are still more than 66 millions of configurations of dispatching setting. Many of these configurations were eliminated because they don't make sense from the viewpoint of domain experts. Finally, both performing PM by wafer count and fixed time interval are converted into calendar-time schedule by using the conversion algorithm in [52] and [53] , and we define the tolerance size for early PM, usually ± 3 days, to gain more potential efficient improvement. The size of our decision space is 10500 configurations. We select three different Fab snapshots from history data as testing scenarios to compare the performance of four different control strategies. The scenario I includes the renew of production planning due to the order changing. The scenario II suffers a high rework rate issue in Photo area. The scenario III has particle-high alarms from a few equipment for deposition and diffusion processes. We evaluate the performance of strategies by overall operational utilization; run each scenario with specific control strategy ten times to estimate corresponding sample mean and variance. Every simulation run is a fixed length of observation, and we set this number to be as the same as the product standard cycle time. Table II shows the results of the experiment. Overall speaking, the performance of AD + MO 2 TOS dominates the other strategies in all aspects. Because of the high rework rate issue in Photo area, there may be no room to further improve the operational utilization in Scenario II; thus, the performance of AD + MO 2 TOS is much more stable than the others due to the lowest sample variance. In addition, comparing the performance between DRC and AD+ DRC, they use the same mechanism of decision making for system control but are triggered by different ways; we see the benefits from applying the Abnormality Detector that global information and the future forecast increase the lead time for configuration adjustment and enhance the effectiveness of the adjustment.
V. CONCLUSION
In this paper, we model the Photo configuration determination problem in a foundry Fab, and propose a system framework to maximize equipment utilization in Photo by dynamically control the system configuration. Abnormality Detector and Dynamic Photo Configurator are the two critical function blocks in this framework. We applied the ANN-based technique for the Abnormality Detector which is designed to diagnose the potential abnormality by the real-time production data. The Dynamic Photo Configurator is implemented by a multi-fidelity methodology, MO 2 TOS. which is a flexible, effective and easy-to-use computing framework. On the one hand, the low-fidelity model provides a fast exploration over all configurations that reserves most of the computing budget for the high-fidelity model to precisely hit the target through the rough global view from OT and robust guiding by OS. On the other hand, as opposed to the existing rule-based control, the proposed method use simulation as a tool to evaluate the system performance that provides a trustable result of configuration estimation due to all the important details in the system can be taken into account. This multi-fidelity approach is quite close to current industrial practice in its nature, and implements in a systematic way. A preliminary result of implementing Dynamic Photo Configurator has demonstrated the remarkable performance for optimizing the Photo configuration, also indicates the potential of simulation optimization in dynamical control.
A few future directions are worth pursuing. First, multiple low-fidelity and/or high-fidelity models may provide extra insightful information to improve the efficiency of MO 2 TOS, and model selection will be another new topic. Second, the use of the neighbor information in low-fidelity models should be added into a new search process in the high-fidelity model. Third, since performing early PM will induce an added cost especially when the PM schedule changes greatly, it is necessary to conduct a cost-benefit analysis. Finally, the deep learning techniques can further improve the performance of Abnormality Detector. 
