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ABSTRACT OF THE THESIS 
 Lead Poisoning in United States Children 
by 
Zeren Zhou 
 
Master of Arts in Statistics 
Washington University in St. Louis, 2016 
Professor Edward Spitznagel, Chair 
Professor Jimin Ding, Co-Chair 
 
 
Objectives. The goals of this study were explore predictors of lead in childrens' blood 
and to develop a multivariate model using as many predictors as possible.  
Methods. The logistic regression and linear regression were used, The analysis 
is conducted using SAS survey regression procedures that account for weighting, 
stratification, and clustering of the data. 
Conclusions. The age, the family income and the race could be consider as predictors 
for blood lead, by using those three as predictors, we could develop a relatively good 
multivariate model for predicting blood lead of childrens. 
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CHAPTER I: Introduction 
Although Lead has been widely used in human live, such as the production of gasoline, 
ceramic products, paints, batteries. Lead is a neurotoxic metal that affects areas of the 
brain that regulate behavior and nerve cell development. Children are more vulnerable 
to the effects of lead because the blood-brain barrier is not fully developed in them 
Lead-poisoning is one of the most common environmental health problems affecting 
young children. It can greatly affect children brain development, cause IQ decrease, 
learning problem. Hence it is important to develop a method to predict whether the 
children is blood lead at risk. 
The goal of this thesis is to explore predictors for blood lead in childrens' blood and to 
develop a multivariate model as prognostic function that using as many predictors as 
possible.  
Chapter II will discuss data and methodology I use to develop multivariate model. In 
particular, the methodology I use to get good predictor for blood lead. 
Chapter III will discuss the process of getting good predictor by methodology in Chapter 
II. 
Chapter IV will discuss how I get multivariate model for predicting whether children is 
blood lead at risk. 
  
2 
 
CHAPTER II: Data information and method 
2.1 Data information 
2.1.1 General information of data 
The data is gather from The National Health and Nutrition Examination Survey 
(NHANES), NHANES is a program of studies designed to assess the health and 
nutritional status of adults and children in the United States. The survey is unique in that 
it combines interviews and physical examinations. NHANES is a major program of the 
National Center for Health Statistics (NCHS). NCHS is part of the Centers for Disease 
Control and Prevention (CDC) and has the responsibility for producing vital and health 
statistics for the Nation. NHANES has gather blood metal that is dangerous to human 
body (such as lead, cadmium, mercury) of adults and children in the United States 
2007-2008, 2009-2010, 2011-2012, 2013-2014.  
By combining those four data we obtain data set of the blood metal of adults and 
children in the U.S from 2007 to 2014, by deleting the data of blood metal of adults, and 
deleting the data of blood metal other than lead, we could the get the data set of blood 
lead of children at age 1-5 in the U.S from 2007 to 2014. The data set contains 4927 
observations. Different observation correspond to different person. 
The data set has many variables, only a few variables is meaningful variables for predict 
lead poisoning. Following variables are important: 
LBXBPB: variable of blood lead, units as ug/dl. 
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RIAGENDR: variable of gender. 
RIDAGEYR: variable of age in years at screening. 
RIDRETH1: variable of race, there are 5 kind of races in NHANES, code as 1 to 5, 1 is 
for Mexican American, 2 is for other Hispanic, 3 is for Non-Hispanic White, 4 is for Non-
Hispanic black and 5 is for other race (including multi-racial). 
INDFMIN2: variable of annual family income, reported as a range value in dollars. 
DMDHHSIZ: variable of total number of people in the household. 
 
2.1.2 cluster, strata, and weights of data 
The data of NHANES is collect as following, the collector would go to some areas and 
randomly talk to people to collect blood metal information and some personal 
information. Since blood metal is affected by the situation of areas, such as the 
condition fo water, local food supply, the data that NHANES obtain would have cluster, 
weights and strata. 
The NHANES have already put some variables in the data set to deal with cluster, 
weights and strata of data that caused by survey design of data. The variables 
sdmvstra and sdmvpsu is design variables and could be used in calculating variance 
estimate. The variable wtmec2yr is the 2-year sample weights. 
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2.1.3 Recode income 
Note that for variable of annual family income INDFMIN2, since it is reported as a range 
value in dollars, and it has extremely values (77 and 99) caused by people refused to 
tell income in the survey. I add a new variable familyincome to reflect income of family, 
the transformation between INDFMIN2 and familyincome 
𝒇𝒂𝒎𝒊𝒍𝒚𝒊𝒏𝒄𝒐𝒎𝒆 = (𝑰𝑵𝑫𝑭𝑴𝑰𝑵𝟐 − 𝟏)﹡𝟐. 𝟓 + 𝟓   
if INDFMIN2 not equal to 77 or 99. 
The 𝒇𝒂𝒎𝒊𝒍𝒚𝒊𝒏𝒄𝒐𝒎𝒆 variable is united as thousand dollar. 
2.2 Methodology 
2.2.1 How to select predictor 
To find out predictor for lead poisoning, one way is to use correlation coefficients to see 
which variable has strong correlation with blood lead variable LBXBPB, since the data 
set is cluster, strata, and weights, it is inaccurate to correlation coefficients directly. 
Hence we use logistic regression and linear regression for simple model to deal with 
cluster, strata, and weights. In the context of SAS procedures, we use SAS survey 
logistic regression and survey regression that account for clustering, weighting and 
stratification of data. That is, for variable a, if the model 
LBXBPB = 𝛽0 + 𝛽1 ∗ 𝑎 + 𝜀 
has a significant non-zero 𝛽1, then it is safety to conclude that variable a has a strong 
correlation with blood lead variable LBXBPB. 
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Of course, since the goal of this thesis is to explore the predictors of lead poisoning in 
children, hence it seems more meaningful to use logistic regression to check correlation 
of certain variable and blood lead. That is, for variable a, if the model 
𝐿𝑜𝑔𝑖𝑡(𝑝) = 𝛽0 + 𝛽1 ∗ 𝑎 
has a significant non-zero 𝛽1, then it is safety to conclude that variable a, then it is 
safety to conclude that variable a has a strong correlation with blood lead variable 
LBXBPB. Those two methods do not have much difference, we use both two find out 
predictors. 
2.2.2 How to develop a multivariate model  
After we get we find out what are relatively good predictors for blood lead of children 
(code as a1, a2, a3 and so on), we then could use multivariate linear regression or 
multivariate logistic regression to develop a multivariate model. Since the goal of this 
thesis is to develop predictors that could predict whether the child is lead concern or 
not, hence we would use multivariate logistic regression to develop model. That is, 
develop such model 
𝐿𝑜𝑔𝑖𝑡(𝑝) = 𝛽0 + 𝛽1 ∗ 𝒂𝟏 + 𝛽2 ∗ 𝒂𝟐 + ⋯ 
where a1, a2 are the predictors that we confirm through simple logistic regression and 
simple linear regression. 
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CHAPTER III: Find predictor of blood lead 
3.1 Find predictor through logistic regression 
3.1.1 Determine blood lead level as blood lead at risk 
We use simple logistic regression to find out what is a relatively good indicator for lead 
poisoning. Then the first thing to do is to determine what kind of blood lead level could 
be considered as blood lead at risk. Many studies suggest blood lead level greater or 
equal to 10 ug/dL is extremely dangerous to children aged 1 to 5, and there are more 
and more scientific evidence of adverse effects of blood lead levels below 10 µg/dL in 
children, for instance, it can result in decreased IQ, academic failure and behavior 
problems blood lead level greater than 5 ug/dL is considered be dangerous to children, 
hence we set blood lead level equal or greater than 4.5 ug/dL is blood lead at risk. 
In this way, I define 𝑝 is the probability that blood lead of children aged 1 to 5 is greater 
or equal to 4.5 ug/dL, that is 
𝑝 = pr(LBXBPB ≥ 4.5) 
3.1.2 Age variable 
First consider age variable, that is consider model 
𝐿𝑜𝑔𝑖𝑡(𝑝) = 𝛽0 + 𝛽1﹡𝑅𝐼𝐷𝐴𝐺𝐸𝑌𝑅 
where logit() is logit function, log ( ) ( )
1
x
it x ln
x


. 
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We can get the result as following 
Testing Global Null Hypothesis: BETA=0 
Test Chi-Square DF Pr > ChiSq 
Wald 4.2284 1 0.0398 
Analysis of Maximum Likelihood Estimates 
Parameter DF Estimate 
Standard 
Error 
Wald 
Chi-Square Pr > ChiSq 
Intercept 1 3.6774 0.2599 200.1818 <.0001 
RIDAGEYR 1 0.1811 0.0881 4.2284 0.0398 
 
As we can see, the P-value is 0.0398, hence I conclude the model test is significant. 
Hence the age variable RIDAGEYR could be consider as a good indicator for lead 
poisoning. 
3.1.3 Family income variable 
We now consider whether family income is a indicator for lead poisoning, that is 
consider model 
𝐿𝑜𝑔𝑖𝑡(𝑝) = 𝛽0 + 𝛽1﹡𝑓𝑎𝑚𝑖𝑙𝑦𝑖𝑛𝑐𝑜𝑚𝑒 
where logit() is logit function, log ( ) ( )
1
x
it x ln
x


. 
We can get the result as following: 
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Testing Global Null Hypothesis: BETA=0 
Test Chi-Square DF Pr > ChiSq 
Wald 7.0292 1 0.0080 
Analysis of Maximum Likelihood Estimates 
Parameter DF Estimate 
Standard 
Error 
Wald 
Chi-Square Pr > ChiSq 
Intercept 1 2.7858 0.4143 45.2067 <.0001 
familyincome 1 0.071 0.000027 7.0292 0.0080 
as the result shows, the P-value is 0.008, hence it is safely to conclude the model test is 
significant. Hence the family income variable could be consider as an indicator for lead 
poisoning. 
3.1.4 Race variable 
Right now we consider whether the race could be consider as indicator for lead 
poisoning. We use dummy variable to code different race.  
if RIDRETH1=1 then set Race1=1; Race2=0; Race3=0; Race4=0;  
  if RIDRETH1=2 then set; Race1=0; Race2=1; Race3=0; Race4=0; 
  if RIDRETH1=3 then set; Race1=0; Race2=0; Race3=1; Race4=0; 
  if RIDRETH1=5 then set; Race1=0; Race2=0; Race3=0; Race4=1; 
  if RIDRETH1=4 then set; Race1=0; Race2=0; Race3=0; Race4=0; 
This is we set Non-Hispanic black as standard. 
Consider the model 
𝐿𝑜𝑔𝑖𝑡(𝑝) = 𝛽0 + 𝛽1﹡𝑅𝑎𝑐𝑒1 + 𝛽2﹡𝑅𝑎𝑐𝑒2 + 𝛽3﹡𝑅𝑎𝑐𝑒3 + 𝛽4﹡𝑅𝑎𝑐𝑒4 
We can get the result as following: 
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Testing Global Null Hypothesis: BETA=0 
Test Chi-Square DF Pr > ChiSq 
Wald 48.5161 6 <.0001 
Analysis of Maximum Likelihood Estimates 
Parameter DF Estimate 
Standard 
Error 
Wald 
Chi-Square Pr > ChiSq 
Intercept 1 1.7408 0.4932 12.4557 0.0004 
RIDAGEYR 1 0.1669 0.0885 3.5617 0.0591 
familyincome 1 0.0691 0.0253 7.4580 0.0063 
Race1 1 1.3803 0.4335 10.1367 0.0015 
Race2 1 1.5534 0.4422 12.3390 0.0004 
Race3 1 0.5083 0.4286 1.4070 0.2356 
Race4 1 0.7702 0.4622 2.7776 0.0956 
 
hence it is safely to conclude the model test is significant. Hence the race could be 
consider as an indicator for lead poisoning. 
3.1.5 Gender variable and family size variable 
Consider model  
𝐿𝑜𝑔𝑖𝑡(𝑝) = 𝛽0 + 𝛽1﹡𝑅𝐼𝐴𝐺𝐸𝑁𝐷𝐸 
where logit() is logit function, log ( ) ( )
1
x
it x ln
x


. 
That is consider whether gender is an indicator for lead poisoning. 
we can get result 
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Testing Global Null Hypothesis: BETA=0 
Test Chi-Square DF Pr > ChiSq 
Wald 0.1596 1 0.6895 
Analysis of Maximum Likelihood Estimates 
Parameter DF Estimate 
Standard 
Error 
Wald 
Chi-Square Pr > ChiSq 
Intercept 1 4.0665 0.3853 111.3622 <.0001 
RIAGENDR 1 0.0829 0.2076 0.1596 0.6895 
The P-value is 0.6895, hence the model is not significant and gender is not an indicator 
for lead poisoning. 
For model  
𝐿𝑜𝑔𝑖𝑡(𝑝) = 𝛽0 + 𝛽1﹡𝐷𝑀𝐷𝐹𝑀𝑆𝐼𝑍 
where logit() is logit function, log ( ) ( )
1
x
it x ln
x


. 
That is consider whether family size could be an indicator for lead poisoning. 
we can get result 
Testing Global Null Hypothesis: BETA=0 
Test Chi-Square DF Pr > ChiSq 
Wald 1.7405 1 0.1871 
Analysis of Maximum Likelihood Estimates 
Parameter DF Estimate 
Standard 
Error 
Wald 
Chi-Square Pr > ChiSq 
Intercept 1 4.7782 0.5614 72.4528 <.0001 
DMDFMSIZ 1 -0.1294 0.0981 1.7405 0.1871 
The P-value is 0.1871, hence the model is not significant and family size is not an 
indicator for lead poisoning. 
from logistic regression, that is the age variable RIDAGEYR, the family income variable 
Familyincome and the race variable Race1-Race4 could be consider as predictors for 
blood lead 
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3.2 Find predictor through linear regression 
3.2.1 Age variable 
We use simple linear regression to find out what is a relatively good indicator for lead 
poisoning. First consider age variable, that is consider model 
LBXBPB = 𝛽0 + 𝛽1﹡𝑅𝐼𝐷𝐴𝐺𝐸𝑌𝑅 + 𝜀 
The result is  
Tests of Model Effects 
Effect Num DF F Value Pr > F 
RIDAGEYR 1 28.10 <.0001 
Estimated Regression Coefficients 
Parameter Estimate 
Standard 
Error t Value Pr > |t| 
Intercept 1.7502163 0.09369963 18.68 <.0001 
RIDAGEYR -.1177694 0.02221591 -5.30 <.0001 
As we can see, the P-value is less than 0.0001, hence I conclude the model test is 
significant. Hence the age variable RIDAGEYR could be consider as a good predicator 
for lead poisoning. 
 
3.2.2 Family income variable 
We now consider whether family income is an indicator for lead poisoning, that is 
consider model 
LBXBPB = 𝛽0 + 𝛽1﹡+ 𝜀 
We can get the result as following: 
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Tests of Model Effects 
Effect Num DF F Value Pr > F 
familyincome 1 30.07 <.0001 
Estimated Regression Coefficients 
Parameter Estimate 
Standard 
Error t Value Pr > |t| 
Intercept 1.9226476 0.10949853 17.56 <.0001 
familyincome -0.0235 0.00000428 -5.48 <.0001 
 
as the result shows, the P-value is less than 0.0001, hence it is safely to conclude the 
model test is significant. Hence the family income variable could be considered as an 
indicator for lead poisoning. 
3.2.3 Race variable 
we consider whether the race could be consider as indicator for lead poisoning. We use 
dummy variable to same as in logistic regression to code different race. 
consider the model 
LBXBPB = 𝛽0 + 𝛽1﹡𝑅𝑎𝑐𝑒1 + 𝛽2﹡𝑅𝑎𝑐𝑒2 + 𝛽3﹡𝑅𝑎𝑐𝑒3 + 𝛽4﹡𝑅𝑎𝑐𝑒4 + 𝜀 
We can get the result as following: 
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Tests of Model Effects 
Effect Num DF F Value Pr > F 
Model 4 12.76 <.0001 
Intercept 1 472.38 <.0001 
Race1 1 42.82 <.0001 
Race2 1 31.53 <.0001 
Race3 1 15.96 0.0002 
Race4 1 24.19 <.0001 
Estimated Regression Coefficients 
Parameter Estimate 
Standard 
Error t Value 
Pr > |t
| 
Intercept 1.8454244 0.08490849 21.73 <.0001 
Race1 -
0.6011248 
0.09186820 -6.54 <.0001 
Race2 -
0.5769378 
0.10274790 -5.62 <.0001 
Race3 -
0.5008340 
0.12538240 -3.99 0.0002 
Race4 -
0.5544454 
0.11273429 -4.92 <.0001 
 
hence it is safely to conclude the model test is significant. Hence the race could be 
consider as an indicator for lead poisoning. 
3.2.4 Gender variable and family size variable 
Consider model  
LBXBPB = 𝛽0 + 𝛽1﹡𝑅𝐼𝐴𝐺𝐸𝑁𝐷𝑅 + 𝜀 
 
That is consider whether gender is an indicator for lead poisoning. 
we can get result 
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Tests of Model Effects 
Effect Num DF F Value Pr > F 
RIAGENDR 1 2.04 0.1584 
Estimated Regression Coefficients 
Parameter Estimate 
Standard 
Error t Value 
Pr > |
t| 
Intercept 1.5156218 0.10415431 14.55 <.0001 
RIAGENDR -.0851080 0.05963961 -1.43 0.1584 
The P-value is 0.1584, hence the model is not significant and gender is not an indicator 
for lead poisoning. 
For model  
LBXBPB = 𝛽0 + 𝛽1﹡𝐷𝑀𝐷𝐹𝑀𝑆𝐼𝑍 + 𝜀 
That is consider whether family size could be an indicator for lead poisoning. 
we can get result 
Tests of Model Effects 
Effect Num DF F Value Pr > F 
DMDFMSIZ 1 1.68 0.1995 
Estimated Regression Coefficients 
Parameter Estimate 
Standard 
Error t Value Pr > |t| 
Intercept 1.25998141 0.12654422 9.96 <.0001 
DMDFMSIZ 0.02844896 0.02194684 1.30 0.1995 
 
The P-value is 0.1995, hence the model is not significant and family size is not an 
indicator for lead poisoning. 
 
The result we get from simple linear regression is the same as the result we get from 
logistic regression, that is the age variable RIDAGEYR, the family income variable 
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Familyincome and the race variable Race1-Race4 could be consider as predictors for 
blood lead 
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CHAPTER IV: Results of multivariate model 
From above, we can see the age variable RIDAGEYR, the family income variable 
Familyincome and the race variable Race1-Race4 could be consider as indicator for 
children lead poison. Now consider the full model to see whether those variable are truly 
good indicators. 
Consider model 
𝐿𝑜𝑔𝑖𝑡(𝑝) = 𝛽0 + 𝛽1﹡𝑅𝑎𝑐𝑒1 + 𝛽2﹡𝑅𝑎𝑐𝑒2 + 𝛽3﹡𝑅𝑎𝑐𝑒3 + 𝛽4﹡𝑅𝑎𝑐𝑒4 + 𝛽5﹡𝑅𝐼𝐷𝐴𝐺𝐸𝑌𝑅
+ 𝛽6﹡𝑓𝑎𝑚𝑖𝑙𝑦𝑖𝑛𝑐𝑜𝑚𝑒 
We could get the result as following: 
Testing Global Null Hypothesis: BETA=0 
Test Chi-Square DF Pr > ChiSq 
Wald 48.5161 6 <.0001 
Analysis of Maximum Likelihood Estimates 
Parameter DF Estimate 
Standard 
Error 
Wald 
Chi-Square Pr > ChiSq 
Intercept 1 1.7408 0.4932 12.4557 0.0004 
RIDAGEYR 1 0.1669 0.0885 3.5617 0.0591 
familyincome 1 0.0691 0.0253 7.4580 0.0063 
Race1 1 1.3803 0.4335 10.1367 0.0015 
Race2 1 1.5534 0.4422 12.3390 0.0004 
Race3 1 0.5083 0.4286 1.4070 0.2356 
Race4 1 0.7702 0.4622 2.7776 0.0956 
 
As we can see, all of those variables are good indicator for lead poison. And the 
predicted model for lead poisoning child is 
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𝐿𝑜𝑔𝑖𝑡(𝑝) = 2.5110 + 1.3803﹡𝑅𝑎𝑐𝑒1 + 1.5534﹡𝑅𝑎𝑐𝑒2 + 0.5083﹡𝑅𝑎𝑐𝑒3
+ 0.7702﹡𝑅𝑎𝑐𝑒4 + 0.1669﹡𝑅𝐼𝐷𝐴𝐺𝐸𝑌𝑅 + 0.0691﹡𝑓𝑎𝑚𝑖𝑙𝑦𝑖𝑛𝑐𝑜𝑚𝑒 
As the following table shows 
 
Association of Predicted Probabilities and Observed 
Responses 
Percent Concordant 69.2 Somers' D 0.430 
Percent Discordant 26.2 Gamma 0.451 
Percent Tied 4.6 Tau-a 0.017 
Pairs 406640 c 0.715 
The coefficient of concordance is 0.715, which is relatively good, hence the model  
𝐿𝑜𝑔𝑖𝑡(𝑝) = 2.5110 + 0.6101(𝑅𝑎𝑐𝑒1) + 0.7831(𝑅𝑎𝑐𝑒2) − 0.2619(𝑅𝑎𝑐𝑒3) − 0.7702(𝑅𝑎𝑐𝑒4)
+ 0.1669(𝑅𝐼𝐷𝐴𝐺𝐸𝑌𝑅) + 0.000069(𝑓𝑎𝑚𝑖𝑙𝑦𝑖𝑛𝑐𝑜𝑚𝑒) 
is a good predicted model for blood lead at risk. 
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APPENDIX 
SAS code 
Data allData; 
set Lead_E Lead_F Lead_G Lead_H; 
IF LBXBPB ge 4.5 then do; leadPoison=1;end; 
else  do; leadPoison=0;end; 
run; 
 
Data child; 
set allData; 
IF ridageyr ge 1 and ridageyr le 5; 
run; 
 
proc surveyreg data=child;/*reg for age*/ 
  model LBXBPB=ridageyr; 
  weight  wtmec2yr; 
  cluster sdmvpsu; 
  strata  sdmvstra; 
  output out=regchild; 
  run; 
 
  proc gchart data=child; 
vbar LBXBPB/group=RIAGENDR; 
run; 
 
  proc surveyreg data=child;/*reg for gender*/ 
  model LBXBPB=RIAGENDR; 
  weight  wtmec2yr; 
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  cluster sdmvpsu; 
  strata  sdmvstra; 
  run; 
 
  Data child3;/*dummy coding for race*/ 
  set child; 
  if RIDRETH1=1 then do; Race1=1;Race2=0;Race3=0;Race4=0;end;  
  if RIDRETH1=2 then do; Race1=0;Race2=1;Race3=0;Race4=0;end; 
  if RIDRETH1=3 then do; Race1=0;Race2=0;Race3=1;Race4=0;end; 
  if RIDRETH1=5 then do; Race1=0;Race2=0;Race3=0;Race4=1;end; 
  if RIDRETH1=4 then do; Race1=0;Race2=0;Race3=0;Race4=0;end;   
  run; 
 
  proc surveyreg data=child3;/*reg for race*/ 
  model LBXBPB=Race1 Race2 Race3 Race4; 
  weight  wtmec2yr; 
  cluster sdmvpsu; 
  strata  sdmvstra; 
  run; 
 
   proc surveyreg data=child;/*reg for familysize*/ 
  model LBXBPB=dmdfmsiz; 
  weight  wtmec2yr; 
  cluster sdmvpsu; 
  strata  sdmvstra; 
  run; 
 
    Data child4;/*reset income*/ 
  set child3; 
  if indfmin2=77 or indfmin2=99 then do; familyincome=.;end; 
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  else do; familyincome=(indfmin2-1)*2.5+5;end; 
  logincome=LOG(familyincome); 
  run; 
 
 proc surveyreg data=child4;/*reg for income*/ 
  model LBXBPB=familyincome; 
  weight  wtmec2yr; 
  cluster sdmvpsu; 
  strata  sdmvstra; 
  run; 
 
   proc surveyreg data=child4;/*reg for log-income*/ 
  model LBXBPB=logincome; 
  weight  wtmec2yr; 
  cluster sdmvpsu; 
  strata  sdmvstra; 
  run; 
 
 proc surveyreg data=child4; 
  model LBXBPB=ridageyr familyincome; 
  weight  wtmec2yr; 
  cluster sdmvpsu; 
  strata  sdmvstra; 
  run; 
 
proc surveylogistic data=child;/*logistic regression for age*/ 
  model leadPoison=ridageyr; 
    weight  wtmec2yr; 
  cluster sdmvpsu; 
  strata  sdmvstra; 
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  output out=regchild; 
  run; 
 
  proc surveylogistic data=child;/*logistic regression for gender*/ 
  model leadPoison=RIAGENDR; 
  weight  wtmec2yr; 
  cluster sdmvpsu; 
  strata  sdmvstra; 
  output out=regchild; 
  run; 
 
  proc surveylogistic data=child3;/*logistic regression for race*/ 
  model leadPoison=Race1 Race2 Race3 Race4; 
  weight  wtmec2yr; 
  cluster sdmvpsu; 
  strata  sdmvstra; 
  run; 
 
     proc surveylogistic data=child;/*logistic regression for familysize*/ 
  model leadPoison=dmdfmsiz; 
  weight  wtmec2yr; 
  cluster sdmvpsu; 
  strata  sdmvstra; 
  run; 
 
   proc surveylogistic data=child4;/*logistics reg for income*/ 
  model leadPoison=familyincome; 
  weight  wtmec2yr; 
  cluster sdmvpsu; 
  strata  sdmvstra; 
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  run; 
 
     proc surveylogistic data=child4;/*logistics reg for income*/ 
  model leadPoison=logincome; 
  weight  wtmec2yr; 
  cluster sdmvpsu; 
  strata  sdmvstra; 
  run; 
 
  proc surveylogistic data=child4;/*logistics reg for all factor*/ 
  model leadPoison= ridageyr familyincome race1 race2 race3 race4; 
  weight  wtmec2yr; 
  cluster sdmvpsu; 
  strata  sdmvstra; 
  run; 
 
  proc surveylogistic data=child4;/*logistics reg for all factor*/ 
  model leadPoison= ridageyr logincome race1 race2 race3 race4; 
  weight  wtmec2yr; 
  cluster sdmvpsu; 
  strata  sdmvstra; 
  run;  
