This paper considers response surface approximations for discontinuous quantities of interest. Our objective is not to adaptively characterize the interface defining the discontinuity. Instead, we utilize an epistemic description of the uncertainty in the location of a discontinuity to produce robust bounds on sample-based estimates of probabilistic quantities of interest. We demonstrate that two common machine learning strategies for classification, one based on nearest neighbors (Voronoi cells) and one based on support vector machines, provide reasonable descriptions of the region where the discontinuity may reside. In higher dimensional spaces, we demonstrate that support vector machines are more accurate for discontinuities defined by smooth interfaces. We also show how gradient information, often available via adjoint-based approaches, can be used to define indicators to effectively detect a discontinuity and to decompose the samples into clusters using an unsupervised learning technique. Numerical results demonstrate the epistemic bounds on probabilistic quantities of interest for simplistic models and for a compressible fluid model with a shock-induced discontinuity.
INTRODUCTION
Uncertainty quantification (UQ) is now a fundamental concept in computational science and engineering. Making credible predictions requires an assessment of the uncertainty in quantities of interest due to uncertainties in the model. These uncertainties may be due to unknown parameters, boundary/initial conditions, etc. and there has been considerable interest in developing efficient and accurate methods to quantify how the uncertainty in model inputs affects the model outputs. Monte Carlo techniques are the standard approach due to the fact that these methods are easy to implement and do not suffer from the curse of dimensionality. Unfortunately, the number of samples required to accurately estimate certain probabilistic quantities, especially the probability of rare events, may be prohibitively large for models that require even modest computational costs. Improvements such as importance sampling can greatly reduce the computational cost, but the number of model evaluations often remains prohibitively high.
Alternative approaches based on response surface approximations, also called surrogate models, have grown in popularity in recent years as a means to alleviate the computational burden of brute-force Monte Carlo for computationally intensive high-fidelity models. A wide variety of techniques have been developed over the years: global polynomial approximations computed using stochastic spectral methods [1] [2] [3] [4] [5] [6] , tensor product and sparse grid collocation methods [7] [8] [9] [10] [11] [12] , low-rank exploiting methods [13] [14] [15] [16] and Gaussian process regression [17, 18] .
Certain surrogate models, such as those based on polynomial chaos expansions, provide analytical estimates of the low-order moments, i.e., the mean and variance, but other probabilistic quantities, such as the probability of a particular event, typically must be obtained by sampling the surrogate model.
In general, global response surface approximations provide much better accuracy per model evaluation than localized response surfaces. Unfortunately, the effectiveness of global response surface approximations significantly diminishes if the quantity of interest is discontinuous with respect to uncertain model parameters [19, 20] . If the discontinuity can be efficiently detected and the parameter domain decomposed into a finite (usually very small) number of subdomains, then independent response surface approximations can be constructed on each subdomain. Various approaches exist for discontinuity detection including polynomial annihilation [19, 21, 22] , function jumps [20] , and Weighted Essentially Non-Oscillatory (WENO)-based indicators [23, 24] .
The first contribution of this paper is the demonstration of the use of gradient information to construct an effective discontinuity detection method based on the WENO indicator. Our approach only requires model and gradient evaluations for each sample in the parameter space. In general, finite-difference approximations of gradients are not necessarily a cheap means of computation since they require d additional model evaluations if d is the dimension of the parameter space. However, many modern simulators utilize adjoint-based approaches for gradient calculation [25] [26] [27] [28] and can therefore provide this information at approximately the same cost as one additional model evaluation. We do not present an extensive discussion of adjoint-based methods in this paper, but we note that several approaches have already been developed to leverage adjoint-based calculations to improve accuracy and efficiency in uncertainty quantification [29] [30] [31] [32] [33] . The discontinuity detector is then used in the context of unsupervised machine learning to decompose the set of samples into clusters.
Once the discontinuity has been detected, most surrogate based approaches for UQ of discontinuous functions seek to resolve the discontinuity by adaptively adding model evaluations near the discontinuity. Approaches based on sparse grids [12, 19] , simplex collocation [23, 24] , goal-oriented adaptive refinement [34] , and Voronoi decompositions [20] have all been pursued in the literature. All of these approaches require a significant number of model evaluations to precisely characterize the discontinuity which may be significantly more expensive (in terms of model evaluations) than actually approximating the response surface on each subdomain. In addition, the goal of modeling and simulation is often to predict specific probabilistic quantities of interest, such as the probability of failure, and the accuracy of these specific quantities may not be significantly affected by the resolution of the discontinuity.
The second contribution of this paper is the treatment of the precise location of the discontinuity as an epistemic uncertainty and to bound the probabilistic quantity of interest given our lack of knowledge regarding this location of the discontinuity. Our bounds require a characterization of the region in parameter space that might contain the discontinuity interface. In [35] , this task was recognized as an application of machine learning for classification and support vector machines (SVM) were used to decompose the parameter space. In this paper, we explore both Voronoibased [20] and support vector machine domain decomposition strategies, and we show that both of these provide a natural description of the region that may contain the discontinuity interface. If the true location of the discontinuity interface resides within this region, then we prove that our error bounds are robust for a given set of samples and a given surrogate model on each subdomain.
Our approach is different from [36] where the location of the discontinuity was also assumed to be unknown, but a Bayesian description of the probable location of the discontinuity was given. We assume the model is deterministic in the sense that repeated evaluations at the same point in parameter space will yield the same results. Thus, in this case the location of the discontinuity is also deterministic and we simply treat it as unknown. Moreover, our goal is to provide upper and lower bounds on the probabilistic quantity of interest, computed by sampling the surrogate model, given this lack of knowledge.
The remainder of this paper is structured as follows. In Section 2 we introduce a model problem and provide a general discussion of response surface approximations. We introduce a gradient-enhanced discontinuity detection algorithm in Section 3. In Section 4 we discuss how we use the discontinuity indicator to classify the samples into clusters and how to use the Voronoi-based and the SVM-based domain decompositions to describe the region where the discontinuity might reside. In Section 5 we show how to use this region to produce bounds on probabilistic quantities of interest and we prove these bounds are robust under certain assumptions. Numerical results are presented in Section 6 to verify the theoretical claims and our concluding remarks are in Section 7.
MODEL PROBLEM AND RESPONSE SURFACE APPROXIMATIONS
We consider the abstract model problem,
Here, x denotes the multidimensional random parameter and f (x) denotes a deterministic model mapping parameters to quantities of interest. The model is deterministic in the sense that repeated evaluations of the model for a fixed x will yield the same result. Stochasticity is introduced by the values that x can take. Let (Ω, F, P) denote a probability space, where ω ∈ Ω are the outcomes, F is a σ−algebra over Ω, and P is a probability measure on F. We represent x as the real-valued random vector x(ω) : Ω → Λ where Λ is a bounded subset of R d , and we let B Λ denote the Borel σ-algebra on Λ. We assume P is absolutely continuous with respect to a reference measure and therefore can be expressed in terms of a probability density, ρ(x).
In general, f (x) may represent the output of a complex computational model and for the sake of simplicity we ignore the effect of any spatial or temporal discretizations. A combined analysis including all sources of numerical error is important, but beyond the scope of this paper. Our goal is to compute robust bounds on probabilistic quantities of interest given our lack of knowledge regarding the location of discontinuities in the response over the parameter space. We assume f (x) is discontinuous over Ω, but that these discontinuities can be defined on a finite number of (d − p)-dimensional interfaces for some p < d. Thus, we can decompose Λ = P k=1 Λ k , where P is finite. We write f (x) as
where χ k is the characteristic function associated with Λ k . The goal is then to approximate Λ k , or equivalently χ k , using a domain decomposition (see Section 4) and f k using a response surface approximation (see below). We use
to denote the interface for the discontinuity dividing Λ i and Λ j and the collection of all these interfaces respectively. In general, precisely identifying Γ requires adaptively resolving this interface which may be computationally expensive. We avoid this by seeking to identify the region in Λ that might contain Γ. We use Λ disc to denote this region and we discuss approximating Λ disc in Section 4. In this paper, we consider two different sets of random samples generated from ρ(x). The first set of samples will be denoted S model = x and represents the set of samples where we evaluate f (x). Strictly speaking, this set does not need to be generated from ρ(x) (see Section 6.3), but this is often the case. The second set of points, which we denote
, represents the set of points where we evaluate the response surface approximation of f (x). We are primarily interested in the case where N << M , but this is not a necessary assumption.
Next, we assume that P clusters have been identified and we need to build a local response surface approximation, f k (x), using the samples in the k th cluster. We can also use the corresponding gradient information to construct a "gradient-informed" response surface approximation which typically provides a more accurate response surface approximation [29, 30] , but this is optional. Many response surface approximations can be written in linear parametric form as
where φ k (x) denotes a basis (or kernel) function and c k is the coefficient that must be estimated using the available function values (and possibly gradients). Examples of response surface approximations that can be written this way and use arbitrary sets of samples include standard least-squares polynomial regression, compressive sensing polynomial chaos [37, 38] and Gaussian process regression [17, 18] . The global approximation is then defined as
wheref k is the approximate model using the response surface andχ k represents the approximate subdomain. We assume that if we knew the precise location of the discontinuity and could therefore always select the appropriate local response surface approximation, then the response surface approximation would be sufficiently accurate for each x (j) ∈ S rsa . We make this assumption to focus on the error induced by the lack of knowledge regarding the precise location of the discontinuity. Of course, this may be an unreasonable assumption if only a small number of samples are in each cluster. We could estimate this error using the adjoint-based error estimates for samples of a response surface approximation described in [6, [31] [32] [33] 39] , but this is not the focus of this work.
The machine learning strategies described in Section 4 seek to classify the samples in S rsa into the most likely cluster and provide a metric on the confidence in this classification. Samples that may be classified incorrectly, i.e., those that are located within the approximation of Λ disc , will be placed into a new set, S unkn rsa which is formally defined as S
GRADIENT ENHANCED DISCONTINUITY DETECTION
The goal of this section is to show how to utilize gradient information to help detect discontinuities between samples in S model . For each x (j) ∈ S model we assume we compute both f (j) = f (x (j) ) and ∇f (j) = ∇f (x (j) ). As mentioned in Section 1, many modern PDE-based simulators provide gradient information using adjoint-based techniques for approximately the same cost as the model evaluation.
Given two samples,
and ∇f (j) to detect if a discontinuity may be present between x (i) and x (j) . Discontinuity detection is a common problem in numerical approximation of hyperbolic systems when shocks are present in the solution [40] [41] [42] . The discontinuity indicator, which we denote β i,j , uses an r th -order polynomial, p r (s), defined parametrically along the line between x (i) and x (j) , which we denote l i,j . High-order (r > 1) polynomials are constructed using additional function values which requires extrapolating the stencil in the direction defined by l i,j if only function values are utilized. The discontinuity detector is then given by
where ∆x is the distance between x (i) and x (j) . Note that this is simply a 1-dimensional line integral between the two points.
We use the given gradient information to define directional derivatives in the direction defined by l i,j . This allows us to construct a cubic polynomial (r = 3) between neighboring x (i) and x (j) without extending the stencil. Of course, this process of discontinuity detection is not fully automatic. The user still needs to provide a tolerance, TOL, for β i,j and β i,j > TOL indicates that a discontinuity is present between x (i) and x (j) . Throughout the remainder of this paper we say that x (i) and x (j) are disconnected if β i,j > TOL. The choice of TOL directly affects the decomposition of the domain (Section 4) and therefore impacts the bounds on the probabilistic quantity of interest (Section 5). However, this tolerance does not need to be computed a priori. In Section 6, we plot the histogram of β i,j for a variety of numerical examples and in each case there is a clear set of outliers corresponding to disconnected samples which makes it easy to identify an appropriate tolerance.
We note that we only require this information at "neighboring" points, i.e., we do not need to compute β i,j for all combinations of x (i) and x (j) . Given an arbitrary x (i) , there are several ways to define the neighboring points. We could define the neighbors to be all points within a fixed radius of x (i) , or the k-nearest neighbors, or we could construct the Delaunay graph (in low-dimensions). The numerical results in Section 6 all use a k-nearest neighbor approach with a fixed maximum distance between x (i) and its neighbors.
As previously mentioned, a number of approaches have been developed previously for discontinuity detection including polynomial annihilation [19, 21, 22] , function jumps [20] , as well as similar WENO-based indicators [23, 24] . All of these approaches construct higher-order detectors by extrapolating the line between the two sample points, and adding model evaluations just for the purpose of discontinuity detection. This is not an issue on structured grids, but such grids scale very poorly with problem dimension. Our approach leverages derivative information, which is often available in modern software frameworks, and does not require any additional model evaluations.
DOMAIN DECOMPOSITION AND CLASSIFICATION OF THE SAMPLES IN S rsa
In this section, we assume that we have computed β i,j for each x (i) and each of its neighbors, x (j) , in S model . The goal is now to identify clusters of points which will then be used to implicitly define the partition of Λ into P subdomains and classify the samples in S rsa in terms of the partition they belong to. This activity is often characterized as an unsupervised machine learning task since neither the labels associated with the cluster not the number of clusters are known a priori. Fortunately, the discontinuity detector described in Section 3 simplifies this task. We let S model . If x (i) cannot be added to any of the existing clusters, then a new cluster is created. More sophisticated unsupervised machine learning approaches for clustering could also be used here, but we found the approach describe above to be sufficient.
Next, we use the clusters of samples to implicitly define a partition of Λ into P non-overlapping regions. We describe two different machine learning strategies to define the partition: Voronoi-based decompositions and a support vector machine decomposition. Both of these strategies also provide a mechanism for describing the regions in parameters where the discontinuity interfaces may reside. However, we never explicitly construct these partitions as this would be computationally intractable in high-dimensions. We only need to classify the samples S rsa in terms of these partitions. The classification of these samples will be crucial for the error bounds developed in Section 5.
Voronoi cells provide the simplest domain decomposition strategy for arbitrarily spaced points. We use V i to denote the Voronoi cell associated with a point x (i) ∈ S model where
where · indicates the L 2 -norm. Then, recalling that S (k) model denotes the set of points in S model associated with the k th cluster, we approximate
i.e., the partition for the k th cluster is approximated by the union of the Voronoi cells associated with the samples in the cluster. If a discontinuity was detected, then we let S disconnected from at least one neighbor. Then, we define
To be clear, Λ disc is approximated by the union of all of the Voronoi cells that were marked potentially containing a discontinuity.
While Voronoi cells provide a simple implicit decomposition of Λ, we demonstrate in Section 6 that the approximation of the discontinuous interface is low-order and the convergence of the approximation scales poorly with dimension. If the discontinuous interface is piecewise smooth, then we would expect a higher-order approximation to provide more accurate results. In [35] , a machine learning strategy based on support vector machines (SVMs) was shown to provide an accurate approximation of a smooth interface defining a discontinuity.
Next, we describe how to utilize SVMs to solve the multi-class classification problem arising from the partitioning of Λ. Specifically, we use a one-against-one approach that is implemented in the LIBSVM library [43] where, for P classes, P (P − 1)/2 classifiers are trained and each classifier trains data from two of the classes. The decision function at a new location x isf
where b is a learned constant offset, K is a positive semidefinite kernel function and y i ∈ {−1, 1} are labels. The coefficients, α i , are obtained by solving the dual form of the optimization problem
where Q is an N × N positive semidefinite matrix with entries
) and C is a regularization parameter.
Next we describe how probabilities are estimated by closely following the description in [43] . Given P classes of data, we seek to estimate the probability of a new sample x belonging to class i, and we denote this probability as p i (x). In the one-against-one approach the pairwise class probabilities are first estimated
In this case, iff (x) is the decision value at x, then the following is set
where A and B are estimated by minimizing the negative log likelihood of training data using labels and decision values. Since using the decision values may result in overfitting, LIBSVM uses five-fold cross-validation to obtain decision values before minimizing the negative log likelihood. After collecting all of the pairwise probabilities r ij (x), LIBSVM solves the following optimization problem to obtain the probability estimates for x
Given a sample, x ∈ S rsa , we classify this sample into the most likely partition defined by the probability estimates described above. In other words, we define
to approximate of the k th -partition. Next, we need to define an approximation of Λ disc using the SVM. As before, a point x ∈ Λ belongs to Λ disc if we are not confident it will be classified in the correct subdomain. Thus, we define a tolerance for the maximum of the probability estimates, η SVM and define
Choosing η SVM close to one, i.e., greater than 0.99, will be conservative and add a large number of points in Λ to Λ SVM disc . On the other hand, choosing a smaller value of η SVM , i.e., less than 0.75, is more aggressive and may miss samples that are classified incorrectly. We use η SVM = 0.9 for all of the numerical results in Section 6.
SAMPLE-BASED BOUNDS ON PROBABILISTIC QUANTITIES OF INTEREST
In this section, we present the main contribution of this paper. Under fairly reasonable assumptions, we show how the region provided by the domain decomposition strategy that contains the discontinuity can be used to provide robust bounds on probabilistic quantities of interest. We emphasize that these bounds are robust in the sense that the sample-based estimate of the probabilistic quantity of interest using the response surface approximation and precise knowledge of the location of the discontinuity is between the lower and upper bounds. The true value of the probabilistic quantity of interest may not be between these bounds if the response surface approximations are not sufficiently accurate or if we do not take a sufficient number of samples of the response surface. As previously mentioned, we are assuming that sampling the reponse surface approximation is sufficiently cheap and we rely on previous work to characterize the accuracy of the response surface approximation itself.
Our approach is quite simple and does not depend on the type of surrogate model used. Adaptive refinement of the discontinuous interface is not necessary, but can easily be incorporated. Our approach does require solving a discrete optimization problem, but we show that this can be broken down into a large number of smaller independent optimization problems. These smaller optimization problems can be solved independently in parallel which leads to very efficient implementation.
We assume the following steps have been completed:
i. The set of evaluation samples, S model , has been generated.
ii. The model has been evaluated and f (i) and ∇f (i) have been computed for each
iii. The discontinuity detection algorithm described in Section 3 has been used to identify potential discontinuities.
iv. The clustering algorithm described in Section 4 has been used to decompose the samples into clusters.
v. A response surface approximation has been constructed for each cluster.
vi. The set of samples for the response surface evaluation, S rsa , has been generated from ρ(x).
We assume that the response surface approximations are sufficiently accurate and the number of samples in S rsa is sufficiently large so that the probabilistic quantity of interest would be accurately computed if we knew which response surface approximation to use for each sample. Since the error bounds developed below are with respect to this approximation of the probabilistic quantity of interest, we require a precise definition of these quantities. Specifically, we define the mean and the variance of the quantity of interest using the samples in S rsa , response surface approximations and the precise domain decomposition as
and
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We also define the probability of the quantity of interest exceeding a given threshold level, τ, using the samples in S rsa , response surface approximations and the precise domain decomposition as
where χ(f (x) ≤ τ) = 1 iff (x) ≤ τ and zero otherwise. Expressions (10)- (12) make it clear that the approximation of the subdomains influences the probabilistic quantity of interest. We use one of the two domain decomposition algorithms described in Section 4 to classify each sample in S rsa and to determine which samples may not be properly classified. Recall that S unkn rsa , defined in (4), denotes the subset of S rsa that may be classified incorrectly. For each x (j) ∈ S unkn rsa we evaluate all of the reasonable response surface approximations. Typically, these samples are near the boundaries of the subdomains and it is fairly clear which subdomains, and therefore which response surface approximations, are reasonable. Taking a conservative approach in the choice of this set of reasonable subdomains may overestimate the bounds on the probabilistic quantity of interest but will be more robust. For each x (j) ∈ S unkn rsa we let F (j) denote the set of possible response surface values. Let f denote a vector with elements f j associated with x (j) ∈ S rsa and σ : R M → R represents the probabilistic quantity of interest, e.g., mean, variance, probability level, etc. Determining the minimum of σ(f ) over the set of possible values for each x (j) ∈ S unkn rsa requires solving a discrete optimization problem of the form:
We typically seek to maximize σ as well, but for the sake of simplicity we will focus on the minimization problem. If each F (j) contains only one possible value, then this optimization problem is trivial to solve for any σ. However, if S unkn rsa containsM samples and each of these samples has just 2 possible values, then we have 2M possible values for σ. Thus, the general optimization problem posed in (13) scales exponentially with the number of samples in S unkn rsa . Fortunately, many probabilistic quantities of interest, e.g., (10) and (12) , can be expressed in a simplified form,
In such cases, we can equivalently write the optimization problem as a sum of "local" independent optimization problems only involving x (j) ∈ S unkn rsa : minimize
where the global solution to (13) is obtained by summing the solutions to these local optimization problems. Each of these "local" minimization problems is very cheap to solve and typically only involves the maximum and minimum of the values in F (j) . We first provide robust bounds on the mean of the quantity of interest.
Theorem 5.1. [Bounds on the Mean]
Let Mean(f ) be defined as in (10) . If for each x (j) ∈ S rsa that is classified incorrectly, we assign x (j) ∈ S unkn rsa . Then we have
Proof. The proof follows easily from the fact that the true response surface approximation is in F (j) for any x (j) ∈ S unkn rsa . Thus, it is bounded by min(F (j) ) from below and max(F (j) ) from above.
Simply stated, the sample-based estimate of the mean of the quantity of interest using S rsa and the correct response surface can be trivially bounded by identifying which samples might be classified incorrectly and taking the minimum and maximum of the possible response surface values. We emphasize that these bounds are robust in the sense that the sample-based estimate of the mean using the response surface approximation and precise knowledge of the location of the discontinuity is between the lower and upper bounds. The true mean may not be between these bounds if the response surface approximations are not sufficiently accurate or if we do not take a sufficient number of samples of the response surface. Next, we show that similar bounds can be obtained for probability levels.
Theorem 5.2. [Bounds on Probability Levels]
Given a probability level, τ, let P[f rsa ≤ τ] be defined as in (12) . If x (j) ∈ S unkn rsa for each x (j) ∈ S rsa that is classified incorrectly, then we have
Proof. Let τ be given. For any x (j) ∈ S rsa , we have min(
for any k that were used to define F (j) , i.e., the response surface values that were possible. The result follows immediately.
Again, we emphasize that the bounds in Theorem 5.2 are robust in the sense that the sample-based estimate of the probability level using the response surface approximation and precise knowledge of the location of the discontinuity is between the lower and upper bounds. The true value of the probability level may not be between these bounds if the response surface approximations are not sufficiently accurate or if we do not take a sufficient number of samples of the response surface.
Both Theorem 5.1 and Theorem 5.2 assume that if x (j) is classified incorrectly, then it is added to S unkn rsa . This determination is made using the description of the discontinuity region provided by the domain decomposition algorithm. A poor description of this region could lead to erroneous results. On the other hand, a conservative approximation of this region will provide robust bounds, but may also cause correctly classified points to be added to S unkn rsa which leads to relatively large bounds on the probabilistic quantity of interest.
Unfortunately, some probabilistic quantities of interest, such as the variance, cannot be decomposed into "local" optimization problems and bounded in such a straightforward and robust manner. In particular, the variance can be written as
where f = Mean(f ). Thus each "local" optimization problem depends on the mean which is a global average of the response surface values and therefore couples all of these "local" optimization problems. However, we can bound the variance in a different manner. Recall that we can compute upper and lower bounds on the mean (see Theorem 5.1) without computing all of the possible values for the mean, which would be intractable. Thus, we know the range of values for the mean and can treat it as a continuous variable and solve a mixed discrete/continuous optimization problem to compute bounds on the variance. We solve the following mixed optimization problem:
where
as in Theorem 5.1. Given a value for f , the discrete optimization problem can be cheaply solved by decomposing the problem into "local" optimization problems as before. Thus, we utilize a bi-level mixed continuous/discrete optimization procedure to approximate the bounds on the variance.
NUMERICAL RESULTS
In this section, we present numerical results to demonstrate the robustness of the epistemic bounds on probabilistic quantities of interest given our lack of knowledge regarding the location of the discontinuity. The first example is a 2-dimensional function with multiple discontinuities which allows us to visualize the results. Next, we consider two different d-dimensional functions to compare the effectiveness of the Voronoi-based and SVM-based domain decompositions as the dimension of the parameter space increases. Finally, we consider a more practical example where a discontinuous quantity of interest is extracted from a discretization of the Euler equations modeling gas dynamics.
A 2-dimensional Function with Multiple Discontinuities
In this section, we consider the 2-dimensional function introduced in [22] with multiple discontinuities given by
2 which contains all of the discontinuities. We first assume a uniform distribution on Λ. To generate relatively well-spaced points we sequentially generate samples by first generating a candidate set of uniform samples and we only add the sample to S model that is furthest from all of the existing points in S model . This provides a sufficiently accurate approximation of a Poisson disc sampling procedure [44] for our purposes.
In Figure 1 (left), we plot the samples in S model for N = 100. The samples are colored by the cluster that they were identified with using the function values and gradients as described in Section 3. For illustrative purposes, the true discontinuous interfaces are shown in black. On the right side of Figure 1 we plot a histogram of the logarithm of the discontinuity detector given by (5) . We clearly see the outliers corresponding to the discontinuities and consequently take T OL = 50.0 for the clustering algorithm. Note that the x-axis in the right plot in Figure 1 is on a logarithmic scale. A surrogate model over each cluster is a Gaussian process regression model from Surfpack [17] with a linear trend function. Our approach does not use the variance of the surrogate provided by the Gaussian process model, but this might be an interesting direction to pursue in future work. We generate 100,000 samples from the prior for S rsa which we classify using the support vector machine domain decomposition. In Figure 2 , we plot the maximum probability of belonging to a particular cluster for each x (j) ∈ S rsa . We set η SVM = 0.9 and on the right side of Figure 2 plot the samples for which the maximum probability is below this tolerance. These are the samples that may not be classified correctly, i.e., S unkn rsa , and for each x (j) ∈ S unkn rsa we evaluate any response surface corresponding to a cluster with at least a 10% probability. These samples and the potential response surface values are used to build F (j) for each x (j) ∈ S unkn rsa . The sample-based estimate of the mean and the variance of the quantity of interest using the samples in S rsa , the Gaussian process response surface approximations and the correct domain decomposition are Mean(f ) = 0.993014, Var(f ) = 8.467340.
For reference, the mean errors for the response surface approximations using the set of 100,000 samples and the correct domain decomposition are -1.276607E-5, 9.427684E-3, 4.710538E-5 and 4.363960E-5 for the subdomains with samples colored in red, green, black and blue respectively in Figure 1 (left) . The corresponding maximum errors are 1.237675E-3, 2.565915E-1, 1.855762E-3 and 4.234789E-3 respectively. The larger errors in the subdomain with samples colored in green are due to the fact that only 10 training samples were used to construct the response surface approximation. We also note that the estimated mean and variance of the true function using 1E8 samples are 0.987983 and 8.421524 respectively. Thus, the errors introduced by sampling the response surface approximation are quite small. The "best approximation" of the mean and the variance using the same samples and the surrogates with the SVM-based domain decomposition are 0.855810 and 8.014867 respectively. Following Theorem 5.1, we obtain the following bounds for the mean:
0.117724 ≤ Mean(f ) ≤ 1.843179.
We also use the bi-level mixed optimization procedure described in Section 5 to bound the variance:
These relatively wide bounds are due to the fact that 59.138% of the samples in S rsa were added to S unkn rsa (the set of samples with uncertain classification). On the left, the maximum of the probability of each sample in S rsa belonging to a particular subdomain. On the right, the samples in S rsa that have a maximum probability below 0.9.
We use 1000 uniformly spaced probability levels between the minimum and maximum values of the quantity of interest to approximate the cumulative distribution function (CDF) and the corresponding bounds following Theorem 5.2. We emphasize that these bounds are very cheap to compute. Even with 100,000 samples and 1000 probability levels, the bounds are computed in less than 2 seconds using MATLAB. The bounds for each probability level are independent, so even greater efficiency could be attained by computing these in parallel. In Figure 3 (left), we plot the true sample-based CDF, the "best approximation" using the domain decomposition and classification provided by the support vector machine, and the corresponding lower and upper bounds. From this example, we see that some probabilistic quantities of interest, such as the mean and the variance, are significantly affected by the approximation of the discontinuity interface, Γ. However, other probabilistic quantities of interest, such as the probability of the response exceeding 7.0, are minimally affected by the resolution of Γ. Thus, by taking a goal-oriented perspective we are able to robustly determine if resolving Γ is necessary.
Next, we use the Voronoi-based domain decomposition to classify each sample in S rsa and to define the samples that may not be classified correctly. These samples are given on the left side of Figure 4 . The "best approximation" of the mean and the variance using the same samples and the surrogates with the Voronoi-based domain decomposition is 0.921513 and 8.251597 respectively. Following the same procedure as before, we obtain the following bounds for the mean:
0.068661 ≤ Mean(f ) ≤ 1.993921, and for the variance:
which are slightly tighter than the bounds obtained using the SVM-based domain decomposition.
On the right side of Figure 4 , we plot the true sample-based CDF, the "best approximation" using the domain decomposition and classification provided by the Voronoi cells, and the corresponding lower and upper bounds. In this case, the results using the Voronoi-based domain decomposition are fairly comparable to the results using the SVM-based domain decomposition.
Next, we repeat this process with 400 samples in S model . In Figure 5 (left), we plot the samples in S model for N = 100. The samples are colored by the cluster that they were identified with using the function values and gradients as described in Section 3. For illustrative purposes, the true discontinuous interfaces are shown in black. On the right side of Figure 5 we plot a histogram of the logarithm of the discontinuity detector given by (5). We clearly see the outliers corresponding to the discontinuities and consequently take T OL = 50.0 for the clustering algorithm.
In Figure 6 , we plot the maximum probability of belonging to a particular cluster for each x (j) ∈ S rsa . As in the previous case, we set η SVM = 0.9 and on the right side of Figure 6 plot the samples for which the maximum probability is below this tolerance. For these sample, we evaluate any response surface corresponding to a cluster with at least a 10% probability. We clearly see that the region where the discontinuity may reside has decreased in size from the N = 100 case. These samples and the potential response surface values are used to build F (j) for each x (j) ∈ S unkn rsa . The sample-based estimate of the mean and variance of the quantity of interest using the samples in S rsa , the Gaussian process response surface approximations and the correct domain decomposition is 0.992743 and 8.465463 respectively. For reference, the mean errors for the response surface approximations using the set of 100,000 samples and the correct domain decomposition are 2.863393E-6, -5.334039E-6, -2.508153E-6 and 6.187725E-7 for the subdomains with samples colored in red, green, black and blue respectively in Figure 1 (left) . The corresponding maximum errors are 1.099732E-3, 1.999749E-3, 3.085310E-3 and 1.234453E-3 respectively.
The "best approximation" of the mean and the variance using the same samples and the surrogates with the SVMbased domain decomposition are 0.969351 and 8.339472 respectively, which are significantly better than the case with N = 100, and the following bounds for the mean 0.527408 ≤ Mean(f ) ≤ 1.474264, and for the variance 6.553930 ≤ Var(f ) ≤ 13.070527, are much tighter. We use 1000 uniformly spaced probability levels between the minimum and maximum values of the quantity of interest to approximate the cumulative distribution function (CDF) and the corresponding bounds following Theorem 5.2. In Figure 3 (right), we plot the true sample-based CDF, the "best approximation" using the domain decomposition and classification provided by the support vector machine, and the corresponding lower and upper bounds. We see that the bounds for N = 400 are much tighter than the bounds for N = 100.. Figure 6 : On the left, the maximum of the probability of each sample in S rsa belonging to a particular subdomain. On the right, the samples in S rsa that have a maximum probability below 0.9.
Finally, we use the Voronoi-based domain decomposition to classify each sample in S rsa and to define the samples that may not be classified correctly. These samples are given on the left side of Figure 7 . The "best approximation" of the mean and the variance using the same samples and the surrogates with the Voronoi-based domain decomposition are 0.989787 and 8.383516 respectively, which are significantly better than the case with N = 100, and the following bounds for the mean On the right side of Figure 7 , we plot the true sample-based CDF, the "best approximation" using the domain decomposition and classification provided by the Voronoi cells, and the corresponding lower and upper bounds. As in the previous case, the results using the Voronoi-based domain decomposition are fairly comparable to the results using the SVM-based domain decomposition.
We conclude this section by investigating the effect that the probability tolerance, η SVM , has on the bounds on the probabilistic quantities of interest. Intuitively, the bounds are maximized when η SVM = 1, since this corresponds to only trusting the SVM classification it is 100% certain (which almost never happens). Similarly, the bounds are minimized for η SVM = 0, since this corresponds to never trusting the SVM classification. In the top row of Figure 8 , we plot the bounds on the mean (left) and the variance (right) for a range of values of η SVM along with the true values of these quantities for the case of N = 100. We see that below a certain level, approximately η SVM = 0.4, the upper and lower bounds collapse since we are trusting the SVM classification of each sample and they no longer bound the true statistics. We also see that our initial value of η SVM = 0.9 was quite conservative and easily could have used a smaller tolerance and reported tighter bounds. In the bottom row of Figure 8 , we plot the bounds on the mean (left) and the variance (right) for a range of values of η SVM along with the true values of these quantities for the case of N = 400. As expected, the bounds are all mugh tighter than the N = 100 case and our choice of η SVM was still quite conservative. 
A d-dimensional Function
In this section, we consider a d-dimensional function introduced in [22] with a planar discontinuous interface given by and assume a uniform distribution for the parameters. In the previous section, we saw that the SVM-based and the Voronoi-based domain decompositions give comparable results for a 2-dimensional problem with multiple discontinuities. Here, we use the d-dimensional function defined by (16) to explore this comparison in higher dimensions. Since the bounds on probabilistic quantities of interest depend on the number of samples that cannot be classified precisely, we compare the proportion of samples that are in S unkn rsa as we increase the number of model evaluations, N , and as the dimension, d, increases.
We evaluate the function in (16) using sets of (well-spaced) uniformly distributed samples with N =100, 200, 400, 800, 1600. We use 100,000 samples in S rsa to evaluate the surrogate model. In each case, we decompose the samples in S model into clusters and use the two domain decomposition approaches to classify the samples in S rsa and to determine which of these samples may be classified incorrectly. The proportion of samples that fall into this category is important since this directly affects the bounds on the probabilistic quantity of interest. In Figure 9 , we compare the proportion of uncertain samples for the two domain decomposition strategies with d = 2, 4, 8. We see that for d = 2, the two domain decomposition approaches give comparable results. The proportion of uncertain samples decreases at approximately the same rate as the number model evaluations increases. However, for d = 4 and d = 8 the SVM-based domain decomposition strategy performs much better with regards to this metric. This is due to the fact that the SVM-based domain decomposition approach is better able to represent a smooth interface.
In general, the scaling of the number of training samples required for accurately representing a discontinuity as the dimension grows is nontrivial to analyze. While the dimension of the interface is always smaller than the dimension of the ambient space (at most d − 1), the general case of nonlinear interfaces with kernel-SVM becomes complicated, as a linear fitting is performed in the feature space. Functions that can be represented in a smaller feature space (for instance smooth polynomials) will be more sample efficient. For a given kernel, a general measure of the complexity (or capacity) of the functions it can represent is given by the Vapnik-Chervonenkis (VC) dimension. In these cases, a sample complexity bound can be given in terms of the VC dimension of the representation. A discussion of the VC dimension for support vector machines is provided in [45] .
A Shock Induced Discontinuity
The supersonic/hypersonic internal flow on a scramjet (supersonic combustion ramjet) inlet with uncertain input flow conditions is studied in this section. The flow is supposed steady, inviscid, modeled by the compressible Euler system defined in a compact form as:
where Ω is the two-dimensional physical domain, W = t (ρ, ρu, ρE) is the conservative flow variables vector and vector F represents the Euler fluxes:
We have noted ρ the density, u = (u, v) the velocity vector, H = E + p/ρ is the total enthalpy, E = T + u 2 2 the total energy and p = (γ − 1)ρT the pressure with γ = 1.4 the ratio of specific heat capacities, T the temperature, and (e 1 , e 2 ) the canonical basis in R 2 . The two-dimensional geometry composed of a large entrance edge, shrink regions and sharp angles, along with the imposed flow conditions induces a solution with numerous shock waves as illustrated in Figure 10 . As air compression occurs across shocks (fluidic compressor), the shock-train established the combustion chamber entrance conditions and therefore directly affects the engine performance. The characteristics of the shock-train are dependent on various parameters. We have studied here the dependance of the outlet flow pressure on uncertain free stream Mach number 
where Σ is the outline (rear boundary illustrated in Figure 10 left image) situated just upstream of the location where the fuel is mixed with air and combust in the combustor chamber of the full scramjet configuration. Independent, identically distributed uncertain M ∞ and α has been studied with bounded uniform distributions such that 2.4 ≤ M ∞ ≤ 4 and respectively 0 ≤ α ≤ 6. Large interval values have been chosen in order to display more interestingly the discontinuity apearing for a restrained variation in M ∞ . The chosen model samples have been computed using multi-threads flow solver WOLF [46] . Each sample corresponds to an Euler flow solve on unstructured uniform meshes of about 2000 vertices. The mean CPU time for one sample computation was 1.4 seconds. Vertex-centered finite volume formulation has been used for the spatial discretization of the fluid equations. More precisely, convective fluxes have been computed using a HLLC upwind scheme. Second order space accuracy is achieved through a piecewise linear interpolation based on the Monotonic Upwind Scheme for Conservation Law (MUSCL) procedure which uses a particular edge-based formulation with upwind elements. A dedicated slope limiter is employed to damp or eliminate spurious oscillations that may occur in the vicinity of discontinuities.
In Figure 11 (left), we plot the samples in S model with N = 82. Obviously, the true discontinuity is not known for this example. On the right side of Figure 11 we plot a histogram of the logarithm of the discontinuity detector given by (5) . While the outliers corresponding to the discontinuities are not as obvious as in the previous cases, we do see a reasonable separation and take T OL = 5.0 for the clustering algorithm.
We generate 100,000 samples for S rsa which we classify using the support vector machine domain decomposition. In Figure 12 , we plot the maximum probability of belonging to a particular cluster for each x (j) ∈ S rsa . We set η SVM = 0.9 and on the right side of Figure 12 plot the samples for which the maximum probability is below this tolerance. These are the samples that may not be classified correctly, i.e., S unkn rsa , and for each x (j) ∈ S unkn rsa we evaluate any response surface corresponding to a cluster with at least a 10% probability. These samples and the potential response surface values are used to build F (j) for each x (j) ∈ S unkn rsa . The "best approximation" of the mean and the variance using the same samples and the surrogates with the SVM-based domain decomposition is 0.129909 and 7.801204E-3 respectively. Following the same procedure as before, we obtain the following bounds for the mean: 0.099015 ≤ Mean(f ) ≤ 0.186087, and for the variance:
2.677748E-3 ≤ Var(f ) ≤ 3.088514E-2.
We use 1000 uniformly spaced probability levels between the minimum and maximum values of the quantity of interest to approximate the cumulative distribution function (CDF) and the corresponding bounds following Theorem 5.2. In Figure 13 (left), we plot the "best approximation" using the domain decomposition and classification Figure 12 : On the left, the maximum of the probability of each samples in S rsa belonging to a particular subdomain. On the right, the samples in S rsa that have a maximum probability below 0.9. provided by the support vector machine, and the corresponding lower and upper bounds. Next, we introduce some additional samples into S model . These samples are not chosen randomly as in Section 6.1. Instead, they are chosen to attempt to resolve the discontinuity interface. On the left side of Figure 14 we plot the samples in S model , and on the right side of Figure 14 we plot a histogram of the logarithm of the discontinuity detector given by (5) .
Since these samples are concentrated near the interface, we use a cross-validation approach to choose the decay parameter for the kernel of the SVM. We gradually increase the decay parameter until the SVM can correctly predict 97% of the training data. In Figure 15 , we plot the maximum probability of belonging to a particular cluster for each x (j) ∈ S rsa for the same set of 100,000 samples. We set η SVM = 0.9 and on the right side of Figure 15 plot the samples for which the maximum probability is below this tolerance. We again evaluate any response surface corresponding to a cluster with at least a 10% probability. The "best approximation" of the mean and the variance using the same samples and the surrogates with the SVM-based domain decomposition is 0.128695 and 7.586272E-3 respectively. Following the same procedure as before, we obtain the following bounds for the mean: 0.121451 ≤ Mean(f ) ≤ 0.137152, and for the variance:
6.174014E-3 ≤ Var(f ) ≤ 9.732231E-3.
Again, we use 1000 uniformly spaced probability levels between the minimum and maximum values of the quantity of interest to approximate the cumulative distribution function (CDF) and the corresponding bounds following Theorem 5.2. In Figure 13 (right), we plot the "best approximation" using the domain decomposition and classification provided by the support vector machine, and the corresponding lower and upper bounds. We see that the additional model evaluations to resolve the discontinuity interface have resulted in tighter bounds for the CDF.
CONCLUSIONS
We developed a framework for robust bounds on probabilistic quantities of interest for discontinuous responses functions where the locations of the discontinuities are not known precisely. We demonstrated that gradient information Figure 15 : On the left, the maximum of the probability of each samples in S rsa belonging to a particular subdomain. On the right, the samples in S rsa that have a maximum probability below 0.9.
can be used in conjunction with function values to construct a standard discontinuity detector without an extended stencil. We also showed that two common machine learning strategies for classification can be used to implicitly define a decomposition of the input parameter space and provide a mechanism to define the region where the discontinuities may reside. We provided theoretical bounds for sample-based approximations of probabilistic quantities of interest using response surface approximation and verified these bounds using analytical functions and a PDE-based model for shock-dominated flows. We also demonstrated that adding model evaluations in the vicinity of the discontinuity lead to tighter bounds on the probabilistic quantity of interest.
