A. Introduction
The first paper in this series 1 It cannot be over-emphasised that asking for statistical advice from a specialist healthcare statistician at the outset of the research design is essential, otherwise there is a significant possibility that the type of data collected may not be appropriate for suitable analysis and will not answer the research question. A statistician will advise not only on how to present data and on statistical tests that should be applied to the data but also on the size of the sample (the number of patients, restorations, or procedures, and so on) that will be required for a meaningful study. The sample size must be decided before the study begins, because it will have a major impact on data analysis and the validity of the study. As mentioned in the previous paper, 2 a pilot study will serve to highlight any problems in examiner calibration, data collection and analysis, so that changes may be made before the full study begins. The design of the pilot study should also be discussed with a statistician.
Data collection using electronic data capture or electronic data entry not only simplifies data entry but also helps to ensure that data are clean and free from spurious entries; 3 it also facilitates data entry into statistical software packages. However, care is still needed to avoid error, for example when copying and pasting from a spreadsheet, such as Microsoft Excel, or into statistical software, such as the Statistical Package for Social Sciences (SPSS), because it is possible to paste from, or to, the wrong series of rows or columns. This paper concentrates on data analysis for quantitative research, which is more familiar to dental researchers and more likely to be undertaken in primary dental care settings. However, qualitative research and some of the challenges that it poses will be briefly discussed towards the end of the paper.
B. Basic concepts

B1. Terminology
Statistics has a jargon of its own, which can cause difficulty to those who are beginners. This section explains some of the commonly used terms, starting with the six very commonly used terms that are defined in Table 1 .
As explained above, the mean is the average.
The median is the middle value. Half the values are higher than the median, and half are lower.
The median is a more robust measure of central tendency. Changing a single value will not change the median very much. In contrast, the value of the mean can be strongly affected by a single value that is very low or very high.
B2. Variance and standard deviation
Variance and standard deviation (SD) are also frequently used terms. Variance shows how far values differ (vary) from the mean and is calculated from each value (number). From a mathematical viewpoint, variance is expressed as a square of the value measured, as it will always be positive. However, having a squared value is not always very manageable, so standard deviation, which is the square root of the variance, is used 
B3. Standard error of the mean
The standard error of the mean (SEM) is a measure of the likely discrepancy between the mean calculated from the data that have been collected and the true population mean (which is unknown without an infinite amount of data).
The SEM is calculated as the SD divided by the square root of the sample size. By itself, the SEM is difficult to interpret. It is easier to interpret the 95% confidence interval (CI), which is calculated from the SEM.
An assumption is made that the sample mean is the same as the population mean. However, this is unlikely to be the case, so SEM is used to estimate how accurately the population mean is estimated by the sample mean. The formula for calculating standard error is the standard deviation divided by the square root of the number of n, when n is the number of observations made. If the standard error and n are known, then it is also possible to calculate the standard deviation.
Many scientists and clinicians are confused about the difference between the standard deviation (SD) and standard error of the mean (SEM).
• The SD quantifies scatter; that is, how much the values vary from one another.
• The SEM quantifies how accurately you know the true population mean. The SEM gets smaller as samples get larger, simply because the mean of a large sample is likely to be closer to the true mean than is the mean of a small sample.
The SD does not change predictably as you acquire more data. As mentioned above, the SD quantifies the scatter of the data, and increasing the size of the sample does not increase the scatter. The SD might go up or it might go down.
You cannot predict. On average, the SD will stay the same as sample size gets larger.
If the scatter is caused by biological variability, the variation should be demonstrated to anyone reading the results. In this case, report the SD rather than the SEM. It is better to show a graph of all data points, or perhaps report the largest and smallest value; there is no reason to only report the mean and SD.
When using an in vitro system with no biological variability, the scatter can only result from experimental imprecision. Because you do not really care about the scatter, the SD is less useful here. Instead, report the SEM to indicate how well the mean has been determined.
B4. Confidence intervals
A confidence interval is the reliability of an estimate and allows the sample to be compared to the whole population so that inferences from the sample may be applied to the population.
Mathematically, because 1.96 standard deviations, both above and below the mean, contain 95% of the sample mean, it is possible to state that there is a 95% probability that the sample mean lies within 1.96 standard deviations, either above or below, the population mean. Although confidence intervals in dental research are usually expressed at the 95% level, they may also be at 99%. The 95% level is an arbitrary one, which corresponds to a P-value of 0.05; the reasons for this will be considered in the next sections of this paper.
B5. Normal distribution
The normal distribution curve (Figure 1 ) is often called a bell curve, as it is bell shaped, but could be more properly called after its originator, Carl Gauss, and represents Gaussian distribution. The Gaussian distribution is symmetrical about the mean and has a bell shape. The height and shape of the bell curve vary according to the standard deviation; the curve is high and narrow for small standard deviations, but low and wide for wide standard deviations.
The central limit theorem is important in relation to the normal distribution. In practice, it means that even if the distribution of the samples being tested is not normal, the sampling distribution of the mean will tend to be normal as long as the sample size is large enough.
The numbers on the x-axis of the graph 
B7. P-value and statistical significance
The null hypothesis states that there is no difference between groups, for example an intervention group or a control group, or no association between the variables. The purpose of much medical or dental research is to seek to reject the null hypothesis. Behind this is the reasoning that it is much easier to reject a hypothesis than to prove it; the null hypothesis itself cannot be proven, only rejected or fail to be rejected. A flow chart for hypothesis testing is present at the end of this paper (Supplementary Figure A) .
Sample size is important, as an increase in sample size results in a smaller standard error (an inverse relationship), leading to a smaller confidence interval. A test statistic is then used to derive the P-value either from a table, or more often nowadays, by using computer software.
Therein lies the reason why the P-value is still often quoted at the 0.05 level, because 0.05 appears in tables that were used to determine it.
However, it is better to give the precise P-value from the computer software and then consider the clinical significance of the P-value, even if it greater than 0.05. The term statistically significant is usually applied to P-values when P<0.05, but in reality a P-value of 0.06 may be clinically significant, depending on the circumstances. Figure 2 expresses this concept graphically.
Three common errors in the interpretation of P-values 4 are:
1. In small, but important studies, if the P-value is greater than 0.05, these studies may not be considered important and further, larger studies, may not be undertaken.
2. All findings when P<0.05 are considered to be a real effect, but in fact on average 1 in 20 instances will be when the null hypothesis is true; that is, no real effect.
3. If the sample size is large, then all statistically significant findings, P<0.05, will be assumed to be important, because extremely small differences will be detected.
C. Displaying data
C1. General considerations
Data may be displayed in a number of ways, 3 depending on the type of data (see Table 2 ). It is very useful to display raw data (that is, unprocessed data) before statistically analysing them because a visual representation of the data helps in the choice of the appropriate method of analysis and identification of any outliers. for rating the quality of radiographs. The numbers in each category are the frequencies, which may be converted to percentages. If either frequency or percentage is used, the proportions will remain the same; only the labels of the scales will alter.
C2. Frequency distribution
When the variables are numerical, the raw data (Table 3) can be presented to show their frequency distribution ( Table 4 ). The data in Tables   3 and 4 are from an audit of waiting times for a single-surgery practice (note that entering a surgery for an appointment before the set time was recorded as zero). A consecutive sample of 50 patients was taken. It is useful to highlight both lowest and highest scores when looking at the raw data, so that the scale range is known.
As a practical tip, when transferring data from a paper scoring system to an electronic database, it is useful to use tallying, when four bits of data are struck through, after entry, with a horizontal bar, creating a five-bar gate. It is possible to forget, especially with large amounts of data, which data have been entered and this system assists in creating a clean and accurate data set.
Alternatively, a histogram ( Figure 5 ) could be used to represent these data graphically, after grouping them into time intervals of two minutes each, as shown in Table 4 . rectangle as equal to the frequency distribution in that group and the total area of the histogram represents the total amount of data.
D. Some commonly used statistical tests and techniques
D1. t-distribution
Sometimes a distribution similar to the normal distribution is used, but an allowance is made for small sample size when the standard deviation of the population is unknown. This is known as Student's t-distribution. The story behind this rather anonymous name is that
William Gosset, who worked for Guinness in the early 1900s, wanted to publish scientific papers, but his employer forbade it, so he used the pen name Student. The t-distribution population curve has wider tails than the normal distribution and less height.
D2. Unpaired t-test and paired t-test
The unpaired t-test is used when using the Total 70 100 Figure 4 Data from radiographic quality study table presented as a pie chart. Figure 3 Data from radiographic quality study table presented as a bar chart. Choosing a parametric or non-parametric test matters the most when samples are small, for reasons summarised in Table 5 .
D10. 2 x 2 tables (contingency tables)
It is often necessary to compare dichotomous (binary) outcome variables between treatment groups and the data can be displayed in a In a 2 x 2 table, the rows correspond to the treatment, or exposure, values and the columns to the outcomes. Table 5 is constructed from fictional data to illustrate a 2 x 2 table, comparing manual versus powered toothbrushing and using bleeding on probing (a binary outcome) as the outcome. The part of the table shaded in blue is the 2 x 2 element, but it is conventional to total both rows and columns.
D11. Chi-square test
The chi-square test is used to see whether there is an association between the row variables and the column variables. It compares the numbers with those that are expected to see whether there are differences between the exposure variables: in Table 6 , between manual and pow- 
D13. Transformations
Data collected in dental research are not usually logarithmic, although exceptions to this rule would be when analysing sound level, for example from a dental turbine, when the unit of measurement is a decibel (dB), a base 10 logarithm. However, sometimes it is necessary to transform data using logarithmic transformation and in statistics this is usually to base e, a natural logarithm. Transforming data is done, for example, to make the standard deviations similar, so that a test-for example, the t-test-may be used.
Data may be transformed when there is a substantial skew in the data, so that the data are transformed back to a normal distribution and a confidence interval then calculated: the method used is a power transformation. 
E. Analysing qualitative data
Final thoughts
Analysing the data is clearly a crucial part of any research process and always an exciting one.
As stated at the beginning of this paper, ask a statistician first before data collection and preferably before writing the study protocol. In the experience of the authors, statisticians are always very willing to help out with research, whether it is a small or large project, and time spent using the most appropriate statistical tools for data analysis is crucial for the success of the research project.
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