The lgrade of a n × n matrix A is the largest rank of any subdiagonal block of a symmetric partition of A. A number of algebraic results on lgrade are given. When A has lgrade d, it can be be approximately decomposed as 
Introduction.
Let M be a n × n matrix. We define the lower grade of M as the maximum rank of the lower subdiagonal block of a symmetric partition of M . Many common types of special matrices have small lower grade and we prove useful algebraic properties that carry over into large classes of matrices.
In this article, we consider properties of matrices with small lower grade= d and focus on the case d << n. We show that lower grade= d matrices may be approximately decomposed M = U + V , where V is rank d and U is upper triangular.
A d-grade matrix, M has two matrix fraction representations: M = G −1 N and
where Q is unitary and G, N and N 2 are banded matrices. In deriving these banded matrix fraction representations, we introduce a special set of matrices with low grade: consecutive subblock products. These matrices generalize products of Givens rotations.
We also examine a pseudoconverse of our results by considering the equation GM = N , where G and N have bandwidth restrictions. When N is the identity matrix, M = G −1 , our results correspond to the standard case of band matrices and Green matrices. The special structure of inverses of band matrices is well understood and clearly exposited in [2, 3, 5, 9, 10] . We show that GM = N implies M is the sum of a matrix of specified lower bandwidth and a matrix of specified rank. Our result, Theorem 6.1, requires only that G and N have small lower bandwidth and very mild auxilary conditions. By combining this result with our matrix fraction representations for grade-d matrices, we show that the decomposition M = U + V , where V is rank d and U is upper triangular holds generically for grade-d matrices,
where the meaning of 'generic" is presented in Section 6.
We apply our representation results to an example in signal processing. We now give our basic definitions of bandwidth and grade. 
is called symmetric if X and W are square.
If a symmetric partition exists for M , then M is square. In this article, we will reserve the symbols X, Y , K and W to denote the subblocks of a symmetric partition of M . Our definition of symmetric partition matches that of Rózsa, Romani, Bevilacqua [11] . Their focus is on persymmetric partitions while we derive results for the grade corresponding to symmetric partitions.
is the maximum rank of a part of a symmetric partition above (below) the diagonal.
The grade of a matrix M is the maximum rank of an off diagonal part of a symmetric partition, that is, grade (M ) = max {lgrade (M ) , ugrade (M )} . Section 6 gives a decomposition A = U + V , where V is low rank and U has prescribed lwidth under the hypotheses that M A = N and that M and N have prescribed lwidths. In Section 7, we apply our representation results to a class of matrix pairs that are used in signal processing [6, 7] .
Notation:
The n×n identity matrix is I n and the unit vector in the kth coordinate is denoted e k . The direct sum of matrices is denoted by ⊕. By A i:j,k:m , we denote the (j − i + 1) × (m − k + 1) subblock of A from row i to row j and from column k to column m. We abbreviate A i:j,1:n by A i:j,: . We sayÃ is a diagonal subminor of A if A = A k:m,k:m for some k ≤ m.
Matrix grade.
We establish some properties of the grade and lgrade. Analogous results hold for ugrade. Some of the proofs are in the Appendix. These algebraic properties are useful in determining or bounding the lgrade of a matrix.
Theorem 2.1 (Basic Properties) Let M is n × n matrix: 
This definition of matrix grade is subadditive and submultiplicative:
Similarly for ugrade and grade.
The following 'reduction lemma", lets us find a succession of matrices which preserve lgrade while transforming M . This lemma will be used in the proofs in Section 5. Proof:
Typically, G is chosen to be a 'consecutive subblock product" as defined in Section 4. We now show that the set of matrices of lgrade = d is closed.
Choose any symmetric partition: Since any other matrix norm is equivalent to the Frobenius norm, this result holds for all matrix norms. As shown in [11] , the grade of M −1 equals the grade of M :
Theorem 2.5 [11] For any square invertible matrix M ,
Proof: Choose any symmetric partition of M as in (1.1) and conformably partition Note that M nonsingular implies that U is nonsingular and has nonsingular principal minors. Proof: Apply Lemma 2.7 to M and M * .
3 Approximate Decomposition for Small Grade Matrices.
We now show that if lgrade (M ) = d, then for any ε > 0 there is an upper triangular
Here · is the Frobenius norm.
This representation need not be uniform in ε since U ε and V ε can diverge as ε → 0. In Sect. 6, we show that this decomposition is exact for 'generic" grade-d matrices.
We prove this approximation result by constructing a sequence of matrix approximation using the following lemma. The lemma allows us to paste together two overlapping low rank matrices while only altering the upper corner.
Lemma 3.1 (The pasting lemma) Suppose P is a (j + 1) × (k + 1) matrix;
where K is the j ×k lower left submatrix and rank
Then for any ε > 0, there are scalars γ and δ such that
and |γ| wx *
We defer the proof of the pasting lemma until the Appendix. The approximate decomposition is Theorem 3.2 Suppose M is n × n and lgrade (M ) = d. Then for any ε > 0 there is an upper triangular U ε and
The idea of the proof is that we repeatedly apply the pasting lemma to make increasingly large subblocks of rank-d. At each step the matrix is slightly modified as described in the pasting Lemma. We begin by pasting lower left subblocks whose upper righthand element is along the diagonal. We then do the same trick on each successive superdiagonal. At each step, we show that the process can continue. The formal proof is index rich and we defer it to the Appendix.
In Section 5, we present two matrix fraction representations of matrices with lgrade equal to d. The next section introduces the basic building block of this representation.
4 Consecutive subblock products.
As mentioned earlier, many of the basic building blocks for matrix analysis such as elementary row and column operation matrices, signed Givens rotations, and Householder transformations have grade 1. We now present another class of low grade matrices, which we call consecutive subblock products (CSP). In Section 5, we use
CSPs to construct representations of grade-d matrices.
Definition 4.1 Let F k be an n × n matrix such that F k e j = e j and e * j F k = e * j for j < k and for 
Theorem 4.2 (Consecutive Subblock Product Properties
be a consecutive subblock product of order d. 5 Band fraction representations.
In this section, we show that if lgrade M ≤ d, then there are matrices G and H such that GM = H, where G and H have band structure. If M satisfies a generic condition, G is invertible and we have a structured matrix fraction representation:
Similarly we have a second matrix fraction representation
where Q is unitary. Both G and Q are consecutive subblock products with a very special structure. 6 M = U + V decomposition with low lwidth U and low rank V .
The inverse of a strict invertible lower bidiagonal matrix, M , is the sum of a matrix with lwidth= −1 and a rank-1 matrix [2, 3, 5, 9, 10]. In our notation, these authors study M , where GM = I and G has low lwidth. We now study the generalized problem: GM = N . We show that the decomposition M = U + V , where V is low rank and U has small lwidth holds when G and N have small lwidth and other mild assumptions. 
for the upper triangular matrix T = Z * d G G. Let R = T + W be nonsingular upper triangular with rank W = dim ker T , then We skip the hard analysis of determining a subset of matrix fraction representations that is in exact one to one correspondence with the set of grade-d matrices.
Corollary 6.2 says that if the Q used in the construction of Theorem 5.4 is strict, then there is an additive decomposition of order d. We interpret 'genericity" as meaning that the set of strict Q is generic in the set of all such Q.
Triangular input normal matrices.
This section applies the previous results to a special class of matrix pairs used in signal processing [6, 7] . The concatenation of such a matrix pair is an orthogonal matrix. Thus we begin by deriving results on the grade of an unitary matrix.
Theorem 7.1 If M is unitary then lgrade (M ) = ugrade (M ).
Proof:
More generally, Theorem 7.1 applies to hyperexchange matrices. The d = 1 case yields an approximate converse of Proposition 4.1:
2 Let M be unitary and Hessenberg, then grade (M ) = 1.
As described in [6] , triangular input normal (TIN) pair are useful for system identification. In [7] , some TIN pairs are analyzed and a matrix fraction representation is given. We now show that TIN pairs have low-grade.
Definition 7.1 A matrix pair is (A, B) is a lower triangular input normal pair if and only if
where A is a n × n lower triangular, B is size n × d, and I is the identity matrix. Proof: We follow the notation in Theorem 5.4. In the subblock decomposition of Q, we choose F n−d−1 to be the Householder reflection that zeros out B n,: . We then choose F n−d−2 to zero out the n − 1st row of F n−d−1 B. We continue this procedure until QB (d+1):n,n = 0. Conjugating (7.1) by Q completes the result.
Similarly, Theorem 5.1 may be applied to TIN pairs to yield another matrix fraction representation [7] .
Summary
The lgrade of a matrix satisfies a number of useful algebraic properties. Our results are particularly useful when the lgrade of a matrix is significantly smaller than the matrix dimension. Section 5 gives two matrix fraction decompositions of low lgrade matrices: Proof of Part vii): Let
be any symmetric partition of
2) but both M 1 and M 2 are minors of
Proof of Theorem 2.2: Choose any symmetric partition
Since rank (K i ) ≤ d i and
we have rank (
Proof of Lemma 2.7: lgrade (M ) ≤ lgrade (N ) + lgrade (U ) = lgrade (N ). Choose a symmetric partition
so that K N has maximal rank, that is, rank (K N ) = lgrade (N ). Then the corre-
If U has nonsingular leading minors, then X U is nonsingular and so lgrade (N ) = rank (K N ) ≤ lgrade (M ). Now if M has nonsingular leading minors then X N X U is nonsingular, hence X U is nonsingular.
Proof of Lemma 3.1: Suppose that w is in the column space of K, then w = Ku for some u. (If w ≡ 0, then u ≡ 0.) Set γ = 0 and δ = x * u, and verify
Alternatively, suppose w is not in the span of the columns of K. Then rank K < d,
. K has at least d columns, and let u * be the project of x * perpendicular to the span of the rows of K. Note that w = 0 and u = 0. Put
F /ε, and verify
The left matrix factor has a rank of at most d, so the left hand side has a rank at most d.
We define a sequence of matrices,
At each step, M (k+1) − M (k) is given by applying the pasting lemma to a lower left subblock of M (k) . At each step, let P (k) be the (n − i + 1) × j subblock of M (k−1) :
i:n,1:j , where i(k) and j(k) are indices which we will specify shortly. We begin by applying the pasting lemma to each subblock with upper right corner on the main diagonal. This implies i(k) = k + 1 and j(k) = k + 1 for 1 ≤ k < n − 1.
Next we apply the pasting lemma to each subblock with upper right corner on the first superdiagonal. (i(k) = k − n − 2 and j(k) = i(k) + 1 for n − 1 ≤ k < 2n − 2.
The pasting lemma is then applied to each successive superdiagonal. The result follows from the reduction lemma.
