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1. INTRODUCTION 
In this paper, we investigate the oscillatory properties of the natural modes 
of oscillation for a vibrating beam which is subject to axial forces. From ele- 
mentary beam theory, these modes are the eigenfunctions determined by the 
differential equation 
(p(x) u”)” - (q(x) u’)’ - hp(x) u = 0, x E (0, Z), (1.1) 
subject to the boundary conditions 
where 
u’(0) cos 01 - ( pu”)(O) sin LY = 0, (1.2a) 
u(O) cos j3 + Tu(0) sin /3 = 0, (1.2b) 
u’(Z) cos y + ( pu”)(Z) sin y = 0, (1.2c) 
u(Z) cos 6 - Tu(Z) sin 6 = 0, (1.2d) 
Tu = (pu”)’ - qu’ (1.3) 
and 0 < a, ,!7, y, 6 < 42 unless specified otherwise. The coefficients p, q, and p 
are assumed to be positive on [0, Z] and sufficiently smooth to ensure the existence 
of the eigenfunctions. These general assumptions will be relaxed to allow q 
to be negative in certain special cases. 
The results to be presented here are a generalization of those obtained in [l] 
where the term (q(x) d)’ corresponding to axial forces was not included. As in [l], 
we consider only nonzero eigenvalues of (l.l), (1.2), and their associated eigen- 
functions. These correspond to the two cases 
(i) 01 = y = 0 and /I = 8 = 42, 
(ii) any three of (Y, /I, y, 6 equal to VT/~. 
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Our study of the oscillatory properties of the eigenfunctions will be based on 
the Priifer-type transformation 
u(x) = r(x) sin Y(x) cos p(x), 
u’(x) = Y(X) cos Y(x) sin v(x), 
pu”(x) = Y(X) cos Y(x) cos p(x), 
Tu(x) = r(x) sin Y(x) sin v(x), 
of the first order linear system of equations 
U’ = MU, 
where UT = (u, u’, pun, Tu) and 
(1.4) 
(1.5) 
0 1 0 0 
m7 0 
_ 
-i 0 0 l/P 
oq 0 1 
A, 0 0 0 i 
In [6], Leighton and Nehari give a transformation which removes the term 
(4”‘)’ from (1.1). They are then able to study the zeros of solutions of (1 .l) 
using results developed for the case where 4 3 0. However, this transformation 
changes the form of the boundary conditions (1.2a) and (1.2~) in the sense that 
the sign of the coefficient of u’ is not necessarily preserved. For this reason this 
transformation and the results of [l] cannot be used in any straightforward way 
to analyze the oscillatory behavior of the eigenfunctions and their derivatives of 
the system (l.l), (1.2). 
Carrying out the Priifer transformation (1.4) on the first order system (1.5) 
and setting w = cot Y, we obtain the following system of differential equations 
which Y, w, 0, and rp must satisfy: 
r’=[sin2Ycosesinp,+(q+1/p)cos2Ysin2~+sin2YsinBcosp, 
+ @p/2) sin2 Y sin 281 r/2 
and 
w’= -w2cos~sinp,+~(q+1/p)wsin~+sinBcoscp-((hp/2)wsin20, 
8’ = -w sin v sin e + hp cos2 e, (l-6) 
‘p’ = (l/ p) cos29, - q sins+ - (1 /w) sin e sin Q. 
Using this transformed system, we study the properties of 0 and 9 to obtain 
the oscillatory behavior of the eigenfunctions. The paper is organized as follows. 
In Section 2, we generalize a lemma of Leighton and Nehari [6]. In Section 3, 
this is used to justify the validity of the application of the transformation (1.4) to 
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the system (l.l), (1.2). The transformation of the boundary conditions (1.2) 
is also given. 
As in [l], we are unable to show the existence of eigenvalues using the differen- 
tial system (1.6) directly and must again rely on the variational characterization 
of the eigenvalues. This and other properties of the eigenvalues are summarized 
in Section 4. These are used to show that the angle 0 at x = 1 corresponding to 
solutions of (1.1) which satisfy (1.2a), (1.2b), and (1.2~) is a monotone function 
of the coefficients of (1.1). 
In Section 5, we use this comparison theorem to investigate the graph of 8 
for x E [0, I]. From this graph, we show that the nth eigenfunction u, of (l.l), 
(1.2) has exactly (n - 1) zeros in (0, Z) and that Tu, has exactly n zeros in [0, 11. 
Furthermore, the zeros of u, and Tu, interlace. 
In Section 6, we investigate the graph of v. From this we show that ur’ has at 
most one zero in (0, I) and that u,’ has at least 71 - 2 and at most n zeros in 
(0, I) for n 3 2. Furthermore ui has at least n - 1 zeros in [0, I]. Other results 
concerning the interlacing of u, and its derivatives are given. 
In Section 7, we replace the boundary conditions (1.2a), (1.2~) by the clamped 
conditions U’(O) = u’(Z) = 0. This enables us to replace the condition q > 0 
by the assumption that (PO’)’ - qv = 0 is disfocal on [0,1]. 
The results of this paper closely parallel those of [l]. There are, of course, 
differences caused by the introduction of the axial force q. Consequently, some 
results require new methods of proof, while other proofs contain no new ideas. 
In the latter case, the proof given in [l] holds with appropriate interpretation 
of notation (e.g., replacement of ( pun)’ by Tu) and will not be included here. 
2. SOME BASIC LEMMAS 
The analysis to be presented is based on the following lemma which generalizes 
a result of Leighton and Nehari [6]. 
LEMMA 2.1. Let u be a nontrivial solution of the differential equation (1.1). 
If u, u’, u” and Tu are nonnegative at x = a (but not all zero) they are positive for 
all x > a. If u, -u’, u” and -Tu are nonnegative at x = a (but not all zero), 
they are positive for all x < a. 
Proof. We first show that under the stated hypothesis that u and u’ 
are positive in an open interval (a, b) for some b > a. If u’(a) > 0, continuity 
implies that u’ is positive in such an interval. Integration then shows that 
u(x) > u(a) > 0 on this interval. If u’(a) = 0, either u”(a) > 0 or u”(a) = 0. 
When u”(a) > 0, we use the above argument to obtain the desired conclusion. 
When u”(a) = 0, ,we must have Tu(a) > 0. But u’(a) = 0 so that ( pu”)‘(a) > 0 
and as before U(X) and u’(x) are positive to the right of a. 
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The remaining case to consider is when ~‘(a) = 0 and u(a) > 0. From (1.1) 
we have 
(PU”)‘(X) - qu’(x) = h J”= pu dt + Tu(u). (2.1) 
Let G(x, 6) be the Green’s function of (p’)’ - qv = 0 for the initial value 
problem on x > Q. It follows from (2.1) and the assumption U’(U) = 0 that 
u’(x) = Ia’ G(x, 5)[x Ia’ pu dt + Tu(a)] df + u”(u) G(x, 4). 
Since q(x) 3 0 on [0, I], it is well known that G(x, 5) is positive for x > a. 
We conclude that U’ is positive in an interval (a, b) to the right of x = a in this 
case also. 
To complete the proof of the lemma we note that (2.1) now implies that 
(pu”)‘(x) is positive in (a, b) and consequently, so is U”(X). 
We now assume that b is the largest value of x > a such that u and u’ are both 
positive in (a, b). Then (2.1) shows that (pu”)‘(x) - qu’(x) > 0 on (a, b] and 
hence that (pu”)‘(x) > 0 on (a, b]. This in turn yields u”(x) > 0, U’(X) > 0, 
and U(X) > 0 on (a, b]. The last two inequalities contradict the definition of b. 
Thus u and zi are positive on (a, Z] and by the above remarks U” and ( pu”)’ - qu’ 
are positive in (a, I] also. 
The other half of the lemma may be obtained by making the change of variables 
’ x’ = I - x and applying the conclusion of the first half of the lemma. 
It will be convenient to have the following consequence of this lemma. 
LEMMA 2.2. Let u be a soZution of the differentiaz equation (1.1) which satisfies 
the boundary conditions (1.2a) and (1.2~). If a is a zero of u or zi’ iti the open 
interval (0, I), then u’(x) Tu(x) < 0 in a neighborhood of a. If a is a zero of u’ or 
Tu in (0, I) then u(x) u”(x) < 0 in a neighborhood of a. 
Proof. Let u(u) = 0, a E (0, Z) and assume u’(a) Tu(u) 3 0. If U’(U) 3 0, 
then Tu(a) > 0. When u”(a) 3 0, Lemma 2.1 implies in particular that u’(Z) 
and u”(Z) are strictly positive. But the boundary condition (1.2~) implies that 
u’(Z) and u”(Z) have opposite signs, a contradiction. 
When u”(a) < 0, Lemma 2.1 and the boundary condition (1.2a) yield a 
similar contradiction. 
The same type of argument gives the remainder of the lemma. 
3. THE TRANSFORMED SYSTEM 
Our first consideration will be to show that the transformation (1.4) is well 
defined. We will then use this transformation to derive boundary conditions for 
the system (1.6) by transforming the boundary conditions (1.2). 
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We note that the Jacobian of (1.4) is J = rs cos ??‘ sin Y. This is zero when 
either r = 0 or Y is an integer multiple of 7r/2. Note that r = 0 corresponds to 
u = u’ = pu" = Tu = 0 which only occurs for a trivial solution of (1.1). 
For a nontrivial solution of (1.1) it may happen that the corresponding function 
Y has a value which is an integral multiple of 7r/2 at some point in (0,Z). The 
following theorem shows that for the eigenvalue problems being considered here, 
this does not happen. 
THEOREM 3.1. Let u be a nontrivial solution of (1.1) which satisfies the boundary 
conditions (1.2a) and (1.2~). Then the Jacobian J[u] = r3 sin Y cos Y of the 
transformation (1.4) does not vanish in (0,Z). 
Proof. See [l, p. 2061. 
COROLLARY. If u sati$es the hypothesis of Theorem 3.1, then the corresponding 
values of w = cot Y satisfy either the condition 0 < w(x) < CO or --CO < 
w(x) < Ofor x E(O,Z). 
Remark. One consequence of this result is that there is no loss of generality 
in choosing either Y(X) E (0, m/2) or Y(x) E (n/2, n) for x E (0, I). 
We now consider the possibility that the Jacobian vanishes at x = 0 or 
x = 1. One such possibility occurs if Y = krr (k = 0, Al, f2,...) at x = 0 or 
x = 1. The following theorem shows this does not happen. 
THEOREM 3.2. Let u satisfy the hypothesis of Theorem 3.1. Then the 
corresponding value of Y at x = 0 and x = 1 is not an integral multiple of TT. 
Proof. See [l, p. 2071. 
Finally, we must consider the possibility that Y has value 7rj2 at 0 or 1. At 
zero, Y(0) = 7r/2 gives u’(0) = ~“(0) = 0. It is possible to construct, using a 
fundamental set of solutions of (1 .l), a solution of (1.1) which satisfies the 
boundary conditions u’(0) = pu”(0) = 0, (1.2b) and (1.2~). Thus Y(0) = 7r/2 
cannot be excluded. In our consideration of the boundary conditions we will 
show how this case can be handled. 
Before we can use the differential system to analyze the behavior of Y, 6, v 
for a given eigenfunction, we must transform the boundary conditions (1.2). 
For the transformed variables q, 0, and w at x = 0, we obtain: 
THEOREM 3.3. Let u be a solution of (1.1) which satis$es the boundary conditions 
(1.2a), (1.2b), (1.2~). Then 
and 
e(0) 7 j3 - 7.42 (3.1) 
a(O) = a> (3.2) 
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where 01 = 0 when Y(0) = rr/2. Furthermore, w(0) = cot Y(0) is determined by at 
least one of the following: 
(c) w(()) = W’W) sin B 
u(0) cos a ’ 
(d) w(0) = - ;;R,“p” ’ . 
sin 01 
(3.3) 
Proof. See [l, p. 2081 when Y(0) # v/2. If Y(0) = CT/~, then u’(O) = 
u”(0) = 0. We show that in this case ~(0) = OL = 0. From (1.4), 
u’(x) tan ~(0) = lim n = lim u”(x) 
x-0 pu (x) .w+o (p/)‘(x) * 
By Lemma 2.1, [( pu”)’ - QU’]~+, cannot be zero. Thus u’(O) = 0 implies 
that ( pu”)‘(O) # 0. Therefore tan ~(0) = 0 and we may take 01. = 0. 
To fmd the initial value of w = cot Y for the given solution u of (1. l), we use 
those pairs of equations in (1.4) w h ose ratio yields the cot Y together with (3.1) 
and (3.2). All of these relations (3.3) are needed due to the fact that for some 
cases, a given ratio may be indeterminant. That at least one relation will not be 
indeterminant can be established from Lemma 2.1 and the boundary conditions 
(1.2). 
For 0 and y at x = 1, we have: 
THEOREM 3.4. Let u be a solution of (1.1) which satisjes the boundary conditions 
(1.2a), (1.2~) (1.2d). Then 
and 
O(Z) = (2m - 1) 7rr/2 - 8 (m = 0, 1, 2 ,... ), (3.4) 
p(Z) = kx - y (k = 1, 2,...), (35) 
where y = 0 when Y(Z) = 7~12. 
These conclusions follow as in the proof of Theorem 3.3 for integer values of 
k and m. 
It is necessary to choose k > 1 in the expression for y(Z) since the differential 
equation (1.5) shows that v’ > 0 whenever 93 = 0 for any x E: (0, 2). By (3.2), 
~(0) = 01 > 0 so that v(l) > 0. A similar argument shows that m > 0. 
To complete the discussion of the initial conditions which are required to 
determine the nature of the solutions of the angular system (1.6), we must give 
the case where Y(0) = 77/2 special consideration. We have: 
THEOREM 3.5. Let u be a solution of (1.1) which satisfies the boundary condi- 
A PRtfPER TRANSFORMATION 63 
tzims (1.2a), (1.2 ) c suck that the cmespomiiqg fun&m Y sath$es F(O) = 42. 
Then 
(i) Y(X) E (+2,7r), x E (0, E) and 
(ii) the corresponding function p satisfies lim,,,$(x) = 1/2p(O). 
Proof. Since Y(0) = v/2, Theorem 3.3 and the differential equation (1.6) 
yield w’(0) = -cos /I. But W’(X) = (cot Y(X))’ = -(csca Y(x)) Y’(X) SO that 
Y’(0) = cos p. Since /I = r/2 with Y(0) = 9r/2 is excluded by Lemma 2.1, it 
follows that Y’(0) > 0. Consequently, by the remark following Theorem 3.1, 
Y(x) E (7r/2,7r) for x E (0,Z). 
To prove (ii), we note that when Y(0) = ?r/2, l/w@) = tan Y(0) and hence 
v’(0) in (1.6) is not defined. However, we do have 
1 sin ~9 sin rp -- !jp’@> = p(q ti w . 
Using the transformation (1.4) we get 
sin 0 sin v = [(pu”)’ - p’] 11’ COG ql 
W (PO” . 
Since [( pu”)’ - QU’L # 0 (by Lemma 2.1) and ~(0) = 01 = 0, we find that 
The conclusion (ii) now follows. 
Remark. A similar argument holds when Y(y(1) = r/2. Thus there is a uniquely 
determined direction field for the transformed system in all cases. 
4. COMPARISON THEOREMS 
The purpose of this section is to give a comparison theorem for the solutions of 
(PY”)” - WY - w = 0 x E (0, 0, 
which satisfy the boundary conditions (1.2a), (1.2b), and (1.2c), where p > 0, 
p > 0 and Q > 0 on [0, Z]. To do this, we need certain properties of the eigen- 
values of (l.l), (1.2). 
When DL, /I, y, and 8 of (1.2) lie in the interval [0, x/2], it is known that the 
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eigenvalues of (l.l), (1.2) are given by the max-min principle [2, p. 1321 using 
the Rayleigh quotient 
RLyl =s: (PY”” + CZY’~) dx + NY] 
SiPY2h ’ 
where N[ y] = [y’(O)]” cot 0~ + [ y(0)12 cot fl + [y’(Z)]” cot y + [y(Z)]” cot 6. 
We use the convention that if any of the parameters LX, p, y, or 6 are zero, then 
the boundary value of y or y’ at 0 or 1 is taken to be zero and the corresponding 
term in N[ y] does not appear; 
We will need this max-min characterization of the eigenvalues for some cases 
where 6 is in the interval [0, 7r). The validity of the max-min principle for this 
more general situation can be established using known arguments, once it is 
shown that the Rayleigh quotient is bounded below [7, p. 247. It can be shown, 
using the theory of differential operators in Hilbert space, that this is the case 
(see, e.g., [4, p. 14541). 
With this max-min characterization, the following properties of the 
eigenvalues can be deduced (see [3, p. 4181). 
Property 1. The eigenvalues of (l.l), (1.2) are continuous, strictly decreasing 
functions of o, /3, y, and 8 for 01, /I, y, 6 E (0, 7r). 
Property 2. The eigenvalues of (l.l), (1.2) are continuous, strictly decreasing 
functions of the density p, i.e., if p1 < p2 are two density functions with p1 and p2 
not identical on a set of positive measure then h,JpJ > XJp2]. 
Property 3. The esgenvalues of (l.l), (1.2) are continuous, strictly increasing 
functions of the stiffness p and axial force distribution q, 
We will also need the following result. 
Property 4. The ezgenvalues of (1. l), (1.2) are simple. 
Proof. Let ui and ua be eigenfunctions corresponding to the same eigenvalue. 
We first assume that fi E (0, r/2) and let 
u(x) = ‘L2Q-x %(X) - %(O) u2w 
Thus u(O) = 0 and consequently (1.2b) implies that Tu(0) = 0. Since (1.2a) 
requires that u’(O) and u”(O) have the same sign, it follows from Lemma 2.1 that 
u’(Z) and pu”(Z) have the same sign. This contradicts (1.2~). 
If /3 = 0, boundary condition (1.2b) becomes u(O) = 0. In this case we let 
44 = Tu,(O) ill(x) - T40) u2(4 
so that Tu(0) = 0, This leads to a contradiction of (1.2~) as before. 
We are now able to prove the following comparison theorem. 
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THEOREM 4.1. Let ye and yr be soZut@ms of 
(P,Y,“)” - (POY,‘)’ - POYO = 0 (4.1) 
and 
(Ply;)” - (PlYl’)’ - PlYl = 07 (4.2) 
respectively, for x E (0, l), both of which satisfy boundary conditions of the type 
(1.2a), (1.2b), (1.2~). Let 0 < ~~(2) < p@), pa(x) > 41(x) > 0, and z%(x) > 
pi(x) > 0 for x E [0, Z]. Furthermore, let 0, and 0, be the e-angles corresponding to 
y. undy, , respectively, us determined by the transformation (1.4). Then b,(Z) < 19,(l) 
with equality if and only zfpo = pI , go = qI , andp, = p, on [0, Z]. 
The proof of this theorem is based on the following auxiliary problem. Let 
Pi = ppl + (1 - CL) p. , P, = PP, + (1 - CL) PO and q, = pql + (1 - P) q. Y 
0 ,( Z.L < 1. Then p, and q,, are nonincreasing and pU is nondecreasing as TV 
increases. We may then define the system 
(Pu YT - hi Y’)’ - Pr Y = 0 (4.3) 
where y satisfies the boundary conditions (1.2a), (1.2b), (1.2~). The proof now 
proceeds exactly like the proof of [I, Theorem 4.1, p. 2091, using the properties 
of eigenvalues stated above. 
From this theorem, we get immediately 
THEOREM 4.2. Let u be a solution of Eq. (1.1) which satisfies the boundary 
conditions (1.2a), (1.2b), (1.2~) and let 0(x, A), x E [0, I] be the corresponding 
B-angle determined by the transformation (1.4). Then tI(l, A) is a strictly increasing 
continuous function of A. 
Theorem 4.1 can also be used to obtain comparison theorems of the following 
type. 
THEOREM 4.3. Let u be a solution of (4.1) such that u(0) = u’(0) = u(Z) = 
u’(Z) = 0 and let v be a solution of (4.2) such that v(0) = v’(0) = v(Z) = v’(Z) = 0 
where the coeficients in (4.1) and (4.2) are related as stated in Theorem 4.1. Then 
the number of zeros of v in (0, Z) is greater than the number of zeros of u unless 
~o=~l>~o-~pl,wdc~o=a- 
5. PROPERTIES OF 6 AND CONSEQUENCES 
In this section, we use the comparison theorem on e(Z, A) to show that the nth 
eigenfunction u, of the system (1 .l), (1.2) has exactly n - 1 zeros in (0, 1) and 
that Tu, has exactly n zeros in [0, I]. Our procedure for obtaining these results 
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will be to establish properties of the graph of 8 corresponding to the nth eigen- 
function u, . 
Our first two theorems are devoted to showing that the graph of 0 intersects 
the lines 0 = K r and 0 = (k + +)a, k an integer, with positive slope. 
THEOREM 5.1. Let u be a nontrirkzl solution of (1.1) which satisfies (1.2a) and 
(1.2~). Then the graph of the corresponding function 0 for x E (0, I) intersects the 
lines B = rnrr (m = 0, 1, 2 ,...) with positive slope. 
Proof. From (1.6), 8 = hp > 0 when 0 = mm so that the conclusion holds. 
THEOREM 5.2. Let u be a solution of (1.1) which sut#ies the boundary conditions 
(1.2a) and (1.2~). Then the corresponding graph of 0 on (0,l) CM onZy intersect the 
lines 0 = (2m - 1) ~12 with positive slope, m = 0, I,.... 
Proof. See [l, p. 2121. 
The next result shows that m = 0 is not an admissible choice for m in (3.4). 
THEOREM 5.3. Let u be a solution of (1.1) which satisfies the boundary conditions 
(1.2a) and (1.2~). Then 0 (x) > -r/2 for x E (0, I). 
Proof. See [I, p. 2121. 
The following theorem will lead to the major results of this section. 
THEOREM 5.4. Let 0 < A, < A, < *.. < A, < -0. denote the ordered ea&n- 
values of the system (1. l), (1.2). Let e(l, A), h > 0, denote the v&e of the &angle at 
x = 1 determined by (1.4) und corresponding to the solution of 11(x, A) of (1.1) 
which satisfies the boundary conditions (1.2a), (1.2b), (I .2c). Then 
e(z, A,) = (2n - 1) 7r/2 - 6, n = I, 2,.... (5.1) 
The proof of this result is based on the positivity of the Green’s function of 
A?24 = [( pu”)” - (qu’)‘], 
with boundary conditions (1.2a), (1.2b), (1.2~) and Tu(l) = 0 where 01 = /? = 77/2 
is excluded. With this assumption, this proof is essentially the same as for the 
corresponding theorem in [l]. The validity of this assumption will now be 
established. 
LEMMA. The Green’s function of 
su = [p(x) UC)” - (q(x) u’)‘], 
where p(x) > 0 and q(x) > 0 on [0, I] with the boundary conditions (1.2a), (1.2b), 
(1.2~) and Tu(Z) = 0 (a = y = 7r/2 excluded) is positive on (0,l) x (0,l). 
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Proof. It can be verified that the Green’s function in this caSe is. 
g(X, 5) = tz lz r(t, S)[l - H(s - f)] dt ds + tan t9, (5.2) 
where 
H(x) = 0, x < 0, 
= 1, x > 0, 
and r(t, s) is the Green’s function of 
L-h = -(P’)’ + P, 
w(O) cos a. - p-o’(O) sin 01 = 0, 
w(Z) cos y + pa’(Z) sin y = 0, 
(5.3) 
where 01, y E [0, p/2] and (Y = y = 7rr/2 is excluded. 
It is clear from (5.2) that if r(s, t) > 0 then so is g(x, 5) for (x, 6) E (0, Z) x 
(0,Z):Assume that s = b is a zero of r where 6 E (0, t). Then on (0, b), &I’ = 0 
and integration by parts yields 
s b r(AJ) ds =-rpr* ILo 0 + lb(pr; + g-2) ds = 0. ‘0 
Since F(‘(b, t) = 0, we have 
s b w,z + d-2) ds = -w t) P(O) ao, t). 0 
By the first boundary condition of (5.3), the right side is not positive and we have 
a contradiction. A similar argument shows that r cannot be zero for 
s E [t, I) and hence r is positive for s E (0, I). By the symmetry of r, it must be 
positive in (0, I) x (0,Z) and the conclusion of the lemma follows. 
We note that the results of Theorem 5.4 also apply to the eigenvalues X, for 
n > 2 in those exceptional cases where A1 = 0. 
As a direct consequence of Theorem 5.4, we have: 
THEOREM 5.5. Under the hypothesis of Theorem 5.4, the nth eigenfunctim 
u, of (1 .I), (1.2) has at least n - 1 zeros in (0, 1) and Tu, has exactly n zeros 
in [0, I]. 
We now proceed to show that the nth eigenfunction u, of (l.l), (1.2) has 
exactly n - 1 zeros in (0, I). This will be a consequence of the following theorem 
which summarizes the results of Theorems 5.1-5.4. 
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THEOREM 5.6. Let u, be the nth eigenjunction of the system (1. I), (1.2) dnd let 0 
be the corresponding angular function determined by (1.4). Let fk &ote the values 
x where fl(f,) = IZV (h = 0, 1, 2 ,..., n - 1) and let 7k denote those values where 
B(7,) = (2k + 1) 7r/2 (k = 0, 1,2 ,..., 7t - 2). Then 
(5.4) 
In terms of the nth eigenfunction, we have that ~47~) = 0 and Z&(f,) = 0. 
Thus, Theorem 5.6 yields: 
THEOREM 5.7. Let u, be the nth eigenfunction of the system (l.l), (1.2). Then 
u, has exactly n - 1 zeros 7r in (0, I) and Tu, has exactly n zeros fk in [0, I]. 
These zeros are interlaced as indicated by (5.4). 
6. PROPERTIES OF r,~ AND CONSEQUENCES 
In this section, we attempt to analyze the behavior of u’~ and ui and their 
relation to the graph of v. Corresponding to Theorem 5.1, we have: 
THEOREM 6.1. Let u be a solution of (1.1) which satisfies (1.2a) and (1.2~). 
Then the graph of the corresponding function q on (0, 1) intersects the lines 
v = rnrr (m = 0, 1, 2 ,...) with positive slope. 
Proof. From (1.5), q~’ = l/p > 0 when q~ = mrr. 
In [l], we showed that the graph of 9 with q = 0 intersects the lines q~ = 
(2k + 1) W/Z (k = 0, 1, 2,...) with positive slope. The analysis used in proving 
that result when applied here yields the result that rp’(x,) > - 4(x,) where x1 
is such that 9(x1) = (2k + 1) r/2 ( see S t ec ion 7, Theorem 7.1). Thus, we cannot 
conclude that I’ > 0 unless q < 0. If #(x1) were always positive, we could 
conclude that there is exactly one simple zero of u” between consecutive zeros of 
u’. This seems unlikely since solutions of the simpler problem (qw’)’ + hpv = 0, 
v(0) = v(2) = 0 do not necessarily have this property. However, we do have the 
following result. 
THEOREM 6.2. Let u be a solution of (1.1) which satisfies the boundary conditions 
(1.2a) and (1.2~). Then there is exactly one simple zero of u’ between consecutive 
ZeYOS of u. 
Proof. Since p’(x) > 0 when sin v(x) = 0, it follows from (1.4) that U’(X) 
can only have simple zeros. Let a and b be consecutive zeros of u and assume 
without loss of generality that u(x) > 0 in (a, b). If there is more than one zero 
of u’ in (a, b) there must be a critical point at which u and u” must be nonnegative. 
But Lemma 2.2 implies that at a zero of II‘, uu” < 0, a contradiction. 
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A precise description of the oscillatory properties of the eigenfunctions of 
(l.l), (1.2) d p d e en s on the algebraic sign of the corresponding function 
w = cot Y at x = 0. It can be shown that the initial conditions on u, determine 
the appropriate range of Y. 
THEOREM 6.3. If (i) u,(O) u,‘(O) > 0, (ii) ~~(0) = 0, or (iii) ~~‘(0) = 0 
and u,(O) u:(o) > 0, then 
Y(x) E (0, r/2) fOY x E (0, I). 
If (iv) ~~(0) u,‘(O) < 0, (v) u,‘(O) = 0 and ~~(0) u:(O) < 0, or (vi) u,‘(O) = 
u;(o) = 0, then 
Y(x) E (n/2,77) for x E (0, I). 
Proof. See [l, p. 2151. 
The above two cases will lead to different values of q at 1. However, 
the following lemma gives an upper bound. 
LEMMA 6.1. Let A, be the nth eigenoabe of the system (l.l), (1.2) and let 
v(Z, A,) denote the value of the corresponding angle p at x = Z determined by (1.4). 
Then 
9J(l, &J G (n + l)r - y. (6-l) 
Proof. By (2.7), we have v(Z, h,) = krr - y where K is some positive integer. 
Suppose v(Z, /\J 3 (n + 2) r - y. Then un’ has at least n + 1 zeros in (0, 1) 
which correspond to the points where the graph of ~(x, X,) crosses the lines 
q3 = k?r (k = 1, 2,..., n + 1). Since the zeros are simple and interlace with those 
Of% > we conclude that u, has at least n zeros in (0, I). This contradicts Theorem 
5.7. 
To show the relationship between the functions 0 and v corresponding to an 
eigenfunction 26, of (l.l), (1.2) we must consider each of the two cases Y(x) E 
(0, CT/~) and Y(x) E (7r/2, n) x E (0,Z) and establish bounds on the values of v 
at points in (0, I) where e(x) = mrr/2 (m = 0, l,..., 2n - 2) for each case. 
Lemma 6.2 gives lower bounds for these values. It will be necessary to derive the 
consequences of these bounds before upper bounds can be determined. 
LEMMA 6.2. Let 8, Q and Y be functions corresponding by (1.4) to the nth 
eigenfunction u, of the system (1. l), (1.2). Let & and vk be such that 8(&) = kr 
and O(Q) = (k + Q)rr where & and r], are reZuted us in (5.4). If Y(x) E (0, a/2), 
x E (0, I) then P)(&) > (2k + 1) 7r/2 (Zr = 0, I,2 ,..., n - 1) undcp(r],) > (K + I)7r 
(k = 0, 1, 2 ,..., n - 2). If Y(x) E (r/2, r , x E (0, Z), then 9)(&J > 0 ufd &k) > ) 
(2k - 1) ?7/2 (K = 1,2,..., n - 1) whiZe v(qJ > kr (k = 0, I,2 ,..., n - 2). 
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Proof. We first show that if (p(O) E (0, n/2) then &, > 0. For if .& = 0, then 
6(O) = 0. Since (p(O) = 01, the use of (1.4) and Lemma 2.1 leads to a contra- 
diction of the boundary condition (1.2~). 
Now consider the case where Y E (0, r/2) and let &, E (0, 1) be such that 
Q$, A,) = 0 so that Tu&,) = 0. From (1.4), I&,,) = r(&,) sin Y(&) > 0. 
Consequently Lemma 2.2 implies that ( pui)([,,) = r(&,) cos Y(&,) cos &a) < 0. 
Thus, cos cp(&-J < 0. Since cos 40, A) = cos 01 > 0, Theorem 6.1 implies that 
&oo> > 70 
Now let Q be such that 0(,,) = 7r/2. Then from (l-4), U,(Q) = 0 so that by 
Lemma 2.2, un’(~,,)(Tu,)(~s) < 0. However, by (1.4), Tu,(Q) > 0 so that 
u,‘(Q,) < 0 and consequently sin ~‘(7~) < 0. Since r], > to and ~(7~) > 0 by 
Theorem 6.1, it follows that (~(7~) > r. 
The completion of the proof for the case Y(0) E (0,7r/2) follows by induction 
as indicated in [l, p. 2171. 
For the case Y(0) E [r/2, rr), Th eorem 6.1 and the fact that ~(0) = a: shows 
that cp(fo) > 0. We apply the argument used in the case Y(x) E (0, n/2). For 
to (with special consideration in case 4, = 0), we are only able to conclude that 
cp(fo) > 0 again. For q. , we are only able to conclude that ~(7~) > 0. Finally, 
for 7k (12 = 1, 2,..., a - 2) and eI, (k = 1, 2 ,..., n - l), we find, using the 
arguments of the previous case, that cp(~) > kr and cp(&) > (2k - 1) 7r/2. 
We can use this lemma to prove the following: 
THEOREM 6.4. Let u, be the nth eigenfunction of the eigenaalue problem (1, l), 
(1.2) and let 8, v, and Y be the corresponding angular functions determined by 
(1.4). If v(O) E (0, r/2), then either ~(l, A,) = nv - y OT p(Z, A,) = (n + 1) r - y. 
Proof. See [I, p. 2171. 
We also have the following: 
COROLLARY. Under the hypothesis of Theorem 6.4, either u,’ has n - 1 zeros 
in (0, I) and uz has at least n zeros in [0, Z] or un’ has n zeros in (0,Z) and ui has at 
least (n + 1) zeros in [0, 11. If ui has exactly n or n + 1 zeros respectively, then 
these must interlace with the zeros of u,‘. 
When Y(0) E [m/2, r), we have: 
THEOREM 6.5. Let u, be the eigenfuntion given in the hypothesis of Theorem 
6.4. If Y(0) E [7r/2, .rr), then &, A,) = VT - y and for n 3 2, either ~(1, A,) = 
i&r - y or v(Z, A,) = (n - 1) ?I - y. 
Proof. See [l, p. 2181. 
From Theorem 6.5, we have the following: 
COROLLARY. Under the hypothesis of Theorem 6.5, the jirst e&nfunction ul 
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has the property that %’ has no zeros in (0,l) and u; has at least me zero in [0, 11. 
If n > 2, either u,’ has n - 2 zeros in (0, Z) and ut has at least n - 1 zeros in 
[0, Z] OY us’ has n - 1 zeros in (0, I) and ui has at least n swos in [0, I]. If u: has 
exactly n - 1 zeros in the fifst case or exactly n zeros in the second case then these 
zeros must interlace with the zeros of u,‘. 
It is clear that there are theorems analogous to Theorems 6.6 and 6.7 of [I] 
which give further oscillatory properties of u, and its derivatives but these will 
not be stated here. 
7. SOME GENERALIZATIONS FOR CLAMPED BEAMS 
In this section, we show how the results of the previous sections can be 
extended in some cases to permit compressive axial forces. Specifically, we con- 
sider the system consisting of the differential equation 
( pu”)” - (qu’)’ - xpu = 0, (7.1) 
where p(x) > 0 and p(x) > 0 in [0, Z] and boundary conditions 
u’(0) = 0, (7.2a) 
u(0) cos j? + Tu(0) sin j3 = 0, (7.2b) 
u’(Z) = 0, (7.2~) 
u(Z) cos 6 + Tu(Z) sin 6 = 0. (7.2d) 
Here, we replace the assumption a(x) > 0 by the condition that 
(pw’)’ - qv = 0 (7.3) 
is disfocal in [0, I], i.e., there are no solutions of (7.3) such that v(a) = w’(b) = 0 
for any distinct pair of points a and b in [0,1]. 
Only those results will be stated which are different than those for 4 > 0. 
We start by modifying Lemma 2.1. 
LEMMA 7.1. Let u be a nontrivial solution of (7.1). If u, u’, u” and Tu are 
mnnegative at x = a (but not all zero) then u and u’ are positive for all x > a. 
If u, -u’, UT, -Tu are nonnegative (but not all zero) at x = a then u and -u* 
are positive for all x < a. 
Proof. We first show that u and u’ are positive in an interval (a, 6) for some 
b > a. The disfocal property of (7.3) implies that the Green’s function G(x, f) 
for the initial value problem used in the proof of Lemma 2.1 is positive for x > a. 
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We may then conclude as in the proof of Lemma 2.1 that u and u’ are positive 
in (a, b) for some b > a. 
We now choose b to be the largest value of b E (a, I] such that u and u’ are 
positive in (a, ZJ). But u(b) # 0 since this would require u’ to have a zero which 
would be less than b. Solving (2.1) asa nonhomogeneous econd order equation 
yields 
u’(x) = ia’ G(x, 0 [A s,’ pu dt + Tu(u)] df + u’(a) Z(x) + u”(a) G(x, a) 
where 2 is a solution of (7.3) satisfying the initial conditions <(a) = 1,2’(u) = 0. 
Since (7.3) is disfocal on [0, 11, 2 and G are positive for x E (a, E], and thus 
u’(Z) > 0. This contradicts boundary condition (7.2~) and therefore u and u’ 
are positive in (a, Z]. 
The remaining half of the lemma may be proved by making the change of 
variables x” = 1 - x and applying the result just obtained. 
Remark. From (2.1) it follows that Tu(x) is positive for x E (a, Z] under the 
first hypothesis of this lemma but no such conclusion can be drawn for u”. A 
similar remark holds for x E [0, a). 
Lemma 2.2 now holds for solutions of the differential equation (7.1) which 
satisfy the boundary conditions (7.2a) and (7.2~). The proof parallels the proof of 
Lemma 2.2 using Lemma 7.1 rather than Lemma 2.1 and deleting references 
to u” at 0 and 1. 
In order to use the results of Section 4, we need to know that 
I[w] = IO’ (pw’” + qw”) dx 
is bounded below for all w E C(i) such that w(0) = v(Z) = 0. The assumed 
disfocal property of (7.3) implies that I[v] > 0, (see [5, p. 1061). Consequently, 
the Rayleigh quotient is bounded below and the discussion at the beginning of 
Section 4 is valid here. 
With obvious modifications, the results stated in Sections 4 and 5 are true for 
solutions of the system (7.1) (7.2). In particular, the nth eigenfunction u, of 
(7.1), (7.2) has exactly n - 1 zeros in (0,Z) and Tu, has exactly n zeros in [0, I]. 
The results of Section 6 are also valid if obvious modifications are made. 
However, because of the special nature of the boundary conditions and the sign 
of q, more precise statements can be made. In particular, we will give those 
results which are a consequence of q(x) being negative for all x E [0, I]. The major 
difference is that we now have an analog of Theorem 5.2 for the graph of v. 
THEOREM 7.1. Let u be a solution of (7.1) with q(x) < 0 on [0, I] which sutisjies 
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the boundary conditions (7.2a) arts (7.2~). Then tht! corresponding raph of v 
intersects the lines go = (2k + 1) x/2 with positive slope fm k = 0, 1, 2,.... 
Proof. From the differential equation (1.5) we have 
$(x1) = --4(x1) - tan 1u(xJ sin 8(x1) sin I, 
where x1 is any point in (0, Z) where 9)(x1) = (2k + 1) x/2. From the transforma- 
tion (1.4) we then have 
944 = -n(4 - sina dxd Wxl)/~‘txl). 
Since z/(x1) = 0, Lemma 2.2 implies that I’ > --4(x,). But q(x) < 0, so 
that the conclusion of the theorem follows. 
COROLLARY. Let u satisfy the hypothesis of Theorem 7.1. Then there is exactly 
one simple zero of d’ between every pair of zeros of u’. 
On the basis of the results of this section it can be shown that the system (7.1), 
(7.2) has the same oscillatory properties as those stated in [I, Section 61. In 
particular, we give the following theorem. 
THEOREM 7.2. Let u, be an eigenfunction of (7.1), (7.2) with q < 0 on [0, I]. 
Zf Y(0) E (0,~/2) then cp(Z, A,) = (n + 1)~ and u,’ has n + 2 zeros in [0, I] 
interlaced with n + 1 zeros of ui in (0, I). Zf Y(0) E [~/2, T], then v(l, A,) = (n- 1)~ 
and u,’ has n zeros in [0, I] interlaced with n - 1 zeros of ui in (0, I). 
Remark. Using the same type of analysis, it is possible to obtain the oscillatory 
properties of the eigenfunctions of (7.1) with the boundary conditions 
u’(O) cos 01 - ( pu”)(O) sin ~1 = 0, u(0) = 0, 
u’(l) cos y + (pu”)(Z) sin y = 0, u(Z) = 0. 
The only major modification required in the above analysis occurs in the proof of 
a comparison theorem (see Theorem 4.1) for q(2). The proof of this is 
based on the continuity of the eigenvalues as functions of y rather than 6. 
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