This paper presents an algorithm for the estimation of the motion of textured objects undergoing non-rigid deformations over a sequence of images. An active mesh model, which is a finite element deformable membrane, is introduced in order to achieve efficient representation of global and local deformations. The mesh is constructed using an adaptive triangulation procedure that places more triangles over high detail areas. Through robust least squares techniques and modal analysis, efficient estimation of global object deformations is achieved, based on a set of sparse displacement measurements. A local warping procedure is then applied to minimize the intensity matching error between subsequent images, and thus estimate local deformations. Among the major contributions of this paper are novel techniques developed to acquire knowledge of the object dynamics and structure directly from the image sequence even in the absence of prior intelligence regarding the scene. Specifically, a coarse-to-fine estimation scheme is first developed, which adapts the model to locally deforming features. Subsequently, principal components modal analysis is used to accumulate knowledge of the object dynamics. This knowledge is finally exploited to constrain the object deformation. The problem of tracking the model over time is addressed, and a novel motion compensated prediction approach is proposed to facilitate this. A novel method for the determination of the dynamical principal axes of deformation is developed. The experimental results demonstrate the efficiency and robustness of the proposed scheme, which has many potential applications in the areas of image coding, image analysis, and computer graphics.
I Introduction
In this paper we consider the problem of tracking a non-rigid object using a sequence of images.
The need for non-rigid motion estimation arises in many applications of current interest in the fields of image understanding, image coding and computer graphics. Examples of such applications include: very low bit rate coding where a robust, artifact-free motion modeling system is required; deformation analysis of tissue images to aid medical diagnosis; and natural looking graphics animations based on image warping.
The estimation of non-rigid or partially rigid motion is the subject of increasing attention in recent literature. In [1, 2] objects were modeled as partially rigid, while in [3, 4] object motion was portrayed as a perturbation of rigid motion. In order to accurately describe non-rigid deformations, physics-based models have also been proposed [5, 6] . These simulate the shape and dynamic behavior of physical objects. In [7] the physics-based paradigm was developed with active contours, simulating an elastic material deformed by forces corresponding to image intensity gradients. These results were extended to the 3D case by using finite-element models for tracking 3D feature point correspondences in [8, 9] .
To obtain an analytic description of the shape and deformation of the objects, the finite-element approach was used in [9, 10, 11] . Finite element methods were shown to deal better with the sampling problem encountered with use of finite-difference methods. All above algorithms are used to detect and track image features, such as intensity edge boundaries, but they are unable to provide a so called canonical representation [12] , i.e. an analytic description of the deformation at each object point. Another shortcoming of physics-based modeling is that the models produced are coarse and prior assumptions about the model parameters are needed.
A canonical representation was obtained in [11] where non-rigid motion modeling is performed via finite-elements analysis, by extracting the "deformation modes" of the object. These constitute a frequency-ordered orthonormal basis of the object's deformation space. Although the modal decomposition technique used decouples the degrees of freedom of the object's deformation, yielding advantages in fitting the model to data, the actual number of degrees of freedom is not known a priori. As a solution to this problem, [11] proposed to discard the high frequency modes. This results however in loss of local motion attributes. In addition, the deformation modes, corresponding to the generalized axes of symmetry of the shape, provide only a sub-optimal basis, in that they do not minimize the error of representing the actual deformations as a linear combination of elements of a minimal basis. This error is minimized when the "principal axes of deformation", described in section V of the present paper, are used.
In [13] , an active contour is used to track the object boundary. Motion vectors in the interior of the object are interpolated from the boundary deformation vectors using a 2D triangular mesh.
In this paper we use an active mesh to estimate the non-rigid motion of textured 2D objects.
A 2D triangular mesh is placed over the object. Subsequent images are registered by estimating nodal deformations based on the minimization of an energy function. This function includes local intensity matching, under local as well as global smoothness constraints, in a coarse-to-fine approach. The proposed algorithm uses methodology similar to the warping-based motion estimation techniques introduced in [14, 15] and [16, 17, 18] .
In [14, 15] a uniform mesh is placed over the image, and motion is estimated by locally warping the nodes of the mesh. The algorithm in [16] consists of a node point selection procedure, followed by triangulation using the selected node points. The mesh is refined in motion failure areas by the introduction of new nodes and re-triangulation. The algorithm is computationally intensive and relies on the computation of a dense motion field for each pair of subsequent frames. A leastsquares procedure determines the affine motion parameters associated with each patch using a dense motion field. In [13] essentially the same algorithm is extended so as to handle occluded and newly appearing image regions.
In [17] a quadrilateral finite element mesh is used to model the image intensity function. A gradient-based procedure is used to attract the mesh nodes to image features minimizing the interpolation error in the reconstruction of the image from its nodal values and the matching error between consequent image frames.
In [18] a quadrilateral mesh is also used, but the nodal elements represent motion displacements rather than image intensities. An algorithm similar to the algorithm in [17] is applied to form a coarse quad-tree regular mesh that is subsequently refined over areas with large interpolation error.
This mesh adaptation procedure is based solely on the image intensity features and does not take in account the motion content of the sequence. Thus, a highly textured picture with no motion would require the same number of nodes as one with large motion. A gradient based procedure is used for the estimation of the nodal displacement vectors. The proposed algorithm is tested only in sequences with small motion (e.g. Miss America).
The algorithm proposed in the present paper, introduces several novel techniques which are shown to yield very good results. Specifically, the following novel methods are developed:
1. A non-uniform triangular tessellation adapted to the object's intensity edges is employed. In this way more triangles are allocated over high detail areas.
2. Mesh triangles are adaptively subdivided over areas with large matching errors, leading to a multiresolution representation of the non-rigid motion.
3. A robust mesh initialization procedure is described, for the estimation of the initial mesh deformations using a set of sparse motion measurements. In this way large deformations may be estimated with accuracy.
4. The principal object deformations are estimated and updated in each frame and used for object tracking and for posing constraints to the nodal deformations.
5
. A further refinement of the proposed algorithm is described, when stereo image sequences are available. In this case 3D deformations are estimated and the accuracy of the algorithm is enhanced.
Experimental results show that the proposed scheme is robust in the presence of noise and occlusions, and produces consistently good results in all tested sequences. The paper is organized as follows. In Section II we formulate the non-rigid motion model used, and in Section III algorithms for the robust fitting of the model to sparse motion measurements are described. The warping-based motion estimation algorithm is described in Section IV, while procedures for tracking the model over time are discussed in Section V. The extension of the developed methodology for the estimation of 3D deformations when stereo information is available, is described in section VI. Finally, in Section VII experiments performed on real data are presented. These illustrate the ability of the algorithm to achieve efficient motion estimation under noise, large deformations, and occlusions. In section VIII conclusions are drawn, and the achievements and applications of the present paper are discussed.
II Non-Rigid Motion Model
Image deformations result from change in the geometrical viewpoint and physical deformations of the object in the scene. In order to accurately represent these deformations, a novel model incorporating the geometrical and physical characteristics or degrees of freedom of the object deformation is defined in this section. The proposed model building method does not depend on prior assumptions about the scene structure, attempting instead to accumulate this knowledge directly from the images. It is implemented using an adaptive coarse-to-fine refinement scheme which spatially locates local motions, and a tracking-in-time scheme which accumulates knowledge about the object dynamics by building the principal deformation modes.
Let I t , t = 1, . . . , L be a sequence of images. A set of corresponding segmentation masks M t containing pixels belonging to a specific object are defined. The initial (t = 1) segmentation mask is assumed to be available (specified e.g. interactively or using prior scene knowledge) and a mechanism will be developed for its automatic adaptation at subsequent time instances.
The motion of the current object is represented using a finite element mesh [19] . Let T = {V, F } be a triangulation defined over the object region, where F is a set of triangles and V is a set of triangle vertices. To every vertex
The deformation function d(x, y) representing the motion of each pixel of the object, is then calculated by linear interpolation from neighboring elementary deformation vectors, using:
where g i (x, y) are the barycentric coordinates of the point P = (x, y) relative to the triangle
We shall model the 2D shape of the object, with an elastic membrane (plate) deformed by virtual forces. From finite element theory [20] , the strain energy E associated with a thin plate is given by: 
where {r(i), i = 1, 2, 3} are the vertex indices of triangle e, (x r(i) , y r(i) ) their coordinates, ∆ is the area of e, and µ, γ, E are constants corresponding to the elasticity properties of the thin plate
(typical values are µ = 0.5, γ = 1.0, E = 100). The stiffness matrix K is then given by:
where F is the set of triangular elements.
The strain energy function defined above will be used as a measure of smoothness for the elementary deformation field, since it corresponds to the energy required to deform the membrane.
An advantage of using such a representation is its invariance to rigid object movements. In the following sections, techniques for robust estimation of elementary deformations will be presented.
The mathematical notation adopted in this section will also be used throughout the remainder of the paper: superscripts denote time indices, while subscripts denote the indices of mesh vertices.
Where no superscripts are used, the current time index is assumed.
III Fitting the Model to Data
In order to achieve accurate modeling of local deformations, an adaptive triangulation algorithm is employed, using image intensity edges as cues for placing the vertices of the mesh. With this technique, large triangles are constructed over uniform image regions and smaller ones over areas with high detail. This procedure, applied on the first image I 1 of the sequence, comprises the following steps:
1. Intensity edges are estimated on I 1 using the Canny edge detector [21] , inside the mask
An edge thinning post-processing is applied. The segmentation mask M 1 is specified interactively or using prior scene knowledge. 2. Contour tracking is performed, and each contour is approximated by a polygon.
3. The vertices of the polygons are fed to a Delaunay triangulation algorithm [22, 23] , which outputs a list of vertices and a list of triangles. Extra vertices may be inserted by the triangulation algorithm (Steiner points [24] ) to assure that no elongated triangles are created.
Triangles outside the mask
This procedure is illustrated in figure 1 .
The next step is the initialization of the elementary deformations
is the number of mesh vertices, using sparse displacement vectors
on M points (x i ,ŷ i ) estimated from two consequent frames I t and I t+1 .
To select these points, first a set of motion invariant features are estimated in I t , using the corner detection approach in [25, page 332] . A correlation based procedure [26, page 59 ] is then adopted, assigning a displacement vector δ i to each estimated feature point.
Then, elementary deformations D i may be estimated using the least squares approach:
where d(x, y) is defined in (1), and
Using (1), the above minimization is seen to be equivalent to the minimization
where A is a 2M × 2N matrix defined by,
The first term in (7) or (8) expresses confidence to the estimated displacements of points (x i ,ŷ i ) and measures the compatibility of the model with these data. The second term is a measure of global smoothness of the deformation field. which serves as a regularization constraint, since the direct problem
is ill-posed when M < N , as is usually the case in practice.
To cope with erroneous displacement vectors δ i a robust least median of squares technique (LMS) [27] is used. This comprises the following steps:
1. M s random data are chosen from a total of M . (8) is solved, and the median of squares error is calculated:
Problem
3. Steps 1 and 2, are iterated M p times.
The solution U which minimizes is selected.
The above procedure was experimentally seen to be very robust, even with a high percent of outlier vectors.
When N is large, the minimization (8) requires evaluation of (11) which is computationally costly. A faster algorithm may be employed, to obtain a suboptimal solution of (8) , if the search is limited by projecting U on an orthonormal basis of lower dimension. An appropriate choice for such a basis is defined by the lowest frequency eigenvectors of K. These low frequency modes correspond to physically meaningful global deformations such as rotation, translation, bending, tapering, etc [12] . However these modes are based on the object shape only and not on the actual object dynamics.
In section V we shall describe a procedure for the estimation of the principal deformation modes which leads to a more accurate representation of the object global deformations.
Let Φ be the generalized coordinates transformation matrix with columns the L eigenvectors of K corresponding to the largest eigenvalues. Then defineŨ by
where Λ is a diagonal eigenvalue matrix. Thus, the original 2N -dimensional deformation vector U has been replaced by the L-dimensional vectorŨ representing the deformations due to the first L "modes". The eigen-problem is efficiently solved using the Subspace Iteration algorithm [28] , exploiting the sparseness of K. Under restriction (13), the minimization (8) reduces to:
which is a minimum norm Least Squares problem that can be solved efficiently using Singular
Value Decomposition. The above algorithm is combined with the LMS algorithm. Obviously, the solution of (14) is computationally much less costly than that of (8) , since L << 2N (in our experiments we choose L = 10, while a typical value of N is 100).
The previously described deformation mode estimation scheme differs significantly from that of [11] . In [11] a canonical object description is built by applying a Gaussian interpolant between sparse feature points (estimated using edge-detection). Subsequently eigen-modes are calculated based on this canonical representation. The advantage of our scheme over that of [11] is that nodal points are not located on feature points which may be very sparse or erroneously detected due to noise or low contrast respectively, and may differ from frame to frame because of occlusions.
Instead, our proposed scheme estimates the deformation modes based on a finite element mesh which as will be seen in the sequel, is consistent over subsequent frames. Also the topology of the mesh over each frame reflects the motion activity in the scene, by allocating more nodes over areas with large motion, and does not depend on the underlying edge structure. This property is extremely desirable since it results in very efficient motion representation continuously adapted to the content of the scene.
IV Warping-Based Motion Estimation
The initially estimated elementary deformation vectors D i are subsequently refined, to reduce the matching error E m between two subsequent image frames I t and I t+1 , given by:
where d(x, y) is defined in (1). The local deformation energy function E g (D), is augmented by the term E m (D) posing global deformation constraints on the object motion, and also serving as a regularization term to avoid local minima. Specifically, the function to be minimized is:
where λ is a constant (the value λ = 10 was used in our experiments) and E g (D) is chosen as follows [17] :
where j spans the set of all vertices neighboring vertex i. A local version of (3) may be used in place of (17) , enforcing the smoothness constraint strongly for nodal points that are closer to each other. However the resulting improvement was found to be very small while the computational overhead resulting from computing the local matrix K (for a neighborhood of 6 points this would be 12 × 12) for each nodal point, is nonnegligible. Thus the simpler energy term (17) has been used. iterations of the procedure suffice to spread globally the effect of local warping.
If large triangles are placed over small image features (e.g the eyes and mouth in a videoconference image sequence) then their motion might not be captured with the use of the above techniques. Also, if too many triangles are placed on uniformly slowly moving areas, it is very likely that image noise may lead to erroneous deformations. Since no prior knowledge of the object shape or motion is assumed, a coarse to fine approach is adopted to cope with the above problems. We start with the coarse triangulation described in section III. After locally warping the mesh, we find connected components of image pixels such that
where µ is a constant and σ is an estimate of the image noise variance
where n is the number of image pixels. After eliminating the very small components, the set of triangles covering the estimated regions is found. These triangles are then refined by the introduction of new vertices (see Figure 2) . The deformation of the newly inserted vertices is interpolated from neighboring old vertices. New node locations are selected so that the refined mesh satisfies some "quality" criteria 1 . Specifically, the angles of the refined mesh triangles should be larger than a 
The warping procedure is then repeated for the refined mesh, but only the new vertices and their neighbors are warped. The mesh refinement procedure is repeated for a number of levels or until a maximum number of vertices is reached.
V Model Update and Tracking
t . Therefore, an inversion of T r is needed:
After this inversion, M t+1 , I t+1 are predicted from M t and I t respectively by:
Since x+dx, y+dy are non-integer image locations, the associated intensity value I t (x+dx, y+dy)
is obtained using bilinear interpolation from neighboring pixel values, while the associated mask value M t (x + dx, y + dy) is set to "on" if the neighboring pixels are also "on". After the prediction step, T r is discarded.
Since previously occluded object regions may have appeared at t + 1, the predicted mask M t+1 needs to be refined so as to include these regions as well. This is done by using an active contour model [30] initialized to the predicted object boundary and attracted to the intensity edges of I t+1 .
Then, a prediction for the vertex locations of a new mesh is obtained, by simply moving the vertices of the coarse mesh at t to locations P t+1 i
Insertion of new vertices may be required if the new mesh does not fully cover M t+1 . A new triangulation is performed keeping the old mesh nodes fixed. Then the triangles that do not cover M t+1 are discarded. Since the area covered by the mesh is about 10% larger (depending on the triangle size) than the area of the object mask, the application of the above procedure is rarely
needed. An example of the above procedure is illustrated in figure 3 .
After updating the mesh at t + 1, the steps described in sections III, IV are repeated to estimate the non-rigid motion for the next pair of frames.
As noted in section III, a regularization constraint is needed for the estimation of the deformation field. In the first step of the algorithm this was achieved by adding the term U T KU , which is a measure of global smoothness of the deformation field, to the quantity (7) which was to be minimized. In the phase of dynamic model update and tracking, it will be more appropriate to achieve regularization via basis restriction. Specifically, regularization may be reached by restricting the 2N -dimensional deformation vector to a Q-dimensional orthonormal basis, where
As is well known [31] , the resulting basis restriction mean square error is minimized if the Q-dimensional basis is formed by the eigenvectors of the covariance matrix of U , which corresponds to its Q largest eigenvalues, i.e., when Principal Component Analysis (PCA) is used. This has the effect of analyzing the dynamics of the object motion using all elementary deformations U t estimated at each previous time instant t.
The PCA transform involves computation of the eigenvectors/eigenvalues of a covariance ma-
where the superscript t is a time index, and superscript T denotes vector transposition,
As equations (20), (21) imply, the covariance matrix C t is incrementally updated as new U t deformation vectors are estimated.
Let (Φ t , Λ t ) be the Q largest eigen-modes of C t . Then
where Φ t is a 2N × Q matrix and Λ is a 2N × 2N diagonal matrix with its first Q elements equal to the largest eigenvalues in descending order and the rest equal to zero. A typical value of Q is 10. The columns of Φ t provide an orthonormal basis of reduced dimension Q and physically correspond to the degrees of freedom of the object. Since these modes are updated at each time instance, knowledge of the object deformation dynamics is accumulated in the covariance matrix C t and therefore the eigen-vectors of Φ t correspond to the actual object deformation modes. Then, these modes are exploited to constrain the estimated object motion along the principal deformation vectors, and thus provide regularization. This is done by replacing in (8) the term U T KU by the deformation energy function E d given by:
This function corresponds to the variance of the error of projecting the vector U t on the space defined by the columns of Φ t . Therefore, reducing its value penalizes deformations that are not consistent with the principal deformation modes. Figure 4 : (a) A synthetic object which is deformed into (b) using dx = |y| (y = 0 at the object center) simulating object non-rigid motion. The first row illustrates the first non-rigid modes estimated from the eigen-vectors of the stiffness matrix (modes 1 to 3, not listed in this figure, are rigid modes i.e. rotation and translation), while in the second row are the principal deformation modes (see section V). Obviously object motion from (a) to (b) may be accurately approximated by using the first principal deformation mode only, while a linear combination of several modes of the stiffness matrix K are required to describe the same motion. Figure 4 demonstrates the ability of the principal deformation modes to represent object motion with fewer motion parameters than those required when the eigen-modes of the stiffness matrix K are used. Figure 5 : Non-rigid motion estimation scheme
The term E d (U t ) is used in equation (8), as a replacement of the term U T KU , after a specific number of frames, when the principal modes have converged. In our experiments we apply this scheme after 10 frames. Note that the term U T KU represents a static a-priori deformation energy while E d (U ) is dynamically updated as new knowledge about the object motion arrives. For example, the first 3 modes of the matrix K correspond to rigid translation and rotation, but the actual object may not undergo any rigid motion. An example of such motion is in the beating heart sequence analyzed in the experimental results.
A block diagram of the full motion estimation scheme described in this paper, showing the interaction of the previously described algorithm components, is given in Figure 5 .
VI Modeling 3D Deformations Using Stereo Information
When a image stereo sequence is available, the methodology developed in the preceding sections may be extended so as to handle 3D deformations. This is achieved by simply augmenting each elementary deformation vector with an additional component dZ, and locally warping along the Z direction. The depth information available through stereo triangulation in the first stereo pair, is then exploited to pose additional constraints, so as to estimate more accurately deformations in the scene.
Let I t l = I t and I t r be the left and right stereo image frames at time instance t. In order to simplify the discussion, parallel stereo cameras will be assumed. However, extension to an arbitrary configuration is straightforward if the camera calibration parameters are given. Based on this assumption, corresponding points (x l , y l ), (x r , y r ) in I l and I r respectively, are related by:
where f is the camera focal length, β is the distance between the camera centers, and Z is the depth of the corresponding 3D point.
To every vertex P i a depth deformation dZ i is assigned, and therefore the elementary deformation vectors become D i = {dx i , dy i , dZ i }. Now, equation (1) may be used to find the 3D deformation on every point of the mesh. and (x , y ) on I t+1 r are found by (see Figure 6) :
Then, the matching error function E m (D) in (15) becomes:
The first term of (24) is identical to (15) , while the second term is the matching error between the left and right images at t + 1. This is a one-dimensional search efficiently performed using interval subdivision.
As mentioned earlier, the initial depth Z for each pixel (x, y) is estimated using stereo triangulation procedure or prior knowledge of the scene. In subsequent time instances a predicted depth map is estimated using the estimated motion parameters:
The experiments show that incorporation of depth information leads to improvement of estimated motion parameters, and more accurate motion modeling.
VII Experimental Results

Motion Estimation
The proposed non-rigid motion estimation algorithm was tested on several real image sequences.
The experimental results demonstrate the robustness of the algorithm to large deformations, occlusions and noise and its ability to track the deformations of an object in a large sequence of images.
The proposed algorithm was also compared to the algorithm in [14] in terms of the predicted image quality.
The first set of experiments was performed using the test sequence "foreman" (352 × 288, CIF format). Figures 7a,b show two frames of the sequence with a large global motion deformation, as is clear from the frame difference image shown in 7c. The initial object mask is defined interactively using active contours. The initial displacement measurements estimated over feature points are shown in Figure 7d . An initial mesh deformation is estimated from the above measurement using the robust least squares approach described in Section III. This deformation is used to predict the image 7a from 7b inside the mask. The predicted image is shown in 7e, and the frame difference between 7e and 7a is illustrated in 7f. In the above experiments we constrained our triangulation algorithm to produce triangles not smaller than 200 pixels and not larger than 400 pixels. Small triangles apart from increasing computational complexity, may make the algorithm sensitive to outlier vectors. We have also used the choices M s = M/2 and M p = M/4 as suggested in [32] , which did produced the best results.
The second set of experiments demonstrates the ability of the proposed algorithm to capture local deformations by using a coarse-to-fine approach. Local warping described in Section IV, was applied to two frames of "foreman" shown in 8a,b. The non-rigid motion consists of motion of the mouth and eyes, deformation of the eye-brows and tilt of the head. of the head. Figure 8d demonstrates the estimated vector-field. The estimated deformation field is used to reconstruct 8a from 8b, and the result is shown in 8c. Then we compare this result with that obtained by using the prediction algorithm in [14] with the triangle area selected equal to 200 pixels (figure 8e), and a block matching motion compensation with 8 × 8 blocks (figure 8f). From the above comparison it is obvious that the proposed algorithm succeeds in fully restoring the expression of the face in 8a, by locally warping the features in 8b. This is not the case with the other two algorithms. In fact, reconstructed image 8e looks similar to 8b rather than 8a as it should be. Also, in 8f, blocking effects are noticeable on the mouth and eyes. Similar results with those in 8 are shown in figure 9 .
In this case there is a large global motion in addition to the local deformations. Finally in figures   10 , the mesh refinement procedure is illustrated. As described in section IV, the mesh is only refined over areas with large error. Only 2-3 levels of hierarchy and 5 local warping iterations per level are shown to be adequate for convergence of the minimization algorithm (16) .
Subsequently, the proposed algorithm was applied to sequences with a large number of frames.
Tracking of the object boundary mask through time is illustrated in figures 11a-i. As may be seen from these images the tracking scheme is robust to occlusions and newly appearing image regions.
This is actually the result of the active contour algorithm which is applied as a refinement step after an initial warping-based prediction of the object mask, and the global and local smoothness constraints used. A sequence of reconstructed imagesÎ t was also generated. The quality of these image relative to the original images I t is measured using the Peak Signal to Noise Ratio (PSNR)
given by:
where MSE is the mean square error between the original and the predicted images. The PSNR curve obtained is compared to that resulting from the application of the algorithm in [14] , using approximately the same number of mesh vertices in the highest resolution, and with the mesh covering the whole image. Also the reconstruction error obtained using block-matching (BM) motion compensation with 8 × 8 blocks is illustrated. The results are shown in figure 12 .
The proposed algorithm may also find several applications in the area of medical and biological image analysis, in order to analyze the dynamics of deformable organs or organisms. In figures 13a-d 4 frames from an angiographic image sequence of the human heart are shown. Nonrigid motion estimation in such sequences presents many difficulties due to noise, and changes in brightness and contrast. In this case, it was very interesting to test the proposed PCA scheme, in the estimation of the actual modes of deformation of the heart. We used 10 modes in a sequence of 60 frames. In figure 16a -c the first 3 deformation modes are visualized. The vector fields shown in the above figures correspond to mesh deformations generated using (1) with
where Φ i denotes the i column of Φ and α is a constant. Column vector Φ 1 corresponds to the lowest frequency mode. The lowest frequency mode apparently shows the well known heart contraction, while the other modes represent bending and tapering deformations.
A sequence of reconstructed images was also estimated. The corresponding PSNR plot and comparison with the results of [14] are shown in figure 14 .
In figure 15 we compare various motion initialization techniques. It is clear, that the principal deformation modes technique developed in section V, leads to more accurate motion estimation, especially when the scene motion involves a global deformation.
Coding Simulation
In this set of experiments we examine the effectiveness of the proposed motion estimation algorithm when applied to image sequence coding. The motion compensation scheme described in section V was combined with DCT-based error coding and the resulting reconstruction error was computed for several image sequences at very low bit-rates. Specifically, the H.263 [33, 34] test model 5 (TMN5), coding standard was adapted for error image coding by replacing the blockmatching motion estimation and compensation used in this standard with the algorithm described in this paper.
For the sake of simplicity we used a wire-mesh that covers the whole image area (thus no segmentation mask is involved), and is 10% large than the image frame in order to avoid any boundary effects. The initial mesh is coarse with a triangle area of 500 pixels (53 nodes and 81 triangles). In the first frame of the sequence the mesh vertex location and connectivity should be transmitted to the decoder. Using half-pixel accuracy, 18 bits/vertex are enough for coding the vertex locations, while 24 bits/triangle are required to encode the list of triangles comprising the mesh, leading to a total of 2898 bits. This information need only be transmitted for the first frame since the vertex locations are updated at each frame using estimated motion parameters as described in section V.
Motion vectors were allowed to be in the range of ±7 half-pixels. The motion vectors may be either associated with a vertex of the coarse mesh (before any subdivision takes place) or to a newly inserted vertex. In the first case, the differences between the new estimated motion parameters and those estimated in the previous time instance are encoded using the variable length table used for differential motion vector encoding in TMN5. In the second case, as described in section IV, the motion vector at the new vertex location is initialized by interpolation from neighboring node displacements. The difference between the estimated displacement at the new vertex and the initial displacement is encoded using the same variable length code table.
The positions of the new vertices need not be encoded since these may be errorlessly constructed at the decoder by repeating the refinement-triangulation procedure. Only indices of the triangles that need to be sub-divided are transmitted (10 bits/index).
The coding algorithm was applied to the QCIF (176 × 144) color image sequences "Miss America", "Claire", "Foreman" and "Salesman" at a frame rate of 10 Hz for 100 frames. In Table   1 the results are compared to those obtained with the TMN5 algorithm, using a quantization factor q = 15. Advanced features like unrestricted motion vector mode, syntax-base arithmetic coding and advanced prediction mode were deactivated. These results lead to the following conclusions 1. The PSNR of the reconstructed images using the proposed method is 0.5 to 1 dB better than that of TMN5 for the same bit-rate. Furthermore, the reconstructed images obtained with the proposed method have noticeably fewer blocking artifacts.
2. The amount of bits allocated to motion vectors and thus the final bit-rate is controlled by a single value µ in (18) which is constant for the whole sequence. A more clever bit-allocation procedure might reduce the amount of bits spent for coding of the motion parameters. Also, the proposed motion compensation algorithm uses an irregular warping grid and is not well suited to a block-based error coding technique like H.263. The development of an objectbased coder based on the above scheme is an interesting direction for future research.
3D Motion Estimation
Finally, we performed experiments to test the efficiency of the algorithm using stereo images sequences. Four frames of the sequence "Ludo" 2 used are shown in figures 17a-d and the corresponding depth map is shown 17e. The intensity of each depth map pixel is proportional to its depth. White pixels correspond to undetermined areas (details for the estimation of depth maps may be found in [35] ). These pixels are ignored in the computation of the matching error function
Figures 18a and 18b show the error for the reconstruction of image I 0 l with and without depth information respectively. Incorporation of depth information leads to reduction of the matching error, especially for pixels on the head of the person which rotates slightly. Figure 18c illustrates the estimated Z deformation.
All experiments were performed on a Silicon Graphics R4400 workstation. The mean execution time is about 1 minute per frame with local warping ±3 pixels. The warping process consumes approximately 95 % of the execution time.
VIII Conclusions
A new approach for non-rigid motion estimation was presented in this paper. The estimation was based on a deformable finite-element mesh used to model local and global deformations and track the deformation parameters over time. Robust techniques for the initialization of the motion parameters based on sparse displacement vectors were developed. Local deformations were estimated using coarse-to-fine warping-based search, and the model was temporally updated using the estimated motion parameters.
The proposed technique provides us with a canonical representation of the motion of deformable objects. This information may be exploited in a series of applications:
1. Image Coding. The efficiency of motion compensated image sequence coding algorithms depends on the accuracy of the estimation of the motion of objects in the scene. The proposed technique was shown to be very successful in this respect, producing objectively and subjectively better reconstructed images based on the preceding image the transmitted node motion. Also the ability of the proposed algorithm to spatially allocate motion parameters in an adaptive way, by using a coarse-to-fine mesh refinement scheme, leads to reduction of the overhead needed for the transmission of motion vectors. Since the mesh is refined only over areas with motion activity (see Figures 10) no redundant information will be transmitted.
Finally, since accurate object boundary tracking is achieved, appearing image regions may be easily detected and compensated.
2. Computer Graphics. The analytic representation of motion provided by the proposed algorithm may be used to produce animated images of deformable objects. The principal deformation modes provide a means for the animation of the deformation of the object using only a few control parameters. For example a beating heart may be animated by linear combinations of the modes shown in figure 14 . Similarly, facial animations may be the result of temporal interpolation using a number of key frames (i.e. frames of set of face expressions). 
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