Abstract. Many forms of urban models are retail oriented, that is, they depend to some degree on the allocation of shopping expenditures to particular destinations. Such an allocation is usually undertaken with the aid of a production-constrained gravity model, although this type of model ignores the relationship between retail expenditure patterns and spatial competition and agglomeration forces. The effect of such a relationship on urban structure is examined with the aid of a production-constrained competing destinations model in three situations: (1) in a simple facility -location problem, (2) in a Garin-Lowry model, and (3) in the use of catastrophe theory and bifurcation theory to examine urban dynamics. The replacement of the gravity model by the competing destinations model is shown to produce more realistic urban models and leads to new insights into structural dynamics.
Introduction
Consider a set of flows between origins and destinations in a spatial system. Each flow is the outcome of a particular decision made at one of the origins with regard to the choice of a destination. Although an individual decision may be arbitrary, or may be the product of many complex or unusual factors, the modelling of aggregate destination-choice behaviour has generally been assumed to be reasonably accurate when based on only two factors: the attractiveness of a destination (usually, but not exclusively, in terms of size), and the separation of the destination from the origin. This has led to the well-known family of gravity models (Wilson, 1971) . However, it has been argued in a recent series of papers that a third variable, the relative location of a destination with respect to all other destinations, should be included as a basic component of models that attempt to forecast spatial interaction (Fotheringham, 1983a; 1983b; 1984) . It is suggested that gravity models whose general form is
be replaced by competing destinations models whose general form is
where p^ represents the probability that a person in zone / will choose zone / as a destination; Wj represents the attractiveness of zone / in terms of size; S t j represents the separation of zones / and/; and Aj represents the relative location of zone / with respect to all other possible destinations. A convenient and useful measure of relative location is Hansen's (1959) potential accessibility formulation:
k ¥= j where the k subscript represents destinations that are alternatives to zone / and that are available to a person in zone i; d Jk represents the distance between / and k; and j3 is a distance-decay parameter. The parameter associated with the A f variable in the spatial interaction model can indicate the existence of spatial competition forces or agglomeration forces. If the parameter is positive, then agglomeration forces are present: the probability that an individual will choose destination / increases as the proximity of/ to all other possible destinations increases, ceteris paribus. If the parameter is negative, then spatial competition forces are present: the probability that an individual will choose destination / decreases as the proximity of / to all other possible destinations increases, ceteris paribus. There are three basic arguments for the inclusion of a competition variable in the standard spatial interaction modelling framework. Intuitively, it seems reasonable to expect destination choice to be affected by the spatial relationship between destinations. This is particularly so in modelling retail expenditure patterns: the choice of a particular grocery store, for example, is likely to be partly determined by whether or not that store is close to other similar stores. It has been demonstrated (Fotheringham, 1983a; 1983b) that traditional gravity models do not model such a relationship explicitly, although there are certain situations in which the destination constraint in attraction-constrained and doubly constrained gravity models resembles the definition of Aj in equation (3). In more theoretical terms (Fotheringham, 1983b) , it has been argued that the use of gravity models presupposes that a linear relationship exists between the size of a cluster of destinations and the perceived attractiveness of that cluster. If the relationship is anything other than linear, gravity models are misspecified. However, nonlinear relationships can be modelled by equations whose general formula is given in equation (2). Last, it has been demonstrated (Fotheringham, 1981; 1983a; 1983b; 1984; Fotheringham and Williams, 1984) that the misspecification of gravity models caused by the omission of the relative location variables produces estimated mass and distance-decay parameters that are functions of spatial structure. Individual parameter estimates can then be extremely inaccurate and counterintuitive. More accurate parameter estimates can be obtained from competing destinations models.
Probably the most frequently used gravity model derived from the general formula in equation (1) is the production-constrained version, which is written in terms of retail expenditures as: 7, 7 5>/"exp(0ty) ' W / where T t j represents the expenditure on a particular type of good by residents of zone / at shopping location /; E t represents the average expenditure by residents of zone i on that good; P t represents the population of zone i; and a. and (5 are parameters to be estimated. Henceforth, it will be assumed that the separation between zones i and / is measured by distance so that j3 is a distance-decay parameter. The use of the production-constrained gravity model as a mechanism for allocating retail expenditures to particular shopping locations has been particularly popular (inter alia, Huff, 1963; Lakshmanan and Hansen, 1965; Haines et al, 1972; Southworth, 1979; van Est and van Setten, 1979; Black, 1983) .
The equivalent competing destinations model derived from the general formula in equation (2) (5) for equation (4) in three types of urban modeling situations is now examined. All three situations involve the allocation of retail expenditures to various shopping locations, under the realistic assumption that demand is elastic with respect to distance. The first has the same premise as the seminal study of Lakshmanan and Hansen (1965) and is a simple facility-location problem predicated on determining the location of a facility that maximises its patronage or potential revenue; the second is the Garin-Lowry model, which combines the retail allocation model with a residential allocation model; and the third is the investigation of urban dynamics via catastrophe theory and bifurcation theory. The last application follows the work of Poston and Wilson (1977) and Harris and Wilson (1978) , but investigates changes in the spacing of retail outlets rather than changes in their size. Many of the results are described heuristically in a series of figures which demonstrate the implications of, and the insights that can be gained from, the replacement of the production-constrained gravity model by the equivalent competing destinations model.
Application 1: single facility location
Consider the existing pattern of retail outlets in a hypothetical city described by figure 1. There are ten residential areas whose population centroids are known, and there are thirteen retail outlets. Assume for convenience that the retail outlets are small grocery stores or fast-food restaurants and are equally attractive. A fourteenth facility is to be located in the city and of obvious interest is the potential revenue surface that is generated by the facility. This can be obtained by calculating
D,
lT if , (6) for every possible location. The data for the system are described in the appendix. Figure 2 shows the relatively simple revenue surfaces derived from a productionconstrained gravity model. Differences between the two surfaces are the result solely of differences in the distance-decay parameter. Since the population centre of gravity lies towards the centre of the city, when /3 is positive, central areas of the city are unattractive locations for the facility; when j3 is negative, central areas of the city are attractive locations (1) . The model obviously ignores the distribution of existing facilities, since the potential revenue at any location is independent of whether or not a facility exists near to that location. Minor perturbations in the surfaces such as the ridge in figure 2(b) arise from boundary effects and the way in which intrazonal distances were calculated.
It should be noted that in the derivation of figures 2-4 the exponential distance function in equations (4) and (5) was replaced by a power function, dfj. The major difference in the two functions occurs when d^ tends to 0; such a situation is not (1) In reality, a positive distance-decay parameter would be extremely unusual, since it implies that the cost and effort involved in overcoming distance have some positive utility, but the surface proves to be interesting and is referred to subsequently. allowed in this example because of a restriction imposed on the minimum spacing between facilities. Consequently, there is little difference in the behaviour of the shopping models caused by this replacement: the advantage of using the power function, however, is that distance-decay parameters are scale independent, whereas those derived from an exponential function are scale dependent. Consequently, in a power function of distance a value of j3 = -2.0, say, can be interpreted as representing a relatively strong 'friction of distance'; no such interpretation is possible for an Figure 3 (continued) exponential function, where the value of (3 also depends on the units in which distance is measured. Figure 3 shows the revenue surfaces obtained from the competing destinations model with /3 constant and 7 varying. The more positive is 7, the stronger are agglomeration forces, so that the potential revenues of the new facility peak at locations in close proximity to existing facilities. Conversely, the more negative is 7, the stronger is spatial competition, so that depressions in the revenue surface appear around existing facility locations. The surfaces generated by the competing destinations model appear much more realistic than those generated by the gravity model. Notice that, if spatial competition is present so that figure 3(d) is representative of reality, then the most realistic approximation from the production-constrained gravity model is obtained when fi is positive, as in figure 2(a). A similar compensation has been noted in previous studies (Fotheringham, 1981; 1983a; 1983b; 1984) .
The competing destinations model can also be used to compare competition between groups or types of facilities. Suppose the original thirteen facilities in figure 1 are arbitrarily classified into two types, A and B, and that the fourteenth facility to be located is of type A. This situation, for example, is typical of franchised 'fast-food' outlets in the United States of America where in a large city it would not be uncommon to encounter, say, seven McDonald's® restaurants and six Burger King® restaurants. In such a situation, the optimal location of the fourteenth facility is not necessarily that which maximises the revenue generated by the fourteenth facility, but is that which maximises the total revenue (or revenue share) of type A facilities. The two locations are not necessarily equal since in maximising its own revenue, the fourteenth facility could substantially reduce the revenue at another type A facility. Optimally, the new facility would substantially reduce the revenue at an existing type B facility. Figure 4 gives the values of the potential revenue share,
for each possible location of the new facility with an arbitrary division of the facilities into type A and type B. Figure 4 (a) gives the relatively simple revenue-share surface generated by the gravity model. Figure 4 (b) gives the revenue-share surface generated by the competing destinations model with 7 = 2.0 so that strong agglomeration forces exist. The peaks in the revenue-share surface now depict the presence of existing type A facilities, since then both the facilities near to that location would be of type A and would accrue the benefits from locating close together. Peaks in the revenue-share surface are not as evident, and may not exist, at the locations of existing type B facilities since the agglomeration benefits would then be shared equally between a type A facility and a type B facility. The converse pattern occurs when 7 is negative as in figure 4(c). Negative values of 7 indicate that spatial competition exists between facilities and thus the revenue share of type A facilities is diminished markedly in locations where two type A outlets are located close together. Depressions in the revenue surface then denote the presence of existing type A facilities. The use of the more general competing destinations formulation in this example allows more realistic modeling of consumer behaviour. A series of revenue surfaces corresponding to various degrees of spatial competition and agglomeration has been generated. The gravity model surface is merely one of these surfaces corresponding to the situation when neither spatial competition nor agglomeration forces exist. The scope of the gravity model in representing complex interaction patterns thus appears to be severely limited. 
Application 2: the Garin-Lowry model
The urban model developed by Lowry (1964) and extended by Garin (1966) allocates retail service employment and population within an urban area, on the basis of an exogenous distribution of basic employment. Examples of the use of the model in real-world situations are given by Foot (1978) , Foot et al (1978) , and Gokan (1981) . The model consists primarily of two singly constrained gravity models: an attraction-constrained gravity model allocates population to zones based on the distribution of basic employment, a production-constrained gravity model allocates retail employment to zones based on the distribution of population. A feedback mechanism exists as the retail employment distribution generates a redistribution of population which in turn generates a redistribution of retail employment. A more detailed description of the Garin-Lowry model is given by Batty (1976) .
Given the previous application of the competing destinations model, the substitution of the production-constrained gravity model by the equivalent competing destinations model in the Garin-Lowry framework is fairly obvious and is not discussed in great detail. If spatial competition exists between retail outlets (7 < 0), the allocation of retail employment and population to peripheral zones will be underestimated by a Garin-Lowry model incorporating a production-constrained gravity model, and the equivalent allocation to central zones will be overestimated. Conversely, when agglomeration effects exist between retail outlets (7 > 0), the allocation of retail employment and population to peripheral zones will be overestimated and that to central zones underestimated. However, what makes this application different from the previous one is that, as Openshaw (1979) notes, it is not clear whether the iterative and recursive structure of the Garin-Lowry model leads to the compounding or the cancelling of errors.
The computer algorithm and the data from Reading described by Foot (1978) were used to demonstrate the effects of substituting the production-constrained competing destinations model for the equivalent gravity model. Figure 5 shows the allocation of service employment to the twenty-three-zone Reading subregion with three separate values of 7. When 7=0, the competing destinations model is equivalent to a gravity model, and the allocation of service employment is identical to that described by Foot. When 7 < 0, the Garin-Lowry model allocates a greater share of retail employment to zones that are relatively inaccessible to other retailing opportunities and that, consequently, face little competition from other zones. Conversely, when 7 > 0, a greater share of retail employment is allocated to zones that are relatively accessible to other retailing opportunities and that, consequently, gain agglomeration economies from such proximity. This general trend has exceptions, however, because of a constraint on total service employment and because of the dominance of zone 1, which contains almost 50% of the actual total service employment.
A value of y = 0.13 maximised the similarity between the actual and predicted distribution of service employment. A value of 7 close to 0, and hence a model very similar to the gravity model, might be expected to be optimal in this situation since grocery and nongrocery retail outlets are combined. Competition effects (7 < 0) are likely to be dominant for the first, whereas agglomeration effects (7 > 0) are likely to be dominant for the second.
Application 3: catastrophe theory, bifurcation theory, and retail dynamics Over the past thirty years there has been a dramatic change in grocery retailing with the replacement of the small corner store by the large supermarket. Poston and Wilson (1977) , with the aid of elementary catastrophe theory, show that, if consumer behaviour can be represented by a production-constrained gravity model such as that described in equation (4), then the rapid change in the size of grocery retailing outlets can be explained by a slow and regular change in consumer behaviour. Harris and Wilson (1978) have further explored this change in grocery retailing with the aid of bifurcation theory and their approach has prompted more investigation (Beaumont et al, 1981; Wilson, 1981b; Harris et al, 1982; and Clarke and Wilson (1983) . Attention in these studies is focused on the behaviour of the 'mass' parameter, ce, and on equilibrium values of retail outlet size, Wj.
There have been two other discontinuous changes in retailing patterns over the last thirty years; changes that cannot adequately be explained by reference to the production-constrained gravity model. One of these changes is the movement from a relatively dispersed pattern of nongrocery outlets to the nucleated shopping mall concept (the first shopping mall opened in the USA in the early 1950s); the other is the reduction of the retailing dominance of the central areas of cities and the emergence of retailing in suburban locations. Neither of these changes necessarily involves change in the size of individual outlets and so cannot be properly explained by analysing equilibrium values of the Wj variable and its associated parameter, a, in the gravity model. Rather, the changes concern the spatial distribution of retail outlets and can be explained by analysing the A f variable and its associated parameter, 7, in the competing destinations model. Such an analysis is now described by closely following the methods of Poston and Wilson (1977) and Harris and Wilson (1978) .
What follows is an attempt to provide an explanation for discontinuous change in the spatial distribution of retail outlets under continuous change in consumer behaviour. It should be noted, however, that the substitution of the gravity shopping model by the competing destinations model does not affect the findings of previous research on the size dynamics of retail outlets, since those findings can be replicated with the competing destinations model. The substitution does, however, allow further aspects of urban dynamics to be investigated. Poston and Wilson, 1977) Suppose that an individual who shops at location 7 has the following utility function:
Application 3(a): catastrophe theory (a la
where u x represents the utility resulting from the size of the retail outlet at /; u 2 represents the utility (presumably negative) of travelling to the outlet; u 3 represents the utility resulting from the availability of alternative outlets close to location /. Suppose further, for heuristic purposes, that u x and u 3 are unrelated: that is, small and large outlets are found equally in clusters and in isolation. Then the analysis proceeds as in Poston and Wilson's paper (1977) , but in terms of u 3 and Aj rather than in terms of u x and Wj. Figure 6 shows possible relationships between u 2 and Aj and between u 3 and Aj, where Aj is obviously a measure of the availability of alternative retail outlets at any location: as the accessibility of an outlet to all other outlets increases, the availability of alternative outlets at that location increases. The actual relationships between u 2 and Aj are a matter for empirical analysis but those described in figure 6 can be partially justified as follows: the greater the availability of alternative outlets at any location, the greater is the utility gained from visiting that location. However, as Aj continues to increase, there is likely to be an upper limit on the utility gained from the availability of alternative outlets. Conversely, since increasing values of Aj indicate that the retail outlets are increasingly concentrated in that location, the average distance travelled to that location will increase so that u 2 will decrease as Aj increases. As in Poston and Wilson's method, it is assumed that u 2 will decrease in a linear manner as distance increases.
If it is assumed that the ease of travel increases over time so that the slope of the u 2 curve decreases, then initially, when the slope is steep, U will be at a maximum when Aj is at a minimum. As the slope of u 2 decreases, at some critical point the value of Aj yielding the maximum value of U, Af 1 **, will jump to a larger value and thereafter will increase smoothly. The exact mechanism of this jump is described in further detail by Poston and Wilson (1977) and by Wilson (1981a) . Consequently, the change in A™** over time is described in figure 7 which indicates the classic fold catastrophe. In terms of urban structure, there will be a rapid change in the distribution of retail outlets as the ease of travel increases. Initially, when travel is difficult and the slope of the u 2 curve is steep, Af** is low, representing a dispersed pattern of retail outlets. As travel becomes easier and the slope of the u 2 curve decreases, Af 1 ** jumps to a large value, representing a clustered pattern of retail outlets. To model these dynamics in the spatial distribution of retail outlets, the suggestion of Poston and Wilson has to be followed: the form of the accessibility variable in the competing destinations model should be logistic rather than the simple power function employed in equation (5). Thus, a version of the shopping model in equation (5) that would allow catastrophic change in both the size and the spacing of retail outlets is:
where 77, f, 9, and e are parameters.
.^becoming / less negative over time Figure 6 . Relationship between utility and the availability of alternative retail outlets, Aj. 
Application 3(b)
: bifurcation theory (a la Harris and Wilson, 1978) Define the profit, 7r, associated with any particular retail outlet, /, by:
where Dj is the revenue generated by the outlet and can be estimated from summing equation (5) over z, and q is the operating cost associated with the outlet. Assume that for the type of shopping under consideration, retail outlets all have the same fixed size. This is not a necessary assumption, but it clarifies the role of the A, variable, since Wj can be ignored. The operating costs of the outlet are likely to be a function of the relative location of/ with respect to all other outlets, that is,
where k and 0 are parameters to be estimated. The parameter k denotes the sensitivity of costs to relative location and will be a function of rent gradients; 0 denotes the presence of agglomeration economies. It is assumed that rent increases as Aj increases: locations that are more central with respect to other outlets are likely to be more desirable and hence will generate higher rents. Rents at peripheral locations will be lower. In a perfect marketplace, an outlet will attempt to change its relative location so that an equilibrium is reached between Dj and Cj. This can be represented in terms of the general differential equation,
where t represents time. If the operating costs of the outlet are greater than the generated revenue, the outlet will move to a cheaper, less accessible location. If revenues are greater than costs, the outlet will be able to move to a more central location with respect to other outlets. Insights into the behaviour of the equilibrium values of Aj can be obtained by following Harris and Wilson (1978) in describing the relationship between Dj and Aj and between q and Aj. The relationship between C 7 and Aj given in equation (11) depends on the parameters k and 0, both of which are likely to be positive, and is straightforward. Assume that 0 is just less than 1.0 so that although costs increase with increasingly accessible locations, they do so at a decreasing rate (the exact shape of this curve is not of critical importance to the discussion, and in the subsequent analysis a shape has been chosen which is thought to be most realistic). The relationship between Dj and Aj described by equations (6) and (5) is more complex, however, and depends primarily on 7, which can be either positive (indicating agglomeration effects) or negative (indicating competition effects). Harris and Wilson show that for the gravity shopping-model, the relationship between Dj and Wj depends critically on a. When a > 1, a logistic relationship occurs; when a < 1, an exponential relationship results (when a = 1, the derivative at Wj = 0 is finite, but when a. < 1, the derivative is infinite).
To demonstrate that this complex behaviour also occurs for the relationship between Aj, Dj, and 7, a simulation was undertaken for a spatial system with eight retail outlets (2) . The accessibility of one outlet to all the others was increased in forty-five regular steps from a very small to a very large value with respect to the ( 2 ) By following Harris and Wilson's method (1978) , it is a relatively simple matter to demonstrate theoretically that a logistic relationship between Dj and Aj exists only when 7 > 1. However, in this instance, it proves more interesting and perhaps more convincing to demonstrate this numerically and graphically. spatial system. For each step, a value of Dj was obtained from equations (6) and (5) for the retail outlet whose accessibility was changing. The whole procedure was repeated for values of 7 between 0 and 2.5 in steps of 0.05. The surface describing the relationship between Aj, Dj, and 7 is given in figure 8(a) (3) . To clarify that 7 = 1 is a bifurcation point, that is, it is critical in determining the shape of the relationship between Aj and Dj, the relationship between Aj and Dj is presented in figure 8(b) for six particular values of 7 (0.0, 0.5, 1.0, 1.5, 2.0, 2.5). When 7 = 0, the graph is a straight line since expenditure levels are not a function of destination accessibility and consequently there is no relationship between Dj and Aj. As agglomeration forces between destinations increase (that is, as 7 increases), the shape of the relationship between Aj and Dj clearly changes at the critical value of 7 = 1 from exponential to logistic.
Figures 8(a) and 8(b), however, only describe half the relationship between Dj and Aj, since 7 can also be negative (indicating the presence of spatial competition between retail outlets). Then, as a retail outlet becomes increasingly accessible to other outlets, the revenue generated by that outlet decreases, ceteris paribus. The complete relationship between Dj and Aj is depicted in figure 8(c) .
Now that the relationships between Dj and Aj have been defined at particular values of 7, it is possible to discuss the supply-and-demand curves together and to identify values of Aj where the system is in equilibrium. Four representative situations are shown in figure 9 where stable equilibria are denoted by circles. The stability or instability of an equilibrium is defined in terms of equation (12). When 7 > 0, if Dj > Cj immediately above the equilibrium point, and Dj < Cj immediately below, then Aj moves away from the equilibrium in both directions and the equilibrium is hence unstable. If Dj < Cj immediately above the equilibrium, and Dj > Cj immediately below the equilibrium, then Aj moves towards the equilibrium in both directions and the equilibrium is hence stable. Only one stable equilibrium exists when 0 < 7 < 1, but two stable equilibria exist when 7 > 1. When 7 < 0, if Dj > Cj immediately above the equilibrium, and Dj < C f immediately below, then Aj moves towards the equilibrium in both directions and the equilibrium is stable. The opposite conditions define an unstable equilibrium. Since the supply-and-demand curves are in opposite directions when 7 < 0, they can only intersect at one value of Aj, and this equilibrium is always stable. How these relationships can explain rapid change in the spatial distribution of retail outlets is now described. Figure 9 . Supply-and-demand equilibria for four representative values of 7: (a) 7 > 1, (b) 7 = 1, (c) 0 < 7 < 1, (d) 7 < 0; Cj is the operating cost of outlet 7, and Dj is the revenue generated by outlet /.
( 3 ) An intriguing and as yet unexplained feature of figure 8(a) is the presence of fairly abrupt changes in the gradient of the relationship between Dj and 7. They are particularly noticeable at 7 = 2.0, 1.5, and 1.0, when Aj is large and at 7 = 0.5 and 1.0, when Aj is small.
A discontinuous change in the equilibrium value of Aj is only possible when 7 > 1, and two stable equilibria exist: one at Aj = 0, and one at Aj ¥= 0. In terms of the real world, the first can be interpreted as the accessibility of a retail outlet to all other outlets being as small as possible so that a very dispersed pattern of retail outlets exists. Consider what happens to this equilibrium as the gradient of the supply curve decreases over time as indicated in figure 10 . Initially, when the gradient of the supply curve is steep, a stable equilibrium exists at a very low value of Aj. As the gradient of the supply curve decreases, a critical gradient [a critical value of k in equation (11)] is reached when another stable equilibrium is achieved at a larger value of Aj. This represents the situation where at some critical rent-gradient, the pattern of retail outlets can change rapidly from being dispersed to being clustered; a change exemplified in reality by the development of shopping malls. Alternatively, if rent gradients increase over time, at some critical rent-gradient the pattern of retail outlets can change rapidly and discontinuously from clustered to dispersed; a change exemplified by the decentralisation of retailing from the centres of cities to the suburbs.
When 0 < 7 < 1, only one equilibrium can exist when the supply-and-demand curves intersect, and changes in the gradient of the supply curve produce only marginal changes in the equilibrium value of Aj. When 7 < 0, a stable equilibrium value always exists at some nonzero value of Aj, and this equilibrium changes gradually as the slope of the supply curve changes.
In summary, two major changes in the spatial distribution of retail outlets can be explained in terms of the production-constrained competing destinations model. At one level there has been a clustering of individual outlets into shopping malls. The critical variables explaining such a phenomenon appear to be the existence of (1) relatively strong agglomeration forces between retail outlets (7 > 1), (2) high rents associated with locations in close proximity to other retail outlets, producing a positive relationship between the costs of operating a retail outlet and the accessibility of that outlet to other outlets, and (3) decreasing rent-gradients over time. At another level, there has been a reduction in the dominance of downtown areas in terms of retailing and the growth of suburban shopping malls (especially in the United States of America). The critical variables explaining this phenomenon appear to be as above but with rent gradients increasing over time.
Throughout the above discussion, it should be noted that one value of Aj (the accessibility of outlet j to all other outlets) is allowed to vary, whereas the other dispersed pattern of outlets gradient of the supply curve changing over time rapid change clustered pattern of outlets Figure 10 . Supply-and-demand curves with 7 > 1; C ; -is the operating cost of outlet /, and Dj is the revenue generated by outlet /.
values remain constant. In Wilson's (1981b) terms, a constant backcloth has been assumed. This can be justified by assuming that the change in location of one retail outlet will not have a significant effect on the relative location of other outlets, which is reasonable in systems with large numbers of retail outlets. It is perhaps best to view this analysis as an explanation of what can happen for a 'representative' retail outlet and then to assume that what happens to this outlet happens to all other outlets. The technique is thus useful in describing what factors are important in explaining rapid change in the spatial structure of urban areas. Wilson (1983, page 12) in a discussion of problems in urban modelling, states that "what has proved difficult in the past has been the handling of competition between units and the mathematics of continuous space". Although research on the latter topic is now appearing (inter alia Hansen and Thisse, 1983; Kitabatake and Miyazaki, 1983) , very little advance in the understanding of competition and its effects on urban structure appears to have been made since the seminal work of Hotelling (1929) . In this paper, by substituting a competing destinations shopping-model for a gravity shopping-model in three situations, I have introduced notions of spatial competition and agglomeration into urban modelling. In the first situation, a single-facility-location model, potential revenue surfaces generated by a gravity shopping-model are shown to be too simplistic. More realistic surfaces are generated by a competing destinations shopping-model. The latter can also be used to model the situation where subgroups of facilities exist and where different spatial competition or agglomeration effects exist between facilities in the same subgroup and between those in different subgroups. An example of two sets of franchised outlets is given.
Summary and extensions
The second situation demonstrates possible advances in the Garin-Lowry model by the substitution for the gravity model by the competing destinations model as a mechanism for allocating retail employment throughout an urban area. Increased accuracy in the framework of this model is particularly important because of the compounding of errors that can occur because of the recursive and iterative nature of the model. In an analysis of possible errors that can exist in the Lowry model, Openshaw (1979, page 890) states that "it is not yet possible to conclude which particular parts of the Lowry model are responsible for ... the poor fit afforded by the model". Further substitutions for the production-constrained gravity model by the equivalent competing destinations model in the Garin-Lowry framework could possibly improve our understanding of this issue. Wilson (1981c, page 201) states that "The theory of the structure of urban areas, and the evolution of that structure, poses one of the most important problems in human geography". The third area of urban modelling in which a gravity shoppingmodel is substituted by the equivalent competing destinations model concerns the evolution of retailing structures. The arguments on urban dynamics and supply-anddemand equilibrium conditions presented by Poston and Wilson (1977) and by Harris and Wilson (1978) are used to provide possible explanations for two rapid changes in the spatial arrangement of retail outlets. One is the rapid clustering of nongrocery retail outlets into shopping malls; the other is the decentralisation of retail outlets from city centres. It would be useful to provide empirical evidence to reinforce these explanations as Wilson and Oulton (1983) have done in the case of the rapid change in the size of grocery outlets under slowly changing consumer behaviour.
The introduction of spatial competition and agglomeration into interaction models and into urban modelling can easily be extended from the applications described here and such extensions could be used to examine several interesting hypotheses.
For instance, this paper has dealt solely with a single-stop single-purpose interaction model. O'Kelly (1983) has recently extended this model into a general framework that can be used to model retail location with multistop multipurpose trips. It would be interesting to substitute the competing destinations model into this framework, since the accessibility variable in the competing destinations model could then be defined in a variety of ways to provide insights into the connections between land uses. For example, the accessibility of a particular location to various types of land use such as grocery stores, nongrocery stores, workplaces, and so forth could be derived. In this way, it would be possible to examine whether spatial competition or agglomeration exists between different types of land use and to what extent proximity to various land uses is important in determining the optimal location of a retail outlet.
APPENDIX
Data for the hypothetical city in application 1 
