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We have developed a dynamical charging 
scheme and a new dust particle simulation 
code in order to reveal the dynamics of grains 
in dusty plasmas. This kind of code, how-
ever, cannot be vectorized enough due to its 
own characteristics such as the change of the 
particle number. Therefore, the HPF pro-
gramming becomes quite important for the 
dusty plasma simulation code. In the pre-
liminary programming shown here, the sys-
tem size and the initial number of the grains 
are taken as Nx = Ny = Nz = 64 r'.J 256 and 
N 9 = 10000 rv 50000 , respectively. 
This code has three characteristics compared 
with the regular particle code. First, the dust 
particles, which are initially neutral in charge, 
are getting negatively or positively charged as 
the time goes by. Second, the charging process 
is governed by the Poisson probability process. 
Third, the number of the dust grains decreases 
when the coagulation occurs between negatively 
and positively charged grains, while the number 
of dust grains increases due to the supplement 
of neutral grains into the system. 
The first characteristics indicates that the 
algorithm of "Particle In Cell " in the regu-
lar particle simulation code cannot be applied 
since each grain has a different charge, mass, 
Debye length and so on. The electrostatic po-
tential similar to Yukawa potential should be 
summed up over all grains which are distributed 
to multi-cpu system, and the indirect summa-
tion is employed. 
Due to the second characteristics, a new algo-
rithm which can produce a huge number of the 
uniform random number has to be developed 
HPF 
in the parallel processing system. Using a new 
algorithm, the first N random numbers which 
are of the order of 2 to the power 50, are pro-
duced in the cpu-0, and the successive N ran-
dom numbers are produced in the cpu-1, and 
so on. Thus, the uniformity and independency 
of the random number are guaranteed between 
different processors in the sense of the physics. 
Third, the load balance among processors 
should be taken into account according to the 
increase or decrease of grains in each processor. 
In the preliminary study given here, only the 
initial cyclic distribution is employed. In actual 
executions, the redistribution of the grains to 
the processors would be necessary at every cer-
tain time steps. 
The grain data such as the charge, mass, po-
sition, velocity, surface potential, and next at-
tachment time, is distributed in the way of the 
cyclic data distribution. The original f90 code 
consists of 1,231 lines, and 15 HPF directives 
are inserted. 
The preliminary results show that the appli-
cability of the HPF programming can be ex-
pected much(typical results are shown in the 
following Table), while there are some difficul-
ties which originate not from HPF but from the 
usage of the distributed memory system. For 
example, the production of the random num-
ber series is not overcome by the computational 
techniques, but by the physical consideration in 
this work. The ratio of the added HPF direc-
tives to the original program is about 1 percent 
of the program lines, most of which are those 
of the data distribution in this case. Since the 
simulation model and program of the simulation 
code of the dusty plasmas as well as the particle 
code in the open boundary system are ·always 
being developed and changed, this fact means 
that HPF is a quite promising language for the 
simulation researches in the new scientific field. 
F90 auto-micro-para 
Grains 1 cpu 2 cpu 4 cpu 6 cpu 1 cpu 2 cpu 4 cpu 6 cpu 
10000 345.53 189.43 127.10 115.68 328.19 250.25 222.42 208.26 
(1.00) (1.82) (2.72) (2.99) (1.05) (1.38) (1.55) (1.66) 
30000 2006.85 1022.62 551.26 393.54 1951.79 1717.62 1658.04 1611.34 
(1.00) (1.96) (3.64) (5.10) (1.03) (1.17) (1.21) (1.25) 
50000 4905.29 2491.57 1271.03 883.22 4884.42 4468.26 4371.09 4309.36 
(1.00) (1.97) (3.86) (5.55) (1.00) (1.10) (1.12) (1.14) 
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