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arcs trace´s sur un espace analytique
M. Hickel
Abstract
Let (X, x) be a germ of real or complex analytic space and A(X,x) the
space of germs of arcs on (X, x). Let us consider Fx : (X, x)→ (Y, y) a germ
of a morphism and denote by Fx : A(X,x) → A(Y,y) the induced morphism at
the level of arcs. In this paper, we try to emphasize the analogies between the
metric or local topological properties of Fx and those of Fx. We then define
the notions of Nash sequence of multiplicities, Nash sequence of Hilbert-
Samuel functions and Nash sequence of diagram of initial exponents of X
along an arc ϕ, and study some of their basic properties. Some elementary
connections between these notions and motivic integration theory are also
provided.
AMS Subject Classification : 14B05, 32S05, 32S99.
1 Introduction
Soient K=R ou C et (X,x) un germe de K-espace analytique, d’alge`bre locale
OX,x. Nous noterons par A(X,x) l’espace des arcs trace´s sur (X,x), c’est a` dire
l’ensemble des germes de morphismes analytiques ϕ de (K, 0) dans (X,x), ou
bien de fac¸on e´quivalente l’ensemble des morphismes ϕ∗ de K-alge`bre locale de
OX,x dans O1 = K{t}. De manie`re plus ge´ne´rale si X est un espace analytique
et A un sous-ensemble de |X|, nous de´signerons par A(X,A) (resp. AX) l’union∐
x∈AA(X,x) (resp.
∐
x∈X A(X,x)). AX est naturellement munie d’une distance
ultrame´trique note´e DX , de´finie de la manie`re suivante :
- ∀ϕ ∈ A(X,x), ∀φ ∈ A(X,x′), x 6= x
′, on pose DX(ϕ, φ) = 1 ;
- ∀ϕ, φ ∈ A(X,x), on pose DX(ϕ, φ) = e
−ord(ϕ−φ), ou` ord(ϕ − φ) de´signe la
valuation ou l’ordre de l’ide´al de O1, (ϕ
∗ − φ∗)(MX,x), et MX,x l’ide´al
maximal de OX,x.
La topologie induite par DX sur AX sera dite la topologie de Krull sur AX .
Soit maintenant un germe de morphisme analytique Fx : (X,x)→ (Y, y). Celui-ci
induit un morphisme Fx : A(X,x) → A(Y,y), ou` pour ϕ ∈ A(X,x), Fx(ϕ) est l’arc
(K, 0) → (X,x) → (Y, y) obtenu par composition de ϕ avec Fx. De fac¸on plus
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ge´ne´rale si F : X → Y est un morphisme, nous noterons par F : AX → AY le
morphisme induit au niveau de l’espace des arcs.
Dans cet article nous abordons deux the`mes. Le premier consiste a` tenter de
souligner les analogies entre les proprie´te´s topologiques locales d’un morphisme
F : X → Y , et celles du morphisme induit F : AX → AY .
Nous donnons deux illustrations de ce jeu de miroirs. La premie`re concerne
un re´sultat du a` J.C. Tougeron. Dans [T3], l’auteur pre´cite´ donne des ine´galite´s
de Lojasiewicz, avec exposant uniforme, par rapport aux fibres d’un morphisme
analytique. Plus pre´cise´ment :
The´ore`me 1.1 (J.C. Tougeron ) Soit F une application analytique d’un ou-
vert Ωn de R
n dans un ouvert Ωp de R
p. Pour toute paire de compacts K ⊂ Ωn
et K ′ ⊂ Ωp, il existe une constante α ≥ 0 satisfaisant :
∀y ∈ K ′, ∃Cy > 0|∀x ∈ K, dp(F (x), y) ≥ Cydn(x, F
−1(y))α
ou` dp (resp. dn) de´signe la distance euclidienne sur R
p (resp. sur Rn).
Le the´ore`me re´sulte trivialement de l’assertion suivante :
Assertion 1.2 Pour toute paire de compacts K ⊂ Ωn, K
′ ⊂ Ωp, il existe une
constante α ≥ 0 satisfaisant :
∀y ∈ K ′, ∀x0 ∈ K, ∃C(x0,y) > 0 et Vx0 voisinage de x0 tel que :
∀x ∈ Vx0 , dp(F (x), y) ≥ C(x0,y)dn(x, F
−1(y))α
Nous allons voir que l’on a un re´sultat analogue, au niveau du morphisme induit
au niveau des espaces des arcs, en remplac¸ant la distance euclidienne par la
distance ultrame´trique de´finie plus haut. Nous de´montrerons en effet :
The´ore`me 1.3 Soit F : X → Y un morphisme de K-espace analytique et F :
AX → AY le morphisme induit au niveau de l’espace des arcs. Alors pour toute
paire de compacts K ⊂ X, K ′ ⊂ Y , il existe une constante α satisfaisant :
∀ϕ ∈ A(Y,K ′),∀φ0 ∈ A(X,K), ∃C(φ0,ϕ) > 0 et Vφ0 voisinage de φ0 tel que :
∀φ ∈ Vφ0 , DX(F(φ), ϕ) ≥ C(φ0,ϕ)DY (φ,F
−1(ϕ))α.
De la meˆme fac¸on que l’existence d’une majoration affine pour la fonction d’Artin-
Greenberg (cf. [Gr]) e´quivaut a` des ine´galite´s de Lojasiewicz au niveau de l’espace
des arcs (cf. [H2]), le re´sultat ci-dessus s’interpre`te comme une version partielle-
ment uniforme du the´ore`me de Greenberg, l’espace des parame`tres e´tant AY (cf.
section 3).
La seconde illustration des analogies pre´ce´demment e´voque´es concerne la con-
dition de rang de A.M. Gabrielov. Pour le roˆle joue´ par cette condition, nous ren-
voyons le lecteur a` [B-M3], [Ga], [I1], [I2], [I3], [I4], [P] et plus particulie`rement a`
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[I4] et a` sa bibliographie pour une historique. Si Fx : (X,x)→ (Y, y) est un germe
de morphisme entre germes d’espaces irre´ductibles, on de´finit le rang ge´ne´rique
de Fx par :
grk(Fx) = inf
U
(sup
x′
rang(Fx′), x
′ ∈ Reg(X ∩ U))
ou` U parcourt une base de voisinage de x, Reg(X ∩ U) de´signe l’ensemble des
points re´guliers de X ∩ U , et rang(Fx′) est le rang de la matrice jacobienne de
Fx′ en x
′. On dit que Fx satisfait la condition de rang de A.M. Gabrielov si et
seulement si :
grk(Fx) = dimyY.
Pour K = C, il est relativement e´le´mentaire de ve´rifier que cette condition peut
se caracte´riser topologiquement par l’e´quivalence des conditions suivantes :
- grk(Fx) = dimyY ;
- ∀U voisinage de x assez petit, ∀V ouvert de Reg(X ∩ U), Fx(V ) contient
un ouvert de Reg(Y ) ;
- ∀U voisinage de x assez petit, Fx(Reg(X ∩ U)) contient un ouvert de
Reg(Y ).
De´signons maintenant par (Sing(X), x) le germe en x de l’ensemble des points
singuliers de(X,x). Soit alors R(X,x) = A(X,x) − A(sing(X),x) l’ensemble des arcs
trace´s dans (X,x), mais dont l’image n’est pas entie`rement incluse dans (Sing(X)
, x). R(X,x) joue comme nous le verrons plus loin le roˆle de l’ensemble des points
re´guliers de A(X,x). Etant donne´ un morphisme Fx : (X,x) → (Y, y), il semble
naturel de se demander quand Fx(A(X,x)) contient un ensemble repre´sentatif de
A(Y,y), par exemple un ouvert de R(Y,y). La` encore le phe´nome`ne est similaire au
niveau du morphisme Fx et a` celui de Fx. On a en effet :
The´ore`me 1.4 Pour K = C, soient Fx : (X,x) → (Y, y) un morphisme en-
tre deux germes irre´ductibles et Fx : A(X,x) → A(Y,y) le morphisme induit. Les
proprie´te´s suivantes sont e´quivalentes :
1) grk(Fx) = dimyY ;
2) Pour tout ouvert V de R(X,x), Fx(V) contient un ouvert de R(Y,y) ;
3) Fx(R(X,x)) contient un ouvert de R(Y,y).
Notre de´monstration est e´le´mentaire dans le sens ou` elle n’utilise pas l’existence
de de´singularisation, ni aucun des re´sultats concernant la condition de rang de
A.M. Gabrielov mentionne´s ci-dessus. Par contre on peut retrouver partiellement
a` partir de 1.4 certains de ces re´sultats (cf. section 6).
Le deuxie`me the`me aborde´ dans cet article concerne la notion de suite des
multiplicite´s de Nash le long d’un arc. En un certain sens, nous cherchons des no-
tions convenables de multiplicite´, de fonction de Hilbert-Samuel, et de diagramme
des exposants initiaux de A(X,x) en un point ϕ. Dans [L-J], M. Lejeune-Jalabert
introduisait de manie`re algorithmique, pour un germe d’hypersurface (H,x), la
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notion de suite des multiplicite´s de Nash de (H,x) le long d’un arc. Dans notre
travail [H1] e´galement consacre´ aux hypersurfaces, cette notion apparaissait sous
un point de vue plus ge´ome´trique. Nous ge´ne´ralisons ici ce point de vue, pour
de´finir les notions de suite des multiplicite´s de Nash, suite de Nash des fonctions
de Hilbert-Samuel et suite de Nash des diagrammes des exposants initiaux de
(X,x) le long d’un arc ϕ, pour tout germe (X,x).
Les de´finitions sont les suivantes. Conside´rons un plongement i0 de (X,x) dans
un (Kn, 0). Ceci induit un plongement de A(X,x) dans A(Kn,0). Soit ϕ ∈ A(Kn,0).
On pose :
- (E0, O0) = (K , 0)× (K
n, 0) = (Kn+1, 0) ;
- (Z0, O0) = (K , 0)× (X,x) ;
- Γ0 : (K , 0)→ (E0, O0) le graphe de ϕ.
On conside`re alors le diagramme commutatif (D1) suivant :
id // (K,O)
id //
Γi

(K,O)
id //
Γi−1

· · · id // (K,O)
id //
Γ1

(K,O)
Γ0
Πi+1 // (Ei,Oi)
Πi // (Ei−1,Oi−1)
Πi−1 // · · ·
Π2 // (E1,O1)
Π1 // (E0,O0)
ωi+1 // (Zi,Oi)
?
Ji
OO
ωi // (Zi−1,Oi−1)
?
Ji−1
OO
ωi−1 // · · ·
ω2 // (Z1,O1)
?
J1
OO
ω1 // (Z0,O0)
?
J0
OO
ou` pour tout i ≥ 1 :
- Πi est l’e´clatement de Ei−1 de centre Oi−1 ;
- Γi est le rele`vement de Γi−1 a` travers Πi et Oi = Γi(0) ;
- Zi est le transforme´ strict de Zi−1 par Πi et ωi = Πi|Zi, Ji est le plongement
induit (avec J0 = (id, i0)).
Soient pour i ∈ N :
- mi,ϕ la multiplicite´ de Zi au point Oi (bien entendu si Oi 6∈ Zi, mi,ϕ = 0) ;
- Hi,ϕ la fonction de Hilbert-Samuel du germe (Zi, Oi) (bien entendu si Oi 6∈
Zi, Hi,ϕ = 0).
Soit maintenant X = (X1, . . . ,Xn) un syste`me de coordonne´es a` l’origine de
Kn. Ecrivons :
ϕ(t) =
+∞∑
k=1
Ak.t
k, Ak ∈ K
n, Ak = (a
1
k, . . . , a
n
k ).
L’e´criture en coordonne´es locales des transformations quadratiques, comme on le
fait usuellement, fournit une suite d’isomorphismes locaux θi : (K , 0)×(K
n, 0)→
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(Ei, Oi) telle que le diagramme (D2) suivant soit commutatif :
(K,O)
id //
Γ′
i

(K,O)
id //
Γ′
i−1

· · ·
id // (K,O)
id //
Γ′
1

(K,O)
Γ′
0

(K,O)× (Kn,O)
Π′
i //
θi

(K,O)× (Kn,O)
Π′
i−1 //
θi−1

· · ·
Π′
2 // (K,O)× (Kn,O)
Π′
1 //
θ1

(K,O)× (Kn,O)
θ0=id

(Ei,Oi)
Πi // (Ei−1,Oi−1)
Πi−1 // · · ·
Π2 // (E1,O1)
Π1 // (E0,O0)
(Zi,Oi)
?
Ji
OO
ωi // (Zi−1,Oi−1)
?
Ji−1
OO
ωi−1 // · · ·
ω2 // (Z1,O1)
?
J1
OO
ω1 // (Z0,O0)
?
J0
OO
Via ces isomorphismes on a :
- ∀i ≥ 1, Π′i(t,X) = (t, t(Ai +X)) ou` X = (X1, . . . ,Xn) ;
- Γi = θi ◦ Γ
′
i, Γ
′
i(t) = (t, ϕi(t)) ou` ϕi(t) =
∑
k>iAk.t
k−i ∈ A(Kn,0).
On notera de plus par :
- (Z ′i, 0) le germe image de (Zi, Oi) par θ
−1
i ◦ Ji ;
- Ii,Ai ⊂ K{t,X1, . . . ,Xn} l’ide´al de´finissant (Z
′
i, 0), ou` A
i = (A1, . . . , Ai)
∈ Kni.
Pour i ∈ N, on note :
- Ni,ϕ = N(Ii,Ai) ⊂ N
n+1 le diagramme des exposants initiaux de Ii,Ai pour
le syste`me de coordonne´es (t,X). (Bien entendu si Oi 6∈ Zi i.e. Ii,Ai = K{t,X},
on pose Ni,ϕ = N
n+1).
On fait alors la de´finition suivante :
De´finition 1.5 Soient (X,x) un germe de K-espace analytique et un plongement
(X,x) →֒ (Kn, 0). Pour ϕ ∈ A(Kn,0), on appelle :
1) Suite des multiplicite´s de Nash de (X,x) le long de ϕ la suite :
MX,ϕ = (m0,ϕ,m1,ϕ, . . . ,mi,ϕ, . . .)
2) Suite de Nash des fonctions de Hilbert-Samuel de (X,x) le long de ϕ la
suite :
HX,ϕ = (H0,ϕ,H1,ϕ, . . . ,Hi,ϕ, . . .)
3) Suite de Nash des diagrammes des exposants initiaux de (X,x) le long de
ϕ la suite :
NX,ϕ = (N0,ϕ, N1,ϕ, . . . , Ni,ϕ, . . .)
Pour le fait que le premier point de la de´finition pre´ce´dente ge´ne´ralise la notion
correspondante pour les hypersurfaces, nous renvoyons le lecteur a` [H1] et [G-S-
L-J] prop. 4.3 p. 18 et commentaires.
Ces de´finitions appellent quelques remarques. Tout d’abord pour ϕ ∈ A(X,x),
les deux premie`res notions pre´ce´dentes ne de´pendent en rien du plongement. En
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effet, dans ce cas pour les de´finir, il suffit de conside´rer les Γi comme des e´le´ments
de A(Zi,Oi) et de dire que les ωi sont les e´clatements de Zi−1 de centre Oi−1.
D’autre part, pour un i donne´, les tronque´s jusqu’a` l’ordre i,MiX,ϕi ,H
i
X,ϕi ,N
i
X,ϕi ,
des suites pre´ce´dentes ne de´pendent, que du tronque´ ϕi a` l’ordre i de ϕ. C’est
a` dire du morphisme de K-alge`bre locale ϕi∗ : K{X1, . . . ,Xn} → K{t}/(t)
i+1
obtenu par passage au quotient. Finalement la motivation de la conside´ration de
tels diagrammes est la suivante. Soit i ∈ N∗ et ϕ ∈ A(Kn,0). Ecrivons :
ϕ(t) =
i∑
k=1
Akt
k + tiϕi(t) avec Ak ∈ K
n, ϕi ∈ A(Kn,0)
Alors ϕ ∈ A(X,x) si et seulement si l’arc t→ (t, ϕi(t)) est dans A(Z′i,0) ≃ A(Zi,Oi).
Aussi nous semble-t-il naturel d’e´tudier de tels objets, puisqu’ils sont les premie`res
mesures de la singularite´ des (Z ′i, 0).
Nous donnons deux re´sultats dans cette direction. Le premier ge´ne´ralise en
toute codimension le the´ore`me 5 p. 154 de [L-J].
The´ore`me 1.6 Soient (X,x) →֒ (Kn, 0) et ϕ ∈ A(Kn,O).
1) La suite MX,ϕ est de´croissante et se stabilise a` la valeur ge´ne´rique de la
multiplicite´ de X, en un point ϕ(t), t 6= 0, assez petit.
2) La suite HX,ϕ est de´croissante (i.e. ∀i, k ∈ N, Hi+1,ϕ(k) ≤ Hi,ϕ(k)) et se
stabilise a` la valeur ge´ne´rique de la fonction de Hilbert-Samuel de Z0, en
un point (t, ϕ(t)), t 6= 0, assez petit.
Notons que la fonction de Hilbert-Samuel de Z0 en un point (t, y) se calcule
directement a` partir de celle de X en y. Nous essayerons au cours de la preuve
de cet e´nonce´ de pre´ciser l’ordre auquel ces suites se stabilisent.
Les proprie´te´s de ge´ne´ricite´ et de semi-continuite´ des applications ϕ→MX,ϕ,
ϕ→HX,ϕ, et ϕ→ NX,ϕ sont ensuite e´tudie´es.
Pour cela, soit i ∈ N∗, de´signons par Ai(X,x) l’ensemble des morphismes de K-
alge`bre locale de OX,x → K{t}/(t)
i+1, et par Πi : A(X,x) → A
i
(X,x) le morphisme
induit par la surjection canonique de K{t} → K{t}/(t)i+1. Tout choix de syste`me
de coordonne´es sur Kn induit une identification de Ai(Kn,0) avec K
ni. Ordonnons
ensuite, l’ensemble des suites d’entiers (resp. l’ensemble des suites de fonctions de
N dans N) par l’ordre lexicographique. De meˆme l’ensemble D(n+1) des parties
N de Nn+1 satisfaisant N +Nn+1 = N e´tant muni de son ordre total naturel (cf.
section 2), on ordonne l’ensemble des suites d’e´le´ments de D(n + 1) par l’ordre
lexicographique. On a alors :
The´ore`me 1.7 Soient (X,x) et i ∈ N∗. La fonction ϕi → N i
X,ϕi
est semi-
continue supe´rieurement pour la topologie de Zariski sur Ai(Kn,0). C’est a` dire,
pour toute sous-varie´te´ alge´brique irre´ductible V de Ai(Kn,0), il existe V
′ varie´te´
alge´brique strictement incluse dans V telle que :
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1) ∀ϕi, θi ∈ V − V ′, N iX,ϕi = N
i
X,θi ;
2) ∀ϕi ∈ V − V ′, ∀θi ∈ V ′, N i
X,ϕi
< N i
X,θi
.
Corollaire 1.8 Soient (X,x) et i ∈ N∗. Il existe une partition :
Πi(A(X,x)) =
⋃
1≤j≤li
Si,j
ou` Si,j = Ui,j −Wi,j, Ui,j et Wi,j sont des sous-varie´te´s alge´briques de A
i
(Kn,0) et
MiX,ϕi , H
i
X,ϕi, N
i
X,ϕi sont constantes sur Si,j. De plus pour j 6= j
′ les valeurs de
N i
X,ϕi
sur Si,j et Si,j′ sont distinctes.
Les constructibles Πi(A(X,x)), dont l’e´tude fut initie´e par J. Nash (cf. [N]),
portent donc une stratication naturelle, nous espe´rons que celle-ci pourra s’ave´rer
utile a` une meilleure compre´hension de leurs ge´ome´tries.
Comme premie`re illustration de l’utilite´ de ces stratifications, nous de´finissons
les notions de strates principales et de partie principale d’ordre i de A(X,x) (c.f.
section 5, def. 5.1). Nous montrons comme conse´quence e´le´mentaire du the´ore`me
de semi-continuite´ comment le volume motivique de A(X,x) (c.f. [D-L1]) se re´alise
comme «limite »des parties principales (c.f. th. 5.2). Nous traitons par cette
technique quelques exemples.
Notre expose´ est organise´ comme suit. La section 2 rappelle quelques re´sultats
et techniques que nous utiliserons par la suite. Ceux-ci sont issus de [B-M1], [B-
M2], [T1], [T2]. Nous rappelons aussi quelques notations et de´finitions concernant
la the´orie de l’inte´gration motivique. Le paragraphe 3 prouve le the´ore`me 1.3.
Notre sche´ma de preuve suit d’assez pre`s celui de J.C. Tougeron dans le cas clas-
sique [T3]. La de´monstration du the´ore`me 1.4 ne´cessitant quelques e´le´ments sur
la suite des multiplicite´s de Nash, les re´sultats et preuves concernant ces notions
sont d’abord donne´s dans la section 4. Les techniques de base proviennent du
travail de E. Bierstone et P.D. Milman [B-M1]. La section 5 pre´sente les notions
de «strates principales et de partie principale d’ordre i »de A(X,x) et leur rapport
avec le volume motivique tel que de´fini dans [D-L1]. Quelques exemples viennent
illustrer cette technique. Le the´ore`me 1.4 est de´montre´ au paragraphe 6. L’exis-
tence de de´singularisation peut servir ici de substitut aux e´le´ments provenant de
la section 4. On perd alors en e´le´mentarite´ mais aussi beaucoup d’informations
concernant le diame`tre des ouverts dont il est question dans l’e´nonce´ 1.4.
2 Rappels et notations
Nous ferons un usage re´pe´te´ du re´sultat suivant. Nous l’appelerons par com-
modite´ the´ore`me des fonctions implicites de Tougeron (cf. [T2]).
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The´ore`me 2.1 (J.C. Tougeron) Soient x = (x1, . . . , xn), y = (y1, . . . , yp),
f = (f1, . . . , fq) ∈ K{x, y}
q telle que f(0, 0) = 0. Soit I l’ide´al engendre´ dans
K{x} par les mineurs d’ordre q de la matrice jacobienne f ′y(x, 0) = ((∂fi/∂yj)(x, 0)),
et soit I ′ un ide´al propre de K{x}. Si f(x, 0) ∈ ⊕qI
2.I ′ , il existe y(x) ∈ ⊕pI.I
′
tel que f(x, y(x)) = 0.
Le re´sultat est aussi valable en formel et en C∞.
Soit α = (α1, . . . , αn) ∈ N
n, on notera : |α| = α1+ · · ·+αn. N
n est totalement
ordonne´ par l’ordre lexicographique sur les n + 1 upplets (|α|, α1, . . . , αn). Si A
est un anneau commutatif unitaire inte`gre, et f un e´le´ment non nul de A[[X]] =
A[[X1, . . . ,Xn]], nous noterons par ν(f) son exposant initial. C’est a` dire si :
f =
∑
α∈Nn
aα.X
α, ν(f) =Min{α ∈ Nn|aα 6= 0}.
Pour un ide´al, I ⊂ A[[X]], on notera NI le diagramme des exposants initiaux de
I, i.e. :
NI = {α ∈ N
n|∃g ∈ I tel que ν(g) = α}.
On a : NI + N
n = NI . Si N ⊂ N
n satisfait N + Nn = N , le lemme de Dickson
assure l’existence d’une partie finie unique de Nn, {α1, . . . , αp}, telle que :
N = ∪1≤i≤p(α
i + Nn) et αj /∈ ∪i 6=j(α
i + Nn)
Les αi sont dits les sommets de N . L’ensemble D(n) des parties de Nn stables par
translations (i.e. satisfaisant N + Nn = N) est totalement ordonne´ comme suit.
Soit N1, N2 ∈ D(n). Pour chaque i = 1, 2, soient β
k
i ,k = 1, . . . , ti les sommets de
Ni indexe´s dans l’ordre croissant. Apre`s avoir e´ventuellement permute´ N1 et N2,
il existe t ∈ N tel que : βk1 = β
k
2 , 1 ≤ k ≤ t et (1) t1 = t = t2,(2) t1 > t = t2 ou
bien (3) t1, t2 > t et β
1
t+1 < β
2
t+1. Dans le cas (1), N1 = N2. Dans les cas (2) et (3),
N1 < N2. Il revient au meˆme de dire que la suite (β
1
1 , . . . , β
t1
1 ,∞, . . .) est stricte-
ment plus petite que la suite (β12 , . . . , β
t2
2 ,∞, . . .) pour l’ordre lexicographique,
avec la convention β <∞ pour tout β ∈ Nn.
Si N est un e´le´ment de D(n), on notera HN la fonction de N dans N de´finie
par :
HN(k) = card{α ∈ N
n|α 6∈ N et |α| ≤ k}.
Soit I un ide´al deK[[X]] et g1, . . . , gp des e´le´ments de I tels que ν(g1), . . . , ν(gp)
sont les sommets de N(I). Nous disons que g1, . . . , gp est une base standard de
I. Il existe par ailleurs une unique famille g1, . . . , gp telle que :
InMon(gi) = X
βi
Supp(Xβ
i
− gi) ⊂ N
n −N(I), ∀1 ≤ i ≤ p,
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ou` βi, . . . , βp sont les sommets de N(I), Supp de´signe le support d’un e´le´ment de
K[[X]], InMon(f) = aν(f)X
ν(f). Une telle famille est appele´e la base standard
distingue´e de I. Si :
HI(k) = dimK
K[[X]]
I +Mk+1
de´signe la fonction de Hilbert-Samuel de I, on a :
HI(k) = card{α ∈ N
n −N(I)| |α| ≤ k} = HN(I)(k).
Pour plus d’informations, nous renvoyons le lecteur a` [B-M2]. Nous ferons par
ailleurs un usage libre de la notion de transforme´ strict d’un ide´al de K[[X]].
Rappelons simplement que si g1, . . . , gp est une base standard de I, alors leurs
transforme´es strictes g′1, . . . , g
′
p, par l’e´clatement de centre l’origine engendrent le
transforme´ strict I ′ de I.
Dans le texte de l’article, nous conside`rons des anneaux de la forme A[[t,X]],
X = (X1, . . . ,Xn). Lorsque nous parlons de diagramme des exposants initiaux
⊂ Nn+1 d’un ide´al I de A[[t,X]], nous conside´rons toujours des multi-indices
(α0, α1, . . . , αn) ou` le premier indice α0 correspond toujours a` la variable t.
Si X est un espace analytique et ϕ ∈ AX , nous noterons par BX,i(ϕ) la boule :
BX,i(ϕ) = {ϕ
′ ∈ AX/ DX(ϕ,ϕ
′) < e−i} = {ϕ′ ∈ AX/ ord(ϕ− ϕ
′) > i}.
Lorsque le contexte le permettra, nous omettrons l’indice X.
Rappelons que l’on de´signe par K0(VK) l’anneau de Grothendieck des K-
varie´te´s (i.e. les sche´mas re´duits se´pare´s de type fini sur K). Par de´finition K0(VK)
est l’anneau engendre´ par les symboles [V ], pour une K-varie´te´ V , modulo les
relations :
- [V ] = [V ′], si V et V ′ sont K-isomorphes
- [V ] = [V ′] + [V − V ′], si V ′ est ferme´ dans [V ]
- [V ]× [V ′] = [V ×K V
′].
La classe de la droite affine A1
K
sera note´e L. Suivant les notations de Looijenga
[Lo], MK de´signera l’anneau K0(VK)[L
−1] (ce qui correspond a` la notation Mloc
de [D-L1]). Pourm ∈ Z, on note FmMK le sous-groupe engendre´ par les symboles
[S]Li ou` i − dimS ≥ m. On notera M̂K le comple´te´ de MK par rapport a` cette
filtration et MK l’image de MK par l’application naturelle de MK dans M̂K.
Concernant les mesures motiviques de [D-L1], nous adoptons la convention de
[Lo], i.e. les mesures de Denef-Loeser sont multiplie´es par Ld, d de´signant la
dimension de la varie´te´ ou du germe que l’on conside`re.
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3 Ine´galite´s de Lojasiewicz fibre´es au niveau de l’es-
pace des arcs
Nous commenc¸ons d’abord par constater qu’il suffit d’obtenir le the´ore`me 1.3,
lorsque X et Y sont respectivement des ouverts Ωn et Ωp de K
n et Kp.
En effet, e´tant donne´ un point (x, y) ∈ X × Y , il suffit d’e´tablir l’existence
de voisinages Vx et Vy et d’un α ≥ 0 tels que la proprie´te´ de 1.3 soit valide pour
tout (φ0, ϕ) ∈ AX,Vx ×AY,Vy . On peut par conse´quent supposer que X et Y sont
des mode`les locaux, X de´fini par f1, . . . , fk, analytiques sur un ouvert Ωn, et
que le morphisme F est induit par des fonctions analytiques F1, . . . , Fp sur Ωn.
Conside´rons alors le morphisme G :
G : Ωn → Ωp ×K
k
x→ (F1(x), . . . , Fp(x), f1(x), . . . , fk(x)).
Si le the´ore`me 1.3 est valide pour le morphisme G, il l’est pour F . En effet,
si ϕ ∈ AY ⊂ AΩp , conside´rons l’arc θ = (ϕ, 0) ∈ AΩp×Kk . On a pour tout
φ ∈ AX ⊂ AΩn :
DY (F(φ), ϕ) = DΩn×Kk(G(φ), θ)
DX(φ,F
−1(ϕ)) = DΩn(φ,G
−1(θ)).
Nous e´tablissons maintenant 1.3 dans la situation cite´e plus haut. Noˆtre sche´ma
de de´monstration suit, tout en l’adaptant a` notre cas, celui de J.C. Tougeron
[T3]. Pour cela de´signons par O le faisceau des germes de fonctions K-analytiques
sur Ωn × Ωp et I ⊂ O un sous-faisceau cohe´rent d’ide´aux. Nous utiliserons les
notations suivantes :
- V (I) l’espace analytique de ze´ros de I, i.e. V (I) = (|X|, (O/I)||X|) ou`
|X| = Support(O/I) ;
- V(I) = AV (I) ;
- Soit ϕ ∈ AΩp , V(ϕ
∗I) = {φ ∈ AΩn |(φ,ϕ) ∈ V(I)} ;
- Si (x0, y0) ∈ Ωn × Ωp, on de´signera par I(x0,y0) la fibre de I en (x0, y0) et
par f1(x, y), . . . , fk0(x, y) un syste`me de ge´ne´rateurs de I(x0,y0) ;
- Si θ = (θ1, . . . , θs) ∈ O
s
1, on pose : |θ| = |θ1|+ . . .+ |θs|, ou` |θj | = e
−ord(θj).
Le the´ore`me 1.3 de´coule alors du re´sultat suivant, applique´ au sous-faisceau
de O engendre´ par F1(x)− y1, . . . , Fp(x)− yp, ou` F1, . . . , Fp sont les composantes
du morphisme F : Ωn → Ωp.
The´ore`me 3.1 Soient I ⊂ O et K,K ′ deux compacts comme pre´ce´demment. Il
existe alors α ≥ 0 tel que :
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∀ϕ ∈ A(Ωp,K ′), ∀φ0 ∈ A(Ωn,K), ∃C(φ0,ϕ) > 0 et un voisinage Vφ0 de φ0 satis-
faisant :
∀φ ∈ Vφ0 ,
k0∑
i=1
|fi(φ,ϕ)| ≥ C(φ0,ϕ)D(φ,V(ϕ
∗I))α
ou` f1(x, y), . . . , fk0(x, y) engendrent I(φ0(0),ϕ(0)).
Preuve :
Pour prouver le re´sultat, il suffit de voir que pour un point (x0, y0) ∈ Ωn×Ωp,
il existe des voisinages Vx0 , Wy0 de x0 et y0, et un α ≥ 0 tels que la proprie´te´
de 3.1 soit satisfaite pour (φ0, ϕ) ∈ AVx0 × AWy0 . Si (x0, y0) /∈ V (I), ceci est
trivialement satisfait avec α = 0. Nous supposerons donc (x0, y0) = (0, 0) ∈ V (I).
Pour prouver l’assertion pre´ce´dente, il suffit de voir que :
(3.2) il existe un voisinage V0 de 0 dans K
p et un α ≥ 0 satisfaisant : ∀ϕ ∈ AV0
tel que (0, ϕ) ∈ V(I), ∃Cϕ > 0 et un voisinage V0 de 0 dans A(Kn,0) tel que :
∀φ ∈ V0,
k0∑
i=1
|fi(φ,ϕ)| ≥ CϕD(φ,V(ϕ
∗I))α.
En effet supposons (3.2) prouve´e pour tout faisceau cohe´rent d’ide´aux. Partant
d’un faisceau cohe´rent d’ide´aux I engendre´ par f1(x, y), . . . , fk0(x, y) sur un voisi-
nage de l’origine dans Kn×Kp, on conside`re le faisceau d’ide´aux J engendre´ sur
un voisinage de l’origine dans Kn ×Kn+p par :
G1(x, z, y) = f1(x+ z, y), . . . , Gk0(x, z, y) = fk0(x+ z, y).
L’application de (3.2) a` J fournit un voisinage U0 = V0 ×W0 de 0 dans K
n+p =
Kn ×Kp et un α ≥ 0 satisfaisant :
(3.3) ∀(φ0, ϕ) ∈ AU0 = AV0 ×AW0 tel que (0, φ0, ϕ) ∈ V(J ),
∃ C(φ0,ϕ) et un voisinage V0 de 0 dans A(Kn,0) tels que :
∀ θ ∈ V0,
k0∑
i=1
|Gi(θ, φ0, ϕ)| ≥ Cφ0,ϕD(θ,V((φ0, ϕ)
∗J )α.
Soient alors ϕ ∈ AV0 et φ0 ∈ AW0 . Si (φ0, ϕ) /∈ V(I), posons :
s =Min(ordfi(φ0, ϕ)) C(φ0,ϕ) = e
−s et Vφ0 = B(φ0, e
−s).
On a alors :
∀ φ ∈ Vφ0 ,
k0∑
j=1
|fj(φ,ϕ)| ≥ C(φ0,ϕ) ≥ C(φ0,ϕ)D(φ,V(ϕ
∗I))α.
11
Si maintenant (φ0, ϕ) ∈ V(I), alors (0, φ0, ϕ) ∈ V(J ). D’ou` l’existence d’un
voisinage V0 de 0 dans A(Kn,0) et d’une constante C(φ0,ϕ) comme dans (3.3).
Posons : Vφ0 = φ0 + V0. Puisque :
k0∑
i=1
|fi(φ,ϕ)| =
k0∑
i=1
|Gi(φ− φ0, φ0, ϕ)|;
D(φ,V(ϕ∗I)) = D(φ− φ0,V((φ0, ϕ)
∗J ).
On a :
∀φ ∈ Vφ0 ,
k0∑
i=1
|fi(φ,ϕ)| ≥ C(φ0,ϕ)D(φ,V(ϕ
∗I))α.
Ce qui est l’assertion de´sire´e. Pour prouver (3.2) nous laissons le soin au lecteur
de ve´rifier que celle-ci est e´quivalente a` :
(3.4) ∃ V0 voisinage de 0 dans K
p et un α ≥ 0 satisfaisant : ∀ ϕ ∈ AV0 tel que
(0, ϕ) ∈ V(I), il existe aϕ, kϕ ∈ N tels que l’implication suivante soit ve´rifie´e :
∀ i ∈ N,∀ φ ∈ A(Kn,0), (ord(φ) > kϕ et Min1≤j≤k0ord(fj(φ,ϕ)) > aϕ + αi)
=⇒ (∃ φ′ ∈ A(Kn,0), φ
′ ∈ V(ϕ∗I) et ord(φ− φ′) > i).
Nous allons a` pre´sent prouver (3.4) par re´currence descendante sur la hauteur
de I(0,0).
Si haut(I(0,0)) = n+ p, quitte a` nous restreindre a` un voisinage assez petit de
(0, 0) dansKn×Kp, on a V (I) = (0, 0) et ∃m ∈ N∗ tel que : (x1, . . . , xn, y1, . . . , yp)
m ⊂
I(0,0). Par suite (3.4) est satisfaite avec α = m, a0 = k0 = 0.
Soit maintenant I tel que haut(I(0,0)) = r < n + p. Il existe un entier m
et P1, . . . ,Ps, des sous-faisceaux cohe´rents d’ide´aux de O dans un voisinage de
(0, 0) dans Kn ×Kp tels que :
∀j, 1 ≤ j ≤ s, Pj(0,0) est premier de hauteur ≥ r;
∃m ∈ N|(
⋂
1≤j≤s
Pj)m ⊂ I ⊂
⋂
1≤j≤s
Pj .
Supposons que pour tout j, 1 ≤ j ≤ s, (3.4) soit satisfaite pour Pj avec une
constante αj ≥ 0. Il est alors aise´ de ve´rifier que (3.4) est satisfaite pour I avec
α = m(
∑s
j=1 αj). En effet, soit (0, ϕ) ∈ V(I). De´signons par ∆ϕ l’ensemble
(ne´cessairement non vide) :
∆ϕ = {j ∈ {1, . . . , s}|(0, ϕ) ∈ V(P
j)}.
Conside´rons aussi ∆ϕ = {1, . . . , s} −∆ϕ. On note alors :
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- ajϕ = ord((0, ϕ)∗Pj), si j ∈ ∆ϕ ;
- kjϕ, a
j
ϕ les entiers associe´s a` Pj par (3.4), si j ∈ ∆ϕ.
Soient alors : kϕ = Max(Maxj∈∆ϕa
j
ϕ,Maxj∈∆ϕk
j
ϕ) et aϕ = m(
∑s
j=1 a
j
ϕ). Si φ
est tel que ord(φ) > kϕ et Min1≤l≤k0ord(fl(φ,ϕ)) > aϕ+αi, il existe j ∈ ∆ϕ tel
que ord((φ,ϕ)∗Pj) > ajϕ + αji. D’ou` l’assertion de´sire´e pour I.
Par suite, nous supposerons que I est tel que I(0,0) est premier de hauteur
r < n + p. Soit maintenant J l’ide´al des e´le´ments de K{y1, . . . , yp} nuls sur le
germe en (0, 0) de V (I) ∩ (0 × Kp). On peut supposer J ⊂ I(0,0). En effet, si
ce n’e´tait pas le cas, conside´rons h ∈ J , h 6∈ I(0,0). Soit alors J le sous-faisceau
cohe´rent d’ide´aux de O engendre´ sur un voisinage de (0, 0) par h et I(0,0). On a
alors haut(J(0,0)) > r.
Donc par hypothe`se de re´currence, il existe un voisinage V0 de 0 dans K
p
tel que (3.4) soit ve´rifie´e pour J . On peut toujours supposer que h est nul sur
V (I) ∩ (0× V0). Mais alors pour ϕ ∈ AV0 :
- (0, ϕ) ∈ V(I)⇐⇒ (0, ϕ) ∈ V(J ) ;
- V(ϕ∗I) = V(ϕ∗J ), pour ϕ tel que (0, ϕ) ∈ V(I) ;
- ∀φ ∈ A(Kn,0), ∀ϕ ∈ AV0 tel que (0, ϕ) ∈ V(I),
Min1≤j≤k0(ord(fj(φ,ϕ)) =Min(ord(h(ϕ)), ord(fj (φ,ϕ)), 1 ≤ j ≤ k0).
Il en re´sulte que (3.4) est aussi ve´rifie´e pour I avec le meˆme α ≥ 0 et le meˆme
V0. Nous supposerons donc que J ⊂ I(0,0) et que cette inclusion est stricte (sans
quoi (3.4) est triviale). On a alors le lemme suivant :
Lemme 3.2 ( [T3], lemme 2.4) Supposons J  I(0,0). Soit r− l la hauteur de
l’ide´al premier J . Apre`s une e´ventuelle permutation sur les coordonne´es x1, . . . , xn,
il existe u1(x, y), . . . , ul(x, y) ∈ I(0,0) tels que :
u(x, y) = det(
∂uk(x, y)
∂xj
)1≤k,j≤l 6∈ I(0,0).
Puisque haut(J) = r− l et J est premier, il existe ul+1(y), . . . , ur(y) ∈ J tels qu’
apre`s une e´ventuelle permutation sur les coordonne´es y1, . . . , yp :
v(y) = det(
∂ul+k(y)
∂yj
)1≤k,j≤r−l 6∈ J.
Par suite :
v(y)u(x, y) = det(
∂uk(x, y)
∂zj
)1≤k,j≤r 6∈ I(0,0),
ou` zj = xj, 1 ≤ j ≤ l et zj = yj−l, l + 1 ≤ j ≤ r. Par le crite`re jacobien des
points simples, le localise´ (O(0,0))I(0,0) est re´gulier de dimension r et son maximal
est engendre´ par u1, . . . , ur. Par conse´quent, il existe w(x, y) ∈ O(0,0)) \ I(0,0) tel
que : w.I(0,0) ⊂ (u1, . . . , ur)O(0,0).
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Soit ∆ = u(x, y)v(y)w(x, y). Conside´rons maintenant J le sous-faisceau cohe´-
rent d’ide´aux de O engendre´ par I et ∆ sur un voisinage de 0 dans Kn × Kp,
suffisamment petit pour que :
∆.I ⊂ (u1, . . . , ur).O.
Puisque haut(J(0,0) ≥ r + 1, l’hypothe`se de re´currence nous assure l’existence
d’un voisinage V0 de 0 dans K
p et d’un α ≥ 0 tel que (3.4) soit satisfaite pour
J . Nous allons montrer que (3.4) est valide pour I avec le meˆme voisinage V0 et
avec β =Max(2α, 1).
Soit ϕ ∈ AV0 tel que (0, ϕ) ∈ V(I). Deux cas peuvent se pre´senter :
1ercas : (0, ϕ) /∈ V(J ).
Soit alors kϕ = ord(∆(0, ϕ)) < +∞. Posons aϕ = 2kϕ. Conside´rons alors,
φ ∈ A(Kn,0) tel que ord(φ) > kϕ et Min1≤j≤k0ord(fj(φ,ϕ)) > aϕ + i. On a :
- ord(∆(φ,ϕ)) = ord(∆(0, ϕ)) = kϕ, en particulier ord(u(φ,ϕ)) ≤ kϕ ;
- Min1≤j≤rord(uj(φ,ϕ)) ≥Min1≤j≤k0(ord(fj(φ,ϕ)) > 2kϕ + i.
Conside´rons alors les l e´le´ments U1(t, z1, . . . , zl), . . . , Ul(t, z1, . . . , zl) de K{t, z1,-
. . . , zl} suivants :
Uj(t, z1, . . . , zl) = uj(φ1(t) + z1, . . . , φl(t) + zl, φl+1(t), . . . , φn(t), ϕ(t)), 1 ≤ j ≤ l.
Uj(0, 0) = 0, 1 ≤ j ≤ l.
Alors :
det(
∂Uk
∂zj
(t, 0))1≤k,j≤l = u(φ(t), ϕ(t)).
Par suite :
Uj(t, 0) = uj(φ(t), ϕ(t)) ∈ (det(
∂Uk
∂zj
(t, 0))2.ti+1+2(kϕ−valu(φ,ϕ))).
Par conse´quent le the´ore`me des fonctions implicites de Tougeron donne l’existence
de θ1, . . . , θl ∈ K{t} tels que :
θj(t) ∈ det(
∂Uk
∂zj
(t, 0)).(t)i+1+2(kϕ−valu(φ,ϕ)) ⊂ (t)i+1+kϕ+kϕ−valu(φ,ϕ) ⊂ (t)i+1+kϕ
Uj(t, θ1(t), . . . , θl(t)) = 0, 1 ≤ j ≤ l.
Posons alors φ′ = (φ1 + θ1, . . . , φl + θl, φl+1, . . . , φn).
On a :
ord(φ′ − φ) > i+ kϕ
14
uj(φ
′, ϕ) = 0, 1 ≤ j ≤ r (pour l + 1 ≤ j ≤ r, uj(φ
′, ϕ) = uj(ϕ) = 0).
Il en de´coule que ord(∆(φ′, ϕ)) = ord(∆(φ,ϕ)) = kϕ, donc en particulier ∆(φ
′, ϕ) 6=
0.
Mais sur V0 ⊂ K
n × Kp, on a ∆.I ⊂ (u1, . . . , ur).O. Donc (φ
′, ϕ) ∈ V(I) et
ord(φ′ − φ) > i, ce que nous de´sirions.
2iemecas : (0, ϕ) ∈ V(J ).
Il existe alors kϕ, aϕ ∈ N tels que ∀φ ∈ A(Kn,0), on ait :
(ord(φ) > kϕ et Min(ord(∆(φ,ϕ)),Min1≤j≤k0ord(fj(φ,ϕ))) > aϕ + αi)
=⇒ (∃φ′ ∈ A(Kn,0)|ord(φ
′ − φ) > i et (φ′, ϕ) ∈ V(J ))
Soit alors φ ∈ A(Kn,0) tel que : ord(φ) > kϕ et Min1≤j≤k0(ord(fj(φ,ϕ))) >
2aϕ + 2αi.
Si ord(∆(φ,ϕ)) > aϕ + αi, il existe φ
′ ∈ A(Kn,0) avec ord(φ
′ − φ) > i et
(φ′, ϕ) ∈ V(J ) ⊂ V(I). Nous avons alors fini. On peut donc supposer que :
ord(∆(φ,ϕ)) ≤ aϕ + αi.
Donc en particulier : ord(u(φ,ϕ)) ≤ aϕ + αi.
On proce`de alors comme dans le premier cas, en conside´rant le syste`me
d’e´quations implicites :
Uj(t, z) = uj(φ1(t) + z1, . . . , φl(t) + zl, φl+1(t), . . . , φn(t), ϕ(t)) = 0, 1 ≤ j ≤ l.
On a :
Uj(t, 0) ∈ (det(
∂Uk
∂zj
(t, 0))2.t2(aϕ+αi−ord(u(φ,ϕ)))+1).
D’ou` l’existence de θ1, . . . , θl ∈ K{t} tels que :
ord(θs) ≥ aϕ + αi+ 1 + (aϕ + αi− ord(u(φ,ϕ))) ≥ aϕ + αi + 1, , 1 ≤ s ≤ l,
et Us(t, θ1(t), . . . , θl(t)) = 0, 1 ≤ s ≤ l.
Posons φ′ = (φ1+θ1, . . . , φl+θl, φl+1, . . . , φn). On a : ord(∆(φ
′, ϕ)) = ord(∆(φ,ϕ))
≤ aϕ + αi. On conclut alors comme dans le premier cas.

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4 Suite des multiplicite´s de Nash d’un espace analy-
tique le long d’un arc
Les notions de suite des mutiplicite´s de Nash (Resp. suite de Nash des fonc-
tions de Hilbert-Samuel et suite de Nash des diagrammes des exposants initiaux)
d’un espace analytique le long d’un arc ont e´te´ introduite dans la de´finition 1.5.
Pour les notations employe´es, nous prions le lecteur de se reporter a` l’introduc-
tion.
Le the´ore`me 1.6 de´coule directement du re´sultat suivant. Celui-ci ne surprendra
pas les ”de´singularisateurs”. On en trouve trace au moins dans le cas complexe,
sous une forme un peu diffe´rente, dans [L-J-T] th. 2.13 p.242. Nous donnons ici
une preuve valable en re´el et complexe, qui proce`de par re´duction au cas hyper-
surface. Cette preuve est nous semble-t-il plus effective que celle de [L-J-T].
Pour e´noncer ce re´sultat, conside´rons un germe d’espace analytique (X,x)
→֒ (Kn, 0), et ϕ ∈ A(Kn,0) un arc non trivial. Nous notons par (C, 0) le germe
de courbe image de (K, 0) par ϕ. Soit HX,C la valeur ge´ne´rique de la fonction de
Hilbert-Samuel de X le long de la courbe C. C’est donc la valeur commune des
HX,ϕ(t) pour t 6= 0 assez petit.
Conside´rons maintenant le diagramme commutatif suivant :
id // (K,O)
id //
ϕi

(K,O)
id //
ϕi−1

· · · id // (K,O)
id //
ϕ1

(K,O)
ϕ0
αi+1 // (Bi,Oi)
αi // (Bi−1,Oi−1)
αi−1 // · · ·
α2 // (B1,O1)
α1 // (B0,O0)
ρi+1 // (Xi,Oi)
?
ki
OO
ρi // (Xi−1,Oi−1)
?
ki−1
OO
ρi−1 // · · ·
ρ2 // (X1,O1)
?
k1
OO
ρ1 // (X0,O0)
?
k0
OO
ou` :
- (B0, O0) = (K
n, 0) et (X0, O0) = (X,x) ;
- αi est l’e´clatement de Bi−1 de centre Oi−1 ;
- ϕi rele`ve ϕi−1 a` travers αi, Oi = ϕi(0) ;
- Xi est le transforme´ strict de Xi−1 par αi, ρi = αi/Xi et les ki sont les
plongements induits.
The´ore`me 4.1 Soit Hi = HXi,Oi la fonction de Hilbert-Samuel du germe (Xi, Oi).
La suite Hi est de´croissante et il existe i0 tel que Hi = HX,C ,∀i ≥ i0. En partic-
ulier la suite des multiplicite´s mi successives est de´croissante et se stabilise a` la
multiplicite´ ge´ne´rique de X le long de C. Par suite, pour ϕ ∈ R(X,0), les germes
(Xi, Oi) sont lisses pour i ≥ i0.
Avant de prouver 4.1, notons que celui-ci entraine 1.6. En effet, partant d’un
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germe (X,x) et d’un arc ϕ ∈ A(Kn,0), on applique 4.1 a` Z0 = (K , 0) × (X,x) et
a` l’arc Γ0. Ceci fournit le point 2) de 1.6. Pour le point 1), il suffit de remarquer
que la multiplicite´ de X en y est la meˆme que celle de Z0 en (t, y).
Preuve de 4.1 :
De´montrons d’abord le cas ou` (X,x) est un germe d’hypersurface a` l’origine
de Kn. Dans ce cas, la fonction d’Hilbert-Samuel est entie`rement de´termine´e par
la multiplicite´. Il s’agit donc de voir que la suite des multiplicite´s successives
mi des (Xi, Oi) tend vers m
′
0, ou` m
′
0 est la multiplicite´ ge´ne´rique de X le long
de (C, 0). Soit m′i la multiplicite´ ge´ne´rique de (Xi, Oi) le long de (Ci, Oi), ou`
(Ci, Oi) = Imϕi. On a :
i) m′i ≤ mi par semi-continuite´ supe´rieure de la multiplicite´.
ii) m′i = m
′
0 car αi est un isomorphisme de Bi − α
−1
i (Oi−1)→ Bi − {Oi−1}.
Donc m′0 ≤ mi pour tout i ∈ N.
D’autre part, soit f ∈ K{x1, . . . , xn} = On, un germe d’e´quation pour notre
hypersurface.
f(x, y) =
∑
α∈Nn
1
α!
∂|α|f(x)
∂xα
yα.
Conside´rons, pour k ∈ N, Jk l’ide´al de On engendre´ par les de´rive´es partielles
∂|α|f(x)
∂xα avec |α| ≤ k. Alors :
m′0 =Min{k ∈ N/ϕ
∗Jk 6= 0}.
Posons D = ordϕ∗(Jm′0) < +∞. On a alors : ∀ i ≥ D, mi = m
′
0.
En effet, si cela n’e´tait pas le cas, on aurait, compte-tenu de la de´croissance
de la suite des multiplicite´s (cas particulier du the´ore`me de Bennett [B]) :
(∗) mi > m
′
0 pour 0 ≤ i ≤ D.
Ceci est absurde, comme il va re´sulter du lemme suivant :
Lemme 4.2 Soit i ∈ N, notons fi ∈ On, la i.e`me transforme´e stricte de f , et
pour k ∈ N, conside´rons Ji,k l’ide´al de On engendre´ par les
∂|α|fi(x)
∂xα avec |α| ≤ k.
Alors si k < mi, on a :
ord (ϕ∗i Ji,k) ≥ 1 + ord (ϕ
∗
i+1Ji+1,k).
Appliquant successivement ceci, pour i variant de 0 a` D, avec k = m′0, on aurait
alors par (∗) :
ord (ϕ∗Jm′0) ≥ (D + 1) + ord (ϕ
∗
D+1JD+1,m′0).
Ce qui est absurde car ord (ϕ∗Jm′0) = D. Il nous reste donc a` prouver (4.2).
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Preuve de 4.2 :
On peut trouver un syste`me de coordonne´es et un isomorphisme local :
ui+1 : (Bi+1, Oi+1)→ (K
n, 0)
tel que le germe d’e´clatement
αi+1 : (Bi+1, Oi+1) ≃ (K
n, 0)→ (Bi, Oi) ≃ (K
n, 0)
soit repre´sente´ par :
(x1, x2, . . . , xn)→ (x1, x1(a2 + x2), . . . , x1(an + xn)), ai ∈ K, i ≥ 2.
On a alors :
fi(x1, x1(a2 + x2), . . . , x1(an + xn)) = x
mi
1 u(x1, . . . , xn)fi+1(x1, . . . , xn)
ou` u est un inversible de On.
On ve´rifie par re´currence sur k ≤ mi, que pour |α| ≤ k, on a :
∂|α|fi
∂xα
(x1, x1(a2 + x2), . . . , x1(an + xn)) ∈ x
mi−k
1 Ji+1,k.
Composant ceci avec ϕi+1 (e´crite dans le syste`me de coordonne´es), on obtient :
ord (ϕ∗i Ji,k) ≥ (mi − k)ord (ϕi) + ord (ϕ
∗
i+1Ji+1,k) ≥ 1 + ord (ϕ
∗
i+1Ji+1,k)
Ceci ache`ve la preuve du cas ou` (X, 0) est un germe d’hypersurface. Notons dans
ce cas que pour i ≥ D, Xi est e´quimultiple le long de Ci = Imϕi. 
Prouvons a` pre´sent le cas ge´ne´ral. SoitHXi,Ci la valeur ge´ne´rique de la fonction
de Hilbert-Samuel de Xi le long de Ci = Imϕi.
Chaque αi induisant un isomorphisme de Bi−α
−1
i (Oi) sur Bi−1−{O−1}, on
a :
i) la suite HXi,Ci est constante et e´gale a` HX,C ;
ii) Hi+1 = HXi+1,Oi+1 ≤ Hi = HXi,Oi par le the´ore`me de Bennett [B] ;
iii) par semi-continuite´ de la fonction de Hilbert-Samuel (cf. [L-J-T]) :
HX,C = HX,Ci ≤ Hi = HXi,Oi .
Par conse´quent, montrer qu’il existe i0 tel que, ∀i ≥ i0 on ait Hi = HX,C , c’est
montrer qu’il existe i0 tel que ∀i ≥ i0 on ait Hi = HXi,Ci . Ce qui signifie qu’il
s’agit de voir que (Ci, Oi) ⊂ (Si, Oi) ou` Si est la strate de Hilbert-Samuel de Xi
passant par Oi i.e. :
Si = {x ∈ Xi|HXi,x = HXi,Oi}.
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Plongeons (Xi, Oi) dans (K
n, 0) et choisissons un syste`me de coordonne´es quel-
conques, y1, . . . , yn, a` l’origine de K
n. Ecrivons :
OXi,Oi =
K{y}
ai
.
Si fi,1, . . . , fi,pi de´signe la base standard distingue´e de ai dans ce syste`me de
coordonne´es, on a :
Si = ∩
pi
j=1Si,j.
Avec Si,j = {x ∈ K
n|mx(fi,j) = mOi(fi,j)}, ou` mx de´signe la multiplicite´ ou
l’ordre au point x (cf. [B-M2] Th. 5.3.1 p.821).
Notre proble`me revient donc a` voir qu’il existe i0, tel que pour tout i ≥
i0, on puisse trouver un syste`me de coordonne´es a` l’origine de (K
n, 0) tel que
chaque e´le´ment de la base standard distingue´e fi,j, avec 1 ≤ j ≤ pi, relative a`
ce syste`me de coordonne´es, soit e´quimultiple le long de Ci. Nous allons prouver
cette affirmation. Puisque pour tout i :
Hi+1 ≤ Hi,
par le the´ore`me de stabilisation 5.2.2 p. 820 de [B-M2], on obtient l’existence
d’un i0 tel que ∀i ≥ i0 :
Hi = Hi0 .
Fixons un tel entier i0, plongeons (Xi0 , Oi0) dans (K
n, 0), et choisissons un syste`me
de coordonne´es (a` l’origine deKn) (w, z) avec w = (w1, . . . , wn−r), z = (z1, . . . , zr)
satisfaisant les conclusions du lemme 7.2 p.828 de [B-M2] (des variables essen-
tielles dans la terminologie de [B-M2]).
Conside´rons maintenant fi0,1, . . . , fi0,pi0 , la base standard distingue´e de ai0
relativement a` ce syste`me de coordonne´es, ou` OXi0 ,Oi0 =
K{w,z}
ai0
. D’apre`s le
the´ore`me 7.3 p. 828 de [B-M2], il existe un syste`me de coordonne´es (w′, z′) dans
un voisinage de Oi0+1 = 0 tel que :
- si ai0+1 ⊂ K{w
′, z′} de´signe le transforme´ strict de ai0 (donc OXi0+1,Oi0+1
≃ K{w′, z′}/ai0+1), la base standard distingue´e de ai0+1 est constitue´e par
les transforme´es strictes fi0+1,j des fi0,j, 1 ≤ j ≤ pi0 .
- le syste`me de coordonne´es (w′, z′) satisfait les conclusions du lemme 7.2
p.828 de [B-M2].
On peut donc ite´rer ce qui pre´ce`de. D’apre`s le cas hypersurface, au bout d’un
nombre fini d’e´tapes D, les fi0+k,j, 1 ≤ j ≤ pi0 , k ≥ D deviennent e´quimultiples
le long de Ci0+k. Le the´ore`me en re´sulte comme nous l’avons vu plus haut. 
Remarque 4.3 Soit ϕ ∈ R(X,0). Supposons que (X, 0) soit re´duit et e´quidimen-
sionnel de dimension d. Soit I ⊂ On tel que OX,0 = On/I. Si J de´signe l’ide´al
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engendre´ par I et tous les jacobiens d’ordre n− d des n− d upplets d’e´le´ments de
I, et si D = ord(ϕ∗(J)), on a (Xi, Oi) lisse pour i ≥ D. Il suffit pour le constater
de reprendre le calcul du lemme 4.2.
Le the´ore`me 4.1 et la remarque 4.3 nous permettent de de´crire une base
de voisinage d’un e´le´ment de R(X,0). Pour cela, plongeons (X, 0) dans (K
n, 0)
et notons par d la dimension en 0 de (X, 0). Soit z = (z′, z”), z′ = (z1, . . . , zd),
z” = (zd+1, . . . , zn) un syste`me de coordonne´es a` l’origine de K
n. Pour ϕ ∈ R(X,0),
notons comme pre´demment :
ϕ(t) = (ϕ1(t), . . . , ϕn(t)) =
+∞∑
k=1
Ak.t
k.
Soit ξ ∈ BKn,i(ϕ). Posons : ξ(t) =
∑i
k=0Ak.t
k + tiri(ξ)(t), ou` ri(ξ) ∈ A(Kn,0).
Notons : ri(ξ) = (r
′
i(ξ), r”(ξ)), r
′
i(ξ) = (ri,1(ξ), . . . , ri,d(ξ)) ∈ A(Kd,0), r”i(ξ) =
(ri,d+1(ξ), . . . , ri,n(ξ)) ∈ A(Kn−d,0).
Corollaire 4.4 Soit ϕ(t) =
∑+∞
k=1Ak.t
k, ϕ ∈ R(X,0). Il existe i0 ∈ N, tel que
∀i ≥ i0, apre`s une e´ventuelle permutation des coordonne´es dans K
n, il existe des
germes de fonctions analytiques nulles a` l’origine dans Kd+1, ui,j(z
′, t), d+ 1 ≤
j ≤ n, tels que pour ξ ∈ B(Kn,i)(ϕ) on ait :
ξ ∈ BX,i(ϕ)⇐⇒ r”i(ξ)(t) = (ui,d+1(r
′
i(ξ)(t), t), . . . , un(r
′
i(ξ)(t), t))
Preuve :
Conservant les notations qui suivent (D2), on a ξ ∈ BX,i(ϕ) si et seulement si
l’arc t → (t, ri(ξ)(t)) ∈ A(Z′i,0). Il ne nous reste plus qu’a` de´crire A(Z′i,0). Fixons
i0 de telle sorte que pour i ≥ i0, (Z
′
i, 0) soit lisse. Comme dim0(Z
′
i, 0) = d + 1,
celui-ci peut eˆtre de´fini par :
(Z ′i, 0) = {(t, z) ∈ (K , 0)× (K
n, 0)|fd+1(t, z) = . . . = fn(t, z) = 0},
ou` le rang en 0 de la matrice jacobienne des fj, d + 1 ≤ j ≤ n, est n − d. Pour
conclure, il nous suffit de voir, par le the´ore`me des fonctions implicites ordinaires,
qu’il existe id+1, . . . , in ∈ {1, . . . , n} tels que :
det(
∂fk
∂zil
)d+1≤k,l≤n(0) 6= 0.
Ceci est ne´cessairement satisfait. En effet, si cela n’e´tait pas le cas, puisque le
rang de la matrice jacobienne des fj est tout de meˆme n− d, cela signifierait que
l’on peut de´finir (apre`s une e´ventuelle permutation des zj) (Z
′
i, 0) comme :
(Z ′i, 0) = {(t, z) ∈ (K , 0)× (K
n, 0)/t − u1(z1, . . . , zd+1) = zd+2 − u2(z1, . . . , zd+1)
= . . . = zn − un−d(z1, . . . , zd+1) = 0}
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avec uj(0) = 0, 1 ≤ j ≤ n−d et ∂u1/∂z1(0) = ∂u1/∂z2(0) = . . . = ∂u1/∂zd+1(0) =
0.
Mais ceci est absurde puisque l’arc t→ (t, ri(ϕ)(t)) est a` valeurs dans (Z
′
i, 0).
Or celui-ci ne peut satisfaire l’e´quation :
t− u1(ri,1(ϕ)(t), . . . , ri,d+1(ϕ)(t)) = 0,
car ord(u1(ri(ϕ)) ≥ 2. 
Remarque 4.5 1) Soit ϕ ∈ R(X,0). Fixons i0 satisfaisant les conditions de 4.4.
Soit i ≥ i0, alors l’application Θi :
BX,i(ϕ)→ A(Kd,0)
ξ → r′i(ξ)
est un ”isomorphisme analytique” puisque sa re´ciproque Θ−1i est donne´e par :
A(Kd,0) → BX,i(ϕ)
α→ Θ−1i (α)
ou` Θ−1i (α)(t) = (α1(t), . . . , αd(t), ui,d+1(α(t), t), . . . , ui,n(α(t), t)). On peut d’au-
tre part conside´rer que la notion naturelle de morphisme analytique entre A(X,0)
et A(Y,0) est celle des morphismes induits par les applications analytiques :
(K , 0) × (X, 0)→ (K , 0) × (Y, 0)
(t, x)→ (t, a(t, x)).
Pour ces raisons, il nous semble justifie´ de dire que de ce point de vue R(X,x) est
l’ensemble des points re´guliers de A(X,x).
2) Si (X, 0) est re´duit et e´quidimensionnel, l’entier i0 est pre´cise´ par 4.3.
3) Spe´cifier la de´pendance des ui,j(z
′, t) par rapport aux Ak, k ≤ i, est la
notion de stabilite´ de [D-L1]. Ceci de´coulera du the´ore`me 4.10. L’entier i0 de 4.3
est plus pre´cis que celui fourni par la preuve du lemme 4.1 de [D-L1]. Il est utile
de pre´ciser cet entier i0 si on cherche a` obtenir des informations pre´cises sur la
se´rie de Poincare´ conside´re´e dans [D-L1].
En ge´ne´ral R(X,0) n’est pas dense dans A(X,0) comme le montre l’exemple
suivant :
Exemple 4.6 Conside´rons le germe en 0 du parapluie de Whitney :
(X, 0) = {(z1, z2, z3) ∈ (C
3, 0)|z21 − z2z
2
3 = 0}
(Sing(X), 0) = {(z1, z2, z3) ∈ (C
3, 0)|z1 = z3 = 0}. Soit l’arc ϕ, t → (0, t, 0). Il
est facile de ve´rifier que ∀i ≥ 1, BX,i(ϕ) ⊂ A(Sing(X),0). Par conse´quent BX,i(ϕ)∩
R(X,0) = ∅.
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Cependant ce genre de pathologie peut toujours eˆtre e´vite´ par un changement de
parame´trisation. Plus pre´cise´ment on a :
Lemme 4.7 Soient (X, 0) un germe d’espace analytique complexe re´duit et ϕ ∈
A(X,0). Alors il existe un entier p ∈ N
∗ tel que, de´signant par θ l’arc t → ϕ(tp),
on ait, ∀ (Y, 0) sous-ensemble analytique propre de (X, 0) :
∀i ∈ N, BX,i(θ) ∩ (A(X,0) −A(Y,0)) 6= ∅.
Preuve :
Fixons un repre´sentant de (X, 0) dans un voisinage de 0 assez petit. Soit alors
Π : Z → X, avec Z lisse de´nombrable a` l’infini, Π propre et surjectif (un tel
Π existe en vertu des re´sultats sur la de´singularisation). Soit maintenant C la
courbe image de ϕ. Posons A′ = Π−1(C). Conside´rons la de´composition de A′
en composantes irre´ductibles A′ = ∪α∈ΛA
′
α (Λ est de´nombrable). Pour chaque
α ∈ Λ, puisque Π est propre, Π(A′α) est un sous-ensemble analytique irre´ductible
inclus dans C. C’est donc un point ou C tout entier. Comme Λ est de´nombrable,
il existe α tel que Π(A′α) = C. Fixons un tel α, disons α = 1. Π
−1(0) ∩A′1 est un
sous-ensemble analytique de A′1 tel que pour tout p ∈ A
′
1, dimpΠ
−1(0) ∩ A′1 <
dimpA
′
1. Soit p ∈ Π
−1(0) ∩ A′1, conside´rons un arc ρ : (C, 0) → (A
′
1, p) tel que
ρ ∈ A(A′1,p) −A(Π−1(0)∩A′1,p). On peut supposer que ρ de´finit la normalisation de
son image (C0, p). On a alors un diagramme commutatif induit par Π :
(C0, p)
Π
−−−−→ (C, 0)xρ
xn
(C, 0)
Π˜
−−−−→ (C, 0)
a
←−−−− (C, 0)
ou` ϕ = n ◦ a, n est est la normalisation de (C, 0), Π˜ le rele`vement de Π a`
la normalisation. Par un choix convenable de coordonne´e dans le (C, 0) source
de Π˜, on peut e´crire Π˜(t) = tp. Ainsi Π(ρ(t)) = n(tp). Ecrivons maintenant
a(t) = tku(t), u(0) 6= 0. Puis soit α ∈ O1 tel que α(t)
p = u(tp). On a :
ϕ(tp) = n(tkpu(tp)) = n((tkα(t))p) = Π(ρ(tα(t))).
Si ρ˜ de´signe l’arc t → ρ(tα(t)) ∈ A(Z,p), on a donc Π(ρ˜(t)) = ϕ(t
p) = θ(t). Soit
maintenant (Y, 0) un sous-ensemble analytique propre de (X, 0). Notons Y ′ =
Π−1(Y ), (Y ′, p) est un sous-ensemble analytique propre de (Z, p). Soit i ∈ N, il
existe en vertu du lemme 4.9 ci-dessous ξ˜ ∈ BZ,i(ρ˜) tel que ξ˜ 6∈ A(Y ′,p). Par suite
l’arc ξ = Π(ξ˜) ∈ BX,i(θ) et 6∈ A(Y,0). 
Remarque 4.8 Le lemme 4.7 ne sera pas utilise´ par la suite. C’est le seul en-
droit ou` nous utilisons l’existence de de´singularisation. Il a e´te´ motive´ par une
affirmation dans l’article de J. Becker re´fe´rence´ dans [I5].
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Le lemme 4.9 est une version effective du second point du lemme 1.4 de [T4].
Cette effectivite´ sera utilise´e a` la section suivante.
Lemme 4.9 Soient ϕ ∈ A(Kn,0) et i ∈ N. Pour f ∈ K[[X1, . . . ,Xn]], f 6= 0 on
a :
m0(f) ≤Minθ∈BKn,i(ϕ)ord(f ◦ θ) ≤ m0(f)(i+ 1)
ou` m0(f) de´signe la multiplicite´ ou l’ordre de f .
Preuve :
Soient ϕ ∈ A(Kn,0) et i ∈ N. Pour prouver 4.9, on peut supposer ord(ϕ) ≤ i.
En effet sinon, soit (a1, . . . , an) ne figurant pas dans les ze´ros de la forme initiale
de f . Alors l’arc t→ θ(t) = (a1t
i+1, . . . , ant
i+1) est dans BKn,i(ϕ) et ord(f ◦ θ) =
m0(f)(i + 1). Nous supposerons donc ord(ϕ) ≤ i. On peut par ailleurs supposer
que f ∈ On. Soit (Z0, 0) = (K , 0) × (X,x), ou` (X,x) est le germe de´fini par
f . Posons : f0 ∈ K{t,X}, f0 = f . Puis soit fj(t, x) ∈ On+1 = K{t,X}, la
transforme´e stricte de fj−1 par Π
′
j (les notations sont celles de (D2)). Un calcul
e´le´mentaire en coordonne´es locales montre que :
tm0(f0)+m0(f1)+...+m0(fi−1)fi(t,X) = f(
i∑
k=1
Akt
k + tiX)
pour (t,X) voisin de (0, 0).
Soit alors un point (1, a1, . . . , an) qui n’est pas dans les ze´ros de la forme
initiale de fi. On a alors :
tm0(f0)+m0(f1)+...+m0(fi−1)fi(t, a1t, . . . , ant) = f(
i∑
k=1
Akt
k + ti+1A)
avec A = (a1, . . . , an). D’ou` :
ord(f(
i∑
k=1
Akt
k + ti+1A)) = m0(f0) +m0(f1) + . . .+m0(fi−1) +m0(fi).
Or c’est un cas extreˆmement simple (ve´rifiable a` la ”main”) du the´ore`me de
Benett [B] de voir que :
m0(fi) ≤ m0(fi−1) ≤ . . . ≤ m0(f0).
Par suite ord(f(
∑i
k=1Akt
k + ti+1A)) ≤ m0(f)(i+ 1). 
Nous allons a` pre´sent prouver le the´ore`me de semi-continuite´ 1.7.
Preuve de 1.7. :
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Conside´rons une sous-varie´te´ alge´brique affine irre´ductible V ⊂ Kl. Notons
K[V ] la K-alge`bre de type fini qui la de´finit. Soient F1(t,X), . . . , Fs(t,X) des
e´le´ments de K[V ][[t,X]]. Posons :
Fj(t, x) =
∑
α1∈N,α∈Nn
ajα1,αt
α1Xα, ajα1,α ∈ K[V ].
Soient R =
∑s
j=1K[V ][[t,X]]Fj(t,X) et N(R) le diagramme des exposants initi-
aux de R. Pour chaque v ∈ V , il y a un morphisme ”d’e´valuation des coefficients
en v” :
K[V ][[t,X]] −→ K[[t,X]]
F (t,X) −→ F (v, t,X)
ou` si F (t, x) =
∑
α1∈N,α∈Nn
aα1,αt
α1Xα, aα1,α ∈ K[V ],
F (v, t, x) =
∑
α1∈N,α∈Nn
aα1,α(v)t
α1Xα, aα1,α(v) ∈ K.
On notera par Rv l’ide´al de K[[t,X]] engendre´ par les Fj(v, t,X) et par N(Rv)
son diagramme des exposants initiaux. On a alors :
Lemme 4.10 Sous les notations pre´ce´dentes :
1) ∀v ∈ V , N(R) ≤ N(Rv) ;
2) Il existe V ′ sous-varie´te´ alge`brique propre de V telle que :
- ∀v ∈ V − V ′, N(R) = N(Rv) ;
- pour tout sommet β de N(R), il existe G ∈ R tel que ν(G) = β et ∀v ∈
V − V ′, ν(G(v, t,X)) = ν(G) = β.
Preuve :
Il suffit de re´pe´ter dans nos notations la preuve des lemmes 7.1 et 7.2 de E.
Bierstone et P.D. Milman dans [B-M1].
Lemme 4.11 Soient i ∈ N∗ et V une sous-varie´te´ alge´brique irre´ductible de
Ai(Kn,0) = K
ni, il existe une sous-varie´te´ propre V ′ de V telle que :
1) ∀ϕi, θi ∈ V − V ′, HiX,ϕi = H
i
X,θi ;
2) ∀ϕi, θi ∈ V − V ′, N i
X,ϕi
= N i
X,θi
.
Preuve :
Nous tentons d’abord d’alle´ger les notations. Soit ϕi un e´le´ment de Ai(Kn,0),
c’est donc un morphisme de K-alge`bres locales de K{X1, . . . ,Xn}→ K{t}/(t)
i+1.
La donne´e de ϕi est donc e´quivalente a` la donne´e d’un e´le´ment :
ϕi =
i∑
k=1
Akt
k, avec Ak ∈ K
n.
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Les notations e´tant celles de (D1) et (D2), nous noterons par HAj = HA1,...,Aj ,
Aj = (A1, . . . , Aj), la fonction de Hilbert-Samuel de (Z
′
j , 0). C’est donc la fonc-
tion de Hilbert-Samuel de l’anneau local K{t,X}/Ij,Aj . Dans ces notations, la
suite HiX,ϕi est la suite (H0,HA1 , . . . ,HA1,...,Ai), ou` H0 est la fonction de Hilbert-
Samuel de (Z ′0, 0) = (K , 0) × (X, 0). Soit j, 1 ≤ j ≤ i. De´signons par Vj
l’adhe´rence de Zariski de Pj(V ) ⊂ K
nj, ou` Pj : K
ni → Knj de´signe la projec-
tion oublie des n(i− j) derniers termes. Vj est donc une sous-varie´te´ irre´ductible
de Knj. Conside´rons maintenant une base standard, f1(X), . . . , fp0(X) ∈ K[[X]]
de I0, ou` I0 est l’ide´al de´finissant OX,0 comme K{X}/I0. Puis posons :
Fk,0(t,X) = fk(X) ∈ K[[X]], 1 ≤ k ≤ p0.
Soit alors :
Fk,1(t,X) =
Fk,0(t, t(Y1 +X))
t|ν(Fk,0)|
∈ K[Y1][[t,X]], 1 ≤ k ≤ p0.
Prenant la classe des coefficients des Fk,1 dans K[V1], on obtient des e´le´ments
F k,1(t,X) ∈ K[V1][[t,X]]. On notera R1 l’ide´al de K[V1][[t,X]] engendre´ par les
F k,1(t,X) et soit N(R1) son diagramme des exposants initiaux. De´signons par
β1,1, . . . , βp1,1 les sommets de N(R1). D’apre`s le lemme pre´ce´dent il existe une
sous-varie´te´ propre V ′1 de V1 et des e´le´ments G1,1, . . . , Gp1,1 ∈ R1 ⊂ K[V1][[t,X]]
tels que :
- ∀A1 ∈ V1 − V
′
1 , N(R1) = N(R1,A1) ;
- ∀A1 ∈ V1 − V
′
1 , ∀k, 1 ≤ k ≤ p1, βk,1 = ν(Gk,1) = ν(Gk,1(A
1, t,X)).
Posons ensuite :
Fk,2(t,X) =
Gk,1(t, t(Y2 +X))
t|ν(Gk,1)|
∈ K[V1][Y2][[t,X]], 1 ≤ k ≤ p1.
Prenant la classe des coefficients des Fk,2 dans K[V2], on obtient des e´le´ments
F k,2(t,X) ∈ K[V2][[t,X]]. On notera R2 l’ide´al de K[V2][[t,X]] engendre´ par les
F k,2(t,X) et soit N(R2) son diagramme des exposants initiaux. De´signons par
β1,2, . . . , βp2,2 les sommets de N(R2). A nouveau le lemme 4.10 assure l’exis-
tence d’une sous-varie´te´ propre V ′2 de V2 et d’e´le´ments G1,2, . . . , Gp2,2 ∈ R2 ⊂
K[V2][[t,X]] tels que :
- ∀A2 = (A1, A2) ∈ V2 − V
′
2 , N(R2) = N(R2,A2) ;
- ∀A2 = (A1, A2) ∈ V2−V
′
2 , ∀k, 1 ≤ k ≤ p2, βk,2 = ν(Gk,2) = ν(Gk,2(A
2, t,X)).
On continue le proce´de´ par re´currence. Soit j < i. Ayant de´termine´ une sous-
varie´te´ propre V ′j de Vj et des e´le´ments F k,j(t,X) ∈ K[Vj][[t,X]], 1 ≤ k ≤ pj−1,
engendrant un ide´al Rj , il existe des e´le´ments G1,j, . . . , Gpj ,j ∈ Rj ⊂ K[Vj][[t,X]]
tels que :
- ∀Aj = (A1, . . . , Aj) ∈ Vj − V
′
j , N(Rj) = N(Rj,Aj) ;
- ∀Aj = (A1, . . . , Aj) ∈ Vj−V
′
j , ∀k, 1 ≤ k ≤ pj , βk,j = ν(Gk,j) = ν(Gk,j(A
j , t,X)),
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ou` les βk,j sont les sommets de N(Rj).
On pose alors :
Fk,j+1(t,X) =
Gk,j(t, t(Yj+1 +X))
t|ν(Gk,j)|
∈ K[Vj ][Yj+1][[t,X]], 1 ≤ k ≤ pj.
On note F k,j+1(t,X) 1 ≤ k ≤ pj, les e´le´ments de K[Vj+1][[t,X]] obtenus en
prenant les classes des coefficients. Soient Rj+1 l’ide´al de K[Vj+1][[t,X]] engendre´
par les F k,j+1(t,X) et N(Rj+1) son diagramme des exposants initiaux. Le lemme
4.10 assure l’existence d’e´le´ments Gk,j+1 ∈ Rj+1, 1 ≤ k ≤ pj+1 et d’une sous-
varie´te´ prorpre V ′j de Vj tels que :
- ∀Aj+1 = (A1, . . . , Aj+1) ∈ Vj+1 − V
′
j+1, N(Rj+1) = N(Rj+1,Aj+1) ;
- ∀Aj+1 = (A1, . . . , Aj+1) ∈ Vj+1 − V
′
j+1, ∀k, 1 ≤ k ≤ pj+1, βk,j+1 =
ν(Gk,j+1) = ν(Gk,j+1(A
j+1, t,X)),
ou` les βk,j+1 sont les sommets de N(Rj+1).
On pose alors :
V ′ =
⋃
1≤j≤i
((V ′j ×K
n(i−j)) ∩ V )).
Alors V ′ est une sous-varie´te´ propre de V . Soient alors Ai = (A1, . . . , Ai) (resp.
Bi = (B1, . . . , Bi)) ∈ V − V
′. Puisque le diagramme des exposants initiaux
de´termine la fonction de Hilbert-Samuel, il nous suffit pour conclure de voir que :
N(Ij,Aj) = N(Ij,Bj), 1 ≤ j ≤ i.
Pour cela du fait que les Fk,0 sont une base standard de I0, leurs transforme´es
strictes engendrent I1,A1 pour tout A
1 ∈ V1. Par conse´quent pour tout A
1 ∈
V1, I1,A1 est engendre´ par les F k,1(A
1, t,X), 1 ≤ k ≤ p0. Maintenant si A
1 ∈
V1 − V
′
1 , par construction meˆme les Gk,1(A
1, t,X) sont une base standard de
I1,A1 = R1,A1 . Par suite N(I1,A1) = N(I1,B1) = N(R1) et donc HA1 = HB1 .
De plus, les transforme´es strictes des Gk,1(A
1, t,X) engendrent I2,A1,A2 , ∀A1 ∈
V1 − V
′
1 , A2 ∈ K
n. Par conse´quent les F k,2(A1, A2, t,X), 1 ≤ k ≤ p1, engendrent
I2,A1,A2 , ∀A
1 ∈ V1 − V
′
1 , A
2 ∈ Kn. Par suite, ∀A1 ∈ V1 − V
′
1 , A2 ∈ K
n, R2,A1,A2 =
I2,A1,A2 . Par conse´quent :
N(I2,A1,A2) = N(I2,B1,B2) = N(R2), et HA1,A2 = HB1,B2 .
Par construction, ∀(A1, A2) ∈ V2 − V
′
2 , les Gk,2(A1, A2, t,X) sont une base stan-
dard de I2,A1,A2 . Leurs transforme´es strictes engendrent donc I3,A3 , ∀A
3 ∈ (V2 −
V ′2) × K
n. Par suite, les Fk,3(A
3, t,X) engendrent I3,A3 , ∀A
3 ∈ (V2 − V
′
2) × K
n.
Donc ∀A3 ∈ V3 − V
′
3 , N(I3,A3) = N(R3) = N(R3,A3). D’ou` :
HA3 = HB3 .
On continue ainsi par re´currence jusqu’a` l’ordre i. Notons que pour tout ϕi ∈
V − V ′,
N iX,ϕi = (N(I1,A1), . . . , N(Ii,Ai)) = (N(R1), . . . , N(Ri))
26
Lemme 4.12 Soient i ∈ N∗ et V une sous-varie´te´ alge´brique irre´ductible de
Ai(Kn,0) = K
ni. Soit V ′ comme dans le lemme 4.11. On a :
∀ ϕi ∈ V − V ′, ∀θi ∈ V ′, N iX,ϕi ≤ N
i
X,θi .
Preuve :
On proce`de par re´currence sur i. Pour i = 1, la proprie´te´ re´sulte du lemme
4.10 puisque pour tout A1 ∈ V , I1,A1 = R1,A1 . Nous supposerons donc i > 1 et la
proprie´te´ e´tablie pour i− 1. Pour e´tablir la proprie´te´ au rang i, on raisonne par
re´currence sur m la dimension de V . Si m = 0, le re´sultat est e´vident. On peut
donc supposer m > 0 et la proprie´te´ e´tablie pour toute sous-varie´te´ irre´ductible
de Kni de dimension ≤ m − 1. Soient V , V ′ comme dans 4.11. Conside´rons la
de´composition en composantes irre´ductibles de V ′ :
V ′ =
⋃
1≤l≤t
V ′l.
Le lemme 4.11 fournit pour chaque l une sous-varie´te´ propre V ”l telle que :
∀ ϕ′i, ∀ θ′i ∈ V ′l − V ”l, N iX,ϕ′i = N
i
X,θ′i .
Notre hypothe`se de re´currence sur la dimension nous dit que :
∀ ϕ′i ∈ V ′l − V ”l, ∀ θ′i ∈ V ”l, N iX,ϕ′i ≤ N
i
X,θ′i .
Par conse´quent pour e´tablir la propri´te´ au rang i, on peut supposer que V ′ est
irre´ductible et qu’il existe une sous-varie´te´ propre V ” de V ′ comme dans 4.11. Il
s’agit alors de voir que :
∀ ϕi ∈ V − V ′, ∀ θi ∈ V ′ − V ”, N iX,ϕi ≤ N
i
X,θi .
Maintenant par hypothe`se de re´currence sur i, notant ϕi−1 et θi−1 les tronque´s
a` l’ordre i− 1 de ϕi et θi, on a :
N i−1
X,ϕi−1
≤ N i−1
X,θi−1
.
Si l’ ine´galite´ ci-dessus est stricte, par definition de l’ordre lexicographique on a
alors aussi une ine´galite´ stricte au rang i. On peut donc supposer que :
N i−1
X,ϕi−1
= N i−1
X,θi−1
.
La preuve du lemme 4.11, applique´e a` V ′, nous dit qu’il existe des sous-varie´te´s
propres V ”j de V
′
j , 1 ≤ j ≤ i, des e´le´ments F
′
k,j ∈ K[V
′
j ][[t,X]], 1 ≤ k ≤ p
′
j−1,
engendrant un ide´al R′j dont le diagramme des exposants initiaux est note´ N(R
′
j),
et des e´le´ments G′k,j ∈ R
′
j tels que :
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- ∀Bj = (B1, . . . , Bj) ∈ V
′
j − V ”j , N(R
′
j) = N(R
′
j,Bj) ;
- ∀Bj = (B1, . . . , Bj) ∈ V
′
j − V ”j, ν(G
′
k,j) = ν(G
′
k,j(B
j , t,X)), 1 ≤ k ≤ p′j,
ou` les β′k,j sont les sommets de N(R
′
j).
On a de plus :
F ′k,j+1(t,X) =
G′k,j(t, t(Yj+1 +X))
t|ν(G
′
k,j
)|
∈ K[V ′j ][Yj+1][[t,X]].
Dont les classes donnent les F
′
k,j+1 ∈ K[V
′
j+1][[t,X]]. Par hypothe`se, on a p
′
j−1 =
pj−1 et β
′
k,j = βk,j , j ≤ i−1. Pour conclure il suffit d’e´tablir la proprie´te´ suivante :
Sous-Lemme 4.13
Il existe des e´le´ments F˜ ′k,i ∈ K[V ][[t,X]], 1 ≤ k ≤ pi−1, tels que :
1) L’ide´al de K[[t,X]] engendre´ par les F˜ ′k,i(B1, . . . , Bi, t,X) est le meˆme que
celui engendre´ par les F
′
k,i(B1, . . . , Bi, t,X), ∀B
i = (B1, . . . , Bi) ∈ V
′−W”,
ou` W” est une sous-varie´te´ propre de V ′ ;
2) F˜ ′k,i(A1, . . . , Ai−1, Ai, t,X) ∈ Ii,A1,...,Ai−1,Ai, ∀ A
i = (A1, . . . , Ai) ∈ V .
En effet supposons (4.13) e´tablie. Notons R˜i l’ide´al de K[V ][[t,X]] engendre´
par les F˜ ′k,i et par N(R˜i) son diagramme des exposants initiaux. Par le second
point de (4.13), on a pour tout Ai ∈ V , R˜i,Ai ⊂ Ii,Ai . Donc N(Ii,Ai) ≤ N(R˜i,Ai).
Maintenant par le lemme 4.10, il existe une sous varie´te´ propre W ′ de V telle
que ∀Ai ∈ V −W ′, N(R˜i,Ai) = N(R˜i). Par irre´ductibilite´ de V , V
′ ∪W ′  V .
Conside´rant un point Ai ∈ V − (V ′ ∪W ′) on a donc :
N(Ri) = N(Ii,Ai) ≤ N(R˜i,Ai) = N(R˜i)
Maintenant par le premier point de (4.13), conside´rons un point Bi de V ′− (V ”∪
W”) (qui est ne´cessairement non vide par irre´ductibilite´ de V ′), on a :
N(R′i) = N(Ii,Bi) = N(R˜i,Bi).
Par suite par le lemme 4.10, N(R˜i) ≤ N(R
′
i). D’ou´ N(Ri) ≤ N(R
′
i), ce que nous
cherchions a` de´montrer . Il nous reste donc a` prouver (4.13).
Nous allons a` nouveau proce´der par re´currence sur i. Les notations e´tant celles
de la preuve du lemme 4.11 on a :
Fk,1(t,X) =
Fk,0(t, t(Y1 +X))
t|ν(Fk,0)|
∈ K[Y1][[t,X]], 1 ≤ k ≤ p0.
Les F
′
k,1 sont les classes dansK[V
′
1 ][[t,X]] des Fk,1. Posons : F˜
′
k,1(t,X) = F k,1(t,X) ∈
K[V1][[t,X]]. (4.13) est alors claire pour i = 1. D’autre part, il existe des U
1
k,l ∈
K[V ′1 ][[t,X]] tels que :
G′k,1 =
p0∑
l=1
U
1
k,lF
′
l,1 ∈ K[V
′
1 ][[t,X]].
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Posons :
G”k,1 =
p0∑
l=1
U1k,lF˜
′
l,1 ∈ K[V1][[t,X]]
ou` les U1k,l repre´sentent les U
1
k,l. Nous allons construire des G˜
′
k,1 ∈ K[V1][[t,X]],
1 ≤ k ≤ p1, tels que :
- G˜′k,1 ∈ R1 ;
- ν(G˜′k,1) = βk,1 ;
- ∀ B1 ∈ V
′
1 − V ”1, ν(G˜
′
k,1(B1, t,X)) = ν(G
′
k,1(B1, t,X)) = βk,1 ;
- ∀ B1 ∈ V
′
1 − V ”1, G˜
′
k,1(B1, t,X) = G
′
k,1(B1, t,X) modulo un e´le´ment de
K∗.
On proce`de par re´currence sur k. On a d’abord :
ν(G”1,1) ≤ ν(G
′
1,1) = β1,1.
Mais ν(G”1,1) ∈ N(R1). Donc ν(G”1,1) ≥ β1,1. Par suite ν(G”1,1) = ν(G
′
1,1).
Posons G˜′1,1 = G”1,1 ∈ K[V1][[t,X]]. Soit k, 1 ≤ k < p1, supposons avoir con-
struit G˜′1,1, . . . , G˜
′
k,1 ∈ K[V1][[t,X]] satisfaisant les proprie´te´s ci-dessus. On a :
ν(G”k+1,1) ≤ ν(G
′
k+1,1) = βk+1,1. Mais ν(G”k+1,1) ∈ N(R1). Donc :
ν(G”k+1,1) ∈ ∪k+1≤s≤p1(βs,1 + N
n+1),
ou bien
ν(G”k+1,1) ∈ ∪1≤s≤k(βs,1 + N
n+1).
Dans le premier cas on a ν(G”k+1,1) ≥ βk+1,1 et donc ν(G”k+1,1) = βk+1,1. On
pose alors G˜′k+1,1 = G”k+1,1. Dans le second cas si ν(G”k+1,1) < ν(G
′
k+1,1), on
e´crit :
ν(G”k+1,1) = βl,1 + γ, avec 1 ≤ l ≤ k et γ ∈ N
n+1.
On conside`re alors :
G′′′k+1,1(t,X) = g˜
′
βl,1,l,1
(Y1)G”k+1,1(t,X)− g”βl,1+γ,k+1,1(Y1)t
γ1Xγ
′
G˜′l,1(t,X).
Ou` γ = (γ1, γ
′) et g˜′βl,1,l,1(Y1) est le coefficient dans le de´veloppement de G˜
′
l,1
correspondant au monoˆme tβl,1,1Xβ
′
l,1 avec βl,1 = (βl,1,1, β
′
l,1) et g”βl,1+γ,k+1,1(Y1)
est celui correspondant au monoˆme tβl,1,1+γ1Xβ
′
l,1+γ
′
dans le developpement de
G”k+1,1. On a alors :
(∗∗) ν(G”k+1,1) < ν(G
′′′
k+1,1) ≤ ν(G
′
k+1,1) = βk+1,1.
De plus :
- ∀ B1 ∈ V
′
1 − V ”1, G
′′′
k+1,1(B1, t,X) = G
′
k+1,1(B1, t,X) a` la multiplication
pre`s par un e´le´ment de K∗ ;
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- ∀ B1 ∈ V
′
1 − V ”1, ν(G
′′′
k+1,1(B1, t,X)) = βk+1,1 ;
- G′′′k+1,1 ∈ R1.
On recommence alors le meˆme raisonnement avec G′′′k+1,1 au lieu de G
′
k,1. Puisque
la premie`re ine´galite´ de (∗∗) est stricte, au bout d’un nombre fini d’e´tapes, on
aura construit un e´le´ment G˜′k+1,1 ∈ K[V1][[t,X]] posse´dant les proprie´te´s de´sire´es.
Maintenant ayant construit G˜′1,1, . . . , G˜
′
p1,1, on pose :
F˜ ′k,2(t,X) =
G˜′k,1(t, t(Y2 +X))
t|βk,1|
∈ K[V1][Y2][[t,X]], 1 ≤ k ≤ p1,
et on note encore F˜ ′k,2 les e´le´ments de K[V2][[t,X]] obtenus en prenant la classe des
coefficients dansK[V2]. Par construction meˆme F˜
′
k,2(B1, B2, t,X) et F
′
k,2(B1, B2, t,X)
diffe`rent au plus multiplicativement d’une constante non nulle pour tout (B1, B2)
∈ V ′2 −V ”2. Le premier point de (4.13) en de´coule pour i = 2. Concernant le sec-
ond point, pour tout A1 ∈ V1, G˜
′
k,1(A1, t,X) ∈ R1,A1 = I1,A1 . Donc pour tout A2
∈ Kn, leurs transforme´es strictes :
G˜′k,1(A1, t, t(A2 +X))
t|ν(G˜
′
k,1(A1,t,X))|
sont des e´le´ments de I2,A1,A2 . Mais :
|ν(G˜′k,1(A1, t,X))| ≥ |ν(G˜
′
k,1(t,X))| = |βk,1|.
Donc les F˜ ′k,2(A1, A2, t,X) sont des multiples de ces transforme´es strictes et sont
par suite des e´le´ments de I2,A1,A2 . Donc (4.13) est e´tablie pour i = 2.
Maintenant pour passer du rang i − 1 au rang i, on raisonne exactement
comme nous venons de le faire pour le passage du rang 1 au rang 2. On conside`re
l’ide´al R˜i−1 de K[Vi−1][[t,X]] engendre´ par les F˜
′
k,i−1, ainsi que l’ide´al R˜
′
i−1 de
K[V ′i−1][[t,X]] engendre´ par les classes des F˜
′
k,i−1. On applique le lemme 4.10 a`
R˜′i−1 , ce qui fournit des e´le´ments Gˆ
′
k,i−1 analogues des G
′
k,1. Ceux-ci permettent
de construire par le meˆme proce´de´ que dans le passage du rang 1 au rang 2 des
G˜′k,i−1 ∈ K[Vi−1][[t,X]], 1 ≤ k ≤ pi−1, tels que :
- ν(G˜′k,i−1) = βk,i−1 ;
- ν(G˜′k,i−1(B1, . . . , Bi−1, t,X)) = βk,i−1 pour tout (B1, . . . , Bi−1) dans un
ouvert de Zariski non vide de V ′i−1 ;
- G˜′k,i−1(B1, . . . , Bi−1, t,X) = Gˆ
′
k,i−1(B1, . . . , Bi−1, t,X) a` la multiplication
pre`s par un e´le´ment de K∗, pour tout (B1, . . . , Bi−1) dans un ouvert de
Zariski non vide de V ′i−1 ;
- G˜′k,i−1 ∈ R˜i−1.
Ceux-ci permettent de de´finir les F˜ ′k,i par la formule :
F˜ ′k,i(t,X) =
G˜′k,i−1(t, t(Yi +X))
t|βk,i−1|
∈ K[Vi][[t,X]], 1 ≤ k ≤ pi−1.
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On ve´rifie alors les proprie´te´s de (4.13) comme plus haut. 
Pour finir la preuve du the´ore`me de semi-continuite´, il nous suffit de dire que
celui-ci re´sulte des lemmes 4.11 et 4.12. 
Preuve de 1.8 :
La semi-continuite´ pour la topologie de Zariski d’une fonction F i de Ai(Kn,0)
dans un ensemble ordonne´ Λ entraine que pour tout λ ∈ Λ l’ensemble :
Siλ = {ϕ
i ∈ Ai(Kn,0)|F
i(ϕi) ≥ λ}
est une sous-varie´te´ alge´brique de Ai(Kn,0). D’autre part d’apre`s le the´ore`me de
semi-continuite´ ϕi → N iX,ϕi ne prend qu’un nombre fini de valeursNi,j, 1 ≤ j ≤ li,
sur Πi(A(X,x)). On pose alors :
Ui,j = {ϕ
i ∈ Πi(A(X,x))|NX,ϕi ≥ Ni,j} et Wi,j = ∪j′ 6=jUi,j.
Les proprie´te´s de 1.8 sont alors claires puisque le diagramme des exposants initi-
aux de´termine la fonction de Hilbert-Samuel ainsi que la multiplicite´. 
Remarque 4.14 1) Il est naturel de se demander aussi si les fonctions ϕi →
MiX,ϕi et ϕ
i → HiX,ϕi sont semi-continues supe´rieurement pour la topologie de
Zariski sur Ai(Kn,0). Ceci est au moins le cas pour les hypersurfaces. Cependant
l’auteur n’a pas re´ussi pour le moment a` le prouver dans le cas ge´ne´ral.
2) On peut raffiner la partition Si,j ci-dessus en e´crivant Si,j = ∪1≤k≤ti,jUi,j,k−
Wi,j,k, ou` Ui,j,k et Wi,j,k sont des varie´te´s alge´briques. De telle sorte que pour
chaque k, il existe des Fk,l(t,X) ∈ R(Ui,j,k,Wi,j,k)[[t,X]], R(Ui,j,k,Wi,j,k) de´signant
les fonctions re´gulie`res sur Ui,j,k a` poˆles dans Wi,j,k, telles que ∀A
i ∈ Ui,j,k−Wi,j,k
les Fk,l(A
i, t,X) soient la base standard distingue´e de Ii,Ai.
5 Strates Principales et volume motivique
Soient (X,x) un germe de K-espace analytique et i ≥ 1 un entier. D’apre`s les
re´sultats de la section pre´ce´dente, on dispose d’une partition :
Kni =
⋃
1≤l≤ki
Si,l
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ou` les Si,l sont des sous-ensembles constructibles de K
ni tels que :
- sur chaque Si,l,N
i
X,ϕi = (N0,ϕi , . . . , Ni,ϕi) est constante e´gale a`N
i
X,l = (N
l
0, . . . , N
l
i )
- Si l 6= l′, N iX,l 6= N
i
X,l′
Par voie de conse´quences MiX,ϕi et H
i
X,ϕi sont constantes sur chaque Si,l. On
notera respectivement MiX,l = (m
l
0, . . . ,m
l
i) et H
i
X,l = (H
l
0, . . . ,H
l
i) la valeur de
ces constantes.
De´finition 5.1 Soient (X,x) un germe de K-espace analytique et i ≥ 1 un entier
donne´. On dit qu’une strate Si,l de la statification de K
ni par les suites de Nash
des diagrammes des exposants initiaux est principale si et seulement si :
1) ∀m ∈ N, (m, 0, . . . , 0) 6∈ N li
2) mli = 1
On appelle iieme partie principale de la stratification de A(X,x) par les suites de
Nash des diagrammes initiaux et on note P i(X,x) la re´union (disjointe) des Si,l qui
sont des strates principales.
Soient m ∈ N, α = (α0, α1, . . . , αn) ∈ N
n+1 tels que |α| = m. On a α ≤
(m, 0, . . . , 0). Ainsi pour f ∈ K[[t,X]], dire que son exposant initial ν(f) est
e´gal a` (m, 0, . . . , 0) e´quivaut a` dire que sa forme initiale In(f) vaut amt
m avec
am 6= 0. Par conse´quent dire qu’un multi-indice (m, 0 . . . , 0) figure dans le dia-
gramme des exposants initiaux de Ii,Ai pour un point A
i de Kni e´quivaut a` dire
que tm appartient a` l’ide´al initial In(Ii,Ai) de Ii,Ai . Si K = C, l’existence d’un tel
m e´quivaut au fait que le re´duit du coˆne tangent de (Z ′i, 0), note´ (C(Z
′
i, 0))red,
est inclus dans {t = 0} (cette dernie`re e´quation est celle du diviseur exeption-
nel par la suite de´clatements de´finie par Ai). La seconde condition correspond
e´videmment au fait que (Z ′i, 0) est lisse. Ces deux remarques montrent en partic-
ulier que lorsque K = C, P i(X,x) est inde´pendant du syste`me de coordone´es choisi
sur Kn.
The´ore`me 5.2
Soit (X,x) un germe de K-espace analytique K-re´duit et equidimensionel de di-
mension d.
1) La suite [P i(X,x)]L
−di converge vers une limite non nulle dans M̂K.
2) La suite [Πi(A(X,x))]L
−di−[P i(X,x)]L
−di converge vers zero dans M̂K. Ainsi :
Limi→+∞[P
i
(X,x)]L
−di = Limi→+∞[Π
i(A(X,x))]L
−di
Par conse´quent
Limi→+∞[P
i
(X,x)]L
−di = µ(A(X,x))
ou` µ de´signe la mesure motivique.
Preuve :
Nous commenc¸ons par constater que P i(X,x) ⊂ Π
i(A(X,x)). En effet, soit A
i ∈
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P i(X,x). Par le second point de 5.1 le germe correspondant (Z
′
i, 0) ⊂ (K
n+1, 0) est
lisse de dimension d+ 1. Par conse´quent N(Ii,Ai) = ∪1≤k≤n−d(αik + N
n+1) avec
|αik | = 1. Par la premie`re condition de 5.1 αik 6= (1, 0, . . . , 0), 1 ≤ k ≤ n−d. Ceci
implique que la base standard distingue´e de Ii,Ai est de la forme Xik−Uik(t,X”),
1 ≤ k ≤ n − d, ou` X” de´signe les d coordonne´es parmi X1, . . . ,Xn, autres
que Xi1 , . . . ,Xin−d . Par definition du diagramme (D2), ceci implique l’inclusion
souhaite´e. Montrons maintenant que la suite des [P i(X,x)]L
−di est de Cauchy dans
M̂K. Soient i, k ∈ N
∗, par le second point de la remarque 4.14 et la description
ci-dessus, l’application :
P i+k(X,x) ∩Π
−1
i+k,i(P
i
(X,x)) −→ P
i
(X,x)
de´duite de la projection oublie des «k derniers termes»de Kn(i+k) dans Kni est
une fibration localement triviale de fibtre Ldk. Ainsi [P i+k(X,x) ∩ Π
−1
i+k,i(P
i
(X,x)] =
[P i(X,x)]L
dk et donc :
[P i+k]L−d(k+i) − [P i]L−di = [P i+k]L−d(k+i) − [P i+k ∩Π−1i+k,i(P
i)]L−d(i+k)
= [P i+k − P i+k ∩Π−1i+k,i(P
i)]L−d(i+k)
A un point Ai+k = (A1, . . . , Ai, . . . , Ai+k) de P
i+k−P i+k∩Π−1i+k,i(P
i) correspond
une suite des multiplicite´s de Nash m0, . . . ,mi, . . . ,mi+k avec mi ≥ 2 et mi+k =
1. Soit p = n − d et Jp,0 (resp. Jp,Ai) l’ide´al de K[[t,X]] engendre´ par I0 et
tous les de´terminants mineurs d’ordre p des jacobiennes de p e´le´ments de I0
(resp. engendre´ par Ii,Ai et les de´terminants mineurs d’ordre p des jacobiennes
de p e´le´ments de Ii,Ai). Soit ϕ ∈ A(Kn,0) tel que ϕ
i = Ai. Puisque la suite
des multiplicite´s de Nash est de´croissante, on a ml ≤ 2, 0 ≤ l ≤ i. Un calcul
e´le´mentaire montre alors que :
ordt(Γ
∗
0(Jp,0)) ≥ i+ ordt(Γ
∗
i (Jp,Ai)) ≥ i+ 1.
Soit β′ la fonction d’Artin-Greenberg de K[[t,X]]/Jp,0 et c ≥ 1 tel que β
′(i) ≤ ci.
Notons j = [i/c] la partie entie`re de i/c. Par de´finition de β′, on a donc Aj ∈
Πj(A(sing(X),x)). Il en de´coule que :
di+k = dim(P
i+k − P i+k ∩Π−1i+k(P
i)) ≤ (d− 1)j + d(i+ k − j) = d(i+ k)− j
Par suite Limi→+∞d(i+ k)− di+k = +∞. Ce qui assure que la suite [P
i]L−di est
de Cauchy dans M̂K et donc convergente.
Soit maintenant Ai ∈ Πi(A(X,x)) − P
i
(X,x). Soit ϕ(t) =
∑i
k=1Akt
k + tiϕi(t) avec
ϕi(t) =
∑+∞
k=1Ai+kt
k un e´le´ment de A(X,x) qui rele`ve A
i. Par construction du
diagramme (D2), l’arc Γi(t) = (t, ϕi(t)) est trace´ dans (Z
′
i, 0). Ainsi le point
(1, Ai+1) est dans l’ensemble des ze´ros de l’ide´al initial In(Ii,Ai) de Ii,Ai . Ceci
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implique que pour tout m ∈ N, (m, 0, . . . , 0) 6∈ Ni,Ai . Par conse´quent puisque
Ai 6∈ P i, la suite des multiplicite´s de Nash (m0, . . . ,mi) de A
i est telle que
mi ≥ 2. Proce´dant comme plus haut en posant j = [i/c], ceci implique que :
ordt(φ
∗Jp,0) ≥ i+ 1, ∀φ ∈ A(Kn,0)|φ
i = Ai
Par conse´quent Aj ∈ Πj(A(Sing(X),x)). Il en re´sulte que :
li = dim(Π
i(A(X,x) − P
i
(X,x)) ≤ (d− 1)j + d(i− j) = di− j
Par suite Limi−→∞di− li = +∞ et [Π
i(A(X,x))− P
i
(X,x)]L
−di converge vers ze´ro
dans M̂K . Il en de´coule la convergence des deux suites conside´re´es et la co-
incidence de leurs limites. Le fait que cette limite soit e´gale a` µ(A(X,x)) est
conse´quence de 7.1 p.229 dans [D-L1] (ou bien peut eˆtre conside´rer comme une
de´finition du volume motivique c.f. [D-L2]). 
Re´cemment S. Ishii et J. Kolla´r ont conside´re´ l’hypersurface de C5 de´finie par
X31 + X
3
2 +X
5
3 + X
5
4 +X
6
5 = 0 et montre´ qu’elle fournissait un contre exemple
en dimension 4 au «proble´me de Nash»(c.f. [N], [I.K], [R1], [R2] par exemple,
pour la formulation de celui-ci). Nous nous proposons ici, pour illustrer ce qui
pre´ce`de et voir le roˆle jouer par les suites de Nash, de calculer par les me´thodes
ci-dessus le volume motivique de telles hypersurfaces. On peut bien entendu faire
le calcul de manie`re inde´pendante en de´terminant une re´solution des singularite´s
et utiliser «les formules de changement de variables »de l’inte´gration motivique
de [D-L1] ou [S].
Exemple 5.3 K = C. Soient n ≥ 3, k ≥ 2 et (Hn,k, 0) le germe d’hypersurface
a` l’origine de Kn+1 de´fini par :
Xk1 + . . .+X
k
n+Y
2k = 0, (Le contre-exemple d’Ishii-Kolla´r est le cas n=4, k=3)
Posons pour p ≥ 1, Vp,k = {(X1, . . . ,Xp) ∈ K
p/1 +Xk1 + . . .+X
k
p = 0}.
On a alors :
µ(A(Hn,k,0)) = ([Vn−1,k] + [Vn−2,k] + . . .+ k)L
L− 1
Ln − 1
+ [Vn,k]
L− 1
L2n−1 − 1
+ ([Vn−1,k] + [Vn−2,k] + . . .+ k)
(L− 1)2
(Ln−1 − 1)(L2n−1 − 1)
Nous indiquons brie`vement les principales e´tapes des calculs. Pour cela, de´signons
par Ck et Wk les constructibles :
Ck = {X ∈ K
n/X 6= 0 et Xk1 + . . . +X
k
n = 0}
Wk = {(X,Y ) ∈ K
n+1/Y 6= 0 et Xk1 + . . .+X
k
n + Y
2k = 0}.
34
Il est e´le´mentaire de ve´rifier que dans K0(VK) on a :
[Ck] = ([Vn−1,k] + [Vn−2,k] + . . . + k)(L− 1) et [Wk] = [Vn,k](L− 1).
Soit maintenant ϕi = Ai = (A1, . . . , Ai) ∈ K
(n+1)i, Al = (Bl, Yl) ∈ K
n+1 avec
Bl = (bl,1, . . . , bl,n). Posons v =Min{l/Al 6= 0}. Si A
i ∈ P i alors on a v ≤ i, sans
quoi mi = k. L’e´quation locale de (Z
′
v , 0) est :
(X1 + bv,1)
k + . . . + (Xn + bv,n)
k + tkv(Y + Yv)
2k = 0.
Deux e´ventualite´s peuvent se pre´senter :
• Bv 6= et alors mv > 0 si et seulement si Bv ∈ Ck. On alors mv = 1. Ainsi les
e´lm´ents Ai de P i au dessus de tels points sont une fibration localement triviale de
fibre Ln(i−v) et de base Ck×L. Ainsi leur contribution a` [P
i]L−ni est [Ck]L.L
−nv.
Faisant la somme pour v variant de 1 a` i, et prenant la limite dans M̂K lorsque
i tend vers +∞ on obtient :
[Ck]L×
1
Ln − 1
= ([Vn−1,k] + [Vn−2,k] + . . .+ k)L
L− 1
Ln − 1
Ceci est la contribution des strates principales correspondant au suites de Nash
(k, . . . , k, 1, . . . , 1), le premier 1 en position v et ordt(ϕ
i) = v. Le de´coupage de
[Ck] en [Vn−1,k] + [Vn−2,k] + . . . + k correspond aux diffe´rentes possibilite´s pour
Nv = α+ Nn+1, avec α = (0, β) et |β| = 1.
• Bv = 0 et donc Yv 6= 0. On conside`re le premier l avec v+l ≤ i tel que Bv+l 6= 0.
Si Ai ∈ P i, on a certainement l ≤ v. Sinon l’e´quation locale de (Z ′2v , 0) est :
Xk1 + . . .+X
k
n + (t
vY + tvY2v + . . .+ Yv)
2k = 0
et l’on a m2v = 0. On a alors deux sous-cas.
− a) l = v. L’e´quation locale de (Z ′2v, 0) est alors :
(X1 + b2v,1)
k + . . .+ (X1 + b2v,1)
k + (tvY + tvY2v + . . .+ Yv)
2k = 0.
On a m2v > 0 si et seulement si (B2v , Yv) ∈Wk et alors m2v = 1. Les e´le´ments de
P i au dessus de tels points sont une fibration localement triviale de fibre Ln(i−2v)
et de baseWk×L
v. Leur contribution a [P i]L−ni est donc [Wk]L
−(2n−1)v . Prenant
la somme pour v variant de 1 a` [i/2] et passant a` la limite on obtient :
[Wk]×
1
L2n−1 − 1
= [Vn,k]
L− 1
L2n−1 − 1
Ces points correspondent aux suites de Nash (k, . . . , k, 1, . . . , 1), le premier 1 en
position 2v et ordt(ϕ
i) = v.
− b) 1 ≤ l < v et l + v ≤ i. On a en particulier v ≥ 2. L’e´quation locale de
(Z ′v+l, 0) est
(X1 + b1,v+l)
k + . . .+ (Xn + bn,v+l)
k + tk(v−l)(tlY + tlYl+v + . . .+ Yv)
2k = 0
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On alors mv+l > 0 si et seulement si Bv+l ∈ Ck et alors mv+l = 1. Ainsi les
e´le´ments de P i au dessus de tels points sont une fibration localement triviale
de fibre Ln(i−v−l) et de base (L − 1)[Ck]L
l. Ainsi la contribution a` [P i]L−ni est
(L− 1)[Ck]L
−n(v+l)Ll. Faisant varier v de 2 a` i et l de 1 a` iv =Min(v− 1, i− v),
on obtient :
[Ck](L− 1)
i∑
v=2
L−nv
iv∑
l=1
L−(n−1)l = [Ck](L − 1)
i∑
v=2
L−nv
1− L−(n−1)iv
Ln−1 − 1
Posons j = [(i+ 1)/2]. Nous obtenons :
[Ck](L− 1)
1
Ln−1 − 1
(
i∑
v=2
L−nv − Ln−1
j∑
v=2
L−(2n−1)v −
i∑
v=j+1
L−(n−1)iL−v)
La troisie`me somme est de limite nulle. La limite de la diffe´rence des deux
premie`res sommes vaut :
Ln−1 − 1
(Ln − 1)(L2n−1 − 1)
Il vient donc (apre`s simplification par Ln−1 − 1) :
[Ck]
L− 1
(Ln − 1)(L2n−1 − 1)
= ([Vn−1,k] + [Vn−2,k] + . . .+ k)
(L− 1)2
(Ln − 1)(L2n−1 − 1)
6 Condition de rang de Gabrielov et espace des arcs
Dans cette section, K = C. Soit Fx : (X,x)→ (Y, y) un germe de morphisme
entre deux germes irre´ductibles. Notons Fx : A(X,x) → A(Y,y) le morphisme
induit. Rappelons que nous de´signons par rang ge´ne´rique de Fx le nombre :
r1(Fx) = grk(Fx) = InfU(Supx′Rang(Fx′))
ou` x′ ∈ Reg(X ∩ U) et U parcourt une base de voisinage x. Nous cherchons a`
e´tablir :
The´ore`me 6.1 Les proprie´te´s suivantes sont e´quivalentes :
1) grk(Fx) = dimyY ;
2) Pour tout ouvert V de R(X,x), Fx(V) contient un ouvert de R(Y,y) ;
3) F(R(X,x)) contient un ouvert de R(Y,y).
Preuve :
1)⇒ 2)
Soient ϕ ∈ R(X,x) et i ∈ N, nous allons prouver que : Fx(Bi(ϕ)) contient un
ouvert de R(Y,y). Nous commenc¸ons d’abord par nous ramener au cas ou` (X,x)
est lisse.
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Re´duction au cas ou` (X,x) est lisse :
Conside´rons un plongement (X,x) → (Km, 0). Soient I ⊂ K{x1, . . . , xm}
l’ide´al de´finissant (X,x), l = haut(I). Notons Jl l’ide´al engendre´ par I et tous
les de´terminants jacobiens d’ordre l des l-upplets d’e´le´ments de I. Puisque ϕ ∈
R(X,x), ord(ϕ
∗Jl) = u < +∞. Par le proce´de´ utilise´ au the´ore`me 4.1, on peut
trouver un germe (Z, z) lisse, un germe de morphisme : Πz : (Z, z) → (X,x)
obtenu par une succession de u e´clatements ponctuels et φ ∈ A(Z,z) qui rele`ve ϕ
a` travers Πz. Soit alors Gz : (Z, z)Πz−→
(X,x)Fx−→
(Y, y). Il est alors e´le´mentaire de
ve´rifier que grk(Gz) = grk(Fx). Si l’assertion 2) est prouve´e pour Gz, elle le sera
pour Fx. En effet, soit i ∈ N, s’il existe j ∈ N et θ ∈ R(Y,y) telle que :
Bj(θ) ⊂ Gz(Bi(φ)),
on aura :
Bj(θ) ⊂ Gz(Bi(φ)) = Fx(Πz(Bi(φ)) ⊂ Fx(Bi(ϕ)).
Nous supposerons donc de´sormais que (X,x) = (Km, 0). Soit alors d = dimyY .
Plongeons (Y, y) dans (Kn, 0). Nous noterons F1(x1, . . . , xm), . . . , Fn(x1, . . . , xm)
les composantes de Fx, et par F un repre´sentant de Fx. Pour un choix ge´ne´rique
de coordonne´es line´aires a` l’origine de (Kn, 0), on peut supposer eˆtre dans la
situation qui suit.
Soit P0 : (Y, 0)→ (K
d, 0), le germe de morphisme induit par la projection :
Kn → Kd
(z1, . . . , zn)→ (z1, . . . , zd)
Le morphisme :
P ∗0 : Od = K{z1, . . . , zd} −→ OY,0 = On/J
est injectif et fini.
Si k est la dimension du corps de fractions de OY,0 sur le corps des fractions
de Od, le polynoˆme minimal de zd+1 est un polynoˆme distingue´, P (Z) = Z
k +∑k
l=1 alZ
k−l a` coefficients dans Od.
Le discriminant ∆(z1, . . . , zd) de ce polynoˆme est non nul et :
∆.OY,0 ⊂ Od +Od.zd+1 + . . .+Od.z
k−1
d+1.
En particulier, zkd+1 +
∑k
l=1 alz
k−l
d+1 ∈ J , et pour 2 ≤ j ≤ n − d, il existe des
al,j ∈ Od tels que :
∆zd+j −
k−1∑
l=1
al,jz
l
d+1 ∈ J.
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D’autre part, le choix de la projection line´aire P0 e´tant ge´ne´rique et grk(Fx) = d,
on peut supposer quitte a` renume´roter les coordonne´es dans Km que :
J1(x1, . . . , xm) = det(
∂Fl
∂xj
(x1, . . . , xm))1≤l≤d,1≤j≤d
est non identiquement nul.
Notons (D, 0) ⊂ (Kd, 0) le germe en 0 des ze´ros de ∆. On a ∆ ◦ Fx 6= 0, sans
quoi Fx((K
m, 0)) ⊂ P−10 (D, 0) d’ou` grk(Fx) ≤ dim0P
−1
0 (D, 0) = d− 1 < d.
De la meˆme fac¸on (V, 0) = F−1x (Sing(Y ), 0) ⊂ (K
m, 0) est un sous-ensemble
analytique propre de (Km, 0). Soit IV l’ide´al re´duit de´finissant (V, 0) et h ∈ IV ,
h 6= 0. Posons k1 = m0(h), k2 = m0(J1), k3 = m0(∆ ◦ Fx), ou` m0( ) de´signe la
multiplicite´ ou l’ordre a` l’origine.
Soient φ ∈ A(Km,0) et i ∈ N, en vertu du lemme 4.9 , il existe α ∈ Bi(φ) telle
que :
ord(h(α(t)).J1(α(t)).∆(F (α(t))) ≤ (k1 + k2 + k3)(i+ 1) = s.
Posons θ(t) = F (α(t)). Nous allons voir que :
- B2s+1(θ) ⊂ Fx(Bi(φ)) = Fx(Bi(α)) ;
- B2s+1(θ) ⊂ R(Y,0).
Soit θ′ = (θ′1, . . . , θ
′
d, θ
′
d+1, . . . , θ
′
n) ∈ B2s+1(θ) ⊂ A(Y,0). Conside´rons le syste`me
d’e´quations implicites :
G1(t, y1, . . . , ym) = F1(α1(t) + y1, . . . , αm(t) + ym)− θ
′
1(t) = 0
...
Gd(t, y1, . . . , ym) = Fd(α1(t) + y1, . . . , αm(t) + ym)− θ
′
d(t) = 0.
Soit I l’ide´al de O1 engendre´ par les mineurs d’ordre d de la jacobienne G
′
y(t, 0).
On a J1(α(t)) ∈ I. Soit l = ord(I) ≤ ord(J1(α(t)) ≤ s.
Par hypothe`se, G(t, 0) ∈ (t)2s+1.Od1 . Donc G(t, 0) ∈ ⊕d(t)
2(s−l)+1.I2. Par
le the´ore`me des fonctions implicites de J.C. Tougeron, il existe y1(t), . . . , ym(t)
∈ (t)2(s−l)+1.(t)l ⊂ (t)s+1 telles que :
Fj(α(t) + y(t)) = θ
′
j(t), 1 ≤ j ≤ d.
Posons ρ(t) = α(t) + y(t). On a donc ρ ∈ Bs(α) ⊂ Bi(α).
Pour conclure, il nous reste a` voir que pour d+ 1 ≤ j ≤ n, on a : Fj(ρ(t)) =
θ′j(t).
Pour cela remarquons que, puisque θ′ ∈ B2s+1(θ) ⊂ A(Y,0), ∆(θ
′) et ∆(θ)
coinc¨ıdent jusqu’a` l’ordre 2s. Mais ord(∆(θ)) ≤ s, donc ord(∆(θ′)) ≤ s.
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Posons : θ˜′(t) = (θ′1(t), . . . , θ
′
d(t)). Maintenant, puisque F est a` valeur dans
(Y, 0) et (F1(ρ(t)), . . . , Fd(ρ(t))) = θ˜
′(t).
On a :
Fd+1(ρ(t))
k +
k∑
l=1
al(θ˜
′(t))F k−ld+1(ρ(t)) = 0
θ′d+1(t)
k +
k∑
l=1
al(θ˜
′(t))(θ′d+1)
k−l(t) = 0
Par suite Fd+1(ρ(t)) et θ
′
d+1(t) sont donc deux racines du polynoˆme P (U) =
Uk +
∑k
l=1 al(θ˜
′(t))Uk−l. D’apre`s le the´ore`me de Puiseux, il existe, u1(t
1/k!), . . .,
uk(t
1/k!) analytiques complexes en t1/k! solutions de P (U) = 0. Supposons que
Fd+1(ρ(t)) 6= θ
′
d+1(t), alors :
(Fd+1(ρ(t
k!))− θ′d+1(t
k!))2 divise
∏
l<j
(ul(t)− uj(t))
2 = ∆(θ˜′(tk!)).
Par suite :
ord(Fd+1(ρ(t)) − θ
′
d+1(t))k! ≤ ord(∆(θ˜
′(t))k! ≤ sk!.
Or ceci est absurde car :
ord(Fd+1(ρ(t))− Fd+1(α(t)) ≥ s+ 1 et ord(θ
′
d+1(t)− Fd+1(α(t))) ≥ 2s+ 1.
Par suite Fd+1(ρ(t)) = θ
′
d+1(t). Ensuite, pour j ≥ 2, on a :
∆(θ˜′(t))Fd+j(ρ(t)) =
k−1∑
l=0
al,j(θ˜
′(t))F ld+1(ρ(t))
=
k−1∑
l=0
al,j(θ˜
′(t))(θ′d+1)
l(t) = ∆(θ˜′(t))θ′d+j(t).
Par suite, Fd+j(ρ(t)) = θ
′
d+j(t), j ≥ 2. Donc ρ rele`ve θ
′ par F . Enfin notons que
h(ρ(t)) 6= 0 car ord(h(ρ(t))−h(α(t))) ≥ s+1 et ord(h(α(t)) ≤ s. Par conse´quent,
ρ(t) n’est pas trace´e dans F−1(Sing(Y ), 0). Donc a` fortiori F (ρ(t)) = θ′(t) n’est
pas trace´e dans (Sing(Y ), 0).
Nous prouvons a` pre´sent l’implication 3)⇒ 1).
Conside´rons Fx : (X, 0) → (Y, 0) tel que F(R(X,0)) contienne un ouvert
de R(Y,0). Posons d = dim0Y et P0 : (Y, 0) → (K
d, 0) une projection line´aire
ge´ne´rique. D’apre`s l’implication 1)⇒ 2), puisque grk(P0) = d, pour tout ouvert
V de R(Y,0), P0(V) contient un ouvert de A(Kd,0). Par suite, posant F
′ = P0 ◦ F ,
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F ′(R(X,0)) contient un ouvert de A(Kd,0). Mais grk(F
′) ≤ grk(F ). L’implication
3) ⇒ 1) sera donc prouve´e si l’on montre que grk(F ′) = d. Autrement dit, on
peut supposer que notre germe d’application F : (X, 0) → (Kd, 0) est telle que
F(R(X,0)) contient un ouvert de A(Kd,0).
Conside´rons une boule de rayon r suffisamment petit, B(0, r) ⊂ Km pour
que :
X ∩B(0, r) = {z ∈ B(0, r)/f1(z) = . . . = fp(z) = 0},
avec f1, . . . , fp analytiques sur B(0, r).
Sing(X) ∩B(0, r) = {z ∈ B(0, r)/f1(z) = . . . = fp(z) = 0,
det(
∂fil
∂zjk
)1≤l≤s,1≤k≤s(z) = 0,∀i = (i1, . . . , is), j = (j1, . . . , js)}
ou` m− s = dim(X, 0).
Soit rn une suite croissante telle que 0 < rn < r et rn → r. Posons :
Rn,l = {z ∈ K
m/|z| ≤ rn, z ∈ X ∩B(0, r),
∑
i,j
|det(
∂fij
∂zjk
)1≤j,k≤s(z)| ≥
1
l
}.
On a e´videmment : Reg(X) ∩ B(0, r) = ∪l,n∈N∗Rn,l. Par suite F (Reg(X) ∩
B(0, r)) = ∪n,lF (Rn,l) est re´union de´nombrable de compacts deK
d. Donc l’ensem-
ble F (Reg(X) ∩B(0, r)) est mesurable pour la mesure de Lebesgue sur Kd. Sup-
posons grk(F ) < d. Ecrivons Reg(X) ∩ B(0, r) = ∪n∈NDn ou` chaque Dn est un
domaine de carte. Posons Fn = F/Dn. En tout point de Dn le rang de la jacobi-
enne complexe de Fn est strictement infe´rieur a` d. Donc le rang de la jacobienne
re´elle de Fn est strictement infe´rieur a` 2d. Tout point de Fn(Dn) est donc valeur
critique re´elle de Fn. Par le the´ore`me de Sard, Fn(Dn) est donc de mesure nulle.
Il en est donc de meˆme de F (Reg(X)∩B(0, r)) = ∪Fn(Dn). Nous allons voir que
ceci est contradictoire avec le fait que F(R(X,0)) contienne un ouvert de A(Kd,0).
Soient ϕ ∈ A(Kd,0) et i ∈ N tel que Bi(ϕ) ⊂ F(R(X,0)). Posons ϕ(t) =∑+∞
k=1Akt
k, Ak = (a
1
k, . . . , a
d
k) ∈ K
d. Conside´rons alors l’application :
A : K×Kd −→ Kd
(t, x) −→ A(t, x) =
i∑
k=1
Akt
k + x.ti+1.
F (Reg(X)∩B(0, r)) est re´union de´nombrable de compacts, donc de ferme´s. Il en
est donc de meˆme de V = A−1(F (Reg(X) ∩B(0, r))). Soient l ≥ 1 et Cl = {z ∈
K/|z| = 1/l} le cercle de centre l’origine et de rayon 1/l. Conside´rons :
Vl = V ∩ (Cl ×K
d).
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Vl est donc re´union de´nombrable de compacts. Soit Xl = P (Vl), ou` P : K×K
d →
Kd est la projection canonique. Xl est donc mesurable. Maintenant, le fait que
Bi(ϕ) ⊂ F(R(X,0)) implique que :
Kd = ∪l≥1Xl (∗)
En effet, soit x ∈ Kd, l’arc t→ α(t) = A(t, x) est un e´le´ment de Bi(ϕ). Il se rele`ve
donc par F en un arc ρ ∈ R(X,0). Donc pour |t| = 1/l assez petit, α(t) = A(t, x)
∈ F (Reg(X ∩ B(0, r)) et donc x ∈ Xl. Maintenant par (∗), l’un des Xl, disons
Xl0 est de mesure non nulle. Il en de´coule que l’ensemble :
Zl0 = {z ∈ K
d/z =
i∑
k=1
Ak(
1
l0
)k + u(
1
l0
)i+1, u ∈ Xl0}
est de mesure non nulle. Mais par de´finition, Zl0 ⊂ F (Reg(X) ∩ B(0, r)). Ce
dernier ne peut donc eˆtre de mesure nulle. 
Nous terminons cette section par quelques remarques et commentaires. Pour
cela si (X,x) est un germe d’espace analytique, nous noterons par ÔX,x le comple´te´
MX,x addique de OX,x. De la meˆme fac¸on si Fx : (X,x)→ (Y, y) est un germe de
morphisme, on notera F̂ ∗x : ÔY,y → ÔX,x le morphisme induit par Fx. On a alors
le corollaire suivant qui est un cas particulier des the´ore`mes de A.M. Gabrielov
et S. Izumi (cf. [I4]).
Corollaire 6.2 Soit (X,x) un germe d’espace re´duit et Fx : (X,x)→ (C
d, 0) tel
que grk(Fx) = d. Alors :
1) Si S ∈ Ôd est tel que F̂x
∗
(S) ∈ OX,x, alors S ∈ Od ;
2) ∃a, b ∈ R+/∀S ∈ Ôd,m(F̂x
∗
(S)) ≤ am(S) + b ou` ”m” de´signe la multi-
plicite´ ou l’ordre.
Preuve :
Puisque le rang ge´ne´rique de Fx est le maximum des rangs ge´ne´riques des
restrictions de Fx aux composantes irre´ductibles de (X,x), on peut supposer que
celui-ci est irre´ductible. Mais alors d’apre`s le the´ore`me 1.4, il existe ϕ ∈ A(Cd,,0)
et i ∈ N tels que Bi(ϕ) ⊂ Fx(R(X,x)) ⊂ Fx(A(X,x)). Soit alors S ∈ Ôd, tel
que F̂x
∗
(S) ∈ O(X,x). Par suite, pour tout θ ∈ A(X,x), F̂x
∗
(S)(θ) ∈ O1, c’est
a` dire S(ϕ′) ∈ O1, ∀ϕ
′ ∈ Fx(A(X,x)). Donc S(ϕ
′) ∈ O1, ∀ϕ
′ ∈ Bi(ϕ). Or ceci
implique que S ∈ Od par le lemme 1.4 p.121 de [T4]. De la meˆme fac¸on, soit
k = m(F̂x
∗
(S)). Pour tout θ ∈ A(X,x), on a : ord(F̂x
∗
(S)(θ)) ≥ k. Par suite,
Minϕ′∈Bi(ϕ)ord(S(ϕ
′)) ≥ k. Mais d’apre`s le lemme 4.9 de la section pre´ce´dente,
ce minimum est infe´rieur ou e´gal a` m(S)(i+1). Donc m(F̂x
∗
(S)) ≤ 1i+1m(S). On
notera donc que les constantes a, b de 2) sont de´termine´es par le diame`tre d’une
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boule incluse dans Fx(A(X,x)). La preuve de 1) ⇒ 2) dans 1.4 fournit un moyen
effectif de de´terminer un tel diame`tre. 
Remarque 6.3 Les the´ore`mes de A.M. Gabrielov et S.Izumi, qui sont respec-
tivement les assertions de 1) et 2) dans le cas ou` (Y, y) est un irre´ductible quel-
conque, sont beaucoup plus profonds. L’assertion 1) dans le cadre ge´ne´ral fuˆt
d’abord prouve´e par A.M. Gabrielov. Puis S. Izumi donna une preuve de 1) no-
tablement simplifie´e dans [I4]. L’assertion 2) dans le cas ge´ne´ral est due a` S. Izumi
[I1][I2][I3]. Le cas que nous traitons dans 5.2.1 a e´te´ obtenu inde´pendamment des
fac¸ons pre´ce´dentes et de manie`re disjointes par P.M. Eakin-J.Harris, B. Mal-
grange, R. Moussu-J.C. Tougeron. On se rame`ne, en ge´ne´ral, au cas ou` (X,x)
est lisse en utilisant la re´solution des singularite´s. Nous renvoyons le lecteur a`
[I4] pour une vision ge´ne´rale historique.
Soit maintenant (X,x) un germe irre´ductible, ϕ ∈ R(X,x) et i ∈ N. Con-
dide´rons les deux assertions suivantes :
(T ) ∀S ∈ ÔX,x, (∀ϕ
′ ∈ BX,i(ϕ), S(ϕ
′) ∈ O1 ⇒ S ∈ OX,x)
(I) ∃a, b ∈ R+,∀S ∈ ÔX,x,Minϕ′∈BX,i(ϕ)(ord(S(ϕ
′))) ≤ am(S) + b.
Les assertions (T ) et (I) sont des conse´quences tre`s faciles de l’existence de la
re´solution des singularite´s et des the´ore`mes de A.M. Gabrielov et S. Izumi. Elles
signifient grossie`rement que le comportement d’un e´le´ment de ÔX,x sur un ouvert
de R(X,x) de´crit son comportement ge´ne´ral. C’est pourquoi on peut conside´rer
que de tels ouverts sont repre´sentatifs de A(X,x). D’autre part, une preuve directe
de ces assertions (T ) et (I) impliquerait les the´ore`mes de A.M. Gabrielov et S.
Izumi via 1.4 comme en 5.2. Pour prouver (T ) et (I) directement, il suffirait
d’e´tablir les proprie´te´s 1) et 2) de 5.2 pour Π : (Z, p) → (X,x) l’e´clatement de
(X,x) de centre x. Donc les the´ore`mes de A.M. Gabrielov et S. Izumi se re´duisent
au cas apparemment simple ci-dessus. Contrairement aux apparences, ce cas est
sans doute aussi complique´ que le cas ge´ne´ral. Cependant, une de´termination
”effective” de a et b comme dans 5.2 dans le cas de l’e´clatement Π : (Z, p)→ (X,x)
de centre x conduirait a` des ”estimations de Chevalley line´aires uniformes” comme
demande´es dans [B-M3] (question 1.28 p. 743).
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