In the present work, we review the fundamental methods which have been developed in the last few years for classifying into families and clans the distribution of amino acids in protein databases. This is done through functions of random variables, the Entropy Measures of probabilities of the occurrence of the amino acids. An intensive study of the Pfam databases is presented with restriction to families which could be represented by rectangular arrays of amino acids with m rows (protein domains) and n columns (amino acids). This work is also an invitation to scientific research groups worldwide to undertake the statistical analysis with arrays of different numbers of rows and columns, since we believe in the mathematical characterization of the distribution of amino acids as a fundamental insight on the determination of protein structure and evolution.
Introduction and Motivation
DESIDERATA: "To translate the information contained on protein databases in terms of random variables in order to model a dynamics of folding and unfolding of proteins".
The information on the planetary motion has been annotated on Astronomical almanacs (Ephemerides) along centuries and can be derived and analyzed by Classical Dynamics and Deterministic Chaos as well as confirmed and corrected by General Relativity. The information which is accumulated on Biological almanacs (Protein databases) on the last decades, is still waiting for its first description to be done by a successful theory of folding and unfolding of proteins. We think that this study should be started from the evolution of protein families and its association into Family clans as a necessary step of their development.
The first fundamental idea to be developed here is that proteins do not evolute independently. We introduce several arguments and we have done many calculations to span the bridge over the facts about protein evolution in order to emphasize the existence of a protein family formation process (PFFP), a successful pattern recognition method and a coarse-grained protein dynamics are driven by optimal control theory [1, 2, 3, 4, 5, 6] . Proteins, or their "intelligent" parts, protein domains, evolute together as a family of protein domains. We then realize that the exclusion of the evolution of an "orphan" protein is guaranteed by the probabilistic approach to be introduced in the present contribution. We think that the elucidation of the nature of intermediate stages of the folding/unfolding dynamics, in order to circumvent the Levinthal "paradox" [7, 8] as well as the determination of initial conditions, should be found from a detailed study of this PFFP process. A byproduct of this approach is the possibility of testing the hypothesis of agglutination of protein families into Clans by rigorous statistical methods like ANOVA [9, 4] .
We take many examples of Entropy Measures as the generalized functions of random variables on our modelling. These are the probabilities of occurrence of amino acids in rectangular arrays which are the representatives of families of protein domains. In section 2, the sample space which is adequate for this statistical approach is described in detail. We start from the definition of probabilities of occurrence and the restrictions imposed on the number of feasible families by the structure of this sample space. Section 3 introduces the set of Sharma-Mittal Entropy Measures [10, 4] to be adopted as the functions of probabilities of occurrence in the statistical analysis to be developed. The Mutual Information measures associated with the Sharma-Mittal set, as well as the normalized Jaccard distance measures, are also introduced in this section. In section 4, we present a naive sketch of assessing Protein database, to set the stage for a more efficient approach of the following sections. In section 5, we point out the inconvenience of the Maple computing system for the statistical calculations to be done, by displaying tables with all CPU and real times necessary to perform all necessary calculations. We have also provided in this section, some adaptation of our methods in order to be used with the Perl computing system and we compare the new times of calculation with those by using Maple at the beginning of the section. We also include some comments on the use of Perl, especially on its oddness to calculate with the input data given in arrays and the way of circumventing this. However, we also stress that despite the fact that joint probabilities and their powers could be usually calculated, the output will come randomly distributed and the CPU and real times will increase too much to favour the calculation of the entropy measures. This is due to the intrinsic "Hash" structure [11] of the Perl computing system. We then introduce a modified array structure in order to calculate with Perl.
The Sample Space for a Statistical Treatment
We consider a rectangular array of m rows (protein domains) and n columns (amino acids). These arrays are organized from the protein database whose domains are classified into families and clans by the professional expertise of senior biologists [12, 13] .
The random variable is the probability of occurrences of amino acids, p j (a), j = 1, 2, . . . , n, a = A, C, D, . . . , W, Y (one-letter code for amino acids), to be given by
where n j (a) is the number of occurrences of the amino acid a in the j-th column. Eq.
(1) could be also interpreted as the components of n vectors of 20 components each    p 1 (A) . . .
and we have a n j (a) = m , ∀j ⇒ a p j (a) = 1 , ∀j
Analogously, we could also introduce the joint probability of occurrence of a pair of amino acids a, b in columns j , k , respectively P jk (a, b) as the random variables. These are given by
where n jk (a, b) is the number of occurrences of the pair of amino acids a, b in columns j , k , respectively.
A convenient interpretation of these joint probabilities could be the elements of
, square matrices of 20 × 20 elements, to be written as
where j = 1, 2, . . . , (n − 1); k = j + 1, . . . , n.
We can also write,
This equation can be also taken as another definition of joint probability. P jk (a|b) is the Conditional probability of occurrence of the amino acid a in column j if the amino acid b is already found in column k . We then have,
From eqs.(6), (7), we have:
and from eq.(8),
which is an identity since P jk (a, b) is also a probability.
Eqs. (8) and (9) can be also derived from
and the definitions, eqs. (1), (4) .
We now have from Bayes' law:
and from eq.(11), the property of symmetry,
The matrices P jk can be organized in a triangular array:
P n−3 n−2 P n−3 n−1 P n−3 n P n−2 n−1 P n−2 n P n−1 n
The number of matrices until the P jk -th one is given by
These numbers can be also arranged as a triangular array:
Eq.(13) should be used for the construction of a computational code to perform all necessary calculations. We postpone to other publication the presentation of some interesting results on the analysis of eq.(15).
The calculation of the matrix elements P jk (a, b) from a rectangular array m × n of amino acids is done by the "concatenation" process which is easily implemented on computational codes. We choose a pair of columns j =, k =k from the strings, a = A, C, . As an example, let us suppose that we have the 3 × 4 array: Let us choose the pair of columns 1,2. We look for the occurrence of the combinations AA, AC, AD, CA, CC, CD, DA, DC, DD on the pair of columns 1,2 of the array above and we found n 12 (A, C) = 1, n 12 (C, A) = 1, n 12 (D, A) = 1. The others n 12 (a, b) = 0. From eq.(4) we can write for the matrices P jk of eq.(5): 
The Maple computing system "recognizes" the matricial structure through its Linear Algebra package. The Perl computing system "operates" only with "strings". The results above are easily obtained in Maple, but in Perl we have to find alternative ways of calculating the joint probabilities. The first method is to calculate the probabilities per row of the 3 × 4 array. We have for the first row: Π We stress that Perl does not recognize these matrix structures. This is just our arrangement in order to make comparison with Maple calculations. However, Perl "knows" how to sum the calculations done per rows to obtain:
13 + Π
14 + Π
14 + Π 
24 + Π
24 + Π 
We are then able to translate the Perl output in "matrix language". However, this output does not come as an ordered set of joint probabilities, as we have done by arranging the output in the form of the matrices Π (l) jk , j = 1, 2, 3, k = 2, 3, 4, l = 1, 2, 3. In order to calculate functions of the probabilities as the entropy measures, it will take too much time for the Perl computing system to collect the necessary probability values. This is due to the "Hash" structure of the Perl as compared to the usual "array" structure of the Maple. A new form of arranging the strings to favour an a priori ordination will circumvent this inconvenience of the "hash" structure. Let us then write the following extended string associated to the m × n rectangular array:
We then get
All the other joint probabilities P jk (a, b) are equal to zero. This is a feasible treatment for the "hash" structure. In the example solved above the probabilities will come already ordered in triads. This will save time in the calculations with the Perl system. It should be stressed that the Perl computing system does not recognize any formal relations of Linear Algebra. However, it does quite well if these relations are converted into products and sums. In order to give an example of working with the Perl system, we take a calculation with the usual Shannon Entropy measure. The calculation of the Entropy for the columns j,k is done by
where P jk is the matrix given in eq. (5) and Tr, T stands for the operations of taking the trace and transposing a matrix, respectively. The matrix (log P jk )
T is given by
we also include for a useful reference, the matrix
Since from eqs. (20)- (25), we have
we can write:
There is no problem for calculating in Perl, if we prepare eq. (28) by expressing previously all the products and sums to be done. The real problem with Perl calculations is the arrangement of the output of values P jk (a, b), due to the "hash" structure as have been stressed above.
3 Entropy Measures. The Sharma-Mittal set and the associated Jaccard Entropy measure
We start this section with the definition of the two-parameter Sharma-Mittal entropies [10, 1, 2] (SM ) jk (r,
where p j (a) and P jk (a, b) are the simple and joint probabilities of occurrence of amino acids as defined on eqs. (1) and (4), respectively. r , s are non-dimensional parameters.
We can associate to the entropy measures above their corresponding one parameter forms to be given by the limits:
These are the Havrda-Charvat Entropy Measures and they will be specially emphasized in the present work. Other alternative proposals for the single parameter entropies are given by
The Renyi's Entropy measures:
The Landsberg-Vedral Entropy measures:
All these Entropy measures have the free-parameter Shannon entropy in the limit s → 1.
where
are the Shannon entropy measures [6] .
We now introduce a convenient version of a Mutual Information measure:
We can see that M jk (r, 0) = 0 and if ∃,k such that Pk(a, b) = p(a)pk(b) ⇒ Mk(r, s) = 0. We also have,
and in the limit s → 1
and from the identities:
obtained from eqs. (3), (4), (6), (7), we can also write instead eq. (43):
It should be stressed that we are not assuming that
This equality is assumed to be valid only for j =, k =k.
Eq. (43) or (44) can be also written as:
where S jk and S j , S k are the Shannon entropy measures for joint and single probabilities, respectively, eqs.(27), (40).
As an additional topic, we emphasize that the Mutual Information measure can be also derived from the Kullback-Leibler divergence [6] which is written as
where P jk (a|b) is the Conditional probability, eq.(8). We then have,
and the M jk mutual information measure will be given by
which is the same as eq. (44), q.e.d.
As the last topic of this section, we now introduce the concept of Information Distance and we then derive the Jaccard Entropy measure as an obvious consequence. Let us write:
Since we are working with Entropy measures, we have to satisfy the nonnegativeness criteria:
This means that by satisfying the inequalities (50), restrictions on the r, s parameters should be discovered and considered for the description of the protein databases by Entropy measures like H jk (r, s).
From inequalities (50), we can write,
and
is the normalized Jaccard Entropy Measure as obtained from the normalized Information Distance. We then give below the results of checking the inequalities (50) for some families of the Pfam database. We shall take the limit r → s and we work with the corresponding one-parameter Entropy measures:
We then have to check: The s-values corresponding to negative M jk (s) values do not lead to a useful characterization of the Jaccard Entropy measure according to the inequality on eq.(51) which is violated in this case and these s-values will not be taken into consideration. Other studies of the Entropy values and specially those of the behaviour of the association of entropies, will give additional restrictions on the feasible s-range. The scope of the present work does not allow an intensive study of these techniques of entropy association [2] which will then appear on a forthcoming contribution. The results on the previous three tables will clarify the idea of restriction of the s-values of entropy measures for obtaining a sound classification of families and clans on the Pfam database. We now announce that the non-negativeness of the values of H jk (s), M jk (s) and d jk (s) is actually guaranteed if we restrict to s ≤ 1 for all 1069 families which are classified into 68 clans and already characterized at section 2. In figures 2, 3, 4, we present the histograms of the Jaccard Entropy measures for some s ≤ 1 values of the s-parameter. We also present the curves corresponding to the Average Jaccard Entropy Measure (formula) for 09 families, a well-posed measure, with the restriction s ≤ 1, which is given by
Figure 5: Curves of the Average Jaccard Entropy measures for families PF00005, PF05673, PF13481, PF00135, PF06850, PF11339, PF02388, PF09924, PF13718.
A First Assessment of Protein Databases with Entropy Measures
As a motivation for future research to be developed in sections 6, 7, we now introduce the first application of the formulae derived on the previous sections in terms of a naive analysis of averages and standard deviations of Entropy measure distributions. This will be also the first attempt at classifying the distribution of amino acids in a generic protein database. A robust approach to this research topic will be introduced and intensively analyzed on sections 6, 7 with the introduction of ANOVA statistics and the corresponding Hypothesis testing.
We then consider a Clan with F families. The Havrda-Charvat entropy measure associated to a pair of columns on the representative m × n array of each family with a specified value of the s parameter is given by
We can then define an average of these entropy measures for each family by
We also consider the average value of the averages over the set of F families:
The Standard deviation of the Entropy measures H jk (s; f ) with relation to the given average in eq.(55) can be written as:
and finally, the Standard deviation of the average H(s; f ) with respect to the average H(s) F :
We present in figs.6, 7 below the diagrams corresponding to formulae (55) and (57). We should stress that only Clans with a minimum of five families are considered. We now present the values of H(s) F and σ F (s) for a selected number of Clans and eleven values of the s-parameter, according to eqs.(56) and (58). In figs.8a and 8b below, we present the graphs corresponding to Table 4 . These results just point out a more elaborate formulation of the problem. We now proceed to analyze a proposal (naive) for testing the robustness of the Clan concept. We will check if Pseudo-Clans which have the same number of families (a minimum of 05 families) of the corresponding Clans will have essentially different values of H(s) F and σ F (s). The families to be associated with a Pseudo-Clan are obtained by sorting on the set of 1069 families and by withdrawal of the families already sorted. In Table 5 below we present the values H(s) F and σ F (s) for the Pseudo-Clans obtained by the procedure described above.
The Figures 9a, 9b , do correspond to the comparison of data of Table 4 (Clans) with those of Table 5 (Pseudo-Clans). Clans are in red, Pseudo-Clans in blue. From the figures and tables above we can see that the region s ≤ 1 leads to a better characterization of the Entropy measures distributions on protein databases.
For completeness, we list some useful formulae obtained from eqs.(55), (56), (58) which help to predict the profile of the curves above:
5 The treatment of data with the Maple Computing system and its inadequacy for calculating Joint probabilities of occurrence. Alternative systems.
In this section, we specifically study the performance of the Maple system and an example of alternative computing system, the Perl system, for calculating the simple and joint probabilities of occurrences of amino acids. We also use these two systems for calculating 19 s-power values of these probabilities. We now select the family PF06850 in order to get an idea of the CPU and real times which are necessary for calculating the probabilities and their powers for the set of 1069 families. We start the calculation by adopting the Maple system version 18. There are some comments to be made on the construction of a computational code for calculating joint probabilities. This will be done in detail at the end of CPU and real times for the calculation of the simple and joint probabilities by using the developed code. The table below × 20 × 20 = 7.96 × 10 6 of simple and joint probability values, respectively, for the PF06850 Pfam family. (a, b) , have to be calculated only once by using a specific computational code already referred on this work. Nevertheless, the use of the code for calculating the joint probabilities associated to 1069 protein families is the hardest of all calculations to be undertaken and it takes too much time. These probabilities once calculated should be grouped in sets of 400 values each corresponding to a pair of columns j, k among the n(n−1) 2 feasible ones and the calculating of entropy value associated to this pair of columns j, k. Given a s-value and after calculating the entropy of this first pair H 1 2 as a function of the 400 variables P jk (a, b) s , j = 1, k = 2 and he/she will proceeds to calculate again all values of
2 in order to extract another value of joint probability for calculating the corresponding entropy value. This seems to be associated to the unknowing of the concepts of a function of several variables, unfortunately. After circumventing these mistakes coming from a bad educational formation, we succeed at keeping all calculated values of the probabilities and we then proceed to the calculation of the powers p j (a) s , P jk (a, b) s of these values and the corresponding entropy measures.
In tables 7, 8, 9, 10 below, we report all these calculations for 19 values of the s-parameter. We are then able to proceed to the calculation of the corresponding HavrdaCharvat entropy measures, H j (s), H jk (s): The results for 19 s-values are given in tables 9, 10 below.
The total time for calculating all the Havrda-Charvat Entropy measure content of probabilities of occurrence of amino acids on a specific family is given in table 11 below.
From inspections of table 11, we realize that the Total CPU and real times for calculating the Havrda-Charvat entropies H j (s), of simple probabilities of occurrence p j (a) are obtained by summing up the total time results from tables 6, 7 and 9. For the Havrda-Charvat entropies H jk (s), we have to sum up the total times at table 6, 8 and 10. We take for granted that the times for calculating the Entropy Measure content of each family will not differ too much and the results 3rd and 5th rows of table 11 are obtained by multiplying by 1069 -the number of families in the sample space.
The results of table 11 suggest the inadequacy of the Maple computing system for analyzing the Entropy measure content of an example of protein database. We have restricted ourselves to operate with usual operating sys- tems, Linux or OSX, on laptops. We have also worked with the alternative Perl computing system. The Maple computing system has an "array" structure which is very effective for doing calculations which require a knowledge of mathematical methods. On the contrary, the alternative Perl computing system has a "hash" structure as was emphasized in the 2nd section and it operates very well elementary operations with very large numbers. It is essential the comparison of a senior erudite which is largely conversant with a large amount of mathematical methods versus a "genius" brought to fame by media, who is able only to multiply in a very fast way, numbers of many digits.
In order to specify the probabilities of computational configurations with the usual desktops and laptops, we list below some of them which have been used in the present work. The computing systems were the Maple (M ) and Perl (P ), the operating systems, the Linux (L) and Mac OSX (O) and the structures: The Array I (A I ), Array II (A II ) and Hash (H) (page 8, section 2). The available computational configurations to undertake the task of assessment of protein databases with Entropy measures could be listed as: The following table will display a comparison of the CPU and real times for the calculation of 19 s-values of the joint probabilities P jk (a, b) s for the protein family PF06850 by the four configurations nominated above. It should be stressed that we are here comparing the times for calculating the s-power with the values of the probabilities themselves previously calculated and kept on a file.
We can check that the times on table 12 seem to be generically ordered as
From this ordering of computing times, we are then able to consider that the inconvenience of using the "hash" structure which has been emphasized on section 2, was not circumvented by working with a modified array structure (A II instead of H), at least for the Mac Pro machine used in these calculations. We do not also know if this machine has been even used with an "overload" of programs from the assumed part-time job of the experimenter (maybe 99.99% time job!). Anyhow, the usual Hash structure of Perl computing system has delayed the calculation of the Entropy Measures and even with the help of the modified A II structure, it does not succeed at computing with this structure if operated on a OSX computing system.
On the other hand, the configuration M LA I could be chosen for parallelizing the respective adopted code in a work to be done with supercomputer facilities. If we try to avoid this kind of computational facility, in the belief that the problem of classifying the distribution of amino acids of a protein database in terms of Entropy Measures could be treated with less powerful but very objective "weapons", we should try to look for very fast laptop machines instead, by working with a Linux operating system, a Perl computing system and a modified array structure. This means that it would be worthwhile the continuation of the present work with the P LA II configuration. This is now in progress and will be published elsewhere.
We summarize the conclusions commented above on tables 13-16 below for the calculation of CPU and Real times of 19 s-powers of joint probabilities P jk (a, b) s and the corresponding values of Havrda-Charvat entropy measures.
The necessary times for calculating the joint probabilities themselves has not been taken into consideration. It would be very useful to make a comparison of the results of table 10 with those on tables 14, 16, and table 12 with tables 13, 15 as well.
As a last remark of this section, we shall take into consideration, the restrictions of s ≤ 1 for working with Jaccard Entropy measures and we calculate the total CPU and real times for the set of s-values: s = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0. The results are presented in table 17 below for the P LA II configuration and the calculation of the Havrda-Charvat entropies. 
Total
The corresponding times for calculating the joint probabilities and s-powers of these have been added up to report the results for the Havrda-Charvat entropies of the Grand total row. We think that these times are very well affordable indeed. The treatment of the distributions of probability of occur in protein databases is a twofold procedure. We intend to find a way of characterizing the protein database by values of Entropy Measures in order to provide a sound discussion to be centered on the maximization of a convenient average Entropy Measure to represent the entire protein database. We also intend to derive a partition function in order to derive a thermodynamical theory associated to the temporal evolution of the database. If the corresponding evolution of the protein families is assumed to be registered on the subsequent versions of the database (Table  17 ), we will then be able to describe the sought thermodynamical evolution from this theory as well as to obtain from it the convenient description of all intermediate Levinthal's stages which seem to be necessary for describing the folding/unfolding dynamical process.
We summarize this approach by the need of starting from a thermodynamical theory of the evolution of protein databases via Entropy measures to the construction of a successful dynamical theory of protein families. In other words, from the thermodynamics of evolution of a protein database, we will derive a statistical mechanics to give us physical insight on the construction of a successful dynamics of protein families.
