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Un sistema per il tracking del moto di un corpo permette la
ricostruzione dello spostamento istante per istante di un oggetto
nello spazio. Per poter ottenere questo il sistema per il tracking
deve essere capace di misurare delle grandezze relative al moto:
posizione o accelerazione. I fenomeni fisici che possono essere
sfruttati per ricavare queste grandezze sono tanti: alcuni sistemi
usano dei sensori visivi per osservare la posizione del corpo nello
spazio, altri sfruttano dei sensori che basano le loro misure sul
principio di inerzia, altri invece sulla misura di grandezze legate
alle onde riflesse dal corpo in movimento, altri ancora dei sensori
che misurano delle grandezze relative a campi magnetici (creati
artificialmente o sfruttando il campo magnetico terrestre).
I requisiti cercati in un sistema per il tracking possono esse-
re identificati con i seguenti: la banda che deve essere adeguata
al tipo di applicazione (per esempio volendo compiere il tracking
del movimento del corpo di una persona e` richiesta una banda
di 20 Hz [19]); accuratezza dell’informazione ottenuta; consumi
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ridotti per garantire una lunga autonomia del sistema; completez-
za nell’osservazione del moto (il sistema deve fornire un numero
di grandezze sufficienti alla ricostruzione completa del movimen-
to); dimensioni fisiche ridotte visto che si tratta di sistemi che
devono essere indossati durante il movimento ed infine ma non
meno importante il costo contenuto. Possibilmente un ulteriore
requisito richiesto al sistema e` il wireless per rendere piu` indi-
pendente il moto del corpo. Un dispositivo che racchiude tutte
queste caratteristiche ancora non e` stato costruito; per poter mi-
gliorare le prestazioni dei sistemi che possono essere realizzati si
adottano soluzioni ibride ottenute impiegando sensori che basa-
no il loro funzionamento su principi fisici diversi (inerziale/ottico,
inerziale/magnetico, etc.) [10].
Le tecniche per il tracking si sono sempre piu` affinate. Un
impulso importante per la creazione di sistemi per il tracking del
moto e` stato dato da quella tecnologia che consente la costruzione
di sensori MEMS (micro electro mechanical systems) dalle ridotte
dimensioni, completi nelle misure delle grandezze relative al moto
e con banda che arriva fino a centinaia di hertz. Un altro aspetto
che gioca a loro favore e` il ridotto consumo energetico. Tuttavia
altri fattori, come offset, rumore e sensibilita` ne limitano le pre-
stazioni, e per ottenere dei sistemi soddisfacenti, costruiti solo con
sensori inerziali, a costo limitato si studiano algoritmi, da esegui-
re su interfacce ad essi collegate, che permettono l’abbattimento
degli errori dovuti a questi fattori [8].
Le applicazioni di un sistema per il tracking sono innumere-
CAPITOLO 1. TRACKING 6
Figura 1.1: Un accelerometro, LIS3LV02DQ, costruito con tecnologia MEMS
dalla STMicroelectronics, e` montato su una interfaccia per un nodo sensore di
una rete wireless.
voli, tra le tante ricordiamo: la navigazione di ambienti virtua-
li [6], l’azionamento di servomeccanismi attraverso i movimenti
dell’utente, lo studio della postura di una persona [5].
In questo capitolo verranno analizzate le tecniche che possono
essere impiegate per ottenere il tracking del moto. Come vedremo
le differenze tra queste non sono da rintracciare solo nel fenomeno
fisico che interpretano ma nelle caratteristiche proprie di ogni si-
stema: ingombro, costo, tempi di risposta. Infine si analizzeranno
con maggiore dettaglio i sistemi per il tracking inerziale in quanto
lo scopo finale di questo lavoro e` quello di realizzare un software
per la gestione di un sensore inerziale per il tracking montato su
un’interfaccia da me realizzata in un precedente lavoro [15] (fig.
1.1).
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1.1 Sistemi per il tracking
I sistemi per il tracking vengono impiegati per inseguire il moto
di un corpo e catturarne informazioni su posizione e orientamen-
to. Possono essere impiegati in molti settori: militari, domestici,
medici, commerciali.
In ambienti militari, affiancando questi sistemi alle reti wire-
less e sfruttando le proprieta` di esse, e` possibile monitorare la
dislocazione delle truppe sul campo di battaglia. Ogni soldato e
mezzo impiegati possono essere muniti di un sensore per il moto
e riferire la loro posizione su una griglia virtuale che ricopre il
campo, per essere di ausilio alle decisioni tattiche [6].
In domotica un sistema per il tracking potrebbe essere di aiuto
per gestire varie apparecchiature attraverso semplici movimenti
degli arti o della testa dell’utente: un esempio puo` essere l’aper-
tura e la chiusura di una tapparella, che con la sua pesantezza
potrebbe rivelarsi un ostacolo a persone disabili o anziane; un
servomeccanismo, gestito da una centralina che percepisce i co-
mandi da un sensore per il moto, potrebbe essere di aiuto in
queste operazioni [6].
Le applicazioni commerciali per questo tipo di sistema sono
veramente tante. Alcuni esempi: i programmi ludici in realta` vir-
tuale 3D possono creare scenari con il giocatore capace di intera-
gire con gli oggetti e i personaggi del gioco rilevando i movimenti
del corpo del giocatore attarverso i sensori posizionati sul suo
corpo; le stesse tecniche possono essere usate durante la proget-
tazione di edifici [6], il progettista puo` muoversi in un ambiente
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virtuale scegliendo direzione e orientamento del moto con la posi-
zione del suo corpo; allo stesso modo strumenti meccanici possono
essere pilotati a distanza mentre si muovono in ambienti conta-
minati da sostanze chimiche velenose oppure con concentrazioni
di radiottivita` elevata, ostili alla vita umana.
La struttura di un sistema per il tracking e` formata da un
sensore di posizione e da un’unita` di elaborazione che compie del-
le operazioni sui dati raccolti ed uno strumento piu` complesso,
come puo` essere un calcolatore, che serve ad elaborare i dati rac-
colti ricavandone la traiettoria compiuta dal corpo nello spazio.
Tralasciando la struttura delle unita` di elaborazione, la nostra
attenzione viene posta sui sensori che rilevano il moto.
Le caratteristiche che un sensore deve possedere sono legate alle
applicazioni che con esso vengono realizzate: in particolari settori
si preferisce la robustezza a discapito della precisione, i giochi i
tempi di risposta. Tuttavia le proprieta` che un sensore deve ave-
re sono: dimensioni ridotte, autonomia (non deve dipendere da
altri sistemi per il funzionamento e soprattutto deve essere indi-
pendente per quanto riguarda le risorse energetiche), fornire sei
grandezze indipendenti (posizione e orientamento), accuratezza
(risoluzione di pochi millimetri per la posizione e pochi gradi per
l’orientamento), velocita` (i tempi di risposta devono essere molto
brevi), robustezza (deve essere in grado di resistere a sollecitazio-
ni da esposizione a campi elettromagnetici, al calore, a pressione
etc.), wireless (essere collegato senza fili per non disturbare il mo-
vimento), costo (deve essere contenuto anche in prospettiva di un
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numero elevato di sensori impiegati nella stessa indagine).
I sensori per sistemi di tracking che la moderna tecnologia met-
te a disposizione sfruttano vari fenomeni fisici per svolgere il loro
compito [6]; le misure di varie grandezze elettriche e meccaniche
vengono usate per determinare la posizione del corpo, i sensori re-
cepiscono ed interpretano campi elettromagnetici onde acustiche
e forze fisiche.
E` possibile stilare una classificazione dei vari sensori in funzione
del fenomeno fisico che sta alla base del loro funzionamento:
sensori meccanici : in questi e` previsto un collegamento fisico
diretto tra il corpo e il sensore, per esempio tramite un po-
tenziometro; la loro elevata precisione va a discapito della
liberta` di movimento: il corpo deve muoversi in un raggio
fissato dalla struttura meccanica
sensori inerziali : sono sensibili alle forze apparenti di inerzia
che agiscono su masse sospese o corpi in rotazione su se stessi;
per il tracking principalmente vengono usati gli accelerometri
e i giroscopi, entrambi realizzati con tecniche MEMS hanno
dimensioni molto ridotte e tempi di risposta molto bassi.
sensori acustici : misurano la differenza di fase tra un onda che
incide sul corpo in movimento emessa da una sorgente e l’on-
da riflessa dal corpo stesso; il principale problema di questi
sensori e` l’interferenza tra le onde incidenti e quelle riflesse
che aumentano l’errore sulla misura; anche la velocita` di ri-
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sposta del sensore non rende questi sistemi particolarmente
efficienti.
sensori magnetici : misurano gli angoli che un vettore solidale
al corpo in moto forma con un campo magnetico (terrestre
o creato artificialmente); non danno nessuna informazione
sull’accelerazione e lo spostamento del corpo ma solo sul suo
orientamento, ecco perche` sono usati come ausilio in sistemi
per il tracking; inoltre dando una misura diretta degli angoli
di inclinazione del corpo, senza compiere nessun altro tipo
di operazioni, come l’integrazione per l’accelerazione, hanno
un errore sull’orientamento molto ridotto.
sensori ottici : rilevano e misurano la luce, emessa o riflessa dal
corpo in movimento, necessariamente ha due componenti:
una sorgente di luce e un sensore ottico; la sorgente lumino-
sa puo` essere uno specchio che riflette una luce incidente o
un LED posizionato sul corpo, il sensore ottico invece e` un
dispositivo sensibile alla luce come ad esempio un fotodiodo.
La tecnica, usata per la rilevazione, influenza direttamente le
principali caratteristiche del sistema per il tracking:
1. velocita` di risposta
2. errore sulla posizione
Il tempo di risposta di un sistema per il tracking e` una spe-
cifica molto importante. Questi sistemi possono venire usati per
monitorare la posizione dei corpi per poi compiere delle opera-
zioni di feedback in tempo reale. Un sistema veloce permette di
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ottenere il pieno controllo dell’azione di moto del corpo o di altri
aspetti che da questa sono influenzati. Tra i sistemi piu` veloci
sono da ricordare quelli che usano sensori inerziali: accelerometri
e giroscopi. Entrambi i sensori, realizzati con tecnologia MEMS
(Micro-Electro-Mechanical Systems), possono essere presenti nel
sistema di monitoraggio: gli accelerometri danno informazioni
sulle coordinate del corpo in un sistema di riferimento, i giroscopi
forniscono i dati sull’orientamento del corpo.
L’errore sulla posizione e` l’altro problema molto importante
nei sistemi per il tracking. Questo e` dovuto a fenomeni che per-
turbano la misura della grandezza che il sensore usa per rilevare
i cambiamenti del moto. La misura cos`ı ottenuta e` falsata da
una componente indesiderata che viene amplificata in operazioni
successive. Ad esempio nei sistemi inerziali il rumore (vedi [15])
dovuto alla struttura del sensore porta ad errori sulla posizio-
ne. Un errore sulla misura dell’accelerazione del corpo, che nei
moderni sensori e` dell’ordine di 0.1 g (dove g e` l’accelerazione do-
vuta alla gravita` terrestre), si ripercuote con un errore molto alto
sulla posizione del corpo [18]. L’abbattimento di questo errore
puo` essere ottenuto integrando l’informazione ottenuta con quel-
la rilevata da sistemi visivi. La posizione del corpo viene rilevata
attraverso il mutamento delle immagini che il sensore visivo tra-
smette ad un calcolatore. L’elaborazione delle immagini richiede
tempi lunghi, e questo porta ad avere sistemi non particolarmente
efficienti sui tempi di risposta.
La ricerca di sistemi con caratteristiche interessanti, sia per
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quanto riguarda l’aspetto della velocita` che per quello dell’errore
sulla posizione, ha portato alla creazione di sistemi ibridi: sensori
ottici ed elettromeccanici cooperano per ottenere nel minor tempo
possibile informazioni con errori molto bassi [11].
1.2 Tracking inerziale
Il sensore usato per realizzare il dispositivo per il tracking
(fig. 3.6), oggetto di questa tesi, e` un accelerometro. Nella sua
struttura e` presente una massa che risente delle forze apparenti,
manifestazione del moto accelerato del corpo.
Visto il diretto interesse, per il lavoro svolto in questa tesi, per
questo tipo di sensori per il tracking, si cerca ora di approfondire
il principio sul quale si basano.
Il moto del corpo puo` essere studiato in relazione ad un sistema
di riferimento. E` possibile pensare di fissare un sistema di riferi-
mento solidale con l’ambiente dove si svolge l’azione di moto ed
un sistema di riferimento solidale con il corpo in movimento, per
esempio una persona che si muove all’interno della sua stanza. In
un tale sistema inerziale (dove valgono i principi di inerzia) ad
ogni accelerazione puo` essere associata una forza apparente. Per-
cio` la misura dell’accelerazione puo` essere effettuata misurando
l’intensita` di questa forza. E` questo il principio che sfruttano gli
accelerometri ( che misurano le accelerazioni) e i giroscopi (che
misurano la velocita` angolare) per ricavare le grandezze necessarie
alla descrizione del moto del corpo.
Il moto del corpo e` completamente descritto da un sistema di
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equazioni con sei gradi di liberta`. Ogni grado di liberta` corrispon-
de ad una grandezza che deve essere misurata. Per la risoluzione
del problema e` dunque possibile compiere delle misure con un
giroscopio ed un accelerometro triassiali oppure con due accelero-
metri triassiali montati sul corpo in movimento ad una distanza
nota. Tre di queste grandezze servono a determinare l’orienta-
mento del sistema di riferimento solidale con il corpo, le altre
invece il moto dell’origine del sistema.
E` possibile, conoscendo a priori il tipo di movimento che verra`
compiuto dal corpo, ridurre le grandezze necessarie per lo studio
del moto potendo svolgere alcune misure in meno. Ad esempio
volendo monitorare il moto di una persona si potrebbe pensare di
fissare un solo accelerometro triassiale sul suo capo e di costrin-
gerla a compiere dei movimenti tenendo il piu` possibile la testa
ferma rispetto al corpo.
Nel caso piu` generale possibile dalle leggi della cinematica si
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e` l’accelerazione di un punto del corpo, r
p
e` la sua po-
sizione, ω˙ e` la derivata prima rispetto al tempo dell’accelerazione
angolare ω, mentre a
o
, ed ω sono rispettivamente l’accelerazione
dell’origine del sistema di riferimento solidale con il corpo e la sua
velocita` angolare.
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Nota l’accelerazione e` possibile ricavare la posizione del corpo






a(t)dt′)dt+ v0t+ p0 (1.2)
dove p(t) ed a(t) sono rispettivamente la posizione e l’accele-
razione istantanee del punto mentre v0 e p0 sono la velocita` e la
posizione iniziali del punto stesso.
La necessita` di compiere queste integrazioni per risalire alla
posizione istantanea del corpo in moto, comporta un errore sul
risultato assai rilevante che rende i sensori inerziali poco affidabi-
li. La grandezza misurata nel circuito e` una tensione che risulta
proporzionale all’accelerazione. Il suo valore puo` essere alterato
da un offset e dal rumore dei dispositivi che costituiscono l’acce-
lerometro ed i circuiti per il trattamento di questo segnale [15].
Questi disturbi nell’integrazione danno un errore sulla posizione
che cresce con il tempo.
Tuttavia in molte applicazioni non e` necessario avere prestazio-
ni elevate del sistema per il tracking mentre e` importante mante-
nere un costo basso. Per esempio in un sistema che rileva il mo-
vimento di un braccio o della testa di una persona per azionare
un servomeccanismo non e` richiesta l’esatta posizione del corpo,
e` importante che il sistema rilevi quel tipo di movimento per poi
decidere quale azione intraprendere. Il costo, invece, si rivela una
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caratteristica importante del sistema per rendere questa tecno-
logia alla portata di tutti. Allora in applicazioni come questa i
sistemi inerziali per le loro caratteristiche (in modo particolare
per il costo) assumono un ruolo determinante.
Capitolo 2
Reti di Sensori e TinyOS
Il lavoro svolto in questa tesi ha come obiettivo la realizzazione
di un sistema wireless capace di inseguire il movimento del corpo
di una persona per dare la possibilita` di riconoscere alcuni movi-
menti stereotipati; il sistema deve essere in grado raccogliere quei
dati che danno la possibilta` di rilevare un insieme di movimen-
ti del braccio o della testa di una persona, a ciascuno dei quali
puo` essere associato un compito specifico che viene richiesto ad
un altro sistema (calcolatore, servomeccanismo) attraverso questi
movimenti che l’utente compie. Per ottenere cio` si e` pensato di
inserire un accelerometro MEMS su un nodo di una rete wireless
di sensori.
Le reti di sensori wireless rappresentano un’ottima soluzione
per la raccolta di dati che riguardano fenomeni ambientali. Que-
ste hanno rivoluzionato l’acquisizione dei dati in una vasta gam-
ma di scenari grazie alle loro proprieta`: affidabilita`, esattezza,
flessibilita`, costi bassi e facilita` di schieramento.
Per essere piu` chiari basti pensare ad un progetto di una strut-
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tura che permetta la sorveglianza di alcuni parametri di una va-
sta area inospitale. Nella realizzazione di questa con una rete
wireless di sensori (in seguito anche WSN) il primo vantaggio e`
rappresentato dall’assenza di collegamento fisico tra i nodi (cavi
per la comunicazione); la collocazione dei nodi avviene con poca
difficolta` anche in ambienti molto ostili: ad esempio se si vuole
monitorare un bosco, e` possibile distribuire i sensori utilizzando
un aereo che in poco tempo riesce a sorvolare l’intera area. L’ar-
chitettura e i protocolli di comunicazione tra nodi la rende assai
affidabile e robusta ai guasti di un singolo nodo.
La realizzazione e soprattutto il largo impiego di queste reti so-
no ottenuti dai nuovi sviluppi tecnologici. L’hardware e` reso meno
ingombrante poco costoso e soprattutto piu` efficente per quanto
riguarda il consumo energetico. Il software di suo riesce a gestire
al meglio lo scambio dei dati all’interno della rete, sfruttando al
meglio le risorse hardware disponibili.
In questo capitolo verranno trattati alcuni aspetti relativi alle
reti di sensori wireless. Sara` fatto un accenno agli aspetti hard-
ware dei sensori, gia` visti in un mio precedente lavoro [15], e
saranno esposti con maggior dettaglio gli strumenti software im-
piegati nella gestione delle reti wireless. Sara` esaminato un si-
stema operativo, TinyOS, e il suo linguaggio di programmazione,
NesC, usati per la realizzazione di un driver, traguardo di questo
lavoro, per pilotare un accelerometro triassiale collegato sul bus
I2C.
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2.1 Reti di sensori wireless
Una rete di sensori wireless e` costituita da un numero elevato
di nodi. Ogni nodo ha la possibilita` di ospitare un sensore o un
attuatore, di svolgere operazioni sui dati che riceve e di inviarli ad
un altro nodo. Indipendentemente dagli altri elementi della rete,
un nodo riesce a svolgere il suo compito di osservatore dei fenome-
ni ambientali, ma nel momento in cui deve inviare l’informazione
che gli e` stata richiesta sfrutta al meglio la collaborazione con i
nodi che gli si trovano piu` vicini.
Nella topologia della rete wireless di sensori e` possibile indivi-
duare un nodo principale di raccolta per tutte le informazioni che
viaggiano nella rete. Questo coincide con quel nodo che funziona
da gateway con risorse esterne alla WSN, come puo` essere un per-
sonal computer che si occupera` di una elaborazione piu` complessa
dei dati raccolti per renderli fruibili con altre applicazioni o da
un utente finale.
Non tutti gli altri nodi della rete comunicano direttamente con
questo nodo, in quando questa comunicazione potrebbe compor-
tare un dispendio eccessivo di energia. Infatti il consumo di po-
tenza per la comunicazione radio tra due nodi aumenta con la
distanza tra questi, e cio` diminuirebbe notevolmente il tempo di
funzionamento dei nodi che sono alimentati a batteria. E` per-
tanto necessario, per allungare la durata del nodo, diminuire la
distanza tra i nodi. Il dato raccolto viene affidato, per la spedizio-
ne, ad un nodo vicino che si preoccupera` di inviare sia i dati che
ha campionato che quelli ricevuti per essere rispediti. In questo
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Figura 2.1: La comunicazione nella rete avviene tra nodi adiacenti;
l’informazione arriva alla mete dopo un numero di salti tra nodi.
modo la distanza tra nodi comunicanti viene ridotta, la potenza
impiegata per la trasmissione e` minore e il nodo ha una autonomia
di funzionamento piu` lunga.
All’interno della rete, quindi, l’informazione salta da un nodo
all’altro (multi-hop) prima di raggiungere la meta. Questo modo
di trasmissione garantisce una robustezza della rete al guasto di
un singolo nodo. Il nodo guasto puo` essere isolato scegliendo un
percorso alternativo per garantire la consegna dell’informazione
al nodo gateway.
La comunicazione tra i nodi avviene attraverso un protocollo
sviluppato proprio per le reti di sensori. Infatti le scarse risor-
se hardware, come si vedra`, non permettono l’uso dei protocolli
per la comunicazione impiegati nelle tradizionali reti, come ad
esempio il TCP/IP. Questi richiederebbero un hardware molto
piu` complesso per garantire l’esecuzione di software per la ge-
stione del protocollo, e quindi risorse energetiche che vanno al di
la di quelle consentite (l’energia per il funzionamento del nodo e`
CAPITOLO 2. RETI DI SENSORI E TINYOS 20
fornita al piu` da due pile formato AA).
Si e` ripetutamente sottolineato l’importanza del consumo ener-
getico di ogni singolo nodo. Per le WSN questo aspetto e` molto
piu` importante che nelle altre reti wireless. Infatti, mentre nelle
normali reti wireless l’accesso ai singoli nodi puo` avvenire libe-
ramente e senza ostacoli per effettuare la normale manutenzione
come la sostituzione delle pile, nelle WSN il recupero di un no-
do e` inibito dalle condizioni ambientali nelle quali il nodo opera:
un esempio puo` essere l’impiego delle WSN per monitorare una
regione colpita da un uragano. Mentre si e` nel pieno della tempe-
sta e` difficile recuperare un nodo per la manutenzione si dovreb-
be aspettare la fine dell’evento per poterlo fare, ma risulterebbe
troppo tardi.
Un ruolo importante per il risparmio energetico e` svolto dal
protocollo di comunicazione. E` possibile fare dei confronti fra
due diversi protocolli secondo i seguenti parametri [13]:
• efficenza energetica/tempo di vita del sistema: un sensore
opera con delle pile; un protocollo energeticamente efficente
massimizza il tempo di vita del nodo.
• latenza: il dato deve essere disponibile nel piu` breve tempo
possibile, altrimenti rischia di essere inutile per la conoscenza
in tempo reale del fenomeno.
• accuratezza: ottenere le informazioni esatte e` importante, ma
il grado di precisione dipende dall’ applicazione.
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• tolleranza ai guasti: un sensore puo` venire a mancare, il pro-
tocollo deve garantire ugualmente la trasmissione dei dati.
E` importante sottolineare che questi quattro parametri non so-
no indipendenti l’uno dall’altro. Per ottenere maggiore precisio-
ne e` utile avere molti dati che nella loro trasmissione aumenta-
no il consumo energetico, e necessitano di maggiore velocita` di
comunicazioene.
Il progetto delle WSN dipende fortemente da che tipo di ap-
plicazione sfrutta la rete. Si possono distinguere quattro macro-
categorie di reti di sensori [9]:
• Monitoring: questo tipo di rete e` utilizzato per tenere trac-
cia con continuita` di grandezze relative ad una particolare
area geografica; i dati ricavati possono essere relativi ad ogni
singolo nodo oppure ad una aggregazione di essi.
• Event detection: in tali reti la finalita` e` rappresentata dal ri-
conoscimento di un evento particolare rilevato con le misure
effettuate dai nodi; un tipico evento puo` essere il superamen-
to di un valore soglia della grandezza monitorata.
• Object classification: la rete e` in grado di riconoscere un og-
getto in base ai campionamenti che i nodi fanno; un esempio
puo` essere il suono emesso dall’oggetto.
• Object tracking: in queste reti viene sfruttata la capacita` di
riorganizzazione della mappatura dei nodi per risalire alla
posizione che il corpo monitorato assume dopo uno sposta-
mento.
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Per massimizzare il piu` possibile il rendimento della rete in
tutte e quattro le macrocategorie si deve procedere ad una cofi-
gurazione dei nodi e dell’intera rete sia per l’hardware che per il
software.
2.1.1 Requisiti hardware di un sensore
I sensori di una rete wireless devono essere piccoli, leggeri ed
avere consumi energetici estremamente bassi. I primi due requisiti
sono richiesti per poter mettere facilmente in opera la rete: la di-
stribuzione di un numero elevato di sensori deve essere svolta con
una certa facilita`, inoltre i sensori devono essere poco ingombran-
ti per poter essere portati con estrema disinvoltura in operazioni
che riguardano la raccolta dei dati relativi al comportamento del-
le persone. Il terzo requisito, risparmio energetico, e` tassativo per
le reti con elevato numero di nodi e soprattutto per quelle reti che
operano in ambienti che rendono il nodo difficilmente raggiungi-
bile per normali operazioni di manutenzione come la sostituzione
delle pile di alimentazione. Per abbattere il consumo energetico
si costruiscono sistemi a piu` livelli di consumo (sleep/wake-up).
Un quarto requisito che un sensore deve avere e` il costo poco
elevato. Per reti con un numero elevato di sensori, questo diventa
notevolmente rilevante, soprattutto se si pensa che i nodi, in alcu-
ni ambienti dove operano sono difficilmente recuperabili, e dunque
una volta impiegati rappresentano delle risorse non riutilizzabili.
Le componenti principali di un nodo sensore sono mostrate in
figura 2.2. A fornire l’energia a tutto il sistema il piu` delle volte



















Figura 2.2: Nella figura sono evidenziati i componenti principali dell’hardware
di un nodo sensore.
sono due pile stilo formato AA. Il processore gestisce tutte le ri-
sorse del nodo; la memoria viene impiegata sia per mantenere il
codice da eseguire che i dati campionati. I sensori possono essere
collegati a bus dedicati come i bus seriali I2C e SPI, oppure ai
convertitori analogici digitali implementati sul nodo stesso. Ol-
tre ai sensori sono previsti degli attuatori come ad esempio dei
riproduttori di suoni o dei LED per la comunicazione visiva di in-
formazioni che il nodo intende passare all’ambiente esterno. Una
unita` dedicata si occupa della ricezione e dell’invio dei dati. Come
e` possibile costatare dai valori riportati in figura tutte le risorse
sono scarse.
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2.1.2 Problematiche software
Una rete di sensori e` un sistema distribuito. Oltre alle normali
problematiche che si presentano nella progettazione di sistemi di-
stribuiti tradizionali, le particolari architetture hardware descrit-
te in precedenza impongono ulteriori obiettivi e vincoli. Bisogna
prendere in considerazione molte problematiche tipiche delle re-
ti ad-hoc, in particolare per quanto riguarda gli algoritmi per la
comunicazione di rete. I protocolli di routing devono poter gesti-
re una rete dalla topologia riconfigurabile, caratterizzata da linee
di comunicazione tipicamente non affidabili. In caso di guasto
la rete deve essere in grado di isolare il/i nodi non funzionanti
e di riorganizzare la topologia di conseguenza. Deve essere pos-
sibile eseguire riconfigurazioni dinamiche del software operante
sul singolo sensore. Il middleware deve essere in grado di gestire
architetture di sensori differenti o paradigmi di accesso differenti
offerti dai sensori nella stessa rete. Tutto il software deve es-
sere in grado di funzionare con ridotte risorse di elaborazione e
con bassissimi consumi di energia. E` auspicabile progettare dei
middleware che consentano di scrivere programmi in linguaggi di
alto livello, e che consentano allo sviluppatore dell’applicazione di
non dover reimplementare componenti riutilizzabili. Il software
deve essere in grado di astrarre la complessita` e la topologia della
rete per l’utente finale. La rete deve infine far fronte a proble-
mi di sicurezza delle comunicazioni con risorse disponibili molto
limitate.
Generalmente le soluzioni software per ovviare ai problemi de-
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rivanti dai requisiti di cui sopra si possono dividere in due:
1. Software di sistema: il tipico esempio di software di sistema e`
il sistema operativo; i sensori richiedono sistemi operativi de-
dicati; un sistema operativo general purpose sarebbe troppo
dispendioso in termini di risorse. Un esempio e` TinyOS, si-
stema operativo open-source sviluppato dalla Universita` del-
la California a Berkeley per i sensori motes. Data la sua
particolarita` di essere un codice aperto, e pertanto modifi-
cabile, e` diventato la piattaforma di sviluppo per la maggior
parte delle soluzioni proposte per le reti di sensori; grossi
contributi sono stati forniti al suo sviluppo da una vasta co-
munita` di programmatori, questo e` testimoniato dalla lunga
lista di progetti attivi in molti campi di ricerca. TinyOS e`
stato progettato principalmente per essere il sistema opera-
tivo per reti di sensori, puo` essere eseguito su hardware dalle
ridotte capacita`: scarsa memoria, fonti energetiche limitate,
modeste capacita` di elaborazione.
Per avere funzionalita` piu` avanzate e astrazioni dell’hard-
ware del singolo sensore esistono diverse virtual machines,
ad esempio Mate` per i motes. Queste in genere vengono
programmate con linguaggi piu` sofisticati e aggiungono fun-
zionalita` piu` avanzate.
2. Middleware: Per le applicazioni reali la programmazione del
software di sistema non e` sufficiente, come anche per le reti
tradizionali, servono astrazioni di livello piu` alto di quelle
fornite dalle virtual machine. Il software di sistema infatti
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costringe l’applicazione a considerare il comportamento dei
singoli sensori, mentre per l’utilizzatore della rete in genere
e` necessario avere una visione piu` globale e poter ragiona-
re su dati aggregati. E` quindi necessario poter astrarre il
comportamento dell’intera rete. Il software di sistema non
fornisce, se non in minima parte, strumenti per la program-
mazione e la gestione dell’interazione con sistemi informativi
piu` complessi: i reali utilizzatori della rete di sensori. E` au-
spicabile inoltre che gli sviluppatori delle applicazioni non
debbano reinventare la ruota potendo disporre di infrastrut-
ture gia` pronte per naming, gestione della rete, ecc. Per que-
sti obiettivi sono allo studio diversi approcci allo sviluppo di
middleware. Gli approcci per reti tradizionali (Client server,
ecc.) vanno rivisti per soddisfare i requisiti di prestazioni e
consumi specificati in precedenza.
2.2 Sistema operativo: TinyOS
TinyOS e` un sistema operativo open-source sviluppato dalla
University della California a Berkeley [1], data la possibilita` di
modificare il codice, questo sistema operativo e` diventato la piat-
taforma di sviluppo per ogni soluzione proposta nel campo delle
reti di sensori. In effetti grossi contributi sono stati forniti dalla
comunita` di sviluppatori, lo testimonia la lunga lista di progetti
attivi relativi a tutti campi della ricerca.
TinyOS e` stato progettato specificatamente per essere eseguito
sull’hardware delle reti di sensori wireless. A differenza delle tra-
CAPITOLO 2. RETI DI SENSORI E TINYOS 27
dizionali architetture hardware, dove si dispone di grandi quan-
tita` di memoria, complessi sottosistemi per la gestione dei dati
di ingresso e per quelli d’uscita, forti capacita` di elaborazione e
sorgenti di energia praticamente illimitate, nelle reti di sensori
ci si trova a confronto con sistemi di piccole dimensioni, fonti di
energia limitate, scarsa quantita` di memoria, modeste capacita` di
elaborazione, etc. Sono necessarie quindi soluzioni molto semplici
ed efficienti, e che soprattutto riducano al massimo i consumi di
energia. Anche il sistema operativo risente di queste limitazioni.
Un sistema operativo per sensori deve avere quindi alcune ca-
ratteristiche di base: deve avere ridotta occupazione di memoria,
basso consumo durante l’elaborazione, consumo pressoche` nullo
durante lo stato di attesa (idle), deve gestire la concorrenza, de-
ve implementare protocolli di rete a seconda della periferica di
rete utilizzata e tali protocolli devono essere poco dispendiosi in
termini di energia (il TCP/IP e` in genere inapplicabile). Il siste-
ma operativo, inoltre, deve fornire un’astrazione per i dispositivi
hardware (sensori e attuatori) montati sui nodi della rete. Si
distinguono due approcci allo sviluppo di sistemi operativi per
sensori:
• Sviluppare un sistema i cui componenti vengono compila-
ti insieme all’applicazione (come TinyOS). Questo di fatto
consente una singola applicazione in esecuzione in un dato
momento, tuttavia tale sistema permette di avere bassissi-
mi consumi (non esistendo in genere cambiamenti di conte-
sto (context switch) dal momento che gli scheduler seguono
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una politica ad esecuzione completa (run to completion)) e
sistemi molto piccoli (essendo realmente inserite nel siste-
ma solo le funzionalita` richieste). Lo svantaggio che deriva
da tale approccio e` la limitata versatilita` e i seri vincoli di
riconfigurazione dell’applicazione.
• Sviluppare un sistema che includa i tradizionali strati di soft-
ware dei sistemi general purpose in versione ridotta. In que-
sto caso e` difficile tenere i consumi e le risorse impiegate sotto
controllo, ma si guadagna in versatilita` potendo eseguire piu`
applicazioni contemporaneamente.
Un programma TinyOS puo` essere visto come un grafo di com-
ponenti software (vedi fig. 2.3). Ogni nodo del grafo, che rap-
presenta un componente dell’applicazione, fornisce dei servizi ac-
cettando dei comandi da un nodo che sta ad un livello superiore
nella gerarchia del grafo. Inoltre puo` restituire degli eventi per
notificare lo stato di terminazione dell’esecuzione. Le frecce del
grafo esprimono la dipendenza tra i vari componenti: partono da
nodi che hanno bisogno di alcuni servizi e terminano in quelli che
li fornisce.




Il comando e` usato per effettuare una chiamata verso il bas-
so (downcall), cioe` una chiamata ad un componente che sta ad
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Figura 2.3: Blink e` una semplice applicazione che accende ad intervalli regolari
i LED presenti sul nodo sensore, per compiere queste operazioni ha bisogno
di servizi che vengono offerti dai componenti che stanno ad un livello inferiore
del grafo.
un livello inferiore nel grafo. Un esempio e` la chiamata ad una
componente che gestisce il timer.
L’evento e` usato per chiamare verso l’alto la componente di un
grafo. Per esempio l’interfaccia del timer puo` segnalare all’appli-
cazione, che nella gerarchia del grafo sta ad un livello superiore,
lo scadere di un intervallo temporale.
I task sono usati per operazioni non critiche che possono essere
interrotte (preempt) dagli eventi. Un comando o un evento puo`
mettere in coda un task, eseguire un’operazione e ritornare im-
mediatamente. In TinyOS i task sono gestiti con filosofia FIFO,
e vengono eseguiti fino in fondo. Poiche´ un task non puo` essere
interrotto da un’altro task, e` bene realizzare dei task molto corti
in modo tale che per la loro esecuzione non venga impiegato a
lungo il processore.
TinyOS supporta una concorrenza elevata attraverso un proto-
collo di tipo split-phase (vedi paragrafo successivo) che non blocca
le esecuzioni (nessun evento o comando possono essere blocca-
ti). Il completamento di lunghe operazioni viene segnalato da
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un evento. Questo tipo di funzionamento permette una forma di
concorrenza diversa da quella del modello a threads.
2.2.1 Split-phase operation
TinyOS e` un sistema operativo progettato per essere esegui-
to su nodi sensore che sono costituiti da un panorama hardware
molto variegato. E` importante, dunque, che il sistema operativo
riesca a gestire ogni periferica nel modo piu` adeguato possibile
e sollevare il progettista di applicazioni dal lavoro eccessivo per
la gestione di queste periferiche, fornendogli delle interfacce stan-
dard. Per individuare un modo di procedere e` necessario capire
come funziona l’hardware.
L’hardware, per l’aspetto operativo, puo` essere suddiviso in due
categorie. Un gruppo e` formato da quei dispositivi che rispondono
ad una richiesta immediatamente, mentre nell’altro gruppo pos-
sono essere messi quei dispositivi che dopo la richiesta segnalano
la risposta con un segnale di interrupt. Il primo gruppo di dispo-
sitivi lavora in modo sincrono, mentre i dispositivi del secondo
gruppo lavorano in split-phase.
Nella progettazione del sistema operativo si deve decidere come
gestire queste due categorie di strumenti. Si puo` pensare di im-
plementare il sistema operativo affinche` gestisca l’hardware sem-
pre allo stesso modo, rende cioe` l’hardware sincrono split-phase
e lascia invariato l’altro, oppure basarsi su una gestione oppo-
sta. Mentre risulta semplice gestire un hardware sincrono come
se fosse split-phase e` difficile fare il contrario. La gestione sincro-
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na inoltre comporta un ulteriore aspetto negativo. Se l’hardware
risponde immediatamente al comando tutto va regolare, mentre
se la risposta ritarda, cioe` l’hardware e` piu` lento del processore si
sprecano risorse di calcolo. Questo deve essere evitato nei siste-
mi operativi per nodi sensore in quanto porta anche un consumo
ulteriore di potenza abbattendo il ciclo di vita dello stesso nodo.
Un modo per gestire le periferiche consiste nell’usare il multi-
tasking. Questa e` la tecnica usata nei sistemi operativi general
purpose. Un esempio di periferica gestita secondo questa tecnica
e` fornito da quelle che vengono collegate alla porta seriale. Ge-
neralmente queste sono molto piu` lente del processore. Allora
quando il sistema operativo li interroga apre un processo (task), e
mentre attende la risposta esegue altre operazioni. Al verificarsi
del segnale di interrupt il processo che si occupa della periferica
viene ripreso e completato. In questo modo di procedere vengono
impiegate quelle risorse di calcolo che durante l’attesa di rispo-
sta andrebbero perse. Questa tecnica richiede molta memoria per
poter mantenere le informazioni sui task interrotti, risorsa scarsa
nell’hardware dei nodi sensori di una rete wireless, ed e` quindi da
evitare nella gestione dell’hardware di una WSN.
La risposta per la gestione dell’hardware di un nodo sensore
e` invece quella di implementare un’astrazione di tipo split-phase
per ogni componente hardware. Il sistema operativo lancia il
comando e non resta in attesa di risposta da parte della periferica
interrogata ne´ tiene traccia in memoria dello stato del processore
(contenuto dei suoi registri) al momento della sua esecuzione (per
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il sistema operativo il comando e` concluso). La periferica ha tutto
il tempo per completare le sue operazioni e notificare il risultato
con un segnale di interrupt che viene successivamente gestito da
un evento. Il sistema operativo, che nel frattempo ha eseguito
altre operazioni si occupera` della gestione del ritorno.
In TinyOS tutto l’hardware e` reso split-phase: una interfac-
cia attraverso un comando compie una chiamata verso il basso
e ritorna immediatamente. Al termine delle operazioni l’hard-
ware ritorna un interrupt che la stessa interfaccia puo` gestire. Un
esempio di split-phase in TinyOS e` dato dall’operazione di invio
di un pacchetto dati. Per questo servizio, TinyOS mette a di-
sposizione l’interfaccia Send. Quando un’applicazione invoca il
comando send il ritorno e` immediato. L’invio del messaggio puo`
avvenire con i tempi dettati dall’hardware. Concluse tutte le ope-
razioni l’hardware segnala un interrupt con un evento sendDone,
una chiamata verso l’alto, che sara` gestito dalla funzione che ha
invocato il comando send.
2.2.2 Componenti
Il modello a componenti di TinyOS e` del tutto simile a quello
di NesC, che e` il linguaggio di programmazione creato per gestire
al meglio le applicazioni di TinyOS (vedi paragrafo 2.3.1). Que-
sto modello a componenti e` dotato di command handlers e event
handlers. I componenti comunicano tra loro invocando coman-
di (gestiti da command handlers) e sollevando eventi (gestiti da
event handlers). Comandi ed eventi vengono eseguiti al livello
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alto di priorita` dello scheduler. A questi si aggiunge una serie
di task, che hanno lo stesso significato degli equivalenti in NesC
e vengono eseguiti a livello basso di priorita`. Ogni componente
inoltre possiede un frame. Questa e` l’area dati del componen-
te e viene allocata staticamente. Tipicamente gli eventi vengono
sollevati da componenti piu` vicini all’hardware verso componenti
meno vicini, mentre i comandi vengono invocati in verso opposto.
I componenti possono essere suddivisi in tre categorie [7]:
• Hardware abstraction: questi componenti mappano le fun-
zionalita` fornite via software sulle funzionalita` fornite dal-
l’hardware creando un’astrazione dello stesso utilizzabile dai
moduli superiori;
• Synthetic hardware: questi moduli simulano il comportamen-
to di hardware piu` sofisticato di quello realmente presente sul
sensore;
• High level software component: questi componenti sono quelli
di livello piu` alto e si occupano di eseguire algoritmi che
prescindono dal particolare hardware.
Ad esempio, un componente che legge/scrive un bit su un ca-
nale radio e` un’astrazione hardware, un componente che compone
8 bit e li invia a quelli di livello superiore e` un hardware sintetico,
mentre il componente che implementa il protocollo di routing e`
un componente di alto livello.
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2.2.3 Rete e TinyOS: Active Messages
Active messages e` la tecnologia di rete utilizzata da TinyOS
[12]. E’ un’architettura che si avvicina molto a quella a coman-
di e componenti di programmazione del singolo sensore. Questo
sistema permette di inviare messaggi a tutti o a un singolo nodo
tra i nodi vicini (protocolli di routing sono implementati ai livelli
superiori, quindi ha solo un meccanismo di indirizzamento verso i
nodi vicini). Ogni nodo e` indirizzato con uno specifico ID, numero
rappresentato su 16 bit. Inoltre e` possibile inviare informazioni a
tutta la rete utilizzando un indirizzo di radiodiffusione che corri-
sponde ad un ID pari a 0xFFFFh. Active messages e` una tecno-
logia molto leggera, infatti non specifica meccanismi connection
oriented: ogni pacchetto e` un’entita` indipendente. Esso contie-
ne l’identificatore di un handler da richiamare sulla macchina di
destinazione e il payload del pacchetto. Questo sistema permet-
te di evitare il complesso utilizzo di buffer delle implementazioni
del protocollo TCP/IP. Il principale svantaggio dell’approccio e`
che tutti i nodi comunicanti devono avere lo stesso software o
quantomeno implementare un componente che definisca lo stesso
handler.
2.3 Strumenti per lo sviluppo software
La maggior parte delle architetture per reti di sensori preve-
dono lo sviluppo di software di sistema mediante sottoinsiemi del
linguaggio C, in genere mediante API specifiche del sistema opera-
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tivo. Questo approccio porta alcuni vantaggi e diversi svantaggi.
Il principale vantaggio sta` nella generale familiarita` degli svilup-
patori di sistema con tale approccio e con le elevate prestazioni e
l’elevata versatilita` del codice scritto in C. Di contro l’approccio
del linguaggio C non si adatta a molti dei requisiti particolari del
software per reti di sensori: ad esempio non e` previsto un approc-
cio ad eventi. Lo svantaggio principale del software sviluppato in
C risiede nell’insicurezza del linguaggio, ad esempio la mancan-
za di una gestione sicura della memoria, la politica sull’uso dei
puntatori, ecc.
2.3.1 NesC
NesC e` una variante del linguaggio C sviluppato per la pro-
grammazione dei motes [4]. Per alcuni versi questo linguaggio
e` un’estensione del C (implementa un modello a eventi), men-
tre per altri restringe il linguaggio C (limita diverse operazioni
riguardanti i puntatori).
In accordo con la politica di utilizzo delle risorse di alimen-
tazione del sensore (dormiente (sleep) per la maggior parte del
tempo, attivo (awake) solo durante la fase di elaborazione) NesC
permette di definire un’elaborazione event-driven: i componenti
di un’applicazione vengono mandati in esecuzione solo quando si
verificano gli eventi associati a ciascun componente. Il sistema
operativo (TinyOS) e` programmato in NesC. Nel momento in cui
un’applicazione viene compilata, i componenti di TinyOS vengono
compilati insieme ad essa e il risultato costituisce l’intero software
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del sensore. Questo approccio consente un ingente risparmio di
energia e di memoria, tuttavia limita molto la versatilita`. Infatti
non e` possibile installare piu` applicazioni indipendenti sullo stes-
so sensore e non e` possibile effettuare linking dinamico di librerie
esterne o riconfigurazione dinamica di parte del codice presente
sul sensore. Dal punto di vista dell’affidabilita`, la presenza di
una singola applicazione alla volta e l’assenza di link dinamico
permette di eseguire molti controlli statici sulla bonta` del codice
che altrimenti non sarebbero possibili. Inoltre diverse funzionalita`
proprie del C, come l’allocazione dinamica e i puntatori a funzio-
ne, che spesso sono fonte di problemi relativi alla robustezza del
codice, vengono escluse.
Un’applicazione NesC e` un insieme di componenti collegati
tramite interfacce (tra i componenti che compongono un’applica-
zione ci sono anche quelli del sistema operativo). Questo approc-
cio separa la costruzione dei componenti dalla composizione degli
stessi per ottenere applicazioni piu` complesse.
Ogni componente e` specificata dalle interfacce che pubblica e
da quelle che utilizza: ogni interfaccia usata e` introdotta dalla
parola chiave uses, le interfacce che vengono fornite (implemen-
tate nel codice di quel componente) sono introdotte dalla parola
chiave provides.
Ogni interfaccia e` bidirezionale e modella un servizio offer-
to/utilizzato dal componente. Le interfacce sono composte da
un insieme di comandi e da un insieme di eventi (nella fig. 2.4 so-
no riportate alcune interfacce che si possono trovare in TinyOS).
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interface Timer {
command result t start(char, uint32 t interval);
command result t stop();
event result t fired();
}
interface Send {
command result t send(TOS Msg *msg, uint16 t length);
event result t sendDone(TOS Msg *msg, result t success);
}
interface ADC {
command result t getData();
event result t dataReady(uint16 t data);
}
Figura 2.4: Lo pseudocodice mostra l’organizzazione delle interfacce, i comandi
che fornisce e gli eventi che deve gestire
Per ogni interfaccia fornita da un componente, quest’ultimo im-
plementa i comandi, mentre l’utilizzatore implementa il compor-
tamento relativo agli eventi. Per ogni interfaccia utilizzata da
un componente, quest’ultimo implementa gli eventi e invoca i
comandi. Questo meccanismo e` ridondante, tuttavia raggruppa-
re comandi ed eventi relativi a un servizio in interfacce rende il
codice piu` leggibile. E` possibile, attraverso interfacce parametri-
che, raggruppare un insieme di invocazioni ad eventi e comandi di
una stessa interfaccia come appartenenti ad uno stesso ambito (ad
esempio e` possibile mettere in correlazioni chiamate separate agli
slave collegati su un bus I2C). Il raggruppamento in interfacce ri-
sulta comodo anche in caso si debba collegare diverse funzionalita`
di un componente a diversi altri componenti, questo caso si tradu-
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ce in un numero minimo di linee di codice creando un’interfaccia
per ogni funzionalita`.
Comandi ed eventi al momento del linking statico vengono tra-
dotti in chiamate a funzioni, quindi semanticamente la differenza
e` minima. Essi vengono eseguiti in modo sincrono, e` tuttavia fa-
cile implementare attraverso essi delle split-phase functions. La
scomposizione di un’applicazione in componenti e` vantaggiosa in
quanto permette di creare un livello di astrazione dei componen-
ti hardware del sensore, specialmente in un ambiente in cui le
applicazioni fanno abbondante uso di periferiche hardware.
Esistono due tipi di implementazione per i componenti:
1. moduli
2. configurazioni
I moduli (in fig. 2.5) implementano le funzionalita` delle inter-
facce del componente attraverso codice C con alcune estensioni. Il
modulo implementa inoltre gli eventi e i comandi in modo molto
simile a come vengono implementati i sottoprogrammi in C, ad
esclusione del fatto che, prima della definizione dell’evento o del
comando, bisogna inserire il nome dell’interfaccia relativa, e per
alcune macro utilizzate come valori di ritorno.
All’interno di un’implementazione e` possibile sollevare eventi
(tipicamente verso moduli di livello piu` alto nella gerarchia del
grafo) tramite la parola chiave signal, mentre e` possibile invoca-
re comandi (tipicamente su componenti piu` vicini all’hardware)
tramite la parola chiave call. Ogni modulo contiene il suo stato









command result t StdControl.init() {
return call Timer.start(TIMER REPEAT, 1000);
}
event result t Timer.fired() {
call ADC.getData();
return SUCCESS;
} event result t ADC.dataReady(uint16 t data) {
sensorReading = data;





Figura 2.5: Lo pseudocodice mostra l’organizzazione di un modulo













Figura 2.6: I componenti vengono assemblati, quelli che usano un determinato
servizio vengono collegati ai componenti che lo forniscono.
sotto forma di variabili locali dichiarate alla stessa maniera delle
variabili in C.
Le configurazioni implementano i collegamenti tra componenti
che costituiscono l’applicazione (vedi fig. 2.6) sfruttando le in-
terfacce che ogni singola componente mette a disposizione. Le
interfacce sono bidirezionali nel senso che accettano comandi e
restituisco eventi. Con i collegamenti, wiring, definiti nella con-
figurazione si informa il compilatore dove deve prendere il codice
relativo ad un comando presente nell’applicazione, l’evento che
ritorna e` implementato nel codice dell’applicazione. Nella figura
2.6 e` riportato uno schema di configurazione di una applicazione.
All’interno dell’implementazione di una configurazione bisogna
prima definire i componenti contenuti attraverso la parola chiave
component. Quindi si specificano i vincoli di wiring di cui esisto-











TimerM.Clk − > HWClock.Clock;
}
Figura 2.7: I componenti che costituiscono l’applicazione sono collegati fra di
loro utilizzando delle freccie da destra verso sinistra e viceversa oppure dei
segni di uguaglianza. Nella figura e` mostrata la configurazione di una semplice
interfaccia, Timer, fornita con il TinyOS.
no di due tipi: quelli tra interfacce interne ed interfacce esterne
e quelli tra interfacce interne solamente. Alla configurazione puo`
essere associato un grafo che mostra la relazione fra i componen-
ti. Nel grafo ogni nodo e` un componente, la freccia sulla linea
che congiunge due nodi punta dal componente che usa una in-
terfaccia a quel componente che l’implementa, mentre una linea
tratteggiata identifica l’equivalenza tra i componenti (nel codice
corrispondera` alla parola chiave as). Nella figura 2.3 e` mostrato
il grafo di una applicazione fornita con TinyOS. Ad un’interfac-
cia possono essere collegate zero, una o piu` interfacce. Nei primi
due casi la semantica e` banale, mentre nell’ultimo caso se viene
invocato un comando o sollevato un evento verso piu` interfacce il
tipo di ritorno di tali chiamate e` associato ad una funzione che
CAPITOLO 2. RETI DI SENSORI E TINYOS 42
compone i risultati, come ad esempio un AND logico [3].
Ogni componente definito in precedenza, oltre a comandi ed
eventi, definisce una serie di task che possono essere richiamati in
maniera asincrona (continuando l’elaborazione) attraverso la pa-
rola chiave post da qualunque punto del codice di comandi, eventi
o altri task. Un task viene implementato mediante una funzione
(preceduta dalla parola chiave task) che ritorna void. Questo ti-
po di codice viene chiamato codice sincrono e viene eseguito fino
al completamento con politica FIFO dallo scheduler di TinyOS.
Un pezzo di codice sincrono non puo` interrompere o essere in-
terrotto per eseguire un altro pezzo di codice sincrono. Quando
viene sollevato un interrupt da una periferica o dal sistema opera-
tivo viene eseguito lo handler associato a tale interrupt. Questo
codice interrompe il codice sincrono in esecuzione. Gli handler
vengono chiamati codice asincrono. Siccome il codice sincrono e`
atomico rispetto agli altri pezzi di codice sincrono, senza l’esisten-
za di codice asincrono non ci sarebbero condizioni di corse (race).
Esistono due possibili condizioni di race e avvengono quando un
aggiornamento allo stato condiviso avviene all’interno di codice
asincrono oppure quando un aggiornamento puo` avvenire sia da
codice sincrono che da codice asincrono. Per prevenire queste
condizioni il compilatore NesC controlla al momento della compi-
lazione (cosa resa possibile dal linking statico, dalla mancanza di
allocazione dinamica e da limitazioni sull’uso dei puntatori) che
ogni aggiornamento a un elemento dello stato condiviso tra piu`
elementi di codice avvenga solo in codice sincrono oppure avvenga
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in una sezione atomica, dove una sezione atomica e` una sezione
di codice che viene eseguita in modalita` non interrompibile dagli
handler degli interrupt. Le sezioni atomiche sono definibili me-
diante blocchi dichiarati tramite la parola chiave atomic. Questa
caratteristica e` implementata disabilitando gli interrupt quindi e`
auspicabile limitarne l’uso il piu` possibile. Questa politica e` estre-
mamente restrittiva, rilevando molte condizioni di race dove in
realta` non esistono. In questi casi il programmatore puo` indicare
al compilatore di non verificare le condizioni di race su una par-
ticolare variabile attraverso la parola chiave norace posta prima




L’osservazione di un fenomeno richiede la misura di grandezze
fisiche. Le reti wireless di sensori si prestano molto bene per il
monitoraggio degli eventi, per i motivi esposti nel capitolo prece-
dente. Su un nodo della rete e` possibile montare un qualsivoglia
sensore. Nel progetto realizzato si e` montato su un nodo della
rete un sensore di movimento proprio perche` l’obiettivo e` quello
di costruire un sistema che da´ la possibilita` di compiere il trac-
king del moto di un corpo usando una struttura di reti wireless.
Una specifica imposta al progetto e` di usare sensori per il moto
inerziali, o meglio accelerometri triassiali MEMS.
In un precedente lavoro [15] ho realizzato una interfaccia tra
un accelerometro prodotto dalla STMicroelectronics, ed un nodo
sensore di rete wireless fabbricato dalla societa` Crossbow [2]. In
questo lavoro, per completare il progetto, ho realizzato il software
necessario alla gestione del sistema per il tracking. L’obiettivo e`
quello di poter trasferire i dati raccolti dal sensore, montato sul
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Figura 3.1: Nell’architettura della rete si individua un nodo sensore ed un
nodo che svolge la funzione di gateway verso un calcolatore portatile.
nodo della rete, ad un calcolatore.
Nella parte iniziale di questo capitolo saranno descritti tutti gli
strumenti impiegati per la realizzazione del software: l’hardware
per l’esecuzione del codice, i protocolli di comunicazione. Inoltre
sara` illustrato il pacchetto delle applicazioni realizzate.
3.1 Architettura Hardware
L’architettura del sistema prevede un nodo sensore ed un nodo
gateway collegato ad un calcolatore attraverso la porta seriale
(fig. 3.1) ed il calcolatore stesso.
Il sensore e` un accelerometro MEMS triassiale, il LIS3LV02DQ
della STMicroelectronics. Il kit impiegato nella sperimentazione
comprende: due nodi per la comunicazione (MPR400) detti mo-
tes, una scheda sensore (MDA300) ed una scheda per la program-
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mazione (MIB510). L’interfaccia che contiene il sensore, da me
costruita, e` collegata ad un mote attraverso l’MDA300. La pre-
senza di questo componente e` necessaria per consentire, in questa
fase di prototipazione del sistema, il collegamento dell’interfaccia
sensore con il mote. In questo modo si sfrutta la possibilita` offerta
dall’MDA300 di comunicare verso il mote con un connettore a 51
pin e verso l’interfaccia attraverso una piu` comoda morsettiera.
La comunicazione fra il mote e il sensore avviene sfruttando il bus
I2C. Il nodo sensore cosi costituito comunica via radio con il nodo
gateway della rete wireless. Quest’ultimo nodo e` costituito dalla
scheda MIB510 connessa, per sfruttare delle apperecchiature ra-
dio che non possiede, ad un mote. Il nodo gateway gira i dati che
riceve sul canale radio ad un’interfaccia seriale per mezzo della
quale si connette al calcolatore. Il calcolatore riceve i dati che
puo` elaborare con delle applicazioni specifiche.
Ora vengono analizzati in dettaglio i vari componenti del siste-
ma.
3.1.1 MIB510
La scheda MIB510 (fig. 3.2) e` un dispositivo multifunzione.
Puo` essere impiegato sia per la programmazione dei mote che da
gateway per la rete di sensori verso un calcolatore. Per la co-
municazione verso il calcolatore sfrutta un’interfaccia seriale di
tipo RS-232. Mentre per comunicare con i nodi sensore deve
sfruttare i componenti radio di un mote collegato fisicamente at-
traverso un connettore; questo perche` il MIB510 non e` munito di
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Figura 3.2: La programmazione dei nodi Mica avviene attraverso questo
dispositivo collegato al calcolatore per mezzo di una porta seriale RS-232
apparecchiature per la radiocomunicazione.
Sulla scheda e` montato un processore, Atmega 16 della AT-
MEL, usato per la programmazione dei mote con processore At-
mega 128 sempre della ATMEL.
L’alimentazione della basetta puo` avvenire attraverso un ali-
mentatore collegato alla rete elettrica, oppure attraverso gli ac-
cumulatori del dispositivo da programmare (MPR400). E` im-
portante notare che non e` presente un circuito per far coesistere
entrambe le alimentazioni, quindi, quando si vuole usare l’alimen-
tazione da rete fissa e` bene accertarsi che le batterie del nodo da
programmare siano state tolte oppure, nei dispositivi dove e` pre-
sente (come nell’MPR400), che l’interruttore del circuito sia in
posizione OFF, altrimenti si rischia di danneggiare il dispositivo.
Lo stato del dispositivo viene indicato da due LEDs: uno rosso
ed uno verde. Il LED verde sempre acceso indica che il disposi-
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tivo e` correttamente alimentato, al contrario quando si usa una
alimentazione a batterie il lampeggiare del LED indica una scarsa
alimentazione (le batterie sono esaurite). Il LED rosso indica lo
stato della comunicazione sulla porta seriale: lampeggia quando
e` in atto un trasferimento di dati raccolti dalla rete oppure di
codice necessario alla programmazione.
La programmazione avviene in due fasi. Inizialmente il codice
e` trasferito dal personal computer alla scheda MIB510. Succes-
sivamente il processore Atmega 16 lo trasferisce sul nodo mote
che e` ad esso collegato. La velocita`, con la quale il processore
Atmega 16 comunica sulla porta seriale, e` fissata a 115.2 Kbaud.
Durante la programmazione dei dispositivi e` necessario disatti-
vare, attraverso l’interruttore SW2, la modalita` di trasmissione
della porta seriale da MIB510 al calcolatore, in quanto un’appli-
cazione presente sul mote che usa la seriale potrebbe bloccare la
riprogrammazione.
Sul dispositivo sono presenti altri tre LED che replicano lo sta-
to di quelli presenti sui mote, ed inoltre una serie di connettori
per il collegamento ad altri strumenti. Un connettore, denomi-
nato JTAG, permette di ottenere informazioni di debug quando
il codice viene eseguito direttamente dal processore Atmega 128.
Un connettore a 51 pin, permette la comunicazione con i mote.
3.1.2 MPR400
L’MPR400 costituisce il nodo elementare della rete. Lo schema
a blocchi del dispositivo, mostrato in fig. 3.4, evidenzia le seguen-
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Figura 3.3: Nodo wireless MPR400
ti componenti: un microprocessore, il connettore, il dispositivo di
ricetrasmissione e i LEDs che fungono da semplice interfaccia vi-
siva che il programmatore puo` utilizzare per rappresentare una
determinata informazione.
L’alimentazione del circuito avviene attraverso degli accumu-
latori che erogano una tensione di 3V; questi determinano l’auto-
nomia del nodo. Normalmente l’alimentazione avviene attraverso
due pile stilo formato AA.
Il processore presente sul nodo e` un Atmega 128 della ATMEL,
su cui e` possibile caricare il sistema operativo TinyOS.
Per la comunicazione radio e` utilizzato il circuito integrato
CC1000 della Chipcon. Questo permette la comunicazione radio
con segnale modulato in FSK. Il dispositivo, anche se progettato
per avere le migliori prestazioni alle frequenze di comunicazione
di 315, 433, 868, 915 megahertz, puo` essere sfruttato per comu-
nicazioni che avvengono a frequenze tra i 300 e 1000 megahertz.
Inoltre con la programmazione e` possibile fissare la potenza del
segnale d’antenna (si puo` impostare ad un valore compreso tra
CAPITOLO 3. IMPLEMENTAZIONE DELL’INTERFACCIA SOFTWARE 50
Figura 3.4: Schema a blocchi dell’MPR400.
-20 e 10 dBm).
Nel dispositivo MPR400 la frequenza, per il funzionamento del
dispositivo CC1000, puo` essere scelta tra i valori compresi in
due range: un primo intervallo e` compreso tra 868 e 870 MHz
(in questa fascia e` possibile ottenere quattro canali), il secondo
intervallo e` compreso tra 902 e 928 MHz (si possono ottenere
cinquantaquattro canali).
L’antenna, di tipo filare, fornita con il dispositivo, garantisce
un raggio di comunicazione tra i 10 e i 15 metri.
Ciascun mote e` dotato di una memoria flash di quattro Mbit
per conservare dati, misure ed altre informazioni definite dall’u-
tente. In questa memoria inoltre e` contenuto un numero seriale
a 64 bit che identifica ciascun dispositivo, che puo` essere usato
per identificare ciascun nodo nella rete quando si vuole effettuare
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Figura 3.5: MDA300, plug-in per il nodo MPR400
una riprogrammazione radio dello stesso.
3.1.3 MDA300
La scheda sensore (MDA300) rappresenta un plug-in per il no-
do wireless, monta dei sensori di luce, temperatura ed umidita`,
fornisce i dispositivi per l’acquisizione esterna dei dati, come dei
convertitori ADC. Per l’applicazione che si vuole realizzare que-
sto modulo e` poco rilevante. Viene sfruttato, in questa fase di
prototipazione del dispositivo di sensore per il tracking, la possi-
bilita` di utilizzare la sua morsettiera per il collegamento al mote
MPR400, anziche` sfruttare l’unico connettore a 51 pin montato
su di questo, difficilmente reperibile per mancanza di fornitori che
lo commercializzano nel nostro paese.
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3.1.4 Struttura logica dell’accelerometro
Il sensore di movimento, come gia` detto, utilizzato per l’ap-
plicazione e` un accelerometro triassiale MEMS: il LIS3LV02DQ.
Questo e` montato su un’interfaccia che consente il collegamento
con il mote.
L’accelerometro integra sullo stesso package oltre che alla strut-
tura sensibile alle accelerazioni lungo i tre assi di un sistema di
riferimento cartesiano, i circuiti elettronici per il condizionamento
del segnale ottenuto dalla cella di sensore in funzione dell’accele-
razione alla quale il dispositivo e` sottoposto. Di notevole rilevanza
per la nostra applicazione e` la presenza in questo accelerometro
di una interfaccia avanzata che gestisce la comunicazione con l’e-
sterno attraverso i protocolli seriali I2C o SPI che l’utente puo` se-
lezionare. La cella di sensore e` stata gia` discussa in un precedente
lavoro [15], a cui si rimanda per i dettagli. Qui ci concentriamo
sugli aspetti rilevanti ai fini del suo utilizzo nel sistema.
Al programmatore il LIS3LV02DQ si presenta come un insieme
di registri. Alcuni di questi possono essere letti e scritti mentre
altri sono abilitati solo alla lettura.
I registri, dal punto di vista funzionale, possono essere suddivisi
in due gruppi: registri di stato e registri per i dati.
I valori contenuti nei registri di stato determinano il tipo di fun-
zionamento dell’accelerometro. Dei valori di default, contenuti in
una memoria integrata nel package dell’accelerometro, vengono
caricati durante una fase di boot, subito dopo l’accensione del di-
spositivo. Successivamente il programmatore puo` riscrivere questi
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Figura 3.6: Nei pad esterni all’accelerometro sono presenti, oltre a quelli per
l’alimentazione, i terminali necessari per la gestione dell’interfaccia seriale.
registri per cambiare lo stato del dispositivo.
Il primo registro per ordine di importanza e` quello denominato
CTRL REG1 [17][16]. Il modo power down, che e` lo stato in cui si
trova l’accelerometro subito dopo il boot, e` ottenuto impostando
il valore dei due bit piu` significativi di questo registro a zero,
mentre impostando ad uno il valore di uno dei due l’accelerometro
si porta nel modo power up. Quindi l’accelerometro puo` essere
portato in uno dei due modi in qualsiasi istante cambiando il
valore memorizzato in questi bit.
Anche se l’accelerometro viene portato in power up mode, an-
cora le accelerazioni non vengono misurate, in quanto non sono
stati attivati i sensori delle accelerazioni lungo i tre assi. Questi
possono essere attivati separatamente impostando ad uno i tre
bit meno significativi del registro CTRL REG1.
CAPITOLO 3. IMPLEMENTAZIONE DELL’INTERFACCIA SOFTWARE 54
Con i restanti bit di questo registro e` possibile impostare il
fattore di decimazione per il campionamento dei dati (dunque il
data rate) e la funzione di self test per testare il funzionamento
dell’accelerometro.
Il registro CTRL REG2 determina invece la gestione dei dati. Con
il bit piu` significativo si imposta il fondo scala al valore di ±2g
oppure ±6g, mentre con il terzo bit si attiva un segnale di notifica
dei dati pronti. Il LIS3LV02DQ, infatti, e` in grado di notificare
quando i dati sono pronti con un segnale di interrupt sul sesto
pad del package.
Un altro registro sempre relativo ai dati, STATUS REG, contiene,
oltre alla replica del segnale di interrupt per i dati pronti, altre
informazioni sui dati. I tre bit meno significativi informano se
i dati relativi alle singole accelerazioni sono pronti mentre i tre
bit piu` significativi se i valori delle accelerazioni sono stati sovra-
scritti (notificano un errore si overrun che puo` accadere quando
la lettura dei valori e` piu` lenta del data rate dell’accelerometro).
Sempre sul sesto piedino del package possono essere notificate
altre informazioni in relazione ai valori contenuti in altri registri
di stato che il programmatore puo` impostare a suo piacimento.
Oltre alla notifica dei dati pronti, come mostrato in figura 3.7,
e` possibile inviare su questo piedino una segnalazione relativa
alla direzione dell’accelerazione, oppure quando l’accelerometro
misura la massima accelerazione (free-fall) o ancora quando il
valore misurato e` diventato diverso da zero (wake-up).
I registri dedicati ai dati sono sei. Poiche` il valore dell’accele-
CAPITOLO 3. IMPLEMENTAZIONE DELL’INTERFACCIA SOFTWARE 55
Figura 3.7: Il segnale di interrupt dipende dal contenuto di vari registri. Lo
schema mostra come e` ottenuto questo segnale.
razione misurata viene rappresentato su dodici o sedici bit, mo-
dalita` fissata dal programmatore attraverso il contenuto del bit
meno significativo del registro CTRL REG1, a coppie di due questi
registri contengono il valore corrispondente all’accelerazione mi-
surata lungo un certo asse. La rappresentazione, che viene scelta
con il contenuto del sesto bit del registro CTRL REG2, puo` essere
in formato Big Endian oppure in Little Endian. Sono entrambi
delle forme di rappresentazone dell’informazione su sedici bit.
Con la Big Endian la parte piu` significativa (MSB) e` contenu-
ta nel registro con indirizzo piu` basso, per esempio nell’accelero-
metro l’MSB del valore misurato lungo l’asse X sara` contenuto
nel registro con indirizzo 0x28 (OUTX L), mentre l’LSB la parte
meno significativa sara` contenuta nel registro con indirizzo 0x29
(OUTY H). La stessa cosa si ripete per gli altri valori misurati lungo
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gli assi Y e Z. Nella Little Endian avviene il contrario: il registro
con indirizzo piu` basso contiene l’LSB, mentre quello con indirizzo
piu` alto l’MSB del valore misurato.
L’accesso sia in lettura che in scrittura a questi registri avvie-
ne attraverso un’interfaccia seriale che puo` essere gestita con i
protocolli I2C oppure SPI. La scelta tra i due viene impostata
attraverso un piedino del package.
3.1.5 Bus I2C
Il bus I2C permette di mettere in comunicazione piu` dispositivi
elettronici. Nel progetto realizzato, l’interfaccia con l’accelerome-
tro triassiale e` messa in comunicazione con il mote sfruttando
questo bus. Infatti sia l’accelerometro che il mote hanno delle in-
terfacce che permettono loro di comunicare con questo protocollo.
Per far capire meglio le scelte di programmazione viene data una
descrizione del bus [14].
L’I2C e` un bus seriale a due fili. Le due linee che lo costitui-
scono sono:
• SDA (serial data line), che e` dedicata al trasporto dei dati.
• SCL (serial clock line), serve per trasmette la temporizzazio-
ne per la verifica della validita` dei dati.
Sono entrambe bidirezionali, trasportano i dati da un fornitore
ad un utilizzatore e viceversa, e sono collegate ad una tensione
positiva attraverso una resistenza di pull-up, vedi fig. 3.8. Quando
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Figura 3.8: Il bus e` mantenuto ad una tensione positiva con delle resistenze
di pull-up.
il bus e` libero, cioe` nessun circuito integrato lo sta utilizzando, le
linee sono impostate al valore alto della tensione
Si distinguono tre modi di operare del bus, ciascuno caratteriz-
zato da una velocita` diversa di trasferimento dell’informazione:
• Standard mode: la velocita` del bus e` fissata a 100 Kbit/s.
• Fast mode: l’informazione viaggia alla velocita` di 400 Kbit/s.
• High mode: con velocita` di 3.4 Mbit/s.
I dispositivi che vengono collegati al bus possono essere indiriz-
zati con un numero rappresentato su otto bit. Anche se il numero
dei dispositivi che possono teoricamente avere un indirizzo sul bus
e` pari a 256, il loro numero e` limitato dal valore della capacita`
massima con cui e` possibile caricare il bus, che non deve superare
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Figura 3.9: Fasi per la gestione del bus.
la soglia di 400 pF e nel calcolo del suo valore si devono tenere in
considerazione anche le eventuali capacita` parassite dovute alle
morsettiere per il contatto.
Gli utenti del bus si distinguono in: master e slave. Il master
e` quel dispositivo che inizia il trasferimento dei dati e genera il
clock. Sono slave tutti gli altri dispositivi connessi al bus.
L’utilizzo per il trasferimento dei dati avviene in diverse fasi
(vedi fig. 3.9):
• Start: la condizione di Start viene lanciata dal master. Que-
sto provoca la transizione dal valore alto (HIGH) a quello
basso (LOW) della linea SDA mentre mantiene alta la linea
del clock SCL.
• Indirizzamento: il master scrive sul bus l’indirizzo dello sal-
ve che vuole contattare. L’indirizzo e` rappresentato da un
numero ad otto bit, il bit meno significativo (LSB) informa
lo slave se l’operazione che il master intende compiere e` di
scrittura (1) o lettura (0); l’indirizzo, come tutti i dati, e`
scritto a partire dal bit piu` significativo.
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• Acknowledge: quando uno slave si e` riconosciuto nell’indiriz-
zo che il master ha inviato, porta la linea dei dati al livello
basso. Questa procedura viene usata anche alla fine del tra-
sferimento di ogni byte. In questo modo lo slave segnala al
master che ha ricevuto i dati inviati.
• Invio Dati: dopo il primo acknowledge relativo all’indiriz-
zo dello slave, il master comincia a trasmettere la sequenza
dei dati se deve scrivere dei valori nei registri dello slave,
altrimenti riceve i dati dallo slave.
• Stop: la condizione di stop viene inviata dal master a conclu-
sione delle operazioni che deve effettuare. Durante la condi-
zione di stop la linea dati viene fatta passare, dal master, da
un livello logico basso ad uno alto, mentre la linea del clock
e` mantenuta alta.
Nell’uso del bus I2C vengono alternate fasi di scrittura dei dati
a fasi di lettura. Ognuna di queste fasi dovrebbe terminare con
una condizione di stop. Tuttavia alcuni dispositivi non accettano
questa procedura (come nel caso dell’accelerometro LIS3LV02DQ).
La condizione di stop indica la chiusura completa delle operazio-
ni. E` necessario pertanto evitare l’invio di questa condizione per
poter continuare a comunicare con lo slave indirizzato.
3.2 Architettura software
L’obiettivo di questo lavoro e` stato la realizzazione di un soft-
ware capace di gestire i dati relativi alle accelerazioni misurate
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dall’accelerometro LIS3LV02DQ e che rappresenta il sensore per
un nodo di una rete wireless. L’interfaccia tra il dispositivo che
rappresenta il nodo della rete sfrutta il bus I2C, bus supportato
anche dal sensore.
Il software che si e` realizzato gestisce questo bus per portare i
dati dall’accelerometro all’MPR400. Su tale sistema i dati vengo-
no impacchettati, secondo uno schema prestabilito, in una trama
che sara` inviata via radio al nodo gateway. Da quest’ultimo no-
do attraverso la porta seriale i dati ricevuti, vengono inviati sul
calcolatore dove una volta separati vengono rappresentati in dei
grafici.
L’applicazione sviluppata e` costituita pertanto dai seguenti
componenti software:
• un’applicazione, LIS3LV02DQRF, eseguita sul nodo sensore
della rete wireless, scritta con linguaggio di programmazione
NesC per il sistema operativo TinyOS, e consentira` la lettura
dei dati dall’accelerometro, la formazione con questi di una
trama secondo uno schema prestabilito e il conseguente invio
sul canale di comunicazione (seriale o radio).
• un’applicazione, TosBase, che viene eseguita sul nodo ga-
teway della rete wireless (costituito dal MIB510 e da un MPR400)
che riceve i dati sul canale radio e li ritrasmette sulla porta
seriale. Non e` stato necessario riscrivere il codice di questa
applicazione, questa viene fornita nel pacchetto di software
che costituiscono il sistema operativo TinyOS.
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Figura 3.10: Grafo dell’applicazione LIS3LV02DQRF che permette la gestione
del nodo sensore.
• un’applicazione dimostrativa sviluppata con la piattaforma
software Labview che viene eseguita sul computer collegato
al nodo gateway. L’obiettivo e` quello di fornire uno stru-
mento che permette una lettura dei dati piu` comoda. Que-
sta applicazione dopo aver trattato la trama che riceve dal
nodo gateway ne ricava dei grafici in tempo reale in modo
da poter seguire l’andamento del valore delle accelerazioni
misurate dal nodo sensore.
Adesso vengono illustrate meglio le varie componeti software.
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3.2.1 Lettura ed invio dei dati.
L’applicazione LIS3LV02DQRF, eseguita dal nodo sensore deve
leggere i dati prodotti dall’accelerometro, impacchettarli in una
trama secondo un determinato schema ed inviarli. Il grafo in
figura 3.10 mostra tutte i componenti utilizzati dall’applicazione.
Ognuno di questi fornisce (come indicato dalle frecce) dei servizi
per gestire un determinato hardware.
Il componente Main deve essere presente in tutte le applica-
zioni sviluppate per TinyOS. Questo fornisce i servizi base del
sistema operativo. Inoltre mette a disposizione un’interfaccia di
tipo StdControl. Questa viene utilizzata quando in una appli-
cazione e` necessario svolgere le procedure di inizializzazione, di
start e stop di una componente.
Il componente TimerC fornisce due interfacce: una di tipo
StdControl per far partire e fermare un contatore che viene in-
crementato ad intervalli temporali di durata pari ad un millise-
condo, ed un’interfaccia Timer che implementa il codice del com-
ponente. Quando il valore del contatore e` uguale al parametro
che viene passato dal chiamante come argomento del comando
Timer.start(), viene segnalato l’evento Timer.fired() che il
chiamante puo` gestire nel migliore dei modi.
Il componente GenericComm fornisce tre interfacce: SendMsg,
ReceiveMsg e StdControl. Con l’interfaccia StdControl inizia-
lizza i componenti mentre con le altre due implementa i comandi e
restituisce gli eventi necessari per ricevere e trasmettere i messag-
gi sul canale radio o sulla porta seriale se il dispositivo e` collegato
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Figura 3.11: Grafo dei moduli che utilizza l’interfaccia Accelerometro.
direttamente al MIB510.
Il componente LedsC fornisce una sola interfaccia, Leds, con
i comandi necessari per accendere e spegnere i tre LEDs, rosso,
giallo, verde, presenti sul mote.
AccelerometroC e` il componente da me realizzato per gestire
l’accelerometro LIS3LV02DQ collegato al bus I2C. Questo pezzo
di codice e` separato da quello che realizza l’applicazione LIS3LV02DQRF
per sfruttare i vantaggi offerti da un approccio modulare alla pro-
grammazione. Inoltre, visto che questo componente puo` gesti-
re qualsiasi dispositivo collegato al bus I2C, in questo modo e`
possibile utilizzarlo nella programmazione di altre applicazioni.
Questo componente fornisce un’interfaccia StdControl e l’in-
terfaccia Accelerometro.
Il tipo di interfaccia StdControl si preoccupa di inizializzare
il bus I2C, accendere l’accelerometro e infine spegnerlo.
I comandi forniti e gli eventi sollevati dall’interfaccia sono:
1. writeNReg(): permette la scrittura di n registri consecutivi
dell’accelerometro, i parametri che accetta indicano la lun-
ghezza in termini di byte dei dati da scrivere, e l’indirizzo
del primo registro della periferica sul bus da dove iniziare la
scrittura.
2. readNReg(): legge n registri consecutivi dell’accelerometro,
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i parametri da passare sono il numero di byte da leggere e
l’indirizzo del registro della periferica sul bus da dove iniziare
a leggere.
3. writeNRegDone(): segnale l’esito della scrittura sul bus.
4. readNRegDone(): oltre a segnalare che la lettura e` avve-
nuta correttamente, restituisce un puntatore al vettore che
contiene i dati letti sul bus.
L’indirizzo dello slave sul bus I2C viene passato come parametro
dell’interfaccia.
Il sistema operativo TinyOS fornisce due interfacce per svol-
gere le funzioni basilare sul bus I2C. Una interfaccia, I2C, che
implementa le procedure di lettura e scrittura di un byte sul bus
a basso livello, cioe` gestisce la creazione dei segnali di clock per
la temporizzazione, la lettura e la scrittura sul bus di ogni singoli
bit compreso quello di acknowledge. Questa interfaccia fornisce i
seguenti comandi:
• read(): per leggere un singolo byte sul bus.
• write(): per scrivere un singolo byte.
• sendStart(): occupa il bus con la procedura di start.
• sendStop(): conclude le operazioni e libera il bus riprodu-
cendo la condizione di stop.
Ogni comando e` associato al relativo evento che il programma-
tore puo` gestire nella logica di programmazione di NesC.
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La seconda interfaccia, a piu` alto livello e che sfrutta le ri-
sorse della I2C, fornita dal TinyOS per il bus I2C e` quella de-
nominata I2CPacket, e permette una gestione piu` flessibile del
bus. L’interfaccia e` parametrizzata con l’indirizzo dello slave da
contattare.
I comandi, readPacket() e writePacket(), che questa forni-
sce permettono l’invio e il ricevimento di un pacchetto di byte.
Gli argomenti del comando readPacket() sono:
1. id: e` il parametro dell’interfaccia e corrisponde all’indirizzo
dello slave.
2. in length: rappresenta il numero dei byte da leggere.
3. in flags: e` una maschera di un byte. I valori di ciascun bit
determinano un comportamento diverso del bus. Il primo
bit impostato ad 1 fa si che venga inviata una condizione di
stop alla fine di ogni pacchetto. Il valore 1 del secondo bit
determina l’invio di un acknowledge dopo ogni byte letto.
Il terzo bit e` relativo all’invio dell’acknowledge nell’ultimo
byte. Il bit piu` significativo determina la modalita` con la
quale viene passato l’indirizzo: ad 1 l’indirizzo e` gia` completo
di bit per la scrittura o lettura.
I dati letti vengono posti in un vettore. L’evento associato
al comando dovrebbe restituire un puntatore a questo vettore.
Tutto e` determinato dal valore del primo bit di in flag. Se si
decide di dare una condizione di stop alla fine del pacchetto di
byte letti il puntatore restituito non contiene l’indirizzo del primo
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byte del vettore dei dati letti, e quindi il risultato della lettura e`
falso.
Il comando writePacket ha gli stessi argomenti con lo stesso
significato del comando read. In piu` l’argomento in data, di tipo
puntatore, indica la posizione in memoria dei dati da scrivere sul
bus.
L’interfaccia Accelerometro con i suoi comandi ed eventi vie-
ne usata dall’applicazione LIS3LV02DQRF. Questa si preoccupa di
leggere periodicamente il contenuto di sette registri dell’accele-
rometro: il registro STATUS REG piu` i sei registri che contengono
le accelerazioni misurate. I valori raccolti vengono inseriti in una
trama di ventuno byte. In questa struttura si possono distinguere
una intestazione e un payload. Nell’intestazione sono contenuti
in due byte il tipo di canale che si sta` utilizzando (il canale ra-
dio e` rappresentato dal numero 0xFFFF,in un byte l’ID di gruppo
dell’intera rete che viene impostato durante la fase di program-
mazione di ogni singolo nodo e permette di discriminare i nodi di
altre reti che operano nello stesso ambiente ed infine la lunghezza
del messaggio (un solo byte)
Nel payload si possono individuare i seguenti campi: l’indirizzo
ID del mote che trasmette i dati (due byte), il contenuto del
registro StatusReg in un byte, il valore del contatore su due byte
ed infine i sei byte che contengono la misura delle accelerazioni.
I dati, dopo essere stati organizzati in questo modo dall’appli-
cazione che gira sull’MPR400 vengono spediti.
L’applicazione che viene eseguita sul mote collegato all’MIB500
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Figura 3.12: I dati raccolti vengono inseriti in questa trama e spediti.
e` TosBase. Viene fornita nelle librerie del TinyOS e si occupa di
creare un ponte tra la porta seriale dal lato del computer e il
canale radio dal lato della rete di sensori. Questa applicazione e`
in grado di scartare i dati provenienti da altre reti verificando il
valore dell’ID di gruppo che, ricordiamo, viene impostato in fase
di programmazione.
3.2.2 Visualizzazione dei dati.
L’applicazione TosBasemanda sulla porta seriale del computer
un flusso di dati organizzati a trame di byte secondo lo schema
analizzato precedentemente. Questi dati possono essere visualiz-
zati con un programma che legge i valori sulla porta seriale e li
manda sul canale standard di input/output di una shel. Il ri-
sultato dell’applicazione Listen fornita con il sistema operativo
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Figura 3.13: I dati ricevuti vengono divisi.
TinyOS, e` mostrato nella figura 3.12. I dati raggruppati in byte
sono rappresentati in base esadecimale. La lettura dei valori, re-
lativi alle accelerazioni, visualizzati in questo modo e` veramente
complicata. Allora si e` pensato, per ottenere una rappresentazio-
ne delle accelerazioni piu` semplice da interpretare, di realizzare
un’applicazione da eseguire sul computer capace di leggere i dati
dalla seriale adattarli al fondo scala usato dall’accelerometro per
le misure e di visualizzarli in dei grafici.
L’applicazione che si occupa del trattamento dei dati sul cal-
colatore e` stata sviluppata con Labview.
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Una prima sequenza del programma realizzato (vedi fig. 3.13)
riceve i dati dalla seriale, che vengono visti come un’unica stringa,
e ne effettua la seguente suddivisione:
1. head: questa sezione e` costituita da quei dati che riguardano
la rete. Contengono il numero del canale, l’ID di gruppo di
tutta la rete, l’identificatore del nodo che ha trasmesso, e il
numero dei dati.
2. contatore: il valore di questo viene aggiornato sul nodo ogni
volta che viene letto un valore dall’accelerometro, e` utilizzato
per capire se durante la trasmissione dei dati qualcuno e` stato
perso.
3. STATUS REG: contiene il valore dell’omonimo registro dell’ac-
celerometro e serve per capire se i dati ricevuti sono validi.
4. accelerazioni: questi ultimi sei byte contengono il valore delle
accelerazioni misurate.
Le accelerazioni cosi ottenute sono rappresentate in due byte
separati. Per ottenere il valore misurato bisogna compattarli in
un unico valore a sedici bit. Il numero ottenuto viene adattato al
fondo scala della misura effettuata e infine visualizzato.
Il frame che si occupa di tutto questo e` rappresentato in fig.
3.14.
L’applicazione e` rese piu` amichevole con il pannello riportato
in fig. 3.15 I dati vengono tutti rappresentati con i loro valori
numerici. In piu` l’andamento delle accelerazioni e` mostrato nelle
finestre sotto forma di grafico.
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Figura 3.14: Elaborazione dei valori per ottenere i grafici.
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Lo scopo del progetto e` quello di realizzare un sistema di rac-
colta dei dati relativi alle accelerazioni per realizzare il tracking
del corpo che indossa il sensore. I dati devono essere ottenuti
con una frequenza adeguata al movimento di una persona. Que-
sti movimenti avvengono ad una velocita` che corrisponde ad una
frequenza di circa 20 Hz per movimenti molto veloci. Pertanto
ci si aspetta che il sistema complessivo abbia una banda tale da
soddisfare le specifiche e che dunque si avvicini a questo valore.
In questo capitolo verranno illustrate le prove di laboratorio
eseguite per capire i limiti del dispositivo realizzato.
Sulla porta USB di un calcolatore portatile, attraverso un adat-
tatore USB-RS232 ed il MIB510, e` stato collegato un nodo sen-
sore MPR400, che esegue l’applicazione TosBase sviluppata con
TinyOS. Il sensore, l’accelerometro LIS3LV02DQ, e` collegato su
un altro nodo sensore MPR400 che permette l’esecuzione dell’in-
terfaccia sviluppata.
Sul computer portatile, con sistema operativo WindowsXP, so-
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no stati installati i programmi: Labview e Cygwin con tutti i pac-
chetti relativi al TinyOS. Il simulatore Cygwin crea un ambiente
unix-like in una finestra di WindowsXP ed e` necessario per po-
ter svolgere la programmazione dei nodi sensore. Inoltre Cygwin
fornisce degli strumenti per la gestione dei dati raccolti dal no-
do. In questo capitolo saranno descritte le procedure utilizzate
per valutare i risultati che possono essere ottenuti con il sistema
progettato, ed analizzati i dati raccolti durante le misure.
4.1 Test
Un primo test e` stato eseguito per provare l’autonomia ener-
getica del sistema. Il test e` stato condotto facendo compiere al-
l’applicazione che e` eseguita sul nodo sensore delle letture sul
bus ad intervalli di 30 millisecondi e le trasmissioni dei pacchetti
ogni 90. Durante questo test il sistema e` stato alimentato con
2 batterie AA completamente cariche. Il sistema ha funziona-
to perfettamente per circa quattro ore dimostrando una buona
autonomia.
Gli altri test hanno avuto l’obiettivo di verificare le qualita` del
software realizzato: gestione delle risorse hardware, affidabilita`
dei dati ricavati. Le risorse hardware che l’applicazione deve ge-
stire sono soprattutto quelle del nodo sensore; l’aspetto piu` critico
e` quello relativo alla lettura dei dati prodotti dall’accelerometro.
I fattori che influenzano la procedura di acquisizione dei dati
possono essere ricercati:
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1. nell’applicazione che viene eseguita sul nodo sensore.
2. nel canale di comunicazione tra il nodo sensore e il calcola-
tore.
3. nell’applicazione che viene eseguita sul calcolatore per gestire
i dati.
I test condotti sono stati progettati in modo tale da isolare il
comportamento dovuto a questi tre fattori. Nel cercare di met-
tere in evidenza quale parametro del sistema viene fortemente
influenzato dai fattori sopra riportati sono stati svolti due tipi di
test:
1. comunicazione direttamente su porta seriale facendo variare
i tempi di lettura dei registri dell’accelerometro, e il tempo
di invio dei pacchetti
2. comunicazione radio con cadenza di invio variabile
Inoltre la lettura dei dati sulla porta seriale e` avvenuta utiliz-
zando due distinte applicazioni. Una prima applicazione, svilup-
pata in Labview, che dopo aver svolto la lettura dei dati sulla
porta seriale, li suddivide per categoria e mostra in dei grafici in
tempo reale le accelerazioni misurate dal sensore.
L’altra applicazione, Listen, sviluppata in Java e distribuita
nel pacchetto di programmi a corredo di TinyOS, permette di
vedere in una shel (Cygwin) i valori letti dalla porta seriale.
I dati letti, con Listen, appaiono nella forma mostrata in figura
4.1. La loro organizzazione e` stabilita nel momento dell’invio dal
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Figura 4.1: La lettura della porta seriale effettuata con Listen produce questo
tipo di output.
nodo sensore. In un preambolo (head) di nove byte sono con-
tenute le informazioni relative alla rete: numero di canale usato
per la trasmissione, ID del nodo, ID della rete, numero di byte
che rappresentano l’informazione. Gli altri byte (payload) rap-
presentano l’informazione desiderata: un counter su due byte,
il valore contenuto nel registro STATUS REG dell’accelerometro ed
infine le accelerazioni misurate. Il counter serve per capire se
qualche pacchetto e` stato perso durante la trasmissione. Il valore
di STATUS REG permette di stabilire se il dato e` valido.
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Figura 4.2: Il nodo sensore e` collegato al calcolatore attraverso la porta seriale.
4.2 Misure eseguite su porta seriale
Questo tipo di misura vuole evidenziare la capacita` del driver
sviluppato per gestire l’accelerometro e la validita` dei dati rac-
colti. Durante questo tipo di test il nodo sensore e` direttamente
collegato al MIB510 e dunque alla porta seriale del calcolatore.
I tempi di trasferimento durante questi test sono piccoli e per i
motivi illustrati nel paragrafo precedente si utilizza l’applicazione
Listen per la visualizzazione dei dati.
La prima misura viene svolta impostando il data rate dell’acce-
lerometro a 40 Hz (e` possibile ottenere questo scrivendo dei valori
adeguati nel suo registro denominato CTRL REG1). I dati, sei byte
due per ogni accelerazione lungo gli assi X,Y,Z, vengono letti e
spediti ad intervalli regolari di 25 millesecondi. I valori ottenuti
durante questo test sono privi di errori: tutti i pacchetti invia-
ti arrivano a destinazione e dati vengono letti dall’accelerometro
senza provocare un overrun (l’accelerometro quando scrive sopra
un valore non letto lo segnala con i bit piu` significativi del registro
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STATUS REG).
Una seconda verifica e` stata effettuata impostando il data rate
dell’accelerometro a 160 Hz; la lettura di conseguenza viene ese-
guita scegliendo una periodicita` appena maggiore di quella che
corrisponde a tale frequenza, questo perche` nell’impostazione del
timer per le letture si devono scegliere multipli interi di un milli-
secondo. La periodicita` scelta e` pertanto di sette millisecondi. Il
numero di dati persi su un campione di mille valori letti e` pari ad
814. Per innalzare le prestazioni del sistema si e` ritenuto oppor-
tuno modificare la gestione dei dati. Anziche` leggere ed inviare i
dati istantaneamente si crea un unico pacchetto che contiene piu`
letture dei registri e si inviano, i questo modo si da piu` tempo al
dispositivo per la trasmissione radio di effettuarla.
In questo modo si supera i vincoli imposti dal canale di comu-
nicazione sulla velocita` di trasferimento dei dati. Ad esempio, per
voler leggere i dati che escono dall’accelerometro con frequenza
pari a 160 Hz si compiono prima tre letture consecutive sul bus
I2C ad intervalli regolari di sette millisecondi e successivamen-
te si inviano. In questo modo la trasmissione avviene ogni 21
millisecondi circa.
Con questo nuovo modo di procedere si e` ottenuta una lettura
dei dati senza perdita di pacchetti e dimostrato il corretto funzio-
namento dell’applicazione sviluppata per gestire l’accelerometro.
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Canale Radio
t Labview Listen
125 msec 25 7 11 11 9 4 0 0
100 msec 8 8 11 11 4 8 0 0
75 msec 326 347 10 11 340 332 0 0
50 msec 791 812 12 14 786 802 0 0
Tabella 4.1: Risultati ottenuti dai test effettuati raccogliendo 1000 pacchetti di
dati, in ordine ogni colonna di valori sotto le rispettive applicazioni riportano: il
numero di pacchetti persi durante la trasmissione avvenuta ponendo i due nodi
ad una distanza di 1 metro; numero di pacchetti persi durante la trasmissione
avvenuta ponendo i nodi ad una distanza di 5 metri; errori di lettura dei
pacchetti sulla porta seriale.
4.3 Misure eseguite con canale radio
Dopo aver testato il corretto funzionamento dell’applicazione
che gira sul nodo sensore, si e` passati alla verifica dei dati tasmessi
al computer sul canale radio. La verifica e` stata fatta su un
campione pari a mille pacchetti inviati. Nei primi test i dati
relativi alle accelerazioni vengono letti ed inviati. Gli intervalli
temporali fra una lettura/invio e la successiva sono stati scelti in
un intervallo compreso tra 50 e 125 millisecondi, con un passo di
25 millisecondi. Il risultato delle prove eseguite e` mostrato nella
tabella 4.1.
I dati sono relativi alle misure svolte con le due differenti ap-
plicazioni: applicazione eseguita con Labview, e Listen. Si ri-
portano nelle colonne della tabella sottostanti al nome delle ap-
plicazioni i risultati ottenuti rispettando il seguente ordine:
1. numero di pacchetti persi durante la trasmissione avvenuta
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ponendo i due nodi della rete wireless ad una distanza di un
metro.
2. numero di pacchetti persi durante la trasmissione avvenuta
ponendo i due nodi della rete wireless ad una distanza di
cinque metri.
3. errori di lettura dei pacchetti sulla porta seriale.
Il numero di dati persi e gli errori di lettura della porta seriale
sono valutati su mille campioni. Per valutare il numero di dati
persi si e` raffrontato il numero dei pacchetti ricevuti (le prove
vengono fatte su mille pacchetti ricevuti) e il valore riportato dal
counter che riporta il numero dei pacchetti trasmessi dal nodo
sensore.
L’altro errore e` invece relativo alla lettura dei dati sulla porta
seriale. Questo si manifesta con valori spuri del counter. E` un
errore che puo` essere evitato ottimizzando la lettura sulla porta
seriale.
La trasmissione radio limita fortemente la banda del sistema.
Per migliorare i risultati si e` implementato, anche in questo caso,
una procedura che invia un pacchetto di dati relativi alle acce-
lerazioni dopo ripetute letture dei registri dell’accelerometro. La
lettura dei registri dell’accelerometro che contengono i valori delle
accelerazioni viene fatta ogni 30 millisecondi. Dopo tre letture i
dati vengono spediti. In questo modo si ottengono delle letture
di accelerazioni ad una frequenza di circa 35 Hz. I pacchetti per-
si su mille inviati risultano essere pari ad otto. Questo ci porta
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ad avere un errore sulla ricezione del numero di pacchetti del 2.4
percento.
4.4 Conclusioni e sviluppi futuri
I risultati ottenuti nei test con la comunicazione sulla porta
seriale dimostrano le capacita` del nodo sensore ad inseguire il
moto di una persona. Infatti si riescono a misurare segnali, cioe`
accelerazioni, con una banda di 80 Hz. Questo risultato subisce
forti limitazioni quando si passa alla trasmissione sul canale ra-
dio. In questo caso si riesce ad ottenere la misura di un segnale
di accelerazione che ha una banda di circa 17 Hz appena suffi-
cente a svolgere il tracking di un corpo. L’applicazione lascia dei
margini di miglioramento. Il primo miglioramento puo` essere ot-
tenuto dalla modifica della struttura dei pacchetti inviati. Infatti
il numero delle accelerazioni lette prima della comunicazione e`
stato limitato dal numero di byte che possono essere inseriti nel
pacchetto dei dati da trasmettere fissato a 35 byte.
Risolto il problema della banda le soluzioni cercate devono raf-
frontarsi con il consumo energetico del nodo. Questo aspetto e`
determinato dalla frequenza di lettura dei dati sul bus e di quella
delle trasmissioni effettuate. Per ottenere dei miglioramenti sui
risultati, per esempio, si potrebbe espandere l’applicazione esegui-
ta sul nodo con un modulo per il trattamento dei dati raccolti che
permette la decimazione degli stessi secondo un algoritmo scelto
in modo tale da diminuire il numero di bit inviati. In questo modo
si migliorerebbe non solo la velocita` di risposta del sistema, limi-
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In questa appendice viene riportato il codice dell’applicazio-
ne eseguita sul nodo sensore per la raccolta dei dati. Questa e`
costituita da quattro file: due file contengono il modulo e la con-
figurazione del componente che gestisce il sensore posto sul bus
I2C e due file che sono rispettivamente modulo e configurazione
dll’applicazione che si occupa della lettura e dell’invio dei dati.
A.1 Accelerometro
Il file, Accelerometro.nc definisce il collegamento tra le inter-





















L’interfaccia Accelerometro fornisce i comandi, writeNReg()
e readNReg() per leggere e scrivere i registri di un dispositi-
vo agganciato al bus I2C. Il modulo AccelerometroM.nc imple-
menta questi comandi dell’interfaccia compresi quelli proprio di
una interfaccia di tipo StdControl, servizi che vengono sfruttati
dal modulo per inizializzare il bus I2C ed accendere e spegnere
l’accelerometro.
/*
* Questa interfaccia fornisce i comandi per la
* gestione dell’accelerometro LIS3L02DQ
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/*
* Il bus viene inizializzato
*/






* L’accelerometro e` acceso (viene portato
* in power-up mode)
* e gli assi XYZ abilitati per
* la misura
*/
command result_t StdControl.start() {
num_dati = 3;
// indirizzo di CTRL_REG1 con autoincremento
dati[0] = (CTRL_REG1 | 0x80);
// valore da scrivere in CTRL_REG1
dati[1] = 0x87;








* L’accelerometro viene spento (power-up mode)
*/
APPENDICE A. IMPLEMENTAZIONE DELL’APPLICAZIONE 86














* Il comando writeNReg permette la scrittura di n registri
* di un dispositivo messo sul bus I2C
* *pointer_dati serve per passare il valore dei dati da
* scrivere nei registri












* Il comando readNReg permette di leggere n registri
* di un dispositivo agganciato sil bus I2C
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* numero_dati e` pari al numero dei registri che
* devono essere letti
* reg_iniziale e` l’indirizzo del registro iniziale
*/
command result_t











I2CPacket.readPacketDone(char in_length, char* in_data) {
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if (stato == SCRITTURA_INDIRIZZO_REG) {
stato = LETTURA_LETTURA;
// nella lettura non deve essere data
// la condizione di stop
maschera = 2;
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includes OscopeMsg;
configuration LIS3L02DQRF { }
implementation
{
components Main, LIS3L02DQRFM, TimerC, LedsC,






















APPENDICE A. IMPLEMENTAZIONE DELL’APPLICAZIONE 90
interface StdControl as SensorControl;
interface Accelerometro;
interface StdControl as CommControl;
interface SendMsg as DataMsg;

































* Avvia le componenti SensorControl e CommControl.
* @return Ritorna sempre SUCCESS.
*/







* Ferma le componenti SensorControl e CommControl.
* @return Ritorna sempre SUCCESS.
*/






task void dataTask() {
struct OscopeMsg *pack;
atomic {
pack = (struct OscopeMsg *)msg[currentMsg].data;
packetReadingNumber = 0;
pack->lastSampleNumber = readingNumber;




/* Prova a mandare un pacchetto di dati.
* Ritornera` subito "FAIL"
* se il pacchetto non e` stato accodato
* per la trasmissione
*/
// l’indirizzo TOS_BCAST_ADDR rappresenta quello
// del canale radio
if (call DataMsg.send(TOS_BCAST_ADDR,
sizeof(struct OscopeMsg),
// l’indirizzo TOS_UART_ADDR deve essere uasto
// quando si intende comunicare direttamente
// con la porta seriale












* Segnala se il dato e` stato letto sul bus I2C.
* @return Ritorna sempre SUCCESS.
*/
event result_t Accelerometro.readNRegDone(
char numero_dati, char* puntatore_dati) {




pack = (struct OscopeMsg *)msg[currentMsg].data;













* Segnala quando il pacchetto e` stato spedito.
* @return Ritorna sempre SUCCESS.
*/





* Alla segnalazione del Timer segue la lettura
* dei registri per l’accelerazione.
*/
event result_t Timer.fired() {
atomic {
// per leggere piu` registri consecutivi devi modificare l’MSB
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num_dati = 7;







* Segnala quando e` stato ricevuto un
* messaggio di reset per il counter AM
* @return The free TOS_MsgPtr.
*/
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