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Abstract
Let U be a unitary operator defined on some infinite-dimensional Hilbert space. We give a set of sufficient
conditions to prove that the possible embedded bound states of U are in the domain of some power of an
auxiliary self-adjoint operator A. This result is illustrated on a model of kicked quantum systems.
© 2012 Elsevier Masson SAS. All rights reserved.
Keywords: Unitary operator; Eigenstate; Regularity
1. Introduction
The spectral analysis of unitary operators defined on Hilbert spaces is a natural tool in the
study of the long-time behavior of periodic time-dependent quantum systems [1]. It is also linked
to the theory of orthogonal polynomials [2,3] and to the study of classical dynamical systems,
e.g. [4].
In this paper, we focus our attention on the problem of the regularity of embedded bound states
of unitary operators. Such a problem already appeared in the context of self-adjoint operators,
motivated in particular by the study of resonant phenomena for autonomous quantum systems
[5,6]. These results have been extended and optimized [7–9]. Our purpose is to show that a similar
result can be established in the unitary context. The strategy followed here is an adaptation of the
presentation given in [6], which incorporates some elements of [7].
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2 O. Bourget / Bull. Sci. math. 137 (2013) 1–29After introducing our main result in Section 2, we illustrate it quickly in Section 3. The last
and main part of the article is devoted to the proof. For commodity, it has been splitted in four
sections. The strategy is summed up in Section 4 and fully developed in Sections 5 and 6. The
technical tools are postponed in Section 7. In order to emphasize the analogies and differences
between the unitary and self-adjoint approaches, we have adopted to a large extent the notations
of [6].
Notations. Let us fix some notations adopted throughout this paper. Our unitary operator is de-
fined on some fixed infinite-dimensional Hilbert space H on C. The resolvent set of the operator
U is denoted by ρ(U) and its spectrum by: σ(U) ≡ C \ ρ(U). The positive constants indepen-
dent of the relevant parameters of the problem are generically denoted by c. If A is a self-adjoint
operator defined on H with domain D(A) and if the vector ψ belongs to D(A), the expectation
value of A at ψ is denoted: 〈A〉ψ ≡ 〈ψ,Aψ〉. Lastly, two families of smooth real-valued func-
tions (fε)ε∈(0,1] and (gε)ε∈(0,1] are used throughout the article and it seems convenient to define
them now: namely for x ∈R,
fε(x) = x〈εx〉−1,
gε(x) = x〈εx〉−2,
where: 〈z〉 =√1 + |z|2 for z ∈C. The reader will note that: for all x ∈R, g2ε (x) = fε(x)xf ′ε(x),
fε(x) = ε−1f1(εx) and gε(x) = ε−1g1(εx).
2. Hypotheses and main results
Before stating Theorem 2.1 as our main result, let us make our hypotheses more precise. Let
U be a unitary operator defined on H and (E)∈B(T) its spectral family, where B(T) denotes
the family of Borel sets of the one-dimensional torus T=R/2πZ.
Assume that there exist a self-adjoint operator A with domain D(A) ⊂ H, a dense set S ⊂
D(A) ∩ U∗D(A) and an open interval  ⊂ T such that:
H1: – The sesquilinear form F1 :S × S →C
F1(ϕ,φ) := 〈Uϕ,AUφ〉 − 〈ϕ,Aφ〉
extends continuously to a bounded form on H × H. This extension is associated to a
bounded operator denoted by B1 = U∗AU − A.
– The sesquilinear form F2 :S × S →C
F2(ϕ,φ) := i〈B1ϕ,Aφ〉 − i〈Aϕ,B1φ〉
extends continuously to a bounded form on H × H. This extension is associated to a
bounded operator denoted by B2 := i[B1,A].
H2: There exist θ > 0 and a compact operator K such that:
E(U)B1E(U) θE(U) + K.
It is known from [10], that under hypotheses H1 and H2, the spectrum of U has no singular
continuous part in ei. Moreover, any compact subarc of ei contains at most a finite number of
eigenvalues, each one necessarily of finite multiplicity. Let us fix eiμ ∈ ei such an eigenvalue
and denote by P the corresponding eigenprojection. The following hypothesis will allow us to
obtain more informations on the eigenvectors associated to eiμ:
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Fk(ϕ,φ) := i〈Bk−1ϕ,Aφ〉 − i〈Aϕ,Bk−1φ〉
for any (ϕ,φ) ∈ S × S , extend continuously to bounded forms on H × H. The bounded
operator associated to the continuous extension of Fk is denoted by Bk := i[Bk−1,A].
We can now formulate our main result:
Theorem 2.1. Assume that hypotheses H1, H2 and H3 are fulfilled for some n ∈ N. Then,
RanP ⊂ D(An) ⊂ · · · ⊂ D(A). Due to the fact P is finite rank, this means that for all
k ∈ {1, . . . , n}, AkP is bounded, i.e.: for all k ∈ {1, . . . , n} there exists Ck > 0 such that for
ϕ ∈H with Uϕ = eiμϕ (μ ∈ ),∥∥Akϕ∥∥ Ck‖ϕ‖.
Before starting with the proof, let us illustrate it on a simple model.
3. An example
The illustration given in this section has been treated in detail in [10, Section 3]. Let m be a
positive integer and y be a vector in Rm \ {0}. If i∇ denotes the gradient operator on the complex
Hilbert space L2(Rm), the shift operator U is defined on the same space by: U = e−iT (−iy·∇). In
particular, for any function f in L2(Rm): (Uf )(x) = f (x − yT ).
The operator A, defined on the space of the Schwartz functions S(Rm) by:
(Af )(x) = (y · x)f (x), x ∈Rm,
is essentially self-adjoint. Its self-adjoint extension is also denoted A. A simple computation
shows that the commutator U∗AU −A defined on S(Rm) admits a bounded extension on L2(Rm)
and that: U∗AU − A = T ‖y‖2. As a consequence, the operator U is purely absolutely continu-
ous. Its spectrum fills the whole unit circle S.
Let K be a compact symmetric operator and define the following periodic time-dependent
kicked system on L2(Rm) by its Floquet operator V :
V = e−iT (−iy·∇)e−iK .
Assume that RanK ⊂ D(A2) and that the operators AK and A2K are respectively compact
and bounded. Then, the spectrum of V has no singular continuous part and its point spectrum
is finite. Moreover, if the operator K is trace class, the absolutely continuous component fills
the whole unit circle. Actually, reformulated with our notations, the last hypothesis ensures the
commutators B1 and B2 are bounded. This relation can be extended easily:
Proposition 3.1. If for some p ∈N, RanK ⊂D(Ap) and ApK is bounded, then the commutators
(Bj )1jp are bounded.
In particular, according to Theorem 2.1, if for some n ∈N, RanK ⊂D(An+1) and An+1K is
bounded, then any eigenvector ϕ of V belongs to D(An).
Remark. The above conclusions can easily be extended to any dissipative dynamical systems.
See e.g. [10, Remark 8].
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Let us turn to the proof of Theorem 2.1. From now, we assume hypotheses H1, H2 and H3 to
be fulfilled for some fixed n ∈N.
4. Proof of Theorem 2.1 – strategy
The first step of the proof lies in the following observation, whose proof can be found in [6,
Lemma 5]. Since the family of smooth functions (fε)ε∈(0,1] converges pointwise to the identity
on R when ε vanishes, for any given self-adjoint operator A and δ ∈ (0,1], fε(δA) approximates
A in the following sense:
Lemma 4.1. Let ψ ∈H. If fε(δA)ψ is uniformly bounded in ε, then ψ ∈D(A) and
Aψ = 1
δ
lim
ε→0fε(δA)ψ.
Consequently, in order to show that a given eigenvector ϕ ∈ RanP belongs to D(A) (i.e.
Theorem 2.1 with k = 1), it is enough to show that there exist δ1 ∈ (0,1) and c1 > 0 such that
for all ε ∈ (0,1] and any δ ∈ (0, δ1), ‖fε(δA)ϕ‖  c1. This is precisely obtained combining
Propositions 4.1 and 4.2, whose proofs are postponed in Sections 5.2 and 6.2 respectively:
Proposition 4.1 (Lower bound, k = 1). Let ϕ ∈ RanP . Then, there exist δ1 ∈ (0,1) and two
positive constants c, c∗ such that for all (ε, δ) ∈ (0,1] × (0, δ1),
〈B1〉fε(δA)ϕ + 〈B1〉fε(δA+)ϕ  c∗
(∥∥fε(δA)ϕ∥∥2 + ∥∥fε(δA+)ϕ∥∥2)− c,
where A+ = U∗AU .
Proposition 4.2 (Upper bound, k = 1). Let ϕ ∈ RanP . Then, there exist δ1 ∈ (0,1) and c > 0
such that for all (ε, δ) ∈ (0,1] × (0, δ1),
〈B1〉fε(δA)ϕ + 〈B1〉fε(δA+)ϕ  c
(∥∥fε(δA)ϕ∥∥+ ∥∥fε(δA+)ϕ∥∥+ 1),
where A+ = U∗AU .
Indeed, as a consequence of the two propositions, up to some relabeling of the constants, there
exist δ1 ∈ (0,1) and two positive constants c, c∗ such that for all (ε, δ) ∈ (0,1] × (0, δ1),
c∗
2
(∥∥fε(δA)ϕ∥∥+ ∥∥fε(δA+)ϕ∥∥)2 − c c∗(∥∥fε(δA)ϕ∥∥2 + ∥∥fε(δA+)ϕ∥∥2)− c

∥∥fε(δA)ϕ∥∥+ ∥∥fε(δA+)ϕ∥∥+ 1.
There exists necessarily c1 > 0 such that for all (ε, δ) ∈ (0,1] × (0, δ1), ‖fε(δA)ϕ‖ +
‖fε(δA+)ϕ‖  c1. Due to Lemma 4.1, this means that ϕ belongs to D(A) ∩ D(A+). There-
fore, since ϕ is arbitrarily chosen in the finite-dimensional subspace RanP , the operators AP
and A+P are bounded.
Remark. The constants δ1 that appear in the respective proofs of Propositions 4.1 and 4.2 may
differ a priori, but can be easily reduced to the same value by taking the minimum of both.
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for some k ∈ {2, . . . , n} and any j ∈ {1, . . . , k − 1}, RanP ⊂D(Aj ) ∩D(Aj+) and consequently
that the operators AjP and Aj+P are bounded. Then, we prove the following:
Proposition 4.3 (Lower bound, k > 1). Let ϕ ∈ RanP . Then, there exist δk ∈ (0,1) and two
positive constants c, c∗ such that for all (ε, δ) ∈ (0,1] × (0, δk),
〈B1〉fε(δA)Ak−1ϕ + 〈B1〉fε(δA+)Ak−1+ ϕ  c∗
(∥∥fε(δA)Ak−1ϕ∥∥2 + ∥∥fε(δA+)Ak−1+ ϕ∥∥2)− c,
where A+ = U∗AU .
Proposition 4.4 (Upper bound, k > 1). Let ϕ ∈ RanP . Then, there exist δk ∈ (0,1) and c > 0
such that for all (ε, δ) ∈ (0,1] × (0, δk),
〈B1〉fε(δA)Ak−1ϕ + 〈B1〉fε(δA+)Ak−1+ ϕ  c
(∥∥fε(δA)Ak−1ϕ∥∥+ ∥∥fε(δA+)Ak−1+ ϕ∥∥+ 1),
where A+ = U∗AU .
Propositions 4.3 and 4.4 are proven in Sections 5.3 and 6.3 respectively. As before, we deduce
from Propositions 4.3 and 4.4 that there exists necessarily ck > 0 such that for all (ε, δ) ∈ (0,1]×
(0, δk), ‖fε(δA)Ak−1ϕ‖ + ‖fε(δA+)Ak−1+ ϕ‖ ck . In view of Lemma 4.1, this proves that ϕ ∈
D(Ak) ∩D(Ak+). As before, this implies also that the operators AkP and Ak+P are bounded.
Remark. Actually, it results from hypothesis H1 that D(Ak) =D(Ak+) for any k ∈N.
It remains to prove Propositions 4.1, 4.2, 4.3 and 4.4. From now, the eigenvector ϕ is fixed.
Without restriction, we assume that it is normalized (‖ϕ‖ = 1) and that: eiμ = 1. Following
Section 2, we will use the following notations:
Ec = E − P,
E = 1 − E.
Remark. If for any η ∈ (0,π), η = {eit /|t | < η} ∩ , we know that there exists η1 > 0 such
that for all 0 < η < η1, 1 is the only eigenvalue in η. Moreover, multiplying both sides of the
estimate in H2, from the left and from the right by Ecη , and using the fact that E
c
η
converges
strongly to 0 as η vanishes, there exists η2 ∈ (0, η1) such that for all η ∈ (0, η2),
EcηB1E
c
η
 θ
2
Ecη . (1)
In the sequel, we will choose and fix the open arc ei as eiη2 .
5. The lower bounds
5.1. Preliminaries
We start by describing the procedure to obtain a lower bound for a term of the type 〈B1〉ψ and
apply it for ψ = fε(δA)ϕ and ψ ′ = fε(A+)ϕ.
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〈B1〉ψ = 〈EB1E〉ψ + 〈EB1E〉ψ + 〈EB1E〉ψ + 〈EB1E〉ψ
and
〈B1〉ψ  〈EB1E〉ψ − 2‖B1‖‖Eψ‖‖ψ‖ − ‖B1‖‖Eψ‖2. (2)
Our next step consists in obtaining lower bounds for each term of the RHS of (2). The follow-
ing lemma leads to the desired lower bound on the term 〈EB1E〉ψ .
Lemma 5.1. There exist c > 0 and c > 0, such that for all ψ ∈H,
〈EB1E〉ψ  c‖Eψ‖2 − c‖Pψ‖2. (3)
We draw the attention of the reader on the fact that it does not depend on a specific choice of
the vector ψ .
Proof. For any ψ ∈H,
〈EB1E〉ψ = 〈PB1P 〉ψ +
〈
EcB1E
c

〉
ψ
+ 〈PB1Ec〉ψ + 〈PB1Ec〉ψ.
By the Virial Theorem [10], we know that: 〈PB1P 〉ψ = 0. Combining inequality (1) with the
fact that for all ψ ∈H,〈
PB1E
c

〉
ψ
+ 〈PB1Ec〉ψ  2‖B1‖∥∥Ecψ∥∥‖Pψ‖
entails:
〈EB1E〉ψ  θ2
∥∥Ecψ∥∥2 − 2‖B1‖∥∥Ecψ∥∥‖Pψ‖.
Now, observing that for all α > 0, (‖Pψ‖ − α‖Ecψ‖)2  0, i.e.
2‖Pψ‖∥∥Ecψ∥∥ 1α ‖Pψ‖2 + α
∥∥Ecψ∥∥2
we obtain that:
〈EB1E〉ψ 
(
θ
2
− α‖B1‖
)∥∥Ecψ∥∥2 − ‖B1‖α ‖Pψ‖2.
Choosing α ∈ (0, θ/2‖B1‖) implies the desired result. 
In order to conclude with the proof of Proposition 4.1, it remains to consider the other terms
of the RHS of inequality (2). This is achieved via the following observations:
Lemma 5.2. Let ψ ∈H and G ∈ L∞(R) such that for all x ∈ [−1,1], |G(x)| 1. Then, for any
δ > 0,∥∥PG(δA)ψ∥∥ ‖ψ‖ + Nδ∥∥G(δA)ψ∥∥,∥∥PG(δA+)ψ∥∥ ‖ψ‖ + Nδ∥∥G(δA+)ψ∥∥
where Nδ −→ 0.δ→0
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|G(x)| 1, we have that for all ψ in H:∥∥PG(δA)ψ∥∥ ∥∥Pχ[−1,1](δA)G(δA)ψ∥∥+ ∥∥PχR\[−1,1](δA)G(δA)ψ∥∥
 ‖ψ‖ + Nδ
∥∥G(δA)ψ∥∥,
where Nδ = max{‖PχR\[−1,1](δA)‖,‖PχR\[−1,1](δA+)‖}. Since P is compact, Nδ vanishes
when δ tends to zero. The proof of second part of the lemma is similar. 
Lemma 5.3. There exists C > 0 such that for any ψ ∈H,
‖Eψ‖ C
∥∥(U∗ − 1)ψ∥∥,
‖Eψ‖ C
∥∥(U − 1)ψ∥∥.
Proof. Since 1 ∈ ρ(U∗|RanE)∩ρ(U |RanE), the operators E(U∗ −1)E and E(U −1)E
are invertible on EH and∥∥E(U∗ − 1)−1E∥∥ d(1, σ (EU∗E))−1 < ∞,∥∥E(U − 1)−1E∥∥ d(1, σ (EUE))−1 < ∞.
Therefore, if C = max{‖E(1 − U∗)−1E‖,‖E(1 − U)−1E‖},
‖Eψ‖ =
∥∥E(U∗ − 1)−1E(U∗ − 1)Eψ∥∥

∥∥E(U∗ − 1)−1E∥∥∥∥(U∗ − 1)ψ∥∥
 C
∥∥(U∗ − 1)ψ∥∥= C∥∥(U − 1)ψ∥∥,
where the last equality derives from the unitarity of U . 
Lemma 5.3 may be adapted as follows:
Lemma 5.4. Let F be a real Borel function on R such that ϕ ∈D(F (A)) ∩D(F (A+)). Then∥∥EF(A)ϕ∥∥ C∥∥(F(A+) − F(A))ϕ∥∥,∥∥EF(A+)ϕ∥∥ C∥∥(F(A+) − F(A))ϕ∥∥.
Proof. Since Uϕ = ϕ = U∗ϕ and 1 ∈ ρ(U∗|RanE) ∩ ρ(U |RanE), we have that:
EF(A)ϕ =
[
E
(
1 − U∗)−1E](1 − U∗)F(A)ϕ
= [E(1 − U∗)−1E](F(A) − F(A+))ϕ
and
EF(A+)ϕ =
[
E(1 − U)−1E
]
(1 − U)F(A+)ϕ
= [E(1 − U)−1E](F(A+) − F(A))ϕ.
The conclusion follows as in the proof of Lemma 5.3. 
Now, we proceed with the proofs of Propositions 4.1 and 4.3.
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Applying Lemma 5.2 where the function G is replaced by fε and the vector ψ by ϕ shows
that for any (ε, δ) ∈ (0,1]2,∥∥Pfε(δA)ϕ∥∥ ‖ϕ‖ + Nδ∥∥fε(δA)ϕ∥∥,∥∥Pfε(δA+)ϕ∥∥ ‖ϕ‖ + Nδ∥∥fε(δA+)ϕ∥∥,
where Nδ vanishes when δ tends to 0. On the other hand, using the fact that ϕ is normalized, it
follows from Lemma 5.4, that for any ε ∈ (0,1]:∥∥Efε(δA)ϕ∥∥ C∥∥fε(δA+) − fε(δA)∥∥,∥∥Efε(δA+)ϕ∥∥ C∥∥fε(δA+) − fε(δA)∥∥.
Combining these inequalities with Lemma 7.6 implies there exists c > 0 such that for all (ε, δ) ∈
(0,1]2,
‖Eψ‖ cδ,
whenever ψ = fε(δA)ϕ or ψ = fε(δA+)ϕ. It follows now from Lemma 5.1 and inequality (2)
with either ψ = fε(δA)ϕ or ψ = fε(δA+)ϕ that for all (ε, δ) ∈ (0,1]2,
〈B1〉ψ  c
(‖ψ‖2 − ‖Eψ‖2)− 2c(‖ϕ‖2 + N2δ ‖ψ‖2)
− 2‖B1‖‖Eψ‖‖ψ‖ − ‖B1‖‖Eψ‖2
= (c − 2cN2δ )‖ψ‖2 − ‖Eψ‖2(c + ‖B1‖)− 2c‖ϕ‖2 − 2‖B1‖‖Eψ‖‖ψ‖.
Therefore, choosing c∗ ∈ (0, c) and δ1 ∈ (0,1) small enough, such that c − 2cN2δ > c∗ for all
δ ∈ (0, δ1), we deduce the existence of c > 0, c∗ > 0 such that for all (ε, δ) ∈ (0,1] × (0, δ1):
〈B1〉ψ  c∗‖ψ‖2 − c,
whenever ψ is fε(δA)ϕ or fε(δA+)ϕ. So, Proposition 4.1 is proved.
5.3. Proof of Proposition 4.3
In this subsection, we assume that for some k ∈ {2, . . . , n} and any j ∈ {1, . . . , k−1}, RanP ⊂
D(Aj ) ∩D(Aj+) and consequently that the operators AjP and Aj+P are bounded.
First, applying Lemma 5.2 with G replaced by fε and the vector ψ by Ak−1ϕ or Ak−1+ ϕ
entails:∥∥Pfε(δA)Ak−1ϕ∥∥ ∥∥Ak−1ϕ∥∥+ Nδ∥∥fε(δA)Ak−1ϕ∥∥,∥∥Pfε(δA+)Ak−1+ ϕ∥∥ ∥∥Ak−1+ ϕ∥∥+ Nδ∥∥fε(δA+)Ak−1+ ϕ∥∥,
where Nδ vanishes when δ tends to 0. On the other hand, combining Lemmas 5.4 and 7.16, there
exists c > 0 such that for all (ε, δ) ∈ (0,1]2,
‖Eψ‖ cδ,
whenever ψ = fε(δA)Ak−1ϕ or ψ = fε(δA+)Ak−1+ ϕ. The estimates (2) and (3) also hold if ψ
is taken as fε(δA)Ak−1ϕ or fε(δA+)Ak−1+ ϕ. Therefore, the last part of the proof follows as in
Section 5.2.
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6.1. Preliminaries
Our aim is to obtain an upper bound on 〈B1〉fε(δA)ϕ + 〈B1〉fε(δA+)ϕ , where ϕ is a normalized
eigenvector of the operator U associated to the eigenvalue 1. First, we observe that for any
ψ1 ∈D(A) and ψ2 ∈D(A+)
〈B1〉ψ1 + 〈B1〉ψ2 = 〈ψ1 − ψ2,A+ψ2 + Aψ1〉 + 〈A+ψ2 + Aψ1,ψ1 − ψ2〉
+ 〈(ψ1 − ψ2),B1(ψ1 − ψ2)〉+ 2(〈ψ2,A+ψ2〉 − 〈ψ1,Aψ1〉).
In particular, given (ε, δ) ∈ (0,1]2, if ψ ∈ S ⊂ D(A) ∩ D(A+), then fε(δA)ψ ∈ D(A),
fε(δA+)ψ ∈D(A+) and we write:
〈B1〉fε(δA)ψ + 〈B1〉fε(δA+)ψ = T1,ε(ψ) + T2,ε(ψ) + 2T3,ε(ψ), (4)
where
T1,ε(ψ) =
〈(
fε(δA) − fε(δA+)
)(
A+fε(δA+) + Afε(δA)
)〉
ψ
+ 〈(A+fε(δA+) + Afε(δA))(fε(δA) − fε(δA+))〉ψ
and
T2,ε(ψ) =
〈(
fε(δA) − fε(δA+)
)
B1
(
fε(δA) − fε(δA+)
)〉
ψ
,
T3,ε(ψ) = 〈A+〉fε(δA+)ψ − 〈A〉fε(δA)ψ
= 〈ψ, (U∗fε(δA)Afε(δA)U − fε(δA)Afε(δA))ψ 〉.
Before going further, we will rewrite T1,ε in a more convenient way. Using identity (10) in
Corollary 7.2 and the fact that f ′ε(x) = f ′1(εx) for all x in R and any ε in (0,1], we have that:
fε(δA+) − fε(δA) = ε−1
(
f1(δεA+) − f1(δεA)
)
= δ
4
{
f ′1(δεA+)B1 + f ′1(δεA)B1 + B1f ′1(δεA+) + B1f ′1(δεA)
}
+ δ
2ε
8
∫
dh˜(z)zQδε(z)
= δ
4
{
f ′ε(δA+)B1 + f ′ε(δA)B1 + B1f ′ε(δA+) + B1f ′ε(δA)
}
+ δ
2ε
8
∫
dh˜(z)zQδε(z),
where the real-valued function h and the operator-valued function Qδε are defined in Corol-
lary 7.2. Therefore, we obtain the following splitting:
T1,ε(ψ) = T1,1,ε(ψ) + T1,2,ε(ψ) + T1,3,ε(ψ) + T1,4,ε(ψ) (5)
where
10 O. Bourget / Bull. Sci. math. 137 (2013) 1–29T1,1,ε(ψ) = −
〈
δ
2
(
B1f
′
ε(δA+)A+fε(δA+) + fε(δA+)A+f ′ε(δA+)B1
)〉
ψ
−
〈
δ
2
(
B1f
′
ε(δA)Afε(δA) + fε(δA)Af ′ε(δA)B1
)〉
ψ
,
T1,2,ε(ψ) = −
〈
δ
2
(
f ′ε(δA+)B1A+fε(δA+) + fε(δA+)A+B1f ′ε(δA+)
)〉
ψ
−
〈
δ
2
(
f ′ε(δA)B1Afε(δA) + fε(δA)AB1f ′ε(δA)
)〉
ψ
,
T1,3,ε(ψ) = −
〈
δ
4
B1
(
f ′ε(δA+) − f ′ε(δA)
)(
Afε(δA) − A+fε(δA+)
)〉
ψ
−
〈
δ
4
(
f ′ε(δA+) − f ′ε(δA)
)
B1
(
Afε(δA) − A+fε(δA+)
)〉
ψ
−
〈
δ
4
(
Afε(δA) − A+fε(δA+)
)
B1
(
f ′ε(δA+) − f ′ε(δA)
)〉
ψ
−
〈
δ
4
(
Afε(δA) − A+fε(δA+)
)(
f ′ε(δA+) − f ′ε(δA)
)
B1
〉
ψ
,
T1,4,ε(ψ) = −
〈
δ2ε
8
∫
dh˜(z)zQδε(z)
(
A+fε(δA+) + Afε(δA)
)〉
ψ
−
〈
δ2ε
8
(
A+fε(δA+) + Afε(δA)
)∫
dh˜(z)zQδε(z)
〉
ψ
.
The next step consists in observing that given ε ∈ (0,1], the operators involved in (4) and
(5) can be extended continuously as bounded operators on H. For the term T1,1, this results
clearly from the facts that B1 is bounded and the function defined on R by: g2ε :x → xf ′ε(x)fε(x)
is bounded. The justification for the term T1,2 (resp. T1,3, T1,4, T2 and T3) is developed in
Lemma 7.18 (resp. 7.19, 7.20, 7.21 and 7.23).
Therefore, identities (4) and (5) hold for any ε ∈ (0,1] and any ψ in H. The proof of Propo-
sition 4.2 is an application of the former considerations with ψ = ϕ.
6.2. Proof of Proposition 4.2
Recall that the vector ϕ is normalized. As a consequence of Lemma 7.23, T3,ε(ϕ) = 0. Apply-
ing Corollary 7.6, Lemmas 7.19, 7.20 and 7.21 with ϕ in place of ψ , we already have the desired
upper bounds on |T1,1,ε(ϕ)− T1,2,ε(ϕ)|, T1,3,ε(ϕ), T1,4,ε(ϕ) and T2,ε(ϕ). Therefore, the proof is
reduced to the control of the term T1,1,ε(ϕ).
Combining Lemmas 5.4 and 7.7, there exists c > 0 such that for all (ε, δ) ∈ (0,1]2,∥∥Egε(δA)ϕ∥∥ cδ,∥∥Egε(δA+)ϕ∥∥ cδ.
Since the quantity Nδ defined in Lemma 5.2 vanishes when δ tends to 0, we deduce from Corol-
lary 7.5 that there exist c > 0 and δ0 ∈ (0,1) such that for all (ε, δ) ∈ (0,1] × (0, δ0)
T1,1,ε(ϕ) c
(∥∥fε(δA)ϕ∥∥+ ∥∥fε(δA+)ϕ∥∥+ 1).
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c > 0 and δ1 ∈ (0,1) such that for all (ε, δ) ∈ (0,1] × (0, δ1)
〈B1〉fε(δA)ϕ + 〈B1〉fε(δA+)ϕ  c
(∥∥fε(δA)ϕ∥∥+ ∥∥fε(δA+)ϕ∥∥+ 1),
which finishes the proof.
6.3. Proof of Proposition 4.4
In this subsection, we assume that for some k ∈ {2, . . . , n} and any j ∈ {1, . . . , k−1}, RanP ⊂
D(Aj ) ∩D(Aj+) and consequently that the operators AjP and Aj+P are bounded.
Now, our aim is to obtain an upper bound on 〈B1〉fε(δA)Ak−1ϕ + 〈B1〉fε(δA+)Ak−1+ ϕ . Let ψ1 and
ψ2 be two vectors of H. Then, building on identities (4) and (5), we have:
〈B1〉fε(δA)ψ1 + 〈B1〉fε(δA+)ψ2 =
1
2
(
Tε(ψ1) + Tε(ψ2)
)+ 1
2
(
R1,ε(ψ1) + R2,ε(ψ2)
)
where
Tε(ψ) ≡ 〈B1〉fε(δA)ψ + 〈B1〉fε(δA+)ψ ,
R1,ε(ψ1) = 〈B1〉fε(δA)ψ1 − 〈B1〉fε(δA+)ψ1
= −〈(fε(δA+) − fε(δA))B1fε(δA)〉ψ1 − 〈fε(δA)B1(fε(δA+) − fε(δA))〉ψ1
− 〈(fε(δA+) − fε(δA))B1(fε(δA+) − fε(δA))〉ψ1,
R2,ε(ψ2) = 〈B1〉fε(δA+)ψ2 − 〈B1〉fε(δA)ψ2
= 〈(fε(δA+) − fε(δA))B1fε(δA+)〉ψ2 + 〈fε(δA+)B1(fε(δA+) − fε(δA))〉ψ2
− 〈(fε(δA+) − fε(δA))B1(fε(δA+) − fε(δA))〉ψ2 .
Since the operator B1 is bounded, the terms R1,ε and R2,ε can be estimated via Cauchy–Schwarz
inequality:
R1,ε(ψ) c
∥∥(fε(δA+) − fε(δA))ψ∥∥(∥∥(fε(δA+) − fε(δA))ψ∥∥+ ∥∥fε(δA)ψ∥∥),
R2,ε(ψ) c
∥∥(fε(δA+) − fε(δA))ψ∥∥(∥∥(fε(δA+) − fε(δA))ψ∥∥+ ∥∥fε(δA+)ψ∥∥)
for some c > 0. On the other hand, we know that the ‘Tε’ terms can be decomposed according to
(4) as follows: Tε(ψ) = T1,ε(ψ) + T2,ε(ψ) + 2T3,ε(ψ).
Since by hypothesis, ϕ ∈D(Ak−1) ∩D(Ak−1+ ), let us choose ψ1 = Ak−1ϕ and ψ2 = Ak−1+ ϕ.
In view of Lemma 7.6, this implies that there exists c > 0 such that for all (ε, δ) ∈ (0,1]2,
R1,ε
(
Ak−1ϕ
)
 c
(
1 + ∥∥fε(δA)Ak−1ϕ∥∥),
R2,ε
(
Ak−1+ ϕ
)
 c
(
1 + ∥∥fε(δA+)Ak−1+ ϕ∥∥).
The ‘Tε’ terms are rewritten as follows:
Tε
(
Ak−1ϕ
)+ Tε(Ak−1+ ϕ)= T1,ε(Ak−1ϕ)+ T1,ε(Ak−1+ ϕ)+ T2,ε(Ak−1ϕ)
+ T2,ε
(
Ak−1+ ϕ
)+ 2(T3,ε(Ak−1ϕ)+ T3,ε(Ak−1+ ϕ))
where, according to identity (5),
T1,ε
(
Ak−1ϕ
)+ T1,ε(Ak−1+ ϕ)=
4∑
T1,j,ε
(
Ak−1ϕ
)+ T1,j,ε(Ak−1+ ϕ).
j=1
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δ0 ∈ (0,1) such that for any ψ ∈H, any (ε, δ) ∈ (0,1] × (0, δ0),
T1,1,ε
(
Ak−1ϕ
)
 c
(∥∥fε(δA)Ak−1ϕ∥∥∥∥Ak−1ϕ∥∥+ ∥∥fε(δA)Ak−1ϕ∥∥∥∥Egε(δA)Ak−1ϕ∥∥
+ ∥∥fε(δA+)Ak−1ϕ∥∥∥∥Ak−1ϕ∥∥+ ∥∥fε(δA+)Ak−1ϕ∥∥∥∥Egε(δA+)Ak−1ϕ∥∥
+ ∥∥Egε(δA)Ak−1ϕ∥∥2 + ∥∥Egε(δA+)Ak−1ϕ∥∥2 + ∥∥Ak−1ϕ∥∥2),
T1,1,ε
(
Ak−1+ ϕ
)
 c
(∥∥fε(δA)Ak−1+ ϕ∥∥∥∥Ak−1+ ϕ∥∥+ ∥∥fε(δA)Ak−1+ ϕ∥∥∥∥Egε(δA)Ak−1+ ϕ∥∥
+ ∥∥fε(δA+)Ak−1+ ϕ∥∥∥∥Ak−1+ ϕ∥∥+ ∥∥fε(δA+)Ak−1+ ϕ∥∥∥∥Egε(δA+)Ak−1+ ϕ∥∥
+ ∥∥Egε(δA)Ak−1+ ϕ∥∥2 + ∥∥Egε(δA+)Ak−1+ ϕ∥∥2 + ∥∥Ak−1+ ϕ∥∥2).
Due to Lemmas 5.4 and 7.16, there exists c > 0 such that: ‖Egε(δA)Ak−1ϕ‖  cδ and
‖Egε(δA+)Ak−1+ ϕ‖ cδ for all (ε, δ) ∈ (0,1]2. In addition, since
Egε(δA)A
k−1+ ϕ = −E
(
gε(δA+) − gε(δA)
)
Ak−1+ ϕ + Egε(δA+)Ak−1+ ϕ,
Egε(δA+)Ak−1ϕ = E
(
gε(δA+) − gε(δA)
)
Ak−1ϕ + Egε(δA)Ak−1ϕ,
it follows from Lemma 7.7 and the previous considerations that: there exists c > 0 such that
‖Egε(δA)Ak−1+ ϕ‖  cδ and ‖Egε(δA+)Ak−1ϕ‖  cδ for any (ε, δ) ∈ (0,1]2. Finally, ob-
serving that
fε(δA)A
k−1+ ϕ = −
(
fε(δA+) − fε(δA)
)
Ak−1+ ϕ + fε(δA+)Ak−1+ ϕ,
fε(δA+)Ak−1ϕ =
(
fε(δA+) − fε(δA)
)
Ak−1ϕ + fε(δA)Ak−1ϕ,
and using again Lemma 7.6, we prove that there exists c > 0 such that for all (ε, δ) ∈ (0,1] ×
(0, δ0),
T1,1,ε
(
Ak−1ϕ
)+ T1,1,ε(Ak−1+ ϕ) c(∥∥fε(δA)Ak−1ϕ∥∥+ ∥∥fε(δA+)Ak−1+ ϕ∥∥+ 1).
Due to Corollary 7.6, Lemmas 7.19 and 7.20, such an upper bound also holds for T1,ε(Ak−1ϕ)+
T1,ε(A
k−1+ ϕ) up to some adjustments of the positive constants.
Now let us look at the second term T2,ε(Ak−1ϕ) + T2,ε(Ak−1+ ϕ). As a consequence of
Lemma 7.21, there exists a positive constant c such that for any (ε, δ) ∈ (0,1]2,∣∣T2,ε(Ak−1ϕ)+ T2,ε(Ak−1+ ϕ)∣∣ c.
It remains to deal with the term T3,ε(Ak−1ϕ)+ T3,ε(Ak−1+ ϕ). Following Lemma 7.23, we can
rewrite it as follows:
T3,ε
(
Ak−1ϕ
)+ T3,ε(Ak−1+ ϕ)= 〈Cε,δ〉Ak−1ϕ + 〈Cε,δ〉Ak−1+ ϕ.
Since Uϕ = ϕ, we have that for any (ε, δ, τ ) ∈ (0,1]3,〈
Ak−1+ ϕ,fε(δA+)fτ (A+)fε(δA+)Ak−1+ ϕ
〉− 〈Ak−1ϕ,fε(δA)fτ (A)fε(δA)Ak−1ϕ〉
= 〈Ak−1Uϕ,fε(δA)fτ (A)fε(δA)Ak−1Uϕ〉− 〈Ak−1ϕ,fε(δA)fτ (A)fε(δA)Ak−1ϕ〉
= 0.
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Lemma 7.24 the following formula for any (ε, δ) ∈ (0,1]2,
〈Cε,δ〉Ak−1ϕ =
〈
fε(δA+)A+
(
Ak−1 − Ak−1+
)
ϕ,fε(δA+)Ak−1ϕ
〉
+ 〈fε(δA+)Ak−1+ ϕ,fε(δA+)A+(Ak−1 − Ak−1+ )ϕ〉,
〈Cε,δ〉Ak−1+ ϕ =
〈
fε(δA)A
(
Ak−1 − Ak−1+
)
ϕ,fε(δA)A
k−1ϕ
〉
+ 〈fε(δA)Ak−1+ ϕ,fε(δA)A(Ak−1 − Ak−1+ )ϕ〉.
The four terms are considered separately. It follows from Lemma 7.15 that there exists c > 0
such that for all (ε, δ) ∈ (0,1]2,∣∣〈fε(δA)A(Ak−1 − Ak−1+ )ϕ,fε(δA)Ak−1ϕ〉+ (k − 1)〈B1〉fε(δA)Ak−1ϕ∣∣
 c
∥∥fε(δA)Ak−1ϕ∥∥,∣∣〈fε(δA+)Ak−1+ ϕ,fε(δA+)A+(Ak−1 − Ak−1+ )ϕ〉+ (k − 1)〈B1〉fε(δA+)Ak−1+ ϕ∣∣
 c
∥∥fε(δA+)Ak−1+ ϕ∥∥.
Now, let us consider the term 〈fε(δA)Ak−1+ ϕ,fε(δA)A(Ak−1 −Ak−1+ )ϕ〉. Given (ε, δ) ∈ (0,1]2,
we have that:〈
fε(δA)A
k−1+ ϕ,fε(δA)A
(
Ak−1 − Ak−1+
)
ϕ
〉+ (k − 1)〈B1〉fε(δA)Ak−1ϕ
= 〈fε(δA)Ak−1+ ϕ,fε(δA)A(Ak−1 − Ak−1+ )ϕ + (k − 1)B1fε(δA)Ak−1ϕ〉
+ (k − 1)〈fε(δA)(Ak−1 − Ak−1+ )ϕ,B1fε(δA)Ak−1ϕ〉.
The second term on the RHS is estimated, due to Lemma 7.14 and the induction hypothesis:
there exists c > 0 such that for all (ε, δ) ∈ (0,1]2,∣∣〈fε(δA)(Ak−1 − Ak−1+ )ϕ,B1fε(δA)Ak−1ϕ〉∣∣ c∥∥fε(δA)Ak−1ϕ∥∥.
Using again Lemma 7.15, the absolute value of the first term of the RHS can be estimated
by c‖fε(δA)Ak−1+ ϕ‖ for all (ε, δ) ∈ (0,1]2. Since fε(δA)Ak−1+ ϕ = fε(δA)(Ak−1+ − Ak−1)ϕ +
fε(δA)A
k−1ϕ, it follows, using again Lemma 7.14 and the induction hypothesis, that up to some
adjustment of the constant c, for all (ε, δ) ∈ (0,1]2,∣∣〈fε(δA)Ak−1+ ϕ,fε(δA)A(Ak−1 − Ak−1+ )ϕ〉+ (k − 1)〈B1〉fε(δA)Ak−1ϕ∣∣
 c
(
1 + ∥∥fε(δA)Ak−1ϕ∥∥).
Similarly, we prove that there exists c > 0 such that for all (ε, δ) ∈ (0,1]2,∣∣〈fε(δA+)A+(Ak−1 − Ak−1+ )ϕ,fε(δA+)Ak−1ϕ〉+ (k − 1)〈B1〉fε(δA+)Ak−1+ ϕ∣∣
 c
(
1 + ∥∥fε(δA+)Ak−1+ ϕ∥∥).
Gathering all these estimates, we have just proved that there exists c > 0 such that for all
(ε, δ) ∈ (0,1]2,
〈Cε,δ〉Ak−1ϕ + 〈Cε,δ〉Ak−1+ ϕ + 2(k − 1)
(〈B1〉fε(δA+)Ak−1+ ϕ + 〈B1〉fε(δA+)Ak−1ϕ)
 c
(
1 + ∥∥fε(δA)Ak−1ϕ∥∥+ ∥∥fε(δA+)Ak−1+ ϕ∥∥),
which means, once recast in the original problem, that:
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 c
(
1 + ∥∥fε(δA)Ak−1ϕ∥∥+ ∥∥fε(δA+)Ak−1+ ϕ∥∥),
for some c > 0 and any (ε, δ) ∈ (0,1] × (0, δ0). This proves the proposition.
7. Technicalities
Technically, the proof of Theorem 2.1 is based on a suitable extension of the Helffer–Sjöstrand
functional calculus. The extension adopted here follows [12]. The reader is referred to [13] for a
classical presentation and to [14, Appendix B] for an alternative approach. The main properties
of this calculus are summed up in Section 7.1 and applied in Section 7.2 to obtain some basic
estimates. Sections 7.3, 7.4, 7.5 and 7.6 are dedicated to some more specific features. They are
independent from each other.
We also recall that A+ = U∗AU and that S ⊂D(A) ∩D(A+) is dense in H.
7.1. A warm-up
Following [12], we start with the definition of the following classes of smooth functions
over R:
Definition 7.1. Let m ∈R.
Bm =
{
h ∈ C∞(R); ∀n 0, ∥∥〈x〉n−mh(n)∥∥∞ < ∞}.
The following proposition, which is quoted from [12], is fundamental in the extension of the
Helffer–Sjöstrand formula:
Proposition 7.1. Let m ∈ R and h ∈ Bm. Then, there exists an almost analytic extension of the
function h, which belongs to C∞(C) and is denoted by h˜ such that:
(a) supp h˜ ⊂ {z ∈C; (z) ∈ supp(h) and |(z)| 〈(z)〉},
(b) for all N  0, there exists CN > 0 such that: |∂z¯h˜(z)|  CN 〈z〉m−N−1|(z)|N for all z in
supp h˜,
where ∂z¯ = ∂x + i∂y and z = x + iy.
For a proof, see [12, Proposition 4.1]. Actually, the almost analytic extension h˜ is of the form:
h˜(x + iy) =
∞∑
l=0
h(l)(x)
(iy)l
l! χl
(
y
〈x〉
)
,
where (χl) is a suitable sequence of functions in C∞0 (R).
The Helffer–Sjöstrand formula can be extended to functions which belong to Bm with m < 0.
If h ∈ Bm for some m < 0, then for any self-adjoint operator A,
h(A) = − 1
2π
∫
2
∂z¯h˜(z)(z − A)−1 dx dy
R
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h(A) =
∫
dh˜(z)(z − A)−1.
Moreover, for any p  0, we have that:
h(p)(A) = p!
∫
dh˜(z)(z − A)−p−1. (6)
The reader will note that due to Proposition 7.1, the integral on the RHS is norm convergent and
can be bounded uniformly in A.
Due to this formula, the expression of differences of the form h(A+) − h(A), rely heavily on
the resolvent identity: namely, for z ∈C \R,
(z − A+)−1 − (z − A)−1 = (z − A)−1B1(z − A+)−1 = (z − A+)−1B1(z − A)−1. (7)
One of the key features of the proof of Theorem 2.1 is our ability to estimate integrals of the
form described in the following proposition.
Lemma 7.1. Let m < 0 and h ∈ Bm. Let p and l be two nonnegative integral numbers such
that p − l > m and (Qj,η)j∈{1,...,p+1}, η>0 be a family of operator-valued functions which are
holomorphic in each connected component of C\R and such that for all η > 0 and all z ∈C\R:
‖Qj,η(z)‖ cj |(z)|−1 for some cj > 0. Then, the integral∫
dh˜(z)zlQ1,η(z) · · ·Qp+1,η(z)
is norm convergent and uniformly bounded in η (η > 0).
Proof. Apply Proposition 7.1 with N = p + 1. 
Remark. In practice, the bounded operator-valued functions (Qj,η) will take the form B(z −
ηA)−1, B(z−ηA+)−1, (z−ηA)−1B or (z−ηA+)−1B for some bounded operator B and η > 0.
The former lemma motivates the following definition:
Definition 7.2. Let m < 0 and h ∈ Bm. Let p and l be two nonnegative integral numbers such
that p − l > m. If (Qj,η)j∈{1,...,p+1}, η>0 is a family of operator-valued functions which satisfies
the hypotheses of Lemma 7.1, we say that the norm convergent integral∫
dh˜(z)zlQ1,η(z) · · ·Qp+1,η(z)
is of the form Rp,l(h).
Remark. For later use, the reader will check that the functions f ′1, g1 belong to B−1. The func-
tions h and H , respectively defined on R by h(x) = 〈x〉−1 and H(x) = xf ′1(x) = h2(x)f1(x),
also belong to B−1. However, f1 ∈ B0.
These concepts are now applied to estimate differences of the form h(A+) − h(A) and com-
mutators involving the operators h(A) and h(A+), for some suitable functions h. We start with
the following lemma:
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Proof. Let η > 0. Since the commutator i[Bk,A] = Bk+1 is bounded, we have that
i
[
Bk,h(ηA)
]= η ∫ dh˜(z)(z − ηA)−1Bk+1(z − ηA+)−1.
According to Lemma 7.1, the integral factor on the RHS is a uniformly bounded norm convergent
integral of the form R1,0(h). The first estimate follows. The second estimate can be obtained
similarly since the commutator i[Bk,A+] = Bk+1 + i[Bk,B1] is also bounded. 
The next lemma gives a useful decomposition for differences of the form h(A+)−h(A), when
the function h belongs to B−1:
Lemma 7.3. Let η > 0 and h ∈ B−1. Then,
h(ηA+) − h(ηA)
= η
4
{
h′(ηA+)B1 + h′(ηA)B1 + B1h′(ηA+) + B1h′(ηA)
}+ η2
8
∫
dh˜(z)Qη(z), (8)
where for all z ∈C \R, Qη(z) = Qη,1(z) + Qη,2(z) with:
Qη,1(z) = B1(z − ηA+)−1B1(z − ηA)−2 − B1(z − ηA+)−2B1(z − ηA)−1
+ (z − ηA+)−1B1(z − ηA)−2B1 − (z − ηA+)−2B1(z − ηA)−1B1
− B1(z − ηA)−1B1(z − ηA+)−2 + B1(z − ηA)−2B1(z − ηA+)−1
− (z − ηA)−1B1(z − ηA+)−2B1 + (z − ηA)−2B1(z − ηA+)−1B1
and
Qη,2(z) = 2i(z − ηA+)−1i[B1,A+](z − ηA+)−1(z − ηA)−1
− 2i(z − ηA+)−1(z − ηA)−1i[B1,A](z − ηA)−1
+ 2i(z − ηA)−1i[B1,A](z − ηA)−1(z − ηA+)−1
− 2i(z − ηA)−1(z − ηA+)−1i[B1,A+](z − ηA+)−1.
Remark. By hypothesis, the commutator B2 = i[B1,A] = i[B1,A+] is bounded. Therefore,∫
dh˜(z)Qη(z) is a uniformly bounded norm convergent integral of the form R2,0(h).
Proof of Lemma 7.3. Let η > 0. Starting from the resolvent identities (7), we have that:
h(ηA+) − h(ηA)
= η
2
∫
dh˜(z)(z − ηA+)−1B1(z − ηA)−1 + (z − ηA)−1B1(z − ηA+)−1.
Reworking the integral terms, we have:
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∫
dh˜(z)(z − ηA+)−1B1(z − ηA)−1
= 1
2
∫
dh˜(z)B1(z − ηA+)−1(z − ηA)−1 + (z − ηA+)−1(z − ηA)−1B1
+ 1
2
∫
dh˜(z)
[
(z − ηA+)−1,B1
]
(z − ηA)−1 + (z − ηA+)−1
[
B1, (z − ηA)−1
]
,∫
dh˜(z)(z − ηA)−1B1(z − ηA+)−1
= 1
2
∫
dh˜(z)B1(z − ηA)−1(z − ηA+)−1 + (z − ηA)−1(z − ηA+)−1B1
+ 1
2
∫
dh˜(z)
[
(z − ηA)−1,B1
]
(z − ηA+)−1 + (z − ηA)−1
[
B1, (z − ηA+)−1
]
.
The Qη,2 term is obtained once added the contributions of the last terms on the RHS of both
identities. Commuting and symmetrizing again the first terms on the RHS give the desired re-
sult. 
Since the Helffer–Sjöstrand formula cannot be applied directly to the function f1, the former
results of this subsection should be re-designed for it. We start by a reformulation of the Helffer–
Sjöstrand formula:
Lemma 7.4. Let η > 0 and p ∈N. Then, the following identity
f
(p)
1 (ηA) = p!
∫
dh˜(z)z(z − ηA)−p−1 (9)
holds in the operator sense, where the function h is defined by: h(x) = 〈x〉−1 for all x ∈ R. The
same conclusion holds if A is replaced by A+.
Proof. Let p ∈ N. Since for all x ∈ R, f (p)1 (x) = ph(p−1)(x) + xh(p)(x), then it follows from
the functional calculus that for any self-adjoint operator A,
f
(p)
1 (A) = ph(p−1)(A) + Ah(p)(A).
Now, since h ∈ B−1, using forms on S × S and identity (6), we have that for p ∈N,
f
(p)
1 (ηA) = ph(p−1)(ηA) + ηAh(p)(ηA)
= p!
∫
dh˜(z)z(z − ηA)−p−1.
Since p  1, the RHS is a norm convergent integral of type Rp,1(h). Therefore, both sides defin-
ing bounded operators on H, the identity can be extended continuously on H×H and holds in
the operator sense. 
In the same vein, Lemmas 7.2 and 7.3 can be re-designed for the function f1 as follows:
Corollary 7.1. Let k ∈ {1, . . . , n}. Then, there exists c > 0 such that for any η > 0,∥∥[Bk,f1(ηA)]∥∥ cη,∥∥[Bk,f1(ηA+)]∥∥ cη.
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Using forms on S × S , we have that for all η > 0,
i
[
Bk,f1(ηA)
]= i[Bk,ηAh(ηA)]
= iη[Bk,A]h(ηA) + ηA
∫
dh˜(z)(z − ηA)−1iη[Bk,A](z − ηA)−1
= η
∫
dh˜(z)z(z − ηA)−1i[Bk,A](z − ηA)−1,
making use of the identity: ηA(z − ηA)−1 = −I + z(z − ηA)−1 for z ∈ C \ R. By hypothesis,
the commutator Bk+1 = i[Bk,A] is bounded. The integral on the RHS is a uniformly bounded
norm convergent integral of the form R1,1(h). Since both sides define bounded operator on H,
the identity can be extended continuously on H × H and the first estimate follows. The proof
of the second part is analogous since the commutator i[Bk,A+] = Bk+1 + i[Bk,B1] is also
bounded. 
Corollary 7.2. Let η > 0. Then,
f1(ηA+) − f1(ηA) = η4
{
f ′1(ηA+)B1 + f ′1(ηA)B1 + B1f ′1(ηA+) + B1f ′1(ηA)
}
+ η
2
8
∫
dh˜(z)zQη(z), (10)
where Qη is given in Lemma 7.3 and the function h is defined by: h(x) = 〈x〉−1 for all x ∈R.
Remark. Since the commutator B2 = i[B1,A] = i[B1,A+] is bounded and since h belongs
to B−1,
∫
dh˜(z)zQη(z) is a uniformly bounded norm convergent integral of the form R2,1(h).
Proof of Corollary 7.2. For all x ∈ R, we have that: f1(x) = xh(x). Moreover, h ∈ B−1. As
forms on S × S , we have that for all η > 0,
f1(ηA+) − f1(ηA)
= η
2
(
B1h(ηA+) + A
(
h(ηA+) − h(ηA)
)+ B1h(ηA) + A+(h(ηA+) − h(ηA)))
= η
2
B1
∫
dh˜(z)(z − ηA+)−1 + η2A
∫
dh˜(z)(z − ηA)−1ηB1(z − ηA+)−1
+ η
2
B1
∫
dh˜(z)(z − ηA)−1 + η
2
A+
∫
dh˜(z)(z − ηA+)−1ηB1(z − ηA)−1.
Using the fact that for any self-adjoint operator A, ηA(z − ηA)−1 = −I + z(z − ηA)−1, if z ∈
C \R, we have that:
f1(ηA+) − f1(ηA)
= η
2
∫
dh˜(z)z(z − ηA+)−1B1(z − ηA)−1 + η2
∫
dh˜(z)z(z − ηA)−1B1(z − ηA+)−1.
Still using forms, we proceed now as in the proof of Lemma 7.3 and obtain:
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{ ∫
dh˜(z)z(z − ηA+)−2 +
∫
dh˜(z)z(z − ηA)−2
}
B1
+ η
4
B1
{ ∫
dh˜(z)z(z − ηA+)−2 +
∫
dh˜(z)z(z − ηA)−2
}
+ η
2
8
∫
dh˜(z)zQη(z)
which in view of Lemma 7.4 implies the result on S × S . However, the functions f1, f ′1 belong
to L∞(R) and
∫
dh˜(z)zQη(z) is a uniformly bounded norm convergent integral of the form
R2,1(h). Therefore, the previous identity can be extended continuously over H×H and holds in
the operator sense. 
In the next subsection, we apply these results to derive the various estimates used in this
article.
7.2. Consequences
The first lemma is an immediate consequence of Lemma 7.2 and Corollary 7.1:
Lemma 7.5. Let k ∈ {1, . . . , n}. There exists c > 0 such that for all (ε, δ) ∈ (0,1]2,∥∥[Bk,gε(δA)]∥∥ cδ,∥∥[Bk,fε(δA)]∥∥ cδ,∥∥[Bk,gε(δA+)]∥∥ cδ,∥∥[Bk,fε(δA+)]∥∥ cδ.
Proof. For all x ∈R and any ε ∈ (0,1], gε(x) = ε−1g1(εx), we have that:[
Bk,gε(δA)
]= ε−1[Bk,g1(δεA)].
Since g1 ∈ B−1, the conclusion follows, applying Lemma 7.2. Similarly, for all x ∈ R, fε(x) =
ε−1f1(εx), and[
Bk,fε(δA)
]= ε−1[Bk,f1(δεA)]
and the corresponding conclusion follows, applying Corollary 7.1. If A is replaced by A+, the
proof is analogous. 
Corollary 7.3. Let k ∈ {1, . . . , n}, RanBk|D(A) ⊂D(A) and RanBk|D(A+) ⊂D(A+).
The following results are consequences of Lemma 7.3 and Corollary 7.2:
Lemma 7.6. There exists c > 0 such that for all (ε, δ) ∈ (0,1]2,∥∥fε(δA+) − fε(δA)∥∥ cδ.
Proof. Let (ε, δ) ∈ (0,1]2. From Corollary 7.2, we deduce that:
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(
f1(δεA+) − f1(δεA)
)
= δ
4
{
f ′1(εδA+)B1 + f ′1(εδA)B1 + B1f ′1(εδA+) + B1f ′1(εδA)
}
+ δ
2ε
8
∫
dh˜(z)zQδε(z).
We remark that f ′1 ∈ L∞(R) and that
∫
dh˜(z)zQδε(z) is a uniformly bounded norm conver-
gent integral of the form R2,1(h) since h ∈ B−1. This implies the result. 
Corollary 7.4. s-limε→0(U∗fε(A)U − fε(A)) = B1.
Proof. For any χ ∈ S ⊂D(A) ∩D(A+), we have:
lim
ε→0
(
U∗fε(A)U − fε(A)
)
χ = U∗ lim
ε→0fε(A)(Uχ) − limε→0fε(A)χ = B1χ.
As a consequence of Lemma 7.6 U∗fε(A)U −fε(A) is uniformly bounded for ε ∈ (0,1]. There-
fore, U∗fε(A)U − fε(A) converges strongly to B1 on H as ε vanishes. 
The proof of Lemma 7.6 can be reproduced with fε replaced by gε . Indeed, using Lemma 7.3,
the fact that g1 ∈ B−1 and noting that for all x ∈ R and any ε ∈ (0,1], gε(x) = ε−1g1(εx),
g′ε(x) = g′1(εx), we obtain that:
Lemma 7.7. There exists c > 0 such that for all (ε, δ) ∈ (0,1]2,∥∥gε(δA+) − gε(δA)∥∥ cδ.
Playing the same game with f ′ε , we have that:
Lemma 7.8. There exists c > 0 such that for all (ε, δ) ∈ (0,1]2,∥∥f ′ε(δA+) − f ′ε(δA)∥∥ cεδ.
Proof. Let (ε, δ) ∈ (0,1]2. Since f ′1 ∈ B−1, we deduce from Lemma 7.3 that:
f ′ε(δA+) − f ′ε(δA) = f ′1(δεA+) − f ′1(δεA)
= δε
4
{
f ′′1 (δεA+)B1 + f ′′1 (δεA)B1 + B1f ′′1 (δεA+) + B1f ′′1 (δεA)
}
+ δ
2ε2
8
∫
df˜ ′1(z)Qδε(z).
This implies the result since f ′′1 ∈ L∞(R) and
∫
df˜ ′1(z)Qδε(z) is a uniformly bounded norm
convergent integral of the form R2,0(f ′1). 
The proof of the next lemma is a little bit more involved:
Lemma 7.9. Let (ε, δ) ∈ (0,1]2. The symmetric operator defined on S by A+fε(δA+)−Afε(δA)
can be extended continuously as a bounded operator on H. Moreover, there exists c > 0 such that
for any (ε, δ) ∈ (0,1]2,∥∥A+fε(δA+) − Afε(δA)∥∥ cε−1.
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A+fε(δA+) − Afε(δA) = 1
ε
(
A+f1(εδA+) − Af1(εδA)
)
= 1
ε
B1f1(εδA+) + 1
ε
A
(
f1(εδA+) − f1(εδA)
)
. (11)
Let η ∈ (0,1] and define the function h on R by: h(x) = 〈x〉−1. Commuting, using the resolvent
identity and finally Lemma 7.4, we obtain that for all η ∈ (0,1],
f1(ηA+) − f1(ηA) = η
∫
dh˜(z)z(z − ηA)−1B1(z − ηA+)−1
= ηf ′1(ηA)B1 + η2
∫
dh˜(z)zS0,η(z),
where S0,η(z) = −i(z − ηA)−1(z − ηA+)−1B2(z − ηA+)−1 + (z − ηA)−2B1(z − ηA+)−1B1.
Since for all z ∈C \R, ηA(z − ηA)−1 = −I + z(z − ηA)−1, we deduce that for any η ∈ (0,1],
A
(
f1(ηA+) − f1(ηA)
)= H(ηA)B1 + η
∫
dh˜(z)zS1,η(z) + η
∫
dh˜(z)z2S0,η(z),
with: S1,η(z) = i(z − ηA+)−1B2(z − ηA+)−1 − (z − ηA)−1B1(z − ηA+)−1B1 and H defined
on R by H(x) = xf ′1(x). Since h ∈ B−1,
∫
dh˜(z)zS1,η(z) (resp.
∫
dh˜(z)z2S0,η(z)) is a uniformly
bounded norm convergent integral of the form R1,1(h) (resp. R2,2(h)). Moreover, H ∈ L∞(R).
Therefore, the family of forms associated to (A(f1(ηA+) − f1(ηA)))η∈(0,1] can be extended
continuously on H×H and the corresponding extensions are uniformly bounded. Coming back
to identity (11), setting η as εδ and noting that ‖f1‖∞ = 1, we deduce that the family of forms
associated to (A+fε(δA+) − Afε(δA)) can also be extended continuously on H × H and the
corresponding estimate follows. 
7.3. Towards higher powers
The proof of Propositions 4.3 and 4.4 requires the development of some specific extensions
of the results presented in the previous subsection, which take into account the fact that the
eigenvector ϕ belongs to the domains of some powers of the operators A and A+. We start with
two straightforward extensions of Lemma 7.5.
Lemma 7.10. Let k ∈ {1, . . . , n} and n ∈N. There exists c > 0 such that for all (ε, δ) ∈ (0,1]2,∥∥[Bnk , gε(δA)]∥∥ cδ,∥∥[Bnk ,fε(δA)]∥∥ cδ,∥∥[Bnk , gε(δA+)]∥∥ cδ,∥∥[Bnk ,fε(δA+)]∥∥ cδ.
Proof. It is enough to note that for any function G ∈ L∞(R), any self-adjoint operator A and
any δ ∈ (0,1],
[
Bnk ,G(δA)
]= n−1∑
l=0
Blk
[
Bk,G(δA)
]
Bn−1−lk ,
and combine it with Lemma 7.5 to obtain the estimates. 
22 O. Bourget / Bull. Sci. math. 137 (2013) 1–29Iterating the procedure, we obtain that:
Lemma 7.11. Let m ∈ N, (n1, . . . , nm) ∈ Nm and (k1, . . . , km) ∈ {1, . . . , n}m. There exists c > 0
such that for all (ε, δ) ∈ (0,1]2,∥∥[Bn1k1 . . .Bnmkm , gε(δA)]∥∥ cδ,∥∥[Bn1k1 . . .Bnmkm , fε(δA)]∥∥ cδ,∥∥[Bn1k1 . . .Bnmkm , gε(δA+)]∥∥ cδ,∥∥[Bn1k1 . . .Bnmkm , fε(δA+)]∥∥ cδ.
These lemmas allow to prove the following result:
Lemma 7.12. Let m ∈ {1, . . . , n − 1}. Assume there exists an orthogonal projection P such
that AmP (resp. Am+P ) is bounded. Then, for any j ∈ {1, . . . ,m}, Aj+P (resp. AjP ) is
also bounded. Actually, there exist for all j ∈ {1, . . . ,m}, two families of bounded operators
(Kj,l)l∈{0,...,j−1}, (Lj,l)l∈{0,...,j−1} such that:
• Kj,l and Lj,l are non-commutative polynomials of degree at most j − l in the variables
(Bi)i∈{1,...,j}
• AjP − Aj+P =
j−1∑
l=0
Kj,lA
lP =
j−1∑
l=0
Lj,lA
l+P.
In particular, Kj,j−1 = Lj,j−1 = −jB1.
Proof. This is achieved by induction on j . We only scheme out the proof. If j = 1, AP −A+P =
−B1P and K1,0 = L1,0 = −B1. Assume the assertion to be true until the order j −1 (2 j m).
Due to hypothesis H3, since for a given l in {1, . . . , j − 1}, Kj−1,l (or Lj−1,l) is expressed
as a non-commutative polynomial of degree j − 1 − l in the variables (B1, . . . ,Bj−1), then
[A,Kj−1,l] is bounded and can be expressed as a polynomial of degree j − 1 − l in the variables
(B1, . . . ,Bj ). Moreover,
A
j
+P − AjP
= B1Aj−1P + B1
(
A
j−1
+ P − Aj−1P
)+ A(Aj−1+ P − Aj−1P )
= B1Aj−1P − B1
(
j−2∑
l=0
Kj−1,lAlP
)
− A
(
j−2∑
l=0
Kj−1,lAlP
)
= B1Aj−1P − B1
(
j−2∑
l=0
Kj−1,lAlP
)
−
j−2∑
l=0
[A,Kj−1,l]AlP −
j−1∑
l=1
Kj−1,l−1AlP.
The result follows by defining:
Kj,j−1 = −B1 + Kj−1,j−2,
Kj,l = Kj−1,l−1 + [A,Kj−1,l] + B1Kj−1,l if l ∈ {1, . . . , j − 2},
Kj,0 = [A,Kj−1,0] + B1Kj−1,0.
The second formula is obtained similarly. The details are left to the reader. 
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(Kj,l) and (Lj,l), we deduce the following result:
Lemma 7.13. Let m ∈ {1, . . . , n − 1}. Assume there exists an orthogonal projection P such
that AmP (resp. Am+P ) is bounded. Then, for all j ∈ {1, . . . ,m}: Ran(Am+P − AmP) ⊂D(A) ∩
D(A+).
The following results are useful consequences of Lemma 7.12:
Lemma 7.14. Let m ∈ {1, . . . , n− 1} with ϕ ∈D(Am)∩D(Am+). There exists c > 0 such that for
all (ε, δ) ∈ (0,1]2,∥∥fε(δA)(Am − Am+)ϕ∥∥ cδ,∥∥fε(δA+)(Am − Am+)ϕ∥∥ cδ,∥∥gε(δA)(Am − Am+)ϕ∥∥ cδ,∥∥gε(δA+)(Am − Am+)ϕ∥∥ cδ.
Proof. Using Lemma 7.12 (with P = |ϕ〉〈ϕ|), we have that for any (ε, δ) ∈ (0,1]2,
fε(δA)
(
Am − Am+
)
ϕ =
m−1∑
l=0
fε(δA)Km,lA
lϕ.
Taking into account Lemmas 7.10, 7.11 and 7.12, we can write for any l ∈ {0, . . . ,m − 1},
fε(δA)Km,lA
lϕ = [fε(δA),Km,l]Alϕ + Km,lfε(δA)Alϕ
and derive the existence of c > 0, such that for all (δ, ε) ∈ (0,1]2,
∥∥fε(δA)(Am − Am+)ϕ∥∥ c
(
δ
m−1∑
l=0
∥∥Alϕ∥∥+ m−1∑
l=0
∥∥fε(δA)Alϕ∥∥
)
.
The reader will note that for any (δ, ε) ∈ (0,1]2, fε(δA) = δh(εδA)A where: the function h is
defined on R by h(x) = 〈x〉−1 and ‖h‖∞ = 1. Therefore, relabeling the constants, the former
estimate can be rewritten:
∥∥fε(δA)(Am − Am+)ϕ∥∥ cδ
m∑
l=0
∥∥Alϕ∥∥,
which proves the first inequality. The proof of the other inequalities relies equally on Lemma 7.12.
The proof of the two last inequalities uses in addition the fact that for all x ∈R and any ε ∈ (0,1],
|gε(x)| |fε(x)|, since this implies that for any vector ψ in H and any self-adjoint operator A
defined on H: ‖gε(A)ψ‖ ‖fε(A)ψ‖. 
Lemma 7.15. Let m ∈ {1, . . . , n− 1} with ϕ ∈D(Am)∩D(Am+). There exists c > 0 such that for
all (ε, δ) ∈ (0,1]2,∥∥fε(δA)A(AmP − Am+P )ϕ + mB1fε(δA)Amϕ∥∥ cδ,∥∥fε(δA+)A+(AmP − Am+P )ϕ + mB1fε(δA+)Am+ϕ∥∥ cδ.
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fε(δA)A
(
Am − Am+
)
ϕ =
m−1∑
l=0
fε(δA)AKm,lA
lϕ.
We recall that for any given l in {0, . . . ,m − 1}, the commutator [A,Km,l] is bounded and
can be expressed as a non-commutative polynomial of degree at most m − l in the variables
(B1, . . . ,Bm+1). Taking into account Lemmas 7.10–7.12, we can write for any l ∈ {0, . . . ,m−1},
fε(δA)AKm,lA
lϕ = [fε(δA), [A,Km,l]]Alϕ + [A,Km,l]fε(δA)Alϕ
+ [fε(δA),Km,l]Al+1ϕ + Km,lfε(δA)Al+1ϕ.
Summing over l and observing that Km,m−1 = −mB1, there exists c > 0 such that for all (ε, δ) ∈
(0,1]2,
∥∥fε(δA)A(AmP − Am+P )ϕ + mB1fε(δA)Amϕ∥∥ c
(
δ
m∑
l=0
∥∥Alϕ∥∥+ m−1∑
l=0
∥∥fε(δA)Alϕ∥∥
)
.
As in the proof of Lemma 7.14, the reader will note that for any (δ, ε) ∈ (0,1]2, fε(δA) =
δh(εδA)A where: the function h is defined on R by h(x) = 〈x〉−1 and ‖h‖∞ = 1. Therefore,
relabeling the constants, the former estimate gives:
∥∥fε(δA)A(AmP − Am+P )ϕ + mB1fε(δA)Amϕ∥∥ cδ
m∑
l=0
∥∥Alϕ∥∥,
which implies the first estimate of this lemma. For the second part, we proceed similarly. 
The last result of this subsection is an avatar of Lemma 7.14:
Lemma 7.16. Let m ∈ {1, . . . , n− 1} with ϕ ∈D(Am)∩D(Am+). There exists c > 0 such that for
all (ε, δ) ∈ (0,1]2,∥∥(fε(δA+)Am+ − fε(δA)Am)ϕ∥∥ cδ,∥∥(gε(δA+)Am+ − gε(δA)Am)ϕ∥∥ cδ.
Proof. The proof of the first part combines Lemmas 7.6 and 7.14. Indeed, we have for all (ε, δ) ∈
(0,1]2,
fε(δA+)Am+ϕ − fε(δA)Amϕ =
(
fε(δA+) − fε(δA)
)
Am+ϕ + fε(δA)
(
Am+ϕ − Amϕ
)
.
The last estimate can be proven similarly, using Lemmas 7.7 and 7.14. 
7.4. Estimates for T1,ε
The upper bound on the quantity T1,ε(ψ) is obtained by controlling all the terms that appear
in identity (5). The next lemma deals with the term T1,1,ε(ψ).
Lemma 7.17. Let (ε, δ) ∈ (0,1]2. The sesquilinear form defined on S × S by:
(ψ1,ψ2) → δ
〈
ψ1,
(
B1f
′(δA)Afε(δA) + fε(δA)Af ′(δA)B1
)
ψ2
〉
ε ε
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δ0 ∈ (0,1) such that for any ψ ∈H and all (ε, δ) ∈ (0,1] × (0, δ0),
−δ〈B1f ′ε(δA)Afε(δA) + fε(δA)Af ′ε(δA)B1〉ψ
 c
(∥∥fε(δA)ψ∥∥∥∥Egε(δA)ψ∥∥+ ∥∥fε(δA)ψ∥∥‖ψ‖ + ∥∥Egε(δA)ψ∥∥2 + ‖ψ‖2).
The same conclusions hold if A is replaced by A+.
Proof. Using the functional calculus, we have that for all (ε, δ) ∈ (0,1]2,
δ
(
B1f
′
ε(δA)Afε(δA) + fε(δA)Af ′ε(δA)B1
)
= g2ε (δA)B1 + B1g2ε (δA)
= [[B1, gε(δA)], gε(δA)]+ 2gε(δA)B1gε(δA).
The first part of the lemma follows from the facts that B1 is bounded and that for any ε in (0,1]:
gε ∈ L∞(R). Let us prove the second part. On one hand, it follows from Lemma 7.5 that there
exists a positive constant c such that for any vector ψ ∈H and all (ε, δ) ∈ (0,1]2,
−〈ψ, [[B1, gε(δA)], gε(δA)]ψ 〉 c∥∥gε(δA)ψ∥∥‖ψ‖. (12)
Applying Lemma 5.2 (with G = gε), we also have that for any ψ ∈H and all (ε, δ) ∈ (0,1]2,∥∥Pgε(δA)ψ∥∥ ‖ψ‖ + Nδ∥∥gε(δA)ψ∥∥,
where Nδ vanishes as δ tends to 0. On the other hand, we can proceed as in the proof of Propo-
sition 4.1, combining Lemma 5.1 with inequality (2) and our previous observation: there exist
c > 0 and c > 0 such that for any ψ ∈H and all (ε, δ) ∈ (0,1]2,
−〈B1〉gε(δA)ψ 
(
2cN2δ − c
)∥∥gε(δA)ψ∥∥2 + c∥∥Egε(δA)ψ∥∥2 + 2c‖ψ‖2
+ 2‖B1‖
∥∥Egε(δA)ψ∥∥∥∥gε(δA)ψ∥∥
+ ‖B1‖
∥∥Egε(δA)ψ∥∥2. (13)
Since Nδ vanishes when δ tends to 0, there exists δ0 ∈ (0,1] such that for all δ ∈ (0, δ0), −c +
2cN2δ  0. Therefore, combining estimates (12), (13) and relabeling the constants, there exists
c > 0 such that for any ψ ∈H and all (ε, δ) ∈ (0,1] × (0, δ0),
−δ〈B1f ′ε(δA)Afε(δA) + fε(δA)Af ′ε(δA)B1〉ψ
 c
(∥∥gε(δA)ψ∥∥‖ψ‖ + ∥∥gε(δA)ψ∥∥∥∥Egε(δA)ψ∥∥+ ∥∥Egε(δA)ψ∥∥2 + ‖ψ‖2).
The last step consists in observing that since for all x ∈ R, |gε(x)|  |fε(x)|, for any vector ψ
in H and any self-adjoint operator A defined on H: ‖gε(A)ψ‖  ‖fε(A)ψ‖. If A is replaced
by A+, the proof is similar. 
Putting Lemma 7.17 in a more fashionable way, we obtain:
Corollary 7.5. There exist c > 0 and δ0 ∈ (0,1) such that for any ψ ∈ H, any (ε, δ) ∈ (0,1] ×
(0, δ0),
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(‖ψ‖∥∥fε(δA)ψ∥∥+ ‖ψ‖∥∥fε(δA+)ψ∥∥
+ ∥∥fε(δA)ψ∥∥∥∥Egε(δA)ψ∥∥+ ∥∥fε(δA+)ψ∥∥∥∥Egε(δA+)ψ∥∥
+ ∥∥Egε(δA)ψ∥∥2 + ∥∥Egε(δA+)ψ∥∥2 + ‖ψ‖2).
The following result shows that up to some additive terms T1,1,ε(ψ) and T1,2,ε(ψ) share the
same type of upper bounds.
Lemma 7.18. Let (ε, δ) ∈ (0,1]2. The sesquilinear form defined on S × S by:
(ψ1,ψ2) → δ
〈
ψ1,
(
f ′ε(δA)B1Afε(δA) + fε(δA)AB1f ′ε(δA)
)
ψ2
〉
can be extended continuously as a bounded form on H ×H. Moreover, there exists c > 0 such
that for any ψ ∈H and any (ε, δ) ∈ (0,1]2
δ
∣∣〈f ′ε(δA)B1Afε(δA) + fε(δA)AB1f ′ε(δA)〉ψ
− 〈B1f ′ε(δA)Afε(δA) + fε(δA)Af ′ε(δA)B1〉ψ ∣∣ c‖ψ‖2.
The same conclusions hold if A is replaced by A+.
Proof. As forms on S × S , we have that for all η > 0,
A
[
f ′1(ηA),B1
]= η−1[H(ηA),B1]− iB2f ′1(ηA),
where the function H , defined on R by H(x) = xf ′1(x), belongs to the class B−1. Since the
functions H and f ′1 belong to L∞(R), this relation can be extended continuously on H×H for
any η > 0. Due to Lemma 7.2, these extensions are actually uniformly bounded in η. The fact
that for all (ε, δ) ∈ (0,1]2,
A
[
f ′ε(δA),B1
]= A[f ′1(εδA),B1],
implies the same conclusions for the family of forms associated to A[f ′ε(δA),B1], which can
be extended continuously on H×H and for which the corresponding extensions are uniformly
bounded in δ and ε. A similar conclusion can be drawn for the family of forms associated to
[f ′ε(δA),B1]A. Now, we have that for any (ε, δ) ∈ (0,1]2,
δ
(
f ′ε(δA)B1Afε(δA) + fε(δA)AB1f ′ε(δA)
)
= δ[f ′ε(δA),B1]Afε(δA) + δfε(δA)A[B1, f ′ε(δA)]
+ δ(B1f ′ε(δA)Afε(δA) + fε(δA)Af ′ε(δA)B1)
on S ×S . The conclusion of the lemma follows, combining Lemma 7.17 with the above consid-
erations. If A is replaced by A+, the proof is similar. 
Putting Lemma 7.18 in a more fashionable way, we obtain:
Corollary 7.6. There exists c > 0 such that for any ψ ∈H and any (ε, δ) ∈ (0,1]2∣∣T1,1,ε(ψ) − T1,2,ε(ψ)∣∣ c‖ψ‖2.
The terms T1,3,ε(ψ) and T1,4,ε(ψ) can be estimated as follows:
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Proof. This is a consequence of Lemmas 7.8 and 7.9. 
Lemma 7.20. There exists c > 0 such that for any ψ ∈H and any (ε, δ) ∈ (0,1]2∣∣T1,4,ε(ψ)∣∣ c‖ψ‖(∥∥fε(δA)ψ∥∥+ ∥∥fε(δA+)ψ∥∥).
Proof. Let us consider the terms εδ
∫
dh˜(z)zQδε(z)A+, εδ
∫
dh˜(z)zQδε(z)A,
εδA+
∫
dh˜(z)zQδε(z) and εδA
∫
dh˜(z)zQδε(z). Using forms on S × S , the reader will rewrite
easily these terms as a finite sum of uniformly bounded norm convergent integrals of the
form R2,2(h), R2,1(h) and R1,1(h) by recording the following facts: h ∈ B−1, A+ = A + B1,
i[B1,A] = B2 = i[B1,A+] (with B1 and B2 bounded) and for any z ∈C \R,
δε(z − δεA)−1A = −1 + z(z − δεA)−1,
δε(z − δεA+)−1A+ = −1 + z(z − δεA+)−1.
So, the corresponding expressions can be extended continuously on H × H and the estimates
follow. 
7.5. Estimates for T2,ε
Lemma 7.21. For any vector ψ in H and any (ε, δ) ∈ (0,1]2∣∣T2,ε(ψ)∣∣ ‖B1‖∥∥(fε(δA+) − fε(δA))ψ∥∥2.
In particular, there exists c > 0 such that for any ψ ∈H and any (ε, δ) ∈ (0,1]2∣∣T2,ε(ψ)∣∣ c‖ψ‖2.
Proof. The first part is a consequence of the boundedness of B1 and Cauchy–Schwarz inequality.
The second results from Lemma 7.6. 
7.6. About T3,ε
The role of the term T3,ε in the elaboration of the upper bound contrasts between the first and
higher orders (Lemmas 7.23 and 7.24 respectively). We start by the following technical lemma:
Lemma 7.22. There exists c > 0 such that for all (ε, δ, τ ) ∈ (0,1]3,∥∥(fε(δA+) − fε(δA))fτ (A)∥∥ cε−1,∥∥fτ (A+)(fε(δA+) − fε(δA))∥∥ cε−1.
Proof. For all (ε, δ, τ ) ∈ (0,1]3, we have that:(
fε(δA+) − fε(δA)
)
fτ (A) =
(
fε(δA+) − fε(δA)
)
Ah(τA)
= (A+fε(δA+) − Afε(δA))h(τA) − fε(δA+)B1h(τA),
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‖fε‖∞ = ε−1. Since B1 is bounded, the first estimate follows as an application of Lemma 7.9.
The proof of the second part is similar. 
The next result is used in the proof of the upper bound when k = 1.
Lemma 7.23. Let (ε, δ) ∈ (0,1]2. Then,
s- lim
τ→0
(
U∗fε(δA)fτ (A)fε(δA)U − fε(δA)fτ (A)fε(δA)
)= Cε,δ,
where Cε,δ denotes the continuous extension to H of the operator fε(δA+)A+fε(δA+) −
fε(δA)Afε(δA) defined on S .
Proof. This proof is similar to the proof of Lemma 4.1. Let χ ∈ S and (ε, δ) ∈ (0,1]2. We have
that:
lim
τ→0
(
fε(δA+)fτ (A+)fε(δA+) − fε(δA)fτ (A)fε(δA)
)
χ
= fε(δA+) lim
τ→0fτ (A+)
(
fε(δA+)χ
)− fε(δA) lim
τ→0fτ (A)
(
fε(δA)χ
)
= (fε(δA+)A+fε(δA+) − fε(δA)Afε(δA))χ.
In order to prove that fε(δA+)A+fε(δA+) − fε(δA)Afε(δA) is uniformly bounded on S (and
therefore extendable into a bounded operator on H), we show that fε(δA+)fτ (A+)fε(δA+) −
fε(δA)fτ (A)fε(δA) is uniformly bounded in τ (τ ∈ (0,1]). To this end, we observe that:
fε(δA+)fτ (A+)fε(δA+) − fε(δA)fτ (A)fε(δA)
= (fε(δA+) − fε(δA))fτ (A)fε(δA) + fε(δA+)(fτ (A+) − fτ (A))fε(δA)
+ fε(δA+)fτ (A+)
(
fε(δA+) − fε(δA)
)
.
Due to Lemma 7.22, the first and last terms of the RHS are uniformly bounded in τ . On the other
hand, due to Lemma 7.6, (fτ (A+) − fτ (A)) is also uniformly bounded in τ , which finishes the
proof. 
The next result is used in the proof of the upper bound when k > 1.
Lemma 7.24. Assume there exists (ψ1,ψ2) ∈ H×H such that ψ1 − ψ2 ∈ D(A) ∩D(A+) and
that for any τ ∈ (0,1],〈
ψ2, fε(δA+)fτ (A+)fε(δA+)ψ2
〉− 〈ψ1, fε(δA)fτ (A)fε(δA)ψ1〉= 0.
Then, for any (ε, δ) ∈ (0,1]2, we have that:
〈ψ1,Cε,δψ1〉
= 〈fε(δA+)A+(ψ1 − ψ2), fε(δA+)ψ1〉+ 〈fε(δA+)ψ2, fε(δA+)A+(ψ1 − ψ2)〉,
〈ψ2,Cε,δψ2〉 =
〈
fε(δA)A(ψ1 − ψ2), fε(δA)ψ1
〉+ 〈fε(δA)ψ2, fε(δA)A(ψ1 − ψ2)〉,
where Cε,δ stands as defined in Lemma 7.23.
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ψ1,
(
fε(δA+)fτ (A+)fε(δA+) − fε(δA)fτ (A)fε(δA)
)
ψ1
〉
= 〈(ψ1 − ψ2), fε(δA+)fτ (A+)fε(δA+)ψ1〉
+ 〈ψ2, fε(δA+)fτ (A+)fε(δA+)(ψ1 − ψ2)〉+ 〈ψ2, fε(δA+)fτ (A+)fε(δA+)ψ2〉
− 〈ψ1, fε(δA)fτ (A)fε(δA)ψ1〉
= 〈fε(δA+)fτ (A+)(ψ1 − ψ2), fε(δA+)ψ1〉
+ 〈fε(δA+)ψ2, fε(δA+)fτ (A+)(ψ1 − ψ2)〉.
Similarly,〈
ψ2,
(
fε(δA+)fτ (A+)fε(δA+) − fε(δA)fτ (A)fε(δA)
)
ψ2
〉
= 〈fε(δA)fτ (A)(ψ1 − ψ2), fε(δA)ψ1〉+ 〈fε(δA)ψ2, fε(δA)fτ (A)(ψ1 − ψ2)〉.
The result follows by taking the limit when τ tends to 0 and applying Lemma 7.23. 
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