Abstract
Introduction
In the applications of computer vision, moving target identification and tracking is one of important research areas, which has been widely used in human-computer interaction [1] , video surveillance [2] , video compression [3] , drivers assistance [4] and medical image processing [5] , etc. A number of effective target tracking methods have been proposed based on motion model [6] , optical flow [7] , feature [8, 9] and multiple hypothesis [10] . Among these methods, the feature-based tracking method uses the time-variant location of the target feature to track target. The common object features are color [11] , texture [12] , angle points, edges or contours, clumps and regions. Compared to other methods, feature-based tracking method has better performance in real-time and robustness.
The typical representative of feature-based tracking method is the Mean Shift algorithm, which is based on color histogram. Comaniciu et al. first applied Mean Shift to the field of target tracking [8] . The proposed algorithm was an efficient pattern matching algorithm based on the gray or color distribution features of the target region. It used gradient optimization method to position target quickly, and can track target in real-time and has better adaptation for target deformation and rotation [8] . And then, Comaniciu et al. combine the Mean Shift algorithm and the Kalman filter, but the parameters in the Kalman filter can not change adaptively in the tracking process, hence sometimes the combination algorithm can not perform well.
In this paper, an improved Mean Shift algorithm is proposed to track the moving target. We apply adaptive Kalman filter to handle the occlusion problem. In addition, the factor of occlusion rate is introduced to dynamically adjust the Kalman filter parameters. Thus the improved Mean Shift algorithm can predict and estimate the successor state, and track the target accurately even after a short period of occlusion.
Mean Shift algorithm
Mean Shift is a non-parameter density gradient-based estimation method. Since it does not require exhaustive search, the calculation cost of this algorithm is less. It has been successfully applied in target tracking applications which requires real-time process. The main steps of Mean Shift algorithm for target tracking are in the following.
Target model
Target model which is usually built in the beginning of the frame in the video sequences, is a standard form of the selected target. Because the color characteristics have scale rotation invariance and stability to some blocks, we usually select the color space of the object (RGB) to get the statistics of characteristic in the simulation of the Mean Shift basic algorithm.
The detailed arithmetic of Mean Shift is described in the paper [9] . The calculation formula of the probability density of each eigenvalue in the target model is as follows:
 is eigenvalue contained in the targer region, ˆu q is the probability density of the u th eigenvalue, ( ) k  is the kernal function, ( ) b  is the mapped characteristic value from the location coordinates i
x to the eigenspace, 0 x is the center of target in the current frame, ( )   is the Kronecker function, and C is the normalized constant.
Candidate model
The calculation formula of the probability density of each eigenvalue in the candidate model is as follows:
where y is the center of candidate target in the subsequent frame, h C is the normalized constant.
Similarity measurement
Similarity function is to determine the degree of similarity of the target model and candidate models. Bhattacharyya coefficient function is used to measure the similarity, as follows:
When ( ) d y is smaller, ( ) y  is greater, and the target and candidate models match more exactly.
Target location
In order to locate target in the frame to be detected, the distance function of the target template distribution q and the candidate target distribution ˆ( ) p y of should be minimized. The target locating process can be seen as a process which starts from the target template 0 y of the former frame and searches target in their neighborhood.
The process starts from 0 y of the target template in the former frame and searches new target which matches in the current frame. By using the Taylar formula to expand Bhattacharyya coefficient ( ) y
) u p y , we can get its one linear approximation:
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Target tracking by Mean shift with Kalman filtering
Kalman filter is a kind of algorithm to estimate linear minimum variance of the state sequence in dynamic system. It uses the system state equation and measurement equation to describe a dynamic system. It can start detecting from any point as a begin point using recursive filtering method. It has the benefits of less calculation and real-time computation [15] .
In Kalman filter, the system state equation is
and the measurement equation is
where  and H are the state of the system state transition matrix and measurement matrix, respectively. t W and t V are Gaussian white noise with zero-mean. It is assumed that they satisfy the statistical properties of the equation (10):
where t Q is p p  dimensional symmetric non-negative definite covariance matrix of the system process noise t W , t R is m m  dimensional symmetric positive-definite covariance matrix of the system process noise t V , and tl  is Kronecker-function [15] .
In Kalman filter, the predict steps are follows:
and the correct steps are follows:
where  t X is the prediction result of Kalman filter. Figure 1 . The system structure of the proposed method.
In this section, the improved tracking scheme is proposed which includes three steps.
Step 1: initialization and segmentation of moving target; Step 2: feature extraction of moving target;
Step 3: combining the improved Mean shift with adaptive Kalman filter for target tracking. Figure 1 illustrates the proposed tracking scheme.
Initial moving object segmentation

Objectives and methods of moving object segmentation
The purpose of moving object segmentation is to segment the object which is interested to the user and extract their characteristics. The frame-difference method is a simple process for video moving object segmentation. In this paper, we use the traditional frame difference and region growing methods to segment the moving target effectively.
In particular, the method proposed in the paper [6] will be applied in our system. Since the user has to select a moving object manually, the system is a semi-automatic tracking system [15] . Because the time interval between two consecutive video frames is very short (30ms -40ms), the background changes can be ignored. We assume that the background is still in the initial state, and the difference information of continuous frame is used to distinguish moving targets [6, 14] .
Process of moving object segmentation
After the user appoints a moving object as the target, the target is segmented by the difference of frames in 1 t  , t and 1 t  . The difference information of consecutive frames is used to detect the changing area of different frames. The difference operation is defined as:
where ( , , ) f x y t and ( , , 1) f x y t  are the pixels at position ( , ) x y in frame t and 1 t  respectively [6] .
We need to choose appropriate value for the threshold  . If the absolute value of the two frames difference is less than  , then the pixel is treated as the background, otherwise it is treated as the target. In this paper, through experimental simulation analysis,  is set as 80. In order to increase the accuracy of segmentation, three consecutive frames are used to segment the moving object [6] . We calculate the frame difference of frame 1 t  , t and 1 t  respectively, and then take the fusion, which is defined as:
The final set of segmented moving object is defined as:
Based on the binary image, we do some morphological process, including dilatation and erosion operations. Firstly, the binary image is dilated, and the result by dilatation operation is eroded. Then take the user's selection point as center and use the region growing method, we can obtain a more accurate moving target template. The segmentation results are shown in Fig. 2 . Figure 2 . Results of segmentation about PetsD2TeC2 video sequence: (a) frame k-1; (b) frame k; (c) frame k+1; (d) frame difference of k-1 and k; (e) frame difference of k and k+1; (f) fusion of (d) and (e); (g) dilatation result of (f); (h) erosion result of (g); (i) appointed target; (j) result of target segmentation.
Three consecutive frames are showed in figure 2(a), (b) and (c). Their differences are showed in figure 2(d) and (e). Figure 2(f) is the fusion of (d) and (e). Figure 2(g) is the dilatation result of (f), and (h) is the erosion result of (g). Figure 2(i) shows the appointing target circled by the blue rectangle, and (j) is the result of target segmentation. According to above results, it can be known that, the target template can be segmented effectively.
Feature extraction of moving target
In this stage, the template image of the moving target is converted from the RGB color space to HSV color space, and the H component is extracted to calculate gray level histogram. We find its maximum H-value and use the maximum as a one-dimensional feature of the template. This process is called back projection where the actual image is converted to the probability distribution image, and the moving target is fixed based on the results of back-projection. 
Improved Mean shift algorithm
The basic idea of improved Mean Shift algorithm is to calculate the focus of the search box in each iteration, and determine the probability of distribution image of this region to check whether it is consistent with the back-projection feature of the template. If satisfied, then stop calculating. Otherwise, amend x , y and the size of search box until the distance between the twice moving is less than a certain threshold.
Our algorithm is different from Comaniciu's Mean Shift algorithm [8] which uses the Bhattacharyya coefficient to measure the correlation of template image and target image. Our proposed Mean Shift algorithm is to constantly calculate the center of gravity of regional graph (Mass Center) in the 2D probability distribution image and adjust the position until the center of gravity achieves convergence. Suppose the width of region I is m and the height is n, then calculate 0-order moments and one-order moments in this region: 
The computing formula of the center of gravity (Mass Center) is defined as:
10 01 00 00
The improved Mean Shift algorithm is illustrated in figure 5 . 
Adaptive Kalman filter
If the target moves too fast, the tracking performance of the Mean Shift algorithm is not good. In addition, if there is occlusion or significant light changes, it may lose target. We introduce the Kalman filter to solve this problem.
From the frame 2 to frame 1 t  , the location information of the object center forms its trajectory. These central locations are treated as measurements of Kalman filter. Firstly, we use Kalman filter to predict the target's position in frame t as the start position of the Mean Shift algorithm. Mean Shift can find the best position in the neighborhood of this place and take the target location as observed values of Kalman filter to compute the next frame.
Assume that the movements of moving target centers in X, Y axis are uniform rectilinear motion with randomly acceleration disturbances. It means that the target state parameters are the target's position and velocity at any moment. Because the interval between the two consecutive frames is short and the changes of the target state is small, we can assume that the target movement is uniform rectilinear motion in the interval. In this paper, we only estimate the location of moving target, the ( , ) x y coordinates. We define the system state vector of Kalman filter as a four-dimensional vector ( , , , )
x y vx vy , where t x , t y , t vx , t vy are the target position and velocity in the X-axis and Y-axis direction, respectively. On the assumption that the movement of target is uniform rectilinear motion in the unit time interval, the state transition matrix is defined as:
where t  is the time difference of two consecutive frames. Measurement matrix H is: 1 0 0 0
Through experiments, we derive the initial covariance matrix of t W and t V as following: (1 6, 1 6, 1 6, 1 6),
(1 2, 1 2)
The original value of t Q and t R is empirical, and will change adaptively in tracking processing. In the tracking process, we define the ratio of the occlusion area (pixels number) as that of frame
where t N and 1 t N  are the pixel number of the moving target in frame t and 1 t  , respectively. When the value t  is 1, it represents totally occluded. We define a threshold  for t  to adjust process noise and measurement noise covariance matrix adaptively. 
Experimental analysis
Our simulation is implemented in Window XP and programmed by Microsoft Visual C++ 6.0 and OpenCV computer vision library. The proposed method is tested on three test sequences. Sequence 1 and 2 are from PEST2001 library, sequences 3 is a segment of badminton game which has 200 frames of 720×576 pixels which has short occlusion. The followings are the experimental results and analysis:
A New Target Tracking Scheme Based on Improved Mean Shift and Adaptive Kalman Filter Shangbo Zhou, Peng Hu, Kun Li, Yujiong Liu . It can be seen that the severe occlusion takes place in frame 130, and then tracking has mistake until the end of the sequence. Figure 9 shows the tracking result by the proposed algorithm, using same six frames of sequence 3. We can see that the proposed algorithm can track the object correctly. The tracking performance is greatly improved. When the occlusion takes place in frame 130, the occlusion rate t  is equal to 1, then the prediction error 1 t Q  is set as zero and the measurement error t R is set as infinity. In this situation, the predicted value has leading effect while the measurement value responded from Mean Shift has little effect to the results. When the target re-appears, the occlusion rate t  gradually decreases, and the system can regain locking the target and keep tracking by adjust the proposed method for sequence 3. Figure 10 illustrates the X coordinate of the target in the tracking result of sequence 3 in which the unit of measure is pixel. We can see that the final result is the composite effect of the prediction of Kalman filter and the measurement of Mean Shift. In fact, when the occlusion takes place in frame 130, the measurement error is very large by the Mean Shift algorithm. But the result of the proposed method is consistent with the predicted value. [-5,-3), (3, 5] [-7,-5), (5, 7] [-10,-7), (7, 10] [-15,-10), (10, 15] (-∞,-15), (15,+∞) Proposed Method  117  32  2  0  0  0  0  Mean Shift  23  37  41  25  19  3  3 The X coordinate errors of the target in the track result by the proposed method and Mean Shift are listed in Table 1 . Obviously, the X coordinate errors obtained by the proposed method are mainly from -3 to 3, but that obtained by Mean Shift algorithm are mainly from -10 to 10, and even the max error is bigger than 15. In another hand, the mean errors of the proposed and Mean Shift algorithm are 1.03 and 4.75 respectively. Hence, the proposed method can track the target more accurately than Mean Shift algorithm. Figure 11 shows the illustration of tracking accuracy in video sequence 3. The Euclidean distance between the estimated objection position and the ground truth is plotted against frame numbers. We can see that after frame 130, the value of Mean Shift is very large, actually it can not track the real target any more. Compared with Mean Shift, the proposed method can resolve the issue of severe occlusion effectively, and regain the locking when the target re-appears. In addition, it has better stability.
Moreover, the process speed of the proposed scheme is twice faster than Mean Shift algorithm. For example, in the process of video sequence 3, the average occlusion time per frame is 113.2ms by using Mean Shift. The average occlusion time per frame is improved to 55.8ms by applying our proposed method (CPU is Intel Peutium 2.6 GHZ). The proposed algorithm achieves better real-time performance than Mean Shift.
Conclusion
In this paper, a target tracking algorithm is proposed by combining the improved Mean Shift algorithm with the adaptive Kalman filter. We use Kalman filter to predict the possible position in current frame based on the previous information of target, then apply the Mean Shift algorithm to find the best matching position around the predicted position, and adjust the parameters of Kalman filter dynamically in the tracking process. The experimental results demonstrate that the proposed method has better tracking performance and is more robust than conventional Mean Shift for solving severe occlusion problem, and can improve the robustness of an adaptive tracker greatly.
