Abstract. Consider a stochastic process X n , n D 0; 1; 2; : : : , such that for some random variable X 1 , E.X n ! X 1 / 2 ! 0 as n ! 1. The sequence ¹X n º may be a deterministic one, obtained by using a numerical integration scheme, or a function of a random seed. It may arise from Newton's method for determining roots, iterations of a Markov Chain Monte Carlo method or be obtained from Monte Carlo methods involving an approximation to an integral, or a stochastic integral. We will only assume that we can sample from the distribution of X 1 ; X 2 ; : : : ; X m for finite m and that we are interested in a property of the limit such as an expected value Eh.X 1 /. We propose a scheme for unbiased estimation of the limiting value Eh.X 1 /, together with estimates of standard error and apply this to examples of the types indicated above as well as option pricing in a Heston stochastic volatility model.
Introduction
Suppose X n , n D 0; 1; 2; : : : , is a square integrable stochastic process such that E.X n X 1 / 2 ! 0 as n ! 1 (referred to as convergence in L 2 ) for some limiting random variable X 1 . X 0 may be a deterministic seed or arbitrary value initiating the sequence, and X 1 may be random or a deterministic constant, but our primary interest is properties of the limit X 1 . The sequence ¹X n º may also be deterministic, obtained by using a numerical integration scheme to approximate an integral, or a Newton-Raphson scheme to approximate the root of an equation, of from a run of a Markov Chain Monte Carlo (MCMC) algorithm. It may be a ratio estimator estimating a population ratio or the result of a stochastic or deterministic approximation to a root or maximum. In general we will assume that it is only possible to sample from the distribution of the stochastic process for a finite period, i.e. sample X 1 ; X 2 ; : : : ; X m for fixed m so that the exact value of X 1 is unobtainable.
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An argument commonly advanced in favor of the use of Monte Carlo (MC) methods as an alternative to numerical ones is that the MC estimator is usually unbiased with estimable variance. By increasing the sample size we are assured by unbiasedness that the estimator is consistent and we can produce, for any sample size, a standard error of the estimator. A statistical argument is advanced against the use of numerical methods, that they do not offer easily obtained estimates of error. This brief note will show that this argument is flawed; generally any consistent sequence of estimators can be easily rendered unbiased and an error estimate achieved. By introducing randomization into the sequence, we attempt to completely eliminate the bias. The price we pay is an additional randomization inserted into the sequence and a possible increase in the mean squared error (MSE).
The debiased sequence
Suppose the sequence ¹X n ; n D 0; 1; 2; : : :º is adapted to a filtration, a nondecreasing sequence of sigma algebras ¹F n ; n D 0; 1; 2; : : :º so that X n is F n measurable and F n F nC1 for each n. Suppose N is a random variable, taking finite non-negative integer values. We do not assume that N is a stopping time, or adapted to the filtration ¹F n ; n D 0; 1; 2; : : :º. Suppose Q n D P .N n/ > 0 for all n D 1; 2; : : : . Define the first backward difference as rX n D X n X n 1 . We will, throughout this paper, assume that the event OEN Ä n 1 is independent of the increment X n X n 1 . Assume as well that
for all i < j . Of course both of these conditions hold in the common case that we generate N independent of the sequence ¹X n ; n D 0; 1; 2; : : :º. Define the random variable
This is our "unbiased estimator" of the limit random variable X 1 and the finite sums Y n D X 0 C P n j D1 rX j ı j provides an unbiased trace of the sequence X n .
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Theorem 2.1. Assume each of
Then the sequence S n D Y n X n is a zero-mean random variable with S n ! Y N X 1 as n ! 1 almost surely and in L 2 . The variance of the limit
The proof of this result is in the appendix. It follows that Y N is an unbiased estimate of X 1 in that E.Y N X 1 / D 0 but, unlike X 1 , it requires only a finite number of terms in the sequence. The next consideration is the optimal distribution to be assigned to the random variable N .
Optimal Q j
For insight into the optimal choice of Q j , we assume
We wish to minimize the variance (2.2), or equivalently
It is reasonable to assume that the number of iterations of the algorithm or the value of N is a reasonable proxy to the total computational labor of a procedure so that the above minimization is subject to the constraint that the expected number of iterations is constant
For this purpose assume that 2EOEX 1 .rX i / EOErX 2 i is a monotonically decreasing function of i so that the optimal Q j is given by
with the constant c determined by (2.3).
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What price is paid in terms of mean squared error in the purchase of the unbiasedness of the estimator? If the sequence converges slowly so that
then there is no simple random stopping time of this type that results in a finite variance unbiased estimator. For more rapid (geometric) convergence, it is common to have some information on the rate of convergence of the sequence that can be used to design an asymptotically appropriate sequence Q n . For example if we believe X n X 1 ar n for some r < 1 and a, then we might choose a random variable N which has a geometric distribution, at least in the tails.
Preliminary example: A geometrically convergent sequence
Consider a simple example before we look at more complex ones. Suppose X n D X 1 C ar n for n D 0; 1; : : : where jrj < 1. Then rX n D ar n 1 .r 1/, n 1. Suppose we use a geometric distribution for N so that P .N n/ D q n 1 , n D 1; 2; : : : , for 0 < q < 1 and
In the special case q D r, we have Y N D X 1 C a Na.1 r/ whose expected value is clearly X 1 . Evidently to minimize the variance we should choose
as n ! 1, so that q D jrj. The variance for 1 > q > r 2 is (see the appendix)
We can compare (2.5) with the mean squared error obtained by running the sequence to a fixed length E.N / D which does not depend on a. In Figure 1 we plot the root MSE or the square root of this ratio as a function of both r and q. The area labeled 10 represent root MSE greater than or equal to 10.
The minimum squared error, achieved with q D r, is In the best case scenario when r ! 1, this approaches e 2 , so for slowly converging sequences for which r is near 1, unbiasedness is purchased at a cost of an inflation of the mean squared error by the factor around e 2 and the root mean squared error by a factor of e. This is a heavy penalty and this demands a good argument requiring unbiasedness. Are there circumstances under which this price is worthwhile? Let us suppose that the target of the sequence X 1 is random and our interest lies in a property of its distribution, for example a moment such as EOEh.X 1 /. Simulations begin with a seed X 0 and we may either run the simulation for a constant number of iterations, for example m D 1 1 q iterations, or alternatively use a random number of terms (generated from a geometric(q) distribution and debiased as above). Suppose we conduct a total of n s simulations each consisting of m iterations. Then once again, assuming for simplicity that X n D X 1 C ar n , the bias is the expected value
This does not depend at all on the number of simulations. On the other hand if the 306 D. McLeish sequence is first debiased, the mean squared error is
The ratio of the expected squared error of the debiased estimator to that with a fixed number of iterations is
It is now easy for the debiased sequence to have smaller mean squared error provided we choose n s sufficiently large. For example when we use the optimal q D jrj, and if h.x/ D x, then this requires only that n s > e 2 or that we do eight or more debiased simulations.
Examples

Unbiased estimation of a limit
For a simple example, suppose we wish to determine properties of the limit of the sequence X nC1 D h.X n / ˛where h.x/ is a function and˛is a real number, beginning with a possibly random seed X 0 . Any such limit approaches root(s) X 1 of the equation h.x/ x D˛:
Then X nC1 X n r.X n X n 1 / with r D h 0 .X 1 / if convergence holds and h 0 .X 1 / exists and is less than one in absolute value. Consider for example the function h.x/ D sin.x/ C x and suppose that the seed X 0 is chosen uniformly in the interval OE ; so that with 0 <˛< 1 there are two possible limitṡ arcsin.˛/. Again we will choose N to have a geometric distribution with the optimal choice of the geometric parameter q If we compare this with a non-random number of iterations, the mean of the values of X 23 is 2:9435 with standard error 0:0277, so the bias in the latter case is significant.
Application to MCMC
Suppose we wish a Monte Carlo estimator E.h.X// where X has a distribution obtained by Markov Chain Monte Carlo. For simplicity, we will consider a random walk Metropolis-Hastings algorithm (see Robert and Casella [5] ) which begins with a seed X 0 , and then on the n-th step proposes an update x using the conditional probability density function q.x x n 1 /, finally accepts this update with probability
If h n D 1 n P n i D1 h.X i / denotes the average after n steps of the algorithm, then the sequence h n after debiasing becomes
In practice, it is unlikely we will allow N to take arbitrarily large values and it will usually be truncated at some very large value N max so that P .N > N max / D 0. In this case, from (2.1) with ı i D 0 for i N max , the expected value of Y N is X N max .
As an example we consider an MCMC algorithm such that the limiting probability density of X n is f .x/, the bivariate normal distribution with correlation . The proposal density in the MCMC algorithm, q.x/, we will also take to be bivariate normal with covariance matrix bias completely so we aim to reduce it by randomizing the stopping time N . The optimal distribution for N is of the form (2.4) and this appears to be quite close to a truncated geometric distribution. We chose parameters N max D 5000; X 0 D 10 10 Á ; D 0:9; D 0:1 so that mixing occurs quite slowly. In Figure 2 , we plot the results of 100 runs of the MCMC algorithm with these parameters. Note that the bias is considerable throughout the run of length 5000 (due to the slow mixing and the averaging). However if we use the truncated geometric distribution for N with q D 0:99912, truncated at 5000, the expected length of a sequence is In MCMC there is normally a burn-in period which is typically discarded. This is our best guess at the time to reach equilibrium and the length of this period is the subject of a great deal of research, but it is quite likely that based on a figure such as Figure 2 many if not all of these 5000 points would be discarded as a burn-in period. It is therefore interesting that a nearly unbiased estimator can be found which, on average, uses only the first 1122.5 of them.
Numerical integration
Consider a trapezoidal rule for estimating the integral
f .x/dx using 2 n C 1 function evaluations which evaluate the function on the grid 0; x; 2x; : : : ; 2 n x D 1. Denote the estimate of the integral I n . Here x D 2 n and the error in Simpson's rule assuming that the function has bounded fourth derivative is
Suppose Q n D 4 nC2 , n D 2; 3; : : : . This means that E.N / D 7 3 which is quite small. In general, the estimator has finite variance since
More generally, if N has a shifted geometric distribution with probability function P .N D n/ D p.1 p/ n n 0 , n D n 0 ; n 0 C1; : : : , the expected number of function evaluations in the quadrature rule is
and this is 7, for example, when p D Table 1 , from which we obtain that the variance of the debiased Simpson's rule estimate is 2 X ' 6:41 10 6 indicating more than a two thousandfold gain in efficiency over crude Monte Carlo. Table 1 . Values of the numerical integral I n and rI n with 2 n intervals.
Note. The application of the debiasing scheme to problems involving integration or the solution of (stochastic) differential equations is closely related to multigrid or multilevel methods (see for example Briggs et al. [1] and Giles [3] ), where there are asymptotic arguments for the use of these methods in the reduction of mean squared error. If N is truncated, it is a special case of multigrid or multilevel methods.
Heston stochastic volatility model: a function of a stochastic integral
In the Heston stochastic volatility model, under the risk neutral measure Q; the price of an asset S t and the volatility process V t are governed by the pair of stochastic differential equations
where W 1 .t/ and W 2 .t / are independent Brownian motion processes, r is the interest rate, is the correlation between the Brownian motions driving the asset price and the volatility process, Â is the long-run level of volatility and Ä is a parameter governing the rate of reversion of volatility to its long-run mean. Denote by BS.S 0 ; K; r; T; / the Black-Scholes price of a call option having initial stock value S 0 , volatility , interest rate r, expiration time T , option strike price K and 0 dividend yield. The price of a call option in the Heston model can be written as an expected value under the risk-neutral measure Q of a function of two variables g.V T ; I.T // (see for example Willard [6] or Broadie and Kaya [2] ):
Ái ;
where This can be valued conditionally on V T ; I.T / with the usual Black-Scholes formula. In particular with g.V T ; I.T // D BS.S 0 ; K; r; T; e p 1 2 /, the option price is E Q g.V T ; I.T //.
Note that g is clearly a highly nonlinear function of V T and I.T / and so, even if exact simulations of the latter were available, it is not clear how to obtain an unbiased simulation of g. In the Heston model, and indeed various other stochastic volatility models, it is possible to obtain an exact simulation of the value of the process V t at finitely many values of t , so it is possible to approximate the integral I.T / using I n .T / obtained from a trapezoidal rule with 1 C 2 n points. This raises the question of what we should choose as a distribution for N . Under conditions on the continuity of the functional of the process whose expected value is sought, Kloeden and Platen [4, Theorem 14.1.5, p. 460] show that the Euler approximation to the process with interval size 2 n results in an error in the expected value of order 2 n where D 1 for sufficiently smooth (four times continuously differentiable) drift and diffusion coefficients. So for simplicity consider this case. This implies thať Eg.V T ; I n .T // Eg.V T ; I.T //ˇ< constant 2 n ; which suggests we choose Q n 2 n . As before we randomly generate N from a (possibly shifted) geometric(p) distribution with p D we conducted 10 6 simulations leading to an estimate of 6.8115 with a standard error of 0.0048998. This is in agreement with the Broadie and Kaya "true option price" of 6.801. For 100 000 simulations from these models we required about 10-13 minutes running Matlab 5.0 on an Intel Core 2 Quad CPU @2.5 GHz.
As with the numerical integral, this problem lends itself to multilevel Monte Carlo methods (see Giles [3] ) and these can often be expected to deliver smaller mean squared error than either the fixed grid or the debiased estimator. The purpose of this example here is simply to illustrate the debiasing technique and to show its feasibility.
Conclusion
When numerical methods such as quadrature or numerical solutions to equations may result in a biased estimator, a procedure is suggested which eliminates or reduces this bias and provides statistical estimates of error. This method is illustrated in examples in which the object of interest is a function of variables that can be approximated by an iterative scheme. This procedure is successfully implemented both in simple problems such as root-finding, evaluating functions of stochastic integrals and in Markov Chain Monte Carlo methods. Although the resulting estimator is unbiased, some caution is required. The distribution of Y N which generated an unbiased estimator is often heavily skewed and far from normal.
Appendix
Proof of Theorem 2.1
Note that
E.rX j /E.ı j 1/ by the independence of rX j and ı j D 0:
S n has bounded second moment since EOE.rX i /.rX j /.ı i 1/.ı j 1/ D E h .rX i /.rX j / ı j Q i ı j ı i C 1 Ái
