The research presented in this paper proposes an approach to recognizing facial expressions in the presence of rotations and partial occlusions of the face. The research is in the context of automatic machine translation of South African Sign Language (SASL) to English. The proposed method achieved a high average recognition accuracy of 85% for frontal facial images. It also achieved a high average recognition accuracy of 80% for faces rotated at 60 . It was also shown that the method is able to continue to recognize facial expressions even in the presence of full occlusions of the eyes, mouth and left and right sides of the face. An additional finding was that both the left and the right sides of the face are required for recognition. This was due to the fact that subjects are seen to regularly perform facial expressions with more emphasis on either side, a ecting the recognition accuracy.
INTRODUCTION
Facial expressions contain crucial information about the mental and emotional states of conversation partners. They provide conscious and subconscious feedback from the listener to the speaker through lexical, adverbial and syntactic information [1] . Facial expression recognition aims to accurately classify basic emotions such as 'Happy' and 'Sad'.
The South African Sign Language (SASL) group at the University of the Western Cape is currently developing a sign language machine translation system that can automatically translate between South African Sign Language (SASL) and English [2] . A comprehensive sign language translation system is able to recognize five parameters, namely: facial expressions, hand shape, hand location, hand motion and hand orientation [3] . Automatic facial expression recognition is an essential component of any sign language translation system [4] . The SASL group has carried out extensive research on facial expression recognition, resulting in the development of two approaches. The first approach, designed by Whitehill [1] , investigated the e ect of local segmentation of the face compared to global segmentation of the face on the accuracy of facial expressions. The results indicated that local segmentation had no statistical advantage over global segmentation. The second approach, designed by Sheikh [2] , analyzed the e ect of facial expression recognition on noise degraded facial images using various noise models, such as Gaussian noise, salt and pepper noise and speckle noise. Both of these approaches achieve high recognition accuracies using frontal facial images.
This research focuses on the recognition of rotated and occluded facial images. The proposed method presented in this paper is robust to rotations and partial occlusions of the face. Rotation refers to a face in 3D space, rotated 60 about the z-axis. The Viola-Jones face detection algorithm [5] is used to detect frontal faces. A combination of skin detection and Gaussian Mixture Models (GMMs) [4] detect rotated faces. The Local Binary Pattern (LBP) [6] operator represents facial features. Finally, a Support Vector Machine (SVM) [7] is used to recognize six prototypic facial expressions, i.e. 'Anger', 'Disgust', 'Fear', 'Happiness', 'Sadness' and 'Surprise'. These facial expressions are a subset of the non-manual features [8] used in SASL.
The rest of the paper is organized as follows: Section 2 discusses the related work; Section 3 states the premises; Section 4 discusses the implementation; Section 5 explains the experimental setup; Section 6 presents the results and discusses the analysis thereof; Section 7 concludes the research.
RELATED WORK
In this section, two facial expression recognition approaches are discussed. Moore and Bowden [9] investigate facial expression recognition on rotated facial images. Kotsia et al. [10] analyze the e ect of facial expression recognition on various types of facial occlusions.
The proposed method presented in this research uses a di erent pre-processing procedure than the aforemen-tioned approaches. However, similarly to Kotsia et al.'s approach, the proposed method uses the location of the eyes to normalize the position of the face in the image. Also, similarly to Moore and Bowden's approach, it makes use of LBPs for the representation of facial features.
The details of the related systems are discussed in the following subsections.
Local Binary Patterns for Multi-View Facial Expression Recognition
Moore and Bowden investigated facial expression recognition on rotated facial images using di erent variants of LBPs. The following variants were considered: uniform rotation invariant LBPs (LBP riu2 ), rotation invariant LBPs (LBP ri ) , uniform LBPs obtained from gradient magnitude image (LBP gm ), standard local uniform LBPs (LBP u2 ), multiscale LBPs (LBP ms ) and LBPs from gabor images (LGBP).
The approach divides facial images into 64 sub-blocks of size 8 8. A histogram of each block is computed and all histograms are concatenated to form a feature vector. Training and testing was carried out using two di erent databases: the Binghamton University 3D Facial Expression (BU-3DFE) database and the Multi-Pie database. No pre-processing procedure was carried out for images from the BU-3DFE database. The Viola-Jones face detection algorithm was used to detect and segment facial images from the Multi-Pie database.
The results of these experiments are discussed in the following subsections.
BU-3DFE Database Experiments
The BU-3DFE database contains 100 subjects with varied ethnicity. Each subject performs all six prototypic expressions and the neutral expression in front of a 3D face scanner. The expressions are captured at four di erent intensities and at five di erent poses: 0 , 30 , 45 60 and 90 . Training sets of 90 subjects and testing sets of 10 subjects were chosen. A total of 48000 images were used for experimentation. Although experiments were carried out on rotated faces, these results were not recorded in the literature. Moore and Bowden concluded that the performance of LGBP remained relatively uniform from frontal view to the rotated profile view and the performance of LBP ms and LBP u2 decreased significantly for poses at 60 and 90 degrees. Table 1 illustrates the accuracies obtained for the frontal view. LGBP has a high complexity which is outside the scope of this research. Therefore, the proposed method uses a combination of LBP ms and LBP u2 which also yields good recognition accuracies.
Multi-Pie Database Experiments
The Multi-Pie database contains 337 subjects of varied ethnicity and skin tones. Data was captured during four sessions and in each session, subjects were instructed to perform the following facial expressions: 'Neutral', 'Smile', 'Surprise', 'Squint', 'Disgust' and 'Scream'. Examples of each expression were shown to each subject prior to each session. Thirteen cameras, facing each subject, were situated at 15 intervals. 100 subjects were selected to take part in the experimentation. It is not clear how many subjects and images were selected for training and testing data. Table 2 illustrates the recognition accuracies for the two highest performing LBP variants. Kotsia et al. analyzed the e ect of partial occlusions of the face on facial expression recognition. The approach aligns facial images with respect to the eye locations such that the eyes are at a fixed position in all images. Two texture-based methods known as: Gabor filters and Discriminant Non-negative Matrix Factorization (DNMF), were implemented.
Gabor filters discriminate between facial features by means of intensity di erences [10] .
DNMF achieves a sparse discriminant decomposition of faces whereby almost all features that are found are represented by the salient features of the face, such as the eyes, eye-brows or mouth. The algorithm decomposes the image into these components. In addition to the texture-based methods, a shape-based method was implemented. The method extracts facial information by fitting and tracking a facial model in the image. Geometrical displacement vectors are combined with a multi-class SVM to achieve the recognition of facial expressions. The final image is down-sampled to 80 60 pixels.
The following occlusion experiments were performed: eye occlusion, mouth occlusion, left and right occlusion and no occlusion. Experimentation was carried out on two databases: the Japanese Female Facial Expression (JAFFE) database and the Cohn-Kanade database. 80% of the data was used for training and 20% of the data was used for testing.
The following subsections discuss the details of the two databases.
JAFFE Database
The JAFFE database contains 213 images from 10 subjects. Subjects perform all six prototypic expressions in addition to the neutral expression. The results for this database are summarized in the top half of Table 3 .
Cohn-Kanade Database
The Cohn-Kanade database contains 486 image sequences from 97 subjects. Each subject performs all six prototypic expressions. Every sequence begins with a neutral expression and ends at the peak of the expression. The results for this database are summarized in the bottom half of Table 3 . Test results for left or right occlusion were not recorded in the literature. The results indicate that occlusion in the mouth region generally causes a greater decrease in recognition accuracy than occlusion in the eye regions.
PREMISES
The proposed method assumes that the initial frame in each image sequence consists of a subject facing the camera with the neutral expression. This is motivated by the fact that two conversational partners usually initiate a conversation in the neutral expression. This section discusses the procedures undertaken to ensure proper segmentation of the face region and accurate facial expression recognition. The overview of the entire system is illustrated in Figure 1 .
IMPLEMENTATION
This section is divided into four subsections: Initial PreProcessing, Face Segmentation, Facial Feature Representation using the LBP Operator and Training and Recognition using SVMs.
Initial Pre-Processing
The Viola-Jones face detection algorithm is used to locate a frontal face in an image as illustrated in Figure  2 (a). The face region is removed from the image as depicted in Figure 2 (b). The Gaussian Mixture Model algorithm is initialized on this image and a background model is created. GMMs are explained later in a subsequent subsection. Simultaneously, a skin model of the subject is created using the skin pixels in the nose region of the face, in the form of a histogram. This is used in skin detection which is carried out at a later stage. This pre-processing procedure only takes place once, on the first frame of the video sequence. 
Face Segmentation
This subsection discusses the procedure used to accurately segment a frontal or a rotated face from the image. This procedure is carried out on every frame of the video sequence. The segmentation procedure for frontal and rotated faces is di erent.
For images containing frontal faces, the system uses the height of the face from the face detection algorithm and the width of the eyes from the eye detection algorithm to isolate the face. Eye detection is explained in a subsequent subsection.
For images containing rotated faces, a combination of skin detection and GMMs is used to isolate the face.
The system applies the face detection algorithm to each image to determine whether or not the face in the image is rotated.
Segmentation of a Frontal Face

Eye Detection.
The eye detection Haar classifier is used with the ViolaJones algorithm to detect the eyes in the image. The algorithm computes a good approximation of the eye region in the image. This results in a rectangular region drawn around the eyes, as depicted in Figure 3 . The approximate eye region limits potential sources of noise in the image. Although it is a good approximation of the eyes, a more accurate eye detection method is required for precise face normalization. Nasiri et al.'s [11] eye detection algorithm is used to accurately detect the centres of the eyes. The result of applying this algorithm is illustrated in Figure  4 (b).
Normalization.
Nasiri et al.'s [11] algorithm uses the two centre points of the eyes to calculate an angle of rotation with respect to the horizontal. An a ne transformation aligns the face with respect to the horizontal using these eye coordinates. The image is then normalized to overcome inplane-rotations. A severely rotated face is depicted in Figure 4 (a). Figure 4 (c) depicts the normalized image. 
Isolating the Face.
The height of the face detection algorithm and the width of the eye detection algorithm are combined to isolate the face in the image. The result of this procedure is depicted in Figure 5 . Using the width of the eye detection rectangle instead of the width of the face detection rectangle ensures that unnecessary noise such as the ears, hair and background, are removed. 
Segmentation of a Rotated Face
Skin Detection.
The original image in Figure 6 (a) is converted from the RGB colour space, to the HSV colour space which is robust to illumination changes.
A 5 5 pixel region in the centre of the facial frame, in Figure 2 (a), is su cient to locate the centre of the nose [4] [7] . Research has shown that the distribution of skin pixels in this region can be used to accurately represent the overall skin tone of a person [3] .
The Hue component of the HSV colour space is computed. A histogram of this image is backprojected onto the original image. Figure 6 (b) illustrates the result of applying this procedure to Figure 6 (a). In Figure 6 (b), the white pixels represent the skin tone of the subject. 
Background Subtraction using GMMs.
Background subtraction is used to isolate stationary objects from dynamic objects in an image, also known as the foreground and background of the image.
GMMs are probability density functions which are represented as a weighted sum of Gaussian component densities [4] . GMMs are very e ective background subtraction techniques which are robust to illumination changes, scene changes and background clutter. Figure 7 depicts the result of applying GMMs to the image in Figure 6 (a). This is the foreground image of the GMMs.
The GMM foreground image is combined with the skin Figure 7 : GMM foreground image.
image using the bitwise AND function. Morphological operations such as dilation and erosion are applied to the image to ensure further reduction of noise. This ensures that only moving skin pixels are present in the resulting image. This result is depicted in Figure 8 . 
Isolating the Face.
Connected Component Analysis (CCA) detects contours in an image. This results in an outline of the face, the largest contour in the image, which is illustrated in Figure 9(a) . The boundary coordinates of this contour are used to isolate the face. The result is illustrated in Figure  9 (b).
Facial Feature Representation using the LBP Operator
(a) Face contour image.
(b) Isolated rotated face.
Figure 9
The LBP operator, introduced by Ojala et al. [6] , is a powerful texture descriptor. Each pixel in the image is labelled by thresholding the centre pixel fc of a 3 3 pixel neighbourhood, with its neighbours {fp|p = 0, ..., 7}. The operator, starting at the top left corner and moving clockwise, thresholds each neighbouring pixel according to the thresholding function S:
This results in an 8-bit binary pattern. The binary pattern, when converted to its decimal equivalent, is assigned to the pixel at the same location, in the new image. This procedure is illustrated in Figure 10 . The procedure is represented mathematically as:
The original LBP operator is limited to its small 3 3 pixel neighbourhood. It cannot capture dominant features with large scale structures. Thus, the operator was extended to use any radius and any number of neighbouring pixels. This is achieved by bilinearly interpolating the pixels.
Bilinear interpolation is required since pixel coordinates can only be represented by integers, whereas geometrical coordinates can be represented by real numbers. The extended LBP operator is depicted in Figure 11 .
The notation (P, R) denotes a neighbourhood of P equally spaced points, placed on a circle of radius R. This forms a circularly symmetric neighbourhood set. A total of 2 P unique binary patterns can be obtained from a neighbourhood set of P pixels. Thus, 2 P unique output values are produced by the LBP operator. The LBP operator used in this approach, uses 8 neighbours and a radius of 2, which is denoted LBP (8, 2) .
Uniform patterns are a subset of these unique binary patterns and can account for over 90% of all patterns in a texture image. A pattern is uniform if it consists of at 
Training and Recognition using SVMs
The sets of concatenated LBP histograms are classified into one of six classes C {1, ..., 6} using an SVM. Each of these classes represent one of the six prototypic facial expressions.
An SVM is a supervised machine learning technique which classifies data into di erent classes given a set of features. Research has shown that it is one of the best classification techniques [3] .
The training data consists of video sequences of 10 subjects of mixed gender and varied skin tones performing all prototypic expressions. The video sequences were captured frontally and at a rotated angle of 60 , once each. Figure 15 depicts the camera setup.
Examples of each prototypic expression were illustrated to each subject prior to capturing the videos. Each video sequence begins with the subject performing the neutral expression and ends at the peak of the expression in question. Videos were recorded at a resolution of 640 480 
pixels.
The feature vector is comprised of the following: 48 concatenated histograms; 59 bins; and the last six peak frames of the video sequence. This results in a feature vector length of 16992 features. Figure 16 depicts the six prototypic expressions. 
EXPERIMENTAL SETUP
Three di erent experiments were carried out. The first experiment aimed at testing the recognition accuracy from a frontal view. The second experiment investigated the recognition accuracy at a rotated view of 60 . The third experiment aimed at testing the recognition accuracy of the system on occluded facial images.
Testing was done on an Intel i7 3.5 GHz CPU containing 16GB of RAM. Testing data was collected in the very same manner as the training data, however, 10 di erent subjects from a di erent data set were used. These subjects contained varied skin tones and are also of mixed gender.
For the frontal and rotated view experiment, videos were processed using the procedure explained in the previous section. An SVM classifies each video into one of the six expression classes. Table 4 illustrates a confusion matrix generated for the frontal view. This procedure was repeated for the rotated view, which resulted in a seperate confusion matrix as illustrated in Table 5 . Referring to these confusion matrices, the diagonal represents the percentage of correctly classified expressions, whereas the horizontal represents the percentage of misclassified expressions.
For the occlusion experiment, frontal images were used. Black patches were superimposed over the eyes, mouth and the left and right side of the face. Figure 17 illustrates various types of occlusion. Table 6 illustrates the results obtained for occluded facial images. 
RESULTS AND ANALYSIS
Referring to Table 4 , the system achieved a high average recognition accuracy of 85% across all expressions. This is an extremely encouraging result which indicates a very e ective feature extraction procedure. 'Sadness' registered the highest accuracy of 100%. 'Anger', 'Disgust' and 'Surprise' registered accuracies of 90%. 'Happiness' registered the lowest accuracy, but by no means low, of 60%. The system incorrectly recognized it as 'Fear' in 30% of cases. This is attributed to the manner in which some of the subjects performed this particular expression. Referring to Table 5 , it is very encouraging to note that the high recognition accuracy is almost sustained at this angle, with an average accuracy of 80% across all expressions. 'Surprise' registered the highest accuracy of 100%. Two expressions registered accuracies between 80% and 90%. All expressions registered accuracies of 70% and above. It was strange to note that 'Happiness' and 'Surprise' increased in accuracy from the frontal to the rotated view. This result is surprising and requires further investigation. Table 6 summarizes the recognition accuracy on the frontal view per subject. Analyzing these results, it can be seen that the recognition accuracy is very consistent across test subjects, with two subjects achieving 100%, an additional 7 subjects achieving 83% and one subject outside this range with 63%. Noting that the subjects were of di erent gender and skin tone, this clearly demonstrates that the proposed method is subject-invariant. Table 6 : Average (per-subject) recognition accuracy for the frontal view (%). 1  100  2  83  3  83  4  63  5  83  6  83  7  83  8  83  9  100  10  83 Referring to Table 7 , it can be noted that occluding the mouth appears to cause a more rapid deterioration in the recognition accuracy as compared to occluding the eyes and left and right sides of the face. This coincides with Kotsia et al.s [10] findings and is attributed to the fact that the mouth region plays the most vital role in the six prototypic facial expressions. Another interesting finding is that occlusion of the left and right sides of the face have varied e ects on the recognition accuracy. Additionally, progressively occluding the left side of the face appears to cause a more rapid decrease in recognition accuracy than doing the same on the right side of the face.
Subject Accuracy
This can be attributed to two factors: a lack of symmetry in the manner in which the subjects performed the expressions and/or a lack of symmetry in the prototypic expressions themselves. However, the prototypic expressions are ideally symmetrical, that is, they should be expressed uniformly on both sides of the face. Therefore, this observation is attributed to the manner in which the subjects performed the expressions. It is clear from Figure 16 that the expressions 'Anger', 'Disgust', 'Fear' and 'Sadness' are performed di erently on the left and right sides of the face. and 'Happiness', were more heavily expressed on the left side than on the right side of the face. In the case of 'Happiness', it was expressed more on the right side of the face. In the case of 'Anger', it was equally pronounced on both sides of the face. This suggests that this specific expression was expressed more or less symmetrically. Figure 19 is a visual comparison of the recognition accuracy of the left and right occluded facial expression recognition accuracy on a per-subject basis, again with the frontal view recognition accuracy included as a reference. Analyzing the results reveals that occluding the left side of the face results in more or less consistent recognition accuracies across test subjects, with exception to the outlier -Subject 1. The same is the case with occluding the right side of the face, with exception to the outlier -Subject 4. These observations can be attributed, once again, to the fact that test subjects almost consistently performed the expressions with more emphasis on the left side of the face than the right side of the face.
It is important to note that one subject -Subject 1 -achieved 100% accuracy with the left side of the face occluded. This indicates that the subject performed all the expressions with great emphasis on the right side of the face. The same subject achieved less than 100% accuracy -83% -across all expressions with the right side of the face occluded which indicates that relatively less emphasis was placed on the left side of the face, but performed the expressions more or less uniformly.
These results suggest that having both sides of the face is more advantageous than having only half of the face since di erent subjects may place more emphasis on one side of their face than the other. This may be investigated further.
CONCLUSION
This paper proposed an approach to recognizing facial expressions in the presence of rotations and partial occlusions of the face.
The proposed method registered encouraging average recognition accuracies of 85% for frontal faces and 80% for rotated faces. It was also shown to be able to continue to recognize facial expressions even in the presence of full occlusion of the eyes, mouth and sides of the face.
The recognition results were shown to be less a ected by the occlusion of the eyes and left and right sides of the face than that of the mouth region. This indicates that the mouth region contains vital information for the recognition of facial expressions, as reported by other researchers in the field.
It was also found that occluding the left side of the face had a greater e ect on the recognition accuracy than occluding the right side of the face. An analysis indicated that this was due to the fact that the majority of subjects performed the expressions mostly on one side of their faces, in this case the left side. A per-expression and per-subject analysis confirmed this finding. This indicates that it is not su cient to perform facial expression recognition on only one side of the face. Both sides are necessary. This may be investigated further.
Overall, these results are indicative of a robust facial expression recognition system and motivate the use of the LBP operator for the representation of facial features.
