Abstract -DNA microarray technology which is used in molecular biology, allows for the observation of expression levels of thousands of genes under a variety of conditions. The analysis of microarray data has been successfully applied in a number of studies over a broad range of biological disciplines. 
INTRODUCTION
Gene expression microarrays provide a popular technique to monitor the relative expression of thousands of genes under a variety of experimental conditions. In spite of the enormous potential of this technique, there remain challenging problems associated with the acquisition and analysis of microarray data that can have a profound influence on the interpretation of the results.
Gene expression microarray experiments can generate data sets with multiple missing expression values [1] . Unfortunately, many algorithms for gene expression analysis require a complete matrix of gene array values as input. Methods such as hierarchical clustering and K-means clustering are not robust to missing data, and may lose effectiveness even with a few missing values. Methods for imputing missing data are needed, therefore, to minimize the effect of incomplete data sets on analyses, and to increase the range of data sets to which these algorithms can be applied. There So the proper and more accurate prediction of Missing values remains an important step on the way to get better results. The goal of missing value is to represent an accurate data set of genes, species, etc. A variety of approaches have been proposed for estimating missing values in DNA microarrays. Some of these methods are very complex and take a lot of time, while other having less accuracy.
The organization of the article is as follows: In section II, we describe some already existing methods for estimating missing values. Section III presents the proposed missing value estimation method. In section IV, we provide experimental results along with comparisons. Section V discusses about Conclusion & Future scope.
II
EXISTING METHODS There are several methods to estimate missing values in a DNA microarray dataset. Four among them are briefly described as follows:
LLSimpute Algorithm
Local least square imputation method (LLSimpute) represents a target gene that has missing values as a linear combination of similar genes [2] . The similar genes are chosen by k-nearest neighbors or k coherent genes that have large absolute values of Pearson correlation coefficients. G denote a gene expression data matrix with m genes and n experiments and assume m > > n (G is a n m matrix). In the matrix G, a row g i represents the i th row with n experiments ( n  1 matrix). 
KNNimpute Algorithm
This method is very much same as LLSimpute method except the estimation phase. This method selects genes with expression profiles similar to the gene of interest to impute missing values [1] . If we consider gene A that has one missing value in experiment 1, this method would find K other genes, which have a value present in experiment 1, with expression most similar to A in experiments 2-N (where N is the total number of experiments). A weighted average of values in experiment 1 from the K closest genes is then used as an estimate for the missing value in gene A. In the weighted average, the contribution of each gene is weighted by similarity of its expression to that of gene A. To recover a missing value α in the first location g 1 (1) of g 1 in G the k-nearest neighbor gene vectors for g 1 are found for KNNimpute. In this process of finding the similar genes, the first component of each gene is ignored following the fact that g 1 (1) is missing. There are several metric to choose K similar Genes such as, Euclidian Metric.
SVDimpute Algorithm
The SVDimpute method uses Singular Value Decomposition of matrices to estimate the missing values of a DNA micro array [1] . This method works in two steps. First it decomposes the Gene data matrix into a set of mutually orthogonal expression patterns that can be linearly combined to approximate the expression of all genes in the data set. SVD is based on a theorem from linear algebra which says that a rectangular matrix A can be broken down into the product of three matrices -an orthogonal matrix U, a diagonal matrix S, and the transpose of an orthogonal matrix V. The theorem is usually presented as follows A and construct a diagonal matrix S whose diagonal elements are the square roots of these values sorted in descending order. Once k most significant eigengenes from V T are selected, the missing value j in gene i can be estimated by first regressing this gene against the k eigengenes & then by using the coefficients of the regression to reconstruct j from a linear combination of the k eigengenes.
LLS-SVDimpute Algorithm
This algorithm is a modification of existing SVDimpute method. Since SVD can only be performed on complete matrices, the original SVDimpute algorithm first applies row average to substitute all missing values in A to obtain A". After that SVDimpute algorithm is applied on A" for estimating each missing values. But LLSSVDimpute algorithm [3] 
Selecting Neighboring Genes
Given Considering the above results and diagrams of the experiments done on the "Spellman" dataset we can conclude that FDVImpute produces better results than LLS-SVDImpute algorithm. So, this proposed method is so far best among all the methods exist to estimate missing values of a DNA microarray. Since FDVImpute is a Fuzzy approach, so the performance can be improved by taking a more efficient membership function µ in the selection algorithm and the appropriate choice of the threshold Ө. 
