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ABSTRACT
The state-of-the-art approach to manage blockchains is to process
blocks of transactions in a shared-nothing environment. Although
blockchains have the potential to provide various services for high-
performance computing (HPC) systems, HPC will not be able to em-
brace blockchains before the following two missing pieces become
available: (i) new consensus protocols being aware of the shared-
storage architecture in HPC, and (ii) new fault-tolerant mechanisms
compensating for HPC’s programming model—the message passing
interface (MPI)—that is vulnerable for blockchain-like workloads.
To this end, we design a new set of consensus protocols crafted for
the HPC platforms and a new fault-tolerance subsystem compen-
sating for the failures caused by faulty MPI processes. Built on top
of the new protocols and fault-tolerance mechanism, a prototype
system is implemented and evaluated with two million transac-
tions on a 500-core HPC cluster, showing 6×, 12×, and 75× higher
throughput than Hyperldeger, Ethereum, and Parity, respectively.
1 INTRODUCTION
1.1 Motivation
Although cryptocurrency like Bitcoin [6] recently draws most of
the public attention, in many cases leading the misconception of the
equivalence between cryptocurrency and its underlying abstrac-
tion blockchain, a blockchain is nothing but a unique symbiosis
of various existing computer science techniques from distributed
computing, database transactions, applied cryptography, and re-
cently algorithmic game theory. The simple yet elegant design of
this abstraction, therefore, brought about surging research interests
from the above areas, including several best paper awards in leading
conferences. Once again, we wanted to emphasize that blockchain
is a system abstraction, or more specifically, a distributed system
with high availability and reliability and at the same time with low
space utilization and performance on throughput, which happens
to be the infrastructure of popular cryptocurrencies like Bitcoin
and Ethereum. There is nothing that prevents us from modifying or
optimizing blockchains for specific workloads, including but limited
to scientific applications. For instance, although Bitcoin network
maintains a full copy of data on all the participant nodes, a hy-
pothetical blockchain designed for scientific applications or high-
performance computing (HPC) does not have to do so. Admittedly,
the preconception and popularity of Bitcoin are so strong that many
people, understandably, call and, in fact, mean a cryptocurrency a
blockchain or vice versa.
The U.S. Department of Energy (DOE), to our knowledge, was
one of the first federal agencies who realized the transformative po-
tential of and actually funded, blockchain-related projects in HPC.
We do not list the funded projects here in this paper; interested
readers can easily find out those projects on the DOE website. In the
remainder of this subsection, we will elaborate on why blockchains,
although used to be thought of hype of digital coins, in fact, rep-
resent a technical novelty and have the potential to change many
HPC aspects. Before that, we briefly review some key properties
of blockchains. In a blockchain-based distributed ledger, a piece of
data (usually generated by a transaction) is persisted to the disk
only after it is verified by the majority of the participating nodes
in the network based on the system’s consensus protocols. Such a
system removes the centralized components and builds strong trust
over the linked hashing values in the entire history of the (transac-
tion) data, making the system extremely hard to compromise and
achieving high resilience.
Several potential use cases [47] make blockchains a prominent
candidate to be applied in future HPC infrastructures such as dis-
tributed caching, data provenance, and the fidelity of scientific
discovery.
1.1.1 Distributed and persistent caching through blockchains.
Exascale systems are likely to have extreme power constraints lead-
ing to moving data anywhere, necessarily near to the processors,
which is expensive but soluble by replicating or caching data dis-
tributedly through a distributed ledger. Besides, performance in
exascale systems will require enormous concurrency, which will
need data in each node to be in the same state through synchroniza-
tion. Blockchain can enable this data synchronization with ultimate
reliability in an autonomous fashion. The Oak Ridge National Lab-
oratory recently released a white paper [1] discussing a wide range
of potential applications that can benefit from blockchains on the
Oak Ridge Leadership Computing Facility.
1.1.2 Reliable and traceable data provenance. Another impor-
tant scenario to realize the necessity of a blockchain-like distributed
ledger in HPC systems is managing reliable data provenance. HPC
systems (e.g., Cori [45]) reply on data provenance to reproduce and
verify the scientific experimental results generated during the appli-
cation executions. Essentially, data provenance is a well-structured
log for efficient data storage along with an easy-to-use query in-
terface. Data provenance is conventionally implemented through
file systems [43, 53] or relational databases [15, 28]. Recent stud-
ies [3, 31] showed that blockchains could be leveraged to provide
efficient and reliable provenance.
1.1.3 Scientific data fidelity. Data fidelity is of prominent im-
portance for many scientific applications deployed to HPC sys-
tems, as the data upon which scientific discovery rests must be
trustworthy and retain its veracity at every point in the scientific
workflow. There have been more than enough incidents about data
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falsification and fabrication, causing the withdrawal of scientific
publications. To this end, developing trustworthy data service for
scientific computing and HPC systems has been recently incen-
tivized by various federal funding agencies, such as the National
Science Foundation [36] and the U.S. Department of Energy [12].
A framework on leveraging blockchains to improve the fidelity of
scientific applications and fidelity was proposed in [2].
Given the aforementioned various HPC scenarios potentially
involving blockchains, we argue that having a general blockchain
framework, or even better, a ready-to-use blockchain service, would
not be a question of if but when. The goal of this work is to share
our early effort and results in a blockchain-as-a-service in HPC. In
the long run, we believe blockchains, just as parallel file systems,
MPI, dockerized encapsulation, and recently machine-learning-as-
a-service (MLaaS) [39], would soon join the family of system tools
and services in HPC.
1.2 Challenges
While blockchains have drawn much research interest in many ar-
eas such as cryptocurrency [14, 16, 24] and smart government [37],
the high-performance computing (HPC) and scientific computing
communities, although regarding resilience as one of their top sys-
tem design objectives, have not taken blockchains into their ecosys-
tems due to various reasons such as the shared-storage system
infrastructure of HPC systems and the MPI programming model for
scientific applications. All of the mainstream blockchain systems
and frameworks assume the underlying systems are shared-nothing
clusters with the TCP/IP network stack.
In particular, although blockchain itself exhibits many research
and application opportunities (comprehensive reviews available
from [11, 20, 52]), one of the most impelling challenges for employ-
ing blockchains into HPC systems lies on the consensus protocols
and serialized I/O subsystem. Existing consensus protocols used in
mainstream blockchains are either based on intensive computation
(the so-called proof-of-work, or POW) or intensive network com-
munication (e.g., practical Byzantine fault tolerance, PBFT), which
are inappropriate for HPC and scientific computing in terms of both
performance and cost. Besides, in the present solutions, the block
processing is operated in a serialized manner among the peers in
a network, which incurs unnecessary processing time and thus is
inapplicable to a large-scale HPC cluster.
1.3 Proposed Solution
In this paper, we present BAASH, a new blockchain framework,
specially designed for HPC systems developed with parallel com-
munication mechanisms through MPI [34]. The goal of this new
blockchain framework is to make the decentralized ledger fully
compatible with the infrastructure of HPC systems by overcoming
the shortcomings of the present consensus protocols through a
specially crafted parallel communication layer built with MPI. We
focus on enabling three challenging yet highly-desired features
when designing such a blockchain-as-a-service framework for HPC,
namely BAASH, which are elaborated as follows.
1.3.1 In-memory & shared-storage consensus protocol. We de-
sign a consensus protocol that supports a parallel mechanism to
achieve the highest possible throughput without compromising se-
curity. We aim to make all the participants fully trustworthy while
not imposing costly computational overhead nor using extensive
message passing among the nodes to achieve trust. The consensus
protocol is inspired by the traditional consensus protocols (i.e., PoW
and PBFT) but with novel designs to meet the special needs in HPC
systems. In BAASH, a block is double validated with two individ-
ual steps. First, the block is validated with a custom proof-of-work
(PoW) in each node. To minimize the block validation time, the PoW
in BAASH consists of moderate difficulty (i.e., low nonce) because,
in the HPC cluster, all the nodes are at least partially trustworthy
and will be verified before getting added to the network. Second,
as low nonce is used in PoW at the first step, further measures are
considered to remove the notion of low security of PoW. To close
any security gap further, we leverage the idea of the traditional
PBFT with essential modification to facilitate parallel consensus
achieving process through MPI—the de facto communication mid-
dleware in HPC and many scientific applications. If the majority of
the compute nodes (i.e., at least 51%) are unable to reach consensus
about the validity of a block, the remote storage then participates
in the block validation process.
1.3.2 Parallel block processing. To further improve the perfor-
mance of the new consensus protocol, we propose a parallel ap-
proach for processing the data blocks through MPI (i.e., the mpi4py
library [35]) to prepare the system prototype compatible with the
HPC infrastructure. That is, instead of processing block among
nodes in a serialized manner (i.e., process a block and then forward
to the next peer), we design a mechanism that supports transferring
blocks of transaction data in a parallel manner among the nodes.
Therefore, in BAASH, an individual node does not need to wait for
the peers to complete a block mining process. To be more specific,
each node performs the first step of the protocol (i.e., custom PoW)
in parallel while gathering responses from fellow nodes about the
second step of consensus (i.e., custom PBFT). The transferring of
any data block is handled by multiple processes, each of which han-
dles the transfer to a particular node. For facilitating parallel blocks
mining and consensus reaching process by having a handshake
among the nodes, we implement an MPI wrapper for BAASH to be
seamlessly integrated into HPC systems.
1.3.3 Resilient distributed ledger. In a large-scale HPC cluster,
node failure is a norm rather than an exception. This is especially
true when MPI is used, where a single faulty process can break
down the entire job. Therefore, to persist an updated ledger, we
can leverage remote shared storage usually accessible through a
parallel file system such as GPFS [41]. The remote storage serves
as a persistent medium in case of any node failure and can validate
any block with PoW protocol with high difficulty (i.e., large nonce
number). The reason for doing so is two-fold. First, although remote
storage is managed with an independent file system, we cannot
trust the storage without the required verification. Second, the block
validation process will take place in the storage node only when
the compute nodes fail to achieve consensus, which is rare and
should not incur much performance overhead. In an MPI-powered
blockchain system, each node is managed by an individual process,
also known as a rank in literature. MPI is not fault-tolerant per
se: the entire job execution can crash due to a single rank failure.
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Therefore, BAASH employs a fault-tolerant mechanism comprised
of three components: (i) a monitor that tracks each rank during
the message exchanging, (ii) the atexit routine, and (iii) exception
handling. Besides, BAASH follows two initiatives in case of any kind
of failure. First, the system tries to complete the block validation
process with the help of remote storage. Second, if the remote
storage fails, the job is automatically restarted so that the blockchain
network can continue to make progress.
This paper will present the new consensus protocol and analyze
its complexity, describe the design and implementation of the sys-
tem prototype using Python-MPI, and experimentally verify the
system’s effectiveness with more than two million transactions de-
rived from micro-benchmarks on up to 500 nodes. Experimental re-
sults show that our system prototype outperforms other blockchain
systems: 6×, 12×, and 75× higher throughput than Hyperldeger,
Ethereum, and Parity, respectively. Besides, BAASH incurs orders
of magnitude smaller latency and is almost 100× faster than the
conventional blockchain systems. In terms of resilience, our sys-
tem prototype maintains high throughput under various degrees
of faulty ranks. To the best of our knowledge, BAASH is the first
blockchain system working on and optimized for HPC.
To summarize, this paper makes the following scientific contri-
butions:
• We design a set of consensus protocols to provide a double-
layer of block validations with a parallel mechanism to
make the consensus protocol less compute-intensive and
less communication-intensive through MPI such that the
highest possible throughput can be obtained without com-
promising the security in the proposed blockchain frame-
work BAASH;
• We develop a parallel approach for processing the data
blocks through MPI such that the system prototype be-
comes fully compatiblewith themainstream shared-storage
HPC infrastructure;
• We develop a resilience mechanism to keep the updated
ledger in remote shared storage managed through a dis-
tributed file system that serves as a persistent medium in
case of node failures;
• We implement a system prototype of the proposed consen-
sus protocols and parallelization approaches with OpenMP
and MPI; and
• We carry out an extensive evaluation of the system pro-
totype with millions of transactions on an HPC platform
and experimentally demonstrate the effectiveness of the
proposed work by comparing it against the state-of-the-art
blockchain systems.
The remainder of this paper is organized as follows. In Section 2,
we discuss the background and some of the most recent related
works. Section 3 describes BAASH’s design and its consensus proto-
cols. Section 4 presents the implementation details of BAASH and
discusses some design trade-off. We report the experimental results
and the lessons we learned during our development in Section 5.
Finally, we conclude this paper in Section 6.
2 BACKGROUND
2.1 Preliminaries
A blockchain system is a distributed ledger that consists of multiple
nodes, which are either fully or partially trustworthy. Some nodes
can be compromised or intentionally injected in the network by the
attackers that exhibit Byzantine behavior, even though the majority
is honest. All the nodes maintain a shared replica of a blockchain
or ledger (i.e., a set of shared blocks of transactions) and global
states. Nodes are also responsible for generating, validating, and
appending blocks with transactions in their local ledger as well as
propagate them to the fellow nodes across the network to achieve
global agreement about the validity of the block. The blockchain
system has a special data structure similar to a linked list that
consists of a chain of blocks, where each block maintains the states
and the history of transactions. It should be noted that a transaction
in a block is the same as in the traditional database.
In order to make all the nodes fully trustworthy, several consen-
sus protocols have been followed in the conventional blockchain
systems such as proof-of-work (PoW), proof-of-stake (PoS), and
practical byzantine fault tolerance (PBFT). In proof-of-work, each
node in the network needs to solve a complex puzzle that needs a
significant amount of computation, and the node that solves the
puzzle is incentivized. In proof-of-stake, the creator of a new block
is chosen in a deterministic way based on the wealth (i.e., stake) of
the node, and there is no reward for mining a block. In PBFT, all of
the nodes (partially trusted) within the system communicate with
each other in order to reach an agreement about the state of the
system through a majority. Therefore, nodes need to communicate
with each other heavily, and not only have to prove that messages
came from a specific peer node, but also need to verify that the
message was not modified during transmission.
There are two types of blockchain systems so far in the dis-
tributed ledger community, namely public and private blockchain
systems. The private blockchain network is a permissioned network,
where a node requires a special invitation. The network initiator
then either verifies the node or prepares a set of rules to verify
the node. This mechanism puts a restriction on who is allowed to
participate in the network, and only in certain transactions. Once a
node joins the network, it starts to play a role in maintaining the
blockchain in a decentralized manner.
In a public blockchain network, anyone can join and participate
in the network. The network follows an incentivizing mechanism
to encourage more participants to join the network. One of the
drawbacks of a public blockchain is, to achieve consensus, each
node in a network must solve a complex, compute-intensive puzzle
problem called proof-of-work (PoW) to ensure all data is synchro-
nized and secured. This puzzle difficulty is needed to be increased
along with the scaling of nodes to establish a trust that needs a
substantial amount of computational power. Besides, the openness
of public blockchain causes little privacy for transactions in the
ledger and only supports a weak notion of security.
In conventional blockchains deployed to a cluster, each node
holds a distinct copy of their ledger at the local disk. Regardless of
private (e.g., Hyperledger [21]) or public (e.g., Ethereum [13]), all
existing blockchain systems assume that the underlying computer
infrastructure is shared-nothing: the memory subsystems and I/O
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subsystems are all independent on the participant nodes who are
often connected through commodity networking such as Ethernet.
2.2 Related Work
At present, blockchain research focuses on various system perspec-
tives. Algorand [16] proposes a technique to avoid the Sybil attack
and targeted attack. Bitcoin-NG [14] increases throughput through
a leader selection from each epoch who posts multiple blocks.
Monoxide [48] distributes the workload for computation, storage,
and memory for state representation among multiple zones to min-
imize the responsibility of full nodes. Sharding protocols [26, 51]
have been proposed to scale-out distributed ledger. Hawk [27] is pro-
posed to achieve transactional privacy from public blockchains. A
blockchain protocol based on proof-of-stake called Ouroboros [23]is
proposed to provide stern security guarantees in blockchains and
better efficiency than those blockchains based on proof-of-work
(i.e., PoW). Some recent works [17, 25, 33] propose techniques to
optimize Byzantine Fault Tolerance (BFT). Most recently, more con-
sensus protocols, such as proof-of-reproducibility (PoR) [3] and
proof-of-vote (PoV) [29] were designed either for in-memory ar-
chitecture or to establish different security identity for network
participants.
Being inspired by Hyperledger [21], Inkchain [22] is designed as
another permissioned blockchain solution that enables customiza-
tion and enhancement in arbitrary scenarios. To improve relia-
bility and achieve better fault tolerance, BigchainDB [5] is built
upon the Practical Byzantine Fault Tolerant (PBFT) and comes
with blockchain properties (e.g., decentralization, immutability,
owner-controlled assets) as well as database properties (e.g., high
transaction rate, low latency, indexing and querying of structured
data). A 2-layer blockchain architecture (2LBC) is proposed in [4]
to achieve stronger data integrity in distributed database systems
based on a leader-rotation approach and proof-of-work. Unfortu-
nately, none of the aforementioned work addresses the underlying
platform architecture other than shared-nothing clusters assumed
by existing blockchain systems that could help us to bridge the
gap between the HPC and blockchain technology. The proposed
blockchain framework presented by this paper, therefore, for the
first time, showcases a practical parallel blockchain-like framework
developed with MPI that allows us to leverage the decentralized
mechanism in HPC systems.
In addition to the in-memory blockchain system [3], we are well
aware of recent advances in blockchain systems from the MPI and
HPC communities. Various approaches [8–10, 19, 30, 32, 40] were
proposed to improve or characterize the MPI features in order to
design various solutions. However, all of these works are orthogonal
to our work, and none of these aim to develop a new blockchain
framework with MPI in order to facilitate the parallel processing
in managing distributed ledgers. Therefore, the above-mentioned
works can be merged into our work for further improvement in
MPI specific packages.
3 SYSTEM DESIGN
3.1 Architecture Overview
Figure 1 illustrates the high-level overview of our envisioned dis-
tributed BAASH system, which is deployed to a typical HPC system.
Figure 1: Overall architecture of BAASH on HPC systems.
Note that some customized HPC systemsmay have node-local disks,
although this paper assumes that the compute nodes are diskless.
For instance, a top-10 supercomputer called Cori [45] located at
Lawrence Berkeley National Laboratory does have local SSD stor-
age, namely, the burst buffer. However, the burst buffer is not a
good candidate for ledgers because it is not designed for long-term
data archival; its only purpose is to alleviate the I/O pressure for
those I/O-intensive applications by caching the intermediate data
locally. Besides, because scientific applications do not time-share
the resources, the ledgers stored on the local storage (e.g., burst
buffer) are usually purged after the job execution (for both per-
formance and security reasons). In other words, even if a ledger
can be technically persisted to local disk in some scenarios, that
persistence is not permanent, which motivates us to come up with
a secondary ledger and validator on the remote storage. Specifi-
cally, four key modules of our envisioned system are highlighted
in Figure 1: a distributed ledger, parallel communication layer, a
fault monitor, and a remote persistent ledger. We will discuss each
of them in more detail in the following.
3.1.1 Distributed Ledger. The first module is a distributed ledger
implementation optimized for high-performance interconnect (e.g.,
InfiniBand) and protocols (RDMA) across compute nodes. In par-
ticular, the high-performance hardware should be able to signifi-
cantly speed up communication-intensive consensus algorithms
such as practical byzantine fault tolerance (PBFT) [44] widely used
in permissioned blockchains (e.g., Hyperledger [21]). We are specif-
ically interested in permissioned blockchains because the HPC
environment for scientific applications allows only authenticated
participants (as opposed to permissionless blockchain systems, e.g.,
Ethereum [13], which are open to the general public).
3.1.2 Parallel Communication Layer. The second module is the
communication layer between the diskless compute nodes and
the remote persistent storage. This layer has three purposes: (i)
It injects the parallel communication mechanism for transferring
blocks with transactions, (ii) It facilitates parallel block processing
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and achieving consensus by having handshake among the nodes
and, (iii) Compute nodes can persist the ledgers in the remote
storage in a parallel manner. The key question is how to persist
the in-memory ledger into the remote parallel file system. The
persistence cannot occur for every transaction as the enormous
I/Os would become the performance bottleneck of the application.
Therefore, we leverage a hash table to solve this problem, where
we store the hash ids of the blocks persisted in the remote storage.
We only enable a compute node to persist a block in the remote
storage, when it does not find the hash of a newly validated block
in the hash table. That is, the compute node who will first be able
to validate the block will only get access to the remote storage to
persist it.
3.1.3 Fault Monitor. The third module is a fault tolerance mech-
anism implemented with three inevitable checkpoints:
(1) Message exchange among peers: Check the communica-
tion status between the sender and receiver during each
message exchange.
(2) Exit routine of each process: An exit routine that checks
the status of each node when the node finishes a validation
process.
(3) Exception handler: Set checkpoints around the node vali-
dation process to catch any unexpected exceptions.
A monitoring process is designed to intercept the three afore-
mentioned checkpoints. If any of the checkpoints raises an alert
during the block validation process, the remote storage comes for-
ward first to complete the block validation process. That is, the
block is then continued to be validated against the ledger replicated
in the remote storage. In the case of remote storage failure, the
whole validation process is restarted automatically, which is the
worst case and very rare to happen.
3.1.4 Remote Storage. The fourth module focuses on persist-
ing in distributed remote storage accessed through the parallel file
system (i.e., GPFS). Because all compute nodes fetch and update
the ledger only in volatile memory (or, in persistent local storage
but with a short lifetime—purged after the job is complete), there
has to be at least one permanent, persistent storage (which can-
not be compromised) to store back the ledger replicas in case of
catastrophes (e.g., more than 50% of compute nodes crash and lose
their ledgers). Note that the memory-only compute nodes are not
necessarily less reliable than those with persistent storage; yet, the
data stored on memory would get lost if the process which initiates
the memory is killed.
3.2 High-Performance Blockchain Enhanced
(HyBE) Protocol
In order to overcome the limitations of the conventional proto-
cols (i.e., PoW and PBFT), as a co-design of the proposed BAASH
blockchain framework for scientific applications, we propose a set
of consensus protocols that enable the compute nodes to process the
blocks in a parallel manner and consequently, make the proposed
framework fully compatible with the HPC infrastructure. Besides,
the proposed mechanisms of the validation process in the newly
designed protocols do not degrade the performance along with the
scaling of nodes, which in turn makes the BAASH highly scalable.
The first protocol, Persist-in-Storage, aims to persist blocks from
memory of the compute nodes into remote storage through a par-
allel file system (i.e., GPFS) to back up a ledger replica only in
the observation that all ledgers on compute nodes are essentially
volatile. The second protocol, HyBE Consensus, further extends the
first protocol by taking the ingredients of both the PoW and PBFT
protocols to achieve consensus when a new block is submitted.
Protocol 1 Persist blocks to remote storage
Require: Compute nodesC where the i-th node isCi ;CiB the local
blockchain on Ci ; a newly mined block b; remote storage R; H
the hash table that contains hashes of blocks stored in remote
storage; RB the blockchain copy on the storage;
Ensure: Validate b and persist it to R
1: function Persist-in-Storage(b, C , R, H )
2: for Ci ∈ C do
3: if b is valid with CiB then
4: CiB ← CiB ∪ b ▷ b is appended to the chain
5: if b < H then ▷ Only one look-up is needed
6: RB ← RB ∪ b
7: end if
8: end if
9: end for
10: end function
Protocol 2 All compute nodes reach consensus
Require: Compute nodesC where the i-th node isCi ;CiB the local
blockchain on Ci ; a new block b; remote storage R; RB the
blockchain copy on the storage;
Ensure: At least 50% compute node list aдreedNodes who validate
b both with local blockchain and with remote persistent ledger
SB .
1: function HyBE-Consensus(b, C , S)
2: for Ci ∈ C do ▷ in parallel
3: if b finds valid hash with CiB then
4: for Cj ∈ C do ▷ in parallel
5: if Ci agrees with Cj then
6: aдreedNodes ← aдreedNodes ∪Ci
7: end if
8: end for
9: end if
10: end for
11: if |aдreedNodes | <= N2 then
12: if b finds valid hash with RB then
13: aдreedNodes ← aдreedNodes ∪ R
14: end if
15: else
16: for Ci ∈ C do ▷ Protocol 1
17: CiB ← CiB ∪ b ▷ Store on compute node
18: end for
19: RB ← RB ∪ b ▷ Store on storage node
20: end if
21: end function
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3.2.1 Persist-in-Storage. The protocol is described in Protocol 1.
In essence, a block is appended in parallel to the blockchain in
local memory and persisted to a parallel file system (e.g., GPFS),
as shown at line 4 and line 6. Doing so adds one more layer of
reliability to the data on volatile memory. However, while attaining
high reliability, the system should not exhibit significant overhead.
This is addressed in line 5, where we only need one look-up to
check in the hash table that holds the hashes of all blocks stored in
the storage node. This prevents touching the shared storage more
than once when other nodes try to store the same block again.
Although the theoretical time complexity of this protocol is O(|C |)
and |C | could be a fairly large number (e.g., tens of thousands of
cores in leading-class supercomputers [45]). We will demonstrate
the effectiveness of the protocol in the evaluation section. The
correctness of Protocol 1 is obvious because the only change to
the original PoW consensus is the data persistence, which has
nothing to do with the agreement between the compute nodes. The
main goal of this first protocol is to help the HyBE protocol (i.e.,
Protocol 2) in continuing the block validation process.
3.2.2 HyBE Consensus. The second part of the proposed con-
sensus protocol called High-performance Blockchain Enhanced
Protocol (HyBE) consists of two phases, as shown on Protocol 2.
The first phase is conducted in parallel in all compute nodes, and
it utilizes the concept of PoW but with reduced difficulty (i.e., low
nonce), as shown in Line 3. The second phase uses the modified
version of PBFT (i.e., parallel message passing) to handshake with
fellow nodes in a parallel manner to reach an agreement about
the validation of a block, as shown in Line 5. In this modified ver-
sion of PBFT, we replace the concept of serialized message passing
technique with our proposed parallel approach, which makes the
block validation process significantly faster. Together these two
phases make all the participants in the network fully trustworthy.
However, to inject resiliency in the proposed prototype, an extra
layer of reliability has been added that leverages the remote shared
storage as a backup validator in case of any kind of catastrophe
(i.e., line 11). That is, if more than 50% compute nodes fail to pro-
vide consensus, the remote storage then comes forward to validate
the block, as shown in Line 12. The time complexity of this proto-
col is O(|C |2), which is on par with the existing PBFT algorithm.
However, in practice, the complexity of the protocol is reduced to
O(|C |), as our proposed mechanism through MPI helps us to avoid
another O(|C |) iterations to get consensus from the fellow nodes.
Therefore, we could achieve the consensus from the fellow nodes
with comparably fewer iterations than the conventional PBFT.
4 IMPLEMENTATION
Wehave implemented a prototype system of the proposed blockchain
architecture and consensus protocols with Python-MPI. MPI is a
communication protocol for programming parallel computers. In
MPI, both point-to-point (sends, receives) and collective (broad-
casts) communication are supported. More specifically, MPI is a
message-passing application programmer interface, together with
protocol and semantic specifications for how its features must be-
have in any implementation [18]. We use the mpi4py package [35]
for leveraging MPI with Python. This MPI package for Python pro-
vides bindings of the MPI standard for the Python programming
Figure 2: BAASH implementation with MPI and shared stor-
age.
language, allowing any Python program to exploit multiple proces-
sors across machines. Typically, for maximum performance, each
CPU (or core in a multi-core machine) will be assigned one single
process or a distinct rank.
At this point, we only release the very core modules of the pro-
totype. Some complementary components and plug-ins are still
being tested with more edge cases and will be released once they
are stable enough. Figure 2 illustrates the overview of the imple-
mented architecture of the proposed parallel blockchain on MPI.
The prototype system has been deployed to 500 cores on an HPC
cluster.
As shown in Figure 2, new transactions generated by the nodes
are first hashed using SHA-256 [42] (step 1). Then, the transactions
are encapsulated in a block by the respective nodes (step 2) before
broadcasted among the other nodes (step 3). Afterward, the blocks
are validated first in compute nodes (step 4) using custom PoW.
Then, based on custom PBFT, another step of the validation process
is resumed to receive a vote for consensus from fellow compute
nodes (step 5). However, if more than 50% nodes fail to provide
consensus, remote storage then participates in the block valida-
tion process (step 6). Finally, if the block is validated successfully,
BAASH decides to append the block both in the in-memory ledger
of the compute nodes and in the remote storage (step 7) through a
parallel file system (i.e., GPFS) by checking the hash table first to
ensure that the block is not already stored.
4.1 Worker Nodes
In BAASH, nodes are responsible for spawning transactions in
random orders with a fixed time interval. The transactions are then
appended to the transaction queue, which is discussed in detail
in §4.3. When the created transaction queue reaches a limit, the
nodes encapsulate them (i.e., transactions) in a block. When a block
is encapsulated with a number of transactions, it is then pushed into
a queue (discussed in §4.3) before it is broadcasted in the network.
The nodes are also responsible for validating the blocks and
sending consensus to the fellow nodes, which is discussed in §4.6.
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A node will store a block both in its local in-memory as well as in
the remote storage after validation. The format of storing data in a
compute node and in remote storage is explained in §4.4. Each node
communicates with each other through our parallel mechanism
implemented with MPI discussed in §4.2. The communication be-
tween compute nodes and the remote storage is managed through
a parallel file system (e.g., GPFS).
4.2 Parallel Processing and Broadcast Module
We develop a module with a parallel mechanism that enables the
BAASH to transfer and validate blocks and transactions among the
fellow compute nodes in a parallel manner. Our module leverages
point-to-point service to carry out communication between two
fellow nodes, whereas the handshake part (i.e., receiving consensus
from other nodes) is managed through collective communication
service. As BAASH is built with the mixture of modified version
of PoW (i.e., moderate nonce) and PBFT (i.e., less communication-
intensive) (discussed in §4.6) to make the validation process less
computation and communication-intensive, the proposed parallel
communication mechanism provided by our designed module helps
us to convert the conventional PBFT so that it requires significantly
less communication among the peers.
A broadcast module is also developed with the MPI program-
ming interface to manage the parallel propagation of the blocks
and transactions among all the compute nodes. For facilitating the
parallel transfer of the blocks and transactions, we exploit two dy-
namic hash tables for queuing blocks and transactions. The queues
are arbitrarily accessible so that the blocks and transactions can be
transferred in parallel to multiple nodes. It should be noted that, in
the present blockchain systems, all the blocks and transactions are
transferred among the compute nodes using the serialized queue.
This serialization mechanism is one of the critical issues in perfor-
mance for the HPC systems and causes significant communication
delay and latency.
4.3 Block and Transaction Queue
All the newly created blocks by a node are pushed to an outgoing
FIFO queue before they are broadcasted to the other nodes. At a
fixed time interval, a block pops out from the queue periodically and
is transferred to the connected nodes. To keep the incoming blocks
in proper order, each node has an incoming FIFO queue, which
stores the incoming blocks from the connected nodes. A block is
popped out from the incoming FIFO queue as soon as the node
completes the appending process of the previous block. It should
be noted that when a node creates a new block, it also pushes the
newly created blocks in its incoming queue so that the node can
participate in the validation process for that block along with the
other fellow compute nodes.
Similarly, the newly created or received transactions are pushed
into a FIFO queue to start the block encapsulating process. In
BAASH, we can adjust the queue size according to our demand. For
instance, for all the experiments presented in this paper, each block
consists of 4 transactions on average. Therefore, the block encap-
sulation process is triggered as soon as the queue size reaches 4.
This is because we want to keep our experimental results compared
with the benchmarks [11].
Figure 3: Data structure of BAASH’s distributed ledger. The
chain of blocks created and appended by various nodes are
stored in the persistent storage.
It could be argued that a queue might not deliver data at a suf-
ficient rate to feed the network because a queue is a linear data
structure that can hardly be parallelized for the sake of scalability.
This is alleviated by the following two approaches in our imple-
mentation. First, we adjust the time interval larger than the latency
for the queue to pop an element. In doing so, the overhead from
the queue itself is masked completely. Second, we implement the
queue using a loosely-coupled linked-lists such that the queue can
be split and reconstructed arbitrarily.
4.4 Data Models and Storage
The data structure for the proposed BAASH ledger is a linked list
and stored in a row-wise table where each tuple corresponds a
block, which references a list transaction records stored in another
table, just like the conventional relational database tables. As shown
in Table 1 and Table 2, all properties of a block (e.g., block ID, parent
block hash, transactions list, and time stamp) and all properties of
a transaction (e.g., transaction ID, sender ID, receiver ID, amount,
time stamp) are encapsulated respectively in a Block object and in
a Transaction object at runtime.
Figure 3 shows a concrete example of the structure to store the
blockchain on two specific nodes (i.e., Node 1 and Node 2). For
instance, under Node 1, there are four blocks, among which two of
them are created by itself (i.e., Block-N1-1 and Block-N1-2), and the
rest of the blocks are from Node 2 (i.e., Block-N2-1, Block-N2-2).
Each node is also connected with remote storage through a parallel
file system (i.e., GPFS). Each block is appended in the blockchain
of the remote storage by a node after the validation process is
completed. However, the appending process in remote storage for
a particular block only happens once and only by the node who
can solve the validation process of the block first. We use a hash
table to keep track of the hashes of the blocks in the remote storage.
Therefore, when a node attempts to store a block in the storage
node, it first looks up quickly in the hash table to check whether the
block is already stored in the storage. If the block hash is already
in the hash table, the respective node does not attempt to access
the remote storage further. It should be noted that each node in the
network has a copy of the hash table, which is periodically updated
with a fixed time interval.
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Table 1: Block Structure
Field Description
blockID Unique Identifier of the Block
parentBlockHash Hash Value of Parent Block
creationTime Creation Time of Current Block
receiveTime Receiving Time of Current Block
txnCounter Number of Transactions in a Block
txnList The List of Transactions in a Block
puzzleDifficulty Number of nonce to set difficulty
Table 2: Transaction Structure
Field Description
txnID Unique Identifier of the Transaction
senderID Sender ID (Node ID) of Transaction
receiverID Receiver ID (Node ID) of Transaction
creationTime Creation Time of Transaction
receiveTime Receiving Time of Transaction
txnAmount Amount of Transaction
4.5 Consensus Protocol
The consensus protocol between compute nodes, as a building
block of the proposed HyBE consensus, shares the same essence of
the conventional PoW but simplifies the compute-intensive puzzle
taken by Bitcoin [6]. Besides, it injects another layer of reliability
using our parallel message passing mechanism through MPI to get
the agreement from fellow nodes to reach consensus (i.e., modified
PBFT).
The workflow of the proposed HyBE protocol in the context of
BAASH blockchain is illustrated in Figure 4. Our current consensus
protocol implementation is composed of four steps. First, all the
newly created transactions generated in a node are added to that
node as well as propagated to other peers and eventually packed
into a block by all the peers in the network for the preparation of
starting the mining process. Second, all the compute nodes will
first validate the block using customized PoW (i.e., with moderate
nonce). Third, all compute nodes will handshake with each other
using the customized version of PBFT, which is specially crafted
to handle parallel communication among large scale of nodes. If
more than 50% nodes agree about the validity of the block, it is then
appended both in the memory ledger of compute nodes as well as
in the remote storage. Finally, if at least 51% nodes fail to provide
consensus, the remote storage then comes forward to validate the
block, and if it (i.e., block) does not get validated in this round,
it will be pushed to a waiting queue for restarting the validation
process again.
4.6 Fault Tolerance Monitor
We develop a fault tolerance module to manage the node failure
with three checkpoints. In the first checkpoint, each peer is moni-
tored during the phase of themessage exchange to ensure successful
communication. An exit routine is registered that checks the status
Figure 4: Workflow of HyBE protocol.
of each node when it (i.e., node) finishes the block validation pro-
cess. The second checkpoint keeps monitoring this exit routine for
graceful termination. The final checkpoint watches over all kinds
of exceptions thrown by the nodes during the entire execution. If
any of the checkpoints raise any alert, the block validation process
continues with the help of the remote storage that holds the most
accurate ledger.
5 EVALUATION
5.1 Experimental Setup
Testbed. All experiments are carried out on a high-performance
computing cluster comprised of 58 nodes interconnected with FDR
InfiniBand. Each node is equipped with an Intel Core-i7 2.6 GHz
32-core CPU along with 296 GB 2400 MHz DDR4 memory. There is
no local disk on compute nodes, which is a typical configuration
on HPC systems; yet, a remote 2.1 PB storage system is available
managed by GPFS [41]. Each node is installed with Ubuntu 16.04,
Python 3.7.0, NumPy 1.15.4, mpi4py v2.0.0, and mpich2 v1.4.1. We
deploy our system prototype on up to 500 cores and report the
average results unless otherwise noted.
Workload. For micro-benchmarks, we use YCSB workload [50]
commonly used for transaction evaluation. The reason why we
did not choose popular cryptocurrency data (e.g., Ethereum ERC20
used in [48]) was that the targeting data of HPC blockchains are
not necessarily in financial domains. In our system prototype, each
block contains four transactions, and we deploy more than two
million transactions (2,013,590) in all of the experiments.
Evaluation Metrics.We evaluate our system prototype in the
following four metrics:
(1) Throughput: measured as the number of successful trans-
actions per second.
(2) Latency: measured as the response time per transaction.
(3) Scalability: measured as the changes in throughput and
latency when increasing the number of compute nodes.
(4) Fault tolerance: measured as to how the ledger’s validity
and throughput vary when some nodes fail.
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Systems for Comparison. We compare Ethereum [13], Par-
ity [38], and Hyperledger Fabric [21] with the proposed BAASH
framework, whose original codename is HPC-blockchain, or more
commonly known as HPChain.
5.2 Throughput and Latency
Each node sends 900 transactions per second. Figure 5 and Figure 6
show the throughput and latency with varying node scales. In
terms of throughput, HPChain outperforms other systems at all
scales. Specifically, it has up to 6×, 12×, and 75× higher throughput
than Hyperldeger, Ethereum, and Parity, respectively, on 16 nodes.
Thanks to the proposed consensus protocols that are optimized
for HPC systems, HPChain’s throughput is not degraded at larger
scales beyond 16 nodes, while both Ehtereum and Parity show some
degradation. Worse yet, Hyperledger cannot scale beyond 16 nodes
at all.
HPChain also incurs significantly lower latency than other major
blockchain systems: 1000×, 400×, and 5000× less than Hyperledger,
Parity, and Ethereum, respectively. As shown in Figure 6, HPChain
incurs only less than 20 milliseconds at 32 nodes because of the
parallel communication technique along with the tricky mixture of
protocols (i.e., modified PBFT with low difficulty in PoW) that helps
in achieving consensus faster while keeping the message channel
free among the nodes.
To further study the latency incurred by all the systems, an-
other experiment is carried out with a micro-benchmark workload
on two nodes where each block contains three transactions on
average. The transaction transfers a value from one random ac-
count to another random account. Figure 7 reports HPChain incurs
the lowest latency (i.e., almost only 100 ms), which is significantly
lower (i.e., almost 100×) compared to others. This further proves the
strength of the proposed mechanism in HPChain. We also analyze
HPChain’s performance with remote storage validation. We inten-
tionally enable HPChain to access the remote ledger even when the
blocks were processed successfully with the compute nodes. We
observe that HPChain, with both in-memory and remote storage
validation, incurs negligible overhead compared to the HPChain
with in-memory support only. This is because the remote ledger
is designed to be accessed only once and only when 51% compute
nodes fail to provide consensus.
5.3 Scalability
In this section, we report HPChain’s PoW performance at various
scales up to 500 nodes. By scalability, we want to measure the
throughput (i.e., number of transactions or number of processed
blocks) per second. Bitcoin block can be mined within every ten
minutes [7], and this is because of the extensive increment in puzzle
difficulty along with the scalability of nodes, which makes the
Bitcoin unscalable [52]. In fact, it is well-accepted that existing
PoW, PoS, and PBFT blockchain protocols are not scalable yet [52].
HPChain does not use high puzzle difficulty on the scaling of
nodes to increase reliability. Besides, we argue that HPChain is the
first blockchain framework with a parallel mechanism (as per our
knowledge) specially crafted for HPC systems that supports parallel
processing. Therefore, at this stage, the scalability of HPChain is
not compared with other conventional blockchain systems.
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Figure 5: Transactions generated per second. Each node pro-
cesses the same number of blocks and transactions.
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Figure 8 reports the number of blocks that reach consensus
in HPChain at different scales ranging from 100 to 500 nodes. We
notice that in all scales, all the generated blocks can reach consensus
even with node failures. However, the possibility of node failure is
negligible. That is, only four nodes on 400 scale (i.e., 1%) and three
nodes on 500 scale (i.e., 0.6%) tend to fail during the experiment. A
blockchain can work correctly as long as at least 51% of the nodes
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Figure 8: Blocks reaching consensus. 99%+ blocks reach con-
sensus in HPChain without compromising the performance
in throughput at all scales.
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Figure 9: Transaction throughput is not significantly influ-
enced by the scaling of nodes.
are not compromised; Therefore, the handful of failed nodes is
negligible.
We then further investigate the scalability of HPChain in terms of
transaction throughput. Figure 9 shows the result at different scales
ranging from 100 to 500 nodes. HPChain shows an insignificant
gap in throughput and incurs minor latency (i.e., below 0.1 seconds
on up to 500 nodes). This means, in HPChain, performance does
not get affected by the scaling of nodes. Keeping constant perfor-
mance, along with scaling, is one of the major issues in blockchain
systems, as the present systems are not scalable [52]. As shown in
Figure 5, while in other systems throughput tends to fall just after
16 nodes, the HPChain produces significantly higher throughput
while keeping it almost at a constant rate even at the large scale.
5.4 Fault Tolerance and Reliability
Wemeasure the reliability of HPChain on up to 500 nodes and check
how many nodes can hold 100% valid ledgers. We also keep track
of how much node failure occurs during this experiment. Figure 10
shows that in all scales, at least 99% nodes keep the valid ledger.
We find 100% nodes hold valid ledger on up to 300 nodes. However,
HPChain tends to show negligible node failure (i.e., at most 1%
nodes) in larger scales (i.e., 400 and 500 nodes). It should be noted
that a blockchain can work correctly as long as at least 51% of the
nodes are not compromised. By node failure, we mean some of the
nodes remain offline due to the hardware insufficiency.
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Figure 10: Ledger validity in HPChain: 99%+ nodes keep a
valid ledger at all scales.
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To further study the reliability of HPChain, we investigate how
many blocks reach consensus in all the systems on 16 nodes. The
reason for choosing 16 nodes is to keep the result comparable to [11].
Figure 11 reports the number of blocks that reach the consensus
and are appended to the blockchain. Both in Ethereum and Parity,
some blocks are unable to reach consensus due to double spending
or selfish mining attacks, and the difference increases as time passes.
Though Hyperledger is not vulnerable to those attacks because of
not allowing any fork and 100% blocks tend to reach consensus, it is
significantly slower than HPChain. In HPChain, almost 100× more
blocks are generated compared to Hyperledger, and 100% blocks
reach consensus. This is because, HPChain implementation relies
on a modified version of consensus protocol (i.e., HyBE) that is
extended from PoW (i.e., low difficulty in computation) and PBFT
(i.e., parallel message passing with MPI) to ensure block validity in
a parallel manner.
To investigate the fault tolerance, we check the transaction
throughput in HPChain over 400 seconds on 20 nodes and com-
pare with the result of other systems [11]. During the experiment,
we intentionally switch off four nodes to check the performance
of HPChain. As shown in Figure 12, HPChain exhibits significant
tolerance without affecting throughput over the execution time. In
both Parity and Ethereum, the performance remains unaffected;
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Figure 12: Transactions throughput is not degraded by the
node failure in HPChain.
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Figure 13: The remote storage introduces insignificant over-
head to the performance of HPChain during node failure.
therefore, failed servers do not affect the throughput. However,
in Hyperledger, throughput starts to drop considerably after 250
seconds. This is because, with 16 nodes, Hyperledger starts to gen-
erate blocks at a slower rate as PBFT can not tolerate more than
four failures. However, it is noticeable that switching of 4 nodes
in HPChain does not affect the throughput increment, and instead
of getting low or remaining constant, the throughput increases
moderately with time because HPChain utilizes parallel message
passing to commit transactions and remote storage to continue
validation during the node failures.
To further study the fault tolerance, we check the block validation
time by HPChain both with remote storage and in-memory support
at different scales by switching off a random node in the middle of a
block validation process and compare the overhead. The validation
time for HPChain with remote ledger presented here is the total
time needed to validate the block with at-least 51% compute nodes
and with the remote ledger. We also measure the time required to
complete the validation process with only in-memory support. As
shown in Figure 13, even with failures of the compute node, the
block validation process continues successfully. Besides, HPChain
with remote ledger incurs negligible overhead compared to the
HPChain in-memory support even at a large scale (i.e., roughly 5%
at 500 nodes cluster).
 2
 4
 6
 8
 10
 12
0 5 10 15 20 25
 0
 10
 20
 30
 40
 50
 60
 70
 80
 90
 100
Bl
oc
k 
Va
lid
at
io
n 
Ti
m
e 
(S
ec
on
d)
O
ve
rh
ea
d 
(%
)
Number of Failed Nodes
7.00 7.33
7.46
8.46
9.10
10.11
Figure 14: On a 100-node cluster, the performance overhead
introduced by the validation at the remote storage.
To analyze the fault tolerance mechanism in HPChain under
several nodes failure, we further continue our experiment with 100
nodes cluster, where we intentionally switch off a different number
of nodes while validating a block. The goal of this experiment
is to see how much is the overhead if we leverage the remote
storage for each node crash. That is, for each node failure, the
validation process is redirected to the remote storage for successful
continuation. Figure 14 shows that even with several failed nodes,
the fault monitor in HPChain helps to continue the block validation
process successfully with negligible overhead (i.e., nearly 5%) on
up to 10 nodes failure. The overhead increases with the number
of failed nodes because the remote storage is accessed for each
node failure in this specific experiment. However, in the actual fault
tolerance mechanism implemented in HPChain, the remote ledger
is accessed only once when 51% nodes fail. Therefore, the scaling
of nodes does not have any significant impact on the overhead of
accessing the remote storage.
6 CONCLUSION AND FUTUREWORK
This paper proposes a new blockchain system architecture with a
parallel mechanism based on MPI, where ledgers are maintained
in parallel mostly in memory. Besides, we propose a set of consen-
sus protocols crafted for the new parallel architecture. The new
architecture and consensus protocols, under the framework coined
as BAASH, collectively enable an efficient parallel blockchain-like
ledger service for trustworthy data management on HPC systems.
The validity of the proposed consensus is experimentally verified.
A light-weight system prototype is implemented and evaluated
with more than two million transactions on a 500-core HPC cluster.
The evaluation shows BAASH delivers 6×, 12×, and 75× higher
throughput than mainstream blockchains Hyperldeger, Ethereum,
and Parity, respectively.
At the writing of this paper, we are working with our collabora-
tors to deploy BAASH to one of the top supercomputers from the
Top-500 list [46]. We also plan to evaluate BAASH using a recently
published emulator for blockchains called BlockLite [49], which can
accurately emulate blockchain protocols on up tp to 40,000 nodes.
In addition to further pushing the scalability toward thousands and
even tens of thousands of nodes, an important topic, under which
this project is currently funded by a U.S. federal agency, is to take
into account the energy consumption into our current design space
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and upgrade BAASH to guarantee strong energy efficiency, both
theoretically and experimentally.
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