In this paper, we consider the problem of side-informed coding in applications where the data available at the encoder consists of indirect noisy observations of the signal desired at the decoder. In these scenarios, under Gaussian statistics we show that for a mean-squared distortion metric, the side-informed encoding problem can be decomposed into a ' side-informed" minimum mean-squared error (MMSE) estimation followed by side-informed coding of the MMSE estimate, without incurring any rate-distortion penalty. By recursively exploiting this decomposition, we develop a sequential framework for side-informed coding in multi-sensor networks, where each sensor observes linear noise-corrupted measurements. We construct a practical realization of this encoder using a Karhunen-Loeve transform with I -D scalar coset codes. Simulations demonstrate that simple code constructions based on the estimate-then-code partitioned structure provide improvements over their counterparts that perform the encoding directly without a pre-processing estimation step.
INTRODUCTION
In this paper, we consider the problem of side-informed coding where the data available at transmitters consists of indirect noise-corrupted observations of the desired signal at the decoder. Under Gaussian statistics and a mean-squared-error distortion criterion, we demonstrate that without incurring a rate-distortion penalty the encoder may be decomposed into two stages comprising of a "side-informed" minimum meansquared error (MMSE) estimation followed by side-informed coding of the MMSE estimates. This generalizes the analogous result of Sakrison [1] for the non-side-informed scenario. The decomposition paves the way for the development of side-informed coding methods for our scenario, where the encoder is structured in the aforementioned two stage fashion, consisting of a first side-informed estimation stage that is followed by Wyner-Ziv encoder constructions developed for scenarios where the observations are noise-free. By recursively exploiting the decomposition, we extend our methodology to the multi-sensor scenario leading to a sequential esThis work is supported in part by the National Science Foundation under grant number ECS-0428 17X timation and coding scheme. A realization of the sequential encoding system is developed by using the side-informed estimation (based on the decomposition) in conjunction with a simple side-informed coder consisting of a Karhunen-Loeve transformation (KLT) and 1 -D scalar quantization with memoryless cosets [2] .
A DECOMPOSITION FOR SIDE-INFORMED CODING OF NOISY OBSERVATIONS
We begin with the model shown in Fig. 1 (4) selection rule (3) can be instead be formulated as:
Under joint Gaussian assumption, we have x(Yo e y) = x(YO) + x(yI-yI(YO)) (5) (6) Furthermore, under the assumption of joint Gaussian statistics, the MMSE estimator is a linear operator. We denote by Ax, the estimator from S df (y -y,(Yo)) to x, then x(y -y, (Yo)) = Axsy,-Ax Y1(YO) Note that S can be viewed as the innovation in Y, given YO and AX, can be viewed as a side-informed" estimator of x from y, given yo. Now (5) can be rewritten as:
where v d AxsYi and (8) where v(yo) = A,8y1 (Yo) is the MMSE estimate of v from yo. The decoding rule vk(Q) can be viewed as a side-informed decoder for v, using yo as side information, induced by the corresponding side-informed decoding rule xk(). Comparing (8) and (3) we see that the optimum encoding rule for v (with yo as side information) also defines the optimal encoding rule for Yi (with yo as side information). Next considering the the decoder for the former problem, and observing def that w = v(yo) is trivially a sufficient statistic of yo for estimating v, we see that the optimal encoding and decoding rules for encoding of v with w as side information also define optimal encoding and decoding rules for v with yo as side information. For the optimal decoder thus where (as in [l]) we have used the orthogonality property of the MMSE estimators that ensures the prediction error (X -x(Yo yi)) is orthogonal to any function of the predictor inputs. Using (4) in (3) , and observing that the first term in (4) is a constant independent of k and. the optimal
From (7) and (9), these induce the corresponding optimal encoder and decoder for our original problem of Fig. 1 . This establishes that the decomposition shown in Fig.2 [3, 2, 4] .
The decomposition of Fig.2 relies specifically on the Gaussian statistics and mean-squared distortion metric and therefore does come at the loss of some generality with respect to the Wyner-Ziv setting which applies to a broader class of distortion measures. Also note that since the decomposition of Fig.2 is in fact a specific instance of the general sideinformed coder in Fig. 1 , the former cannot offer an improvement in rate-distortion performance over the latter. The decomposition ofFig.2 is useful nonetheless because it provides a structure in which practical codecs may be constructed for scenarios involving indirect and noise-corrupted sensor observations using side-informed encoder designed for the noiseless case. The decomposition above had an interesting interpretation by virtue of its analogy with the Kalman filter [5] , which we will demonstrate by considering the situation as if the RN also shared the side informiation yo that is available only at the CP and regarding the observations yo and Yi as sequential observations.
MULTI-SENSOR SCENARIO: A SEQUENTIAL APPROACH
The Kalman filter analogy of the preceding section suggests a sequential extension ofthe estimate-then-encode framework developed in the preceding section for multi-sensor scenarios.
We consider a multi-sensor network as illustrated in Fig 4 Fig. 4 . Gereralization of the sirgle-sensor scenario described in Fig 1, observations from N sensors are to be encoded pre-processes and transmits over the channel to the decoder. The decoder utilizes the messages it receives from the RNs along with its own local measurement yo to estimate x. If we assume that the encoded sensor observations arrive in sequence (for instance, if the sensors are ordered in increasing hop distance from the decoder), the received information from the lower ordered sensors may be considered as part of the side information for subsequent (higher-ordered) sensors.
The estimation and coding at these sensors can therefore be performed sequentially through a recursive exploit of the decomposition of Section 2. For our specific development we assume all observations are modeled as linear measurements corrupted by additive noise yi = HiX + nli, where Hi is a linear observation matrix and ni is additive noise which is assumed to be independent of x. x, ni are assumed to be jointly Gaussian. The linear observation model in absence of noise has been previously considered in [3, 6] . We assume yo is available at the decoder initially and an MMSE estimate of x from yo is obtained as x0 with prediction error to x x-xo. When y, is observed, the pre-processed observation vi = A1y1 is decoded as v1 provided the side information v1 = A1y, where Al = RxsORS-1, s1 = y Y1 represents the innovation, y1 = H xo denotes the MMSE estimate of Yi from yo. In the last stage the estimate of x is generated by x1 = xo + v -v1 and the estimation error is t = x -x1. The encoding and decoding for yo reflects the process illustrated in Fig.3 The pre-processed signal Vk is transmitted by a sideinformed Wyner-Ziv codec using Vk = Akyk, equivalently represented by wk = Vk + nk, as the side information. Note that the noise contained in the side information n1k = Aksk, whose auto-covariance matrix can be represented as Rnk = RXS R-'Rskx. For the purpose of noise-whitening, we use a KLT based transform code [7] . The transform matrix, U T.' is generated by the KLT of Rnk
UkAkUT Rn
Uk is correspondingly applied to Vk and Wk. The noisewhitened observations are encoded by 1 -D scalar quantization with memoryless cosets [2] in our simulations. The readers are referred to [3, 2, 4] for a detailed description of various implementations of Wyner-Ziv codec.
IMPLEMENTATION AND SIMULATION RESULTS
In our simulations, we set the maximum number of RNs as N = 3. We consider a 4 Different values of cr are considered in order to evaluate the proposed coding scheme under high noise and low noise regimes. We use I -D scalar quantization and. memoryless coset code [2] in our implementation of the side-informed encoder and decoder. We assume a uniform allocation of the total available rate between the RNs. The available rate at an individual RN is distributed over the channels in its KLT based coder using a simple greedy heuristic briefly summarized in Table. 11, which assumes a 6 dB reduction in distortion for the channel, per allocated bit. Figure 5 presents simulation results comparing the rate distortion performance of different encoder constructions. These comparisons illustrate the practical utility of the proposed estimate-then-encode framework. In each of the subfigures in Fig.5 , the abscissa is the average bit rate per RN and the ordinate is the decoder MSE distortion, expressed in dB as 10oglo EIX2 All results presented represent averages over 200 Monte Carlo simulations. Since the full ratedistortion behavior of the problem (which is commonly referred to as the CEO problem [8] ) is an open problem thus far [9] , we use a looser, though more readily computable, lower bound on the distortion as our benchmark, i.e. the MSE of E(x {y}>N 0) which is the MMSE estimate when the observations are all available locally at the central processor. These lower bounds are represented in Fig.5 by the three horizontal dashed lines (respectively in the order going from upper to lower). We define the measurement SNR in dB for the ith sensor as lOloglo = HX12
and utilize a value of o2 = 0.05 13dB for the high SNR regime and u2 = 1 _ OdB for the low SNR regime. quantizer. We observe side-informed coding always offers better performance. In particular, when R = 3, the improvement is about 2dB when 3 sensor observations are available. In high rate regimes (R > 5 ), both coding scheme approach the lower bound defined earlier.
To illustrate the benefit that the proposed "side-informed" estimate can offer as a pre-processing technique for practical side-informed coding methods, we use our simple sideinformed coder (1-D scalar quantization with memoryless cosets) and compare the scenarios where the encoder either: a) uses the E-E scheme, or b) directly encode (D-ENC) the sensor observations. In the latter scheme, only the pre-processing is omitted, however, the side-informed coding, noise-whitening, and rate allocation all remain the same. Fig.5(b) shows the simulation results for the high SNR scenario. We observe the proposed E-E scheme outperforms all the time. With a bit rate R = 3, the improvement is about 0 5dB invariant of number of sensors. As expected, both schemes converge to the lower bounds in the high rate regime. Fig.5(a) than the non-side informed approach. Figure 5 (d) examines performance of the E-E scheme in the low SNR regime. In this case, the encoder for both methods is the non side-informed encoder since this offered better performance in 5(a). The plots clearly show that the E-E scheme, despite the irrelevance of the SI, offers better performance.
CONCLUSION
We formed with a practical encoder implementation combining this framework with a simple side-informed encoder demonstrate promising performance: simple constructions based on the partitioned structure provide improvements over their counterparts that perform the encoding directly without a preprocessing estimation step.
