The use of biased estimation techniques is inevitable in connection with multicollinearity in simultaneous equations model. Two stage ridge estimator is a pioneer biased estimator which is used to recover the problems that are originated from the multicollinearity. The noteworthy issue regarding two stage ridge estimator is selection of its biasing parameter. Based on the works in the literature related to ridge estimator in a linear regression model, several methods on selection of the biasing parameter of the two stage ridge estimator are investigated in this paper. To demonstrate the best estimators of the biasing parameter, a Monte Carlo experiment is conducted. The utility of the proposed estimators of the biasing parameter for two stage ridge estimator is observed in terms of mean square error criterion.
INTRODUCTION
Let × and × be matrices of observations, × and × be the matrices of structural coefficients and × be the matrix of structural disturbances. Then, simultaneous equations model is shown in the matrix form below:
where the elements of are nonstochastic and fixed with ( ) = ≤ and the structural disturbances have zero mean and they are homoscedastic. The reduced form of the model (1) can be written as follows:
In equation (2) = −
and =
are the reduced form coefficients.
is the first equation of the system which is derived according to zero restrictions criterion. is the partition of the reduced form equation (2) with the variables 
by taking account of only the first column of , and U in the reduced form coefficients (3) and (4) . 
The structural equation (8) is formed as below by replacing the equations (6) and (7),
Reconsidering the equation (9) , the final form reveals as follows:
where ̅ = ( ) = [ Π ], ( ) = 0 and ( ) = .
As a most common technique, two stage least squares (TSLS) estimation is applied to simultaneous equations model to estimate the structural parameters. The way for this purpose in the first stage is to replace explanatory endogenous variables by their instrumental variables which are ordinary least squares (OLS) estimates that are obtained by using the exogenous variables. Next for the second stage, the regression coefficients are estimated again by the OLS estimator. TSLS estimator is defined as follows
Since ̅ is unknown,
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By substituting this estimation of ̅ in the equation (11) , the operational form of the TSLS estimator is derived as follows: 
where > 0.
MATERIAL AND METHOD
The model (10) can be written in a canonical form as follows = + , where = ̅ , = and is an orthogonal matrix such that = ̅ ̅ = Λ = , … , where are the eigenvalues of ̅ ̅ . By using this canonical form, the TSLS estimator can be written as = Λ .
In practice, this estimator is used as follows
where Λ is substituted by Λ = ̅ ̅ for the unknown Λ and = ̅ is put in the place of .
Let us write the two stage RE in the canonical form as
This estimator is used practically as follows:
As for comparing the performance of the estimators, the scalar mean square error ( ) is the most practical and efficient tool of measure. The of the TSLS estimator and the two stage RE are
where the first part of the equation (12) represents the function of variance while the second part shows the function of squared bias.
Two stage RE is preferable to the TSLS estimator with regard to more reliable calculations in the existence of multicollinearity. In the meantime, there is a difficulty in using the two stage RE depending on the selection of its biasing parameter. To eliminate this problem, we consider various methods which are also examined for linear regression model in the literature: Hoerl and Kennard [1] , Hoerl et al. [3] , Lawless and Wang [4] , Hocking et al. [5] , Kibria [6] , Khalaf and Shukur [7] , Alkhamisi et al. [8] , Alkhamisi and Shukur [9] , Muniz and Kibria [10] and Muniz et al. [11] . The aforementioned studies are broadly summarized in Mansson et al. [12] , hence we follow this article to estimate the biasing parameter of the two stage RE.
We mainly investigate the estimators of the biasing parameter of the two stage RE below: .
Kibria [6] :
Khalaf and Shukur [7] :
where is the maximum eigenvalue of ̅ ̅ .
Alkhamisi et al. [8]:
Muniz and Kibria [10] :
Muniz et al. [11] :
AN APPLICATION: A MONTE CARLO SIMULATION
A Monte Carlo simulation is a prominent way to demonstrate how the estimators of the biasing parameter effect the mastery of the two stage RE. These are the papers in which some Monte Carlo studies are handled in the simultaneous equations model: Wagnar [13] , Hendry [14] , Park [15] , Capps Jr and Grubbs [16] , Johnston and Dinardo [17] , Geweke [18] , Agunbiade [19, 20] and Agunbiade and Iyaniwura [21] .
The structural form of the model built by Agunbiade and Iyaniwura [21] corresponding to three structural equations Equation 1, Equation 2 and Equation 3 is as follows:
Arbitrary model parameters for this structural model are also given as:
Taking account of different levels of error variance ( ) and multicollinearity degree ( ) with sample size = 60 and using the root mean square error ( ) criterion, the TSLS estimator and the two stage RE are compared empirically.
We generate predetermined variables having (0, Σ) where Σ is assumed to be as a correlation matrix with a given correlation . Similarly, multivariate normal distribution is used to generate the error terms according to variance-covariance matrix below with the parameter : "Nimet Özbay, Selma Toker Determining the effect of some biasing parameter selection methods for the two stage ridge regression estimator…" Different choices of values that are used for the parameters are = 0.70, 0.80, 0.90, 0.99 and = 0.1, 1, 10, 100. The experiment is repeated 10000 times by using MATLAB program. After the sample is generated, the estimated is calculated by
where is the parameter vector of a given structural equation, is the estimator of this parameter vector and is the estimation of the parameter vector in the -ℎ replication. The results are summarized in Tables 1-3 
for the TSLS estimator and the two stage RE.
RESULTS AND DISCUSSION
According to Tables 1-3 , to outperform the TSLS estimator is a general conclusion for the two stage RE with different estimations of the biasing parameter. At the same time, for the smallest value of the error variance ( = 0.1) the superiority of the TSLS estimator may be observed. The point need to focus on is the noteworthy influence of the proposed estimators of the biasing parameter on efficiency of the two stage RE. By virtue of this simulation study, which estimator of the biasing parameter will be preferred is demonstrated. Thus, the difficulty in the selection of the biasing parameter of the two stage RE is dispelled. In consequence, , , and seem to be the best performed biasing parameters for the efficiency of the two stage RE. In connection to the variation in the level of the error variance and multicollinearity, the estimation ability of the two stage RE changes through the recommended estimators of the biasing parameter. Increasing both the level of multicollinearity and the error variance has a positive effect on the estimated e values of the two stage RE.
Based on Tables 1-3, let us comment on the Equations 1-3 separately. Considering Table 1,   two stage RE with gives the smallest estimated values in general. However, we cannot reach a certain conclusion for a quite high level of multicollinearity. When the level of multicollinearity is lower the results are convincing for according to Table 2, in  contrast is preferable when the level of multicollinearity is higher. In Table 3 
CONCLUDING REMARKS
The usage of the two stage RE in order to estimate the exogenous variables of a structural equation compels us to concentrate on the selection of its biasing parameter. We clarify this problem in this article since there are not too many papers that are prone to this issue in the literature. We find out the best estimator of the biasing parameter within to by a comprehensive application.
As for summarizing the outcomes of the Monte Carlo experiment, it is inferred that the level of the error variance and multicollinearity is an indicator which alters the estimated values of the estimators. An increment in the magnitude of the error variance and multicollinearity results in an increment in the estimated values of the two stage RE.
Generally, each estimator of the biasing parameter provides its own effect for two stage RE to be outperform the TSLS estimator. But, especially , , and give the smallest estimated rmse values for two stage RE. As a result, we advise researchers, who confront with simultaneous equations model exposed to multicollinearity, that one of the proposed estimators of the biasing parameter for two stage RE can be preferred.
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