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AbstractWe study the two-dimensional stationary Navier-Stokes equations describing flows
around a rotating disk. The existence of unique solutions is established for any rotating
speed, and qualitative effects of a large rotation are described precisely by exhibiting a
boundary layer structure and an axisymmetrization of the flow.
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1 Introduction
Understanding the structure of flows generated by the motion of a rigid body is an important
subject in fluid dynamics. The typical motions of a rigid body (called the obstacle below)
are translation and rotation, and it is well known that the flow generated by an obstacle
translating with constant speed possesses a wake structure behind it, and that this structure
is well described by the Oseen approximation; see Galdi [9] for mathematical results on
this topic. Flows around a rotating obstacle have been studied mathematically mainly in
three space dimensions, while there are only few mathematical results for two dimensions.
Moreover, in the two dimensional case most known mathematical results are restricted to the
case when the Reynolds number is sufficiently small. In general, the motion of the obstacle
leads to a drastic change of the decay structure of the flow, and in the two dimensional
case it yields a significant localizing effect that enables one to construct corresponding
steady state solutions when the motion of the obstacle is slow enough. Although on the
one hand a faster motion of the obstacle might give a stronger localizing and stabilizing
effect, on the other hand fast motion produces a rapid flow and creates a strong shear near
the boundary that can be a source of instability. As a result, rigorous analysis becomes quite
difficult for the nonlinear problem in general. Hence it is useful to study the problem under
a simple geometrical setting and to understand a typical fluid structure that describes these
two competitive mechanisms; localizing and stabilizing effects on the one hand, and the
presence of a rapid flow and the boundary layer created by the fast motion of the obstacle
on the other hand.
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In this paper we study two dimensional flows around a rotating obstacle assuming that
the obstacle is a unit disk centered at the origin, in the case when the rotation speed is
sufficiently fast and the Reynolds number is high. Note that in a three dimensional setting,
these flows are considered as a model for two dimensional flows around a rotating infinite
cylinder with a uniform cross section which is a unit disk.
Let us formulate our problem mathematically. For notational convenience we first state
the problem when the obstacle has a general shape. Let us consider the following Navier-
Stokes equations for viscous incompressible flows in two dimensions:
{
∂tw −∆w + w · ∇w +∇φ = g , divw = 0 , t > 0 , y ∈ Ω(t) ,
w = αy⊥ , t > 0 , y ∈ ∂Ω(t) . (1.1)
Here w = w(y, t) = (w1(y1, y2, t), w2(y1, y2, t))
⊤ and φ = φ(y, t) are respectively the
unknown velocity field and pressure field, and g(y, t) = (g1(y, t), g2(y, t))
⊤ is an external
force. The vector y⊥ is defined as y⊥ = (−y2, y1)⊤. Here M⊤ denotes the transpose of a
matrixM . The domain Ω(t) is given by
Ω(t) :=
{
y ∈ R2 | y = O(αt)x , x := (x1, x2)⊤ ∈ Ω
}
,
O(αt) :=
(
cosαt − sinαt
sinαt cosαt
)
,
(1.2)
where Ω is an exterior domain in R2 and its complement Ωc := R2 \ Ω describes the ob-
stacle at initial time, while the real number α represents the rotation speed of the obstacle.
The condition w(t, y) = αy⊥ on the boundary ∂Ω(t) represents the noslip boundary con-
dition. Taking into account the rotation of the obstacle, we introduce the following change
of variables and unknowns:
y = O(αt)x , u(x, t) = O(αt)⊤w(y, t) , p(x, t) = φ(y, t) , f(x, t) = O(αt)⊤g(y, t) .
Then (1.1) is equivalent to the equations in the time-independent domain Ω:{
∂tu−∆u− α(x⊥ · ∇u− u⊥) +∇p = −u · ∇u+ f , div u = 0 , t > 0 , x ∈ Ω ,
u = αx⊥ , t > 0 , x ∈ ∂Ω .
We are interested in stationary solutions to this system when the obstacle Ωc is a unit disk
centered at the origin, and therefore we assume that f is independent of t and consider the
elliptic system
−∆u− α(x⊥ · ∇u− u⊥) +∇p = −u · ∇u+ f , x ∈ Ω ,
div u = 0 , x ∈ Ω ,
u = αx⊥ , x ∈ ∂Ω ,
(NSα)
with Ω := {x ∈ R2 | |x| > 1}. We note that in the original coordinates the stationary
solution to (NSα) gives a specific time periodic flow with a periodicity
2π
|α| . Due to the
symmetry of the domain there is an explicit stationary solution to (NSα) when f = 0:(
αU,α2∇P ) with U(x) := x⊥|x|2 , P (x) := − 12|x|2 · (1.3)
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Thus it is natural to consider an expansion around this explicit solution. By using the iden-
tity u · ∇u = 12∇|u|2 + u⊥rot u with rotu := ∂1u2 − ∂2u1 and rotU = 0 for x 6= 0, the
equations for v := u− αU are written as
−∆v − α(x⊥ · ∇v − v⊥) +∇q + αU⊥rot v = −v⊥rot v + f , x ∈ Ω ,
div v = 0 , x ∈ Ω ,
v = 0 , x ∈ ∂Ω .
(N˜Sα)
The goal of this paper is to show the existence and uniqueness of solutions to (N˜Sα) for
arbitrary α ∈ R \ {0} under a suitable condition on the given external force f in terms of
regularity and summability, and moreover, we shall give a detailed qualitative analysis for
the fast rotation case |α| ≫ 1.
Before stating our results let us recall known mathematical results related to this prob-
lem. Flows around a rotating obstacle have been studied mainly for the three dimensional
case. Borchers [2] proved the existence of global weak solutions for the nonstationary
problem, and the existence and uniqueness of local in time regular solutions is shown by
Hishida [15] and Geissert, Heck, and Hieber [11]. Global strong solutions for small data
are obtained by Galdi and Silvestre [10]. The spectrum of the linear operator related to
this problem is studied by Hishida [16], and Farwig and Neustupa [7]. The existence of
stationary solutions to the three dimensional problem is proved in [2], Galdi [8], Silvestre
[20], and Farwig and Hishida [4]. In particular, [8] constructs stationary flows with a decay
of order O(|x|−1), while [4] discusses the weak L3 framework. The asymptotic profiles
of these stationary flows at spatial infinity are studied by Farwig and Hishida [5, 6] and
Farwig, Galdi, and Kyed [3], where it is proved that the asymptotic profiles are described
by the Landau solutions, which are stationary self-similar solutions to the Navier-Stokes
equations in R3 \ {0}. The stability of small stationary solutions has been well studied in
the three-dimensional case. Indeed, the global L2 stability is proved in [10] and local L3
stability is obtained by Hishida and Shibata [18].
All the results mentioned above are for the three dimensional case. So far there have
been only few results in the two dimensional case. Hishida [17] revealed the asymptotic be-
havior of the stationary Stokes flow around a rotating obstacle, and showed that the rotation
of the obstacle leads to the resolution of the Stokes paradox as in the case of the translation
of the obstacle. On the other hand, the linear result in [17] was not sufficient to solve the
nonlinear problem due to the nature of the singular perturbation limit α → 0 which is spe-
cific to the two dimensional case. Recently the linear result of [17] was extended by Higaki,
Maekawa, and Nakahara [12], where the existence and uniqueness of solutions to (NSα)
decaying at the scale-critical order O(|x|−1) was also proved when the rotation speed α is
sufficiently small and the external force f is of a divergence form f = divF for some F
which is small in a scale critical norm. Moreover, the leading profile at spatial infinity was
shown to be C x
⊥
|x|2 for some constant C under an additional decay condition on F such
as F = O(|x|−2−r) with r > 0, which is compatible with the work of [17] for the Stokes
case. The stability of these stationary solutions, though they are small in a scale-critical
norm, is a difficult problem and is still largely open in the two dimensional case. The only
known result is by Maekawa [19] for a specific case, which shows the local L2 stability
of the explicit solution (1.3) in the original frame (1.1) when α is small enough and Ω is
the exterior to the unit disk as assumed in this paper. Few results are known in the case of
nonsmall α. As a related work in this direction, Hillairet and Wittwer [14] established the
existence of stationary solutions to (1.1) for large |α| when Ω(t) = {y ∈ R2 | |y| > 1} as in
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this paper, although in [14] the boundary condition is αy⊥ + b instead of αy⊥, with some
time-independent given data b and the external force f is assumed to be zero. In [14] the
stationary solution is constructed around (1.3) when |α| is large and b is small. Our problem
is in fact essentially different from the one discussed in [14]. Indeed, the stationary solution
to (NSα) is a time periodic solution in the original frame (1.1), and therefore, the result
in [14] is not applicable to our problem and vice versa. The reader is also referred to [13]
for a model problem of (NSα) formulated in the whole plane R
2, where the existence and
uniqueness of stationary solutions is proved when α 6= 0. However, the argument in [13]
relies on the absence of physical boundary, and the key mechanism originating from the
boundary is not analyzed.
Let us now return to (N˜Sα). The novelty of the results in this paper is the followings:
(1) Existence and uniqueness of solutions to (N˜Sα) for arbitrary α ∈ R \ {0}.
(2) Relaxed summability condition on f and on the class of solutions, allowing slow spatial
decay with respect to scaling.
(3) Qualitative analysis of solutions in the fast rotation case |α| ≫ 1.
As for (1), the result is new compared with [12] in which the stationary solutions are ob-
tained only for nonzero but small |α|, though there is no restriction on the shape of the
obstacle in [12]. The reason why we can construct solutions for all nonzero α is a remark-
able coercive estimate for the term −α(x⊥ · ∇v − v⊥) + αU⊥rot v in polar coordinates;
see (1.18) below. As for (2), we note that the given data f and the class of solutions in [12]
are in a scale critical space. A typical behavior for f assumed in [12] is that f = divF
with F (x) = O(|x|−2), and then the solution v satisfies the estimate |v(x)| ≤ C|x|−1
for |x| ≫ 1. In this paper the summability condition on f is much weaker than this scaling,
see (1.6) below. Moreover, the radial part of the solution constructed in this paper only
behaves like o(1) as |x| → ∞ in general, which is considerably slow, while the nonradial
part of the solution belongs to L2(Ω) which is just in the scale critical regime. The point (3)
is important both physically and mathematically. Understanding the fluid structure around
the fast rotating obstacle up to the boundary is one of the main subjects of this paper, and
we show the appearance of a boundary layer as well as an axisymmetrization mechanism
due to the fast rotation of the obstacle.
Let us state our functional setting. Due to the symmetry of the domain it is natural to
introduce the relevant function spaces in terms of polar coordinates. As usual, we set
x1 = r cos θ , x2 = r sin θ , r = |x| ≥ 1 , θ ∈ [0, 2π) ,
er =
x
|x| , eθ =
x⊥
|x| = ∂θer ,
and
v = vr er + vθ eθ , vr = v · er , vθ = v · eθ .
Next, for each n ∈ Z, we denote by Pn the projection on the Fourier mode n with respect
to the angular variable θ:
Pnv := vr,neinθer + vθ,neinθeθ , (1.4)
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where
vr,n(r) :=
1
2π
∫ 2π
0
vr(r cos θ, r sin θ)e
−inθ dθ ,
vθ,n(r) :=
1
2π
∫ 2π
0
vθ(r cos θ, r sin θ)e
−inθ dθ .
We also set form ∈ N ∪ {0},
Qmv :=
∞∑
|n|=m+1
Pnv . (1.5)
For notational convenience we will often write vn for Pnv. Each Pn is an orthogonal pro-
jection in L2(Ω)2, and the space L2σ(Ω) := {f ∈ C∞0 (Ω)2 | div f = 0}
L2(Ω)2
is invariant
under the action of Pn. Note that v0 := P0v is the radial part of v, and thus, Q0v is the
nonradial part of v. We will set PnL2(Ω)2 := {f ∈ L2(Ω)2 | f = Pnf}, and similar
notation will be used for L2σ(Ω) and Q0. A vector field f in Ω is formally identified with
the pair (P0f,Q0f). Then, for the class of external forces we introduce the product space
Y := P0L1(Ω)2 ×Q0L2(Ω)2 . (1.6)
For the class of solutions we set
X := P0W 1,∞0 (Ω)2 ×Q0W 1,20 (Ω)2 . (1.7)
HereW 1,r0 (Ω) := {f ∈ W 1,r(Ω) | f = 0 on ∂Ω} for 1 < r ≤ ∞. Our first result is stated
as follows.
Theorem 1.1 There exists γ > 0 such that the following statements hold.
(i) Let 0 < |α| < 1. Then for any external force f = (P0f,Q0f) ∈ Y satisfying
‖(P0f)θ‖L1(Ω) ≤ γ|α| , ‖Q0f‖L2(Ω) ≤ γ|α|2 , (1.8)
there exists a solution v ∈ X ∩L∞(Ω)2 ∩W 2,1loc (Ω)2 to (N˜Sα) with a suitable pressure q ∈
W 1,1loc (Ω), and v satisfies
‖P0v‖L∞(Ω) +
∥∥∇P0v∥∥L∞(Ω) ≤ C‖(P0f)θ‖L1(Ω) + C|α| 32 ‖Q0f‖2L2(Ω) , (1.9)
‖Q0v‖L2(Ω) ≤
C
|α| ‖Q0f‖L2(Ω) , (1.10)∑
|n|≥1
‖Pnv‖L∞(Ω) ≤
C
|α| 34
‖Q0f‖L2(Ω) , (1.11)
‖∇Q0v‖L2(Ω) ≤
C
|α| 12
‖Q0f‖L2(Ω) . (1.12)
This solution is unique in a suitable closed convex set in X (see Subsection 4.2 for the
precise description).
(ii) Let |α| ≥ 1. Then for any external force f = (P0f,Q0f) ∈ Y satisfying
‖(P0f)θ‖L1(Ω) ≤ γ , ‖Q0f‖L2(Ω) ≤ γ , (1.13)
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there exists a solution v ∈ X ∩ L∞(Ω)2 ∩ W 2,1loc (Ω)2 to (N˜Sα) with a suitable pressure
q ∈W 1,1loc (Ω), and v satisfies
‖P0v‖L∞(Ω) +
∥∥∇P0v∥∥L∞(Ω) ≤ C‖(P0f)θ‖L1(Ω) + C|α| 12 ‖Q0f‖2L2(Ω) , (1.14)
‖Q0v‖L2(Ω) ≤
C
|α| 12
‖Q0f‖L2(Ω) , (1.15)∑
|n|≥1
‖Pnv‖L∞(Ω) ≤
C
|α| 14
‖Q0f‖L2(Ω) , (1.16)
‖∇Q0v‖L2(Ω) ≤ C‖Q0f‖L2(Ω) . (1.17)
This solution is unique in a suitable subset of X.
Note that the summability of f assumed in Theorem 1.1 is much weaker than the scale-
critical one. For the radial part P0v we can show lim|x|→∞ |P0v(x)| = 0 but there is no
rate in general under the assumptions of Theorem 1.1. Theorem 1.1 already exhibits the
axisymmetrizing effect of the fast rotating obstacle in L2 and L∞, which will be further
extended in Theorems 1.2 and 1.3 below. The proof of Theorem 1.1 consists in two ingre-
dients: the analysis of the linearized problem (Sα) (defined and studied in Section 3), and
the estimate of the interaction between the radial part and the nonradial part in the nonlinear
problem (see Section 4). The linear result used in Theorem 1.1 is stated in Proposition 3.1,
and the proof is based on an energy method. Although the proof of the linear result is not
so difficult, there is a key observation for the term −α(x⊥ ·∇v− v⊥)+αU⊥rot v. Indeed,
for the linearized problem (Sα) the energy computation for vn = Pnv with n 6= 0 gives the
key identity
αn
(
‖vr,n‖2L2(Ω) − (1−
2
n2
)
∥∥vr,n
r
∥∥2
L2(Ω)
+ ‖vθ,n‖2L2(Ω) −
∥∥vθ,n
r
∥∥2
L2(Ω)
)
= −ℑ〈fn , vn〉L2(Ω) .
(1.18)
Here fn denotes Pnf and the norm ‖g‖L2(Ω) for the function g : [1,∞) → C is defined
as (2π)
1
2‖g‖L2((1,∞);r dr). The key point here is that the bracket in (1.18) is nonnegative
and provides a bound for ‖
√
|x|2−1
|x| vn‖2L2(Ω) since Ω = {|x| > 1}. Then by combining with
an interpolation inequality of the form
‖g‖L2(Ω) ≤ C‖∂rg‖
1
3
L2(Ω)
∥∥√r2 − 1
r
g
∥∥ 23
L2(Ω)
+ C
∥∥√r2 − 1
r
g
∥∥
L2(Ω)
(1.19)
for any scalar function g ∈ W 1,2((1,∞); r dr) and the dissipation from the Laplacian in
the energy computation, we can close the energy estimate for all α 6= 0. The proof of (1.19)
is given in Appendix B. In solving the nonlinear problem the key observation is that the
product of the radial parts in the nonlinear term can always be written in a gradient form
and thus regarded as a pressure term, which yields the identity
v⊥rot v = v⊥0 rotQ0v + (Q0v)⊥rot v0 + (Q0v)⊥rotQ0v +∇q˜ (1.20)
for a suitable q˜. Since P0
(
v⊥0 rotQ0v+(Q0v)⊥rot v0
)
= 0 as long asQ0v ∈W 1,20 (Ω)2 the
radial part of the velocity in the right-hand side of (1.20) (neglecting∇q˜) belongs toL1(Ω)2,
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which is the same summability as the space Y . This is a brief explanation for the reason
why we can close the nonlinear estimate and solve (N˜Sα) in X for a source f ∈ Y .
Our second result is focused on the fast rotation case |α| ≫ 1. In this regime there are
three fundamental mechanisms in our system:
(I) an axisymmetrization due to the fast rotation of the obstacle,
(II) the presence of a boundary layer for the nonradial part of the flow due to the noslip
boundary condition,
(III) the diffusion in high angular frequencies due to the viscosity.
(I) and (II) are potentially in a competitive relation, for the noslip boundary condition
and the boundary layer can suppress the effect of the fast rotation to some extent.
(II) and (III) are also competitive. Indeed, it is natural that if the viscosity is strong
enough then the boundary layer is diffused and is no longer observable. The important
task here is to determine the regime of angular frequencies in which the boundary layer
appears, and to estimate the thickness of the boundary layer. We show that the bound-
ary layer appears in the regime 1 ≤ |n| ≪ O(|α| 12 ), and the thickness of the bound-
ary layer is (2|αn|)− 13 for each n in this regime. In constructing the boundary layer the
term αU⊥rot v plays a crucial role as well as the term −α(x⊥ · ∇v − v⊥). In fact, if we
drop the term αU⊥rot v as a model problem then the thickness of the boundary layer aris-
ing from the rotation term −α(x⊥ · ∇v − v⊥) is |αn|− 12 , and the leading boundary layer
profile is simply described by exponential functions. The term αU⊥rot v leads to a signif-
icant change both in the thickness and in the profile of the boundary layer, and we need to
introduce the Airy function to describe the profile of the boundary layer associated with the
term −α(x⊥ · ∇v − v⊥) + αU⊥rot v.
By performing the boundary layer analysis we can improve the result stated in (ii) of
Theorem 1.1 in the regime |α| ≫ 1, which is briefly described as follows.
Theorem 1.2 There exists γ > 0 such that the following statement holds. For all suffi-
ciently large |α| ≥ 1 and for any external force f = (P0f,Q0f) ∈ Y satisfying
‖(P0f)θ‖L1(Ω) ≤ γ|α|
1
3 , ‖Q0f‖L2(Ω) ≤ γ|α|
1
3 , (1.21)
there exists a solution v ∈ X ∩ L∞(Ω)2 ∩ W 2,1loc (Ω)2 to (N˜Sα) with a suitable pressure
q ∈W 1,1loc (Ω), and v satisfies
‖P0v‖L∞(Ω) + ‖∇P0v‖L∞(Ω) ≤ C‖(P0f)θ‖L1(Ω) +
C
|α| ‖Q0f‖
2
L2(Ω) , (1.22)
‖Q0v‖L2(Ω) ≤
C
|α| 23
‖Q0f‖L2(Ω) , (1.23)
∑
|n|≥1
‖Pnv‖L∞(Ω) ≤
C
(
log |α|) 12
|α| 12
‖Q0f‖L2(Ω) , (1.24)
‖∇Q0v‖L2(Ω) ≤
C
|α| 13
‖Q0f‖L2(Ω) . (1.25)
This solution is unique in a suitable subset of X.
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By fixing the external force f we can state Theorem 1.2 in a different but more convenient
way to understand the qualitative behavior of solutions in the fast rotation limit.
Theorem 1.3 For any f = (P0f,Q0f) ∈ Y there is α0 = α0(‖f‖Y ) ≥ 1 such that the
following statements hold. If |α| ≥ α0 then there exists a solution v = v(α) ∈ X∩W 2,1loc (Ω)2
to (N˜Sα) with a suitable pressure q
(α) ∈W 1,1loc (Ω), and v(α) satisfies
‖v(α) − vlinear0 ‖L∞(Ω) ≤
C(log |α|) 12
|α| 12
· (1.26)
Here vlinear0 is the solution to the linearized problem (Sα) defined in page 11 with f replaced
by P0f which is in fact independent of α, and C depends only on ‖f‖Y . Moreover, there
exists κ > 0 independent of α and f such that if 1 ≤ |n| ≤ κ|α| 12 then v(α)n = Pnv(α) is
written in the form
v(α)n = v
(α),slip
n + v
(α),slow
n + v
(α)
n,BL + v˜
(α)
n . (1.27)
Here v
(α),slip
n satisfies v
(α),slip
n,r = rot v
(α),slip
n = 0 on ∂Ω, v
(α),slow
n is irrotational in Ω,
and v
(α)
n,BL possesses a boundary layer structure with the boundary layer thickness |2αn|−
1
3 .
Finally the following estimates hold:
‖v(α),slipn ‖L2(Ω) + ‖v(α),slown ‖L2(Ω) + ‖v(α)n,BL‖L2(Ω) ≤
C
|αn| 23
,
while v˜
(α)
n is a remainder which satisfies
‖v˜(α)n ‖L2(Ω) ≤
C
|αn| ·
Here the constant C depends only on ‖f‖Y .
By going back to (NSα), Theorems 1.2 and 1.3 show that there exists a unique solu-
tion u = u(α) which satisfies
‖u(α) − αU − vlinear0 ‖L∞(Ω) ≤
C(log |α|) 12
|α| 12
, |α| ≫ 1 . (1.28)
The expansion (1.28) verifies the axisymmetrizing effect (measured in L∞) due to the fast
rotation. The logarithmic factor (log |α|) 12 is simply due to the regularity of f , and if f has
more regularity such as
∑
n 6=0 ‖Pnf‖sL2(Ω) < ∞ for some s < 2 then the factor (log |α|)
1
2
in (1.26) and (1.28) can be dropped. Moreover, the power |α|− 12 can be also improved by
assuming enough regularity of f . For example, ifQ0f ∈W 1,20 (Ω)2 in addition, then |α|−
1
2
is replaced by |α|− 34 , though we do not go into the detail on this point. The new ingredient
of the proof of Theorems 1.2 and 1.3 is stated in Proposition 3.2 and consists in refined
estimates for the linearized problem (Sα). The nonlinear problem is handled exactly in the
same manner as in the proof of Theorem 1.1. For (Sα) we observe that in polar coordinates
the angular mode n of the streamfunction satisfies the ODE in r ∈ (1,∞)(
d2
dr2
+
1
r
d
dr
− n
2
r2
+ iαn
(
1− 1
r2
))( d2
dr2
+
1
r
d
dr
− n
2
r2
)
ψn = 0 , (1.29)
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with the boundary condition ψn(1) =
dψn
dr (1) = 0 when |n| ≥ 1. The thickness of the
boundary layer originating from the fast rotation is determined by the balance between d
2
dr2
and iαn(1− 1
r2
) ≈ 2iαn(r−1) near r = 1 as long as the dissipation −n2
r2
≈ −n2 is moder-
ate. This implies that the thickness is |2αn|− 13 . Then the regime of n where the dissipation
is relatively moderate is estimated from the condition n2 ≪ d2
dr2
≈ O(|αn| 23 ), which leads
to |n| ≪ O(|α| 12 ). From this observation we employ the boundary layer analysis when the
angular frequency n satisfies 1 ≤ |n| ≪ O(|α| 12 ), while we just apply Proposition 3.1 in
the regime |n| ≥ O(|α| 12 ) where the boundary layer due to the fast rotation is no longer
present. In the regime 1 ≤ |n| ≪ O(|α| 12 ) we first consider (Sα) with f = Pnf but under
the slip boundary condition vr,n = rot vn = 0 on ∂Ω. The estimate of this slip solution
is obtained by the energy method for the vorticity equations thanks to the boundary con-
dition rot vn = 0 on ∂Ω. The key point is that the term U
⊥rot in the velocity equation
becomes U · ∇ in the vorticity equation which is antisymmetric because of divU = 0, and
thus, it is easy to apply the energy method for the vorticity under the slip boundary condi-
tion. The noslip solution is then obtained by correcting the boundary condition. To this end
we construct the boundary layer solution called the fast mode. The leading profile of the
boundary layer is given by a suitable integral of the Airy function. In order to recover the
noslip boundary condition, the fact that
∫ ∞
0
Ai(s) ds 6= 0 is crucial and it plays the role
of a nondegeneracy condition in our construction of the solution. This construction gives
a formula as in (1.27) for the solution to (Sα). Compared with Proposition 3.1, which is
based only on an energy computation for the velocity field, the estimate of the n mode vn
is drastically improved for 1 ≤ |n| ≪ O(|α| 12 ) thanks to the boundary layer analysis. On
the other hand, in the regime |n| ≥ O(|α| 12 ), Proposition 3.1 for the noslip solution already
gives the same decay estimates as in Proposition 3.4 for the slip solution, as expected.
This paper is organized as follows. In Section 2 we recall some basic facts on operators
and vector fields in polar coordinates. In Section 3 the linearized problem (Sα) is studied.
This section is the core of the paper. In Subsection 3.1 we prove the linear estimates which
are valid for all α ∈ R \ {0}. These are summarized in Proposition 3.1. Subsection 3.2 is
devoted to the linear analysis for the case |α| ≫ 1, and the main result of this section is
Proposition 3.2. The nonlinear problem is discussed in Section 4. Some basics on the Airy
function and the proof of the interpolation inequality (1.19) are given in the appendix.
2 Preliminaries
In this preliminary section we state basic results on some differential operators and vector
fields in polar coordinates.
9
2.1 Operators in polar coordinates
The following formulas will be used frequently:
div v = ∂1v1 + ∂2v2 =
1
r
∂r(rvr) +
1
r
∂θvθ , (2.1)
rot v = ∂1v2 − ∂2v1 = 1
r
∂r(rvθ)− 1
r
∂θvr , (2.2)
|∇v|2 = |∂rvr|2 + |∂rvθ|2 + 1
r2
(|∂θvr − vθ|2 + |vr + ∂θvθ|2) , (2.3)
and
−∆v =
(
− ∂r
(1
r
∂r(rvr)
)− 1
r2
∂2θvr +
2
r2
∂θvθ
)
er
+
(
− ∂r
(1
r
∂r(rvθ)
) − 1
r2
∂2θvθ −
2
r2
∂θvr
)
eθ ,
(2.4)
er · ∇v = (∂rvr) er + (∂rvθ) eθ ,
eθ · ∇v = ∂θvr − vθ
r
er +
∂θvθ + vr
r
eθ .
In particular, we have
x⊥ · ∇v − v⊥ = |x|(eθ · ∇v)− (vre⊥r + vθe⊥θ )
= (∂θvr − vθ) er + (∂θvθ + vr) eθ −
(
vre
⊥
r + vθe
⊥
θ
)
= ∂θvr er + ∂θvθ eθ . (2.5)
From (2.3) and the definition of Pn in (1.4) it follows that for n ∈ N ∪ {0} and for v
inW 1,2(Ω)2,
‖∇v‖2L2(Ω) =
∑
n∈Z
‖∇Pnv‖2L2(Ω) ,
|∇Pnv|2 = |∂rvr,n|2 + 1 + n
2
r2
|vr,n|2
+ |∂rvθ,n|2 + 1 + n
2
r2
|vθ,n|2 − 4n
r2
ℑ(vθ,nvr,n) .
In particular, we have
|∇Pnv|2 ≥ |∂rvr,n|2 + (|n| − 1)
2
r2
|vr,n|2 + |∂rvθ,n|2 + (|n| − 1)
2
r2
|vθ,n|2 , (2.6)
and thus, from the definition of Qm in (1.5),
‖∇Qmv‖2L2(Ω) ≥ ‖∂r(Qmv)r‖2L2(Ω) + ‖∂r(Qmv)θ‖2L2(Ω) +m2‖
v
|x|‖
2
L2(Ω) .
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2.2 The Biot-Savart law in polar coordinates
For a given scalar field ω in Ω, the streamfunction ψ is formally defined as the solution to
the Poisson equation: −∆ψ = ω in Ω, ψ = 0 on ∂Ω. For n ∈ Z and ω ∈ L2(Ω) we set
Pnω := 1
2π
∫ 2π
0
ω(r cos s, r sin s)e−ins ds einθ ,
ωn :=
(Pnω)e−inθ . (2.7)
By using the Laplace operator in polar coordinates, the Poisson equation for the Fourier
mode n is given by
Hnψn := −ψ′′n −
1
r
ψ
′
n +
n2
r2
ψn = ωn , r > 1 , ψn(1) = 0 . (2.8)
Let |n| ≥ 1. Then the solution ψn = ψn[ωn] to the ordinary differential equation (2.8)
decaying at spatial infinity is formally given as
ψn[ωn](r) =
1
2|n|
(
− dn[ωn]
r|n|
+
1
r|n|
∫ r
1
s1+|n|ωn(s) ds+ r|n|
∫ ∞
r
s1−|n|ωn(s) ds
)
,
dn[ωn] :=
∫ ∞
1
s1−|n|ωn(s) ds .
The Biot-Savart law Vn[ωn] is then written as
Vn[ωn] := Vr,n[ωn] e
inθ
er + Vθ,n[ωn] e
inθ
eθ ,
Vr,n[ωn] :=
in
r
ψn[ωn] , Vθ,n[ωn] := − d
dr
ψn[ωn] .
(2.9)
The velocity Vn[ωn] is well defined at least when r
1−|n|ωn ∈ L1((1,∞)), and it is straight-
forward to see that
div Vn[ωn] = 0 , rotVn[ωn] = ωn e
inθ in Ω ,
er · Vn[ωn] = 0 on ∂Ω .
(2.10)
The condition r1−|n|ωn ∈ L1((1,∞)) is automatically satisfied when ω ∈ L2(Ω) and |n| ≥
2. When |n| = 1 the integral in the definition ofψn[ωn] does not always converge absolutely
for general ω ∈ L2(Ω). However, it is well-defined if ω = rotu for some u ∈ W 1,2(Ω)2,
for one can apply the integration by parts that ensures the convergence of lim
N→∞
∫ N
r
ωn dr
even when |n| = 1. As a result, we can check that for any solenoidal vector field v
in L2σ(Ω) ∩ W 1,2(Ω)2, the n mode vn = Pnv is expressed in terms of its vorticity ωn
by the formula (2.9) when |n| ≥ 1.
3 Analysis of the linearized system
The linearized system around αU for (N˜Sα) is
−∆v − α(x⊥ · ∇v − v⊥) +∇q + αU⊥rot v = f , x ∈ Ω ,
div v = 0 , x ∈ Ω ,
v = 0 , x ∈ ∂Ω .
(Sα)
In this section we study (Sα) for α ∈ R \ {0}.
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3.1 General estimate
In this subsection we establish estimates on solutions to (Sα) that are valid for all α 6= 0.
For convenience we set for scalar functions g, h : [1,∞)→ C,
〈g, h〉L2(Ω) := 2π
∫ ∞
1
g(r)h(r)r dr , ‖g‖2L2(Ω) := 2π
∫ ∞
1
|g(r)|2r dr .
Before going into details let us give a remark on the verification of the energy argument.
Let us assume that f ∈ L2(Ω)2 and v ∈ W 1,20 (Ω)2 ∩W 2,2loc (Ω)2 is a solution to (Sα) for
some q ∈ W 1,2loc (Ω). We have to be careful when applying the energy argument due to the
presence of the term x⊥ · ∇v in the first equation of (Sα), for this term involves a linearly
growing coefficient, and therefore it is not clear whether the inner product 〈x⊥ ·∇v, v〉L2(Ω)
makes sense or not. A similar difficulty appears in taking the inner product 〈∇q, v〉L2(Ω),
since we are assuming only q ∈ W 1,2loc (Ω). The most convenient way to overcome this
difficulty is to consider the equation for vn := Pnv, which is identified with (vr,n, vθ,n).
Note that vr,n, vθ,n ∈ W 1,20 ((1,∞); r dr) ∩W 2,2loc ([1,∞)) if v ∈ W 1,20 (Ω)2 ∩W 2,2loc (Ω)2.
Let us denote by ωn = ωn(r) the n mode of the vorticity of v in the polar coordinates,
i.e., ωn(r) = (rotPnv)e−inθ. Similarly, we set qn = qn(r) = (Pnq)e−inθ , where the
projection Pn for the scalar q is defined as
Pnq := 1
2π
∫ 2π
0
q(r cos s, r sin s)e−ins ds einθ .
Then, from (2.4) and (2.5), vr,n and vθ,n obey the following equations:
−∂r
(1
r
∂r(rvr,n)
)
+
n2
r2
vr,n +
2in
r2
vθ,n − iαnvr,n − αωn
r
+ ∂rqn = fr,n , (3.1)
−∂r
(1
r
∂r(rvθ,n)
)
+
n2
r2
vθ,n − 2in
r2
vr,n − iαnvθ,n + inqn = fθ,n , (3.2)
together with the divergence free condition ∂r(rvr,n)+ invθ,n = 0 and the noslip boundary
condition vr,n(1) = vθ,n(1) = 0. Then the key observation is that the factor −iαn is now
regarded as a resolvent parameter, and by setting λ := −iαn, the above system is equivalent
to
(λ−∆)vn +∇Pnq + αU⊥rot vn = fn , x ∈ Ω , (3.3)
with div vn = 0 and vn|∂Ω = 0, where fn = Pnf ∈ PnL2(Ω)2. Indeed, system (3.3) in
polar coordinates is exactly (3.1) and (3.2). The key point is that there is no term involving
a linearly growing coefficient in (3.3), and therefore we can apply the standard regularity
theory of the Stokes resolvent system with a resolvent parameter λ. Let us assume that n 6=
0. Then λ 6= 0 since we are assuming that α 6= 0. If vn ∈ L2σ(Ω) ∩W 1,20 (Ω)2 ∩W 2,2loc (Ω)2
and Pnq ∈ W 1,2loc (Ω) is a solution to (3.3), then (vn,Pnq) is a weak solution to the Stokes
system with source term fn − αU⊥rot vn which clearly belongs to L2(Ω)2, and thus, the
regularity theory of the Stokes system implies that vn ∈ W 2,2(Ω)2 and ∇Pnq ∈ L2(Ω)2.
In this way we can recover the summability of ∇2vn,∇Pnq ∈ L2(Ω)2. Then, by going
back to the system (3.1) and (3.2), we also find that qn ∈ L2((1,∞); r dr) from (3.2), for
all the other terms in (3.2) belong to L2([1,∞); r dr). As a summary, for any solution v ∈
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L2σ(Ω) ∩W 1,20 (Ω)2 ∩W 2,2loc (Ω)2 and q ∈ W 1,2loc (Ω) to (Sα), we can rigorously verify the
energy computation for the system (3.1)-(3.2) in each n mode (vr,n, vθ,n) with n 6= 0.
The estimate for the 0 mode is handled in a different way from the energy method, and is
discussed in Subsection 3.1.1 below.
Our main result in this subsection is stated as follows. Let us recall that the projection Q0
is defined as Q0 :=
∑
n 6=0 Pn.
Proposition 3.1 Let α ∈ R \ {0}.
(i) For any external force f0 ∈ P0L1(Ω)2 the system (Sα) admits a unique solution (v0,∇q)
with v0 ∈ P0L∞(Ω)2 ∩W 1,∞0 (Ω)2, ∇2v0 ∈ L1loc(Ω)2×2, q ∈ W 1,1loc (Ω). Moreover, v0 =
vθ,0eθ and
‖v0‖L∞(Ω) +
∥∥|x|∇v0∥∥L∞(Ω) ≤ C‖fθ,0‖L1(Ω) . (3.4)
Here fθ,0 := f0 · eθ and C is independent of α.
(ii) For any external force f ∈ Q0L2(Ω)2 the system (Sα) admits a unique solution (v,∇q)
with v ∈ Q0L2σ(Ω) ∩ W 1,20 (Ω)2 ∩ W 2,2loc (Ω)2 and q ∈ W 1,2loc (Ω). Moreover, vn = Pnv
satisfies the following estimates: if 1 ≤ |n| < 1 +√2|α| then
‖vn‖L2(Ω) ≤
C
|α| 12
( 1
|n| +
1
|α| 12
)‖fn‖L2(Ω) , (3.5)
∥∥√|x|2 − 1
|x| vn
∥∥
L2(Ω)
≤ C
|αn| 12 |α| 14
( 1
|n| +
1
|α| 12
) 1
2 ‖fn‖L2(Ω) , (3.6)
‖vn‖L∞(Ω) ≤
C
|α| 14
( 1
|n| +
1
|α| 12
)‖fn‖L2(Ω) , (3.7)
‖∇vn‖L2(Ω) ≤ C
( 1
|n| +
1
|α| 12
)‖fn‖L2(Ω) , (3.8)
while if |n| ≥ 1 +√2|α| then
‖vn‖L2(Ω) ≤
C
|n|
( 1
|n| +
1
|α|
)‖fn‖L2(Ω) , (3.9)∥∥√|x|2 − 1
|x| vn
∥∥
L2(Ω)
≤ C
|αn| 12 |n| 12
( 1
|n| +
1
|α|
) 1
2 ‖fn‖L2(Ω) , (3.10)
‖vn‖L∞(Ω) ≤
C
|n| 34
( 1
|n| +
1
|α|
) 3
4 ‖fn‖L2(Ω) , (3.11)
‖∇vn‖L2(Ω) ≤
C
|n| 12
( 1
|n| +
1
|α|
) 1
2 ‖fn‖L2(Ω) . (3.12)
Finally if |α| ≫ 1 and |n| = O(|α| 12 ) then
‖vn‖L2(Ω) ≤
C
|α| ‖fn‖L2(Ω) , (3.13)
‖vn‖L∞(Ω) ≤
C
|α| 34
‖fn‖L2(Ω) , (3.14)
‖∇vn‖L2(Ω) ≤
C
|α| 12
‖fn‖L2(Ω) . (3.15)
Here fn := Pnf and C is independent of n and α.
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3.1.1 Structure and estimate of the 0mode
Firstly we observe that if v0 satisfies v0 ∈ P0L∞(Ω)2∩W 1,∞0 (Ω)2 then the divergence-free
condition in polar coordinates (2.1) implies that
d(rvr,0)
dr
= 0 ,
and thus, vr,0 =
C
r
with some constant C . Then the noslip boundary condition leads
to C = 0, and therefore, vr,0 = 0. So it suffices to consider the angular part vθ,0. From (2.5)
we have
x⊥ · ∇v⊥0 − v⊥0 = 0 ,
and we also note that the term U⊥rot v0 in (Sα) with U⊥ = − x|x|2 is always written in a
gradient form, so can be absorbed in a pressure term.
Collecting these remarks, we see that any solution (v0,∇q) to (Sα) with f0 ∈ P0L1(Ω)2
satisfying v0 ∈ P0L∞(Ω)2 ∩ W 1,∞0 (Ω)2, ∇2v0 ∈ L1loc(Ω)2×2, q ∈ W 1,1loc (Ω) must be
written as v0 = v0,θeθ, where vθ,0 = vθ,0(r) obeys from (3.2) the ordinary differential
equation
− d
2vθ,0
dr2
− 1
r
dvθ,0
dr
+
vθ,0
r2
= fθ,0 , r > 1 , vθ,0(1) = 0 . (3.16)
The bounded solution to (3.16) is written as
vθ,0(r) =
1
2
(
− 1
r
∫ ∞
1
fθ,0 ds+
1
r
∫ r
1
s2fθ,0 ds+ r
∫ ∞
r
fθ,0 ds
)
. (3.17)
We note that
‖fθ,0‖L1(Ω) = 2π
∫ ∞
1
|fθ,0| s ds .
Thus we see from (3.17) that
‖vθ,0‖L∞(Ω) + ‖r
dvθ,0
dr
‖L∞(Ω) ≤ C‖fθ,0‖L1(Ω) ,
which implies (3.4).
3.1.2 A priori estimate of the n mode with |n| ≥ 1
Let v denote a solution to (Sα) satisfying v ∈ QL2σ(Ω) ∩W 1,20 (Ω)2 ∩W 2,2loc (Ω)2 for f ∈
Q0L2(Ω)2 with some q ∈ W 1,2loc (Ω). Then, as we have already seen in the beginning of
Section 3.1, for each n 6= 0, the n mode vn = Pnv belongs in addition to W 2,2(Ω)2
and we also have that Pnq belongs to W 1,2(Ω). Hence the energy computation below for
(vr,n, vθ,n) to the system (3.1)-(3.2) is rigorously verified. With this important remark in
mind wemultiply both sides of (3.1) by rv¯r,n and of (3.2) by rv¯θ,n and integrate over [1,∞),
which results in the following identities:
‖∇vn‖2L2(Ω) = −αℜ〈U⊥rot vn , vn〉L2(Ω) + ℜ〈fn , vn〉L2(Ω) , (3.18)
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− αn(‖vr,n‖2L2(Ω) + ‖vθ,n‖2L2(Ω))+ αℑ〈U⊥rot vn , vn〉L2(Ω) = ℑ〈fn , vn〉L2(Ω) . (3.19)
Note that U⊥(x) = − x|x|2 thus we see from rot vn = −∆ψn by definition of the stream-
function ψn for the n mode with n 6= 0,
ℜ〈U⊥rot vn , vn〉L2(Ω) = ℜ〈
1
|x|∆ψn , vr,n〉L2(Ω)
= 2πnℑ
∫ ∞
1
(∂2rψn +
1
r
∂rψn − n
2
r2
ψn)ψn
dr
r
= 4πnℑ
∫ ∞
1
1
r
∂rψn ψn
dr
r
·
This gives the bound∣∣∣ℜ〈U⊥rot vn , vn〉L2(Ω)∣∣∣ ≤ 2∥∥vr,nr ∥∥L2(Ω)∥∥vθ,nr ∥∥L2(Ω) . (3.20)
Therefore, (3.18) and (3.20) with the lower bound (2.6) imply
‖∂rvr,n‖2L2(Ω) + ‖∂rvθ,n‖2L2(Ω) +
(
(|n| − 1)2 − |α|)(‖vr,n
r
‖2L2(Ω) + ‖
vθ,n
r
‖2L2(Ω)
)
≤ |ℜ〈fn , vn〉L2(Ω)| .
(3.21)
Next we study identity (3.19). We see that
ℑ〈U⊥rot vn , vn〉L2(Ω) = ℑ〈
1
|x|∆ψn , vr,n〉L2(Ω)
= −2πnℜ
∫ ∞
1
(∂2rψn +
1
r
∂rψn − n
2
r2
ψn)ψn
dr
r
·
Integrations by parts yield
ℜ
∫ ∞
1
(∂2rψn +
1
r
∂rψn − n
2
r2
ψn)ψn
dr
r
= −
∫ ∞
1
|∂rψn|2 dr
r
+ 2ℜ
∫ ∞
1
1
r
∂rψnψn
dr
r
−
∫ ∞
1
n2|ψn|2
r2
dr
r
= −
∫ ∞
1
|∂rψn|2 dr
r
− (n2 − 2)
∫ ∞
1
|ψn|2
r2
dr
r
·
Hence,
ℑ〈U⊥rot vn , vn〉L2(Ω) = n
(‖vθ,n
r
‖2L2(Ω) + (1−
2
n2
)‖vr,n
r
‖2L2(Ω)
)
. (3.22)
Hence, (3.19) and (3.22) give
αn
(
‖vr,n‖2L2(Ω) − (1−
2
n2
)‖vr,n
r
‖2L2(Ω) + ‖vθ,n‖2L2(Ω) − ‖
vθ,n
r
‖2L2(Ω)
)
= −ℑ〈fn , vn〉L2(Ω) ,
(3.23)
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which in particular leads to∥∥√r2 − 1
r
vr,n
∥∥2
L2(Ω)
+
∥∥√r2 − 1
r
vθ,n
∥∥2
L2(Ω)
≤ 1|αn|
∣∣ℑ〈fn , vn〉L2(Ω)∣∣ , (3.24)∥∥vr,n
r
∥∥2
L2(Ω)
≤ ∣∣ n
2α
∣∣ ∣∣ℑ〈fn , vn〉L2(Ω)∣∣ . (3.25)
Then, from (3.23) and (3.25) we gather
‖vr,n‖2L2(Ω) ≤ ‖
vr,n
r
‖2L2(Ω) +
1
|αn|
∣∣ℑ〈fn , vn〉L2(Ω)∣∣
≤ (∣∣ n
2α
∣∣+ 1|αn|)∣∣ℑ〈fn , vn〉L2(Ω)∣∣
≤ ∣∣3n
2α
∣∣ ∣∣ℑ〈fn , vn〉L2(Ω)∣∣ , |n| ≥ 3 , (3.26)
while for |n| = 1, 2, a slightly finer estimate is available from (3.23):
‖vr,n‖2L2(Ω) ≤
1
|αn|
∣∣ℑ〈fn , vn〉L2(Ω)∣∣ , |n| = 1, 2 . (3.27)
To obtain the estimate of ‖vn‖L2(Ω) we first observe that the following interpolation in-
equality holds for any scalar function g ∈W 1,2((1,∞); r dr):
‖g‖L2(Ω) ≤ C‖∂rg‖
1
3
L2(Ω)
‖
√
r2 − 1
r
g‖
2
3
L2(Ω)
+ C‖
√
r2 − 1
r
g‖L2(Ω) . (3.28)
See Appendix B for the proof of (3.28). From (3.28) and (3.24) we have
|α|(‖vr,n‖2L2(Ω) + ‖vθ,n‖2L2(Ω)) ≤ C|α| 32 (∥∥√r2 − 1r vr,n∥∥2L2(Ω) + ∥∥
√
r2 − 1
r
vθ,n
∥∥2
L2(Ω)
)
+
1
4
(‖∂rvr,n‖2L2(Ω) + ‖∂rvθ,n‖2L2(Ω))
+C|α|(∥∥√r2 − 1
r
vr,n
∥∥2
L2(Ω)
+
∥∥√r2 − 1
r
vθ,n
∥∥2
L2(Ω)
)
≤ C( |α|
1
2
|n| +
1
|n|)‖fn‖L2(Ω)‖vn‖L2(Ω)
+
1
4
(‖∂rvr,n‖2L2(Ω) + ‖∂rvθ,n‖2L2(Ω)) ,
and thus,
|α|(‖vr,n‖2L2(Ω) + ‖vθ,n‖2L2(Ω))
≤ C
n2
(1 +
1
|α| )‖fn‖
2
L2(Ω) +
1
2
(‖∂rvr,n‖2L2(Ω) + ‖∂rvθ,n‖2L2(Ω)) . (3.29)
Hence (3.21) and (3.29) imply
‖∂rvr,n‖2L2(Ω) + ‖∂rvθ,n‖2L2(Ω) ≤
C
n2
(1 +
1
|α| )‖fn‖
2
L2(Ω) + 2|ℜ〈fn , vn〉L2(Ω)| . (3.30)
Then (3.29) and (3.30) yield
‖vr,n‖2L2(Ω) + ‖vθ,n‖2L2(Ω) ≤
C
|α|n2 (1 +
1
|α| )‖fn‖
2
L2(Ω) +
1
|α| ‖fn‖L2(Ω)‖vn‖L2(Ω) ,
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that is,
‖vn‖2L2(Ω) ≤ C
( 1
|α|n2 +
1
|α|2
)‖fn‖2L2(Ω) . (3.31)
This proves (3.5) and (3.13). Note that the factor 1|α|n2 dominates
1
α2
in the regime |n| ≤
O(|α| 12 ) and |α| ≥ 1. Once we have proved (3.31) the following estimates are immediately
obtained from (3.24) and (3.30):∥∥√r2 − 1
r
vr,n
∥∥2
L2(Ω)
+
∥∥√r2 − 1
r
vθ,n
∥∥2
L2(Ω)
≤ C|αn|
( 1
|α| 12 |n|
+
1
|α|
)‖fn‖2L2(Ω) , (3.32)
‖∂rvr,n‖2L2(Ω) + ‖∂rvθ,n‖2L2(Ω) ≤ C
( 1
n2
+
1
|α|
)‖fn‖2L2(Ω) . (3.33)
The constant C in (3.31), (3.32), and (3.33) is independent of |n| ≥ 1 and α. Inequality in
(3.32) proves (3.6). Moreover, (3.31) and (3.21) prove (3.8) and (3.15) since
|α|‖ vn|x| ‖
2
L2(Ω) ≤ |α|‖vn‖2L2(Ω) .
Finally (3.7) and (3.14) are obtained from the interpolation inequality for functions in the
spaceW 1,20 ((1,∞); dr).
3.1.3 A priori estimate of the n mode with |n| ≫ O(√1 + |α|)
If |n| ≥ 1 +
√
2|α| then (3.21) yields
‖∂rvr,n‖2L2(Ω) + ‖∂rvθ,n‖2L2(Ω) +
n2
8
(‖vr,n
r
‖2L2(Ω) + ‖
vθ,n
r
‖2L2(Ω)
)
≤ ∣∣ℜ〈fn , vn〉L2(Ω)∣∣ . (3.34)
Then (3.23) and (3.34) give
‖vn‖2L2(Ω) ≤ ‖
vn
|x| ‖
2
L2(Ω) +
1
|αn| ‖fn‖L2(Ω)‖vn‖L2(Ω)
≤ ( 8
n2
+
1
|αn|
)‖fn‖L2(Ω)‖vn‖L2(Ω) ,
which shows
‖vn‖2L2(Ω) ≤
( 8
n2
+
1
|αn|
)2‖fn‖2L2(Ω) . (3.35)
Note that (3.35) is better than (3.31) in the regime |n| ≫ 1 +√2|α|, while both are of the
same order in the regime |n| = O(√1 + |α|). The estimates (3.34) and (3.35) yield
‖∇vn‖2L2(Ω) ≤ C
( 1
n2
+
1
|αn|
)‖fn‖2L2(Ω) , (3.36)
while (3.24) and (3.35) lead to
‖
√
r2 − 1
r
vr,n‖2L2(Ω) + ‖
√
r2 − 1
r
vθ,n‖2L2(Ω) ≤
1
|αn|
( 8
n2
+
1
|αn|
)‖fn‖2L2(Ω) . (3.37)
Again, (3.36) and (3.37) are better than (3.33) and (3.32) in the regime |n| ≫ 1 +√2|α|.
The estimates (3.35), (3.36), and (3.37) show (3.9), (3.12), and (3.10). Then (3.11) follows
by interpolation using (3.9) and (3.12)
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3.1.4 Proof of Proposition 3.1
The statement (i) of Proposition 3.1 is proved in Subsection 3.1.1. In particular, we have
that v0 = vθ,0eθ and vθ,0 is given by the formula (3.17). It remains to prove (ii) of Proposi-
tion 3.1.
(Estimates and Uniqueness) We have already proved the a priori estimates of solutions in
Subsections 3.1.2 and 3.1.3, which give (3.5)-(3.12). The uniqueness of solutions directly
follows from these a priori estimates.
(Existence) By considering the Helmholtz-Leray projection which is bounded in L2 and
invariant under the action of Pn, we may assume that fn belongs to Q0L2σ(Ω), rather
than Q0L2(Ω)2. To show the existence of solutions we consider the operator
Aα := P∆− αPU⊥rot
in the L2 framework, where P : L2(Ω)2 → L2σ(Ω) is the Helmholtz-Leray projection and∆
is the Dirichlet Laplacian in L2(Ω). The operator P∆ is thus the standard Stokes operator
in L2σ(Ω). Let us consider the operator Aα in the invariant space PnL2σ(Ω), n 6= 0. Note that
the spectrum of the Stokes operator P∆ in PnL2σ(Ω) is included in the half real line R− =
{λ ≤ 0}, while the operator PU⊥rot is relatively compact with respect to P∆ in PnL2σ(Ω),
for U⊥ is smooth and decays at infinity. Thus, the difference between the spectrum of Aα
and the one of P∆ consists only of discrete eigenvalues with finite multiplicities. Then the
scalar λ := −iαn must belong to the resolvent set of Aα in PnL2σ(Ω), otherwise −iαn is
an eigenvalue of Aα in PnL2σ(Ω) but this cannot be true due to the a priori estimates on
solutions of (3.3) with λ = −iαn which we have shown above. Hence, when λ = −iαn,
for any fn = Pnf ∈ PnL2σ(Ω) there exists a unique solution vn to (3.3) belonging to the
spacePnL2σ(Ω)∩W 1,20 (Ω)2∩W 2,2(Ω)2 with a suitable pressure field belonging toW 1,2loc (Ω).
Then v =
∑
n 6=0 vn belongs to Q0L2σ(Ω) ∩ W 1,20 (Ω)2 ∩ W 2,2(Ω)2 and solves (Sα) by
construction, for (3.3) with λ = −iαn is equivalent to (3.1) and (3.2) for each n 6= 0. The
proof of (ii) of Proposition 3.1 is complete. ✷
3.2 Analysis in the fast rotation case |α| ≫ 1
In this subsection we focus on the behavior of solutions to (Sα) in the case |α| ≫ 1. Let us
define the parameter
β := (−2iαn) 13 =
{
(2|αn|) 13 c− if αn > 0 ,
(2|αn|) 13 c+ if αn < 0 ,
(3.38)
where
c± :=
√
3± i
2
· (3.39)
Our goal is to prove the following structure result on solutions to (Sα).
Proposition 3.2 There is a constant κ ∈ (0, 1) such that as long as 1 ≤ |n| ≤ κ|α| 12
and |β| large enough (implying |α| large enough), the n mode of the velocity field vn solv-
ing (Sα) may be decomposed into four parts
vn = v
slip
n + v
slow
n + vn,BL + v˜n ,
where
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• the term vslipn satisfies the system (mSα) and the estimates (3.46)-(3.48) of Proposi-
tion 3.4.
• the stream function of vslown is given by
ψslown (r) = anr
−|n| ,
where
|an| ≤ C|αn|−
5
6 ‖fn‖L2 .
• the boundary layer term vn,BL is given by
vn,BL,r(r) =
inbn
r
Gn,α
(|β|(r − 1)) , vn,BL,θ = −|β|bnG′n,α(|β|(r − 1))
withGn,α a smooth function, decaying exponentially at infinity, uniformly in n and α,
and where
|bn| ≤ C|αn|−
5
6 ‖fn‖L2 .
• the term v˜n is a remainder term in the sense that
‖v˜n‖L2(Ω) ≤ C|αn|−1‖fn‖L2 , ‖v˜n‖L∞(Ω) ≤ C|αn|−
5
6 ‖fn‖L2 ,
and ‖∇v˜n‖L2(Ω) ≤ C|αn|−
2
3 ‖fn‖L2 .
(3.40)
In particular, the following estimates hold for vn:
‖vn‖L2(Ω) ≤ C|αn|−
2
3 ‖fn‖L2 , ‖vn‖L∞(Ω) ≤ C|αn|−
1
2 ‖fn‖L2 ,
and ‖∇vn‖L2(Ω) ≤ C|αn|−
1
3 ‖fn‖L2 .
(3.41)
The constant C is independent of n, α, and fn.
Remark 3.3 (1) The velocity fields vslipn , vslown and vn,BL have the same decay order in
the spaces L2, L∞ and H1, although their structure is different. In particular contrary to
the other velocity fields, the term vn,BL is negligible away from the boundary due to its
rapid decay. The key point is that the boundary layer analysis enables us to improve the
decay order in the low and middle frequencies |n| ≪ O(|α| 12 ), compared with the results
of Proposition 3.1 which are based only on energy computations. Indeed, it is not clear
whether (3.41) can be shown only from energy computations without using the boundary
layer analysis.
(2) The vorticity of vslown vanishes in Ω, that is, v
slow
n is irrotational in Ω. The function Gn,α
and its derivatives of finite order are uniformly bounded in n and α which satisfy |α| ≥
1 and 1 ≤ |n| ≤ |α| 12 . The uniform decay estimate of Gn,α(ρ) for ρ ≫ 1 is stated
in (3.80) below. The smallness of κ in Proposition 3.2 is required only in obtaining some
lower bound for the quantity
∣∣∣|β|G′n,α(0) + |n|Gn,α(0)|∣∣∣ which is essential to construct
the solution satisfying the noslip boundary condition and possessing the structure stated in
Proposition 3.2.
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Proof of Proposition 3.2: We first consider a linearized problem similar to (Sα) but with a
different boundary condition, such that the vorticity vanishes on the boundary:
−∆v − α(x⊥ · ∇v − v⊥) +∇q + αU⊥rot v = f , x ∈ Ω ,
div v = 0 , x ∈ Ω ,
vr = rot v = 0 , x ∈ ∂Ω .
(mSα)
Note that the vorticity field ω then satisfies the following equations{
−∆ω − αx⊥ · ∇ω + αU · ∇ω = rot f , x ∈ Ω ,
ω|∂Ω = 0 .
(3.42)
Let us prove the following proposition.
Proposition 3.4 For any α ∈ R with |α| ≥ 1 and external force f ∈ Q0L2(Ω)2 the system
(mSα) admits a unique solution (v,∇q) with v ∈ Q0L2σ(Ω) ∩W 1,2(Ω)2 ∩W 2,2loc (Ω) and
q ∈W 1,2loc (Ω). Moreover, ω = rot v ∈ Q0W 1,20 (Ω) satisfies for n 6= 0,
‖Pnω‖L2(Ω) ≤
C
|αn| 13
‖fn‖L2(Ω) , (3.43)
‖
√
|x|2 − 1
|x| Pnω‖L2(Ω) ≤
1
|αn| 12
‖fn‖L2(Ω) , (3.44)
‖∇Pnω‖L2(Ω) ≤ ‖fn‖L2(Ω) , (3.45)
while vn = Pnv satisfies for 1 ≤ |n| ≤ 2|α| 12 ,
‖vn‖L2(Ω) ≤
C
|αn| 23
‖fn‖L2(Ω) , (3.46)
‖vn‖L∞(Ω) ≤
C
|αn| 12
‖fn‖L2(Ω) , (3.47)
‖
√
|x|2 − 1
|x| vn‖L2(Ω) ≤
C
|αn| 56
‖fn‖L2(Ω) . (3.48)
Here fn := Pnf and C is independent of n and α.
Remark 3.5 Note that
‖∇vn‖L2(Ω) ≤ C
(‖Pnω‖L2(Ω) + ‖ vn|x| ‖L2(Ω)) ≤ C|αn| 13 ‖fn‖L2(Ω) . (3.49)
The decay order in each estimate of (3.49) and (3.46)-(3.48) is better than the order in (3.5)-
(3.8) for the solution subject to the noslip boundary condition. This faster decay is shown
below by an energy estimate thanks to the slip boundary condition in (mSα), which re-
duces the magnitude of the boundary layer arising from the fast rotation in low and middle
frequencies.
Proof of Proposition 3.4: For simplicity we set ωn = ωn(r) := (Pnω)e−inθ.
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(A priori estimates) We first show the a priori estimates stated in (3.43)-(3.48). As in the
proof of Proposition 3.1, for each n mode the energy computation for vn based on the in-
tegration by parts is verified for any solution (v,∇q) to (mSα) such that v ∈ Q0L2σ(Ω) ∩
W 1,2(Ω)2 ∩ W 2,2loc (Ω) and q ∈ W 1,2loc (Ω) (see the argument at the beginning of Subsec-
tion 3.1). We also note that the n mode of the vorticity ωn ∈ W 1,20 ((1,∞); r dr) satisfies
the following ordinary differential equations on (1,∞) in the weak sense:
−
(
d2
dr2
+
1
r
d
dr
− n
2
r2
+ iαn
(
1− 1
r2
))
ωn =
1
r
d
dr
(rfθ,n)− in
r
fr,n , (3.50)
with the Dirichlet boundary condition ωn(1) = 0. We can multiply both sides by rω¯n and
integrate over [1,∞), which gives the following identities:∫ ∞
1
(|∂rωn|2 + n2 |ωn|2
r2
)
r dr = −ℜ
(∫ ∞
1
fθ,n
dω¯n
dr
r dr + in
∫ ∞
1
fr,nω¯n dr
)
, (3.51)
αn
∫ ∞
1
(1− 1
r2
)|ωn|2r dr = ℑ
(∫ ∞
1
fθ,n
dω¯n
dr
r dr + in
∫ ∞
1
fr,nω¯n dr
)
. (3.52)
The first identity (3.51) gives the bound
‖∇Pnω‖L2(Ω) ≤ ‖fn‖L2(Ω) ,
and then the second identity (3.52) yields∥∥√|x|2 − 1
|x| Pnω
∥∥2
L2(Ω)
≤ 1|αn|‖fn‖L2(Ω)‖∇Pnω‖L2(Ω) ≤
1
|αn|‖fn‖
2
L2(Ω) .
Thus (3.44) and (3.45) hold. The estimate (3.43) follows from (3.44) and (3.45) by the inter-
polation inequality (3.28) and |α| ≥ 1. The estimates on the velocity vn are obtained from
the estimates for the streamfunction ψn which is the solution to the Poisson equation (2.8).
Let us first estimate
d2ψn
dr2
and
ψn
r2
· We write ψ′n =
dψn
dr
and ψ′′n =
d2ψn
dr2
for simplicity.
We observe that∫ ∞
1
1
r
ψ′nψ¯
′′
nr dr =
∫ ∞
1
(ψn
r
)′
ψ¯′′nr dr +
∫ ∞
1
ψn
r2
ψ¯′′nr dr .
A similar computation yields
−ℜ
∫ ∞
1
ψn
r2
ψ¯′′nr dr = ℜ
∫ ∞
1
(ψn
r
)′
ψ¯′n dr =
∫ ∞
1
∣∣∣(ψn
r
)′∣∣∣2r dr
and
ℜ
∫ ∞
1
1
r
ψ′n
ψ¯n
r2
r dr =
∫ ∞
1
∣∣∣ψn
r2
∣∣∣2r dr .
Hence we have from (2.8), by multiplying both sides by rψ¯′′n and by integrating over [1,∞),∫ ∞
1
|ψ′′n|2r dr + ℜ
∫ ∞
1
(ψn
r
)′
ψ¯′′nr dr + (n
2 − 1)
∫ ∞
1
∣∣∣(ψn
r
)′∣∣∣2r dr = −ℜ ∫ ∞
1
ωnψ¯
′′
nr dr ,
and similarly, by multiplying by ψ¯n
r
in (2.8) and integrating over [1,∞),∫ ∞
1
∣∣∣(ψn
r
)′∣∣∣2r dr + (n2 − 1)∫ ∞
1
∣∣∣ψn
r2
∣∣∣2r dr = ℜ ∫ ∞
1
ωn
ψ¯n
r2
r dr .
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Combining these two identities gives the following bounds: when |n| ≥ 2,
‖ψ′′n‖L2(Ω) +
∥∥(nψn
r
)′
∥∥
L2(Ω)
+ n2
∥∥ψn
r2
∥∥
L2(Ω)
≤ C‖ωn‖L2(Ω) , (3.53)
while when |n| = 1,
‖(ψn
r
)′‖2L2(Ω) ≤ ‖ωn‖L2(Ω)
∥∥ψn
r2
∥∥
L2(Ω)
,
‖ψ′′n‖2L2(Ω) ≤ C‖ωn‖L2(Ω)
(‖ωn‖L2(Ω) + ∥∥ψnr2 ∥∥L2(Ω)) ,
(3.54)
where C is independent of n. Next we observe that the identity (3.23) holds even under the
slip boundary condition, and thus, (3.24) and (3.25) are valid also for solutions to (mSα).
Hence, by recalling the relation vr,n =
in
r ψn and using the interpolation inequality (3.28),
we obtain for |n| ≥ 2, thanks to (3.53) and (3.24),
‖vr,n‖L2(Ω) ≤ C‖∂rvr,n‖
1
3
L2(Ω)
∥∥√r2 − 1
r
vr,n
∥∥ 23
L2(Ω)
+C
∥∥√r2 − 1
r
vr,n
∥∥
L2(Ω)
≤ C‖ωn‖
1
3
L2(Ω)
( 1
|αn| ‖fn‖L2(Ω)‖vn‖L2(Ω)
) 1
3 + C
( 1
|αn|‖fn‖L2(Ω)‖vn‖L2(Ω)
) 1
2 ,
while for |n| = 1 we use (3.54) and also (3.25), which give
‖vr,n‖L2(Ω) ≤ C‖∂rvr,n‖
1
3
L2(Ω)
∥∥√r2 − 1
r
vr,n
∥∥ 23
L2(Ω)
+ C
∥∥√r2 − 1
r
vr,n
∥∥
L2(Ω)
≤ C‖ωn‖
1
6
L2(Ω)
( 1
|α| ‖fn‖L2(Ω)‖vn‖L2(Ω)
) 5
12 + C
( 1
|α| ‖fn‖L2(Ω)‖vn‖L2(Ω)
) 1
2 .
Similarly, we have from vθ,n = −ψ′n, (3.28), (3.53), and (3.24), for |n| ≥ 2,
‖vθ,n‖L2(Ω) ≤ C‖ωn‖
1
3
L2(Ω)
( 1
|αn| ‖fn‖L2(Ω)‖vn‖L2(Ω)
) 1
3 + C
( 1
|αn|‖fn‖L2(Ω)‖vn‖L2(Ω)
) 1
2 ,
on the other hand, for |n| = 1, by applying (3.28), (3.54), (3.24) and (3.25),
‖vθ,n‖L2(Ω) ≤ C‖ωn‖
1
3
L2(Ω)
( 1
|α| ‖fn‖L2(Ω)‖vn‖L2(Ω)
) 1
3
+ C‖ωn‖
1
6
L2(Ω)
( 1
|α| ‖fn‖L2(Ω)‖vn‖L2(Ω)
) 5
12 +C
( 1
|α| ‖fn‖L2(Ω)‖vn‖L2(Ω)
) 1
2 .
Hence we have from (3.43) for the estimate of ‖ωn‖L2(Ω) and |α| ≥ 1,
‖vn‖L2(Ω) ≤
C
|αn| 23
‖fn‖L2(Ω) , |n| ≥ 1 . (3.55)
The estimate (3.48) follows from (3.24) and (3.55). As for the L∞ estimate in the case |n| ≥
2, we have from the interpolation inequality and (3.53),
‖vr,n‖2L∞(Ω) ≤ C‖∂rvr,n‖L2(Ω)‖vr,n‖L2(Ω) ≤ C‖ωn‖L2(Ω)‖vr,n‖L2(Ω)
≤ C|αn|‖fn‖
2
L2(Ω) ,
22
and similarly,
‖vθ,n‖2L∞(Ω) ≤
C
|αn| ‖fn‖
2
L2(Ω)·
The case |n| = 1 is handled in the same manner, and in this case we use (3.54) instead
of (3.53) to estimate ‖∂rvr,n‖L2(Ω) and ‖∂rvθ,n‖L2(Ω). This modification does not produce
any change in the final estimate
‖vn‖L∞(Ω) ≤
C
|α| 12
‖fn‖L2(Ω) .
The details are omitted here. Thus (3.43)-(3.48) hold.
(Existence and uniqueness) The uniqueness follows from the a priori estimates. The exis-
tence is shown by the same argument as in the proof of Proposition 3.1 in Subsection 3.1.4
(the proof for the statement (ii)), so we omit the details here. The proof of Proposition 3.4
is complete. ✷
Let us return to the proof of Proposition 3.2. We denote by vslip the solution to (mSα)
with the external force f in Proposition 3.4. Note that vslip satisfies the desired esti-
mate (3.41), while vslip is not necessarily subject to the noslip boundary condition. Hence,
starting from the perfect-slip solution vslip, our next task is to recover the noslip boundary
condition by the boundary layer analysis. To this end we consider the following equations
related to the stream function:
(
d2
dr2
+
1
r
d
dr
− n
2
r2
+ iαn
(
1− 1
r2
))( d2
dr2
+
1
r
d
dr
− n
2
r2
)
ϕn = 0 , r > 1 ,
|ϕn(1)| ≤ 1 , lim
r→∞ϕn = 0 .
(3.56)
Indeed, the first equation in (3.56) is nothing but the equation for the n mode of the stream
function in our problem (in polar coordinates), while here we do not need to impose the
exact boundary value on the boundary r = 1, and the key point is that there exists a solution
to (3.56) which possess a boundary layer structure due to |αn| ≫ 1. We shall decompose it
into a boundary layer part and a remainder:
ϕn = ϕn,BL + ϕ˜n , (3.57)
where ϕn,BL is a function on the boundary layer variable |β|(r−1) and ϕ˜n vanishes at r = 1
and is smaller than ϕn,BL up to its derivatives. The precise construction of ϕn,BL and ϕ˜n
will be stated later.
Once ϕn is constructed as in (3.57), the nmode of the noslip solution vn to (3.56), or equiv-
alently its stream function ψn, is obtained by the following argument. Noticing that (3.56)
has an explicit solution given by r 7→ r−|n| (corresponding to a vorticity-free solution), we
look for the stream function ψn under the following form:
ψn(r) = anr
−|n| + bnϕn(r) + ψslipn (r) (3.58)
where ψslipn is the n mode of the streamfunction for v
slip
n , namely,
ψslipn =
r
in
vslipr,n , n 6= 0 , (3.59)
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and the coefficients an and bn are determined from the prescription that ψn and ψ
′
n vanish
at the boundary r = 1:
an + bnϕn(1) = 0
−|n|an + bn dϕn
dr
(1) = − dψ
slip
n
dr
(1)
(
= vslipθ,n (1)
)
.
In other words there holds
bn
( dϕn
dr
(1) + |n|ϕn(1)
)
= vslipθ,n (1) , an = −bnϕn(1) . (3.60)
The key point is that for |n| ≤ κ|α| 12 for some small enough κ, the term dϕn
dr
(1)+|n|ϕn(1)
will be shown to be nonzero and actually large, due to a specific boundary layer structure
of ϕn. Combining (3.57) with (3.58) gives the formula
ψn(r) = ψ
slip
n (r) + anr
−|n| + bnϕn,BL(r) + bnϕ˜n(r) .
Thus, with the notation of Proposition 3.2, the remainder velocity v˜n is given in terms of
the stream function ψ˜n defined as
ψ˜n(r) := bnϕ˜n(r) .
We now focus on the construction of ϕn and its associate velocity field. To estimate a pos-
sible boundary layer thickness we observe from the first equation of (3.56) that there is a
natural scale balance between − d2
dr2
and −iαn(1 − 1
r2
) ≈ −2iαn(r − 1) near the bound-
ary r = 1, which formally implies that the thickness of the boundary layer is |2αn|− 13 =
|β|−1 where β is defined in (3.38). Before stating the result leading to the construction of
the boundary layer term, let us recall the notation introduced in (2.8):
Hn := − d
2
dr2
− 1
r
d
dr
+
n2
r2
, (3.61)
and let us denote
An := Hn − iαn
(
1− 1
r2
)
(3.62)
so that the first equation in (3.56) translates into AnHnϕn = 0. The next proposition is the
construction of ϕn,BL in (3.57), which describes the leading part of the boundary layer.
Proposition 3.6 There exist κ ∈ (0, 1) and C > 0 such that the following statement
holds. If |n| ≤ κ|α| 12 and if |β| = (2|αn|) 13 is large enough, then there exist smooth
functions ϕn,BL and gn,BL on [1,∞) such that
AnHnϕn,BL =
1
r
d
dr
(rgn,BL) , with ‖gn,BL‖L2(Ω) ≤ C|β|
3
2 , |ϕn,BL(1)| ≤ 1 , (3.63)
and
• there holds ∣∣∣ dϕn,BL
dr
(1) + |n|ϕn,BL(1)
∣∣∣ ≥ κ
2
|β| , (3.64)
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• there is a smooth function Gn,α decaying exponentially at infinity uniformly in n
and α such that
ϕn,BL(r) = Gn,α
(|β|(r − 1)) , r ≥ 1 . (3.65)
More precisely, Gn,α in (3.65) satisfies the estimate (3.80) stated below. Let us postpone
the proof of Proposition 3.6 and conclude the proof of Proposition 3.2. We construct a
couple (ϕn,BL, gn,BL) as in Proposition 3.6, which produces a boundary layer vector field
vr,n,BL(r) :=
inbn
r
Gn,α
(|β|(r − 1)) , vθ,n,BL(r) := −|β|bnG′n,α(|β|(r − 1)) . (3.66)
Next we fix ϕn(1) = ϕn,BL(1), so that the remainder ϕ˜n as in (3.57) vanishes at the bound-
ary. Moreover, from the requirement AnHnϕn = 0 and thanks to (3.63), ϕ˜n is obtained as
the solution to
AnHnϕ˜n = −1
r
d
dr
(rgn,BL) r > 1 , (Hnϕ˜n)(1) = ϕ˜n(1) = 0 .
More precisely, the construction of ϕ˜n is as follows: we first construct ω˜n(r)e
inθ as the solu-
tion to (3.42) with right-hand side −rot (gn,BLeinθeθ). Then ϕ˜n is obtained as the solution
to Hnϕ˜n = ω˜n under the boundary condition ϕ˜n(1) = 0. Let us denote by w˜n the velocity
field whose stream function is ϕ˜n. Then the estimates of w˜n and ω˜n follow from Proposi-
tion 3.4 and the fact that ‖gn,BL‖L2(Ω) ≤ C|β|
3
2 as stated in (3.63). In particular, (3.47) in
Proposition 3.4 produces from |β| = |2αn| 13 that∣∣∣ dϕ˜n
dr
(1)
∣∣∣ ≤ ‖w˜θ,n‖L∞(Ω) . |β|− 32‖gn,BL‖L2(Ω) ≤ C .
Together with (3.57) and (3.64), we find that∣∣∣ dϕn
dr
(1) + |n|ϕn(1)
∣∣∣ ≥ ∣∣∣ dϕn,BL
dr
(1) + |n|ϕn,BL(1)
∣∣∣ − ∣∣∣ dϕ˜n
dr
(1)
∣∣∣
≥ κ
2
|β| − C
≥ κ
4
|β|
for |β| ≫ κ−1. Let us estimate the coefficients an and bn, which are defined in (3.60).
Since
|vslipθ,n (1)| ≤ ‖vslipθ,n ‖L∞(Ω) . |αn|−
1
2 ‖fn‖L2(Ω)
thanks to Proposition 3.4 we infer that the parameter bn satisfies
|bn| =
∣∣ vslipθ,n (1)
dϕn
dr (1) + |n|ϕn(1)
∣∣ . |αn|− 56‖fn‖L2(Ω)
while since |ϕn(1)| ≤ 1,
|an| = |bnϕn(1)| . |αn|−
5
6 ‖fn‖L2(Ω) .
Thus, the estimates of the boundary layer velocity vn,BL easily follow from its definition
in (3.66). The estimates of the remainder velocity v˜n follow from Proposition 3.4 and the
estimates of bn since ψ˜n = bnϕ˜n that implies v˜n = bnw˜n. This concludes the proof of
Proposition 3.2. ✷
Proof of Proposition 3.6: Without loss of generality we assume from now on that α > 0.
As already mentioned, we formally estimate the thickness of the boundary layer to be of the
order |β| = |2αn| 13 . One important remark here is the size of n2
r2
in the operatorsHn andAn
defined in (3.61) and (3.62). Recall that we are interested in the regime |n| ≤ O(α 12 ).
If |n| = O(α 12 ) then we observe that |β| = |2αn| 13 = O((α 32 ) 13 ) = O(|n|), and thus, the
term n
2
r2
has the same size near the boundary as ∂2r and αn(r−1). Hence, in the construction
of the boundary layer we also need to take into account the term n
2
r2
, for this term is no longer
small in the regime |n| = O(α 12 ). With this remark in mind let us rewrite Hn and An in
more convenient forms: we define
H˜n = − d
2
dr2
+ n2 and A˜n = H˜n − 2iαn(r − 1) = − d
2
dr2
+ β3
(
r − 1 + in
2α
)
,
so that
Hn = H˜n − 1
r
d
dr
+ n2(
1
r2
− 1)
and by using 1− 1
r2
= 2(r − 1) + (r − 1)2 1+2r
r2
,
An = Hn − 2iαn(r − 1)− iαn(r − 1)2 1 + 2r
r2
= H˜n − 2iαn(r − 1)− 1
r
d
dr
+ n2(
1
r2
− 1)− iαn(r − 1)2 1 + 2r
r2
= A˜n − 1
r
d
dr
+ n2(
1
r2
− 1)− 2iαn(r − 1)2 1 + 2r
r2
·
That is, H˜n and A˜n have the leading size ofHn and An, respectively, for the boundary layer
functions. Then we write AnHn as
AnHn = A˜nH˜n +
(
An − A˜n
)
Hn + A˜n
(
Hn − H˜n
)
, (3.67)
and we claim that (
An − A˜n
)
Hn + A˜n
(
Hn − H˜n
)
= rotnRn (3.68)
with a suitable operator Rn, where rotn is defined in polar coordinates with the n mode
for the angular variable. Note that the leading operator A˜nH˜n, when applied to a boundary
layer function of the form h(|β|(r−1)), formally has sizeO(|β|4), the term (An−A˜n)Hn+
A˜n
(
Hn − H˜n
)
has size O(|β|3), and then Rn is of size O(|β|2).
Let us look for the boundary layer ϕn,BL as a solution to
A˜nH˜nϕn,BL = 0 . (3.69)
Since H˜n is easily inverted for |n| ≥ 1, we start by considering the homogeneous prob-
lem A˜nφ = 0. By its very definition the operator A˜n is nothing but the Airy operator with
a complex coefficient. Hence we introduce the Airy function Ai(z) which is a solution to
d2Ai
dz2
− zAi = 0
26
in C; for details, see Appendix A. Then we define
G˜n,α(ρ) := Ai
(
c−(ρ+
in|β|
2α
)
)
, ρ > 0 , (3.70)
which satisfies from c3− = −i,(
d2
dρ2
+ i(ρ+
in
2α
|β|)
)
G˜n,α = 0 , ρ > 0 . (3.71)
Next we set
Gn,α(ρ) := −
∫ ∞
ρ
e
− |n|
|β|
(ρ−τ)
∫ ∞
τ
e
− |n|
|β|
(σ−τ)
G˜n,α(σ) dσ dτ , (3.72)
which satisfies
− d
2Gn,α
dρ2
+
n2
|β|2Gn,α = G˜n,α , ρ > 0 . (3.73)
Finally we define
C0,n,α =

1
Gn,α(0)
if |Gn,α(0)| ≥ 1 ,
1 otherwise
(3.74)
and we set
ϕn,BL(r) := C0,n,αGn,α
(|β|(r − 1)) , (3.75)
which satisfies from −i|β|3 = β3,
A˜nH˜nϕn,BL = 0 , r > 1 ,
as desired. Notice also that
|ϕn,BL(1)| ≤ 1 .
The key quantity is
dϕn,BL
dr
|r=1 = C0,n,α|β| dGn,α
dρ
|ρ=0
= C0,n,α|β|
( ∫ ∞
0
e
− |n|
|β|
σ
G˜n,α(σ) dσ − |n||β|Gn,α(0)
)
= C0,n,α|β|
( ∫ ∞
0
e
− |n|
|β|
σ
Ai
(
c−(σ +
in|β|
2α
)
)
dσ − |n||β|Gn,α(0)
)
= C0,n,α|β|
( 1
c−
∫ ∞
0
e−λsAi(s+
in|β|c−
2α
) ds− |n||β|Gn,α(0)
)
,
with
λ = λn,β :=
|n|
|β|c− =
|n|c+
|β| ·
We find from β3 = |β|3c3− that
in|β|c−
2α
=
n2|β|c−
−2iαn =
n2|β|c−
β3
=
n2|β|
|β|3c2−
=
n2c2+
|β|2 = λ
2 (3.76)
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so
dϕn,BL
dr
|r=1 = C0,n,α|β|
( 1
c−
∫ ∞
0
e−λsAi(s+ λ2) ds− |n||β|Gn,α(0)
)
. (3.77)
Note that |λ|2 = 4−1|n| 43α− 23 is small when |n| ≪ α 12 . The proof of the following lemma
is postponed to Appendix A.
Lemma 3.7 There holds
C˜0 := inf
{
|C0,n,α| | α ≥ 1 , 1 ≤ |n| ≤ α
1
2
}
> 0 , (3.78)
and there is a constant ε ∈ (0, 1) such that defining
Σε :=
{
µ ∈ C | arg µ = π
6
, 0 ≤ |µ| ≤ ε
}
,
then
κ˜ε := inf
µ∈Σε
∣∣∣ ∫ ∞
0
e−µsAi(s+ µ2) ds
∣∣∣ > 0 . (3.79)
Moreover, the function Gn,α defined in (3.72) satisfies for R large enough
sup
α≥1
sup
1≤|n|≤α1/2
sup
ρ≥R
eρ | d
kGn,α
dρk
(ρ)| <∞ , k = 0, 1, 2, 3 . (3.80)
Now let us return to the proof of Proposition 3.6. We define ϕn,BL as in (3.75). Note
that thanks to (3.77), (3.79) and (3.78) there holds as long as
|n|
|β| = |λ| ≤ ε,
| dϕn,BL
dr
(1)| ≥ C˜0|β|
(
κ˜ε − |n||β| |Gn,α(0)|
)
≥ C˜0|β|
(
κ˜ε − ε
C˜0
)
.
Here we have also used (3.74). Hence
| dϕn,BL
dr
(1)| ≥ C˜0κ˜ε
2
|β| (3.81)
as long as 2ε ≤ C˜0κ˜ε, which is possible since κ˜ε is nonincreasing in ε > 0. This
proves (3.64) since∣∣∣ dϕn,BL
dr
(1) + |n|ϕn,BL(1)
∣∣∣ ≥ ∣∣∣ dϕn,BL
dr
(1)
∣∣∣ − |n||ϕn,BL(1)|
≥ C˜0κ˜ε
2
|β| − |n|
≥ κˇ
2
|β|
with κˇ := C˜0κ˜ε/2, and the last inequality holds as long as |n| ≤ min(ε, κˇ/2)|β|. It then
suffices to choose κ ≤ min(√2ε 32 , κˇ 32 /2) which ensures that
|n| ≤ κα 12 ⇒ |n| ≤ min(ε, κˇ
2
) |β| .
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The result (3.65) is an obvious consequence of the previous construction so it remains to
prove that (3.63) is satisfied for a suitable gn,BL. Let us recall (3.67). Then we define gn,BL
as
gn,BL(r) := −1
r
∫ ∞
r
s
(
A˜n
(
Hn − H˜n
)
+
(
An − A˜n
)
Hn
)
ϕn,BL ds , (3.82)
which then satisfies((
An − A˜n
)
Hn + A˜n
(
Hn − H˜n
))
ϕn,BL =
1
r
d
dr
(r gn,BL) .
Let us consider the estimate of gn,BL. We compute the highest order terms in A˜n
(
Hn−H˜n
)
and A˜n
(
Hn − H˜n
)
, which are of order O(|β|3) when n = O(α 12 ):
1
|β|3 A˜n
(
Hn − H˜n
)
ϕn,BL =
1
r
G′′′n,α +
n2
|β|
r2 − 1
r2
G′′n,α −
n2
r|β|2G
′
n,α −
n4
|β|3r2 (r
2 − 1)Gn,α
+
2iαn
|β|2r (r − 1)G
′
n,α +
2iαn3
|β|3r2 (r − 1)
2(r + 1)Gn,α + l.o.t
where all theGn,α are computed at |β|(r−1) and the lower order terms are to be understood
in terms of |β| for n = O(α 12 ). It is clear from this formula that as long as n2 . α then there
is a function Rn,α,I(r, ρ), uniformly bounded in r and exponentially decaying at infinity
in ρ, such that
A˜n
(
Hn − H˜n
)
ϕn,BL = |β|3Rn,α,I
(
r, |β|(r − 1)) .
Similarly one has
1
|β|3
(
An − A˜n
)
Hnϕn,BL =
1
r
G′′′n,α −
n2
|β|r2 (1− r
2)G′′n,α +
2iαn
|β|r2 (r − 1)
2(1 + 2r)G′′n,α
− n
2
r|β|2G
′
n,α +
2iαn3
|β|2r2 (r − 1)
2(1 + 2r)Gn,α + l.o.t
so again (
An − A˜n
)
Hnϕn,BL = |β|3Rn,α,II
(
r, |β|(r − 1))
with some Rn,α,II(r, ρ) which is uniformly bounded in r and exponentially decaying as
ρ→∞. This implies that gn,BL defined in (3.82) satisfies
‖gn,BL‖L2(Ω) . |β|
3
2 .
The result (3.63) follows. Proposition 3.6 is proved. ✷
4 The nonlinear problem
In this section we construct the solution to the nonlinear problem (N˜Sα)
−∆v − α(x⊥ · ∇v − v⊥) +∇q + αU⊥rot v = −v⊥rot v + f , x ∈ Ω ,
div v = 0 , x ∈ Ω ,
v = 0 , x ∈ ∂Ω ,
(N˜Sα)
29
in the class v = (P0v,Q0v) ∈ X = P0W 1,∞0 (Ω)2 × Q0W 1,20 (Ω)2 with a suitable pres-
sure q ∈ W 1,1loc (Ω). As already noted in the introduction, for the solvability of (N˜Sα), the
key observation is the decomposition of the nonlinear term v⊥rot v: we have for v ∈ X,
v⊥rot v = (P0v)⊥rotQ0v + (Q0v)⊥rotP0v + (Q0v)⊥rotQ0v + (P0v)⊥rotP0v
= Q0
(
(P0v)⊥rotQ0v + (Q0v)⊥rotP0v
)
+ (Q0v)⊥rotQ0v + (P0v)⊥rotP0v .
Here we have used P0
(
(P0v)⊥rotQ0v+(Q0v)⊥rotP0v
)
= 0. Furthermore, since the last
term on the right-hand side can be written in a gradient form, the problem (N˜Sα) is in fact
reduced to the next system
−∆v − α(x⊥ · ∇v − v⊥) +∇q˜ + αU⊥rot v = G(v) + f , x ∈ Ω ,
div v = 0 , x ∈ Ω ,
v = 0 , x ∈ ∂Ω .
(N̂Sα)
Here we have set
G(v) := −Q0
(
(P0v)⊥rotQ0v + (Q0v)⊥rotP0v
)
− (Q0v)⊥rotQ0v , (4.1)
and q˜ := q+Q, where Q = Q(|x|) is a radial function satisfying ∇Q = −(P0v)⊥rotP0v.
Our aim is to prove the existence and uniqueness of solutions (v, q) for (N̂Sα) in
a suitable subset of X, under some conditions on the external force f = (P0f,Q0f)
in Y = P0L1(Ω)2×Q0L2(Ω)2. The proofs in Subsections 4.2 and 4.3 rely on the standard
Banach fixed point argument, where the estimate of the nonlinearity G(v) in the space Y is
important. Thanks to the identity
P0G(v) = −P0
(
(Q0v)⊥rotQ0v
)
,
we see that P0G(v) belongs to L1(Ω)2, which is the same summability as the space Y . In
order to control the L2-norm of Q0G(v) in the iteration scheme, we introduce the closed
subspace X0 of X equipped with the norm ‖ · ‖X0 :
X0 :=
{
v ∈ X
∣∣∣∣ divP0v = divQ0v = 0 in Ω ,
‖v‖X0 := ‖P0v‖L∞(Ω) + ‖∇P0v‖L∞(Ω)
+ ‖Q0v‖L2(Ω) + ‖∇Q0v‖L2(Ω) +
∑
|n|≥1
‖Pnv‖L∞(Ω) <∞
}
.
(4.2)
Indeed, we can easily establish an a priori estimate for
Q0G(v) = −Q0
(
(P0v)⊥rotQ0v + (Q0v)⊥rotP0v + (Q0v)⊥rotQ0v
)
in L2(Ω)2 for v ∈ X0; see (4.21) below for the estimate of
∥∥Q0((Q0v)⊥rotQ0v)∥∥L2(Ω).
After proving Theorem 1.1 and 1.2, we revisit Theorem 1.2 in order to study the qualita-
tive behavior of solutions. By fixing the external force f ∈ Y , we consider the fast rotation
limit |α| → ∞ for the solution (v, q) = (v(α), q(α)) to (N˜Sα). The results are summarized
in Theorem 1.3, which will be proved in Subsection 4.4.
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4.1 Useful estimates on (Sα)
Before we give the proofs of Theorems 1.1 and 1.2, let us restate the main estimates for the
linearized problem (Sα) for general α, which will be used throughout this section, as well
as some specific estimates corresponding to |α| ≫ 1.
4.1.1 The case of general α
Let α ∈ R \ {0} and f ∈ Y , and let (v, q) ∈ X × W 1,1loc (Ω) be the unique solution
to (Sα) given in Proposition 3.1. For notational simplicity, we denote by v
low and vhigh,
respectively, the low and high frequency parts of Q0v:
vlow :=
∑
1≤|n|<1+
√
2|α|
Pnv , vhigh :=
∑
|n|≥1+
√
2|α|
Pnv .
(4.3)
From the estimates (3.5) and (3.9) in Proposition 3.1, we have
‖vlow‖L2(Ω) ≤
C
|α| 12
(
1 +
1
|α| 12
)‖Q0f‖L2(Ω) , (4.4)
‖vhigh‖L2(Ω) ≤
C
|α| ‖Q0f‖L2(Ω) , (4.5)
and from (3.8) and (3.12) in the same proposition, we have the estimates for the derivatives.
‖∇vlow‖L2(Ω) ≤ C
(
1 +
1
|α| 12
)‖Q0f‖L2(Ω) , (4.6)
‖∇vhigh‖L2(Ω) ≤
C
|α| 12
‖Q0f‖L2(Ω) . (4.7)
For the fixed point argument in the space X0, the estimate of
∑
|n|≥1 ‖Pnv‖L∞(Ω) is also
needed. In the case 0 < |α| < 1, (3.7) and (3.11) in Proposition 3.1, and the Ho¨lder
inequality for sequences lead to∑
|n|≥1
‖Pnv‖L∞(Ω) ≤
C
|α| 34
∑
|n|≥1
1
|n| 34
‖Pnf‖L2(Ω)
≤ C
|α| 34
( ∑
|n|≥1
1
|n| 32
) 1
2 ‖Q0f‖L2(Ω) ,
which implies ∑
|n|≥1
‖Pnv‖L∞(Ω) ≤
C
|α| 34
‖Q0f‖L2(Ω) . (4.8)
In the case |α| ≥ 1 we have from (3.7),∑
1≤|n|<1+
√
2|α|
‖Pnv‖L∞(Ω) ≤
C
|α| 14
‖Q0f‖L2(Ω) , (4.9)
and from (3.11) with the Ho¨lder inequality,∑
|n|≥1+
√
2|α|
‖Pnv‖L∞(Ω) ≤
C
|α| 12
‖Q0f‖L2(Ω) . (4.10)
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4.1.2 The case of large |α|
Now let us consider the special case when |α| ≫ 1. Thanks to the boundary layer analysis in
Proposition 3.2, we have a better estimate for the linearized problem (Sα) in terms of decay
in the parameter |αn|. Given the parameter κ defined in Proposition 3.2 we assume that |α|
is large enough, as required in Proposition 3.2, and let us truncate frequencies, similarly
to (4.3), as follows:
vlow,κ :=
∑
1≤|n|≤κ|α| 12
Pnv , vhigh,κ :=
∑
|n|>κ|α| 12
Pnv .
(4.11)
Then thanks to (3.41) we know that
‖vlow,κ‖L2(Ω) ≤
C
|α| 23
‖Q0f‖L2(Ω) , (4.12)
‖∇vlow,κ‖L2(Ω) ≤
C
|α| 13
‖Q0f‖L2(Ω) , (4.13)
and ∑
1≤|n|≤κ|α| 12
‖Pnv‖L∞(Ω) ≤
C
|α| 12
( ∑
1≤|n|≤κ|α| 12
1
|n|
) 1
2 ‖Q0f‖L2(Ω)
≤ C(log |α|)
1
2
|α| 12
‖Q0f‖L2(Ω) . (4.14)
Note that the constant C depends on κ, which is fixed. One can see that the decay in terms
of |α| compared with (4.4), (4.6) and (4.9) are improved.
Similarly thanks to (3.9), (3.12), (3.13) and (3.15) there holds
‖vhigh,κ‖L2(Ω) ≤
C
|α| ‖Q0f‖L2(Ω) , (4.15)
‖∇vhigh,κ‖L2(Ω) ≤
C
|α| 12
‖Q0f‖L2(Ω) . (4.16)
Finally from (3.11), (3.14) and the Ho¨lder inequality, we derive∑
|n|≥κ|α| 12
‖Pnv‖L∞(Ω) ≤
C
|α| 12
‖Q0f‖L2(Ω) . (4.17)
4.2 Proof for general α
In this subsection we prove Theorem 1.1, by means of a fixed point argument. The solutions
to (N̂Sα) will be found in the closed convex set B~δ,ǫ of X0 defined as follows:
B~δ,ǫ := B(δ1,δ2,δ3,δ4),ǫ
:=
{
h ∈ X0
∣∣∣∣ ‖P0h‖L∞(Ω) + ‖∇P0h‖L∞(Ω) ≤ ǫ|α|δ1 ,
‖Q0h‖L2(Ω) ≤ ǫ|α|δ2 , ‖∇Q0h‖L2(Ω) ≤ ǫ|α|δ3 ,
∑
|n|≥1
‖Pnh‖L∞(Ω) ≤ ǫ|α|δ4
}
,
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where we have set ~δ := (δ1, δ2, δ3, δ4), and the numbers δ1, . . . , δ4 and the positive number ǫ
will be chosen later. For any h ∈ B~δ,ǫ, let (vh, qh) be the unique solution constructed in
Proposition 3.1 to the linear system
−∆vh − α(x⊥ · ∇vh − v⊥h ) +∇qh + αU⊥rot vh = G(h) + f , x ∈ Ω ,
div vh = 0 , x ∈ Ω ,
vh = 0 , x ∈ ∂Ω ,
(4.18)
where the function G is defined in (4.1).
Let us start with the estimate of G(h) in the space Y . The first two terms in the right-
hand side of (4.1) with v replaced by h can be estimated as
‖Q0
(
(P0h)⊥rotQ0h
)‖L2(Ω) + ‖Q0((Q0h)⊥rotP0h)‖L2(Ω)
=
( ∑
|n|≥1
‖(P0h)⊥rotPnh‖2L2(Ω)
) 1
2 +
( ∑
|n|≥1
‖(Pnh)⊥rotP0h‖2L2(Ω)
) 1
2
≤ ‖P0h‖L∞(Ω)‖∇Q0h‖L2(Ω) + ‖∇P0h‖L∞(Ω)‖Q0h‖L2(Ω) .
(4.19)
For the last term in the right-hand side of (4.1) with v replaced by h, we observe that
Pn
(
(Q0h)⊥rotQ0h
)
=
∑
k∈Z\{0,n}
(Pkh)⊥rotPn−kh .
Then, applying the Ho¨lder inequality we have
‖P0
(
(Q0h)⊥rotQ0h
)‖L1(Ω) ≤ ∑
k∈Z\{0}
‖Pkh‖L2(Ω)‖P−k∇h‖L2(Ω)
≤ ‖Q0h‖L2(Ω)‖∇Q0h‖L2(Ω) ,
(4.20)
and the Young inequality for sequences implies that
‖Q0
(
(Q0h)⊥rotQ0h
)‖L2(Ω) = ( ∑
|n|≥1
‖Pn(Q0h)⊥rotQ0h‖2L2(Ω)
) 1
2
≤
( ∑
|n|≥1
( ∑
k∈Z\{0,n}
‖Pkh‖L∞(Ω)‖∇Pn−kh‖L2(Ω)
)2) 12
≤ ( ∑
|n|≥1
‖Pnh‖L∞(Ω)
) ‖∇Q0h‖L2(Ω) .
(4.21)
Next we estimate the difference G(h(1)) − G(h(2)) for h(1), h(2) ∈ X. Setting h =
(h(1), h(2)) for simplicity, we define the function H(h) on B~δ,ǫ × B~δ,ǫ as
H(h) := G(h(1))−G(h(2))
= Q0
(
(P0h(1) −P0h(2))⊥rotQ0h(1) + (P0h(2))⊥rot (Q0h(1) −Q0h(2))
+ (Q0h(1) −Q0h(2))⊥rotP0h(1) + (Q0h(2))⊥rot (P0h(1) − P0h(2))
)
+ (Q0h(1) −Q0h(2))⊥rotQ0h(1) + (Q0h(2))⊥rot (Q0h(1) −Q0h(2)) .
(4.22)
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The following estimates on H(h) are obtained in the same way as (4.19)-(4.21):
‖P0H(h)‖L1(Ω) ≤
(‖∇Q0h(1)‖L2(Ω) + ‖Q0h(2)‖L2(Ω)) ‖h(1) − h(2)‖X0 , (4.23)
‖Q0H(h)‖L2(Ω) ≤
(
‖∇Q0h(1)‖L2(Ω) + ‖Q0h(2)‖L2(Ω) + ‖∇P0h(1)‖L∞(Ω)
+ ‖P0h(2)‖L∞(Ω) +
∑
|n|≥1
‖Pnh(2)‖L∞(Ω)
)
‖h(1) − h(2)‖X0 . (4.24)
From (4.19)-(4.21), (4.23)-(4.24), and the definition of B~δ,ǫ, we obtain the following esti-
mates on G(h) and H(h) in Y .
‖P0G(h)‖L1(Ω) ≤ ǫ2|α|δ2+δ3 , (4.25)
‖Q0G(h)‖L2(Ω) ≤ ǫ2(|α|δ1+δ2 + |α|δ1+δ3 + |α|δ3+δ4) , (4.26)
‖P0H(h)‖L1(Ω) ≤ ǫ(|α|δ2 + |α|δ3) ‖h(1) − h(2)‖X0 , (4.27)
‖Q0H(h)‖L2(Ω) ≤ ǫ(|α|δ1 + |α|δ2 + |α|δ3 + |α|δ4) ‖h(1) − h(2)‖X0 . (4.28)
Now let us define the mapping Φ : B~δ,ǫ → X0 by setting Φ[h] := vh, where vh is the
unique solution to (4.18). Our aim is to show that
(i) Φ is Lipschitz continuous on B~δ,ǫ in the topology of X0. Namely, there exists τ ∈ (0, 1)
such that ‖Φ[h(1)]− Φ[h(2)]‖X0 ≤ τ‖h(1) − h(2)‖X0 for any h(1), h(2) ∈ B~δ,ǫ,
(ii) Φ is a mapping from B~δ,ǫ into B~δ,ǫ, if the pair (~δ, ǫ) and the external force f =
(P0f,Q0f) ∈ Y satisfy a suitable condition.
For convenience in the following proof, letK1 andK2 denote the largest constant C (larger
than 1without loss of generality) appearing in (3.4), (4.4)-(4.8), and (3.4), (4.4)-(4.7), (4.9)-
(4.10), respectively.
We first show (i). For any h = (h(1), h(2)) ∈ B~δ,ǫ × B~δ,ǫ, we observe that the differ-
ences uh := Φ[h
(1)]−Φ[h(2)] and ph := qh(1) − qh(2) solve the following system:
−∆uh − α(x⊥ · ∇uh − u⊥h ) +∇ph + αU⊥rotuh = H(h) , x ∈ Ω ,
div uh = 0 , x ∈ Ω ,
uh = 0 , x ∈ ∂Ω ,
whereH(h) is defined in (4.22). We consider the case 0 < |α| < 1. Then for any h(1), h(2)
inX0, by (3.4) and (4.4)-(4.8) combined with (4.27)-(4.28), we see that
‖Φ[h(1)]− Φ[h(2)]‖X0
= ‖P0uh‖L∞(Ω) + ‖∇P0uh‖L∞(Ω) + ‖Q0uh‖L2(Ω) + ‖∇Q0uh‖L2(Ω) +
∑
|n|≥1
‖Pnuh‖L∞(Ω)
≤ K1‖P0H(h)‖L1(Ω) +
7K1
|α| ‖Q0H(h)‖L2(Ω)
≤ 8K1ǫ (|α|δ1−1 + |α|δ2−1 + |α|δ3−1 + |α|δ4−1) ‖h(1) − h(2)‖X0 .
Hence, if we choose the pair (~δ, ǫ) to satisfy
δj ≥ 1 for j = 1 . . . 4 , 0 < ǫ < 1
32K1
, when 0 < |α| < 1 , (4.29)
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then the mapping Φ is Lipschitz continuous on the set B~δ,ǫ. For the case |α| ≥ 1, from the
estimates (3.4), (4.4)-(4.7), and (4.9)-(4.10) combined with (4.27)-(4.28), we have
‖Φ[h(1)]− Φ[h(2)]‖X0 ≤ K2‖P0H(h)‖L1(Ω) + 8K2‖Q0H(h)‖L2(Ω)
≤ 9K1ǫ (|α|δ1 + |α|δ2 + |α|δ3 + |α|δ4) ‖h(1) − h(2)‖X0 . (4.30)
Then we obtain the next condition
δj ≤ 0 for j = 1 . . . 4 , 0 < ǫ < 1
36K2
, when |α| ≥ 1 , (4.31)
for the Lipschitz continuity of Φ on B~δ,ǫ. We have shown (i) provided the pair (~δ, ǫ) satisfies
the conditions (4.29) or (4.31).
Next we prove (ii). In the case 0 < |α| < 1, the estimates (3.4) and (4.25) imply
‖P0Φ[h]‖L∞(Ω) + ‖∇P0Φ[h]‖L∞(Ω) ≤ K1
(‖(P0G(h))θ‖L1(Ω) + ‖(P0f)θ‖L1(Ω))
≤ K1
(
ǫ2|α|δ2+δ3 + ‖(P0f)θ‖L1(Ω)
)
, (4.32)
for any h ∈ X0. From (4.4)-(4.5), (4.6)-(4.7), and (4.26) we have,
‖Q0Φ[h]‖L2(Ω) ≤
3K1
|α|
(‖Q0G(h)‖L2(Ω) + ‖Q0f‖L2(Ω))
≤ 3K1
(
ǫ2(|α|δ1+δ2−1 + |α|δ1+δ3−1 + |α|δ3+δ4−1) + |α|−1‖Q0f‖L2(Ω)
)
,
‖∇Q0Φ[h]‖L2(Ω) ≤
3K1
|α| 12
(‖Q0G(h)‖L2(Ω) + ‖Q0f‖L2(Ω))
≤ 3K1
(
ǫ2
(|α|δ1+δ2− 12 + |α|δ1+δ3− 12 + |α|δ3+δ4− 12 )+ |α|− 12‖Q0f‖L2(Ω)) ,
and ∑
|n|≥1
‖PnΦ[h]‖L∞(Ω) ≤
K1
|α| 34
(‖Q0G(h)‖L2(Ω) + ‖Q0f‖L2(Ω))
≤ K1
(
ǫ2
(|α|δ1+δ2− 34 + |α|δ1+δ3− 34 + |α|δ3+δ4− 34 )+ |α|− 34 ‖Q0f‖L2(Ω)) .
Hence, recalling the condition (4.29), if we choose the pair (~δ, ǫ) and f ∈ Y to satisfy
δ1 = δ2 = δ3 = δ4 = 1 , 0 < ǫ <
1
32K1
, when 0 < |α| < 1 , (4.33)
and
‖(P0f)θ‖L1(Ω) ≤
ǫ
2K1
|α| , ‖Q0f‖L2(Ω) ≤
ǫ
6K1
|α|2 , when 0 < |α| < 1 , (4.34)
then Φ defines a mapping from B~δ,ǫ into itself.
In the case |α| ≥ 1, we have (4.32) withK1 replaced byK2, and moreover, from (4.4)-(4.5),
(4.6)-(4.7), and (4.9)-(4.10), along with (4.26), we have
‖Q0Φ[h]‖L2(Ω) ≤
3K2
|α| 12
(‖Q0G(h)‖L2(Ω) + ‖Q0f‖L2(Ω))
≤ 3K2
(
ǫ2(|α|δ1+δ2− 12 + |α|δ1+δ3− 12 + |α|δ3+δ4− 12 ) + |α|− 12‖Q0f‖L2(Ω)
)
, (4.35)
‖∇Q0Φ[h]‖L2(Ω) ≤ 3K2
(‖Q0G(h)‖L2(Ω) + ‖Q0f‖L2(Ω))
≤ 3K2
(
ǫ2(|α|δ1+δ2 + |α|δ1+δ3 + |α|δ3+δ4) + ‖Q0f‖L2(Ω)
)
, (4.36)
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and∑
|n|≥1
‖PnΦ[h]‖L∞(Ω) ≤
2K2
|α| 14
(‖Q0G(h)‖L2(Ω) + ‖Q0f‖L2(Ω))
≤ 2K2
(
ǫ2(|α|δ1+δ2− 14 + |α|δ1+δ3− 14 + |α|δ3+δ4− 14 ) + |α|− 14‖Q0f‖L2(Ω)
)
. (4.37)
Then recalling (4.31), if the pair (~δ, ǫ) and f ∈ Y satisfy
δ1 = δ2 = δ3 = δ4 = 0 , 0 < ǫ <
1
36K2
, when |α| ≥ 1 , (4.38)
and
‖(P0f)θ‖L1(Ω) ≤
ǫ
2K2
, ‖Q0f‖L2(Ω) ≤
ǫ
6K2
, when |α| ≥ 1 , (4.39)
then we see that Φ defines a mapping Φ : B~δ,ǫ → B~δ,ǫ.
Now we have shown that the mapping Φ defines a contraction on B~δ,ǫ under the condi-
tions (4.33) and (4.34) when 0 < |α| < 1, and under (4.38) and (4.39) when |α| ≥ 1. Then
there is a unique fixed point of Φ in the closed convex set B~δ,ǫ. Hence we finally obtain a
unique solution to the nonlinear problem (N̂Sα) in B~δ,ǫ.
The estimates in Theorem 1.1 are obtained as follows. We consider only the case
0 < |α| < 1, in particular the estimates (1.9)-(1.12), since the case |α| ≥ 1 can be
handled similarly. Let v denote the unique fixed point of Φ in B~δ,ǫ. Applying the linear
estimates (4.4) and (4.5) to (N̂Sα) along with (4.19)-(4.21) we see that
‖Q0v‖L2(Ω) ≤
3K1
|α|
(‖Q0G(v)‖L2(Ω) + ‖Q0f‖L2(Ω))
≤ 3K1|α|
(
‖P0v‖L∞(Ω)‖∇Q0v‖L2(Ω) + ‖∇P0v‖L∞(Ω)‖Q0v‖L2(Ω)
+
( ∑
|n|≥1
‖Pnv‖L∞(Ω)
)‖Q0v‖L2(Ω) + ‖Q0f‖L2(Ω))
≤ 3K1ǫ
(‖∇Q0v‖L2(Ω) + 2‖Q0v‖L2(Ω))+ 3K1|α| ‖Q0f‖L2(Ω) .
In the last inequality we have applied the bounds derived from the assumption v ∈ B~δ,ǫ
with δj = 1 for all j. Since 0 < 6K1ǫ <
1
5 under the choice of ǫ in (4.33), we obtain
‖Q0v‖L2(Ω) ≤
15
4
K1ǫ‖∇Q0v‖L2(Ω) +
15
4
K1
|α| ‖Q0f‖L2(Ω) . (4.40)
On the other hand, if we apply (4.6) and (4.7) to (N̂Sα), then we have by the same argument
‖∇Q0v‖L2(Ω) ≤
3K1
|α| 12
(‖Q0G(v)‖L2(Ω) + ‖Q0f‖L2(Ω))
≤ 6K1ǫ|α|
1
2‖Q0v‖L2(Ω) + 3K1ǫ|α|
1
2‖∇Q0v‖L2(Ω) +
3K1
|α| 12
‖Q0f‖L2(Ω) .
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Inserting (4.40) in the above inequality, and by the smallness ofK1ǫ again, we see that
‖∇Q0v‖L2(Ω) ≤
C
|α| 12
‖Q0f‖L2(Ω) ,
which implies the estimate (1.12). We can obtain (1.10) by (4.40) combined with (1.12)
with the condition 0 < |α| < 1. For the estimate (1.11), by (4.8), (4.19) and (4.21), and the
condition v ∈ B~δ,ǫ with δj = 1 for all j we have∑
|n|≥1
‖Pnv‖L∞(Ω) ≤
K1
|α| 34
(‖Q0G(v)‖L2(Ω) + ‖Q0f‖L2(Ω))
≤ K1ǫ|α|
1
4
(‖∇Q0v‖L2(Ω) + 2‖Q0v‖L2(Ω))+ K1|α| 34 ‖Q0f‖L2(Ω) ,
which combined with (1.10) and (1.12) leads to (1.11). The estimate (1.9) follows from
(3.4) and the nonlinear estimate (4.20) with h replaced by v. This completes the proof of
Theorem 1.1. ✷
4.3 Proof for large |α|
In this subsection we prove Theorem 1.2. We adopt the same notation as in the proof of
Theorem 1.1 of the previous subsection. Let K3 denote the largest constant of C (larger
than 1 without loss of generality) appearing in (3.4) and (4.12)-(4.17) for convenience.
We show that the mapping Φ is a contraction on the set B~δ,ǫ. For the Lipschitz continuity
of Φ on B~δ,ǫ, we observe that the estimate (4.30) is improved in terms of the decay in |α|
into
‖Φ[h(1)]− Φ[h(2)]‖X0 ≤ K3‖(P0H(h))θ‖L1(Ω) +
6K3
|α| 13
‖Q0H(h)‖L2(Ω)
≤ 7K3ǫ (|α|δ1−
1
3 + |α|δ2 + |α|δ3 + |α|δ4− 13 ) ‖h(1) − h(2)‖X0 .
Hence, if we choose the pair (~δ, ǫ) to satisfy
δ1 ≤ 1
3
, δ2 ≤ 0 , δ3 ≤ 0 , δ4 ≤ 1
3
, 0 < ǫ <
1
28K3
, (4.41)
then the mapping Φ is Lipschitz continuous on B~δ,ǫ.
Next we check that Φ is a mapping from B~δ,ǫ into B~δ,ǫ. We have (4.32) withK1 replaced
by K3, and we see that (4.35)-(4.37) are improved in terms of decay in |α| respectively to
‖Q0Φ[h]‖L2(Ω) ≤
2K3
|α| 23
(‖Q0G(h)‖L2(Ω) + ‖Q0f‖L2(Ω))
≤ 2K3
(
ǫ2
(|α|δ1+δ2− 23 + |α|δ1+δ3− 23 + |α|δ3+δ4− 23 )+ |α|− 23‖Q0f‖L2(Ω)) ,
‖∇Q0Φ[h]‖L2(Ω) ≤
2K3
|α| 13
(‖Q0G(h)‖L2(Ω) + ‖Q0f‖L2(Ω))
≤ 2K3
(
ǫ2
(|α|δ1+δ2− 13 + |α|δ1+δ3− 13 + |α|δ3+δ4− 13 )+ |α|− 13‖Q0f‖L2(Ω)) ,
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and
∑
|n|≥1
‖PnΦ[h]‖L∞(Ω) ≤
2K3(log |α|) 12
|α| 12
(‖Q0G(h)‖L2(Ω) + ‖Q0f‖L2(Ω))
≤ 2K3
(
ǫ2(log |α|) 12 (|α|δ1+δ2− 12 + |α|δ1+δ3− 12 + |α|δ3+δ4− 12 )
+ (log |α|) 12 |α|− 12‖Q0f‖L2(Ω)
)
.
Then, under the condition (4.41), if we choose the pair (~δ, ǫ) and f ∈ Y to satisfy
δ1 = δ4 =
1
3
, δ2 = δ3 = 0 , 0 < ǫ <
1
28K3
, (4.42)
and
‖(P0f)θ‖L1(Ω) ≤
ǫ
2K3
|α| 13 , ‖Q0f‖L2(Ω) ≤
ǫ
6K2
|α| 13 , (4.43)
then Φ defines a mapping Φ : B~δ,ǫ → B~δ,ǫ. Now we have shown that Φ is a contraction
on B~δ,ǫ if we assume the conditions (4.42) and (4.43). Hence there exists a unique fixed
point v of Φ in B~δ,ǫ. The estimates (1.22)-(1.25) can be obtained in the same way as in the
proof of Theorem 1.1. This completes the proof of Theorem 1.2. ✷
4.4 Proof of Theorem 1.3
This subsection is devoted to the proof of Theorem 1.3. For a given f ∈ Y , let us take
α ∈ R large enough to satisfy both the condition (1.21) in Theorem 1.2 and the assumption
in Proposition 3.2. Then, from Theorem 1.2 we see that there exists a solution (v(α), q(α))
in X ×W 1,1loc (Ω) to (N˜Sα) satisfying the estimates (1.22)-(1.25). Hence, the proof will be
completed as soon as we show all the estimates in Theorem 1.3 and the decomposition (1.27)
of v(α). Note that v(α) also solves the system (N̂Sα), which is introduced in the beginning
of this section, with a suitable new pressure q˜(α) ∈W 1,1loc (Ω).
We deduce the estimate (1.26) from the triangle inequality
‖v(α) − vlinear0 ‖L∞(Ω) ≤ ‖Q0v(α)‖L∞(Ω) + ‖P0v(α) − vlinear0 ‖L∞(Ω)
≤
∑
|n|≥1
‖Pnv(α)‖L∞(Ω) + ‖P0v(α) − vlinear0 ‖L∞(Ω) . (4.44)
Since v := P0v(α) − vlinear0 ∈W 1,∞0 (Ω)2 is a solution to the next system
−∆v − α(x⊥ · ∇v − v⊥) +∇q + αU⊥rot v = −P0
(
(Q0v)⊥rotQ0v
)
, x ∈ Ω ,
div v = 0 , x ∈ Ω ,
v = 0 , x ∈ ∂Ω ,
with some pressure q ∈W 1,1loc (Ω), we have from (3.4) and (4.20) with h replaced by v(α),
‖P0v(α) − vlinear0 ‖L∞(Ω) ≤ C‖Q0v(α)‖L2(Ω)‖∇Q0v(α)‖L2(Ω) . (4.45)
Then, by (4.44)-(4.45) along with (1.23)-(1.25) we obtain the estimate (1.26).
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The decomposition (1.27) and the related estimates follow from the results in Proposi-
tion 3.2. Indeed, we know that (v(α), q˜(α)) solves (N̂Sα), and we have the next estimate
of ‖PnG(v(α))‖L2(Ω), which is uniform both in |n| ≥ 1 and |α|, combined with esti-
mates (1.22)-(1.25):
‖PnG(v(α))‖L2(Ω) ≤ ‖Q0G(v(α))‖L2(Ω)
≤ ∥∥Q0((P0v(α))⊥rotQ0v(α))∥∥L2(Ω) + ∥∥Q0((Q0v(α))⊥rotP0v(α))∥∥L2(Ω)
+
∥∥Q0((Q0v(α))⊥rotQ0v(α))∥∥L2(Ω)
≤ ‖P0v(α)‖L∞(Ω)‖∇Q0v(α)‖L2(Ω) + ‖∇P0v(α)‖L∞(Ω)‖Q0v(α)‖L2(Ω)
+
( ∑
|n|≥1
‖Pnv(α)‖L∞(Ω)
)
‖∇Q0v(α)‖L2(Ω) ,
where the nonlinear estimates (4.19) and (4.21) with h replaced by v(α) are applied. The
proof of Theorem 1.3 is complete. ✷
A Solving the boundary layer equation: proof of Lemma 3.7
In this section we prove Lemma 3.7. All the results concerning the Airy function can be
found for instance in [1], Chapter 10. Let us first recall that a solution to the Airy equation
d2f(ρ)
dρ2
− ρf(ρ) = 0 in R
is given by the Airy function Ai, which can be extended as an entire analytic function on C
satisfying
d2f(z)
dz2
− zf(z) = 0 in C . (A.1)
It is the inverse Fourier transform of
ξ 7→ exp (iξ3
3
)
and satisfies
Ai(0) =
1
3
2
3Γ
(
2
3
) , Ai′(0) = − 1
3
1
3Γ
(
1
3
) ,
where Γ is the Gamma function. Moreover
Ai(z) ∼|z|→∞ z−
1
4 exp
(− 2
3
z
3
2
)
, |arg z| < π − ǫ , ǫ > 0 . (A.2)
The results (3.78) and (3.80) are easy consequences of (A.2). Indeed we can write
|C0,n,α|−1 =
∣∣∣ ∫ ∞
0
e
2|n|
|β|
t
∫ ∞
t
e
− |n|
|β|
s
Ai(c−s+ λ2) ds dt
∣∣∣ ,
where λ = |n|c+|β| with |β| = (2|αn|)
1
3 and c± =
√
3±i
2 (hence
in|β|c−
2α = λ
2), and therefore
|C0,n,α|−1 is bounded uniformly in the set {(n, α) ∈ Z × R | |α| ≥ 1 , 1 ≤ |n| ≤ |α| 12 }
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thanks to (A.2). The result (3.80) is obtained in the same way. As to (3.79), it is known (see
for instance [1] page 449) that ∫ ∞
0
Ai(s) ds =
1
3
,
so the result follows by continuity of the map µ 7→
∫ ∞
0
e−µsAi(s+µ2) ds. This concludes
the proof of Lemma 3.7. ✷
B Proof of the interpolation inequality (3.28)
We may assume that g ∈W 1,2((1,∞); r dr) is nontrivial. Let δ ∈ (0, 1] be a fixed number
which will be determined later. Then we have
‖g‖2L2(Ω) = 2π
∫ ∞
1
|g|2r dr
≤ C
∫ 1+δ
1
r dr‖g‖2L∞((1,∞)) +
C
δ
∫ 2
1+δ
r2 − 1
r2
|g|2r dr +C
∫ ∞
2
r2 − 1
r2
|g|2r dr
≤ Cδ‖g‖2L∞((1,∞)) +
C
δ
‖
√
r2 − 1
r
g‖2L2(Ω) + C‖
√
r2 − 1
r
g‖2L2(Ω) . (B.1)
Let us take
δ =
‖
√
r2−1
r g‖L2(Ω)
‖g‖L∞((1,∞)) + ‖
√
r2−1
r g‖L2(Ω)
.
Then
‖g‖2L2(Ω) ≤ C‖
√
r2 − 1
r
g‖L2(Ω)‖g‖L∞((1,∞)) + C‖
√
r2 − 1
r
g‖2L2(Ω) . (B.2)
The estimate (B.2) combined with the standard interpolation inequality
‖g‖L∞((1,∞)) ≤ C‖∂rg‖
1
2
L2((1,∞))‖g‖
1
2
L2((1,∞)) ≤ C‖∂rg‖
1
2
L2(Ω)
‖g‖
1
2
L2(Ω)
yields
‖g‖2L2(Ω) ≤ C‖
√
r2 − 1
r
g‖
4
3
L2(Ω)
‖∂rg‖
2
3
L2(Ω)
+ C‖
√
r2 − 1
r
g‖2L2(Ω) .
The proof of (3.28) is complete.
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