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Abstract. The notion of balance of two morphisms on a given language is generalized to deal 
with the whole family of rational transductions. The usefulness of balance for proving decidability 
of equivalence of rational transductions i  established. In particular, an alternative proof for a 
result of Culik showing the decidability of the equivalence problem of single-valued rational 
transductions on regular languages i given. In addition, a new result showing the decidability 
of the equivalence problem of inverses of single-valued rational transductions on regular languages 
is obtained. 
1. Introduction and preliminaries 
Decision problems concerning equivalence of transductions on languages were 
studied a lot in formal anguage theory. Two transductions are equivalent (or agree) 
on a language L if they are equal on each word of the language. Thus, the equivalence 
problem of 3" on .~, where 3. is a family of transductions and .~ is a family of 
languages, is the problem of deciding, given two transductions ~'1, ~2 in 3" and a 
language L in ~, whether ~1, z2 agree on L. 
Many of the results in this area* deal with the family ~ of morphisms. For 
equivalence problems of morphisms the notion of balance has turned out to be 
useful. The balance measures the length-ditterenee of a pair of morphisms on a 
word. For morphisms hi, h2 and a language L on which hi, h2 agree, the balance 
of h~, h2 is said to be bounded if there exists a k such that, for each prefix z of a 
word in L, the difference between Ihl(z)l and [h2(z)[ is bounded by/~ 
The notion of balance was introduced in [3], and initially studied, together with 
equality languages, in [5, 8, 10, 21]. 
The balance relates to equivalence problems via the notion of smoothness. This 
notion was first introduced, with respect to DOL-systems, in [3], where it was shown 
that the sequence quivalence problem is decidable for every smooth family of 
DOL-systems. A more general notion of smoothness was introduced in [8] as follows: 
a 'nice' family of languages ~ is smooth if, for each pair of morphisms hi, h2 and 
L in .~, if h,, h2 agree on L, then the balance of h~, h2 on L is bounded. Now, the 
0304-3975/86/$3.50 © 1986, Elsevier Science Publishers B.V. (North-Holland) 
248 Y. Moon, ,4. Yehudai 
following result was established in [8] (based on ideas in [3]): for each smooth 
family of languages .~ the equivalence problem of morphisms on .~ is decidable. 
As an example one can show that the equivalence problem of morphisms on regular 
languages i  decidable, based on the fact that the family of regular languages i  
smooth, see [8]. 
In this paper we shall give another definition of balance, which holds for the 
whole family of rational transductions and which coincides, in the case of morphisms, 
with the classical notion of balance. We shall then generalize the notio~ of smooth- 
ness. Having this concept we generalize the result of [8] giving the following theorem: 
if .~ is smooth with respect o some family of transductions 3", then the equivalence 
problem of 3" on .~ is decidable. This theorem is a tool for proving decidability results 
for rational transductions, especially when the family of regular languages i  in- 
volved. We illustrate it by giving an alternative proof for the decidability of the 
equivalence problem of single-valued rational transductions on regular languages, 
a result of [4]. The theorem is also applied in proving a new result, namely the 
decidability of the equivalence problem of inverses of single-valued rational trans- 
ductions on regular languages. 
The paper is organized as follows. In the remainder of this section some definitions 
and notations will be given. Then, in Section 2, the notion of balance will be 
introduced, and it will be shown that, for the case of morphisms, it coincides with 
the classical one. In Section 3 the notion of smoothness will be given. The usefulness 
of smoothness for proving decidability 
Section 4. In Section 5 some examples 
such that the family of regular languages 
The equivalence problems concerning 
examples will shed some light on the 
of equivalence problems will be shown in 
of families of transductions will be given 
i not smooth with respect to those families. 
these families are undecidable, and our 
difficulties in these equivalence problems. 
Finally, in Section 6, some conclusions and open problems will be given. 
In the remainder of this section some definitions and notations are given. For 
more details see [1, 12, 20]. 
A transduction is a mapping from a free monoid into the set of subsets of a free 
monoid. It is called single-valued if each image contains at most one element. 
Let ff and .~ be families of transductions and languages, respectively. Given ~'1, 
~'2~ ff and L~.L~, we say that ,1, ~'2 agree (or are equivalent) on L if ~'l(x)= ~'2(x) 
for each x ~ L We say that ~'~, ~'2 nondeterministically agree (or are nondeterministi- 
cally equivalent) on L if 71(x)n~2(x)#O for each xeLn(domain(~' t )u  
domain(,2)). 
By EP(3, ~)  we denote the equivalence problem of ff  on -~, i.e., the problem of 
deciding, given ~1, ~2 in ff and L~ .~, whether ~,  ~'2 agree on L By EP3(ff, .~) we 
denote the nondeterministic equivalence problem of 3 on .~, i.e., the problem of 
deciding, given ~'~, ~2 and L as above, whether ~'~, ~2 nondeterministically gree on 
L. Given two families of transductions 3"1 and 32, we denote by EPa(3.t, 3"2, -~) 
the problem of deciding, given ~ e 3.~, ~'2 ~ 3"2 and L e .~, whether ~,  ~'2 nondeter- 
ministically agree on L Note that the (deterministic) agreement of transductions 
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was first studied in [8], and the nondeterministic agreement was introduced in [15], 
where it was called an existential agreement. 
The family of languages which we shall study is the family of regular languages, 
denoted by ~.ee. 
Concerning the families of transductions, the following definitions are needed. 
A rational (regular) transducer T is a sixtuple T= (Q, ~, A, E, qo, F), where Q is 
the set of states, ~ and a are the input and output alphabets, E __q Q x Z* x A* x Q 
is the set of transitions, qo ¢ Q is the initial state, and F is the set of final states. A 
transducer T is called 1-input if E __q Q x ~Y x A* x Q. The transduction realized by 
T is defined in the usual way, see, for example, [1]. A transduction realized by a 
rational transducer is called a rational transduction, and this family of transductions 
is denoted by ~3". The family of single-valued rational transductions is denoted by 
ft. By A ° we denote the family of morphisms, by X ~-~ the family of inverse morphisms, 
and by c~ the family of letter-to-letter morphisms, i.e., morphisms which map each 
letter to a letter. We also consider compositions oftransductions from these families. 
The notation ~gF -~, for example, should be clear. 
Note that, in order to simplify our notations, we denote by T both the transducer 
T and the transduction which is realized by T. 
For a word x we denote by Ix[ its length. Given h ¢ ~, h :~*~ A*, we denote by 
]h I the max{Ih(a)]]a ~~Y}. For a number n, In] denotes its absolute value. 
For a word x, we denote by pref(x) the set of prefixes of x. If y ~ pref(x), then 
y-~x is the string u such that yu = x. 
2. Balance 
In this section we shall introduce the notion of balance for rational transductions. 
First, the well-known definitions of equality languages and of balance of mor- 
phisms are given. 
Given transductions ~,  ~'2, their equality lafiguage, in symbols Eq(,~, ~-2), is 
{xl~'~(x)=~-2(x)}. Restricting ourselves to morphisms hi, h2, their k-equality- 
language in the classical sense, in symbols CEqk(ht, h2), is 
{x]x ~ Eq( h,, h2) and Vz ~ pref(x): IIh,(~)l-Ih~(~)ll ~ k}. 
In other words, x ~ Eqk(h~, h2) if[ x ~ Eq(h~, h2) and for each prefix z of x, the 
computation of hi on z and the computation of h2 on z have output difference 
bounded by/~ Let L be a language, and assume that h~, h2 agree on L. We say that 
h~, h2 have bounded balance in the classical sense on L if there exists a k such that 
L__G CEqk(hl, h2); otherwise, h~, h2 have unbounded balance in the classical sense on 
L. Notice that the above definition is restricted: we consider the balance of two 
morphisms only on a language on which they agree. The balance in cases where 
the transductions do not agree on the given language is irrelevant for us throughout 
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this paper. Similarly, the definition of balance which is established in this section 
is also restricted to the cases where the transductions agree on the given language. 
However, it may be easily changed to the case where agreement is not required. 
In what follows we shall give another definition for the k-equality-language, which 
holds for the whole family of rational transductions, and which coincides in the 
case of morphisms with the classical definition. 
Before giving our formal definition of k-equality-languages for rational transduc- 
tions, we try to intuitively present our considerations. 
First, we establish the nonformal definition of k-l-input-equality-language, 
denoted by 1-input-Eqk, i.e., the k-equality-language of 1-input rational transduc- 
tions. Let T~ and T2 be 1-input rational transducers, and let x be a word such that 
Tl(x) = T2(x)~l~. Let al be a computation of T~ on x, producing y as output. 
Formulating the conditions for being in 1-input-Eqk( T~, T2), we cannot require that 
the computation of T2 on x has a bounded output difference with respect o al ,  as 
T2 may have many computations on x. Moreover, T2 may have many computations 
on x giving y/ts output. Thus, we require that there exists a computation a2 of T2 
on x which produces y as output and such that the output difference of a~ and a2 
is bounded by k In other words, x is in 1-input-Eqk(T~, T2) only if, for each 
computation of T~ on x with some output, there exists a computation of ]rE with 
the same input and output, and such that the output difference of these computations 
on all the prefixes of x is bounded by k: When the above holds, we say that x 
belongs to 1-inp-InCk(T1, T2) (where Inc stands for inclusion). Now, it is natural 
to define 1-inp-Eqk(T~, 7"2) to be the intersection of 1-input-InCk( 7"1, T2) and 1-input- 
InCk( T2, T~). Turning to arbitrary rational transducers T~ and T2 (i.e., not necessarily 
1,input), and using the above notations, we cannot alk about he outputs of T~ and 
T2 on all the prefixes of x; the reason is that we may have a prefix w of x on which 
T1 or T2 has no computation. (This follows from the fact that a transition of a 
rational transducer is of the form (q, u, v, q'), where u may be longer than one.) To 
avoid this technical problem, we allow the transducers 7"1 and 7"2 to have some 
delay on the input, as long as the delay is bounded by some j. Adding this input 
delay to the conditions given above, we obtain the definitions of Incs, k(T~, T2) and 
E%.k(T~, T2), which relate to the whole family of rational transductions. Whenj  = k, 
we obtain the definition of Eqk(T~, T2). 
We now formalize the above ideas. (Note that, in the formal definition, we skip 
the definition of k-1-input-equality-languages, and give only the general definition 
of the k-equality-language of two rational transductions.) The following notations 
are useful. 
Let T~ = (Q~, Y, A, Ei, qoi, F~) be two rational transducers, i = 1, 2. Consider E~ 
and E2 as alphabets, and assume that they are disjoint. Let C(T~)c_ E* be the set 
of successful computations of T~. More precisely, 
C(T~) = {(q01, x~, y~, q~)(q~, x2, Y2, q2)(q2,. . .) . . .  (q,-~, x,, yn, q,) e E*[qn e 1:1}. 
Similarly, let C(T2) --q E* be the set of successful computations of 7"2. 
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In order to consider computations of T1 in parallel with computations of T2, we 
consider words over (E~ u E2)*. The following morphisms over (E~ w E2)* are useful: 
(i) I~:(E~u E2)*~ E*, I i(a)=~ a 
a~ E l ,  
a ~ E2; 
(ii) inpl : (El u E2)* ~ .~*, 
(iii) ouh : (El u E2)* -* A*, 
: ( :  
out,a, {; 
a = (q, x, y, q') e E l ,  
acE2; 
a=(q,x,y,q')~E~, 
a~ E2. 
Similarly, morphisms 12, inp2 and out2 are defined, relating to T2. 
Given successful computations a~e C(TI), a2~ C(T2), we say that al,  a2 have 
the same input and output if inpl(a~)= inp2(a2) and ouh(a~)= out2(a2). 
Using the above terminology, it is convenient for us to look at the equality language 
of 7"1 and T2 as follows. Let 
Inc(Tl, T2)={x] Tl(x)c T2(x)} 
={xlVa~e C(T~) such that inpl(al)=x, =la2e C(T2) 
such that a~, a2 have the same input and output}. 
Then Eq(TI, T2) = Inc(T1, T2) n Inc(T2, 7"1). In order to define Eqk(T1, T2), we just 
add the bounded balance requirement to the above formulation, via the following 
definitions. 
Definition 2.1. Let a~ ~ C(T~) and a2e C(T2) such that inpl(al) =inp2(a2). We say 
that a~, a2 are balance bounded by (j, k) if there exists an a ~ (El u//2)* which 
satisfies: 
(i) II(a) = al and I2(a) = a2, 
(ii) Vz ~ pre f (a ) ,  Ilinp~(z)l- linp2(z)ll <-j, and 
(iii) Vzepref(a),  Ilouh(z)l-lout2fz)ll~< k- 
I f j  = k we say that a~, a2 are balance bounded by k. 
Definition 2.2. the inclusion-(j, k)-language of 7"1, T2, in symbols InCj, k(T~, T2), is 
{xlVal ~ C( TI) such that inpl(ax)=x 
3a2e C(T2) such that al, a2 have the same input and output 
and such that a~, a2 are balance bounded by (j, k)}. 
When j = k, we write Inck(T1, T2). 
Definition 2.3. E%,k(T1, T2)=Inc~.k(Tl, T2)c~In%k(T2, 7"1). When j=k ,  we write 
Eq~,(7"l, T2). 
Definit ion 2.4. Let L be a language, and assume that 7"1, T2 agree on L. We say 
that 7"1, 7"2 have bounded balance on L if there exists a k such that L~ Eqk(T1, 7"2); 
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otherwise, T1, T2 have unbounded balance on L. When L_  Eqk(T1, T2) we also say 
that T~, T2 have balance k on L. 
Notice that the above definitions atisfy the following: 
(1) Eqzk(Tl, T2)c_EOo, k,(T,, T2) if j<-j ' and k<~k', and 
(2) if Tl(x)=0, then xe  Inco(Tl, T2); if T;(x)= T2(x)=O, then xe  Eqo(Tl, T2). 
Applying the above definition of balance to morphisms, we consider, given h~ ~ ~, 
hi:Z*--> A*, the following transducer: T1 = ({qo}, ~, A, E, qo, {qo}), where E = 
{(qo, a, hi(a), qol a e £}. This transducer is called the transducer of h~. Now, given 
hi, h2s Yg, Eqk(hl, h2) means Eqk(T~, T2), where T~ are the transducers of hi. 
Notice that in this definition we ignore (for simplicity) the fact that each morphism 
h maps a to a. Ignoring this property of morphisms will not effect our results 
concerning equivalence of morphisms on languages. 
Note that, considering morphisms h;, h2, Inck(hl ,  h2) = Inck(h2, hi) for each k. 
This holds since the h~'s are single-valued transductions and are defined for each 
word over the domain alphabet. For rational many-valued transductions, this 
equality does not necessarily hold. 
Our definition of balance coincides, in the case of morphisms, with the classical 
definition, as is shown in the following theorem. 
Theorem 2.5. Let hi, h2~ ~, and let L be a language. Then hi, h2 have bounded 
balance on L in the classical sense iff they have bounded balance on L according to 
Definition 2.4. 
For proving Theorem 2.5 we need the following lemma, which is interesting on 
its own. 
Lemma 2.6. Let Tt, T2 be 1 -input rational transductions (i.e., Ei c_ Qi x ~, x A* x Qi), 
and let L~,~*. I f  Lc_Eqzk(T1, T2) for some j, k, then there exists an l such that 
L c_ Eql,,(T~, r2). 
Proof. Let /'1, T2 be 1-input rational transducers, and let Lc_Z*. Assume that 
L___ Eqj.k(Tl, 7"2) for some j, k. Let m = max{lull(q, a, u, q') e Ei, i = 1, 2}, where Ei 
is the set of transitions of T~. We prove that L_  Eql.l( T1, T2), where 1 = k + m + mj. 
Let y~ L and let al~ C(TI) such that inp~(al)=y. Let a2~ C(T2) be such that 
a~, a2 have the same input and output and such that a~, a2 are bounded by (j, k). 
Let a e(EIE2)* such that I~(a)=al and I2(a)= a2. There exists such an a in 
(E1E2)* because I 11 = (as 71, 72 are 1-input, and el ,  as have the same input). 
Let z~pref(a). Of course, Ilinpl(z)l-linp2(z)ll<~l. So, it suffices to show that 
I Iout,(z)l- Iout2(z)l I L 
Consider the following two cases. 
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Case 1: inpl(z) = inp2(z) (i.e., z ~ (E1E2)*). Denote inpl(z) ( = inp2(z)) by x. From 
our assumption, there exists an a'  ~ (E~ u E2)* which shows that al ,  a2 are bounded 
by (j, k). Let z~, z2 be the shortest strings which satisfy 
(i) zlz2 ~ pref(a'),  
(ii) inpl(zl) = inp2(zlz2) = x or inp2(zl) = inpl(zlz2) = x. 
Assume that z~ and z2 are such that inpl (z l )=inp2(z lz2)=x (the other case is 
handled similarly). Recall that x = inp~(z) = inp2(z). We have that ouh(z~) = ouh(z) 
and out2(zl z2) = ouh(z). Hence, it suffices to prove that I louh(z01- Iout=(z~z=)l I ~ 
k + mj. The above inequality follows from the following claim. 
Claim. Ilouh(z01-Iout=(z,)ll <~ ~ and Iouh(z2)l ~< mj. 
Proof of claim. The first inequality holds since zl ~ pref(a'). Similarly, we have 
I linp~(z~)l- inp2(z01l<~j. In other words, linp2(z~)l ~<j. Since T: is 1-input and by 
the definition of m, we have that Iouh(z~)l ~<jm, which completes the proof of the 
claim, and shows that, in Case 1,.I Iouh(z)l -Iouh(z)l I <- k + mj. 
Case 2: I linp,(z)l-linp~(z)l I = 1 (i.e., z~ (E~E2)*EO. Consider z'~ (E~E2)*, Iz'l = 
Izl + 1, z'~ pref(a). From Case 1 we know that Iout,(z')l-Iouh(z')l <<- k+ mj. But the 
additional letter of //2 changes the balance by at most m. Hence, l louh(z)] -  
Iouh(z)l I ~< k + m+ mj. 
Since Cases 1 and 2 are exhaustive, this completes the proof of Lemma 2.6 [] 
Note that the 1-input condition in Lemma 2.6 is necessary. (If T~ are not 1-input, 
one cannot guarantee an input difference bounded by 1.) 
We are now ready for the proof of Theorem 2.5. 
Proof of Theorem 2.5. Let n = max{lhd, ]h:[}. Assume first that Lc_ CEqk(h~, h2). It 
follows from the definitions that L___ Eq~.k+,(h~, h2)__q Eqm~x~l.k+,l(h~, 2). Assume 
now that Lc_ Eqk(h~, h2)= Eqgk(hl, h2). By Lemma 2.6, there exists an ! such that 
Lc_ Eq~j(h~, h2). Now, it follows from the definitions that Lc_ CEqt(h~, h2). [] 
To deal with nondeterministic equivalence, we establish the definition of the 
k-nondeterministic-equality-language, motivated by the definition of nondeterminis- 
tic agreement. 
Definition 2.7. The k-nondeterministic-equality-language of T~, T2, in symbols 
=l-Eqk(T~, T2), is 
{x I ::lal ~ C(TI) such that inp1(al) = x and 
3a2~ C(T2) such that al, a2 have the same input and output 
and such that al, a2 are balance bounded by k} 
u ix l  rl(x) = T2(x) = 0}. 
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Notice that for x such that T~(x)=O there exist no O~ 1 in C(TO such that 
inp~(al) = x. On the other hand, by the definition of nondeterministic agreement, 
if Tl(X)= T2(x)= 0, then 7"1 and T2 nondeterministically agree on x. According to 
the last observation, we want {xlTl(x ) = T2(x)= 0} to be in 3-Eqk(T~, 7"2) for each 
k t> 0. Therefore, this set is explicitly added to 3-Eqk( T~, 7"2). 
We are now ready to define the bounded nondeterministic balance. 
Definition 2.8. Let L be a language and assume that T1, T2 nondeterministically 
agree on L. We say that T~, I"2 have bounded nondeterministic balance on L if there 
exists a k such that L~ 3-Eqk(T1, T2); otherwise, TI, 7"2 have unbounded nondeter- 
ministic balance on L. 
The usefulness of the notion of balance for proving decidability of equivalence 
problems is established in the following two sections. 
3. Smoothness 
In this section we shall present he notion of smoothness for families ,3 and 
of transductions and languages, and illustrate its usefulness for proving decidability 
of equivalence problems. 
Definition 3.1. Let ~ be a family of languages uch that ~ is effectively closed 
under intersection with regular languages and such that the emptiness problem is 
decidable for languages of ~. Let ,3 be a family of transductions. We say that 0~ 
is ,3-smooth if, for ,3 and ~, equivalence implies bounded balance, i.e., for each 
L ~ ~ and z~, ~2 ~ ` 3, if ~'1, ~'2 agree on L, then ~'~, ~2 have bounded balance on L 
The above notion of smoothness, when ,3 is restricted to the family ~ of 
morphisms, was introduced in [8]. (Note that the formulation of smoothness in [8] 
differs from the one given here.) Having the concept of smoothness, and based on 
ideas of [3], the following result was given in [8]. 
Theorem 3.2. Let ~ be a family of languages. If .~ is ~-smooth, then EP(~, ~)  is 
decidable. 
Our main result generalizes this theorem as follows. 
Theorem 3.3. Let.~ be a family of languages, and `3a family of rational transductions. 
If .~ is ` 3-smooth, then EP(,3, ~)  is decidable. 
Theorem 3.3 is useful for showing decidability of equivalence problems of many- 
valued transductions. Some examples illustrating it will be given in Section 4. In 
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the remainder of this section the proof of Theorem 3.3 is given. The proof of Theorem 
3.3 uses the ideas of that of Theorem 3.2. The following theorem is crucial in the 
proof of Theorem 3.2. 
Theorem 3.4. Given hi, h2 e Y( and k >1 O, CEqk(hl, h2) is effectively regular. 
The ideas of the proof of Theorem 3.4 already appear in the proof of [3, Theorem 
2.1]. The theorem itself may be found in [21]. 
Our first step in proving Theorem 3.3 is to generalize Theorem 3.4 as follows. 
Theorem 3.5. Given finite transducers T~ = ( Qi, ,Y,, A, Ei, qoi, F~), i= 1, 2, and j, k >~O, 
ECO.k( T1, T2) is effectively regular. 
Proof. It suffices to prove the following claim. 
Claim. -Y*--InCj, k(T1, T2) is regular. 
Proof of claim. Roughly, we construct an automaton A for E* - InCj.k( T1, T2) which 
acts as follows: reading the input string, A acts as T1. Meanwhile, it guesses the 
input for T2 and simulates T2 on this guessed input. The automaton A keeps input 
and output buffers bounded by j and k, respectively. With the input buffer, A checks 
that the actual input is identical to the input which was guessed for T2 and with 
the output buffer it compares the outputs of 7"1 and T2. The automaton recognizes 
x iff there exists a successful computation of 7"1 on x with some output y for which 
there is no successful computation of T2 with the same input and output such that 
the computations are balance bounded by (j, k). This language is exactly ,Y*- 
Incj, k(T1, T2). (Notice that an x on which there exists no successful computation 
of T1 is by definition in Incj.k(T1, T2), and need not be recognized by our automaton.) 
We now give a formal description for the case where Ei c_ Qi x (,Y u {A}) x A* x Q~. 
Without this assumption (i.e., when E~ _c Q~ x ,Y* x A* x Qi), a similar construction 
holds. For a formal description of A, the following notations are needed. Let $1, 
$2~,Y u A. 
To deal with input bounded by j, the following definition is useful: for x, y e ,Y*, 
I (A,x- ly) x~pref(y) , lx- ly  <~j, 
f~(x ,y )=~(y- lx ,  A) y~pref (x) , ly - lx  <~j, 
($1, $2) otherwise. 
For x, ye  A*, f~(x, y) is defined accordingly. Note that the ($1, $2) stands for a 
conflict. For this pair we have the following: for each u, v e Z*, $~u ~ pref($2v) and 
$2v~ pref($1u). This property implies that once the automaton reaches a conflict, 
it remains in a conflict. 
A state of T2 together with buffers of input and output is an element of A2 = 
Q2 × .~2 x A 2, where 
z_ 0~< 
and A~ defined similarly. 
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In order to explicitly consider steps of T2 on the empty string, we consider a new 
letter # ~ .S, let .~ = .Y u {#}, and let I :$  ~ .~, 
a ifae.,Y,, 
I (a )= A if a=#.  
We now define a function g which is useful for describing the steps of T2 on a 
word (including steps on #). Let g:.~* × A2~ 2 A~ be defined as follows: 
(i) Vt~A2: g(A, f/)={tT}; 
(ii) Va $, (q, (/3,,/39, (rl, ')t2))EA2: 
g(a, (q, (/3,, (y,, y:))) 
= {(q' , f : ( f l l ,  f l2I(a)) , f~(yl ,  y2u)) ] (q, I (a),  u, q')e E2}; 
(iii) Vx ~ .~,+, a e 2,, Fl e A2: g(xa, Cl) = {~ e A2} ~ ~ g( a, :),  f e g(x, O)}. 
We are now ready to define a nondeterministic finite automaton A= 
(Q, .Y, 8, qo, F) recognizing ~*--InCs, k(Tl, T2). The components of A are defined 
as follows: 
(i) Q = Q! x 2A2; 
(ii) q0=(q0~, C) e Q~x2 '%, where C={~eAe[peg(x ,  ho),Xe-~*}, and ho = 
(q02, ()t, A), (A, A)) (the set C -{ho} represents situations where T2 reads a string x 
before the first step of T~ on the input); 
(iii) F={(q,  Z)eQ~x2"%lqeF~ and VtTeZ: Ft~{(q,(A,A),(A,)t)) lqeF2}}; 
(iv) Va ~ .S u {A}, (q, Z) e Q: 
8((q, Z), a )= {(q', Z')l (q, a, u, q')~ E,, 
Z'= {P e A21ff ~ g(x, ( q" , f f  (~a,  /32),f~( ~,lu, ~/2))), 
(q", (/3,, 139, (y,, z, 
One can verify that A is well-defined and may be computed, and that L(A) -  
,Y*-InCs, k(T~, T2). [] 
Note that the proof of Theorem 3.5 is much more complicated than that of 
Theorem 3.4, in contrast with our intuitive feeling. This is caused by the following: 
(1) The T~'s are nondeterministic, implying that, in the simulation of 7"1 and T2, 
sets of possible configurations have to be handled; 
(2) A 'difference' between T~, T2 on the input has to be handled (in addition to 
'differences' on the output). 
Note also that an automaton for InCj.k(T~, T2) will be much more complicated. 
For InCs, k(T~, T2), all the computations of T~ on the string have to be handled, 
implying that the states of such an automaton is the set 2 °, where Q is as in the 
above proof. Another way to construct an automaton for InCs.k(7"l, T2) is to consider 
'V-states', according to the model of alternating finite automata [2], and thus avoiding 
states of the form 2 °. Yet, for an alternating finite automaton B, if on a word x B 
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has a computation with an infinite loop on the empty string, B does not recognize 
x, in contrast with the situation here. Thus it turns out that our straightforward 
construction is not more complicated than using the alternating model with the 
relevant changes. 
We are now reacly for the proof of Theorem 3.3 (the proof is similar to the proof 
of Theorem 3.2). 
Proof of Theorem 3.3. Let T~, T2~ 3- and L~.~. We simultaneously apply the 
following two semialgorithms: 
(i) for k = 0, 1, 2 , . . . ,  construct the regular language Eqk(Tt, T2) (see Theorem 
3.5) and check if L~ Eqk(T~, T2); 
(ii) enumerate the words of L and check, for each word x, if T~(x)='T2(x). 
The assumption that .~ is if-smooth ensures that the above steps may be carried 
out and that, in any case, one of the semi-algorithms stops. [] 
Note that theorems which are similar to Theorems 3.5 and 3.3 hold for 
::l-Eqk(T1, T2), and for a suitable notion of nondeterministic smoothness. We do 
not state these theorems, as we do not have any interesting results to which we can 
apply them. 
4. Examples for smoothness 
In this section we give some examples of families of transductions 3- such that 
~g is 3%smooth. For the sake of completeness we first give the following result of 
[8] (see also the proof of [3, Theorem 2.1]). 
Theorem 4.1. ~ is ~-smooth. 
Our first result deals with the family b" of single-valued rational transductions. 
Theorem 4.2. ~,~ is S-smooth. 
ProoL Let T~, T2 be single-valued rational transducers whose transitions are E~ and 
//2, respectively and assume that E~ and E2 are disjoint. Let R e ~,  and assume 
that 7"1, T2 agree on R. Let j = max{linp~ [, linp21}. Consider C(TI), C(T2) and let 
L_  (El u E2)* be the following language: 
L={ae(E~u E2)*l (i) I~(a)eC(T~) and I2(a)~C(T2), 
(ii) Vzepref(a): Ilinp~(z)l-linp2(z)J[<~j, and 
(iii) inp~(a) = inp2(a) ~ R}. 
One can verify that L is regular. In addition, all the successful computations of
7"1 and 7"2 on R are represented in L (or, more precisely, for each/3 e C(T~) with 
inp~(13) e R, i = 1, 2, there exists a e L such that Is(a) = fl). Now, since T~, T2 are 
single-valued and agree on R, and since we have condition (iii), we conclude that 
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the morphisms ouh, out2 agree on L. By Theorem 4.1, ouh,  out2 have bounded 
balance on L. By Theorem 2.5, ouh, out2 have bounded balance in the classical 
sense on L. Assume that this bound is k: This means that for each z ~ pref(a), where 
e L, [{ouh(z)[ - [out2(z)[[ ~ k: Thus, R_  Ecb, k(7"l, 7",), which completes the 
proof. [] 
We now turn to the family 5e -~ of inverses of single-valued transductions. We 
have the following result. 
Theorem 4.3. ~e9 is ~-~-smooth. 
To prove Theorem 4.3, the following lemma is useful. 
Lemma 4.4. Let ~-~, ~ ~'~, 72:-Y*--> A*, and R ~_ A*. I f  C{ ~, ~2 ~ agree on R, then 
~'-(I(R) = ~'2~(R) ~- R', and ~'~, ~'2 agree on R'. 
Proof. It is obvious that ~]-~(R) = ~-~I(R). Now, since ~ are single-valued, we have 
that ~I~-~-~(R) _ R, and similarly for ~2. From this we derive that ~'~, ~'~ agree on R'. 
(Let x ~ R'  such that ~'~(x) = y. Then y e R, and hence ~'~-~(y) = ~2~(y), implying that 
x e ~2~(y) and ~,2(x) = y.) [] 
Note that the above lemma uses the same arguments as [15, Theorem 4.1] (which 
relates to ~'~, ~'2e ~)  and is also similar to [13, Theorem 6]. 
We are now ready to prove Theorem 4.3. 
Proof of Theorem 4.3. Let T~ e b ~, T~ = (Qi, -Y, A, E ,  qo, F~), and consider T~ -~ ~ 5e -1, 
i = 1, 2. Notice that T~ -1 = (Q,  A, ,?, E7 t, qoi, F~), where E71 is 
{(q, u, v, q')] (q, v, u, q') ~ E,}. 
Now, let R e 3teg, R ~ A*, and assume that T~ 1, T~ 1 agree on R. By Theorem 
4.1, T1, 7"2 agree on R' where R'= T-(I(R) ( = T21(R)). By Theorem 4.2, T1, T2 are 
balance bounded by (A k) on R' for some j and k. From the relations between E~, 
E~ -~ one can derive that T~ -1, T2 ~ are balance bounded by (k,j) on R, which 
completes the proof. [] 
As an important special case of Theorem 4.3 we have the following result. 
Theorem 4.5. ~ is ~-~-smooth. 
As a result of the theorems in this section and Theorem 3.3 we have the following 
corollary. 
Corollary 4.6. EP( f f ,~g)  and EP( f f - l ,~g)  are decidable. In particular, 
EP(~, ~g)  and EP(~V -1, ~g)  are decidable. 
The decidability of EP(b "-1, ~g)  is a new result, while the decidability of 
EP(b D, ~t~), EP(~, ~,~g) and of EP(~ "-1, ~g)  appear in [4], [8] and [15], respec- 
tively. 
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5. Examples for nonsmoothness 
In this section we shall give some examples for nonsmoothness with respect o 
~te¢. ~p is said to be 8--nonsmooth (8"-nonsmooth nondeterministically) if there 
exist rl, r2 e 8" and R e ~.e¢ such that ~h, r2 (nondeterministically) agree on R with 
unbounded (nondeterministic) balance. The examples of this section illustrate the 
following results: (1) ~¢ is ~8-nonsmooth; (2) ~¢ is ~' -~¢-~-nonsmooth;  (3) 
~¢ is ~- l -nonsmooth nondeterministically. Note that the first nonsmoothness 
result is a corollary to Theorem 3.3 and to the undecidability of EP(~8", ~¢)  (see 
[ 11]). Similarly, the second nonsmoothness result is a corollary to Theorem 3.3 and 
the undecidability of EP(~g~-I~ -~) [17]. (Of course, (1) follows from (2).) In 
addition, the third nonsmoothness result is a corollary to the following: (i) a theorem 
which is analogous to Theorem 3.3, dealing with nondeterministic equivalence 
(which may be easily obtained using the ideas of this paper) and (ii) the undecidabil- 
ity of EP:,(~ "q, ~,~) [14]. Thus, no new results are given here. We give the examples 
as we believe that they contribute to better understanding of the difficulties in the 
relevant equivalence problems. 
The first example illustrates the fact that ~p is ~8"-nonsmooth. 
Example 5.1. Let T~, 7"2 be the rational transductions as follows: T~= 
({ s<o °, s~°, st o}, ,v, A, Ei, S~o °, { S<o °}), i = 1, 2, where ,Y = { a, # }, A = { b, # }, and the 
E~'s are as in Fig. 1. Let R ={a"#[n>~2}. It is easy to verify that 7"1, T2 agree on 
R with unbounded balance. 
The second example illustrates the fact that ~.ep is ~'~lYgc~-~-nonsmooth. 
Example 5.2. Let the morphisms cl, f~, gl, c2, f2, g2 (where ci ~ ~) be over alphabets 
as shown in Fig. 2 (where the Ei's are as in Example 5.1). Define these morphisms 
QID a a lb  
_alb _a id  2 
Fig. 1. 
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c i ~ ~ - - ~ ~  ~ 
Fig. 2. 
as follows: 
(1) c,((s~ O, v, u, s~°)) = v, 
(2) '), v, u, - [ SJu,S:u:$ 
V(s) O, v, u, S(kO)~ E,  i= 1,2 
(i.e., c+ = inp+, i = 1, 2); 
if lul = l, u = u~ ~ A, 
iflu[ = 2, u = utu2, ui ~ A, 
V(sJ i), v, u, s(k O) c Ei, i = 1, 2; 
(3) g~(x) = x$ 2, Vx ~ A, i = 1, 2. 
One can verify that the transducers T~ of Example 5.1 satisfy T~ = gT~f~c7, 1, i = 1, 2. 
Hence, g-(~f~c-( ~,g21f2c2 ~ agree on R of Example 5.1 with unbounded balance. 
The third example illustrates the fact that 9/,p is ~o--1.nonsmooth nondeterministi- 
cally. 
Example 5.3. Consider ht, h2: {1, 2, 3}* -> {a, b}* which are defined as follows: 
h~(1)=(ab) 2, h~(2)=a, h~(3)=ba, 
h2(1)=ab, h:(2)=a, h2(3)=(ba):. 
Let R3={(ab)3"aln>~O}. Then hi -~, h~ -t nondeterministically agree on R3 with 
unbounded nondeterministie balance. (For x=(ab)3"a~ R3, the only word in 
h-(~(x) c~ h21(x) is 1"23 n. This implies the unbounded nondeterministic balance, as 
h~, h2 agree on {1"23"[ n >10} with unbounded balance.) 
Note that the construction of Example 5.2 is taken from [17] (see also [13, 14]), 
where the following results were established: (i) EP(CgX e-l, ~ep) is undeeidable, 
and (ii) EP3(~ e-l, c£-~, ~p)  is undecidable. Applying the construction given in the 
above reference to the transductions and language of Example 5.2 one can obtain 
an example showing that ~?.eg is cg~f-l-nonsmooth. (Notice that cg~-~ is the family 
of inverses of finite substitutions.) In addition, one can obtain a very complicated 
example showing that ~ is ~*-t-nonsmooth nondeterministically, even when one 
of the inverse morphisms is an inverse of a letter-to-letter morphism (i.e., in 
accordance with the undecidability ofEPa(~ e--l, c~-~, ~g)) .  In spite of considerable 
efforts, we could not find a simple example illustrating the last mentioned non- 
smoothness, in contrast with the simple Example 5.3, which shows that 9~g is 
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~o--1.nonsmooth nondeterministically. More details on these xamples may be found 
in [18]. 
6. Conclusions and open problems 
In this paper a generalization of the classical definition of balance has been given. 
Our purposes when defining the balance for many-valued transductions were the 
following: 
(i) to generalize the classical notion of balance of morphisms, 
(ii) to have the property that the k-equality-language is ffectively regular, and 
(iii) to give a definition which, in addition to (i) and (ii), enables to show 
smoothness for as many families of languages as possible, and thus to prove 
decidability of the related equivalence problems. 
We think that the property that the k-equality-language is ffectively regular is 
the crucial property of the classical notion of balance (at least from the point of 
view of equivalence problems). In this sense, our results in this paper justify our 
definition of balance for many-valued transductions. 
Theorem 3.3 may be useful when proving decidability of equivalence problems, 
as was shown in Section 4. However, we think that the notions of balance and 
smoothness have importance of their own. Proving that a family .T is 3-smooth 
gives us, in addition to the fact that EP(3", .T) is decidable, also the feeling of 'why' 
the problem is decidable. On the other hand, for some equivalence problems which 
are undecidable, an example of transductions which agree on a language with 
unbounded balance illustrates why the problem is difficult. 
Also, it may be interesting to give a framework for decidability results concerning 
equivalence. Smoothness i a possible framework: to show that EP(3, .T) is deci- 
dable, it is shown that .T is 3-smooth. The framework of smoothness may be applied 
for some problems where .T = ~g.  However, this framework is not sufficient for 
equivalence problems in general. For example, EP(~', ~3:) is decidable while ~3: 
is ~-nonsmooth [8]. It may be interesting to study additional frameworks. For 
example, one can claim that most of the equivalence problems were shown to be 
decidable using bounded balance considerations (i.e., smoothness) or 'periodic 
considerations'. As examples for the usefulness of these two frameworks ee 
[7, 8, 9, 19]. It may be the case that a framework of smoothness and periodicity 
covers a major part of decidability results concerning equivalence. 
Finally, consider EP(3~, ~g) ,  where 3~ is the family of finite substitutions. This 
problem is discussed in [17], see also the recent results of [7, 16], but the problem 
is still open. We think that this problem is very interesting, as finite substitutions 
are a natural generalization of morphisms, and are one of the simplest many-valued 
transductions, realized by sequential transducers with only one state. It may be 
interesting to attack this problem by using the concept of smoothness, i.e., to check 
if ~,~g is 3~-smooth. A positive answer will imply, using Theorem 3.3, that EP(3~, 9~eg) 
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is decidable. A negative answer, of course, will not imply undecidability, but will 
give some intuition concerning the difficulties in this problem. 
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