Diffuse interstellar bands (DIBs) hold a lot of information about the state and the structure of the ISM. Structure can most directly be observed by extensive spectroscopic surveys, including surveys of stars where DIBs are especially important, as they are conveniently found in all observed bands. Large surveys lack the quality of spectra to detect weak DIBs, so many spectra from small regions on the sky have to be combined before a sufficient signal-to-noise ratio (SNR) is achieved. However, the clumpiness of the DIB clouds is unknown, which poses a problem, as the measured properties can end up being averaged over a too large area. We use a technique called Gaussian processes to accurately measure profiles of interstellar absorption lines in 145 high SNR and high resolution spectra of hot stars. Together with Bayesian MCMC approach we also get reliable estimates of the uncertainties. We derive scales at which column densities of 18 DIBs, CH, CH + , Ca I, and Ca II show some spatial correlation. This correlation scale is associated with the size of the ISM clouds. Scales expressed as the angle on the sky vary significantly from DIB to DIB between ∼ 0.23 • for the DIB at 5512Å and 3.5 • for the DIB at 6196Å, suggesting that different DIB carriers have different clumpiness but occupy the same general space. Our study includes lines-of-sight all over the northern Milky Way, as well as out of the Galactic plane, covering regions with different physical conditions. The derived correlation scales therefore represent a general image of the Galactic ISM on the scales of ∼ 5 pc to 100 pc.
INTRODUCTION
Diffuse interstellar bands (DIBs) are yet to be understood absorption features observed in VIS and NIR spectra of reddened stars. There are hundreds of known DIBs all sharing some common properties: they are resolved (narrowest ones have a full width at half maximum (FWHM) of around 0.5Å), they all correlate at least vaguely with the amount of interstellar extinction in the line-of-sight (LOS), and almost none have a confirmed carrier or origin. DIBs were discovered in the early 1920s (Heger 1922) and their interstellar origin has been confirmed soon afterwards (Merrill 1936) . Despite being among the first molecules observed in the ISM, most of the carriers are still not identified. A bright exception are a few DIBs in the NIR, for which the C + 60 has been confirmed as a carrier by laboratory studies Walker et al. 2015) . None of the DIBs addressed in this study have confirmed carriers. Among the proposed carriers are polycyclic aromatic hydrocarbons (Léger & d'Hendecourt 1985; van der Zwet & Allamandola 1985; Salama et al. 1999) , fullerenes (Kroto 1988; Campbell et al. 2015) , and other hydrocarbons (Motylewski et al. 2000; Maier et al. 2011; Kre lowski et al. 2010 ) from simple molecules with only 4 atoms to long carbon chains. See reviews Krelowski (1989) , Herbig (1995) , and Sarre (2006) for a thorough overview of the field.
It has been shown (Kre lowski 2014; Baron et al. 2015 ) that there must be more than just a few molecules producing DIBs. Most of the strongest DIBs are believed to each belong to a different carrier. Correlation between DIB strengths and correlation with the interstellar reddening is most commonly used to identify DIB families and relations between them (Kre lowski & Walker 1987; Westerlund & Kre lowski 1989; Cami et al. 1997; Kos & Zwitter 2013) . Correlation is not the only relation between DIBs we can observe. Less common are studies of radial velocities and spatial correlations. Most direct approach to this are measurements of threedimensional structure in large spectroscopic surveys (Kos et al. 2014; Zasowski et al. 2015) . A huge number of observed LOS is the minimal requirement for such approach. Despite many observed LOS the spatial resolution of such maps has been poor.
Studies of DIBs with a fine (<100 pc) spatial resolution are rare, because in order to observe differential strengths of DIBs high quality spectra are needed. Large spectroscopic surveys of stars provide the needed spatial resolution, but rarely include enough spectra with high SNR. Therefore dedicated observations must be made like Vos et al. (2011 ), van Loon et al. (2009 ), or van Loon et al. (2013 . All three studies show a highly structured DIBs-bearing ISM in the Galactic plane Vos et al. (2011) and well away from it (van Loon et al. 2009 (van Loon et al. , 2013 . Only a few strongest DIBs were studied in mentioned papers in small regions of the Galaxy (Upper Scorpius, ω Cen and the Tarantula nebula). The most detailed study of small scale variations is (Cordiner et al. 2013) . They studied DIBs and some other ISM lines in very high SNR spectra of 4 stars in ρ Oph and found variations of ∼3% (expressed the same way as variations between LOS in this paper) in LOS as close as 2.8 arc seconds. It is hard to generalize properties of the ISM observed in these regions over the whole Galaxy. We aim to change this by observing stars over the whole Galactic plane. Poorly sampled but high quality data can be used to statistically constrain the nature of the ISM structure. Instead of producing localized maps, we study small scale variations of DIB strengths through pairwise correlations in tightly separated LOS.
We can hypothesize three different cases for the structure of the DIB bearing ISM: clouds with different clumpiness for different DIB species, separate clouds of different DIB species, or gradients between different species in a single cloud. From the pairwise correlation between DIB profiles in tight pairs of LOS we can distinguish between the three cases. We can put some constraints on respective carriers from observed differences in spatial distribution between different DIB species.
We acquired high SNR and medium-high resolution echelle spectra of 145 hot stars covering a wavelength range between 3700 and 7300Å. Target selection and reduction of the dataset is described in Section 2. Only strong and prominent DIBs are studied in this work. To describe their profiles we fit them with asymmetric Gaussians, empowering the Gaussian processes and a Bayesian MCMC fitting scheme to calculate uncertainties and deal with stellar continuum and statistical noise. The method is described in Section 3. The core of this paper is the study of close pairs of LOS, the differences between them and how they reveal the structure of the ISM and physics of the DIBs. This is presented in Section 4. A discussion of the results and the implications of this study are presented in Section 5.
OBSERVATIONS AND REDUCTION

Observations
Spectra were obtained with the 1.82 m telescope of the Observatory of Padua in Asiago, Italy and an echelle-type spectrograph. Observations were done in 17 observing sessions between January 16 2011 and October 15 2016. The spectrograph covers wavelengths between 3700Å to 7300Å in 34 echelle orders without any gaps. The resolving power of the setup used is between 20,000 and 23,000. The variation in the resolving power is due to seeing constraints; the slit width was set to 200 µm in good seeing and to 250 µm when the seeing was worse. Some of the data was also taken in the shared time with other projects that required the wider slit. Enough signal was collected for each star to have the signal-to-noise ratio (SNR) of 300 or more per pixel over the whole wavelength range where DIBs included in this study are present. A required exposure time to accumulate the required SNR is between 1 minute for brightest stars and 1.5 hours for darkest stars in this study, assuming a typical seeing of ∼2 arc seconds. Exposure time was adapted to weather conditions accordingly and the darkest stars were only observed in optimal conditions. A sub-sample of the observed stars has already been analysed in Kos & Zwitter (2013) with less rigorous methods, so they are all re-analysed here. 5 stars analysed in that paper were re-observed later for reasons unrelated to this paper. In such cases we combined the spectra observed over multiple epochs. Map of the observed stars is shown in Figure 1 .
Target selection
A selection function for program stars was kept simple: a magnitude limit of V=8.5 (darker stars would require infeasible exposure times) and a color cut at spectral type B3 was used. Cooler stars have a spectrum populated by more stellar absorption lines and are unsuitable for the presented study with the approach described further in the text. The color cut was chosen in a way that enough candidates passed the cut. We showed that the color cut is adequate in Kos & Zwitter (2013) . Further candidates were discarded for not having reliable reddening measurements in the literature. Around 300 candidates remained and we observed 145 of them. The color excess of observed stars varies between just measurable level of few hundreds of magnitude to around E(B-V)=1.2 magnitude. Stars with higher color excess would be too faint at the blue end of the wavelength range and would not fit the accessible magnitude range. We tried to keep the distribution of the color excess of the observed stars as uniform as possible in order to sample more diverse regions of the Galaxy.
Four of the observed stars are colder than type B3 stars. They are all rapid rotators (G lȩbocki & Gnaciński 2005) , so their spectrum is appropriate for our analysis because the rotationally broadened lines satisfy the same criteria as temperature broadened lines of hotter stars.
Distances of targeted stars are taken from Neckel et al. (1980) (photometric distances) and Lindegren, L. et al. (2016) (trigonometric distances). Photometric distance is available for almost every star and the trigonometric distance is available for only 60% of the stars. Figure 2 shows the comparison between the two distances. For most stars both distances match within the errorbars. There are however a few stars where two distances are several sigmas apart. In the analysis we will use the weighted averages between the photometric and trigonometric distances wherever it is possible. The exception are the stars that have a negative mean parallax. Table 1 lists all relevant information about the observed stars.
Reduction
Spectra were reduced by standard IRAF routines within echelle and noao packages. Images were bias corrected and corrected for cosmic rays. We remove the cosmic rays from the raw images, because most often we only recorded two spectra, so the cosmic rays can not be removed by a median, for example. Spectral traces were then optimally extracted from flat field image and were flat field corrected. Scattered light has been removed in the process. Wavelength calibration has been done against spectra of a Thorium-Argon arc lamp taken with every set of science images. Echelle spectra were normalized and echelle orders were stitched together into a single spectrum. Two or more exposures were made for each star, depending on the required SNR and weather conditions. Single spectra were shifted into the barycentric velocity frame and combined into one spectrum per star.
An error spectrum tracing the uncertainties for each pixel was created along with the reduced spectrum.
METHODS
DIB profiles
Different DIBs have a diverse range of profiles: a few are symmetrical single lines with no resolved substructure (Sarre et al. 1995) , most are bands with a resolved substructure (Galazutdinov et al. 2002) , and sometimes they are blended individual DIBs (Jenniskens & Desert 1994) . Data used in this work have a resolving power just above R=20,000, which is not enough to resolve any substructure. The substructure or blended DIBs, however, can distort the profiles into asymmetric shapes. This is detectable in our spectra. We therefore describe the DIB profile with a Gaussian:
where the possible asymmetry (asym) of the profile is introduced by making the width σ a function of the wavelength:
Such implementation of the asymmetry is just one of the possibilities and since there is no theoretical prescription for the asymmetry, our choice is the one that works best in the fitting scheme. See Kos & Zwitter (2013) for a comparison of two more asymmetry implementations. All DIBs studied here are optically thin, so their equivalent widths (EWs) are linearly proportional to the column densities of the absorbing material. Column densities, however, cannot be calculated, because the oscillator strengths of DIBs are unknown. The opposite holds for atomic and molecular absorption lines studied in this work. They can be optically thick, so the column density must be used to describe the amount of the ISM in the LOS. DIB strengths are therefore expressed as equivalent widths and atomic and molecular abundances as column densities. The same schema is used for fitting DIBs, molecular, and atomic absorption profiles. We will describe the absorption lines with an absorption line shape I(λ):
where
where N is the column density of the absorber, and f lu is the oscillator strength of the observed transition. The strength 9. 15. 2011 -9. 16. 2011), 3 (2. 3. 2012 -2. 6. 2012), 4 (5. 3. 2012 -5. 5.2012), 5 (8. 29. 2012 -9. 5. 2012), 6 (24. 11. 2012 -26. 11. 2012), 7 (24. 4. 2013 -25. 4. 2013), 8 (24. 6. 2013 -26. 6. 2013), 9 (21. 9. 2013 -23. 9. 2013), 10 (18, 10, 2013 -18. 10. 2013), 11 (12. 1. 2014 -13. 1. 2014), 12 (19. 3. 2014 -21. 3. 2014), 13 (10. 4. 2014 -13. 4. 2014), 14 (3. 1. 2015 -5. 1. 2015), 15 (31. 1. 2015 -3. 2. 2015), 16 (1. 4. 2015 -3. 4. 2015), 17 (15. 10. 2016) . Uncertainties of photometric distances are not given explicitly for each star but are estimated to be between 16 and 25% (Neckel et al. 1980) . Typical uncertainty for E(B − V) is 0.03 mag. Peak S/N gives the signal-to-noise ratio in the region with highest photon counts, usually around 5800Å MNRAS 000, 1-18 (2017) of a spectral line is measured by the equivalent width (assuming a normalized spectrum):
Multi-component profiles
Some of the observed spectra show interstellar absorption lines with two components with different radial velocities.
This means that the LOS passes two distinct clouds of the ISM. We detected 30 such LOS. It is possible that some of the undetected ones also pass more than one distinct cloud of the ISM but remain undetected, if the clouds have the radial velocity with a difference lower than our resolution. In no cases we found more than two components.
To detect the multi-component LOS we use Na I and Ca II lines (there are two of each in our wavelength range) which are detectable in every spectrum. Atomic lines, unlike DIBs, are unresolved, so they are as narrow as the resolution allows. It is possible that Na I and Ca II doublets are naturally broadened by cloud rotation or turbulence, but it is highly unlikely that any of these velocities would reach 15 km s −1 , which is approximately our resolution.
We fitted the Na I and Ca II doublets with a profile that allowed the second component within a plausible velocity range and strength ratio. Na and Ca profiles were fitted separately, but both lines in each doublet were fitted at the same time. All LOS with strength ratios larger than 0.1 and line separation larger than 15 km s −1 were marked possible multi-component. If the fitted values for the Ca doublet and the Na doublet agreed to 10 km s −1 or better in line separation and 50% or better for the strength ratio, the LOS was considered multi-component. A mild criterion for the strength ratio is due to the fact that different clouds can have different abundances of each element.
As it is evident from Kos & Zwitter (2013) or later in this paper, some DIBs have a very poor correlation between their EWs and strengths of Ca and Na lines. Therefore we can not use the double profiles we calculate from Na and Ca lines as templates for DIBs. Some DIBs like DIB 5780 1 that are the key to the conclusions of this paper can hardly 1 We name DIBs by their wavelengths rounded to the nearestÅ. A DIB at 5780Å is therefore called DIB 5780. We use the same name for the molecule that produces the DIB (the carrier), as the actual molecules are usually not known. "DIB 5780" might therefore refer to the molecule and not to the absorption feature, depending on the context. be fitted with multiple components, because they are much broader than the separation between the components. Such fits would be degenerate and would not provide any more information than a single component fit. We will therefore use LOS with multiple components qualitatively only.
Fitting line profiles with Gaussian processes
DIBs are observed in spectra of hot stars with few spectral lines of their own. Spectral lines of hot stars are wide and resolved, but still pose a problem when weak DIBs are observed with amplitudes of an order of 1% below the continuum in regions populated by stellar lines. Using any of the libraries of synthetic spectra to remove the stellar component from our spectra does not solve the problem, as no model of stellar atmospheres is able to predict the spectrum with sub-one-percent accuracy.
Accounting for stellar spectral features is trivial in some cases, as they are wider than DIBs and a local continuum around the DIB can be estimated. This approach requires a certain level of human input and the estimates for the continuum are subjective. It can also introduce systematic errors and complicates the estimation of uncertainties. In a case where the stellar spectral features are of the same width as DIBs, such approach can produce ambiguous measurements of DIB profiles.
In addition to stellar spectral features the signal is affected by a correlated noise originating from the steps we do in the data reduction. The correlation varies with wavelength and it is also not smooth, as the final spectrum is produced from combined and overlapping echelle orders. Such correlated noise brings additional complications to calculation of the uncertainties of measured quantities.
We solve both of the above problems (spectra polluted by stellar spectral features and correlated noise) in one step by using Gaussian processes to fit stellar spectral features and correlated noise at the same time as we fit a DIB profile to the spectra.
Only a 20Å wide region around each DIB or an ISM absorption line is used to fit the profile, so any spectral features with a scale > 20Å are irrelevant.
Gaussian processes
The Gaussian process is a statistical model, where observations occur in a continuous domain. Each data-point is a normal distribution and each collection of data-points is a multivariate normal distribution (Rasmussen & Williams 2005) . The Gaussian process can be used as a machine learning algorithm to predict values where no data is observed and also predict the uncertainties. We use Gaussian processes as a regression engine.
We want to fit a function f Θ (x) to N data-points (x n , y n ) with uncertainties σ 2 n , where Θ are free parameters. We can write the ln-likelihood as:
which can be rewritten as a matrix equation:
where r is the residual vector r = (y n − f Θ (x n )) of length N and K is the covariance matrix of size N × N:
The covariance matrix above is diagonal, so taking into the account white noise only. If we want to introduce correlated noise, we simply populate off-diagonal elements with nonzero values. In our case we want to fit the correlated noise, which would be impossible if every element in the covariance matrix was a free parameter. Instead we model the covariance matrix with a covariance function:
where δ i j is the Kronecker delta and k(x i , x j ) is a covariance function. In our case the covariance functions will be functions of only two parameters.
We are left with maximizing the ln-likelihood to get the optimal parameters Θ of the f Θ (x) function. The parameters of the covariance function can also be fitted, if the noise characteristics are not known.
Covariance functions
We use two different covariance functions (or kernels) to describe two components of the correlated noise. The exponential-squared covariance function models the wide stellar absorption lines:
and a Matérn 3/2 covariance function models the correlated noise:
where l is a characteristic width of each covariance function and a is the scaling. Many other covariance functions are commonly used and some are compared in Rasmussen & Williams (2005) . Figure 3 shows exponential-squared and Matérn 3/2 covariance functions and a few samples of random functions f ∼ GP(0, k(x, x )) constructed from each covariance function. a equals to 1 in the given examples.
Scalings a in front of each covariance function in equations 10 and 11 can be estimated immediately and does not have to be fitted. a scales as the variance of the noise we want to describe with the given covariance function. One used to model the stellar component is scaled to the variance of the spectrum in the wavelength range that we are interested in, and the second one, used to model the noise, is scaled to the squared average uncertainty in the wavelength range of interest. The final covariance function entering the maximization of the ln-likelihood is a sum of a Matérn 3/2 and exponential-squared covariance functions.
Characteristic widths l remain to be fitted, as they vary with the stellar type and noise characteristics. We fit the free parameters with a Bayesian MCMC scheme (ForemanMackey et al. 2013). 
Initial conditions and the MCMC fit
Our spectra are populated by many absorption lines and in order to fit the right one, we have to set some initial conditions that will constrain the fit.
We fit six parameters of which four describe the DIB and two are used to describe the noise. Initial parameters for the latter are simply the average characteristic widths of the two covariance functions. The initial parameters for the DIB profile are measured from the spectrum by making a preliminary fit of the DIB profile. The same model as in the final fit is used, but noise or uneven continuum is disregarded. The profile is fitted with the Levenberg-Marquard method and the fitted parameters are used as initial parameters for the final Bayesian fit. Initial parameters for each of 128 walkers are perturbed, so that different walkers start at different initial conditions. Initial parameters for the covariance function widths, DIB profile amplitude, width, and position are now defined by a normal distribution around the original value with a standard deviation of 10% and the asymmetry defined by a normal distribution around the original value with a standard deviation of 0.05. Perturbation of the initial conditions is unnecessary (but harmless) for fitting prominent DIBs, as posteriors from every walker will converge toward the same distribution. For very weak DIBs, however, there is a possibility that a carefully selected random function can fit the DIB better than the given model or vice versa. In this case we want to be sure that a large parameter space is explored by MCMC in order to get the correct posterior distribution.
128 Walkers are progressed for 250 steps and after that the parameters of the best fit are used as the initial parameters for the final chain. 1000 steps are made with 128 walkers and last 750 steps from each walker are used to sample the posterior.
Whenever an interstellar absorption line that is not a DIB is fitted, the asymmetry parameter is set to 0, is not perturbed and is not fitted.
The values of the initial fit are also used to construct a prior. The reason is that the all the initial fits were inspected by eye and provide additional knowledge that should be used in the prior. This is done mostly to prevent the wrong absorption line be fitted when there are several prominent absorption features around the DIB of interest.
Priors
We use priors to prevent the fitted parameters to take values that are not physically possible or outside the expected ranges. Such rigours priors as presented below are usually not needed, as strong DIB profiles in regions without any interfering stellar lines are well constrained even if we use flat priors. But as soon a stellar line of a comparable strength is blended with a DIB, priors assure us that the DIB profile is fitted and not the stellar feature. The amount of interference is then only reflected in the measured uncertainties.
The characteristics of the stellar spectrum component is hard to guess, as it changes between different regions of the wavelength range. If we are fitting a DIB close to a Hydrogen line, for example, one very broad feature is expected, so a large value for l se must be used. In a region populated only by narrower metallic lines, the l se will be smaller. The correct value for l se is therefore best to be fitted. The upper limit for l se is not given, while the lower limit is at l se = 0.22 . The limit is somewhat arbitrary, because it only distinguishes the stellar spectrum noise from the correlated noise. All the noise with the characteristic length above this value is considered of stellar origin and all the noise with the characteristic length below this value is considered to be random correlated noise. If a star happens to have features narrower than that in its spectrum, they will be treated as correlated random noise. This also limits the correlation length for the correlated noise to just under 3 pixels, which makes sense. The prior for the l m3/2 therefore has an upper limit of 0.22Å. It also has a lower limit of 0.08Å, which is the pixel size. Because the DIBs widths fall into the same range as the l se , we make the prior for l se lower at values that are smaller than the FWHM of the DIB.
We first fitted DIBs in most spectra without using any priors in order to get the average profile shapes. The average values are then used to construct priors for the remaining four parameters. Prior for the asymmetry is constructed from the average value only, priors for the FWHM and central wavelength are constructed from the averaged values and the initial fit, and prior for the EW is constructed solely from the initial fit.
Prior for the asymmetry is simply the average asymmetry measured for each DIB individually. Prior has a Gaussian shape with the FWHM of 0.15 and is limited into the range between -0.75 and 0.75.
Prior for the EW is a Gaussian centred on the EW we get from the initial fit. It has a lower limit of EW=0 and an upper limit which is three times the initial EW. Shape of the prior is such that the ln P drops to 0.1 at the upper limit. Because we visually inspected all initial fits, we are confident that the EW of three times the fitted value is impossible.
Prior for the FWHM is constructed from the averaged value for the FWHM of each DIB and the value from the initial fit.
Prior for the central wavelength is a wide peak centred at the average value and a narrower peak centred at the value from the initial fit. The central wavelength is also limited to ±2.5Å from the average value. Keep in mind that the average central wavelength does not take the selection function of our program stars into the account.
Examples of a couple priors are shown in Figure 5 .
ANALYSIS OF CLOSE PAIRS
There should always exist LOS that are close enough to each other that the light travels through the same clouds of the ISM. If two LOS also pass the same region of the cloud, we expect the absorption lines produced in the cloud to be the same in both LOS. Assuming some structure in the ISM we will only see differences in LOS when the distance between them approaches or exceeds the size of the structure.
The two closest LOS we observed are 18 arc seconds The prior drops to −∞ gradually, starting at the value of the FWHM of the DIB, preventing the DIB to be fitted by the random function. Top-right: A flat prior is used for l m3/2 between 0.08Å (our sampling and pixel size) and 0.22 (the lower limit for l s e ). Middleleft: Prior for the equivalent width is a Gaussian centred on the initial value. It is scaled as such that the ln P drops to 0.1 at three times the initial value. We chose the equivalent width to be limited between zero (physical limit) and three times the initial equivalent width (the initial value is precise enough that larger values should be impossible). Middle-right: Asymmetry prior is calculated for each DIB from the distribution of asymmetries we measured without using this prior. A normal distribution is assumed for each DIB but it is limited to −0.75 < asym < 0.75. Bottom-left: Width prior is calculated the same way as the asymmetry prior, except that the initial value is added to the prior. This is not possible for the asymmetry prior, as the asymmetry is less constrained after the initial fit. Two examples are plotted. In black is a prior where calculated and initial widths are similar (FWHM=2.05 and FWHM=2.00) and in gray is a case where the initial width falls into the wing of the calculated distribution (FWHM=3.1 and FWHM=2.6). Bottom-right: Prior for the central wavelength is composed of two components. The wide one is centred at an average value we calculated without using the prior. The narrow component comes from the initial value. The width is proportional to the uncertainty we get from the covariance matrix after the initial fit. Priors after a well constrained (grey) and not so well constrained (black) initial fits are shown.
apart and the next one 3.9 arc minutes. We cover LOS anywhere between 3.9 arc minutes and 180 • without any major gaps. There are 21 pairs of LOSs with the separation less than 30 arc minutes. Assuming a distance of 1 kpc and excluding the difference in distance of the two stars, two LOS with separation of 30 arc minutes will never be more than 8.7 pc apart.
Three models for the structure of the ISM
There are three possible explanations for differences we observe between DIBs at small scales. First case is one where different DIB carriers are present in the same cloud of the ISM, but the distribution within the cloud is more clumpy for one DIB carrier than the other. Such state is illustrated in Figure 6 . In the second case different DIB carriers or different groups of DIB carriers exist in two or more clouds, where each carrier or group dominates one cloud. One LOS might therefore pass one cloud but not the other. Such state is illustrated in Figure 7 . The third option is that there is a gradient within the cloud, so the two LOS pass the same cloud but pass the regions with different composition. A source of the gradient can be a nearby hot star, a shock wave or other external radiation. This case is illustrated in Figure 8 . This case can be seen as a special case of the first model, but can be tested independently from the first model, so we treat it separately. It is also possible that the actual state of the ISM is a combination of the three options. Our observations are able to detect any combination of the above models as well. Case 2 can be best confirmed by observing DIBs with different radial velocities. If there exist two separate clouds of gas there is no reason that they should always have the same radial velocity and in as many pairs as we observed, we expect some pairs to have different radial velocities even at small angle-of-separation.
Case 3 can be confirmed if we observe several LOS that sample the same gradient. A smooth transition between the ratios of different DIBs confirms a smooth gradient. If the ratios do not vary smoothly, the ISM is in the state from case 1. In Figure 9 DIB 5780 is equally strong in both spectra.
Case 1: Different species have different clumpiness Figure 6 . Two different species can be in the same cloud of the ISM, but one of them is more clumpy than the other. The difference in the equivalent width between both LOS is therefore more probable to be larger for the more clumpy species. DIBs 5780 and 5797 are used as an example of two different species of the ISM.
Case 2: Different species are in separate clouds Figure 7 . There exist two clouds in the LOS. In each cloud one species dominates.
Case 3: Different species create a gradient due to an external influence Note the difference in some DIBs.
On contrary, the DIB 5797 is weaker toward HD 25443. The most extreme ratio is seen in DIB 5512, which is almost absent in HD 25443 LOS. DIB 6196 is the only one stronger in HD 25443 LOS. Interesting is also the CH to CH + ratio being higher in HD 25638/25639 LOS. Note that the color excess of the pair is not the same either. In this case the color excess ratio corresponds to the ratio of the DIB 5797, but this is not the rule in other pairs.
In Figure 10 , where the two LOS are much closer to each other, there are no significant differences between any absorption lines.
If we try to test the three models for the structure of the ISM clouds based on the DIBs observed in the mentioned two pairs, we see that the observations support the first model and do not exclude the third model, but the second model is only plausible if all clouds have the same radial velocity. Figures 6, 7, and 8 have been produced with the pair HD25443, HD2563 in mind, trying to explain the observed strengths of DIBs 5780 and 5797.
Pairwise correlation
To describe the differences between EWs between pairs in a more general way, without concentrating on selected pairs like in the previous section, we make a diagram where we plot the difference for every possible pair as it depends on the angle-of-separation.
The difference d between measured EWs of DIBs in LOS 1 and 2 is defined as: Figure 10 . Maps of the region around the pair, DIBs, atomic, and molecular lines for HD 25638 (red) and HD 25639 (blue). Some details about the two LOS are given in the top-right corner.
Note that all DIBs are the same in both LOS.
or in the case of color excess, the difference is
The difference is expected to be close to zero at zero angle-of-separation. It is not expected to be exactly zero, as the two stars on the same LOS can be positioned at different distances. It is most likely, however, that the same cloud of the ISM is in the way, so assuming a very small difference is safe. At large separations the expected difference is large, but not necessary one, due to the selection function of our stars. We observe reddened stars, so it is unlikely that any DIB will have a zero EW. More important, the difference is expected to be constant regardless the separation angle, as long as the LOS separation is larger than the angle at which the correlation between different LOS exists. The highest possible difference of one is possible for weaker DIBs where the measured EW is consistent with zero. Thanks to our rigorous approach of estimating the probability density function for each measured EW, such measurements are completely consistent with measurements of stronger DIBs. One can see from Figure 11 and Appendix A that a higher maximum difference is indeed more probable for weaker DIBs. Maximum difference is therefore one of the parameters to describe the shape of the pairwise correlation diagram.
In addition to the difference at large angles we introduce two more parameters by fitting a broken power law to the 95th percentiles of the pairwise correlation diagram. The two parameters are the position of a knee (the break in the power law) and the slope at lower angles. In contrast to the difference at large angles, the latter two parameters have an actual physical meaning. The reason we chose the 95th percentile to describe the maximum difference at each angle- Table 1 ) is taken. 100 samples are taken from each distribution which are used to calculate the difference. To plot the distribution, we simply plot the samples. We also scatter the samples around the exact angle separation for the plot to be easier to read. The 95th percentiles of the samples are calculated within log-sized bins (shown in red). A broken power law is fitted and shown in blue. Dashed lines show the uncertainties of the fit. The fitted position of the knee and the slope are given in the top-left corner. Top right: Same as in previous panel, but for the pairwise correlation between the angle-of-separation and difference in the EW of the DIB 5780. The 100 samples are taken from the measured probability density function of the EW. Bottom left: Same as previous panel but for DIB 5797. Bottom right: Same as previous panel but for DIB 5512.
of-separation is purely arbitrary. The percentile chosen must be less than 100 to avoid any outliers (statistical or systematic) and choosing any other large percentile gives consistent results. Figure 11 shows four pairwise correlation diagrams used to illustrate the main differences between species. The rest of the diagrams are collected in Appendix A.
The diagrams for three DIBs in Figure 11 show that the distribution of DIB 5780 is smoother than that for DIBs 5797 and DIB 5512. In the case of DIB 5780 the knee is at the angle-of-separation of more than 3 • . The knee is at obviously lower value for DIB 5797, and for DIB 5512 it is practically undetectable as only three data-points lie at angles-of-separation smaller than the position of the knee. In the latter case more data at low angle separation should be taken to actually determine the position of the knee with any significance. The sole data-point at the lowest angleof-separation is more or less irrelevant to the fitted broken power law, as it has a big uncertainty. The differences at the level of a few percent carry a huge uncertainty, as the measured EWs are only precise to a few percent even for the strongest DIBs. The difference is therefore almost always consistent with zero. It is also consistent with measurements in Cordiner et al. (2013) made at the same or smaller scale as ours.
Constraining the models
Results presented in the previous section are in strong agreement with the first model, where different DIBs have different clumpiness.
We were unable to find any tight pairs of LOS where DIBs would have different radial velocities and the angle-ofseparation is smaller than the break in the pairwise correlation diagram. We also found no such LOS where different DIBs would have different radial velocities. With the amount of observed LOS it is safe to conclude that the second model, where different DIBs dominate different clouds, can be rejected.
We also did not find any regions with a smooth gradient in a ratio between any two DIBs. We conclude that the gradients only exist at smaller scales then the scales we can reach with our approach or they are completely dominated by the first model. Table 2 . Positions of the knee are collected for all measured DIBs and ISM species in an ascending order.
DISCUSSION
We explored three simple but meaningful models for the spatial distribution of the DIB species. Only one can be confirmed with our data, showing that the DIB species have distinctly different clumpiness. This was showed by plotting pairwise correlations between DIB strengths in single-lined LOS and fitting a two parameter model showing that the correlation breaks at different scales for different DIBs (see  table 2 for a condensed list of results). Assuming a typical distance to the observed stars to be 1 kpc, the correlation for DIB 5512 breaks down at 4 pc and for DIB 6196 at 62 pc. Since the actual clouds are closer than the stars, these numbers are only the upper limits. This range is in agreement with scales for some atomic absorption lines calculated in a similar way as ours (e.g. Smoker et al. 2015) .
We did not explore the second parameter of the fitted model (the slope of the correlation at small scales) as the data is rarely sufficient to constrain it. It can easily be imagined that the slope depends on the fractal structure of the ISM, a relation between big and small clumps of the DIBbearing medium. More of the closest pairs should have been observed to constrain the slope, but there are not many in the magnitude and color range of the targeted stars. Accuracy of the measured DIB strengths is another concern when measuring the slope, because small differences expected at tight angles-of-separation are hard to measure. More precise measurements require better resolution, higher SNR and ability to remove the stellar absorption lines from the spectra. These are beyond the limitations of our small survey.
Observing finer structure than we targeted in this work is a sensible goal for large spectroscopic surveys where a huge number of close pairs can be observed. This work has even further application to large spectroscopic surveys of stars and the study of the ISM within them. DIBs are commonly used as tracers of the ISM in large spectroscopic surveys. Unlike other ISM absorption lines in the spectra of stars, DIBs are found in all bands covered by contemporary VIS and NIR surveys. Together with the distance to the observed stars they can give a three-dimensional picture of the interstellar medium (Kos et al. 2014; Zasowski et al. 2015) . DIBs also serve as tracers of physical conditions that other absorption lines are not sensitive to (Bailey et al. 2016) . But often the spectra in a small region have to be combined to achieve a SNR required to observe DIBs (e.g. Kos et al. 2014 ; Za- sowski et al. 2015; Puspitarini et al. 2015) . We derived the size of a region in which we can expect the LOS to penetrate the same cloud of the ISM. It turns out that for some DIBs this size is considerably larger than for others. These values (properly modified due to the selection function) can therefore be used in large spectroscopic surveys to amplify the SNR when studying the ISM and select most suitable DIBs for a particular case. The fine structure can then be explicitly measured, instead of inferred like it is in this work.
A significant diversity of the clumpiness of the DIBbearing ISM reveals the nature of the DIB carriers. We expect the DIB carriers with a smoother (less clumpy) distribution to be ionised. Ionised molecules are more likely to be found in the outer layer of the clouds, and are more likely to smooth out the finer structure due to higher temperature. At least DIB 5780 has been attributed to a charged molecule in independens studies (Milisavljevic et al. 2014 ). However, we can not divide DIB carriers into ionised and neutral molecules solely from the measured clumpiness, as the structure depends on molecular mass and chemistry of the ISM. DIBs 6202, 5780, and 6196 however stand out from the rest (see Figure 12) , as their correlation breaks at angles larger than 3 • , which is considerably more than for any other DIB. This suggests that these are absorption lines of ionized molecules. We do not observe any significant correlation between the position of the knee and either strength, wavelength, width, or asymmetry of DIBs.
Pairwise correlation as presented in this paper is a simple description of the shape of the ISM clouds and depends only on a couple parameters related to the physical properties of the actual carriers. It is therefore very convenient for testing the theoretical models for the DIB carriers, should any such models appear in the future.
APPENDIX A: PAIRWISE CORRELATION DIAGRAMS
Figures in this section show pairwise correlation between the angle-of-separation and difference in the EW of DIBs. To take the uncertainties of the EW into the account, 100 samples are taken from each measured probability distribution for the EW of the DIB in question. To plot the distribution, we simply plot the samples. We also scatter the samples around the exact angle separation for the plot to be easier to read. The 95th percentiles of the samples are calculated within log-sized bins (shown in red). A broken power law is fitted and plotted in blue (uncertainties are plotted with a dashed line). The fitted position of the knee and the slope are given in the top-left corner of each diagram.
APPENDIX B: DIAGNOSTIC PLOTS FOR PAIRS OF LOS
Plots in this appendix show all the analysed ISM lines in all pairs that are 1 • or closer in separation. Each figure shows all relevant DIBs, atomic and molecular lines. Also shown in each figure is the map with positions of stars on the sky together with dust map and its polarisation, CO emission map, synchrotron emission and its polarisation, and near UV diffuse radiation. In the panel showing each absorption line is written the ratio between strengths of both lines in the pair and difference in radial velocity.
