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Zusammenfassung
In der vorliegenden Arbeit wird die dynamische und thermische Stabilität von kühlen,
dichten Neutralgaswolken in einem heißen, magnetisierten Plasma, das sich relativ zu
ihnen bewegt, untersucht. Diese Konfiguration ist sowohl für die Hochgeschwindigkeits-
wolken (HVCs) im galaktischen Halo und im Magellanschen Strom als auch für Kometen
im Sonnenwind relevant. Die Wechselwirkungen des dichten Neutralgases mit dem heißen
Plasmastrom werden mit Hilfe von zweidimensionalen Plasma-Neutralgas-Simulationen
im Rahmen der Zwei-Fluidtheorie und der resistiven Magnetohydrodynamik untersucht.
Es zeigt sich, daß sich bei Vorhandensein einer ausreichend starken Komponente des Ha-
lomagnetfeldes senkrecht zur Bewegungsrichtung einer HVC eine magnetische Barriere
in Form einer Randschicht mit stark erhöhter Magnetfeldstärke an der Frontseite der
Wolke und ein magnetischer Schweif an ihrer Rückseite ausbildet. Die magnetische Bar-
riere stabilisiert die HVC dabei einerseits dynamisch, indem ihr magnetischer Druck den
Staudruck des Plasmas kompensiert, und andererseits thermisch, indem sie die Plasma-
bewegung senkrecht zu den Feldlinien erheblich reduziert.
In weiteren, z.T. resistiven Simulationen wird das Auftreten und der Einfluß der Kelvin-
Helmholtz- und einer Tearing-artigen Instabilität auf die Stabilität von HVCs unter-
sucht. Es stellt sich heraus, daß die genannten Instabilitäten zwar die Schweife der
HVCs durch Bildung von Plasmawirbeln und durch magnetische Rekonnexion stark be-
einflussen, nicht aber die eigentlichen HVCs. In den resistiven Simulationen wird dabei
ein Modell einer stromdichteabhängigen, lokalisierten Resistivität verwendet.
Die zweite Gruppe von resistiven Plasma-Neutralgas-Simulationen in dieser Arbeit be-
schäftigt sich mit der Frage nach dem Auslöser von Abreißvorgängen in Kometenschwei-
fen, bei denen sich ein Teil oder der gesamte Ionenschweif vom Kometen abtrennt. Die
Simulationen zeigen, daß Abreißvorgänge sowohl bei gleichbleibender als auch bei wech-
selnder Polarität des Magnetfeldes im Sonnenwind auftreten können und damit nicht
zwingend an den Durchgang des Kometen durch eine interplanetarische Sektorgrenze
gekoppelt sind. Die simulierten Zeitskalen decken sich dabei mit den Beobachtungen.
Im analytischen Teil der Arbeit schließlich wird der kritische Geschwindigkeitseffekt auf
die HVCs im Magellanschen Strom angewandt. Bei diesem Effekt handelt es sich um
einen Ionisationsmechanismus, der auf der Relativbewegung eines Neutralgases senk-
recht zum Magnetfeld in einem Hintergrundplasma basiert und eine lawinenartige Neu-
tralgasionisation in der Art einer Townsend-Entladung hervorruft. Die so ionisierten
Wasserstoffatome der Magellanschen HVCs rekombinieren wieder und emittieren dabei
u.a. die Hα-Linie. Mit dem kritischen Geschwindigkeitseffekt läßt sich so die im Rahmen
von Photoionisatonsmodellen nicht erklärbare, hohe Hα-Emissivität der Magellanschen
HVCs interpretieren.
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Kapitel 1
Einleitung
1.1 Temposünder im galaktischen Halo: HVCs
Der junge, amerikanische Hochfrequenztechniker Karl Guthe Jansky (Abb. 1.1(a)) war
es, der im Jahre 1932 mit einer einfachen Richtantenne (Abb. 1.1(b)) durch die Ent-
deckung kosmischer Radiosignale aus dem Zentrum der Milchstraße den Beginn eines
neuen Zeitalters in der Astronomie einläutete.
Als er im Auftrag der Telefongesellschaft Bell Phone Störsignale im Kurzwellenband er-
(a) Karl G. Jansky (1905–
1950)
(b) Jansky und seine Richtantenne
Abb. 1.1: Die Entdeckung der Radioastronomie durch Karl G. Jansky
(Quelle: http://www.mpifr-bonn.mpg.de/public/holger/)
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forschte, entdeckte er Rauschsignale, deren zeitliches Maximum sich von Tag zu Tag um
je etwa 4 Minuten verschob. Daraus schlußfolgerte er, daß sich die Quelle dieser Radiosi-
gnale außerhalb des Sonnensystems befinden mußte. Mit dieser Erkenntnis setzte er den
Startpunkt für einen der erfolgreichsten Zweige der modernen Astronomie — der Radio-
astronomie. Innerhalb weniger Jahrzehnte lieferte die Radioastronomie eine ganze Reihe
erstaunlicher neuer Entdeckungen, darunter so bedeutende wie die der extragalaktischen
Radioquellen durch Hazard et al. (1963) im Jahre 1963 und der so faszinierenden Pulsare
durch die Nordirin Susan Jocelyn Bell im Jahre 1967 [Hewish et al., 1968]. Neben der
optischen Astronomie etablierte sich die Radioastronomie schnell als Standardmethode
zur Untersuchung astronomischer Objekte. Heute stehen den Radioastronomen mit Te-
(a) Das 100-Meter-Teleskop in Effels-
berg in der Eifel
(b) Das Very Large Array (VLA) nahe Socor-
ro, New Mexico
Abb. 1.2: Moderne Radioteleskope in Deutschland und den USA
(Quellen: http://www.mpifr-bonn.mpg.de/public/holger/
und http://www.aoc.nrao.edu/vla/html/VLAhome.shtml)
leskopen wie dem 100 Meter durchmessenden, parabolischen Radioteleskop in Effelsberg
in der Eifel (Abb. 1.2(a)) und dem Y-förmig angeordneten, gekoppelten Teleskopen im
Very Large Array (VLA) bei Socorro, New Mexico die weltweit größten Teleskope zur
Verfügung. Mit ihrer Hilfe füllte sich der noch zu Beginn des vorigen Jahrhunderts als
leer angenommene Raum zwischen den Sternen und Galaxien.
Schon gegen Ende des zweiten Weltkrieges, 1945, hatte der Niederländer Henk van de
Hulst die Existenz einer Linie des neutralen Wasserstoffs, die bei einer Wellenlänge
von λ = 21 cm im Radiobereich auftritt, vorausgesagt [van de Hulst, 1945]. Die 21 cm-
Linie des neutralen Wasserstoffs entsteht beim Spinflip des Elektrons, wenn dieses vom,
z.B. durch Stöße angeregten, Zustand parallen Kern- und Elektronspins in den Zustand
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antiparalleler Spins übergeht. Es handelt sich somit um einen Übergang der Hyperfein-
struktur des neutralen atomaren Wasserstoffs. Sechs Jahre später wiesen die Amerikaner
Harold Irving Ewen und Edward Mills Purcell die von van de Hulst vorhergesagte Linie
mithilfe einer Hornantenne in der Radiostrahlung der Milchstraße nach [Ewen und Pur-
cell, 1951] und legten damit den Grundstein zur Untersuchung des Weltalls anhand von
HI-Beobachtungen, d.h. Beobachtungen der 21 cm-Linie des neutralen atomaren Was-
serstoffs, der, wie wir heute wissen, überall im Weltall in unterschiedlichsten Zusam-
menhängen auftritt. Die Abbildung 1.3 zeigt eine Falschfarben-HI-Aufnahme unserer
Galaxie. Die Aufnahme unterscheidet sich sehr deutlich von den bekannten optischen
Aufnahmen der Milchstraße. Man erkennt zwar deutlich die Scheibe der Milchstraße,
jedoch fehlen die charakteristischen punktförmigen Sterne optischer Aufnahmen. Statt-
dessen erstreckt sich der neutrale atomare Wasserstoff in langgezogenen Cirren und
Filamenten weit über die Ebene der Milchstraße hinaus und bildet dabei eine Art ra-
diohelle ”Atmosphäre“, den Radiohalo der Milchstraße.
Heute wissen wir aus HI-Messungen von Seitenansichten von Galaxien (engl. edge-on
Abb. 1.3: Eine HI-Aufnahme der Milchstraße in Falschfarben (Quelle:
http://antwrp.gsfc.nasa.gov/apod/)
galaxies), daß viele Spiralgalaxien stark ausgedehnte HI-Scheiben oder -Halos mit verti-
kalen Skalenhöhen von einigen Kiloparsec (1 kpc ≈ 3 ·1021 cm) besitzen (z.B. Hummel et
al., 1988; Hummel und van der Hulst, 1989). Prominente Beispiele sind die Spiralgalaxi-
en NGC 891 [Swaters et al., 1997] und NGC 2403 [Schaap et al., 2000] mit Skalenhöhen
von etwa 5 kpc. Die Abbildung 1.4 zeigt die HI- und Hα-Emission (Hα bezeichnet die
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Balmer-α-Linie des atomaren Wasserstoffs (λ = 6562.8 Å), vgl. Lang, 1980; Kapitel 2.12)
der Spiralgalaxie NGC 891. Man erkennt deutlich die filament- und wolkenartige Struk-
tur der äußeren HI-Schichten, was auf vertikale Bewegungen des neutralen Wasserstoffes
hindeutet. Ähnliche HI-Ströme zwischen Scheibe und Halo wurden in mehreren Galaxi-
en in Draufsicht (engl. face-on galaxies) anhand der Dopplerverschiebung der HI-Linie
durch die Geschwindigkeit des HI-Gases nachgewiesen (z.B. Dickey et al., 1990; Kam-
phuis, 1993; Schulman und Bregman, 1994). Bei vielen Spiralgalaxien erstreckt sich also
Abb. 1.4: HI- und Hα-Verteilungen der ”edge-on“-Galaxie NGC 891 [van der Hulst,
1999]
das HI-Gas, sprich der neutrale atomare Wasserstoff, weit über die eigentliche Scheibe
hinaus. Dabei bezeichnet man denjenigen Teil der Galaxie, der weder zur galaktischen
Scheibe noch zur zentralen sphärischen Verdickung (engl. bulge) gehört, als galaktischen
Halo [Hensler et al., 1997]. Neben dem kalten neutralen Wasserstoff HI enthalten Halos
von Spiralgalaxien jedoch noch weitere Komponenten. So besteht der Halo der Milch-
straße neben dem kalten und warmen, neutralen interstellaren Medium (ISM), dem HI,
mit Temperaturen im Bereich von etwa 100 K bis einigen Tausend Kelvin und vertika-
len Skalenhöhen von hz = 150 pc für das CNM (cold neutral medium) und hz = 400 pc
für das WNM (warm neutral medium), der sogenannten Lockman-Schicht [Dickey und
Lockman, 1990], auch aus einer Schicht aus diffusem, ionisierten Gas mit kinetischen
Temperaturen im Bereich von Tk = 105 K, dem WIM (warm interstellar medium) und
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Abb. 1.5: HI-Verteilung der Galaxie M 33 [van der Hulst, 1999]
dem DIG (diffuse ionized gas), die als Reynolds-Schicht bezeichnet wird [Reynolds,
1997]. Noch weiter in den extragalaktischen Raum hinaus dehnt sich die etwa 1 Mil-
lion Kelvin heiße galaktische Korona, die bereits 1956 von Spitzer vorhergesagt wurde
und eine Skalenhöhe von etwa hz = 4.4 kpc aufweist [Kalberla und Kerp, 1999]. Vom
heißen Plasma der galaktischen Korona stammt unter anderem ein Teil der weichen
Röntgenstrahlung in den 1/4 keV- und 3/4 keV-Energiebändern, die ursprünglich nur
auf die lokale Kavität (LHB = local hot bubble), eine Supernova-Superblase (engl. su-
perbubble), in der sich das Sonnensystem befindet, zurückgeführt wurde [Snowden et al.,
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1990]. Zusätzlich wird derzeit für die Milchstraße, wie für viele andere Scheibengalaxien,
die Existenz eines ausgedehnten Halos aus kalter dunkler Materie (CDM = cold dark
matter) postuliert, um das flache Abklingen der galaktischen Rotationskurve nach au-
ßen hin zu erklären (vgl. z.B. Dubinski, 1991; Dubinski und Carlberg, 1991; Navarro et
al., 1996). Westphalen et al. (1997) und Kalberla et al. (1998) fanden außerdem in den
Daten der Leiden/Dwingeloo HI-Himmelsdurchmusterung [Hartmann, 1994; Hartmann
und Burton, 1997] HI-Gas mit einer Geschwindigkeitsdispersion von σ ≈ 60 km s−1 und
schlossen daraus auf eine turbulente HI-Schicht mit Skalenhöhe hz = 4.4 kpc.
Daß das HI-Gas nicht diffus und homogen in den Halos von Spiralgalaxien verteilt
ist, zeigen die Abbildungen 1.3, 1.4 und 1.5. In allen drei Spiralgalaxien Milchstraße,
NGC 891 und M 33 konzentriert sich der neutrale atomare Wasserstoff vor einem diffu-
sen HI-Hintergrund in einer Vielzahl von Filamenten und Wolken. Diese sind keineswegs
statische Gebilde, welche sich relativ zur galaktischen Scheibe in Ruhe befänden, son-
dern im Gegenteil in ständiger Bewegung.
Im Jahre 1963 machten Muller et al. nach Jahren systematischer Suche eine Entdeckung,
die auch heute noch Astronomen wie Astrophysiker gleichermaßen beschäftigt. Sie ent-
deckten Wolken neutralen atomaren Wasserstoffes mit für galaktische Verhältnisse sehr
hohen Geschwindigkeiten [Muller et al., 1963]. Die 21 cm-Linie des neutralen atomaren
Wasserstoffes eignet sich dabei besonders, um die Geschwindigkeit des HI-Gases sehr
exakt durch Dopplerverschiebung zu bestimmen. Der Einstein-Koeffizient
Amn ≈
π2e2h
c5me
ν3mn ≈ 10−42ν3mn s−1 (1.1)
für den spontanen Übergang vom Zustand m paralleler Spins zum Zustand n anti-
paralleler Spins von Proton und Elektron im Wasserstoffatom ist mit einem Wert von
Amn ≈ 2.85 · 10−15 s−1, den man nach Einsetzen der Frequenz νmn = 1420.41 Mhz
der 21 cm-Linie erhält, äußerst klein [Lang, 1980; Kapitel 2.14]. Hierbei beizeichnen
e = 4.8 · 10−10 esu die Elementarladung des Elektrons, me = 9.11 · 10−28 g die Ru-
hemasse des Elektrons, h = 6.626 · 10−27 erg s das Planck’sche Wirkungsquantum und
c = 2.998 · 1010 cm s−1 die Lichtgeschwindigkeit im Vakuum. In der vorliegenden Arbeit
wird, z.T. aus Konventionsgründen, durchgängig das cgs-System der Einheiten verwen-
det. Alle nicht normierten Gleichungen sind in diesem System formuliert. Wo immer es
die Anschauung verbessert, wurden die Werte physikalischer Größen wie beispielsweise
des elektrischen Feldes in SI-Einheiten umgerechnet und in Klammern angemerkt. Aus
dem Einstein-Koeffizient Amn für die spontane Emission ergibt sich eine sehr große Le-
bensdauer von τmn = A−1mn ≈ 1.1 ·107 yr, was einerseits dafür verantwortlich ist, daß sich
HI bei den vorherrschenden geringen Dichten im intergalaktischen Raum noch nachwei-
sen läßt und andererseits zu einer sehr kleinen natürlichen Linienbreite führt. Wegen der
geringen Temperaturen der von Muller et al. (1963) entdeckten HI-Wolken von einigen
Hundert [Wakker und Schwarz, 1991] bis einigen Tausend [Bluhm et al., 2001; Lockman
et al., 2002; Brüns et al., 2001] Kelvin ist auch die thermische Breite der HI-Linie sehr
gering, so daß die Linie in den aufgenommenen Spektren stets sehr schmal und ausge-
prägt ist. Daher lassen sich auch feine Unterschiede in der Relativgeschwindigkeit von
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Wolke und Beobachter durch die Dopplerverschiebung der beobachteten Frequenz
νobs =
νem
(1− β2)1/2
(1− β cos θ) (1.2)
gegenüber der emittierten Frequenz νem = 1420.41 Mhz messen. Hierbei ist β = v/c und
θ der Winkel zwischen dem Geschwindigkeitsvektor und dem Wellenvektor der Strah-
lungsquelle. Die von Muller et al. (1963) entdeckten HI-Wolken weisen bzgl. des lokalen
Abb. 1.6: HI-Aufnahme (low metallicity gas, rötlich) vor dem Hin-
tergrund der galaktischen Scheibe der Milchstraße (Quelle:
http://antwrp.gsfc.nasa.gov/apod/)
Bezugssystems LSR (= local standard of rest frame), welches im wesentlichen durch
den Schwerpunkt unseres Sonnensystems gegeben ist, Geschwindigkeiten auf, deren Be-
trag |vLSR| ≥ 100 km s−1 ist und bis zu 450 km s−1 erreichen kann. HI-Wolken, deren
LSR-Geschwindigkeit diese Bedingung erfüllt und außerdem mit einem einfachen Modell
differentieller, galaktischen Rotation nicht kompatibel ist, bezeichnet man als Hochge-
schindigkeitswolken (HVCS) (engl. high velocity clouds) [Wakker und van Woerden,
1997].
Die Abbildung 1.6 zeigt die globale Verteilung der Hochgeschwindigkeitswolken in unse-
rer Galaxie nach dem heutigen Beobachtungsstand. Die HI-Wolken sind als Gas gerin-
ger Metallizität Z — in der Astrophysik werden alle Elemente jenseits von Helium als
Metalle angesehen — rötlich vor dem bläulichen Hintergrund der galaktischen Scheibe
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dargestellt. Bei der Darstellung handelt es sich um eine Projektion. Bis heute ist bei der
Mehrzahl der HVCs unklar, in welcher geometrischen und physikalischen Beziehung die
Wolken zur Milchstraße und ihrem Halo stehen, ob sie sich im Abstand weniger Kilo-
parsec durch den Halo unserer Galaxie bewegen oder als extragalaktische Objekte ihre
Bahnen innerhalb der Lokalen Gruppe ziehen (vgl. Abschnitt 2.1). Ebenso unbekannt
wie die Entfernung der meisten HVCs von der galaktischen Scheibe ist ihr Ursprung.
Die Modelle reichen von galaktischen Fontänen über Wechselwirkung mit Begleiterga-
laxien der Milchstraße wie den Magellanschen Wolken bis hin zu primordialen Modellen
für die Bildung der Lokalen Gruppe (vgl. Abschnitt 2.1 und 2.2). Nach allen bisherigen
Erkenntnissen enthalten HVCs keine Sterne (z.B. Putman, 2000; Hopp et al., 2002). Da-
her sind Distanzbestimmungen so schwierig und nur in seltenen Glücksfällen möglich.
Falls sich ein Teil der HVCs, wie es heute als wahrscheinlich erscheint, im galaktischen
Halo der Milchstraße befindet, so bieten diese eine hervorragende Möglichkeit, die bisher
noch weitgehend ungeklärte Struktur des Halos, Temperaturen, Dichten und Geschwin-
digkeiten der einzelnen Komponenten im Detail zu untersuchen. Bis heute ist unklar, ob
der galaktische Halo als hydrostatische Atmosphäre [Kalberla und Kerp, 1998] mit der
galaktischen Scheibe korotiert [Kalberla et al., 1998; Savage et al., 1997] oder seine Rota-
tion mit zunehmendem Abstand von der Scheibe langsam abklingt, wie es Schaap et al.
(2000) für die Spiralgalaxie NGC 2403 finden. Auch hier könnten die HVCs zur Klärung
beitragen. Deren Geschwindigkeit weicht z.T. deutlich von den Rotationsmodellen der
Milchstraße und ihres Halos ab, so daß die galaktischen HVCs mit Geschwindigkeiten
von über 100 km s−1 durch das Millionen Kelvin heiße Plasma der galaktischen Korona
rasen und damit die wahren ”Temposünder“ dieser Galaxie darstellen.
Das Szenario einer solchen kühlen und dichten neutralen Hochgeschwindigkeitswolke, die
sich mit hoher Geschwindigkeit durch das sie umgebende heiße und mit Magnetfeldern
durchdrungene Haloplasma bewegt, steht im Zentrum der in dieser Arbeit untersuchten
Problemstellungen. Eine ganze Legion bis heute unbeantworteter Fragen eröffnet sich
schon allein im Zusammenhang mit galaktischen HVCs:
Wie überleben die kühlen Neutralgaswolken im sie umgebenden heißen Plasma und wie-
so verdampfen sie nicht einfach?
Wie entstehen sie und wie erreichen sie die beobachteten Geschwindigkeiten?
Welche Mechanismen beeinflußen die Form einer HVC und ihre Lebensdauer?
Wie weit sind Instabilitäten wie die Kelvin-Helmholtz- oder Rayleigh-Taylor-Instabilität
relevant für die Dynamik der Wolken?
Lassen sich die gemessenen Röntgen- und Hα-Signaturen von HVCs mit Hilfe ihrer Dy-
namik erklären?
Werden HVCs abgebremst oder beschleunigt, wenn sie sich der galaktischen Scheibe
nähern und wieso zerreißen oder zerfließen die Wolken nicht während ihrer Bewegung
durch das Haloplasma?
Welche Rolle spielt die Wärmeleitung zwischen Plasma und Neutralgas im Zusammen-
hang mit HVCs?
Das gesetzte Ziel dieser Arbeit ist es, auf einen Teil dieser Fragen mögliche Antworten
zu geben und zu den hier nicht lösbaren Fragen Beiträge zu liefern, die eine Unterschei-
dung zwischen möglichen Lösungen erleichtern. Im Zentrum stehen dabei die Fragen
1.2 Schneebälle im Sonnenwind: Kometen 9
nach der Stabilität und Lebensdauer der HVCs, sowie ihrer beobachteten Morphologie
und Strahlungssignatur.
1.2 Schneebälle im Sonnenwind: Kometen
Kometen beschäftigen die Menschheit, seit sie begonnen hat, in den nächtlichen Himmel
zu schauen. Diese wiederkehrenden Leuchterscheinungen mit ihren charakteristischen
Schweifstrukturen inspirierten schon zu biblischen Zeiten die Phantasie der Menschen.
Seit der Erfindung des Fernrohres 1608 durch den holländischen Brillenmachen J. Lip-
perhey setzte jedoch auch die wissenschaftliche Erforschung der Kometen ein. Der Begriff
”Komet“ ist vom griechischen ”Aster Cometes“ abgeleitet, was soviel wie ”langhaariger
Stern“ bedeutet. In der Tat ist es der Kometenschweif, der diese im wesentlichen aus
Eis und Staub des primordialen Sonnensystems bestehenden Brocken aus der großen
Menge, der im Sonnensystem vorhandenen Asteroiden hervorhebt. Die Abbildung 1.7
zeigt die Nahaufnahme des sonst durch seine Koma nicht sichtbaren Kerns der Halley-
schen Kometen, aufgenommen beim Vorbeiflug der Giotto-Sonde im Jahre 1986. Man
erkennt die dunkle Oberfläche des etwa 15 km durchmessenden Kometenkerns in un-
gefährer Form einer Kartoffel vor dem hellen Hintergrund der Kometenkoma, die aus
Eis- und Staubteilchen besteht, die durch die Sonneneinstrahlung von der Oberfläche
des Kometen verdampfen. Das so verdampfte Material bildet neben der hell leuchten-
den Koma auch den charakteristischen Schweif des Kometen, der bei genauem Hinsehen
aus zwei Einzelteilen besteht, die je nach Ort des Kometen auf seiner elliptischen Bahn
Abb. 1.7: Aufnahme des Kerns des Halleyschen Kometen von Bord der Giotto-Sonde
aus (Quelle: http://antwrp.gsfc.nasa.gov/apod/)
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Abb. 1.8: Aufnahme des Kometen Hale-Bopp und seiner beiden charakteristischen
Schweife am 8. März 1997 vor dem Nordamerika-Emissionsnebel (rot) (Quel-
le: http://antwrp.gsfc.nasa.gov/apod/)
um die Sonne entweder zusammenfallen oder einen Winkel zueinander einschließen. Die
Abbildung 1.8 zeigt eine schöne Aufnahme des Kometen Hale-Bopp und seiner beiden
Schweife im Winter des Jahres 1997. Der perlweiße kurze Schweif des Kometen besteht,
wie man heute weiß, aus Staubteilchen von weniger als 1 µm Durchmesser, die von der
der Sonne zugewandten Seite des Kometen durch die Sonneneinstrahlung verdampfen.
Der übrige Teil des verdampften Kometenmaterials wird im Sonnenwind, z.B. durch
Stöße und Ladungsaustausch, ionisiert und bildet den deutlich längeren Ionenschweif.
Dessen bläuliche, manchmal gelbliche Farbe rührt von CO+- und Na+-Ionen her. Der Io-
nenschweif entsteht somit durch Wechselwirkung des Kometen mit dem Plasma des Son-
nenwindes [Biermann, 1951]. Dabei spielen die im Sonnenwind mitgeführten Magnetfel-
der eine entscheidende Rolle bei der Kollimation dieses ausgedehnten Schweifes [Alfvén,
1957]. Nach dem heutigen Stand der Kometenforschung handelt es sich bei dem Ionen-
schweif um einen magnetisierten Plasmaschweif, der in der teilweise ionisierten Koma des
Kometen verankert ist. Obwohl etwa 15 Größenordnung kleiner in ihrer Ausdehnung,
sind Kometen somit gewissermaßen mit den Hochgeschwindigkeitswolken im galakti-
schen Halo verwandt. Auch sie bestehen im wesentlichen aus Neutralgas, welches mit
einem magnetisierten, wärmeren Plasma, das sich in relativer Bewegung zum Neutralgas
befindet, wechselwirkt. Daher beschäftigt sich ein Teil der vorliegenden Arbeit mit einem
Phänomen, welches schon im Jahre 1899 duch den amerikanischen Astronom Edward
Emerson Barnard entdeckt wurde. Barnard (1899) beobachtete dynamische Vorgänge in
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Abb. 1.9: Detaillierte Aufnahme des Ionenschweifes von Komet Ikeya-Zhang aus dem
Jahre 2002 (Quelle: http://antwrp.gsfc.nasa.gov/apod/)
Kometenschweifen, bei denen sich der Ionenschweif oder Teile desselben gelegentlich von
der Koma des Kometen lösten und langsam schwächer wurden, während sie hinter dem
Kometen auf seiner Bahn zurückfielen. Dieser Vorgang wurde von Niedner und Brandt
(1978) als ”Abtrennen des Schweifes“ (engl. disconnection event = DE) klassifiziert. In
Abbildung 1.9 ist ein solcher Vorgang am Beispiel des Kometen Ikeya-Zhang dargestellt.
Man erkennt, wie Teile des Ionenschweifes aufgewirbelt und von der Kometenkoma ab-
getrennt werden. In dieser Abbildung fallen Staub- und Ionenschweif in ihrer Richtung
zusammen. Für diese Abtrennvorgänge wurden in den letzten Jahrzehnten eine ganze
Reihe physikalischer Erklärungen vorgeschlagen (vgl. Kapitel 4.2). Ein sehr vielverspre-
chender Mechanismus erklärt das Abreißen des Schweifes als Folge magnetischer Rekon-
nexion (siehe Kapitel 3.5.1) der Feldlinien an der Frontseite der Kometenkoma, ausgelöst
durch den Durchgang des Kometen durch eine interplanetarische Sektorgrenze [Niedner
und Brandt, 1978], an welcher sich die Magnetfeldpolarität des Sonnenwindes umkehrt.
In Kapitel 4 dieser Arbeit wird das Abtrennen des Magnetschweifes von Kometen, aus-
gelöst durch magnetische Rekonnexion, mit und ohne Umkehr der Magnetfeldpolarität
im Sonnenwind untersucht. Dabei zeigt sich, daß eine Umkehr der Polarität zwar einer
Abtrennung förderlich, jedoch für eine solche nicht notwendig ist. Die Ergebnisse stehen
in engem Zusammenhang mit den Rekonnexionssimulationen zu den Magnetschweifen
von Hochgeschwindigkeitswolken (siehe Kapitel 3.5).
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1.3 Aufbau der Arbeit
Der Kern dieser Arbeit beschäftigt sich mit dem Problem der dynamischen und ther-
mischen Stabilisierung von Hochgeschwindigkeitswolken (HVCs) in galaktischen Halos
und dem intergalaktischen Medium. Dabei stellt sich die Frage, wie eine kalte, kom-
pakte Neutralgaswolke mit superalfvénischer Geschwindigkeit relativ zum Haloplasma
mit diesem heißen Plasma wechselwirkt, und welche dynamischen Prozesse dabei von
Bedeutung sind. Zur Untersuchung dieser Frage wurden eine Reihe zweidimensiona-
ler Simulationen von Plasma-Neutralgassystemen im Rahmen der Mehrkomponenten-
fluidtheorie in Kombination mit der Magnetohydrodynamik durchgeführt. Eine kritische
Analyse der Anwendbarkeit von Fluidtheorien auf die untersuchten astrophysikalischen
Systeme findet sich in Abschnitt 3.1.1. Die Zweidimensionalität der im Rahmen die-
ser Arbeit vorgestellten Simulationen bezieht sich auf die Invarianz der untersuchten
Konfigurationen bzgl. einer Koordinate und stellt damit eine gewisse Diskrepanz zum
realen, physikalischen System dar. Dennoch lassen sich die wesentlichen Ergebnisse der
zweidimensionalen Simulationen auch auf den dreidimensionalen Fall erweitern. Eine
Diskussion der zu erwartenden Unterschiede findet sich in Abschnitt 3.6.
Die im Rahmen dieser Arbeit durchgeführten und dargestellten Simulationen überdecken
einen sehr großen Parameterbereich, was die verwendeten Dichten, Temperaturen und
Geschwindigkeiten der HVCs betrifft. In Anbetracht der sehr weit gestreuten bisherigen
Beobachtungsdaten für HVCs erscheint ein großes Parameterintervall nicht nur sinnvoll,
sondern gar nötig. Damit wird sichergestellt, daß essentielle der hier vorgestellten Ergeb-
nisse nicht von der Wahl einer speziellen Konfiguration der Parameter abhängen. Dies
bezieht sich vor allem auf die Ausbildung einer magnetischen Barriere und eines ma-
gnetischen Schweifes während der Bewegung der HVC durch das magnetisierte Plasma
und damit auf den Grundbaustein der dynamischen und thermischen Stabilisierung der
Neutralgaswolke. Die Prozesse, die bei der dynamischen Stabilisierung von HVCs eine
Rolle spielen, und die Simulationen, die diese Prozesse illustrieren, sind das Thema des
dritten Kapitels dieser Arbeit. In jenem Kapitel werden zunächst die verwendeten ma-
gnetohydrodynamischen Plasma-Neutralgas-Fluidgleichungen vorgestellt und motiviert,
diese sodann durch Normierung auf eine dimensionslose Form gebracht und anschließend
der verwendete Simulationscode vorgestellt. Die dynamische Stabilisierung von HVCs
durch Ausbildung einer magnetisierten Randschicht, der ”magnetischen Barriere“, wird
nun anhand von Simulationen mit unterschiedlicher Orientierung des anfänglichen Ma-
gnetfeldes zur Bewegungsrichtung der HVC untersucht. Die Ergebnisse werden mit dem
rein hydrodynamischen Fall ohne Magnetfeld sowie einem Fall mit deutlich höherer Neu-
tralgasdichte der Wolke verglichen. Das Interesse konzentriert sich dabei ebenso auf die
Stabilität der HVC als auch auf deren Morphologie. Zu diesem Zwecke wird die Bildung
eines magnetischen Schweifes im ”Kielwasser“ der HVC en detail studiert, insbesondere
in Hinblick auf das Einsetzen von Kelvin-Helmholtz- und Tearing-artigen Instabilitäten.
Dazu werden Relativgeschwindigkeit der HVC und Magnetfeldstärke variiert, sowie ne-
ben den idealen (im Sinne unendlicher elektrischer Leitfähigkeit des Plasmas) auch resi-
stive Simulationen mit einer endlichen Leitfähigkeit durchgeführt. Das verwendete Resi-
stivitätsmodell beschreibt dabei eine lokale, stromstärkeabhängige anomale Resistivität,
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die durch Driftinstabilitäten wie die ”lower-hybrid“-Drift hervorgerufen wird. Der Fokus
liegt in diesem Bereich des Kapitels auf der Strukturbildung innerhalb des magnetischen
Schweifes durch die erwähnten Instabilitäten. Zuletzt wird ein Ausblick auf dreidimen-
sionale Simulationen und die zu erwartenden Unterschiede gegeben.
Im Kapitel 2 werden nach einer kurzen Einleitung und einem Überblick über die bis-
herigen Messungen und Beobachtungen von HVCs die physikalischen Hintergründe und
aktuelle Modelle für Hochgeschwindigkeitswolken vorgestellt. Anschließend wird der so-
genannte kritische Geschwindigkeitseffekt, ein spezieller Ionisationsmechanismus im Zu-
sammenhang mit der Wechselwirkung von neutralen Gasen und magnetisierten Plasmen,
als denkbare Erklärung der gemessenen, erhöhten Hα-Emission von HVCs, speziell in-
nerhalb des Magellanschen Stromes, erörtert.
Wegen ihrer Ähnlichkeit zum System der HVCs im galaktischen Halo läßt sich auch bei
Kometen die Bildung eines magnetischen Schweifes mit Hilfe von Plasma-Neutralgassi-
mulationen untersuchen. In Kapitel 4 werden daher nach einer kurzer Einführung in die
physikalischen Hintergründe von Kometen im magnetisierten Sonnenwind zwei Simula-
tionen präsentiert, die sich mit der Frage nach dem Abreißen eines Kometenschweifes
durch magnetische Rekonnexion befassen. In beiden Fällen handelt es sich um resistive
Simulationen, die die Langzeitentwicklung eines magnetischen Schweifes eines Kometen
untersuchen, in einem Fall bei konstanter Polarität des Magnetfeldes des Sonnenwindes,
im anderen Fall bei einer Umkehr der Magnetfeldrichtung. Die Ergebnisse werden im
Hinblick auf Beobachtungen, die ein solches Abreißen des Kometenschweifes (engl. dis-
connection event) belegen, diskutiert.
Der erste Teil des letzten Kapitels dieser Arbeit beschäftigt sich mit der Frage nach
der thermischen Isolation von Hochgeschwindigkeitswolken. Auch bei der Wärmeleitung
spielen Magnetfelder eine bedeutende Rolle. In diesem Kapitel wird gezeigt, daß die
Magnetfelder in der magnetischen Barriere aufgrund ihrer speziellen Topologie entschei-
dend zur thermischen Stabilität kühler Neutralgaswolken beitragen. Die in Kapitel 3
vorgestellten Ergebnisse resultieren aus Simulationen, bei denen die Wärmeleitung ver-
nachlässigt wurde. In Kapitel 5 werden die Effekte von Magnetfeldern auf die Wärme-
leitung in Plasma-Neutralgas-Systemen und ihr Einfluß auf die thermische Stabilität von
Hochgeschwindigkeitswolken diskutiert und schließlich die Ergebnisse der Simulationen
aus Kapitel 3 im Hinblick auf die Fragen der thermischen Stabilität beleuchtet.
Bei jeder wissenschaftlichen Arbeit bleiben offene Fragen. Diese werden zusammen mit
den Ergebnissen dieser Arbeit im zweiten Teil des Kapitels 5 diskutiert. Abschlie-
ßend wird ein Ausblick auf ein mögliches weiteres Vorgehen bei der Untersuchung der
Phänomene im Umfeld der galaktischen Hochgeschwindigkeitswolken gegeben.
14 Kapitel 1 Einleitung
Kapitel 2
Hochgeschwindigkeitswolken
(HVCs)
2.1 Einführung und Beobachtungen
HI-Beobachtungen
Die von Muller et al. (1963) im Jahre 1963 entdeckten Hochgeschwindigkeitswol-
ken (HVCs) waren ursprünglich einzig und allein über den Betrag ihrer Geschwin-
digkeit im lokalen Bezugssystem (LSR = local standard of rest) definiert. Dabei wurde
die ursprüngliche untere Grenze von |vLSR| = 70 km s−1, die die HI-Wolken mittlerer
Geschwindigkeit (IVCs = intermediate velocity clouds) von den Hochgeschwindig-
keitswolken unterscheidet, im Laufe der Jahrzehnte zunächst auf 90 km s−1 und schließ-
lich auf |vLSR| = 100 km s−1 angehoben, da man nach und nach auch IVCs mit höheren
Geschwindigkeiten entdeckte [Wakker und van Woerden, 1997]. Das zweite Kriterium
zur Definition von HVCs besteht darin, daß ihre Geschwindigkeiten mit einfachen Mo-
dellen differentieller galaktischer Rotation nicht kompatibel sind. Bei dieser Definition
tritt jedoch eine Schwierigkeit auf: Der Bereich der erlaubten Geschwindigkeiten im Rah-
men einer differentiellen galaktischen Rotation variiert stark mit der Position der HVC,
insbesondere wenn deren Geschwindigkeit im LSR-System angegeben wird. Aus diesem
Grund schlug Wakker (1991) eine Definition durch die sogenannte Abweichgeschwindig-
keit (DV) vor:
Eine Hochgeschwindigkeitswolke (HVC) ist eine HI-Wolke, deren Geschwindigkeit um
mehr als 50 km s−1 vom Bereich der im Rahmen einfacher Modelle differentieller galak-
tischer Rotation erlaubten Geschwindigkeiten abweicht.
Diese Definition ist damit automatisch unabhängig vom gewählten Bezugssystem der
Geschwindigkeiten. Sie ist allerdings nur dann sinnvoll, wenn sich die betrachteten HVCs
innerhalb oder in unmittelbarer Umgebung des Halos der Milchstraße befinden, wie dies
wohl zumindest für einige der HVC-Komplexe und den Magellanschen Strom der Fall
ist (siehe unten).
Seit der Entdeckung der HVCs hat sich die Zahl der beobachteten und untersuchten
HVCs ständig erhöht. Mehrere vollständige HI-Himmelsdurchmusterungen mit hoher
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Abb. 2.1: Die Verteilung der HVCs über den gesamten Himmel in galaktischen Ko-
ordinaten, basierend auf den Daten von Hulsbosch und Wakker (1988) und
Morras et al. (2000); [Putman, 2000]
Empfindlichkeit und räumlicher Auflösung wurden in den vergangenen zehn Jahren so-
wohl auf der Nord- als auch der Südhalbkugel durchgeführt. Die bedeutendsten unter
ihnen sind die Gesamtdarstellungen von Dwingeloo [Hulsbosch und Wakker, 1988] und
Leiden-Dwingeloo [Hartmann und Burton, 1997] für die nördliche Hemisphäre und von
Villa Elisa [Bajaja et al., 1985; Morras et al., 2000] sowie der australische HIPASS
(HI Parkes All-Sky Survey) [Barnes et al., 2001] für die südliche Hemisphäre. Die Meß-
daten dieser Durchmusterungen wurden in mehreren Katalogen für Hochgeschwindig-
keitswolken und galaktisches HI kompiliert. Der älteste unter ihnen ist eine Sammlung
von Geschwindigkeitsmessungen von neutralem Wasserstoff bis zu −90 km s−1 in der
Nähe der galaktischen Pole [Dieter, 1965]. Aktuelle HVC-Kataloge sind die von Wak-
ker und van Woerden (1991), von Putman et al. (2002) und Barnes et al. (2001), so-
wie der für die bisher empfindlichste HI-Himmelsdurchmusterung von Lockman et al.
(2002). Die LSR-Geschwindigkeiten der in diesen Katalogen aufgeführten Hochgeschwin-
digkeitswolken bewegen sich im Bereich von −400 km s−1 bis zu 300 km s−1. Dabei ist
anzumerken, daß es sich bei den Geschwindigkeiten bzgl. des LSR um Projektionen der
tatsächlichen Geschwindigkeit auf die Sichtlinie handelt, da sie mit Doppler-Messungen
gemessen werden. Die Tangentialkomponente der Geschwindigkeit der HVCs läßt sich
auf diese Weise nicht bestimmen. Weiterhin trägt auch die differentielle Rotation der
Milchstraße entscheidend zu den gemessenen Geschwindigkeiten bei. Daher ist a prio-
ri nicht klar, ob sich HVCs mit positiver bzw. negativer LSR-Geschwindigkeit nun auf
die galaktische Scheibe zu oder von ihr weg bewegen [Wakker und van Woerden, 1997].
Eindeutig ist dies lediglich bei HVCs, die über den Polen des LSR-Systems stehen, da
bei diesen die Sichtlinie mit der Rotationsachse der Galaxie zusammenfällt. Aufgrund
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der geringen Aussagekraft des LSR-Systems werden die Geschwindigkeiten der HVCs
oft auf das galaktische Ruhesystem (GSR = galactic standard of rest frame) bezogen.
Die Umrechnung geschieht über die galaktische Breite b und Länge l gemäß der Formel
[Wakker und van Woerden, 1997]
vGSR = vLSR + 220 sin l cos b . (2.1)
Allerdings bleibt auch im galaktischen Ruhesystem die Unwägbarkeit aufgrund der un-
bekannten Tangentialkomponente der Geschwindigkeit erhalten. Und auch die galakti-
sche Rotation steckt verschlüsselt in den GSR-Geschwindigkeiten. Aus diesem Grund
haben Wakker und van Woerden (1991) in ihrem Katalog zusätzlich noch die Abweich-
geschwindigkeit vdev bzgl. der galaktischen Rotation, die z.T. deutlich von der LSR-
Geschwindigkeit abweicht, angegeben. Soweit es sich um Hochgeschwindigkeitswolken
im galaktischen Halo handelt, ist letztere die entscheidende Geschwindigkeit, wenn es
um die Bewegung der HI-Wolken relativ zum Haloplasma geht.
In Abbildung 2.1 ist die Verteilung der aktuell bekannten Hochgeschwindigkeitswolken
in galaktischen Koordinaten basierend auf den Daten von Hulsbosch und Wakker (1988)
und Morras et al. (2000) zusammen mit ihren Abweichgeschwindigkeiten vdev in Grau-
stufen dargestellt. Aktuelle, hochempfindliche HI-Messungen können noch Wasserstoff-
Säulendichten von NHI = 8·1017 cm−2 detektieren [Lockman et al., 2002]. Dies entspricht
einer Helligkeitstemperatur TB, also der Äquivalenztemperatur eines im gemessenen Fre-
quenzbereich ebenso leuchtstarken Schwarzkörpers [Lang, 1980; Abschnitt 1.23], von
TB = 14 mK. Bei dieser Detektorempfindlichkeit überdeckt das HI bei hohen Geschwin-
digkeiten ganze 37% des galaktischen Himmels und es steht zu erwarten, daß dieser Wert
bei zunehmender Sensitivität der Detektoren weiter ansteigt [Lockman et al., 2002]. Ob-
wohl die beobachteten HVCs nur wenige Prozent des gesamten gemessenen HI-Flusses
ausmachen, stellen sie und das mit ihnen verbundene HI etwa 10% der HI-Gesamtmasse
der Galaxie dar [Wakker und van Woerden, 1997]. Einen ähnlichen Prozentsatz erhalten
Sancisi et al. (2001) für die HI-Gesamtmasse der HVCs in der Spiralgalaxie NGC 2403.
Weitere Beispiele für Spiralgalaxien, die HVCs aufweisen, sind NGC 628 [Kamphuis
und Briggs, 1992], NGC 6946 [Kamphuis und Sancisi, 1993] und NGC 5668 [Schulman
et al., 1996]. Die Daten zeigen, daß die Hochgeschwindigkeitswolken ein sehr weitläufiges
Phänomen der Halos von Spiralgalaxien darstellen. Ihre Untersuchung in Beobachtung
und Theorie ist daher eine bedeutende Aufgabe in der modernen Astrophysik.
Aus Abbildung 2.1 wird deutlich, daß die HVCs keineswegs gleichmäßig über den ga-
laktischen Himmel verteilt sind. Die Mehrzahl der HVCs finden sich in der nördlichen
Hemisphäre, insbesondere wenn man die mit dem Magellanschen Strom verknüpften
HVCs in der Nähe des Südpoles außer Betracht läßt, da diese aufgrund ihrer weitgehend
bekannten Entstehungsgeschichte eine Sonderrolle einnehmen. Mit zunehmender Emp-
findlichkeit der HI-Durchmusterungen der südlichen Hemisphäre scheint diese Asymme-
trie zwischen Nord- und Südhalbkugel jedoch abzunehmen [Putman et al., 2002].
Die meisten der bisher beobachteten HVCs weisen eine filamentartige Morphologie auf
und befinden sich in losen Gruppen innerhalb großer Komplexe, die sich über mehrere
10◦ am galaktischen Himmel erstrecken. Daher teilt man die HVCs im allgemeinen in
Populationen und Komplexe ein, wobei sich die Populationen durch global einheitliche
18 Kapitel 2 Hochgeschwindigkeitswolken (HVCs)
Eigenschaften auszeichnen und teilweise aus mehreren Komplexen zusammensetzen. Ein
Komplex ist in ähnlicher Weise als eine Gruppe von HVCs definiert, die sowohl örtlich als
auch im Geschwindigkeitsraum nahe beieinanderliegen und somit wahrscheinlich phy-
sikalisch miteinander verknüpft sind [Wakker und van Woerden, 1991]. Insgesamt sind
bisher 10 Populationen und 17 Komplexe von HVCs identifiziert worden. Die Tabel-
le 2.1 gibt eine Übersicht der Populationen und Komplexe wieder, zusammen mit der
Zahl der beobachteten HVCs, den Bereichen galaktischer Länge l und Breite b, dem
Geschwindigkeitsbereich im LSR-System, sowie den mittleren LSR- und Abweichge-
schwindigkeiten. Eine ausführliche Beschreibung der einzelnen Komplexe findet sich im
Population Komplex Wolken- l b vLSR vLSR vdev
zahl ◦ ◦ km s−1 km s−1 km s−1
1 Co-rotating 9 342 – 35 −15 – 25 −185 – 195 105 5
2 OA 1 OA 1 50 – 195 −5 – 35 −175 – −60 −100 25
3 MS 2 MS 24 10 – 360 −85 – −20 −430 – 345 195 85
4 EN 40 10 – 290 −85 – 40 −465 – −175 −355 −240
5 GCN 3 GCN 34 0 – 50 −40 – 10 −340 – −170 −240 −180
6 ACVHV 4 ACVHV 18 155 – 190 −55 – −5 −340 – −135 −225 −215
7 GCP 5 GCP 13 35 – 65 −40 – −10 75 – 125 100 25
8 EP 35 195 – 310 −40 – 45 170 – 310 245 100
9 N 202 0 – 360 −75 – 80 −235 – −50 −130 −40
6 A 5 130 – 170 22 – 50 −210 – −90 −160 −130
7 C 23 15 – 150 10 – 60 −235 – −50 −120 −100
8 M 12 125 – 200 45 – 70 −125 – −80 −95 −90
9 H 3 110 – 155 −15 – 15 −220 – −80 −161 −50
10 G 4 75 – 120 −20 – 0 −200 – −80 −110 35
11 ACHV 41 135 – 200 −55 – −5 −185 – −70 −105 −90
12 D 6 72 – 84 17 – 26 −205 – −150 −190 −140
13 L 7 341 – 348 31 – 41 −190 – −85 −115 −40
10 P 183 135 – 355 −80 – 75 70 – 240 125 10
14 WA 9 230 – 260 25 – 45 80 – 195 147 100
15 WB 29 225 – 265 0 – 60 70 – 170 115 25
16 WC 12 210 – 235 −25 – 0 85 – 165 125 25
17 WD 14 260 – 300 5 – 30 80 – 185 115 30
Tabelle 2.1: Liste der HVC-Populationen und -Komplexe
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Katalog von Wakker und van Woerden (1991). Hier sollen nur die bedeutendsten unter
ihnen kurze Erwähnung finden, unter ihnen die Komplexe A, C und M, die aufgrund
ihrer großen Ausdehnung und relativen Nähe zur galaktischen Scheibe von Bedeutung
sind [Blitz et al., 1999]. Die beiden Komplexe A und M sind gleichzeitig die einzigen
HVCs, für deren Entfernung vom Beobachter zumindest eine untere und obere Grenze
gefunden wurden [van Woerden et al., 1999; Danly et al., 1993]. Außerdem zählen die
Abb. 2.2: Helligkeitstemperaturen (Konturen) und Geschwindigkeiten (Graustufen)
des HVC-Komplexes A (Erläuterungen siehe Text) [Wakker und van Woer-
den, 1997]
Komplexe A und C zu den zuerst entdeckten HVC-Komplexen [Hulsbosch und Rai-
mond, 1966; Hulsbosch, 1968]. Weiterhin von Bedeutung sind der Magellansche Strom
(Komplex MS), so genannt aufgrund seiner Verbindung zu den Magellanschen Wolken
[Mathewson et al., 1974], sowie die Populationen EN und EP der HVCs mit extre-
men negativen (vLSR . −200 km s−1) bzw. extrem positiven (vLSR & 200 km s−1) LSR-
Geschwindigkeiten.
Die Abbildung 2.2 zeigt eine HI-Konturaufnahme des Komplexes A nach Wakker und
van Woerden (1997). Die Konturen geben die Helligkeitstemperaturen wieder (0.02 K
entsprechen einer Säulendichte von 1018 cm−2), während die Graustufen die LSR-Ge-
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schwindigkeiten von −190, −170, −150 und −130 km s−1 andeuten, beginnend von der
dunklesten Graufärbung. Man erkennt deutlich die HI-Konzentrationen A0 – AVI als
Unterstruktur des Komplexes A.
Die Eigenschaften des Komplexes A werden oft als repräsentativ für HVCs im allge-
meinen angesehen [Wakker und van Woerden, 1997]. Zu diesen Eigenschaften zählen:
eine hohe galaktische Breite; Geschwindigkeiten, die deutlich von dem galaktischen Gas
mit niedrigen Geschwindigkeiten getrennt sind; eine lineare Struktur; wohldefinierte HI-
Abb. 2.3: Geschwindigkeitsverteilung aller nach HIPASS katalogisierten HVCs gegen
die galaktische Länge mit a) vLSR, b) vGSR, c) vLGSR und d) der Zahl der
Wolken je galaktische Länge; [Putman, 2000]
Kerne; eine Zweikomponentenstruktur in der HI-Geschwindigkeit, sowie ein Geschwin-
digkeitsfeld ohne großskalige Strukturen. Drei dieser Eigenschaften sind Teil der in dieser
Arbeit angestrebten Untersuchungen, betreffend die lineare Struktur mit wohldefinier-
ten Kernen und die Zweikomponentenstruktur der Geschwindigkeiten.
Aus Abbildung 2.1 ist unmittelbar ersichtlich, daß neben der Nord-Süd-Asymmetrie
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der HVC-Verteilung auch eine Ost-West-Asymmetrie ihrer Abweichgeschwindigkeit vdev
besteht. Von kleinen zu großen galaktischen Längen hin nimmt die Abweichgeschwin-
digkeit bis auf einige Ausnahmen stetig zu. Dieser Effekt ist im LSR-Bezugssystem noch
stärker ausgeprägt, wie man anhand der LSR-Geschwindigkeitsverteilung der HVCs in
Abbildung 2.3 erkennt. Die systematische Zunahme der Abweichgeschwindigkeiten mit
zunehmender galaktischer Länge deutet darauf hin, daß auch hier Projektionseffekte auf
den Radiusvektor zum Beobachter eine Rolle spielen. Die volle Raumgeschwindigkeit
kann nur anhand galaktischer Rotationsmodelle und bei Kenntnis der Entfernung der
gemessenen HVC von der galaktischen Scheibe erschlossen werden. Nach den bisherigen
Abb. 2.4: Geschwindigkeitskomponenten einer Hochgeschwindigkeitswolke im galakti-
schen Halo; [de Boer, 1991]
Kenntnissen [de Boer, 1991; Zimmer, 1996] sind alle drei GSR-Geschwindigkeitskom-
ponenten, also die radiale, azimuthale und z-Komponente, einer HVC im galaktischen
Halo von der Größenordnung 100 km s−1 (Abb. 2.4). Die Sonne bewegt sich dabei mit
einer Geschwindigkeit von der Größenordnung 250 km s−1 um das Zentrum der Milch-
straße. In der Abbildung 2.3 ist außerdem die Geschwindigkeitsverteilung der HVCs
bzgl. des Massenschwerpunktes der Lokalen Gruppe (LGSR = local group standard of
rest frame) dargestellt. Die Ost-West-Asymmetrie der Geschwindigkeiten ist in diesem
Bezugssystem etwas geringer als in den anderen (Einzelheiten vgl. Abschnitt 2.2).
Neben der Einteilung in Populationen und Komplexe unterteilt man die Hochge-
schwindigkeitswolken auch gemäß ihren Geschwindigkeiten und ihrer Morphologie. Der
Allgemeinbegriff HVCs wird dabei zunächst eingeschränkt auf HI mit LSR-Geschwin-
digkeiten mit Betrag |vLSR| ≤ 200 km s−1. HI-Wolken, deren Geschwindigkeitsbetrag
im LSR-System größer als 200 km s−1 ist, bezeichnet man als extreme Hochgeschwin-
digkeitswolken (VHVC = very high velocity clouds) [Wakker und van Woerden,
1991]. Hingegen werden HI-Wolken mit |vLSR| ≤ 100 km s−1 als Wolken mittlerer Ge-
schwindigkeit (IVCs = intermediate velocity clouds) bezeichnet (z.B. Kalberla et
al., 1997). Darüber hinaus definiert man eine Klasse kompakter, isolierter HVCs, soge-
nannte CHVCs (= compact high velocity clouds). Sie zeichnen sich dadurch aus,
22 Kapitel 2 Hochgeschwindigkeitswolken (HVCs)
daß ihre Winkelausdehnung kleiner als 2◦ ist, ihre Säulendichte NHI einen deutlichen
Kontrast zum Hintergrund aufweist und ihr Profil nicht im Zusammenhang mit einem
benachbarten Komplex steht [Putman, 2000; Abschnitt 5.2.3]. Nur etwa 10% der HI-
Wolken mit anomalen Geschwindigkeiten fallen unter die Kategorie der CHVCs [Putman
et al., 2002]. Im folgenden wird der Begriff HVCs allgemein für alle HI-Wolken mit an-
omalen Geschwindigkeiten verwendet, während die Unterkategorien CHVCs, VHVCs
und die Kategorie IVCs zur Unterscheidung bei Bedarf Anwendung finden. Die Klas-
se der CHVCs bildet aufgrund ihrer relativ abgeschlossenen Definition einen Schwer-
punkt der in dieser Arbeit diskutierten Hochgeschwindigkeitswolken, da sie als isolierte
Objekte mit ihrer Umgebung auf relativ einfache Weise interagieren. Es ist jedoch zu
erwähnen, daß leichte Unterschiede bei der Definition der CHVCs in der aktuellen Lite-
ratur, z.B. zwischen Putman (2000) und Braun und Burton (1999), bestehen [Putman
et al., 2002]. Außerdem ergeben die Beobachtungen, daß auch CHVCs meist stark un-
tereinander und z.T. auch mit HVCs gruppiert sind (Clusterbildung), so daß eine Wech-
selwirkung untereinander und mit dem HVC-Gas wahrscheinlich erscheint [Putman,
2000; Abschnitt 5.4.2]. Dennoch sind sie verglichen mit den HVCs deutlich kompaktere
und wohldefinierte Wolken, was sie dem analytischen Studium zugänglicher macht als
die sehr kompliziert strukturierten HVC-Komplexe. Jene weisen bei hoher Auflösung
durchaus filamentöse und z.T. turbulente Wolkenstrukturen auf, die in mehreren Fällen
als fraktale Strukturen beschrieben werden können [Vogelaar und Wakker, 1994].
Messungen von HVC-Komplexen mit hohen Auflösungen ergaben, daß viele HVCs, be-
sonders im Komplex A, eine Hülle-Kern-Struktur aufweisen, d.h. sie bestehen aus einem
dichten, kalten Kern mit Teilchendichten von bis zu 30 – 100 D−1kpc cm
−3 für die klein-
sten Kerne (D−1kpc kennzeichnet den Abstand in kiloparsec) und kinetischen Tempera-
turen von wenigen Hundert Kelvin umgeben von einer wärmeren und weniger dichten,
umschlagartigen Hülle [Wakker und van Woerden, 1997]. Der Kern macht dabei etwa
25 – 50% der Masse der HVC aus, während nur 10% des HI-Gesamtflusses in ausge-
dehnten Strukturen entdeckt wurde. Bei mittlerer Auflösung treten scharfe Kanten der
HVCs in den HI-Karten von Komplex A auf, die als Beleg für die Anwesenheit von
Schocks angesehen wurden [Giovanelli und Haynes, 1977]. Diese lösen sich jedoch bei
höherer Auflösung in ungeordnete, kleinere Wolkenstücke auf, so daß das Vorliegen eines
Schocks nicht mehr zwingend ist [Wakker und van Woerden, 1997]. Die häufig auftre-
tende Hülle-Kern-Struktur und die noch zu diskutierende Kopf-Schweif-Struktur werden
den Schwerpunkt der Morphologieuntersuchungen in dieser Arbeit ausmachen. Vorab sei
hier darauf hingewiesen, daß beide Strukturtypen ein deutliches Zeichen für die Interak-
tion des kalten Neutralgases der Wolken mit dem sie umgebenden heißen Plasma sind.
Als ein solches Indiz für die Wechselwirkung der HVCs mit ihrer Umgebung wurde
auch die Entdeckung sogenannter Geschwindigkeitsbrücken (VB = velocity bridges)
angesehen, die HVCs mit HI-Gas bei geringeren Geschwindigkeiten über Geschwindig-
keitsunterschiede von 20 bis zu 100 km s−1 verbinden [Pietz et al., 1996]. Das wichtigste
Beispiel für eine eventuelle Interaktion von HVCs und IVCs findet sich im Draco Nebel
[Goerigk et al., 1983], einer IVC, die mit einem HVC-Kern überlappt. Der eigentli-
che Nachweis eines Zusammenhanges bleibt jedoch unklar [Mebold et al., 1992; Kuntz
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und Danly, 1996]. Eine der Hauptschwierigkeiten bei der Interpretation einer möglichen
Wechselwirkung zwischen HVCs und IVCs besteht darin, daß aktuelle Modelle die HVCs
bei einem z-Abstand von der galaktischen Scheibe von mehreren kiloparsec ansiedeln,
während sie die IVCs deutlich näher an der galaktischen Ebene sehen [Kalberla et al.,
1997]. Das im folgenden Kapitel vorgestellte dynamische Modell für die Wechselwirkung
kühler Neutralgaswolken mit einem sie umgebenden heißen Plasma schließt die Bildung
solch ausgedehnter Geschwindigkeitsbrücken zwar nicht aus, es favorisiert jedoch die
Ausbildung der bereits erwähnten Hülle-Kern- und Kopf-Schweif-Strukturen.
Hα und optische Linienstrahlung
HI-Messungen von Hochgeschwindigkeitswolken liefern Informationen über die räumli-
che Verteilung, die Säulendichten und die kinetische Temperatur des neutralen atomaren
Wasserstoffes, die Morphologie der Wolken und in Verbindung mit der Entfernung der
HVC vom Beobachter auch Werte für die Volumendichte des neutralen atomaren Was-
serstoffes sowie die HI-Gesamtmasse der Wolke. Gerade die Entfernungsbestimmung von
HVCs, die für die Bestimmung der meisten physikalischen Parameter der Wolken ent-
scheidend ist, erweist sich bei den Beobachtungen jedoch als schwerwiegendes Problem.
Die Magellansche Brücke (siehe Abschnitt ”Magellanscher Strom“) ist die einzige HVC,
die Sterne enthält [Putman, 2000; Abschnitt 3.2.2]. Strenggenommen handelt es sich bei
ihr im Magellanschen System jedoch nicht um eine eigentliche HVC. Somit ist bis zum
jetzigen Zeitpunkt nicht eine einzige HVC beobachtet worden, die neben dem HI-Gas
auch stellare Komponenten aufweist. Alle bisherigen Versuche, stellare Komponenten
insbesondere in CHVCs nachzuweisen, brachten ausschließlich negative Ergebnisse her-
vor (vgl. z.B. Simon und Blitz, 2002; Hopp et al., 2002). Weder die optischen noch
die Infrarotdaten zeigen bei der heutigen Empfindlichkeit der Detektoren einen Hinweis
auf einen stellaren Inhalt der HVCs, was die Vermutung unwahrscheinlich werden läßt,
daß es sich bei den CHVCs um die mit Zwerggalaxien geringer Oberflächenhelligkeit
(LSB = low surface brightness; z.B. Boyce et al., 2001) assoziierten ”fehlenden“ Ha-
los dunkler Materie aus kosmologischen Modellrechnungen zur kalten dunklen Materie
(CDM = cold dark matter) handeln könnte (z.B. Klypin et al., 1999; Moore et al., 1999).
Hingegen nimmt mit zunehmender Empfindlichkeit der Detektoren die Wahrscheinlich-
keit zu, daß es sich bei den CHVCs um reine Wasserstoffwolken handelt, in denen über
kosmische Zeiträume keine Sternentstehung stattgefunden hat [Hopp et al., 2002].
Aufgrund fehlender Sterne innerhalb der HVCs ist es daher äußerst schwierig, deren Ent-
fernung vom Beobachter zu bestimmen. Die für Sterne üblichen Methoden wie Paralla-
xenmessung, Cepheiden und Vergleich der gemessenen Oberflächenhelligkeit mit Stern-
entwicklungsmodellen entfallen, wobei eine Messung der Parallaxe aufgrund der großen
räumlichen Ausdehnung der HVCs und ihrer großen Entfernung nicht möglich ist. Ei-
ne direkte Entfernungsbestimmung zu einer HVC ist mithilfe der Absorptionslinien-
Methode [Wakker und van Woerden, 1997; Abschnitt 4.2] möglich, jedoch nicht sehr
wahrscheinlich (vgl. nächster Abschnitt). Daher bemüht man sich um indirekte Metho-
den der Entfernungsbestimmung. Die bedeutendste unter ihnen basiert auf der Photoio-
nisation des neutralen atomaren Wasserstoffes durch galaktische und extragalaktische
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Abb. 2.5: WHAM Hα-Himmelsdurchmusterung bei mittleren Geschwin-
digkeiten (IVCs und WIM), nördliche Hemisphäre (Quelle:
http://www.astro.wisc.edu/wham/survey/survey.html
UV-Strahlung (siehe nächsten Abschnitt). Der ionisierte Wasserstoff um HVCs rekom-
biniert u.a. unter Aussendung der Hα-Linie. Die Intensität der Hα-Linie ist dabei ein
Maß für die Photoionisation des Wasserstoffes. Hα-Messungen haben gezeigt, daß HVCs
in der Regel in Kombination mit ionisiertem Wasserstoff auftreten [Tufte et al., 1999].
Daher wurden in der jüngeren Vergangenheit mehrere Hα-Himmelsdurchmusterungen
durchgeführt, unter ihnen die WHAM-Durchmusterung (Wisconsin H Alpha Mapper).
Im Rahmen dieser Durchmusterung wurde neben der Messung der Hα-Verteilung bei
mittleren Geschwindigkeiten mit |vLSR| ≤ 80 km s−1 (IVCs und WIM), die in Abbil-
dung 2.5 für die nördliche Hemisphäre dargestellt ist, auch Hα von Hochgeschwin-
digkeitswolken in den Komplexen M, A und C detektiert [Tufte et al., 1999]. Insge-
samt wurden Hα-Emissionen von bisher über 20 HVCs in verschiedenen Komplexen,
dem Magellanschen Strom und der Sculptor-Zwerggalaxie detektiert [Songaila et al.,
1989; Kutyrev und Reynolds, 1989; Münch und Pitz, 1990; Tufte et al., 1998; Bland-
Hawthorn und Maloney, 1999; Weiner et al., 2001; Tufte et al., 2002; Weiner et al.,
2002]. Die gemessenen Hα-Intensitäten Iα liegen im Bereich von etwa 0.03 – 0.2 R
(1 R = 106/4π photons cm−2 s−1 sr−1) [Tufte et al., 2002]. In Abbildung 2.6 sind die
Intensitäten der bisherigen Hα-Messungen an HVCs für die unterschiedlichen Komple-
xe, sowie den weiter entfernten Magellanschen Strom und die Sculptor Zwerggalaxie
dargestellt. Man ersieht hieraus, daß die Intensitäten um bis zu zwei Größenordnungen
streuen, was auf stark unterschiedliche Entfernungen der einzelnen Komplexe von der
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Abb. 2.6: Hα-Emission von HVCs, dem Magellanschen Strom und der Sculptor Zwerg-
galaxie. leere Kreise: Tufte et al., 1998; Bland-Hawthorn und Maloney, 1999;
gefüllte Kreise: Weiner et al., 2002
galaktischen Scheibe schließen läßt. Weiterhin zeigt die Abbildung, daß das Photoionisa-
tionsmodell im Falle der HVCs im Magellanschen Strom versagt [Weiner und Williams,
1996], da die Intensitäten dort trotz relativ konstanter Entfernung am stärksten va-
riieren. Ein alternativer Ionisationsmechanismus muß hier am Werke sein. Ein solcher
Mechanismus, der einerseits die beobachteten Hα-Flüsse erklärt, andererseits die Schwie-
rigkeiten der Stoßionisation durch Schocks umgeht, wird mit dem kritischen Geschwin-
digkeitseffekt in Kapitel 2.3 im Rahmen dieser Arbeit vorgestellt und auf die HVCs
im Magellanschen Strom angewendet. Wir werden zeigen, daß selbiger Effekt auch in
anderen HVCs von Bedeutung sein kann und damit Entfernungsbestimmungen anhand
galaktischer Photoionisationsmodelle in Frage stellt. Die Ausbildung der für das Einset-
zen des kritischen Geschwindigkeitseffektes essentiellen magnetischen Randschicht um
die HVC ist das zentrale Thema des dritten Kapitels dieser Arbeit.
Die Ergebnisse der Hα-Messungen deuten darauf hin, daß das ionisierte Gas den neu-
tralen Kern der HVCs wie eine Hülle umschließt [Tufte et al., 1998; 1999]. Nach Tufte
et al. (1999) besitzt der ionisierte Wasserstoff HII in diesen Hα-”Halos“ eine kinetische
Temperatur von etwa Tα ≈ 8000 K. Falls sich die HVC bei großen galaktischen Brei-
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Abb. 2.7: Die Geschwindigkeit der HI-Linie gegen die Geschwindigkeit der Hα-Linie
für die bisher detektierten Hα-HVCs [Putman, 2000]
tengraden befindet und infolgedessen die Hα-Extinktion durch das interstellare Medium
vernachlässigbar ist, so ist die Hα-Intensität direkt proportional zum Emissionsmaß
EM ≡
∫
n2edl (2.2)
durch die Wolke und enthält damit Informationen über die Säulendichte und Elek-
tronendichte des ionisierten Wasserstoffes [Tufte et al., 1999]. Falls die Ionisation des
neutralen Wasserstoffes durch Photonen geschieht, ist die gemessene Hα-Intensität ein
direktes Maß für den Lyman-Kontinuumsfluß, der auf die Wolke auftrifft, und kann da-
mit umgekehrt, bei Kenntnis der Entfernung der HVC von der galaktischen Scheibe,
zur Bestimmung der Skalenhöhe des Lyman-α-Kontinuumsflusses der Galaxie verwen-
det werden. Findet die Ionisation jedoch durch Stöße aufgrund der schnellen Bewegung
der HVC durch das umgebende Medium statt, also durch Schocks, so ist die Intensität
der emittierten Hα-Strahlung ein Maß für die Dichte des umgebenden Mediums [Tufte
et al., 1998]. Zusätzlich zu den vorgenannten Mechanismen stellen wir in Kapitel 2.3
den kritischen Geschwindigkeitseffekt als stoßbasierten Ionisationsmechanismus vor, der
jedoch ohne die rigiden Anforderungen für Schocks an das umgebende Material und die
Relativgeschwindigkeit auskommt.
Für eine Ionisation durch Stöße, sei es durch Schocks oder den kritischen Geschwindig-
keitseffekt, spricht nicht nur die im allgemeinen große Höhe der HVCs über der galak-
tischen Scheibe, sondern auch die Beobachtung, daß hohe Hα-Intensitäten mit starken
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Gradienten in der HI-Dichte verknüpft sind [Weiner und Williams, 1996] und im allge-
meinen keine Korrelation zwischen der Hα- und der HI-Intensität besteht [Haffner et
al., 2001]. Hingegen zeigt die eindeutige Korrelation von HI- und Hα-Geschwindigkeiten
der HVCs (Abb. 2.7) deutlich, daß ionisierter und neutraler Wasserstoff stets assoziiert
sind [Tufte et al., 1999; Putman, 2000]. Somit erscheint wahrscheinlich, daß der ionisierte
wärmere Wasserstoff eine Art Hülle um den kälteren HI-Kern der HVCs bildet.
Um zwischen Photoionisation und Stoßionisation unterscheiden zu können, ist es notwen-
dig zu unterscheiden, ob die stärksten Hα-Emissionen von der Front der HVC herrühren,
was auf Stoßionisation schließen ließe, oder von den Seiten, was auf Photoionisation hin-
wiese [Tufte et al., 1999]. Eine eindeutige Unterscheidung zwischen diesen beiden Ioni-
sationsmechanismen läßt sich anhand des Verhältnisses der Hα-Intensität zur Intensität
anderer optischer Emissionslinien wie [OIII], [SII] und [NII] bewerkstelligen, da dieses
Verhältnis stark von der jeweiligen Art der Ionisation abhängt [Raymond, 1979; Tufte
et al., 1998].
Neben der Hα-Linie wurden vor allem auch optische [NII]- und [SII]-Emissionslinien
von HVCs gemessen. Die Messungen zeigen eine diffuse Verteilung der Emissionsgebiete
über die Oberfläche der HVCs und stützen damit das Photoionisationsmodell [Wei-
ner et al., 2002]. Starke [NII]-Emissionslinien wurden für einige HVCs [Weiner et al.,
2001], die Smith-HI-Wolke [Bland-Hawthorn et al., 1998] und extraplanares Gas über
NGC 891 [Rand, 1998] und deutlich schwächer auch im Magellanschen Strom [Weiner
et al., 2002] nachgewiesen. Einige der schwächeren HVCs zeigen wenig oder gar kei-
ne [NII]-Emission. Die Unterschiede im Verhältnis der [NII]- zur Hα-Linie lassen auf
unterschiedliche Ionisationszustände und -mechanismen und unterschiedliche Metallit-
zitäten der HVCs schließen. Im Falle des Magellanschen Stromes deutet dies auf einen
anderen Ursprung der Strom-HVCs als den der übrigen HVCs hin [Weiner et al., 2002]
(vgl. Abschnitt 2.2).
Desweiteren werden häufig auch Absorptionslinien von HVCs gegen Hintergrundquellen
gemessen. Typische Absorptionslinien sind solche der höher ionisierten Spezies CIII-
IV, SiIII-IV und OVI (z.B. Sembach et al., 1999; 2000; Wakker, 2001). Sembach et al.
(1999b) fanden in Richtung von Mrk 509 zwei HVCs mit starken CIV-Absorptionslinien,
aber nur geringer HI-Emission. Sie schlossen daraus, daß es sich bei diesen beiden HVCs
um extragalaktische HVCs innerhalb der Lokalen Gruppe handelt, deren Ionisationszu-
stand durch Photoionisation durch die extragalaktische Hintergrundstrahlung bestimmt
ist. Solche ”CIV-HVCs“ wären damit Indikatoren für sehr dünne (nH ∼ 10
−4 cm−3), aus-
gedehnte und weitgehend ionisierte (nHI/nH ∼ 10−3) HI-Regionen. Die Existenz solcher
beinahe vollständig ionisierter HVCs zeugt von der Vielfalt des Phänomens ”HVCs“. In
dieser Arbeit beschränken wir uns jedoch auf das Gros der HVCs, die weitgehend aus
neutralem atomarem Wasserstoff bestehen.
Im Gegensatz zu den C- und Si-Absorptionslinien von HVCs läßt sich die OVI-Absorp-
tion, die an einer Vielzahl von HVCs detektiert wurde [Sembach et al., 2002], nicht
mit Photoionisationsmodellen erklären. Die Umwandlung von OV in OVI erfordert eine
Ionisationsenergie von ∼ 114 eV, zu hoch für die UV-Photonen der Hintergrundstrah-
lung [Sembach, 2002]. Die Schlußfolgerung liegt nahe, daß es sich um stoßionisiertes Gas
handeln muß. Um die beobachteten Mengen von OVI jedoch durch Schocks zu produ-
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zieren, wäre eine Schockgeschwindigkeit von ∼ 170 km s−1 nötig [Sembach, 2002]. Solch
hohe Relativgeschwindigkeiten weisen jedoch nur die wenigsten HVCs auf [Wakker und
van Woerden, 1991]. Eine mögliche Erklärung ist, daß OVI in einer Übergangsschicht
mit Temperaturen T ∼ (1 – 5)·105 K [Sutherland und Dopita, 1993] entsteht, die sich
zwischen dem kühlen Wolkengas und einer sehr heißen (T > 106 K) galaktischen Ko-
rona oder dem intergalaktischen Medium der Lokalen Gruppe ausbildet [Sembach et
al., 2002; Sembach, 2002]. In der Tat kann die Detektion von OVI-Absorptionslinien im
Zusammenhang mit galaktischen HVCs (Komplex C) als weiterer Beleg der Existenz
der von Lyman Spitzer in den 50ern postulierten diffusen (n ≤ 10−4 cm−3), ausge-
dehnten (R > 70 kpc) und heißen (T > 106 K) Korona als Überbleibsel der Bildung
der Milchstraße angesehen werden [Sembach, 2002]. Im Rahmen dieser Arbeit wird die
Wechselwirkung kühler Neutralgaswolken mit einem ebensolchen heißen Plasma und
die Ausbildung der oben erwähnten Übergangsschicht anhand von numerischen Simu-
lationen detailliert untersucht. Alternative Erklärungen deuten die OVI-HVCs als sich
abkühlende Regionen heißer Gasstrukturen [Sembach, 2002] oder als durch schwache
Bow-Schocks komprimierte, heiße Bugzonen der HVCs [Quilis und Moore, 2001]. Der in
Kapitel 2.3 vorgestellte kritische Geschwindigkeitseffekt stellt einen weiteren möglichen
Mechanismus zur Bildung des OVI dar. Für die letzten beiden Erklärungen spricht die
Beobachtung, daß die ”OVI-HVCs“ besonders an der Frontseite stark ionisiert sind [Sem-
bach, 2002].
Noch deutlicher werden die Hinweise auf eine stark energetische Wechselwirkung der
HI-HVCs mit dem sie umgebenden Plasma, wenn man die gemessenen Röntgensi-
gnaturen der HVCs analysiert. Im Jahre 1968 entdeckten Bowyer et al. (1968) die
weiche Hintergrund-Röntgenstrahlung (SXRB = soft X-ray background). Nach heu-
tigem Kenntnisstand setzt sich diese zusammen aus den diffusen, thermischen Emis-
sionen der Lokalen Heißen Blase (LHB = local hot bubble) mit einer Temperatur
von TLHB ≈ 6 · 105 K, innerhalb derer sich unser Sonnensystem befindet, und der
die Milchstraße umgebenden, ausgedehnten, heißen Korona bei einer Temperatur von
Tcor ≈ 2 · 106 K sowie dem weitgehend isotropen extragalaktischen Röntgenhintergrund,
der von Quellen wie z.B. aktiven galaktischen Kernen (AGN = active galactic nuclei)
herrührt [Kerp, 1997; Freyberg, 1997]. Der neutrale Wasserstoff der HVCs und der
Lockman-Schicht absorbiert die weiche Röntgenstrahlung mit Energien E ≤ 0.19 keV
fast vollständig und läßt dadurch das gemessene Röntgenspekturm härter werden [Kerp,
1997; Zimmer, 1996]. Ein deutliches Beispiel hierfür ist der ”Röntgenschatten“ der
Draco-Wolke [Snowden et al., 1991]. Im Gegensatz dazu wurden in ROSAT-Aufnahmen
jedoch auch erhöhte Röntgenemissionen in Assoziation mit HVCs nachgewiesen [Kerp
et al., 1994; 1996; Kerp, 1997], insbesondere für die Komplexe C und M. Besonders
auffällig ist die erhöhte Emission von Röntgenstrahlung an einer Kante der MI-Wolke,
an der auch die Dichte der HI-Konturlinien zunimmt, somit also ein starker Dichtegradi-
ent im neutralen Wasserstoff vorliegt [Herbstmeier et al., 1995]. Diese Koinzidenz spricht
stark dafür, daß die Röntgenstrahlung aus einer dünnen, extrem heißen (T > 2 · 106 K)
Randschicht der HVCs stammt, die beim Zusammenstoß der Neutralgaswolken mit der
Reynolds-Schicht entsteht [Kerp, 1997; Zimmer et al., 1997]. Man kann zeigen, daß eine
Heizung dieser Randschicht durch Stoßwellen bei den auftretenden Relativgeschwindig-
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keiten der HVCs nicht effektiv genug ist, um die Randschicht auf mehrere Millionen
Kelvin aufzuheizen [Zimmer, 1996; Zimmer et al., 1997]. Eine solche Aufheizung ist
nur denkbar durch den Prozeß der magnetischen Rekonnexion, bei dem magnetische
Energie in thermische Energie umgesetzt wird [Zimmer, 1996] (vlg. Kapitel 3.5.1). Ein
Schwerpunkt dieser Arbeit liegt auf der Ausbildung und Entwicklung der magnetischen
Barriere um eine HVC (siehe Kapitel 3). Dabei wird auch die Frage nach dem Auftreten
von magnetischer Rekonnexion in dieser Randschicht untersucht. Die Dissipation der
magnetischen Energie durch Rekonnexion der Feldlinien findet im Falle der HVCs auf
sehr kleinen Skalen ( 0.2 pc) statt [Kahn, 1997]. Auf diesen Skalen sind die Ionen von
den Neutralgasteilchen entkoppelt, so daß die Plasmakomponente genug Energie aus
dem Magnetfeld aufnehmen kann, um die benötigte Temperatur von 2 Millionen Kelvin
zu erreichen. Die zur Rekonnexion nötige endliche Leitfähigkeit des Plasmas wird dabei
durch magnetohydrodynamische Wellen hervorgerufen [Lesch, 1987]. Während für die
Erklärung der erhöhten Röntgenemission eher die magnetische Rekonnexion am Bug
der HVC von Bedeutung ist, steht in dieser Arbeit die magnetische Rekonnexion im
magnetischen Schweif der HVC im Brennpunkt (vgl. Kapitel 3.5). Magnetische Rekon-
nexion an der Frontseite wird jedoch einer der Themenpunkte bei der Behandlung von
Kometen in Kapitel 4 sein.
Als letztes sei noch erwähnt, daß auch molekularer, neutraler Wasserstoff H2 in einigen
HVCs nachgewiesen wurde [Bluhm et al., 2001; Richter et al., 1999]. Da die Bildung
von H2 im allgemeinen durch Staubteilchen geschieht, deutet dies auf eine höhere Me-
tallizität der entsprechenden HVCs hin, was die im folgenden Unterkapitel diskutierte
Hypothese einer ”Galaktischen Fontäne“ als den Ursprung der HVCs stützt.
Entfernung der HVCs von der galaktischen Scheibe
Wie schon erwähnt spielen die Beobachtungen optischer Emissionslinien von HVCs, ins-
besondere von Hα, eine bedeutende Rolle bei der Bestimmung der Entfernung einer HVC
von der galaktischen Scheibe der Milchstraße. Die Entfernung einer HVC vom Beobach-
ter ist die entscheidende Unbekannte in den HVC-Beobachtungen. Von ihr hängen ent-
scheidende physikalische Parameter der HVCs ab. So skalieren die physikalische Größe l
wie der Abstand d, die Masse der HVC wie d2 und die Dichte und der Druck wie d−1
[Wakker und van Woerden, 1997; Ferrara und Field, 1994]. Ebenso entscheidend ist die
Kenntnis der Entfernung, um den Ursprung der HVCs zu bestimmen (vgl. nächstes Ka-
pitel). Leider ist eine direkte Entfernungsbestimmung für HVCs nicht möglich, da sie
keine stellare Komponente aufweisen (z.B. Hopp et al., 2002). Daher muß man auf indi-
rekte Methoden und Modellvorstellungen zurückgreifen, will man einen Aufschluß über
die Entfernung einer HVC haben.
Die bisher sicherste Methode der Entfernungsbestimmung ist die sogenannte Absorpti-
onslinienmethode [Schwarz et al., 1995]. Bei dieser Methode bestimmt man eine obere
Abstandsgrenze, indem man Absorptionslinien bei der Geschwindigkeit der HVC im
Spektrum eines Sternes bekannter Entfernung entdeckt, was bedeutet, daß dieser Stern
auf der Sichtlinie des Beobachters hinter der Wolke liegt. Eine untere Grenze läßt sich
analog durch einen Stern bekannter Entfernung bestimmen, dessen Spektrum keine Ab-
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sorption bei der HVC-Geschwindigkeit aufweist, der somit also vor der Wolke liegt.
Die Methode liefert damit ein klares Entfernungsinterval für die HVC. Sie ist aller-
dings nicht ohne Schwierigkeiten. Die Hauptschwierigkeit besteht darin, daß aufgrund
der großen Höhe der HVCs über der galaktischen Scheibe und der Seltenheit von Ha-
losternen in dieser Höhe nur sehr wenige Sichtlinien zur Absorptionslinienmessung zur
Verfügung stehen. Weiterhin ist nicht eindeutig bestimmt, daß ein Stern vor der Wolke
liegt, wenn sein Spektrum keine entsprechende Absorptionslinien aufweist, da einerseits
aufgrund der unbekanten Metallizität der meisten HVCs nicht klar ist, ob die betref-
fende Wolke überhaupt Absorption bei der untersuchten Linie aufweisen würde, und
andererseits stets die Möglichkeit besteht, die z.T. sehr unförmigen und diffusen HVCs
mit der Sichtlinie des Sternes zu verfehlen. Man muß daher bei der Absorptionslinien-
methode mit größter Vorsicht zu Werke gehen. Aus diesem Grund können bis heute
nur für zwei HVC-Komplexe wohlbestimmte Entfernungsintervalle angegeben werden:
Komplex A befindet sich in einer Höhe 2.5 kpc < z < 7 kpc über der galaktischen Ebene
[van Woerden et al., 1999], Komplex M befindet sich bei 1.5 kpc < z < 4.4 kpc [Danly
et al., 1993]. Beide Komplexe liegen damit innerhalb des Halos der Milchstraße, was auf
HVCs l b vLSR D( kpc)
Komplex M 182 62 −93 < 4
Komplex WE 329 −14 110 < 12.8
Komplex A 162 42 162 4–10
279-33+120 279 −33 120 < 50
Komplex C 90 45 −140 > 6.1
Wolke ACI 184 −12 −203 > 0.4
Cohen Stream 161 −47 −112 > 0.3
Wolke WW507 166 −45 −275 > 0.3
Komplex GCP 39 −13 99 > 0.3
Komplex L 347 35 −98 > 0.2
IVCs
IV Arch 150 60 −60 0.8–1.9
IV Spur 237 74 −41 0.3–2.1
Komplex K 59 41 −70 < 6.8
LLIV Arch 155 42 −45 0.9–1.8
PP Arch 118 −58 −47 < 1.1
Komplex GP 63 −26 70 0.8–4.3
Tabelle 2.2: Liste der bekannten Entfernungsschranken für HVCs
[Putman, 2000]
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einen galaktischen Ursprung im Rahmen des Fontänen-Modells (siehe Abschnitt 2.2)
hindeutet. Für andere HVCs existieren z.T. obere oder untere Entfernungsgrenzen. Die
Ergebnisse der bisherigen Absorptionslinienmessungen sind in Tabelle 2.2 zusammenge-
faßt (vgl. Putman, 2000; Wakker und van Woerden, 1997).
Wegen der unbefriedigenden Zahl geeigneter Sichtlinien sann man seit Beginn der HVC-
Beobachtungen über alternative Modelle zur Entfernungsbestimmung nach. Darunter
finden sich z.T. auch solch abwegige Ideen wie die Entfernungsbestimmung der HVCs
durch ihre gemessenen Öffnungswinkel, unter der sehr zweifelhaften Annahme, daß al-
le HVCs dieselbe räumliche Ausdehnung besitzen. Das wohl vielversprechendste Mo-
dell verwendet die beobachteten Hα-Emissionen von HVCs, um im Rahmen galak-
tischer Modelle vom höhenabhängigen Strahlungsfeld des galaktischen Halos auf die
Höhe z der HVCs über der galaktischen Scheibe zu schließen. Dabei nimmt man an,
Abb. 2.8: Ein einfaches Modell für den ionisierenden Photonenfluß der Galaxie, mit
Konturen von 1 bis 106.5 Photonen cm−2 s−1 in 0.5 dex-Schritten. Die Posi-
tionen der HVCs sind mit Fehlerbalken angegeben. [Weiner et al., 2002]
daß Wolken innerhalb desselben Komplexes vergleichbare Hα-Intensitäten besitzen [Wei-
ner et al., 2001]. Die Idee des Modells ist dann die folgende: Ein Teil der Lyman-
Kontinuumsstrahlung von heißen Sternen und OB-Sternen tritt aus der galaktischen
Scheibe aus und ionisiert die äußere Schicht der HVCs. Da HI-HVCs optisch dicht gegen
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LyC-Strahlung (LyC = Lyman Kontinuum) sind, ist die Hα-Emission durch Rekombi-
nation proporational zum einfallenden LyC, nämlich 0.46 Hα-Photonen pro LyC-Photon
bei einer Temperatur von T = 104 K [Weiner et al., 2002]. Kennt man also den LyC-
Fluß in Abhängigkeit von der Höhe z über der galaktischen Scheibe, so kann man aus
der gemessenen Hα-Emission die Höhe der HVCs bestimmen. Die hellsten Wolken in
Hα liegen danach innerhalb weniger Kiloparsec von der galaktischen Ebene, während
die schwachen Emissionen von weit entfernten HVCs stammen. Weiner et al. (2002)
entwickelten ein Modell für den LyC-Fluß der Galaxie ausgehend von einer exponenti-
ellen Scheibe aus O-Sternen. Die Abbildung 2.8 zeigt die Flußkonturen dieses Modells
zusammen mit den Ergebnissen für die Lage der HVCs. Als Eichung wurden hier die be-
kannten Entfernungen der Komplexe A und M verwendet. Das exponentielle Modell von
Weiner et al. (2002) wurde von Bland-Hawthorn und Maloney (2002) verfeinert, indem
sie eine Scheibe mit Spiralarmen aus OB-Sternen ansetzten und weiterhin den stellaren
Galaxiekern, den heißen Halo, die Magellanschen Wolken und den kosmischen Hinter-
grund berücksichtigten. Besonders bei HVCs in großer Entfernung von der galaktischen
Scheibe muß der kosmische Hintergrund mitberücksichtigt werden. Allgemein wird an-
genommen, daß jenes metagalaktische Strahlungsfeld mit Photonenenergien jenseits von
1 Ryd (1 ryd = 13.6 eV), das von den AGNs aller Rotverschiebungen ausgesendet wird,
dafür verantwortlich ist, daß sich die Mehrheit des intergalaktischen Gases in hochio-
nisierten Zuständen befindet [Vogel et al., 1995]. Um den Einfluß der metagalaktischen
ionisierenden Strahlung auf die Hα-Emission von HVCs ermitteln zu können, bestimm-
ten Vogel et al. (1995) und Donahue et al. (1995) durch Messung der Hα-Emission von
intergalaktischen HI-Wolken eine obere Grenze für die lokale metagalaktische Photoio-
nisationsrate (Γ < 2 · 10−13 s−1). Mithilfe des metagalaktischen Strahlungsfeldes läßt
sich nun bestimmen, ob eine HVC innerhalb des Halos der Milchstraße liegt — wenn ih-
re Hα-Emission mit dem metagalaktischen Strahlungsfeld nicht kompatibel ist — oder
vielmehr ein Teil der Lokalen Gruppe ist, so wie dies Tufte et al. (2002) am Beispiel
von fünf HVCs getan haben. Bland-Hawthorn und Maloney (2002) finden anhand ihres
Modells, daß sich die Mehrzahl der HVCs in einem Abstand von weniger als 50 kpc von
der Sonne und somit innerhalb des galaktischen Halos befinden, und stützen damit das
Fontänenmodell. Ein beeindruckendes Beispiel der Entfernungsbestimmung durch Hα-
Messungen ist die Smith-Wolke, deren Entfernung von der Sonne von Bland-Hawthorn
et al. (1998) mit 26± 4 kpc angegeben wird.
Eine Schwäche der Hα-Methode besteht darin, daß nicht immer leicht zu unterscheiden
ist, ob die Ionisation durch extragalaktische, galaktische oder lokale Quellen stattfindet,
und inwieweit die HVC durch das intergalaktische Medium gegen die einzelnen Quellen
abgeschirmt ist. So werden wir in Kapitel 2.3 zeigen, daß die Ionisation des neutralen
Wasserstoffes durch den kritischen Geschwindigkeitseffekt die Hα-Emission von HVCs
deutlich erhöhen kann und damit die Schlußfolgerungen aus dem Hα-Modell zu relati-
vieren sind. Hα-helle HVCs müssen nun nicht unbedingt nahe der galaktischen Scheibe
sein, wie sich dies z.B. an den HVCs des Magellanschen Stromes äußert [Weiner et al.,
2002].
Gerade die Abschirmung einer HVC gegen die ionisierende Strahlung läßt sich jedoch in
einem verwandten Modell zur Entfernungsbestimmung von HVCs verwenden. Ferrara
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und Field (1994) untersuchen die Ionisationsstruktur von neutralen Wasserstoffwolken
im galaktischen Halo, um aus dem Vorliegen einer sogenannten Hülle-Kern-Struktur
der HVC, also eines kühlen Kerns umgeben von einer wärmeren Randschicht, auf die
Entfernung der HVC zu schließen. In ihrem Modell betrachten sie Neutralgaswolken,
die sich im Druckgleichgewicht mit dem sie umgebenden heißen Medium befinden und
dabei der Ionisation durch das extragalaktische Strahlungsfeld (EBR = extragalactic
background radiation), bestehend aus dem stellaren Strahlungsfeld der Scheibe, der
Quasar-Komponente und dem Röntgenhintergrund, ausgesetzt sind. Durch Lösen der
statischen thermischen und Ionisationsbilanzgleichungen einer Wolke im isotropen Strah-
lungsfeld berechnen sie das Ionisations- und Temperaturprofil der Neutralgaswolke in
Abhängigkeit von deren Säulendichte NHI und dem Druck p des Haloplasmas. Sie fin-
den, daß mit zunehmender Größe der Wolke der Selbstabschirmungseffekt gegen die
ionisierende Strahlung zunimmt und somit Temperatur und Ionisationsgrad im Inneren
der Wolke abnehmen. Schließlich finden sie eine kritische Säulendichte N cHI, oberhalb
derer ein zentraler Kondensationskern mit hoher Dichte n ∼ 40 cm−3 und sehr geringer
Temperatur T ∼ 20 K vollständig gegen die äußere Strahlung abgeschirmt ist, so daß die
HVC eine ausgeprägte Hülle-Kern-Struktur aufweist. Solche Wolken bestehen also aus
einer zusammengesetzten Struktur, bestehend aus einem neutralen Kern umgeben von
einer warmen Hülle, die als Übergangsschicht zum äußeren, heißen Plasma fungiert. Die
kritische Säulendichte hängt dabei stark vom Druck des äußeren Mediums ab. Für den
kleinsten untersuchten Druck von p = 10−15 erg cm−3 findet man Hülle-Kern-Strukturen
nur für Wolken mit einer Ausdehnung l & 30 kpc, also in Galaxiengröße. Dies läßt den
Rückschluß zu, daß die beobachteten Hülle-Kern-Strukturen (z.B. Braun und Burton,
2000) nicht Elemente der Lokalen Gruppe sein können, da dort der Plasmadruck diesen
niedrigen Wert annimmt. Ferrara und Field (1994) zeigen, daß die kritische Säulendichte
für einen typischen Halodruck von p = 10−13 erg cm−3 grob dem folgenden Gesetz ge-
horcht:
N cHI = N1
√
lpc , (2.3)
wobei N1 = 3 · 1017 cm−2 eine Konstante und lpc = l/ pc die Ausdehnung der Wolke
in Parsec ist. Die Entfernungsbestimmung für eine Hülle-Kern-HVC erfolgt dann nach
dem folgenden Schema: Man mißt zunächst die Säulendichte in der Randschicht einer
solchen HVC. Diese entspricht damit der kritischen Säulendichte N cHI. Aus der kriti-
schen Säulendichte berechnet man unter Annahme des Halodrucks nach Gleichung (2.3)
die lineare Ausdehnung der Randschicht und mit dem Winkeldurchmesser θ derselbigen
schließlich die Entfernung ∆ nach der Relation ∆ = l/2θ.
Einen ähnlichen Zugang wählen Wolfire et al. (1995). Sie berechnen die thermische
Gleichgewichtstemperatur eines Neutralgaswolke, die der galaktischen kosmischen Strah-
lung, dem galaktischen und dem extragalaktischen Strahlungsfeld ausgesetzt ist, unter
Berücksichtigung der photoelektrischen Heizung an kleinen Staubteilchen. Eine HVC
existiert dann als stabile Zwei-Phasen-Struktur (Hülle-Kern-Struktur), wenn ihr Pha-
sendiagramm (thermischer Druck p gegen Wasserstoff-Teilchendichte n) zwei stabile
Lösungen (ni, Ti) zu einem vorgegebenen Druck p besitzt. Die Existenz eines solchen
Multiphasenmediums ist dabei stark vom Druck des umgebenden Haloplasmas und der
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Metallizität der HVC abhängig. Wolfire et al. (1995) nehmen einen isothermen Halo mit
Temperaturen T = 106 K bzw. T = 2 · 106 K an, der sich im hydrostatischen Gleichge-
wicht befindet. Die Abbildung 2.9 zeigt den Verlauf des Drucks p mit der Höhe z über
der galaktischen Scheibe für diese beiden Temperaturen. Damit liegen die typischen
Abb. 2.9: Der thermische Druck p/kB in einem isothermen galaktischen Halo im hy-
drostatischen Gleichgewicht gegen die Höhe z für die Temperaturen 1 ·106 K
(T6 = 1) und 2 · 106 K (T6 = 2) [Wolfire et al., 1995]
Plasmadichten im Halo im Bereich von etwa 5 · 10−5 cm−3 bis 10−3 cm−3. Wolfire et al.
(1995) zeigen, daß kalte Kerne weder für sehr geringe Metallizitäten noch für Entfer-
nungen größer als ∼ 20 kpc zu erwarten sind, so daß die beobachteten Hülle-Kern-HVCs
weder primordialen Ursprungs noch Elemente der Lokalen Gruppe sein können. Ihr Er-
gebnis deckt sich mit der Beobachtung, daß die HVCs des Magellanschen Stromes keine
kalten Kerne aufweisen [Mebold et al., 1991]. Jedoch haben beide Hülle-Kern-Modelle
zwei Schwächen: Sie nehmen einen galaktischen Halo im hydrostatischen Gleichgewicht
an, was unter Berücksichtigung des Einfalls von HVCs, Ausströmens von Supernovae-
Winden und der Magnetisierung des Halos durch galaktische Magnetfelder eher unwahr-
scheinlich erscheint [Boulares und Cox, 1990]. Desweiteren wird in dieser Arbeit gezeigt,
daß HVCs durchaus nicht im thermischen Druckgleichgewicht sein müssen, wenn sie
durch den Druck einer magnetischen Barriere stabilisiert werden. Der Einfluß der Ma-
gnetfelder entschärft die Bedingung an die Plasmadichte und läßt damit auch größere
Entfernungen für Hülle-Kern-HVCs zu.
Zu guter Letzt soll hier noch ein Modell von Benjamin (1999) diskutiert werden, wel-
ches auf der Abbremsung der HVCs durch das Haloplasma beruht. Er zeigt, daß HVCs
mit Säulendichten NHI . 1019 cm−2 bei ihrem Fall durch den galaktischen Halo eine
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Endgeschwindigkeit vt erreichen, deren Betrag mit zunehmender Höhe über der galak-
tischen Scheibe zunimmt. Damit Neutralgaswolken außerhalb der galaktischen Scheibe
nicht durch ihre innere Thermik zerfließen, müssen sie von einem externen, ionisierten
Medium umgeben sein, daß sie im Druckgleichgewicht hält, sich also in einem heißen
Halo befinden [Spitzer, 1956]. Benjamin und Danly (1997) betrachten nun eine HVC, die
in z-Richtungen unter dem Einfluß des galaktischen Gravitationspotentials durch den
galaktischen Halo fällt und dabei eine hydrostatische Reibung erfährt, die der Einfach-
heit halber proportional zum Geschwindigkeitsquadrat v2 der HVC angesetzt wird. Die
Bewegungsgleichung lautet dann
mc
dvc
dt
=
1
2
CDρh(z) [vc − vh(z)]2 Ac −mcg(z) . (2.4)
Hierbei bezeichnen mc, Ac und vc die Masse, Querschnittsfläche und Geschwindigkeit
der HVC, ρh(z), vh(z) und g(z) die Halogasdichte und -geschwindigkeit, sowie die Be-
schleunigung bei einer Höhe z über der galaktischen Ebene. Der Reibungskoeffizient CD
beschreibt den Impulsübertrag von der Wolke auf das Haloplasma und wird von Ben-
jamin und Danly (1997) der Einfachheit halber zu 1 angesetzt. Die HVC sieht sich
während des Fallens somit einer Verlangsamung durch den Staudruck und einer Be-
schleunigung durch die Gravitation ausgesetzt; sie fällt damit nicht rein ballistisch. Bei
geeignetem Dichteverhältnis Wolke:Plasma können sich diese beiden Kräfte kompensie-
ren, so daß dvc/dt = 0 gilt. Die HVC erreicht damit ihre Endgeschwindigkeit vt. Im
einfachsten Fall eines Halos ohne Vertikalströmungen (vh ≡ 0) ist diese durch
vt(z) =
√
2g(z) NHI
CDfcnh(z)
(2.5)
gegeben, wobei fc = NHI/(NHI + NHII) der Neutralgasanteil der Wolke ist.
Besitzt man nun Kenntnis von der vertikalen Schichtungsstruktur nh(z) und g(z) des ga-
laktischen Halos, so lassen sich für Wolken, die ihre Endgeschwindigkeit erreicht haben,
die Entfernungen von der galaktischen Scheibe nach Gleichung (2.5) berechnen. Aber
genau hier liegt das Problem. Die Dichtestruktur des galaktischen Halos ist bis zum
heutigen Zeitpunkt weitgehend unbekannt. Zwar läßt sich mit Pulsardispersionsmessun-
gen die Dichte des WIM (warm ionized medium) punktuell bestimmen [Reynolds, 1993;
Han und Wielebinski, 2002], jedoch ergeben die bisher gesammelten Daten keineswegs
ein geschlossenes Bild von der Struktur des u.a. als porös angenommenen Halos. Ben-
jamin und Danly (1997) gehen in ihrem Modell von einem Halo aus drei Komponenten
aus: der Reynolds-Schicht aus warmen, ionisierten Wasserstoff, der Lockman-Schicht
aus neutralem HI und einer isothermen, heißen Halokomponente nach Wolfire et al.
(1995). Ihre Ergebnisse stimmen mit den Entfernungsintervallen für den Komplex M
und den IV Arch überein. Insgesamt liefert das Modell recht gute Ergebnisse. Daher
schlagen Benjamin (1999) vor, das Modell in umgekehrter Richtung anzuwenden, und
HVCs mit bekannten Entfernungen zu benutzen, um die Dichtestruktur des Halos zu
bestimmen. Dies ist besonders dann sinnvoll, wenn sich die HVCs meherere Kilopar-
sec über der Ebene befinden und somit keine direkte Messung der Halodichte möglich
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ist. Benjamin (1999) führen als Unterstützung für ihr Staudruckmodell der Abbremsung
von HVCs die in der IRAS Durchmusterung beobachteten kometenartigen Kopf-Schweif-
Strukturen mehrerer HVCs ins Feld [Odenwald, 1988]. Dennoch bleiben mehrere Fragen
offen. Zunächst ist unklar, ob die HVCs während ihres Falles ihre Form beibehalten.
Numerische Simulationen zeigen, daß HVCs durch Kelvin-Helmholtz- und Rayleigh-
Taylor-Instabilitäten zerreißen können (z.B. Klein et al., 1994; Mac Low et al., 1994;
Xu und Stone, 1995). In der vorliegenden Arbeit werden zwar numerische Simulationen
vorgestellt, die zeigen, daß bereits ein schwaches Magnetfeld ausreicht, um HVCs gegen
Strömungsinstabilitäten zu stabilisieren, dennoch verändert sich ihre Form und damit
auch ihr Widerstandswert CD im Laufe der Zeit erheblich. Zudem ist a priori nicht klar,
ob eine HVC nun ihre endgültige Fallgeschwindigkeit erreicht hat oder nicht. Somit sind
auch bei diesem Modell wie bei den beiden anderen Entfernungsangaben von HVCs
stets mit einem großen Unsicherheitsfaktor zu versehen. Fallgeschwindigkeiten größer
als 500 km s−1 schließt das Einfallmodell vollständig aus, da diese Geschwindigkeit der
galaktischen Fluchtgeschwindigkeit entspricht [Binney und Tremaine, 1987; Seite 89]. Es
bleibt die Gewißheit, daß ein verbessertes Verständnis der Dynamik von HVCs unab-
dingbar ist, um die bestehenden Modelle zur Entfernungsbestimmung zu differenzieren
und zu verfeinern. Diese Arbeit soll dazu einen Beitrag leisten.
Magellanscher Strom
Eines der am besten untersuchten Systeme von HVCs ist der 1965 von Dieter (1965)
entdeckte Magellansche Strom. Bei diesem Objekt handelt es sich um ein langgezogenes
(a) Large Magellanic Cloud (LMC) (b) Small Magellanic Cloud (SMC)
Abb. 2.10: Die große (LMC) und kleine (SMC) Magellansche Wolke im Sichtbaren
(Quelle: http://antwrp.gsfc.nasa.gov/apod/)
2.1 Einführung und Beobachtungen 37
Filament von HI-Wolken mit hohen Geschwindigkeiten, welches sich von den Magellan-
schen Wolken aus über 100◦ über den gesamten südlichen Himmel erstreckt und dabei
den Südpol passiert [Mathewson et al., 1987; Weiner und Williams, 1996]. Die Kette
von HVCs ist ein Beleg für die Wechselwirkung der Milchstraße mit den sie begleitenden
beiden Zwerggalaxien, den Magellanschen Wolken. Die Abbildung 2.10 zeigt die beiden
Magellanschen Wolken im sichtbaren Bereich. Der exakte Bildungsprozeß des Magel-
lanschen Stromes ist ein bis heute nicht eindeutig gelöstes Problem. Nachdem zunächst
angenommen wurde, daß der Magellansche Strom den Magellanschen Wolken auf ihrem
Orbit um die Milchstraße vorauseilt [Lin und Lynden-Bell, 1977], gilt heute als gesi-
chert, daß er als aus den Magellanschen Wolken herausgerissener HI-Gasstrom diesen
hinterherhängt [Lin et al., 1995; Putman, 2000]. Die Abbildung 2.11 zeigt eine schema-
tische Darstellung der relativen Lage des Magellanschen Stromes zu den Magellanschen
Wolken und der Milchstraße. Das aus den Magellanschen Wolken durch Wechselwirkung
mit der Milchstraße herausgerissene Gas hinkt diesen auf ihrer Bahn um die Milchstraße
hinterher und regnet schließlich als Hochgeschwindigkeitswolken unter dem Einfluß des
galaktischen Gravitationspotentials auf die galaktische Scheibe nieder (z.B. Gardiner
Abb. 2.11: Schematische Darstellung der relativen Lage von Magellan-
schem Strom, Magellanschen Wolken und Milchstraße (Quelle:
http://antwrp.gsfc.nasa.gov/apod/)
38 Kapitel 2 Hochgeschwindigkeitswolken (HVCs)
Abb. 2.12: Das Magellansche System in der HIPASS-Himmelsdurchmusterung [Put-
man, 2000]
et al., 1994). Daß es sich beim Magellanschen Strom um den ausgedehnten Teil ”einer
Brücke und eines Schweifes“ der Magellanschen Wolken handelt, die durch Gezeiten-
wechselwirkung der Magellanschen Wolken mit der Milchstraße entstanden sind, wurde
erstmals von Toomre und Toomre (1972) vorgeschlagen. Dafür, daß der Magellansche
Strom tatsächlich aus dem System der beiden Magellanschen Wolken hervorgegangen ist,
sprechen mehrere Beobachtungen. So passen abgesehen von der engen räumlichen Bezie-
hung des Stromes zu den beiden Wolken auch die entlang des Magellanschen Stromes ge-
messenen radialen Geschwindigkeiten stetig zu den HI-Geschwindigkeiten der Gashülle
zwischen den beiden Magellanschen Wolken [McGee und Milton, 1966]. Darüber hinaus
befindet sich der Magellansche Strom in der Orbitalebene der großen Magellanschen
Wolke [Lin et al., 1995]. Der Orbit der beiden Magellanschen Wolken liegt senkrecht zur
Scheibe der Milchstraße. Dies erklärt die sehr lange Zeitspanne (ca. 15 Milliarden Jahre
[Gardiner et al., 1994]), über die die Magellanschen Wolken gravitativ an die Milchstra-
ße gebunden sind, ohne vollständig akkretiert worden zu sein. Ihr Orbit ist dabei stark
exzentrisch mit einem perigalaktischen Abstand von etwa 45 kpc und einer apogalakti-
schen Entfernung von etwa 120 kpc [Gardiner und Noguchi, 1996]. Die Orbitalperiode
beträgt weniger als eine Milliarde Jahre [Lin et al., 1995].
Das gesamte Magellansche System, bestehend aus der großen und der kleinen Magel-
lanschen Wolke, dem Magellanschen Strom, der Brücke und dem sogenannten ”Leading
Arm“ ist in HI in Abbildung 2.12 dargestellt. Man erkennt deutlich die unregelmäßige
Form der beiden Begleitergalaxien, insbesondere der kleinen Magellanschen Wolke. Die
Abbildung 2.13 zeigt die relative Lage des Magellanschen Systems zur galaktischen Schei-
be. Schön zu erkennen ist der Winkel von etwa 60◦ zwischen den Richtungen des Ma-
gellanschen Stromes und des Leading Arms, welcher in reinen Gezeitenwechselwirkungs-
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Abb. 2.13: HI-Gas mit Geschwindigkeiten im Bereich vLSR ≈ 82–400 km s−1 um den
südlichen Himmelspol [Putman et al., 1999]
modellen nur schwer zu reproduzieren ist [Putman, 2000; Abschnitt 3.4.1].
Zur Erklärung der Entstehung des Magellanschen Stromes existieren derzeit zwei kon-
kurrierende Modelle: das Gezeitenmodell und das Staudruckmodell.
Im Gezeitenmodell, welches erstmalig von Lin und Lynden-Bell (1977) vorgestellt wurde,
entsteht der Magellansche Strom durch gravitative Wechselwirkung (Gezeitenwechsel-
wirkung) der Milchstraße mit den beiden Magellanschen Wolken und der beiden Magel-
lanschen Wolken untereinander. Numerische Testteilchensimulationen des Systems aus
Magellanschen Wolken und Milchstraße, welche im Laufe der Jahre schrittweise verfei-
nert wurden [Gardiner et al., 1994; Lin et al., 1995; Gardiner und Noguchi, 1996], legen
die Vermutung nahe, daß es sich bei den Magellanschen Wolken um eine seit 15 Mil-
liarden Jahren gravitativ gebundene Binärgalaxie handelt, deren nahe Begegnung mit
der Milchstraße vor etwa 1.5 Milliarden Jahren eine intensive Gezeitenwechselwirkung
zur Folge hatte, die große Mengen an Gas, jedoch keine Sterne, aus den Magellanschen
Wolken herauslöste. Aus diesem HI-Gas bildeten sich während des darauffolgenden Um-
laufs der Magellanschen Wolken der Magellansche Strom und der Leading Arm. Die
Ausbildung des Leading Arms ist dabei eine natürliche Folge der Gezeitenwechselwir-
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kung [Putman et al., 1999]. Während eines späteren nahen Zusammentreffens der beiden
Magellanschen Wolken mit einem Abstand von ca. 7 kpc vor etwa 200 Millionen Jahren
(a) Helligkeitstemperaturen von LMC, Brücke und SMC im
Bereich vLSR = 82–400 km s
−1 [Putman et al., 1999]
(b) HI-Säulendichte der Magellanschen Wolken und der Brücke
von 2 · 1018 cm−2 (hellgrau) bis 1021 cm−2 (schwarz) [Putman,
2000]
Abb. 2.14: Gezeitenwechselwirkung zwischen den beiden Magellanschen Wolken
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bildeten sich zusätzliche die HI-Brücke zwischen den beiden Wolken und der Exten-
ded Arm aus, die in Abbildung 2.14 dargestellt sind [Gardiner und Noguchi, 1996]. Die
Abbildung zeigt auch deutlich, daß die große Magellansche Wolke eine spiralförmige
Struktur aufweist, während ihre kleine Schwester völlig unförmig ist. Dies deckt sich
mit den Beobachtungen aus den numerischen Simulationen, nach denen das Material
zur Bildung des Magellanschen Stromes fast vollständig aus der kleinen Magellanschen
Wolke stammt [Gardiner et al., 1994; Gardiner und Noguchi, 1996]. Gardiner et al.
(1994) verwenden in ihren Simulationen ein Modell von Murai und Fujimoto (1980),
nach dem die Galaxie einen massiven Halo besitzt, der sich bis zu einer Entfernung von
200 kpc vom galaktischen Zentrum ausdehnt. Den Simulationen zufolge befinden sich
die Magellanschen Wolken und damit der Kopf (MS I) des Magellanschen Stromes in
der Nähe des Perigalaktikums in einer Entfernung von 50–60 kpc, also innerhalb dieses
Halos [Weiner und Williams, 1996].
Ein solch ausgedehnter Halo der Milchstraße ist auch der Ausgangspunkt der Staudruck-
modelle [Moore and Davis, 1994]. In diesen entsteht der Magellansche Strom aus Gas
geringer Säulendichte, welches beim Durchgang der Magellanschen Wolken durch den
Abb. 2.15: Detailansicht des Leading Arms in HI [Putman et al., 1998]
42 Kapitel 2 Hochgeschwindigkeitswolken (HVCs)
ausgedehnten Halo der Milchstraße vor etwa 500 Millionen Jahren von diesen durch den
Staudruck des Haloplasmas abgestreift wurde. Der von Moore and Davis (1994) ange-
nommene diffus ionisierte Halo besitzt eine Virialtemperatur von T = 2.2 · 106 K. Das
abgestreifte Material entfernt sich im Magellanschen Strom immer weiter von den Ma-
gellanschen Wolken und regnet unter dem Einfluß der Gravitation auf die Scheibe der
Milchstraße nieder, wobei es negative radiale Geschwindigkeiten von bis zu −200 km s−1
annimmt.
Beide Modelle weisen Diskrepanzen zu den Beobachtungen auf. So läßt sich im Gezei-
tenmodell nicht erklären, wieso keine Sterne im Magellanschen Strom gefunden wurden
[Moore and Davis, 1994; Wayte, 1991]. Andererseits ist im Staudruckmodell die Bil-
dung eines vorauseilenden Stromes nicht erklärbar. Die Entdeckung des Leading Arms
und seines Bezuges zum Magellanschen System [Putman et al., 1998; 1999; Putman
und Gibson, 1999; Putman, 2000] stützt daher die Gezeitenmodelle. Beim Leading
Arm handelt es sich um eine HI-Kette, die sich bei einer beobachteten Geschwindig-
keit von vLSR ≈ 310 km s−1 über 25◦ von den Magellangschen Wolken hinweg ausdehnt
(Abb. 2.15) [Putman et al., 1998]. Er schließt mit der Richtung des Magellanschen Stro-
mes einen Winkel von etwa 60◦ ein [Gardiner, 1999] und besitzt etwa ein Viertel der Dicke
und etwa ein Zwanzigstel der Masse des Magellanschen Stromes [Putman et al., 1999].
Der Winkel zwischen den beiden Strömen läßt sich in reinen Gezeitenmodellen nicht
erklären. Daher kombiniert man in neueren Modellen die gravitative Wechselwirkung
mit einem kleinen hydrodynamischen Druck im Sinne der Staudruckmodelle [Gardiner,
1999; Li und Thronson, 1999; Maddison et al., 2002]. Obwohl die Dichte des heißen
Haloplasmas in der Umgebung der Magellanschen Wolken, wie man sie aus der diffu-
sen, weichen Röntgenhintergrundstrahlung schließt [Fabian, 1990], nicht ausreicht, um
die Bildung des Magellanschen Stromes durch hydrodynamische Reibung zu erklären,
so kann man unter Hinzunahme dieses schwachen Reibungseinflusses u.a. den Winkel
des Leading Arms in numerischen Simulationen reproduzieren. Dazu verwendet man so-
genannte SPH-Codes (SPH = smoothed particle hydrodynamics), die Testteilchen mit
gasdynamischen Effekten kombinieren [Li und Thronson, 1999]. Einer der Hauptunter-
schiede zwischen den Ergebnissen der Gezeiten- und der Staudruckmodelle besteht in der
vorhergesagte Entfernung der Spitze (MS VI) des Magellanschen Stromes (des am wei-
testen von den Magellanschen Wolken entfernten Punktes). Während Gezeitenmodelle
diese Spitze in einer Entfernung von 60–70 kpc sehen [Gardiner, 1999], sagen Staudruck-
modelle eine Entfernung von nur ca. 20 kpc voraus [Moore and Davis, 1994]. Putman et
al. (1999) schlagen vor, Messungen der Hα-Emission der Spitze des Magellanschen Stro-
mes zu verwenden, um dessen Entfernung zu bestimmen. Die Hα-Messungen entlang
des Magellanschen Stromes widersprechen jedoch den üblichen Photoionisationsmodel-
len und sind daher ungeeignet, Entfernungen zu bestimmen. In Kapitel 2.3 werden wir
anhand des kritischen Geschwindigkeitseffektes zeigen, daß die Ionisation von neutralem
Wasserstoff bei ausreichend hohen Relativgeschwindigkeiten vom Photonenhintergrund
entkoppeln kann und dann nur noch von den Neutralgas- und Plasmadichten, sowie den
Magnetfeldstärken abhängt.
Der Magellansche Strom stellt sich im südlichen Himmel als eine langgestreckte Kette
von HI-Wolken dar, die durch HI-Gas geringerer Säulendichte miteinander verbunden
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sind [Weiner und Williams, 1996]. Er besteht aus zwei Unterströmen, deren geome-
trisches Verhältnis zueinander noch nicht eindeutig bestimmt ist [Putman, 2000; Ka-
pitel 6.10], die sich aber sehr wahrscheinlich aufgrund der Bewegung der Magellan-
schen Wolken um deren Schwerpunkt umeinander winden [Brüns et al., 2000b]. Auf
kleinen Skalen zeigt der Magellansche Strom eine filamentartige Struktur parallel zu
seiner Richtung [Mirabel et al., 1979]. Entlang dieser Filamente weist der Strom meh-
(a) Logarithmische HI-Säulendichte von
2 · 1018 cm−2 bis 6 · 1020 cm−2 im Bereich
vLSR = −450–400 km s−1 für das Magellansche
System [Putman, 2000]
(b) Geschwindigkeitsverteilung
des Magellanschen Stromes von
vLSR = −450 km s−1 (hellgrau) bis
+380 km s−1 (dunkelgrau) [Putman,
2000]
Abb. 2.16: Struktur und Geschwindigkeiten des Magellanschen Stromes
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Abb. 2.17: Geschwindigkeitsverteilung der HVCs des Magellanschen Stromes im lo-
kalen, galaktischen und dem Bezugssystem der Lokalen Gruppe [Putman,
2000]
rere wolkenförmige HI-Konzentrationen auf, die Magellanschen Hochgeschwindigkeits-
wolken. Sie wurden durch Mathewson et al. (1977) mit den Bezeichnungen MS I bis
MS VI, ausgehend von den Magellanschen Wolken, numeriert. Die Abbildung 2.16(a)
zeigt den Magellanschen Strom und die Regionen der HVCs MS I–VI. Bei höherer
Auflösung zerfallen die einzelnen HVCs in kleinere Wolken, die sich entlang der Fi-
lamente ausrichten [Putman, 2000]. Obwohl sich die radiale Geschwindigkeit entlang
des Magellanschen Stromes dramatisch von vLSR ≈ +250 km s−1 in der Nähe der Ma-
gellanschen Brücke zu vLSR ≈ −400 km s−1 an seiner nördlichen Spitze ändert [Brüns et
al., 2000b], sind die radialen Geschwindigkeiten innerhalb jeder Wolke näherungsweise
konstant [Mirabel et al., 1979]. Die Abbildung 2.16(b) zeigt die Geschwindigkeitsvertei-
lung des HI-Gases entlang des Magellanschen Stromes. Die großskalige Variation der
LSR-Geschwindigkeiten entlang des Stromes kommt im wesentlichen durch die Pro-
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jektion auf den sich ändernden Sichtlinienvektor des Beobachters zustande, was man
deutlich aus dem Vergleich der Geschwindigkeitsverteilungen der Magellanschen HVCs
in unterschiedlichen Bezugssystemen erkennen kann (Abb. 2.17). Danach ist die syste-
matische Geschwindigkeitsänderung mit der Magellanschen Länge am deutlichsten im
LSR-System zu sehen. Innerhalb der Wolken MS I–VI treten wie erwähnt kaum Ge-
schwindigkeitsgradienten auf, ∆v < 5 km s−1, während zwischen benachbarten Wolken
typische Geschwindigkeitsunterschiede von ca. 30 km s−1 gemessen werden [Mirabel et
al., 1979]. Die Geschwindigkeitsdifferenzen zweier benachbarter Wolken nehmen zur Spit-
ze des Magellanschen Stromes hin systematisch zu.
HI-Beobachtungen zeigen, daß die Wolken des Magellanschen Stromes langgestreckte
HI-Konzentrationen sind, die diffuse HI-Schleppen hinter sich herziehen [Cohen, 1982].
Diese Tatsache spricht zusammen mit der Frage nach der dynamischen Stabilität der
HVCs (vgl. nächstes Kapitel) für eine Wechselwirkung der HI-Wolken mit dem sie um-
gebenden Plasma [Mirabel et al., 1979; Weiner und Williams, 1996]. Die Rolle der Halo-
Magnetfelder [Kalberla und Kerp, 1998] bei dieser Wechselwirkung ist dabei die zentrale
Frage dieser Arbeit. Ihr Einfluß auf die dynamische und thermische Stabilität ist auch
im Falle der Magellanschen HVCs von großer Bedeutung.
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Physikalische Parameter der HVCs
Da die meisten physikalischen Parameter von HVCs von deren Abstand vom Beobach-
ter abhängen [Wakker und van Woerden, 1997], überträgt sich die Unsicherheit in deren
Entfernungen auch auf ihre physikalischen Eigenschaften. Für eine Wolke in einer Ent-
fernung D lassen sich ihr Radius R, ihre mittlere HI-Dichte nc und ihre Masse Mc wie
folgt abschätzen [Quilis und Moore, 2001]:
R ≈ θD ≈ 2 kpc
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)
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)−1( D
100 kpc
)−1
, (2.7)
Mc ≈ 2 · 105f−1HIM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Hierbei bezeichnen θ den Öffnungswinkel, unter dem die Wolke erscheint, NHI wie ge-
wohnt die HI-Säulendichte, fHI den relativen Anteil an neutralem Wasserstoff und M
die Sonnenmasse. Daraus ergibt sich, daß galaktische HVCs mit einer Entfernung zwi-
schen 1 und 10 kpc eine Masse von Mc ≈ 10–1000M besitzen. Die mittleren Dichten
sind mit 10−2–101 cm−3 sehr viel niedriger als die Dichten der Wolkenkerne. Besonders
hoch ist die zentrale Neutralgasdichte bei denjenigen HVCs, die eine Hülle-Kern-Struktur
aufweisen, oder umgekehrt [Ferrara und Field, 1994]: HVCs mit einem hohen Dichtekon-
trast zum sie umgebenden Plasma besitzen eine Hülle-Kern-Struktur. So finden Tufte
et al. (1999) für die M I-Wolke bei einer Entfernung von 2 kpc einen Durchmesser von
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50 pc und eine HI-Kerndichte von nHI ≈ 1 cm−3. Nach Wolfire et al. (1995) kann die
zentrale HI-Dichte in den Kernen solcher HVCs mit Zwei-Phasen-Struktur Werte bis zu
nc ∼ 100 cm−3 annehmen. Die Kerne dieser HVCs sind mit kinetischen Temperaturen
von 30 K . T . 300 K [Wolfire et al., 1995] ebenfalls deutlich kühler als HVCs, die nur
eine Phase aufweisen. So fehlt z.B. allen Magellanschen HVCs die schmale Geschwindig-
keitskomponente der Hülle-Kern-HVCs und damit die kalte Kernkomponente [Mirabel
et al., 1979]. Ihr HI-Profil weist lediglich eine breite Geschwindigkeitskomponente auf,
die einer thermischen Verbreiterung bei einer kinetischen Temperatur von ca. 104 K
entspricht. Allgemein kann man sagen, daß die warme HI-Komponente der HVCs eine
Temperatur von T ∼ 104 K besitzt, während die kalte Komponente, sofern existent,
mit T ∼ 102 K deutlich kühler ist [Wakker und van Woerden, 1997]. Für den konkre-
ten Fall der in Kapitel 3.2 zum Vergleich mit den Simulationsergebnissen vorgestellten
HVC125+41-207 fanden Brüns et al. (2001) eine Kerntemperatur von T = 540 K und
eine Hüllentemperatur von T = 7000 K. Der übliche Weg der Temperaturbestimmung
des HI-Gases besteht in dem Anfitten der Emissionsprofile durch eine oder mehrere
Gaußkomponenten. Ist diese Methode nicht möglich, so läßt sich auch oft die Tem-
peratur des neutralen Wasserstoffes aus der Spintemperatur Ts schließen, die sich aus
HI-Absorptionslinien ergibt [Dickey, 1979; Liszt, 1983]. Die Spintemperatur Ts ist über
[Lang, 1980; Seite 163]
Nm
Nn
=
gm
gn
exp
(
−hνmn
kBTs
)
(2.9)
definiert, wobei Nm und gm die Besetzungsdichte und das statistische Gewicht des Ni-
veaus m und νmn die Frequenz des Übergangs m → n sind. Sie ist damit eine effek-
tive Anregungstemperatur und in Systemen nahe des thermischen Gleichgewichts im
wesentlichen identisch mit der kinetischen Temperatur. Typische gemessene Spintempe-
raturen von HI-Wolkenkernen bewegen sich zwischen 50 und 100 K [Bland-Hawthorn
et al., 1998]. Die warme, äußere Hülle von Zwei-Phasen-HVCs entsteht durch thermi-
schen Ausgleich zwischen dem kalten HI-Kern und dem heißen, äußeren Haloplasma
mit Temperaturen um T ∼ 106 K. In ihr findet auch der Übergang vom weitgehend
neutralen Kern zum vollständig ionisierten Plasma statt. Über das Emissionsmass (2.2)
läßt sich die HII-Temperatur in der Hülle bestimmen. Für die M I-Wolke liegt sie bei
etwa 8000 K [Tufte et al., 1998].
Der Ionisationsgrad der HVCs variiert von fast vollständig neutralen kalten HI-Kernen
der Hülle-Kern-Wolken [Tufte et al., 1998] bis zu fast vollständig ionisierten HVCs gerin-
ger Säulendichte [Sembach et al., 1995]. Es liegt die Vermutung nahe, daß der Ionisations-
grad dichterer HI-Wolken im allgemeinen niedriger ist, da sie bei ausreichender Dichte
durch eine Randschicht gegen ionisierende Strahlung und Aufheizung isoliert sind [Fer-
rara und Field, 1994]. Bisherige Modelle berücksichtigen bei dieser Randschichtbildung
nur hydrodynamische und Strahlungseinflüsse, nicht jedoch den Einfluß von Magnetfel-
dern. Dieser kann jedoch entscheidend sein, wie sich im Laufe dieser Arbeit herausstellen
wird.
Es sei hier noch darauf hingewiesen, daß bei einer Halotemperatur von T = 106 K nur
die wenigsten HVCs Schocks ausbilden. Die reine Schallgeschwindigkeit cs =
√
γp/ρ
2.2 Die Physik der Hochgeschwindigkeitswolken 47
mit Adiabatenexponent γ beträgt cs = 1.17 · 102 T 1/26 km s−1 mit T6 = T/106 K. Legt
man die Abweichgeschwindigkeit vdev nach dem Katalog von Wakker und van Woerden
(1991) als Relativgeschwindigkeit zwischen HVC und Haloplasma zugrunde, so besit-
zen nur etwa ein Drittel der beobachteten HVCs eine Machzahl M = vdev/cs größer
Eins. Berücksichtigt man nun noch den Einfluß magnetischer Felder, so ist die ma-
gnetosonische Machzahl Mmag = vdev/vmag mit der Geschwindigkeit vmag =
√
c2s + v2A
der schnellen magnetosonischen Wellen entscheidend für die Ausbildung eines magne-
tohydrodynamischen Schocks. Die Alfvéngeschwindigkeit vA =
√
B2/4πρ hat in einem
Haloplasma der Dichte n = 10−4 cm−3 bei einem Magnetfeld der Stärke B = 3 µG den
Wert 205 km s−1, so daß nur diejenigen HVCs, deren Abweichgeschwindigkeit größer als
ca. 235 km s−1 ist, einen Schock ausbilden. Nach dem Katalog von Wakker und van
Woerden (1991) sind dies gerade einmal 7% der bisher beobachteten HVCs, wobei die
schnellste unter diesen eine magnetosonische Machzahl von etwa Mmag ≈ 1.4 aufweist.
Aus diesem Grund beschränken sich die Untersuchungen im Rahmen dieser Arbeit auf
HVCs mit Relativgeschwindigkeiten unterhalb der Schockgeschwindigkeit, wohl aber
oberhalb der lokalen Alfvéngeschwindigkeit.
Ursprung der HVCs
Neben der Bestimmung der physikalischen Parameter der HVCs ist auch die Frage nach
ihrem Ursprung eng mit der Bestimmung ihrer Entfernung vom Beobachter verbunden.
Sind sie Teil des galaktischen Halos oder extragalaktischer Natur? Für den Ursprung der
HVCs wurden seit ihrer Entdeckung eine ganze Reihe von Modellen vorgeschlagen. Kei-
nes von ihnen ist bisher in der Lage, alle beobachteten Eigenschaften der HVCs eindeu-
tig zu erklären. Eine ausführliche Zusammenstellung der bisher vorgebrachten Modelle
zum Ursprung der HVCs findet sich in [Wakker und van Woerden, 1997]. Wir wollen
uns hier auf die drei am häufigsten diskutierten Modelle beschränken: das ”Galaktische
Fontänenmodell“ von Shapiro und Field (1976) und Bregman (1980), das ”Akkretions-
modell“, erstmals vorgeschlagen von Oort (1966), und das ”Lokale-Gruppe-Modell“ von
Blitz et al. (1999).
Die Galaktische Fontäne entsteht durch heißes Gas aus der Kombination vieler Su-
pernova-Explosionen, die sogenannte ”Super-Blasen“ bilden, und aus Sternwinden. Das
Gas steigt entlang des Dichtegradienten von der galaktischen Scheibe weg in den Ha-
lo auf und durchbricht bei ausreichend hoher Energie die Lockman-Schicht [Schaap et
al., 2000]. In Abhängigkeit von seiner Temperatur verläßt das Gas entweder die Ga-
laxie als Wind oder es bleibt gravitativ an die Galaxie gebunden und strebt einem
hydrostatischen Gleichgewicht entgegen [Field, 1975; Bregman, 1980]. Beim Aufsteigen
expandiert das Gas adiabatisch und kühlt dabei. Fällt seine Temperatur dabei in den
thermisch instabilen Bereich von 2 · 105 K bis 107 K [Bregman, 1980], so kann es zum
Einsetzen einer Kondensationsinstabilität kommen. Die lokale Kühlrate L = n2eΛ mit
der Kühlfunktion Λ = 6.2 · 10−19T−0.6 erg cm3 s−1 für ein Gas mit kosmischer Metalli-
zität [McKee und Cowie, 1977] ist proportional zum Quadrat der Elektronendichte ne,
während die Heizrate durch Supernovae und Röntgenhintergrund lediglich proportional
zu ne ist. Daher kühlen lokale Dichteerhöhungen weiter ab und werden durch den entste-
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(a) Schematische Darstellung des Galaktischen
Fontänenmodells (Quelle: http://space.kaist.ac.kr/
fims science.htm)
(b) Das Galaktische Fontänenmodell nach Breitschwerdt
(1997)
Abb. 2.18: Schematische Darstellungen des Modells der galaktischen Fontäne
henden Druckgradienten komprimiert, was die Kühlrate weiter erhöht. Neutralgaswolken
kondensieren aus, deren räumliche Ausdehnung von der Bedeutung der Wärmeleitung
bei diesem Prozeß bestimmt wird [Bregman, 1980]. Die Wolkenbildung beginnt dabei
unterhalb einer Temperatur von etwa 104 K, wobei die Kühlung auch im Neutralgas
weitergehen kann. Schließlich kompensiert die Wärmeleitung weitere radiative Verluste
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und die Wolke geht in ein hydrostatisches Gleichgewicht über. Der Ort, an dem dies ge-
schieht, hängt vom Verhältnis der Kühlzeit tcool = 3kBT/2Λne zur Gleichgewichtszeit teq
ab, in der die Wolke das hydrodynamische Gleichgewicht erreicht [Bregman, 1980]. Das
heiße Gas steigt zunächst bis zu einer Höhe von 5–10 kpc über der galaktischen Scheibe
auf und bewegt sich dabei aufgrund der abnehmenden radialen Gravitationskraft und
einem radialen Druckgradienten im als nicht korotierend angenommenen Halo [Schaap
et al., 2000] in radialer Richtung nach außen. Schließlich kommt es zur Kondensation
und das abgekühlte Gas wird im Gravitationspotential der Galaxie wieder in Richtung
der galaktischen Scheibe beschleunigt. Nach 3–60 · 107 yr kehren die Neutralgaswolken
zur galaktischen Scheibe zurück, jedoch bei einer zwei- bis dreimal größeren radialen
Entfernung als ihr Ursprung. Durch die differentielle Rotation des galaktischen Halos
entstehen dabei filamentartige Wolkenketten und -komplexe. Die maximale Freifallge-
schwindigkeit, die HVCs dabei erreichen können, hängt von ihrem radialen Ursprung
ab und variiert zwischen 310 km s−1 für 7 kpc und 126 km s−1 für 18 kpc [Bregman,
1980]. Berücksichtigt man die hydrodynamische Reibung so erreichen die Wolken eine
maximale Endgeschwindigkeit
vt = 370
(
ncLc
1020 cm−2
)1/2( n
10−3 cm−3
)−1/2( g
10−8 cm s−2
)1/2
km s−1 , (2.10)
die von der Säulendichte ncLc der Wolke, der Dichte n des Haloplasmas und der Gravi-
tationsbeschleunigung g abhängt und etwa 100 km s−1 unter der Freifallgeschwindigkeit
liegt. Es scheint, daß sich einige HVCs mit geringer Säulendichte mit ihren Endgeschwin-
digkeiten bewegen [Hulsbosch, 1975]. Der Mechanismus der Galaktischen Fontäne ist in
Abbildung 2.18 dargestellt.
Für das Galaktische Fontänenmodell spricht die Existenz des heißen galaktischen Ha-
los, der durch den Materiefluß der Fontäne gefüttert wird. Den Gesamtfluß von HI auf
die galaktische Scheibe schätzt man auf etwa 2.4M yr−1 [Bregman, 1980], wovon etwa
0.5M yr−1 auf die HVCs und VHVCs entfallen [Mirabel, 1989]. Ein solcher Massenzu-
fluß würde das Scheibenmaterial der Milchstraße in deutlich weniger als einer Hubblezeit
dominieren, stammte es nicht ursprünglich aus der Scheibe [Bregman, 1980]. Einige ge-
messene höhere Metallizitäten, in der Nähe der solaren Metallizität Z (z.B. Bluhm et
al., 2001), sprechen ebenfalls für einen galaktischen Ursprung der HVCs. Wolfire et al.
(1995) zeigen analytisch, daß diejenigen HVCs, die eine Zwei-Phasen-Struktur aufweisen,
solche Metallizitäten besitzen müssen, die auf einen galaktischen Ursprung hindeuten.
Gegen das Modell spricht, daß die meisten HVCs in der Galaktischen Fontäne LSR-
Geschwindigkeiten um die 100 km s−1 besitzen und LSR-Geschwindigkeiten jenseits von
200 km s−1 nur schwer erklärbar sind [Houck und Bregman, 1990; Wakker und van Woer-
den, 1991; Bland-Hawthorn et al., 1998]. Ebenso sprechen die Hα-Photoionisationsmo-
delle [Weiner et al., 2001] dafür, daß sich die HVCs mit schwacher Hα-Emission jenseits
von 10 kpc über der galaktischen Scheibe befinden, was mit den vom Fontänenmodell
vorhergesagten Höhen inkompatibel ist. Dreidimensionale hydrodynamische Simulatio-
nen zum Galaktischen Fontänenmodell wurden u.a. von de Avillez (1999) durchgeführt.
Sie zeigen deutlich wie lokale Supernovae-Komplexe schornsteinartige Ausbrüche hei-
ßen Gases erzeugen, die aus der Scheibe aufsteigen. Eine Variation des Galaktischen
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Fontänenmodells wurde von Martos (2001) präsentiert. Hier führt der Einfluß der Spir-
alarme der Galaxie zu einem Aufsteigen des Gases, welches schließlich in einer Schock-
welle endet und zur Scheibe zurücksinkt.
Aufgrund der häufig gemessenen geringen Metallizitäten einiger HVCs von etwa 0.1Z
(z.B. Wakker und van Woerden, 1991; Richter at al., 2001) und der relativ hohen LSR-
Geschwindingikeiten vermutete man recht früh [Oort, 1966] einen extragalaktischen Ur-
spung der HVCs. Ein Modell, nach dem sich die HVCs zwar mehrheitlich innerhalb des
galaktischen Halos befinden, jedoch extragalaktischen Ursprungs sind, ist das Akkreti-
onsmodell [Oort, 1966; Wakker et al., 1999]. In diesem erreicht ein Teil des Gases, das bei
der Entstehung der Galaxie übriggeblieben ist, erst jetzt die galaktische Scheibe [Wakker
und van Woerden, 1997]. Auf seinem Weg zur galaktischen Scheibe wirbelt dieses Gas
das kühle HI-Gas geringer Dichte der Lockman-Schicht auf, welches dann die HVCs bil-
det. Die HVCs bestünden dann aus einem Gemisch aus primordialem akkretiertem Gas
mit sehr geringen Metallizitäten und dem prozessierten HI-Gas der Lockman-Schicht
und besäßen damit eine mittlere Metallizität [Wakker und van Woerden, 1997]. Die
Abbildung 1.6 zeigt eine HI-Darstellung des akkretierten Gases geringer Metallizität.
Eine Einfallrate von etwa einer Sonnenmasse M pro Jahr wäre in der Lage, das ”G-
Zwerg-Problem“ zu erklären, eine beobachtete Tatsache, nach der die Metallizitäten der
ältesten Sterne in der Sonnenumgebung alle in einem engen Bereich liegen. Die Akkreti-
on von primordialem Gas reduziert die Anreicherung von Metallen durch die Produktion
schwerer Elemente in Sternen und verhindert damit den Anstieg der Metallizität des in-
terstellaren Mediums mit der Zeit [Wakker et al., 1999].
Trotz vieler Pluspunkte bleibt auch beim Akkretionsmodell, das typische HVC-Entfern-
ungen von der galaktischen Scheibe von 1 kpc vorhersagt, der Erklärungsnotstand für
weit entfernte HVCs bestehen. Dieser Notstand kann im Rahmen des Lokale-Gruppe-
Modells behoben werden. In diesem von Blitz et al. (1999) weiterentwickelten Modell
sind die HVCs Fragmente der — noch andauernden — Bildung der Lokalen Gruppe,
die in Richtung deren Schwerpunktes einfallen. Aus Stabilitätsuntersuchungen schließen
Blitz et al. (1999), daß sich die meisten CHVCs und auch einige HVC-Komplexe wie der
Komplex H in einer Entfernung von & 1 Mpc vom Beobachter befinden müssen. Damit
eine Wolke sich nicht innerhalb der Querlaufzeit (engl. crossing time)
tc = 17.1
Ω1/2rkpc
∆v
Myr (2.11)
auf das Doppelte ihrer Größe aufgrund der thermischen Bewegung ausbreitet, muß sie,
so sie nicht durch äußeren Druck zusammengehalten wird, selbstgravitierend sein [Blitz
et al., 1999]. Hier bezeichnen rkpc die Entfernung der Wolke in Kiloparsec, Ω den Raum-
winkel der Wolke in Quadratgrad und ∆v die Geschwindigkeits-Halbwertsbreite der
HI-Emission und somit die Geschwindigkeitsdispersion. Aus dieser läßt sich die Masse
einer selbstgravitierenden Wolke ableiten. Aus der Bedingung, daß in den HVCs keine
Sternentstehung stattfinden soll [Simon und Blitz, 2002], erhalten Blitz et al. (1999)
eine obere Entfernungsgrenze rg von der Größenordnung 13 Mpc, aus der Bedingung,
daß die Wolken stabil gegen Scherung durch das galaktische Gezeitenfeld sein sollen,
eine Mindestentfernung von rt & 1 Mpc. Damit sind die betreffenden HVCs eindeutig
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extragalaktischer Natur. In diesem Fall ist zu erwarten, daß sie wie die Galaxien im
wesentlichen aus dunkler Materie bestehen. Das Verhältnis von Baryonen zu dunkler
Materie ist nach Fukugita et al. (1998) etwa f ≈ 0.1. Die Mitberücksichtigung dunk-
ler Materiehalos um die HVCs bringt diese bis auf typische Entfernungen von etwa
1 Mpc an die Galaxie heran. In dieser Entfernung besitzen die HVCs einen typischen
Durchmesser von 25 kpc, eine HI-Masse von 3 · 107M und typischerweise 3 · 108M
an dunkler Materie [Blitz et al., 1999]. Die vorhergesagte Entfernung deckt sich in etwa
mit den Entfernungen von 150–850 kpc, die von Braun und Burton (2001) aus analyti-
schen Modellen für optisch dichte HI-Kerne, d.h. Kerne, deren HI-Helligkeitstemperatur
der kinetischen Gastemperatur entspricht, und aus Modellen für die exponentiellen HI-
Profile von CHVC-Rändern für die von Braun und Burton (1999) katalogisierte Gruppe
von CHVCs vorhergesagt wurden. Für das Modell der Lokalen Gruppe spricht u.a.,
daß die Dispersion der Geschwindigkeiten der bisher beobachteten CHVCs im Bezugs-
system der Lokalen Gruppe deutlich geringer ist als im lokalen oder galaktischen Be-
zugssystem [Braun und Burton, 1999]. Das Bezugssystem der Lokalen Gruppe ist defi-
niert durch vLGSR = vGSR − 62 km s−1 cos l cos b + 40 km s−1 sin l cos b − 35 km s−1 sin b,
wobei vGSR = vLSR + 220 km s−1 sin l cos b [Braun und Burton, 1999]. Weiterhin zeigt
die Verteilung der CHVCs keinerlei Nord-Süd-Asymmetrie, wie dies für die HVCs der
Fall ist [Braun und Burton, 1999]. Putman (2000) zieht jedoch in Erwägung, daß die
Nord-Süd-Asymmetrie der HVCs lediglich eine Folge der unterschiedlichen Empfing-
lichkeitsbereiche der einzelnen Himmelsdurchmusterungen ist und nichts mit einem ga-
laktischen Ursprung zu tun haben muß. In einigen der CHVCs wurden Anzeichen von
Rotation gefunden [Braun und Burton, 2000], was als Hinweis darauf gewertet werden
könnte, daß es sich um die Hüllen schwacher Zwerggalaxien handelte. In diesem Falle
müßten die CHVCs jedoch auch eine stellare Komponente aufweisen. Alle bisherigen
Beobachtungen (z.B. Simon und Blitz, 2002; Hopp et al., 2002) deuten jedoch darauf
hin, daß HVCs und CHVCs keinerlei stellare Komponente besitzen, was die Möglichkeit
von normalen Zwerggalaxien ausschließt. Es besteht jedoch die Möglichkeit, daß es sich
um nicht entwickelte Zwerggalaxien ohne Sternentstehung handelt. Dies legt die Vermu-
tung nahe, daß derartige CHVCs auch in anderen Galaxiengruppen beobachtet werden
müßten, was bisher nicht geschehen ist [Braun und Burton, 2001]. Viele der CHVCs
weisen eine Hülle-Kern-Struktur auf, die Braun und Burton (2000) als Anzeichen dafür
interpretieren, daß es sich um extragalaktische HVCs handelt, die von einem Minihalo
aus dunkler Materie umgeben sind. Numerische Simulationen mit kalter dunkler Materie
zur hierarchischen Bildung der Lokalen Gruppe [Klypin et al., 1999; Moore et al., 1999]
zeigen, daß viele solcher dunkle Materie Mini-Halos, die die Grundbausteine eines galak-
tischen Systems sind, die Akkretions- und Verschmelzungsprozesse bei der Bildung der
Lokalen Gruppe überstanden haben könnten [Briggs, 2000]. Eine Population von einigen
Hundert dieser Minihalos werden den Simulationen nach für die Lokale Gruppe vorher-
gesagt, wurden aber bisher nicht beobachtet. Es ist denkbar, daß es sich bei den CHVCs
um diese ”fehlenden Satelliten“ der Lokalen Gruppe handelt [Braun und Burton, 2000;
2001]. Für das Lokale-Gruppe-Modell sind mehrere Tests vorstellbar. Zunächst sollten
selbstverständlich keine extragalaktischen HVCs in Absorption gegen nahe Sterne sicht-
bar sein. Zudem sollten solche HVCs Metallitzitäten aufweisen, die deutlich unter der
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solaren Metallizität Z liegen, was für viele HVCs den Beobachtungen entspricht. Und
schließlich sollten die Hα-Emissionen von extragalaktischen HVCs deutlich unter den
im Magellanschen Strom beobachteten liegen [Blitz et al., 1999]. Hier tut sich jedoch
ein Problem des Lokale-Gruppe-Modells auf. Für viele der von Blitz et al. (1999) als
extragalaktisch angesehenen CHVCs wurden Hα-Flüsse gemessen, die für die Photoio-
nisation durch die metagalaktische Hintergrundstrahlung deutlich zu hoch sind [Tufte et
al., 2002]. Neben den zu hohen Hα-Flüssen ist die Nichtdetektion einer stellaren Kom-
ponente das stärkste Argument gegen die extragalaktische Natur vieler CHVCs.
Eine Sonderrolle unter den HVCs nehmen die Neutralgaswolken des Magellanschen Stro-
mes ein. Sie entstanden durch die gravitative und hydrodynamische Wechselwirkung der
Milchstraße mit den Magellanschen Wolken, was sich u.a. damit belegen läßt, daß ihre
Metallizitäten der Metallizität der Kleinen Magellanschen Wolke entsprechen [Putman,
2000]. Lynden-Bell und Lynden-Bell (1995) diskutieren die Theorie, daß einige der HVCs
Überbleibsel früherer Interaktionen zwischen der Milchstraße und den Magellanschen
Wolken sein könnten.
Alle diese Modelle zum Ursprung der HVCs sind jeweils in der Lage, einzelne, aber
nicht alle beobachteten Eigenschaften der HVCs zu erklären. Es ist unwahrscheinlich,
daß alle HVCs denselben Ursprung besitzen. Vielmehr ist zu vermuten, daß ein Teil
der HVCs galaktischen und der andere Teil extragalaktischen Ursprunges ist. In die-
ser Arbeit soll ein Beitrag zum Verständnis der Dynamik der HVCs geleistet werden,
das von großer Bedeutung ist, will man die einzelnen Ursprungsmodelle gegeneinan-
der abwägen. So werden wir das Argument der beschränkten LSR-Geschwindigkeit der
HVCs im Galaktischen Fontänenmodell entschärfen, indem wir zeigen, daß die hydro-
dynamische Reibung zwischen HVC und Plasma keine Konstante ist, sondern mit der
Ausbildung einer magnetischen Barriere abnimmt. Deshalb liegen die maximalen Fall-
geschwindigkeiten der Fontänenwolken näher an der Freifallgeschwindigkeit. Weiterhin
heben wir die Hα-Einschränkung durch das Auftreten einer Stoßionisation durch den
kritischen Geschwindigkeitseffekt bei ausreichend hohen Relativgeschwindigkeiten von
HVC und Plasma auf. Dadurch können sich auch Hα-helle HVCs in großer Entfernung
von der galaktischen Scheibe befinden.
Morphologie der HVCs
Im Kernbereich beschäftigt sich die vorliegende Arbeit mit der Wechselwirkung von
HVCs mit dem sie umgebenden Plasma. Dabei bilden die Morphologie der Wolken
und deren Dynamik einen gewichtigen Schwerpunkt der Analysen. Hochaufgelöste HI-
Beobachtungen haben gezeigt, daß die meisten HVCs eine filamentartige Morphologie
aufweisen [Putman et al., 2002]. Darüber hinaus bilden die CHVCs eine Klasse kom-
pakter HI-Wolken mit einer ihnen eigenen Morphologie. Man unterscheidet bei Hochge-
schwindigkeitswolken zwei Typen spezieller Morphologien: die Hülle-Kern-Struktur und
die Kopf-Schweif-Struktur.
Bei HVCs mit einer Hülle-Kern-Struktur handelt es um Neutralgaswolken mit einer
Zwei-Phasen-Struktur. Eine wärmere (T ∼ 104 K), teilweise ionisierte Hülle (WNM
= warm neutral medium) umgibt dabei einen oder mehrere kühle (T ∼ 102 K), fast
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vollständig neutrale Kerne (CNM = cold neutral medium) [Ferrara und Field, 1994;
Wolfire et al., 1995]. Die warme Hülle bildet dabei die thermische Übergangsschicht
vom neutralen Kern der HVC zum sie umgebenden heißen Plasma des Halos oder des
intergalaktischen Mediums (bzw. Intragruppen-Mediums). Sie wird durch Photonen des
galaktischen bzw. metagalaktischen Hintergrundes und durch Stöße teilweise ionisiert.
Eine Hülle-Kern-Struktur scheint besonders für kompakte HVCs (CHVCs) charakteri-
stisch zu sein [Braun und Burton, 2000; Burton et al., 2001a]. Hülle-Kern-Strukturen
wurden jedoch auch bei ausgedehnten HVCs, beispielsweise in den Komplexen A und C
[Wakker und van Woerden, 1997] und M [Tufte et al., 1999] gefunden. Die Hülle-Kern-
Abb. 2.19: Beispiele für HVCs mit Kopf-Schweif-Struktur. Die Ort-Geschwindigkeits-
Diagramme sind stets entlang der Achse des Geschwindigkeitsgradienten
jeder HVC ausgerichtet [Brüns et al., 2000a]
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Struktur läßt sich außer durch HI-Geschwindigkeitsdispersionsmessungen aufgrund des
sich ändernden Ionisationsgrades auch durch Hα-Beobachtungen nachweisen. Die Dich-
ten der Hüllen weisen dabei üblicherweise ein glattes Exponentialprofil auf [Burton et
al., 2001a;b]. Dies spricht gegen das Vorhandensein eines Schocks. Hoffman et al. (2002)
interpretieren dieses Exponentialprofil zusammen mit der Beobachtung, daß sich in den
von ihnen untersuchten beiden HVCs die Temperatur nur unwesentlich in der Rand-
schicht ändert, als Beleg dafür, daß es sich um HVCs handelt, die durch Halos aus
Abb. 2.20: HI-Aufnahmen von Kopf-Schweif-Strukturen entlang des Magellanschen
Stromes für spezielle Geschwindigkeiten. Die Konturlinien geben die Hel-
ligkeitstemperaturen an: 0.01, 0.04, 0.1, 0.2, 0.3, 0.4 und 0.6 K [Putman,
2000]
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dunkler Materie stabilisiert werden und nicht durch äußeren Druck. Es gilt jedoch anzu-
merken, daß sie dabei den Einfluß von Magnetfeldern außer Acht lassen, die einen Teil
des thermischen Druckes durch magnetischen Druck ersetzen könnten, um die HVCs zu
stabilisieren.
Die zweite ausgezeichnete morphologische Klasse ist zwar nicht disjunkt von der Klas-
se der Hülle-Kern-HVCs, zeichnet sich aber dennoch durch einige Besonderheiten aus.
Die sogenannten Kopf-Schweif-Strukturen (HT-HVCs = head-tail HVCs) besitzen klei-
Abb. 2.21: Beispiel einer Kopf-Schweif-HVC. links: HI-Säulendichteverteilung; rechts:
Ort-Geschwindigkeits-Diagramm [Brüns et al., 2000b]
ne, dichte Kerne, die in ausgedehntere, schweifartige Hüllen eingebettet sind. Die Kerne
sind dabei gegenüber den Schweifzentren sowohl im Ort als auch in der Geschwindigkeit
versetzt [Meyerdierks, 1991]. Die schweifartigen Hüllen haben dabei üblicherweise gerin-
gere Geschwindigkeiten als die Kerne [Cram und Giovanelli, 1976; Schwarz und Oort,
1981]. HVCs mit Kopf-Schweif-Struktur wurden in allen HVC Komplexen, abgesehen
von dem sehr schwachen Komplex L, gefunden [Brüns et al., 2000a; Odenwald, 1988],
so z.B. im Komplex A [Meyerdierks, 1991], im Magellanschen Strom [Mathewson und
Ford, 1984; Putman, 2000] und dem Leading Arm [Brüns et al., 2000b]. Die Abbildun-
gen 2.19, 2.20 und 2.21 zeigen Beispiele von HVCs mit Kopf-Schweif-Struktur, teilweise
als HI-Verteilung, teilweise als Ort-Geschwindigkeits-Diagramm. Brüns et al. (2000a)
untersuchen eine repräsentative Probe von etwa 250 HVCs und finden, daß etwa 40% von
ihnen einen signifikanten Geschwindigkeitsgradienten aufweisen. Etwa 20% zeigen gleich-
zeitig auch einen Gradienten in der Säulendichte. Somit sind Kopf-Schweif-Strukturen
bei HVCs ein weitverbreitetes Phänomen. Die Abbildung 2.22 zeigt die räumliche Ver-
teilung der von Brüns et al. (2000a) untersuchten HVCs. Die eingekringelten HVCs
kennzeichnen dabei die HVCs mit Kopf-Schweif-Struktur. Die Abbildung 2.23 zeigt die
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Abb. 2.22: Räumliche Verteilung der etwa 250 von Brüns et al. (2000a) untersuchten
HVCs. Eingekringelte HVCs besitzen eine Kopf-Schweif-Struktur
Histogramm-Verteilung der HVCs mit und ohne Kopf-Schweif-Struktur gegen die maxi-
male Säulendichte, vLSR und vGSR. Auffällig ist, daß der relative Anteil der HT-HVCs
mit zunehmender Säulendichte zuzunehmen scheint [Brüns et al., 2000a]. Es könnte
sich hierbei jedoch um einen Auswahleffekt handeln, da es bei geringeren Säulendichten
schwierig ist, den Schweif auszumachen. Die Geschwindigkeiten der HT-HVCs konzen-
trieren sich im selben Bereich wie die der gesamten Stichprobe. Räumlich verteilen sich
die HT-HVCs ähnlich wie die HVCs über den Himmel.
Kopf-Schweif-HVCs weisen an ihrer Frontseite steile Dichtegradienten auf, während die
Dichte in ihrem Schweif sanft und exponentiell abfällt [Meyerdierks, 1991; Brüns et al.,
2001]. Das Auftreten der steilen Frontkanten und der ausgedehnten Schweife wird als
Anzeichen dafür angesehen, daß diese HVCs mit dem sie umgebenden Medium wech-
selwirken [Meyerdierks, 1991; Brüns et al., 2000b; Putman, 2000]. Die hydrodynami-
sche Reibung mit dem sie umgebenden Plasma streift Material von den Seiten der
HVCs während ihrer Bewegung durch den Halo ab und bildet daraus den Schweif. Die
HVCs erhalten dadurch eine Form, die sie den Kometen ähneln läßt (vgl. dazu Kapi-
tel 4). Ein besonders deutliches Exemplar einer Kopf-Schweif-HVC wurde mit der CHVC
HVC125+41-207 von Brüns et al. (2001) untersucht. Anhand dieser HVC werden wir
im folgenden Kapitel alle dynamischen und thermischen Effekte der Wechselwirkung ei-
ner kalten Neutralgaswolke mit dem sie umgebenden heißen Plasma bei ihrer Bewegung
durch einen magnetisierten Halo mit numerischen Methoden eingehend untersuchen und
erläutern. Kernthemen dieser Untersuchung sind die dynamische Stabilisierung und ther-
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Abb. 2.23: Histogramm der Verteilung der HVCs gegen die maximale Säulendichte
(a), vLSR (b) und vGSR (c). Die gesamte HVC-Stichprobe ist in hellgrau,
die HT-HVCs sind in dunkelgrau dargestellt. [Brüns et al., 2000a]
mische Isolation der HVC, die Ausbildung einer magnetischen Barriere, das Abstreifen
von Material und die Schweifbildung.
Die Schweifbildung und das dynamische Verhalten von HVCs in einem umgebenden
heißen Medium wurde u.a. von Quilis und Moore (2001) anhand dreidimensionaler,
hydrodynamischer numerischer Simulationen untersucht. Sie fanden heraus, daß reine
Gaswolken mit typischen Parametern für galaktische HVCs innerhalb von ca. 107 Jah-
ren vollständig zerstört werden, nachdem sich zunächst eine transiente Kopf-Schweif-
Struktur ausgebildet hat. Sie schließen daraus, daß HVCs von Halos aus dunkler Materie
umgeben sein müssen, um mehrere 100 Millionen Jahre stabil zu sein. Im folgenden Ka-
pitel werden wir zeigen, daß dies nur bedingt wahr ist, da typische Halo-Magnetfelder
in der Lage sind, auch reine Neutralgas-HVCs ausreichend lange gegen Evaporation
und Zerreißen zu stabilisieren. Eine numerische Behandlung im Rahmen der Plasma-
Neutralgas-Magnetohydrodynamik zeigt, daß Magnetfelder einen entscheidenden Ein-
fluß auf die Stabilität der HVCs haben.
Dynamische Stabilität von HVCs
Wie schon mehrfach angedeutet, steht die dynamische Stabilität von HVCs im Zentrum
der Untersuchungen dieser Arbeit. Die Bewegung einer sehr dichten, kalten Neutralgas-
wolke durch ein sie umgebendes heißes Plasma wirft viele Fragen nach der Stabilität
dieser Wolke auf. Dennoch werden solche HVCs fast überall im galaktischen Halo be-
obachtet. Unter der Annahme, daß die momentane Konstellation der HVCs nicht einen
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singulären Zustand darstellt, müssen die HVCs für z.T. mehrere Hundert Millionen Jahre
stabil sein. Aus dem Galaktischen Fontänenmodell schließt man auf eine Lebensspanne
von 3 –60 · 107 yr [Bregman, 1980], für die Magellanschen HVCs findet man aus ihrer
Geschwindigkeit und Entfernung von den Magellanschen Wolken mittlere Lebensdauern
von ca. 2 · 108 yr [Mirabel et al., 1979]. Das Alter des Leading Arms wird auf etwa 2
Abb. 2.24: Massenverlustraten (oben) und Lebenszeiten (unten) von Neutralgaswolken
als Funktion ihrer Relativgeschwindigkeit für unterschiedliche Halodichten.
Die horizontale Linie in der unteren Graphik zeigt die 500 Myr-Grenze für
typische Lebenszeiten von Magellanschen HVCs [Murali, 2000]
Milliarden Jahre geschätzt [Putman et al., 1999]. Noch älter sind die extragalaktischen
HVCs des Lokale-Gruppe-Modells. Ihre typischen Lebenszeiten entsprechen dem Alter
der Galaxien der Lokalen Gruppe, also etwa 14 Milliarden Jahren. Es stellt sich somit
die Frage, wie HVCs über so lange Zeiträume stabil bleiben können.
Das unmittelbarste Problem dabei stellt bereits die endliche Temperatur des Neutral-
gases der HVCs dar. Mit einer charakteristischen thermischen Breite von 10–40 km s−1
[Wakker und van Woerden, 1997] würde sich eine ungebundene, frei expandierende ga-
laktische HVC innerhalb der Expansionszeit tex = R/Γ ∼ θd/Γ, dem Verhältnis von
Radius R zur Linienbreite Γ (θ = Sichtwinkel, d = Entfernung vom Beobachter) auf
das Doppelte ihrer ursprünglichen Größe ausdehnen [Wakker und van Woerden, 1997;
Putman et al., 2002]. Dies widerspricht jedoch den Beobachtungen, nach denen z.B. die
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HVCs entlang des Magellanschen Stromes keine Korrelation zwischen ihrer Größe und
ihrem Alter aufweisen. Somit muß ein Stabilisierungsmechanismus gegen diese laterale
Expansion der Neutralgaswolken aktiv sein. Für die extragalaktischen HVCs des Lokale-
Gruppe-Modells ist dies die Eigengravitation des Neutralgases und ihres Halos aus dunk-
ler Materie [Blitz et al., 1999]. Bei galaktischen und Magellanschen HVCs ist die Eigen-
masse jedoch zu gering, um selbstgravitierend zu sein. Daher nimmt man an, daß jene
HVCs durch einen äußeren Druck stabilisiert werden. Dies könnte im Falle der Magel-
lanschen HVCs durch ein heißes Haloplasma mit einer kinetischen Temperatur von etwa
106 K und einer Gasdichte von ca. 10−4 cm−3 [Mirabel et al., 1979; Moore and Davis,
1994] oder durch ein noch heißeres intergalaktisches Plasma mit einer Temperatur von
∼ 3 · 108 K und einer Dichte von ∼ 3 · 10−6 cm−3 [Field und Perrenod, 1977] geschehen.
In beiden Fällen würde der hohe Druck des heißen äußeren Mediums jedoch zu einer
massiven Verdampfung des kühlen Neutralgases an der Kontaktoberfläche zum Plasma
führen, insbesondere dann, wenn sich die HVC mit hoher Geschwindigkeit durch das
umgebende Plasma bewegt. Cowie und McKee (1977) berechnen die Massenverlustrate
einer sphärischen Wolke, die in einem heißen äußeren Medium ruht, durch Verdampfung
aufgrund von Wärmeleitung. Sie finden u.a., daß eine Sättigung der Wärmeleitung durch
Elektronen eintritt, wenn deren freie Weglänge größer als die Skalenlänge des Tempera-
turgradienten ist (vgl. auch Kapitel 5.2). Aufbauend auf der analytischen Lösung von
Cowie und McKee (1977) bestimmt Murali (2000) die Massenverdampfungsrate Ṁ ei-
ner HI-Wolke mit Querschnittsfläche A = πR2c in einer heißen Haloplasmaströmung mit
Dichte ρh, Relativgeschwindigkeit vh und Schallgeschwindigkeit ch durch Bilanzierung
der Energiegewinne und -verluste der Wolke durch einströmendes Halogas und abdamp-
fendes Wolkengas. Dabei wird angenommen, daß die gesamte kinetische und thermische
Energie des anströmenden Plasmas durch Wärmleitung und -konvektion auf die Wolke
übertragen wird. Für den Fall eines Energiegleichgewichts dE/dt = 0 und unter Ver-
nachlässigung inelastischer Stöße ergibt sich die Massenverlustrate zu
Ṁ = ρhvhA
v2h + 5c
2
h
u2 + 5(∆c)2
. (2.12)
Hierbei bezeichnen u die Fluchtgeschwindigkeit des verdampfenden Wolkenmaterials an
der Wolkenoberfläche und 5(∆c)2 /2 die Enthalpieänderung bei der Verdampfung. Die
Massenverlustrate entspricht somit dem Produkt aus der Akkretionsrate ρhvhA und dem
Verhältnis aus dem spezifischen Energiegewinn und dem Energieverlust [Murali, 2000].
Man ersieht aus dieser Gleichung, daß die Plasmadichte ρh des Halos und die Plasma-
temperatur Th = mic2h/γkB linear in die Massenverlustrate eingehen, während die Rela-
tivgeschwindigkeit vh von Plasma und Neutralgas sogar in der dritten Potenz auftritt.
Dies macht den enormen Unterschied zwischen einer ruhenden Neutralgaswolke und ei-
ner HVC deutlich. Vergleichbar ist dieser Effekt mit dem Leidenfrost’schen Phänomen.
Vieser und Hensler (2002) und Hensler und Vieser (2002) zeigen anhand zweidimen-
sionaler, hydrodynamischer Simulationen von kalten Wolken in einer heißen Strömung,
daß der Einfluß der Wärmeleitung zu einer Verbreiterung der Übergangsschicht zwischen
Wolke und Plasma und damit zu einer Reduktion der Evaporation durch Wärmeleitung
60 Kapitel 2 Hochgeschwindigkeitswolken (HVCs)
und Instabilitäten führt. Diese ähnelt der isolierenden Schicht zwischen dem Wasser-
tropfen und der heißen Herdplatte im Leidenfrost’schen Phänomen. Eine Relativbe-
wegung der Wolke durch das Plasma führt nun dazu, daß diese isolierende Schicht
ständig durch hydrodynamische Reibung abgetragen wird und sich nicht voll ausbil-
den kann. Im ungünstigsten Fall, bei hohen Relativgeschwindigkeiten, wird dieser Effekt
durch das Einsetzen von Kelvin-Helmholtz- oder Rayleigh-Taylor-Instabilitäten drama-
tisch erhöht. Doch selbst ohne diese ist der Einfluß der Relativbewegung enorm (dritte
Potenz in (2.12)). In Abbildung 2.24 sind die Massenverlustraten gegen die Relativge-
schwindigkeiten der HVCs für unterschiedliche Halodichten aufgetragen. Man beachte
die halblogarithmische Auftragung! Die Verlustraten nehmen linear mit der Halodichte
und sehr stark mit der Relativgeschwindigkeit zu. Im unteren Teil der Graphik ist die
Lebenszeit der Wolke bis zur vollständigen Evaporation dargestellt. Für ein sehr dich-
tes Haloplasma (nh = 10−4 cm−3), wie man es für eine Druckstabilisierung durch ein
äußeres Medium bräuchte, sind alle Lebenszeiten deutlich kleiner als 500 Myr (horizon-
tale Linie) und somit deutlich kleiner als die beobachteten Alter der HVCs. Für reine
Druckstabilisierung durch ein heißes äußeres Plasma ergibt sich damit ein grundlegendes
Dilemma zwischen Stabilität und Evaporation. Eine Magellansche HVC mit typischer
Ausdehnung R ≈ 1 kpc würde bei einer Halodichte von 10−4 cm−3 und -temperatur von
1.7 · 106 K innerhalb einiger 10 Millionen Jahre vollständig verdampfen, ohne daß die
Wärmeleitung dabei gesättigt wäre [Weiner und Williams, 1996].
Gravierender noch als das Verdampfen durch Wärmeleitung ist das Einsetzen dyna-
mischer Instabilitäten, hervorgerufen durch die hohe Relativgeschwindigkeit von Plas-
ma und Neutralgaswolke, auf die Lebenserwartung einer HVC. Hydrodynamische nu-
merische Simulationen [Schiano et al., 1995; Klein et al., 1994; Xu und Stone, 1995]
haben gezeigt, daß dichte, kühle Wolken in Überschallströmungen innerhalb weniger
Wolken-Schockzeiten (engl. cloud crushing time) tc = Rχ1/2/v durch das Einsetzen
hierarchischer Instabilitäten wie der Rayleigh-Tayor- und Kelvin-Helmholtz-Instabilität
[Chandrasekhar, 1961] vollständig zerreißen. R ist der Wolkenradius, χ der Dichtekon-
trast zwischen Wolke und umgebendem Medium und v die Strömungsgeschwindigkeit.
Die Anwachsraten t−1RT ' (gk)
1/2 der Rayleigh-Taylor-Mode und t−1KH = kv/χ
1/2 der
Kelvin-Helmholtz-Mode wachsen mit zunehmender Wellenzahl k = 2π/λ. Hier bezeich-
net g die Gravitationsbeschleunigung, v die Relativgeschwindigkeit. Moden mit kleineren
Wellenlängen wachsen daher schneller an als größere Wellenlängen, weshalb es bei nu-
merischen Simulationen stets notwendig ist, eine ausreichend hohe räumliche Auflösung
zu verwenden. Denn nur dann findet man in Überschallströmungen um dichte Wolken
rasch einsetzende Rayleigh-Taylor- und Kelvin-Helmholtz-Moden, die zu einer raschen
Durchmischung des Wolkenmaterials mit dem umgebenden Medium führen, dem soge-
nannten Champagner-Effekt. Diese ließe sich nach Doroshkevich und Zeldovich (1981)
nur durch die Eigengravitation des Neutralgases unterbinden, dessen Masse dann aber
die Jeans-Masse überschreiten würde und einen gravitativen Kollaps auslösen würde
(Zeldovich Paradoxon).
Das Hinzufügen eines magnetischen Feldes parallel zur Strömung reduziert die Anwachs-
rate von Rayleigh-Taylor- und Kelvin-Helmholtz-Instabilitäten und verhindert durch
Hemmung der lateralen Expansion das vollständige Zerreißen der Wolke [Jones et al.,
2.2 Die Physik der Hochgeschwindigkeitswolken 61
1994; Mac Low et al., 1994; Jones et al., 1996; Miniati et al., 1999]. Das magnetische
Feld reduziert dabei die Stärke der Wirbel um die Wolke und damit die Vermischung von
Wolkengas und äußerem Medium [Jones et al., 1996]. Eine deutliche Verbesserung der
Stabilität, aber noch keine vollständige Stabilisierung bringt die Einführung einer Ma-
gnetfeldkomponente senkrecht zur Strömungsgeschwindigkeit [Mac Low et al., 1994; Jo-
nes et al., 1996; Miniati et al., 1999]. Durch die Kompression der Feldlinien vor der Wolke
und die Streckung der Feldlinien entlang der Wolke entsteht eine magnetische Barriere,
die die Entwicklung der Instabilitäten zwar hemmt, aber nicht vollständig unterdrückt
[Mac Low et al., 1994; Jones et al., 1996]. Die magnetische Energiedichte in der Barriere
wächst dabei exponentiell mit der Zeit an [Jones et al., 1996]. Stärkere Anfangsfelder ha-
ben einen größeren Einfluß auf die Stabilität. Die verstärkten Magnetfelder bilden dabei
die Regionen erhöhter Synchrotronemission der durch die Schocks beschleunigten Teil-
chen [Jones et al., 1994], da die Synchrotron-Strahlungsleistung mit dem Quadrat der
Magnetfeldstärke B skaliert [Lang, 1980; Abschnitt 1.25.]. Ein erwähnenswertes Beispiel
solch erhöhter Synchrotronemission zeigt ein Gasklumpen, der von der Vela Superno-
va ausgestoßen wurde [Strom et al., 1995]. Einen deutlich stabilisierenden Einfluß des
Magnetfeldes finden auch Santillán et al. (1999), die die Überschallkollision von kom-
pakten Plasmawolken mit einer parallel zur galaktischen Ebene magnetisierten Scheibe
untersuchen. Bei senkrechtem Einfall staut die HVC eine magnetische Barriere auf, die
stabilisierend auf die Wolke wirkt, solange deren Fall andauert. Ein deutlicher Schweif
bildet sich im Kielwasser der HVC aus. Bei schrägem Einfall kommt es jedoch zum
vollständigen Zerreißen der HVC. Ähnlich ergeht es Neutralgaswolken, die von Qui-
lis und Moore (2001) in einer hydrodynamischen Plasma-Überschallströmung simuliert
wurden. Reine Gaswolken werden dabei auf einer Zeitskala von etwa 107 Jahren zerstört,
während das Hinzufügen einer massiven Komponente aus dunkler Materie die Lebens-
dauer deutlich erhöht. In den Simulationen von Quilis und Moore (2001) zeigt sich
allerdings klar die Ausbildung eines Schweifes aus Wolkenmaterial. Brüns et al. (2000a)
schätzen die Lebensdauer von typischen HVC-Schweifen nach dem Modell von Wolfire
et al. (1995) zu etwa 105–106 yr ab, sehr viel kürzer als die Freifallzeiten von ∼ 107 yr
galaktischer HVCs. Sie finden weiter, daß HVCs mit höheren Neutralgasdichten deut-
lich langlebigere Schweife haben. Wolfire et al. (1995) lassen bei ihrem Modell jedoch
den Einfluß von Magnetfeldern außer acht. Im Verlaufe dieser Arbeit werden wir zeigen,
daß bereits schwache Magnetfelder einen entscheidenden Einfluß sowohl auf die Lebens-
zeit der HVCs als auch auf ihre Schweife haben. Dazu präsentieren wir die ersten Plasma-
Neutralgas-Simulationen, die die dynamische Entwicklung dichter Neutralgaswolken in
einer magnetisierten Plasma-Unterschallströmung untersuchen. Durch die korrekte Be-
handlung von Plasma und Neutralgas als getrennte Fluide ergeben sich im Gegensatz
zu den oben erwähnten Simulationen eine Reihe neuer physikalischer Effekte. So wirkt
beispielsweise die Wechselwirkung zwischen Plasma und Neutralgas dämpfend auf die
Entwicklung von Kelvin-Helmholtz-Instabilitäten (vgl. Abschnitt 3.4). Zudem untersu-
chen wir darüber hinaus den Einfluß einer endlichen Resistivität auf die Entwicklung von
magnetischer Barriere und Schweif (vgl. Abschnitt 3.5). Die Ergebnisse werden zeigen,
daß die Ausbildung einer magnetischen Barriere für Unterschallgeschwindigkeiten der
HVCs eine ausreichende Stabilisierung gegen Zerreißen und Evaporation bewirkt. Der
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magnetische Druck in der Barriere kompensiert dabei einen Teil des Neutralgasdruckes
und verhindert damit das Auseinanderfließen der Wolke. Für Magellansche HVCs ist da-
bei bereits ein Magnetfeld der Stärke ∼ 1 µG aureichend [Mirabel et al., 1979], welches
durch Magnetfeldverstärkung in der magnetischen Barriere leicht erreicht wird.
Galaktische Magnetfelder
Magnetfelder treten im Universum auf allen Skalen auf — angefangen von den nur etwa
10 km durchmessenden Pulsaren bis zu den einige Megaparsec großen Galaxienhaufen
und dem dazwischenliegenden Gas. Da sich geladene Teilchen nicht ohne weiteres senk-
recht zu den magnetischen Feldlinien bewegen können [Kippenhahn und Möllenhoff,
1975; § 10], haben Magnetfelder stets einen gewissen, manchmal sogar entscheidenden
Einfluß auf die Dynamik astrophysikalischer Plasmen, selbst dann, wenn diese nur teil-
weise ionisiert sind. Für die Dynamik von Hochgeschwindigkeitswolken sind daher die
interstellaren und intergalaktischen, insbesondere aber die Halomagnetfelder von Be-
deutung. Seit der Entdeckung der Radioastronomie durch Karl G. Jansky im Jahre
1932 hat es in der Beobachtung galaktischer Magnetfelder enorme Fortschritte gege-
ben. Kurzwellige Radiostrahlung ist zur Messung galaktischer Magnetfelder besonders
geeignet, da die großen Radioteleskope noch extrem schwache Strahlungsleistungen von
10−15 W nachweisen können und außerdem der störende Einfluß von Wolken geringer
ist als bei kürzeren Wellenlängen [Beck, 1997]. Die Abbildung 2.25 zeigt die Gesamtin-
tensität einer Durchmusterung der Milchstraße für Radiowellen mit 6.6 m, 73 cm und
21 cm Wellenlänge. Die höchste Radiointensität findet sich im Zentrum der Milchstraße
im Zentrum der Karten. Deutlich zu erkennen ist auch die galaktische Scheibe und der
ausgedehnte Radiohalo der Milchstraße, dessen filamentartige Struktur auf starke verti-
kale Strömungen schließen läßt. Solch ausgedehnte Radiohalos wurden auch in anderen
Galaxien wie z.B. NGC 4631, NGC 891 und M 82 gefunden [Seaquist und Odegard,
1991; Reuter et al., 1992; Hummel et al., 1988; Hummel und Dahlem, 1990; Hummel et
al., 1991]. Ihre z-Ausdehnung reicht von 5 kpc bis zu 8 kpc [Lesch und Harnett, 1993].
Um die Stärke und Orientierung galaktischer Magnetfelder zu messen, bedient man
sich unterschiedlicher Methoden. Die wichtigsten unter ihnen sind die Radiopolarisati-
onsmessung, die Messung der Sternlichtpolarisation, des Zeeman-Effektes und der Ro-
tationsmaße von Pulsaren und extragalaktischen Quellen [Han und Wielebinski, 2002;
Zeldovich et al., 1983]. Bei diesen Meßmethoden muß zwischen aktiven und passiven
Messungen unterschieden werden. Während bei den aktiven Methoden die Magnetfelder
am Ort der Entstehung oder Absorption der Strahlung bestimmt werden, werden bei den
passiven Methoden die Magnetfelder entlang der Sichtlinie zwischen der Strahlungsquel-
le und dem Beobachter bestimmt. Alle hier beschriebenen Methoden messen jedoch den
polarisierten Anteil der Radiostrahlung. Beim Zeeman-Effekt gibt die Aufspaltung einer
Emissions- oder Absorptionslinie, z.B. der 21 cm-Linie, Aufschluß über die Stärke der
Magnetfeldkomponente parallel zur Sichtlinie [Han und Wielebinski, 2002]. Aufgrund
der nur sehr schwachen Magnetfelder — wenige µG entlang der Sichtlinie — ist die
Aufspaltung jedoch sehr gering und nur schwer gegen instrumentelle Meßfehler abzu-
grenzen [Verschuur, 1995]. Daher hält sich die Zahl der bisher erfolgreichen Zeeman-
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Abb. 2.25: Durchmusterungen der Milchstraße bei 45 MHz (λ = 6.6 m), 408 MHz
(73 cm) und 1420 MHz (21 cm). Das galaktische Zentrum im Mit-
telpunkt der Karten weist die intensivste Emission auf. (Quelle:
http://www.mpifr-bonn.mpg.de/research/highlight/yearbook01a/
index.html)
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Abb. 2.26: Schematische Darstellung des Synchrotronstrahlungsprozesses und der
Faraday-Rotation (Quelle: http://www.mpifr-bonn.mpg.de/research/
highlight/yearbook01a/index.html)
Detektionen bei der 21 cm-Linie in Grenzen. Kazès et al. (1991) führten erfolgreiche
Zeeman-Messungen an mehreren HVCs durch. Ihre Daten liefern Werte um etwa 10 µG
für die Parallelkomponente des Magnetfeldes, vergleichbar mit den Magnetfeldern nor-
maler galaktischer HI-Wolken. Sie schließen daraus, daß es keinerlei Anzeichen für eine
Magnetfeldkompression gibt. Dennoch liegen die gemessenen Magnetfelstärken deutlich
über dem Wert von einigen Mikro-Gauß für Halomagnetfelder [Beuermann, 1985; Breg-
man, 1980; Kalberla und Kerp, 1999; Miniati et al., 1999], wobei ein Wert von etwa 1 µG
für große z-Höhen realistisch erscheint [Kalberla und Kerp, 1998]. Da sich mit heutigen
Zeeman-Messungen solch dünne Randschichten wie die magnetische Barriere noch nicht
auflösen lassen, kann man eine Magnetfeldkompression jedoch nicht wirklich ausschlie-
ßen. Vielmehr ist eine solche unausweichlich, da sich die teilweise ionisierten Wolken mit
hoher Geschwindigkeit relativ zum magnetisierten Hintergrundplasma bewegen.
Die Synchrotronstrahlung wird im wesentlichen von hochenergetischen Elektronen, in
den meisten Fällen aus der kosmischen Hintergrundstrahlung, bei ihrer Gyrationsbewe-
gung um die Magnetfeldlinien emittiert (Abb. 2.26). Sie ist senkrecht zum Magnetfeld
polarisiert und gibt dadurch Aufschluß über die Magnetfeldkomponente senkrecht zur
Sichtlinie. Die Intensität der Synchrotronstrahlung ist dabei proportional zu B2⊥ [Lang,
1980; Kapitel 1.25.]. Zusammen mit Zeeman-Messungen läßt sich daraus also ein drei-
dimensionales Bild der gemessenen Magnetfelder zusammensetzen.
Einen Wert für die Senkrechtkomponente des Magnetfeldes liefert auch die Messung
von Sternenlicht, daß bei der Streuung an Staubteilchen, die im galaktischen Magnet-
feld ausgerichtet sind, polarisiert wird (Davis-Greenstein-Effekt ; Davis und Greenstein,
1951). Dies ist jedoch ein passiver Effekt, bei dem das beobachtete Magnetfeld zwar die
Polarisation der Strahlung, nicht aber deren Frequenz bestimmt.
Gleichfalls ein passiver Effekt ist die Faraday-Rotation von polarisierter Strahlung beim
Durchgang durch ein magnetisiertes Plasma. Hierbei wirkt das magnetisierte Plasma
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Abb. 2.27: Diffuse und polarisierte Emission der Milchstraße bei 2.7 GHz
(Quelle: http://www.mpifr-bonn.mpg.de/research/highlight/
yearbook01a/index.html)
durch seine freien Elektronen wie ein optisch aktives Medium und dreht den Polarisati-
onsvektor des elektrischen und magnetischen Feldes beim Durchgang durch das Plasma
in Abhängigkeit von der Elektronendichte und der Parallelkomponente des Magnetfeldes.
Dies ist in Abbildung 2.26 anschaulich dargestellt. Der Winkel, um den der E-Vektor
gedreht wird, ist durch
Ω = λ2RM (2.13)
gegeben, wobei
RM = 0.81
∫ Beobachter
Quelle
neB · dl (2.14)
das Rotationsmaß der Sichtlinie in Richtung der beobachteten Quelle ist [Lang, 1980;
Kapitel 1.33.]. Das Rotationsmaß RM hängt somit von der Elektronendichte ne und
der Projektion des Magnetfeldes auf den Sichtlinienvektor dl ab. Dieser ist in (2.14) in
Parsec anzugeben. Der Drehwinkel Ω ist in rad angegeben und hängt quadratisch von
der Wellenlänge λ der gemessenen Strahlung ab. Bei Wellenlänge unterhalb von 3 cm ist
die Faraday-Rotation gering [Beck, 1997], weswegen man meist längerwellige Bereiche
untersucht. Als Quellen dienen dabei extragalaktische Radioquellen wie Aktive Galakti-
sche Kerne in Quasaren und Pulsare. Da die ursprüngliche Polarisationsrichtung bei der
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Emission meist nicht bekannt ist, bestimmt man das Rotationsmaß RM üblicherweise
durch mehrere Messungen bei unterschiedlichen Wellenlängen. Daraus läßt sich dann
die Magnetfeldrichtung und unter Kenntnis von Dimension und Ionisationsgrad des op-
tisch aktiven Mediums entlang der Sichtlinie (z.B. einer teilweise ionisierten HVC) die
Magnetfeldstärke bestimmen.
Nach den bisherigen Messungen nimmt man an, daß galaktische Magnetfelder aus einer
mittleren geordneten Komponente und einer ungeordneten, turbulenten Komponente
bestehen. Aus dem Vergleich von polarisierter und unpolarisierter Radiostrahlung von
Galaxien entnimmt man, daß beide Komponenten Feldstärken im Bereich von wenigen
µG besitzen [Miniati et al., 1999]. Die Abbildungen 2.27 und 2.28 zeigen Darstellun-
gen der diffusen, d.h. unpolarisierten, und polarisierten Radiointensität bei 2.7 GHz für
einen Teil der Milchstraße und NGC 4631. Man erkennt daraus, daß die unpolarisierte
Intensität schnell mit der Entfernung von der Scheibe abnimmt, während die polarisierte
Intensität ihr Maximum in einiger Entfernung von der galaktischen Scheibe hat. Eine
mögliche Erklärung liegt in den turbulenten Gasbewegungen aufgrund von Supernovae-
Explosionen, Sternentstehungen und stellaren Winden innerhalb der galaktischen Schei-
be, die zu einer Depolarisation der Radiostrahlung führen [Beck et al., 2001]. Mit zuneh-
mender Entfernung von der Scheibe nimmt der Einfluß solche Plasmaströmungen ab, so
daß der Polarisationsgrad der Strahlung ansteigt. Beobachtungen zeigen, daß stark in-
teragierende Galaxien wie M 82 und NGC 4631 aufgrund der massiven Sternentstehung
durch ihre gravitative Wechselwirkung deutlich ausgedehntere Radiohalos als schwach
interagierende Galaxien wie NGC 252 oder die Milchstraße [Lesch und Harnett, 1993]
besitzen. Bei ihnen findet man, daß die galaktischen Magnetfelder im wesentlichen senk-
recht zur galaktischen Scheibe ausgerichtet sind [Hummel et al., 1988; Hummel und
Dahlem, 1990], verursacht durch starke Gasströmungen senkrecht zur Scheibe. Anders
ist es bei den schwach interagierenden Galaxien. Hier ist das reguläre Magnetfeld im
wesentlichen parallel zur Scheibe ausgerichtet [Lesch und Harnett, 1993; Miniati et al.,
1999]. Entscheidend dafür, ob galaktische Magnetfelder eher parallel oder senkrecht zur
Scheibe ausgerichtet sind, ist das Verhältnis der Zeitskala der Sternentstehung zur Zeits-
kala des galaktischen Dynamos [Lesch und Harnett, 1993]. Ist die Sternentstehung lang-
sam genug, so wird der galaktische Dynamo effizient und die galaktischen Magnetfelder
werden parallel zur Scheibe ausgerichtet. Ein solcher Fall liegt bei der Milchstraße und
M 51 vor. Die Abbildung 2.29 zeigt die Gesamtintensität der Radiostrahlung von M 51
bei 6 cm Wellenlänge. Die Striche geben die Richtung des Magnetfeldes an. Man sieht
schön, wie die Magnetfeldstruktur der Spiralstruktur der Galaxie folgt. Bei genauerer
Untersuchung zeigt sich jedoch, daß die Struktur des Magnetfeldes gegenüber den Spir-
alarmen der Galaxie leicht versetzt ist [Beck et al., 1999].
Verglichen mit dem Halodurchschnitt weisen die HI-Wolken mit Feldstärken von 3 bis
12 µG z.T. deutlich stärkere Magnetfelder auf [Myers et al., 1995]. Diese müssen daher
durch Kompression der Halofelder entstanden sein, entweder bei der Kondensation der
Wolken oder bei der in Kapitel 3 beschriebenen Bildung einer magnetischen Barriere.
Aus Gleichsetzen des Staudruckes pS = 12ρnv
2
n mit dem magnetischen Druck pB = B
2/8π
ergibt sich, daß die Magnetfeldstärke in der magnetischen Barriere und innerhalb von
HVCs mit B ∝ √ρn skaliert [Benjamin, 1999]. Dieses Anwachsen des Magnetfeldes mit
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der Teilchendichte n läßt sich auch bei anderen Objekten beobachten. So zeigen Beob-
achtungen von OH- und H2O-Maserwolken, daß für Dichten n > 102 cm−3 gilt: B ∝ nk
mit k = 0.5 ± 0.1 [Fiebig und Güsten, 1989]. Bei der Bewegung einer HVC durch ein
magnetisiertes, ideales Plasma muß es zwangsläufig zur Kompression der Komponente
des Magnetfeldes senkrecht zur Bewegungsrichtung kommen. Diese endet erst, wenn der
magnetische Druck den Staudruck der Plasmaströmung egalisiert. Es entsteht eine ma-
gnetische Barriere, die die HVC dynamisch stabilisiert. Dieser Prozeß wird in Kapitel 3
anhand von numerischen Simulationen detailliert beschrieben.
Abb. 2.28: Diffuse und polarisierte Emission der Spiralgalaxie NGC 4631
bei 2.7 GHz (Quelle: http://www.mpifr-bonn.mpg.de/research/
highlight/yearbook01a/index.html)
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Abb. 2.29: Gesamte Radiostrahlung der Spiralgalaxie M 51 bei 6 cm Wel-
lenlänge. Die Striche geben die Richtung der Magnetfeldlinien an.
(Quelle: http://www.mpifr-bonn.mpg.de/research/highlight/
yearbook99a/index.html)
2.3 Der kritische Geschwindigkeitseffekt
Schwierigkeiten des Photoionisationsmodells
In Kapitel 2.1 wurde das Photoionisationsmodell zur Erklärung der Hα-Emissionen
von einer Vielzahl von Hochgeschwindigkeitswolken beschrieben. Es ist in der Lage,
die gemäßigten Emissivitäten der meisten HVCs in Hα zu erklären, jedoch versagt es
bei der Interpretation der Hα-Emission der Magellanschen HVCs. Weiner und Williams
(1996) und Weiner et al. (2001) beobachteten starke Hα-Emissionen von den Frontsei-
ten der Wolken MS II, MS III und MS IV mit einer Oberflächenhelligkeit von mehreren
Hundert Milli-Rayleigh bis zu einem Rayleigh. Die gemessenen Werte sind damit mehr
als eine Größenordnung höher als die vom Photoionisationsmodell vorhergesagten 45 mR
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[Weiner et al., 2002; Bland-Hawthorn und Maloney, 2002]. Weiterhin variieren die gemes-
senen Oberflächenhelligkeiten im Magellanschen Strom um mehrere Größenordnungen
[Weiner et al., 2001; 2002] (siehe Abbildung 2.6), was einem galaktischen Photoioni-
sationsmodell widerspricht, da sich der Magellansche Strom in einer etwa konstanten
Entfernung von der galaktischen Scheibe befindet und die Variationen keineswegs sy-
stematisch entlang des Stromes sind. Schließlich werden erhöhte Hα-Emissionen beson-
ders an den Frontseiten der HVCs gemessen, wo auch starke Dichtegradienten auftreten
[Weiner und Williams, 1996; Weiner et al., 2001]. Dies läßt sich mit einem homogenen
Abb. 2.30: Integrierte HI-Intensität des Magellanschen Stromes. Rauten stellen Detek-
tionen von Hα-Emissionen dar, wobei die Größe der Raute die Intensität
wiedergibt. Dreiecke repräsentieren Nicht-Detektionen. [Putman, 2000]
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Photoionisationsfluß nicht erklären. Somit benötigt man einen anderen Mechanismus zur
Erklärung der beobachteten Hα-Flüsse. In Abbildung 2.30 sind die Detektionen von Hα-
Emissionen entlang des Magellanschen Stromes durch Rauten dargestellt. Eine genauere
Auflösung zeigt eine Korrelation mit starken Dichtegradienten im HI-Gas [Weiner et al.,
2001]. Dies deutet auf eine Ionisation des neutralen Wasserstoffes durch Stöße hin. Für
einen solchen Mechanismus sprechen auch die Detektionen von OVI-Absorption ent-
lang des Magellanschen Stromes [Weiner et al., 2001]. Eine mögliche Erklärung wäre
die Ionisation des Wasserstoffes durch starke Schockwellen. Jedoch wurden bisher keine
Anzeichen von solchen Schockwellen im Zusammenhang mit den Magellanschen HVCs
beobachtet. Wir stellen in diesem Kapitel mit dem kritischen Geschwindigkeitseffekt
einen alternativen und effektiven Ionisationsmechanismus vor, der in der Lage ist, die
starken Hα-Emissionen der Magellanschen HVCs auch ohne Schockwellen zu erklären.
Die Theorie des kritischen Geschwindigkeitseffekts
Die Bewegung der Hochgeschwindigkeitswolken des Magellanschen Stromes durch den
äußeren galaktischen Halo sind ein Beispiel für die Wechselwirkung eines kalten, schwach
ionisierten Gases mit einem vollständig ionisierten, magnetisierten Plasma. Im Jahre
1954 stellte H. Alfvén die Behauptung auf, daß ein Plasmastrom mit Geschwindigkeit
v = vêx senkrecht zu einem Magnetfeld B = B0êz das umgebende Neutralgas ionisiert,
Elemente in Ionisations- Atomares Kritische
atomarer Form potential ϕI Gewicht A Geschwindigkeit vc
in V in mu in km s−1
Wasserstoff H 13.6 1 51.0
Helium He 24.6 4 34.3
Sauerstoff O 13.6 16 12.8
Stickstoff N 14.5 14 14.1
Neon Ne 21.6 20 14.4
Schwefel S 10.4 32 7.9
Kohlenstoff C 11.3 12 13.4
Barium Ba 5.2 137 2.7
Tabelle 2.3: Erste Ionisationspotentiale und kritische Geschwindigkeiten für einige
häufige Elemente [Raduu, 1981]
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wenn seine Relativgeschwindigkeit den kritischen Wert
vc =
√
2eϕI
ma
(2.15)
überschreitet [Alfvén, 1954; 1960]. Dabei bezeichnen e = 4.8 · 10−10 statcoul die Ele-
mentarladung, ϕI das Ionisationspotential und ma die Masse des Neutralgasatoms. Die
kritische Geschwindigkeit vc ist damit die Geschwindigkeit, bei der die kinetische Energie
des Neutralgasatoms seiner Ionisationsenergie entspricht. In Tabelle 2.3 sind die Ionisa-
tionspotentiale ϕI und kritischen Geschwindigkeiten vc für die ersten Ionisationsstufen
einiger häufiger Elemente angegeben. Die atomare Masseneinheit ist mit mu bezeichnet.
Zwei Dinge sind hierbei wichtig. Erstens: Alle aufgeführten kritischen Geschwindigkei-
ten sind deutlich kleiner als die typischen LSR- und Abweichungsgeschwindigkeiten der
HVCs im Magellanschen Strom. Und zweitens: Das Helium-Atom hat aufgrund seiner
viel größeren Masse trotz des höheren Ionisationspotentials eine geringere kritische Ge-
schwindigkeit als das Wasserstoff-Atom.
Die Geometrie des kritischen Geschwindigkeitseffekts im Ruhesystem des Neutralgases
ist in Abbildung 2.31 schematisch dargestellt. Bei der Bewegung des Plasmas mit Ge-
schwindigkeit v senkrecht zum Magnetfeld B entsteht durch die Lorentzkraft auf die
Ladungen wie beim Hall-Effekt ein elektrisches Polarisationsfeld
E = −1
c
[v ×B] , (2.16)
wobei c die Lichtgeschwindigkeit ist. Dieses Polarisationsfeld ermöglicht andererseits
über die E × B-Drift die Bewegung des Plasmas senkrecht zum Magnetfeld mit der
Abb. 2.31: Schematische Darstellung der Strömung eines Plasmas durch ein neutrales
Gas senkrecht zu einem Magnetfeld und der Trajektorie eines neu ionisier-
ten Atoms im E- und B-Feld [Galeev, 1981]
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Driftgeschwindigkeit
uE = v = c
E ×B
B2
. (2.17)
Die Entstehung des Polarisationsfeldes E ist in Abbildung 2.32 anhand eines Wasserstoff-
Plasmas (e−, H+) dargestellt. Die neu ionisierten Atome und neuen freien Elektronen
werden in diesem Polarisationsfeld beschleunigt und aufgrund ihrer unterschiedlichen
Gyrationskreisfrequenzen ωce,i = eB/me,ic auf einer Zeitskala τ < ωci räumlich von-
einander getrennt, was dazu führt, daß ein entgegengerichtetes Polarisationsfeld ∆E
entsteht, welches das ursprüngliche Polarisationsfeld und damit die Driftgeschwindig-
keit (2.17) verringert. Somit wird durch den Ionisationsprozeß eine Abbremsung der
Plasmabewegung bewirkt. Energie wird vom Plasma auf die neuen Ionen übertragen
[Raduu, 1978].
Auf den ersten Blick könnte man meinen, daß bei Geschwindigkeiten, die größer als die
kritische Geschwindigkeit sind, die Neutralgasatome durch inelastische Stöße mit den
Plasmaionen und -elektronen ionisiert werden. Dabei treten jedoch zwei Probleme auf.
Zur Ionisation beim inelastischen Stoß kann nur die kinetische Energie der Ionen im
Schwerpunktssystem aufgewendet werden. Somit muß deren Geschwindigkeit also etwa
doppelt so groß (bei Massengleichheit von Ionen und Neutralgasatomen) wie die kritische
Geschwindigkeit sein [Sherman, 1973]. Weiterhin ist der Ionisationsquerschnitt des Was-
serstoffatoms gegen ionisierende Stöße mit Ionen kleiner als mit Elektronen [Mitchner
und Kruger, 1973; Kapitel 2.14]. Die kinetische Energie der Elektronen mit der kriti-
Abb. 2.32: Ein Wasserstoff-Plasma bewegt sich mit der E × B-Driftgeschwindigkeit
uE senkrecht zum Magnetfeld. Die Trajektorie der neu ionisierten Atome
ist am Beispiel des Heliums dargestellt. [Raduu, 1978]
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Abb. 2.33: Ein Neutralgas bewegt sich über ein magnetisiertes Plasma. Die Trajektorie
eines neu erzeugten Ions und das Polarisationsfeld durch die neue entstan-
denen Ionen ist dargestellt. [Newell, 1985]
schen Geschwindigkeit ist jedoch um einen Faktor me/mi kleiner als die der Ionen und
liegt damit im Bereich von Milli-Elektronenvolt. Beim kritischen Geschwindigkeitseffekt
handelt es sich nun um einen Mechanismus, der die Elektronen auf die zur Ionisation
benötigten Energien bringt.
Betrachten wir dazu den äquivalenten Fall eines Neutralgases, welches sich mit Rela-
tivgeschwindigkeit v durch ein Plasma und senkrecht zu einem Magnetfeld B bewegt
(Abb. 2.33). Die neu entstandenen Ionen besitzen aufgrund ihrer größeren Masse einen
größeren Gyrationsradius als die Elektronen. Daher kommt es zur Ausbildung einer
polarisierten Randschicht der Dicke rce  d  rci , wobei rce,i = me,icv/eB die Gyrati-
onsradien der Elektronen und Ionen sind. Es entsteht ein Polarisationsfeld, welches die
Bewegung der neuen Ionen abbremst (Abb. 2.33).
Bei der Bewegung eines Neutralgases durch ein Plasma entstehen stets einige Saationen
durch externe Ionisationsquellen wie UV-Photonen des Strahlungshintergrundes, hoch-
energetische Elektronen in stellaren Winden oder Ladungsaustausch mit den Plasma-
Ionen. Die neu entstandenen Ionen und Elektronen bewegen sich nach dem Ionisati-
onsprozeß weitgehend mit der ursprünglichen Geschwindigkeit v des Neutralgases rela-
tiv zum ruhenden Plasmahintergrund. Da nun die Elektronen eine mi/me-mal höhere
Gyrationsfrequenz als die Ionen besitzen, verliert ihre Bewegung durch Isotropisierung
schneller die von der Bewegung des Neutralgases vorgegebene Vorzugsrichtung. Die Elek-
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tronen werden deutlich schneller durch die Gyrationsbewegung ”magnetisiert“ als die
Ionen (siehe Abbildung 2.33). Auf der Zeitskala der Elektronengyration bewegen sich
also die neu gebildeten Ionen im wesentlichen geradeaus. Sie bilden daher einen Ionen-
strahl f+ vor dem Hintergrund fi der Plasmaionen (Abb. 2.34(a)). Auf der Zeitska-
(a) strahlförmige Verteilungsfunktion (b) ringförmige Verteilungsfunktion
Abb. 2.34: Ionen-Verteilungsfunktionen beim kritischen Geschwindigkeitseffekt für die
Fälle νIon  Ω+ und νIon < Ω+
la der Ionengyrationsbewegung wird diese strahlförmige Verteilungsfunktion zu einer
ringförmigen Verteilungsfunktion, wie sie in Abbildung 2.34(b) dargestellt ist. Entschei-
dend dafür, welcher der beiden Typen von Verteilungsfunktionen für das System der
HVCs im magnetisierten Plasma nun vorliegt, ist, wie hoch die Ionisationsfrequenz νIon
im Vergleich zur Gyrofrequenz Ω+ der neu entstehenden Ionen ist. Ist die Ionisations-
frequenz sehr viel größer als die Gyrofrequenz, so ist die Verteilung der neuen Ionen
annähernd strahlförmig, während für Ionisatonsfrequenzen kleiner oder gleich der Gyro-
frequenz eine ringförmige Verteilung vorliegt. Beide Konfigurationen sind instabil gegen
die Anregung elektrostatischer Wellen, da ihre Verteilungsfunktionen positive Gradien-
ten ∂f/∂v besitzen [Lesch, 1987]. Die im Zusammenhang mit dem kritischen Geschwin-
digkeitseffekt diskutierten Instabilitäten sind die Untere Hybrid-Driftinstabilität und
die modifizierte Zwei-Strom-Instabilität [Galeev, 1981; Raduu, 1978]. Bei beiden werden
elektrostatische Wellen angeregt, welche die freien Elektronen durch turbulente Heizung
auf höhere kinetische Energien bringen. Bei ausreichender Effizienz dieser Heizung wird
ein Teil der Elektronen auf kinetische Energien jenseits der Ionisationsenergie des Neu-
tralgases beschleunigt, so daß diese nun ionisierende Stöße mit den Neutralgasteilchen
vollführen können. Die aus diesen Ionisationsprozessen hervorgehenden Ionen tragen ih-
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Abb. 2.35: Blockschema für den Kettenprozeß beim kritischen Geschwindigkeitseffekt
[Galeev, 1981].
rerseits nun wieder zur instabilen Verteilungsfunktion bei, so daß sich der Effekt wie bei
einer Gasentladung lawinenartig verstärken kann. Damit dies geschieht, müssen sich die
Parameter des Plasmas und Neutralgases, sowie des Magnetfeldes innerhalb gewisser
Grenzen bewegen, die nun im folgenden kurz skizziert werden sollen. Der gesamte Pro-
zeß des kritischen Geschwindigkeitseffekts ist in Abbildung 2.35 schematisch dargestellt.
Für den Fall einer Plasmaströmung relativ zu Neutralgas und Magnetfeld ergibt sich ein
leicht verändertes Schema (siehe z.B. Petelski et al., 1980), die physikalischen Prozesse
sind jedoch dieselben.
Energiebilanz der Elektronen:
Der Energieübertrag vom Ionenstrahl auf die Elektronen geschieht beim kritischen
Geschwindigkeitseffekt stoßfrei über elektrostatische Wellen. Die Untere Hybrid-Driftin-
stabilität wird durch die Drift der neu gebildeten Ionen relativ zum Plasmahintergrund
getrieben, während die Zwei-Strom-Instabilität, modifiziert durch das magnetische Feld,
ihre Energie aus der relativen Drift zwischen den neuen Ionen und den schnell magneti-
sierten Elektronen nimmt. In beiden Fällen jedoch stammt die Energie für die Heizung
der Elektronen aus der Relativbewegung von Neutralgas und Plasma. Man erwartet so-
mit auch hier eine kritische Geschwindigkeit vcrit, oberhalb derer der kritische Geschwin-
digkeitseffekt einsetzt. Der Wert für die kritische Geschwindigkeit ergibt sich dabei aus
der Energiebilanz für die Elektronen.
Die zeitliche Änderung der thermischen Energie der Elektronen beträgt [Galeev, 1981]:
d
dt
(nekBTe) = ∆Egain −∆Eloss = νIonne
[
η
1
2
mav
2 − eϕI
]
. (2.18)
Hierbei bezeichnen Te die Elektronentemperatur, kB = 1.38 · 10−16 erg K−1 die Boltz-
mann-Konstante und η den Bruchteil der kinetischen Energie eines neu gebildeten Ions,
der in der Zeit zwischen zwei ionisierenden Stößen über die turbulente Heizung auf
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die Elektronen übertragen wird. Der Energiegewinn ∆Egain = νIonneη 12mav
2 resultiert
also aus der Relativbewegung von Neutralgas und Plasma und wird durch die elek-
trostatischen Wellen auf die Elektronen übertragen. Die Verluste ∆Eloss = νIonneeϕI
rühren von den ionisierenden Stößen der Elektronen mit den Neutralgasatomen her.
Die Änderung der Elektronentemperatur dTe/dt erhält man, wenn man berücksichtigt,
daß sich die Teilchendichte ne der freien Elektronen nur durch ionisierende Stöße ändert:
dne/dt = νIonne.
Im stationären Gleichgewicht d(nekBTe) /dt = 0 ergibt sich aus der Energiebilanz (2.18)
die kritische Ionisationsgeschwindigkeit zu
vcrit = η−
1
2
√
2eϕI
ma
. (2.19)
Der Effizienzparameter η ergibt sich aus der Detailanalyse der Instablitäten, die zur
Elektronenheizung beitragen. Er ist jedoch immer kleiner als Eins.
Quasilineare Analyse für die Untere Hybrid-Mode:
Die hier dargestellte quasilineare Analyse für die Untere Hybrid-Instabilität wurde von
Galeev (1981) durchgeführt. Für die Frequenz ω und den Wellenvektor k der Unteren
Hybrid-Mode gilt:
ωci  Reω  ωce , Imω  Ω+
krce  1  krci , k‖  k⊥ , (2.20)
wobei ωcj = eB/mjc die Gyrofrequenzen und rcj = vthj/ωcj die Gyroradien der Teil-
chenspezies j des Plasmas sind. Deren thermische Geschwindigkeit ist gegeben durch
vthj =
√
2kBTj/mj . Die Gyrofrequenz der neu gebildeten Ionen ist Ω+ = eB/mac.
Im Falle von neutralen Wasserstoffwolken wie den HVCs stimmt diese mit der Plasma-
Ionen-Gyrofrequenz überein. Die Komponten des Wellenvektors k parallel und senkrecht
zum Magnetfeld sind mit k‖ und k⊥ bezeichnet. Der Index + kennzeichnet im folgenden
stets die neu gebildeten Ionen.
Um die Anwachsrate der elektrostatischen Unteren Hybrid-Moden zu ermitteln, be-
stimmt man deren Dispersionsrelation aus der dielektrischen Funktion des Plasmas [Mi-
hailovskii, 1971]:
ε(ω, k) = 1 +
ω2pe
ω2ce
−
ω2pi
ω2
−
ω2pek
2
‖
ω2k2
+
ω2p+
k2n+
∫
k · ∂vf+
ω − k · v + i0
d3v . (2.21)
Hierbei bezeichnen ωpj =
√
4πe2nj/mj die Plasmafrequenz der Spezies j, n+ die Dichte
und f+(r,v) die Verteilungsfunktion der ionisierten Atome. ∂v bezeichnet den Gradi-
enten bzgl. v.
Die Eigenfrequenzen ωk und Wachstumsraten γk der Unteren Hybrid-Moden findet
man durch Lösen der Gleichung
Re
[
ε
(
ωk,k
)]
= 0 (2.22)
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und durch Einsetzen der Lösung in die Gleichung
γk = −
Im
[
ε
(
ωk,k
)]
∂Re
[
ε
(
ωk,k
)]
∂ωk
. (2.23)
Die kinetische Wellengleichung in der Näherung schwacher Turbulenz lautet nach Sag-
deev und Galeev (1969):(
γ+
k
+ γek
)
Wk = nichtlineare Terme . (2.24)
Die Energiedichte in den Eigenmoden k ist Wk, γ
+
k
ist die Anwachsrate der Eigenmoden
durch die Wellenanregung durch die ionisierten Atome und γek < 0 ist die Dämpfungsrate
durch die Absorption der Wellen durch die Elektronen. Die Beschleunigung der Elek-
tronen im elektrostatischen Wellenfeld führt schließlich zu einer Abweichung von der
thermischen Maxwell-Verteilung der Elektronen (vgl. Gleichung (3.1)) durch Ausbil-
dung eines hochenergetischen Ausläufers. Die neu ionisierten Atome regen aufgrund
ihrer instabilen Verteilungsfunktion die Unteren Hybrid-Wellen an, die ihrerseits nun
von den Resonanzelektronen im Ausläufer der Elektronenverteilungsfunktion absorbiert
werden. Dadurch sinkt die Energiedichte im Wellenfeld (Landau-Dämpfung) und die
nichtlinearen Terme in (2.24) werden unbedeutend. Damit wird aus Gleichung (2.24)
die Gleichung
γ+
k
Wk = −γ
e
kWk . (2.25)
Um eine Lösung für die Anwachsraten γk bestimmen zu können, benötigt man die
quasilineare Gleichung für die zeitliche Ableitung der Verteilungsfunktion f+ der ioni-
sierten Atome (vgl. Sagdeev und Galeev, 1969; Galeev, 1981). Im Grenzfall, daß die
Ionisationszeit sehr viel größer als die quasilineare Relaxationszeit ist, läßt sich die Ver-
teilungsfunktion der neu gebildeten Ionen als
f+(r,v, t) = n+(r, t) F+(v) (2.26)
mit der auf Eins normierten quasistationären Verteilungsfunktion F+(v) schreiben. Für
den Fall, daß eine dichte Neutralgaswolke auf ein dünnes Plasma trifft, gilt: n+  ni;
und somit: n+ ≈ ne. Damit folgt: ∂n+/∂t = νIonn+.
Unter diesen Bedingungen läßt sich das Gleichungssystem in Form einer Kette von Ener-
gieerhaltungsprozessen schreiben:
1
2
νionn+ma
∫
v2 [F0 − F+] d3v︸ ︷︷ ︸ =
∑
k
2γ+
k
Wk︸ ︷︷ ︸
instabile Verteilungsfunktion Wellenanregung
= −
∑
k
2γekWk︸ ︷︷ ︸
=:
1
2
νionneηmav
2︸ ︷︷ ︸
Elektronenheizung definiert η
(2.27)
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Hier bezeichnet F0(v) die ursprüngliche Verteilungsfunktion der neu ionisierten Atome.
Im folgenden betrachten wir drei unterschiedliche Fälle für die Ionisationsrate νIon:
1.) dichtes Neutralgas mit hoher Ionisationsrate νIon  Ω+:
In diesem Fall ist die anfängliche Verteilungsfunktion die Verteilungsfunktion eines kal-
ten Ionenstrahls: F0(v) = δ(vx + v) δ(vy) δ(vz).
Durch eindimensionale quasilineare Diffusion zu geringeren Geschwindigkeiten in x-
Richtung bildet sich die stationäre Verteilungsfunktion
F+(vx) =
{
1
v für −v ≤ vx ≤ 0
0 für vx > 0, vx < −v
(2.28)
aus, wobei v die konstante Relativgeschwindigkeit von Neutralgas und Plasma ist. Aus
Gleichung (2.27) ergibt sich dann der Bruchteil η der Energie der ionisierten Atome, der
durch die Wellen auf die Elektronen übertragen wird, zu
η =
2
3
, (2.29)
unabhängig vom Wellenspektrum.
2.) niedrige Ionisationsrate νIon  Ω+:
In diesem Fall ist, wie schon erwähnt, die Verteilungsfunktion ringförmig:
F0(v) =
1
π
δ
(
v2⊥ − v2
)
δ
(
v‖
)
. (2.30)
Die Verteilungsfunktion weitet sich hier nun sowohl zu größeren als auch zu kleineren Ge-
schwindigkeiten v⊥ senkrecht zum Magnetfeld aus, bleibt jedoch in der Ebene senkrecht
Abb. 2.36: Marginal stabile Verteilungsfunktion der ionisierten Atome im Falle einer
geringen Ionisationsrate νIon  Ω+ [Galeev, 1981]
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zum Magnetfeld isotrop [Galeev, 1981]. Die stationäre Verteilungsfunktion ist durch
F+(v) =
1
πv2
Ψ
(
v2⊥
v2
)
δ
(
v‖
)
(2.31)
gegeben. Die zugehörige Funktion Ψ
(
v2⊥
v2
)
ist in Abbildung 2.36 dargestellt. Man defi-
niert nun einen Parameter a durch das Verhältnis der quasilinearen Diffusionszeit zur
Ionisationszeit:
a2 :=
16
25νIon∑
k
4ω2
k
kv ·
e2
∣∣∣ϕk∣∣∣2
m2av
4
. (2.32)
Dabei ist k2
∣∣ϕk∣∣2 /8π die elektrische Feldenergie in der Wellenmode k.
Wenn sich ein hochenergetischer Ausläufer in der Elektronenverteilungsfunktion ausbil-
det, fällt dieser Wellenenergielevel und der Parameter a wächst. In Abbildung 2.37 ist der
Anteil der kinetischen Energie der ionisierten Atome, der auf die Elektronen übertragen
wird, in Abhängigkeit vom Parameter a aufgetragen. Der Effizienzparameter η nimmt
mit wachsendem a zu und erreicht seinen maximalen Wert
η(2.8) ≈ 0.025 (2.33)
bei einem Parameterwert a ≈ 2.8.
3.) Bei kleinen (νIon  Ω+), aber nicht zu kleinen Ionisationsraten können nichtlineare
Effekte bedeutsam werden.
Verwendet man nun die berechneten Effizienzparameter η, so erhält man die kritische
Abb. 2.37: Der Bruchteil der Energie der ionisierten Atome, der auf die Elektronen
übertragen wird, in Abhängigkeit von dem Parameter a [Galeev, 1981]
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Geschwindigkeit vcrit in Abhängigkeit von der Ionisationsrate:
vcrit =
√
2eϕI
ma
·

6.3 für νionΩ+ ≤ 3.7
√
me
ma
Isotropisierung
6.3
[
νion
3.7Ω+
√
ma
me
]1/5
für 1  νionΩ+ ≥ 3.7
√
me
ma
nichtlineares Regime
1.15 für νion ≥ Ω+
Strahl
. (2.34)
Man erkennt hieraus und aus Tabelle 2.3 sofort, daß der kritische Geschwindigkeitseffekt
für HVCs nur dann eine Rolle spielen kann, wenn die Ionisationsrate νIon hoch genug
ist, um eine strahlförmige Verteilungsfunktion der neu gebildeten Ionen zu garantieren.
Für den Fall der Isotropisierung reichen die Relativgeschwindigkeiten der HVCs nicht
aus, um eine Gasentladung aufrechtzuerhalten.
Analyse für die modifizierte Zwei-Strom-Instabilität:
Die Driftbewegung der neu gebildeten Ionen relativ zu den Elektronen kann eine Zwei-
Strom-Instabilität antreiben, welche durch das magnetische Feld im Plasma modifiziert
wird. Die elektrostatischen Moden der Zwei-Strom-Instabilität beschleunigen die Elek-
tronen dann parallel zum Magnetfeld [Buneman, 1962]. Die nun folgende Analyse der
modifizierten Zwei-Strom-Instabilität wurde von Raduu (1978) im Hinblick auf den kri-
tischen Geschwindigkeitseffekt durchgeführt.
Die energetisch bedeutsamsten Moden der modifizierten Zwei-Strom-Instabilität sind
diejenigen, die annähernd senkrecht zum Magnetfeld propagieren [Sherman, 1969; 1972].
Das Anwachsen dieser Moden hört auf, wenn die beschleunigten Elektronen (im Ausläufer
der Verteilungsfunktion) eine Energie von der Größenordnung 12mav
2
d besitzen, wobei
vd die Driftgeschwindigkeit der Ionen relativ zum Elektronenhintergrund ist. Damit die
Elektronen ionisierende Stöße mit den Neutralgasatomen durchführen können, muß diese
Energie größer als die Ionisationsenergie eϕI der Neutralgasatome sein. Somit muß gel-
ten: vd ≥ vc.
In einer solchen Situation, in der Ionen relativ zum Elektronenhintergrund und senk-
recht zu einem Magnetfeld strömen, spricht man von einer modifizierten Zwei-Strom-
Instabilität. Eine grundlegende Voraussetzung für die Beschleunigung der Elektronen
durch die Moden dieser Instabilität ist, daß sich die Elektronen während des Anwachsens
der Instabilität im wesentlichen parallel zu den magnetischen Feldlinien bewegen [Raduu,
1978]. Bei elektrostatischen Moden ist das elektrische Feld parallel zum Wellenvektor k
der Mode. Da diese im wesentlichen senkrecht zu den Feldlinien propagiert, ist auch ihr
elektrisches Feld im wesentlichen senkrecht zum Magnetfeld (Abb. 2.38). Das elektri-
sche Feld schließe nun einen Winkel θ mit dem magnetischen Feld ein. Dann ruft die
E-Feld-Komponente E cos θ parallel zum B-Feld eine Beschleunigung v̇ = − eme E cos θ
der Elektronen parallel zum Magnetfeld hervor. Deren Komponente parallel zum elek-
trischen Feld der Mode ist nun v̇ cos θ = − eme E cos
2 θ = − em∗E mit einer neu definierten
2.3 Der kritische Geschwindigkeitseffekt 81
Abb. 2.38: Schematische Darstellung der Elektronenbeschleunigung bei der modifizier-
ten Zwei-Strom-Instabilität [Raduu, 1978]
effektiven Masse
m∗ =
me
cos2 θ
. (2.35)
Für Moden mit Wellenvektoren exakt senkrecht zum Magnetfeld ist diese effektive Mas-
se unendlich. Die instabilen Moden mit Wellenvektoren, die nur annähernd senkrecht
zum Magnetfeld sind, wachsen rasch an, bis die Komponenten der Elektronengeschwin-
digkeit und der Driftgeschwindigkeit vd parallel zum Wellenvektor gleich groß werden.
Aufgrund dieser Bedingung sind besonders die Moden, die fast senkrecht zum Magnet-
feld propagieren, für die Beschleunigung der Elektronen von Bedeutung. Denn für diese
wird die effektive Masse der Elektronen vergleichbar mit der Masse der Neutralgasato-
me m∗ ≈ ma, so daß die endgültige kinetische Energie der Elektronen von der Ord-
nung 12mev
2
‖ =
1
2
me
cos2 θ
v2d =
1
2m
∗v2d ≈
1
2mav
2
d ist. Diese Energie entspricht damit der
Ionisationsenergie der Neutralgasatome, so daß die so beschleunigten Elektronen nun
weitere Neutralgasatome ionisieren können. Eine Sättigung der Zwei-Strom-Instabilität
tritt durch eine Streuung der Geschwindigkeiten der Ionen und Elektronen und durch
eine Reduzierung der relativen Driftgeschwindigkeit von vd = v auf eine niedrigere Ge-
schwindigkeit vs ein. Die Differenz zwischen den beiden Driftgeschwindigkeiten geht als
kinetische Energie 12ma
(
v2d − v2s
)
in die Heizung der Ionen und Elektronen. Die thermi-
sche Energie der Elektronen kann man nun durch
kBTe =
1
2
αma
(
v2d − v2s
)
(2.36)
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abschätzen, wobei der Elektronen-Energie-Parameter
α =
22/3
(
ma
m∗
)1/3
1 + 22/3
(
ma
m∗
)1/3 · 11 + mam∗ (2.37)
den Bruchteil der Energie angibt, der in die Elektronenheizung geht. In Abbildung 2.39
ist der Elektronen-Energie-Parameter in Abhängigkeit vom effektiven Massenverhältnis
mi/m
∗ ≈ ma/m∗ dargestellt. Das Maximum dieser Kurve liegt bei einem Massen-
verhältnis ma/m∗ ≈ 0.2075 und bestimmt die maximale Elektronenenergie
kBTe ≈ 0.4012
[
1
2
ma
(
v2d − v2s
)]
. (2.38)
Die Energie wird also durch die annähernd senkrechten Moden mit m∗ ≈ 4.82ma auf
die Elektronen übertragen.
Eine obere Grenze für die Energie der Elektronen erhält man, wenn man annimmt,
daß der Ionenstrahl vollständig abgebremst wird: vs = 0. In diesem Fall entspricht
der Elektronen-Energie-Parameter α dem Effizienzparameter η. Somit erhält man im
günstigsten Fall der modifizierten Zwei-Strom-Instabilität einen Effizienzparameter
η ≈ 0.4012 (2.39)
und damit die kritische Geschwindigkeit
vcrit ≈ 1.58
√
2eϕI
ma
. (2.40)
Abb. 2.39: Der Elektronen-Energie-Parameter α, der die Elektronen-Sättigungsenergie
Te = 12αma
(
v2d − v2s
)
angibt, in Abhängigkeit vom effektiven Massen-
verhältnis mam∗ [Raduu, 1978]
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Die modifizierte Zwei-Strom-Instabilität liefert damit einen ähnlichen Wert für die kri-
tische Geschwindigkeit wie der Fall hoher Ionisationsraten (νIon  Ω+) der Unteren-
Hybrid-Wellen. Eine solche Relativgeschwindigkeit von etwa 80 km s−1 wird von den
HVCs im Magellanschen Strom, aber auch von einigen galaktischen HVCs leicht er-
reicht.
Bedingungen an die Neutralgasdichte:
Neben der Bedingung v > vcrit an die Relativgeschwindigkeit v des Neutralgases sind
für das Einsetzen des kritischen Geschwindigkeitseffektes noch weitere Bedingungen zu
erfüllen, u.a. Bedingungen an die Neutralgasdichte.
1.) Untere Grenze der Neutralgasdichte:
Eine untere Grenze für die Neutralgasdichte ergibt sich, wenn man die Energiebilanz
der Elektronen untersucht [Haerendel, 1982a]. Dazu teilt man die Elektronen in Elek-
tronen des Hauptteils der Elektronenverteilung mit Dichte ne und mittlerem Energie-
gewinn ∆We und Elektronen des Verteilungsausläufers mit Dichte nT und Energiege-
winn ∆WT ein, wobei die Grenze sinnvollerweise bei der Ionisationsenergie des Neu-
tralgases angesetzt wird: ∆WT > eϕI. Wie bereits erwähnt, geht nur ein Bruchteil η
der kinetischen Energie 12mav
2 der neu ionisierten Atome in die thermische Heizung der
Elektronen. Die Energiebilanz der Elektronen lautet somit:(
η
1
2
mav
2 − eϕI
)
ṅiτinj = ∆WTnT + ∆Wene + L . (2.41)
Dabei bezeichnet L die Wärmeverluste der Elektronen. Die Ionisationsrate ṅi ergibt sich
aus
ṅi = nnnTσionvT , (2.42)
wobei der Ionisationsquerschnitt σIon nur wenig mit der Geschwindigkeit der Elektronen
variiert [Mitchner und Kruger, 1973; Seite 111] und deshalb als konstant mit seinem Wert
bei der Elektronengeschwindigkeit vT angenommen wird. Die Injektionszeit τinj geht auf
ein Experiment zum kritischen Geschwindigkeitseffekt zurück [Haerendel, 1982b] und
bezeichnet die Zeit, die das Neutralgas braucht, um ein gegebenes Plasmaelement zu
durchqueren. Im Falle der HVCs ist dies die ionisierte Randschicht. Vernachlässigt man
die Verluste L > 0 durch Strahlung und setzt ∆WT = eϕI, so erhält man als untere
Grenze für die Neutralgasdichte
nn >
1 + ∆WeeϕI ·
ne
nT[
η
(
v
vc
)2
− 1
]
σIonvTτinj
(2.43)
mit vc =
√
2eϕI/ma.
Die Dichte nT der hochenergetischen Elektronen nimmt mit der Zeit aufgrund der Be-
schleunigung durch die elektrostatischen Wellen zu und erreicht ihr Maximum bei einem
Wert, der in etwa der Umgebungsdichte ne entspricht. Die Ionisationsfrequenz ist dann
die Frequenz der ionisierenden Stöße der Ausläuferelektronen:
νIon = nnσIonvT . (2.44)
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Ist der Energiegewinn der Elektronen im Hauptteil der Verteilung klein gegen die Ioni-
sationsenergie (∆We  eϕI), so gilt für die Ionisationsfrequenz
νIon >
[
η
(
v
vc
)2
− 1
]−1
. (2.45)
Da dieses Produkt positiv sein muß, folgt daraus die Bedingung
η
(
v
vc
)2
− 1 > 0 (2.46)
und daraus wieder die bekannte Bedingung für die kritische Geschwindigkeit
v > η−1/2vc . (2.47)
2.) Townsend-Bedingung:
Wie bei der Townsend-Gasentladung ist eine grundlegende Bedingung dafür, daß es
zu einer Elektronenlawine kommt, daß jedes hochenergetische Elektronen wenigstens
einen ionisierenden Stoß in der Zeit des Kontaktes des Neutralgases mit dem Plasma
durchführen muß:
νIonτinj > 1 . (2.48)
Dies ist die bekannte Townsend-Bedingung einer Gasentladung. Mit der Definition (2.44)
der Ionisationsfrequenz ergibt sich daraus der CVE-Radius
RCVE =
1
nnσIon
, (2.49)
der den Ionisationsradius angibt. Die Analyse der modifizierten Zwei-Strom-Instabilität
hat gezeigt, daß die Bewegung der hochenergetischen Elektronen im wesentlichen ent-
lang der Magnetfelder stattfindet. Senkrecht zu diesen bewegen sie sich nur mit ihrer
Driftgeschwindigkeit vcrit aufgrund der E ×B-Drift. Somit ist die Dicke der ionisierten
Randschicht einer Neutralgaswolke durch
Rmag = vcritτinj = η−1/2
√
me
ma
RCVE (2.50)
gegeben. Für eine Wasserstoff-Neutralgaswolke gilt somit im Falle hoher Ionisationsraten
(η ≈ 0.5):
Rmag ≈
1
30
RCVE . (2.51)
Ist die Ausdehung einer HVC kleiner als diese Dicke, so ionisiert sie bei Erfüllung
der Bedingungen für den kritischen Geschwindigkeitseffekt aufgrund der Gasentladung
vollständig durch.
3.) Obere Grenze der Neutralgasdichte:
Damit die elektrostatischen Wellen die Ausläuferelektronen effizient beschleunigen können,
2.3 Der kritische Geschwindigkeitseffekt 85
muß das Plasma-Neutralgas-System auf der Anwachszeitskala der Instabilität stoßfrei
sein:
νe,n . γ =
1
2
ωlh . (2.52)
Hierbei ist νe,n die (elastische) Elektron-Neutralgas-Stoßfrequenz und ωlh die Frequenz
der schnellst wachsenden Unteren Hybrid-Mode. Diese Bedingung muß für alle Elektro-
nengeschwindigkeiten unterhalb der Ionisationsgeschwindigkeit
√
2eϕI/me erfüllt sein,
so daß sich daraus eine obere Grenze für die Neutralgasdichte ergibt. Diese Bedin-
gung ist für Neutralgaswolken mit typischen Dichten von nn ≈ 1 cm−3 und Magnet-
feldstärken von B ≈ 1 µG immer erfüllt, da die Frequenzen der Unteren Hybrid-Wellen
in der Größenordung von 1 Hz liegen, während die elastische Stoßfrequenz νe,n kleiner
als 10−5 Hz ist [Mitchner und Kruger, 1973; Seite 102].
Bedingungen an die Magnetfeldstärke:
Damit es zu einer lawinenartigen Entladung kommen kann, müssen die Anwachsraten
der elektrostatischen Wellen groß genug sein. In jene geht jedoch die Stärke des Magnet-
feldes ein, so daß auch an diese Bedingungen geknüpft sind [Brenning, 1985].
1.) Obere Grenze der Magnetfeldstärke:
Die Bedingung einer hohen Ionisationsfrequenz νIon  Ω+ ist eine ausreichende Be-
dingung, um die Isotropisierung des Ionenstrahles durch die Gyration zu verhindern.
Entscheidend für die Beschleunigung der Elektronen ist jedoch auch die Anwachsra-
te γ der Instabilität (Untere Hybrid- oder allgemein Zwei-Strom-Instabilität). Damit es
zum Einsetzen des kritischen Geschwindigkeitseffektes kommt, muß jene größer als die
Gyrofrequenz der neu gebildeten Ionen sein:
γ  Ω+ = ωci . (2.53)
Wir betrachten hier und im folgenden ausschließlich einelementige Plasma-Neutralgas-
Systeme, wie das bei HVCs im wesentlichen der Fall ist. Die Heizung der Elektronen
geschieht am effektivsten durch die Unteren Hybrid-Wellen, die annähernd senkrecht
zum Magnetfeld propagieren. Diese haben eine Anwachsrate von γ = ωlh/2 mit der
Unteren Hybrid-Wellenfrequenz
ωlh = ωpi
(
1 +
ω2pe
ω2ce
)−1/2
. (2.54)
Für den Fall ωpe/ωce  1 ist die Bedingung γ  ωci immer erfüllt, da dann für die
Frequenz der Unteren Hybrid-Wellen gilt: ωlh ≈(ωceωci)
1/2.
Für den Fall ωpe/ωce  1 ist die Frequenz der Unteren Hybrid-Wellen ungefähr gleich
der Ionen-Plasmafrequenz ωpi =
√
4πnie2/mi. Damit gilt γ  ωci , wenn ωpi/ωci  1,
also wenn
ωpe
ωce

(
me
ma
) 1
2
. (2.55)
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Daraus ergibt sich somit eine obere Grenze für die Feldstärke des Magnetfeldes, da
ωpe
ωce
=
(
4πnemec2
B2
) 1
2
. (2.56)
Die Bedingung (2.55) an das Magnetfeld ist eine notwendige, aber nicht ausreichende
Bedingung. Falls die Ionisationsrate so gering ist, daß die Plasmadichte sehr viel größer
als Dichte des neu entstandenen Ionen ist, kann der Parameter νIon/ωci bedeutender für
die obere Schranke des erlaubten Magnetfeldes werden als die eigentliche Anwachsrate.
Brenning (1985) argumentiert jedoch, daß im Falle ausreichend großer Anwachsraten
auch für Ionisationsraten νIon < ωci eine ringförmige Verteilungsfunktion dadurch ver-
hindert wird, daß die Ionen ihre Energie schneller an die Wellen abgeben als sie ihre
Gyration ausführen. Wir werden im folgenden Abschnitt sehen, daß dies bei den Magel-
lanschen HVCs der Fall ist.
2.) Untere Grenze der Magnetfeldstärke:
Auch ein zu schwaches Magnetfeld kann das Einsetzen des kritischen Geschwindigkeitsef-
fektes verhindern, da die modifizierte Zwei-Strom-Instabilität durch elektromagnetische
Effekte stabilisiert wird, wenn für die Relativgeschwindigkeit gilt: v > vA(1 + βe)
1/2,
wobei βe = 8πnekBTe/B2 der Plasmaparameter und vA = B/
√
4πρ die Alfvén-Ge-
schwindigkeit ist. Somit ist die Elektronenheizung nur effizient, wenn
v < vA(1 + βe)
1
2 , (2.57)
oder
ωpe
ωce
<
c
v
(
me(1 + βe)
mi
) 1
2
. (2.58)
Zusammengenommen findet man, daß die Elektronenheizung durch die modifizierte
Zwei-Strom-Instabilität nur für Magnetfeldstärken im Bereich(
me
ma
) 1
2
 ωpe
ωce
<
c
v
(
me(1 + βe)
mi
) 1
2
(2.59)
effizient genug ist, um den kritischen Geschwindigkeitseffekt anzutreiben.
Anwendung des kritischen Geschwindigkeitseffekts auf den Magellanschen
Strom
Experimentelle und astrophysikalische Anwendungen:
Der kritische Geschwindigkeitseffekt wurde in einer Reihe von Laborexperimenten
untersucht und nachgewiesen. Dabei wurden im wesentlichen zwei Klassen von Experi-
menten durchgeführt. Bei den ”Kollisions-Experimenten“ (z.B. Danielsson und Kasai,
1968; Danielsson, 1970; 1974; Danielsson und Brenning, 1975; Brenning, 1981; Venka-
taramani, 1981) ließ man ein Plasma mit einer superkritischen Geschwindigkeit mit
einer Neutralgaswolke kollidieren. Bei den ”Entladungs-Experimenten“ hingegen wurde
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Abb. 2.40: Schematische Darstellung der Heliosphäre (nach Petelski et al., 1980)
ein Strom durch ein Neutralgas quer zu einem Magnetfeld getrieben (vgl. Brenning,
1985). Neben den Laborexperimenten wurden auch Experimente mit Ionenstrahlen im
All durchgeführt (z.B. Haerendel, 1982b). Weitere Szenarien, bei denen der kritische Ge-
schwindigkeitseffekt von Bedeutung sein kann, sind protoplanetarische Nebel, die Komae
von Kometen [Formisano et al., 1982; McComas et al., 1987; Flammer et al., 1997], die
Atmosphären von Planeten ohne eigenes Magnetfeld wie der Venus [Luhmann, 1986;
Luhmann et al., 1992], sowie von Monden wie Io, galaktische Jets mit hohen Aus-
strömgeschwindigkeiten und nicht zuletzt die Wechselwirkung des Sonnenwindes mit
dem interstellaren Wind an der Heliopause (Abb. 2.40).
Anwendung auf die Magellanschen HVCs:
Wir wollen hier jedoch den kritischen Geschwindigkeitseffekt auf die Hochgeschwin-
digkeitswolken im Magellanschen Strom anwenden.
Für Plasmen mit großem Plasmaparameter βe ist eine effiziente Ionisierung mit dem
kritischen Geschwindigkeitseffekt für Geschwindigkeiten v <
√
2kBTe/mi möglich. Im
Magellanschen Strom finden wir jedoch ein Plasma mit kleinem Plasmaparameter vor:
βe ≈ 0.08 für ne = nhalo = 10−4 cm−3, Te = 2 · 106 K und Bhalo = 3 µG. Daher
können wir den Plasmaparameter in der Ungleichung (2.59) vernachlässigen. Nehmen
wir nun Quasineutralität ne ≈ ni =: n an —, was aufgrund der geringen Ionisations-
rate von νIon ≈ 10−6 s−1 gerechtfertigt ist, — und betrachten reine Wasserstoff-Wolken
ma = mi = mp, so ergibt sich aus der Ungleichung (2.59) die folgende Bedingung an die
Plasmadichte n und die Magnetfeldstärke B:
7 G−1 cm−
3
2  n
1
2
B
< 7
c
v
G−1 cm−
3
2 , (2.60)
oder
vA  c <
vA
v
c . (2.61)
Wie man aus der Ungleichung (2.60) erkennt, ist die obere Grenze für das Magnet-
88 Kapitel 2 Hochgeschwindigkeitswolken (HVCs)
Abb. 2.41: Der kritische Geschwindigkeitseffekt in Abhängigkeit von der Magnet-
feldstärke und der Plasmadichte. Die Datenpunkte repräsentieren Parame-
ter für die Magellanschen HVCs.
feld unabhängig von der Relativgeschwindigkeit der Neutralgaswolke zum Plasma. In
Abbildung 2.41 ist das Regime von Feldstärken B und Plasmadichten n, in dem der
kritische Geschwindigkeitseffekt aktiv ist, in doppellogarithmischer Auftragung dar-
gestellt. Der kritische Geschwindigkeitseffekt ist somit in dem Bereich zwischen der
oberen durchgezogenen Linie (B  n1/2/7 G cm3/2) und den unterbrochenen Linien
(B > n1/2v/7c Gcm3/2) wirksam. Die einzelnen Linien wurden für repräsentative Ge-
schwindigkeiten eingezeichnet:
. gepunktete Linie: v = 10−2c
. gestrichelte Linie: v = 10−4c
. obere punktiert-gestrichelte Linie: v = 350 km s−1
. untere punktiert-gestrichelte Linie: v = 220 km s−1
Wir nehmen für die typische Magnetfeldstärke im Magellanschen Strom einen Wert von
B = 3 µG an [Beuermann, 1985]. Die Halodichten können wie in Kapitel 2.1 und 2.2
beschrieben nicht direkt gemessen, sondern nur indirekt über Modelle bestimmt werden.
In Abbildung 2.41 sind die Datenpunkte für die bisher bekannten Modelle eingetragen:
. n ≈ 10−4 cm−3; hydrodynamisches Reibungsmodell [Weiner und Williams, 1996]
. n ≈ 10−5 cm−3; Lebenszeiten [Murali, 2000]
. n = 7 · 10−5 cm−3–7 · 10−4 cm−3; Druckgleichgewicht [Mirabel et al., 1979].
Die Datenpunkte liegen damit alle für die gemessenen LSR-Geschwindigkeiten der Ma-
gellanschen HVCs innerhalb des CVE-Regimes (CVE = critical velocity effect). Der
kritische Geschwindigkeitseffekt ist somit bei der Mehrzahl der HVCs des Magellan-
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schen Stromes aktiv. Er ionisiert ihre Außenhülle und bildet dadurch eine ionisierte
Randschicht an der Frontseite der HVCs. Diese wird nun von den HVCs durch das
magnetisierte Plasma vor sich hergeschoben und sammelt dabei aufgrund der Idea-
lität des Plasmas magnetischen Fluß auf. Die Feldlinien werden vor der Frontseite der
Wolke komprimiert und um die Wolke herumdrapiert, während diese sich durch das
Plasma hindurchbewegt. Dabei bildet sich eine sogenannte magnetische Barriere, wie
sie in Abbildung 3.3 dargestellt ist. Dadurch erhöht sich in der Randschicht lokal die
Magnetfeldstärke, was de facto bedeutet, daß sich die Datenpunkte in Abbildung 2.41
zu höheren Feldstärken hin verschieben. Der kritische Geschwindigkeitseffekt wird da-
mit noch effektiver. Die in der Randschicht entstehenden Ströme verhindern, daß das
Magnetfeld tiefer in die Wolken eindringt. Es handelt sich somit um eine echte Rand-
schicht. Die Feldstärken können dabei aufgrund der Kompression z.T. deutlich größer
als 10 µG werden (vgl. Kapitel 3). Das eben beschriebene Szenario ähnelt sehr der schon
erwähnten Interaktion des Sonnenwindes mit Planeten ohne eigenes Magnetfeld oder
Kometen (vgl. Kapitel 4).
Betrachten wir nun noch die Townsend-Bedingung (2.49). Für Neutralgaswolken mit
typischer Dichte nHVC ≈ 5 · 10−2 cm−3 [Cohen, 1982] ergibt sich bei einem Ionisa-
tionsquerschnitt von σIon ≈ 10−15 cm2 [Flammer et al., 1997] ein CVE-Radius von
RCVE ≈ 7 · 10−3 pc und als Dicke der ionisierten Randschicht nach Gleichung (2.50)
Rmag ≈ 2 · 10−4 pc. Beide Werte sind sehr klein verglichen mit den typischen Ausdeh-
nungen von etwa 1 kpc der Magellanschen HVCs [Weiner und Williams, 1996]. Somit
findet man die neu gebildeten Ionen mit der Temperatur der Wolken hauptsächlich in
einer sehr dünnen Randschicht an der Frontseite der HVCs. Dies stimmt mit den in Ka-
pitel 2.2 beschriebenen Beobachtungen überein, daß die Hα-Emission an den Frontseiten
der HVCs, wo auch starke Gradienten in der Neutralgasdichte auftreten, besonders hoch
ist. Außerdem sind die Wolken stabil gegen eine vollständige Durchionisierung aufgrund
des kritischen Geschwindigkeitseffektes. Nimmt man einen Ionisierungsgrad von 50%
in der Randschicht an und berücksichtigt, daß sich die ionisierenden Elektronen rela-
tivistisch bewegen, so ergibt sich nach Gleichung (2.42) eine Ionisationsrate von etwa
1048 s−1 pro Wolkenfront. Damit lassen sich die gemessenen Hα-Flüsse erklären. Der kri-
tische Geschwindigkeitseffekt liefert damit eine plausible Erklärung für die im Rahmen
des Photoionisationsmodells nicht erklärbaren Hα-Emissionen der Magellanschen HVCs.
Selbst diffuse Hα-Emissionen vom Inneren der HVCs lassen sich als Überreste vorheri-
ger Ionisationsfronten erklären, die im Laufe der Zeit in die Wolke diffundiert sind oder
per Sekundärionisation HI-Gas im Inneren der HVCs ionisiert hat. Weiterhin ist klar,
daß der kritische Geschwindigkeitseffekt zu einer Abbremsung der HVCs führt, da die
Energie für die Ionisierung der Neutralgasatome letztlich aus der Relativbewegung des
Neutralgases zum Plasma stammt. UV-Absorptionsbeobachtungen [Danly, 1989; Benja-
min, 1999] deuten auf eine solche Abbremsung der HVCs bei ihrer Annäherung an die
galaktische Scheibe hin.
Eine letzte Stärke des Modells der Ionisation durch den kritischen Geschwindigkeitseffekt
zeigt sich anhand des Problems des fehlenden, ionisierten Heliums [Reynolds und Tufte,
1995; Domgörgen, 1997]. Dabei handelt es sich um die Beobachtung, daß trotz erhöhter
Hα-Emission der Magellanschen HVCs keine entsprechend den relativen Häufigkeiten
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von Helium und Wasserstoff erhöhte Emission von ionisiertem Helium gemessen wurde.
Die kritische Geschwindigkeit vc für Helium ist zwar um einen Faktor 0.67 kleiner als
für Wasserstoff (siehe Tabelle 2.3), die Effizienz des kritischen Geschwindigkeitseffekts
ist jedoch aus zwei Gründen drastisch reduziert. Zum einen skaliert die Anwachsra-
te γ der modifizierten Zwei-Strom-Instabilität nach Gleichung (2.54) mit der Ionen-
Plasmafrequenz ωpi , die für die schwerere und deutlich dünnere Heliumkomponente sehr
viel kleiner als für die Wasserstoff-Ionen ist. Daher isotropisieren die Heliumionen, was
zu der geringen Effizienz η ≈ 0.0025 führt. Weiterhin erfüllt ihre Dichte das Townsend-
Kriterium (2.48) innerhalb der Randschicht Rmag, innerhalb derer die modifizierte Zwei-
Strom-Instabilität die Elektronen heizt, nicht. Somit unterschreitet die Heliumdichte die
untere Grenze (2.43) für das Neutralgas, so daß keine lawinenartige Ionisierung statt-
finden kann. Die beschleunigten Elektronen verlieren somit ihre Energie schneller durch
Ionisationsstößen mit Wasserstoff-Atomen, als sie mit Helium-Atomen stoßen können.
Daher ist der kritische Geschwindigkeitseffekt zwar für die Wasserstoff-Atome bedeut-
sam, nicht aber für die Helium-Komponente.
Wir haben in diesem Kapitel gezeigt, daß der kritische Geschwindigkeitseffekt auch ohne
jegliche Stoßionisation durch Schockwellen in der Lage ist, die erhöhten Hα-Emissionen
von den Frontseiten der Magellanschen HVCs zu erklären. Er ist jedoch nicht auf die
Magellanschen HVCs beschränkt. Auch bei galaktischen HVCs mit hohen Abweichge-
schwindigkeiten vdev dürfte er für die Hα-Emission von Bedeutung sein. Hochaufgelöste
Beobachtungen, insbesondere der Frontseiten der HVCs, können hier Aufschluß bringen.
Unter Berücksichtigung des Einflusses des kritischen Geschwindigkeitseffektes sind daher
auch die bisherigen Photoionisationsmodelle zu überdenken. Ein hoher Hα-Fluß impli-
ziert nicht zwangsläufig, daß sich die betreffende HVC in der Nähe der galaktischen
Scheibe befindet.
Kapitel 3
Numerische Simulation von HVCs
3.1 Das numerische Modell
In diesem und dem folgenden Kapitel werden die Prozesse bei der Wechselwirkung kühler
kompakter Neutralgasobjekte mit einem heißen Plasma untersucht. Dabei stehen die dy-
namische und thermische Stabilisierung der galaktischen Hochgeschwindigkeitswolken
gegen das sie umgebende Halo-Plasma im Vordergrund. Die herausragende Rolle in bei-
den Prozessen spielen hierbei Magnetfelder, je nach betrachteter Situation galaktische
oder extragalaktische.
3.1.1 Die Zwei-Flüssigkeit-Gleichungen
Zur Untersuchung von Plasma-Neutralgas-Systemen, wie sie bei Hochgeschwindigkeits-
wolken (HVCs) im interstellaren bzw. -galaktischen Medium auftreten, bieten sich nu-
merisch im wesentlichen drei Möglichkeiten: Flüssigkeitsmodelle, kinetische Modelle und
Hybrid-Modelle.
Kinetische Modelle werden immer dann verwendet, wenn die Phasenraumverteilungs-
funktion f(x,v, t) benötigt wird, um die exakte Impulsverteilung der Teilchen und deren
physikalische Konsequenzen zu berücksichtigen. Dies ist insbesondere dann erforderlich,
wenn sich mindestens eine Plasmakomponente (Elektronen, Ionen, Neutralgas, Staub,
etc.) nicht im thermischen Gleichgewicht befindet, ihre Phasenraumverteilungsfunkti-
on fs(x,v, t) (Teilchensorte s) also von der (nicht-relativistischen) Maxwell-Verteilung
[Lang, 1980; Seite 223]
fs(x,v, t) =
√
2
π
n(x, t)
v3s
v2 exp
(
− v
2
2v2s
)
(3.1)
mit der thermischen Geschwindigkeit v2s ≡ kBTs/ms abweicht, wie es z.B. bei einem
Elektronenstrahl im Plasma der Fall ist.
Aus der Klimontovich-Gleichung, die für die Teilchensorte s die zeitliche Entwicklung der
Teilchendichte Ns(x,v, t) angibt, erhält man durch Ensemblemittelung unter Einführung
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eines Stoßterms
(
∂fs
∂t
)
c
die Boltzmanngleichung
∂fs
∂t
+ v ·∇xfs +
qs
ms
(
E +
v
c
×B
)
·∇vfs =
(
∂fs
∂t
)
c
(3.2)
für die zeitliche Entwicklung der Phasenraumverteilungsfunktion fs(x,v, t) der Teilchen-
sorte s mit Ladung qs und Masse ms [Nicholson, 1983; Kapitel 3].
Für ein stoßfreies Plasma wird hieraus die Vlasov-Gleichung :
∂fs
∂t
+ v ·∇xfs +
qs
ms
(
E +
v
c
×B
)
·∇vfs = 0 . (3.3)
Bei Flüssigkeitsmodellen werden die einzelnen Komponenten (Elektronen, Ionen, Plas-
ma, Neutralgas, Staub, etc.) als einander durchdringende Flüssigkeiten behandelt. Dies
ist dann möglich, wenn sich jede Flüssigkeitskomponente im thermischen Gleichgewicht
befindet, also eine definierte Temperatur Ts besitzt, und die freien Weglängen ls der
Flüssigkeitsteilchen s wesentlich kleiner als die charakteristische Ausdehnung Lcharakt
des Systems sind. Ein Beispiel für ein Flüssigkeitsmodell ist das Zweikomponentenmodell
für ein Plasma aus Elektronen und Ionen. Für dieses ergeben sich die Grundgleichungen
mit Hilfe der Maxwell-Gleichungen durch Bildung der Geschwindigkeitsmomente der
Vlasov-Gleichung im stoßfreien Fall bzw. der Boltzmanngleichung bei Berücksichtigung
der Teilchenstöße [Nicholson, 1983; Kapitel 7].
Bei Hybridmodellen schließlich werden einzelne Komponenten des Plasmas als Flüssig-
keit, andere kinetisch behandelt. Auf diese Art und Weise lassen sich kinetische Effekte
wie Teilchenstöße und Anisotropieeffekte in der Verteilungsfunktion direkt implementie-
ren.
Warum Fluidtheorie?
Im folgenden werden Plasma-Neutralgas-Systeme im Rahmen der Zwei-Flüssigkeit-Theo-
rie untersucht. Die untersuchten Plasma-Neutralgas-Systeme sind hierbei im wesentli-
chen Neutralgaswolken im äußeren Halo der Milchstraße und extragalaktische kompakte
Hochgeschwindigkeitswolken (CHVCs). Entscheidend für die Anwendbarkeit von hydro-
dynamischen Modellen auf HVCs sind die typischen Ausdehnungen des Systems und die
typische mittlere Stärke des Magnetfeldes. Die typische Winkelausdehnung von HVCs
liegt um θ ∼ 1◦ [Quilis und Moore, 2001]. In Abhängigkeit von ihrem Abstand D vom
Beobachter läßt sich der typische Radius der HVCs nach der Formel
R ' θD ∼ 2 kpc(θ/1◦)(D/100 kpc) (3.4)
berechnen. Die Abstände der HVCs vom Beobachter liegen zwischen 0.2 und 10 kpc für
galaktische HVCs [Putman, 2000; Seite 149], zwischen 20 und 60 kpc für den Magellan-
schen Strom und bei einigen 100 kpc für extragalaktische HVCs (siehe Abschnitt 2.1).
Damit ergeben sich typische Ausdehnungen von 4 pc bis zu 10 kpc. Die Teilchendichten
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des Neutralgases in den HVCs verhalten sich umgekehrt proportional zu deren Ra-
dien: nc = NHI/2R. Die bisher katalogisierten HVCs [Brüns et al., 2000a] haben HI-
Säulendichten NHI & 10
19 cm−2, so daß die typischen Neutralgas-Teilchendichten
nc ' 10−3 cm−3
(
NHI
1019 cm−2
)(
θ
1◦
)−1( D
100 kpc
)−1
(3.5)
zwischen ∼ 10−3 cm−3 und ∼ 1 cm−3 liegen.
Mit Hilfe dieser Neutralgasdichten und der Teilchendichten des Haloplasmas, die im
Bereich 10−5– 5 · 10−4 cm−3 liegen (siehe Abschnitt 2.1), lassen sich nun die freien
Weglängen ls der Teilchensorten s berechnen. Für die freie Weglänge lMs eines Teil-
chens s bezüglich einer Thermalisierung seines Impulses gilt [Mitchner und Kruger,
1973; Kapitel II.12]:
lMs =
1∑
r 2
(
msr
ms
)1/2
nrσsr
, (3.6)
wobei über alle übrigen Teilchensorten r summiert wird. Hier bedeuten ms die Masse des
Teilchens s, msr = msmr/(ms + mr) die reduzierte Masse des Teilchens s beim Stoß -
mit einem Teilchen r, nr die Teilchendichte der Teilchensorte r und σrs den mittleren
Wirkungsquerschnitt für Impulsübertrag beim Stoß mit einem Teilchen der Sorte r.
Letztere hängt stark davon ab, ob es sich um den Stoß geladener oder ungeladener
Teilchen handelt, und weiterhin, mit welcher relativen Geschwindigkeit w die beiden
Teilchen kollidieren.
Für ein reines Plasma verwendet man den Rutherfordschen Streuquerschnitt für die
Streuung geladener Teilchen, um die freien Weglängen der Elektronen und Ionen zu
berechnen. Für den einfachsten Fall der Streuung von zwei Ionen der Ladung Ze erhält
man eine freie Weglänge, die quadratisch von der Temperatur der Ionen und invers von
deren Teilchendichte abhängt [Cap, 1994; Kapitel 2.4]:
lii ≈
k2BT
2
(4π)2 e4Z2 lnΛcn
, (3.7)
wobei kB = 1.38 · 10−16 erg K−1 die Boltzmann-Konstante und e = 4.8 · 10−10 statcoul
die Elementarladung ist. Der Coulomb-Logarithmus lnΛC = ln(λD/lL) drückt das Ver-
hältnis der Debye-Länge λD =
√
kBT/4πne2 zur Landau-Länge lL = e2/kBT für ein
Wasserstoffplasma aus und liegt bei typischen extragalaktischen und Haloplasmen mit
einer Temperatur von T ≈ 2 · 106 K und einer Dichte von n ≈ 10−5 cm−3 bei etwa
lnΛC ≈ 35.
Mit diesen Werten ergibt sich für die freie Weglänge lii für Ion-Ion- und Elektron-
Elektron-Stöße im Wasserstoffplasma ein Wert von maximal ∼ 2 · 1019 cm ≈ 6 pc.
Im Vergleich zur globalen Ausdehnung der Neutralgaswolken ist diese Weglänge im
allgemeinen sehr klein, so daß eine magnetohydrodynamische Behandlung des Plas-
mas gerechtfertigt ist. Auf kleinen Skalen muß das Haloplasma jedoch als stoßfrei im
klassischen Sinne bzw. als ideal im Hinblick auf die Magnetohydrodynamik betrachtet
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werden. Tatsächlich müßten bei der Berechnung der freien Weglängen der Energietrans-
fer statt des Impulstransfers und zusätzlich Elektron-Ion-Stöße berücksichtigt werden,
was zu leicht veränderten Werten führte. Nach Cap (1994) kann man ein Plasma nur
dann als kontinuierliches Medium, als Füssigkeit, behandeln, wenn die freien Weglängen
mindestens hundertmal kleiner sind als die typischen Skalen des Problems, im Fal-
le der HVCs deren Ausdehnung. Das die HVCs umgebende Plasma läßt sich jedoch
im Rahmen einer stoßfreien Magnetohydrodynamik beschreiben, wenn die thermische
Geschwindigkeit der Teilchen wesentlich kleiner als die charakteristische Geschwindig-
keit der im Plasma entstehenden Wellenbewegungen ist [Artsimowitsch und Sagdejew,
1983; Kapitel 1.10]. Die Plasmawellen übernehmen dann die Rolle der Teilchenstöße. Im
Haloplasma sind diese Wellen vor allem Kompressions- und Scheralfvénwellen mit der
Alfvéngeschwindigkeit vA =
√
B2/4πρ als Phasengeschwindigkeit, wobei ρ = nmp die
Plasmadichte ist (mp = 1.67 ·10−24 g bezeichnet die Protonenmasse). Typische Magnet-
feldstärken im Haloplasma liegen in der Größenordnung von B ≈ 1 µG. Damit ergibt
sich eine Alfvéngeschwindigkeit von vA ≈ 6.9 · 107 cm s−1 = 690 km s−1. Für eine Ha-
lotemperatur von Ti = Te ≈ 2 · 106 K (siehe Abschnitt 2.1) ergibt sich die thermische
Geschwindigkeit vth,i =
√
kBTi/mp der Ionen zu etwa 1.28 ·107 cm s−1 = 128 km s−1. Da
es sich bei den obigen Abschätzungen um den jeweils ungünstigen Fall handelt, ist es
aufgrund der deutlich kleineren thermischen Geschwindigkeit legitim, das die HVCs um-
gebende Plasma als Flüssigkeit im Rahmen der Magnetohydrodynamik zu behandeln.
Für ein atomares Wasserstoffgas läßt sich der totale Streuquerschnitt mit Hilfe des Bohr-
radius a0 = ~2/mee2 ≈ 5.3 · 10−9 cm als σn = πa20 = 8.8 · 10−17 cm2 abschätzen. Damit
ergibt sich nach (3.6) für ein Neutralgas mit typischer Dichte nc ≈ 10−1 cm−3 eine freie
Weglänge der Neutralgasteilchen von ln ≈ 8 · 1016 cm ≈ 2.7 · 10−2 pc, die somit sehr
viel kleiner als die typische Ausdehnung einer HVC ist. Zudem hat das Neutralgas in
den HVCs aufgrund der endlichen Temperatur von etwa 1000 K einen endlichen Ionisa-
tionsgrad φI = ni/(ni + nn), der durch die Saha-Gleichung [Lang, 1980; Seite 243ff.] für
Wasserstoff (unter der Annahme eines lokalen thermischen Gleichgewichts)
nine
nn
=
(2πmeT )
3/2
h3
e
− εI
kBT (3.8)
gegeben ist. Hierbei ist εI ≈ 13.6 eV ≈ 2.18 · 10−11 erg die Ionisationsenergie von
atomarem Wasserstoff, h = 6.6 · 10−27 erg s das Plancksche Wirkungsquantum und
me ≈ 9.1 · 10−28 g die Elektronenmasse. Die Dichten ni, ne und nn geben die Teilchen-
dichten der Ionen, der Elektronen und des Wasserstoffes wieder. Der Ionisationsgrad φI
variiert sehr stark mit der Temperatur und liegt für eine Neutralgasdichte nn ≈ 0.1 cm−3
zwischen 10−23 für T ≈ 1000 K (im Kern der Wolke) und 1 für T ≈ 104 K (in der
Kontaktschicht zwischen Wolke und Plasma). Somit liegt immer ein gewisser Anteil an
Plasmateilchen im Neutralgas vor, der um so größer ist, je näher man dem Rand der
HVC kommt. In der Randschicht, in der das Wasserstoffgas fast vollständig ionisiert
ist, übernehmen wiederum Wellen die Aufgabe der Stöße bei der Thermalisierung der
Verteilungsfunktion. Im Inneren der Wolke, wo das Gas im wesentlichen aus Neutralgas
besteht, errechnet sich die freie Weglänge le,n der Neutralgasteilchen gegenüber Elektro-
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nenstößen nach [Lang, 1980; Seite 224]
le,n ≈
(3kBTn)
2
nee4
, (3.9)
wobei Tn die Neutralgastemperatur ist. Für eine Temperatur von Tn ≈ 1000 K ergibt
sich wegen einer freien Elektronendichte von ne ≈ 10−24 cm−3 eine freie Weglänge von
le,n ≈ 1.2 ·1037 cm  ln, die sehr viel größer als die freie Weglänge ln gegenüber Neutral-
gasstößen ist. Bei den typischerweise im Inneren der HVCs vorherrschenden Temperatu-
ren von ∼ 1000 K und darunter (siehe Abschnitt 2.1) dominieren somit die Neutralgas-
Neutralgas-Stöße die freie Weglänge.
Zusammenfassend läßt sich festhalten, daß in allen Bereichen der betrachteten Plasma-
Neutralgas-Systeme (Inneres der HVCs, Kontaktschicht und Haloplasma) eine Behand-
lung von Plasma und Neutralgas im Rahmen des Zwei-Flüssigkeit-Modells sinnvoll —
da deutlich einfacher als eine kinetische Behandlung — und legitim ist. Aus diesem
Grund werden die Wechselwirkungsprozesse zwischen dem kühlen Neutralgas der Hoch-
geschwindigkeitswolken und dem sie umgebenden heißen Haloplasma im Rahmen dieser
Arbeit anhand von Fluidsimulationen untersucht.
Die Plasma-Neutralgas-Gleichungen
Die in dieser Arbeit verwendeten Fluidgleichungen für Plasma-Neutralgas-Systeme ge-
hen auf die von Birk und Otto (1996) hergeleiteten quasineutralen, kompressiblen Bi-
lanzgleichungen der Fluidkomponenten Ionen, Elektronen und Neutralgas zurück. Das
entstehende Gleichungssystem für die Plasmagrößen Dichte ρ, Fluidgeschwindigkeit v,
Magnetfeld B und Druck p, sowie für die Neutralgasgrößen Dichte ρn, Fluidgeschwin-
digkeit vn und Druck pn besteht aus den Bilanzgleichungen für die Dichten (Konti-
nuitätsgleichungen), die Impulsdichten (Impulsbilanzgleichungen) und die Energiedich-
ten (Energiebilanzgleichungen), sowie der Induktionsgleichung. Dabei handelt es sich im
wesentlichen um eine Erweiterung der Grundgleichungen der resistiven Magnetohydro-
dynamik (siehe auch Krall und Trivelpiece, 1986; Priest und Forbes, 2000 und Konz,
1999; Kapitel 2 u. 3) um die Wechselwirkungsterme zwischen Plasma und Neutralgas,
ergänzt durch die entsprechenden Bilanzgleichungen für das Neutralgas.
Um die Grundgleichungen der Magnetohydrodynamik (MHD) verwenden zu können,
müssen die folgenden fundamentalen Bedingungen der magnetohydrodynamischen Nä-
herung erfüllt sein [Kippenhahn und Möllenhoff, 1975; § 8]:
Die auftretenden Plasmageschwindigkeiten v und Phasengeschwindigkeiten vph ≈ L/τ
der Änderung der Feldgrößen sollen klein gegen die Lichtgeschwindigkeit c sein:
v
c
≡ γ  1 und
vph
c
≡ β  1 . (3.10)
Hierbei geben L die charakteristische Länge und τ die charakteristische Zeit an, in der
sich eine Feldgröße um ihren eigenen Betrag ändert.
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Außerdem werden nur sehr gut leitende Plasmen betrachtet, so daß sich keine starken
elektrischen Felder ausbilden können:
E
B
≡ α  1 . (3.11)
In der MHD-Näherung werden nun alle Glieder von zweiter und höherer Ordnung in
den Kleinheitsparametern α, β und γ in den Gleichungen wie z.B. die Verschiebungs-
stromdichte 1c
∂E
∂t vernachlässigt.
Weiterhin müssen die charakteristische Skalenlänge L und die charakteristische Zeit τ
groß sein verglichen mit dem Ionen-Zyklotronradius Rci = Mvthic/eB bzw. der Ionen-
Zyklotronzeit τci = 2π/ωci, so daß über die Zyklotronbewegungen der Ionen und Elek-
tronen räumlich und zeitlich gemittelt werden kann. Diese müssen dann im Fluid nicht
berücksichtigt werden. Hier bezeichnen M die Ionenmasse (bei den im folgenden unter-
suchten Plasmen sind dies stets Wasserstoffionen), vthi = (kBTi/M)
1/2 die thermische
Geschwindigkeit und ωci = eB/Mc die Ionen-Zyklotronfrequenz für einfach ionisierte
Ionen (q = e). Für eine Halotemperatur von Ti ≈ 2 · 106 K und ein mittleres Haloma-
gnetfeld von B ≈ 1 µG ergibt sich ein Ionen-Zyklotronradius von Rci ≈ 109 cm und eine
Ionen-Zyklotronfrequenz von ωci ≈ 10−2 s−1, was einer Zyklotronzeit von τci ≈ 103 s
entspricht. Zyklotronzeit und -radius sind somit sehr klein verglichen mit den charakte-
ristischen Zeiten und Längen der untersuchten Systeme.
Die Beschränkung auf sehr gut leitende Plasmen bedeutet, daß die typischen Frequen-
zen ω der untersuchten Phänomene wesentlich größer als die mittlere Stoßfrequenz νcoll
der aufgrund ihrer höheren Mobilität hauptsächlich den Strom tragenden Elektronen
mit den Ionen (Coulombstöße ; νcoll = νei ≈ ωpe/Λe ∼ nT−3/2 mit Elektronen-
Plasmafrequenz ωpe ≡
(
4πnee2/me
)1/2, Plasmaparameter Λe ≡ neλ3D,e und der Elek-
tronen-Debyelänge λD,e ≡
(
kBTe/4πnee2
)1/2) oder mit geeigneten Plasmawellen (anoma-
le Stoßfrequenz νan (siehe Abschnitt 3.5.1)) sein müssen. Für die bisher für den Halo ver-
wendeten Plasmawerte ne ≈ 10−5 cm−3 und Te ≈ 2 · 106 K ergibt sich eine Elektronen-
Debyelänge von λD,e ≈ 3 · 106 cm, ein Elektronen-Plasmaparameter von Λe ≈ 3 · 1014
und die Elektronen-Plasmafrequenz zu ωpe ≈ 178 s−1. Die mittlere Stoßfrequenz liegt
somit ungefähr bei νcoll ≈ 6·10−13 Hz und ist damit vernachlässigbar klein. Die Ohmsche
Leitfähigkeit
σ =
ω2pe
4πνcoll
(3.12)
bzgl. der Teilchenstöße im Plasma ist für das Haloplasma der Milchstraße folglich sehr
groß.
Im idealisierten Fall eines stoßfreien Plasmas geht die Leitfähigkeit σ gegen unendlich.
Man spricht von einem idealen Plasma und der idealen Magnetohydrodynamik. Das Plas-
ma in den Halos von Galaxien ist aufgrund seiner hohen Temperaturen und geringen
Dichten im wesentlichen stoßfrei. Lediglich auf kleinen Skalen, auf denen stromgetrie-
bene Mikroturbulenzen bedeutsam werden, muß die anomale Resistivität ηan ≡ 1/σan
berücksichtigt werden (siehe Abschnitt 3.5.1). Im Falle der Hochgeschwindigkeitswol-
ken ist dies der Fall in der magnetischen Randschicht am Bug der Wolke und unter
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Umständen im magnetischen Schweif. In diesem Kapitel werden sowohl Simulationen
mit idealem Plasma als auch solche vorgestellt, die lokalisierte resistive Effekte mit-
berücksichtigen. Die physikalischen Unterschiede sind dabei oft erheblich.
Zur Herleitung der quasi-neutralen Plasma- und Neutralgas-Flüssigkeitsgleichungen
geht man von den Bilanzgleichungen für Masse, Impuls und innere Energiedichte der
Elektronen, Ionen und Neutralgasteilchen (im folgenden stets atomarer Wasserstoff)
aus [Birk und Otto, 1996]:
∂ρs
∂t
= −∇ ·(ρsvs) + Qcs , (3.13)
∂
∂t
(ρsvs) = −∇ ·(ρsvsvs)−∇ · P s + F s + vsQcs + Qps , (3.14)
∂
∂t
(ρsεs) = −∇ ·(ρsεsvs)− P s : ∇vs + QEs , (3.15)
wobei s die Teilchenspezies angibt. ρsεs ist die innere Energiedichte der Teilchenspezies s,
während F s die Summe der äußeren Kräfte, wie z.B. der Lorentzkraft oder Gravitati-
onskraft, darstellt. Die Terme vsvs, P s und ∇vs sind Tensoren zweiter Stufe, wobei
vsvs = vsvTs =
(
vsivsj
)
i,j
und ∇vs = ∇vTs =
(
∂xivsj
)
i,j
dyadische Produkte sind.
Bei den ”Punktprodukten“ · in (3.14) und : in (3.15) handelt sich um Überschiebungen
von Tensoren, also eine spezielle Verjüngung des Tensorproduktes der beiden Tensoren
[Bronstein et al., 1997; Abschnitt 4.3]. Die doppelte Verjüngung P s : ∇vs bedeutet
beispielsweise Psik∂xkvsi , wobei nach Einstein-Konvention über identische Indizes sum-
miert wird.
Die Fluidgeschwindigkeiten vs ergeben sich als erste Geschwindigkeitsmomente der ent-
sprechenden Maxwellverteilungen fs (siehe (3.1)).
In ähnlicher Weise sind die Quellterme Q als Momente der Stoßintegrale definiert:
Qcs = ms
∫ [
∂fs
∂t
]
c
d3us , (3.16)
Qps = ms
∫
(us − vs)
[
∂fs
∂t
]
c
d3us , (3.17)
QEs =
ms
2
∫
(us − vs)2
[
∂fs
∂t
]
c
d3us , (3.18)
wobei [∂fs/∂t]c die Stoßterme der Phasenraumverteilungsfunktionen fs der Spezies s aus
der Boltzmann-Gleichung (3.2) und us die Geschwindigkeiten der Einzelteilchen sind.
Vernachlässigt man viskose Effekte, was bei den vorherrschenden Teilchendichten in
galaktischen Halos und Neutralgaswolken legitim ist, so reduzieren sich die kinetischen
Drucktensoren
P s = ms
∫
(us − vs)2 fs d3us (3.19)
auf skalare Drücke
ps =
1
3
Sp(P s) . (3.20)
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Damit in den Plasma-Neutralgas-Gleichungen die Erhaltung der Massen, Impulse und
Energien gewährleistet ist, müssen die Quellterme die folgenden Bedingungen erfüllen:∑
s
Qcs = 0 , (3.21)∑
s
(Qcsvs + Q
p
s ) = 0 , (3.22)
∑
s
(
1
2
Qcsv
2
s + Q
p
s · vs + QEs
)
= 0 . (3.23)
Man beachte, daß Qcs die inelastischen Stoßeffekte wie Ionisation und Rekombination
beinhaltet, während Qps und Q
E
s auch den Impuls- bzw. Energieaustausch durch elasti-
sche Stöße beschreiben.
Um die quasineutralen Plasmagleichungen aus den Flüssigkeitsgleichungen für die Elek-
tronen und (einfach geladenen) Ionen herzuleiten, verwendet man die folgenden Rela-
tionen:
ne = ni = n , ρ = n(me + mi)
p = pe + pi , ρv = ρeve + ρivi (3.24)
vi = v +
me
eρ
j und ve = v −
mi
eρ
j ,
wobei Plasmavariablen durch Symbole ohne Index dargestellt sind. j ist die elektrische
Stromdichte.
Unter Verwendung der Relationen Qc ≡ Qce + Qci , Qp ≡ Qpe + Q
p
i und Q
E ≡ QEe + QEi ,
sowie des Verhältnisses
ρsεs =
1
γs − 1
ps (3.25)
zwischen innerer Energiedichte ρsεs und Druck ps findet man für das Plasma die Kon-
tinuitätsgleichung
∂ρ
∂t
= −∇ · (ρv) + Qc , (3.26)
die Impulsbilanzgleichung
∂
∂t
(ρv) = −∇ · (ρvv)− mime
e2
∇ ·
(
1
ρ
jj
)
−∇p + 1
c
j ×B + ρg + Qcv + Qp (3.27)
und die Gleichung für die innere Energie (Druckgleichung)
1
γ − 1
∂p
∂t
= − 1
γ − 1
∇ · (pv)− p∇ · v − 1
γ − 1
∇ ·
(
mepi −mipe
eρ
j
)
−mepi −mipe
e
∇ · j
ρ
+ QE . (3.28)
Wie bisher bezeichnen vv und jj die dyadischen Produkte der entsprechenden Größen.
Mit g ist die Gravitationsbeschleunigung bezeichnet, während j = e(nivi − neve) die
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Stromdichte ist. Die Adiabatenindizes der Elektronen- und Ionenflüssigkeiten wurden
gleichgesetzt:
γe = γi ≡ γ . (3.29)
Die Details dieser Herleitung finden sich in [Zimmer, 1996; Kapitel 3.1] für den Fall
eines reinen Plasmas und [Birk, 1993; Anhang A] für den Fall eines Plasma-Neutralgas-
Systems. Bei der Herleitung der Impulsbilanzgleichung wurde angenommen, daß Elek-
tronen- und Ionengeschwindigkeit bei Ionisations- und Rekombinationsprozessen nähe-
rungsweise übereinstimmen: Qcv ≈ Qceve + Qci vi.
Damit das Gleichungssystem für das Plasma vollständig bestimmt ist, benötigt man
noch eine Gleichung für das Magnetfeld B. Jene gewinnt man aus der Kombination der
Faraday-Gleichung
∇×E + 1
c
∂B
∂t
= 0 (3.30)
mit dem verallgemeinerten Ohmschen Gesetz.
Dieses ergibt sich aus der Differenz me∂(ρivi) /∂t−mi∂(ρeve) /∂t der Impulsbilanzglei-
chungen für die Ionen und Elektronen [Birk, 1993; Anhang A]:
memi
e
∂j
∂t
= −memi
e2
(me −mi) ∇ ·
(
1
ρ
jj
)
− memi
e
∇ · (vj + jv)−∇(mepi −mipe)
+en(me + mi)
(
E +
1
c
v ×B
)
+
me −mi
c
j ×B + meviQci (3.31)
−miveQce −(mi −me) Qp −
(
meQ
p
e −miQ
p
i
)
.
Hierbei wurde für die Kraftdichte F s die Summe aus der Gravitations- und der Lorentz-
kraftdichte angesetzt:
F s = ρsg + nsqs
(
E +
1
c
vs ×B
)
, (3.32)
wobei qi = e = −qe die Ladung der Ionen ist. Man vernachlässigt den Term ∇·(jj/ρ) so-
wie die Trägheitsterme ∂j/∂t+∇ ·(vj + jv) gemäß der MHD-Näherung und den Ionen-
druckterm aufgrund des kleinen Massenkoeffizienten unter der Annahme, daß sich Ionen-
und Elektronentemperatur nicht zu stark unterscheiden (lokales thermisches Gleichge-
wicht gemäß der MHD-Näherung). Als physikalisch sinnvollen Quellterm für die innere
Energie findet man die Ohmsche Heizrate ηj2 mit der Resistivität η ≡ σ−1. Eine exak-
te Herleitung (siehe Zimmer, 1996; Kapitel 3.1) ergibt nach Auflösung von Gl. (3.31)
nach der elektrischen Feldstärke E und Einsetzen in die Faraday-Gleichung (3.30) unter
Verwendung der Relation j = c4π∇ ×B (Ampèresches Gesetz in MHD-Näherung) die
Induktionsgleichung
∂B
∂t
= ∇×(v ×B)− c
2
4π
∇×(η∇×B) + c∇×
(
1
en
∇pe
)
− c
4π
∇×
(
1
en
(∇×B)×B
)
. (3.33)
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Die hydrodynamischen Gleichungen für das Neutralgas ergeben sich direkt aus den Bi-
lanzgleichungen (3.13)–(3.15):
∂ρn
∂t
= −∇ · (ρnvn) + Qcn (3.34)
∂
∂t
(ρnvn) = −∇ · (ρnvnvn)−∇pn + ρng + vnQcn + Qpn (3.35)
1
γn − 1
∂pn
∂t
= − 1
γn − 1
∇ · (pnvn)− pn∇ · vn + QEn . (3.36)
In beiden Druckgleichungen (3.28) und (3.36) wurde hier die Wärmeleitung vernach-
lässigt.
Um die Quellterme in den Bilanzgleichungen des Plasmas und Neutralgases zu bestim-
men, muß man die Momente der Stoßintegrale (3.16) – (3.18) auswerten. Die sehr kom-
plizierte Auswertung findet man in der Literatur (z.B. Mitchner und Kruger, 1973;
Draine, 1986). Zur Vereinfachung der nur schwer handhabbaren Quellterme werden in
der folgenden Darstellung nur die makroskopischen Effekte durch Ionisation und Rekom-
bination sowie elastische und inelastische Stöße von geladenen und neutralen Teilchen
berücksichtigt. Entscheidend dabei ist die Erhaltung von Masse, Impuls und Energie.
Als Quellterme der Kontinuitätsgleichungen (3.26) und (3.34) wählt man in natürlicher
Weise [Mitchner und Kruger, 1973]
Qc = (ι− βρ) ρ , (3.37)
Qcn = −(ι− βρ) ρ , (3.38)
wobei ι die Ionisationsfrequenz und β der Rekombinationskoeffizient ist.
Der Impulsübertrag zwischen Plasma und Neutralgas ist eine lineare Funktion der Ge-
schwindigkeitsdifferenz v − vn der beiden Flüssigkeiten. Aus den Quelltermen Qps der
Impulsbilanzgleichungen (3.13) der drei Teilchensorten e, i und n gewinnt man unter
Vernachlässigung von Termen der Größenordnung(me/mi) j und ohne Berücksichtigung
resonanter inelastischer Stöße die Impulsquellterme [Birk und Otto, 1996]
Qp = −
(
νS12 + ν
A
12
)
ρ(v − vn) , (3.39)
Qpn = −
(
νS21 + ν
A
21
)
ρn(vn − v) . (3.40)
Damit die Quelltermbilanz (3.22) auch im Fall von Ionisation, Rekombination und ela-
stischer Reibung erfüllt ist, müssen die symmetrischen elastischen Stoßfrequenzen
νS12 =
miνi,n + meνe,n
me + mi
(3.41)
und νS21, sowie die inelastischen Stoßfrequenzen ν
A
12 und ν
A
21 die Bedingungen
νS12ρ = ν
S
21ρn (3.42)
und
νA12 = ι− βρ +
ρn
ρ
νA21 (3.43)
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erfüllen. Hierbei bezeichnen νi,n und νe,n die effektiven elastischen Stoßfrequenzen zwi-
schen Ionen und Neutralgasteilchen bzw. zwischen Elektronen und Neutralgasteilchen.
Bei der Herleitung der Quellterme der Energiegleichungen (3.28) und (3.36) muß die
Erhaltung der Gesamtenergie gewährleistet sein [Birk, 1993; Anhang A]:(
1
2
v2 +
memi
e2ρ2
j2
)
Qc +
1
2
v2nQ
rmc
n +Q
p ·v+Qpn ·vn +
me
eρ
Qpi ·j−
mi
eρ
Qpe ·j +QE +QEn = 0 .
(3.44)
Dabei umfassen die Energie-Quellterme QE und QEn sowohl die Thermalisierungsan-
teile QE
T
und QE
T
n als auch den Energieaustausch durch Impulsaustausch bei Stößen
(QE
p
, QE
p
n ) und durch Ionisation und Rekombination (Q
Ec , QE
c
n ). Die Behandlung
der einzelnen Anteile der Quellterme ist wiederum äußerst kompliziert [Mitchner und
Kruger, 1973], weswegen man sich auch hier auf die wesentlichen physikalischen Ef-
fekte der makroskopischen Prozesse beschränkt. Unter physikalisch sinnvollen Annah-
men und Näherungen ergeben sich aus den Quelltermen der drei Teilchensorten bei
Vernachlässigung der Terme der Größenordnung (me/mi) j2 und mit der Annahme,
daß sich die Neutralgastemperatur nicht unmittelbar durch Ionisation oder Rekombi-
nation ändert, die folgenden einfachen Ausdrücke für die Ionisations- und Rekombina-
tionsanteile der Energiequellterme [Birk und Otto, 1996]:
QE
c
=
3
2
(ι− βρ) ρ
ρn
pn +
1
2
(ι− βρ)(v − vn)2 , (3.45)
QE
c
n = −
3
2
(ι− βρ) ρ
ρn
pn . (3.46)
Bei Vernachlässigung der Terme der Größenordnung me/mi und (me/mi) j · v, und mit
der Definition
η ≡ m
2
e
e2ρe
(νe,i + νe,n + ι− βρ) (3.47)
für die Resistivität ergeben sich schließlich die Energiequellterme für das Plasma und
das Neutralgas:
QE = −3νS12
(
p− ρ
ρn
pn
)
+ ηj2 +
3
2
(ι− βρ) ρ
ρn
pn
+
1
2
ρ
(
3νS12 + ι− βρ
)
(v − vn)2 (3.48)
QEn = −3νS21
(
pn −
ρn
ρ
p
)
− 3
2
(ι− βρ) ρ
ρn
pn −
3
2
ρnν
S
21(vn − v)
2 . (3.49)
Anzumerken bleibt, daß die Resistivität η für die in dieser Arbeit behandelten Plasma-
Neutralgas-Systeme aus HVCs in galaktischen Halos aufgrund der vorherrschenden ge-
ringen Teilchendichten ρ und ρn vernachlässigbar ist. Dort, wo in dieser Arbeit resistive
Fälle simuliert werden, ist die auftretende Resistivität η nicht durch Coulombstöße,
sondern durch nichtlineare Welle-Teilchen-Wechselwirkungen als sogenannte anomale
Resistivität (siehe Abschnitt 3.5.1) bedingt und weicht somit insofern von der Definiti-
on (3.47) ab, als daß sie über die Art der Welleninstabilität von der Stromdichte und
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nicht von den Stoßfrequenzen abhängt.
Der innere Energieaustausch zwischen Plasma und Neutralgas erfolgt also durch Ther-
malisierung, durch Reibung, Ohmsche Dissipation und durch Ionisation und Rekombi-
nation.
Um die Energieerhaltung durch die Quellterme zu gewährleisten, muß bei Berücksichti-
gung von Ionisation und Rekombination die Stoßfrequenz νA21 der Bedingung [Birk und
Otto, 1996]
νA21 = −
ρ(ι− βρ) v ·(v − vn)
ρn(v − vn)2
(3.50)
genügen.
Zur Vervollständigung der Zwei-Flüssigkeit-Gleichungen des Plasma-Neutralgassystems
ergänzen wir hier noch die Elektronendruckgleichung
∂pe
∂t
= −ve ·∇pe − γpe∇ · ve +(γ − 1)
[
ηj2 +
3
4
(ι− βρ) ρ
ρn
pn
]
. (3.51)
Sie ergibt sich aus der Energiebilanzgleichung (3.15) für die Elektronen, wenn man an-
nimmt, daß die gesamte Ohmsche Dissipation ηj2 zur Aufheizung der Elektronen führt
und sich die durch Ionisation eines Neutralgasteilchens dem Plasma zugeführte thermi-
sche Energie zu gleichen Teilen auf das Elektronen- und Ionenfluid verteilt. Außerdem
wurden die mit me/mi skalierenden Thermalisierungsterme durch Elektronen-Ionen- und
Elektronen-Neutralteilchen-Stöße vernachlässigt [Birk, 1993; Anhang A].
Durch Kombination der Bilanzgleichungen (3.26), (3.27), (3.28), (3.34), (3.35) und
(3.36) mit den Ausdrücken (3.37), (3.38), (3.39), (3.40), (3.48) und (3.49) für die Quell-
terme ergibt sich schlußendlich zusammen mit der Induktionsgleichung (3.33) und der
Elektronendruckgleichung (3.51) das System der Zwei-Flüssigkeit-Gleichungen eines Pla-
sma-Neutralgas-Systems:
∂ρ
∂t
= −∇ · (ρv) +(ι− βρ) ρ , (3.52)
(Plasma-Kontinuitätsgleichung)
∂ρn
∂t
= −∇ · (ρnvn)−(ι− βρ) ρ , (3.53)
(Neutralgas-Kontinuitätsgleichung)
∂
∂t
(ρv) = −∇ · (ρvv)−∇p + 1
c
j ×B + ρg
+(ι− βρ) ρv − ρ
(
νS12 + ν
A
12
)
(v − vn) , (3.54)
(Plasma-Impulsbilanzgleichung)
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∂
∂t
(ρnvn) = −∇ · (ρnvnvn)−∇pn + ρng
−(ι− βρ) ρvn − ρn
(
νS21 + ν
A
21
)
(vn − v) , (3.55)
(Neutralgas-Impulsbilanzgleichung)
∂B
∂t
= ∇×(v ×B)− c∇×(ηj) + c∇×
(
1
en
∇pe
)
−∇×
(
1
en
j ×B
)
, (3.56)
(Induktionsgleichung)
∂p
∂t
= −v ·∇p− γp∇ · v +(γ − 1)
[
ηj2 +
3
2
(ι− βρ) ρ
ρn
pn
−3νS12
(
p− ρ
ρn
pn
)
+
1
2
ρ
(
3νS12 + ι− βρ
)
(v − vn)2
]
, (3.57)
(Plasma-Druckgleichung)
∂pe
∂t
= −ve ·∇pe − γpe∇ · ve
+(γ − 1)
[
ηj2 +
3
4
(ι− βρ) ρ
ρn
pn
]
, (3.58)
(Elektronen-Druckgleichung)
∂pn
∂t
= −vn ·∇pn − γnpn∇ · vn −(γn − 1)
[
3νS21
(
pn −
ρn
ρ
p
)
+
3
2
(ι− βρ) ρ
ρn
pn +
3
2
ρnν
S
21(vn − v)
2
]
. (3.59)
(Neutralgas-Druckgleichung)
In der Plasma-Impulsbilanzgleichung (3.54) wurde dabei wie schon bei der Herleitung
der Induktionsgleichung (3.33) der Term ∇·(jj/ρ) vernachlässigt. Ebenso werden in der
Plasma-Druckgleichung die Terme mit den Elektronen- und Ionendrücken vernachlässigt
[Birk, 1993; Anhang A].
Ergänzt werden diese Grundgleichungen durch das Ampère’sche Gesetz in der MHD-
Näherung
∇×B = 4π
c
j , (3.60)
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die Divergenzfreiheit der magnetischen Induktion ∇ · B = 0, sowie das Ohmsche Gesetz
(siehe Zimmer, 1996; Kapitel 3.1.1)
E = −1
c
v ×B − 1
en
∇pe +
1
enc
j ×B + ηj . (3.61)
Ein weiterer Term cmie ∇ ×
((
νS12 + ν
A
12
)
(vn − v)
)
, der sich aus den Quelltermen Qp des
verallgemeinerten Ohmschen Gesetzes (3.31) ergibt, wurde u.a. von Lesch et al. (1989a),
Lesch und Chiba (1995), Wiechen et al. (1998) und Wiechen et al. (2000) im Zusammen-
hang mit der Erzeugung und Verstärkung primordialer Magnetfelder in schwach ionisier-
ten Protogalaxien untersucht. Im folgenden wird dieser Term nicht weiter berücksichtigt,
da die Verstärkung der Magnetfelder in der Randschicht der HVCs im wesentlichen
durch Kompression des aufgestauten magnetischen Flusses und nur verschwindend ge-
ring durch Plasma-Neutralgas-Stöße erfolgt.
Die obigen Gleichungen bilden zusammen ein vollständiges Gleichungssystem, aus dem
sich die zeitliche Entwicklung der Plasma- und Neutralgasgrößen ρ, ρn, v, vn, p, pe,
pn und B — im allgemeinen nur numerisch — bestimmmen läßt. Dies geschieht im
Rahmen dieser Arbeit anhand von numerischen Simulationen für die Systeme ”HVC im
galaktischen Halo“ und ”Komet im Sonnenwind“.
3.1.2 Das numerische Verfahren
Das System der gekoppelten Differentialgleichungen (3.52)–(3.59) ist nur in wenigen
Fällen analytisch lösbar. Selbst für die zweidimensionalen Systeme, bei denen eine Rich-
tungsableitung vernachlässigt werden kann, wie sie im folgenden behandelt werden,
bleibt nur die Option einer numerischen Lösung. Dazu werden die partiellen Differen-
tialgleichungen mit Hilfe wohlbekannter und geeigneter numerischer Algorithmen inte-
griert. In dem in dieser Arbeit verwendeten Simulationscode kommt dabei eine geschickte
Kombination unterschiedlicher Integrationsverfahren zum Einsatz, um die Stabilität und
Effizienz des Programmes zu optimieren.
Normierung der Plasma-Neutralgas-Gleichungen
Um nicht mit sehr großen oder sehr kleinen Zahlen rechnen zu müssen, ist es aus nume-
rischer Sicht sinnvoll, die Gleichungen (3.52)–(3.60) zunächst so zu normieren, daß die
dann normierten Plasma- und Neutralgasgrößen für die untersuchten Systeme von der
Größenordnung eins sind. Dazu werden die einzelnen Größen X gemäß der Gleichung
X = x̂X0 (3.62)
auf einen typischen Wert X0 des Systems bezogen. In diesem Kapitel werden diese
Referenzwerte so gewählt, daß sie ein möglichst breites Spektrum der Parameter von
HVCs, seien sie galaktischer oder extragalaktischer Natur, abdecken. Dabei sei schon
hier darauf hingewiesen, daß die qualitativen Ergebnisse der im folgenden präsentierten
numerischen Simulationen z.T. über weitaus größere Parameterbereiche ihre Gültigkeit
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bewahren. Der Vorteil der Normierung der Größen zeigt sich nun darin, daß die Ergeb-
nisse skalierbar werden, sprich durch Austausch der Referenzwerte auf andere Systeme
übertragen werden können. Dadurch lassen sich Teile der Ergebnisse für das System
”Hochgeschwindigkeitswolken im galaktischen Halo“ auf das System ”Komet im Son-
nenwind“ übertragen, ohne erneute Simulationen durchzuführen. Die entsprechenden
Referenzgrößen werden an gegebener Stelle in Kapitel 4 angegeben.
Da in den im folgenden verwendeten Gleichungen nur normierte Größen auftreten, wer-
den diese nicht mehr besonders durch das Symbolˆgekennzeichnet.
Für ein in sich konsistentes Normierungsschema müssen nun drei Bezugsgrößen vorgege-
ben werden. Die übrigen Normierungen ergeben sich dann in kanonischer Weise aus den
Plasma-Neutralgas-Gleichungen (3.52)–(3.60). Eine übliche Normierung besteht darin,
eine charakteristische Länge L0, ein typisches Magnetfeld B0 und eine typische Dich-
te ρ0 vorzugeben. Plasma- und Neutralgasgrößen werden dann gleichermaßen auf diese
Referenzgrößen bezogen.
Für HVCs im Magellanschen Strom und im intergalaktischen Medium bietet sich als
Längenskala die typischen Ausdehnung einer Wolke von L0 = 100 pc ≈ 3 · 1020 cm an
(siehe Abschnitt 2.1). Die Magnetfelder im galaktischen Halo werden auf B0 = 3 µG
normiert, während wir für die Referenzteilchendichte einen Wert von n0 = 10−3 cm−3
wählen. Dieser Wert stellt gewissermaßen einen Kompromiß zwischen dem sehr dünnen
Haloplasma mit einer Teilchendichte von ni ≈ 10−4 cm−3 und den dichteren Neutral-
gaswolken mit Teilchendichten von nn ≈ 10−1 cm−3 dar. Für ein Wasserstoffplasma
bzw. Neutralgas aus atomarem Wasserstoff ergibt sich daraus mit der Protonenmas-
se mp ≈ 1.7 · 10−24 g und der Elektronenmasse me ≈ 9.1 · 10−28 g die typische Massen-
dichte zu ρ0 =(mp + me) n0 ≈ 1.7 · 10−24 g cm−3.
Als charakteristische Geschwindigkeit erhält man durch Normierung der Plasma-Impuls-
bilanzgleichung unter Berücksichtigung des Ampèreschen Gesetzes die Alfvéngeschwin-
digkeit vA = B0/
√
4πρ0. Mit den oben genannten Referenzwerten ergibt sich eine Alfvén-
geschwindigkeit von vA ≈ 2.05 · 107 cm s−1 = 205 km s−1. Somit ist eine nichtrelativisti-
sche Behandlung des Systems ohne weiteres zulässig.
Durch Normierung der Kontinuitätsgleichungen ergibt sicht als charakteristische Zeit-
skala die Alfvénzeit τA = L0/vA, welche für das System ”HVC im galaktischen Ha-
lo“ den Wert τA ≈ 1.46 · 1013 s ≈ 4.5 · 105 yr liefert. Dieser Wert bezeichnet die
Zeit, in der sich eine Störung im Magnetfeld durch Alfvénwellen über die typische
Länge L0, in obigem Falle die Ausdehnung der Neutralgaswolke, ausbreitet. Alle Fre-
quenzen in den Grundgleichungen werden auf das Inverse der Alfvénzeit normiert:
ι0 = νS120 = ν
A
120
= νS210 = ν
A
210
≡ ν0 = τ−1A . Außerdem findet man, daß der Re-
kombinationskoeffizient auf β0 = 1/(ρ0τA) und die Gravitationsbeschleunigung g auf
g0 = vA/τA normiert werden.
Weiterhin ergibt sich durch Normierung des Ampèreschen Gesetzes die typische Strom-
dichte j0 = cB0/4πL0, aus der Faraday-Gleichung (3.30) findet man E0 = B0L0/cτA =
vAB0/c und aus der Induktionsgleichung (3.56) die Normierungsgrößen η0 = 4πL0vA/c2
für die Resistivität und e0 = c(mp + me) /B0τA für die Elementarladung e. Letzte-
re hat in der bisherigen Normierung den Wert e0 ≈ 1.14 · 10−21 statcoul, der viele
Größenordnungen unter der Elementarladung e ≈ 4.8 ·10−10 statcoul liegt. Somit nimmt
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die normierte Größe ê den Wert ≈ 4.2 · 1011 in der normierten Induktionsgleichung
an. Solange die Gradienten im Elektronendruckterm c∇ ×
(
1
en∇pe
)
und im Hallterm
∇ ×
(
1
enj ×B
)
in Gleichung (3.56) nicht von derselben Größenordnung sind, können
beide Terme vernachlässigt werden . Solch starke Gradienten sind nur in extrem klei-
nen Unterstrukturen denkbar, die einerseits numerisch nicht aufgelöst werden können,
andererseits in den betrachteten Systemen der HVCs und Kometen auch physikalisch
nicht relevant sind, da sie die makroskopische Dynamik nicht beeinflussen. Um den Ein-
fluß dieser beiden Terme zu untersuchen, sind kinetische Modelle nötig, die in der Lage
sind, die mikroskopische Dynamik der Plasmateilchen aufzulösen. Wir beschränken uns
in dieser Arbeit im Rahmen des Flüssigkeitsmodells jedoch auf die makroskopische und
mesokopische Dynamik der betrachteten Systeme.
Als typischen Druck erhielte man aus der Plasma-Druckgleichung (3.57) p0 = B20/4π.
Der Vergleichbarkeit von magnetischem und mechanischem Druck halber normiert man
jedoch per Konvention den mechanischen Druck auf den magnetischen Druck B20/8π des
Referenzfeldes. Diese Wahl liefert einen Faktor 1/2 in den Impulsbilanzgleichungen vor
dem Druckgradienten und einen Faktor 2 bei den resistiven Termen und den quadrati-
schen Geschwindigkeitstermen in den Druckgleichungen.
Mit den obigen Referenzgrößen erhält man als charakteristische Werte für das elektri-
sche Feld E0 ≈ 2.1 · 10−9 statvolt cm−1 (
∧= 6.2 · 10−5 V m−1), für die typische Strom-
dichte j0 ≈ 2.4 · 10−17 statampere cm−2 (
∧= 8 · 10−23 A m−2), für den charakteristischen
Druck p0 ≈ 3.6 · 10−13 dyn cm−2 (
∧= 3.6 · 10−12 Pa) und schließlich für die Resistivität
η0 ≈ 8.6 · 107 s (
∧= 7.7 · 1017 Ω m). Dabei sind die entsprechenden SI-Werte in Klammern
zur Verbesserung der Anschaulichkeit angegeben. Durch Normierung der Simulations-
gleichungen werden diese unabhängig vom verwendeten Einheitensystem, so daß die
Ergebnisse je nach Belieben in SI- oder cgs-Einheiten angegeben werden können. In
dieser Arbeit wird jedoch — wie bereits eingangs erwähnt — durchgehend das cgs-
Einheitensystem verwendet.
Mit diesem Normierungsschema ergeben sich die normierten Plasma-Neutralgas-
Gleichungen:
∂ρ
∂t
= −∇ · (ρv) +(ι− βρ) ρ , (3.63)
(Plasma-Kontinuitätsgleichung)
∂ρn
∂t
= −∇ · (ρnvn)−(ι− βρ) ρ , (3.64)
(Neutralgas-Kontinuitätsgleichung)
∂
∂t
(ρv) = −∇ · (ρvv)− 1
2
∇p +(∇×B)×B + ρg
+(ι− βρ) ρv − ρ
(
νS12 + ν
A
12
)
(v − vn) , (3.65)
(Plasma-Impulsbilanzgleichung)
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∂
∂t
(ρnvn) = −∇ · (ρnvnvn)−
1
2
∇pn + ρng
−(ι− βρ) ρvn − ρn
(
νS21 + ν
A
21
)
(vn − v) , (3.66)
(Neutralgas-Impulsbilanzgleichung)
∂B
∂t
= ∇×(v ×B)−∇×(η∇×B) + ∇×
(
1
2eρ
∇pe
)
−∇×
(
1
eρ
(∇×B)×B
)
, (3.67)
(Induktionsgleichung)
∂p
∂t
= −v ·∇p− γp∇ · v +(γ − 1)
[
2η(∇×B)2 + 3
2
(ι− βρ) ρ
ρn
pn
−3νS12
(
p− ρ
ρn
pn
)
+ ρ
(
3νS12 + ι− βρ
)
(v − vn)2
]
, (3.68)
(Plasma-Druckgleichung)
∂pe
∂t
= −ve ·∇pe − γpe∇ · ve
+(γ − 1)
[
2η(∇×B)2 + 3
4
(ι− βρ) ρ
ρn
pn
]
, (3.69)
(Elektronen-Druckgleichung)
∂pn
∂t
= −vn ·∇pn − γnpn∇ · vn −(γn − 1)
[
3νS21
(
pn −
ρn
ρ
p
)
+
3
2
(ι− βρ) ρ
ρn
pn + 3ρnνS21(vn − v)
2
]
. (3.70)
(Neutralgas-Druckgleichung)
Dabei wurde in der Plasma- und Elektronen-Druckgleichung das normierte Ampère’sche
Gesetz
∇×B = j (3.71)
verwendet, um die Stromdichte j zu eliminieren.
Das normierte Ohmsche Gesetz lautet:
E = −v ×B − 1
2eρ
∇pe +
1
eρ
(∇×B)×B + η(∇×B) . (3.72)
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Die Simulationsgleichungen
Durch Vernachlässigung des Elektronendruckterms in der Induktionsgleichung (3.67)
(siehe Seite 3.1.2 oben) reduziert sich das Gleichungssystem (3.63)–(3.70) um die dann
nicht benötigte Elektronen-Druckgleichung (3.69).
Der Hallterm ∇ × [(1/eρ)(∇×B)×B] in der Induktionsgleichung (3.67) kann zum
Auftreten der numerischen Whistlermode-Instabilität führen, da neben der makroskopi-
schen nun auch eine elektrostatische, schnelle Zeitskala bedeutsam wird [Birk, 1993; An-
hang B]. Die schnell anwachsenden, kurzwelligen Oszillationen dieser Instabilität entlang
der stärksten Magnetfeldkomponente lassen sich mit Hilfe komplizierter semi-impliziter
Algorithmen [Harned und Mikic̆, 1989] unterdrücken. In den in dieser Arbeit untersuch-
ten Konfigurationen ist der Hallterm aufgrund des großen Wertes der Elementarladung e
jedoch ohnehin vernachlässigbar, so daß dieses Stabilitätsproblem unmittelbar umgan-
gen werden kann.
Weiterhin vernachlässigen wir die quadratischen Geschwindigkeitsterme in den Druck-
gleichungen des Plasmas und des Neutralgases, da jene für die im folgenden betrachteten
Relativgeschwindigkeiten und Stoßfrequenzen klein gegen die übrigen Terme sind. So
sind jene Terme beispielsweise für eine Relativgeschwindigkeit von der Größenordnung
0.1 und eine Stoßfrequenz νS12 von der Größenordnung 10
−2 und einer Plasmadichte
ρ = 1 von der Größenordnung 10−4 und damit erst über einen Simulationszeitraum von
104τA von Bedeutung. Sie können daher vernachlässigt werden.
Zur numerischen Integration des Gleichungssystems ist es sinnvoll, die folgende Trans-
formation der unabhängigen Variablen durchzuführen:
s = ρv sn = ρnvn
und
u =
(p
2
) 1
γ
un =
(pn
2
) 1
γn . (3.73)
Mit dieser Transformation erhält man schließlich die Simulationsgleichungen:
∂ρ
∂t
= −∇ · s + ιρ− βρ2 , (3.74)
(Plasma-Kontinuitätsgleichung)
∂ρn
∂t
= −∇ · sn − ιρ + βρ2 , (3.75)
(Neutralgas-Kontinuitätsgleichung)
∂s
∂t
= −∇ ·
[
1
ρ
ss +
(
uγ +
1
2
B2
)
I3 −BB
]
+ ρg
+s
[
ι− βρ−
(
νS12 + ν
A
12
)]
+ sn
(
νS12 + ν
A
12
) ρ
ρn
, (3.76)
(Plasma-Impulsbilanzgleichung)
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∂sn
∂t
= −∇ ·
(
1
ρn
snsn + uγnn I3
)
+ ρng + s
(
νS21 + ν
A
21
) ρn
ρ
−sn
(
ι
ρ
ρn
− β ρ
2
ρn
+ νS21 + ν
A
21
)
, (3.77)
(Neutralgas-Impulsbilanzgleichung)
∂B
∂t
= ∇×(v ×B)−∇×(η∇×B) , (3.78)
(Induktionsgleichung)
∂u
∂t
= −∇ ·
(
u
ρ
s
)
+
γ − 1
γ
u1−γ
[
η(∇×B)2 − 3νS12
(
uγ − uγnn
ρ
ρn
)
+
3
2
(ι− βρ) uγnn
ρ
ρn
]
(3.79)
(Plasma-Energiegleichung)
und schließlich
∂un
∂t
= −∇ ·
(
un
ρn
sn
)
− γn − 1
γn
u1−γnn
[
3νS21
(
uγnn − uγ
ρn
ρ
)
+
3
2
(ι− βρ) uγnn
ρ
ρn
]
. (3.80)
(Neutralgas-Energiegleichung)
Hier bezeichnen s und sn die Impulsdichten des Plasmas und des Neutralgases, während
u und un ähnlich den inneren Energien von Plasma und Neutralgas definiert, jedoch nicht
mit diesen identisch sind (siehe (3.73)). Der Tensor I3 bezeichnet den Einheitstensor
zweiter Stufe.
Die Impulsbilanzgleichungen (3.76) und (3.77) lassen sich auch ohne Tensoren in den
Formen
∂s
∂t
= −∇uγ − 1
2
∇B2 −(s ·∇) s
ρ
− s
ρ
(∇ · s) +(B ·∇) B
+ρg + s
[
ι− βρ−
(
νS12 + ν
A
12
)]
+ sn
(
νS12 + ν
A
12
) ρ
ρn
(3.81)
und
∂sn
∂t
= −∇uγnn −(sn ·∇)
sn
ρn
− sn
ρn
(∇ · sn) + ρng + s
(
νS21 + ν
A
21
) ρn
ρ
−sn
(
ι
ρ
ρn
− β ρ
2
ρn
+ νS21 + ν
A
21
)
(3.82)
schreiben. Alternativ kann man die Plasma-Impulsbilanzgleichung mit Hilfe der Lor-
entzkraft j ×B wie folgt ausdrücken:
∂s
∂t
= −∇ ·
(
1
ρ
ss
)
−∇uγ + j ×B + ρg
+s
[
ι− βρ−
(
νS12 + ν
A
12
)]
+ sn
(
νS12 + ν
A
12
) ρ
ρn
. (3.83)
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Beide Darstellungsformen sind zwar anschaulicher als die numerischen Darstellungen, sie
haben allerdings den Nachteil, daß bei ihnen keine klare Trennung mehr zwischen dem
konservativen Teil der Differentialgleichung, der sich als Divergenz schreiben läßt, und
den Quelltermen, die Dissipation, Ionisation, Rekombination, Gravitation und den Aus-
tausch von Energie und Impuls zwischen Plasma und Neutralgas beschreiben, besteht.
Die Aufspaltung der Differentialgleichungen (3.74)–(3.80) in konservative und nicht-
konservative Anteile ist numerisch jedoch nicht nur sinnvoll, sondern sogar notwen-
dig, da die nicht-konservativen Quellterme bei dem verwendeten Zwei-Gitter-Verfahren
gesondert behandelt werden müssen (siehe nächsten Abschnitt). Die Induktionsglei-
chung (3.78) läßt sich hingegen nicht in einen konservativen und nicht-konservativen
Teil aufspalten. Sie wird daher ebenfalls mit einem gesonderten Verfahren integriert.
Es sei hier nochmals betont, daß die Simulationsgleichungen im Rahmen der verwende-
ten Näherungen bis auf wenige Prozent die Massen-, Impuls- und Energiedichte erhal-
ten [Birk, 1993; Anhang C ]. Zudem beschreiben die Gleichungen eine voll kompressible
Flüssigkeit aus Plasma und Neutralgas.
Simulationscode
Die im folgenden dargestellten Simulationen wurden mit Hilfe eines Plasma-Neutralgas-
Codes durchgeführt, der ursprünglich von Otto (1990) als dreidimensionaler (3D) resisti-
ver MHD-Code entwickelt und im Rahmen einer Dissertation von Birk (1993) zu einem
resistiven 3D Plasma-Neutralgas-Code erweitert wurde. In der hier vorliegenden Arbeit
wurde der Code gemäß den Anforderungen der Simulationen erneut erweitert und in
bezug auf die Algorithmen leicht modifiziert. Wir stellen hier die finale Version (ohne
Wärmeleitung) vor und beschreiben die physikalischen Erweiterungen wie anomale Re-
sistivität und elastische Plasma-Neutralgas-Stöße an gegebener Stelle en detail. Sowohl
der MHD-Code als auch der Plasma-Neutralgas-Code wurden in ausgiebigen qualitativen
und quantitativen Tests ausreichend geprüft. Darunter finden sich u.a. qualitative Test,
die das Phänomen des inversen ’ion-drag’ simulieren [Birk, 1993; Anhang C ], sowie quan-
titative Tests, die z.B. die lineare Dämpfung von Alfvén- und magnetosonischen Wellen
durch Plasma-Neutralgas-Reibung in teilweise ionisierten Plasmen oder die Reduzierung
der Anwachsrate der Tearing-Instabilität durch Plasma-Neutralgas-Wechselwirkung si-
mulieren und mit den theoretischen Werten vergleichen (siehe Birk und Otto, 1996). Die
Abweichungen von den analytischen Werten liegen dabei nach etwa 100 Alfvénzeiten im
Bereich weniger Prozent. Ein Test der Divergenzfreiheit des magnetischen Feldes zeigt,
daß diese hinreichend gut erfüllt ist [Birk und Otto, 1996]. Insgesamt weist der verwen-
dete Code eine ausgezeichnete Stabilität gegen numerische Instabilitäten sowie eine hohe
quantitative Präzision auf.
Die konservativen Anteile der Bilanzgleichungen (3.74)–(3.77) und (3.79)–(3.80) für die
Massen-, Impuls- und Energiedichten werden mit Hilfe des Leapfrog-Verfahrens inte-
griert (vergleiche Potter, 1973). Dieses ist in zweiter Ordnung genau, sowohl in der Zeit
als auch im Raum, und somit exakter als ein einfaches Lax-Verfahren. Es ist weiterhin
dispersionsfrei (neutral stabil), solange das Courant-Friedrichs-Lewy-Stabilitätskriterium
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(CFL-Kriterium) [Press et al., 1986; Seite 626f.]
C = vph
∆t
∆x
≤ 1 (3.84)
überall erfüllt ist, und sogar dissipationsfrei, falls die CFL-Bedingung exakt erfüllt ist
[Fletscher, 1991; Abschnitt 9.1.3]: C = 1.
Hierbei ist C ≡ vph∆t/∆x die sogenannte Courant-Zahl, definiert über die Phasen-
geschwindigkeit vph der jeweils schnellsten Welle, den verwendeten Zeitschritt ∆t der
Integration, sowie den Abstand ∆x zwischen zwei benachbarten Gitterpunkten im ver-
wendeten Gitter. Im Plasma ist die schnelle magnetosonische Welle die Welle mit der
höchsten (normierten) Phasengeschwindigkeit:
vph =
√
B2 + γuγ
ρ
. (3.85)
Dahingegen existieren im Neutralgas allein nur Schallwellen mit der Phasengeschwin-
digkeit vph = csn =
√
γnu
γn
n /ρn.
Um die lineare numerische Stabilität des Codes zu gewährleisten, muß das CFL-Kriter-
ium für beide Phasengeschwindigkeiten in jedem Gitterpunkt erfüllt sein.
Beim hier verwendeten Leapfrog-Verfahren werden die Plasma- und Neutralgasgrößen
auf zwei- bzw. dreidimensionalen Gittern diskretisiert, die im Code entweder äquidistant
oder aber auch mit lokal höherer Gitterpunktdichte gewählt werden können. Bei nicht-
äquidistanten Gittern ist das Leapfrog-Verfahren jedoch nicht mehr dispersionsfrei. Zu-
dem verlangt die CFL-Bedingung (3.84), daß mit kleiner werdendem Gitterpunktab-
stand ∆x auch der Zeitschritt ∆t linear schrumpfen muß. Dies erhöht die Rechenzeit
für einen Simulationslauf u.U. deutlich. Weiterhin ist bei den im folgenden dargestellten
Simulationen nicht a priori klar, welche Bereiche des Simulationsgebietes eine höhere
Gitterauflösung verlangten. Ein adaptives Gitter könnte hier Abhilfe schaffen, ist al-
lerdings bisher nicht im verwendeten Code vorgesehen. Daher wurden die folgenden
zweidimensionalen Simulationen sämtlich auf äquidistanten Gittern durchgeführt.
Die verwendeten Gitter bestehen im 2D-Fall aus Nx · Ny Punkten und im 3D-Fall aus
Nx ·Ny ·Nz Punkten, deren Indizes jeweils von 1 bis Ni laufen (Abb. 3.1). Die Anzahl der
Gitterpunkte in den beiden Koordinatenrichtungen wurde so gewählt, daß die Gitter-
abstände ∆x und ∆y von derselben Größenordnung sind. Durch Variation der Gitter-
punktzahl wurde der wachsende Einfluß numerischer Fehler zu kleinen Gitterpunktzah-
len hin qualitativ untersucht und eine Gitterpunktzahl gewählt, die den bestmöglichen
Kompromiß aus erträglichem Rechenaufwand und akzeptablen numerischen Fehlern dar-
stellt.
Die Integration erfolgt durch zwei Leapschritte auf zwei alternierenden Untergittern (N
und H in Abbildung 3.1 ), welche durch einen anfänglichen Laxschritt um ∆t/2 zeitlich
gegeneinander versetzt wurden. Dabei transportiert jeder Leapschritt das entsprechende
Untergitter um einen Zeitschritt, so daß der zeitliche Versatz um ∆t/2 erhalten bleibt.
Zur Zwischenspeicherung der Daten werden die beiden Untergitter durch einen weite-
ren Laxschritt zeitlich zusammengeschoben. Dieser Laxschritt wird bei Fortführung der
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Abb. 3.1: Schematische Darstellung des verschachtelten Gitters
Integration jedoch wieder rückgängig gemacht, so daß das gesamte Verfahren in zweiter
Ordnung exakt bleibt.
Bei dem im Code verwendeten modifizierten Leapfrog-Verfahren werden die Massen-
und Impulsdichten von Plasma und Neutralgas sowie u und un explizit berechnet. Da-
bei werden zur Approximation der ersten partiellen Ableitungen der einzelnen Größen f
finite Differenzen der Form
∂f
∂xi
≈ f(xi + ∆xi)− f(xi −∆xi)
2∆xi
, i = 1, .., 3 (3.86)
(also zentrierte Differenzenquotienten) für die räumlichen Ableitungen verwendet. Die
Zeitableitung wird durch den zentrierten Differenzenquotienten
∂f
∂t
≈ f(t + ∆t)− f(t−∆t)
∆t
(3.87)
approximiert. Das verwendete Verfahren der finiten Differenzen ist somit ein sogenann-
tes CTCS-Verfahren (Centered Time Centered Space) [Press et al., 1986; Seite 623f.].
Zur Berechnung der räumlichen ersten partiellen Ableitung eines Feldes am Gitterpunkt
(i, j) ≡ (xi, yj) benötigt man die Feldwerte an den benachbarten Punkten (i− 1, j),
(i + 1, j), (i, j − 1) und (i, j + 1). Diese liegen jedoch alle auf dem um ∆t/2 avancier-
ten, anderen Teilgitter vor, das schon im vorhergehenden Integrationsschritt berechnet
wurde. Daher können die konservativen Teile der Bilanzgleichungen allein mit den Feld-
werten auf dem bereits avancierten Gitter berechnet werden. Dies wird deutlich, wenn
3.1 Das numerische Modell 113
man die Diskretisierung des konservativen Teils der Plasma-Kontinuitätsgleichung in
einer Dimension betrachtet:
ρ
n+1/2
i = ρ
n−1/2
i −
∆t
2∆x
[
sni+1 − sni−1
]
. (3.88)
Dabei bezeichnet z.B. ρn−1/2i die Dichte zum Zeitpunkt tn−1/2 am Gitterpunkt i. Die
Dichte ρn+1/2i zum Zeitpunkt tn+1/2 wird somit allein mit Hilfe der bereits zum Zeit-
schritt tn avancierten Feldwerte an den benachbarten Punkten des anderen räumlichen
Teilgitters berechnet, wie es in Abbildung 3.2 dargestellt ist.
Abb. 3.2: Avancieren der Feldwerte nach dem Leapfrog-Verfahren
Kreuze und Kreise kennzeichnen in dieser Abbildung die beiden Raum-Zeit-Untergitter,
während die mit 0 und 1 gekennzeichneten senkrechten Linien die beiden räumlichen
Teilgitter darstellen.
Ein möglicher Nachteil der Diskretisierung nach dem Leapfrog-Verfahren ist die Konse-
quenz, daß die beiden entstehenden Raum-Zeit-Gitter (x und o in Abbildung 3.2) völlig
voneinander entkoppelt sind. Das kann eventuell dazu führen, daß die Feldvariablen auf
den beiden Teilgittern auseinanderdriften [Press et al., 1986; Tajima, 1989], was als nu-
merische ”odd-even-Instabilität“ bekannt ist. Eine solche nichtlineare Instabilität des
Verfahrens läßt sich dadurch beheben, daß die beiden Raum-Zeit-Gitter wieder leicht
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aneinander gekoppelt werden. Dies geschieht im verwendeten Code durch die Einführung
kleiner, künstlicher, numerischer Viskositätsterme und die Methode der Flußkorrektur
für die nicht konservativen Quellterme.
Die Integration der konservativen Anteile der Bilanzgleichungen (3.74)–(3.77) und (3.79)–
(3.80) findet somit ausschließlich auf einem der Raum-Zeit-Untergitter (z.B. Kreuze)
statt, nämlich demjenigen, welches am Anfang der Integrationsroutine durch einen Lax-
schritt auf dem entsprechenden räumlichen Teilgitter erzeugt wurde.
Im Gegensatz dazu erfordert die Berechnung der nicht konservativen Anteile, also der
Quellterme in den Bilanzgleichungen, die Feldwerte auf dem anderen Raum-Zeit-Unter-
gitter (Kreise), die jedoch nicht zur Verfügung stehen, da die Teilgitter um ∆t/2 zeitlich
gegeneinander versetzt sind. So benötigt man bei Berücksichtigung der Quellterme in
Gleichung 3.88 die Dichte ρni am Punkt i zum Zeitpunkt tn. Dieser Gitterpunkt befin-
det sich jedoch auf der Zeitebene tn−1/2 (Abb. 3.2). Der Leapfrog-Algorithmus ist daher
nicht ohne weiteres auf die Quellterme in den Bilanzgleichungen anwendbar.
Stattdessen wird die Integration der Quellterme im Code in zwei halben Zeitschritten
um ∆t/2 durchgeführt [Birk und Otto, 1996]. Im ersten Halbschritt von der Zeitebene
tn−1/2 zur Ebene tn werden die zur Berechnung der Quellerme (z.B. ιρ − βρ2) fehlen-
den Feldwerte (Kreise) auf der Zeitebene tn durch Mittelung über die benachbarten
Gitterpunkte (Kreuze) bestimmt. Der erste Halbschritt der Integration
Q′(tn) = Q
(
tn−1/2
)
− ∆t
2
(
C(tn)− S(tn)
)
(3.89)
liefert zunächst einen vorläufigen Wert (”Prädiktor“) der Feldvariable Q zum Zeitpunkt
tn durch Verwendung der gemittelten Quellterme S. Der konservative Teil der Bilanzglei-
chung ist hier mit C bezeichnet und befindet sich bereits automatisch auf der richtigen
Zeitebene. Vollendet wird der erste Halbschritt durch eine Korrektur des Flußtransports
der Quellterme
Q(tn) = Q′(tn)−
∆t
2
(
S(tn)− S′(tn)
)
, (3.90)
wobei der Prädiktorwert Q′ verwendet wurde, um die vorläufigen Quellterme S′ zum
Zeitpunkt tn zu berechnen. Damit ist nun der Wert der Feldvariable Q zum Zeitpunkt
tn bekannt und kann im zweiten Halbschritt
Q
(
tn+1/2
)
= Q(tn)−
∆t
2
(C(tn)− S(tn)) (3.91)
zur Berechnung der fehlenden Quellterme S(tn) zum Zeitpunkt tn (Kreise) verwen-
det werden. Diese Methode des korrigierten Flußtransportes der Quellterme ist immer
dann nötig, wenn die zu integrierende Feldvariable in den Quelltermen auftritt, wie dies
z.B. bei der Plasma-Kontinuitätsgleichung durch die Dichte ρ im Quellterm ιρ − βρ2
der Fall ist. Somit muß das Fluß-Korrektur-Verfahren auf alle Bilanzgleichungen des
Gleichungssystems (3.74)–(3.80) angewandt werden.
Bei der Diskretisierung der Induktionsgleichung (3.78) versagt das Leapfrog-Schema, da
der resistive Diffusionsterm η∆B zur Instabilität des Algorithmus führt (vgl. Tajima,
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1989). Dies rührt daher, daß bei der Diskretisierung der zweiten partiellen räumlichen
Ableitungen
∂2f
∂x2i
≈ f(xi + ∆xi)− 2f(xi) + f(xi −∆xi)
∆xi 2
(3.92)
der Feldvariable f wiederum die Feldwerte f(xi) auf dem nicht zugänglichen Raum-Zeit-
Gitter (Kreise) benötigt werden. Die Induktionsgleichung (3.67) wird daher im Code
mit Hilfe des semiimpliziten Algorithmus nach DuFort-Frankel [Fletscher, 1991; Ab-
schnitt 7.1.2] integriert. Dabei wird der noch unbekannte Wert des Magnetfeldes zum
Zeitpunkt tn+1/2 mitverwendet, um die zweiten partiellen Ableitungen (3.92) zum Zeit-
punkt tn zu diskretisieren. Das so entstehende Verfahren ist sowohl für homogene als
auch für lokalisierte Resistivitätsmodelle stabil und erlaubt sogar die Berücksichtigung
des Elektronendruckterms. Eine lineare Stabilitätsanalyse der Anwendung des DuFort-
Frankel-Verfahrens auf die Induktionsgleichung findet sich in [Birk, 1993; Anhang B].
Die Kombination der oben beschriebenen Algorithmen ergibt ein numerisch äußerst sta-
biles Verfahren zur Integration der Simulationsgleichungen (3.74)–(3.80), welches in be-
zug auf die Integrationsgrößen selbstkonsistent und von zweiter Ordnung exakt in Raum
und Zeit ist und außerdem die Verwendung lokalisierter Resistivitätsmodelle erlaubt,
wie sie für viele Problemstellungen der Astrophysik typisch sind. Es bleibt anzumer-
ken, daß sich die Selbstkonsistenz nicht auf die Größen η, ι, β, sowie die Frequenzen ν
erstreckt. Diese sind von ihrer Natur her kinetische Größen, da bei ihrer Berechnung
kinetische Prozesse wie Stöße und Abweichungen vom thermischen Gleichgewicht die
dominierenden Faktoren sind. Solche Größen können im Fluidbild des Codes nicht selbst-
konsistent berechnet werden und werden daher, basierend auf plausiblen Modellen, die
teilweise aus der kinetischen Theorie abgeleitet wurden, als Parameter an geeigneter
Stelle in den Code eingefügt. Die als Parameter eingefügten Größen im einzelnen sind
die Ionisationsfrequenz ι, der Rekombinationskoeffizient β, die Graviationsbeschleuni-
gung g, die symmetrische Stoßfrequenz νS12, die antisymmetrische Stoßfrequenz ν
A
12 sowie
die Resistivität η. Die symmetrische Frequenz νS21 und ihr antisymmetrisches Pendant
νA21 werden anhand der Gleichungen (3.42) bzw. (3.43) aus den vorgegebenen Stoßfre-
quenzen berechnet.
In den in dieser Arbeit beschriebenen Simulationen wurde stets ein Ionisationsgleichge-
wicht
ι = βρ (3.93)
vorausgesetzt, da die Behandlung von Ionisationseffekten nicht Thema dieser Arbeit ist
und an anderer Stelle eingehend durchgeführt werden wird. Da Ionisationsfrequenz ι und
Rekombinationskoeffizient β in den Simulationsgleichungen stets in der Form ι−βρ auf-
treten, wurden beide Parameter der Einfachheit halber gleich Null gesetzt. Des weiteren
bewirkt der Ansatz eines Ionisationsgleichgewichtes auch, daß nach Gleichung 3.43 und
3.50 die antisymmetrischen Stoßfrequenzen νA12 und ν
A
21 identisch Null werden. Somit
stellt sich allein die Frage nach der Behandlung der symmetrischen Stoßfrequenz νS12 im
Rahmen der Integrationsroutinen.
Die Stoßfrequenzen für die Streuung von Elektronen und Ionen an Neutralgasatomen
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sind gegeben durch [Huba, 1998; Seite 39; Lang, 1980; Seite 225]
νe,n = nnσse,n
√
kBTe
me
(3.94)
und
νi,n = nnσsi,n
√
kBTi
mp
, (3.95)
wobei die Streuquerschnitte σse,n ≈ σsi,n ≈ 5 ·10−15 cm2 nur schwach temperaturabhängig
sind. Wir wählen daher für die symmetrische Stoßfrequenz gemäß der Gleichung (3.41)
den normierten Ansatz:
νS12 = νcρnT
1/2
e = νcρn
(
2uγ
ρ
)1/2
. (3.96)
νc bezeichnet hier einen konstanten Koeffizienten.
Durch Einsetzen der Stoßfrequenzen (3.94) und (3.95) in (3.41) und Normierung der so
entstehenden Gleichung mit den Referenzgrößen für Frequenzen, Dichten und Tempera-
turen ergibt sich der dimensionslose Koeffizient νc zu
νc = τAρ0σse,n
√
kBT0
m3p
=
1
2
L0n0σ
s
e,n . (3.97)
Die Referenzgröße für die Temperatur Te = Ti = T ergibt sich aus Normierung des idea-
len Gasgesetzes p = 2nkBT mit den Partialdrücken pe + pi = p und den Teilchendichten
ne = ni ≡ n zu
T0 =
B20
16πn0kB
=
v2Amp
4kB
. (3.98)
In der verwendeten Normierung hat T0 damit den Wert T0 ≈ 1.3 · 106 K. Das normierte
ideale Gasgesetz lautet nun
p = nT = ρT . (3.99)
Die normierte thermische Geschwindigkeit der Ionen ist gegeben durch vth,i =
√
T/2.
Für den dimensionslosen Koeffizienten ergibt sich mit den bisherigen Referenzgrößen ein
Wert von νc ≈ 750. Er gibt die Anzahl der Streuzentren im Volumen σse,n · L0 an. Der
Wert ist im Hinblick auf den Impulsübertrag beim Stoß allerdings viel zu groß, da viele
Einzelstöße nötig sind, um den Impuls eines Teilchens vollständig zu übertragen. Zudem
läßt sich ein solch großer Wert numerisch nicht realisieren. Daher werden in den vorge-
stellten Simulationen typischerweise Werte um 10−2 für den Koeffizienten νc verwendet.
Die Stabilität der Integrationsroutinen mit Einbau der symmetrischen Stoßfrequenz νS12
wurde in mehreren Testläufen ausreichend getestet, die hier nicht weiter vorgestellt wer-
den, da die im folgenden beschriebenen Simulationen ebenfalls als Test für die Stabilität
der Routinen angesehen werden können. Die Tests zeigen die qualitativ erwartete Wech-
selwirkung von Plasma und Neutralgas und weisen eine hohe numerische Stabilität über
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mehrere Hunderttausende bis Millionen Integrationsschritte auf. Die numerische Stabi-
lität des Codes ist dabei vergleichbar mit der Stabilität vor dem Einbau der Stoßfrequenz.
Die Gravitationsbeschleunigung g kann im Code entweder vorgegeben werden oder aus
den Massendichten selbst berechnet werden. Da in dieser Arbeit jedoch nicht speziel-
le Hochgeschwindigkeitswolken, wie z.B. Komplex C, behandelt werden sollen, sondern
vielmehr generelle physikalische Phänomene der Wechselwirkung von HVCs mit dem sie
umgebenden Plasma, wird die Gravitationsbeschleunigung auf Null gesetzt, um keine
Einschränkungen in bezug auf die Positionierung der HVCs über der galaktischen Schei-
be in Kauf nehmen zu müssen. Die Eigengravitation wird aufgrund der geringen Dichte
der Wolken vernachlässigt. Außerdem führte die Berücksichtigung der Eigengravitation
lediglich zu einer Verbesserung der dynamischen Stabilität der HVCs, so daß eine Ver-
nachlässigung die qualitativen Ergebnisse der Simulationen nicht beeinflußt.
Die Resistivität η wird in den Simulationen als Summe einer räumlich und zeitlich
konstanten Hintergrundresistivität η1 und einer anomalen, stromdichteabhängigen Re-
sistivität ηan(j) angesetzt (vgl. Abschnitt 3.5.1):
η(j) = η1 + η2
[
j2 − j2crit
]χ Θ(j2 − j2crit) . (3.100)
Hier bezeichnen Θ(x) die Heaviside-Funktion
Θ(x) =
{
1 für x ≥ 0
0 für x < 0
, (3.101)
η1 und η2 konstante Koeffizienten, jcrit die kritische Stromdichte, oberhalb derer die an-
omale Resistivität einsetzt, und χ einen allgemeinen Exponenten, der von der Größen-
ordnung eins ist (siehe Abschnitt 3.5.1). Die konstante Hintergrundresistivität wird in
den dargestellten Simulationen stets auf η1 = 10−5 gesetzt, um einen Einfluß der auf-
tretenden numerischen Diffusivität auszuschließen. In den im folgenden Abschnitt dar-
gestellten Simulationen wurde das Plasma zunächst als ideal angesetzt (η2 = 0). Voll
resistive Simulationen werden im Unterkapitel 3.5 und in Kapitel 4 beschrieben.
Der Code führt die einzelnen Integrationsschritte nach geeigneter Berechnung der obi-
gen zeit- und ortsabhängigen Parameter in der Reihenfolge der Simulationsgleichungen
(3.74)–(3.80) durch. Nach jedem Integrationsschritt werden anschließend die Dichten
ρ und ρn und die Energien u und un daraufhin überprüft, ob sie an irgendeinem Git-
terpunkt unter einen bestimmten kritischen Wert (z.B. 0.1) gefallen sind. Ebenso wird
geprüft, ob die Geschwindigkeiten von Plasma und Neutralgas eine Maximalgeschwindig-
keit überschreiten (typischerweise 4). In beiden Fällen wird am entsprechenden Gitter-
punkt durch Mittelung über die umliegenden Gitterpunkte eine Glättung durchgeführt,
um die auf einen Gitterpunkt beschränkten Spitzen in den Dichten, Energien oder Ge-
schwindigkeiten wegzudämpfen. War die Glättung im Hinblick auf die genannten Ab-
bruchbedingungen erfolglos oder tritt gar eine ausgedehnte Unter- bzw. Überschreitung
der kritischen Werte auf, so wird die Simulation mit einer entsprechenden Fehlermel-
dung abgebrochen. Die unteren Werte für Dichten und Energien sollen dabei vermeiden,
daß Druck oder Dichte durch numerische Fehler negativ werden.
Zusätzlich können numerische Fluktuationen, z.B. an Diskontinuitäten und dünnen
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Stromschichten, durch Einführung einer künstlichen Viskosität gedämpft werden. Diese
liefert einen weiteren Term bei der Integration der Dichten, Impulsdichten und Energien.
Bei der Bestimmung der Randwerte unterscheidet der Code zwischen dem numerischen
Rand des Systems, der durch den Rand des Simulationsgebietes gegeben ist (Gitter-
punkte mit den Indizes 1 und Ni), und dem physikalischen Rand, der einen Gitterpunkt
weiter innen liegt (Indizes 2 und Ni − 1). Der physikalische Rand gehört somit noch
zum Integrationsgebiet und wird durch die Integrationsroutinen direkt berechnet. Die
Randwerte auf dem numerischen Rand hingegen werden, wenn sie nicht explizit in der
entsprechenden Randroutine festgelegt werden, vom Code anhand der Formel
fn±1 = Kfn∓1 + A(fn∓1 − fn∓3) (3.102)
berechnet, wobei die oberen Vorzeichen für den rechten, die unteren für den linken Rand
gelten. fn bezeichnet hier den Wert der Größe f auf dem physikalischen Rand.
Neben den festen Randwerten erlaubt der Code die folgenden drei Arten von Randbe-
dingungen:
a) Antisymmetrie (f |Rand = 0) durch K = −1, A = 0
b) Symmetrie (f ′|Rand = 0) durch K = 1, A = 0
c) Extrapolation durch K = 1, A = 1/2
Die Ableitung f ′ meint hier die Änderung in Richtung der Normalen n̂ auf den Rand
〈grad f, n̂〉. Bei antisymmetrischen Randbedingungen werden zusätzlich die Werte von
f auf dem physikalischen Rand gleich Null gesetzt. Die extrapolierten Randbedingungen
hingegen entsprechen der ersten Ordnung einer Taylor-Entwicklung auf dem Rand.
Die Art der Randwertbestimmung läßt sich über die Koeffizienten K und A für jede
Integrationsgröße f separat festlegen.
Symmetrische und antisymmetrische Randbedingungen sind dann von Nutzen, wenn
das untersuchte System die entsprechende Symmetrie aufweist. Das ist besonders bei
dreidimensionalen Simulationen sinnvoll, um die Rechenzeit zu reduzieren. Bei den hier
vorgestellten, zweidimensionalen Simulationen existiert zwar eine Symmetrieachse, die
y-Achse, dennoch wurde auf die Reduzierung des Simulationsgebietes verzichtet, um
zusätzliche numerische Fehler durch die künstliche Einführung eines Symmetrierandes
zu vermeiden.
Antisymmetrische Randbedingungen für die Normalkomponenten von v und vn an ei-
nem Rand bewirken, daß das System bzgl. dieses Randes ein geschlossenes System ist,
da kein Materiefluß über den Rand erlaubt ist (v⊥ = vn⊥ = 0). Um ein offenes Sy-
stem ohne spezielle Symmetrien an den Rändern zu simulieren, müssen extrapolierte
Randbedingungen verwendet werden. Dies ist bei den im folgenden dargestellten Si-
mulationen an allen Rändern der Fall, da Plasma und Neutralgas durch keine äußeren
Zwangsbedingungen physikalisch auf das Simulationsgebiet beschränkt sind und somit
Materie, magnetischer Fluß und Energie die Ränder frei passieren sollen. Der Plasmaein-
schluß durch Magnetfelder geschieht nicht durch die Randbedingungen, sondern durch
die Topologie des Magnetfeldes und die Leitfähigkeit σ des Plasmas.
Ein Nachteil der extrapolierten Randbedingungen besteht darin, daß aufgrund des Ver-
fahrens der finiten Differenzen die Taylor-Entwicklung auf die erste Ordnung beschränkt
bleibt. Durch die fehlenden höheren Glieder der Taylorreihe können nun Abweichungen
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bei der Extrapolation auf den Rändern auftreten, die u.a. zur Teilreflexion von Wellen
von den Rändern in der Größenordnung des zweiten Gliedes der Taylorreihe führen. Als
Lösung dieses Problems könnte die Bestimmung der Randwerte anhand der Charakteri-
stiken des Differentialgleichungssystems (3.74)–(3.80) erfolgen. Diese Art der Randwert-
bestimmung ist im Code jedoch bisher nicht vorgesehen.
Die Erfüllung der Bedingung der Divergenzfreiheit des Magnetfeldes auf dem Rand
schließlich wird vom Code bei der Ermittlung der Randwerte automatisch überprüft.
Falls nötig, werden die Randwerte von B so abgeändert, daß überall ∇ · B = 0 gilt. Im
Inneren des Integrationsgebietes erhält der Code die Divergenzfreiheit des Magnetfeldes
mit hoher Genauigkeit.
3.2 Dynamische Stabilisierung von HVCs
Bei den in diesem und den folgenden Unterkapiteln dargestellten Plasma-Neutralgas-
Simulationen handelt es sich ausschließlich um zweidimensionale Simulationen, wobei
der Begriff der ”Dimension“ hier die Zahl der unabhängigen Raumkoordinaten bezeich-
net. Die Vektorfelder der Plasma-Neutralgas-Gleichungen (3.74)–(3.80) bleiben auch bei
diesen Simulationen Elemente eines dreidimensionalen Vektorraumes, liegen also in drei-
dimensionalen Tangentialräumen an den zweidimensionalen Ortsraum. Man spricht ge-
bräuchlicherweise von sogenannten 212 -dimensionalen (2
1
2D) Simulationen. Der Einfach-
heit halber werden wir hier von zweidimensionalen Simulationen reden. Die Reduzierung
der unabhängigen Raumkoordinaten geschieht stets aufgrund einer speziellen Invari-
anz oder Symmetrie. Bei den hier beschriebenen Simulationen ist dies eine Invarianz
bzgl. Translationen in z-Richtung. Dadurch verschwinden alle Ableitungen ∂/∂z, wo-
durch sich das zu lösende Gleichungssystem entsprechend vereinfacht. Weiterhin genügt
es nun, eine repräsentative xy-Ebene zu simulieren.
HVCs in galaktischen Halos sind kühle, dichte Wolken atomaren neutralen Wasserstoffs,
die sich mit Geschwindigkeiten um 100 km s−1 durch den heißen, sie umgebenden Halo
bewegen (siehe Abschnitt 2.1). Ihr Geschwindigkeitsvektor vn schließt dabei im Normal-
fall einen endlichen Winkel mit der lokalen Richtung des Magnetfeldes im Halo ein. Wir
werden hier nun zunächst den idealisierten Fall darstellen, bei dem sich die HVC exakt
senkrecht zu einem homogenen Magnetfeld bewegt. Anschließend werden die Fälle eines
Einfalls schräg und parallel zum Magnetfeld, eines verschwindenden Magnetfeldes und
Fälle mit höheren Geschwindigkeiten und stärkeren Dichtegradienten diskutiert, um die
Signifikanz der Ergebnisse zu untermauern.
3.2.1 Bewegung senkrecht zum Magnetfeld
Für den Fall einer senkrecht zum Magnetfeld einfallenden Hochgeschwindigkeitswolke
stellt sich die Situation schematisch wie in Abbildung 3.3 dar. Die HVC bewegt sich
mit einer Geschwindigkeit vn senkrecht zu den Feldlinien des homogenen Magnetfel-
des in negativer y-Richtung. Dabei bildet sich durch Ionisation des Neutralgases in der
Kontaktschicht mit dem Plasma eine Ionosphäre, die sich als dünne Randschicht um
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Abb. 3.3: Schematische Darstellung der Bewegung einer HVC durch den magnetisier-
ten Halo
die Front der HVC mit jener mitbewegt. Da das Plasma im Halo und der Randschicht
aufgrund seiner geringen Teilchendichte als ideal mit verschwindender Resistivität an-
gesehen werden muß, kann sich die HVC mit ihrer ionisierten Randschicht nicht ohne
weiteres senkrecht zu den magnetischen Feldlinien bewegen. Stattdessen werden diese
um die HVC herum drapiert, wie es in Abbildung 3.3 dargestellt ist und schon von Alfvén
(1957) im Zusammenhang mit der Bildung eines Magnetschweifes bei Kometen im Son-
nenwind postuliert wurde. Die folgenden Simulationen beleuchten diesen Prozeß der
Bildung dieser sogenannten magnetischen Barriere unter dem Aspekt der dynamischen
Stabilisierung einer kühlen HVC gegen das heiße Haloplasma.
Um zu verhindern, daß die HVC während der Integration das Integrationsgebiet verläßt,
werden die Simulationen im anfänglichen Ruhesystem der HVC durchgeführt. Das zu
integrierende Gleichungssystem der Plasma-Neutralgasgleichungen (3.74)–(3.80) ist un-
ter Galileitransformationen invariant, da die Wechselwirkungsterme zwischen Plasma
und Neutralgas allein von der Relativgeschwindigkeit der beiden Fluide abhängen. Im
transformierten System befindet sich die HVC als dichte, kühle Neutralgaskonzentration
nun anfangs in Ruhe, während Plasma und Magnetfeld mit einer vorgegebenen Relativ-
geschwindigkeit vom oberen Rand des Integrationsgebietes her einströmen.
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Anfangskonfiguration:
Als Anfangskonfiguration wird eine Neutralgaswolke der Form
ρn(r) = ρmin +
ρn0
cosh ar
(3.103)
im Ursprung (x, y) = (0, 0) des Systems angesetzt (Abb. 3.4(a)). Hierbei bezeichnet r
den Radius vom Ursprung des Systems, während a = 1/2 die Skalenlänge für den Gra-
dienten der Neutralgasdichte ρn im 1/ cosh-Profil angibt. Die Konstanten ρmin und ρn0
(a) Neutralgasdichte ρn (b) Neutralgastemperatur Tn
Abb. 3.4: Die HVC zu Beginn der Simulation bei t = 0
definieren die minimale (ρmin) und maximale (ρn0 + ρmin) Neutralgasdichte und wurden
in dieser Simulation zu ρmin = 1 und ρn0 = 25 gewählt. Die Wolke befindet sich anfangs
in Ruhe, sprich vn = 0. Weiterhin wird angenommen, daß sich das Neutralgas anfänglich
im Druckgleichgewicht bei einem homogenen Druck pn0 = Tn0(ρmin + ρn0) befindet, wo-
bei Tn0 = 1 die kleinste Temperatur im Zentrum der Wolke ist. Das Temperaturprofil ist
dann nach dem idealen Gasgesetz (3.99) durch Tn(r) = pn0/ρn(r) gegeben (Abb. 3.4(b)).
Damit ist das Neutralgas außerhalb der Wolke etwa einen Faktor 25 heißer als im Zen-
trum der Wolke. Dieser Temperaturgradient ist jedoch klein verglichen mit realistischen
Temperaturgradienten von 103–104 in typischen HVCs (vergleiche Abschnitt 2.1). Der
geringe Temperaturunterschied ist ein Zugeständnis an die numerische Handhabbarkeit,
da stärkere Gradienten stets eine höhere räumliche und zeitliche Auflösung bei der In-
tegration erfordern und damit sehr schnell äußerst zeit- und speicherintensiv werden.
Vergleichssimulationen mit stärkeren Temperatur- und Dichtegradienten zeigen jedoch
qualitativ die gleiche Entwicklung des Systems, abgesehen von der längeren Integrati-
onszeit. Eine dieser Vergleichssimulationen ist unter Abschnitt 3.2.5 beschrieben. Da
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wir hier hauptsächlich an der langfristigen Entwicklung des Plasma-Neutralgas-Systems
interessiert sind, beschränken wir uns zunächst auf mittlere Temperatur- und Dichte-
gradienten.
Das Plasma hat anfänglich eine homogene Dichte ρ0 = 1 und ein ähnliches Temperatur-
profil wie das Neutralgas:
T (r) = T0 −
T0 − Tn0
cosh ar
. (3.104)
Die maximale Temperatur des Plasmas ist hierbei durch T0 = 10 gegeben. Es fällt
auf, daß das Neutralgas außerhalb der Wolke zu Beginn heißer als das äußere Plasma
ist. Außerdem beträgt der Ionisationsgrad des Plasmas außerhalb der HVCs in Rea-
lität etwa 100%. Das Neutralgas außerhalb der HVC dient in der Simulation jedoch
lediglich als Wärmereservoir für das äußere Plasma, welches im Verlauf der Simulation
durch den νS12-Stoßterm in der Druckgleichung (3.79) geheizt wird, bis seine Tempera-
tur vergleichbar mit der des äußeren Neutralgases ist. Dieses ist nicht dicht genug, um
die Bewegung des Plasma signifikant zu beeinflussen, da die Stoßfrequenz νS12 wegen
des kleinen Koeffizienten νc = 8 · 10−3 nur sehr klein ist und der Plasmafluß zudem
am oberen Rand des Systems ständig erneuert wird. Während der Simulation nimmt
das Neutralgas allmählich dasselbe Profil wie die Plasmaströmung an. Diese ist anfangs
ausschließlich in negative y-Richtung (vx = vz = 0) mit einem Geschwindigkeitsprofil
vy(r) = vy0
(
1− 1
cosh ar
)
(3.105)
ausgerichtet, wobei vy0 = −0.1 die kleinste Geschwindigkeit des Plasmas ist. Somit
befindet sich das Zentrum der Neutralgaswolke in Ruhe, während das Plasma um die
Wolke in Richtung des ymin-Randes und dabei senkrecht zu einem anfänglich homogenen
Magnetfeld in x-Richtung strömt: Bx = Bx0 = 0.01, By = Bz = 0.
Da die normierte lokale Alfvéngeschwindigkeit ṽA = B/
√
ρ bei konstanter Plas-
madichte mit der Magnetfeldstärke B skaliert, ist die anfängliche Plasmaströmung su-
peralfvénisch mit einer Alfvén-Machzahl MA = v/ṽA = 10. Die anfängliche Magnet-
feldstärke in der Simulation entspricht bei der verwendeten Normierung einer Magnet-
feldstärke von nur B = 30 nG und ist somit klein verglichen mit typischen galaktischen
Feldstärken [Beuermann, 1985; Beck et al., 2002]. Dies führt dazu, daß selbst die relativ
geringe Anfangsgeschwindigkeit der HVC von ≈ 20 km s−1 in den hier beschriebenen
Simulationen superalfvénisch ist, und somit der Plasmafluß im transformierten System
in der Lage ist, das magnetische Feld signifikant zu deformieren und zu komprimieren.
Jedoch tritt kein Schock auf, da die Schallgeschwindigkeit cs aufgrund der hohen Plas-
matemperatur außerhalb der Wolke von T ≈ 1.3 · 107 K bei cs ≈ 590 km s−1 oder in
normierten Einheiten bei etwa cs ≈ 2.9 liegt. Die Plasmaströmung liegt somit deutlich
im subsonischen Bereich. Es sei hier noch einmal betont, daß die Simulationsgleichungen
(3.74)–(3.80) ein voll kompressibles Plasma-Neutralgas-System beschreiben.
Die gesamte Anfangskonfiguration ist in Abbildung 3.5 dargestellt. Die Neutralgasdichte
ist hier in logarithmischer Skalierung dargestellt, während die Linien die magnetischen
Feldlinien und die Pfeile die Plasmaströmung darstellen.
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Abb. 3.5: Die Anfangskonfiguration für Neutralgasdichte, Plasmaströmung und Ma-
gnetfeld
Die in diesem Unterkapitel dargestellten Simulationen sind abgesehen von einer kleinen,
konstanten Hintergrundresistivität η1 = 10−5 in magnetohydrodynamischer Hinsicht
ideal.
Neben der bereits erwähnten Vernachlässigung der Gravitationsbeschleunigung (g = 0)
und der Annahme eines währenden Ionisationsgleichgewichts (ι = βρ) wurden zusätzlich
in allen in dieser Arbeit dargestellten Simulationen die Adiabatenindizes von Plasma und
Neutralgas gleichgesetzt
γ = γn =
5
3
, (3.106)
wie es für nichtrelativistische ideale Gase der Fall ist.
Die Simulationen wurden in zweidimensionalen Integrationsgebieten mit x-Werten von
−20 bis 20 bzw. von −40 bis 40 (schräger Einfall) und y-Werten von −40 bis 20 bzw. von
−80 bis 20 durchgeführt, wobei äquidistante Gitter mit 103 bzw. 153 Gitterpunkten in
x-Richtung und 153 bzw. 203 Punkten in der y-Richtung verwendet wurden. Das ergibt
jeweils einen konstanten Gitterabstand von 0.4 bzw. 0.5 für den schrägen Einfall.
Randbedingungen:
Alle Größen werden bis auf drei Ausnahmen an den Rändern der Simulationsbox bis
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zur ersten Ordnung der Taylorreihe extrapoliert. Abweichend davon werden aus Stabi-
litätsgründen die Plasma- und Neutralgasdichten, sowie die Stoßfrequenz νS12 an beiden
y-Rändern als symmetrisch angenommen. Aus demselben Grund wird die Magnetfeld-
komponente Bx am oberen Rand (ymax), wo das Plasma einströmt, als symmetrisch
angesetzt. Die wichtigste Ausnahme besteht jedoch darin, daß der Plasmafluß am obe-
ren Rand erhalten wird, indem nach jedem Integrationsschritt vy(ymax) = vy0 gesetzt
wird. Insgesamt ergibt sich damit ein Plasma-Neutralgassystem, in dem magnetischer
Fluß, Plasma, Neutralgas und Energie frei über die x-Ränder fließen können, während
an den y-Rändern magnetischer und Massenfluß teilweise festgelegt werden.
Bildung einer magnetischen Barriere
Da das Plasma in dieser Simulation als ideal im magnetohydrodynamischen Sinne an-
gesehen wird, sind die magnetischen Feldlinien im Plasma ”eingefroren“. Aus dem Fa-
radayschen Gesetz
∂B
∂t
= ∇×(v ×B) (3.107)
für ein ideales Plasma (η = 0) folgt, daß der magnetische Fluß
Φ =
∫
F
B · dA (3.108)
durch die von einer ”flüssigen Linie C“, also einer an die Plasmamaterie gebundenen,
geschlossenen Kurve, umschlossene Fläche F zeitlich konstant ist [Kippenhahn und Möl-
lenhoff, 1975; § 10]. Dies bedeutet, daß sich die magnetischen Feldlinien im idealen
Plasma mit der Plasmamaterie mitbewegen; sie sind bei unendlicher Leitfähigkeit ein-
gefroren. Da keine Feldlinie die flüssige Linie im Laufe der Zeit überqueren kann, bleibt
die anfängliche Topologie eines idealen Plasmas stets erhalten. Jedes Plasmaelement,
das einmal mit einer bestimmten Feldlinie verknüpft war, bleibt dies für alle Zeiten.
Die so entstehende topologische Starrheit (engl. connection) ist eine charakteristische
Eigenschaft des idealen Plasmas. Da die magnetischen Feldlinien im Plasma eingefroren
sind, werden diese im Laufe der Zeit dadurch, daß das Plasma um die Wolke herum
strömt, verformt und gedehnt. Dabei werden sie wie Gummibänder um die Neutralgas-
wolke herum drapiert und gespannt.
Zu Beginn der Simulation befinden sich sowohl Neutralgas als auch Plasma im Ursprung
des Koordinatensystems in Ruhe. Durch die Stoßterme ρνS12(v − vn) und ρnνS21(vn − v)
in den Impulsbilanzgleichungen (3.76) und (3.77) wird der Plasmastrom, der auf die Neu-
tralgaswolke trifft, abgebremst und die Neutralgaswolke selbst beschleunigt. Allerdings
ist die Beschleunigung der HVC relativ gering, da ihre Dichte weit über der des Plasma-
stromes liegt. Außerhalb der Wolke sind Plasma- und Neutralgasdichten vergleichbar,
so daß das Neutralgas dort nach kurzer Zeit dasselbe Geschwindigkeitsprofil annimmt
wie die Plasmaströmung.
In Abbildung 3.6(a) ist die Neutralgas-Strömung nach 330 Alfvénzeiten oder etwa 150 000
Integrationsschritten dargestellt. Das Strömungsprofil zu diesem Zeitpunkt gleicht dem
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(a) Neutralgas-Strömung vn (b) Neutralgasgeschwindigkeit vny
Abb. 3.6: Die Neutralgasgeschwindigkeit zum Zeitpunkt t ≈ 330τA
ursprünglichen Profil der Plasmaströmung mit dem Unterschied, daß sich das Zentrum
der Neutralgaswolke zum unteren Rand hin verschoben hat. Außerdem strömen Plasma
und Neutralgas nun um die Wolke wie bei einem weichen Hindernis in einer hydrodyna-
mischen Strömung herum. Aufgrund der Beschleunigung durch das ständig anströmende
Plasma bewegt sich das Zentrum der HVC mit einer kleinen Geschwindigkeit in negati-
ver y-Richtung (Abb. 3.6(b)). Die Abbildungen 3.7(a) und 3.7(b) zeigen die y-Position
yHVC des Zentrums der HVC bzw. dessen y-Geschwindigkeit vy in Abhängigkeit von
der Zeit. Man erkennt deutlich, wie die Neutralgaswolke im Laufe der Zeit in negati-
ver y-Richtung beschleunigt wird und sich dem ymin-Rand nähert, bis eine Fortsetzung
(a) Position des Zentrums der HVC (b) y-Geschwindigkeit der HVC
Abb. 3.7: Die beschleunigte Bewegung der HVC in Abhängigkeit von der Zeit t
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der Simulation nicht mehr sinnvoll ist, da bereits ein Teil der Wolke über den unteren
Rand aus dem Integrationsgebiet ausgeströmt ist. Die Geschwindigkeit vyHVC nimmt
dabei zunächst schnell zu, bis sie bei vyHVC ≈ −0.05 eine Art Sättigung erreicht. Die
Spitzen in vyHVC am Ende der Simulation in Abbildung 3.7(b) bei t ≈ 550τA sind das
Ergebnis einer Randwertstörung, die bei Erreichen des ymin-Randes durch die HVC
entsteht, und somit nicht signifikant. Entscheidend ist jedoch, daß die Neutralgaswolke
durch das auftreffende Plasma zwar beschleunigt wird, aber dennoch nur knapp 50%
der ursprünglichen Relativgeschwindigkeit vy0 = −0.1 erreicht. Dieses Ergebnis unter-
scheidet sich eklatant vom hydrodynamischen Fall einer harten Kugel in einer laminaren
Strömung mit Viskosität ν. Bei letzterem tritt nach dem Stokes’schen Gesetz solange
eine beschleunigende Kraft auf, solange die Relativgeschwindigkeit von Kugel und Fluid
von Null verschieden ist. Die Bewegung der anfänglich ruhenden Kugel folgt dann dem
Gesetz (vgl. Gerthsen und Vogel, 1995; Seite 112):
vy(t) = vy0
(
1− e−c1t
)
, (3.109)
wobei die Beschleunigungsrate c1 = 6πνR/M durch den Radius R und die Masse M
der Kugel gegeben ist. Tatsächlich legt Abbildung 3.7(b) den Eindruck nahe, daß die
Bewegung der HVC einem ähnlichen Exponentialgesetz gehorcht, allerdings ist die End-
geschwindigkeit hier in etwa durch vy0/2 gegeben, so daß Plasma und Neutralgas auch
Abb. 3.8: Die Neutralgasdichte, die Plasmaströmung und das Magnetfeld zum Zeit-
punkt t ≈ 330τA
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asymptotisch eine endliche Relativgeschwindigkeit behalten. Die Unterschiede zwischen
der laminaren, viskosen Strömung um eine harte Kugel und der Bewegung einer HVC
durch ein magnetisiertes Plasma bestehen zum einen darin, daß die Neutralgaswolke im
Gegensatz zur Kugel ein ”weiches’”Hindernis darstellt, bei dem keine echten Stagnati-
onspunkte auftreten, die wesentlich für den Impulsübertrag verantwortlich sind. Zum
anderen lenkt das Magnetfeld, das um die Wolke herum drapiert wurde, die Plasma-
strömung an ihr vorbei und unterbindet dadurch einen weiteren Impulsübertrag. Bis
zu diesem quasistationären Zustand findet der Impulsübertrag zwischen Plasma und
Neutralgas durch elastische effektive Plasma-Neutralgas-Stöße statt. Dabei entspricht
die in der Simulation beobachtete Beschleunigung der Wolke einer Verzögerung der-
selben im Ruhesystem des Plasmas und damit der Galaxie. Diese Beobachtung deckt
sich mit Messungen von UV-Absorptionslinien an HVCs, die auf eine Abbremsung der
Hochgeschwindigkeitswolken bei deren Annäherung an die galaktische Scheibe hinweisen
[Benjamin, 1999; Danly, 1989].
Die Simulationszeit von etwa 330 Alfvénzeiten entspricht in der gewählten Normierung
einer realen Zeitspanne von etwa 150 Millionen Jahren und ist damit vergleichbar mit
dem Alter der HVCs im Magellanschen Strom (siehe Abschnitt 2.1).
Eine detaillierte Darstellung des Plasma-Neutralgas-Systems nach etwa 330 Alfvénzeiten
Abb. 3.9: Die magnetische Barriere und der Schweif zum Zeitpunkt t ≈ 330τA
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ist in Abbildung 3.8 wiedergegeben. Die Pfeile deuten hier die Strömung des Plasmas
um die Neutralgaswolke an. Man erkennt deutlich, daß keine echten Stagnationspunkte
an der Front- und Rückseite der Wolke existieren, wie dies für ein hartes Hindernis zu
erwarten wäre. Dennoch wird das auf die Wolke treffende Plasma als Folge der ent-
standenen Magnetfeldtopologie um die HVC herum geleitet. Aufgrund der Idealität des
Plasmas wird der herantransportierte magnetische Fluß an der Frontseite der HVC auf-
gestaut und komprimiert, während das magnetische Feld an den Seiten um die Wolke
herum drapiert und gespannt wird. Beide Prozesse — Kompression und Dehnung —
verstärken lokal das Magnetfeld, so daß sich vor der Wolke eine magnetische Barriere
mit stark und auf ihrer Rückseite ein magnetischer Schweif mit mittelstark erhöhter
Feldstärke bilden (Abb. 3.9). Die Energie, die für diese Erhöhung der Magnetfeldstärke
nötig ist, stammt aus der Relativbewegung von Plasma und Neutralgas.
Anschaulich läßt sich dies zeigen, wenn man wie Jones et al. (1996) die relative Zunahme
der magnetischen Energie im Simulationsgebiet berechnet. Dazu berechnet man zunächst
die anfänglich im Simulationsgebiet S enthaltene magnetische Energie (genauer gesagt
handelt es sich stets um Energien pro Längeneinheit in der invarianten z-Richtung)
EBi =
∫
S
WmagdA =
∑
i,j
B2x0∆xi∆yj (3.110)
durch Integration der magnetischen Energiedichte Wmag = B2 über das Simulationsge-
biet S. Hierbei sind Bx0 = 0.01 die bereits erwähnte anfängliche Magnetfeldstärke und
∆xi bzw. ∆yj die (äquidistanten) Gitterabstände in der x- bzw. y-Richtung.
(a) relative Zunahme ∆Emag (b) relativer Überschuß ∆Ecor
Abb. 3.10: Die relative Zunahme der magnetischen Energie Emag im Simulationsgebiet
mit der Zeit t
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Die relative Zunahme
∆Emag =
1
EBob
[∫
S
B2dA− EBi
]
=
1
EBob
∑
i,j
B2(xi, yj) ∆xi∆yj − EBi
 (3.111)
der magnetischen Energie im Simulationsgebiet ergibt sich dann als Differenz zwischen
der aktuellen und der anfänglichen magnetischen Energie innerhalb von S, normiert auf
die ursprünglich in der Wolke enthaltene magnetische Energie EBob = πR2B2x0 = 4πB
2
x0 ,
wobei R = 2 als Halbwertsradius der Wolke verwendet wurde. Das Ergebnis ist in Ab-
bildung 3.10(a) dargestellt. Abgesehen von einem Einschwingvorgang, der durch die
thermische Druckkompression der HVC in den ersten 25 Alfvénzeiten bestimmt wird,
wächst die magnetische Energie zunächst schneller als linear mit der Zeit t, ab ca. 300 τA
schließlich linear. Die Verflachung der Kurve bei ca. 500 τA rührt von der Tatsache her,
daß ab diesem Zeitpunkt bereits magnetischer Fluß des Schweifes das Simulationsgebiet
über den unteren Rand verläßt. Das nichtlineare Wachtstum der magnetischen Ener-
gie Emag deutet bereits darauf hin, daß nicht allein der Zustrom magnetischen Flusses
mit dem Plasma über den ymax-Rand für den Zuwachs an magnetischer Energie ver-
antwortlich sein kann, da dieser durch ∆Eflux = B2x0∆xNxvy0t gegeben ist und somit
linear mit der Zeit skaliert. Noch deutlicher wird dies, wenn man die bis zum Zeitpunkt t
zugeströmte magnetische Energie ∆Eflux von der Zunahme der magnetischen Energie im
Simulationsgebiet in (3.111) subtrahiert und den so entstehenden korrigierten Zuwachs
erneut auf EBob normiert. Man erhält dann den relativen Überschuß an magnetischer
Energie, der durch Kompression und Elongation der Magnetfeldlinien bei der Bewegung
der HVC durch das Plasma entsteht (Abb. 3.10(b)). Die Graphik zeigt, daß die Umwand-
lung von kinetischer Energie der Neutralgaswolke in magnetische Energie durch Plasma-
Neutralgas-Wechselwirkungen zu einer ca. 600fachen Erhöhung der ursprünglichen ma-
(a) Maximum von Bx (b) maximale magnetische Energiedichte B
2
Abb. 3.11: Das Anwachsen des Magnetfeldes in der magnetischen Barriere mit der
Zeit t
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gnetischen Energie im Gebiet der HVC über einen Zeitraum von etwa 300 Millionen
Jahren, also dem typischen Alter von HVCs im Magellanschen Strom, führt. In An-
betracht der beträchtlichen Ausdehnungen der Wolken von etwa 100 pc und der damit
verbundenen hohen kinetischen Energien ist zu erwarten, daß die Bewegung der Neu-
tralgaswolken durch das sie umgebende magnetisierte Plasma durch die Entstehung von
magnetischen Barrieren und Schweifen einen deutlichen Einfluß auf die globale Struktur
der Halomagnetfelder hat. Radiobeobachtungen und Faraday-Rotationsmessungen mit
hoher Auflösung werden in naher Zukunft Aufschluß über die Strukturen der durch die
HVCs verstärkten Magnetfelder geben können.
Entscheidender noch als die globale Zunahme des Magnetfeldes ist für die dynamische
Stabilisierung der Hochgeschwindigkeitswolken die Zunahme des Magnetfeldes in der
magnetischen Barriere, die letztendlich das Neutralgas gegen das anströmende Plasma
abschirmt und somit die Durchmischung von heißem Plasma und kaltem Neutralgas und
damit das Zerreißen und die Evaporation der HVC verhindert. Die Abbildungen 3.11(a)
und 3.11(b) zeigen das Anwachsen der Bx-Komponente und der magnetischen Energie-
dichte B2 in ihren Maxima an der Front der HVC innerhalb der magnetischen Barriere
mit der Zeit. Nach dem bereits erwähnten Einschwingvorgang wachsen beide über einen
Zeitraum von fast 300 Alfvénzeiten oder 130 Millionen Jahren exponentiell, obwohl nur
linear mit der Zeit magnetischer Fluß herangeführt wird. Anschließend sättigt das Ma-
gnetfeld und wächst nicht weiter an. Dieser Vorgang ist beachtlich! Die elastischen Stoß-
Abb. 3.12: Die kinetische Energiedichte Wkin = ρv2 zum Zeitpunkt t ≈ 330τA
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wechselwirkungen zwischen Haloplasma und HVC-Gas bewirken, daß zusätzlich zum
kontinuierlichen Aufstauen des Halomagnetfeldes auch eine Kompression der entstehen-
den magnetischen Barriere stattfindet, die das exponentielle Anwachsen bewirkt. Die
Bildung einer magnetischen Barriere im Bugbereich einer HVC zählt damit zu den ef-
fektivsten Verstärkungsmechanismen magnetischer Felder im Universum!
Die Feldstärke in der magnetischen Barriere sättigt schließlich bei einem Wert, der durch
den (normierten) Staudruck ρv2 des Plasmas vor der Wolke gegeben ist und somit der
Äquipartition von magnetischer Energiedichte Wmag = B2 und kinetischer Energiedichte
Wkin = ρv2 (beide normiert) entspricht. In Abbildung 3.12 ist die kinetische Energie-
dichte zum Zeitpunkt t ≈ 330τA dargestellt. Ein exakter Vergleich mit der magnetischen
Energiedichte in Abbildung 3.9 zeigt, daß beide im Bereich der magnetischen Barriere
von etwa gleicher Größe, nämlich ca. 0.013, sind. Das Maximum der kinetischen Energie
liegt etwas höher als dieser Wert und befindet sich im Zentrum der HVC, wo die Plasma-
dichte ihren Maximalwert annimmt. Die Äquipartition der magnetischen und kinetischen
Energie liegt daran, daß eine Kompression und damit Verstärkung des Magnetfeldes nur
so lange stattfinden kann, solange die Plasmaströmung lokal superalfvénisch ist, sprich
die kinetische Energiedichte höher als die magnetische Energiedichte ist.
Während nun das Magnetfeld in der Barriere einen Sättigungswert erreicht (Abb. 3.11),
nimmt die gesamte magnetische Energie im Integrationsgebiet auch nach diesem Zeit-
punkt weiter deutlich zu (Abb. 3.10(b)). Der Energiezuwachs findet in diesem Teil der
Simulation nicht mehr wesentlich in der Barriere, sondern vielmehr im magnetischen
Schweif der HVC statt. Dessen Länge und Feldstärke wachsen stetig an, während gleich-
zeitig die kinetische Energie des neutralen Materials im Schweif abnimmt. Auf die Bil-
dung und Entwicklung des magnetischen Schweifes der HVCs wird in Abschnitt 3.3
noch genauer eingegangen werden. Die Bildung eines magnetischen Schweifes hinter
einer HVC ähnelt sehr stark der eingehend untersuchten Wechselwirkung des Sonnen-
windes mit magnetfeldlosen Planeten wie Mars und Venus [Luhmann, 1986; Luhmann
et al., 1992] oder Kometen [Formisano et al., 1982; McComas et al., 1987; Flammer et
al., 1997]. Die Bildung der magnetischen Barriere um den Kopf der Neutralgaswolke
ähnelt der in Abschnitt 2.3 diskutierten Bildung einer magnetischen Randschicht an
der Frontseite der HVC über den kritischen Geschwindigkeitseffekt. Dieser kinetische
Effekt ist in den hier vorgestellten Fluidsimulationen jedoch nicht implementiert. Somit
ergeben sich zwei alternative, physikalisch sinnvolle Mechanismen für die Bildung einer
ionisierten Randschicht der HVC und damit einer magnetischen Barriere: die Ionisie-
rung einer neutralen Randschicht durch den kritischen Geschwindigkeitseffekt und der
Aufstau von Plasma durch elastische Stoßwechselwirkung mit den Neutralgasteilchen.
Welcher der beiden Mechanismen nun in der Realität tatsächlich dominiert, hängt im
wesentlichen von den Dichten der beiden Fluide und deren Relativgeschwindigkeit ab
(vgl. dazu Abschnitt 2.3). Das Ergebnis ist in beiden Fällen jedoch die Bildung einer
dynamisch stabilen magnetischen Barriere, die die HVC vor dem Zerreißen schützt und
sie gegen den Temperaturtransfer von heißem Plasma auf das kalte Neutralgas abschirmt.
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Dynamische Entwicklung der HVC
Während der Simulation wird die anfangs kreisförmige Neutralgaswolke allmählich ver-
formt. Die entstehende U-förmige Struktur ist in Abbildung 3.8 in der logarithmischen
Darstellung der Neutralgasdichte gut zu erkennen, ebenso wie ein dünner Schweif, der
aus dem Neutralgas besteht, welches langsam von den Flügeln der Wolke abgestreift
wird. Das Abstreifen des Neutralgases von den Rändern der HVC ist eine direkte Konse-
quenz der Stoßwechselwirkung zwischen Plasma und Neutralgas. Durch elastische Stöße
wird Impuls vom anströmenden Plasma auf das Neutralgas übertragen. Da das Plas-
ma sich nicht senkrecht zur magnetischen Barriere bewegen kann, geschieht dieser Im-
pulsübertrag im wesentlichen an den seitlichen Rändern der Neutralgaswolke und par-
allel zu den magnetischen Feldlinien. Daher wird das Neutralgas vorwiegend von den
Seiten der HVC abgetragen, was die Entstehung der U-förmigen Struktur erklärt. Ab-
bildung 3.13 zeigt die Neutralgasdichte zu einem fortgeschrittenen Zeitpunkt, zu dem
die HVC bereits deutlich U-förmige Flügel ausgebildet hat. Ohne magnetische Barriere
würde der Prozeß des langsamen ”Abschleifens“ der HVC fortdauern, solange sich Plas-
ma und Neutralgas mit einer endlichen Geschwindigkeit relativ zueinander bewegen.
Die Bildung einer magnetischen Barriere reduziert den Abrieb an Neutralgas jedoch
ganz erheblich und stoppt diesen schließlich vollständig (vgl. Unterkapitel 3.3). Dies
wird deutlich, wenn man die Entwicklung der maximalen Dichte der Neutralgaswolke
gegen die Zeit t aufträgt, wie in Abbildung 3.14(a) gezeigt. Während der ersten 25
Alfvénzeiten, während derer noch keine magnetische Barriere vorhanden ist, sinkt die
maximale Neutralgasdichte durch Aufheizung, Ausdehnung und Abrieb der Wolke in
der heißen Plasmaströmung rasch auf die Hälfte ihres ursprünglichen Wertes ab. Sobald
Abb. 3.13: Die Neutralgasdichte ρn zum Zeitpunkt t ≈ 330τA
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(a) Entwicklung der maximalen Neutralgas-
dichte ρnmax
(b) Minimale Temperatur Tnmin gegen die
Zeit t
Abb. 3.14: Die dynamische Entwicklung der HVC mit der Zeit t
sich jedoch die magnetische Barriere auch an den Seiten der HVC gebildet hat, verlang-
samt sich der Abrieb fast sprungartig und die maximale Neutralgasdichte sinkt nur noch
sehr langsam während der gesamten Restlaufzeit der Simulation. Das U-förmige Profil
der Wolke (Abb. 3.13) bleibt dabei erhalten, lediglich der Maximalwert der Dichte geht
langsam zurück. Insbesondere bleibt die Ausdehnung der Neutralgaswolke konstant. Sie
wird somit durch die magnetische Barriere in ihrer kompakten ursprünglichen Form ge-
halten.
Abb. 3.15: Die Neutralgastemperatur Tn zum Zeitpunkt t ≈ 330τA
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Die dynamische Stabilität der Neutralgaswolke ist eine direkte Folge ihres magneti-
schen Einschlusses durch die magnetische Barriere (vgl. dazu Abschnitt 3.2.2). Das um
einen Faktor 10 verstärkte Magnetfeld in der magnetischen Barriere verhindert nicht
nur, daß anströmendes, heißes Plasma in die Neutralgaswolke eindringt und dort durch
elastische Stöße Impuls und Energie auf die Neutralgasteilchen überträgt, es kompen-
siert auch durch den erhöhten magnetischen Druck B2/8π den Staudruck des Plasmas.
Dadurch werden ein Auseinanderbrechen der Wolke, ihr vollständiger Abrieb durch Im-
pulsübertrag und der Temperaturausgleich zwischen Plasma und Neutralgas langfristig
verhindert. So bleibt die HVC über den gesamten Verlauf der Simulation, der einem Zeit-
raum von etwa 300 Millionen Jahren entspricht, stabil. Durch das erhöhte Magnetfeld
in der magnetischen Barriere wird zudem die, in dieser Simulation nicht berücksichtigte,
Wärmeleitung deutlich reduziert. Da das Plasma nicht quer zum Magnetfeld strömen
kann, ist der Temperaturangleich zwischen heißem Haloplasma und der HVC selbst sehr
langsam. Das Temperaturprofil, wie es in Abbildung 3.15 dargestellt ist, bleibt nach dem
Einschwingvorgang über den gesamten Verlauf der Simulation unverändert. Lediglich die
Ausdehnung des Schweifes mit den mittleren Neutralgastemperaturen nimmt langsam
zu. Abbildung 3.14(b) zeigt die Entwicklung der minimalen Temperatur im Zentrum der
HVC über die gesamte Simulationszeit. Von ihrem Anfangswert von Tn0 = 1 nimmt die
Temperatur in der Neutralgaswolke zunächst rasch während des anfänglichen Kollapses
des Plasmas zu und wächst dann ab etwa t = 25τA nur noch sehr langsam. Selbst nach
600 Alfvénzeiten liegt das Verhältnis von Außen- zu Innentemperatur der Neutralgas-
wolke immer noch bei ca. 9 (Abb. 3.15). Die magnetische Barriere stabilisiert die HVC
damit nicht nur in dynamischer, sondern auch in thermischer Hinsicht.
Der erwähnte anfängliche Kollaps des Plasmas in der HVC stellt eine Art Einschwing-
vorgang dar, der davon herrührt, daß die Anfangskonfiguration der oben beschriebenen
Simulation keinen Gleichgewichtszustand darstellt. Im Plasma liegt ein starker Druck-
gradient zum Zentrum der Neutralgaswolke hin vor, da seine Temperatur dort um ein
Abb. 3.16: Die zeitliche Entwicklung des Ionisationsgrades φI des Kerns der HVC
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Vielfaches geringer als außerhalb der Wolke ist. Dies führt zu einem Kollaps des Plas-
mas in der Umgebung der Wolke zu deren Zentrum hin und damit zu einem Anstieg
der Plasmadichte im Zentrum der HVC. Am deutlichsten zeigt sich dies in der zeitli-
chen Entwicklung des Ionisationsgrades φI = ni/(ni + nn), der in Abbildung 3.16 dar-
gestellt ist. Er wächst innerhalb weniger Alfvénzeiten von nur wenigen Prozent auf fast
50% an. Sobald sich die magnetische Barriere ausgebildet hat, bleibt der Ionisations-
grad jedoch konstant. Dieser anfängliche Prozeß ist eine Folge der notwendig nicht im
Gleichgewicht befindlichen Anfangssituation. In Realität führen die endliche Tempera-
tur des Neutralgases und Ionisationsprozesse durch Stöße, UV-Photonen und den wei-
chen Röntgenhintergrund ebenfalls zu einem kleinen, aber endlichen Ionisationsgrad der
HVCs. Dieser liegt bei den kühlen Kernen der HVCs aber im Regelfall im Bereich weniger
Prozent (vgl. Abschnitt 2.1). In den Simulationen kühlt das Plasma innerhalb der Wol-
ke durch Energieaustausch mit dem Neutralgas schnell auf die Neutralgastemperatur
ab und trägt ab diesem Zeitpunkt zur Dynamik der HVC nur über seine Masse bei.
Bei Berücksichtigung von Rekombinations- und Ionisationsprozessen würde das kalte
Plasma innerhalb der HVC weitgehend rekombinieren, der Druckgradient im Plasma
würde weitgehend erhalten bleiben und weiteres Plasma würde kollabieren, bis der mit-
geführte magnetische Fluß einen weiteren Kollaps des Plasmas verhindert, so wie das
nach Ausbildung der magnetischen Barriere geschieht. Bei Berücksichtigung von Re-
kombinationsprozessen ist somit lediglich eine weitere Verstärkung des Magnetfeldes in
der magnetischen Barriere zu erwarten, jedoch keine wesentliche Veränderung der Dy-
namik. Das kalte Plasma innerhalb der HVC übernimmt dynamisch die Aufgabe der
ionisierten Randschicht, die sich bei exakter Berücksichtigung mikroskopischer Prozesse
Abb. 3.17: Die symmetrische Stoßfrequenz νS12 zum Zeitpunkt t ≈ 330τA
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wie dem kritischen Geschwindigkeitseffekt an der Front der HVC ausbildet. Das Re-
sultat für die Dynamik der HVC, nämlich die Ausbildung einer magnetischen Barriere
und die dadurch bedingte effektive Stabilisierung der HVC bleibt davon unbeeindruckt.
Es bleibt anzumerken, daß der Ionisationsgrad von etwa 50% nur aufgrund der kleinen
Dichtegradienten im Neutralgas erreicht wird. Solch hohe Ionisationsgrade sind charak-
teristisch für HVCs, bei denen die Dichte zu niedrig ist, um eine Zwei-Komponenten-
Struktur auszubilden [Ferrara und Field, 1994]. Bei höheren Dichtegradienten werden
selbst ohne Rekombination nur wenige Prozent erreicht (vgl. Abschnitt 3.2.5), was den
Ionisationsgraden der kühlen Komponente in Zwei-Komponenten-Strukturen entspricht
(vgl. Kapitel 2.2).
Alles in allem haben wir es bei einer dynamisch und thermisch stabilen Hochgeschwindig-
keitswolke mit einem System aus drei verschiedenen Regionen zu tun: einer äußeren Regi-
on aus heißem Plasma, die durch ihre Relativgeschwindigkeit zur HVC einen Staudruck
auf die Region der magnetischen Barriere ausübt, und die Region des kalten Neutralga-
ses und Plasmas, die den magnetischen Druck von innen kompensieren. Innerhalb der
Neutralgaswolke sind die elastischen Stöße zwischen Plasma und Neutralgasteilchen viel
häufiger als außerhalb, da die geringere Plasmatemperatur in der Berechnung der Stoß-
frequenz νS12 nach Gleichung (3.96) durch die höhere Neutralgasdichte überkompensiert
wird (Abb. 3.17). Daher kann sich der Plasmakern im Inneren der Neutralgaswolke nicht
unabhängig vom Neutralgas bewegen. Beide bewegen sich mit derselben Geschwindigkeit
und werden gleichzeitig vom heranströmenden Plasma beschleunigt bzw. im Halorefe-
renzsystem abgebremst. Das Plasma innerhalb der HVC fungiert somit als Vermittler
zwischen dem heranströmenden Plasma und der Neutralgaswolke und ersetzt damit die
ionisierte Randschicht einer kinetisch exakten Rechnung.
Morphologie und Vergleich mit Beobachtungen
In diesem Abschnitt sollen die Ergebnisse der oben beschriebenen numerischen Simu-
lationen anhand der kompakten Hochgeschwindigkeitswolke HVC125+41-207 exempla-
risch mit Beobachtungen von HVCs verglichen werden. Viele Hochgeschwindigkeitswol-
ken, insbesondere im Magellanschen Strom und seinem Leading Arm, zeigen in HI-
Beobachtungen eine ausgesprägte Schweifstruktur (engl. head-tail-structure), die sich
in einer Asymmetrie der Säulendichteverteilung in schweifartiger Form, verbunden mit
entsprechenden Geschwindigkeitsgradienten äußert [Brüns et al., 2000a]. Da diese HVCs
durch Superposition mehrerer Einzelwolken entlang der Sichtlinie im Magellanschen
Strom und seinem Leading Arm nur sehr schwer zu analysieren sind, wurde hier exem-
plarisch die kompakte und isolierte HVC125+41-207, die eine sehr ausgeprägte Schweif-
struktur besitzt, zum Vergleich mit den Simulationen ausgewählt. Es sei jedoch nochmals
betont, daß die dargestellte Schweifstruktur der HVC durchaus ein Charakteristikum
vieler, wenn nicht der Mehrheit der HVCs ist [Brüns et al., 2000a]. Die Entfernung der
HVC125+41-207 wird größenordnungsmäßig mit 130 kpc angegeben. Die Wolke liegt
damit im äußersten Halo der Milchstraße bzw. im nahen intergalaktischen Raum.
Abbildung 3.18 zeigt die HI-Säulendichteverteilung der HVC125+41-207, wobei die
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Höhenlinien die Dichten 1, 2, 4, 10, 20, 40 und 100·1018 cm−2 darstellen. Die Säulendichte
zeigt eine deutliche Schweifstruktur mit einem leichten Doppelmaximum der Dichte am
Kopf der Wolke, dem Wolkenkern, und einem ausgedehnten, z.T. zerrissenen Schweif.
Sehr schön ist auch der starke Dichtegradient an der Frontseite der HVC anhand der eng
beieinanderliegenden Höhenlinien zu erkennen. Die Abbildung 3.19 zeigt das Ergebnis
einer Gauß’schen Zerlegung der HI-Daten dieser Wolke in eine kalte Gasphase, darge-
stellt durch gefüllte Kreise, und eine warme, dargestellt durch offene Kreise. Die linke
Spalte (Graphen a),c) und e)) zeigt dabei die Säulendichte, die Halbwertsbreite der Ge-
schwindigkeit (FWHM = Full Width Half Maximum) und die mittlere Geschwindigkeit
〈vGSR〉 im galaktischen Ruhesystem (GSR = Galactic Standard of Rest frame) entlang
eines Schnittes entlang der Schweifachse (etwa entlang der Deklinationslinie 75◦45′),
während die rechte Spalte (Graphen b),d) und f)) die entsprechenden Größen entlang
eines Schnittes quer zur Schweifachse durch das rechte Dichtemaximum der Wolke zeigt.
Die Kreuze geben die Daten dort wieder, wo eine Gaußzerlegung aufgrund der geringen
Säulendichte nicht mehr durchführbar ist. Die Gerade in der halblogarithmischen Dar-
stellung a) der Säulendichte zeigt einen exponentiellen Fit an die Daten für den Schweif.
Danach nimmt die Säulendichte des Neutralgases exponentiell entlang des Schweifes ab,
bis sie vom Hintergrund kaum zu unterscheiden ist.
Mehrere physikalische Zusammenhänge sind aus Abbildung 3.19 ablesbar. Die Gauß’sche
Zerlegung in eine kalte Neutralgaskomponente mit einem FWHM von ≈ 10 km s−1
bzw. einer Dopplertemperatur von TD ≈ 2000 K und eine warme Komponente mit
FWHM ≈ 20 km s−1 oder TD ≈ 10 000 K ermöglicht es, zwischen der kalten Kern-
region der HVC und dem wärmeren Schweif und Rand zu unterscheiden. Wie aus den
Abbildungen 3.19(a+b) ersichtlich, ist der kalte Kern des Neutralgases, abgesehen von
einer leichten Doppelmaximumstruktur, auf ein kleines Gebiet sowohl in Längs- als auch
in Querrichtung beschränkt. Die kalte Komponente zeigt dabei keine Variationen in der
Temperatur (Abb. 3.19(c+d)) und nur eine unwesentliche Variation in der Geschwin-
digkeit entlang des Schweifes, die darauf hindeutet, daß sich die beiden Untermaxima
der Säulendichte leicht gegeneinander bewegen (Abb. 3.19(e+f)). Die warme Kompo-
Abb. 3.18: HI-Säulendichteverteilung der kompakten Hochgeschwindigkeitswolke
HVC125+41-207 [Brüns et al., 2001]
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nente des Neutralgases hingegen zeigt einen weit ausgedehnten, in der Säulendichte
exponentiell abklingenden Schweif, der sich in der Gesamtdichte (single Gaussian) fort-
setzt. Insgesamt weist sie dabei eine geringere Säulendichte auf als der kalte Kern, was
darauf hindeutet, daß es sich hier um neutrales Material handelt, das durch Plasma-
Neutralgaswechselwirkung vom Kern der HVC abgelöst und in den Schweif transpor-
tiert wurde, bzw. den Kern in einer warmen Randschicht umgibt. Letzteres wird durch
die Tatsache gestützt, daß die laterale Ausdehnung der warmen Neutralgaskomponente
etwas größer als die der kalten ist (Abb. 3.19(b)). Die Temperaturkurve der warmen
Komponente ist in den Abbildungen 3.19(c+d) dargestellt. Im Gegensatz zur kalten
Komponente zeigt der warme Neutralgasanteil eine deutliche Variation der Temperatur
entlang des Schweifes und quer zu diesem. In beiden Fällen steigt die Temperatur, wenn
man sich vom Zentrum der Wolke entfernt. In lateraler Richtung heißt dies nichts wei-
ter, als daß die Kontaktschicht zwischen Plasma und Neutralgas, die im übrigen mit der
Abb. 3.19: Gauß’sche Zerlegung der HI-Daten von HVC125+41-207; Schnitte entlang
und quer zur Schweifachse [Brüns et al., 2001]
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(a) linearer ρn-Schnitt entlang der Schwei-
fachse
(b) halblogarithmischer ρn-Schnitt entlang
der Schweifachse
(c) linearer Nn-Schnitt entlang der Schwei-
fachse
(d) halblogarithmischer Nn-Schnitt entlang
der Schweifachse
(e) linearer Nn-Schnitt quer zur Schweifachse (f) halblogarithmischer Nn-Schnitt quer zur
Schweifachse
Abb. 3.20: Dichte-Schnitte entlang und senkrecht zur Schweifachse zum Zeitpunkt
t ≈ 330τA
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magnetischen Barriere zusammenfällt, den Temperaturunterschied zwischen dem kalten
Neutralgaskern und dem heißen äußeren Plasma kontinuierlich überbrückt, da sie von
außen durch das Plasma aufgeheizt wird. Jedoch kann es aufgrund der magnetischen
Barriere und der durch sie reduzierten Wärmeleitung nicht zu einem raschen Tempe-
raturausgleich zwischen Plasma und Neutralgas kommen, so daß dieser Gradient über
einen langen Zeitraum (verglichen mit dem Alter der HVC) erhalten bleibt. Auch ent-
lang des Schweifes nimmt die Temperatur kontinuierlich zu, je weiter man sich vom Kern
der HVC entfernt. Hier sammelt sich das von den Wolkenrändern durch Plasmastöße
abgestreifte Neutralgas, das durch eben jene Stöße erhitzt wurde. Je weiter sie vom Kern
entfernt ist, desto länger stand diese Neutralgaskomponente im Kontakt mit dem heißen
Umgebungsplasma. So erklärt sich, daß deren Temperatur zum Schweifende hin ansteigt.
Aufschlußreich ist auch die Variation der Geschwindigkeit 〈vGSR〉 entlang und quer zur
Wolke. Durch Impulsübertrag beim elastischen Stoß mit dem Umgebungsplasma wird
das abgestreifte Neutralgas abgebremst. Es bleibt hinter dem Kern der Wolke zurück und
bildet so den Schweif. Daher nimmt die Neutralgasgeschwindigkeit in lateraler Richtung
vom Zentrum der HVC her ab (Abb. 3.19(f)). Auch entlang des Schweifes ist eine leich-
te Abnahme der Geschwindigkeit zu erkennen. Allerdings ist diese Entwicklung nicht
durchgängig, was mit den Unterstrukturen im Schweif zusammenhängen könnte. Der
Erwartung nach sollten die am weitesten vom Kern entfernten Regionen des Schweifes
die geringste Geschwindigkeit aufweisen. In diesem Bereich nimmt in Abbildung 3.19(e)
die Geschwindigkeit jedoch wieder zu. Der Schweif einer HVC stellt jedoch nur in den
seltensten Fällen eine stabile Struktur dar. Er unterliegt häufig Instabilitäten wie der
Kelvin-Helmholtz-Instabilität (siehe Kapitel 3.4) oder bei lokaler, endlicher Resistivität
einer Tearing-ähnlichen Instabilität (siehe Kapitel 3.5), die dazu führen, daß der Schweif
in einzelne Wirbelzellen oder magnetische Inseln zerfällt. Die Neutralgasgeschwindigkei-
ten in diesen Substrukturen können dabei deutlich von dem glatten Geschwindigkeitspro-
fil eines stabilen Schweifes abweichen. Insgesamt zeigen die Abbildungen 3.18 und 3.19
sehr deutlich, wie das kalte Neutralgas einer HVC mit dem heißen Umgebungsplasma
wechselwirkt. Sie zeigen aber auch, daß die HVC trotz der großen Temperaturgradienten
und des Impulsübertrages von Plasma auf Neutralgas über einen langen Zeitraum sta-
bil ist und nicht vollständig evaporiert oder in Einzelstücke zerbricht. Der Protagonist
dieser Stabilität ist in den gezeigten Beobachtungen nicht erkennbar: das Magnetfeld.
Magnetfeldmessungen in HVCs sind schwierig oder nicht auflösbar, da Sternemissionen
innerhalb der HVCs fehlen und die Emissivität in HI nicht ausreicht, um so feine Struk-
turen wie die der magnetischen Barriere aufzulösen (vgl. Abschnitt 2.2). Direkte oder
indirekte, hochauflösende Messungen der Magnetfeldstruktur innerhalb und um HVCs
bleiben eine spannende Aufgabe der Astronomie.
Um nun die Daten für die HVC125+41-207 mit den Simulationsergebnissen vergleichen
zu können, ist es nötig, die zweidimensionale Neutralgasdichte ρn in eine zweidimensiona-
le Säulendichte Nn umzurechnen. Obwohl die Simulationen eine Invarianz in z-Richtung
ansetzen, nehmen wir an, daß sich die voll dreidimensionale Struktur einer HVC im
Plasmastrom durch eine Rotation der zweidimensionalen Ergebnisse der obigen Simula-
tion um die y-Achse approximieren läßt. Es versteht sich von selbst, daß eine HVC nicht
unendlich weit in z-Richtung ausgedehnt sein kann, sondern stattdessen im Querschnitt
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anfänglich eher einer Kugel gleicht. In Kapitel 3.6 werden die zu erwartenden Unter-
schiede zwischen dreidimensionalen und zweidimensionalen Simulationen von HVCs in
Plasmaströmung ausführlich diskutiert. Man stellt fest, daß für HVCs typischer Größe
eine rotationssymmetrische Approximation für die Neutralgasdichte akzeptabel ist. Wir
rotieren daher die Neutralgasdichte ρn um die y-Achse, ziehen anschließend die Hin-
tergrunddichte ρmin ab und integrieren schließlich entlang der z-Richtung, die hier die
Richtung der Sichtlinie darstellt, durch Aufsummieren der Gitterwerte in z-Richtung.
Das Ergebnis ist in den Abbildungen 3.20(c–f) dargestellt, jeweils in linearer und halblo-
garithmischer Darstellung, einmal für einen Schnitt entlang der Schweifachse und einmal
für einen Schnitt senkrecht zu dieser durch den Kern der HVC. Zur Ergänzung ist in
den Abbildungen 3.20(a+b) ein Schnitt der Neutralgasdichte ρn entlang der Schweifach-
se dargestellt, der einer Sichtlinienintegration mit Invarianz in z-Richtung entspräche.
Wesentliche Unterschiede zum rotationssymmetrischen Modell ergeben sich dabei vor
allem im Kernbereich der HVC.
Anders als in Abbildung 3.19 strömt in den Simulationen das Plasma aus der positiven
y-Richtung, also von rechts, an. Die korrespondierenden Graphen sind also spiegelver-
kehrt zu vergleichen. Es ergibt sich eine beeindruckende Ähnlichkeit von Simulation und
Beobachtung. Wie in den Beobachtungen weist die Säulendichte an der Front der HVC
einen scharfen Gradienten auf und fällt dann im Schweif exponentiell ab (Abb. 3.20(d)).
Der laterale Schnitt (Abb. 3.20(f)) zeigt ebenfalls eine deutliche Verwandtschaft mit
der Beobachtung (Abb. 3.19(b)). Noch deutlicher werden die Parallelen, zieht man zum
Vergleich die bereits diskutierte Temperaturverteilung (Abb. 3.15) und das Neutralgas-
geschwindigkeitsprofil (Abb. 3.6(b)) heran. Dann erkennt man, wie die Neutralgastempe-
ratur entlang des Schweifes langsam ansteigt, während gleichzeitig die Relativgeschwin-
digkeit zwischen Neutralgas und Plasma abnimmt. Auch in den Simulationen überträgt
das anströmende Plasma in einer warmen Randschicht an den Seiten der HVC Impuls
und Energie durch elastische Stöße auf das kühlere Neutralgas, streift es dadurch von
den Flügeln der Wolke ab und transportiert es in den sich ausbildenden Schweif. Dort
wird es weiter beschleunigt und erhitzt, bis es die Geschwindigkeit und Temperatur des
Umgebungsplasmas erreicht hat. Im Referenzsystem der Galaxie entspricht dies einer
langsamen Abbremsung und damit einer Abnahme der Neutralgasgeschwindigkeit zum
Ende des Schweifes hin. Der Prozeß der Schweifbildung ist damit zunächst ein hydrody-
namischer Effekt (vgl. Abschnitt 3.2.2). Die langfristige Wahrung des Temperaturprofils
und der Einschluß des Neutralgases und seine Stabilität hingegen sind einzig und allein
auf die Ausbildung der magnetischen Barriere zurückzuführen. Sie bestimmt auch die
Form und Stabilität des Schweifes, der ohne Magnetfeld instabil gegen die Rayleigh-
Taylor- und Kelvin-Helmholtz-Instabilität ist. Die Parallelen zwischen Simulation und
Beobachtung legen die Vermutung nahe, daß die Bildung einer magnetischen Barriere
und die damit verbundene Stabilisierung der HVC reale und relevante Prozesse für die
Dynamik von HVCs in magnetisierten Plasmen darstellen. Einen endgültigen Beweis
jedoch kann nur die direkte Messung der Magnetfeldstärke in der Barriere mit Hilfe der
Radioastronomie bringen.
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3.2.2 Hydrodynamischer Fall
Um zu untermauern, daß die dynamische und thermische Stabilisierung der HVC durch
den Einfluß des Magnetfeldes bedingt wird, wurde eine zur oben beschriebenen Simulati-
on identische Simulation, jedoch ohne Magnetfeld, durchgeführt. Das Ergebnis dieser Si-
(a) Die Neutralgasdichte ρn zum Zeitpunkt
t ≈ 300τA
(b) Die Neutralgasdichte ρn zum Zeitpunkt
t ≈ 542τA
Abb. 3.21: Die Entwicklung einer HVC ohne Magnetfeld
mulation für die Neutralgasdichte ρn ist in Abbildung 3.21 zu den Zeitpunkten t ≈ 300τA
und t ≈ 542τA dargestellt. Im Gegensatz zum Fall mit Magnetfeld (Abb. 3.13) zerbricht
die anfangs kompakte Neutralgaswolke zunächst in zwei Einzelteile (Abb. 3.21(a)) und
im Verlauf der Simulation schließlich vollständig (Abb. 3.21(b)). Im rein hydrodynami-
schen Fall ist die kalte Neutralgaswolke somit instabil gegen den Aufprall von heißem
Plasma. Dieses überträgt durch elastische Stöße Energie und Impuls auf die Front der
Neutralgaswolke, was zum Zerbrechen der Wolke in mehrere Teile führt.
Das Zerbrechen der Neutralgaswolke im hydrodynamischen Fall belegt, daß die Sta-
bilität von HVCs in einer heißen Plasmaströmung ganz wesentlich durch die Bildung
einer magnetischen Barriere und daher durch das Vorhandensein eines Magnetfeldes be-
stimmt ist. Ein Schweif bildet sich jedoch auch im rein hydrodynamischen Fall durch
die Wechselwirkung von Plasma und Neutralgas aus (Abb. 3.21).
3.2.3 Schräger Einfall
In den meisten Fällen ist die Bewegung einer Hochgeschwindigkeitswolke im galaktischen
Halo oder im intergalaktischen Medium nicht exakt senkrecht zu dem vorhandenen Ma-
gnetfeld, sondern schließt üblicherweise einen gewissen Winkel mit diesem ein. Um auch
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Abb. 3.22: Neutralgasdichte, Plasmaströmung und Magnetfeld zum Zeitpunkt
t ≈ 300τA für einen Einfall der HVC schräg zum Magnetfeld
diesen allgemeineren Fall zu erfassen, wurde eine Simulation mit den Parametern der
Simulation aus Abschnitt 3.2.1 jedoch mit einem 45◦-Winkel zwischen Plasmaströmung
und Magnetfeldrichtung durchgeführt. Das anfänglich homogene Magnetfeld ist durch
Bx0 = By0 = 0.03; Bz0 = 0 gegeben. Wie in den bisherigen Simulationen strömt das
Plasma anfänglich in die negative y-Richtung. Während der Simulation strömt kontinu-
ierlich Plasma mit den vorgegebenen Anfangswerten des Magnetfeldes vom oberen y-
Rand her ein. Dadurch wird sichergestellt, daß die Simulation im Halosystem tatsächlich
einer schrägen Bewegung der HVC entspricht. Alle übrigen Randwerte sind wie in der
ersten Simulation gewählt.
In Abbildung 3.22 sind die Neutralgasdichte in logarithmischer Darstellung, die Ma-
gnetfeldlinien und die Plasmaströmung zum Zeitpunkt t ≈ 300τA, also zu einer mit
Abbildung 3.8 vergleichbaren Zeit dargestellt. Man erkennt deutlich, wie die im an-
strömenden Plasma eingefrorenen magnetischen Feldlinien beim Auftreffen auf die Neu-
tralgaswolke verformt werden, eine magnetische Barriere bilden und dadurch den Plas-
mastrom um die Wolke herumlenken. Allerdings ist hier die magnetische Barriere nicht
so stark ausgesprägt wie im Falle des senkrechten Einfalls. Die logarithmisch dargestell-
te Neutralgasdichte zeigt wiederum eine U-förmige Struktur, die durch Abstreifen des
Neutralgases von den Wolkenrändern in Form eines Schweifes entsteht. Jedoch ist der
Neutralgasschweif hier aufgrund des schrägen Einfalls stark asymmetrisch zu der dem
Magnetfeld abgewandten Seite hin (Abb. 3.23), was auf die Wechselwirkung zwischen
der magnetischen Barriere und der Plasmaströmung zurückzuführen ist. Der eigentli-
che Hauptschweif im Neutralgas zeigt senkrecht zum Magnetfeld in einem 45◦ Winkel
zur Bewegungsrichtung der HVC, ähnlich wie der Schweif eines Kometen im Sonnen-
wind. Es stellt sich heraus, daß nicht wie in der Hydrodynamik die Bewegungsrichtung,
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Abb. 3.23: Die Neutralgasdichte ρn zum Zeitpunkt t ≈ 300τA für einen Einfall der
HVC schräg zum Magnetfeld
sondern die Richtung des Magnetfeldes entscheidend für die Orientierung des Schwei-
fes ist, obwohl es sich doch bei diesem um Neutralgas handelt, das nicht direkt mit
dem Magnetfeld wechselwirkt. Abgesehen von dem Abrieb entlang der Feldlinien be-
stimmt somit auch im Falle eines schrägen Magnetfeldes dieses die Morphologie und
Stabilität der HVC. Es stellt sich heraus, daß die Neutralgaswolke durch die Bildung
einer magnetischen Barriere stabilisiert wird, solange die Komponente des anfänglichen
Magnetfeldes senkrecht zur Bewegungsrichtung groß genug ist. Für die in diesem Kapitel
beschriebenen HVCs findet man einen unteren Grenzwert von etwa B⊥ = 0.015 oder in
der gewählten Normierung 15 nG, was etwa eine Größenordnung höher als das mittle-
re intergalaktische Feld [Vallée, 1983] und etwa zwei Größenordnungen kleiner als das
typische Halofeld [Beuermann, 1985] ist; daher die Anfangsfeldstärke Bx0 = 0.03. Die
Abbildung 3.23 zeigt, daß diese Feldstärke ausreicht, um die Neutralgaswolke dynamisch
und thermisch zu stabilisieren. Es bleibt jedoch anzumerken, daß dieser Prozeß der Sta-
bilisierung durch eine magnetische Barriere weniger effektiv ist als im senkrechten Fall.
Mit kleiner werdendem Winkel zwischen Magnetfeld und Plasmaströmung nimmt der
untere Grenzwert der Senkrechtkomponente von B für eine Stabilisierung zu. Im Falle
parallelen Einfalls der HVC ist eine Stabilisierung durch eine magnetische Barriere nicht
mehr möglich. Allerdings ist dieser Fall pathologisch, da die Magnetfeldrichtung auf dem
Weg der HVC durch den Halo variiert und bereits eine phasenweise ausreichend starke
Senkrechtkomponente des Magnetfeldes für die Ausbildung einer andauernden magne-
tischen Barriere ausreicht. Somit ist es durchaus legitim, den Spezialfall senkrechten
Einfalls als Musterstudie für die Stabilität von HVCs in galaktischen Halos zu behan-
deln. Das Ergebnis zeigt auch im 45◦-Fall eine langfristige Stabilisierung der HVCs, die
deren Existenz auf der dynamischen Zeitskala von etwa 200 Millionen Jahren erklärt.
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3.2.4 Paralleler Einfall
Mac Low et al. (1994) haben anhand von numerischen Simulationen mit Schocks gezeigt,
daß auch ein Magnetfeld parallel zur Schocknormale insorfern eine stabilisierende Wir-
kung auf die Wolken haben kann, als es das vollständige Zerreißen der (Plasma-)Wolke
verhindert. Die Auswirkungen des Magnetfeldes äußern sich dabei besonders darin,
daß die Ausbildung von Kelvin-Helmholtz- und Rayleigh-Taylor-Instabilitäten gehemmt,
wenn auch nicht vollständig unterbunden wird. Bei subsonischen Geschwindigkeiten ist
jedoch weniger das Einsetzen von Scherstrom-Instabilitäten als vielmehr der zentrale
Impulsübertrag vom Plasma auf die Wolke und der damit verbundene Staudruck von
Bedeutung, wie der hydrodynamische Fall (Abschnitt 3.2.2) zeigt. Daher wird im folgen-
den eine Simulation vorgestellt, die die dynamische Entwicklung einer Hochgeschwindig-
keitswolke bei parallelem Einfall zum Magnetfeld beschreibt.
Die Anfangskonfiguration entspricht der Anfangskonfiguration beim senkrechten Einfall
Abb. 3.24: Neutralgasdichte, Plasmaströmung und Magnetfeld zum Zeitpunkt
t ≈ 300τA für einen Einfall der HVC parallel zum Magnetfeld
(Abschnitt 3.2.1) bis auf zwei Änderungen. Zum einen ist das Magnetfeld nun anfangs
homogen in y-Richtung mit By = By0 = 0.01 , Bx = Bz = 0. Zum anderen wurde für die
anfängliche Plasmadichte dasselbe Profil (3.103) angesetzt wie für die Neutralgasdichte.
Dadurch befindet sich nun auch die Plasmakomponente anfänglich im Druckgleichge-
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wicht, so daß Effekte auf das Magnetfeld durch anfängliche Druckgradienten unterbun-
den werden.
In Abbildung 3.24 sind die Neutralgasdichte, die Plasmaströmung und das Magnetfeld
für den parallelen Einfall zum Zeitpunkt t ≈ 300τA dargestellt. Man erkennt, daß die
Neutralgaswolke durch den Aufprall des Plasmas beschleunigt und verschoben wird. Sie
wird wie bisher als Hindernis vom Plasma umströmt und verformt. Da das Plasma in die-
ser Simulation als ideal behandelt wird, sind die Magnetfeldlinien in die Plasmaströmung
eingefroren und werden deshalb beim Umströmen der Neutralgaswolke zu beiden Seiten
hin bauchartig verformt. Im Falle des parallelen Einfalls bildet sich keinerlei magneti-
(a) Die Neutralgasdichte ρn zum Zeitpunkt
t ≈ 300τA
(b) Die Neutralgasdichte ρn zum Zeitpunkt
t ≈ 542τA
Abb. 3.25: Die Entwicklung einer HVC bei parallelem Einfall
sche Barriere aus. Allerdings ist bei Auftreten einer anomalen Resistivität die Bildung
magnetischer Inseln zu beiden Seiten der Symmetrielinie denkbar, was hier jedoch nicht
simuliert wurde. Da nunmehr keine magnetische Barriere auftritt, bleibt die Neutral-
gaswolke über den gesamten Zeitraum dem Staudruck des anströmenden Plasmas aus-
gesetzt. Das Resultat ist dasselbe wie im hydrodynamischen Fall (Abschnitt 3.2.2). Die
Wolke zerreißt von der Frontseite her in zwei Einzelwolken, die dann auseinanderdriften
(Abb. 3.25). Im Vergleich zur hydrodynamischen Simulation läuft das Zerreißen jedoch
etwas langsamer ab. Insbesondere sind Plasmabewegungen in x-Richtung gehemmt, so
daß die anfängliche Aufheizung der Neutralgaswolke und ihr anschließendes Zerfließen
aufgrund des Druckgradienten geringer ausfällt als im hydrodynamischen Fall. Aufgrund
der Ausbildung einer deutlichen y-Komponente des Magnetfeldes in der Umgebung der
beiden Einzelwolken, liegt die Vermutung nahe, daß die beiden Bruchstücke der ur-
sprünglichen HVC nun ihrerseits durch schwächere magnetische Barrieren stabilisiert
werden. Diese Vermutung läßt sich mit der vorliegenden Simulation zwar nicht eindeu-
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tig verifizieren, jedoch scheinen die beiden Fragmente der HVC nicht weiter zu zerfallen
(Abb. 3.25(b)).
Ähnlich wie bei der Schocksimulation von Mac Low et al. (1994) bildet sich hinter der
Neutralgaswolke durch das beidseitige Umströmen eine Region komprimierten Magnet-
feldes aus, die einem magnetisierten Schweif ähnelt. Anders als in den Simulationen mit
senkrechtem und schrägem Magnetfeld liegt in diesem Schweif jedoch keine Stromschicht
mit antiparallelem Magnetfeld vor. Daher ist im Falle des parallelen Einfalls auch bei
einer endlichen Resistivität keine magnetische Rekonnexion und Heizung im Schweif
von HVCs zu erwarten. Insgesamt untermauert die beschriebene Simulation die Bedeu-
tung einer Senkrechtkomponente des Magnetfeldes für die Stabilität von HVCs. Nur bei
ausreichend starker Senkrechtkomponente kann ein Zerreißen verhindert werden.
3.2.5 Hoher Dichtegradient
Um zu belegen, daß die qualitativen Ergebnisse der in Abschnitt 3.2.1 beschriebenen
Simulation auch für andere Parameterbereiche ihre Gültigkeit behalten, wird im folgen-
den eine Vergleichssimulation mit deutlich höheren Dichte- und Temperaturunterschie-
den zwischen Wolke und umgebendem Plasma vorgestellt. Zudem besitzt die Wolke eine
höhere anfängliche Relativgeschwindigkeit.
Die im folgenden beschriebene Simulation besitzt im wesentlichen dieselbe Anfangskon-
figuration wie die in Abschnitt 3.2.1 beschriebene Simulation. Die Dichten, Temperatu-
ren und Geschwindigkeiten haben dieselben 1/ cosh-Profile, lediglich die Amplituden
wurden geändert. Als anfangs homogene Plasmadichte wird nun ρ0 = 0.1 gewählt,
während die Neutralgasdichte zwischen ρmin = 0.1 im Außenraum und ρn0 = 10
3 im
Kern der HVC variiert. In physikalischen Einheiten bedeutet dies eine Halodichte von
Abb. 3.26: Das magnetische Feld zum Zeitpunkt t ≈ 300τA
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n = 10−4 cm−3 und eine HVC-Dichte von nn = 1 cm−3. Die Temperatur des Plasmas
variiert gemäß (3.104) zwischen T0 = 1 und Tn0 = 10
−3, allerdings mit einem viermal
kleineren Skalierungsparameter a′ = a/4 als das Profil der Neutralgasdichte. Derselbe
Parameter gilt auch für das Geschwindigkeitsprofil der Plasmas (3.105). Im Vergleich
zur Simulation von Abschnitt 3.2.1 strömt das Plasma nun aber mit dreifacher Ge-
schwindigkeit vy0 = −0.3 vom oberen Rand her ein. Dies entspricht einer physikalischen
Geschwindigkeit von etwa vrel ≈ 60 km s−1. Das Neutralgas befindet sich anfangs wie-
derum im Druckgleichgewicht, so daß die Neutralgastemperatur zwischen Tnmax = 1
und Tnmin = 10
−4 variiert. Wir haben es gemäß der gewählten Normierung also mit sehr
dichten HVCs mit Temperaturen um 130 K in einem heißen, dünnen Haloplasma mit
Temperaturen von 1.3·106 K zu tun. Die verwendeten Werten sind damit typische Werte
für HVCs im galaktischen Halo (vgl. Kapitel 2.1), wobei die Dichte- und Temperatur-
gradienten typisch für die in Kapitel 2.2 erwähnten Zwei-Phasen-HVCs sind. Aufgrund
(a) Die Magnetfeldstärke B zum Zeitpunkt
t ≈ 300τA
(b) Die Magnetfeldstärke B zum Zeitpunkt
t ≈ 542τA
Abb. 3.27: Die Bildung einer magnetischen Barriere
der starken Gradienten in Temperatur und Dichte wurde außerdem der Koeffizient der
elastischen Stoßfrequenz leicht auf νS120 = 2 · 10
−3 gesenkt, während das Integrations-
gebiet auf [−125, 125] × [−200, 50] erweitert und die Gitterpunktszahl auf 1251 × 1251
erhöht wurde, um die räumliche Auflösung zu verbessern. Zur Verbesserung der nume-
rischen Stabilität wurde weiterhin das einströmende Magnetfeld am oberen Rand durch
B = Bx0 x̂ vorgegeben. Die Entwicklung des Systems wurde über denselben Zeitraum
simuliert wie im Fall geringerer Dichteunterschiede. Die Ergebnisse stimmen dabei qua-
litativ weitgehend mit denen aus Abschnitt 3.2.1 überein.
So werden wie bisher die Magnetfeldlinien durch die Plasmaströmung um die Wolke
herum drapiert und an deren Frontseite komprimiert, so daß die magnetische Barriere
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(a) Die zeitliche Entwicklung der maximalen
Magnetfeldstärke in der magnetischen Bar-
riere
(b) Der zeitliche Verlauf des Ionisationsgra-
des φI am Maximum von ρn
(c) Die zeitliche Entwicklung der Ge-
samtmasse der HVC innerhalb ihres ur-
sprünglichen Radius
(d) Die y-Position des Neutralgasdichtemaxi-
mums mit der Zeit
Abb. 3.28: Die zeitliche Entwicklung einiger Kenngrößen der HVC
und der Magnetschweif entstehen (Abb. 3.26). Die Abbildung 3.27 zeigt die Stärke B
des Magnetfeldes zu den Zeitpunkten t ≈ 300τA und t ≈ 542τA. Wie erwartet wurde
das Magnetfeld in der Barriere vor der Wolke aufgestaut und an den Flanken durch
Linienstreckung zu einem magnetischen Schweif verstärkt. Man sieht auch, daß die ma-
ximale Magnetfeldstärke in der magnetischen Barriere nun etwas mehr als doppelt so
groß ist wie bei der Simulation mit der geringeren Relativgeschwindigkeit v = −0.1.
In Abbildung 3.28(a) ist die zeitliche Entwicklung dieser maximalen Magnetfeldstärke
in der Barriere dargestellt. Sie steigt wie in Abbildung 3.11 zunächst stark an und
wächst dabei zunächst über die Sättigungsfeldstärke von etwa B ≈ 0.23 hinaus. Diese
zusätzliche Magnetfeldkompression ist jedoch nicht auf den Staudruck, sondern auf den
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ausgedehnten Einschaltvorgang zurückzuführen, bei dem Plasma durch den Unterdruck
(aufgrund des Temperaturgradienten des Plasmas) getrieben in das Innere der Neutral-
gaswolke strömt. Dabei steigt der Ionisationsgrad im Inneren der Wolke (Abb. 3.28(b)),
und das einströmende Plasma komprimiert sowohl das Magnetfeld als auch das Neutral-
gas (durch Plasma-Neutralgasstöße über νS12). Das Ergebnis ist ein anfänglicher Anstieg
der Neutralgasdichte im Inneren der Neutralgaswolke. Die Abbildung 3.28(c) zeigt die
”Gesamtmasse“ MHVC an Neutralgas innerhalb des ursprünglichen Volumens der Wol-
ke. Diese erhält man durch Summieren der Gitterwerte von ρn innerhalb eines Kreises
mit Radius R = 2 um das Dichtemaximum. Diese Darstellung ist jedoch mit Vor-
sicht zu interpretieren, da sich das Dichtemaximum aufgrund der komplizierteren Dy-
namik dieser Simulation mehrfach verschiebt. In Abbildung 3.28(d) ist die y-Position
des Maximums der Neutralgasdichte gegen die Zeit t aufgetragen. Man erkennt aus
den Sprüngen der Kurve, daß das Dichtemaximum nicht immer im Zentrum der Wolke
liegt. So liegt es z.B. im Zeitintervall von etwa 300–350τA eindeutig im Schweif und
um t ≈ 400τA leicht vor dem ursprünglichen Zentrum der Wolke. Diese Schwankungen
sind Teil des Einschwingvorganges, der bei einer derartigen Simulation unvermeidbar
ist, da die Entstehung der HVC nicht mitsimuliert wird. Da sich der Innen- und Au-
ßendruck des Plasmas zu Beginn der Simulation um einen Faktor 1000 unterscheiden,
dauert es mehrere Hundert Alfvénzeiten, bis einströmendes Plasma und komprimier-
tes Magnetfeld diesen Druckgradienten kompensieren. Erst jenseits von 450τA ist der
Einschwingvorgang definitiv abgeschlossen, was man an dem glatten Verlauf der Kur-
ven in Abbildung 3.28 erkennt. Ab diesem Zeitpunkt nimmt die Gesamtmasse MHVC
langsam ab, während der Ionisationsgrad φI langsam ansteigt und die Wolke in die ne-
gative y-Richtung beschleunigt wird. Die Magnetfeldstärke innerhalb der magnetischen
Barriere hat zu diesem Zeitpunkt ihren Sättigungswert erreicht. Dieser liegt deutlich
über dem Wert für den Fall der geringen Relativgeschwindigkeit (vgl. Abschnitt 3.2.1).
Eine grobe Abschätzung der Stärke der magnetischen Barriere erhält man, wenn man
berücksichtigt, daß der lokale (normierte) magnetische Druck B2 den lokalen (normier-
ten) Staudruck ρv2 des Plasmas kompensieren muß, sobald sich eine quasistationäre
Randschicht ausgebildet hat. Demnach skaliert das Magnetfeld in der Barriere mit der
Relativgeschwindigkeit v und der Wurzel aus der lokalen Plasmadichte ρ. In der hier be-
schriebenen Simulation betrug die anfängliche Plasmadichte nur ein Zehntel des Wertes
der in Abschnitt 3.2.1 beschriebenen Simulation. Man würde also naiv für beide Fälle
in etwa denselben Wert des Magnetfeldes in der magnetischen Barriere erwarten. Diese
Argumentation ist jedoch nur bedingt richtig, da die Bewegung der HVC durch das Halo-
plasma nicht nur magnetischen Fluß, sondern auch Plasma am Bug der Wolke aufstaut.
Dadurch steigt lokal die Plasmadichte, so daß auch der Staudruck wächst. Weiterhin
handelt es sich bei der Neutralgaswolke nicht um ein hartes, sondern um ein weiches
Hindernis, bei dem kein echter Stagnationspunkt entsteht. Um den wirklichen Wert
der maximalen Magnetfeldstärke innerhalb der Barriere zu berechnen, müßte man die
stationäre Impulsbilanzgleichung (3.65) des Plasmas lösen. Bei dieser treten zusätzlich
zur Staudruck-Argumentation nach der Bernoulli-Gleichung auch der Druckgradient ∇p
und der kompressible Anteil (v ·∇ρ) v +ρ(∇ · v) v auf. Letzterer verursacht zusammen
mit dem Stoßterm das Aufstauen des Plasmas am Bug der Wolke und damit die loka-
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le Erhöhung des Staudrucks. Der maximale Staudruck ist dabei durch die Dichte der
Neutralgaswolke als ρnv2 (normiert) gegeben, da dies einer vollständigen Umwandlung
der kinetischen Energie der HVC in Magnetfeldenergie entspricht. Wie effektiv diese
Umwandlung ist, hängt vom Dichteverhältnis von Neutralgas zu Plasma ab. Ist dieses
groß wird die Wolke deutlich langsamer abgebremst, so daß das Aufstauen von magne-
tischem Fluß länger andauert. Der Maximalwert des Magnetfeldes in der magnetischen
Barriere hängt dabei offensichtlich weniger stark als erwartet von der Hintergrundplas-
madichte ab, solange diese nicht so niedrig ist, daß die Bewegung der HVC subalfvénisch
wird. In der gezeigten Simulation kompensiert das Aufstauen von Plasma die anfänglich
(a) Neutralgasdichte, Magnetfeldlinien und
Plasmaströmung in der Umgebung der HVC
zum Zeitpunkt t ≈ 300τA
(b) Detailaufnahme aus (a)
(c) Neutralgasdichte, Magnetfeldlinien und
Plasmaströmung in der Umgebung der HVC
zum Zeitpunkt t ≈ 542τA
(d) Detailaufnahme aus (c)
Abb. 3.29: Plasma- und Neutralgasdynamik in der Umgebung der HVC
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niedrigere Hintergrunddichte, so daß das resultierende Magnetfeld mehr als doppelt so
stark wie erwartet ist. Daß dieser Wert nicht noch höher ist, liegt an der numerischen
Diffusion des Magnetfeldes und der Tatsache, daß das Plasma langsam durch die Wol-
ke hindurchwandern kann, da die endliche Stoßfrequenz νS12 eine Relativgeschwindigkeit
von Plasma und Neutralgas zuläßt. Das Magnetfeld in der magnetischen Barriere nimmt
also mit wachsender Relativgeschwindigkeit derart zu, daß der Gradient des magneti-
schen Drucks den Gradienten des Staudrucks lokal kompensiert. Für HVCs aus dem
Galaktischen Fontänenmodell von Bregman (1980) bedeutet dies, daß ihr magnetischer
Schild bei ihrer Beschleunigung im galaktischen Gravitationsfeld so mitwächst, daß die
lokale Alfvén-Machzahl MA = v/vA in der Randschicht stets kleiner als eins ist. Die
Energie dafür stammt letztlich aus der Graviationsenergie, so daß die HVCs mit ma-
gnetischen Randschichten im Gravitationsfeld langsamer beschleunigt und unterhalb
einer kritischen Neutralgasdichte sogar abgebremst werden. Dieser Effekt kann bei der
Bestimmung einer endgültigen Fallgeschwindigkeit, wie von Benjamin (1999) zur Ent-
fernungsbestimmung von HVCs avisiert, sogar dominierend sein, wie die Simulation in
Abschnitt 3.2.1 zeigt, bei welcher die Hälfte der kinetischen Energie der HVC in magneti-
sche Energie umgewandelt wurde. Ebenso ist eine Skalierung des Magnetfeldes mit
√
ρn
[Benjamin, 1999] aufgrund der oben genannten Abweichungen von der Idealität eines
harten Hindernisses im Plasmastrom und der magnetischen Diffusion nicht plausibel.
Die Ausbildung einer magnetischen Barriere ist vielmehr, wie die Simulationen zeigen,
ein komplexer Prozeß, bei dem die genaue Art der Plasma-Neutralgas-Wechselwirkung
eine entscheidende Rolle spielt. Bei der in dieser Arbeit untersuchten Wechselwirkung
durch elastische Stöße mit einem geringen Kopplungsgrad ist ein Staudruckargument
im Sinne der Umströmung harter Körper eine unzulässige Idealisierung. Es bleibt je-
doch, der qualitative Zusammenhang, daß eine höhere Relativgeschwindigkeit zu einem
stärkeren Magnetfeld in der Barriere führt, und daß die Ausbildung einer solchen für
superalfvénische Geschwindigkeiten der Wolken unausweichlich ist.
Die scharfe Spitze im Ionisationsgrad in Abbildung 3.28(b) zum Zeitpunkt t ≈ 325τA
zeigt den Ionisationsgrad φI im Schweif und nicht in der Wolke selbst, da zu diesem
Zeitpunkt das lokale Dichtemaximum im Schweif liegt. Dort ist der Ionisationsgrad er-
wartungsgemäß deutlich höher als im Kern der Wolke, da eine stärkere Durchmischung
von Plasma und Neutralgas auftritt. Insgesamt liegt der mittlere Ionisationsgrad der
HVC in dieser Simulation jedoch deutlich unter 10% und entspricht damit dem der
kalten Zwei-Phasen-HVCs (siehe Kapitel 2.2). In der Tat weist die HVC ist dieser Si-
mulation mit den extrem hohen Dichtegradienten eine Art Zwei-Phasen-Struktur auf.
Dies wird in Abbildung 3.29 deutlich. In dieser Abbildung sind die Neutralgasdichte,
die Magnetfeldstruktur und die Plasmaströmung in der Umgebung der Neutralgaswolke
zu zwei späten Zeitpunkten der Simulation jeweils mit einer Detailaufnahme darge-
stellt. Die Neutralgasdichte ist logarithmisch dargestellt, um den Kontrast zu erhöhen.
Man erkennt an Abbildung 3.29(a), daß die HVC neben einem kleinen, sehr dichten
Kern mit Dichte ρn ≈ 103 eine ausgedehnte diffuse Hülle mit Dichte ρn ≈ 1 entwickelt
hat. Anders als der Schweif entsteht diese Hülle durch Abdampfen, nicht durch Abrieb.
Sie bildet sich aufgrund einer Erwärmung der äußeren, nicht durch die magnetische
Barriere geschützten Schichten der HVC und deren Ausbreitung entlang des entste-
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(a) Die Neutralgasdichte ρn zum Zeitpunkt
t ≈ 300τA
(b) Die Neutralgasdichte ρn zum Zeitpunkt
t ≈ 542τA
Abb. 3.30: Die zeitliche Entwicklung der Neutralgasdichte ρn
henden Druckgradienten. Dabei sind elastische Stöße zwischen Plasma und Neutralgas
aufgrund der geringen Neutralgasdichte unbedeutend, so daß diese äußere Hülle im Ge-
gensatz zum Schweif kreisrund ist. Man beachte, daß die Graphiken in Abbildung 3.29
eine Stauchung in y-Richtung aufweisen. Die Hülle dehnt sich mit der Zeit aus und hat
in Abbildung 3.29(c) bereits den Rand der Graphik überschritten. Dieser Prozeß der
Evaporation der äußeren HVC-Schichten findet kontinuierlich, aber so langsam statt,
daß sich die Gesamtmasse der HVC nur wenig ändert (Abb. 3.28(c)). Nach einer Simu-
lationszeit von etwa 300 Millionen Jahren ist etwa die Hälfte der ursprünglichen Masse
verdampft. Dabei ist der innere Kern der HVC durch die magnetische Barriere vor Ver-
dampfung geschützt. Seine Dichte bleibt über den gesamten Verlauf der Simulation im
Bereich des anfänglichen Wertes von ρn = 103 (Abb. 3.30). Die Abbildungen 3.29 und
3.30 zeigen auch deutlich die Ausbildung eines Neutralgasschweifes durch Abstreifen
von den Wolkenflanken. Verglichen mit der Dichte der Wolke ist dieser Schweif jedoch
sehr schwach. Dies liegt daran, daß die Menge des abgestreiften Materials durch die
Dichte des Hintergrundplasmas bestimmt ist. Diese ist im Verhältnis zur Neutralgas-
dichte der HVC sehr klein. Auffällig ist auch die sich mit der Zeit ausbildende Zwei-
Komponenten-Struktur des Schweifes (Abb. 3.29), bestehend aus einem dichten inneren
Teil und einer gegenüber dem Hintergrund ausgedünnten Hülle. Das Magnetfeld ändert
beim Überqueren der Grenze zwischen Schweif und Plasma seine Richtung deutlich. Dies
verweist auf die Ausbildung einer weiteren Randschicht, die sich wie eine Röhre um den
Schweif legt. Ein dreidimensionaler Magnetschweif ist damit im wesentlichen eine ma-
gnetische Flußröhre.
Die Zwei-Komponenten-Struktur der HVC zeigt sich auch in Abbildung 3.31. Diese zeigt
die logarithmische Darstellung der Neutralgastemperatur Tn zu zwei späten Zeitpunkten.
Während der Kern der HVC seine ursprüngliche Temperatur von ca. 10−4 während der
Simulation beibehält, hat die äußere Hülle eine Temperatur, die nur etwa zehnmal nied-
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(a) Die Neutralgastemperatur Tn zum Zeit-
punkt t ≈ 300τA
(b) Die Neutralgastemperatur Tn zum Zeit-
punkt t ≈ 542τA
Abb. 3.31: Die zeitliche Entwicklung der Neutralgastemperatur Tn
riger als die des umgebenden Plasmas ist. Die HVC besteht somit aus einem kühlen Kern
mit Tn ≈ 100 K und einer warmen Hülle mit Tn ≈ 105 K, was den in Kapitel 2.2 vorge-
stellten Zwei-Phasen-HVCs sehr ähnelt. Es muß allerdings darauf hingewiesen werden,
daß das Abdampfen der äußeren HVC-Schichten stark von der Wahl der Anfangsbedin-
gungen abhängt. Auf jeden Fall erhält die magnetische Barriere jedoch einen sehr starken
Temperaturgradienten zwischen Außen- und Innenraum der HVC aufrecht und kommt
damit einer Phasengrenze nahe. Ebenso tritt ein Abdampfen der äußeren Schichten in
mehr und minder starkem Maße bei jeder HVC im galaktischen Halo auf, so daß der
kalte Kern der Wolke stets von einer dünnen, wärmeren Neutralgashülle umgeben ist.
Ein Schweif bildet sich aber in jedem Fall aus, solange sich die HVC durch den galakti-
schen Halo in einem Winkel zum Magnetfeld bewegt. Das Verhältnis der Teilchendichten
von Kern und Schweif zeigt jedoch, daß ein solch schwacher Schweif mit den heutigen
Instrumenten nicht zu beobachten ist.
3.2.6 Hohe Alfvén-Machzahl
Nachdem im vorhergehenden Abschnitt der Dichte- und Temperaturkontrast erhöht
wurde, soll nun eine Simulation mit deutlich höherer Relativgeschwindigkeit vorgestellt
werden. Die Anfangskonfiguration entspricht exakt derjenigen aus Abschnitt 3.2.1, bis
auf ein leicht vergrößertes Integrationsgebiet von [−40, 40]× [−80, 40] und eine deutlich
erhöhte Gitterpunktzahl 403× 603. Eine HVC mit 26facher Dichteüberhöhung befindet
sich also in einer Plasmaströmung mit Geschwindigkeit vy0 = −0.1. Wie im vorigen
Abschnitt wird das einströmende Magnetfeld am oberen Rand vorgegeben. Anders als
in den bisherigen Simulationen wird ab dem Zeitpunkt t = 0 nun jedoch die Geschwin-
digkeit des am oberen Rand einströmenden Plasmas um einen Faktor 10 auf v′y0 = −1.0
erhöht, was eine Erhöhung der Alfvén-Machzahl von MA = 10 zu Beginn auf M ′A = 100
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Abb. 3.32: Das magnetische Feld zum Zeitpunkt t ≈ 54τA
bedeutet. Die Rechnung simuliert somit eine galaktische HVC, die auf einen galaktischen
Wind in z-Richtung trifft, der zwar stark superalfvénisch, aber nicht supersonisch ist.
Dabei zeigt sich zunächst ein ähnliches Bild wie im Fall geringerer Relativgeschwindig-
keiten. Es bildet sich die bekannte magnetische Barriere aus, deren maximale Feldstärke
mit der Zeit wächst (Abb. 3.33). Die Abbildung 3.32 zeigt das Magnetfeld zum Zeitpunkt
t ≈ 54τA, welcher dynamisch in etwa dem Zeitpunkt t ≈ 540τA der ersten Simulation
(Abschnitt 3.2.1) entspricht. Die Feldlinien wurden an der Frontseite der HVC stärker
(a) Die Magnetfeldstärke B zum Zeitpunkt
t ≈ 30τA
(b) Die Magnetfeldstärke B zum Zeitpunkt
t ≈ 54τA
Abb. 3.33: Die magnetische Barriere bei hoher Relativgeschwindigkeit
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(a) Die Neutralgasdichte ρn zum Zeitpunkt
t ≈ 30τA
(b) Die Neutralgasdichte ρn zum Zeitpunkt
t ≈ 54τA
Abb. 3.34: Die zeitliche Entwicklung der Neutralgasdichte ρn bei hoher Relativge-
schwindigkeit
komprimiert, als dies bei der niedrigen Relativgeschwindigkeit der Fall war. Dies äußert
sich in der deutlich höheren Feldstärke in der magnetischen Barriere (Abb. 3.33(b)), die
zum dargestellten Zeitpunkt noch keineswegs gesättigt ist. Dies belegt, daß das Magnet-
feld der magnetischen Barriere im wesentlichen mit der Relativgeschwindigkeit skaliert.
Jedoch gibt es auch Abweichungen von der ersten Simulation. So zeigen die Feldlinien
in Abbildung 3.32 deutliche Störungen in y-Richtung, die in Form von Wellen an ihnen
entlanglaufen. Diese wurden durch den Aufprall des galaktischen Windes auf die HVC
verursacht. Zu einem späteren, hier nicht dargestellten Zeitpunkt treten auch Reflexio-
nen des anströmenden Magnetfeldes von der Front der HVC auf, die sich in Form von
magnetoakustischen Wellen in y-Richtung ausbreiten.
Abb. 3.35: Höhenliniendarstellung der Neutralgasdichte ρn zum Zeitpunkt t ≈ 90τA
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Der Aufprall des galaktischen Windes auf die HVC bleibt nicht ohne Folgen. Die Neu-
tralgaswolke wird senkrecht zur Magnetfeldrichtung stark komprimiert und bildet dann
deutliche U-förmige Flanken aus (Abb. 3.35). Anders als bei der Simulation mit der
geringen Relativgeschwindigkeit führt dies jedoch allmählich zum Zerreißen der Wolke.
Dieses deutet sich schon in Abbildung (Abb. 3.34(b)) an und schreitet gegen Ende der
Simulation (t ≈ 90τA) weiter fort. Die dynamische Entwicklung der HVC bei solch hohen
Alfvén-Machzahlen erinnert an die von Mac Low et al. (1994) simulierte Wechselwirkung
einer Plasmawolke mit einer ebenen Schockwelle in schwachen Magnetfeldern. Jedoch
bilden sich in der hier vorgestellten Simulation keine Kelvin-Helmholtz-Wirbel aus, die
bei Mac Low et al. (1994) zum vollständigen Zerreißen der Wolkenflanken führen. Die
Kelvin-Helmholtz-Instabilität wird hier durch das starke Magnetfeld in der Barriere
unterdrückt. Dennoch ist das Hintergrundmagnetfeld zu schwach, um ein Zerreißen der
HVC durch den Aufprall des galaktischen Windes zu verhindern. Eine höhere Senkrecht-
komponente des Magnetfeldes oder eine langsame, stetige Änderung der Geschwindig-
keit, wie dies bei HVCs im Galaktischen Fontänenmodell der Fall ist, könnte dies jedoch
leisten. Wir folgern daraus, daß die dynamische Stabilisierung von HVCs im galaktischen
Halo, ganz gleich welchen Ursprungs, durch eine ausreichend starke Senkrechtkompo-
nente des Halomagnetfeldes gewährleistet wird. Eine solche Stabilisierung ist jedoch
bei abrupten Änderungen der Relativgeschwindigkeit wie beim Aufprall auf galaktische
Windfronten oder Supernova-Blasen, insbesondere für Schockgeschwindigkeiten, nicht
mehr garantiert. In letzterem Fall hängt die Stabilität der HVC im wesentlichen von
deren Vorgeschichte und der Stärke ihrer bereits gebildeten magnetischen Barriere ab.
(a) niedrige Gitterauflösung (b) hohe Gitterauflösung
Abb. 3.36: Vergleich der Neutralgasdichte ρn zum Zeitpunkt t ≈ 300τA für niedrige
und hohe Gitterauflösungen
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3.2.7 Hohe Gitterauflösung
Um den Einfluß der numerischen Gitterauflösung auf die Resultate zu untersuchen, wur-
de die Simulation aus Abschnitt 3.2.1 mit einer viermal so hohen Gitterpunktzahl —
also 403 × 603 Gitterpunkten — wiederholt. Als Vergleichsgröße für beide Fälle wurde
Abb. 3.37: Die relative Differenz ∆ρn =(ρnh − ρnl) /ρnl der Neutralgasdichten für hohe
und geringe Gitterauflösung zum Zeitpunkt t ≈ 300τA
hier die Neutralgasdichte ρn gewählt, da die meisten der bisher beschriebenen Resultate
mit ihr in Zusammenhang stehen. In Abbildung 3.36 sind die Neutralgasdichten ρnl für
die niedrige Gitterauflösung und ρnh für die hohe Gitterauflösung (Abb. 3.36(b)) dar-
gestellt. Eine Verschiebung des Dichtemaximums um einen Gitterpunkt in y-Richtung
aufgrund der unterschiedlichen Auflösung wurde in der Darstellung für die niedrige
Auflösung kompensiert. Abgesehen von steileren Flanken und einer steileren Frontseite
bei höherer Auflösung ergeben sich keinerlei qualitative Unterschiede. Quantitative Un-
terschiede lassen sich am besten darstellen, wenn man die relative Differenz der Dichten
∆ρn = (ρnh − ρnl) /ρnl berechnet. Diese ist in Abbildung 3.37 dargestellt. Neben einer
behebbaren Störung am ymax-Rand ergeben sich vor allem im Bereich der Frontseite der
HVC quantitative Abweichungen bis zu 50% zwischen beiden Fällen. Dies liegt im we-
sentlichen daran, daß starke Gradienten bei höherer Gitterauflösung exakter dargestellt
werden können. Die Neutralgaswolke weist an ihrer Frontseite demnach in der genaueren
Simulation steilere Gradienten auf. Leichte Unterschiede ergeben sich auch im Bereich
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des Schweifes. Diese fallen jedoch in den Prozentbereich. Wichtig ist: Die Stabilität der
HVC bleibt durch die Änderung der Auflösung unbeeindruckt. Demnach werden etwaige
Instabilitäten wie die Kelvin-Helmholtz-Instabilität nicht aufgrund zu geringer Gitter-
auflösung unterdrückt. Die qualitativen Aussagen — und um diese geht es vornehmlich
in dieser Arbeit — bleiben von der Änderung der Gitterauflösung gänzlich unberührt.
Aus diesem Grund und aus rechenzeitlichen Gründen wurden auch für die im folgenden
noch beschriebenen Simulationen ähnliche, aber nicht niedrigere Gitterauflösungen als
im ersten Abschnitt (3.2.1) verwendet.
3.3 Bildung eines magnetischen Schweifes
Etwa 20% der beobachteten Hochgeschwindigkeitswolken weisen einen ausgeprägten
Schweif an HI-Gas auf (siehe Kapitel 2.2). Daher beschäftigt sich das nun folgende
Unterkapitel etwas eingehender mit der Bildung eines Neutralgasschweifes.
Zur genaueren Untersuchung der Schweifbildung wurde die in Abschnitt 3.2.1 vorge-
stellte Simulation noch einmal mit einem größeren Integrationsgebiet von [−20, 20] ×
[−60, 20] und einer höheren Gitterpunktzahl von 103 × 203 Gitterpunkten wiederholt,
um während der gesamten Simulationsdauer den sich bildenden Schweif vollständig er-
fassen zu können. Ein Abschneiden des Schweifes durch den unteren Rand des Integra-
tionsgebietes wird damit vermieden.
In Abschnitt 3.2.1 wurde gezeigt, daß der Neutralgasschweif der HVC ein exponen-
tielles Dichteprofil zeigt, wie es die Beobachtungen andeuten (vgl. Kapitel 2.2). Ein
exponentielles Profil zeigt aber auch die Neutralgasdichte an der Frontseite der Hoch-
geschwindigkeitswolke (Abb. 3.20(d)). Um die morphologische Entwicklung der HVC
zu untersuchen, definieren wir daher zwei Skalenlängen: Die Schweiflänge LT gibt die
(a) Die zeitliche Entwicklung der
Schweiflänge LT
(b) Die zeitliche Entwicklung der Kompressi-
onsskala LF
Abb. 3.38: Zeitliche Entwicklung der Front- und Rückseite der HVC
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y-Entfernung im Schweif vom Maximum der Neutralgasdichte an, in der die Dichte
auf ein Zehntel des Maximalwertes abgesunken ist; die Kompressionsskala LF gibt die
entsprechende Entfernung in Vorwärtsrichtung der HVC an. Zur Bestimmung dieser
beiden Längen wurde die Neutralgas-Säulendichte wie in Abschnitt 3.2.1 gebildet und
der jeweilige Schnitt entlang der y-Achse betrachtet. Diese scheinbare Einführung einer
Rotationssymmetrie entspricht damit lediglich einer Integration entlang der Sichtlinien
senkrecht zur x-Achse unter Abzug des Neutralgashintergrundes und ist somit keine
Verletzung der z-Invarianz. Die zeitliche Entwicklung dieser beiden Skalen ist in Ab-
bildung 3.38 dargestellt. Die Schweiflänge LT beginnt bei einem Wert von LT ≈ 7,
welcher der ursprünglichen, kreisförmigen Ausdehnung der Wolke entspricht, wächst
dann während der Einschwingphase rasch und anschließend kontinuierlich bis auf einen
Wert von etwa 20 an, welchen sie bei etwa 300 Alfvénzeiten erreicht. An der Frontseite
der HVC (Abb. 3.38(b)) zeigt sich während des Einschwingvorganges zunächst eine Aus-
dehnung und anschließend eine kontinuierliche Kompression bis auf einen Wert LF ≈ 2,
der auch hier bei ca. 300τA erreicht wird. Dieser Zeitpunkt t ≈ 300τA wurde bereits
in Abschnitt 3.2.1 als Zeitpunkt der Magnetfeldsättigung in der magnetischen Barriere
idendifiziert. Mit der vollständigen Ausbildung der magnetischen Barriere erreichen so-
mit sowohl die Wolke als auch ihre Schweif einen quasi-stationären Zustand. Ab diesem
Zeitpunkt ist die HVC somit dynamisch vollständig stabilisiert.
Um die morphologische Entwicklung der Hochgeschwindigkeitswolke zu beschreiben, de-
finieren wir weiter die Elongation der Wolke als Verhältnis der Kompressionsskala LF
zur Schweiflänge LT. Die zeitliche Entwicklung der Elongation ist in Abbildung 3.39
Abb. 3.39: Entwicklung der Elongation LF/LT mit der Zeit t
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dargestellt. Zu Beginn der Simulation ist die Wolke kreisrund. Ihre Elongation hat da-
her den Wert eins. Durch den Aufprall des anströmenden Plasmas wird die Frontseite
der Wolke komprimiert, während sich gleichzeitig der Neutralgasschweif ausbildet. Da-
durch sinkt der Wert der Elongation kontinuierlich, bis er bei etwa 300 Alfvénzeiten sein
Minimum von ≈ 0.1 erreicht. Ab diesem Zeitpunkt bleibt die Elongation bis zum Ende
der Simulation weitgehend konstant. Die morphologische Form der Wolke ändert sich
somit nach der vollständigen Ausbildung der magnetischen Barriere nicht mehr.
Beobachtungen von HVCs [Brüns et al., 2000a; 2001] zeigen, daß die Neutralgasdich-
(a) Die zeitliche Entwicklung der Schweif-
masse MT
(b) Die zeitliche Entwicklung der Wolken-
masse MC
Abb. 3.40: Zeitliche Entwicklung der HVC und ihres Schweifes
ten in den Schweifen von HVCs mit Kopf-Schweif-Struktur etwa um einen Faktor 2 bis
4 mal niedriger sind als in den Kernen der Wolken. Bei Integration der Dichte ergibt
sich z.B. für HVC125+41-207 ein Massenverhältnis von Wolke zu Schweif von etwa 2:1
[Brüns et al., 2001]. Bei Messungen dieser Art besteht jedoch stets eine große Schwie-
rigkeit darin, zu bestimmen, wo genau die Wolke endet und der Schweif beginnt. Im
folgenden wurde die Wolke durch ihren anfänglichen Radius definiert. Dieser ist hier
durch den Radius gegeben, bei dem die Säulendichte Nn auf den e-ten Teil ihres Ma-
ximalwertes abgeklungen ist. Für die verwendete Anfangskonfiguration beträgt dieser
RC = 4. Die vom Beobachter gemessene Säulendichte ergibt sich durch einen Schnitt
der berechneten Säulendichte entlang der Schweifachse (vgl. Abbildung 3.20(c)). Um
die Wolkenmasse MC zu berechnen, wird nun über die Säulendichten, die innerhalb
des Wolkenradius liegen, entlang dieses Schnittes summiert. Das Ergebnis ist in Abbil-
dung 3.40(b) dargestellt. In ähnlicher Weise ergibt sich die Schweifmasse durch Sum-
mation über alle Säulendichten des Schweifes, die jenseits des Wolkenradius liegen. Die
Abbildung 3.40(a) zeigt die zeitliche Entwicklung der Schweifmasse MT. Nach dem Ein-
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schwingvorgang steigt die Schweifmasse kontinuierlich bis zum Zeitpunkt t ≈ 300τA an
und stellt sich dann in etwa auf den Sättigungswert der Wolkenmasse ein. Das Abstrei-
fen von Wolkenmaterial und dessen Transport in den Schweif endet somit, entgegen der
sonst üblichen Annahmen, mit der vollständigen Ausbildung der magnetischen Barriere.
Abgesehen von zusätzlichen Massenverlusten aufgrund der dreidimensionalen Natur der
HVCs oder durch Wärmeleitung erreicht eine Neutralgaswolke nach Ausbildung ihrer
magnetischen Barriere also einen quasistationären Zustand. In diesem Zustand besitzen
Schweif und Wolke in etwa die gleiche Masse (Abb. 3.41). Dieses Ergebnis weicht damit
etwas von den Beobachtungen ab, in denen der Schweif nur die Hälfte der Wolkenmasse
besitzt [Brüns et al., 2001]. Jedoch ist nicht klar, ob sich die von Brüns et al. (2001)
Abb. 3.41: Die zeitliche Entwicklung des Massenverhältnisses von Wolken- zu Schweif-
masse
untersuchte HVC bereits im Zustand der Sättigung befindet. Außerdem lassen sich Teile
des Schweifes aufgrund der limitierten Empfindlichkeit der Meßapparate nicht detek-
tieren, so daß die tatsächliche Schweifmasse noch deutlich über der gemessenen Masse
liegen kann. Ein Dichteverhältnis von 2 bis 4 entspricht in etwa den Simulationsergeb-
nissen.
Der Massenverlust Ṁvis einer sphärischen Wolke in einer laminaren, viskosen und hy-
drodynamischen Plasmaströmung läßt sich wie in [Nulsen, 1982] mit Hilfe der viskosen,
hydrodynamischen Reibungskraft FD = 6πµRv abschätzen. Hierbei sind R der Radius
der Wolke, v die Strömungsgeschwindigkeit des Plasmas und µ die Viskosität. Letztere
liefert die kinematische Viskosität ν über den Zusammenhang ν = µ/ρn. Im Fall der Neu-
tralgaswolke erhält man diese durch Vergleich der Navier-Stokes-Gleichung (z.B. Choud-
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huri, 1998; Kapitel 5.2) mit der Impulsbilanzgleichung (3.66) des Neutralgases unter der
Näherung ∇2 ≈ 1/L2, wobei L die typische Längenskala des Systems ist. Somit folgt
für die kinematische Viskosität ν = νS12L
2 und für die Viskosität selbst µ = νS12L
2ρn.
Der Massenverlust pro Alfvénzeit ergibt sich nach Nulsen (1982) durch Ṁvis = FD/v. In
der Simulation besitzt die Wolke einen Radius R = 2 und die normierte Skalenlänge ist
L = 1. Somit beträgt die normierte Massenverlustrate unter der Annahme eines zeitlich
konstanten Radius
Ṁvis ≈ 12πνS12ρn . (3.112)
Das Abstreifen von Material findet näherungsweise am Rand der Wolke statt, wo de-
ren Dichte auf den e-ten Teil ihres Maximalwertes abgesunkten ist. An dieser Stelle
besitzt sie zu Beginn der Simulation den Wert ρn ≈ 10 und zum Zeitpunkt der Magnet-
feldsättigung den Wert ρn ≈ 3.7. Für die elastische Stoßfrequenz findet man an dieser
Stelle die Werte νS12 ≈ 0.1 bzw. νS12 ≈ 0.04. Damit ergeben sich die Massenverlustraten
zu Ṁvis ≈ 37.7 bzw. Ṁvis ≈ 5.6. Nach Abbildung 3.40(b) verliert die Neutralgaswolke
während der ersten 30 Alfvénzeiten nahezu linear etwa 1600 normierte Masseneinheiten,
woraus sich eine Verlustrate von Ṁ ≈ 53 ergibt. Unter Anbetracht des Einschwingvor-
ganges entspricht dieser Wert in etwa der hydrodynamisch erwarteten Rate (3.112).
Während der Anfangsphase der Simulation verhält sich die Neutralgaswolke somit rein
hydrodynamisch. Mit fortschreitender Zeit werden jedoch die Auswirkungen der magne-
tischen Barriere relevant. Ab dem Sättigungszeitpunkt ist die Massenverlustrate nach
Abbildung 3.40(b) sehr klein. Dies steht in eklatantem Widerspruch zur hydrodynamisch
erwarteten Verlustrate von etwa Ṁvis = 5.7. Ein weiterer Massenverlust wird durch die
magnetische Barriere und ihre Abschirmung gegen die Plasmaströmung effektiv verhin-
dert. Spätestens zu diesem Zeitpunkt ist eine rein hydrodynamische Beschreibung des
Problems unzulässig.
Diese Tatsache hat auch Konsequenzen für das hydrodynamische Modell von Benja-
min und Danly (1997) zur Bestimmung einer Endgeschwindigkeit von Hochgeschwin-
digkeitswolken im galaktischen Gravitationsfeld. Ihre Annahme, daß der hydrodynami-
sche Reibungskoeffizient CD zeitlich konstant sei, ist mit dem Rückgang der Massen-
verlustrate Ṁvis auf Null nicht vereinbar. Vielmehr impliziert das zeitliche Abklingen
der Massenverlustrate eine Reduzierung der hydrodynamischen Reibung, da keinerlei
Rückstellkräfte wie z.B. die Eigengravitation in der Simulation existieren, die einen
Abrieb der äußeren Neutralgasschichten verhindern könnten. Ein Rückgang der Mas-
senverlustrate auf Null bedeutet damit aber das Abschalten jeglicher hydrodynamischer
Reibung. Wie bei einem fallenden Wassertropfen wird die Form der HVC durch die
Plasmaströmung so modifiziert, daß ihr Strömungswiderstandswert CD minimal wird.
Die Simulationen zeigen, daß dieser Wert aufgrund der magnetischen Barriere sogar
auf Null sinken kann. Die hier dargestellten Simulationen wurden ohne Gravitationsfeld
durchgeführt. Im Gravitationsfeld der Galaxie würde eine HVC nach Ausbildung der ma-
gnetischen Barriere also keineswegs eine Endgeschwindigkeit erreichen, sondern vielmehr
weiter beschleunigt werden. Eine Entfernungsabschätzung über die Endgeschwindigkeit
der HVC ist daher nicht mehr möglich. Denkbar ist jedoch, die Entfernung einer Hochge-
schwindigkeitswolke über ihre Skalenlängen LT und LF und die Stärke der Magnetfelder
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in der magnetischen Barriere abzuschätzen, da diese von der Dichte des umgebenden
Haloplasmas abhängen. Dies setzt jedoch voraus, daß die vertikale Dichtestruktur des
Halos bekannt ist. Die Entfernungsbestimmung von HVCs durch Modelle bleibt somit
weiterhin schwierig.
3.4 Die Kelvin-Helmholtz-Instabilität
3.4.1 Theorie der Kelvin-Helmholtz-Instabilität
Eine Hochgeschwindigkeitswolke, die sich relativ zu einem Plasmahintergrund bewegt,
ist ein klassisches Beispiel für ein physikalisches System mit einer Scherströmung, d.h. für
ein System, in welchem eine, u.U. ausgedehnte, Randschicht zwei Fluide mit unterschied-
lichen Strömungsgeschwindigkeiten v1 und v2 trennt. Eine solche Randschicht kann in-
stabil gegen die Kelvin-Helmholtz-Instabilität [Helmholtz, 1868; Kelvin, 1871] sein, wenn
die Scherströmung bestimmte Kriterien erfüllt. Da die Kelvin-Helmholtz-Instabilität in
vielen Lehrbüchern der Hydro- und Magnetohydrodynamik (z.B. Choudhuri, 1998; Ka-
pitel 7.4, Woods, 1987; Kapitel 7.1 und Tajima und Shibata, 1997; Kapitel 4.2.1) einge-
hend beschrieben wird, beschränkt sich dieses Unterkapitel auf die Darstellung einiger
Grundeigenschaften dieser Instabilität.
In Abbildung 3.42 ist eine typische Konfiguration einer Kelvin-Helmholtz-instabilen
Abb. 3.42: Eine parallele, magnetohydrodynamische Scherströmung als klassischer Fall
einer Kelvin-Helmholtz instabilen Randschicht
Randschicht dargestellt. Ein Fluid mit Dichte ρ2 im Halbraum y > 0 strömt entlang der
z-Achse mit einer Relativgeschwindigkeit v2 − v1 relativ zu einem Fluid mit Dichte ρ1
im Halbraum y < 0. Der Geschwindigkeits- und Dichteübergang in der grau unterleg-
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ten Randschicht finde stetig statt. Dem System überlagert sei ein homogenes Magnet-
feld B0 in z-Richtung. Der dargestellte Wellenvektor k besitzt eine Komponente parallel
(k‖ = kz) und senkrecht (k⊥ = kx) zum Magnetfeld. Um das System auf lineare Stabilität
hin zu untersuchen, bedient man sich üblicherweise der Methode der potentiellen Ener-
gie oder der Normalmoden-Analyse. Erstere ist eine Variationstheorie und liefert lineare
Stabilität, wenn für die zweite Ableitung der potentiellen Energie W des Systems im
Gleichgewicht gilt: ∂2W/∂ξ2 > 0, wobei ξ ein Vektor ist, der alle physikalisch erlaubten
Variationen darstellt. Bei der Normalmoden-Analyse [Woods, 1987; Kapitel 7.1] setzt
man die Störungen des Gleichgewichtszustandes in Form von Normalmoden der Form
ei(k·r−ωt) an, linearisiert die MHD-Gleichungen und berechnet daraus die Dispersionsre-
lation ω(k). Wenn es Moden k gibt, bei denen ω für reelles k einen positiven Imaginärteil
besitzt oder k für reelles ω einen negativen Imaginärteil, dann ist der Gleichgewichtszu-
stand instabil. Der erste Fall heißt absolute Instabilität und ist hier von Interesse. Woods
(1987) führt die Normalmoden-Analyse für eine inkompressible, ideale (nicht viskose)
Strömung mit der in Abbildung 3.42 dargestellten Konfiguration durch. Das Magnetfeld
wird als homogen angesetzt, während die Dichten der beiden Teilfluide unterschiedlich
sein dürfen. Für ein System ohne Gravitationskraft liefert die Normalmoden-Analyse
die folgenden beiden Äste der Dispersionsrelation [Woods, 1987; Kapitel 7.1]:
ω = k‖
ρ1v1 + ρ2v2
ρ1 + ρ2
± k‖
(
− ρ1ρ2
(ρ1 + ρ2)
2 (v1 − v2)
2 + v2A
)1/2
, (3.113)
wobei vA =
√
B20/4π(ρ1 + ρ2) /2 die Phasengeschwindigkeit einer Alfvén-Welle entlang
der Grenzfläche y = 0 ist. Die Strömung ist somit instabil, wenn
|v1 − v2| >
ρ1 + ρ2
(ρ1ρ2)
1/2
vA =
√
2B0
(
1
4πρ1
+
1
4πρ2
)1/2
. (3.114)
Falls also kein Magnetfeld vorliegt (B0 = 0), ist unter Vernachlässigung der Ober-
flächenspannung an der Grenzschicht der Fluide jede Relativbewegung instabil. In die-
sem hydrodynamischen Fall spricht man von der klassischen Kelvin-Helmholtz-Instabili-
tät. Ihre dynamische Entwicklung ist in der Abbildung 3.43 dargestellt. Die Strömungs-
linien werden während der linearen Wachstumsphase der Instabilität aufgewirbelt und
bilden schließlich im nichtlinearen Regime abgeschlossene Wirbelstrukturen, die in nicht-
viskosen Fluiden dynamisch stabil sind. Diese von Kelvin so genannten Katzenaugen wer-
den bei einer endlichen Viskosität allmählich dissipiert. Die Kelvin-Helmholtz-Instabilität
kann je nach Sättigungsgrad zu einer vollständigen Durchmischung der beiden Fluide in
der Randschicht führen und ist insbesondere im Falle der HVC von Bedeutung, da die
sich am Wolkenrand bildenden Wirbel abreißen können und dadurch schnell zu einer
Zerstörung der gesamten Neutralgaswolke führen.
Dies geschieht im hydrodynamischen Fall durch den sogenannten Champagner-Effekt
[Vietri et al., 1997]. Plaziert man eine Wolke in einen hydrodynamischen Wind, so bil-
det sich an ihrer Frontseite ein Stagnationspunkt aus, deren hoher Druck den Wind
um die Wolke herum beschleunigt. Nach Bernoulli’s Theorem ist aber dort, wo die Ge-
schwindigkeit des Plasmastromes am größten ist, der Druck am geringsten, so daß auf
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(a) Darstellung im Experiment
(b) Darstellung von Strömungslinien aus einer numeri-
schen Simulation
Abb. 3.43: Die zeitliche Entwicklung der Kelvin-Helmholtz-Instabilität
und Ausbildung von Kelvin’s ”Katzenauge“ (Quellen:
http://www-sccm.stanford.edu/ Students/witting/kh.html(a) und
http://www.math.lsa.umich.edu/ krasny/k-h.html(b))
die Seiten der HVC aufgrund des Innendrucks der HVC eine Kraft nach außen wirkt.
Die Seiten der Wolke werden somit ausgebeult, durch den Wind komprimiert und mit
Strömungsgeschwindigkeit abgeschält. Solange es keinen stabilisierenden Einfluß gibt,
geht dieser Vorgang weiter bis zur vollständigen Zerstörung der Wolke. Galaktische
HVCs könnten unter diesen Umständen kaum einige Millionen Jahre existieren. Es stellt
sich somit die Frage nach einem stabilisierenden Faktor.
Eine naheliegende Möglichkeit besteht in der Rückstellkraft durch die Eigengravitati-
on der Wolke. Jedoch stellt sich heraus, daß die zur Stabilisierung benötigte Masse
der HVC bei den gemessenen Relativgeschwindigkeiten zum galaktischen Halo größer
als die Jeansmasse der Wolke ist [Vietri et al., 1997]. Eine durch ihre Eigengravitati-
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on stabilisierte Wolke würde also kollabieren. Dies bezeichnet man als das Zeldovich-
Paradoxon [Vietri et al., 1997]. Eine alternative Möglichkeit eröffnet sich in der Ein-
beziehung von Gaskühlung durch Strahlung, die dazu führt, daß Schallwellen durch
Dissipation gedämpft werden. Die Entwicklung der Kelvin-Helmholtz-Instabilität wird
dadurch gehemmt. Falls die Kühlzeit kleiner als die Zeit ist, die Schallwellen zum Durch-
laufen der HVC benötigen, bleiben die Wirbel der Instabilität auf eine Randschicht an
der Oberfläche der Neutralgaswolke beschränkt [Vietri et al., 1997]. Es bildet sich eine
Art Hülle-Kern-Struktur der Wolke aus und der Champagner-Effekt tritt nicht auf. Den-
noch kann die Instabilität nicht durch radiative Verluste stabilisiert werden, so daß die
Wolke auch weiterhin laufend Material an ihren Randschichten verliert.
Ganz anders stellt sich die Situation dar, wenn Magnetfelder im Spiel sind. Der Haupt-
auslöser für den Champagner-Effekt ist der hohe Innendruck der HVC, der im hydro-
dynamischen Fall durch den Außendruck des Plasmas kompensiert werden muß, um ein
Zerfließen der Wolke zu vermeiden. Im magnetohydrodynamischen Fall geschieht diese
dynamische Stabilisierung, wie in den vorgehenden Abschnitten gezeigt, jedoch durch
den magnetischen Druck der magnetischen Barriere. Magnetfelder üben jedoch nicht
nur einen Druck B2/8π, sondern auch einen magnetischen Zug (B ·∇) B aus. Es be-
darf Energie, um eine Feldlinie zu dehnen. Der magnetische Zug entspricht im Falle der
HVCs der Oberflächenspannung von Wasser im Fall eines windüberstreiften Gewässers.
Diese stabilisiert die Oberfläche für kleine Wellenlängen gegen das Einsetzen der Kelvin-
Helmholtz-Instabilität, da nunmehr Arbeit geleistet werden muß, um eine Verformung
der Oberfläche zu erreichen. Die Wirbelbildung wird daher durch den magnetischen Zug
unterdrückt, wenn dieser ausreichend groß ist. Dies läßt sich unmittelbar an der linearen
Anwachsrate
Γ =
1
2
|k · vrel|
1−(2vAk̂ · B̂0
k̂ · vrel
)21/2 (3.115)
für den Fall inkompressibler, nicht viskoser Flüssigkeitsschichten gleicher Dichte ablesen,
deren Geschwindigkeiten an der Grenzfläche eine Diskontinuität aufweisen [Chandrasek-
har, 1961]. Hier bezeichnen vrel die Relativgeschwindigkeit der beiden Flüssigkeiten und
B̂0 und k̂ die jeweiligen Einheitsvektoren. Eine positive Anwachsrate Γ und damit In-
stabilität ergibt sich somit für den Fall [Frank et al., 1996]
vA <
∣∣∣∣∣ k̂ · vrel2k̂ · B̂0
∣∣∣∣∣ . (3.116)
Falls Magnetfeld, Relativgeschwindigkeit und Wellenvektor k parallel sind, tritt somit
Instabilität für Alfvén-Machzahlen MA > 2 auf.
Durch eine endliche Dicke a der Übergangsschicht sinkt im allgemeinen die Anwachsrate
unter den Wert in (3.115). Das Maximum der Anwachsrate Γ tritt nun bei Wellenzahlen
k ∼ 1/a auf [Frank et al., 1996]. Eine Übergangsschicht endlicher Dicke stabilisiert somit
die Moden mit besonders kurzen Wellenlängen λ = 2π/k  a, da sie die Divergenz der
linearen Anwachsrate (3.115) für λ → 0 verhindert, die bei einem unstetigen Übergang
auftritt. Die Feldkomponente des Magnetfeldes parallel zur Übergangsschicht kann somit
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aufgrund seiner magnetischen Spannung das Einsetzen der Kelvin-Helmholtz-Instabilität
unterbinden, wenn ihr Wert die Ungleichung (3.116) mit umgekehrten Ungleichheits-
zeichen erfüllt. Aber auch schon schwächere Magnetfelder haben eine stabilisierende
Wirkung auf die Scherströmung. Malagoli et al. (1996), Frank et al. (1996) und Birk
et al. (2000) haben anhand von magnetohydrodynamischen und Plasma-Neutralgas-
Simulationen gezeigt, daß auch ein schwaches Magnetfeld durch die einsetzende Kelvin-
Helmholtz-Instabilität soweit verstärkt werden kann, daß es schließlich dynamisch rele-
vant wird und eine vorzeitige Sättigung der Instabilität bewirkt. Die Wirbel können sich
somit nur bis zu einem gewissen Grad ausbilden, und eine vollständige Durchmischung
der beiden Fluide wird verhindert. Wie weit die Verstärkung geht, hängt dabei von der
effektiven magnetischen Reynoldszahl Rm = vrelL/η̃ mit der Systemskalenlänge L und
dem resistiven Diffusionskoeffizienten η̃ = c2/4πσ (σ = elektrische Leitfähigkeit) ab.
Diese bezeichnet das Verhältnis der Rate, mit der das Magnetfeld in einem Wirbel ein-
gerollt wird, zur Rate, mit der es aus dem Wirbel herausdiffundiert.
Jedoch haben nicht nur Magnetfelder parallel zur Strömungsrichtung einen stabilisieren-
den Einfluß. Ein senkrechtes Magnetfeld erhöht die Phasengeschwindigkeit der magneto-
sonischen Welle und reduziert damit die Anwachsrate der Kelvin-Helmholtz-Instabilität
[Frank et al., 1996].
Es gibt einen weiteren entscheidenden Unterschied zwischen der hydrodynamischen und
der magnetohydrodynamischen Behandlung der Kelvin-Helmhotz-Instabilität, wenn es
sich um numerische Simulationen handelt. Während zweidimensionale hydrodynamische
turbulente Strömungen Energie in einer invertierten Kaskade zu größeren Wellenlängen
transportieren, transportieren magnetohydrodynamische turbulente Strömungen in zwei
und drei Dimensionen stets Energie zu kleineren Wellenlängen [Pouquet, 1978], wo sie
durch Viskosität und magnetische Rekonnexion dissipiert werden kann, so daß es zu
einer früheren Sättigung der Kelvin-Helmholtz-Instabilität kommt. In rein hydrodyna-
mischen, zweidimensionalen Simulationen besteht diese Möglichkeit nicht, so daß eine
endgültige Sättigung erst durch Koaleszenz der Katzenaugen eintritt [Frank et al., 1996].
Auch Kompressibilität der Fluide senkt üblicherweise die Anwachsrate der Kelvin-Helm-
holtz-Instabilität [Frank et al., 1996]. Es besteht außerdem die Vermutung, daß sie zu
einer Stabilisierung bei Scherströmungen mit Geschwindigkeiten im Bereich der Schall-
geschwindigkeit führt [Frank et al., 1996; Malagoli et al., 1996]. Die in dieser Arbeit
vorgestellten Simulationen behandeln beide Fluide — Plasma und Neutralgas — als
nicht viskose, adiabatische und kompressible Flüssigkeiten. Daher erwartet man für die
Kelvin-Helmholtz-Instabilität eine entsprechend geringere Anwachsrate.
Numerische Simulationen, die im Gegensatz zu analytischen Rechnungen auch das nicht-
lineare Regime der Kelvin-Helmholtz-Instabilität untersuchen können (z.B. Frank et al.,
1996; Malagoli et al., 1996), zeigen im wesentlichen drei aufeinanderfolgende Stadien:
Die lineare Phase, in der die Störungen in der Strömungsgeschwindigkeit und dem Ma-
gnetfeld exponentiell wachsen, die dissipative Übergangsphase, in der die Verstärkung
des Magnetfeldes sättigt und der Zerfall des Feldes durch magnetische Rekonnexion
aufgrund physikalischer und numerischer Resistivitäten beginnt, und schließlich das
Sättigungsstadium, in welchem kleinskalige, turbulente Bewegungen zerfallen und zu
einem quasistationären Zustand mit laminarer Strömung, Magnetfeldern entlang der
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Strömungsrichtung und einer verbreiterten Übergangsschicht führen [Malagoli et al.,
1996].
Besitzen die beiden inkompressiblen Flüssigkeiten sowohl unterschiedliche Dichten ρ1
und ρ2 als auch unterschiedliche Magnetfelder B1 und B2, so ist die Randschicht stabil
gegen Kelvin-Helmholtz-Moden mit Wellenvektor k, wenn gilt [Landau und Lifshitz,
1960; §53]; [Birk et al., 2000]:
(k · vrel)2 <
1
4π
ρ1 + ρ2
ρ1ρ2
[
(k ·B1)2 +(k ·B2)2
]
. (3.117)
Falls das Magnetfeld zu schwach ist, um die Kelvin-Helmholtz-Instabilität vollständig
zu unterdrücken, erhöht es dennoch die Anwachszeit τKH der Instabilität [Vikhlinin et
al., 2001]:
τKH = Γ−1 = k−1
[
v2rel
ρ1ρ2
(ρ1 + ρ2)
2 −
B21 + B
2
2
4π(ρ1 + ρ2)
]−1/2
. (3.118)
Birk et al. (2000) demonstrierten anhand von dreidimensionalen Simulationen die Aus-
bildung einer Kelvin-Helmholtz-Instabilität und die damit verbundene Verstärkung der
Magnetfelder in Plasma-Neutralgas-Systemen. Sie fanden heraus, daß sich die Anwachs-
raten im Plasma-Neutralgas-System nicht wesentlich von denen des reinen Plasmas
unterscheiden, wenn Plasma- und Neutralgaskomponente mit demselben anfänglichen
Scherströmungsprofil angesetzt werden. Bei den in dieser Arbeit vorgestellten Simulatio-
nen befindet sich anfangs jedoch nur das Plasma in Bewegung, so daß eine anwachsende
Kelvin-Helmholtz-Instabilität dadurch gehemmt wird, daß nun ein Teil der kinetischen
Energie der Plasmawirbel auf das Neutralgas übertragen wird. Dadurch steht den Plas-
mawirbeln insgesamt weniger Energie zur Verfügung, so daß das Neutralgas ähnlich wie
auf Alfvénwellen [Birk und Otto, 1996] eine dämpfende Wirkung auf das Anwachsen von
Kelvin-Helmholtz-Wirbeln hat. Wir erwarten daher im Plasma-Neutralgas-System eine
geringere Anwachsrate als im vollständig ionisierten Plasma.
3.4.2 Simulation
In den vorhergehenden Abschnitten wurde gezeigt, daß sich das Magnetfeld in der
magnetischen Barriere so einstellt, daß ein lokales Druckgleichgewicht zwischen Stau-
druck ρv2/2 und magnetischem Druck B2/8π herrscht. Aufgelöst nach der Relativge-
schwindigkeit v ergibt dies, daß diese der lokalen Alfvéngeschwindigkeit vA =
√
B2/4πρ
entspricht. Nach Gleichung (3.116) erwartet man ein Einsetzen der Kelvin-Helmholtz
Instabilität an der Frontseite der HVC (B ‖ v und k ⊥ v) nur für Alfvén-Machzahlen
MA ≥ 2. Daher stabilisiert die Ausbildung einer magnetischen Barriere die Vorderseite
der Wolke gegen den Champagner-Effekt. Anders hingegen stellt sich die Situation an
den Flanken der Neutralgaswolke und im Schweif dar. Wie Abbildung 3.9 zeigt, sinkt
die Magnetfeldstärke B längs den Flanken auf etwa die Hälfte ihres Maximalwertes
ab und erreicht am Anfang der Schweifes ihr Minimum. Im Schweif selbst steigt das
Magnetfeld erst wieder leicht an und fällt dann zum Ende des Schweifes auf seinen Hin-
tergrundwert ab. Nach dem Instabilitätskriterium (3.116) ist das Auftreten einer Kelvin-
Helmholtz-Instabilität am Anfang des Schweifes am wahrscheinlichsten. Bei allen bisher
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beschriebenen Simulationen trat jedoch keine Instabilität auf, weder im Schweif noch an
den Flanken der Wolken, selbst im Fall der hohen Alfvén-Machzahl (Abschnitt 3.2.6).
Die im folgenden dargestellte Simulation zeigt jedoch, daß schon eine geringe Variati-
on der Simulationsparameter zum Auftreten der Kelvin-Helmholtz-Instabilität führen
kann. Andererseits belegt sie auch, daß eine solche Instabilität nur einen geringen Ein-
fluß auf die Gesamtstabilität der HVC hat. Ihre Auswirkungen auf den magnetischen
Schweif hingegen sind enorm.
Die Anfangskonfiguration der in diesem Abschnitt vorgestellten Simulation entspricht
Abb. 3.44: Die Plasmaströmung v, das Magnetfeld B und die Neutralgasdichte ρn kurz
vor dem Einsetzen der Kelvin-Helmholtz-Instabilität
bis auf wenige Änderungen derjenigen von Abschnitt 3.2.1. Die wesentliche Änderung
besteht darin, daß die maximale Dichte der Neutralgaswolke auf ρn0 + ρmin = 7501
(ρn0 = 7500) deutlich erhöht, während die Dichte und Temperatur des Hintergrund-
plasmas wie in Abschnitt 3.2.1 belassen wurden. Dadurch besitzt das Neutralgas außer-
halb der Wolke aufgrund des anfänglichen Druckgleichgewichts eine etwa 750mal höhere
Temperatur als das Plasma und dient somit als massives Wärmereservoir für letzte-
res. Aufgrund des großen Dichteunterschiedes zwischen Wolkenkern und Neutralgas im
Außenraum der Wolke hat dieses äußere, heiße Neutralgas jedoch keinen relevanten Ein-
fluß auf die Dynamik der HVC. Das Plasma außerhalb der HVC wird jedoch im Laufe
der Simulation stetig durch Wärmeaustausch mit dem Neutralgas aufgeheizt, was da-
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zu führt, daß das Plasma einem ständigen Druckgradienten zum Inneren der HVC hin
ausgesetzt ist. Des weiteren wurde der Koeffizient νc der elastischen Stoßfrequenz νS12
mit einem Wert von νc = 8 · 10−6 so angepaßt, daß die elastischen Stoßfrequenzen wie
zuvor in der Größenordnung von etwa 0.1 liegen. Die Relativgeschwindigkeit vy0 = −0.1
ist dieselbe wie in Abschnitt 3.2.1, ebenso die Druck- und Dichteprofile von Plasma und
Neutralgas. Lediglich das Integrationsgebiet wurde auf [−30, 30] × [−80, 40] vergrößert
und die Auflösung in x-Richtung mit 253× 303 Gitterpunkten deutlich erhöht, um die
Plasmaströmungen im Schweif auflösen zu können. Der Integrationszeitschritt wurde auf
∆t = 10−3 halbiert, um numerische Stabilität zu garantieren. Das anfängliche Magnet-
feld ist wie in Abschnitt 3.2.1 in x-Richtung und besitzt einen Wert von Bx0 = 0.01.
Während der Simulation wird das Magnetfeld wie in Abschnitt 3.2.5 durch B = Bx0 x̂
am oberen Rand der Simulationsbox vorgegeben.
Wie in allen bisher beschriebenen Simulationen bildet die Plasmaströmung um die HVC
(a) Die Plasmageschwindigkeit vy zum Zeit-
punkt t ≈ 461τA
(b) Ausschnittsvergrößerung aus (a) im Be-
reich des Schweifkopfes
Abb. 3.45: Die drei Strömungsschichten im Schweif der HVC
eine magnetische Barriere und hinter ihr einen magnetischen Schweif durch Magnetfeld-
kompression und -streckung aus. In Abbildung 3.44 ist die Magnetfeldkonfiguration zum
Zeitpunkt t ≈ 419τA dargestellt, etwa 80 Alfvénzeiten vor dem Einsetzen der Kelvin-
Helmholtz-Instabilität. Im Gegensatz zur Simulation von Abschnitt 3.2.5 wird in dieser
Simulation jedoch Plasma mit hoher Geschwindigkeit von allen Seiten in das Zentrum
der Wolke durch den Druckgradienten hineingesogen, was dazu einerseits dazu führt,
daß die Feldlinien vor der Wolke nunmehr konkav statt konvex gekrümmt sind. Ande-
rerseits strömt auch Plasma entlang der Feldlinien ein, wie Abbildung 3.44 deutlich zeigt.
Das Einströmen von Plasma in die Unterdruckregion ist Teil des Einschwingvorganges
und endet erst, wenn der Ionisationsgrad der Wolke hoch genug und die magnetische
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Barriere weit genug ausgebildet ist. Dieser Zustand wird in der vorliegenden Simulati-
on jedoch nicht erreicht. Eine Konsequenz des Einströmens besteht in der Ausbildung
einer dreifachen Strömungsschicht im Schweif der HVC, wie sie in Abbildung 3.45 für
die y-Komponente der Plasmageschwindigkeit gezeigt ist. Das großskalige Profil zeigt
die globale Strömung zum Wolkenzentrum hin, wo der Plasmadruck sein Minimum
hat. Diesem überlagert ist die kleinskalige Mehrfachschicht des Schweifes, die in Ab-
bildung 3.45(b) vergrößert dargestellt ist. Beide Graphiken zeigen das Strömungsprofil
des Plasmas zum Zeitpunkt t ≈ 461τA kurz vor dem Einsetzen der Kelvin-Helmholtz-
Instabilität. Analysiert man den zeitlichen Verlauf der Simulation im Detail, so zeigt sich
(a) x-Schnitt durch das vy-Profil bei y =
−6.8 zum Zeitpunkt t ≈ 461τA
(b) x-Schnitt durch das vy-Profil bei y = −14
zum Zeitpunkt t ≈ 498τA
(c) x-Schnitt durch das Profil der Alfvén-
Machzahl MA bei y = −6.8 zum Zeitpunkt
t ≈ 461τA
(d) Der Plasmaparameter β = pg/pm zum
Zeitpunkt t ≈ 461τA
Abb. 3.46: Der Zustand des Plasmas zum Zeitpunkt des Einsetzens der Kelvin-
Helmholtz-Instabilität
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bei y ≈ −6.8 zum Zeitpunkt t ≈ 461τA eine schwache Störung in der Plasmageschwin-
digkeit vx und der Plasmadichte ρ sowie bei y ≈ −14 zum Zeitpunkt t ≈ 498τA die
deutliche Ausbildung zweier Wirbel in der Plasmaströmung. Um dies genauer zu unter-
suchen, sind in den Abbildungen 3.46(a)+(b) und 3.47(a)-(d) Schnitte der Größen vy. B
und ρ entlang der x-Achse bei den y-Werten y = −6.8 und y = −14 zu den Zeitpunkten
t ≈ 461τA bzw. t ≈ 498τA dargestellt. In den Geschwindigkeitsschnitten erkennt man
sehr deutlich die drei Strömungsschichten des magnetischen Schweifes. Während die in-
nere Strömung von der Wolke wegzeigt oder stark verlangsamt ist, strömt das Plasma
in der Hülle des Schweifes rasch zur Wolke hin. Zusammen mit den äußeren, breiten
Strömungen ergeben sich somit vier Randschichten mit Geschwindigkeitsgradienten als
Übergangsschichten zwischen den einzelnen Strömungen. Von diesen zeigen zwei sehr
(a) x-Schnitt durch das Magnetfeld B bei y =
−6.8 zum Zeitpunkt t ≈ 461τA
(b) x-Schnitt durch das Magnetfeld B bei y =
−14 zum Zeitpunkt t ≈ 498τA
(c) x-Schnitt durch die Plasmadichte ρ bei
y = −6.8 zum Zeitpunkt t ≈ 461τA
(d) x-Schnitt durch die Plasmadichte ρ bei
y = −14 zum Zeitpunkt t ≈ 498τA
Abb. 3.47: Das Magnetfeld B und die Plasmadichte ρ in der instabilen Schicht
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starke Geschwindigkeitsgradienten. Die Breiten der zentralen Randschichten — von Ge-
schwindigkeitsmaximum zu -minimum — sind dabei in etwa a(a) = 0.5 und a(b) = 1.
Sie sind somit nur wenige Gitterpunkte breit. Wertet man nun das normierte (rechte
Seite mit 4π multiplizieren) Stabilitätskriterium (3.117) unter der Annahme aus, daß k,
B und vrel parallel sind, und schätzt B1, B2, ρ1 und ρ2 jeweils durch die Extremwer-
te in den Randschichten aus den Abbildungen 3.46 und 3.47 ab, so ergeben sich für
die linken Seiten ungefähr die Werte 0.005 und 0.09 und für die rechten Seiten 0.057
bzw. 0.25. In beiden Fällen läge also Stabilität vor, in letzterem jedoch nur knapp. Das
Stabilitätskriterium (3.117) gilt für eine Randschicht mit infinitesimaler Breite. In der
vorgestellten Simulation liegen jedoch insgesamt vier Randschichten endlicher Breite vor.
Abb. 3.48: Die Plasmaströmung, das Magnetfeld und die Neutralgasdichte zum Ein-
setzzeitpunkt t ≈ 467τA der Kelvin-Helmholtz-Instabilität
Die endliche Breite führt zwar zu einer Stabilisierung der Moden mit sehr kurzen Wel-
lenlängen λ  2πa, die Mehrfachströmungsschichten destabilisieren die Randschichten
jedoch stärker, als wenn nur eine Randschicht vorläge. Mittelt man die Magnetfeldstärke
und die Plasmadichte über die jeweiligen Strömungsschichten, so ist für den späteren
Zeitpunkt (t ≈ 498τA) bei y = −14 das Stabilitätskriterium nicht mehr erfüllt. Die
frühere Störung zum Zeitpunkt t ≈ 461τA ist somit aller Wahrscheinlichkeit nach keine
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Kelvin-Helmholtz-Mode. Sie ist vielmehr auf das Einsetzen der Rekonnexion der Feld-
linien (vgl. Kapitel 3.5) zurückzuführen. In allen bisherigen Simulationen hatte sich die
geringe Hintergrundresistivität von η1 = 10−5, die numerische Resistivitäten überdecken
soll, nicht bemerkbar gemacht. Sie konnten im Sinne der Magnetohydrodynamik als Si-
mulationen idealer Plasmen mit unendlicher Leitfähigkeit bezeichnet werden. In der
vorliegenden Simulation sind die auftretenden Skalenlängen der Magnetfeldgradienten
Abb. 3.49: Vollständiges Zerreißen des magnetischen Schweifes durch magnetische Re-
konnexion im Zuge der Kelvin-Helmholtz-Instabilität zum Zeitpunkt t ≈
583τA
jedoch so klein, daß sowohl die numerische Diffusion als auch die Hintergrundresistivität
relevant werden. Dies zeigt sich in Abbildung 3.48, welche deutlich die Bildung eines
sogenannten ”O-Punkte“ am Kopf des magnetischen Schweifes zeigt. In ideal leitenden
Plasmen ist eine solche Änderung der Topologie der Feldlinien nicht möglich [Kippen-
hahn und Möllenhoff, 1975; § 10]. Somit handelt es sich hier um Auswirkungen der
vorgegebenen Hintergrundresistivität und der numerischen Diffusion. Die Hintergrund-
resistivität verhindert dabei, daß die diffusiven Effekte völlig unkontrolliert ablaufen,
indem sie eine künstliche Diffusion einfügt, die für die meisten Situation die numerische
Diffusion überdeckt. In dieser Simulation ist dies nicht der Fall, so daß die numeri-
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sche Diffusion eine gewisse Auswirkung auf die Entwicklung des Plasmas und seiner
Strömung hat. Jedoch ist sie weder der Auslöser der Kelvin-Helmholtz-Instabilität noch
überdeckt sie deren charakteristische Geschwindigkeitssignatur. Dies läßt sich u.a. an
den gerade besprochenen x-Schnitten zeigen. Während beide Schnitte Gebiete magne-
tischer Diffusion darstellen, handelt es sich in der Region um y = −6.8 nicht um eine
Kelvin-Helmholtz-Mode, während im zweiten Fall mit sehr hoher Wahrscheinlichkeit
eine solche Mode vorliegt. Dennoch gibt es eine gewisse Interaktion, was man daran
erkennt, daß sich das Gebiet, in welchem magnetische Rekonnexion stattfindet, mit dem
Anwachsen der Kelvin-Helmholtz-Instabilität schnell auch von der Schweifachse weg
ausbreitet (Abb. 3.49). Dabei ist es die Kelvin-Helmholtz-Instabilität, welche letztend-
(a) Die zeitliche Entwicklung der magneti-
schen Energie Emag im Integrationsgebiet
(b) Die zeitliche Entwicklung von Emag
nach dem Einsetzen der Kelvin-Helmholtz-
Instabilität
Abb. 3.50: Zunahme der magnetischen Gesamtenergie durch die Kelvin-Helmholtz-
Instabilität
lich die magnetische Rekonnexion treibt und nicht umgekehrt. Das klarste Indiz hierfür
findet sich in der zeitlichen Entwicklung der magnetischen Gesamtenergie
Emag =
∫
S
WmagdA =
∑
i,j
B2xi,yj∆x∆y . (3.119)
Hier bezeichnen Wmag = B2 die magnetische Energiedichte und ∆x und ∆y die (äquidis-
tanten) Gitterabstände in x- bzw. y-Richtung. Das Integral ist über das gesamte Simula-
tionsgebiet S zu nehmen. Das Ergebnis dieser Integration ist in Abbildung 3.50 logarith-
misch gegen die Zeit t aufgetragen, wobei Abbildung 3.50(b) den zeitlichen Ausschnitt ab
dem Einsetzen der Kelvin-Helmholtz-Instabilität darstellt. Man erkennt klar, daß zum
3.4 Die Kelvin-Helmholtz-Instabilität 177
Zeitpunkt t ≈ 490τA eine äußerst effektive Magnetfeldverstärkung einsetzt. Während die
magnetische Energie im Integrationsgebiet während der ersten 490 Alfvénzeiten durch
die Ausbildung der magnetischen Barriere und des Schweifes zwar exponentiell, aber
dennoch nur um eine Größenordnung anwächst, steigt sie innerhalb der letzten 100
Alfvénzeiten um beinahe zwei Größenordnungen an. Ein solch deutlicher Anstieg der
magnetischen Feldenergie kann durch die Kelvin-Helmholtz-Instabilität erklärt werden
[Birk et al., 2000]. Das Auftreten der charakteristischen, wirbelartigen Strömungsmuster
ab dem Zeitpunkt t ≈ 490τA ist ein weiterer Hinweis auf eine solche Instabilität. Die
mit ihr verbundene Magnetfeldkompression und -verwirbelung führt dabei zu massiver
Rekonnexion und Dissipation von magnetischer Energie. Diese wird immer wieder lokal
sehr schnell freigesetzt, wie man an den abrupten Abstürzen in der Kurve in Abbil-
dung 3.50(b) erkennen kann. Im Zeitmittel nimmt die magnetische Gesamtenergie des
Systems jedoch erheblich zu, indem die Kelvin-Helmholtz-Moden Energie aus den Plas-
mawirbeln in das Magnetfeld transportieren.
In Abbildung 3.46(c) ist der Zehnerlogarithmus der Alfvén-Machzahl log MA für den
Abb. 3.51: Die zeitliche Entwicklung der mittleren vy-Streuung
〈
v8y
〉1/8
x-Schnitt bei y = −6.8 dargestellt. Die Kurve zeigt, daß die lokalen Alfvén-Machzahlen
in der Größenordnung von 10 liegen und somit durchaus genügend kinetische Energie
vorhanden ist, um eine Kelvin-Helmholtz-Mode anzuregen und aufrechtzuerhalten. Da-
bei handelt es sich bei dem gesamten Plasma im Schweif um ein thermisch dominiertes
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Plasma mit hohem Plasmaparameter β = pg/pm, wobei pg der Gas- und pm der magneti-
sche Druck sind (Abb. 3.46(d)). Das Magnetfeld wird erst durch die enorme Verstärkung
durch die Kelvin-Helmholtz-Instabilität dynamisch relevant.
Vor dem Einsetzen der Instabilität strömt das Plasma laminar mit relativ konstan-
(a) Die Wirbelstärke ωz zu Beginn der Simu-
lation
(b) Die Wirbelstärke ωz zum Zeitpunkt t ≈
461τA
Abb. 3.52: Die Entwicklung der Wirbelstärke ωz bis zum Einsetzen der Kelvin-
Helmholtz-Instabilität
ter vy-Geschwindigkeit entlang des magnetischen Schweifes. Während der nichtlinea-
ren Phase der Instabilität bilden sich jedoch die charakteristischen Wirbel mit großen
Schwankungen in den vy-Geschwindigkeiten aus. Daher läßt sich das Einsetzen der
Kelvin-Helmholtz-Instabilität auch an einer Darstellung der zeitlichen Entwicklung der
mittleren vy-Streuung
〈
v8y
〉1/8 ablesen (Abb. 3.51). Der hohe Exponent wurde hier zur
Erhöhung des Kontrastes zwischen den eher kleinen Geschwindigkeiten der laminaren
Strömung und den hohen Geschwindigkeiten in den Wirbel gewählt. Man erkennt deut-
lich das Einsetzen der Instabilität zum Zeitpunkt t ≈ 490τA.
Das charakteristische Kennzeichen der Kelvin-Helmholtz-Instabilität sind die Wirbel, die
sich in der Plasmaströmung ausbilden. Daher ist in den Abbildungen 3.52 und 3.55 die
z-Komponente der Wirbelstärke ω = ∇×v des Plasmas dargestellt. Die Abbildung 3.52
zeigt die Entwicklung von ωz bis zum Einsetzen der Kelvin-Helmholtz-Instabilität. Zu
Beginn der Simulation weist die Wirbelstärke nur zwei Spitzen im Bereich der HVC
auf, die durch das anfängliche Strömungsprofil vorgegeben sind. Diese wachsen im Lau-
fe der Zeit dadurch an, daß Plasma um die Wolke herumgelenkt wird. Zum Zeitpunkt
t ≈ 461τA sind jedoch zwei zusätzliche Maxima der Wirbelstärke im Bereich des Schwei-
fes entstanden. Diese weisen auf die sich entwickelnde Kelvin-Helmholtz-Instabilität hin.
Nach deren Einsetzen wächst die Wirbelstärke lokal sehr stark an. Besitzt sie vor diesem
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Abb. 3.53: Die Plasmaströmung und -dichte während der linearen und nichtlinearen
Phase der Kelvin-Helmholtz-Instabilität
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Abb. 3.54: Die Plasmaströmung und -dichte in Ausschnittsvergrößerungen der Kelvin-
Helmholtz-instabilen Region
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Zeitpunkt Werte von der Größenordnung 0.1, so ist sie während der nichtlinearen Phase
der Kelvin-Helmholtz-Instabilität von der Größenordnung eins. In der Abbildung 3.55
ist die Wirbelstärke ωz zu den späten Zeitpunkten t ≈ 536τA und t ≈ 583τA dar-
gestellt. Die Abbildung verdeutlicht, wie rasch sich die Kelvin-Helmholtz-Moden von
der Schweifachse weg ausbreiten und gegen Ende der Simulation den gesamten oberen
Teil des Schweifes erfaßt haben. Die Wirbelstärke ist dabei sehr lokalisiert und weist
eine turbulente Struktur auf. Ihre Werte zeigen, daß die Kelvin-Helmholtz-Wirbel die
Plasmadynamik des Schweifkopfes dominieren und die ursprünglich laminare Strömung
entlang des Schweifes in eine turbulente Phase übergegangen ist, in welcher eine starke,
turbulente Magnetfeldverstärkung auftritt.
Die Entwicklung der Kelvin-Helmholtz-Instabilität in der linearen und nichtlinearen
(a) Die Wirbelstärke ωz zum Zeitpunkt t ≈
536τA
(b) Die Wirbelstärke ωz gegen Ende der Si-
mulation
Abb. 3.55: Die lokale Zunahme der Wirbelstärke ωz nach dem Einsetzen der Kelvin-
Helmholtz-Instabilität
Phase ist in den Abbildungen 3.53 und 3.54 graphisch dargestellt. Beide Abbildungen
zeigen eine Reihe von Momentaufnahmen der Plasmaströmung v und der Plasmadichte ρ
in der oberen Schweifregion zu unterschiedlichen Zeitpunkten vor und nach dem Einset-
zen der Instabilität. In Abbildung 3.53 ist die Globalansicht der oberen Schweifregion
zu sehen. Die erste Teilgraphik zeigt die HVC vor dem Einsetzen der Instabilität. Das
Plasma strömt hier noch laminar zum Wolkenzentrum hin. In der zweiten Abbildung hat
sich ein verstärkter Plasmaausfluß bei y ≈ −14 entlang der Schweifachse gebildet. Dieser
erhöht die Relativgeschwindigkeit zwischen Schweifachse und -hülle und läßt den Schweif
an dieser Stelle Kelvin-Helmholtz instabil werden. Das dritte Teilbild zeigt das Ende der
linearen Phase der Kelvin-Helmholtz-Instabilität. Die sich ausbildenden Moden propa-
gieren schweifaufwärts zur Wolke hin und bilden dort im vierten Bild zwei ausgeprägte
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Plasmawirbel, die den Beginn der nichtlinearen Phase der Instabilität markieren. In
den letzten beiden Teilbildern breitet sich die Wirbelbildung auch auf Gebiete fern der
Schweifachse aus und erfaßt schließlich den gesamten oberen Bereich des Schweifes. Das
letzte Teilbild zeigt darüber hinaus die Bildung und das Ausschießen eines Plasmoids
mit hoher superalfvénischer Geschwindigkeit (MA ∼ 20) entlang der Schweifachse. In
der Tat hat die Kelvin-Helmholtz-Instabilität einen massiven Einfluß auf die Plasma-
dichte (vgl. Birk et al., 2000). Dies ist in Abbildung 3.54 anhand der zeitlichen Entwick-
lung eines Plasmawirbels verdeutlicht. Die ersten fünf Teilbilder zeigen eine Abfolge von
Ausschnitten aus dem oberen Bereich des Schweifes. Das Augenmerk sei hier auf die
beiden Wirbel bei y ≈ −8 zu beiden Seiten der Schweifachse gerichtet. Wie zwei Wal-
zen zermahlen sie den Plasmaschweif zwischen sich und transportieren Schweifplasma
von der Achse weg (grünliche Gebiete). Man erkennt, wie sich zwei Plasmawolken vom
zentralen Schweifplasma seitlich entfernen. In der vierten Teilabbildung haben sich die
ursprünglichen Wirbel selbst von der Schweifachse abgelöst und abgeschwächt. An ihrer
ursprünglichen Position haben sich jedoch zwei neue, entgegengesetzt orientierte Wirbel
gebildet, die erneut Plasmaklumpen aus dem Schweif heraustrennen. Dieser Prozeß der
Fragmentierung schreitet solange fort, solange die Kelvin-Helmholtz-Instabilität aktiv
ist. Das letzte Teilbild zeigt den oberen Teil des Schweifes am Ende der Simulation. Das
Plasma weist zu diesem Zeitpunkt eine stark fragmentierte Struktur auf, die aus loka-
len Plasmaklumpen und diffusen Filamenten besteht. Durch Stöße mit dem Neutralgas
überträgt sich die Fragmentierung schließlich auch teilweise auf den Neutralgasschweif.
Aus Stabilitätsgründen wurde diese Phase des nichtlinearen Wachstums der Instabilität
in der Simulation jedoch nicht erreicht. Die dichten Plasma- und Neutralgasklumpen
können nun ihrerseits durch Strahlungsverluste thermisch instabil werden und zu klei-
neren Neutralgaswolken kondensieren (z.B. Burkert und Lin, 2000). Auf diese Weise
lassen sich unter Umständen das Entstehen weiträumiger HVC-Komplexe mit Unterwol-
ken unterschiedlicher Größe und die fragmentierte Natur einiger HVC-Schweife [Brüns
et al., 2001] erklären. Es sei jedoch betont, daß die Kelvin-Helmholtz-Instabilität in der
vorgestellten Simulation trotz ihres fortgeschrittenen nichtlinearen Stadiums lediglich
den Schweif berührt und die eigentliche Neutralgaswolke dadurch nicht beeinflußt wird.
Ein Champagner-Effekt oder ein ähnliches Zerreißen der HVC findet nicht statt. Deren
dynamische Stabilität ist selbst nach dem Einsetzen der Kelvin-Helmholtz-Instabilität
im Schweif dauerhaft gewahrt.
Wie unterschiedlich stark die Kelvin-Helmholtz-Instabilität die beiden Komponenten
Plasma und Neutralgas beeinflußt, läßt sich am besten anhand ihrer Enstrophien zei-
gen. Die Enstrophien sind gemäß ihrer Definition
Wi =
〈
(∇× vi)2
〉
, i = p, n (3.120)
mit räumlicher Mittelung über das Integrationsgebiet ein Maß für die mittlere Wir-
belstärke ω. In Abbildung 3.56 sind die zeitlichen Verläufe der Enstrophien des Plasmas
(a) und des Neutralgases (b) dargestellt. Während das Einsetzen der Kelvin-Helmholtz-
Instabilität deutlich an einem sprunghaften Anstieg der Plasma-Enstrophie um etwa
zwei Größenordnungen zu erkennen ist, läßt sich das Einsetzen in der Neutralgas-Enstro-
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(a) Die Enstrophie Wp =
〈
(∇× v)2
〉
des
Plasmas
(b) Die Enstrophie Wn =
〈
(∇× vn)2
〉
des
Neutralgases
Abb. 3.56: Die zeitliche Entwicklung der Enstrophien von Plasma und Neutralgas
phie nicht klar erkennen. Insgesamt liegen die Enstophie-Werte des Neutralgases etwa
vier Zehnerpotenzen unter denen des Plasmas. Dies liegt darin begründet, daß das Neu-
tralgas durch Plasma-Neutralgas-Stöße nur indirekt an der Dynamik der im Plasma
entstehenden Kelvin-Helmholtz-Moden teilnimmt, und es außerdem das Plasma ist, wel-
ches um die Neutralgaswolke herumströmen muß. Die Wirbelbewegungen des Plasmas
können sich nur über die elastischen Stoßterme der Neutralgas-Impulsbilanzgleichung
(3.66) auf das Neutralgas übertragen. Die elastischen Stoßfrequenzen νS12 liegen dabei in
der Größenordnung von 0.1, so daß die typische Zeitskala für den Impulsausgleich zwi-
schen Plasma und Neutralgas etwa 10 beträgt. Da die Wirbelbildung und -entwicklung
durch die Kelvin-Helmholtz-Moden im Plasma jedoch deutlich schneller abläuft, erfährt
das Neutralgas lediglich einen gemittelten Impulsübertrag aus den Plasmawirbeln. Da-
her ändert sich seine Enstrophie beim Einsetzen der Kelvin-Helmholtz-Instabilität nur
wenig.
Zuletzt sei noch angemerkt, daß die charakteristische Ausdehnung der in der Simulati-
on auftretenden Wirbel bei λ ≈ 3 liegt. Ausgehend von einer ursprünglichen Dicke der
Übergangsschicht von 0.5–1 folgt daraus, daß die schnellstwachsenden Moden diejenigen
mit der kleinsten erlaubten Wellenlänge sind.
Summa summarum demonstriert die in diesem Abschnitt dargestellte Simulation an-
schaulich, wie empfindlich ein Plasma-Neutralgas-System auf eine Veränderung der Aus-
gangsparameter reagiert, wenn es um die Anregung von Kelvin-Helmholtz-Moden geht.
Sie zeigt aber auch, daß eine Kelvin-Helmholtz-Instabilität zwar zum Zerreißen des
Schweifes, nicht aber zur Auflösung der eigentlichen HVC führt. Selbstverständlich kann
nur eine Parameterstudie zeigen, wie stark der Einfluß der Kelvin-Helmholtz-Instabilität
auf die Neutralgaswolke von der Anfangskonfiguration abhängt. Zusammen mit den bis-
her dargestellten Simulationen ergibt sich jedoch ein beachtlicher Parameterbereich,
über den die eigentliche HVC durch die magnetische Barriere dynamisch stabilisiert ist.
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3.5 Rekonnexion im Schweif
3.5.1 Theorie der magnetischen Rekonnexion
Resistive Magnetohydrodynamik
In allen bisher in diesem Kapitel vorgestellten Simulationen wurde die Plasmakom-
ponente mit Ausnahme der dynamisch unerheblichen Hintergrundresistivität als ideal
leitend behandelt. Die Ohmsche Leitfähigkeit σ = ω2pe/4πνcoll bzgl. der Teilchenstöße
im Plasma ist für das Haloplasma der Milchstraße aufgrund der äußerst kleinen mitt-
leren Stoßfrequenz νcoll für Elektron-Ion-Stöße sehr hoch, so daß das Plasma in guter
Näherung als stoßfrei in kinetischer Hinsicht oder ideal in magnetohydrodynamischer
Sicht angesehen werden kann (vgl. Kapitel 3.1.1). Auf kleinen Skalen können jedoch
auch in sehr dünnen Plasmen wie dem Haloplasma lokale Nichtidealitäten auftreten, die
zu einer endlichen Leitfähigkeit σ führen. Diese gehen in der kinetischen Beschreibung
auf die Wechselwirkung der Teilchen mit Wellen und Fluktuationen zurück und wer-
den durch eine anomale Stoßfrequenz νan charakterisiert (siehe folgenden Abschnitt).
Die Relevanz solcher lokalen Nichtidealitäten wurde bereits im Zusammenhang mit der
Kelvin-Helmholtz-Instabilität in bezug auf die numerische Resistivität deutlich. In die-
sem Unterkapitel wird nun explizit der Einfluß einer physikalischen Nichtidealität des
Plasmas auf die magnetische Barriere und den magnetischen Schweif untersucht. Daher
soll hier ein kurzer Einblick in die Theorie der magnetischen Rekonnexion gegeben wer-
den. Eine ausführliche Beschreibung findet sich u.a. in [Priest und Forbes, 2000].
Eine entscheidende Konsequenz der idealen Leitfähigkeit eines Plasmas ist die Tatsa-
che, daß der magnetische Fluß Φ durch die von einer ”flüssigen Linie C“ umschlossene
Fläche F zeitlich konstant ist [Kippenhahn und Möllenhoff, 1975; §10]. Die flüssige Linie
bezeichnet dabei eine geschlossene Kurve, die sich mit dem Plasma mitbewegt. Anschau-
lich bedeutet somit die Konstanz des magnetischen Flusses, daß sich die magnetischen
Abb. 3.57: Änderung der Topologie von Magnetfeldlinien durch magnetische Rekon-
nexion an einer Tangentialdiskontinuität
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Feldlinien im idealen Plasma mit der Plasmamaterie mitbewegen; sie sind bei unendli-
cher Leitfähigkeit ”eingefroren“. Keine Feldlinie kann die flüssige Linie im Laufe der Zeit
überqueren, so daß die anfängliche Topologie im idealen Plasma stets erhalten bleibt.
Ein Plasmaelement, welches einmal mit einer Feldlinie verknüpt war, bleibt dies für alle
Zeiten. Diese topologische Starrheit (engl. connection) ist eine charakteristische Eigen-
schaft des idealen Plasmas.
In der resistiven Magnetohydrodynamik jedoch gilt diese Starrheit nicht mehr. Eine end-
liche Leitfähigkeit σ führt zu einer nichtverschwindenden Resistivität
η ≡ σ−1 (3.121)
bzw. resistiven Diffusionskoeffizienten
η̃ ≡ c
2
4πσ
. (3.122)
Das elektrische Feld E und die elektrische Stromdichte j sind in der resistiven Ma-
gnetohydrodynamik durch das Ohmsche Gesetz (3.61) verknüpft. Dieses lautet (nicht
normiert) unter Vernachlässigung des Hall-Terms und des Elektronendruck-Terms:
E = −1
c
v ×B + ηj . (3.123)
Dadurch ergeben sich in der Induktionsgleichung
∂B
∂t
= ∇×(v ×B) + c
2
4π
η∇2B +(∇×B)×∇ c
2
4π
η , (3.124)
bzw. in deren normierten Form mit η̃ = c2η/4π und nach Weglassen desˆ
∂B
∂t
= ∇×(v ×B) + η∇2B +(∇×B)×∇η (3.125)
zwei zusätzliche resistive Terme, die eine Änderung des magnetischen Flusses durch
Annihilation und Diffusion oder auch magnetische Rekonnexion erlauben. Bei der An-
nihilation wird magnetische Energie über die Ohmsche Dissipation ηj2 in thermische
Energie umgewandelt, es werden also Feldlinien vernichtet. Bei der magnetischen Re-
konnexion werden Plasmaelemente, die ursprünglich mit einer Feldlinie verknüpft wa-
ren, mit einer anderen Feldlinie verknüpft, sie werden ”rekonnektiert“. Dabei kann
es zu einer globalen Änderung der Feldlinientopologie kommen. Ein solcher Vorgang
ist in Abbildung 3.57 dargestellt. Man spricht allgemein von einer Tangentialdiskonti-
nuität, wenn die Tangentialkomponente des Magnetfeldes beim Durchgang durch die
Diskontinuitätsfläche unstetig ist, während die Normalkomponente stetig bleibt [Parker,
1994]. Tangentiale Diskontinuitäten trennen somit Bereiche unterschiedlicher Topologie
in Form einer Separatrix voneinander. Bei der magnetischen Rekonnexion kann diese
Topologie geändert werden, indem Plasma durch die Diskontinuitätsfläche strömt. Dies
setzt eine wenigstens lokale Aufhebung der Eingefrorenheit der Feldlinien voraus. Diese
Definition der magnetischen Rekonnexion stammt ursprünglich von Axford (1984) und
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wurde von Schindler et al. (1988) als allgemeine Definition der magnetischen Rekonnexi-
on vorgeschlagen, da sie auch für den dreidimensionalen Fall ihre Gültigkeit bewahrt. Sie
ist eine Verallgemeinerung der von Vasyliunas (1975) vorgeschlagenen Definition, nach
welcher die magnetische Rekonnexion (engl. auch field line merging) ein Prozeß ist, bei
dem Plasma durch eine Oberfläche fließt, die Regionen mit unterschiedlichen Feldlini-
entopologien voneinander trennt. Als Charakteristikum eines Plasmaflusses durch eine
solche Separatrix formuliert er eine Komponente des elektrischen Feldes parallel zu die-
ser, so daß somit eine lokale Verletzung der Idealität vorliegen muß [Schindler et al.,
1988].
Die drei Terme in der Faradayschen Gleichung (3.125) haben sehr unterschiedliche phy-
sikalische Auswirkungen. Der konvektive Term ∇ ×(v ×B) beschreibt das Mitführen
der eingefrorenen Feldlinien und kann somit als Generatorterm angesehen werden. Er
ermöglicht es, kinetische Energie des Plasmas in magnetische Energie umzuwandeln, und
ist für die Magnetfeldkompression und - verstärkung in der magnetischen Barriere und
dem magnetischen Schweif verantwortlich. Dahingegen führt der Diffusionsterm η∇2B
dazu, daß Feldlinien durch das Plasma hindurch diffundieren und somit lokale Maxima
im Magnetfeld abgebaut werden. Er limitiert somit zusammen mit der Relativgeschwin-
digkeit von HVC und Plasma die maximale magnetische Feldstärke in der magnetischen
Barriere. Die magnetische Rekonnexion schließlich wird insbesondere durch den dritten
Term(∇×B)×∇η bewirkt, da magnetische Rekonnexion vor allem an Stellen starker
lokaler Nichtidealitäten, also an Stellen mit einem großen Gradienten in der Resisti-
vität auftritt [Ugai, 1992; Konz et al., 2000]. Diese Auswirkungen einer solchen lokalen
Nichtidealität auf magnetische Barriere und Schweif von HVCs sind Gegenstand der
Untersuchung in diesem Unterkapitel.
Das Verhältnis des konvektiven Termes in der Faradayschen Gleichung (3.125) zum diffu-
siven Term definiert die sogenannte magnetische Reynoldszahl (in normierten Einheiten)
Rm ≡
Lv
η
, (3.126)
wobei L die charakteristische Länge der Feldvariationen und v die (typische) Geschwin-
digkeit des Plasmas ist. Sie gibt den Grad der Kopplung zwischen dem Plasmafluß und
dem magnetischen Feld an. Für sehr kleine Reynoldszahlen Rm  1, wie sie häufig in
Laborplasmen auftreten, ist die Kopplung gering, d.h. das Plasma bewegt sich relativ
unbeeinflußt von den Feldlinien. Dagegen sind die Reynoldszahlen bei astrophysikali-
schen Plasmen im Regelfall sehr groß, so daß die magnetischen Feldlinien eingefroren
sind. Bei der im folgenden beschriebenen Simulationen bewegen sich die magnetischen
Reynoldszahlen zwischen ∼ 104 für die als ideal behandelten Gebiete und 102 für die
diffusiven Regionen.
Ist die typische Geschwindigkeit des Problems die Alfvéngeschwindigkeit vA, so spricht
man anstelle von Rm von der Lundquist-Zahl (ebenfalls in normierten Einheiten)
NL ≡
L
η
. (3.127)
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Diese gibt das Verhältnis der diffusiven Zeitskala τd ≡ L2/η (normiert) zur Alfvén-
Übergangszeit τA an:
NL =
τd
τA
. (3.128)
Bei den meisten Anwendungen ist die Lundquist-Zahl NL ziemlich groß. Bei heutigen
Tokamak-Experimenten liegt sie in der Größenordnung von 107 und bei solaren Korona-
Loops zwischen 1011 und 1013. Im Gegensatz dazu ist die Lundquist-Zahl in den diffu-
siven Gebieten der folgenden Simulation relativ klein, so daß dort die Feldlinien lokal
nicht eingefroren sind und magnetische Rekonnexion stattfinden kann.
Anomale Resistivität
Die Resistivität η verbindet die resistive Magnetohydrodynamik mit der kinetischen
Theorie. Die Ursache einer endlichen Leitfähigkeit σ liegt in der Wechselwirkung der
stromtragenden Teilchen mit Stoßpartnern und Wellen und kann daher nur im Rahmen
der kinetischen Theorie studiert werden. Aufgrund der Komplexität der dabei auftre-
tenden Vorgänge kann man im allgemeinen nur (über Raum und/oder Zeit) gemittelte
Aussagen treffen. Im Rahmen der resistiven Magnetohydrodynamik führt man daher die
Resistivität η als heuristischen Parameter, basierend auf kinetischen Modellen, ein, wel-
cher die mikroskopischen Prozesse der kinetischen Theorie gemittelt und näherungsweise
beschreibt. Es bleibt anzumerken, daß die eigentlich tensorielle Leitfähigkeit σ in dieser
Arbeit stets als Skalar angesetzt wird.
Das klassische Modell einer endlichen Leitfähigkeit ergibt sich durch Stöße zwischen
den Teilchen des Plasmas, z.B. Elektronen und Ionen. Bei der klassischen Leitfähigkeit
nimmt man an, daß Beschleunigung durch das E-Feld und Impulsverluste der Ionen im
Gleichgewicht die Waage halten. Mit der sogenannten Abbremszeit
ti,eS =
3
4
√
2π
memi
e4 lnΛCne
(
kBTe
me
) 3
2
(3.129)
für Ionen, die durch Ionen-Elektronen-Stöße gestreut werden [Benz, 1993; Abschnitt 9.2]
ergibt sich die klassische Spitzer-Leitfähigkeit
σ =
ω2pit
i,e
S
4π
=
3
4
√
2π
meni
e2 lnΛCne
(
kBTe
me
) 3
2
. (3.130)
Sie nimmt mit steigender Temperatur des Plasmas zu. Mit der formalen Definition einer
Elektronen-Ionen-Stoßfrequenz
νcoll = νe,i ≡
mine
menit
i,e
S
=
√
2
π
ne
ni
lnΛC
ΛC
ωpe (3.131)
ergibt sich wieder die bekannte Form (3.12) der elektrischen Leitfähigkeit.
In den meisten astrophysikalischen Plasmen ist die Spitzer-Leitfähigkeit aufgrund der
hohen Plasmatemperatur sehr hoch, so daß die klassische Resistivität vernachlässigbar
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ist. Im Magnetschweif der Erde liegt sie beispielsweise im Bereich von ca. 3 · 10−18 s
bis ca. 4 · 10−17 s, während die anomale Resistivität in den aktiven Regionen des Ma-
gnetschweifes während der Teilstürme zwischen 3 · 10−7 s und 10−4 s liegt [Lui et al.,
1993]. Die anomale Resistivität kommt dabei durch nichtlineare Wechselwirkungen zwi-
schen Teilchen und Wellen zustande. Sie ist dabei die Folge mikroskopischer Fluktuatio-
nen. Das am weitesten verbreitete Modell zur kinetischen Beschreibung der anomalen
Resistivität, das auch in dieser Arbeit verwendet wurde, beschreibt das Auftreten ei-
ner anomalen Resistivität als Folge mikroskopischer Plasmaturbulenz, die durch eine
Plasmainstabilität ausgelöst wurde. Die fluktuierenden Wellenfelder wechselwirken über
Welle-Teilchen-Wechselwirkungen mit den Ladungsträgern und fungieren so als effek-
tive Stoßpartner. Die Theorie der Plasmainstabilitäten zeigt, daß anomale Resistivität
spätestens auftritt, sobald die Driftgeschwindigkeit vd des elektrischen Stromes die ther-
mische Geschwindigkeit der Elektronen übersteigt. Das Kriterium für das Einsetzen von
Mikroinstabilitäten läßt sich somit mit Hilfe einer kritischen Stromdichte [Priest, 1985;
Abschnitt 4.4]
jcrit = neevth,e (3.132)
formulieren. Die sich ergebenden hohen Werte für die kritische Stromdichte werden da-
her für gewöhnlich nur in dünnen Stromschichten und Filamenten erreicht.
Im Zusammenhang mit der anomalen Resistivität bedeutsame Instabilitäten sind die
ionenakustische Instabilität, die durch driftende Ionen getrieben wird [Papadopoulos,
1977] und erst auftritt, wenn die Stromschicht dünner als der Ionen-Gyroradius Rci =
mivth,ic/eB ist [Coroniti und Eviatar, 1977], die durch Druckgradienten getriebene Un-
tere Hybrid-Driftinstabilität [Sotnikov et al., 1978] und die kinetische Ionen-Weibel-
Instabilität, die durch die Ionenbewegung quer zum Magnetfeld verursacht wird [Lui et
al., 1993]. Lesch et al. (1989b) setzen die durch Untere Hybridwellen hervorgerufene an-
omale Resistivität an, um in den Hot Spots extragalaktischer Jets einen Stromfluß quer
zu den Feldlinien zu ermöglichen. Sie erhalten für die anomale Leitfähigkeit σan den
Zusammenhang
σan =
ω2pe
4πωLH
(3.133)
mit der Elektronen-Plasmafrequenz ωpe und der Frequenz ωLH =
√
ωciωce der Unteren
Hybridwellen.
Die nichtlinearen Welle-Teilchen-Wechselwirkungen führen zu einer effektiven Stoßzeit teff
für die Ladungsträger. Für die ionenakustische Instabilität bestimmte Sagdeev mit Hilfe
der schwachen Turbulenztheorie die effektive Stoßfrequenz νeff zu [Tajima und Shibata,
1997; Abschnitt 9.4]
νeff =
ωpe
32π
Te
Ti
vd
vth,e
, (3.134)
wobei vd hier die Driftgeschwindigkeit der Elektronen ist. Damit ergibt sich für die
anomale Leitfähigkeit σeff im Sättigungsbereich der ionenakustischen Instabilität die
sogenannte Sagdeev-Leitfähigkeit
σeff = 8
Ti
Te
vth,e
vd
ωpe . (3.135)
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Tritt außer der anomalen Resistivität auch noch eine relevante klassische Resistivität
auf, so addieren sich die beiden Resistivitäten gemäß der Matthiesen-Regel.
Weitere Modelle leiten eine anomale Resistivität aus der Theorie der stoßfreien Rela-
xation [Wiechen, 1999] oder als sogenannte chaotische Resistivität, welche allein durch
starke Inhomogenität des Magnetfeldes verursacht wird, ab [Tajima und Shibata, 1997;
Abschnitt 3.3.4].
Um numerische Simulationen im Rahmen der resistiven Magnetohydrodynamik unter
Berücksichtigung einer anomalen Resistivität η durchzuführen, muß man die makrosko-
pische Größe η selbstkonsistent durch makroskopische Plasmagrößen ausdrücken. Das
in den folgenden Simulationen verwendete Modell für die anomale Resistivität basiert
auf dem von Ugai (1992) verwendeten Modell einer stromdichteabhängigen Resistivität.
Die Gesamtresistivität wird dabei in heuristischer Weise durch den Ansatz
η(j) = η1 + ηan = η1 + η2
[
j2 − j2crit
]χ Θ(j2 − j2crit) (3.136)
mit einem Parameter χ ∈ [1/4, 1] angenommen. Verschiedene Arten mikroturbulenter
Resistivität weisen dabei verschiedene Exponenten χ auf [Papadopoulos, 1977]. Eine
kleine, konstante Hintergrundresistivität η1 = 10−5 überdeckt dabei den Einfluß der nu-
merischen Resistivität. Die anomale Resistivität setzt aufgrund der Heaviside-Funktion
Θ(x) =
{
1 für x ≥ 0
0 für x < 0
(3.137)
erst ab einer Stromdichte j > jcrit ein, ist dann aber wegen der Wahl der Konstante
η2  η1 dominant. Der gewählte Ansatz ist daher heuristisch, da er zwar das Ein-
satzkriterium der oben beschriebenen Plasmainstabilitäten berücksichtigt, seine funk-
tionale Form jedoch nicht aus kinetischen Modellen abgeleitet ist. Die anomale Resi-
stivität wird in dem hier verwendeten Plasma-Neutralgas-Code in Form eines über die
Stromdichte orts- und zeitabhängigen Parameters eingeführt. Diese Methode ist inso-
fern nicht vollständig selbstkonsistent, da die Stromdichte ihrerseits durch das Magnet-
feld gegeben ist und somit durch die Resistivität ein weiterer B-Term in die Faraday-
Gleichung (3.125) eingeführt wird, der jedoch als Parameter gehandhabt wird. Eine
vollständig selbstkonsistente Integration der Gleichung ist aufgrund der variablen funk-
tionalen Form (3.136) von η nicht ohne weites möglich. Die parametrisierte Behandlung
liefert jedoch bei ausreichend kleinem Integrationszeitschritt ∆t eine hinreichend exakte
Lösung.
Magnetische Rekonnexion
Bei den zweidimensionalen Rekonnexionsmodellen unterscheidet man im wesentlichen
zwischen zwei Typen. Beim Sweet-Parker-Modell [Sweet, 1958; Parker, 1957] bildet eine
ausgedehnte Stromschicht die diffusive Region (Abb. 3.58), während das Diffusionsge-
biet wie auch die Stromschicht beim Modell der schnellen magnetischen Rekonnexion
von Petschek (1964) und Sonnerup (1970) stark lokalisiert sind. In beiden Modellen
liegt das Diffusionsgebiet jedoch um einen neutralen Punkt (B = 0), den sogenannten
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Abb. 3.58: Das Sweet-Parker-Modell der stationären Rekonnexion mit Stromschicht
X-Punkt. Beide Modelle bilden stationäre Lösungen der resistiven MHD-Gleichungen.
Die Abbildung 3.58 zeigt die Konfiguration von Magnetfeld und Stromschicht im Sweet-
Parker-Modell. Ein antiparalleles Magnetfeld strömt mit der Geschwindigkeit vi in das
Diffusionsgebiet (in grau unterlegt) der Breite w und Länge L um die zentrale Strom-
schicht ein. Durch magnetische Rekonnexion werden die antiparallelen Feldlinien in der
Diffusionsschicht neu verknüpft und anschließend durch den magnetischen Zug(B ·∇) B
zu den Seiten herausgezogen. Dabei wird Plasma auf eine Geschwindigkeit v0 beschleu-
nigt und aus dem Diffusionsgebiet herausgeworfen. Es bildet die sogenannten Rekon-
nexionsjets, in denen das Plasma mit v0 ≈ vA ausströmt. Die Bedingung der glo-
balen Massenerhaltung liefert zusammen mit der Schichtdicke w ≈ R−1/2m die Ein-
strömgeschwindigkeit vi ≈ R−1/2m [Tajima und Shibata, 1997; Abschnitt 3.3.2.2]. Nach
Biskamp (1986) und Scholer (1991) liefert diese Geschwindigkeit eine Rekonnexionsrate
Mi = vi/vA = R
−1/2
m , die somit für die meisten astrophysikalischen Situationen sehr ge-
ring ist (langsame Rekonnexion). Das Petschek-Sonnerup-Modell liefert aufgrund seines
kleinen Diffusionsgebietes eine deutlich höhere Rekonnexionsrate von Mi ≈ π/8 ln Rm.
Bei diesem Modell werden typischerweise 3/5 der umgesetzten magnetischen Energie in
kinetische Energie des Plasmas und 2/5 in Wärme umgewandelt. Das herausstechendste
Merkmal der Petschek-Sonnerup-Rekonnexion sind die beiden Paare langsamer MHD-
Schocks entlang des Plasmaausflusses.
Wichtiger als die stationären Rekonnexionsmodelle ist für die folgende Simulation die
sogenannte Tearing-Instabilität als Beispiel einer zeitabhängigen Rekonnexion. Wenn
die Einströmgeschwindigkeit größer als die Grenzgeschwindigkeit vmax ≈ vA/ lnRm der
Petschek-Sonnerup-Rekonnexion ist, wird magnetischer Fluß schneller in das Diffusi-
onsgebiet eingebracht, als er rekonnektiert werden kann. Die Diffusionsschicht wächst
daher durch Anhäufung magnetischen Flusses zu einer ausgedehnten Stromschicht an
(Abb. 3.59(a)), die schließlich instabil gegen die Tearing-Instabilität wird. Diese ist die
wichtigste resistive Instabilität. Sie tritt allgemein bei verscherten Magnetfeldern, nicht
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Abb. 3.59: (a) Die neutrale Schicht (b) Tearing-Instabilität
nur bei neutralen Schichten, auf und führt zum Zerreißen der Stromschicht in mehrere
magnetische Inseln (O-Punkte), die durch X-Punkte getrennt sind (Abb. 3.59(b)). Die
magnetischen Inseln können u.U. in Form von Plasmoiden aus der Stromschicht ausge-
stoßen werden.
Eine Linearmoden-Analyse liefert für die Tearing-Instabilität eine Anwachsrate von
[Priest, 1985; Abschnitt 3.4.3]
ω =
(
τ3d,∗τ
2
A,∗(ka)
2
)−1/5
(3.138)
für Wellenzahlen im Bereich (
τA,∗
τd,∗
)1/4
< ka < 1 . (3.139)
Hierbei ist τd,∗ = a2/η̃ die Diffusionszeit und τA,∗ = a/vA die Alfvén-Übergangszeit
bezogen auf die Stromschicht mit Dicke a. Die Tearing-Mode wächst also mit einer
Anwachsrate, die zwischen der langsamen resistiven Diffusionsrate ωd = η̃/a2 und der
viel größeren hydromagnetischen Rate ωA = vA/a liegt. Die Mode mit der größten er-
laubten Wellenlänge λ = (τd,∗/τA,∗)
1/4 a wächst mit der größten Anwachsrate ωmax =
(τd,∗τA,∗)
−1/2 [Priest, 1985; Abschnitt 3.4.3]. Die Tearing-Instabilität liefert damit einen
der schnellsten bisher bekannten Rekonnexions-Mechanismen.
Die durch die Tearing-Instabilität gebildeten magnetischen Inseln können in einer weite-
ren Instabilität, der Koaleszenz-Instabilität wieder zu einer größeren magnetischen Insel
verschmelzen [Priest, 1985; Abschnitt 6.3]. Im nichtlinearen Stadium der Koaleszenzin-
stabilität kann erneut eine Tearing-Phase auftreten, die die neu gebildeten Inseln wieder
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zerreißt. Der gesamte Prozeß wird als explosive Rekonnexion [Priest, 1985; Abschnitt 1]
oder explosive Koaleszenz [Tajima und Shibata, 1997; Abschnitt 3.3.2.6] bezeichnet, bei
dem die kinetische Energie der Elektronen und Ionen explosionsartig zunimmt.
Da in dieser Arbeit lediglich zweidimensionale Simulationen vorgestellt werden, sei hier
nur der Vollständigkeit halber die dreidimensionale magnetische Rekonnexion erwähnt.
Bei der zweidimensionalen Rekonnexion trennen die beiden Grenzflächen (Separatrices)
eines X-Punktes die Feldlinien unterschiedlicher Topologie. Sie schneiden sich in der
neutralen Linie, dem sogenannten Separator. Diese Art der topologischen Definition der
magnetischen Rekonnexion gerät jedoch in Schwierigkeiten, wenn man Rekonnexions-
zonen betrachtet, in denen das magnetische Feld nicht verschwindet, die sogenannte
”endliches-B-Rekonnexion“, wie sie z.B. bei der Plasmoidbildung im Magnetschweif der
Erde auftritt, wenn man eine Magnetfeldkomponente entlang der dritten Richtung hin-
zufügt [Schindler et al., 1988].
Schindler et al. (1988) schlagen daher vor, den lokalen Zusammenbruch der Eingefro-
renheit der Feldlinien als grundlegendes Kennzeichen der magnetischen Rekonnexion zu
definieren. Eine lokalisierte Nichtidealität liegt vor, wenn der nichtideale Term R im
allgemeinen Ohmschen Gesetz
E +
1
c
v ×B = R (3.140)
nur innerhalb eines beschränkten Gebietes DR, des Diffusionsgebietes, von Null verschie-
den ist. Die Lokalisierung der Nichtidealität R unterscheidet Rekonnexionsprozesse von
Prozessen in Systemen mit einer ausgedehnten Nichtidealität, in denen die Diffusion die
entscheidende Rolle spielt. Hesse und Schindler (1988) zeigen, daß eine hinreichende und
notwendige Bedingung für die lokale Eingefrorenheit der Feldlinien durch
B ×(∇×R) = 0 (3.141)
gegeben ist. Für die Erhaltung des magnetischen Flusses ergibt sich ein ähnliches Kri-
terium:
∇×R = 0 . (3.142)
Allgemeine magnetische Rekonnexion mit einem endlichen Magnetfeld liegt nun vor,
wenn im Diffusionsgebiet DR für das Magnetfeld B 6= 0 und für eine Punktmenge mit
positiven Maß gilt:
B ×(∇×R) 6= 0 . (3.143)
Dabei unterscheiden Schindler et al. (1988) weiterhin zwischen globaler und lokaler Re-
konnexion. Bei der globalen Rekonnexion sind die Effekte der Rekonnexion auch außer-
halb des Diffusionsgebietes zu spüren. Betroffene Plasmaelemente müssen nicht unbe-
dingt das Diffusionsgebiet durchqueren. Wenn zwei Linien existieren, die bei der Rekon-
nexion Plasmaelemente austauschen, die während der Rekonnexionszeit außerhalb von
DR bleiben, so liegen globale Effekte vor, und die Rekonnexion wird als global bezeich-
net.
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Nach Hesse und Schindler (1988) treten für die magnetische Rekonnexion mit B 6= 0
globale Effekte genau dann auf, wenn∫
E‖ds 6= 0 (3.144)
auf einer meßbaren Menge von Feldlinien in DR gilt, d.h. es müssen feldlinienparallele
elektrische Felder innerhalb der Rekonnexionszone existieren, wie es bereits Vasyliunas
(1975) gefordert hat, aber zusätzlich darf deren Integral entlang der Feldlinien in DR
nicht überall verschwinden.
Die globale magnetische Rekonnexion läßt sich auch mit Hilfe der verallgemeinerten
Helizität eines Gebietes G (Sturrock, 1994; Abschnitt 13.8 und Hesse, 1988)
H ≡
∫
G
(A + A0) ·(B −B0) d3x (3.145)
definieren. Hierbei ist A das Vektorpotential des Magnetfeldes B und A0 das Vektorpo-
tential des magnetischen Feldes B0 zu Beginn eines Rekonnexionsprozesses. Wenn nun
das elektrische Feld außerhalb des Diffusionsgebietes DR asymptotisch verschwindet,
so wie es bei der spontanen Rekonnexion beispielsweise der Fall ist, so findet man als
hinreichendes Kriterium für das Auftreten der globalen, nichtsingulären Rekonnexion,
daß sich die verallgemeinerte Helizität H zeitlich ändert [Schindler et al., 1988]
dH
dt
6= 0 . (3.146)
Die Umkehrung dieses Theorems gilt jedoch nicht, da sich auch bei globaler Rekonnexi-
on die Beiträge Ufl = −
∫
E‖ds entlang der einzelnen Feldlinien bei der Integration über
das Diffusionsgebiet DR gegenseitig kompensieren können. Weiterhin ist eine Änderung
in der Helizität nicht mit einer Änderung der Topologie der Feldlinien gleichzusetzen, da
sich in vielen dreidimensionalen Rekonnexionsfällen gar kein Separator definieren läßt,
der unterschiedliche Topologien voneinander trennen würde.
Die globale magnetische Rekonnexion mit nichtverschwindendem Magnetfeld tritt in vie-
len Situationen in der Astrophysik auf, besonders dort, wo eine Verscherung des Magnet-
feldes auftaucht. Beispiele sind Magnetopausen kompakter Objekte, Akkretionsscheiben,
koronale Feldstrukturen und Beschleunigungsregionen der Aurorateilchen oberhalb der
Ionosphäre [Schindler et al., 1988]. Die in den folgenden Simulationen auftretenden Re-
konnexionprozesse sind hingegen zweidimensionaler Natur und weisen daher stets eine
neutrale Linie und eine Topologieänderung auf. Bei der Erweiterung auf drei Dimen-
sionen ist dies jedoch nicht mehr zu erwarten, da z.B. die Stromschicht im Schweif der
HVCs derjenigen im Magnetschweif der Erde sehr ähnelt. In der im folgenden darge-
stellten Simulation liegt das Augenmerk auf magnetischen Rekonnexionsprozessen im
magnetischen Schweif von Hochgeschwindigkeitswolken.
3.5.2 Simulation
Die Anfangskonfiguration der in diesem Abschnitt beschriebenen Simulation zur magne-
tischen Rekonnexion im Schweif der HVC ähnelt derjenigen der Simulation zur Kelvin-
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Helmholtz-Instabilität. Wieder wird eine sehr dichte Neutralgaswolke (ρn0 = 1.5 ·104) in
einem sehr heißen Umgebungsplasma simuliert. Die Temperatur- und Dichteprofile von
Plasma und Neutralgas entsprechen denen von Abschnitt 3.2.1. Jedoch wurde die Tem-
peratur des äußeren Plasmas auf T0 = 100 erhöht, während die minimale Temperatur
im Wolkenkern auf Tn0 = 0.1 abgesenkt wurde. Weiterhin wurde die Relativgeschwin-
digkeit auf vy0 = −0.05 verringert. Diese Änderungen bewirken in erster Linie, daß der
große anfängliche Temperaturunterschied zwischen Plasma und Neutralgas außerhalb
der Neutralgaswolke auf einen Faktor 15 reduziert wird, was einen stabileren Simula-
tionslauf verspricht. Die geringere Relativgeschwindigkeit von Plasma und Neutralgas
bei ansonsten im wesentlichen identischen Parametern stellt eine Überprüfung des in
Kapitel 3.4 behandelten Einsatzkriteriums der Kelvin-Helmholtz-Instabilität dar. Bei
einer Halbierung der Relativgeschwindigkeit gibt es trotz längerer Gesamtdauer der Si-
mulation während der gesamten Simulation keinerlei Anzeichen einer Kelvin-Helmholtz-
Instabilität. Wie in Abschnitt 3.4.2 gezeigt, war das Stabilitätskriterium (3.117) bei der
dort beschriebenen Situation nur geringfügig verletzt. Bei halbierter Relativgeschwin-
digkeit bleibt der Schweif über den gesamten Simulationslauf stabil gegen die Kelvin-
Helmholtz-Instabilität.
Weitere Änderungen bestehen in einer Erweiterung des Simulationsgebietes auf [−50, 50]×
[−80, 60] und der Verdopplung des Integrationszeitschrittes auf ∆t = 2 · 10−3. Der
Hauptunterschied zur Kelvin-Helmholtz-Simulation besteht jedoch darin, daß die fol-
gende Rechnung resistiv mit einer stromdichteabhängigen, lokalisierten Resistivität in
der Form (3.136) durchgeführt wurde. Dabei wurde der Resistivitätskoeffizient η2 zu
5·10−3, die kritische Stromdichte jcrit zu
√
5 · 10−4 und der Exponent χ zu Eins gewählt.
Die Hintergrundresistivität wurde beim Wert von η1 = 10−5 belassen.
Wie in den bisherigen Simulationen baut sich auch in der resistiven Simulation mit der
(a) Das magnetische Feld zum Zeitpunkt t ≈
566τA
(b) Ausschnittsvergrößerung aus (a) um den
entstehenden X-Punkt
Abb. 3.60: Das Einsetzen der magnetischen Rekonnexion zum Zeitpunkt t ≈ 566τA
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Abb. 3.61: Die Dreifach-Stromschicht im magnetischen Schweif der HVC zum Zeit-
punkt t ≈ 608τA
Zeit die magnetische Barriere auf, indem Magnetfeldlinien um die Wolke herum drapiert
und vor der Wolke komprimiert werden. Aufgrund des Druckgradienten im Plasma zum
Wolkenzentrum hin, wird das Plasma jedoch zusätzlich mit hoher Geschwindigkeit in die
Wolke hineingesogen, so daß die Feldlinien vor der Wolke wie schon in Abschnitt 3.4.2
(a) Graustufendarstellung der Resistivität η (b) Logarithmische Darstellung der Resisti-
vität log η
Abb. 3.62: Die Resistivität η kurz nach dem Einsetzen der magnetischen Rekonnexion
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Abb. 3.63: Bildung eines X-Punktes zum Zeitpunkt t ≈ 608τA
konkav sind. In Abbildung 3.60(a) ist das Magnetfeld um die HVC zu dem Zeitpunkt
dargestellt, zu welchem die magnetische Rekonnexion im Schweif gerade einsetzt. Von
einer Seite des Schweifes zur anderen wechseln die Feldlinien ihre Richtung, da die Feld-
linien um die Neutralgaswolke herumgebogen wurden. Der Schweif bildet somit eine
Stromschicht in z-Richtung zwischen Gebieten antiparallelen Magnetfeldes; anders als
dies beim parallelen Einfall der Fall war (Abschnitt 3.2.4). Dadurch daß Plasma die Wol-
ke umströmt, werden weitere Magnetfeldlinien an den Schweif herangeführt, während
gleichzeitig der Plasmastrom zum Wolkenzentrum hin entlang der Schweifachse Feldli-
nien vom unteren y-Rand in den Schweif hineinsaugt. Dadurch wird permanent neuer
magnetischer Fluß in das Gebiet der Stromschicht eingebracht, und die Stromdichte jz in
der Stromschicht steigt beständig an. Dies ist die klassische Situation für das Einsetzen
einer Tearing-Instabilität. Die Stromdichte jz wächst dabei solange an, bis sie schließlich
die kritische Stromdichte jcrit übersteigt. Ist dieser Wert überschritten, so wächst die
Resistivität in der Stromschicht gemäß dem Ansatz (3.136) sehr schnell an und erreicht
Werte in der Größenordnung von 10−3. Sie ist lokal somit etwa zwei Größenordnungen
höher als der Hintergrundwert. In Abbildung 3.62 ist die Resistivität in Graustufen-
darstellung (a) und in dreidimensionaler Form (b) zu einem Zeitpunkt kurz nach dem
Einsetzen der magnetischen Rekonnexion dargestellt. Sie ist zu diesem Zeitpunkt scharf
lokalisiert und nur innerhalb der dünnen Stromschicht von dem Hintergrundwert ver-
schieden. Es zeigen sich jedoch auch zu diesem Zeitpunkt schon einige Unterstrukturen,
die von der speziellen Konfiguration der umströmten HVC abhängen. Wesentlich deutli-
cher sind diese Unterstrukturen in einer Darstellung der elektrischen Stromdichte jz zum
selben Zeitpunkt (Abb. 3.61) zu erkennen. In dieser Abbildung wird deutlich, daß der
magnetische Schweif der HVC de facto aus drei einzelnen Stromschichten besteht, von
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denen nur die zentrale ein negatives Vorzeichen besitzt. Die zentrale Stromschicht ist
gleichzeitig die stärkste der drei Stromschichten. In dieser erreicht die in Abbildung 3.62
gezeigte Resistivität ihren Maximalwert. Sehr viel geringer ist ihr Wert in den beiden
lateralen Stromschichten positiven Vorzeichens, die sich zum unteren y-Rand hin V-
förmig öffnen, da die Resistivität quadratisch mit der Stromdichte zunimmt. Diese beiden
äußeren Stromschichten sind nicht mehr auf den Vorzeichenwechsel der By-Komponente
zurückzuführen, sondern auf den Gradienten in der magnetischen Feldenergie und die
Krümmung der Feldlinien. Eine ähnliche Struktur zeigt sich auch am Kopf der HVC,
gebildet durch das Einsaugen der magnetischen Feldlinien. Bei genauem Hinsehen er-
kennt man sowohl an den äußeren Stromschichten als auch am Kopf der HVC stehende
Kompressionswellen, die durch die Plasmaströmung angeregt werden. Ihre Amplitude
klingt dabei mit zunehmender Entfernung von den Stromschichten stark ab.
Die starke Lokalisierung der Resistivität führt neben einem vorwiegend diffusiven Term
η∇2B in der Induktionsgleichung (3.125) auch zu einem starken Rekonnexionsterm
(∇×B)×∇η. Durch den Einfluß des Gradienten in diesem Term kommt es dort zuerst
zu magnetischer Rekonnexion, wo sich die Resistivität räumlich am stärksten ändert.
Dies ist am Kopf des magnetischen Schweifes bei y ≈ −9 der Fall, wo die Stromschicht
ihre geringste laterale Ausbreitung hat (Abb. 3.62(a)). An dieser Stelle beginnt das
Zerreißen des magnetischen Schweifes durch die Ausbildung eines X-Punktes in der
Feldlinienstruktur, erkennbar in Abbildung 3.60b und bereits deutlich ausgebildet in
Abbildung 3.63. Magnetische Feldlinien werden durch die Tearing-ähnliche Instabilität
im X-Punkt rekonnektiert. Dadurch entsteht eine abgeschlossene magnetische Insel um
den Wolkenkern, während der innere Teil des Magnetschweifes vom Wolkenkern getrennt
wird. Die so rekonnektierten Feldlinien im Schweif werden durch die magnetische Span-
nung verkürzt und schnellen wie Gummibänder in Richtung des unteren Schweifteiles
zusammen. Dadurch wird die ursprüngliche Plasmaströmung in positive y-Richtung ent-
lang der Schweifachse umgekehrt und Plasma wird aus dem Schweif heraus zum unteren
Rand hin beschleunigt. Dieser Gummibandeffekt verhindert eine spätere Koaleszenz der
rekonnektierten Feldlinien und führt schließlich zu einer vollständigen Abtrennung des
Schweifes von der HVC.
Aber auch die Auswirkungen der durch die anomale Resistivität verursachten passiven
Diffusion von Magnetfeldlinien sind in Abbildung 3.63 deutlich auszumachen. War die
magnetische Barriere in den ”idealen“ Simulationen der vorangegangenen Unterkapitel
stets relativ kompakt und komprimiert (vgl. z.B.Abbildung 3.44), so ist sie in dieser
Simulation aufgrund der Diffusion der Feldlinien durch die HVC hindurch in y-Richtung
deutlich aufgeweitet. Die Dicke der magnetischen Barriere hat sich durch die endliche
Resistivität der stromführenden Randschicht in etwa verdoppelt. Entsprechend verrin-
gert sich auch die maximale Feldstärke in der magnetischen Barriere, was eine geringere
dynamische Stabilität der HVC zur Folge hat. Bei den in dieser Simulation verwendeten
Neutralgasdichten spielt diese Abnahme der Stabilität jedoch keine sichtbare Rolle.
Im Laufe der Simulation wird die Stromschicht im Schweif auch noch an weiteren Stellen
instabil gegen magnetische Rekonnexion. So bildet sich um t ≈ 710τA ein weiterer X-
Punkt bei y ≈ −35 (Abb. 3.64(a)). Im weiteren Verlauf bilden sich beinahe symmetrisch
um diesen zwei weitere X-Punkte aus, die zusammen mit dem ersten zwei Plasmoide bei
198 Kapitel 3 Numerische Simulation von HVCs
(a) t ≈ 711τA (b) t ≈ 747τA
(c) t ≈ 784τA (d) t ≈ 844τA
Abb. 3.64: Plasmoidbildung und -ausschuß im Magnetschweif der HVC
y ≈ −31 und y ≈ −41 abschnüren (Abb. 3.64(b)). Die folgenden beiden Teilabbildun-
gen 3.64(a)+(b) zeigen, wie beide Plasmoide in negative y-Richtung beschleunigt werden.
Durch die Plasmoidbildung werden somit ursprünglich zusammenhängende Gebiete des
Magnetschweifes von diesem und der HVC abgetrennt und von ihr weg beschleunigt.
Damit ist das Zerreißen des inneren Schweifes abgeschlossen und die Bildung eines neu-
es Schweifes durch das Heranführen neues Feldlinien an die ursprüngliche Stromschicht
beginnt. Dieser Prozeß kann sich somit quasiperiodisch wiederholen. Die abgetrennten
Plasmoide selbst werden im Laufe der Zeit durch magnetische Diffusion dissipiert. Ihre
magnetische Energie wird dabei durch Heizung und Teilchenbeschleunigung in thermi-
sche und kinetische Energie der Plasmateilchen umgesetzt. Ihr Inneres stellt ein Gebiet
hoher Stromdichte und Resisitvität dar (Abb. 3.65). Bei den in Abbildung 3.64 sichtba-
ren, wellenartigen Störungen im Magnetfeld handelt sich um Reflexionen der höheren
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Abb. 3.65: Die Resistivität η zum Ende der Simulation ( t ≈ 608τA)
Glieder der Taylorreihe bei der Extrapolation des Magnetfeldes auf den unteren Rand
des Simulationsgebietes. Sie breiten sich von dort allmählich in positiver y-Richtung aus,
erreichen das betrachtete Rekonnexionsgebiet jedoch zu spät, um einen Einfluß auf dort
stattfindende magnetische Rekonnexion haben zu können. Dennoch ist ab dem Zeit-
punkt ihres Eintreffens am untersten X-Punkt eine Weiterführung der Simulation nicht
sinnvoll, weswegen die hier dargestellte Simulation zum Zeitpunkt t ≈ 844τA abgebro-
chen wurde.
Zwei Erkenntnisse zeichnen sich aus dieser Simulation ab. Erstens kann die magne-
tische Rekonnexion zu einem vollständigen Zerreißen des Magnetschweifes von HVCs
führen, indem sie Plasmoide bildet und diese aus dem Schweif heraus beschleunigt. Da-
bei bleibt der hier nicht gezeigte Neutralgasschweif von diesen Rekonnexionsvorgängen
jedoch weitgehend unbeeinflußt, da die typischen Ausströmgeschwindigkeiten des Plas-
mas aus der Rekonnexionszone in der Nähe der lokalen Alfvéngeschwindigkeit liegen
und somit klein gegen beispielsweise die Wirbelströme der Kelvin-Helmholtz-Instabilität
aus Abschnitt 3.4 sind. Zweitens bleibt bei der hier gezeigten magnetischen Rekonnexi-
on die Strömungsstruktur des Plasmas geordnet und die magnetische Rekonnexion auf
die Schweifachse konzentriert. Damit wird erkennbar, daß die in der Kelvin-Helmholtz-
Simulation des letzten Unterkapitels auftretende magnetische Rekonnexion von dieser
getrieben wurde und nicht umgekehrt das Zerreißen des Magnetschweifes zur Anregung
der Kelvin-Helmholtz-Instabilität geführt hat.
Aufgrund der bei der magnetischen Rekonnexion auftretenden elektrischen Felder par-
allel zum Magnetfeld ist in den Diffusionsgebieten, insbesondere der Plasmoide, eine
verstärkte Beschleunigung elektrisch geladener Teilchen zu erwarten [Lesch und Birk,
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1998; Jones et al., 1996]. Diese hochenergetischen Teilchen sind nun ihrerseits in der
Lage, ionisierende Stöße mit Neutralgasatomen durchzuführen und so u.a. zur diffusen
Hα-Emission im Schweif von HVCs beizutragen.
Abschließen läßt sich dieses Unterkapitel mit der Darstellung der Resistivität zum Ende
der Simulation (Abb. 3.65), in der sich sehr deutlich die Einschnürung der Stromschicht
sowie die gebildeten Plasmoide erkennen lassen.
3.6 Ausblick auf dreidimensionale Simulationen und Dis-
kussion
Die in Rahmen dieser Arbeit durchgeführten Simulationen sind sämtlich zweidimen-
sionale Plasma-Neutralgas-Rechnungen, die eine Invarianz in z-Richtung voraussetzen.
Hochgeschwindigkeitswolken sind jedoch dreidimensionale Objekte. Eine zweidimensio-
nale Behandlung kann daher nur ein erster Schritt auf dem Weg zur vollständigen Be-
schreibung der Dynamik von HVCs sein. In diesem Abschnitt sollen daher die Schwächen
der zweidimensionalen Modelle und die wesentlichen Unterschiede zum dreidimensiona-
len Modell diskutiert werden.
In den vorgestellten Simulationen wurde stets eine Invarianz in z-Richtung angenommen.
Dies bedeutet, daß es sich bei den simulierten Neutralgaswolken um unendlich ausge-
dehnte Zylinder handelt, deren Achse in z-Richtung liegt. Eine alternative zweidimensio-
nale Behandlung ergäbe sich durch Annahme einer Rotationssymmetrie (∂/∂ϕ = 0) um
die Wolkenachse. Diese Annahme erlaubt zwar sphärische Wolkenformen, sie hat jedoch
andere Schwächen. So ist es beim senkrechten Einfall nicht selbstverständlich, daß sich
das Magnetfeld an den Wolkenrändern, durch die es senkrecht hindurchgeht, genauso
verhält wie an solchen, zu denen es tangential verläuft. Während die Feldlinien, die nor-
mal durch eine Grenzschicht gehen, dort eingefroren sind, werden sie von tangentialen
Flächen aufgrund der Plasmaströmung abgleiten. Dieser Effekt des Rutschens von Feld-
linien vom Bug der HVC zu den Flanken, zum einen verursacht durch den Staudruck
des anströmenden Plasmas, zum anderen durch den magnetischen Druck der am Bug in
der Barriere komprimierten Feldlinien, kann bei beiden Invarianzen nicht erfaßt werden
und stellt gleichzeitig das Hauptproblem der zweidimensionalen Simulationen dar. An
einer zylinderförmigen Wolke können die Feldlinien der Zunahme des Druckes in der
magnetischen Barriere nicht ausweichen. Anders ist die Situation bei einer dreidimen-
sionalen Wolke. Hier erfahren die Feldlinien der magnetischen Barriere bei senkrechten
Einfall der HVC eine transversale Kraft durch den Druckgradienten, welche sie an den
zum Magnetfeld tangentialen Rändern der HVC abrutschen läßt. Ogino et al. (1988)
führten dreidimensionale, rein magnetohydrodynamische (vollständig ionisiertes Plas-
ma) Simulationen der Interaktion eines Kometen mit dem Magnetfeld im Sonnenwind
durch und fanden, daß sich zwar eine magnetische Barriere bildete, diese jedoch aus dem
oben erwähnten Grund schwächer als im zweidimensionalen Fall war. Außerdem war die
magnetische Barriere in der Äquatorialebene senkrecht zu den Feldlinien deutlich ausge-
dehnter als in der Ebene der Feldlinien. Jones et al. (1996) merken an, daß die meisten
der Feldlinien von denen, welche die magnetische Barriere bilden, in die Randschicht der
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Plasmasphäre (bzw. auf HVCs übertragen in die ionisierte Randschicht der Neutralgas-
wolke) eindringen und dort durch leichte Unebenheiten in der Oberfläche gefangen sind,
so daß ihr Abrutschen zu den Wolkenseiten hin nur langsam stattfinden kann. Sie erwar-
ten daher in bezug auf die magnetische Barriere im dreidimensionalen Fall ein qualitativ
ähnliches Ergebnis wie im 2D-Fall. Miniati et al. (1999) gehen sogar noch weiter. Sie
argumentieren, daß die zentrale Front der HVC die Stelle ist, wo sich die Feldlinien auf-
grund ihrer Eingefrorenheit am längsten aufhalten, bevor sie beginnnen, zu den Flanken
zu driften. Dadurch erfährt die (reine Plasma-)Wolke eine ungleichmäßige magnetische
Zugspannung, die die zentrale Region verformt und ins Wolkeninnere eindrückt. Es bil-
det sich eine Art Kerbe in der Oberfläche der Wolke, in der die anströmenden Feldlinien
gefangen werden. Sie schließen, daß Wolken, deren Querschnittsfläche senkrecht zur Be-
wegungsrichtung elliptisch ist, diesem Effekt stärker unterliegen als sphärische Wolken,
so daß jene schneller eine magnetische Barriere aufbauen. Folglich sollten die Ergebnisse
dreidimensionaler Simulationen qualitativ äquivalent zu denen der zweidimensionalen
Simulationen sein. Für diese Äquivalenz spricht die Beobachtung, daß sich magnetische
Barrieren um unmagnetisierte Planeten wie die Venus, also auch um dreidimensiona-
le Objekte, bilden. Miniati et al. (1999) deuten jedoch an, daß Kelvin-Helmholtz- und
Rayleigh-Taylor-Instabilitäten entlang der Richtung senkrecht zur Ebene der Magnet-
feldlinien ausbilden können. Dies stellt jedoch einen entscheidenden qualitativen Unter-
schied zu den zweidimensionalen Simulationen dar. Gregori et al. (1999) und Gregori et
al. (2000) zeigen anhand von dreidimensionalen, magnetohydrodynamischen Simulatio-
nen der Wechselwirkung von Plasmawolken mit einem magnetisierten Wind, daß lokale
Unebenheiten in der Wolkenoberfläche durch das Einfangen von Magnetfeldlinien und
die damit verbundene Erhöhung des magnetischen Drucks verstärkt werden und zum
Einsetzen einer schnell wachsenden Rayleigh-Taylor-Instabilität entlang der Frontseite
der Wolke führen, welche das Zerreißen der Wolke im Plasmawind deutlich beschleu-
nigt. Insofern wäre die Ausbildung einer solchen, instabilen magnetischen Barriere sogar
kontraproduktiv im Hinblick auf die dynamische Stabilität von HVCs. Es bleiben je-
doch mehrere Anhaltspunkte bestehen, daß ein solch beschleunigtes Zerreißen im Falle
der HVCs nicht stattfindet. Die von Gregori et al. (2000) durchgeführten Simulationen
untersuchen eine reine Plasmawolke in einer supersonischen Plasmaströmung. Wie in Ka-
pitel 2.2 beschrieben, besitzen jedoch nur wenige HVCs eine Relativgeschwindigkeit zum
Halo jenseits der Schallgeschwindigkeit. Bei Unterschallbewegungen läuft die Ausbildung
der magnetischen Barriere langsamer und ohne Schockkompression ab, so daß die eben-
falls von Gregori et al. (2000) nicht berücksichtigte magnetische Diffusion in der magne-
tischen Barriere lokale Druckschwankungen im Magnetfeld ausgleichen kann. Weiterhin
nehmen die Autoren für die von ihnen simulierte Wolke eine über den gesamten Radius
konstante Dichte an. Eine solche Dichteverteilung ist aufgrund der Eigengravitation der
HVCs und der Effekte der Evaporation und Wärmeleitung an den Randschichten der
HVCs jedoch recht unphysikalisch. Beobachtungen (vgl. Kapitel 2.2) deuten vielmehr auf
ein exponentielles Dichteprofil hin, wie es in den Simulationen in dieser Arbeit verwendet
wurde. Ein solches hat jedoch zur Konsequenz, daß eine Oberflächenstörung der HVC in
Bewegungsrichtung um so tiefer eindringt, je weiter sie von der zentralen Region entfernt
ist, da dort der Dichtegradient flacher ist. Somit ist zur Erweiterung einer Deformation
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im zentralen Bereich ein höherer magnetischer Druck vonnöten als an den Flanken der
HVC, so daß das Argument von Miniati et al. (1999) teilweise aufgehoben wird. Um
eine solche exponentielle HVC in der Mitte zu zerschneiden, ist eine deutlich stärkere
Anhäufung von Magnetfeldlinien nötig. Weiterhin handelt es sich bei HVCs um teil-
weise ionisierte Plasmen mit einem hohen Neutralgasanteil. Birk (2002) zeigt, daß das
Einsetzen der Rayleigh-Taylor-Instabilität in staubigen, teilweise ionisierten Plasmen
im Vergleich zum reinen Plasmafall gehemmt ist. Eine ähnliche Verschärfung des Ein-
satzkriteriums für die Instabilität ist auch im Fall von Plasma-Neutralgas-Systemen zu
erwarten. Zudem zeigt die Simulation von Gregori et al. (2000), daß die Plasmawolke
lediglich in drei Einzelwolken zerfällt, von denen jede eine eigene magnetische Barriere
besitzt. Eine vollständige Fragmentierung wie bei Mac Low et al. (1994) oder im Falle
des Champagner-Effektes findet nicht statt. Filamentartige Neutralgaswolken scheinen
hingegen typisch für ausgedehnte Wolkenkomplexe zu sein [Putman et al., 2002]. Die-
se könnten durch Zerschneiden einer ursprünglich sphärischen HVC entstanden sein.
Endgültigen Aufschluß über diese Fragen kann nur eine vollständig selbstkonsistente,
dreidimensionale Plasma-Neutralgas-Simulation einer HVC im Haloplasma geben. Sol-
che Simulationen liegen jedoch aufgrund ihres Rechenaufwandes und ihrer Komplexität
jenseits der Problemstellungen dieser Arbeit. Die Aussagen von Gregori et al. (2000)
lassen sich jedoch an einen ”Schein-3D“-Simulation ansatzweise überprüfen. Bei dieser
geht man von der Anfangskonfiguration von Abschnitt 3.2.1 aus, verwendet jedoch statt
des x-Feldes ein anfänglich homogenes Magnetfeld in z-Richtung B = Bz0 ẑ. Ansonsten
wurde nur das Simulationsgebiet auf [−40, 40]× [−80, 20] erweitert und die Gitterpunkt-
zahl auf 153×203 erhöht. Die Entwicklung der magnetischen Feldstärke mit der Zeit ist
in Abbildung 3.66 dargestellt. Wie erwartet, staut sich das Magnetfeld an der Wolken-
front auf und bildet dabei ein Druckmaximum (Abb. 3.66(a)), welches aber im weiteren
(a) Die Magnetfeldstärke B zum Zeitpunkt
t ≈ 300τA
(b) Die Magnetfeldstärke B zum Zeitpunkt
t ≈ 542τA
Abb. 3.66: Die zeitliche Entwicklung der magnetischen Feldstärke B für den Fall eines
reinen z-Feldes
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Abb. 3.67: Die Neutralgasdichte ρn zum Ende der Simulation ( t ≈ 542τA) für den Fall
eines reinen z-Feldes
Verlauf auseinanderbricht (Abb. 3.66(b)). Das Auseinanderbrechen ist auch in der Neu-
tralgasdichte ρn selbst zu sehen (Abb. 3.67), jedoch findet es im Vergleich zur rein hydro-
dynamischen Simulation (Abschnitt 3.2.2) keineswegs beschleunigt statt. Es bleibt je-
doch anzumerken, daß diese ”2
1
2“-dimensionale Simulation nur den magnetischen Druck,
nicht aber den magnetischen Zug der im dreidimensionalen Raum gekrümmten Magnet-
feldlinien berücksichtig. Insofern läßt sich eine eindeutige Aussage über die dynamische
Stabilität von HVCs in drei Dimensionen nicht ohne entsprechende Simulationen tref-
fen. Die Durchführung solcher resistiver Plasma-Neutralgas-Simulationen ist für einen
späteren Zeitpunkt, nach geeigneter Parallelisierung des Plasma-Neutralgas-Codes, vor-
gesehen. Aus den zweidimensionalen Simulationen deutet sich jedoch die Bedeutung
einer sich zwangsläufig bildenden magnetischen Barriere für die dynamische Stabilität
von Hochgeschwindigkeitswolken im galaktischen Halo an.
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Kapitel 4
Numerische Simulation von
Kometen
4.1 Grundsätzliches
Kometen sind Himmelskörper, die bei ihrer Annäherung an die Sonne eine leuchtende
Hülle, die Koma, und einen ausgedehnten Schweif ausbilden. Man unterscheidet zwi-
schen Kometen mit kurzen (unter 200 Jahren) und Kometen mit langen Bahnumlaufzei-
ten von mehr als 200 Jahren [Carroll und Ostlie, 1996; Abschnitt 21.2]. Die prominen-
testen Vertreter der zweiten Klasse sind die Kometen Ikeya-Zhang (letztes Erscheinen:
2002; Wiederkehr in 341 Jahren), Hale-Bopp (1997–98; ∼ 4200) und Hyakutake (1996).
Der wohl bekannteste Komet von allen jedoch ist der Halleysche Komet, der mit ei-
ner Umlaufzeit von ca. 76 Jahren zum letzten Mal im Jahre 1986 von der Erde aus zu
sehen war. Nach heutigem Kenntnisstand geht man davon aus, daß die Kometen mit
den kurzen Umlaufzeiten aus dem Kuiper-Gürtel, einem Asteroidengürtel jenseits der
Umlaufbahn des Neptun zwischen 30 und 100 AU stammen, während die Mehrzahl der
Kometen mit großen Umlaufzeiten aus der sphärischen Oort-Wolke in einer Entfernung
von 3000 bis 100 000 AU kommen. Die eigentlichen, von der Erde aus nicht erkennba-
ren Kometenkerne haben Ausdehnungen von einigen hundert Metern bis einigen zehn
Kilometern und lassen sich am besten als ”schmutzige Eisberge“ beschreiben. Sie beste-
hen hauptsächlich aus gefrorenem Wasser, Formaldehyd (H2CO) und Kohlenstoffverbin-
dungen. Die Tabelle 4.1 zeigt die ungefähre chemische Zusammensetzung des Kometen
P/Giacobini-Zinner, die im September 1985 von der ICE-Sonde (International Cometary
Explorer) bei einem nahen Vorbeiflug am Kometenkern gemessen wurde. Die Oberfläche
der Kometenkerne ist dabei dunkler noch als Kohle mit einer Albedo von nur wenigen
Prozent, vermutlich aufgrund des Kohlenstoffanteils des Oberflächenmaterials und ih-
rer Porosität. Sie absorbiert daher das einfallende Sonnenlicht fast vollständig, erwärmt
sich dabei und sublimiert anschließend. Die Geschwindigkeiten der ausströmenden, neu-
tralen Gase liegen dabei im Bereich von etwa 1 km s−1 [Kivelson und Russell, 1995;
Abschnitt 8.3.2]. Die ausströmenden Gas- und Staubteilchen bilden die etwa eine Mil-
lion Kilometer durchmessende Koma und den bis zu 1 AU(≈ 1.496 · 1013 cm) langen
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H2O 63% NH3

1%
H2CO 16% HCN
CO2 9% CH3CN
CH4 5% NH2CH3
N2 4% H2C3H2
CO 2% H2C2
Tabelle 4.1: Abgeleitete chemische Zusammensetzung des Kometen P/Giacobini-
Zinner [Boice et al., 1986]
Schweif der Kometen. Dabei wechselwirken sie in komplizierter Weise mit dem magneti-
sierten Sonnenwind [Flammer et al., 1997]. Dieser besitzt in einer Entfernung von etwa
1 AU eine Plasmadichte n = ne = ni von ungefähr 5 cm−3, eine Geschwindigkeit von
vsol ≈ 450 km s−1 und eine Temperatur von Tsol ≈ 105 K [Kivelson und Russell, 1995;
Abschnitt 4.2]. Die einzelnen Zonen der Wechselwirkung sind in Abbildung 4.1 dar-
gestellt. Das ausströmende Neutralgas wird durch Photoionisation, Ladungsaustausch
mit den Ionen des Sonnenwindes und nicht zuletzt den kritischen Geschwindigkeits-
effekt (vgl. Kapitel 2.3 und [Flammer et al., 1997]) ionisiert und bildet dabei eine
Ionosphäre mit einer Ausdehnung RI, welche im wesentlichen durch die Rate Q be-
Abb. 4.1: Schematische Darstellung der Wechselwirkung eines Kometen mit dem ma-
gnetisierten Sonnenwind [Mendis, 1988]
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stimmt wird, mit der Neutralgasmoleküle von der Kometenoberfläche ausgestoßen wer-
den [Flammer et al., 1997]. Sie hängt damit empfindlich von der Entfernung Rsol der
Kometen von der Sonne ab. Bei einer Entfernung von Rsol ≈ 1 AU liegt die Ausdeh-
nung nach Flammer et al. (1997) bei RI ≈ 1011 cm. Diese Ionosphäre des Kometen ist
frei von Magnetfeldern (bis auf diffusive Anteile) und vom Sonnenwind durch eine Kon-
taktfläche, die Ionopause getrennt [Kivelson und Russell, 1995; Abschnitt 8.3.2]. Deren
Entfernung RI vom Kometenkern ist durch ein Gleichgewicht zwischen der nach außen
gerichteten Reibungskraft zwischen Neutralgas und Ionen und der nach innen gerichte-
ten magnetischen Krümmungsspannung B2/4πRI gegeben [Ip und Axford, 1982]. Um
die Ionopause legt sich die Kometosphäre (engl. cometosheath), welche durch die Kome-
topause [Gringauz et al., 1986a;b] bzw. Kollisionspause (engl. collisionopause) [Mendis
und Flammer, 1984; Neugebauer et al., 1985; Mendis et al., 1989] abgeschlossen ist.
In der Kometosphäre vollzieht sich der Übergang vom stoßfreien, mit ”Pick-up“-Ionen
beladenen (siehe unten) Plasmafluß des Sonnenwindes zu einem Fluß, der durch die
Stöße mit ausströmenden Neutralgasteilchen dominiert wird. Innerhalb der Kometo-
pause wird der Sonnenwind stark abgebremst und das von ihm mitgeführte Magnetfeld
zu einer magnetischen Barriere aufgestaut [Flammer et al., 1997]. Während die cha-
rakteristische Feldstärke des Magnetfeldes im Sonnenwind bei einer Sonnenentfernung
von 1 AU bei Bsol ≈ 70 µG liegt [Kivelson und Russell, 1995; Abschnitt 4.2], erreicht
sie in der magnetischen Barriere in der Kometosphäre durch Kompression Werte im
Bereich B ∼ 300–500 µG [Mendis, 1988]. Die Wechselwirkung eines Kometen mit dem
Sonnenwind zeigt daher in vielen Punkten starke Ähnlichkeiten mit der Wechselwirkung
der HVCs mit dem magnetisierten Haloplasma. Es bestehen jedoch einige Unterschie-
de. So geschieht die Heizung der Kometenoberfläche weniger durch Wärmeleitung als
vielmehr durch Absorption der solaren Photonen. Zudem ist die Geschwindigkeit des
Sonnenwindes mit vsol ≈ 450 km s−1 deutlich größer als die magnetosonische Geschwin-
digkeit vmag =
√
c2s + v2A. Mit den obigen Werten für Dichte, Temperatur und Magnet-
feldstärke im Sonnenwind ergibt sich die Alfvéngeschwindigkeit zu vA ≈ 68 km s−1, die
Schallgeschwindigkeit zu cs ≈ 37 km s−1 und die magnetosonische Geschwindigkeit zu
vmag ≈ 77 km s−1. Daher bildet sich an der Tagseite des Kometen vor der Kometopau-
se ein schwacher Bow-Schock aus, dessen Ausdehnung und Entfernung vom Kometen
von der Rate des ausströmenden Neutralgases abhängt [Biermann et al., 1967]. Bei
einer Sonnenentfernung von 1 AU befindet sich dieser Bow-Schock in einem Abstand
von typischerweise 5–13 · 1011 cm vom Kometenkern [Flammer et al., 1997]. Die Neu-
tralgasteilchen werden im Sonnenwind durch Photoionisation, Ladungsaustausch und
den kritischen Geschwindigkeitseffekt ionisiert. Die neugebildeten Ionen besitzen jedoch
zunächst dieselbe Geschwindigkeit wie die Neutralgasteilchen. Sie bewegen sich somit
relativ zum Sonnenwind und reduzieren dadurch dessen elektrisches Polarisationsfeld
(vgl. Kapitel 2.3), was zur kontinuierlichen Abbremsung des Sonnenwindes führt. Man
bezeichnet diesen Vorgang als ”Massenaufladung“ (engl. mass loading) des Sonnenwin-
des und die neu entstandenen Ionen als ”Pick-up-Ionen“. Durch die Massenaufladung
ist der Bow-Schock nicht scharf begrenzt wie bei planetarischen und interplanetarischen
Schockfronten im Sonnenwind, sondern stark verbreitert [Flammer et al., 1997]. Hinter
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dem Bow-Schock fällt die Geschwindigkeit des Sonnenwindes in den submagnetosoni-
schen Bereich, so daß wir uns bei den im Unterkapitel 4.3 dargestellten Simulationen
der Wechselwirkung eines Kometen mit dem magnetisierten Sonnenwind auf das Gebiet
innerhalb des Bow-Schocks beschränken können. Da es sich bei dem Bow-Schock des Ko-
meten nur um einen schwachen Schock handelt, ändern sich die Dichte, Temperatur und
Magnetfeldrichtung im Sonnenwind nur geringfügig beim Passieren der Schockgrenze.
Da der in Kapitel 3 beschriebene Plasma-Neutralgas-Code nicht in der Lage ist, magne-
tohydrodynamische Schocks zu simulieren, betrachten wir nur das Gebiet innerhalb des
Bow-Schocks und vernachlässigen die Auswirkungen der Schocks auf das Sonnenwind-
plasma.
Die Entfernung RC der Kometopause vom Kometenkern ist durch die freie Weglänge
eines Ions des Sonnenwindes gegen Impulsaustausch mit einem ausströmenden Neutral-
gasteilchen gegeben [Flammer et al., 1997]:
RC =
1
nnσ
. (4.1)
Hierbei ist nn die Dichte der Neutralgasteilchen und σ ≈ 8 · 10−15 cm2 der Stroßquer-
schnitt gegen Impulsaustausch. Die Neutralgasteilchendichte ergibt sich nach
nn(r) =
Q
4πr2vn
exp
(
− r
vnτI
)
(4.2)
mit der Sublimationsrate Q, der mittleren Sublimationsgeschwindigkeit vn ≈ 1 km s−1
und Ionisationszeit τI in Abhängigkeit vom Abstand r vom Kern des Kometen. Da-
mit der kritische Geschwindigkeitseffekt zur Ionisation der Neutralgasteilchen beitragen
kann, muß das Townsend-Kriterium (2.48) erfüllt sein. Da der Sonnenwind nur bis zu
Ionopause in die Atmosphäre des Kometen eindringen kann, ist der kritische Geschwin-
digkeitseffekt somit nur aktiv, wenn die Dicke der Ionisationsschicht Rmag (vgl. (2.50))
größer als der Radius der Ionopause RI ist. Bei Entfernung des Kometen von der Sonne
jenseits von ∼ 4 AU ist dies nicht der Fall, so daß eine Ionisation der Neutralgasteilchen
durch den kritischen Geschwindigkeitseffekt nicht stattfindet [Flammer et al., 1997].
Dies deckt sich mit der Beobachtung, daß die Ausbildung der leuchtenden Koma und
des Schweifes erst bei Annäherung des Kometen an die Sonne stattfindet. Allerdings
ist anzumerken, daß auch Photoionisation und Ionisation durch Ladungsaustausch mit
geringerem Abstand zur Sonne zunehmen. Bei einer Sonnenentfernung von 1 AU besitzt
die Kometopause einen Radius von ungefähr 3–9 · 1011 cm.
Die Koma des Kometen ist schließlich von einem etwa 1012 cm ausgedehnten Wasserstoff-
halo umgeben, der aus ausströmendem Neutralgas und rekombinierten Wasserstoffionen
besteht und aufgrund seiner geringen Dichte nur wenig vom Sonnenwind deformiert wird
[Carroll und Ostlie, 1996; Abschnitt 21.2].
Neben dieser geschichteten Atmosphäre des Kometen bilden sich bei Annäherung an
die Sonne auch die beiden charakteristischen Schweife, der Staubschweif und der Ionen-
schweif, aus. Während der Ionenschweif eine Länge von bis zu 1 AU erreichen kann und
bis auf Störungen (siehe kommendes Unterkapitel) absolut geradlinig und wohl kollimiert
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Abb. 4.2: Die Anatomie eines Kometen [Carroll und Ostlie, 1996; Seite 865]
ist, erreicht der Staubschweif nur Längen von 1–10 Millionen km [Carroll und Ostlie,
1996; Abschnitt 21.2] und erscheint außerdem diffus und oft gekrümmt (Abb. 4.2). Beide
Schweife zeigen jedoch stets von der Sonne weg, da sie mit dem Sonnenwind wechselwir-
ken. Aufgrund der höheren Masse der Staubteilchen wird der überwiegend ungeladene
Staubschweif deutlich weniger vom Sonnenwind beeinflußt als der vollständig ionisierte
Ionenschweif. Letzterer ist beinahe exakt von der Sonne weg gerichtet. Seine Orientie-
rung läßt sich nach Brandt und Rothe (1976) gemäß der Gleichung
T = w − v (4.3)
abschätzen, wobei T der Richtungsvektor des Schweifes und w und v die Geschwin-
digkeitsvektoren des Sonnenwindes bzw. des Kometen sind. Da die mittlere Geschwin-
digkeit des Sonnenwindes mit 450 km s−1 etwa eine Größenordnung größer als die typi-
sche Geschwindigkeit von Kometen in der Größenordnung von einigen zehn km s−1 ist,
zeigt der Ionenschweif somit immer annähernd in Richtung des Radiusvektors von der
Sonne zum Kometen. Nachdem bereits Biermann (1951) den Sonnenwind als Hauptak-
teur bei der Bildung der Kometenatmosphären ausgemacht hatte, schlußfolgerte Alfvén
(1957), daß das im Sonnenwind mitgeführte interplanetarische Magnetfeld (IMF) eine
entscheidende Rolle bei der Bildung des Ionenschweifes von Kometen spielt. Er sagte
voraus, daß die Magnetfeldlinien des Sonnenwindes bei der Umströmung der Kometen-
Ionosphäre aufgrund der geringen Stoßrate des Plasmas an dieser verankert und um sie
herumgebogen werden. Dabei sollte sich ein magnetischer Schweif mit einer zentralen
stromführenden Plasmaschicht ausbilden, welche als bläulich leuchtender Ionenschweif
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zu beobachten ist. Etwa 30 Jahre später wurde diese Theorie bestätigt, als die ICE-
Sonde am 11. September 1985 durch den Schweif des Kometen P/Giacobini-Zinner flog.
Dabei entdeckte man einen deutlich meßbaren Magnetschweif mit einem Durchmesser
von etwa 10 000 km in einer Entfernung von 7800 km vom Kometenkern [Slavin et al.,
1986; Smith et al., 1986]. Der Schweif bestand aus zwei Flügeln unterschiedlicher Ma-
gnetfeldpolarität, welche durch eine etwa 1500 km dicke Plasmaschicht mit einer Dichte
von ≈ 650 cm−3 und einer Temperatur von ≈ 104 K getrennt war [Wang, 1991]. Die
Magnetfelder in den beiden Flügeln erreichten dabei Feldstärken bis zu 600 µG, was ei-
ne deutliche Verstärkung gegenüber dem Magnetfeld des Sonnenwindes bedeutete. Die
geradlinige Form des Ionenschweifes erklärt sich somit aus der geradlinigen Form des
Magnetschweifes an den die Ionen gebunden sind. Die Konfiguration erinnert in allen
Details an die Magnetschweife der in Kapitel 3 untersuchten HVCs. Die bläuliche Far-
be des Ionenschweifes (vgl. Abbildung 1.8) schließlich stammt von den CO+-Ionen im
Schweif her, welche ultraviolette Strahlung von der Sonne absorbieren und bei etwa
λ = 4200 Å wieder emittieren [Carroll und Ostlie, 1996; Seite 869].
4.2 Abreißen von Kometenschweifen
Der Ionenschweif eines Kometen ist kein statisches System, sondern ist zeitweise star-
ken dynamischen Änderungen seiner Struktur unterworfen. Schon im Jahre 1899 be-
obachtete Barnard (1899) das zyklisch wiederkehrende Abreißen von Teilen des Ionen-
schweifes, die dann entlang des ursprünglichen Schweifes vom Kometen wegwander-
ten und dabei blasser wurden. Heute liegen eine Vielzahl von Beobachtungen solcher
Abreißvorgänge bei Kometenschweifen, die von Niedner und Brandt (1978) als DEs
(engl. disconnection event) klassifiziert wurden, für die Ionenschweife fast aller wichti-
ger Kometen vor (z.B. Saito et al., 1987; Wu und Qiu, 1987; Brosius et al., 1987; Brandt
und Niedner, 1987; Cremonese und Fulle, 1988; Brandt et al., 1999 und Voelzke und
Matsuura, 2000). Die Abbildung 4.3 zeigt einen solchen Abreißvorgang, bei dem sich
ein Teil des Ionenschweifes des Kometen Hyakutake im Jahre 1999 vom Kometenkern
löste und hinter ihm zurückblieb. Einem solchen teilweisen oder vollständigen Abreißen
des Schweifes folgt stets die Erneuerung des Schweifes [Voelzke und Matsuura, 2000]. Es
handelt sich somit um einen zyklischen Vorgang. Während des letzten Auftretens des
Kometen Halley 1985–1986 wurden DEs im Durchschnitt einmal pro Woche, insgesamt
16–19 Einzelvorgänge, beobachtet [Niedner, 1986; Brandt, 1990]. Nach Wegmann (1995)
verläuft das Abreißen des Schweifes in vier Phasen. In Phase I wird der Schweif schmaler,
in Phase II trennt er sich vom Kometenkern, in Phase III fällt der alte Schweif zurück,
während sich ein neuer Schweif bildet, und in Phase IV schließlich ist der alte Schweif
verblaßt. Der neue Schweif besitzt oft eine leicht geänderte Richtung im Vergleich zum
alten Schweif, so daß der Gesamtschweif oft eine Art Spaltung aufweist. Neben den DEs
treten noch andere dynamische Störungen in Kometenschweifen auf [Saito et al., 1987].
Die wichtigsten unter ihnen sind besonders starke Schweifströme, feine seitliche Strah-
len, Kondensation mit höherer Schweifdichte, sowie schrauben-, bogen- und knickförmige
Unterstrukturen. In diesem Kapitel stehen jedoch die eigentlichen Abreißvorgänge im
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Abb. 4.3: Aufnahme des Abreißens eines Teils der Schweifes von Komet Hyaku-
take, aufgenommen von der ULYSSES-Sonde im Jahre 1999 (Quelle:
http://ulysses.jpl.nasa.gov/pdfs/ulss99-10.pdf)
Zentrum des Interesse, auf welche wir uns daher im folgenden beschränken möchten.
Zur Erklärung der Abreißvorgänge in Kometenschweifen wurden eine Reihe von Theorien
vorgebracht. Unter ihnen ist die Drucktheorie von Ip (1980), bei welcher eine Erhöhung
des Staudruckes im Sonnenwind die gesamte Ionosphäre des Kometen wegfegt und da-
durch die Feldlinien, welche ursprünglich in der Ionosphäre verankert waren, befreit
[Alfvén, 1957]. Die ”Flute“-Instabilitätstheorie von Ip und Mendis (1978) sagt eine Ver-
größerung der Anwachsrate der ”Flute“-Instabilität durch eine Erhöhung des dynami-
schen Drucks im Sonnenwinds voraus, durch welche es schließlich zu einer Schwächung
der Ionosphäre kommt, durch die sich die verankerten Feldlinien loslösen können. In
der Nachtseiten-Rekonnexions-Theorie von Ip (1985) und Russell et al. (1986) wird
eine Rekonnexion im Ionenschweif ähnlich wie beim Magnetschweif der Erde durch in-
terplanetarische Schocks, Änderungen in der Alfvén-Machzahl des Sonnenwindes oder
abrupten Änderungen in der Magnetfeldrichtung (Tangentialdiskontinuitäten) hervorge-
rufen. Die Rekonnexion im Schweif findet dabei in Form einer Tearing-Instabilität statt,
welche durch die superalfvénische Strömungsgeschwindigkeit in den beiden Flügeln des
Schweifes [Baker et al., 1986] zur schnell anwachsenden Strömungs-Tearing-Instabilität
verstärkt wird [Wang, 1991]. In der Tagseiten-Rekonnexions-Theorie von Niedner und
Brandt (1978; 1979) sammelt der Komet an seiner Stirnseite nach Überqueren einer
interplanetarischen Sektorgrenze magnetische Feldlinien mit umgekehrter Polarität zu
den bereits in der Ionosphäre verankerten Feldlinien auf, so daß es in der magnetischen
Barriere an der Stirnseite des Kometen zur magnetischen Rekonnexion kommt. Die re-
konnektierten Feldlinien lösen sich dabei vom Kometenkern ab und trennen einen Teil
des Schweifes vom Kometen ab. Wurm und Mammano (1972) beschreiben das Abrei-
ßen des Schweifes als Folge des abrupten Abschaltens der Ionenquellen, die den Schweif
erzeugen, sie geben jedoch nicht den Mechanismus an, der zum Abschalten der Ioni-
sation von Neutralgas führen könnte. Nach Brosius et al. (1987) verlangen die ersten
drei Mechanismen eine Erhöhung des Drucks im Sonnenwind. Wir werden jedoch im
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Unterkapitel 4.3.1 sehen, daß eine Nachtseiten-Rekonnexion auch ohne Erhöhung des
Drucks im Sonnenwind stattfinden kann. Die Tagseiten-Rekonnexion ist zwingend mit
einer Umkehrung der Polarität des Magnetfeldes im Sonnenwind und somit mit der
Überquerung einer interplanetarischen Sektorgrenze verbunden. Solchen Sektorgrenzen
folgen häufig auch Kompressionsgebiete mit höherer Plasmadichte und geringerer Son-
nenwindgeschwindigkeit im Abstand von weniger als einem Tag. Danach folgen wie-
derum im Abstand von weniger als einem Tag Gebiete mit hoher Geschwindigkeit und
geringer Dichte, so daß das Überqueren einer Sektorgrenze auch die ersten drei Mecha-
nismen zum Abreißen des Schweifes bedingen kann [Brosius et al., 1987]. Eine genaue
Aussage, welcher Mechanismus hier am Werke ist, kann man nur treffen, wenn man
exakt mißt, wie lange es vom Passieren der Sektorgrenze zum Abtrennen des Schwei-
fes dauert. Um dies messen zu können, geht man davon aus, daß die heliosphärische
Stromschicht (HCS = heliospheric current sheet), welche die interplanetarischen Sektor-
grenzen definiert, mit der Carrington-Rotation der Sonne (gesehen von der Erde aus)
mit der Periode TCarrington ≈ 27.28 Tage korotiert, so daß sich die Meßdaten von Son-
den an anderen Orten durch Korotation auf den Ort des Kometen umrechnen lassen
[Voelzke und Matsuura, 2000]. Diese Art der Korotation von Sektorgrenzen ist jedoch
ungenau, da die heliosphärische Stromschicht aufgrund der unterschiedlichen Geschwin-
digkeiten des Sonnenwindes, ausgehend von verschiedenen Orten in der solaren Korona,
eine komplizierte gewellte Struktur aufweist [Saito et al., 1987]. Die Lage der HCS kann
mit Hilfe eines Potentialfeldmodells mit Oberflächenquellen für die koronalen Magnet-
feldlinien basierend auf Beobachtungen der photosphärischen Magnetfelder berechnet
werden [Hoeksema, 1989]. Dabei nimmt man an, daß alle magnetischen Feldlinien an
der Oberfläche der Quelle in das Plasma eingefroren sind und mit dem Sonnenwind ra-
dial in die Heliosphäre hinausgetragen werden [Brandt et al., 1999]. Die Abbildung 4.4
zeigt eine Messung der Sonnenwindgeschwindigkeit und der Magnetfeldpolarität auf ei-
ner Umlaufbahn um die Sonne senkrecht zur Ekliptik, welche von der ULYSSES-Sonde
aufgenommen wurde. Die höchsten Windgeschwindigkeiten von bis zu 800 km s−1 fin-
den sich über den ausgedehnten Löchern in der solaren Korona über den beiden Son-
nenpolen, aus denen Plasma entlang offener Feldlinien in die Heliosphäre strömt. In
der solaren Äquatorialebene wechselt die Magnetfeldrichtung zwischen von der Sonne
weg gerichtet (rötlich) und zur Sonne hin gerichtet (bläulich). In der Nähe der Ekliptik
sind die Feldlinien in der Umgebung der Korona jedoch geschlossen (Abb. 4.5(b)) und
ein Ausströmen des Sonnenwindes erst in einiger Entfernung von der Sonne möglich
(Abb. 4.5(a)). Daher sind die Windgeschwindigkeiten in niedrigen solaren Breitengra-
den deutlich geringer als über den Polen, liegen jedoch immer noch im Bereich von etwa
300–500 km s−1 (Abb. 4.4). Zeitliche und räumliche Variationen der Geschwindigkeit des
Sonnenwindes können interplanetarische Schockwellen ausbilden, die beim Auftreffen
auf den Kometenschweif ein Abreißen desselben auslösen. Wegmann (1995) hat dies
anhand von dreidimensionalen magnetohydrodynamischen Simulationen gezeigt. Eine
dichte Plasmawolke löst sich nach Auftreffen der Schockfront von der Ionosphäre des
Kometen und wandert schweifabwärts. Das Hauptproblem bei dieser Art der Auslösung
eines DEs ist die große Leuchtkraft der Plasmawolke, die in den Simulationen für lange
Zeit über der Leuchtkraft der eigentlichen Koma liegt. Solch eine hohe Intensität von
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Abb. 4.4: Messung der Sonnenwindgeschwindigkeit und Magnetfeldpolarität auf einer
Umlaufbahn senkrecht zur Ekliptik durch die Sonde ULYSSES (1998). Die
rote Kurve kennzeichnet Magnetfeldlinien die von der Sonne wegzeigen,
während sie im Bereich der blauen Kurve zur Sonne hinzeigen. (Quelle:
http://www.oma.be/BIRA-IASB/Scientific/Topics/SpacePhysics/
SolarWindGlobal.html)
abgetrennten Schweifen wurde jedoch nie beobachtet [Brandt et al., 1999]. Zudem treten
nicht genügend viele, ausreichend starke interplanetarische Schockfronten auf, um für
mehr als ein Viertel der beobachteten DEs verantwortlich zu zeichnen [Wegmann, 1995].
Die heliosphärische Stromschicht entsteht durch den Wechsel in der Magnetfeldrichtung
im Bereich der Ekliptik (Abb. 4.4). Aufgrund lokal unterschiedlicher Geschwindigkei-
ten des von der rotierenden Sonne abströmenden Sonnenwindes wird die HCS jedoch
bei ihrem radialen Ausfluß in die Heliosphäre in Falten geworfen. Gleichzeitig nimmt die
Dicke der Stromschicht ab [Saito et al., 1987]. Die Abbildung 4.6 zeigt eine schematische
Darstellung der heliosphärischen Stromschicht bis zur Jupiterbahn. Man erkennt dar-
aus, daß die Planeten auf ihren Umlaufbahnen um die Sonne in regelmäßigen Abständen
die interplanetarischen Sektorengrenzen durchqueren, was zum Beispiel zur Tagseiten-
Rekonnexion in der Erdmagnetosphäre führt. Ebenso durchqueren auch Kometen in der
Nähe der Ekliptik Sektorengrenzen und erfahren dabei eine abrupte Änderung der Ma-
gnetfeldrichtung. Brandt et al. (1999) und Voelzke und Matsuura (2000) untersuchten
die beobachteten DEs des Halleyschen Kometen von 1985 bis 1986 im Hinblick auf dessen
Durchgang durch interplanetarische Sektorengrenzen und fanden eine klare Korrelation.
Die zeitliche Verzögerung zwischen dem Auftreffen des Kometen auf die Sektorengren-
ze und dem Abreißen des Schweifes wurde dabei von Niedner und Brandt (1978) und
Brosius et al. (1987) mit 0.5 d ≤ τrec ≤ 0.75 d (d = Tage) angegeben. Die magneti-
sche Feldstärke in der magnetischen Barriere um den Kometen wurde von Neubauer
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(a) Quelle: http://pluto.space.swri.edu/IMAGE/
glossary/IMF.html
(b) Quelle: http://www.physics.
usyd.edu.au/~cairns/teaching/
lecture11/node2.html
Abb. 4.5: Die heliosphärische Stromschicht (HCS) in der Nähe der solaren Korona
et al. (1986) und Riedler et al. (1986) mit 300 µG ≤ B ≤ 700 µG angegeben. Niedner
und Brandt (1978) merken an, daß die bei der magnetischen Rekonnexion in Wärme
umgewandelte magnetische Energie aus der Annihilation von Magnetfeldlinien aus dem
Sonnenwind und der magnetischen Barriere zu einer erhöhten Ionisationsrate führt und
Abb. 4.6: Schematische Darstellung der heliosphärischen Stromschicht während der
anwachsenden Phase des Sonnenzyklus bis zur Jupiterbahn (Quelle:
http://quake.stanford.edu/~wso/gifs/HCS.html
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somit das Aufleuchten des Schweifes bei einem DE erklärt. Numerische magnetohydro-
dynamische Simulationen zur Wechselwirkung einer Sektorgrenze mit dem Ionenschweif
von Kometen wurden u.a. von Ogino et al. (1986), Schmidt-Voigt (1989) und Rauer et
al. (1995) durchgeführt. Rauer et al. (1995) simulierten Fälle, bei denen sich die Ma-
gnetfeldrichtung an einer Tangentialdiskontinuität um 6◦ und 90◦ drehte, und fanden,
daß sich die Schweifrichtung der Magnetfeldrichtung anpaßt, wobei bei der 90◦-Drehung
ein Paar symmetrischer Plasmastrahlen im Schweif entstehen, der Schweif jedoch nicht
abriß. Schmidt-Voigt (1989) untersuchte die Fälle einer 90◦- und 180◦-Drehung. Da-
bei zeigt sich im Fall der 90◦-Drehung die Ausbildung einer Plasmawolke im Schweif
und das Einsetzen eines DEs, während sich im 180◦-Fall keinerlei Veränderungen am
Schweif zeigten. Es sei jedoch darauf hingewiesen, daß die Simulationen von Rauer et
al. (1995) und Schmidt-Voigt (1989) im Rahmen der idealen Magnetohydrodynamik
durchgeführt wurden. Eine magnetische Rekonnexion und damit das Abtrennen des
Magnetschweifes konnte also nur aufgrund einer unkontrollierbaren numerischen Resi-
stivität stattfinden. Auf diesem Hintergrund erscheint das Ausbleiben eines DEs im Fall
der Polaritätsumkehr beim Magnetfeld nicht verwunderlich. Ogino et al. (1986) hinge-
gen führten zweidimensionale Simulationen von Kometen, die eine Sektorgrenze passie-
ren, im Rahmen der resistiven Magnetohydrodynamik mit einer homogenen, konstanten
Resistivität η durch und fanden bei Umkehr der Polarität des Sonnenwindes eine deut-
liche magnetische Rekonnexion an der Tagseite des Kometen, die zum symmetrischen
Abreißen der äußeren Schweifanteile führte. Jedoch schlossen sie, daß die magnetische
Rekonnexion durch die Zweidimensionalität der Simulationen erzwungen wird und im
dreidimensionalen Fall nicht unbedingt stattfinden muß.
Aufgrund der endlichen Ausdehnung der heliosphärischen Stromschicht in der Richtung
senkrecht zur Ekliptik, sind Sektorgrenzen auf Gebiete bis 16◦ heliographischer Breite
begrenzt [Smith und Tsurutani, 1978]. Abreißvorgänge von Kometenschweifen treten je-
doch über weitaus größere Bereiche heliographischer Breite auf [Voelzke und Matsuura,
2000]. Somit müssen DEs bei höheren Breiten durch einen anderen Mechanismus verur-
sacht werden [Schmidt-Voigt, 1989]. Russell et al. (1986) schlugen daher ein Modell der
Nachtseiten-Rekonnexion vor, bei welchem das Abtrennen des Magnetschweifes durch
magnetische Rekonnexion im Schweif selbst, beispielsweise durch die Tearing-Instabilität
getrieben, geschieht. Dabei würde der abgetrennte Teil des Plasmaschweifes durch den
Effekt der ”magnetischen Schleuder“ (engl. magnetic slingshot), der durch die Zugspan-
nung der gekrümmten, nicht am Kometenkern verankerten Feldlinien verursacht wird,
vom Kometen weg beschleunigt. Für diese Art der magnetischen Rekonnexion auf der
Nachtseite des Kometen ist keinerlei Umkehr der Polarität des Sonnenwindes nötig. Die
Beschleunigung des abgetrennten Schweifes weg vom Kometen entspricht dabei den Be-
obachtungen.
Im folgenden Unterkapitel werden zwei zweidimensionale Plasma-Neutralgas-Simulatio-
nen im Rahmen der resistiven MHD mit lokalisierten, stromabhängigen Resistivitäten
vorgestellt, die die beiden Fälle der Nacht- und Tagseiten-Rekonnexion wieder aufgrei-
fen. Im ersten Fall bleibt die Polarität des Sonnenwindes während der gesamten Simu-
lationsdauer konstant, während sie im zweiten Fall nach vollständiger Ausbildung von
magnetischer Barriere und Schweif umgepolt wird. Anders als bei den oben beschrie-
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benen Kometensimulationen ist die Plasmaströmung des Sonnenwindes in den unten
vorgestellten Simulationen zwar superalfvénisch, jedoch subsonisch, so daß sich kein
Bow-Schock ausbildet. Weiterhin wurde die Aufladung des Sonnenwindes mit neu gebil-
deten Ionen nicht berücksichtigt, so daß die Plasmadichten in den simulierten Schweifen
deutlich niedriger als in Realität sein werden. Der Fokus galt lediglich der Frage, unter
welchen Bedingungen ein Abtrennen des Magnetschweifes stattfindet.
4.3 Simulationen
Die in diesem Unterkapitel beschriebenen Simulationen zeigen eine starke Ähnlichkeit
zu den im Kapitel 3, insbesondere im Unterkapitel 3.5 vorgestellten Simulationen von
HVCs im galaktischen Halo. Um Rechnungen für das System ”Komet im Sonnenwind“
durchzuführen, überträgt man die Normierung für das System ”HVCs im galaktischen
Halo“ aus Unterkapitel 3.1.2 ausgehend von den Werten aus Unterkapitel 4.1 auf das Sy-
stem des Kometen im Sonnenwind. Hier werden n0 = 5 cm−3 als typische Teilchendichte
des Sonnenwindes und L0 = 1011 cm = 106 km als typische Ausdehnung der Ionosphäre
des Kometen gewählt. Die Magnetfelder werden auf B0 = 5 · 10−3 G normiert, da das
anfängliche Magnetfeld und das am oberen Rand einströmende Magnetfeld zu B = Bx0 x̂
mit Bx0 = 10
−2 gewählt wird. Damit ergibt sich eine Feldstärke des einströmenden Ma-
gnetfeldes von 50 µG. Für die Alfvéngeschwindigkeit ergibt sich somit ein Wert von
vA ≈ 4.88 · 108 cm s−1 = 4880 km s−1 und damit eine Alfvénzeit von τA ≈ 205 s. Des-
weiteren erhält man j0 ≈ 1.2 · 10−4 statampere cm−2 (
∧= 4 · 10−10 A m−2), η0 ≈ 0.68 s
(∧= 6.1 · 109 Ω m) und T0 ≈ 7.2 · 108 K als Referenzwerte für die Stromdichte j, die Resi-
stivität η und die Temperatur T .
Die anfänglichen Temperaturen des Plasmas bewegen sich in normierten Einheiten zwi-
schen Tn0 = 0.1 und T̃0 = 100 und sind damit viel zu hoch für typische Sonnenwind-
temperaturen von Tsol = 105 K. Auf die qualitativen Ergebnisse der Simulation hat dies
jedoch keinen Einfluß, da in den folgenden beiden Simulationen anders als in Kapi-
tel 3 der Energieübertrag durch elastische Stöße (νS12-Term in den Energiegleichungen
(3.79) und (3.80)) explizit unterdrückt wurde. Dies wurde im Hinblick auf die extremen
Dichteunterschiede getan, die zwischen dem Sonnenwindplasma und dem neutralen Ko-
metenkern auftreten. Die Teilchendichten der Kometenkerne liegen im typischen Bereich
von Festkörpern, also um 1022 cm−3. Solch hohe Gradienten in der Teilchendichte lassen
sich numerisch nicht realisieren. Daher wurde ein Dichteverhältnis von 1.5 ·104 zwischen
Neutralgaskern und Sonnenwind angesetzt und angenommen, daß der Wärmeübertrag
vom Sonnenwind auf den Kometenkern während der simulierten Zeit zu keiner nennens-
werten Temperaturerhöhung im Kern führt. Aus diesem Grund kann der Wärmeübertrag
vom Plasma auf das Neutralgas vernachlässigt werden. Dadurch ist das in den im Ka-
pitel 3 beschriebenen Simulationen beobachtete anfängliche Einströmen von Plasma in
den Neutralgaskern in der folgenden Simulation deutlich schwächer, so daß die hohe
Temperatur des Hintergrundplasmas nur einen geringen Einfluß auf die Dynamik des
Systems hat.
Die beiden folgenden Simulationen wurden mit einem lokalisierten, stromdichteabhängi-
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gen Resistivitätsmodell der Form
η(j) = η1 + η2
[
j2 − j2crit
]χ Θ(j2 − j2crit) (4.4)
mit Exponent χ = 1, konstanter Hintergrundresistivität η1 = 10−5, kritischer Strom-
dichte jcrit = 0.1 und Resistivitätskoeffizient η2 = 0.05 durchgeführt. Θ(x) bezeichnet
die Heaviside-Funktion (3.137). Der relativ große Exponent χ bewirkt ein rasches An-
wachsen der Resistivität für Stromdichten jenseits der kritischen Stromdichte jcrit.
4.3.1 Konstante Polarität des Sonnenwindes
In einer ersten Simulation wird die dynamische Entwicklung des Schweifes eines Kome-
ten im Sonnenwind, der mit konstanter Magnetfeldpolarität, Dichte und Geschwindigkeit
strömt, untersucht. Dazu wird von der in Unterkapitel 3.2.1 beschriebenen Anfangskon-
figuration ausgegangen, in welcher sich eine Neutralgaskonzentration in einer heißen
Plasmaströmung befindet. Die Dichte des Neutralgases variiert dabei zwischen ρmin und
ρmin +ρn0 mit ρmin = 1 und ρn0 = 1.5 ·104. Im Neutralgas herrscht anfangs Druckgleich-
gewicht mit Druck pn0 = Tn0(ρmin + ρn0), wobei Tn0 = 0.1 die kleinste Temperatur im
Zentrum des Kometen ist. Das Plasma besitzt die konstante Dichte ρmin und variiert in
der Temperatur zwischen Tn0 im Kern des Kometen und T̃0 = 100 außerhalb des Kome-
ten. Die Plasmaströmung liegt in y-Richtung mit einer Geschwindigkeit von vy0 = −0.15.
Die Skalierung a der 1/ cosh-Profile ist wie bisher a = 1/2. Das anfängliche Magnetfeld
ist homogen in x-Richtung mit Bx0 = 0.01 und der elastische Stoßkoeffizient beträgt
νc = 8 ·10−6. Die Randbedingungen entsprechen denen aus Unterkapitel 3.2.1. Lediglich
am oberen Rand wird das mit dem Plasma einströmende Magnetfeld durch B = Bx0 x̂
vorgegeben. Die Plasmaströmung hat somit eine lokale Alfvén-Machzahl von MA = 15.
Mit den obigen Referenzwerten besitzt die Plasmaströmung eine Relativgeschwindigkeit
von vrel ≈ 732 km s−1 zum Kometen, was einem Sonnenwind mit hoher Geschwindig-
keit entspricht. Die Strömung ist damit stark superalfvénisch, jedoch aufgrund der hohen
Plasmatemperatur nicht supersonisch. Am oberen Simulationsrand wird das Einströmen
des Plasmas erhalten, so daß kontinuierlich magnetischer Fluß mit dem Sonnenwind an
den Kometen herangeführt wird. Das Simulationsgebiet wurde auf [−60, 60]× [−250, 30]
erweitert und die Gitterpunktzahl auf 303 × 703 entsprechend erhöht. Die Simulation
lief stabil über einen sehr langen Zeitraum von etwa 1.2 Mio. Integrationsschritten oder
2400 Alfvénzeiten, und brach schließlich aufgrund einer numerischen Instabilität ab.
In Abbildung 4.7 ist die zeitliche Entwicklung des magnetischen Schweifes eines Kometen
im Sonnenwind mit konstanter Polarität, Magnetfeldstärke und Geschwindigkeit darge-
stellt. Dazu sind die magnetischen Feldlinien, die Plasmaströmung und die Resistivität
zu den Zeitpunkten t ≈ 2τA, 300τA, 904τA, 1787τA, 2373τA und 2432τA wiedergegeben.
Die Resistivität ist dabei logarithmisch dargestellt. Das erste Teilbild zu Beginn der
Simulation zeigt im wesentlichen die magnetische Anfangskonfiguration und den Ein-
schwingvorgang durch Einströmen des Plasmas. Im gesamten Simulationsgebiet ist das
Plasma ideal bis auf die Hintergrundresistivität η1 = 10−5. Die Feldlinien sind somit in
das Plasma eingefroren und werden deshalb durch die Plasmaströmung wie schon bei
den Hochgeschwindigkeitswolken vor dem Kometen komprimiert und um dessen Seiten
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Abb. 4.7: Die Plasmaströmung, das Magnetfeld und die Resistivität für den Fall kon-
stanter Polarität des Sonnenwindes
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herum drapiert. Dadurch bildet sich hinter dem Kometen ein magnetischer Schweif mit
inversen Magnetfeldrichtungen zu beiden Seiten der Schweifachse. Dieser Wechsel in der
Magnetfeldrichtung ist mit einer zentralen Stromschicht entlang der Schweifachse ver-
bunden, deren Stromdichte jz mit der Zeit durch das Drapieren weiterer Feldlinien um
die Ionosphäre des Kometen anwächst. In Abbildung 4.8 ist die Stromdichte jz zu den
Zeitpunkten t ≈ 600τA, 904τA, 1494τA, 2080τA, 2373τA und 2432τA dargestellt. Helle
Farbtöne zeigen positive Stromdichten an, während dunkle Farbtöne negative Strom-
dichten signalisieren. Das erste Teilbild zeigt, daß es sich bei der zentralen Stromschicht
im Schweif eigentlich um eine Dreifachstromschicht mit einer zentralen negativen und
zwei flankierenden positiven Stromschichten handelt. In diesen wächst im Laufe der Zeit
die Stromdichte an, bis ihr Betrag schließlich die kritische Stromdichte jcrit übersteigt.
Ab diesem Zeitpunkt führt die anomale Resistivität νan in Gleichung (4.4) zu einer
Abweichung von der Idealität des Plasmas (vgl. zweites Teilbild in Abbildung 4.7). Es
kommt zur Nachtseiten-Rekonnexion der antiparallelen Feldlinien und zur Ausbildung
eines X- und O-Punktes (drittes Teilbild in Abbildung 4.7). Dadurch wird die Strom-
schicht im Schweif unterbrochen und es bilden sich Unterstrukturen in der Stromdichte
aus (zweites Teilbild in Abbildung 4.8). Neben den Stromschichten im Schweif bildet sich
aufgrund der Krümmung und Kompression der magnetischen Feldlinien auch in der ma-
gnetischen Barriere eine Stromschicht aus, deren Stromdichte die kritische Stromdichte
überschreitet. Daher tritt auch im Frontbereich der Kometenionosphäre eine anoma-
le Resistivität auf (z.B. drittes Teilbild in Abbildung 4.7). Diese führt zur Diffusion
der magnetischen Feldlinien durch das Zentrum des Kometen hindurch. Es finden so-
mit gleichzeitig zwei Prozesse statt: Nachtseiten-Rekonnexion und Tagseiten-Diffusion.
Beide können prinzipiell zu einem Abreißen des magnetischen Schweifes führen. In intui-
tiven Modellen führt die Nachtseiten-Rekonnexion über den Slingshot-Mechanismus zu
einem Auswurf des abgetrennten Schweifes mit der lokalen Alfvéngeschwindigkeit. Die
Simulation zeigt jedoch, daß dieser Vorgang nicht in dieser Form abläuft. Der Slingshot-
Mechanismus bezieht sich auf eine stationäre Rekonnexionsschicht. Der Magnetschweif
eines Kometen ist jedoch ein dynamisches Gebilde und sammelt ständig weiteren ma-
gnetischen Fluß durch die Umströmung des Kometen durch den Sonnenwind auf. Da-
durch bildet sich um den inneren Teil der Magnetschweifes, welcher um die zentra-
le Stromschicht liegt, eine äußere magnetische Hülle, die den Slingshot-Mechanismus
durch magnetischen Druck von außen auf die zentrale Stromschicht unterbindet. Diese
magnetische Hülle ist z.B. in den Teilbildern zwei und drei der Abbildung 4.9 zu er-
kennen. Die Abbildung zeigt die Magnetfeldstärke B zu den Zeitpunkten t ≈ 300τA,
904τA, 1201τA, 1787τA, 2373τA und 2432τA. Man erkennt deutlich, wie durch die ma-
gnetische Rekonnexion kleinskalige Unterstrukturen im Magnetschweif gebildet werden.
Die äußere magnetische Hülle wächst mit zunehmender Simulationsdauer in die Länge
und wird schließlich in der Nähe des X-Punktes des inneren Schweifes instabil, da wie
bei der Petschek-Sonnerup-Rekonnexion (vgl. Abschnitt 3.5.1) Plasma in den X-Punkt
einströmt und dabei die magnetischen Feldlinien mitnimmt. Dadurch wird die äußere
Hülle sukzessive eingeschnürt (vierte Teilbilder in den Abbildungen 4.7, 4.8 und 4.9). Das
Einschnüren dieser äußeren magnetischen Hülle generiert eine weitere zentrale Strom-
schicht, die nach einiger Zeit die dominierende Stromschicht wird (fünftes Teilbild in
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Abbildung 4.8). Dadurch tritt eine hohe anomale Resistivität auf, die wiederum zur
magnetischen Nachtseiten-Rekonnexion führt (fünftes Teilbild in Abbildung 4.7). Die
Rekonnexion gleicht der Sweet-Parker-Rekonnexion mit einer ausgedehnten Rekonne-
xionszone. Deren Länge wächst mit der Zeit an, so daß sich der untere Teil des Ma-
gnetschweifes langsam vom Kometenkern entfernt, was ein Abreißen des Schweifes dar-
stellt. Das Abdriften des unteren Teils geschieht dabei mit der Geschwindigkeit des
Sonnenwindes, wie sich aus Vergleich der letzten beiden Teilbilder von Abbildung 4.7
ergibt. Vom Beginn des Einschnürens der äußeren Hülle bis zum Abtrennen des Schwei-
fes vergehen etwa 1000 Alfvénzeiten. Dies entspricht in der gewählten Normierung etwa
2.4 Tagen, was mit den beobachteten Zeiten für DE’s (Abreißvorgänge) kompatibel ist.
Zusätzlich zum Abreißen des Schweifes durch die Nachtseiten-Rekonnexion findet jedoch
auch die Diffusion des Magnetfeldes an der Frontseite der Kometenionosphäre statt. Dies
führt zu einer Aufspaltung der ursprünglichen magnetischen Barriere in einen Teil, der
an der Vorderseite des Kometen verankert ist (äußere Barriere im vierten Teilbild von
Abbildung 4.9), und einen Teil, der nicht mehr am Kometen verankert ist und sich
durch Diffusion langsam auflöst (innere Barriere in den letzten drei Teilbildern von Ab-
bildung 4.9). Dieser innere Teil trennt sich schließlich vollständig vom Kometen und fällt
hinter ihn zurück. Dadurch bildet sich unmittelbar hinter dem Kometen eine magneti-
sche Kavität. Diese ist ansatzweise in den letzten beiden Teilbildern von Abbildung 4.7
zu erkennen. Leider lief die Simulation nicht lange genug, um das vollständige Abreißen
des Magnetschweifes durch Tagseiten-Diffusion zu simulieren. Jedoch ist in den letz-
ten Teilbildern von Abbildung 4.9 erkennbar, wie die magnetische Barriere im Bereich
des Kometen durch magnetische Diffusion geschwächt wird. Anschaulich beschrieben
wird der Magnetschweif letztlich zu ”schwer“ für die geschwächte Verankerung und reißt
ab. Dabei bleibt die äußere magnetische Barriere zurück. Sie bildet die Ausgangsstufe
für die Erneuerung des Magnetschweifes und den darauffolgenden Abreißvorgang. Beim
Abreißen eines magnetischen Kometenschweifes handelt es sich somit um einen zykli-
schen Vorgang. Da in der beschriebenen Simulation das Ausströmen von Neutralgas vom
Kometen und die Ionisierung von Neutralgas durch den Sonnenwind außer Betracht ge-
lassen wurden, ist das Abreißen des Schweifes und die Bildung von Plasmoiden nicht
mit Erhöhungen der Plasmadichte verbunden. Ein Aufleuchten des Schweifes kann je-
doch auch mit einer Erhöhung der Ohmschen Dissipationsrate ηj2 erklärt werden. Dies
erklärt das Aufleuchten des Kopfes des abgetrennten Schweifteiles (vgl. Abbildung 4.3),
da dort die Resistivität maximal ist. Aus der Abbildung 4.9 läßt sich entnehmen, daß die
magnetische Feldstärke im Schweif des Kometen bis zu 25mal stärker als im ungestörten
Sonnenwind ist. In der gewählten Normierung ergeben sich dabei Werte von bis zu
∼ 1.25 mG, die noch über den von Slavin et al. (1986), Smith et al. (1986), Riedler
et al. (1986) und Neubauer et al. (1986) genannten Werten liegen. Neben den beiden
Flügeln des magnetischen Schweifes zeigen sich in der Struktur des Magnetfeldes in Ab-
bildung 4.9 auch weit ausgreifende magnetische Flügel, die als sogenannte Alfvén-Flügel
bezeichnet werden (erste vier Teilbilder) [Kivelson und Russell, 1995; Abschnitt 8.3.1].
Ihr Winkel zur Schweifachse nimmt mit der Zeit ab.
Insgesamt läßt sich festhalten, daß auch für den Fall konstanter Polariät, Dichte und
Geschwindigkeit im Sonnenwind ein Abreißen des magnetischen Schweifes von Kometen
222 Kapitel 4 Numerische Simulation von Kometen
Abb. 4.9: Die Magnetfeldstärke B für den Fall konstanter Polarität des Sonnenwindes
4.3 Simulationen 223
(DE) stattfinden kann. Dies kann einerseits durch Nachtseiten-Rekonnexion, anderer-
seits durch Tagseiten-Diffusion des Magnetfeldes geschehen. In beiden Fällen liegt der
abgetrennte Teil symmetrisch zur Schweifachse. Eine Asymmetrie kann jedoch durch die
zeitliche Variation der Sonnenwindrichtung relativ zur Bewegungsrichtung des Kometen
hervorgerufen werden. Die Zeitskalen für die beobachteten DE’s sind mit den Zeitskalen
in der vorgestellten Simulation kompatibel.
4.3.2 Umkehr der magnetischen Polarität des Sonnenwindes
Im folgenden wird eine Simulation beschrieben, bei welcher der Durchgang eines Ko-
meten durch die interplanetarische Sektorgrenze simuliert wird. Ein solcher Durchgang
durch die heliosphärische Stromschicht ist mit einem Wechsel der Magnetfeldpolarität
des Sonnenwindes verbunden. An dieser Stelle wird der Fall einer Drehung der Ma-
gnetfeldrichtung um 180◦ untersucht. Anders als bei Rauer et al. (1995) und Schmidt-
Voigt (1989) vollzieht sich der Übergang jedoch nicht an einer Tangentialdiskontinuität,
sondern kontinuierlich. Eine solche stetige Änderung der Tangentialkomponente des Ma-
gnetfeldes beim Durchgang durch die heliosphärische Stromschicht erscheint physikalisch
sinnvoller als ein diskontinuierlicher Übergang. Um einen solchen stetigen Wechsel der
Magnetfeldpolariät zu simulieren gehen wir von einer Datenausgabe der vorhergehenden
Simulation aus, in welcher der Magnetschweif des Kometen zwar schon voll ausgeformt
ist, die Nachtseiten-Rekonnexion jedoch gerade erst einsetzt. Dies ist zum Zeitpunkt
t ≈ 705τA der Fall. Der Wechsel der Magnetfeldrichtung wird nun durch Multiplikati-
on der Bx-Komponente der verwendeten Ausgabe mit dem Faktor − tanh(y − y0) /1.5
bewirkt. Die heliosphärische Stromschicht liegt somit beim y-Wert y0, welcher hier zu
y0 = 25 gewählt wurde. Das Ergebnis ist im ersten Teilbild der Abbildung 4.11 dar-
gestellt. Die Abbildung 4.11 zeigt die Stromdichte jz zu den Zeitpunkten t ≈ 705τA,
1103τA, 1299τA, 1494τA, 2080τA und 2422τA. Um die recht schwache Stromschicht
erkennbar zu machen, wurde sie (und nur sie) in der ersten Teilabbildung zehnfach
verstärkt dargestellt. Während der Simulation strömt nun vom oberen Rand her Plas-
ma mit derselben Geschwindigkeit vy0 = −0.15, aber umgekehrter Magnetfeldrichtung
B = −Bx0 x̂ mit Bx0 = 0.01 ein. Alle übrigen Parameter und Randbedingungen ent-
sprechen exakt denjenigen der vorhergehenden Simulation.
Die Stromschicht bewegt sich nun auf dem Kometen zu und passiert diesen schließ-
lich. In Abbildung 4.10 ist die heliosphärische Stromschicht an der Lücke in der Feld-
liniendarstellung zu erkennen. Sie zeigt die Magnetfeldlinien, die Plasmaströmung und
die Resistivität zu den Zeitpunkten t ≈ 904τA, 1103τA, 1299τA, 1494τA, 2080τA und
2422τA. Jenseits der Stromschicht besitzt das Magnetfeld die entgegengesetzte Richtung
zum Magnetfeld vor der Stromschicht. Der Sonnenwind führt nun ständig magnetischen
Fluß umgekehrter Polarität an die magnetische Barriere der Kometenionosphäre her-
an. Dieser Fluß wird vor der bereits existierenden Barriere aufgestaut und komprimiert
(zweites Teilbild von Abbildung 4.12). Die Abbildung 4.12 stellt die Magnetfeldstärke
zu denselben Zeitpunkten dar, für die in Abbildung 4.11 die Stromdichte dargestellt
ist. Durch das Aufstauen des magnetischen Flusses entsteht eine deutliche Stromschicht
zwischen der alten und der neuen magnetischen Barriere, deren Stromdichte jz die kriti-
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Abb. 4.10: Die Plasmaströmung, das Magnetfeld und die Resistivität für den Fall einer
Polaritätsumkehr des Sonnenwindes
4.3 Simulationen 225
sche Stromdichte jcrit um ein Vielfaches übersteigt (zweites Teilbild der Abbildung 4.11).
Es tritt lokal eine hohe anomale Resistivität in der Stromschicht auf, die schließlich zur
magnetischen Rekonnexion führt (zweites Teilbild der Abbildung 4.10). Diese Tagseiten-
Rekonnexion tritt jedoch nicht, wie man vielleicht erwarten mag, im Zentrum der magne-
tischen Barriere bei x = 0 auf, wo die Resistivität am größten ist, sondern symmetrisch
an beiden Flanken bei |x| ≈ 20, wo der Gradient der Resistivität entlang der Feldli-
nien besonders groß ist (Teilbilder drei und vier der Abbildung 4.10). Dies entspricht
der bereits in Abschnitt 3.5.1 angemerkten Beobachtung, daß magnetische Rekonnexi-
on besonders durch den ∇η-Term in der Induktionsgleichung (3.125) bewirkt wird. Die
magnetische Rekonnexion findet für den Fall einer Polaritätsumkehr des Magnetfeldes
anders als bei der Tagseiten-Rekonnexion an den Flanken der Ionosphäre des Kometen
statt. Dabei werden die Feldlinien wie bei einer Zwiebel von den Seiten der magneti-
schen Barriere abgeschält und zum Schweif hin transportiert (Teilbilder drei und vier
in den Abbildungen 4.11 und 4.12). Zusätzlich findet auch hier das Einschnüren der
äußeren magnetischen Hülle durch die Bildung eines X-Punktes im Schweif und die dar-
auffolgende Nachtseiten-Rekonnexion statt (fünfte Teilbilder der Abbildungen 4.10, 4.11
und 4.12). Mit Fortschreiten der heliosphärischen Stromschicht zum unteren Rand des
Simulationsgebietes hin bilden sich auch im Schweifbereich an den Flanken starke Strom-
schichten mit anomaler Resistivität aus, in denen magnetische Rekonnexion stattfindet
(selbige Teilbilder). Die äußere magnetische Hülle, welche in der vorhergehenden Simu-
lation dynamisch eine herausragende Rolle spielte, wird dadurch vollständig aufgelöst
(letzte Teilbilder in den Abbildungen 4.11 und 4.12). Gegen Ende der Simulation ist
der untere Teil des Magnetschweifes vollständig vom Kometenkern getrennt und driftet
von diesem fort (letztes Teilbild in Abbildung 4.10). Der Durchgang des Kometen durch
eine interplanetarische Sektorgrenze führt somit zunächst zum Ablösen der Flanken der
magnetischen Barriere und schließlich zum vollständigen Abreißen des Magnetschweifes.
Die einzelnen Rekonnexionsvorgänge können in Beobachtungen durchaus als separate
DEs wahrgenommen werden, insbesondere wenn sich während des Vorganges die Rich-
tung des Sonnenwindes oder andere Sonnenwindparameter wie Dichte und Geschwindig-
keit ändern. Vom ersten Kontakt der heliosphärischen Stromschicht mit der Ionosphäre
des Kometen bis zum ersten Auftreten von magnetischer Rekonnexion vergehen in der
geschilderten Simulation etwa 400 Alfvénzeiten. Dies entspricht in der gewählten Nor-
mierung einer Zeitverzögerung von etwa 22.7 Stunden, die nur wenig größer als die von
Niedner und Brandt (1978) und Brosius et al. (1987) angegebene Zeitspanne ist.
Zusammenfassend läßt sich sagen, daß in beiden Fällen Abreißvorgänge von Magnet-
schweifen von Kometen auftreten. Selbst bei konstanten Sonnenwindbedingungen führt
das Auftreten lokaler anomaler Resistivitäten durch Mikroturbulenzen in der Strom-
schicht des Schweifes zum zyklischen Abtrennen des Schweifes. Durch einen Wechsel in
der Magnetfeldpolarität des Sonnenwindes wird dieser Prozeß jedoch deutlich beschleu-
nigt und verstärkt. Es ist daher zu vermuten, daß die deutlichsten beobachteten DEs
mit Durchgängen des Kometen durch die heliosphärische Stromschicht verbunden sind.
Die Simulationen zeigen weiterhin einen entscheidenden Unterschied zwischen Tag- und
Nachtseiten-Rekonnexion. Nur bei der Tagseiten-Rekonnexion lösen sich Teile des Ma-
gnetschweifes von den Flanken der Kometenionosphäre ab. Die Nachtseiten-Rekonnexion
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Abb. 4.12: Die Magnetfeldstärke B für den Fall einer Polaritätsumkehr des Sonnen-
windes
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findet stets auf der Schweifachse statt. Daher sind mit hoher Wahrscheinlichkeit auch die
meisten DEs, bei denen nur ein Teil des Kometenschweifes an einer Seite abgetrennt wird
(vgl. Abbildung 4.3), auf Durchgänge des Kometen durch interplanetarische Sektorgren-
zen zurückzuführen. Die zusätzliche Nachtseiten-Rekonnexion kann jedoch die Diskre-
panz zwischen der Anzahl der beobachteten DEs und der Zahl von Polaritätswechseln
im Sonnenwind deutlich vermindern.
Nicht simuliert wurde die Dynamik des Magnetschweifes bei gleichbleibender Magnet-
feldpolarität, aber veränderter Dichte oder Geschwindigkeit des Sonnenwindes. Es ist
wahrscheinlich, daß auch solche Parameteränderungen im Sonnenwind Abreißvorgänge
in Kometenschweifen auslösen, wenn sie zu einem lokalen Anwachsen der Stromdich-
te in der Stromschicht des Schweifes führen. Weitere Simulationen, die außerhalb des
Rahmens dieser Arbeit liegen, werden diese Fälle untersuchen.
Kapitel 5
Diskussion und Ausblick
5.1 Zusammenfassung der Ergebnisse
In der vorliegenden Arbeit wurden die Wechselwirkungen einer kalten, dichten Neu-
tralgaskonzentration mit einem heißen, magnetisierten Plasma untersucht, welches sich
relativ zum Neutralgas in Bewegung befindet. Die Untersuchungen konzentrierten sich
dabei auf die beiden Systeme ”Hochgeschwindigkeitswolke im galaktischen Halo“ und
”Komet im Sonnenwind“. In beiden Systemen bewegt sich eine kühle, dichte Neutralgas-
konzentration relativ zu einem magnetisierten, wesentlich dünneren und heißeren Plas-
mahintergrund. Beide Neutralgaskonzentrationen, HVC und Komet, besitzen dabei kein
inhärentes Magnetfeld. Die Situation ist damit auch vergleichbar mit dem System eines
unmagnetisierten Planeten oder Mondes wie der Venus und des Jupiter-Mondes Io im
magnetisierten Sonnenwind. Die Wechselwirkungen zwischen dem Plasma und dem Neu-
tralgas wurden in dieser Arbeit im Rahmen der Zwei-Fluidtheorie mit den Fluidkompo-
nenten Plasma und Neutralgas mit den Gesetzen der Magnetohydrodynamik numerisch
untersucht. Dazu wurden zweidimensionale, selbstkonsistente und z.T. resistive Plasma-
Neutralgas-Simulationen für die betrachteten Systeme mit einer Reihe unterschiedlicher
Konfigurationen und Parameter durchgeführt. Für das System der HVC im galaktischen
Halo stand dabei die dynamische Entwicklung und Stabilisierung der Hochgeschwindig-
keitswolke im Zentrum des Interesses. In Kapitel 3 wurden dazu zunächst die Simulati-
onsgleichungen des Plasma-Neutralgas-Codes kurz dargestellt und motiviert, sowie deren
Normierung durchgeführt, um eine Skalierbarkeit der Ergebnisse zu erwirken. Anschlie-
ßend wurde in einer ersten Serie von Simulationen die superalfvénische, aber subsonische
Bewegung einer HVC durch den galaktischen Halo mit unterschiedlichen Orientierungen
des Magnetfeldes zur Bewegung der Wolke im Rahmen der idealen Magnetohydrody-
namik simuliert. Die untersuchten Fälle umfaßten dabei die Bewegungen senkrecht und
parallel, sowie im 45◦-Winkel zum Magnetfeld. Die Simulationen wurden dabei stets im
Ruhesystem der Neutralgaswolke durchgeführt, sodaß diese sich in einer magnetisierten
Plasmaströmung befand. Es zeigte sich, daß sich bei Vorliegen einer ausreichend star-
ken Magnetfeldkomponente senkrecht zur Bewegungsrichtung eine magnetische Barriere
durch Kompression und Aufstauen magnetischer Feldlinien im Frontbereich der Wolke
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ausbildet, die die HVC dynamisch und thermisch stabilisiert. Die magnetische Feldstärke
wurde dabei je nach Relativgeschwindigkeit von Plasma und Neutralgas um das Zehn-
bis Zwanzigfache verstärkt. Die magnetische Barriere bildete eine Randschicht um die
Neutralgaswolke, deren magnetischer Druck den Staudruck des anströmenden Plasmas
kompensierte. Dadurch wurde ein Zerreißen der HVC durch Impulsübertrag vom Plasma
auf das Neutralgas unterbunden, was anhand einer rein hydrodynamischen Vergleichs-
simulation belegt wurde. Ohne Barriere zerriß die Neutralgaswolke auf einer Zeitskala,
die klein gegenüber den beobachteten Lebensdauern von HVCs ist. Mit magnetischer
Barriere jedoch behielten die HVCs über die Zeitspanne einer charakteristischen Le-
bensdauer sowohl ihr thermisches als auch ihr Dichteprofil. Die Barriere diente dabei
als Schutzschild, welcher ein Eindringen des Plasmas in den Wolkenkern und die damit
verbundene Aufheizung des Neutralgases verhinderte. Sie reduzierte damit das Verdamp-
fen von Neutralgas an der Wolkenoberfläche soweit, daß die simulierte Lebensdauer mit
den beobachteten Zeitskalen kompatibel wurde. Neben der Barriere im Frontbereich der
HVC bildete sich in deren ”Kielwasser“ zusätzlich ein magnetischer Schweif aus, indem
Magnetfeldlinien durch die Umströmung der HVC mit idealem Plasma um diese her-
um drapiert wurden. Der Magnetschweif wies dabei eine zentrale Stromschicht auf, die
durch die antiparallelen Magnetfelder in seinen beiden Flügeln hervorgerufen wurde.
Auch im Schweif waren die Magnetfelder deutlich gegenüber dem Hintergrundmagnet-
feld verstärkt. Es stellte sich heraus, daß die magnetische Energiedichte in der Barriere
zunächst exponentiell mit der Zeit wuchs und schließlich bei einem Wert sättigte, der von
der Relativgeschwindigkeit von Plasma und Neutralgas bestimmt wurde. Das exponen-
tielle Wachstum wurde dabei durch Umwandlung von kinetischer Energie des Plasmas
in magnetische Energie ermöglicht. Die magnetische Barriere bildete zusammen mit dem
Schweif die in Kapitel 2 beschriebene Kopf-Schweif-Struktur. Durch Impulsübertrag wur-
de Neutralgas durch die Plasmaströmung von den Seiten der HVC abgerieben und in den
Schweif transportiert. Die Säulendichte des Neutralgases zeigte dabei in einem Schnitt
entlang der Schweifachse den bei vielen HVCs mit Kopf-Schweif-Struktur beobachteten,
charakteristischen exponentiellen Abfall zum Schweifende hin. Die Ergebnisse der Simu-
lationen zeigten sowohl im Dichte- als auch Temperaturprofil klare Übereinstimmungen
mit den Beobachtungen. Selbst die häufig beobachtete Zwei-Phasen-Struktur von Hoch-
geschwindigkeitswolken konnte in einer Simulation mit einem höheren Dichtekontrast
zwischen Neutralgas und Plasma reproduziert werden. Weiterhin wurden Simulationen
mit höherer Alfvén-Machzahl MA und höherer Gitterauflösung durchgeführt, um die
Valenz der Ergebnisse für einen weiten Parameterbereich zu untermauern und deren
Abhängigkeit von der numerischen Auflösung zu untersuchen. Es zeigte sich, daß das
Vorhandensein einer im Verhältnis zu beobachteten Halomagnetfeldern schwachen Senk-
rechtkomponente des Magnetfeldes ausreicht, um eine Hochgeschwindigkeitswolke, die
sich mit superalfvénischer Geschwindigkeit durch den galaktischen Halo bewegt, dyna-
misch zu stabilisieren.
Weiterhin wurde in Kapitel 3 die Bildung eines magnetischen Schweifes eingehend un-
tersucht. Dabei stellte sich heraus, daß der Strömungswiderstandswert CD der Neutral-
gaswolke durch Ausbildung der magnetischen Barriere minimiert wurde. Das Abstreifen
von Wolkenmaterial von den Flanken der HVC kam dadurch im Laufe der Simulation
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zum Stillstand. Für die in der Literatur diskutierten (siehe Kapitel 2) hydrodynami-
schen Reibungsmodelle zur Entfernungsbestimmung von HVCs bedeutet dies, daß die
Annahme eines konstanten Reibungskoeffizienten kaum haltbar ist.
In Kapitel 2 wurde der kritische Einfluß von Kelvin-Helmholtz- und Rayleigh-Taylor-
Instabilitäten auf die Lebensdauer von HVCs diskutiert (Champagner Effekt). Zur Un-
tersuchung dieses Einflusses wurde daher in Kapitel 3 eine Simulation vorgestellt, in
welcher die Einsatzkriterien für die modifizierte Kelvin-Helmholtz-Instabilität in ma-
gnetisierten Plasma-Neutralgas-Systemen erfüllt war. Es zeigte sich, daß zwar der ma-
gnetische Schweif instabil gegen die Kelvin-Helmholtz-Instabilität wurde, die eigentliche
HVC jedoch durch die Magnetfeldverstärkung in der magnetischen Barriere stabil blieb.
Ein Zerreißen der HVC durch Kelvin-Helmholtz-Moden wurde dadurch unterbunden. Im
vorletzten Unterkapitel des Kapitels 3 wurde weiterhin anhand einer resistiven Simulati-
on mit stromdichteabhängiger, lokaler Resistivität η gezeigt, daß der Magnetschweif von
HVCs instabil gegen eine Tearing-artige Instabilität sein kann. Es bildeten sich magne-
tische Inseln, X- und O-Punkte aus, die zum Abreißen des Schweifes führten. Im letzten
Unterkapitel wurden schließlich die Einschränkungen aufgrund der Zweidimensionalität
der Simulation und die zu erwartenden Unterschiede bei dreidimensionalen Simulatio-
nen diskutiert (vgl. Unterkapitel 5.3).
Neben den numerischen Untersuchungen zum System der HVCs im galaktischen Halo
wurden in dieser Arbeit auch analytische Rechnungen zum Problem der erhöhten Hα-
Emission von den Frontseiten der HVCs im Magellanschen Strom angestellt. Die Pro-
blemstellung wurde im Rahmen der Einführung in die Beobachtungen und die Physik der
Hochgeschwindigkeitswolken in Kapitel 2 eingehend dargelegt. Im Anschluß daran wur-
de gezeigt, daß die Ionisation von Neutralgasatomen durch den kritischen Geschwindig-
keitseffekt einen plausiblen Mechanismus zur Erklärung der Hα-Emissivitäten darstellt,
die im Rahmen der herkömmlichen Photo- und Schockionisationsmodelle nicht erklärbar
sind. Der im dritten Unterkapitel von Kapitel 2 beschriebene kritische Geschwindigkeits-
effekt ist ein kinetischer Ionisationsprozeß, bei dem sich ein Neutralgas relativ zu einem
magnetisierten Plasmahintergrund und senkrecht zum Magnetfeld bewegt und dabei
elektrostatische Wellen anregt, die die Elektronen des Plasmas heizen. Die so beschleu-
nigten Elektronen können bei Erfüllung gewisser Bedingungen an Magnetfeldstärke und
Plasma- und Neutralgasdichte eine lawinenartige Ionisation des Neutralgases ähnlich
wie bei einer Townsend-Gasentladung auslösen. Bei der Rekombination der ionisierten
Wasserstoff-Atome mit den Plasmaelektronen kommt es dann zur Emission der beob-
achteten Hα-Linie.
Das System der Hochgeschwindigkeitswolken im galaktischen Halo ist eng verwandt
mit dem System von Kometen im Sonnenwind. Bei diesen beobachtet man bei ihrer
Annäherung an die Sonne zyklische Vorgänge, bei denen Teile des Ionenschweifes oder
der gesamte Ionenschweif abreißen. Der Ionenschweif der Kometen entsteht durch das
Drapieren der Magnetfeldlinien des Sonnenwindes um den Kometen herum und ähnelt
damit dem Magnetschweif von HVCs. In Kapitel 4 wurden daher zwei Simulationen
mit stromdichteabhängiger, lokaler Resistivität vorgestellt, die das Abreißen eines Ko-
metenschweifes bei gleichbleibender und bei wechselnder Polarität des Magnetfeldes im
Sonnenwind demonstrieren. Die Simulationen zeigten, daß eine lokalisierte Resistivität
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auch bei gleichbleibender Polarität des Sonnenwindes zum Abreißen des Ionenschweifes
führen kann, indem dessen Magnetfeld auf der Nachtseite des Kometen rekonnektiert
(Nachtseiten-Rekonnexion). Deutlich vehementer war der Abreißprozeß jedoch bei einem
Wechsel der Magnetfeldpolarität, da in diesem Fall zusätzlich eine starke Tagseiten-
Rekonnexion zum Abreißen der Flanken des Magnetschweifes führte. Die in den Simula-
tionen gemessenen Zeitskalen für die Abreißvorgänge waren dabei mit den beobachteten
Zeitskalen kompatibel.
Insgesamt wurde in dieser Arbeit gezeigt, daß die in der Literatur meist nicht berück-
sichtigten Magnetfelder in galaktischen Halos eine entscheidende Rolle bei der dynami-
schen und thermischen Stabilisierung von Hochgeschwindigkeitswolken spielen. Sie sind
nicht nur in der Lage, deren Lebensdauern zu erklären, sondern liefern zusätzlich als
direkte Konsequenz die beobachteten Morphologien von HVCs. Die Ausbildung einer
magnetischen Barriere an der Frontseite einer HVC, die sich durch ein magnetisiertes
Plasma bewegt, ist dabei ein allgemeines Phänomen und keineswegs von einer speziellen
Wahl der Parameter abhängig. Solange die Bewegung der HVC mit superalfvénischer
Geschwindigkeit relativ zum Plasmahintergrund stattfindet, bildet sich schon bei einer
kleinen Komponente des Magnetfeldes senkrecht zur Bewegungsrichtung eine magneti-
sche Barriere aus, deren Stärke durch die Relativgeschwindigkeit von Plasma und Neu-
tralgas bestimmt wird. Dieses Phänomen tritt auch bei Kometen und unmagnetisierten
Planeten und Monden auf. Der sich hinter der HVC ausbildende Schweif kann insta-
bil gegen Strömungsinstabilitäten wie die Kelvin-Helmholtz-Instabilität und resistive
Instabilitäten wie die Tearing-Instabilität werden. Die eigentliche Wolke bleibt jedoch
aufgrund der magnetischen Barriere stabil. Die Arbeit liefert damit einen Beitrag zur
Erklärung der beobachteten Lebensdauern von HVCs und gibt Ansatzpunkte für das
noch offene Problem der Entfernungsbestimmung von HVCs.
5.2 Zur thermischen Isolation von HVCs
Die in dieser Arbeit vorgestellten Simulationen wurden stets unter Vernachlässigung der
Wärmeleitung durchgeführt. Will man die Wärmeleitung, die im wesentlichen durch die
Elektronen des Plasmas getragen wird [Cowie und McKee, 1977], mitberücksichtigen,
so ergibt sich ein zusätzlicher Term −∇ · q mit dem Wärmefluß q = −κ∇T und dem
Wärmeleitungstensor κ in der Energiebilanzgleichung 3.79 des Plasmas. Da sich die Elek-
tronen aufgrund ihrer Ladung senkrecht zum Magnetfeld nicht frei bewegen können, ist
die Wärmeleitung in magnetisierten Plasmen anisotrop. Der Wärmeleitungskoeffizient κ
ist daher ein Tensor. Man unterscheidet zwischen paralleler (κ‖) und senkrechter (κ⊥)
Wärmeleitfähigkeit. Die Wärmeleitfähigkeit parallel zum Magnetfeld entspricht der iso-
tropen Wärmeleitfähigkeit ohne Magnetfelder (Spitzer-Leitfähigkeit; Spitzer, 1962) und
ist nach Braginskii (1965) durch
κ‖(Te) = 1.8 · 10−5Λ−1T 5/2e erg s−1 cm−1 K−1 (5.1)
gegeben, wobei der Coulomb-Logarithmus Λ = lnΛC = ln(λD/λL) das Verhältnis der
Debye-Länge λD zur Landau-Länge λL ausdrückt (vgl. Unterkapitel 3.1.1) und für ty-
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pische extragalaktische und Haloplasmen mit einer Temperatur von Te ≈ 2 · 106 K und
einer Dichte von n ≈ 10−5 cm−3 bei etwa Λ ≈ 35 liegt. Die klassische Wärmeleitfähig-
keit κ‖ läßt sich nach Cowie und McKee (1977) auch als
κ‖ = 1.31 neλe
(
kBTe
me
)1/2
(5.2)
mit der mittleren freien Weglänge eines Elektrons in einem vollständig ionisierten Was-
serstoffplasma der Dichte ne und Temperatur Te [Ettori und Fabian, 2000]
λe = 30.2 T 21 n
−1
−3
 lnΛC
37.9 + ln
(
T1/n
1/2
−3
)
−1 kpc (5.3)
ausdrücken. Dabei wurden die dimensionslosen Größen T1 = kBTe/10 keV und n−3 =
ne/10−3 cm−3 verwendet.
Falls die mittlere freie Weglänge λe der Elektronen vergleichbar mit der Skalenlänge δr
des Temperaturgradienten ist, saturiert der Wärmefluß q, der von den Elektronen ge-
tragen werden kann, bei einem Sättigungswert [Cowie und McKee, 1977]
qsat = 0.42
(
2kBTe
πme
)1/2
nekBTe = 0.023 T
3/2
1 n−3 erg s
−1 cm−2 . (5.4)
Für Elektronen in typischen Haloplasmen ergibt sich nach Gleichung (5.3) eine freie
Weglänge von λe ≈ 1.25 kpc. Als typische Skalenlänge des Temperaturgradienten er-
geben sich je nach Dichte der HVC Werte zwischen der Dicke Rmag der ionisierten
Randschicht (vgl. Unterkapitel 2.3) und dem Radius der Wolke. Für alle galaktischen
HVCs ist die freie Weglänge somit größer als die Skalenlänge des Temperaturgradienten,
so daß der Wärmefluß gesättigt ist. Als Sättigungsfluß erhält man nach (5.4) den Wert
qsat ≈ 6.5 · 10−7 erg s−1 cm−2.
Bei Anwesenheit von Magnetfeldern ist die freie Weglänge λe der Elektronen jedoch
durch deren Gyrationsradius rce = vthe/ωce gegeben, wobei vthe =
√
kBTe/me die ther-
mische Geschwindigkeit der Elektronen und ωce = eB/mec ihre Gyrofrequenz ist. Die
charakteristische Feldstärke in der magnetischen Barriere beträgt nach den Erkennt-
nissen aus Kapitel 3 etwa B ≈ 10 µG. Für diese Magnetfeldstärke ergibt sich für die
Elektronen des Haloplasmas ein Gyrationsradius von rce ≈ 3 ·106 cm, der somit deutlich
kleiner als die Dicke der ionisierten Randschicht ist. Daher kommt es nicht zur Sättigung
des Wärmeflusses senkrecht zum Magnetfeld aufgrund der freien Weglänge der Elektro-
nen. Der Wärmefluß senkrecht zum Magnetfeld ist vielmehr durch die Gyrationsbewe-
gung der Elektronen begrenzt. Nach Braginskii (1965) gilt für die Wärmeleitfähigkeit κ⊥
senkrecht zum Magnetfeld:
κ⊥(ne, Te, B) = 8.2 · 10−19Λ2n2eB−2T−3e κ‖ . (5.5)
Für das Haloplasma ergeben sich mit dem Magnetfeld in der magnetischen Barriere
die Wärmeleitfähigkeiten κ‖ ≈ 2.9 · 109 erg s−1 cm−1 K−1 und κ⊥ ≈ 1.25 · 10−34κ‖.
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Die Wärmeleitfähigkeit senkrecht zum Magnetfeld ist also im Vergleich zu der paral-
lel zu diesem vernachlässigbar. Außerdem ersieht man aus (5.5), daß die senkrechte
Wärmeleitfähigkeit mit B−2 skaliert. Eine Erhöhung der Magnetfeldstärke um einen
Faktor 10 in der magnetischen Barriere senkt also die senkrechte Wärmeleitung um
einen Faktor 100 ab. Entscheidend ist jedoch, daß sich die magnetische Barriere um die
gesamte HVC legt, so daß Wärme nur senkrecht zu den Feldlinien in die HVC eindrin-
gen kann. Die magnetische Barriere bildet somit eine gegen den Wärmefluß isolierende
Randschicht um die HVC und verhindert dadurch effektiv das Verdampfen des Neutral-
gases.
Lediglich Instabilitäten in der magnetischen Barriere können die thermische Isolation
zerstören. Andererseits reduzieren auch turbulente Magnetfelder die Wärmeleitfähigkeit
deutlich [Vikhlinin et al., 2001]. In Kapitel 3 wurde außerdem gezeigt, daß die magneti-
sche Barriere von HVCs stabil gegen Strömungsinstabilitäten ist, solange sie nicht von
einer Schockwelle getroffen wird. Für die Mehrheit der HVCs im galaktischen Halo und
im Magellanschen Strom bildet die magnetische Barriere somit eine effektive thermi-
sche Isolationsschicht gegen das heiße Umgebungsplasma und verhindert dadurch das
Verdampfen der Neutralgaswolke.
5.3 Ausblick
Die in dieser Arbeit beschriebenen Simulationen gehen stets von einer Invarianz des
untersuchten Systems bzgl. der z-Richtung aus. Die sich daraus ergebende Zweidimen-
sionalität der Untersuchungen stellt eine gewisse Einschränkung der Anwendbarkeit der
Ergebnisse auf die beobachteten HVCs dar, da diese dreidimensionale Gebilde sind.
Während die Simulationen Hochgeschwindigkeitswolken in Form eines unendlich langen
Zylinders simulieren, besitzen die meisten beobachteten HVCs eine eher sphärische oder
filamentartige Form (vgl. Kapitel 2). In Kapitel 3.6 wurde gezeigt, daß sich dennoch die
Mehrzahl der in dieser Arbeit dargestellten Ergebnisse mit einiger Vorsicht auch auf drei-
dimensionale HVCs übertragen lassen. Dabei bestehen die Hauptunterschiede zwischen
zwei- und dreidimensionalen Konfigurationen in der Möglichkeit, daß magnetische Feld-
linien an den Flanken der HVC abrutschen oder sich in lokalen Oberflächenvertiefungen
sammeln. Im ersten Fall erwartet man eine schwächere magnetische Barriere, im zwei-
ten eine eventuelle Verstärkung von Rayleigh-Taylor-Moden an der Frontseite der HVC
(vgl. Diskussion in Kapitel 3.6). Um diese Fragen zu klären, sind voll dreidimensionale
Simulationen von HVCs im galaktischen Halo nötig. Ein erster Schritt in der Zukunft
sollte daher darin bestehen, einige der hier vorgestellten Simulationen mit dreidimensio-
nalen Konfigurationen zu wiederzuholen und auf Unterschiede zu untersuchen.
Weiterhin erscheinen Simulationen mit Berücksichtigung einer anisotropen, inhomoge-
nen, magnetfeldabhängigen Wärmeleitung und mit Berücksichtigung von Ionisations-
und Rekombinationsprozessen sehr vielversprechend. Mit solchen Simulationen kann
der Einfluß der Wärmeleitung genauer untersucht werden. Die Berücksichtigung von
Ionisations- und Rekombinationsprozessen ermöglicht die exakte Behandlung des Ein-
schwingsvorganges, bei dem Plasma in das Zentrum der Wolke einströmt, dort abkühlt
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und dann rekombiniert, sowie eine realistischere Behandlung der ionisierten Randschicht.
Schließlich ist eine Parameterstudie mit unterschiedlichen Magnetfeldstärken, Neutral-
gasdichten und Relativgeschwindigkeiten zur Durchführung einer Kelvin-Helmholtz-Sta-
bilitätsanalyse denkbar.
Nach Entwicklung eines Algorithmus zur Schockwellen-Simulation in Plasma-Neutralgas-
Systemen wäre auch die Simulation von supersonischen HVCs im galaktischen Halo
wünschenswert. Ein solcher Algorithmus würde auch die globale Simulation von Kome-
ten im Sonnenwind unter Berücksichtigung des schwachen Bow-Schocks ermöglichen.
Zusätzlich sollte das Ausströmen von Neutralgas von der Kometenoberfläche in zukünf-
tigen Simulationen zu Abreißvorgängen von Kometenschweifen implementiert sein, so
daß auch die mit den Abreißvorgängen verbundenen Dichtekonzentrationen im Ionen-
schweif reproduziert werden können.
Die Ergebnisse der zweidimensionalen Simulationen geben Anlaß zur Hoffnung, daß mit
genaueren Messungen der Magnetfelder in und um HVCs eine zuverlässige Entfernungs-
bestimmung von HVCs von der galaktischen Scheibe mit Hilfe von dreidimensionalen
Simulationen ermöglicht wird. Damit rückt die Antwort auf die Frage nach dem Ur-
sprung der Hochgeschwindigkeitswolken in greifbare Nähe.
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