Eigenvalues in the essential spectrum of a weighted Sturm-Liouville operator are studied under the assumption that the weight function has one turning point. An abstract approach to the problem is given via a functional model for indefinite Sturm-Liouville operators. Algebraic multiplicities of eigenvalues are obtained. Also, operators with finite singular critical points are considered.
Introduction
Let J be a signature operator in a complex Hilbert space H (i.e., J = J * = J −1 ). Then J = P + − P − and H = H + ⊕ H − , where P ± are the orthogonal projections onto H ± := ker(J ∓ I).
Recall that a closed symmetric operator S (in a Hilbert space H) is said to be simple if there is no nontrivial reducing subspace in which S is self-adjoint. This paper is concerned mainly with J-self-adjoint operators T such that T min := T ∩ T * is a simple densely defined symmetric operator in H with the deficiency indices n + (T min ) = n − (T min ) = 2. This class includes weighted Sturm-Liouville operators
1)
A was calculated in [46, Proposition 3.9] , but the analysis of [46] shows that it is difficult to apply this method to eigenvalue problem for the operator A. Connections with definitizability and local definitizability of A and T (see e.g. [54, 35] for basic facts and definitions) are given in Remarks 3.9 and 3.12. Notation. Let H and H be Hilbert spaces with the scalar products (·, ·) H and (·, ·) H , respectively. The domain, kernel, and range of a (linear) operator S in H is denoted by dom(S), ker(S), and ran(S), respectively. If D is a subset of H, then SD is the image of D, SD := {Sh : h ∈ D}, and D is the closure of D.
The discrete spectrum σ disc (S) of S is the set of isolated eigenvalues of finite algebraic multiplicity. The essential spectrum is defined by σ ess (S) := σ(S)\σ disc (S). The continuous spectrum is understood in the sense σ c (S) := {λ ∈ C \ σ p (S) : ran(S − λ) = ran(S − λ) = H }; R S (λ) := (S − λI) −1 , λ ∈ ρ(S), is the resolvent of S. Recall that an eigenvalue λ of S is called semi-simple if ker(S − λ) 2 = ker(S − λ), and simple if it is semi-simple and dim ker(S − λ) = 1. By S λ (S) we denote the root subspace (the algebraic eigensubspace) of S corresponding to the point λ.
That is, S λ (S) is the closed linear hull of the subspaces ker(S − λ) k , k ∈ N. If S is a symmetric operator, n ± (S) denote the deficiency indices of S (see the Appendix). The topological support supp dΣ of a Borel measure dΣ on R is the smallest closed set S such that dΣ(R \ S) = 0; dΣ({λ}) denotes the measure of point λ (i.e., dΣ({λ}) := Σ(λ + 0) − Σ(λ − 0)) if the measure dΣ is determined by a function of bounded variation Σ. We denote the indicator function of a set S by χ S (·). We write f ∈ L [57, Section 7] (a close version of a functional model can be found in [29] ). In this paper, we need only the case of deficiency indices (1, 1) . Let Σ(t) be a nondecreasing scalar function satisfying the conditions The operator of multiplication Q Σ : f (t) → tf (t) is self-adjoint in L 2 (R, dΣ(t)). It is assumed that Q Σ is defined on its natural domain dom(Q Σ ) = {f ∈ L 2 (R, dΣ(t)) :
R |tf (t)| 2 dΣ(t) < ∞}.
Consider the following restriction of Q Σ :
R f (t)dΣ(t) = 0}.
Then T Σ is a simple densely defined symmetric operator in L 2 (R, dΣ(t)) with deficiency indices (1,1). The adjoint operator T * Σ has the form dom(T * Σ ) = {f = f Q + c t t 2 + 1 : f Q ∈ dom(Q Σ ), c ∈ C}, 2) where the constant c is uniquely determined by the inclusion f − ct(t 2 + 1) −1 ∈ dom(Q Σ ) due to the second condition in (2.1).
Let C be a fixed real number. Define linear mappings Γ 
3)
Then {C, Γ is the corresponding Weyl function of T Σ . Another way to describe the operator T * Σ is the following (see [22] ). Note that the domain dom (T * Σ ) consists of the functions f ∈ L 2 (R, dΣ(t)) such that for some constant c ∈ C the function f (t) := tf (t) − c belongs to L 2 (R, dΣ(t)). It follows from (2.1) that the constant c is uniquely determined and coincides with the constant c introduced in (2.2) . Therefore, c = Γ Σ 0 f and T * Σ f = f .
(2.5)
The functional model for J-self-adjoint extensions of symmetric operators
Let J be a signature operator in a Hilbert space H, i.e., J = J * = J −1 . Then J = P + − P − and H = H + ⊕ H − , where P ± are the orthogonal projections onto H ± := ker(J ∓ I).
Let T be a J-self-adjoint operator in H, i.e., the operator B = JT is self-adjoint. The domains of T and B coincide, we denote them by D := dom(T ) (= dom(B)).
Put
T min := T ∩ T * , D min := dom(T min ).
By the definition, the operator T min is a symmetric operator and so is Let Σ + and Σ − be nondecreasing scalar functions satisfying (2.1). Let C + and C − be real constants. Consider the operator A = A {Σ + , C + ,
dom( A) = { f = f + + f − : f ± ∈ dom(T * Σ ± ), Γ
where T * Σ ± are the operators defined in Subsection 2.1. One of main results of this paper is the following theorem.
Theorem 2.1. Let J be a signature operator in a separable Hilbert space H and let T be a J-selfadjoint operator such that T min := T ∩ T * is a simple densely defined symmetric operator in H with deficiency indices (2, 2) . Then there exist nondecreasing scalar functions Σ + , Σ − satisfying (2.1) and real constants C + , C − such that T is unitarily equivalent to the operator
First, we prove several propositions that describe the structure of T as an extension of the symmetric operator T min , and then prove Theorem 2.1 at the end of this subsection.
Proposition 2.2. Let T be a J-self-adjoint operator. Let the operators T
(2.8)
Then:
min is a symmetric operator in the Hilbert space H ± and
Note that g ∈ H ± is equivalent to Jg = ±g. So (2.10) implies Bf ± ∈ H ± , and therefore the vector T min f ± = T f ± = JBf ± belongs to H ± . The first part of (2.9) is proved. Since T min is a symmetric operator in H, the operators T ± min are symmetric too. Finally, the second part of (2.9) follows from (2.6) and (2.10).
(ii) Since B = B * , it easy to see that
The equalities n ± (T
It follows from (2.11) and (2.12) that n + (T min ) > m yields n − (T min ) < m. In this case,
Assume now that the operator T min is densely defined in H. Put, for convenience' sake,
Proposition 2.3. Let T be a J-self-adjoint operator. Assume that T min is densely defined in H and
(ii) the mappings Proof. Note that
is a domain of both the operators T max := T * min and B max := B * min . Since
we see that
Let us show that the mappings P ± are injective. (2.15)
Indeed, if ker P + = {0}, then there exists h ∈ D such that h ∈ D min and
and this implies that h = P + h + P − h belongs to D min , a contradiction.
Since
(this definition of m coincides this that of (2.11)). Indeed, B is a self-adjoint extension of
. We see that m = N + + N − . From this and (2.16), we get N + = N − = m/2. Thus, statement (i) holds true. Besides, taking (2.15) and N ± < ∞ into account, one obtains that P ± are surjective. This complete the proof of (ii).
Recall that existence of a boundary triplet for S * , where S is a symmetric operator in a separable Hilbert space H, is equivalent to n + (S) = n − (S) (see [49, 21] ).
Theorem 2.4 (cf. Theorem 6.4 of [20] ). Let T be a J-self-adjoint operator. Assume that T min is densely defined in H and n + (T min ) = n − (T min ) =: m < ∞. Then: (i) m is an even number and
(note that P ± h ∈ D ± max due to (2.14)). Theorem 2.4 shows that the operator T admits the representation one can get from Proposition 2.3 (ii) the fact that Γ Let h ∈ D max /D min and h ± = P ± h, where 
From (2.20) and f, g ∈ D, we get
It follows from (2.21), (2.22) , and (2.23) that
or, equivalently,
for all f, g ∈ D. It follows easily from Proposition 2. 25) where T Σ ± are the operators defined in Subsection 2.1, and U ± are certain unitary operators from H ± onto L 2 (R, dΣ ± (t)). Moreover, the unitary operators U ± can be chosen such that
The last statement follows from the description of all possible boundary triples in terms of chosen one (see e.g. [49] and [22, Proposition 1.7] 
U ± with α ∈ [0, 2π). Now changing U ± to e iα ± U ± we save (2.25) and get (2.26). Formulae (2.18) and (2.17) complete the proof.
Remark 2.5. (1) Self-adjoint couplings of symmetric operators were studied in [20, 26] (see also references therein). Theorem 2.4 (ii) can be considered as a modification of [20, Theorem 6 .4] for J-self-adjoint operators.
(2) Note that in Proposition 2.2 we do not assume that the domain D min of T min is dense in H. However, for convenience' sake, the operator T min is assumed to be densely defined in the other statements of this subsection. The assumption dom(T min ) = H can be removed from Proposition 2.3 and Theorem 2.4 with the use of the linear relation notion in the way similar to [20, Section 6] .
(3) Theorems 2.4 (ii) and 2.1 show that the operator T admits an infinite family of functional models, which corresponds to the infinite family of boundary triples. All the functional models can be derived from a chosen one due to [22, Proposition 1.7 ].
The Sturm-Liouville case
Consider the differential expressions
> 0 and xr(x) > 0 for almost all x ∈ (a, b), and that −∞ ≤ a < 0 < b ≤ +∞. So the weight function r has the only turning point at 0 and the differential expressions a and l are regular at all points of the interval (a, b) (but may be singular at the endpoints a and b). The differential expressions are understood in the sense of M.G. Krein's quasi-derivatives (see e.g. [16] ).
If the endpoint a (the endpoint b) is regular or is in the limit circle case for l[·], we equip the expressions l[·] and a[·] with a separated self-adjoint boundary condition (see e.g. [65] or [54] ) at a (resp., b), and get in this way the self-adjoint operator L and the J-self-adjoint operator A in the Hilbert space L 2 (R, |r(x)|dx). Indeed, A = JL with J defined by
Obviously,
. So J is a signature operator and A is a J-self-adjoint operator.
In the case when l[·] is in the limit point case at a and/or b, we do not need boundary conditions at a and/or b.
It is not difficult to see that the operator A min := A ∩ A * is a closed densely defined symmetric operator with the deficiency indices (2,2) and that A min admits an orthogonal decomposition [30] , formally, under some additional conditions on the coefficients. A modification of the same proof is briefly indicated in Remark 2.7 below. So A min is a simple symmetric operator.
Applying Theorem 2.1, one obtains a functional model for A. However, we will show that a model for A can be obtained directly from the classical spectral theory of Sturm-Liouville operators and that Σ ± are spectral measures associated with Titchmarsh-Weyl m-coefficients of A.
To avoid superfluous notation and consideration of several different cases, we argue for the case when That is we assume that the operator
is defined on the maximal domain and is self-adjoint (resp., J-self-adjoint). Under these assumptions,
The operator A min = A ∩ A * has the form
. Let us define the Titchmarsh-Weyl m-coefficients M N+ (λ) and M N− (λ) for the Neumann problem associated with the differential expression a[·] on R + and R − , respectively. Facts mentioned below can be found, e.g., in [56, 63] , where they are given for spectral problems on R + , but the modification for R − is straightforward. Let s(x, λ), c(x, λ) be the solutions of the equation
subject to boundary conditions
Then M N± (λ) are well-defined by the inclusions
Moreover, M N± (λ) admit the following representation 33) where Σ N± are nondecreasing scalar function such that conditions (2.1) are fulfilled and
the functions M N± (λ) have the asymptotic formula
Here and below √ z is the branch of the multifunction on the complex plane C with the cut along 
where Q Σ N± are the operators of multiplication by t in the space L 2 (R, dΣ N± (t)) and F ± are the (generalized) Fourier transformations defined by (F ± f )(t) := l.i.m.
Here l.i.m. denotes the strong limit in
and M Σ N± ,C N± (λ) are defined by (2.4).
Theorem 2.6. Assume that conditions (2.29) and (2.30) are fulfilled and the J-self-adjoint operator
as above. Then A is unitarily equivalent to the operator
Proof. The proof is based on two following representations of the resolvent R A ± 0 (see [56, 64] ):
, we see that
and
. Then, by the von Neumann formula,
where y 0± (t) ∈ dom(A ± min ) and c 1 , c 2 ∈ C are certain constants. Therefore (2.32) yields
This, (2.43), and (2.42) implies that (2.42) holds for all y ± (x) ∈ dom((A ± min ) * ). Taking (2.36) and (2.3) into account, we get
Combining (2.40), (2.45), and (2.46), we get (2.37).
Remark 2.7. Since the operators T Σ N± are simple (see [57, Proposition 7.9] ), in passing it is proved that so are the operators A ± min and A min . This proof of simplicity works in general case of SturmLiouville operator with one turning point described in the beginning of this section. Formally, it removes extra smoothness assumptions on the coefficient p imposed in [30] . But actually it is just another version of the proof of [30, Theorem 3] since the essence of both the proofs is based on Kreins criterion for simplicity [53, Section 1.3].
3 Point and essential spectra of the model operator A and of indefinite Sturm-Liouville operators
Point spectrum of the model operator
The main result of this section and of the paper is a description of the point spectrum and algebraic multiplicities of eigenvalues of A{Σ + , C + , Σ − , C − }. First, to classify eigenvalues of the operator T * Σ defined in Subsection 2.1, we introduce the following mutually disjoint sets:
In this section we denote for brevity Γ
, where Γ
are linear mappings from dom(T * Σ ± ) to C defined by (2.3).
In this paper, for fixed λ ∈ R, the notation χ R\{λ} (t) (t−λ) j means the function that is equal to 0 at t = λ and
In what follows the functions χ R\{λ} (t) (t−λ) j and jump discontinuities of Σ play an essential role. Note that the set of jump discontinuities of Σ coincides with
(t−λ) j and
to the same class of L 2 (R, dΣ) and any of these two notations can be used. We also use notation dΣ({λ}) := Σ(λ + 0) − Σ(λ − 0).
For the sake of simplicity, we start from the case when
(which arises, in particular, in Section 2.3) and then consider the general case.
Theorem 3.1. Let Σ ± be nondecreasing scalar functions satisfying (2.1) and let C ± be real constants. Assume also that conditions (3.4) are fulfilled. Then the following statements describe the point spectrum of the operator A = A{Σ + , C + , Σ − , C − }. 
(iii) if conditions (3.5), (3.6) and (3.7) hold true, then the algebraic multiplicity of λ equals the greatest number k (k ∈ {2, 3, 4, . . . } ∪ {+∞}) such that the conditions (3.9) are fulfilled for all natural j such that 2 ≤ j ≤ k − 1 (in particular, k = 2 if at least one of conditions (3.8), (3.9) is not fulfilled for j = 2).
If (3.10) holds true, then the geometric multiplicity of λ is 1, and the algebraic multiplicity is the greatest number k (k ∈ {1, 2, 3, . . . } ∪ {+∞}) such that the conditions
are fulfilled for all j ∈ N such that 1 ≤ j ≤ k. − λI) and y ∈ dom( A).
, and using (3.14), we obtain
3) (or even simpler (2.5)) yields that
) and
The function χ {λ} (t), λ ∈ R, is a nonzero vector in L 2 (R, dΣ ± ) exactly when λ ∈ A p ; in this case, 
Since λ ∈ A p (Σ ± ), we see that λ ∈ R and dΣ ± ({λ}) = 0. Taking into account (3.17), we see that system (3.13) is equivalent to c
. Therefore the geometric multiplicity of λ equals 1 and
is one of corresponding eigenvectors of A. and Ay 1 − λy 1 = y 0 . By (2.5), we have
Choosing t = λ, we obtain
Therefore, 20) where c
are equivalent to (3.6) and (3.7), respectively.
Assume that (3.6) and (3.7) are fulfilled. By (3.15), we have
The latter and (3.19) implies that y 1 ∈ dom( A) if and only if the conditions (3.5) and
are fulfilled. Thus, the quotient space ker( A − λ) 2 / ker( A − λ) = {0} if and only if the conditions (3.5), (3.6), and (3.7) are satisfied. In this case, generalized eigenvectors of first order y 1 have the form (3.20) with constants c 
where
and Ay 2 − λy 2 = y 1 , then
For t = λ we have
Consequently,
By (3.23), conditions (3.13) for y 2 has the form
Thus y 2 exists if and only if χ R\{λ} (t) (t − λ) 2 ∈ L 2 (R, dΣ ± ) and (3.25) is fulfilled. This is equivalent (3.8) and (3.9) for j = 2. Continuing this line of reasoning, we obtain part 2) of the theorem.
3) The idea of the proof for part 3) is similar to that of part 2), but calculations are simpler.
. Hence (3.13) has the form
Consequently λ is an eigenvalue of A if and only if (3.10) holds true; in this case the geometric multiplicity is 1 and y 0 = . Then
Therefore y
is characterized by (3.11) with j = 2. Conditions (3.13) become
Taking into account (3.10), we see that the generalized eigenvector y 1 exists if and only if conditions (3.11), (3.12) are satisfied for j = 2. Continuing this line of reasoning, we obtain part 3) of the theorem.
and (3.13) has the form
Thus c
Now we consider the general case when the functions Σ ± satisfy (2.1) and C ± are arbitrary real constants.
Lemma 3.2. Let k ∈ N and let one of the following two assumptions be fulfilled:
, and the following two statements are equivalent:
(ii) lim ε→0 ε∈R
where the function Φ is defined by
statements (i) and (ii) are equivalent to
(iii) the function Φ is analytic in a certain neighborhood of λ and
− is defined in a punctured neighborhood of λ and has a removable singularity at λ, then we assume that Φ is analytically extended over λ.)
Proof. We assume here and below that j ∈ N.
First note that if λ ∈ σ ess (Q Σ ± ), then
for any j ∈ N, and using the definition of dom(T * Σ ± ), we see that
) for any j. Generally, the last statement is not true for λ ∈ σ ess (Q Σ ± ). But under assumptions of the lemma, we have
for j = k. Taking into account the first assumption in (2.1), we see that (3.26) is valid for all j ≤ k. The latter implies that
The
Eqs. (2.3) (see also (3.14)) allow us to conclude that
This prove the equivalence of (i), (ii), and (iii) for the case when λ ∈ σ(Q Σ + ) ∪ σ(Q Σ − ) (this simplest case explains the crux of the lemma).
Consider the case λ ∈ σ(
The assumptions of the lemma state that dΣ + ({λ}) = dΣ − ({λ}). So λ is an isolated eigenvalue of both the operators Q Σ + and Q Σ − and is an isolated jump discontinuity of Σ + and Σ − . This and dΣ + ({λ}) = dΣ − ({λ}) imply that Φ has a removable singularity at λ and can be considered as an analytic function in a certain neighborhood of λ. Moreover,
and (i) ⇔ (ii) ⇔ (iii) is shown again. Now let assumption (b) be satisfied and let λ ∈ σ ess (Q Σ + ) ∪ σ ess (Q Σ − ). Then the function Φ is not analytic in λ, but the limit in statement (ii) exists and
Indeed, taking dΣ + ({λ}) = dΣ − ({λ}) into account, we get Φ(z) = C + − C − + I ∞ (z) + I λ (z), where
(dΣ + (t) − dΣ − (t)) , and δ is any fixed positive number. The function I ∞ (z) is analytic at λ. Formula (3.26) is valid for j ≤ k and allows us to apply Lebesgue's dominated convergence theorem to the limit lim ε→0 ε∈R
As a result, we see that (3.28) implies (3.30) for k = 1 and (3.29) implies (3.30) for k ≥ 2. 
31)
are fulfilled for all j ∈ N such that 2 ≤ j ≤ k − 1 (in particular, k = 2 if at least one of conditions (3.8), (3.31) is not fulfilled for j = 2). 
are fulfilled for all j ∈ N such that 1 ≤ j ≤ k.
If λ ∈
Proof. The proof is similar to that of Theorem 3.1, but some technical complications appear. Namely, (3.15) is not valid whenever any of conditions in (3.4) is not satisfied. We have to use (3.14), which is valid in the general case. Note that (3.17) holds true. In the case λ ∈ A r (Σ ± ), (3.16) holds also. When λ ∈ σ p (Q Σ ± ), Eq. (3.16) should be changed to (3.27) .
The proof of statements 1) and 4) remains the same.
As before, we see that λ is an eigenvalue of A with geometric multiplicity 1 and one of corresponding eigenvectors has the form (3.18).
Let y 1 = y
and Ay 1 − λy 1 = y 0 . In the same way, we get (3.19), (3.20) as well as the fact that the conditions y
are equivalent to (3.6) and (3.7), respectively. If (3.6) and (3.7) are fulfilled, we obtain
The latter and (3.19) implies that y 1 ∈ dom( A) if and only if conditions (3.5) and
are fulfilled. Thus, generalized eigenvectors of first order exist if and only if conditions (3.5), (3.6), and (3.7) are satisfied. In this case, y 1 has the form (3.20) with constants c ± 2 such that (3.34) holds. In particular, the constants
give a generalized eigenvector (as before,
).
Let y 2 = y 
Thus y 2 exists if and only if, for j = 2, conditions (3.8) and
are fulfilled. By Lemma 3.2, (3.36) is equivalent to (3.31) with j = 2. Continuing this line of reasoning, we obtain parts 2) and 3) of the theorem. χ R\{λ} (t) (t−λ) j for the cases j = 1 and j ≥ 2, see (3.28) and (3.29). In the case when assumptions (3.4) are fulfilled, (3.28) can be written in the form of (3.29) and we get Theorem 3.1.
(2) Note that eigenvalues of A that belong to ρ(Q Σ + ⊕ Q Σ + ) can be found in the terms of M Σ ± ,C ± using [21] (and, perhaps, [18] ), see the next section. Algebraic multiplicities of eigenvalues in ρ(Q Σ + ⊕ Q Σ + ) can be found using Krein's resolvent formula (see [21, 22] for a convenient abstract form), root subspaces for eigenvalues in ρ(Q Σ + ⊕ Q Σ + ) were found in [19] . Theorem 3.3 has some common points with [12] , where the abstract Weyl function was used to find eigenvalues of a selfadjoint operator. But the approach of the present paper goes in the backward direction: we use the spectral measures dΣ ± and the functional model to find eigenvalues and root subspaces and then, using Lemma 3.2, return to the answer in the terms of the abstract Weyl functions given in Theorem 3.3.
(3) Various generalizations of (R)-functions and their functional models were considered in [25, 34] . These results were applied to certain classes of regular Sturm-Liouviile problems in [26, 10, 27 ].
Essential and discrete spectra of the model operator and of indefinite Sturm-Liouville operators
Besides the symmetry condition σ(T ) = σ(T ) * the spectrum of a J-self-adjoint operator can be fairly arbitrary (see [54] ). An example of a differential operator with a "wild" spectrum was given in [4, 2] . The operator A is J-self-adjoint with J given by Jf (x) = (sgn x)f (x). It was observed in [4, 2] that every λ ∈ C is an eigenvalue of A and, moreover, every λ ∈ R is a nonsimple eigenvalue. Theorem 3.1 shows that every λ ∈ C is an eigenvalue of infinite algebraic multiplicity (the geometric multiplicity of λ equals 1). Indeed, introducing as in Theorem 2. On the other hand, {C,
It is easy to see that the differential expression − d 2 dx 2 is associated with both the symmetric operators A ± min . These operators and their boundary triples are unitarily equivalent. This means that the corresponding Weyl functions M ± coincide. Now Theorem 3.3 implies that any λ ∈ C \ R is an eigenvalue of infinite algebraic multiplicity and therefore σ(A) = C. (Actually in this case conditions (3.4) hold, so Theorem 3.1 can also be applied.) Finally, note that the functions M ± are meromorphic and therefore Theorem 3.3 (2)-(3) and Lemma 3.2 (ii)⇔(iii) imply that each point λ ∈ C is an eigenvalue of infinite algebraic multiplicity. Remark 3.6. In [61] , a characterization of the case σ(A) = C was given in terms of coefficients for regular operators A =
with Dirichlet boundary conditions. Both coefficients r and p were allowed to change sign, modifications of arguments for general regular problems were suggested also.
Arguments of Example 3.5 show that the case σ( A) = C is exceptional in the sense of the next proposition.
Proposition 3.7. The following statements are equivalent:
(ii) the measures dΣ + and dΣ − coincide, and C + = C − ;
Moreover, if statements (i)-(iii) hold true, then every point in the set
is an eigenvalue of A of infinite algebraic multiplicity.
, then the nonreal spectrum is the set of zeros of analytic function Φ defined in Lemma 3.2. More precisely, Theorem 3.3 shows that 
(iii) the geometric multiplicity equals 1 for all eigenvalues of A;
, then the algebraic multiplicity of λ 0 is equal to the multiplicity of λ 0 as a zero of the holomorphic function [38, 39] (see also [46, Section 2.3] ) using the result of [36] and the fact that ρ(A) = ∅; the detailed proof was published in [47, Theorem 3.6] . The same proof is valid for the operator A if we note that ρ( A) = ∅ whenever supp dΣ + and supp dΣ − are separated by a finite number of points. Indeed, in this case supp dΣ + = supp dΣ − since supp dΣ ± are unbounded due to the second assumption in (2.1).
]). This criterion was obtained for operators
A = (sgn x)(−d 2 /dx 2 + q(x)) in
Non-emptiness of resolvent set for Sturm-Liouville operators
To apply Proposition 3.8 to the J-self-adjoint Sturm-Liouville operator
introduced in Section 2.3, one has to insure that ρ(A) = ∅. Here we discuss briefly results of this type. We assume that A{Σ + , C + , Σ − , C − } is one of model operators unitarily equivalent to the operator A and that M ± (·) = M Σ ± ,C ± (·) are the associated Weyl functions.
Sometimes it is known that the asymptotic formulae of M + and M − at ∞ are different. This argument was used in [46, Proposition 2.5 (iv)] to show that ρ(A) = ∅ for the operator (sgn x)(−d 2 /dx 2 + q(x)). Indeed, (2.34) shows that M N+ (·) ≡ M N− (·). One can extend this result using [3, Theorem 4] in the following way: if p ≡ 1 and there exist constants r ± > 0 such that to get back to the form with p ≡ 1: Proposition 3.10. Assume that there exist positive constants r ± such that
Another simple way to prove ρ(A) = ∅ uses information on the supports of spectral measures dΣ ± . In this way, it was obtained in [42, Proposition 3 
is semi-bounded from below (the proof [42, p. 811] given for p ≡ 1 is valid in the general case). Moreover, modifying slightly the same arguments, we get the next result. Local definitizability of Sturm-Liouville operators with the weight function r having more than one turning point was considered in [8] .
(2) And vise versa, it was noticed in [47, Proposition 4.1] that local definitizability results could be used to get additional information on non-real spectrum. Namely, the above criterion of local definitizability implies that the non-real spectrum σ(A) \ R of the operator A =
is semi-bounded from below (the proof is immediate from the definition of the local definitizability).
(3) Under the assumption that a[y] = (sgn x)(−y ′′ + qy) is in the limit point case in ±∞, the fact that ρ(A) = ∅ was noticed by M. M. Malamud and the author of this paper during the work on [45] , and was published in [39, 46] . 4 The absence of embedded eigenvalues and other applications
The absence of embedded eigenvalues for the case of infinite-zone potentials
Theorems 3.1 and 3.3 can be applied to prove that the Sturm-Liouville operator A has no embedded eigenvalues in the essential spectrum if some information on the spectral measures dΣ ± is known. We illustrate the use of this idea on operators A = (sgn x)L, where
is an operator in L 2 (R) with infinite-zone potentials q (in the sense of [55] , the definition is given below). First recall that the operator L = −d 2 /dx 2 + q(x) with infinite zone potentials q is defined on the maximal natural domain and is self-adjoint in L 2 (R) (i.e., the differential expression is in the limit point case both at ±∞). The spectrum of L is absolutely continuous and has the zone structure, i.e., 
and lim
is the left (right, resp.) endpoint of the j-th gap in the spectrum σ(L), the "zeroth" gap is (−∞, µ r 0 ). Following [55] , we briefly recall the definition of infinite-zone potential under the additional assumptions that
It is easy to see from (4.3) that g N and f N converge uniformly on every compact subset of C. Denote lim
[55, Theorem 9.1.1] states that there exist limits
Moreover, the functions g, f , h, and k are holomorphic in C.
It follows from [55, Subsection 9.1.2] that the functions
are the Titchmarsh-Weyl m-coefficients on R ± (corresponding to the Neumann boundary conditions) for some Sturm-Liouville operator L = −d 2 /dx 2 +q(x) with a real bounded potential q(·). The branch f (·) of the multifunction is chosen such that both m ± belong to the class (R) (see Section 2.3 for the definition). Let q be an infinite-zone potential defined as above. B. Levitan proved that under the additional condition inf(µ l j+1 − µ l j ) > 0, the potential q is almost-periodical (see [55, Chapter 11] ). The following theorem describes the structure of the spectrum of the J-self-adjoint operator A = (sgn x)L. Note that the Titchmarsh-Weyl m-coefficients M N± for A introduced in Section 2.3 are connected with m-coefficients for L through 
is all the eigenvalues of A are isolated and have finite algebraic multiplicity. Besides, all the eigenvalues and their geometric and algebraic multiplicities are given by statements (ii)-(v) of Proposition 3.8.
(ii) The nonreal spectrum σ(A) \ R consists of a finite number of eigenvalues.
The functions g, f , k, and h defined above are holomorphic in C. Moreover, g and f admit the following representations
where the infinite products converge uniformly on all compact subsets of C due to assumptions (4.3) (see [55, Section 9] ). It follows from (4.5) that
From this and (4.7) we get
It follows from (4.8) that the zeros of the function h belongs to (−∞, µ
Besides, all the zeroes of h have multiplicity 1 (otherwise one of the functions M N± does not belongs to the class (R)). This implies that the spectra of the operators A ± 0 defined in Section 2.3 have the following structure: 
The entire function in the left side of the last equation is not identically zero since it is positive in the points of the set
(this set is nonempty due to (4.1), (4.6) , and the fact that M N± (·) ≡ 0). Therefore, Combining this and (4.14), we see that σ(A) \ R is finite.
Note that (4.15) implies that each gap of the essential spectrum σ ess (A) has at most finite number of eigenvalues.
Other applications
A part of this paper was obtained in author's candidate thesis [38] , was announced together with some applications in the short communication [39] , and was a base of several author's conference talks in [2004] [2005] . Namely, in [38, 39] , the operator A{Σ + , C + , Σ − , C − } was introduced as a functional model for the operator (sgn x)(−d 2 /dx 2 + q) (see Theorem 2.6) and the description of eigenvalues under conditions (3.4) was given (see Theorem 3.1). These results were used in [46, 42] . The idea of the functional model originated from [41, 45] , where a representation of the operator (sgn x)(−d 2 /dx 2 +q) as an extension of a direct sum of two symmetric Sturm-Liouville operators was used essentially (in a less explicit form the same idea appeared earlier in [17, 28] ).
The absence of embedded eigenvalues in the essential spectrum of the operator (sgn x)(−d 2 /dx 2 + q) with a finite-zone potential q was proved in [46, Theorem 7.1 (2)] via Theorem 3.1. This proof is adopted in part (i) of Theorem 4.2 for the infinite-zone case.
Theorem 3.1 helps to find algebraic multiplicity of embedded eigenvalues. This was used in a paper of A. Kostenko and the author (see [42] , Proposition 2.2, Theorems 6.1 (ii) and 6.4 (ii)) to prove simplicity of the eigenvalue λ = 0 for two operators of type (sgn x)(−d 2 /dx 2 + q). This fact and necessary conditions for regularity of critical points (see [42, Theorem 3.9] ) allowed us to show that 0 is a singular critical point for the considered operators (see [42, Remark 6 .3, Theorem 6.4 (iii)] and also Section 5 of the present paper).
The fact that 0 may be a non-semi-simple eigenvalue (i.e., ker A 2 = ker A) is essential for the theory of "two-way" diffusion equations. In the simplest case, such equations lead to spectral analysis of J-nonnegative operators that take the form of the operator A introduced in Section 2.3. If 0 and ∞ are not singular critical points of A than the algebraic multiplicity of 0 affects proper settings of boundary value problems for the corresponding diffusion equation (see [6, 5, 32] ). If 0 is a singular critical point of A, as in the examples constructed in [42, 44] and Section 5, the existence and uniqueness theory for corresponding diffusion equations is not well-understood (see [48, Section 1] , [14, 59, 40] ).
Remark 4.3. For periodic potentials and certain classes of decaying potentials, asymptotic behavior of solutions of −y ′′ + qy = λy is well-known and yields the absence of eigenvalues in some parts of the spectrum of the operator A = (sgn x)L (where
For example, the assumption
[58, Lemma 3.1.1 and formula (3.2.4)]). This fact was used essentially in [44, Section 4] to prove that, for this class of potentials, A is similar to self-adjoint operator exactly when L ≥ 0. For periodic potentials, σ ess (A) ∩ σ p (A) = ∅ follows from [63, Section 21] . For q ∈ L 1 (R), the fact that the only possible real eigenvalue is 0 (i.e., σ p (A) ∩ R ⊂ {0}) follows immediately from [63, Section 5.7] Basic facts on the theory of Krein spaces and the theory of J-self-adjoint definitizable operators can be found e.g. in [54] . An account on (non-differential) operators with a finite singular critical point can be found in [15] . The following proposition is a simple consequence of [54, Theorem II. Remark 5.2. The necessary similarity condition given in [42, Theorem 3.4 ] is of independent interest since it provides a criterion of similarity to a self-adjoint operator for operators (sgn x)(−d 2 /dx 2 + q) with finite-zone potentials (see [42, Remark 3.7] ). And it is unknown whether the condition of [42, Theorem 3.4] provides a criterion of similarity to a self-adjoint operator for the general operator Using Proposition 5.1, a large class of operators with the singular critical point 0 similar to that of [42, 44] can be constructed. In the next theorem, we characterize the case described in Proposition 5.1 among the operators A r := − sgn x |r(x)| d 2 dx 2 that have the limit point case both at ±∞ (and act in L 2 (R; |r(x)|dx)). So we assume that
and the operator A r is defined on its maximal domain. Condition (5.2) is equivalent to J-selfadjointness of A r with J : f (x) → (sgn x)f (x). Obviously, A r is J-non-negative and definitizable (see [16] and also Proposition 3.11). (r2) r ∈ L 1 (R), R r(x)dx = 0, and
Proof. We need to prove only (1). Let us note that r ∈ L 1 (R) is equivalent to 0 ∈ σ p (A r ). If the latter holds, then f 0 (x) ≡ 1 is an eigenfunction (unique up to multiplication by a constant), and
Assume that the eigenvalue 0 is not simple. Then there is a generalized eigenfunction of first order y ∈ L 2 (R, |r(x)|dx), which is a solution of A r y = f 0 . It is easy to see that the derivative of y has the form y ′ = y ′ 1 + C 1 , where C 1 ∈ C is a constant and y 1 is defined by (5.3). Condition y ∈ L 2 (R, |r(x)|dx) implies that C 1 = 0 (otherwise y ′ (x) → C 1 = 0 as x → ±∞ and, therefore, y ∈ L 2 (R; |r(x)|dx) due to (5.2)). This shows that y 1 is the only possible generalized eigenvector, and (5.3) ensures that y 1 ∈ L 2 (R, |r(x)|dx). Thus, (5.3) is equivalent to the fact that 0 is a simple eigenvalue (under the assumptions r ∈ L 1 (R), R r(x)dx = 0).
In the following corollary f (x) ≍ g(x) as x → +∞ (x → −∞) means that for X > 0 large enough both f g and g f are bounded on (X, +∞) (resp., (−∞, −X)). (i) A is a quasi-J-nonnegative operator, with k A = 1, i. e., the sesquilinear form [A·, ·] has one negative square; .
Combining this with Theorem 3.1 (1), we see that (0, +∞) ⊂ A 0 (Σ N+ ), and therefore σ p (A) ∩ (0, +∞) = ∅. Since the potential of L is even, we see that σ p (A) ∩ (−∞, 0) = ∅. This concludes the proof.
Remark 6.2. Actually, σ(A) = R. This follows from Proposition 3.8 (i) and the fact that M N± (·) = ±m N± (±·). The fact that A has no eigenvalues in R \ {0} can also be easily obtained from [63, Section 5.7] or from [13, Problem IX.4 ].
Combining Proposition 6.1 with (p1) and (p2), we will show that q A (z) = z, and that q A (z) = z contradicts (p3). Indeed, since L is not nonnegative, the polynomial z is not a definitizing polynomial of the operator A. So p A (z) ≡ z, and therefore q A is nontrivial. q A has the degree equal to k A = 1 due to (p1). Since the polynomial q A is of minimal degree, Proposition 6.1 (ii) implies that q A has no non-real zeros, see [54, p.11 , the second paragraph] or [16, p. 38 , the last paragraph]. (Note also that in our case p A is a definitizing polynomial of minimal degree since 0 is a critical point of A.) By Proposition 6.1 (iii), A has no eigenvalues in R \ {0}. Therefore, statement (p2) implies that q A has no zeros in R \ {0}. Summarizing, we see that q A (z) = z and p A (z) = z 3 . Proposition 6.1 (iv) states that 0 is a simple eigenvalue. This fact contradicts (p3).
The equality dim L 0 = k A + k 
A Appendix: Boundary triplets for symmetric operators
In this section we recall necessary definitions and facts from the theory of boundary triplets and abstract Weyl functions following [49, 31, 21, 22] Let S be a closed densely defined symmetric operator in H with equal deficiency indices n + (S) = n − (S) = n (by definition, n ± (S) := dim N ±i (S), where N λ (S) := ker(S * − λI)). (ii) the linear mapping Γ = {Γ 0 f, Γ 1 f } : dom(S * ) −→ H ⊕ H is surjective.
In the rest of this section we assume that the Hilbert space H is separable. Then the existence of a boundary triplet for S * is equivalent to n + (S) = n − (S).
The mappings Γ 0 and Γ 1 naturally induce two extensions S 0 and S 1 of S given by Note that the Weyl function M is holomorphic on ρ(S 0 ) and is an (operator-valued) (R)-function obeying 0 ∈ ρ(Im(M(i))). 
