Abnormal behavior analysis in crowded scenes is a challenging task in the computer vision field. Determining how to quickly and accurately locate abnormal behavior in a crowd, especially in airports, shopping malls, stations, and other practical application scenarios, has become the key to the timely handling of mass incidents. The authors have developed an embedded video analysis robot capable of local processing for crowd anomaly detection in application scenarios. In recent years, many methods of crowd anomaly detection have been proposed by scholars, but the performance of these methods when applied to video service robots is unsatisfactory. In this paper, an anomaly analysis method based on improved k-means is proposed. This method combines mean shift and the k-means classification method to achieve rapid and accurate crowd anomaly detection. A quantitative experimental evaluation was carried out on a video service robot, and the results demonstrate that the method is effective for the detection of abnormal behavior on multiple and publicly available video sequences.
I. INTRODUCTION
The denser a crowd, the more vulnerable it is to safety hazards, and dangers in public places will cause more casualties and greater economic losses than in other environments. Terrorist attacks in recent years have continually impacted the bottom line of security. The losses caused by these events are much more than personnel and economic losses, and have resulted in more doubts about current protection capabilities in the security field. As the main means of abnormal warning and detection, researchers must enter a new development stage for the diversification of monitoring functions. The in-depth analysis of scene information and potential risks is also a hotspot for future development by scholars. Determining how to effectively monitor public crowds, and how to effectively identify and even predict safety hazards, has become a primary goal of researchers in the field of intelligent monitoring.
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The identification and behavioral understanding of crowds has long appeared in the research programs of scholars in the world's major research institutions; for example, the UK's EPSRC. The main research topic in this field is the exploration of potential risks via the density of people and the laws of collective movement [1] - [4] . For simple, low-level features of an image that are easy to implement, crowd event detection can be performed via pixel point color grayscale, target contour, and image texture, among others. For example, Marana and Ihaddadene have estimated population density, and Li et al. proposed a margin detection of the human head via the Hal wavelet and support vector machines [5] - [7] , and then counted the population size of the system. The self-organizing neural network combines the geometric Minkowski dimension to infer the population density from image textures [8] . Li et al. [9] proposed that there are two different texture features in images with low-density and dense populations. Xiong et al. [10] extracted the angular feature of an image to calculate the velocity field, and used the speed expectation as the standard by which to detect a target's high-speed motion event. However, this method is not accurate when the corners of the crowd are more severely occluded, which affects the detection effect.
In 2013, Chen used the most popular probabilistic graph model in the field of artificial intelligence to model the motion situation in a crowd [11] - [14] , analyzed the population based on the topological changes of the graph, and adopted the Delaunay triangulation algorithm system. The vertices were connected to associate individuals and analyze the behavior of the crowd [15] - [17] . The problem with this method is also obvious; crowd modeling is a very tedious process, and it is only effective for detecting anomalous events if a large data set is used.
B.Wang et al. simulated real-world scenes and estimated their feature parameters via machine learning methods, calculated the optical flow, and clustered the trajectories of the granular advection to obtain the characteristics of the human flow path. Then, using the maximum Lyapunov exponent to extract the chaotic dynamic features of the trajectory, the probabilistic model was established, and the abnormality video scene was judged by using the parameter estimation quasi-side based on the model parameters of the positive sample learning [18] - [20] . Although this complicated method can obtain better results via fluid mechanics theory, it is not easy to establish a crowd flow trajectory in a sparsely crowded scenario, so it is only suitable for situations with a high density of people.
Additionally, based on the high-level semantic feature method of trajectory information, researchers have applied target tracking algorithms to crowds to obtain a robust target trajectory, which is ineffective in dense crowd scenes [21] - [23] .
In addition to being used as for target tracking, the mean shift (MS) algorithm is also used to perform image clustering, such as the clustering recognition of boiler flame temperature, and the landscaping of characters. In addition, some scholars have further verified that mean shift can effectively categorize the motion transition in the same neighborhood by clustering the optical flow field carrying the three-dimensional velocity vector information.
Therefore, based on the idea of clustering, this paper focuses on the principle of the MS algorithm and the existing defects in the improved algorithms of preceding works. According to the experimental results, the classification of the MS does not match the classification of the actual scene due to its limited range and the problem of the division of the single motion category. Therefore, the authors propose the MSKM method, which also uses the k-means algorithm. The motion state and the categories of the same motion features in the neighborhood are integrated and divided. Finally, the clustering target is determined by the abnormal state in the defined abnormal region. A population anomaly detection experiment is carried out on the video database to further improve the detection mechanism and achieve a more precise recognition effect.
II. METHODOLOGY A. MEAN SHIFT CLUSTERING VELOCITY FIELD
The clustering effect of the MS algorithm on the optical flow field is first studied and analyzed. The optical flow field is clustered from two aspects: the size of the research range and the location of the spatial domain. The purpose is to achieve the effective differentiation of local motion categories at different positions and speeds.
First, n sample points X i = (u i , v i , x i , y i ), (i = 1, 2, . . . , n) are defined in the optical flow field feature space. The current point of the MS drift vector calculation is then given by Eq. (1):
where h r is the selected range bandwidth, h s is the spatial domain bandwidth, d s (X , X i ) = (x − x i ) 2 + (y − y i ) 2 is the spatial domain distance between the sample point and the current point X , and d r (X ,
the range of the sample point and the front point X .
The specific steps of MS clustering in this paper are as follows.
Step1: Set h r , h s , and allowable error ε. The sample points are initialized, and the flag matrix flag is set to indicate whether it has been selected. The sample point class attribution matrix I is set to a zero matrix, and the number of initialization categories N is zero.
Step2: Select a point X in which the flag of the position in the optical flow field is 0, as the starting point of the current cluster. The number of categories is N = N + l.
Step3: Count the sample points in the center of the circle with X as the range circle with h r as the radius and h s as as the space domain circle with radius. Calculate the value of m h r h r (X ) of the X point position according to Eq. (1), mark the flag bit of these sample points as 1, increment the corresponding position number of the N th dimension of the belonging matrix I , and modify the current point to X = X + m h r h r (X ).
Step4: The termination condition of this iteration is m h r h r (X ) ε, which indicates the end of the current round of clustering; otherwise, it returns to Step 3.
Step 5: At this point, it is judged whether or not the overall clustering is completed by the data of 0 in the flag matrix. If there is, it indicates that there is still a point where the category attribution is not determined. The process proceeds to Step 2 to continue execution, and then proceeds to Step 6.
Step 6: According to the number of times each sample point belongs to different categories, the maximum value of each dimension of the category attribution matrix I is selected as the final category value of the corresponding location sample point. Assuming that the image size to be clustered is row × col, the size of the flag matrix is row × col. The final clustering class is N , and the classifying matrix I is of size row × col × N .
The two frames of the image of the initial experimental data are shown in Fig. 1(a) , and the calculated optical flow field (u, v) is originally distributed, as shown in Fig. 1(b) . Fig. 1 (c) presents the application of the MS method. The schematic diagram is of the classification results after the velocity field clustering. Fig. 2 shows each of the cluster center increments through multiple subgraphs, which more intuitively expresses the process of grading clusters from the initial sample points. This is consistent with the classification process of unknown sample sets in MS theory.
Although the clustering results of each category are consistent with the expected theory, it is found that the individual moving targets are divided into multiple sub-categories by comparing them with the moving groups in the actual scene, thus increasing the number of iteration cycles and generating unnecessary operation hours.
This may be because the set bandwidth was small in the clustering process, resulting in too-detailed partitioning that caused the clustering result category to be too meticulous, and the final category could not fully characterize the actual motion of the scene. Additionally, considering that the position and velocity information constraints are strict, the overall characteristics of the actual moving target will be ignored, or may be the reason for division into multiple small categories. Fig. 3 presents the clustering results after a series of corresponding changes to h r and h s , and that the results are still not ideal.
In view of the fragmentation of the behavior categories of the above-mentioned moving targets, this paper considers further adjustment of the range bandwidth and spatial domain bandwidth, and the test clustering effect is observed for analysis. After changing h r and h s , the following conclusions can be drawn:
(1) In Fig. 3(a) , only h s was increased, and the clustering category was still fragmented because the speed was constrained;
(2) In Fig 3(b) , only h r was increased; the discrimination of the motion category became lower, and the possible categories were classified into the background class;
(3) In Fig. 3 (c), both h r and h s were increased; the results are still missing the category, and it is still not effective for distinguishing the actual motion category.
It is evident from the preceding experimental analysis that it is necessary to improve the existing methods to determine a more effective method for clustering the sports groups so that the results are more consistent with the actual motion laws.
B. STEPS OF THE MSKM CLUSTERING METHOD
The particularity of the movement of a crowd is that when neighboring individuals are closely connected and the movement behavior is consistent, they often appear to have a movement pattern of small group companionship. By comparing the crowd movements in Fig. 2 and the actual scene, it is found that the population category determined by the MS algorithm directly differs from the actual scene. In the further experimentation of other crowd scenes, this division from the actual population movement law also appears. For the people agglomerated in Fig. 3(a) , it is necessary to holistically analyze the individuals who have the same motion characteristics. This not only provides a better macroscopic representation of the actual sports crowd, but also greatly reduces unnecessary computing time. Therefore, it is necessary to adopt a new method to further rationally classify the optical flow velocity vector information after clustering.
Thus, this paper adopts an improved clustering method to cluster the cores of MS as the starting clustering center of k-means, thereby avoiding the computational redundancy caused by the randomly selected k-means centroids. Additionally, the cluster heart category is used to score and select the appropriate number of cluster core categories, and the purpose of clustering is to obtain a category that is more in line with the actual population movement characteristics.
The k-means algorithm is a typical representative of unsupervised clustering algorithms. Because the algorithm converges quickly and is not difficult to implement, it has been widely used in various fields. The K-means algorithm is simple because the sample set is divided according to the distance between the samples; the divided cluster spacing is as large as possible, and the samples within the category are as dense as possible. The mathematical expression is given by Eq. (2):
where µ i is the mean vector of C i , and the expression is shown in Eq. (3).
The advantages of the k-means clustering algorithm are as follows:
(1) It is simple to implement and has a good convergence speed;
(2) It is characterized by high efficiency and scalability for large data sets;
(3) Its time complexity is close to linear. Because the k value is a parameter preset by the user, there is too much randomness. If the k value is set too low, the difference between the samples cannot be expressed. However, if the k value is set too high, the difference between the samples will be exaggerated.
There are many methods for selecting the k value, but the following two are superior.
(1) Elbow method: The core indicator of the elbow method is the SSE (sum of the squared errors):
where C i is the i-th cluster, p is the sample point in C i , m i is the centroid of C i (the mean of all samples in C i ), and SSE is the clustering error of all samples, which represents the clustering effect. (2) Silhouette method: To define a sample set S = (S 1 , S 2 , ..., S N ), the expression for the silhouette coefficient of a sample S is:
where a is the average distance of the sample in the attribution category, and b is the average distance of the sample from the category data points other than the attribution category. The silhouette coefficientS of the sample set S is given by Eq. (6):S = n i=1 S i (i = 1, 2, . . . , n)
The scoring rule is that, for a point i, the further the distance of the different categories of samples, and the closer the average distance of the samples within the same category, the larger the average silhouette coefficient;S ∈ [−1, 1]. The clustering process of the MSKM method is shown in Fig. 4 . Fig. 5 is a continuous two-frame image selected by the UMN video database for experimental testing. Fig. 6 is a schematic diagram of the decomposition of the velocity field space sample clustering process by the MSKM method. To better display the clustering results of the proposed method, the clustering process of the experimental video sequence velocity field is presented step by step. In Fig. 6 , dark green represents the velocity field of each index, and dark purple represents the velocity vector that has been indexed, and also the velocity vector of the belonging category. The red star in Fig. 6 represents the cluster center, and also represents the similar categories of motion features combined by the proposed method, as shown in the actual scene in Fig. 5 .
It is evident that it is feasible to realize the optical flow velocity field with a more realistic motion law by the two clusters. By combining and merging the velocity vectors of similar motion features of individual neighborhoods, the algorithm not only realizes the effective division of moving individuals and groups in the scene, but also integrates the motion categories according to the motion similarity, and clusters appropriate categories. The number of categories reduces the overall runtime.
The experimental analysis of other scenes is also carried out, and the velocity field law under normal movement of the crowd is analyzed. The scene is the video sequence segment of the UMN data set and the crowd movement scene in the teaching building, as presented in Fig. 7 .
In addition, by experimenting with the optical flow velocity field of various scenes, it is found that the optical flow velocity vector and the background optical flow vector of the normal population are 0 or approaching 0. The values of the (u, v) direction of the population under normal motion are basically stable in the interval |v| < 0.5, |u| < 0.5.
III. EXPERIMENTS A. DEFINITION OF ANOMALOUS AREA
Because anomalous scenes in real life are uncertain and complex, the most common anomaly is the moving target phenomenon, in which the instantaneous speed of the moving target suddenly increases or is higher than the average speed in the scene.
Therefore, the abnormal situations of the population targeted in this paper are local and global anomalies, as presented in Fig. 8 . The first situation is local anomalies above the average speed of the crowd, such as the bicycle driving in the crowd scene and the amount of campus vehicles in the school; the second situation is based on the overall anomaly, i.e., the population as a whole is quickly scattered or collectively moving, such as in the UMN video database. An abnormal segment of the crowd is displayed. Fig. 8 is a schematic diagram of a scene of the anomaly category described herein, in which the abnormal position has been marked with a solid black line frame. In Figs. 8(a) It can be seen from Fig. 9(a) Therefore, this paper proposes a boundary line that defines the normal and abnormal motion speed, e.g., the outer part of the center frame of Fig. 9(b) is an abnormal area. When a miscellaneous anomaly occurs in the cluster center of the motion category, it is determined that scene abnormality occurs, and the category may be an abnormal behavior category. By such a determination, it is possible to realize not only a local abnormality that occurs in the scene (bicycle travel), but also an overall abnormal situation (the crowd is scattered). Fig. 10 and Fig. 11 are respectively two images of a normal scene and an abnormal scene in the selected UMN video library, and the distributions of the optical flow velocity field on the defined abnormal decomposition frame after clustering.
B. EXPERIMENTAL ANALYSIS OF ABNORMAL BEHAVIOR DETECTION
The scene shown in Fig. 10 is a scene of normal movement of the crowd. In Fig. 10(b) , it can be seen that all the cluster centers appear inside the speed boundary line; it can therefore be judged that the crowd is moving at a normal speed. Further, by observing Fig. 10(b) , it can be found that a few points where the lateral velocity vector exceeds the set boundary velocity appear outside the boundary, but the cluster of the category is still inside the boundary, and no abnormality occurs in the scene. By analyzing the individual corresponding to the scene in the actual video, it appears that the velocity vector is outside the boundary due to the large lateral velocity (u) of the moving target. Fig. 11 is the selected abnormal video sequence frame. The population shown in Fig. 11(a) is in a state of rushing to the right. At this time, most of the categories in the velocity field clustering diagram shown in Fig. 11(b) appear. Outside the speed bounding box, this also coincides with the crowd transition in the actual scene, and it can be further observed that the cluster core in the abnormal region in Fig. 11 (b) appears in the right position of the boundary, and that the individual sample velocity vector is large. This is also in line with the direction of the crowd effect in the actual scene. In this paper, experimental analysis of the video sequence further reveals that even if the point of suspected abnormality appears in the abnormal region at a certain moment through the optical velocity field, it does not mean that the overall abnormal behavior actually appears. As shown in Fig. 12(b) , three optical flow velocity fields of a normal video sequence are continuously clustered for the scenes in Fig. 12(a) .
From Fig. 12(b) , it can be found that one of the optical flow velocity fields of the first cluster appears outside the boundary, i.e., the abnormal region. According to the previous judgment, abnormal movement occurred at this time; this is not the case for the actual situation, and the crowd in the scene is moving at a low speed. However, the subsequent clustering of several clustering maps can be found, and no clustering center continues to appear in the anomalous area; thus, this category is an interference class.
When occlusion occurs between the moving individuals in the scene, it is easy to categorize the velocity vector with a too-fast local velocity into the abnormal region, and to avoid the occurrence of misjudgment, it is necessary to add a filtering mechanism to the abnormality criterion. Therefore, this paper uses the continuous four-frame image to calculate the clustering center of the moving target velocity field to judge, and stipulates that only the clustering center is recognized when the position of the optical velocity field exceeds 4 frames if it is abnormal; otherwise it is judged that it is interference, and no abnormal warning is issued. Fig. 13 (a) displays the sequence of consecutive frames in the abnormal scene shown in the video, and Fig. 13(b) presents the cluster diagram of the velocity field.
Because the sequence shown in Fig. 13 is only the beginning of the abnormal signal, the individual reaction of the crowd and the start-up time are different. It can be judged that an abnormal situation has occurred at this time by the position of the cluster center in the velocity field of the continuous clustering of Fig. 13(b) . The arrows in Fig. 13(b) indicate the categories outside the abnormal area, and there are two units that move faster in the left and right directions (the fast cluster type indicated by the arrow). When the anomalous event occurs, the continuous frame velocity field clustering center will continuously appear outside the normal velocity vector value bounding box. Thus far, these findings prove that the proposed MSKM method and the improved abnormality judgment mechanism can achieve better population anomaly detection results.
For performance comparison, we chose four state-of-theart methods: the Energy Model (EM), Cell-based Analysis (CA), Graph Modeling and Matching (GMM), and Density Estimation (DS). The abbreviation of our proposed method is MeanShift and K-means(MSKM).The Recall Rate, Precision Rate, and Real-time values are listed in Table 1 . Judging from these numbers, our method is not very outstanding in terms of recall rate, but it is prominent in terms of real-time performance. So it is very suitable for video service robots.
IV. CONCLUSION
In this study, the method principle of the early mean shift algorithm and its previous improvements were first analyzed, and parametric and non-parametric estimation were respectively introduced. Additionally, the Parzen window method, i.e., the kernel density estimation, was introduced to the non-parametric estimation. The Gaussian kernel applied in this paper was also introduced. The mean shift algorithm was then applied to the clustering of video crowd behavior, and the clustering map of the optical flow velocity field carrying motion features was obtained. Different clustering results were obtained by different combinations of the set values of domain bandwidth and spatial domain bandwidth, and the defects and shortcomings of MS for the clustering effect of similar sports players in an actual scene were analyzed. The proposed MSKM method was then introduced. The k-means algorithm was used to perform secondary clustering on similar categories in the actual motion neighborhood, and the small group categories of the crowd were merged. The experimental results revealed that the proposed method can effectively classify categories with similar motion patterns that best match the actual scene, thus avoiding the computational redundancy caused by algorithm over-clustering.
Finally, the identified speed anomaly and anomaly detection methods were defined, and the anomaly detection accuracy of the abnormality judgment mechanism was improved via experimental analysis. The experimental results were proven by actual UMN data set video data and actual collected school video data, and good detection results were obtained.
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