Abstract. We study co-adapted couplings of (canonical hypoelliptic) diffusions on the (subRiemannian) Heisenberg group, that we call (Heisenberg) Brownian motions and are the joint laws of a planar Brownian motion with its Lévy area. We show that contrary to the situation observed on Riemannian manifolds of non-negative Ricci curvature, for any co-adapted coupling, two Heisenberg Brownian motions starting at two given points can not stay at bounded distance for all time t ≥ 0. Actually, we prove the stronger result that they can not stay bounded in L p for p ≥ 2. We also prove two positive results. We first study the coupling by reflection and show that it stays bounded in L p for 0 ≤ p < 1. Secondly, we construct an explicit static (and in particular non co-adapted) coupling between the laws of two Brownian motions, which provides L 1 -Wasserstein control uniformly in time.
1. Introduction
L
∞ control. The motivation for this paper is a question, concerning heat diffusion on the Heisenberg group, that is implicitly raised by Kuwada in [17, Remark 4.4] , and that we reproduce at page 2 after Theorem 1.1. Before we reach this question let us start with some background and a few definitions. All remaining material will be introduced later in the paper. In the literature, L ∞ -Wasserstein control for a diffusion has been used to deduce L 1 -gradient estimates of its associated semigroup (see for instance [25] and the references therein). Kuwada extends this result to L p -Wasserstein control and L q -gradient estimates for all p, q ≥ 1 with 1 p We recall that, on a metric space (M, d), for p ∈ (0, ∞], the L p -Wasserstein distance between two probability measures µ and ν is given by
π∈Π (µ,ν) d(x, y) p dπ(x, y)
Here Π(µ, ν) is the set of probability measures on M × M with marginals µ and ν. For p = ∞ the first expression is replaced by the essential supremum of d. Note that W p is a distance only for p ≥ 1. For 0 < p < 1, it is only a quasidistance, in the sense that the triangle inequality only holds up to a multiplicative constant. Using Hölder inequality, it is clear that W p (µ, ν) ≤ W q (µ, ν) if 0 < p ≤ q. On the Heisenberg group H, the following L 1 -gradient bound was established by H.Q. Li [19] (see also [1] ) generalising [8] ∀f ∈ C ∞ c (H 1 ), ∀t ≥ 0, ∀a ∈ H, |∇ h P t f (a)| ≤ CP t (|∇ h f |)(a), where C > 1 is constant, P t denotes the heat semigroup associated to half the sub-Laplacian and ∇ h the horizontal gradient (see Section 2.1 for the definitions). Consequently, Kuwada's result implies that the heat diffusion of the Heisenberg group possesses a L ∞ -Wasserstein control for its diffusion: Theorem 1.1 (H.Q. Li, Kuwada) . There exists C > 0 such that for every t ≥ 0 and a, a
where µ a t = Law(B s ) s =t of the Heisenberg Brownian motions are defined without paying attention to their correlation). Kuwada's problem is precisely on inverting the quantifiers ∀ and ∃, namely, he asks whether it is possible to define a coupling of the two Heisenberg Brownian motions (B a t ) t≥0 and (B a ′ t ) t≥0 such that (4) holds for all t ≥ 0.
In this paper we answer negatively and show that (4) can not hold for all t ≥ 0 for co-adapted couplings (see Definition 2.1), probably the most usual couplings in the literature for our type of problem, (see, e.g. [4, 13, 14, 15, 6, 23, 18, 21] ). Informally, a coupling of two processes (B t ) and (B Our results hold for the Heisenberg groups of higher dimension, as explained in Section 6, but we only prove them thoroughly in the first Heisenberg group where all the significative ideas are present and the notation is lighter. The proof will be based on the following result and the use of homogeneous dilations (defined in Section 2.1):
Theorem 1.4. Let (B t ) t and (B ′ t ) t be any two co-adapted Heisenberg Brownian motions starting respectively in a = (x, y, z) and a
Comparison with the Riemannian case. These results show a significative difference with the Riemannian case. Indeed, on a Riemannian manifold M, it is well known (see e.g. [25] and [24] ) that if the Ricci curvature is bounded from below by k ∈ R, there exists a Markovian coupling of two Brownian motions such that almost surely
Here we call Brownian motions the diffusion processes starting at a and a ′ respectively, having generator half the Laplace-Beltrami operator. We make clear that Markovian coupling is a type of co-adapted coupling. Note moreover that the motivation for proving (5) is exactly to provide estimates on the heat semi-group (see, e.g. [6, 7] ), so that the historical L p -Wasserstein controls have been established for co-adaptive processes whereas L p -Wasserstein controls at fixed time may first appear unusual from a stochastic perspective.
We note further that • the Heisenberg group can be thought as the first sub-elliptic model space of curvature 0 (e.g. [20] ) but, its behaviour with respect to couplings of coadapted Brownian motions is therefore completely different from the case of Riemannian manifolds with curvature bounded from below by k = 0.
• the Heisenberg group is also classically presented as the limit space for a sequence of Riemannian metrics on the Lie group, the optimal lower bound on the Ricci curvature of which tends to −∞. On this topic see [11, 3] . This fact is coherent with the interpretation of Theorem 1.4 as a special case of (5) where the best bound for the L ∞ control is C = e −kt with k = −∞: There is no possible control for t > 0.
L
p control for 0 < p < ∞. To go further, given two diffusion processes (B t ) t≥0 and (B ′ t ) t≥0 on a metric space (M, d), we shall consider the function
and try to bound it from above uniformly in time for some well-chosen co-adapted coupling. If we denote by µ t and ν t the law of the processes (B t ) t≥0 and (B ′ t ) t≥0 , we clearly have for each t ≥ 0:
On the Heisenberg group, we will prove the result stronger than Theorem As for p = ∞, the proof will be based on the following result and the use of dilations. Theorem 1.7. Let (B t ) t≥0 and (B ′ t ) t≥0 be any two co-adapted Heisenberg Brownian motion starting respectively in a = (x, y, z) and
Two positive results.
To complete the picture, we provide two positive results. We first show that the coupling by reflection on the Heisenberg group stays bounded in L p for 0 < p < 1. We recall that for 0 < p < 1, the quantity
p is not a distance, but only a quasidistance, in the sense that the triangle inequality only holds up to a multiplicative constant. 
Moreover, for the coupling by reflection, for every p ∈ (0, 1), we also have:
Unfortunately, the above result is false for the reflection coupling for p ≥ 1 (as a close look at Proposition 4.1 shows).
In the general context of co-adapted coupling, we were not able to obtain any results for p ∈ [1, 2): we ignore whether there exist co-adapted couplings satisfying (6) or (7), or not, for p ∈ [1, 2). One difficulty in this study is to obtain estimates for the expectation of nonnegative (nonconvex) functionals of martingales as typically x → |x| 1/2 , see Remark 3.3. The next remark recalls the situation of L p -Wasserstein control in the case of Riemannian manifolds.
Remark 1.9. On a Riemannian manifold
is satisfied if and only if the Ricci curvature is bounded from below by k (see [24] and [17, Remark 2.3] 
We now turn to the second positive result. We propose an explicit coupling of the laws µ a t = Law(B a t ) and µ
. This coupling is not at all dynamical and is made at a given fixed time t. This coupling has thus no interpretation in terms of co-adapted coupling. It provides a new proof of the case p = 1 in Theorem 1.1. This is the weakest result in the spectrum of L p -Wasserstein controls ; the strongest result is for p = ∞. However, we stress that, apparently, our static coupling provides the first direct proof (that is, not obtained by duality) of the case p = 1. 
and 
differ also only by a translation; but which depends on the value of (X, Y ). Eventually, we use a coupling of the last coordinates which is well adapted to optimal transport for the cost (z, z ′ ) → |z − z ′ | on the real line, and is better than the simple translation. Note that our proof requires at the end an analytic estimate on the heat kernel, see (38) .
We mention the interesting recent work by S. Banerjee, M. Gordina and P. Mariano [2] where the authors also use non co-adapted couplings to study the decay in total variation for the laws of Heisenberg Brownian motions and obtain gradient estimates for harmonic functions. This work and our work seems to deliver a common message namely that co-adapted couplings are not the unique relevant couplings, what concerns obtaining gradient estimates.
The paper is organised as follows. In Section 2.1, we recall the notion of coadapted coupling and describe quickly the geometry of the Heisenberg group, its associated Brownian motions and their coupling. We also discuss some classical couplings. The proofs of the main theorems on the non-existence of co-adapted Heisenberg Brownian motions which stay at bounded distance are given Section 3. The reflection coupling on H is studied in Section 4. The construction of the static coupling between the Brownian laws is given in Section 5. The results are then generalised to the Heisenberg groups of higher dimension in the final section.
2. Co-adapted couplings on the Heisenberg group 2.1. The Heisenberg group. The Heisenberg group can be identified with R 3 equipped with the law: The left invariant vector fields are given by
Note that [X, Y ] = Z and that Z commutes with X and Y . We are interested in half the sub-Laplacian L =
. This is a diffusion operator that satisfies the Hörmander bracket condition and thus the associated heat semigroup P t = e tL admits a C ∞ positive kernel p t . From a probabilistic point of view, L is the generator of the following stochastic process starting in (x, y, z): 
It is easily seen that (B t ) t≥0 is a continuous process with independent and stationary increments. We simply call it the Heisenberg Brownian motion.
The sub-Laplacian L is strongly related to the following subRiemmanian distance (also called Carnot-Carathéodory) on H:
where γ ranges over the horizontal curves connecting γ(0) = a and γ(1) = a ′ . We remind the reader of the fact that a curve is said horizontal if it is absolutely continuous andγ(t) ∈ Vect(X(γ(t)), Y (γ(t))) almost surely holds. The horizontal
The Heisenberg group admits homogeneous dilations adapted both to the distance and the group structure. They are given by
and, in law:
The distance is clearly left-invariant so that trans p : q ∈ H → p.q is an isometry for every p ∈ H. In particular
with e = (0, 0, 0). Another isometry is the rotation rot θ :
Since the explicit expression of d H is not so easy, it is often simpler to work with a homogenous quasinorm (still in the sense that the triangle inequality only holds up to a multiplicative constant). We will use
and the attached homogeneous quasidistance
for some constant c > 1. We finally mention d
2.2. Co-adapted couplings. We first recall the notion of co-adapted coupling of two processes. Indeed, in this study, we only want to consider couplings built solely knowing the past of the two processes. The definition below is taken from [15, Definition 1.1.].
Definition 2.1. Given two continuous-time Markov processes
andX (2) are defined on the same filtered probability space (Ω, (
If we moreover assume that the full process (X (1) t ,X (2) t ) t≥0 is Markovian, we say that the co-adapted coupling is Markovian.
The next lemma describes more explicitly co-adapted couplings in the case of Brownian motion in R 2 (see [14, Lemma 6] 
where
and
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In the following · may denote the operator norm of a matrix attached to the Euclidean norm, or the Euclidean norm of a vector.
where ≤ is the ordering of symmetric matrices. In particular
Therefore, Q is bounded by 1 if and only if Jx ≤ 1, for all x ∈ S 1 . The bound 0 ≤ J T J is trivially satisfied. The proof is completed by J = sup x,y∈S 1 (Jx, y) = J T .
Remark 2.4.
A necessary and sufficient condition can be found considering λ, the greatest eigenvalue of J T J. It writes
Paradoxically, it not easy to deduce |a|, |b|, |c|, |d| ≤ 1 from this condition. and dA
For the following, we denote by J andĴ the matrices appearing in Lemma 2.2. A computation gives:
and thus:
where we used: 
In the following, when R t > 0, we choose to work in the direct orthonormal (random moving) frame (v 1 , v 2 ) defined by taking v 1 (t) the normalised vector of R 2 directed by B t − B ′ t . Let Q t be the matrix whose columns are respectively v 1 (t) and v 2 (t). In this new basis, for (α, β) ∈ R 2 and (· | ·) the usual scalar product on R 2 , we have:
and where W andŴ are the two standard independent 2-dimensional Brownian motions defined by
This can be summed up as follows:
The next easy lemma describes the relation between the matrices J and K.
Lemma 2.5. With the above notation, when R t > 0,
• Equation (10) is satisfied for (K,K) if and only if it is satisfied for (J,Ĵ ).
• tr K = tr J.
Proof. The first two relations follow from the fact that Q is an orthogonal matrix. For the last relation, one can note that 
where (C t ) t≥0 and (C t ) t≥0 are some 1-dimensional Brownian motions whose covariation satisfies:
Remark 2.7. Actually the stochastic process (R 2 t , Z t ) t≥0 is perfectly defined for all t ≥ 0 (even when R t = 0). The technical problem in Lemma 2.6 is that the matrix Q t and thus the matrix K t are only defined for R t = 0. However, the matrix J t is defined for every value of R t and we have:
where σ R and σ Z are defined by:
Note finally that the fact that σ R and σ Z vanish for R t = 0 is rather clear from their expressions in Lemma 2.6.
Proof of Lemma 2.6. The computations are done in [13] but we repeat them for the sake of completeness.
First by Itô formula and with the previous notation:
t ) . We turn to the martingale part and write
for some 1-dimensional Brownian motion (C t ) t where we used Lemma 2.5 for
The quadratic variation writes
and similarly
t ) = 2tr(I − J) = 2tr(I − K). We turn now to Z t . Using the basis (v 1 , v 2 ), we can rewrite
t ). As before, we get:
The equation on the covariation (11) follows since by (10) and Lemma 2.5, 
where (C s ) s and (C s ) s are two independent Brownian motions (starting in 0) and with τ = inf{s ≥ 0, 2C s = −R 0 }. This coupling is studied in Section 4. On Euclidean and Riemannian manifolds, the efficiency of reflection coupling has been studied in [10, 16] .
Kendall's coupling: (K
. In [13] , Kendall describes a coupling which alternates between synchronous coupling and reflection coupling. In order to avoid the use of local times the strategy of Kendall is defined with hysteresis. The regime swaps when the process (R t , |Z t |) hits a certain parabola {8Z
t } (see [13, Theorem 4] ), depending for the synchronous or the reflection coupling. Thus the process is not Markovian, but it is co-adapted. The author proves that this coupling is successful: this means T := inf{s ≥ 0, B s = B ′ s } is almost surely finite, or, equivalently, the process (R t , Z t ) hits almost surely (0, 0) in finite time.
The perverse coupling:
Thus the distance R t and Z t are deterministic and given by: 
Recall from Lemma 2.5 that
and from Lemma 2.3 that the matrix entries are ≥ −1. Therefore max i∈{1,2}
and R t ≤ C, again, gives
Until now we have used E(R 2 t ) ≤ C 2 and R t ≤ C. We turn to exploit E(Z 2 t ) ≤ C 4 . Lemma 2.5 and Remark 2.8 give
Adding (14) and (15), and using E(Z 2 t ) ≤ C 4 , we obtain 
The last estimate follows from Lemma 2.3 (the rows and columns of J have (12):
On the other hand, since (R
Since R 0 > 0, (17) and (18) 
This quantity is uniformly bounded by C 4 for every t ≥ 0 so that (14) holds. (the bound in (14) can even be divided by two:
C 4 /8 in place of C 4 /4).
Proof of Theorem 1.7.
To go beyond Theorem 1.4, we conduct a precise study of the expected total variation (or length in L 1 ) of the martingale part and of the drift part of (Z t ) t≥0 , the relative Lévy area. As before, the proof will be by contradiction. The principle is the following. We derive an upper bound for the drift part of Z t similar to (17) from the proof of Theorem 1.4; and using Lemma 3.2 below, we provide a lower bound for the martingale part of Z t . 
The proof of Lemma 3.2 is postponed at the end of the section.
Proof of Theorem 1.7. Let C be sup t≥0 max(E(R 2 t ), E(|Z t |)) and as before, assume C < +∞ by contradiction. First recall
which gives
Let
} be the hitting time of
. We show that we can assume P(T = +∞) > 0. Suppose for the rest of this paragraph P(T < +∞) = 1 and let S the finite random variable defined by
Because of the non-negative drift in the stochastic differential equation of R t , using the Dambins-Dubins-Schwarz theorem (see e.g. [22] ), the random variable S is greater in stochastic order than the hitting time of
for a Brownian motion starting in R 0 . This hitting time is almost surely finite but nonintegrable.
Thus E(S) = +∞ which contradicts (19) (Recall from Lemma 2.5 that
and from Lemma 2.3 that these quantities are ≥ −1). Now, let us decompose the semimartingale (Z t ) t = M t − A t into its martingale M t and its bounded variation part −A t . From Lemma 2.6, we recall:
Applying Cauchy-Schwarz inequality and following the same track as for (17) we obtain
Remark now that the quantity on the left hand side is two times the expected total variation of A t on [0, t].
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We postpone the proof of the following result until the end of the (present) proof. It occurs as an application of Lemma 3.2: there exists h > 0 such that for every t > 0,
Since, we have assumed E(|M t −A t |) ≤ C 2 for every t ≥ 0, the triangle inequality implies E(|A t+h − A t |) ≥ 8C 2 for every t ≥ 0. The control of the expected total variation of (A t ) expressed in (21) and the lower estimate just proved give
which, as n tends to ∞, provides a contradiction with our initial assumption that was sup t≥0 max(E(R 2 t ), E(|Z t |)) ≤ C. We are left with the proof of (22) (under the assumption of the L 2 boundedness).
} and set q = P(T = +∞). We have already proved q > 0. We shall show further that for h ≥
We hence obtain (22) taking h large enough in (24) and applying Lemma 3.2 to
Proof of (24): considering only the event {T = +∞} for the martingale part of Z t described in Lemma 2.6, one has
Now, since by (19) it holds
} in {T = +∞} and using Markov inequality, one obtains:
Hence, in (25) we consider the probability that the right-hand side is greater than (R 0 /2) 2 · (h/2), which, with (26), gives the wanted estimate (24) for every h ≥ 
Let now A be the event {ω ∈ Ω : φ(h) ≥ β} and recall the assumption P(A) ≥ p. One has
where the constant a p is given by
with G a standard normal random variable and Φ its cumulative distribution function. The lower bound in (28) is obtained for P(A) = p and the normal random variable W β of variance β concentrated as much as possible close to zero on event A. Equation (27) for t = h and (28) finally provide the wanted estimate.
Remark 3.3. The major constraint for generalising Theorem 1.7 and its proof to a L
is not convex when p < 2 and Jensen's inequality does not apply. 
where, as before in Remarks 1.3 and 1.6, A (a,a ′ ) T denotes the set of co-adpated couplings of (B a t ) 0≤t≤T and (B a ′ t ) 0≤t≤T , starting respectively in a and a ′ . When p = +∞, the numerator is essup
As noticed in these remarks we aim at proving C T,p = +∞ for p ≥ 2.
The first key point is to show that, using dilations, this constant does not depend on T . For this, let S > 0 be another fixed time. The point is that if (B a t , B a ′ t ) 0≤t≤T is a co-adapted coupling of two Heisenberg Brownian motions on [0, T ] starting respectively in a and a ′ ; setting for b ∈ {a, a ′ }: 
This easily gives C S,p ≤ C T,p and by symmetry of S and T : C S,p = C T,p .
We can now turn to the proof of Theorems 1.2 and 1.5. Since the proofs are similar and the case p = +∞ is easier, we only treat the case p = 2.
Proof of Theorem 1.5. Suppose by contradiction that C T 0 ,2 < +∞ for some T 0 > 0. The above discussion implies that C T,2 < +∞ for each fixed time T > 0. Let a = (0, 0, 0) and
. Now with the same notation as in the proof of Theorem 1.7 and denoting
); one has q T 0 ≥ q and as before, there exists h (independent of T 0 ) such that for all 0 ≤ t ≤ T 0 − h,
Of course this gives:
Since the constants C and h are independent of T 0 , letting T 0 and n tend to infinity gives the contradiction. Thus C T 0 ,2 = +∞.
Coupling by reflection
In this section, we study precisely the coupling by reflection. We recall that (B t ) t≥0 and (B ′ t ) t≥0 are two Heisenberg Brownian motions coupled by reflection if and only if their horizontal parts (B t ) t≥0 and (B ′ t ) t≥0 are two Brownian motions on R 2 coupled by reflection. This means that the coupling matrices are given by
= 0 for t < τ and by the matrix J = Id 2 for t ≥ τ where τ = inf{s ≥ 0 : R s = 0} is the hitting time of 0 for (R t ) t≥0 . We recall
where (C s ) s and (C s ) s are two independent Brownian motions (starting in 0) and with τ = inf{s ≥ 0 :
For simplicity, in the following we only consider the case R 0 > 0 and Z 0 = 0. 
Remark 4.2. In particular for 0 < α < 1, the upper bound
is satisfied by the coupling by reflection. This is obtained by recalling that
Proof. We assume R 0 = 1. Let t > 0 be fixed. By the Dambins-Dunford-Schwarz theorem, Z is a changed time Brownian motion:
with W a Brownian motion independent of (R t ) t≥0 . Set τ = inf{s ≥ 0 : R s = 0}. As (R s /2) s≥0 is a Brownian motion starting in R 0 /2 and stopped in 0, it is known that τ is almost surely finite and that its density f τ is given by
Using τ , we compute
.
In the last line, we split the integral between the trajectories of R that have hit 0 before t and those which will hit 0 after t. Let us estimate h 1 (t), the first integral in the decomposition (30). Hence we set u ≤ t. Since W and R are independent, with c p = E(|W 1 | p ), one has: TWO BROWNIAN MOTIONS AND THEIR LÉVY AREA  21 where we have introduced the normalised process (R λ ) λ∈ [0, 1] (defined almost surely, since the hitting time τ is almost surely finite) in such a way it hits 0 at time 1:
. It is then well-known that, conditioned on τ = u, the entire process (R λ ) λ∈ [0, 1] converges in law when u → ∞ to a normal positive Brownian excursion (X s ) s∈ [0, 1] . Moreover, as proven in Lemma 4.3, when u → ∞,
Finally with (31) denoting the limit in (32) by E p , the first integral in (30) satisfies the following equivalence:
From the density estimate of f τ in (29) we have u
Therefore:
• If p > 1/2, the function h 1 (t) is equivalent to
, it converges to a positive constant.
We now turn to h 2 . As before,
tv dv where, as above, s = uλ andR λ = R τ λ / √ τ and where we set the change of variable u = tv in the next to last line. Now, Lemma 4.3 and the dominated convergence, which is completely justified by Lemma 4.4, give as t → +∞,
As a consequence, denoting by I p the last integral,
This with the treatment of h 1 above gives the complete result in case R 0 = 1. Proof. The process (R t ) t∈ [0, 1] converges in law to the Brownian excursion (X s ) s∈ [0, 1] . To obtain the convergence of the moments of α 0R 2 λ dλ, we use a uniform integrability property. Let 0≤ α ≤ 1. We bound 
In particular, reorganising the terms, TWO BROWNIAN MOTIONS AND THEIR LÉVY AREA  23 and, since for u ≥ 0, sinh u u ≤ e u , uniformly on 0 < r 0 ≤ 1 and y ≥ 1,
for some a, b > 0. Thus, for all 0 < r 0 ≤ 1, the random variables
admit some uniformly bounded exponential moment. As a consequence, the corresponding 
In particular, for R 0 fixed and p > 0 there exists a constant
where the processR λ starts in r 0 .
Proof. 
The other conclusion follows since the 3-Bessel process shares the same scaling property as the Brownian motion: (V λt / √ λ) t has the same law as the 3-Bessel process starting in r 0 / √ λ.
The static coupling, a transport problem
In this section, we turn to the proof of Theorem 1.10. Recall that it gives a direct proof of the following L 1 -Wasserstein control: There exists C > 0 such that for every t ≥ 0, and every a, a ′ ∈ H,
where µ a t = Law(B a t ) and µ
Proof of Theorem 1.10 . Reduction of the problem: Let us first see how, using the symmetries of H presented in Subsection 2.1, the proof can be reduced to t = 1, a = (0, 0, 0) and a ′ = (x ′ , 0, 0). First, the isometries of H induced isometries for W 1 . In particular (trans p ) # and (rot θ ) # are isometries for W 1 , for every p ∈ H and θ ∈ R, that stabilise the family {µ a t } a∈H .
Hence, we can assume a = (0, 0, 0). Using rot θ we can moreover assume
we can assume t = 1. Finally
The estimate
is not only the left-translation but also the right-translation of vector (0, 0, z
If we can prove
with C = c · max(C ′ , √ 2π) with c defined as in (8) . Finally the proof amounts to the case t = 1, a = (0, 0, 0) and a ′ = (x ′ , 0, 0), as we announced. Main body of the proof: We set
We want to estimate W 1 (µ, ν) from above and start with
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The coupling in (35) and (36) yields 0, 0) ). The coupling suggested in (34) and (36) yields We modify the computation above just a little based on the knowledge that the translation is not the optimal transport plan on the real line when considering costs that are increasing concave functions of the distance.
The following lemma will be in order: = (a 1 , . . . a n ), a j ∈ C = R 2 , set e 2 = (ia 1 , . . . , ia n ) and complete (e 1 , e 2 ) into a direct orthonormal basis of R 2n . This basis is well adapted for studying couplings in H n . Indeed, with L andL being the coupling matrices in this new basis in place of J,Ĵ in the canonical basis, a computation gives: and one can directly adapt the proof of Theorems 1.4 and 1.7 to this setting. Similarly as before, one can deduce that Theorems 1.2 and 1.5 are also satisfied for higher dimensional Heisenberg groups.
Generalisation of Theorem 1.8:
The coupling by reflection can also be done on H n . It corresponds to the matrix L defined by
In this case, a computation easily gives that C t andC t are independent. Moreover since L is symmetric, J is also symmetric and Recall that it is adapted to the non-convex transport cost (z, z ′ ) → |z − z ′ |. Since the heat kernel estimate corresponding to (38) also holds in higher dimension (see [9] ), the proof finishes analogously to the one in H 1 . Therefore Theorem 1.10 is satisfied for higher dimensional Heisenberg groups too.
