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1 Introduction
The theory of measurements continuous in time in quantum mechanics (quan-
tum continual measurements) has been formulated by using the notions of in-
strument, positive operator valued (POV) measure, etc. [1, 2], by using quantum
stochastic differential equations [3, 4] and by using classical stochastic differen-
tial equations (SDE’s) for vectors in Hilbert spaces or for trace-class operators
[5, 6, 7, 8]. In the same times Ozawa made developments in the theory of in-
struments [9, 10] and introduced the related notions of a posteriori states [11]
and of information gain [12].
In Section 2 we introduce a simple class of SDE’s relevant to the theory of
continual measurements and we recall how they are related to instruments and
a posteriori states and, so, to the general formulation of quantum mechanics
[13]. In Section 3 we shall introduce and use the notion of information gain and
the other results of paper [12] inside the theory of continual measurements.
2 Stochastic differential equations
and instruments
Let H be a separable complex Hilbert space, associated to the quantum system
of interest. Let us denote by B(H) the space of bounded linear operators on H
and by T (H) the trace-class on H, i.e. T (H) = {ρ ∈ B(H) : ‖ρ‖ ≡ Tr {√ρ∗ρ} <
∞}. Let S(H) ⊂ T (H) be the set of all statistical operators (states) on H.
Commutators and anticommutators are denoted by [ , ] and { , }, respectively.
Let H , Lj , Sh, j, h = 1, 2, . . ., be bounded operators on H such that H =
H†,
∑∞
j=1 L
†
jLj and
∑∞
h=1 S
†
hSh are strongly convergent in B(H). Let Jk be a
bounded linear map on T (H) such that its adjoint J∗k is a normal, completely
positive map on B(H) and ∑∞k=1 J∗k [1l] is strongly convergent to a bounded
1
operator. Then, we introduce the following operators on T (H):
L0[ρ] = −i[H, ρ] +
∞∑
j=1
(
LjρL
†
j −
1
2
{
L†jLj , ρ
})
+
∞∑
k=1
(
Jk[ρ]− 1
2
{J∗k [1l], ρ}
)
, (1)
L1[ρ] =
∞∑
h=1
(
ShρS
†
h −
1
2
{
S†hSh, ρ
})
, (2)
L = L0 + L1. (3)
The adjoint operators of L, L0, L1 are generators of norm-continuous quantum
dynamical semigroups [14, 15].
Let us now consider the following linear SDE (in the sense of Itoˆ) for trace-
class operators:
dσt = L[σt− ] dt+
∞∑
j=1
(
L˜j(t)σt− + σt− L˜j(t)
†
)
dW˜j(t) +
+
∞∑
k=1
(
1
λk
Jk[σt− ]− σt−
)(
dNk(t)− λk dt
)
; (4)
the initial condition is σ0 = ρ ∈ S(H) (a non-random state) and we have set
L˜j(t) = e
iωjtLj , ωj ∈ R . (5)
The processes W˜j(t) are independent standard Wiener processes, the Nk(t) are
independent Poisson processes of intensity λk > 0, which are also independent
of the Wiener processes; we assume
∑
k λk < +∞.
These processes are realized in a probability space (Ω,F , Q); the sample
space Ω is, roughly speaking, the set of possible trajectories for the processes
W˜j , Nk, the event space F is the σ-algebra of sets of trajectories to which a
probability can be given and Q is the probability law under which W˜j , Nk are
independent Wiener and Poisson processes. Moreover, let Ft be the collection
of events which are specified by giving conditions involving times only in the
interval [0, t]. We also ask F = F∞. In mathematical terms the W˜j , Nk are
canonical Wiener and Poisson processes, {Ft, t ≥ 0} is their natural filtration
and F = ∨t≥0 Ft. Finally, let us denote by EQ the expectation with respect to
the probability Q, i.e. EQ[A] =
∫
Ω
A(ω)Q(dω).
For every F ∈ Ft and every initial condition ρ ∈ S(H), let us set
It(F )[ρ] = EQ[1Fσt] ≡
∫
F
σt(ω)Q(dω); (6)
1F is the indicator function of the set F , i.e. 1F (ω) = 1 if ω ∈ F and 1F (ω) = 0
if ω /∈ F . The map It turns out to be a (completely positive) instrument [9]
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with value space (Ω,Ft) and It(·)∗[1l] is the associated POV measure. Then we
set, ∀F ∈ Ft,
Pρ(F ) = Tr {It(F )∗[1l]ρ} = EQ [‖σt‖ 1F ] . (7)
The important point in this formula is that ‖σt‖ is a Q-martingale and this
implies that the time dependent probability measures on the r.h.s. are consistent
and define a unique probability Pρ on (Ω,F).
The interpretation of eqs. (6) and (7) is that {It, t ≥ 0} is the family of
instruments describing the continual measurement, the processes W˜j , Nk rep-
resent the output of this measurement and Pρ is the physical probability law of
the output.
From eq. (6) it follows that
ηt = It(Ω)[ρ] = EQ[σt] (8)
is the state to be attributed to the system at time t if the output of the mea-
surement is not taken into account or not known; it can be called the a priori
state at time t. It turns out that the a priori states satisfy the master equation
d
dt
ηt = L[ηt] , η0 = ρ . (9)
If we introduce the random states
ρt =
σt
‖σt‖ , (10)
then we have, ∀F ∈ Ft,
It(F )[ρ] = EQ[1Fσt] = EPρ
[
1F
σt
‖σt‖
]
=
∫
F
ρt(ω)Pρ(dω). (11)
According to [11], ρt(ω) is a family of a posteriori states for the instrument It
and the initial state ρ, i.e. ρt(ω) is the state to be attributed to the system at
time t when the trajectory ω of the output is known, up to time t. Note that
ηt = EQ[σt] = EPρ [ρt].
By using Itoˆ’s calculus, we find that the a posteriori states satisfy the non-
linear SDE
dρt = L [ρt− ] dt+
∞∑
j=1
[
L˜j(t)ρt− + ρt− L˜j(t)
† −mj(t)ρt−
]
dWj(t) +
+
∞∑
k=1
[
1
νk(t)
Jk[ρt− ]− ρt−
] (
dNk(t)− νk(t) dt
)
, (12)
where
Wj(t) = W˜j(t)−
∫ t
0
mj(s) ds , (13)
mj(t) = Tr
{
ρt−
(
L˜j(t) + L˜j(t)
†
)}
, νk(t) = Tr {ρt−J∗k [1l]} . (14)
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Under the physical probability law Pρ, the processes Wj(t) are independent
standard Wiener processes and the Nk(t) are counting processes with stochastic
intensity νk(t). In eq. (12) the sum in the jump term is only on the set where
the stochastic intensity νk(t) is different from zero.
Formulae for the moments of the output can be obtained by the technique of
the characteristic operator [2, 3, 4]. Let hkα be real test functions in a suitable
space; we define the characteristic operator G by
Gt(h)[ρ] = EPρ
[
exp
{
i
∑
j
∫ t
0
hj1(s) dW˜j(s)
+ i
∑
k
∫ t
0
hk2(s) dNk(s)
}
ρt
]
; (15)
then, Tr
{Gt(h)[ρ]} is the characteristic functional of the output up to time t
(the Fourier transform of Pρ restricted to Ft ). By Itoˆ’s calculus we obtain
d
dt
Gt(h)[ρ] = Kt(h) ◦ Gt(h)[ρ] , (16)
Kt(h)[ρ] = L[ρ] + i
∑
j
hj1(t)
[
L˜j(t)ρ+ ρL˜j(t)
†
]
−1
2
∑
j
hj1(t)
2ρ+
∑
k
{exp [ihk2(t)]− 1}Jk[ρ] . (17)
All the moments can be obtained by functional differentiation of the character-
istic functional. In particular, the mean values are expressed in terms of the a
priori states as
EPρ
[
W˜j(t)
]
=
∫ t
0
EPρ [mj(s)] ds , EPρ [Nk(t)] =
∫ t
0
EPρ [νk(s)] ds ,
EPρ [mj(s)] = Tr
{
ηs
(
L˜j(s) + L˜j(s)
†
)}
, EPρ [νk(s)] = Tr {Jk[ηs]} ,
and the second moments are given by
EPρ
[
Xjα(t)Xiβ(s)
]
= δijδαβ
∫ min{t,s}
0
dτ
(
δα1 + δα2Tr
{
Ji[ητ ]
})
+
∫ t
0
dτ1
∫ min{s,τ1}
0
dτ2Tr
{
Ajα(τ1) ◦ eL(τ1−τ2) ◦ Aiβ(τ2)[ητ2 ]
}
+
∫ s
0
dτ2
∫ min{t,τ2}
0
dτ1Tr
{
Aiβ(τ2) ◦ eL(τ2−τ1) ◦ Ajα(τ1)[ητ1 ]
}
,
where Xj1(t) = W˜j(t), Xj2(t) = Nj(t), Aj1(t)[ρ] = L˜j(t)ρ + ρL˜j(t)†, Aj2(t) =
Jj .
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The class of SDE’s presented here is a particular case of the one studied in
[16] and, while not so general, it contains the main detection schemes found
in quantum optics [17]; also the chosen time-dependence is natural for some
systems typical of quantum optics under the so called heterodyne/homodyne
detection scheme.
3 Entropy and information gain
In [12] a measurement is called quasi-complete if the a posteriori states are pure
for every pure initial state and it is called complete if the a posteriori states
are pure for every (pure or mixed) initial state. So, we call quasi-complete the
continual measurement of Section 2 if the a posteriori states ρt are pure (Pρ-
almost surely) for all t and for all pure initial conditions ρ. In [18] we proved
that
Theorem 1 The continual measurement of Section 2 is quasi-complete if and
only if L1 = 0 and Jk[ρ]
Tr {Jk[ρ]} is a pure state for every k and for every pure
state ρ. In this case there exists a partition A1, A2 of the integer numbers such
that for some Rk ∈ B(H) and for some monodimensional projection Pk we can
write Jk[ρ] = RkρR
†
k, for k ∈ A1, Jk[ρ] = Tr {ρJ∗k [1l]}Pk, for k ∈ A2.
Our continual measurement can not be complete in the sense of [12] for a
fixed time; however, it can be “asymptotically complete”. Examples of this
behaviour in the case of linear systems are given in [19]. In [18], we proved that
Theorem 2 Let the continual measurement of Section 2 be quasi-complete and
let H be finite-dimensional. If for every time t it does not exist a bidimensional
projection Pt such that, ∀j, k, Pt
(
L˜j(t) + L˜j(t)
†
)
Pt = zj(t)Pt, PtJ
∗
k [1l]Pt =
qk(t)Pt for some complex numbers zj(t) and qk(t), then eq. (12) maps asymp-
totically, for t → ∞, mixed states into pure ones, in the sense that for every
initial condition ρ we have Pρ-almost surely limt→∞Tr {ρt (1l− ρt)} = 0.
The proof of the theorems above is based on the study of the a posteri-
ori linear entropy (or purity) Tr{ρt(1l − ρt)} and of its mean value. How-
ever, physically more interesting quantities are the von Neumann entropy and
the relative entropy: for x, y ∈ S(H), S[x] = −Tr {x lnx} ≥ 0, S[x|y] =
Tr {x lnx− x ln y} ≥ 0 (they can also diverge) [15]. In our case we have the
initial state ρ = ρ0 = σ0 = η0 and the initial entropy S[ρ], the a priori state
ηt and the a priori entropy S[ηt], the a posteriori states ρt and the mean a
posteriori entropy
EPρ
[
S[ρt]
]
= EQ
[‖σt‖ ln ‖σt‖ − Tr{σt lnσt}] . (18)
By some direct computations, we obtain a first relation among these quantities:
S[ηt]− EPρ
[
S[ρt]
]
= EPρ
[
S[ρt|ηt]
] ≥ 0 . (19)
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Following [12], we can also introduce the amount of information of the con-
tinual measurement
I[ρ; t] = S[ρ]− EPρ
[
S[ρt]
]
(20)
and the classical amount of information. To introduce this last quantity we need
some notations. Let us set Pρ(dω; t) = ‖σt(ω)‖Q(dω), let ρ =
∑
α wαρα be the
orthogonal decomposition of ρ into pure states and Pρα , σ
α
t , ρ
α
t , η
α
t , m
α
j (t),
ναk (t) be defined starting from ρα as Pρ, σt, ρt, ηt, mj(t), νk(t) are defined
starting from ρ. Then, the classical amount of information of the continual
measurement is defined by
c-I[ρ; t] =
∑
α
wα
∫
Ω
ln
(
Pρα(dω; t)
Pρ(dω; t)
)
Pρα(dω; t)
=
∑
α
wαEPρα
[
ln
‖σαt ‖
‖σt‖
]
= EQ
[∑
α
wα‖σαt ‖ ln ‖σαt ‖ − ‖σt‖ ln ‖σt‖
]
. (21)
By classical arguments, c-I[ρ; t] is always positive [12]: c-I[ρ; t] ≥ 0, ∀t ≥ 0,
∀ρ ∈ S(H). Obviously, we have I[ρ; t] ≤ S[ρ], I[ρ; 0] = 0, c-I[ρ; 0] = 0. If it
exists an equilibrium state ηeq (L[ηeq] = 0), by (19) we have also I[ηeq; t] ≥ 0.
Theorem 3 The classical amount of information of the continual measurement
of Section 2 is non-decreasing in time and
d
dt
c-I[ρ; t] =
∑
α
wαEPρα
1
2
∑
j
mαj (t)
2 +
∑
k
ναk (t) ln ν
α
k (t)

− EPρ
1
2
∑
j
mj(t)
2 +
∑
k
νk(t) ln νk(t)

=
∑
α
wαEPρα
1
2
∑
j
(
mαj (t)−mj(t)
)2
+
∑
k
νk(t)
(
1− ν
α
k (t)
νk(t)
+
ναk (t)
νk(t)
ln
ναk (t)
νk(t)
)]
≥ 0 . (22)
To prove this theorem one has to differentiate the last expression in (21) and to
use the relationships among Q, Pρ, Pρα .
For quasi-complete measurements the information gain I[ρ; t] has a nice be-
haviour.
Theorem 4 The continual measurement of Section 2 is quasi-complete if and
only if the amount of information I[ρ; t] is non-negative for any ρ ∈ S(H)
with S[ρ] < +∞ and any t ≥ 0. Moreover, if it is quasi-complete, we have
6
I[ρ; t] ≥ c-I[ρ; t] ≥ 0, I[ρ; t] ≥ I[ρ; s] for any t, any s < t and any state ρ with
S[ρ] < +∞.
Proof. All the statements but the last one are a particularization of Theorems
1 and 2 of [12] to our case. The last statement needs the use of conditional
expectations. We have I[ρ; t] − I[ρ; s] = EPρ
[
S[ρs] − EPρ [S[ρt]|Fs]
]
; by (12)
S[ρs]−EPρ [S[ρt]|Fs] is the amount of information at time t when the initial time
is s and the initial state is ρs and, so, it is non-negative for a quasi-complete
measurement. 
Finally, if H is finite-dimensional, the vanishing of the purity implies the
vanishing of the entropy; therefore, we have the asymptotic completeness also
in the sense of the vanishing of the entropy:
The hypotheses of Theorem 2 imply also that limt→+∞ S[ρt] = 0, Pρ-
almost surely, and limt→+∞ I[ρ; t] = S[ρ].
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