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Introduction
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The immune system protects the body against disease caused by invaders such as bacteria and viruses as well as cancer. This protection is called immunity. Classically, 
immunity can be divided into innate and adaptive immunity. Innate immunity is the first 
line of defense and lacks the ability to provide specific immunity to certain pathogens. In 
the adaptive immune response, lymphocytes that can specifically recognize certain parts 
of pathogens, called antigens, proliferate and differentiate to eliminate these pathogens. 
Both innate and adaptive immune responses depend on the activity of leukocytes (white 
blood cells). 
The innate immune response involves mainly phagocytic leukocytes like macrophages, 
granulocytes and dendritic cells (DCs). These cells are able to ingest and kill 
microorganisms, thus forming the first line of defense [1]. The strategy of innate immunity 
is to recognize pathogen-associated molecular patterns which are highly conserved 
structures present in large groups of microorganisms [2]. Recognition of pathogens 
by specialized receptors induces costimulatory molecules, cytokines and chemokines, 
which recruit and activate antigen-specific lymphocytes and initiate adaptive immune 
responses [3]. Innate immune responses occur rapidly upon exposure to an infectious 
agent, while it takes a few days to generate an adaptive immune response. 
Adaptive immunity is organized around two classes of specialized cells: B lymphocytes 
(B cells) and T lymphocytes (T cells), which are both derived from a common lymphocyte 
progenitor. Each lymphocyte displays a unique receptor, the B cell and T cell receptor, 
which are able to recognize a specific antigen. Since the binding site specificity of these 
antigen receptors is randomly generated, an extremely diverse repertoire of receptors is 
produced. To prevent allergy and autoimmunity, lymphocytes carrying a receptor against 
self antigens or harmless environmental antigens are destroyed during differentiation in 
a process called negative selection [4]. 
B lymphocytes differentiate in the bone marrow and when activated differentiate into 
plasma cells that secrete antibodies. T lymphocytes differentiate in the thymus and are 
small, featureless cells, until they encounter antigen presented by antigen-presenting 
cells (APCs). APCs present antigen to T cells to generate an adaptive immune response. 
Upon activation, T cells can differentiate into cytotoxic T cells, helper T cells, regulatory 
T cells and memory T cells. Cytotoxic T cells can kill virus-infected cells and tumor cells. 
Helper T cells activate other cells like B cells, macrophages and neutrophils. Regulatory 
T cells suppress responses from other T cells thus keeping immune activation under 
control. Memory T cells, which are long-lived cells, can generate a fast adaptive immune 
response upon a secondary infection. Upon activation, all T cell subsets secrete cytokines 
like interleukins (IL) and interferon-γ (IFN-γ) to recruit and activate other cells from the 
immune system like natural killer cells and macrophages. [1].
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1Dendritic cells 
Dendritic cells (DCs) are the most effective antigen presenting cells that play a central 
role in the induction of T-cell-mediated immunity [5]. In addition to activating immune 
responses, DCs are also decisive in maintaining tolerance. The pathway that is eventually 
activated depends on the final balance among incoming signals [6]. In response to antigen 
uptake and exposure to inflammatory stimuli, DCs undergo a dramatic phenotypic 
conversion from a tissue resident, Ag-capturing cell to a highly migratory Ag-presenting 
cell, a process known as DC maturation. Activated DCs run an intricate migration track 
throughout the body involving the migration from peripheral tissues towards and their 
entry into the lymphatic vessels, as well as their final positioning in T-cell areas within 
the lymph nodes where they stimulate naive T cells and initiate immune responses [5]. 
DCs are being exploited in the clinic for boosting immunological responses against 
various cancers by vaccination of cancer patients with ex vivo-generated autologous 
DC loaded with tumor antigens [7]. However, although immunological responses are 
observed in most studies, clinical responses are limited to a minority of patients. The 
success of DC-based immunotherapy to induce cellular immunity against tumors is 
highly dependent on accurate delivery and trafficking of the Ag-loaded DC to T-cell-rich 
areas of secondary lymphoid tissues [8, 9]. Therefore, in order to improve the clinical 
outcome, it is of the utmost importance to understand and characterize the key molecular 
mechanisms that regulate the adhesion, activation, maturation and migration of DC in 
order to optimize and steer the immune-regulatory capacities of ex vivo-generated DCs. 
Phagocytosis: interplay between proteins and lipids
Tissue-resident, immature DCs are equipped with several receptors specialized in 
pathogen recognition and uptake [5]. The process by which DCs take up large particles 
(>0.5 µm) is called phagocytosis and is initiated when phagocytic receptors on the cell 
surface engage with their ligands exposed at the surface of the pathogen particles (Fig. 
1). These receptors recognize the particles either directly or via serum proteins, called 
opsonins, which include antibodies or complement proteins such as C3bi that coat the 
surface of the particles [10]. Generally more than one type of receptor is engaged when 
a cell comes in contact with a foreign particle, but in phagocytosis studies particles 
that engage only one receptor are mainly used to specifically dissect the contribution 
of a particular receptor. The best studied receptor involved in phagocytosis is the Fcγ 
receptor (FcγR), which binds immunoglobulin G (IgG) coated particles, and much of the 
current knowledge about phagocytosis is based on this system [11, 12]. 
Phagosome formation
Upon encounter of an IgG opsonized particle, FcγR molecules bind the particle and 
become clustered (Fig. 1). Src family kinases will then phosphorylate the immunoreceptor 
tyrosine-based activation motifs (ITAMs) present in the FcγR cytoplasmic tail [13-16]. 
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The phosphorylated ITAMs are target of the kinase Syk that will in turn recruit and 
phosphorylate a variety of other downstream signaling and adaptor proteins such as linker 
for activation of T cells (LAT), phospholipase Cγ (PLCγ) and class I phosphoinositide 
3-kinase (PI3K) [17, 18]. This FcγR initiated signaling leads to massive actin remodeling. 
In the first phase, actin filaments are assembled at the phagosomal cup, and a pseudopod 
is formed that will surround and enclose the particle. Actin polymerization is mediated 
by guanine nucleotide exchanged factors (GEFs) such as Vav which activate the actin 
nucleator Arp2/3 via the small GTPases Rac and Cdc42 and the Wiscott-Aldrich 
syndrome family proteins WAVE and WASP [19]. When the particle is enclosed by the 
phagocytic membrane, the actin filaments need to be depolymerized in order to allow the 
phagosome to enter the cell. The process of actin polymerization and depolymerization 
needs to be tightly regulated in space and time in order to allow the uptake of large 
particles, however, the exact mechanisms of this coordination remain elusive [20]. 
Phagosome maturation
Following formation, phagosomes acquire microbicidal properties through a maturation 
process that involves a series of interactions with endocytic compartments, and 
ultimately fusion with lysosomes occurs and a phagolysosome is formed [21] (Fig. 1). The 
phagosomal maturation process starts immediately after phagosome sealing and scission 
by fusion of early endosomal vesicles with the phagosome, a process that is regulated by 
the small GTPase Rab5A [22]. In this stage the phagosome is slightly acidic (pH 6.1-6.4) 
and upon transition to the late phagosomal stage the phagosome is further acidified by 
antigen
presentation
survival
storage
degradation
T cell
Antigen 
Presenting Cell
pathogen
actin 
remodeling
early endosome
late endosome
lysosome
Figure 1. Phagocytosis 
Phagocytosis and is initiated when phagocytic receptors on the cell surface of a dendritic cell (DC) engage 
with their ligands exposed at the surface of a pathogen. Extensive actin remodeling occurs during phagosome 
formation and sealing. Following formation, the phagosome acquires microbicidal properties through a 
maturation process and eventually fusion with lysosomes occurs and a phagolysosome is formed. During 
this process the pH gradually drops (indicated by the light to dark grey color shift) and the phagosomal 
membrane undergoes extensive remodeling (indicated by the light to dark grey color shift). Subsequently, 
the phagocytosed antigens are degraded into peptides that are loaded onto major histocompatibility complex 
(MHC) class I or II molecules and exposed at the cell surface as MHC-peptide complexes that will engage 
specific TCRs on interacting T cells in the lymph node.
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1the acquisition of proton pumping V-ATPases [23]. During this late phagosomal stage, of which the small GTPase Rab7A is characteristic, the phagosome is also enriched in 
proteases and lysosomal-associated membrane proteins (LAMPs), and will eventually 
fuse with lysosomes becoming a true microbicidal organel [24]. 
In professional APCs, mainly DCs, phagocytosis needs to facilitate both the destruction 
and neutralization of pathogens and their processing for presentation of pathogen-derived 
antigens to naïve T cells that will elicit an immune response. After the phagocytosis of 
pathogens, infected or cancer cells, DCs need to process the phagocytosed antigens into 
peptides that have to be loaded onto major histocompatibility complex (MHC) class I or 
II molecules and exposed at the cell surface as MHC-peptide complexes that will engage 
specific TCRs on interacting T cells in the lymph node. Although other phagocytes such 
as neutrophils and macrophages are also capable of antigen presentation on MHC class I 
and II, they differ from the DCs in their inability to induce adaptive immunity [25]. These 
different capacities of phagocytic cells result from differences in the whole phagocytosis 
cascade. Whereas neutrophils mainly rely on their oxidative burst, macrophages use 
their potent lysosomal proteolytic activity to destroy the pathogen. In contrast, DCs have 
a limited capacity for lysosomal protein degradation and retain antigen in intracellular 
compartments for prolonged periods of time, allowing the processing of antigens for 
efficient antigen presentation [26]. Besides the cell type involved, a variety of self and 
pathogen derived signals present in the extracellular environment, such as cytokines 
or lipopolysaccaride (LPS), can influence phagocytosis and modulate the microbicidal 
activity of specialized phagocytes [27-30]. However, the exact mechanism that determine 
the phagosomal fate and thereby pathogen destruction and antigen presentation as well 
as the effects of soluble environmental factors on phagosome fate remain elusive. 
Phagosome lipid remodeling 
Phagocytosis involves extensive lipid remodeling both at the contact membrane 
between pathogen and phagocyte and at the phagosomal membrane during phagosome 
formation and maturation [31, 32]. Lipids assemble into microdomains that can act as 
signaling platforms and confer charge and curvature to the membrane surface promoting 
electrostatic attraction and retention of proteins. It is becoming increasingly evident that 
lateral lipid asymmetry is of critical importance in membrane sorting during phagocytosis. 
Differential sorting at the plasma membrane predisposes the ensuing intracellular fate of 
an engulfed particle [33]. Phosphoinositide lipid metabolism in particular is a key early 
event in phagocytosis [32]. Phosphatidylinositol 4-phosphate-5 (PI(4)P-5) is recruited to 
the site of phagocytosis in response to FcγR ligation and is activated by Rac1 leading to 
the conversion of membrane lipids to phosphoinositide PI(4,5)P2 in the phagocytic cup. 
Subsequently, PI(4,5)P2 recruits proteins necessary for actin assembly. At the same time, 
PI3K is activated by the engaged FcγR and phosphorylates PI(4,5)P2 to PI(3,4,5)P3, which 
accumulates at the phagocytic cup and allows phagocytic cup closure and phagosome 
internalization [34]. PI(3,4,5)P3 is an important second messenger recruiting Pleckstrin 
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Homology domain-containing signaling proteins like Gab2, Vav and Akt/PKB [35-37]. 
Subsequent hydrolysis of PI(3,4,5)P3 to PI(3,4) P2 by the inositol phosphatase SHIP-1 could 
turn off the PI(3,4,5)P3 dependent signals and promote later phagosomal stages [38]. It is 
therefore becoming more and more evident that the interplay between lipid remodeling 
and protein recruitment determines the phagosome fate. The presence of specific soluble 
molecules secreted in the extracellular environment by neighboring cells could induce a 
signaling pathway that cross-talks with the phagocytic pathway, thus modulating lipid 
remodeling, protein recruitment and eventually phagosome characteristics. 
Adhesion and substrate sensing through podosomes
In their immature state DCs reside in peripheral tissues where they sample the environment 
and patrol for foreign antigens and altered self. DC function largely depends on their 
ability to cross tissue barriers and migrate through tissues with varying architectures [5]. 
In their tissue resident, immature state DCs exhibit slow, mesenchymal migration, and 
during this state DCs form two types of adhesion structures called focal adhesions (FAs) 
and podosomes (Fig. 2). Although FAs and podosomes share many of their components, 
their organization and functions are different. FAs are tangential shaped structures 
connected to actin stress fibers that are implicated in stable adhesion. Podosomes are 
circular structures that organized in clusters and serve as sites of matrix degradation and 
are thought to facilitate migration through barriers such as vascular endothelium [39-
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Figure 2. Podosomes in dendritic cells
Dendritic cells (DCs) form multiple podosomes that organize into large clusters. Podosomes consist of an actin 
core that is surrounded by a ring of integrins and cytoskeletal adaptor proteins. The background image shows 
immature DCs stained for actin (red) and vinculin (green). The inset shows an individual podosome with typical 
core and ring components listed underneath. 
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141]. In DCs podosomes are involved both in migration and environmental sensing, being implicated in sensing of the substrate mechanical properties and 3D topographical cues 
[42-44]. Finally, podosomes are strongly related to invadopodia, which are associated 
with cancer cell migration and proteolytic cell invasion in both physiological and 
pathophysiological settings [40, 45]. Although their exact composition and function can 
slightly vary between different cell types, below a detailed description of podosome 
characteristics is provided that mainly focuses on podosomes formed by human 
immature DCs.
Composition of podosomes
Podosomes are cytoskeletal structures with actin being their main structural component 
(Fig. 2). They consist of a dense protrusive core of filamentous actin (F-actin) which 
extends from the ventral membrane into the cell. The core is about 500-800 nm in 
diameter and is surrounded by an adhesive ring of integrins and cytoskeletal adaptor 
proteins [46]. Actin polymerization in the core occurs at the ventral membrane and 
depends on the activity of the Arp2/3 complex which is known to form a branched actin 
network. The actin bundling proteins fimbrin, α-actinin and AFAP-110 are also present 
to further organize the podosome core actin [47-49]. 
Besides this dense and branched actin core, a network of unbranched radial fibers exists 
around the core. In conventional fluorescence microscopy this network appears as an 
actin cloud covering the podosome cluster [50, 51]. This network is clearly visible using 
scanning electron microscopy (SEM) appearing as fibers that interconnect individual 
podosome cores [52]. The existence of this network corresponds well to the finding that 
myosin II is localized around podosome cores [53, 54]. In the ring that surrounds each 
podosome core, several types of integrins are present that bind extracellular matrix 
proteins [55] and in DCs the integrin αMβ2 is essential for podosome functionality [42] 
(Fig. 2). Intracellularly the integrins are connected to actin via an adhesion complex 
consisting of the cytoskeletal adaptor proteins talin, vinculin, paxillin and zyxin. Finally, 
also vimentin intermediate filaments and microtubules are found at podosome sites, 
although their exact contribution to podosome structure and organization has not been 
completely elucidated yet [40]. 
In all cells forming podosomes, these structures are found clustered together in parts of 
the cell with varying geometries, although this distribution substantially differs between 
cells types. For example, in osteoclasts podosomes form circlular belts, in endothelial cells 
they form smaller circular structures termed rosettes and in DCs podosomes can appear 
as clusters behind, in the middle or at the leading edge [51, 56-58], but the relevance of 
this heterogeneity in podosome distribution is still poorly understood.
Regulation of podosome formation
Podosomes contain many proteins that are involved in the regulation of actin 
polymerization and organization, but which sequence of events leads to the initiation of 
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podosome formation remains largely unclear. Podosome formation most likely occurs 
through a combination of factors that simultaneously emerge at the ventral plasma 
membrane. Both membrane curvature, which can recruit formin-binding protein 17 
(FBP17) and elevated levels of PI(4,5)P2, are thought to be of key importance as they can 
recruit Wiscott-Aldrich syndrome protein (WASp) [59]. WASp activates the small Rho 
GTPase Cdc42, and together they induce the polymerization of actin. Podosomes also 
contain the actin binding protein cortactin, which, together with WASp can recruit and 
activate the Arp2/3 complex, leading to formation of a branched actin network [60, 61]. 
Podosome formation is tightly regulated by the small Rho GTPases Rho, Rac and Cdc42. 
Both constitutive activation and inactivation of Cdc42 have been shown to impare 
podosome formation [62, 63]. DCs and macrophages from Rac2 knockout mice are unable 
to form podosomes and also the inhibition of RhoA results in the dissolution of podosomes 
[62, 64-67]. In contrast, also RhoA activation has been shown to induce podosome 
dissolution in DCs and osteoclasts [53, 66]. Furthermore, tyrosine phosphorylation plays 
an important role in the regulation of podosome formation. The kinases Src and Pyk2 
and their substrates Tks4, Tks5, paxillin and p130(CAS) are all involved in podosome 
formation and regulation [68].
Podosome dynamics
Podosomes are very dynamic, their lifetime ranges from 2-12 minutes and continues 
turnover of actin in the core and adaptor proteins in the ring has been described [51, 69]. 
Furthermore podosomes have been shown to exhibit stiffness oscillations, associated with 
protrusive behavior, that are dependent on actin polymerization and myosin IIA activity 
[70]. Mesoscale organization of podosome clusters has been described in several cell 
types. In macrophages podosome clusters are positioned at the leading edge of polarized 
cells. Precursor podosomes are formed near the cell edge and podosome dissolution takes 
place at the cell interior [69, 71]. In osteoclasts, podosomes are initially formed as small 
clusters which then collectively form a ring and mature into a belt [51, 57]. The cluster 
dynamics of podosome rosettes and the lifetime of individual podosomes were shown to 
depend on the substrate flexibility, highlighting the function of podosomes as dynamic 
mechanosensors [43, 72]. 
Activation of DCs through the PGE2-EP system 
While extensive research addresses the role of chemokines and cytokines in DC function 
[73], only recently the role of lipid mediators in DC differentiation and function has 
been highlighted [74-77]. DC differentiation from hematopoietic stem cells (HSCs) and 
DC function are influenced by lipid mediators, such as prostaglandins, and DCs express 
several receptors involved in prostaglandin signaling pathways [78]. Prostaglandin E2 
(PGE2) is a key modulator of DC differentiation from their specific progenitor cells, DC 
maturation, migration and production of cytokines to influence T cell differentiation [53, 
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155, 79-81]. Depending on the site of encounter and the maturation stage, PGE2 acts both as an immunoactivator and as an immunosuppressor in DCs, exerting a stimulatory 
function for immature DCs in peripheral tissues [80], and an inhibitory function for 
mature DCs in the lymph nodes [82]. Finally, PGE2 differentially regulates cytokine 
production by DCs as a response to the context and changes in the microenvironment 
[81, 83, 84].
G-protein coupled receptors
PGE2 signals via G-protein coupled receptors (GPCRs) designated EP1, EP2, EP3 and EP4, 
expressed at the plasma membrane [85]. GPCRs constitute a large and diverse family 
of proteins, that function as crucial intermediates in the transmission and translation 
of extracellular information into intracellular responses [86]. The GPCR signaling 
cascade starts by a ligand binding to its receptor, thereby activating downstream 
signaling pathways, which finally result in complex cellular responses. The signaling 
and trafficking properties of GPCRs are often highly malleable depending on the cellular 
context. Receptor-interacting proteins that are differentially expressed in distinct cell 
types can attribute such plasticity of GPCR function. In addition, the spatiotemporal 
fine-tuning of a cell’s response to extracellular signals also depends on the probability 
of interaction between the receptor and its interaction partners, and this is controlled 
by the organization and lateral mobility of the signaling components within the plasma 
membrane [87-92]. Mechanisms exist that can control receptor localization and mobility, 
such as compartmentalization caused by cytoskeletal contacts, lipid environment or 
protein-protein interactions. 
On DCs, PGE2 has been shown to modulate DC function via the EP2 and EP4 receptor 
subtypes [93, 94]. Similarly to other GPCR subtypes, EP2 and EP4 are frequently co-
expressed. Often, co-expressed prostaglandin receptors appear to have opposite actions 
suggesting homeostatic control to buffer cellular responses to transient changes in 
prostaglandin levels. However, how EP2 and EP4 crosstalk is regulated on DCs at the 
molecular level and influenced by the plasma membrane nanoenvironment and the 
cellular microenvironment is still poorly understood. An emerging concept in GPCR 
function is the formation of homo- or hetero-oligomers of GPCRs that may provide the 
framework for signal discrimination and integration [95, 96]. While nothing is known 
about oligomerization of EP2 and EP4, the EP1 receptor subtype has been shown to 
dimerize with and directly modulate the β2-adrenergic receptor [97]. Determining whether 
EP2 or EP4 interact with distinct membrane compartments and whether oligomerization 
further regulates their activity is of fundamental importance to understand PGE2 effects 
in DC biology.
PGE2 signaling 
Dependent on DC subtype and species (human or mouse), DCs were shown to express either 
EP2 and EP4 or all four EP receptors, however PGE2 exerts its effects only via EP2 and EP4 
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(Fig. 1) [53, 80, 83, 98, 99]. The distinguishing feature of the EP2 and EP4 receptors is that 
their signaling is predominantly transduced by Gαs, through which receptor activation 
is associated with an increase in adenylate cyclase activity and subsequently elevated 
intracellular cAMP levels (Fig. 3) [100, 101]. However, EP4 ligation induces a weaker 
stimulation of intracellular cAMP when compared to the ligation of EP2 expressed 
at similar levels, although EP4 is known to have a higher affinity for PGE2 [102]. The 
production of cAMP and subsequently protein kinase A (PKA) leads to the phosphorylation 
of glycogen synthase kinase-3 (GSK-3) stimulating Tcf/Lef transcriptional activity (Fig 
3). However, although EP4 is able to activate this signaling pathway, EP4 primarily 
induces Tcf/Lef transcriptional activity via a PI3K-dependent pathway [103] through 
activation of Gαi [104, 105]. In addition, EP2 and EP4 differentially regulate the PGE2-
mediated phosphorylation of the cAMP response element–binding protein (CREB), 
central to the regulation of cAMP responsive gene expression: EP2 stimulates the PKA- 
Gαi 
Gβ Gγ Gβ Gγ 
AC
cAMPAMP
Gβ Gγ 
PGE2
PGE2
EP2 EP4
PI3K
Gαs β-arrestinGRKGαs 
PKA
GSK-3α 
β-catenin 
AKT ERK
EGR-1
CREB Tcf/Lef 
PGE2
Figure 3. Signaling pathways activated by PGE2 stimulation of the human EP2 and EP4 prostanoid 
receptors.
Binding of PGE2 to its receptors, the GPCRs EP2 and EP4 leads to intracellular signaling cascades, initiated 
through hetero trimeric G-proteins. Both EP2 and EP4 can activate Gαs, which in turn activates AC, leading 
to cAMP production. Subsequent phosphorylation of GSK-3α via either PKA or PI3K signaling pathway 
inhibits the kinase activity of GSK-3α. Inhibition of GSK-3α stabilizes β-catenin that results in a decrease in 
its degradation and promotes β-catenin nuclear translocation and transcriptional activity of Tcf/Lef-regulated 
genes. Activation of either PKA or PI3K signaling pathway leads to phosphorylation of the transcription factor 
CREB regulating cAMP responsive gene expression. In addition, EP4 can activate Gαi, which inhibits AC 
activity and activates PI3K. Activation of the PI3K/ERK pathway induces functional expression of EGR-1, known 
to regulate PGE2 synthase. In addition, PI3K signaling pathway inhibits the activity of PKA. Abbreviations: 
PGE2 Prostaglandin E2; GPCR G protein-coupled receptor; Gβ, Gγ, heterotrimeric guanine nucleotide-binding 
proteins; Gαs, stimulatory guanine nucleotide binding protein; Gαi, inhibitory guanine nucleotide binding 
protein; AC, adenylate cyclase; AMP, adenosine monophosphate; cAMP, cyclic 3,5-adenosine monophosphate; 
PKA, protein kinase A; GSK-3α, glycogen synthase kinase-3; PI3K, phosphatidyl-inositol 3 kinase; Akt, also 
known as Protein Kinase B; CREB, cAMP response element–binding protein; Tcf, T-cell factor; Lef, lymphoid 
enhance factor; ERK, extracellular signal-regulated kinase; EGR-1, early growth response protein 1; GRK, 
G-protein coupled receptor kinase
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1and EP4 mainly the PI3K-dependent pathway [106]. In contrast to EP2, EP4 induces the functional expression of early growth response factor-1 (EGR-1) via the PI3K/MAPK 
signaling pathway [102], which can result in the expression of PGE2 synthase [107]. 
This can act as a positive feedback loop in which ligation of EP4 by PGE2 leads to an 
increase in PGE2 production via PGE2 synthase. Another distinguishing feature of EP4 is 
its ligand-induced desensitization and internalization [103, 108], depending on elements 
present in the carboxyl terminus of EP4. The carboxyl terminus of EP4 also contains 
sites for potential phosphorylation by GPCR kinases (GRKs)[109], and arrestin-2 binding 
promotes EP4 internalization [110]. However, so far mutation of multiple potential GRK 
phosphorylation sites did not alter agonist-induced internalization [111], suggesting 
a different or more complex arrestin-EP4 binding mechanism [110]. EP2 has a much 
shorter C-tail than EP4, which could be a possible explanation for its desensitization- and 
internalization resistance and lack of arrestin-2 binding. Indeed, an arrestin mutant that 
binds and desensitizes regardless of phosphorylation status of the receptor did promote 
EP2 internalization and attenuate EP2 signaling [110]. 
PGE2 responses in dendritic cells
Various studies have demonstrated a multifaceted response of DCs to PGE2. In particular, 
it recently became clear that the timing and extent of DC exposure to PGE2 determines 
different cellular outcomes. The generation of DCs from peripheral blood monocytes has 
been shown to be inhibited in the presence of PGE2, either when it is exogenously added 
or secreted by co-cultured mesenchymal stem cells [112]. More recently, Kalinski and 
colleagues demonstrated that a positive feedback loop between PGE2 and its synthesizing 
enzyme COX2 is able to redirect the differentiation of monocyte cultures towards stable 
myeloid-derived suppressor cells, which have opposing role in the immune system as 
compared to DCs [113]. In contrast to its inhibitory effects on monocytes, PGE2 exhibits 
an activating function on the immature monocyte derived DCs. In fact, PGE2 is a key 
regulator of DC maturation, and it is in particular responsible for the acquisition of a 
migratory phenotype. As a first step towards the transition from an adhesive to a highly 
migratory state, DCs dissolve podosomes within minutes after PGE2 stimulation [93, 
114]. This fast response to PGE2 is mediated by elevation of cAMP intracellular levels, 
activation of the small GTPase RhoA and subsequent induction of actomyosin contraction 
[53]. Combined with proinflammatory cytokines, PGE2 specifically upregulates the 
surface expression levels of the chemokine receptor CCR7, which is responsible for the 
chemotactic responsiveness of DCs to lymph node-derived chemokines such as CCL19 
and CCL21 [115]. Furthermore, prolonged incubation of DCs with PGE2 induces expression 
of matrix metalloproteinase 9 (MMP-9) which, together with CCR7, is responsible for the 
directional migration of DCs to draining lymph nodes [116, 117]. 
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DC-T cell interaction: the immunological synapse
As already mentioned before, immature DCs reside in peripheral tissues to collect and 
process foreign antigens, and when antigen uptake is coupled to stimulation by danger 
signals, DC activation occurs. During this phenotypic change, mature DCs massively 
migrate to the lymph node to stimulate naive T cells and initiate immune responses 
[5]. In contrast to the phagocytic cells from the innate immune system, T cells can only 
recognize foreign antigens displayed on the surface of the body’s own cells. APCs such 
as DCs present antigen on their surface complexed to MHC molecules. The recognition 
of specific antigen presented on DCs by the T cell receptor (TCR) occurs in the context of 
the immunological synapse (IS) and leads to a cascade of events ultimately resulting in T 
cell activation and proliferation [118-121]. Considering the importance of these processes, 
the IS composition and formation have been subject of numerous studies, which revealed 
several receptor-ligand pairs responsible for IS formation and strengthening (Fig. 4). 
T cell activation
The TCR complex is composed of a central antigen recognizing part, surrounded by 
the signal transduction part, which is composed of the 4 chains of the CD3 co-receptor. 
TCR activation engages a number of signaling cascades that determine the cell fate with 
outcomes like cytokine production, cell survival, proliferation, and differentiation [122]. 
The first event in TCR signaling is phosphorylation of the ITAMs on the cytoplasmic side 
of the TCR/CD3 complex by Lck [123]. Zap-70 is then recruited to the TCR/CD3 complex 
where it becomes activated and phosphorylates a series of adaptor proteins which leads 
to recruitment of PLCγ, PI3K, Itk and the small GPTase Ras to the activated TCR complex. 
Subsequently, PKC-θ and the MAPK/Erk pathways are activated, promoting NF-κB 
activation that will ultimately lead to IL-2 secretion and T cell proliferation [124-126]. 
Ligation of the TCR alone is insufficient to induce full activation of T cells. Additional 
interactions (costimulation) between T cells and APCs are necessary to induce a 
response. The best described costimulatory signal in T cells is generated upon ligation 
of CD28 on T cells to B7 on APCs [127]. CD28 shares part of its downstream signaling 
effectors with the TCR complex and is thought to amplify TCR induced signaling in a 
quantitative manner [128, 129]. Numerous other pairs of molecules have been implicated 
as costimulatory receptor-ligand pairs including OX40/OX40 ligand [130] and activated 
leukocyte cell adhesion molecule (ALCAM)/CD6 [131].
The immunological synapse
Fluorescence imaging of the contact between a T cell and an APC has revealed a distinct 
spatial organization of the TCR and its surrounding adhesion molecules in a bulls eye 
shaped pattern, termed the IS (Fig 4) [118, 119]. In its initial description, the IS central part, 
called the central supra molecular activation cluster (cSMAC), was enriched for the TCR 
complex, while the surrounding peripheral SMAC (pSMAC) contained adhesion proteins. 
Rapidly after the initial description of the IS, the importance of TCR microclusters was 
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appreciated [132, 133]. These TCR microclusters also contain costimulatory molecules and 
adaptors such as CD28, CD2 and LAT and are formed in the periphery of the contact site 
and transported radially to form the cSMAC [134, 135]. The organization and transport 
of TCR microclusters is dependent on the actomyosin apparatus, which facilitates TCR 
triggering and regulates protein spatial organization at the IS [136-138]. The vision of 
the IS organization has significantly changed due to the application of superresolution 
microscopy to study the organization of the IS at the nanoscale. Before the initiation of 
signaling both the TCR and the adaptor protein LAT are present in nano-islands of 35-70 
nm containing 7-30 TCRs, which upon TCR stimulation were shown to coalesce but not 
fuse [139]. However, other studies showed that LAT is present in subsynaptic vesicles 
which are essential for TCR triggering [140, 141]. Finally, Lck and Src, kinases involved 
in TCR signaling, were also found to be organized in sub-resolution sized clusters that 
do not overlap [142]. 
Role of ALCAM/CD6 interaction in T cell activation
A receptor ligand pair that has recently been shown to have costimulatory properties is 
ALCAM/CD6 [131]. ALCAM (CD166) is a member of the immunoglobulin super family 
of proteins that is expressed on many cell types, but its expression is particularly high 
on DCs [143, 144]. ALCAM can interact both with other ALCAM molecules on another 
cell, via a homotypic interaction [145], and with CD6, via a heterotypic interaction 
[143]. Although the precise function of ALCAM is largely unknown, ALCAM-mediated 
interactions are important during neural development [146], maturation of hematopoietic 
stem cells [147], immune responses [143] and when deranged they favor tumor invasion 
[148-150].
CD6 consists of an extracellular domain that contains three scavenger receptor 
cysteine-rich (SRCR) domains (SRCR-D1, -D2 and -D3), a 26 amino acid hydrophobic 
transmembrane region and a cytoplasmic tail. It is expressed on thymocytes, mature T 
cells and in the brain [143, 151]. Multiple isoforms resulting from alternative splicing of 
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Figure 4. The immunological synapse
An immunological synapse is formed between a T cell and a dendritic cell (DC). The IS central part, called the 
central supra molecular activation cluster (cSMAC), is enriched for the TCR complex and the peptide-MHC 
complex, and also CD6 and its ligand ALCAM are localized in the cSMAC. The surrounding peripheral SMAC 
(pSMAC) contained adhesion proteins, such as the integrin LFA-1 and its ligand ICAM-1.
22 | Chapter 1
the cytoplasmic domain-coding exons of CD6 have been described [152, 153]. Also a rarer 
phenomenon, the existence of a CD6 isoform lacking the ALCAM binding (D3) domain 
has been shown to exist. This isoform does not localize to the IS and is upregulated upon 
T cell activation. Therefore it is thought that expression of CD6 lacking the D3 domain 
might be a way to regulate the contribution of CD6 to T cell signaling [154]. 
ALCAM and CD6 are known to colocalize at the immunological synapse and ALCAM-
CD6 interactions are essential for both stable T cell-DC contacts and DC-induced T cell 
proliferation [131, 155]. Moreover, CD6 ligation was found to enhance CD3-induced T cell 
activation and proliferation, at a level comparable to ligation of CD28, demonstrating a 
role for CD6 as costimulatory receptor [131]. CD6 ligation is known to cause activation 
of the three mitogen-activated protein kinase (MAPK) cascades, which are ancient and 
evolutionary conserved signaling pathways involved in many physiological processes. 
It was also reported that Src kinases are critical for this activation and that coligation of 
CD3 and CD6 has a synergistic effect [156].
Two intracellular binding partners of CD6 have been identified that are essential for 
CD6 function,. SLP-76, a positive regulator of T cell activation, binds via its SH2 domain 
to the cytoplasmic tail of CD6 phosphorylated at tyrosine 662 [157]. The other binding 
partner is syntenin-1, which binds CD6 at the same site as SLP-76. It was shown that 
CD6 and synthenin-1 partially colocalize at the cell surface of human peripheral blood 
lymphocytes (PBLs) and that syntenin-1 accumulates at the IS. Syntenin-1 is suggested to 
play a role in cell adhesion, cytoskeletal dynamics and cell polarity, so it may link CD6 
to the cytoskeleton [158].
Another way via which CD6 can exert its function is through the cis interaction with 
CD5. Similarly to CD6, CD5 also contains 3 SRCR domains in the extracellular domain 
and has a large intracellular domain [159]. CD5 was shown to inhibit TCR signaling [160], 
although it has also been suggested that its role is to fine-tune the TCR-response [161]. 
CD5 and CD6 associate on the membrane of resting T cells, and this association seems to 
be maintained following lymphocyte activation, because they were found to co-localize 
when the IS is formed [162]. CD6 was also shown to co-precipitates with the TCR/CD3 
complex, independently of the association with CD5, and CD6 and TCR/CD3 were shown 
to colocalize at the cSMAC [155]. However, information about the function and dynamic 
behavior of CD6 during synapse formation is still lacking.
Scope of this thesis
Understanding the molecular mechanisms that shape an effective immune response is 
a fundamental question in biology. Antigen-presenting DCs are key regulators of the 
immune system: in peripheral tissues, they recognize foreign antigens, subsequently 
migrate towards the lymph nodes to activate naïve T cells and initiate an immune 
response. During their life cycle they have to accomplish all these tightly regulated 
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1tasks in a coordinated fashion. Processes like migration, antigen uptake, processing and subsequent presentation are fast, with many components that change their molecular 
and cellular organization in time and space. Since these processes take place in distinct 
subcellular compartments that are organized at the micro and nanoscale, visualization 
of these processes is key to understanding their coordination, regulation and function. 
In order to do so the use of high spatiotemporal resolution microscopy approaches is 
indispensable to unravel novel aspects.
The aim of this thesis was to study the dynamics of various key processes that 
characterize the life cycle of DCs ranging from phagocytosis, to adhesion and antigen 
presentation, through a multidisciplinary approach based on immunology, cell biology 
and advanced bioimaging techniques. Besides standard time-lapse confocal microscopy, 
several novel imaging approaches have been exploited that are less common within 
the cell biology community. Therefore, in chapter 2 an introductory overview of the 
advanced optical microscopy methods used in this thesis is presented. In chapter 3 the 
influence of cytokine signaling on the maturation of the phagosome is presented, and 
time lapse confocal microscopy was used to show that phagosome lipid remodeling is 
altered upon IL-4 stimulation. In chapters 4, 5 and 6 DC podosomes are studied at 
different levels. To perform quantitative microscopy of podosomes, we developed an 
automated image analysis algorithm to identify podosomes in fluorescence microscopy 
images, of which the details are described in chapter 4. In chapter 5 we applied this 
algorithm to investigate how the protrusive podosome core and surrounding integrin-
adhesion complexes are linked. We showed that the actin network acts as a myosin 
IIA independent tension transmission system, mechanically linking the core to the 
adhesion complexes. In chapter 6 we developed the time-resolved spatiotemporal image 
correlation microscopy (trSTICS) method and used this to show mesoscale coordination 
of spatiotemporal dynamics of F-actin and adaptor proteins in podosome clusters. In 
chapter 7 we integrated molecular, immunological and biophysical disciplines to unravel 
the nanoscale membrane organization, dynamics and crosstalk of the PGE2 receptors 
EP2 and EP4 at the DC plasma membrane. In chapter 8 we investigated the dynamic 
properties of TCR-CD6 interplay and showed that CD6 is part of radially transported 
TCR microclusters during IS formation. Finally, in chapter 9 I will discuss the results 
of this thesis in the context of immunology and biophysics and show initial results 
that highlight the potential of sophisticated imaging techniques such as hyperspectral 
microscopy and 3D super-resolution imaging to further advance our understanding of 
complex cellular processes.
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To study molecular processes that orchestrate immune responses, the visualization of these processes in live cells is key to understand their function. Advancements 
in fluorescence microscopy techniques have made it possible to measure protein 
aggregation state, dynamics and interactions in living cells, allowing measurements 
of biochemical parameters in situ. In this chapter an introduction will be given to the 
advanced fluorescence microscopy techniques that are applied in this thesis to study 
dynamic processes in immune cells.
Advanced microscopy to study signaling dynamics in 
immune cells
A large variety of signal transduction processes are initiated by proteins or lipids located 
at the plasma membrane. Binding affinity of receptors for their ligands and changes in 
receptor expression levels are not enough to explain the fine-tuning and integration of cell 
signaling responses. It is by now well-established that regulation of signaling threshold 
and duration also requires local nanoscale changes in receptor lateral organization and 
mobility within the plasma membrane [163, 164]. 
In the past decades it became more and more clear that the existing biochemical tools 
were not sufficient to unravel the organizing principles of the membrane nanoscale 
organization. To fully determine protein-protein interactions and comprehend the 
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Figure 1. Spatiotemporal resolution of bioimaging techniques used in this thesis. 
The spatial and temporal scales that can be resolved with bioimaging techniques are shown. Each technique 
is represented by a grey square. The axes show the spatial and temporal scales and corresponding biological 
structures and processes. Abbreviations: Fluorescence correlation spectroscopy (FCS); Fluorescence recovery 
after photobleaching (FRAP); Spatiotemporal image correlation spectroscopy (STICS)
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regulatory role of lipids and membrane, it is imperative to study signaling events in 
living cells at high temporal and spatial resolution (Fig. 1). The exploitation of advanced 
fluorescence-based bio-imaging techniques to study membrane organization and the 
constant optimization of image analysis algorithms have indeed been instrumental to 
support biochemical claims and significantly advance our understanding of the plasma 
membrane landscape at the nanoscale [165].
Advancements in fluorescence microscopy techniques have made it possible to 
measure protein aggregation state, dynamics and interactions in living cells, allowing 
measurements of biochemical parameters in situ. The group of image correlation 
techniques can determine aggregation state and average mobility of proteins as well as 
protein-protein interactions based on ensemble measurements. Imaging techniques that 
can circumvent the diffraction limit, including near-field scanning optical microscopy 
(NSOM), stimulated emission depletion (STED) and localization microscopy, are capable 
of directly revealing the nanoscale organization of the membrane [166, 167]. Single 
molecule imaging, such as Förster Resonance Energy Transfer (FRET) imaging and multi-
color single particle tracking (SPT), provides a view of protein dynamic behavior at the 
molecular level, making it possible to discriminate between different types of mobility 
[168]. In this chapter some of these key microscopy approaches will be addressed, 
emphasizing both advantages and disadvantages, for studying membrane biology.
Fluorescence recovery after photobleaching
Fluorescence recovery after photobleaching (FRAP) is a microscopy based method used 
to study the mobility of fluorescent molecules and has been employed since the mid-
1970s to assess mobility of molecules in the cell membrane [169-172]. Thanks to the 
development of GFP fusion proteins, a revival of FRAP applications was seen in the 
mid-90s [173]. In FRAP, fluorescent molecules in a region of interest (ROI) within the 
cell are bleached by a high intensity laser source. If the fluorescent species is mobile, the 
bleached molecules within the ROI will be exchanged by fluorescent molecules diffusing 
from surrounding regions (Fig. 2A). The resulting recovery of fluorescent intensity in the 
ROI is monitored and plotted in a recovery curve, which contains information about the 
fraction of molecules that are mobile and the half time of recovery (Fig. 2B). The curve 
can be fitted to an appropriate model for the behavior of the fluorescent species and 
models that account for diffusion, interaction and binding behavior are readily available 
[174-177]. FRAP is usually implemented in confocal microscopes, thereby limiting its 
spatiotemporal resolution to that of the respective microscope. However the availability 
of confocal microscopes combined with a relatively straightforward experimental 
approach has made FRAP the method of choice for many studies of membrane dynamics. 
FRAP has been used to investigate membrane heterogeneity, a concept that was inferred 
from the observation that FRAP curves from lipids and membrane proteins contain an 
apparent immobile fraction [178-180] (Fig. 2). Also, FRAP has been used extensively to 
assess the raft hypothesis but due to the lack of spatial resolution and the ensemble 
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nature of the method, FRAP could not provide definitive information about the existence 
or nonexistence of raft microdomains [181, 182]. Recent advances in this methodology 
include the development of models to separate lateral diffusion from membrane 
recruitment of non-integral membrane proteins. These methods rely on measuring the 
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Figure 2. Fluorescence recovery after photobleaching.
A) A membrane containing a fluorescent species is imaged (1). The fluorophores in ROI within the field of 
view are photobleached by a high intensity laser source (2,3). When the fluorescent molecules are mobile, 
the bleached molecules will redistribute throughout the membrane and the intensity in the bleach ROI will 
recover by exchange of bleached and unbleached molecules (4,5,6). B) Fluorescence recovery curve showing 
the intensity over time in the bleach ROI. From the recovery curve the immobile fraction and recovery half 
time can be determined.
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Figure 3. Single-particle tracking to determine receptor dynamic behavior.
A) Left image depicts the dorsal membrane of a HEK293 cells transfected with the HA-tagged receptor EP2. 
Middle image is the corresponding fluorescence image showing the signals from quantum dots (QDs) that 
were monovalently conjugated to anti-HA Fab fragments, which allowed labeling of the HA-tagged EP2 in 
living cells. One QD, which is present in subsequent images, is depicted on the right. B) In each frame of 
the movie, automated analysis yields values for the integrated fluorescence signal and the lateral position of 
the labeled receptors with high accuracy (~ 16 nm), allowing accurate reconstruction of trajectories from the 
positional shifts of the labeled receptors in consecutive images. C) Analysis of the receptor trajectories results 
in the mean square displacement versus time lag (tlag) plots with can be fitted using models describing different 
modes of diffusion. The heterogenic organization of the plasma membrane imparts different types of motion 
onto receptors, like transient confinement in dynamic microdomains (red line), free Brownian diffusion (blue 
line), and directed motion (green line).
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spatial intensity distribution within the bleached ROI to gain information about the type 
of mobility of molecules [183-185]. 
Single particle tracking
Signaling events at the plasma membrane are initiated via interactions between individual 
molecules, and information about these interactions can be obtained by monitoring the 
lateral dynamic behavior of proteins within or proximal to the plasma membrane. Since 
these interactions can be highly dynamic and tightly regulated in space and time, bulk 
studies such as protein biochemistry or conventional confocal microscopy will only yield 
information on the average properties of the dynamic behaviors and are compromised by 
poor time resolution. SPT in living cells is a key approach to directly monitor dynamics 
of proteins within their natural environment. In SPT the centre of mass of the emission 
peaks fluorescent molecules are determined with a positional accuracy up to 10 nm, 
depending on the number of photons detected. However, in order to study protein 
mobility it is critical to monitor individual spots which requires labeling at suboptimal 
conditions (Fig. 3) [186]. In addition, studying protein mobility requires high temporal 
resolution and therefore camera based microscopy approaches are the method of choice, 
because they allow simultaneous imaging of the whole field of view. Consequently, the 
time resolution of SPT is only limited by the acquisition speed of the camera system 
and the fluorescence properties of the labeled species. TIRF microscopy is advantageous 
over conventional wide field microscopy, since it limits the excitation volume to a 
region close to the coverslip surface thereby reducing out-of-focus noise resulting from 
autofluorescence or fluorescence from internalized fluorophores, thus improving spatial 
resolution without compromising acquisition speed. However, TIRF-based SPT is limited 
to imaging dynamics at the ventral plasma membrane, where protein mobility might be 
hindered by adhesions or substrate anchors. Therefore, the choice of wide field versus 
TIRF to perform SPT depends on the biological questions one wants to address, and 
appropriate labeling techniques have to be chosen with stronger fluorophores, such as 
quantum dots, for conventional, wide field imaging, to overcome out-of-focus noise. 
Analysis of the molecule tracks obtained with SPT (Fig. 3B) provides unprecedented 
detailed information about mobility, membrane-binding lifetimes and domain formation, 
all important determinants of signaling function (Fig. 3C) [88, 187, 188]. For example, the 
heterogeneous nanoscale organization of the plasma membrane imparts different types 
of motion onto proteins, like immobility, free Brownian diffusion, transient confinement 
in dynamic domains, hop diffusion across membrane picket fences and directed flow 
[189]. Therefore, the analysis of the trajectories and subsequent quantification of the 
mode of diffusion and the diffusion coefficient of molecules can give insight into the 
influence of the membrane nanoenvironment on signaling function [190]. 
The power of SPT for signal transduction research has been convincingly demonstrated 
since the beginning of the century, and SPT has yielded new insights into the dynamical 
processes occurring in receptor signaling. SPT perfomed on live cells showed that 
30 | Chapter 2
amplification in signal transduction occurs, for example, through the epidermal growth 
factor (EGF)-induced clustering of the EGF receptor [191] or via increased mobility 
of chemotaxis receptor [88] in combination with faster cycling of the ligand [192] at 
the leading edge of migrating cells. SPT of the FcRI receptor demonstrated that steps 
in receptor signaling occur changes between protein aggregation states [90, 193]. 
These studies have also elucidated mechanisms that control protein mobility, such as 
compartmentalization caused by cytoskeletal contacts via the actin cytoskeleton [91, 194] 
or microtubules [89, 92]. In addition, the lipid environment [195] and protein-protein 
interactions [196, 197] were shown to regulate receptor mobility. These mechanisms 
enable a cell to fine-tune its response through local changes in the rate, duration, and 
extent of signaling. 
Although SPT analysis of the behavior of one molecule within the plasma membrane 
elucidates signaling events occurring through one protein, the direct visualization of 
signaling interaction events requires dual-color tracking of two proteins. However, 
due to the requirement of suboptimal labeling this is very challenging. Nevertheless, 
studies have shown tracking of two spectrally distinct fluorophores to determine for 
example receptor dimerization [187, 198]. In addition, methods are used to overcome 
the suboptimal labeling problem, like single-molecule FRET, were one can track the 
donor and/or acceptor [199] and measure the mobility of a protein when it is interacting 
with another protein. Currently, multicolor single particle tracking is developed on 
a hyperspectral microscope, where up to 8 colors of quantum dots can be tracked in 
hyperspectral images [200].
Fluorescence correlation spectroscopy
Among the methods to study dynamics of cell membrane components, fluorescence 
correlation spectroscopy (FCS) has been extensively used to monitor mobility of lipids 
and proteins in living cells. In general in FCS, the sample is illuminated by a laser beam 
focused to a very small observation volume (Fig. 4A). For membrane measurements 
the focus of a laser spot is a 2D Gaussian detection area. The intensity of fluorescent 
molecules within this volume is monitored over time (Fig. 4B). Both the diffusion of 
fluorescent species in and out of the observation volume and photochemical processes 
of the fluorescent dye will give rise to intensity fluctuations in time (Fig. 4B). Since the 
photochemical processes, such as blinking and bleaching occur at much shorter time 
scales than the diffusion, these processes can be separated. To analyze the dynamic 
properties of the fluorescent species, the autocorrelation function (ACF) is used, which 
describes the self-similarity of the signal as a function of time lag τ. The ACF bears 
information about both the number of molecules and the average time the species resides 
within the observation volume (Figure 4C), and by fitting the ACF with an appropriate 
diffusion model these quantitative parameters can be extracted. Advantages of FCS 
include sensitivity for low concentrations, non-invasiveness due to low excitation 
energies, and accurate measurements of lipid and protein dynamics thanks to robust 
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analytical tools. Moreover, one FCS measurement can be performed in a few seconds, 
allowing the analysis of fast mobility changes. Shortly after the initial description of the 
FCS, this method has been applied to biological samples including the study of lateral 
diffusion of membrane proteins [172, 201]. 
An extension of FCS is fluorescence cross-correlation (FCCS), in which fluctuations of one 
fluorescent species are correlated with fluctuations of a spectrally distinct species. In this 
way interactions or correlation of dynamics between proteins or lipids can be assessed 
[202, 203]. Important to note is that correlated dynamics of molecules in membranes do 
not require physical interactions but can also originate from co-confinement or coupling 
to cytoskeletal elements. FCCS has been used to study initiation of mast cell signaling 
at the membrane by cross linking of FcεRI. Larson and colleagues showed stimulation-
dependent associations between fluorescently labeled IgE-FcεRI and Lyn-EGFP [204]. 
FCCS was also used by Lillemeier and coworkers to show correlation dynamics of the 
CD3ζ chain of the TCR complex and LAT [139]. 
In conventional FCS fluctuations are measured in one illumination volume at the time. 
In scanning FCS (sFCS), a laser is scanned along a straight line or a ring, and the ACF is 
calculated in each spot along the line [205, 206]. In this way, also spatial variations in 
mobility can be assessed. The time between subsequent observations for each volume 
will be longer than in conventional FCS, thereby reducing bleaching and making this 
method is extremely suitable to study dynamics of relatively slow species, such as 
membrane proteins [207]. Moreover, sFCS can be used to determine diffusion coefficients 
with high accuracy without the need to know the exact size of the measurement volume, 
or calibration with a standard [208]. And it can be used in combination with two color 
excitation to study molecular interactions [209]. So far, sFCS has mainly been applied to 
study lipid diffusion in model membranes [205] but the feasibility of sFCS for the study 
of live cells has been demonstrated [207, 208].
Due to cytoskeletal interactions, lipid membrane domains or protein-protein interactions, 
the diffusional behavior of lipid and proteins in cell membranes is anomalous and usually 
best described by multiple species corresponding to the different populations undergoing 
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Figure 4. Fluorescence correlation spectroscopy. 
A) A laser beam is focused on a membrane containing a fluorescent species. B) Movement of fluorescent 
molecules in and out of the observation volume will give rise to temporal fluctuations in the fluorescence 
intensity. C) The autocorrelation curve, calculated from the temporal fluorescence intensity signal, contains 
information about the concentration and diffusion of the fluorescent species. 
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different interactions. Both the spatial and the temporal scales of these behaviors can be 
assessed by spot variation FCS (svFCS)[210]. In this method the size of the illumination 
volume is varied and the transition time of molecules within the illumination volume 
is measured as a function of the volume size. Since the FCS volume in a membrane 
is a circular area, this will result in a time versus area plot termed the FCS diffusion 
law. When molecules diffuse freely, this FCS diffusion law will be linear and will, upon 
extrapolation, cross the origin of the plot. However, if the molecules experiences barriers 
to diffusion or are trapped in a domain, the FCS diffusion law will no longer fit this 
model [211]. More specifically, the offset of the y axis crossing of the curve can be used 
to accurately measure the trapping time of molecules in membrane nanodomains [212]. 
Using svFCS, Lenne and coworkers showed that sphingolipid analogs, GPI-anchored 
proteins and transmembrane proteins undergo transient confinements in cholesterol- 
and sphingomyelin-dependent microdomains [213]. This study was extended by showing 
that these microdomains exist in various cell lines and primary cells [213]. Moreover, 
sphingomyelin (SM) and cholesterol dependent membrane microdomains were shown 
to be present in both the outer and inner leaflet, and membrane recruitment and 
phosphorylation of the kinase Akt were dependent on these domains [214].
FCS can be combined with superresolution microscopy approaches to decrease 
the focal spot size below the diffraction limit [215]. Methods that have been used to 
perform subdiffraction FCS measurements are STED [216] and near field excitation with 
NSOM probes [217]. Sub-diffraction FCS has provided key insights into the dynamics 
of membrane lipids. Conventional FCS cannot directly resolve the anomalous diffusion 
of lipid species because the lipid nanodomains that impede lipid diffusion are much 
smaller than a diffraction limited focal volume and the diffusion of lipid species is very 
rapid compared to membrane proteins. Using sub-diffraction FCS the phospholipid 
phosphatidylethanolamine PE was shown to exhibit homogenous diffusion, whereas 
the sphingolipid SM showed a broad distribution of residence times consistent with 
a cholesterol-induced confinement of sphingolipids [216, 217]. This trapping in lipid 
nanodomains was further characterized using STED-FCS combined with the spot 
variation method [216]. Also actin and cholesterol dependent trapping of lipids in 
subdiffraction lipid nanodomains was demonstrated [218].
Another way of analyzing FCS measurements is by looking at the distribution of the 
magnitudes of intensity fluctuations, a method which is known as fluorescence intensity 
distribution analysis (FIDA) or photon counting histogram (PCH) [219, 220]. This method 
relies on determining the number of detected photons or ‘brightness’ of the fluorescent 
species which provides information about size and stoichiometry of protein complexes. A 
modified form of FIDA has been used to detect clustering of eGFP-labeled EGF receptors 
in cells [221]. Using an extension of PCH termed number and brightness, which is based 
on the analysis of sequential confocal microscopy images [222], Nagy and coworkers 
showed ligand dependent and independent dimerization and cluster formation of ErbB 
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receptor subunits [223]. These studies show the potential of FCS based methods to assess 
receptor clustering in intact cells so to elucidate the role of receptor oligomerization.
Image correlation spectroscopy to study cytoskeletal 
dynamics
The cytoskeleton, composed of actin (microfilaments), intermediate filaments and 
microtubules, does not only give cells their shape but does also facilitate transport of 
vesicles and proteins. Moreover, it is essential for cells to explore their environment and 
migrate through tissues. The cytoskeleton is highly dynamic as all types of filaments 
can be polymerized and depolymerized. This plasticity of the cytoskeleton allows cells 
to adapt their shape and organize cellular processes in response to intracellular and 
extracellular cues. In the past decades image correlation spectroscopy (ICS) has been 
developed which is a method that can measure dynamic information hidden in images 
and image time series of fluorescently labeled probes recorded using conventional 
fluorescence microscopes. ICS and extensions of this technique are extremely suited to 
study the dynamics of the cytoskeleton.
Image correlation spectroscopy
ICS was developed as the imaging analog of FCS, in which spatial fluctuations in 
fluorescence intensity in images of fluorophores are used [224]. In ICS, an image 
correlation function (ICF) is calculated from the raw data. Every image acquired on a 
fluorescence microscope is a convolution of the microscope’s point spread function (PSF) 
with emission from each fluorophore in the illumination volume. This convolution causes 
the signal from a single fluorophore to be spread over a few of pixels, and will show up as 
a central peak in the ICF. Also features in the image, such as protein aggregates or larger 
structures will appear in the ICF and temporal fluctuation of intensity will affect its 
shape. After calculation, the ICF can be fitted to an analytical model to extract parameters 
such as protein mobility and aggregation.
ICS methods are classified according to which type of fluorescence fluctuations are 
measured. The original version of ICS, called spatial ICS, uses spatial autocorrelation 
of fluorescence images of fixed cells to measure aggregation states of membrane 
proteins [224, 225]. Temporal ICS (tICS) calculates the autocorrelation from the intensity 
fluctuations of individual pixels in an image [226, 227]. Because the time between frames 
is generally much longer than in FCS measurements, only relatively slow diffusion 
of molecules can be measured using tICS, however a spatial map of dynamics can be 
generated containing information about spatial heterogeneity in protein dynamics. 
Wiseman and colleagues used tICS to measure the diffusion of α5β1 integrin [227] and in 
an extension of their first study, used tICS to measure the relative diffusing, flowing, and 
immobile fractions of α5β1 and α-actinin [228].
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Another type of ICS method, called raster image correlation spectroscopy (RICS), is an 
exception to the limitation of ICS methods to study slow diffusion phenomena. RICS 
takes advantage of the scanning action of a confocal laser scanning microscope (CLSM) to 
extract information on protein dynamics from image stacks [229-231]. CLSM images have 
a hidden time structure since it takes time for the laser beam to measure fluorescence 
intensity from one pixel to the next. Therefore, the image correlation function will 
broaden if molecules have moved to nearby pixels during the scanning action of the 
microscope. Since the time between pixels is different in the x and y direction, RICS can 
measure dynamics at different time scales. Digman and colleagues have combined RICS 
with other fluctuation spectroscopy methods to investigate the dynamics of paxillin at 
focal adhesions. They showed that focal adhesions appear to slide transversally due to 
a treadmilling mechanism in which monomeric paxillin is incorporated at one side and 
large aggregates are removed from the retracting side [232]. Several extensions of FCS 
methods also have their ICS counterpart such as image cross correlation spectroscopy 
(ICCS) to study co-clustering of receptors and brightness or moment analysis to determine 
protein oligomerization states [233, 234]. 
Spatiotemporal image correlation spectroscopy
Recently, another ICS-based method called spatio-temporal ICS (STICS) has been 
described that maps the transport properties of fluorescently tagged proteins using 
correlation analysis of fluorescence intensity fluctuations in image series in space and 
time [235]. In STICS the ICF is calculated for each time lag for (a subset of) an image time 
series of a fluorescently tagged protein in a living cell (Fig 5A,B). At time lag τ = 0 the 
spatio-temporal ICF is the autocorrelation function which contains a central peak due to 
the spatial correlation of the PSF. If the fluorescent protein showed directional motion 
during the acquisition time window, the peak of the ICF will shift in the direction of the 
motion at larger time lags (Fig. 5C). By fitting the peak and its shift, the direction and 
magnitude of motion can be calculated. STICS is usually performed on different regions 
of a cell, thereby resulting in vector map that shows the magnitude and direction of 
transport across the cell (Fig 5D). 
STICS has been used to describe the integrin-actin linkage [236]. To understand this 
interaction, Brown and coworkers cotransfected cells expressing actin and either 
α-actinin, α5β1, talin, paxillin, vinculin or focal adhesion kinase (FAK). Time series of 
both fluorophores were acquired simultaneously in different channels, and velocity maps 
were created for both proteins. The similarity between the velocity maps for actin and 
the adhesion proteins was quantified for both the magnitude and directionality of the 
vectors. This analysis probed the efficiency of the integrin-actin linkage in different cell 
types and under different conditions, such as various concentrations of ECM protein 
on the substrate. The authors showed that the integrin-actin linkage is regulated at two 
levels: one proximal to the α-actinin in the adhesion, and the other proximal to the 
integrins. Recently, an extension of STICS that measures the cross-correlation between 
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two differentially tagged proteins was described [237]. In this study spatiotemporal ICCS 
(STICCS) analysis was applied to TIRF microscopy time series of different integrins 
cotransfected with paxillin. The authors demonstrated co-fluxing of integrins and paxillin 
in protrusions when they pause, and in adhesions that are sliding and disassembling. 
Interestingly this co-fluxing was very pronounced for α6β1 and αLβ2 integrins co-flux 
with paxillin whereas α5β1-integrin and paxillin did not show this phenomenon. 
Conclusion
High spatiotemporal resolution imaging has provided valuable insights into the 
regulation of membrane and cytoskeletal dynamics during immune responses. In this 
thesis, a variety of these techniques has been exploited to study dynamic processes 
occurring at the plasma membrane, involving lipid remodeling, protein recruitment and 
lateral mobility as well as the role of cortical cytoskeleton, which will be presented in 
part 2. Furthermore, in part 3, we have applied complementary microscopy techniques 
and developed novel image analysis tools to unravel organization and dynamics of actin 
and actin-interacting proteins that assemble into podosomes. In part 4 we will show 
initial results that highlight the potential of sophisticated imaging techniques such 
as hyperspectral microscopy and 3D super-resolution microscopy to study receptor 
interactions at high spatiotemporal resolution.
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Figure 5. Spatiotemporal image correlation spectroscopy. 
A) Fluorescence microscopy time series of a fluorescently tagged protein in a cell. B) The time series is divided 
into square regions of interest (ROIs). C) For each ROI the spatiotemporal autocorrelation is calculated for 
all possible image pairs. From the shift of the correlation peak as a function of time lag (τ) protein velocity is 
calculated. D) For each ROI the velocity vector is plotted at the corresponding position on the original image. 
The direction of the vector represents the direction of molecular motion whereas both the size and color of the 
velocity vector represent the magnitude. 
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Phagocytosis is a complex process that involves membrane lipid remodeling and the attraction and retention of key effector proteins. Phagosome phenotype depends on 
the type of receptor engaged and can be influenced by extracellular signals. Interleukin 
4 (IL-4) is a cytokine that induces the alternative activation of macrophages (MФs) upon 
prolonged exposure, triggering a different cell phenotype that has an altered phagocytic 
capacity. In contrast, the direct effects of IL-4 during phagocytosis remain unknown. 
Here, we investigate the impact of short-term IL-4 exposure (1 hr) during phagocytosis 
of IgG-opsonized yeast particles by MФs. By time-lapse confocal microscopy of GFP-
tagged lipid-sensing probes, we show that IL-4 increases the negative charge of the 
phagosomal membrane by prolonging the presence of the negatively charged second 
messenger PI(3,4,5)P3. Biochemical assays reveal an enhanced PI3K/Akt activity upon 
phagocytosis in the presence of IL-4. Blocking the specific class I PI3K after the onset 
of phagocytosis completely abrogates the IL-4-induced changes in lipid remodeling and 
concomitant membrane charge. Finally, we show that IL-4 direct signaling leads to a 
significantly prolonged retention profile of the signaling molecules Rac1 and Rab5 to the 
phagosomal membrane in a PI3K-dependent manner. This protracted early phagosome 
phenotype suggests an altered maturation, which is supported by the delayed 
phagosome acidification measured in the presence of IL-4. Our findings reveal that 
molecular differences in IL-4 levels in the extracellular microenvironment influence the 
coordination of lipid remodeling and protein recruitment which determine phagosome 
phenotype and, eventually, fate. Endosomal and phagosomal membranes provide 
topological constraints to signaling molecules. Therefore, changes in the phagosome 
phenotype modulated by extracellular factors may represent an additional mechanism 
that regulates the outcome of phagocytosis and could have significant impact on the net 
biochemical output of a cell.
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Introduction
The constant threat posed by pathogens and cell debris is tackled by phagocytosis, the 
process through which cells engulf and destroy dangerous material [238]. Phagocytosis 
is a complex process that can be divided into the formation of phagosomes and their 
subsequent maturation that enables them for pathogen elimination and antigen 
presentation.
The cell environment can play an important role in regulating the outcome of the 
phagocytic process. A variety of self and pathogen derived signals can influence 
phagocytosis and the microbicidal activity of specialized phagocytes such as macrophages 
(MФs) and neutrophils [27-29]. Among these signals is the type I cytokine Interleukin 
4 (IL-4), mainly produced by T helper 2 cells and mast cells and involved in a variety 
of (patho)physiological events ranging from tissue adhesion and inflammation, to 
specificity of immunoglobulin class switching and the regulation of immune responses 
to allergens and parasites [239].
In the past decade, IL-4 has been widely studied for its capacity to induce the so called 
‘alternative activation’ of MФs thereby triggering a different phenotype than the IFN-γ 
mediated classical activation [240] In particular, IL-4 activated MФs are characterized by 
a potentiated production of lypopolysaccharide-stimulated cytokines and chemokines 
and enhanced endocytosis [241]. In contrast, the effects of IL-4 on phagocytosis in 
MФs remain controversial as both enhanced and decreased phagocytic capacity were 
observed in IL-4-treated MФs [242-245]. The existence of multiple phagocytosis modes, 
characterized by the engagement of specific receptor repertoires with subsequent 
diverse interplay [238], may explain the opposing effects reported for IL-4. Moreover, 
after days of IL-4 treatment it is difficult to ascribe changes in phagocytic capacity to 
direct IL-4 signaling or rather to signaling as a results of IL-4 induced gene expression. 
Consequently, the effect of phagocytic stimuli on intracellular signaling of IL-4-treated 
MФs is poorly defined. Therefore, new insight into the effects of a direct IL-4 signaling 
on phagocytosis is needed. 
One of the best characterized phagocytic processes is the Fcγ receptor-mediated 
phagocytosis in MФs [12]. Here, the engulfment of IgG-opsonized particles is initiated 
by clustering of Fc-receptors on the surface of the phagocytic cell. Receptor stimulation 
induces activation of Src family kinases, which phosphorylates tyrosine residues at 
the immunoreceptor tyrosine-based activation motif (ITAM) that serves as docking 
site for the kinase Syk [15, 16]. Activated Syk initiates several downstream signaling 
pathways, including the class I phosphatidylinositol 3′-kinase (PI3K) pathway, which are 
still only partially understood (reviewed in [18]). Following formation, the phagosomes 
acquire microbicidal properties through a maturation process that involves a series of 
interactions with endocytic compartments, eventually fusing with lysosomes to form a 
phagolysosome [21].
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Recently, it has become clear that phagocytosis involves extensive lipid remodeling [31, 
32]. Lipids assemble into microdomains that can act as signaling platforms and confer 
charge and curvature to the membrane surface promoting electrostatic attraction and 
retention of proteins. It is becoming increasingly evident that lateral lipid asymmetry is 
of critical importance in membrane sorting during phagocytosis. Differential sorting at 
the plasma membrane predisposes the ensuing intracellular fate of an engulfed particle 
[33].
Phosphoinositide metabolism in particular is a key early event in phagocytosis [32]. 
PI(4)P-5 kinase is recruited in response to FcγR ligation and activated by Rac1 leading to 
the conversion of membrane lipids to phosphoinositide PI(4,5)P2 in the phagocytic cup. 
Subsequently, PI(4,5)P2 recruits proteins necessary for actin assembly. PI3K is activated 
by the engaged FcγR and phosphorylates PI(4,5)P2 to PI(3,4,5)P3, which accumulates at 
the phagocytic cup and allows for phagocytic cup closure and phagosome internalization 
[34]. PI(3,4,5)P3 is an important second messenger recruiting Pleckstrin Homology 
domain-containing signaling proteins like Gab2 [36], Vav [35] and Akt/PKB [37]. 
Subsequent hydrolysis of PI(3,4,5)P3 to PI(3,4)P2 by the inositol phosphatase SHIP-1 could 
turn off the PI(3,4,5)P3 dependent signals and promote later phagosomal stages [38]. 
The anti-inflammatory cytokine IL-4 exerts its effects by signaling through the type 
I and II IL-4 receptors [246]. Interestingly, triggering of type I IL-4 receptors induces 
phosphorylation of IRS1/2 leading to the activation of PI3K, a pathway that is linked 
to the induction of genes associated with alternatively activated MФs. Considering 
the involvement of PI3K in both the FcγR receptor and IL-4 signaling pathways, we 
hypothesized that phagocytosis in the presence of IL-4 influences PI3K activity, thereby 
shifting the balance in phosphoinositide conversion and potentially altering the 
phagosome phenotype.
Here, we investigated in MФs the effect of direct IL-4 signaling on lipid remodeling at 
the onset of phagocytosis of IgG-opsonized zymosan, a well established model microbial 
particle [247]. By combining biochemical methods with time-lapse confocal microscopy 
of GFP-tagged lipid binding probes, we monitored PI3K activity as well as the dynamic 
conversion and distribution of phosphoinositide species in real time during phagocytosis. 
We demonstrate that the presence of IL-4 induces a prolonged negative surface 
potential at the phagosomal membrane, leading to a prolonged recruitment of different 
phagosome associated proteins and subsequent changes in phagosome maturation. Our 
results demonstrate that phagocytosis can be modulated by cytokines secreted into the 
extracellular environment, most likely through cross-talk between membrane-bound 
uptake and signaling receptors such as the Fcγ receptors and IL-4 receptors. Furthermore, 
the effects of the direct IL-4 signaling at the onset of phagocytosis reported here lead 
to a different phagosomal phenotype that could initiate the alternative activation. The 
insight gained in the IL-4 induced signaling processes will provide relevant information 
for IL-4 related therapeutic treatments of allergic, infectious and auto-immune diseases.
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Results
IL-4 prolongs the presence of anionic lipids on the phagosome 
Previous research in MФs showed that the surface potential of the cell membrane 
inner leaflet decreased locally during phagosome formation [248], and this change was 
attributed to depletion of anionic lipids. Prolonged exposure of MФs to IL-4 has been 
shown to affect their phagocytic capacity [249], however no information is available 
about the direct effects of IL-4 on phagocytosis at the molecular level.
To determine whether IL-4 affects the lipid composition of the phagosomal membrane, we 
investigated lipid remodeling during phagocytosis of IgG-opsonized zymosan particles 
in the presence of IL-4. We examined the effect of IL-4 on the charge of the phagosome 
membrane by monitoring the recruitment of the GFP-tagged polycationic probe Kmyr, 
a K-ras-derived peptide that binds to anionic lipids [248], to the phagosomes. Serum-
starved MФs stably expressing Kmyr-GFP were incubated with fluorescent opsonized 
zymosan particles, and phagocytosis was monitored by time-lapse confocal microscopy. 
Internalization of the zymosan particle was confirmed by imaging in 3D in time. The 
results were compared with phagocytosing MФs that were pre-incubated with IL-4 for 
1 hr at 37°C (Fig 1). In the absence of IL-4, Kmyr-GFP was localized on the phagosomal 
cup membrane, in agreement with published observations [248]. As expected, upon 
sealing of the phagosome, a gradual decrease of Kmyr from the internalized phagocytic 
vesicle was observed (Fig.1A). At 180 s after phagocytic cup closure, there was only 
a ~30% Kmyr-GFP residual on the phagosomal membrane as compared to the plasma 
membrane (Fig. 1B). In the presence of IL-4, zymosan particles were also taken up by 
MФs but the localization of Kmyr-GFP at the phagosomal membrane was significantly 
prolonged with Kmyr localization stabilized at ~60% for up to 300 s after phagocytic 
cup closure (Fig. 1A,B). In the presence of IL-4, Kmyr did eventually subside from the 
phagosomal membrane, but on a much longer timescale (5-10 min, data not shown) as 
compared to the phagosomes formed in the absence of IL-4. It should be noted that to 
adjust for differences in Kmyr-GFP expression levels between cells, the signal of Kmyr at 
the phagosome was normalized to the Kmyr signal at the plasma membrane (see Fig. S1). 
Furthermore, flow cytometry experiments confirmed that in the absence of phagocytosis, 
1 hr IL-4 treatment did not alter the expression level of Kmyr-GFP nor its predominantly 
uniform localization at the plasma membrane (Fig. S2). 
The difference in Kmyr localization was further quantified in fixed cell experiments. 
After synchronizing phagocytosis, cells activated or not with IL-4 were quickly fixed and 
the percent of phagosomes containing Kmyr was determined (Fig. S3A,B). Consistent 
with the live cell imaging results, IL-4 prolonged Kmyr residency on the phagocytic 
membrane. In the presence of IL-4, 74% of the phagosomes maintained a Kmyr ring 
compared to only 14% in the absence of IL-4. Longer incubation times (48 hr) with IL-4 
showed similar results with 78% of phagosomes maintaining a Kmyr ring (Fig. S3C). The 
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Figure 1. IL-4 prolonges the localization of anionic lipids during the phagocytic uptake of IgG 
opsonized zymosan. 
(A) Serum-starved RAW MФs stably expressing Kmyr-GFP (green) were incubated or not with IL-4 (10 ng/ml) 
for 1 hr at 37°C prior addition of Alexa633-labeled IgG-opsonized zymosan (red) at a ratio of 1:10, respectively. 
Internalization of zymosan by the MФs was monitored over time (time lag 30 s) by 3D confocal microscopy. The 
images were chosen from the Z-stack which had the optimal focus for the center cross-section of the phagosome 
and are representative of several similar experiments (N=12 and N=17 from 5 independent experiments in the 
absence and presence of IL-4 resp.). Scale bar indicates 5 µm. (B) The fluorescence intensity of Kmyr-GFP 
on the phagosomal membrane was quantified over time. To adjust for differences in Kmyr expression levels 
among different cells, the fluorescence intensity at the phagosomal membrane was normalized to the mean 
fluorescence signal at the plasma membrane for each time point, and plotted after subsequent normalization 
to t0. The values at each time point represent the average +/- SD obtained from phagosomes in MФs that were 
untreated (black squares, N=12) or shortly exposed (1 hr) to IL-4 (10 ng/ml) (red circles, N=17). * indicates p<0.005 
as determined by student T test. (C) Serum-starved MФs stably expressing Kmyr-GFP were preincubated in 
medium alone (N=12) or with IL-4 (10 ng/ml) (N=17), or IL-10 (10 ng/ml) (N=7) or IFN-γ (10 ng/ml) (N=8) for 1 
hr at 37°C. Subsequently, Alexa633-labeled IgG-opsonized zymosan was added (MФs:zymosan ratio was 1:10) 
and phagocytosis was monitored by 3D confocal microscopy. The mean fluorescence intensity of Kmyr-GFP 
+/- SD on the phagosomal membranes was determined at t0 (phagosomal cup closure) and after 180 sec and 
normalized as indicated in B. * indicates p<0.005 as determined by student T test. (D) Serum-starved RAW 
MФs stably expressing tHRas-GFP (green) were incubated or not with IL-4 (10 ng/ml) for 1 hr at 37°C prior 
addition of Alexa633-labeled IgG-opsonized zymosan (red) at a ratio of 1:10, respectively. Internalization of 
zymosan by the MФs was monitored over time (time lag 30 sec) by 3D confocal microscopy. The images were 
chosen as described in A. Scale bar indicates 5 µm. (E) The mean fluorescence intensity of tHras-GFP +/- SD on 
the phagosomal membranes was determined at t = 0 (phagosomal cup closure) and after 180 sec (with (N=4) 
and without (N=4) preincubation in IL-4) and normalized as indicated in B. All data were obtained from >3 
independent experiments. 
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IL-4 induced differences were observed at a concentration of 10 ng/ml and higher (Fig. 
S3D). As expected, phagocytosis of the non-opsonized zymosan particles was very low 
compared to IgG-opsonized zymosan (Fig. S3E). Furthermore, IL-4 had no significant 
effect on the phagocytic capacity (Fig. S3E). The IL-4 induced differences were due to 
early signaling events and not due to IL-4 induced upregulation or downregulation of 
genes, since washing out IL-4 after 1 hr recovered the distribution pattern of Kmyr during 
phagocytosis (Fig. S3D).
 We next confirmed that the effect on Kmyr distribution during phagocytosis of IgG-
opsonized zymosan was IL-4 specific. First, heat-inactivated IL-4 did not induce any 
prolonged localization of Kmyr on the phagosomes (Fig. S3D). Moreover, IL-10, which 
is also an anti-inflammatory cytokine but induces different effects than IL-4 on MФ 
function [240], had no significant effect on Kmyr distribution (Fig. 1C). Similarly, IFN-γ, 
which induces the classically defined MФ activation, did not modulate the presence of 
Kmyr on the phagosome (Fig. 1C).
Lipid remodeling during phagocytosis was also investigated with the lipid raft probe 
tHras, which binds to the plasma membrane inner leaflet independent of the lipid 
charge [248]. In agreement with previous observations, tHras-GFP was localized on 
the membrane during the formation of the phagocytic cup and only decreased slightly 
over time (Fig. 1D). Unlike Kmyr-GFP, the localization of tHras-GFP on the phagosomal 
membrane was not significantly different in the absence and presence of IL-4 after 180s 
from the phagocytic cup closure (Fig. 1D,E). tHras is a marker for lipid rafts and shows 
a differential subcellular compartmentalization with respect to Kmyr [250], suggesting 
that the tHras domains are not affected by IL-4 signaling, at least during phagocytosis. 
We have shown that IL-4 activation induced a prolonged localization of the polycationic 
probe Kmyr on the phagosomal membrane. These results demonstrate that activation 
of MФs via IL-4 affects lipid remodeling of the phagosomal membrane by prolonging 
the presence of anionic lipid species thereby changing the surface potential of the outer 
leaflet of the phagosomal membrane. 
IL-4 changes phosphoinositide composition on the phagosome
Phosphoinositides in the inner leaflet of the plasma membrane are anionic lipids and 
recruit pleckstrin homology (PH) domain-containing proteins that then drive further 
signaling. The conversion of phosphoinositides during FcγR-mediated phagocytosis 
possibly coordinate the different stages of phagocytosis [12]. In order to test whether 
the cytokine IL4 prolongs the negative charge of the phagosomal membrane by altering 
the conversion of phosphoinositides, we used GFP fusion constructs of PH-domains of 
different proteins: the PLCδ PH-domain that binds to PI(4,5)P2 [251], the PH-domain of 
Akt that binds to PI(3,4,5)P3 and to a lesser extent to PI(3,4)P2 [252, 253] and the PH-domain 
of TAPP1 that binds to PI(3,4)P2 [254] (Fig. 2A). By time-lapse confocal microscopy, we 
determined the conversion of phosphoinositides during phagocytosis of IgG-opsonized 
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Figure 2. Short-term exposure to IL-4 increases PI(3,4,5)P3 levels at the phagosomal membrane. 
(A) Phosphoinositides are converted during phagocytosis and the different phosphoinositides can be visualized 
by fluorescently labeled PH-domains from specific proteins. This cartoon depicts the GFP-tagged probes used. 
(B) Serum-starved RAW MФs transiently expressing the lipid binding probes PH-PLCδ-GFP, or PH-Akt-GFP or 
PH-TAPP1-GFP (green) were incubated or not with IL-4 (10 ng/ml) for 1 hr at 37ºC prior addition of Alexa633-
labeled IgG-opsonized zymosan (red) at a ratio of 1:10, respectively. Internalization of zymosan by the MФs 
was monitored over time (time lag 30 s) by 3D confocal microscopy. The left images show the optimal focus 
for the center cross-section of the phagosome from the Z-stack at t = 0 and t = 180 and are representative 
of data obtained in several experiments (N=5 for each lipid binding probe in both absence and presence of 
IL-4 obtained from > 3 independent experiments). The right images are the orthoganol projections. Scale 
bar indicates 5µm. (C) The fluorescence intensity of PH-Akt-GFP and PH-TAPP1-GFP on the phagosomal 
membrane was quantified over time and plotted after subsequent normalization to t = 0. (D) Serum starved 
MФs transient expressing PH-Akt-GFP and PH-TAPP1-GFP were stimulated or not with IL-4 (10ng/ml) at 37°C 
and subsequently challenged with Alexa633-labeled IgG-opsonized zymosan (1:10 ratio) at room temperature 
(at which temperature no phagocytosis occurs) for 30 min after which they were shifted to 37°C to synchronize 
phagocytosis. After 10 min at 37°C, the cells were quickly fixed in 4% PFA, mounted in anti-fading reagent, and 
PH-Akt-GFP and PH-TAPP1-GFP distribution on the phagosome was analyzed by 3D confocal laser scanning 
microscopy. The number of PH-Akt-GFP and PH-TAPP1-GFP bearing phagosomes was determined as the 
fraction of total observed phagosomes (N=90 from 3 independent experiments) ± SE. * indicates p<0.005 as 
determined by Fisher’s exact test. 
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zymosan by monitoring the recruitment of these GFP-tagged probes to the phagosomes 
in the presence or absence of IL-4. No differences were observed in PLCδ PH-domain 
localization on the phagosomal membrane in the absence and presence of IL-4 (Fig. 2B), 
indicating that the levels of PI(4,5)P2 were not altered by IL-4. This was further supported 
by using a more sensitive probe consisting of two tandem PH domains of PLCδ (2PH-
PLCδ-GFP) [255], which again showed no altered levels of PI(4,5)P2 to the phagosome in 
the presence of IL-4 (data not shown). Interestingly, PH-Akt which is known to recruit 
to the phagosomal membrane [256], showed a prolonged phagosomal localization in 
the presence of IL-4, while PH-TAPP1 localization was found to be unaltered by IL-4 
treatment (Fig. 2B, C). Since the extent of recruitment varied among cells, we further 
quantified recruitment of PH-Akt and PH-TAPP1 in fixed cell experiments (Fig. 2D). 
In the presence of IL-4, 64% of phagosomes formed within 10 min after induction of 
phagocytosis showed PH-Akt localization at their membrane compared to only 19% in 
the absence of IL4. Since PH-TAPP1 localization was unaltered, we propose that the 
difference in phosphoinositides is at the level of PI(3,4,5)P3, which is the product of 
class I PI3K activity.PI(3,4)P2 and PI(3,4,5)P3 are the second messengers which activate 
molecules via binding to PH domains of the downstream target proteins. Our results 
show that the phosphoinositide conversion is clearly altered in the presence of IL-4 with 
a prolonged presence of the negatively charged second messenger PI(3,4,5)P3, suggesting 
the involvement of PI3K in the IL-4 mediated effects. 
IL-4 enhances PI3K/Akt activity
The class I PI3K is responsible for the conversion of phosphoinositides by phosphorylating 
PI(4,5)P2 to PI(3,4,5)P3, with the latter more negatively charged. Interestingly, PI3K is also 
downstream of the IL-4 receptor as part of the IRS-1/2 pathway [257]. Therefore, we wanted 
to examine whether after short-term exposure to IL-4 an increased class I PI3K activity 
was responsible for the prolonged negative charge as a result of protracted localization 
of PI(3,4,5)P3 at the phagosomal membrane. We assessed serine phosphorylation of Akt, 
the PI3K activation reporter kinase, by Western blotting whole cell-lysates from MФs 
that were or were not stimulated with IL-4. In agreement with previous work [37], MФs 
that were incubated with IgG-opsonized zymosan particles for different periods of time 
showed an increase in Akt phosphorylation after 5 min of phagocytosis. This increase 
was significantly larger in the presence of IL-4 (Fig. 3A). In particular, in the presence 
of IL-4, a 2-fold increase in Akt phosphorylation occurred after 5 min of phagocytosis 
as compared to in the absence of IL-4 (Fig. 3B). The IL-4 induced increase in Akt 
phosphorylation was predominantly detected within the first minutes after the onset 
of phagocytosis, indicating the transient nature of this event in the signaling pathway. 
To determine whether class I PI3K activity was responsible for the prolonged negative 
charge and consequent prolonged Kmyr localization at the phagosomal membrane, we 
specifically blocked class I PI3K by adding the inhibitory drug PI-103 after closure of 
the phagocytic cup. PI-103 is a potent, cell-permeable, ATP-competitive inhibitor of 
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PI3K family members with selectivity toward class I PI3K (p110α) [31]. By allowing the 
formation of a phagocytic cup before addition of the inhibitor, we made sure that the 
phagocytosis rate was unaltered (data not shown) so that the localization of Kmyr-GFP 
on the phagosome could be analyzed (Fig. S4A). Under these conditions, the IL-4 induced 
prolonged Kmyr localization on the phagosome was completely abrogated (Fig. 3C).
These data demonstrate that in conjunction with phagocytosis of IgG-opsonized zymosan 
IL-4 increases PI3K/Akt activity which accounts for the change in phosphoinositide 
conversion, the extended localization of PI(3,4,5)P3, thereby changing the charge of the 
phagosomal membrane.
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Figure 3. IL-4 induces increased PI3K activity during phagocytosis. 
(A) Serum starved RAW MФs were stimulated or not with IL-4 (10 ng/ml) at 37°C and subsequently challenged 
with IgG-opsonized zymosan (1:10 ratio) at room temperature (at which temperature no phagocytosis occurs) 
for 30 min after which they were shifted to 37°C to synchronize phagocytosis. The cells were lysed at different 
timeperiods of phagocytosis. Proteins were separated, transferred to PVDF membranes and Western blotted 
with a rabbit anti-phosphoserine Akt specific antibody or with a rabbit total Akt specific antibody. Shown is 
the immunoblot at 5 min phagocytosis and similar results were obtained in three independent experiments. 
(B) The fluorescence from the immunoblots was quantified using Odyssey 2.1 software and the phosphospecific 
signal at each timepoint was normalized to the total amount of Akt in the lysate at that timepoint. The values in 
the presence of Il-4 (10 ng/ml, 1 hr) were plotted as a -fold increase over samples in the absence of IL-4 at each 
timepoint. The values represent three independent experiments. * indicates p<0.05 as determined by student 
T test. (C) Serum starved MФs stably expressing Kmyr-GFP were stimulated or not with IL-4 (10 ng/ml) and 
subsequently challenged with Alexa633-labeled IgG-opsonized zymosan (1:10 ratio) at room temperature (at 
which temperature no phagocytosis occurs) for 30 min after which they were shifted to 37°C to synchronize 
phagocytosis. 5 min after the temperature shift PI-103 (100nM) was added. After 10 min at 37°C, the cells 
were quickly fixed in 4% PFA, mounted in anti-fading reagent, and Kmyr-GFP distribution on the phagosome 
was analyzed by 3D confocal laser scanning microscopy. The number of Kmyr-GFP bearing phagosomes was 
determined as the fraction of total observed phagosomes (N=90 from 3 independent experiments) ± SE. * 
indicates p<0.05 as determined by Fisher’s exact test. 
IL-4 modulates the recruitment of cytoplasmic proteins to the phagosomal 
membrane.
The phagosome matures by changing the molecules associated with its membrane 
during its route through the cell [258]. The small GTPase Rac1, which is recruited to 
the plasma membrane upon activation of FcγRs and is important for actin assembly 
during phagocytosis [259], contains a polybasic domain like K-ras and its localization 
to the plasma membrane is sensitive to the surface potential [260]. Since Rac1 localizes 
to the plasma membrane in a similar fashion as Kmyr, we investigated whether short-
term exposure of MФs to IL-4 affected the recruitment of Rac1 to the phagosome during 
phagocytosis of IgG-opsonized zymosan. For these experiments, MФs were transiently 
transfected with constitutively active form of Rac1, Rac1(Q61L)-YFP (Fig. 4A), which 
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Figure 4. IL-4 induces altered phagosome phenotype.
(A) Serum-starved RAW MФs transiently expressing Rac1Q61-YFP (green) were incubated or not with IL-4 
(10 ng/ml) for 1 hr at 37ºC prior addition of Alexa633-labeled IgG-opsonized zymosan (red) at a ratio of 1:10, 
respectively. Internalization of zymosan by the MФs was monitored over time (time lag 30 s) by 3D confocal 
microscopy and the images show the optimal focus for the center cross-section of the phagosome from the 
Z-stack at t = 0 s and t = 180s and are representative of several similar experiments. Scale bar indicates 5 µm. (B) 
The fluorescence intensity of Rac1Q61-YFP on the phagosomal membrane was quantified over time. To adjust 
for differences in Kmyr expression levels among different cells, the fluorescence intensity at the phagosomal 
membrane was normalized to the mean fluorescence signal at the plasma membrane for each time point, 
and plotted after subsequent normalization to t0. The values at each time point represent the average +/- SD 
obtained from several phagosomes in MФs that were untreated (black squares, N=5)) or shortly exposed (1 
hr) to IL-4 (10 ng/ml) (red circles, N=5). * indicates P<0.05 as determined by student T test. (C) Serum-starved 
RAW MФs transiently expressing Rab5-GFP (green) were incubated or not with IL-4 (10 ng/ml) for 1 hr at 37ºC 
prior addition of Alexa633-labeled IgG-opsonized zymosan (red) at a ratio of 1:10, respectively. Internalization 
of zymosan by the MФs was monitored over time (time lag 30 s) by 3D confocal microscopy and the images 
show the optimal focus for the center cross-section of the phagosome from the Z-stack and are representative 
of several similar experiments (N=2 and N=3 in absence and presence of IL-4 resp.). Scale bar indicates 5µm 
and zymosan localization is indicated with *. Serum starved MФs transiently expressing Rab5-GFP (D) or 
Rab7-GFP (E) were stimulated or not with IL-4 (10 ng/ml) and subsequently challenged with Alexa633-labeled 
IgG-opsonized zymosan (1:10 ratio) at room temperature (at which temperature no phagocytosis occurs) for 
30 min after which they were shifted to 37°C to synchronize phagocytosis. 5 min after the temperature shift 
PI-103 (100 nM) was added. After 10 min at 37°C, the cells were quickly fixed in 4% PFA, mounted in anti-fading 
reagent, and Rab5-GFP distribution on the phagosome was analyzed by 3D confocal laser scanning microscopy. 
The number of Rab5-GFP (D) or Rab7-GFP (E) bearing phagosomes was determined as the fraction of total 
observed phagosomes (N=90 from 3 independent experiments) ± SE. * indicates p<0.05 as determined by 
Fisher’s exact test. (F) Serum starved MФs were challenged with zymosan labeled with the pH-sensitive dye 
pHrodo, which is nonfluorescent at neutral pH and fluoresces bright red in acidic environments. Internalization 
of pHrodo-zymosan by the MΦs was monitored over time (time lag 50 se) by 3D confocal microscopy and the 
mean fluorescence intensity of three cross-section of the phagosome from the Z-stack was calculated at each 
timepoint. The values at each time point represent the average +/- SD obtained from several phagosomes in 
MФs that were untreated (black squares, N=8)) or shortly exposed (1 hr) to IL-4 (10 ng/ml) (red circles, N=6) 
and are representative of three independent experiments. * indicates p<0.005 as determined by student T test.
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binds to the plasma membrane independently from nucleotide hydrolysis or cessation of 
nucleotide exchange [248]. As expected, in untreated cells, Rac1(Q61L)-YFP was localized 
to the plasma membrane and the distribution during phagocytosis was comparable to 
Kmyr, with decreased levels on the phagosomal membrane after phagocytic cup closure. 
In contrast, the presence of IL-4 induced a prolonged localization of Rac1(Q61L)-YFP on 
the phagosomal membrane as also observed for Kmyr-GFP (Fig. 4A,B). 
A further downstream protein in the phagosomal signaling process is the small 
rabGTPase Rab5. RabGTPases are thought to orchestrate the sequence of fusion events 
of compartments of the endocytic pathway with the phagosome during the maturation 
process, leading to the formation of the phagolysosome [21]. Rab5, which is recruited 
rapidly and transiently to the phagosome, is known to be essential for the recruitment of 
Rab7 and for progression to phagolysosomes [261], as the maturation from early to late 
phagosome is determined by the switch from Rab5 to Rab7. The localization of Rab5-GFP 
was followed during the uptake of IgG-opsonized zymosan in the absence and presence 
of IL-4 (Fig. 4C). The results show that in the presence of IL-4 there was a prolonged 
localization of Rab5 on the phagosome as determined by both live cell imaging and fixed 
cell experiments (Fig. 4C,D). Consistent with this, Rab7 showed a delayed recruitment 
to the phagosome as visualized with Rab7-GFP in the fixed cell experiments (Fig. 4D).
Finally, we investigated whether the IL-4 induced effect on Rab5 and Rab7 localization 
was the result of a cross-talk between IL4 receptor and FcγR at the level of PI3K. To 
this aim, PI3K was blocked rapidly after the onset of phagocytosis with the class I PI3K 
specific drug PI-103 and the localization of Rab5-GFP and Rab7-GFP on the phagosome 
was determined (Fig. S4B,C). Addition of PI-103 completely abrogated the IL-4-dependent 
protracted localization of Rab5 and the delayed recruitment of Rab7 on the phagosome 
(Fig. 4D,E). These results clearly show that during phagocytosis the combined action 
of IL-4 receptor and FcγR on PI3K alters the levels of PI(3,4,5)P3 thereby changing the 
kinetics of the recruitment of downstream signaling molecules possibly resulting in a 
different phagosome phenotype.
Phagosome acidification is delayed in short-term IL-4 activated MФs
Phagosome maturation involves several complementary mechanisms including 
acidification. The prolonged residence of Rab5 at the phagosomal membrane in the 
presence of IL-4 suggests a difference in early phagosome phenotype that could result 
in an altered phagosome maturation profile. To investigate whether the short-term 
exposure to IL-4 induced a different phagosome fate, we determined the acidification 
pattern of the phagosomes formed in the absence and presence of IL-4. MФs were 
exposed to opsonized zymosan particles that were coated with the pH-sensitive dye, 
pHrodo, which fluoresces in an acidic environment. In the presence of IL-4 the increase 
in fluorescence was significantly smaller for the first 10 min upon uptake as compared 
to untreated cells (Fig. 4E). At 10 min after the onset of phagocytosis, the phagosomal 
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pH was ~ between 4-5 in the absence and ~6 in the presence of IL-4 (Fig. S5). It has 
been reported that the acidification of phagosomes range from pH 6 up to 4.2 when 
phagsosomes maturate from early phagosome to phagolysosome resp.[262, 263] with 
the phagosomal pH acidifying to pH ~5 within the first 5 min [264]. The intracellular 
pH of the phagosome in the presence of IL-4 resembles that of an early phagosome (~6) 
agreeing with our findings that IL-4 induced phagosomes contain the early phagosome 
marker Rab5. These data demonstrate that the acidification of phagosomes formed in 
the presence of IL-4 is decreased or delayed, indicating that changes in the phagosome 
phenotype modulated by extracellular factors may represent an additional mechanism 
that regulates the outcome of phagocytosis. 
Discussion
Lipid remodeling is an essential mechanism that regulates phagosome signaling and 
consequential fate. Little is known about how extracellular signals such as cytokines can 
influence this process. Here, we investigated the direct effect of short-term IL-4 exposure 
(1 hr) on lipid remodeling at the onset of phagocytosis of IgG-opsonized zymosan in MФs. 
Our results show a prolonged negative charge at the membrane of early phagosomes in 
the presence of IL-4 and we demonstrate this is due to an extended association of the 
negatively charged lipid second messenger PI(3,4,5)P3, as a result of an increased PI3K 
activity. This lipid remodeling observed in the presence of IL-4 led to a significantly 
different early phagosome phenotype reflected by longer Rac1 and Rab5 association to 
the phagosomal membrane, a delayed Rab7 phagosome recruitment and phagosome 
acidification. 
According to the electric-switch theory, the interaction between plasma membrane 
inner leaflet anionic lipids and cationic proteins can be modified by modulating either 
the charge of the cationic proteins or the inner leaflet potential [265]. The latter can 
be achieved by lipid conversion from lipids with a moderate negative charge to lipids 
with a high negative charge. Upon MФ activation by short-term exposure to IL-4 
during phagocytosis of IgG-opsonized zymosan, we observed a significant change 
in phosphoinositide content at the membrane of early phagosomes as indicated by a 
prolonged residence time of GFP-tagged PH-domain of Akt, which has a high affinity 
for PI(3,4,5)P3 [37]. PI(3,4,5)P3 is an important second messenger recruiting PH domain-
containing signaling proteins like Gab2 [36], Vav [35] and Akt/PKB [37]. PH domains have 
now been identified in >100 different proteins, many of which are involved in regulating 
intracellular signaling pathways or the cytoskeleton [266-269]. A general consensus has 
emerged that PH domains function to mediate intermolecular interactions and have 
primarily evolved to regulate protein-lipid interactions, although in some instances PH 
domains may also mediate protein-protein interactions [268-270]. A prolonged presence 
of PI(3,4,5)P3 could induce a prolonged downstream signaling initiated by PH domain-
containing proteins, with a possible influence on the phagosome fate. Furthermore, the 
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prolonged negative charge on the phagosome membrane, as a result of PI(3,4,5)P3, can 
attract cationic proteins to the phagosomal membrane thereby changing the phagosome 
phenotype and/or signaling in the presence of IL-4 (Fig. 5). It has to be noted that the PH 
domain of Akt has been found to also bind to PI(3,4)P2 albeit to a lesser extent`[252, 253]. 
However, the lack of changes in the residence time of GFP-tagged PH-domain of TAPP1, 
which is specific for PI(3,4)P2 [254], confirmed that a prolonged negative charge of the 
early phagosomes generated in the presence of IL-4 is due to PI(3,4,5)P3.
PI(3,4,5)P3 is the product of PI3K activity, which has been shown to be involved in 
both FcγR and IL-4 receptor signaling pathways [246, 271]. Indeed, the changes in 
lipid remodeling observed in the presence of IL-4 during FcγR engagement are a result 
of an increased PI3K activity, as reflected by increased phosphorylation levels of the 
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Figure 5. Model describing the direct effect of IL-4 on early signaling during phagocytic uptake of 
IgG opsonized zymosan. 
Our results show a prolonged negative charge at the membrane of early phagosomes in the presence of IL-4, 
which is the result of an extended association of the negatively charged lipid second messenger PI(3,4,5)P3, 
visualized by the prolonged localization of PH-Akt on the phagosome. We hypothesize this is the result of an 
increased PI3K activity due to the engagement of ITAM-domain containing receptors (FcR) in the environment 
of activated IL-4 receptors, which both signal downstream to PI3K. We demonstrated that indeed PI3K/Akt 
pathway activity is increased and blocking specifically the class I PI3K abrogates the IL-4 induced effects. 
IL-4 induced prolongation of PI(3,4,5)P3 levels can direct changes in downstream signaling in two ways. The 
prolonged negative membrane charge can attract cationic proteins for a longer period of time and PI(3,4,5)
P3 itself, as an important second messenger, can signal downstream for a longer period of time. Thus the 
IL-4 induced change in lipid remodeling can lead to a significantly different early phagosome phenotype and 
we showed this by the prolonged association of Rac1 and Rab5 to the phagosomal membrane. The different 
phenotypic phagosome phenotype can lead to a different phagosomal fate, which we showed by a delayed 
phagosome acidification. This can have consequences for intracellular pathogen killing, antigen degradation 
and maybe even autophagy
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downstream reporter protein Akt. Moreover, when class I PI3K activity was blocked 
by addition of a specific inhibitor (PI-103) right after phagosome sealing, the IL-4-
induced increase in anionic lipids monitored by the polycationic Kmyr probe at the 
phagosomal membrane was abrogated. It should be noted that although we used IgG 
opsonized zymosan, a well-established microbial model, we cannot completely exclude 
the contribution of other zymosan binding receptors, other than FcγR. On MФs, the 
beta-glucan receptor Dectin-1 has been shown to mediate binding and uptake of non-
opsonized zymosan [272, 273]. However, similarly to FcγR, Dectin-1 also has an ITAM 
motif that is phosphorylated upon receptor engagement and can act as docking site 
for PI3K [274]. Furthermore, binding and phagocytosis of non-opsonized zymosan was 
negligible under our experimental conditions. 
The changes in phagosome phenotype as reflected by phosphoinositide content are 
also observed at the protein level. Rac1 is of particular importance to FcγR mediated 
phagocytosis and detaches rapidly upon sealing [259]. Rac1 also contains a polybasic 
domain [260] and the Rac1(Q61L) mutant, which is constitutively bound to GTP and 
associates with the phagosomal membrane in a charge dependent manner [248], was 
indeed sensitive to IL-4 induced changes in membrane charge. Interestingly, Rac1 
and PI3K have been reported to signal in a positive feedback loop [275], which could 
strengthen the sustained PI3K activity and promote PI(3,4,5)P3 formation. Rac1 was 
recently reported to control the localization of PIP5K [276], which generates PI(4,5)P2, 
the substrate of class I PI3K, during phagosome formation [277]. In the phagosomes 
generated via FcγR engagement in the presence of IL-4, we clearly observe extended 
Rac1 localization most likely due to a prolonged PIP5K localization on the phagosome 
membrane. Bohadowizch and colleagues recently showed that after sealing there is no 
PIP5K detected at the phagosomal membrane in FcγR mediated phagocytosis in contrast 
to complement receptor 3 (CR3) mediated phagocytosis [31]. Our results indicate that 
IL-4 induces a shift in phagosome phenotype that appears to resemble a CR3 generated 
phagosome in terms of phosphoinositide content. 
We showed that in the presence of IL-4, Rab5, a typical early phagosome marker, is 
retained for a longer period of time on the phagosomal membrane, while recruitment 
of Rab7 is delayed. Rab5 and Rab7 are known to be part of the switch that regulates 
early-to-late endosome transition and its displacement from the vesicle membrane is 
essential to promote cargo progression [278, 279]. Rab5 is important for the control 
of early endosome docking and fusion and its overexpression was shown to induce 
enlarged early endosomal compartments [22, 280]. Recently, IL-4 in combination with 
prostaglandin E2 was found to induce the formation of similar enlarged endosomes in a 
Rab5-dependent manner in mouse MФs [241]. Our data further extend these findings by 
providing the molecular mechanism that explains the formation of Rab5 enriched and 
enlarged early phagosomes. Moreover, we can now ascribe the prolonged recruitment of 
Rab5 to the phagosome in the presence of IL-4 to the activity of class I PI3K. 
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Autophagy is a recognized immune effector mechanism against intracellular pathogens, 
including Mycobaterium [281]. Interestingly, it has recently been shown that short 
IL-4 exposure specifically restrained the transfer of Mycobacteria into lysosomes and 
enhanced Mycobacteria survival within infected MФs by abolishing the protection 
against intracellular pathogens provided by autophagy [282]. Here, we demonstrate that 
the blocking effect of IL-4 on starvation-induced autophagy is dependent on signaling 
via the PI3K/Akt pathway. 
Rab5 dependent fusion with early endosomes is required for Mycobacterium retention 
in early phagosomal compartments, thus promoting phagosome maturation arrest [283]. 
This is further supported by our observation that phagosomes generated in the presence 
of IL-4 showed a marked delay of acidification. Our results therefore allow us to combine 
these previous observations into one model that explains at the molecular level the 
multiple effects of the direct IL-4 signaling leading to phagosome maturation arrest and 
enhanced survival of intracellular pathogens like Mycobacterium. 
Alternatively activated MФs obtained via 48 hr pretreatment with IL-4 show a remarkable 
switch from efficient phagocytosis to reduced uptake leading to potentiated microbial-
induced signaling and cytokine production, which correlated with inhibition of Akt 
phosphorylation [242]. After such a prolonged IL-4 treatment it is difficult to ascribe 
changes in phagocytosis to direct IL-4 signaling or rather to signaling as a results of IL-4 
induced gene expression. In the present work, we specifically address the effects of short-
term exposure (1 hr) of MФs to IL-4 on signaling during phagocytosis and demonstrate 
a clear IL-4 dependent increase in PI3K/Akt activity. Although more investigation is 
needed, our data suggest that even a transient increase of extracellular IL-4 levels could 
affect the destiny of pathogens phagocytosed by macrophages.
In summary, our findings revealed novel insight into the modulating effects of 
extracellular factors such as IL-4 on the coordination of lipid remodeling and protein 
recruitment during phagocytosis. Engagement of distinct phagocytic receptors can lead 
to phagosomes with differing phenotypes [31]. Here, we demonstrate that engagement of 
the same phagocytic receptor repertoire but in different extracellular microenvironments 
represents an additional mechanism to regulate phagosome phenotype and destiny. In 
view of the upcoming model where endosomal and/or phagosomal membranes are 
part of the cellular network of signaling circuits by providing topological constraints 
to signaling molecules [284], changes in the phagosome phenotype modulated by 
extracellular factors may have significant impact on the net biochemical output of a cell. 
This highlights the importance of understanding the cooperativity between different 
signaling pathways during phagocytosis as this may have important consequences for 
the resolution of infectious diseases. Considering the emerging importance of autophagy 
as anti-microbial mechanism, it will be interesting to investigate the lipid remodeling and 
subsequent protein recruitment occurring at the membrane of autophagosomes.
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Materials and Methods
Cell culture
RAW 246.7 cells were cultured in RPMI-1640 medium (Gibco) supplemented with 10% fetal bovine 
serum (FBS, Greiner Bio-one), 1mM Ultra-glutamine (BioWitthaker) and antibiotics (100 U/ml 
penicillin, 100 μg/ml streptomycin and 0.25 μg/ml amphotericin B, Gibco) in a humidified, 5% CO2 
containing atmosphere. Stable cell lines expressing Kmyr-GFP and tHras-GFP were maintained 
using the appropriate antibiotics. Transient transfections with Rab5-GFP, Rab7-GFP, RacQ61-YFP, 
PH-TAPP1-GFP, PH-Akt-GFP and PH-PLCδ-GFP were performed with Fugene HD according 
to the manufacturer protocol and imaged after 24 hr (Roche). Cells were plated one day prior 
to measuring or transfection in Willco dishes (Willco wells BV) at 400,000 cells/dish. Serum 
starvation was performed one hour before measuring by replacing the medihum with 1 ml serum-
free RPMI medium without phenolred to avoid autofluorescence. The cytokine-treated cells were 
incubated with cytokines for 1 hr and in the case of IL-4 also for 48 hr. The 48 hr IL-4 incubation 
was done in the presence of serum and the cells were starved one hour before measuring while the 
cytokine remained present in the medium.
Labeling and opsonization of zymosan
Zymosan (Sigma) was dissolved at a concentration of 2*108 particles/ml in 100 um/ml Alexa 633 
carboxylic acid, succinimidyl ester (Invitrogen) in 0.05M NaHCO3/Na2CO3 (pH 9.5). After 30 min 
incubation, the labeled zymosan was washed with PBS + 1% BSA (PBA) buffer and stored at a 
concentration of 50*106 particles/ml in PBA at 4°C. A similar labeling was used for the pHrodo 
dye, also a succinimidyl ester (Invitrogen). For each experiment 50 μl of labeled zymosan particles 
(50*106 particles/ml) were freshly opsonized by incubation for 30 min with 3 μl of mIgG (10 mg/ml) 
or hIgG (10 mg/ml). The particles were washed twice in PBS and suspended in serum-free RPMI.
Cell stimulation, lysis and Western Blotting
RAW 264.7 cells prestimulated with IL-4 (10ng/ml, 1hr) or not were incubated with IgG opsonized 
zymosan at room temperature for 30 min to allow binding but not internalization; this was 
confirmed by confocal microscopy. In order to activate, the cells were shifted to 37°C and the 
medium was replaced with pre-warmed 37°C medium (including 10ng/ml IL-4 if cells were IL-4 
pretreated) to induce phagocytosis. After different time periods of phagocytosis, the cells were lysed 
in lysisbuffer (10mM Tris, 150 mM NaCl, 2 mM MgCl2, 10% Triton X-100, 1.25 mM NaF, 0.01 mM 
NaPyroP2, 0.1 μm Na3VO4, 0.05 PMSF, 1% Complete Mini (Roche)) and lysates were boiled in SDS 
buffer with β-mercaptoethanol for 5 min. Proteins were separated by Western Blotting, transferred 
to PVDF membranes, probed with either Akt antibody (#9272, Cell signaling) or phospho Akt 
Ser473 193H12 antibody (#4058 Cell signaling) and a secondary Goat anti Rabbit AF680 antibody 
(A21076, Invitrogen) and imaged with fluorescence scanner (Odyssey 2.1). The fluorescence was 
quantified using Odyssey 2.1 software and the phosphospecific signal was normalized to the total 
amount of Akt in the lysate and the values were plotted as a –fold increase over samples that were 
not shifted to 37°C.
Fixed cell imaging
The cells were incubated with IgG opsonized zymosan at room temperature for 30 min to allow 
binding but no internalization. The cells were shifted to 37°C and the medium was replaced 
with pre-warmed 37°C medium (including 10 ng/ml IL-4 if cells were IL-4 pretreated) to induce 
phagocytosis. The PI3K inhibitor PI-103 (Cayman Chemicals) was added after 5 min incubation at a 
final concentration of 100 nM. The samples were incubated for 10 min total and immediately fixed 
in warm 4% paraformaldehyde in PBS for 15 min at room temperature. The samples were mounted 
in Mowiol and imaged using a Zeiss LSM 510 microscope equipped with a PlanApochromatic 
63x/1.4 NA oil immersion objective. The samples were excited with 488 nm (GFP) Argon laser 
and 633 nm (Alexa 647) HeNe laser. For each sample, 20 images of cells containing phagocytosed 
zymosan, were taken. For every phagosome it was determined whether a ring of the GFP-tagged 
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protein was visible around the zymosan particle. The standard error of the fraction of GFP-tag 
containing phagosomes was calculated by 
n
pp
SE
)1( −
= [1]
with p being the fraction of phagosomes with ring and n=total number of phagosomes. P-values 
were determined using a Fisher’s exact test, to test whether the ratio of positive phagosomes 
to total number of measured phagosomes is significantly different with and without IL-4. The 
differences were considered statistically significant when p ≤ 0.05.
Live cell imaging
The distribution of the GFP-labeled lipid sensors, Rab5-GFP and RacQ61-YFP during uptake of IgG 
opsonized zymosan-Alexa633 were imaged with a confocal microscope (Olympus and Zeiss) at 37°C. 
The samples were excited with 488 nm (GFP) and 514 nm (YFP) Argon laser and 635nm diode laser 
or 633nm HeNe laser (Alexa 647) (Olympus and Zeiss resp.) Dual-color images were acquired every 
30 s as a z-stack (1 μm) of 15 images. For every time point, the image was chosen from the z-stack 
which had the optimal focus for the center cross-section of the phagosome. Using ImageJ, the 
mean intensity/pixel was measured for the plasma membrane compartment and the phagosomal 
membrane compartment at each time point. Because the phagocytic cup was membrane rich (i.e. 
two membranes folded around a thin layer of cytoplasm), membrane-associated fluorescently 
labeled molecules could have seemed to be recruited to the site of phagocytosis simply as a result 
of the increase in membrane density. For this reason we measured the intensity of the plasma and 
phagosomal membranes from the point that both membranes were distinguishable. Since this 
coincided with the closure of the phagocytic cup, we denote the closure as time t = 0. First, the 
mean intensity/pixel of the cytosol was subtracted from these values. Then the ratio was taken 
by dividing the phagosomal membrane with plasma membrane, normalized to t = 0 and plotted 
against time (Fig. S3). For probes that were not constitutively recruited to the plasma membrane 
(PH-Akt-GFP and PH-TAPP1-GFP) the mean intensity per pixel of the phaghosomal membrane 
was normalized to the mean intensity per pixel in the cytosol. P-values were determined using a 
student t-test, differences were considered statistically significant when p ≤ 0.05. 
The pH-sensitive dye, pHrodo, is nonfluorescent at neutral pH and fluoresces bright red in acidic 
environments. The fluorescent intensity of pHrodo-labeled zymosan was measured at 3 different 
planes every 50 s upon closure of the phacocytotic cup. The average of these three planes per 
particle was taken, the MFI (mean fluorescence intensity) per particle, and plotted against time.
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Supplemental figures
Figure S1. Analysis of probe localization on the phagosomal membrane. 
The mean intensity/pixel was measured for the plasma membrane compartment and the phagosomal membrane 
compartment. Because the phagocytic cup was membrane rich (i.e. two membranes folded around a thin layer 
of cytoplasm), membrane-associated fluorescently labeled molecules could have seemed to be recruited to the 
site of phagocytosis simply as a result of the increase in membrane density. For this reason we measured the 
intensity of the plasma and phagosomal membranes from the point that both membranes were distinguishable. 
The localization of the probe on the phagosomal membrane at each timepoint was calculated with:
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After calculation of the probe localization on the phagosomal membrane at each timepoint, the values were 
normalized to t = 0. The localization of a probe that resides in the cytoplasm (like PH-Akt) and is recruited to 
the phagosomal membrane was calculated with:
cytosol
membrphag
probe I
pix
pix
I
I ⋅= . [3]
Figure S2. IL-4 does not change Kmyr distribution on the plasma membrane. 
In the absence of phagocytosis, MФs showed a uniform plasma membrane localization of Kmyr-GFP both in 
the absence (A) and the presence (B) of IL-4 (10 ng/ml, 1 hr). The images show the optimal focus for the center 
cross-section of the phagosome from the Z-stack. (C) The expression levels of Kmyr-GFP in stably transfected 
MФs before and after 1 hr IL-4 activation were determined by measuring the mean fluorescence intensity of 
cells. Data shown represents the average of >10 cells ± SD.
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Figure S3. IL-4 effect on Kmyr distribution during phagocytosis. 
Serum starved MФs stably expressing Kmyr-GFP were stimulated or not with IL-4 (10 ng/ml) and 
subsequently challenged with Alexa633-labeled IgG-opsonized zymosan (1:10 ratio) at room temperature (at 
which temperature no phagocytosis occurs) for 30 min after which they were shifted to 37°C to synchronize 
phagocytosis. After 10 min at 37°C, the cells were quickly fixed in 4% PFA, mounted in anti-fading reagent. 
This time point was experimentally chosen to provide the optimal amount of early phagosomes in which we 
could compare the distribution of Kmyr in the absence and precence of IL-4. Kmyr-GFP distribution on the 
phagosome was analyzed by 3D confocal laser scanning microscopy to confirm internalization of the zymosan 
particle. The images are representative examples of untreated MФs (A) or MФs shortly exposed (1 hr) to IL-4 
(10 ng/ml) (B) and were chosen from the Z-stack which had the optimal focus for the center cross-section of 
the phagosome. The position of the zymosan particle is indicated with *. The integrated fluorescence intensity 
values along the rectangle (10 pixels wide) crossing the cell in the image is plotted. Scale bar indicates 5 
µm. (C) The number of Kmyr-GFP bearing phagosomes was determined as the fraction of total observed 
phagosomes ± SE in untreated or 1 hr IL-4 treated or 48 hrs IL-4 treated cells (* p < 0.005 as determined by 
Fisher’s exact test). (D) The number of Kmyr-GFP bearing phagosomes was determined as the fraction of total 
observed phagosomes ± SE in untreated cells or cells treated with either 1 ng/ml, 10 ng/ml and 100 ng/ml IL-4 
(1 hr) (* p<0.005 as determined by Fisher’s exact test). Kmyr-GFP bearing phagosomes were also monitored 
after washing away the IL-4 after 1 hr treatment (10 ng/ml) and allowing the cells recover for 1 hr, and upon 
treatment with heat-inactivated IL-4 (10 ng/ml, 1 hr). (E) The number of phagocytosis events of IgG-opsonized 
zymosan and non-opsonized zymosan was determined in the absence and presence of IL-4 (* p < 0.05 as 
determined by Fisher’s exact test). Data shown represents the fraction ± SE in three independent experiments 
and the total observed phagosomes was >30 in each experiment.
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Figure S5. pH range of zymosan labeled with pHrodo. 
Zymosan particles labeled with the pH-sensitive dye pHrodo, which is nonfluorescent at neutral pH and 
fluoresces bright red in acidic environments, were placed on Poly-L Lysine coated Wilco dishes. Fluorescence 
of the same pHrodo-zymosan particles was monitored at different pH by 3D confocal microscopy and the mean 
fluorescence intensity of three cross-section of the pHrodo-zymosan particle from the Z-stack was calculated at 
each timepoint. The values at each pH represent the average +/− SD obtained from multiple pHrodo-zymosan 
particle (N=30). The data were compared with the MFI obtained for pHrodo-zymosan containing phagosomes 
in MФs untreated or shortly exposed (1 hr) to IL-4 (10 ng/ml) 10 min upon phagocytosis.
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Figure S4. Blocking class I PI3K abrogates the IL-4 induced changes during phagocytosis. 
Serum starved MФs stably expressing Kmyr-GFP (A), transiently expressing Rab5-GFP (B) or Rab7-GFP (C) 
were stimulated or not with IL-4 (10 ng/ml) and subsequently challenged with Alexa633-labeled IgG-opsonized 
zymosan (1:10 ratio) at room temperature (at which temperature no phagocytosis occurs) for 30 min after 
which they were shifted to 37°C to synchronize phagocytosis. 5 min after the temperature shift PI-103 (100 
nM), a specific class I PI3K inhibitor, was added. After 10 min at 37°C, the cells were quickly fixed in 4% PFA, 
mounted in anti-fading reagent, and Kmyr-GFP or Rab5-GFP distribution on the phagosome was analyzed by 
3D confocal laser scanning microscopy. Scale bars indicate 3 µm. 
pH 3 pH 4 pH 5 pH 6 pH 7 pH 8 -IL-4 +IL-4
0
10
20
30
40
50
M
F
I 
o
f 
Z
y
m
o
s
a
n
-p
H
ro
d
o
t=10 min

Single molecule dynamics of a 
signaling GPCR pair reveal receptor 
cross-talk during cAMP production in 
response to PGE2 
4
Sandra de Keijzer, Marjolein B.M. Meddens*, Samantha L. 
Schwartz*, Peter Bosch, Ben Joosten, Carl G. Figdor, Hans 
Kanger, Vinod Subramaniam, Diane S. Lidke, Alessandra 
Cambi
In preparation
62 | Chapter 4
Many processes regulating immune responses are initiated by G-protein coupled receptors (GPCRs) discerning signals from the microenvironment. The type, 
extent and duration of GPCR signaling are spatiotemporally attenuated within the cell, 
which allows for fine-tuning of the cellular response. However, how these events are 
regulated in space and time remains to be fully elucidated. The mobility of a GPCR in the 
plasma membrane determines its interaction capabilities with signaling molecules and 
local nanoscale changes in receptor organization and lateral diffusion within the plasma 
membrane can modulate signaling threshold and duration. Prostaglandin E2 (PGE2) is 
an important modulator of immune responses via the co-expressed EP2 and EP4 GPCR 
pair. Using a combination of imaging techniques we show that the mobility of both EP2 
and EP4 transitions frequently from a fast to slow state and back, although only EP4 
specifically localizes to a microtubule-dependent structure during its slow state. During 
the early PGE2-induced signaling events of G-protein activation and subsequent transient 
cAMP production EP4 mobility slows down while EP2 mobility was unaffected. We show 
that EP4 is the main contributer to cAMP production at lower PGE2 levels (≤1 μM) and 
that its signaling is attenuated in contrast to EP2. EP2 induces marginal but continuous 
cAMP levels only at high PGE2 concentration (>1 μM). Furthermore, the presence of EP2 
dampens EP4 in its decrease in mobility and subsequent ability to activate the cAMP 
signaling pathway, a process which is dependent on an intact microtubule network. 
Disrupting the microtubules leads to significantly higher cAMP levels produced by EP2. 
We propose a model where the microtubules form a scaffold for signaling molecules 
visited by the EP4 receptor in its slow state and leading to enhanced signaling ability 
of EP4. In addition, this scaffold provides the means to attenuate EP4 signaling. EP2 
on the other hand, relies on stochastic interactions with G-proteins, needing higher 
PGE2 concentrations and its signaling is not attenuated. Thus, the microtubule network 
provides a scaffold for fine-tuning the cell’s response to different PGE2 concentrations. 
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Introduction
The ability of cells to communicate with and respond to their external environment is 
critical for their survival. In the majority of signaling events G protein-coupled receptors 
(GPCRs) are crucial intermediates in the transmission of extracellular information into 
intracellular responses [86]. GPCRs are very versatile in the sense that they are able 
to bind different types of ligands and initiate a large number of distinct downstream 
signaling pathways. GPCR functionality is determined by mechanisms that include 
expression levels, conformational changes and the formation of different active states 
through homo- or heterodimerization or coupling to distinct signaling complexes (i.e. 
GRKs, β-arrestins). These mechanisms can attenuate the type, extent and duration of 
signaling and the spatial and temporal organization of these events within the cell allows 
for fine-tuning the cellular response. However, how these events are regulated in space 
and time remains to be fully elucidated. 
An important class of GPCR ligands is represented by prostanoids (PGs), lipid mediators 
derived from cyclooxygenase (COX)-catalyzed metabolism of arachidonic acid, which 
exhibit the most versatile actions in a wide variety of tissues [285, 286]. Prostaglandin 
E2 (PGE2) is the most ubiquitously produced PG, which potently and highly selectively 
modulates the development, migration and cytokine production of immune cells, 
including macrophages (MФ), T cells and dendritic cells (DCs). For example, PGE2 supports 
development, maturation and migration of DCs but suppresses their ability to attract naive, 
memory, and effector T cells [83]. PGE2 therefore can act both as an immunosuppressor 
and an immunoactivator through its interactions with two co-expressed GPCRs localized 
at the DC plasma membrane, the prostanoid receptors EP2 and EP4 [53, 78, 80, 99, 286]. 
Therefore, the specificity and diversity of PGE2 immunoregulatory effects can arise 
at different levels, the local PGE2 concentration, allocated by the balance between its 
COX2-regulated synthesis and 15-hydroxyprostaglandin dehydrogenase (PGDH)-driven 
degradation [287, 288] as well as the characteristic expression pattern [289] and the 
differences in binding affinity [102] and downstream signaling of EP2 and EP4.
Signaling via EP2 and EP4 is predominantly transduced by the stimulatory 
Gαs  heterotrimeric protein, through which receptor activation is associated with an 
increased adenylate cyclase activity and elevated intracellular levels of adenosine-3’, 
5’-cyclic monophosphate (cyclic adenosine monophosphate or cAMP) [100, 101]. An 
important difference between EP2 and EP4 is the capacity of EP4 to activate additional 
signaling pathways via coupling to the pertussis toxin (PTX) sensitive inhibitory 
Gαi protein, thereby inhibiting cAMP production and activating a phosphatidylinositol 
3-kinase (PI3K) pathway [104, 105]. Moreover, in contrast to EP2, activated EP4 
undergoes β-arrestin-dependent desensitization and internalization [103, 108, 110, 111]. 
The spatiotemporal integration of the different signals initiated by EP2 and EP4 most 
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likely modulates the final cellular response to PGE2, but its underlying mechanisms 
remain poorly defined. 
Lateral mobility of plasma membrane receptors is known to modulate their interactions 
with signaling partners or cortical cytoskeletal structures, thus regulating signal 
transduction and integration [88, 188, 194]. It is by now well-established that the 
lateral diffusion of some GPCRs in the plasma membrane determines their homo-or 
heterodimerizarion capacity as well as their interactions with signaling molecules or the 
cortical cytoskeleton [88, 91, 290]. So far, nothing is known about the nanoscale spatial 
organization and lateral mobility of EP2 and EP4 at the plasma membrane and whether 
these factors affect the early signaling events upon PGE2 activation.
Here we show, with a combination of imaging techniques and quantitative cell 
biological assays, temporal segregation and activation of downstream signaling events 
and distinct PGE2-concentration dependent cAMP production profiles by EP2 and EP4. 
Using single particle tracking to monitor the dynamic behavior of EP2 and EP4 in the 
plasma membrane, we demonstrate that these differences can be related to distinct 
lateral mobility profiles displayed by EP2 and EP4 upon PGE2 stimulation. We show 
that EP2 and EP4 reciprocally control their lateral mobility, thereby influencing each 
other’s capacity to engage with downstream signaling molecules, demonstrating that 
signal integration occurs already at the plasma membrane. Since the microtubules have 
been recently shown to be an important determinant for receptor mobility [89, 92], we 
also studied the role of microtubules and showed that an intact network is essential 
to specifically localize distinct EP4 mobility behaviors within the plasma membrane. 
In addition, microtubule integrity impacts the dynamics of activated Gαs proteins and 
subsequent cAMP production. Therefore, the microtubule network provides a scaffold for 
fine-tuning the cell’s response to different PGE2 concentrations. 
We here propose that the dynamic crosstalk of EP2 and EP4 regulates their interaction 
with downstream signaling partners, which then determines the extent of cAMP 
production and ultimately the cellular response to PGE2. Considering the highly 
conserved nature of GPCR signaling in eukaryotes, the crosstalk of a GPCR pair as 
described here has implications for the broader understanding of GPCR signaling and 
may lead to therapeutic approaches that take into account receptor interplay. 
Results
PGE2 induces fast and transient cAMP production in immune cells
PGE2 activates a variety of cellular processes in immune cells including DCs and MΦs. 
Via the EP2 and EP4 receptor pair, PGE2 induces an increase of intracellular cAMP levels. 
Although increased cAMP levels greatly impact immune cell functions [85, 291], the 
dynamics of cAMP production in these cells has not been studied in detail. We investigated 
the onset of cAMP production in living DCs and MΦs, which express both EP2 and EP4 at 
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comparable ratio (Fig 1A) [53, 292]. We transfected the cAMP intramolecular FRET sensor 
t-EPAC-vv [293] into human immature monocyte-derived DCs or murine RAW MΦs 
and directly monitored over time the cAMP levels immediately upon PGE2 stimulation 
(Fig. 1B-D). Binding of cAMP to t-EPAC-vv reduces FRET between the mTurquoise and 
Venus fluorophores of t-EPAC-vv (Fig. 1B), thus a decreased ratio of the fluorophore 
signals is a direct measure of cAMP accumulation [293]. DCs and MΦs transfected with 
t-Epac-vv were excited with blue light, and the ratio between the acquired mTurquoise 
and Venus emission signals were calculated before and after 75/100s from PGE2 addition, 
indicating a clear decreased FRET ratio, corresponding to increased cAMP levels (Fig. 
1C). To determine the dynamics of cAMP over time, we calculated the FRET ratio before 
and during stimulation with various PGE2 concentrations (Fig. 1D,E). Upon addition of 
0.1 μM PGE2 to DCs, we observed an immediate cAMP production that reached the 
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Figure 1. PGE2-induced cAMP production in immune cells
(A) Immature DCs and RAW 264.7 cells were fixed and labeled with anti-EP2 and anti-EP4 antibody and 
expression levels (black lines) were measured using flow cytometry in comparison to isotype control (grey 
lines). (B) The cAMP FRET sensor t-EPAC-vv shows FRET between the donor mTurquoise and acceptor 
Venus, which is lost upon binding of cAMP. (C) Immature DCs were seeded in a 96-well plate and transiently 
transfected with the cAMP FRET sensor t-EPAC-vv after which the mTurquoise and Venus signal were imaged 
over time, before and after addition of 1 μM PGE2 using widefield microscopy. Subsequently the FRET ratio 
of Venus over mTurquoise signal was determined. (D) The Venus and mTurquoise signal was measured over 
time in DCs before and after addition of different concentrations of PGE2 (0.1-10 μM) and FRET ratio was 
calculated for each timepoint and normalized to pre-stimulus values. (E) RAW MΦs were seeded in a 96-well 
plate and transiently transfected with the t-EPAC-vv sensor after which the Venus and mTurquoise signal was 
measured in time before and after addition of different concentration of PGE2 (0.1-10 μM) and the FRET ratio 
was calculated for each timepoint and normalized to pre-stimulus values. The data presented are averages ± 
SEM of measurements in N>20 cells for each PGE2 concentration.
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maximum between ~40-80s and subsided to a plateau at lower level (Fig. 1D). Addition 
of 1 and 10 μM corresponded with higher cAMP levels that subsided towards a plateau 
after ~200 and 300s, respectively (Fig. 1D). In MΦs, similar cAMP production dynamics 
were observed albeit with a lower and sharper peak at ~50s after PGE2 addition (Fig. 1E). 
These data show that activation of EP2 and EP4 with PGE2 both in DCs and MΦs leads 
to an immediate and transient production of cAMP that is comparable between the two 
cell types and justifies the use of the RAW MΦs as cell system.
EP2 and EP4 activation induces rapid changes in G-protein dynamics
cAMP production is activated via the Gαs protein-signaling pathway that is shared by 
EP2 and EP4 [100, 101]. To determine the temporal relation between receptor activation 
and cAMP increase, we studied the dynamics of Gαs upon PGE2 stimulation using 
fluorescence recovery after photobleaching (FRAP). The recovery of the fluorescence 
was monitored at the ventral membrane of MΦs stably expressing Gαs-GFP in 
unstimulated cells and at different time-points after stimulation with PGE2 (Fig. S1). 
The resulting fluorescence recovery curves of Gαs-GFP were fitted to a bi-exponential 
model, yielding the size of the fast and slow mobile fraction and their respective half 
maximal recovery time (t1/2) (Fig. S1 and Material and Methods). This analysis revealed 
two Gαs populations with different mobility profiles and a remaining minor population 
of Gαs molecules that do not recover and are thus considered immobile, both before and 
after PGE2 addition (Fig. S1). More specifically, in unstimulated cells, besides the 12% 
immobile fraction, 29±2% of Gαs molecules are fast mobile with an average τ1/2 of ~0.3 
s, whereas the large majority (59±2%) exhibit slow recovery with an average τ1/2 of ~1.9 
s (Fig. 2A, black squares). By plotting the fraction size versus τ1/2 for both the fast and 
the slow populations over time, a significant shift in Gαs dynamics was detected after 
PGE2 addition (Fig. 2A). Receptor activation by PGE2 induced a significant increase in the 
number of fast Gαs molecules (from 29±2% to 47±2%) and a corresponding decrease in 
the amount of slow Gαs molecules (from 59±2% to 34±2%) at 10s after PGE2 stimulation, 
which is accompanied by a small but significant increase in the immobile fraction (from 
12% to 19%). Moreover, both fast and slow Gαs populations exhibited increased t1/2 values 
after PGE2 addition, indicating an overall slower diffusion most likely due to augmented 
or prolonged molecular interactions with the receptors or other downstream effector 
proteins. The PGE2-induced shifts in Gαs dynamics peak at 10s but are still detectable at 
30s and disappears at longer time-points after PGE2 addition (Fig. 2A). 
In addition to the shared ability of EP2 and EP4 to activate Gαs, EP4 is known to activate 
Gαi, which could negatively control cAMP production [104]. To confirm that EP4 is able 
to activate Gαi also in MΦs, we transfected the cells with both Gαi-citrin and Gγ-CFP 
and measured fluorescence resonance energy transfer (FRET) (Fig. S1) between the Gαi 
and Gγ subunits [294] using fluorescence lifetime imaging microscopy (FLIM) before 
and during PGE2 stimulation. As shown in figure 2B, Gαi activation, indicated by the 
gradual decrease of the Gγ-CFP lifetime, was specifically induced by PGE2 signaling 
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via EP4, as this effect was completely abrogated upon block with an EP4 antagonist. In 
addition, the EP2 specific agonist butaprost was unable to induce Gαi activation. These 
data demonstrate that in MΦs EP4 is able to activate Gαi in response to PGE2. 
To understand the relation between Gαs and Gαi dynamics with respect to cAMP 
production, we performed FRAP of Gαi-Citrin before and after addition of PGE2 (Fig. S1; 
2C). In unstimulated cells, Gαi molecules are almost equally divided into a fast (48±2%) 
and a slow (41±2%) mobile fraction, with a remaining 11% immobile molecules (Fig. 2C). 
Interestingly, in contrast to the observations for Gαs, addition of PGE2 did not alter the 
fractions nor affected the τ1/2 values of the Gαi fast population. However, a transient 
-200 0 200 400 600
2.2
2.3
2.4
2.5
2.6
-200 0 200 400 600 -200 0 200 400 600
L
if
et
im
e 
p
h
as
e 
(n
s)
t (s)
PGE2 PGE2 + EP4 block Butaprost 
A 
B 
C 
0.2 0.3 0.4 0.5 0.6 0.7
20
30
40
50
60 Untreated
10s
30s
60s
10s
30s
t1/2(s)
G

s f
as
t f
ra
ct
io
n 
si
ze
1.5 2.0 2.5 3.0
30
40
50
60
70 Untreated
10s
30s
60s
10s
30s
t1/2(s)
G

s s
lo
w
 fr
ac
tio
n 
si
ze
0.2 0.3 0.4 0.5 0.6 0.7
20
30
40
50
60 Untreated
10s
30s
60s
t1/2(s)
G

i f
as
t f
ra
ct
io
n 
si
ze
1.5 2.0 2.5 3.0
30
40
50
60
70 Untreated
10s
30s
60s
10s
30s
t1/2(s)
G

i s
lo
w
 fr
ac
tio
n 
si
ze
Figure 2. PGE2 affects Gαs and Gαi dynamics 
(A) A circular ROI at the ventral membrane of RAW MΦs stably expressing Gαs-GFP was photobleached and 
the recovery of the fluorescence was measured before and at multiple timepoints after 10 μM PGE2 activation. 
The recovery curves were fitted to a bi-exponential fit after Phair’s normalization resulting in two fractions 
and respective half-life time of recovery (see supplemental Figure S1A). The fraction size is plotted against the 
half-time of recovery of Gαs-GFP for the fast and slow recovering populations for the different timpoints. (B) 
RAW MΦs were transfected with Gγ-CFP, Gαi-Citrin and Gβ wt. The average lifetimes of the donor (Gγ-CFP) 
before and after addition of 10 μM PGE2 were calculated from frequency-domain FLIM images for individual 
cells and averaged. The same was done in the presence of EP4 antagonist AH23848 (25 μM, 1 hr treatment) or 
specific activation of EP2 with butaprost (10 μM). The data presented are averages ± SEM of measurements in 
N>5 cells. (C) The ventral membrane of RAW MΦs stably expressing Gαi-Citrin was photobleached and the 
recovery of the fluorescence was measured before and at multiple timepoints after 10 μM PGE2 activation. The 
recovery curves were fitted to a bi-exponential model after Phair’s normalization resulting in two fractions and 
respective half-time of recovery (see Fig. S1B). The fraction size is plotted against the half-time of recovery of 
Gαi1-Citrin for the fast and slow recovering populations for the different timpoints. It should be noted that 10 
μM PGE2 was used for the FRAP measurements, since lower PGE2 concentrations did not allow reliable FRAP 
analysis, since the number of PGE2 receptors is much lower then the number of overexpressed fluorescent 
G-proteins and FRAP is not sensitive enough to detect subtle differences in molecular dynamics.
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but significant decrease in the average τ1/2 was observed for the slow Gαi population at 
10s after PGE2 stimulation. This was followed by a small increase in slow fraction size 
at 30s although the τ1/2 was restored to the values in unstimulated cells (Fig. 2C). No 
Gαi mobility shifts were observed when PGE2 was added to MΦ previously incubated 
with the EP4 antagonist GW627368X (data not shown).These results indicate that PGE2 
addition specifically induced a quick and transient increase in the mobility of the slow 
Gαi fraction in an EP4 dependent manner. 
Next, we investigated whether the activation of the EP4-Gαi signaling pathway affected 
the kinetics of cAMP production. We therefore measured cAMP production after blocking 
Gαi with pertussis toxin (PTX), which catalyzes the ADP-ribosylation of the αi subunits 
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Figure 3. EP2 and EP4 differentially regulate Gαs dynamics and cAMP production 
The ventral membrane of RAW MΦs stably expressing Gαs-GFP was photobleached and the recovery of the 
fluorescence was measured before and at multiple timepoints after addition of 10 μM PGE2. The recovery curves 
were fitted to a bi-exponential model after Phair’s normalization resulting in two fractions and respective half- 
time of recovery. (A,C) The fraction size is plotted against the half-time of recovery of Gαs-GFP for the fast 
(A) and slow (C) recovering populations at the different timpoints in cells pretreated with the EP4 antagonist 
GW627368X (1 μM, 1 hr). (B,D) Similar was done for the fast (B) and slow (D) recovering Gαs populations in cells 
pretreated with the EP2 antagonist AH6809 (3 μM, 1 hr). (E,F) RAW MΦs were seeded in a 96-well plate and 
transiently transfected with the cAMP FRET sensor t-EPAC-vv after which the mTurquoise and Venus signal 
were measured with widefield microscopy. The Venus and mTurquoise signals were measured in time before 
and after addition of different concentration of PGE2 and the FRET ratio was calculated for each timepoint and 
normalized to pre-stimulus values. The slope and the response (max decrease in FRET ratio) are plotted (Fig. 
S2D). The cells were pretreated with either GW627368X (E, 1 μM, 1 hr) or AH6809 (F, 3 μM, 1 hr).
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of the heterotrimeric G protein and prevents the Gαiβγ from interacting with GPCRs on 
the cell membrane [295]. Although the PTX treatment did not alter the timing of the 
cAMP peak (~50s) nor prevented the transient profile of the cAMP production, it did 
result in an increase in cAMP production (Fig. 1).
Altogether, these results demonstrate that PGE2 addition has a differential effect on Gα 
protein dynamics: while both the slow and the fast Gαs populations are affected by PGE2, 
only the slow Gαi population specifically shows a quick and transient increase in its 
mobility speed upon stimulation. Furthermore, the observed changes in Gαs dynamics 
nicely correlate with the kinetics of cAMP production, with shift in Gαs dynamics and 
onset of cAMP production occurring within the same time frame. 
EP2 and EP4 differentially regulate Gαs dynamics and cAMP production
EP2 and EP4 have been proposed to have an additive role in cAMP-regulated gene 
expression [291], however, nothing is known about their specific contributions to the 
Gαs protein dynamics and to the onset of cAMP production. We therefore monitored 
Gαs dynamics with FRAP after inhibiting either EP4 or EP2 using specific antagonists 
(Fig. 3). Inhibition of EP4 signaling with the antagonist GW627368X [296] abrogated 
the shifts in Gαs dynamics of both the fast and the slow mobile population observed 
at 10s after PGE2 addition in untreated cells (Fig. 3A,C). Moreover, the mobility shift 
observed at 30s for the fast Gαs population in the absence of the EP4 inhibitor is still 
detectable and comparable with increased number of fast Gαs molecules and higher τ1/2 
for both fast and slow population (Fig. 3A,C). Remarkably, blocking EP2 activity with 
the antagonist AH6908 [99] did not affect the shifts in Gαs dynamics observed at 10s 
and 30s as compared to the untreated cells (Fig. 3B,D). These results indicated that the 
very early changes in both fast and slow Gαs population dynamics observed at 10s after 
PGE2 addition can be specifically ascribed to the EP4-Gαs interactions. These data point 
towards a sequential Gαs activation with EP4 inducing Gαs activation more rapidly than 
EP2. It should be noted that these experiments were performed in the presence of 10 μM 
PGE2, which is a concentration at which both receptors are active (Fig. S2).
To understand how EP2 and EP4 individually contribute to the intensity and duration 
of cAMP production, we again treated the cells with either EP2 (AH6809) or EP4 
(GW627368X) antagonists and monitored the FRET ratio of the cAMP reporter t-EPAC-
vv in MΦs stimulated with increasing PGE2 concentrations (Fig. S2; 3E,F). In order 
to better appreciate differences in cAMP production, from the FRET ratio curves we 
extrapolated and correlated the rate of production (given by the slope of the cAMP peak) 
and the relative cAMP levels (given by the height of the cAMP peak) (Fig. S2D). When 
EP4 was blocked, we detected a decreased production rate and levels of cAMP at PGE2 
concentrations ≥ 1 μM (Fig. 3E), which is in agreement with lower affinity of EP2 for 
PGE2 [102]. Moreover, the cAMP production showed a sustained profile, which differed 
from the transient profile observed in untreated cells (Fig. S2A). In contrast, blocking 
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EP2 actually leads to a faster production rate and higher levels of cAMP at all three PGE2 
concentrations tested (Fig. 3F), which maintained its transient profile (Fig. S2B). 
Thus, when comparing Gαs dynamics with cAMP production kinetics (at 10 μM PGE2), 
EP2 block has no effect on Gαs dynamics but leads to increased cAMP production with 
the characteristic transient profile. In contrast, blocking of EP4 leads to decreased and/or 
delayed Gαs mobility shifts that correspond to lower and continuous cAMP production, 
indicating that EP2 and EP4 signal in a distinct manner to the cAMP pathway. 
PGE2 activation differentially modulates lateral mobility of individual EP4 and 
EP2 
To understand the mechanisms responsible for the different capacity of EP2 and EP4 
to initiate cAMP production, we investigated their lateral mobility within the plasma 
membrane before and during PGE2 activation, specifically within the time interval 
during which G-protein dynamic shifts and cAMP production peak were observed. Since 
over-expression of these receptors was not tolerated by RAW MΦs and had minimal 
efficiency in primary DCs, we transfected either EP2 or EP4 both carrying a HA tag at 
their extracellular N-terminus [111], into HEK293 cells, which have been extensively used 
to investigate EP2 and EP4 function and properties [104, 105, 111]. Subsequently, single 
receptor tracking in living cells was performed over a prolonged period of time using 
quantum dots (QDs) that were monovalently conjugated to anti-HA Fab fragments (Fig. 
4). Single QD-labeled EP receptors were imaged within the dorsal plasma membrane, 
and movies were acquired with a 50 ms sampling time using single molecule detection-
sensitive epi-fluorescence microscopy (Mov. M1, M2). In each frame of the movie, 
automated analysis yielded values for the integrated fluorescence signal and the lateral 
position of the labeled receptors with high accuracy (~16 nm) [297], allowing accurate 
reconstruction of trajectories from the positional shifts of the labeled receptors in 
consecutive images (Fig. 4A,B). As shown by representative trajectories of the receptors 
in unstimulated cells, both EP4 and EP2 exhibited uniform behavior being highly mobile, 
whereas, at 2 min after PGE2 addition, EP4 exhibited a more restricted diffusion, while 
EP2 mobility was unaffected (Fig. 4C,D). 
Detailed analysis of receptor mobility was done by plotting the cumulative probability 
density (CPD) of the square displacements (ri2) found for EP4 and EP2 (Fig. S3A-C). A bi-
exponential fit of the CPD plots [298] (Fig. S3D) demonstrated that in unstimulated cells 
both EP2 and EP4 segregated into a fast and a slow mobile component. In addition, the 
bi-exponential fit of the CPD plots returned the mean square displacement (MSD) and the 
fraction size of the fast and slow mobile components [298]. This was repeated at increasing 
timelags (tlag=50ms up to tlag=0.5s) (Fig. S3B-D) and the resulting MSD values were plotted 
in an MSD versus tlag plot (Fig. S3E-H). Fitting these plots with models describing different 
mobility behavior [190] allowed to determine receptor mobile behavior by providing the 
short timelag diffusion coefficient (D) and the anomalous parameter (α) indicating the 
type of motion (i.e.: α=1 for Brownian diffusion; α<1 for hindered, anomalous diffusion) 
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Figure 4. EP2 and EP4 display different mobility upon activation 
HEK293 cells were seeded on coverslips and transiently transfected with HA-tagged EP4 (A) or HA-tagged 
EP2 (B) and labeled with 50 pM streptavidin 655 nm QDs conjugated to biotinylated αHA Fab. 1000 images 
were acquired in the dorsal membrane using a widefield microscope with a 50 ms frame time. Subsequently, 
PGE2 was added to the cells and movies consisting of 1000 images with a 50 ms frame time were acquired at 
the same position at different timepoints. This way we monitored the behavior of receptor molecules within 
one cell before and after stimulation. Automated analysis yielded values for the integrated fluorescence signal 
and the lateral position of the receptors in each image from the movie (with high accuracy ~16 nm) [88]. The 
determined single molecules positions for EP4 (C) and EP2 (D) were used to construct trajectories from the 
positional shifts of the molecules in consecutive images before and upon 2 min of PGE2 (1 μM) stimulation. 
The trajectories are representatives of ~150 trajectories per cell for each condition measured in cells (N>5) 
in 5 independent experiments. The CPD analysis and subsequent MSD analysis of the trajectories (see Fig. 
S3) resulted in the fraction sizes and diffusion coefficients at before and after PGE2 stimulation. The relative 
fractions of slow and fast diffusing EP receptor components were calculated by averaging the fraction size fitted 
at each time lag. Plotted are the fraction size as a function of the diffusion coefficient for both the fast (E) and 
the slow (F) component of EP4 (closed circles) and EP2 (open triangles). Significant shifts in mobility after 2 
min of stimulation are indicated by an arrow. A diffusion state classification method was used to determine for 
EP4 (G) or EP2 (H) in which diffusion state, fast (green) or slow (red), the molecule is residing at that particular 
position in time, before and upon 10s of PGE2 stimulation. In addition the half-life dwell times (t1/2) are given for 
the fast and slow state before and upon stimulation with PGE2. It has to be noted that an error of approximately 
10% was determined using simulations based on the number of trajectories. Scale bar represents 2 μm. 
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for the fast and the slow mobility components (Suppl. Fig. S3D-G). In unstimulated cells, 
the fast fraction (69±1%) of EP4 shows Df = 0.13±0.01 μm2/s and αf = 0.79±0.02, indicating 
fast Brownian diffusion (Fig. 4E; S3E). Addition of PGE2 induced a gradual decrease in 
the fast mobility, as exemplified by the small but significant reduction of the EP4 fast 
fraction (62±1%) and a substantial decrease of the initial D value (Df = 0.08±0.01 μm2/s) 
observed at 120s after PGE2 addition (Fig. 4E). Similar analysis for EP2 revealed that in 
unstimulated cells ~79% of the receptors exhibited fast and Brownian diffusion with Df = 
0.18±0.01 μm2/s and αf = 0.80±0.03, which were not modified by PGE2 addition (Fig. 4E; 
S3F). In resting cells, the EP4 slow fraction (31±1%) showed a clear restricted diffusion 
(as=0.47±0.07) with a Ds = 0.011±0.001 μm2/s (Fig. 4F; S3G). After PGE2 addition, the slow 
component mobility remained restricted, while the fraction size was increased (38±1%) 
with a significantly lower Ds = 0.007±0.001 μm2/s (Fig. 4F). Again similar to EP4, also the 
slow EP2 component showed restricted diffusion with αs=0.36±0.09 and Ds=0.020±0.003 
μm2/s that were left unaffected by PGE2 addition (Fig. 4F; S3H). 
Our data demonstrate that both in unstimulated and PGE2 stimulated cells EP2 and EP4 
display two mobility components, a large fast component that is freely diffusing and a 
small slow component that has restricted diffusion. To determine whether there are two 
receptor populations with different mobility or whether the same receptor can make 
transition between a fast and a slow mobile state, we used a diffusion state classification 
method (see Materials and methods). We have classified each position of the trajectories 
to the two diffusion states (fast or slow) found using the CPD fit, based on a small 
segment of the trajectory (7 frames) surrounding the position. By determining for each 
position in a trajectory whether the molecule was experiencing slow or fast diffusion, 
we established that both EP2 and EP4 show short periods of slow movement during 
their overall fast diffusion in the plasma membrane (Fig. 4G,H; Mov. M3, M4). Addition 
of PGE2 showed a trend towards shorter dwell times in the fast mobility state and no 
change in the slow mobility state (Fig. 4G). Although the changes in dwell time were 
probably to subtle to be observed as a significant change with the state classification 
method, when combined with the data obtained from the CPD analysis, this indicated 
that the decrease in the EP4 fast fraction size observed upon PGE2 stimulation (Fig. 
4E) was most likely due to increased occurrences of transitions towards slow mobility 
states rather than a prolonged dwell time in the slow state. Both unstimulated and PGE2 
stimulated EP2 receptor did not significantly change its dwell times (Fig. 4H) and did 
not change the fraction sizes (Fig. 4E,F) of the two states indicating again no change in 
mobility upon PGE2 addition. It should be noted that the cells were activated with 1 μM 
PGE2, which is known to be enough to dissolve podosomes and induce monocyte-derived 
DCs maturation [291]. Furthermore, 1 μM PGE2 was typically used in previous EP2 and 
EP4 signaling studies in HEK293 cells, where both receptors were found to be activated 
[104, 111]. However, data of receptor mobility were also obtained upon activation with 10 
μM PGE2 (Fig. S4). The shift in EP4 mobility was more pronounced but followed a similar 
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trend as observed for 1 μM PGE2. In the case of EP2, we now observed a small decrease 
in EP2 diffusion coefficient of the slow components during activation by 10 μM PGE2, 
probably due to overstimulation of a larger number of receptors (Fig. S4). Altogether 
these results clearly show that in cells expressing either EP2 or EP4 these receptors react 
differently during the early time points (0-120s) of activation by PGE2, with an overall 
slower lateral mobility exclusively observed for EP4. 
Crosstalk of co-expressed EP2 and EP4 is initiated at the plasma membrane. Since EP2 
and EP4 are co-expressed in immune cells [80, 117], crosstalk between their signaling 
pathways has been proposed [299], but the underlying mechanisms remain poorly 
defined. Since we found that EP2 and EP4 lateral mobility was differentially affected by 
PGE2 when the receptors were expressed alone, we sought to investigate the mobility 
behavior of EP2 and EP4 when co-expressed in HEK293 cells. To this aim, cells were co-
transfected with either HA-EP2 and wild-type EP4 or HA-EP4 and wild-type EP2 and 
the mobility of the HA-tagged receptors, (designated as EP2* and EP4*, respectively), 
was monitored by single receptor tracking (Fig. 5). In unstimulated cells, both EP2* and 
EP4* displayed a fast and a slow mobility component comparable to what was observed 
in cells expressing individual receptors (Fig. S5A,B). The mobility of both components 
was similar for EP2* and EP4*, with the fast component freely diffusing and the slow 
component showing hindered diffusion with comparable diffusion coefficients (data 
not shown). However, when we stimulated with PGE2, we observed clear differences in 
dynamics between EP4* as compared to EP4 expressed alone (Fig. 5A,B; S5A). By plotting 
the slow fraction as a function of stimulation time, the PGE2-induced shift from fast to 
slow component observed for EP4 was no longer detected for EP4* (Fig. 5A). Strikingly, 
this shift was restored by blocking EP2 using the EP2 antagonist AH6809, which has no 
affinity for EP4 [300], indicating that the presence of active EP2 prevents the mobility 
shift of EP4* (Fig. 5A). For both fast and slow EP4* components, we observed a significant 
decrease in diffusion coefficient, albeit less pronounced for the fast EP4* component with 
respect to the fast component of EP4 alone (Fig. 5B; S5A). Blocking of EP2 had no effect 
on the PGE2-induced changes in EP4* diffusion coefficients (Fig. 5B). Thus, when the 
receptors are co-expressed, the presence of EP2 has a partial but significant influence on 
the mobility of EP4 during PGE2-induced signaling. 
Next, we examined the mobility of EP2* upon PGE2 stimulation and observed no 
differences in terms of fraction size and diffusion coefficients as compared to EP2 alone 
(Fig. 5C; S5B). However, when we blocked EP4 with the antagonist GW627368X, which 
has minimal binding affinity for EP2 [296] and did not alter EP2 dynamics (data not 
shown), we observed a significant decrease in the diffusion coefficient of the EP2* 
slow component (Fig. 5C), while EP2* fast component remained unaffected (data not 
shown). This suggests that EP4 presence also impacts on EP2 mobility during signaling, 
preferentially modulating the slow component. 
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When we overstimulated the cells with 10 μM PGE2, EP4* showed a slight increase in its 
slow fraction size, which was not observed at 1 μM PGE2 (Fig. S5A,C). However, when 
compared to the EP4 alone at 10 μM PGE2 stimulation (Fig. S4A), the increase in slow 
fraction size was significantly lower (Suppl. Fig. S5C). The diffusion coefficient values 
of EP4* stimulated with 10 μM PGE2 remained constant, while at 1 μM PGE2 a decrease 
was detected for both EP4* and EP4 (both at 1 and 10 μM PGE2) alone. Regarding EP2* 
mobility at 10 μM PGE2, no significant changes in the overall mobility were observed as 
compared to 1 μM PGE2 (Fig. S5B,D) and as compared to EP2 alone at 10 μM PGE2 (Fig. S4). 
These results clearly indicate that the co-expressed receptors reciprocally influence each 
other’s lateral mobility during signaling in response to PGE2 and that this cross-talk can 
be modulated by changes in PGE2 concentrations. 
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Figure 5. EP2 and EP4 reciprocally influence each other’s mobility at the plasma membrane 
HEK293 cells were transiently transfected with HA-tagged EP2 with wild-type EP4 (EP2*) or HA-tagged EP4 
with wild-type EP2 (EP4*) and labeled with 50 pM streptavidin 655 nm quantum dots conjugated to biotinylated 
αHA Fab. 1000 images were acquired in the dorsal membrane using a widefield microscope with a 50ms 
timesample before and at different time points after PGE2 stimulation (1 μm). The EP* receptor trajectories, 
constructed from the positions of single receptors, were analyzed using CPD and concomitant MSD analysis. 
(A) The fast fraction size of EP4 (black circles), EP4* (red half open circles) and EP4* in cells incubated with 
AH6809 (3 μM, 1 hr) (blue half open circles) (B) Df of EP4 (black circles), EP4* (red halp open circles) and EP4* 
in cells incubated with AH6809 (3 μM, 1 hr) (blue open circles). (C) Ds of EP2 (black triangles), EP2* (red half 
open triangles) and EP2* in cells incubated with GW627368X (1 μM, 1 hr) (blue half open triangles). (D) A 
diffusion state classification method was used to determine for EP4* in which diffusion state, fast (green) or 
slow (red), the molecule is residing at that particular position in time, before and upon 10s of PGE2 stimulation. 
In addition the dwell times are given for the fast and slow state before and upon stimulation with PGE2 and in 
the absence or presence of the AH6809 (grey area). (E) A state classification method was used to determine for 
EP2* in which diffusion state, fast (green) or slow (red), the molecule is residing at that particular position in 
time, before and upon 10s of PGE2 stimulation. In addition the half-life dwell times (t1/2) are given for the fast 
and slow state before and upon stimulation with PGE2 and in the absence or presence of the GW627368X (gray 
area). It has to be noted that an error of approximately 10% was determined using simulations based on the 
number of trajectories. Scale bar represents 2 μm. 
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Using the diffusion state classification method we have shown that, when expressed 
individually, both EP2 and EP4 make transition from fast to slow states within a trajectory 
before and during activation (Fig. 4G,H). With respect to EP2, EP4 alone was found to 
make these transitions more often after stimulation, as indicated by an increase in slow 
fraction size and constant dwell times. Since EP4* showed a constant fraction size during 
signaling, thus differing from EP4 alone, we wondered whether the co-expression of EP2 
would alter EP4* fast-to-slow transitions. Therefore, we performed the diffusion state 
classification for the trajectories of EP4* before and during 1 μM PGE2 stimulation and 
in the absence or presence of EP2 antagonist (Fig. 5D). We quantified the average dwell 
time of EP4* in either the fast or the slow state before and upon activation by PGE2 and 
observed no significant changes (Fig. 5D). This suggests that co-expression of EP2 limits 
the occurrences of EP4* fast-to-slow transitions. Furthermore, the radius of gyration 
analysis of EP4* trajectories upon EP2 block showed no alterations in the average dwell 
times. Therefore, the recovered shift from fast to slow component determined by CPD 
analysis for EP4* after EP2 block (Fig. 5A) can most likely be ascribed to a re-establishment 
of a higher number of occurrences of the fast-to-slow state transitions (Fig. 5D).
EP2 alone showed no changes in dwell times after activation by PGE2 (Fig. 4H). Similarly, 
PGE2 stimulation had no effects on EP2* average dwell times, and this was not altered by 
blocking EP4 (Fig. 5E), meaning that co-expression of EP4 has no impact on EP2* state 
transitions. 
Altogether, these results demonstrate that co-expressed EP2 and EP4 influence each 
other’s lateral mobility during signaling. The effects of EP4 on EP2 mobility are modest 
and restricted to a slight decrease in EP2 Ds at low PGE2 concentrations. Since blocking 
of EP4 does not greatly affect EP2 mobility, but delays Gαs dynamics and results in lower 
cAMP production, EP4 appears as the major regulator of PGE2 sensing at physiological 
concentrations. On the other hand, the influence of EP2 co-expression on EP4 mobility 
was significant, as the presence of EP2 prevents EP4 from slowing down upon PGE2 
addition. Since blocking of EP2 re-establishes EP4 slowing down, does not affect Gαs 
dynamics and at the same time favors cAMP production, we conclude that EP4 signaling 
competence is regulated by the fast-to-slow state transitions and that EP2 attenuates EP4 
signaling capacity. 
These results demonstrate the existence of crosstalk between EP2 and EP4, which initiates 
within the plasma membrane by influencing receptor mobility and therefore capacity to 
engage with downstream signaling molecules.
The microtubule network spatially modulates EP2 and EP4 signaling
GPCR mobility has been shown to be influenced by the cortical microtubule network 
[89, 301], and a dynamic interplay between Gα proteins and microtubules has also 
been documented [302, 303]. Therefore, we sought to investigate a possible role for the 
microtubule network in regulating EP2 and EP4 mobility and signaling.
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First, we evaluated the effects of microtubule disruption by nocodazole on the lateral 
mobility of the receptors. After treatment with nocodazole only a modest PGE2-induced 
decrease in overall mobility was observed for EP4 alone while no nocodazole-induced 
effects were detected on EP4* (Fig. S6A,B). Similarly, EP2 and EP2* mobility were 
unaffected by the microtubule disruption (Fig. S6C,D). These data indicate that the 
cortical microtubule network does not have a significant impact on the receptor mobility 
parameters. However, the images generated using the state classification analysis 
showed that during the slow mobility state both EP4 and EP4* occupy areas with a 
distinct elongated geometry that were observed both before and during PGE2 stimulation 
and were no longer detectable after microtubule disruption (Fig. 6A,B). Overlay of the 
elongated area occupied by the slow states onto the trajectories obtained by CPD analysis 
showed that within the same trajectory, the tracked receptor regularly returns to the 
same elongated area when transitioning to the slow mobility state (Fig. 6A,B). Moreover, 
the same elongated areas appeared to be visited by multiple receptors, thus representing 
pre-defined areas where the receptors slow down (Fig. 6A,B). Remarkably, neither EP2 
nor EP2* showed comparable geometries in their slow mobility states, both before and 
during PGE2 addition, and no visible alteration was observed after microtubule disruption 
i ii 
+ Nocodazole 
iii iv A 
B i ii 
+ Nocodazole 
iii iv 
EP4* 
EP4 
Figure 6. Microtubules are important for the dynamic distribution of EP4 fast and slow state 
The trajectories of EP4 (A) and EP4* (B) were analyzed using the state classification method to determine the 
mobility state at each position during the trajectories. (i) This analysis yields images displaying the fast (green 
dots) or slow (red dots) state of the receptors. (ii) Representative examples of the trajectories obtained using 
the CPD analysis within the same region of interest as used in (i). (iii) Zoom in on the state classification image 
where the elongated shape of slow states is marked (red dotted line) and overlaid (red area) on the same zoomed 
in region of the trajectories, showing recurrent positioning of the same molecule or positioning of another 
molecule within this area. (iv) Images obtained with the state classification method for cells stimulated for 10s 
with PGE2 upon treatment with nocodazole (20 min 5 μM). 
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(Fig. S7A,B). Besides the elongated areas, we observed that receptor slow states were 
represented as small circular areas that appear stochastically distributed all over the 
membrane in the state classification analysis images (Fig. 6A,B; S7A,B). These circular 
areas were the only pattern displayed by EP2 and EP2* slow states.
Next, we performed FRAP analysis of Gαs to determine its PGE2-induced change in 
dynamics in cells with disrupted microtubules. By plotting the fraction size as a function 
of the half-time recovery t1/2, we found that 30s of PGE2 stimulation induced a small but 
significant increase in Gαs slow fraction size and slightly shorter t1/2 for both slow and 
fast fractions (Fig. 7A,B). This is clearly different from the cells with intact microtubule 
network, where Gαs was found to increase its fast fraction size but displayed significantly 
higher t1/2 for both fractions. This suggests that the presence of an intact microtubule 
network facilitates the slower recovery time observed for Gαs proteins upon PGE2 
stimulation.
To determine whether the nocodazole-induced changes in receptor mobility spatial 
patterns and Gαs protein dynamics correlated with altered signaling capacity, we 
measured cAMP production using the cAMP FRET sensor before and after microtubule 
disruption and in the presence of either EP2 or EP4 antagonists (Fig. 7C,D; S8). At 1 μM 
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Figure 7. Microtubule disruption affects cAMP response 
A circular ROI at the ventral membrane of RAW MΦs stably expressing Gαs-GFP was photobleached and the 
recovery of the fluorescence was measured before and at multiple timepoints after 10 μM PGE2 activation. The 
recovery curves were fitted to a bi-exponential model after Phair’s normalization resulting in two fractions 
and respective half-time of recovery. (A,B) The fraction size is plotted against the half-time of recovery of 
Gαs-GFP for the fast (A) and slow (B) recovering populations at the different timpoints in cells pretreated with 
nocodazole (20 min 5 μM). (C,D) RAW MΦs were seeded in a 96-well plate and transiently transfected with the 
cAMP FRET sensor t-EPAC-vv after which the mTurquoise and Venus signal were measured with widefield 
microscopy. The Venus and mTurquoise signals were measured in time before and after addition of 1 μM (C) or 
10 μM (D) of PGE2 and the FRET ratio was calculated for each timepoint and normalized to pre-stimulus values. 
The cells were left untreated (blue symbols) or pretreated with nocodazole (green symbols, 20 min 5 μM) in 
the absence (squares) or presence of either GW627368X (circles, 1 μM, 1 hr) or AH6809 (triangles, 3 μM, 1 hr).
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PGE2 or lower, EP4 is the primary receptor responsible for cAMP production, as shown 
by the almost complete impairment in cAMP levels upon addition of the EP4 antagonist 
GW627368X (Fig. 3E,F; 7C; S8). Although co-expressed EP2 does not play a significant role 
in inducing cAMP production, its presence seems to dampen EP4 signaling since its block 
by the EP2 antagonist AH6809 results in an improved cAMP production (Fig. 3E,F; 7C; 
S8). Addition of nocodazole at these PGE2 concentrations caused a significant decrease 
in cAMP production which was not affected by concomitant block of EP2, meaning that 
EP4 signaling and the related EP2 dampening effect are sensitive to microtubule integrity 
(Fig. 7C; S8). In addition the cAMP production appeared less transient. At very high 
PGE2 concentration (10 μM), both EP4 and EP2 receptors are capable of inducing cAMP 
production, as demonstrated by the partial block exerted by the EP4 antagonist (Fig. 7D). 
Nevertheless, the dampening effect of EP2 on EP4-mediated cAMP production observed 
at lower PGE2 concentrations is still present. Microtubule disruption at 10 μM PGE2 
induced a slightly higher and significantly more prolonged cAMP production in contrast 
to what was observed at lower PGE2 concentrations (Fig. 7D). However, nocodazole 
treatment still abolished the dampening effect of EP2 on EP4-mediated cAMP production 
(Fig. 7D). Intriguingly, blocking EP4 in nocodazole-treated cells triggered a very high and 
prolonged production of cAMP through EP2 (Fig. 7D). 
Taken together, these results demonstrate that, although microtubules have minimal 
effect on the mobility parameters of the PGE2 receptors, they specifically localize the 
fast-to-slow transitions of the EP4 receptor within the plasma membrane. In addition, 
microtubule integrity impacts the dynamics of activated Gαs proteins and subsequent 
cAMP production, thus providing a scaffold for fine-tuning the cell’s response to different 
PGE2 concentrations. 
Discussion
Using a combination of imaging techniques and quantitative cell biological assays, this 
study presents novel insight in the dynamic mechanisms regulating GPCR crosstalk 
during PGE2-induced signaling. In this study we show that i) EP2 and EP4 either separately 
or co-expressed show a large free-diffusing fast fraction and a small slow fraction with 
restricted diffusion; ii) EP4 and EP4* slow states concentrate in regions with elongated 
shape that occur more often when PGE2 stimulation happens in the absence of EP2; iii) 
activated EP4* slows down Gαs dynamics and is the main inducer of cAMP production 
at physiological PGE2 concentrations; iv) EP2 co-expression attenuates EP4* signaling 
capacity. Finally, we demonstrate that microtubule disruption limits the decrease in EP4 
mobility observed upon PGE2, prevents slow Gαs dynamics, abrogates the elongated 
patterns occupied by the EP4 slow states and abrogates EP2 attenuation of EP4*-induced 
cAMP production at physiological PGE2 concentrations. These observations show that 
it is imperative to study spatial distributions at high temporal resolution to understand 
spatial patterning as signaling regulation mechanism.
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Lateral mobility of EP2 and EP4 is related to their signaling capacity
EP2 and EP4 are co-expressed in immune cells, however, so far studies characterizing 
their signaling capacity have mostly used cells expressing either EP2 or EP4 [102-105, 
108, 111]. Here we sought to investigate the integration of the early signaling events 
if both receptors are expressed. When looking at the lateral mobility of the receptors 
in the steady state, no changes were observed as compared to the receptors expressed 
individually. However, PGE2 stimulation induced increased slow state residence and 
lower diffusion speed for EP4 but not for EP4*, suggesting that the co-expression of 
EP2 affects the mobility behavior of EP4 upon PGE2 triggering. Accordingly, after 
blocking of EP2 during stimulation, EP4* mobility behavior resembles that of EP4 alone. 
The influence of EP2 does not only impact on EP4 mobility but also extends to EP4 
signaling capacity, since EP2 block increased the rate and levels of cAMP production. 
This indicates that the presence of EP2 attenuates the ability of EP4 to activate the 
cAMP signaling pathway. It should be noted that direct block of EP4 expressed alone 
using the antagonist GW627368X also prevented the increased slow state residence of 
the receptor that is induced by PGE2 activation (data not shown), substantiating the 
knowledge that the effect exerted by EP2 on EP4 mobility also impacts on EP4 signaling 
capacity. On the other hand, the lateral mobility of EP2* was not affected by activation 
and not influenced by the presence of EP4. However, blocking EP4 activity did decrease 
the diffusion coefficient of EP2 slow fraction at physiological PGE2 concentrations but 
not at 10 μM PGE2 (when EP2 is most likely maximally activated). Furthermore, blocking 
EP4 significantly decreased the cAMP production, pointing to a lower capacity of EP2 to 
induce cAMP production when compared to EP4.
An essential signaling intermediate between EP2 and EP4 activation and cAMP 
production is the activation of Gαs proteins. Our FRAP data indicate the existence of two 
Gαs pools with different dynamics that are significantly affected during PGE2 stimulation 
in cells expressing both receptors. We also demonstrated that activated EP4* induces 
mobility changes of Gαs much earlier and for a longer period of time than activated EP2*, 
suggesting that the interactions of these receptors with Gαs have different kinetics. This 
is in agreement with our data showing that EP4 is the major inducer of cAMP production.
Next to the distinct levels of cAMP production at different PGE2 concentrations, we 
show that EP2 induces a continuous cAMP production, whereas EP4-induced cAMP 
increase appears more transient. Earlier studies on the activity of EP2 and EP4 receptors 
expressed individually showed that at late time points (1 hr) after activation by PGE2 
the maximal levels of cAMP formation were much lower for the EP4 receptor as 
compared to the EP2 receptor [103]. More specifically, even though both receptors were 
expressed at similar levels and the affinity for PGE2 is significantly higher for EP4 than 
for EP2, EP4 was found to induce a 10-fold increase of cAMP levels versus the 71-fold 
increase mediated by EP2 [103]. Our study now explain these previous observations, 
since we have shown that early signaling via EP4 induces a high but transient peak of 
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cAMP production in contrast to EP2 which induces lower but continuous cAMP levels. 
Clearly, EP4 is the master producer and regulator of cAMP production at physiological 
PGE2 concentrations, whereas EP2 is an inflexible inducer of cAMP levels when PGE2 
concentrations are very high. 
Cortical microtubules modulate EP2 and EP4 function
The regulation of signaling threshold and duration requires local nanoscale changes in 
receptor lateral organization and mobility within the plasma membrane [163, 164]. The 
tight relationship between receptor lateral mobility and the regulation of its function 
has been recently demonstrated for a large variety of membrane receptors ranging 
from integrins [188], receptor tyrosine kinases [187], C-type lectins [196] and immune 
receptors [193, 194, 304]. Lipid-lipid, protein-protein and lipid-protein interactions as well 
as the cortical cytoskeleton have all been demonstrated to contribute to the formation of 
spatiotemporally dynamic compartments within the cell membrane [187, 196]. Cortical 
actin corrals have been shown to play an important role in restricting or promoting 
lateral segregation of receptors [194, 290, 304].
Currently, cortical microtubules are emerging as new membrane organizers, as they were 
found to either directly dictate receptor diffusion or to create boundaries for receptor 
mobility [89, 92, 301]. Here we show that an intact cortical microtubule network is 
necessary to specifically localize the slow states of the EP4 receptor within the plasma 
membrane, creating elongated platforms where EP4 receptors recurrently slow down. 
To note, microtubules do not directly affect EP4 diffusion type, i.e. no directed motion 
is observed, indicating that the interplay between EP4 and the microtubule network is 
most likely intermittent. Furthermore, both initiation and attenuation of EP4 signaling 
appear to require intact cortical microtubules. In fact, microtubule disruption decreases 
the levels and transientness of the cAMP produced via EP4, but at the same time releases 
the attenuating effect of EP2 on EP4-mediated cAMP production. On the other hand, 
EP2 slow states did not localize in elongated areas of the membrane, and its mobility 
was not affected by microtubules disruption, indicating that the modest slow fraction of 
EP2 is not due to its interplay with the microtubules. However, microtubule disruption 
significantly increases EP2-induced cAMP production. It is tempting to speculate that 
under these conditions, a pool of Gαs proteins previously anchored to the cytoskeleton 
becomes free to diffuse and therefore more available to stochastically interact with EP2, 
thus explaining the nocodazole-induced increase in cAMP production after concomitant 
block of EP4.
 This study and others have shown that EP4 signaling is transient [103, 111], and we here 
propose that this is regulated at the site of the cortical microtubule network. In contrast, 
EP2 is not localized at these sites and as a result signals continuously. The microtubules 
could provide a scaffold were attenuation of EP4 signaling can occur leading to fine-
tuning of the cell’s response. This is supported by current evidence from the literature 
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implicating that the formation of a cAMP signaling complex occurs adjacent to the 
associated signaling receptor [305, 306]. In fact, microtubules were shown of utmost 
importance for trafficking of molecules to signaling platforms. Microtubules were shown 
to traffic the Ang II type 1 receptor (AT1R) into caveolae/lipid rafts together with Rac1 
[307] and also restrict cAMP formation by the β1- and β2-adrenergic receptors through 
regulation of the localization and interaction of GPCR-Gαs-AC in caveolae/lipid rafts 
[308]. Furthermore, molecules involved in EP4 signaling, like G-proteins [302], the 
GPCR kinase 2 (GRK2) [309], protein kinase A (PKA) [310] and exchange protein directly 
activated by cAMP (Epac) [311] were shown to colocalize with microtubules. Therefore, 
we here propose that the compartmentalization of EP4 at the microtubules improves 
its chance to interact with the pool of microtubule-associated Gαs-proteins, whereas 
EP2 stochastically interacts with Gαs while diffusing freely in the plasma membrane. 
Furthermore, EP4 is desensitized by molecules like GRK2 [109] that are also localized at 
the microtubules. This is substantiated by our observation that EP2 signaling to Gαs is 
delayed compared to EP4. It also provides an explanation for the observed considerable 
increase in cAMP production upon microtubule disruption and concomitant EP4 block, 
since disruption of microtubules would then release the Gαs molecules localized at the 
MT and increases the chance for EP2 to encounter a freely diffusing Gαs molecule in the 
plasma membrane. Indeed, disruption of microtubules abrogates the difference between 
EP2 or EP4 mediated cAMP production profile, indicating that under this condition 
these receptors could signal via the same Gαs pool. The positioning of EP4 slow states 
in microtubule-dependent patterns could be regulated by EP4’s ability to activate Gαi, 
since this is an importance difference between EP2 and EP4 signaling. However, we 
have shown that blocking Gαi is not altering the transient charachter of the cAMP 
response, but rather increases the magnitude of the response. Furthermore, preventing 
Gαiβγ coupling to EP4 with PTX did not prevent the decrease in EP4 mobility and did 
not abrogate the elongated patterns (data not shown). It should be mentioned that also 
the changes in Gαi mobility were also abolished by microtubule disruption, suggesting 
that EP4 might engage with both Gαs and Gαi when slowing down in correspondence 
of the microtubules, which therefore contribute both to initiation and inhibition of EP4 
signaling activity probably by facilitating the interactions among the EP4 molecules and 
their effector proteins. 
Outlook
Understanding the mechanism underlying the reciprocal influence of EP2 and EP4 
dynamics at the plasma membrane and its control by the microtubules could be of utmost 
importance in order to predict or control the PGE2 response. A plausible mechanism is 
the formation of direct EP2 and EP4 interactions at the plasma membrane. The formation 
of homo- or heterodimers has in fact been documented for several GPCRs [312, 313] 
However using confocal or TIRF microscopy in fixed cells labeled for both receptors, 
we observed minimally detectable overlap between EP2 and EP4 distribution in the 
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plasma membrane and no significant increased colocalization of EP2 and EP4 upon PGE2 
stimulation (Fig. S9). Furthermore, even after antibody-induced patching of EP2 and EP4, 
we observed minimal colocalization and again this did not significantly increase after 
activation (Fig. S9). This could mean that the EP2-EP4 interactions are very dynamic 
and difficult to be detected. SPT of both receptors at the same time could allow the 
detection of these dynamic interactions, however one would need to simultaneously 
monitor multiple single molecules of both receptors in order to increase the chance 
of observing such transient and possibly rare receptor-receptor interactions. Currently, 
we are exploring these possibilities performing high-density SPT using hyperspectral 
microscopy [200] in combination with imaging of the microtubules. 
This study shows that EP2 and EP4 mobility in the plasma membrane as well as the 
interaction with downstream effector proteins are differently regulated, contributing to 
receptor activity. Furthermore, since receptor co-expression influences receptor mobility 
and signaling, the ratio between EP2 and EP4 expression levels will have a significant 
impact on the cell’s response to PGE2. We hypothesize that significant increased 
expression of EP2 over EP4 will lead to a continuous cAMP response important at later 
time points of inflammation when PGE2 levels in the microenvironment are high. On the 
other hand, when EP4 expression is higher, EP4 will start to induce transient signaling 
at very low PGE2 concentrations. 
Interestingly, aberrant expression of EP2 and EP4 has been implicated in PGE2 dependent 
tumor metastasis and survival [314-316]. Evidence is increasing that EP4 is a critical 
determinant for the role of PGE2 in cell migration during tumor invasion [315, 316]. 
Antagonists of EP4 have already been shown to inhibit experimental metastasis in a 
murine metastatic breast cancer model [317]. Therefore, targeting PGE2 signaling by 
developing EP2 and EP4 agonists/antagonists that specifically enhance the combination of 
signaling pathways that result in the desired response will be crucial for the development 
of alternative therapeutic approaches.
Knowledge on the complexity of PGE2 signaling is necessary in order to predict, control 
and intervene in the PGE2 response in experimental and possibly clinical settings. Given 
the complexity of PGE2 signaling and its importance as an immunomodulator, our results 
could potentially provide an important conceptual advantage in using PGE2 derivatives 
in immunotherapy and provide new tools for the development of alternative therapeutic 
approaches for the treatment of cancer.
Materials and methods
Reagents
Biotinylated anti-HA Fab fragments (clone 12CA5, Abcam) were combined in 1:1 stoichiometry 
with Qdot® 655 streptavidin conjugate (Invitrogen, Carlsbad, CA) in PBS + 1% BSA to generate 
20 nM stock solutions of monovalent QD-anti-HA. Stock solutions were kept at 4°C for one day. 
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PGE2, Butaprost, AH23848, AH6809 and GW627368X were obtained from Cayman Chemicals 
(Ann Arbor, MI). PTX was obtained from TOCRIS biosciences and nocodazole from Sigma.
Cell culture
Raw 246.7 cells were cultured in RPMI-1640 medium (Gibco) supplemented with 10% fetal bovine 
serum (FBS, Greiner Bio-one), 1mM Ultra-glutamine (BioWitthaker) and antibiotics (100 U/ml 
penicillin, 100 μg/ml streptomycin and 0.25 μg/ml amphotericin B, Gibco) in a humidified, 5% CO2 
containing atmosphere. Transient transfections with Gαi1-Citrin [318] (gift from A. Gilman), Gγ2-
CFP and Gβ1 wt (both gift from M. Adjobe-Hermans) were performed with Fugene HD according 
to the manufacturer protocol and imaged after 24 hr (Roche). Stable cell lines expressing Gαs–
GFP (gift from M. Rasenick) or Gαi-Citrin were maintaned using the appropriate antibiotics. Cells 
were plated one day prior to measuring or transfection in Willco dishes (Willco Wells BV) at 
400.000 cells/dish, 96 well-plate (microplate BD Falcon) at 40.000 cells/well and 4-well Lab-Tek II 
chambered coverglass (Nunc) at 100.000 cells/chamber. Prior to imaging the medium was replaced 
by 1 ml RPMI medium without phenolred to avoid autofluorescence. HEK293 cells were cultured 
in culture flasks (standard T75, Greiner Bio-one) containing phenolred free DMEM (Gibco, Life 
Technologies, the Netherlands) medium supplied with 10% Fetal Bovine Serum (FBS, Greiner Bio-
one, Austria), 1% MEM Non-essential amino acids (NEAA, Gibco) and 0.5% Antibiotic-Antimytotic 
(AA, Gibco) in a humidified, 5% CO2 containing atmosphere. Transient transfections with HA-EP4, 
HA-EP2 or HA-EP2 together with EP4 wt were performed with Lipofectamin according to the 
manufacturer protocol on 25 mm ethanol cleaned coverslips. The cells were labeled with 50 pM 
QD-anti-HA in Tyrode’s buffer (135 mM NaCl, 10 mM KCl, 0.4 mM MgCl2, 1 mM CaCl2, 10 mM 
HEPES pH 7.2, 20 mM Glucose, 0.1% BSA) for 5 min at 37°C, then washed with Tyrode’s buffer prior 
to imaging. DCs were generated from PBMCs as described previously [319, 320]. Monocytes were 
derived from buffy coats and cultured in RPMI 1640 medium (Life Technologies) supplemented 
with fetal bovine serum (FBS, Greiner Bio-one), 1mM Ultra-glutamine (BioWitthaker), antibiotics 
(100 U/ml penicillin, 100 µg/ml streptomycin and 0.25 µg/ml amphotericin B, Gibco), IL-4 (500 U/
ml), and GM-CSF (800 U/ml) in a humidified, 5% CO2 containing atmosphere. 
Confocal microscopy
HEK293 cells were seeded on coverslips, transfected with FLAG-EP4 and HA-EP2 and left 
untreated or stimulated for 10 min with 10 μM PGE2 in solution. The cells were labeled with 
monoclonal anti-HA (clone 3F10, Roche) and monoclonal anti-FLAG (clone M2, Sigma-Aldrich) 
followed by secondary labeling. Copatching was induced for EP2 using 1st Ab (anti-HA) and 2nd 
Ab (GaR-(H&L)-Alexa647, Invitrogen) and EP4 using 1st Ab (anti-FLAG) and 2nd Ab (GaM-(H&L)-
Alexa488, Invitrogen) on ice using transfected HEK293 cells in suspension. The cells were mounted 
on poly-l-lysine coated coverslips, fixed and imaged on a Zeiss LSM 510 microscope equipped with 
a PlanApochromatic 63x/1.4 NA oil immersion objective. 
Flow cytometry
Immature DCs and RAW264.7 cells were fixed with 2% PFA for 15 min at RT followed by incubation 
with 1% human serum in PBA (PBS containing 1% BSA and 0.01% NaN3) for 60 min at 4°C. The cells 
were stained with primary antibody against EP2 (H-75, Santa Cruz), EP4 (C-4, Santa Cruz) for 20 
min at 4°C and, after washing in PBA, stained with the secondary antibody (Goat αRabbit-(H&L)-
Alexa488, Goat αMouse-(H&L)-Alexa488 or 647, Invitrogen). The cells were washed in PBA and 
stored in 1% formaldehyde in Isoton (Beckman Coulter) until the mean fluorescence intensity was 
measured using flow cytometry (FACS Calibur, BD Biosciences) and analyzed using FlowJo.
Fluorescence recovery after photobleaching
FRAP was performed on a LSM510 meta confocal laser scanning microscope (Zeiss, Germany) with 
a 63x, 1.45NA oil objective. GFP and Citrin were excited at 488 nm and 514 nm respectively (argon 
laser), while the emission was collected with 500-550 nm bandpass filter adjusted through mirrors. 
The sample temperature (37°C) was maintained by an objective heater (Zeiss) combined with a 
heating insert for Labtek chambered coverglasses (Pecon). FRAP experiments were performed 
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using a 2.1 µm diameter circular region of interest focused on the ventral plasma membrane. 
Photobleaching was performed operating at 100% laser power by scanning the bleach ROI for 
5 iterations, yielding a total bleach time of 0.25s. Recoveries were collected with time intervals 
of 50 ms. Fluorescence intensity data for the bleached ROI were calculated using Zeiss software. 
After background correction and normalization to t0 using a method that is known as Phair’s 
double normalization [177], the single curves were averaged for each timepoint and fitted to a 
bi-exponential:
xtxt eAeAyI ⋅−⋅− ⋅+⋅+= 21 210 [1]
with:
210 AAyItbleach ++= [2]
in OriginPro. 
Fluorescence lifetime imaging microscopy
Frequency-domain FLIM experiments on transfected RAW 264.7 cells were performed using a Nikon 
TE2000-U inverted wide-field microscope and a Lambert Instruments Fluorescence Attachment 
(LIFA; Lambert Instruments) for lifetime imaging. A light-emitting diode (Lumiled LUXEON III, 
λmax = 443 nm) modulated at 40 MHz was used to excite CFP. Fluorescence detection was performed 
by a combination of a modulated (40 MHz) image intensifier (II18MD; Lambert Instruments) and 
a CCD camera (CCD-1300QD; VDS Vosskühler) with 640×512 pixels. The emission of CFP was 
detected through a narrow emission filter (475/20 nm; Semrock) to suppress any Citrin emission. 
FLIM measurements were calibrated with a 1 μM solution of pyranine (HPTS), the lifetime of which 
was set to 5.7 ns. All FLIM images were calculated from phase stacks of 12 recorded images, with 
exposure times of individual images of RAW 264.7 cells ranging from 200 to 400 ms. For acceptor 
photobleaching measurements, an USH-102DH 100 W mercury lamp (Nikon) was used. 
Förster resonance energy transfer
FRET experiments were performed using a BD Pathway high-content imaging inverted wide-
field microscope (BD biosciences) equipped with a 20X 0.75 N.A. objective (Olympus). A mercury 
metal halide lamp combined with excitation filter (440/10) was used to excite mTurqoise. The 
fluorescence emmision was filtered using a dichroic mirror (458-DiO1) and filters (479/40 and 
542/27 for mTurqoise and Venus emission resp.) Emmision was collected by a high resolution 
cooled CCD camera (1344x1024 pix, 0.32 μM/pixel). 
Single-particle tracking 
Wide field imaging for SPT was performed using an Olympus IX71 inverted microscope equipped 
with a Cell^TIRF illuminator and a 150× 1.45 N.A. oil objective (Olympus). Wide field excitation 
was provided by a 488 solid state laser (100mW, Olympus). Fluorescence emission was filtered 
with a quadruple dicroic mirror and filter set (CMR-U-M4TIR-SBX, Olympus) and collected on an 
EM-CCD camera (C9100-13, Hamamatsu). The sample temperature (37°C) was maintained by an 
objective heater (Tokai-Hit) combined with a heating insert for round coverslips (Pecon). Images 
were acquired at 20 fps for a total of 1,000 frames. First an image sequence was taken in an 
untreated sample (approximately 1-2 cells in field of view) before PGE2 was added and multiple 
image sequences were taken at different timepoints from the same field of view, allowing to 
monitor the effect of PGE2 stimulation on the mobility of receptors in the same cells. 
Analysis of the acquired image series was performed following a method as described in [186]. In 
brief, the intensity profiles of the quantum dot signals were fitted to two-dimensional Gaussian 
profiles yielding the signal intensity and position with an accuracy of 15 nm [186]. Cut off criteria 
were used to validate the signal obtained in cells as individual emitting molecules. Trajectories 
were assembled from the positional shifts of molecules in consecutive images. The cumulative 
probability distributions P(ri2, tlag) (CPD) are constructed from the single-molecule trajectories 
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obtained from 5-10 different cells (for each condition and PGE2 stimulation time point) by counting 
the number of square displacements with values ≤r2, and subsequent normalization by the total 
number of data points [298]. The CPDs with N > 10000 data points were least-square fitted to: 
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yielding two receptor components with parameter set (r12(tlag), r22(tlag), α), thus each their mean 
square displacements (MSDi = r12 and r22) and the size of the relative fractions, α and (1-α) 
respectively. The CPD were analyzed for each timelag, between 0.05 and 0.5s. The parameters 
(α, r12 and r22) for different tlags were constructed from the same dataset taken with tlag=50 ms by 
taking the 1-step (tlag=50 ms), 2-step (tlag=100 ms) up to the n-step (tlag=n*50 ms) displacements. This 
approach of fitting leads to a robust estimation of the mean-square displacements ri2 even when the 
mobility is not purely random [321]. The fraction size for each condition was taken as the average 
α values over the first 10 timelags.
The mobility was analyzed by the fitting the MSD (r12 and r22) over the first 10 timelags with an 
anomalous subdiffusion fit:
22 4σα +Γ= lagi tr [4]
returning the diffusion parameter Γ of unit μm2/sα and the anomalous parameter α. Eq. 2 takes 
into account the constant offset in ri2 due to the error in positional accuracy. Determination of 
molecule positions by a fitting algorithm is a random process and leads to diffusion-like mobility 
of an immobile object resulting from the error in positional accuracy. The positional accuracy (σ) 
was calculated from the mean error in fitted x and y coordinates by 
222 σ=∆+∆ yx [5]
giving σ2=0.001 μm2. In addition, the MSD versus timelag plot was fitted with a free diffusion fit 
over the first three timelags to obtain the initial diffusion coefficient:
22 44 σ+= Dtri [6]
returning the initial diffusion coefficient D and again taken into account positional accuracy.
Diffusion state classification
Small parts of the trajectories (segments) were classified to the two diffusion states found using 
the CPD fit, meaning that for each position in a trajectory it was determined whether the molecule 
was exhibiting slow or fast diffusion at that time. It is nontrivial to accurately determine in which 
diffusion state the molecule is residing during the measured trajectory, and more details can be 
found in an upcoming publication (Peter Bosch et al., personal communication, in preparation). In 
brief, the diffusion constants D1 and D2 and the fraction size of the fast state from all displacements 
were determinded using a CPD fit. Using the gyration radius as an ‘amount of movement’ 
quantification method, we obtained the gyration radius for all segments in the trajectories. The 
threshold for classification is set at the fraction size percentile value from all the gyration radius 
values, yielding for each segment the most likely diffusion state the molecule was residing in 
during that segment.
The radius of gyration method has been used to measure asymmetry in trajectories [322] and it was 
demonstrated by Elliott et al. that it could also be used to detect confinement [323]. The gyration 
radius is the amount of space (defined by radius Rg) explored by a molecule, and can be determined 
using variances and covariances of the segments positions in each dimension:
2
2
2
1 RRRg += [7]
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where R1 and R2 are the eigenvalues of the gyration tensor T:
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with being the positions in the segment, and N = 7 frames. This window size is a trade-off between 
obtaining a statistical relevant value for the gyration radius, while not including too many frames 
to prevent including multiple states in a segment due to state switches.
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Figure S1. Gα protein dynamics are affected by PGE2 stimulation
RAW MΦs stably expressing or Gαs-GFP (A) or Gαi1-Citrin (B) were seeded in Labtek chambers. A circular ROI 
at the ventral membrane of each cell was photobleached and the fluorescence recovery was measured. The 
recovery curves were normalized using Phair’s double normalization and averaged (N>25 cells, black dots) 
before fitting to a bi-exponential model (grey line) resulting in two mobile fractions with respective half-life 
time of recovery and a small immobile fraction. The same was done upon 10 μM PGE2 stimulation at different 
timepoints (insert). (B) RAW MΦs were seeded in Willco dishes and transfected with Gγ-CFP only and with 
Gγ-CFP, Gαi-Citrin and Gβ wt together. The average lifetimes of the donor (Gγ-CFP) for individual cells were 
calculated from frequency-domain FLIM images. In unstimulated cells we observed a shift in the lifetime of 
the donor from 2.69 ± 0.26 ns in cells expressing only donor (black squares) to 2.38 ± 0.31 ns in cells expressing 
both donor and acceptor (grey dots), showing there is FRET between the subunits of the G-protein, as also 
confirmed by the shift back to 2.58 ± 0.25 ns using acceptor photobleaching (open triangles). The distributions 
were fitted (solid lines) to obtain the average lifetimes. The data presented are averages ± SEM of measurements 
in N>5 cells. (D) RAW MΦs were seeded in a 96-well plate and transiently transfected with the cAMP FRET 
sensor t-EPAC-vv after which the mTurquoise and Venus signal were measured with widefield microscopy. 
The Venus and mTurquoise signal was measured in time before and after addition of different concentration 
of PGE2 (0.1-10 μM) in the absence (open squares) and presence (closed squeares) of PTX (0.1 μg/ml, 16 hr). The 
FRET ratio was calculated for each timepoint and normalized to pre-stimulus values. The data presented are 
averages ± SEM of measurements in N>15 cells for each PGE2 concentration
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Figure S2. EP2 activation and EP4 activation induce distinct cAMP profiles 
RAW MΦs were seeded in a 96-well plate and transiently transfected with the cAMP FRET sensor t-EPAC-vv 
after which the mTurquoise and Venus signal were measured with widefield microscopy in time before and after 
addition of different concentration of PGE2 (0.1-10 μM). The FRET ratio was calculated for each timepoint and 
normalized to pre-stimulus values. This was done in cells pretreated with (A) the EP4 antagonist GW627368X 
(1 μM, 1 hr), (B) the EP2 antagonist AH6809 (3 μM, 1 hr) or (C) both. The data presented are averages ± SEM of 
measurements in N>20 cells for each PGE2 concentration. (D) Quantification of the rate of cAMP production 
was done by determining the slope using a linear fit and the relative maximum level of cAMP production was 
determined as the amplitude of the peak.
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Figure S3. Analysis of EP2 and EP4 trajectories. 
HEK293 cells were seeded on coverslips and transiently transfected with HA-tagged EP4 and HA-tagged EP2 
followed by labeling with 50 pM streptavidin 655 nm quantum dots conjugated to biotinylated αHA Fab. 
1000 images were acquired in the dorsal membrane using a widefield microscope with a 50ms frame time. 
The image sequences were taken in each cell before and upon addition of 1 μM PGE2 at multiple timepoints. 
(A) Automated analysis yielded the lateral position of the receptors in each image from the movie (with high 
accuracy ~16 nm) [88] and used to construct trajectories from the positional shifts (r2) of the molecules in 
consecutive images. (B) The EP4 trajectories were analysed by plotting the CPD of the square displacements (r2, 
distance between molecules in consecutive images). The CPD plots displayed a shift (indicated by black arrow) 
towards smaller square displacements, meaning slower mobility, at increasing time after PGE2 addition. (C) 
The same was done for EP2, although no shift in mobility was observed upon PGE2 addition. (D) The CPD of 
the square displacements exhibits a biphasic behavior that was fitted to a bi-exponential model (red solid line) 
resulting in values for the fraction size and MSD for a fast and slow moving component as is shown here for 
EP4 molecules in unstimulated cells. The MSD for the fast and slow component, returned by the bi-exponential 
fit, was calculated for increasing tlag resulting in a MSD versus tlag plot for both the fast and slow component. 
The plots were fitted with an anomalous fit (red line) over the first ten tlag returning the anomalous parameter 
α or a free diffusion fit (blue line) only over the first three tlag, returning the initial D. This was performed for 
the fast component of EP4 with fraction size = 69 ± 1%, Df = 0.13 ± 0.01 μm2/s and αf =0.79±0.02 (E), the fast 
component of EP2 with fraction size=79±2%, Df=0.18±0.01 μm2/s and αf=0.80±0.03 (F), the slow component of 
EP4 with fraction size = 31 ± 1%, Ds = 0.011 ± 0.001 μm2/s and αs = 0.47 ± 0.07 (G) and the slow component of 
EP2 with fraction size = 29 ± 2%, Ds = 0.020 ± 0.003 μm2/s and αs = 0.36 ± 0.09 (H). The error bars represent 
the 95% confidence interval of the CPD fit. 
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Figure S4. EP4 and EP2 dynamics upon 10 μM PGE2 stimulation. 
HEK293 cells were seeded on coverslips and transiently transfected with HA-tagged EP4 or HA-tagged EP2 and 
labeled with 50 pM streptavidin 655 nm quantum dots conjugated to biotinylated αHA Fab. 1000 images were 
acquired in the dorsal membrane using a widefield microscope with a 50ms frame time. Subsequently, 10 µM 
PGE2 was added to the cells and movies consisting of 1000 images with a 50ms frame time were acquired at the 
same position at different timepoints. This way we monitored the behavior of receptor molecules within one 
cell before and after stimulation. The CPD analysis and subsequent MSD analysis of the trajectories resulted 
in the fraction sizes and diffusion coefficients before and after PGE2 stimulation. The relative fractions of slow 
and fast diffusing EP receptor components were calculated by averaging the fraction size fitted at each time lag. 
Plotted are the fraction size as a function of the diffusion coefficient for the fast (A) and slow (B) EP4 component 
(A) and the fast (C) and slow (D) EP2 component. Significant shifts in mobility after 2 min stimulation are 
indicated by an arrow.
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Figure S5. Dynamics of EP2* and EP4* upon stimulation with 1 and 10 μM PGE2. 
HEK293 cells were transiently transfected with HA-tagged EP2 with wild-type EP4 (EP2*) or HA-tagged EP4 
with wild-type EP2 (EP4*) and labeled with 50 pM streptavidin 655 nm quantum dots conjugated to biotinylated 
αHA Fab. 1000 images were acquired focused at the dorsal membrane using a widefield microscope with a 50 
ms frame time. Subsequently, PGE2 was added to the cells and movies consisting of 1000 images with a 50 ms 
timesample were acquired at the same position at different timepoints. This way we monitored the behavior of 
receptor molecules within one cell before and after stimulation. The CPD analysis and subsequent MSD analysis 
of the trajectories resulted in the fraction sizes and diffusion coefficients before and after PGE2 stimulation. The 
relative fractions of slow and fast diffusing EP receptor components were calculated by averaging the fraction 
size fitted at each time lag. Plotted are the fraction size as a function of the diffusion coefficient for the fast (left 
plot) and slow (right plot) component of EP4* (A) EP2* (B) using 1 μM PGE2 and of EP4* (C) and EP2* (D) using 
10 μM PGE2. Significant shifts in mobility after 2 min of stimulation are indicated by an arrow
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Figure S6. Dynamics of EP2 receptors in cells after microtubule disruption. 
HEK293 cells were transiently transfected with HA-tagged EP4 without (A) or with wild-type EP2 (EP4*) 
(B) or HA-tagged EP2 without (C) or with wild-type EP4 (EP2*) (D) and labeled with 50 pM streptavidin 655 
nm quantum dots conjugated to biotinylated αHA Fab. The cells were pretreated with nocodazole (5 μM, 
20 min) before and during acquisition of 1000 images acquired in the dorsal membrane using a widefield 
microscope with a 50 ms frame time. Subsequently, PGE2 (1 μM) was added to the cells and movies consisting 
of 1000 images with a 50 ms frame time were acquired at the same position at different timepoints. This 
way we monitored the behavior of receptor molecules within one cell with disrupted microtubules before 
and after PGE2 stimulation. The CPD analysis and subsequent MSD analysis of the trajectories resulted in 
the fraction sizes and diffusion coefficients before and after PGE2 stimulation. The relative fractions of slow 
and fast diffusing receptor components were calculated by averaging the fraction size fitted at each time lag. 
Plotted are the fraction size as a function of the diffusion coefficient for the fast (left plot) and slow (right plot) 
component of EP4 (A), EP4* (B), EP2 (C) and EP2* (D). Significant shifts in mobility after 2 min of stimulation 
are indicated by an arrow
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Figure S7: Microtubule disruption has no effect on the dynamic distribution of EP2 and EP2* fast 
and slow states. 
The trajectories of EP2 (A) and EP2* (B) obtained 10s upon PGE2 stimulation (1 μM) were analyzed using the 
diffusion state classification method to determine the mobility state at each position during the trajectories. 
This analysis yields images displaying the fast (green dots) or slow (red dots) state of the receptors. On the left 
are shown representative images in the absence and on the right in the presence of nocodazole (20 min, 5 μM). 
Scale bar represents 10 μm.
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Figure S8. Effect of microtubule disruption on cAMP production at low PGE2 concentration. 
RAW MΦs were seeded in a 96-well plate and transiently transfected with the cAMP FRET sensor t-EPAC-
vv after which the mTurquoise and Venus signal were measured with widefield microscopy. The Venus and 
mTurquoise signals were measured in time before and after addition of 0.1 μM PGE2 and the FRET ratio 
was calculated for each timepoint and normalized to pre-stimulus values. The cells were left untreated (grey 
symbols) or pretreated with nocodazole (black symbols, 20 min 5 μM) in the absence (squares) or presence of 
either GW627368X (circles, 1 μM, 1 hr) or AH6809 (triangles, 3 μM, 1 hr).
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Figure S9. The minimal colocalization of EP2 and EP4 receptors is not affected by activation. 
(A) HEK293 cells were transiently transfected with HA- EP2 together with FLAG-EP4. The cells were left 
unstimulated or stimulated with 1 μM PGE2 and upon fixation subsequently stained with an anti-HA (red) 
and anti-FLAG (green) Ab. Shown are representative dual color images of untreated and stimulated condition 
(B) Quantification of the colocalization of EP2 and EP4 before and upon 2 min stimulation using the Pearson 
correlation coefficient. (C) HEK293 cells, transiently transfected with HA-tagged EP2 together with FLAG-
EP4, in solution were left untreated or stimulated for 2 min with 1 μM PGE2 followed by copatching of EP2 (1st 
αHA and 2nd GaR-(H&L)-Alexa647) and EP4 (1st αFLAG and 2nd GaM-(H&L)-Alexa488) on ice. The cells were 
mounted on poly-l-lysine coated coverslips, fixed and imaged using confocal microscope. (D) Quantification of 
the colocalization of copatched EP2 and EP4 before and upon 2 min stimulation using the Pearson correlation 
coefficient. The data presented are averages ± SEM of measurements in N>20 cells Scale bars represent 10 μm
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When the T cell receptor on a T cell recognizes antigen presented by MHC molecules on an APC a specialized contact, termed the immunological synapse (IS), is 
formed. Within this contact the TCR, costimulatory, signaling and adaptor molecules 
are organized in distinct spatial patterns. In this study we presented novel evidence for 
the interaction between the TCR complex and the co-receptor CD6. Using microcontact 
printing as a tool to study protein-protein interactions, we show that CD6 and CD3 
are co-recruited to stimulatory micropatterns. Furthermore, exploiting supported lipid 
bilayers we show, for the first time, that CD6 is part of TCR microclusters and that these 
TCR-CD6 microclusters are radially transported towards the center of the synapse in an 
actin dependent manner. Our findings highlight the role of CD6 as a TCR co-receptor 
and provide novel insight into the dynamic properties of TCR-CD6 interplay. 
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Introduction
Activation of T cells is initiated when the T cell receptor (TCR) recognizes antigen on an 
antigen presenting cell (APC). Immunoreceptor tyrosine-based activation motifs (ITAMs) 
of the CD3 chains of the TCR complex become phosphorylated by Lck, a Src family 
kinase [324]. This leads to the recruitment of tyrosine kinase ZAP70 and recruitment 
of linker for activation of T cells (LAT) which subsequently recruits various signaling 
molecules that initiate downstream events, such as actin polymerization, calcium fluxing, 
and transcriptional activation [325].
Fluorescence imaging of the contact between a T cell and an antigen presenting cell 
(APC) has revealed a distinct spatial organization of the TCR and adhesion molecules 
in a bulls eye shaped pattern, termed the immunological synapse (IS) [118, 119]. In its 
initial description the IS central part, called the central supra molecular activation cluster 
(cSMAC), was enriched for the T cell receptor (TCR) complex, while the surrounding 
peripheral SMAC (pSMAC) contained adhesion proteins. Rapidly after the initial 
description of the IS, the importance of microclusters composed of the TCR complex, 
co-stimulatory and signaling molecules and preceding the cSMAC formation was 
appreciated [132, 133]. The organization and transport of TCR microclusters is dependent 
on the acto-myosin apparatus which facilitates TCR triggering and regulates protein 
spatial organization at the IS [136-138].
CD6 is a cell surface receptor expressed on mature T cells, certain B cells, and in the brain 
[143, 151]. The initial evidence for a role of CD6 in T cell activation came from observations 
that CD6 ligation by antibodies induced strong T cell activation and proliferation [159, 
326-328], although recently a more regulatory role has been suggested for CD6 [329]. 
The identification of ALCAM as CD6 ligand present on APCs has further substantiated 
the role of CD6 in APC induced T cell activation [143, 144, 155, 330]. Moreover, ALCAM-
CD6 interactions were shown to be essential for both stable T cell-DC contacts and DC-
induced T cell proliferation [131]. However, the molecular mechanisms by which CD6 
modulates the IS formation and organization are still poorly defined.
CD6 is constitutively phosphorylated on cytoplasmic Ser and Thr residues that become 
hyper-phosphorylated upon TCR triggering [153, 331]. CD6 contributes to the TCR 
signaling cascade via a Src kinase dependent activation of the MAPK pathway and via 
its association with SLP-76, an adaptor protein in the TCR proximal signaling complex 
which is part of the TCR microclusters [156, 157]. Crosstalk between CD3 and CD6 was 
initially demonstrated by crosslinking of CD3 which induced phosphorylation of CD6 
[332]. Subsequently, CD6 was found to partially associate with the TCR/CD3 complex 
and to colocalize with the complex in the cSMAC [155]. Although these observations 
support a tightly regulated role for CD6 in IS formation and maturation and subsequent 
T cell activation, a thorough characterization of the TCR-CD6 dynamic interactions is 
still lacking.
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Here we set out to investigate the role of CD6 during the initial stage of IS formation. 
Using microcontact printing as a tool to study protein-protein interactions, we show that 
CD6 and CD3 are co-recruited to stimulatory micropatterns. Furthermore, exploiting 
supported lipid bilayers (SLBs) we show, for the first time, that CD6 is part of TCR 
microclusters and that these TCR-CD6 microclusters are radially transported towards 
the center of the synapse in an actin dependent manner. Our findings highlight the role 
of CD6 as a TCR co-receptor and provide novel insight into the dynamic properties of 
TCR-CD6 interplay. 
Results
To investigate the interaction between CD6 and CD3 we used microprinted spots of 
specific activating antibodies (Abs). Microprinted spots are used to study protein-protein 
interactions by patterning Abs against a membrane receptor on a glass support and 
measuring the recruitment of another fluorescently labeled protein to the patterns 
[333]. To confirm that our model system, the Jurkat T lymphoma cell line, could be 
stimulated by microprinted Ab spots, we seeded Jurkat T cells on anti-CD3 or anti-CD6 
spots that were surrounded by fibronectin and visualized phospho-Tyrosine (pTyr) by 
immunofluorescence as general indicator of signaling initiation induced by ligation of 
the TCR or CD6. We used an irrelevant antibody to decrease the concentration of anti-
CD3 and used fibronectin spots as a negative control. Quantification of the fluorescence 
intensity levels on parts of the cells that covered the spots shows a concentration 
dependent increase in pTyr on anti-CD3 spots (Fig S1). Moreover, a higher pTyr signal 
was observed on spots composed by 100% anti-CD6 Abs (Fig. S1), showing that ligation of 
CD3 and CD6 via microprinted Ab spots induced activation of these receptors resulting 
in increased pTyr levels and demonstrating the feasibility of this approach. Microprinted 
spots containing irrelevant Abs or fibronectin were used as negative control and did not 
show any significant increase in pTyr levels (Fig. S1 and data not shown).
To investigate the recruitment of CD6 upon CD3 ligation, we printed spots of anti-
CD3 Abs in varying concentrations, seeded Jurkat T cells stably expressing CD6-GFP 
onto the patterns and imaged the recruitment of CD6-GFP to the anti-CD3 spots by 
confocal microscopy. As shown in figure 1A, we clearly observed a recruitment of CD6 
that depended on the concentration of anti-CD3 Ab. The recruitment to spots containing 
100% of anti-CD3 Ab was comparable to that observed on spots containing anti-CD6 
Abs that were used as positive control (Fig 1A). By exploiting a custom-written image 
analysis algorithm (see Materials and Methods for detailed description), we quantified 
CD6 recruitment by measuring the GFP intensity ratio between the parts of the cells 
that covered the spots and the parts of the cells covering the surrounding area, which 
was coated with fibronectin (Fig 1B). In this way, a value of one indicates no recruitment, 
while values higher and lower than one indicate recruitment and exclusion, respectively. 
The quantification showed a concentration dependent enrichment of CD6-GFP to anti-
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CD3 spots, demonstrating that ligation of the TCR complex induced recruitment of CD6 
(Fig. 1B). Next, we set out to investigate whether CD6 ligation also induced recruitment 
of the TCR complex. To this end, we seeded untransfected Jurkat T cells on anti-CD6 or 
anti-CD3 spots. After fixation, we labeled the Jurkat T cell endogenous TCR using an 
anti-CD3 Ab, and the resulting confocal microscopy images are shown in figure 1C,D. 
Both the images and the quantification showed that, as expected, the TCR component 
CD3 is recruited to anti-CD3 spots, even when the antibody concentration on the spots 
is minimal. In addition, CD3 was found to be recruited to anti-CD6 spots, demonstrating 
that the TCR complex is sensitive to CD6 ligation (Fig. 1C,D).
Next we set out to investigate whether ligation of the TCR complex influenced CD6 lateral 
mobility. To this end, we printed spots of varying concentrations of anti-CD3 Ab on glass 
supports and allowed the Jurkat cells expressing CD6-GFP to interact with the substrate. 
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Figure 1. CD6 and CD3 interact in Jurkat T cells
Micropatterned surfaces 100%, 10% and 1% anti-CD3 and 100% anti-CD6 spots surrounded by fibronectin were 
created using microcontact printing. The anti-CD3 concentration was decreased by mixing with an irrelevant 
antibody. Jurkat cells expressing CD6-GFP were seeded on these substrates and fixed after 15 min. Confocal 
microscopy images of CD6-GFP are shown in (A). Quantification of CD6-GFP intensity is shown as the ratio 
between the intensity of parts of the cell on the spots and parts of the cell covering the surrounding fibronectin 
(B). Jurkat wild type cells were seeded on the same micropatterns as in (A) after fixation CD3 immunostaining 
was performed and resulting confocal microscopy images are shown in (C). Quantification of CD3 fluoresence 
intensity is shown as the ratio between the intensity of parts of the cell on the spots and parts of the cell 
covering the surrounding fibronectin (D).Scale bars represent 10 μm. 
102 | Chapter 5
To study CD6 mobility, we performed fluorescence recovery after photobleaching (FRAP) 
of CD6-GFP. To determine the specific contribution of TCR ligation, we bleached regions 
of interest (ROIs) both on the spots and on the surrounding fibronectin-coated areas (Fig 
2A). The FRAP curves of CD6-GFP acquired at the contact surface between the cell and 
the anti-CD3 spots show immobilization of CD6-GFP on spots printed with 10% and 100% 
anti-CD3, but not on 1% anti-CD3 spots (Fig 2B). From the fitting of each individual FRAP 
curve we determined that the decrease in mobility is caused by a decrease in the mobile 
fraction rather than a decrease in the diffusion constant (Fig 2C,D). As expected, the 
FRAP curves acquired on the fibronectin-coated area surrounding the spots showed no 
changes in CD6-GFP recovery (Fig 2E). Fitting of these curves confirmed that CD6-GFP is 
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Figure 2. CD3 ligation causes immobilization of CD6
Schematic representation of the FRAP experiment is shown in (A). Jurkat cells were seeded on micropatterned 
surfaces containing spots with 100%, 10% and 1% anti-CD3, surrounded by fibronectin. The anti-CD3 
concentration was decreased by mixing with an irrelevant antibody. Jurkat cells were transfected with CD6-
GFP and seeded on the micropatterned surfaces. FRAP was performed on parts of the cell covering the anti-
CD3 spots (B) and on parts covering the surrounding fibronectin (C). FRAP curves represent the mean of at 
least 13 measurements ± SEM. Individual FRAP curves were fitted with a single exponential model and resulting 
values for the mobile fraction and diffusion constant D are shown for each curve overlayed with the median 
± interquartile range (black bars). Statistical analyses were performed by one-tailed Student’s t-tests, asterisk 
indicates P<0.05. 
Dynamics of the TCR and CD6 at the immunological synapse  | 103 
5
completely mobile with an average diffusion constant of 0.3 µm2/s, which is comparable 
to the diffusion constant of the mobile CD6-GFP fraction calculated at the cell contact 
area with the anti-CD3 spots (Fig 2F,G). Collectively these results indicate that ligation of 
the TCR by the immobilized anti-CD3 Ab causes a specific immobilization of a fraction 
of CD6-GFP molecules, showing that the interaction between CD6 and the TCR is stable 
and could be of importance during formation of the IS.
Previously, CD6 has been shown to colocalize with the TCR in the cSMAC of the IS 
[131, 155]. Whether CD6 also interacts with the TCR during IS formation remained 
to be established. To investigate the dynamics of the TCR-CD6 interaction during IS 
formation we studied synapse formation in Jurkat T cells seeded on SLBs, which are a 
well-established tool to monitor the early steps of IS formation [334]. We prepared the 
SLBs containing biotinylated lipids by spin coating lipids directly from chlorophorm 
solutions onto glass coverslips [335]. After addition of streptavidin, which bound to the 
SLB biotinylated lipids, we coupled fluorescently labeled biotinylated anti-CD3 Ab to the 
SLBs and confirmed the lateral mobility of the coupled anti-CD3 Ab by FRAP (data not 
shown). To assess whether Jurkat T cells formed an IS on these SLBs we allowed the cells 
to adhere to and spread on the SLBs and after fixation we stained them for hallmark IS 
components. Confocal microscopy images show that Jurkat cells formed a central cluster 
of anti-CD3 Ab, indicating the TCR localization at the cSMAC (Fig S2A). In addition, pTyr 
staining showed that TCR signaling was initiated through the SLBs, and staining of LFA-1 
and actin confirmed the formation of a typical pSMAC (Fig S2B,C).
To investigate the dynamics of CD6-TCR interaction during synapse formation, Jurkat 
cells expressing CD6-GFP were imaged using total internal reflection (TIRF) microscopy 
during cell seeding and spreading on . In figure 3A, snapshots from a resulting time series 
of CD6-GFP and the fluorescently labeled anti-CD3 Ab in the SLB are shown. Two minutes 
after initial contact of the cell with the SLB, the formation of CD3 microclusters was 
observed. These microclusters were radially transported from the cell periphery towards 
the center of the contact surface, where after 5 min a bright CD3 cluster, indicating 
the cSMAC, was formed (Fig. 3A). During the first 3 minutes of the contact, CD6-GFP 
fluorescent signal spreads out in conjunction with the initial cell spreading on the SLB 
and gives rise to a peripheral ring-like pattern. Within this ring, microclusters containing 
both CD6-GFP and the TCR were formed and transported towards the nascent cSMAC. 
After 4 min from initial contact, the ring started to disappear as a result of constant 
transport of CD6-GFP microclusters towards the IS center. At later time points a bright 
cluster of CD6-GFP and anti-CD3 was observed at the center of the cell-SLB contact area 
(Fig. 3A).
To assess the cotransport of CD6 and the TCR in the microclusters towards the cSMAC 
we performed kymograph analysis of the line indicated in the lower left image in figure 
3A. The kymograph from this line between 3.45 and 6.12 min after initiation of cell contact 
and spreading is shown in figure 3B. During this period a microcluster containing both 
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Figure 3. CD6 is cotransported with the TCR toward the cSMAC in microclusters
SLBs containing fluorescently conjugated anti-CD3 were prepared by spincoating. Jurkat cells expressing CD6-
GFP were imaged while settling on the SLB, using TIRF live cell imaging. Snap shots from the time lapse are 
shown in (A). Kymograph of the line indicated in the lower left image in (A) is shown in (B). Scale bar represents 
10 μm.
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Figure 4. Actin disruption inhibits CD3 and CD6 transport towards the cSMAC 
SLBs containing fluorescently conjugated anti-CD3 (red) were prepared by spincoating. Jurkat cells expressing 
CD6-GFP (green) were treated with 0.5 μM CytoD and seeded onto the SLB. TIRF microscopy was performed 
and snap shots from the time lapse are shown in (A). Kymograph of the line indicated in the lower left image 
in (A) is shown in (B). (C) SLBs containing fluorescently conjugated anti-CD3 were prepared by spincoating. 
Jurkat T cells were treated or not treated with 0.5 µM CytoD, and left to settle for 30 minutes on the SLBs. 
TIRF microscopy was performed and cells (n>48) were scored for synapse formation based on CD3 cSMAC 
formation. Fisher’s exact test: α = 0.0087. Scale bar represents 10 μm. 
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the TCR and CD6 was transported from the periphery towards the cSMAC as indicated 
by the displacement of the bright spot from the bottom of the kymograph (periphery) 
towards the upper part (center). Taken together this time lapse imaging study of CD6 and 
CD3 clearly indicates that a fraction of CD6 molecules constantly interacts with the TCR 
from the initial moment of microcluster formation until the formation of the cSMAC. 
The actin cytoskeleton provides a dynamic mechanical framework to spatially organize 
the IS, and the radial transport of TCR microclusters is dependent on retrograde actin 
flow [138, 336, 337]. To investigate whether transport of CD6 towards the cSMAC also 
depends on an intact actin cytoskeleton, we treated Jurkat CD6-GFP cells with the actin 
polymerization inhibitor cytochalasin D (cytoD) before allowing them to interact with 
the functionalized SLBs and we imaged microcluster formation and transport using TIRF 
microscopy. Snapshots from a time lapse movie show that microclusters of CD6 and the 
TCR were still formed after inhibition of actin polymerization (Fig 4A). However, these 
clusters were not transported towards the center of the contact. This is also shown in the 
kymograph analysis, in which the clusters show up as horizontal lines indicating that 
their position is stable over time (Fig 4B). Some clusters of CD6 do not colocalize with a 
TCR cluster, and although these clusters are not completely immobile they do not move 
towards the center of the contact. By calculating the percentage of cells showing a typical 
cSMAC after 30 min from attachment and spreading, we finally found that treatment 
with cytoD significantly reduced the overall number of cells that formed a typical cSMAC 
(Fig 4C). In conclusion, we showed that the transport, but not the formation of CD6-TCR 
microclusters depends on actin polymerization. 
Discussion
In this concise study we presented novel evidence for the interaction between the TCR 
complex and the co-receptor CD6. We showed that CD6 and the TCR are co-recruited 
to stimulatory micropatterns. Moreover, using SLBs and time-lapse imaging we showed 
that CD6 colocalizes with the TCR microclusters that precede IS formation and is 
subsequently co-transported with the TCR towards the central area of the ventral cell 
membrane to finally form the cSMAC. Finally, we provide evidence that the co-transport 
of CD6 and TCR microclusters towards the cell centre occurs in an actin dependent way. 
We performed our study using Jurkat T cells as model cell line. With respect to primary T 
cells, Jurkat T cells have several advantages that make them suitable to study IS formation. 
First of all they can be easily transfected, as shown by the high percentage of positive cells 
after CD6-GFP transfection (Fig. S3). Secondly, although the antigen specific for the TCR 
on Jurkat cells is unknown, anti-CD3 Abs can efficiently and reproducibly induce early 
activation events such as actin dependent cell spreading and calcium fluxing in these 
cells [338, 339]. Moreover, in Jurkat cells seeded onto immobilized anti-CD3 coatings, 
membrane receptors and signaling molecules are known to organize in microclusters 
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similarly to primary T cells [340, 341]. However, it has been shown that the type and 
affinity of a real antigen recognized by the TCR determines the structural organization 
of the IS and the activation of downstream signaling cascades in primary T cells [119, 342, 
343]. Therefore, with our approach using anti-CD3 antibodies we were not able to detect 
these differences and whether the association of CD6 and the TCR can be modulated the 
type of antigen remains to be established. 
In our SLBs no ligand for CD6 is present; therefore the association of CD6 with TCR 
microclusters happens independently of direct CD6 ligation. However, it is known that 
CD6 can become phosphorylated without a ligand by simply crosslinking of CD3 [155], 
and this activation could potentially be necessary for the association of CD6 with the TCR 
microclusters. CD6 could also provide the association of SLP-76 to TCR microclusters 
since CD6 was shown to associate with the adaptor SLP-76 in a phosphorylation-
dependent manner [157]. However, SLP-76 dissociates from microclusters before they 
coalesce with the cSMAC [344], which is different from our observation for CD6, 
which translocates to the cSMAC in the mature IS. Further investigation of synapse 
formation looking at multiple components, combined with super-resolution imaging 
such as Sherman and colleagues showed for the TCR and various signaling and adaptor 
molecules [345], should provide more insight into the organization of these TCR-CD6 
microclusters .
The actin cytoskeleton provides a dynamic mechanical framework to spatially organize 
the IS, and the radial transport of TCR microclusters is dependent on retrograde actin 
flow [138, 336, 337]. By inhibition of actin polymerization we showed that also CD6 
transport is dependent on actin polymerization. Interesting in this respect is that CD6 is 
known to interact with the actin binding protein syntenin-1 [158]. Originally, syntenin-1 
was identified as a protein linking signaling by syndecans to the cytoskeleton and 
recently syntenin-1 has been implicated in functional asymmetry in T cells and actin 
polymerization and accumulation in T cell activation [346, 347]. This raises the question 
whether CD6 could link the TCR to the actin cytoskeleton via syntenin-1 and whether 
this interaction could facilitate microcluster transport. Moreover, the localization of CD6 
during the initial cell spreading is reminiscent of the F-actin pattern observed in other 
studies looking at T cells forming an IS [336]. 
In summary, our study provides insight into the dynamic interaction between the TCR 
and the co-receptor CD6 and confirms the role of CD6 as co-receptor involved in actin 
dependent centripetal transport of TCR microclusters and eventually formation of the 
cSMAC. 
Materials and Methods
Antibodies, reagents and expression constructs
The following lipids were used: 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) 
and 1,2-Dioleoyl-sn-Glycero-3-Phosphoethanolamine-N-(Cap Biotinyl) (headgroup 
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biotinylated PE, PE-biotin), all from Avanti Polar Lipids Inc. Fluorescent lipophilic 
tracers DiO (3,3’-Dioctadecyloxacarbocyanine Perchlorate), DiI (1,1’-Dioctadecyl-
3,3,3’,3’-Tetramethylindocarbocyanine Perchlorate) and DiD (1,1’-Dioctadecyl-3,3,3’,3’-
Tetramethylindodicarbocyanine Perchlorate) were obtained from Invitrogen. The following 
antibodies were used: Anti-CD3 antibodies T3B and OKT-3 and the anti-LFA-1 antibody TS2/4 
were obtained from in-house hybridoma production, anti-phosphoTyrosine (P-Tyr-100, Cell 
Signaling Technology), anti-CD6 (M-T605, BD Biosciences). The following secondary antibodies 
were used: Goat anti-Rabbit-Alexa647 and Goat anti-Mouse-Alexa488 (both Invitrogen). The anti-
CD3 antibody OKT-3 was biotinylated (Sulfo-NHS-LC-Biotin, Thermo Scientific) and conjugated to 
ATTO647 Carboxylic Acid, Succinimidyl ester (ATTO-TEC) simultaneously at room temperature 
for 1.5 hr, with a molecular ratio of IgG:Biotin:dye at 1:15:15. Purification was performed with 
the Zeba Desalting columns (Thermo Scientific). For immunofluorescent detection of unlabeled 
biotinylated OKT-3 TexasRed-conjugated neutravidin was used (Invitrogen). For inhibition of actin 
polymerization cytoD was used (2.5 μg/ml, Sigma-Aldrich). The CD6-GFP plasmid was generated 
by cloning CD6 from the CD6-RFP construct into peGFP-N1 (Clontech) [131]. LifeAct-GFP was a 
kind gift of Michael Sixt (Max Planck Institute of Biochemistry, Martinsried). 
Cell lines and transfection
Jurkat T cells were maintained in 1640 RPMI (PAA) supplemented with 10% Fetal Calf Serum 
(Greiner Bio-one), 1 mM Ultra-glutamine (U-glut, PAA) and antibiotics (100 U/ml penicillin, 100 μg/
ml streptomycin and 0.25 μg/ml amphotericin B, PAA). Jurkat cell lines stably expressing CD6-
GFP and LifeAct-GFP were obtained by electroporation using the Neon Transfection System for 
Electroporation (Invitrogen) according to the manufacturer’s guidelines. Shortly, 5*105 Jurkat 
cells were transfected at 1325 Volt (10 ms, 3 pulses) with 3 µg of DNA in 100 µl Resuspension 
buffer and afterwards added to 2 ml of 1640 RPMI with 10% FCS and 1% U-glut. Antibiotics were 
added after 3 hours. Stable cell lines were sorted on GFP expression on a FACSAria cell sorter (BD 
Biosciences), and cells were maintained in complete medium, additionally supplemented with 500 
ng/ml geneticin (G418, Gibco). 
Micro contact printing
The PDMS stamps containing a regular pattern of 5 µm circular spots were prepared as described 
earlier [44]. PDMS stamps were incubated for 1 hour at room temperature with a protein solution 
containing 100 μg/ml stimulating antibody, 15 µg/ml fluorescent antibody to visualize the spots 
and, if indicated, an irrelevant antibody to dilute the stimulating antibody. After protein incubation 
the stamps were thoroughly washed with distilled H2O and dried under a N2 stream. A glass 
microscope slide was cleaned by rubbing with rubber glove under a H2O stream, followed by 
rinsing with 70% ethanol and 100% acetone subsequently and drying in a N2 stream. The stamp 
was then applied to the cleaned glass microscope slide for 20 seconds and removed, after which 
the stamped area was incubated with 20 μg/ml fibronectin (Roche) in PBS for 1 hour at room 
temperature. The microscope slide was washed in PBS and incubated with 1% (w/v) BSA for 30 
minutes to block all uncoated glass surface. The slide was washed with PBS and blown dry in a N2 
stream before cell seeding.
Preparation of Supported Lipid Bilayers
Coverslips were cleaned in 2% v/v Hellmanex III (Hellma-Analytics) and sonified for 15 min at 
RT after which they were rinsed with ultra clean water and ethanol and blow dried. SLBs were 
prepared by spin coating [335]. To form SLBs, a lipid chloroform mixture containing 1 mM POPC, 
0.01 mM Biotin Cap PE supplemented with either one of the three lipophilic tracers DiO, DiI or DiD 
in chlorphorm, was dropped on a spinning coverslip. SLBs were hydrated with HBSS throughout 
the preparation. After deposition, nonspecific binding was blocked by incubation with 10 μg/ml 
BSA in PBS. SLBs were incubated with 0.5 µg/ml streptavidin (either unlabeled (Thermo scientific) 
or Alexa488 conjugated (Invitrogen)) and subsequently with 0.5 µg/ml OKT-3-Biotin-Atto647 for 
15 minutes at room temperature. 
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Immunofluorescence
Immunofluorescent staining was performed on fixed cells on micropatterned surfaces or SLBs. 
Jurkat cells (wt, LifeAct-GFP or CD6-GFP) were seeded onto micropatterned surfaces or SLBs. Cells 
were incubated 15-30 min at 37°C. The slides were washed with PBS, fixed with 3.5% PFA in PBS 
for 15 min at room temperature and analyzed by confocal microscopy. After fixation, samples were 
blocked for 1 hour with CSLM buffer (PBS/3% w/v BSA/10 mM glycine) containing 1% human serum 
at RT. When staining for intracellular proteins, also Saponin was included and kept in the CLSM 
buffer to a concentration of 0.1% for permeabilization. After blocking and permeabilization samples 
were incubated with primary antibodies for 1 hr. Subsequently, the cells were washed with PBS 
and incubated with Alexa Fluor labeled secondary Abs or neutravidin-TexasRed, for biotinylated 
primary antibodies, for 45 min. Next, samples were washed with phosphate buffer and embedded 
in Mowiol (Sigma-Aldrich). Imaging was performed on one of the following microscopes:
- Zeiss LSM 510 microscope (Carl Zeiss, Oberkochen, Germany) equipped with a PL APO 63×/1.4 
NA oil immersion objective. GFP was excited with a 488 nm argon laser and detected through a 
125 nm pinhole. Images (140 nm pixel size)
- Olympus FV1000 confocal laser scanning microscope (Olympus, Tokyo, Japan) with a 60× 1.35 
NA oil immersion objective, Texas Red-conjugated phalloidin was excited with a 559 nm diode 
laser and emission fluorescence was filtered by a 575–675 nm band-pass filter and detected through 
a 125 nm pinhole. Frames were acquired at 1200 × 1600 pixels with 100 nm pixel size, 16 bits per 
pixel, and 12.5 μs pixel time.
- The Olympus IX-71 wide field fluorescence microscope equipped with a 4-line TIRF system and a 
Hamamatsu ImagEM EM-CCD camera. Imaging was performed through a PL APO 60×/1.4 NA oil 
immersion TIRF objective and excitation was done with 490nm, 561nm or 640nm diode lasers. For 
multi color imaging experiments, spectral bleed through was prevented by sequential acquisition 
of spectral channels. 
Live cell imaging
Prior to live cell imaging, Jurkat cells (wild-type or transfected) were washed with PBS and 
imaging was performed in HBSS. Live cell imaging was performed at 37°C at an Olympus IX-71 
microscope equipped as described above. Cells were added to the SLBs at the microscope, in a 
final concentration of 400.000 cells per ml HBSS. Directly after adding the cells, both cells and 
proteins coupled to the SLBs were imaged and spectral bleed through was prevented by sequential 
acquisition of images. Images were acquired every 300 ms with an exposure time of 10-100 ms.
FRAP measurements
Jurkat CD6-GFP cells were taken from culture and resuspended in phenol red free medium. Cells 
were seeded onto micropatterned surfaces and imaged at 37°C. FRAP was performed on a LSM510 
meta confocal laser scanning microscope (Zeiss, Germany) with an 63x, 1.4-NA oil objective. 
GFP was excited at 488 nm (argon laser), while the emission was collected with a 500–550-nm 
bandpass filter. FRAP experiments were performed using a 2.1 μm diameter circular region of 
interest. Photobleaching was performed at 100% laser power by scanning the bleached ROI for 
two iterations, yielding a total bleach time of 0.10 s and an average fluorescence loss of ~50%. 
Recoveries were collected with time intervals of 200 ms using 488 nm excitation. Fluorescence 
intensity data for the bleached ROI and a control ROI were calculated using LSM software (Zeiss). 
After background correction and normalization to t0 using a method that is known as double 
normalization [177], the single post-bleach curves were fitted using Origin (OriginLab) with the 
following model: 
teAtI τ−⋅=)( [1]
where I(t) is the intensity in bleach ROI at time t, A is the mobile fraction, and τ is the characteristic 
recovery time. The halftime recovery t0.5 and the diffusion constant D were calculated with: 
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t
D
ω
⋅= [3]
where ω is the bleach radius.
Image analysis
All image analysis was performed using Fiji [348]. To quantify the immunofluorescence images 
of cells on microprinted spots a custom image analysis algorithm was used. Shortly, spots were 
segmented based on an intensity threshold applied to the spots image. Cells were segmented 
using an edge finding algorithm applied to the DIC image and a selection of objects based on 
size. Next, the segmentations of the spots and cells were combined resulting in masks for cellular 
parts covering the spots and cellular parts covering the surrounding area. These masks were 
subsequently used to measure the intensity of the fluorescent protein or immunostaining on the 
spots and the surrounding area. 
Statistical analysis
Statistical analysis was carried out with GraphPad Prism and Microsoft Excel. Data are presented 
as mean ± standard deviation for bar plots and median ± interquartile range for box plots. A 
Student’s t-test was used for comparison of two groups and the Fisher’s exact test to compare 
categorical data. Statistical significance was defined as p<0.05.
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Figure S1. Microprinted spots induce signaling via CD3 and CD6
Micropatterned surfaces containing 100%, 10% and 1% anti-CD3 and 100% anti-CD6 spots surrounded by 
fibronectin were created using microcontact printing. The anti-CD3 concentration was decreased by mixing 
with an irrelevant antibody. Jurkat wild type cells were seeded on the micropatterned substrates and fixed 
after 15 min. PTyr immunostaining was performed and resulting confocal microscopy images are shown in 
(A). Quantification of pTyr fluoresence intensity of parts of the cell covering the spots is shown in (B). Scale 
bars represent 10 μm.
Figure S2. Jurkat T cells form an immunological synapse anti-CD3 conjugated SLBs. 
SLBs containing fluorescently conjugated anti-CD3 were prepared by spincoating. Jurkat T cells were left to 
settle for 30 min on the SLBs. After seeding, cells were fixed, permeabilized and immunostained for pTyr (A) 
or LFA-1 (B) and TIRF microscopy was performed. Also LifeAct-GFP Jurkat cells were seeded on the SLBs (C) 
and TIRF microscopy was performed. Scale bars represent 10 μm.
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Figure S3. CD6-GFP expression in stably transfected Jurkat cells
Jurkat cells were transfected with CD6-GFP and FACS sorted for GFP positive cells. 3 weeks after FACS sorting 
GFP expression was analyzed by flow cytometry and histograms of untransfected (wt) and CD6-GFP tranfected 
Jurkat cells are shown.
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Podosomes are cellular adhesion structures involved in matrix degradation and invasion which comprise an actin core and a ring of cytoskeletal adaptor proteins. They are 
most often identified by staining with phalloidin, which binds F-actin and therefore 
visualizes the core. However, not only podosomes, but also many other cytoskeletal 
structures contain actin, which makes podosome segmentation by automated image 
processing difficult. Here, we have developed a quantitative image analysis algorithm 
which is optimized to identify podosome cores within a typical sample stained with 
phalloidin. By sequential local and global thresholding our analysis identifies up to 76 
percent of podosome cores excluding other F-actin-based structures. Based on the overlap 
in podosome identifications and quantification of podosome numbers, our algorithm 
performs equally well compared to three experts. Using our algorithm we show effects 
of actin polymerization and myosin II inhibition on the actin intensity in both podosome 
core and associated actin network. Furthermore, by expanding the core segmentations, 
we reveal a previously unappreciated differential distribution of cytoskeletal adaptor 
proteins within the podosome ring. These applications illustrate that our algorithm is 
a valuable tool for rapid and accurate large scale analysis of podosomes to increase our 
understanding of these characteristic adhesion structures. 
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Introduction
Podosomes are highly dynamic adhesion structures which are involved in matrix 
degradation and invasion [39, 349]. Structurally, they comprise a dense actin core, which 
has a diameter of approximately 350 nm, surrounded by a 250 nm wide ring of integrins 
and integrin-associated proteins [350]. With lifetimes between 2-12 minutes, podosomes 
are very dynamic and continuously change size, shape and composition [51, 69]. They 
have initially been identified in Src-transformed fibroblasts and, although previously 
thought to be restricted to only a few cell types, they have now been observed in 
smooth muscle cells, activated endothelial cells, and cells of the myeloid lineage such 
as osteoclasts, macrophages and dendritic cells (DCs) [45]. More recently, podosome-
associated structures named invadopodia have been found on the ventral membranes of 
tumor cells where they are thought to play a central role in tumor metastasis [351, 352].
Most of our current understanding of podosome formation, turnover and distribution 
is based on studies that exploit conventional and confocal microscopy techniques. 
Although these techniques are potentially quantitative, large scale image analysis is 
required to obtain enough statistical power to be able to detect subtle and transient 
variations in podosome composition. Since manual identification of podosomes is very 
time-consuming (>1 hr for a typical image) and requires sufficient experience from 
the researcher, a reliable automated detection method is an essential tool to study the 
mechanisms that regulate podosome organization and behavior.
Podosomes are most often identified by a filamentous actin (F-actin) staining which also 
serves as a reference for the co-staining with other core or ring components. The F-actin 
staining is commonly performed with fluorochrome-conjugated phalloidin, which gives 
a typical punctate pattern within fluorescence images which is potentially well suited 
for automated detection. In recent years extensive progress has been made in methods 
for detection of spots in fluorescence microscopy images, which could also be applied to 
detect podosome cores. These methods range from morphological image filtering [353], 
wavelet-based multiscale detectors [354], to machine learning methods [355]. Also in 
the particle tracking field many different algorithms exist that localize and subsequently 
track sub-diffraction sized particles also in the presence of background fluorescence 
[356, 357]. However, several difficulties arise when applying these methods for the 
detection of podosome cores in phalloidin-stained images. First, although essential for 
proper identification of podosomes, phalloidin does not specifically stain the F-actin 
within podosome cores. Phalloidin also binds F-actin in cellular ruffles, focal adhesions 
and other F-actin rich structures which are visualized within a typical sample. Second, 
the intensity of the podosome cores within a typical image is highly heterogeneous. 
While some podosome cores may be brighter than most of the background structures, 
others are much dimmer. These issues result in a high number of false positives and false 
negatives, respectively, when established spot-detection methods for the identification 
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of podosome cores in fluorescent images are applied. This urges the need for a specific 
analysis algorithm to identify podosome cores within a phalloidin-stained sample.
We therefore developed a quantitative image analysis algorithm which was optimized to 
identify podosome cores within a typical sample stained with fluorochrome-conjugated 
phalloidin. By sequential local and global thresholding our analysis readily identifies up 
to 76 percent of podosome cores excluding other F-actin-based structures. Moreover, we 
demonstrate that, based on the overlap in podosome identifications and quantification 
of podosome numbers, our algorithm performs equally well compared to three experts. 
Finally, we show that our analysis provides accurate quantitative information on 
podosome core and ring composition and structure, illustrating that it can be a valuable 
tool for the large scale analysis of podosomes to increase our understanding of these 
small adhesion structures.
Materials and Methods
Description of the algorithm
The basic idea behind the algorithm is to separate podosome F-actin cores from other F-actin 
rich cellular structures within phalloidin-stained samples based on intensity, shape and size. 
To achieve a good foreground separation we have developed a method that combines local and 
global thresholding, after suitable preprocessing to suppress noise. The algorithm is divided into 
6 steps (Fig. 1A,B). To allow distinction between podosomes and other small F-actin rich cellular 
structures, the image is preprocessed in two different ways (Step 1,3). The first preprocessing is 
optimized for local thresholding to segment the foreground (Step 2), which results in a mask of all 
the structures that stand out from the background in the original image. The second preprocessing 
step is optimized to prevent the artificial enhancement of small dim cellular structures. Then, 
the resulting image from step 3 is combined with the mask obtained in step 2 to allow global 
thresholding (Step 4A). The global threshold applied to the combined image is calculated via the 
isodata method [358]. After the global threshold, the image is segmented by a watershed algorithm 
and subsequently, podosome cores are selected based on size and shape (Step 4B). The information 
about the localization of the core can be used to calculate the position of the ring that surrounds 
the core, after which various podosome characteristics, such as the structure and composition of 
the core and ring, can be determined (Step 5). 
1. Image preprocessing for foreground separation
To enable rough podosome segmentation, the original image is preprocessed using Gaussian 
smoothing to reduce noise and a high pass filter to enhance the contrast of small cellular features. 
For Gaussian smoothing, a standard deviation of σ = 0.5 pixel = 50 nm was chosen in order to 
reduce noise as well as to enhance object visibility, without affecting the structure and intensity 
profile of the podosome cores within the image. Second, unsharp masking is applied by subtracting 
the Laplacian of the image from the image itself. The width of the Laplace operator is essential to 
filter for the right object sizes and should be about ten times smaller than the expected diameter 
of the podosomes.
2. Foreground separation
To separate the foreground, the image is thresholded by on a local threshold operation [359] given 
by:
BBBI σµ 5.0+> [1]
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 where I are the pixel intensities and µ the average and σ the standard deviation of the pixel 
intensities in a circular structuring element B. The diameter of the structuring element is set to be 
about 1.3 times larger than the expected diameter of the podosomes. The first segmentation, which 
is created by the Niblack threshold, does not yet allow the selection of podosomes based on shape, 
size or intensity due to the fact that some of the other F-actin rich cellular structures, that are still 
present, have roughly the same brightness, size and shape as podosomes. Therefore, after labeling 
the segmentation, only a rough selection of the objects is applied to remove the outliers, based on 
the area (number of pixels) and roundness of the objects. Roundness is calculated using:
2
4
d
A
R
π
= [2]
where A is the number of foreground pixels and d is the maximal Feret diameter, which is the 
width of the longest projection [360]. For an ellipse the roundness becomes the aspect ratio. The 
selection criteria for the area and roundness depend on the expected average and variation in size 
of the podosomes, which are specified for each application. The boundaries used here are 1.5 times 
smaller and larger than expected the upper and lower size limits of podosomes, respectively. The 
lower and upper limits for the roundness are set to 0.4 and 1. The resulting segmentation mask will 
then be combined with the image that will be obtained in step 3 of the algorithm.
3. Image preprocessing for foreground refining
The first image preprocessing step does not only enhance podosomes but also other small cellular 
features that are present in the original image. The mask obtained in step 2 therefore still contains 
many unwanted features that should not be identified as podosome cores. In order to allow 
the separation of the podosome cores from the other objects, the first mask is combined with a 
Gaussian smoothed version of the original image. For Gaussian smoothing, a standard deviation 
sigma of 1 pixel (100 nm) was chosen to filter out objects much smaller than podosome cores while 
leaving podosome sized objects intact.
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Figure 1. Schematic overview of algorithm
A) Main processing steps of algorithm. B) Segmentation of podosomes, the original image is preprocessed 
using Gaussian filtering and an unsharp mask (1) or Gaussian filtering only (3), a Niblack intensity threshold 
on (1) separates the foreground to produce a mask (2) which is combined with image (3) to produce image (4A), 
an isodata threshold, distance transform based watershed operation and filter on shape and size result in the 
regions of interest which are represented as labeled objects in (4B).
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4. Foreground refining
To segment the podosomes a global threshold is applied. For this, an automated isodata threshold 
is used [358] in which all background pixels that result from the masking are ignored. The global 
threshold is followed by a watershed segmentation on the distance transform of the binary image 
[361] to separate connected/touching blob like objects. The final selection of podosome cores is 
made from this mask based on size.
5. Measurements
The segmented podosomes can be used to quantitatively investigate podosome core intensity, size 
and shape. To study the structure and intensity of the podosome rings, the individual segmentations 
can be easily manipulated (dilated or eroded). We can calculate the intensity in the ring around 
the podosomes as a function of distance from the initial segmentation mask. To this end we create 
a binary mask Mr as:
maxmin )( robjDTrMr <<= [3]
where DT is the distance transform on the logical complement of the podosome segmentations, 
rmin and rmax are the minimal and maximal distance from the segmentation boundary and obj are 
the segmented podosome cores. Subsequently fluorescence intensity of F-actin, or co-stainings of 
other proteins, can be determined by applying these segmentation masks. For our application it 
was sufficient to use a radius step of 1 pixel between subsequent rmin and rmax, but subpixel steps 
are also possible.
Preparation of human DCs
DCs were generated from monocytes, which were isolated from peripheral blood mononuclear 
cells as described previously [319, 320]. Monocytes were derived either from buffy coats or 
leukapheresis products. Plastic-adherent monocytes were cultured for 6 days in RPMI 1640 
medium (Life Technologies) supplemented with fetal bovine serum (FBS, Greiner Bio-one), 1mM 
Ultra-glutamine (BioWhittaker), antibiotics (100 U/ml penicillin, 100 µg/ml streptomycin and 0.25 
µg/ml amphotericin B, Gibco), IL-4 (500 U/ml), and GM-CSF (800 U/ml) in a humidified, 5% CO2 
containing atmosphere.
Antibodies and reagents
The following antibodies were used: mouse anti-vinculin, mouse anti-talin (both Sigma-Aldrich), 
mouse anti-paxillin (BD Transduction Laboratories) and goat anti-zyxin (Santa Cruz Biotechnology, 
Inc). Texas Red-conjugated phalloidin (Invitrogen) was used to stain F-actin. The following 
compounds were used: 2.5 µg/ml Cytochalasin D, 20 µM Blebbistatin (both Sigma-Aldrich) and 10 
μM prostaglandin E2 (PGE2, Cayman Chemicals).
Immunofluorescence
Cells were seeded on glass coverslips, left to adhere for 4 hrs and stimulated or left untreated. 
The cells were fixed in 3.7% (w/v) formaldehyde in PBS for 10 min. Cells were permeabilized in 
0.1% (v/v) Triton X-100 in PBS for 5 min and blocked with 2% (w/v) BSA in PBS. The cells were 
incubated with primary Ab for 1 hour. Subsequently, the cells were washed with PBS and incubated 
with Alexa Fluor 488-labeled secondary Abs for 45 min. Finally, cells were incubated with Texas 
Red-conjugated phalloidin for 30 min and washed with phosphate buffer prior to embedding in 
Mowiol (Sigma-Aldrich). The cells were imaged with a Leica DMRA fluorescence microscope with 
a 63× PL APO 1.3 NA oil immersion objective and a Leica DFC340 FX CCD camera with 1200 x 
1600, 8 bit pixels. Samples were excited with an OSRAM HBO103 w/2 mercury lamp and a GFP 
and N2.1 filtercube were used to image the Alexa Fluor 488-labeled secondary Abs and Texas Red-
conjugated phalloidin, respectively. The GFP and N2.1 channels were sequentially acquired with 
an integration time of 200 ms and 10 ms, respectively. Imaging was also performed on a Olympus 
FV1000 confocal laser scanning microscope with a 60x 1.35 NA oil immersion objective, Texas Red-
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conjugated phalloidin was excited with a 559 nm diode laser and emission fluorescence was filtered 
by a 575-675 nm band pass filter and detected through a 125 nm pinhole. Frames were acquired at 
1200 x 1600 pixels with 100 nm pixel size, 16 bits per pixel and 12.5 μs pixel time.
Transfection
Transient transfection of LifeAct-GFP (gift of Michael Sixt, Max Planck Institute of Biochemistry, 
Martinsried) was carried out with the Neon Transfection System (Invitrogen). Cells were washed 
with PBS and resuspended in 115 μl Resuspension Buffer per 0.5*106 cells. Subsequently, cells were 
mixed with 5 μg DNA per 106 cells per transfection and electroporated. Directly after, cells were 
transferred to WillCo-dishes (WillCo Wells bv.) with prewarmed medium without antibiotics or 
serum. After 3 hours, medium was replaced by medium supplemented with 10% (v/v) FCS and 
antibiotics. 
Live cell imaging
Prior to live cell imaging, cells were washed with PBS and imaging was performed in RPMI without 
Phenol red supplemented with 25 μM HEPES. Transiently transfected cells were imaged on a Zeiss 
LSM 510 microscope equipped with a PL APO 63x/1.4 NA oil immersion objective. GFP was excited 
with a 488 nm Argon laser and detected through a 125 nm pinhole. Images (140 nm pixel size) were 
acquired every 15 s at 37°C with a 12.5 μs pixel time.
Statistical analysis
Statistical analysis was carried out with GraphPad Prism and Microsoft Excel. Data are presented 
as mean for line graphs and median ± interquartile range for box plots. A Student’s t-test was used 
for comparison of two groups. Statistical significance was defined as P<0.05.
Image processing and software
The algorithm described in this work is available online at http://www.diplib.org/add-ons. All 
image processing and analysis was implemented using MATLAB (2012a, 64 bit) and the DIPimage 
(v2.4) toolbox. 
Results
Performance of the algorithm
To assess the performance of the algorithm we collected a representative widefield 
microscopy image of DCs, seeded onto glass coverslips and subsequently stained with 
Texas Red-conjugated phalloidin and a monoclonal anti-vinculin antibody (Fig. S1). 
Figure 2A displays a cropped region of the F-actin image, clearly revealing the difficulties 
that arise for the automated segmentation of podosome cores. First, the F-actin content of 
podosome cores differed a lot between podosomes, therefore some podosomes appeared 
much brighter than the background whereas others were only just above background 
intensity, which made the automatic identification difficult. Second, not all small bright 
objects within the image were podosomes. Many objects within the image remained 
difficult to evaluate, even by an experienced researcher. We assessed the performance of 
the algorithm by comparing its outcome with podosome identifications by experienced 
researchers. The experts, which all three have extensive experience in the interpretation 
of podosome images, used the vinculin co-staining along with the F-actin staining, to 
identify podosomes within Fig. S1. The experts selected (by mouse click) each object 
they identified as a podosome core, and the coordinates of these positions were saved. 
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Next, the algorithm was applied to the F-actin image only. An object segmented by 
the algorithm was considered to be the same as an expert’s identification when the 
coordinates of the expert’s position were within a 3 pixel radius of the object. Table 1 
shows the overlap between experts and the algorithm. Although the algorithm detected 
less podosomes than the experts, the overlap among experts was comparable to that of 
the algorithm. This demonstrates that the algorithm can be considered a solid tool for the 
detection of podosomes within phalloidin stained samples.
To assess the performance of the algorithm in images with less F-actin rich structures 
besides podosome cores, we manually cropped the image in figure S1 around podosome 
clusters. This resulted in 17 cropped images of podosome clusters on which we then 
applied the algorithm to identify the podosome cores. Again, we compared the segmented 
areas to the expert’s identifications. An object was considered to be a podosome core 
when at least two expert’s positions were within a 3 pixel radius of the segmented area. 
Cropping of the image increased the sensitivity of podosome core detection from 73% 
C DBright podosomes Dim podosomes F- actin rich features
A B
Figure 2. Segmentation of podosomes in images of fixed and live cells
DCs were seeded on glass coverslips, fixed and stained with Texas Red-conjugated phalloidin and imaged in 
widefield (A), insets show podosomes and other F-actin rich features. DCs were electroporated with LifeAct-
GFP, seeded on glass Willco dishes and live cell imaging was performed on a confocal microscope (C). The 
algorithm was applied to the images in (A) and (C), the output is shown as labeled podosome core segmentations 
in (B) and (D). Scale bars represent 10 μm
Table 1. Performance of the algorithm on image in figure S1A
Number of 
podosomes 
identified
Overlap with 
expert 1
Overlap with 
expert 2
Overlap with 
expert 3
Overlap with 
algorithm
Expert 1 1207 1066 923 901
Expert 2 1236 1066 938 906
Expert 3 1301 891 938 881
Algorithm 1070 901 906 881
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to 76% while the false positives decreased from 16% to 5% (Table 2), indicating that the 
performance of the algorithm is even better in images with isolated podosome clusters.
To study the dynamics of podosomes, live cell imaging is mostly carried out on cells 
transfected with a fluorescent protein linked to either G-actin or an F-actin probe. To 
assess the performance of the algorithm in this type of image we performed confocal 
microscopy on DCs electroporated with LifeAct-GFP, which is an F-actin specific probe. 
In the resulting time lapse movies only one cell was visible per image. The performance 
of the algorithm was assessed in the same way as described above for 3 independent 
LifeAct-GFP images, of which one is shown in Figure 2C. The output of the algorithm for 
the image in Figure 2C is shown in Figure 2D. The average sensitivity of the algorithm 
on the three images was 76% with 5% false positives. The performance of the algorithm 
in live cell confocal microscopy was comparable to the performance in fixed, wide-field 
microscopy, showing the applicability of the algorithm to study podosome dynamics in 
live cell movies.
Quantification of podosome numbers
Podosome numbers vary greatly between different cells and conditions. To facilitate 
fast and reliable quantification of podosome numbers, automated detection is required. 
We assessed the ability of the algorithm to quantify differences in podosome numbers. 
Therefore, we performed a time course of PGE2 stimulation, which is known to induce 
rapid podosome dissolution in DCs [53, 55]. DCs were seeded on glass coverslips and 
either left untreated or incubated for up to 10 minutes with 10 µM PGE2, before being 
fixed and stained for F-actin and vinculin. For each condition 5 images containing 
multiple cells were taken on a widefield fluorescence microscope. To avoid over-, or 
underestimation of the number of podosomes per cell, only cells that were completely 
visible within an image were analyzed. This resulted in at least 21 cells per condition that 
were analyzed. The outcome of the algorithm was compared with podosome counts from 
experienced researchers. The experts used the vinculin co-staining along with the F-actin 
staining, to count the number of podosomes per cell, whereas the algorithm was applied 
to the F-actin image only.
Visual inspection of the images showed a time dependent decrease in the number of 
podosomes per cell (Fig. 3A), which was confirmed by the manual quantification of 
the three experts (Fig. 3B, dashed lines). The average number of podosomes per cell 
decreased from 178 before PGE2 stimulation to 17 after 10 min PGE2 stimulation. The 
results that were obtained with the algorithm were very similar to the expert counts with 
Table 2. Performance of the algorithm compared to combined identifications of three experts
Sensitivity False positives
Large image 73% 16%
Podosome cluster crop 76% 5%
LifeAct-GFP movie 73% 17%
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only a small underestimation observed for the first three time points. This demonstrates 
the applicability of our algorithm to quantify podosome numbers with high accuracy, in 
a fast, reliable way.
Actin density in podosome core and network
Podosomes consist of dense actin cores, which are surrounded by actin filaments that 
are associated with myosin II [39]. These actin filaments are collectively called the actin 
network [52] and, since this network cannot be resolved by conventional microscopy, 
appears as a cloud that surrounds the actin cores within low resolution images [51]. To 
further evaluate our image analysis algorithm we have tested whether we could assess 
changes in the F-actin intensity in the core and the surrounding network upon myosin II 
inhibition by blebbistatin (blebb) and inhibition of actin polymerization by cytochalasin 
D (cytoD), two frequently used compounds to study actin-based adhesion structures. 
For this purpose, DCs were seeded onto glass coverslips and were either left untreated 
or were incubated with 20 µM blebb or 10 µM cytoD, before being fixed and stained for 
F-actin. For each condition at least 5 images, containing multiple cells, were taken on a 
confocal microscope, allowing the comparison of over 800 podosomes per condition. 
The F-actin intensity in the core was determined by measuring the mean fluorescence 
intensity for each segmented podosome in the original image. To determine the F-actin 
intensity in the actin network, a segmentation mask was created to select the network 
area for each podosome. The distance transform was used to select pixels closer than four 
pixels distance to the edge of the nearest segmentation outside the core and closer than 
one pixel distance inside the core segmentation. By comparison to the distance transform 
of each individual segmentation each pixel was assigned to a specific podosome core. The 
resulting segmentation masks were subsequently used to calculate the mean fluorescence 
intensity for actin in the network. By visual inspection of the images no clear differences 
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Figure 3. Quantification of podosome numbers
DCs were seeded on glass coverslips, cells were left untreated or were treated for the indicated times with 10 
µM PGE2. Afterwards, the cells were fixed and labeled with Texas Red-conjugated phalloidin (A). Podosome 
numbers were quantified for at least 21 cells per condition, and the average number of podosomes per cell is 
shown in (B). The dashed lines show manual counts of three experts and the solid line shows the quantification 
by the algorithm. Scale bars represent 10 μm
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Figure 4. Podosome core and ring composition
DCs were seeded on glass coverslips, cells were left untreated (A, top), were treated for 30 min with 20 µM 
blebbistatin (A, middle), or treated for 20 min with 2.5 µg/ml cytoD (A, bottom). Afterwards they were fixed 
and labeled with Texas Red-conjugated phalloidin (A). For each condition median ± interquartile range of the 
actin core intensity (left graph) and actin network intensity (right graph) for at least 800 podosomes is plotted 
in (B). Data are normalized to the average intensity. Significant differences (p<0.05) are indicated by asterisks. 
To measure podosome composition, DCs were seeded on glass coverslips, fixed and stained for F-actin (red) 
with (in green) either vinculin, talin, zyxin or paxillin (C, upper left panel). The algorithm was applied to the 
F-actin image only (C, upper middle and left panel). Subsequently segmentation masks were created for all 
pixels in an image at a certain distance from the edge of a podosome core. This is done both inside (C, lower 
left panel) and outside (C, lower right panel) the segmented areas. The numbers of the segmentation masks 
correspond to the x-axis in (E). Each color represents a separate segmentation mask. Immunolocalizations of 
vinculin, talin, zyxin or paxillin are shown in (D). The mean fluorescence intensity (normalized to maximum) 
within each segmentation mask is plotted for all 5 proteins (E). The indicated distances (X axis) are the distances 
(in pixels) from the boundary of the podosome core segmentation, where negative values indicate areas inside 
and positive values indicate areas outside podosome core segmentations (see C). For each condition 5 images, 
containing at least 1120 podosomes were taken. Scale bars represent 3 μm.
between treated and untreated samples could be observed. Instead, the large scale 
analysis clearly showed a statistically significant increase in F-actin intensity in the core 
and the surrounding network upon myosin II inhibition (Fig. 4A,B). On the contrary, 
inhibition of actin polymerization decreased the F-actin intensity around the core as 
well as in the core itself. These results show the applicability of automated assessment 
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of individual podosomes to determine intensity levels of podosome components, with a 
statistical power not afforded before.
Podosome ring composition
To further exploit the use of our image analysis algorithm we set out to measure the 
distribution of podosome ring components with respect to the podosome core. To 
determine the intensity of ring components, cells were stained for both F-actin and a ring 
component (Fig. 4C, upper left panel). Podosome cores were segmented in the F-actin 
image (upper middle and right panels) and a distance transform was calculated for both 
the segmentation mask and its logical complement. From these distance transforms 
masks were created for pixels at each distance from the boundary of the segmented area, 
both within the segmented area (lower left panel) and in the background (lower right 
panel). These masks were subsequently used to measure the average pixel intensities in 
the co-staining of the ring components (Fig. 4). For each condition 5 images, together 
containing at least 1120 podosomes, were measured.
Cytoskeletal adaptor proteins, such as vinculin, talin, paxillin and zyxin, are abundantly 
present within podosomes rings. They are thought to link the integrins in the ring 
with the actin in the podosome core. Although these four proteins are generally being 
referred to as ring components their localization around the podosome core varies 
greatly. For example, vinculin appears as a distinct ring, whereas talin appears to form 
a ‘carpet’ which contains holes at the sites where the podosome cores are located (Fig. 
4D). Using our analysis we quantitatively assessed the structural differences between 
the localization of the four adaptor proteins. Therefore, we seeded DCs onto glass 
coverslips, fixed and stained them with Texas Red-conjugated phalloidin and specific 
antibodies to visualize F-actin and the ring components vinculin, talin, paxillin and 
zyxin, respectively. Subsequently, we identified the podosome cores within these images 
and created segmentation masks as described above. The mean fluorescence intensity 
within each masked area was measured for at least 5 images per condition. In this way 
the localization of the adaptor proteins with respect to the core was determined. Figure 
4E shows that, whereas vinculin and paxillin both formed a ring with a diameter larger 
than the core diameter, talin was more homogeneously distributed between podosome 
cores and zyxin formed a ring within the diameter of the core. These results show the 
applicability of the podosome core detection algorithm to quantitatively assess ring 
component distribution. The differential distribution of the cytoskeletal adaptor proteins 
in podosome rings most likely correlates with their many specific interaction partners 
and their function in podosome biology. 
Discussion
In this study we describe, for the first time, a procedure for automated detection of 
podosome cores in fluorescence (confocal) microscopy images. This method combines 
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local and global thresholding on differentially filtered versions of the original image and 
can be used to quantitatively detect and measure intensities of podosome core and ring 
components.
Podosomes are most often identified by a staining of F-actin, however F-actin is not 
only present in podosome cores, but also in many other cellular components such as 
focal adhesions and stress fibers. So far, no specific podosome core or ring marker 
has been identified. Therefore, an algorithm to identify podosomes should be able to 
detect podosome cores by other means than based solely on the intensity of a certain 
fluorescently labeled protein. In our algorithm we combine intensity, by local and global 
thresholding, with size and shape of the objects to discriminate podosomes from other 
F-actin rich cellular features. Alternatively, rather than an F-actin alone, a co-staining 
with a ring component could be used to increase the sensitivity and specificity of 
podosome segmentation. However, we have shown in Figure 4E that ring components 
are differentially distributed around the podosome core. A podosome detection algorithm 
based on the staining of a ring component would therefore oblige the user to always 
measure the same ring marker, possibly requiring a triple staining for each experiment. 
Moreover, the localization of ring components can vary between experimental conditions 
[362] making the staining of a ring component unreliable in experiments aimed at 
detecting changes in podosome composition and structure. Therefore, we based and 
optimized our algorithm on the F-actin staining only, to ensure a broad applicability for 
the investigation of all aspects of podosome biology.
The need for automated podosome detection partially results from the fact that it is very 
time consuming to manually detect podosomes in an image, let alone large numbers of 
images derived from different experiments. For comparison, to identify all podosomes 
in the image shown in Fig. S1, experts needed on average one hour. During this hour, 
the experts only pointed the positions of the podosome cores. By contrast, the algorithm 
was finished in 14 seconds and the output of the algorithm does not only contain the 
positions, but also the boundaries of the core. In this way, intensity measurements of core 
components and, by manipulating the segmented areas, of ring components were very 
easy to implement. Another benefit of using an algorithm over manual identification is 
the fact that the algorithm is unbiased, while a researcher’s eye is often preconceived. 
We have tested the performance of the algorithm by comparing it to expert identifications 
of podosome cores, thereby demonstrating that the algorithm has a sensitivity of 73% 
with 16% false positives. Importantly, the inter-experts overlap was also around 80% 
showing that there is no clear consensus among experts about which objects in the 
image should be defined as podosome cores. One could therefore argue that among the 
16% false positives identified by the algorithm, there may be multiple objects that are 
actually podosome cores. 
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Since the algorithm can detect podosomes in live cell images of cells expressing an F-actin 
probe, it can be used to study podosome dynamics. In time lapse movies the specificity 
of the detection will increase because unwanted objects can be disregarded if they are 
not consistent from frame to frame and appear in a few frames only. With a sampling 
frequency of a few frames per minute podosomes are expected to be present in tens 
of consecutive frames before dissolving, thereby allowing the removal of segmentation 
artifacts, when they are present in only a few frames. The combination of our podosome 
detection algorithm with particle tracking algorithms such as described for receptor 
tracking [363] will allow the study of podosome lifetimes as well as fission and fusion 
events in time lapse movies. Another application of automated podosome detection 
could be to quantitatively distinguish between different meso-scale organizations of 
podosome clusters, such as the circumferential organization in osteoclasts (Destaing, 
et al., 2003) or the alignment of podosomes in dendritic cells [44]. Finally, this method 
might be useful for other image analysis purposes as well, where small features have to 
be separated from an uneven background resulting from aspecific staining or localization 
of fluorescent probes.
It is challenging to visually estimate differences in podosome numbers, without manual 
counting, especially when large podosome clusters are present. This prompted us to 
evaluate the performance of the algorithm in quantifying podosome numbers, by applying 
it to images with decreasing podosome numbers per cell. The results of the algorithm 
were strikingly similar to the results manually obtained by three experts. The trend in the 
data is the same for the manually generated counts as for the algorithm output, except 
for a small underestimation in the samples with large numbers of podosomes. This is 
probably due to the fact that at higher densities, podosomes that are very close together 
could be merged and considered as one feature or disregarded due to shape constraints. 
However, the advantage of performing the automatic analysis in minutes, rather than 
in hours as needed for manual counting, is the major advantage of this algorithm that 
clearly represents an important tool for fast and accurate quantification of podosome 
numbers.
To demonstrate the applicability of the algorithm we have used it to study podosome core 
and ring composition. We have established the effects of cytoD and blebb on the F-actin 
intensity in the podosome core and ring. By inhibiting actin polymerization, cytoD 
decreased F-actin intensity in both the podosome core and actin network surrounding 
the core. By contrast, myosin II inhibition resulted in an increase in F-actin intensity in 
both core and actin network. Because automated detection can very efficiently measure 
thousands of podosomes, small but relevant differences in intensity levels could be 
detected for different drug treatments with sufficient statistical power.
We also used the algorithm to assess the localization of podosome ring components with 
respect to the actin core. Hereby, we showed that vinculin, talin, paxillin and zyxin are 
differentially distributed around the podosome cores. Talin displayed a homogeneous 
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distribution between the cores, whereas vinculin, paxillin and zyxin are present as a 
clear ring around the core. Interestingly, the vinculin and paxillin rings have a diameter 
larger than the core while the zyxin ring is smaller. This type of large scale analysis of 
the localization of podosome components can clearly contribute to the understanding 
of podosome structure and the function of its components. Collectively, we demonstrate 
that the algorithm we developed can readily be used to study podosome numbers and 
the composition of the podosome actin core, the actin network and ring components, 
providing a new tool to identify yet unknown changes in podosome composition.
Conclusions/Summary
In summary, the proposed method automatically identifies podosome cores in fluorescence 
image of cells with high sensitivity and accuracy compared to expert identifications. It 
thereby provides a useful tool to study podosome numbers and podosome core and ring 
composition in a fast, quantitative, automated and unbiased way.
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Figure S1. Representative image of DCs stained for actin and vinculin 
Cells were seeded on glass coverslips and left to adhere for 3 hrs. Cells were subsequently fixed and stained 
with Texas Red-conjugated phalloidin and a monoclonal anti-vinculin antibody to visualize A) actin and B) 
vinculin, respectively. The white square in A is the cropped region shown in Figure 2A,B,C). Merged image 
showing actin in red and vinculin in green, which was used by the experts to identify podosomes. Closed arrow 
heads indicate podosome clusters, open arrow heads indicate focal adhesions.
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Tissue-resident dendritic cells (DCs) patrol for foreign antigens while undergoing slow mesenchymal migration. Using actomyosin-based structures called podosomes 
DCs probe and remodel extracellular matrix topographical cues. Podosomes comprise 
an actin-rich protrusive core surrounded by an adhesive ring of integrins, cytoskeletal 
adaptor proteins, and actin network filaments. Here, we reveal how the integrity and 
dynamics of protrusive cores and adhesive rings are coordinated by the actomyosin 
apparatus. Core growth by actin polymerization induces podosome protrusion and 
provides tension within the actin network filaments. The tension transmitted to the 
ring recruits vinculin and zyxin and preserves overall podosome integrity. Conversely, 
myosin IIA contracts the actin network filaments and applies tension to the vinculin 
molecules bound, counterbalancing core growth and eventually reducing podosome size 
and protrusion. We demonstrate a previously unrecognized interplay between actin and 
myosin IIA in podosomes, providing novel mechanistic insights into how actomyosin-
based structures allow DCs to sense the extracellular environment.
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Introduction
Antigen-presenting dendritic cells (DCs) reside in peripheral tissues and patrol for 
foreign antigens while crawling between surrounding cells and extracellular matrix 
components. Although detailed knowledge of the molecular players regulating DC slow 
migration is still lacking, actomyosin-based structures called podosomes [46, 364] allow 
DCs to sense and remodel the extracellular matrix facilitating cell protrusion [39, 349]. 
Podosomes are circular structures with a dense core of actin surrounded by a ring of 
integrins and adaptor proteins, such as talin and vinculin, where actin network filaments 
are also found [365]. Podosome spatial distribution substantially differs between cell 
types, varying from circular belts in osteoclasts to large clusters in macrophages and DCs 
[42, 69, 366], and within these mesoscale structures, individual podosome cores seem 
connected by a filamentous actin network [51]. Recently, also non-muscle myosin IIA has 
been associated with podosome clusters in macrophages and DCs [39, 53, 367]. Myosin 
II activity was shown to play an important role in the formation of ring-like clusters of 
podosomes in RSV-transformed BHK cells [43], however this work specifically describes 
the role of myosin II in the organization of higher-ordered podosome clusters. Therefore, 
the exact role of the actin network and myosin IIA in preserving the integrity of core and 
ring at the single podosome level remains unknown.
Podosomes are dynamic structures and display continuous actin turnover within the core 
[51, 69]. By applying atomic force microscopy, podosomes have been shown to exhibit 
actomyosin-dependent periodic stiffness oscillations in macrophages [70]. Although 
their molecular determinants remain unknown, these stiffness oscillations have been 
proposed to correspond to the pushing activity of podosomes and may contribute to 
podosome protrusiveness. This hypothesis is supported by data obtained in DCs where 
myosin IIA inhibition resulted in decreased protrusive activity [39]. It remains to be 
established whether, similarly to stiffness, the levels of the molecular constituents of core 
and ring also fluctuate in time.
Podosome rings contain adaptor proteins such as vinculin, talin, zyxin and paxillin, also 
found in focal adhesions (FAs). The recruitment of these adaptor proteins to FAs has 
been shown to be specifically controlled by myosin IIA-mediated contraction [368, 369]. 
Despite the fact that podosomes are much more dynamic than FAs, the molecular kinetics 
of their components are unknown, and the tension-mediated mechanisms driving the 
recruitment of adaptor proteins to podosome rings remain elusive.
Here, we investigated the role of the actin network and myosin IIA-mediated contractility 
in the dynamic growth and shrinkage of podosomes, which drives their protrusive 
behaviour while probing the extracellular surroundings. We exploited primary human 
monocyte-derived DCs, which in their immature state spontaneously form numerous 
podosomes [53, 55]. By applying complementary microscopy techniques, we unravelled 
the interplay between actin network integrity and myosin IIA-mediated contractility that 
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regulates podosome composition and oscillations. Our findings provide novel mechanistic 
insights into the dynamic behaviour of these adhesive and protrusive structures that 
explain their role as extracellular matrix sensors in tissue-resident DCs.
Results
Myosin IIA is not essential for actin core integrity
We have previously shown that myosin IIA is the predominant myosin isoform expressed 
by DCs playing an important role in PGE2-mediated podosome dissolution [53]. Here, we 
investigated the contribution of myosin IIA-mediated contractility in the regulation of 
podosomes under steady state conditions.
First, we used immunofluorescence microscopy to determine the localization of myosin 
IIA and actin within DCs. As expected, myosin IIA colocalizes with actin filaments at FAs 
and is present in the podosome cluster, but apparently excluded from the podosome core, 
suggesting that myosin IIA is associated with the actin network (Fig. 1A). To investigate 
whether myosin IIA also contributes to molecular tension within the podosome cluster, 
we used an intramolecular FRET-FLIM based vinculin tension sensor (VinTS), which 
has recently been developed and applied to detect tension forces at FAs [370]. When 
tension is applied to VinTS, this protein is stretched and FRET efficiency of the mTFP1-
Venus fluorophore pair decreases, thus resulting in higher mTFP1 fluorescence lifetime 
values. A tension insensitive tail-less vinculin (VinTL), which cannot bind to actin and 
is therefore unable to stretch, served as a negative control. We transfected human DCs 
with either VinTS or VinTL and measured the mTFP1 fluorescence lifetime in individual 
podosomes. As shown in Fig. 1b, we found higher mTFP1 fluorescence lifetime values for 
VinTS compared to VinTL, indicating that tension is applied to vinculin within individual 
podosomes. To investigate whether the tension on vinculin is myosin IIA-dependent 
we used the specific myosin inhibitor blebbistatin (blebb). Blebb blocks myosin IIA in 
an actin-detached state [371], and the addition of 20 µM blebb dislocated myosin IIA 
from the actin filaments (Fig. S1). Interestingly, the inhibition of myosin IIA contractility 
completely released the tension on vinculin within individual podosomes (Fig. 1B). As 
expected, the addition of blebb did not decrease the lifetime of VinTL (Fig. 1B). Together, 
these results indicate that myosin IIA is present at the podosome site and provides 
tension within the podosome cluster most likely acting on the actin network filaments.
Subsequently, we investigated whether myosin IIA-mediated contractility is necessary 
for the integrity of podosome cores. For this purpose, DCs represent a unique cell system 
since they bear both podosomes and FAs, as indicated by the localization of bona fide FA 
markers in unstimulated cells (Fig. S2). Rapid disassembly of FAs therefore served as an 
internal control for the inhibition of myosin IIA-mediated contractility. We quantified 
the number of DCs displaying FAs and podosomes before and after treatment with 20 µM 
blebb, which in previous studies has been shown to inhibit FA formation and maturation 
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[368, 372]. We observed that upon myosin IIA inhibition, DCs rapidly disassembled FAs 
but retained podosomes for up to 30 min at least (Fig. 1C), demonstrating that podosome 
actin core integrity is not dependent on myosin IIA-mediated contractility.
Myosin IIA controls actin core oscillations
To gain more insight into podosome actin core dynamics we performed live-cell imaging 
on cells transfected with GFP- or RFP-tagged actin-binding protein LifeAct [373]. We 
observed minute-scale intensity fluctuations of LifeAct-GFP (Fig. 2A), indicating that the 
actin content within the core of individual podosomes oscillates in time. The amplitude 
and duration of these oscillations appeared to be very heterogenic among different 
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Figure 1. Myosin IIA-mediated contractility is not essential for podosome core integrity 
A) Myosin IIA is associated with FAs and podosomes. Immature DCs were seeded on glass coverslips, fixed 
and stained with Texas Red conjugated phalloidin and a fluorescent anti-myosin IIA mAb to visualize actin and 
myosin IIA, respectively. Squares represent enlarged views of typical FAs and podosome (pod) areas. Scale bar, 
10 µm. B) DCs were transfected with either VinTS or VinTL and fluorescence lifetime was measured before and 
after 30 min treatment with 20µM blebb. Shown is the frequency distribution of the fluorescence lifetime of at 
least 800 individual podosome rings in 20 different cells and the Gaussian fit of the data. C) Immature DCs were 
seeded on glass coverslips and left untreated or stimulated with 20 µM blebb for 5, 10, 20 and 30 min. Cells were 
subsequently fixed and stained with Texas Red-conjugated phalloidin to quantify the number of podosome-
bearing cells and the FA markers vinculin, talin, zyxin and paxillin to quantify the number of FA-bearing cells. 
Mean ± SD of the percentage of cells displaying podosomes or FAs for at least 100 cells per condition is shown. 
Statistical analyses were performed by two-tail Student’s t-test. **P<0.01, ***P<0.001.
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Figure 2. Myosin IIA-mediated contractility is essential for podosome core oscillations 
A) DCs were transfected with LifeAct-GFP to visualize actin. Shown are the intensities of the actin fluorescence 
and the inverse IRM signal (where values >1 mean tight contact, while values <1 mean loss of contact between 
cell and substrate) at a podosome and a non-podosome area. Data were normalized to the average intensity. 
B) Cells were transfected with LifeAct-GFP or –RFP to visualize actin. Shown are the LifeAct-RFP fluctuations 
over time of three representative podosomes in untreated control cells or in cells treated for 30 min with 20 µM 
blebb. Also, LifeAct-GFP fluctuations of three representative podosome are shown in cells treated for 30 min. 
with 20 µM Y27632. Data are normalized to the average intensity. C) DCs were transfected with actin-mCherry 
and subjected to FRAP analysis. Snapshots from the FRAP time-lapse movies at 5s before (-5s), directly after 
(0s) and 70s after photobleaching for untreated and blebb treated cells are shown. The white circle indicates 
the FRAP region that corresponds to a single podosome. D) FRAP analysis of actin-mCherry within podosome 
cores without (solid boxes) and with (open boxes) blebb. Shown are the average and standard deviation of the 
fluorescence recovery for at least 10 podosomes in 5 different cells. FRAP data were background corrected and 
double normalized to correct for total bleaching of the image (see Material & Methods). E) FRAP analysis of 
actin-GFP within podosome cores without (solid boxes) and with(open boxes) Y27632. Data are represented in 
the same way as panel D. F) Representative images of podosome cores in fixed DCs, visualized by Texas Red 
conjugated phalloidin, in the control situation (left) and after 30 min. treatment with 20 µM blebb. Scale bar, 
5 µm. G) Median ± interquartile range of the actin core fluorescence intensity (left plot) and core area (right 
plot) for at least 800 podosomes per condition. Statistical analyses were performed by two-tail Student’s t-test. 
***P<0.001.
podosomes but also over time within one individual podosome, with cycle times ranging 
from 5 to 15 min (Fig. 2B, Ctrl). Since the actin core is thought to function as a protrusive 
module, we investigated whether these actin core oscillations correlated with a ‘pushing’ 
activity of the core onto the underlying glass substrate. We therefore exploited internal 
reflection microscopy (IRM), which visualizes the closeness of contact between the 
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ventral plasma membrane and the glass substrate. Within an IRM image, intimate cell-
glass contacts appear as black regions, whereas less intimate contacts appear whiter. By 
simultaneously monitoring LifeAct-GFP fluorescence intensity and the IRM signal, we 
found that higher actin fluorescence intensity corresponded to darker regions, while low 
actin intensity correlated with brighter regions in the IRM image (Fig. 2A, Mov. 1A,B). 
This indicates that the oscillations in core actin content directly correlate with changes 
in the vertical distance between the membrane and the glass substrate. These IRM signal 
fluctuations were specific for podosome sites as indicated by the stable IRM signal in 
podosome-free areas. These results strongly suggest a direct association between core 
actin oscillations and podosome protrusive activity.
Next, we investigated the role of myosin IIA-mediated contractility in podosome core 
oscillations by performing live imaging on cells before and after blebb treatment. For live 
cell imaging experiments with blebb, cells were transfected with LifeAct-RFP instead of 
LifeAct-GFP, since blebb is known to be phototoxic in combination with blue excitation 
light [374]. LifeAct-GFP and LifeAct-RFP showed similar fluctuations of podosome 
cores (Supplementary Fig. S3A), indicating that both LifeAct constructs could be used 
interchangeably. Subsequently, we treated cells with blebb and found that LifeAct-RFP 
intensity fluctuations were greatly dampened upon myosin IIA inhibition (Fig. 2B; Mov. 
2), demonstrating that myosin IIA-mediated contractility is essential for podosome core 
oscillations. The inactive (+)-blebb enantiomer did not influence LifeAct-RFP fluctuations 
(Fig. S3A).
Myosin IIA-mediated contractility is regulated by myosin light chain (MLC) 
phosphorylation catalyzed by Rho kinase (ROCK) and MLC kinase (MLCK) [375, 376]. To 
investigate the role of MLC phosphorylation in podosome core oscillations, we treated 
DCs with the ROCK inhibitor Y27632 or the MLCK inhibitor ML7. First, we found that, in 
contrast to blebb, myosin IIA still localizes at podosomes in DCs stimulated with either 
Y27632 or ML7 (Fig. S1), indicating that these compounds do not significantly interfere 
with the actin binding properties of myosin IIA. However, and more importantly, both 
Y27632 and ML7 did strongly affect LifeAct-GFP fluctuations in agreement with the 
results upon blebb addition (Fig. 2B; S3B; Mov. S2), clearly demonstrating that podosome 
core oscillations are regulated by myosin IIA-mediated contractility, critically dependent 
on MLC phosphorylation.
Core actin polymerization is myosin IIA-independent
To examine whether actin turnover within the core was affected by myosin IIA inhibition, 
we performed fluorescence recovery after photobleaching (FRAP) analysis on multiple 
individual podosomes in DCs transfected with actin-mCherry or -GFP. In agreement 
with previous work in osteoclasts [51], we observed continuous actin turnover within 
the podosome core (Fig. 2C-E; Mov. 3,4). Note that the FRAP recovery curves are linear 
compared to conventional FRAP curves, indicating that actin is delivered to the core at 
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a constant rate most likely through polymerization at the base. We found that neither 
myosin IIA inhibition by blebb nor ROCK inhibition by Y27632 influenced the fluorescence 
recovery (Fig. 2D,E; Mov. 3,4), indicating that, in contrast to actin core oscillations, core 
actin polymerization is not regulated by myosin IIA-mediated contractility or by ROCK 
activity. It should be noted that we did not monitor the recovery at time scales longer 
than 1-2 min, due to the actin intensity fluctuations that interfered with the FRAP curve.
Since inhibition of both myosin IIA and ROCK dampens core actin oscillations but leaves 
core actin polymerization unaffected, we hypothesized that the actin content at podosome 
cores should increase upon myosin IIA inhibition. Since single-cell live imaging does not 
provide sufficient statistics to test this hypothesis, we used a custom-written quantitative 
image analysis algorithm [377] (Fig. S4) to calculate the core actin intensity of numerous 
podosomes, visualized by Texas Red-conjugated phalloidin, on multiple fixed cells, 
with and without blebb. Indeed, we found that the measured intensity of the podosome 
cores is approximately 1.5 times higher after myosin IIA inhibition when compared to 
control cells (Fig. 2F,G). It is important to note that this increase in actin content was 
not observed during single-cell live-imaging (Fig. 2B, blebb), which can most likely be 
attributed to fluorophore photobleaching during prolonged imaging. The podosome core 
area did not significantly change (Fig. 2G), suggesting that the elevated intensity can be 
ascribed to a higher core actin density or an increased core volume.
Myosin IIA is not essential for podosome ring integrity
Podosome rings contain the adaptor proteins vinculin, talin, zyxin, and paxillin, which 
are also FA constituents. While myosin IIA-mediated contractility plays an essential 
role in the localization and recruitment of these proteins in FAs [368, 369], it is unclear 
whether similar mechanisms also operate in podosomes.
First, to understand the role of myosin IIA-mediated contractility in preserving podosome 
ring integrity, we performed immunofluorescence stainings for vinculin, talin, zyxin and 
paxillin on fixed DCs with or without blebb and observed that all four proteins remain 
present in podosome rings even after prolonged treatment (Fig. 3A-D). Similarly, addition 
of Y27632 or ML7 did not dislocate these components from the ring (Fig. S5). Analysis and 
comparison of numerous individual podosomes showed that after myosin IIA inhibition 
vinculin and zyxin levels do not change, whereas talin and paxillin levels only slightly, 
but significantly, decrease (Fig. 3E). These results indicate that, in sharp contrast with 
FAs, myosin IIA-mediated contractility is not required for preserving podosome ring 
integrity.
Myosin IIA controls podosome ring oscillations
To investigate whether myosin IIA-mediated contractility may be involved in the 
dynamic recruitment of individual ring components, we analyzed DCs transfected 
with GFP-tagged adaptor proteins by time-lapse confocal microscopy. Surprisingly, we 
found that, similarly to the cores, podosome rings exhibit oscillations as indicated by 
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Mov. 5,6). These fluctuations were greatly dampened by ROCK inhibition (Fig. 3G; Mov. 
5,6), indicating that myosin IIA-mediated contractility is essential for podosome ring 
oscillations. 
We subsequently examined the diffusion of individual ring components by performing 
FRAP analysis of GFP-tagged adaptor proteins in individual podosomes in the absence 
and presence of Y27632 (Fig. S6). This revealed that, despite the inhibitory effect of Y27632 
on the ring oscillations, the fluorescence recovery of the GFP-tagged adaptor proteins 
remains unaltered, demonstrating that the diffusion of vinculin, zyxin, paxillin and talin 
is not regulated by MLC phosphorylation. Altogether, these data indicate that the ring 
oscillations and the adaptor protein diffusion are controlled by a myosin IIA-dependent 
and –independent mechanism, respectively.
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Figure 3. Myosin IIA-mediated contractility is not essential for podosome ring integrity
Immunolocalization of actin (red) with either (in green) A) vinculin, B) talin, C) zyxin and D) paxillin in 
untreated control cells (upper row) and cells treated for 30 min. with 20 µM blebb (lower row). Actin was 
stained by Texas-Red phalloidin, whereas adaptor proteins were labeled by specific mAbs and subsequently 
secondary antibodies conjugated to Alexa488. Merged images are shown on the right. Images are representative 
of multiple cells from at least three similar experiments. Scale bar, 2 µm. E) Levels of vinculin, zyxin, talin and 
paxillin were measured in at least 800 podosomes per condition. Data are normalized to the average intensity 
and blebb-treated levels are expressed relative to control levels. Shown are the median (middle line) and the 
interquartile range (upper and lower whiskers). Statistical analyses were performed by two-tail Student’s t-test. 
***P<0.001. F,G) DCs were transfected with vinculin-GFP or zyxin-GFP. Shown are the vinculin and zyxin level 
variations over time of randomly selected podosomes in F) untreated control cells or G) cells treated for 30 min. 
with 20 µM Y27632. Data are normalized to the average intensity.
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Actin network drives core oscillations and ring integrity
The actin network within the podosome cluster regulates podosome stiffness oscillations 
[70]. Here, we investigated the role of this network in regulating podosome integrity and 
dynamics.
First, we studied the actin network contribution in regulating podosome core integrity. In 
agreement with previous reports [70], the inhibition of actin polymerization with a low 
concentration of cytochalasin D (cytoD) resulted in the immediate disruption of the actin 
network, while podosome cores remained intact over a prolonged period of time (Fig. 4A; 
S1). Surprisingly, even after 20 min of cytoD treatment 40% of the cells were found to bear 
podosomes (Fig. S7A). We subsequently investigated actin core oscillations, and found 
that LifeAct-GFP intensity fluctuations were completely abrogated directly after cytoD 
addition (Fig. 4B; Mov. 7), indicating that oscillations of actin core levels critically depend 
on proper actin polymerization. It should be noted that blocking actin polymerization by 
addition of Latrunculin A also abrogated the intensity fluctuations (Fig. S7B). Together, 
these results indicate that impairment of actin polymerization severely affected actin 
network integrity and actin core oscillations.
To investigate whether the actin network also regulates podosome ring integrity, we 
performed immunofluorescence staining for vinculin, talin, zyxin and paxillin in adherent 
DCs fixed at different time points after cytoD treatment and calculated their fluorescence 
intensity levels from numerous podosomes on multiple cells. Strikingly, we found that 
podosome ring integrity was severely compromised after actin network disruption. 
Addition of cytoD resulted in the immediate disappearance of vinculin and paxillin from 
the rings (Fig. 5A,D,E). Furthermore, although talin levels remained stable for a prolonged 
period of time, they significantly decreased after 20 min of cytoD treatment (Fig. 5B,E). 
While zyxin levels remained constant (Fig. 5C,E), FRAP analysis of GFP-tagged zyxin 
before and after inhibition of actin polymerization revealed that after actin network 
disruption the slow fraction of zyxin became totally immobile (Fig. S8), indicating that 
zyxin diffusion within podosome rings exclusively depends on actin polymerization. 
Inhibition of actin polymerization by LatA also disrupted the actin network (Fig. S1) and 
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Figure 4. Actin network disruption leaves cores intact but hampers core oscillations 
A) Cells were seeded on glass coverslips and stimulated for 20 min with 2.5 µg/ml cytoD. Cells were subsequently 
fixed and stained with Texas Red conjugated phalloidin to visualize actin. Representative images are shown. 
Scale bar, 5 µm. B) Actin levels, visualized by LifeAct-RFP, in time of randomly selected podosome cores. The 
arrow indicates the time point of cytoD stimulation. Data are normalized to the average intensity.
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affected ring integrity as demonstrated by the immediate loss of vinculin upon treatment 
(Fig. S7C). These data clearly demonstrate that the actin network within the podosome 
cluster is essential for ring integrity most likely providing the tension necessary to 
recruit and retain the adaptor proteins at podosome rings.
Podosome core growth drives vinculin and zyxin recruitment
We showed above that podosome ring composition is mainly regulated by the actin 
network. Therefore, we hypothesized that podosome core growth induces tension within 
the actin network that is transmitted to the ring to drive the recruitment of tension-
sensitive ring components. To test this hypothesis, we simultaneously monitored the 
fluorescent intensity fluctuations over time of both LifeAct-RFP and each GFP-tagged 
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Figure 5. Actin network is essential for podosome ring integrity 
A-D) Immunolocalization of actin (red) with either (in green) A) vinculin, B) talin, C) zyxin and D) paxillin in 
untreated control cells (upper row) and cells treated for 2 min (middle row) or 20 min (lower row) with cytoD. 
Merged images are shown on the right. Scale bar, 2 µm. E) Levels of vinculin, zyxin, talin and paxillin were 
measured in at least 800 podosomes per condition. Data are normalized to the average intensity, and cytoD-
treated levels are expressed relative to control levels. Shown are the median (middle line) and the interquartile 
range (upper and lower whiskers). Statistical analyses were performed by two-tail Student’s t-test. ***P<0.001
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adaptor protein for many individual podosomes. Subsequently, the fluctuations were 
correlated, and a linear as well as a nonlinear fitting analysis was performed to determine 
the adaptor protein behaviour. The intensity correlations of a single randomly chosen 
podosome for each of the adaptor proteins are displayed in Fig. 6A-D. We found that 
within a single podosome, vinculin and zyxin levels fluctuate in complete concert with 
core actin levels (Fig. 6A,C), whereas paxillin and talin intensity fluctuations are modest 
and less correlated (Fig. 6B,D). To note, ROCK inhibition also abrogated the modest 
oscillations of paxillin and talin, as observed for vinculin and zyxin (Mov. 8,9).
Combined analysis of numerous podosomes confirms that the levels of the adaptor 
proteins differentially correlate with core actin levels (Fig. S9A). Fitting analysis as 
summarized in Supplementary Table S1 and Figure 6E shows almost identical linear 
correlation values for vinculin (slope=0.82 with r=0.91) and zyxin (slope=0.85 with 
r=0.95), whereas no reliable fitting values were obtained for a nonlinear correlation. 
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Figure 6. Podosome core growth drives the recruitment of vinculin and zyxin to the ring 
DCs were cotransfected with LifeAct-RFP and GFP-tagged adaptor proteins. Cells were imaged for 25 minutes 
and core and ring fluctuations were correlated for A) vinculin, B) talin, C) zyxin, and D) paxillin. E) Adaptor 
protein levels and actin levels were correlated for at least 65 podosomes for 25 min. Shown are the linear fit for 
zyxin and vinculin and the nonlinear fit for paxillin and talin. Data were normalized to the average intensity. 
F) Cells were cotransfected with LifeAct-RFP and vinculin-GFP, seeded on coverslips and fixed after 16 hr. 100 
nm image stacks of the podosome core by confocal microscopy and one widefield image of the vinculin ring 
were taken. Podosome core height was calculated using the intensity profile of the LifeAct-RFP stack image. 
Subsequently, podosome height was correlated with the vinculin ring intensity for at least 500 podosomes 
in 5 different cells. Shown are an overview of the analysis we performed (left) and a graph (right) plotting 
the individual data points as well as the median (middle line) and the interquartile range (lower and upper 
whiskers).
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For talin and paxillin, we found higher R-squared values for the nonlinear correlation 
indicating a nonlinear behaviour for paxillin and talin. These results clearly demonstrate 
that talin and paxillin levels only increase when core actin levels are relatively low, 
suggesting that these proteins are not controlled by actin-mediated tension. By contrast, 
vinculin and zyxin levels increased throughout the observed range of podosome core 
growth, suggesting that tension-mediated mechanisms control their recruitment to 
podosome rings.
To better define the nature of the concerted fluctuations of vinculin in the ring and actin 
in the core, we cotransfected DCs with LifeAct-RFP and vinculin-GFP, allowed them to 
adhere and fixed them prior to confocal microscopy analysis. Whereas vinculin intensity 
did not correlate with the podosome core area (Fig. S9B), a clear correlation between 
vinculin levels and podosome height was observed (Fig. 6F). This clearly suggests that 
the longitudinal growth of the core induces tension within the actin network, which then 
directly and specifically drives the recruitment of tension-sensitive ring components like 
vinculin and zyxin.
Discussion
In this study, we presented novel data about how podosomes may allow DCs to probe the 
surrounding extracellular matrix while migrating through tissues. We unravelled how the 
interplay between myosin IIA and the actin network regulates podosome composition 
and dynamics. First, we demonstrated that protruding oscillations of the core correlate 
with concerted intensity oscillations of the actin in the core and vinculin and zyxin in the 
ring. Second, we showed that myosin IIA controls core and ring oscillations but, in sharp 
contrast to FAs, does not influence podosome composition. Finally, we provided evidence 
that core growth is the driving mechanism behind the recruitment of tension-sensitive 
vinculin and zyxin but not of paxillin and talin to the ring. Our work accentuates the 
actin network as an essential infrastructure to preserve ring integrity and to functionally 
link podosome protrusive (core) and adhesive (ring) modules.
Human primary DCs represent an excellent cell system to compare and contrast 
podosomes and FAs, as these cells spontaneously form both adhesive structures. 
Interestingly, blebb concentrations sufficient to quickly disassemble FAs did not affect 
the percentage of cells with podosomes. In fact, actin as well as vinculin, talin, zyxin 
and paxillin still localized to podosomes in blebb-treated cells. We hypothesize that this 
podosome distinguishing feature to preserve integrity independently of myosin IIA-
mediated contractility is caused by their unique molecular architecture, consisting of 
a protrusive actin core and an adhesive ring connected by an actin network. Only by 
stably connecting the ring and the core, the actin filaments within podosomes are able to 
function as a tension transmission system that preserves ring integrity without myosin 
IIA-mediated contractility. The connection of the actin network to the ring most likely 
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occurs through talin and vinculin, whereas the main players cross-linking the network 
filaments to the core are still debated.
We have previously shown that increased myosin IIA activity, induced by PGE2, causes 
rapid global podosome dissolution in DCs [53]. More recently, supervillin-induced 
myosin IIA contractility was shown to enable podosome dissolution in macrophages [71]. 
Furthermore, Labernadie et al. showed that myosin IIA activity is essential for periodic 
podosome stiffness oscillations [70] and myosin IIA inhibition has been reported to 
reduce the length of podosome protrusions in DCs [39]. Our finding that myosin IIA-
mediated contractility is essential for core oscillations further extends those studies, 
demonstrating that podosome core dynamics is tightly controlled by myosin IIA activity: 
while low myosin IIA activity renders podosomes static and nonprotrusive, enhanced 
myosin IIA activity causes podosome dissolution. We propose that in a steady-state 
situation cycli of MLC phosphorylation and dephosphorylation regulate myosin IIA-
mediated contractility within the actin network. This is reminiscent of the oscillatory 
ROCK-dependent actomyosin activity observed in embryonic tissue development [210]. 
Based on previous results from our laboratory, we speculate that the MLC phosphorylation 
cycli might be tightly regulated by the local balance in Rho GTPases activity controlled by 
cAMP [53]. How myosin IIA mediates podosome shrinkage/dissolution remains unclear 
but its contractile activity could mechanically counteract actin polymerization-induced 
growth of the podosome core. Additionally, myosin IIA could directly unbundle and 
depolymerize the actin filaments [378, 379], thereby inducing podosome core instability, 
resulting in podosome shrinkage/dissolution. Interestingly, we here showed for the first 
time that besides core oscillations, oscillations in the levels of specific ring components 
also exist and depend on myosin IIA-mediated contractility, indicating that podosome 
core and ring oscillations are coupled.
We here demonstrated that the actin network plays an essential role in the integrity 
and dynamics of both core and ring. This network was initially described as a diffuse 
actin staining colocalized with podosome rings and named the actin ‘cloud’ [51]. Later, 
correlated high resolution SEM/fluorescence microscopy clearly suggested that the 
observed ‘cloud’ represents an actin network between the podosome cores [52]. Integrin-
deficient osteoclasts are unable to form this actin network [380], suggesting that integrins 
or adaptor proteins associate with the network. Our work clearly demonstrates that the 
actin network is indeed associated with the adaptor proteins, serving as a functional link 
between core and ring.
By correlating adaptor protein levels with core actin levels, we found that vinculin and 
zyxin levels concertedly fluctuate with actin levels. Instead, paxillin and talin levels only 
increase with actin levels that are relatively low and do not further increase when the 
core actin reaches a critical level. These results indicate that the core vertical growth 
differentially regulates adaptor protein recruitment, as if podosome growth resembles 
FA assembly [381]. Combined with the finding that the actin network is essential 
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for podosome ring integrity, our results put forward the actin network as a myosin-
independent tension transmission system within the podosome cluster that is essential 
to recruit and retain adaptor proteins within the ring.
Talin binds integrin beta tails [382] and only upon tension-mediated stretch exposes 
multiple vinculin binding sites [383]. Paxillin binds to the integrin alpha tails [384] 
and undergoes tension-mediated phosphorylation to also recruit vinculin [368]. Both 
talin and paxillin are recruited to integrins independently of myosin IIA-mediated 
contractility [368, 372], whereas vinculin recruitment is myosin dependent [385, 386]. 
Zyxin is mechanosensitive and recruited to actin filaments upon mechanical forces 
and actin stretch [387, 388]. Based on this notion and the novel data presented here, 
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Figure 7. Model depicting the interplay of actin network and myosin IIA at podosomes 
The amount of core and ring components in existing podosomes fluctuates, reflecting their variable protruding 
activity over time. In small podosome cores, paxillin and talin are already present at their maximum level. 
At this stage, vinculin and zyxin levels are relatively low since the tension on the actin network is still low. 
As podosomes vertically grow by actin polymerization at the base of the core (due to the impenetrable glass 
substrate), tension is generated within the actin network and transmitted to talin and paxillin, thereby further 
driving the recruitment of the tension-sensitive vinculin and zyxin to reinforce the podosome and facilitate 
its protrusive activity. Vinculin binds to talin and paxillin, whereas zyxin seems recruited to actin filaments 
more proximal to the core since disruption of the actin filaments by cytoD did not displace zyxin from the ring. 
Only by stably connecting the ring and the core, the actin filaments within podosomes are able to function 
as a tension transmission system that preserves ring integrity without myosin IIA-mediated contractility. 
The connection of the actin network to the ring most likely occurs through talin and vinculin, whereas the 
main players cross-linking the network filaments to the core are still debated (unknown cross-link protein). 
Additionally, proteins such as alpha-actinin are present to further organize and cross-link the actin filaments. 
Myosin IIA cross-links the actin network filaments and is essential for core shrinkage by either generating 
contractility or directly unbundling and depolymerising the actin network, thereby inducing podosome core 
instability. The delicate balance between actin polymerization in the core and myosin IIA activity in the 
ring facilitates core oscillations. Consequently, since core and ring are coupled via the actin network, ring 
oscillations also take place.
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we propose a model that delineates the relative contribution of the actin network and 
myosin IIA-mediated contractility in regulating podosome oscillations (Fig. 7). In small 
podosome cores, paxillin and talin are already present at their maximum level. At this 
stage, vinculin and zyxin levels are relatively low since the tension on the actin network 
is still low. As podosomes vertically grow by actin polymerization at the base of the 
core (due to the impenetrable glass substrate), tension is generated within the actin 
network and transmitted to talin and paxillin, thereby further driving the recruitment 
of the tension-sensitive vinculin and zyxin to reinforce the podosome and facilitate its 
protrusive activity. Vinculin binds to talin and paxillin, whereas zyxin seems recruited to 
actin filaments more proximal to the core since disruption of the actin filaments by cytoD 
did not displace zyxin from the ring. Alternatively, vinculin could also bind to the actin 
filaments proximal to the core, however, this explanation seems unlikely. First of all, talin 
and paxillin, classical vinculin binding partners, directly bind to the integrins close to the 
plasma membrane [382, 384]. Secondly, superresolution microscopy of FAs has revealed 
that vinculin specifically binds within a very short distance from the plasma membrane, 
being detected in the same layer as talin and paxillin [389].
The delicate balance between actin polymerization in the core and myosin IIA activity 
in the ring facilitates core oscillations. Consequently, since core and ring are coupled 
via the actin network, ring oscillations also take place. The core-ring connection most 
likely provides the feedback necessary to tightly coordinate cell migration. Podosome 
oscillations could therefore be instrumental for immature DCs undergoing slow, protease-
dependent mesenchymal migration through tissues [390, 391] to probe and sense the 
extracellular environment [41, 44].
In summary, our study highlights the central role of the actin network in orchestrating 
podosome core and ring dynamics and emphasizes the plasticity of the actomyosin 
apparatus in engineering adhesion structures, like FAs and podosomes, with similar 
molecular components but distinct characteristics and function.
Materials and Methods
Preparation of human DCs
DCs were generated from peripheral blood mononuclear cells (PBMCs) as described previously 
[319, 320]. Monocytes were derived either from buffy coats or from a leukapheresis product. Plastic-
adherent monocytes were cultured in RPMI 1640 medium (Life Technologies) supplemented with 
foetal bovine serum (FBS, Greiner Bio-one), 1mM Ultra-glutamine (BioWhittaker), antibiotics (100 
U/ml penicillin, 100 µg/ml streptomycin and 0.25 µg/ml amphotericin B, Gibco), IL-4 (500 U/ml), 
and GM-CSF (800 U/ml) in a humidified, 5% CO2 containing atmosphere.
Antibodies and reagents
The following antibodies were used: mouse antivinculin, mouse antitalin (Sigma-Aldrich), mouse 
antipaxillin (BD Transduction Laboratoriestm), goat antizyxin (Santa Cruz Biotechnology, Inc.), 
rabbit antimyosin IIA (Biomedical Technologies, Inc.). Texas Red conjugated phalloidin (Invitrogen) 
was used to stain F-actin. The following inhibitors were used: cytochalasin D (2.5 µg/ml, Sigma-
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Aldrich) and blebbistatin (20 µM, Sigma-Aldrich), (+)-blebbistatin (20 µM, Cayman), Y27632 (20 
µM, Selleck) and ML7 (20 µM, Tocris Bioscience).
Immunofluorescence
Cells were seeded on fibronectin-coated coverslips, left to adhere for 4 hrs and stimulated or 
left untreated. The cells were fixed in 3.7% (w/v) formaldehyde in PBS for 10 min. Cells were 
permeabilized in 0.1% (v/v) Triton X-100 in PBS for 5 min and blocked with 2% (w/v) BSA in PBS. 
The cells were incubated with primary Ab for 1 h. Subsequently, the cells were washed with PBS 
and incubated with Alexa Fluor 488-labeled secondary Abs for 45 min. Finally, cells were incubated 
with Texas Red conjugated phalloidin for 30 min. and washed with PB prior to embedding in 
Mowiol (Sigma-Aldrich). Cells were imaged on a Leica DMRA fluorescence microscope with a 
63× PL APO 1.3 NA oil immersion lens and a COHU high-performance integrating CCD camera 
(COHU, San Diego, CA) or a Zeiss LSM 510 microscope equipped with a PlanApochromatic 63x/1.4 
NA oil immersion objective. Images were analyzed using Fiji software.
Transfection and live cell imaging
Transient transfections were carried out with the Neon Transfection System (Invitrogen). Cells were 
washed with PBS and resuspended in 115 µl Resuspension Buffer per 0.5*106 cells. Subsequently, 
cells were mixed with 5 µg per 1*106 cells per transfection and electroporated. Directly after, cells 
were transferred to WillCo-dishes (WillCo Wells bv.) with prewarmed medium without antibiotics 
or serum. After 3 hr, medium was replaced by medium supplemented with 10% (v/v) FCS and 
antibiotics. Prior to live cell imaging, cells were washed with PBS and imaging was performed in 
RPMI without Phenol red to avoid autofluorescence. Transiently transfected cells were imaged on 
a Zeiss LSM 510 microscope (see above). The samples were excited with a 488 nm (GFP) Argon 
and a 543 nm (RFP) NeHe laser. For IRM, we used a 633 NeHe laser. For dual colour imaging 
and IRM experiments, images were acquired sequentially to prevent bleed through. Images were 
acquired every 15s at 37°C. For live cell imaging experiments with blebb, cells were transfected 
with LifeAct-RFP or actin-mCherry and exclusively excited with a 543 nm NeHe laser to prevent 
photoinactivation [392] and phototoxicity [374] of blebb in combination with blue excitation light. 
FLIM experiments
Frequency-domain FLIM experiments on transfected DCs were performed using a Nikon 
TE2000-U inverted wide-field microscope and a Lambert Instruments Fluorescence Attachment 
(LIFA; Lambert Instruments) for fluorescence lifetime imaging. A light-emitting diode (Lumiled 
LUXEON III, λmax = 443 nm) modulated at 40 MHz was used to excite mTFP1. Fluorescence 
detection was performed by a combination of a modulated (40 MHz) image intensifier (II18MD; 
Lambert Instruments) and a CCD camera (CCD-1300QD; VDS Vosskühler) with 640×512 pixels. 
The emission of mTFP1 was detected through a narrow emission filter (475/20 nm; Semrock.) 
to suppress any fluorescence emission from the Venus fluorophore. FLIM measurements were 
calibrated with a 1 μM solution of pyranine (HPTS), the fluorescence lifetime of which was set to 
5.7 ns. All FLIM images were calculated from phase stacks of 12 recorded images, with exposure 
times of individual images of cells ranging from 500 to 1000 ms. For acceptor photobleaching 
measurements, an USH-102DH 100 W mercury lamp (Nikon) was used. Directly after FLIM image 
acquisition the light-emitting diode was used to take an mTFP1 image as a reference image for the 
localization of single podosomes. Regions of interest were selected using the mTFP1 image and 
FLIM values were calculated for individual podosome rings.
FRAP measurements
Fluorescence Recovery after Photobleaching was performed on a LSM510 meta confocal laser 
scanning microscope (Zeiss, Germany) with a 63x, 1.4NA oil objective. GFP fluorescence was 
excited at 488 nm (argon laser), while the emission was collected with 500-550nm bandpass filter 
adjusted through mirrors. FRAP experiments were performed using a 2.1 µm diameter circular 
region of interest in individual podosomes. Photobleaching was performed operating at 100% of 
laser power by scanning the bleached ROI for 2 iterations, yielding a total bleach time of 0.10 s 
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and an average fluorescence loss of ~50%. Recoveries were collected with time intervals of 400 
ms using 488 nm excitation. Fluorescence intensity data for the bleached ROI and a control ROI 
were calculated using Fiji software. After background correction and normalization to t0 using a 
method that is known as double normalization [177], the single postbleach curves were fitted with 
the following model: 
)/(
2
)/(
10
21)( ττ tt eAeAytI −− ++= [1]
where y0 is the mobile fraction, –A1 and –A2 are the fractional contributions of the two 
subpopulations and t is the time from the moment of bleaching. The halftime recovery values were 
calculated with 
τ⋅= )2ln(2/1t [2]
Podosome height analysis
DCs were co-transfected with LifeAct-RFP and vinculin-GFP, subsequently seeded on a WillCo-
dish for 24 hrs and finally fixed with 3.7% formaldehyde. Z-stacks with 100nm slices of double-
positive DCs were collected using a 543 nm NeHe laser to excite RFP on a LSM510 meta confocal 
laser scanning microscope (Zeiss, Germany) with a 63x, 1.4NA oil objective. On average 27 images 
(i.e. 2.7 µm in z-depth) were taken to ensure that all LifeAct-RFP signal within the podosome 
cluster was collected. The vinculin-GFP images were taken using a 488 nm Argon laser with 
the pinhole completely opened to collect all the fluorescence emitted by vinculin-GFP. Next, the 
LifeAct-RFP z-stacks were used to calculate a z-profile of every single podosome. Podosome height 
was determined as the number of images the between the membrane focal plane and the focal 
plane where the RFP signal was lower than twice the background. Finally, the number of images 
was correlated to the average intensity of the corresponding vinculin-GFP signal from the same 
podosome.
Correlation analysis
Fluctuations in fluorescence intensity were simultaneously monitored for both actin and each 
adaptor protein in time for many different individual podosomes. Subsequently, values were 
background corrected and normalized to the average. Values were plotted in a box plot and fitted 
with a linear decay 
baxy += [3]
where a is the slope and b is the intercept and a one phase decay 
AAeyy xk += ⋅− )(0 [4]
where A is the plateau and k is the rate constant fit using GraphPad Prism version 5.00 for 
Windows (GraphPad Software).
Statistical analysis
Statistical analysis was carried out with GraphPad Prism and Microsoft Excel. Data are presented 
as mean ± standard deviation for column graphs and median ± interquartile range for box plots. 
A Student’s t-test was used for comparison of two groups. Statistical significance was defined as 
P<0.05.
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Figure S1. Immunolocalization of myosin IIA after stimulation with actomyosin disrupting drugs 
Cells were seeded on glass coverslips and left to adhere for 3 hr. Cells were subsequently left untreated or 
stimulated with 20 µM blebb, 20 µM Y27632, 20 µM ML7 for 30 min or 2.5 µg/ml CytoD, 2 µg/ml LatA for 2 min. 
Next, cells were fixed, permeabilized and stained with Texas Red-conjugated phalloidin and an anti-myosin IIA 
monoclonal antibody. Blebb induces the complete dislocation of myosin IIA from the actin filaments in DCs, 
while treatment with Y27632 and ML7 leaves the actomyosin network unaffected. Stimulation with CytoD 
and LatA resulted in a complete disruption of the actin network and therefore also a relocation of myosin IIA 
within DCs. Scale bar, 10 µm.
Figure S2. DCs spontaneously form numerous bona fide FAs 
Cells were seeded on glass coverslips and left to adhere for 3 hr. Cells were subsequently fixed and stained 
with Texas Red-conjugated phalloidin and specific antibodies to visualize actin and the FA markers A) vinculin, 
B) talin, C) zyxin and D) paxillin, respectively. For every marker, two regions containing multiple FAs are 
magnified to show the presence of all four markers. Scale bar, 10 µm.
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Figure S3. Podosome oscillatory behaviour in DCs 
A) Cells were transfected with LifeAct-GFP or –RFP, seeded on glass coverslips and intensity fluctuations 
were measured for individual podosomes in untreated control cells. Also shown are the intensity fluctuations 
of LifeAct-RFP in the presence of inactive (+)-blebbistatin. B) Cells were transfected with LifeAct-GFP, seeded 
on glass coverslips and intensity fluctuations were measured for individual podosomes in untreated color cells 
(Ctrl) and cells treated with 20 µM ML7 (ML7).
Figure S4. Overview of image analysis 
Cells were seeded onto glass coverslips, fixed and subsequently stained with Texas Red-conjugated phalloidin 
and a monoclonal vinculin antibody to visualize actin and vinculin, respectively. A custom written algorithm 
which exploits local and global intensity thresholding was used to detect the podosome cores within the 
phalloidin image [377]. This area (here indicated in turquoise) was used for the analysis in Figure 2F. Thereafter, 
the original area was eroded by 1 pixel and dilated by 2 pixels (indicated by two yellow lines). The area in 
between the two yellow lines delineates the ring area and was used for the intensity analysis in Figure 3E and 
5E.
Figure S5. Immunolocalization of adaptor proteins after stimulation with Y27632 or ML7 
Immunolocalization of actin (red) with either (in green) A) vinculin, B) talin, C) zyxin and D) paxillin in 
untreated control cells (upper row) and cells treated for 30 min. with 20 µM of the ROCK inhibitor Y27632 
(middle row) or 20 µM of the MLCK inhibitor ML7 (lower row). Actin was stained by Texas-Red phalloidin, 
whereas adaptor proteins were labeled by specific mAbs and subsequently secondary antibodies conjugated 
to Alexa488. Merged images are shown on the right. Images are representative of multiple cells from at least 
three similar experiments. Scale bar, 2 µm.
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Figure S6. Diffusion of adaptor proteins within podosomes is myosin IIA-independent 
Cells were transfected with GFP-tagged vinculin, talin, paxillin and zyxin and individual podosomes were 
subjected to FRAP. Shown is the average fluorescent recovery for the four adaptor proteins in the absence 
(closed boxes) or presence (open boxes) of the ROCK inhibitor Y27632 for at least 10 podosomes in 5 different 
cells. The error bars indicate the standard deviation. The average FRAP curves were fitted with a two component 
association model (see Material and Methods), which are shown as solid lines through the data points.
Figure S7. Inhibition of actin polymerization leaves the core intact but disrupts podosome ring 
integrity. 
A) Quantification of cells bearing podosomes after cytoD stimulation. B) Actin levels, visualized by LifeAct-
GFP, over time for a representative podosome core. The arrow indicates the addition of latrunculin A (latA). 
Data are normalized to average intensity. C) Immunolocalization of actin and vinculin in untreated cells (upper 
row) or cells treated with latA for 2 min (lower row). Scale bar, 3 µm.
Figure S8. Slow fraction of zyxin is completely static after inhibition of actin polymerization 
DCs were transfected with zyxin-GFP and individual podosomes were subjected to FRAP. Shown are the 
average fluorescence recovery curves for at least 10 podosomes in 5 different cells. The initial fast recovery is 
due to the unbound cytosolic fraction and appears insensitive to cytoD treatment. In contrast, cytoD treatment 
appears to abolish the turnover of the bound zyxin as shown by the increase in immobile population. We 
could not determine the diffusion of the other adaptor proteins after cytoD stimulation since they either left 
the podosome ring too rapidly (as in the case of vinculin and paxillin) or their levels were too low and steadily 
decreasing over time (talin), which made FRAP analysis unfeasible.
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Figure S9. Adaptor proteins levels differentially correlate with actin core levels 
A) Total datasets for the correlation between vinculin, talin, zyxin and paxillin levels in the podosome ring 
and the actin levels in the core. Data were normalized to the average intensity. B) Cells were cotransfected 
with LifeAct-RFP and vinculin-GFP, seeded on coverslips and fixed after 16 hr. Images of double positive cells 
were collected and the average vinculin intensity was correlated with the podosome core area. Subsequently, 
podosome area was calculated, binned and correlated with the vinculin ring intensity for at least 500 podosomes 
in 5 different cells. It has to be noted that this analysis was performed on the same podosomes as shown in 
Figure 6E. Both datasets are linearly normalized between the minimum and maximum value.
Table 1. Fitting parameters of the correlation between the levels of the four adaptor proteins 
and actin within podosomes
Linear fit
Vinculin Talin Zyxin Paxillin
Slope 0.818 0.2928 0.8512 0.3293
Range 0.8052-0.8307 0.2797-0.3058 0.8426-0.8597 0.3128-0.3351
R-squared 0.8338 0.3068 0.8917 0.4239
One phase decay fit
Vinculin Talin Zyxin Paxillin
Plateau ~12.30 1.735 ~73.00 1.263
Range (Very wide) 1.482-1.988 (Very wide) 1.228-1.297
R-squared 0.8339 0.3115 0.8971 0.46
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Podosomes are dynamic, membrane localized adhesion structures involved in extracellular matrix (ECM) sensing and degradation that are thought to facilitate 
cell migration through barriers such as the vascular endothelium. Podosomes consist 
of a dense, protrusive actin core, an adhesive ring of integrins and cytoskeletal adaptor 
proteins such as vinculin and talin. They are highly dynamic, and their actin content 
continuously fluctuates mediating their protrusion activity. In myeloid cells, podosomes 
are organized in large clusters and neighboring podosomes are interconnected by actin 
filaments, suggesting the existence of a mesoscale organization. Here we develop and apply 
an extension of the spatiotemporal image correlation spectroscopy (STICS) technique to 
measure spatial and temporal evolution of molecular dynamics of fluorescent protein-
tagged components in podosome clusters formed by human antigen-presenting dendritic 
cells (DCs). By combining time-lapse fluorescence microscopy of live DCs with subsequent 
time resolved STICS (trSTICS) analysis, we determined the dynamics of podosome 
components by sequentially measuring spatiotemporal correlation functions with single 
frame shift iterations of a short temporal window through a full fluorescence microscopy 
image series. We show the existence of flows of F-actin, vinculin and talin throughout 
the podosome cluster. The direction and magnitude of these flows are heterogeneous 
but correlated at the level of several neighboring podosomes and temporally evolving 
in stable podosome clusters. In contrast, during cluster formation or lateral movement 
the flow exhibits a clear directionality. Also during podosome formation, dissolution 
and fission, characteristic spatial and temporal flow patterns were detected. Finally, we 
demonstrate that myosin IIA activity is essential for the flow of F-actin and vinculin, 
but not talin, indicating the existence of multiple regulatory mechanisms. Our findings 
demonstrate a previously unappreciated mesoscale coordination of spatiotemporal 
dynamics of F-actin and adaptor proteins in podosome clusters, thereby providing novel 
insight into the dynamic regulation of cellular protrusion. 
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Introduction
Podosomes are dynamic adhesion structures involved in extracellular matrix (ECM) 
degradation that are thought to facilitate cell migration through barriers such as the 
vascular endothelium [39-41, 393]. We and others also demonstrated that podosomes are 
implicated in sensing of substrate mechanical properties and 3D topographical cues [43, 
44]. Podosomes are strongly related to invadopodia, which are associated with cancer 
cell migration and proteolytic cell invasion in both physiological and pathophysiological 
settings [40, 45]. Antigen presenting dendritic cells (DCs) form podosomes when they 
reside in peripheral tissues patrolling for foreign antigens [5, 62], most likely using 
podosomes to cross tissue barriers with varying architectures [39]. 
Podosomes consist of a dense core of filamentous actin (F-actin) and actin associated 
proteins. This protrusive core is surrounded by integrins and cytoskeletal adaptor 
proteins that link the integrins to the actin core [46]. By scanning electron microscopy 
(SEM) in osteoclasts and super resolution stochastic optical reconstruction microscopy 
(STORM) in primary human DCs we, and others, revealed that neighboring podosomes 
are interconnected by actin fibers, which radiate from the cores and are collectively 
termed the actin cloud or network [52, 394]. Furthermore, by dual-color STORM we 
showed differences in the nanoscale organization of the integrin αMβ2, talin and vinculin 
and in their spatial distribution with respect to the radiating actin filaments [394]. 
More specifically, podosomes were shown to comprise a dense actin core supported 
by radiating actin filaments that are reinforced by vinculin and anchored onto a layer 
of homogeneously distributed islets of integrin-bound talin [394]. These data support 
the idea of podosome clusters being well-defined compartmentalized zones in DCs [56]. 
Similarly, osteoclasts arrange their podosomes in a circular belt, which is involved in 
local bone matrix remodeling [51, 57]. This spatial organization suggests the existence of 
a mesoscale degree of coordination among the different podosomes, however, detailed 
information about this regulation is still lacking.
Podosomes are very dynamic, their lifetime ranges from 2-12 minutes, and continuous 
turnover of the actin core and several adaptor proteins has been described [51, 69, 395]. 
Furthermore, individual podosomes exhibit stiffness oscillations and density fluctuations 
of actin and mechanosensitive components such as vinculin and zyxin that depend on 
myosin IIA contractility [70, 395]. These data, combined with the nanoscale architecture 
of podosomes recently revealed by super-resolution microscopy, demonstrate that 
core growth by actin polymerization at the base generates tension on actin filaments 
radiating from the core, thus driving the recruitment of vinculin to the integrin-talin 
islets associated with the actin filaments. This likely facilitates the transmission of 
mechanical stimuli among podosomes throughout a cluster, possibly coordinating 
the cells’ protrusive and adhesive activity during mesenchymal migration [394, 395]. 
FRAP measurements of the various components at individual podosomes revealed that 
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the cytoskeletal components are highly dynamic and that their diffusion speed does 
not depend on myosin IIA contractility [395]. However, it remains to be established 
whether mesoscale dynamics exist that regulate movement and distribution of podosome 
components throughout the cluster. 
Several high resolution techniques have been described to study spatiotemporal dynamics 
of cytoskeletal components. The image correlation spectroscopy (ICS) family of methods, 
such as raster ICS (RICS) [396] to study fast dynamics and temporal ICS (tICS) [227] to 
study slow transport and binding kinetics, have been applied to measure paxillin and 
FAK dynamics at focal adhesions [232]. Another ICS-based method called spatiotemporal 
ICS (STICS) maps the transport properties of fluorescently tagged proteins using 
correlation analysis of fluorescence intensity fluctuations in image series in space and 
time [235]. STICS can detect flow and directionally biased diffusion of proteins within 
subcellular regions and has been used to describe the integrin-actin linkage [236]. In its 
original form STICS was limited to measurement of flow velocities integrated over time 
windows of many image frames (typically 40 to 200 frames). This yielded vector maps of 
average flow velocities for the integrated time window and was appropriate to analyze 
systems in which the speed and direction of motion were relatively constant over the 
time interval. The retrograde flow in cellular protrusions of migrating cells, to which 
STICS was initially applied, is a good example of such a ‘stable’ system [236, 237, 397]. 
However, traditional STICS does not allow resolving temporal changes in direction or 
magnitude of fluorescence intensity signals in more ‘unstable’ systems like podosomes 
and podosome clusters.
Here we develop and apply an extension of the STICS technique, termed time resolved 
STICS (trSTICS), to measure the time evolution of spatiotemporal molecular dynamics 
of podosome components between individual podosomes in a cluster. By measuring 
changes in speed and direction of molecular motions for various podosome components 
over time, we reveal continuous flows of F-actin, vinculin and talin throughout the 
podosome clusters that are associated with podosome formation, dissolution and fission. 
Subsequent quantification of flow magnitudes demonstrates that actin network integrity 
and myosin IIA contractility are crucial for the generation of actin and vinculin flows but 
do not influence talin flow. Our findings show a previously unappreciated myosin IIA 
dependent mesoscale coordination of spatiotemporal dynamics of F-actin and vinculin in 
podosome clusters, which could provide a continuous feedback loop for the cell’s local 
protrusive activity. Finally, our results highlight the podosome cluster as an example of 
structured cytoplasm, where spatial sequestration and transport of vinculin and talin 
molecules may occur within the intricate actin network, guaranteeing the maintenance 
of the podosome cluster integrity and coordination over time. 
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Results
Time evolving spatial patterns of cytoskeletal components at podosome 
clusters
Spatiotemporal dynamics of individual podosome components have been established by 
fluorescence microscopy techniques [51, 395]. Here, we investigate whether mesoscale 
dynamics exist that directionally regulate transport and redistribution of podosome 
components throughout the cluster, allowing the cluster to function as a coordinated 
unit. First, we investigated the possibility of correlated oscillation patterns between 
podosomes within the same cluster. Therefore, we performed time lapse confocal 
microscopy of human primary DCs transfected with LifeAct-GFP, a genetically encoded 
F-actin binding probe [373], or vinculin-GFP and measured the fluorescence intensity 
of individual podosomes over time. Fluorescence intensity traces of neighboring and 
distant podosome pairs are plotted in figure 1A,B. We observed that distant pairs show 
no correlated fluctuations, while overlapping patterns were observed in the intensity 
traces of neighboring podosomes for both vinculin-GFP and LifeAct-GFP, suggesting 
the existence of short distance molecular communication between podosomes in the 
same cluster. Next, we performed kymograph analysis of vinculin-GFP time series (Fig. 
1C, Mov. S1) demonstrating that vinculin-GFP waves exist in the podosome cluster 
suggesting a regulated lateral displacement of vinculin (Mov. S1). 
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Figure 1. Podosome clusters show coordinated dynamics
DCs were transfected with LifeAct-GFP (A) or vinculin-GFP (B) and seeded in a glass bottom dish. Imaging 
was performed at a confocal microscope with 15 second frame intervals. Shown are the GFP fluctuations 
over time of three representative neighboring and distant podosome pairs per condition. For each pair both 
podosomes are represented in by a line. Data are normalized to the maximum intensity. DCs were transfected 
with vinculin-GFP (C) and seeded in a glass bottom dish. Imaging was performed at a confocal microscope with 
15 second frame intervals. Kymograph is shown of the indicated rectangular area. Scale bar represents 10 μm.
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To determine whether coordinated dynamics of podosome components also occur during 
de novo cluster formation, adherent DCs transfected with LifeAct-GFP were first treated 
with the microtubule disrupting drug nocodazole to induce global podosome dissolution 
followed by thorough washout of the drug that allows to precisely monitor the initial 
steps of podosome reassembly and subsequent cluster formation by time-lapse confocal 
microscopy [398] (Mov. S2). The time series of cluster reassembly, emphasized by the 
color coded outlines, as well as the corresponding kymograph analysis show that the 
formation of the podosome cluster is initiated from a few podosomes in the center of the 
DC ventral membrane and spreads out almost radially within a few minutes (Fig. 2A,B). 
Furthermore, in movie S3 and figure 2C we report an example of the lateral movement 
A 
2 min 4 min 6 min 8 min 10 min 14 min 12 min 
16 min 0 min 
B 
2 min 4 min 6 min 8 min 10 min 14 min 12 min 16 min 18 min 20 min 0 min 
C 
D 
22.5 min 0 min 
Figure 2. Coordinated dynamics of DC podosome clusters 
DCs were transfected with LifeAct-GFP (A) or vinculin-mCherry (D) and seeded in a glass bottom dish. Imaging 
was performed at a confocal microscope with 15 second frame intervals. Podosomes dissolution was induced 
by addition of 2 μg/ml nocodazole (A), which was washed away when the dissolution was complete. Time 
indications are from moment of washout (A) or start of experiment (D). The size and position of the clusters is 
plotted schematically over time in a color coding (A,D). Kymographs (B,D) of rectangular area indicated in (A) 
and (C). Scale bars represent 10 μm.
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of a whole podosome cluster in DCs transfected with vinculin-mCherry, seeded onto 
coverslips and imaged by time-lapse confocal microscopy. In the time trace, the cluster 
movement is indicated by the color coded outlines, which show the global translation of 
the podosome cluster from the bottom right to the upper left part of the image (Fig. 2C). 
In addition, the corresponding kymograph analysis shows that during this process, the 
podosomes do not move individually in the direction of the cluster movement, but the 
cluster movement is rather achieved by podosome formation at the front and dissolution 
at the rear (Fig. 2D), implicating some level of coordination throughout the cluster.
Collectively these observations indicate that within and throughout the podosome 
cluster, dynamic spatial patterns exist that involve several podosome components and are 
strongly suggestive of coordinated dynamics regulating the podosome cluster behavior 
as a whole. 
Directional flows of actin exist throughout the podosome cluster
To quantitatively verify whether spatial patterns of cytoskeletal components of 
podosome clusters exist, we applied trSTICS analysis on microscopy image time series 
of various fluorescently labeled podosome components. In this way, changes in speed 
and direction of molecular motions can be resolved over the imaging time scale and not 
averaged out. Since the waves of fluorescent intensity observed in podosome clusters 
appeared to constantly change direction and magnitude, we performed trSTICS analysis 
on shorter time correlation windows using a timeframe of interest (TOI) of 5 to 10 image 
frames, with the TOI window iterated sequentially by a single frame shift through the 
image series for each STICS analysis. The trSTICS yielded time evolving vector maps of 
transport which enabled us to study the temporal evolution of molecular dynamics in the 
podosome clusters (figure 3A). A more detailed explanation of the trSTICS technique can 
be found in the materials and methods, supplemental text and Fig S2. 
To study spatiotemporal dynamics of F-actin in podosome clusters we performed time 
lapse confocal microscopy of LifeAct-RFP and analyzed the resulting time series with 
trSTICS. Figure 3B and movie S4 show original images and the corresponding vector 
maps overlaid onto the immobile filtered version of the middle image in a TOI. The 
vectors indicate direction of flow and both the size and color scale indicate the flow 
magnitude. To confirm that the on/off kinetics of the LifeAct-GFP probe did not influence 
measurements of filamentous actin flow at podosomes, we compared trSTICS results 
of LifeAct-GFP and actin-GFP and found no observable differences (Fig. S2, Mov. S5). 
LifeAct-GFP vector maps show clear actin flow patterns in the podosome cluster and 
at the cell edges, but not in other parts of the cell where no LifeAct signal was detected 
(Fig 3B). Note that this vector map is calculated over a time window of 10 frames, which 
corresponds to 2.5 min imaging time, therefore the vector maps show an average flow 
over 2.5 min around the individual frames shown. Analysis of multiple TOIs shows that 
both direction and magnitude of actin flow change over time, indicating a highly dynamic 
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Figure 3. Time resolved STICS shows actin flux in podosome clusters
Schematic overview of time resolved STICS (A). Time series of fluorescently tagged podosome components 
with a frame time of 15 seconds (A1) were aquired. Each image was divided into 16x16 pixel regions of interest 
(ROIs) (2.24 μm x 2.24 μm) and adjacent ROIs were shifted four pixels to map the entire field of view. The 
time series was divided into 10 frame sized time of interest (TOIs) (2.5 min) and adjacent TOIs were shifted 
one frame to cover the entire image series (A2). For each ‘spatiotemporal block’ of 16 pixels by 16 pixels by 
10 frames (A3) the spatiotemporal autocorrelation is calculated for all possible image pairs. From the shift of 
the correlation peak as a function of time lag protein velocity was calculated [236]. For each ROI the velocity 
vector is plotted at the corresponding position on the immobile filtered version of the original image series 
(A4). The direction of the vector represents the direction of molecular motion whereas both the size and color 
of the velocity vector represent the magnitude. The STICS analysis is repeated for each TOI resulting in a time 
series of evolving vector maps (A5). DCs were transfected with LifeAct-RFP and seeded in a glass bottom dish. 
Imaging was performed at a confocal microscope with 15 second frame intervals. Time series (100 frames) were 
subjected to trSTICS analysis (B), results are shown as vector maps in which the arrows indicate direction of 
flow and both the size and color coding are representative of the flow magnitude. Vector maps are plotted onto 
the on the immobile filtered version of the image. Three vector maps from the inset are shown at different time 
points. Scale bar represents 10 μm.
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transport of F-actin throughout the podosome cluster (Mov. S5). Moreover, this flow is 
dependent on actin polymerization, because treatment with the actin polymerization 
inhibitor cytochalasin D (cytD) abrogates the actin flow of LifeAct-GFP (Fig. S3, Mov. S6). 
Next we investigated the actin flow during podosome formation, dissolution and fission. 
Figure 4A shows a time trace of a dissolving podosome with the corresponding vector 
maps. By simultaneously monitoring the actin intensity in the podosome and the flow 
magnitude occurring in the same region, we show that podosome formation coincides 
with an increase in flow magnitude. The new podosome is formed on the edge of the 
cluster at a position where there was no podosome before. This corresponds well to our 
earlier observation that actin flows do not occur outside podosome clusters. Consistently, 
directional flow of filamentous actin, as labeled by LifeAct-GFP, specifically starts in 
the region where a new podosome is initiated. We can exclude that the observed flow 
is due to diffusion of LifeAct-GFP monomers since their exchange and diffusion is very 
rapid in the order of milliseconds [373] and with a frame time of 15 s and a TOI size of 
10 frames we do not detect fast diffusion. During podosome dissolution a peak in flux 
magnitude can be seen at the moment of dissolution (Fig. 4A,B). This peak coincides with 
the last phase of the dissolution, showing that there is an increase in directed transport 
of F-actin during podosome dissolution. An example of podosome fission is shown in 
figure 4C. Before the onset of fission (1.5 min) radial flux is seen in all directions away 
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Figure 4. Time resolved STICS shows actin flux in during podosome formation, dissolution and 
fission
DCs were transfected with LifeAct-RFP and seeded in a glass bottom dish. Imaging was performed at a confocal 
microscope with 15 second frame intervals. Time series (100 frames) were subjected to trSTICS analysis (A), 
results are shown as vector maps in which the arrows indicate direction of flow and both the size and color 
coding are representative of the flow magnitude. Original images and corresponding vector maps plotted onto 
the immobile filtered version of the image are shown for the formation (B), dissolution (D) and fission (F) of 
podosomes. Fluorescence intensities (solid lines) of LifeAct-RFP and magnitude of flow (dotted lines) are plotted 
against time for the formation (C) and dissolution (E) events. Scale bar represents 1 μm
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from the existing podosome core. During the fission, the flux is directed from the existing 
podosome towards the new podosome showing that F-actin is transported toward the 
nascent podosome.
Additional trSTICS analysis was performed on movies of synchronized podosome 
formation after nocodazole washout (Mov. S7). This demonstrated the appearance of 
radiating actin traveling waves during podosome cluster formation. In fact, upon 
reassembly of the cluster a clear directionality in the F-actin flow can be seen pointing 
outward from the cluster center (Fig. S4). This supports the idea that the cluster is formed 
from a small central area and spreads out in all directions and indicates that podosome 
cluster growth is at least partially achieved by directional transport of actin filaments. It 
should be noted that the actin flow is maintained within the first minutes after addition 
of nocodazole, indicating that this process is not dependent on an intact microtubule 
network, which is disrupted within the first five min after addition of nocodazole (Fig. 
S5). 
Altogether these results demonstrate the existence of clear directional flow of filamentous 
actin throughout the podosome cluster and that this flow accompanies spontaneous 
events such as formation, dissolution and fission of podosomes.
The adaptor proteins talin and vinculin exhibit distinct flow patterns in 
podosome clusters
To investigate whether flows of cytoskeletal adaptor proteins occur throughout the 
podosome cluster, we analyzed DCs expressing vinculin-GFP or talin-GFP using time 
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Figure 5. Time resolved STICS shows ring component flux in podosome clusters
DCs were transfected with vinculin-GFP (A) or talin-GFP (B) and seeded in a glass bottom dish. Imaging was 
performed at a confocal microscope with 15 second frame intervals. Time series (100 frames) were subjected 
to trSTICS analysis, results are shown as vector maps in which the arrows indicate direction of flow and both 
the size and color coding are representative of the flow magnitude. Vector maps are plotted onto the immobile 
filtered version of the image. Three vector maps from the inset are shown at different time points. Scale bars 
represent 10 μm
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lapse confocal microscopy and subsequent trSTICS analysis (Fig. 5, Mov. S8 and S9). 
Both proteins exhibit clear flow patterns throughout the podosome cluster. The direction 
varies in different regions of the cluster, and similarly to LifeAct-GFP, the vector maps 
of vinculin-GFP (Fig. 5A) and talin-GFP (Fig. 5B) show flow only in the podosome cluster 
and at the cell edges, whereas no nonspecific flow is detected in the cytoplasm. Careful 
analysis of the vector maps reveals that the vectors appear in clear patterns throughout 
the cluster, with direction and magnitude being correlated between neighboring vectors 
and on the scale covering multiple proximal podosomes, suggesting coordination of 
transport at a level that goes beyond that of individual podosomes. Moreover, both the 
magnitude and direction of flow for vinculin and talin are temporally evolving showing 
that the transport of these adaptor proteins is very dynamic throughout the podosome 
cluster similar to what was observed for F-actin.
An excellent example of vinculin flow is given by the trSTICS analysis we performed on 
the moving cluster of a cell expressing vinculin-mCherry (Fig. S6). The resulting vector 
maps showed consistent flow of vinculin pointing exactly in the direction of the overall 
cluster movement (Mov. S10). This shows that even though individual podosomes do 
not actively move in the direction of the cluster displacement, their components are 
transported in the direction of the movement. 
These results highlight that besides the regulation of diffusion and recruitment of the 
adaptor proteins at the single podosome level, there is coordination of recruitment of 
vinculin and talin throughout the podosome cluster. 
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Figure 6. Myosin IIA-mediated contractility is essential for actin flux
DCs were transfected with LifeAct-RFP and seeded in a glass bottom dish. Cells were pretreated for 30 min 
with the myosin II inhibitor blebbistatin (A) or the Rho kinase inhibitor Y27632 (B), both at 20 μM. Blebb was 
only used in combination with red fluorescent probes exclusively exited with a 543 HeNe laser, because of 
the photoinactivation [392] and phototoxicity [374] of blebb when excited with blue (<500 nm) light [395]. 
Imaging was performed at a confocal microscope with 15 second frame intervals. Time series (100 frames) 
were subjected to trSTICS analysis, results are shown as vector maps in which the arrows indicate direction 
of flow and both the size and color coding are representative of the flow magnitude. Quantification of flow 
magnitude (C), graph represents the aggregate of at least 3 movies per condition. Magnitudes of all vectors 
within the podosome cluster are calculated and ROIs where no vector is fitted are given a magnitude of 
zero. Box plots show median ± interquartile range and whiskers indicate 10% and 90% percentiles. Asterisks 
indicated statistically significant differences (student t-test, p<0.05). Scale bars represent 10 μm.
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Podosome component flows differentially depend on myosin IIA activity
We have recently shown that podosome fluctuations are dependent on myosin IIA 
mediated tension, although the diffusion speed of podosome components, as determined 
by FRAP, is not controlled by myosin IIA activity [395]. To determine the contribution 
of myosin IIA to the actin and adaptor protein flows in the podosome cluster, we 
first treated LifeAct-RFP expressing DCs with blebbistatin (blebb), which is a specific 
inhibitor of myosin IIA, and acquired time series on a confocal microscope which were 
subsequently analyzed by trSTICS (Mov. S11). A representative image of LifeAct-RFP 
with its corresponding vector map after addition of blebbistatin is shown in figure 6A. 
Although some residual flow of F-actin was still present in the podosome cluster, there 
are many regions within the cluster where transport was hardly detectable. Moreover 
the remaining vectors were less correlated with their neighbors in terms of direction and 
magnitude, suggesting that these vectors represent noise rather than true molecular flow, 
as correlation between neighboring vectors is expected as a result of spatial oversampling 
during trSTICS analysis (see Materials and Methods and supplemental text for more 
details). To quantify this observation, we calculated the flow magnitude in podosome 
clusters of cells that were treated, or not treated, with blebb and found a significant 
decrease in F-actin flow magnitude upon myosin IIA inhibition (Fig. 6C), indicating that 
myosin IIA plays a crucial role in generating the F-actin flux throughout the podosome 
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Figure 7. Myosin IIA-mediated contractility is essential for vinculin but not talin flux
DCs were transfected with vinculin-GFP (A) or talin-GFP (B) and seeded in a glass bottom dish. Cells were 
pretreated for 30 min the Rho kinase inhibitor Y27632 at 20 μM. Imaging was performed at a confocal 
microscope with 15 second frame intervals. Time series (100 frames) were subjected to trSTICS analysis. 
Shown are original images and corresponding vector maps plotted onto the immobile filtered version of the 
image. The arrows indicate direction of flow and both the size and color coding are representative of the flow 
magnitude. Quantification of flow magnitudes for vinculin (C) and talin (D), graphs represent the aggregate of 
at least 2 movies per condition. Box plots show median ± interquartile range of all vector magnitudes within 
the podosome cluster, whiskers indicate 10% and 90% percentiles. Asterisks indicate statistically significant 
differences (student t-test, p<0.05). Scale bars represent 10 μm.
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cluster. This was further confirmed by the trSTICS analysis performed on LifeAct-RFP in 
DCs that were treated with the compound Y27632, a specific inhibitor of Rho kinase, the 
upstream activator of myosin IIA (Fig. 6B, Mov. S12). In accordance with direct myosin 
inhibition, we found that the mean flow speed was decreased upon Rho kinase inhibition 
(Fig. 6C), highlighting the role of myosin IIA activity in promoting F-actin flow within 
podosome clusters.
We recently demonstrated that vinculin and actin levels concertedly fluctuate in 
individual podosomes that grow or shrink in a myosin IIA dependent manner, whereas 
talin and actin levels did not show this strong correlation [395]. To investigate whether 
the flows of vinculin and talin were differentially dependent on myosin IIA activity, 
we transfected DCs with vinculin-GFP or talin-GFP, treated them with the Rho kinase 
inhibitor Y27632 and analyzed the acquired confocal time series with trSTICS. The vector 
map for vinculin-GFP in Y27632 treated cells shows that, similarly to LifeAct-GFP, there 
are large areas that do not show flow while the remaining neighboring vectors are less 
correlated (Fig. 7A, Mov. S13). This is confirmed by quantification of the vinculin-GFP 
flow magnitude which shows a reduced vinculin flow upon Rho kinase inhibition (Fig. 
7B). In contrast, the vector maps for talin after Y27632 treatment show no differences as 
compared to untreated cells (Fig. 7C, Mov. S14). Moreover, the magnitude quantification 
shows that talin flow speed is not affected by Rho kinase inhibition (Fig. 7D).
Collectively, these results indicate that Rho kinase and myosin IIA activity do not affect 
talin flow, but specifically modulate both F-actin and vinculin flow in podosome clusters.
Discussion
In this study we demonstrated that the cytoskeletal podosome components F-actin, 
vinculin and talin exhibit directed flow patterns in podosome clusters of adherent 
DCs. By exploiting a novel extension of the STICS technique, trSTICS, we showed how 
mesoscale cluster dynamics and individual podosome events are accompanied by specific 
temporal and spatial flow patterns of the various components. Finally, we demonstrated 
that the Rho kinase-myosin IIA axis specifically regulates the flow of vinculin and F-actin 
but not of talin. Our work provides insight into coordination of cytoskeletal component 
dynamics in podosome clusters and highlights trSTICS as a promising tool to study 
temporally evolving cytoskeletal protein flows.
Coordinated dynamics within podosome clusters have been described in macrophages, 
where old podosomes dissolve at the cell interior and new podosomes are formed at 
the leading edge [69, 71]. Moreover, in osteoclasts, podosomes are initially formed 
as small clusters which then collectively coalesce to form a ring-like structure that 
eventually becomes a belt [51]. The results reported here support and further extend 
these observations providing novel mechanistic insight that might explain how 
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individual podosomes within the same cluster communicate and transmit mechanical 
and biochemical information. 
Directed transport of integrins, cytoskeletal adaptor proteins and actin has been already 
described within individual FAs using multiple biophysical approaches such as STICS 
[236], fluorescence speckle microscopy [399] and more recently single particle tracking 
[400]. In contrast, biophysical evaluations of molecular dynamics in podosome clusters 
were limited. Here by trSTICS we quantified the spatiotemporal dynamics of F-actin, talin 
and vinculin, revealing clear directed flow patterns throughout podosome clusters. The 
traditional static version of STICS is limited to one specific time point and is therefore 
an excellent method to analyze systems in which the speed and direction of motion are 
relatively constant over time [235]. A ‘stable’ system such as the retrograde flow in cellular 
protrusions of migrating cells represented one of the first biological systems where STICS 
was applied [236]. In podosome clusters however the magnitude and direction of motion 
is only stable for up to a few minutes. Therefore, to analyze and understand the dynamic 
mechanisms of such a dynamic system, changes in speed and direction of molecular 
motions were measured. We calculated the vector maps from sequences of 10 images 
only. Using a confocal microscope with a frame time of 15 s, this resulted in a vector map 
that estimates the flow vectors over a 2.5 min period of time. At this time scale, podosome 
clusters are relatively stable entities (i.e. do not massively assemble or disassemble), 
although intensity fluctuations at the level of individual podosomes still occur [395]. 
Therefore, by applying trSTICS, we were able to study the evolution of vector maps and 
to capture the rapid dynamics of several components throughout a podosome cluster. We 
find opportune to point out that thanks to the specificity of LifeAct-GFP for F-actin [373], 
we can exclude that the dynamics detected by trSTICS derive from G-actin. Moreover, 
our 15 s sampling time does not allow us to pick up purely diffusional processes, such as 
diffusion of G-actin or unbound LifeAct-GFP molecules, as they occur at a much faster time 
scale, as also shown by previous FRAP experiments [395]. Therefore the flows detected 
by trSTICS are probably due to either transport of large complexes, as described for FAs 
[232], or to waves of actin polymerization occurring throughout the podosome cluster. 
The latter is an interesting hypothesis, as actin polymerization has been recently put 
forward as an essential mechanism regulating dynamics and recruitment of cytoskeletal 
adaptor proteins in podosome [362, 395]. Moreover, inhibition of actin polymerization 
by cytD largely abrogated the actin flow further supporting this hypothesis. In addition, 
the interconnecting actin network, recently revealed by dual-color super-resolution 
microscopy [394] and quickly dissolved upon cytD treatment [395], could serve as a 
transmission cable system among neighboring podosomes, thereby playing an essential 
role in the coordination of adaptor protein recruitment and redistribution throughout 
the podosome clusters. Since direction and magnitude of these flows appeared correlated 
between neighboring podosomes, a mesoscale coordination level within a podosome 
cluster is likely to exist. 
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Traveling waves of signaling molecules or macromolecular complexes have been 
recently identified as important ways to propagate cellular signals and organize cell 
responses. At the ventral membrane of various cells, waves of actin have been identified 
that represent a novel integrin-based adhesion complexes in fibroblasts and melanoma 
cells [401] and F-actin waves that are induced in neutrophils during migration towards 
a chemoattractant [402]. Of special interest is the recent observation that Cdc42 plays 
a key role in the generation of the F-actin waves in mast cells where a transition from 
traveling to standing waves of actin polymerization has been observed [403]. In the 
context of podosome dynamics, the podosome protrusion fluctuations resemble the actin 
standing waves, while the flows of components observed in the current study by trSTICS 
are reminiscent of the traveling waves. Cdc42 is already known to play a crucial role in 
the formation of podosomes [58]. In this study we show that Rho kinase and myosin II 
are essential for the flow of F-actin and vinculin in podosome clusters, pointing towards 
a possible role for RhoA, which is the key regulator of myosin IIA activity, in modulating 
the flows of podosome components. In fact, a local balance between the activities of small 
GTPases such as RhoA, Cdc42 and Rac has been shown to regulate podosome formation, 
dissolution and dynamics [53, 404-406] and might therefore function upstream of the 
observed waves for F-actin, vinculin and perhaps also talin.
Non-muscle myosin IIA has been associated with podosome clusters in macrophages and 
DCs [39]; [53], and its activity in the filamentous actin network was recently found to 
regulate podosome intensity fluctuations [395]. In contrast podosome overall composition 
and integrity as well as the intrinsic diffusion properties of actin, vinculin and talin 
within podosome clusters were not altered upon inhibition of myosin IIA activity [395]. 
Here we show that the F-actin flow in podosome clusters depends on myosin IIA activity. 
Therefore the decreased velocities observed upon myosin IIA block most probably relate 
to a global loss of podosome cluster dynamics, rather than a change in diffusion and 
binding kinetics of individual components.
Vinculin presence at podosomes is not myosin dependent, but relies on tension in 
the radiating actin network generated by actin polymerization in the core [395]. 
However, fluctuations of vinculin levels during podosome growth and shrinkage are 
abolished upon myosin IIA inhibition [395]. The current observation that vinculin flow 
also depends on myosin IIA activity once again confirms the tight interplay between 
vinculin and actin in podosomes that is also reflected in the nanoscale architecture of 
these structures [394]. The observation that myosin II activity is not essential for talin 
flux could be explained by the fact that talin binds integrin beta tails [382] and that 
talin recruitment to integrins happens independent of myosin IIA-mediated contractility 
[372]. Furthermore in FAs integrins, exhibit retrograde flow and talin has been shown 
to be co-transported with flowing integrins [397, 400]. The super-resolution microscopy 
data recently reported by our group showed a highly similar spatial organization of 
integrin and talin molecules throughout the podosome area [394]. Whether the flow 
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patterns observed for talin in podosomes also originate from co-transport with integrins 
is currently under investigation.
We show that during podosome cluster expansion and movement there is a consistent 
flow of cytoskeletal components in the direction of the newly formed podosomes. The 
correlation in the directionality occurs at a very large scale, across the whole podosome 
cluster, during formation of new podosomes, either at the edges of an expanding cluster or 
at the front of a moving cluster, indicating that the structural components of podosomes 
are directionally transported from existing podosomes towards newly formed ones. 
A question that emerges from our data is whether there is cross correlation between 
F-actin, vinculin and talin. For F-actin and vinculin we hypothesize that there dynamics 
will be directly linked for two reasons; oscillations in the F-actin content of a podosome 
directly correlates with oscillations in the vinculin content [395] and vinculin is localized 
to the core vicinity and actin filaments [394]. These observations together with our 
finding that both actin and vinculin flux is myosin IIA dependent, suggest a direct link 
between F-actin and vinculin dynamics, therefore it is highly likely that the transport 
through the cluster will be correlated as well. The cross correlation STICS method as 
described by Toplak et al. [237], extended with the time resolved approach, would be an 
excellent tool to study the cross correlation between podosome components. 
In summary, using trSTICS we show a previously unappreciated coordination of F-actin, 
vinculin and talin in podosome clusters and provides new insight into the dynamic 
regulation of the adhesive and protrusive apparatus of DCs. Our results highlight the 
podosome cluster as an example of structured cytoplasm, where spatial sequestration and 
transport of vinculin and talin molecules may occur within the intricate actin network, 
guaranteeing the maintenance and coordination of the podosome cluster integrity over 
time. 
Materials and Methods
Preparation of human DCs
DCs were generated from peripheral blood mononuclear cells as described previously [319, 320]. 
Monocytes were derived either from buffy coats or from a leukapheresis product. Plastic-adherent 
monocytes were cultured in RPMI 1640 medium (Life Technologies) supplemented with fetal 
bovine serum (FBS, Greiner Bio-one), 1 mM Ultra-glutamine (BioWhittaker), antibiotics (100 U/
ml penicillin, 100 μg/ml streptomycin and 0.25 μg/ml amphotericin B, Gibco), IL-4 (500 U/ml) and 
GM-CSF (800 U/ml) in a humidified, 5% CO2-containing atmosphere.
Antibodies and reagents
Rat anti-tubulin (clone YOL1/34, Novus Biologicals) and Goat anti-Rat IgG-Alexa488 (Invitrogen) 
were used to stain tubulin and Alexa633-conjugated phalloidin (Invitrogen) was used to stain 
F-actin. The following inhibitors were used: cytochalasinD (2.5 μg/ml, Sigma-Aldrich), blebbistatin 
(20 μM, Sigma-Aldrich), Y27632 (20 μM, Selleck) and nocodazole (2 μM, Sigma-Aldrich).
Mesoscale dynamics of podosomes  | 173 
8
Immunofluorescence
Cells were seeded on glass coverslips (EMS) and left to adhere for 4 h. Cells were fixed in 4% (w/v) 
paraformaldehyde in PBS for 15 min after which they were permeabilized in 0.1% (v/v) Triton X-100 
in PBS for 5 min and blocked with 2% (w/v) BSA in PBS. The cells were incubated with primary 
Ab for 1 hour. Subsequently, the cells were washed with PBS and incubated with Alexa Fluor 
488-labeled secondary antibodies and Alexa633-conjugated phalloidin for 45 min and washed with 
phosphate buffer prior to embedding in Mowiol (Sigma-Aldrich). Cells were imaged on a Leica 
DMRA fluorescence microscope with a 63 × PL APO 1.3 NA oil immersion lens and a COHU high-
performance integrating CCD camera (COHU, San Diego, CA).
Live cell imaging
Transient transfections were carried out with the Neon Transfection System (Invitrogen). 
Cells were washed with PBS and resuspended in 115 μl Resuspension Buffer per 0.5 × 106 cells. 
Subsequently, cells were mixed with 6 μg DNA per 106 cells per transfection and electroporated. 
Directly after, cells were transferred to WillCo-dishes (WillCo Wells B.V.) with prewarmed medium 
without antibiotics or serum. After 3 h, the medium was replaced by a medium supplemented 
with 10% (v/v) FCS and antibiotics. Prior to live-cell imaging, cells were washed with PBS and 
imaging was performed in RPMI without Phenol red. Transiently transfected cells were imaged 
on a Zeiss LSM 510 microscope equipped with a PlanApochromatic X63/1.4 NA oil immersion 
objective. The samples were excited with a 488-nm (GFP) argon and a 543-nm (RFP) NeHe laser. 
For dual color imaging experiments, images were acquired sequentially to prevent bleed through. 
Images (140 nm pixel size) were acquired every 15 s at 37°C with a 12.5 μs pixel time. For live-cell 
imaging experiments with blebb, cells were transfected with LifeAct-RFP and exclusively excited 
with a 543-nm NeHe laser to prevent photoinactivation [392] and phototoxicity [374] of blebb in 
combination with blue excitation light. Time series of Vinculin-mCherry were acquired on a Leica 
SP5 confocal system. Images (140 nm pixel size) were acquired every 15 s at 37°C at 100Hz scan 
speed, mCherry was excited with a 592 nm laser.
Image analysis
All image analysis was performed using Fiji [348]. Prior to podosome fluctuation analysis movies 
were registered allowing translation only, using the StackReg plugin [407] and bleach correction 
was performed. The podosome intensity was measured in a circular ROI with a 1.4 μm diameter. 
Prior to STICS analysis image stacks were registered, allowing translation only, using the StackReg 
plugin [407]. Only the vinculin-mCherry movie of a moving cluster was not registered, because the 
registration caused artifacts due to overcompensation of cell movement; however there was only a 
negligible amount of drift, so the movie could still be used for trSTICS analysis. In the supplemental 
movies of confocal time series with corresponding vector maps, the confocal time series is shown 
as a moving average of 10 frames to allow direct comparison with the vector map. Movies without 
vector map are shown as a moving average of 3 frames to suppress noise.
trSTICS analysis
We performed trSTICS on CLSM time series of fluorescently tagged LifeAct, vinculin and talin, 
acquired with a 15s time lag between frames. First, an immobile filter was applied to the entire 
image series to remove static components. Subsequently, each image was divided into 16x16 pixel 
ROIs (2.24 μm x 2.24 μm) and adjacent ROIs were shifted four pixels to map the entire field of view. 
The time series was divided into 10 frame sized TOIs (2.5 min) and adjacent TOIs were shifted 
one frame to cover the entire image series. In this way we had sufficient sampling of longer time 
lags, which we fitted up to τ = 8 to calculate magnitude and direction of flow as described earlier 
[236]. We also analyzed 5 frame TOI sizes, which still resulted in adequately fitted vectors, but the 
amount of noise vectors significantly increased (data not shown), which is probably due to low 
sampling of intermediate time lags and no sampling of time lags larger than 4. Noise vectors can 
be recognized as they are less correlated with their neighbors in terms of direction and magnitude. 
Due to the spatial oversampling of the trSTICS analysis (a spatial shift of 4 pixels per analysis 
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ROI), neighboring vectors are calculated partially from the same region of the movie (75% common 
overlap for adjacent vectors in the orthogonal x and y directions). Moreover, with trSTICS we are 
oversampling in time (90% common overlap in time with single frame iteration for a 10 frame TOI). 
Therefore, lack of correlation indicates that many of these random vectors are due to fits to noise 
peaks in the spatial correlation functions which happen to above the signal to noise threshold filter 
for eliminating noisy fits. Such vectors represent measurement noise rather than actual molecular 
flow and are expected when we push to the lower sampling limit in trSTICS with small ROIs and 
TOIs. We used the oversampling in the spatial directions to filter out noise vectors by setting a 
criterion for the similarity between each vector and its neighbors. Finally we plot all vectors on 
the corresponding frames of the immobile filtered image series. Details about the trSTICS method 
are described in the supplemental text and figure S1.
Statistical analysis
Statistical analysis was carried out with GraphPad Prism and Microsoft Excel. Data are presented 
as median ± interquartile range with 10 and 90 percentile whiskers for box plots. A Student’s t-test 
was used for comparison of two groups. Statistical significance was defined as p<0.05.
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Supplemental text
trSTICS analysis
We performed trSTICS on CLSM time series of dendritic cells expressing fluorescent protein 
conjugates of actin, vinculin and talin, acquired with a 15 s time interval between frames. trSTICS 
is an extension of the existing STICS technique [235-237], which was developed to measure the 
directed transport or flow of proteins inside living cells. STICS relies on calculating the spatio-
temporal pixel intensity fluctuation correlation function from regions of interest (ROI) in images of 
a time series to obtin vector maps of the flow of fluorescently tagged molecules. The time resolved 
(tr) version involves narrowing the time window of interest (TOI) and iterating the TOI window 
one frame at a time through the series in order to time resolve the vector mapping. In what follows, 
please refer to the figure for the visual examples.
Each ROI center is shifted in x and y by integer number of pixels, (Δx,Δy), in order to oversample 
the adjacent ROIs and produce a continuous variation in the vector field map (yellow square in 
Fig. S1B,D,E,F). This slight oversampling extracts the adjacent vectors which are very similar in the 
magnitude and the orientation, a feature that can be used for filtering the noisy outliers vectors 
(for procedure please refer below). TOIs are shifted by a defined integer number of frames, Δf, 
in time (Fig. S1E). Combined shifting of ROIs in space, (Δx,Δy), and TOIs in time Δt creates the 
spatiotemporally distinct ROI-TOI sub-stack (Fig. S1C). Applying STICS to each ROI-TOI produces 
the spatio-temporally defined vector at coordinates (iΔx,jΔy,kΔf), where (i,j,k) indicate the position 
of the region in the time series. In the current work, we selected 16 by 16 pixels regions by 10 frames 
and we shift the ROI-TOI by (Δx,Δy,Δf) = (4,4,1) pixels. This way we map out the whole field of 
view and entire image time series. Following sections detail the trSTICS procedure, step-by-step.
Immobile population removal 
Prior to trSTICS, the image series were processed in order to remove the immobile populations. 
The presence of an immobile population within the image series will introduce the unwanted 
stationary peak in the STICS correlation functions. This peak will skew the fitting of the overall 
correlation function for dynamics components and produce underestimates of the particles flow 
velocities. The filtering of the immobile population is done in the time frequency space, where the 
lowest (time) frequency component of each pixel in the image series, is set to zero, and the filtered 
sequence is transformed back to the time domain. The filtered intensity of each pixel is given by:
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where Fa and Fa −1 are the forward and inverse Fourier transforms with respect to the variable a, 
H1/T(f) is the Heaviside step function, which is 0 for f < 1/T and 1 for f > 1/T , f is the pixel frequency 
in time, and T is the total acquisition time of the image time series. For trSTICS, we apply the 
immobile filtering to the whole image time series, and not on separate ROI-TOIs. This way, we 
remove the global immobile population present in the time series (Fig. S5A,B).
STICS applied to the filtered ROI-TOI 
Following the immobile filtering, the STICS correlation function is calculated for each of the ROI-
TOIs, defined at coordinates (iΔx, jΔy, kΔf). The STICS correlation function is calculated using:
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where (M,N,T) are dimensions of ROI-TOI, which in current work (Fig. S5C) were chosen to be 
(16,16,10), the integer spatiotemporal lags or shifts for the STICS calculation are labeled (ζ,η,τ), the 
average intensity of ROI at t and t + τ are labeled <i>t and <i>t + τ respectively, while the intensity 
fluctuation of the pixel at position (x,y,t) is δi(x,y,t) = i(x,y,t)−<i>t. Equation 2 takes into account 
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the intensity fluctuations of all pairs of pixels separated by spatio-temporal lags (ζ,η,τ) and its 
computation can be CPU time consuming if implemented by the brute force calculation. However, 
there is a correspondence between the cross-variance (cross-correlation) and cross-spectrum 
of two signals and it is elegantly stated in the Wiener-Khinchin theorem [408, 409]. Therefore, 
computing the cross-correlation between a pair of images becomes less CPU intensive if images 
are fast Fourier transformed (FFT) and complex conjugate multiplied in the k-space, followed by 
inverse fast Fourier transformation (IFFT) to yield:
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where i(kx,ky,t) is the FFT of image i(x,y,t) defined in k-space by the wave vectors k = (kx,ky) and * 
is used to denote the complex conjugate of the Fourier transformed image.
Fitting the STICS correlation function 
At zero time lag the STICS correlation function from image series will have a 2D Gaussian shape 
with peak centred at zero spatial lag (ζ,η = 0). Depending of the fluorescent molecules migration 
mode (flow and/or diffusion) the correlation function will translate (flow only), spread isotropically 
(diffusion only) or translate and spread isotropically (flow and diffusion simultaneously) in spatial 
lag coordinate space as the time lag increases. Full details on STIC(C)S correlation function decays 
related transport were described previously [235, 237]. The general function used for fitting the 
STICS correlation function is a time translating and spreading 2D Gaussian function:
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where A(τ) and ωx,y(τ) are time dependent amplitude and e−2 radii in x and y directions, respectively. 
The time dependent peak position of the correlation function is specified by (vxτ,vyτ). Thus the fit 
peak positions vs. temporal lag τ can be used to calculate the vector of the velocity field for the 
given ROI-TOI. In the case of purely flowing particles, A(τ) and ωx,y(τ) will be independent of τ 
(i.e. constant), assuming no photobleaching. On the other hand, for simultaneously flowing and 
diffusing particles, as in the case of a biased random walk, the amplitude A(τ) will decay with τ 
while the square of the radii of the correlation function, ωx,y(τ) will grow linearly with τ. These 
can be used to calculate the diffusion coefficient of particles. In the current work only the peak 
position (ζpeak ηpeak) is extracted and characterized in order to extract the particles flow velocities 
for each ROI-TOI (Fig. S5D).
Filtering the outlier vectors
The STICS code implements several check tests to verify the statistical validity of a given correlation 
function fit and derived flow vector, prior to outputting the final vector map. For each temporal lag, 
τ, the radii ωx,y(τ) are compared to a set threshold value in order to remove the abnormally broad 
correlation functions. These can occur if a macroscopic object, larger than the PSF, migrates within 
the given ROI-TOI. We selected the threshold value of 10 pixels, since objects larger than this size 
will create a broadened correlation function.
If sequential fitting (at different τ) of the 2D Gaussian does not yield at least two values of valid τ lags 
(criteria above) that can be used to fit linearly vx,yτ vs. τ, then this ROI-TOI vector is assigned not-
a-number (NaN) value and not included in the vector map. The vectors that pass these criteria are 
compared to 8 of their nearest neighbors (neighborhood). The mean orientation and the standard 
deviation for a given neighborhood of vectors is calculated. The magnitude and orientation of a 
given vector is compared to the mean value of the neighborhood. If its value is outside of the 3 
standard deviations range from the mean, the vector is assigned (NaN) value. This ensures that the 
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vectors that passed the other filtering steps conform to the neighborhood range of orientation. The 
final vector maps display the vectors only in the relevant regions.
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Figure S1. Schematic overview of trSTICS analysis
Schematic overview of time resolved STICS. A) Time series of fluorescently tagged podosome components 
with a frame time of 15 seconds are aquired. B,C) Each image is divided into 16x16 pixel regions of interest 
(ROIs) (2.24 μm x 2.24 μm) and adjacent ROIs are shifted four pixels to map the entire field of view. The time 
series is divided into 10 frame sized time of interest (TOIs) (2.5 min) and adjacent TOIs are shifted one frame 
to cover the entire image series. D) For each ROI-TOI of 16 pixels by 16 pixels by 10 frames the spatiotemporal 
autocorrelation is calculated for all possible image pairs. The shift of the correlation peak is depicted at time 
labg τ=30, 75 and 135s. From the shift of the correlation peak as a function of time lag, protein velocity is 
calculated. For each ROI the velocity vector is plotted at the corresponding position on the immobile filtered 
version of the original image series. The direction of the vector represents the direction of molecular motion 
whereas both the size and color of the velocity vector represent the magnitude. The STICS analysis is repeated 
for each TOI resulting in a time series of evolving vector maps. The yellow square is drawn to scale in each 
panel. More details on the trSTICS can be found in the supplemental text.
Supplemental figures
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Figure S2. LifeAct-GFP can report actin flux in podosome clusters
DCs were transfected with actin-GFP (A) or LifeAct-GFP (B) and seeded in a glass bottom dish. Imaging was 
performed at a confocal microscope with 15 second frame intervals. Time series (100 frames) were subjected 
to trSTICS analysis and results are shown as vector maps in which the arrows indicate direction of flow and 
both the size and color coding are representative of the flow magnitude. Shown are the original images and 
corresponding vector maps plotted onto the immobile filtered version of the image. Scale bars represent 10 μm.
Figure S3. Actin polymerization and network integrity are essential for actin flux
DCs were transfected with LifeAct-GFP (A) and seeded in a glass bottom dish. Imaging was performed at a 
confocal microscope with 15 second frame intervals, after 50 frames 20 μM cytD was added and imaging was 
continued up to 100 frames. Time series were subjected to trSTICS analysis, images and corresponding vector 
maps plotted onto the immobile filtered version of the image are shown before and after addition of cytD. The 
arrows indicate direction of flow and both the size and color coding are representative of the flow magnitude. 
Quantification of flow magnitudes before and after addition of cytD is shown in (C) for three cells. Box plots 
show median ± interquartile range of all vector magnitudes within the podosome cluster, whiskers indicate 
10% and 90% percentiles. Asterisks indicated statistically significant differences (student t-test, p<0.05). Scale 
bar represents 10 μm.
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Figure S4. TrSTICS analysis of nocodazole washout induced podosome reformation 
DCs were transfected with LifeAct-GFP and seeded in a glass bottom dish. Imaging was performed at a 
confocal microscope with 15 second frame intervals. Podosomes dissolution was induced by addition of 2 μg/
ml nocodazole (A), which was washed away when the dissolution was complete. The resulting time series 
(300 frames) was split into 3 series of 100 frames, which were subjected to trSTICS analysis. Images and 
corresponding vector maps plotted onto the immobile filtered version of the image are shown before and during 
nocodazole treatment and during cluster reformation upon nocodazole washout. The arrows indicate direction 
of flow and both the size and color coding are representative of the flow magnitude. Scale bar represents 10 μm.
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Figure S5. Kinetics of microtubule disruption and reformation in nocodazole treated DCs before 
and after washout
DCs were seeded onto coverslips and treated with 5 μg/ml nocodazole. After one hour nocodazole was washed 
away. Cells were fixed at the indicated time points and immunolocalizations of tubulin and F-actin are shown. 
Scale bar represents 10 μm.
Figure S6. TrSTICS analysis of lateral podosome cluster movement
DCs were transfected with vinculin-GFP and seeded in a glass bottom dish. Imaging was performed at a 
confocal microscope with 15 second frame intervals. The resulting time series was subjected to trSTICS 
analysis. Image and corresponding vector map plotted onto the immobile filtered version of the image are 
shown. The black arrow in the left panel indicates the direction of lateral podosome cluster movement. The 
arrows in the vector maps indicate direction of flow and both the size and color coding are representative of 
the flow magnitude. Scale bar represents 10 μm.
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Understanding the molecular mechanisms that shape an immune response is fundamental 
to understand our immune system. Antigen-presenting dendritic cells (DCs) are key 
regulators of the immune system: in peripheral tissues, they recognize foreign antigens, 
subsequently migrate towards the lymph nodes to activate naïve T cells and initiate 
an immune response. During their life cycle they have to accomplish all these tightly 
regulated tasks in a coordinated fashion. Processes like migration, antigen uptake, 
processing and subsequent presentation are fast, with many components that change 
their molecular and cellular organization in time and space. Since these processes take 
place in distinct subcellular compartments that are organized at the micro and nanoscale, 
visualization of these processes is key to understanding their coordination, regulation 
and function. In this thesis, by exploiting a variety of fluorescence-based bioimaging 
techniques with a high spatiotemporal resolution, I have studied the dynamics of various 
cellular processes occurring at membranes or involving the cytoskeleton of immune 
cells. The results, presented in this thesis, provide novel and original insights into the 
biophysical aspects of processes such as phagocytosis, G-protein coupled receptor 
(GPCR) signaling, podosome dynamics and immunological synapse (IS) formation. 
Membrane dynamics 
A large variety of signal transduction processes are initiated by proteins or lipids located 
at the plasma membrane. Binding affinity of receptors for their ligands and changes in 
receptor expression levels are not enough to explain the fine-tuning and integration of cell 
signaling responses. It is by now well-established that regulation of signaling threshold 
and duration also requires local nanoscale changes in receptor lateral organization and 
mobility within the plasma membrane [163, 164]. In part 2 of this thesis we studied 
dynamics of membrane lipid remodeling and lateral receptor mobility. 
Lipid remodeling and protein recruitment and mobility
Many cellular processes are initiated at the plasma membrane where a complex mixture 
of lipids, proteins and carbohydrate structures composes the outer layer of the cell. The 
lipids in the plasma membrane were long considered as an inert organelle that provides 
the cell with a boundary between inside and outside, but it is now clear that lipids 
function as spatial organizers of proteins, regulators of protein recruitment and second 
messengers in many signaling cascades [410]. 
In chapter 3 we demonstrated that phagocytosis can be modulated by cytokines secreted 
into the extracellular environment, through cross-talk between membrane-bound uptake 
and signaling receptors such as the Fcγ and IL-4 receptors. Furthermore, we showed that 
the effects of the direct IL-4 signaling at the onset of phagocytosis lead to a different 
phagosomal phenotype, which could initiate the alternative activation of macrophages 
(MФs). In this process lipid remodeling of the phagosome is an essential mechanism that 
can contribute to regulate phagosome signaling, composition and consequential fate. 
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In fact, several studies have recently put forward lipid remodeling within the plasma 
membrane as an important regulatory strategy for a variety of cellular processes. Besides 
the studies from Grinstein and colleagues demonstrating the dynamic remodeling of 
phagosomal lipids during phagocytosis of IgG-coated particles [248, 411] that inspired the 
studies reported in chapter 3, local changes in membrane lipid composition have recently 
been reported also during TCR activation. Local changes in the lipid composition of 
TCR microclusters have been shown to render the CD3ε cytoplasmic domain accessible 
during early stages of T cell activation by favoring the release of the CD3ε domain from 
the membrane [412]. More recently, Shi and colleagues demonstrated that local binding 
of Ca2+ to the phosphate group in anionic phospholipids at physiological concentrations, 
neutralizes the phospholipid negative charge thus maintaining CD3ε away from the 
inner leaflet and contributing to the amplification of CD3 phosphorylation during 
TCR triggering [413]. Clearly, besides the lipid raft composition, charges of the inner 
leaflet lipids also play a regulatory role at the nanoscale during T cell activation. TCR 
triggering and local nanoscale lipid remodeling therefore occurs during the formation 
of the IS and most likely plays a role also during the centripetal dynamic recruitment 
of TCR microclusters towards the cSMAC. Considering the tight interplay between the 
TCR and CD6 reported in chapter 5, it would be interesting to investigate whether 
CD6 lateral mobility, phosphorylation and interaction with the TCR are also affected 
by local remodeling of the plasma membrane lipid environment. Our preliminary data 
using lipid raft disrupting drugs such as methyl-β-cyclodextrin (MCD) and cholesterol 
oxidase (COase) did not show any differences in the recruitment of CD6 to anti-
CD3 micropatterned surfaces with respect to untreated cells, suggesting that global 
rearrangements of lipid rafts does not affect CD6 behavior (data not shown). Whether 
nanoscale changes in inner leaflet lipid charges affect CD6, as reported for CD3, remains 
to be established.
The plasma membrane lipid nanoenvironment can be affected also by the insertion 
of certain fatty acid chains into the bilayer. A typical example is the insertion of 
polyunsaturated fatty acids like omega-3 and omega-6, which are taken up with the diet 
and have been shown to affect lipid raft composition as well as cortical actin remodeling 
and receptor signaling [414-416]. In fact, uptake of dietary fatty acids has been already 
reported to affect T cell function [417]. Remodeling of plasma membrane lipids can 
also be pharmacologically induced. Interestingly, therapeutic levels of medicines like 
lovastatin, which is known to lower cholesterol levels, were shown to interfere with Ras 
signaling [418], while the effects of antidepressant drugs were found to be mediated by 
the acid sphingomyelinase (SMase)-ceramide system leading to a decrease in ceramide 
content [419]. Although these studies did not specifically analyze changes in the lipid 
composition of the plasma membrane induced by the drugs, ceramide is known to 
alter the biophysical properties of cellular membranes [420]. It is therefore tempting 
to speculate that these global alterations in cellular lipids will also impact plasma 
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membrane organization and eventually lipid remodeling and receptor function. Finally, 
in various pathological situations such as pathogen infection or inflammatory bowel 
disease, activation of SMase activity is induced with consequent ceramide formation 
[421, 422], strongly suggesting that lipid remodeling under pathological conditions could 
also interfere with membrane receptor activity and signal transduction. 
Unfortunately, studies involving lipid domain composition and dynamics are still very 
challenging, due to the physicochemical properties of these molecules that render them 
highly mobile, thus difficult to be imaged by current techniques. Moreover, lipids are 
quite resistant to normal fixation agents, thus preventing their staining with standard 
techniques. Later on in this chapter, I will discuss in more details the challenges that 
current bioimaging techniques will have to face in the near future, which include also the 
detailed investigation of membrane lipid domain composition and dynamics.
Membrane receptor lateral mobility and signaling: a story of aggregation, 
confinement and the cytoskeleton
DCs are crucial for the regulation of innate and adaptive immune responses. The lipid 
mediator prostaglandin E2 (PGE2) plays a key role in regulating DC differentiation, 
maturation and migration [289]. How PGE2 can yield such a variety of responses is still 
poorly understood. DCs sense PGE2 through the two GPCRs EP2 and EP4, which can 
both initiate multiple signaling modules [102, 104, 106]. With a combination of imaging 
techniques and quantitative cell biological assays, in chapter 4 we demonstrated that 
crosstalk between EP2 and EP4 originates at the plasma membrane through reciprocal 
control of their lateral mobility. Furthermore, we showed temporal segregation of 
downstream signaling events and establishment of distinct cAMP production profiles of 
EP2 and EP4. We proposed that dynamic crosstalk of EP2 and EP4 regulates the interaction 
with downstream signaling partners determining the extent of cAMP response and 
ultimately fine-tuning the cell’s response to increasing concentrations of PGE2. 
Understanding the mechanism which leads to the cross talk of EP2 and EP4 dynamics 
at the plasma membrane is important in order to predict and control the PGE2 response 
in DCs. A plausible crosstalk mechanism is direct interaction between EP2 and EP4 at 
the plasma membrane. Although contradicting results have been described about the 
monomeric/oligomeric nature of GPCRs [423-425], there is growing evidence indicating 
that GPCRs form dimers or even higher oligomers [426-428]. However, using FRET and 
cocapping experiments, we were not able to detect increased interactions between EP2 
and EP4 upon PGE2 stimulation (chapter 4). This could mean that the interactions are 
very dynamic and the methods we used are not sensitive enough to detect these transient 
interaction events. One way to detect transient receptor interactions is by dual color 
single particle tracking (SPT) which has been used to study dimerization of erbB1 [187]. A 
disadvantage of such an approach is that in order to perform SPT, a low labeling density 
of the protein of interest is essential to be able to follow individual molecules [190], 
which makes the chance of observing rare interactions relatively small. To overcome 
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this problem, a fast line scanning hyperspectral microscope (HSM), which combines the 
narrow emission spectra of quantum dots (QDs) with ultrafast spectral imaging to resolve 
up to eight fluorescent species in one image, can be used for multicolor QD tracking 
[200]. When applied to single particle tracking, this permits a high labeling density and 
therefore higher probability to image molecular interactions. Full hyperspectral images 
can be captured up to 27 fps, providing the spatial, spectral and temporal resolution 
to enable multicolor SPT of membrane receptors labeled with QDs [200]. A detailed 
description of the working principles for the HSM is provided later on in this chapter. 
Using the HSM, we investigated the dynamic EP2-EP4 interactions before and within 
the first few minutes after PGE2 stimulation. We transfected human embryonic kidney 
293 (HEK293) cells with EP2 and EP4 that contained a HA or FLAG tag, respectively, at 
their extracellular N-terminus. We performed single transfections to study homotypical 
interactions as well as co-transfections to look at heterotypical interactions, and labeled 
the receptors using different wavelength (λ) QDs that were monovalently conjugated to 
anti-HA or anti-FLAG Fab fragments (Fig. 1A). QD-labeled receptors were imaged at the 
HSM and 4D (x,y,λ,t) time series were captured at 27 fps (Fig. 1B). As already described 
by Cutler and colleagues [200], we carried out SPT by localizing each emitter by fitting 
the center of emission (x,y,λ) to a 3D Gaussian distribution and constructing trajectories 
from the found QD positions by frame to frame linking and gap-closing (Fig. 1C,D). 
Although the majority of the trajectories showed fast free diffusing receptors, we did 
observe long-lived homo- and heterodimers of EP2 and EP4 both before and at different 
time points after the addition of PGE2. Examples of such homo- and heterodimers are 
shown in figure 2A,B,C in which trajectories of two interacting molecules are plotted, 
with the color coding representing the detected emission wavelength. We also observed 
EP2 and EP4 molecules that did not show correlated motion, as seen for the dimers, 
but that rather stayed within small distance from each other for prolonged periods 
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Figure 1. Experimental setup HSM of EP2 and EP4
A) HEK293 cells expressing HA-tagged EP2 and FLAG-tagged EP4 are labeled with different wavelength (λ) 
Qdots, which are monovalently conjugated to anti-HA or anti-FLAG Fab fragments. B) A 4D image series (x,y, 
λ,t) is acquired using hyper-spectral line-scanning microscopy at 27 fps. C) The centroid of emission (x, y, λ) of 
each particle, in each frame is determined by fitting a 3D Gaussian. D) Trajectories are build from localizations 
by frame to frame connections and gap-closing.
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of time (Fig. 2D), indicating co-confinement instead of dimerization. In chapter 4 we 
showed that the mobility of EP4 is influenced by the presence of EP2, but this influence 
only occurs after PGE2 stimulation. Since we detect heterodimers of EP2 an EP4 also 
in the absence of PGE2, dimerization is most likely not initiated upon stimulation and 
therefore in itself cannot be the main cause of the crosstalk. However, it is tempting to 
speculate that the influence of EP2 on the mobility of EP4 is because of direct interactions 
between the two receptors. It is possible that the kinetics of dimer formation change 
as a result of PGE2 stimulation, thereby altering the effect EP2 exerts at the mobility 
of EP4. To assess the dimerization kinetics we are currently implementing Hidden-
Markov model analysis of different states (i.e. free, co-confined and dimer) that pairs of 
molecules can occupy, similarly to the approached already published by Low-Nam and 
coworkers [187]. Moreover, we are investigating the role of the actin and microtubule 
cortical cytoskeleton in modulating these interactions. Our results will hopefully give 
insight into the underlying mechanism of EP2-EP4 crosstalk and the regulation of PGE2 
responses by dynamic GPCR interactions at the plasma membrane of DCs.
High density particle tracking by HSM would also be an excellent approach to study the 
dynamic interactions between the TCR and its co-receptors during the formation of the 
EP2 homodimer 
EP2-EP4 co-confinement 
A 
EP4 homodimer B 
C 
D 
660 
540 
560 
580 
600 
620 
640 
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(λ) nm 
EP2-EP4 heterodimers 
Figure 2. Examples of EP2 and EP4 homo- and hetero-interactions
Trajectories of two interacting molecules are plotted for an EP2 homodimer (A), an EP4 homodimer (B), two 
EP2-EP4 heterodimers (C) and co-confimement of EP2 and EP4 (D). All trajectories are plotted on a 3D axes 
where the horizontal axes represent the x-y position of the particle (in pixels) and vertical axis represents the 
time (given by frame number). The color coding of the trajectories indicates the detected emission wavelength 
and the scale bar in D is representative for all plots.
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IS. In fact, with this approach we could monitor not only several receptors simultaneously 
but also a GFP-tagged cytoplasmic components, which could be signaling molecules such 
as LAT or Lck or ZAP-70 involved in TCR signaling or cytoskeletal proteins like actin or 
syntenin-1 or lipid-binding peptides like the ones use in chapter 3 to probe nanoscale 
lipid remodeling of the inner leaflet during this process. 
Spatiotemporal dynamics of podosomes 
Podosomes are dynamic, membrane localized adhesion structures involved in 
extracellular matrix (ECM) sensing and degradation that are thought to facilitate cell 
migration through barriers such as the vascular endothelium. Podosomes consist of 
a dense, protrusive actin core, an adhesive ring of integrins and cytoskeletal adaptor 
proteins such as vinculin and talin. Individual podosomes are highly dynamic, and they 
organize into large clusters in which neighboring podosomes are interconnected by actin 
filaments. In this thesis we describe contributions of actin polymerization and myosin 
IIA induced tension on dynamics of podosome components in individual podosomes 
and clusters. 
Podosomes as mechanosensors
In chapter 7 we investigated the coordination between the podosome actin core and 
the ring of cytoskeletal adaptor proteins. We showed that the dynamic oscillations of 
actin in the core and the mechanosensitive proteins vinculin and zyxin in the ring are 
coupled via the actin network that surrounds the core. An important assumption for 
this model is that the actin core is connected to the actin network. In which way these 
two actin structures are connected remains to be established, however, there are several 
candidate proteins that could provide the link. Recently, two formins FNML-1 and mDia2 
have been found to be essential for podosome formation [429, 430]. Formins are actin 
nucleating proteins that are controlled by Rho GTPases [431]. Interestingly, the formin 
FNML-1 was shown to form a capping structure on top of the podosome core [430]. The 
cytoskeletal adaptor protein zyxin might also play a role in the connection between actin 
core and radiating filaments. Zyxin is known to localize to stretched actin filaments and 
can recruit actin regulators including the podosome component vasodilator-stimulated 
phosphoprotein (VASP) [388]. Zyxin has been implicated in the modulation of cell 
adhesion and motility, and is hypothesized to be a mechanosensor in integrin-mediated 
responses to mechanical force [387, 432]. In chapter 6 we found that, although zyxin 
has always been considered a podosome ring component, its actual localization is much 
more proximal to and basically overlapping with the outer rim of the core. This is exactly 
the region where the connection between the core actin and the radiating actin network 
must be established. 
Recently, our group has exploited dual-color direct stochastic optical reconstruction 
microscopy (dSTORM) to study podosome architecture at the nanoscale, unraveling 
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differences in the spatial distribution of the integrin αMβ2, talin and vinculin and 
in their localization with respect to the core and the radiating actin filaments [394]. 
More specifically, podosomes were shown to comprise a dense actin core supported by 
radiating actin filaments that are reinforced by vinculin and anchored onto a layer of 
homogeneously distributed islets of integrin-bound talin (Fig. 3) [394]. Dual color super-
resolution microscopy of zyxin or formins together with actin could therefore provide 
novel detailed information on the actual core-network linker.
A B Actin αMβ2 Merged 
Actin Talin Merged 
Actin Vinculin Merged 
C 
Figure 3. Dual-color dSTORM reveals nanoscale organization of podosomes 
A) dSTORM reconstruction of a part of a podosome cluster labeled for F-actin with podosome cores and 
associated network clearly visible. B) Dual-color dSTORM images of F-actin and αMβ2 (top), talin (middle) or 
vinculin (bottom). C) Proposed model of a podosome cluster based on dual color dSTORM super-resolution 
microscopy. Podosome cores are characterized by enormously dense F-actin. The integrin αMβ2 and talin are 
localized in small islets homogeneously distributed within a podosome cluster but completely excluded from the 
podosome core areas. This carpet of presumably primed αMβ2 islets is ready to bind to the extracellular matrix 
as well as to interacting proteins on the cytosolic side of the membrane. Furthermore, vinculin is selectively 
localized within close vicinity of the podosome F-actin core and along the interconnecting actin filaments. 
Since vinculin is known to simultaneously bind to actin and talin, we propose that these vinculin molecules 
bind to active, stretched talin that is bound to the integrins and is under tension. The tension is generated by 
podosome core growth within the actin filaments that radiate from the cores and attach to the ventral plasma 
membrane, potentially functioning as core stabilizers. Actin filaments also interconnect neighboring cores 
indicating that forces can be transmitted and redistributed over a large range among the podosomes within 
the cluster. This model combines the protrusive and adhesive properties of individual podosomes as well as 
the mechanosensing abilities of the clusters at the mesoscale. Tension-dependent adjustment of the adaptor 
protein levels within the αMβ2 and talin islets represents a dynamic and highly efficient mechanism for the 
coordination and feedback regulation of mesenchymal migration within DCs. Adapted from [394].
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The preference of super-resolution above more classical RNA interference approaches 
is due to the fact that podosome formation and dynamics are regulated by an intricate 
interplay of many components. Knocking out one of these components often results in 
lack of formation of podosomes which would obviously prevent us from investigating 
their dynamics. A possible alternative approach could be chromophore-assisted laser 
inactivation (CALI), which uses a laser to photoinactivate a specific dye molecule, 
causing local damage to a protein of interest by the generation of hydroxyl radicals 
within 15 Å [433, 434]. In this way, due to the short penetration distance of the radicals, 
only the proteins which fall within the diameter of the laser spot are inactivated. By 
the laser intensity, a non-function-blocking antibody is converted into an inactivating 
reagent with high spatial and temporal resolution. In particular a modification of CALI, 
called micro-CALI, which can focus the laser beam such that only a 10 μm spot in a cell 
can be photo-activated, allows comparisons with non-irradiated areas of the same cell 
that serve as internal control [435]. CALI has been successfully used to interfere with 
cytoskeletal dynamics during cell motility or shape change [436] and could therefore 
be optimized to investigate local alteration of selected podosomes within a cluster of 
one living cell. The possibility to use either antibodies conjugated to CALI compatible 
dyes or fusion proteins like Killer Red [437, 438] genetically conjugated to the protein of 
interest will allow some flexibility in the choice of chromophores to be used in studies 
of podosome dynamics.
The interconnection between neighboring podosomes through the radiating actin 
filaments populated by mechanosensitive vinculin molecules clearly suggests the 
existence of a structural framework that could facilitate transmission of mechanical 
forces throughout the cluster. An emerging theory of the mechanosensing function 
of the cellular cytoskeleton is the tensegrity model [439, 440]. Tensegrity, which was 
first described by architect Buckminster Fuller [441], refers to network structures that 
mechanically stabilize themselves through use of a tensile stress on structural elements 
that resist being compressed. A tent is a good example of a tensegrity system in which the 
poles are structural elements and the fabric and the guy ropes are the tensile elements. In 
a cell the tensile elements are the actomyosin contractile fibers, whereas the structural 
elements are load-bearing microtubules and rigid actin structures [442]. As microtubules 
are not a direct structural component of podosomes, it is tempting to think that the thick 
actin core could fulfill this role (Fig. 4). The fact that the core actin is highly branched and 
interconnected and does not contain myosin II, further strengthens this idea. Tensegrity 
systems are extremely capable of mechanosensing and mechanotransduction as all 
elements are mechanically linked and stress and deformation on one side can lead to 
structural changes on the other side of the system. Interestingly, integrins were shown 
to be much more force resistant than other membrane receptors [443]. Therefore, I would 
like to propose podosomes as a tensegrity structure in which the core is the rigid, force 
resistant part, which can grow as a result of actin polymerization (Fig. 4). It is coupled 
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via tensile actin fibers to the integrins that bind to the extracellular matrix. Both the core 
growth as well as actomyosin contraction in the surrounding region will exert a force 
on the integrins that resist this force through reinforcement of the adhesion complex. 
Therefore the increased tensional stress in the filaments will result in a net outward force 
that the core will exert on the membrane towards the extracellular region. Mechanical 
feedback about the compliance of the extracellular region will be transmitted through 
the core and the fibers, back to the integrins. If the extracellular region is stiffer than 
the podosome core, the core cannot protrude, but the mechanical feedback could lead 
to activation of matrix metalloproteases as described for invading cancer cells, thereby 
allowing protrusion into stiff substrates [444]. A combination of imaging and possibly 
mathematical models might provide final evidence of podosomes being tensegrity 
structures, extremely suited to fulfill mechanosensing, mechanotransduction and 
protrusive functions. 
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Figure 4. Podosomes as tensegrity structures 
A podosome can be envisaged as a tensegrity structure in which the core is the rigid, force resistant part, 
which can grow as a result of actin polymerization. It is coupled, through unknown anchor proteins, via 
tensile actin fibers to the integrins that bind to the extracellular matrix. Both the core growth as well as 
actomyosin contraction in the surrounding fibers will exert a force on the integrins, which resist this force 
through reinforcement of the adhesion complex that acts as the second anchor point. The increased tensional 
stress in the filaments will result in a net outward force that the core will exert on the membrane towards 
the extracellular region, here depicted as an impenetrable glass substrate. Mechanical feedback about the 
compliance of the extracellular region will be transmitted through the core and the fibers, back to the integrins. 
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Mesoscale dynamics of podosome clusters
In chapter 8 we showed that a mesoscale coordination of actin, talin and vinculin exists 
in podosome clusters by performing spatiotemporal image correlation spectroscopy 
(STICS) of podosome components in a time resolved manner. The static version of STICS, 
i.e. the traditional STICS limited to one specific time point, is an excellent method to 
analyze systems in which the speed and direction of motion are relatively constant over 
time. The retrograde flow in cellular protrusions of migrating cells, to which STICS 
was initially applied, is a good example of such a ‘stable’ system [236]. However, we 
showed that in podosome clusters the magnitude and direction of motion is only stable 
for up to a few minutes. To analyze and understand the dynamic mechanisms of such 
a system, changes in speed and direction of molecular motions must be measured. By 
applying STICS in a time resolved manner we showed how mesoscale cluster dynamics 
and individual podosome events are accompanied by specific temporal and spatial flow 
patterns of the various components. Moreover, we demonstrated that the Rho kinase-
myosin IIA axis regulates the flow of vinculin and F-actin but not of talin. It would be 
interesting to see whether flow also occurs at faster time scales such as the fast stiffness 
oscillations of podosome cores, which occur with a period of a few seconds [70]. Also 
zyxin, which we showed in chapter 7 to be exchanged within podosomes very rapidly, 
could potentially show faster flow patterns. To accomplish this, STICS analysis could be 
applied to a fast camera based imaging system such as total internal reflection (TIRF) 
microscopy to increase the temporal resolution of trSTICS even further. 
A question that emerges from our data is whether there is cross-correlation between 
F-actin, vinculin and talin flow. For F-actin and vinculin we hypothesize that their 
dynamics will be directly linked for two reasons: in chapter 7 we showed that oscillations 
in the F-actin content of a podosome directly correlates with oscillations in the vinculin 
content, and our STORM studies showed that vinculin is localized at the core rim and 
along the actin filaments (Fig. 4) [394]. These observations, together with our finding 
that both actin and vinculin flow are myosin II dependent, suggest a direct link between 
F-actin and vinculin dynamics, therefore it is highly likely that the transport through 
the cluster will be correlated as well. The cross correlation STICS method as recently 
described by Toplak et al. [237] extended with the time resolved approach used here 
would be an excellent tool to study the cross correlation between podosome components. 
However, the localization of F-actin, vinculin and talin in podosome clusters is very 
different; in fact, in chapter 6 we showed that whereas F-actin is mainly present in 
the core, the adaptor proteins are completely excluded from it. Moreover, the spatial 
organization of vinculin and talin is very different, with vinculin being present close to 
the core rim and along the actin network fibers, and talin forming more a carpet-like 
area, with holes at the sites of podosome cores [377, 395]. It might therefore be difficult 
to obtain a good cross correlation function from images of these proteins. An alternative 
would be to look at the correlations of the vector maps of both proteins rather than 
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calculate a direct cross correlation. This would give insight into whether the spatial 
patterns observed for these proteins are the same, and the underlying mechanisms are 
similar for all three proteins.
Using trSTICS we have shown the existence of wave-like flow patterns of F-actin, vinculin 
and talin throughout the podosome cluster. Traveling waves of signaling molecules or 
macromolecular complexes have recently been identified as important ways to propagate 
cellular signals and organize cell responses and as such ventral F-actin waves have been 
characterized in various cell types [402, 445-447]. However, the function of ventral 
F-actin waves and the mechanism of formation of these waves are poorly understood. 
In fibroblasts these F-actin waves were shown to require a cycle of integrin engagement 
and disengagement to the extracellular matrix for their formation and propagation 
[401]. In contrast to the waves we observe in podosome clusters, ventral actin waves 
in dictyostelia were shown to occur in a myosin II independent way [448], suggesting 
that different mechanism might regulate F-actin wave formation. Of special interest is 
the recent observation that the small GTPase Cdc42 plays a key role in the generation 
of F-actin waves in mast cells where a transition from traveling to standing waves of 
actin polymerization has been observed [403]. In the context of podosome dynamics, 
the podosome protrusion fluctuations resemble the actin standing waves observed by 
Wu and colleagues, while the flows of components observed in the current study by 
trSTICS are reminiscent of the traveling waves. Further investigation of the role of 
integrin engagement and the role of small GTPases is needed to unravel the mechanism 
by which the spatial patterns of F-actin revealed by trSTICS are initiated and maintained. 
Podosomes in three dimensions 
Although the dual-color dSTORM approach has given valuable insights into the 
distribution of podosome components [394], 3D information was lacking. Recently, 
several methods have been described to also determine the z-position of fluorophores 
with tens of nanometer accuracy, thereby obtaining 3D information about molecular 
structures [449]. Various approaches to obtain this 3D information have been used, 
including the use of a PSF that is asymmetrical in the z-dimension [450, 451], splitting 
different z-planes onto different regions of a detector [452] or by the use of interferometry 
[453]. The latter has been used to resolve the 3D ultrastructure of focal adhesions, 
revealing different layers of protein organization in which for instance the polarized 
localization of talin was shown [389]. We have recently exploited 3D STORM based 
on dual focal plane imaging [450, 454] to image podosome actin at the ventral site of 
DCs overall confirming the observations obtained by 2D STORM (Fig. 5). With the 3D 
approach we directly observed the variation in height among podosomes, which was 
not possible using conventional microscopy, due to the poor z-resolution. It would be 
very interesting to exploit this approach to see whether a hierarchical organization of 
adhesion complex proteins exists in podosomes. Furthermore, a better understanding of 
the 3D organization of other podosome components, such as the other adaptor proteins 
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paxillin and zyxin, or the localization of microtubules, formins and myosin IIA would 
give a better understanding of the structure-function relationship of these proteins 
within podosomes. 
The next obvious step would be to image podosomes of DCs within real tissues, however 
imaging in thick biological samples or tissues is still a major challenge in fluorescence 
microscopy. This is also the main reason why it remains difficult to assess the relevance 
and existence of podosomes in vivo. In fact, a few laboratories have only recently 
addressed this issue, and despite some controversy, focal adhesions have been observed in 
a (semi) physiological 3D environment and shown to be quite similar to the 2D situation 
[455, 456]. Similar efforts have been made for podosomes, which have been shown to be 
formed on substrates other than glass and in 3D conditions, mostly maintaining the same 
composition observed in 2D [393, 457-459].
There are several reasons why imaging in 3D tissue environment is challenging, 
the penetration of visible light into tissues is poor due to scattering and tissues are 
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Figure 5. 3D STORM of podosomes 
Immature DCs were seeded on glass coverslips for 3 hr, fixed and stained with Alexa Fluor 565-conjugated 
phalloidin to visualize actin. Shown is the 3D-STORM reconstruction of a part of a representative podosome 
cluster with podosome cores and associated network. The height information is displayed in a color coding, 
with blue representing fluorophores localized close to the glass substrate and red indicating fluorophore 
localized further away from glass substrate, and higher into the cell. The top image shows a 2D projection of 
color coded localizations. The bottom image shows a 3D projection of the same area with the white open arrow 
indicating a high podosome, and the black closed arrowhead indicating a low podosome. Scale bar represents 
1 μm.
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optically heterogeneous and therefore cause aberrations of the wavefront leading to 
poor image quality. During the last decade, multiphoton excitation has been applied to 
image immune responses and cellular adhesion in 3D tissues and live animals [460, 461]. 
Multiphoton microscopy exploits the fact that a fluorophore can be excited by multiple 
photons if their combined energy is the same as the excitation wavelength. Since the 
energy of a photon is inversely proportional to its wavelength, much higher wavelengths 
can be used then in single photon excitation. Higher wavelength light is scattered much 
less in biological tissues and therefore the penetration depth is much larger allowing 
imaging in thick biological samples. Another advancement in deep tissue imaging is the 
application of adaptive optics [462]. In adaptive optics the excitation wavefront is shaped 
in order to correct for aberrations caused by inhomogeneity of the refractive index of 
the tissue and is a method that was originally designed for uses in astronomy [463]. 
Hopefully, the combination of multiphoton imaging and adaptive optics imaging could 
yield the resolution necessary to provide unambiguous proof of the in vivo existence of 
podosomes in various cell types and tissues. This will be of key importance to establish 
the existence and unravel the function of podosomes and podosome clusters in vivo.
Advanced fluorescence microscopy: the challenges ahead
Individual proteins and protein complexes are too small to be resolved directly by light 
microscopy because of the inherent diffraction limit. Many cellular structures and 
processes can therefore not be observed using conventional fluorescence microscopy. In 
the past two decades many methods have been developed to circumvent this diffraction 
limit either by using so called super resolution microscopy that allows fluorophores to 
be resolved with up to 10 nm precision or by using dynamic imaging methods that, by 
extrapolation, can yield information about dynamic processes occurring at spatial scales 
below the diffraction limit. These methods have already provided immunology research 
with novel insights and will continue to do so in the next decades. Here, we discuss some 
of the current and future challenges that imaging and image analysis approaches are 
facing as the complexity of many cellular processes is unveiled. 
The resolution of a light microscope is determined by its point spread function (PSF), 
which is the blurry shaped spot one fluorophore gives in an image. An image of multiple 
fluorophores, like a cell labeled for a certain protein is a convolution of the PSF with 
the locations of each fluorophore present in the sample, thereby not allowing resolving 
the locations of individual fluorophores. The earliest method that has been described 
to break the diffraction limit is stimulated emission depletion (STED), which uses a 
donut shaped depletion laser beam to force the molecules in the outer ring of the PSF 
to the ground state resulting in a much smaller focal laser spot then in a conventional 
microscope [464]. Another way to image cells with nanometer precision is localization 
microscopy. This method has been simultaneously developed by three research groups 
and relies on localizing individual fluorophores with accuracy up to 20 times better than 
diffraction limited microscopy methods can achieve [465-467]. Other super-resolution 
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methods include near field scanning optical microscopy (NSOM) [468], which uses near 
field excitation by a nanometer aperture, structured illumination microscopy (SIM) [469], 
which uses characteristic signal variation in the fluorescence response from illumination 
with a striped pattern, and Bayesian analysis of blinking and bleaching (3B analysis) [470], 
which uses computational methods to calculate probabilities of fluorophore positions 
from bleaching and blinking statistics. The repertoire of superresolution techniques is in 
fact quickly developing to meet the diverse needs of the cell biology and immunology 
communities, and high spatiotemporal resolution imaging has provided these fields with 
valuable insights into the regulation of many processes at the subcellular level. However, 
microscopy approaches so far are a trade-off between imaging the sub-diffraction 
molecular organization or the dynamics of coordinated interactions between proteins. 
Exciting advances are made by accelerating acquisition in localization microscopy 
and merging with SPT to study dynamics of individual proteins in the context of their 
environment, like for example SPT-photo-activated localization microscopy (SPT-PALM) 
[471, 472]. High speed localization microscopy and multiple particle tracking using 
HSM permits the tracking of numerous subsets of proteins in succession and therefore 
observe heterogeneity in protein dynamics at different locations in the membrane. More 
specifically, fast line scanning HSM combines the narrow emission spectra of quantum 
dots (QDs) with ultra-fast spectral imaging to resolve up to eight fluorescent species 
in one image thus allowing multicolor QD tracking [200] (Fig. 1,2). This permits a high 
labeling density and therefore collection of statistically significant datasets as well 
as higher probability to image rare molecular interactions. The HSM as described by 
Cutler and colleagues [200] exploited for the EP2 and EP4 studies described above is 
designed in the following way: a 488 nm excitation beam passes through a dichroic 
mirror, is focused by an objective and forms a line focused at the sample plane. The QD 
fluorescence emission passes through the dichroic mirror and into a spectrometer, which 
distributes the light onto an EMCCD camera, such that the camera contains information 
about the position (x) along the excitation line in one direction and about the emission 
wavelength (λ) in the other direction. The excitation laser line is scanned through the 
sample and at each position an exposure is captured. In this way one hyperspectral 
image is composed of a series of images in which each frame contains information 
about x and λ and represents one y position. Full hyperspectral images can be captured 
at 27 fps, providing the spatial, spectral and temporal resolution to enable multicolor 
SPT of multiple membrane receptors labeled with QDs [200]. The use of the 488 nm 
excitation laser beam also allows the imaging of GFP-tagged proteins and QDs at the 
same time, so that membrane receptors and key intracellular fluorescent proteins could 
be simultaneously detected. This will be especially instrumental to capture the dynamic 
interactions between membrane receptors and cortical cytoskeleton components or 
various downstream signaling molecules.
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To fully understand protein and lipid dynamics, their mobility should be probed in three 
dimensions. Even membrane proteins and lipids, which are generally considered to move 
in a 2D plane, exhibit 3D mobility as a result of membrane topography. Novel approaches 
to three-dimensional (3D) molecular tracking are being developed that make use of CCD 
cameras [473-475]. Although these camera-based techniques are able to capture 3D 
molecular motion, they are still limited in their Z-tracking range to approximately 1 μm 
from a fixed focal plane. Significant advantages are offered by 3D molecular tracking 
with confocal feedback that is not limited by the depth of field of the objective (1−2 μm), 
but rather by the travel of the stage (10 μm) and ultimately by the working distance of 
the objective [476, 477]. This increased Z-tracking range enables following motion of 
biomolecules throughout the entire volume of mammalian cells. 
As the optical tools and instrumentation develop, novel or improved fluorescent dyes and 
labeling strategies have to be developed to increase multicolor capability and facilitate 
longer and faster live cell imaging [478-481]. Lipid labeling is still a demanding challenge, 
however new efforts are being made to provide new options for imaging of nanodomains 
and lipid–protein interactions [482-484]. At the same time, the absolute need for new 
dedicated analysis algorithms [485, 486] as well as storage and handling of huge data 
files is becoming more and more evident. We anticipate that in the coming decade the 
ongoing developments will enable the true nano-imaging of molecular processes in cells.
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Het immuunsysteem
Ons lichaam wordt elke dag geconfronteerd met gevaar van buitenaf, zoals virussen en 
bacteriën en gevaar van binnenuit zoals transformatie van eigen cellen tot kankercellen. 
Om dit gevaar te bestrijden beschikken we over een geavanceerd afweersysteem: 
het immuunsysteem. Het immuunsysteem wordt onderverdeeld in het aspecifieke 
en het adaptieve immuun systeem. De eerste verdedigingslinie wordt gevormd door 
de aspecifieke arm van het immuunsysteem, welke met name bestaat uit cellen die 
algemene kenmerken van ziekteverwekkers kunnen herkennen. Deze cellen kunnen 
de ziekteverwekkers uitschakelen door deze in zich op te nemen, via een proces dat 
fagocytose heet, om ze vervolgens te vernietigen. Ook kunnen deze cellen stoffen 
(cytokinen) uitscheiden die de adaptieve arm van het immuunsysteem activeren. De 
adaptieve immuniteit wordt gevormd door B en T cellen. Elk van deze B en T cellen bezit 
unieke receptoren op hun celoppervlak die één specifiek stukje van een ziekteverwekker 
herkennen. Door een proces van selectie en vermenigvuldiging kan binnen een paar 
dagen na infectie een grote hoeveelheid specifieke B en T cellen worden geproduceerd. 
Deze cellen kunnen zeer selectief de ziekteverwekker uitschakelen. 
Dendritische cellen
De cel die de belangrijkste schakel vormt tussen de aspecifieke en adaptieve immuniteit 
is de dendritische cel (DC). DC’s bevinden zich in alle weefsels van ons lichaam, waar 
ze continue bezig zijn gevaar op te sporen. Zodra ze een virus, bacterie of kankercel 
hebben ontdekt nemen ze deze in zich op door middel van fagocytose. Ze ondergaan 
een metamorfose, een proces wat maturatie wordt genoemd, waarbij ze veranderen van 
een cel die gevaar op kan sporen in een cel gespecialiseerd in het activeren van andere 
immuuncellen. Ze verplaatsen zich (migreren) vanuit de weefsels via de lymfevaten 
naar de dichtstbijzijnde lymfeklier, waar de B en T cellen zich bevinden. Doordat de 
DC stukjes van de ziekteverwekker, antigenen genoemd, op zijn oppervlak presenteert 
worden de T en B cellen, die deze specifieke ziekteverwekker herkennen, geactiveerd. 
De B en T cellen gaan zich vermenigvuldigen en verspreiden zich door het lichaam om 
de ziekteverwekker onschadelijk te maken.
Microscopie
Om de hier boven beschreven processen te kunnen bestuderen moeten we de cellen en 
moleculen die hierbij een rol spelen visualiseren. Deze cellen en moleculen zijn veel te 
klein om met het blote oog waar te nemen, maar door middel van microscopie kunnen 
we deze wel zien. Voor het onderzoek beschreven in dit proefschrift hebben we gebruik 
gemaakt van fluorescentie microscopie, waarbij we een of meerdere moleculen in een cel 
visualiseren door er een fluorescent label aan vast te maken. Omdat cellulaire structuren 
en eiwitten heel dynamisch zijn en hun bewegingen essentieel zijn voor de functie die 
ze uitvoeren hebben we levende cellen bestudeerd. We hebben verschillende methoden 
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gebruikt om de dynamiek van eiwitten en structuren waar te nemen. Een van deze 
methoden is ‘single particle tracking’ (SPT), waarmee de dynamiek van enkele receptoren 
op het celoppervlak bestudeerd kan worden. Bij SPT worden een paar receptoren op het 
celoppervlak gelabeld met een fluorescent molecuul, waarna we met een hele snelle 
en gevoelige microscoop deze losse moleculen kunnen zien. Door heel snel plaatjes te 
maken kunnen we de bewegingen van deze losse moleculen volgen en de manier waarop 
ze bewegen analyseren (Fig. 1A). Deze techniek hebben we in hoofdstuk 4 toegepast om 
naar de dynamiek van receptoren op het celoppervlak van DC’s te kijken. Een andere 
techniek die we hebben gebruikt is ‘spatio-temporal image correlation spectroscopy’ 
(STICS). Met deze methode kan ook de beweging van fluorescente moleculen in een cel 
worden gemeten, maar, anders dan bij SPT waarbij wordt gekeken naar losse moleculen, 
wordt bij STICS aan de hand van fluctuaties in de intensiteit van heel veel eiwitten 
tegelijk hun beweging gemeten. STICS analyse geeft informatie over de richting en 
snelheid waarmee moleculen in de cel bewegen. Hierdoor kunnen bewegingspatronen 
van eiwitten worden bestudeerd in verschillende delen van de cel (Fig. 1B). In hoofdstuk 
8 beschrijven we de STICS toepassing om golfbewegingen in het celskelet te bestuderen. 
In dit proefschrift laten we zien dat deze geavanceerde microscopietechnieken veel 
waardevolle informatie kunnen opleveren over verschillende processen in immuuncellen. 
A)  Single particle tracking B) Spatio-temporal image 
 correlation spectroscopy 
frame 1 
frame 4 
frame 2 
frame 5 
frame 3 
Figure 1. Single particle tracking en spatio-temporal image correlation spectroscopy
A) Bij SPT worden op een cel (weergegeven met de witte stippellijn) een paar receptoren gelabeld met een 
fluorescent molecuul. Deze receptoren worden gedetecteerd als felle spotjes van fluorescente intensiteit. Door 
snel achter elkaar plaatjes van de cel te maken kan de beweging van de receptoren worden gevolgd. Naderhand 
kan het afgelegde pad van elke receptor worden gereconstrueerd. Het pad afgelegd door een receptor is heer 
weergegeven met de blauwe lijn. B) Bij STICS wordt de beweging van fluorescente moleculen in een cel 
gemeten aan de hand van fluctuaties in de intensiteit van heel veel moleculen tegelijk. Het plaatje laat een DC 
zien met fluorescent label aan actine moleculen. In het midden van de cel bevindt zich een podosoomcluster. De 
pijlen geven de resultaten van de STICS analyse van de beweging van actine weer. De pijlen staan in de richting 
waarin de actine moleculen bewegen en zowel de kleur als de grootte van de pijlen duidt de snelheidt aan. 
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Dynamiek van lipiden en membraaneiwitten
In deel twee van dit proefschrift beschrijven we ons onderzoek naar het celmembraan 
van immuuncellen. Het celmembraan bestaat uit een dubbele laag vetmoleculen (lipiden). 
Dit membraan vormt de afscheiding tussen de binnenkant van de cel, het cytoplasma 
genoemd, en de buitenkant. In het celmembraan bevinden zich eiwitten die door het 
membraan heen steken en zo stoffen buiten de cel kunnen herkennen en waarnemen. 
Deze eiwitten noemen we receptoren. 
Tijdens fagocytose wordt (een stukje van) een ziekteverwekker opgenomen in een cel. 
Hierbij strekt het celmembraan zich uit tot de ziekteverwekker volledig wordt omsloten 
door het membraan, waarna het zich afsplitst en de ziekteverwekker zich in een eigen 
membraan binnen in de cel bevindt. Het membraan dat de ziekteverwekker omsluit 
noemen we het fagosomale membraan. In hoofdstuk 3 beschrijven we hoe de lipiden in 
het fagosomale membraan veranderen zodra de ziekteverwekker gefagocyteerd wordt. Er 
vindt een proces plaats waarbij de negatieve lading van de lipiden langzaam steeds groter 
wordt. Door de verandering van deze lading kunnen er steeds andere eiwitten binden aan 
het fagosomale membraan. Deze eiwitten zorgen er onder andere voor dat de zuurgraad 
in het fagosoom steeds lager wordt, waardoor de ziekteverwekker gedood en afgebroken 
wordt. We hebben ontdekt dat de negatieve lading van het fagosomale membraan minder 
snel toeneemt wanneer cellen gestimuleerd worden met de signaalstof interleukine-4 
(IL-4). Dit heeft als gevolg dat de zuurgraad langzamer verlaagd wordt, waardoor de 
ziekteverwekker langzamer afgebroken wordt. We vermoeden dat dit tot gevolg heeft dat 
de antigenen van de ziekteverwekker beter door de cel gepresenteerd kunnen worden, 
omdat er meer tijd is om ze op de receptoren te laden die voor presentatie zorgen. 
DC’s hebben twee receptoren op hun celoppervlak waarmee ze het molecuul 
prostaglandine E2 (PGE2) kunnen herkennen. Voor DC’s is PGE2 belangrijk tijdens het 
maturatie proces, het zorgt ervoor dat de DC’s goed kunnen migreren vanuit de weefsels 
naar de lymfeklier. In hoofdstuk 4 beschrijven we dat EP2 en EP4 op een verschillende 
manier zorgen voor de productie van het signaaleiwit cyclisch AMP (cAMP), wat 
essentieel is voor de respons van cellen op PGE2. Door gebruik te maken van SPT hebben 
we ontdekt dat de bewegingen van EP2 en EP4 in het celmembraan verschillend zijn. 
EP4 wordt trager als het PGE2 bindt, terwijl EP2 met dezelfde snelheid blijft bewegen. De 
bewegingen van receptoren in het membraan zijn belangrijk voor hun interacties met 
intracellulaire signaaleiwitten, wat waarschijnlijk verklaart waarom de verschillen in 
mobiliteit van EP2 en EP4 ook leiden tot verschillen in productie van cAMP. Tevens laten 
we zien dat EP2 en EP4 elkaars mobiliteit beïnvloeden en daarmee waarschijnlijk kunnen 
zorgen voor een afstemming van de cellulaire respons op PGE2. Bovendien hebben we 
ontdekt dat buisvormige eiwitstructuren, microtubuli genaamd, belangrijk zijn voor de 
dynamiek van EP4 en de productie van cAMP. Onze resultaten dragen bij aan een beter 
begrip van de verschillende functies van en de samenwerking tussen EP2 en EP4 in het 
verzorgen van de cellulaire respons op PGE2.
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In hoofdstuk 5 beschrijven we de rol van het eiwit CD6 tijdens de activatie van T 
cellen door DC’s. CD6 is een receptor op T cellen die betrokken is bij de activatie van 
T cellen en kan binden aan het eiwit ALCAM op dendritische cellen. De herkenning 
van antigenen door T cellen wordt gedaan door de T cel receptor (TCR). Elke T cel 
heeft een andere TCR zodat hij specifiek is voor één bepaald antigeen. Als een T cel in 
een lymfeklier een antigeen herkent wat door een DC wordt gepresenteerd bindt de 
T cel aan de DC. Hierbij wordt een synaps gevormd, de immunologische synaps (IS) 
genaamd. In dit hoofdstuk laten we zien dat CD6 en de TCR een interactie aangaan 
zodra een van beide wordt gestimuleerd. Ook laten we zien dat tijdens de vorming van 
de immunologische synaps CD6 clusters vormt samen met de TCR. Onze resultaten laten 
zien dat CD6 een belangrijke rol speelt als co-receptor van de TCR tijdens de vorming 
van de immunologische synaps. 
Dynamiek van podosomen: golven en oscillaties van het cytoskelet
In deel drie van dit proefschrift beschrijven ons onderzoek naar podosomen. Podosomen 
zijn opgebouwd uit het eiwit actine en zijn onderdeel van het celskelet (cytoskelet) 
van DC’s (Fig. 2). Actine komt in de cel voor als losse moleculen (monomeren) en als 
actinefilamenten (ook wel microfilamenten genoemd), wat polymeren van actine zijn. 
Podosomen zien eruit als kleine ronde pilaartjes die als het ware tegen de buitenkant van 
de cel aandrukken. Deze pilaartjes noemen we de kern van een podosoom en deze worden 
omgeven door een ring van receptoren, integrines genaamd. Integrines kunnen hechten 
aan structuren buiten de cel, zoals de extracellulaire matrix die zich in weefsels tussen 
cellen bevindt. De integrines worden via een complex van eiwitten, het adhesie complex, 
en via actinefilamenten gelinkt aan de podosoomkern (Fig. 2). Op de actinefilamenten 
bevindt zich het eiwit myosine, wat de filamenten kan samentrekken. Podosomen zijn 
10 µm 
Kern 
(actine) 
Ring 
(vinculine) 
Actine 
Vinculine 
0.7 - 0.8 µm 
0.1 - 0.2 µm 
Figure 2. Dendritische cellen met podosomen
DC’s zijn gehecht aan een dekglaasje en actine (rood) en het vinculine (groen) zijn fluorescent gelabeld. Een 
podosoom is uitvergroot weergegeven, waarbij het duidelijk te zien is dat hij bestaat uit een kern en een ring. 
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heel dynamisch, ze oscilleren continue, wat wil zeggen dat de kern steeds groter en 
kleiner wordt door toevoeging of afbraak van actinefilamenten. Ook worden er door een 
cel continu podosomen afgebroken en nieuwe podosomen gevormd. Over de rol van 
podosomen in DC’s bestaat veel discussie, maar men gaat ervan uit dat ze belangrijk zijn 
voor DC’s om zich te verplaatsen in weefsels om hun omgeving af te tasten. 
In hoofdstuk 6 beschrijven we een algoritme wat we hebben ontwikkeld om podosomen 
te herkennen in plaatjes, genomen met een fluorescentiemicroscoop. De meest gebruikte 
methode om podosomen te visualiseren is door actine aan te kleuren. Echter, actine is 
niet alleen aanwezig in podosomen maar ook in andere structuren in de cel, wat het 
automatisch identificeren van podosomen bemoeilijkt. Ons algoritme maakt gebruik 
van lokale en algemene drempelwaardes voor de actine intensiteit om structuren te 
herkennen, waarna er op basis van grootte en vorm wordt besloten of iets een podosoom 
is of niet. We laten zien dat het algoritme ongeveer 80% van alle podosomen in een cel 
kan herkennen, waarmee het vergelijkbaar presteert als menselijke podosoomexperts. 
Ter vergelijking, het algoritme doet over het herkennen van podosomen in een plaatje 14 
seconden, waar experts bijna een uur nodig hebben. We laten zien dat ons algoritme zeer 
geschikt is om podosomen te tellen en om de structuur van podosomen te onderzoeken. 
In hoofdstuk 7 beschrijven we een toepassing van het algoritme om de samenstelling 
van podosomen te analyseren. 
In hoofdstuk 7 hebben we de rol van actine en myosine op de samenstelling en oscillaties 
van podosomen onderzocht. Door myosine uit te schakelen hebben we laten zien dat het 
geen invloed heeft op de samenstelling van zowel de ring als de kern van podosomen. 
Myosine speelt wel een essentiële rol bij het in stand houden van podosoomoscillaties. 
We hebben ook aangetoond dat de actinefilamenten die de ring met de kern verbinden 
belangrijk zijn voor de oscillaties. Echter, in tegenstelling tot myosine, hebben de 
actinefilamenten wel een grote invloed op de samenstelling van de ring. Als laatste 
hebben we kunnen aantonen dat sommige eiwitten van het adhesiecomplex (vinculine 
en zyxine) mee oscilleren met de kern, terwijl anderen (taline en paxilline) veel stabieler 
zijn. Omdat van vinculine en zyxine bekend is dat ze pas binden in het adhesiecomplex 
wanneer de actinefilamenten onder spanning staan vermoeden we dat de groei van de 
podosoomkern een spanning veroorzaakt in de actinefilamenten die verantwoordelijk is 
voor het binden van deze eiwitten in het adhesiecomplex. Taline en paxilline zijn niet 
afhankelijk van deze spanning in actinefilamenten en functioneren waarschijnlijk als 
signaaleiwitten en als ankerpunten voor het binden van vinculine en zyxine. 
Podosomen in DC’s zijn altijd georganiseerd in clusters. In hoofdstuk 8 beschrijven 
we hoe de bewegingen van actine en eiwitten in het adhesiecomplex gecoördineerd zijn 
in deze clusters. We hebben hiervoor een nieuwe uitbreiding van de STICS techniek 
ontwikkelend waarmee we kunnen kijken hoe bewegingspatronen van eiwitten 
veranderen in de tijd. We laten zien dat actine, vinculine en taline golfbewegingen 
vertonen in podosoomclusters. Ook laten we zien dat als een podosoomcluster zich 
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verplaatst, deze eiwitten zich bewegen in de richting van de verplaatsing van het cluster, 
terwijl individuele podosomen niet bewegen. Als laatste laten we zien dat de golven van 
actine en vinculine afhankelijk zijn van myosine, dit in tegenstelling tot de golven van 
taline die niet myosine-afhankelijk zijn. Onze resultaten laten voor het eerst zien dat er 
een coördinatie is van bewegingen van eiwitten in podosoomclusters. We vermoeden dat 
deze coördinatie nodig is voor een cel om enerzijds zijn omgeving te kunnen aftasten en 
anderzijds te kunnen migreren door complexe weefsels in ons lichaam. 
Conclusie en vooruitblik
In hoofdstuk 9 worden de resultaten van het onderzoek, zoals beschreven in dit 
proefschrift, samengevat. We kunnen concluderen dat voor veel functies van DC’s, zoals 
fagocytose, migratie en T cel activatie, eiwitten en vetzuren op een complexe, snelle 
en dynamische manier moeten samenwerken. Om deze processen te begrijpen is het 
essentieel gebruik te maken van geavanceerde microscopie, om zo de dynamiek en 
structuur in kaart te kunnen brengen. 
In hoofdstuk 9 blikken we ook vooruit op inzichten die nieuwe microscopietechnieken 
zullen verschaffen in de biologische processen die in dit proefschrift zijn beschreven. 
Zo laten we de eerste resultaten zien van hyperspectrale microscopie, waarmee we SPT 
hebben gedaan met 8 kleuren tegelijk. Dit gaf ons de mogelijkheid om interacties tussen 
EP2 en EP4 direct waar te nemen. Verdere analyse van deze data zal meer inzicht geven 
in de manier waarop deze twee receptoren samenwerken om de cellulaire respons op 
PGE2 te regeluren. Ook laten we de eerste plaatjes zien de we gemaakt hebben met 
een drie dimensionale super-resolutie microscoop. Met deze microscoop kunnen we 
cellulaire structuren tot een paar nanometer (10 miljoenste centimeter) nauwkeurig in 
beeld brengen. Met deze microscoop hebben we plaatjes gemaakt van podosomen waarin 
we heel duidelijk de hoogteverschillen tussen podosomen kunnen zien. De vooruitgang 
in de ontwikkeling van dit soort microscopen zal ons in de toekomst nog veel meer leren 
over de allerkleinste structuren in de cel.
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