Although long considered a natively endowed and fixed trait, working memory (WM) ability has recently been shown to improve with intensive training. What remains controversial and poorly understood, however, are the neural bases of these training effects and the extent to which WM training gains transfer to other cognitive tasks. Here we present evidence from human electrophysiology (EEG) and simultaneous transcranial magnetic stimulation and EEG that the transfer of WM training to other cognitive tasks is supported by changes in task-related effective connectivity in frontoparietal and parieto-occipital networks that are engaged by both the trained and transfer tasks. One consequence of this effect is greater efficiency of stimulus processing, as evidenced by changes in EEG indices of individual differences in short-term memory capacity and in visual search performance. Transfer to search-related activity provides evidence that something more fundamental than task-specific strategy or stimulus-specific representations has been learned. Furthermore, these patterns of training and transfer highlight the role of common neural systems in determining individual differences in aspects of visuospatial cognition.
Introduction
Training on working memory (WM) tasks has been shown to improve performance on the same and related tasks and, in some cases, generalizes to other cognitive domains (Olesen et al., 2004; Jaeggi et al., 2008 Jaeggi et al., , 2011 Chein and Morrison, 2010) . Although frontoparietal systems associated with cognitive control have been implicated in WM training and transfer (Olesen et al., 2004; Dahlin et al., 2008; Takeuchi et al., 2010) , the neural bases of these effects remain poorly understood. In the present study, we investigated whether transfer of WM training to other cognitive tasks (near transfer) and domains (far transfer) depends on plastic change within this frontoparietal circuit, and between it and extrastriate regions important for stimulus processing. We used two electroencephalography (EEG)-based metrics: (1) measures of effective connectivity derived from delivering transcranial magnetic stimulation (TMS) to parietal cortex and measuring the magnitude and cortical distribution of the resultant evoked response (Johnson et al., 2012) , and (2) an event-related potential (ERP) that has been linked with visual short-term memory (VSTM) capacity: the "contralateral delay activity" (CDA; Vogel and Machizawa, 2004) .
We measured training-related changes in task-based effective connectivity of the superior parietal lobule (SPL), a key node for visuospatial WM (Koenigs et al., 2009) , VSTM (Hamidi et al., 2009) , and the endogenous control of attention (Corbetta and Shulman, 2002; Yantis and Serences, 2003) , using the perturband-measure approach of concurrent TMS/EEG. Because this measure varies systematically with changes in global brain state (Ferrarelli et al., 2010) and behavioral state (Johnson et al., 2012) , we expected that it would also be sensitive to changes in the causal interactions hypothesized to underlie WM training effects.
Interest in the CDA derives from its relation to individual differences in VSTM capacity (Luck and Vogel, 1997; Cowan, 2001) . Because its magnitude scales with VSTM load and saturates at an individual's estimated VSTM capacity (Vogel and Machizawa, 2004) , the CDA is thought to index the amount of information maintained in VSTM. Accordingly, we hypothesized that WM training would increase an individual's VSTM capacity, which would be paralleled by an increase in the at-capacity CDA amplitude.
Finally, we investigated far transfer effects using a visual search task that has no overt mnemonic components but that produces an ERP component analogous to the CDA. Search relates to VSTM in that it engages frontoparietal systems, it implicitly engages VSTM (Emrich et al., 2010) , and individual differences in estimates of VSTM capacity correlate strongly with the amplitude of the "contralateral search activity" (CSA) recorded during the search period (Emrich et al., 2009; Luria and Vogel, 2011) . Thus, if working memory training modulates CDA amplitude as predicted, and if VSTM and search similarly engage a common neural substrate, we hypothesized that training-related changes in the CDA would be mirrored by training-related changes in the CSA.
Results indicated that WM training improved VSTM and that this effect was underlain by increased effective connectivity within the frontoparietal control network. Furthermore, although WM training increased VSTM capacity, this was accompanied by a decrease in the amplitude of the CDA, and CSA.
Materials and Methods

Participants
Thirty participants (16 female; age, mean Ϯ SD, 20.9 Ϯ 2.75 years) were recruited for the study from the University of Wisconsin-Madison community. Inclusion criteria selected healthy participants between the ages of 18 and 35 years, with normal or corrected-to-normal visual acuity and normal color vision, and who were not currently taking medication for psychiatric conditions. All procedures were approved by the University of Wisconsin-Madison Institutional Review Board.
Overview of tasks
Training was preceded and followed by 2 d of testing on a variety of cognitive tasks, of which there were four categories: those used to train, those used to derive measures of effective connectivity using TMS/EEG (during which concurrent single-pulse TMS was delivered while EEG was recorded), those used to derive ERP measures using only EEG data, and those that were purely psychometric. All participants performed the tasks in the same order. This order was maintained over pretraining and posttraining testing sessions.
Training tasks. Both groups trained 5 d per week, for 5 weeks, for 40 min to an hour per day. Subjects could miss a total of 2 d during the study that were in addition to and nonconsecutive with built-in, weekly breaks from training (2 d per week). Thus, the mean number of training sessions may be Ͻ25, but no Ͻ23 sessions. One noncompliant subject, from the experimental group, was dropped from the analyses. Post-training assessment was performed 1, 2, or 3 d after the last training day.
The experimental training task was an adaptive, visuospatial, dual n-back task executed using Brain Workshop (version 4.8.1), freely available software (http://brainworkshop.sourceforge.net) (Jaeggi et al., 2008) . Subjects had to attend to two stimulus dimensions: color and location. Stimuli varied between seven primary colors. The locations varied between eight positions on a 3 ϫ 3 grid in the center of the monitor (fixation cross in center position). A total of 12.5% of trials were lure (N Ϫ 1, N ϩ 1, or 2N) trials. An accuracy score (25 trials within a block) of Ն80% correct increased the n level. A score of 50 -79% correct maintained the n level. Three consecutive scores of Ͻ50% correct decreased the n level. Subjects received accuracy feedback each trial. Subjects performed 25 blocks per training session. Each block tested an n value. Session performance was mean n reached across blocks. Difficulty (n value) was adjusted based on real-time performance. The control group performed an adaptive, speeded visuospatial task with no explicit WM component ("Tetris"; JsTetris version 1.16.0.0 created by Cezary Tomczak, freely available at http://code.google.com/p/js-tetris/). The control group subjects played Tetris for 38 min per session. Performance feedback on score was provided during the game. Session performance was the total score over all games. All training was performed under supervision. A 20-inch CRT monitor was used to display stimuli for both tasks.
Training gain was quantified by fitting (minimum least-squares) training performance per session to the power law function: y ϭ ax Ϫb , where y is the mean n level reached and a and b are constants. b is the "rate of learning" parameter (Newell and Rosenbloom, 1980) . Additionally, control training gains were also fit to a linear function: y ϭ p 1 *x ϩ p 2 where p 1 is analogous to the gain parameter, b, described above. All subjects who showed a negative goodness of fit (adjusted R 2 ) were excluded from the analyses of group-level training effects but were included in training gain-related analyses and their gain estimate was effectively zero (one experimental participant).
TMS/EEG task. This task (referred to as the location VSTM task) tested spatial VSTM (Fig. 1a) . Each trial consisted of a cue, followed by either two or four black squares presented serially, then a delay period, then a probe that either did or did not match ( p ϭ 0.5) the location of one of the stimuli. Subjects were instructed to maintain fixation throughout the delay. Feedback was provided on a trial-by-trial basis, with the word "Incorrect" appearing on the screen for 500 ms after an incorrect response (550 ms intertrial interval). The task block consisted of 480 trials (presented in sub-blocks of 60 trials). On 50% of trials (randomly interleaved), two TMS pulses were delivered during the delay period. The first pulse was delivered 750 Ϯ 250 ms after delay-period onset, followed by the second pulse 2000 Ϯ 250 ms later. Before testing, participants received verbal instructions and completed a block of 16 practice trials (without TMS), which was repeated until a criterion of 75% accuracy was reached (no more than three practice blocks were required for any subject). Within each hemifield, memory targets were presented within a 4.3°ϫ 8.6°region centered ϳ3.3°horizontally from fixation. Memory targets consisted of black squares subtending ϳ1°of visual angle at a viewing distance of 70 cm and were presented on a gray background. The probe consisted of a black square (ϳ1°of visual angle). For nonmatch trials, the probe was presented at a randomly chosen location within one of the four screen quadrants and at a minimum of 2.5°(center-to-center distance) away from the memory target location.
TMS/EEG: targeting and stimulation. This protocol was based on Johnson et al. (2012) . TMS was delivered with a Magstim Standard Rapid magnetic stimulator fit with a focal bipulse, figure-of-eight 70 mm stimulating coil (Magstim). TMS was applied to a portion of the left SPL [Brodmann Area (BA) 7] (identified on the individual's whole-brain T1-weighted anatomical magnetic resonance imaging (MRI), acquired with a GE MR750 3T MRI scanner before the experiment (176 axial slices with a resolution of 1 mm). TMS targeting was achieved using a Navigated Brain Stimulation system (Nextstim) with infrared-based frameless stereotaxy and the individual's MRI. TMS was delivered at an intensity that resulted in an estimated electric field on the cortical surface, below the coil, of 110 -140 V/m (which translated to 65-100% of stimulator output). The estimated electric field is derived from an electromagnetic model of the individual's cortical surface, which is based on his or her structural MRI, as calculated using algorithms provided by the Navigated Brain Stimulation algorithms. Generally, this translated to the TMS-evoked response, as measured in the ongoing EEG signal, being between 10 and 20 V in amplitude at its first positive peak. The coil was oriented such that the handle pointed along the sagittal plane (downward), with some adjustments in exact positioning to minimize electrical artifacts at nearby electrodes. Stimulator intensity, coil position, and orientation for a given subject were held constant across the pretraining and post-training sessions. EEG auditory artifact from the TMS coil's discharge was masked by white noise played through headphones during the session.
TMS/EEG: EEG recording. EEG was recorded with a 60-channel TMScompatible amplifier (Nexstim), equipped with a sample-and-hold circuit that can hold amplifier output constant from 100 s before to 2 ms after stimulation. Electrode impedance was Ͻ5 k⍀. The reference electrode was placed on the forehead. Eye movements were recorded with two additional electrodes placed near the eyes. The sampling rate was 1450 Hz with 16-bit resolution.
TMS/EEG: data preprocessing. Data were processed offline using the EEGLab toolbox (Delorme and Makeig, 2004) , downsampled to 365 Hz, and bandpass filtered between 1 and 100 Hz. Independent components analysis was used to identify and remove components reflecting residual muscle activity, eye movements, blink-related activity, and residual TMS-related artifacts. Before independent components analysis, data were average-referenced.
TMS/EEG: source reconstruction. Source modeling and calculation of effective connectivity measures were performed using the methods described by . Individual cortical meshes (5124 vertices) were created using the Statistical Parametric Mapping software package (SPM8; http://www.fil.ion.ucl.ac.uk/spm/). Meshes were coregistered with EEG sensors. The 3-spheres BERG method was used to model conductive head volume using the Brainstorm software package (http://neuroimage.usc.edu/brainstorm). The same forward models were used to analyze both the pretraining and post-training data. The inverse solution was calculated on a trial-by-trial basis using an empirical Bayesian approach as implemented in SPM (version 5). To compute the current evoked by TMS in different cortical areas, individual cortical surfaces were attributed to different BAs using an automatic anatomical classification method that maps the individual cortical surface to the region-of-interest (ROI) masks provided by the WFUPickAtlas tool (http://ansir.wfubmc.edu).
TMS/EEG: whole-brain analysis. The effect of TMS on the EEG was characterized by two synthetic indices: significant current density (SCD) and significant current scatter (SCS) . SCD is the sum of the absolute amplitude of all statistically significant TMS-evoked currents observed over a given time interval and/or cortical region. SCS is the sum of the geodesic distances between the stimulated brain region and any significant current source over a given time interval and cortical volume. Thus, SCS measures the spatial spread of TMS-evoked currents to distal brain regions. These measures have demonstrated good test-retest reliability (Casarotto et al., 2010) . To provide an overall assessment of the effects of training on the TMS-evoked response, we quantified pretraining versus posttraining changes in global SCD and SCS (which is, by nature, a global measure).
Data for each measure were averaged over a time window from 10 to 500 ms after stimulation. Follow-up analyses were also performed using specific, shorter time intervals, and will be detailed in Results. For both measures, data were collapsed over cued-visual-field because this factor was not of primary theoretical interest. Training effects were measured using a three-way ANOVA with Group (experimental or control), Session (pretraining or posttraining), and Load (load 2 or 4) as factors and Subject as a repeated measure.
TMS/EEG: effective connectivity analysis. Effective connectivity refers to the degree to which two brain areas causally influence one another. The present study addressed the effective connectivity between particular brain areas, while the brain was engaged in the location VSTM task, and how this connectivity changed with training. The TMS-evoked response yields a direct measure of state-specific, effective connectivity by virtue of the fact that TMS can be delivered to a known cortical area at a known time, and the consequent response measured at later time points, both at that particular area and at brain areas distal to it. In the present study, TMS was delivered, and its EEG-response measured, during the delay period of the location VSTM task, described above. To index effective connectivity, SCD was measured at the site of TMS and at several regions of parietal and frontal cortex that have shown significant differences in SCD during location VSTM versus fixation (Johnson et al., 2012) . Because effective connectivity between SPL and these regions varied as a function of behavioral state, this effect on connectivity reflects changes in dynamic coupling between these brain regions, rather than structural connections between them.
ROIs were determined a priori from Johnson et al. (2012) and included 12 areas: BAs 39, 40, 7, and 5 in parietal cortex and 6, 8, 9, and 46 in frontal cortex, primary motor cortex (BA 4), as well as calcarine and extracalcarine BAs 17, 18, and 19, the latter also including caudal intraparietal sulcus. Frontal polar cortex (BA 10) was used to control for nonspecific effects of TMS because this area shows a large evoked response during passive fixation as well as during the delay of a shortterm memory task, but crucially, does not differentiate between the two cognitive states (Johnson et al., 2012). Schematic representation of tasks. a, Location VSTM task, where on 50% of trials, two pulses of TMS were delivered during the delay. Subjects were instructed to direct attention to the cued hemifield and remember the locations of the black stimuli over the delay. At the end of the trial, they were to indicate whether the probe location matched one of those shown during encoding. b, Color-in-location VSTM task, where subjects were instructed to remember the color and location of the stimuli over the delay. c, Visual search task, where subjects were instructed to search for a red "C" with the opening facing right (consistent across trials). d, DD task (a variant of the location VSTM task) during the delay of which, distracting blue squares were presented. e, TD task (another variant of the location VSTM task) during the encoding period of which, distracting blue squares were presented. In all tasks, subjects were instructed to maintain fixation throughout the delay.
Because TMS was delivered only to the left hemisphere, an initial ANOVA was performed to evaluate the possibility of lateralized differences in SCD: Group (experimental or control) ϫ Session (pretraining or post-training) ϫ Load (load 2 or 4) ϫ Hemisphere (left or right), with Subject as a repeated measure. When this analysis produced no evidence for an interaction with the factor of Hemisphere, we proceeded with the theoretically motivated omnibus ANOVA that collapsed across the factor of hemisphere and assessed the factors of Group, Session, Load, and ROI (12 levels) with Subject as a repeated measure.
EEG only tasks
Color-in-location VSTM. This task is commonly used to assess VSTM (Vogel and Machizawa, 2004) . Each trial involved a cue directing attention to one hemifield, followed by a memory array, followed by a delay period, and finally a probe that either did or did not match ( p ϭ 0.5) one of the stimuli (both color and location) in the cued hemifield (intertrial interval, 350 -450 ms; Fig. 1b ). Memory load was varied randomly between 2, 4, and 6 items (200 trials per load and hemifield; 1200 trials total). Targets were squares presented within a rectangular region on either side of the screen that was ϳ4.3°(width) ϫ ϳ8.6°(height) of visual angle, subtended ϳ3.3°from central fixation, at a viewing distance of 70 cm. Seven standard colors were used: red, green, white, black, yellow, blue, and purple. The locations of the colors were assigned randomly, and no two colors were allowed to repeat within a hemifield, although up to a single color could repeat between hemifields. VSTM capacity ( K) was computed using the formula K ϭ S(H Ϫ F) where K is memory capacity, S is the set size (2, 4, or 6), H is the hit rate, and F is the false alarm rate (Pashler, 1988; Cowan, 2001 ). The K estimate for each subject used in the analyses was the highest K derived from any of the set sizes. We chose to use the highest K because it captures what an individual's maximum capacity could be in optimal testing conditions. Supracapacity set sizes (e.g., load 6 for this cohort) tended to yield a lower K estimate than this optimal set size. Although the reason for this is not well established, it may have to do with individual differences in fluid intelligence and encoding strategies (Cusack et al., 2009) .
Visual search. Participants indicated whether or not an upright, red "C" (same target across trials) appeared in the cued hemifield ( p ϭ 0.5; intertrial interval, 350 -450 ms). Distractor stimuli were red or blue "C's" rotated to 90°, 180°, or 270°of canonical orientation (similar to the Landolt C, Fig. 1c ). There were 140 trials per condition, which yielded a total of 1120 trials. Mean reaction time (RT) for target-present, correct trials yielded a measure of search efficiency. Target present trials were excluded from the EEG data analyses because the time of search completion could have occurred anytime during the search period. Stimuli were presented within a rectangular region on either side of the screen that was ϳ4.3°(width) ϫ ϳ8.6°(height) of visual angle. It was subtended ϳ3.3°f rom central fixation, at a viewing distance of 70 cm. The display loads varied between 8 or 16 items with 50% red items within one display. Participants were encouraged to respond as quickly as possible. Data from the 16-item search are not reported in this study.
EEG only: EEG recording and analysis. EEG was recorded with a 256-channel EEG amplifier (Electrical Geodesic), sampled at 500 Hz, and referenced to Cz. Electrode impedances were Ͻ50 k⍀. Offline, data were processed according to the methods of Vogel and Machizawa (2004) . Data were downsampled to 250 Hz and referenced to the average of both mastoid electrodes. Horizontal and vertical eye movements were determined from standard channels positioned about the eyes. Trials contaminated with blinks (Ͼ60 V deviations) were excluded. Participants with a Ͼ50% rejection rate were dropped from the EEG data analysis. The mean rejection rate was 19% (range, 7-50%) for the color-in-location VSTM task. Participants with a Ͼ70% rejection rate were dropped from the search data analysis, with higher rates resulting from exclusion of trials for which the subject responded before 950 ms. Data from 60 standard electrode locations (international 10-10 sites) were used in the analysis. Data were bandpass filtered from 0.1 to 30 Hz. All data were processed using MATLAB (MathWorks, R2010b) and the EEGLAB toolbox. For the color-in-location VSTM task, the EEG data from one subject was dropped because of data corruption. For two experimental and two control subjects, data from Ͻ1200 trials were processed for either pretraining or post-training (range, 470 -1048 trials) because of data corruption; however, out of those trials, Ͻ33% (range 12-33%) were rejected because of blink artifacts. Thus, after processing, four participants were dropped from the analysis (three control and one experimental) because of excessive blink and eye movement artifact, and one was dropped because of amplifier drift (control subject). Of the remaining participants, one control subject's EEG data (specifically the mean value of both lateralized ERPs) were Ͼ2 SD from mean, and so this subject was excluded as an outlier. This left 12 experimental and 10 control group participants. For the visual search task, the same subjects' data were excluded for the same reasons, leaving 7 experimental and 8 control group participants. Finally, CDA and CSA waveforms were derived from normalization of the contralateral waveform (relative to target) by the ipsilateral waveform, for VSTM loads 2, 4, or 6 and the 8-item search conditions.
Psychometric tasks
The battery included five tasks, as follows:
(1) Delay-distraction (DD) task (Fig. 1d) . This task was a variant of the location VSTM task (Fig. 1a) used during TMS/EEG but also included additional distraction during the delay period. All trials had a VSTM load of four items. Subjects were instructed to remember the locations of the memoranda and ignore the irrelevant (not-to-be-remembered) blue squares presented in the cued and uncued hemifields during the delay. Distraction was presented on 50% of the trials. Each distractor's duration was 200 ms with a jittered interstimlus interval of 50 -100 ms. The delay was 2000 ms. There were 240 trials total (presented in sub-blocks of 60 trials).
(2) Target-epoch distraction (TD) task (Fig. 1e) . This task was a second variant of the location VSTM task, but in this case, the task included additional distraction during encoding. Trials consisted of a VSTM load of either two or four items, similar to the location VSTM task described above, and included additional trials with a VSTM load of two items and two distractors randomly interspersed among the serially presented, relevant memory targets, all during the encoding period. There were 120 trials per condition (6 sub-blocks). The delay period (2000 ms) had no distraction. These three variants were selected because they operationalize two theoretical factors (capacity and filtering) hypothesized to ac- count for individual differences in WM and attention (Machizawa and Driver, 2011). TMS was not delivered during these variants.
Other psychometric tasks included (3) Operation Span (Unsworth et al., 2005) , (4) Color-naming Stroop interference task (Stroop, 1935) with 75% congruent and 25% incongruent trials and a total of 36 trials, and (5) Raven's Advanced Progressive Matrices (RAPM) (Raven et al., 2003) . For RAPM, 24 subjects were tested using a procedure adapted from the standard format where odd-numbered problems (18 test and 6 practice matrices) were administered during the pretraining session, and the even-numbered problems (18 test and 6 practice matrices) were administered during the post-training session. Participants were given 2.5 min to complete the practice set and 10 min to complete the test set, similar to that reported previously (Jaeggi et al., 2008) . The other six subjects (3 experimental and 3 control) were given the full examination pretraining and post-training. The scores across subjects were standardized for comparison.
For all tasks, outlier subjects were delineated as those whose performance during either pretraining or post-training sessions was Ͼ2 SD below the mean.
Results
Pretraining behavioral measures
Before training, mean color-in-location VSTM capacity ( K) was 2.16 (range, 0.80 -3.36), with individual differences predicting individual differences in pretraining CDA amplitude (r (20) ϭ Ϫ0.62, p ϭ 0.002, two-sided), as well as individual differences in visual search efficiency (r (21) ϭ Ϫ0.44, p ϭ 0.03, two-sided). After pretraining testing, subjects were randomly assigned to the experimental (i.e., WM training) or active control (i.e., Tetris training) group. The groups did not differ in any pretraining behavioral measures: one-way ANOVA modeling fixed (Group) and random (Subject) effects (see Tables 1, 4 , 5, 6). Additionally, the K values for each set size were not different between groups pretraining (unpaired t, p Ͼ 0.1).
Training performance
Participants completed a mean of 24.2 (SD 1.0) training sessions. Both groups showed training gains (Fig. 2) . The experimental group's training performance was fit to a power function (mean adjusted R 2 ϭ 0.81), the rate parameter yielding a measure of training-related improvement (Newell and Rosenbloom, 1980) . The power function fit was poorer for the control group (mean adjusted R 2 ϭ 0.49), and so a linear fit was used to estimate control training improvement (mean adjusted R 2 ϭ 0.76).
Effects of training on effective connectivity
Behavior WM training significantly improved VSTM performance on the location VSTM task compared with the active control task. Experimental group accuracy improved more on load 4 trials (vs load 2) than the control group accuracy (Group ϫ Session ϫ Load interaction, p ϭ 0.04; Table 1 ). Pairwise comparisons indicated the experimental group showed a significant improvement particularly on load 4 trials (t (11) ϭ Ϫ2.90, p ϭ 0.01, two-sided), but not load 2 trials (t (11) ϭ Ϫ0.98, p ϭ 0.35, two-sided). The control group did not show significant improvement within load 4 (t (13) ϭ Ϫ0.75, p ϭ 0.47, two-sided), but trending improvement within load 2 (t (13) ϭ Ϫ2.04, p ϭ 0.06, two-sided). There was no significant effect of TMS on behavior between groups and/or between sessions (no significant TMS ϫ Session or TMS ϫ Group interaction). There was a statistical effect of TMS that was consistent across groups and sessions (significant TMS ϫ Load ϫ Cued visual field interaction, F (1,21) ϭ 7.08, p ϭ 0.01) in that TMS enhanced the performance on left visual field, load 2 trials; however, this effect was not significant upon further pairwise testing.
TMS/EEG
The initial ANOVA examining possible effects of hemisphere in the training data yielded no significant Group ϫ Session ϫ Load ϫ Hemisphere interaction (F (1,20) ϭ 0; not significant), and thus we proceeded with the ANOVA comparing the effects of group, session, load, and ROI. All subsequent analyses collapsed across the factor of Hemisphere. Before training, the two groups did not differ on measures of global SCD or SCS (Table 2 ). This was mirrored at the level of individual BAs with the exception that pretraining SCD differed between groups at BA 18 (F (1,20) ϭ 4.26, p ϭ 0.052), and marginally so at BAs 17 and 19 (F (1,20) ϭ 4.11, p ϭ 0.056 and F (1, 20) ϭ 3.67, p ϭ 0.07, respectively), and so these regions were excluded from further analyses. In the pretraining session, both groups showed increases as a function of memory load: in global SCD, SCS, and in ROI-based measures of SCD in prefrontal cortex (PFC; BAs 8, 9, and 46), caudal frontal cortex (BAs 4 and 6), inferior parietal lobule (BA 39 and 40), and superior parietal cortex (BA 5; Table 2 ). Because load varied randomly from trial to trial, the phenomenon of increased SCD and SCS as a function of load necessarily reflected a dynamic, trial-specific alteration in the efficacy of the propagation of the TMS-evoked signal.
The omnibus ANOVA assessing the effects of training, with the factors of group, session, load, and ROI (with subject as a repeated measure), revealed a main effect of ROI (F (1,220) ϭ 18.79, p Ͻ 0.0001), two-way interactions of Session ϫ ROI (F (10, 200) ϭ 4.19, p Ͻ 0.0001) and Load ϫ ROI (F (10, 200) ϭ 2.63, p ϭ 0.005), and a trend toward a three-way interaction of Group ϫ Session ϫ Load (F (1,220) ϭ 3.45, p Ͻ 0.08). To assess the effects of training on effective connectivity between SPL and other VSTM-related ROIs, we next performed an ANOVA at each ROI. A main effect of session would indicate a trainingrelated change in effective connectivity for both groups (i.e., experimental and control). An interaction of Group ϫ Session would suggest an effect of training on both conditions of the location VSTM task, whereas an interaction of Group ϫ Session ϫ Load would indicate that training had a differential effect on effective connectivity at one of the two loads. (For these analyses, F values and degrees of freedom are reported in Tables 2 and 3 .)
Common test-retest patterns across groups
Main effects of session in frontal ROIs (BAs 6, 9, and 46) indicated that both groups showed pretraining to post-training increases in these regions (Table 3 ). No such effect was seen in the frontal control area (BA 10).
WM training-specific effects Overall increase in effective connectivity
In parietal BA 39, a Group ϫ Session interaction ( p ϭ 0.043) resulted from the fact that SCD was markedly lower at both loads post-training versus pretraining for the control group but increased post-training versus pretraining for both loads for the experimental group ( Fig. 3e; Table 3 ). Follow-up, pairwise comparisons indicated that the effect in BA 39 was the result of an increase in experimental SCD across loads (for load 2, t (11) ϭ Ϫ2.48, p ϭ 0.02; and for load 4, t (11) ϭ Ϫ2.09, p ϭ 0.04), and a decrease across loads in the control SCD (for load 2, t (11) ϭ 2.77, p ϭ 0.009; and for load 4, t (11) ϭ 3.12, p ϭ 0.003). No such effect was seen in the control area (BA 10).
Load-specific increases in effective connectivity
In three frontal areas (BAs 4, 8, and 9), interactions of Group ϫ Session ϫ Load reflected the fact that the selective increase of effective connectivity was specific to load 4 (BA 4, p ϭ 0.050; BA 8, p ϭ 0.013; and BA 9, p ϭ 0.038; Fig. 3f ; Table 3 ). Follow-up, pairwise comparisons indicated that these areas showed a significant increase in SCD in the experimental group at load 4 and load 2 (for BA 4, load 2, t (11) ϭ Ϫ3.31, p ϭ 0.001; and load 4, t (11) ϭ Ϫ3.13, p ϭ 0.002; for BA 8, load 2, t (11) ϭ Ϫ2.47, p ϭ 0.017; and load 4, t (11) ϭ Ϫ3.01, p ϭ 0.004; and for BA 9, load 2, t (11) ϭ Ϫ4.01, p ϭ 0.0002; and load 4: t (11) ϭ Ϫ3.76, p ϭ 0.0004). Control group pairwise comparisons were also generally significant between sessions, but less so for load 4 versus load 2 (for BA 4, load 2, t (11) ϭ Ϫ2.32, p ϭ 0.026; and load 4, t (11) ϭ Ϫ1.30, p ϭ 0.201; for BA 8, load 2, t (11) ϭ Ϫ3.17, p ϭ 0.002; and load 4, t (11) ϭ Ϫ1.39, p ϭ 0.170; and for BA 9, load 2, t (11) ϭ Ϫ4.08, p ϭ 0.0002; and load 4, t (11) ϭ Ϫ2.16, p ϭ 0.037). No such effect was seen in the control area (BA 10).
Effective connectivity versus excitability
Confirmation that the effects reported here were attributable to changes in effective connectivity, and not merely cortical excitability, comes from examination of their time course. In the context of simultaneous TMS/EEG, Huber et al. (2013) have operationalized increases in cortical excitability as an increase in the magnitude of the TMS-evoked response observed immediately (i.e., within the first 0 -10 ms) after TMS and directly under the coil. Increased effective connectivity, on the other hand, would be expected to manifest as stronger TMS-evoked effects at distal sites from about 10 to 400 ms after TMS, when (and where) the effects of the pulse reaches these sites. In our data, there was a significant Group ϫ Session ϫ Load interaction in global SCD from 100 to 150 ms (F (1,20) ϭ 4.99, p ϭ 0.037) and marginally significant interaction effects from 150 to 200 ms (F (1,20) ϭ 3.75, p ϭ 0.067). Importantly, there was no such interaction from 0 to 20 ms (F (1,20) ϭ 0, not significant).
There was no significant correlation between training-related changes in effective connectivity and performance improvement on the location VSTM task that differed between groups. Additionally, there was no significant correlation between training gain and change in SCD across ROIs.
Effects of training on ERP measures of VSTM and selective attention
Behavior Color-in-location VSTM. We observed a pattern of statistically improved performance for the experimental group, not for the control group, but no statistical difference between the two (i.e., no interaction of Group ϫ Session). This was accompanied, however, by significant, and striking, differences between conditions in the ERP data. To summarize the behavioral findings, WM training increased K within the experimental group (t (12) ϭ Ϫ1.99, p ϭ 0.03, one-sided), but not the control group (t (14) ϭ Ϫ0.98, p ϭ 0.17); no significant Group ϫ Session interaction (Fig. 4a) . Further, the magnitude of the training gain predicted the change in VSTM capacity for the experimental (r (12) ϭ 0.65, p ϭ 0.01, two-sided) but not the control (r (13) ϭ 0.30, p ϭ 0.27, two-sided) group, although, again, there was no significant difference in correlations between groups (Figs. 2, 4b) .
Visual search. As with the color-in-location VSTM task, transfer of WM training was also observed with an ERP correlate of visual search. At the level of behavior, both experimental and control training improved search efficiency (Table 4) .
ERP
CDA
Pretraining CDA amplitude (individually testing loads 2, 4, and 6 CDA amplitudes) did not differ significantly between groups for the load 2 (F (1,18) ϭ 0.67, p ϭ 0.42) and load 6 (F (1,18) ϭ 1.63, p ϭ (F (1,18) ϭ 3.74, p ϭ 0.07) condition. The interpretation of these data will be discussed further along. WM training transferred to VSTM as a reduction of the CDA amplitude ( Fig. 5a,b ; random effects ANOVA: main effect of load F (1,18) ϭ 6.82, p ϭ 0.02; group ϫ session interaction F (1,18) ϭ 12.92, p ϭ 0.002; group ϫ session ϫ load interaction F (1,18) ϭ 6.92, p ϭ 0.02), with these effects driven by a pretraining to post-training decrease in the load 4 CDA amplitude within the experimental group (t (9) ϭ Ϫ3.88, p ϭ 0.003, two-sided), trending effect within the control group (t (8) ϭ 1.82, p ϭ 0.10, twosided). There was no significant effect of training on the load 6 CDA amplitude, nor were there significant correlations between change in K and change in CDA or gain and change in CDA within either group.
To strengthen our interpretation of the CDA effects, we considered two alternative factors that can attenuate the CDA: slow horizontal drift of the eyes toward the to-be-attended visual field and increased variance in overall levels of attention. The former possibility was ruled out with analyses of traces from channels near the eyes. The latter was ruled out by assessing the N2pc ERP component, derived from 200 to 275 ms after stimulus, which yielded no significant Group ϫ Session ϫ Load effect (F (1,18) ϭ 3.53, p ϭ 0.08). A third factor known to produce attenuation of the CDA is an increased reliance, across trials, on long-term memory for the search target (Carlisle et al., 2011) . This is unlikely for the present data, however, because memoranda in our tasks varied trial by trial. Note that the CDA accompanying search in Carlisle et al. (2011) was derived from a delay separating target and search array, unlike the present study, in which the CSA was derived from the EEG signal during search.
CSA
Pretraining measures of the ERP correlate of visual search, the CSA, did not differ between groups (t (13) ϭ 0.16, p ϭ 0.88). Neural transfer effects, however, in the form of a training-related decrease in the CSA, were specific to the experimental group: on target-absent trials, experimental versus control training produced a decrease in the CSA amplitude (Group ϫ Session interaction, F (1,12) ϭ 4.84, p ϭ 0.05; Fig. 6a,b) . Follow-up pairwise comparisons showed a trending difference in pretraining versus post-training CSA amplitude for the experimental group (t (6) ϭ Ϫ2.27, p ϭ 0.06, two-sided), and no effect for the control group CSA (t (7) ϭ 0.53, p ϭ 0.61, two-sided). Individual differences in this effect were predicted by the analogous effect in the VSTMderived CDA (Fig. 6c) . Specifically, for channel P7/P8, there was a significant correlation between change in CSA amplitude for 8-item display and CDA amplitude for load 4 versus load 2 conditions for the experimental (r (5) ϭ 0.80, p ϭ 0.03, two-sided), but not for the control (r (6) ϭ 0.21, pϭ0.62, two-sided), group; no significant difference between correlations. (The same qualitative pattern was seen when the correlation was computed with load 4 CDA only.) There was no significant correlation between training gain and training-related change in CSA amplitude.
Effects of training on psychometric tasks
Both groups improved, in terms of accuracy and RT, on the DD and TD variants of the location VSTM task (Fig. 1d,e ; Table 5 ). Notably, there was also an absence of WM training transfer to tests of complex WM span (Operation Span), fluid intelligence (RAPM), and control of response conflict (Stroop task) ( Table 6 ).
Discussion
The aim of the present study was to investigate the neural bases of WM training effects, and of their transfer to untrained tasks. We trained an experimental group of subjects on an adaptive, visuospatial n-back task that has been shown to improve performance on other WM tasks, as well as on tests of fluid intelligence (Jaeggi et al., 2008) and of reading comprehension (Chein and Morrison, 2010). Concurrently, we trained a control group on an adaptive, visuospatial task with no WM component (Tetris). n-back task performance engages frontoparietal brain areas (Owen et al., 2005) , and training on updating tasks has been shown to decrease functional MRI activation in frontoparietal brain areas (Dahlin et al., 2008) . Training on spatial span tasks has shown increases in functional MRI activation in frontoparietal areas (Olesen et al., 2004) . Thus, we hypothesized that adaptive n-back training would influence performance on untrained tasks via changes in task-related effective connectivity in these frontoparietal circuits, and between them and extrastriate regions involved with visuospatial stimulus processing. We estimated changes in effective connectivity with EEG measures of the response to single pulses of TMS, delivered to SPL, during the delay period of a VSTM task. We also investigated training-related effects on an established ERP marker of VSTM, the CDA. Our results revealed that intensive training on a WM task improved performance on the most difficult condition of a test of spatial VSTM (on which subjects had not been trained), and that this effect was supported by the strengthening of task-related effective connectivity across frontoparietal and parietooccipital networks. The precise pattern of effects differed regionally as a function of whether the region in question received primarily feedback or feedforward connections from SPL. The former, which are regions associated with the short-term retention of visuospatial stimulus representations (Postle, 2006) , showed across-theboard increases in effective connectivity. The latter, primarily components of the frontoparietal control network, showed this increase only on suprathreshold load 4 trials, the trials for which demands on control were highest. Because training-related changes in SCD were found only during load 4 conditions, which were randomly interleaved with load 2 trials, this effect did not reflect a structural, long-term strengthening of neural circuits. Rather, it reflected a dynamic, trial-specific alteration in the efficacy of the propagation of the TMS-evoked signal (consistent with previous observations) ( Johnson et al., 2012) . We speculate that trial-specific, dynamic changes in neural coupling, as may be implemented by dynamic changes in oscillatory synchrony (Uhlhaas et al., 2009) , could underlie this effect.
Our finding that the WM trainingrelated increase in K was accompanied by a decrease in the magnitude of the CDA within the experimental group was in the opposite direction of our a priori prediction. One possible explanation for this finding is that WM training may have increased the efficiency with which attentional resources can be allocated to VSTM. Although the marginally significant pretraining difference in CDA amplitude between groups at load 4 potentially complicates the interpretation of the effects of training on the CDA, our confidence with our interpretation is bolstered by the fact that the effect of training on the CDA was replicated in the CSA, the data of which were not complicated by the same pretraining difference. Crucially, the CSA is thought to index the same resources as the CDA (Emrich et al., 2009; Luria and Vogel, 2011) . Further, individual differences in the effect of WM training on the CDA predicted individual differences of the effect of WM training on the CSA. This relationship did not exist for the control group, although the difference between the experimental versus the control correlation fell short of statistical significance. In support of this efficiency hypothesis, others have suggested that training on an n-back task increases the capacity of the focus of attention, measured behaviorally using RT improvement on a modified n-back task (Verhaeghen et al., 2004) and running span performance (Lilienthal et al., 2012) . Other accounts propose the CDA to be a reflection of modulation in underlying oscillations in the ␣ frequency band and that it may therefore be a marker of some more general physiological state (e.g., excitability or inhibition), rather than a marker of memory maintenance per se (van Dijk et al., 2010) . Further research will be needed to determine whether the present findings have implications for theories of VSTM capacity limitations (Bays and Husain, 2008; Zhang and Luck, 2008) .
The transfer of WM training to the CSA implies that the observed effects of WM training are attributable to neither task-specific strategies (such as chunking, Ericsson et al., 1980) nor changes in the manner in which task-specific stimuli are represented by primary visual and extrastriate cortex, which can be the case with low-level perceptual training (Jehee et al., 2012) . The specificity of behavioral transfer of WM training relative to control training was stronger for the colorin-location VSTM task than for visual search. This may reflect the fact that visual search shares common attentional demands with the control training task in addition to with the n-back task. This observation highlights the importance of process analysis in the selection of an active control task (Shipstead et al., 2012) . Nonetheless, the neural transfer of WM training to an overtly attentional task is consistent with the idea that these theoretically separate constructs share some common neural mechanisms (Postle et al., 2004, Nobre and Stokes, 2011) . Furthermore, training-related far transfer effects may be contingent on the degree to which the training task and transfer task share common neural architectures.
WM training-related behavioral improvement in VSTM paralleled by a reduction in the magnitude of sustained VSTM-related neural activity (the CDA) suggests that training may alter the efficiency with which task-relevant networks process stimulus information, as is thought to be the case with reduction in BOLD activity seen with expert/high ability versus novice/low ability comparisons across cognitive domains (Rypma and D'Esposito, 2000; Bavelier et al., 2011) . The underlying neural basis of this efficiency seems to lie at the network level, through increased effective connectivity between task-relevant brain areas. These findings suggest that the extent to which two behaviors share neurocognitive systems and/or processes may predict the extent to which the effects of training on one will transfer to the other. 
