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MUKAI’S PROGRAM (RECONSTRUCTING A K3 SURFACE
FROM A CURVE) VIA WALL-CROSSING, II
SOHEYLA FEYZBAKHSH
Abstract. Let C be a curve on a K3 surface X with Picard group Z.[C]. Mukai’s
program seeks to recover X from C by exhibiting it as a Fourier-Mukai partner to a Brill-
Noether locus of vector bundles on C. We use wall-crossing in the space of Bridgeland
stability conditions to prove this for genus ≥ 14. This paper deals with the case g − 1
prime left over from Paper I.
1. Introduction
In this paper, we consider the problem of reconstructing a K3 surface from a curve on
that surface where the curve is of genus g = p + 1 ≥ 14 for a prime number p. The main
result is the following which extends a program proposed by Mukai in [Muk01, Section 10].
Theorem 1.1. Let (X,H) be a polarised K3 surface with Pic(X) = Z.H. Let C be any
curve in the linear system |H| of genus g ≥ 14 such that g = p+ 1 for a prime number p.
Then X is the unique K3 surface of Picard rank one and genus g containing C, and can be
reconstructed as a Fourier-Mukai partner of a certain Brill-Noether locus of vector bundles
on C.
Any K3 surface of Picard rank one has a canonical primitive polarisation and therefore
a well-defined genus. Note that the curve C in Theorem 1.1 is not necessarily smooth and
can be singular. Set
(1) m := min{k ∈ Z>0 : k ∤ p+ 1}.
We consider the Brill-Noether locus BN :=MC(m2, 2pm, p+m2) which parametrises slope
semistable vector bundles on C having rank m2 and degree 2pm, and possessing at least
p+m2 linearly independent global sections.
Let MX,H(v) be the moduli space of H-Gieseker semistable sheaves on X with Mukai
vector
(2) v := (m2,mH, p).
We have chosen the Mukai vector v such that it is a primitive class with v2 = 0, hence
MX,H(v) is a K3 surface as well. Moreover, any H-Gieseker semistable sheaf E ∈MX,H(v)
is H-slope stable 1. The choice of the Brill-Noether locus BN is justified by the following
Theorem.
1That is why we impose m ∤ p+ 1.
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Theorem 1.2. Let (X,H) be a polarised K3 surface with Pic(X) = Z.H. Let C be any
curve in the linear system |H| of genus g ≥ 14 such that g = p+ 1 for a prime number p.
We have an isomorphism
(3) ψ : MX,H(v)→ BN
which sends a bundle E on X to its restriction E|C .
There exists a Brauer class α ∈ Br(BN ) and a universal (1 × α)-twisted sheaf E on
C × BN . Define v′ ∈ H∗(BN ,Z) to be the Mukai vector of E|q×BN for a point q on
the curve C (see [HS05] for definition in case α 6= 1). The same argument as in [Fey19,
Theorem 1.3] shows that any K3 surface of Picard rank one and genus g which contains C is
isomorphic to the moduli space MαBN ,H′(v
′) of α-twisted sheaves on BN with Mukai vector
v′ which are semistable with respect to a generic polarisation H ′ on BN . The embedding of
the curve C into the K3 surface MαBN ,H′(v
′) is given by q 7→ E|q×BN . That is why Theorem
1.2 directly implies Theorem 1.1.
Remark 1.3. In the published paper [Fey19], we considered the Mukai vector (4, 2H, p)
instead of v (2). But H-Gieseker stable sheaves of Mukai vector (4, 2H, p) are strictly
µH -semistable, and the proof presented in [Fey19, Proposition 5.2.(a)] is not correct, see
Remark 3.4 for details. Hence [Fey19, Theorem 1.2] is not valid in case (B). To resolve
the problem, we changed the class (4, 2H, p) to v = (m2,mH, p) such that m ∤ p + 1. As
proven in Proposition 4.3, the condition on m guarantees that any H-Gieseker stable sheaf
of class v is µH -stable. Thus in this paper, we prove the missing cases g = p + 1 so that
eventually the main result (Theorem 1.1) in [Fey19] is proved valid.
Acknowledgement. I would like to thank Arend Bayer for many useful discussions. I
am grateful for comments by Daniel Huybrechts, Hsueh-Yung Lin, Richard Thomas and
Yukinobu Toda.
2. Bridgeland stability conditions on K3 surfaces
In this section, we give a short review of the notion of Bridgeland stability conditions on
the bounded derived category of coherent sheaves on a K3 surface. The main references
are [Bri07, Bri08].
2.1. Bridgeland stability conditions. Let (X,H) be a smooth polarised K3 surface with
Pic(X) = Z.H. We denote by D(X) the bounded derived category of coherent sheaves on
the surface X. The Mukai vector of an object E ∈ D(X) is an element of the lattice
N (X) = Z⊕NS(X)⊕ Z ∼= Z3 defined via
v(E) =
(
rk(E), c(E)H, s(E)
)
= ch(E)
√
td(X) ∈ H∗(X,Z),
where ch(E) is the Chern character of E. The Mukai bilinear form〈
v(E), v(E′)
〉
= c(E)c(E′)H2 − rk(E)s(E′)− rk(E′)s(E)
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makes N (X) into a lattice of signature (2, 1). The Riemann-Roch theorem implies that
this form is the negative of the Euler form, defined as
χ(E,E′) =
∑
i
(−1)i dimCHomiX(E,E′) = −
〈
v(E), v(E′)
〉
.
Recall that for a coherent sheaf E with positive rank rk(E) > 0, the slope is defined as
µH(E) :=
c(E)
rk(E)
,
and if rk(E) = 0, define µH(E) := +∞.
Definition 2.1. We say that an object E ∈ Coh(X) is µH -(semi)stable if for all proper
non-trivial subsheaves F ⊂ E, we have µH(F ) < (≤)µH(E).
Given a real number b ∈ R, denote by T b ⊂ Coh(X) the subcategory of sheaves E whose
quotients E ։ F satisfy µH(F ) > b and by Fb ⊂ Coh(X) the subcategory of sheaves E′
whose subsheaves F ′ →֒ E′ satisfy µH(F ′) ≤ b. Tilting with respect to the torsion pair
(T b,Fb) on Coh(X) gives a bounded t-structure on D(X) with heart
(4) A(b) := {E ∈ D(X) : E ∼= [E−1 d−→ E0], ker d ∈ Fb and cok d ∈ T b} ⊂ D(X).
For a pair (b, w) ∈ H = R×R>0, the stability function Z(b,w) : N (X)→ C is defined as
Z(b,w)(r, cH, s) =
〈
(r, cH, s),
(
1, bH,
H2
2
(b2 − w2)
)〉
+ i
〈
(r, cH, s),
(
0,
H
H2
, b
)〉
.
We denote the root system by ∆(X) := {δ ∈ N (X) : 〈δ, δ〉 = −2}.
Theorem 2.2. [Bri08] Suppose (X,H) is a polarised K3 surface with Pic(X) = Z.H. Then
the pair σ(b,w) =
(A(b), Z(b,w)) defines a Bridgeland stability condition on D(X) if for all
δ ∈ ∆(X) with rk(δ) > 0 and Im[Z(b,w)(δ)] = 0 we have Re[Z(b,w)(δ)] > 0. The family of
stability conditions σ(b,w) varies continuously as the pair (b, w) varies in H.
Note that the stability condition σ(b,w), up to the action of G˜L
+
(2,R), is the same
as the stability condition defined in [Bri08, Section 6]. We expand upon the statements
in Theorem 2.2 by explaining the notion of σ(b,w)-stability and the associated Harder-
Narasimhan filtration. For a stability condition σ(b,w) and E ∈ A(b), we have Z(b,w)(v(E)) ∈
R>0 exp
(
iπφ(b,w)(v(E))
)
where
φ(b,w)(v(E)) =
1
π
tan−1
(
− Re[Z(b,w)(v(E))]
Im[Z(b,w)(v(E))]
)
+
1
2
∈ (0, 1].
We will abuse notations and write Z(E) and φ(E) instead of Z(v(E)) and φ(v(E)).
Definition 2.3. We say that an object E ∈ D(X) is σ(b,w)-(semi)stable if some shift E[k]
is contained in the abelian category A(b) and for any non-trivial subobject E′ ⊂ E[k] in
A(b), we have φ(b,w)(E′) < (≤)φ(b,w)(E[k]).
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Any object E ∈ A(b) admits a Harder-Narasimhan (HN) filtration: a sequence
(5) 0 = E˜0 ⊂ E˜1 ⊂ E˜2 ⊂ ... ⊂ E˜n = E
of objects in A(b) where the factors Ei := E˜i/E˜i−1 are σ(b,w)-semistable and
φ+(b,w)(E) := φ(b,w)(E1) > φ(b,w)(E2) > .... > φ(b,w)(En) =: φ
−
(b,w)(E).
In addition, any σ(b,w)-semistable object E ∈ A(b) has a Jordan-Ho¨lder (JH) filtration into
stable factors of the same phase, see [Bri08, Section 2] for more details.
Suppose E1 →֒ E2 ։ E3 is a short exact sequence in A(b). Since H i(Ej) = 0 for
j = 1, 2, 3 and i 6= 0,−1, taking cohomology gives a long exact sequence of coherent
sheaves
0→ H−1(E1)→ H−1(E2)→ H−1(E3)→ H0(E1)→ H0(E2)→ H0(E3)→ 0.
For any pair of objects E and E′ of D(X), Serre duality gives isomorphisms
HomiX(E,E
′) ∼= Hom2−iX (E′, E)∗.
If the objects E and E′ lie in the heart A(b), then HomiX(E,E′) = 0 if i < 0 or i > 2.
Suppose the object E ∈ A(b) is σ(b,w)-stable, then E does not have any non-trivial subobject
with the same phase, thus HomX(E,E) = Hom
2
X(E,E)
∗ = C. This implies
(6) v(E)2 + 2 = Hom1X(E,E) ≥ 0.
To simplify drawing the figures, we always consider the following projection:
pr : N (X) \ {s = 0} → R2 , pr(r, cH, s) =
(
c
s
,
r
s
)
.
Take a pair (b, w) ∈ H, the kernel of Z(b,w) is a line inside the negative cone in N (X)⊗R ∼=
R3 spanned by the vector
(
2, 2bH,H2(b2 + w2)
)
. Its projection is denoted by
k(b, w) := pr
(
kerZ(b,w)
)
=
(
2b
H2(b2 +w2)
,
2
H2(b2 +w2)
)
.
Thus, for any stability condition σ(b,w), we associate a point k(b, w) ∈ R2. The two dimen-
sional family of stability conditions of form σ(b,w), is parametrised by the space
V (X) :=
{
k(b, w) : the pair
(A(b), Z(b,w)) is a stability condition on D(X)} ⊂ R2
with the standard topology on R2.
Lemma 2.4. [Fey19, Lemma 2.4] We have
V (X) =
{
(x, y) ∈ R2 : y > H
2x2
2
}
\
⋃
δ∈∆(X)
Iδ
where Iδ is the closed line segment that connects pδ =: pr(δ) to qδ which is the intersection
point of the parabola y = H
2
2 x
2 with the line through the origin and pδ, see Figure 1.
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qδ
pδ
y = H
2x2
2
o
y
x
Figure 1. The grey area is the 2-dimensional subspace of stability condi-
tions V (X).
Remark 2.5. The point k(b, w) is on the line x = by. As w gets larger, the point k(b, w)
gets closer to the origin. Take two non-parallel vectors u, v ∈ N (X) ⊗ R ∼= R3, then
Z(b,w)(v) and Z(b,w)(u) are aligned if and only if the kernel of Z(b,w) in N (X) ⊗ R lies on
the plane spanned by v and u, i.e. the points corresponding to R.u, R.v and kerZ(b,w)
in the projective space P2R are collinear. This, in particular, implies that if three objects
E1, E2 and E3 in D(X) have the same phase with respect to a stability condition σ(b,w),
there must be a linear dependence relation among the vectors v(E1), v(E2) and v(E3) in
N (X)⊗ R.
The 2-dimensional family of stability conditions parametrised by the space V (X) admits
a chamber decomposition for any object E ∈ D(X).
Proposition 2.6. [Fey19, Proposition 2.6] Given an object E ∈ D(X), there exists a
locally finite set of walls (line segments) in V (X) with the following properties:
(a) The σ(b,w)-(semi)stability or instability of E is independent of the choice of the
stability condition σ(b,w) in any chamber (which is a connected component of the
complement of the union of walls).
(b) When σ(b0,w0) is on a wall WE, i.e. the point k(b0, w0) ∈ WE, then E is strictly
σ(b0,w0)-semistable.
(c) If E is semistable in one of the adjacent chambers to a wall, then it is unstable in
the other adjacent chamber.
(d) Any wall WE is a connected component of L ∩ V (X), where L is a line that
passes through the point pr(v(E)) if s(E) 6= 0, or that has a slope of rk(E)/c(E)
if s(E) = 0.
Take an object E ∈ D(X), let L1 be a connected component of L ∩ V (X) where L is
a line as described in Proposition 2.6, part (d). Suppose E is σ(b0,w0)-(semi)stable for a
stability condition σ(b0,w0) on L1. Then the structure of walls shows that E is (semi)stable
with respect to all stability conditions on L1. Moreover, if E is in the heart A(b0), by a
straightforward computation, one can show that when we deform the stability condition
σ(b0,w0) along the line segment L1, the phase of E is fixed so it remains in the heart.
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3. An upper bound for the number of global sections
In [Fey19, section 3] we introduced a new upper bound for the number of global sections
of objects in D(X). In this section, we provide a slight improvement of this bound, which
is crucial in the later section.
We always assume X is a smooth K3 surface with Pic(X) = Z.H. Given an object E ∈
D(X), we denote its Mukai vector by v(E) = (rk(E), c(E)H, s(E)). A small modification
of the proof of [Fey19, Lemma 3.2] gives the following.
Lemma 3.1. (Brill-Noether wall) Let σ(b0,w0) be a stability condition with b0 < 0
and k(b0, w0) sufficiently close to the point pr
(
v(OX)
)
= (0, 1) = o′. Let E ∈ D(X)
be a σ(b0,w0)-semistable object with the same phase as the structure sheaf OX . Define
k := gcd(rk(E) − s(E), c(E)). Then
(7) h0(X,E) ≤ χ(E)
2
+
√
(rk(E)− s(E))2 + 2H2c(E)2 + 4k2
2
where h0(X,E) = dim CHomX(OX , E) and χ(E) = rk(E)+s(E) is the Euler characteristic
of E.
Proof. If the object E satisfies c(E) = 0, then the projection pr(v(E)) lies on the y-axis.
Remark 2.5 implies that OX cannot have the same phase as E with respect to σ(b0,w0)
with b0 < 0 unless pr(v(E)) = pr(v(OX)), i.e. v(E) = kv(OX). Thus the uniqueness of
spherical sheaf with Mukai vector (1, 0, 1) (see e.g. [Muk87, Corollary 3.5]) implies that E
is the direct sum of k-copies of OX , hence the inequality (7) holds. Thus we may assume
c(E) 6= 0.
Let LE be the line through o
′ which passes the point pr(v(E)) if s(E) 6= 0, or it has
slope rk(E)/c(E) if s(E) = 0. By the assumption, k(b0, w0) is on the line LE . Consider the
evaluation map ev : HomX(OX , E) ⊗ OX → E. As shown in the proof of [Fey19, Lemma
3.2], the structure sheaf OX is σ(b0,w0)-stable, so it is a simple object in the abelian category
of semistable objects with the same phase as OX . Therefore, the morphism ev is injective
and the cokernel cok(ev) is σ(b0,w0)-semistable. Let {Ei}i=ni=1 be the Jordan-Ho¨lder factors
of cok(ev) with respect to the stability condition σ(b0,w0). By Remark 2.5, the Mukai vector
of any factor can be written as v(Ei) = miv(OX)+ tiv(E) for some mi, ti ∈ R. It is proved
in [Fey19, Lemma 3.2] that ti ≥ 0 and
(8)
n∑
i=1
ti = 1 .
If ti = 0, then since v(Ei)
2 ≥ −2, we have mi = 1 so the uniqueness of spherical sheaf
again implies Ei ∼= OX . We have
rk(Ei) = mi + ti rk(E) ∈ Z and s(Ei) = mi + ti s(E),
thus rk(Ei)− s(Ei) = ti
(
rk(E)− s(E)) ∈ Z. Moreover, c(Ei) = tic(E) ∈ Z, hence
ti. gcd(rk(E)− s(E), c(E)) ∈ Z.
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Combing this with (8) proves that the maximum number of factors with ti 6= 0 is equal to
k := gcd(rk(E)− s(E), c(E)).
By reordering of the factors, we can assume Ei ∼= OX for 1 ≤ i ≤ i0 and the other
factors satisfy ti 6= 0. Therefore,
v(E)− (h0(X,E) + i0)v(OX ) = n∑
i=i0+1
wi
where 0 ≤ n− i0 ≤ k. Since 〈wi, wj〉 ≥ −2 for 1 ≤ i, j ≤ n,
(
v(E) − (h0(X,E) + i0)v(OX )
)2
=
( n∑
i=i0+1
wi
)2
≥ −2k2.
Therefore
(9) h0(X,E) ≤ h0(X,E) + i0 ≤ χ(E)
2
+
√(
rk(E) − s(E))2 + 2H2c(E)2 + 4k2
2
.

Definition 3.2. Given a stability condition σ(b,w) and an object E ∈ A(b), the Harder-
Narasimhan polygon of E is the convex hull of the points Z(b,w)(E
′) for all subobjects
E′ ⊂ E of E.
If the Harder-Narasimhan filtration of E is the sequence
0 = E˜0 ⊂ E˜1 ⊂ .... ⊂ E˜n−1 ⊂ E˜n = E,
then the points
{
pi = Z(b,w)(E˜i)
}i=n
i=0
are the extremal points of the Harder-Narasimhan
polygon of E on the left side of the line segment oZ(b,w)(E), see Figure 2.
Re[Z(b,w)(−)]
Im[Z(b,w)(−)]
o
p1
p2
p3
p4 = Z(b,w)(E)
Figure 2. The HN polygon is in the grey area.
We define the following non-standard norm on C:
(10) ‖x+ iy‖ =
√
x2 + (2H2 + 4)y2 .
8 SOHEYLA FEYZBAKHSH
For two points p and q on the complex plane, the length of the line segment pq induced by
the above norm is denoted by ‖pq‖. The function Z : K(X)→ C is defined as
Z(E) = Z(
0,
√
2/H2
)(E) = rk(E)− s(E) + i c(E).
The next proposition shows that we can bound the number of global sections of an object
in A(0) via the length of the Harder-Narasimhan polygon at some limit point.
Proposition 3.3. [Fey19, Proposition 3.4] Consider an object E ∈ A(0) which has no
subobject F ⊂ E in A(0) with ch1(F ) = 0.
(a) There exists w∗ >
√
2/H2 such that the Harder-Narasimhan filtration of E is a
fixed sequence
0 = E˜0 ⊂ E˜1 ⊂ .... ⊂ E˜n−1 ⊂ E˜n = E,
for all stability conditions σ(0,w) where
√
2/H2 < w < w∗.
(b) Let pi := Z(E˜i) for 0 ≤ i ≤ n, and PE be a polygon whose sides are pnp0 and
pipi+1 for i = 0, . . . , n− 1. Then PE is a convex polygon and
h0(X,E) ≤ χ(E)
2
+
1
2
n−1∑
i=0
‖pipi+1‖.
Remark 3.4. We may slightly improve the upper bound in Proposition 3.3, part (b) by
applying the following technique. Pick two vertices pj = aj + i bj and pk = ak + i bk of the
polygon PE where j < k. Then
k∑
i=j+1
h0(Ei) ≤
⌊∑k
i=j+1 rk(Ei) + s(Ei)
2
+
∑k
i=j+1‖pipi−1‖
2
⌋
.
i. If ak − aj is odd, then
∑k
i=j+1 rk(Ei) − s(Ei) and so
∑k
i=j+1 rk(Ei) + s(Ei) are
odd, thus
k∑
i=j+1
h0(Ei) ≤
∑k
i=j+1 χ(Ei)− 1
2
+
⌊
1
2
+
∑k
i=j+1‖pipi−1‖
2
⌋
.
ii. If ak − aj is even, then
∑k
i=j+1 rk(Ei) + s(Ei) is even, hence
k∑
i=j+1
h0(Ei) ≤
∑k
i=j+1 χ(Ei)
2
+
⌊∑k
i=j+1‖pipi−1‖
2
⌋
.
4. The Brill-Noether loci
In this section, we prove Theorem 1.2. We first show that the morphism ψ : MX,H(v)→
BN described in (3) is well-defined. Then we consider a slope semistable rank m2-vector
bundle F on the curve C of degree 2pm and describe the location of the wall that bounds
the Gieseker chamber for the push-forward of F . Finally, we show that if the number of
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global sections of F is high enough, then it must be the restriction of a vector bundle in
MX,H(v).
We assume X is a K3 surface with Pic(X) = Z.H and H2 = 2p for a prime number
p ≥ 13. Let C be any curve in linear system |H| and i : C →֒ X be the embedding of C
into the surface X. Recall that a vector bundle F on C is slope (semi)stable if and only if
for all non-trivial subsheaves F ′ ⊂ F , we have
χ(OC , F ′)
χ(Op, F ′) < (≤)
χ(OC , F )
χ(Op, F )
where Op is the skyscraper sheaf at a generic point p on the curve C. Therefore F is slope
(semi)stable if and only if i∗F is H-Gieseker (semi)stable, see [Fey19, Section 2] for more
details. Define
(11) m := min{k ∈ Z>0 : k ∤ p+ 1}.
We will study slope semistable vector bundles F on C of rank m2 and degree 2pm. The
push-forward of F to the K3 surface X has Mukai vector
v(i∗F ) =
(
0,m2H, 2pm−m2p) .
We also consider the moduli space MX,H(v) of H-Gieseker semistable sheaves on X with
Mukai vector
v :=
(
m2,mH, p
)
.
Note that
(12) m <
p− 1
2
− 1.
Otherwise by the definition (11), p−12 − 2|p+ 1 i.e. gcd
(
p−1
2 − 2, p + 1
)
= p−12 − 2. Since
gcd
(
p− 1
2
− 2, p+ 1
)
≤ 2 gcd
(
p− 1
2
− 2, p+ 1
2
)
≤ 6,
we get p−12 − 2 ≤ 6, i.e. p ≤ 17. But (p,m) = (13, 3) and (17, 4) satisfy (12). This, in
partiucalr, implies v is a primitive class, so MX,H(v) is a smooth projective K3 surface by
[Huy16, Proposition 10.2.5 and Corollary 10.3.5].
Remark 4.1. In the published paper [Fey19], we considered the Mukai vector (4, 2H, p)
instead of v. However H-Gieseker stable sheaves of Mukai vector (4, 2H, p) are strictly
µH -semistable, and the proof presented in [Fey19, Proposition 5.2.(a)] is not correct. The
problem is due to the fact that there could be non-zero morphisms between µH -stable
sheaves of the same slope. As a result, we cannot apply [Fey19, Lemma 2.15] to H-
Gieseker stable sheaves of class (4, 2H, p) and so [Fey19, Theorem 1.2] is not valid in case
(B). That is why we changed this class to v = (m2,mH, p) such that m ∤ p + 1. As we
prove in Proposition 4.3, the condition on m guarantees that any H-Gieseker stable sheaf
of class v is µH -stable.
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Let u := v(i∗F )− v =
(−m2, (m2 −m)H,−p(m− 1)2), then
pv := pr(v) =
(
m
p
,
m2
p
)
, pu := pr(u) =
(
− m
p(m− 1) ,
m2
p(m− 1)2
)
and q :=
(
− 1
m
,
p
m
)
.
Lemma 4.2. There is no projection of roots in the grey area in Figure 3 and on the open
line segments (qpu), (opu), (opv) and (qo′).
y = px2
y
x
o
o′ = pr
(
v(OX )
)
pv =
(
m
p ,
m2
p
)
(
m
p(1−m) ,
m2
p(1−m)2
)
= pu
(− 1m , pm2 ) = q
Figure 3. No projection of roots in the grey area
Proof. Assume for a contradiction that projection of a root δ = (r˜, c˜H, s˜) lies in the claimed
region. Then one of the following cases holds:
(a) pr(δ) =
(
c˜
s˜ ,
r˜
s˜
)
lies on the right hand side of the grey region, i.e.
(13) 0 <
c˜
s˜
<
m
p
and
r˜
c˜
> m.
Since c˜2p− r˜s˜ = −1, we have r˜s˜ > 0, thus the first inequality in (13) gives
(14) c˜r˜ <
m
p
s˜r˜ =
m
p
(
c˜2p+ 1
)
= c˜2m+
m
p
.
The second inequality in (13) implies c˜2m < c˜r˜. Combining it with (14) gives
c˜r˜ − m
p
< c˜2m < c˜r˜
which is not possible because mp < 1.
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(b) pr(δ) lies on the line segment opv, i.e.
r˜
c˜ = m, then c˜
2p−mc˜s˜ = −1. Thus c˜ = ±1,
and m|p+ 1 which is not possible by (1).
(c) pr(δ) lies on the line segment (o′q) or in the grey region above the line segment
oq. But [Fey19, Lemma 2.8] shows this cannot happen.
(d) pr(δ) is on line segment (oq), then
r˜
c˜
= − p
m
.
Since gcd(p,m) = 1, we get r˜ = kp and c˜ = −km for an integer k ∈ Z, so
−1 = c˜2p− r˜s˜ = pk2m2 − pks˜ which is not possible.
(e) pr(δ) is on the line segment (qpu) or inside the grey region between two line
segments opu and oq, then
(15)
p
m2 − r˜s˜
− 1m − c˜s˜
≥ − p
m
− m
m− 1 and −
p
m
<
r˜
c˜
< − m
(m− 1) .
The first condition in (15) gives
(16) − p
m
− m
m− 1 ≤
p
m2
+ pc˜ms˜ − pc˜ms˜ − r˜s˜
− 1m − c˜s˜
= − p
m
+
pc˜+ r˜m
s˜+ c˜m
.
We know − 1m < c˜s˜ < 0. Multiplying it by positive numbermr˜s˜ gives r˜(mc˜+s˜) > 0.
Thus multiplying (16) by r˜(mc˜+ s˜) gives
(m− 1)r˜(pc˜+ r˜m) ≥ −mr˜(s˜+ c˜m)
= −m(pc˜2 + 1 + r˜c˜m)
= −mc˜(pc˜+ r˜m)−m.
This shows −m ≤ (pc˜+ r˜m)(r˜(m− 1) +mc˜). Dividing by −c˜2m(m− 1) gives
(17) M(r˜, c˜) :=
(
p
m
+
r˜
c˜
)(
− r˜
c˜
− m
m− 1
)
≤ 1
c˜2(m− 1) .
By the second inequality of (15), M(r˜, c˜) is positive. It is minimum if either pm+
r˜
c˜
or − r˜c˜− mm−1 gets minimum. The minimum value of pm+ r˜c˜ is 1|c˜|m which is achieved
if r˜c˜ = − pm + 1|c˜|m , then M(r˜, c˜) is equal to 1|c˜|m
(
− mm−1 + pm − 1|c˜|m
)
. Similarly, the
minimum value of − r˜c˜ − mm−1 is 1|c˜|(m−1) which is obtained if r˜c˜ = − mm−1 − 1|c˜|(m−1) ,
then M(r˜, c˜) is equal to 1|c˜|(m−1)
(
p
m − mm−1 − 1|c˜|(m−1)
)
. Therefore
M(r˜, c˜) ≥ min
{
1
|c˜|m
(
p
m
− m
m− 1 −
1
|c˜|m
)
,
1
|c˜|(m− 1)
(
p
m
− m
m− 1 −
1
|c˜|(m− 1)
)}
.
Since m ≥ 3, the inequality (12) gives m+ 1 + 1m−1 < p−12 . This implies
p
m
− m
m− 1 >
m
m− 1 +
1
m
≥ m|c˜|(m− 1) +
1
|c˜|m .
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Comparing the first and the last sentences gives
(18)
1
|c˜|m
(
p
m
− m
m− 1 −
1
|c˜|m
)
>
1
c˜2(m− 1) .
Similarly, we have
p
m
− m
m− 1 > 1 +
1
m− 1 ≥
1
|c˜| +
1
|c˜|(m− 1)
which gives
(19)
1
|c˜|(m− 1)
(
p
m
− m
m− 1 −
1
|c˜|(m− 1)
)
>
1
c˜2(m− 1) .
Therefore (18) and (19) implies M(r˜, c˜) > 1
c˜2(m−1) which contradicts (17).
(f) pr(δ) lies on the line segment opu, then
r˜
c˜
=
m
1−m .
Since gcd(m,m − 1) = 1, there is an integer k ∈ Z such that r˜ = km and c˜ =
k(1−m). Thus −1 = c˜2p− r˜s˜ = k2(m− 1)2p− kms˜. Hence k = ±1 and
m2p− 2mp±ms˜+ p = −1.
This gives m|p+ 1, a contradiction.

Proposition 4.3. Let E be an H-Gieseker stable sheaf on X of Mukai vector v = (m2,mH, p).
(a) The sheaf E is µH-stable and locally free.
(b) HomX
(
E,E(−H)[1]) = 0.
(c) The restricted bundle E|C is a slope stable vector bundle on C with h0(C,E|C ) =
p+m2. In particular, the morphism ψ described in (3) is well-defined.
(d) The cone KE of the evaluation map
(20) O⊕h0(E)X
ev−→ E → KE ,
is of the form KE = E
′[1] where E′ is a µH-stable locally free sheaf on X. Moreover
HomX
(
E′, E(−H)[1]) = 0.
Proof. Since E is H-Gieseker stable, it is µH -semistable. Suppose E is strictly µH -
semistable, then there is a quotient E ։ E′ with Mukai vector (r, cH, s) which has the
same slope as E, i.e. cr =
1
m . We may assume E
′ is µH -stable, thus v(E′)2 ≥ −2. By
Lemma 4.2, there is no projections of roots on the line segment (opu), so there is no roots
of the same slope as E. This implies v(E′)2 = 2pc2 − 2rs ≥ 0 which gives
s
r
≤ pc
2
r2
=
p
m2
.
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But E is H-Gieseker stable, thus sr >
p
m2
, a contradiction. Therefore E is µH -stable and
its double dual E∨∨ is also µH -stable [Huy16, page 156]. Hence
−2 ≤ v(E∨∨)2 = v(E)2 − 2rk(E)l(E∨∨/E) = −8l(E∨∨/E)
which shows E must be a locally free sheaf and proves part (a).
By [Bri08, Proposition 14.2], the coherent sheaf E is σ(0,w)-stable for w ≫ 0, i.e. when
k(0, w) is close to the origin o. The next step is to show that there is no wall for E in
the interior of the grey region in Figure 4. Since Hom(E,E) = Hom(E,E[2]) = C and
v(E)2 = 0, we find dimC Ext
1(E,E) = 2. Therefore E is a semirigid object in the sense of
[BB17, Definition 2.3]. Suppose for a contradiction that there is a wall WE as shown in
Figure 4.
y = px2
y
x
o
o′= pr(v(OX )
)
pv =
(
m
p ,
m2
p
)
(
m
p(1−m) ,
m2
p(1−m)2
)
= pu
(− 1m , pm2 ) = q
WE
pr(v(E1))
WE(−H)[1]
pr(v(F1))
o˜
Figure 4. Hypothetical walls for E and E(−H) in the grey area
By Proposition 2.6, WE is a line segment ending at pv. [BB17, Lemma 2.5 (b)] im-
plies that at least one of the stable factors E1 along the wall, is a rigid object, i.e.
dimC Ext
1(E1, E1) = 0. Stability of E1 gives v(E1)
2 = −2 dimCHom(E1, E1) = −2, hence
v(E1) is a root class. Let v(E1) = (r1, c1H, s1). By Proposition 2.6, pr(v(E1)) =
(
c1
s1
, r1s1
)
lies on the line along WE. Moreover, it is above the curve y = px2 and not in the grey
area, by Lemma 4.2. Therefore µH(E1) =
c1
r1
< 0. For any stability condition σ(b,w) on
WE, we have
(21) 0 < Im[Z(b,w)(E1)] = c1 − r1b < Im[Z(b,w)(E)] = m−m2b.
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If we move the stability condition σ(b,w) along WE such that k(b, w) moves toward pv, i.e.
b → 1m , then the right hand side in (21) goes to zero. Therefore, c1/r1 − 1m goes to zero
which is not possible since c1/r1 < 0. Therefore there is no wall for E in the interior of the
grey area in Figure 4.
Since E is µH -stable, the twist E(−H) is also µH -stable, so [Fey19, Lemma 2.15] implies
that E(−H)[1] is σ(b,w)-stable where b = 1−mm and w is arbitrary. We know E(−H) is also
a semirigid object, so we may apply the same argument as above to show that there is no
wall for E(−H)[1] in the interior of the grey region in Figure 4, or on the line segment
qpu. Suppose for a contradiction that there is such a wall WE(−H)[1]. It is a line segment
ending at pu and crossing the line segment oq. The Mukai vector of at least one of the
stable factors F1 is a root class, by [BB17, Lemma 2.5 (b)]. Since pr(v(F1)) lies on the
line along WE(−H)[1] and cannot be in the grey region, it must lie on the right hand side
of the line segment oq, i.e. c(F1)r(F1) > −mp . When we move a stability condition σ(b,w) along
the wall WE(−H)[1] towards pu, i.e. b → 1−mm , then Im[Z(b,w)(F1)] = c(F1) − br(F1) →
c(F1) +
m−1
m r(F1) must go to zero, a contradiction.
Therefore, E and E(−H)[1] are stable with respect to the stability condition at the
point o˜ =
(
0, m
2
p(m−1)
)
where they have the same phase. Hence, the same argument as
in [Fey19, Proposition 4.1] implies that E|C is slope-stable and HomX(E,E(−H)[1]) = 0
which proves (b) and the first claim of part (c).
Since gcd(p −m2,m) = 1, applying Lemma 3.1 for E gives
h0(E) ≤
⌊
p+m2
2
+
√
4pm2 + (p−m2)2 + 4
2
⌋
=
⌊
p+m2
2
+
√
(p+m2)2 + 4
2
⌋
= p+m2.
We have χ(E) = p + m2 = h0(X,E) − h1(X,E) ≤ h0(X,E), so h0(X,E) = p + m2.
On the other hand, since there is no wall for E(−H)[1] in the grey region, the structure
sheaf OX is not making a wall for it which means HomX(OX , E(−H)[1]) = 0. Therefore
h0(C,E|C ) = m2 + p. This completes the proof of (c).
To prove part (d), we consider a stability condition σ1 on the open line segment (qo′).
Since the structure sheaf OX and E are σ1-semistable of the same phase, the cokernel KE
of the evaluation map is also σ1-semistable. Suppose KE is strictly σ1-semistable, then the
same argument as in [Fey19, Proposition 4.1] implies that it has a subobjectK1 with Mukai
vector v(K1) = t1v(E) + s1v(OX) where 0 ≤ t1 ≤ 1. Therefore c(K1) = t1c(E) = t1m ∈ Z
and s(k1) − r(K1) = t1(p − m2) ∈ Z. Since gcd(m, p − m2) = 1, we have t1 = 0, 1
which means OX is either a subobject or a quotient of KE . But HomX(KE ,OX) =
HomX(OX ,KE) = 0, a contradiction. Therefore, KE is σ1-stable.
The Mukai vector of KE is (p,−mH,m2), thus v(KE)2 = 0 and pr(v(KE)) = q. Stability
of KE with respect to σ1 implies that HomX(E,E) = HomX(E,E) ∼= C. Thus KE is a
semirigid object, and we can apply the same argument as for E to show that there is no
wall for KE in the interior of the grey region. First assume there is a wall WKE between
line segments qo′ and qo in Figure 4. It must end at q and cross the line segment oo′.
We know the Mukai vector of one the stable factors K1 along the wall is a root class and
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pr(v(K1)) lies on the line along WKE , so c(K1)/r(K1) > 0. When we move a stability
condition σ along the wall towards q, i.e. b → −mp , then c(K1) − br(K1) must go to zero
which is not possible. Therefore KE is σ(0,w)-stable where w ≫ 0, and [MS17, Lemma
6.18] shows that KE ∼= E′[1] for a µH -stable locally free sheaf E′. Note that the rank of E′
and its degree ch(−).HH2 are co-prime, so E
′ cannot be strictly µH -semistable. Hence E′[1] is
stable with respect to the stability conditions on the line segment qo, by Lemma [Fey19,
Lemma 2.15].
Finally, we show that there is no wall for E′ between line segments qo and qpu in the
grey region, or on the line segment qpu itself. If there exists such a wall, it crosses the line
segment opu. Moreover, the Mukai vector of at least one of the stable factors E
′
1 is a root
class, so pr(v(E′)) must be below opu, i.e.
c(E′)
r(E′) ≤ − (m−1)m . Then by moving along the wall
towards the point q, we reach again a contradiction. Therefore E′ is stable with respect to
the stability conditions on (qpu) and it has the same phase as E(−H)[1]. Hence there is
no non-trivial homomorphism between them. This completes the proof of (d).

4.1. The first wall. Recall that MC(m
2, 2pm) denotes the moduli space of slope semi-
stable vector bundles F of rank m2 and degree 2pm on the curve C. [Fey19, Lemma 2.13]
implies that i∗F is semistable with respect to the stability conditions σb,w in the Gieseker
chamber, which means w ≫ 0 and b is arbitrary. The next proposition describes the wall
that bounds the Gieseker chamber for i∗F . Note that a wall for i∗F is part of a line which
goes through pr(v(i∗F )) =
(
0, mp(2−m)
)
, by [Fey19, Proposition 2.6 (d)].
Proposition 4.4. Given a vector bundle F ∈ MC(m2, 2pm), the wall that bounds the
Gieseker chamber for i∗F is not below the line segment pupv and it coincides with the line
segment pupv if and only if F is the restriction of a vector bundle E ∈ MX,H(v) to the
curve C.
Proof. Assume the wallWi∗F that bounds the Gieseker chamber for i∗F is below or on the
line segment pupv. Take the line ℓ aligned with Wi∗F . Its intersection point with opu and
opv are denoted by q1 and q2, respectively, see Figure 5.
p
pu
pv
ℓ
o
q2
q1
o˜
p′
Figure 5. The first wall Wi∗F
The wall Wi∗F passes through σ(0,w′) for some w′ > 0. There is a destabilising sequence
F1 →֒ i∗F ։ F2 of objects in A(0) such that F1 and F2 are σ(0,w′)-semistable objects of
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the same phase as i∗F and φ(0,w)(F1) > φ(0,w)(i∗F ) for w < w′. We may assume F1 is
σ(0,w′)-stable. Taking cohomology gives a long exact sequence of sheaves
(22) 0→ H−1(F2)→ F1 d0−→ i∗F → H0(F2)→ 0.
Let v(F1) =
(
r′, c′H, s′
)
and v
(
H0(F2)
)
=
(
0, c′′H, s′′
)
. Let T be the maximal torsion
subsheaf of F1. Using [Fey19, Lemma 3.5] in the same way as in the proof of [Fey19,
Proposition 4.2] gives 0 < r′ = m2 − c′′ − c(T ) and
(23) µH
(
F1/T
)
=
c′ − c(T )
m2 − c′′ − c(T ) =
1
m
.
Moreover, it shows both sheaves F1/T and H
−1(F2) are µH -semistable. We first prove the
torsion part T is equal to zero. Assume otherwise.
Step 1. By the definition (4) of the heart A(b = 0), the sequence T →֒ F1 ։ F1/T
is a short exact sequence in A(0). Combining this with the desalinating sequence gives
an injection f : T →֒ i∗F in A(0). By taking cohomology from the sequence T →֒ i∗F ։
cok(f), we get a long exact sequence of coherent sheaves
0→ H−1(cok(f))→ T → i∗F → H0(cok(f))→ 0 .
Since H−1(cok(f)) is torsion-free by definition of the heart A(0), it must be equal to zero.
Thus T is a subsheaf of i∗F , so slope semistability of F implies
(24) c(T ) 6= 0 and s(T )
c(T )
≤ s(i∗F )
c(i∗F )
< 0 .
Therefore p′ := pr(v(T )) =
(
c(T )
s(T ) , 0
)
lies on the line segment [po) where p := pr(v(i∗F )) in
Figure 5.
Step 2. The next step is to show pr(v(F1/T )) lies on the line segment (oq2]. By the
equality (23), pr(v(F1/T )) lies on the line passing through the origin o and pv. The short
exact sequence T →֒ F1 ։ F1/T implies that p′, pr(v(F1)) and pr(v(F1/T )) are collinear.
Moreover, pr(v(F1)) lies on the line ℓ.
If s(F1/T ) = 0, then s(F1) = s(T ) < 0 by (24), and the line passing through pr(v(F1))
and p′ = pr(v(T )) is of slope 1/µ(F1/T ), so it is parallel to opv. The point pr(v(F1))
also lies on ℓ, thus pr(v(F1)) is on the line segment [pq2]. But this is not possible because
µH(F1) ≥ 1m by (23). Hence we may assume s(F1/T ) 6= 0. Consider the following three
cases:
(a) If s′ < 0, then since r′ > 0 and c′ > 0, pr(v(F1)) lies on ℓ on the left hand side of
p, thus c
′
s′ − c(T )s(T ) ≤ c
′
s′ − c(i∗F )s(i∗F ) < 0 by (24) which gives
0 <
r′
s′
c′
s′ − c(T )s(T )
≤
r′
s′
c′
s′ − c(i∗F )s(i∗F )
.
This implies pr(v(F1/T )) lies on a line passing through p
′ and of positive slope
but less than slope of ℓ, hence it lies on the line segment (oq2].
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(b) If s′ > 0, then pr(v(F1)) lies on ℓ on the right hand side of q2 because σ0,w′-
stability of F1 gives v(F1)
2 ≥ −2 and there is no root class on (q1q2). Hence, the
line passing through pr(v(F1)) and q
′ intersects opv at a point on (oq2].
(c) If s′ = 0, then pr(v(F1/T )) lies on a line parallel to ℓ (i.e. of slope r
′
c′ ) which passes
through p′, hence it lies on the line segment (oq2].
Step 3. We show F1/T is H-Gieseker stable. If not, since it is µH -semistable there is
an H-Gieseker stable subsheaf F ′ of the same slope such that
0 <
s(F1/T )
r(F1/T )
≤ s(F
′)
r(F ′)
⇒ r(F
′)
s(F ′)
≤ r(F1/T )
s(F1/T )
which implies pr(v(F ′)) lies on (oq2]. Since F ′ is H-Gieseker stable, v(F ′)2 ≥ −2 but
Lemma 4.2 shows that there is no projection of roots on (opv), a contradiction. Therefore,
F1/T is H-Gieseker stable and v(F1/T )
2 ≥ −2. Since there is no projection of root class
on the line segment (opu), we obtain pr(v(F1/T )) = pv = q2. By considering their second
coordinates, one gets
(25)
c′ − c(T )
s′ − s(T ) =
m
p
.
We know Im[Z(0,w′)(F1)] = c
′ ≤ Im[Z(0,w′)(i∗F )] = m and and gcd(m, p) = 1, thus (25)
gives c′ − c(T ) = m. Then (23) implies m2 − c′′ − c(T ) = m2, i.e. c′′ = c(T ) = 0 which is
not possible by (24).
Therefore T = 0 and F1 is a µH -semistable sheaf of slope
µH(F1) =
c′
m2 − c′′ =
1
m
.
If s′ = 0, then ℓ is of slope r
′
c′ (parallel to opv) and passes through p. Thus ℓ lies above
pupv which is not possible by our assumption, so we may assume s
′ 6= 0. We know
pr(v(F1)) is the intersection point of ℓ and the line passing through o and pv. Therefore
pr(v(F1)) = q2 but the same argument as above shows that F1 is H-Gieseker stable and
pr(v(F1)) = q2 = pv. Thus there is no wall for i∗F below pupv.
If ℓ passes through pv, then pr(v(F1)) = pv, so
c′
s′ =
m
p which implies c
′ = m and s′ = p.
Thus v(F1) = v1. The same argument as in Proposition 4.3 implies that there is no wall
for F1 in the triangle △opupv, so σ0,w′-stability of F1 implies that it is σ(0,w)-stable for
w ≫ 0, i.e. when k(0, w) is close to the origin o. Thus F1 is H-Gieseker stable by [Bri08,
Proposition 14.2]. Then Proposition 4.3 implies that it is a µH -stable locally free sheaf and
F1|C is slope stable. The non-zero morphism d0 in the long exact sequence (22) factors via
the morphism d′0 : i∗F1|C → i∗F . The objects i∗F1|C and i∗F have the same Mukai vector
and so have the same phase and i∗F1|C is H-Gieseker stable. Thus, the morphism d′0 must
be an isomorphism and F ∼= F1|C . 
4.2. The maximum number of global sections. Take a slope semistable vector bundle
F ∈ MC(m2, 2pm). Proposition 3.3 implies that there is a positive real number w∗ > 0
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such that the HN filtration of i∗F with respect to the stability conditions σ(0,w) for
√
1/p <
w < w∗ is a fixed sequence
0 = E˜0 ⊂ E˜1 ⊂ .... ⊂ E˜n−1 ⊂ E˜n = i∗F .
Let
pi := Z(E˜i) = rk(E˜i)− s(E˜i) + ic(E˜i)
for 0 ≤ i ≤ n, and Pi∗F be a polygon whose sides are pnp0 and pipi+1 for i = 0, . . . , n− 1.
By Proposition 3.3, Pi∗F is a convex polygon and
(26) h0(X, i∗F ) ≤ χ(i∗F )
2
+
1
2
n−1∑
i=0
‖pipi+1‖,
where ‖.‖ is the non-standard norm on C:
‖x+ iy‖ =
√
x2 + (4p + 4)y2.
By applying the same argument as in [Fey19, Lemma 4.3], one can show that the polygon
Pi∗F is inside the triangle △z1z2o with vertices
z1 := Z(v) = m
2 − p+ im, z2 := Z(i∗F ) = m2p− 2pm+ im2
and the origin o. Now assume F is in the Brill-Noether locus MC(m
2, 2pm, p+m2), i.e.
p+m2 ≤ h0(X, i∗F ).
We show in the following few lemmas that the polygon Pi∗F coincides with the triangle
△oz1z2.
Lemma 4.5. If p ≥ 31 and p 6= 47, 59, the polygon Pi∗F coincides with the triangle △oz1z2.
Proof. Assume for a contradiction that Pi∗F is strictly inside △oz1z2. Since the vertices of
Pi∗F are Gaussian integers, it must be contained in the polygon oz
′
1qz
′
2z2 where
z′1 :=
m− 1
m
(m2 − p) + i (m− 1), z′2 := −
p
m
+m2 − m
m− 1 + i (m+ 1)
and q := m2 − p+ 1 + im, see Figure 6.
Let l := ‖oz1‖ + ‖z1z2‖ and lin := ‖oz′1‖ + ‖z′1q‖ + ‖qz′2‖ + ‖z′2z2‖. A similar argument
as in [Fey19, Proposition 4.4] implies that l− lin ≤ 2ǫ where ǫ := 2pm−m2p2 + l2 − (p+m2).
However, we show that if p ≥ 31 and p 6= 47, 59, then
(27) 2ǫ < l − lin
which is a contradiction.
Step 1. We have
l =
√
(m2 − p)2 + (4p + 4)m2 +
√
(pm2 − 2pm+ p−m2)2 + (4p + 4)(m2 −m)2
=
√
(m2 + p)2 + 4m2 +
√
(p(m− 1)2 +m2)2 + 4m2(m− 1)2 ,
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o Re[Z(−) ]
Im[Z(−) ]
m2 − p+ i m = z1
z′1
z2 = m2p− 2pm+ im2
z′2
q
m+1
m-1
m
2-p-1
Figure 6. The polygon Pi∗F is inside oz
′
1qz
′
2z2
thus
2ǫ = l + p(−m2 + 2m)− 2(p +m2)
=
√
(m2 + p)2 + 4m2 − (m2 + p)
+
√
(p(m− 1)2 +m2)2 + 4m2(m− 1)2 − (p(m− 1)2 +m2)(28)
≤ 2m
2
m2 + p
+
2m2(m− 1)2
p(m− 1)2 +m2 <
2m2
m2 + p
+
2m2
p+ 1
=: f1(m, p) .(29)
On the other hand, l − lin = ‖z′1z1‖ − ‖z′1q‖+ ‖z1z′2‖ − ‖qz′2‖ where
‖z′1z1‖ − ‖z′1q‖ =
√(
p−m2
m
)2
+ 4p+ 4−
√(
p−m2
m
− 1
)2
+ 4p+ 4
=
−1 + 2pm − 2m√(
p−m2
m
)2
+ 4p+ 4 +
√(
p−m2
m − 1
)2
+ 4p+ 4
.(30)
If p−m
2
m > 1, then
(31) ‖z′1z1‖ − ‖z′1q‖ ≥
−1
2 +
p
m −m√( p
m +m
)2
+ 4
=: f2(m, p) .
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We also have
‖z1z′2‖ − ‖qz′2‖ =
√(
p
m− 1
m
− m
m− 1
)2
+ 4p+ 4
−
√(
p
m− 1
m
− m
m− 1 − 1
)2
+ 4p + 4(32)
≥
−1
2 + p
m−1
m − mm−1√(
pm−1m +
m
m−1
)2
+ 4
>
pm−1m − 3m−12(m−1)
pm−1m +
3m−1
2(m−1)
=: f3(m, p) .(33)
Step 2. First consider prime numbers p such that 31 ≤ p < 250 and p 6= 47, 59.
(a) If p = 31, 37, 43, 61, 67, 73, 79, 97, 103, 109, 127, 139, 151, 157, 163, 181, 193, 199, 211,
223, 233 or 241, then m = 3 so (29) gives
(34) 2ǫ ≤ f1(3, p) = 18
9 + p
+
18
p+ 1
≤ 81
80
.
Since p−93 > 1, (31) and (33) give
l − lin ≥ f2(3, p) + f3(3, p) =
−1
2 +
p
3 − 3√(p
3 + 3
)2
+ 4
+
2p
3 − 2
2p
3 + 2
.
Since the function on the right hand side is increasing with respect to p, we get
l − lin > 1310 because p ≥ 31. Combining this with (34) implies the claim (27).
(b) If p = 41, 53, 89, 101, 113, 137, 149, 173 or 229, then m = 4. For p = 41, a direct
computation shows (27). For p ≥ 53 we have 2ǫ ≤ f1(4, p) ≤ 1110 and
l − lin ≥ f2(4, p) + f3(4, p) =
−1
2 +
p
4 − 4√(p
4 + 4
)2
+ 4
+
3p
4 − 116
3p
4 +
11
6
>
14
10
which proves (27).
(c) If p = 71, 83, 107, 131, 167, 191, 197 or 227, then m = 5. Thus 2ǫ ≤ f1(5, p) ≤ 1310
and l − lin ≥ f2(5, p) + f3(5, p) > 1410 , so (27) holds.
(d) If p = 179 or 239, thenm = 7. So 2ǫ ≤ f1(7, p) < 1 and l−lin > f2(7, p)+f3(7, p) >
15
10 which proves (27).
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Step 3. If p > 250, then we claim that m ≤
⌊√
2p
5
⌋
. If not, three consecutive numbers⌊√
2p
5
⌋
,
⌊√
2p
5
⌋
− 1 and
⌊√
2p
5
⌋
− 2 divide p+ 1, thus
p+ 1 ≥ 1
2
⌊√
2p
5
⌋(⌊√
2p
5
⌋
− 1
)(⌊√
2p
5
⌋
− 2
)
≥ 1
2
(√
2p
5
− 1
)(√
2p
5
− 2
)(√
2p
5
− 3
)
which does not hold for p > 250. The function f1(m, p) in (29) is increasing with respect
to m. Since m ≤
⌊√
2p
5
⌋
≤
√
2p
5 , we get f1(m, p) <
4
7 +
4
5 , thus
(35) 2ǫ <
48
35
.
On the other hand, the function f2(m, p) in (31) is decreasing with respect to m, thus
f2(m, p) ≥
−12 +
√
5p
2 −
√
2p
5√(√
5p
2 +
√
2p
5
)2
+ 4
.
The function on the right hand side is increasing with respect to p, so takes its minimum
value for p = 251. Therefore f2(m, p) >
517
1250 . Since m ≥ 3, we have 1.5m−.5m−1 . mm−1 ≤ 3 .
Therefore p > 3m−12(m−1) .
m
m−1
1975
25 which is equivalent to f3(m, p) >
975
1000 in (33). Hence
l − lin ≥ f2(m, p) + f3(m, p) ≥ 1388610000 and by (35), l − lin > 2ǫ as claimed. 
Lemma 4.6. If (p,m) = (13, 3), the polygon Pi∗F coincides with the triangle △oz1z2.
Proof. In this case, z1 = −4 + i3, z2 = 39 + i9, z′2 = 196 + i4 and 22 ≤ h0(F ).
Re[Z(−) ]
Im[Z(−) ]
−4 + i3 = z1
z′2
q2
q1
q3 q4 q5
2
1
3
4
−1−2−3 19
6
o
Figure 7. The left hand side of Pi∗F for (p,m) = (13, 3)
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If Pi∗F is contained in the polygon oq1q5z
′
2z2 in Figure 7, then
h0(F ) ≤ −39
2
+
1
2
(
‖oq1‖+ ‖q1q5‖+ ‖q5z′2‖+ ‖z′2z2‖
)
= −39
2
+
1
2

√56 + 1 +√56× 4 +
√
56 +
(
19
6
+ 1
)2
+
√
56× 25 +
(
39− 19
6
)2
< 22
which is not possible. Thus if Pi∗F is strictly inside △oz1z2, one of the following cases
happens:
i. q2 = −2 + i2 is a vertex of Pi∗F and q3 = −3 + i3 is not a vertex. We divide Pi∗F
into two parts. The first part is oq2 and the second part is between q2 and z2. The
length of the second part is less than ‖q2q4‖ + ‖q4z′2‖ + ‖z′2z2‖, see Figure 7. We
apply Remark 3.4 for these two parts. Since q2 has even real part and z2 has odd
real part, we get
h0(F ) ≤ −39− 1
2
+
⌊‖oq2‖
2
⌋
+
⌊
‖q2q4‖+ ‖q4z′2‖+ ‖z′2z2‖+ 1
2
⌋
= −20 + 7 + 34 = 21 .
ii. q3 is a vertex of Pi∗F . Since q3 has odd real part, applying Remark 3.4 for oq3 and
the rest of the polygon between q3 and z2 gives
h0(F ) ≤ −39− 1
2
+
⌊‖oq3‖+ 1
2
⌋
+
⌊
‖q3z′2‖+ ‖z′2z2‖
2
⌋
= −20 + 11 + 30 = 21 .
iii. q4 = −2+3i is a vertex of Pi∗F . The length of the first part of Pi∗F between o and
q4 is at most ‖oq2‖+ ‖q2q4‖ and the length of the rest is at most ‖q4z′2‖+ ‖z′2z2‖.
Since q4 has even real part, Remark 3.4 gives
h0(F ) ≤ −39− 1
2
+
⌊‖oq2‖+ ‖q2q4‖
2
⌋
+
⌊
‖q4z′2‖+ ‖z′2z2‖+ 1
2
⌋
= −20 + 11 + 30 = 21 .
Therefore Pi∗F coincides with △oz1z2. 
Lemma 4.7. If (p,m) = (17, 4), the polygon Pi∗F coincides with △oz1z2.
Proof. In this case, z1 = −1 + i4, z2 = 136 + i16, z′2 = 12512 + i5 and 33 ≤ h0(F ). We prove
in few steps that if Pi∗F is strictly inside △oz1z2, then h0(F ) is less than 33 which is not
clearly possible.
For k = 1, 2, 3, 4 we have qk = 0 + ik in Figure 8, and for k = 5, 6, 7, we have qk =
k − 4 + i4 .
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Re[Z(−) ]
Im[Z(−) ]
−1 + i4 = z1
z′2
125
12
q1
q2
q3
q4 q5 q6 q7
q8
1 2 3
5
o
Figure 8. The left hand side of Pi∗F for (p,m) = (17, 4).
Step 1. If Pi∗F is contained in the polygon oq2q8q7z
′
2z2, then
h0(F ) ≤ χ(F )
2
+
‖oq2‖+ ‖q2q8‖+ ‖q8q7‖+ ‖q7z′2‖+ ‖z′2z2‖
2
= − 136
2
+
1
2
√
72× 4 + 1
2
√
72 + 1 +
1
2
√
72 + 4 +
1
2
√(
125
12
− 3
)2
+ 72
+
1
2
√(
136 − 125
12
)2
+ 72 × 112
< 33
Step 2. If q6 is a vertex of Pi∗F , then in the HN filtration of i∗F , there exists a subobject
E˜k with Z(E˜k) = q6 = 2 + i4. We first show that
(36) h0(E˜k) ≤ χ(E˜k)
2
+ 16.
(i) If oq6 is a side of Pi∗F , then either Z(E˜1) = 2 + 4i, or Z(E˜1) = 1 + 2i and
Z(E˜2) = 2 + 4i. In the first case, Lemma 3.1 implies
h0(E˜1) ≤ χ(E˜1)
2
+
⌊√
22 + 68 × 42 + 4× 22
2
⌋
=
χ(E˜1)
2
+ 16 .
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In the second case,
h0(E˜2) ≤ h0(E˜1) + h0(E˜2/E˜1)
≤ χ(E˜1)− 1
2
+
⌊√
1 + 68× 22 + 4 + 1
2
⌋
+
χ(E˜2/E˜1)− 1
2
+
⌊√
1 + 68× 22 + 4 + 1
2
⌋
with the last inequality following from the fact that χ(E˜1) and χ(E˜2/E˜1)
are odd. This gives h0(E˜2) ≤ χ(E˜2/E˜)2 + 15.
(ii) If oq1 and q1q6 are sides of Pi∗F , then Z(E˜1) = i and Z(E˜2) = 2 + 4i.
Applying Lemma 3.1 for E˜1 and E˜2/E˜1 implies that
h0(E˜2) ≤ χ(E˜2)
2
+
⌊√
72
2
⌋
+
⌊√
22 + 68× 32 + 4
2
⌋
=
χ(E˜2)
2
+ 16 .
(iii) If oq1, q1q8 and q8q6 are sides of Pi∗F , then Z(E˜1) = i, Z(E˜2) = 1 + 3i and
Z(E˜3) = 2 + 4i. By applying Remark 3.4 for each of these pieces, one gets
h0(E˜3) ≤ χ(E˜3)
2
− 1 +
⌊‖oq1‖
2
⌋
+
⌊‖q1q8‖+ 1
2
⌋
+
⌊‖q8q6‖+ 1
2
⌋
=
χ(E˜3)
2
+ 16 .
(iv) If oq2 and q2q6 are sides Pi∗F , then Remark 3.4 gives
h0(E˜k) ≤ χ(E˜k)
2
+
⌊‖oq2‖
2
⌋
+
⌊‖q2q6‖
2
⌋
=
χ(E˜k)
2
+ 16 .
(v) If oq3 and q3q6 are sides of Pi∗F , then
h0(E˜k) ≤ χ(E˜k)
2
+
⌊‖oq3‖
2
⌋
+
⌊‖q3q6‖
2
⌋
=
χ(E˜k)
2
+ 16 .
Applying Remark 3.4 for the rest of the polygon between q5 and z2 implies that
h0(F ) ≤ χ(F )
2
+ 16 +
⌊
‖q6z′2‖+ ‖z′2z2‖
2
⌋
= −68 + 16 + 84 = 32 .
Step 3. If q5 is a vertex of Pi∗F , then there is a subobject E˜k in the HN filtration of i∗F
with Z(E˜k) = 1 + i4. We first show that
(37) h0(E˜k) ≤ χ(E˜k)− 1
2
+ 17 .
(i) If oq5 is a side of Pi∗F , then Lemma 3.1 gives h
0(E˜k) ≤ χ(E˜k)−12 +
⌊√
1+68×16+4
2
⌋
as claimed.
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(ii) If oqi and qiq5 are sides of Pi∗F for i = 1, 2 or 3, then
h0(E˜k) ≤ χ(E˜k)− 1
2
+
⌊‖oqi‖
2
⌋
+
⌊‖qiq6‖+ 1
2
⌋
=
χ(E˜k)− 1
2
+ 17
as required.
Let q = Z(E˜k+1) be the adjacent vertex to q5 which lies between z1z2 and q5z2.
Write q = a+ bi, and let d = gcd(a− 1, b− 4).
(i) If a is odd, then
(38) h0(E˜k+1/E˜k) ≤ χ(E˜k+1/E˜k)
2
+ ℓ1 and h
0(i∗F/E˜k+1) ≤ χ(i∗F/E2)− 1
2
+ ℓ2
where ℓ1 :=
⌊√
4×17(b−4)2+(a−1)2+4d2
2
⌋
and ℓ2 :=
⌊‖qq′‖+‖q′z2‖
2
⌋
such that q′ is
a point on the line segment z1z2 whose imaginary part is b+ 1. All possible
values of q with odd real part has been listed in Table 1.
q 11 + i5 23 + 6i 57 + i9 79 + i11 89 + i12
ℓ1 6 13 35 48 55
q′ 1316 + i6
133
4 + i7
135
2 + i10
271
3 + i12
407
4 + i13
ℓ2 78 71 49 36 29
Table 1. points q with odd real part
In all cases ℓ1 + ℓ2 = 84. Combining (37) with (38) gives
h0(i∗F ) ≤ h0(E˜k) + h0(E˜k+1/E˜k) + h0(i∗F/E˜k+1) ≤ χ(F )
2
− 1 + 17 + ℓ1 + ℓ2 = 32 .
(ii) If a is even, then
(39) h0(E˜k+1/E˜k) ≤ χ(E˜k+1/E˜k)− 1
2
+ ℓ1 and h
0(i∗F/E˜k+1) ≤ χ(i∗F/E˜k+1)
2
+ ℓ2
where ℓ1 :=
⌊√
4×17(b−4)2+(a−1)2+4d2
2
⌋
and ℓ2 :=
⌊‖qq′‖+‖q′z2‖
2
⌋
such that q′
is a point on the line segment z1z2 whose imaginary part is b+ 1 if b < 16.
All possible values of q with even real part has been listed in Table 2.
q 12 + i5 22 + 6i 34 + i7 46 + i8 68 + i10 102 + i12 136 + i16
l1 7 13 21 28 42 63 84
q′ 1316 + i6
133
4 + i7
134
3 + i8
673
12 + i9
947
12 + i11
679
6 + i14 –
l2 77 71 63 56 42 21 0
Table 2. points q with even first coordinate
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In all cases, ℓ1 + ℓ2 = 84, thus combining (37) and (39) gives
h0(i∗F ) ≤ h0(E˜k) + h0(E˜k+1/E˜k) + h0(i∗F/E˜k+1) ≤ χ(F )
2
− 1 + 17 + ℓ1 + ℓ2 = 32 .
Step 5. If q4 is a vertex of Pi∗F , applying Remark 3.4 for oq4 and the rest of Pi∗F gives
h0(F ) ≤ χ(F )
2
+
⌊‖oq4‖
2
⌋
+
⌊
‖q4z′2‖+ ‖z′2z2‖
2
⌋
= −68 + 16 + 84 = 32 .
Step 6. Suppose q3 is a vertex of Pi∗F and none of the above cases holds. Then the length
of Pi∗F between q3 and z2 is less than ‖q3q′7‖+ ‖q′7z′2‖+ ‖z′2z2‖ where q′7 = 4+ i4.
Then
h0(F ) ≤ χ(F )
2
+
⌊‖oq3‖
2
⌋
+
⌊
‖q3q′7‖+ ‖q′7z′2‖+ ‖z′2z2‖
2
⌋
= −68 + 12 + 88 = 32 .

Lemma 4.8. The polygon Pi∗F coincides with the triangle △oz1z2 when (p,m) = (19, 3),
(29, 4), (47, 5), or (59, 7).
Proof. Let q1 := m
2 − p + 1 + im and q2 := m2 − p + 2 + im. Also as before z′1 :=
m−1
m (m
2 − p) + i (m− 1) and z′2 := − pm +m2 − mm−1 + i (m+ 1).
Re[Z(−) ]
Im[Z(−) ]
m2 − p+ i m =z1
q1 q2
z2 = m2p− 2pm+ im2
m − 1
m + 1
m
z′2
z′1
o
Figure 9. The triangle △oz1z2
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If Pi∗F is contained in oz
′
1q2z
′
2z2, then
h0(F ) ≤ χ(F )
2
+
‖oz′1‖+ ‖z′1q2‖+ ‖q2z′2‖+ ‖z′2z2‖
2
=
2pm−m2p
2
+
1
2
√
(m− 1)2(m2 − p)2
m2
+ (4p + 4)(m − 1)2
+
1
2
√(
m2 − p
m
+ 2
)2
+ 4p+ 4 +
1
2
√(
p(m− 1)
m
− m
m− 1 − 2
)2
+ 4p + 4
+
m2 −m− 1
2(m2 −m)
√(
p(m− 1)2 −m2)2 + (4p + 4)(m2 −m)2
=:h
A direct computation gives ⌊h⌋ = p+m2−1 if (p,m) = (19, 3), (29, 4), (47, 5), or (59, 7).
So if Pi∗F is contained in △oz1z2, it must pass through q1. If (p,m) = (19, 2), (47, 5) or
(59, 7), the points q1 and z2 have odd real part. The length of the first part of Pi∗F between
o and q2 is less than ‖oz′1‖ + ‖z′1q1‖ and the length of the second part between q1 and z2
is less than ‖q1z′2‖+ ‖z′2z2‖. Applying Remark 3.4 for these two parts gives
h0(F ) ≤ χ(F )− 1
2
+
⌊
‖oz′1‖+ ‖z′1q1‖+ 1
2
⌋
+
⌊‖q1z′2‖+ ‖z′2z2‖
2
⌋
=: h′
In all cases, h′ = p +m2 − 1, that is why Pi∗F coincides with △oz1z2. If (p,m) = (29, 4),
then the real part of q1 and z2 are even, so
h0(F ) ≤ χ(F )
2
+
⌊
‖oz′1‖+ ‖z′1q1‖
2
⌋
+
⌊
‖q1z′2‖+ ‖z′2z2‖
2
⌋
= −116 + 22 + 138 = 44
which is not possible. Thus Pi∗F coincides with △oz1z2.

Lemma 4.9. The polygon Pi∗F coincides with the triangle △oz1z2 when (p,m) = (23, 5).
Proof. In this case z1 = −2 + i5, z2 = 345 + i25, z′2 = 38320 + i6 and 48 ≤ h0(F ). We show
in few steps that if Pi∗F is strictly inside △oz1z2, then h0(F ) is less than 48.
Step 1. If Pi∗F is contained in the polygon oq0q1q8q7z
′
2z2 in Figure 10, then
h0(F ) ≤ χ(F )
2
+
‖oq0‖+ ‖q0 q8‖+ ‖q8q7‖+ ‖q7z′2‖+ ‖z′2z2‖
2
=
−345
2
+
√
96× 4 + 1
2
+
√
96 × 4 + 4
2
+
√
96 + 16
2
+
1
2
√(
383
20
− 7
)2
+ 96 +
1
2
√(
345 − 383
20
)2
+ 96× 192
< 48
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Re[Z(−) ]
Im[Z(−) ]
z1
z′2
383
20
q0
q1
q8
q2
q3 q4 q5 q6
q7
o 1 2 3 4 5 6 7
2
3
4
5
6
Figure 10. The left hand side of Pi∗F for (p,m) = (23, 5).
Step 2. If q6 = 6 + i5 is a vertex of Pi∗F , the length of Pi∗F between o and q6 is less
than ‖oq2‖+ ‖q2q6‖ and its length between q6 and z2 is less than ‖q6z′2‖+ ‖z′2z2‖.
Applying Remark 3.4 for these two pieces gives
h0(F ) ≤ χ(F )− 1
2
+
⌊‖oq2‖+ ‖q2q6‖
2
⌋
+
⌊
‖q6z′2‖+ ‖z′2z2‖+ 1
2
⌋
= −173+24+196 = 47 .
Step 3. If q5 = 5+ i5 is a vertex of Pi∗F , the length of Pi∗F between q5 and z2 is less than
‖q5z′2‖+ ‖z′2z2‖ and
(40)
⌊
‖q5z′2‖+ ‖z′2z2‖
2
⌋
= 196 .
For the first part of the polygon between o and q5 one of the following holds:
(i) Z(E˜1) = k + ki for an integer 0 < k ≤ 5 where E˜1 is the first non-trivial
subobject in the HN filtration of i∗F . If k = 1 or k = 4, then Remark 3.4
and (40) give
h0(F ) ≤ χ(F )− 1
2
+
⌊√
96 + 1 + 1
2
⌋
+
⌊√
16× 96 + 16
2
⌋
+ 196 = 47 .
If k = 2 or k = 3, then
h0(F ) ≤ χ(F )− 1
2
+
⌊√
4× 96 + 4
2
⌋
+
⌊√
9× 96 + 9 + 1
2
⌋
+ 196 = 47 .
If k = 5, then v(E˜1) = (r, 5H, r − 5) for some r ∈ Z. We first show that
(41) h0(E˜1) ≤ χ(E˜1)− 1
2
+ 24 .
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Consider the evaluation map ev: O⊕h0(E˜1)X → E˜1. The same argument as in
the proof of Lemma 3.1 implies cok(ev) is σ-semistable with respect to the
stability condition σ on the Brill-Noether wall. Let {Wi}mi=1 be the σ-stable
factors of cok(ev). We know 0 ≤ c(Wi) ≤ c(E˜1) = 5. By reordering of
the factors, we may assume Wi ∼= OX for 0 < i ≤ i0, and c(Wi) 6= 0 for
i0 < i ≤ m. Therefore there are at most 5 factors which are not isomorphic
to the structure sheaf. Inequality (9) in the proof of Lemma 3.1 gives
(42) h0(E˜1) + i0 ≤
⌊
χ(E˜1)
2
+
√
25 + 96× 25
2
⌋
=
χ(E˜1)− 1
2
+ 25
which implies the claim (41) if i0 > 0. So we may assume i0 = 0 and
all stable factors satisfy 0 < c(Wi) ≤ 5. By (42), we know h0(E˜1) ≤
χ(E˜1)−1
2 + 25 = r + 22. Suppose for a contradiction h
0(E˜1) = r + 22. Then
v(cok(ev)) = (−22, 5H,−27) is primitive, so stable factors {Wi}mi=1 cannot
be all isomorphic. If Wi ≇ Wj, then 〈v(Wi)i, v(Wj)〉 ≥ 0 and if they are
equal Wi ∼= Wj, then 〈v(Wi), v(Wj)〉 ≥ −2. Therefore the same argument
as in [Fey19, Lemma 3.1] implies that (
∑m
i=1 v(Wi))
2 is minimum when four
from five factors are equal, thus
−2(16 + 1) ≤
(
m∑
i=1
v(Wi)
)2
=
(
v(cok(ev))
)2
= −38 ,
a contradiction. This completes the proof of (41). Combining it with (40)
gives h0(F ) ≤ χ(F )−12 + 24 + 196 = 47 .
(ii) oq0 is a side of Pi∗F , then the length of Pi∗F between q2 and q5 is less than
‖q0q2‖+ ‖q2q5‖, so Remark 3.4 and (40) give
h0(F ) ≤ χ(F )− 1
2
+
⌊‖oq0‖+ 1
2
⌋
+
⌊‖q0q2‖+ ‖q2q5‖
2
⌋
+ 196
= −173 + 10 + 14 + 196 = 47 .
(iii) oq1 is a side of Pi∗F , then
h0(F ) ≤ χ(F )− 1
2
+
⌊‖oq1‖
2
⌋
+
⌊‖q1q8‖+ ‖q8q5‖+ 1
2
⌋
+ 196
= −173 + 14 + 10 + 196 = 47 .
(iv) oq8 is a side of Pi∗F , then v(E˜1) = (r, 4H, r − 3) for some r ∈ Z. Lemma 3.1
implies that h0(E˜1) ≤ χ(E˜1)−12 + ⌊
√
9+4×23×16+4+1
2 ⌋ = χ(E˜1)−12 + 19. Thus
h0(F ) ≤ χ(F )− 1
2
+ 19 +
⌊‖q8q5‖
2
⌋
+ 196 = −173 + 19 + 5 + 196 = 47 .
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(v) oq2 is a side of Pi∗F , then
h0(F ) ≤ χ(F )− 1
2
+
⌊‖oq2‖
2
⌋
+
⌊‖q2q5‖+ 1
2
⌋
+ 196 = −173 + 19 + 5 + 196 = 47 .
Step 4. Suppose q4 = 4 + i5 is a vertex of Pi∗F . Let q = a + ib be the adjacent vertex
which lies between z1z2 and q4z2. Let q
′
k = x
′
k+ ik, q
′′
k = x
′′
k+ ik and q
′′′
k = x
′′′
k + ik
be the intersection points of the line y = k with z1z2, q3z2 and q4z2, respectively.
Thus x′b ≤ a ≤ x′′′b . The values of x′k, x′′k and x′′′k where 5 < k < 25 are given in
Table 3.
k 6 7 8 9 10 11 12 13 14 15 16 17
x′k 19.1 36.3 53.4 70.6 87.7 104.9 122.05 139.2 156.3 173.5 190.6 207.8
x′′k 20.1 37.2 54.3 71.4 88.5 105.6 122.7 139.8 156.9 174 191.1 208.2
x′′′k 21.05 38.1 55.1 72.2 89.2 106.3 123.3 140.4 157.4 174.5 191.5 208.6
k 18 19 20 21 22 23 24
x′k 224.9 242.1 259.2 276.4 293.5 310.7 327.8
x′′k 225.3 242.4 259.5 276.6 293.7 310.8 327.9
x′′′k 225.6 242.7 259.7 276.8 293.8 310.9 327.9
Table 3. Values of x′k, x
′′
k and x
′′′
k
The length of Pi∗F between o and q4 is less than ‖oq2‖+ ‖q2q4‖ and
(43)
⌊‖oq2‖+ ‖q2q4‖
2
⌋
= 24 .
First assume q = z2. Since there is no integral point on (q4z2), the Mukai vector
of the last factor in the HN filtration of i∗F is v(i∗F/E˜n−1) = (r, 20H, r − 341).
Lemma 3.1 gives
h0(i∗F/E˜n−1) ≤
⌊
χ(i∗F/E˜n−1)
2
+
√
3412 + 4× 23× 202 + 4
2
⌋
=
⌊
χ(i∗F/E˜n−1)− 1
2
⌋
+196 .
By combining it with (43), one gets h0(F ) ≤ χ(F )−12 + 24 + 196 = 47. Hence we
may assume q lies below z2, i.e. b < 25. If the real part of q is odd, then (43) gives
h0(F ) ≤ χ(F )− 1
2
+ 24 +
⌊‖q4q‖+ 1
2
⌋
+
⌊
‖qq′b+1‖+ ‖q′b+1z2‖
2
⌋
.(44)
All possible values of q with odd real part are given in Table 4.
In all cases, except q = 225 + 18i, one gets h0(F ) ≤ 47 by (44). Table 3
shows that there is no integral point between line segments z1z2, q4z2 and above
the line y = 18. That is why if q = 225 + 18i, then qz2 is a side of polygon
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q 21 + 6i 37 + 7i 55 + 8i 71 + 9i 89 + 10i 105 + 11i⌊‖q4q‖+1
2
⌋
10 19 29 39 49 58⌊
‖qq′
b+1‖+‖q′b+1z2‖
2
⌋
186 177 167 157 147 138
q 123 + 12i 157 + 14i 191 + 16i 225 + 18i⌊‖q4q‖+1
2
⌋
69 88 108 128⌊
‖qq′
b+1‖+‖q′b+1z2‖
2
⌋
127 108 88 69∗
Table 4. q has odd real part
corresponding to the last factor i∗F/E˜n−1 in the HN filtration of i∗F . We have
v(i∗F/E˜n) = (r, 7H, r − 120) for some r ∈ Z, so Lemma 3.1 gives
h0(i∗F/E˜n−1) ≤
⌊
χ(i∗F/E˜n−1)
2
+
1
2
√
1202 + 4× 23× 49 + 4
⌋
=
χ(i∗F/E˜n−1)
2
+ 68
Therefore h0(F ) ≤ χ(F )−12 + 24 + 128 + 68 = 47.
Similarly, if the real part of q is even, then
(45) h0(F ) ≤ −173 + 24 +
⌊‖q4q‖
2
⌋
+
⌊
‖qq′b+1‖+ ‖q′b+1z2‖+ 1
2
⌋
All possible values of q with even real part are given in Table 5.
q 20 + 6i 38 + 7i 54 + 8i 72 + 9i 88 + 10i⌊‖q4q‖
2
⌋
9 19 28 39 48⌊‖qqb+1‖+‖qb+1z2‖+1
2
⌋
187 177 168 157 148
q 106 + 11i 140 + 13i 174 + 15i 208 + 17i⌊‖q4q‖
2
⌋
58 78 98 117⌊‖qqb+1‖+‖qb+1z2‖+1
2
⌋
138 118 99* 79
Table 5. q has even real part
In all cases, except q = 174 + i 15, one gets h0(F ) ≤ 47 by (45). Suppose q =
174+15i. If qz2 is a side of polygon, then it corresponds to the last factor i∗F/E˜n−1
in the HN filtration. We have v(i∗F/E˜n−1) = (r, 10H, r − 171) for some r ∈
Z. Thus Lemma 3.1 gives h0(i∗F/E˜n−1) ≤
⌊
χ(i∗F/E˜n−1)
2 +
√
1712+4×23×100+4
2
⌋
=
χ(i∗F/E˜n−1)−1
2 +98 which implies h
0(F ) ≤ 47. If there is another extremal point q′
between q and z2, then Table 3 shows that one of the following cases happens:
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(i) q′ = 191 + 16i, then
h0(F ) ≤ −149 +
⌊‖q4q‖
2
⌋
+
⌊‖qq′‖+ 1
2
⌋
+
⌊
‖q′q′17‖+ ‖q′17z2‖
2
⌋
= −149 + 98 + 10 + 88 = 47 .
(ii) q′ = 208 + i17, then
h0(F ) ≤ −149 +
⌊‖q4q‖
2
⌋
+
⌊‖qq′‖
2
⌋
+
⌊
‖q′q′18‖+ ‖q′18z2‖+ 1
2
⌋
= −149 + 98 + 19 + 79 = 47 .
(iii) q′ = 225 + i18, then
h0(F ) ≤ −149 +
⌊‖q4q‖
2
⌋
+
⌊‖qq′‖+ 1
2
⌋
+
⌊
‖q′q′19‖+ ‖q′19z2‖
2
⌋
= −149 + 98 + 29 + 69 = 47 .
Step 5. Suppose q3 = 3+i5 is a vertex of Pi∗F . There is a subobject E˜k in the HN filtration
of i∗F such that Z(E˜k) = q3 = −3 + i5. We first show that
(46) h0(E˜k) ≤ χ(E˜k)− 1
2
+ 24 .
(i) If oq3 is a side of Pi∗F , then v(E˜1) = (r, 5H, r − 3) for some r ∈ Z. Thus
Lemma 3.1 implies the claim.
(ii) If oq0 is a side Pi∗F , but q0q2 is not its side, then
h0(E˜k) ≤ χ(E˜k)− 1
2
+
⌊‖oq0‖+ 1
2
⌋
+
⌊‖q0q3‖
2
⌋
=
χ(E˜k)− 1
2
+ 10 + 14 .
(iii) If oq2 is a side of Pi∗F , then
h0(E˜k) ≤ χ(E˜k)− 1
2
+
⌊‖oq2‖
2
⌋
+
⌊‖q2q3‖+ 1
2
⌋
=
χ(E˜k)− 1
2
+ 19 + 5 .
Now let q = a+bi be the adjacent vertex to q3 which lies between z1z2 and q3z2. If
q = z2, the last factor in the HN filtration of i∗F has Mukai vector (r, 20H, r−342)
for some r ∈ Z. Thus Lemma 3.1 gives
h0(i∗F/E˜n−1) ≤ χ(i∗F/E˜n−1)
2
+
⌊√
3422 + 4× 23× 202 + 42
2
⌋
=
χ(i∗F/E˜n−1)
2
+ 196 .
Combining it with (46) gives h0(F ) ≤ 47. So we may assume q is below z2, i.e.
b < 25. If q has odd real part, then
(47) h0(i∗F/E˜k) ≤ χ(i∗F/E˜k)
2
+
⌊‖q3q‖
2
⌋
+
⌊
‖qq′b+1‖+ ‖q′b+1z2‖
2
⌋
.
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All possible values of q with odd real part are given in Table 6.
q 37 + 7i 71 + 9i 105 + 11i 191 + 16i 225 + 18i⌊‖q3q‖
2
⌋
19 39 58 108 127⌊
‖qq′
b+1‖+‖q′b+1z2‖
2
⌋
177 157 138 88 69
Table 6. q has odd real part
In all cases,
⌊‖oq2‖
2
⌋
+
⌊‖q2q3‖+1
2
⌋
= 196. Thus combining (46) and (47) gives
h0(F ) ≤ 47.
If q has even real part, then
h0(i∗F/E˜k) ≤ χ(i∗F/E˜k)
2
− 1 +
⌊‖q3q‖+ 1
2
⌋
+
⌊
‖qq′b+1‖+ ‖q′b+1z2‖+ 1
2
⌋
.
All possible values of q with even real part are given in Table 7.
q 20 + 6i 54 + 8i 88 + 10i 174 + 15i 208 + 17i⌊‖q3q‖+1
2
⌋
10 29 49 99* 118⌊‖qq′
b+1‖+‖q′b+1z2‖+1
2
⌋
187 168 148 99* 79
Table 7. q has even real part
In all cases except q = 174+ 15i, one gets h0(F ) ≤ 47. Note that q = 174 + 15i
lies on q3z2, so convexity of pi∗F gives qz2 is its side. The Mukai vector of stable
factors corresponding to the sides q3q and qz2 are of the form (ri, 10H, ri − 171)
for some ri ∈ Z. Thus Lemma 3.1 for these two factors gives
h0(i∗F/E˜k) ≤ χ(i∗F/E˜k)
2
− 1 + 2
⌊√
1712 + 4× 23× 102 + 4
2
+
1
2
⌋
.
Combining it with (46) implies h0(F ) ≤ 46.
Step 6. If q2 = 2+ i4 is a vertex of Pi∗F and none of the above cases happens, then oq2 is a
side of Pi∗F and its length between q2 and z2 is less than ‖q2q7‖+ ‖q7z′2‖+ ‖z′2z2‖.
Therefore
h0(F ) ≤ χ(F )− 1
2
+
⌊‖oq2‖
2
⌋
+
⌊
‖q2q7‖+ ‖q7z′2‖+ ‖z′2z2‖+ 1
2
⌋
= −173 + 19 + 201 = 47 .
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Step 7. If q8 = 3 + i4 is a vertex of Pi∗F and none of the above cases happens, then
h0(F ) ≤ χ(F )− 1
2
+
⌊‖oq0‖+ ‖q0q8‖+ 1
2
⌋
+
⌊
‖q8q7‖+ ‖q7z′2‖+ ‖z′2z2‖
2
⌋
= −173 + 20 + 200 = 47 .
Step 8. If q1 = 2+ i3 is a vertex of Pi∗F and none of the above happens, the length of Pi∗F
between q1 and z2 is less than ‖q1q˜‖+ ‖q˜q7‖+ ‖q7z′2‖+ ‖z′2z2‖, where q˜ = 4 + 4i.
Thus
h0(F ) ≤χ(F )− 1
2
+
⌊‖oq0‖+ ‖q0q1‖
2
⌋
+
⌊
‖q1q˜‖+ ‖q˜q′7‖+ ‖q7z′2‖+ ‖z′2z2‖+ 1
2
⌋
=− 173 + 14 + 206 = 47 .

Proof of Theorem 1.2. A similar argument as in [Fey19, Propsoition 4.4] gives the injec-
tivity of ψ as a result of the uniqueness of the Harder-Narasimhan filtration. Lemmas 4.5,
4.6, 4.7, 4.8 and 4.9 show that for any semistable vector bundle F ∈ BN , the polygon Pi∗F
coincides with the triangle △oz1z2. Since
gcd(m, p−m2) = 1,
there is no integral point on the open line segment (oz1). Therefore the first factor E˜1 in the
HN filtration of i∗F has Mukai vector v(E˜1) = (m2−k,mH, p−k) for some k ∈ Z. Since E˜1
is σ(0,w)-semistable for w < w
∗, [Fey19, Lemma 3.1] gives v(E˜1)2 ≥ −2m2 which implies 0 ≤
k. By Proposition 4.4, the line passing through pr(v(E˜1)) =
(
m/(p−k) , (m2−k)/(p−k))
and pr(v(i∗F )) lies above or on the line segment pupv, hence its slope is bigger than the
slope of pupv, i.e.
m2−k
p−k
m
p−k +
m
p(m−2)
>
m2
p
m
p +
m
p(m−2)
.
This gives k = 0 and v(E˜1) = v. Thus phase of the subobject E˜1 is bigger than i∗F
for the stability conditions above pupv, hence the wall for i∗F lies below or on the line
segment pupv. Then Proposition 4.4 implies that F is the restriction of E˜1 ∈ MX,H(v) to
the curve C, so ψ is surjective. Therefore Propositions 4.3 gives any vector bundle F in
BN =MC(m2, 2pm, p+m2) is slope-stable and h0(F ) = p+m2. Thus the same argument
as in [Fey19, Theorem 1.2] shows ψ is an isomorphism. 
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