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Multi-frequency Raman Generation (MRG) is a promising technique to generate few-femtosecond to 
sub-femtosecond pulses with high energy conversion efficiency. During the transient MRG 
experiments coupled with two chirped pulses in Donna Strickland’s lab, phenomenon of red-shifted 
spectrum occurring and disappearing as the change of the instantaneous frequency separation between 
the pump pulse and the Stokes pulse was observed. The red-shifted spectrum may help us to get higher 
power pulses. We are interested in what the red-shifted spectrum is, where it comes from and how it 
behaves. The pulse measuring method Frequency Resolved Optical Gating (FROG) is applied to study 
the red-shifting effect, and a single shot FROG setup is built in the lab for pulse measurement. 
Different sets of experiment were carried out to study the red-shifted MRG, such as MRG with different 
instantaneous frequency separation of the pumping pulses, the effects from the intensity of the pump, 
and the chirp sign of the pump pulses. To begin with, the first anti-Stokes Raman order is measured 
with different instantaneous frequency separations. The reconstructed results from the FROG program 
give similar results as what we observed from the auto-correlator and spectrometer, but with much more 
details and higher resolution. As the instantaneous frequency separation decreases, the spectrum of the 
first anti-Stokes Raman order transforms from a single peak to a head-shoulder pattern, and then reaches 
a spectrum with two discrete peaks. For the intensity effects, the higher the pulse intensity goes, the 
larger the separation of the two spectral peaks becomes. When the pump pulses are negatively chirped, 
the red-shifting of the Raman order is not obvious.  
After investigating the cases with the spectrum of Raman order with two separated peaks, we think that 
the Raman order is a mixing of two pulses. Then, a double-pulse model, where the total pulse is made 
up of the Raman pulse and the red-shifted pulse, was introduced to describe the phenomenon. 
Simulation with the double-pulse model achieved lower errors as compared to the results from the 
FROG program. The results show that the Raman pulse stays similar to the pump pulses, while there is 
extra higher order phase for the red-shifted pulse. The experimental results along with the double-pulse 
model simulation suggest that the Raman pulse comes from the regular Raman scattering of MRG, 
while the red-shifted part is generated from the Raman scattering with the intensity dependent two-
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  不识庐山真面目，只缘身在此山中。 
    ----陆游《题西林壁》 
Front, it is a ridge; side, it turns into a single peak. It has different shapes as you see it from 
different perspectives – far or near, high or low. 
Could not tell the true shape of Lushan*, as you are within the mountain. 











* Lushan: a famous mountain in Jiangxi, China. My hometown is also in Jiangxi Province, but a different 
city. 
† Lu, You: a prominent poet of China in Southern Song Dynasty, 1125–1209 
Chapter 1
Introduction
As an analogy, we will start this chapter from the photographing of how we can take clear images of
fast moving objects or things in darkness. With the same idea and by pushing the limits, we will see
how the ultra-short pulses can benefit us in ultra-short event recording. To date, the ultra high power of
the pulses has found applications in a wide range of fields, such as nonlinear study, high resolution
manufacturing, and ignition of nuclear reaction. We will then describe the main techniques that are
used to  generate  short  pulses  and introduce  the  Multi-frequency Raman Generation  (MRG) as  an
excellent technique for the generation of high power ultra-short pulses. In the end, we will introduce
the main research of this study, the red-shifted spectrum that occurs during our MRG experiments. 
1
It starts from the very beginning of life, driven by the curiosity of exploration, we want to learn about
the surroundings, know what is going on, and use the rules of the nature to make our own benefits. So,
we feel things as hard or soft, rough or smooth, and cold or hot; we taste things for sweet, bitter, sour,
spicy, and salty; we see things in different colours and shapes. We are excited about the new findings,
but could also be frustrated as we might not able to see things clearly, for example, when the object is
moving too fast or it is too dark to see. 
1.1 Shorter the better
We get most of the information by eyes, and also have a saying goes, seeing is believing. However, it
might not be true all the time, as we might not able to see clearly in some situations. There was a
famous debate in 1870s, Leland Standford set a claim that at some point of the gallop, all of the horse’s
four feet are in the air,  while other colleagues went with the common sense that the horse should
always have at least one foot on the ground1. The galloping horse is moving so fast that human’s eyes
can  not  capture  all  the  steps  of  the  process.  It  became  a  bet,  and  the  photographer,  Eadweard
Muybridge, developed a method of using 12 connected cameras with triggers to settle down the bet and
proved that Standford was right. We can have a similar experiment to show that how the shutter speed
affects the clearness of an image of a fast moving object.
Figure 1.1: Photos of a rotating platei taken with different shutter speed, from left to right the shutter 
speeds are 200 fps, 1000 fps, and 4000 fps, respectively.
As shown in figure 1.1, with low shutter speed, the fast rotating plate is a stirred image as the details
are mixed up. To get a clear image of the rotating plate, we can simply increase the shutter speed. The
stirred image becomes much clearer as we increase the shutter speed from 200 fps to 1000 fps.  When
the shutter speed gets to 4000 fps, the image is as clear as it is not rotating. The images of a rotating
i A water circulation plate coloured by my daughter, Eirika Xu, 2019. 
2
plate with different shutter speeds show that with shorter reaction time, we can get better image of a
fast moving object. 
Muybridge’s self-built high-speed cameras showed that in order to see a short event clearly, an even
faster responding “eye” is needed. After that, new techniques were developed to make it possible to
capture images of the high-speed objects, such as bullet. Using the rotating mirror technique, the frame
speed can get up to 25 million frame per second2. However, as we get down to the microscopic level,
shorter event with the duration of picco-second(10-12s),  femeto-second(10-15s),  or atto-second(10-18s)
will make the high speed camera useless. The ultra short time of duration makes it impossible for the
mechanic shutter to catch up and thus a new technique is required. By changing their point of view,
researchers have found that we can use short light pulses as both illumination source and shutter. With
the  help  of  ultra-short  pulses  to  freeze  the  action,  researchers  are  able  to  capture  images  of  the
molecular dynamics at the scale of atto-second(10-18 s)3. The LASER  pulse used here works not only as
the flashing light, but also as the shutter.  Hence,  the duration of the  LASER   pulse determines the
quality of the captured image. As the shorter the pulse goes, the faster the event that we can freeze and
record.
1.2 Brighter the better
In some cases, we might not be able to see things clearly due to the lack of light. As illustrated in figure
1.2, the low illumination makes it impossible to see the plate, and then a supporting light can be added
to get a clear view of the plate.
Figure 1.2: Images with different light conditions. Left- image taken with low light; 
Right- image taken with flashing light
3
A bright light source is required not only when it is too dark to see, but also in other situations such as
studying the non-linear effects. With scientists’ continued efforts and exploration,  intense beams with
high power are generated and applied in a variety of fields. Ever since the first ruby LASER  created by
Maiman in 19604, gigantic progress has been made in shortening the LASER  pulse and increasing the
power.  Thanks  to  the  advanced  techniques  such  as  Q-switching5,  mode  locking6,  chirped  pulse
amplification7,  and  Kerr-lens  mode  locking8,  LASER   pulses  with  peak  power  at  the  level  of
1021W /cm−2 are achieved9. As a comparison, the average power of the sunlight we are receiving on
Earth  is  about  0.1 W /cm−2 .  With  the  high  power  pulses,  researchers  are  able  to  carry  out
experiments to study the non-linear effects. The intense beam has also found applications in different
fields  such  as  surgery  and  high  resolution  manufacturing.  One  of  the  well-known projects  is  the
National Ignition Facility, which is going to use 192 beam lines at all circular directions to create a
single 500 terawatts peak pulse that can heat and compress a small amount of hydrogen fuel to start the
nuclear fusion reaction10. 
1.3 Ultra-short LASER   pulse
A LASER  is different from other sources of light for its coherence, i.e., spatial coherence and temporal
coherence,  and high  intensity.   As  a  few examples  shown above,  the  shortness  and  brightness  of
LASERs can make some work possible. However, generating a short and intense LASER  beam takes
effort. As shown in figure 1.3, the pulse duration and bandwidth have an inverse relationship with each
other, where a short pulse requires wide bandwidth and a long pulse leads to narrow bandwidth.
Figure 1.3: Relationship between pulse in the time domain and the frequency domain
4
As limited by the Fourier Transform theory, the pulse duration Δ t and the bandwidth Δ v have a
relation that goes as
Δ t∗Δ v⩾K (1.3-1)
where K is a constant number depending on the profile of the pulse, and as an example, a Gaussian
pulse has K = 0.441. Therefore, to generate a 1fs Gaussian pulse with perfect phase, a super wide
spectrum of 441THz bandwidth is required. Besides the generation of wide spectrum, we also need to
optimize the pulse forming process. Techniques such as Q-switching and mode locking were developed
to generate short pulses. 
Q-switching is  a method for generating short  pulses  by changing the quality  factor  of the  LASER
cavity.11 As shown in figure 1.4, at time zero, after the reduction of the loss triggered by an external
signal, the gain is higher than the loss, the  LASER  seed pulse builds up, and a Q-switched pulse is
produced. The pulses generated by Q-switching are typically in the nanosecond range, which is longer
than the cavity round trip time. The repetition rate is usually less than Megahertz. The output energy of
the pulse depends on the pump power and the pulse repetition rate, commonly around tens of mJ.12
Depending on how the switch of loss works,  the Q-switching is  divided into two types, active Q-
switching and passive Q-switching. In active Q-switching, devices such as acousto-optic13,  electro-
optic modulator, and Pockels cell are used, while saturable absorber is used in passive Q-switching14,15.
Figure 1.4: Scheme for LASER  pulse generated with Q-switching technique
5
Mode locking is another widely used technique in generating ultra-short pulses. It is a technique that
deals with the modes in a  LASER   cavity. The most common ways are using an externally excited
modulator such as acousto-optic modulator, or a saturable absorber, or pumping the gain medium by a





where n is an integer. In practice, the cavity length is much larger than the optical wavelength. Thus,
there will be a large number of modes in the cavity, usually more than 105. In a free run LASER , each
of the modes goes randomly, with no fixed relationship among them. Figure 1.5 gives an intuitive look
of how the mode locking affects the output pulses. As the left plot shows the situation where all the
modes go randomly, the total pulse (green) seems more like a fluctuation of noise with average low
power.  However,  once the modes are locked, the output (blue) turns into single pulses with much
higher power. Similar to the Q-switching, mode locking also works in active or passive way depending
on the device that is used. 
Figure 1.5: Example of Mode locking with 8 modes. Left- random phases; Right- mode locked
There are also other techniques such as Kerr-lens effect and control of dispersion that can help get
shorter pulses. R. Ell and his colleagues have generated 5-fs pulses directly from a Ti:sapphire LASER
oscillator.16 However,  due to the limitation of the bandwidth of the gain medium in the cavity, the
spectrum can not go wider,  and thus can not get shorter pulses.  Luckily,  techniques such as High
Harmonic  Generation(HHG)17,  Super-continuum  Generation18,  and  Multi-frequency  Raman
Generation(MRG) have the ability to generate the wider spectrum. 
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HHG is  a  non-linear  process where an intense  LASER   beam is  focused into a  target.  The output
contains  high  order  of  harmonics  of  the  insert  beam.  A good  review  paper  about  HHG  and  its
application in electron and nuclear dynamics in atomic, molecular, and condensed matter is written by
Jie  Li  and  his  colleagues.19 The  HHG  process  is  explained  in  the  strong  field  dynamics  of  the
Coulombic systems. In the early 1990s, P. B. Corkum and his colleagues, and K. J. Schafer and the co-
authors developed a classical three-step model for the HHG.20,21 The three steps are: tunnel ionization of
the atom/molecule, free propagation of the ions within the field, and recollision and recombination of
the ions by releasing HHG photons.22 The HHG process has a relatively low efficiency with only a very
small  part  of  the  LASER   power  converted  into  the  high  harmonics  due  to  the χ(n) process.  As
illustrated in figure 1.6, to get the n-th  harmonic order, n photons will be absorbed. Though the HHG
has a very low efficiency, to date, the HHG has the ability to generate the shortest pulse of 43 atto-
second(as) in the extreme ultraviolet and soft-X-ray region23. Currently, the energy of the atto-second
pulses generated with HHG technique is too weak to be used in non-linear related studies of atom or
molecule. 
Figure 1.6: χ
(n) process in the view of energy levels
MRG is a cascaded Raman scattering process, where two LASER  beams, the pump and the Stokes as
shown in figure 1.7, are sent into Raman material to couple the Ground and Raman levels. The atom on
the Raman level can be pumped to a higher virtual level by using a pump beam, then come down to the
Ground level releasing a new photon with higher energy as the first anti-Stokes Raman order. Then, the
first anti-Stokes will work as the pump and generate the second anti-Stokes Raman order. This process
will cascaded which ends up with lots of discrete spectrum orders separated by the Raman frequency of
the material  used. Different from the HHG, the Raman orders in MRG are always generated by a
7
χ
(3) process, and thus it is much more efficient. MRG is a promising method for the generation of
ultra-short pulses with high energy, as the efficiency of the process can be close to 100%24,25. A much
more detailed introduction for MRG will be given in chapter 2.
Figure 1.7: Energy level diagram of MRG with the generations of 1st and 2nd anti-Stokes Raman orders
Super-continuum Generation is a complicated non-linear process with many non-linear effects acting
together. The spectral broadening mechanism is caused by self-phase modulation, Raman scattering,
four-wave mixing, etc. The Super-continuum Generation commonly happens within optical fibres, and
that is because in the fibres, the energy threshold of the insert beam is much lower and that the fibre can
be particularly designed to enhance certain non-linear effects. The super-continuum spectrum is a good
resource for the generation of ultra-short single pulse.
HHG, super-continuum Generation, and MRG techniques have their own advantages and disadvantages
in the generation of a wide spectrum. In this thesis, we are studying the generation of the super wide
spectrum by using MRG. After generating the wide spectrum, for a Fourier transform limited pulse, we
also need to make sure that the phase of the spectrum stays constant. However, as the pulse travels
through  materials,  the  added dispersion  will  modify  the  phase  of  the  spectrum and therefore  will
change  the  profile  of  the  pulse.  Researchers  have  worked  hard  on  maintaining  the  phases  and
compressing pulses to generate short pulses. Setups such as prism-pair, grating-pair, and dispersion
mirror are applied and developed. 
It is worth noting that, the ultra high intensity of the beam can also cause big problems in the lasing
process. It can damage optical devices along the path and also introduce other unwanted non-linear
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effects, for instance, self-focusing. To increase the pulse power while not causing these problems, a
technique named chirped pulse amplification(CPA) was developed by Donna Strickland and Gerard
Mourou in the 1980s26. The state-of-the-art CPA technique can increase the LASER  power by orders of
magnitude. Nowadays, almost all the high-peak-power LASER s around the world are using the CPA
technique, the Vulcan  LASER   at the Rutherford Appleton Laboratory’s Central  LASER   Facility, the
OMEGA EP LASER  at university of Rochester, and GEKKO XII LASER  at the GEKKO XII facility,
to name a few. 
1.4 Red-shifted spectrum in MRG
In our lab,  we can generate a wide spectrum with discrete Raman orders separated by the Raman
frequency of the material with MRG technique. Factors such as the gas pressure, pump power, and
frequency separation between pump and Stokes have been studied to maximize the Raman orders. In
the process of generating high orders of Raman spectra, a novel phenomenon occurs with a second
spectral peak appearing on the red side of each of the Raman orders27. The extra spectrum turns each of
the Raman orders into a  double-peak pattern,  and the double-peak becomes more separated as the
higher the order goes. This phenomenon can also be seen in other groups’ experiments28,29,30, but no
further discussion was made. During the study of Raman gas self-organizing into a deep nano-trap
lattice  done  in  2015,  M.  Alharbi  and  his  colleagues  observed  both  red  and  blue  shifted  spectra
occurring on each side of the Raman peaks.31 
As we mainly focus on the study of the red-shifted spectrum, let’s take a look at how the extra spectrum
will change our final pulses. To make it simple, as shown in figure 1.8, we take the Raman orders from
MRG to have a Gaussian profile, and 11 Raman orders are used. The total bandwidth is V=102.4 THz,
with  the Raman orders separated by 20.0 THz and each of them have a bandwidth of u=4.0 THz with
constant  phases.  By  synthesizing  all  the  Raman  orders,  the  Fourier  transform limited  pulses  will
become  the  one  on  the  right  side  of  figure  1.8.  For  this  transform  limited  case,  we  have
Δ t∗Δ v=441 by using fs  as  unit  for  time duration and THz for  bandwidth,  such that  the pulse
duration for each of the single pulses is t=4.3 fs, and the Gaussian envelope of the pulses has a full
wave half maximum (FWHM) of T=110 fs. With the appearance of the red-shifted spectrum, shown as
in figure 1.8-S2, each of the Raman orders is shown with a double peaked pattern, and the bandwidth
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can be more than doubled. As a result, the Fourier transform limited pulses train will have a Gaussian
envelope with the FWHM reduced to around 50 fs, as shown in figure 1.8-E2. Comparing the pulse-
train of the two, fewer pulses are achieved under the Gaussian envelope for the spectrum with red-
shifted spectrum. Therefore the energy is stored within the central pulse and leading to higher pulse
power for the pulse.
   S1           E1     
 S2           E2
Figure 1.8: Fourier transform limited pulses with spectrum from 11 Raman orders. S1- Frequency domain of the
Raman orders; E1- Pulses train in Time domain with spectrum in S1; S2-  Frequency domain of the Raman orders
with red-shift spectrum; E2-  Pulses train in Time domain with spectrum in S2. In plot S1, each of the Raman orders
has a bandwidth of ‘u’, the frequency separation between the Raman orders is ‘w’, and the total bandwidth is ‘v’; in
plot E1, each pulse has a pulse duration of ‘t’, and the pulses are separated by ‘ τ ’, and the overall Gaussian
envelope has a duration of ‘T’.
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The potential of obtaining higher peak power with the red-shifted spectrum is of great interest to us. On
the other hand, if the red-shifted spectrum has a negative effect on our final pulses, we should try to get
rid of it. In addition, we are also curious about the mechanism of the appearance of the red-shifted
spectrum. The main project of my PhD study is trying to figure out what is the red-shifted spectrum
and how it is produced. 
Before this MRG study, previous students in the group used spectrometer to measure the Raman orders,
and they found that  the red-shifted spectrum appears  with red-tuned pumps and disappears as  the
pumps are blue-tuned.32,33,34 The results indicated that the red-shifted spectrum may come from Stark
shifting rather than four-wave mixing. Also, the amount of red-shifting is intensity dependent. H. Yao
also set up a measurement device called SPIDER to further investigate the pulses, but it turned out that
the noise is too big for the SPIDER to get a good measurement35. 
1.5 Pulse measurement with FROG and double-pulse model
The  information  we  can  get  from  the  spectrometer  is  very  limited,  to  further  understand  the
phenomenon and inspired by Rick Trebino’s  pulse measurement  idea,  Frequency-Resolved Optical
Gating(FROG) is applied. We built up the FROG setup based on the auto-correlator in our lab, and
tested the device with our pump pulse. The FROG gives  more details, not only the pulse shapes, but
also the phases. Besides, the FROG device has much higher resolution. For the spectrum, the FROG
device can get down to 0.1 nm, while the Ocean Optics spectrometer we are using is more than 1 nm.
At the beginning, we were using auto-FROG such that the pulse auto-correlates with itself. However,
as we carried out the measurement, it is hard to get a well-separated Raman order from the output
beam. We then moved to the cross-FROG, where the output beam is sent to cross-correlate with the
Stokes pulse. There are a few advantages by switching to cross-FROG. Firstly, we can get rid of the
Raman order separation problem. Secondly, we can easily measure different Raman orders by only
rotating the grating. Last but not least, the relatively high power of the Stokes pulse makes it possible to
measure weak orders. 
The cross-FROG works and it gives all the information for a chosen Raman order. However, with the
appearance of the red-shifted spectrum, the Raman order is no longer a single pulse, it looks more like
a mixing of pulses. Investigating the situation where the two spectral peaks are widely separated, we
have a strong intuition that the Raman order is a mixing of two pulses, while the FROG algorithm only
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provides a single total pulse (Detailed discussion in section 7.1, Chapter 7). In order further describe
the red-shifted Raman orders, we then came up with a double-pulse model with the total Raman pulse
E described as 
E=E1(ω1 ,ϕ1 , t)+α E2(ω2 ,ϕ2 , t+τ ) (1.5-1)
where  E1 and  E2 are  normalized  Gaussian  pulses  for  the  Raman  part  and  the  Red-shifted  part,
respectively. In addition, an amplitude ratio factor “ α ” and time delay “ τ ” between the two
pulses are introduced in the model to match the original data. To start with, we assumed that E1 and E2
are Gaussian pulses with second and third order phases. The double-pulse model simulation has shown
a great success with smaller errors compared to the results from FROG algorithm. Later, we refined our
model by taking the pump pulse and Stokes pulse into consideration, such as using the shape of the
pump instead of a Gaussian shape and using the phases from the pump and Stokes rather than a defined
second and/or third order phase. We have good matching in some cases, but it  turned out that the
iteration program for the simulation is very sensitive to the initial conditions (Detailed discussion in
section 7.2, Chapter 7). Work has been done to improve the program, and also we worked with an AI
group to figure out a good strategy, and the task is still under the way. 
Meanwhile, we realized that the model of two pulses with a time delay between them may not be
appropriate as it is hard to have a physical explanation for the hundreds of fs time delay between the
two pulses. Then, similar to equation 1.5-1, but adding an extra phase ψ to the red-shifted pulse E2.
The total pulse  is given as
E=E1(ω1 ,ϕ1 , t )+α E2(ω2 ,ϕ2+ψ ,t ) (1.5-2)
Better simulation results were obtained with the phase shifting double-pulse model. 
We then realized that the red-shifted spectrum may come from the intensity dependent Rabi frequency.
Thus, the double-pulse model has a simplified form that goes as
E=E1(ω ,ϕ ,t )+α E2(ω ,ϕ+Φ(t) ,t ) (1.5-3)
where now the two pulses share the same , and an extra phase Φ( t) caused by the time varying Rabi
frequency  is  added  to  the  red-shifted  pulse.  Simulations  show  high  degree  of  match  with  the
experiment results. Inspired by the transient MRG theory done by A. P. Hickman and the co-authors,
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we think the time varying Rabi frequency could probably explain the occurrence of the red-shifted
spectrum, and the Raman orders can be described with our double-pulse model.
1.6 Outline 
In Chapter 2, starting from the Raman scattering, we will provide an overview of MRG, covering the
development of MRG, and the theory of MRG. In Chapter 3, a brief introduction of the FROG will be
given as it is the main pulse measurement that we have been using in this study. We will focus on the
single-shot  FROG  setup  that  we  built  and  used  in  our  lab.  In  Chapter  4,  we  will  describe  our
experimental apparatus, including the front end  LASER source, the pulse stretcher, the regenerative
amplifier,  the multipass amplifier,  the grating pulse compressor, the hollow fibre chamber,  and the
pulse  measurement  setups.   In  Chapter  5,  a  single  run of  the whole  experiment  process  with  key
checking points for each steps is provided. In addition, the calibration for the self-built measurement
devices is shown. Then, we have the experimental results and data analysis in Chapter 6 by using the
FROG algorithm. In Chapter 7, a double-pulse model is introduced to describe and explain the red-
shifting  phenomenon,  and  an  iteration  program is  developed  and  several  simulations  are  done  to
support our double-pulse idea. Conclusions and future possible work will be included in chapter 8 as a
closure of this thesis.
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Chapter 2
Multi-frequency Raman Generation and
Stark Shift
Starting in this chapter, we will go along the route for the generation of short pulses, from the initial
LASER  pulse to picosecond, femtosecond, sub-fs, and even attosecond pulses. We will have a detailed
introduction of MRG as it is the technique we are using in our lab for the generation of ultra wide
spectrum. MRG study has three regimes depending on the duration of pulses used, adiabatic regime,
transient regime, and impulsive regime. We will go though some remarkable studies in each of the
regimes,  together  with the very recent researches.  A transient  MRG theory from Hickman and his
colleagues is described, and it will be the main theory that we use in this study. Then, descriptions of
Rabi oscillation and Stark shift  of two-photon dressed states are provided as they may explain the
phenomena that we have seen for the red-shifted spectrum in MRG. A brief walkthrough of the red-
shifted MRG work done in Donna Strickland’s group is provided at the end of this chapter.
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Ultra-short pulses with high-power have promising applications in measuring ultra-fast phenomena, for
example, recording microscopic chemical reactions, super-high-resolution manufacturing, surgery, etc.
Discovered in 1960 by Maiman, the first  LASER pulse had a pulse duration in the microsecond scale
and peak power of 5 kW. The unprecedented intensity of the LASER pulse quickly found applications
in non-linear research, for instance, second harmonic generation(SHG)36. Since the intensity plays an
important role in the study of non-linear phenomena, a lot of work has been done to achieve higher
power  pulses.  The method we are  using  in  this  thesis  is  by  making  the  pulse  shorter.  Key pulse
shortening  techniques  such  as  Q-switching  in  1963  by  McClung37 and  mode-locking  in  1964  by
Hargrove were developed, bringing the pulse duration to picoseconds scale38. In 1981, by inserting two
synchronized  counter-propagating  pulses  in  a  saturable  absorber,  R.  L.  Fork  and  his  colleagues
obtained a continuous stable train of pulses shorter than 100 fs.39 Later on, with the use of self-phase
modulation, Kerr-lens effect, and pulse compression methods, ultrashort pulses shorter than 10 fs were
achieved.40 However, as we learnt from the relationship between the pulse duration and bandwidth that
goes as Δ t∗Δ v⩾K , a shorter pulse would require a wider bandwidth. Taking the Ti:sapphire as an
example,  the gain bandwidth is  around 100 THz, thus the shortest  pulse a Ti:sapphire  LASER can
generate is about 4.4 fs. 
2.1 Single-cycle and sub-femotosecond pulse
To obtain even shorter pulses, for example pulses with duration of 1 fs, there are two main challenges .
Firstly, it is impossible to get a wider bandwidth over 440 THz with only the Ti:Sapphire LASER  gain
medium. Secondly, a pulse duration of 2.7 fs cap will be reached as the limit of a single-cycle pulse
duration  at  the  center-wavelength  of  800nm.  For  the  single-cycle  pulse  limitation,  switching  to  a
wavelength smaller than 300 nm would work. Thus, the short wavelength makes the x-ray a promising
region  to  get  ultra-short  pulses  below 1  fs.  With  sub-fs  pulses  applied  in  the  X-ray  pump-probe
spectroscopy, scientists would be able to trace the inner shell relaxation processes. By using tens of
attoseconds pulses, we would be able to study the Bohr orbitii of electrons and promisingly to open a
whole new world in atomic physics. 
The first promising method for the generation of sub-fs pulse is the HHG. In 1988, M. Ferray, et al.,
obtained up to 33rd harmonics ranging from 350 nm to 32.2 nm in the XUV generated by the rare gas
ii Bohr orbit time for hydrogen: ~150 attoseconds
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argon.41 In theory,  this bandwidth is good enough to generate pulses below 100 attoseconds. HHG
meets all the requirements for the generation of attosecond pulses. The centre-frequency is in the XUV
region that can easily get rid of the single-cycle pulse limit. The bandwidth of the generated spectrum is
super wide, which makes it possible to produce pulses less then 10 attoseconds. Besides, studies have
shown that very little phase control is required to synthesize the spectrum to get attosecond pulses, and
even trains of attosecond pulses are automatically produced right after the HHG process42. In some
theoretical studies, I. P. Christov and his colleagues showed that with pump pulses shorter than 10 fs,
the harmonic orders’ bandwidth becomes broader and the coherence increases,  and that attosecond
pulses can be generated43. Works has been done to generate sub-fs pulses, and researchers have pushed
the shortest  pulse to 43 attosecond by using a passively carrier-envelope phase stable mid-infrared
driver44. HHG is able to generate sub-fs pulses, and holds the record to produce the shortest pulse.
However, a big drawback is the low energy conversion efficiency at a level of 10-5.  
The second promising method is MRG. Almost right after the invention of the LASER , large number of
Stokes and anti-Stokes Raman orders have been seen in labs.45 Later, researchers found that the χ(3)
process becomes more effective with a second beam coupling the Raman transition, and more Stokes
and anti-Stokes orders are showing up. In 1989, by focusing two beams into hydrogen, T. Imasaka, et
al., obtained an intense output consisting of more than 40 Raman orders.46 With the rainbow colourful
spectrum ranging from infrared to deep ultraviolet, S. Yoshikawa et al., proposed a new technique to
generate short pulses in 1993, and their simulation showed that pulses with duration of 1.4 fs could be
generated.47 A. E. Kaplan proposed that the Raman orders from MRG can form a 2π soliton, and the
coherent interference of the mode-locked Raman orders can lead to sb-fs pulses with high intensity.48 In
1999,  during  MRG  experiment  with  SF6,  A.  Nazarkin  and  his  colleagues  found  that  the  energy
transformation is very effective, and up to 100% of the injected pulse energy will transform into Stokes
and anti-Stokes Raman order.49 The width and the coherence of the spectrum, together with its high
energy  efficiency  gradually  attract  researchers’ attention  for  the  potential  of  generating  ultra-short
pulses. By using 7 Raman orders, M. Y. Shverdiin and his colleagues achieved single-cycle pulses with
pulse duration of 1.6 fs.50 Later, a numerical experiment carried out by K. Yoshii et al., showed that
they can generate 728 attosecond pulses with the Raman spectrum from MRG.51
As techniques for the generation of single-cycle and sub-fs pulses, the HHG and MRG have their own
advantages  in  certain  situations.  Besides,  method  of  synthesizing  separated  phase-locked  laser
oscillators was proposed by T. W. Hansch to generate sub-fs pulses, where they can use oscillators with
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different frequencies, and get phase-locked spectra with the harmonics and sum-frequencies.52 In this
thesis,  we  will  focus  on  MRG  technique.  MRG  process  is  based  on  the  Stimulated  Raman
Scattering(SRS), which was seen and developed after the initial discovery of Raman scattering in 1928.
Let us start with Raman Scattering.
2.2 Raman scattering
The Raman scattering was discovered by C. V. Raman and his student K. S. Krishnan in 1928. It is an
inelastic  scattering  process  in  which  a  photon is  scattered  by  a  molecule,  with  the  molecule  in  a
changed energy level and releasing a photon with different energy53. As photons propagate through
materials, they are scattered by atoms or molecules, and mostly the scattering is elastic scattering called
Rayleigh scattering. During Rayleigh scattering, the molecule keeps in the same energy level with the
scattered photon holding the same frequency as  the incident  photon.  However,  a  small  amount  of
scattering processes are inelastic, leaving the  molecule with a changed energy state. Thus, the scattered
photon has  a different  frequency and energy from the incident  photon.  The scattering with higher
energy scattered photon is called anti-Stokes Raman scattering while the lower energy photon one is
named as Stokes Raman scattering.
The Raman scattering process described above is the spontaneous Raman scattering which happens
randomly and very weakly, approximately 1 in a million of the incident photons54. With the incident
light getting stronger, a much enhanced Raman scattering occurs. This much stronger process is called
the SRS.
Figure 2.1: Diagram of Raman scattering, A: Stokes scattering; B: Anti-Stokes scattering 
The Raman scattering process can be easily understood by using energy levels. As shown in Figure 2.1,
for the Stokes Raman scattering, the molecule is excited from its ground energy level to a virtual level.
Then, instead of coming all the way down to the ground level, it  reaches the Raman energy level,
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releasing a photon with less energy. On the other hand, there is also the anti-Stokes scattering, where
the molecule is pumped from its Raman energy level and then comes all the way down to the ground
level, releasing a photon with higher energy. In general, the Stokes scattering is way stronger than the
anti-Stokes scattering, as shown by the Boltzmann distribution  e−ℏω/ kT that most of the molecules
stay in their ground energy level in room temperature. 
The spontaneous Raman scattering is a very weak process, the scattering cross section factor is about
10−6 cm−1 ,  while  the SRS process  has  a  higher  efficiency up to  unity of  energy transition.  The
spontaneous Raman scattering and SRS can be written in terms of an intuitive argument introduced by
Hellwarth in 196355, which is given as
mS(z )={mS(0)+G z⋯⋯(a)mS(0)eGz⋯⋯⋯(b)} (2.2-1)
where  (a)  for  spontaneous  Raman  scattering  and  (b)  for  SRS.  The  G  is  defined  as  Raman  gain
coefficient, mS is the number of photons in Stokes mode, and z as the distance measured along the
beam propagation direction, which starts from the front surface of the Raman medium. As can be seen
from the equations, for spontaneous Raman scattering the number of photons in Stokes mode increases
linearly with propagation distance, whereas the number grows exponentially for the SRS. Another big
difference between the two is that the radiation from the spontaneous Raman scattering comes with
random directions and phases; for the SRS, the radiation is mainly kept in the forward and backward
directions and in coherent phases. Also, due to the directions of the radiation, the SRS is categorized
into two areas, the forward SRS and backward SRS. They show different behaviours mainly because of
the  pump pulse  they  are  going through.  The  biggest  difference  is  that  the  backward  SRS can be
amplified to a much higher intensity than the pump pulse.56 Also, the backward SRS will disappear if
the pump pulse is too short.
The discovery of SRS came much later than the Raman Scattering,  mainly due to the shortage of
intense light beams. Soon after the invention of the ruby  LASER  , in 1962, during a study of ruby
LASER  Q-switching  with  a  nitrobenzene  Kerr  cell,  Woodbury  and  Ng  detected  a  strong  infrared
radiation with an unknown source.57 Later,  several other experiments with different  materials  have
confirmed  this  phenomenon58,  and  Woodbury  and  Eckhardt  proposed  that  the  signal  comes  from
SRS59. Soon after the discovery, SRS was observed in experiments with other liquids such as Benzene,
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Acetone60, and CS261, gases like H2, D2, and CH462, and solids of diamond, and calcite63. Thereafter, lots
of  work  has  been  done  to  study  SRS,  and  several  theories  have  been  developed  to  explain  it.
Bloembergen and Shen have written good review articles about the SRS64,65. One of the widely used
classical theories for SRS is the coupled-wave model. The coupled-wave model uses a semi-classical
treatment, where the waves are defined as classical. In this model, two sets of equations coming from
two assumptions are used to describe the SRS process. Here we go with the derivation from Boyd’s
Nonlinear  Optics  book.66 The  fist  assumption  says  that  the  optical  polarizability ~α of  molecule






~q (t)+O(~q ( t)2) (2.2-2)
where α0 is the polarizability at equilibrium, and
~q (t) is the internuclear separation, as shown in
Figure 2.2. Since the internuclear separation is a very small change, we only consider the first order
dependence. 
Figure 2.2: Simple harmonic molecular model for Stimulated Raman Scattering
The second assumption is that the molecule vibrates like a simple harmonic oscillator with frequency













where the force ~F (t) comes from the external field that is applied on the molecule.




E (z ,t ) (2.2-4)
where ~E (z ,t ) is  the applied electric field.  With the slowly varying amplitude approximation,  the















By applying  the  polarization  from equation  2.2-4  to  the  wave  equation,  a  two coupled  equations
between Stokes and anti-Stokes Raman gain are reached as
d AS
d z
=−αS AS+κS A A




∗e iΔk z (2.2-6B)
where AS and A A are the amplitudes of the electric fields of Stokes and anti-Stokes, repectively,
AS
∗ and A A
∗ are the corresponding complex-conjugate; αS and αA are the nonlinear absorption
and κS and κA as the coupling coefficients;  Δ k is  defined as the wave-vector mismatch,  and
z as the distance measured along the beam propagation direction. Please refer to Boyd’s book for
more detailed definitions and derivation.
The model has been adopted to explain several experiments, which shows a good match between the
theory and experimental results67,68,69,70,71. However, there is a limitation to explain the efficient Raman
effect with a large number of anti-Stokes orders generated in H272, and other experiments with reported
anti-Stokes up to 8 orders73.
2.3 Rabi oscillation and Stark shift
For the Raman scattering, and in fact, for all the resonant optical driving molecular transition processes,
there are some interesting side effects on the molecular energy levels from the applied field, such as the
Stark effect and Zeeman effect. We will talk about the effect from the electric field, the Stark effect.
Let  us  start  with  a  two-level  molecule  system.  We  will  follow  R.  W.  Boyd’s  description  in  his
Nonlinear Optics book74. We can describe the system in terms of the wave function Ψ(r ,t ) , which








Solving  the  equation  2.3-1  with  the  new  Hamiltonian,  the  wave  function  can  be  expressed  as  a
superposition of the two states, thus
∣Ψ(r ,t )⟩=C1(t)e
−iω1 t∣1 ⟩+C2(t)e
−iω2 t∣2 ⟩ (2.3-3)
the C1(t), and C2(t) are the probability amplitudes that the atom is in state 1 and state 2. Written in the
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using  the  rotating  wave  approximation,  and  by  introducing  the  detuning  factor Δ=ω−ω21 with
ω21 as the transition frequency between the two levels, Rabi frequency Ω=2μ21 E/ℏ equation 2.3-
















































where, A are  constants  depend  on  the  initial  conditions,  and Ω '=√|Ω|
2
+Δ
2 .  To  examine  the
solution of the probability amplitudes, C1 and C2, we can look at the solution with extreme cases. For
off resonance case, where Δ→∞ , we will get C1(t) = 1, and C2(2) = 0, meaning no transition occurs.





































From the results in equations 2.3-7, we can see that the molecule is oscillating back and forth within the
2 states at the frequency of half the Rabi frequency, Ω/2 .
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. The splitting of the energy levels by the applied electric field is
called the Stark shift, and as we are using rapidly varying electric field, the specific name is dynamic
Stark shift or AC Stark shift. 
Figure 2.3: One-photon two-level system with external electric fields: Left-weak field; Right-strong
field. 
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The Stark shift effect is named after J. Stark, who discovered it in 1913.75 Originally, the Stark shift was
found with DC electric field applied. In 1955, S. Autler and C. Townes found a new Stark effect in their
experiment with two electromagnetic fields on gas carbonyl sulfide(COS), when the frequency of the
radio-frequency(rf)  electric  field  is  near  the  transition  frequency  of  the  energy  levels,  the  single
absorption line becomes two separated lines, and the separation of the two lines is rf wave intensity
dependent. 
With the energy levels split into two sub-levels separated by the Rabi frequency, photons with new
frequencies will be produced. In figure 2.3, when the applied field is weak, the two-level system is not
changed but with a small detuning of Δ , here we used positive detuning with Δ>0 for the upper
plot, and negative detuning for the lower part. However, once the applied field becomes stronger, each
of the energy levels is split into two sub-levels. After the splitting, two extra transition frequencies with
the new components that each of them has a Rabi frequency shift, ω±Ω' , occur. By changing the
pump-probe detuning δ ,  the  phenomena  of  frequency  absorption  and  emission  are  observed.76,77
These phenomena can be explained with the Rabi frequency shift. As shown in the lower part of figure
2.3, the emission of a Stokes photon can be achieved by the transition of the state through the three
photon resonance, marked as TP in the graph. The absorption of an anti-Stokes photon is caused by the
AC Stark effect. The middle one labeled as RL is the regular Rayleigh scattering. 
2.4 Description of the multi-frequency Raman generation
At the beginning, Raman scattering found major applications in Raman spectroscopy as a spectroscopic
technique used to observe vibrational, rotational, and other low-frequency modes in a system78. It plays
an  important  role  in  the  spectroscopic  applications  as  it  can  bypass  the  one-photon  forbidden
transitions. The technique has its limitation as the spontaneous Raman scattering is very weak. Such
that, an intense LASER  is needed, although this may introduce other problems, for example, damage to
the  materials.  Then  came  Coherent  anti-Stokes  Raman  spectroscopy(CARS)  and  Coherent  Stokes
Raman spectroscopy(CSRS), which used a second seed beam to enhance the signal output79. 
MRG is frequently observed in SRS experiments. Under the phase-matching condition,  the Raman
orders are usually produced with different angles. However, in 1981, F. R. Aussenegg et al., showed in
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both theory and experiment that MRG can occur in a collinear way with a small phase mismatch. 80 A.Z
Grasyuk and the co-workers studied the parametric generation of anti-Stokes Raman orders in both
theory and experiment, with an external Stokes beam crossing the pump beam at an angle to meet the
phase-matching condition, and achieving an efficiency of 11%81. Later, L. L. Losev et al., obtained 7
anti-Stokes and 6 Stokes in their parametric generation with hydrogen. Energy conversion efficiency up
to  20% is  reached for  the first  four  Stokes,  and 2−n×20 % for the  nth anti-Stokes.82 In  1989,  T.
Imasaka saw more than 40 vibrational and rotational Raman orders by focusing a two-colour laser
beam into pressurized hydrogen.46 The two-colour laser beam was first accidentally achieved by an
amplified  ASE signal.  Later,  they  realized  that  the  rotational  and  vibrational  Raman  orders  were
generated simultaneously. By optimizing the gas pressure, beam polarization, and focusing condition,
they were able to generate either vibrational or rotational Raman orders.83 With the generated Raman
spectrum consisting coherent equildistant frequencies, S. Yoshikawa and T. Imasaka proposed a new
method to generate ultra-short pulses. Their simulation showed that pulses with duration of 1.4 fs can
be produced.84 To put it into practice, they suggested four requirements to be met, ie. a high-power
transform-limited  pulse,  a  two-colour  laser  beam  with  linear  polarization,  phase-locked  multi-
frequency laser beam, and no phase change from other nonlinear effects. From then on, MRG became a
potential technique for the generation of ultra-short pulses. 
The term “Multi-frequency Raman Generation” was first used in 1994 by McDonald as referring to the
multiple high Stokes and anti-Stokes orders generated in the two LASER   beams coupled SRS process,
as more than 40 Raman orders are predicted in their Raman scattering experiment with H2 gas85. MRG
can be seen as a cascaded SRS process. As shown in Figure 2.4, molecules are activated from the
ground energy level to a virtual energy level by the pump beam. Coupled by the Stokes beam, the
molecular  energy  will  come  down  to  the  Raman  energy  level  instead  of  the  ground  level.  The
molecules in the Raman level can be pumped again by the pump beam to a new virtual energy level.
Thereafter, the molecule goes all the way down to the ground energy level by releasing a new photon
with higher frequency, the first anti-Stokes Raman order. As the first anti-Stokes photons accumulate,
they will act as a new pump beam, and takes the molecule to higher virtual energy level. The returning
of the molecule to the ground energy level will generate the second anti-Stokes Raman order. This
process  will  continue  and cascade,  resulting  in  a  wide discrete  spectrum separated  by the  Raman
frequency of the material used. As a cascaded SRS, each of the generation of the Raman orders is a
third order nonlinear process ( χ(3)(ωi+ωR ;ωi ,ω i−ωR ,ωi) , where ωi is the i-th anti-Stokes order ).
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Generally, like Raman scattering, MRG can happen in gas, liquid, and solid Raman materials. As the
dispersion of the Raman material plays a critical role in MRG process, small dispersion materials like
gases are the most widely used Raman medium. Thus, we will mainly focus on MRG in gases. We will
also talk about the studies with solid Raman materials, since the use of angle crossed pump-probe beam
together the significant higher Raman gain can help to produce large numbers of Raman orders even
with high dispersion. 
Figure 2.4: Diagram of Multi-frequency Raman Generation
Depending on the  pump pulse duration,  MRG works  in  three  regimes,  adiabatic  regime,  transient
regime, and impulsive regime. In the adiabatic regime, the pulse duration is longer than the dephasing
time of the molecules, which, for most of the cases, is around 1 ns. In the transient regime, the pulse
duration is less than dephasing time but longer than the molecule’s vibrational period, which is at the
scale of 10 fs. If the pulse duration keeps decreasing and becomes comparable or even less than the
vibrational period, then we have the impulsive regime. Good review articles on the works done in
MRG in the three regimes can be found in F.C. Turner’s thesis86 and D. Strickland’s review paper on
MRG87.
2.4.1 MRG in the adiabatic regime
During the early days, researchers worked mainly in the adiabatic regime as it was more theoretically 
studied in that regime. Nanosecond pulses are applied in this regime. The bandwidth of the pump is 
much smaller than the Raman line width. 
Due to the small magnitude of the χ(3) process and the difficulty of the phase matching condition, the
nonlinear conversion rate stays low. In the later 1990s, Harris’ group studied the SRS and found a good
way to increase the energy conversion efficiency by creating a large nonlinear polarization. They used
the electromagnetically induced transparency(EIT) to prepare a near-maximal atomic coherence for the
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Raman transition, and the phase matching is achieved with a small detuning between the two pumps.88
It turned out that the EIT method can be easily done by applying two beams with frequency separation
slightly bigger than the Raman transition, and the intensity is high enough such that the Rabi frequency
can over weight the inhomogeneous linewidth of the transition. The coherence of the transition can
reach up to the maximum value of |ρab|=0.5 .
89 With the phase-locked wide Raman spectrum, A. V.
Sokolov et al., suggested that sub-fs pulses can be formed with the spectrum generated from MRG
process. Their simulation shows that a pulse train with pulse duration of 0.21 fs and separated by 11.1
fs can be achieved with the Raman spectrum from D290, and within couple of months they suggested
another way of using the rotational spectrum of H2 which can led to pulses with 0.5 fs duration at a
separation of 94 fs91. Later, they investigated the effects of phased( δ=ωR−ω>0 , where ωR is the
Raman frequency, and ω is the frequency separation of the two coupling pulses) and anti-phased(
δ<0 ) of the Raman transition in D2. The results showed that the Raman orders are maximized at the
phased situation, and they addressed it as a result of the AC Stack shift. Yavuz, et al., studied the off-
resonant  Raman  generation  with  rotational  transitions.  A spectrum  of  37  coherent  Raman  orders
spanning from 1.37 μm to 353 nm was observed and they also saw the number of Raman orders
reaches the maximum with phased pumping.92 Walker and co-workers studied a type of Raman self-
focusing and defocusing in MRG process, and showed that the focusing occurs when the pumps are
phased, and defocusing appears when they are antiphased.93 To put it into practice, A. V. Sokolov and
coworkers obtained a pulse train with duration of 3.7 fs separated by 11.1 fs by using only 3 sidebands
of the Raman spectrum from D2.94 They also showed that the phase of the generated Raman sidebands
has a π phase change when the input frequencies are switched between the phased and anti-phased
cases. In 2004, M. Y. Shverdin, et al., synthesized seven Raman orders ranging from 1.56 μm to 410
nm and generated pulses with duration of 1.6 fs and peak power of 1 MW50. The large number of the
pulses under one pulse train makes the peak power for each of the pulses at a relatively low level. S. E.
Harris  and  coworkers  then  proposed  a  Raman  technique  for  single-cycle  pulses  generation.  They
combined the rotational transition of D2 and H2, and with around 40 Raman orders for each of them, the
total Raman orders are synthesized to single-cycle pulses with average peak power enhanced to 1600
times  and  pulse  separation  of  1.74  ps.95 In  2006,  S.  Sensarn  and  coworkers  then  extended  MRG
experiments to a gas-filled hollow fibre.96 With pump pulse energy of 2.8 mJ, and by optimizing the gas
pressure, they obtained 12 Raman orders from 1.56 μm to 254 nm. S. W. Huang and his colleagues
took the Doppler broadening effect into consideration in their MRG study with room temperature H2,
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and showed that Dicke narrowing helps to minimize the destructive effect from Doppler broadening.97
In 2008, W. J. Chen and the co-authors used near Fourier transform limited lasers centered at 602 nm
and 802 nm to do MRG experiment. The generated spectrum can be synthesized into ultra-short pulses
with constant carrier-envelope phase. They were able to generate pulses with duration of 0.44 fs with 7
Raman  sidebands.98 Then,  Z.  M.  Hsieh  et  al.,  demonstrated  a  method  for  controlling  the  carrier
envelope phase of the synthesized pulses by using the fundamental frequency and its SHG to couple the
Raman level of the H2.99 H. S. Chang and coworkers showed that they are able to synthesize arbitrary
shape  of  attosecond  optical  waveforms  with  the  Raman  sidebands  from MRG in  H2 that  have  a
controlled carrier envelope phase.100 
In 1999, F. L. Kien et al., studied the generation of sub-fs pulses with molecular coherence control of
MRG. Their studies found that the anti-phased and phased MRG have different behaviours toward
dispersion, and showed that the coherence is higher for the negative side of the detuning. A negative
detuning  that  is  about  equal  to  the  two-photon  Rabi  frequency  will  produce  a  broadband  Raman
spectrum with good pulse compression. They carried out a simulation with solid hydrogen, and showed
trains of pulses down to 0.3 fs  duration can be generated.101 In 2002, L.  L.  Losev and coworkers
showed a multipass design to increase MRG efficiency.102 In their experiment, simple devices such as
prisms and lens were used to set up a four-pass cell for an MRG experiment with hydrogen. With one
pump beam at 532 nm, 80 mJ, and 3 ns, they were able to generate Raman lines from 450 nm to 830
nm. K. Yoshii and the colleagues reported a novel way to generate attoseconds pulses by placing a few
thin dispersive materials  with different  thicknesses.103 Their  simulation shows that  728 attoseconds
pulse can be generated with MRG spectrum from parahydrogen. The technique is based on the pulse
compressing method proposed by N. K. Berger et al., where no propagating through a dispersive delay
line for the compression of periodic optical pulses is needed. Instead, a superposition of replicated and
time-delayed original pulse trains is required.104 Later, they experimentally demonstrated the method by
tilting the fused silica glass plates, and obtained Fourier Transform limited pulses train with duration of
1.78 fs.105 
2.4.2 MRG in the impulsive regime
In the impulsive regime, femtosecond pulse is applied in MRG experiment. The pulse bandwidth is
sufficient to cover the Raman frequency separation. Hence one pump pulse is good enough to couple to
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the Raman scattering transition. Early theoretical and numerical work has shown that this regime is
promising for the generation of half-cycle pulses106. In 1998, G. Korn et al.,  demonstrated the first
MRG experiment  in  the  impulsive  regime.  Their  experiment  with  SF6 showed  that  the  generated
spectrum appears as a continuous self-conversion of the pulse spectrum towards lower frequencies, and
leads to the generation of a single-cycle pulse.107 A hollow fibre of 250 micrometer in diameter and 72
cm long is used to enhance MRG process. The results showed that the continuity of the spectrum is
pump-pulse-duration sensitive, and it disappears when the pump pulse becomes longer. A big drawback
of working in this regime is that many other nonlinear effects caused by the high intensity beams, such
as self-phase modulation and self-steepening are completing each other. These effects will reduce the
efficiency of the Raman scattering and will also broaden the spectrum108,109. During MRG experiment
with a 30 fs pump pulse pumping the SF6 gas, A. Nazarkin and the co-workers sent another weak probe
pulse along with the pump with some time delay(typically, a few 100 fs) to reduce the other nonlinear
effects. By optimizing the gas pressure, they obtained MRG with efficiency up to 100%, and they
showed that the mutually coherent Raman orders can be synthesized into sub-fs pulses.110 Later, with
positive GVD compensation, M. Wittmann et al., demonstrated a method for the generation of fs pulses
with the spectrum generated in the impulsive region.111 They carried out the experiments with SF6, H2,
and N2, and pulses down to 5.8 fs have been produced. Having the idea that the hollow fiber can not
only enlarge the interaction length, but also match the group velocity, A. Nazarkin et al., did a study on
MRG orders corresponding to the hollow fibre wave guide specifications. By changing the diameter
and the pressure, they were able to optimize MRG process to increase the number of the high order
Raman generation. The broader MRG spectrum can be synthesized into attosecond pulses. It has been
shown that in the impulsive regime, sub-4 fs pulses can be generated with SF6 as the Raman material112.
Compared to MRG in the adiabatic regime, the stimulated Raman scattering efficiency in the impulsive
regime is much lower as the pump energy is not fully used in coupling the transition of the Raman
levels. 
2.4.3 MRG in the transient regime
Between the adiabatic and impulsive regimes, we have the transient regime, where the pump duration
is shorter than the dephasing time but longer than the molecular vibrational time. Typically, the pump
duration is about 1 ps. Working in the transient regime might be a good choice for high-energy pulses,
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as in this regime, the unwanted nonlinear effects can be highly reduced, while the resonant process of
Raman scattering  can  still  have  high  efficiency.  Besides,  the  compressed  pulse  train  is  shorter  as
compared to that in the adiabatic regime. With fewer pulses within one pules train, each of the pulses
will have higher energy. The steady-state SRS theory cannot explain effects such as the asymmetry of
the forward and backward Raman scattering, and the sharp decrease of the SRS efficiency in liquids.
The transient theory of SRS takes into account the dispersion of the media and the relaxation time.
G. S. McDonald, et al., used a transient model for the Raman scattering in H2 gas with identical shape
of  the  pump and  the  Stokes  pulse,  and  predicted  the  generation  of  more  than  40  Raman  orders,
spanning a bandwidth greater than the pump frequency113. He then discovered that in MRG process, a
large number of long-lived solitons are  generated spontaneously.114 E.  Sali,  et  al.,  demonstrated an
experimental scheme and increased the efficiency of the generation of high-order Raman sidebands and
the excitation of coherent molecular vibrations in a highly transient regime with two-colour pumping115.
They carried out the experiments in both hydrogen and methane with pump pulse duration at 250 fs and
400 fs. The results confirmed that two pump pulses can significantly increase the number of Raman
orders. Also, with lower air pressure, they can significantly decrease the SPM effect. The generated
spectrum was sufficient to support the generation of sub-fs pulses. With higher air pressure and shorter
pump pulse applied in their experiment, the Raman spectrum may form an isolated single-cycle pulse.
F. Tani et al. generated Raman spectrum ranging from 180nm to 2400 nm, by sending 300 fs pump
pulse into hydrogen-filled hollow fibre. The spectrum is broadened by both Kerr and Raman related
self-phase modulation116. 
L.  Losev  collaborated  with  D.  Strickland  to  do  MRG  experiments  in  both  solid  and  gas.  The
experiment  with  a  high  gain  Raman  media  of  KGd(WO4)2 was  the  first  MRG experiment  in  the
transient regime. The experimental results show that in the solid medium the dispersion and Self Phase
Modulation(SPM) greatly decrease MRG process such that the number of Raman orders generated
collinear to the pump is way fewer than what is predicted by the steady-state theory of MRG117. Later, a
collaboration  of  performing MRG experiment  with  Sulphur  Hexafluorine  gas  in  hollow fibre  was
carried out. With two beams coupling the A1g vibrational Raman energy levels, up to 25 Raman orders
with spectrum ranging from 1.37 micrometer to 425 nm were generated in their experiment118. Also, the
experiment showed that the Raman scattering is much more efficient on the anti-Stokes side than the
Stokes side, with about 4 times more anti-Stokes orders. Besides, the higher anti-Stokes Raman order
starts to form a plateau structure, which may benefit the generation of ultra-short pulses. Later, F. C.
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Turner and D. Strickland continued MRG experiment in a low dispersion region, where a 1.0 m long
hollow fibre with inner diameter of 0.129 mm was used to increase the interaction length, and also to
compensate  the positive dispersion introduced by the gas.  D. Strickland’s group predicted that the
generated spectrum from MRG with SF6 has the potential to produce a train of pulses with duration of
2.8 fs and pulse energy of hundreds of micro joules119.
2.4.4 MRG in the solid-state materials 
Phase matching is essential for MRG process. In gases, the dispersion is small and hollow fibres can be
used to confine the beam and to compensate the material dispersion. Thus, MRG in gases will result in
a long interaction length. For solid-state medium, the high dispersion makes it impossible to propagate
in a collinear fashion. However, the orders higher Raman gain is encouraging. The first solid medium
that came to mind is solid hydrogen as it has the advantages of high molecular density, short medium
length, small dephasing rate, and small dispersion. N. H. Shon et al., presented a numerical model for
MRG in solid  hydrogen pumped by two nanosecond-duration  pulses.  By optimizing the tilt  angle
between the pumps, their simulation showed that they can either obtain a broadband Raman spectrum
that can be used to synthesize sub-fs pulses, or have the pump pulse converted into a single high
Raman order to implement an efficient frequency up conversion.120 
In 2003, A. S. Grabtchikov et al., studied SRS in KGd(WO4)2(KGW) in the impulsive regime with a
pump pulse of 70 fs duration121. Inserting the pump at an angle of 15 degrees into a 4 mm long KGW,
they observed 2 anti-Stokes and 1 Stokes orders. Later, broadband spectra were generated in various
solid-state Raman active media, such as YFeO3, SrTiO3, KNbO3, and TiO2. In 2006, M. Zhi and A. V.
Sokolov inserted two 50 fs pump into PbWO4 with different cross angles.122 Up to 20 anti-Stokes and 2
Stokes Raman orders are obtained. The most effective conversion of MRG occurs when the cross angle
is 4 degrees. They observed that the change of the cross angle can not only affect the efficiency of the
process, but also the separation between the Raman orders. With fixed cross angle, they changed the
frequency  separation  of  the  pumps.  At  very  large  detuning,  the  anti-Stokes  beam splits  into  two
separated beams with one coming from the Four Wave Mixing and the other from Raman scattering.
The overall efficiency of MRG in PbWO4 can be up to 31%. They also showed the generated Raman
orders are mutually coherent.123 However, the applied pulses were short and intense, and some other
unwanted  nonlinear  effects  occurred  along with  MRG process  that  will  decrease  the  efficiency of
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MRG, such as SPM and self-focusing. M. Zhi and A. V. Sokolov continued the investigation of MRG
in crystal PbWO4 with two time delayed linearly chirped pulses with pulse duration ranging from 100 fs
to 2 ps. The frequency difference between the two pulses is the  instantaneous frequency difference and
can be  changed as  the  change of  the  time delay  between the  two pump pulses.  By changing the
insertion angle between the two pumps and optimizing the time delay, they were able to excite MRG
with different Raman modes. Up to 40 anti-Stokes and 5 Stokes Raman orders have been achieved with
MRG working in the Raman mode of frequency 191 cm-1. The measured energy conversion efficiency
goes up to 41% of the pump energy and 21% of the Stokes.124 M. Zhi et al., then carried out a similar
experiment with the Raman medium switched to diamond, since diamond has a few advantages for the
generation  of  broadband  spectrum.  Diamond  has  a  single  strong  narrow  Raman  line  with  high
frequency shift at 1332 cm-1, and it is isotropic with index of refraction well studied. Besides, diamond
is able to transmit a wide range of spectrum, and has extremely high thermal conductivity. By applying
two 50 fs pulses with frequency difference of 1250 cm-1, they observed up to 16 anti-Stokes and 2
Stokes Raman orders. With a third probe beam, they observed multiple new orders that come from four
wave mixing between the probe and the pump, the probe and the Stokes, and even six wave mixing
from the pump and the probe. Their experimental results showed that the phase matching angle has a
much  larger  effect  on  the  frequency  difference  between  the  Raman  orders  than  from the  Raman
resonance. The large dispersion of the solid medium and the phase matching technique of cross angled
pumps led to the output of the Raman orders propagating at different angles, although the frequencies
of the Raman orders are not having the same frequency difference, they are linear as a function of the
output angle. Hence, they used a prism and a spherical mirror to combine the output Raman orders in
both space and time. By combining 5 Raman orders from MRG in diamond, and using an acousto-optic
pulse shaper to optimize the phases, they obtained pulses with duration down to 5 fs.125 By focusing an
8fs pulse into diamond, C. Lu and the co-authors found that the Raman assisted four-wave mixing
process can generate a coherent continuum spectrum that can be used to synthesize an isolated single-
cycle  pulse126.  K.  Wang  and  coworkers  introduced  a  novel  design  to  enhance  MRG  process  by
reflecting both the pump beam and the Raman sideband beams back to the Raman material. With the
double-path configuration, they were able to generate a wider Raman spectrum127. A. Zhdanova and the
co-authors demonstrated a scheme of combining six coherent Raman spectrum orders, and succeeded
in synthesizing an isolated 5 fs pulse in the visible range128,129. Instead of using a spherical mirror, each
of the Raman orders is aligned to an individual path, where phase control and time delay of each
Raman order are manipulable. Dichroic mirrors are used in the combination of the Raman orders. An
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interferometric cross FROG that combined the cross FROG and interferometric FROG is applied in the
pulse measurement. With the adaptive optics to optimize the wavefront, M. Shutova et al., has shown
that the technique is capable to improve the overall efficiency and can increase the power of the high-
order sidebands130.
2.4.5 MRG in the Photonic Crystal Fiber(PCF)
MRG experiments have been carried out in different forms of materials, gases like H2, CH4, and SF6;
liquids such as water,  liquid helium, and liquid hydrogen;  solids  of diamond,  solid  hydrogen,  and
KGd(WO4)2 . It has been a long journey for the research community to get the nonlinear effect of MRG
maximized while the other unwanted effects are suppressed. Some of the main aspects are high Raman
gain factor (solid), good optical quality with low dispersion (gas), and long interaction length and low
pump power (hollow fibre). To increase the efficiency, researchers have combined some techniques
together. A few of the widely used methods are inserting the pump beams at an angle to fulfil the phase
matching condition in solid and using gas filled hollow fibre or a gas filled high finesse Fabry-Perot
cavity131 to guide and confine the pump beams for better interaction. 
The  hollow core  photonic  crystal  fibre  is  introduced  and  developed  to  increase  MRG  efficiency.
Compared with light travelling in a conventional hollow fibre, light in the hollow core PCF is trapped
by a two-dimensional photonic band gap.132 In theory, the light can be guided in a single transverse
mode without any loss. The hollow core PCF has big advantages over the hollow fibre, especially when
the hollow core is small, over 10000 times more effective. F. Benabid and coworkers carried out MRG
in hollow core PCF. They found that the thresholds of the Stokes and anti-Stokes are sharply reduced to
800 nJ and 3.4 mJ, respectively. A pump to Stokes conversion efficiency of 30% is achieved.133 Later,
they  tried  a  similar  experiment  with  a  narrower  bandwidth  and much lower  transmission  loss.  In
addition,  they  used  a  circularly  polarized  LASER   pump  beam  to  enhance  the  generation  of  the
rotational SRS, and a 92% quantum conversion efficiency was reached with the threshold of energy
sharply decreased to 40 nJ for 2.9 m of fibre.134 The decreasing of efficiency of MRG is also due to the
phase mismatching of the beams. B. M. Trabold and the colleagues used a mix of fundamental and
high-order modes to compensate the dispersion and achieved a conversion efficiency of 5.3% to the
first anti-Stokes135. 
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F. Couny et al., demonstrated the generation of a Raman spectrum with wavelength spanning from 325
nm to 2300 nm in PCF filled with H2.136 Instead of the photonic band gap, the PCF in their experiment
is designed according to a new photonic guidance, the Von Neumann-Wigner bound states137. With only
a single  LASER   of pulse duration of 12 ns at  1064 nm and with peak power less then 40 kW, a
spectrum of 45 Raman orders can be observed. The use of PCF would enable the generation of sub-fs
pulses with significantly lower power pumps. With similar setup, but a much lower loss, A. Benoit and
the colleagues achieved a generation of wide spectrum ranging from 321 nm to 12.5 micrometer by
using a shorter LASER  pump at 27 ps centred at 1030 nm with average power of 22.7 W.138 
2.5 Theory of MRG
MRG can be seen as a cascaded SRS. Thus the theory of the SRS can be directly applied to understand
MRG process. The coupled-equation of 2.2-6 still holds, but needs to be modified. In 1978, a Raman
effect  with  high  efficiency  of  Stokes  and  anti-Stokes  from  hydrogen  gas  was  observed.  The
phenomenon can not be explained by the existing theories. A few years later, in 1981, early theoretical
treatments based on multi-wave approach were developed. In these works, MRG process is treated with
small molecular excitation. Instead of using only the pumps, Eimerl et al., suggested that in the process,
all the Raman orders are mutually coupled together.139 They treated the Raman orders as a group of
parallel  monochromatic  plane  waves  travelling  through  a  dispersionless  Raman  medium  together.
However,  the  calculated  conversion  rate  is  still  orders  less  than  that  was  observed in  experiment.
Hickman  et  al.  generalized  the  theory  described  by  Eimerl  et  al.,  by  taking  the  fully  molecular
excitation into consideration140. They depicted the propagation of the process with a set of frequency
components ω j=ω0+ j ωR ,  and described the interaction of the fields  with the two-photon Bloch
equation. The electric field is given as
ϵ(z , t)=∑
j
E j(z , t)e
i (ω j (t−z / c)+ϕj) (2.4-1)
With the multi-wave electric field above, and using  V j=E j e
iϕj  they solved the two-photon Bloch
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here ρ is the number density of the molecules in the ground state, α12 is the transition coefficient,
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the V j is the amplitudes of the jth Raman order,  αij is the transition moments, and δω is the
detuning between the frequency separation of the pumps and the Raman frequency. As can be seen
from equation 2.4-5, the Rabi frequency Ω is related to the generation of the adjacent amplitudes.
The equation 2.4-8 shows that the intensity “I” is related to the total intensity of the beam, including all
the Stokes, anti-Stokes, and the pump pulses. From equation 2.4-6, the detuning Δ is determined by
three terms, Raman frequency detuning δω , overall rate of change of phase θ , and the intensity.
The overall phase is determined by the phases of the pump, the coupling Stokes order, and also the time
delay between the two. The coupled equations 2.4-4 are used to describe MRG, but so far it seems
impossible to get an analytical solution. Instead, A. P. Hickman and the colleagues ran a numerical
simulation, and the results show a significant energy conversion to high anti-Stokes Raman orders with
up to 40% energy is converted to the anti-Stokes Raman orders. 
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Hickman continued MRG theory study by taking consideration of the phase mismatching, Δ k .141
With the momentum mismatch, the new electric amplitude becomes
F j(z ,t)=e
iΔk j V j(z , t) (2.4-9)
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and the composite momentum mismatch term is given as
Δ j=Δ k j−Δ k j−1−(Δ k0−Δk−1) (2.4-12)
They calculated and discussed the situations with two limits, out of phase matching, Δ k →∞ , and
perfectly phase matching, Δ k=0 . In the perfect phase matching case, the seed Stokes Raman pulse
is amplified at the beginning but suppressed once the anti-Stokes Raman pulse becomes stronger. When
the phase mismatching is large, the Stokes Raman pulse is amplified all along the process, and the
effects from anti-Stokes Raman pulse is reduced and becomes ignorable. 
Following Hickman’s work, in 1993, L. L. Losev et al. presented a theory in the steady-state Parametric
Stimulated Raman Scattering(PSRS), where they also considered an interaction of an infinite number
of plane collinear light waves. Their numerical calculations showed that the total width of the region
occupied by the components of the SRS with intensities comparable in order of magnitude is equal to
the pump frequency when using bi-harmonic pump with equal intensity142. Later, G. S. McDonald and
his colleagues presented a model calculation of MRG in H2 in the transient regime. The results showed
the output bandwidth is wider than the pump frequency.143 In 1996, L. L. Losev and A. P. Lutsenko
presented a PSRS in a highly transient regime(transient regime but close to the impulsive regime) with
the absence of dispersion. The simulation showed that the maximum bandwidth generated by PSRS is
approximately 1.4 times higher than the carrier frequency144. 
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Syed  and  the  co-authors  generalized  the  theory  of  MRG  by  taking  into  account  of  the  beam-
propagation effects from intensity, phase quality and width of the input beams and the length of the
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here T2 is the dephasing time of the Raman medium. Simulation with both 1D and 2D transverse beams
has been conducted and the results showed that the beam diffraction decreases MRG efficiency, while
the focusing character or the phase quality of the pump beam has little effects on MRG.
Sali  et  al.  carried out  experiments and obtained high conversion efficiency of the pump energy to
Raman orders with a very broad spectrum, and their numerical simulation based on a semi-classical
model can reproduce with good accuracy matching with the experimental results as far as the efficient
generation of high order MRG Raman orders is concerned146. A Cauchy dispersion model was applied
in their simulation, while they did not take the χ(3) effects such as four-wave mixing and self-phase
modulation into consideration. 
Based on the multi-wave propagating idea, the coupled equations of 2.4-2, 2.4-10, 2.4-13 and their
corresponding  models  have  been  developed  to  explain  MRG process.  However,  since  the  infinite
number of plane waves were used, the coupled-equations are too complicated to get analytical results.
Even  in  experiments,  tens  or  even  hundreds  of  Raman  orders  have  been  observed.  Most  of  the
theoretical treatments went with numerical simulations for the calculation of the results.
2.6 The red-shifted spectrum of Raman orders
As the great grand goal(GGG) of making high-energy few-fs pulses leads the way, a series of MRG
experiments have been carried out in the transient regime in D. Strickland’s  lab.  In the studies of
improving MRG process, a novel phenomenon occurs with red-shifted spectrum showing up on each of
the anti-Stokes  Raman orders147.  The red-shifted spectrum in Raman orders are  also seen in  other
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groups’ experiments, but no further discussion was given. We are interested in what the red-shifted
spectrum is, where it comes from, how it is produced, and whether it will benefit our final ultra-short
pulse generation. As the interest leads the way, from then on, MRG project in D. Strickland’s group
focuses on the study of the red-shifted spectrum. Before diving into the experimental results, let’s get
familiar with how the experiments are carried out. 
In the experiments, two beams of pulses are generated with our dual-wavelength amplification system.
Two pulses, the pump and the Stokes, are stretched and imperfectly compressed to leave a linear chirp
with chirp rate around 1.5 THz/ps. As in Figure 2.5, in the frequency vs time diagram, when timed
together,  the  pump  pulse(deep  red)  and  the  Stokes  pulse(orange)  has  an  instantaneous  frequency
separation of 23.25 THz. The frequency separation is chosen to match the Raman frequency of SF6.
During experiments, we can easily change the time delay between the two pulses, and that will change
the instantaneous frequency separation. When the pump pulse is 1/3 ps in advance of the Stokes pulse,
the two pulses are blue-tuned and the instantaneous frequency separation becomes 23.75 THz.. For the
red-tuned  cases,  the  two  Stokes  pulse  is  1/3  ps  ahead  of  the  pump  pulse,  and  the  instantaneous
frequency separation is reduced to 22.25 THz. 
Figure 2.5: Instantaneous frequency separation of the pump(red and pink) and Stokes(orange) vs time delay, both of
them have a linear chirp rate of 1.5 THz/ps. 
Z. Cui, et al., studied MRG with tunable instantaneous frequency separations, in which both positively
and negatively chirped pulses have been applied.33 The red-shifted spectrum appears with red-tuned
pumps and disappears as the pumps are blue-tuned. Blue-shifted spectrum that may come from four-
wave mixing is observed only when the centre-frequency separation of the two pumps is much larger
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than the Raman frequency. The results indicate that the red-shifted spectrum may come from Stark
shifting rather than four-wave mixing. Thereafter, H. Yan and D. Strickland continued the study of red-
shifted spectrum by carrying out the experiment with different pump energies. Longer pulse durations
for the pump and Stokes around 1ps are used to further reduce the SPM effect. The results showed that
the amount of red-shifting is intensity dependent, and they suggested that a two-photon dressed states
Stark shift may explain the red-shifting process148. 
Figure 2.6:  Linear Raman scattering in a two-photon dressed states for MRG, showing generations of Raman
spectrum(red) and red-shifted spectrum(pink), and absorption of blue-shifted spectrum(purple).
The two-photon optical Bloch equations with multi-frequency have been applied to understand several
experiments, and has shown the ability in determining the number of Raman orders.149,150 However, as
seen from the coupled equations 2.3-1, the Raman order frequency components are already set at the
beginning of the simulation, and no extra spectrum peaks are allowed to be generated. Thus, it will not
answer the question of what our red-shifted spectrum is. Recalling from section 2.3, by extending the
one-photon, two-level system in figure 2.3, we have a diagram with two photon dressed system in
figure 2.6. As shown in figure 2.6, since most of the molecules are in the ground state, there will be
emission of photons with frequencies at Raman peak of ω j and its red-shifted sideband at frequency
of ω j−Ω ' . The blue-shifted sideband of frequency at ω j+Ω' , however, experiences absorption.
This two-photon Stark shift may explain that we only see the red shifted spectrum in MRG experiment.
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The reason why M. Alharbi and his colleagues observed both red and blue shifted spectrum in each side
of the Raman peak151 is  probably that they do not  have a lot  of Raman orders,  and thus a strong
absorption for blue-shifted frequency does not occur. However, the reason why we have constant blue
shift of all the Raman orders with blue detuned pump and Stokes remains unknown.
To  further  understand  MRG  process  and  the  red-shifting  mechanism,  we  need  to  obtain  detailed
information  about  the  Raman  orders.  Thus,  the  well  developed  pulse  measurement  technique,





The Frequency-Resolved Optical Gating is the main pulse measurement tool we used in this study. In
this Chapter, we will give a simple introduction to the FROG tool. We will start from the description of
the auto-correlator as the foundation of the FROG. Some variants of the FROG setup is discussed, and
we will use the SHG FROG and cross-FROG in our pulse measurement. A basic FROG algorithm is
provided so that we can get the idea of how the FROG works. As we are using a single-shot FROG
setup in the lab, a detailed introduction of single-shot FROG setup is provided. Last but not least, we
will talk about the data validation for the FROG data. It is essential to have the data checked before any
further calculation or analysis. 
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As shown from the famous horse galloping bet, to clearly see a short event, an even shorter reference
timer is required. This raises a problem in the measurement of the shortest ultra-short pulses, as we do
not have any shorter pulse with which to measure it. Then, if we can not measure it directly, how can
we make sure that it is the shortest pulse? With a second thought, since the pulse is already the shortest,
why not  just  use  this  generated  pulse  to  measure  itself.  With  this  idea,  techniques  based  on  self
measurement  have  been  invented,  auto-correlation,  for  example.  However,  the  self  measurement
techniques alone are not able to give a clear image of the pulses, as the measurement will blur the
pulses by smoothing out the dips and jumps. In 1991, introduced by Rick Trebino and Daniel J. Kane,
the  Frequency-Resolved  Optical  Gating(FROG),  which  can  measure  the  full  information  of  the
ultrashort pulses, including the amplitude of the electric field and the phase152. The FROG has been
proved to be rigorous and robust, and to work with a wide range of wavelengths, and therefore has
become a  widely  used  technique  for  ultra-short  pulse  measurement.  A well  written  book by Rick
Trebino, et al., describes in detail of the FROG technique. I will follow Trebino’s book and talk about
the concepts that are used in our experiment setup building, data recording, and data analysis.
As we know, the pulses can be equally described in both time and frequency domain, and the Fourier
transform is  the connection between them. To make it  simple,  we will  assume that  the  pulse  has
Gaussian shape that goes as
E(t )=A √e−4 ln 2( tT )
2
e−iϕ(t )eiω t+c . c . (3-1)
where A is the amplitude factor of the electric field, T is the pulse duration, ϕ(t) is the phase, and
ω is the centre-frequency. The c.c. is the complex conjugate term, such that the E(t) is real. 
To fully understand a Gaussian shape pulse, we need to know its amplitude, pulse duration, phase, and
centre-frequency.  However,  in  a  lot  of  cases,  people  just  interested  in  the  pulse  duration.  In  the
following description, we will ignore the rapidly varying term e iωt and the c.c. part, such that
E(t )=A √e−4 ln 2( tT )
2
e−iϕ(t ) (3.2)
the intensity is then given as
I ( t)=E (t)E∗(t)=A2e





Figure 3.1 shows a typical ultra short pulse with its intensity, electric field, and amplitude. 
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Figure 3.1: Plot for a 10fs pulse with e-field, amplitude, and intensity
3.1 Intensity auto-correlation
As in lots of cases, the pulse duration is what matters and of the greatest interest. Thus the intensity
correlation has become a widely used technique to measure the pulse duration. Also, to understand the
FROG, the intensity correlation is a good place to start, as they share the same temporal measurement
scheme, in which pulses are combined within a nonlinear crystal.  Let us begin with a basic auto-
correlation optical technique 
Figure 3.2: Diagram of an auto-correlator with BBO crystal
As shown in figure 3.2, in an auto-correlator,  the pulse beam is divided into two parts by a beam
splitter,  with one beam delay-time changeable, and then both are sent into a nonlinear crystal  at  a
specific angle. The crystal will generate a signal based on nonlinear effect. For simplicity, we will use
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the  Second Harmonic  Generation(SHG),  where the electric  field  of  the  second harmonic Esig
SHG is
proportional to the product of the two pump fields as: 
Esig
SHG
( t , τ)∝ E(t )E(t−τ) (3.1-1)
where τ is the time delay between the two pulses. However, detectors are too slow to catch this






I (t) I (t−τ)dt (3.1-2)
Figure  3.3 shows how equation  3.1-2  works  with  a  10  fs  pulse’s  auto-correlation.  Once have  the
I sig
SHG , it becomes an one-dimensional phase-retrieval problem to be solved in equation 3.1-2 for the
I(t), which unfortunately is unsolvable. Despite that, some useful information still can be obtained, for
example, the Full Width at Half Maximum(FWHM) of the signal. Further more, with an assumption of
the pulse shape, most of the time a Gaussian or sech2 shape, we can then calculate the pulse duration.
For  a  Gaussian shape  pulse  that  we use in  our  calculation,  the pulse duration Tpulse can be easily
calculated as, Tpulse = Tsig / √2 , where Tsig is the FWHM of the signal. 
Figure 3.3: Graphical showing of intensity auto-correlation 
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The  auto-correlation  of  pulses  cannot  give  us  the  full  information  of  the  pulses,  neither  does  the
spectrum measurement with a spectrometer. This is because in both cases, a similar unsolvable one-
dimensional phase-retrieval problem will occur. A combination of auto-correlation and spectrum have
been used to get a better understanding of the pulses, with methods such as Temporal Information Via
Intensity153, Fringe-Resolved auto-correlation154, and FROG having been introduced and developed. 
3.2 Frequency Resolved Optical Gating(FROG)
FROG is a technique that records the information from both the time domain and the frequency domain
into  a  2D trace,  and uses  an  algorithm to  retrieve  the  electric  field  from the  trace.  Rick  Trebino
analogizes the trace to  the musical score, where along the horizontal line is the time and the musical
notes  are  in  the  vertical  position  with  different  frequencies.  The  FROG measurement  is  done  by
spectrally resolving the time-dependent signal output from a correlator. Instead of measuring the energy
verses time delay in correlation, a FROG measures the signal’s spectrum versus time delay, or the
spectrogram  of  the  pulse.  Taking  the  SHG  FROG  as  an  example,  the  signal  field  is
Esig (t , τ)=E(t )E( t−τ) .  By spectrally  resolving each temporal  measurement  of  the Esig we are
performing an optical Fourier transform of Esig. Because we are measuring the spectral intensity the
FROG trace yields the two-dimensional intensity trace IFROG(w,t) given by:
I FROG(ω , τ)=|∫
−∞
∞
E (t) E(t−τ)e−iωt dt|
2
(3.2-1)
Figure 3.4: Schematic of a FROG setup
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The trace I FROG(ω , τ) includes both temporal and spectral information of the measured pulse. Figure
3.4 shows a simple FROG setup. Different from the auto-correlator in figure 3.2, the output signal is
sent into a device, a prism or a grating, to extract the spectral information. Then, an imaging system is
used to record the 2D trace of the signal.
So, with the measured IFROG (ω , τ) , how to obtain the pulse E(t)? We consider the Esig (t , τ) as a
Fourier transform with respect to τ , that is




−iξ τd ξ (3.2-2)
where  the Êsig (t , ξ) is  a  new  defined  function,  applying  equation  3.2-2  to  replace  the
Esig (t , τ)=E(t)E(t−τ) term in equation 3.2-1, we can rewrite the I FROG(ω , τ) as







−i ξτ e−iω t dt d ξ|
2
(3.2-3)
Comparing equation 3.2-3 with equation 3.1-2, it  is easy to recognize that it  is a two-dimensional
phase-retrieval problem to be solve, i.e. getting Êsig (t , ξ) from I FROG(ω , τ) . At first sight, it can
be frustrating,  as  the  one-dimensional  phase-retrieval  problem is  already not  solvable,  and adding
another  dimension!  However,  it  has  already  been  proven that  the  two-dimensional  phase-retrieval
problem does yield an essentially unique solution with certain additional information provided, such as
nonlinear optical constraint155. 
3.2.1 Variants of FROG
Depending on the nonlinear optical effect that is used in the process, the FROG can have different
variants,  Polarization-gate(PG)  FROG156,  Self-diffraction(SD)  FROG157,  Transient-grating(TG)
FROG158, SHG FROG159, Third Harmonic Generation(THG) FROG160 etc. Each of them have their own
geometries and advantages. As illustrated in Figure 3.5, PG FROG is the conceptually simplest FROG
variant,  where  the pulse is  split  into  two,  with one pulse,  the probe pulse,  going through crossed
polarizers, while the other(the gate pulse) through a half wave plate or any device to gain a 45 degrees
linear polarization rotation. Then, the two pulses are sent through and overlapped in a nonlinear crystal.
In the crystal, the gate pulse induces a birefringence through a third order effect, the electronic Kerr
effect. The crystal plate then works as a wave-plate and changes the probe pulse’s polarization, which
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will allow the probe pulse to propagate through the second analyzer. With devices such as prism to
resolve the spectrum, the imaging system will record the trace, I FROG
PG
(ω , τ) .  PG FROG has a few
advantages, including easy for the alignment, supporting infinite bandwidth, and free of ambiguities.
However, a very high extinction ratio of polarizer is required. 
SD FROG is similar to PG FROG but without any polarizer and wave-plate. The beams on the crystal
will generate a sinusoidal intensity pattern, and the pattern acts as a grating that diffracts the signal
beam to a new direction as shown in the figure 3.5. The SD FROG can be applied in the deep UV
region as no polarizer is required. However, the SD is not a self phase-matched process. In order to
minimize the phase mismatch,  the nonlinear  crystal  must  be kept  thin(< 200μ m )  and the angle
between the beams should be small(< 2 degree). 
Figure 3.5: Schematic of FROG variants
TG FROG, is a variant that is aimed to be simple but at the same time maintains the phase-matching
condition. However, it is a 3-beam geometry such that the original pulse needs to be split into three
46
parts. Two of the pulses are overlapped in time and space on the optical Kerr medium, similar as the SD
FROG, inducing a refractive-index grating. The third pulse is variably delayed and is diffracted by the
induced grating to generate the signal for measurement.
SHG FROG uses a χ(2) process  instead of  χ(3) . The much higher sensitivity makes it the most
widely used FROG variant. There is an ambiguity of the direction of time, but can be removed with
extra information. For example, in our measurement of the chirped pump pulse, we already know the
chirp of the pulse as positive or negative, and this piece of information can be used to get rid of the
ambiguity. THG FROG uses a χ(3) nonlinear optical effect, and thus it is less sensitive than SHG
FROG. In the THG FROG, no extra information is needed to remove the direction of time ambiguity.
In addition, a cross-FROG can be used if there is a short pulse that is already known to act as the
reference pulse. The setup is similar to the SHG FROG, just replace one arm with the reference pulse.
In our measurement, we built a FROG setup that can be easily switched between the SHG FROG and
the cross-FROG. We use the SHG FROG to measure our pump pulse, and then use the pump pulse as a
reference pulse in the cross-FROG to measure other pulses.
All the variants of FROG give a trace that has both temporal and spectral information, in mathematics
it is given as
I FROG(ω , τ)=|∫
−∞
∞




where Esig (t , τ) is different for each of the variants of FROG which are described as











3.2.2 The FROG algorithm
The  FROG algorithm for  solving  Êsig (t , ξ) from I FROG(ω , τ) is  based  on the  iterative-Fourier-
transform algorithm that is used in solving phase-retrieval problems161. Depending on their constraints
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on signal field  Êsig (t , ξ) , different FROG algorithms have been developed to retrieve the pulses.
Figure 3.6 shows the general steps in each iteration. Let us go with the standard FROG algorithm on
SHG FROG to see how the pulse retrieval algorithm works.
Figure 3.6: Steps of the FROG algorithm
To start with, an initial guess of E(t) is used. Basically, it can be anything, such as a random noise
pulse. The signal is calculated as Esig (t , τ)=E(t )E( t−τ) , and then a Fourier Transform is applied
on Esig (t , τ) to get Esig (ω , τ) . In vanilla FROG, the data is applied in the frequency domain by
simply replacing the magnitude of Esig (ω , τ) with the square root of I FROG(ω , τ) , while keeping
the phase the same
E ' sig(ω , τ)=
Esig (ω , τ)
|Esig (ω , τ)|
√IFROG(ω ,τ ) (3.2-6)
An inverse Fourier Transform is applied on E ' sig(ω , τ) to get E ' sig(t ,τ ) , and then integration is




E ' sig( t , τ)d τ (3.2-7)
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Thereafter, Enew(t ) is set as the new field and carries on a new iteration. These iterative processes
keep going until a certain condition(converge of calculation) is reached. Most of the cases, an error G is
defined and used to monitor the process
G=√ 1N 2 ∑i , j=1
N
|I FROG(ω , τ)−μ I FROG





(ω , τ) is the retrieved FROG trace in k-th iteration, and μ is a normalization factor.
The G factor is a quantitative measurement of how well the reconstructed trace matches the original
trace.  Several factors affect the G factor, including the size of the trace grid and the noise of the
experimental data. Typically, an error of 0.005 or less can be achieved with accurate retrieval of low-
noise data for a 128*128 pixels FROG trace.
The basic FROG is fast and works quite well in a lot of situations, but it can be unstable due to too
much noises and may not converge for pulses with complicated pulse structure.162,163 A more advanced
method called Generalized Projections has been developed, and other improvements to the basic FROG
can be found in details in Rick Trebino’s book.
3.3 Single-shot FROG
Depending on the pulse energy and the repetition rate, the FROG works in multi-shot or single-shot.
The main difference between the multi-shot FROG and single-shot FROG is their ways to achieve the
time delay between the pulses. In multi-shot FROG, it is by changing the mirror positions, while the
single-shot is using the relative positions along the narrow beam line that is focused by a cylindrical
lens. In our experiment, the pulses used in MRG experiment is a 10 Hz pulse train, and according to
our previous study, the pump pulses are different from pulse to pulse. Thus, a single-shot FROG is
more suitable for our case. 
As illustrated in Figure 3.7, the two pulses are sent through a cylindrical lens before crossing each other
on the β-Barium borate(BaB2O4)(BBO) crystal. The beams are focused in the vertical direction while
the horizontal direction is kept unchanged. The BBO crystal is placed right at the focal point of the
cylindrical lens, such that the two beams cross each other within the crystal as a horizontal thin line.
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Figure 3.7: Side view and Top view of a single-shot auto-correlator 
Figure 3.8 shows the correlation of the two pulses within the BBO crystal.  As the two pulses are
overlapped in the crystal, the middle point is the place where the two pulses are timed together. The
upper part, as shown in the figure, pulse 1 arrives in advance of the pulse 2. The lower part, however,
the pulse 2 takes the lead. 
Figure 3.8: Two pulses correlating in a single-shot FROG with time-delay achieved by crossing two thin lines at an
angle θ .
With a quick calculation, we can see the amount of time delay that it can be introduced by crossing the







The length of the line is the diameter of the beam size, and in our experiment, it is about 0.8 cm. The
crossing angle is about 20 degrees. Thus, the maximum time delay it can support is Δ t≃9 ps , which
is good enough for our experiment since most of the time the pulses are about 1 ps.
With  the  single-shot  setup,  the  horizontal  direction  of  the  output  signal  contains  the  time  delay
information of the correlation. As shown in Figure 3.9, after the crystal, a lens in placed to collimate the
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beam. A grating is applied after the collimation lens to disperse the signal in the vertical direction, in
order to extract the spectral information. Then, an imaging system is used to record the FROG traces. 
 Figure 3.9: Single-shot FROG recording system(side view)
3.4 FROG trace data check
Before using the results, we want to be sure that the calculation of the FROG is reliable, especially
when a lot of data processing is needed to get the final results. As we run the FROG algorithm, there
are cases where the calculation does not converge. It could be caused by systematic errors, too many
noises, incorrect calibration, bad alignment, etc. Luckily, methods have been developed to detect these
types of errors. The most efficient one is the self-consistency check: The marginals.
As we know, for an electric field sample with N points, it has 2N degrees of freedom, as N degrees for
magnitude and N degrees for the phase. Therefore, 2N points of data should be able to give us a full
understanding of the electric field. In FROG, however, a N*N points of data is collected. With more
than the needed data points, the marginal check can be used to ensure that the recorded data is valid.
The marginal check is an approach that transforms the 2D data into a 1D curve by integrating the
FROG trace over one of the coordinates, time or frequency. The mathematical form for the marginal in




I FROG(ω ,τ )d τ  or  M τ=∫
−∞
∞
I FROG(ω , τ)d ω (3.4-1)
The marginals of the FROG trace can be used to compare with the auto-convolution of pulse spectrum
or the auto-correlation in time domain. A good match between them would indicate that the FROG
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setup is working in good condition. Otherwise, it is certain that systematic errors exist in the setup, and
further adjustment is needed. Some typical errors would be: incorrect calibration for the FROG setup,
spatial chirp of the pulse, distortion of the beam, etc. 
    A              B
    C               D
Figure 3.10: The marginal check for the pump, the numbers on the axises are unitless. A- The experimental FROG
trace of the pump; B- Comparison between the marginal of the FROG and the intensity autocorrelation; C- Marginal
check for the frequency domain with the spectrum convolution; D- Modified spectrum convolution with the effect of
spectrometer resolution limit.
The marginal check is a rigorous and strong method to quickly check the data. So we run the marginal
check with the pump pulse right after we set up of the FROG. 
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As shown in figure 3.10-A, the FROG trace is a 2D image with the horizontal containing the temporal
information and the vertical  frequency related.  We are using a 128*128 pixel trace for the FROG
calculation,  and will  use this  number  of  pixels  for  all  the FROG calculation  in  this  thesis.  Using
equation 3.4-1 we can calculate the marginals for both time and frequency domain. On the other hand,
we  can  easily  get  the  intensity  auto-correlation  and  spectrum  from  our  auto-correlator  and
spectrometer, respectively. From figure 3.10-B, we can see that the marginal and the intensity auto-
correlation have a high degree of matching. However, from figure 3.10-C, the frequency marginal does
not agree with the auto-convolution of the spectrum. As what we learn from the marginal check, the
mismatch can lead to some systematic errors in the setup. After checking all the possible errors and
carefully re-aligning the devices in the FROG setup, the mismatch is still there. At last, we believe the
mismatch comes from the resolution of the spectrometer we are using in the lab. The resolution is about
1.5 nm for the spectrometer we are using, while the FROG has a resolution up to 0.1 nm. Taking
consideration of the effect from the resolution, we can have a modified frequency marginal as shown in
figure 3.10-D, and that shows a good match. 
It is important to get the setup in good condition before doing any further measurement. If the setup is
not in excellent condition, the marginal can be very useful in correcting the errors in the FROG traces.
For example,  the systematic error in SHG FROG trace can be corrected simply by multiplying the
trace by the ratio of the spectrum auto-convolution and the frequency marginal. More details can be
found in Chapter 10 of Trebino’s book where it shows the limitation of the FROG technique, and talks




In this Chapter, we will go through the details of the experimental apparatus used in our lab. In general,
there are seven parts in our MRG setup. They are front end  LASER   source, dual-wavelength pulse
stretcher,  dual-wavelength  pulse  regenerative  amplifier,  multipass  amplifier,  grating  compressor,
hollow fiber chamber, and pulse measurement. The first five parts are used to prepare pulses for MRG
experiment by using the state-of-art technique, CPA. As an essential part of the CPA technique, we will
talk about how the dispersion changes the profile of pulse, and how we can use it for our own benefits.
We  will  present  the  prism-pair  and  grating-pair  as  the  tools  to  introduce  positive  and  negative
dispersion  in  the  setup  and  also  show  how  they  work.  In  the  following,  we  will  use  the  light
propagating path as the time line to do the description. For the final measurement, three devices are
used  including  the  spectrometer,  auto-correlator,  and  the  FROG.  At  the  end,  we  will  show  the
calibration of the auto-correlator and the FROG.
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The experimental setup follows our group’s previous MRG system that uses dual-wavelength LASER
amplification  system165.  As shown in  Figure  4.1,  it  has  four  stages,  including a  front  end  LASER
source,   chirped  pulse  amplification(CPA)  system,  hollow  fiber  chamber,  and  pulse  measurement
devices.  The  CPA  system  includes  the  dual-wavelength  pulse  stretcher,  dual-wavelength  pulse
regenerative amplifier, multipass amplifier, and grating compressor. 
Figure 4.1: Experimental Setup block diagram of the whole MRG
The front end LASER  source is a commercial 10 fs Ti-Sapphire LASER  . It is shared with Professor
Sanderson’s group and placed in his lab. A 50% beam splitter is placed in the output beam to divide it
into two beams. One of the beams is focused into a single mode fiber and directed to our lab as the
LASER  source. After the fiber, the beam goes through a Faraday isolator (FI) to prevent damage to the
fiber end from the returning amplified LASER  beam. Then the beam is sent into our dual-wavelength
stretcher to choose two different spectral components and stretch the pulse to about 200 ps in duration.
The stretched beam is sent through a second FI for further system protection. Following the second FI,
the beam goes into the dual-wavelength regenerative amplifier and is amplified to an energy of about
1.8 mJ. A multipass amplifier is used to get higher pulse energy for MRG experiment. The beam energy
is pumped up to 10 times within the multipass amplifier. After the multipass amplifier, the beam is sent
towards a grating-pair pulse compressor, where the pulse is compressed to hundreds of femtoseconds.
After compression, the beam is then focused into hollow fiber chamber filled with Raman material
Sulfur  Hexafluouride(SF6),  where  MRG  process  takes  place.  Large  number  of  Raman  orders  are
generated with constant frequency separation. In our case, the frequency separation is 23.25 THz, given
by the frequency separation of a vibrational level, A1g, of SF6.166 
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The output beam including all the Raman spectra is then sent to the measurement devices such as
spectrometer,  autocorrelator,  Spectral  Phase  Interferometry  for  Direct  Electric-field  Reconstruction
(SPIDER), and the FROG for further analysis.
4.1 Front end LASER   source: the oscillator
The front-end LASER  source is a 10 fs commercial Ti-Sapphire LASER  with central wavelength at 800
nm. It generates pulses at a rate of 75 MHz with an average power of 400 mW. Half of the beam is sent
through a 5 cm glass block before focusing into a 30m long single mode fiber. The glass block is used
to stretch the pulse to minimize the self-phase modulation effect. Once well aligned, up to 100 mW of
the pulse power will get through the fiber and reach to our system as a seed beam. A daily maintenance
procedure can be found in the appendix B.
4.2 Chirped pulse amplification
CPA is a technique used to amplify ultrashort pulses. The main purpose of the technique is to avoid
optical  damage while  amplifying a  short  LASER  pulse to  higher  energy.  The materials  used in  an
amplifier system have their damage thresholds, which limit the peak power of the pulse. The idea of the
CPA is to stretch the ultrashort pulse to a much longer pulse, then amplify it, and at the final stage
compress the pulse back to ultrashort pulse. As we know, the shortest pulse for a certain bandwidth of
spectrum is reached when the phase is constant, which is called a Fourier transform limited pulse.
However, the pulse is dispersed as it propagates through materials, resulting in different frequencies
travelling at different speeds. The added dispersion, positive or negative, will change the duration of
the pulse. The dispersion that the pulse gains when passing through an optical device is frequency
dependent, D(ω) . Such that, the amount of phase-change for the pulse is given as
ϕ(ω)=
2π c D (ω)
λ (ω)
(4.2-1)
where c  is  the speed of light,  and λ (ω) is  the wavelength.  The phase-change is  also commonly




















where the ϕ0 is the absolute phase, and it is commonly not measurable in the experiment, but it does
not affect the shape of the pulse. The second term,
d ϕ
dω
, is the group delay, or called the linear phase.




, is the group delay dispersion(GDD) or second order phase. The next term,
d3 ϕ
dω3
, is the third order dispersion(TOD).
Figure 4.2: Pulses with the same spectrum but different phases. Constant phase, linear phase, second order phase, and
third order phase are plotted
GDD and TOD are the main terms that change the profile of the pulses, as illustrated in the green and
red lines in the plot. The GDD stretches the pulse, while the TOD turns the pulse into an oscillation
pattern. The higher  order term O(ω4) also changes the profile of the pulses, but it is not a main
factor and we will not study it in details. There are several ways to introduce a certain amount of
dispersion to a pulse, such as prism-pair, grating-pair, prism&grating-pair, optical fibers, and chirped
Bragg Gratings. We will focus on the mechanism of how the prism-pair and grating-pair introduce
dispersions to pulses, as they are commonly used devices in labs. 
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4.2.1 Prism-pair
Figure 4.3: Prism works as a dispersive element
A prism is a device that can be used to introduce dispersion, as shown in Figure 4.3-left, the beam is
spectrally dispersed as it travels through the prism.163 However, since the upper part of the beam goes
through less material than the lower part,  as illustrated in Figure 4.3-right, the pulse spatial profile
becomes front tilted and the beam-size changed after a prism. To get rid of these effects, a four-prism
system is used. The symmetry of the double prism-pair, as can be seen from Figure 4.4-Left, can keep
the beam spatially unchanged while adding a certain amount of dispersion. In many cases, a variant that
uses 2 prisms and a back mirror to reflect back the beam is shown in Figure 4.4-Right.
Figure 4.4: Prism-pair that works as a compressor, Left- 4-prism pair configuration; Right- 2-prism pair and a mirror
configuration
The dispersion that introduced by the prism-pair comes from two parts, with the positive one from the
prism’s materials that the pulse propagates through and the negative dispersion from the angular








































Compared to the prism, the grating is a device that can introduce much larger dispersion. However,
similar problems would occur if only one grating is used. Hence, four gratings are used, and similar to
the prism-pair, a more commonly used configuration has two gratings and a back mirror, as shown in
Figure 4.5. There are also variants with lenses placed inside the grating-pair that can switch the device
between positive dispersion and negative dispersion by simply changing the distance. 
Figure 4.5: Compressor configuration with two gratings and a back mirror 

















where L is the distance between the gratings, D is the grating period, and θ is the reflection angle.
The  prism-pair  and  grating-pair  have  their  own  advantages  and  disadvantages.  Grating-pairs  can
introduce much larger dispersion, which is the biggest advantage. However, the energy loss is relatively
high, as quite a big part of energy goes to the other orders of grating reflection. On the other hand, as
can be seen from the equations 4.2-4, the second order is purely negative while the third order is purely
positive,  which  means  a  lack  of  tuning  ability.  The  prism-pair  has  a  good energy  efficiency,  and
therefore is commonly used and placed inside of a LASER cavity for beam control. 
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From the dispersion equation 4.2-3, the second order and third order dispersions are tunable to be
positive or negative, which makes it possible to get rid of the unwanted dispersions, such as the third
order dispersion. In many cases a combination of the grating-pair and prism-pair is used in order to get
a large amount of dispersion while also eliminating the unwanted third order dispersion introduced by
the grating-pair.
4.2.3 Pulse stretcher
Since we need to stretch the pulse before amplifying it, the first stage of a CPA system is the pulse
stretcher. In our lab, the dual-wavelength stretcher is set up as shown in figure 4.6. Two pairs of prisms,
P1-P2  and P1-P3,  are used to separate and select two parts of spectrum with  separation of about 23.25
THz. Then, both of the beams are sent onto a grating to gain dispersion for pulse stretching.  For
instance, one of the beams goes from prism P1 to prism P2, and is re-directed by mirrors M1 and M2.
Thereafter, it is dispersed by the grating for the first time. Then it travels to mirror M3 via the concave
mirror. Reflected by mirror M3 and then focused by the concave mirror, the beam reaches the grating
for the second time. The output beam from the grating propagates to the right-angle mirror M4 and
comes back to the grating for the third time. Thereafter, the beam gets to the concave mirror the fourth
time and then reflected back to the grating for the final fourth time. Afterward, the beam goes all the
way back to prism P1 via mirror M2, mirror M1, and prism P2. With the dispersion introduced by the
grating, the pulses are stretched to around 200 ps. The outward beam (dashed line) differs from the
input beam by being slightly lower in height, and thus, a lower placed mirror M5 sends the beam
through a half-wave plate, a FI, and then all the way into the next stage, the Regenerative amplifier.
Figure 4.6: Diagram for Dual wavelength stretcher
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4.2.4 Regenerative amplifier
For MRG experiment, two beams of different center-wavelengths are required. Similar to the pulse
stretcher,  as  shown  in  Figure  4.7,  three  prisms  are  placed  inside  a  LASER   cavity  to  provide
amplification for the two pulses of different center-wavelengths. For each of the paths, it has front and
end mirrors (M1-M2, and M1-M3) forming a LASER cavity. A Ti-sapphire crystal optically pumped by
a Nd:YAG LASER  is used as the gain medium. The crystal is placed about 8 cm away from the focus
point of the pumping  LASER to prevent optical damage. Two concave mirrors are used to focus the
LASing beam while being transparent to the pump beam, such that the pump beam can be sent into the
crystal to pump the LASing process. Two slits are applied to select the center-wavelengths that we are
going to use in MRG experiment. Also, a back mirror M3 is locked down on a translation platform so
that we can time the two pulses. 
Figure 4.7: Diagram for the Regenerative Amplifier with dual-wavelength
In order to switch in the seed pulse from the stretcher and switch out the amplified pulse, a polarizer
and Pockel’s Cell are placed inside the cavity. The thin-film polarizer is set at the Brewster angle so
that it  reflects S-polarized light and transmits P-polarized light. The Pockel’s Cell is a polarization
changing device, and the birefringence effect of its crystal depends on the voltage applied. When the
voltage is off, it is aligned to work as a quarter-wavelength plate. When the voltage is switched on, the
Pockel’s Cell is turned into a half-wave plate or a three-quarter-wavelength plate, depending on the
magnitude of the applied voltage. The seed from the stretcher is S-polarized, thus the polarizer will
reflect the seed toward the Pockel’s Cell side. 
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At the first stage, the voltage is off,  such that the S-polarized seed becomes circularly polarized as it
goes through the Pockel’s Cell. The seed is then reflected back by the front mirror M1 and sent back to
the Pockel’s Cell again. This time, the seed gains another quarter-wavelength plate effect and is turned
into  a  P-polarized  beam.  Once the  seed  beam becomes P-polarized,  it  will  propagate  through the
polarizer and stay inside the cavity for amplification. To prevent other seed pulses from getting into the
cavity while keeping the pulses inside the regenerative amplifier, the Pockel’s Cell is then switched to
the half-wave plate mode. All the S-polarized pulses will be sent out of the cavity by the polarizer. The
trapped seed pulse travels back and forth inside the cavity and gets amplified at each time it goes
through the crystal. Once the seed is amplified to a maximum energy, which can be detected by the
photo-diode placed behind the first concave mirror, the Pockel’s Cell will be switched to the three-
quarter-wavelength  plate  mode.  The  new  mode  will  turn  the  amplified  P-polarized  pulse  into  S-
polarized. Thereafter, the amplified S-polarized beam will be reflected by the polarizer and sent out of
the LASER  cavity. The system repeats the above process to amplify the pulses. 
4.2.5 Multipass amplifier
After the Regenerative amplifier, the average power of the pulses is about 2 mW. However., it is still
too low to carry out our MRG experiment. Therefore, a second amplifier is built to get higher power.
As shown in Figure 4.8, the biggest difference between the multipass amplifier and the Regenerative
amplifier is that the multipass amplifier is not in a cavity. A pair of lenses is applied to increase the size
of the beam from the previous stages and to maintain a collimated beam. Pairs of mirrors are used to
send the beam back through the Ti:Sapphire crystal with different paths. That is why, I would refer it as
multipath amplifier instead of multipass amplifier. 
In this setup, the number of times the beam goes through the crystal can be changed by adding or
reducing mirror  pairs.  Currently,  in  our  lab,  5  passes  are  used.  The  pump beam comes  from our
Nd:YAG LASER . 10% of the beam goes into our Regenerative amplifier and the remaining 90% is
used in the multipass amplifier. The pump beam is split into two beams and sent into the Ti:Sapphire
crystal  from opposite directions. Going through this multipass amplifier,  the output beam gains an
energy up to 10 times that of the input beam. The amplified beam is then sent toward the compressor
for final pulse configuration. 
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Figure 4.8: Diagram of the multipass amplifier
4.2.6 Grating compressor
After the previous stages, the pulses have gained high energy. One more step before MRG experiment
is to compress the pulses. The output pulse from the multipass amplifier has a pulse duration of around
200 ps. We need to compress it to around 1 ps as we are working in the transient regime. To achieve
this goal, a grating pair compressor is introduced. As illustrated in Figure 4.9, the beam is sent into
grating G1-G2 and G1-G3 pairs as we have two pulses with separate center-wavelengths. The grating
pair will introduce negative dispersion to the pulses. By changing the distance between the gratings, we
can have positively chirped, unchirped, and negatively chirped pulses. Back mirrors M2 and M3 will
reflect the beam back and slightly aiming downward. Mirror M2 is placed on a translation platform
such that we can change the timing between the two pulses. The lowered returning beam (dashed line)
will be re-directed by mirror M4 to our final experiment part, the hollow fiber chamber.
Figure 4.9: Diagram of the Grating compressor for the pump and the Stokes
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4.3 Hollow fiber chamber
With the two pulses having sufficient energy and being compressed down to hundreds of femtoseconds,
we are ready to carry out MRG experiment. A fused silica hollow fiber is used to confine the beam to
enhance MRG process. The hollow fiber waveguide will keep the beam within the fiber and increase
the  interaction  length.  Also,  the  hollow  fiber’s  negative  dispersion  can  compensate  the  positive
dispersion that the beam gains from the gas. In our group’s previous study, hollow fibers of different
diameters have been used in experiments. The results showed that the size of the fiber changes the
negative dispersion and affects the amount of transmission energy. For the experiment reported in this
thesis, we are working with hollow fiber at 0.5 meter long and 150 micrometer in the diameter. 
Figure 4.10: Diagram of the Hollow Fiber Chamber(top view)
As seen from Figure 4.10, the hollow fiber chamber is a glass built high-pressure chamber, and is
connected to a gas tank and vacuum system. The pressure in the chamber goes from 1 atm - 30 inch Hg
to 1 atm + 30 PSI. A V-shape Aluminum bar is used to hold the position of the hollow fiber. The
chamber itself is free to move in both horizontal and vertical direction at each end. In this setup, we are
using a 30 cm lens to focus the beam into the gas filled hollow fiber. As the beam propagates through
the fiber, MRG takes place and generates a wide spectrum with separated Raman orders. The output
beam, which contains all the different spectra is then collimated by another lens and sent towards the
measurement part. 
The dephasing time of SF6 fits the transient regime that we are working in, and the symmetry of the SF6
molecule makes it simple for the Raman levels as only vibrational Raman level occurs. Furthermore,
compared  to  gases  such  as  H2 and  CH4,  SF6 is  much  more  stable  and  safer  to  handle  in  daily
experiments. In addition, the dual-wavelength system in our lab can be tuned to couple this particular
Raman transition.
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4.4 Pulse measurements setup
As we have the output signal from MRG process, a study of the signal might tell us what is going on
inside the hollow fiber chamber. To measure a pulse, a general approach is to detect its time domain
pulse duration, and/or frequency domain pulse spectrum. 
4.4.1 Spectrometer
For the spectrum, we use an Ocean Optics spectrometer to do the measurement.  The result from the
spectrometer is straightforward and tells us what spectra are contained in the output beam. As can be
seen from Figure 4.11, the spectrometer shows that the output beam contains a spectrum with equally
separated  orders.  However,  since  the  phase of  the  spectrum is  unknown,  we do not  have  enough
information to fully understand the pulses.
Figure 4.11: A sample of MRG spectrum measured by the Ocean Optics Spectrometer
Another way of examining a pulse is to measure it in the time domain, and the most commonly used
method is by sending the beam into an auto-correlator.
4.4.2 Auto-correlator
Auto-correlator is widely used in measuring the duration of pulses. Figure 4.12 shows the setup in our
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lab. For the auto-correlation, the beam is divided into two parts, one of them is re-directed by a mirror
and sent into a BBO crystal, and the other part is sent to a translation platform before going into the
crystal.  This  scheme  allows  us  to  change  the  timing  between  the  two  parts,  and  to  perform  the
calibration. The two beams overlap in the BBO crystal and by turning the crystal to a certain angle, a
sum frequency of the two parts can be obtained. The direction of the output sum frequency signal
follows  the  phase  matching condition.  After  the  crystal,  a  charge-coupled  device(CCD)  camera  is
placed to record the signal. 
Figure 4.12: Diagram of auto-correlator, two periscopes are used to adjust the height of the inserting beam while
maintaining the polarization. A diagram of periscope can be found in figure 4.13
In the setup, two periscopes are used to change the height of the beam while maintaining its input
polarization. Figure 4.13 shows how the periscope works: a S-polarized beam propagates horizontally,
and it is reflected up by a 45 degree(to the X-axis) placed mirror. After a short distance up, the beam is
then reflected horizontally out by a 45 degree(to Y-axis) placed mirror. The output beam changes its
height and also becomes P-polarized. By using another periscope, the polarization will be switched
back to S-polarized with the beam’s height being changed.
Figure 4.13: Diagram of Periscope, the orange line is the inserted beam and the blue arrows are the polarization
directions of the beam. In the plot, the polarization of the beam is switched from a horizontal linear polarization to a
vertical linear polarization
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The calibration of the auto-correlator can be achieved by changing the timing of one arm and recording
the  corresponding  peak  intensity  pixels  with  the  CCD  camera.  As  illustrated  in  Figure  4.14,  the
calibration factor of the auto-correlator that we are using is 10.1 fs/pixel, and of course, this factor
depends on the configuration. 
Figure 4.14: Calibration measurement of the auto-correlator. It is obtained by changing the timing of one arm in the
auto-correlator and recording the maximum intensity position of the image




I (t) I (t−τ) (4.1)
Therefore, the calculated FWHM from the recorded trace will not be the pulse duration of our pulse.
Since we are assuming that our pulse has a Gaussian shape, then by dividing a factor of √2 will give
us  the  pulse duration.  Alternatively and in  fact  what  we do in  our  recording program is  to  use  a
modified calibration factor divided by √(2) , which ends up with 7.14 fs/pixel.
4.4.3 Frequency resolved optical gating setup
The spectrometer and the auto-correlator measure the pulse in their own domains, frequency and time,
respectively.  Each of them gets part  of the information out  of the pulse,  like each side of a  coin.
However, we want to know not only the two sides, but also the relation between them. We have the
spectrum and  amplitude  of  the  electric  field,  and  also  know that  they  are  related  by  the  Fourier
transformation, though phase information is still required to fully describe the pulse. Hence, if we use
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both the frequency and time domain information, we should be able to get all the details of the pulse. In
fact, that is a phase retrieval problem and a few techniques have already been developed including
Grating-eliminated  no-nonsense  observation  of  ultrafast  incident  LASER   light  e-fields
(GRENOUILLE)169, and FROG. 
Figure 4.15: Diagram of the FROG setup. The right half is similar to the auto-correlator but adding a cylindrical lens.
The cylindrical lens is added to obtained time-delay between the beams. On the left side, a grating and imaging
system is added to fulfil the FROG setup 
In this study, most of the measurements of MRG process are done by using the FROG setup. As shown
from Figure 4.15, the FROG setup can be built based on the auto-correlator. Given that our final signals
are pulses with 10 Hz repetition rate, the single pulse FROG setup is adopted in our lab. 
A data recording program written in Python can be found in the Appendix A. With the recorded FROG
trace, we can run the FROG algorithm to retrieve the phases and figure out the pulses. Also, a data
processing program written in Python can be found in the Appendix A, which shows in detail how to
prepares the raw data for the FROG program.
Similar to the auto-correlator, we need to do the calibration before using the setup, and this time both
temporal and spectral calibrations are needed. The temporal calibration is that in the calibration of auto-
correlator. The calibration factor for frequency is done by changing the center-wavelength of the pump
pulse, and then record the maximum pixel in the vertical axis. As shown in Figure 4.16, the calibration
factor are 21.6 fs/pixel and 0.0191nm/pixel.
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Figure 4.16: FROG calibration: Left-temporal; Right-spectral. These calibrations were done similar to that for the
calibration of auto-correlator in figure 4.14.
The  FROG  setup  can  be  seen  as  a  spectrometer  in  addition  to  an  auto-correlator.  However,  the
measurement is better than the auto-correlator and spectrometer that we are using. The cylindrical lens
focuses the beam, which increases the beam intensity and makes it far more sensitive. The grating and
imaging system in the FROG system also gives higher resolution, as the dispersion for the FROG setup
goes down to 0.005 nm/pixel, and from figure 4.17, the optical slit covers around 20 pixels on the
screen. Thus the optical resolution would be about 0.1 nm, while the Ocean Optics spectrometer in our
lab has a resolution of 1.5 nm. 
Figure 4.17: Optical slit showing on screen as used for the calibration of spectral resolution
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4.5 FROG data preparation
After the time and the frequency calibrations, we need to prepare the recorded data to get it ready for
the FROG program provided by Rick Trebino. 
As shown in the image below, the original FROG trace is just a 2D array with 720 columns and 576
rows, and with background noises embedded in the data as shown in figure 4.18-A. To feed the data
into the FROG program, a header line with information of the trace, including data dimensions, the
calibration factors, and centre-frequency, should be included. A program that can add the header line to
the data file is written in Python and is presented in Appendix A. 
       A
 B        C
Figure 4.18: FROG trace data preparation: A-the original FROG trace; B-extract the part of data that is useful; C-
reduce the background noise of the trace.
With the header line added to the data file, we can now load the data file using the “binner” program,
since the trace is just the centre part of the image, we can extract the useful part of the data from the
original trace, as shown in figure 4.18-B. In the plot, the horizontal axis is the time and the vertical axis
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is the frequency. Two blue curves are provided that give the view of the trace in either the time domain
or the frequency domain. There is a function in the “binner” program that can reduce the background
noise, and a much cleaner trace can be obtained as shown in figure 4.18-C. Thereafter, we can send the




The experiment of MRG in our lab includes a series of processes. Before the MRG experiment, we
need  to  prepare  the  pump  and  the  Stokes  pulses,  including  seeding,  pulse  regeneration,  pulse
amplification, pulse compression, and hollow fibre alignment. After the pulses are well prepared, the
multipass  amplifier  is  activated  to  get  up  to  10  times  higher  energy  for  MRG.  The  output  beam
containing all  the Raman orders is  then sent into pulse measurement devices.  Each of the steps is
essential for the success of the experiment.  Therefore, in this Chapter, I will describe an end-to-end
single run of the experiment process along with critical checking points. At the end of this Chapter, we
will give a check of the quality of our pump pulse.
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Before sending the final beam to the hollow fibre chamber for MRG, the main processes are stretching
the seeding pulse, seeding the Regen for a well amplified single pulse output, using a second stage of
multi-pass amplifier for a higher pulse power, and applying a compressor to compress the pulse to
around  800  fs.  In  F.  Turner’s  thesis,  a  very  detailed  instruction  of  how to  do  all  the  setups  and
alignment is provided32. 
5.1 Preparing the pump pulses for MRG experiment
The seeding source that we are using has a spectrum as shown below. It is a spectrum of a 10 fs
ultrashort pulse centred at 800 nm. For our MRG experiment, the dual-wavelength amplifier system
works with the two centre-wavelength separated by about 50 nm. The frequency separation is chosen to
match the 23.25 THz Raman frequency of the Raman material SF6. The prism pair and grating in the
stretcher  can  choose  two  parts  of  spectra  from the  original  spectrum,  as  shown in  Figure  4.1-B.
Rotating the grating will shift the whole spectrum to either side. In this thesis, two spectra centred at
786 nm and 837 nm are used.
   A B
Figure 5.1: Spectrum of the seeding, A-original spectrum of the seeding beam from Joe’s lab; B-the chosen seeding
spectra that we use in the dual-wavelength amplifier system
During the alignment of seed beam, a fast diode is used to monitor the output beam. The beam in the
LASER  cavity  will  have a  competition  between the  amplified spontaneous emission(ASE) and the
amplified seed.  As we can see from figure 5.2-A, if it is not working in a good status, the ASE will be
very strong, and that is what we need to get rid of or at least be minimized. Once well aligned, the ASE
will be reduced, and the ratio of the amplitude of ASE and seeded pulse will reach more than 1:50 in
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the lab, as shown in Figure 5.2-B. However, since we are using a dual-wavelength Regen with a center-
wavelength difference of 50 nm, it is not doable to have both seeding to work all in the best. Most of
time, a ratio of 1:40 is the compromised working condition for both of them. Practice should be made
to get familiar with the ways that leads to better seeding.
  A          B
Figure 5.2: Seeding of the Regenerative amplifier: A-partially seeded, B-well seeded
   A         B
Figure 5.3: Q-switching by Pockel’s cell: A-the cut off by Pockel’s cell; B-output single pulse detected by diode put
after Regen
After the Regen is well seeded, a Pockels cell that works as a Q-switcher in the amplifier will change
its voltage and switch the beam out of the Regan. By properly adjusting the Pockels cell, the pulse  will
be pumped to the maximum energy as shown in figure 5.3-A.  A fast diode is put after the Regen to
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monitor the quality of the single pulse. For good single pulse, as shown in Figure 5.3-B, the ratio
between the main peak and the secondary one should be bigger than 5:1. In addition, the other side
peaks should be reduced as much as possible so that most of the pulse power is stored in the main peak.
The typical energy of the output pulses after Regen is around 1.8 mJ, or 18 mV with the G-detector. 
The next step is to make sure the pulses are compressed to a certain pulse duration, and most of the
time it is around 800 fs. To achieve this, the grating distance in the compressor can be changed and the
auto-correlator is used to measure the pulse duration. Once the measured pulse duration is around 800
fs  for  both  of  the  pump pulses,  we can  send the  beams into  the  hollow fibre  chamber  for  MRG
experiment. 
5.2 Carry out MRG experiment
Without the multi-pass amplifier, the total pulse energy before the hollow fibre chamber is about 0.3
mJ(most of the time is less than 0.3 mJ), which is good enough to have about 5 Raman orders. Also, if
the beam is not well aligned the higher power pulse can damage the front end of the hollow fibre. We
should use the low energy beam to do alignment first, and once the 5 th anti-Stokes Raman order is
generated(a maximum of 7 anti-Stokes is reached for the 0.3 mJ; if the energy goes to 0.27 mJ or even
lower, then a 4th anti-Stokes order would be good to turn on the multi-pass), we can power up the beam
with the multi-pass amplifier, and run the fully pumped MRG process. 
The main purpose of having the 5th anti-Stokes Raman order appearing with the low energy is to make
sure that the pump beams are well aligned to go through the hollow fibre. A combination of actions are
required together with patience and lots of practice. A detailed description can be found in Turner’s
thesis32. Quite a few things affect the generation of anti-Stokes Raman orders, such as the timing and
energy ratio between the two pulses, the single pulse quality, and the seeding quality. 
A CCD camera can be put after the hollow fibre to help with the alignment. If the beam is going
through properly,  the camera will  catch a nice circular  Gaussian distributed image. Otherwise,  the
image will have a scattered pattern with lower intensity. The adjustment knobs on both ends of the
chamber can help to get the beam through properly. Then, by moving one of the back mirrors in the
compressor to time up the two beams, the anti-Stokes Raman order will come up one after another. By
balancing among all the factors that affect the Raman orders and with practice, the 5th or even higher
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anti-Stokes Raman orders will show up as a victory for the first part of MRG. Thereafter, turning on the
second stage of amplifier, the multipass amplifier, pulses with energy of up to 3.0 mJ can be obtained.
By fully pumping the MRG process, a rainbow colourful output can be achieved. The highest anti-
Stokes  order  that  I  have  gotten  is  the 24 th with wavelength close  to  300 nm. Figure  5.4 shows a
colourful  image  of  MRG  output  beam  dispersed  by  a  prism  and  its  spectral  measurement  with
spectrometer. 
Figure 5.4: The rainbow colourful beam of MRG output and the corresponding spectrum from spectrometer
In  Donna’s  group,  we  observed  an  interesting  phenomenon  that  as  we  change  the  instantaneous
frequency separation between the two pumps. A second peak appears on the red side of each of the
Raman orders when the pumps are red-tuned and disappears when they are blue-tuned. The spectrum in
Figure 5.4 shows the the result where the red-shifted second peak occurs.
5.3 MRG measurements with spectrometer
Before doing any further study of the red-shifting phenomenon, we will first make sure that MRG
process can be done properly in our lab. With the previous steps, we have prepared the two pump
beams centred at 786nm and 837nm with total energy of about 2.2 mJ. This energy is lower than the
previous 3.0 mJ as we need to make a compromise to have both of the pumps having similar energy.
Focusing the beams into the hollow fibre, we can generate a wide spectrum. 
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As shown in Figure 5.5, more than 22 anti-Stokes Raman orders ranging from 340nm to 740nm are
achieved.  Note that  the plot is  used to show all  the anti-Stokes Raman orders,  while the intensity
showing in the figure is not to scale, three measurements of the spectrum for wavelength ranges of 300-
450,  450-600,  and  600  -  900  nm are  used  to  show the  whole  spectrum.  In  fact,  the  intensity  is
decreasing as the order of the anti-Stokes going up. There are also Stokes Raman orders, but as the
limitation of our spectrometer and the interest of our study, we will not measure them in this thesis. In
F. Turner’s work, he used a spectrometer with longer wavelength range, and about 8 Stokes orders are
detected32. 
Figure 5.5: Anti-Stokes Raman orders generated from MRG. The intensity is not to scale among the different Raman
orders, as three measurements of the spectrum for wavelength ranges of 300-450, 450-600, and 600 - 900 nm are used
to show the whole spectrum
MRG does an astonishing work in generating the rainbow colourful spectrum. As can be calculated,
with the anti-Stokes alone and if well combined and compressed, a train of pulses of about 2 fs can be
generated. Of course, there is still more work that can be done to increase the Raman orders. Since the
main purpose of this study is focused on the red-shifted spectrum, we will move on to the production of
the novel red-shifted spectrum. 
To do that, we can move the back mirror in the compressor by rotating the micrometer. The micrometer
has a step resolution of 0.01 mm, and in the experiment, we take measurement with every 5 lines of
movement. The 5 lines of rotating will move the mirror backward or forward for 0.05 mm, thus gives
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the pulse a 1/3 ps time delay change. Since our pumps are positively or negatively chirped, the time
delay between the two pumps will change the instantaneous frequency separation, as shown in Figure
5.6-Left. Knowing the chirp rate of the pumps from FROG calculation is about 2.5 THz/ps. Thus, the
1/3 ps time delay will change the instantaneous frequency separation by 0.83 THz. 
Figure 5.6: Left-Instantaneous frequency separations with different time delays between the pump(red) and the
Stokes(orange); Right-Raman spectrum orders with red-shifted shoulders
Figure 5.7: Spectral measurement from spectrometer for the first anti-Stokes Raman spectra with different
instantaneous frequency separations
In the process of instantaneous frequency separation tuning, we found that the most anti-Stokes Raman
orders  are  achieved  when  the  two  pumps  are  red-tuned,  or  with  smaller  instantaneous  frequency
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separation compared to the 23.25 THz Raman frequency of SF6. Similar phenomenon was seen by A.
V. Sokolov et al., and they suggested that the extra number of Raman orders may be caused by the
Stark shifting147.  Figure 5.6-Right shows the 8-15 anti-Stokes orders with 22.42 THz instantaneous
frequency separation. For each of the orders, the right peak is the original anti-Stokes Raman spectrum
and there is a second peak showing up on the left side of it, appearing as a double peaked spectrum
pattern. Also, as can be seen from the plot, the separation of the two peaks is increasing as the order
raises.  In  Hao’s  paper,  the  two-photon  Stark  shift  model  is  suggested  to  explain  the  red-shifted
spectrum, and the generalized Rabi frequency Ω '  change of each SRS process will add up causing
these further separations.35 
Figure 5.7 shows the first anti-Stokes Raman spectrum with different instantaneous frequencies. As
illustrated, the spectrum is switching from a single peaked to a double peaked pattern as we change the
time delay, and the separation of the two peaks in 22.42 THz case is about 1.7 THz. The red-shifted
spectrum makes the original Raman spectrum bandwidth more than doubled. The widened spectrum
might be beneficial as it will help reduce the number of pulses within a profile and hence increase the
pulse power. On the other hand, if there is evidence showing that the red-shifted spectrum does no good
to our final ultra-short pulses, we should try to get rid of it. To answer this question, we need more
information about the spectra. However, the spectrometer is not able to provide extra information. 
5.4 Pump and Stokes pulse measurement with FROG
We used the FROG setup to measure the pump pulses. The data was recorded by a CCD camera and a
data recording filter was used to suppress background noise and to prevent over saturated data. The
recorded data is a 2D array with 720*576 elements, each of the elements represents the intensity of the
trace and ranges from 0 to 254. We only record valid traces with maximum number of the 2D array
element bigger than 100, and no more than 2 elements equal to 254.  Then with the calibration factors,
the FROG program can do the calculation and give reconstructed pulses. Figure 5.8 shows the recorded
data and the results from FROG calculation for our Stokes pulse with centre-wavelength of 837 nm.
The FROG error is about 0.010, which is higher than the 0.005 error that can be achieved with low-
noise 128*128 pixel trace data as stated in R. Trebino’s book160. I would think the high error comes
from the noise in the measurement. As shown in the end of Chapter 4, we have large background noise
in our system. The FWHM for the Stokes is 840 fs. The pulse duration is similar to what we got from
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auto-correlator. However, the FWHM of the spectrum for the Stokes pulse is only 1.85 nm, different
from the 3.0 nm as given by the spectrometer. 
  A          B
     C          D
Figure 5.8: Pulse measurement for the 837 nm Stokes pulse with FROG, A-original data(128*128 pixels); B-
reconstructed trace(with FROG error of 0.010); C-calculated pulse in time domain; D-calculated pulse in frequency
domain, the spectrum 
The difference is quite big, but keep in mind that there is also a big difference between the resolutions
of the two, 1.5 nm for the spectrometer verses 0.1 nm for the FROG. Thus, if we convolve with the
spectrum from the FROG result with the 1.5nm resolution, the modified spectrum then becomes very
close to the one from spectrometer, as illustrated in Figure 5.9. As the FROG is working properly for
the pump pulses,  our next step is to use the device to study the anti-Stokes Raman orders,  which
follows similar processes as the measurement of the pump pulses. Before the measurement of our
destined first anti-Stokes Raman order, it is recommended to check the fluctuation of the pump pulses
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as  the  profile  of  the  pumps  plays  an  important  role  for  MRG  experiment.  Also  in  the  previous
experiments, Hao found that the fluctuation of the LASER system is too significant that it washes out
the changes caused by the time delay.166 
Figure 5.9: Spectrum of the Stokes pulse at 837 nm, comparison between the spectrometer and the FROG, the green
line is the result of convolving the FROG spectrum and the 1.5 nm resolution of our spectrometer
With similar process, we can measure the pump pulse centred at 786 nm. As shown in figure 5.10, the
pump pulse duration is 800 fs, and the bandwidth is 3 nm. This bandwidth from FROG is similar to
what we have from the spectrum as the convolution of 3 nm bandwidth with 1.5 nm resolution will not
have a big change to the overall spectrum.
  A           B
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Figure 5.10:  Pulse measurement for the 786 nm with FROG, A-original data(128*128 pixels); B-reconstructed
trace(with FROG error 0.015); C-calculated pulse in time domain; D-calculated pulse in frequency domain, the
spectrum 
Figure 5.11: Spectrum of the pump pulse at 786 nm, comparison between the spectrometer and the FROG, the green
line is the result of convolving the FROG spectrum and the 1.5 nm resolution of our spectrometer
Two comparison sets of measurements were done to show the stability of the pump pulses , with one
randomly taken within one hour and the other during several days. As can be seen in Figure 5.12-left,
the  pulse  shape  and  its  instantaneous  frequency  stay  similar  within  one  hour  duration,  and  the
fluctuation is relatively small. However, from the right plot, the pulse has a much bigger change in both
the pulse profile and the phase with a longer period of time. The one hour duration is chosen since in
most cases a set of measurements can be fully accomplished within that duration. It has been noticed
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that the  LASER  is much more stable after turning on the system for about 20 minutes, and a set of
experiment should be done within 1.5 hours period.
Figure 5.12: Pump pulse and its corresponding instantaneous frequency of different shots, . Left- Measurements
randomly taken within one hour; Right- Measurements taken randomly during different days
Figure 5.13: Pump pulses phase, green curve is the pulse shape, blue dots are the phase data while the red curve is the
best fit. Left- Second order fit for the phase; Right- with both second order and third order fit. 
On the other hand, based on the calculated data, the pump pulses seem not just have a linear chirp. To





In figure 5.13, a second order and third order poly-fit are done for the phase curve. As shown in the
plots, a third order phase matches better to the original data. The extra higher order phase is reasonable
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as there are higher orders phase added to the pulse during the preparation of the pulses. Also, the
grating-pair  compressor supports the existence of higher order phases as it  is not able to perfectly
compress the pulses to Fourier transform limited pulses.
Table 5.1: The coefficients for the phase curve fit
Fitting order p0 p1 p2 p3
Second order −5.3810−2 −3.4710−4 s−1 −4.6910−6 s−2 0
Third order −4.0010−2  −1.0810−3 s−1 −4.7310−6 s−2 −6.1910−10 s−3
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Chapter 6
Experiment Results and Analysis
In this Chapter, the results of MRG experiment, data processing, and data analysis are presented. We
started with measuring the first  anti-Stokes Raman order  by sending the whole beam with all  the
Raman orders into the FROG setup. It turned out that the signal for the first anti-Stokes Raman order
from the BBO crystal not only contains the auto-correlation of the first anti-Stokes order, but also the
cross-correlation from the second anti-Stokes and the pump, the third anti-Stokes and the Stokes, etc.
To get rid of the extra signals, we then switched to a configuration with a prism-pair to separate the
Raman orders and to pick out the first anti-Stokes order for measurement. However, due to the longer
travel distance, extra optical devices, and extra dispersion, the measurement for the weak first anti-
Stokes  Raman order  becomes  difficult.  Finally,  a  cross-correlation  of  the  first  anti-Stokes  and the
reference beam, the Stokes, is used. The new configuration uses fewer optical devices and can remove
the extra signals. Further, the relatively stronger Stokes reference beam makes it possible to measure
weaker first anti-Stokes, and up to the third order anti-Stokes can be measured. The FROG results
showed that the spectrum becomes two separated peaks with different phases, and the extra red-shifted
spectrum turns the first anti-Stokes pulse into an oscillation pattern. In addition, the FROG has poor
matching in the low pump intensity cases. Also, other experimental results are presented and discussed,
such as measurement of second anti-Stokes Raman order and MRG with negatively chirped pump and
Stokes. 
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To understand the red-shifted spectrum, the FROG setup and algorithm are applied to learn the details
of the Raman orders. As suggested by Rick Trebino, the FROG in our lab is constructed by setting up a
self-built spectrometer after an auto-correlator. In the following study, we will mainly focus on the
measurement and analysis of the first anti-Stokes Raman order. All the following MRG experiments
were carried out in a 0.5 m long hollow fiber with diameter of 150 μm and filled with SF6. The gas
pressure was kept constant at 1 atm + 5 PSI. The previous work done by F. C. Turner suggests that the
number of  MRG orders is maximized around 1 atm gas pressure32. An extra 5 PSI is set to ensure that
the chamber is well sealed. Besides, as shown in Chapter 5, the pump and Stokes pulses change from
day  to  day,  but  stay  quite  the  same  with  a  continuing  run  of  experiment.  We  will  provide  the
measurement of the pump and the Stokes pulses for each of the following experiments. During the
pulse preparation of the pump pulse and the Stokes pulse, the auto-correlator and spectrometer are used
for  the measurement,  such that  we can easily  adjust  the pulses to  have proper pulse duration and
bandwidth.  After the pulse preparation,  the pulses are measured by the FROG for better and more
detailed information. 
6.1 Measuring the first anti-Stokes order without beam separation
At the beginning, we re-direct the whole output beam and send it to the FROG setup, as shown in
Figure 4.15 in Chapter 4. We thought that each of them would do the auto-correlation and we would be
able to measure all of them within one beam by simply turning the BBO crystal to certain angles.
Turning the angle of the BBO crystal to have the first anti-Stokes’ frequency doubled, we have the
signal, record it, and run the FROG algorithm. Table 6.1 shows some of the main characteristics of the
pump and the Stokes pulse. The linear approximation chirp rate for the two are similar to each other,
with the chirp rate of the pump being slightly higher.  
Table 6.1: Characteristics of the pump and the Steokes(please referring to figure C.1 in appendix C for detailed
information)
Center-wavelength Pulse duration Bandwidth Chirp rate (linear approximation)
Pump 778 nm 754 fs 2.8 nm 1.80 THz/ps
Stokes 828 nm 484 fs 3.4 nm 1.60 THz/ps
Figure 6.1 shows the spectra of a set of anti-Stokes with different time delay between the pump and the
Stokes, with the pump pulse in advance of the Stokes pulse at 1 ps, 2/3 ps, 1/3 ps, 0 ps, -1/3 ps, and 2/3
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ps, which will change the instantaneous frequency separation to be about 25.05 THz, 24.45 THz, 23.85
THz, 23.25 THz, 22.65 THz, and 22.05 THz. As can be seen from the plots, the red-shifted peaks do
occur  even in  the blue-tuned situation.  The single peak spectrum only occurs when the pump and
Stokes pulses are delayed by 1 ps. If we take the pump duration into consideration, the ~600 fs pump
and Stokes pulses would have very little overlapping part. We think that MRG is having pure Raman
process at that situation. Comparing the A, B ,C plots in figure 6.2, we can see that the extra part of the
spectrum is moving towards the red side. As we keep decreasing the instantaneous frequencies, a new
changing pattern appears. As seen from plots D, E, and F, the spectra become double-peaked and the
centre frequencies of the two peaks remain in similar positions, where we think the red-shifting effect is
taking place. By looking at all the plots, except for B and C we can understand the phenomenon as that
the red-shifting effect  becomes stronger  when the instantaneous frequency separation is  decreased.
However, what about the cases with the instantaneous frequency separations at 24.45 THz and 23.85
THz, as in B and C, respectively?
While we were dealing with the odd plots, a new problem arised. As we send the whole beam with all
the Raman orders and together with the pumps into the FROG for measurement, the cross-correlation
between different orders can become an issue. Within the output beam, we have the two pumps, anti-
Stokes and Stokes Raman orders. Written in frequencies, we would have components of ω0± j ωR ,
where ω0 is the frequency of pump 786 nm, ωR as the Raman frequency, and j can be any integer.
The measurement of the first anti-Stokes would have a centre-frequency of  ω0+ωR , meaning that
the centre-frequency of the signal would be 2(ω0+ωR) . However, for the second order anti-Stokes
at ω0+2ωR and the pump at ω0 , the cross-correlation of them would also have a centre-frequency
at 2(ω0+ωR) . And so does the cross-correlation between the third order with the pump at 837 nm.
Though the second and third anti-Stokes order are less intense than the first anti-Stokes, the cross-
correlation with the intense pump pulses will still lead to big unwanted signal. In such situation, the
FROG traces that we get by sending the whole beam into the BBO crystal might contain a significant
amount of unwanted signal, and therefore the traces can not be used to calculate the anti-Stokes pulse.
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    C D
    E F
Figure 6.1: FROG reconstructed anti-Stokes Spectra and their phases with different instantaneous frequency
separations. A- 25.05 THz; B- 24.45 THz; C- 23.85 THz; D- 23.25 THz; E- 22.65 THz; F- 22.05 THz. 
88
6.2 Measurements with separated orders
When the beam consists of a mixture of different signals, we would not be able to measure the first
anti-Stokes pulse. To solve this problem, a new configuration is designed. 
Figure 6.2: Diagram of FROG measuring 1st anti-Stokes Raman order with
 prism-pair to separate each of the Raman orders
As illustrated in Figure 6.2, instead of sending the whole beam into FROG, we are using a pair of
prisms to separate the Raman orders, and a slit is applied to select the specific order while blocking all
the others. The slightly lowered returning beam is re-directed to the FROG for measurement. This setup
can easily get rid of the problem that different Raman orders get to the BBO crystal at the same time.
However,  the  biggest  problem  is  that  the  1st anti-Stokes  order  is  very  weak  and  the  ~740  nm
wavelength colour is hard to be seen either by bare eyes (with goggles on!) or using the IR-card or the
IR-viewer,  which  makes  it  challenging  to  do  the  alignment.  At  the  meantime,  the  pair  of  prisms
introduces dispersion and even spatial chirp to the pulses and the long travelling distance would make
the alignment even more complicated.
When there is a problem, there is always going to be a solution. Following the setups in Figure 6.2, we
need higher power for signal output and we would like to have an easier alignment. Then, comes to the
cross-FROG setup as shown in Figure 6.3. We have a bunch of Raman orders in the output from the
hollow fiber chamber, and we have the pump beam. Why not just cross-correlate the two beams? Filters
available in the lab can be used to filter out the 786 nm pump beam and to keep the beam with only the
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Stokes order at 837 nm. The pulse information of the Stokes can be measured from the auto-correlation
part. The setup is relatively simple as compared to the previous ones. No prism pairs are needed and
less optical devices are used, and the strong Stokes from the pump beam makes it possible to measure
Raman orders with very low energy. With this cross-FROG setup, we are able to measure the second
anti-Stokes order and even higher Raman orders.
Figure 6.3: Diagram for the Cross-FROG setup for measuring Raman orders
6.2.1 First anti-Stokes with the change of instantaneous frequency separation
With  the  new  configuration  of  cross-FROG,  we  can  measure  the  anti-Stokes.  The  idea  is
straightforward,  we  measure  the  first  anti-Stokes  order  with  different  instantaneous  frequency
separations and see what the time domain pulse and frequency domain spectrum look like, respectively.
The characteristics of the pump and Stokes pulses are given in table 6.2, the total energy is 2.2 mJ. 
Table 6.2: Characteristics of pulses(please referring to figure C.2 in appendix C for detailed information)
Center-wavelength Pulse duration Bandwidth Chirp rate (linear approximation)
Pump 786 nm 781 fs 2.10 nm 1.18THz/ps
Stokes 836 nm 830 fs 1.75 nm 1.23 THz/ps
Figure 6.4 shows the 1st anti-Stokes order with different instantaneous frequency separations. Three
cases are shown here with one instantaneous frequency separation right on the Raman frequency 23.25
THz, and the other two on each side of the Raman frequency. The three cases were chosen as the
spectrometer measurement results showed that the red-shifted shoulder occurs and disappears as we
red-tuned and blue-tuned the pumps33. The spectrum from the FROG calculation has two much thinner
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peaks and are more separated from each other. In addition, the red-shifted spectrum appears for the
23.90 THz case, while the spectrum from spectrometer shows no sign of side peak. The differences can




          C
Figure 6.4: The first anti-Stokes order calculated by FROG algorithm(FROG errors are 0.014, 0.011, and 0.018 for the
A, B, and C, respectively). The instantaneous frequency separations are A-23.90, B-23.25, and C-22.60 THz. For each
of the A, B, and C plots, the left-top is the original data from experiment; left-bottom is the reconstructed trace by
using the FROG program; right-top is the spectrum; right-bottom is the pulse in time domain.
We checked the variation in the separation of the two peaks in the most separated situation, case C in
figure 6.4. We took 11 measurements within the same condition and the results are plotted in figure 6.5.
The average peak frequency separation of the FROG result is about 1.35 THz. 
Figure 6.5: The peak separation of the double-peaked spectrum from FROG calculation, in the case of 22.60 THz
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For the red-shifted peak in the anti-Stokes Raman order, we have plotted the spectra with different
instantaneous frequency separations. As can be seen in figure 6.6, the Raman part is peaked around
405.7 THz, while the red-shifted part is peaked near 404.4 THz. The result indicates that the red-shifted
spectrum is not coming from the four waving mixing process.  This is  because in the four-waving
mixing process, the peak will move towards one side as when the instantaneous frequency separation is
decreased.  
Figure 6.6: Spectra for the first anti-Stokes with different time-delayed pump and Stokes. In the plot, from Spec/1 to
Spec/6, the instantaneous frequency separations are 24.55, 23.90, 23.25, 22.60, 21.95, and  21.30 THz.
Also, for the three cases, as shown in figure 6.4, the original Raman part of spectrum stays similar to
each other, while the red-shifted spectrum is showing up and growing as we decrease the instantaneous
frequency separation. Recalling the equations 2.4-6 and 2.4-7 from Chapter 2, the generalized Rabi
frequency is given as Ω '2=Ω2+Δ2 with two parts, the Rabi frequency Ω , and detuning Δ . The







(t) , and thus depends on the amplitude of the
overlapped e-fields. In our case, the Rabi frequency is increasing at first and then decreasing along the





+δω ,  the
change of instantaneous frequency separation affects the ∂θ
∂ t
term while leaving the other two terms
staying the same. For our linearly chirped pumps, the ∂θ
∂ t
term increases linearly as a function of the
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time delay. The changes of Rabi frequency and detuning will change the generalized Rabi frequency
Ω ' . Therefore, by changing the time delays, we get Raman orders with different peak separations. 
However,  different  from the  original  Raman  spectrum,  the  red-shifted  part  of  spectrum shows an
oscillation pattern that is similar to the third order phase effect. We are interested in the mechanism of
this third order phase effect, and will discuss it in our simulation part in next chapter. 
To better  understand the pulses,  we plotted  out  the instantaneous  frequency as  a  function of  time
throughout the pulse of the anti-Stokes. Figure 6.7 shows the instantaneous frequencies of the anti-
Stokes with different time delay between the pump pulse and the Stokes pulse. The B, C, D plots
corresponding to the three situations in figure 6.5. In plots C and D, the Raman and red-shifted spectra
are much separated from each other and also have amplitudes close to each other. The huge dip in the
middle of the instantaneous frequency occurs when the magnitude of the field goes close to zero. If
ignoring the middle peak, the slopes of the instantaneous frequency curves are very similar to those of
the pump and the Stokes.  The differences  in plots  A,  B, and E may come as  a result  of the less
separated spectrum. With this idea in mind, we think both the Raman and the red-shifted spectra have
the same phase as the pump (assuming pump and Stokes have the same phase),  and we will use this
assumption for our pulse setup in the simulations. 
In the time domain, the anti-Stokes pulse is no longer a clean single pulse, as the extra part of spectrum
turns the pulse into an oscillation pattern. The period of the oscillation is determined by the separation
of the spectral peaks. For example, the frequency separation for part C in figure 6.4 is about 1.32 THz.
This  frequency  separation  will  cause  an  pulse  oscillation  of
1
1.32 THz
=757 fs and  the  pulse
oscillation period from the plot is around 750 fs. 
6.2.2 First anti-Stokes Raman order with different pulse energy
As seen from the previous work, the Raman orders are pulse power dependent. Not only the number of
orders, but also the details of each order. As far as our research interest concerns, we will only study the
effect of pump energy to the first anti-Stokes Raman order.The information for the pump and Stokes
pulses are shown in Table 6.3. 
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Figure 6.7: Instantaneous frequencies of the first anti-Stokes
in different instantaneous frequency separation of the pump
and the Stokes. From A to E, the instantaneous frequencies
separations are: 23.91, 23.58, 23.25, 22.92, and 22.59 THz,
respectively. In each plots, the instantaneous frequencies of
the pump(light blue) and Stokes(dark blue) are shown as
comparison. The other different colour lines are different
shots under the same setup. The shadowed parts are
meaningless noises for both anti-Stokes and pump.
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Table 6.3: Characteristics of pulses(please referring to figure C.3 in appendix C for detailed information)
Center-wavelength Pulse duration Bandwidth Chirp rate (linear approximation)
Pump 786.2 nm 902 fs 2.40 nm 1.60 THz/ps
Stokes 836.5 nm 831 fs 4.15 nm 1.50 THz/ps
We use a combination of a wave-plate and a polarizer to change the pump energy. The pump energy
can be easily changed by rotating the half waveplate before the polarizer in the beam path. Since the
maximum pump energy is 2.2 mJ, we will do an energy scan with 0.5 mJ steps. The instantaneous
frequency separation is set to have the maximum red-shifted spectrum for the 2.2 mJ situation and kept
the same for all the energy scans. The spectral and temporal profiles of the first anti-Stokes order are
shown in Figure 6.8. As shown, the case with total energy of 1.2 mJ does not show a good matching
between the FROG and the original trace and the error is more than doubled than the others; thus, little
trust should be given to this result from FROG. The inconsistent result in the case of 1.2 mJ may come
from the fact that the algorithm of FROG is always assuming a single pulse in its calculation. Thus, it
may not work properly with the double-pulse situation, especially when the centre-frequency of the two
pulses are close to each other. For the cases of 1.7 mJ and 2.2 mJ, the FROG’s reconstructed traces
match better with the original traces.  From the 11 shots of FROG calculation, the averaged centre-
frequency separation of the 1.7 mJ and 2.2 mJ cases are 1.2 THz and 1.72 THz, respectively. Of course,
these separations might not be the real  separations of the pulses’ spectrum, especially for the 1.7 mJ
case that adding two smaller separated spectra will have a bigger effect on the final positions of the two
peaks, and most of the time, makes them closer. 
In  Hao’s  study,  he  showed  that  the  amount  of  the  red-shifted  spectrum  depends  on  the  pulses’
intensity170. As seen from above, the first anti-Stokes scan with pump energy, it is likely that the red-
shifted spectrum has a linear dependence on pulse intensity. As can be easily calculated, the energy
ratio  between  the  two  cases  is
1.7 mJ
2.2mJ
=0.773 ,  while  the  amount  of  red-shift  is
1.2THz /1.72THz=0.698 . Taking the effect that caused by adding the two spectra, say 10%, then
the ratio will be 1.32THz /1.72THz=0.767 . 
So far, the results show that the red-shift spectrum is dependent on the pump intensity, or the total
pump  energy.  However,  due  to  the  very  limited  set  of  data,  we  can  not  give  a  comprehensive
conclusion on it. More detailed study is needed to address this problem and we will investigate it more
in the double-pulse simulation in the next chapter. On the other hand, the poor matching of the FROG
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results in low pump power cases could be a good piece of evidence suggesting that the assumed single-
pulse method of FROG does not work well in our cases. To verify this hypothesis, a double-pulse





Figure 6.8: The first anti-Stokes order calculated by FROG algorithm(128*128 pixels are used for the FROG traces,
FROG errors are 0.038, 0.018, and 0.020 for the A, B, and C, respectively). The instantaneous frequency separation is
set to have the maximum of red-shifted spectrum. From top to bottom, the energy for each plot is: A-1.2 mJ; B-1.7
mJ; C-2.2 mJ. For each of the A, B, and C plots, the left-top is the original data from experiment; left-bottom is the
reconstructed trace by using the FROG program; right-top is the spectrum; right bottom is the pulse in time domain.
6.2.3 Traces of the first and the second anti-Stokes orders
Most of the measurement and analysis work done so far is focused on the first anti-Stokes Raman
order. In this section, we will take a look at the second anti-Stokes order. In these sets of experiment,
we are using the pump and the Stokes pulses given as below.
Table 6.4: Characteristics of pulses(please referring to figure C.4 in appendix C for detailed information)
Center-wavelength Pulse duration Bandwidth Chirp rate (linear approximation)
Pump 786 nm 1217 fs 1.32 nm 0.95THz/ps
Stokes 837 nm 1151 fs 1.99 nm 1.00 THz/ps
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Figure 6.9: Two sets of experiment FROG traces, each set has shots with 6 different instantaneous frequencies, from
top to bottom the pump pulse is in advance of the Stokes by -2/3, -1/3, 0, 1/3, 2/3, and 1 ps. A- traces of first anti-
Stokes order; B-traces of second anti-Stokes order. In the plots, each pixel stands for 10.3 fs in x-axis, and 0.024 nm
in y-axis.
The differences and similarities between the second anti-Stokes order and the first anti-Stokes order
can be seen from the FROG traces. In figure 6.9, the side-by-side comparison shows that the traces of
the  second anti-Stokes  order  have  similar  configuration  as  of  the  first  anti-Stokes.  The two-block
pattern indicates that the second anti-Stokes order also has a double peaked spectrum. However, the
second anti-Stokes order is shortened in time by a factor of about 1.5. That is probably caused by the
effect of the intensity dependent process. Given that we have only one set of data for the second anti-
Stokes order, future investigation will be needed to validate this possible relationship.
6.2.4 First anti-Stokes measurement with negatively chirped pump and Stokes
During previous study, Z. Cui, etc, carried out a set of experiments with negatively chirped pulses. It
showed that the peaks of the anti-Stokes orders remain at the Raman transition frequencies for different
instantaneous  frequency  separations,  and  that  only  small  red-shifted  spectrum  appears  when  the
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instantaneous frequency separation is reduced.33 We tried to replicate the experimental setup used by Z.
Cui, with the pump and Stokes pulses given in table 6.5 and table 6.6. In the pulse preparation, with
auto-correlator and spectrometer, the pulses were first measured to be around 1 ps with bandwidth of
about 4.0 nm for both positively and negatively chirped situation. However, the FROG measurement
gave different results. It could be caused by the resolution of our spectrometer or the method we used
to calculate the pulse duration in the auto-correlator, since in the later we simply used FWHM/1.414 for
the pulse duration. As the chirp rates of the pump pulse and the Stokes pulse affects the red-shifting
phenomenon, this set of experiment comparison may not work as we what planned.
Table 6.5: Characteristics of the pulses with positively chirp(please referring to figure C.5 in appendix C for detailed
information)
Center-wavelength Pulse duration Bandwidth Chirp rate (linear approximation)
Pump 786 nm 666 fs 2.67 nm 1.80THz/ps
Stokes 837 nm 643 fs 5.24 nm 2.60 THz/ps
Table 6.6: Characteristics of the pulses with negatively chirp(please referring to figure C.6 in appendix C for detailed
information)
Center-wavelength Pulse duration Bandwidth Chirp rate (linear approximation)
Pump 786 nm 2486 fs 6.33 nm -1.46THz/ps
Stokes 837 nm 2253 fs 4.68 nm -1.00 THz/ps
Figure 6.10 shows a comparison between traces from positively chirped and negatively chirped pump
and Stokes. The FROG traces give similar results as in Z. Cui’s study33, and in the negatively chirped
case, the changes with different instantaneous frequency separations is way smaller compared with the
positively chirp cases. 
For the frequency axis, unlike its counterpart on the left, the bandwidth stays almost all the same with
very little extra spectrum occur.  On the horizontal  time axis,  the pulse’s duration has unnoticeable
change. For positively chirped situations in figure 6.10-A, the trace moves toward left  side as the
instantaneous frequency separation decreases. It is probably due to the pump length we used in the two
sets of experiment. For the left, the pump and Stokes pulses were under 700 fs, while the right one has
duration over 2200 fs. The shorter pulse also limits the time delay that we can apply, as only -1/3, 0,
and 1/3 ps can generate measurable first anti-Stokes Raman order. 
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Figure 6.10: Two sets of experiment traces, each set has  different instantaneous frequencies, from top to bottom the
pump is in advance of the Stokes by -1, -2/3, -1/3, 0, 1/3, 2/3, and 1 ps, while only has -1/3, 0, and 1/3 ps time delays
for part A. A-  traces of the first anti-Stokes order with positively chirped pump and Stokes ; B- traces of the first anti-





Using the FROG measurements, good matching to the original traces can be obtained in the widely
separated  spectrum  situations.  However,  the  FROG  algorithm  has  poor  reconstructed  traces  as
compared to the original traces for the low intensity cases. To explain the red-shifting phenomenon, a
double-pulse model is proposed in this study. In this Chapter, we will show how we came up with the
double-pulse model, and how well the model matches with the experiment data. We started from a
basic double-pulse model with a simplified pulse setup, and the high degree of matching between the
simulation  and  the  raw  data  motivated  us  to  continue  the  efforts.  Thereafter,  we  improved  our
simulations with more precise pulse descriptions, and tested the model from different points of view.
An iteration program was written so that better and more efficient simulations are possible. In addition,
we collaborated with an AI group to further improve our double-pulse model.
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Thanks to the advanced pulse measurement tool, the FROG, we are unveiling the mysteries of the red-
shifted spectrum. It becomes clear that the extra part of the spectrum comes from processes that go
along with the Raman process. As we have shown in previous chapters, the appearance of the red-
shifted spectrum depends on the instantaneous frequency separation of the pump and the Stokes pulses,
also, the separation between the red-shifted spectrum and the Raman part is intensity dependent. So far,
we have learnt from the FROG results that the phases for the two parts are different from each other,
and the pulse has  an oscillation pattern instead of  a  single pulse.  Furthermore,  the poor matching
between the FROG retrieved trace and the recorded trace from the low intensity set of experiments
raised concerns about the accuracy of the FROG results in such cases.
7.1 The basic double-pulse model
Looking at the results from FROG calculation, especially when the cases where the two parts of spectra
are far away from each other, the first anti-Stokes seems to be a mixing of two pulses. As shown in
figure 7.1-A, the cross-correlation FROG trace of the first anti-Stokes pulse almost becomes two well-
separated  blocks.  The  FROG retrieved  pulses  match  well  with  the  recorded  trace  for  these  well-
separated situations with an error of 0.012, and the retrieved spectrum also has two parts separated as in
figure 7.1-B. 
Figure 7.1: Left- Recorded trace(each of pixel on y-axis stands for 0.062 THz, and 126.8 fs for x-axis) and Right-
retrieved spectrum for anti-Stokes pulse(with 128*128 pixels, the FROG error is 0.012).
The Raman part of spectrum and its phase match with the cases where only Raman spectrum occurs,
and the phase goes with the pump pulse. However, the red-shifted part becomes an oscillation pattern,
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possibly indicating an extra of third order phase is added. With the features being seen from the traces
and the retrieved pulses, we came up with an idea of double-pulse model for the anti-Stokes pulse. As
the red-shifted spectrum occurs, the anti-Stokes pulse becomes a mixing of two pulses, with an extra
pulse added to the Raman pulse.
Figure 7.2: FROG traces and calculated results with different instantaneous frequencies. For the FROG traces, x-axis
ranges from -2ps to 2ps, y-axis ranges from 750THz to 780 THz. (A) 23.75 THz, (B) 23.25 THz, (C) 22.75 THz, (D)
22.25 THz171
With this double-pulse idea in mind, let us take a second look at the experimental results. Figure 7.2
shows a set of data as a comparison. They were measured with the instantaneous frequency separation
being the only variant. As shown, little to no red-shifted spectrum shows up when the instantaneous
frequency  separation  is  larger  than  the  Raman  frequency.  The  red-shifted  spectrum occurs  as  the
instantaneous frequency separation gets smaller, and becomes stronger as the instantaneous frequency
separation decreases. Looking at the Raman part of spectrum, we can see that the shapes are similar to
each other. We will use an assumption that the shape of the spectrum for both Raman part and red-
shifted part stays the same all the time in our double-pulse simulation. For the phases, in (C) and (D),
the phase for the red-shifted spectrum becomes a linear line while the phase of the Raman part shows a
form of second order phase. As the spectrum in (C) and (D) are well-separated in two parts, we think
that  the  interaction  between them is  weak and very  limited.  In  fact,  in  our  early  simulations,  we
assumed that the phases are linear for the red-shifted spectrum and quadratic for the Raman spectrum.
We also need to pay attention to the time delay between the two pulses, as indicated by the positions of
the two blocks of the FROG traces.
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In order to test our double-pulse model, we carried out simulations with assumptions that we got from
the observation of the data sets and the retrieved pulses. As the name indicates, in our model the Raman
pulse E(ω , t ) is an addition of two pulses, which is given as
E(ω ,t)=E1(ω1, t 1)+α E2(ω2, t 2) (7.1-1)
where E1(ω1, t 1) and E2(ω2,t2) are the two pulses with different centre-frequency and time delay.
The factor α is the amplitude ratio between the two pulses. In our early simulations, we assumed that
the  two  pulses  have  Gaussian  profiles  with  pulse  duration  the  same  as  the  pump  pulse,  and  the
complete definition of the e-field goes as
e (ω , τ)=e(T ,ω , A ,ϕ , τ)=A√e−4 ln 2( t−τT )
2
e− j(ω t+ϕ)  (7.1-2)
where T is the time duration, ω is the centre-frequency, A is the amplitude and is set to be 1.0 for
normalized pulses, ϕ is the phase, and τ is the time delay. 
We  used  linear  phase  for  the  red-shifted  spectrum and  quadratic  phase  for  the  Raman  part.  The
variables are the amplitude ratio, time delay between the two pulses, and centre-frequency separation.
Then,  we  cross-correlate  the E(ω ,t) with  our  reference  pulse,  the  pump  pulse E0(ω0, t) ,  to
generate the simulated traces as







Figure 7.3: Original FROG traces and simulated traces. These simulations were initial done to show that the double-
pulse model yields visually similar results as to the original FROG traces. The degree of matching is not calculated for
these simulations, but will be calculated in the coming analysis.  
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As shown in figure 7.3, the simulated traces show high degree of matching to the experiment data. In
fact, we are amazed that we can have such a good matching by only changing the three variables under
the assumption that the pulses have Gaussian shape and the same pulse duration as the pump. 
Table 7.1: Simulation parameters for results in figure 7.3
Instantaneous Frequency separation 23.75 THz 23.25 THz 22.75 THz 22.25 THz
Intensity ratio ( α2 ) 0.2 0.6 0.9 1.25
Time separation 200 fs 500 fs 700 fs 500 fs
centre-frequency separation 0.8 THz 1.1 THz 1.3 THz 1.5 THz
The simulation is coarse as the assumptions we are using might not be that accurate, and the simulation
is done with a manually varying operation method. Thereafter, a more efficient simulation program has
been written in Python and can be found in Appendix A. As in table 7.1, the intensity ratio between the
two pulses decreases as the instantaneous frequency separation reduces, which is obvious as the red-
shifted spectrum occurs and gets stronger. The intensity of the Raman part is reduced but it is there all
the time with fairly strong intensity. For the time separation, it is a bit of meaningless for the first
number of 200 fs as very little red-shifted spectrum occurs. However, it does seem to have a tendency
that the time separation increases at first and then decreases. The centre-frequency separation between
the two pulses is getting bigger as the red-shifted spectrum becomes stronger, and we are getting about
0.2 THz increments for  a 0.5 THz decreasing rate of the instantaneous frequency separation. 
7.2 Improving the double-pulse model
From the observation, the results from the basic double-pulse model is surprisingly good. To determine
the degree of similarity, a specific metrics is needed. Therefore, we introduced a new parameter, δD ,
to describe the degree of the matching, which is similar to the error definition in the FROG algorithm. 
δD=√ ∑i , j=0
N







[i , j ]
(7.2-1)
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where I FROG is the simulated 2D trace, the I DATA is the FROG trace from experiment, and the sum
includes all the pixels of the 2D trace.
We ran the simulation again with this new checking error, however, it turned out that the error δD is
way too big.  With a double check of the data  and the simulated trace,  it  suggests  that  the “good
matching” is only looking good, as they are not matching each other and the error between the two is
over 1.  By adjusting all  the parameters for E1 and E2,  we finally got the simulated trace not only
“looking good”, but also with smaller error that is comparable to the error from FROG algorithm.
However, the pulse durations for E1 and E2 are about 1200 fs, while the pump has a duration around
800  fs.  That  is  quite  strange,  as  shown  in  Chapter  2,  MRG  is  a χ(3) process.  If  it  is  intensity




where I0 is the intensity of pump, I-1 is for the Stokes, and I as the intensity of the generated anti-Stokes.
Hence, the pulse duration would become smaller, for example, if both of the pump and Stokes have




around 460 fs for our cases. However, we have gotten longer duration about 1000fs in simulations. The
big mismatch between the theory and the simulation results indicates that something is not right and
need to be improved.
Figure 7.4: Spectra of the pump and the Stokes. Left- pump’s spectrum at 786 nm; Right- Stokes’ spectrum at 837 nm
So far, we have been building the pulses from the time domain, but it was not successful. What about
from the  frequency domain?  Looking at  the  spectra  in  figure  7.2,  especially  for  the  last  two,  the
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spectrum has two fairly well separated parts, the Raman and the red-shifted. We would like to find
some relation between the Raman and red-shifted spectra in figure 7.1 to the pump and Stokes spectra
in figure 7.4.
It was assumed that the spectra of the anti-Stokes orders have the same bandwidth as the pump or the
Stokes. However, it turned out the assumption is not right. To start with, let us look at the case where
the two parts of the spectrum are well apart. As the three plots of the spectra for the Stokes, pump, and
anti-Stokes shown in figure 7.5, the Stokes and the pump have similar bandwidth, but the anti-Stokes is
different. The whole spectrum of the anti-Stokes is wider than that of the pump, and if we split it into
Raman and red-shifted parts, then, each of the two part is narrower than that of the pump. 
Figure 7.5: Spectrum plot for the Stokes, pump, and anti-Stokes. They are set to overlap each other for better
comparison. 
Back to MRG, it is a χ(3) process. The anti-Stokes spectrum might depend on the spectrum’s profile.





where S0 is the spectrum profile of the pump, and S-1 as the profile of the Stokes. 
We will go with the idea that the each of the two parts of the anti-Stokes spectrum comes from its own
process, and both of them are spectrum profile dependent as given in equation 7.2-3. As can be seen
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from figure 7.6, the new combined spectrum has a high degree of similarity to the measured spectrum,
especially the Raman part. The red-shifted part also has a good match for the main peak, however, no
side  peaks  are  observed  for  the  combined  spectrum.  The  good  match  for  the  spectrum  gives  us
confidence that we may on the right direction. The next step is to build the pulses from the combined
spectrum and check how it behaves in the time domain.
Figure 7.6: New spectrum plot with the anti-Stokes order’s spectrum has an intensity dependence on the spectrum
profile of the pump and Stokes
The example we showed above is the case where the two parts of the spectrum are very much apart
from each other, such that, very limited effect they will have on each other. Despite the lacking of side
peaks, we will continue with the pulse setup for now, and will pick up the details later, thus
A Raman=√ S02∗S−1∗e iωt (7.2-4A)
  A shifted=√S02∗S−1∗e i(ω−Δf ) t  (7.2-4B)
A=ARaman+ A shifted (7.2-4C)
where A Raman , A shifted , and A are the amplitudes for the Raman spectrum, red-shifted spectrum,
and total spectrum, respectively. ω is the centre-frequency for Raman part and Δ f is the frequency
separation between the Raman and red-shifted. With the amplitudes given by equation 7.2-4, we can
calculate the e-fields for the pulses by using the Fourier transform function, F . 
109
ERaman  = F ( A Raman∗e−iϕ ) (7.2-5A)
       Eshifted  = F ( A shifted∗e−iϕ )    (7.2-5B)
where ϕ is the phase of the anti-Stokes, a reasonable form of which would come from the phases of
the pump and Stokes, due to the χ(3) process of MRG,
ϕ=2ϕpump−ϕStokes (7.2-6)
Having the new e-fields from equation 7.2-5, we can form the total e-field simply by inserting them
into equation 7.1-1 with some time delay added.
E=α1 ERaman (t)+α2 E shifted(t+ τ) (7.2-7)
α1 and α2 are chosen to have a good match for the spectrum, then, by simply changing the time
delay τ , we can get a fairly good match as in figure 7.7 below.
Figure 7.7: Time domain pulses and instantaneous frequency (derivative of phase ψ(t) ) from the FROG
calculation(red lines) and the double-pulse simulation(green lines). 
The lack of side peaks in time domain may come as a  result  of the missing of side peaks in the
spectrum. The instantaneous frequency also shows some similarity along the main peaks. Keep in mind
that the simulation is done manually and the time delay changing is about 50 fs per step. 
In the above simulations, we ignored the side peaks of the red-shifted spectrum in setting up the pulses.
A possible reason for the side peaks in the red shifted part may come from the third order phase effect
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in the time domain pulse. New simulations are carried out by taking the side peaks into account. From
figure 7.8, an extra third order phase is added to Eshifted, however, unlike what we have expected, we can
not get a good match for the red-shifted part. In the time domain, the number of peaks seems to have a
better match to the FROG calculation but not in details. 
Figure 7.8: Simulation with adding an extra third order phase to the red-shifted spectrum. Left- in frequency domain;
Right- in time domain.
To this  point,  the double pulse model simulation does show us a right direction of the red-shifted
phenomenon. As more parameters are being involved in the simulation(such as the time delay, the
intensity ratio, the third order phase factor, the centre-frequency separation, etc), a more solid iteration
simulation is needed.
7.3 Double-pulse Model iteration
The double-pulse model assumes that the anti-Stokes is a mixing of two pulses and each of the pulses’
spectrum is related to the pump pulse and the Stokes pulse, which seems to explain the mysteries of the
red-shifted phenomenon in MRG. However, the manually run simulation is too time consuming and
limits the process of further refinements on the model. To get the simulation done faster and better, here
we introduce an iteration of the simulation. A program written in Python can be found in Appendix A.
The iteration is based on the previous basic double-pulse model, where the first guess comes from an
addition  of  two pulses.  At  the  beginning,  we are  trying  to  use  the  same idea  as  what  the  FROG
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algorithm did, by replacing the magnitude of the current guess with the square root of the measured
FROG trace, goes as
E 'sig (ω , τ)=
E sig (ω , τ)
|E sig (ω , τ)|
√I DATA (ω , τ) (7.3-1)
It turned out that this method will quickly wash out the effect of the double-pulse model and go back to
the single-pulse FROG calculation. Then, we carried out the iteration by only changing the parameters
in the pulse setup. From equations 7.2-4 to 7.2-7, the parameters in the total pulse are: centre-frequency
of  the  Raman  spectrum, ωR ;  centre-frequency  of  the  red-shifted, ωr ;  extra  third  order  phase,
ϕ
(3) ;  amplitude ratio between ERaman and Eshifted  , α ;  and time delay, τ . Thus the total e-field
should  be E(ωR ,ωr ,ϕ
(3 ),α ,τ ) . For each step of the iteration, we can have a small change of one of
the five parameters, and see if the change gives a smaller error, or a better match. Let’s use the ωR as
an  example.  We  build  the  e-fields  as E(ωR−Δω ,ωr ,ϕ
(3 ) ,α ,τ ) , E(ωR ,ωr ,ϕ
(3 ),α , τ) ,  and
E(ωR+Δω ,ωr ,ϕ
(3) ,α , τ) . Then, we can calculate the simulated FROG trace as I (ωR−Δ ω ,...) ,
I(ωR ,...) , and I(ωR+Δω , ...) . By using equation 7.2-1, we can get the errors δD(ωR−Δω) ,
δD(ωR) , and δD(ωR+Δω) . At the end of this step of iteration, we will figure out which one is the
smallest and choose the corresponding frequency as the new centre-frequency for the Raman spectrum.
Figure 7.9 shows the trace from experiment, retrieved trace from FROG, and trace from our double-
pulse simulation. The FROG result has an error of 0.1(the error from FROG calculation is 0.014, but







added to the FROG error, where N = 128 is the size of data and IFROG is the normalized FROG trace
data. We will use the calibrated error as FROG error in the following discussion.), while the double-
pulse model gives an error of 0.07. It is amazing that the double-pulse model can have results with an
even smaller error than the FROG algorithm.
The double-pulse simulation works great in the situations where the two parts of the spectrum are far
away from each and both have strong intensity. However, for the other cases, the iteration can not get a
good match, and run into endless loop. With some test runs, it seems in order to get a good match the
initial  pulse  setup  is  very  critical.  For  example,  the  changing  of  the  initial  condition  of  the
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instantaneous frequency separation Δω from 1.4 THz to 1.5 THz would lead the final trace from a
very good match to a not even close result. According to the simulation results in figure 7.3, we believe
that it may come from the method that we have been using to process the iteration. Work needs to be
done to improve the iteration program. 
Figure 7.9: Simulation result compared with the original trace and FROG calculation. a-Original trace; b- retrieved
trace from FROG algorithm; c- simulated trace from double-pulse model. The FROG algorithm error is 0.1, and the
simulation error is 0.07.
7.4 Double-pulse model with phase shift instead of time delay
The double-pulse model simulation can get better results than the FROG algorithm in some situations,
showing that the idea of mixing two pulses of the Raman order is on the right track. However, it is hard
to give a physical explanation to the hundreds of fs time delay between the two pulses and also the red-
shifted part is in advance of the Raman part. The dispersion in our MRG system does introduce time
delays,  but  would not  cause  such big delays.  After  a  second investigation  of  the  FROG data,  we
realized that instead of having time delay, there could be a phase shift between the Raman and the red-
shifted  parts.  For  the  phase-shift  idea,  the  total  e-field E(ωR ,ωr ,ϕ
(3 ),α ,τ ) becomes
E(ωR ,ωr ,ϕ
(3 ),α ,ψ) , with ψ as an extra phase added to Eshifted. Also, from figure 7.2, for the most
separated case, the amplitude of the total e-field is close to zero at time zero. Thus, we took the extra
phase ψ as π , and carried out the simulation using the modified phase-shift model. Figure 7.10
shows a  simulation  result  with  the  extra π phase.  As shown in  figure  7.10,  a  phase-shift  in  the
double-pulse model can also lead to a good match for the traces.
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Figure 7.10: Simulation with extra phase added to red-shifted part. left-Original FROG trace; right- simulated trace
from double-pulse model. The simulation error is 0.14 while FROG has an error of 0.1
Adding  an  extra π phase  instead  of  time  delay,  we  have  run  the  simulation  for  the  cases  with
different instantaneous frequency separations between the pump and Stokes pulses. As shown in figure
7.11,  by changing the  amplitude  ratio  between ERaman and  Eshifted and  adjusting  the  peak frequency
separation, we can get simulations that have similar errors as the FROG program gives.
   A B C
Figure 7.11: Simulation results with extra π phase added to the red-shifted part. Top-Original traces; Bottom-
Simulation. From A to C, the instantaneous frequency separation between the pump and Stokes pulses are 23.75 THz,
23.25 THz, and 22.75 THz, respectively. The simulation errors(calibrated errors) for A, B and C are 0.2, 0.16, and
0.18, compared to 0.12, 0.11, and 0.12 from FROG calculation. For these plots, the time is flipped as compared to
the previous plots.
7.5 Gradient descent method for finding the best matching traces
The  iteration  program that  we  have  been  using  in  all  the  previous  simulation  is  initial  condition
sensitive, and some time the iteration can go endless without converging to a good matching trace. It is
time consuming to have find a good result with small error. To make the iteration faster and more
stable, we then collaborated with Dr. Kisor Kumar Sahu’s group that uses AI technique in data analysis.
They suggested to run the program with gradient descent method. At the beginning, the AI group ran
the simulation with our first double pulse model, where a time delay was added to the pulses. Then, we
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switched to the idea of adding an extra π phase to the red-shifted spectrum. Finally, we made the
extra phase also a variable. All the AI group calculation used Gaussian pulses with second order and/or
third order phases. The simulation results are getting better along the way with the error getting lower
and lower. Figure 7.12 shows an example of the final version of the simulation result from the gradient
descent method and its original trace, and table 7.2 gives all the parameters that are used in simulations.
The parameters for trace 1 corresponding to the trace in figure 7.12. The error of this simulation is
about 0.069, while it is 0.09 from the FROG algorithm.
Figure 7.12: Best matching trace with gradient descent method with the extra phase as variable. Left-Original trace;
Right-Simulationiii. The simulation error is 0.069 compared to 0.09 from FROG calculation
We have run the same simulation for traces from 11 different shots, see results from Dr. Kisor Kumar
Sahu’s group in appendix D. Among all the 11 shots, 2 of them (trace 3 and trace 7 as shown in
appendix  D)  showed  odd  third  order  phases  with  positive  factors.  For  trace  3,  the  double-pulse
simulation is not working properly as only one block in the original trace. As can be seen in Table 7.2,
the frequency separation is negative, meaning the centre-frequency of the red-shifted spectrum is larger
than the Raman part. For trace 7, the large error indicates a bad match. Hence, we ignored these two in
the following discussion. 






























1 0.076 0.091 468.0 1081.6 0.912 0.866 -3.40 -1.15 2799.8 2.82
2 0.070 0.089 473.0 1073.1 0.886 0.867 -3.37 -1.27 2798.8 2.83
3 0.073 0.081 509.1 822.9 0.540 -0.147 -0.58 0.58 2617.0 -2.36
4 0.059 0.061 410.6 1032.8 0.664 0.310 -3.67 -1.40 3026.5 2.74
5 0.059 0.061 409.9 1033.8 0.663 0.311 -3.67 -1.40 3026.8 2.74
iii Plots provided by  Dr. Kisor Kumar Sahu’s group
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6 0.091 0.089 573.5 1140.4 1.148 0.800 -3.00 -0.62 2725.9 3.07
7 0.126 0.088 796.2 1338.8 1.146 0.411 -2.98 1.77 3017.8 3.01
8 0.059 0.064 661.0 919.6 1.663 0.770 -3.64 -0.47 2710.6 -3.01
9 0.096 0.091 528.4 960.4 0.995 0.766 -3.40 -1.07 2789.8 -3.08
10 0.093 0.088 512.6 1167.3 0.680 0.553 -3.65 -1.00 2951.5 3.13
11 0.064 0.071 628.2 814.7 1.381 0.728 -3.70 -0.30 2669.2 3.03
Most of the errors for the traces are similar or even smaller than that from the FROG, indicating a good
match between our double-pulse model and the original traces. The parameters for the pulses stay
similar to each other. The pulse duration for ERaman varies around 500 fs, which goes along with the
χ
(3) process of MRG. As in the χ(3) process, the generated pulse should be
1
√3
of the pump or in
our case, and the Raman order should have a shape that goes as I Raman=I pump
2
∗I Stokes . The pump and
Stokes pulses have pulse durations of 830 fs and 781 fs with 1/3 ps time delay between them. Thus, the
calculated generated pulse FWHM should be 470 fs, as shown in figure 7.13, which may agree with the
χ
(3) process of MRG. The pulse duration for Eshifted is about 1000 fs. The second order phase factor
keeps close to −3.0×10−6 , while the third order phase factor is shifting between −0.3×10−9 and
−1.2×10−9 . The extra phases range from 2.7 to 3.2, and they are around our initial assumption of
extra π=3.14 phase.  
Figure 7.13: Pulse shapes of Intensity dependent χ
(3) process
From table 7.2, traces 4, 5, and 10 have much smaller frequency separation than the rest,  and the
amplitude ratio between Raman part  and red-shifted part  are also small,  meaning that most of the
energy is transferred to the red-shifted part. They are also about 200 to 300 fs later in the overall time
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delay compared to the others. This effect is similar to that when we change the time delay between the
pump and the Stokes pulses by delaying the pump pulse. As the pulses have fluctuations in time, these
data could come from pulses that are closer to each other.
The gradient descent method helps us to run the iteration faster, however, it is still initial condition
sensitive. A small change of initial condition may lead to different result. This can be understood as
there are more than one local minimum with so many input parameters,  and the way the iteration
program works can lead to a local minimum rather than an overall minimum in some cases. The AI
group is trying to include artificial neural network(ANN) in the iteration program, such that it can find
all the local minimums of the simulation, and thus lead to the overall minimum.
7.6 Pulse intensity dependent Rabi frequency
Let us take a look at the instantaneous frequency vs time of the pulses. In figure 7.14-Left, we showed
the instantaneous frequencies of the Raman part along with the pump, the Stokes, and the combined
one.  The combined one is  calculated  with 2∗pump – Stokes ,  as  we believe that  the  Raman part
comes from the χ(3) precess of MRG. As shown in the plot, the chirp rate of the Raman part matches
with the combined one. In figure 7.14-Right, we plotted the instantaneous frequencies of the Raman
part and the red-shifted part. The Raman part is a linear line while the red-shifted part is a quadratic
curve, forming a dip in the middle. This dip may come from the intensity dependent Rabi frequency,
and we are going to discuss it in the following writing.
Figure 7.14: Instantaneous frequencies. Left- instantaneous frequency comparison between the Raman part and
pumps’; Right- instantaneous frequencies of the Raman part and the red-shifted part.
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As shown in the equations  (a,b,c),  the  generalized Rabi  frequency Ω ' is  related  to  pulse energy
through Ω and Δ . Higher pulse intensity will lead to bigger Rabi frequency and detuning, and thus
ends  up  with  larger Ω ' .  In  our  transient  MRG,  we  may  need  to  take  the  pulse  profile  into
consideration, hence equations (a,b,c) becomes time dependent,















To fully calculate the generalized Rabi frequency, it  is required to consider all the anti-Stokes, the
pump, and Stokes. However, it will be too much work to figure out all of them. Since two strong pump
and Stokes pulses are used in our experiment, it would be appropriate to just use the pump and Stokes
as a proper approximation. In our case the durations of them are 781 fs and 830 fs, and with a time
delay of 1/3 ps between them, and as shown in figure 7.15-Left, the generalized Rabi frequency has a
FWHM of 800 fs. 
For the two photon dressed two-level system, the time varying Rabi frequency will have effects on the
red-shifted spectrum while leaving the Raman spectrum untouched. As shown in figure 7.15-Right, for
a linearly chirped pulse, the instantaneous frequency of the generated Raman spectrum is a straight
incline, while the red-shifted spectrum will have a dip in the middle as caused by the varying of Rabi
frequency.
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Figure 7.15: Left- Shape of the generalized Rabi frequency with the pulse intensity goes as a 800 fs Gaussian shape;
Right-  Instantaneous frequency of Raman part and red-shifted part, as caused by the time varying Rabi frequency
In our previous simulations, we have used two different centre-frequencies for ERaman and Eshifted, they
are 
E(ωR ,ωr ,ϕ
(3 ),α ,τ )=ERaman(ωR)+α E shifted(ωr ,ϕ
(3 ), τ) (7.6-2)
E(ωR ,ωr ,ϕ
(3 ),α ,ψ)=ERaman(ωR)+α E shifted(ωr ,ϕ
(3 ), ψ) (7.6-3)
Now, taking the intensity dependent Rabi frequency into account, the double-pulse model turns into a
new form with only one centre-frequency, and no extra time delay or extra phase needed,
E(ωR ,α ,ϕ)=ERaman(ωR)+α E shifted (ωR ,ϕ) (7.6-4)
where ϕ is a phase comes from the integral of the green curve in figure 7.15-Right. 
Figure 7.16: Double pulse simulation with intensity dependent Rabi frequency. Top-Original; Bottom-Simulation
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Simulation was carried out with double-pulse model using equation 7.6-4 while the assumption of
Gaussian shape pulses was still applied. As shown in figure 7.16, the result matches the original trace in
high degree with error of 0.08 which is lower than the 0.09 from the FROG iteration.
We then did a check for this new double-pulse model by using the experimental data with different total
energies. As can be seen from the model, the only factor that affects the red-shifted part comes from the
intensity of the pulses. For the case of different total energies, the amplitude of the pulse varies, and
thus will have effects on the amplitude of the frequency dip. As shown in figure 7.17 and table 7.3, by
purely adjusting the amplitude factor to 2.0, 4.0, and 5.0, we are able to get high degree of match with
the original data for the total energy of 1.2 mJ, 1.7 mJ, and 2.2 mJ, respectively. Especially for the 1.2
mJ, the FROG calculation was not able to give a good matching result, while the double-pulse model
shows a consistent output. This suggests that the FROG algorithm does not work well for the red-
shifted Raman spectrum. On the contrary, the double-pulse model simulation shows good matching to
the original traces. Thus, it strengthened our idea that the time varying Rabi frequency is on the right
track for the explanation of the red-shifting phenomenon.
Along the development of the double-pulse model, the simulation results suggest that MRG in transient
regime is probably following the two photon dressed states with intensity dependent Rabi frequency.
The Stark shifting turns the anti-Stokes order into two parts, the regular Raman part and the red-shifted
part. The Raman part follows the χ(3) MRG precess, while the red-shifted part is generated from the
time varying Rabi frequency.
Figure 7.17: Double-pulse model simulation with different total energies. Left- instantaneous frequencies of the red-
shifted spectrum with different amplitudes of dip; Right- from top to bottom, comparison among the original traces,
FROG reconstructed traces, and the simulation results from DPM. The total energies are 1.2 mJ, 1.7 mJ, and 2.2 mJ
from left to right.
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Table 7.3: Amplitude factors of the dips in the simulation with different total energies
Total energy 1.2 mJ 1.7 mJ 2.2 mJ
Amplitude factor 2.0 4.0 5.0
7.7 Double-pulse model and FROG algorithm
All through this thesis, FROG algorithms and FROG pulse measurement setups have been used to
study the red-shifted spectrum. It turned out that the FROG works well  with the measurements of
pumps, and also the first anti-Stokes generated under high-energy pumps(total energy of the pumps >
2.0 mJ). However, the FROG algorithm seems not getting good results for the first anti-Stokes with
low-energy pumps(total energy of the pumps < 1.2 mJ). 
On one hand, from the FROG results with high-energy pumps, we believe that the first anti-Stokes
Raman order is a mixing of two pulses, i.e. the Raman pulse and the red-shifted pulse. On the other
hand, we think that the two overlapped spectra with different phases in the low-energy situations may
make  it  hard  for  the  FROG algorithm to  resolve.  Then,  a  double-pulse  model  was  introduced  to
describe the first anti-Stokes Raman order. Our simulations with double-pulse model have achieved
errors that are similar to or even smaller than that from FROG. In addition, as shown in section 7.6, the
double-pulse model describes the Raman pulse better in low-energy pumps situation. 
In the simulations, we have been using a Gaussian pulse assumption for both Raman part and red-
shifted part. It may seem too good to have errors smaller than FROG with such a simple Gaussian pulse
assumption. However, the FROG is using all the data points, including all the noises, and the algorithm
is trying to have a reasonable electric field by taking all the data points into account. That is also why
the reconstructed traces have jagged edges, for example, as shown in figure 7.17. Let us have a look at
the total electric fields from both the double-pulse model simulations and the FROG calculations. In
figure 7.18, examples are provided for the comparison between intensity plot of the two. As can be seen
from the plots, the pulses from the double-pulse model match with the FROG results for the main
peaks, while the fine details are missing. The mismatch of the fine details is reasonable as we are using
two Gaussian pulses for the simulations and adding temporal phases to the pulses.
Another interesting part is for the 1.2 mJ low-energy situation, the FROG reconstructed trace is far off
from the original trace with error that is significantly higher than that from the high-energy cases, while
the double-pulse model gives reasonable result. I searched around for any possible similar problem that
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may occur in others FROG measurements, but could not find any. The possible reason that I have been
thinking is that in low-energy situations, the frequency separations between the Raman and red-shifted
parts are small, meaning there is a big overlapped part between the two. And, according to our intensity
dependent Rabi frequency model, the two overlapped spectra are having different phases. The FROG
algorithm may have difficulty in separating this overlapped spectrum. 




Conclusion and Future Outlook
In this last chapter we will provide a brief overview of the project, and give a summary and conclusion
to the whole study. Some possible future work is discussed as the closure of this thesis.
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This study was inspired by the pursuit of the GGG, the generation of ultra-short pulses around 1 fs with
high-energy by using MRG technique. During MRG experiments, an extraordinary phenomenon with
extra red-shifted spectrum occurring on each of the anti-Stokes Raman orders attracted our interest.
With the motivation and awareness that the red-shifted spectrum might help us in getting higher energy
pulses, we have performed various experiments and developed a new model to study and explain the
phenomenon.
8.1 Conclusion of the project
In this study, we have used an advanced and widely used pulse measuring technique, the FROG, as the
main tool to measure and analyze the first anti-Stokes Raman order. The higher solution and much
more  detailed  results  help  us  in  better  understanding  the  red-shifted  spectrum.  Depending  on  the
instantaneous frequency separation of the pump and the Stokes, the red-shifted spectrum occurs and
disappears. When the red-shifted spectrum occurs, the anti-Stokes pulse turns into an oscillation pattern
from a single pulse.  In the frequency domain,  the spectrum becomes double peaked with different
phases for each part. With total pulse energy above 2.2 mJ and an instantaneous frequency separation
of 22.75 THz, the anti-Stokes spectrum is split into two well separated parts, the Raman part and red-
shifted part. 
We carried out MRG experiment with energy scans, and the results show that the separation of the two
parts is intensity dependent. The dependence is most likely a linear relationship. The derivatives of the
anti-Stokes phases show similar slope to the that of the pump when the spectrum is split into two parts.
The extra red-shifted spectrum complicates the pulses, and probably due to the mixing of the spectrum,
the FROG algorithm results in poorly matched traces when the total initial energy is low. Looking at
the cases where the Raman and red-shifted spectra are well separated, we felt like it might be a mixing
of two pulses. A first version of double-pulse model is introduced, where the pulse duration is set to be
the same as the pump, and phases for the Raman and red-shifted are set to be quadratic and linear,
respectively. The simulation result matches the recorded data in high degree. With the confidence from
the basic double-pulse model, we then refined the model by setting up the pulses from the spectrum
with  the  awareness  of  the χ(3) process  of  MRG,  and  improved  the  simulation  with  an  iteration
program with calculable error. Some simulations from the double-pulse model give traces that match
the recorded data even better than the FROG algorithm. The results suggest that MRG in transient
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regime is likely following the two photon dressed states with intensity dependent Rabi frequency. The
Stark shifting turns the anti-Stokes order into two parts, which are the regular Raman part and the red-
shifted part. The Raman part follows the χ(3) MRG precess, while the red-shifted part is generated
from the time varying Rabi frequency.
8.2 Future outlook
The  red-shifted  spectrum in  MRG process  is  a  novel  and  promising  phenomenon,  however,  very
limited work has been done to study it.  Based on what we have learnt from the work during this
project, future work on the following three aspects are necessary, which include improving the red-
shifted experiment, improvement of the double-pulse simulation, and setup for pulse synthesis.
8.2.1 Experiment for the red-shifted spectrum
To obtain further understanding of the red-shifted phenomenon and also of MRG process, the following
experiments are recommended. 
For the energy scan of the anti-Stokes, it would be better to increase the total pulse power so that we
can have much more steps to figure out the relationship between the amount of the red-shift and the
initial  intensity. So far, it seems that we need to have total pulse energy larger than 2.0 mJ to have a
well separated spectrum, and I have been getting 2.2 mJ for most of  time. In our lab, it would not be
too  difficult  to  get  the total  energy to  3.5 mJ,  but  the  current  devices,  such as  the grating  in  the
compressor and the mirrors in the multi-pass amplifier, are not efficient and causing large energy loss. 
The trace of the second order anti-Stokes is about 1.5 times shorter in time, which may come as a result
of the pulse-profile depended process. Therefore, measurement of the third or higher anti-Stokes order
might be able to give a much more comprehensive answer. Meanwhile, some data from the second or
higher Stokes order might provide details for the red-shifted spectrum, and so as to MRG process.
8.2.2 Improvement of the iteration program
The double-pulse simulation has shown the ability to get good results in many situations, but seems not
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work all the time. I would suggest that the problem comes from the way we do the iteration. We need to
find a much more solid way to run the iteration. That is why we are working with a computer science
team  to  see  if  bringing  some  artificial  intelligent(AI)  techniques  can  improve  the  double-pulse
simulation.  To  date,  the   gradient  descent  method  has  been  applied.  Our  next  step  would  be  to
implement  the  artificial  neural  network  in  the  model  calculation.  The  model  of  using  intensity
dependent Rabi frequency with Gaussian shape dip in the middle for the red-shifted spectrum seems to
work great, but so far we have not applied any iteration to get the best matched trace yet. A solid
iteration program for this Gaussian shaped Rabi frequency model may help to unveil the mystery of the
red-shifted spectrum.
8.2.3 Pulse synthesis
Though the red-shifted spectrum is not fully understood, the double-pulse model has shown as one of
the best models to explain the phenomenon. With the information we have gotten so far, when the red-
shifted spectrum occurs, the classical way of using prism-pair, grating-pair, or chirped mirror will not
be able to synthesize the Raman orders to a perfect ultra-short pulse. Spatial light modulator might be
able to solve the problem. 
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Appendix A
Code written in Python
A1. Data recording program
##This program is written by Zujun Xu, 2018, for the purpose of data recording. Only tested with 
Python 2.7, works similar as the labview program in the lab, though, command-line only
import numpy as np
import cv2
import matplotlib.pyplot as plt
def gaus_fit(data): #Gaussian fit for the auto-correlation intensity curve, still need to be improved 
    x = np.arange(data.size)
    a = np.sum(x*data)/np.sum(data)
    sigma = np.sqrt(np.abs(np.sum((x-a)**2*data)/np.sum(data)))
    fit = lambda t : data.max()*np.exp(-(t-a)**2/(2*sigma**2))
    FWHM = 2*np.sqrt(2*np.log(2))*sigma




next_step = input('Choose one of the following operations:\n 1:background saving\n 2:calibration for 
time \n 3:calibration for spectrum \n 4:data recording(FROG) \n 5:video view \n 6:auto-correlation\n 
PLEASE REMEMBER TO SAVE BACKGROUND FIRST!\n')
if next_step == 1:
    while(True):
        ret,frame = cap.read()
        gray = cv2.cvtColor(frame, cv2.COLOR_BGR2GRAY)
        #cv2.imshow('Camera0',gray)
        if np.amax(gray)>0:
            np.savetxt('background0.txt',gray,fmt='%03d')   #original background
            a = np.sum(gray,axis=0)
            np.savetxt('background1.txt',a,fmt='%03d')  #time axis background
            b = np.sum(gray,axis=1)
            np.savetxt('background2.txt',b,fmt='%03d')  #spectral axis background
            plt.plot(a)
            break
        if cv2.waitKey(1) & 0xFF == ord('q'):
            break
elif next_step == 2:
    bg = np.loadtxt('background1.txt')
    while(True):
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        ret, frame = cap.read()
        gray = cv2.cvtColor(frame, cv2.COLOR_BGR2GRAY)
        M = np.amax(gray)   #maximum pixel intensity     
        cv2.imshow('Camera1',gray)
        if M>100 and M<255: #use this intensity number to get rid of captures with too low or over
saturated ones
            i = i+1
            a = np.sum(gray,axis=0)#-bg  #with background deduction
            plt.plot(a)
            print np.argmax(a)
        if i>10:
            break
        if cv2.waitKey(1) & 0xFF == ord('q'):
            break        
elif next_step == 3:
    bg = np.loadtxt('background2.txt')
    while(True):
        ret, frame = cap.read()
        gray = cv2.cvtColor(frame, cv2.COLOR_BGR2GRAY)
        M = np.amax(gray)   #maximum intensity     
        cv2.imshow('Camera2',gray)
        if M>100 and M<255:
            i = i+1
            a = np.sum(gray,axis=1)#-bg  #with background deduction
            plt.plot(a)
            print np.argmax(a)
        if i>10:
            break
        if cv2.waitKey(1) & 0xFF == ord('q'):
            break
        
elif next_step == 4:
    delay_time = input('Please input time delay for this set data!\n')
    bg = np.loadtxt('background0.txt')
    while(True):
        ret, frame = cap.read()
        gray = cv2.cvtColor(frame, cv2.COLOR_BGR2GRAY)
        M = np.amax(gray)   #maximum intensity     
        cv2.imshow('Camera3',gray)
        if M>100 and M<255:
            i = i+1
            #gray0 = np.array(gray)-np.array(bg)
            #np.savetxt('%d-%d.txt' %(delay_time, i),gray0,fmt='%03d')
            np.savetxt('%d-BG%d.txt' %(delay_time, i),gray,fmt='%03d')
        if i>50:
            break
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        if cv2.waitKey(1) & 0xFF == ord('q'):
            break
elif next_step == 5:
    bg = np.loadtxt('background0.txt')
    while(True):
        ret, frame = cap.read()
        gray = cv2.cvtColor(frame, cv2.COLOR_BGR2GRAY)
        cv2.imshow('Camera4',gray)
        #print np.amax(gray)
        if cv2.waitKey(1) & 0xFF == ord('q'):
            break
elif next_step == 6:
    calibration_factor = input('please provide calibration factor using fs/pix: \n')
    bg = np.loadtxt('background1.txt')
    while(True):
        ret, frame = cap.read()
        gray = cv2.cvtColor(frame, cv2.COLOR_BGR2GRAY)
        M = np.amax(gray)   #maximum intensity     
        cv2.imshow('Camera5',gray)
        if M>100 and M<255:
            i = i+1
            a = np.sum(gray,axis=0)#-bg  #with background deduction
            fit,FWHM = gaus_fit(a)
            plt.plot(a)
            print 'Pulse Duration: ', int(FWHM*calibration_factor/np.sqrt(2.0))
        if i>10:
            break
        if cv2.waitKey(1) & 0xFF == ord('q'):
            break
plt.show()
#when everything done, release the capture
cap.release()
cv2.destroyAllWindows()
A2. Show and plot the raw data
##This program is used to show and plot the recorded data so we can have a look at it before further 
analysis. The main reason for it is the recorded data might be just noise, too weak, or over saturated;.
import glob
import numpy as np
from pylab import *
import matplotlib.pyplot as plt
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A3. Preparing data for the FROG program
##This simple program is used to add the text headlines for the data, as the raw data does not have the 
calibration factors, the centre-frequency, or the dimensions. 
import numpy as np
from pylab import *
cw = input('Please input the center wavelength, in nm.\n') #418 nm for Stokes pump, 393 nm for 
pump, and 381.5 nm for the first antiStokes




f2.write('%s\t %s\t 22.85\t 0.051\t %s\n'%(len(a), len(a[0]), cw)) #add the headlines that contains 
the horizontal length, vertical length, time calibration factor, spectrum calibration factor, and the centre-
frequency





##A simple plotting program to show the pulses and its phases, also a curve fitting is added to fit the 
phase to gain further understanding of the phases. It can be modified to deal with a bunch of files with 
one single run.
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import numpy as np
import matplotlib.pyplot as plt
a = np.loadtxt('b.bin.Ek.dat') 
b = a[:] #choose part of data, as most of the far out data is noise
d = b.T
f = open('E.dat','w')
np.savetxt(f,b,fmt='%f') #save the data for future use
f.close()
h = np.polyfit(d[0],d[2],8) #fit the phase
g = np.poly1d(h) #the formula for the fit curve
x_new = d[0]
y_new = g(x_new)
fig, ax1 = plt.subplots() #plot with subplots 
ax1.plot(d[0], d[1], 'b') #show the intensity
#ax1.plot(d[0], np.sqrt(d[1]), 'b') #show the amplitude
ax1.set_xlabel('Time Delay(fs)',fontsize=16)
ax1.set_ylabel('Intensity', fontsize=16,color='b')
## Make the y-axis label and tick labels match the line colour.
for tl in ax1.get_yticklabels():
    tl.set_color('b')
ax2 = ax1.twinx()
ax2.plot(d[0], d[2], 'r')#, x_new, y_new, 'y')
ax2.set_ylabel('Phase(rad)',fontsize=16, color='r')
for tl in ax2.get_yticklabels():





##This program is for spectrum plotting, similar to the previous pulse plotting, but this one is a multi-
file plotting program that deals with a bunch of pulses at one run.
import numpy as np
import matplotlib.pyplot as plt
import glob
from pylab import *
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color_sequence = ['#FF0000', '#FF8000', '#000000', '#00FF00', '#00FFFF',
                  '#0000FF', '#9B30FF', '#EE82EE', '#CDC1C5', '#008080',
                  '#8E8E38', '#FFC1C1', '#CD5B45', '#D2691E', '#FFD700',
                  '#98FB98', '#FFFF00', '#00BFFF', '#837FFF', '#DA70D6']      #introducing colour sequence
def ReadFile(path): #define the loading data function
a = np.loadtxt(path) 
b = a[:] 
d = b.T
return d




c = 299792458.0 #speed of light, m/s




fig, ax1 = plt.subplots()
e = d[0] #with wavelength in nm
#e = [c/(a*1000.0) for a in e] #with frequency in THz





for tl in ax1.get_yticklabels():
    tl.set_color('b')
ax2 = ax1.twinx()





for tl in ax2.get_yticklabels():





A6. Instantaneous Frequency calculation and plotting
##This program is for calculation of the instantaneous frequency and plotting
import numpy as np
import matplotlib.pyplot as plt
from sympy import *
import glob
#w0 = 358.17 #centre wavelength of the 837nm pump, in THz
#w0 = 381.42 #the 786nm
w0 = 404.67 #first anti-Stokes
def ReadFile(path):
a = np.loadtxt(path) 





c = 299792458.0 #speed of light, m/s
N = len(files)
i = 0





x = (d[0][n-1] - d[0][0])/n
y = np.gradient(d[2],x)






legend = plt.legend(loc='best', shadow=True, fontsize=16)
plt.show()
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A7. Double-pulse model simulation
##This program is created and edited by Zujun Xu, 2018, for the generation of FROG-trace with given 
pulse
import numpy as np
import matplotlib.pylab as plt
from matplotlib import cm
from pylab import *
################
# define functions #
################
## for generate Gaussian pulses
def gaussian_pulse(T,f,A,phase,tau):




## calculate correlation of two functions. f(t)*f(t-tau), without sum/integral


















## generate FROG trace with given pulse
def FROG_generator(e,E,TD):
FROG = np.zeros((TD,N),dtype=float)
for td in range(-TD/2,TD/2):
#E_delay, E_corre = correlation(e,td)




















## plot out pulse with phase
def pulse_phase_plot(E,phase,t):
t = t-T0/2




#Make the y-axis label and tick labels match the line color.
for tl in ax1.get_yticklabels():




for tl in ax2.get_yticklabels():




















## get time domain phase
def pulse_phase(E0,E):
ph0_t = np.angle(E0)
#ph0_t = [mt.atan2(k.imag,k.real) for k in E0]
ph0_t = np.unwrap(ph0_t)
ph_t = np.angle(E)
#ph_t = [mt.atan2(k.imag,k.real) for k in E]
ph_t = np.unwrap(ph_t)
return ph_t-ph0_t
## plot out spectrum and phase
def spectum_phase_plot(S,freq,phase):




#Make the y-axis label and tick labels match the line colour.
for tl in ax1.get_yticklabels():




for tl in ax2.get_yticklabels():




## FROGs with different time delay
def FROGs_T(delay):
A1 = 1.0 #-
A2 = 2.0 #+
f1 = 0.6/1000 #Raman order
f2 = (-0.30)/1000#shoulder
f = (f1+f2)/2.0
tau1 = T0/2 #pulse peak time
tau2 = T0/2+i
phase1 = (a2*(t-tau1)**2+a3*(t-tau1)**3) #zero phase at pulse peak
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phase2 = (a2*(t-tau2)**2+a3*(t-tau2)**3)












# define a few constants fft python random phase #
#########################################













TD = 2*N #time delay for FROG-trace generation
freq = np.arange(0,1/dt,df)*1000
T1 = 1200 #pulse duration in fs, FWHM
T2 = 800
########################################
# define phase factors for different phase orders #
########################################
a1 = 0
a2 = 2.50*10**-6 #second order phase factor 1.50*10**-6






# FROG trace #
#############















##This program is created and edited by Zujun Xu, 2019, for the generation of FROG-trace with given 
pulses. Double-pulse simulations iteration.
import numpy as np
import matplotlib.pylab as plt




# define functions #
################
def gaussian_pulse(T,f,A,phase,tau) #As in previous program
def xcorr(e0,e,td) #As in previous program





def FROG_generator(e,E,TD) #As previous
def FROG_trace_plot(FROG) #As previous
## calculate FROG traces with different time delays
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def FROGs(T1,i0,A,f0,a,a2,a3):










delta = array_diff(FROG, original_trace)
return delta
#FROG_trace_plot(FROG)



































































































































# define a few constants #
#####################
c = 300 #define with unit of nm/fs





e = np.array(e1)*np.exp(1j*(np.array(e1_ph))) #reforming E-field












T0 = N_max-N_min #totoal time duration
dt = T0/(N-1)
#print dt
df = 1.0/T0 #frequency steps
TD = N #time delay for FROG-trace generation
freq = np.arange(0,1/dt+df,df)*1000
#################
# initial parameters #
#################
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T1 = 1600.0 #Gaussian pulse duration in fs, FWHM
A = 1.0 #-
a = 0.009 #intensity dependent factor
a2 = -2.0*10**-6#second order phase factor 1.50*10**-6#




tau1 = T0/2+i0 #pulse peak time
#########################
#parameter changing amount #
#########################













For the daily use and maintenance. First of all, hold the power button for a few seconds to open the
LASER , wait a minute or so for the system to warm-up, the system will stay in the standby mode P1.
Then, press P2 button to switch to the working mode. The power will build up all the way to 4.00 W
while the green LASER  light growing brighter and stronger. After the power reaches 4.00 W, press the
reach-out button ‘Starter’ at the back of the fs oscillator box. If the system is in good condition, the
output beam should be an ultrashort pulse with a similar spectrum as shown in figure 2. 
Figure 2: Left-Oscillator conceptional drawing (UP-front view, DOWN-back view); Right-Spectrum of the
FemtoLASER s Scientific Pro oscillator
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If not showing a stable or strong spectrum, push the ‘Starter’ a few times before going through further
alignment. If the spectrum pattern is there but not stable or too weak, meaning the alignment is a little
bit off. Then, use the Allen key to slightly twist the Stability Range Actuator till it reaches a strong and
nice  spectrum.  If,  unfortunately,  the  system is  too  much off.  Then a  more  complicated  alignment
process is needed.
Figure 3: Diagram for the  FemtoLASER s Scientific Pro Oscillator
When the Oscillator is too much off, most of the cases, the problem comes from the ‘OC’ and ‘CP’ part
as shown in Figure 3. To get it back to normal working condition, place a power meter after the ‘CP’ to
measure the output beam. Then do the alignment as following,
1: Use an Allen key to turn the Stability Range Actuator(SRA) on the front of the oscillator to get a
maximum output power. 
2: Slightly rotate one of the knobs on ‘OC’ holder to maximize the power, and then go back to slowly
rotate the SRA till the power meter reaches a maximum number. Repeat the process till the power can
not go higher. Try the other knobs on ‘OC’ with the same process. Once the power reaches higher than
670 mW, the oscillator should be working. The higher power, the better, while a 725 mW power might
be the best.
3: If the 2ed step can not get a good power, slightly rotate the front side ‘Crystal Position Actuator’ or
the back side ‘Lens Position Actuator’, till a maximum number is reached. Then goes back to step 2.
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4:  (Try not  to  do this  step)If  still  not  getting a high number,  carefully  rotate  the ‘Mirror  Position
Actuator’ on the front side. The two actuator are very sensitive, rotate as slowly as possible, too much
movement might make the situation worse. Then, go back to step 2. 
5:  Once a good power output  is  reached,  rotate  the SRA in the clockwise direction till  the power
number gets back to around 350 mW.  
6: Press the ‘Starter’ to get the oscillator mode-locked. Some small rotate of the SRA might needed to
get the oscillator working at the best condition.
Most of time, carefully following these steps will bring the oscillator back to work. A 700 mW plus
power  is  suggested  when doing the  alignment  as  higher  power alignment  will  keep the  oscillator
working well for a few months. However, if the oscillator is out of condition, for example, no output
beam at all, then, the user’s manual gives more details in setting up the oscillator. 
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Appendix C
Pump pulse and Stokes pulse
   A1              A2
Figure C.1:  Pump pulse and Stokes pulse
measurement  from  FROG.  A1  is  for  the
Stokes pulse centred at 828 nm; A2 is for
the pump pulse with center-wavelength of
778 nm; A3 is the instantaneous frequency
of the pump and Stokes pulses.  For A1 and
A2,  the  left-top  is  the  original  data  from
experiment; left-bottom is the reconstructed
trace by using the FROG program; right-top
is the spectrum; right bottom is the pulse in
time domain.
              A3
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   A1             A2
Figure  C.2:  Pump  pulse  and  Stokes  pulse
measurement from FROG. A1 is for the Stokes
pulse centred at 837 nm; A2 is for the pump
pulse with center-wavelength of 786 nm; A3 is
the instantaneous frequency of  the pump and
Stokes pulses.  For A1 and A2, the left-top is
the original data from experiment; left-bottom
is the reconstructed trace by using the FROG
program;  right-top  is  the  spectrum;  right
bottom is the pulse in time domain.
           A3
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                                               A1             A2
Figure C.3: Pump pulse and Stokes pulse
measurement  from  FROG.  A1  is  for  the
Stokes pulse centred at 837 nm; A2 is  for
the  pump pulse  with  center-wavelength  of
786 nm; A3 is the instantaneous frequency
of the pump and Stokes pulses.  For A1 and
A2,  the  left-top  is  the  original  data  from
experiment; left-bottom is the reconstructed
trace by using the FROG program; right-top
is the spectrum; right bottom is the pulse in
time domain.
              A3
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         A1             A2
Figure  C.4:  Pump  pulse  and  Stokes  pulse
measurement  from  FROG.  A1  is  for  the
Stokes pulse centred at 837 nm; A2 is for the
pump pulse  with  center-wavelength  of  786
nm; A3 is the instantaneous frequency of the
pump and Stokes pulses.  For A1 and A2, the
left-top is the original data from experiment;
left-bottom  is  the  reconstructed  trace  by
using  the  FROG  program;  right-top  is  the
spectrum; right bottom is the pulse in time
domain.
            A3
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    A1                  A2
Figure  C.5:  Pump  pulse  and  Stokes  pulse
measurement  from  FROG.  A1  is  for  the
Stokes pulse centred at 837 nm; A2 is for the
pump pulse with center-wavelength of  786
nm; A3 is the instantaneous frequency of the
pump and Stokes pulses.  For A1 and A2, the
left-top is the original data from experiment;
left-bottom  is  the  reconstructed  trace  by
using  the  FROG program;  right-top  is  the
spectrum; right bottom is the pulse in time
domain.
             A3
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  A1               A2
Figure  C.6:  Pump  pulse  and  Stokes  pulse
measurement  from  FROG.  A1  is  for  the
Stokes pulse centred at 837 nm; A2 is for the
pump  pulse  with  center-wavelength  of  786
nm; A3 is the instantaneous frequency of the
pump and Stokes pulses.  For A1 and A2, the
left-top is the original data from experiment;
left-bottom is the reconstructed trace by using
the FROG program; right-top is the spectrum;
right bottom is the pulse in time domain.
             A3
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Appendix D
Best matching traces with gradient descent method
by Dr. Kisor Kumar Sahu’s group (use with permission)
In the following simulations, the reconstructed electric field is a combination of two Gaussian shape
pulses, 
E=E1(T1 , f 1 , A1 ,ϕ1, τ)+E2(T2 , f 2 , A2 ,ϕ2, τ) (D-1)
where T1/2 are time duration of the Gaussian pulses, f1/2 are the center-frequencies, A1/2 are the amplitude
factors, ϕ1/2 are the phases, and τ is an overall time delay. For the phases, the Raman part only has
second order phase while the red-shifted part has both second order and third order phase, and an extra
constant phase.
ϕ1=α2(t−τ)
2 (D-2)
ϕ2=α2(t−τ)
2
+α3( t−τ)
3
+ψ (D-3)
(1)
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