Abstract. A convenient 2-category of topological stacks is constructed which is both complete and Cartesian closed. This 2-category, called the 2-category of compactly generated stacks, is the analogue of classical topological stacks, but for a different Grothendieck topology. In fact, there is an equivalence of 2-categories between compactly generated stacks and those classical topological stacks which admit locally compact atlases. Compactly generated stacks are also equivalent to a bicategory of topological groupoids and principal bundles, just as in the classical case. If a classical topological stack and a compactly generated stack have a presentation by the same topological groupoid, then they restrict to the same stack over locally compact Hausdorff spaces and are homotopy equivalent.
Introduction
The aim of this paper is to introduce the 2-category of compactly generated stacks. Compactly generated stacks are "essentially the same" as topological stacks, however, their associated 2-category is Cartesian-closed and complete, whereas the 2-category of topological stacks appears to enjoy neither of these properties. In this paper, we show that these categorical shortcomings can be overcame by refining the open cover Grothendieck topology to take into account compact generation.
The study of the mapping stack between topological stacks has been done in many different settings. The special case of differentiable maps between orbifolds has been studied in [Che] , and is restricted to the case where the domain orbifold is compact. André Haefliger has studied the case of smooth maps betweenétale Lie groupoids (which correspond to differentiable stacks with anétale atlas) in [Hae] . In [LupUrib] , Ernesto Lupercio and Bernardo Uribe show that the free loop stack (the stack of maps from S 1 to the stack) of an arbitrary topological stack is again a topological stack. In [Noo3] , Behrang Noohi addressed the general case of maps between topological stacks. He showed that under a certain compactness condition on the domain stack, the stack of maps between two topological stacks is a topological stack and if this compactness condition is replaced with a local compactness condition, the mapping stack is "not very far" from being topological.
In order to obtain a Cartesian-closed 2-category of topological stacks, we first restrict to stacks over a Cartesian-closed subcategory of the category TOP of all topological spaces. For instance, all of the results of [Noo3] about mapping stacks are about stacks over the category of compactly generated spaces with respect to the open cover Grothendieck topology. We choose to work over the category of compactly generated Hausdorff spaces since, in addition to being Cartesian-closed, every compact Hausdorff space is locally compact Hausdorff, which is crucial in defining the compactly generated Grothendieck topology.
There are several equivalent ways of describing compactly generated stacks. The description that substantiates most clearly the name "compactly generated" is the description in terms of topological groupoids and principal bundles. Recall that the 2-category of topological stacks is equivalent to the bicategory of topological groupoids and principal bundles. Classically, if X is a topological space and G is a topological groupoid, the map π of a (left) principal G-bundle P over X G 1 P µ π G 0 X must admit local sections. The notion of a principal bundle makes sense without this requirement; this local triviality condition is precisely where the open cover Grothendieck topology manifests itself. Let us call an object that would otherwise be a principal bundle, if not for this bundle map admitting local sections, simply a principal bundle, and call one which admits local sections an ordinary principal bundle. A compactly generated principal bundle is then a principal bundle whose restriction to any compact subset of X is an ordinary principal bundle. With this notion of compactly generated principal bundles, one can define a bicategory of topological groupoids in an obvious way. This bicategory is equivalent to compactly generated stacks. There is another simple way of defining compactly generated stacks. Given any stack X over the category of compactly generated Hausdorff spaces, it can be restricted to the category of compact Hausdorff spaces CH. This produces a 2-functor j * : TSt → St (CH)
from the 2-category of topological stacks to the 2-category of stacks over compact Hausdorff spaces. Compactly generated stacks are (equivalent to) the essential image of this 2-functor. Finally, the simplest description of compactly generated stacks is that compactly generated stacks are classical topological stacks (over compactly generated Hausdorff spaces) which admit a locally compact atlas. In this description, the mapping stack of two spaces is usually not a space, but a stack! For technical reasons, neither of the three previous concepts of compactly generated stacks are put forth as the definition. Instead, a Grothendieck topology C G is introduced on the category CGH of compactly generated Hausdorff spaces which takes into account the compact generation of this category. It is in fact the Grothendieck topology induced by geometrically embedding the topos Sh (CH) of sheaves over CH into the topos of presheaves Set CGH op . Compactly generated stacks are defined to be presentable stacks (See Definition 2.16) with respect to this Grothendieck topology. The equivalence of all four notions of compactly generated stacks is shown in Section 4.1.
1.1. Organization and Main Results. Section 2 is a review of topological groupoids and topological stacks, including some recent results of David Gepner and André Henriques in [GepHen] which are crucial for the proof of the completeness and Cartesian-closedness of compactly generated stacks. In this section, we also extend Behrang Noohi's results to show that the mapping stack of two topological stacks is "nearly topological" if the domain stack admits an atlas by a CW-complex.
Section 3 details the construction of the compactly generated Grothendieck topology C G on the category of compactly generated Hausdorff spaces CGH. This is the Grothendieck topology whose associated presentable stacks are precisely compactly generated stacks. Many properties of the associated categories of sheaves and stacks are derived.
Section 4 is dedicated to compactly generated stacks. In Section 4.1, it is shown that compactly generated stacks are equivalent to two bicategories of topological groupoids. Also, it is shown that these are in turn equivalent to the restriction of topological stacks to compact Hausdorff spaces. Finally, it is shown that compactly generated stacks are equivalent to ordinary topological stacks (over compactly generated Hausdorff spaces) which admit a locally compact atlas.
Section 4.1 also contains one of the main results of the paper: This of course proves that classical topological stacks (over compactly generated Hausdorff spaces) which admit a locally compact atlas form a Cartesian-closed complete 2-category.
Finally, in section 4.4, there is a series of results showing how compactly generated stacks are "essentially the same" as topological stacks.
For instance, the following proposition is proven:
Proposition 1.1. Let X be a topological stack and let St C G (X ) be its C Gstackification. Then the canonical map
induces an equivalence of groupoids
for all locally compact Hausdorff spaces Y . Moreover, this map is a universal weak equivalence.
(See Proposition 4.2.) It is also shown that when X and Y are topological stacks and Y satisfies the local-compactness condition necessary in [Noo3] for Map (Y , X ) to be "nearly topological", then:
There is a universal weak equivalence
and these two stacks agree over locally compact paracompact Hausdorff spaces.
(See Theorem 4.10.) Finally, a concrete description of a topological groupoid presentation for the mapping stack of two compactly generated stacks is given. Using this, the previous result is extended to the case where Y admits a CW-complex as an atlas.
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Topological Groupoids and Topological Stacks
2.1. Definitions and Some Examples. This section is a review of topological groupoids and topological stacks. It is nearly entirely background material; nothing new occurs until subsection 2.9 aside from the fact that some of the standard results are stated for more general Grothendieck topologies. Definition 2.1. A topological groupoid is a groupoid object in TOP. Explicitly, it is a diagram
of topological spaces and continuous maps satisfying the usual axioms. Forgetting the topological structure (i.e. applying the forgetful functor from TOP to Set), one obtains an ordinary (small) groupoid.
Topological groupoids form a 2-category with continuous functors as 1-morphisms and continuous natural transformations as 2-morphisms. We denote the 2-category of topological groupoids by TOPGpd.
Remark. TOPGpd has lax fibred products and arbitrary products. Hence, it follows from [Street] and [Fiore] that it is a complete 2-category.
Definition 2.2. Given a topological space X, we again denote by (X) id the topological groupoid whose object and arrow space are both X and all of whose structure maps are the identify morphism of X. The arrow space is the collection of all the identity arrows for the objects X. Definition 2.3. Given a topological space X, the pair groupoid P air (X) is the topological groupoid whose object space is X and whose arrow space is X × X, where an element (x, y) ∈ X × X is viewed as an arrow from y to x and composition is defined by the rule (x, y) · (y, z) = (x, z) .
Definition 2.4. Given a continuous map φ : U → X, the relative pair groupoid P air (φ) is defined to be the topological groupoid whose arrow space is the fibred product U × X U and object space is U , where an element (x, y) ∈ U × X U ⊂ U × U is viewed as an arrow from y to x and composition is defined by the rule (x, y) · (y, z) = (x, z) .
The pair groupoid of a space X is the relative pair groupoid of the unique map from X to the one-point space.
Definition 2.5. Given a topological groupoid G and a continuous map f : X → G 0 , there is an induced groupoid f * (G), which is a topological groupoid whose object space is X such that arrows between x and y in f * (G) are in bijection with arrows between f (x) and f (y) in G.
this, G = (T ) id for some topological space T , then this is called theČech groupoid associated to the cover U of T and is denoted by T U .
Remark.
If the open cover U is instead a cover for a different Grothendieck topology on TOP, the above still makes sense. This will be important later.
2.2. Principal Bundles. Principal bundles for topological groups, and more generally for topological groupoids, are classical objects of study. However, principal bundles (and many other objects involving a local triviality condition) should not be thought of as objects associated to the category TOP, but rather as objects associated to the Grothendieck site (TOP, O), where O is the open cover topology on TOP. This Grothendieck topology is defined by declaring a family of maps (O α → X) α to be a covering family if and only if it constitutes an open cover of X. The concept of principal bundles generalizes to other Grothendieck topologies on TOP and we will need this generality later when we introduce the compactly generated Grothendieck topology. For the remainder of this subsection, let J be an arbitrary subcanonical Grothendieck topology on TOP.
Definition 2.6. Given a topological groupoid G, a (left) G-space is a space E equipped with a moment map µ : E → G 0 and an action map ρ :
is the fibred product, such that the following conditions hold: i) (gh) · e = g · (h · e) whenever e is an element of E and g and h elements of G 1 with domains such that the composition makes sense ii) 1 µ(e) · e = e for all e ∈ E iii) µ (g · e) = t (g) for all g ∈ G 1 and e ∈ E. Definition 2.7. Suppose that G E is a G-space. Then the action groupoid G ⋉ E is defined to be the topological groupoid whose arrow space is G × G0 E and whose object space is E. An element (g, e) ∈ G × G0 E ⊂ G × E is viewed as an arrow from e to g · e. Composition is defined by the rule (g, e) · (h, g · e) = (hg, e) .
Definition 2.8. Given a topological groupoid G, the translation groupoid EG is defined to be the action groupoid G ⋉ G 1 with respect to the action of G on G 1 by multiplication. Definition 2.9. A (left) G-bundle over a space X (with respect to J) is a (left) G-space P equipped with G-invariant projection map π : P → X which admits local sections with respect to the Grothendieck topology J. This last condition means that there exists a covering family U = (U i → X) i in J and morphisms σ i : U i → P called local sections such that the following diagram commutes for all i: This condition is equivalent to requiring that the projection map is a J-coverF Such a G-bundle is called (J)-principal if the induced map,
We typically denote such a principal bundle as
Remark. To ease notation, for the rest of this section, the term principal bundle, will refer to a J-principal bundle for our fixed topology J.
Definition 2.10. Any topological groupoid G determines a principal G-bundle over G 0 by
Definition 2.11. Given P and P ′ , two principal G-bundle over X, a continuous map f : P → P ′ is a map of principal bundles if it respects the projection maps and is G-equivariant. It is easy to check that any such map must be an isomorphism of principal bundles.
Definition 2.12. Let f : Y → X be a map and suppose we have a principal G-bundle over X
Then we can give Y × X P → Y the structure of a principal G-bundle f * (P ) over Y , called the pull-back bundle, in the obvious way. Definition 2.13. If G is topological groupoid and
is a principal G-bundle over X, then we define the gauge groupoid Gauge (P ) to be the following topological groupoid:
The fibred product
The arrow space of Gauge (P ) is the quotient P × G0 P / G and the object space is X. An equivalence class [(p, q) ] is viewed as an arrow from π (p) to π (q) (which is well defined as π is G-invariant.) Composition is determined by the rule
where g is the unique element of G 1 such that g · q ′ = q.
Definition 2.14. Let G and H be topological groupoids. A (left) principal Gbundle over H is a (left) principal G-bundle
over H 0 , such that P also has the structure of a right H-bundle with moment map ν, with the G and H actions commuting in the obvious sense. We typically denote such a bundle by
Remark. To a continuous functor ϕ : H → G, one can canonically associate a principal G-bundle over H. It is defined by putting the obvious (right) H-bundle structure on the total space of the pullback bundle ϕ *
2.3. Bicategories of Topological Groupoids.
Definition 2.15. A continuous functor ϕ : H → G between two topological groupoids is a J-Morita equivalence if the following two properties hold: i) (Essentially Surjective) The map t • pr 1 : G 1 × G0 H 0 → G 0 admits local sections with respect to the topology J, where G 1 × G0 H 0 is the fibred product
The following is a fibred product
Remark. If U is a J-cover of the object space G 0 of a topological groupoid G, then the induced map G U → G is a J-Morita equivalence.
Remark. We will again suppress the reference to the Grothendieck topology J; for the rest of the section a Morita equivalence will implicitly mean a J-Morita equivalence for our fixed topology J. A Morita equivalence with respect to the open cover topology will be called an ordinary Mortia equivalence.
Remark. The property of being a Morita equivalence is weaker than being an equivalence in the 2-category TOPGpd. In fact, a Morita equivalence is an equivalence in TOPGpd if and only if t • pr 1 admits a global section. However, any Morita equivalence does induce an equivalence in the 2-category Gpd after applying the forgetful 2-functor. Morita equivalences are sometimes referred to as weak equivalences.
We denote by W J the class of Morita equivalences. The class W J admits a right calculus of fractions in the sense of [Pronk] . There is a bicategory TOPGpd W −1 J obtained from the 2-category TOPGpd by formally inverting the Morita equivalences. A 1-morphism from H to G in this bicategory is a diagram of continuous functors
as TOPGpd. A 1-morphism between two topological groupoids H and G is a leftprincipal G-bundle over H (with respect to J). There is a well-defined way of composing principal bundles, for details see [MoeMrč2] or [Mrč] . A 2-morphism between two such principal bundles is a biequivariant map (a map which is equivariant with respect to the left-G-action and the right-H-action). A principal G-bundle over H is an equivalence in this bicategory if and only if the underlying H-bundle is also principal. By the remark following definition 2.14, there is a canonical inclusion TOPGpd ֒→ Bun J TOPGpd which sends Morita equivalences to equivalences. Therefore, there is an induced
Theorem 2.1. The induced map
is an equivalence of bicategories.
This theorem is well known. A 1-categorical version of this theorem is proven in [MoeMrč2] , Section 2.6. The general result follows easily from [Pronk] , Section 3.4. , that is contravariant (possibly weak) 2-functors from the category TOP into the 2-categeory of (essentially small) groupoids Gpd. Let G be a topological group. A standard example would be the weak presheaf that assigns to each space the category of principal G-bundles over that space (this category is a groupoid). More generally, let G be a topological groupoid. Then G determines a weak presheaf on TOP by the rule
Topological Stacks. Consider the 2-category Gpd
This defines an extended Yoneda 2-functorỹ : TOPGpd → Gpd TOP op and we have the obvious commutative diagram
Remark.ỹ preserves all lax-limits.
Given a subcanonical Grothendieck topology J on TOP, we denote by [G] J the associated stack on (TOP, J), St J •ỹ G , where St J is the stackification 2-functor (Definition A.3).
It can be checked that
where the weak 2-colimit above is taken over a suitable 2-category of J-covers. For details in the case J is the open cover topology, see [GepHen] .
Remark. Since St J preserves finite lax-limits, it follows that [ · ] J does as well.
Definition 2.16. A stack X on (TOP, J) is presentable if it is 2-isomorphic to [G] J for some topological groupoid G. In this case, G is said to be a presentation of X .
We denote the full sub-2-category of St J (TOP) consisting of presentable stacks by PresSt J (TOP).
Definition 2.17. A topological stack is a presentable stack for the open cover topology on TOP. We shall denote the topological stack associated to a topological groupoid G by [G] .
Theorem 2.2. The 2-functor
induces an equivalence of bicategories
This theorem is well known. For example, see [Pronk] for the case ofétale topological groupoids and topological stacks with anétale atlas, and also forétale Lie groupoids andétale differentiable stacks. [BehXu] contains much of the necessary ingredients for the proof of the case of general Lie groupoids and differentiable stacks in its so called Dictionary Lemmas. Similar statements in the case of algebraic stacks can be found in [Naum] . The general theorem follows again from an easy application of [Pronk] , Section 3.4.
Hence all three bicategories, PresSt J (TOP), TOPGpd W −1 J and Bun J TOPGpd are equivalent.
Corollary 2.1. If G is a topological groupoid, then the associated presentable stack [G] J (is equivalent to one that) assigns to each topological space T , the groupoid of principal G-bundles over
Definition 2.18. [Met] A morphism ϕ : X → Y between weak presheaves is said to be a J-covering morphism if for every space X and every object x ∈ Y (X) 0 , there exists a J-covering family U = (f i : U i → X) i of X such that for each i there exists an object x i ∈ X (U i ) 0 and a(n) (iso)morphism
If X and Y are both J-stacks, J-covering morphisms are referred to as Jepimorphisms [Met] , [Noo1] .
There is a more intrinsic description of presentable stacks: Definition 2.19. A J-atlas for a stack X over (TOP, J) is a representable (See Definition A.2) J-epimorphism p : X → X from a topological space X.
Proposition 2.1. [Noo1] A stack X is presentable if and only if it has an atlas.
Suppose that p : X → X is an atlas. Consider the lax fibred product
Then X × X X ⇉ X has the structure of a topological groupoid whose associated stack is X .
Conversely, given a topological groupoid G, the canonical map of groupoids (G 0 ) id → G (which is the identity objects and u on arrows) produces a morphism
We end this section by stating a technical lemma.
Lemma 2.3. The presentable stack [G] J is the lax colimit of the following diagram of representables:
where the three parallel arrows are the first and second projections and the composition map.
Proof. This is the content of [Noo1] Proposition 3.19.
2.5. The Classifying Space of a Topological Groupoid.
Definition 2.20. We define the n th simplicial groupoid (∆ n ) Gpd as the pair groupoid on the set (discrete space) [n] = {0, 1, . . . , n}.
The functor
∆ → TOPGpd which sends n to (∆ n ) Gpd induces a functor called the simplicial nerve from the 1-truncation of TOPGpd to TOP
where G n is the n th fibred product, i.e., the space of n-composable arrows of G. Let ∆
• denote the functor
Definition 2.21. Let X • be a simplicial space. Then the geometric realization |X • | of X • is the tensor product of functors
Explicitly, |X • | is the coequalizer of the diagram
Definition 2.22. Let X • be a simplicial space. Then the fat geometric realization X • of X • is the coequalizer of the subdiagram of the coequalizer diagram defining |X • | defined by only indexing the left coproduct over strictly increasing functions f .
Definition 2.23. The classifying space of a topological groupoid G is the fat geometric realization of its simplicial nerve, denoted by G . The classifying space admits the following concrete description. A point of ∆ n × G n may be seen as a composable sequence of morphisms of weighted objects r · x of G
αn → x n a sequence of composable morphisms in G. Consider the equivalence relation ∼ in which we identify a sequence in which some r i = 0 with the sequence obtained by omitting r i · x i and composing α i+1 with α i and if i = 0 or i = n we omit α i .
Then the classifying space of G is obtained as
Note that points of EG can be described by sequences
αn → x n a sequence of composable arrows in G. (We do not assign a weight to the first object x.)
From this description, we see there are two obvious maps
This gives
2.6. Fibrant Topological Groupoids.
Definition 2.24.
[GepHen] A principal G-bundle E over B is universal if every principal G-bundle P over a paracompact base X admits a G-bundle map
unique up to homotopy.
Definition 2.25.
[GepHen] A topological groupoid G is fibrant if the unit principal G-bundle is universal.
Definition 2.26.
[GepHen] The fibrant replacement of a topological groupoid G is the gauge groupoid of the universal principal G-bundle EG , denoted F ib (G).
Remark. If G is compactly generated Hausdorff, then so is F ib (G).
Concretely, an arrow between two objects
is simply an arrow g : x n → y 0 in G. Hence, we can identify arrows in F ib (G) with composable sequences of arrows between weighted objects of the form
Note that there is a canonical groupoid homomorphism
defined on objects by x → 1 · x and on arrows by (g :
Lemma 2.6.
[GepHen] The canonical homomorphism ξ G is a(n) (ordinary) Morita equivalence for all topological groupoids G.
The following theorem will be of importance later: Definition 2.27. Let P be a property of a map of topological spaces. P is said to be invariant under change of base if for all f : Y → X with property P , if g : Z → X is any continuous map, the induced map Z × X Y → Z also has property P . P is said to be invariant under restriction if this holds whenever g is an embedding. A property P which is invariant under restriction is said to be local on the target if any f : Y → X for which there exists an open cover (U α → X) such that the induced map
Examples of such properties are being an open map, covering map, closed map, local homeomorphism etc.
Definition 2.28. Let P be a property of a map of topological spaces which is invariant under restriction and local on the target. Then, a representable map f : X → Y of stacks (for the open cover topology) is said to have property P if for any map T → Y from a topological space, the induced map T × Y X → T has property P .
Remark. Both of these definitions have obvious modifications to accommodate Grothendieck topologies other than the open cover topology.
2.8. The Homotopy Type of a Topological Stack. The weak homotopy type of a stack X over TOP with respect to the open cover topology is the homotopy type of a terminal object in the homotopy category of CW-complexes over X . Such a weak homotopy type always exists. For details, see [GepHen] . In the case that X is a topological stack, we have the following concrete description of the weak homotopy type:
If X is a topological stack, the weak homotopy type of X is the weak homotopy type of G for any topological groupoid G for which
The above proposition is not new in that sense that it has been the working definition of the homotopy type of a topological stack for quite some time. For instance, this is the definition of the homotopy type of an orbifold given in [AdLeRu] .
As a corollary, we obtain the following:
This is a classical result. For instance, it is proven for the case ofétale topological groupoids in [Moerd] and [Moerd2] . Remark. The property of being a universal weak equivalence is stable under restriction and local on the target.
It follows from Lemma 2.6 that given X ∼ = [G], there exists an atlas
The atlas ϕ : G → X is a universal weak equivalence.
Homotopical Stacks and Mapping Stacks. Stacks on TOP (with respect
to the open cover topology) come in many different flavours. Of particular importance of course are topological stacks-those stacks coming from topological groupoids. However, this class of stacks seems to be too restrictive since many natural stacks, for instance the stack of maps between two topological stacks, appear to not be topological.
A topological stack is a stack X which admits an epimorphism X → X from a topological space X. This implies: i) Any map T → X from a topological space is representable (equivalently, the diagonal ∆ : X → X × X is representable) [Noo1] . ii) If T → X is a continuous map, then the induced map T × X X → T admits local sections (i.e. is an epimorphism in TOP). If the second condition is slightly weakened, the result is a stack which is "nearly topological". Definition 2.30. [Noo2] A paratopological stack is a stack X on TOP (with respect to the open cover topology), satisfying condition i) above, and satisfying condition ii) for all maps T → X from a paracompact space. (1) q (T ) :X (T ) → X (T ) .
The idea of the proof can be found in [Noo2] , but is enlightening, so we include it for completeness:
If q is as in (1), and p : X →X is an atlas forX , then q • p : X → X satisfies condition ii) of Definition 2.30, hence X is paratopological. Conversely, if X is paratopological, take p : X → X as in condition ii) of Definition 2.30. Form the lax fibred product
LetX be topological stack associated with the topological groupoid X × X X ⇉ X, and q :X → X the canonical map.
Definition 2.32. [Noo2] A homotopical stack is a stack X on TOP (with respect to the open cover topology) with representable diagonal for which there exists a morphism X → X from a topological space such that for all maps T → X from T a CW-complex (equivalently T any space), the induced map T × X X → T is a weak homotopy equivalence.
In [Noo2] , Noohi proved that paratopological and pseudotopological stacks are homotopical and that there is a functorial way of assigning them a map from a topological space satisfying property ii) of Definition 2.30 which is also a universal homotopy equivalence. 
We will from here on in denote X Y by Map (Y , X ) and refer to it as the mapping stack from Y to X .
For the rest of this section, we work in the category CG of compactly generated spaces, which is Cartesian-closed.
In Proof. Let G be a topological groupoid presenting X . Let F ib (G)
H denote the internal exponent of groupoid objects in compactly generated Hausdorff spaces.
Note that there is a canonical map
which sends any generalized homomorphism T U → F ib (G) H to the induced generalized homomorphism from T × H, T U × H → F ib (G) (which may be viewed as object in Hom TSt (T × Y , X ) since G and F ib (G) are Morita equivalent). Suppose that T is a paracompact Hausdorff space. Then:
Note that any paracompact Hausdorff space is a shrinking space so without loss of generality we may assume that each cover U of T is a topological covering by closed neighborhoods. Since any closed subset of a paracompact space is paracompact, this means that the groupoid T U has paracompact object space. So the object space of T U × H is the product of a paracompact Hausdorff space and a CW-complex, hence paracompact. Moreover, by Theorem 2.7, we have that
3. The Compactly Generated Grothendieck Topology 3.1. Why are Compactly Generated Hausdorff Spaces Cartesian Closed? In order to obtain a Cartesian closed 2-category of topological stacks, we will start with a Cartesian closed category of topological spaces. We choose to work with the category CGH of compactly generated Hausdorff spaces (also known as Kelley spaces). Definition 3.1. A topological space X is compactly generated if it has the final topology with respect to all maps into X with compact Hausdorff domain. When X is Hausdorff, this is equivalent to saying that a subset A of X is open if and only if its intersection which every compact subset of X is open.
The inclusion CGH ֒→ HAUS of the category of compactly generated Hausdorff spaces into the category of Hausdorff spaces admits a right-adjoint, called the Kelley functor, which replaces the topology of a space X with the final topology with respect to all maps into X with compact Hausdorff domain. Hence the inclusion into Hausdorff spaces preserves colimits, as it is a left adjoint. Limits in CGH are computed by first computing the limit in HAUS, and then applying the Kelley functor (in this way the compactly generated product topology differs from the ordinary product topology).
Although the fact that this category is Cartesian-closed is a classical result (See: [Steen] ), we will recall briefly the key reasons why this is true in order to gain insight into how one could construct a Cartesian-closed theory of topological stacks.
(1) In TOP, if K is compact Hausdorff, then for any space X, the space of maps endowed with the compact-open topology serves as an exponential object Map (K, X). (2) A Hausdorff space Y is compactly generated if and only if it is the colimit of all its compact subsets:
CGH has all limits So by general properties of limits and colimits, the space
is a well defined exponential object (with the correct universal property). The story starts the same for topological stacks:
Let Y be as above and let X be a topological stack. Then Map (K α , X ) is a topological stack for each compact subset K α ⊂ Y .
One might therefore be tempted to claim:
But, there are a two problems with this: • This weak 2-limit may not exist as a topological stack.
• The fact that Y is the colimit of its compact subsets in CGH does not imply that Y is the weak colimit of its compact subsets as a topological stack since the Yoneda embedding does not preserve arbitrary colimits. Recall however that for an arbitrary subcanonical Grothendieck site (C , J), the Yoneda embedding y : C ֒→ Sh J (C ) preserves colimits of the form
where C α fα → C is a J-cover. We therefore shall construct a Grothendieck topology C G on CGH, called the compactly generated Grothendieck topology, such that for all Y , the inclusion of all compact subsets (K α ֒→ Y ) is a C G -cover. As it shall turn out, in addition to being Cartesian closed, the 2-category of presentable stacks for this Grothendieck topology will also be complete.
3.2. The Compactly Generated Grothendieck Topology. In this subsection, we give a geometric construction of the compactly generated Grothendieck topology on CGH. Those readers not familiar with topos theory may wish to skip to Definition 3.2 for the concrete definition of a C G -cover. Some important properties of C G -covers are summarized as follows:
i) Every open cover is a C G -cover (Proposition 3.2) ii) For any space, the inclusion of all its compact subsets is a C G -cover (Corollary 3.1) iii) Every C G -cover of a locally compact space can be refined by an open one (Proposition 3.4) iv) The category of C G -sheaves over compactly generated Hausdorff spaces is equivalent to the category of ordinary sheaves over compact Hausdorff spaces (Theorem 3.2). Let j : CH ֒→ CGH be the full and faithful inclusion of compact Hausdorff spaces into compactly generated Hausdorff spaces. This induces a geometric morphism (j * , j * )
which is an embedding (i.e. j * is full and faithful [MacMoe] ). Denote by
the functor which assigns a compactly generated Hausdorff space X the presheaf T → Hom CGH (T, X) and by
the functor which assigns a T ∈ CH the presheaf X → Hom CGH (X, T ). Note that y CH is a fully faithful embedding. The pair (j * , j * ) can be constructed as the adjoint pair induced by y CH through a left Kan-extension \ nerve construction. Explicitly:
and j * (G) (X) = Hom Set CH op (y CH (X) , G) . From the general theory of adjoint functors, j * restricts to an equivalence between, on one hand the full subcategory of Set CH op whose objects are those for which the co-unit ε (j) is an isomorphism, and on the other hand, the full subcategory of Set CGH op whose objects are those for which the unit η (j) is an isomorphism. However, since j is fully faithful, the co-unit is always an isomorphism, which verifies that j * is fully faithful and gives us a way of describing its essential image.
In fact, j * also has a left-adjoint j ! . The adjoint pair j ! ⊥ j * is the one induced by y CGH . Hence, j ! is the left Kan-extension of y CGH . We conclude that j ! is also fully faithful (See: [MacMoe] ).
Denote by Sh (CGH) the topos of sheaves on compactly generated Hausdorff spaces with respect to the open cover topology. We define Sh (CH) as the unique topos fitting in the following pullback diagram:
Due to the factorization theorem of geometric morphisms in topos theory [MacMoe] , the geometric embedding Sh (CH) Set CH op corresponds to a Grothendieck topology K on CH. It is easy to verify that since the functor j is fully faithful, the covering sieves in K for a compact Hausdorff space K are precisely those subobjects S y (K) which are obtained by restricting a covering sieve of K with respect to the open cover topology on CGH to CH via the functor j * . In this sense, the covering sieves are "the same as in the open cover topology".
Proposition 3.1. The Grothendieck topology K on CH has a basis of finite covers of the form (T i ֒→ T ) n i=1 by compact neighborhoods (i.e. their interiors form an open cover).
Proof. Compact Hausdorff spaces are locally compact in the strong sense that every point has a local base of compact neighborhoods. Hence covers by compact neighborhoods generate the same sieves as open covers.
Consider the geometric embedding
where Sh denotes the sheafification with respect to K .
Remark. It is clear that for any presheaf F in Set
CGH op , the K -sheafication of the restriction of F to CH is the same as the restriction of the sheafication of F.
By composition, we get an embedding of topoi
Again by the factorization theorem [MacMoe] , there exists a unique Grothendieck topology C G on CGH such that the category of sheaves Sh C G (CGH) is j * (Sh (CH)). We will construct it and give some of its properties.
There is a very general construction [MacMoe] that shows how to extract the unique Grothendieck topology corresponding to this embedding.
First, we define a universal closure operation on Set CGH op . Let F be a presheaf over CGH and let m : A F be a representative for a subobject A of F . Then a representative for the subobjectĀ is given by the left-hand side of the following pullback diagram
where η is the unit of the adjunction Sh • j * ⊥ j * • i. To describe the covering sieves of C G , it suffices to describe the universal closure operation on representables.
Let X be a compactly generated Hausdorff space.
Claim. The unit η X is an isomorphism.
Proof. The restriction j * X is a K -sheaf. Hence
Furthermore, for any compactly generated Hausdorff space Y ,
since y CH is fully faithful. Now, let m : A X a sieve. Then, since the unit η X is an isomorphism,Ā is represented by the monomorphism
The covering sieves in C G of X are exactly those sieves on X whose closure is equal to the maximal sieve, i.e. X. So m : A X is a covering sieve if and only if
is an isomorphism. Since j * is fully faithful, this is if and only if
is an isomorphism. In other words,
is a covering sieve if and only if the K -sheafification of j * (A) is isomorphic to y CH (X) Definition 3.2. Let X be a compactly generated Hausdorff space and let (α i : V i ֒→ X) i∈I be family of inclusions of subsets V i of X. Such a family is called a C G -cover if for any compact subset K of X, there exists a (finite) subset J (K) ⊆ I such that the collection (V j ∩ K) j∈J(K) can by refined by an open cover of K. Denote the set of C G -covers of X by B (X) .
Lemma 3.1. B is a basis for the Grothendieck topology C G . Proof. Let (f i : Q i → X) be a class of maps into X. We denote the sieve it generates by S f . For any compactly generated Hausdorff space Y , we have S f (Y ) = {h : Y → X such that h factors through f i for some i} .
So, S f is a covering sieve if and only if when restricted to CH, its K -sheafification is isomorphic to y CH (X). We first note that j * (S f ) is clearly a K -separated presheaf. Hence, its sheafification is the same as j
factors uniquely as
It suffices to see when the map j
LetS f be the presheaf on CH
Then the map j
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It suffices to see when the canonical mapS f → y CH (X) is pointwise surjective. This is precisely when for any map h : K → X from a compact space K ∈ CH, there exists an open cover (U j ) j of K such that for all j, h| Uj factors through f i for some i. Classes of maps with codomain X with this property constitute a large basis for the Grothendieck topology C G . It is in fact maximal in the sense that S is a covering sieve if and only if it is one generated by a large cover of this form. We will now show that any such large covering family has a refinement by one of the form of the lemma.
Let (f i : Q i → X) denote such a (possibly large) family and let
denote the inclusion of all compact subsets of X. Then for each α, there exists a finite open cover of
L is an open cover of L such that the restriction of g to any element of the cover factors through the inclusion of some O α j into X. Hence the sieve generated by U is a covering sieve for C G which refines the sieve generated by (f i : Q i → X).
We have the following obvious proposition whose converse is not true:
Any open cover of a space is also a C G cover.
In particular, one cover that is quite useful is the following. Proof. Let X ∈ LCH and let V = (α i : V i ֒→ X) i∈I be a C G -cover of X. Let (K l ) be a topological covering of X by compact subsets such that the interiors int (K l ) constitute an open cover for X. Then for each K l , there exists a finite subset
is an open cover for K l such that the inclusion of each
We can now define the C G -sheafification functor Sh C G either by the covering sieves, or by using the basis B (i.e. both will give naturally isomorphic functors). Let Sh C G (CGH) denote the category of C G -sheaves. Then we have an embedding of topoi given by
where ℓ :
is the inclusion of the category of sheaves. By the previous observation that open covers are C G -covers, we also have
where Sh (CGH) is the category of sheaves on CGH with respect to the open cover topology.
By construction, we have the following theorem:
There is an equivalence of topoi
(up to natural isomorphism).
Note that the essential image of ℓ is the same as the essential image of j * • i. Hence, a presheaf F in Set CGH op is a C G -sheaf if and only if the unit η of Sh•j * ⊥ j * •i is an isomorphism at F . We have the following immediate corollary.
Corollary 3.2. The Grothendieck topology C G is subcanonical.
By applying j * we have
Since the co-unit ε (j) of j * ⊥ j * is an isomorphism, this yields
If F ∈ Sh (CGH) is a sheaf in the open cover topology then its C G -sheafification is given by
We end this subsection by noting ordinary sheaves and C G -sheaves agree on locally compact Hausdorff spaces:
Let ς denote the unit of the adjunction j * ⊥ j * .
Proposition 3.4. Let F ∈ Sh (CGH) be a sheaf in the open cover topology and X in LCH a locally compact Hausdorff space. Then the map
is a bijection. In particular, F and Sh C G (F ) agree on locally compact Hausdorff spaces.
Proof. This follows immediately from Proposition 3.3 3.3. Stacks for the Compactly Generated Grothendieck Topology. Denote again by y CH the 2-functor
Then, it produces a 2-adjoint pair, which we will also denote by j * ⊥ j * , by constructing j * as the lax left Kan extension of y CH , and by letting
we get a 2-functor which is lax-colimit preserving and whose restriction to representables is the same as y CH , hence, by uniqueness, the above equation for j * must be correct. Note that the co-unit is an equivalence, hence j * is fully faithful. Similarly, denote again by y CGH the 2-functor
Let j ! be the 2-functor obtained by its lax left Kan extension. Just as before, j ! is left 2-adjoint to j * . Similarly, j ! is fully faithful. To justify the use of the same symbols, we have
where, the j * , j * , j ! appearing on the left-hand side are 1-functors. Let St (CH) denote the 2-category of stacks on CH with respect to the Grothendieck topology K . Then we have a 2-adjoint pair
where St is the stackification 2-functor (Definition A.3) and i is the inclusion. Then, by composition, we get a 2-adjoint pair
Definition 3.3. A stack with respect to the Grothendieck topology C G on CGH will be called a C G -stack.
Let St C G (CGH) denote full sub-2-category of Gpd CGH op consisting of C G -stacks, and let St C G denote the associated stackification 2-functor, and ℓ the inclusion, so St C G ⊥ ℓ. Just as before, since every open covering is a C G -cover,
The following results and their proofs follow naturally from those of the previous section when combined with the Comparison Lemma for stacks, a straight-forward stacky analogue of the theorem in [SGA4] III:
Corollary 3.4. There is an equivalence of 2-categories
Corollary 3.5. If X is a weak presheaf in Gpd
If X ∈ St (CGH) is a stack in the open cover topology then its C G -stackification is given by
Again, let ς denote the unit of the 2-adjunction j * ⊥ j * .
Proposition 3.5. Let X ∈ St (CGH) be a stack in the open cover topology and X in LCH a locally compact Hausdorff space. Then the map
is an equivalence of groupoids. In particular, X and St C G (X ) agree on locally compact Hausdorff spaces.
Compactly Generated Stacks
4.1. Compactly Generated Stacks.
Definition 4.1. A compactly generated stack is a presentable C G -stack. (See Definition 2.16).
We denote the full sub-2-category of St C G (CGH) of compactly generated stacks by C G TSt.
Intrinsically, a compactly generated stack is a C G -stack X such that there exists a compactly generated Hausdorff space X and a representable C G -epimorphism
The map above is a C G -atlas for X . Letỹ
, it is the full sub-2-category of consisting of K -stacks equivalent to [G] K for some compactly generated topological groupoid G. It is immediate from Theorem 3.4 that this 2-category is equivalent to C G TSt. In fact, the functor j * restricts to an equivalence j * : C G TSt ′ → C G TSt of 2-categories. Hence we have proven:
Theorem 4.1. The 2-category of compactly generated stacks, C G TSt, is equivalent to the essential image of j * : TSt → St (CGH) .
Note that from Theorems 2.1 and 2.2, C G TSt is also equivalent to the bicategory of fractions CGHGpd W −1 C G of compactly generated Hausdorff topological groupoids with inverted C G -Morita equivalences, and also to the bicategory BunCGHGpd of compactly generated Hausdorff topological groupoids with left C G -principal bundles as morphisms:
Theorem 4.2. The 2-functor
induces an equivalence of bicategories 
We note that the principal bundles in BunCGHGpd have a very simple description:
Recall that our notion of principal bundle depends on a Grothendieck topology. When the projection map of a principal bundle admits local sections (with respect to the open cover topology), it is called ordinary.
Proposition 4.1. If G is a topological groupoid in CGHGpd, X is a compactly generated Hausdorff space, and
is a left G-space over π, then it is a C G -principal bundle if and only if the restriction of P to K is an ordinary principal G-bundle over K, for every compact subset
Proof. Suppose that we are given a left G-space over π, P , whose restriction to K is an ordinary principal G-bundle over K, for every compact subset K ⊆ X. Then, for each compact subset
over which P admits local sections. Then P admits local sections with respect to the C G -cover U := U i α ֒→ X . The converse is trivial. 
induced by the unit ς X : X → St C G (X ), and the 2-adjunction St C G ⊥ ℓ is an equivalence of groupoids. Proof. First note that the sub-2-category of topological stacks consisting of those topological stacks which admit a locally compact atlas is equivalent to the subbicategory of topological groupoids and ordinary principal bundles consisting of topological groupoids with locally compact object space. Denote this bicategory by BunLCH 0 Gpd. Consider now the map of bicategories Υ : BunLCH 0 Gpd → C G TSt which sends the groupoid G to [G] C G . Note that if G and H are in BunLCH 0 Gpd,
since H 0 is locally compact. Hence Υ is fully faithful. Furthermore, notice the essential image of Υ is those compactly generated stacks which admit a locally compact atlas. To complete the proof, note that if G is any topological groupoid, then the inclusion of all compact subsets of G 0 is a C G -cover U and hence G U is a topological groupoid with locally compact object space which is C G -Morita equivalent to G. Hence, every compactly generated stack admits a locally compact atlas and Υ is essentially surjective.
Theorem 4.5. The 2-category of compactly generated stacks has arbitrary products.
Proof. Let X i be an arbitrary family of compactly generated stacks. Then we can choose topological groupoids G i in CGHGpd such that
In light of Lemma 2.6, we may assume without loss of generality that each G i is fibrant. Under this assumption, by Theorem 2.7, it follows that
Note that the product i X i is a C G -stack, as any 2-category of stacks is complete. It suffices to show that this product is still presentable. Recall thatỹ CH preserves small lax limits. Moreover, j * does as well as it has a right 2-adjoint. Hence
It follows that
Corollary 4.2. The 2-category of compactly generated stacks is closed under arbitrary small lax limits.
Proof. Since CGHGpd is closed under binary lax fibred products and the stackification 2-functor St C G preserves finite lax limits, the 2-category C G TSt is closed under binary lax fibred products. By Theorem 4.5, this 2-category has arbitrary small products. Hence, again by [Street] and [Fiore] , C G TSt is a complete 2-category.
Mapping Stacks of Compactly Generated Stacks.
Recall that if X and Y are any stacks over CGH then they have a mapping stack
It is the goal of this section to prove that if X and Y are compactly generated stacks, then so is Map (Y , X ). Proof. Since any C G -stack is completely determined by its restriction to CH, it suffices to show that for any compact Hausdorff space T ∈ CH,
and because of the definition of K
Furthermore, since Y × T ∼ = [H × T ] and H × T has compact Hausdorff object space, by Corollary 4.1,
Corollary 4.3. If K is a compact Hausdorff space and X an arbitrary compactly generated stack, then Map (K, X ) is a compactly generated stack.
Lemma 4.7. If X is a compactly generated Hausdorff space and X an arbitrary compactly generated stack, then Map (X, X ) is a compactly generated stack.
Proof. Let K α iα ֒→ X denote the inclusion of all compact subsets of X. This is a C G -cover for X. Let Y be an arbitrary compactly generated Hausdorff space.
By Proposition A.1, we have that in C G TSt
So by Corollary 4.2, Map (X, X ) is a compactly generated stack.
Theorem 4.8. If X and Y are arbitrary compactly generated stacks, then Map (Y , X ) is a compactly generated stack.
Since the map G 0 → X is a C G -epimorphism and f is a universal weak equivalence, it follows thatφ is a universal weak equivalence.
We have the following two Corollaries:
Corollary 4.4. The weak homotopy type of a compactly generated stack is the weak homotopy type of any topological groupoid presenting it.
Corollary 4.5. Let φ : G → H be a C G -Morita equivalence between two topological groupoids G and H. Then φ induces a weak homotopy equivalence
Then each atlas G → X and H → X is a universal weak equivalence. The following diagram 2-commutes (with the outer square Cartesian):
Since each atlas is a universal weak equivalence, α and β are weak equivalences, and hence so is ϕ .
4.4.
Comparison with Topological Stacks. First, we make a basic observation: Proposition 4.2. Let X be a topological stack. Then the unit map
for all locally compact Hausdorff spaces Y . Moreover, ς is a universal weak equivalence.
Proof. The first statement follows immediately from Proposition 3.5. Suppose G is a topological groupoid for which X ∼ = [G] . Then the C G -atlas for
Since the both
G → X and G → St C G (X ) are universal weak equivalences, it follows that so is ς X .
In particular, to any topological stack, there is a canonically associated compactly generated stack of the same weak homotopy type which restricts to the same stack over locally compact Hausdorff spaces. Conversely, if Y ∼ = [H] C G is a compactly generated stack, [H] is an associated topological stack for which the same is true. 
) is a compactly generated stack, and they both restrict to the same stack over locally compact Hausdorff spaces. Moreover, the canonical map
is a universal weak equivalence.
Proof. In the proof of Lemma 4.6, we show that if 
) is a compactly generated stack, and there is a canonical universal weak equivalence Proof. The unit map ς X : X → St C G (X ) induces a map
by composition. Note that since we have the 2-adjunction St C G ⊥ ℓ, for any space T :
Denote by r the induced map
By Theorem 2.10, Map (Y , X ) is paratopological. Hence there exists a topological stack [K] and a map
which induces an equivalence of groupoids
for every paracompact space Z.
Let T be a compact Hausdorff space:
) is a C G -stack, it is determined by its restriction to CH, hence
Therefore, the following diagram commutes:
[K]
r x x[K] C G From Proposition 4.2, ς [K] is a universal weak equivalence. Furthermore from Proposition 2.4, it follows that q is as well. Hence r is a universal equivalence too, as desired.
Finally, since Map (Y , X ) is paratopological, it agrees with [K] on all paracompact spaces, and since Map (St C G (Y ) , St C G (X )) is a compactly generated stack, in light of (2), it agrees with [K] on locally compact Hausdorff spaces. Hence Map (Y , X ) and Map (St C G (Y ) , St C G (X )) restrict to the same stack on locally compact paracompact Hausdorff spaces.
We will now give a concrete description of the mapping stack of two compactly generated stacks. Note that since the inclusion of all compact subsets of a space is a C G -cover, every compactly generated stack has a paracompact Hausdorff atlas (which is also locally compact Hausdorff). Proof. It suffices to check that F ib (G)
and Map (Y , X ) agree on every compact Hausdorff space T. Following the same proof as Theorem 2.11, one only has to realize that the product of a compact Hausdorff space with a paracompact space is paracompact. The rest of the proof is identical. . Denote by Gpd C op the 2-category of weak presheaves C op → Gpd. That is, lax contravariant 2-functors from C to Gpd. We call this the 2-category of prestacks on C . There exists a canonical inclusion ( · ) id : Set
where, each presheaf F is sent to the prestack which assigns to each object C the category (F (C)) id whose objects are F (C) and whose arrows are all identities. If
C is an object of C , we usually denote (y C ) id simply by C.
Remark. This notion of prestack is non-standard. Typically, the name prestack is reserved for those weak presheaves of groupoids which are separated (See Definition A.1.) See for instance [FGIKNV] . We choose to call all weak presheaves of groupoids prestacks to emphasize the analogy with presheaves of sets.
We also have a version of the Yoneda lemma:
Lemma A.1. [FGIKNV] The 2-Yoneda Lemma: If C is an object of C and X a prestack, then there is a natural equivalence of groupoids
Remark. The 2-category Gpd where the lax limit to the right is computed in Gpd. Similarly for lax colimits. Definition A.1. A prestack X is called a stack if for every object C and covering sieve S, then natural map Hom Gpd C op (C, X ) → Hom Gpd C op (S, X ) is an equivalence of groupoids.
If this map is only fully faithful, X is called separated.
We denote the full sub-2-category of Gpd C op consisting of those prestacks that are stacks by St J (C ).
It is immediate from the definition that the lax limit of any small diagram of stacks is again a stack.
If B is a basis for the topology J, then it suffices to check this condition for every sieve of the form S U . Namely, a prestack is a stack if and only if for every covering family (U i → C) i the induced map X (C) → holim
is an equivalence of groupoids. X is separated if and only if this map is fully faithful.
The associated groupoid Des (X , U) := holim
obtained as lax limit of the above diagram of groupoids, is called the category of descent data for X at U.
Proposition A.1. If J is subcanonical and (U i → C) i is a covering family for an object C, then, in the 2-category of stacks C ∼ = holim
We will often simply write C ∼ = holim
Definition A.2. A morphism ϕ : X → Y of stacks is called representable if for any object C ∈ C and any morphism C → Y , the lax pullback C × Y X in the category of stacks is (equivalent to) an object D of C .
We can now define a 2-functor ( · ) + : Gpd Des (X , U) and obtain a naturally isomorphic 2-functor.
Remark. The lax colimit in either definition must be indexed over a suitable 2-category of covers.
X is separated if and only if the canonical map X → X + is a fully faithful. X is a stack if and only if this map is an equivalence. If X is separated, then X + is a stack. Furthermore, X + is always separated, for any X . Hence, X ++ is always a stack.
Definition A.3. We denote by St J the 2-functor X → X ++ . It is called the stackification 2-functor.
If X is separated, St J (X ) ∼ = X + , and if X is a stack, St J (X ) ∼ = X . St J is left-2-adjoint to the inclusion i : St J (C ) ֒→ Gpd Remark. St J (C ) is both complete and cocomplete. Since i is a right adjoint, it follows that the computation of lax limits of stacks can be done in the category Gpd C op , hence can be done "pointwise". To compute the lax colimit of a diagram of stacks, one must first compute it in Gpd C op and then apply the stackification functor St J .
We end by remarking that the 2-category St J (C ) is Cartesian closed. The exponent X Y of two stacks is given by
and satisfies
for all stacks Z .
