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We propose a tunable topological Josephson junction in silicene where electrostatic gates could
switch between a trivial and a topological junction. These aspects are a consequence of a tun-
able phase transition of the topologically confined valley-chiral states from a spin-degenerate to a
spin-helical regime. We calculate the Andreev bound states in such a junction analytically using a
low-energy approximation to the tight-binding model of silicene in proximity to s-wave superconduc-
tors as well as numerically in the short- and long-junction regime and in the presence of intervalley
scattering. Combining topologically trivial and non-trivial regions, we show how intervalley scat-
tering can be effectively switched on and off within the Josephson junction. This constitutes a
topological Josephson junction with an electrically tunable quasiparticle poisoning source.
I. INTRODUCTION
The fractional (4pi) Josephson effect is one of the
key signatures in junctions between topological super-
conductors hosting Majorana bound states (MBS)1–4.
MBS have been proposed as the fundamental building
blocks for topological quantum computation5,6. The
4pi-Josephson effect is inherently a non-equilibrium ef-
fect which sensitively depends on a protected crossing of
many-particle states of opposite fermion parity. In the
absence of quasiparticle poisoning2,7, the parity is con-
served and the current exhibits a 4pi periodicity which is
known as a fermion parity anomaly (for a review see, e.g.
Ref. 8). However, the 4pi-Josephson effect could in prin-
ciple also originate from a ballistic spin degenerate chan-
nel where the appearance of a crossing of Andreev bound
states (ABS) at a phase difference of φ = pi is universal9.
In the absence of scattering and equilibration effects, the
current should also exhibit a 4pi-Josephson effect carried
by each Kramer’s pair. Depending on the global fermion
parity of both Kramers’ pairs, the current is either 4pi
periodic (even global fermion parity) or 2pi periodic (odd
global fermion parity). This result was actually derived
for the quantum spin Hall (QSH) effect samples where
the superconductors cover both helical edge states, and
the scattering between different Kramers’ pairs is prohib-
ited by the insulating bulk, separating the two edges of
the sample4. It means that a ballistic Josephson junction
could exhibit both, a 2pi- or 4pi-Josephson effect depend-
ing on the global fermion parity.
Experiments to detect the fractional Josephson ef-
fect so far have concentrated on ac-properties10–12 and
it could be interesting to think about probably simpler
dc-measurements. It was theoretically shown3 that the
critical current of a Josephson junction should behave
differently in the short and long junction limit regard-
ing the difference between a 4pi- and 2pi-junction. This
probe only needs a static dc measurement which is not
FIG. 1. Topological edge states can form at the interface
(gray dashed line) between two gapped regions of silicene with
different applied perpendicular electric fieldsE1 andE2. Two
superconductors (S 1 and S 2) are placed on the edge states
and induce superconductivity in them via the proximity effect.
The superconductors exhibit a phase difference φ and form a
Josephson junction of length l with Andreev bound states.
sensitive to the dynamics of φ. Therefore, to pinpoint
the existence of a 4pi-Josephson junction, a spectacular
test would be the creation of a Josephson junction that
could be switched (with a knob) between a 4pi- and 2pi-
situation. This is what we would like to propose and
investigate in this work using the peculiarities of silicene.
We investigate a novel Josephson junction that can be
tuned between a 2pi- and a 4pi-Josephson junction us-
ing the valley chiral states at a mass domain in silicene,
where the sign of the mass can be tuned electrically13–18
due to the buckled structure of its honeycomb lattice.
In addition, the presence of a sizeable spin-orbit cou-
pling allows one to switch between valley-chiral but spin-
degenerate states and a valley-chiral and spin helical
regime. We analytically calculate the ABS in the short
junction limit using the Bogoliubov de Gennes (BdG)
equation of silicene19 including the generic case of inter-
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2valley scattering. We supplement the silicene Josephson
junction with numerical simulations on a square lattice
by discretizing the low energy model as well as by using
the full tight-binding model. The intervalley scattering
affects the topologically trivial regime and the ABS de-
velop an anticrossing around φ = pi, whereas the crossing
is protected in the valley-chiral and spin-helical regime by
the same symmetries as for the single edge of a QSH sys-
tem. This insight can be exploited to create a controllable
poisoning source by constructing regions of different mass
terms such that a dissipative helical channel—attached
to an additional normal reservoir—is coupled to another
helical channel along a small part of the Josephson junc-
tion by intervalley scattering (see Fig. 7). The presence
or absence of the dissipative channel can be tuned by
electric gates.
In the absence of intervalley scattering the transition
between the topologically different junctions is reminis-
cent of the transition between a single QSH edge and
a pair of QSH edges between two superconducting con-
tacts.
II. MODEL
We consider a sheet of silicene with two regions sep-
arated by the x-axis that can be distinguished by the
applied perpendicular electric field E(y) (Fig. 1). Two s-
wave superconductors on top of the sheet induce a super-
conducting pairing potential in silicene via the proximity
effect19. The superconductors exhibit a phase difference
φ and form a Josephson junction. At low energies, the
system can be described by the Hamiltonian (setting the
chemical potential to zero)
H =
1
2
∫
d2xΨ†(x)H(x)Ψ(x), (1)
with H(x) = H0 +HS +HI to be described below. We
use the Nambu basis
Ψ(x) = (ψ↑(x), ψ↓(x), ψ¯
†
↓(x),−ψ¯†↑(x))T , (2)
where ψs(x) = (cAKs(x), cBKs(x), cAK′s(x), cBK′s(x))
T
and ψ¯s(x) is obtained from ψs(x) by the substitution
K ↔ K ′. The operator cστs(x) annihilates an electron
at position x on sublattice σ, in valley τ and with spin-
polarization s. The Hamiltonian describing the system
without superconductivity and intervalley scattering is
H0 = −i~vF (∂xρzτzσx+∂yρzσy)+∆SOρzszτzσz+mρzσz.
(3)
It consists of the kinetic part (first term) with the Fermi
velocity vF = 5.42× 105m/s13, intrinsic spin orbit inter-
action with ∆SO = 3.9 meV
13 and a staggered potential
with mass m = 0.23 A˚×Ez resulting from the perpendic-
ular electric field due to the buckled lattice structure of
silicene17,20. The matrices σi, τi, si and ρi are four sets of
Pauli matrices corresponding to the sublattice subspace,
FIG. 2. Schematics of the energy gaps confining the topolog-
ical channel: the energy gap sizes in both half spaces of the
silicene sheet are marked on an arbitrary energy scale (hor-
izontal arrow), forming a box. The left and right sides cor-
respond to two different possible configurations of the mass
parameters while the top and bottom halves correspond to
vanishing and finite spin orbit interaction, respectively. If
zero is contained in a box, the sign of the energy gap which is
proportional to the Chern number changes across the inter-
face of the two half spaces and a topological edge state exists
at the interface. Since the spin in the z-direction is conserved,
the Chern numbers can be considered independently for each
spin (blue, red). The intrinsic spin-orbit interaction strength
is equal in both half spaces, so it only results in a shift of the
boxes. Since the boxes for both spins get shifted in opposite
directions (depicted by dashed arrows), a spin helical regime
(bottom right) results in the regime |mi| < ∆SO < |mj |,
i, j = 1, 2 (i 6= j).
the valley subspace, the electron spin and the particle-
hole subspace, respectively21. The proximity-induced s-
wave superconductivity takes the form
HS = ∆(cos(φ)ρx + sin(φ)ρy), (4)
with the superconducting pairing potential ∆eiφ. In
clean silicene samples, the two valleys are independent
of each other, however, in disordered samples intervalley
scattering
HI = δρzτx (5)
of strength δ will be present due to atomic scale
impurities22. The Hamiltonian H can be diagonalized
H = 12
∑
n εnγ
†
nγn with the creation operator γ
†
n =∫
d2xΨ†(x)Λn(x), where Λn(x) is a 16-component eigen-
spinor of the matrix H(x) with eigenvalue εn. Due
to the electron-hole symmetry of the BdG-equation,
{Ξ,H(x)} = 0 where Ξ = ρysyτxC with C denoting the
operator of complex conjugation. The solutions come
in pairs (Λn(x), εn) and (ΞΛn(x),−εn) with the corre-
sponding operators γεn = γ
†
−εn .
III. SPIN-HELICITY OF VALLEY-CHIRAL
BOUNDARY STATES
We start by investigating H0 in the absence of su-
perconductivity and intervalley scattering. Topologically
3confined edge states can be found at the interface between
the two half spaces (1 with y < 0; 2 with y > 0) that can
be distinguished by the two different perpendicular elec-
tric fields14,16 (assumed to be homogenous within each
half space). The bulk dispersion of silicene in the pres-
ence of an electric field
εk = ±
√
(~vFk)2 + (m+ ηξ∆SO)2, (6)
where η and ξ are the eigenvalues of τz and sz, features
a spin and valley dependent energy gap. Since the spin
in the z-direction and the valley quantum number are
conserved by H0, the Chern number
n =
∑
α ∈ filled
bands
1
2pi
∫
d2kFα, (7)
with the Berry curvature Fα = [∇k× i〈φαk|∇k|φαk〉] · eˆz
and where the spinor φαk is connected to the solution
Λαk(x) = exp(ik · x)φαk23, can be calculated for each
spin and each valley separately15,
nηξ =
η
2
sgn(m+ ξη∆SO). (8)
With these Chern numbers a topological Z2 invariant
ν =
∑
η
nη↑ − nη↓
2
mod 2 =
{
0 |m| > ∆SO
1 |m| < ∆SO (9)
distinguishing the topologically trivial (ν = 0) from the
non trivial (ν = 1) phase can be defined. If the Chern
numbers of the two half spaces differ, topological edge
states exist at the interface due to the bulk-boundary
correspondence23. These edge states are valley chiral
because the Chern number is proportional to η, i.e., if
a left-moving spin-up channel exists at the K valley, a
right-moving spin-down channel will exist at the K ′ val-
ley, which is a manifestation of H0 being time reversal
invariant (see also Fig. (2)). Spin helicity (one Kramers
pair of helical edge states) is achieved by tuning the elec-
tric fields to fulfill the condition
|mi| < ∆SO < |mj | , (10)
i, j = 1, 2 (i 6= j). This is because in this regime the
argument of the sgn-function m1,2 ±∆SO changes (does
not change) its sign when replacing m1 by m2 for one of
the two signs so that the channels do (do not) exist. Since
the sign is given by ξη one spin polarization is suppressed
per valley and the resulting edge states are spin helical.
This regime can for instance be accomplished by tuning
the second electric field so that ∆SO < m2 while the
first one vanishes. Conversely, when tuning E1 such that
m1 < −∆SO, edge states of both spin polarisations exist
at the interface of the two half spaces and the edge states
are spin degenerate. This crossover between spin helical
and spin degenerate edge states can therefore be achieved
by tuning the external electric fields.
By solving the Schro¨dinger equation H0(x)Λ(x) =
εΛ(x) in both half spaces independently and matching
their wave functions at the interface the dispersion rela-
tion of the edge states
ε(kx) = ±η~vF kx (11)
can be calculated without further approximations. It is
independent of both the mass parameters and the spin
orbit interaction strength. The prefactor ±, however, de-
pends on the concrete realisation of the mass parameters
in both half spaces.
IV. TUNABLE JOSEPHSON EFFECT
If the topological edge states in silicene are spin helical
they effectively mimic those at the sample edge of a QSH
insulator with the main difference being that the energy
dispersions at zero energy do not cross at the Γ point
in momentum space but are located at the K and K ′
Dirac points in the first Brillouin zone. When building
a Josephson junction mediated by these edge states, i.e.
upon including the proximity induced superconductivity
described byHS , where we choose the phase of the super-
conducting pairing potential of one of the superconduc-
tors to vanish while the other is equal to φ (see Fig. (1)),
ABS localized inside the junction emerge2. We note in
passing that electrically tunable Josephson junctions in
silicene have been considered theoretically in the con-
text of 0−pi-24–27 and/or ϕ0-junctions25,27,28 where time-
reversal symmetry is broken explicitly in these works.
We first develop an effective model by projecting the
full Hamiltonian in the absence of HI onto the subspace
spanned by the boundary states obtained above.
Without loss of generality we assume that the electric
fields are arranged such that the channel on the K (K ′)
valley is spin up (down) polarized (i.e. |m1| < ∆SO and
m2 < −∆SO). The field operators
c↑(x) =
∫
dyf(y)
1√
2
[cAK↑(x)− cBK↑(x)] ,
c↓(x) =
∫
dyf(y)
1√
2
[cAK′↓(x)− cBK′↓(x)]
(12)
with
f(y) =
1√N e
−|m+∆SO|~vF |y|, m =
{
m1 y < 0
m2 y > 0
(13)
annihilate an electron in these edge states at position x
along the channel direction and are connected to the an-
nihilation operators of the edge eigenstates via a Fourier
transformation in the x direction. The normalization fac-
tor N is chosen such that ∫ dy |f(y)|2 = 1. The Hamil-
tonian projected (with projection operator P) onto the
subspace spanned by the valley chiral states can be writ-
4ten in the basis Φ(x) = (c↑(x), c↓(x), c
†
↓(x),−c†↑(x))T as
PHP =

i~vF∂x 0 ∆e−iφ 0
0 −i~vF∂x 0 ∆e−iφ
∆eiφ 0 −i~vF∂x 0
0 ∆eiφ 0 i~vF∂x
 . (14)
A. Short-junction limit
Here, we assume that the two superconductors are lo-
cated next to each other with their edges being perpen-
dicular to the mass boundary, forming a short Josephson
junction where l  ξ0 with the superconducting coher-
ence length ξ0 = ~vF /∆. Solving for the decaying wave-
functions on both superconducting sides for |ε| < ∆ and
µ = 0 and matching them at the junction boundary lo-
cated at x = 0 leads to two ABS
Γ1 =
∫
dxϕ(x)
1√
2
[
eiθc↑(x) + c
†
↓(x)
]
Γ2 =
∫
dxϕ(x)
i√
2
[
e−iθc↓(x)− c†↑(x)
]
,
(15)
where
ϕ(x) =
√√
∆2 − ε2
~vF
e
−
√
∆2−ε2
~vF |x|
θ = arg
(
ε+ i
√
∆2 − ε2
) . (16)
They obey the energy-phase relation
ε(φ) = ±∆ cos
(
φ
2
)
(17)
that is 4pi-periodic (Fig. 3, blue), so that the Josephson
current through the junction at zero temperature being
proportional to ∂φε is also 4pi-periodic. For φ = pi, the
ABS lie at zero energy and θ → pi/2, so that the linear
combinations
γ1 =
(Γ1 + Γ2)√
2
∣∣∣∣
ε=0
, γ2 =
i(Γ1 − Γ2)√
2
∣∣∣∣
ε=0
(18)
are Majorana excitations due to the relation Γ†1|ε=0 =
Γ2|ε=0. The corresponding Majorana wave functions are
shown in Fig. (4) and are obtained from Eqs. (15) and
(12).
Tuning the electric fields such that the topological edge
states are not spin helical but spin degenerate can be
interpreted as introducing a second set of Kramers pair
edge states with the opposite spin polarization.
In the absence of intervalley scattering HI , these two
sets of Kramers pair edge states are independent of
each other and both result in ABS with the 4pi-periodic
energy-phase relation (17) which again translates into an
overall 4pi-periodic Josephson current. Since the inter-
valley scattering couples electrons with the same spin po-
larization of different Dirac cones, it induces scattering
0 pi 2pi
φ
−1
0
1
ε/
∆ 2δ/∆
FIG. 3. Energy-phase relation of the Andreev bound states.
Without intervalley scattering (blue) the curves cross at zero
energy and are 4pi periodic both in the helical and non-helical
case. In the generic case, intervalley scattering δρzτx opens
a gap at zero energy (red) in the non-helical regime and the
energy-phase relation becomes 2pi periodic, whereas the cross-
ing of Andreev bound states is protected by parity conserva-
tion in the topologically non-trivial regime with underlying
helical edge states. The result obtained by implementing the
low energy model on a square lattice of 50 × 50 lattice sites
(dotted lines) coincides well with the analytical prediction
(solid lines).
x/( h¯vF
∆ )
−1
1
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(
h¯vF
δm
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|Λ|2
FIG. 4. Probability density of the Majorana wave functions
appearing for φ = pi. The degenerate wave functions are
localized in x-direction within the superconducting coher-
ence length while the localization in y-direction is dependent
on the electric fields. The fields are chosen such that the
mass parameters of both regions are symmetric around −∆SO
(m1,2 = −∆SO±δm) so that the wave functions decay equally
rapidly in the y-direction on the length scale of ~vF /δm. The
projections on the vertical planes are for specific values of x, y.
between the two sets of Kramers pair edge states in the
absence of the superconductors or couples the two sets
of ABS in the presence of the Josephson junction. Due
to this coupling a gap of size 2δ opens at zero energy
in the energy-phase relations of the ABS. The resulting
5energy-phase relation
ε(φ) = ±
√
∆2 cos2
(
φ
2
)
+ δ2 (19)
is 2pi-periodic (Fig. 3, red) which results in the Josephson
current now also being 2pi-periodic.
We compare the low-energy model with a numerical
treatment of the full low-energy Hamiltonian Eq. (1) on
a square lattice (see Appendix A for further details). We
note that the opening of an energy gap is a consequence
of the ABS not being protected in the topologically trivial
phase, so that these results should be valid even for more
general forms of intervalley scattering.
We note that the effect of intervalley scattering on the
ABS in the spin-degenerate case depends on the chemical
potential µ, which, so far, we have set to zero. By re-
peating the calculations for the ABS without intervalley
scattering and calculating the matrix elements between
ABS of different valleys, the minimal energy of the ABS
as a function of φ becomes δ/(1 + (µ/∆)2). For small µ
this corresponds to a correction −δ(µ/∆)2 that reduces
the gap in the spectrum around φ = pi, however, it is
parametrically small by the factor (µ/∆)2. In the op-
posite limit |µ|  ∆, the effect of intervalley scattering
is suppressed by the factor (∆/µ)2. This analysis shows
that we can tune the influence of intervalley scattering
on the ABS by the chemical potential µ.
Intravalley scattering can also be present, but has no
effect on the ABS since it corresponds to forward scat-
tering due to the valley chirality of all boundary states.
In addition, we have neglected the much smaller Rashba
effect compared to the intrinsic spin-orbit effect13. The
Rashba spin orbit coupling could split the spin degener-
acy in the spin degenerate regime, but would not lead to
a change of the periodicity of the Josephson effect.
B. Long-junction limit
Our calculation of the ABS is valid in the short junc-
tion regime l  ξ0. In a real experiment, however, the
Josephson junction may be in the long-junction regime
l  ξ03. With a Fermi velocity vF = 5.42 × 105 m/s
in silicene and a superconducting gap of the order of
∆ ∼ 1 meV, ξ0 ∼ 357 nm so that the junctions fabri-
cated in Ref. 29 and 12 for HgTe/CdTe quantum wells be-
ing 400 nm and 600 nm long, respectively would fall into
the intermediate or long-junction regime. In the latter
regime, the energy-phase relation has been theoretically
shown to depend linearly on the phase difference φ across
the junction3,30–32 while its periodicity stays unchanged.
In Fig. 5, we present results for the ABS energies using
a numerical simulation of the low-energy model Eq. (1)
implemented on a square lattice (see Appendix A). This
and all other numerical tight-binding simulations were
performed with the Kwant code33.
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FIG. 5. Energy-phase relation of the Andreev bound states
in the long-junction regime l ξ0 obtained numerically from
the low energy model Eq. (1) implemented on a square lattice
of 100 × 100 lattice sites in the helical regime. The length
of the junction (50 lattice sites) is large compared to the co-
herence length of the system (∼ 1.6 lattice sites) so that the
junction is well in the long-junction regime. Top panel: No
intervalley scattering, multiple ABS exist inside the junction
and feature an energy-phase relation linear in φ. Bottom
panel: Andreev bound states with intervalley scattering in-
duced by HI where δ = 0.25∆ in the spin-degenerate regime.
V. EXPERIMENTAL REALIZATION
The proposed setup could be implemented by using
electric top and bottom gates to define the topologi-
cally confined channel. For instance, choosing m1 = 0
and m2 = −2∆SO (for which electric fields E1 = 0 and
E2 ≈ −2 × 17 meV/A˚ = −34 meV/A˚ are needed17,20)
the spin helical edge states will lie inside an energy gap of
∆SO ≈ 3.9 meV. Choosingm1 = 2∆SO andm2 = −2∆SO
(for which electric fields E1,2 = ±2∆SO ≈ ±34 meV/A˚
are needed) spin degenerate edge states will again lie in-
side an energy gap of ∆SO ≈ 3.9 meV. If the gates do
not reach into the superconducting region the channel
would not be present below the superconductors and we
would assume that m1 and m2 are zero there. We can
treat this scenario numerically by describing the silicene
sheet by a tight binding model with nearest neighbor hop-
ping, inversion symmetry breaking staggered potentials,
a Kane-Mele-type intrinsic spin orbit interaction34 and s-
6wave superconductivity via the BdG-formalism (see Ap-
pendix B). We find that, in addition to the energy-phase
relation of in-gap states already present with electric
fields reaching into the superconducting regions (Fig. 5,
top panel), new in-gap states emerge (Fig. 6, top panel)
at energies ε ≈ ±∆/2 which appear to be independent of
the phase difference across the junction and are localized
at the edges of the superconductors (Fig. 6, middle panel)
in contrast to the ABS spread homogenously between
the two superconductors along the topological channel
(Fig. 6, bottom panel). These states are remnants of the
topological edge states, which would propagate along the
edges of the superconducting regions (but with vanishing
∆) instead of straight into these regions, as would be the
case for a finite electric field inside the superconduct-
ing regions (see Appendix C). However, as long as the
electric fields merely vanish inside the superconducting
regions, these states only occur at ε ≈ ±∆2 and leave
the low energy excitations, and therefore the main as-
pects of our proposal, unchanged. In Appendix D, we
calculate analytically these bound states located at the
boundary between a superconductor and a region with a
mass gap for silicene and show that for the parameters
used in Fig. 6, an energy gap on the scale of ∆ appears,
similar to the numerics. The spectrum of these states is
flat as a function of the superconducting phase difference
φ since they are localized near one of the two supercon-
ductors with only an negligible overlap with the other
superconductor35.
VI. TUNABLE POISONING IN A 4pi-JUNCTION
So far we have shown how one can electrically switch
from a spin-helical regime to a spin-degenerate regime for
the valley chiral channels, leading to generically different
types of Josephson effects. Another promising direction
is offered by utilizing the tunable mass-regions for an ad-
ditional probe for the spin-helical channel, see Fig. (7).
The mass-terms, i.e. the gate voltages, can be tuned
such that the helical channel is coupled to another he-
lical channel—forming a small region of weakly coupled
(by intervalley scattering) spin-degenerate valley-chiral
states—that is further coupled dissipatively to an elec-
tron reservoir. Assuming a phase-biased Josephson junc-
tion formed via the spin-helical channel, the coupling to
the dissipative channel, if present, can be used to re-
lax the Josephson junction formed by the helical chan-
nel to its instantaneous ground state |0(φ)〉, leading to a
2pi-periodic Josephson current, despite the fact that the
channel is helical. Removing the dissipative channel, by
switching the electric gates, establishes the return to the
4pi-periodic Josephson current.
To show this, we use the following effective model
for the short junction regime (similar conclusions should
also hold for the long-junction regime). The helical
edge states in contact with the two superconductors
having a phase difference of φ are represented by its
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FIG. 6. Energy-phase relation (top panel) of in-gap states ob-
tained by implementing a tight binding model of silicene on a
hexagonal lattice of 100×100 unit cells. The probability den-
sity (middle and bottom) are shown on a linear scale, where
red colors correspond to high probability densities. The x−
and y−axes are given in units of the length of a single unit
cell. The electric fields are only present inside the junction
(50 unit cells wide). The superconducting regions (red dashed
boxes, middle and bottom panels) and regions with a finite
electric field (yellow dashed boxes, middle and bottom pan-
els) actually touch and are only drawn with a spatial gap to
better visualize the probability density localized at the bor-
der between these regions. In addition to the energy-phase
relations already present in the case for a finite electric field
inside the superconducting regions (Fig. 5) there exist in-gap
states whose energies appear to be independent of the phase
difference across the junction at ε ≈ ±∆/2. The probability
density corresponding to such states (middle panel) is local-
ized at the sides of the superconductors and not inside the
junction like the ABS shown at the bottom for zero energy.
Since the field E1 tunes the region to be topologically trivial
no edge channels are present at the top and bottom edges of
the sample.
7FIG. 7. Helical and valley chiral Josephson junction with
tunable quasiparticle poisoning that can be used to switch
between a 4pi- and 2pi-junction electrically. Blue (red) lines
represent the spin up (down) polarized edge channels. Sec-
tions of spin helical and spin-degenerate channels can be con-
trolled via tunable mass terms. The spin-degenerate regime
can act—in the presence of intervalley scattering δ—as a tun-
nel junction between the Andreev bound states formed in the
helical and valley chiral Josephson junction and a second he-
lical and valley chiral channel (of opposite spin) that is cou-
pled to a lead allowing for dissipation. This lead has the same
chemical potential as the two superconductors.
instantaneous eigenstates via the Hamiltonian H0 =
(εa(φ)Γ
†
aΓa + εb(φ)Γ
†
bΓb)/2. Using Γa = Γ
†
b and εa(φ) =−εb(φ) due to electron-hole symmetry, we rewrite H0 =
εa(φ)(Γ
†
aΓa − 1/2). The many-particle states are con-
sequently |1(φ)〉 = Γ†a|0(φ)〉 with energy εa(φ)/2, and
|0(φ)〉 with energy ε0(φ) = −εa(φ)/2. Also, it holds that
Γa|0(φ)〉 = 0. The operator Γa is directly related to Γ1,2
defined in Eq. (15) such that εa(φ) = |∆ cos(φ/2)|. We
model the coupling of the spin-helical Josephson junc-
tion to the dissipative channel by a tunneling Hamilto-
nian HT = t
∑
σ cLσ(0)c
†
Rσ(0) + h.c., where we assume a
pointlike tunneling region in the low-energy model. The
tunneling matrix element t originates from the micro-
scopic form of intervalley scattering in the sample.
The field operators in the low-energy model are given
for both sides (L,R) by Eq. (12). We expand them on
the side hosting the ABS (L) in the operators Γ1 and
Γ2 for a fixed phase difference φ and on the R-side in
plane-wave states for the spin-helical channel cRσ(x) =
(1/
√
l¯)
∑
k exp(ikx)cRkσ, see Appendix E. Here, cRkσ an-
nihilates an electron with spin σ and wave number k in
the dissipative helical channel and l¯ is the quantization
length for these channels. Without loss of generality we
assume that Γ†1 creates a particle in the ABS with pos-
itive energy ε(φ) > 0. Then the tunneling rates Wαβ
that change the many-particle states of the Josephson
junction from state α to state β are given by Fermi’s
Golden rule rates (see Appendix E). Here, α, β denote
the two possible states of the junction |0(φ)〉 and |1(φ)〉.
We derive the following results W10 = γtϕ
2(0)f(ε(φ))
and W01 = γtϕ
2(0)[1 − f(ε(φ))] where γt is the normal
state tunneling rate 2piν|t|2/~ with ν the density of states
per spin and length in the dissipative helical channel and
f(ε) = [1 + exp(βε)]−1 is the Fermi function in the dissi-
pative helical channel with β = 1/kBT the inverse ther-
mal energy. We assume that there is no voltage bias
between the superconducting reservoirs and the normal
conducting reservoir (lead) to which the dissipative chan-
nels are coupled.
The dynamical state of the Josephson junction is then
described by the reduced density matrix with elements
ραβ . The off-diagonal elements ρ12 = ρ
∗
21 decay exponen-
tially with a rate given by (W10 + W01)/2, whereas the
probabilities ρii have a finite stationary value given by
(ρ00/ρ11) = (W01/W10) with the constraint ρ00 +ρ11 = 1
which gives the solution for the occupation probability
of the excited state |1(φ)〉, ρ11 = W10/(W10 + W01) =
f(ε(φ)). For low temperatures T → 0, we obtain the de-
sired result ρ11 ∼ exp[−βε(φ)] so that the junction stays
in the ground state |0(φ)〉.
A phase-biased experiment would therefore exhibit a
2pi Josephson effect when slowly sweeping φ in the pres-
ence of the dissipative channel. For such a switching
experiment to work, the intrinsic poisoning rates of the
Josephson junction (i.e. the poisoning rate in the ab-
sence of the dissipative channel), need to be slower than
γt. We note that Ref. 3 suggested a doubling of the criti-
cal current of a long current biased topological Josephson
junction in the 4pi-regime (weak poisoning) compared to
the 2pi-regime (strong poisoning). According to Ref. 3,
the possibility to switch between the two regimes would
require for our setup that γ−1t  τJ  τqp, where τJ
is the internal phase relaxation time of the Josephson
junction and τqp is the intrinsic quasiparticle poisoning
time.
VII. CONCLUSIONS
We have investigated in detail a novel type of tun-
able Josephson junction through a channel defined at a
mass domain in silicene. Using the electrically tunable
mass term in silicene in combination with the intrinsic
spin-orbit coupling and s-wave superconductivity via the
proximity effect, we have demonstrated the transition
between a valley chiral and spin helical boundary state
and a valley chiral and spin degenerate boundary state.
In both regimes we have calculated the Andreev bound
states in the short junction limit analytically and nu-
merically in the long-junction regime using a discretiza-
tion of the low-energy Dirac model as well as using the
full tight-binding model on the honeycomb lattice us-
ing the KWANT code33. In the valley chiral and spin
8helical regime, the Josephson effect resembles the one
through a helical edge state of a two-dimensional topo-
logical insulator2,3. The Josephson current exhibits a
fractional (4pi) current phase relation in the absence of
quasiparticle poisoning. In the valley chiral but spin-
degenerate regime, the Josephson effect is generically of
the usual 2pi type as intervalley scattering will open a
gap in the Andreev bound state spectrum around φ = pi.
In the absence of intervalley scattering and in the pres-
ence of fermion parity conservation, the periodicity of the
Josephson effect would depend on the global fermion par-
ity, similar to the case of two separate spin helical edge
states coupled by the same superconductors4. Intraval-
ley scattering events and/or Rashba spin-orbit coupling
will not change the periodicity of the Josephson current.
We also investigated numerically experimentally feasible
ways for implementing the tunable electric fields in the
setup.
We further proposed a scenario where a valley chiral
and spin helical channel is subjected to tunable quasi-
particle poisoning by coupling a part of the channel to
another valley chiral and spin helical channel that is con-
nected to a normal reservoir leading to dissipation. In
that part, intervalley scattering, generically present, will
at small temperatures cool the Josephson junction to its
ground state. This quasiparticle poisoning is tunable
electrically since the additional channel is only present if
certain mass terms are present. This tunable Josephson
effect would allow us to detect a topological Josephson
junction exhibiting a 4pi periodic current phase relation
by comparing the critical current of the junction in the
cases with and without the (tunable) quasiparticle poi-
soning. According to Ref. 3, the critical current of a long
Josephson junction should differ by a factor of two in
these two cases. This constitutes a new way to search for
topological effects in Josephson junctions in silicene.
Finally, we would like to emphasize that silicene is
not the only material system with such desired tun-
able properties. In the recently proposed HgTe double
layer quantum wells36 as well as in the topological insu-
lator InAs/GaSb type II quantum wells37,38 such mass
domains could be implemented with electric fields. To
some extend also in single HgTe-based quantum wells, an
electrically tunable coupling between helical edge states
in constrictions has been predicted39. In both material
systems signs of topological superconductivity in edge
states have been seen experimentally11,12,40. Another
promising material system is bilayer graphene where an
electrically tunable gap can be implemented by a volt-
age between the layers and valley chiral states appear
at voltage domain walls41 with the difference that there
are two spin-degenerate states per valley. Such voltage
induced mass-gaps in bilayer graphene have been ex-
perimentally realized in graphene transistors42 and for
the creation of gate-tunable quantum dots43,44. The
coupling of such a valley-chiral channel to a supercon-
ductor has been recently investigated in the context of
Cooper pair splitting45. The problem of a compara-
bly small spin-orbit coupling in graphene was recently
taken up by considering curved bilayer graphene46 or
by combining bilayer graphene with transition metal
dichalcogenides47–49.
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Appendix A: Low energy tight binding model on a
square lattice
The tight binding approach of the low energy model
on a square lattice can be obtained by first Fourier trans-
forming (1) to momentum (k)-space and then discretize
real space on a square lattice with lattice constant b. The
spinor in momentum space is then represented as
ψk =
1√
N
∑
R
e−ik·RψR, (A1)
where ψk is the Fourier transform of Ψ(x) defined in
Eq. (2), N is the number of lattice sites and R is the
position vector of a lattice site of a square lattice. The
wave vectors in the Hamiltonian ki =
1
bkib ≈ 1b sin(kib)
can be approximated by a sine function. With the or-
thonormality relation
δR,0 =
1
N
∑
k
eik·R (A2)
the kinetic part of the Hamiltonian transforms to∑
k
ψ†k[~vF (kxρzτzσx + kyρzσy)]ψk
≈ ~vF
b
∑
k
ψ†k (sin(kxb)ρzτzσx + sin(kyb)ρzσy)ψk
= −i~vF
2b
∑
R
(
ψ†R+δ1ρzτzσxψR + ψ
†
R+δ2
ρzσyψR
)
+ H.c.
(A3)
where
δ1 =
(
b
0
)
, δ2 =
(
0
b
)
. (A4)
The spectrum ε = ±~vFb
√
sin(kxb)2 + sin(kyb)2 of the
particle and K valley subspace approximates the corre-
sponding spectrum ε = ±~vF |k| of the kinetic part of the
low energy model (3) for small wave vectors k but devi-
ates significantly from it for large wave vectors. Most
notably, in contrast to the original low energy model (1)
9the spectrum of the discretized model introduces three
additional inequivalent Dirac cones at the corners of the
first Brillouin zone. Since the topology of a system is
linked intimately to the number of Dirac cones present
in the spectrum, these additional Dirac cones would sig-
nificantly alter results directly linked to topology, i.e. the
number of topological edge states. We therefore need to
include another term, which gaps the three spurious ad-
ditional Dirac cones but leaves the Dirac cone centered at
the Γ point unaltered. Furthermore this additional term
must respect the symmetry of the system, that is time
reversal symmetry. A possible term reads
~vF
b
(2− cos(kxb)− cos(kyb))ρzσz (A5)
which we can identify as the “lattice generalization of
the mass term” introduced in Chap. 8.3 of Ref. 50. For a
more detailed discussion see also Ref. 51. If the inversion
symmetry breaking mass parameter m becomes finite,
the now gapped additional Dirac cones can be closed
again if m = −2~vFb or m = −4~vFb . Furthermore, if
m = −~vFb , then the resulting bands are non dispersive,
so that numerical implementations should satisfy the con-
straint
m > −~vF
b
. (A6)
This additional term transforms as∑
k
ψ†k
[
~vF
b
(2− cos(kxb)− cos(kyb)
]
ρzσzψk
= 2
~vF
b
∑
R
(
ψ†RρzσzψR
)
− ~vF
2b
∑
R
2∑
i=1
(
ψ†R+δiρzσzψR + H.c.
)
.
(A7)
Since all other terms in the low energy model Eq. (1)
are momentum independent, their Fourier transform is
trivial, so that the final tight binding model on a square
lattice of the low energy model, that is the discretized
low energy model, reads
H =
∑
i
ψ†i εψi − t
∑
〈i,j〉
ψ†i ρzσzψj
− it
∑
〈i,j〉x
νijψ
†
i ρzτzσxψj − it
∑
〈i,j〉y
νijψ
†
i ρzσyψj (A8)
with
ε = (m+ 4t) ρzσz + ∆SOρzszτzσz +HS +HI ,
t =
~vF
2b
. (A9)
Here 〈i, j〉 denotes all nearest neighbors and 〈i, j〉i nearest
neighbors in i-direction. Furthermore νij = ±1 are a set
of signs where νij = 1, if the site i is to the right or top
of site j.
In Figs. 3 and 5 we report numerical tight binding sim-
ulations based on this discretized low energy model. In
these simulations we set ~vFb = 1 as the characteristic
energy scale of the system and measure all other energies
in units of ~vFb . The parameters were chosen as follows:
spin helical regime spin degenerate regime
~vF
b 1
m1 0.5
m2 1
t 0.5
∆SO 0.75
∆ 0.2
δ 0
~vF
b 1
m1 −0.5
m2 1
t 0.5
∆SO 0
∆ 0.2
δ 0.05
so that in both cases the constraint Eq. (A6) is satis-
fied. While the hopping parameter t is always fixed in
the chosen units and the two mass parameters mi can
be externally tuned by the applied electric fields, the last
three parameters are material specific. Parameter values
clearly illustrating their effects have been chosen. The
spin orbit coupling strength for silicene is known and non-
vanishing, unlike our assumption in the spin degenerate
regime. However, the spin orbit coupling strength ∆SO
only enters the Chern number Eq. (8) in the argument of
the sign-function and determines the localization length
of the topological edge states, so only the spin orbit inter-
action strength relative to the induced mass parameters
is of physical relevance here.
Appendix B: Tight binding model of the hexagonal
lattice
The microscopic tight binding model, to which the
Hamiltonian (1) is the low energy approximation, is given
by a Kane-Mele-type Hamiltonian34 with s-wave super-
conductivity formulated in the Bogoliubov de Gennes for-
malism on a honeycomb lattice
H =
∑
i
c†iεici− t
∑
〈i,j〉
c†iρzcj + it2
∑
〈〈i,j〉〉
νijc
†
iρzszcj (B1)
where ci = (ci↑, ci↓, c
†
i↓,−c†i↑)T . Here the on-site energies
of undoped silicene
εi = ±miρz + ∆i(cos(φ)ρx + sin(φ)ρy) (B2)
consist of a staggered potential and an s-wave supercon-
ducting pairing term and the plus (minus) sign applies
to the A (B) sublattice. Again, 〈i, j〉 denotes all near-
est neighbors and 〈〈i, j〉〉 all next nearest neighbors. The
Haldane phases νij = ±1 are a set of signs depending on
the two nearest neighbor bonds connecting the next near-
est neighbors i and j. If we have to take a left (right)
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turn when moving from site j to i the Haldane phase
equals +1 (−1). If we take the hopping energies to be
t =
2
3
~vF
a
, t2 =
∆SO
3
√
3
(B3)
where a is the distance between two nearest neighbors,
this tight binding Hamiltonian results in the low energy
model Eq. (1) at low energies. The characteristic energy
scale of this model is the nearest neighbor hopping energy
t. In the numerical results presented in Fig. 6 we set this
characteristic energy to unity and measured all energies
in units of t. The parameters were chosen as follows
t 1
m2 0.5
m1 1
∆SO 0.75
∆ 0.2
where again the values for the mass parameters m1,2
can be varied externally and the absolute value of the
superconducting paring potential is induced externally
by the proximity effect. The physical strength of the
spin orbit interaction may differ from the assumed value
∆SO = 0.75t, however, the number of existing edge chan-
nels again only depends on the spin orbit strength com-
pared to the mass parameters.
Appendix C: Electric fields inside superconducting
regions
To better understand the existence of the additional
in gap states at energies ε ≈ ±∆/2 existing in the case
for vanishing electric fields inside the superconducting
regions we also calculate the energy-phase relation for
the same parameters as in Fig. 6 with the only differ-
ence that the electric fields can now reach 5 lattice sites
into the superconducting regions (Fig. 8, top). In this
case the additional dispersionless states from Fig. 6 are
no longer present. Furthermore, when comparing the
probability densities of a zero energy state ((Fig. 6, bot-
tom) and (Fig. 8, bottom)) we note, that the bound state
is well localized in the y direction even at the bound-
aries to the superconducting regions if the electric fields
reach into the superconducting regions. Both observa-
tions support the premise that the additional states at
energies ε ≈ ±∆/2 are remnants of the topological edge
states without the superconducting pairing, because if
the electric fields reach into the superconducting regions,
the topological edge states are localized inside the super-
conducting regions and are thus suppressed by the super-
conducting pairing potential. If, on the other hand, the
electric fields like in Fig. 6 do not reach into the supercon-
ducting regions, the topological edge states are localized
at the boundary of the superconducting regions and thus
states localized at the boundary between the supercon-
ductor and the regions with a finite electric field can form.
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FIG. 8. Energy-phase relation (top) for the same setup as in
Fig. 6 with the only difference being that the electric fields
now reach 5 lattice sites into the superconducting regions.
Unlike the corresponding probability density of Fig. 6 (bot-
tom) the wave function at zero energy (bottom) now is well
localized in the y direction also at the boundary of the super-
conductors.
Furthermore, we note that the additional localization in
the y direction at the boundary of the superconducting
regions does not alter the energy-phase relation.
Appendix D: Boundary states perpendicular to the
channel
We provide analytical support to our above argument
for the existence of the in-gap states, which are indepen-
dent of the superconducting phase difference, shown in
Fig. 6. Specifically, we show that the states are subgap
bound states at the interface between the normal region
with a finite electric field and the superconducting region
with a vanishing electric field, and hence do not carry su-
percurrent between two superconductors. To this end, we
calculate the dispersion relation for in-gap states at the
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interface by solving the following BdG equation:
H(x)Ψ(x) = εΨ(x), (D1)
H =
(
H0(x) ∆(x)
∆∗(x) −H0(x)
)
, (D2)
where Ψ(x) is the wave function in the Nambu basis,
as defined in Eq. (2), and H0(x) is the Hamiltonian for
silicene including a staggered potential,
H0(x) = vF pxσxτz + vF pyσy + ∆SOσzτzsz +m(x)σz.
(D3)
The matrices σi, τi, si are Pauli matrices acting on the
spaces of sublattice, valley, and spin, respectively. The
position-dependent variables m(x) and ∆(x) are given
by
m(x) =
{
m for x > 0
0 for x ≤ 0 , (D4)
∆(x) =
{
0 for x ≥ 0
∆ for x < 0
, (D5)
and they are uniform along the y-direction. Here we as-
sume that chemical potential is zero. As the spin and
valley degrees of freedom are conserved quantities in this
model, we can reduce H(x) to a 4× 4 matrix as
H′(x) =
(
H′0(x) ∆(x)
∆∗(x) −H′0(x)
)
, (D6)
where
H′0(x) = ηvF pxσx + vF pyσy + ηξ∆SOσz +m(x)σz.
(D7)
Here, η = ±1 and ξ = ±1 are eigenvalues of τz and sz,
respectively. Below, we solve H′(x) in each of regions,
x < 0 and x > 0.
In the superconducting region of x < 0, the reduced
BdG equation is given by(
H′S0 ∆
∆∗ −H′S0
)(
ΨeS(x)
ΨhS(x)
)
= ε
(
ΨeS(x)
ΨhS(x)
)
, (D8)
with H′S0 = ηvF pxσx + vF pyσy + ηξ∆SOσz. The bulk
dispersion relation in this region is given by
ε = ±
√
~2v2F k2x + ~2v2F k2y + ∆2SO + |∆|2. (D9)
Then a complex wave vector within the energy gap in the
x direction is
kx = −iκS
= −i(~vF )−1
√
~2v2F k2y + ∆2SO + |∆|2 − ε2. (D10)
Note that we only consider kx = −iκS with κS > 0, as
an imaginary momentum kx = iκS corresponds to a wave
function which diverges as x→ −∞. From Eqs. (D8) and
(D10), we have
MΨeS(x) + ∆ΨhS(x) = 0, (D11)
where M is the 2× 2 matrix given by
M = −iηvF~κSσx + vF~kyσy + ηξ∆SOσz − ε. (D12)
Eq. (D11) is used below in Eq. (D17) to obtain a disper-
sion relation at the interface.
Next we calculate wave functions in the normal region
by solving the following equation,(
H′N0 0
0 −H′N0
)(
ΨeN (x)
ΨhN (x)
)
= ε
(
ΨeN (x)
ΨhN (x)
)
, (D13)
where H′N0 = ηvF pxσx + vF pyσy + ηξ∆SOσz +mσz. The
bulk dispersion relation for both an electron and a hole
in the normal region is given by
ε = ±
√
~2v2F k2x + ~2v2F k2y + (ηξ∆SO +m)2, (D14)
and a complex wave vector in the x direction correspond-
ing to a wave function decaying as x→∞ is
kx = iκN
= i(~vF )−1
√
~2v2F k2y + (ηξ∆SO +m)2 − ε2. (D15)
The electron and hole components of the wave function
are given by
ΨeN (x) = cee
−κNx+ikyy
(
~vF (iηκN − iky)
ε− (ηξ∆SO +m)
)
,
ΨhN (x) = che
−κNx+ikyy
(
~vF (iηκN − iky)
−ε− (ηξ∆SO +m)
)
, (D16)
where ce and ch are coefficients. By matching the wave
functions, Ψ
e/h
S (x) = Ψ
e/h
S (x, y) given in Eq. (D11) and
Ψ
e/h
N (x) = Ψ
e/h
N (x, y) in Eq. (D16), at x = 0,(
ΨeS(0, y)
ΨhS(0, y)
)
=
(
ΨeN (0, y)
ΨhN (0, y)
)
, (D17)
we have
ceM
(
i~vF (ηκN − ky)
ε− (ηξ∆SO +m)
)
= ch∆
(
−i~vF (ηκN − ky)
ε(ηξ∆SO +m)
)
,
from which we derive the dispersion relation at the in-
terface. After some algebra, we find the simplified form
as
ε2 −∆2SO − ηξ∆SO − ~2v2F k2y = ~2v2FκSκN . (D18)
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This equation has a real solution ε given by
ε = ±
√
~2v2F k2y + |∆|2
(ηξ∆SO +m)2
m2 + |∆|2 , (D19)
provided that
Z =
(
1 +
ηξ∆SO
m
)(
1− ηξ∆SOm|∆|2
)
> 0. (D20)
We examine the result with two sets of parameters used
in Fig. 6.
Case 1. m = 1,∆SO = 0.75, and ∆ = 0.2. In this
case, Z > 0 is satisfied when ηξ = −1, and the solution
is given by
ε(ky) = ±
√
~2v2F k2y + |∆|2
(∆SO −m)2
m2 + |∆|2 , (D21)
which has a gap at ky = 0 of size ε(0) ≈ ±0.245|∆|.
Case 2. m = 0.5,∆SO = 0.75, and ∆ = 0.2. In this
case, both cases of ηξ = 1 and −1 give Z < 0, and hence
no solution exists within the gap.
Appendix E: Poisoning rates W10 and W01
Here, we present the details of the calculation for the
poisoning rates and the stationary solution for the ABS
occupation presented in subsection VI.
We start with the solution for the ABSs given in
Eqs. (15). Fixing the superconducting phase difference
φ, we have two solutions of opposite energy Γ1(ε(φ)) ≡
Γ1(φ) and Γ2(−ε(φ)) ≡ Γ2(φ) = Γ†1(φ), due to particle-
hole symmetry. Without loss of generality, we assume
ε(φ) > 0.
A complete set of states are the eigenstates of the
Hamiltonian H (cf. Eq. (1)) with operators {γn}.
Projecting H to the low energy space spanned by the
valley-chiral edge states, the field operator for these edge
states is given by Φ(x) = (c↑(x), c↓(x), c
†
↓(x),−c†↑(x))T
defined above Eq. (14). Near zero energy, and close
to φ = pi, the low energy subspace is spanned by
the ABSs with energies |ε| < ∆ (cf. Eqn. (15)),
which we write here in the basis of Φ(x) as
Γ1(φ) =
∫
dxϕ(x)(1/
√
2) [exp(iθ(ε)), 0, 1, 0]
T
Φ(x)
(and Γ2(φ) = Γ
†
1(φ)). We model the coupling to the
other two channels of opposite spin-valley chirality
which are present at the same spatial position, but
only along a finite region (see Fig. (7), by a tunneling
Hamiltonian HT = t
∑
σ cLσ(0)c
†
Rσ(0) + h.c.. Here, we
consider a pointlike tunneling region in the low-energy
model. The tunneling matrix element t represents
the microscopic form of intervalley scattering in the
sample. Let L stand for the channels coupled to the
superconductors with ABS Γ1 and Γ2, whereas R
labels the channels that are coupled to the dissipa-
tive reservoir (denoted as ”Lead” in Fig. (7)). We
expand ΦL(x) in the low-energy ABSs as ΦL(x) ≈
(ϕ(x)/
√
2)[exp[−iθ(ε(φ))]Γ1,Γ†1,Γ1,− exp[iθ(ε(φ))]Γ†1]T .
The field operators of the R-side we expand in the
plane-wave states (wave-number k, spin σ) of the
spin-helical channels cRσ(x) = (1/
√
l¯)
∑
k exp(ikx)cRkσ,
where l¯ is the quantization length for these channels.
In the remainder of this appendix, we present the de-
tails of the calculation of the rates Wαβ that switch the
Josephson junction from a many-particle state α to a
state β by resorting to a Fermi’s Golden Rule approach.
We first rewrite HT in the appropriate excitations as
HT = (t
∗ϕ(0)/
√
2l¯)
×
∑
k
(
cRk↑Γ
†
1(φ)e
iθ(ε(φ)) + cRk↓Γ1(φ)
)
+ h.c. (E1)
The rate from the ground state |0(φ)〉ABS of the Joseph-
son junction (Γ1|0(φ)〉ABS = 0) to the first excited state
|1(φ)〉ABS = Γ†1|0(φ)〉ABS is given by the rate
W10 =
2pi
~
∑
if
ρi|〈f |HT |i〉|2 δ(Ei − Ef ). (E2)
Here, the possible initial states are |i〉 = |0(φ)〉ABS|φi〉lead
where |φi〉lead is the initial state of the dissipative chan-
nel coupled to a reservoir at temperature T having the
same chemical potential µ as the superconductors, and
ρi is the probability with which this initial state oc-
curs. The possible final states are determined by HT
and have the form |f〉 = c†Rk↓|1(φ)〉ABS|φi〉lead and |f〉 =
cRk↑|1(φ)〉ABS|φi〉lead. Note that the fact that the pro-
cess can create or annihilate an electron in the dissipative
channel is a consequence of the ABSs being superposi-
tions of electrons and holes. Both processes create a spin
up excitation in the Fermi sea of the dissipative channel.
The initial and final energies of the total (L,R)-system
are Ei = εφi − ε(φ)/2 and Ef = εφi ± εk↓/↑ + ε(φ)/2.
Using
∑
i ρi〈φi|c†RkσcRkσ|φi〉 ≡ Tr[ρc†RkσcRkσ] = f(εkσ)
with f(x) = [1 + exp(βx)]−1 the Fermi function in the
dissipative channel, and 1− f(x) = f(−x), we obtain for
the total rate
W10 = γtϕ
2(0)f(ε(φ)), (E3)
with the tunneling rate per length γt = 2piν|t|2/~ where
ν =
∑
k δ(εkσ − ε)/l¯ is the (constant) density of states
per spin and length at energy ε counted from µ.
A similar calculation holds for the opposite rate W01
where a spin down excitation tunnels into the dissipative
channel with the result
W01 = γtϕ
2(0)(1− f(ε(φ)). (E4)
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