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Abstract 
David, R., The Inf function in the system F, Theoretical Computer Science 135 (1994) 4233431. 
We give a I term of type Nat. Nat-Nat in the system F that computes the minimum of 2 Church 
numerals in ttme O(inf. log(inf)). This refutes a conjecture of the “1 folklore”. 
1. Introduction 
It is known (see [12]) that the representation of the integers by the Church 
numerals in the second-order lambda calculus (the Girard-Reynolds system F) 
has ~ as far as efficiency is concerned - the drawback that the predecessor cannot be 
computed (even in the pure lambda calculus) in constant time. Though this is not 
a serious problem for the predecessor itself (nobody will use the unary notation for the 
integers on a computer and in binary notation it is quite normal to compute the 
predecessor in time the length of its notation) this becomes a real problem if the 
predecessor operation has to be iterated for example to compute the difference or the 
minimum of 2 integers. 
Maurey has given a term Inf= hdm ((n Fix n) (m F 1.x m)) where F = AjAg (gf) that 
computes the Inf function in time O(inf) but Krivine [6, 131 has shown that this term 
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cannot be typed of type Nat,Nat -+Nat in the system E’ where Nat is V’_\- 
((x+,x)+(s+x)). 
There is a term (see below) of type Nat, Nat +Nat that computes the Inf function in 
time O(inf’) and it was usually thought that this was the best that can be done. 
because there would be no way to “alternate” the decrementation of 2 arguments in 
a typed context. We show that this is not the case and give here a lambda term of type 
Nat, Nat+Nat that computes the Inf function in time O(inf. log(inf)). 
I guess that it could be shown (I have not checked it) that this term can be typed in 
Krivine’s system AF2 (the second-order functional arithmetic which is essentially 
a first-order extension of the system F) of type: V’x t/y (Nat(.u), Nat(Jt)+Nat(inf(.u, y))) 
where the function symbol inf is defined by the usual equations: inf(r.O)=O; 
inf(O, sjt)=O; inf(s.u, sy)=s inf(x, ~1). This is not at all a trivial exercise since the 
following facts (to mention only a few of them) are used in the proof but their proof 
has no algorithmic content in the term itself so the typing has in some way ~ to take 
care of this: 
~ the transitivity of <. It is used in: if II > 2k and tn<2k then we know that tl>ttt. 
~ (k +2)(/c+ 3)/2~2~+8. It is used to prove that inf(n, m) iterations are enough to 
find the minimum. 
~ the algorithm given to compute the predecessor of an integer in binary notation 
really computes the predecessor, etc. 
I conjecture that there is no typed term computing the Inf function in time O(inf). 
In [I I] (also see [lo]) Parigot introduces the type system TTR (recursive type 
theory), the main reason for that was to give a typed representation of the integers 
with a typed predecessor working in constant time. TTR is an extension of AF2 where 
inductive definitions for types are allowed. For example NattTTR is there defined 
by: 
NatLTTR(x)=pN VX(V’y(N(?3~X(.s(~))), X(0)-+X(u)) 
that is we mean: 
Nat_TTR(x)=VX(V:(Nat_TTR(~)+X(.s(~))), X(0)+X(u)) 
and we do not give any algorithmic content to o. 
The representation of the integers in this system is then: zero= L,/‘is s. the 
successor succ= AnLf‘2.u (,f’n), the predecessor pred = AtI (n Id zero) where Id = i-u _Y. 
There is a (typed and linear time) transformation between the AF2 representation 
and the TTR representation. 
One way is trivial. 
in(nsucczero): VJs(Nat_AF2(.\-)+NattTTR(.y)) 
where 
NatLAF2(x)=VX(V’z(X(z)+X(S;)), X(0)+x(\-)) 
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The other way is more tricky and uses the technique of storage operators (see [9, lo]). 
It is - essentially - proved in [lo, p. 281 that Av (vpzp) where: 
z = J,dnf(f zero), P = AYJJ ((3~ z 7 41, G=lxly(x2z(y(sz))) 
can be typed of type Vx (Nat_TTR(x)-+Nat_AF2(x)) and transforms, in linear time, 
the TTR representation of n to its AF2 representation. Since the term given by 
Maurey can be typed - in TTR - with type Vx Vy (Nat_AF2(x)-+Nat_AF2(y)-t 
Bool(inf(x, y))) it is easy to find a term of type Vx Vy (Nat_TTR(x)+Nat_TTR(y)+ 
Bool(inf(x, y))) that computes the inf in time O(inf). 
2. Basic notations 
The notations are standard (see [l, 73). I adopt the following usual abbreviations: 
(ab, bz . . . b,) for (... ((a b,) b,) . . . b,). 
Al, AZ, . . . ,A,+B for (A1+(,4A+ . ..(A.+@...). 
z is the fl equivalence. 
nf(t) is the normal form of t. 
hdnf(t) is the head normal form of t. 
t-t,, t’ : t reduces to t’ by some steps of head reduction. 
time(t)= the number of p reductions to go (by left reduction) from t to its normal 
form. 
hdtime(t)= the number of p reductions to go (by head reduction) from t to its head 
normal form. 
2.1. Main types 
Nat =Vx ((x+x)-+(x+x)). 
Bool= Vx (x+(x+x)). 
List=Vx ((Bool, x-+x)-+(x+x)). 
Nat x Nat = Vy ((Nat+Nat+y)+y). 
2.2. Some constructors on these types 
s = the successor = ,l.nlf Ix (f(n f x)) : Nat +Nat. 
zero (also called false, nil) = A.f Ax x : Nat (also of type Bool, List). 
true = Ixl.y x : Bool. 
not = la,lxly (a y x) : Boo1 +Bool. 
cons = the concatenation on List = 2bnlAf Ax (f b (If x)) : Bool, List -+ List. 
2.3. Abbreviations 
0, . . . ,a~]=~~lx(fao(f...(fakx)...)). 
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{n) =(s(.s . ..(szero) . ..). 
{a,, , uk) =(cons a, (cons (cons u,+ nil) . ..)). 
2.4. Storage operntors 
The role of the storage operators is to force, during a head reduction, a call by value. 
For details on the computation, type and time see [S, IO] 
Nstore = An (n H 6): Vo(Nat*+iiNat), where Nat*=V.u ((l.~+ls)-+ 
(l.u-*~.x)) and 1.x=x+0, s=A,f (.f’zero) and H =AxAy (s iz( y(s z))). 
Nstore is a storage operator for Nat, that is (Nstore f,,q) reduces ~ by head reduc- 
tion - to (g (PI;) in time O(time(t,)) if q is a variable and t,z[~]. So time 
((Nstore t, G))=O(time(t,))+ time ((G [)I))). 
Bstore=Ah(h/Zf’(f’true) A,f’(j‘false)): V’o(Bool*~~~Bool). where BooI*= 
v.x(l.x+(l.Y-+lx)). 
Bstore is a storage operator for Bool, that is (Bstore h 9) reduces ~ by head reduc- 
tion - to (q true) (resp (gfalse)) in time O(time(h)) if h~true (resp false) and q is 
a variable. 
Lstore=/ZI(/H6): Vo(List*+llList), where List*=Vx((Bool*. lr+l.x)+ 
(1x +1x)), 
H =,h (Bstore a IhirAf’(r Az(j’(cons hz)))) and 6 =A,/‘(,/‘nil). 
Lstore is a storage operator for List, that is (Lstore ig) reduces - by head reduction 
_ to (q [uO . . . a,)) in time O(time(l)) if q is a variable and /Z [u,,, ._. ,oJ. 
3. The inf term 
Before giving good_inf I remind here easy_inf’ the “usual” term for the function: 
n, m-tif n <m then n else m; easy_itzf’ is such that: time ((ell.s)ir$ [n] [ml))= 
O(((inf(n, m))‘). (see C31) 
rasy_hf’= AnAm (n A Ap zero m): Nat, Nat +Nat 
where A =Aulm (m H(zero, zero) false): (Nat-*Nat)+(Nat+Nat) 
H = AC ((s(c true)), (S(U(C true)))): Nat x Nat -Nat x Nat 
and (u, h) is AJ (f a h) 
It is more convenient to define first ir~f‘ (= the function: II, m-tif II <m then true else 
false) and then good_iqf‘ (= the function: n, m+if n < tn then II else m): Nat, Nat -Nat. 
;1nIm (irf n m n m). 
The two basic tricks of the algorithm are the following: 
(1) compare II and WI in the following way: (this is the same idea as in 141). Iterate 
the following function (with initial arguments 01, tn, 0,O) and local arguments 
(n’, m’, Ii’, p’)). 
l if m’=O then answer false else if n’=O then answer true else: 
l if n’>2k’ and m’>2k’ then iterate with arguments (n’, m’. (k’+ l), k’) that is: 
compare tz’ and m’ with 2k’+‘, and remember that ~‘>2~’ and tn’>2k’ else 
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l if n > 2k’ and m < 2k’ then answer false else 
l if n < 2k’ and m > 2k’ then answer true else 
l if n<2k’ and m<2k’ then iterate with arguments (n’-2p’, m’-2p’, 0,O) that is: 
compare n’--2P’ and m’-2P’ where p’ is the largest integer such that n’, m’ > 2p’. 
(2) compute n-2k or compare n to 2k in the following way: iterate n times the 
decrementation of 1 starting from 2k; n is used as the iterator whereas 2k and its 
predecessors are written in binary notation (the higher-order bit being (on the 
opposite to the usual notation) on the right, that is at the end of the list of length k). It 
is convenient to assume that the useless “0” bits of high order at the right of the 
representation 1 of an integer are kept, i.e. the length of 1 and (pred 1) are the same. The 
main point is that since we are making head reductions, we do not have to compute 
entirely n - 2k (see the proof of Lemma 4) and so, even if n is much larger than 2k, the 
time to compare n with 2k is O(k2k). 
The next lemma is crucial and used without mention in almost all the other lemmas. 
Lemma 0. Let u, v, vl, . . . , v, be A terms and u’ = hdnf(u). Then: hdtime((u v1 . . . v,)) = 
hdtime(u) + hdtime((u’ v1 . . . v,)) hdtime(u [v/x]) = hdtime(u) + hdtime(u’[v/x]). 
Proof: Easy, by induction on hdtime(u). See [9, lo]. q 
I now introduce, in the following lemmas, some subterms of the A term inf and give 
their properties. 
Lemma 1. Let pred=A/(l GDfalse): List+List where D=Ab nil: Bool+List, 
G=ilaAyib (b(consa(y true)) (cons (not a)(ya))): Bool, Bool+List, Bool+List then 
(1) if nf( [a,, . . . , ak]) # [false, . . . &/se] then (pred {a,, . . . , ak})z [b,, . . . , bk] where 
[h,, . . , bk] is the binary representation of the predecessor oj’the integer whose binary 
representation is [aO, . . . , a,‘], 
(2) f the a, are true or false then: time ((pred {a,,, . . . , a,})) = O(k). 
Proof. Easy. 0 
Lemma 2. Let test-list = Alhdm (I B true n m): List, Nat, Nat-Nat where B=lblr 
(b j&e r) then if n, m are variables: 
(1) (test-list [ao, . . . , uk] n m) z if nf( [ao, . . . , ak]) # [false, . . . #se] then n else m, 
(2) {f the ai are true or false then time ((test-list {aO, . . . , ak} n m)) = O(k) 
Proof. Easy. 0 
Lemma 3. Let list = Ak (k cons-0 [true]) : Nat +List where cons-0 = Al;lfAx 
(f.fulse (! f x)) then: 
(1) (list [k]) z [false, . . . ,fulse, true], 
(2) time((list {k}))=O(k). 
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Proof. Easy. 0 
Lemma 4. Let next=lgll (test-list 1 (s(g1) (Lstore (predI)g)): (List-Nat)-+ 
(List+Nat). Let Dif=lnAk (nnextAxzero (list k)): Nat, Nat+Nat. Let Test = 
AnikAaAb ((Difn k) Ax a b): Nat, Nat, Bool, Bool-+Bool then 
(1) (Dif [n] [k])= [n-2k] and (Test [n] [k] a b)=$n> 2k then a else, b, 
(2) if a and b are variables then time ((Test {n} {k} a b)) = O(k 2k), 
(3) if2k<n<2(k+1) then time ((dif{n} {k}))=O(k. 2k). 
Proof. (1) is easy to see. 
(2) It follows from the properties of Lstore and the previous lemmas that if g is 
a variable, the ui are true or false and 1= {a,,, . . , ak} represents in binary a nonzero 
integer p then hdnf (nextgI)=(g{bo, ,.. , bk}) where [b,, . . . , bk] represents p- 1 and 
hdtime ((next g I))= O(k). 
Thus let u=({n} nextAxzero (list {k})) and u=({n} nextAxzero (list {k}) Axub); 
~ Ifn<2k then u +,, (Ax zero 1’) for some 1’ and so u z zero, u z b and time(v) = O(k. 2k). 
~ If n>2k then UP+,, (next G {false,...,false}) in time O(k.2k), with G= 
(nexYzk Ax zero) and so v-+,, (s(G {false, . . . , false}) Ax a b)-+h a (this last reduction 
is in 4 steps !); and time ((Test {n} {k) a b))=O(k2k). This proves (2). 
(3) Finally it is easy to see that ((nextPAxzero) {false, . . . ,falseJ) reduces to [p] in 
time O(pk). This proves (3). 0 
Lemma 5. Let n,m,p be integers such that 2p< n, m ~2~+‘, g is a variable and 
u=(Nstore (Dif {m} {p}) (Nstore (Dif {n} {p})g)), then hdnf(u)=(g(m-2P} {n-2P}) 
and hdtime(u)=O(p2P). 
Proof. This follows easily from Lemma 4 and the properties of Nstore. 0 
Lemma 6. Let Iteration = AgAnAmAkllp (m Ax(n Ix (Test n k(Test m k (g n m (s k)k) false) 
(Test m k true Zter)) true)fulse) : (Nat, Nat, Nat, Nat +Bool)+(Nat, Nat, Nat, Nat + 
Bool) where Iter = ((Nstore (Dif m p) (Nstore (Dif n p)g)) zero zero). 
Let n, m, k, p be integers, g a variable and u be the head normalform of (Iteration g {n} 
im> Ck) {P}) then: 
(1) - if m =0 then u =fulse else 
_ if n = 0 then u = true else 
~ if n>2k and m>2k then u=(g{n} {m}, {k+l}, {k}) else 
_ if n > 2k and m < 2k then u =fulse else 
_ if n < 2k and m > 2k then u = true else 
~ if n<2k and m<2k then ~=(g{n-2~} (m-2P} zero zero) 
(2) hdtime((Iterationg{n} {m} jk) {p)))=O(k2k). 
Proof. This follows from the Lemma 5. 0 
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Definition. Let inf= ;In;lm ((s* n) Iteration Init n m zero zero) : Nat, Nat -+Bool where 
Znit = Iln Am Aplq true : (Nat, Nat, Nat, Nat +Bool). 
Theorem. For all natural numbers n and m: 
(1) (inf [n] [m]) z [inf(n, m)] 
(2) time((inf [n] [ml)) = O(inf(n, m). log(inf(n, m))). 
Proof. We show that at most inf(n, m) + 8 iterations are enough to find the minimum. 
It is then clear that the roles of n and m are in fact symmetric; assume then that n <m 
and let k be such that 2k < n < 2 ck+l) Note that Init, the initialisation of the iteration, 
will then never be used and so any thing of the good type would in fact do. 
_ If m>2ck+l): the algorithm find the minimum in k +2 iterations and the computa- 
tion time is 
k+2 
0 
( ) 
1 i 2’ = O(k 2k) = O(inf Log(inf)). 
i=l 
- If m < 2ck+ ‘): after k + 2 iterations the head normal form is (iteration’ Init {n - 2k} 
{m - 2k} zero zero) for some r. By repeating the argument (since n - 2k < 2’) it is then 
clear that the maximum number of iterations to find the minimum is: (k+2)+ 
(k+l)+ ... + l)=(k + 2)(k + 3)/2 which is easily seen to be less than 2k + 8, and that 
the computation time is at most: 
k+l i+l 
c 1 0(j.2j)=O(k.2k)=O(inflog(inf)). 0 
3.1. The complete term 
The following term has been tested on computers. The experiences made show that 
the computation time (number of p left reductions) is less than 300 inflog(inf). 
s=AnAfAx(f(nfx)), 
zero = Af Ax x, 
nil = Aj”Ax x, 
false = Af Ax x, 
true = Axly x, 
cons=IbA/Aflx(fb(lfx)), 
dl =Af(fzero), 
Hl =nxny(xIz(y(sz))), 
Nstore = An (n Hl dl ), 
Bstore=Ab(bIf(ftrue)Af(ffalse)), 
d2 = Af(f nil), 
H2 =la(Bstore a AbArAf(r Az(f(cons b z)))), 
Lstore = A/(l H2 d2), 
B = AbAr(b false r), 
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test-list = Alinlrn(I B true n m), 
cons-O= AIAflUx(.f false(/,/‘_u)), 
list =Ilk(kcons_O(cons true nil)), 
not=1a~x~JJ(u~x), 
G=AaiJj;lh(h(cons a(ytrue)) (cons(not N)(~u))), 
D = 8~ nil, 
pred=iI(IG Dfalse), 
next =AgAf(test_list I(s(g I)) (Lstore (pred /)g)), 
Dif = AnAk(n next Ilx zero (list k)), 
Test = An,lkAallh(n next ix zero (list k) A.Y u h), 
Init =/blmApAq true, 
lteration=Ilgln~m~k~p(m3..~(n~s(Test nk(Test m k(g nm (s k)k) false) (Test 111 k true 
((Nstore (Difmp) (Nstore (Difnp)<g)) zero zero))) true) false). 
inf=~nI.m(.s(s(.s(.s(s(s(s(.sn))))))) Iteration lnit nn~zerozero), 
gooddinf = J.nAm (inf n m II nz). 
4. A term in TTR 
Proposition 1. There is II term of’ type V’s VJ’ (Nat_TTR(x). Nat-TTR(y)+ 
Bool(inf(.u, 4’)) thut computes the inf:firnction in time O(inf) \t#lere BooI is the TTR 
(or AF2 ~ it’s the same!) tllpr,fiw the Boolcwns i.e. Bool(h):=VX(X(true), X(,/&e)+ 
X(h)) and inf is spec{fied hy: inf(O,y)= true, inf(Su, O)=,fu/.se inf(Ss, Sy)=inf(\-, ~1). 
Proof. This follows easily from the linear time transformation from TTR to AF2 
mentioned in the introduction and the next lemma. I I 
Lemma. The term /InAm ((n Fl 1.x true) (m F2 i.u,fillse)) whew Fl = F2 = /If’Ag (.L/ ,f’) has 
in TTR the type: 
V/x Vy (Nat_AF2(.y), Nat_AF2(J,)+Bool(inf(.u, ~9)). 
Proof. This typing is essentially due to Krivine (see [6]). i 
Let U be such that 
Fact 1. Fl :Vx(U(s)+U(S_u)). 
Proof. ,f: U(x), g : Vz(U(z) -+ Bool(inf(S=. y))) (6j.f‘) : Bool(inf(Su. 4’). So ,f’: U(s) 
lg(gf’): U(Sx). I ’ 
Fact 2. i.u true : U(0). 
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Proof. t true : Bool(true) = Bool(inf(o, y)). •I 
Fact 3. n : Nat(x) E (n Fl Ax true) : U(x). 
Fact 4. E F2:Vy(Vx(U(x)+Bool(inf(Sx, y)))+Vx(U(x)-+Bool(inf(Sx, Sy))). 
Proof. j’:Vx(U(x)-+Bool(inf(Sx, y))), 8: U(x) {-Vy(Vlz(U(z)+Bool(inf(sz, y)))- 
Bool(inf(x, y)))) t (g ,f) : Bool(inf(x, y)) and Bool(inf(Sx, Sy)) = Bool(inf(x, y)). 
Fact 5. k lx false : Ix(U(x)-tBool(inf(Sx, 0))). 
Fact 6. m:Nat(y)~((mF2E,xfalse):Vx(U(x)~Bool(inf(Sx,y)))=Vz(U(z)-*Bool(inf 
(Sz, y))). 
Fact 7. n: Nat(x), m:Nat(y)t-((n Fl ix true) (mF2 Ax false)): Bool(inf(x, y)). 
Proof. By Fact 3 (and U(x) ~Vy(Vx(U(z)+Bool(inf(sz, y)))+Bool(inf(x, y)))) and 
Fact 6. 
References 
[I] H. Barendregt, The Lambda Calculus (North-Holland, Amsterdam, 1984). 
[Z] L. Colson, About intensional behaviour of primitive recursive algorithms, in: Lecture Notes in 
Computer Science Vol. 372 (Springer. Berlin, 1989). 
[3] L. Colson, Representation intentionnelle d’algorithmes dans les systemes fonctionnels, These, univer- 
site de Paris VII, 1991. 
143 R. David, A primitive recursive algorithm for the inf function CRAS T317 serie I (1993) 899-902. 
[S] R. David, About the asymptotic behaviour of primitive recursive algorithms, in preparation. 
[6] J.L. Krivine. Un algorithme non typable dans le system F, CRAS T 304, 1987. 
[7] J.L. Krivine, Lambda calcul, types et modeles; Masson (1990). 
[8] J.L. Krivine. Operateurs de mise en memoire et traduction de Giidel, Arch. Math. Logic 30 (1990) 
241-267. 
[9] J.L. Krivine and M. Parigot, Programming with proofs; in: SCT 87 (1987) Wendish-Rietz; in: EIK 26 
(1990) pp. 1466167. 
[IO] K. Nom, Operateurs de mise en memoire en lambda calcul pur et type. These, Universite de 
Chambery, 1993. 
[l I] M. Parigot, Recursive programming with proofs, Theoret. Comput. Sci. 94 (1992). 
[12] M. Parigot, On representation of data in lambda calculus, in: Lecture Notes in Computer Science, to 
appear. 
[I31 P. Roziere, Un resultat de non typabilitt dans Fw, CRAS T 309, 1989. 
