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Abstract 
Component-based design improves productivity by concentrating development efforts on one component at a time without 
having to worry about a change having an application-wide effect. In this paper, we demonstrate the usefulness of component-
based approach in the development of an infectious disease simulator. Specifically, we have explored the possibility of self 
performance tuning at runtime through the use of hot-swappable components by incrementally develop optimised component 
variants easily. The application has achieved 4 times speedup using dynamic kernel adaptation and a further 5.3 times speedup 
through parallelisation on a multicore and GPU server. 
Keywords: Multi-agent systems; Infectious disease simulator; Component-based software engineering; Compositional adaptation; Heterogeneous
computing 
1. Introduction 
In this paper, we present our experience in implementing a large-scale infectious disease simulator using a 
component-based design approach. We have implemented runtime adaptation of simulation kernels to improve 
overall performance. Our approach allows one to make better utilization of heterogeneous computing resources, 
such as GPU [1,2] and heterogeneous CPUs [3-5] while maintaining portability at the compositional level. 
With high performance computing platforms moving towards heterogeneous multi-core architectures, the optimal 
configuration of any algorithmic task in a parallel program has now become dependent on the processor core it is 
assigned on for execution [6,7]. In order to harness the power provided by these heterogeneous cores, one has to go 
beyond static assignments of small code snippets to different processors, and consider the need to make these 
resource assignments during runtime. In this paper, we present our extension to a single thread, component-based 
infectious disease simulator by the authors [8] to a heterogeneous architecture parallel processing platform. In this 
extension, we demonstrate a simulator design that is capable of adapting the random number generator component at 
run-time by utilising a GPU when present, and implements the same functionality in the CPU when the GPU is not 
available. Furthermore, this component was also able to supplement the GPU when the demand for random number 
* Corresponding author. Tel.: +49-176-22718602. 
E-mail address: thorsten.riechers@rwth-aachen.de. 
c⃝ 2012 Published by Elsevier Ltd.
Procedia Computer Science 1 (2012) 535–544
www.elsevier.com/locate/procedia
1877-0509 c⃝ 2012 Published by Elsevier Ltd.
doi:10.1016/j.procs.2010.04.057
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
 T. M. Riechers, S. Kuo, R.S.M. Goh, T. Hung / Procedia Computer Science 00 (2010) 000–000 
is too high due to an increase number of simulator threads. All of the above was achieved without compromising the 
elegance of the simulator design by encapsulating these adaptation rules inside a component. 
Because different kernel implementations may have very different performance characteristics depending on the 
input data, it is this observation that rationalizes the proposed technique of dynamic kernel adaptation – to optimize 
applications by using the most efficient kernel implementation that may change during runtime. As the dynamic 
kernel adaptation approach is to change the implementation of a compute-intensive kernel within an application 
during runtime, it is convenient if the application is designed with a component-based framework and the kernels are 
implemented as components.  
The rest of this paper is organized as followed. Firstly, we give a brief description of the background to our work. 
The next two sections that follow present the component-based adaptive runtime system and the infectious disease 
simulator respectively. The performance results are presented and discussed before concluding this paper. 
2. Related Work 
In this paper, we present our experience in applying the Common Component Architecture (CCA) framework [9] 
to a large-scale agent-based infectious disease simulator. This simulator is a tool that we have developed to model 
and simulate the spread of infectious diseases such as the Influenza A (H1N1) [10], as well as the effects of the 
control strategies to mitigate the spread. For this approach, we have developed and implemented a generalised 
Component-based Optimiser for the purpose of compositional adaptation for scientific applications [11]. 
Compositional adaptation refers to software that is composed of several parts; some of these parts have multiple 
instances that can be adapted. The specific parts can be selected at compile-time based on the specific hardware 
architecture, or in our case, these parts takes the form of software components and can be “hot-swapped” during 
program execution. 
There exist a few component-based frameworks that allow compositional adaptation of components. A 
comprehensive list can be found in [11]. For our work, we use the Ccaffeine Framework [12] which implements the 
Common Component Architecture (CCA) specification [9]. We have chosen to work with the CCA specification 
because it has specified API for creating and destroying components during runtime and is well suited for 
implementing the dynamic component substitution idea [13]. Another important aspect to consider for choosing a 
framework to perform dynamic compositional adaptation is the decision rules. Again, the Ccaffeine Framework
provides componentised interface for measuring component execution time using the TAU library [14]. 
Although our implementation utilizes the Ccaffeine Framework, the approach can be used in any component 
framework that supports dynamic switching of components (i.e. runtime component substitution), and provides 
some basic instrumentation that can be fed back into the system at runtime. One example of such framework is P-
COM2 [15] developed at the University of Texas. The supporting mechanism for runtime adaptation for it can be 
found in [16]. 
Instead of considering multiple implementations to provide the same functionality as different components that 
can be “hot-swapped”, another possible way of achieving runtime adaptation is to introduce the concept of a 
component container holding a substitution set of a family of components with the same functionality and different 
qualities (e.g. execution time and accuracy) [13,17]. Such a “dynamic component” selects the most appropriate 
component implementation in which the selection is based on meta- and monitored data that each component 
provides. This approach allows the adaptation rules to be encapsulated within this component container and 
arguably provides a cleaner interface. In a system built with two or more adaptive components, our approach is to 
provide a centralised adaptation component that can jointly adapt multiple components with similar functionality. 
We also refer this approach as dynamic kernel adaptation.
3. Generalised component-based optimiser 
In this section, we shall discuss the design of our component-based Optimiser that supports compositional 
adaptation of components. The goal is to allow the simple creation of multiple implementations of kernels with 
similar functionality and that the supporting runtime system will allow dynamic adaptation through runtime 
component substitution. The component substitution mechanism ensures that the most appropriate kernel 
implementation is chosen based on runtime conditions and the processor platform the application is executed on. 
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Most appropriate refers to the best performing kernel implementation on available hardware resources. The 
component-based Optimiser is shown in Fig. 1. When a user starts the simulation, an architecture specific Optimiser 
is constructed dynamically and then executed. While the Simulator is executing, performance data is fed through the 
Monitor component (an instance of the TAU component) to a Decision component which checks the performance 
data and decides if the simulator need to be reconfigured for better performance. The actual mechanism of invoking 
the API for creating and destroying components within the simulator is implemented in the Builder component. As 
shown in the figure, there is also another component called Accelerator that interfaces with the Builder component. 
The purpose and functionality of each of these components will be described in more detail subsequently. But 
firstly, we shall briefly discuss the Simulator component which contains the most compute-intensive kernels, and 
which is where dynamic kernel adaptation occurs. 
The Simulator component shown in Fig. 1 is made up of multiple smaller components but the details are not 
shown for simplicity. The most compute-intensive component within Simulator is referred to as the computational 
kernel and in our case study infectious disease simulation application, it is the component that is responsible for 
updating the progress of disease spread among all individuals in a simulation population (more details of the kernel 
are provided in next section). For a specific kernel of a simulation, there may exist more than one implementation to 
achieve the same functionality. Multiple implementation variations can differ not just in the architecture it is 
compiled for, but may also differ algorithmically – e.g. various sorting algorithms. An important concept to bear in 
mind is that multiple instances only require to offer similar functionality and produce similar results. However, due 
to the specifications and nature of hardware architectures, e.g. different floating point precision capabilities, these 
implementations may not necessarily produce identical numerical results – e.g. matrix multiplication on CPU and 
GPU.  
For our case study application, we first refactor our original application (already written in C++) into the 
Simulator component which is made up of several smaller components. The advantage of component-based 
software engineering with respect to dynamic kernel adaptation is that components have well-defined standardized 
interfaces. This allows the compute-intensive kernels to be encapsulated into a component which can be 
dynamically swapped easily.  
The supporting runtime framework responsible for creating and destroying the components in the Simulator is 
then constructed. It also helps to make decision on the optimal way of configuring it. This runtime system is built 
using CCA components and consists of the following: 
 (1) The Builder component dynamically modifies the composition of the Simulator. It encapsulates framework 
specific function calls for dynamically building and modifying the Simulator. It also implements a portable interface 
for component substitution which is used by the Driver component. 
(2) The Decision component implements the decision rules for swapping the implementations of the kernel. For 
each adaptive component, it selects from a family of implementations which have the same functionality but have 
different performance (such as execution time, memory-usage, energy efficiency and accuracy). The Decision
component requires two types of information to make its decision: (a) performance metric to validate the decision, 
     
Fig. 1. This figure shows a Component-based Optimiser that allows the creation of multiple implementations of kernels with similar 
functionality. It enables dynamic adaptation through runtime component substitution in which the most appropriate kernel implementation
is chosen based on runtime conditions and the processor platform the application is executed on. 
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and (b) simulation-specific observations (such as the size of an array) that can be used to predict performance. This 
information can be used by this component to learn the conditions under which an implementation performs best in 
order to build up the decision rules. Because our approach separates this component from the Monitor and the 
Builder, we can experiment with different implementations effortlessly. 
(3) The Monitor component gathers the data required by the Decision component and its implementation depends 
on the Simulator.
(4) The Accelerator component examines the surrounding system and processor platform. It detects the available 
resources such as multicore processors and GPUs so that the Builder component can select pool of appropriate 
implementations that cater for the particular system used. 
(5) The Driver component simply coordinates the optimization process. 
By constructing the runtime in a component-based framework, certain core elements can be developed and 
changed separately, e.g. the decision rules can be implemented and modified without knowledge of the Simulator’s
implementation, which is handled by the Builder component. Furthermore, this structure can be easily applied to 
other simulations to achieve dynamic adaptation by changing only the Builder component. While the Monitor
component appears to be part of the Simulator, it is implemented as a proxy component that sits at the component 
interface and thus it is possible to automatically generate the Monitor in a systematic way. Finally, the Decision
component may implement generic rules to optimize the application based on some gradient search methods. Since 
the Monitor component abstracts from Simulator specific metrics, the decision rules can be formulated in a general 
way such that they can be adapted easily. This will likely save time and improve the productivity of developers. 
4. An agent-based infectious disease simulator 
Simplistically, an agent-based simulator for infectious diseases can be viewed as a large collection of simple state 
machines. Each of these state machines represents an individual in the population and is known as an agent. Agents 
interact with each other through pre-defined contacts. The aggregation of all the contacts forms a graph with agents 
as nodes and contacts as edges. This graph is sometimes referred to as the contact network. The states of the agent is 
reflective of the disease progression such as susceptible (S), exposed (E), infectious (I), and recovered (R). This is 
referred to as the SEIR-model [18]. A typical simulation may consist of millions of agents representing a densely 
populated city. By introducing an infectious individual into this population, other agents that are connected to this 
infected individual will change state from S to E and potentially become infectious based on some probabilistic 
mode. To simulate this, the computer has to check through each individual and perform state transitions based on the 
contacts and result of a random number generator. 
A typical run of the simulation terminates when there are no more infectious individuals. Profiling of the 
simulator without the adaptation framework reveals that approximately 80% of the total execution time is spent in 
updating the agent status and traversing the contact network. Next, we describe in detail the computational kernel 
used in updating the states in the simulation. 
4.1. Two different kernels 
Once an individual is in the exposed state, the state changes autonomously irrespective of its contact list (edges). 
For agents in the infectious and susceptible state, the simulation needs to check through the contact list of these 
individuals. In the case of a contact between a susceptible and an infectious individual, it makes a probabilistic 
decision if an infection actually takes place. We have identified two different kernels for performing this update and 
they are described below. 
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4.1.1. The infecting loop (I-Loop) 
While the simulator examines the contact network, it will check each agent’s state and perform the autonomous 
state transitions. In addition, if it is an infectious individual, we will go through the contact list (edges) of this 
individual and attempt to infect those that are in the list and who are susceptible (see Fig. 2a). 
4.1.2. The to-be-infected (or susceptible) loop (S-Loop) 
In this method, the simulator performs the autonomous update as in the previous method. Additional computation 
is performed only on the susceptible individuals by computing the probability of this susceptible individual being 
infected by checking its contact list for infectious individuals (see Fig. 2b). 
4.2. The serial implementation of the simulator 
4.2.1. Experimental setup and Results 
The system used in our experiments is an Intel dual quadcore 3.0GHz with 32GB DDR2 memory with a Tesla 
GPU card on the PCI express bus. The 8 cores has the same access to the main 32GB of memory and can be 
considered as two groups of 4 cores with a shared cache for each group. The Tesla GPU device has a memory of 
4GB and data has to be transferred through the PCI express bus to share data with the CPU. We use the Ccaffeine 
Framework, version 0.8.8 as our component framework and instrumentation is provided through the TAU 
performance component version 1.7.3a [14] with TAU version 2.17.3 [19]. 
For completeness, the parameters used in the infectious disease simulation are given below. Note that the 
parameters used are for benchmarking purposes and may not reflect the property of any specific disease. In order to 
eliminate the possibility of early termination of our simulation, ten infectious individuals are introduced at the 
beginning of the simulation run with the probability of infecting other individuals in the population through contact 
(transmissibility of the disease) set to be sufficiently high at 0.01, which is a realistic number. This will almost 
guarantee that the simulation will blow up to a full epidemic which is the special case where performance tuning is 
most critical. Other important simulation parameters used include: the average time to become infectious after 
exposure is 1 timestep, and the average time to recover after becoming infectious is 6 time steps. The simulator 
performs a synchronous update of the individual’s state and at any instance. 
Execution time (runtime) and system memory usage are recorded for different population size and different 
degree of contact (i.e. average number of people that an individual comes into contact with per day). We will refer 
to a simulation from the introduction of the infectious individuals to the state whereby no one is infectious as a 
single epidemic. A typical run of the simulation consists of collecting statistical information from many epidemics 
                          
Fig. 2. (a) I-Loop: an infectious individual (1) is infecting susceptible contacts (7, 10, 146 etc.); (b) S-Loop: a susceptible individual (1) is 
infected by infectious contacts (10, 146, 112 etc.) 
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in order to obtain a good average.  With population size similar to that of Singapore (5 million), a typical run of the 
reference design takes about one day on the above mentioned system. In a typical study of a disease, one would 
perform a run to obtain the typical characteristics of the disease. With further study of the result, multiple “control 
strategies” will be proposed which results in modification to the contact networks. This modified contact network is 
then fed into the system for another run and the result will be compared. With a turnaround time of around a day in a 
reasonably powerful server, there is definitely requirement to improve the execution time. 
We compare the execution time (Fig. 3a) and memory usage (Fig. 3b) of four different single threaded 
implementations: 
(1) The “Original” implementation is the reference C++ implementation of the simulator. All other results are 
normalized to this and the results of Original do not appear in the figures. The Original’s results are represented as 
the 100% mark. 
(2) The “Static” implementation refers to the equivalent component-based implementation of Original without 
the adaptive runtime. This shows the relative overhead in a component based design. 
(3) The “Dynamic” implementation embeds the Simulator’s component-based implementation into the runtime. 
This will incur an addition runtime composition overhead compare with the Static version. In this mode adaptation 
is disabled. 
(4) The last column (“Adapt”) refers to the same setup as Dynamic but with adaptation enabled. 
4.2.2. Discussion 
For the serial implementation it was observed that there is a small overhead from refactoring the original code 
into components. Without adaptation, a penalty of 10% extra execution time was observed at the 4 million and 5 
million population size by the component-based approach. There is also a constant memory overhead of 200Mbyte, 
which can be attributed to the extra storage needed in managing the arrays in the component interface. Nevertheless, 
these overheads are a small price to pay when considering the benefit provided by being able to adaptively optimize 
the simulation as we observe 4 times (degree of contact 100) and 2 times (degree of contact 50) speedup in terms of 
execution time for the “Adapt” implementation as shown in Fig. 3a. 
With dynamic adaptation enabled, we observe up to 4 times speedup compared to the Original simulator. From 
the description of the two kernels, it is obvious that the execution time for each individual state update depends on 
the progress of the disease. When a disease is first introduced into a community, there are only a small number of 
infectious people. Therefore it is more efficient to use the infecting loop (I-Loop) as the kernel. As the disease 
progresses and more individuals of the population is either infectious or recovered (we assume a period of 
immunity), it becomes more efficient to use the to-be-infected loop (S-Loop) kernel. 
      
Fig. 3. (a) Execution time comparison of the four implementations. The population size varies from 100,000 to 5 million. The degree of 
contact is 50 or 100. (b) Memory usage comparison of the four implementations. 
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For both kernels, the execution time per timestep is shown for 100k/100 in Fig. 4a. From this graph, we confirm 
our assumptions on the association of the performance of the two kernels with the state of the population (i.e. 
number of susceptible and infectious). Fig. 4a reveals that the optimal swapping point is at the intersection of the 
graphs (timestep 24). The grey highlighted area under the graphs corresponds to the optimal execution time with 
perfect adaptation. 
The execution time characteristics of the two kernels for 5M/50 are shown in Fig. 4b. The S-Loop performs less 
well for a lower degree of contact (e.g. 50), the speedup reduces to 2. This is due to a shift of intersection point 
(timestep 51), and increases the highlighted area to about 50% (Fig. 4b) of the area under the I-loop. This 
corresponds to the 2 times speedup observed for this case. 
4.3. The multi-threaded implementation of the simulator 
In order to obtain further speedup, we created components with an OpenMP multi-threaded implementation of 
the I-Loop and S-Loop algorithm. These are implemented as substitutable alternatives to their respective serial 
counterparts. In this approach, the parallelisation aspect can be isolated into implementing these alternative 
components without affecting the rest of the system.  As these loops are the computationally expensive part of the 
simulation, efficient parallelisation would have the largest impact when exploiting multi-core architectures. 
Fig. 5a compares the execution time for different numbers of threads normalised to the serial implementation; 
runtime component substitution remains enabled. It is important to note that this is normalized to a single thread 
adaptive implementation which already has 4 times speedup over the original reference implementation, i.e. non-
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Fig. 4. (a) 100k/100 execution time of I-Loop and S-Loop; (b) 5M/50 execution time of I-Loop and S-Loop 
       
Fig. 5. (a) Normalized Execution time of the multi-threaded simulator with a shared serial RNG for different numbers of threads (testcase 
1M/100, normalized to the implementation without OpenMP); (b) Speedup of the multi-threaded simulator with different RNG components
for different numbers of threads. 
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adaptive and non-componentised version. The system used and the experimental setup is the same as described in 
section 4.2. 
4.3.1. Multi-buffered random number generation 
In this section, we discuss our final version of random number generator component that is optimised for multi-
buffered access without lock and has the ability to dynamically adjust generation rates. In this component, we use 
one CPU thread to serve multiple simulation threads by maintaining multiple input and output buffers. This thread 
may perform the generation in a GPU if available. The chores of maintaining multiple buffers as well as the GPGPU 
DMA details are encapsulated into a component interface so that it appears as a serial RNG with a much higher 
generation speed. Since the rate at which random numbers are consumed by the infectious disease simulation 
threads are not constants, we implement multiple buffers (two per simulation threads plus one for temporary storage 
for the GPGPU) to ensure that there is always enough random numbers available when requested by the simulator 
threads. This way, we avoid the locking situation described previously. 
However, a single GPGPU still have its limitations. By increasing the number of simulation threads in our 
system, we can reach a point where the simulation threads consume more random numbers than can be generated. 
At this point, our system compensates by creating another appropriately seeded (to ensure a relative prime generator 
polynomial as described in [20]) random number generator thread to be executed in the CPU. In a similar way, if a 
second GPGPU is available, then it can be utilised. All of this optimisation details are encapsulated and can be made 
into substitutable components without system wide side effects.  
In summary, we have created two random number generator components with identical serialised interface. They 
differ in their architecture specific implementation. The Builder component in the adaptive runtime (Fig. 1b) is 
responsible for inserting the correct component according to the system setup, i.e. use the GPU specific 
implementation mentioned above if a GPU is present and available. Currently, this decision is performed once just 
prior to programme execution and although the component implementations can be substituted to another during 
simulation, we have not found a compelling reason to do so. 
4.3.2. Discussion 
In Fig. 5a, each additional thread reduces the total execution time of the simulation. However, the reduction is not 
reflective of the marginal increase in computation power. Ideally, one would expect the bar graphs to resemble that 
of 1/x where x is the number of threads. Through a quick examination of the scalability plot of the speedup vs. cores 
Fig. 5b, we note that the speedup start to levelling off at around 5 to 6 cores. This is due to the use of a single 
random number generator component that is shared among all the simulation threads. In order to remove this 
bottleneck, we have to be able to scale up the speed of random number generation according to the number of 
threads. Next, we will touch briefly on random number generators and the reasons behind our design choice. 
Typically, random number generators (RNG) maintain an internal state in the form of a sequential state machine. 
The state variable is updated every time a random number is generated. One can view the generated random number 
as a simple hash of the internal states. Thus, RNGs with a large set of internal states can generate longer sequence of 
random numbers without repeating. Due to the finite nature of the internal states, all RNG will eventually repeat. 
Fig. 6. Multi-buffered random number generator 
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Therefore, if we implement two RNG in parallel, we have to ensure that the states of these two RNG are setup in 
such a way that these two sequences will not overlap.  
In our case study application, profiling of the single thread simulation reveals that the generation of random 
numbers account for 17% of the total execution time. When the system is scaled to two threads, concurrent 
execution can only be performed on 83% of the code and both threads have to share the same random number 
generator. If we assume that the RNG is the only sequential part of the calculation, Amdahl’s Law will predict that a 
speed limit at around 5 to 6 threads. This may account for the observed scalability issue.  
In order to improve the scalability, one may assign each thread their own RNG. While this approach will improve 
scalability, the simulator may have a compromised randomness configuration critical for a stochastic simulation [20] 
and would require an architecture dependent builder component in the runtime. In order to maintain the same 
component interface as the serial implementation so that parallelisation can be a decision made by the adaptive 
runtime, we have implemented an accelerator aided, adaptive random number generator component that can 
optionally utilise a GPU if it is present.  
To demonstrate the improvement in scalability, we plot the speedup (single threaded execution time / multi-
threaded execution time) as a function of the number of simulation threads in Fig. 5b. From this graph, we see that 
the GPU RNG version has better speedup than a single serial RNG CPU. At 8-threads, the GPU RNG version 
achieves a speedup of 5.3 times and that there is a marked improvement over the serial RNG version. Considering 
the 4 times speedup over the original implementation, the overall speedup through dynamic kernel adaptation and 
parallelisation is up to as much as 21 times on a server with 8-core with a GPU.  
5. Conclusion 
We have designed and developed a generalised component-based optimizer that allows the creation of multiple 
implementations of kernels easily. The component-based runtime system allows dynamic adaptation through 
runtime component substitution in which the most appropriate kernel implementation is chosen based on runtime 
conditions and the processor platform the application is executed on. 
We demonstrate the value of our approach through a case study of a component-based infectious disease 
simulator. Our experimental results shows that the component-based simulator with dynamic adaptation has 
performance gain of 2 to 4 times as compared to the original non-component-based code in the single threaded 
implementation. This gain is independent of the gain that can be obtained through careful parallelisation. We then 
further improve the performance of the system by parallelising one of the components without changing the rest of 
the simulation. The results reveal that another factor-of-4 improvement (over and above that of adaptation gain) can 
be obtained through simple parallelisation. Finally, we created another alternative implementation for the random 
number generator component to allow better scaling and demonstrated better speedup. This final implementation 
allows a total of up to 21 times speedup over that of the single threaded implementation on a server with 8-core and 
one GPU, and is capable of completing a simulation run in about an hour compared with a day. 
Throughout the development of this adaptive software, we have managed to maintain the same component 
configuration. The various optimisation to provide speedups, whether it is kernel adaptation or accelerating RNG 
generation when a GPU is available, has been implemented as alternative components without having to change the 
overall system design. We believe that this approach greatly increases the maintainability of the code. 
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