Reconstructing the demographic history of populations is a central issue in evolutionary biology. Using likelihood-based methods coupled with Monte Carlo simulations, it is now possible to reconstruct past changes in population size from genetic data. Using simulated datasets under various demographic scenarios, we evaluate the statistical performance of MSVAR, a full-likelihood Bayesian method that infers past demographic change from microsatellite data. Our simulation tests show that MSVAR is very efficient at detecting population declines and expansions, provided the event is neither too weak, nor too recent. We further show that MSVAR outperforms two moment-based methods (the M-ratio test and BOTTLENECK) for detecting population size changes, whatever the time and the severity of the event. The same trend emerges from a compilation of empirical studies. The latest version of MSVAR provides estimates of the current and the ancestral population size, and the time since the population started changing in size. We show that, in the absence of prior knowledge, MSVAR provides little information on the mutation rate, which results in biased estimates and/or wide credibility intervals for each of the demographic parameters.
INTRODUCTION
Inferring past demography is a central concern in evolutionary biology and applied ecology. Characterizing past variations in population size is crucial, e.g., for understanding the impact of past climatic fluctuations on the current distribution of species (JACOBSEN et al. 2005; ELMER et al. 2009; HU et al. 2009) , and for the conservation of endangered species (FRANKHAM et al. 2002) . Characterizing the demographic history of a species by direct approaches requires the monitoring of census data, which can be extremely difficult, not to say impossible, particularly in long-lived species. Yet, variations in census numbers of individuals also affect the dynamics of the genes carried by these individuals. A powerful alternative to direct approaches is therefore to use the recent advances in population genetic theory, which allow inferences on past demography from the observed distribution of genetic variation in natural populations (LAWTON-RAUH 2008) .
Until recently, most of these indirect methods relied on summary statistics calculated from genetic data, and tests for departure from their theoretical distribution under a given demographic and mutational model (CORNUET and LUIKART 1996; SCHNEIDER and EXCOFFIER 1999; GARZA and WILLIAMSON 2001) . For instance, CORNUET and LUIKART's (1996) approach relies on the rationale that rare alleles, which contribute marginally to the heterozygosity, are more likely to be lost following a bottleneck. A transient excess in heterozygosity, as compared to that expected at equilibrium given the observed number of alleles in the sample, can therefore be used as a proxy to detect a bottleneck . Conversely, a transient heterozygosity deficiency may provide evidence for a population expansion (CORNUET and LUIKART 1996; LEBLOIS et al. 2006) . In the same line of ideas, GARZA and WILLIAMSON (2001) proposed a test to detect past population declines, based on the ratio (M) of the number of alleles to the range in allele size observed at microsatellite loci. Because they are easy to implement and do not require time-consuming computations, these moment-based methods have been used in many empirical studies (see, e.g., SPENCER et al. 2000; COMPS et al. 2001; COLAUTTI et al. 2005) . However, these methods suffer from a limited statistical power because they do not make full use of the data. Furthermore, they do not provide any estimate of the severity and the duration of the bottleneck.
Likelihood-based methods coupled with Monte Carlo sampling offer a powerful alternative to these moment-based methods (FELSENSTEIN 1992; GRIFFITHS and TAVARÉ 1994; EMERSON et al. 2001) . They rely upon the computation of the likelihood of a sample configuration, i.e. the probability to observe the allele counts or the DNA polymorphic sites in that sample, given a demographic and mutational model. The parameters of interest of the underlying model are then estimated by maximizing the likelihood of the observed data.
Likelihood-based methods that have been developed for inferring past demographic changes from the observed distribution of genetic variation include, e.g., BATWING (WILSON and BALDING 1998; WILSON et al. 2003) , BEAST (DRUMMOND and RAMBAUT 2007) , IM and IMa (HEY and NIELSEN 2004, 2007) , LAMARC (KUHNER 2006) and MSVAR (BEAUMONT 1999) .
These methods differ not only with respect to the underlying demographic model, but also to the markers used (microsatellites, DNA sequences, etc.). Yet, because the computational burden required to evaluate statistical power and accuracy is particularly high, only few studies have attempted to test these methods (WILSON et al. 2003; ABDO et al. 2004; ROUSSET and LEBLOIS 2007; CHIKHI et al. 2010; STRASBURG and RIESEBERG 2010) .
Among those methods, the one developed by BEAUMONT (1999) , implemented in the software package MSVAR and further improved by , has been increasingly used in the past few years to infer past demographic changes (Table S1 ). MSVAR assumes a demographic model consisting in a single isolated population, which has undergone a linear or exponential change in effective population size at some time in the past. This method is designed to analyze multilocus microsatellite data that evolve according to a stepwise mutation model (SMM) (ELLEGREN 2004) . MSVAR uses a Markov chain Monte Carlo (MCMC) method to sample from the posterior distribution of the model parameters (i.e., the current effective population size, the ancestral effective population size before the demographic change, the time at which the latter occurred, and the mutation rate of microsatellite loci).
Although MSVAR has been widely used, the statistical performance of the method has never been extensively evaluated. In his original article, BEAUMONT (1999) simulated a handful of data sets with known mutational and demographic parameters, and then evaluated the performance of the method for detecting demographic events and its sensitivity to the shape (linear or exponential) of the demographic change. Yet, the precision of the estimation of the model parameters was not evaluated. Furthermore, the performance of MSVAR with respect to the severity of demographic change, the time since the population started changing in size, and the mutation model has not been studied yet.
Here, we therefore aimed at evaluating the statistical performance of MSVAR (i) in detecting population declines and expansions and (ii) in providing accurate estimates of the model parameters, as a function of the severity of the demographic change, the time since it occurred, and the mutation model. To that end, we performed stochastic simulations to generate microsatellite datasets under different demographic scenarios and mutation models, and then analyzed these simulated data with MSVAR. In light of our results, we comment upon the published empirical studies that used MSVAR, and provide some guidelines for future studies.
METHODS

Demographic model:
The demographic model implemented in MSVAR (BEAUMONT 1999; considers an isolated panmictic population of size N 0 at sampling time (t = 0). Going backward in time, the population size N(t) changes deterministically (either linearly or exponentially) to an ancestral size N 1 at time t = T a and then remains constant at N 1 for t > T a (BEAUMONT 1999) . In the following, we will only consider an exponential change in population size, with: , for 0 < t < T a , and N(t ≥ T a ) = N 1 . For simplicity, the time is measured in units of generations, and population sizes are expressed as numbers of diploid individuals.
Simulation study:
In order to test how MSVAR performed depending upon the nature of the demographic change (decline or expansion), its strength and its time of occurrence, we simulated population declines and expansions for a range of parameter values for the current population size N 0 , the ancestral population size N 1 and the time T a . The computational burden of the method prevented an exhaustive exploration of the parameter space. In a first set of simulations, we therefore concentrated on a set of parameter values that represented a range of situations characterized by weak, moderate and strong changes in population size, with varying time of occurrence. For population declines, we fixed the current population size N 0 = 100 in all scenarios, and varied the ancestral population size N 1 = {1,000; 10,000; 100,000} and the time since the demographic change T a = {10; 50; 100; 500}. For population expansions, we fixed the ancestral population size N 1 = 100 in all scenarios, and varied the current population size N 0 = {1,000; 10,000; 100,000} and the time since the demographic change T a = {10; 50; 100; 500}. A total of 24 sets of demographic parameters were therefore considered. For this first set of simulations, each locus evolved according to a strict stepwise mutation model (SMM), as assumed in MSVAR. The mutation rate µ was set at 10 -3 , which is in agreement with estimates from the literature (ELLEGREN 2004) .
Then, in order to test how MSVAR performed depending upon the mutation model, we performed a second set of simulations. The mutation process of microsatellites is complex and highly heterogeneous across loci and organisms (ELLEGREN 2000 (ELLEGREN , 2004 . While some observations of spontaneous mutations support a strict SMM, others suggest that multi-step mutations occur, with a frequency of multi-step changes p varying from 0.04 to 0.74 (ELLEGREN 2000 (ELLEGREN , 2004 . Apart from a strict SMM, we thus simulated microsatellite data under a generalized stepwise model (GSM) with p = 0.22, an average value found in the literature (DIB et al. 1996; ELLEGREN 2000; ESTOUP et al. 2001; ELLEGREN 2004 ) and with p = 0.74, the most extreme value reported ever (FITZSIMMONS 1998) . The mutation rate µ was set at 10 -3 . For that second set of simulations, we considered a population decline scenario (with N 0 = 100, N 1 =10,000 and T a = 500), a population expansion scenario (with N 0 = 10,000, N 1 =100 and T a = 500), and a stable population scenario, taking the (constant) population size as the harmonic mean of the population size change from 100 to 10,000 for T a = 500 generations, i.e. N 0 = N 1 = 464. This second set of simulations therefore consisted in 7 sets of parameters: 3 mutation models were considered for the stable population scenario (the SMM and the two GSMs), and 2 mutation models were considered for each of the declining and expanding population scenarios (the two GSMs).
Microsatellite data were simulated with SIMCOAL2 (LAVAL and EXCOFFIER 2004) , which generates samples of genes under various demographic models, using a discretegeneration coalescent algorithm. Discrete-generation algorithms produce simultaneous and multiple coalescences, which are cancelled out in the continuous-time approximation of the coalescent. There might therefore be a slight discrepancy between the coalescence rate in the discrete-generation algorithm and the continuous-time approximation that is assumed in MSVAR, particularly for large sample sizes and small effective population size (see, e.g., the
Supplementary Figure S2 in CORNUET et al. 2008 ). Yet, we find it more relevant to simulate the data without relying on approximations. Each dataset consisted in a sample of 50 diploid individuals, genotyped at 10 unlinked microsatellite loci. This sampling scheme is consistent with empirical studies that inferred past demographic changes using MSVAR: from an exhaustive survey of the literature (Table S1 ), we found that the median numbers of microsatellite loci and sampled individuals across datasets were 11.5 and 30, respectively.
For each set of parameters, we simulated five microsatellite datasets in order to have replicates from the same underlying demographic and mutation model. We therefore obtained a total of 120 simulated datasets for the first set of simulations, and 35 datasets for the second set. (ELLEGREN 2004) . For each set, we calculated the mean and standard deviation over the five replicates of the expected heterozygosity H e (NEI 1978) , the observed number of alleles N a , the range in allele size A r and the variance of allele range V a , using ARLEQUIN (EXCOFFIER et al. 2005) .
Parameterization of MSVAR:
In MSVAR, the posterior distribution of the model parameters is computed by means of a Markov chain Monte Carlo (MCMC) method using the Metropolis-Hastings' algorithm (METROPOLIS et al. 1953; HASTINGS 1970) . The likelihood is calculated from the genealogical history of the sample of genes, represented as a sequence of events (coalescences and mutations, see BEAUMONT 1999).
We used the version 1.3 of MSVAR, which provides separate estimates for N 0, N 1, µ and T a . This implementation of BEAUMONT's (1999) (JEFFREYS 1961; KASS and RAFTERY 1995) , as suggested by BEAUMONT (1999) and . The Bayes factor is a ratio where the numerator is the posterior probability of one model divided by its prior probability and the denominator is the posterior probability of an alternative model divided by its prior probability (GELMAN et al. 1995) . With identical priors for the population decline and the population expansion models (i.e., identical priors for N 0 and N 1 ), the Bayes factor for, e.g., a population decline is the ratio of the posterior probability of a population decline divided by the posterior probability of a population expansion. This ratio can be estimated by counting the number of states in the chain in which the population has declined (i.e., N 0 / N 1 < 1), and then dividing this by the number of states in which the population has expanded (i.e., N 0 / N 1 > 1) (see .
We estimated the marginal posterior distributions of the model parameters using the LOCFIT package (LOADER 1999) implemented in R (R DEVELOPMENT CORE TEAM 2009).
Point estimates of natural parameters N 0 , N 1 , T a and µ were computed from the mode of their marginal posterior distribution. The 90% highest probability density (HPD) intervals were computed with the CODA package. We also estimated the marginal posterior distributions of the scaled parameters θ 0 ≡ 4N 0 µ, θ 1 ≡ 4N 1 µ and t f ≡ T a / (2N 0 ), and we computed point estimates and 90% HPD intervals for these scaled parameters. For each demographic scenario considered, we calculated the absolute value of the bias for both natural and scaled parameters over the five replicated datasets.
Detection of population size change with BOTTLENECK and the M-ratio test:
Finally, for the first set of simulations (strict SMM with population size change), we compared the performance of MSVAR to detect genetic signatures of demographic changes with the two most widely used moment-based methods available for microsatellite data. First, we analyzed the datasets using the method developed by CORNUET and LUIKART (1996) and implemented in the software package BOTTLENECK v.1.2 (CORNUET and LUIKART 1996).
Wilcoxon signed-rank tests were performed to determine if a dataset exhibited a significant number of loci with heterozygosity excess as expected in bottlenecked populations , or with heterozygosity deficiency as expected in expanding populations (CORNUET and LUIKART 1996) . Second, we calculated the GARZA and WILLIAMSON's (2001) M-ratio on the 60 datasets corresponding to population declines. We compared empirical values of the M-ratio to 95% critical values (M c ) derived from 10,000 simulations of stable populations using the program CRITICAL_M. Simulations were performed using the true value of θ 1 (θ 1 = 4, 40 and 400 in the scenarios considered), and assuming a strict stepwise mutation model. We considered that a M-ratio below the critical value M c was indicative of a population decline.
RESULTS
Genetic diversity of the simulated datasets, under a strict SMM: For the first set of simulations (strict SMM with population size change), the expected heterozygosity H e , the number of alleles N a and the range in allele size A r are reported in Table 1 Furthermore, genetic diversity decreased with increasing T a , the loss of genetic diversity being more pronounced for long contraction events. For expansion scenarios, H e ranged from 0.30 to 0.58. N a ranged from 2.7 to 4.9 and A r varied from 1.8 to 4.0. In agreement with theoretical expectations, H e , N a and A r increased with increasing T a since the number of mutations that segregate in the population increase with the age of the expansion event. We also observed a tendency for genetic diversity to increase with increasing N 0 , although this trend was not clear-cut.
MCMC convergence:
In the following, we used GELMAN et al.'s (2004) rule of thumb, which suggests that values of the multivariate GELMAN and RUBIN's convergence diagnostic comprised between 1.0 and 1.1 indicate reasonable convergence, whereas values above 1.1 indicate poor convergence. Out of the 120 analyses of the first set of simulations, 67 converged after 10 9 steps (Table S2 ). The average computational time of these chains was 1.5 days for expansions and 3 days for contractions. The 53 non-converged analyses were run again for 3 × 10 9 steps and were thinned to 120,000 output lines by recording parameter values every 25,000 steps. Out of these 53 analyses, 20 converged after 3 × 10 9 steps, which took on average 20 days per chain. Finally, the last 33 non-converged analyses were run for 1.5 × 10 10 steps, which took 60 days per chain on average. Out of these 33 analyses, 16 converged after 1.5 × 10 10 steps. Therefore, a total of 17 analyses out of 120 (14.2%) did not converge after 1.5 × 10 10 steps. Most of these non-converged analyses corresponded to recently and severely bottlenecked populations (T a < 500 and N 0 / N 1 = 0.001; Table S2 ). Yet, visual inspection of the three chains in the non-converged analyses, as well as the similarity of the marginal posterior distributions, suggested that the chains were close to equilibrium.
Therefore, we included the 17 non-converged analyses in our results. The cumulative computation time for the completion of all the analyses included in our study exceeded 276 × estimates tended to be lower than that of N 1 , and was maximized for recent events (T a = 10).
The quality of the estimates of N 0 , N 1 and T a was poorer for expansions, as compared to contractions. The marginal posterior distributions were not sharply peaked and did not depart markedly from the priors. The 90% HPD limits were wide and the absolute value of the bias was high, overall ( Figure 3 ). This was true whatever the severity of the event and its time of occurrence. It is noteworthy that, with few exceptions, all demographic parameter estimates differed markedly across replicate datasets ( Figure S2 ). We noticed that for a given expansion severity, estimates of N 0 increased with T a , while estimates of N 1 decreased with T a ( Figure S2 ).
For contractions and expansions, the marginal posterior distributions of µ departed only slightly from the prior distributions, whose mean was set at α µ = -4 on a log 10 scale.
Because the true mutation rate µ of the simulated datasets was set at -3 on a log 10 scale, the mutational parameter µ was therefore systematically underestimated, as already pointed out
by MILTON et al. (2009) . The 90% HPD intervals of the marginal posterior distributions of µ were wide (data not shown).
Finally, we examined the patterns of correlation between natural parameters to assess the performance of MSVAR to estimate natural parameters separately. We observed strong correlations between natural parameters of the model. Overall, both N 0 and N 1 were negatively correlated with the mutational parameter µ and there was a positive correlation between N 0 and T a ( Figure S5 ). The correlations were stronger for more severe events and more ancient events. Furthermore, the correlations were more pronounced for contractions than for expansions.
Estimates of the scaled parameters θ 0 , θ 1 and t f : Scaled parameters were overall much more precisely estimated than the natural parameters for contractions, whereas they were poorly estimated for expansions. As with the natural parameters, the quality of the estimates depended upon the severity of the demographic change and its time of occurrence.
For contractions, the marginal posterior distributions of the scaled parameters θ 0 , θ 1 and t f were very peaked and departed markedly from the prior distributions (e.g., Figures 5C and 5D), except for contractions of low severity (N 0 / N 1 = 0.1). The precision (low bias, narrow 90% HPD interval) increased with increasing severity of the event and time of occurrence (Figures 4 and S3) . In particular, estimates of θ 1 and t f were overall very precise for moderate to severe bottlenecks (N 0 / N 1 < 0.1), except for very recent events (T a = 10).
Although θ 0 was also well estimated for ancient declines (T a > 50) from moderate to strong severity, the bias and the range of 90% HPD intervals were larger as compared to Influence of the mutation model in MSVAR: Out of the 30 analyses presented in Figure 6 for the GSM, 12 (40%) did not converge after 3 × 10 9 steps. Out of these, 9 analyses (75%) concerned the datasets generated with the strongest GSM (p = 0.74). With data generated under the moderate GSM (p = 0.22), MSVAR successfully detected a population decline for the five simulated datasets, and a population expansion for 4 simulated datasets out of 5. Yet, MSVAR detected a false signal of population decline for 2 datasets out of 5 that were simulated under a stable population scenario (Figure 6 ). Under a strong GSM (p = 0.74),
MSVAR detected a signal of population decline with strong support (BF ≥ 10), whatever the simulated scenario ( Figure 6 ).
The quality of MSVAR estimates of scaled parameters for the moderate GSM (p = 0.22) was very similar to that observed for the strict SMM, with very precise estimates of θ 1
and t f , a slightly larger bias and 90% HPD intervals for θ 0 as compared to θ 1 in contraction scenarios, and poorer estimates, with large variations across replicate datasets, in expansion scenarios ( Figure S6 ). For stable population scenarios, both the strict SMM and the moderate GSM (p = 0.22) produced unbiased estimates of θ 0 and θ 1 , but with very large 90% HPD intervals. Note that in the absence of population size change, estimates of t f are meaningless.
Very consistently, MSVAR produced biased estimates of the model parameters, with very narrow 90% HPD intervals, for all the datasets generated under the strong GSM (p = 0.74) ( Figure S6 ).
DISCUSSION
Comparing MSVAR, BOTTLENECK and the M-ratio test: BOTTLENECK performed poorly in detecting population declines from our simulated datasets under a SMM, with only 5 significant tests out of 60. The statistical power of BOTTLENECK for population declines is much lower when microsatellite loci evolve under a strict SMM than under an infinite allele model (CORNUET and LUIKART 1996) or a GSM (LEBLOIS et al. 2006) . This may partly explain the low performance of BOTTLENECK in our comparative study. Our results for weak population declines (N 1 / N 0 = 10) are in agreement with previous simulation-based evaluations, given the set of demographic and mutational parameters considered here (see, e.g., Figure 3B in CORNUET and LUIKART 1996) . For moderate to severe population declines (N 1 / N 0 ≥ 100), however, the rate of detection was lower in our study than in CORNUET and LUIKART (1996) . Two possible reasons may explain this discrepancy. First, the average heterozygosity in our simulated datasets was overall higher than in CORNUET and LUIKART (1996) who considered a variable mutation rate across loci and simulations, in order to cover a range of heterozygosities per set of parameters. Second, we simulated an exponential change of population size, whereas CORNUET and LUIKART (1996) Given the set of demographic and mutational parameters used in our study, and using the decision criteria recommended by the developers of each method, MSVAR clearly outperformed the M-ratio test and BOTTLENECK for detecting population size change. While MSVAR correctly detected 68.3% of the declines, the M-ratio test and BOTTLENECK detected only 53.3% and 8.3%, respectively, of the declines. Any population decline detected by the M-ratio test and BOTTLENECK was also recovered by MSVAR, apart from one case of weak recent decline that was only identified by BOTTLENECK (T a = 10 and N 0 / N 1 = 0.1). Therefore, our study does not support the previous claims that the M-ratio test and BOTTLENECK are best suited to detect recent population declines, whereas MSVAR is more appropriate to detect ancient contractions (GARZA and WILLIAMSON 2001; WILLIAMSON-NATESAN 2005) .
Moreover, while MSVAR detected 73.3% of the population expansions, BOTTLENECK only detected 58.3% of the expansions. Any expansion detected by BOTTLENECK was also recovered by MSVAR.
Performance of MSVAR: what does coalescent theory tell us? Not surprisingly, we
found that the performance of MSVAR to infer past demography strongly depended on the information available in the data, which may be inferred from coalescent theory. Coalescent theory indeed predicts that variations in population size strongly affect the shape of gene genealogies, which are star-shaped with long terminal branches in expanding populations and shallower in declining populations (Figure 7 and HEIN et al. 2005 ).
Coalescent theory further shows that only scaled parameters can be directly estimated from the data (TAVARÉ et al. 1997; NORDBORG 2007) . Indeed, all parameters in coalescent models are scaled, and the likelihood function in MSVAR makes no exception (BEAUMONT 1999). Hence, inference of unscaled quantities such as population size, or time measured in generations, requires external information. In our study, unscaled parameters were therefore much less precisely estimated than the scaled ones ( Figure 5 ) and were also highly correlated ( Figure S5 , see also Figure 5 in . We deliberately chose poorly informative priors, to test the capacity of MSVAR to retrieve information from the data only. In empirical studies, more informative priors of the natural parameters are usually specified. We acknowledge that MSVAR offers a principled approach for providing prior information on the mutation rate, in order to recover posterior densities for natural parameters. Yet it should be borne in mind that precise estimates of unscaled parameters may then largely stem from the specification of the priors. Imagine that analyses were performed using a prior distribution for the mutation rate with very low standard deviation (i.e., σ µ close to zero). We would then necessarily recover the same level of precision for the natural parameters and the scaled parameters. Yet this improved precision may come at the expense of accuracy, if the prior distribution for the mutation rate departs from its true distribution.
Scenarios of population decline: MSVAR was very efficient for detecting population
declines. However, its performance for detecting change in population size and accurately estimating the model parameters was lowest for recent events (T a = 10) of low-to-moderate severity (N 0 / N 1 ≥ 0.01), as well as for events of low severity (N 0 / N 1 = 0.1). This is expected since, for very recent declines, the gene genealogy can barely be distinguished from that expected in a stable population with population size N 1 ( Figure 7A ). Interestingly, for N 0 / N 1 = 0.1, the performance of MSVAR was maximized for intermediate values of T a , particularly with respect to the precision of θ 1 estimates. This might be easily understood by considering that for ancient events (T a = 500) most coalescence events occur while N(t) is close to the current population size (see, e.g., Figure 7B ). This might be further quantified by calculating the expected number j of ancestral lineages at (scaled) time τ, from which a sample of n genes is descending. This number has a known distribution in a constant-size population (TAVARÉ 1984) , and LEBLOIS and SLATKIN (2007) 
where
For a declining population with T a = 500 and N 0 / N 1 = 0.1, we get m = 1.43, which confirms that most coalescence events are expected to occur in the current population with this set of parameter values.
For moderate to severe contractions (N 0 / N 1 ≤ 0.1), both the bias and the 90% HPD range of θ 0 decreased with increasing T a . Using Equation (1), we found that the expected number m of lineages at the time of the event varies between 48.49 and 2.20 for T a varying from 10 to 500 and for N 0 / N 1 = 0.01. This indicates that more coalescence events are expected to occur in the declining population when the event is older (see also Figure 7C ). In contrast, θ 1 was overall precisely estimated (see Figures 4 and S3 ). This is so because, for the scenarios considered here, a large part of the genealogy depends upon the ancestral history, with several lineages coalescing in the ancestral population (see, e.g., Figures 7B-C) at a rate that depends upon θ 1 . Had we considered older events (T a > 500), though, thereby decreasing the number of lineages in the ancestral population, it is likely that the precision of θ 1 estimates had declined.
In summary, most scenarios of population decline result in gene genealogies with large times to the most recent common ancestor (TMRCAs). With the set of model parameters considered here, since a large part of gene genealogies depends upon θ 1 , this latter parameter is generally precisely and accurately estimated. Contrastingly, θ 0 can only be precisely and accurately estimated if the demographic event is severe and ancient. If the change in population size is too recent, provided that it is not too pronounced, θ 0 estimates tend to converge to the true value of θ 1 , and no change of population size is detected. If the difference in population size is weak, then the difference in coalescence rates before and after the event is not sufficient for MSVAR to detect a population size change and to provide precise estimates of θ 0 and θ 1 .
Scenarios of population expansion: MSVAR was also very efficient for detecting
expansions. Nevertheless, the estimates of the scaled current population size θ 0 were more severely biased and less precise, as compared to scenarios of population decline, for the same relative severity of the event. This may be explained by the fact that expanding populations result in young genealogies with short TMRCAs (compare Figures 7A-C and 7D-F), hence rare mutation events. We found that the absolute value of the bias increased with N 0 . We further found that both the 90% HPD range and the absolute value of the bias of θ 0 decreased with increasing T a (Figures 4 and S4 ). Using Equation (1), we found that the expected number m of lineages at the time of the event varies between 48.49 and 2.20 for T a varying from 10 to 500 and for N 0 / N 1 = 100. This indicates that the number of coalescence events in the expanding population is expected to increase as T a increases (see also Figure 7F ). More generally, the likelihood surface for expanding populations is complex (BEAUMONT 1999). In particular, as the genealogies become more star-shaped, the joint posterior distribution of θ 0 and t f reduces to a ridge along a line log 10 (2µT a ) = k independent of θ 0 ( Estimates of θ 1 had a low bias but a large 90% HPD range (Figure 4 ). Although the marginal posterior distributions of θ 1 were generally peaked, they were flat-tailed on the left. This is so, because large ancestral population sizes are not compatible with the low polymorphism observed in the data. Instead, a large range of small values of θ 1 may be equally likely, provided the genealogy is star-shaped.
Influence of the underlying demographic model: Athough MSVAR equally detected population declines and expansions, inferences of the demographic parameters were in general more accurate for declines than for expansions. In addition to the above argument from coalescent theory, the exponential model assumed for population size change may partly explain this pattern. For declines, the size of the declining population N(t) decreases sharply at T a and converges rapidly to N 0 ( Figures 7A-C) . Therefore, most coalescence events occurring in the declining population take place while N(t) is close to N 0 . For expansions, instead, the size of the expanding population N(t) increases smoothly at T a before it converges rapidly to growing population take place while N(t) is close to N 1 (compare, e.g., Figures 7C and 7F ).
This can be expressed more formally by considering the harmonic mean of population sizes, which provides the coalescent rate during the change in population size (HEIN et al. 2005) .
For, say, T a = 500, the harmonic mean of an exponentially declining population with N 0 = 100
and N 1 = 10,000 is 464, which is strictly equal to the harmonic mean of an exponentially growing population with N 0 = 10,000 and N 1 = 100. Hence, the harmonic mean of a declining population is closer to its current size (N 0 ) than its ancestral size (N 1 ), while the reverse is true for expanding populations. Therefore, given the exponential model of population growth, one might expect poor statistical properties of θ 0 estimates in expanding populations, as compared to declining populations.
Robustness of MSVAR to the misspecification of the mutation model:
Most importantly, our results suggest that MSVAR is robust to moderate departures from a strict SMM, e.g., a GSM with p ≤ 0.22, typical of those observed in the literature (see Figures 6 and   S6 ). However, severe departures from a strict SMM (here, a GSM with p = 0.74), led MSVAR to detect a signal of population decline with strong support (BF ≥ 10), even in expanding populations (Figures 6 and S6 ). This is not surprising since it has been recognized that violation of the assumptions of the SMM might induce severe bias in the inference of demographic history (GONSER et al. 2000) . Indeed, mutations that arise under a strong GSM involve large changes in allele length, which produce some gaps in the distribution of alleles types. The large resulting variance of allele range V a is reminiscent of that observed with population decline , even in expanding populations (compare Tables 1 and S3) .
Insights from empirical studies:
The better performance of MSVAR as compared to the M-ratio test and BOTTLENECK also emerged from the empirical studies that inferred past demographic changes from microsatellite data using MSVAR and at least one of the M-ratio or BOTTLENECK methods (Table S1 ). We found indeed that MSVAR detected a population decline whenever one of the moment-based methods provided a significant test. By contrast, a large number of population declines that were not detected with any of the moment-based methods were detected with MSVAR. Unfortunately, the scarcity of expansion events detected in the literature (Table S1 ) prevented any empirical comparison of MSVAR and BOTTLENECK for growing populations. Importantly, the average genetic diversity measured from our simulated datasets was not substantially different from that observed in empirical studies (compare Tables 1 and S1 ).
Because of the large heterogeneity of the published results, we did not attempt to analyze the quality of MSVAR estimates in empirical studies. Some studies used MSVAR 0.4 (BEAUMONT 1999), hence providing estimates for scaled parameters, and some studies used MSVAR 1.3 (STORZ and BEAUMONT 2002), hence providing estimates for unscaled parameters. Only a handful of studies used both methods, and few provided estimates of the scaled parameters using MSVAR 1.3, as in the present study. Finally, credibility intervals were often not reported or calculated using different methods, which hampered any comparison among studies.
Recommendation guidelines and conclusions:
Our simulation tests as well as an exhaustive survey of the literature clearly demonstrate that MSVAR outperforms both the Mratio test and BOTTLENECK for detecting population declines. Our study further shows that MSVAR is also very efficient to detect population expansions and outperforms BOTTLENECK in that respect. Yet, to our knowledge, MSVAR has only scarcely been applied on presumably expanding populations (see, e.g., HUFBAUER et al. 2004; BONHOMME et al. 2008; WIRTH et al. 2008) . Hence, we confidently recommend the use of MSVAR for detecting past population size variation, even if this method is computationally demanding.
Most importantly, in contrast to the M-ratio test and BOTTLENECK, MSVAR provides estimates of the parameters that characterize the population demographic history and the mutational model. Using MSVAR 1.3 (STORZ and BEAUMONT 2002) , we have shown that the scaled parameters are more precisely estimated than the natural parameters. Although the latter are easier to interpret, our results clearly advocate drawing conclusions from inferences of θ 0 , θ 1 and t f . These parameters were precisely estimated for population declines, provided that the change in population size was neither too recent, nor too weak, given the scenarios considered in our study. For expansions instead, both unscaled and scaled parameters were poorly estimated, although the method was efficient for detecting increase in population size. POPE et al. 2000; LEBLOIS et al. 2006; NIELSEN and BEAUMONT 2009; CHIKHI et al. 2010; PETER et al. 2010) . Last, further work is needed to evaluate how MSVAR performs when the demography is more complex, e.g., with successions of population declines and expansions. N 1 = 1,000 N 1 = 10,000 N 1 = 100,000 N 0 = 1,000 N 0 = 10,000 N 0 = 100,000 A. N 0 = 100; N 1 = 10,000; T a = 10 B. N 0 = 100; N 1 = 1,000; T a = 500 C. N 0 = 100; N 1 = 100,000; T a = 500 D. N 0 = 10,000; N 1 = 100; T a = 10 E. N 0 = 1,000; N 1 = 100; T a = 500 F. N 0 = 100,000; N 1 = 100; T a = 500
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