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Abstract—Multicarrier modulation in the form of OFDM
facilitates high-rate transmission over long dispersive channels,
while multiple-input multiple-output (MIMO) techniques in-
crease the system capacity. In this paper, we report on the
design of a MIMO-OFDM with two transmitters and test it
using experimental data recorded during the AUV Fest, Panama
City, FL, June 2007. Nearly error-free performance is observed
with low-density parity-check (LDPC) coding. With a 12 kHz
bandwidth, the overall data rate is 12.18 kbps after rate 1/2
coding.
I. INTRODUCTION
Recently, multicarrier modulation in the form of orthogonal
frequency division multiplexing (OFDM) has been actively
pursued for underwater acoustic (UWA) communications; see
e.g., [1]–[5]. On the other front, multi-input multi-output
(MIMO) techniques have been applied to UWA communica-
tions via spatial modulations [6], [7]. These MIMO approaches
have leveraged existing adaptive channel equalization algo-
rithms for single carrier transmissions [6], [7].
Due to OFDM’s unique strength in handling high-speed
transmissions over long dispersive channels with low equaliza-
tion complexity, the combination of MIMO and OFDM leads
to an appealing solution for high data rate transmissions but
with low and controllable receiver complexity. Although the
concept of MIMO-OFDM for UWA communications has been
proposed in e.g., [8], experiment results have not been reported
in the literature so far.
Building upon our single-transmitter OFDM system in [4],
[5], we design a MIMO-OFDM scheme where two indepen-
dent data streams are transmitted through two transmitters si-
multaneously. The transceiver design consists of the following
key approaches:
• Null subcarriers are inserted at the transmitter to facilitate
the estimation and compensation of Doppler shifts at the
receiver.
• Pilot tones are used for MIMO channel estimation.
• A maximum a posteriori (MAP) or linear zero-forcing
(ZF) detector is used for MIMO demodulation on each
OFDM subcarrier.
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• Either convolutional coding (CC) or low-density parity-
check (LDPC) coding [9] is applied for reliable commu-
nication; in this paper we report on both.
As in [4], [5], our receiver design is based on block-by-block
processing, which does not rely on channel coherence across
OFDM blocks and is thus robust to fast channel variations
across blocks.
We test the MIMO-OFDM transmission using experimental
data from the AUV Fest, Panama City, FL, June 2007. De-
cent bit-error-rate performance is achieved with convolutional
coding, while nearly error-free performance is achieved with
LDPC coding. The results in this paper demonstrate the
potential of MIMO-OFDM: with a 12 kHz bandwidth, the
achieved raw data rate is 24.36 kbps, which doubles the raw
data rate of our single-transmitter OFDM system in [5], and
the overall data rate is 12.18 kbps after rate 1/2 coding.
The rest of the paper is organized as follows. The transmitter
design is presented in Section II, and the receiver algorithms
are developed in Section III. In Section IV we report on the
performance results, and in Section V we draw conclusions.
II. TRANSMITTER DESIGN
We consider a MIMO-OFDM transmission with two trans-
mitters. Within each OFDM block, two independent data
streams are encoded with either a convolutional code or an
LDPC code. The coded bits are mapped into information sym-
bols using QPSK modulation; bits are also interleaved before
modulation if convolutional code is used. Two OFDM blocks
are formed from the two streams of information sequences and
transmitted through two transmitters simultaneously. On each
transmitter, we use the zero-padded (ZP) OFDM format as in
TABLE I
ZP-OFDM PARAMETERS
Signal bandwidth B =12 kHz
OFDM block duration T =8 1 .92 ms
Guard interval Tg =2 5ms
Subcarrier spacing ∆f =1 1 .72 Hz
Number of subcarriers K = 1024
Number of data carriers Kd = 672
Number of pilot carriers Kp = K/4 = 256
Number of null subcarriers Kn =9 6[5]. The key transmission parameters are in Table I, while the
detailed descriptions are available in [5].
With QPSK modulation and parallel data streams from two
transmitters, the uncoded data rate is
Runcoded =
2 × 2 × Kd
T + Tg
=2 4 .36 kbps (1)
over the 12 kHz bandwidth, where Kd is the number of data
carriers, T is the OFDM block duration, and Tg is the guard
time. For coding, we use a 16-state rate 1/2 convolutional code
with the generator polynomial (23,35), and a rate 1/2 regular
LDPC cycle code over Galois Field GF(64) with (n,k)=
(1344,672) bits [10]. With rate 1/2 coding, the overall data
rate is
Rcoded =
1
2
Runcoded =1 2 .18 kbps. (2)
In our transmission, each data burst consists of two packets,
one with CC and the other with LDPC coding, as shown in
Fig. 1. Each data packet consists of 64 OFDM blocks with a
preamble inserted for synchronization.
2 packets per data burst
Stop Stop T_packet
19 s
7.7 s
T_packet Stop
K=1024 K=1024
16 s 16 s
7.7 s
LDPC, QPSK CC, QPSK
Fig. 1. The data burst structure.
III. RECEIVER ALGORITHMS
The data burst of Fig. 1 was transmitted multiple times from
different locations during the AUV Fest experiment. Since
performance results with four hydrophones will be presented
in Section IV, here we use four receiving-elements to describe
the receiver algorithms.
The transmitters and the receivers were stationary. No
resampling operation as described in [5] is needed for non-
uniform Doppler compensation in this experimental data set.
The key processing steps are as follows.
A. Doppler estimation
The channel Doppler effect can be viewed as caused by
carrier frequency offsets (CFO) among the transmitters and the
receivers [4], [5]. On each receiver, we assume a common CFO
relative to all transmitters, as in [11, Chapter 11.5]. Hence, the
CFO estimation algorithm in Section IV.B of [5] is directly
applicable, where the energy on the null subcarriers is used as
the objective function to search for the best CFO estimate.
The noise variance is computed as the average energy on
the null subcarriers, after CFO estimation and compensation,
This quantity is needed for deriving soft bit information in the
demodulation step in Section III-C.
B. Channel estimation
After CFO compensation, we use pilot tones for chan-
nel estimation. Note that at each receive antenna ν,t w o
channels hν,1 := [hν,1(0),...,h ν,1(L)]T and hν,2 :=
[hν,2(0),...,h ν,2(L)]T need to be estimated, where L is the
channel order. We divide pilot tones into two non-overlapping
groups, with each group containing a set of equally-spaced
subcarriers as in [11, Chapter 11]. Each group is exclusively
used by one transmitter, as such channel estimation is carried
out for hν,1 and hν,2 separately. Equally-spaced pilot tones
can greatly simplify the complexity of the least-square (LS)
channel estimator, as described in [4].
Once the channel estimates ˆ hν,µ, µ =1 ,2, are available,
the channel frequency response on each data subcarrier p is
evaluated as
ˆ Hν,µ[p]=
L  
l=0
ˆ hν,µ(l)e−j2πpl/K. (3)
Since Kp/2 = 128 pilots tones are used for each channel
estimation, our transceiver design can only handle channels
with at most L+1 = 128 taps. This corresponds to a channel
delay spread of 10.7 ms with B =1 2kHz.
C. MIMO demodulation
On each data subcarrier p, we stack the data from four
receiving-elements as
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, (4)
where the noise vector is assumed Gaussian with a covariance
matrix
R = diag(σ2
1,...,σ2
4). (5)
The noise variance estimation was addressed in Section III-A.
For notational convenience, we omit the subcarrier index p,
and describe the detectors based on the following model
y = ˆ Hs + n, (6)
where
s1 = d1 + jd2,s 2 = d3 + jd4,d i ∈{ +1,−1}. (7)
We will test two MIMO detectors, one is the optimal
maximum a-posteriori (MAP) detector, and the other is the
linear zero-forcing (ZF) detector.
For the MAP detector, we need to ﬁnd the bit log-likelihood-
ratio (LLR) deﬁned as
LLR(di)=l n
P(di =1 |y)
P(di = −1|y)
,i =1 ,...,4. (8)0 5 10 15 20 25
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Fig. 2. The channel proﬁle based on preamble correlation, 500 m.
Assuming equal prior probability P(di =1 )=1 /2 on each
bit, we have
LLR(di)=l n
P(y|di =1 )
P(y|di = −1)
=l n
Σs;di=1P(y|s)
Σs;di=−1P(y|s)
=l n
Σs;di=1 exp[− R− 1
2(y − ˆ Hs) 2]
Σs;di=−1 exp[− R− 1
2(y − ˆ Hs) 2]
. (9)
A total of 16 possible values of the term exp[− R− 1
2(y −
ˆ Hs) 2] corresponding to the 16 possible values of s are needed
to compute the LLRs for all bits.
For the ZF option, we need the pseudo-inverse of ˆ H as
A = ˆ H† =(ˆ HH ˆ H)−1 ˆ HH, (10)
where (·)H denotes Hermitian transpose. The processed signal
after ZF demodulation is
z = Ay = s + An. (11)
Let z1 and z2 be the ﬁrst and second entries of z.L e tt2
11
and t2
22 be the (1,1) and (2,2) entries of ARAH. Treating
each bit as if it passes through an equivalent additive-white-
Gaussian-noise (AWGN) channel, we obtain the LLR for each
bit as
LLR(d1)=
4 (z1)
t2
11
, LLR(d2)=
4 (z1)
t2
11
(12)
LLR(d3)=
4 (z2)
t2
22
, LLR(d4)=
4 (z2)
t2
22
, (13)
where  (·) and  (·) stand for the real and imaginary parts of
a complex number, respectively.
A hard decision on each bit can be obtained as
ˆ di = sign(LLR(di)). (14)
This is useful for the evaluation of uncoded bit error rate. The
soft LLR information on each bit is passed to the channel
decoder.
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Fig. 3. The channel proﬁle based on preamble correlation, 1500 m.
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Fig. 4. Doppler estimates for one packet of 64 OFDM blocks at receiver 1;
this Doppler shift is due to water motion.
D. Decoding
For the convolutional code, we use the Viterbi algorithm
for decoding. For the non-binary regular LDPC cycle code,
we use the min-sum algorithm of [12] for decoding.
IV. EXPERIMENTAL RESULTS
The experimental data was collected during the AUV Fest
held in Panama City, FL, June 2007. The water depth was 20
meters. The transmitter was about 9 meters below a surface
buoy. The receiving array was about 9 meters below a boat.
The array was 2 m in aperture with 16 hydrophones, where we
only use four of them for decoding. The center frequency used
was fc =3 2kHz, and the signal occupied the band between
26 kHz and 38 kHz. The sampling rate was 96 kHz.
In this experiment, we tested different transmission dis-
tances of 500, 1000, 1500, and 2000 meters. We here report on
the performance results for the cases of 500 and 1500 meters.
A. Channel proﬁles via preamble correlation
A linearly-frequency-modulated (LFM) signal is used as
preamble for synchronization. The correlation results are0 1 2 3 4 5 6 7 8 9 10 11
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Fig. 5. The estimated channel for one OFDM block on receiver 1.
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Fig. 6. The average noise variance on null subcarriers for one packet.
shown in Fig. 2 for the 500 m case, and in Fig. 3 for the
1500 m case. It can be seen that the channel at 500 m has a
larger delay spread than the channel at 1500 m, as expected.
B. CFO, Channel, and SNR estimations
The CFO estimates are shown in Fig. 4 for one data packet
on one receiver. The CFO is within [-2, 2] Hz range, which
is caused by transmitter and receiver drifting with waves.
The estimated channel for one OFDM block is shown in
Fig. 5, which is in good agreement with the channel proﬁles
shown in Figs. 2 and 3. It can be seen that the channel for
the 500 m case is stronger. With Kp/2 = 128 subcarriers for
each channel estimation, we can estimate 128 channel taps in
discrete time, which amounts to a delay spread of 10.7 ms.
Any arrivals after 10.7 ms will be treated as additive noise.
Since the channel at 500 m has signiﬁcant arrivals after 10.7
ms, the noise ﬂoor is much higher (around 8 dB) than that
at 1500 m, as shown in Fig. 6. As a result, although the
channel at 500 m is stronger than the channel at 1500 m,
the pre-demodulation signal to noise ratios (SNRs) become
10 20 30 40 50 60
10
11
12
13
14
15
16
17
18
19
20
21
OFDM block index
S
N
R
 
i
n
 
d
B
  500 m, data stream 1
  500 m, data stream 2
1500 m, data stream 1
1500 m, data stream 2
Fig. 7. Average SNR before MIMO demodulation on receiver 1.
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Fig. 8. Average SNR after ZF demodulation over four receivers.
quite similar for both cases, as shown in Fig. 7; the pre-
demodulation SNR is computed as the ratio of the average
signal energy on the pilot subcarriers to the average energy on
the null subcarriers. Also, we can see that data stream 2 has a
consistently lower SNR than data stream 1 in the 500 m case.
The reason for this SNR imbalance is unclear to us. However,
this SNR imbalance leads to a worse BER performance in the
500 m case than that in the 1500 m case, as will be shown in
Section IV-C.
In Fig. 8, we show the estimated SNR after ZF demodu-
lation based on the channel input-output relationship in (11).
These SNRs are good indicators for uncoded BER estimates
presented in Section IV-C.
C. BER results
We now report on the BER results for different settings.
• Case 1: 500 m, convolutional coding. Figs. 9 and 10 show
the BERs for data streams 1 and 2, respectively. No block
has decoding errors for data stream 1, while many blocks
have decoding errors for data stream 2. This is due to the
SNR imbalance between these two data streams.10 20 30 40 50 60
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Fig. 9. The 500 m case, data stream 1, convolutional coding; BER=0 is
plotted in the ﬁgure as BER=1e-5 for visualization; no block has decoding
errors.
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Fig. 10. The 500 m case, data stream 2, convolutional coding; BER=0 is
plotted in the ﬁgure as BER=1e-5 for visualization; 44 and 33 out of 64
blocks have decoding errors after ZF and MAP equalization, respectively.
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Fig. 11. The 500 m case, data stream 1, LDPC coding; BER=0 is
plotted in the ﬁgure as BER=1e-5 for visualization; no block has decoding
errors.
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Fig. 12. The 500 m case, data stream 2, LDPC coding; BER=0 is plotted
in the ﬁgure as BER=1e-5 for visualization; 2 and 0 out of 64 blocks have
decoding errors after ZF and MAP equalization, respectively.
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Fig. 13. The 1500 m case, data stream 1, convolutional coding; BER=0
is plotted in the ﬁgure as BER=1e-5 for visualization; 2 and 1 out of 64
blocks have decoding errors after ZF and MAP equalization, respectively.
10 20 30 40 50 60
10
−5
10
−4
10
−3
10
−2
10
−1
10
0
OFDM block index
B
i
t
 
E
r
r
o
r
 
R
a
t
e
uncoded, ZF
uncoded, MAP
coded, ZF
coded, MAP
Fig. 14. The 1500 m case, data stream 2, convolutional coding; BER=0 is
plotted in the ﬁgure as BER=1e-5 for visualization; no block has decoding
errors.• Case 2: 500 m, LDPC coding. Figs. 11 and 12 show the
BERs for data streams 1 and 2, respectively. Only two
out of 64 blocks have decoding errors for data stream
2 when ZF equalizer is used. All other cases have no
decoding errors. The LDPC code used here has much
stronger error-correcting capability than the convolutional
code. When decoding, the maximum number of iterations
is set as 80. The average number of iterations, however,
is around 4.
• Case 3: 1500 m, convolutional coding. Figs. 13 and 14
show the BERs for data streams 1 and 2, respectively.
The BER performance of the 1500 m case is better than
that of the 500 m case, due to the much balanced SNRs
between the two data streams, as shown in Fig. 8.
• Case 4: 1500 m, LDPC coding. Similar uncoded BERs
are found as those of the convolutional coding case at
1500 m. There is no error after LDPC decoding.
We observe that: 1) the uncoded BER performance of the
MAP detector is slightly better than that of the ZF detector;
2) Coding improves the BER performance drastically; and 3)
the adopted regular LDPC cycle code over GF(64) is very
powerful: out of all cases tested, only 2 blocks are in error
in the 500 m case for data stream 2 with ZF equalization.
Whenever the uncoded BER is below 0.1, all errors are
corrected after LDPC decoding.
If desired, iterative receivers can be developed for further
performance improvement, where the soft bit information from
the channel decoder is fed back to the MIMO MAP detector
as prior probability on the bits to be detected.
V. CONCLUSIONS
In this paper, we presented performance results of a MIMO-
OFDM system with two transmitters and four receivers, based
on experimental data from AUV Fest 2007. Excellent BER
performance is achieved with channel coding. This experiment
demonstrates the potential of MIMO-OFDM: with a 12 kHz
bandwidth, the achieved data rate without coding is 24.36
kbps, which doubles that of our single-transmitter OFDM
system in [5], and the overall data rate is 12.18 kbps after
rate 1/2 coding. In our future work, we would like to inves-
tigate MIMO-OFDM systems that can handle more than two
transmitters for further rate increase.
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