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Abstract. In this paper, we study the radial symmetry properties of stationary and uniformly-
rotating solutions of the 2D Euler and gSQG equations, both in the smooth setting and the
patch setting. For the 2D Euler equation, we show that any smooth stationary solution with
compactly supported and nonnegative vorticity must be radial, without any assumptions on the
connectedness of the support or the level sets. In the patch setting, for the 2D Euler equation
we show that every uniformly-rotating patch D with angular velocity Ω ≤ 0 or Ω ≥ 1
2
must
be radial, where both bounds are sharp. For the gSQG equation we obtain a similar symmetry
result for Ω ≤ 0 or Ω ≥ Ωα (with the bounds being sharp), under the additional assumption that
the patch is simply-connected. These results settle several open questions in Hmidi [48] and de
la Hoz–Hassainia–Hmidi–Mateu [28] on uniformly-rotating patches. Along the way, we close a
question on overdetermined problems for the fractional Laplacian [22, Remark 1.4], which may
be of independent interest. The main new ideas come from a calculus of variations point of view.
1. Introduction
Let us start by considering the initial value problem for the two-dimensional incompressible
Euler equation in vorticity form. Here the evolution of the vorticity ω is given by
∂tω + u · ∇ω = 0 in R2 × R+,
u(·, t) = −∇⊥(−∆)−1ω(·, t) in R2,
ω(·, 0) = ω0 in R2,
(1.1)
where ∇⊥ := (−∂x2 , ∂x1). Note that we can express u as u(·, t) = ∇⊥(ω(·, t) ∗N ), where N (x) :=
1
2pi ln |x| is the Newtonian potential in two dimensions. More generally, the 2D Euler equation
belongs to the following family of active scalar equations indexed by a parameter α, (0 ≤ α < 2),
known as the generalized Surface Quasi-Geostrophic (gSQG) equations:
∂tω + u · ∇ω = 0 in R2 × R+,
u(·, t) = −∇⊥(−∆)−1+α2 ω(·, t) in R2,
ω(·, 0) = ω0 in R2.
(1.2)
Here we can also express the Biot–Savart law as
u(·, t) = ∇⊥(ω(·, t) ∗Kα), (1.3)
where Kα is the fundamental solution for −(−∆)−1+α2 , that is,
Kα(x) =
{
1
2pi ln |x| for α = 0,
−Cα|x|−α for α ∈ (0, 2),
(1.4)
where Cα =
1
2pi
Γ(α
2
)
21−αΓ(1−α
2
)
is a positive constant only depending on α.
In this paper we will be focusing on establishing radial symmetry properties for stationary and
uniformly-rotating solutions to equations (1.1) and (1.2). We either work with the patch setting,
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where ω(·, t) = 1D(t) is an indicator function of a bounded set that moves with the fluid, or the
smooth setting, where ω(·, t) is smooth and compactly-supported in x. For well-posedness results
for patch solutions, see the global well-posedness results [6, 19] for (1.1), and local well-posedness
results [73, 34, 56, 25] for (1.2) with α ∈ (0, 2).
Let us begin with the definition of a stationary/uniformly-rotating solution in the patch setting.
For a bounded domain D ⊂ R2 with C1 boundary, we say ω = 1D is a stationary patch solution
to (1.2) for some α ∈ [0, 2) if u(x) · ~n(x) = 0 on ∂D, with u given by (1.3). This leads to the
integral equation
1D ∗ Kα ≡ Ci on ∂D, (1.5)
where the constant Ci can differ on different connected components of ∂D. And if ω(x, t) =
1D(RΩtx) is a uniformly-rotating patch solution with angular velocity Ω (where RΩtx rotates a
vector x ∈ R2 counter-clockwise by angle Ωt about the origin), then 1D becomes stationary in the
rotating frame with angular velocity Ω, that is,
(∇⊥(ω(·, t) ∗Kα)− Ωx⊥) · ~n(x) = 0 on ∂D. As
a result we have
1D ∗ Kα − Ω
2
|x|2 ≡ Ci on ∂D, (1.6)
where Ci again can take different values along different connected components of ∂D. Note that
a stationary patch D also satisfies (1.6) with Ω = 0, and it can be considered as a special case of
uniformly-rotating patch with zero angular velocity.
Likewise, in the smooth setting, if ω(x, t) = ω0(RΩtx) is a uniformly-rotating solution of (1.2)
with angular velocity Ω (which becomes a stationary solution in the Ω = 0 case), then we have
(∇⊥(ω0 ∗Kα)− Ωx⊥) · ∇ω0 = 0. As a result, ω0 satisfies
ω0 ∗ Kα − Ω
2
|x|2 ≡ Ci on each connected component of a regular level set of ω0, (1.7)
where Ci can be different if a regular level set {ω0 = c} has multiple connected components.
Clearly, every radially symmetric patch/smooth function automatically satisfies (1.6)/(1.7) for
all Ω ∈ R. The goal of this paper is to address the complementary question, which can be roughly
stated as following:
Question 1. In the patch or smooth setting, under what condition must a stationary/uniformly-
rotating solution be radially symmetric?
Below we summarize the previous literature related to this question, and state our main results.
We will first discuss the 2D Euler equation in the patch and smooth setting respectively, then
discuss the gSQG equation with α ∈ (0, 2).
1.1. 2D Euler in the patch setting. Let us deal with the patch setting first. So far affirmative
answers to Question 1 have only been only obtained for simply-connected patches, for angular
velocities Ω = 0, Ω < 0 (under some additional convexity assumptions), and Ω = 12 . For stationary
patches (Ω = 0), Fraenkel [32, Chapter 4] proved that if D satisfies (1.6) (where Kα = N ) with the
same constant C on the whole ∂D, then D must be a disk. The idea is that in this case the stream
function ψ = 1D ∗ N solves a semilinear elliptic equation ∆ψ = g(ψ) in R2 with g(ψ) = 1{ψ<C},
where the monotonicity of the discontinuous function g allows one to apply the moving plane
method developed in [75, 39] to obtain the symmetry of ψ. As a direct consequence, every
simply-connected stationary patch must be a disk. But if D is not simply-connected, (1.6) gives
that ψ = Ci on different connected components of ∂D, thus ψ might not solve a single semilinear
elliptic equation in R2. Even if ψ satisfies ∆ψ = g(ψ), g might not have the right monotonicity.
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For these reasons, whether a non-simply-connected stationary patch must be radial still remained
an open question.
For Ω < 0, Hmidi [48] used the moving plane method to show that if a simply-connected
uniformly-rotating patch D satisfies some additional convexity assumption (which is stronger
than star-shapedness but weaker than convexity), then D must be a disk. In the special case
Ω = 12 , Hmidi [48] also showed that a simply-connected uniformly-rotating patch D must be a
disk, using the fact that 1D ∗ N − Ω2 |x|2 becomes a harmonic function in D when Ω = 12 .
On the other hand, it is known that there can be non-radial uniformly-rotating patches for
Ω ∈ (0, 12). The first example dates back to the Kirchhoff ellipse [55], where it was shown that any
ellipse D with semiaxes a, b is a uniformly-rotating patch with angular velocity ab
(a+b)2
. Deem–
Zabusky [30] numerically found families of patch solutions of (1.1) with m-fold symmetry by
bifurcating from a disk at explicit angular velocities Ω0m =
m−1
2m and coined the term V-states.
Further numerics were done in [85, 31, 65, 74]. Burbea gave the first rigorous proof of their
existence by using (local) bifurcation theory arguments close to the disk [8]. There have been
many recent developments in a series of works by Hmidi–Mateu–Verdera and de la Hoz–Hmidi–
Mateu–Verdera [51, 29, 52] in different settings and directions (regularity of the boundary, different
topologies, etc.). In particular, [29] showed the existence of m-fold doubly-connected non-radial
patches bifurcating at any angular velocity Ω ∈ (0, 12) from some annulus of radii b ∈ (0, 1) and
1.
There are many other interesting perspectives of the V-states, which we briefly review below,
although they are not directly related to Question 1. Hassainia–Masmoudi–Wheeler [47] were able
to perform global bifurcation arguments and study the whole branch of V-states. Other scenarios
such as the bifurcation from ellipses instead of disks have also been studied: first numerically by
Kamm [54] and later theoretically by Castro–Co´rdoba–Go´mez-Serrano [16] and Hmidi–Mateu [49].
See also the work of Carrillo–Mateu–Mora–Rondi–Scardia–Verdera [14] for variational techniques
applied to other anisotropic problems related to vortex patches. Love [61] established linear
stability for ellipses of aspect ratio bigger than 13 and linear instability for ellipses of aspect
ratio smaller than 13 . Most of the efforts have been devoted to establish nonlinear stability and
instability in the range predicted by the linear part. Wan [82], and Tang [79] proved the nonlinear
stable case, whereas Guo–Hallstrom–Spirn [42] settled the nonlinear unstable one. See also [24].
In [81], Turkington considered N vortex patches rotating around the origin in the variational
setting, yielding solutions of the problem which are close to point vortices.
Our first main result is summarized in the following Theorem A, which gives a complete answer
to Question 1 for 2D Euler in the patch setting. Note that D is allowed to be disconnected, and
each connected component can be non-simply-connected. Figure 1 illustrates a comparison of our
result (in red color) with the previous results (in black color).
Theorem A (= Corollary 2.8, Theorems 2.10 and 2.12). Let D ⊂ R2 be a bounded domain
with C1 boundary. Assume D is a stationary/uniformly-rotating patch of (1.1), in the sense
that D satisfies (1.6) (with Kα = N ) for some Ω ∈ R. Then D must be radially symmetric if
Ω ∈ (−∞, 0) ∪ [12 ,∞), and radially symmetric up to a translation if Ω = 0.
1.2. 2D Euler in the smooth setting. One of the main motivations of this paper is to find
sufficient rigidity conditions in terms of the vorticity, such that the only stationary/uniformly-
rotating solutions are radial ones. Heuristically speaking, this belongs to the broader class of
“Liouville Theorem” type of results, which show that solutions satisfying certain conditions must
have a simpler geometric structure, such as being constant (in one direction, or all directions)
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Figure 1. For 2D Euler in the patch setting, previous results on Question 1 are
summarized in black color. Our results in Theorem A are colored in red.
or being radial. In the literature we could not find any conditions on 2D Euler that leads to
radial symmetry, although several other Liouville-type results have been established for 2D fluid
equations: For 2D Euler, Hamel–Nadirashvili [44, 43] proved that any stationary solution without
a stagnation point must be a shear flow. (But note that this result does not apply to our setting
(1.7), since the velocity field u associated with any compactly-supported ω0 must have a stagnation
point). See also the Liouville theorem by Koch–Nadirashvili–Seregin–Sˇvera´k for the 2D Navier–
Stokes equations [57].
Let us briefly review some results on the characterization of stationary solutions to 2D Euler,
although they are not directly related to Question 1. Nadirashvili [70] studied the geometry and
the stability of stationary solutions, following the works of Arnold [2, 3, 4]. Izosimov–Khesin
[53] characterized stationary solutions of 2D Euler on surfaces. Choffrut–Sˇvera´k [20] showed that
locally near each stationary smooth solution there exists a manifold of stationary smooth solutions
transversal to the foliation, and Choffrut–Sze´kelyhidi [21] showed that there is an abundant set of
stationary weak (L∞) solutions near a smooth stationary one. Shvydkoy–Luo [63, 64] classified the
set of stationary smooth solutions of the form v = ∇⊥(rγf(ω)), where (r, ω) are polar coordinates.
In a different direction, Turkington [80] used variational methods to construct stationary vortex
patches of a prescribed area in a bounded domain, imposing that the patch is a characteristic
function of the set {Ψ > 0}, and also studied the asymptotic limit of the patches tending to point
vortices. Long–Wang–Zeng [60] studied their stability, as well as the regularity in the smooth
setting (see also [11]). For other variational constructions close to point vortices, we refer to
the work of Cao–Liu–Wei [9], Cao–Peng–Yan [10] and Smets–van Schaftingen [77]. We remark
that these results do not rule out that those solutions may be radial. Musso–Pacard–Wei [69]
constructed nonradial smooth stationary solutions without compact support in ω. The (nonlinear
L1) stability of circular patches was proved by Wan–Pulvirenti [83] and later Sideris–Vega gave a
shorter proof [76]. See also Beichman–Denisov [5] for similar results on the strip.
Lately, Gavrilov [36, 37] provided a remarkable construction of nontrivial stationary solutions
of 3D Euler with compactly supported velocity. See also Constantin–La–Vicol for a simplified
proof with extensions to other fluid equations [23].
Regarding uniformly-rotating smooth solutions (Ω 6= 0) for 2D Euler, Castro–Co´rdoba–Go´mez-
Serrano [18] were able to desingularize a vortex patch to produce a smooth m-fold V-state with
Ω ∼ m−12m > 0 for m ≥ 2. Recently Garc´ıa–Hmidi–Soler [35] studied the construction of V-states
bifurcating from other radial profiles (Gaussians and piecewise quadratic functions).
Our second main result is the following theorem, which gives radial symmetry of compactly
supported stationary/uniformly-rotating solutions in the smooth setting for Ω ≤ 0, under the
additional assumption ω0 ≥ 0:
4
Theorem B (= Theorem 3.5 and Corollary 3.6). Let ω0 ≥ 0 be smooth and compactly-
supported. Assume ω(x, t) = ω0(RΩtx) is a stationary/uniformly-rotating solution of (1.1) with
Ω ≤ 0, in the sense that it satisfies (1.7) with Kα = N . Then ω0 must be radially symmetric if
Ω < 0, and radially symmetric up to a translation if Ω = 0.
Although the extra assumption ω0 ≥ 0 might seem unnatural at the first glance, in a forthcoming
work [41] we will show that it is indeed necessary: if we allow ω0 to change sign, then by applying
bifurcation arguments to sign-changing radial patches, we are able to show that there exists a
compactly-supported, sign-changing smooth stationary vorticity ω0 that is non-radial.
1.3. The gSQG case (0 < α < 2). Recall that in the patch setting, a stationary/uniformly-
rotating patch satisfies (1.6) with Kα given in (1.4). Even though the kernels Kα are qualitatively
similar for all α ∈ [0, 2), there is a key difference on the symmetry v.s. non-symmetry results
between the cases α = 0 and α > 0: For the 2D Euler equation (α = 0), we proved in Theorem A
that any rotating patch D with Ω ≤ 0 must be radial, even if D is not simply-connected. However,
this result is not true for any α ∈ (0, 2): de la Hoz–Hassainia–Hmidi–Mateu [27] showed that there
exist non-radial patches bifurcating from annuli at Ω < 0 and Go´mez-Serrano [40] constructed
non-radial, doubly connected stationary patches (Ω = 0). Therefore we cannot expect a non-
simply-connected rotating patch D with Ω ≤ 0 to be radial for α ∈ (0, 2).
However, if D is a simply-connected stationary patch, then radial symmetry results were ob-
tained in a series of works for α ∈ [0, 53), which we review below. These works consider (1.6)
in a more general context not limited to dimension 2: Let Kα,d be the fundamental solution of
−(−∆)−1+α2 in Rd for d ≥ 2, given by
Kα,d := −Cα,d|x|−d+2−α (1.8)
for some Cα,d > 0; except that in the special case −d+ 2− α = 0 it becomes Kα,d = Cd ln |x| for
some Cd > 0. Note that Kα,d ∈ L1loc(Rd) for all α < 2. Consider the following question:
Question 2. Let α ∈ [0, 2). Assume D ⊂ Rd is a bounded domain such that
Kα,d ∗ 1D − Ω
2
|x|2 = const on ∂D (1.9)
for some Ω ≤ 0, where the constant is the same along all connected components of ∂D. Must D
be a ball in Rd?
Positive answers to Question 2 were obtained in the Ω = 0 case for α < 53 in the following
works. As we discussed before, Fraenkel [32] proved that D must be a ball for α = 0. Also
using the moving plane method, Reichel [71, Theorem 2], Lu–Zhu [62] and Han–Lu–Zhu [45]
generalized this result to α ∈ [0, 1). Here [62] also covered generic radially increasing potentials
not too singular at the origin (which include all Riesz potentials Kα,d with α ∈ [0, 1)). Recently,
Choksi–Neumayer–Topaloglu [22, Theorem 1.3] further pushed the range to α ∈ [0, 53), leaving
the range α ∈ [53 , 2) an open problem. We point out that in all these results for α > 0, ∂D was
assumed to be at least C1. All above results were obtained using the moving plane method.
In our third main result, we use a completely different approach to give an affirmative answer
to Question 2 for all Ω ≤ 0 and α ∈ [0, 2), under a weaker assumption on the regularity of ∂D.
Theorem C (= Theorem 4.2). Let D be a bounded domain in Rd with Lipschitz boundary (and
if d = 2 we only require ∂D to be rectifiable). If D satisfies (1.9) for some Ω ≤ 0 and α ∈ [0, 2),
then it must be a ball in Rd.
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As a directly consequence, Theorem C implies that for the gSQG equation with α ∈ [0, 2), any
simply-connected rotating patch with Ω ≤ 0 must be a disk (see Theorem 4.4). In addition, in the
smooth setting (1.7), we prove a similar result in Corollary 4.7 for uniformly-rotating solutions
with Ω ≤ 0 for all α ∈ [0, 2): if the super level-sets {ω0 > h} are all simply-connected for all
h > 0, then ω0 must be radially decreasing.
Next we review the previous literature on uniformly-rotating solutions for the gSQG equa-
tion. Note that the case of α ∈ (0, 2) is more challenging than the 2D Euler case, since
the velocity is more singular and this produces obstructions to the bifurcation theory when it
comes to the choice of spaces and the regularity of the functionals involved in the construc-
tion. Hassainia–Hmidi [46] showed the existence of V-states with Ck boundary regularity in the
case 0 < α < 1, and in [15], Castro–Co´rdoba–Go´mez-Serrano upgraded the result to show ex-
istence and C∞ boundary regularity in the remaining open cases: α ∈ [1, 2) for the existence,
α ∈ (0, 2) for the regularity. In that case, the solutions bifurcate at angular velocities given
by Ωαm := 2
α−1 Γ(1−α)
Γ(1−α2 )
2
(
Γ(1+α2 )
Γ(2−α2 )
− Γ(m+
α
2 )
Γ(m+1−α2 )
)
. This boundary regularity was subsequently im-
proved to analytic in [16]. See also [50] for another family of rotating solutions, [27, 72] for the
doubly connected case and [17] for a construction in the smooth setting.
One can check that Ωαm are increasing functions of m for any α, whose limit is a finite number
Ωα := 2α−1 Γ(1−α)
Γ(1−α2 )
2
Γ(1+α2 )
Γ(2−α2 )
for α ∈ [0, 1), and +∞ if α ≥ 1. It is then a natural question to ask
whether there exist V-states (with area pi) that rotate with angular velocity faster than Ωα for
α ∈ (0, 1). Our fourth main theorem answers this question among all simply-connected patches:
Theorem D (= Theorem 5.1). For α ∈ (0, 1), let 1D be a simply connected V-state of area pi
and let its angular velocity be Ω ≥ Ωα. Then D must be the unit disk.
Finally, we illustrate a comparison of our results in Theorem C and D (in red color) with the
previous results (in black color) in Figure 2.
0
(finite if 0 < α < 1, Ω
Ωαm
a simply-connected patch
simply-connected stationary patch
must be a disk for α ∈ [0, 5
3
)
must be a disk (0 < α < 2)
a simply-connected patch
must be a disk (0 < α < 1)
= +∞ if 1 ≤ α < 2)there exists nonradialnon-simply-connected patch
Ωα
Figure 2. For gSQG in the patch setting, previous results on Question 1 are
summarized in black color, with our results in Theorem C and D colored in red.
1.4. Structure of the proofs. While all the previous symmetry results on Question 1 and 2
[32, 62, 45, 48, 71, 22] are done by moving plane methods, our approaches are completely different,
which have a variational flavor.
Theorem A is based on computing the first variation of the energy functional
E [1D] = −1
2
∫
R2
1D(x)(1D ∗ N )(x)− Ω
2
|x|21D(x)dx
in two different ways, as we deform D along a carefully chosen vector field that is divergence-free
in D. On the one hand, we show the first variation should be 0 if D is a stationary/rotating patch
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with angular velocity Ω; on the other hand, we show that the first variation must be non-zero if
Ω ≤ 0 or Ω ≥ 12 , leading to a contradiction. If D is simply-connected, we give a very short proof in
Section 2.1, where a rearrangement inequality due to Talenti [78] is crucial to get a sign condition.
For a non-simply-connected patch D, the choice of the right vector field is more involved. Since
1D ∗ N − Ω2 |x|2 now takes different constant values on different connected components of ∂D, in
order to keep the first variation to be 0, we have to modify our perturbation vector field such
that it also preserves the area of each hole. We then prove a new version of a rearrangement
inequality for this modified vector field in a similar spirit as Talenti’s result, leading to a non-zero
first variation if D is non-radial and Ω ≤ 0 or Ω ≥ 12 .
The smooth setting in Theorem B is based on a similar idea, but technically more difficult.
The point of view is to approximate a smooth function by step functions and consider the above
perturbation in each set where the step function is constant. To do this we need to obtain some
quantitative (stability) estimates on our version of Talenti’s rearrangement inequality, in particular
in terms of the Fraenkel asymmetry of the domain in the spirit of Fusco–Maggi–Pratelli [33].
Theorem C is also based on a variational approach, but we need a different perturbation from
the vector field in Theorem A, which heavily relies on the Newtonian potential, and fails for
general Riesz potential Kα. The key ingredient to prove Theorem C is to perturb D using the
continuous Steiner symmetrization [7], which has been successfully applied in other contexts by
Carrillo–Hittmeir–Volzone–Yao [12] (nonlinear aggregation models) or Morgan [68] (minimizers
of the gravitational energy). This method is much more flexible and allows to treat more singular
kernels than in the existing papers using moving plane methods. Due to the low regularity of the
kernels, instead of computing the derivative of the energy under the perturbation, we work with
finite differences instead.
Theorem D uses maximum principles and monotonicity formulas for nonlocal equations. The
idea is to find the smallest disk B(0, R) containing D (which intersects ∂D at some x0), then use
two different ways to compute ∇(1B(0,R)\D ∗Kα) at x0, and obtain a contradiction if Ω ≥ Ωα and
D is not a disk. The proof works for the full range of α ∈ [0, 2), thus closing the problem raised
by Hmidi [48] and de la Hoz–Hassainia–Hmidi–Mateu [28] among all simply-connected patches.
1.5. Organization of the paper. The paper is split into sections according to the cases α = 0
(Euler) and α 6= 0 (gSQG). Sections 2 and 3 are devoted to prove the symmetry results for α = 0,
in the patch setting (Section 2) and in the smooth setting (Section 3). Sections 4 and 5 deal with
the gSQG equations with 0 < α < 2. Section 4 is concerned with the case Ω ≤ 0, whereas Section
5 handles the case Ω ≥ Ωc.
1.6. Notations. Through Section 2–3 of this paper, we use the following notations.
For a simple closed curve Γ, denote int(Γ) by its interior, which is the bounded connected
component of R2 separated by the curve Γ. Note that the Jordan–Schoenflies theorem guarantees
that int(Γ) is open and simply connected.
We say that two disjoint simple closed curves Γ1 and Γ2 are nested if Γ1 ⊂ int(Γ2) or vice versa.
We say that two connected domains D1, D2 are nested if one is contained in a hole of the other
one.
For a bounded connected domain D ⊂ R2, we denote by ∂outD its outer boundary. And if D is
doubly-connected, we denote by ∂inD its inner boundary,
7
For a set D, we use 1D(x) to denote its indicator function. And for a statement S, we let
1S =
{
1 if S is true
0 if S is false
. (e.g. 1pi<3 = 0).
For a domain U ⊂ R2, in the boundary integral ∫∂U ~n · ~fdσ, the vector ~n is taken as the outer
normal of the domain U in that integral.
2. Radial symmetry of steady/rotating patches for 2D Euler equation
Throughout this section we work with the 2D Euler equation (1.1) in the patch setting. For a
stationary or uniformly-rotating patch D with angular velocity Ω ∈ R, let
fΩ(x) := (1D ∗ N )(x)− Ω
2
|x|2.
Recall that in (1.6) we have shown that fΩ ≡ Ci on each connected component of ∂D, where the
constants can be different on different connected components.
Our goal in this section is to prove Theorem A, which completely answers Question 1 for 2D
Euler patches. As we described in the introduction, our proof has a variational flavor, which
is done by perturbing D by a carefully chosen vector field, and compute the first variation of
an associated energy functional in two different ways. In Section 2.1, we will define the energy
functional and the perturbation vector field, and give a one-page proof in Theorem 2.2 that
answers Question 1 among simply-connected patches. (Note that even among simply-connected
patches, it is an open question whether every rotating patch with Ω > 12 or Ω < 0 must be a
disk.) In the following subsections, we further develop this method, and modify our perturbation
vector field to cover non-simply-connected patches.
2.1. Warm-up: radial symmetry of simply-connected rotating patches. We begin by
providing a sketch and some motivations of our approach, and then give a rigorous proof afterwards
in Theorem 2.2. Suppose that D is a C1 simply-connected rotating patch with angular velocity Ω
that is not a disk. We perturb D in “time” (here the “time” t is just a name for our perturbation
parameter, and is irrelevant with the actual time in the Euler equation) with a velocity field
~v(x) ∈ C1(D) ∩ C(D) that is divergence-free in D, which we will fix later. That is, consider the
transport equation
ρt +∇ · (ρ~v) = 0
with ρ(·, 0) = 1D. We then investigate how the “energy functional”
E [ρ] := −
∫
R2
1
2
ρ(x)(ρ ∗ N )(x)− Ω
2
|x|2ρ(x)dx
changes in time under the perturbation. Formally, we have
d
dt
E [ρ]
∣∣∣
t=0
= −
∫
R2
ρt(x, 0)
(
(ρ(·, 0) ∗ N )(x)− Ω
2
|x|2
)
dx
= −
∫
D
~v(x) · ∇
(
(1D ∗ N )(x)− Ω
2
|x|2
)
dx.
(2.1)
The above transport equation and the energy functional only serve as our motivation, and will
not appear in the proof. In the actual proof we only focus on the right hand side of (2.1), which
is an integral that is well-defined by itself:
I := −
∫
D
~v(x) · ∇
(
(1D ∗ N )(x)− Ω
2
|x|2
)
dx = −
∫
D
~v · ∇fΩ dx. (2.2)
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We will use two different ways to compute I, and show that if D is not a disk, the two ways lead
to a contradiction for Ω ≤ 0 or Ω ≥ 12 .
On the one hand, since fΩ is a constant on ∂D (denote it by c), the divergence theorem yields
the following for every ~v ∈ C1(D) ∩ C(D) that is divergence-free in D:
I = −c
∫
∂D
~n · ~vdσ +
∫
D
(∇ · ~v)fΩ dx = −c
∫
D
∇ · ~vdx+
∫
D
(∇ · ~v)fΩ dx = 0. (2.3)
On the other hand, we fix ~v as follows, which is at the heart of our proof. Let ~v(x) := −∇ϕ(x) in
D, where
ϕ(x) :=
|x|2
2
+ p(x) in D, (2.4)
with p(x) being the solution to Poisson’s equation{
∆p(x) = −2 in D
p(x) = 0 on ∂D.
(2.5)
Note that ϕ is harmonic in D, thus ~v is indeed divergence-free in D. This definition of ~v is
motivated by the fact that among all divergence-free vector fields in D, such ~v is the closest one
to −~x in the L2(D) distance. (In fact, such ~v is connected to the gradient flow of ∫D |x|22 dx in the
metric space endowed by 2-Wasserstein distance, under the constraint that |D(t)| must remain
constant [66, 67, 1].) Formally, one expects that D becomes “more symmetric” as we perturb it
by ~v, which inspires us to consider the first variation of E under such perturbation.
In the proof we will show that with such choice of ~v, we can compute I in another way and
obtain that I > 0 for Ω ≤ 0 and I < 0 for Ω ≥ 12 . Therefore in both cases, we obtain a
contradiction with I = 0 in (2.3).
Our proof makes use of a rearrangement inequality for solutions to elliptic equations, which is
due to Talenti [78]. Below is the form that we will use; the original theorem works for a more
general class of elliptic equations.
Proposition 2.1 ([78], Theorem 1). Let D ⊂ R2 be a bounded domain with C1 boundary, and let
p be defined as in (2.5). Let B be a disk centered at the origin with |B| = |D|, and let pB solve
(2.5) in B. Then we have p∗ ≤ pB pointwise in B, where p∗ is the radial decreasing rearrangement
of p∗. As a consequence, we have ∫
D
p(x)dx ≤ 1
4pi
|D|2,
and the equality is achieved if and only if D is a disk.
Now we are ready to prove the following theorem, saying that any simply-connected station-
ary/rotating patch with Ω ≤ 0 or Ω ≥ 12 must be a disk. Interestingly, the same proof can treat
the two disjoint intervals Ω ≤ 0 and Ω ≥ 12 all at once.
Theorem 2.2. Let D be a simply-connected domain with C1 boundary. If D is a rotating patch
solution with angular velocity Ω, where Ω ≤ 0 or Ω ≥ 12 , then D must be a disk, and it must be
centered at the origin unless Ω = 0.
Proof. Let D be a rotating patch with Ω ∈ (−∞, 0] ∪ [12 ,∞). As we described above, in this
theorem we will use two different ways to compute the integral I defined in (2.2), where we fix
~v(x) := −∇ϕ(x), with ϕ and p defined as in (2.4) and (2.5).
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On the one hand, we have that ~v is divergence free in D, and elliptic regularity theory im-
mediately yields that ~v ∈ C1(D) ∩ C(D). Using the assumption that D is a rotating patch, we
know fΩ is a constant on ∂D. (Note that ∂D is a connected closed curve since we assume D is
simply-connected). Thus the computation in (2.3) directly gives that I = 0.
On the other hand, we compute I as follows:
I = −
∫
D
~v · ∇fΩdx =
∫
D
∇ϕ · ∇fΩdx =
∫
D
x · ∇fΩdx︸ ︷︷ ︸
=:I1
+
∫
D
∇p · ∇fΩdx︸ ︷︷ ︸
=:I2
. (2.6)
For I1, we have
I1 =
∫
D
x · ∇(1D ∗ N )dx−
∫
D
x · Ωxdx
=
1
2pi
∫
D
∫
D
x · (x− y)
|x− y|2 dydx− Ω
∫
D
|x|2dx
=
1
4pi
∫
D
∫
D
x · (x− y)− y · (x− y)
|x− y|2 dydx− Ω
∫
D
|x|2dx
=
1
4pi
|D|2 − Ω
∫
D
|x|2dx,
(2.7)
where the third equality is obtained by exchanging x with y in the first integral, then taking
average with the original integral. To compute I2, using the divergence theorem (and the fact
that p = 0 on ∂D), we have
I2 = −
∫
D
p∆fΩdx = (2Ω− 1)
∫
D
pdx. (2.8)
Plugging (2.7) and (2.8) into (2.6) gives
I = 1
4pi
|D|2 − Ω
∫
D
|x|2dx+ (2Ω− 1)
∫
D
pdx. (2.9)
When Ω = 0, Proposition 2.1 directly gives that I > 0 if D is not a disk, contradicting I = 0.
When Ω ∈ (−∞, 0) ∪ [12 ,∞), let B be a disk centered at the origin with the same area as D.
Towards a contradiction, assume D 6= B. Among all sets with the same area as D, the disk B is
the unique one that minimizes the second moment, thus we have∫
D
|x|2dx >
∫
B
|x|2dx = 1
2pi
|D|2,
where the last step follows from an elementary computation. Plugging this into (2.9) gives the
following inequality for Ω ∈ [12 ,∞):
I < 1
4pi
|D|2 − Ω
2pi
|D|2 + (2Ω− 1)
∫
D
pdx = (1− 2Ω)
( 1
4pi
|D|2 −
∫
D
pdx
)
≤ 0.
On the other hand, for Ω ∈ (−∞, 0), we have
I > 1
4pi
|D|2 − Ω
2pi
|D|2 + (2Ω− 1)
∫
D
pdx = (1− 2Ω)
( 1
4pi
|D|2 −
∫
D
pdx
)
> 0,
and we get a contradiction to I = 0 in all the cases, thus the proof is finished. 
Remark 2.3. In fact, one can easily check that Theorem 2.2 holds for a bounded disconnected
patch D = ∪˙Ni=1Di with C1 boundary, as long as each connected component Di is simply-connected.
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Here the proof remains the same, except a small change in the I = 0 proof: since now we have
fΩ = ci on ∂Di, (2.3) should be replaced by
I = −
N∑
i=1
(
ci
∫
∂Di
~n · ~vdσ +
∫
Di
(∇ · ~v)fΩdx
)
= 0.
Even in the regime Ω ∈ (0, 12), where non-radial rotating patches are known to exist (recall
that there exist patches bifurcating from a disk at Ωm =
m−1
2m for all m ≥ 2), our approach still
allows us to obtain the following quantitative estimate, saying that if a simply-connected patch
D rotates with angular velocity Ω ∈ (0, 12) that is very close to 12 , then D must be very close to a
disk, in the sense that their symmetric difference must be small.
Corollary 2.4. Let D be a simply-connected domain with C1 boundary. Assume D is a rotating
patch solution with angular velocity Ω, where Ω ∈ (14 , 12). Let δ := 12 − Ω. Then we have
|D4B| ≤ 2
√
2δ|D|,
where B is the disk centered at the origin with the same area as D.
Proof. In the proof of Theorem 2.2, combining the equation I = 0 and (2.9) together, we have
that
1
4pi
|D|2 − Ω
∫
D
|x|2dx− (1− 2Ω)
∫
D
pdx = 0.
Dividing both sides by Ω and rearranging the terms, we obtain∫
D
|x|2dx− 1
2pi
|D|2 = 1− 2Ω
Ω
(
1
4pi
|D|2 −
∫
D
pdx
)
≤ 2δ|D|
2
pi
,
where in the inequality we used that 2δ := 1− 2Ω, Ω > 14 , and
∫
D pdx ≥ 0.
Since
∫
B |x|2dx = 12pi |D|2, the above inequality implies that∫
D\B
|x|2dx−
∫
B\D
|x|2dx ≤ 2δ|D|
2
pi
. (2.10)
Since D and B has the same area, let us denote β := |D \B| = |B \D|. Among all sets U ⊂ Bc
with area β,
∫
U |x|2dx is minimized when U is an annulus with area β and inner circle coinciding
with ∂B, thus an elementary computation gives∫
D\B
|x|2dx ≥ inf
U⊂Bc,|U |=β
∫
U
|x|2dx = β(2|B|+ β)
2pi
.
Likewise, among all sets V ⊂ B with area β, ∫V |x|2dx is maximized when V is an annulus with
area β and outer circle coinciding with ∂B, thus∫
B\D
|x|2dx ≤ sup
V⊂B,|V |=β
∫
V
|x|2dx = β(2|B| − β)
2pi
.
Subtracting these two inequalities yields∫
D\B
|x|2dx−
∫
B\D
|x|2dx ≥ β
2
pi
,
and combining this with (2.10) immediately gives
β2 ≤ 2δ|D|2,
thus |D4B| = 2β ≤ 2√2δ|D|. 
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2.2. Radial symmetry of non-simply-connected stationary patches. In this subsection,
we aim to prove radial symmetry of a connected rotating patch D with Ω ≤ 0, where D is allowed
to be non-simply-connected. Let D ⊂ R2 be a bounded connected domain with C1 boundary.
Assume D has n holes with n ≥ 0, and then let h1, · · · , hn ⊂ R2 denote the n holes of D (each hi
is a bounded open set). Note that ∂D has n + 1 connected components: they include the outer
boundary of D, which we denote by ∂D0, and the inner boundaries ∂hi for i = 1, ..., n.
To begin with, we point out that even for the steady patch case Ω = 0, the proof of Theorem 2.2
cannot be directly adapted to the non-simply-connected patch. If we define ~v in the same way,
then the second way to compute I still goes through (since Proposition 2.1 still holds for non-
simply-connected D), and leads to I > 0 if D is not a disk. But the first way to compute I
no longer gives I = 0: if D is stationary and not simply-connected, f(x) := (1D ∗ N )(x) may
take different constant values on different connected components of ∂D, thus the identity (2.3)
no longer holds.
In order to fix this issue, we still define ~v = −∇ϕ = −∇( |x|22 + p), but modify the definition
of p in the following lemma. Compared to the previous definition (2.5), the difference is that p
now takes different values 0, c1, . . . , cn on each connected component of ∂D. The lemma shows
that there exist values of {ci}ni=1, such that
∫
∂hi
∇p · ~ndσ = −2|hi| along the boundary of each
hole. As we will see later, this leads to
∫
∂hi
~v · ~ndσ = 0 for i = 1, . . . , n, which ensures I = 0.
(Of course, with p defined in the new way, the second way of computing I no longer follows from
Proposition 2.1, and we will take care of this later in Proposition 2.6.)
Lemma 2.5. Let D, hi and ∂D0 be given as in the first paragraph of Section 2.2. Then there
exist positive constants {ci}ni=1, such that the solution p : D → R to the Poisson equation
∆p = −2 in D,
p = ci on ∂hi for i = 1, . . . , n,
p = 0 on ∂D0.
(2.11)
satisfies ∫
∂hi
∇p · ~n dσ = −2|hi| for i = 1, . . . , n. (2.12)
Here |hi| is the area of the domain hi ⊂ R2.
Proof. Let u satisfy that {
∆u = −2 in D
u = 0 on ∂D.
Furthermore let the function vj for j = 1, ..., n be the solution to
∆vj = 0 in D
vj = 0 on ∂D \ ∂hj
vj = 1 on ∂hj .
Now we consider the following linear equation,
Ax = b, (2.13)
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where Ai,j =
∫
∂hi
∇vj · ~n dσ and bi = −2|hi| −
∫
∂hi
∇u · ~n dσ. We argue that (2.13) has a unique
solution. Thanks to the divergence theorem, we have
0 =
∫
D
∆vjdx =
∫
∂D0
∇vj · ~ndσ −
n∑
i=1
∫
∂hi
∇vj · ~ndσ.
Therefore,
n∑
i=1
Ai,j =
∫
∂D0
∇vj · ~ndσ < 0,
where the last inequality follows from the Hopf Lemma since vj attains its minimum value 0 on
∂D0, and vj 6≡ 0 on ∂D. A similar argument gives that Ai,j > 0 for i 6= j and Aj,j < 0. Thus
A is invertible by Gershgorin circle theorem [38], leading to a unique solution of (2.13). Let us
denote the solution by x = (c1, ..., cn)
t. Then the function p defined by
p := u+
n∑
i=1
civi
satisfies the desired properties (2.12).
Now we prove that ci > 0 for i ≥ 1. Suppose that ci∗ := mini ci ≤ 0. Then by the minimum
principle, p attains its minimum on ∂hi∗ . Therefore,
0 ≤
∫
∂hi∗
∇p · ~ndσ = −2|hi∗ | < 0,
which is a contradiction. 
Next we prove a parallel version of Talenti’s theorem for the function p constructed in Lemma 2.5.
We will use this result throughout Section 2–3.
Proposition 2.6. Let D ⊂ R2 be a bounded connected domain with C1 boundary. Assume D has
n holes with n ≥ 0, and denote by h1, · · · , hn ⊂ R2 the holes of D (each hi is a bounded open set).
Let p : D → R be the function constructed in Lemma 2.5. Then the following two estimates hold:
sup
D
p ≤ |D|
2pi
(2.14)
and ∫
D
p(x)dx ≤ |D|
2
4pi
(2.15)
Furthermore, for each of the two inequalities above, the equality is achieved if and only if D is
either a disk or an annulus.
Proof. The proof is divided into two parts: In step 1 we prove the two inequalities (2.14) and
(2.15), and in step 2 we show that equality can be achieved if and only if D is a disk or an annulus.
Step 1. When D is simply-connected, (2.14) and (2.15) directly follow from Talenti’s theorem
Proposition 2.1. Next we consider a non-simply-connected domain D, and prove that these
inequalities also hold when p : D → R is defined as in Lemma 2.5.
For k ∈ R+, let us denote Dk := {x ∈ D : p(x) > k}, g(k) := |Dk| and D˜k := Dk∪˙(∪˙{i:ci>k}hi).
Elliptic regularity theory gives that p ∈ C∞(D), thus by Sard’s theorem, k is a regular value for al-
most every k ∈ (0, supD p), that is, |∇p(x)| > 0 on {x ∈ D : p(x) = k}. Thus {x ∈ D : p(x) = k}
is a union of smooth simple closed curves and equal to ∂D˜k for almost every k ∈ (0, supD p).
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Since ∂Dk = ∂D˜k∪˙(∪˙{i:ci>k}∂hi) for k /∈ {c1, ..., cn}, we compute
g(k) = −1
2
∫
Dk
∆p(x)dx = −1
2
∫
∂Dk
∇p · ~ndσ
= −1
2
∫
∂D˜k
∇p · ~ndσ + 1
2
∑
{i:ci>k}
∫
∂hi
∇p · ~ndσ
= −1
2
∫
∂D˜k
∇p · ~ndσ −
∑
{i:ci>k}
|hi|,
where the last identity is due to (2.12). Therefore, it follows that
g(k) +
∑
{i:ci>k}
|hi| = −1
2
∫
∂D˜k
∇p · ~ndσ = 1
2
∫
∂D˜k
|∇p|dσ, (2.16)
where the last equality follows from the fact that ∇p is perpendicular to the tangent vector on
the level set.
On the other hand, the coarea formula yields that
g(k) =
∫
R
∫
∂D˜s
1Dk
1
|∇p|dσds =
∫ ∞
k
∫
∂D˜s
1
|∇p|dσds.
Therefore, it follows that for almost every k ∈ (0, supD p),
g′(k) = −
∫
∂D˜k
1
|∇p|dσ. (2.17)
Thus it follows from (2.16) and (2.17) that
g′(k)
g(k) + ∑
{i:ci>k}
|hi|
 = −1
2
(∫
∂D˜k
|∇p|dσ
)(∫
∂D˜k
1
|∇p|dσ
)
≤ −1
2
P (D˜k)
2, (2.18)
where P (E) denotes the perimeter of a rectifiable curve ∂E. Note that the last inequality becomes
equality if and only if |∇p| is a constant on ∂D˜k. Also, the isoperimetric inequality gives that
P (D˜k)
2 ≥ 4pi|D˜k|, (2.19)
where equality holds if and only if D˜k is a disk. This yields that
g′(k)
g(k) + ∑
{i:ci>k}
|hi|
 ≤ −2pi|D˜k| = −2pi
g(k) + ∑
{i:ci>k}
|hi|
 . (2.20)
Therefore, g′(k) ≤ −2pi for almost every k ∈ (0, supD p). Combining it with the fact that g(0) =
|D|, we have
g(k) ≤ (g(0)− 2pik)+ = (|D| − 2pik)+ for almost every k ≥ 0.
This proves that supD p ≤ |D|2pi . It follows that∫
D
p(x)dx =
∫
D
∫ |D|
2pi
0
1{k<p(x)}dkdx =
∫ |D|
2pi
0
g(k)dk ≤
∫ |D|
2pi
0
(|D| − 2pik)+dx = |D|
2
4pi
.
Step 2. Now we show that for the two inequalities (2.14) and (2.15), the equality is achieved
if and only if D is either a disk or an annulus. First, if D is either a disk or annulus centered at
some x0 ∈ R2, then uniqueness of solution to Poisson’s equation gives that p is radially symmetric
about x0. Since we have ∆p = −2 in D and p = 0 on the outer boundary of D, this gives an
explicit formula p(x) = − |x−x0|22 + R
2
2 for x ∈ D, where R is the outer radius of D. For either
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a disk or an annulus, one can explicitly compute supD p and
∫
D pdx to check that equalities in
(2.14) and (2.15) are achieved.
To prove the converse, assume that either (2.14) or (2.15) achieves equality, and we aim to show
that D is either a disk or an annulus. In order for either equality to be achieved, (2.20) needs to
achieve equality at almost every k ∈ (0, supD p). In addition, g(k) needs to be continuous in k
since g(k) is decreasing. Since (2.20) follows from a combination of the Cauchy-Schwarz inequality
in (2.18) and the isoperimetric inequality in (2.19), we need to have all the three conditions below
in order for either (2.14) or (2.15) to achieve equality:
(1) |∇p| is a constant on each level set ∂D˜k for almost every k ∈ (0, supD p);
(2) D˜k is a disk for almost every k ∈ (0, supD p).
(3) g(k) = |Dk| is continuous in k. As a result, |D˜k| is continuous in k at all k 6= ci, with ci > 0
defined in (2.11).
Next we will show that if all these three conditions are satisfied, then D must be an annulus or
disk. First, note that by sending k ↘ 0 in condition (2), and combining it with the continuity of
|D˜k| as k ↘ 0, it already gives that the outer boundary of D must be a circle. Therefore if D is
simply-connected, it must be a disk.
If D is non-simply-connected, using condition (2) and (3), we claim that D can have only one
hole, which must be a disk, and p must achieve its maximum value in D on the boundary of the
hole. To see this, let hi be any hole of D, and recall that p|∂hi = ci. As we consider the set limit
of D˜k as k approaches ci from below and above, by definition of D˜k we have
lim
k↗ci
D˜k = lim
k↘ci
D˜k∪˙(∪˙{j:cj=ci}hj).
By (2) and (3), the left hand side limk↗ci D˜k is a disk, and the set limk↘ci D˜k on the right hand
side is also a disk (if the limit is non-empty). But after taking union with the holes {hj : cj = ci}
(each is a simply-connected set), the right hand side will be a disk if and only if limk↘ci D˜k is
empty, ∪˙{j:cj=ci}hj = hi, and hi is a disk. This implies ci = supD p and cj < ci for all j 6= i.
But since hi is chosen to be any hole of D, we know D can have only one hole (call it h), which
is a disk, and supD p = p|∂h. Finally, note that condition (1) gives that all the disks {D˜k} are
concentric, and as a result we have D is an annulus, finishing the proof. 
Finally, we are ready to show that every connected stationary patch D with C1 boundary must
be either a disk or an annulus.
Theorem 2.7. Let D ⊂ R2 be a bounded domain with C1 boundary. Suppose that ω(x) := 1D(x)
is a stationary patch solution to the 2D Euler equation in the sense of (1.5). Then D is either a
disk or an annulus.
Proof. If D has n holes (where n ≥ 0), denote them by h1, . . . , hn. By (1.5), the function
f := 1D ∗ N is constant on each of connected component of ∂D, and let us denote
f(x) =
{
ai on ∂hi
a0 on ∂D0.
(2.21)
Let p : D → R be defined as in Lemma 2.5, and let ϕ := |x|22 + p. Similar to the proof of
Theorem 2.2, we calculate I := ∫D∇ϕ · ∇fdx in two different ways. Note that ∇f = ∇(f − a0)
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in D. Applying the divergence theorem to I and using (2.21) and ∆ϕ = 0 in D, it follows that
I =
∫
∂D
(∇ϕ · ~n)(f − a0)dσ −
∫
D
∆ϕ(f − a0)dx = −
n∑
i=1
(ai − a0)
∫
∂hi
∇ϕ · ~ndσ. (2.22)
By definition of ϕ, and combining it with the property of p in (2.12), we have∫
∂hi
∇ϕ · ~ndσ =
∫
∂hi
∇
( |x|2
2
)
· ~ndσ +
∫
∂hi
∇p · ~ndσ
=
∫
hi
2dx+
∫
∂hi
∇p · ~ndσ = 0.
(2.23)
Plugging this into (2.22) gives I = 0. On the other hand, we also have
I =
∫
D
x · ∇fdx+
∫
D
∇p · ∇fdx =: E1 + E2.
We compute
E1 =
∫
D
x · (1D ∗ ∇N )dx =
∫
D
∫
D
1
2pi
x · (x− y)
|x− y|2 dydx =
|D|2
4pi
, (2.24)
where the last equality is obtained by exchanging x with y and taking the average with the original
integral. For E2, the divergence theorem yields that
E2 =
∫
∂D
p∇f · ~ndσ −
∫
D
p∆fdx =
∫
∂D
p∇f · ~ndσ −
∫
D
pdx.
Using the property of p in (2.11) and the fact that ∆f = 0 in hi, the divergence theorem yields∫
∂D
p∇f · ~ndσ = −
n∑
i=1
∫
∂hi
p∇f · ~ndσ = −
n∑
i=1
ci
∫
hi
∆fdx = 0, (2.25)
As a result, we have E2 = −
∫
D pdx. If D is neither a disk nor an annulus, Proposition 2.6 gives
I = E1 + E2 = |D|
2
4pi
−
∫
D
pdx > 0,
contradicting I = 0. 
In the next corollary, we generalize the above result to a nonnegative stationary patch with
multiple (disjoint) patches.
Corollary 2.8. Let ω(x) :=
∑n
i=1 αi1Di, where αi > 0, each Di is a bounded connected domain
with C1 boundary, and Di ∩Dj = ∅ if i 6= j. Assume that ω is a stationary patch solution, that
is, the function f(x) := ω ∗N satisfies ∇⊥f ·~n = 0 on ∂Di for all i = 1, . . . , n. Then ω is radially
symmetric up to a translation.
Proof. Following similar notations as the beginning of Section 2.2, we denote the outer boundary
of Di by ∂Di0, and the holes of each Di (if any) by hik for k = 1, . . . , Ni. Let pi : Di → R be
defined as in Lemma 2.5, that is, pi satisfies
∆pi = −2 in Di
pi = cik on ∂hik
pi = 0 on ∂Di0,
16
where cik is chosen such that
∫
∂hik
∇pi · ~ndσ = −2|hik|. We then define ϕ : ∪ni=1Di → R, such
that in each Di we have ϕ = ϕi :=
|x|2
2 + pi.
Similar to Theorem 2.7, we compute
I :=
∫
R2
ω∇ϕ · ∇fdx =
n∑
i=1
∫
Di
αi∇ϕi · ∇fdx
in two different ways. On the one hand, since f = ω∗N is a constant on each connected component
of ∂Di, the same computation of Theorem 2.7 yields that
∫
Di
∇ϕi · ∇fdx = 0, therefore I = 0.
On the other hand, since ∇ϕ = x+∇pi in each Di, we break I into
I =
n∑
i,j=1
αiαj
∫
Di
x · ∇(1Dj ∗ N )dx+
n∑
i,j=1
αiαj
∫
Di
∇pi · ∇(1Dj ∗ N )dx =: I1 + I2.
For I1, we compute
I1 =
n∑
i,j=1
αiαj
2
(∫
Di
x · ∇(1Dj ∗ N )dx+
∫
Dj
x · ∇(1Di ∗ N )dx
)
=
n∑
i,j=1
αiαj
2
(∫
Di
∫
Dj
x · (x− y)
2pi|x− y|2dydx+
∫
Dj
∫
Di
x · (x− y)
2pi|x− y|2dydx
)
=
n∑
i,j=1
αiαj
4pi
|Di||Dj |, (2.26)
where we exchanged i with j to get the first equality. For I2, we have
I2 =
n∑
i=1
α2i
∫
Di
∇pi · ∇(1Di ∗ N )dx+
∑
i 6=j
αiαj
∫
Di
∇pi · ∇(1Dj ∗ N )dx =: I21 + I22.
By the same computation for E2 in the proof of Theorem 2.7, we have
I21 = −
n∑
i=1
α2i
∫
Di
pidx. (2.27)
For i 6= j, we denote j ≺ i if Dj is contained in a hole of Di. (And if Dj is not contained in
any hole of Di, we say j 6≺ i.) Using this notation, the divergence theorem directly yields that∫
∂Di
pi∇(1Dj ∗ N ) · ~ndσ = −
Ni∑
k=1
∫
∂hik
pi∇(1Dj ∗ N ) · ~ndσ = 0 if j 6≺ i. (2.28)
And if j ≺ i, then the divergence theorem and (2.14) in Proposition 2.6 yield∫
∂Di
pi∇(1Dj ∗ N ) · ~ndσ ≥ − sup
∂Di
pi|Dj | ≥ − 1
2pi
|Di||Dj | if j ≺ i. (2.29)
Hence it follows that
I22 ≥ −
∑
i 6=j
1j≺i
αiαj
2pi
|Di||Dj | = −
∑
i 6=j
(1j≺i + 1i≺j)
αiαj
4pi
|Di||Dj |, (2.30)
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where the last step is obtained by exchanging i, j and taking average with the original sum. Note
that we have 1j≺i + 1i≺j ≤ 1 for any i 6= j. From (2.26), (2.27) and (2.30), we obtain
I ≥
n∑
i=1
α2i
( |Di|2
4pi
−
∫
Di
pidx
)
+
∑
j 6≺i and i 6≺j
i 6=j
αiαj
|Di||Dj |
4pi
. (2.31)
Since we already know that I = 0 and all the summands in (2.31) are nonnegative, it follows that
|Di|2
4pi
=
∫
Di
pidx for all i = 1, . . . , n and {(i, j) : i 6= j, i 6≺ j and j 6≺ i} = ∅.
Therefore every Di is either a disk or an annulus by Proposition 2.6 and they are nested. By
relabeling the indices, we can assume that i ≺ i+ 1 for i = 1, . . . , n− 1.
Next we prove that all Di’s are concentric by induction. For k ≥ 1, suppose D1, . . . , Dk are
known to be concentric about some o ∈ R2. To show Dk+1 is also centered at o, we break f into
f =
k∑
i=1
(αi1Di) ∗ N +
n∑
i=k+1
(αi1Di) ∗ N .
In the first sum, each Di is centered at o for i ≤ k, thus Lemma 2.9(a) (which we prove right after
this theorem) yields that
∑k
i=1(αi1Di)∗N = C2pi ln |x−o| on ∂inDk+1, where C =
∑k
i=1 αi|Di| > 0.
In the second sum, for each i ≥ k + 1, since each Di is an annulus with ∂inDk+1 in its hole,
Lemma 2.9(b) gives that 1Di ∗ N ≡ const on ∂inDk+1 for all i ≥ k + 1. Thus overall we have
f = C2pi ln |x − o| + C2 on ∂inDk+1 for C > 0. Combining it with the assumption that f is a
constant on ∂inDk+1, we know Dk+1 must also be centered at o, finishing the induction step. 
Now we state and prove the lemma used in the proof of Corollary 2.8, which follows from
standard properties of the Newtonian potential.
Lemma 2.9. Assume g ∈ L∞(R2) is radially symmetric about some o ∈ R2, and is compactly
supported in B(o,R). Then η := g ∗ N satisfies the following:
(a) η(x) =
∫
R2 gdx
2pi
ln |x− o| for all x ∈ B(0, R)c.
(b) If in addition we have g ≡ 0 in B(o, r) for some r ∈ (0, R), then η = const in B(o, r).
Proof. To show (a), we take any x ∈ B(o,R)c and consider the circle Γ 3 x centered at o. By
radial symmetry of η about o and the divergence theorem, we have
∇η · x|x| =
1
|Γ|
∫
Γ
∇η · ~ndσ = 1|Γ|
∫
int(Γ)
∆ηdx =
∫
R2 g(x)dx
2pi|x− o| ,
which implies η(x) =
∫
gdx
2pi ln |x− o|+ C. To show that C = 0, for |x| sufficiently large we have
|C| =
∣∣∣ ∫
B(o,R)
g(x)(N (x− y)−N (x− o))dy
∣∣∣ ≤ ‖g‖L∞(R2) sup
y∈B(o,R)
|N (x− o)−N (x− y)|,
and by sending |x| → ∞ we have C = 0, which gives (a). To show (b), it suffices to prove that
∇η ≡ 0 in B(o, r). Take any x ∈ B(o, r), and consider the circle Γ2 3 x centered at o. Again,
symmetry and the divergence theorem yield that
|∇η(x)| = 1|Γ2|
∫
Γ2
∇η · ~ndσ = 1|Γ2|
∫
int(Γ2)
∆ηdx =
∫
int(Γ) g(x)dx
|Γ| = 0,
finishing the proof of (b). 
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2.3. Radial symmetry of non-simply-connected rotating patches with Ω < 0. In this
subsection, we show that a nonnegative uniformly rotating patch solution (with multiple disjoint
patches) must be radially symmetric if the angular velocity Ω < 0.
Theorem 2.10. For i = 1, . . . , n, let Di be a connected domain with C
1 boundary, and assume
Di ∩ Dj = ∅ for i 6= j. If ω =
∑n
i=1 αi1Di is a nonnegative rotating patch solution with αi > 0
and angular velocity Ω < 0, then ω must be radially symmetric.
Proof. In this proof, let
fΩ(x) := ω ∗ N − Ω
2
|x|2.
In each Di, let us define pi as in Lemma 2.5. Let ϕi :=
|x|2
2 + pi in each Di. As in Theorem 2.10,
we compute I := ∑ni=1 αi ∫Di ∇ϕi · ∇fΩdx in two different ways. Since fΩ is a constant on each
connected component of ∂Di and ∇ϕi is divergence free in Di, we still have I = 0 as in the proof
of Theorem 2.7.
On the other hand, we have
I =
n∑
i=1
αi
∫
Di
(x+∇pi) · ∇ (ω ∗ N ) dx+ (−Ω)︸ ︷︷ ︸
≥0
n∑
i=1
αi
∫
Di
(x+∇pi) · xdx
=: I1 + (−Ω)I2.
As in the proof of Corollary 2.8, we have
I1 =
n∑
i=1
α2i
( |Di|2
4pi
−
∫
Di
pidx
)
+
∑
j 6≺i and i 6≺j
i 6=j
αiαj
|Di||Dj |
4pi
≥ 0. (2.32)
Note that I1 = 0 as long as all Di’s are nested annuli/disk, even if they are not concentric. For
I2, using Cauchy-Schwarz inequality in the second step, and Lemma 2.11 in the third step (which
we will prove right after this theorem), we have
I2 =
n∑
i=1
αi
(∫
Di
|x|2dx+
∫
Di
∇pi · xdx
)
≥
n∑
i=1
αi
(∫
Di
|x|2dx−
(∫
Di
|∇p|2dx
)1/2(∫
Di
|x|2dx
)1/2) ≥ 0. (2.33)
Combining (2.32) and (2.33) gives us I ≥ 0. If there is any Di that is not a disk or annulus
centered at the origin, Lemma 2.11 would give a strict inequality in the last step of (2.33), which
leads to I > 0 and thus contradicts with I = 0. 
Now we state and prove the lemma that is used in the proof of Theorem 2.10.
Lemma 2.11. Let D be a connected domain with C1 boundary, and let p be as in Lemma 2.5.
Then we have
−
∫
D
∇p · xdx =
∫
D
|∇p|2dx ≤
∫
D
|x|2dx. (2.34)
Furthermore, in the inequality, “=” is achieved if and only if D is a disk or annulus centered at
the origin.
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Proof. We compute ∫
D
|∇p|2dx =
∫
∂D
p∇p · ~ndσ +
∫
D
2pdx
= −
∫
∂D
px · ~ndσ +
∫
D
2pdx,
where in the last equality we use that p is constant along each ∂hi, as well as the following identity
due to (2.12) and the divergence theorem (here ~n is the outer normal of hi):∫
∂hi
∇p · ~ndσ = −2|hi| = −
∫
hi
∆
|x|2
2
dx = −
∫
∂hi
x · ~ndσ.
On the other hand, the divergence theorem yields
−
∫
D
∇p · xdx = −
∫
∂D
px · ~ndσ +
∫
D
2pdx.
Therefore using Young’s inequality −∇p · x ≤ 12 |∇p|2 + 12 |x|2 (where the equality is achieved if
and only if −∇p = x), we have∫
D
|∇p|2dx = −
∫
D
∇p · xdx ≤ 1
2
∫
D
|∇p|2dx+ 1
2
∫
D
|x|2dx,
which proves (2.34). Here the equality is achieved if and only if −∇p = x in D, which is equivalent
with p+ |x|
2
2 being a constant in D, and it can be extended to D due to continuity of p. By our
construction of p in Lemma 2.5, p is already a constant on each connected component of ∂D,
implying |x|
2
2 is constant on each piece of ∂D, hence ∂D must be a family of circles centered at
the origin. By the assumption that D is connected, it must be either a disk or annulus centered
at the origin. 
2.4. Radial symmetry of non-simply-connected rotating patches with Ω ≥ 12 . In this
final subsection for patches, we consider a bounded domain D with C1 boundary. D can have
multiple connected components, and each connected component can be non-simply-connected. If
1D is a rotating patch solution to the Euler equation with angular velocity Ω ≥ 12 , we will show
D must be radially symmetric and centered at the origin.
To do this, one might be tempted to proceed as in Theorem 2.2 and replace p : D → R by the
function defined in Lemma 2.5. Here the first way of computing I = ∫D(x + ∇p) · ∇fΩdx still
yields I = 0, but the second way gives some undesired terms caused by the holes hi:
I = 1
4pi
|D|2 − Ω
∫
D
|x|2dx+ (2Ω− 1)
∫
D
pdx+ 2Ω
n∑
i=1
p|∂hi |hi|.
Due to the last term on the right hand side, we are unable to show I ≤ 0 when Ω ≥ 12 as we
did before in Theorem 2.2. For this reason, we take a different approach in the next theorem.
Instead of defining p as a function in D and I as an integral in D, we want to define them in Dc.
But since Dc is unbounded, we define pR and IR in a truncated set B(0, R) \Dc, and then use
two different ways to compute IR. By sending R → ∞, we will show that the two ways give a
contradiction unless D is radially symmetric.
Theorem 2.12. For a bounded domain D with C1 boundary, assume that 1D is a rotating patch
solution to the Euler equation with angular velocity Ω ≥ 12 . Then D is radially symmetric and
centered at the origin.
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Proof. Since D is bounded, let us choose R0 > 0 such that BR0 ⊃ D. For any R > R0, consider
the domain BR \ D, which may have multiple connected components. We call the component
touching ∂BR as D0,R, and name the other connected components by U1, . . . , Un. Throughout
this proof we assume that n ≥ 1: if not, then each connected component of D is simply connected,
which has been already treated in Theorem 2.2 and Remark 2.3. We also define V := BR \D0,R,
which is the union of D and all its holes. Note that V may have multiple connected components,
but each must be simply-connected. See Figure 3 for an illustration of D0,R, {Ui}ni=1 and V .
D
∂B(0, R0)
∂B(0, R)
D0,R U1
U2
V
Figure 3. For a set D ⊂ B(0, R0) (the whole yellow region on the left), the middle
figure illustrates the definition of D0,R (the blue region), {Ui} (the gray regions),
and right right figure illustrate V = BR \D0,R (the green region).
To prove the theorem, the key idea is to define pR and IR in BR \D, instead of in D. Let p0,R
and pi be defined as in Lemma 2.5 in D0,R and Ui respectively, then set ϕ0,R := p0,R +
|x|2
2 in
D0,R, and ϕi := pi +
|x|2
2 in Ui for i = 1, . . . , n. Finally, define p
R and ϕR : R2 → R as
pR := p0,R1D0,R +
n∑
i=1
pi1Ui , ϕ
R := ϕ0,R1D0,R +
n∑
i=1
ϕi1Ui .
Since 1D rotates with angular velocity Ω ≥ 12 , we know fΩ := 1D ∗ N − Ω2 |x|2 is constant on
each connected component of ∂D. Next we will compute
IR :=
∫
BR\D
∇fΩ · ∇ϕRdx (2.35)
in two different ways. If some connected component of ∂D is not a circle, we will derive a
contradiction by sending R → ∞. We point out that as we increase R, the domain D0,R will
change, but the domains {Ui}ni=1 and V all remain unchanged.
On the one hand, we break IR into
IR =
∫
D0,R
∇fΩ · ∇ϕ0,Rdx+
n∑
i=1
∫
Ui
∇fΩ · ∇ϕidx =: I1R + I2R.
Since fΩ is constant on each connected component of ∂Ui, the same computation as (2.22)–(2.23)
gives I2R = 0. For I1R, note that although fΩ is a constant along the boundary of each hole of
D0,R, it is not a constant along ∂outD0,R = ∂BR. Thus similar computations as (2.22)–(2.23) now
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give
I1R =
∫
∂BR
(
1D ∗ N − Ω
2
R2
)∇ϕ0,R · ~ndσ
=
∫
∂BR
((1D ∗ N )(x)− |D|N (x))∇ϕ0,R · ~ndσ(x),
(2.36)
where in the second equality we used
∫
∂BR
∇ϕ0,R ·~ndσ = 0 and the fact that N (x) is constant on
∂BR. For any x ∈ ∂BR, since D ⊂ BR0 and R > R0, we can control (1D ∗ N )(x)− |D|N (x) as∣∣(1D ∗ N )(x)− |D|N (x)∣∣∣ ≤ 1
2pi
∫
D
∣∣∣ log |x− y| − log |x|∣∣∣dy ≤ |D|
2pi
∣∣∣∣log(1− R0R
)∣∣∣∣ on ∂BR.
(2.37)
We introduce the following lemma to control |∇ϕ0,R ·~n| on ∂BR, whose proof is postponed to the
end of this subsection.
Lemma 2.13. Let D ⊂ BR0 be a domain with C1 boundary. For any R > R0, let D0,R, V , p0,R
and ϕ0,R be defined as in the proof of Theorem 2.12. Then we have
|∇ϕ0,R · ~n| ≤ NR
2
0
2R log(R/R0)
on ∂BR, (2.38)
where N > 0 is the number of connected components of V (and is independent of R).
Once we have this lemma, plugging (2.38) and (2.37) into (2.36) yields
|I1R| ≤
N |D|R20
2
∣∣∣∣log(1− R0R
)∣∣∣∣ (log(R/R0))−1 ≤ |D|C(D,R0)R logR → 0 as R→∞.
Combining this with I2R = 0 gives
lim
R→∞
IR = 0. (2.39)
Next we compute IR in another way. Note that 1BR ∗ N − |x|
2
4 is a radial harmonic function in
BR, thus is equal to some constant CR in BR. Using this fact, we can rewrite fΩ as
fΩ = 1D ∗ N − Ω
2
|x|2 = (1D − 1BR) ∗ N −
(Ω
2
− 1
4
)
|x|2 + CR.
As a result, IR can be rewritten as
IR = −
∫
BR\D
∇
(
1BR\D ∗ N
)
· ∇ϕRdx− (2Ω− 1)
2
∫
BR\D
x · ∇ϕRdx
=: −J 1R −
(2Ω− 1)
2
J 2R.
(2.40)
Next we will show J 1R,J 2R ≥ 0, leading to IR ≤ 0. Let us start with J 2R. Applying Lemma 2.11
to each of D0,R and {Ui}ni=1 immediately gives
J 2R ≥
∫
D0,R
|x|2 +∇p0,R · xdx+
n∑
i=1
∫
Ui
|x|2 +∇pi · xdx =: T0,R +
n∑
i=1
Ti ≥ 0. (2.41)
Note that the Ti’s are independent of R for i = 1, . . . , n, and we know Ti ≥ 0 with equality
achieved if and only if Ui is an annulus or a disk centered at the origin. This will be used later
to show all {Ui}ni=1 are centered at the origin in the Ω > 12 case. (When Ω = 12 , the coefficient of
J 2R becomes 0 in (2.40), thus a different argument is needed in this case.)
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We now move on to J 1R. We first break it as
J 1R =
∫
BR\D
∇(1BR\D ∗ N ) · xdx+
∫
BR\D
∇(1BR\D ∗ N ) · ∇pRdx =: J11 + J12.
An identical computation as (2.24) gives J11 =
1
4pi
(
|D0,R|+
n∑
i=1
|Ui|
)2
. For J12, the same compu-
tation as (2.27)–(2.29) gives the following (where we used that each Ui lies in a hole of D0,R for
i = 1, . . . , n):
J12 ≥ −
∫
D0,R
p0,Rdx−
n∑
i=1
∫
Ui
pidx−
∑
1≤i≤n
|Ui| sup
D0,R
p0,R −
∑
1≤i,j≤n
j≺i
|Ui||Uj |
2pi
.
Adding up the estimates for J11 and J12, we get
J 1R ≥
(
1
4pi
|D0,R|2 −
∫
D0,R
p0,Rdx
)
+
 ∑
1≤i≤n
|Ui|
( 1
2pi
|D0,R| − sup
D0,R
p0,R
)
+
n∑
i=1
(
1
4pi
|Ui|2 −
∫
Ui
pidx
)
+
∑
j 6≺i and i 6≺j
i 6=j
1
4pi
|Ui||Uj |.
(2.42)
By Proposition 2.6, all terms on the right hand side are nonnegative. But note that only the two
terms in the second line are independent of R. Plugging (2.42) and (2.41) into (2.40) gives the
following (where we only keep the terms independent of R on the right hand side):
lim inf
R→∞
(−IR) ≥
n∑
i=1
(
1
4pi
|Ui|2 −
∫
Ui
pidx
)
+
∑
j 6≺i and i 6≺j
i 6=j
1
4pi
|Ui||Uj |+ 2Ω− 1
2
n∑
i=1
Ti ≥ 0.
Combining this with the previous limit (2.39), we know Ui must be an annulus or a disk for
i = 1, . . . , n, and they must be nested in each other. In addition, if Ω > 12 , we have Ti = 0 for
i = 1, . . . , n, implying that each Ui is centered at the origin.
The radial symmetry of D0,R is more difficult to obtain. Although the first two terms on
the right hand side of (2.42) are both strictly positive if D0,R is not an annulus, we need some
uniform-in-R lower bound to get a contradiction in the R →∞ limit. Between these two terms,
it turns out the second term is easier to control. This is done in the next lemma, whose proof we
postpone to the end of this subsection.
Lemma 2.14. Let D ⊂ BR0 be a domain with C1 boundary. For any R > R0, let D0,R, V and
p0,R be given as in the proof of Theorem 2.12. If V is not a single disk, there exists some constant
C(V ) > 0 only depending on V , such that
lim inf
R→∞
(
1
2pi
|D0,R| − sup
D0,R
p0,R
)
≥ C(V ) > 0.
If V is not a disk, Lemma 2.14 gives lim infR→∞ J 1R >
(∑
1≤i≤n |Ui|
)
C(V ) > 0. (Recall that in
the beginning of this proof we assume
∑
1≤i≤n |Ui| > 0, and it is independent of R.) This implies
lim infR→∞(−IR) ≥ C(V ) > 0, contradicting (2.39).
So far we have shown that ∂D is a union of nested circles, and it remains to show that they
are all centered at 0. For the Ω > 12 case, we already showed all {Ui}ni=1 are centered at 0, so it
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suffices to show the outmost circle ∂V (denote by B(o˜, r˜)) is also centered at 0. By definition of
{Ui}ni=1, we have D = B(o˜, r˜) \
(∪˙ni=1Ui). Note that 1B(o˜,r˜) ∗ N = |x−o˜|24 + C for some constant
C, and 1∪˙ni=1Ui ∗ N is radially increasing. Therefore fΩ can be written as
fΩ = 1B(o˜,r˜) ∗ N − 1∪˙ni=1Ui ∗ N −
Ω
2
|x|2 = |x− o˜|
2
4
− g(x),
where g is radially symmetric, and strictly increasing in the radial variable. Since both fΩ and
|x−o˜|2
4 are known to take constant values on ∂B(o˜, r˜), it implies g must be constant on ∂B(o˜, r˜)
too, and the fact that g is a radially increasing function gives that o˜ = 0. This finishes the proof
for Ω > 12 .
For Ω = 12 , we do not know whether {Ui}ni=1 are centered at 0 yet. Denote by U1 be the
innermost one. Then we have
fΩ(x) =
|x− o˜|2
4
− 1∪˙ni=1Ui ∗ N −
|x|2
4
=
o˜ · x
2
+ const for x ∈ ∂outU1, (2.43)
where the second equality follows from Lemma 2.9(b), where we used that 1 ≺ j for all 2 ≤ j ≤ n.
Combining (2.43) with the fact that fΩ = const on ∂outU1 gives o˜ = 0, that is, the outmost circle
must be centered at 0. This leads to fΩ = −
∑n
i=1 1Ui ∗ N . Since fΩ = const on each connected
component of ∂Ui, we can apply the last part in the proof of Corollary 2.8 to show that all {Ui}ni=1
are all concentric. Denoting their center by o1, we can show that o1 = 0: Lemma 2.9(a) gives
fΩ(x) = C ln |x − o1| for some C < 0 on ∂B(o˜, r˜), and since we have f = const on ∂B(o˜, r˜) and
o˜ = 0, it implies that o1 = 0, finishing the proof. 
Proof of Lemma 2.13. For notational simplicity, we shorten p0,R, D0,R and ϕ0,R into pR, DR
and ϕR thoughout this proof. Recall that ∂DR = ∂BR ∪ ∂V . Clearly we have ϕR = R22 on ∂BR,
due to pR = 0 on ∂outDR = ∂BR. We claim that
− NR
2
0
2
≤ ϕR − R
2
2
≤ R
2
0
2
on ∂V, (2.44)
where N ≥ 1 is the number of connected components of V . Once it is proved, we apply the
comparison principle to the functions ϕR − R22 and ±g, where
g(x) :=
NR20
2 log(R/R0)
log
R
|x| .
Note that g ≡ 0 on ∂BR, and g ≥ NR
2
0
2 on ∂V since ∂V ⊂ BR0 . If 0 6∈ DR, then the functions
ϕR− R22 and ±g are all harmonic in DR, their values on ∂BR are all 0, and their boundary values
on ∂V are ordered due to (2.44). The comparison principle in DR then yields
− g(x) ≤ ϕR(x)− R
2
2
≤ g(x) in DR. (2.45)
Since ϕR− R22 ≡ g ≡ 0 on ∂BR, (2.45) gives |∇ϕR ·~n| ≤ |∇g ·~n| =
NR20
2R log(R/R0)
on ∂BR, which is the
desired estimate (2.38). And if 0 ∈ DR, then (2.45) still holds in DR \B for all sufficiently small
 > 0 by applying the comparison principle in this set, and (2.38) again follows as a consequence.
In the rest of the proof we will show (2.44). Its second inequality is straightforward:
ϕR − R
2
2
≤ R
2
0
2
+ sup
DR
pR − R
2
2
≤ R
2
0
2
on ∂V,
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here the first inequality follows from the definition of ϕR and the fact that V ⊂ BR0 , and the
second inequality is due to supDR pR ≤
|DR|
2pi ≤ R
2
2 in Proposition 2.6.
It remains to prove the first inequality of (2.44). Let us fix any R > R0. Denote the N connected
components of ∂V by {Γi}Ni=1, and let Γ0 := ∂BR. These notations lead to ∂DR = ∪Ni=0Γi. For
i = 0, . . . , N , let Li ⊂ R be the range of ϕR − R22 on Γi. By continuity of ϕR, each Li is a closed
bounded interval, which can be a single point. Clearly, L0 = {0} due to ϕR|∂BR = R
2
2 . Towards
a contradiction, suppose
vmin := min
1≤i≤N
inf Li = inf
∂V
(
ϕR − R
2
2
)
=: −N |R0|
2
2
− δ for some δ > 0. (2.46)
As for the maximum value, since L0 = {0} we have
vmax := max
0≤i≤N
supLi ≥ 0. (2.47)
For i = 1, . . . , N , using pR|Γi = const, ϕR = pR + |x|
2
2 and Γi ⊂ BR0 , the length of each interval
Li satisfies ∣∣Li∣∣ = oscΓi |x|22 ≤ R202 for i = 1, . . . , N. (2.48)
Comparing (2.48) with (2.46)–(2.47), we know the union of {Li}Ni=0 cannot fully cover the
interval [vmin, vmax], thus they can be separated in the following sense: there exists a nonempty
proper subset S ⊂ {0, . . . , N}, such that the range of Li for indices in S and Sc := {0, . . . , N} \S
are strictly separated by at least δ, i.e. mini∈S inf Li ≥ maxi∈Sc supLi + δ. In terms of ϕR, we
have
min
i∈S
inf
Γi
ϕR ≥ max
i∈Sc
max
Γi
ϕR + δ. (2.49)
Since ϕR is harmonic in DR, whose boundary is ∪Ni=0Γi, it is a standard comparison principle
exercise to show that (2.49) implies ∑
i∈S
∫
Γi
∇ϕR · ~ndσ > 0, (2.50)
where ~n denotes the outer normal of DR. But on the other hand, we have∫
Γi
∇ϕR · ~ndσ = 0 for i = 0, . . . , N. (2.51)
To see this, the cases i = 1, . . . , N can be done by an identical computation as (2.23), and the
i = 0 case follows from
∫
∂DR
ϕR · ~ndσ =
∫
DR
∆ϕRdx = 0 and the fact that ∂DR = ∪Ni=0Γi. Thus
we have obtained a contradiction between (2.50) and (2.51), completing the proof. 
Proof of Lemma 2.14. Assume V has N connected components {Vj}Nj=1 for N ≥ 1. For
notational simplicity, we shorten D0,R, p0,R and ϕ0,R into DR, pR and ϕR in this proof. Let
R :=
1
2pi |DR| − supDR pR, which is nonnegative by Proposition 2.6. Towards a contradiction,
assume there exists a diverging subsequence {Ri}∞i=1 such that limi→0 Ri = 0.
Define ϕ˜Ri := ϕRi − R
2
i
2 . We claim that {ϕ˜Ri}∞i=1 has a subsequence that converges locally
uniformly to some bounded harmonic function ϕ∞ in R2 \ V .
To show this, we will first obtain a uniform bound of {ϕ˜Ri}∞i=1. Note that (2.44) gives that
sup∂V |ϕ˜Ri | ≤ NR
2
0
2 for all i ∈ N+. Since ϕ˜Ri ≡ 0 on ∂BRi for all i ∈ N+, the maximum principle
for harmonic function gives supDRi
|ϕ˜Ri | ≤ NR
2
0
2 for all i ∈ N+.
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For any R > 2R0, we will obtain a uniform gradient estimate for {ϕ˜Ri} in DR for all Ri > 2R.
First note that since ∂BR is in the interior of DRi (due to Ri > 2R), interior estimate for harmonic
function (together with the above uniform bound) gives that ‖ϕ˜Ri‖C2(∂BR) ≤ C(N,R0). On the
other boundary ∂V , recall that ϕ˜Ri |∂Vj = |x|
2
2 + ci,j , with |ci,j | ≤
(N+1)R20
2 . Thus ‖ϕ˜Ri‖C2(∂DR) ≤
C(N,R0) for all Ri > 2R, and the standard elliptic regularity theory gives the uniform gradient
estimate supDR |∇ϕ˜Ri | ≤ C(V ). This allows us to take a further subsequence (which we still
denote by {ϕ˜Ri}) that converges uniformly in DR to some harmonic function ϕ˜∞ ∈ C(DR).
Since R > 2R0 is arbitrary, we can repeat this procedure (for countably many times) to obtain
a subsequence that converges locally uniformly to a harmonic function ϕ˜∞ in R2 \ V , where
ϕ˜∞|∂Vj = |x|
2
2 + cj with |cj | ≤
(N+1)R20
2 . This finishes the proof of the claim.
Now define
p˜Ri := pRi −
R2i
2
= ϕ˜Ri −
|x|2
2
,
which is known to converge locally uniformly to p˜∞ := ϕ˜∞ − |x|
2
2 in R
2 \ V . Note that p˜∞ is not
radially symmetric up to any translation: To see this, recall that p˜∞|∂Vj ≡ cj . If p˜∞ is radial
about some x0, it must be of the form − |x−x0|
2
2 + c due to ∆p˜∞ = −2. As a result, the level sets
of p˜∞ are all nested circles, thus V must be a single disk (where we used that each connected
component of V is simply-connected).
Next we will show that limi→0 Ri = 0 implies p˜∞ is radial up to a translation, leading to a
contradiction. For k ∈ R, let gi(k) := |{x ∈ DRi : pRi(x) > k}|. In the proof of Proposition 2.6,
we have shown that gi(0) = |DRi |, gi is decreasing in k, with g′i(k) ≤ −2pi for almost every
k ∈ (0, supDRi pRi). Since supDRi pRi =
1
2pi |DRi |− Ri , we can control gi(k) from below and above
as follows:
(|DRi | − 2pik − 2piRi)+ ≤ gi(k) ≤ (|DRi | − 2pik)+ for all k ≥ 0. (2.52)
Likewise, define g˜i(k) := |{x ∈ DRi : p˜Ri(x) > k}|, and g˜∞(k) := |{x ∈ DRi : p˜∞(x) > k}|. Since
p˜Ri = pRi − R
2
i
2 , we have g˜i(k) = gi(k +
R2i
2 ) for all k ≥ −
R2i
2 , thus (2.52) is equivalent to
(−|V | − 2pik − 2piRi)+ ≤ g˜i(k) ≤ (−|V | − 2pik)+ for all k ≥ −
R2i
2
.
The locally uniform convergence of pRi gives limi→∞ g˜i = g˜0, and since we assume limi→∞ Ri = 0,
we take the i→∞ limit in the above inequality and obtain
g˜∞(k) = (−2pik − |V |)+ for all k ∈ R,
which implies
g˜′∞(k) = −2pi for all k ∈ (−∞, sup
R2\V
p˜∞). (2.53)
Applying the proof of Proposition 2.6 to p˜∞ (note that the proof still goes through even though p˜∞
takes negative values, and is defined in an unbounded domain), we have that (2.53) can happen
only if D˜k := {p˜∞ > k}∪˙(∪˙{j:cj>k}Vj) is a disk for almost every k ∈ (−∞, supR2\V p˜∞), and |∇p˜∞|
is a constant on almost every ∂D˜k. These two conditions imply that all regular sets of p˜∞ are
concentric circles, thus p˜∞ is radial up to a translation, and we have obtained a contradiction. 
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3. Radial symmetry of nonnegative smooth stationary/rotating solutions
for 2D Euler with Ω ≤ 0
Let ω(x, t) = ω0(RΩtx) be a nonnegative compactly-supported stationary/rotating solution of
2D Euler with angular velocity Ω ≤ 0. Recall that by (1.7), fΩ := ω0 ∗ N − Ω2 |x|2 is a constant
along each connected component of a regular level set of ω0. In this section, we prove that ω0 is
radial up to a translation for Ω = 0, and radial for Ω < 0. As we discussed in the introduction,
the ω ≥ 0 condition is necessary: in a forthcoming work [41] we will show that there exists a
compactly-supported, sign-changing smooth stationary vorticity ω0 that is non-radial, and the
construction also works for Ω < 0 that is close to 0.
Most of this section is devoted to the proof of Theorem 3.5 in the Ω = 0 case (the Ω < 0 case
is done in Corollary 3.6 as a simple extension). In the proof, the two key steps are to show that
every connected component of a regular level set of ω is a circle, and these circles are concentric.
These are done by approximating ω by a step function ωn =
∑Mn
i=1 αi1Di such that the sets {Di}
are disjoint, and ‖ω−ωn‖L∞ = O(1/n). We then define ϕn = |x|
2
2 +
∑Mn
i=1 1Dipi corresponding to
this step function ωn, and compute In =
∫
ωn∇ϕn · ∇fdx in two ways.
Due to the O(1/n) error in the approximation, the qualitative statement in Proposition 2.6
that “the equality is achieved if and only if D is a disk or annulus” is no longer good enough for
us. We need to obtain various quantitative versions of (2.14) for doubly-connected domains, and
three such versions are stated below.
In Lemma 3.2, the quantitative constant c0 > 0 depends on the Fraenkel asymmetry of the
outer boundary defined in Definition 3.1.
Definition 3.1 (c.f. [33, Section 1.2]). For a bounded domain E ⊆ R2, we define the Fraenkel
asymmetry A(E) ∈ [0, 1) as
A(E) := inf
x0
{ |E∆(x0 + rB)|
|E| : x0 ∈ R
2, pir2 = |E|
}
,
where B is a unit disk in R2.
Lemma 3.2. Let D be a doubly connected set. Let us denote the hole of D by an open set h, and
let D˜ := D∪h. We define p in D as in Lemma 2.5. Then if A(D˜) > 0, there is a constant c0 > 0
that only depends on A(D˜), such that
p|∂h ≤ |D|
2pi
(1− c0).
Lemma 3.2 will be used in the proof of Theorem 3.5 to show that all level sets of ω are circles.
To obtain radial symmetry of ω, we also need to show all these level sets are concentric. To do
this, we need to obtain some quantitative lemmas for a region between two non-concentric disks.
In Lemma 3.3 we consider a thin tubular region between two non-concentric disks whose radii are
close to each other, and obtain a quantitative version of (2.14) for such domain.
Lemma 3.3. For  > 0, consider two open disks B1 := B(o1, 1) and B2 = B(o2, 1 + ) such
that B1 ⊂ B2. Suppose |o1 − o2| = a with a ∈ (0, 1), and let p be defined as in Lemma 2.5 in
D := B2 \B1. Then if  and a satisfy that 0 <  < a264 , we have
p
∣∣
∂B1
≤ |D|
2pi
(
1− a
2
16
)
. (3.1)
In Lemma 3.4 we consider a region between two non-concentric disks (that is not necessarily a
thin tubular region), and obtain a quantitative version of (2.14) for such domain.
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Lemma 3.4. Consider two open disks Br := B(o1, r) and BR = B(o2, R) such that Br ⊂ BR .
Let p be defined as in (2.5) in D := BR\Br. Suppose l := |o1 − o2| > 0 and there exist δ1 > 0,
and δ2 > 0 such that δ1 < r < R < δ2. Then there exist a constant c0 that only depends on δ1, δ2
and l such that
p|∂Br ≤
|D|
2pi
(1− c0).
The proofs of the above quantitative lemmas will be postponed to Section 3.1. Now we are
ready to prove the main theorem.
Theorem 3.5. Let ω be a compactly supported smooth nonnegative stationary solution to the 2D
Euler equation. Then ω is radially symmetric up to a translation.
Proof. Note that as mentioned in step 1 of Proposition 2.6, we have that for almost every k ∈
(0, ‖ω‖L∞), ω−1({k}) is a smooth 1-manifold. Furthermore, since ω is compactly supported, each
such level set is a disjoint union of finite number of simple closed curves. For any such closed
curve, we call it a “level set component” in this proof.
We split the proof into several steps. Throughout step 1, 2 and 3, we prove that all level set
components of ω must be circles. In step 4, we will prove that any two level set components are
nested, i.e. one is contained in the other. Lastly we present the proof that all level set components
are concentric in step 5 and 6.
Step 1. Towards a contradiction, suppose there is k > 0 that is a regular value of ω, and
ω−1({k}) has a connected component Γ that differs from a circle. Recall that int(Γ) denotes the
interior of Γ, which is open and simply connected. Since Γ is not a circle, we have A(int(Γ)) > 0,
with A as in Definition 3.1.
In this step, we investigate level set components near Γ. Since k is a regular value, we can find
an open neighborhood U of Γ and a constant η > 0 such that |∇ω| > η in U . For any x ∈ Γ,
consider the flow map Φt(x) originating from x, given by
d
dt
Φt(x) =
∇ω(Φt(x))
|∇ω(Φt(x))|2
with initial condition Φ0(x) = x. Since
∇ω
|∇ω|2 is smooth and bounded in U , we can choose δ1 > 0 so
that Φt(Γ) := {Φt(x) : x ∈ Γ} lies in U for any t ∈ (−δ1, δ1). Note that Φt’s are diffeomorphisms,
thus Φt(Γ) is also a smooth simple closed curve for t ∈ (−δ1, δ1). Then we observe that
d
dt
ω(Φt(x)) = ∇ω(Φt(x)) · ∇ω(Φt(x))|∇ω(Φt(x))|2 = 1 for (t, x) ∈ (−δ1, δ1)× Γ. (3.2)
Hence for each t ∈ (−δ1, δ1), Φt(Γ) is a level set component and
ω(Φt1(Γ)) 6= ω(Φt2(Γ)) if t1 6= t2. (3.3)
By continuity of the map (t, x) 7→ Φt(x), we can find δ2 ∈ (0, δ1) such that
A(int(Φt(Γ))) > 1
2
A(int(Γ)) for any t ∈ (−δ2, δ2). (3.4)
Since two different level sets cannot intersect, we can assume without loss of generality that
int(Φ−δ2(Γ)) ⊂ int(Φδ2(Γ)). Then it follows from the intermediate value theorem and (3.2) that
int(Φ−δ2(Γ)) ⊂ Φt(Γ) ⊂ int(Φδ2(Γ)), for any t ∈ (−δ2, δ2). (3.5)
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Lastly we denote V := int(Φδ2(Γ))\int(Φ−δ2(Γ)) which is a nonempty open doubly-connected set,
therefore |V | > 0.
Step 2. For any integer n > 1, we claim that we can approximate ω by a step function ωn of
the form ωn(x) =
∑Mn
i=1 αi1Di(x), which satisfies all the following properties.
(a) Each Di is a connected open domain with smooth boundary and possibly has a finite
number of holes.
(b) Each connected component of ∂Di is a level set component of ω.
(c) Di ∩Dj = ∅ if i 6= j.
(d) ‖ωn − ω‖L∞(R2) ≤ 2n‖ω‖L∞(Rn).
To construct such ωn for a fixed n > 1, let r0 = 0 and rn+1 = ‖ω‖L∞ . We pick r1, . . . , rn
to be regular values of ω, such that 0 < r1 < · · · < rn < ‖ω‖L∞ , and ri+1 − ri < 2n‖ω‖L∞
for i = 0, . . . , n. We denote Di :=
{
x ∈ R2 : ri < ω(x) < ri+1
}
for i = 1, . . . , n − 1, and let
Dn :=
{
x ∈ R2 : ω(x) > rn
}
. Thus for each i = 1, · · · , n, Di is a bounded domain with smooth
boundary. We can then write it as Di = ∪˙mil=1Dli for some mi ∈ N where Dli’s are connected
components of Di. Then let ωn(x) :=
∑n
i=1 ri
∑mi
l=1 1Dli
. By relabeling the indices, we rewrite
ωn(x) =
∑Mn
i=1 αi1Di , where Mn =
∑n
i=1mi, and each αi ∈ {r1, . . . , rn}. One can easily check
that such ωn satisfies properties (a)–(d).
Of course, there are many ways to choose the values r1, · · · , rn, with each choice leading to
a different ωn. From now on, for any n > 1, we fix ωn(x) :=
∑Mn
i=1 αi1Di(x) as any function
constructed in the above way. (Note that αi and Di all depend on n, but we omit their n
dependence for notational simplicity.)
Finally, let us point out that for ωn(x) constructed above, if Di ⊂ V for some i, then Di must
be doubly connected, since step 1 shows that all level set components in V are nested curves. We
will use this in step 3 and 5.
Step 3. For any n > 1, let ωn(x) =
∑Mn
i=1 αi1Di(x) be constructed in Step 2. For each Di, let
we define pni in Di as in Lemma 2.5. We set
pn :=
∑Mn
i=1 p
n
i 1Di
ϕni := pi +
|x|2
2 in Di
ϕn :=
∑Mn
i=1 ϕ
n
i 1Di .
(3.6)
As in Theorem 2.7, let f := ω ∗ N , and we will compute
In :=
∫
R2
ωn(x)∇ϕn(x) · ∇f(x)dx (3.7)
in two different ways and derive a contradiction by taking the n→∞ limit.
On the one hand, the same computation as in (2.22)–(2.23) yields that
In =
Mn∑
i=1
αi
(∫
∂Di
f(x)∇ϕni (x) · ~ndσ −
∫
Di
f(x)∆ϕni (x)dx
)
= 0. (3.8)
On the other hand,
In =
∫
R2
ωn(x)x · ∇f(x)dx+
∫
R2
ωn(x)∇pn(x) · ∇f(x)dx
=: In1 + In2 .
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Since ωn satisfies property (d) in step 2, it follows that
lim
n→∞ I
n
1 =
∫
R2
ω(x)x · ∇f(x)dx.
A similar computation as in (2.24) yields that∫
R2
ω(x)x · ∇f(x)dx = 1
2pi
∫
R2
∫
R2
ω(x)ω(y)
x · (x− y)
|x− y|2 dxdy
=
1
4pi
∫
R2
∫
R2
ω(x)ω(y)dxdy
=
1
4pi
(∫
R2
ω(x)dx
)2
, (3.9)
where we used the symmetry of the integration domain to get the second equality.
Now we estimate the limit of In2 . By Lemma 2.11, we have
∫
Di
|∇pni |2dx ≤
∫
Di
|x|2dx, hence
‖ωn∇p‖L2(R2) is uniformly bounded. Since ωn → ω in L∞, the bounded convergence theorem
yields that
lim
n→∞
∫
R2
ωn∇pn · ∇ ((ωn − ω) ∗ N ) (x)dx = 0,
therefore
lim inf
n→∞ I
n
2 = lim infn→∞
∫
R2
ωn(x)∇pn(x) · ∇(ωn ∗ N )dx.
From now on, we will omit the n dependence in pni for notational simplicity. Let us break the
integral in the right hand side as∫
R2
ωn(x)∇pn(x) · ∇(ωn ∗ N )dx =
Mn∑
i,j=1
αiαj
∫
Di
∇pi · ∇(1Dj ∗ N )dx
=
Mn∑
i=1
α2i
∫
Di
∇pi · ∇(1Di ∗ N )dx+
∑
i 6=j
αiαj
∫
Di
∇pi · ∇(1Dj ∗ N )dx
=: F1 + F2.
(3.10)
For F1, the divergence theorem yields
F1 =
Mn∑
i=1
α2i
(∫
∂Di
pi∇(1Di ∗ N ) · ~ndσ −
∫
Di
pidx
)
= −
Mn∑
i=1
α2i
∫
Di
pidx, (3.11)
where the second equality follows from an identical computation as in (2.25). Then by Proposi-
tion 2.6, we have
F1 ≥ − 1
4pi
Mn∑
i=1
α2i |Di|2. (3.12)
For F2, the divergence theorem yields
F2 =
∑
i 6=j
αiαj
(∫
∂Di
pi∇(1Dj ∗ N ) · ~ndσ −
∫
Di
pi1Djdx
)
=
∑
i 6=j
αiαj
∫
∂Di
pi∇(1Dj ∗ N ) · ~ndσ,
where we use property (c) in step 2 to get the last equality.
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For i 6= j, recall that as in the proof of Corollary 2.8, we denote j ≺ i if Dj is contained in a
hole of Di. Then divergence theorem gives∫
∂Di
pi∇(1Dj ∗ N ) · ~ndσ
{
= 0 if j 6≺ i,
≥ − sup∂Di pi|Dj | if j ≺ i.
(3.13)
Next we will improve this inequality for j ≺ i and i ∈ L, where L := {i : Di ⊂ V }. (Note that
L depends on ωn, where we omit this dependence for notational simplicity.) From the discussion
at the end of step 2, we know that Di has exactly one hole for all i ∈ L. Using the divergence
theorem together with this observation, (3.13) becomes
∫
∂Di
pi∇(1Dj ∗ N ) · ~ndσ

= 0 if j 6≺ i,
≥ − supDi pi|Dj | if j ≺ i and i 6∈ L,
= −pi|∂inDi |Dj | if j ≺ i and i ∈ L.
(3.14)
For the second case on the right hand side, we simply use the crude bound supDi pi ≤ |Di|2pi from
Proposition 2.6. For the third case we can have a better bound: for any i ∈ L, by Lemma 3.2
and (3.4), there exists an  > 0 that only depends on A(int(Γ)) (and in particular is independent
of n), such that pi|∂inDi ≤ ( 12pi − )|Di|. Thus (3.14) now becomes∫
∂Di
pi∇(1Dj ∗ N ) · ~ndσ

= 0 if j 6≺ i,
≥ − 12pi |Di||Dj | if j ≺ i and i 6∈ L,
≥ −( 12pi − )|Di||Dj | if j ≺ i and i ∈ L.
(3.15)
Now we are ready to estimate F2. Let us break it into
F2 =
∑
j≺i
(i,j)6∈L×L
αiαj
∫
∂Di
pi∇(1Dj ∗ N ) · ~ndσ +
∑
j≺i
(i,j)∈L×L
αiαj
∫
∂Di
pi∇(1Dj ∗ N ) · ~ndσ
≥ −
∑
j≺i
(i,j)6∈L×L
αiαj
1
2pi
|Di||Dj | −
∑
j≺i
(i,j)∈L×L
αiαj
( 1
2pi
− 
)
|Di||Dj |
where the first equality follows from case 1 of (3.15), and the second inequality follows from case
2,3 of (3.15). Finally, by exchanging i with j and taking average with the original inequality, we
have
F2 ≥ − 1
4pi
∑
i 6=j
(i,j)6∈L×L
(1i≺j + 1j≺i)αiαj |Di||Dj | − 1
2
∑
i 6=j
(i,j)∈L×L
(1i≺j + 1j≺i)αiαj
( 1
2pi
− 
)
|Di||Dj |
≥ − 1
4pi
∑
i 6=j
(i,j)6∈L×L
αiαj |Di||Dj | − 1
2
∑
i 6=j
(i,j)∈L×L
αiαj
( 1
2pi
− 
)
|Di||Dj |
= − 1
4pi
∑
i 6=j
αiαj |Di||Dj |+ 
2
∑
i 6=j
(i,j)∈L×L
αiαj |Di||Dj |,
(3.16)
where the second inequality is due to the fact that for any i 6= j, at most one of i ≺ j and j ≺ i
can be true, thus we always have 1i≺j + 1j≺i ≤ 1.
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Therefore, from (3.12) and (3.16) it follows that
F1 + F2 ≥ − 1
4pi
Mn∑
i,j=1
αiαj |Di||Dj |+ 
2
∑
(i,j)∈L×L
αiαj |Di||Dj | − 
2
∑
i∈L
α2i |Di|2
= − 1
4pi
(
Mn∑
i=1
αi|Di|
)2
+

2
(∑
i∈L
αi|Di|
)2
− 
2
∑
i∈L
α2i |Di|2. (3.17)
Since we will send n → ∞, in the rest of step 3 we will denote L by Ln to emphasize that L
depends on ωn. (In fact αi and Di depend on n as well, and we omit the n dependence for them
to avoid overcomplicating the notations.)
Note that
∑
i∈Ln αi1Di converges to ω1V in L
1(R2). Also if i ∈ Ln, then the nondegeneracy of
|∇ω| on V yields that limn→∞ supi∈Ln |Di| = 0, consequently
lim
n→∞
∑
i∈Ln
α2i |Di|2 ≤ ‖ω‖L∞ limn→∞ supi∈Ln |Di|
∫
R2
ωdx = 0.
Therefore it follows that
lim inf
n→∞ I
n
2 = lim infn→∞ (F1 + F2)
≥ − lim
n→∞
1
4pi
(
Mn∑
i=1
αi|Di|
)2
+ lim
n→∞

2
(∑
i∈Ln
αi|Di|
)2
= − 1
4pi
(∫
R2
ω(x)dx
)2
+

2
(∫
V
ω(x)dx
)2
. (3.18)
Note that ω is strictly positive in V , due to |∇ω| > 0 in V and ω ≥ 0 in R2. Thus from (3.8),
(3.9) and (3.18), it follows that
0 = lim
n→∞ I
n ≥ lim
n→∞ I
n
1 + lim infn→∞ I
n
2 ≥

2
(∫
V
ω(x)dx
)2
> 0, (3.19)
which is a contradiction and we have proved that any level set component is a circle.
Step 4. In this step we show that every pair of level set components are nested. Towards a
contradiction, assume that there exist two level set components Γ1 and Γ2 that are not nested.
From step 3, we know that Γ1 and Γ2 are circles. Then the disks int(Γ1) and int(Γ2) are disjoint,
and they must be separated by a positive distance since Γ1 and Γ2 are level sets of regular values
of ω. As in step 1, using the flow map Φt originating from the two circles, we can find disjoint
open annuli V1 and V2 such that Γi ⊂ Vi for i = 1, 2, and both ∂outVi and ∂inVi are level set
components of ω.
For any n > 1, let ωn(x) =
∑Mn
i=1 αi1Di(x) be constructed in step 2, and let
Ln1 := {i : Di ⊂ V1} and Ln2 := {i : Di ⊂ V2} .
Let pi be defined in (3.6) of step 3, and In defined in (3.7). Then on the one hand, the same
computations in step 3 give
lim
n→∞ I
n = 0 and lim
n→∞ I
n
1 =
1
4pi
(∫
R2
ω(x)dx
)2
. (3.20)
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Let F1 and F2 be given by (3.10). For F1, the estimate (3.12) still holds. For F2, using (3.13)
and Proposition 2.6, we have
F2 ≥ − 1
4pi
∑
i≺j or j≺i
αiαj |Di||Dj |.
Since V1 and V2 are assumed to be not nested, if (i, j) ∈ Ln1 × Ln2 then neither i ≺ j nor j ≺ i.
Therefore it follows that
F2 ≥ − 1
4pi
∑
i 6=j
αiαj |Di||Dj |+ 1
4pi
∑
(i,j)∈L1×L2
αiαj |Di||Dj |+ 1
4pi
∑
(j,i)∈L1×L2
αiαj |Di||Dj |.
Combining the estimates for F1 and F2 yields
F1 + F2 ≥ − 1
4pi
Mn∑
i,j=1
αiαj |Di||Di|+ 1
2pi
∑
i∈Ln1
αi|Di|
∑
i∈Ln2
αi|Di|
 .
As n→∞, since∑i∈Ln1 αi1Di and∑i∈Ln2 αi1Di converge to ω1V1 and ω1V2 respectively in L1(R2),
we have
lim inf
n→∞ I
n
2 ≥ limn→∞ (F1 + F2) = −
1
4pi
(∫
R2
ω(x)dx
)2
+
1
2pi
(∫
V1
ω(x)dx
)(∫
V2
ω(x)dx
)
. (3.21)
Combining (3.20) and (3.21) gives us a similar contradiction as in (3.19), except that 2
(∫
V ω(x)dx
)2
is now replaced by 12pi
(∫
V1
ω(x)dx
)(∫
V2
ω(x)dx
)
. Thus we complete the proof that level sets are
nested.
Step 5. In this step, we aim to show that all level set components are concentric within the
same connected component of suppω. This immediately implies that each connected component
of suppω is an annulus or a disk, and ω is radially symmetric about its center.
Towards a contradiction, suppose that there are two level set components Γin and Γout in the
same connected component of suppω, such that they are nested circles, but their centers Oin and
Oout do not coincide. We denote their radii by rin and rout, and define
U := int(Γout) \ int(Γin).
For an illustration of Γin and Γout and U , see Figure 4(a).
We claim that ω is uniformly positive in U . Recall that all level set components of ω are nested
by step 4. Thus if ω achieves zero in U , the zero level set must be also nested between Γin and
Γout, since it can be taken as a limit of level set components whose value approaches 0; but this
contradicts with the assumption that Γin and Γout lie in the same connected component of suppω.
As a result, we have ωmin := infU ω > 0.
For a sufficiently large n, let ωn =
∑Mn
i=1 αi1Di(x) be given in step 2, where we further require
both Γin and Γout coincide with some boundary of Di. (This is allowed in our construction of ωn
in step 2, since ω is regular along both Γin and Γout.) Let us denote
Bn := {1 ≤ i ≤Mn : Di ⊂ U},
and note that U := ∪i∈BnDi. See Figure 4(b) for an illustration of {Di}i∈Bn .
As before, we denote i ≺ j if Di is nested in Dj . For the integral In in (3.7), on the one hand,
we have In = 0 for all n > 1 by (3.8). On the other hand, following the same argument as in step
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Γout
Γin
OinOout
rout
rin
U
{Di}i∈Bn
(a) (b)
Figure 4. (a) Illustration of the circles Γin and Γout, whose centers are Oin and
Oout. The set U is colored in blue. (b) For a fixed n, each open set {Di}i∈Bn is
colored in yellow. Note that their union gives exactly the set U .
3 up to (3.13) (where we also use that each Di is already known to be doubly-connected, thus∫
∂Di
pi∇(1Dj ∗ N ) · ~ndσ = −pi|∂inDi |Dj | if j ≺ i), we have
lim inf
n→∞ I
n = lim inf
n→∞
 1
4pi
( Mn∑
i=1
αi|Di|
)2 − Mn∑
i=1
α2i
∫
Di
pidx−
∑
1≤i,j≤Mn,j≺i
αiαjpi
∣∣
∂inDi
|Dj |

≥ lim inf
n→∞
( ∑
1≤i,j≤Mn, j≺i
αiαj
( 1
2pi
|Di| − pi
∣∣
∂inDi
)
|Dj |︸ ︷︷ ︸
=:Tn
)
,
where in the last step we used Proposition 2.6.
Note that Proposition 2.6 gives Tn > 0, where we have strict positivity, since Oin 6= Oout
implies that some {Di}i∈Bn must be non-radial. But since the area of these Di’s may approach
0 as n → ∞, in order to derive a contradiction after taking lim infn→∞, we need to obtain a
quantitative estimate for Proposition 2.6 for a thin tubular region Di between two circles, which
is done in Lemma 3.3.
Next we show that the sets {Di}i∈Bn that are “non-radial to some extent” must occupy a certain
portion of U . For i ∈ Bn, denote by oiin and riin the center and radius of ∂inDi, and likewise oiout
and riout the center and radius of ∂outDi. Note that if Di is the inner-most set in {Di}i∈Bn , then
we have oiin = Oin, and the outmost Di satisfies o
i
out = Oout. In addition, if ∂outDi = ∂inDj for
some i, j ∈ Bn, then oiout = ojin. Thus triangle inequality gives∑
i∈Bn
|oiin − oiout| ≥ |Oin −Oout| =: c0 > 0 for all n ≥ n0. (3.22)
In order to apply Lemma 3.3 (which requires the region to have inner radius 1), for each i ∈ Bn,
consider the scaling
p˜i(x) := (r
i
in)
−2pi(riinx).
Then p˜i is defined in D˜i := (r
i
in)
−1Di. Due to the scaling, D˜i has inner radius 1 (denote the hole
by h˜i), and outer radius 1 + i, where i :=
riout−riin
riin
> 0. In addition, the distance between the
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centers of ∂inD˜i and ∂outD˜i is aii, where
ai :=
|oiin − oiout|
|riin − riout|
.
One can also easily check that p˜i satisfies ∆p˜i = −2 in D˜i, and
∫
∂h˜i
∇p˜ ·~ndσ = −2|h˜i| = −2pi. By
Lemma 3.3, if 0 < i <
(ai)
2
64 , then p˜i|∂h˜i ≤
|D˜i|
2pi (1−
a2i
16 ). Thus in terms of pi, we have
pi
∣∣
∂inDi
≤ 1
2pi
|Di| − c1a2i |Di| if i ∈ Bn satisfies riout − riin ≤ c2a2i , (3.23)
where c1 :=
1
32pi and c2 :=
rin
64 are independent of n and i, due to the fact that r
i
in ≥ rin > 0 for
all i ∈ Bn. Using the definition of ai, (3.22) can be written as∑
i∈Bn
ai|riin − riout| > c0. (3.24)
Note that
∑
i∈Bn |riin − riout| satisfies the upper bound∑
i∈Bn
|riin − riout| ≤
|U |
2pirin
=: M, (3.25)
which follows from
|U | =
∑
i∈Bn
|Di| = pi
∑
i∈Bn
|riin − riout| (riin + riout)︸ ︷︷ ︸
>2rin
.
Combining (3.24) and (3.25) gives∑
i∈Bn
1ai>
c0
2M
|riin − riout| ≥
∑
i∈Bn
(
ai − c0
2M
)
|riin − riout| ≥
c0
2
, (3.26)
where the first inequality follows from 1ai>
c0
2M
≥ ai − c02M (recall that ai ∈ (0, 1)), and the second
inequality follows from subtracting c02M times (3.25) from (3.24).
Let
Kn :=
{
i ∈ Bn : ai > c0
2M
}
.
Using this definition and the fact that |Di| > 2pirin|riin − riout|, (3.26) can be rewritten as∑
i∈Kn
|Di| > 2pirin
∑
i∈Kn
|riin − riout| ≥ pirinc0. (3.27)
Now we take a sufficiently large n, and discuss two cases (note that different n may lead to
different cases):
Case 1. Every i ∈ Kn satisfies riout − riin ≤ min{c2( c02M )2, rinc04rout }. By definition of Kn, we have
riout − riin ≤ c2( c02M )2 ≤ c2a2i for i ∈ Kn. (The motivation of the second term in the min function
will be made clear later.) Then by (3.23), we have
1
2pi
|Di| − pi
∣∣
∂inDi
≥ c1a2i |Di| ≥
c1c
2
0
4M2
|Di| for all i ∈ Kn.
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Since Kn is a subset of Bn (and recall that αi ≥ ωmin > 0 for all i ∈ Bn), we have the following
lower bound for Tn:
Tn ≥ ω2min
∑
i,j∈Kn, j≺i
( 1
2pi
|Di| − pi
∣∣
∂inDi
)
|Dj |
≥ ω2min
∑
i,j∈Kn, j≺i
c1c
2
0
4M2
|Di||Dj | = ω2min
∑
i,j∈Kn, i 6=j
c1c
2
0
8M2
|Di||Dj |
= ω2min
c1c
2
0
16M2
(( ∑
i∈Kn
|Di|
)2
−
∑
i∈Kn
|Di|2
) (3.28)
Note that the second term in the min function in the assumption gives
max
i∈Kn
|Di| < 2pirout(riout − riin) ≤
pirinc0
2
≤ 1
2
∑
i∈Kn
|Di|,
where we use (3.27) in the last inequality. Applying this to the right hand side of (3.28) gives
Tn ≥ ω2min
c1c
2
0
16M2
· 1
2
( ∑
i∈Kn
|Di|
)2
≥ ω2min
c1c
2
0
32M2
(pirinc0)
2.
Case 2. If Case 1 is not true, then there must be some i0 ∈ Kn satisfying ri0out − ri0in >
min{c2( c02M )2, rinc04rout } =: c3, which leads to
|oi0in − oi0out| = ai0(ri0out − ri0in) >
c0c3
2M
=: l.
Although this set Di0 is likely not thin enough for us to apply Lemma 3.3, since |oi0in − oi0out| is
bounded below by a positive constant independent of n, we can still use Lemma 3.4 to conclude
that 12pi |Di0 | − pi0
∣∣
∂inDi0
≥ c4 for some c4 > 0 only depending on rin, rout and l. This leads to
Tn ≥
∑
i0j
ωminαjc4|Dj | ≥ ωminc4
∑
Dj⊂int(Γin)
αj |Dj | ≥ ωminc4 · 1
2
∫
int(Γin)
ωdx,
where the last inequality follows from the fact that for all sufficiently large n, the definition of ωn
gives
∑
Dj⊂int(Γin) αj |Dj | =
∫
int(Γin)
ωndx ≥ 12
∫
int(Γin)
ωdx. Note that the last integral is positive
since ω > 0 on Γin, and it is clearly independent of n.
From the above discussion, for all sufficiently large n, regardless of whether we are in Case 1
or 2 for this n, we always have that Tn is bounded below by some uniformly positive constant
independent of n. Therefore taking the n→∞ limit gives
lim inf
n→∞ I
n ≥ lim inf
n→∞ Tn > 0.
This contradicts In = 0, therefore finishing the proof of step 5.
Step 6. It remains to show that all connected components of suppω are concentric. If suppω
has finitely many connected components, we could proceed similarly as the end of the proof of
Corollary 2.8. But since suppω may have countably many connected components, we need to use
a different argument.
Let us denote the connected components of suppω by {Ui}i∈I , where I may have countably
many elements. Denote their centers by {oi}i∈I , their radii by {Ri}i∈I , and their outer boundaries
by {∂outUi}i∈I . Without loss of generality, suppose the x-coordinates of their centers {o1i }i∈I are
not all identical.
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Among the (possibly infinitely many) collection of circles {∂outUi}i∈I , let Γr be the “circle with
rightmost center” among them, in the following sense:
• If there exists some i0 ∈ I such that o1i0 = supi∈I o1i , we define Γr := ∂outUi0 . (If the supremum
is achieved at more than one indices, we set i0 to be any of them.)
• Otherwise, take any subsequence {ik}k∈N ⊂ I such that limk→∞ o1ik = supi∈I o1i . Since ω has
compact support, we can extract a further subsequence (which we still denote by {ik}k∈N), such
that both oik and rik converge as k →∞, and denote their limit by Or ∈ R2 and Rr ∈ R. Finally
let Γr := ∂B(Or, Rr).
With the above definition, we point out that f := ω ∗ N = const on Γr. Note that in both
cases above, we can find a sequence of level set components of ω that converges to Γr, in the sense
that the Hausdorff distance between the two sets goes to 0. Since f = const on each level set
component of ω, continuity of f gives that f = const on Γr.
Let fi(x) := (ω1Ui) ∗ N for i ∈ I; note that by definition we have f =
∑
i∈I fi. Lemma 2.9
gives the following:
(a) For all x ∈ (int(∂outUi))c, we have fi(x) = 12pi
( ∫
Ui
ωdx
)
ln |x− oi|.
(b) If Ui is doubly-connected, then fi = const in int(∂inUi), where the constants are different
for different i.
Note that for any i ∈ I, Ui must be either nested inside Γr, or have Γr nested in its hole.
(By a slight abuse of notation, we use i ≺ Γr and i  Γr to denote these two relations.) Let
ΓRr := (O
1
r + Rr, O
2
r) and Γ
L
r := (O
1
r − Rr, O2r) be the rightmost/leftmost point of the circle Γr.
Note that (b) implies fi(Γ
R
r ) = fi(Γ
L
r ) for all i  Γr, whereas (a) gives the following for all i ≺ Γr:
fi(Γ
R
r ) =
∫
Ui
ωdx
2pi
ln |ΓRr − oi| ≥
∫
Ui
ωdx
2pi
ln |ΓLr − oi| = fi(ΓLr ),
where the inequality follows from that |O1r +Rr − o1i | ≥ |O1r −Rr − o1i |, which is a consequence of
o1i ≤ O1r due to our choice of Or. (Also note that ΓRr and ΓLr have the same y-coordinate.)
As a result, summing over all i ∈ I gives f(ΓRr ) ≥ f(ΓLr ), where the equality is achieved if and
only if o1i = Or for all i ≺ Γr. Now we discuss two cases:
Case 1. There is some i ≺ Γr with o1i < Or. In this case the above discussion gives f(ΓRr ) >
f(ΓLr ), which directly leads to a contradiction to f = const on Γr.
Case 2. If case 1 does not hold, then let us define Γl as a “circle with leftmost center” among
{∂outUi}i∈I in the same way as Γr. Then we must have O1l < O1r , and since case 1 does not hold
(i.e. all i ≺ Γr satisfy that o1i = Or), we must have Γl  Γr. By definition of Γr, there exists
some Ui0 whose outer boundary is sufficiently close to Γr and center sufficiently close to Or. As
a result, i0 ≺ Γl and o1i0 > O1l .
Let ΓLl and Γ
R
l be the leftmost/rightmost point of Γl. A parallel argument as above then
gives that fi(Γ
L
l ) ≥ fi(ΓRl ) for all i ∈ I. Since we have found an i0 ≺ Γl with o1i0 > O1l , we
have fi0(Γ
L
l ) > fi0(Γ
R
l ), thus summing over all i ∈ I gives the strict inequality f(ΓLl ) > f(ΓRl ),
contradicting with f = const on Γl.
In both cases above we have obtained a contradiction, thus {oi}i∈I must have the same x-
coordinate. An identical argument shows that their y-coordinate must also be identical, thus
{Ui}i∈I are concentric. Since ω is known to be radial within each Ui (about its own center) in
step 1–5, the proof is now finished. 
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In the next corollary, we show that the above proof for stationary smooth solutions can be
extended (with some modifications) to show radial symmetry of nonnegative rotating smooth
solutions with Ω < 0.
Corollary 3.6. Let ω(x, t) = ω0(RΩtx) be a nonnegative compactly-supported uniformly-rotating
solution of 2D Euler with angular velocity Ω < 0. Then ω0 is radially symmetric about the origin.
Proof. The proof is very similar to the proof of Theorem 3.5, and we only highlight the differences.
Let {ωn} be the same approximation for ω0 as in step 2 of Theorem 3.5. We consider the same
setting as in (3.6) and (3.7), except with f(x) replaced by fΩ(x) := ω0 ∗ N − Ω2 |x|2. From the
assumption on ω0, we have that fΩ is a constant on each level set component of ω0. Thus the
same computations in (3.8) give In = 0 for all n > 1.
On the other hand, we have
In =
∫
R2
ωn∇ϕn · ∇ (ω0 ∗ N ) dx+ (−Ω)
∫
R2
ωn∇ϕn · xdx =: In1 + (−Ω)︸ ︷︷ ︸
≥0
In2 . (3.29)
The same argument as in (2.33) of Theorem 2.10 gives that In2 ≥ 0. As for In1 , in step 3 – step
5 of the proof of Theorem 3.5, we have already shown that lim infn→∞ In1 ≥ 0, and the equality
is achieved if and only if each connected component of {ω0 > 0} is radially symmetric up to a
translation, and they are all nested.
Let us decompose suppω0 into (possibly infinitely many) connected components ∪i∈IUi, with
centers {oi}i∈I . Our goal is to show oi ≡ (0, 0) for i ∈ I. Note that it suffices to show that their
x-coordinates satisfy supi∈I o1i ≤ 0. Once we prove this, a parallel argument gives infi∈I o1i ≥ 0,
which implies o1i ≡ 0 for i ∈ I, and the same can be done for the y-coordinate.
Towards a contradiction, suppose supi∈I o1i > 0. We can then define Γr in the same way as step
6 of the proof of Theorem 3.5, i.e. it is the “circle with rightmost center” among {∂outUi}i∈I , and
its center Or satisfies O
1
r = supi∈I o1i > 0. Since fΩ = const along each level set component of ω0,
we again have that fΩ = const on Γr. Let Γ
R
r and Γ
L
r be the rightmost/leftmost points on Γr.
Note that their distances to the origin satisfy |ΓRr | > |ΓLr |, where the strict inequality is due to
the assumption O1r > 0.
Let us define fi(x) = (ω01Ui)∗N for i ∈ I, and note that fΩ = (
∑
i∈I fi)−Ω|x|2. The properties
(a,b) in step 6 of Theorem 3.5 still hold for fi, thus we have fi(Γ
R
r ) ≥ fi(ΓLr ) for all i ∈ I. This
leads to
fΩ(Γ
R
r ) =
(∑
i∈I
fi(Γ
R
r )
)
+ (−Ω)︸ ︷︷ ︸
>0
∣∣ΓRr ∣∣2 > (∑
i∈I
fi(Γ
L
r )
)
+ (−Ω)∣∣ΓLr ∣∣2 = fΩ(ΓLr ),
contradicting the fact that fΩ ≡ const on Γr. 
3.1. Proofs of the quantitative lemmas. Before the proof of Lemma 3.2, let us state two
lemmas that we will use in the proof. The first one is a quantitative version of the isoperimetric
inequality obtained by Fusco, Maggi and Pratelli [33].
Lemma 3.7 (c.f. [33, Section 1.2]). Let E ⊆ R2 be a bounded domain. Then there is some
constant c ∈ (0, 1), such that
P (E) ≥ 2√pi
√
|E| (1 + cA(E)2) ,
where P (E) = H1(∂E) denotes the perimeter of E.
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The second lemma is a simple result relating the Fraenkel asymmetry of a set E with its subsets
U .
Lemma 3.8 (c.f. [26, Lemma 4.4]). Let E ⊆ R2 be a bounded domain. For all U ⊆ E satisfying
|U | ≥ |E|(1− A(E)4 ), we have
A(U) ≥ A(E)
4
.
Proof of Lemma 3.2. The proof of the Lemma 3.2 is similar to [26, Proposition 4.5] obtained
by Craig, Kim and the last author. For the sake of completeness, we give a proof below. Let
g(k), Dk and D˜k be defined as in Proposition 2.6, let D˜ = D ∪ h and define ph := p|∂h. We start
by following the proof of Proposition 2.6, except that after obtaining (2.18), instead of using the
isoperimetric inequality, we use the stability version in Lemma 3.7 to control P (D˜k). This gives
g′(k)
(
g(k) + |h|1ph>k
) ≤ −1
2
P (D˜k)
2
≤ −2pi|D˜k|
(
1 + cA(D˜k)2
)2
≤ −2pi(g(k) + |h|1ph>k) (1 + cA(D˜k)2) .
Hence it follows from Lemma 3.8 that
g′(k) ≤ −2pi
(
1 + c
A(D˜)2
16
)
for all k such that |D˜k| ≥ |D˜|
(
1− A(D˜)
4
)
. (3.30)
We claim that
g(k) ≤ |D| − 2pi
(
1 + c
A(D˜)2
16
)
k for k ≤ min
{
ph,
A(D˜)|D˜|
16pi
}
. (3.31)
Towards a contradiction, suppose there is k0 ≤ min
{
ph,
A(D˜)|D˜|
16pi
}
such that (3.31) is violated.
Since 1 + cA(D˜)
2
16 ≤ 2, we have
g(k0) > |D| − 4pik0 ≥ |D| − A(D˜)|D˜|
4
,
therefore
|D˜k0 | = g(k0) + |h|
> |D| − A(D˜)|D˜|
4
+ |h|
= |D˜| − A(D˜)|D˜|
4
= |D˜|
(
1− A(D˜)
4
)
.
Hence for all k ∈ (0, k0], g′(k) satisfies the inequality (3.30). Thus we have
g(k0) ≤
∫ k0
0
−2pi
(
1 + c
A(D˜)2
16
)
dk + |D|
= |D| − 2pi
(
1 + c
A(D˜)2
16
)
k0,
contradicting our assumption on k0.
Finally, to control ph, we discuss two cases below, depending on which one in the minimum
function in (3.31) is smaller. For simplicity, we denote A := A(D˜)|D˜|16pi and B := c
A(D˜)2
16 .
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Case 1: ph ≤ A. In this case (3.31) holds for all k ≤ ph, thus
0 ≤ g(ph) ≤ |D| − 2pi (1 +B) ph,
implying
ph ≤ |D|
2pi (1 +B)
≤ |D|
2pi
(1− c0),
for some constant c0 which only depends on A(D˜).
Case 2: ph > A. In this case (3.31) gives g(A) ≤ |D| − 2pi(1 + B)A and we use a crude
bound for k ≥ A that is g′(k) ≤ −2pi. Therefore for k > A,
g(k) =
∫ k
A
g′(k)dk + g(A) ≤ −2pi(k −A) + |D| − 2pi(1 +B)A
= |D| − 2pik − 2piAB
≤ |D|
(
1− A(D˜)
8
B
)
− 2pik,
where the last inequality follows from A > A(D˜)|D|16pi . Plugging in k = ph gives
0 ≤ g(ph) ≤ |D|
(
1− A(D˜)
8
B
)
− 2piph,
leading to
ph ≤ |D|
2pi
(1− c0),
again c0 only depends on A(D˜). 
Next we prove Lemma 3.3.
Proof of Lemma 3.3. Without loss of generality, we can assume that o1 = (0, 0) and o2 =
(a, 0). To estimate p|∂B1 , we decompose p into
p = p
∣∣
∂B1
g + u,
where g satisfies 
∆g = 0 in D
g = 1 on ∂B1
g = 0 on ∂B2,
(3.32)
and u satisfies {
∆u = −2 in D
u = 0 on ∂D.
(3.33)
Using this decomposition as well as the definition of p, we have
−2|B1| =
∫
∂B1
∇p · ~ndσ = p∣∣
∂B1
∫
∂B1
∇g · ~ndσ +
∫
∂B1
∇u · ~ndσ,
where ~n is the outer-normal of B1 throughout this proof. Thus
p
∣∣
∂B1
=
1∫
∂B1
∇g · ~ndσ
(
−2pi −
∫
∂B1
∇u · ~ndσ
)
. (3.34)
To estimate p
∣∣
∂B1
, it remains to estimate the two integrals in (3.34).
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The function g can be explicitly constructed using the conformal mapping from D to a perfect
annulus centered at 0. Consider the Mo¨bius map h : C→ C given by
h(z) :=
z + b
1 + bz
,
where b ∈ R will be fixed soon. Note that the unit circle and the real line are both invariant under
h, and ∂B2 is mapped to some circle centered on the real line. In order to make h(∂B2) centered
at 0, since the left/right endpoints of ∂B2 are ±(1 + ) + a, we look for b ∈ R that solves
h(1 + + a) = −h(−1− + a). (3.35)
Plugging the definition of h into the above equation, we know that b is a root of the quadratic
polynomial
f(b) := b2 − 2 + (1− a
2)
a
b+ 1.
Clearly, for 0 < a < 1, f has two positive roots whose product is 1, thus one is in (0, 1) and the
other in (1,+∞). We define b to be the root in (0, 1). One can easily check that f(a) < 0, and
f(a2 ) > 0 if a
2 > 2(1− a2), which is true due to our assumption a2 > 64. Thus for all  ∈ (0, a264 )
we have
0 <
a
2
< b < a < 1.
Note that h is holomorphic in C except at the two singularity points −b and −1b . We have
already shown that −b ∈ B1, thus it is outside of D. Next we will show that −1b ∈ Bc2, thus is
also outside of D. To see this, note that
−1− + a+ b
1 + b(−1− + a) = h(−1− + a) = −h(1 + + a) = −
1 + + a+ b
1 + b(1 + + a)
< 0,
where the inequality follows from the fact that a, b,  > 0. Since the numerator of the left hand
side is already known to be negative due to a, b ∈ (0, 1), its denominator must be positive, leading
to −1b < −1− + a, i.e. −1b ∈ Bc2.
Now we define g : R2 \ {(−b, 0) ∪ (−1/b, 0)} → R as
g(x) := − 1
log |h(1 + + a)| log |h(z)|+ 1 for z = x1 + ix2.
Let us check that g indeed satisfies (3.32): first note that g satisfies the boundary conditions in
(3.32), since h maps D to a perfect annulus centered at the origin, whose inner boundary is ∂B1.
In addition, g is harmonic in R2 \ {(−b, 0) ∪ (−1/b, 0)}, thus harmonic in D.
Using the explicit formula of g, we have
∆g(x) = − 2pi
log |h(1 + + a)|
(
δ(−b,0)(x)− δ(− 1b ,0)(x)
)
in the distribution sense. We can then apply the divergence theorem to g in B1, and compute the
integral containing g in (3.34) explicitly as∫
∂B1
∇g · ~ndσ = − 2pi
log |h(1 + + a)| . (3.36)
As for the integral containing u in (3.34), we compare u with a radial barrier function
w(x) := −2(|x| − 1)(|x| − 1− 2),
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which satisfies w = 0 on ∂B1 and w > 0 on ∂B2. Note that
∆w =
(
∂rr +
1
r
∂r
)
w = −8 + 4 + 4
r
≤ −2 in D,
where we used that  ∈ (0, 12) and r > 1 in D in the last inequality. Thus w− u is superharmonic
in D and nonnegative on ∂D, which allows us to apply the classical maximum principle to obtain
u ≤ w in D. Combining this with the fact that u = w = 0 on ∂B1, we have
∇u(x) · ~n(x) ≤ ∇w(x) · ~n(x) = d
dr
w(r)
∣∣∣
r=1
= 4 for all x ∈ ∂B1,
hence ∫
∂B1
∇u · ~ndσ ≤ 8pi. (3.37)
Plugging (3.36) and (3.37) into (3.34), we obtain
p
∣∣
∂B1
≤ log(|h(1 + + a)|)(1 + 4).
Since log s ≤ s− 1 for s > 1, it follows that
log |h(1 + + a)| ≤ h(1 + + a)− 1 = 1 + + a+ b
1 + b(1 + + a)
− 1
= 
(
1 +
a− 2b− ab− b− ab
1 + b(1 + + a)
)
≤ 
(
1− ab
4
)
≤ 
(
1− a
2
8
)
,
where we used b > a2 to obtain the last two inequalities. Finally, using that  <
a2
64 , we have
p
∣∣
∂B1
≤ 
(
1− a
2
8
)(
1 +
a2
16
)
≤ 
(
1− 1
16
a2
)
<
|D|
2pi
(
1− 1
16
a2
)
,
where in the last step we use that |D| = pi(1 + )2 − pi > 2pi. This finishes the proof of the
lemma. 
Finally we give the proof of Lemma 3.4.
Proof of Lemma 3.4. Without loss of generality, we can assume that o2 is the origin. Let
β := p|∂Br . From the proof of Proposition 2.6, we already know that g′(k) ≤ −2pi, where
g(k) := | {x ∈ D : p(x) > k} |. This implies that g(k) ≥ −2pi(k − β). Therefore we have∫
D
pdx ≥
∫ β
0
g(k)dk ≥
∫ β
0
−2pi(k − β)dk = piβ2.
On the other hand, the same computation in the proof of Lemma 2.11 gives
β|Br|+
∫
D
pdx =
1
2
∫
D
|∇p|2dx ≤ 1
2
∫
D
|x|2dx.
Since
1
2
∫
D
|x|2dx = 1
2
(∫
BR
|x|2dx−
∫
Br
|x|2dx
)
=
|D|2
4pi
+
|D||Br|
2pi
+
|Br|2
4pi
− 1
2
∫
Br
|x|2dx
=
|D|2
4pi
+
|D||Br|
2pi
− l
2|Br|
2
,
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it follows that
piβ2 + β|Br| ≤ |D|
2
4pi
+
|D||Br|
2pi
− l
2|Br|
2
. (3.38)
By solving the quadratic inequality (3.38), we find that
β ≤ |D|
2pi
(1− c0),
for some constant c0 which only depends on δ1, δ2 and l. 
4. Radial symmetry for stationary/rotating gSQG solutions with Ω ≤ 0
In this section, we consider the family of gSQG equations with 0 < α < 2, and study the
symmetry property for rotating patch/smooth solutions with angular velocity Ω ≤ 0.
Let us deal with patch solutions first. As we have discussed in the introduction, we cannot
expect a non-simply-connected patch D with Ω ≤ 0 to be radial, due to the non-radial examples
in [27, 40] for α ∈ (0, 2). For a simply-connected patch D, the constant on the right hand side
of (1.6) is the same on ∂D, which motivates us to consider Question 2 in the introduction. The
goal of this section is to prove Theorem C, which gives an affirmative answer to Question 2 for
the whole range α ∈ [0, 2).
Our results are not limited to the Riesz potentials Kα,d in (1.4); in fact, we only need the poten-
tial being radially increasing and not too singular at the origin. Below we state our assumption
on the potential K, which covers the whole range of Kα,d with α ∈ [0, 2).
(HK) Let K ∈ C1(Rd \ {0}) be radially symmetric with K ′(r) > 0 for all r > 0. (Here we
denote K(x) = K(r) by a slight abuse of notation.) Also assume there is some δ > 0 such that
K ′(r) ≤ r−d−1+δ for all 0 < r ≤ 1.
Our proof is done by a variational approach, which relies on a continuous Steiner symmetrization
argument in a similar spirit as [12].
4.1. Definition and properties of continuous Steiner symmetrization. Below we define
the continuous Steiner symmetrization for a bounded open set D ⊂ Rd with respect to the
direction e1 = (1, 0, . . . , 0), which can be easily adapted to any other direction in Rd. The
definition is the same as [12, Section 2.2.1], which we briefly outline below for completeness.
For a one-dimensional open set U ⊂ R, we define its continuous Steiner symmetrization M τ [U ]
as follows. If U = (a, b) is an open interval, then M τ [U ] shifts the midpoint of this interval
towards the origin with velocity 1, while preserving the length of interval. That is,
M τ [U ] :=
{(
a− τ sgn(a+b2 ), b− τ sgn(a+b2 )
)
for 0 ≤ τ < |a+b|2 ,
(− b−a2 , b−a2 ) for τ ≥ |a+b|2 .
If U = ∪Ni=1Ui is a finite union of open intervals, then M τ [U ] is defined by ∪Ni=1M τ [Ui], and as
soon as two intervals touch each other, we merge them into one interval as in [12, Definition
2.10(2)]. Finally, if U = ∪∞i=1Ui is a countable union of open intervals, we define M τ [U ] as a limit
of M τ [∪Ni=1Ui] as N → ∞ as in [12, Definition 2.10(3)]. See [12, Figure 1] for an illustration of
M τ [U ].
Next we move on to higher dimensions. We denote a point x ∈ Rd by (x1, x′), where x′ =
(x2, . . . , xd) ∈ Rd−1. For a bounded domain D ⊂ Rd and any x′ ∈ Rd−1, we define the section of
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D with respect to the direction x1 as
Dx′ := {x1 ∈ R : (x1, x′) ∈ D},
which is an open set in R. If the section Dx′ is a single open interval centered at 0 for all
x′ ∈ Rd−1, then we say the set D is Steiner symmetric about the hyperplane {x1 = 0}. Note that
this definition is stronger than being symmetric about {x1 = 0}. For example, an annulus in R2
is symmetric about {x1 = 0}, but not Steiner symmetric about it.
Finally, for any τ > 0, the continuous Steiner symmetrization of D ⊂ Rd is defined as
Sτ [D] := {(x1, x′) ∈ Rd : x1 ∈M τ [Dx′ ]},
with M τ given above being the continuous Steiner symmetrization for one-dimensional open sets.
See Figure 5 for a comparison of the sets D and Sτ [D] for small τ > 0.
{x1 = 0} {x1 = 0}
D S
τ [D]
D
Figure 5. Illustration of the continuous Steiner symmetrization Sτ [D] for a set
D ⊂ R2. The left figure is the set D, with the midpoints of all subintervals of its
1D section highlighted in red circles. The right figure shows the set Sτ [D] for some
small τ > 0, with the new midpoints denoted by blue squares.
One can easily check that Sτ [D] satisfies the following properties.
Lemma 4.1. For any bounded open set D ⊂ Rd, its continuous Steiner symmetrization Sτ [D]
satisfies the following properties:
(a) |Sτ [D]| = |D| for any τ > 0, where | · | denotes the Lebesgue measure in Rd.
(b) (Sτ [D])4D ⊂ Bτ [D] for any τ > 0, where 4 is the symmetric difference between the two
sets, and Bτ [D] is the τ -neighborhood of ∂D, given by
Bτ [D] := {x ∈ Rd : dist(x, ∂D) ≤ τ}. (4.1)
Proof. (a) is a direct consequence of the fact that |M τ [U ]| = |U | for any open set U ⊂ R and
τ > 0 [12, Lemma 2.11(b)]. To prove (b), one can start with the one-dimensional version: For any
bounded open set U ⊂ R, we have M τ [U ]4U ⊂ {x ∈ R : dist(x, ∂U) ≤ τ}, which follows from
the fact that the intervals move with velocity at most 1. Thus for any bounded open set D ⊂ Rd,
Sτ [D]4D = {(x1, x′) ∈ Rd : x1 ∈M τ [Dx′ ]4Dx′}
⊂ {(x1, x′) : dist(x1, ∂(Dx′)) ≤ τ}
⊂ Bτ [D],
finishing the proof. 
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4.2. Simply-connected patch solutions with Ω ≤ 0. We assume that D ⊂ Rd satisfies the
following condition.
(HD) D ⊂ Rd is a bounded domain, and there exists some M > 0 depending on D, such that
|Bτ [D]| ≤Mτ for all sufficiently small τ > 0, where Bτ [D] is given in (4.1).
It can be easily checked that for d ≥ 2, any bounded domain D with Lipschitz continuous
boundary satisfies condition (HD). In fact, for d = 2, we will show any domain D ⊂ R2 with a
rectifiable boundary satisfies (HD), with a precise bound
|Bτ [D]| ≤ 2|∂D|τ for all τ ≥ 0, (4.2)
where |∂D| is the total length of ∂D. Let us first prove (4.2) holds for any polygon P ⊂ R2. Erect
two polygons at distance τ from P and the transversal sides being bisectors of the inner angles
of P (see Figure 6). It is clear that Bτ [P ] is contained in the trapezoidal region, which has area
no more than 2|∂P |τ . Finally, this can be extended to the general case by approximating any
rectifiable curve by polygons.
P
τ
τ
area = 2l1τ
l1
τ
τ
Figure 6. Illustration of the polygon P and the underlying trapezoidal region
(the whole colored region). Here the blue trapezoid has area 2l1τ (l1 is the corre-
sponding side length in P ), and summing over all edges gives a total area 2|∂P |τ .
Since the trapezoids may intersect for large τ , the whole trapezoidal region has
area no more than 2|∂P |τ .
Below we state our main theorem of this section, which is slightly more general than Theorem C.
Theorem 4.2. Let D ⊂ Rd and K ∈ C1(Rd \ {0}) satisfy the conditions (HD) and (HK)
respectively. Let g ∈ C1(Rd) be a radial function with g′(r) > 0 for all r > 0.
If D satisfies that
1D ∗K − Ω
2
g(x) = const on ∂D (4.3)
for some Ω ≤ 0 (where the constant is the same on all connected components of ∂D), then D is
a ball. Moreover, the ball is centered at the origin if Ω < 0.
Remark 4.3. (1) Note that D does not need to be simply-connected in Theorem 4.2. However,
since the constant on the right hand side of (4.3) is assumed to be the same on all connected
components of ∂D, comparing with (1.6), Theorem 4.2 only implies that all simply-connected
patches with Ω ≤ 0 must be a disk.
(2) In the case Ω = 0, the problem is translation invariant, so in the proof we assume without
loss of generality that the center of mass of D is at the origin.
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Proof. We prove it by contradiction. Without loss of generality, we assume D is not Steiner sym-
metric about the hyperplane {x1 = 0}. Let Dτ := Sτ [D] be the continuous Steiner symmetrization
of D at time τ > 0. By Lemma 4.1(b), we have
Dτ4D ⊂ Bτ [D], (4.4)
where Bτ is defined in (4.1). Let us consider the functional
E [D] :=
∫
Rd
∫
Rd
1D(x)1D(y)K(x− y)dxdy︸ ︷︷ ︸
=:I[D]
+ (−Ω)
∫
Rd
g(x)1D(x)dx︸ ︷︷ ︸
=:V[D]
.
We will use two different ways to compute d
+
dτ E [Dτ ]
∣∣∣
τ=0
, where d
+
dτ denotes the right derivative.
On the one hand, using the equation (4.3) and the regularity assumptions on D,K and g, we aim
to show that
d+
dτ
E [Dτ ]
∣∣∣
τ=0
= 0. (4.5)
Instead of directly taking the derivative, we consider the finite difference
E [Dτ ]− E [D] =
∫
Rd
2(1Dτ − 1D)
(
1D ∗K − Ω
2
g(x)
)
dx︸ ︷︷ ︸
=:I1
+
∫
Rd
(1Dτ − 1D)((1Dτ − 1D) ∗K)dx︸ ︷︷ ︸
=:I2
,
where in the equality we used that
∫
1D(1Dτ ∗K)dx =
∫
1Dτ (1D ∗K)dx for any radial kernel K.
Let us control the term I1 first. First note that (4.4) implies that the integrand is supported
in Bτ [D]. Next we claim that (HK) implies 1D ∗K − Ω2 g ∈ C0,δ
′
(Rd) for δ′ := min{δ, 1}, where
C0,1 stands for Lipschitz continuity. The proof is a simple potential theory estimate, which we
provide below for completeness. For any x, z ∈ Rd,
|(1D ∗K)(x+ z)− (1D ∗K)(x)| =
∣∣∣∣∫
Rd
1D(x− y)(K(y + z)−K(y))dy
∣∣∣∣
≤
∫
|y|<2|z|
|K(y + z)−K(y)|dy +
∫
|y|>2|z|
1D(x− y)|K(y + z)−K(y)|dy
=: J1 + J2.
For J1, a crude estimate gives
J1 ≤
∫
|y|<2|z|
|K(y + z)|+ |K(y)|dy ≤ 2
∫
|y|<3|z|
|K(y)|dy ≤ C(d)|z|δ,
where in the last step we used that (HK) implies |K(y)| ≤ C|y|−d+δ for |y| ≤ 1. For J2, note
that (HK) and the mean-value theorem gives
|K(y + z)−K(y)| ≤ C|y|−d−1+δ|z| for all |y| > 2|z|,
and plugging it into the integral gives J2 ≤ C(d, |D|)|z|δ. Putting the estimates for J1 and J2
together gives that 1D ∗K ∈ C0,δ′(Rd) for δ′ = min{δ, 1}, and combining this with the assumption
g ∈ C1(Rd) gives 1D ∗K − Ω2 g ∈ C0,δ
′
(Rd).
In addition, by (4.3), We have 1D ∗ K − Ω2 g(x) ≡ C0 on ∂D for some constant C0. Thus we
have ∣∣∣1D ∗K − Ω
2
g(x)− C0
∣∣∣ ≤ C(δ′, d, |D|)τ δ′ in Bτ [D]
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for some constant C > 0, where we used the Ho¨lder continuity of 1D ∗K − Ω2 g and the definition
of Bτ [D]. This leads to
|I1| ≤ 2|Bτ [D]| sup
x∈Bτ [D]
∣∣∣1D ∗K − Ω
2
g(x)− C0
∣∣∣ ≤ C(δ′, d, |D|)Mτ1+δ′ ,
where in the first inequality we used that
∫
Bτ
(1D−1Dτ )C0dx = 0, which follows from Lemma 4.1(a);
and in the second inequality we used (HD).
Next we control I2 by the crude bound
|I2| ≤
∫
Rd
1Bτ [D]|(1Bτ [D] ∗K)|dx ≤ |Bτ [D]| ‖1Bτ [D] ∗K‖∞ ≤Mτ‖(1Bτ [D])∗ ∗K‖∞,
where the last step follows from the Hardy–Littlewood inequality, where (1Bτ [D])
∗ is the radial
decreasing rearrangement of 1Bτ [D]. By (HD), (1Bτ [D])
∗ is a characteristic function of a ball
whose radius is bounded by C(d)(Mτ)1/d, thus
‖(1Bτ [D])∗ ∗K‖∞ ≤
∫ C(d)(Mτ)1/d
0
|K(r)|ωdrd−1dr ≤
∫ C(d)(Mτ)1/d
0
ωdr
−1+δdx ≤ C(d)(Mτ) δd ,
and plugging it into the I2 estimate gives
|I2| ≤ C(d)M
d+δ
d τ1+
δ
d .
Putting the estimates of I1 and I2 together directly yields
|E [Dτ ]− E [D]|
τ
≤ C(δ′, d,M, |D|)τmin{ δd ,δ′},
and since δ > 0 we have d
+
dτ E [Dτ ]
∣∣∣
τ=0
= 0.
Now, we use another way to calculate d
+
dτ E [Dτ ]
∣∣
τ=0
. Let us deal with the Ω < 0 case first.
Since K is radial and increasing in r, it has been shown in [7, Corollary 2] and [59, Theorem 3.7]
that the interaction energy I[Dτ ] = ∫Dτ ∫Dτ K(x− y)dxdy is non-increasing along the continuous
Steiner symmetrization, leading to
d+
dτ
I[Dτ ] ≤ 0 for all τ ≥ 0.
For the other term V[Dτ ] = (−Ω) ∫Dτ g(x)dx, by the assumptions that g′(r) > 0 for all r > 0 and
D is not Steiner symmetric about {x1 = 0}, we can use [12, Lemma 2.22] to show, for Ω < 0,
d+
dτ
V[Dτ ]
∣∣∣∣
τ=0
= (−Ω)d
+
dτ
∫
Dτ
g(x)dx
∣∣∣∣
τ=0
< 0.
Adding them together gives
d+
dτ
E [Dτ ]
∣∣∣∣
τ=0
< 0
leading to a contradiction with (4.5).
In the Ω = 0 case, recall that we assume that the center of mass of D is at the origin. Thus if
D is not Steiner symmetric about {x1 = 0}, the same proof as [12, Proposition 2.15] gives that
I[D] must be decreasing to the first order for a short time, leading to
d+
dτ
E [Dτ ]
∣∣∣∣
τ=0
=
d+
dτ
∫
Dτ
∫
Dτ
K(|x− y|)dxdy
∣∣∣∣
τ=0
< 0,
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again contradicting (4.5). We point out that although the proposition was stated for continuous
densities, the same proof works for the patch setting. In addition, although [12] only dealt with
the kernels no more singular than Newtonian potential, the proof indeed holds for all kernels
K satisfying (HK): see [13, Theorem 6] for an extension to all Riesz potentials Kα,d with α ∈
(0, 2). 
The above theorem immediately leads to the following result concerning simply-connected sta-
tionary/rotating patch solution with Ω ≤ 0.
Theorem 4.4. Let D ⊂ R2 be a bounded, simply-connected domain with rectifiable boundary. If
1D is a V-state for (1.2) for some α ∈ [0, 2) with angular velocity Ω ≤ 0, then D must be a disk.
In addition, the disk must be centered at the origin if Ω < 0.
Proof. We have 1D ∗ K − Ω2 |x|2 = C for some constant C on ∂D. For the Euler equation,
K = 12pi ln |x|. For the g-SQG equation. K = −Cα|x|−α. In both cases, the proof follows from
Theorem 4.2. 
Remark 4.5. As we discussed in the beginning of this subsection, in the case of gSQG with
α ∈ (0, 2), Theorem 4.4 is not true if the simply connected assumption is dropped, due to the
non-radial patches in [27, 40] bifurcating from annuli.
4.3. Smooth solutions with simply-connected level sets with Ω ≤ 0. The rest of this
section is devoted to the smooth setting. We will show that any nonnegative smooth rotating
solution of the Euler or gSQG equation with angular velocity Ω ≤ 0 must be radial, under the
additional assumption that all the super level-sets Uh
Uh := {x ∈ Rd : ω(x) > h} (4.6)
are simply-connected for any h > 0. We believe that the simply-connected assumption is necessary,
since it is likely that the bifurcation arguments from annuli in [27, 40] can be extended to the
smooth setting as well, using a similar argument as in [18] or [17].
Theorem 4.6. Let ω(x) ∈ C1(R2) be nonnegative and compactly supported. In addition, assume
the super level-set Uh as in (4.6) is simply connected for all h ∈ (0, supω). Assume K satisfies
(HK). If for some Ω ≤ 0, we have
ω ∗K − Ω
2
|x|2 = C0(h) on ∂Uh for all h ∈ (0, supω), (4.7)
then ω is radially decreasing up to a translation. Moreover, it is centered at the origin if Ω < 0.
Proof. We prove it by contradiction. For the Ω < 0 case, without loss of generality, we assume ω
is not symmetric decreasing about the line x1 = 0. For the Ω = 0 case, similar to Remark 4.3,
without loss of generality we assume the center of mass is at the origin, and then we assume ω is
not symmetric decreasing about the line x1 = 0.
For any τ ≥ 0, we define the continuous Steiner symmetrization ωτ (x) in the same way as [12,
Definition 2.12]:
ωτ (x) :=
∫ h0
0
1Sτ [Uh](x) dh,
where h0 := supω, and S
τ [Uh] is the continuous Steiner symmetrization of the super level set Uh
at time τ ≥ 0.
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Consider the energy functional
E [ω] :=
∫
R2
∫
R2
ω(x)ω(y)K(x− y)dxdy︸ ︷︷ ︸
=:I[ω]
+ (−Ω)
∫
R2
ω(x)|x|2dx︸ ︷︷ ︸
=:V[ω]
.
We proceed similarly as in Theorem 4.2 to compute d
+
dτ E [ωτ ] in two different ways. We first rewrite
the finite difference E [ωτ ]− E [ω] as
E [ωτ ]− E [ω]
=
∫
R2
2(ωτ (x)− ω(x))
(
ω ∗K − Ω
2
|x|2
)
dx+
∫∫
R2×R2
(ωτ (x)− ω(x))(ωτ (y)− ω(y))K(x− y)dxdy
=: I1 + I2. (4.8)
Since ω ∈ C1c (R2) and K satisfies (HK) (hence is locally integrable), one can easily check that
ω ∗K− Ω2 |x|2 is Lipschitz in D˜ := {x ∈ R2 : dist(x, suppω) ≤ 1}. Note that we have supp ωτ ∈ D˜
for all τ ∈ [0, 1]. Combining this fact with the assumption (4.7), there exists C1 > 0 independent
of h, such that∣∣∣(ω ∗K)(x)− Ω
2
|x|2 − C0(h)
∣∣∣ ≤ C1τ on Sτ [Uh]4Uh for all h ∈ (0, h0). (4.9)
Let us first rewrite I1 as
I1 = 2
∫ h0
0
∫
R2
(
1Sτ [Uh](x)− 1Uh(x)
)(
(ω ∗K)(x)− Ω
2
|x|2
)
dx dh.
By Lemma 4.1(a), we have
∫
R2(1Sτ [Uh](x)−1Uh(x))dx = 0 for all h ∈ (0, h0). Thus we can control
I1 as
|I1| =
∣∣∣∣2 ∫ h0
0
∫
R2
(
1Sτ [Uh](x)− 1Uh(x)
)(
(ω ∗K)(x)− Ω
2
|x|2 − C0(h)
)
dxdh
∣∣∣∣
≤ 2C1τ
∫ h0
0
∣∣∣(Sτ [Uh])4Uh∣∣∣dh
≤ 2C1τ
∫ h0
0
2|∂Uh|τ dh
= 4C1τ
2
∫
supp ω
|∇ω|dx ≤ C(ω)τ2.
(4.10)
Here in the second line we used (4.9); in the third line we used Lemma 4.1(b) and the property
(4.2) in two dimensions; and in the fourth line we used the co-area formula and the fact that
ω ∈ C1c .
We next move on to I2. Since |∇ω| is bounded, Lemma 4.1(b) leads to
|ωτ (x)− ω(x)| =
∣∣∣∣∫ ∞
0
1Sτ [Uh](x)− 1Uh(x)dh
∣∣∣∣
≤ ‖∇ω‖L∞τ for all x ∈ R2,
and supp ωτ ∈ D˜ for all τ ∈ [0, 1]. Thus
|I2| ≤ ‖ωτ − ω‖L1‖(ωτ − ω) ∗K‖L∞
≤ ‖ωτ − ω‖L1‖ωτ − ω‖L∞
∫
D˜
|K(x)|dx
≤ C(ω)τ2.
49
Combining the estimates for I1 and I2 gives E [ωτ ]− E [ω] ≤ C(ω)τ2 for all τ ∈ [0, 1], thus
d+
dτ
E [ωτ ]
∣∣∣∣
τ=0
=
d+
dτ
(I1 + I2)
∣∣∣∣
τ=0
= 0. (4.11)
On the other hand, we compute d
+
dτ E [ωτ ]
∣∣
τ=0
in a different way as
d+
dτ
E [ωτ ]
∣∣∣∣
τ=0
=
d+
dτ
(I[ωτ ] + V[ωτ ])
∣∣∣∣
τ=0
.
In the Ω < 0 case, similarly as in Theorem 4.2, we have I[ωτ ] is non-increasing along the continuous
Steiner symmetrization by [7, Corollary 2] and [59, Theorem 3.7], thus
d+
dτ
I[ωτ ] ≤ 0 for all τ > 0.
For V[ωτ ], by the assumption that ω is not symmetric decreasing about {x1 = 0}, we again use
[12, Lemma 2.22] to show, for Ω < 0,
d+
dτ
V[ωτ ] = (−Ω)d
+
dτ
∫
R2
ω(x)|x|2dx
∣∣∣∣
τ=0
< 0.
Adding them together gives d
+
dτ E [Dτ ]
∣∣
τ=0
< 0, contradicting (4.11).
In the Ω = 0 case, we assume that the center of mass of ω is at the origin. Thus if ω is not
symmetric decreasing about {x1 = 0}, the same proof as [12, Proposition 2.15] gives that I[D]
must be decreasing to the first order for a short time (again, the proof holds for all kernels K
satisfying (HK); see [13, Theorem 6] for extensions to Riesz kernels Kα,d with α ∈ (0, 2)). This
gives d
+
dτ E [Dτ ]
∣∣
τ=0
< 0, again contradicting (4.11). 
The above theorem immediately gives the following corollary concerning the V-states for the
Euler and gSQG equations.
Corollary 4.7. Assume ω(x) ∈ C1(R2) is a nonnegative, compactly supported V-state satisfying
the Euler equation or the gSQG equation for some α ∈ (0, 2) with Ω ≤ 0. In addition, assume the
super level-set Uh as in (4.6) is simply connected for all h ∈ (0, supω). Then ω must be radially
decreasing if Ω < 0, and radially decreasing up to a translation if Ω = 0.
Proof. For the Euler equation, K = 12pi ln |x|. For the gSQG equation. K = −Cα|x|−α. In both
cases, the proof follows from Theorem 4.6. 
5. Radial symmetry of rotating gSQG solutions with Ω > Ωα
In this section, we focus on rotating gSQG patches with area pi and α 6= 0. As we discussed
in the introduction, for α ∈ [0, 2), there exist rotating patches bifurcating from the unit disk at
angular velocities Ωαm = 2
α−1 Γ(1−α)
Γ(1−α2 )
2
(
Γ(1+α2 )
Γ(2−α2 )
− Γ(m+
α
2 )
Γ(m+1−α2 )
)
, where Ωαm is increasing in m for
any fixed α ∈ [0, 2). Let us denote Ωα := limm→∞Ωαm. If α ∈ (0, 1) we have that
Ωα = 2
α−1 Γ(1− α)
Γ
(
1− α2
)2 Γ
(
1 + α2
)
Γ
(
2− α2
) . (5.1)
Note that Ωα is a continuous function of α for α ∈ (0, 1), with Ω0 = 12 , and Ωα = +∞ for all
α ∈ [1, 2).
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A natural question is whether there can be rotating patches with area pi with Ω ≥ Ωα for
α ∈ (0, 1). Note that the area constraint is necessary for all α > 0: if D is a rotating gSQG patch
for α ∈ (0, 2) with angular velocity Ω, then one can easily check that its scaling λD = {λx : x ∈ D}
is a rotating patch with angular velocity λ−αΩ.
In Theorem 2.12, we showed that for the 2D Euler case (α = 0), all rotating patches with
Ω ≥ Ω0 = 12 must be a disk. In this section, our goal is to show that all simply-connected
rotating patches with area pi with Ω ≥ Ωα for α ∈ (0, 1) must be a disk. Whether there exist
non-simply-connected or disconnected rotating patches with Ω ≥ Ωα for α ∈ (0, 1) is still an open
question.
Below is the main theorem of this section. Recall that for α ∈ (0, 2), Kα = −Cα|x|−α is the
fundamental solution for −(−∆)−1+α2 , where Cα = 12pi
Γ(α
2
)
21−αΓ(1−α
2
)
.
Theorem 5.1. Let D ⊂ R2 be a bounded, simply-connected patch with C1 boundary. Let us
denote R := maxx∈D |x|. Assume that D is a uniformly rotating patch with angular velocity Ω of
the gSQG equation with α ∈ (0, 1), i.e.,
1D ∗Kα − Ω
2
|x|2 = C on ∂D. (5.2)
Let Ωc(R) := R
−αΩα. If Ω ≥ Ωc(R), then D must coincide with B(0, R).
Remark 5.2. (a) Note that all sets D ⊂ R2 with area pi must have R ≥ 1. In this case we have
Ωc(R) ≤ Ωα, thus Theorem 5.1 immediately implies that all simply-connected rotating patches
with area pi and Ω ≥ Ωα must be a disk.
(b) Note that the constant Ωα is sharp, since there exist patches bifurcating from a disk of radius
1 at velocities Ωαm, which can get arbitrarily close to Ωα as m→∞ [46, Theorem 1.4].
Proof. Towards a contradiction, assume that D 6= B(0, R). Let x0 ∈ ∂D be the farthest point
from 0. Then we have that D ⊂ B(0, R), and let U := B(0, R)\D. See Figure 7 for an illustration
of U and x0. Then (5.2) can be rewritten as
1U ∗Kα = 1B(0,R) ∗Kα −
Ω
2
|x|2 − C on ∂D. (5.3)
B(0, R)
O
x0 D
U
Figure 7. Illustration of the set U and the point x0.
The key idea of this proof is to use two different ways to compute ∇(1U ∗ Kα)(x0) · x0, and
obtain a contradiction if Ω ≥ Ωc(R). On the one hand,
∇(1U ∗Kα)(x0) · x0 = αCα
∫
U
(x0 − y) · x0
|x0 − y|α+2 dy > 0, (5.4)
51
where we used the fact that (x0 − y) · x0 > 0 for all y ∈ U ⊂ B(0, R) since the two vectors point
to the same halfplane.
On the other hand, we claim the following properties hold for 1U ∗Kα:
1. ∆(1U ∗Kα) < 0 in D.
2. Along ∂D, the minimum of 1U ∗Kα is achieved at x0.
To show property 1, using the fact that Kα = −Cα|x|−α is the fundamental solution for
−(−∆)−1+α2 , we have 1U ∗ Kα = −(−∆)−1+α2 1U , thus ∆(1U ∗ Kα) = (−∆)α/21U . Thus for
any x ∈ D, using the singular integral definition of the fractional Laplacian [58, Theorem 1.1,
Definition (e)] and the fact that 1U ≡ 0 in D, we have
(−∆)α/21U (x) = C1(α)
∫
R2
1U (x)− 1U (y)
|x− y|2+α dy = C1(α)
∫
R2
0− 1U (y)
|x− y|2+αdy < 0 for x ∈ D
for some constant C1(α) > 0. Note that despite the denominator being singular, the integral
indeed converges for all x ∈ D, due to the fact that D is open and the integrand is identically
zero in D which yields
∆(1U ∗Kα)(x) = (−∆)α/21U (x) < 0 in D.
We now move on to property 2. Due to (5.3) and the fact that x0 is the outmost point on
∂D, it suffices to show that the radial function 1B(0,R) ∗Kα− Ω2 |x|2 is non-increasing in |x| for all
Ω ≥ Ωc(R). We prove this in Proposition 5.3 right after this theorem.
The above claims allow us to apply the maximum principle to 1U ∗Kα, which yields that the
minimum of 1U ∗Kα in D is also achieved at x0, thus
∇(1U ∗Kα)(x0) · ~n(x0) ≤ 0,
where ~n(x0) is the outer normal of D at x0. Since ~n(x0) = x0/|x0|, the above inequality contradicts
with (5.4). As a result, D must coincide with B(0, R). 
Now we prove the proposition that was used in the proof of the above theorem.
Proposition 5.3. For a fixed α ∈ (0, 1) and R > 0, let Ωc(R) be the smallest number such that
gR(x) := 1B(0,R) ∗Kα −
Ωc
2
|x|2
is non-increasing in |x|. Then we have Ωc(R) = R−αΩα, with Ωα given in (5.1).
Proof. Recall that Kα = −Cα|x|−α with Cα = 12pi
Γ(α
2
)
21−αΓ(1−α
2
)
. Since |x|2 and 1B(0,R) ∗Kα are both
radially symmetric and increasing in |x|, we have
Ωc(R) = 2Cα sup
|x1|6=|x2|
∫
B(0,R)
|x2 − y|−αdy −
∫
B(0,R)
|x1 − y|−αdy
|x1|2 − |x2|2 .
Let us denote the fraction above by F (x1, x2). We claim that the sup|x1|6=|x2| F (x1, x2) is attained
when |x1| = R, and |x2| → R.
To prove the claim, we first compute I(x) :=
∫
B(0,R) |x−y|−αdy. Taking the Fourier transform:
I(x) = CR2−α
∫ ∞
0
ra−2J1(r)J0
( |x|r
R
)
dr,
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where C is some positive constant. By Sonine-Schafheitlin’s formula [84, p. 401] and by continuity,
we obtain
I(x) =

CR2−α2α−2 Γ(
α
2 )
Γ(2−α2 ) 2
F1
(
α
2 − 1, α2 , 1, |x|
2
R2
)
if |x| ≤ R
CR2−α2α−2|x|−αRα Γ(
α
2 )
Γ(1−α2 ) 2
F1
(
α
2 ,
α
2 , 2,
R2
|x|2
)
if |x| > R.
By the mean value theorem, it is enough to check that min J(z) = J(R2), where
J(z) =
{
d
dz
(
2F1
(
α
2 − 1, α2 , 1, zR2
))
if z ≤ R2
d
dz
((
1− α2
)
z−
α
2Rα 2F1
(
α
2 ,
α
2 , 2,
R2
z
))
if z > R2
=
{
α(α−2)
4
1
R2 2
F1
(
α
2 , 1 +
α
2 , 2,
z
R2
)
if z ≤ R2
α(α−2)
4 z
−1−α
2Rα 2F1
(
α
2 , 1 +
α
2 , 2,
R2
z
)
if z > R2
Writing the series expansion (respectively at z = 0 and z =∞) of the hypergeometric series:
α(α− 2)
4
1
R2
2F1
(α
2
, 1 +
α
2
, 2, z
)
=
1
R2
∞∑
n=0
Γ
(
α
2 + n
)
Γ
(
n+ 1 + α2
)
Γ
(
α
2 − 1
)
Γ
(
α
2
)
Γ(1 + n)Γ(2 + n)
( z
R2
)n
α(α− 2)
4
z−1−
α
2Rα 2F1
(
α
2
, 1 +
α
2
, 2,
1
z
)
=
(
1
z
)α
2
Rα−2
∞∑
n=1
Γ
(
α
2 + n
)
Γ
(
n− 1 + α2
)
Γ
(
α
2 − 1
)
Γ
(
α
2
)
Γ(n)Γ(n+ 1)
(
R2
z
)n
,
which are both minimized at z = R2 since every coefficient is negative. This proves the claim.
The claim immediately implies
Ωc(R) = −Cα
R
d
d|x|
∫
B(0,R)
|x− y|−αdy
∣∣∣∣
|x|=R
, (5.5)
Where dd|x| denotes the derivative in the radial variable (recall that
∫
B(0,R) |x− y|−αdy is radially
symmetric). To compute the derivative at |x| = R, we can simply compute the partial derivative
in the x1 direction at the point (R, 0):
∂
∂x1
∫
B(0,R)
|x− y|−αdy
∣∣∣∣
x=(R,0)
= −α
∫
B(0,R)
(
(R− y1)2 + y22
)−α
2
−1
(R− y1)dy1dy2
= −2
∫ R
0
(
(R− y1)2 + y22
)−α
2
∣∣∣y1=√R2−y22
y1=−
√
R2−y22
dy2
= −21−α2R1−α
(∫ 1
0
(
1−
√
1− u2
)−α
2
du−
∫ 1
0
(
1 +
√
1− u2
)−α
2
du
)
= −21−α2R1−α
(∫ pi
2
0
(1− cos θ)−α2 cos θ dθ −
∫ pi
2
0
(1 + cos θ)−
α
2 cos θ dθ
)
=: −21−α2R1−α(I1 − I2),
(5.6)
where in the third line we used the identity (R±
√
R2 − y22)2 + y22 = 2R2(1±
√
1− (R−1y2)2), as
well as the substitution u = R−1y2.
Using a substitution θ = 2β, we rewrite I1 as
I1 = 2
∫ pi
4
0
(1− cos(2β))−α2 cos(2β) dβ = 21−α2
∫ pi
4
0
(sinβ)−α(1− 2 sin2 β) dβ.
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Likewise, the substitution θ = pi − 2β allows us to rewrite −I2 as
−I2 = 2
∫ pi
2
pi
4
(1− cos(2β))−α2 cos(2β) dβ = 21−α2
∫ pi
2
pi
4
(sinβ)−α(1− 2 sin2 β) dβ.
Adding the above two identities for I1 and −I2 together gives
I1 − I2 = 21−α2
∫ pi
2
0
(sinβ)−α(1− 2 sin2 β) dβ
= 21−
α
2
(
1
2
B
(1− α
2
,
1
2
)
−B
(3− α
2
,
1
2
))
= 2−
α
2
Γ(1−α2 )Γ(
1
2)
Γ(1− α2 )
− 21−α2 Γ(
3−α
2 )Γ(
1
2)
Γ(2− α2 )
,
where B stands for the beta function. Here the second identity follows from the property
that B(x, y) = 2
∫ pi/2
0 (sin θ)
2x−1(cos θ)2y−1dθ, and the third line follows from the property that
B(x, y) = Γ(x)Γ(y)Γ(x+y) . According to the properties of the gamma function Γ(z + 1) = zΓ(z) and
Γ(z)Γ(z + 12) = 2
1−2z√piΓ(2z), we have
I1 − I2 = 2−1+α2 α
2− α ·
2piΓ(1− α)
Γ(1− α2 )2
. (5.7)
Finally, plugging this into (5.6) and (5.5) gives
Ωc(R) = R
−αCα21−
α
2 (I1 − I2)
= R−α
1
2pi
Γ(α2 )
21−αΓ(1− α2 )
α
2− α
(
2piΓ(1− α)
Γ(1− α2 )2
)
= R−α
2α−1Γ(1− α)Γ(α2 + 1)
Γ(1− α2 )2Γ(2− α2 )
= R−αΩα,
finishing the proof. 
At the end of this section, we point out that Theorem 5.1 directly gives the following quantitative
estimate: if a simply-connected patch D rotates with angular velocity Ω ∈ (0,Ωα) that is very
close to Ωα, then D must be very close to a disk in terms of symmetric difference.
Corollary 5.4. Assume 0 < α < 1. Let D be a rotating patch with area pi and angular velocity
Ω ∈ (0,Ωα), and let B be the unit disk. Then we have
|D4B| ≤ 2pi
((Ωα
Ω
)2/α − 1) .
Note that for a fixed α ∈ (0, 1), the right hand side goes to 0 as Ω↗ Ωα.
Proof. Denote R := maxx∈D |x|. If D is a rotating patch with angular velocity Ω and is not a disk,
Theorem 5.1 gives that Ω ≤ R−αΩα, which gives that R ≤ (ΩαΩ )1/α. Thus D ⊂ B(0, (ΩαΩ )1/α),
which implies that the symmetric difference D4B satisfies
|D4B| = 2|D \B| ≤ 2
∣∣∣∣B(0, (ΩαΩ )1/α) \B
∣∣∣∣ = 2pi((ΩαΩ )2/α − 1
)
.

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