Brain-wide connectivity of molecularly defined GABAergic neurons in mouse barrel cortex visualized with optimized rabies virus tracing by Hafner, Georg
Brain-wide connectivity of molecularly defined 
GABAergic neurons in mouse barrel cortex
visualized with optimized rabies virus tracing
Dissertation
for the award of the degree
“Doctor rerum naturalium”
of the Georg-August-Universität Göttingen
within the doctoral program IMPRS Neuroscience








Referee: Prof. Dr. Jochen F. Staiger
Institute of Neuroanatomy, University Medical Center, Göttingen
2nd Referee: Prof. Dr. Silvio O. Rizzoli
Department of Neuro- and Sensory Physiology, University Medical Center, Göttingen
Camin Dean, Ph.D.
European Neuroscience Institute, Göttingen
Further members of the examination board
Dr. Marion Silies
European Neuroscience Institute, Göttingen
Prof. Dr. Nils Brose
Department of Molecular Neurobiology, Max Planck Institute for Experimental Medicine, Göttingen
Dr. Dr. Oliver Schlüter
Department of Psychiatry and Psychotherapy, University Medical Center, Göttingen
Date of oral examination: 23rd May 2019
II
I hereby declare that this thesis entitled
„Brain-wide connectivity of molecularly defined GABAergic neurons 
in mouse barrel cortex visualized with optimized rabies virus tracing“ 






1 SUMMARY .................................................................................................................................. 1
2 INTRODUCTION ......................................................................................................................... 2
2.1 Excitation and Inhibition  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  2
2.1.1 Cell types mediating inhibition in the neocortex . . . . . . . . . . . . . . . . . . . . 3
2.1.2 PV-expressing inhibitory neurons . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.3 SST-expressing inhibitory neurons  . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.4 VIP-expressing inhibitory neurons   .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  5
2.2 Barrel cortex  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Viral tracing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 Tracing brain-wide inputs to cortical GABAergic neurons  . . . . . . . . . . . . . . . . 9
2.5 Reeler mouse mutant   .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  9
2.6 Scope of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3 MATERIALS AND METHODS .................................................................................................. 12
3.1 Animals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2 Viral constructs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.3 Surgery and viral injection  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.4 Intrinsic signal optical imaging (ISOI)  . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.5 Fixation and tissue processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.6 Immunohistochemistry on tissue sections  . . . . . . . . . . . . . . . . . . . . . . . . 15
3.7 Fluorescence in-situ hybridization (FISH) on tissue sections   .  .  .  .  .  .  .  .  .  .  .  .  .  . 15
3.8 In vitro electrophysiology and glutamate uncaging . . . . . . . . . . . . . . . . . . . . 16
3.9 Image acquisition and processing  . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.10 Quantification and statistical analysis  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 17
4 RESULTS .................................................................................................................................. 19
4.1 Intersectional rabies virus tracing of Parvalbumin expressing GABAergic neurons . . . 19
4.1.1 Motivation to use intersectional RV tracing . . . . . . . . . . . . . . . . . . . . . . 19
4.1.2 Targeting of the C2 column . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.1.3 Control experiments reveal a leak of “invisible” TVA  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 22
4.1.4 Starter cells are PV-positive and occur in layers II-VI . . . . . . . . . . . . . . . . . 26
4.1.5 The population of PV cells receives predominantly local excitatory inputs . . . . . . 28
4.1.6 LI interneurons inhibit PV neurons in upper LII/III . . . . . . . . . . . . . . . . . . . 29
IV
4.1.7 PV cells receive long-range cortical and subcortical input  .  .  .  .  .  .  .  .  .  .  .  .  .  . 32
4.1.8 LIV visual cortex projects to PV neurons in the barrel cortex   .  .  .  .  .  .  .  .  .  .  .  . 33
4.2 Comparison of brain-wide inputs to VIP neurons in barrel cortex of WT and reeler mice  35
4.2.1 VIP neurons are misarranged in the reeler mouse  . . . . . . . . . . . . . . . . . . 35
4.2.2 Mutated version of TVA abolishes leak expression of TVA  . . . . . . . . . . . . . . 36
4.2.3 Starter cells in reeler do not show a laminar bias . . . . . . . . . . . . . . . . . . . 40
4.2.4 VIP cells receive qualitatively similar long-range input in WT and reeler . . . . . . . 42
4.2.5 VIP cells in reeler receive less input per cell  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 45
4.2.6 VIP neurons in reeler mice receive more homotopic contralateral input  . . . . . . . 48
4.2.7 Only contralateral projection neurons in reeler show a different laminar distribution . 48
5 DISCUSSION ............................................................................................................................ 51
5.1 Caveats of RV-tracing  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 54
5.2 Control experiments are necessary to assess the cell-type specificity . . . . . . . . . . 55
5.3 Brain-wide inputs to GABAergic PV cells in mouse barrel cortex  .  .  .  .  .  .  .  .  .  .  .  . 56
5.4 Local inputs to PV cells   .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 56
5.5 Long-range input to PV cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.6 Brain-wide inputs to VIP cells in WT mouse barrel cortex . . . . . . . . . . . . . . . . 58
5.7 Comparison of brain-wide inputs to cortical GABAergic neurons  . . . . . . . . . . . . 59
5.8 Comparison of brain-wide inputs to VIP neurons of WT and reeler mice  .  .  .  .  .  .  .  . 61
5.9 VIP neurons receive less ipsilateral and more contralateral cortical long-range input . . 61
5.10 The proportions of cortical inputs are preserved in reeler with a few exceptions   .  .  .  . 63
5.11 Distribution of cortical projection neurons in reeler . . . . . . . . . . . . . . . . . . . . 64
6 REFERENCES .......................................................................................................................... 67
7 STATEMENT OF AUTHORSHIP ............................................................................................... 82
8 ACKNOWLEDGEMENTS ......................................................................................................... 83
9 PUBLICATIONS ARISING FROM THIS THESIS ..................................................................... 84
10 SUPPLEMENTARY INFORMATION ....................................................................................... 85
10.1 Tables   .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 85
10.2 List of Abbreviations  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
11 CURRICULUM VITAE ............................................................................................................. 89
V
List of Figures
Figure 1: Major groups of molecularly-defined neocortical GABAergic neurons  . . . . . . . . . 3
Figure 2: Schematic drawing of the barrel cortex   .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  7
Figure 3: RV-tracing in PV-Cre line includes excitatory starter cells  . . . . . . . . . . . . . . . 20
Figure 4: Engineering and validation of Cre- AND Flp-dependent AAV-Con/Fon-TVA-mCherry 
    and AAV-Con/Fon-oG   .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 21
Figure 5: Experimental workflow of intersectional RV-tracing of GABAergic PV cells  .  .  .  .  .  . 23
Figure 6: Mapping the C2 whisker representation in barrel cortex  . . . . . . . . . . . . . . . . 24
Figure 7: Validating intersectional constructs for cell-type specific RV-tracing in vivo  .  .  .  .  .  . 26
Figure 8: Identification of starter cells in Vgat-Cre/PV-Flp mice   .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 27
Figure 9: Local inputs to PV cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Figure 10: LI interneurons provide input to LII/III PV cells  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 30
Figure 11: Long-range inputs to PV cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Figure 12: Laminar analysis of cortical long-range inputs to PV cells   .  .  .  .  .  .  .  .  .  .  .  .  .  . 32
Figure 13: LIV neurons in visual cortex form putative synapses with PV cells in barrel cortex . . 33
Figure 14: Distribution of VIP cells in WT and reeler mice  . . . . . . . . . . . . . . . . . . . . 35
Figure 15: Experimental workflow of Cre-dependent RV-tracing of VIP neurons   .  .  .  .  .  .  .  . 37
Figure 16: Validation of Cre-dependent constructs for RV-tracing in BL6 animals . . . . . . . . 39
Figure 17: Identification of starter cells in VIP-Cre and VIP-Cre/reeler mice . . . . . . . . . . . 41
Figure 18: Long-range input to VIP cells in barrel cortex of WT and reeler mice . . . . . . . . . 45
Figure 19: Normalized inputs from global cortical and subcortical areas . . . . . . . . . . . . . 46
Figure 20: Comparative analysis of the fraction of inputs from individual areas  . . . . . . . . . 48
Figure 21: Distribution of projection neurons in cortical input areas  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 49
Figure 22: Graphical summary of intersectional RV tracing of GABAergic PV cells in 
      barrel cortex.  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
Figure 23: Graphical summary of comparative RV tracing of VIP neurons in the barrel 




Cortical GABAergic neurons are indispensable in controlling the activity of cortical networks. Parvalbu-
min (PV), somatostatin (SST) and vasoactive intestinal polypeptide (VIP) expressing neurons are three 
main classes of GABAergic cells. They differ in morphology, physiology and output connectivity. We 
wanted to investigate the largely unknown input-connectivity of these neurons on a brain-wide scale 
using rabies virus tracing. We focused on the PV and VIP neurons in the mouse barrel cortex. 
First, we used intersectional rabies virus tracing, to specifically target GABAergic PV cells and 
exclude a small fraction of excitatory PV cells from our starter cell population. We combined the Vgat-
Cre/PV-Flp line with Cre- and Flp-dependent helper viruses. After thoroughly evaluating the specificity 
of these novel viral constructs, we mapped the local and long-range inputs to PV neurons. Local inputs 
were mainly from layer (L) IV and excitatory. A small number of inputs originated from LI inhibitory neu-
rons, which we found to connect to LII/III PV neurons. Long-range inputs originated mainly from other 
sensory cortices and the thalamus. Surprisingly, in visual cortex most retrogradely labeled neurons 
were located in LIV, which sent direct connection to PV cells in all layers of barrel cortex as demonstrat-
ed with anterograde tracing experiments. 
Second, we assessed the long-range input connectivity of VIP neurons in wildtype and reeler 
mutant mice, in which layers are not formed during development. VIP neurons received input from the 
same areas in both genotypes. The major input sources were other sensory cortices, motor cortex, 
posterior parietal association area and the thalamus. VIP neurons in reeler mice received a much low-
er number of ipsilateral cortical inputs and a much higher number of contralateral cortical inputs. We 
hypothesize that the disorganized arrangement of neurons in reeler compromises the establishment of 
cell-type specific ipsilateral long-range projections and necessitates a compensation by an excess of 
contralateral inputs. 
Both studies provide valuable insights in the brain-wide circuits in which GABAergic neurons are 
embedded and introduce new and very specific rabies virus tracing tools.  
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2 INTRODUCTION
Systems neuroscience aims to understand the structure and the function of the nervous system. These 
two aspects go hand in hand because a system always operates within the constraints of its structure. 
The nervous system is the one exception amongst all organs for which the relationship between the 
structure and the function still remains poorly understood. Therefore, tremendous efforts have been 
launched to map the structure of circuits (Lichtman and Sanes, 2008). The intricate networks of the 
neocortex are commonly considered the substrate for higher cognitive abilities (Harris and Shepherd, 
2015). From their activity arise qualities like unified perception of the environment, evaluation of senso-
ry impressions and motor control. Despite a century of research we are still at dawn of understanding 
how the cortex generates these qualities. 
At the beginning of the analysis of cortical networks is a thorough breakdown of its individual com-
ponents (Denk and Lichtman, 2011). In cortical networks we can find excitatory and inhibitory cells. 
Each of these groups exhibit a considerable diversity in structure and function. In pursuit of managing 
this complexity, neurons are classified into types based on their similarities in morphology, physiology 
and molecular make-up (Zeng and Sanes, 2017). However, even neurons with similar features can en-
gage in very different actions dependent on how they are wired to other cells. Therefore, the behavior 
of a neuron is related to its connections with other neurons and thus the connectivity scheme is one of 
the most important aspects that determines its function. A difficulty in mapping the connectivity scheme 
is the enormous volume within the tissue that neuronal process span compared to their soma size. 
Therefore, neuroscientists require techniques that can map connectivity of distinct neuronal types on a 
large scale. With the advent of cell-type specific tracers from the realm of viral vectors this difficulty can 
now finally be tackled (Nassi et al., 2015). These tools allow to map brain-wide connectivity of defined 
types of neurons.
2.1 Excitation and Inhibition
A fundamental principle of cortical circuits is the maintenance of a fine-tuned balance of excitation and 
inhibition (Isaacson and Scanziani, 2011). Inhibition is much more than the guard who keeps epilepsy 
at bay. It is crucial for every cognitive operation. Just up to 15% of cortical cells are inhibitory (in primary 
somatosensory cortex) opposing the great majority of 85% excitatory cells (Lefort et al., 2009; Meyer et 
al., 2011). Nevertheless, inhibition dominates excitation in time and amplitude (Haider et al., 2013). To 
process information, the brain needs to create a controlled imbalance between excitation and inhibition 
to set a time window in which inputs are integrated to reach the threshold for spike generation (Pouille 
and Scanziani, 2001). In the end, inhibition determines how many excitatory neurons are recruited so 
that excitation can spread into the right direction, in the right magnitude and at the right time (Roux and 
Buzsáki, 2015). 
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2.1.1 Cell types mediating inhibition in the neocortex
The diversity of inhibitory cell types is key to orchestrate numerous forms of powerful inhibition (Trem-
blay et al., 2016). Inhibitory cells exhibit a wide range of morphologies, physiological parameters and 
connectivity schemes (Ascoli et al., 2008; DeFelipe, 2013). However, when taking molecular markers 
into consideration, inhibitory neuron diversity becomes far more comprehensible. Especially with the 
advent of single cell transcriptomics it became possible to analyze molecular subtypes of neurons 
































Figure 1: Major groups of molecularly-defined neocortical GABAergic neurons (modified from Staiger 
et al. (2015))
(A) Parvalbumin (PV), somatostatin (SST) and vasoactive intestinal polypeptide (VIP) expressing neurons 
make up about 83% of GABAergic cortical neurons. Each group can be divided into further subgroups based 
on morphology. PV neurons are distinguished into basket cells and axon-targeting chandelier cells. SST cells 
are distinguished into Martinotti (MC) and non-Martinotti cells. VIP cells are distinguished into bipolar and 
multipolar cells. The remaining 17% of cells express the molecular markers Lamp5, Sncg or Serpinf1. 
(B-D) Sections through the barrel cortex in which PV, SST and VIP neurons are labeled. Each of 
these classes has a typical laminar distribution and morphology (scale bar: 100 µm).  
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cells into six major subpopulations (Tasic et al., 2016, 2018): parvalbumin (PV), somatostatin (SST), 
vasoactive intestinal polypeptide (VIP), Sncg, Serpinf1 and Lamp5 expressing inhibitory cells (Figure 
1A). The first three subtypes make up about 83% of neocortical GABAergic neurons and are the most 
studied (Rudy et al., 2011). The generation of Cre-lines for these markers has allowed the specific 
targeting of defined classes of inhibitory cells and has enhanced the understanding of each cell type 
fundamentally (Taniguchi et al., 2011). 
Noteworthy, previous studies have suggested just three cardinal classes of GABAergic neurons, 
PV, SST and 5HT3a-R (Lee et al., 2010; Rudy et al., 2011; Vucurovic et al., 2010). However, the latter 
marker has disappeared in the most recent classification schemes, perhaps because it is only tran-
siently expressed during development and might not have a consistent expression during adulthood. 
2.1.2 PV-expressing inhibitory neurons
PV-expressing inhibitory neurons are the largest class, comprising 40% of cortical GABAergic neu-
rons (Celio, 1986; Lee et al., 2010; Pfeffer et al., 2013). They include basket cells and chandelier cells 
(Tremblay et al., 2016; Figure 1B). 
PV cell somata are present in all cortical layers except for LI (Hioki et al., 2013). PV cells usually 
have an aspiny, multipolar dendritic arbor, which for LIV PV cells is mostly confined to the home layer 
and column (Koelbl et al., 2015). For upper and deeper layer PV cells the dendrites extend across lam-
inar and columnar borders (Bortone et al., 2014; Packer and Yuste, 2011; Wang et al., 2002). Because 
of their distribution and their dendritic extent they are ideally suited to sample input from different corti-
cal and subcortical areas and integrate it into the local circuitry (Gonchar and Burkhalter, 1999; Staiger 
et al., 1996a, 2009). PV basket cells direct their output via an extensive axonal arborization that engulfs 
postsynaptic cells like a basket, inhibiting mainly the cell soma  and proximal dendrites of their postsyn-
aptic targets (Favuzzi et al., 2019; Freund and Katona, 2007). The hallmark of the chandelier cells is 
their extremely selective innervation of the axon initial segment of pyramidal cells (Somogyi, 1977). PV 
cells are biologically optimized to provide a very fast, strong and precise inhibition to the postsynaptic 
cells (Hu et al., 2014). They have been shown to mediate feedforward (Beierlein, 2003; Cruikshank et 
al., 2010; Pouille and Scanziani, 2001; Pouille et al., 2009) and feedback inhibition (Beierlein, 2003), 
to modulate the gain of sensory responses (Atallah et al., 2012; El-Boustani and Sur, 2014; Lee et al., 
2012; Wilson et al., 2012) and to generate gamma oscillations (Cardin et al., 2009; Sohal et al., 2009). 
A very important feature for the control of the local network is their global innervation of nearby cells to 
spread a “blanket of inhibition” over the cortical network and dampen its activity (Karnani et al., 2014, 
2016a, 2016b). Finally, PV cells have been associated with plasticity and learning (Donato et al., 2013; 
Kuhlman et al., 2013; Letzkus et al., 2011; Sparta et al., 2014; Yazaki-Sugiyama et al., 2009). 
2.1.3 SST-expressing inhibitory neurons
The second largest group of GABAergic cortical cells are with about 30% the SST expressing neurons 
(Tremblay et al., 2016; Figure 1C). They are more heterogeneous than PV cells but can be divided 
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based on morphology in two main subclasses. Martinotti (MC) and non-MC cells (Figure 1B). The 
hallmark of MCs is their axon that extends up into LI, which is also the reason why they are commonly 
believed to inhibit the distal dendrites of pyramidal neurons (Markram et al., 2004; Wang et al., 2004). 
However, at least LV MC also substantially innervate basal dendrites of pyramidal cells (Hill et al., 
2012; Kawaguchi and Kubota, 1997)
Non-MC cells are predominantly constituted by the population of X94-SST cells that have a axon 
mostly confined to the home layer and are different in electrophysiological properties, too (Ma et al., 
2006). MC cells occur in LII-VI, while non-MC cells occur mainly in LIV and V (Tremblay et al., 2016). 
In both cases, the dendritic processes are much less elaborate and mostly restricted to the home layer 
(Ma et al., 2006; Muñoz et al., 2017; Nigro et al., 2018; Walker et al., 2016; Xu et al., 2006). Therefore, 
SST neurons in each layer will receive different inputs and only on the population level they will sample 
the input to the whole column. SST neurons provide dense inhibition to surrounding excitatory and in-
hibitory neurons (Chen et al., 2015; Fino and Yuste, 2011; Pfeffer et al., 2013). However, SST neurons 
never inhibit each other showing a high selectivity for their targets (Hu et al., 2011; Jiang et al., 2015; 
Karnani et al., 2016a; Ma et al., 2013). 
An important property is that they receive facilitating inputs (Urban-Ciecko and Barth, 2016). Thus, 
SST-mediated inhibition becomes more important in shaping neural responses during conditions of 
prolonged stimulation (Beierlein, 2003; Kapfer et al., 2007; Pfeffer et al., 2013). SST neuron-mediated 
inhibition can sharpen orientation tuning of pyramidal neurons (Adesnik et al., 2012) and can modu-
late the gain of sensory responses without altering tuning properties in visual cortex (Lee et al., 2012). 
Therefore, SST neurons can engage in different functions dependent on the context (Yavorska and 
Wehr, 2016). The versatility of SST cells in circuits has also been shown for barrel cortex. While earlier 
studies have reported a general decrease of SST neuron activity during whisking (Gentet et al., 2012; 
Lee et al., 2013), a closer look at the subtypes of SST cells distinguished layer-specific differences in 
the up-or downregulation of SST neurons’ activity during whisking (Muñoz et al., 2017). Furthermore, 
LIV SST neurons seem to engage in different circuit motives than MC. While MC often form disynaptic 
inhibitory circuits with pyramidal cells for feedback (or lateral) inhibition (Fino and Yuste, 2011; Karnani 
et al., 2016a; Silberberg and Markram, 2007; Zhang et al., 2014), LIV SST cells inhibit mostly PV cells 
within this layer pointing to a disinhibitory action (Muñoz et al., 2017; Xu et al., 2013). These results hint 
at a refined spatiotemporal compartmentalization of SST neuron activity. 
Although the role of SST neurons in the cortical network is ambiguous, it seems that in contrast to 
PV neurons they contribute more to the fine-tuning of pyramidal neuron activity rather than controlling 
the magnitude of neuronal responses (Wilson et al., 2012). 
2.1.4 VIP-expressing inhibitory neurons
VIP neurons make up about 13% of cortical GABAergic neurons (Prönneke et al., 2015; Tremblay et 
al., 2016; Figure 1D). VIP cells are found in all cortical layers but they exhibit a clear bias towards LII/
III, where approximately 60% of all VIP cells are located (Hioki et al., 2013; Prönneke et al., 2015). The 
morphological diversity of VIP neurons has prevented their classification into clear subtypes (Prönneke 
et al., 2015), but one morphological group stands out: bipolar/bitufted VIP cells (Bayraktar et al., 2000; 
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He et al., 2016; Prönneke et al., 2015). This subtype is most prominent in LII/III. It is characterized by 
a vertically extending axon that spans the whole column and a vertically oriented dendritic arbor that 
is mostly confined to LI and LII/III. The less abundant granular and infragranular VIP cells exhibit a 
completely different morphology (Prönneke et al., 2015). Their dendritic processes often reach out from 
the deep home layer up to LI, while their axonal branches stay in the deep layers. The fact that most 
VIP neurons have a dendrite in LI sets them apart from the other two inhibitory neuron populations that 
lack a dendrite in LI. Therefore, they have the morphological disposition to receive long-range input 
that arrives in the fibre-heavy LI (Tremblay et al., 2016). Indeed, VIP neurons have been repeatedly 
suggested as the major integrators of long-range input both on a morphological (Wall et al., 2016) as 
well as on a functional basis (Fu et al., 2014; Lee et al., 2013; Zhang et al., 2014). 
A very consistent finding is that VIP cell activity is upregulated during active exploration like run-
ning or whisking (Dipoppa et al., 2016; Fu et al., 2014; Garcia-Junco-Clemente et al., 2017; Gentet et 
al., 2012; Lee et al., 2013; Pakan et al., 2016). This upregulation is accompanied by a decrease in SST 
cell activity (Fu et al., 2014; Gentet et al., 2012; Lee et al., 2013). VIP cells preferentially target SST 
cells (Caputi et al., 2009; Jiang et al., 2015; Pfeffer et al., 2013; Staiger et al., 2004). SST cells strongly 
innervate pyramidal neurons (Kapfer et al., 2007; Karnani et al., 2016a; Pfeffer et al., 2013). As a result 
of VIP activation, SST cells would be deactivated, leading to disinhibition of pyramidal cells. Putting 
the dots together, VIP neurons become activated by long-range input during active states, disinhibit 
pyramidal cells and thereby open a precisely timed window for integration and plasticity at excitatory 
synapses (Pfeffer, 2014; Williams and Holtmaat, 2019). Although this disinhibitory motif is well estab-
lished and consistently found, some studies hint that it is context dependent and not generic (Dipoppa 
et al., 2016; Pakan et al., 2016). Furthermore, anatomical evidence suggests that VIP neurons do 
not exclusively target other inhibitory cells but to a great deal excitatory cells, too (Zhou et al., 2017). 
Garcia-Junco-Clemente et al. (2017) showed that in frontal cortex VIP neurons engage both in disinhi-
bition and direct inhibition of pyramidal cells. Therefore, VIP neurons might have dual action subjecting 
pyramidal neurons to a push-pull inhibitory-excitatory circuit during arousal (Garcia-Junco-Clemente 
et al., 2017). 
In sum, these three inhibitory neuronal subtypes participate in various cortical operations with 
overlapping but also distinct forms of inhibition. Which type of neuron is more strongly recruited is 
highly context dependent. If we want to understand in which context certain classes of inhibitory cells 
are activated, we first need a comprehensive, brain-wide and cell-type specific map of their potential 
inputs. 
2.2 Barrel cortex 
These inhibitory neurons, just like the excitatory cells, appear in the whole neocortex. They are the 
building blocks of circuits in each neocortical brain area. In what numbers they occur and how they are 
connected generates the functional specialization of a cortical area. Therefore, the circuitry a certain 
neuronal types is embedded in has to be studied in the scope of its functional area. We focused on the 
vibrissal area of the primary somatosensory cortex of mice for several reasons. 
Active touch is a common behavior to interact with the environment. Mice use whiskers on their 
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muzzle to explore their environment, locate objects and discern their shape, size and texture. Whisker 
based touch is a very important sensory modality for mice, already indicated by the large size of the 
respective cortical area dedicated to processing this kind of information (Figure 2A). The so-called 
“barrel cortex” contains distinct barrel-shaped structures in LIV (Woolsey and Loos, 1970). These bar-
rels are somatotopically arranged mirroring the arrangement of the whiskers (Figure 2B, C). Each 
barrel represents the input structure for sensory information from one corresponding whisker on the 
contralateral side. This somatotopy is preserved at every relay station of the whisker-to-barrel path-
way. Sensation starts at the whisker follicles. They are loaded with mechanoreceptive nerve endings 
(Ebara et al., 2002). These sensory neurons synapse onto neurons in the trigeminal pontine nuclear 
complex, where the neuronal modules representing individual whiskers are arranged into “barrelettes” 
(Ma and Woolsey, 1984). From there information is relayed via the lemniscal pathway to the map of 
“barreloids” in the ventral posteromedial (VPM) nucleus of the thalamus (Chmielowska et al., 1989). 
The thalamocortical terminations form the dense core of the cortical “barrel” which is enclosed by a cell 
body rich barrel wall (Woolsey and Loos, 1970). The barrel is an anatomical landmark for the barrel-re-
lated column that stretches from the pia to the white matter. Neurons within this barrel-related column 
respond most strongly to stimulation of the corresponding whisker (Simons and Woolsey, 1979). To 
ease the annotation of whiskers and barrels they have been assigned a code of letters and numbers. 
Figure 2: Schematic drawing of the barrel cortex 
(A) Drawing of mouse head showing the position of whisker follicles on the muzzle and of the barrel cortex 
in the brain. 
(B) The arrangement of whisker follicles mirrors the arrangement of barrel-related columns in the cortex. 
Arcs of whiskers are denoted by numbers while rows of whiskers are denoted by letters. The straddlers are 
denoted by Greek symbols. Similarly, this code is used for the barrel related cortical columns, so that each 




































Each whisker row is labeled from A-E, each whisker arc is numbered. The cortical barrels are labeled 
the same way (Figure 2B, C). 
In the barrel cortex the functional module for processing of sensory information is visible as an 
anatomical module. Therefore, this model systems is ideal to investigate the relationship between 
structure and function. The barrel cortex has become a well-studied area so that a large amount of data 
on cellular composition and interareal connectivity is already available (Brecht, 2007; Feldmeyer et al., 
2013, 2017, 2018; Petersen, 2007). For these reasons, it is an excellent area to study the brain-wide 
circuitry of defined neuronal types. 
2.3 Viral tracing
Conventional anatomical tracers like biotinylated dextran amines, wheat germ agglutinin, fluoro-gold 
or cholera toxin B fragment have been used extensively to map the projections of and the inputs to 
neurons. They have greatly enhanced our understanding about the interconnectivity of brain areas. 
These tracers have the fundamental limitation that they do not reveal which kinds of cell types these 
traced axons innervate. Connections among neurons – no matter if they are local or across wide dis-
tances – are not random but highly selective for their targets (Brown and Hestrin, 2009; Helmstaedter 
et al., 2013; Perin et al., 2011; Silberberg et al., 2002; Song et al., 2005). Cellular identity rather than 
close proximity of processes is relevant for generation of connections (Kasthuri et al., 2015). In conse-
quence, tracers need to have sufficient resolution to probe cell-type specific connections, hence they 
need to be transneuronal (Callaway, 2008). Neurotropic viruses can be used as transneuronal tracers. 
They are perfectly adapted to infect neurons, multiply and spread (Kuypers and Ugolini, 1990). Among 
transneuronal tracers rabies virus (RV) has built a reputation as the most specific one (Ugolini, 2010). 
RV is a 180 nm small, bullet shaped virus (Dietzschold et al., 2008). It has several features that 
make it the ideal retrograde, transsynaptic tracer. (I) RV spreads selectively between synaptically con-
nected neurons and does not label axons of passage (Callaway and Luo, 2015; Ugolini, 1995). (II) RV 
labels presynaptic cells regardless of the distance of their soma location making it an ideal tracer for 
long-range projections (Callaway, 2008; Kelly and Strick, 2000; Wickersham et al., 2007a). (III) RV 
amplifies very strongly within the cell and strongly labels its whole volume, even if the cell is a weakly 
connected input (Loewy, 1998; Wickersham and Feinberg, 2012). (IV) RV has - compared to other 
neurotropic viruses - a surprisingly low cytotoxicity. For up to 12 days the viability of the neuron stays 
unharmed (Osakada et al., 2011; Wickersham et al., 2007b). This is ample time for RV to spread and 
brightly label presynaptic partners. 
These features motivated scientists to tame RV and use it as a transneuronal tracer. Deletion of 
its glycoprotein (G) allowed RV to be safely used in a laboratory environment and to restrict its spread 
to first-order presynaptic neurons (Mebatsion et al., 1996). The combination of RV with Cre-dependent 
AAV helper viruses allowed to exploit the vast number of available Cre-mouse lines for monosynaptic 
circuit tracing of distinct cell types (Callaway and Luo, 2015; Wickersham et al., 2007a). In conse-
quence, RV tracing constitutes the ideal approach to visualize brain-wide inputs to a defined class of 
neurons. 
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2.4 Tracing brain-wide inputs to cortical GABAergic neurons
Do PV, SST and VIP cells in barrel cortex receive different sources of brain-wide inputs? This was a 
central question at the beginning of this PhD. It was motivated by the fact that each of these neuron 
types shows a different morphology, laminar distribution, intrinsic properties and putative function in 
a given behavioral context. Therefore, it was speculated that these neurons might receive input from 
different areas or in different proportions. With the development of the RV-tracing approach it became 
feasible to study this question (Wall et al., 2010; Wickersham et al., 2007a). One study in particular has 
looked at the brain-wide inputs to PV, SST and VIP cells in barrel cortex during the time of this thesis 
work (Wall et al., 2016). The authors found no qualitative difference in the sources of inputs. However, 
they found that VIP neurons receive more long-range input per cell and more long-range input from 
the infragranular cortical layers than PV or SST cells. These results demonstrated that the quantitative 
differences in input can be very subtle. Therefore, we emphasize in this work the importance of very 
specific and effective tools to trace inputs so that the very minute differences in anatomical long-range 
connectivity can be revealed. In cooperation with others we generated very specific tools for Cre-de-
pendent and for Cre- and Flp-dependent RV-tracing. These tools allowed us to tackle two very different 
projects concerned with the topic of inputs to GABAergic cells.  
The first project was motivated by our finding that the neurons labeled in the conventionally used 
PV-Cre line are not exclusively inhibitory. This has been noticed by others (Madisen et al., 2015; Wall 
et al., 2010) but was never thoroughly examined nor made a point of concern for experiments. In our 
pursuit of a truly cell-type specific tracing we used an intersectional RV-tracing approach to isolate the 
GABAergic population of PV cells and label their inputs. 
The second project revolved around the question if the structural organization of the cortex into 
layers is a necessity to properly wire neurons into their circuits. We focused on VIP neurons because of 
their distinct laminar arrangement and labeled their inputs with an improved Cre-dependent RV tracing 
approach in wildtype (WT) and reeler mutant mice. 
2.5 Reeler mouse mutant
A fundamental feature of cortical organization is the arrangement of neurons into distinctive layers. 
Most of the neocortex can be divided into six layers, each of them defined by a unique composition and 
density of cell types. Furthermore, each layer has a distinct input-output connectivity so that the flow of 
information runs across the layer compartments in a stereotypical fashion (Douglas and Martin, 2004). 
It is unclear what exactly the significance of this layer arrangement is for cortical processing. Cortical 
computations require foremost a functional neuronal circuit between defined types of cells (Guy and 
Staiger, 2017; Harris and Shepherd, 2015). The connectivity rules might stay conserved no matter if 
the cell classes are arranged into layers or intermingled (Harris and Shepherd, 2015). 
The reeler mouse mutant has become a model that questions the necessity of layers (Guy and 
Staiger, 2017). The reeler mutation appeared spontaneously in a stock of inbred mice and induces a 
loss of reelin protein expression. Homozygous mice have a characteristic reeling gate resulting from an 
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uncoordinated movement of their hindquarters (Falconer, 1945). While this phenotype is due to a se-
vere atrophy of the cerebellum, the reeler mutation also affects the lamination of the cortex (Hamburgh, 
1960, 1963). During cortical development, reelin is secreted by Cajal-Retzius cells in the marginal zone 
(Bock and May, 2016; Lee and D’Arcangelo, 2016). It guides the proper migration of neurons to form 
layers in an inside-out pattern (Kubo and Nakajima, 2003). In the absence of reelin the migration is 
perturbed and layers do not form. Instead, cells end up in ectopic positions (Boyle et al., 2011; Deki-
moto et al., 2010; Pielecka-Fortuna et al., 2014; Wagener et al., 2010). The pattern of disorganization 
even varies among cortical areas. Motor cortex and rostral S1 show a mixture of chaotic dispersion of 
cells and normal migration (Boyle et al., 2011; Dekimoto et al., 2010). Caudal S1 shows a complete 
disorganization of layer fate neurons (Boyle et al., 2011; Wagener et al., 2010). Visual cortex shows a 
tendency towards inversion of layers (Boyle et al., 2011; Pielecka-Fortuna et al., 2014). 
Despite this disorganized arrangement of cells, the reeler mouse shows no severe decline in cog-
nitive abilities. They have normal sensory function in the olfactory, auditory and visual modality (Pie-
lecka-Fortuna et al., 2014; Salinger et al., 2003). They have equal learning ability when using visual 
information to form behavioral decisions (Pielecka-Fortuna et al., 2014). They have reduced spatial 
memory and abnormal executive function (Salinger et al., 2003). Despite some deficits, the reeler 
mouse shows much better abilities than one would expect from a mouse with a completely disorgan-
ized cortex. 
This has raised the question if neuronal circuits are composed similarly in the absence of layers 
and if so how this is achieved. Several studies have investigated the connectivity scheme in the reeler 
mouse. Especially for the cortico-thalamic fibers it has been consistently shown that they find their 
ectopic cortical targets (Caviness and Frost, 1983; Guy et al., 2016; Harsan et al., 2013; Wagener et 
al., 2015). Similarly, cortical neurons maintain proper projections as has been shown for the projection 
from entorhinal cortex to the hippocampal formation (Stanfield and Cowan, 1979), the projection from 
piriform cortex to the medial prefrontal cortex and the entorhinal cortex (Diodato et al., 2016), as well as 
callosal connections between homotopic areas. During tactile exploration the same cell types in reeler 
and WT are activated suggesting the activation of the same functional network (Wagener et al., 2015). 
Even in a dislaminated cortex, neurons become incorporated in similar circuits and integrate the same 
sources of local and long-range inputs (Caviness, 1976). 
However, none of these studies have assessed if the same number of connections or the same 
proportions of different input sources on individual cell types are maintained. Therefore, we wanted to 
investigate if the cell-type specific long-range inputs to VIP neurons in the barrel cortex of reeler mice 
are qualitatively and quantitatively similar to WT. We decided to probe VIP neurons because they have 
this very typical laminar bias towards the supragranular layers as described above. Therefore, we first 
confirmed that VIP neurons in reeler mice lack this laminar bias and instead are distributed fairly ho-
mogenously throughout the cortical thickness. In consequence, we could use RV tracing to study the 
question if the VIP neurons are still embedded in the same circuits despite their malposition. 
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2.6 Scope of the thesis
The purpose of this thesis was to gain knowledge about brain-wide inputs to GABAergic neurons in the 
barrel cortex. With the advent of viral tracing approaches it became possible to asses connectivity on a 
cell-type specific and brain-wide level. We made use of this approach to study two questions: 
1) What are the brain-wide monosynaptic inputs to GABAergic PV neurons in the mouse barrel cortex? 
2) Is the long-range connectivity of VIP neurons different in reeler mouse mutants who are devoid of 
layers? 
The main approach we took for each project was RV-tracing. In both cases we designed new viral 
tools in cooperation with others that allowed us to trace cell-types with unprecedented specificity and 
were optimally tuned to study our questions. 
Furthermore, we will discuss the question if the three main types of GABAergic neurons – PV, 
SST, VIP-expressing – receive different long-range inputs. This was a central question at the beginning 
of this thesis, which has been addressed by another study (Wall et al., 2016). We will put our findings 
in the context of this and several other cell-type specific tracing studies of inhibitory cortical neurons. 
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3 MATERIALS AND METHODS
3.1 Animals
We crossed Vgat-ires-Cre mice (Slc32a1tm2(cre)Lowl/J, The Jackson Laboratory, Bar Harbor, USA) 
with Pvalb-T2A-FlpO-D mice (B6.Cg-Pvalbtm4.1(flpo)Hze/J, The Jackson Laboratory) to generate 
Vgat-Cre/PV-Flp mice for intersectional RV tracing. We crossed Vgat-Cre/PV-Flp mice with the Cre- 
and Flp-dependent Ai65 tdTomato reporter line (B6;129S-Gt(ROSA)26Sortm65.1(CAG-tdTomato)
Hze/J, The Jackson Laboratory), to visualize the intersectional population. 
For anterograde tracing of LIV cells, we used Scnn1a-Tg3-Cre (B6;C3-Tg(Scnn1a-cre)3Aibs/J, 
The Jackson Laboratory). 
For Cre-dependent tracing experiments we used B6 PV-Cre mice (B6;129P2-Pvalbtm1(cre)Arbr/J, 
The Jackson Laboratory). For glutamate uncaging, 3-6 weeks-old offspring of PV-Cre mice crossed to 
the Ai9 tdTomato reporter mice (B6.Cg-Gt(ROSA)26Sortm9(CAG-tdTomato)Hze/J, The Jackson Lab-
oratory) were used. 
For Cre-dependent tracing in reeler mice, we crossed the B6C3Fe line (The Jackson Laboratory) 
with the VIP-Cre (VIPtm1(cre)Zjh, The Jackson Laboratory) to breed VIP-Cre/reeler animals heterozy-
gous for reelin mutation and homozygous for Cre. These animals were crossed to generate VIP-Cre/
reeler animals homozygous for reelin. WT littermates or animals from the VIP-Cre line were used for 
comparison in tracing experiments. 
For control experiments, we used either single transgenic mice Vgat-Cre and PV-Flp or C57BL/6J 
wildtype mice (The Jackson Laboratory). 
All mice were kept in standard cages in a 12h light/dark cycle and with ad libitum access to food 
and water. All experimental procedures were performed in accordance with German laws on animal re-
search (TierSchG und TierSchVersV 2013). All tracing experiments were performed with 12-20 weeks-
old mice of either gender.
3.2 Viral constructs
AAV8-nEF-Con/Fon-TVA-mCherry and AAV8-EF1a-Con/Fon-oG were used together with RV-SADΔG-
EGFP (EnvA). Cre-and-Flp-dependent versions of oG and TVA-mCherry were developed using previ-
ously described methods (Fenno et al., 2014, 2017) by Lief Fenno, Charu Ramakrishnan, Yoon S. Kim 
and, Karl Deisseroth (Stanford University). For cortical injections 200-300 nl of AAVs were injected with 
a 1:1 ratio using a titer of 5*10^12 IU/ml. 
We tested several Cre-dependent AAV helper viruses who were kindly donated by our collabora-
tors mentioned below. They were used together either with RV-SADΔG-EGFP (EnvA) if they express 
mCherry or together with RV-SADΔG-mCherry (EnvA) if they express EGFP. For both RVs we used 
titers of 1*10^7 IU/ml. RV was kindly donated by Karl-Klaus Conzelmann (LMU Munich). 
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AAV1-FLEX-TVA-EGFP-G, AAV1-FLEX-tTA-EGFP-TVA and AAV1-TREtight-BFP-G were donat-
ed by Ian Wickersham (Massachusetts Institute of Technology). For cortical injections 200-300 nl of 
AAVs were injected.  AAV1-FLEX-TVA-EGFP-G was used at a titer of 4*10^12 IU/ml. AAV1-FLEX-tTA-
EGFP-TVA and AAV1-TREtight-BFP-G were injected at a 1:1 ratio with a titer of 2*10^12 IU/ml. 
AAV1-FLEX-TVA-mCherry and AAV8-FLEX-oG were donated by Karl Deisseroth (Stanford Uni-
versity). For cortical injections 200-300 nl of AAVs were injected at a 1:1 ratio with a titer of 5*10^12 
IU/ml. 
AAV1/2-FLEX-mCherry and AAV1/2-FLEX-G-ires-TVA were donated by Martin Schwarz (Univer-
sity of Bonn). For cortical injections 200-300 nl of AAVs were injected at a 1:1 ratio with a titer of 
5*10^11 IU/ml.
AAV8-FLEX-TVA66T-EGFP-oG, AAV1-FLEX-TVA66T and AAV8-FLEX-oG were donated by Edward 
Callaway (SALK Institute). For cortical injections 30-300 nl of AAVs were injected. AAV8-FLEX-TVA66T-
EGFP-oG was used at a titer of 1.6*10^13 IU/ml. 
AAV2/1-CAG-FLEX-tdTomato for visual cortex injections was obtained from PENN Vector core. 
400 nl with a titer of 1*10^13 IU/ml were injected. 
3.3 Surgery and viral injection
All animals subjected to RV tracing underwent surgery for intrinsic signal optical imaging (ISOI), with 
subsequent mapping of the C2 whisker-related column. 
For sedation and analgesia, the mouse was injected intraperitoneally with 10 µg/g xylazine (Xy-
lariem, Ecuphar) and 0.065 µg/g buprenorphine (Temgesic, Individor UK Limited) in sterile saline. 
Anesthesia was induced with 3% isoflurane (vol/vol) and maintained between 0.5 and 1% throughout 
the surgery (Harvard Apparatus, USA). The mouse was mounted on a custom-built frame with rigid 
earbars. A mixture of 2µg/g bupivacaine/lidocaine (Astra Zeneca) was injected subcutaneously under 
the scalp for local anesthesia. Body temperature was maintained at 37 °C with a heating pad (ATC 
1000, World Precision Instruments, Florida). A small incision was made in the scalp to expose the right 
hemisphere of the skull. The bone over the somatosensory area was thinned to transparency with a 
dental drill (OS-40, Osada Electric Company, Japan). Then the location of the C2-related column was 
determined and mapped on the blood vessel pattern as described below. The bone above the target 
area was removed with a syringe tip. A glass injection pipette cut to 20 µm tip diameter (Drummond 
Scientific Co, USA) was backfilled with mineral oil (Sigma-Aldrich) and front filled with AAV helper vi-
rus(es).The pipette was fitted into a Nanoject III (Drummond Scientific Co, USA), which was attached 
to a micromanipulator (Luigs & Neumann, Germany). The pipette was inserted at the target location 
into the brain in an approximately 45° angle, orthogonal to the curvature of the cortex. 200-300 nl of 
AAV mixture was injected portioned across three depths (750 µm, 500 µm, and 250 µm below pia). 
The needle was left in place at each depth for at least three minutes to reduce backflow. The scalp was 
sutured and the mouse received a subcutaneous injection of 5 µg/g Carprofen (Pfizer) for prolonged 
pain relief. 15-20 days later, the mouse was injected with RV without prior imaging. The injection was 
guided based on the blood vessel pattern and landmarks from the previous surgery. 
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For control injections in barrel cortex and for visual cortex injections, mice underwent stereotaxic 
surgery based on Atlas coordinates (Paxinos and Franklin, 2001). The surgery was performed as for 
ISOI, with the following changes. The mouse was mounted on a stereotaxic frame (Kopf, Germany). 
The injection pipette was targeted at 3.3 mm lateral and -1.55 mm caudal from Bregma for barrel cortex 
and at 2.0 and 2.8 mm lateral and 3.5 caudal from Bregma for visual cortex. 
3.4 Intrinsic signal optical imaging (ISOI) 
The whiskers on the left side of the snout were clipped, sparing solely C2. This whisker was inserted 
into a glass capillary glued to a piezo actuator, which was connected to a computer-controlled amplifier 
(E-650 LVPZT, Physik Instrumente, Germany). The optical system consisted of a CCD camera (Adi-
mec-1000m, Adimec, Netherlands) attached to an objective (Nikon, Japan) composed of two lenses, 
a 50 mm bottom lens and a 135 mm top lens. This system yielded a magnification of 2.7 fold. The 
camera had a resolution of 1000 x 1000 pixels each sized 2.8 x 2.8 μm. The Imager 3001 data acqui-
sition system (Optical Imaging, Israel) was connected to the optical system, the piezo amplifier and a 
computer, controlling the timing of stimulation and data acquisition. Localization of the C2 column was 
performed similar to Guy et al. (2014). The thinned skull was moistened with a 0.9% saline and covered 
with a glass coverslip (Thermo Scientific Menzel-Gläser, Germany). The camera was focused on the 
pial surface and the skull was evenly illuminated with green light at 546 nm wavelength from a 100 W 
halogen lamp (Kepco ATE 15–15 M, Kepco, Japan) to visualize the blood vessel pattern. For functional 
imaging, the plane of focus was moved 300 μm below the pial surface, the illumination was switched 
to red light at 630 nm wavelength by changing the filter, and the light intensity was adjusted to almost 
saturate the camera. Stimulation of the C2 whisker was achieved by bending a piezo element 5 times 
per second for 10 ms with an amplitude of approximately 1 mm. 40 ms long frames were acquired 
after stimulus onset for 3 s. 30 trials were averaged to improve signal to noise ratio. The blood vessel 
pattern and the intrinsic signal were overlaid to guide the subsequent injection. The peak of the signal 
was assumed to correspond to the center of the cortical C2 representation.
3.5 Fixation and tissue processing
Eight to ten days after RV injection, mice were sacrificed with an overdose of ketamine (100 µg/g; Me-
distar) and perfused transcardially with 10% sucrose solution followed by 4% paraformaldehyde (PFA) 
in 0.1M phosphate buffer saline (PB). The brain was postfixed in 4% PFA for 4 h and drowned in 20% 
sucrose in 0.1M PBS overnight. Fixed brains were quick-frozen in -40°C-cold isopentane and stored at 
-80°C, until they were embedded in Tissue-Tek O.C.T. compound (Sakura Finetek) and sectioned on a 
cryostat (CM3050S, Leica). Whole brains were cut into 100 μm-thick coronal sections rostral and cau-
dal to barrel cortex, while barrel cortex was cut into 40 or 50 µm-thick sections. All sections spanning 
the barrel cortex were subjected to immunohistochemistry or fluorescence in-situ hybridization, while 
all other sections were stained for 4‘,6-diamidino-2-phenylindole (DAPI) only. 
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3.6 Immunohistochemistry on tissue sections
Barrel cortex sections were washed in TRIS buffer (TB) for 15 min, TRIS-buffered saline (TBS) for 15 
min and TBS + 0.5% Triton X-100 (TBST) for 2x15 min, all at pH 7.6. Blocking was done for 90 min 
at room temperature in 0.25% bovine serum albumin/10% goat serum/TBST (Jackson Immuno Re-
search). Sections were incubated for 48-72h at 4°C with primary antibodies (i) chicken anti-GFP (Aves) 
diluted 1:500, (ii) mouse anti-RFP (Rockland) diluted 1:1000 (or rabbit anti-RFP (Rockland), and (iii) 
rabbit anti-PV (Swant) diluted 1:5000 in blocking solution. After washing 4x15 min with TBST, second-
ary antibodies (i) Alexa Fluor 488-conjugated goat anti-chicken IgG, (ii) Alexa Fluor 568-conjugated 
goat anti-mouse IgG2a (or Alexa Fluor 594-conjugated goat anti-rabbit), and (iii) Alexa Fluor 633-con-
jugated goat anti-rabbit (Molecular Probes) were diluted 1:500 in TBST and sections were incubated 
for 4h at room temperature. After washing 2x15 min with TBST and 1x15 min with TBS, sections were 
stained with DAPI, diluted 1:1000 in TBS. After several washes in TB, sections were mounted in Aq-
ua-Poly-Mount (Polysciences).  
3.7 Fluorescence in-situ hybridization (FISH) on tissue sections
rRNA probes were generated as described in (Prönneke et al., 2015), based on published primers: 
Slc17a7(vGluT1, vesicular glutamate transporter 1), SST, VIP (Prönneke et al., 2015), and GAD67 
(glutamic acid decarboxylase 1; Weissbourd et al., 2014). 
Sections spanning the injection site were selected and treated with 1% H2O2 in methanol for 20 
min, rinsed in PBS, quenched in 0.2M HCl for 8 min, rinsed with PBS, incubated in Proteinase K (10 
µg/mL, Roche) in TRIS–HCl/EDTA (50 mM/5 mM, pH 8.0) for 8 min, rinsed with PBS and fixed again 
in 4% PFA for 20 min. Sections were directly transferred to 0.25% acetic anhydride (2.4/µL per mL 
0.1M triethanolamine/HCl) for 10 min, rinsed twice in 2× standard saline citrate (1× SSC: 0.15M NaCl, 
0.015M sodium citrate, pH 7.0) and pretreated in hybridization buffer (HB; 50%formamide, 4× SSC, 
250 µg/mL of denaturated salmon sperm DNA, 100 µg/mL of tRNA, 5% dextransulfate, and 1% Den-
hardt’s solution) diluted 1:2 with 2× SSC for 15 min followed by 1 h of prehybridization at 55 °C in pure 
HB. DIG- labeled RNA probes (200 ng/mL) were heated to 95° for 5 min and added to each well. After 
hybridization over night at 55 °C, section were washed in 2× SSC for 15 min at RT, 2× SSC containing 
50% formamide for 30 min at 65 °C, and 2× SSC for 5 min at 65 °C, always twice, followed by RNase A 
treatment (Roche, 4 µg/mL) and washes in 2× SSC for 5min at RT, 2× SSC containing 50% formamide 
for 30 min at 65 °C, 0.1× SSC containing 50% formamide for 15 min at 65 °C, and finally 0.1× SSC  for 
2× 15min at 65 °C. The hybridized probe was detected using a using a Tyramide Signal Amplification 
Kit (TSA Biotin System NEL700001KT; PerkinElmer). First, sections were blocked in 0.5% blocking 
agent and 4% sheep serum in 0.01M TBS, pH7.5, followed by incubation with sheep anti-DIG-POD 
FAB fragments, conjugated to peroxidase (Roche) diluted 1:2000 in blocking agent overnight. After 
biotinylation in biotinyl tyramide working solution for 2 h, rinsing in TBS, Streptavidin Alexa Fluor 633 
(Life technologies; diluted 1:400 in TBS, 15min) was used, to fluorescently label the mRNA of interest. 
Subsequent immunoamplification of the GFP and mCherry signals was done with goat anti-GFP 
(Abcam) diluted 1:1000 and rabbit anti-RFP (Rockland) diluted 1:250, following the protocol for immu-
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nohistochemistry as outlined above. The only differences were the exclusion of Triton-X and the use of 
Alexa Fluor 488-conjugated donkey anti-goat IgG (Molecular Probes) and Alexa Fluor 594-conjugated 
donkey anti-rabbit (Molecular Probes) diluted 1:500 as secondary antibodies. 
3.8 In vitro electrophysiology and glutamate uncaging
To locate inhibitory inputs to PV cells from LI, we combined whole-cell patch clamp with focal photoly-
sis of caged glutamate (Godwin et al., 1997; Schubert et al., 2007; Walker et al., 2016). Animals were 
deeply anaesthetized with isoflurane and sacrificed by decapitation. Thalamocortical slices of 300 μm 
thickness containing the barrel cortex were prepared with a vibratome (VT1200S; Leica, Germany). 
The cooled (4°C) and oxygenated (95% O2 and 5% CO2) cutting solution containing the following (in 
mM) was used: 75 sucrose, 87 NaCl, 2.5 KCl, 0.5 CaCl2, 7.0 MgCl2, 26 NaHCO3, 1.25 NaH2PO4, 
and 10 glucose, pH 7.4. Slices were incubated in oxygenated artificial cerebrospinal fluid (ACSF) (in 
mM):125 NaCl, 2.5 KCl, 2 CaCl2,1 MgCl2, 26 NaHCO3, 1.25 NaH2PO4 and 25 glucose, pH 7.4) for 
0.5–1h at 32°C and kept at room temperature until further processing. Slices were transferred to a 
fixed-stage recording chamber in an upright microscope (Axio Examiner, Zeiss, Germany) and con-
tinuously perfused at a rate of 2 ml/min at 32 °C with ACSF. Whole-cell patch-clamp recordings from 
PV interneurons in LII/III, identified by tdTomato fluorescence, of the barrel cortex were performed in 
current clamp as well as voltage clamp. Filamented borosilicate glass capillaries (Science Products, 
Germany) of 5–8 MΩ resistance were filled with a cesium-based internal solution (in mM): 135 CsMe-
SO4, 5 CsCl, 0.5 EGTA, 10 HEPES, 4 Mg-ATP, 0.3 Na-GTP, 10 Na-phosphocreatine phosphate; pH: 
7.4 and 0.3–0.5% biocytin. 
For photostimulation, a 405nm diode laser (DL-405, Rapp OptoElectronic, Wedel, Germany) was 
coupled via a 200 µm liquid fibre to the epifluorescence path of the microscope and guided into the 40x 
water immersion objective (Olympus, Germany). The laser beam was focused on a 50x50 µm² area on 
the plane of the brain slice. Caged glutamate (CNB-caged-L-glutamate, Molecular Probes, Carlsbad, 
USA) was added to the ACSF perfusion with a final concentration of 330 µM. To reduce detection errors 
of IPSCs, laser stimulus (6 ms duration) was repeated three times per field at an interval of 10 s. 
In principle, glutamate release could activate all types of neurons, which could lead to disynapti-
cally evoked inhibitory inputs. In a previous study in our laboratory a series of calibration experiments 
was set up to determine an energy level at which the laser, with its beam centered on the soma, gen-
erated spikes in the recorded cell (Walker et al. 2016). Here, we performed additional current clamp 
recordings of LI neurons in each slice, with potassium-based internal solution (in mmol: 135 K-gluco-
nate, 5 KCl, 0.5 EGTA, 10 HEPES, 4 Mg-ATP, 0.3 Na-GTP, 10 Na-phosphocreatine phosphate; pH: 
7.4) and induced spiking by glutamate uncaging. A laser energy level of ~120 µJ triggered spikes in 
all recorded LI neurons, which is the same level as for other interneurons in the barrel cortex (Walker 
et al. 2016). In subsequent mapping experiments, the PV cells were held at +10 mV and IPSCs were 
only accepted as stimulus-evoked if their amplitude exceeded the mean baseline ± 3SD, they were 
detected in at least two out of three stimulus repetitions and they appeared within a 10-20 ms time 
window after stimulus offset. The laser was moved from pia to LIV over an area covering three adja-
cent barrel-related columns (the middle one containing the recorded PV cell). Scanning was carried 
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out systematically along rows with alternating directions (50 µm per step) controlled by the Morgentau 
M1 software (Morgentau Solutions GmbH, Germany). Thus up to 162 different fields were stimulated 
without any intermittent gaps. Layer and column borders were estimated from the brightfield overview 
picture (2.5x) and aligned with the scanned cortical area. 
Inhibitory maps were created, representing the average IPSC amplitude in fields containing sourc-
es of presynaptic inhibitory cells for the recorded LII/III PV cell. These maps were then converted into 
binary ones and aligned in relation to the layer borders and horizontal position of the recorded cell. 
From the overlay of all individual binary maps we calculated an average map depicting the confidence 
level (“1” responses in all individual maps, “0” no responses in all individual maps) for the position of 
inhibitory fields only in LI, for better visualization. Data were acquired using a SEC-05L amplifier (NPI 
Electronics, Germany) in discontinuous mode with a switching frequency of 50-60 kHz. The signals 
were filtered at 3 kHz and digitized at 10–25 kHz using a CED Power1401 (CED Limited, England). 
Data were collected, stored, and analyzed with Signal 5 software (CED Limited). 
3.9 Image acquisition and processing
Two different microscopes were used for acquiring overviews of tissue sections. First, an upright 
epifluorescence microscope (AxioImager.M2, Zeiss, Germany) with a 10x objective (NA=0.3). The 
system was controlled by Neurolucida software (MBF Bioscience, USA). Tiles were stitched automat-
ically during imaging. Second, an inverted epifluorescence microscope (Axio Observer, Zeiss) with a 
10x objective (NA=0.3). The system was controlled by Zeiss software. Tiles were stitched after imaging 
in ZEN Blue software (Zeiss). Injection sites were imaged on an inverted confocal microscope (TCS 
Sp5, Leica, Germany) at 20x magnification (NA=0.75). High resolution images to probe putative syn-
aptic contacts between fibres and cell somata were acquired on an inverted microscope (LSM 880, 
Zeiss, Germany) at 63x magnification (NA=1.4) in Airy Scan mode. Images were processed using Fiji 
software (Schindelin et al., 2012), to enhance contrast and brightness. 
3.10 Quantification and statistical analysis
Brain regions were identified using the Paxinos mouse atlas (Paxinos and Franklin, 2001) and the Allen 
Brain Atlas (http://mouse.brain-map.org/experiment/thumbnails/100048576?image_type=atlasand) as 
well as based on cytoarchitectonic landmarks visible in nuclear staining and by autofluorescence. Ret-
rogradely labeled cells on all sections spanning from Bregma +3 to -4.5 mm were counted manually in 
Neurolucida (MBF Bioscience). Layers were identified based on (i) the different cell densities and (ii) 
their relative thickness as measured in published data (Lefort et al., 2009; Prönneke et al., 2015). For a 
layer independent analysis we marked the pial surface and the LVI - white matter boarder and divided 
the space in between in 20 equally sized bins. We counted the proportion of cells in each of these bins. 
Cell counts were exported with Neurolucida Explorer to Excel. R software was used to sort data and 
perform statistical test. Additional statistical analysis was carried out in Sigma Plot (Systat Software 
Inc, Germany). Data was tested for normality (Shapiro–Wilk test) and equal variance (Brown-Forsythe 
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test). Dependent on the distribution, we used parametric or non-parametric tests as indicated. All val-
ues are given as mean ± SD. Graphs were produced using Origin software (Origin Lab, USA). Adobe 
Illustrator and InDesign were used for arrangement of pictures. 
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4 RESULTS
4.1 Intersectional rabies virus tracing of Parvalbumin express-
ing GABAergic neurons
The main aim of this project was to study the brain-wide, afferent inputs to PV expressing GABAergic 
neurons in the mouse barrel cortex. We utilized novel tools for intersectional rabies virus tracing to iso-
late the GABAergic population of PV cells. In addition, we used anterograde tracing and electrophysi-
ology to verify connections revealed with RV tracing. 
4.1.1 Motivation to use intersectional RV tracing
RV tracing usually combines a modified RV, Cre-dependent helper viruses and a Cre-driver mouse 
line to visualize inputs to a Cre-expressing cell class (Wall et al., 2010; Wickersham et al., 2007a). 
The specific and exhaustive Cre-expression in the target cell type is a prerequisite for the specificity 
of the tracing (Wall et al., 2010). To trace the inputs to PV cells, we wanted to use the widely common 
PV-Cre line (Hippenmeyer et al., 2005). Our initial tracing experiments using the PV-Cre line, however, 
revealed an uptake of virus into pyramidal shaped neurons in LV that were negative for PV antibody 
(Figure 3A, B). Fluorescent in-situ hybridization for vGlut1 in the PV-Cre/tdTomato line revealed that 
12.2 ± 5.6% of Cre-expressing cells in LV were excitatory (Figure 3C, n = 2 mice, 8 sections), presum-
ably due to a low-level expression of PV (van Brederode et al., 1991). To avoid tracing partly excitatory 
cells we developed an intersectional approach to isolate the inhibitory population of PV cells (Fenno 
et al., 2014; Madisen et al., 2015). We bred Vgat-Cre/PV-Flp mice that co-express Cre and Flp in all 
GABAergic PV neurons. After crossing with the tdTomato reporter (Ai65) we confirmed the almost com-
plete absence of vGlut1 signal in tdTomato positive cells in LV (0.1 ± 0.4%; Figure 3C). These results 
suggest that the Vgat-Cre/PV-Flp line allows to trace the GABAergic population of PV expressing cells 
with a very high specificity.
To use this mouse line for tracing experiments, we applied two intersectional viruses (Figure 4A, 
E): (1) AAV8-Con/Fon-TVA-mCherry (from here on: AAV-TVA-mCherry), expressing the cell surface 
receptor TVA, required for uptake of modified RV, and the red fluorophore mCherry. (2) AAV8-Con/Fon-
oG (from here on: AAV-oG), expressing the optimized rabies glycoprotein (Kim et al., 2016), required 
for spread of RV to presynaptic terminals. The constructs were validated in vitro, showing that their 
expression depends on the recombination by both Cre and Flp (Figure 4B-D, F, G). 
Two weeks after delivery of helper viruses into Vgat-Cre/PV-Flp mice, RV-ΔG-EGFP (EnvA) (from 
here on RV-EGFP) was injected at the same location. It was pseudotyped with the avian sarcoma leu-
cosis virus coat protein EnvA, the ligand of TVA receptor to restrict its transduction to TVA expressing 
cells. Its glycoprotein was deleted from its genome and replaced with the sequence for EGFP. In cells 
containing AAV delivered oG, trans-complementation of oG allowed RV-EGFP to spread to first-order 
presynaptic cells. Because this RV expressed EGFP, the presynaptic neurons appeared green. The 
starter cell population from which RV had spread, appeared yellow due to the mixture of EGFP and 
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mCherry (Figure 5). This system should ensure that we selectively trace the monosynaptic inputs to 

































Figure 3: RV-tracing in PV-Cre line includes excitatory starter cells 
(A) Injection of Cre-dependent helper viruses AAV-FLEX-TVA-mCherry and AAV-FLEX-oG, followed by RV-EGFP 
into PV-Cre mice revealed a reliable transduction of pyramidal-shaped neurons in LV. 
(B) Insert in A. White arrowheads mark pyramidal-shaped, PV-immunonegative cells that express TVA-mCher-
ry probably due to a low-level expression of PV protein, sufficient to activate Cre. Yellow arrowheads mark 
cells that additionally took up RV and are potential excitatory starter cells. 
(C) Fraction of excitatory marker vGluT1-RNA-positive cells among all tdTomato-labeled cells in the PV-Cre/
tdTomato and Vgat-Cre/PV-Flp/tdTomato mouse line across layers (n = each line 2 mice, 8 sections). In the 
PV-Cre line, about 12.2 ± 5.6% of tdTomato-positive cells were vGluT1-positive in LV, while in the Vgat-Cre/
PV-Flp line this excitatory marker was virtually absent. 
Bettina Pater collected the data for the PV-Cre line, Friedrich Krohn collected the data for the Vgat-Cre/PV-
Flp line. 
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Figure 4: Engineering and validation of Cre- AND Flp-dependent AAV-Con/Fon-TVA-mCherry and AAV-
Con/Fon-oG
(A) Molecular design (top) of Cre- (yellow) and Flp-dependent (purple) exons of oG (gray), created through the 
introduction of a central artificial intron (open box) and (bottom) primers used for PCR and RT-PCR. 
(B) PCR (lanes 1 and 3) and RT-PCR (lanes 2 and 4) using noted primers of wild-type oG (left) and Con/Fon-
oG (right), showing expected band for Con/Fon-oG confirming proper exon re-orientation after recombinase 
activity and intron splicing. Splicing was further validated by sequencing of the Con/Fon-oG cDNA band 
(bottom). PCR of Con/Fon-oG DNA using primers recognizing the exons in the initial, reverse complement 
























































































4.1.2 Targeting of the C2 column
We directed all our virus injections to the barrel cortex, the vibrissal area of the somatosensory cortex. 
Each whisker has a corresponding columnar representation in the barrel cortex but the cytoarchi-
tecture of each whisker related column is unique and slightly different from each other (Meyer et al., 
2013). To achieve a highly homogenous population of PV starter cells that is well comparable among 
animals, we centered our injection on the C2 column, which we targeted using ISOI (Grinvald et al., 
1986; Guy et al., 2015). Stimulation of the C2 whisker elicited a highly localized hemodynamic signal 
at the corresponding location of the C2 column in barrel cortex, which we mapped on the blood vessel 
pattern (Figure 6A, B). In a proof of principle experiment we localized the C2 column in a Scnn1a-Cre/
tdTomato mouse, which labels LIV cells of barrel cortex with tdTomato. The injection with DiO was well 
targeted towards the C2 barrel (Figure 6C). For virus injections, we did not attempt to restrict out starter 
cell population to just one column but intended to center it on C2.  
4.1.3 Control experiments reveal a leak of “invisible” TVA
To verify that not just our mouse line but also our viruses have high specificity, we performed several 
important control experiments. First, we injected RV-EGFP without prior injection of the AAVs (n=4 
hemispheres) to verify that the transduction of RV-EGFP exclusively depends on the interaction with 
TVA. We did not detect EGFP labeled cells indicating that RV-EGFP failed to transduce TVA-negative 
cells (Figure 7A). Because we made sure that this particular batch of RV-EGFP was not contaminated 
(C) Wildtype oG (left) but not fragments used for exon 1 or exon 2 (center, right) encodes functional rabies 
glycoprotein, as assayed by antibody staining in HEK293 cells. 
(D) Con/Fon-oG only encodes functional protein in the presence of both Cre and Flp while neither Cre nor Flp 
in isolation is sufficient to produce functional glyco¬protein, as assayed by flow cytometry on HEK293 cells 
co-transfected with Con/Fon-oG and indicated recombinases (scale bars: big panel: 50 μm, small panels: 5 
μm).
(E) Molecular design (top) of Cre- (yellow) and Flp-dependent (purple) exons of TVA-mCherry created through 
the introduction of two introns (open boxes) and (bottom) primers used for PCR and RT-PCR.  
(F) PCR (lanes 1 and 3) and RT-PCR (lanes 2 and 4) using noted primers of wild-type TVA-mCherry (left) 
and Con/Fon-TVA-mCherry (right), showing expected band for Con/Fon-TVA-mCherry cDNA and confirming 
proper exon re-orientation after recombinase activity and intron splicing. Splicing was further validated by 
sequencing of the WT- and Con/Fon-TVA-mCherry cDNA bands, including minor ones (bottom). The major 
band represents ideal splicing of the intron and recombinase components, while the smaller bands in both 
the wild-type and INTRSECT versions are either non-specific or represent inherent splicing separate from the 
introns introduced during INTRSECT molecular engineering.
(G) Cultured neurons express functional Con/Fon-TVA-mCherry (red) only when co-transfected with Cre (blue) 
and Flp (green) (scale bars: big panel: 50 μm, small panels: 5 μm).
The figure was made by Lief Fenno. The data shown in this figure as well as the viral constructs were gen-
erated by Lief Fenno, Charu Ramakrishnan, Yoon S. Kim and Karl Deisseroth and shared with us in the 
framework of a collaboration. 
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Figure 5: Experimental workflow of intersectional RV-tracing of GABAergic PV cells
On day 1, AAV8-Con/Fon-TVA-mCherry and AAV8-Con/Fon-oG are co-injected into the barrel cortex of Vgat-
Cre/PV-Flp mice. The expression of TVA-mCherry and oG is conditional on the activity of both Cre and Flp. 
Cutting by recombinases prompts the correct orientation of the constructs. Subsequent splicing of artificial 
introns (black boxes) enables the assembly of the constructs. Because in Vgat-Cre/PV-Flp mice co-expres-
sion of Cre and Flp is exclusive to the intersectional population of GABAergic PV cells, TVA-mCherry and oG 
expression is restricted to this cell-type. 
RV-SAD-ΔG-EGFP (EnvA) (RV-EGFP) is injected 14 days later at the same location. EnvA protein conditions 
RV transduction to TVA-exposing cells. Upon uptake into GABAergic PV cells, it incorporates the oG into its 
envelope, which allows the spread to first-order presynaptic neurons. The absence of a glycoprotein in these 
neurons prohibits further spread. RV-EGFP expression mixes with AAV-mCherry expression to label starter 
cells yellow, while the presynaptic neurons exclusively express RV-EGFP and thus appear green. 
with RV particles coated by the endogenous glycoprotein, we used only this batch for subsequent ex-
periments.  
Second, we investigated if the recombination of the AAVs only happens in the presence of both 
recombinases. We injected BL6 mice, which express neither Cre nor Flp, with experimental titers of 
AAV-TVA-mCherry and AAV-oG before injection of RV-EGFP (n=2 mice). We observed weakly mCher-
ry-positive cells as well as a low number of EGFP-positive cells at the injection site (Figure 7B). This 

























Flp (n=2 mice) mice, where one recombinase was present, except that the number of EGFP-positive 
cells was slightly higher (Figure 7C, D). However, we never observed EGFP-positive cells outside of 
the injection site in any mouse line. These results lead us to the following considerations:
(I) TVA-mCherry can be expressed in the absence of one or two recombinases at a very low lev-
el. However, when we injected AAV-TVA-mCherry into Vgat-Cre/PV-Flp animals, we found that about 
97% (n=4 mice, 11 sections) of TVA-mCherry positive cells were co-labeled with PV-immunostaining, 
indicating a high specificity of the virus (Figure 7E). We do not have a clear explanation for this dis-
crepancy but assume that under our experimental conditions TVA-mCherry labeling is mostly directed 
to PV cells.
(II) Our virally delivered oG did not have a fluorescent tag. An indicator that oG is expressed in 
the absence of recombinases would be transsynaptic spread of RV-EGFP. We saw EGFP-positive, 
mCherry-negative cells at the injection site but never outside of it. We closely looked at the ventral 
posteromedial nucleus of the thalamus (VPM), which provides reliable long-range input to the barrel 
cortex (Figure 7B-D). We never found any labeling there. The cells at the injection site could be trans-
synaptically labeled but then we would expect at least a few cells in distant areas as well. Instead, the 
restriction to the injection site could be due to a local leak of TVA (Do et al., 2016; Faget et al., 2016; 
Kim et al., 2018; Mijamichi et al., 2013; Schwarz et al., 2015; Watabe-Uchida et al., 2012; Weissbourd 
et al., 2014). EnvA-pseudotyped RV is highly sensitive to TVA (Mijamichi et al., 2013). Therefore, a 
small number of TVA molecules can already permit RV entry into cells. In case that TVA is expressed 























Figure 6: Mapping the C2 whisker representation in barrel cortex
(A) In a proof-of-principle experiment we showed that intrinsic signal optical imaging can be used to target 
injections to a defined column of the barrel cortex. We illuminated the exposed cortical surface above the 
barrel cortex with red light, while stimulating the C2 whisker and recording the reflectance with a CCD-cam-
era. 30 frames were recorded and averaged. Repetitive whisker stimulation led to a localized change in 
blood flow, which induced a change in light reflectance visible as a dark dot. 
(B) Surface vasculature was overlaid with image A and the location of the highest change in reflectance was 
marked with a red dot. The blood vessels were used as landmarks to guide the injection pipette. 
(C) Tangential section through the barrel cortex of a Scnn1a-Tge-Cre/tdTomato mouse. Injection of DiO 
crystals was guided by the intrinsic signal elicited upon C2 whisker stimulation shown in A. This experiment 


























































(III) To investigate the extent of possible TVA leak, we injected AAV-TVA-mCherry without AAV-oG 
into Vgat-Cre/PV-Flp mice and two weeks later RV-EGFP (n=4 hemispheres, Figure 7F). About 15.7 
± 6.1% of the transduced cells were exclusively EGFP-positive, mCherry-negative cells (Figure 7G). 
Because no oG was provided, RV must have transduced them directly due to leaky expression of TVA. 
These cells displayed no mCherry signal making the TVA “invisible”. This suggests that RV-EGFP-pos-
itive, mCherry-negative cells at the injection site in our control experiments result most likely from direct 
RV uptake. Therefore, recombinase-independent expression of “invisible” TVA and not oG is responsi-
ble for the exclusively green cells at the injection site in our control experiments. 
In sum, these control experiments indicate that our intersectional viruses allow the specific tracing 
of long-range projections to GABAergic PV cells. Tracing of local circuits is slightly confounded be-
cause transsynaptically labeled, RV-EGFP positive cells are indistinguishable from cells transduced by 
RV-EGFP directly due to “invisible” TVA leak.
4.1.4 Starter cells are PV-positive and occur in layers II-VI
Vgat-Cre/PV-Flp mice (n=13) were injected with a 1:1 ratio of AAV-TVA-mCherry and AAV-oG in the 
C2 column of the right barrel cortex and two weeks later with RV-EGFP at the same location. After one 
Figure 7: Validating intersectional constructs for cell-type specific RV-tracing in vivo
(A) Coronal section through the barrel cortex of a BL6 mouse after injection of RV-EGFP, without prior injec-
tion of helper AAVs. No transduced cells were detected, demonstrating that RV-EGFP transduction is TVA 
dependent (scale bar: 500 µm). 
(B-D) Coronal sections of BL6, PV-Flp, Vgat-Cre mice after the injection of AAV- Con/Fon-TVA-mCherry and 
AAV-Con/Fon-oG into barrel cortex and subsequent RV-EGFP injection two weeks later. oG was not expressed, 
preventing RV-EGFP from spreading trans-synaptically to cells outside the injection site, as indicated by the 
absence of labeled cells in e.g. the ventral posteromedial nucleus of the thalamus (VPM; scale bar: overview 
1000 µm, insert 200 µm). 
(B’-D’) Magnification of injection site. Even in the absence of both or one recombinase, TVA was expressed, 
allowing RV-EGFP to enter cells at the injection site directly. However, most RV-labeled cells were TVA-nega-
tive although (in principle) mCherry-expressing cells were visible. This means that RV can enter cells without 
a mCherry signal, most likely due to very low levels of leaky TVA (scale bar: 200 µm). 
(E) Section through the barrel cortex of a Vgat-Cre/PV-Flp mouse after injection of AAV-Con/Fon-TVA-mCher-
ry. Immunostaining for PV revealed that AAV-transduced cells virtually all co-localize with PV signal showing 
a high specificity of the TVA signal in this mouse line (scale bar: 100 µm).
(F) Injection of AAV-Con/Fon-TVA-mCherry alone (no AAV-oG that enables trans-synaptic spread) into a Vgat-
Cre/PV-Flp animal, followed by RV-EGFP injection two weeks later. Injections yielded mostly double-labeled, 
PV-positive cells, but also a few mCherry-negative, EGFP-positive cells. These exclusively green cells are a 
result of direct RV-EGFP entry, due to low-level expression of TVA in the absence of Cre/Flp. Because these 
cells do not have a mCherry signal, we termed this phenomenon “invisible TVA” (scale bar: 50 µm). 
(G) On average 16% of cells (n = 4 hemispheres, 8 sections) at the injection site had levels of invisible TVA 
high enough for direct RV-EGFP entry. 
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more week, animals were sacrificed and the brain sectioned coronally (Figure 8A). Cells double labe-
led with mCherry and EGFP were considered putative starter cells. At least three sections through the 
injection site for each brain were subjected to PV antibody staining. Almost all double-labeled starter 
cells were PV positive (96.6% ± 3.89%; Figure 8B) demonstrating a high specificity of the intersectional 
viruses. Starter cells were present in all cortical layers expect for LI (Figure 8C). 
It is important to mention that we are likely to overestimate the number of starter cells for three 
reasons. First, because AAV-oG did not carry a fluorescent tag, we cannot say with complete certainty 
that all double-labeled cells contained oG. Co-injection of AAV-TVA-mCherry and AAV-Con/Fon-EGFP 
at equal titers yielded a co-transduction rate of just 31% (n=6 sections, 1 mouse; data not shown). Sec-
ond, oG needs to build up to a critical concentration to allow for the assembly of retrogradely infectious 
particles so that the mere presence of oG does not necessarily guarantee trans-synaptic spread (Wei-
ble et al., 2010). Third, PV cells are highly interconnected among each other (Karnani et al., 2016a; 
Tamás et al., 1998). Therefore, PV cells that took up TVA-mCherry can either be directly transduced 
by RV-EGFP or retrogradely if they connect to a real starter PV cell. Because of these confounding 
factors we abstained form calculating a ratio between starter cells and presynaptic cells as a means of 





























Figure 8: Identification of starter cells in Vgat-Cre/PV-Flp mice
(A) Coronal section through an injection site in right barrel cortex with the corresponding atlas section (scale 
bar: 1000 µm). 
(B) Insert in A. Cells marked by white arrowheads are AAV-Con/Fon-TVA-mCherry and RV-EGFP co-transduc-
ed, putative starter cells. They are almost exclusively positive for PV protein (scale bar: 100 µm). 
(C) Distribution of putative starter cells across cortical layers (n = 13 mice; ±SD).
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4.1.5 The population of PV cells receives predominantly local excitatory 
inputs
We manually counted all retrogradely labeled cells on all sections throughout the rostro-caudal extent 
of the brain from Bregma +3 to -4.5. Each section was overlaid with the corresponding section of the 
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Figure 9: Local inputs to PV cells
(A) Distribution of RV-EGFP-positive cells across cortical layers (13 mice, mean±SD). 
(B) Section through the injection site that underwent fluorescent in-situ hybridization for the excitatory neu-
ron marker vGluT1 (scale bar: 200 µm). 
(C) Insert of B. White arrowheads mark RV-EGFP-positive cells co-localizing vGluT1 probe-derived fluores-
cence (scale bar: 50 µm). 
(D, E) Fraction of vGLuT1-positive inputs in each layer and fraction of vGluT1-positive inputs among all local 
inputs in each layer (n = 4 mice, 16 sections; mean±SD).
(F, G) Examples for RV-EGFP-positive cells co-localizing VIP and SST RNA-probe-derived fluorescence (scale 
bar: 50 µm). 
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as based on the overlay and cytoarchitectonic features discernable based on DAPI counterstain. 
We discriminated between local input and long-range inputs. Inputs were classified as local if 
they were with the barrel cortex as defined by the Paxinos mouse atlas and classified as long-range if 
they were outside. Local inputs made up 92.7% ± 3.1% of total inputs. This dominance of local inputs 
suggests that the activity within the barrel cortex has much greater influence on the activity levels of 
PV cells than long-range inputs. We calculated the proportion of local inputs in each layer, as defined 
by the soma position of the presynaptic neuron (Figure 9A). Almost half of the presynaptic cells were 
located in LIV, where cells mostly lacked an apical dendrite suggesting them to be spiny stellate cells. 
It is important to keep in mind that these numbers are subject to the error caused by leak expression of 
TVA as mentioned earlier. However, the relative proportion of each layer should be mainly unaffected 
because leak expression is a random phenomenon. 
To investigate the balance of excitatory and inhibitory inputs to PV cells, we performed fluorescent 
in-situ hybridization for vGlut1, SST and VIP on sections spanning the injection site. 70% of local inputs 
were positive for the excitatory marker vGlut1 (Figure 9B, C). This is also approximately the proportion 
of excitatory cells within each layer (Figure 9D). This means that PV neurons, as a population, receive 
mostly excitatory inputs. These excitatory inputs originated mostly from L4 (Figure 9E) because the 
largest fraction of local inputs was located in LIV. The stainings for SST and VIP yielded such low num-
ber of co-localization rates with EGFP positive cells (2.1% for VIP, 0.7% for SST, Figure 9F, G) that we 
abstained from a further analysis. We did not stain for GADI because PV cells itself are part of the GADI 
population. As RV can spread among the interconnected PV cells, starter cells and retrogradely labe-
led cells become intermingled. Because PV cells that appear as starter cells constitute an unknown 
fraction of inhibitory inputs converging on PV cells, GADI staining could not yield an unbiased value 
about the fraction of inhibitory inputs innervating PV cells. 
4.1.6 LI interneurons inhibit PV neurons in upper layer II/III
Interestingly, we found that 5.7% ± 5.3% of local inputs originated from LI. We performed in-situ hybrid-
ization for GADI to confirm that all LI cells were inhibitory (Figure 10A). The axonal outreach of most 
LI neurons is predominantly confined to LI but some cell types do extend their axon into deeper layers 
(Abs et al., 2018; Jiang et al., 2015; Schuman et al., 2018). We correlated the number of LI neurons 
with the number of PV starter cells in LII/III, LIV and LV/VI. The correlation was only significant between 
LI neurons and PV starter cells in LII/III (LII/III: Spearman correlation ρ=0.81, p<0.001; LIV: ρ=0.297, 
p=0.31; LV/VI: ρ=0.54, p=0.051), suggesting that LII/III PV cells are the major population presynaptic 
to LI neurons (Figure 10B). We performed glutamate uncaging experiments to provide independent 
evidence for a direct connection of LI interneurons to PV cells in LII/III. We produced thalamocortical 
slices through barrel cortex of mice in which PV cells were labeled with tdTomato. First, we recorded 
from LI neurons and activated them with photolysis of caged glutamate. This allowed us to calibrate 
the laser power to a level at which LI interneurons would be activated. The laser power was in a range 
that also activated other inhibitory neurons (Walker et al., 2016). Then we recorded from single PV cells 
throughout the depth of LII/III, while laser stimulating cells in LI-LIV. 6/10 PV cells showed inhibitory 
synaptic responses upon stimulation of LI. An activation map of an example cell is depicted in Figure 
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Figure 10: LI interneurons provide input to LII/III PV cells
(A) RV-EGFP-labeled cells in LI at the injection site are all positive for GAD1 mRNA, as demonstrated with 
fluorescent in-situ hybridization (n = 4 mice, 15 sections). Red arrowheads mark co-localized fluorescence 
(scalebar: 50 µm). 
(B) Cross-section through the injection site. Red arrowheads mark RV-EGFP-positive cells in LI, while white 
arrowheads mark starter cells in LII/III that could potentially be postsynaptic to LI neurons (scalebar: 200 
µm). 
(C) Example map of synaptic responses in a whole cell-recorded LII/III PV cell caused by glutamate uncag-
ing. The color code represents the strength of the monosynaptic inhibitory postsynaptic response. Soma 
position is indicated by a black circle. 
(D) Inhibitory postsynaptic responses recorded after photostimulation at the two squares indicated on map 
in C. Each field was stimulated three times. One trace is highlighted in red the other two in gray. The blue 
square indicates the time of laser stimulation onset. 
(E) Average map (n=10 cells) of postsynaptic responses onto PV cells elicited upon photostimulation in LI. 
White circles mark the PV neurons’ soma positions across the depth of LII/III.  
The electrophysiological data shown in this figure were generated by Nidhi Subhashini and analyzed with 
scripts written by Martin Möck. 
10C, D. We averaged the activation maps of single cells and found a reliable probability of LI input to 
LII/II PV cells (Figure 10E). These experiments demonstrate a functional connection between LII/III PV 








































Figure 11: Long-range inputs to PV cells
(A-D) Images with corresponding Paxinos mouse atlas section showing the location of long-range inputs to 
PV cells in barrel cortex. The schematic sagittal section in the top left corner marks the distance from breg-
ma.  Examples are from secondary somatosensory cortex (S2; A), secondary auditory cortex (ventral area, 
AuV; B), primary and secondary visual cortex (V1, V2L; C), and ventral posteromedial nucleus and posterior 
nucleus of the thalamus (VPM, PO; D). Cortical neurons predominantly had a pyramidal morphology, sug-


























































4.1.7 PV cells receive long-range cortical and subcortical input
Next, we analyzed the fraction of long-range inputs originating from outside the barrel cortex. The main 
sources of long-range input were visual cortex, secondary somatosensory cortex, auditory cortex and 
the thalamus (Figure 11A-D). For quantification, we distinguished cortical (65.1 ± 12.7% of total long-
range inputs) and subcortical (34. 9± 12.71% of total long-range inputs). We calculated the percentage 
of inputs from each area as a fraction of the total cortical or subcortical inputs, respectively (Figure 
11E). The most numerous cortical input stemmed from visual areas, which made up almost 40% of all 
cortical inputs. The dominant subcortical input was with approximately 65% the ventral posteromedial 
nucleus of the thalamus (VPM).
(E) Proportion of cortical and subcortical long-range input areas. Cells in areas of similar functionality (i.e. 
primary and secondary visual cortex) were pooled together. Numbers in brackets indicate in how many 
brains (from the total sample of n=13) this area contained labeled cells. 
A
IV V/VIII/III
S1 body auditory cortexvisual cortex S2
total cortical 
long-range input
IV V/VIII/IIIIV V/VIII/IIIIV V/VIII/IIIIV V/VIII/III























Figure 12: Laminar analysis of cortical long-range inputs to PV cells
(A) Fraction of long-range inputs by layer compartment from all cortical areas, except motor cortex (ANOVA, 
F=19.625, p<0.001, post-hoc Tukey analysis; mean ± SD). 
(B-E) Fraction of long-range inputs by layer compartment from visual cortex, secondary somatosensory 
cortex (S2), auditory cortex, and primary somatosensory cortex (S1) body representation. For visual cortex 
there was a significant difference among layer compartments, with LIV containing the highest number of 
labeled projection neurons (ANOVA, F= 34.84, p < 0.001, post-hoc Tukey analysis). ***p < 0.001
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4.1.8 LIV visual cortex projects to PV neurons in the barrel cortex 
We analyzed the distribution of cortical inputs across layers, excluding inputs from motor cortex be-
cause of the nearly absent LIV. We calculated the proportion of retrogradely labeled, long-range projec-
tion neurons localized in LII/III (20.9 +/-8.4%), LIV (50.3 +/-13.8%) and LV/VI (28.8 +/-13.0%) (Figure 
12A). The number of projection neurons in LIV was significantly higher than in LII/III or LV/VI (ANOVA, 
F=19.625; p<0.001). Next, we calculated the proportion of projection neurons in each layer compart-
ment for the main input areas individually. We found no difference among the layer compartments, 
except for visual cortex (Figure 12B-E; visual cortex: ANOVA, F=34.84, p<0.001; S2: ANOVA, F=0.62, 











































Figure 13: LIV neurons in visual cortex form putative synapses with PV cells in barrel cortex
(A, B) Additional examples for retrogradely labeled cells in visual cortex LIV (white arrowheads), which were 
often located at the border between LIII and LIV (scale bar: 200 µm). 
(C) Coronal section through visual cortex of LIV-specific mouse line Scnn1a-Tg3-Cre, injected with AAV-FLEX-td-
Tomato (scale bar: 1000 µm). 
(D) Insert of C with close-up of injection site. LIV cells are strongly labeled but a few transduced LV/VI cells 
are visible, too (scale bar: 200 µm). 
(E, G) Cross-sections through barrel cortex of injected animal in C/D, immunostained for PV in green (scale 
bar: 100 µm). 
(F, H) Insert of E/G, respectively. tdTomato-positive axons originating from visual cortex were in close appo-
sition to PV-stained cell bodies in barrel cortex. Boxes indicate the putative contact sites in the XY, XZ, and 
YZ planes (scale bar: 5 µm).
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LIV in visual cortex contained significantly more projection neurons than upper or deep layers (LII/III: 
23.88 ± 12.63%, LIV=59.64 ± 17.71%, LV/VI: 16.49 ± 11.11%, Tukey Test, p<0.001 for both LIV vs. LII/
III and LIV vs. LV/VI). 
We observed that retrogradely labeled projection neurons in visual cortex LIV were often at the 
border between LIII and IV opening the possibility that these are deep LIII cells (Figure 13A, B). To 
provide additional evidence for this unexpected connection motif from LIV visual cortex to barrel cortex, 
we injected an anterograde tracer AAV2/1-FLEX-tdTomato into visual cortex of LIV-specific Scnn1a-
Tg3-Cre mice (n=2) to visualize fibres from LIV cells reaching barrel cortex (Figure 13C, D). The fibre 
density was highest in LII/III of barrel cortex but we could find putative synaptic contacts between fibres 
and PV neurons throughout all layers of the barrel cortex (Figure 13E-H). This experiment adds evi-
dence that LIV cells in visual cortex maintain long-range connections to barrel cortex, of which at least 
a fraction are targeting PV cells. 
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4.2 Comparison of brain-wide inputs to VIP neurons in barrel 
cortex of WT and reeler mice 
The main aim of this project was to compare the brain-wide long-range inputs to VIP neurons in WT 
and reeler mice. The project was motivated by the question if VIP neurons in reeler are embedded in 
the same long-range circuitry as in WT animals despite the absence of cortical layers. We optimized 
and then applied Cre-dependent RV tracing to visualize the brain-wide monosynaptic inputs to VIP 
neurons in both genotypes.  
4.2.1 VIP neurons are misarranged in the reeler mouse
Cortical layers do not form in reeler (D’Arcangelo and Curran, 1998). In previous studies, staining for 
laminar fate markers revealed that excitatory neurons with a molecular fate for a particular layer are 
malpositioned (Boyle et al., 2011; Dekimoto et al., 2010; Wagener et al., 2010). On the contrary, the 
position of inhibitory neurons in the reeler mouse has only been minimally investigated (Boyle et al., 
2011; Hevner et al., 2004; Pielecka-Fortuna et al., 2014; Yabut et al., 2007). Unlike excitatory cells, 
Figure 14: Distribution of VIP cells in WT and reeler mice
(A, B) Coronal section at the level of the barrel cortex of a VIP-Cre/tdTomato and VIP-Cre/tdTomato/Reeler 
mouse (scalebar: 1000 µm). 
(C, D) Insert in A, B. Close-up of cortical tissue in WT and reeler mouse. VIP neurons labeled with tdTomato 
show a stronger bias towards upper layers in WT and a more dispersed arrangement in reeler (scale bar: 
100 µm; Abbr.: Amy, Amygdala; HPF, hippocampal formation, RSA, retrosplenial agranular cortex; S1, prima-
ry somatosensory cortex; S2, secondary somatosensory cortex). 


















they do not have a layer fate marker, although each interneuron subtype has a fairly distinct laminar 
profile in WT cortex (Hioki et al., 2013) . Among the three main types of interneurons, VIP neurons have 
the most biased laminar distribution. About 60% of VIP neurons in barrel cortex are in LII/III (Prönneke 
et al., 2015). We investigated if VIP neurons in the reeler mouse have such a bias, too, or if they are 
arranged differently. 
We generated VIP-Cre/tdTomato and VIP-Cre/tdTomato/reeler mice to visualize VIP neurons. In 
reeler mice, VIP neurons appear homogeneously distributed throughout the thickness of the cortex and 
are not biased towards a certain layer (Figure 14). Given this dispersion, we focused on the question if 
VIP neurons in reeler are able to integrate long-range input from the same sources and with the same 
magnitude. 
We used Cre-dependent RV tracing to map the monosynaptic long-range inputs to VIP cells in 
barrel cortex of WT and reeler mice (Figure 15). We injected helper AAV vector AAV8-FLEX-TVA66T-
EGFP-oG (from hereafter AAV-TVA66T-EGFP-oG) into the barrel cortex of VIP-Cre and VIP-Cre/reeler 
mice. It carries the sequence for three proteins separated by 2A elements to allow for their expression in 
equal amounts (Minskaia et al., 2013): The cell surface receptor TVA (here we used a mutated version, 
TVA66T, which we will explain later), the optimized version of the rabies glycoprotein (oG) and EGFP as 
a fluorescent marker. Modified rabies virus RV-ΔG-mCherry (EnvA) (from hereafter RV-mCherry) was 
injected two weeks later at the same location. Because it is coated with EnvA, the ligand for the TVA re-
ceptor, it can only transduce cells presenting TVA on their surface. Furthermore, RV-mCherry is G-de-
leted, so that it needs the glycoprotein provided in trans from the helper virus to spread to presynaptic 
neurons. Its mCherry expression labels these presynaptic neurons red. The starter cells appear yellow 
due to the mixture of EGFP and mCherry. This two-virus system allows the visualization of brain-wide 
monosynaptic inputs to unequivocally identifiable starter cells. 
4.2.2 Mutated version of TVA abolishes leak expression of TVA
There are two main prerequisites for a truly cell-type specific RV tracing. (1) Cre-expression must occur 
only and in all cells of the target cell type. (2) A solely RV positive cell must be without doubt presyn-
aptic to a Cre-expressing cell. 
Previous studies have demonstrated a very high specificity of the VIP-Cre line (Prönneke et al., 
2015; Taniguchi et al., 2011). In fact, 99% of Cre-expressing cells are immunopositive for VIP and there 
are basically no VIP cells that do not express Cre (Prönneke et al., 2015). Thus, this mouse line fulfills 
the requirement for cell-type specific tracing. 
To check if our viral constructs allow for cell-type specific input tracing we performed control ex-
periments in BL6 animals that do not express any Cre. First, we injected RV-mCherry or RV-EGFP 
into BL6 animals without prior injection of helper AAVs. We did not see any mCherry or EGFP positive 
cells, respectively, at the injection site indicating that RV failed to transduce cells in the absence of TVA 
(Figure 16A, B). 
Next we tested different AAV constructs. We injected the AAVs into the barrel cortex of BL6 ani-
mals and two weeks later RV at the same location. After termination of the experiments we looked for 
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labeling at the injection site as well as in the VPM. The VPM reliably sends projections to the barrel 
cortex. Labeling in the VPM would indicate transsynaptic spread of RV. 
Upon injection of AAV1-FLEX-TVA-EGFP-G and RV-mCherry we observed moderate amounts 
of RV-mCherry positive cells at the injection site and sparse labeling in the VPM (Figure 16C) The 
labeling in the VPM can only be explained by a Cre-independent leak expression of both TVA and G 
protein, so that RV could enter and spread from a cortical cell that receives thalamic input. The labeling 
at the injection site can be explained both by leak of TVA and G, as well as just TVA. If both proteins 
are leaky, the RV-mCherry positive cells are transsynaptically infected cells. However, leak expression 
of TVA alone could promote direct uptake of RV (Mijamichi et al., 2013). Therefore, at the injection site 
RV-mCherry positive cells are either directly or transsynaptically labeled. Because leak expression of 
both TVA and G would confound local and long-range input tracing in Cre-expressing animals, this AAV 
construct was considered not useful to trace cell-type specific inputs. 















Figure 15: Experimental workflow of Cre-dependent RV-tracing of VIP neurons 
On day 1, AAV8-FLEX-TVA66T-EGFP-oG is injected into the barrel cortex of a VIP-Cre mouse. TVA66T is a mu-
tated version of TVA, to which EnvA has a reduced affinity. RV-mCherry is injected 14 days later at the same 
location. This RV is pseudotyped with the TVA-ligand EnvA. Only cells expressing a high amount of TVA66T 
will be transduced by RV-mCherry. This will only be the case for Cre-expressing VIP cells. Because VIP cells 
co-express oG, RV-mCherry can incorporate the glycoprotein into its envelope and spread to first-order pre-
synaptic neurons but not any further. While starter VIP cells appear yellow due to the mixture of mCherry and 
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RV-EGFP labeling at the injection site but no labeling in the VPM (Figure 16D). Therefore, the AAVs 
do not express oG in the absence of Cre but TVA, so that RV can enter TVA positive cells directly at 
the injection site. Therefore, these constructs would produce error prone results when analyzing local 
connectivity but not long-range connectivity. 
The combination of AAV1-FLEX-tTA-EGFP-TVA, AAV1-TREtight-BFP-G and RV-mCherry as well 
as the combination of AAV1/2-FLEX-mCherry, AAV1/2-FLEX-G-TVA and RV-EGFP resulted in strong 
RV labeling at both the injection site and in the VPM (Figure 16E, F). Therefore, these constructs show 
a strong leak expression of both TVA and G. They are not suited for cell-type specific tracing. 
Considering that the leak of TVA seems to be much stronger and that the leak of G can only take 
































































































































































































































































































































Figure 16: Validation of Cre-dependent constructs for RV-tracing in BL6 animals
(A, B) Coronal section through the barrel cortex of a BL6 mouse after injection of RV-EGFP or RV-mCherry, 
without prior injection of helper AAVs. In both cases, no transduced cells were detected. Uptake of RV into 
cells strictly depends on the presence of TVA (scale bar: 200 µm). (RVs were kindly provided by Karl-Klaus 
Conzelmann). 
(C-F) We injected various Cre-dependent AAV helper virus constructs into barrel cortex of BL6 animals fol-




TVA has a very high sensitivity towards EnvA so that a minimal leak expression of TVA is already suf-
ficient for uptake of RV into the cell (Mijamichi et al., 2013; Rong et al., 1998). Mijamichi et al. (2013) 
engineered a mutated version of TVA, in which they replaced glutamate at the 66th position of the ami-
no acid chain with threonine. The resulting mutated TVA66T has a much lower affinity to EnvA and thus 
cells need to express a higher amount of TVA66T to allow for RV uptake. 
We tested two different viral constructs with TVA66T in BL6 animals (Figure 16G, H). AAV8-FLEX-
TVA66T-EGFP-oG and RV-mCherry injection yielded a few weakly EGFP-positive cells at the injection 
site but no RV positive cells at neither the injection site nor the VPM. Similarly, injection of AAV1-FLEX-
TVA66T-mCherry, AAV8-FLEX-oG and RV-EGFP resulted in a few mCherry labeled cells but no RV 
transduction was apparent. However, there were a few mCherry positive cells in the VPM that most 
likely resulted from a retrograde transport of AAV1-FLEX-TVA-mCherry along thalamocortical fibers. 
These results clearly demonstrate that the mutated TVA66T abolishes all leak expression and promises 
to restrict RV tracing exclusively to Cre-expressing cells. 
We decided to use the AAV8-FLEX-TVA66T-EGFP-oG (Figure 16G) for our experiments in VIP-Cre 
mice for two reasons. First, it allows to unequivocally identify starter cells because TVA and G are in 
the same vector. Second, it does not show any retrograde transport which otherwise might result in 
the generation of starter cells outside of the injection site. All subsequent experiments described were 
carried out with the same batch of AAV8-FLEX-TVA66T-EGFP-oG and RV-mCherry tested in controls.  
4.2.3 Starter cells in reeler do not show a laminar bias
VIP-Cre and VIP-Cre/reeler mice (n=6 in each group) were injected with AAV-TVA66T-EGFP-oG and 
two weeks later with RV-mCherry into the right barrel cortex. The virus injections were centred on the 
C2 barrel related column as in previous experiments. The C2 column was localized with ISOI in WT 
and reeler animals. Despite the absence of layers, the topology of whiskers is preserved in reeler and 
whisker stimulation in reeler elicits highly localized hemodynamic responses that are comparable in 
temporal dynamics, size and strength to WT animals (Guy et al., 2015). Therefore, we could target 
our viral injections to the same functional module of the barrel cortex in WT and in reeler mice to have 
optimal comparability between genotypes. 
at the injection site. This can be mostly attributed to a leak of TVA, which allows for a direct uptake of RV. 
Labeling outside of the injection site is a sign of leak of rabies glycoprotein and indicative of transsynaptic 
spread. We looked for labeling in the ventral posteromedial nucleus of the thalamus (VPM), which provides 
very reliable input to the barrel cortex. We found weak to strong VPM labeling in three out of four tested 
constructs (scale bar: 200 µm overview, 100 µm VPM insert). (Viral constructs were kindly provided by Ian 
Wickersham (C, E), Karl Deisseroth (D) and Martin Schwarz (F)). 
(G, H) When using vectors with the mutated version TVA66T instead of the conventional TVA, no Cre-independ-
ent labeling of RV was visible. TVA66T-mCherry packaged into AAV1 showed occasional retrograde transport 
apparent due to labeling in the VPM. We decided to use for all subsequent experiments TVA66T-EGFP-oG 
packed into AAV8 because it tags both TVA66T and oG, and did not show any retrograde transport. (Viral con-
structs were kindly provided by Edward Callaway)
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Figure 17: Identification of starter cells in VIP-Cre and VIP-Cre/reeler mice
(A, A’) Coronal section through an injection site in right barrel cortex of WT and reeler mice (scale bar: 
1000 µm). 
(B, B’) Insert in A, A’. Images show maximum projections of confocal stacks. Cells marked by white 
arrowheads are double-labeled starter cells that have been co-transduced by AAV-TVA66T-EGFP-oG 
and RV-mCherry. Inserts in B, B’ show some of these cells in higher resolution (scale bar overview: 100 
µm; scale bar insert: 20 µm). 
















































One week after RV-mCherry injection, animals were sacrificed and brains sectioned coronally 
(Figure 17A, A‘). Cells double labelled with EGFP and mCherry were considered starter cells and 
counted on each section spanning the injection site. As expected from the distribution of VIP cells in 
reeler we observed no bias towards upper layers of starter cells in reeler mice (Figure 17B‘-D‘), unlike 
in WT mice (Figure 17B-D). To visualize the distribution of starter cells in the two genotypes, we divided 
the cortex in 20 equal bins, each one about 50µm thick and calculated the proportion of starter cells in 
each bin relative to the total number of starter cells (Figure 17E). While in WT there was a clear bias of 
starter cells towards the upper third of the cortex, the distribution of starter cells in reeler was broader 
with the majority of cells in the middle part of the cortex. 
When counting the total number of starter cells, we observed a bias with reeler brains having on 
average more starter cells but the difference was not significant (Figure 17F; mean WT: 146.2 ± 53.4; 
mean Reeler: 234.7 ± 173.0; Mann-Whitney rank sum test, U=15, p= 0.70). This difference could arise 
because brain tissue in reeler might absorb virus solution better due to its lower integrity. The potential 
confounder of such a bias is addressed below.  
4.2.4 VIP cells receive qualitatively similar long-range input in WT and 
reeler
To address the question if the absence of layers impacts the capacity of VIP cells to sample long-range 
inputs, we analyzed the transsynaptically labeled cells in the entire brain. We manually counted all 
RV-labeled cells on all sections from Bregma +3 to -4.5 mm but omitted cells in the barrel cortex itself 
because of their extreme abundance. The Allen Brain atlas was used as a reference. Each coronal 
section was overlaid with the corresponding atlas section. RV-mCherry positive cells were assigned to 
an area based on the outline of the atlas and the cytoarchitectonic features discernable with nuclear 
stain. It is important to mention that areal boundaries are preserved in reeler despite the mislamination 
(Boyle et al., 2011). Thus, the Allen Brain atlas provides a legitimate reference for the reeler brain ar-
chitecture, too. 
Examples for areas in which we found transynaptically labelled cells are presented in Figure 18. 
phology of VIP neurons and are most abundant in LII/III. In reeler they have a more multipolar morphol-
ogy and do not show a clear layer bias.
(D, D’) Exclusively RV-mCherry positive cells are local presynaptic cells to the starter cells. These local 
inputs are very numerous and form a dense network of cell bodies and neuropil. Because of their sheer 
abundance we did not analyze the local inputs. 
(E) Distribution of starter cells across the cortical depth for WT and reeler. Cortical thickness was divid-
ed into 20 equal-sized bins. The proportion of starter cells in each bin was plotted. While in WT starter 
cells were predominantly in the upper third, starter cells in reeler were more dispersed (n=6 per group). 
(F) Number of starter cells in each genotype. Purple circles represent individual animals. Number of 
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We did not detect inputs from areas that were exclusive to one genotype. Therefore, VIP neurons in 
reeler mice receive input from the very same areas as WT mice However, we noticed that the number 
of inputs from the contralateral hemisphere was consistently higher in reeler (Figure 18E, E‘) and the 
number of inputs from the auditory cortex was consistently lower (Figure 18G, G‘). Therefore, our data 
suggest that the absence of layers could affect the magnitude and the proportion of long-range inputs 
to VIP cells originating from specific cortical sources. 
4.2.5 VIP cells in reeler receive less input per cell
Next we analyzed if there is a quantitative difference in the inputs between genotypes. First we focused 
on global inputs (Figure 19A, Table 1). We summed up all long-range inputs from ipsilateral and con-
tralateral cortical areas, from the thalamus and from all subcortical areas. We normalized the inputs by 
dividing the cell count with the number of starter cells to calculate the input magnitude. This is taken as 
a proxy for the strength of an input. VIP neurons in reeler received less overall inputs per cell. Similarly, 
they received less cortical inputs and less ipsilateral cortical inputs. However, they received more con-
tralateral inputs per cell. There was no difference for global subcortical or thalamic input. 
The input magnitude might be influenced by the number of starter cells. One presynaptic neuron 
could contact multiple starter cells. This divergent connectivity prompts that with a rising number of 
starter cells, the count of additionally labeled postsynaptic cells will drop. Hence, the higher the number 
of starter cells, the lower will be the ratio of starter cells to input cells (input magnitude). The smaller 
overall input magnitude in reeler might be because this group has more starter cells on average. To in-
vestigate this relationship we plotted the number of starter cells against the input magnitude for the two 
genotypes (Figure 19B). A negative slope of the regression line would indicate a negative relationship 
between starter cells and input magnitude. The slope was not different between genotypes and close to 
zero in both cases (WT: Input magnitude = -0.015*starter cells+35.89, R²=0.006, p=.89; Reeler: Input 
magnitude=-0.00085*starter cells+20.42, R²=0.0004, p=0.97). In consequence, there is no indication 
Figure 18: Long-range input to VIP cells in barrel cortex of WT and reeler mice
(A-H) Coronal sections along the rostro-caudal extent of WT (left) and reeler (right) mice. Images show con-
sistently labeled areas with presynaptic partners of VIP cells. The white contour delineates the boarders 
of the area written in the left bottom corner. Section planes are indicated on the schematic sagittal brain 
section in the bottom middle (scale bars: 1000 µm). 
(A’-H’) Close-ups of the overview imaged in A-H. Contralateral barrel cortex contained more cells in reeler 
that are located in deeper parts of the cortex compared to WT (E’). Primary auditory cortex contained a 
smaller number of cells in reeler (G’). All other areas showed a comparable number of cells and even a fairly 
similar distribution. Projection neurons in reeler appeared to have slightly larger somata (scale bars: 200 
µm). 
(Abbr.: AUDd, dorsal auditory area; AUDp, primary auditory area; AUDv, ventral auditory area, MOp, primary 
motor cortex, MOs, secondary motor cortex; PO, posterior complex of the thalamus; S1-BF, primary soma-
tosensory cortex barrel field; VISal, anterolateral visual area; VISam, anteromedial visual area; VISp, primary 
visual area; VPM, ventral posteromedial nucleus of the thalamus).
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that the divergence of presynaptic neurons is so prominent that it distorts the input magnitude. The 
higher number of starter cells in reeler cannot explain the lower input magnitude. Instead, the evidence 
points to a lower number of presynaptic neurons converging onto VIP neurons in reeler.  
Because the overall input magnitude was different between the genotypes, the subsequent ana-
lyzes for differences among individual areas using the input magnitude would be inherently biased. 
Therefore, we employed another means of normalization, too, which is independent of the number of 
inputs: input fraction. It is calculated by dividing the number of inputs in an area by the number of total 
inputs in the brain. It is a measurement for how different inputs are balanced. Looking at the global 
inputs from ipsi- and contralateral cortex as well as from subcortical areas we noticed a significantly 
higher fraction of contralateral inputs and a significantly lower fraction of ipsilateral inputs in reeler 
(Figure 19A). Interestingly, the inputs from the hemispheres added up in a way that total cortical input 
fraction was not different between genotypes. Looking at the fraction of subcortical input, reeler mice 
received a slightly but non-significantly higher fraction of global subcortical as well as thalamic input. 
Figure 19: Normalized inputs from global cortical and subcortical areas
(A) Histograms representing the input magnitude (input cell number/starter cell number) and fraction of 
total inputs from summed up cell counts of global brain areas (mean ± SD). *p < 0.05, **p < 0.01
(B) Plot of input magnitude against starter cell count for two genotypes. There is no correlation between the 
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In sum, it seems that VIP neurons in reeler compensate for the smaller proportion of ipsilateral 
cortical inputs with a higher proportion of contralateral inputs.  
4.2.6 VIP neurons in reeler mice receive more homotopic contralateral 
input 
We analyzed if the input fraction of individual areas is different between genotypes. We selected 41 
consistently labeled areas that constituted the majority of inputs (97.3% in WT; 98.6% in Reeler). We 
calculated the input fraction for each area and made pairwise comparisons between genotypes. Data 
showing mean, standard deviation and p-values for each area and genotype are listed in Table 2 and 
visualized in Figure 20. For motor cortex, somatosensory cortex body region, auditory cortex and 
visual cortex we also summed up counts in the individual primary and secondary areas to calculate a 
combined input fraction for better visualization. Orbital area and the primary auditory cortex accounted 
for a smaller proportion of inputs in reeler. The contralateral barrel cortex as well as the contralateral 
secondary somatosensory cortex and the ipsilateral ventral posterolateral nucleus of the thalamus 
contributed a higher proportion of inputs in reeler. 
4.2.7 Only contralateral projection neurons in reeler show a different lami-
nar distribution
In reeler mice, the whole cortex shows alterations because of reelin deficiency. This means that not just 
the VIP starter cells are malpositioned but all their cortical presynaptic cells, too. However, the pattern 
of cellular malpositioning varies along the rostro-caudal axis (Boyle et al., 2011; own unpublished ob-
servation). In motor cortex cells are disorganized with elements of inversion of deep layer cells and nor-
mal migration of upper layer cells (Boyle et al., 2011; Dekimoto et al., 2010). In S1 cells are completely 
disorganized (Wagener et al., 2010). In visual cortex cells acquire a “mirror-image type of architecture” 
centered around LII/III cells (Boyle et al., 2011).  
We wanted to investigate if the projection neurons labeled in our study in the different areas are 
different from WT and follow the known patterns of cellular dispersion in reeler. We divided the cortex 
into 20 equally sized bins and counted the proportion of presynaptic cells in each bin for ipsilateral 
primary motor cortex, primary sensory areas, secondary somatosensory cortex and contralateral bar-
rel cortex (Figure 21). All ipsilateral areas had a surprisingly similar distribution of projection neurons 
between WT and reeler. In visual cortex of WT brains, most projection neurons were located around 
Figure 20: Comparative analysis of the fraction of inputs from individual areas
Mean proportion of RV-labeled cells in 41 individual areas normalized against the total number of inputs in 
the whole brain for the two genotypes. For motor cortex, primary somatosensory cortex body region, auditory 
cortex and visual cortex the summated proportions of the individual subareas are shown as well. Pairwise 
comparisons were carried out to assess differences in input fraction for individual areas. For individual val-
ues see Table 2 (mean ± SD; Abbr.: c, cortex). *p < 0.05
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the LIII-LIV border. This peak was smoothed out in reeler, indicating that the projection neurons were 
rather dispersed than inverted in their arrangement (Figure 21A-E). The only pattern that was visibly 
different between genotypes was in contralateral barrel cortex (Figure 21F). In WT, projection neurons 
were predominantly located in the upper third of the cortex corresponding to LII/III. In reeler, projection 
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Figure 21: Distribution of projection neurons in cortical input areas
(A-F) The thickness of the cortex was divided into 20 equal sized bins. The fraction of inputs in a bin was 
normalized against the total inputs from this cortical area and was plotted. While ipsilateral areas showed 
a similar distribution of projection neurons between the two genotypes, the distribution of contralateral pro-
jection neurons from the barrel cortex was visibly different. In WT, projection neurons were predominantly 
in the upper third of the cortex, while in reeler they were predominantly in the lower two thirds of the cortex. 





In conclusion, in reeler mice the inputs to VIP cells from ipsilateral cortical areas are less numer-
ous and arranged similarly as in WT. On the contrary, in reeler mice inputs from contralateral barrel 
cortex to VIP cells are more numerous and differently arranged compared to WT. 
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5 DISCUSSION
Unraveling the organization of brain-wide circuits is an important step in understanding how different 
brain areas interact to generate unified perception and directed action. Many studies have investigated 
the brain-wide inputs to the primary somatosensory cortex in mice using classical tracers (Aronoff et 
al., 2010; Baskerville et al., 1997; Fabri and Burton, 1991; Larsen et al., 2007; Lee et al., 2008; Mao et 
al., 2011; Miller and Vogt, 1984; White and DeAmicis, 1977). Their results highlight the vast intercon-
nectivity of the barrel cortex with other cortical and subcortical areas. However, the virtue of specificity 
with which these long-range connections innervate different types of neurons has been an unexplored 
dimension. Therefore, it is essential to comparatively examine the patterns of input to different classes 
of cortical neurons. In this thesis we examined the brain-wide monosynaptic inputs to GABAergic PV 
neurons in mouse barrel cortex as well as the inputs to VIP neurons in barrel cortex of wildtype and 
reeler mutant mice. For both projects we developed new tools in a collaborative effort to minimize po-
tential confounders of this tracing technique. 
First, we developed intersectional rabies virus tracing, to map local and long-range inputs to GAB-
Aergic PV cells. The findings are graphically summarized in Figure 22. Local inputs from within the 
barrel cortex outweighed long-range inputs by about ten-fold. Local inputs were mainly excitatory, and 
LIV was the most prominent input layer. LI inhibitory cells connected to LII/III PV neurons. Long-range 
inputs originated mainly from other sensory cortices and the thalamus. Surprisingly, in visual cortex 
LIV contained the most projection neurons, questioning the role of LIV as a mere input layer. Although 
PV neurons received input from the same sources as other inhibitory neurons (Wall et al., 2016), the 
layer-specific circuit motifs hint that studies need to look at other levels than just the area of input to 
reveal the full complexity of connectivity. 
Second, we optimized Cre-dependent RV tracing to make it more specific and efficient. With the 
optimized construct we comparatively mapped the long-range inputs to VIP neurons in barrel cortex of 
WT and reeler mice. The findings are graphically summarized in Figure 23. VIP neurons received input 
from the same areas in both genotypes, mostly from other sensory cortices, motor cortex, posterior 
parietal association area and the thalamus. However, while the magnitude of subcortical input was not 
altered, we found profound differences in the magnitude of cortical inputs. VIP neurons in reeler mice 
received a much lower number of inputs from other ipsilateral cortical areas and a much higher number 
of inputs from the contralateral hemisphere. Previous anatomical studies on the reeler mouse have 
never assessed quantitative differences in connectivity so that this striking shift in the balance of ipsi- 
vs. contralateral inputs has been overlooked and assigns the reeler mouse a quite distinct connectivity 
scheme. 
Because these two projects are densely intertwined with the question if different classes of 
GABAergic neurons receive a different pattern of input, this topic will be addressed as well. We con-
clude based on this and many other studies that the main subtypes of GABAergic neurons all receive 
very similar input. Therefore, we emphasize the importance to improve tracing and analysis methods to 
detect more subtle differences and to assess the strength of connections with physiological techniques. 
52
Figure 22: Graphical summary of intersectional RV tracing of GABAergic PV cells in barrel cortex. 
In Vgat-Cre/PV-Flp transgenic mice, GABAergic PV cells are molecularly tagged by a co-expression of Cre- 
and Flp-recombinase. With a combination of Cre- and-Flp dependent AAVs and RV, we traced the brain-wide 
inputs to inhibitory PV cells in barrel cortex. Looking at the local connectivity within the barrel cortex, we 
found that the majority of excitatory input originated from LIV. GABAergic neurons in LI provided inhibitory 
input to LII/III PV cells. The major sources of long-range input were constituted by visual cortex, secondary 
somatosensory cortex, auditory cortex and the thalamus. 
Abbr.: AUD, auditory cortex; MO, motor cortex; S1 BF; primary somatosensory cortex barrel field; S1 body, 
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Figure 23: Graphical summary of comparative RV tracing of VIP neurons in the barrel cortex of WT and 
reeler mice. 
In reeler mice, VIP neurons showed no biased distribution towards the upper cortical layers and had a more 
multipolar than bipolar morphology. By using a combination of a Cre-dependent AAV and RV, we mapped the 
long-range inputs to VIP neurons. In both genotypes, VIP neurons received input from the same sources but 
in different proportions. In reeler mice, VIP neurons received considerably less input from other ipsilateral 
cortical areas but about four-fold more input from the contralateral barrel cortex. The magnitude of subcor-
tical input was the same. 
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5.1 Caveats of RV-tracing
RV-tracing has been established as the state-of-the-art technique for visualizing brain-wide inputs to 
a certain cell type. Despite all its advantages (mentioned in introduction), RV-tracing exhibits some 
inherent limitations that need to be taken into consideration when interpreting the results. 
The main error when analyzing long-range input stems from its likely incompleteness. There are 
two critical determinants for the fraction of inputs RV will label: the number of RV particles infecting a 
starter cell and the levels of glycoprotein (Callaway and Luo, 2015). The number of initial RV particles 
in a cell is influenced by the titer of RV and by the abundance of the TVA receptor expression. The 
levels of glycoprotein need to exceed a critical threshold, in order to reconstitute infectious particles 
(Callaway and Luo, 2015; Weible et al., 2010). This might happen only in a fraction of starter cells. Al-
though we used oG in both projects, the number of retrogradely labeled cells when tracing PV cells with 
intersectional constructs was much lower than when tracing VIP cells with Cre-dependent constructs. 
Therefore, we assume that the requirement for double-dependent recombination of oG exacerbates 
the build-up of high levels. Moreover, RV is inherently not designed to jump at every synapse (Ghanem 
and Conzelmann, 2016; Luo et al., 2008). Therefore, this technique can only reveal a hitherto unde-
fined fraction of the whole connectivity scheme. 
Considering that RV labels only a fraction of inputs, there might be a bias of RV to label certain 
inputs more likely than others (Callaway and Luo, 2015). If a population of presynaptic cells establishes 
more synaptic contacts, their probability of being traced might increase. There could be a vested bias 
of RV for certain synapses that expose high affinity receptors for glycoprotein. For example, it could be 
that RV is biased towards cholinergic fibers because one well known interaction partner of the glyco-
protein is the nicotinic acetylcholine receptor (Oswald et al., 2017).  
On the other hand, there could be fibers that escape tracing because RV avoids their synapses. 
For example, RV tracing of newborn neurons in the olfactory bulb failed to label any mitral cells, a 
source of input to granule cells (Deshpande et al., 2013). Similarly, neurons in the mPFC seem to be 
less likely to take up RV so that a tracing with rAAV2-retro (Tervo et al., 2016) reveals far more mPFC 
inputs than with RV (Sun et al., 2019). Early studies with wildtype RV have hinted that this virus does 
not or only poorly transfect synapses from locus coeruleus (Astic et al., 1993; Ugolini, 1995). 
Finally, RV tracing does not reveal information about the strength of a connection. Although a high 
number of presynaptic cells converge on a neuron, only a few of these might provide an input strong 
enough to activate the neuron to partake in the active network (Cossell et al., 2015). For example 
input from the anterior cingulate to hippocampal CA3 recruits much more neurons after contextual 
fear learning (Rajasethupathy et al., 2015). This indicates that anatomical connections can be highly 
dynamic in their strength. Because RV spreads to presynaptic cells independent of synapse activity, 
synaptic strength remains an unknown dimension in the RV tracing approach (Ghanem and Conzel-
mann, 2016). 
Abbr.: AUD, auditory cortex; MO, motor cortex; PPA, posterior parietal association area; S1 BF; primary so-
matosensory cortex barrel field; S1 body, primary somatosensory cortex body region; S2, secondary soma-
tosensory cortex; Th, thalamus; VIS, visual cortex
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5.2 Control experiments are necessary to assess the cell-type 
specificity
All these caveats aside, RV-based tracing is currently the best technique to label monosynaptic inputs 
to a defined cell class. However, rigorous control experiments are necessary to resolve all doubt that 
the tracing is indeed cell-type specific. 
The first step to guarantee cell-type specificity is the validation of the Cre-expressing mouse line. 
Recombinase-expression must be restricted to the cells of interest. While in the VIP-Cre mouse line 
Cre expression is almost fully restricted to VIP positive cells (Prönneke et al., 2015), the PV-Cre line 
includes about 5% excitatory cells in its Cre-expressing population. We bred an intersectional mouse 
line, Vgat-Cre/PV-Flp, to exclude this excitatory population almost completely. Therefore, our mouse 
lines fulfilled the requirements for cell-type specific tracing. 
The second step is to validate if the AAV helper viruses express their proteins only in the pres-
ence of recombinases. We utilized two different approaches for our tracing, one using the constructs 
AAV-Con/Fon-TVA-mCherry and AAV-Con/Fon-oG and the other one using AAV-TVA66T-EGFP-oG. In 
both cases we investigated if our tracing exposes solely cell-type specific inputs on the local as well 
on the long-range level. We injected these constructs into BL6 (no site-specific recombinase-express-
ing wild type) animals followed by RV. In these experiments no RV labeling should occur. However, 
tracing with AAV-Con/Fon-TVA-mCherry and AAV-Con/Fon-oG resulted in RV labeling at the injection 
site, but not in distant parts outside of the injection site. If these neurons at the injection site stem from 
transsynaptic spread, then we would expect scarce labeling in distant areas as well. As this was not 
the case, we considered the glycoprotein to be expressed strictly recombinase dependent. Local labe-
ling can result from leak of TVA (DeNardo et al., 2015; Do et al., 2016; Faget et al., 2016; Mijamichi et 
al., 2013; Watabe-Uchida et al., 2012; Weissbourd et al., 2014; Zhang et al., 2016). Low-level leak of 
TVA, in the absence of site-specific recombinases, allows RV to enter cells due to the high affinity of 
its EnvA-pseudotyped envelope to the receptor (Mijamichi et al., 2013). These cells display no detect-
able mCherry signal, making their TVA leak “invisible”. Upon RV uptake they appear as retrogradely 
labeled cells leading to an overestimation of the true count of presynaptic cells. However, we expect 
that proportions of local inputs among layers are unaffected by this error because the leak seems to be 
a random phenomenon. We emphasize the importance of conducting additional, independent experi-
ments to verify local connections revealed by RV tracing, as we have done exemplarily with glutamate 
uncaging for the LI-input.  
Tracing with AAV-TVA66T-EGFP-oG caused neither local nor distant leak. The 66T-mutation in the 
TVA sequence reduces the affinity of EnvA-pseudotyped RV to the receptor and thus a much higher 
density of receptors is required at the cell surface to permit RV-entry into the cell (Mijamichi et al., 
2013). This high density can only be reached in recombinase expressing cells. In consequence, this 
construct allows a completely cell-type specific tracing. 
Previous studies using this mutated construct have raised the concern that the obliteration of leak 
expression is payed at the expense of tracing efficiency because of a lower number of starter cells and 
a lower number of initial RV particles entering (Mijamichi et al., 2013; Weissbourd et al., 2014). We 
witnessed a much higher number of starter cells than in another study tracing VIP cells (Wall et al., 
2016) and our ratio of presynaptic cells to starter cells was comparable to regular TVA based tracing 
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(Mijamichi et al., 2013; Wall et al., 2016). Most likely use of oG in our construct boosted transsynaptic 
labeling efficiency (Kim et al., 2016). 
5.3 Brain-wide inputs to GABAergic PV cells in mouse barrel 
cortex
The initial attempt to trace brain-wide inputs to inhibitory PV cells was hampered by the fact that the 
population of cells labeled in the PV-Cre line includes a small number of excitatory cells (Madisen et al., 
2015; Wall et al., 2010 and own observation). We followed an intersectional strategy, which proved to 
be very successful in abolishing the excitatory PV population. In Vgat-Cre/PV-Flp mice the co-expres-
sion of two site-specific recombinases, Cre and Flp, is driven by the parvalbumin- and the inhibitory 
neuron specific Vgat-promotor. This mouse line allowed to target GABAergic PV neurons with much 
higher specificity than the PV-Cre line. Using intersectional viruses in combination with this mouse line, 
we mapped local and long-range inputs to GABAergic PV cells in mouse barrel cortex.  
5.4 Local inputs to PV cells
The local input to PV neurons outweighed the long-range input by about tenfold. In fact, 92% of total 
inputs to PV cells originated from the ipsilateral barrel cortex. This number is a slight overestimation 
because of the confounder caused by leak of TVA and subsequent direct transduction of cells by RV at 
the injection site, as discussed above. Nevertheless, this proportion is comparable to the 79% of inputs 
within barrel cortex to LV cells (DeNardo et al., 2015). Barrel cortex seems to be a highly interconnect-
ed area in which local inputs dominate. LIV provided the majority of inputs to PV neurons within barrel 
cortex, also being the hub of excitatory inputs. Among inhibitory inputs we focused on the fraction of 
inputs from LI. Although there are relatively few cells in LI, they made up about 5% of all local inputs to 
PV cells, a surprisingly large fraction. We could show that LI cells preferentially target PV cells closer 
to the LI border. Our approach using glutamate uncaging did not allow us to identify the type of presyn-
aptic LI cell (Schuman et al., 2018). Data from multiple simultaneous cell recordings in mouse visual 
cortex suggest that both single bouquet cell-like (SBC-like) and elongated neurogliaform cells (ENGFs) 
maintain connections to LII/III PV cells (Jiang et al., 2015). The postsynaptic excitatory targets of PV 
cells innervated by LI interneurons are pyramidal neurons in LII/III and LV (Lee et al., 2015). This disin-
hibitory motif from LI IN->LII/III PV->LII/III/V pyramidal neurons could provide the anatomical basis for a 
gating mechanism, releasing inhibition of excitatory cells upon cortico-cortical input (De Marco García 
et al., 2015), higher-order thalamic input (Cruikshank et al., 2012) or other subcortical inputs (Letzkus 
et al., 2011) arriving in LI. That this connection has behavioral relevance has been shown for the audi-
tory cortex, where disinhibition of LII/III pyramidal neurons by the LI-LII/III PV cell connection mediated 
associative learning (Letzkus et al., 2011). Similarly, it has been speculated that LI interneurons affect 
the firing rate of PV cells in barrel cortex during a whisker stimulus detection task (Sachidhanandam 
et al., 2016). 
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5.5 Long-range input to PV cells
When analyzing the long-range input to PV cells in the barrel cortex, we found that about two thirds 
of the total long-range input originated from cortical and the remnant third from subcortical sources. 
Cortical input originated mainly from other sensory areas like visual and auditory cortex, as well as S2, 
indicating a direct role of PV neurons in crossmodal sensory integration. 
A previous study has already traced long-range inputs to PV cells in the barrel cortex using the 
PV-Cre line (Wall et al., 2016). We found a qualitatively almost identical set of inputs but the relative 
contributions from input areas were different. We saw a higher proportion of long-range inputs from 
visual cortex and a smaller from motor cortex. Moreover, input from the contralateral hemisphere was 
almost absent in our study while it was a major input source in Wall et al. (2016). These differences 
must not necessarily be due to the potential contamination with excitatory cells in their PV-Cre line. In-
stead, already different volumes and titers of viruses could cause substantial differences in input maps 
(Guo et al., 2015). 
Our layer-dependent analysis of cortical long-range input revealed that LIV of visual cortex con-
tained a much higher number of projection neurons than upper or deep layer compartments. Research 
on the interconnectivity of primate cortical areas led to the dogma that LIV neurons receive thalamic 
and lower-order area input but do not maintain feedforward projections, fostering a picture of LIV as 
an input layer (Felleman and Van Essen, 1991). Instead, LII/III has been ascribed the role of the major 
source of projections to higher order areas. 
It is important to keep in mind that we ascribed somata of retrogradely labeled cells to LIV, based 
on the higher cell density of this layer discernable in nuclear stains. In our experiments, the projection 
neurons in visual cortex were often localized at the border of LIII and LIV. This layer border is on the 
one hand not very precisely delineable (Staiger et al., 2015), and on the other hand cells can appear 
in a certain layer but actually have a closer functional similarity to cell types in a neighboring layer 
(Narayanan et al., 2015). Therefore, it is possible that some of the cells we ascribed to LIV are deep 
LIII projection neurons.  
To check if actual LIV cells in visual cortex project to barrel cortex, we performed anterograde trac-
ing in the Scnn1a-Tg3-Cre mouse. Previous studies have shown that LIV projection neurons in visual 
cortex labeled in this mouse line send sparse ramifications into barrel cortex (Harris et al., 2018). Our 
experiment showed that actual LIV neurons do target PV neurons in barrel cortex in all layers. Howev-
er, this mouse line does not label exclusively LIV cells but also a few LV/VI cells. Although we expect 
that this minor complement of LV/VI neurons maintains projections to barrel cortex, too, it is highly 
unlikely for them to be exclusively (if at all) responsible for the innervation of PV cells we observed in 
barrel cortex. 
Because visual cortex LIV receives strong, direct input from the lateral geniculate nucleus, we 
speculate that this connection from LIV to barrel cortex might serve the fast propagation of visual 
information. We are only aware of one study looking at the anatomical projections from visual cortex 
to barrel cortex in mouse (Massé et al., 2016). The authors report that 38% of input from V1 to S1 
originated from LII/III but only 22% from LIV, the same proportion as LV and VI. Visual information is 
integrated into whisker based perception, indicated by the results that simultaneous visual and whisker 
stimulation increases evoked sensory responses in barrel cortex (Sieben et al., 2013). It could be that 
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the LIV neurons in visual cortex innervate PV cells more abundantly or that LIV neurons connect with 
more synapses on PV cells (or any cell) so that they are more likely traced by RV. A PV cell specific 
connection could suggest that visual cortex refines tactile representations by sharpening sensory re-
sponses upon multisensory stimulation. The physiological properties and relevance of this projection 
from visual to barrel cortex remain to be investigated further. 
Subcortical input consisted almost exclusively of thalamic projections. The main thalamic input 
was from the VPM, the primary relay nucleus of whisker-related sensory information to the barrel cor-
tex. Although PV neurons do not seem to receive more thalamic input per cell than other interneuron 
types (Wall et al., 2016), they seem to be recruited the strongest (Cruikshank et al., 2010; Ji et al., 
2015). In addition, they are highly abundant in the major thalamorecipient LIV, so that they have been 
ascribed the role as the major mediator of feedforward inhibition (Feldmeyer et al., 2018). This role is 
supported by our finding of a high proportion of thalamic inputs, comparable to proportions reported for 
excitatory cells in barrel cortex (DeNardo et al., 2015). 
In summary, we showed that GABAergic PV cells receive, in addition to a dense local innervation, 
long-range inputs, mainly from other sensory areas and the thalamus. We focused on two circuit motifs. 
On the one hand, the local connection from LI interneurons to LII/III PV cells, suggesting a disinhibitory 
circuit for precise gating of information processing. On the other hand, a novel long-range connection 
from the thalamorecipient LIV in visual cortex to barrel cortex, a possible highway for fast relay of visual 
information. We introduced intersectional rabies virus tracing as a novel tool to target subpopulations of 
neurons and used it to isolate the inhibitory population of PV expressing cells This technique will allow 
to further dissect the circuits of neuronal subtypes because it can be applied to any combination of cell 
types for which Cre/Flp mouse lines are available (He et al., 2016; Madisen et al., 2015).  
5.6 Brain-wide inputs to VIP cells in WT mouse barrel cortex
Before discussing the differences in long-range inputs to VIP cells in barrel cortex of WT and reeler 
mice, the results for WT alone will be discussed to set them into the context of what is known about 
their inputs already. 
Long-range inputs to VIP cells in barrel cortex originated 80% from cortical and 20% from subcor-
tical areas. Cortical input was dominated by input from the secondary somatosensory cortex, posterior 
parietal association area, auditory cortex, visual cortex and motor cortex. Therefore, VIP neurons in 
barrel cortex are directly recruited by circuits for sensory and motor integration. The connection from 
motor cortex to VIP neurons in S1 has already been dissected before (Lee et al., 2013). Motor cortex 
strongly activates VIP neurons in S1 resulting in inhibition of SST neurons and subsequent disinhibition 
of pyramidal neurons to open a window for integration of whisker related movements.  
Subcortical input was dominated by the thalamus, especially the VPM, which constituted half of 
the total subcortical input, and the PO. Direct thalamic input onto VIP neurons primarily targets their 
distal dendrites and might engage them in feedforward inhibitory actions (Audette et al., 2017; Sohn 
et al., 2016; Staiger et al., 1996b). PO input to VIP neurons is a vital component for eliciting synaptic 
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plasticity at excitatory synapses of pyramidal neurons in LII/III, again by a suggested disinhibitory ac-
tion (Williams and Holtmaat, 2019). 
The previous study tracing long-range inputs to VIP cells in barrel cortex reported a qualitatively 
similar array of inputs but with minor differences in their proportions (Wall et al., 2016). For example, 
about 30% of total inputs to VIP cells in barrel cortex originated from the VPM, about 2.5-fold higher 
than our fraction. In comparison, the value for thalamic input to VIP neurons in visual cortex with about 
14% was fairly similar to our data (Zhang et al., 2016). The factor that could account for this difference 
might be their lower number of starter cells, being about 20 times lower than in our study. Therefore, 
Wall et al. (2016) looked at a fairly small population of VIP cells, in which case phenomena of conver-
gence and divergence of presynaptic fibers come into effect more severely than in our bigger sample. 
As a result, the ratio of presynaptic to starter cells is easily distorted. Thus, our proportions might be 
more representative for the entirety of the VIP population. 
Proportions of cortical inputs deviated from our results as well. Wall et al. (2016) reported more 
input from motor cortex in contrast to less input from visual and auditory cortex. This difference could 
be provoked by the location of starter cells. In our study they were located in the caudal part of barrel 
cortex and in Wall et al.’s in the rostral part. 
In general, our study provides a much finer-grained breakdown of the cortical inputs, and espe-
cially from subcortical sources than Wall et al. (2016). Because of our high number of starter cells and 
our very efficient tracing, we could label many more inputs per brain. Thus, we yielded sufficiently high 
numbers of cells for statistical analysis already on the level of subareas, while Wall et al. (2016) had to 
lump subareas together into global areas to have statistically useful values.
In conclusion, this study provides a comprehensive map of the brain-wide, monosynaptic inputs to 
VIP cells in the barrel cortex. Although a previous study has mapped these inputs to VIP cells in barrel 
cortex, our study entertains with a higher number of traced cells and a more detailed mapping, and thus 
provides a more complete picture of the inputs.  
5.7 Comparison of brain-wide inputs to cortical GABAergic 
neurons 
Three main types of cortical GABAergic cells, PV, SST and VIP expressing neurons, vary in laminar 
distribution, morphology and electrophysiological properties. Hence they have been ascribed distinct 
functions in the cortical circuitry (Tremblay et al., 2016). Therefore, it seemed imperative that these 
neurons do not share the same kind of inputs because the inputs to a cell profoundly influence its 
functional output. At the beginning of this PhD thesis we asked the central question, if GABAergic 
neurons in the mouse barrel cortex receive different sources of brain-wide input. Initially, VIP neurons 
were suspected to act as the primary integrators of long-range input (Fu et al., 2015; Lee et al., 2013; 
Zhang et al., 2014). Their activation by these sources then leads to a temporary surge in excitation due 
to disinhibitory mechanism (Fu et al., 2014; Jackson et al., 2016; Kuchibhotla et al., 2016; Lee et al., 
2013; Pi et al., 2013; Zhang et al., 2014). Several studies have comparatively assessed the brain-wide 
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inputs to cortical inhibitory cells in frontal (Zhang et al., 2016), auditory (Nelson and Mooney, 2016) 
and visual cortex (Zhang et al., 2014, 2016) and, most extensively, in barrel cortex (Wall et al., 2016). 
Together with the current study tracing the isolated classes of VIP and PV cells in barrel cortex and the 
studies tracing LI neurons in auditory cortex (Abs et al., 2018), Erb4 expressing neurons in frontal cor-
tex (Choi and Callaway, 2011), PV neurons in medial prefrontal cortex (Delevich et al., 2015), and VIP 
neurons in the visual cortex (Fu et al., 2014), there is substantial literature about the brain-wide inputs 
to cortical GABAergic cells. All the studies point to the same conclusion: Each GABAergic neuron in a 
certain area receives input from the same sources! 
These sources constitute input from virtually all other neocortical areas. Especially the sensory 
areas are highly interconnected suggesting that interneurons play a crucial role in the cross-modal 
integration of information. Subcortical sources constitute lower and higher order thalamic nuclei. The 
most numerous inputs are from the primary relay nuclei (VPM, dorsal and lateral geniculate nucleus). 
Also the basal forebrain is a consistent input source. It is an important neuromodulatory center that can 
profoundly influence cortical processing (Lin et al., 2015). 
There are differences in the proportion of inputs from these sources, but they are too small or too 
inconsistent to be significant. Nevertheless, one study has detected a difference in the input magnitude 
among GABAergic cells (Wall et al., 2016). The authors report that VIP cells received more long-range 
input per individual cell than SST or PV neurons, again suggesting a role for them as primary integra-
tors of long-range input. However, one fact needs to be taken into consideration. Their number of VIP 
starter cells is much smaller than their number of PV or SST starter cells. Considering that presynaptic 
cells could diverge and innervate multiple starter cells at once, a higher number of starter cells coin-
cides with fewer inputs detected per starter cell, hence a lower input magnitude. Thus, this result could 
be an artifact based on their sample selection, which has not been addressed in their paper. 
Excitatory cells have been traced in a similar way. LII/III, LV and LVI cells in barrel and prefrontal 
cortex (DeNardo et al., 2015), LV projection neurons in visual cortex (Kim et al., 2015), and to excitatory 
neurons in visual, barrel, auditory and frontal cortex (Zhang et al., 2016) as well as single cell RV-trac-
ing studies of pyramidal neurons in visual cortex (Marshel et al., 2010; Rancz et al., 2011; Velez-Fort et 
al., 2014; Wertz et al., 2015). They receive input from the same sources as inhibitory cells which is not 
surprising because inhibition follows excitation (Isaacson and Scanziani, 2011). However, for excitatory 
neurons there are stronger differences in the proportions of inputs from different sources. For example, 
LV cortico-cortical neurons receive less thalamic input than LV cortico-subcortical neurons (Kim et al., 
2015). Still, this fact points to the same conclusion that all neurons in a cortical area receive the same 
qualitative input. 
There are two possibilities how to explain this rather surprising conclusion. First, the differenc-
es in inputs are too subtle to be detected with the current RV-tracing approaches. Neuronal subtype 
specification based on these global molecular markers could be too broad, cortical inputs could vary 
in their laminar distribution or RV tracing does not label enough presynaptic cells to unveil differences. 
Improvement of RV-tracing tools could aid in the detection of minute differences. Intersectional RV 
tracing can prove valuable to investigate more clearly defined subgroups of neurons. Reducing leak 
expression can improve the off-target tracing of neurons (Mijamichi et al., 2013). Incorporating new 
variations of the rabies glycoprotein can improve the efficiency of the tracing (Kim et al., 2016). These 
technical improvements have to go hand in hand with a detailed analysis of the traced areas and layers 
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aided by automation of cell counting and atlas referencing to handle these large numbers of data (Fürth 
et al., 2017).  
Second, the function of a neuron is not encoded in the types of inputs. The same input can have 
very different effects on neurons with different intrinsic properties. Maybe the heterogeneity of cortical 
GABAergic neurons emerged as a solution to generate different outputs from similar inputs. Further-
more, the strength of an input might be a crucial parameter for the activation of cell types, weighing 
more important than the source. Therefore, anatomical tracing techniques do not allow to predict the 
functional interactions of brain-wide networks. Instead, they can provide a basis for hypotheses about 
the impact of a connection. The connection itself needs to be investigated with measurements of con-
nection strength and in context of the intrinsic properties of the receiving neuron. 
5.8 Comparison of brain-wide inputs to VIP neurons of WT and 
reeler mice
The reeler mutant is an excellent model system to study the significance of layers for cortical process-
ing  (Guy and Staiger, 2017). We asked the question if VIP neurons in reeler mice are embedded in 
the same long-range circuits as in WT mice. VIP neurons have a particular laminar bias towards upper 
layers, which is completely dispersed in reeler. Therefore, we expected that such a change in cellular 
arrangement coincides with alterations in the afferent circuitry. We used retrograde RV-tracing to com-
paratively map the brain-wide inputs to VIP neurons in WT and reeler.  
5.9 VIP neurons receive less ipsilateral and more contralateral 
cortical long-range input
We found that VIP neurons in reeler receive input from the same sources as in WT, however, we found 
profound quantitative differences. The most prominent findings were that VIP neurons in reeler receive 
less input per cell and the proportions of ipsilateral vs. contralateral inputs is fundamentally shifted.  
The lower ratio of presynaptic cells to starter cells (input magnitude) could result either from an ac-
tual lower number of inputs or from a consistently lower efficiency in RV tracing in reeler. The structure 
of synaptic boutons or the innervation pattern of postsynaptic targets is not altered in reeler (Prume et 
al., 2018). Therefore, we have no indication that RV tracing could be inherently less efficient in reeler 
mice and can more confidently attribute the lower input magnitude in reeler VIP neurons to a smaller 
number of long-range inputs. 
Three factors need to be discussed in the light of a lower input magnitude. First, subcortical input 
magnitude was not (significantly) reduced. Second, the input magnitude for contralateral inputs was 
even higher in reeler. Third, the reduced input magnitude was entirely due to a smaller number of ip-
silateral long-range inputs. What do these findings mean for the initial question if VIP neurons in the 
reeler cortex are embedded in the same long-range circuits? 
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The thalamic input, the major subcortical input, arises from a properly developed structure and 
projects to a mislaminated cortex. The cells in the thalamus are not affected by the reelin mutation 
(Wagener et al., 2010). Previous studies have shown that thalamic fibers from the VPM reach their mal-
positioned postsynaptic targets in the reeler cortex although they take an unusual trajectory reaching LI 
before bouncing back to plunge down on the target cells  (Caviness and Frost, 1983; Guy et al., 2016; 
Harsan et al., 2013; Wagener et al., 2015). These studies together with the current results support the 
notion that fibers from subcortical structures find their ectopic targets in reeler cortex. Therefore, the 
malposition of the postsynaptic VIP cells seems not to affect their capacity to be integrated into func-
tional long-range circuits. 
Cortical long-range input showed clear quantitative differences between WT and reeler. About 
four times more neurons in the contralateral barrel cortex innervated VIP cells in reeler than in WT. 
This hints at a higher callosal connectivity between homotopic areas in reeler. This could be a cell-type 
specific effect so that only VIP neurons collect more callosal input on the expense of other neurons. 
Then the overall number of callosal projection neurons (CPNs) could be the same in both genotypes. 
However, it is more likely that there is an overall higher number of CPNs in reeler for two reasons. 
Most retrogradely labelled cells in WT were in LII/III. This cell population is more numerous in reeler 
compared to WT (Polleux et al., 1998; Wagener et al., 2010). This could be a hint that there are more 
CPNs in reeler. Furthermore, tracing data in WT revealed that all three types of GABAergic neurons 
receive very similar input. Although these results cannot be directly translated to reeler, it is more likely 
that also in the mutant GABAergic neurons integrate similar inputs to preserve the balance of inhibi-
tion. Hence, there have to be more fibers to innervate all cell types equally. Measuring the thickness 
of the corpus callosum with magnetic resonance imaging or related imaging methods could already 
point to a difference in the number of fibers crossing hemispheres. Although previous studies have 
investigated the size of the reeler brain and the connectivity of fiber tracts (Badea et al., 2007; Harsan 
et al., 2013), the architecture of the corpus callosum has not been comparatively assessed. Injection 
of a non-cell-type specific retrograde tracer like cholera toxin B or RV-SADΔG-EGFP (CSV-G), which 
are taken up by axonal terminals, would allow assessing the global number of CPNs independently of 
the postsynaptic cell type.
The excess in callosal inputs to VIP cells in reeler went hand in hand with a shortage of ipsilateral 
cortical inputs. Because numbers of subcortical inputs were similar in reeler and WT despite the mal-
position of the postsynaptic target, we assume that rather the malposition of cortico-cortical projection 
neurons exacerbates their ability to establish long-range connections than the malposition of the VIP 
cells. Despite this reduced ipsilateral input, we noticed that the proportion of total cortical input was 
roughly the same between WT and reeler. Therefore, we speculate that the reduced ipsilateral input 
was compensated by the increase in contralateral inputs. 
About 80% of CPNs in rodents are located in LII/III and 20% in LV with a few in LVI (Fame et 
al., 2011; Leyva-Díaz and López-Bendito, 2013). LII/III CPNs are derived from intermediate progeni-
tors in the subventricular zone and born at E15.5, later than all the other projection neuron subtypes 
(Molyneaux et al., 2009). Their axons cross the midline around the time of birth but only start to grow 
into the grey matter during the first postnatal week (Wise and Jones, 1976). They have local axonal 
branches on the ipsilateral hemisphere in addition to their axonal branch across the midline. On both 
hemispheres they connect with specificity to LII/III, LV and a subset of LVI neurons omitting LIV (Pe-
treanu et al., 2007). However, the cell-type specific ipsilateral connections mature earlier indicating that 
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ipsilateral circuits are already established before the contralateral projections are getting integrated 
(Petreanu et al., 2007). Callosal projections are transient during development. They are very numerous 
during early postnatal stages and are reduced later (Innocenti and Price, 2005; Ivy et al., 1984; Wise 
and Jones, 1976). In the first two to three postnatal weeks, developmental pruning of axons allows for 
the establishment of specific connections (O’Leary, 1992; O’Leary et al., 1981). For CPNs there is clear 
evidence that axonal pruning is a mechanism to eliminate axonal synapses of callosal neurons (Inno-
centi, 1981; Price and Blakemore, 1985). This process of developmental pruning seems to depend 
on electrical activity leaving only synapses in used circuitries intact (Zhang and Poo, 2001). Maybe 
in reeler, the degeneration of callosal axons happens to a lesser degree because the callosal input is 
needed to compensate for the lack of ipsilateral input. This would allow to balance out the strength of 
the multiple afferent systems (Caviness and Rakic, 1978). 
The imbalance of contra- vs. ipsilateral inputs in reeler has not been noticed before although cal-
losal projections have been investigated. CPNs have been confirmed as a pool distinct from subcortical 
projecting neurons in reeler (Imai et al., 2012). They project to the homotopic contralateral area like 
in WT, despite that fact that they are located in deeper parts of the cortex (Caviness  Jr. and Yorke 
Jr., 1976; Steindler and Colwell, 1976). Similarly, no differences have been observed in the capacity 
of other cortico-cortical or corticofugal projection neurons to innervate their target cells. The proper 
establishment of the projection from entorhinal cortex to the hippocampal formation (Stanfield and 
Cowan, 1979), the projection from piriform cortex to the medial prefrontal cortex, the amygdala and the 
entorhinal cortex (Diodato et al., 2016) as well as the projection from the motor cortex to the thalamus 
(Diodato et al., 2016) all demonstrate the ability of ectopic projection neurons to find their long-range 
targets despite the absence of layers. However, these studies did not assess the magnitude of these 
inputs but just their qualitative nature. It seems that malpositioned neurons do find their long-range 
targets but not in the same numbers.  
How this imbalance affects behavior can only be speculated about at the moment. A fact that 
cannot be assessed by RV-tracing is the strength of synaptic connections. It might be the case that 
ipsilateral connections in reeler are stronger and contralateral weaker. C-fos staining after whisker 
stimulation has shown that presumably callosal LII/III fate neurons are activated to a lesser extent in 
reeler than in WT although they are more numerous in reeler (Wagener et al., 2015). This could hint 
that these neurons do not contribute as much to the network activity in reeler as they do in the wild 
type. This study also confirmed the aptitude of reeler mice for tactile exploration tasks as they use their 
whiskers for tactile exploration just like WT mice (Wagener et al., 2015). Therefore, reeler mice under-
going behavioral tasks that require bilateral whisker integration like the gap detecting task (Chaudhary 
and Rema, 2018), could clarify if reeler mice rely more on bilateral information than WT mice. Given 
this premise, blocking the contralateral input would impair reeler more than WT mice. 
5.10 The proportions of cortical inputs are preserved in reeler 
with a few exceptions
After assessing the global balance between ipsi-and contralateral inputs we focused on differences 
among individual areas between the two genotypes. Overall, the same areas projected to VIP neurons 
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in WT and reeler. Comparison of the proportion of ipsilateral inputs, however, highlighted three areas 
that send different proportions of inputs to VIP neurons in the barrel cortex: Orbital area and primary 
auditory cortex constituted a smaller proportion of inputs in reeler, the VPL constituted a higher propor-
tion of inputs in reeler. 
Could these differences have functional implications? It is difficult to predict a functional conse-
quence based on the alteration of a single connection in a complex circuit because neural networks 
might have mechanism of plasticity to ensure proper function with various circuit arrangements. The 
reduced connection from primary auditory cortex to VIP neurons in the barrel cortex might be easier 
to assess than that from a higher order area because it might compromise the integration of auditory 
signals in the somatosensory network. Indeed, the auditory cortex fuels information about sound to 
the somatosensory cortex to be integrated into tactile processing (Lemus et al., 2010; Maruyama and 
Komai, 2018). Hence, the cross-modal interaction of sound and touch might be impaired in reeler mice. 
Behavioral experiments compelling the animal to integration of sound into tactile perception might be 
a starting point to study the functional significance of a diminished input from primary auditory cortex 
to barrel cortex. 
Noteworthy is also the non-significantly but slightly higher fractions of input from the limb and trunk 
somatosensory regions in reeler. This is in contrast to all the other ipsilateral cortical areas, which sent 
a smaller number of projections to the VIP neurons in the barrel cortex of reeler mice. A fundamental 
principle of long-range connectivity is the preferential interconnectivity of areas with similar function 
(Goulas et al., 2017). Maybe in reeler, this principle is even more prominent and the individual senso-
ry areas are more strongly connected within each other but less strongly connected to other sensory 
areas. This idea could also help explaining the higher input from the VPL. The VPL is the primary tha-
lamic relay nucleus for somatosensory information from the body (limbs and trunk). It receives input 
from the spinal cord and then projects to body regions of the primary somatosensory cortex medial of 
the barrel field. The higher input fraction from VPL to VIP neurons in barrel cortex of reeler mice could 
reflect a less strict somatotopy in these mice that is compensated by stronger interconnectivity of the 
somatosensory areas. 
It is necessary to mention at this point that an input from VPL does not necessitate the presence 
of starter cells outside of the barrel cortex in body regions of primary somatosensory cortex. We never 
detected starter cells outside of barrel cortex on our sections. Previous tracing to inhibitory neurons in 
barrel cortex have reported a VPL input, too, despite the restriction of starter cells to the barrel cortex 
(Wall et al., 2016). Therefore, we can assume that VPL projects sparsely to barrel cortex and the input 
is not a result of mistargeted injections. 
5.11 Distribution of cortical projection neurons in reeler
We looked at the distribution of retrogradely labeled projection neurons across the cortical depth. Pre-
vious studies have raised the concept that different cortical areas have different migratory patterns in 
the absence of reelin. Rostral areas show closer similarity to the WT formation despite dispersion of 
layer-fated neurons, medial areas show a high degree of disorganization and caudal areas show ele-
ments of inversion (Boyle et al., 2011; Dekimoto et al., 2010; Pielecka-Fortuna et al., 2014; Wagener 
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et al., 2010). Therefore, we wanted to investigate if the distribution of projection neurons is different 
between WT and reeler, and if the distribution in reeler matches the known patterns of cellular disar-
rangement. 
Considering that reeler mice lack layers, the distribution of ipsilateral projection neurons was sur-
prisingly similar between the two genotypes but there was a slight trend for neurons in reeler to be clos-
er to the pial surface. Therefore, ipsilateral projection neurons were arranged similarly as in WT and did 
not follow the general patterns of dispersion observed in reeler. These results cannot be explained if 
we believe that neuronal fate is the only determinant for establishment of ipsilateral long-range connec-
tions. Instead it seems that the depth of the neuron in the cortex is an additional factor influencing the 
neuron’s ability to form a functional long-range connection. This idea is supported by the fact that over-
all less neurons in reeler manage to establish ipsilateral long-range connections. Only those neurons 
with the proper fate that end up in the correct position contribute to the long-range circuits, while those 
neurons with the proper fate but the wrong position fail to contribute. Perhaps a signaling molecule 
other than reelin builds up a gradient across the cortex to influence the axonal outgrowth of neurons. 
Maybe this signaling function is still intact and recruits the neurons in the proper depth to become long-
range projection neurons. 
The result for ipsilateral projection neurons was in striking contrast to the one for CPNs. They ex-
hibited an eye-catching difference in the distribution between WT and reeler. In WT, projection neurons 
were predominantly located in the upper third of the cortex corresponding to LII/III. In reeler, projection 
neurons were predominantly located in the lower two thirds of the cortex. For WT this distribution was 
expected because the majority of callosal projection neurons (~80%) resides in LII/III (Fame et al., 
2011; Leyva-Díaz and López-Bendito, 2013). Previous reports on the distribution of callosal neurons 
in reeler also noticed that they are preferentially located in deeper parts of the cortex, matching our 
results (Caviness  Jr. and Yorke  Jr., 1976; Imai et al., 2012; Steindler and Colwell, 1976). 
It could be possible that in reeler mice neurons with the fate of LII/III still maintain their fate as cal-
losal projection neurons but just do not migrate to their destined position. The fact that LII/III-fated cells, 
labeled by the LII/III specific marker Rgs8, occur in higher numbers in reeler could point to the fact that 
more of these callosal neurons persist in reeler after cortical maturation (Wagener et al., 2010). How-
ever, these LII/III fated cells in reeler are dispersed rather evenly across the cortical depth (Wagener et 
al., 2010), while the CPNs omit the upper third. Thus, the Rgs8 population might not match the popula-
tion of CPNs entirely. Instead, neurons positive for the marker Satb2 could comprise the population of 
CPNs and might be more numerous in reeler. Satb2 is a marker for CPNs and its knock-out causes an 
almost complete absence of the corpus callosum.  (Alcamo et al., 2008; Britanova et al., 2008; Greig 
et al., 2013; Leyva-Díaz and López-Bendito, 2013).  Furthermore, Satb2 neurons occur preferentially 
in deeper parts of the cortex in reeler mice (Alifragis et al., 2006). Because in our tracing CPNs were 
mainly located in deeper parts of the cortex, too, this is a further hint that an excess of Satb2 neurons 
in reeler might be responsible for the stronger contralateral innervation of VIP cells. Combining the 
RV-tracing experiments with stainings for layer fate markers like Rsg8 and Satb2 could clarify which 
type of neurons make up CPNs in reeler. 
In conclusion, this study presented a comprehensive map of the brain-wide inputs to VIP cells 
in barrel cortex of reeler mice, which was compared to WT. While the cortical inputs to VIP cells in 
66
reeler exhibited a totally different balance of ipsi-vs. contralateral inputs, subcortical inputs remained 
in the same proportions. The bottom-up flow of sensory information seems to run in preserved cell-
type specific projections despite the ectopic position of the cortical targets. The cortical circuitry for the 
processing of sensory information, however, is altered in the absence of layers. Based on our results 
we speculate that a smaller number of ipsilateral connections is compensated by a higher number of 
callosal connections between homotopic areas. If this putative adaption is specific to VIP neurons and 
what its behavioral relevance is will be exciting questions to answer in future experiments. 
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WT Reeler







 Ipsilateral cortical inputs 24.96 8.28 9.72 4.28 0.0045 0.0268*
Contralateral cortical inputs 1.77 1.11 4.82 2.47 0.0283 0.0425*
Cortical inputs 26.73 9.33 14.54 6.19 0.0266 0.0425*
Thalamic inputs 6.35 2.33 5.30 1.39 0.3666 0.3666
Subcortical inputs 7.03 2.45 5.67 1.46 0.2764 0.3317














Ipsilateral cortical inputs 73.49 8.35 47.53 8.47 0.0003 0.0020**
Contralateral cortical inputs 4.90 1.46 22.58 6.29 0.0007 0.0022**
Cortical inputs 78.39 8.91 70.11 8.71 0.1342 0.1611
Thalamic inputs 19.63 8.85 28.05 8.76 0.1287 0.1611
Subcortical inputs 21.61 8.91 29.89 8.71 0.1342 0.1611
All inputs 100 0 100 0
Table 1: Mean and standard deviation (SD) for input magnitude and input fraction from global areas. 





Area mean SD mean SD p-value adj.p-value
Orbital area 0.36 0.14 0.11 0.07 0.0048 0.0391*
Primary motor c. 2.27 0.81 1.21 0.75 0.0414 0.2359
Secondary motor c. 5.70 2.95 1.05 1.60 0.0099 0.0677
Motor c. 7.97 3.58 2.26 2.27 0.0101 0.0101
Anterior cingulate c. 0.60 0.51 0.17 0.14 0.0940 0.2965
Retrosplenial area 1.09 1.02 0.22 0.13 0.0897 0.2965
Primary somatosensory c. limb 0.82 0.38 1.48 0.74 0.0933 0.2965
Primary somatosensory c. trunk 4.11 3.36 4.78 1.59 0.6698 0.8322
Primary somatosensory c. body 4.93 3.55 6.26 1.44 0.4253 0.4253
Secondary somatosensory c. 27.69 6.48 20.70 2.49 0.0460 0.2359
Dorsal auditory c. 1.82 1.06 1.83 1.31 0.9968 0.9968
Primary auditory c. 5.49 1.78 1.06 0.88 0.0008 0.0126*
Ventral auditory c. 2.08 1.17 1.52 1.21 0.4385 0.6421
Auditory c. 9.39 3.66 4.41 3.10 0.0294 0.0294*
Posterior parietal associaton c. 12.42 8.53 7.13 3.19 0.2023 0.4603
Anteromedial visual c. 0.97 0.96 0.13 0.18 0.0841 0.2965
Primary visual c. 4.32 2.01 4.23 2.02 0.9422 0.9776
Anterolateral visual c. 2.39 1.08 1.52 1.18 0.2133 0.4603
Visual c. 7.69 3.00 5.88 2.75 0.3037 0.3037
Contralateral motor cortex 0.15 0.08 0.16 0.08 0.8971 0.9776
Contralateral barrel cortex 3.76 0.97 21.13 6.26 0.0009 0.0126*
Contralateral secondary somatosensory c. 0.12 0.10 0.68 0.28 0.0031 0.0319*
Contralateral primary somatosensory 
body c.
0.27 0.26 0.33 0.32 0.7318 0.8824
Anteroventral nucleus 0.23 0.28 0.26 0.29 0.8657 0.9776
Anteromedial nucleus 0.44 0.43 0.69 0.28 0.2715 0.5184
Ventral anterior-lateral complex 1.04 0.53 1.96 1.02 0.0888 0.2965
Ventral posteromedial complex 12.35 5.88 18.82 6.52 0.1016 0.2975
Ventral posterolateral complex 0.17 0.13 0.78 0.25 0.0008 0.0126
Posterior complex 3.37 1.59 2.82 1.56 0.5624 0.7439
Lateral dorsal nucleus 0.11 0.20 0.33 0.26 0.1405 0.3599
Lateral posterior nucleus 0.17 0.12 0.22 0.13 0.5612 0.7439
Rhomboid nulceus 0.11 0.08 0.17 0.14 0.4018 0.6101
Intralaminar nucleus 1.35 0.42 1.67 0.31 0.1669 0.4024
Lateral hypothalamic area 0.25 0.11 0.17 0.13 0.2908 0.5184
Zona Incerta 0.25 0.10 0.18 0.12 0.3454 0.5901
Substantia innominata 0.14 0.06 0.13 0.11 0.9113 0.9776
Diagonal band 0.12 0.06 0.08 0.04 0.1385 0.3599
Bed nuclei of the stria terminalis 0.04 0.05 0.05 0.05 0.8620 0.9776
Globus pallidus 0.68 0.25 0.69 0.26 0.9538 0.9776
Claustrum 0.05 0.02 0.03 0.03 0.2870 0.5184
Table 2: Mean and standard deviation (SD) for input fraction from individual area. P-values result from 
paired t-tests between WT and reeler mice. Related to Figure 20. 
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Amygdala 0.04 0.05 0.02 0.03 0.3933 0.6101
Periaqueductal gray 0.05 0.03 0.06 0.05 0.6306 0.8080
Ventral tegmental area 0.06 0.03 0.09 0.07 0.3641 0.5972
Midbrain reticular nucleus 0.11 0.14 0.17 0.11 0.4630 0.6546
Raphe Nuclei 0.05 0.05 0.02 0.02 0.2293 0.4700
10.2 List of Abbreviations
AAV Adeno-associated virus 
ANOVA Analysis of variance 
Amy Amygdala
AUDd Dorsal auditory area
AUDp Primary auditory area
AUDv Ventral auditory area
AuV Secondary auditory cortex, ventral area
BF Barrel field
BFP Blue fluorescent protein
BL6 Black six wildtype mouse strain
CCD Charge-coupled device 
Con/Fon Cre and Flp recombinase dependent




EGFP Enhanced green fluorescent protein
EGTA Ethylene glycol tetraacetic acid 
EnvA Envelope A
EPSP Excitatory postsynaptic potential 
FAB Fragment antigen binding
G Glycoprotein
GABA Gamma-aminobutyric acid 
GAD Glutamate decarboxylase
GFP Green fluorescent protein
Hepes 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid 
HPF Hippocampal formation
Ig Immunglobulin
IPSP Inhibitory postsynaptic potential 
ISOI Intrinsic signal optical imaging 
L Layer
LAMP5 Lysosomal Associated Membrane Protein Family Member 5
MOp Primary motor cortex





PB Phosphate buffer 
PFA Paraformaldehyde 
PO Posterior complex of the thalamus
PV Parvalbumin 
RFP Red fluorescent protein
RNA Ribonucleic acid
RSA Retrosplenial agranular cortex
RV Rabies virus
S1 Primary somatosensory cortex
S2 Secondary somatosensory cortex
SAD Street alabama dufferin
SD Standard deviation 
Serpinf1 Serpin Family F Member 1
Sncg Synuclein Gamma
SST Somatostatin
TB Tris buffer 
TBS  Tris buffer saline 
TBST Tris buffer 0.5% Triton-X 100 
TRE Tetracycline-responsive promoter element
tTA Tetracycline-controlled transactivator
TVA EnvA-receptor
V1 Primary visual cortex
V2L Secondary visual cortex, lateral area
VISal Anterolateral visual area
VISam Anteromedial visual area
VISp Primary visual area
Vgat Vesicular GABA transporter
VGluT Vesicular glutamate transporter
VIP Vasoactive intestinal polypeptide
VPM Ventral posteromedial nucleus 
WM White matter 
WPRE Woodchuck Hepatitis Virus Posttranscriptional Regulatory Element
WT Wild type 
5HT3a-R Serotonin 3a receptor
