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Resumen
En este trabajo se presenta el disen˜o de un controlador lineal robusto para el seguimiento simulta´neo de posicio´n y fuerza de
robots manipuladores completamente actuados. Las no linealidades aditivas, posiblemente dependientes del estado, se modelan co-
mo una perturbacio´n variante en el tiempo absolutamente acotada. Los observadores Proporcionales Integrales Generalizados (GPI,
por sus siglas en ingle´s) son capaces de estimar esta perturbacio´n desconocida y un cierto nu´mero de sus derivadas temporales de
forma aproximada, aunque arbitrariamente cercana. Esta estimacio´n se utiliza en el disen˜o del controlador para cancelar los efectos
de los te´rminos desconocidos. Hasta donde los autores saben, los observadores GPI no se han utilizado para el control de fuerza de
robots manipuladores. Se presenta un ana´lisis comparativo experimental para mostrar el buen desempen˜o del esquema propuesto.
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1. Introduccio´n
La estimacio´n de perturbaciones externas, no estructuradas,
con el objetivo de cancelar exacta o aproximadamente sus efec-
tos mediante las entradas de control, ha sido un tema amplia-
mente investigado en la literatura. Uno de los primeros trabajos
en este sentido es el Control por Acomodacio´n de Perturba-
ciones (DAC, por sus siglas en ingle´s), realizado en la de´ca-
da de 1970 (Johnson, 1971), mismo que ha ido evolucionando
tanto teo´rica como pra´cticamente. Una te´cnica relacionada con
el DAC es el Control por Rechazo Activo de Perturbaciones
(ADRC, por sus siglas en ingle´s) (Han, 2009). Aunque la idea
de estimar las perturbaciones utilizando un observador y can-
celarlas mediante la entrada de control es similar, a diferencia
del DAC, el e´nfasis en el ADRC recae principalmente en la es-
timacio´n no lineal de perturbaciones. Una idea cercanamente
relacionada constituye el nu´cleo del llamado Control PID Inte-
ligente (IPIDC, por sus siglas en ingle´s) (Fliess y Join, 2006).
Los desarrollos principales del IPIDC se basan en el me´todo
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algebraico, lo que implica que esta´ restringido a modelos feno-
menolo´gicos de primero o segundo orden. Los observadores de
perturbaciones (DOb, por sus siglas en ingle´s) (Ohnishi et al.,
1996) tambie´n realizan un control robusto basado en la estima-
cio´n y cancelacio´n en lı´nea de perturbaciones.
Otro me´todo que aborda el mismo problema es el control
basado en los observadores Proporcionales Integrales Genera-
lizados (GPI, por sus siglas en ingle´s), que son la contraparte de
los controladores GPI desarrollados en Fliess et al. (2002). Los
observadores GPI son observadores lineales de alta ganancia
que incluyen un polinomio en el tiempo como modelo interno
de los efectos conjuntos tanto de las perturbaciones dependien-
tes del estado como de las perturbaciones externas. Una esti-
macio´n de este polinomio es entregada al controlador para su
cancelacio´n en tiempo real, al mismo tiempo que se estiman las
variables de fase relacionadas con la salida. Los observadores
GPI se basan en la linealizacio´n exacta del modelo en el espacio
de estados, a diferencia de los DOb que esta´n basados en una
linealizacio´n aproximada con un modelo dado en el dominio de
la frecuencia. Por su naturaleza, el uso de observadores GPI pa-
ra el control de robots manipuladores es muy atractivo, debido
a que estos sistemas son altamente no lineales y muchas de las
te´cnicas ma´s importantes para su control se basan el un modelo
dina´mico exacto, que resulta difı´cil de obtener.
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Aunado a esto, cuando un robot interactu´a con su entorno
es necesario controlar no so´lo la posicio´n sino la fuerza ejer-
cida sobre dicho entorno. En la literatura pueden encontrarse
diversas estrategias para lograr este objetivo (ve´ase por ejem-
plo Siciliano y Villani (1999); Yoshikawa (2000)). En general,
el control de robots manipuladores en interaccio´n con un en-
torno puede dividirse en dos categorı´as: control directo y con-
trol indirecto. En el primer caso la fuerza de contacto puede
ser llevada a un valor deseado mediante un lazo de control de
fuerza explı´cito y en el segundo caso la fuerza ejercida sobre el
entorno es generada mediante el control de movimiento del ma-
nipulador. A esta u´ltima categorı´a pertenecen los controladores
por impedancia y por compliance (Siciliano et al., 2010), mien-
tras que a la primera categorı´a pertenecen los controladores de
fuerza hı´bridos y paralelos (Siciliano y Villani, 1999). La idea
de utilizar un estimador de perturbaciones para robustecer un
controlador de fuerza ha sido utilizada en Katsura et al. (2007)
para un esquema de control por impedancia, cuyo ana´lisis de es-
tabilidad y robustez es ampliado en Sariyildiz y Ohnishi (2014).
Con respecto al control directo de fuerza, un ejemplo interesan-
te se presenta en Parra-Vega et al. (2001), donde se desarrollan
esquemas hı´bridos utilizando la propiedad de descomposicio´n
ortogonal del espacio cartesiano. La descomposicio´n ortogonal
permite desacoplar los controles de fuerza y de movimiento en
dos espacios ortogonales independientes entre sı´, facilitando el
disen˜o de los controladores y el ana´lisis de estabilidad (Arimoto
et al., 1993).
Por otra parte, debe notarse que la mayorı´a de los contro-
ladores de fuerza y posicio´n utilizan mediciones de velocidad
articular, o en su defecto un estimador nume´rico a partir de
la posicio´n. En de Queiroz et al. (1996) y en Martı´nez-Rosas
et al. (2006) se presentan algunas soluciones a este problema.
Adema´s, la mayorı´a de las estrategias de control propuestas
considera que el modelo dina´mico del sistema es completa-
mente conocido. Para lidiar con el caso de incertidumbre en los
para´metros del modelo, o incluso un completo desconocimien-
to del mismo, se han propuesto diferentes soluciones (Arteaga-
Pe´rez y Rivera-Duen˜as, 2007; Jung y Hsia, 2010; Cheah et al.,
2010).
En este trabajo se utiliza, dentro del contexto de control de
fuerza para robots manipuladores, una estimacio´n aproximada,
aunque cercana, de las perturbaciones tanto externas como de-
pendientes del estado con el ﬁn de obtener un control robusto
tanto en seguimiento de fuerza como de posicio´n, mediante los
observadores GPI. El controlador presentado tiene la ventaja de
no requerir el conocimiento exacto de todo el modelo (solo un
aproximado de la matriz de inercia), adema´s de que tampoco
requiere medicio´n de velocidad ni ca´lculo de la cinema´tica in-
versa. Hasta donde los autores saben, este enfoque nunca ha
sido utilizado para el seguimiento de fuerza y posicio´n por re-
troalimentacio´n de salida para robots manipuladores.
El artı´culo esta´ organizado de la siguiente forma: en la Sec-
cio´n 2 se presenta una introduccio´n al control lineal de sistemas
meca´nicos no lineales completamente actuados, concretamente
el caso de robots manipuladores rı´gidos. La Seccio´n 3 presenta
la contribucio´n principal de este trabajo que es la adaptacio´n del
algoritmo presentado en la Seccio´n 2 para el control simulta´neo
de fuerza y de posicio´n de robots rı´gidos. En la Seccio´n 4 se
muestran experimentos de laboratorio, los cuales sirven para
validar la efectividad del me´todo propuesto, adema´s de incluir-
se un esquema adaptable y un controlador PID para propo´sitos
de comparacio´n. En la Seccio´n 5 se presentan las conclusiones
y algunas sugerencias de trabajo futuro en esta a´rea.
2. Control basado en observadores GPI
Conside´rese un robot manipulador rı´gido de n grados de
libertad. Su dina´mica esta´ dada por (Siciliano et al., 2010)
H(q)q¨ + C(q, q˙)q˙ + Dq˙ + g(q) = τ , (1)
donde q ∈ n es el vector que contiene las coordenadas genera-
lizadas, H(q) ∈ n×n es la matriz de inercia, positiva deﬁnida,
C(q, q˙)q˙ ∈ n es el vector de fuerzas centrı´fugas y de Corio-
lis, D ∈ n×n es la matriz diagonal positiva semideﬁnida que
contiene los coeﬁcientes de friccio´n viscosa, g(q) ∈ n es el
vector de pares debidos a la gravedad y τ ∈ n es el vector de
los pares que actu´an sobre las articulaciones.
Propiedad 2.1. Con la adecuada deﬁnicio´n de los para´metros
del robot, el modelo (1) puede ser escrito como
H(q)q¨ + C(q, q˙)q˙ + Dq˙ + g(q) = τ = Y(q, q˙, q¨)θ , (2)
donde Y(q, q˙, q¨) ∈ n×p es el regresor y θ ∈ p es un vector
(constante) de para´metros. 
El siguiente desarrollo esta´ basado principalmente en Sira-
Ramı´rez et al. (2010). Supo´ngase que so´lo las coordenadas ar-
ticulares q son medidas, mientras que el modelo dina´mico del
sistema es desconocido, con excepcio´n de la matriz de inercia
H(q) 1. El objetivo de control principal es seguir lo ma´s cer-
canamente posible el valor de referencia qr(t). Idealmente, el
seguimiento exacto se alcanza so´lo si se cumple
H(qr)q¨r + C(qr, q˙r)q˙r + Dq˙r + g(qr) = τ
∗ , (3)
donde τ∗(t) representa una ley de control nominal. Dado que
el modelo del sistema es desconocido, esta ley de control no
puede ser calculada a priori con precisio´n. Para abordar este
problema, conside´rese el error de seguimiento e  q − qr, cuya
dina´mica esta´ dada por
e¨ = H−1(q)τ − H−1(q) [C(q, q˙)q˙ + Dq˙ + g(q)] (4)
+ H−1(qr)
[




z(t) = −H−1(q) [C(q, q˙)q˙ + Dq˙ + g(q)] (5)
+ H−1(qr)
[
C(qr, q˙r)q˙r + Dq˙r + g(qr)
]
− H−1(qr)τ∗(t) ,
1Es posible modiﬁcar el algoritmo GPI para hacer innecesario el conoci-
miento de la matriz de inercia, como se muestra en Arteaga-Pe´rez y Gutie´rrez-
Giles (2014)
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puede obtenerse el siguiente modelo simpliﬁcado
e¨ = H−1(q)τ + z(t) . (6)
Esto signiﬁca que todos los te´rminos inciertos o desconocidos
se agrupan en un solo vector z(t). La idea principal del enfo-
que GPI consiste en estimar en lı´nea el vector z(t) mediante un
observador lineal tipo Luenberger. Para lograr lo anterior, se
realiza la siguiente suposicio´n.
Suposicio´n 2.1.
1. z(t) y por lo menos sus primeras p derivadas con respecto
al tiempo esta´n acotadas para cada trayectoria q(t).




aiti + r(t) , (7)
donde ai es un vector constante, para i = 0, . . . , p − 1 y
r(t) es un te´rmino residual. 
Comentario 2.1. El primer punto de la Suposicio´n 2.1 puede
reemplazarse por la suposicio´n menos restrictiva de la existen-
cia del vector z(t) y sus primeras p derivadas temporales. Sin
embargo, como consecuencia, se complica el ana´lisis (ve´ase
Arteaga-Pe´rez y Gutie´rrez-Giles (2014)).
No´tese que, de acuerdo con Diop y Fliess (1991), z(t) es
observable dado que puede ser escrita como
z(t) = e¨ − H−1(q)τ = q¨ − q¨r(t) − H−1(q)τ , (8)
i.e., z(t) puede ser expresada como funcio´n de la salida q y un
nu´mero ﬁnito de sus derivadas temporales, el te´rmino conocido
q¨r(t) y la entrada de control τ.




−2ζωn ˆ˙e − ω2ne − zˆ(t)
]
, (9)
donde ˆ˙e es un estimado de e˙ = q˙ − q˙r y ζ,ωn ∈ n×n son
matrices diagonales positivas deﬁnidas. Con base en (8) y (9),
se establece el siguiente teorema.
Teorema 2.1. (Sira-Ramı´rez et al., 2010). Sea In ∈ n×n la
matriz identidad de n × n. Supo´ngase que ζ y ωn en (9) son
elegidas de tal forma que todos los elementos de la matriz dia-
gonal
ρc(s) = s
2In + 2ζωns + ω2n (10)




−2ζωn ˆ˙e − ω2ne − zˆ(t)
]
(11)
˙ˆe1 = eˆ2 + λp+1(e − eˆ1) (12)
˙ˆe2 = H−1(q)τ + zˆ1 + λp(e − eˆ1) (13)
˙ˆz1 = zˆ2 + λp−1(e − eˆ1) (14)
...
˙ˆzp−1 = zˆp + λ1(e − eˆ1) (15)
˙ˆzp = λ0(e − eˆ1) , (16)
donde ˆ˙e  eˆ2, zˆ  zˆ1, lleva global y asinto´ticamente a los erro-
res e˜  e − eˆ1 y ˙˜e a una vecindad arbitrariamente pequen˜a del
origen (e˜, ˙˜e) = (0, 0), siempre y cuando las matrices diagonales
{λ0, λ1, ..., λp+1} sean elegidas de tal forma que las raı´ces del
vector de polinomios
ρ(s)  sp+2I + λp+1sp+1 + · · · + λ1s + λ0 (17)
se localicen suﬁcientemente lejos en el semiplano izquierdo del
plano complejo s. 
3. Aplicacio´n al control de fuerza de robots manipulado-
res
El modelo (1) puede ser modiﬁcado para tomar en cuenta
el caso en el que el manipulador se encuentra en contacto con
un entorno rı´gido, representado por una restriccio´n holono´mica
de dimensio´n m. En este caso la dina´mica del sistema esta´ dada
por (Parra-Vega et al., 2001; Arteaga-Pe´rez y Rivera-Duen˜as,
2008)
H(q)q¨ + C(q, q˙)q˙ + Dq˙ + g(q) = τ − τp + JTϕ(q)λ , (18)
donde λ ∈ m es el vector de multiplicadores de Lagrange (fı´si-
camente representa la fuerza aplicada en el punto de contacto).
Jϕ(q) = ∇ϕ(q) ∈ m×n es una matriz de rango completo (siem-
pre y cuando no exista redundancia en la descripcio´n de la res-
triccio´n fı´sica). ∇ϕ(q) es el gradiente de la superﬁcie ϕ ∈ m.
Este gradiente mapea cualquier vector sobre el plano normal
al plano tangente al punto de contacto, deﬁnido por ϕ(q) = 0.
τp ∈ n representa cualquier perturbacio´n externa acotada.
Se busca que el controlador de posicio´n y de fuerza a di-
sen˜ar no utilice la cinema´tica inversa del robot. Esto se consi-
gue si se trabaja directamente en coordenadas del espacio de






⎤⎥⎥⎥⎥⎦ = J(q)q˙ , (19)
donde J(q) ∈ 6×n es el Jacobiano analı´tico del manipulador,
0φn ∈ ν es una representacio´n de la orientacio´n del efector
ﬁnal (e.g., a´ngulos de Euler) y 0 pn ∈ (n−ν) es la posicio´n del
efector ﬁnal.
Suposicio´n 3.1. El robot no pasa por ninguna singularidad,
por lo que siempre puede obtenerse q˙ = J−1(q)x˙. 
La Suposicio´n 3.1 puede cumplirse si se disen˜an las trayec-
torias deseadas de tal forma que no pasen cerca de las singulari-
dades. Se deﬁne el vector x =
[
x y z φx φy φz
]T
. No´te-
se que adema´s de este vector, se utiliza el escalar x para denotar
la coordenada cartesiana x, lo que no debe causar confusio´n.
Ahora, supo´ngase que se reescribe la ecuacio´n de la restriccio´n
ϕ(q) = 0 en coordenadas del espacio de trabajo (coordenadas
cartesianas y a´ngulos de Euler), i.e.,
ϕ(x) = 0 . (20)
 A. Gutiérrez–Giles et al. / Revista Iberoamericana de Automática e Informática industrial 13 (2016) 238–246 241
Si se deﬁne Jϕx  ∂ϕ(x)∂x , se tiene que Jϕ(q) = JϕxJ(q). To-
mando en cuenta que de (19) puede obtenerse x¨ = J(q)q¨ +
J˙(q)q˙, o equivalentemente q¨ = J−1(q)x¨− J−1(q)J˙(q)q˙, se pue-
de reescribir el modelo (18) como
x¨ = M−1(q)τ + M−1(q)JT(q)JTϕxλ − M−1(q)N , (21)
donde M−1(q)  J(q)H−1(q) y N  C(q, q˙)q˙ + Dq˙ + g + τp −
H(q)J−1(q)J˙(q)q˙.
Propiedad 3.1. El vector x˙ puede expresarse como
x˙ = Qx(x)x˙ + Px(x)x˙ = Qx(x)x˙ = Qx x˙ , (22)
donde Qx(x)





)−1 ∈ n×m es la pseudoinversa de Penrose, Qx ∈
n×n satisface la condicio´n de rango (Qx) = n − m. Se cumple
que QxPx = O, QxJTϕx = O y JϕxQx = O. Tambie´n se cumplen
QxQx = Qx, PxPx = Px y JϕxPx = Jϕx. No´tese que la u´ltima
desigualdad en (22) se debe al hecho de que ddtϕ(x) = Jϕx x˙ =
0. 
El objetivo es disen˜ar un algoritmo de control lineal dividi-
do en dos partes, de la siguiente forma:
τ = τu + τc , (23)
con τu, τc ∈ n. τu estara´ dedicada a lidiar con la parte no
restringida del movimiento y τc con la parte restringida.
Para disen˜ar la ley de control de fuerza, se calcula de (21)
Q˙x x˙ = PxM
−1(q)τu + PxM−1(q)τc (24)
+ PxM−1(q)JT(q)JTϕxλ − PxM−1(q)N ,
donde se ha utilizado la igualdad (ve´ase la Propiedad 3.1) x¨ =
Qx x¨ + Q˙x x˙, o equivalentemente, (I − Qx)x¨ = Px x¨ = Q˙x x˙. Se
deﬁne τc como
τc = −JT(q)JTϕx(λd + τF) , (25)
donde λd es el valor deseado para λ y τF es un te´rmino a ser
disen˜ado. Deﬁniendo
e˙f = λ − λd y ef =
∫ t
0
(λ − λd) dϑ , (26)
se puede reescribir (24), despue´s de multiplicarla por Jϕx, como
AF (e˙f − τF) = −JϕxM−1(q) (τu − N) + JϕxQ˙x x˙ , (27)
donde AF

= JϕxJ(q)H−1(q)JT(q)JTϕx. Dado que Jϕx es de ran-
go completo y el robot no pasa por ninguna singularidad, AF es
invertible y se puede obtener





JϕxM−1(q) (τu − N) − JϕxQ˙x x˙
)
. (29)
La ecuacio´n (28) sera´ utilizada para disen˜ar la ley de control
de fuerza de acuerdo con el Teorema 2.1. Por otra parte, (21)
y (23) pueden ser combinadas para obtener
x¨ = M−1(q)τu + M−1(q)
{
τc + JT(q)JTϕxλ − N
}
. (30)
Sea xr una trayectoria de referencia que satisface la restric-
cio´n (20). Se deﬁne el error de seguimiento como
e  x − xr ⇒ e¨ = M−1(q)τu + zu1 , (31)
con zu1  M−1(q)
{
τc + JT(q)JTϕxλ − N
}
− x¨r. La dina´mica del
error esta´ completamente descrita por (28) y (31) y entonces el
empleo del Teorema 2.1 es directo. Para la parte de control de
fuerza, se propone
τF = −ΛFeˆf − zˆf1 (32)
˙ˆef = τF + zˆf1 + λfpe˜f (33)
˙ˆzf1 = zˆf2 + λf(p−1)e˜f (34)
...
˙ˆzf(p−1) = zˆfp + λf1e˜f (35)
˙ˆzfp = λf0e˜f , (36)
donde ΛF, λf0, . . . , λfp ∈ m×m son matrices diagonales positi-
vas deﬁnidas. Tambie´n se deﬁne
e˜f  ef − eˆf . (37)
Para la parte de movimiento no restringido, de acuerdo con el
Teorema 2.1 se propone
τu = M(q)
[
−2ζωneˆ2 − ω2ne − zˆu1
]
(38)
˙ˆe = eˆ2 + λu(r+1)e˜ (39)
˙ˆe2 = M−1(q)τu + zˆu1 + λure˜ (40)
˙ˆzu1 = zˆu2 + λu(r−1)e˜ (41)
...
˙ˆzu(r−1) = zˆur + λu1e˜ (42)
˙ˆzur = λu0e˜ , (43)
donde ζ,ωn, λu0, . . . , λu(r+1) ∈ n×n son matrices diagonales
positivas deﬁnidas y e˜  e − eˆ. Los esquemas controlador–
observador (25), (32)–(43), en lazo cerrado con el sistema (18),
resultan en errores de seguimiento y de observacio´n que pue-
den hacerse arbitrariamente pequen˜os, tanto para fuerza como
para posicio´n. Lo anterior se obtiene siguiendo los pasos de la
demostracio´n del Teorema 2.1 que, por motivos de espacio, se








donde 0pd y 0φd son valores deseados que satisfacen (20).
4. Resultados experimentales
En esta seccio´n se valida experimentalmente la teorı´a desa-
rrollada en la Seccio´n 3. La plataforma experimental consiste
en un manipulador rı´gido de seis grados de libertad, el robot
A465 de CRS Robotics (ve´ase la Figura 1). So´lo se consideran
las articulaciones 2, 3 y 5, renumera´ndolas como 1, 2 y 3, res-
pectivamente. Esto permite mostrar mejor el buen desempen˜o
del enfoque considerado, dado que la salida sera´ la posicio´n
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cartesiana (x, y) del efector ﬁnal y su a´ngulo de orientacio´n con
respecto a la base φ. Se realizaron dos experimentos distintos:
el primero consistio´ en el seguimiento de un segmento de arco
de un octavo de circunferencia, i.e., un arco de 45◦ sobre una
superﬁcie esfe´rica y el segundo consistio´ en el seguimiento de
una lı´nea recta sobre una superﬁcie plana.
Figura 1: Manipulador A465 de CRS Robotics con una superﬁcie esfe´rica.
Para implementar el esquema de control de la Seccio´n 3 es
necesario conocer la matriz de inercia (ve´ase el Ape´ndice A).
Adema´s, deben tomarse en cuenta los para´metros de los mo-
tores que actu´an sobre las articulaciones, de tal forma que el
modelo (18) se convierte en
H(q)q¨ + C(q, q˙)q˙ + Dq˙ + g(q) (45)
= D−1n Dkv − τp + JTϕ(q)λ ,



















la relacio´n de reduccio´n de la caja de engranes, Kai es la cons-
tante de par y Rai es la resistencia de armadura, con i = 1, 2, 3.
Los valores asociados son r1 = r2 = r3 = 100, Ka1 = Ka2 =
0.188 [Nm/A], Ka3 = 0.053 [Nm/A], Ra1 = Ra2 = 0.84 [Ω] y
Ra3 = 2.7 [Ω]. v ∈ n es la entrada de voltaje. Por simplici-
dad no se han incluido algunos para´metros del motor como la
inercia del rotor y los efectos de friccio´n en (45). La matriz Ja-
cobiana J(q), necesaria para la implementacio´n, es mostrada en
el Ape´ndice A.
Comentario 4.1. No´tese que para implementar el algoritmo
propuesto so´lo se necesitan las ecuaciones (22), (25), (32)–(36)
y (38)–(43), si la entrada es el par articular.
4.1. Experimento 1: Segmento de arco de 45◦
El primer experimento consistio´ en seguir un segmento de
arco de 45◦ sobre una superﬁcie esfe´rica, mientras se aplica si-
multa´neamente un perﬁl de fuerza deseado sobre e´sta, comen-
zando en el punto A y terminando en el punto B como se mues-
tra en la Figura 1. Un aspecto importante en la implementacio´n
del algoritmo de la Seccio´n 3 son los valores de r y p utiliza-
dos en los observadores (34)–(36) y (41)–(43), respectivamente.
En general, mientras ma´s pequen˜os son estos valores, es mejor.
Por lo tanto, es conveniente comenzar con valores bajos e in-
crementarlos hasta que esto no represente ventaja alguna. Para
este experimento se encontro´ que p=1 es suﬁciente, con las ga-
nancias λf0 = 100 y λf1 = 20 (i.e., se eligieron los polos en
pf1 = pf2 = −10). Tambie´n para la parte de movimiento res-
tringido, se eligio´ ΛF = 15. Para la parte de movimiento no
restringido se eligio´ r = 2, con las ganancias λu0 = 1000000I,
λu1 = 30000I y λu2 = 300I (i.e., se colocaron los polos en
pu1 = pu2 = pu3 = −100). Las ganancias del controlador fueron
ζ = 3I y ωn = 15I. No´tese que la ley de control en (23) cambia
a
v = D−1k Dn [τu + τc] . (46)
Con el objetivo de comparar el desempen˜o del esquema pro-
puesto, se ha implementado un controlador tipo PID mediante
la realizacio´n de unas ligeras modiﬁcaciones al algoritmo de la
Seccio´n 3. Las ecuaciones (25) y (46) no cambian, mientras que
τF se convierte en
τF = −ΛFef . (47)
De nuevo se elige ΛF = 15. Por otro lado, en lugar de (38) se
tiene
τu = M(q)





donde Kp = diag { 10000, 10000, 10000 }, Ki = diag { 1000,
1000, 1000 } y Kd = diag { 40, 40, 40 }. En este caso se utiliza
diferenciacio´n nume´rica para obtener e˙. Tambie´n para propo´si-
tos de comparacio´n, se considero´ el controlador adaptable re-
portado en Arimoto et al. (1993). Este esquema esta´ disen˜ado
para trabajar en coordenadas articulares, por lo que es necesa-
rio calcular en lı´nea la cinema´tica inversa (en contraste con el
algoritmo propuesto en la Seccio´n 3 y el PID mencionado an-
teriormente). Sea qd la trayectoria deseada equivalente en coor-
denadas articulares y defı´nase
q˙r = Q(q){q˙d − αΔq} + βJTϕ(q)ΔF , (49)
donde α > O, β ≥ 0, Δq = q − qd y ΔF = ef , con ef da-
da en (26). Q(q) y JTϕ(q) son obtenidas como se describe en
la Propiedad 3.1 con la restriccio´n expresada en coordenadas
articulares, i.e., ϕ(q) = 0. La ley de control correspondiente
esta´ dada por
v = D−1k Dn { Y(q, q˙, q˙r, q¨r)θˆ (50)
− JTϕ(λd − γΔF) − Kvs } ,
donde γ > 0 y Kv es una matriz diagonal positiva deﬁnida. De
acuerdo con la Propiedad 2, se tiene
Y(q, q˙, q˙r, q¨r)θˆ = Hˆ(q)q¨r + Cˆ(q, q˙)q˙r + Dˆq˙r + gˆ(q) . (51)
La ley de adaptacio´n esta´ dada por
d
dt
θˆ = −Γ−1YT(q, q˙, q˙r, q¨r)s , (52)
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donde s = q˙ − q˙r y Γ es una matriz diagonal positiva deﬁ-
nida. La deﬁnicio´n del regresor Y(q, q˙, q˙r, q¨r) y del vector de
para´metros θ se presenta en el Ape´ndice A. Las ganancias se
eligieron como Kv = diag { 100, 100, 50 }, Γ−1 = diag {0.0001,
0.0001, 0.0001, 0.001, 0.001, 0.001, 0.1, 0.1, 0.1, 1.0, 1.0, 0.1},
α = diag { 100, 100, 50 }, β = 0.001 y γ = 18. Debe aclararse
que se ha establecido la condicio´n inicial θˆ(0) con los para´me-
tros nominales y no con el valor cero, como es usual. La res-
triccio´n ha sido identiﬁcada experimentalmente como φ(x) =
(x − h)2 + (y − k)2 − r2 = 0, con h = 0.51, k = −0.305 y
r = 0.119. Para el seguimiento de posicio´n, se ha programado
un polinomio suave de quinto orden con tiempo ﬁnal tf = 20[s].
El a´ngulo de rotacio´n deseado se calcula en lı´nea para que el
efector ﬁnal permanezca perpendicular a la superﬁcie. Asimis-
mo, se propone el perﬁl de fuerza deseado
λd =
⎧⎪⎪⎨⎪⎪⎩












[N] t ≤ tf
20 [N] t > tf .
La Figura 2 muestra el seguimiento de las trayectorias de
posicio´n y de fuerza para los esquemas mencionados. Para te-
ner una idea del desempen˜o de los diferentes me´todos, en la
Figura 3 se muestran los errores correspondientes. En esta ﬁ-
gura puede apreciarse que para la coordenada cartesiana x, el
control adaptable tuvo mejor desempen˜o, aunque todos los al-
goritmos mantuvieron el error de seguimiento en esta coorde-
nada por debajo de ±0.25[mm] la mayor parte del tiempo. Por
otro lado para la coordenada y los errores son mayores, aunque
se mantienen por debajo de 1[mm] la mayor parte del tiem-
po. Una razo´n para que suceda esto podrı´a ser la imprecisio´n
en la descripcio´n de la superﬁcie de restriccio´n ϕ(x) = 0. En
cuanto al error de orientacio´n, el desempen˜o del algoritmo GPI
es mejor, aunque de nuevo todos los algoritmos mantuvieron
este error por debajo de ±0.2◦, lo que puede considerarse un
buen resultado. Finalmente, el seguimiento de fuerza muestra
un comportamiento similar para todos los casos. No´tese que en
el GPI se presenta un error ligeramente mayor durante el mo-
vimiento, pero una vez que el robot deja de moverse el error
de seguimiento de fuerza oscila por debajo de ±1[N]. El con-
trolador adaptable muestra un comportamiento similar, aunque
las oscilaciones son ma´s ra´pidas. Por su parte, el algoritmo PID
presenta un error residual constante de alrededor de 1[N].
4.2. Experimento 2: Trayectoria en lı´nea recta
El segundo experimento consistio´ en el seguimiento de una
lı´nea recta sobre un plano con una pendiente de 80◦ con res-
pecto a la horizontal. El movimiento del efector ﬁnal fue del
punto inicial (xd(0), yd(0)) = (0.5195, 0.5015)[m] al punto ﬁnal
(xd(tf ), yd(tf )) = (0.4731, 0.2364)[m], ambos sobre la superﬁ-
cie. Un polinomio de quinto orden fue programado para realizar
dicha trayectoria con un tiempo ﬁnal de tf = 25[s]. En este ca-
so, el a´ngulo de rotacio´n es constante, con valor de φd = −10◦.












[N] t ≤ tf
50 [N] t > tf .

















































Figura 2: Experimento 1: Coordenadas reales y deseadas (· · · ). a) x vs. xd. b) y
vs. yd. c) A´ngulos de rotacio´n real y deseado. φ vs. φd. d) Fuerzas de contacto
real y deseada. λ vs. λd. GPI (—–), Adaptable (− · −), PID (- - -).



















































Figura 3: Experimento 1: Errores de seguimiento. a) ex. b) ey. c) eφ. d) Δλ. GPI
(—–), Adaptable (− · −), PID (- - -).
Para el algoritmo GPI se eligio´ p = 3, con λf0 = 0.1,
λf1 = 3.001, λf2 = 30.03 y λf3 = 100.3 (i.e., se ubicaron los
polos del observador en pf1 = −100, pf2 = pf3 = pf4 = −0.1).
La ganancia de fuerza fue ΛF = 18. Para la parte de movimien-
to no restringido se eligio´ r = 2, con λu0 = 40960000I, λu1 =
2048000I, λu2 = 38400I y λu3 = 320I (i.e., se colocaron los
polos en pu1 = pu2 = pu3 = pu4 = −80). Se eligieron las ganan-
cias ζ = I y ωn = 0.5I. Para el algoritmo PID dado por (47)–
(48) se eligieron ΛF = 18, Kp = diag { 10000, 10000, 10000 },
Ki = diag { 1000, 1000, 1000 } y Kd = diag { 40, 40, 40 }. Pa-
ra el controlador adaptable se eligieron Γ−1 = diag{0.01, 0.01,









, β = 0.001
y γ = 18. Al igual que en el experimento anterior, la condi-
cio´n inicial θˆ(0) se establecio´ utilizando los para´metros nomi-
nales del modelo. Para los tres esquemas, cualquier para´metro
no mencionado toma el mismo valor utilizado en el experimen-
to de la Seccio´n 4.1.
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La Figura 4 muestra el seguimiento de las trayectorias de
posicio´n y de fuerza para los diferentes esquemas. Al igual que
antes, el desempen˜o de todos los algoritmos es similar, aunque
esta vez el PID resulto´ menos preciso en el control de fuerza.
No´tese que, en contraposicio´n, este controlador presenta menos
chattering en el control de posicio´n. Esto puede observarse me-
jor en la Figura 5, en donde se muestran los errores correspon-
dientes. Puede apreciarse que para la coordenada x, el algoritmo
GPI presenta un menor error que los otros dos esquemas (por
debajo de ±0.51[mm] la mayor parte del tiempo), aunque esto
parece obtenerse a costa de una pe´rdida de desempen˜o para la
coordenada y. No´tese que para todos los casos la magnitud del
error es menor a 1[mm] la mayor parte del tiempo. Para el error
de rotacio´n, el algoritmo PID tiene el mejor desempen˜o, mien-
tras que el GPI y el adaptable tienen comportamientos similares
a partir de t = 5[s]. En los primeros 5[s] el esquema GPI pre-
senta el peor desempen˜o. Finalmente, el seguimiento de fuerza
es mejor en el caso de los controladores GPI y adaptable. Cla-
ramente, el esquema PID presenta el peor desempen˜o en este
aspecto, alcanzando errores de hasta 8.5[N]. De hecho, existe
un error residual cuando el robot ha alcanzado la posicio´n ﬁ-
nal. Debe notarse que aunque existe un poco de chattering en
los controladores GPI y adaptable, en el primero la magnitud
de las oscilaciones es menor y el error permanece casi cons-
tante alrededor de −0.5 [N] cuando el manipulador llega a su
posicio´n ﬁnal.
Comentario 4.2. Los grados de los polinomios que sirven co-
mo modelo interno para las perturbaciones, r y p en (32)–(36)
y (38)–(43) esta´n relacionados con la riqueza de las sen˜ales a
estimar. En general, mientras ma´s grandes sean estas variables
se tendra´ una mejor estimacio´n, aunque existe un compromiso
entre grado de aproximacio´n y carga computacional. En este
caso particular, se ha determinado experimentalmente que va-
lores mayores a los elegidos para r y p no mejoraban aprecia-
blemente el desempen˜o.





















































Figura 4: Experimento 2: Coordenadas reales y deseadas (· · · ). a) x vs. xd. b) y
vs. yd. c) A´ngulos de rotacio´n real y deseado. φ vs. φd. d) Fuerzas de contacto
real y deseada. λ vs. λd. GPI (—–), Adaptable (− · −), PID (- - -).



















































Figura 5: Experimento 2: Errores de seguimiento. a) ex. b) ey. c) eφ. d) Δλ. GPI
(—–), Adaptable (− · −), PID (- - -).
4.3. Discusio´n
Todos los esquemas considerados en esta comparacio´n ex-
perimental han presentado un buen desempen˜o, incluyendo el
algoritmo PID. La desventaja principal de este algoritmo es la
presencia de un mayor error en el seguimiento de fuerza en el
movimiento en lı´nea recta, aunque el seguimiento en posicio´n
y orientacio´n es similar al obtenido utilizando los otros dos al-
goritmos. En cuanto a los algoritmos GPI y adaptable, puede
concluirse que el desempen˜o es pra´cticamente el mismo para
ambos casos. Sin embargo, el algoritmo GPI tiene la ventaja
sobre el controlador adaptable de requerir menos informacio´n
sobre el modelo del robot, de tal forma que su implementacio´n
es ma´s directa. Adema´s, desde un punto de vista teo´rico, el con-
trolador GPI garantiza so´lo el acotamiento ﬁnal de los errores,
cuya meta es claramente alcanzada, mientras que el controlador
adaptable garantiza seguimiento exacto, lo que no se presenta
en este caso.
5. Conclusiones
En este artı´culo, se emplearon los observadores Proporcio-
nales Integrales Generalizados (GPI) para disen˜ar un control
de seguimiento de posicio´n y fuerza para robots manipulado-
res rı´gidos. Hasta donde los autores saben, no se ha utilizado
este enfoque para resolver el problema abordado en este traba-
jo. Se mostro´ que los observadores GPI estiman naturalmente,
de forma arbitrariamente cercana, las entradas desconocidas del
sistema simpliﬁcado y un cierto nu´mero de sus derivadas tem-
porales. Esta informacio´n es utilizada en el disen˜o de un control
lineal para cancelar los efectos de los te´rminos desconocidos.
Los te´rminos no lineales desconocidos, aditivos, posiblemente
dependientes del estado, son modelados como una sola pertur-
bacio´n aditiva, absolutamente acotada, variante en el tiempo.
Para aplicar este enfoque al control de fuerza de robots, el par
de entrada es dividido en dos partes, la primera esta´ dedicada
a lidiar con el control de movimiento y la segunda es utilizada
para lograr la aplicacio´n del perﬁl de fuerza deseado. Ambas
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sen˜ales de control pueden elegirse independientemente, siem-
pre y cuando las trayectorias deseadas cumplan con las restric-
ciones impuestas por el sistema. Este procedimiento simpliﬁ-
ca ampliamente el disen˜o del esquema controlador–observador
y es logrado expresando los errores de fuerza en te´rminos de
ecuaciones diferenciales de primer orden con te´rminos desco-
nocidos de perturbacio´n, mientras que para el seguimiento de
posicio´n, la fuerza ejercida es considerada como una perturba-
cio´n.
Se realizaron dos experimentos para validar el desempen˜o
del enfoque propuesto. El banco experimental consto´ de un ma-
nipulador rı´gido en contacto con una superﬁcie (se utilizaron
una superﬁcie plana y una esfe´rica). En ambos casos la tarea
deseada consistio´ en seguir una trayectoria sobre la superﬁ-
cie correspondiente y, simulta´neamente, aplicar sobre e´sta una
fuerza deseada variante en el tiempo. Con ﬁnes de comparacio´n,
se implementaron un algoritmo adaptable y un controlador PID.
Los resultados muestran un buen desempen˜o para los tres casos.
Sin embargo, para el PID sobre la superﬁcie plana se presenta
un error de seguimiento de fuerza mayor, mientras que para los
algoritmos adaptable y GPI el desempen˜o fue mejor. La ventaja
del algoritmo GPI es que necesita menos informacio´n sobre el
modelo del robot (so´lo se requiere la matriz de inercia y no re-
quiere de cinema´tica inversa) y por lo tanto su implementacio´n
es ma´s directa. Como trabajo futuro se modiﬁcara´ el algoritmo
GPI para hacerlo independiente del conocimiento de la matriz
de inercia. Adema´s, se buscara´ un mejor desacoplamiento de las
partes restringida y no restringida del controlador para mejorar
el desempen˜o.
English Summary
Generalized Proportional Integral observer–based force
control in robot manipulators.
Abstract
In this work the design of a linear observer–linear controller
robust output feedback scheme is introduced for simultaneous
trajectory tracking of position and force in fully actuated ro-
bot manipulators. The unknown state–dependent additive non-
linearity inﬂuencing the input–output description is modeled as
an absolutely bounded “time–varying perturbation”. Generali-
zed Proportional Integral (GPI) observers are shown to natu-
rally estimate the unknown perturbation and a certain number
of its time derivatives in an arbitrarily close manner. This infor-
mation is used to advantage on the linear feedback controller
design via a simple cancelation eﬀort. To the best of the aut-
hors’ knowledge GPI observers have not been used before for
robot force control. A comparison experimental analysis is pre-
sented to show the good performance of the proposed approach.
Keywords:
Force control, position control, robotic manipulators, state
observers, robust control.
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Ape´ndice A. Modelo nominal del robot CRS A465
En este ape´ndice se presenta el modelo dina´mico del robot
CRS A465 y el Jacobiano analı´tico del mismo. Dado que los
para´metros de los motores ya se han dado en la Seccio´n 4, so´lo
se considerara´ la parte meca´nica. Tomando en cuenta que la
matriz de inercia es sime´trica, sus elementos esta´n dados por
h11 = θ1+2(θ4+θ5)c2+2θ6c23+2θ7c3, h12 = (θ4+θ5)c2+θ6c23+
2θ7c3 + θ8, h13 = θ6c23 + θ7c3 + θ9, h21 = h12, h22 = θ2 + 2θ7c3,
h23 = θ9 + θ7c3, h31 = h13, h32 = h23 y h33 = θ3. No´tese que
c2 = cos(q2), c3 = cos(q3) y c23 = cos(q2 + q3). La matriz
C(q, q˙) puede ser calculada a partir de la matriz de inercia de
acuerdo con Siciliano et al. (2010) y se omitira´ en este artı´culo.
Los elementos del vector de fuerzas gravitacionales esta´n dados
por g1 = θ13c1 + θ14c12 + θ15c123, g2 = θ14c12 + θ15c123 y g3 =
θ15c123. La matriz de coeﬁcientes de friccio´n viscosa se deﬁne
como D = diag { θ10, θ11, θ12 }.
















I2 + I3 + Im2, θ3 = m3l2c3 + I3 + Im3, θ4 = m2l1lc2, θ5 = m3l1l2,




c3) + I2 + I3,
θ9 = m3l2c3 + I3, θ10 = d1, θ11 = d2, θ12 = d3, θ13 = g(m1lc1 +
(m2+m3)l1), θ14 = g(m2lc2+m3l2) y θ15 = m3glc3, donde li es la
longitud del eslabo´n i, lci es la posicio´n del centro de masa, mi
es la masa del eslabo´n, Ii es el tensor de inercia del eslabo´n, g es
la constante de aceleracio´n gravitacional y los di son para´metros
obtenidos mediante el algoritmo de Denavit–Hartenberg.
Los valores nominales para el robot A465 de CRS Robotics
son m1 = 28.5 [kg], m2 = 16.6 [kg], m3 = 1.0 [kg], I1 = 0.85
[Kg·m2], I2 = 0.70 [Kg·m2], I3 = 0.18 [Kg·m2], Im1 = 0.90376
[Kg·m2], Im2 = 0.90376 [Kg·m2], Im3 = 0.049 [Kg·m2], l1 = 0.33
[m], l2 = 0.35 [m], l3 = 0.13 [m], lc1 = 0.14 [m], lc2 = 0.14
[m], lc3 = 0.07 [m], d1 = 2.6 [N ·m · s], d2 = 2.5 [N ·m · s] y
d3 = 1.5 [N·m·s].
El regresor Y  Y(q, q˙, q˙r, q¨r) en (51) esta´ dado por
Y =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
q¨r1 0 0 y14 y15 y16 y17
0 q¨r2 0 y24 y25 y26 y27
0 0 q¨r3 0 0 y36 y37
· · ·
· · ·
q¨r2 q¨r3 q˙r1 0 0 c1 c12 c123
q¨r1 q¨r3 0 q˙r2 0 0 c12 c123
q¨r1 y39 0 0 q˙r3 0 0 c123
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
donde y14 = y15 = (2q¨r1 + q¨r2)c2 − (q˙2q˙r1 + (q˙1 + q˙2)q˙r2)s2, y16 =
(2q¨r1 + q¨r2 + q¨r3)c23 − ((q˙1 + q˙2)q˙r1 + (q˙1 + q˙2 + q˙3)(q˙r2 + q˙r3))s23,
y17 = (2q¨r1 + 2q¨r2 + q¨r3)c3 − (q˙3(0.5q˙r1 + q˙r2) + 0.5(q˙1 + q˙2 +
q˙3)q˙r3)s3, y24 = y25 = q¨r1c2 + q˙1q˙r1s2, y26 = q¨r1c23 + q˙1q˙r1s23,
y27 = (2q¨r1 + 2q¨r2 + q¨r3)c3 − (q˙3(q˙r1 + q˙r2)+ (q˙1 + q˙2 + q˙3)q˙r3)s3,
y36 = q¨r1c23 + q˙1q˙r1s23, y37 = (q¨r1 + q¨r2)c3 + (0.5(q˙1 + 2q˙2)q˙r1 +
(q˙1 + q˙2)q˙r2)s3 y y39 = q¨r1 + q¨r2.
Finalmente, el Jacobiano analı´tico J  J(q) esta´ dado por
J =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−l1s1 − l2s12 − l3s123 −l2s12 − l3s123 −l3s123
l1c1 + l2c12 + l3c123 l2c12 + l3c123 l3c123
1 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
con c1 = cos(q1), c12 = cos(q1 + q2), c123 = cos(q1 + q2 + q3),
s1 = sin(q1), s12 = sin(q1 + q2) y s123 = sin(q1 + q2 + q3).
