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ON FOURIER ORTHOGONAL PROJECTIONS
IN THE ROTATION ALGEBRA
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The University of Northern British Columbia
November 30, 2000
Abstract. Projections are constructed in the rotation algebra that are orthogonal to their
Fourier transform and which are fixed under the flip automorphism. Such projections are
expected in a construction of an inductive limit structure for the irrational rotation algebra
that is invariant under the Fourier transform. (Namely, as two circle algebras of the same
dimension, that are swapped by the Fourier transform, plus a few points.) The calculation is
based on Rieffel’s construction of the Schwartz space as an equivalence bimodule of rotation
algebras as well as on the theory of Theta functions.
§1. Introduction
Let Aθ denote the rotation C*-algebra (where 0 < θ < 1). It is generated by unitaries
U, V satisfying V U = λUV where λ = e2πiθ. The Fourier transform is the automorphism σ
defined by σ(U) = V, σ(V ) = U−1. (Its square is the usual flip automorphism.) A hitherto
open problem of Elliott, is whether Aθ is the inductive limit of Fourier invariant building
blocks consisting of two circle algebras and a few points, and further, whether the fixed
point subalgebra Aσθ is an AF-algebra. In [8], a clue is given by constructing a model of an
inductive limit automorphism of order four that agrees with σ on K1 and such that the fixed
point subalgebra is approximately finite dimensional. The model predicts the existence of
projections that are orthogonal to their Fourier transform and fixed under the flip. The
study of such projections would seem crucial in attempting to unravel the structure of the
Fourier transform. Therefore, in this paper we show how one can explicitly construct such
projections for 0 < θ < 0.2345, rational or irrational. (In more recent work [9], the results
of this paper are used in an attempt to directly study Elliott’s problem.) The construction
here is based on Rieffel’s realization [5] of the Schwartz space as an equivalence bimodule
of rotation algebras associated with lattices D in locally compact Abelian groups. The
projection to be constructed has the C*-algebra-valued inner product form 〈h, h〉D for an
appropriate Schwartz function h that involves Theta functions. Our main result is thus the
following.
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2 S. WALTERS
Theorem 1.1. Let 0 < θ < 0.2345. There exists a projection e of trace θ in the rotation
algebra Aθ such that
eσ(e) = 0, σ2(e) = e.
In particular, e+ σ(e) is a Fourier invariant projection of trace 2θ.
This has the following immediate consequence.
Corollary 1.2. Let 0 < θ < 1. Each number in the set
{(m2 + n2)θ + k : m,n, k ∈ Z} ∩ (0, 0.2345)
is the trace of a projection e in Aθ satisfying eσ(e) = 0 and σ
2(e) = e. Further, e+ σ(e) is
a Fourier invariant projection.
Proof. Let α = (m2+n2)θ+k for some integer k be in the above set. Let U1 = λ
mn/2UnV m
and V1 = σ(U1) = λ
mn/2V nU−m. Then
V1U1 = λ
mnV nU−mUnV m = λmn/2λn(n−m)Un−mV n+m = λm
2+n2U1V1,
and it is clear that σ(V1) = U
−1
1 . Therefore σ leaves invariant the rotation subalgebra Aα
generated by U1, V1, and induces the Fourier transform on it. By the Theorem there is a
projection e in Aα such that eσ(e) = 0, σ
2(e) = e, and τι(e) = α. From this one gets the
σ-invariant projection e+ σ(e) of twice the trace. 
We recall that for any θ in (0, 1) Boca [1] (Corollary 1.5) constructed a Fourier invariant
projection in Aθ of trace θ. Presumably, the approach presented here combined with those
of Boca (esp. Section 2 of [1]) can be used to show that if 0 < θ − p
q
< C
q2
, where C is a
positive constant akin to Boca’s 0.948 (see his Proposition 2.1), or perhaps a little smaller,
and if p is a quadratic residue mod q, then there exists a projection of trace qθ−p satisfying
the properties of Theorem 1.1 above. (Similarly, for rational pairs satisfying 0 < pq − θ < Cq2
where q − p is a quadratic residue mod q, one gets such a projection of trace p− qθ.)
Throughout, we adopt the notation e(t) := e2πit.
The technical part of Theorem 1.1 follows from the following more general result.
Theorem 1.3. Let A be a unital C*-algebra and u, v be any pair of unitaries in A, where the
spectrum of u is the unit circle. Let α and β be positive numbers satisfying β2 = 4(α2 + 1).
Then for α > 0.2568 the following element
X =
∑
m,n∈Z
e(β2mn/2)e−παβ
2n2/2e−πβ
2m2/(2α)Θ(m,n) umvn
is invertible in A, where
Θ(m,n) = ϑ2(
π
2β
2n, 2iα)ϑ3(i
π
2αβ
2m, itα) + ϑ3(
π
2β
2n, 2iα)ϑ2(i
π
2αβ
2m, itα)
and tα = 4α+
2
α .
The Theta functions appearing here are recalled briefly in the next section.
Remark. The commutation relation between u, v is not needed to obtain the invertibility.
But it is not clear if in general X is positive, which it in fact is when u, v are the canonical
unitary generators of the rotation algebra. Theorem 1.3 holds if vn is replaced by any
sequence vn of unitaries in A (while u still has spectrum equal to the unit circle).
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§2. Preliminaries
Let us briefly recall Rieffel’s setup in [5]. Let M be a locally compact Abelian group
and let G = M × Mˆ , where Mˆ is the dual of M . Let h denote the Heisenberg cocycle on
the group G = M × Mˆ given by h((m, s), (m′, s′)) = 〈m, s′〉, where 〈m, s′〉 is the canonical
pairing M × Mˆ → T. The Heisenberg (unitary) representation π : G → U(L2(M)) of G is
given by
(π(m,s)f)(n) = 〈n, s〉f(n+m)
where m,n ∈M, s ∈ Mˆ , and f ∈ L2(M). It has the properties
πxπy = h(x, y)πx+y = h(x, y)h(y, x)πyπx, π
∗
x = h(x, x)π−x
for x, y ∈ G. If D is a given lattice in G (discrete cocompact subgroup), its covolume
|G/D| is the Haar measure of a fundamental domain for D. Its associated twisted group
C*-algebra C∗(D, h) is the C*-subalgebra of the bounded operators on L2(M) generated by
the unitaries πx for x ∈ D. The complementary lattice of D is
D⊥ = {y ∈ G : h(x, y)h(y, x) = 1, ∀x ∈ D}.
The C*-algebra C∗(D⊥, h¯) can be viewed as the C*-subalgebra of bounded operators on
L2(M) generated by the unitaries π∗y for y ∈ D⊥. The Schwartz space on M , denoted
S(M), is an equivalence bimodule with C∗(D, h) acting on the left and C∗(D⊥, h¯) acting
on the right by
af =
∫
D
a(x)πx(f)dx = |G/D|
∑
x∈D
a(x)πx(f)
fb =
∫
D⊥
b(y)π∗y(f)dy =
∑
y∈D⊥
b(y)π∗y(f)
where f ∈ S(M), a ∈ C∗(D, h), b ∈ C∗(D⊥, h¯), and where the mass point measure (dx) on
D is |G/D| and on D⊥ it is one. The inner products on S(M) with values in the algebras
C∗(D, h) and C∗(D⊥, h) are given, respectively, by
〈f, g〉D = |G/D|
∑
w∈D
〈f, g〉D(w) πw, 〈f, g〉D⊥ =
∑
z∈D⊥
〈f, g〉D⊥(z) π∗z
where
〈f, g〉D(w1, w2) =
∫
M
f(x)g(x+ w1) 〈x, w2〉dx
〈f, g〉D⊥(z1, z2) =
∫
M
f(x)g(x+ z1)〈x, z2〉dx
where (w1, w2) ∈ D and (z1, z2) ∈ D⊥. These satisfy the associativity condition
〈f, g〉Dh = f〈g, h〉D⊥ .
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(See [5], pages 266 and 269.) By Rieffel’s Theorem 2.15 in [5], the Schwartz space S(M)
is an equivalence C∗(D, h)-C∗(D⊥, h¯) bimodule. The canonical normalized traces are given
by
τιD
(∑
w∈D
awπw
)
= a0, τιD⊥

 ∑
z∈D⊥
bzπ
∗
z

 = b0,
(aw, bw ∈ C) which satisfy the equation
τιD(〈f, g〉D) = |G/D| τιD⊥(〈g, f〉D⊥).
From this it follows that if f is a Schwartz function such that 〈f, f〉D⊥ = 1, then e = 〈f, f〉D
is a projection in C∗(D, h) of trace |G/D|. In this case, one has the isomorphism (which
may be called the “Morita transform”)
µ : C∗(D⊥, h¯)→ eC∗(D, h)e, µ(x) = 〈fx, f〉D, and µ−1(pyp) = 〈f, yf〉D⊥
where y ∈ C∗(D, h) and x ∈ C∗(D⊥, h¯). Projections arising in this manner we shall call
generalized Rieffel projections. This seems appropriate since in [3], Elliott and Lin showed
that the classical Rieffel projections [4] in the rotation algbera can in fact be written in this
manner. (And perhaps also because of Proposition 2.8 of [4].)
In the present paper, we shall take (as in [1]) M = R so that Mˆ = M in a natural
fashion. This permits one to define the order four automorphism R : G → G by R(u; v) =
(−v; u), u, v ∈ M . If D is a lattice subgroup of G such that R(D) = D (and hence
R(D⊥) = D⊥), then (as in [1]) there are order four automorphisms σ, σ′ of C∗(D, h) and
C∗(D⊥, h¯), respectively, that satisfy
σ(πw) = h(w,w)πRw, σ
′(π∗z) = h(z, z)π
∗
Rz, (2.1)
for w ∈ D, z ∈ D⊥, and
σ(〈f, g〉D) = 〈fˆ , gˆ〉D, σ′(〈f, g〉D⊥) = 〈fˆ , gˆ〉D⊥ , (2.2)
where fˆ is the Fourier transform of f ∈ S(M) given by
fˆ(s) =
∫
M
f(x)〈x, s〉 dx =
∫ ∞
−∞
f(x)e(−sx)dx
for s ∈M .
The main Theta functions used in this paper are
ϑ2(z, t) =
∑
n
eπit(n+
1
2
)2ei2z(n+
1
2), ϑ3(z, t) =
∑
n
eπitn
2
ei2zn
for z, t ∈ C and Im(t) > 0, where all summations range over the integers. The zeros of ϑ3
are well-known to be given by (π
2
+mπ +
(π
2
+ nπ
)
t, t
)
,
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where m,n ∈ Z and Im(t) > 0 are arbitrary. We shall make use of the following identities
for any integer k:
ϑ3(w +
π
2
kit, it) = e−ikweπtk
2/4 ϑ3−k¯(w, it) (2.3)
ϑ2(w +
π
2
kit, it) = e−ikweπtk
2/4 ϑ2+k¯(w, it) (2.4)
ϑ(z + πitk, it) = e−2kizeπtk
2
ϑ(z, it) (2.5)
where k¯ = 0 if k is even and k¯ = 1 if k is odd, and the third of these holds for ϑ = ϑ2, ϑ3.
Finally, we shall make use of the following equalities∫
R
e(Ax) e−παx
2
dx =
1√
α
e−πA
2/α (2.6)
and∫∫
R2
e(Ax+By) e−πα(x
2+y2) e(−xy) dxdy = 1√
α2+1
exp
(
− πα2+1 [αA2 + αB2 − 2iAB]
)
(2.7)
where α > 0 and A,B ∈ C.
§3. Schwartz Theta functions
Fix 0 < θ < 1
2
, take M = R, G = R× R, and consider the lattice
D :
[
ε1
ε2
]
=
[√
θ 0
0
√
θ
]
.
It’s covolume in G is |G/D| = θ and the associated C*-algebra C∗(D, h) = Aθ is generated
by Uj = πεj which satisfy U1U2 = e(θ)U2U1. Letting β = 1/
√
θ, the complementary lattice
is
D⊥ :
[
δ1
δ2
]
=
[
0 β
β 0
]
.
Letting Vj = π
∗
δj
= π−δj one has V1V2 = e(−1θ )V2V1 = e(−β2)V2V1, and these unitaries
generate the C*-algebra C∗(D⊥, h¯) = A1/θ. The automorphism σ of Aθ as in (2.1) is given
by σ(U1) = U2, σ(U2) = U
−1
1 , which is the Fourier transform. The primary task of this
paper is to prove the following.
Theorem 3.1. For 0 < θ < 0.2345, there exists an even Schwartz function h on R such
that
(i) 〈h, hˆ〉D⊥ = 0,
(ii) 〈h, h〉D⊥ is invertible,
(iii) 〈h, h〉D⊥ is fixed under the flip σ2.
Consequently, the element e = 〈ha, ha〉D is a flip-invariant smooth projection in Aθ of
trace θ such that eσ(e) = 0, where a = (〈h, h〉D⊥)−1/2. In particular, e+ σ(e) is a Fourier
invariant projection of trace 2θ.
(The latter follows from 〈ha, ha〉D⊥ = 1.)
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Remark. As commented below (see the remark before Proposition 4.4), one can in fact show,
with a little extra effort, that for 0 < θ ≤ 0.2427 the element 〈h, h〉D⊥ is invertible for the
Schwartz function h constructed here. However, for θ > 0.2451 the methods here would
have to be modified.
We shall now examine the Schwartz functions on R to be used in the construction. These
functions have the Gaussian-Theta form
gr,γ(x) = e
−παx2 ∑
p
ape([rp− γ]x) = e−παx
2
e(−γx)ϑ3(−12πiα+ πrx, iα)
where
ap = e
−παp2eπαp
and α > 0 and r, γ are real. It is not hard to check that g = gr,γ ∈ S(R). We will choose
these parameters so that
〈g, gˆ〉D⊥ = 0 and 〈g˜, gˆ〉D⊥ = 0, (3.1)
where g˜(x) = g(−x) = ˆˆg(x). One then puts h = g + g˜ so that h is an even function
satisfying 〈h, hˆ〉D⊥ = 0 and 〈h, h〉D is fixed under the flip automorphism. For certain of
these parameters it will be shown in the next section that 〈h, h〉D⊥ is invertible.
For real r, s, γ, γ′, one has
〈gr,γ, gˆs,γ′〉D⊥(mδ1 + nδ2) =
∫
R
gr,γ(x)gˆs,γ′(x+ βn)e(βmx) dx
=
∫∫
R2
gr,γ(x)gs,γ′(y)e(−xy)e(βmx− βny) dxdy
=
∑
p,q
a¯paq
∫∫
R2
e([(βm− (rp− γ))x+ ((sq − γ′)− βn)y] e−πα(x2+y2)e(−xy) dxdy
= 1√
α2+1
∑
p,q
a¯paq exp
(
− π
α2+1
Dpq
)
using (2.7), where
Dpq = α[βm− rp+ γ]2 + α[sq − γ′ − βn]2 − 2i[βm− rp+ γ] [sq − γ′ − βn]
= α(βm− rp)2 + 2α(βm− rp)γ + αγ2 + α(sq − βn)2 − 2α(sq − βn)γ′ + α(γ′)2
− 2i(βm− rp)(sq − βn) + 2i(βm− rp)γ′ − 2iγ(sq − βn) + 2iγγ′
= αr2p2 − 2r(αβm+ iβn + αγ + iγ′)p+ αs2q2 − 2s(αβn+ iβm + αγ′ + iγ)q
+ 2irspq +K ′,
where K ′ consists of all terms not involving p, q. In order to make the cross term involving
2irspq disappear in the summation, we shall assume that |rs| = α2 + 1. This makes the
above summation separable and one gets
〈gr,γ, gˆs,γ′〉D⊥(mδ1 + nδ2) = CmnE1(m,n)E2(m,n)
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where Cmn is an exponential constant (independent of p, q but depending on m,n), and
where
E1(m,n) =
∑
p
a¯p exp
(
− πα2+1 [αr2p2 − 2r(αβm+ iβn + αγ + iγ′)p]
)
,
E2(m,n) =
∑
q
aq exp
(
− πα2+1 [αs2q2 − 2s(αβn+ iβm+ αγ′ + iγ)q]
)
.
Substituting ap, one has
E1(m,n) =
∑
p
e−πdp
2
exp
(
παp+ 2πrα2+1 [αβm+ iβn + αγ + iγ
′] p
)
= ϑ3
(
1
2 iπα+
iπr
α2+1 [αβm+ iβn + αγ + iγ
′], id
)
where d = α + αr
2
α2+1 . Similarly, one can write E2. In order to satisfy (3.1), one can choose
either to make E1 ≡ 0 or E2 ≡ 0. For our purposes, it will be enough to make E1 ≡ 0 for
γ′ = ±γ. This will be arranged as follows. Since g˜r,γ = g−r,−γ, we want to have
〈gr,γ, gˆr,γ〉D⊥ = 0, and 〈gr,γ, gˆ−r,−γ〉D⊥ = 0,
and in both cases we have s = ±r, γ′ = ±γ. Thus r2 = s2 = α2 + 1, and d = 2α. Now
E1 ≡ 0 iff for each pair of integers m,n there are integers M,N such that
1
2
iα +
ir
α2 + 1
[αβm+ iβn + αγ + iγ′] =
1
2
+M +
(
1
2
+N
)
i2α.
Putting m = n = 0 gives integers M0, N0 such that
1
2
iα +
ir
α2 + 1
[αγ + iγ′] =
1
2
+M0 +
(
1
2
+N0
)
i2α. (3.2)
and upon subtracting one gets
r
α2+1 [iαβm − βn] =M ′ +N ′i2α,
where M ′, N ′ are integers depending on m,n. Thus
− rβ
α2+1
n =M ′, rβ
α2+1
m = 2N ′.
The first of these implies that |r|βα2+1 = v must be a positive integer. And from the second,
one must have v = 2L ≥ 2 for some positive integer L. Further, r2 = s2 = β2/v2 = α2 + 1.
To get the greater range for θ = 1/β2 ≤ 1/v2, we shall henceforth choose v = 2 (L = 1).
Therefore, we are lead to make the following choices
|r| = |s| = β
2
, β2 = 4(α2 + 1).
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So we take g := gβ/2,γ. Now to satisfy 〈gβ/2,γ, gˆβ/2,γ〉D⊥ = 0, condition (3.2) must be
satisfied with γ′ = γ and becomes
1
2
iα+
βγ
2(α2 + 1)
[iα − 1] = 1
2
+M0 +
(
1
2
+N0
)
2iα (3.3)
and in order to satisfy 〈gβ/2,γ, gˆ−β/2,−γ〉D⊥ = 0, condition (3.2) must be satisfied with
γ′ = −γ and becomes
1
2
iα+
βγ
2(α2 + 1)
[iα+ 1] =
1
2
+M ′0 +
(
1
2
+N ′0
)
2iα. (3.4)
Subtracting (3.3) from (3.4) implies that βγα2+1 =
4γ
β must be an integer. We choose it to be
1. Hence we take
γ =
β
4
.
(This choice will in fact turn out to facilitate our computations with Theta functions below
and guarantees that 〈h, h〉D⊥ is invertible for β a little greater than 2.) Now with r = β2
and γ = β
4
, (3.4) follows from (3.3) and the latter clearly holds with M0 = −1, N0 = 0.
We therefore conclude that
〈gβ/2,β/4, gˆβ/2,β/4〉D⊥ = 0, 〈gβ/2,β/4, gˆ−β/2,−β/4〉D⊥ = 0,
as desired. For simplicity, we shall write g := gβ/2,β/4 (where β is fixed). More specifically,
g(x) = e−παx
2
∑
p
ape([
β
2
p− β
4
]x), ap = e
−παp2eπαp.
Remark. If we drop the β4 term a calculation similar to that done in the next section shows
that 〈h, h〉D⊥ is singular.
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§4. Invertibility of 〈h, h〉D⊥
This section is aimed at showing that the positive element 〈h, h〉D⊥ is invertible, where
h was constructed in the previous section. The calculation here also proves Theorem 1.3
(including the last assertion in the remark following it). We begin with a lemma.
Lemma 4.1. Let there be given two Gaussian-Theta Schwartz functions of the form
f1(x) = e
−πα1x2
∑
p
ape([r1p− γ1]x), f2(x) = e−πα2x
2
∑
q
bqe([r2q − γ2]x),
where αj > 0, rj, γj are real, and ap, bq are rapidly decreasing sequences, and let α = α1+α2.
For any real s, t, one has
∫
R
f1(x)f2(x+ s)e(tx) dx
=
e(−α2st/α)√
α
e−πα1α2s
2/α e−πt
2/αe−π(γ1−γ2)
2/α ·e2π(γ2−γ1)t/αe(−(α2γ1+α1γ2) sα )Θ(s, t)
where
Θ(s, t) =
∑
p,q
a¯pbq e([α1r2q + α2r1p]
s
α ) exp
(
2π
α (γ2 − γ1)(r2q − r1p)
)
· exp (−πα [(r2q − r1p)2 + 2t(r2q − r1p)])
Proof. We have
∫
R
f1(x)f2(x+ s)e(tx) dx
=
∑
p,q
a¯pbq
∫
R
e−πα1x
2
e(−[r1p− γ1]x)e−πα2(x+s)
2
e([r2q − γ2](x+ s))e(tx) dx
=
∑
p,q
a¯pbqe([r2q − γ2]s)
∫
R
e−π[α1x
2+α2(x+s)
2]e([r2q − r1p+ γ1 − γ2 + t]x) dx
=
∑
p,q
a¯pbq e([r2q − γ2]s)e−πα1α2s
2/α
∫
R
e([r2q − r1p+ γ1 − γ2 + t] x) e−πα(x+
α2s
α )
2
dx
=
∑
p,q
a¯pbq e([r2q − γ2]s)e−πα1α2s
2/αe(−[r2q − r1p+ γ1 − γ2 + t]α2sα )
·
∫
R
e([r2q − r1p+ γ1 − γ2 + t] x) e−παx
2
dx
=
1√
α
e−πα1α2s
2/αe(−[γ1 − γ2 + t]α2sα )
·
∑
p,q
a¯pbq e([r2q − γ2]s)e(−[r2q − r1p]α2sα ) exp
(−πα [r2q − r1p+ γ1 − γ2 + t]2)
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and since
[r2q − r1p+ γ1 − γ2 + t]2 = (r2q − r1p)2 + 2t(r2q − r1p) + t2
+ 2(γ1 − γ2)(r2q − r1p) + 2t(γ1 − γ2) + (γ1 − γ2)2
one gets
∫
R
f1(x)f2(x+ s)e(tx) dx
=
1√
α
e−πα1α2s
2/αe(−[γ1 − γ2 + t]α2sα ) exp
(−πα (γ1 − γ2)2) exp (2πα t(γ2 − γ1))
· e−πα t2
∑
p,q
a¯pbq e([r2q − γ2]s)e(−[r2q − r1p]α2sα ) exp( 2πα (γ2 − γ1)[r2q − r1p])
· exp (−πα [(r2q − r1p)2 + 2t(r2q − r1p))
which gives the result in the statement of the lemma. 
Applying Lemma 4.1 to the functions gρ := gρβ/2,ρβ/4 for ρ = ±1, one obtains (where
ρ, ν = ±1)
∫
R
gρ(x)gν(x+ s)e(tx) dx
=
e(− st
2
)√
2α
e−παs
2/2e−πt
2/(2α) · exp
(
−πβ232α (ρ− ν)2
)
exp
(
πβt
4α (ν − ρ)
)
e(−βs8 (ρ+ ν)) Θρ,ν
where
Θρ,ν =
∑
p,q
e−πα(p
2+q2) eπα(p+q) e(β
4
[ρp+ νq] s) exp
(
−πβ2
8α
(ρ− ν)(νq − ρp)
)
exp
(
−πβ8α [β(νq − ρp)2 + 4t(νq − ρp)]
)
.
Making the replacements p→ ρp, q → νq this becomes
Θρ,ν =
∑
p,q
e−πα(p
2+q2) eπα(ρp+νq) e(β
4
(p+ q) s) exp
(
−πβ2
8α
(ρ− ν)(q − p)
)
exp
(
−πβ8α [β(q − p)2 + 4t(q − p)]
)
.
Now let k = q − p:
Θρ,ν =
∑
p,k
e−πα[p
2+(p+k)2]eπα[ρp+ν(p+k)]e
(
β
4
(k + 2p)s
)
exp
(
−πβ2
8α
(ρ− ν) k
)
exp
(
−πβ8α [βk2 + 4tk]
)
.
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To calculate this more explicitly, we write
Θρ,ν =
∑
k
e−πtαk
2/4 exp
(
[παν − πβt2α − πβ
2(ρ−ν)
8α ] k
)
e−πα(ρ+ν)k/2 H(k)
where tα = 4α+
2
α
= β
2
2α
+ 2α and
H(k) =
∑
p
e−2πα(p+
k
2
)2 exp
(
[πiβs+ πα(ρ+ ν)](p+ k2 )
)
=
∑
p
e−2πα(p+
k
2
)2 eL(p+
k
2
),
where
L = Lρ,ν := πiβs+ πα(ρ+ ν).
For k even, one has H(k) = ϑ3(
i
2
L, 2iα), and for k odd H(k) = ϑ2(
i
2
L, 2iα). Letting
M =Mρ,ν = παν − πβt2α − πβ
2(ρ−ν)
8α
− π
2
α(ρ+ ν) = π
2
α(ν − ρ)− πβt
2α
+ πβ
2(ν−ρ)
8α
,
which, from β2 = 4(α2 + 1), becomes
M = π
4
tα(ν − ρ)− πβt2α ,
and one obtains
Θρ,ν =
∑
k
e−πtαk
2/4eMkH(k)
= ϑ3(
i
2L, 2iα)
∑
k
e−πtαk
2
e2Mk + ϑ2(
i
2L, 2iα)
∑
k
e−πtα(k+
1
2 )
2
e2M(k+
1
2)
= ϑ3(
i
2L, 2iα)ϑ3(iM, itα) + ϑ2(
i
2L, 2iα)ϑ2(iM, itα).
Let ℓ = 12(ν + ρ) and d =
1
2 (ν − ρ) which are equal to 0,±1. We have thus obtained∫
R
gρ(x)gν(x+ s)e(tx) dx =
e(−1
2
st)√
2α
e−παs
2/2e−πt
2/(2α)e−
πβ2
8α d
2
e
πβt
2α de−iπ
βs
2 ℓ
·
[
ϑ3(
i
2L, 2iα)ϑ3(iM, itα) + ϑ2(
i
2L, 2iα)ϑ2(iM, itα)
]
.
Using the identities (2.3) and (2.4) each of these Theta functions can be simplified as follows
ϑ3(
i
2L, 2iα) = e
iπ
2 βsℓe
π
2 αℓ
2
ϑ3−ℓ¯(
π
2βs, 2iα)
ϑ2(
i
2L, 2iα) = e
iπ
2 βsℓe
π
2 αℓ
2
ϑ2+ℓ¯(
π
2βs, 2iα)
ϑ3(iM, itα) = e
− π2αdβte
π
4 d
2tαϑ3−d¯(i
π
2αβt, itα)
ϑ2(iM, itα) = e
− π2αdβte
π
4 d
2tαϑ2+d¯(i
π
2αβt, itα)
and since d2 + ℓ2 = 12 (ν
2 + ρ2) = 1 we get∫
R
gρ(x)gν(x+ s)e(tx) dx =
e(−12st)√
2α
e−παs
2/2e−πt
2/(2α)e
π
2 α
·
[
ϑ3−ℓ¯(
π
2βs, 2iα)ϑ3−d¯(i
π
2αβt, itα) + ϑ2+ℓ¯(
π
2βs, 2iα)ϑ2+d¯(i
π
2αβt, itα)
]
.
Since h = g1 + g−1, summing these over ρ, ν = ±1 yields the following.
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Lemma 4.2. For real s, t one has
∫
R
h(x)h(x+ s)e(tx) dx =
e(−1
2
st)√
2α
e−παs
2/2e−πt
2/(2α)Γ( tβ ,
s
β )
where
Γ(u, v) = 4e
π
2 α
[
ϑ2(
π
2β
2v, 2iα)ϑ3(i
π
2αβ
2u, itα) + ϑ3(
π
2β
2v, 2iα)ϑ2(i
π
2αβ
2u, itα)
]
for u, v ∈ R.
This lemma now gives
〈h, h〉D⊥(mδ1 + nδ2) = 1√2αe(−β
2mn/2)e−παβ
2n2/2e−πβ
2m2/(2α)Γ(m,n)
hence
〈h, h〉D⊥ =
∑
m,n
〈h, h〉D⊥(mδ1 + nδ2)V n2 V m1
=
∑
m,n
e(β2mn)〈h, h〉D⊥(mδ1 + nδ2)V m1 V n2
= 1√
2α
∑
m,n
e(β2mn/2)e−παβ
2n2/2e−πβ
2m2/(2α)Γ(m,n)Vm1 V
n
2
= 1√
2α
∑
n
e−παβ
2n2/2 ψnV
n
2
where ψn = ψn(V1), viewed as a period 1 function on R, is given by
ψn(t) :=
∑
m
e(β2mn/2)e−πβ
2m2/(2α)Γ(m,n) e(mt)
= 4e
π
2
α
[
ϑ2(
π
2
β2n, 2iα)Fn(t
′) + ϑ3(π2β
2n, 2iα)Gn(t
′)
]
where t′ = t+ 12β
2n and
Fn(t) =
∑
m
e−πβ
2m2/(2α)ϑ3(i
π
2αβ
2m, itα) e(mt)
and
Gn(t) =
∑
m
e−πβ
2m2/(2α)ϑ2(i
π
2α
β2m, itα) e(mt).
Note that up to a multiplicative positive constant, 〈h, h〉D⊥ is the element X of Theorem
1.3, whose proof is furnished by the following argument. We now calculate Fn and Gn
explicitly as follows. For convenience, let
τα :=
β2
2α = 2(α+
1
α ) = tα − 2α.
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Inserting the series of ϑ3 one has
Fn(t) =
∑
m
e−πβ
2m2/(2α)
∑
k
e−πtαk
2
e2ik[i
π
2αβ
2m] e2πimt
=
∑
k
e−πtαk
2
∑
m
e−πβ
2m2/(2α)e2im[πt+i
π
2α
β2k]
=
∑
k
e−πtαk
2
∑
m
e−πταm
2
e2im[πt+iπταk]
=
∑
k
e−πtαk
2
eπταk
2
∑
m
e−πτα(m+k)
2
e2imπt
=
∑
k
e−2παk
2
e−2ikπt
∑
m
e−πταm
2
e2imπt
= ϑ3(πt, 2iα)ϑ3(πt, iτα)
A similar computation gives
Gn(t) = ϑ2(πt, 2iα)ϑ2(πt, iτα).
Thus we obtain
ψn(t) = 4e
πα/2
[
ϑ2(vn, 2iα)ϑ3(πt
′, 2iα)ϑ3(πt′, iτα) + ϑ3(vn, 2iα)ϑ2(πt′, 2iα)ϑ2(πt′, iτα)
]
.
where vn :=
π
2β
2n and t′ := t+ 12β
2n. Write this in the form
ψn(t) = 4e
πα/2ϑ3(vn, 2iα)ϑ3(πt
′, 2iα)ϑ3(πt′, iτα) ·Qn(t)
where
Qn(t) =
ϑ2(vn, 2iα)
ϑ3(vn, 2iα)
+
ϑ2(πt
′, 2iα)
ϑ3(πt′, 2iα)
ϑ2(πt
′, iτα)
ϑ3(πt′, iτα)
.
It is clear that ψn is a real function. Our next goal is to show that ψ0 is positive. We have
ψ0(t) = 4e
πα/2ϑ3(0, 2iα)ϑ3(πt, 2iα)ϑ3(πt, iτα) ·Q0(t),
Q0(t) =
ϑ2(0, 2iα)
ϑ3(0, 2iα)
+
ϑ2(πt, 2iα)
ϑ3(πt, 2iα)
ϑ2(πt, iτα)
ϑ3(πt, iτα)
and it is enough to show that Q0(t) > 0. This is an immediate consequence of the following
two facts:
(F1) For all real s, t and α > 0, one has
ϑ2(πt, iτα)
ϑ3(πs, iτα)
< 0.09.
(F2) For each real t, one has ∣∣∣∣ϑ2(πt, 2iα)ϑ3(πt, 2iα)
∣∣∣∣ ≤ ϑ2(0, 2iα)ϑ3(0, 2iα) .
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The first of these follows from the inequality ϑ2(0, iτα) ≤ ϑ2(0, 4i) since τα = 2(α+ 1α ) ≥ 4
for all α > 0, and from the estimate ϑ3(
π
2
, iτα) > 1− 2e−πτα ≥ 1− 2e−4π. Thus for real s, t,
ϑ2(πt, iτα)
ϑ3(πs, iτα)
≤ ϑ2(0, iτα)
ϑ3(
π
2
, iτα)
<
ϑ2(0, 4i)
1− 2e−4π ≈ 0.0864
which proves (F1). (Note that here we have used the well-known fact that for each real t
and x > 0 one has 0 < ϑ3(
π
2 , ix) ≤ ϑ3(t, ix) ≤ ϑ3(0, ix).) To show (F2), one need only check
that the function t 7→ ϑ2(πt,2iα)ϑ3(πt,2iα) has peroid 2, is decreasing over the interval [0, 1], increasing
over [1, 2], and hence attains its maximum value when t = 0.
We have ∣∣∣∣ψn(t)ψ0(s)
∣∣∣∣ = ϑ3(vn, 2iα)ϑ3(0, 2iα)
ϑ3(πt
′, 2iα)
ϑ3(πs, 2iα)
ϑ3(πt
′, iτα)
ϑ3(πs, iτα)
· Qn(t)
Q0(s)
.
We make an upper bound estimates for each of the quotients here as follows
0 <
ϑ3(vn, 2iα)
ϑ3(0, 2iα)
≤ 1
0 <
ϑ3(πt
′, 2iα)
ϑ3(πs, 2iα)
≤ ϑ3(0, 2iα)
ϑ3(
π
2 , 2iα)
0 <
ϑ3(πt
′, iτα)
ϑ3(πs, iτα)
≤ ϑ3(0, iτα)
ϑ3(
π
2 , iτα)
≤ ϑ3(0, 4i)
ϑ3(
π
2 , 4i)
≤ 1.00001.
The first two inequalities are obvious. The third inequality follows from the fact that
ϑ3(0, ix) is a decreasing function of x and ϑ3(
π
2 , ix) is an increasing function for, say, x > 0.2,
and since τα ≥ 4 for all α > 0. The latter assertion can be seen from the expansion
ϑ3(
π
2 , ix) = 1− 2
(
[e−πx − e−π22x] + [e−π32x − e−π42x] + . . .
)
and noting that each of the bracketed functions is a decreasing function for x > 0.2 as can
be verified directly. One thus gets∣∣∣∣ψn(t)ψ0(s)
∣∣∣∣ ≤ 1.00001 ϑ3(0, 2iα)ϑ3(π2 , 2iα)
|Qn(t)|
Q0(s)
.
Using (F1) and (F2) one gets
|Qn(t)| ≤ 1.09ϑ2(0, 2iα)
ϑ3(0, 2iα)
, Q0(t) > 0.91
ϑ2(0, 2iα)
ϑ3(0, 2iα)
.
This proves the following result.
Lemma 4.3. For all integers n, one has
‖ψ−10 ψn‖ ≤ 1.19782
ϑ3(0, 2iα)
ϑ3(
π
2
, 2iα)
.
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Therefore one gets
‖ψ−10
√
2α〈h, h〉D⊥−I‖ =
∥∥∥∥∥∥
∑
n6=0
e−παβ
2n2/2ψ−10 ψnV
n
2
∥∥∥∥∥∥ ≤ 1.19782
ϑ3(0, 2iα)
ϑ3(
π
2
, 2iα)
·[ϑ3(0, i2αβ2)−1].
The right side of this inequality, as a function of α > 0 (recall β2 = 4(α2+1)), is less than 1
for α > 0.2568, i.e. for 0 < θ < 0.2345 or β > 2.065, and therefore we conclude that for this
θ-range, the element 〈h, h〉D⊥ is invertible. This completes the proof of (ii) in Theorem 3.1
and, in particular, yields Theorem 1.3.
Remark. One can in fact show, with a little extra effort, that for 0 < θ ≤ 0.2427 if one
calculates the norms ‖ψ−10 ψn‖ more precisely (for the first few n’s, say) that the the element
〈h, h〉D⊥ is invertible (since the norm of the preceding sum is still less than 1). However, if
one does the same for θ > 0.2451 the norm can be greater than 1. (Of course, this does not
mean that 〈h, h〉D⊥ is singular, but that the methods here would have to be modified.)
We conclude by obtaining bounds on the function ψ0 and describe its asymptotic be-
haviour in α, a result that will be used in future work ([9]).
Proposition 4.4. For α > 14 and all real t one has 4 < ψ0(t) < 18. In addition, ψ0(t)→ 8
uniformly in t as α→∞.
Proof. From above we had
ψ0(t) = 4e
πα/2ϑ3(0, 2iα)ϑ3(πt, 2iα)ϑ3(πt, iτα) ·Q0(t).
Let
E(t) =
ϑ2(πt, iτα)
ϑ3(πt, iτα)
which goes to zero uniformly in t as α → ∞. By (F1) one has |E(t)| < 0.09. By (F2) one
has
[1− E(t)]ϑ2(0, 2iα)
ϑ3(0, 2iα)
< Q0(t) < [1 + E(t)]
ϑ2(0, 2iα)
ϑ3(0, 2iα)
hence
4[1−E(t)]R(t) < ψ0(t) < 4[1 + E(t)]R(t) (†)
where
R(t) = eπα/2ϑ2(0, 2iα)ϑ3(πt, 2iα)ϑ3(πt, iτα).
From the inequalities
2 < eπα/2ϑ2(0, 2iα) < 2ϑ3(0, 2iα)
ϑ3(
π
2 , 2iα) ≤ ϑ3(πt, 2iα) ≤ ϑ3(0, 2iα)
ϑ3(
π
2
, iτα) ≤ ϑ3(πt, iτα) ≤ ϑ3(0, iτα)
one obtains
2ϑ3(
π
2 , 2iα)ϑ3(
π
2 , iτα) < R(t) < 2ϑ3(0, 2iα)
2ϑ3(0, iτα). (*)
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Since it is not hard to see that the left side of (*) is an increasing function of α ≥ 14 , it is
greater that its value at α = 1
4
which, when computed (and using τα ≥ 4), gives a value
greater than 1.17. The right side of (*) is a decreasing function of α (as is each factor), so is
at most equal to its value when α = 14 , which is less than 4.03. Therefore, 1.17 < R(t) < 4.03
for all t and α ≥ 14 , which yields the claimed inequality of the lemma for ψ0. Finally, note
that the left and right sides of (*) converge to 2 as α →∞, so that R(t)→ 2 uniformly in
t. Therefore from (†) one has |ψ0(t)− 4R(t)| ≤ |E(t)|R(t) and thereby obtains the claimed
asymptotic behaviour of ψ0. 
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