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ÚVOD
Problematika zajištění QoS (Quality of Service) v IP (Internet Protocol) sítích je
značně rozsáhlá a komplikovaná kvůli původní architektuře sítí, která nebyla na-
vržena pro spolehlivé služby. V době vzniku IP sítí nebyla potřeba přenášet velké
množství dat, ale s postupem času se začaly tyto sítě rozrůstat, datové toky byly
mnohem větší, rozvíjely se nové služby a bylo nutné nějakým způsobem zajistit po-
žadovanou kvalitu spojení. Týkalo se to především u real-time aplikací jako jsou
videokonference, přenos hlasu VoIP (Voice over Internet Protocol) nebo hraní počí-
tačových her po Internetu.
Všechny IP sítě standardně neposkytují spolehlivou službu. S provozem je za-
cházeno pomocí modelu Best Effort – síť se snaží co nejlepším způsobem dopravit
všechny pakety k cíli. Dalším rysem tohoto modelu je fronta typu FIFO (First In
First Out), která funguje na principu kdo první přijde, ten je dříve obsloužen. Tento
způsob řízení je vhodný pouze pro IP sítě s velice nízkým provozem a pro provoz
nevyžadující včasné doručení do cíle.
Už od roku 1990 se skupina IETF (Internet Engineering Task Force) pokoušela
o zajištění kvality služeb. Byli motivováni z poznatků v experimentální síti MBONE
a také rozvojem algoritmů a mechanismů, zajišťujících pokročilé vyhrazování zdrojů
v IP sítích [1]. Poznatky z provozu této sítě byly základním kamenem k dalšímu
rozvoji integrovaných služeb (IntServ).
Postupem času však bylo zjištěno, že IntServ není vhodným řešením pro rozsáhlé
sítě typu Internet a je vhodný pouze pro vysokorychlostní podnikové IP sítě. Vše
však nelze řešit nekonečným zvyšováním přenosové kapacity nebo budováním speci-
álních sítí, které budou sloužit pouze pro přenos hlasu pomocí VoIP protokolu anebo
videokonference. Vyhrazování zdrojů pro jednotlivé datové toky je příliš náročné na
výpočetní kapacitu směrovačů a přepínačů, proto muselo vzniknout něco odlišného
v podobě diferencovaných služeb. Diferencované služby (DiffServ) jsou kompromi-
sem mezi IP sítí bez řízení datového toku - Best Effort a mezi IP sítí, kde je každý
datový tok řízený odděleně.
V následujících kapitolách jsou podrobně rozebrány rozdílné typy zajištění kva-
lity služeb. Nejprve se zaměříme obecně na technologii QoS, základní požadavky
real-time aplikací a jejich parametry. Pak budou diskutovány architektury splňující
QoS v podobě integrovaných služeb a hlavní téma této práce – diferencované služby.
Práce je zakončena návrhem dvou scénářů IP sítí společně s praktickou implemen-
tací na směrovačích a přepínačích Cisco včetně měření parametrů kvality služeb pro




Toto slovní spojení je také označováno pod zkratkou QoS. Obecně lze říci, že kva-
lita služby označuje souhrn mechanismů v sítích, zajišťujících službu u různých typů
datového provozu, která není standardně implementována. Pro tyto účely byly vy-
vinuty dvě architektury. První z nich jsou integrované služby, druhá, v současnosti
nejpoužívanější varianta jsou diferencované služby. V obou architekturách jsou ro-
zebrány základní principy a problémy v implementaci do IP sítí.
QoS lze použít v následujících technologiích [2]:
◦ Frame Relay
◦ Token Ring






1.2 Požadavky real-time aplikací
Mnohé moderní aplikace mají striktní požadavky pro doručení do cílové destinace,
jinak budou data nepoužitelná nebo použitelná pouze v menší míře, než bylo poža-
dováno. Tyto požadavky se především týkají audio a video konferencí, ve kterých je
potřeba zajistit doručení datových jednotek včas a bez ztrát.







Je definováno jako doba, po kterou trvá cesta paketu skrz celou IP síť k cílové
destinaci. Závisí na výpočetní kapacitě směrovačů, vytížení spojů mezi jednotlivými
směrovači a v neposlední řadě také na použitém přenosovém médiu a jeho dostupné
šířce pásma. Pokud víme jaká je průměrná hodnota datového provozu v IP síti a
můžeme zajistit dostatečný nadbytek šířky pásma, můžeme tím značně kompenzovat
dobu, po kterou musí pakety zůstávat ve vyrovnávací paměti směrovačů.
1.2.2 Šířka pásma
Šířkou pásma označujeme míru kapacity IP sítě nebo konkrétního spojení. Podle
dostupné šířky pásma se poté odvíjí maximální rychlost, kterou můžeme zasílat data.
Platí, že čím vyšší je kapacita spoje, tím větší bitovou rychlostí můžeme zasílat data.
Dostupná šířka pásma je také ovlivňována rozdílným způsobem kódování v závislosti
na použití odlišných technologií zajišťujících konektivitu v IP sítích. Při měření
tohoto parametru je využitá šířka pásma označována jako propustnost.
1.2.3 Kolísání zpoždění
Tento jev nastává kvůli více možným variantám průchodu datových paketů skrz síť
a nerovnoměrnému vytížení sítě, které se náhodně mění s časem. Jedná se o roz-
dílné zpoždění doručeného paketu vůči dalším paketům v datovém toku. Ve většině
telekomunikačních sítí je datový provoz tvořen krátkým vysíláním stanic.
Jedním ze způsobů eliminace kolísání zpoždění je použití vyrovnávací paměti [1].
Ta funguje na principu neustále se doplňujícího zásobníku datových jednotek a pře-
posílání zpracovaných dat. Jejím zavedením sice způsobíme dodatečné zpoždění, ale
data se ve vyrovnávací paměti reorganizují a poté jsou předány aplikaci ve správném
pořadí. Tento princip je znázorněn na obr. 1.1.
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Obr. 1.1: Použití vyrovnávací paměti
1.2.4 Ztrátovost
Definujeme ji jako poměr paketů vyslaných k paketům, které byly zahozeny, poško-
zeny nebo nedorazily z jiného důvodu.
Vzniká, pokud se spojení zahltí nadměrným množstvím provozu a směrovač už
není schopen přijímat další pakety. Všechny nově příchozí pakety jsou poté bezpro-
středně zahazovány, dokud se tento problém nevyřeší.
Jinou příčinou ztrátovosti může být interference okolí přenosové cesty. Přijímač
pozná poškození paketu pomocí kontrolního součtu hlavičky, která nesouhlasí. Data
mohou být poškozena během cesty v síti vlivem elektromagnetického pole vnějších
zdrojů, špatným zkrutem kabelů, kdy dochází k přeslechům, mechanickým poškoze-
ním média, či z jiné příčiny, např. vniknutím vlhkosti do metalického kabelu.
1.3 Integrované služby
Vybrané kapitoly problematiky integrovaných služeb [1] :
• Tolerantní a netolerantní aplikace
• Model integrovaných služeb
• Protokol RSVP (Resource reservation Protocol)
• Identifikace toku
1.3.1 Tolerantní a netolerantní aplikace
V IP sítích podporujících QoS rozlišujeme tolerantní a netolerantní aplikace vůči
zpoždění. Mezi tolerantní patří např. přenos souborů pomocí FTP protokolu. Z hle-
diska kvality je u tohoto přenosu v podstatě jedno, jestli k nám dorazí požadovaný
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soubor dříve nebo později. Čas nemá vliv na výslednou kvalitu služby. Z hlediska
uživatele nám zřejmě bude vadit, pokud budeme muset čekat na soubor delší dobu.
U přenosu hlasu a videa zároveň je čas rozhodujícím faktorem, který ovlivňuje
výslednou kvalitu služby. Na praktickém příkladu uvidíme důsledky nedodržení včas-
ného doručení paketů v IP síti.
Sestavíme videokonferenční hovor, začneme mluvit, ale příjemce uslyší pouze
hlas, protože video dorazí až za několik sekund. Video obecně představuje pro IP síť
větší zátěž, než-li přenos hlasu, a proto je přenos obrazových informací zatížen větší
ztrátovostí. Kvalita takového rozhovoru rozhodně není na vysoké úrovni.
1.3.2 Řízená zátěž
V kapitole 1.2.3 je vysvětlen první způsob eliminace zpoždění a informuje nás také
o nerovnoměrném provozu v telekomunikačních sítích, jež se mění náhodně s časem.
Dalším ze způsobů, jak se vyrovnat s tímto nepříjemným jevem, je zavedení řízené
zátěže do architektury sítě. Někdy nám nevadí, pokud se data na cestě v síti ztratí
nebo dorazí později, ale jen v určité míře. Musíme definovat tzv. nejhorší případ
zpoždění (worst-case delay) u real-time aplikací. Po překročení této hranice můžeme
datové jednotky buďto zahodit nebo je dále zpracovávat, ale dle jiných pravidel než
u provozu, který dodržel tyto podmínky. Hlavní slovo má aplikace, která si určuje,
co se dále bude dít.
Prioritou pro přenos hlasu je rychlost. U přenosu hlasu obecně nevadí, pokud
se objeví určité ztráty, protože je stejně lidským uchem téměř nepostřehneme. Nao-
pak např. u streamování filmů nám jde hlavně o bezchybný přenos a větší zpoždění
paketů není problém.
Kvalitní přenos požaduje doručení všech dat od zdroje k přijímači, což zvyšuje
režijní dobu na doručení, zatímco rychlý přenos toleruje určitou ztrátovost. Vždy
se musíme rozhodnout, jakou máme prioritu a podle tohoto kritéria se následně
budeme chovat k paketům, jenž překročí hranici nejhoršího zpoždění.
1.3.3 Model integrovaných služeb
Zajištění QoS je provedeno vyjednáním požadované úrovně služby se všemi síťovými
prvky trasy od prvního koncového uzlu k poslednímu koncovému uzlu. Je velmi dů-
ležité, aby síť byla srozuměna se všemi požadavky aplikace dříve, než budou posílána
data. Koncový uzel nemůže odesílat data, pokud síť není ve stavu splňujícím všechny
předem sjednané podmínky. O proveditelnost této operace se stará mechanismus na-
zývaný řízení toku (admission control).
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Řízení toku zabraňuje přetížení dostupné kapacity sítě ve které má být zaručena
kvalita služeb. Pokud jsou již data zasílána směrem ke koncovému uzlu, je zaručeno,
že všechny síťové zdroje budou reservovány pro tento datový tok, dokud aplikace
neskončí s vysíláním nebo pokud nepřekročí povolenou šířku pásma, která je pro ni
reservována. Síť musí spravovat reservované zdroje, klasifikovat pakety, mít dohled
nad datovým tokem a dodržovat fronty paketů splňující požadavky QoS.
Firma Cisco uvádí 2 prostředky pro zajištění IntServ v podobě služeb s řízenou
zátěží. První z nich je RSVP protokol a druhý prostředek je zavedení inteligent-
ního řazení front, který má zabudované techniky Weighted Fair Queuing (WFQ)
a Weighted Random Early Detection (WRED) [2].
1.3.4 Protokol RSVP
Úlohou tohoto protokolu je reservování síťových zdrojů pro jednotlivé datové toky,
které se ucházejí o reservaci v IP síti. Je logicky oddělen od řídících služeb QoS a
zjednodušeně lze říci, že protokol RSVP je pouze signalizační prostředek pro zařízení
podporující QoS.
V IP sítích rozlišujeme tři základní typy provozu [1] :
1) Bez řízení (best–effort)
2) Provoz citlivý na šířku pásma (rate–sensitive)
3) Provoz citlivý na zpoždění (delay–sensitive)
ad. 1) Bez řízení (best–effort)
V tomto případě se chová síť zcela běžným způsobem bez použití protokolu pro
reservaci zdrojů. U dat není garantováno doručení do cílové destinace a veškeré
řízení provozu je přenecháno na protokolech vyšších vrstev.
ad. 2) Provoz citlivý na šířku pásma (rate–sensitive)
Datový tok si vyhradí určitou šířku pásma, kterou chce mít stále k dispozici pro své
účely, ale na oplátku je ochoten tolerovat určité zpoždění. Třída služeb, podporující
tento typ provozu se nazývá služba garantovaného bitového toku.
ad. 3) Provoz citlivý na zpoždění (delay–sensitive)
U provozu citlivého na zpoždění musíme garantovat dobu ve které bude paket do-
ručen, protože je velice náchylný vůči kolísání zpoždění a dodatečným prodlevám,
způsobených hustým provozem kvůli čekání paketů v odchozích frontách směrovačů.
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Vlastnosti protokolu a nastavení reservace
Pro zajištění reservace musí protokol RSVP projít kompletní cestou a na každém
směrovači nastavit požadované parametry aplikace, která si reservaci vyžádala. Bě-
hem své cesty také sbírá informace o trase a zjišťuje, zda-li je vůbec možné splnit
všechny požadavky. Pokud je provedena změna v topologii sítě, musí se s ní také
protokol vypořádat. V případě, že je spojení zrušeno, musí starou reservaci zrušit a
zařídit novou.
RSVP protokol sice zajišťuje reservaci zdrojů mezi odesilatelem a příjemcem, ale
reservace je pouze jednosměrná. V opačném směru se musí uskutečnit další reservace,
aby mohla probíhat komunikace v obou směrech.
U protokolu zkRSVP rozhodují příjemci, jaké zdroje jim budou vyhrazeny spo-
lečně se zahájením reservování zdrojů.
RSVP protokol byl navržen pro spolupráci s aktuálními a budoucími unicasto-
vými a multicastovými protokoly, volba výběru cesty k cíli je nezávislá na směro-
vacích protokolech. RSVP protokol pouze nahlíží do směrovacích tabulek a podle
vhodného výběru, který splňuje požadavky aplikace pak posílá RSVP zprávy.
RSVP protokol obsahuje všeobecné schéma pro vytváření a udržování stavu re-
servace. Řídící parametry jsou předávány v RSVP zprávách a následně jsou předány
řídícím modulům ke zpracování, které určí zda-li je dostatek potřebných zdrojů pro
reservaci.
Každá reservace v síti má svůj vlastní časovač, který po svém vypršení způsobí,
že bude reservace automaticky smazána. RSVP protokol tyto časovače pravidelně
resetuje v rámci kompletní reservované cesty. Pokud je provedena změna v topologii
sítě, pak se protokol automaticky přizpůsobí změně okolí pomocí vypršení časovače.
Poslední vlastností RSVP protokolu jsou různé styly reservace zdrojů. Každý
styl nám určuje, jak bude zacházeno s individuální reservací. Přehled stylů [1] je
uveden v tab. 1.1.
Výběr odesilatele Jiný způsob reservace Sdílená reservace
Explicitní výběr Fixní filtr Sdílená explicitně
Výběr dle inversní masky Nedefinováno Filtr inversní masky
Tab. 1.1: Styly reservací
1.3.5 Identifikace toku
V IP síti podporující architekturu integrovaných služeb musí každý směrovač ex-
trahovat informace z příchozího paketu a porovnat je s tabulkou reservací. Pokud
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se údaje shodují, je datový tok identifikován a paket může být zaslán na další smě-
rovač. Hlavička paketu bohužel neobsahuje žádné informace o reservovaném toku,
a proto musí být prozkoumány všechny pakety.
Objevily se i snahy zavést do hlavičky reservační bit, který bude identifikovat
pakety náležící datovému toku. Tímto způsobem by byly rozlišeny pakety s prioritou
od běžných (bez priority) a celková identifikace by se posléze urychlila, protože by
se nezpracovávaly všechny příchozí pakety.
Většina moderních směrovačů má však vysokou výpočetní kapacitu a zvládají
zasílat pakety velmi rychle i v případě, že se na přenosovém médiu objeví velké
množství paketů. Musí být uzpůsobeny i pro tyto situace a zvládnout směrování do
doby nejhoršího případu zpoždění.
Směrovače podporují tzv. pipeline architekturu. To znamená, že každý paket
musí projít množstvím zpracovávajících modulů. Nejdříve se zkoumá hlavička pa-
ketu, poté tabulka reservací a zjišťuje se, zda-li paket nepatří nějakému datovému
toku, další je na řadě modul plánování paketů, teprve posléze je paket patřičně
odeslán.
Ve vysokorychlostních systémech je doba po kterou je paketu zpracováván ex-
trémně malá. Paket s délkou 64 bytů na rychlosti OC12 (622 Mb/s) je zpracováván
rychlostí menší než 1 µs [1]. Modul pro identifikaci toku musí být schopný vyhledávat
ve velkém množství toků, kterých můžou být tisíce.
1.4 Diferencované služby
Vybrané kapitoly problematiky diferencovaných služeb [1] :
• Struktura diferencovaných služeb
• PHB (Per-Hop Behavior)
• Pole DS (Differentiated service field)
• Klasifikování a úprava provozu
• Zaručené odesílání (Assured forwarding)
• Urychlené odesílání (Expedited forwarding)
• Řízení provozu (Traffic policing)
• Plánování paketů
• Generalized Processor Sharing (GPS)
• Weighted Fair Queuing (WFQ)
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1.4.1 Struktura diferencovaných služeb
Hlavní odlišností diferencovaných služeb oproti integrovaným službám je tvorba DS
(Differentiated Service) domén. Jedná se o samostatné celky IP sítí, jenž mají de-
finované vlastní pravidla pro zacházení s pakety. Integrované služby musí udržovat
záznamy ve směrovačích o každém toku zvlášť po celé trase, zatímco diferencované
služby používají značkování jednotlivých paketů dle předem definovaných směrova-
cích tříd (forwarding classes). Další zvláštností u diferencovaných služeb je rozdělení
různých úloh směrovačům v doméně. Pro lepší znázornění níže vysvětlovaných pojmů
slouží obr. 1.2.
Obr. 1.2: DS Doména
Rozlišujeme dva typy směrovačů :
1) Hraniční směrovač (Edge router)
2) Vnitřní směrovač (Core router)
ad. 1) Hraniční směrovač
Úlohou hraničního směrovače je klasifikace paketů dle definovaných směrovacích
tříd, úprava příchozího provozu z jiné DS domény včetně přeznačování paketů na
tvar vyhovující DS doméně, kontrola dodržování dohodnutých podmínek provozu,
tzv. SLA (Service Level Agreement) a zahazování nevyhovujícího provozu.
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ad. 2) Vnitřní směrovač
Zodpovědností vnitřního směrovače je směrování provozu čistě podle směrovacích
tříd, které jsou snadno identifikovatelné podle pole hlavičky paketu a dodržování
stanovené kvality služby.
1.4.2 Per–Hop Behavior
Anglická literatura [1, 2, 3] uvádí často zkratku PHB (Per–Hop Behavior), která
popisuje chování jednotlivých směrovačů v DS doméně. PHB je popsáno 6 bito-
vou hodnotou, kterou označujeme jako DSCP (Differentiated Services codepoint).
Dalším důležitým pojmem je označení paketů se stejnou DSCP hodnotou. Pro tyto
účely je zavedeno označení provozu BA (Behavior Aggregate).
1.4.3 Pole Differentiated Services
Ve standardní hlavičce paketu IP verze 4 se nachází 8 bitové pole označující typ
služby, tzv. TOS (Type of Service) pole. V hlavičce paketu IP verze 6 jsou tyto
informace zakódovány v poli třídy přenosu (Traffic Class), ale pro účel této práce
a praktickou část budeme využívat informace z verze 4. První 3 bity označují IP
precedenci, další 3 bity typ služby (TOS) a zbylé 2 musí být vždy nulové.
Diferencované služby si upravily původní hlavičku podle svých potřeb. Bity pre-
cedence a TOS nahradilo DSCP pole, které nám dává 26 možností využití. Zbylé 2
bity jsou reservovány a nevyužívají se.
Na obrázku 1.3 je zobrazeno složení 8 bitového TOS pole a v tab. 1.2 můžeme
zjistit význam nabývaných hodnot [1].
Obr. 1.3: IP TOS pole
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Bit Popis Význam nabývaných hodnot
0 - 2 IP precendence -
3 Zpoždění
0 = běžné zpozdění
1 = nízké zpozdění
4 Propustnost
0 = běžná propustnost
1 = vysoká propustnost
5 Spolehlivost
0 = běžná spolehlivost
1 = vysoká spolehlivost
6 - 7 Reservováno -
Tab. 1.2: Tabulka hodnot TOS pole
1.4.4 Klasifikace a řízení provozu
Klasifikace a řízení provozu probíhá v hraničních směrovačích, které máme vyobra-
zené na obrázku 1.2. Tuto činnost můžeme rozdělit do dvou hlavních bloků [1]:
• Klasifikace provozu
• Úprava provozu
Blokový diagram klasifikace a řízení provozu je znázorněn na obr. 1.4.
Obr. 1.4: Klasifikace a úprava provozu
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Klasifikace provozu
Tento blok v sobě skrývá 2 moduly – klasifikátor a značkovač.
Klasifikátor
Klasifikátor vybírá pakety splňující předem definovaná pravidla (vyjednávají se
na úrovni hraničních směrovačů). Rozlišujeme dva typy klasifikátorů : BA a MF
(Multifield).
BA představuje jednodušší variantu klasifikace provozu. Výběr provozu je řízen
pouze pomocí přečtení IP hlavičky – konkrétně přečtením DS pole.
MF klasifikátor vybírá pakety komplexněji. Může to být např. za pomoci kritéria
zdrojové adresy, cílové adresy, zdrojového portu, cílového portu, dle identifikátoru
protokolu nebo pomocí kombinace výše uvedených kritérií.
Značkovač
Značkovač nastavuje konkrétní hodnotu DSCP. Tato hodnota může být shodná z pří-
chozí DS domény, ale může se i lišit. V DiffServ totiž nemusí platit, že paket má
stejnou hodnotu DSCP na počátku a na konci cesty skrz různé DS domény.
Úprava provozu
Po průchodu moduly v bloku klasifikace jsou pakety předány druhému bloku, který
je sestaven ze 4 dalších modulů.
Měřič
První modul ležící v bloku pro úpravu provozu je měřič. Porovnává parametry pro-
vozu a srovnává je s datovými profily. Pokud je vše v pořádku, je provoz přesměrován
do odchozí fronty a poté přímo do IP sítě. V opačném případě je nutná úprava pro-
vozu, která se skládá z tří modulů. Podle naměřených hodnot se měřič rozhodne,
zda-li odešle pakety do přeznačovače, tvarovače nebo do zahazovače.
Přeznačovač
Přeznačování paketů může nastat na přechodu mezi dvěmi DS doménami nebo po-
kud datový provoz nesplňuje podmínky profilu. V případě nesplnění profilových
podmínek dochází v tomto modulu k přeznačování paketů na hodnotu s větší prav-
děpodobností zahození.
Tvarovač
Tvarovač v podstatě pouze zadržuje a přidává zpoždění paketům, které nemohly
z nějaké příčiny dodržet stanovená pravidla provozu. Obsahuje vyrovnávací paměť
ve které jsou datové jednotky drženy, dokud se nenaskytne vhodná příležitost pro
vpuštění zpět do provozu IP sítě.
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Zahazovač
Posledním modulem v bloku úpravy provozu je zahazovač, který zahazuje pakety,
které se již nehodí do datového profilu. K nechtěnému zahazování může také dochá-
zet, pokud vyrovnávací paměť v modulu tvarovače přeteče.
1.4.5 Zaručené odesílání (Assured forwarding)
Na hraničních směrovačích monitorujících příchozí a odchozí provoz probíhá značko-
vání paketů, které vyhovují a nevyhovují datovému profilu. Podle bitu indikujícího,
zda-li paket vyhovuje se poté určují priority zahazování. Pakety označené jako nevy-
hovující mají v případě velké hustoty provozu větší pravděpodobnost zahození než-li
pakety vyhovující.
Zaručené odesílání používá 4 třídy. Každá třída nám udává jaká část šířky pásma
ji bude přiřazena. Třída č. 1 bude mít vyhrazenou nejmenší část šířky pásma, zatímco
třída č. 4 bude mít největší část. Dále jsou zavedeny 3 pravděpodobnosti zahazo-
vání paketů uvnitř každé třídy. Jednotlivé třídy mají definovány vyhrazení síťových
zdrojů dle standardu [6]. Jedná se o minimální šířku pásma a minimální množství
požadované vyrovnávací paměti. Standard však neudává konkrétní hodnoty pro jed-
notlivé třídy, které si musí každý správce DS domény nakonfigurovat sám.
V případě upřednostnění zahazování paketů ve vysoké hustotě provozu rozlišu-
jeme tři pravděpodobnosti zahazování. Jedná se o nízkou, střední a vysokou prav-
děpodobnost zahození. V praxi rozdělení do tříd a jejich pravděpodobností zahození
znamená, že provoz s vysokou pravděpodobností zahození nemusí být vůbec zaho-
zen, pokud se nachází ve správné třídě a v datovém toku se nachází třída s menší
důležitostí. Zahazování paketů probíhá pouze tehdy, když datový tok v rámci své
třídy překročí vyhrazené zdroje.
Standard zaručeného odesílání definuje doporučené hodnoty DSCP [1], jež jsou
uvedeny v tab. 1.3.
Třída 1 Třída 2 Třída 3 Třída 4
Nízká zahazovací precedence 001010 010010 011010 100010
Střední zahazovací precedence 001100 010100 011100 100100
Vysoká zahazovací precedence 001110 010110 011110 100110
Tab. 1.3: Třídy a precedence zahození paketů
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1.4.6 Urychlené odesílání (Expedited forwarding)
Služby, které požadují nízkou ztrátovost a zpoždění nebo zaručenou šířku pásma
by měly využívat urychlené odesílání. Jedná se vlastně o upřednostnění provozu,
který pracuje na velmi podobném principu plánování provozu podle priorit s jistými
rozdíly. Plánování provozu dle priority skrývá v sobě nebezpečí zvýhodnění jednoho
datového toku a zahazování zbytku, zatímco u urychleného odesílání je tato hrozba
potlačena. Existuje série návrhů, jak docílit urychleného odesílání, v této práci se
však budeme zabývat verzí využívající WFQ [1].
Praktický příklad objasní použití algoritmu WFQ společně s alokací zdrojů s ji-
nou šířkou přenosového pásma. Mějme datový tok č. 1 s reservovanou šířkou pásma
2 Mbity/s a datový tok č.2, který bude mít reservovanou šířku pásma 4 Mbity/s.
WFQ používá obvykle proporcionální reservaci zdrojů, ale není to podmínkou al-
goritmu. V tomto modifikovaném WFQ použijeme jiný způsob reservování síťových
zdrojů. Nebudeme reservovat zvlášť šířku pásma pro tok č.1 a č.2, ale šířky pásem
sečteme. Na výsledku této operace to nic nemění. Algoritmus WFQ totiž používá
plánovač uchovávající činnost v provozu (vysvětlen v kapitole 1.4.8). Jinými slovy,
pokud oba datové toky budou využívat maximální šířku pásma, využijeme efektně
celkových 6 Mbitů/s s tím rozdílem, že datový tok č.1 bude mít 2x větší zpoždění
paketů než datový tok č.2. Pokud však datový tok č.2 nevyužívá celkovou šířku
pásma, může ji datový tok č.1 využít. Takto zamezujeme zbytečnému plýtvání síťo-
vými zdroji.
1.4.7 Řízení provozu (Traffic Policing)
Metoda token bucket
Tuto metodu si můžeme představit jako nádobu, která se naplňuje příchozím pro-
vozem v podobě paketů. S časem se do ní také přidávají tzv. tokeny, které nám
umožňují tuto nádobu vyprazdňovat. V případě nedostatku musí aplikace počkat,
dokud se v nádobě počet tokenů nedoplní. V opačném případě, kdy se nádoba pře-
plní, protože je aplikace nevyužila, jsou tyto tokeny zahozeny. Hlavní využití metody
je u aplikací, jež využívají síťové zdroje v krátkých, ale intenzivních datových tocích.
Měření a značkování
V kapitole 1.4.4 je vysvětlen základní princip měření a značkování, nicméně pro prak-
tickou aplikaci je nutné vědět další souvislosti. Diferencované služby mají v bloku
úpravy provozu aplikovanou metodu token bucket. Pokud paket dorazí do nádoby
tohoto bloku a v nádobě není dostatek tokenů pro danou aplikaci, pak je paket
považován za nevyhovující danému profilu. Tímto způsobem zjišťujeme vlastnosti
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provozu. V Diferencovaných službách však potřebujeme zjišťovat vhodnost provozu
pro více kritérii, proto používáme několikanásobnou metodu token bucket [1].
Pro provoz zaručeného odesílání používáme dvourychlostní systém, který znač-
kuje provoz do tří barev (červená, žlutá a zelená). Všechny parametry metody token
bucket můžeme libovolně nastavovat dle svého uvážení. Jedná se o následující pa-
rametry : rychlost shluku (peak rate) a s ní související velikost shluku (peak burst
size), garantovanou přenosovou rychlost (commited burst size) a s ní související
garantovanou velikost shluku (commited burst size).
Měření provozu může probíhat ve dvou módech. Jedná se o mód, kdy nerozlišu-
jeme barvu provozu nebo v módu, kdy je rozlišena barva provozu.
1.4.8 Plánování paketů
Modul plánování paketů je zodpovědný za přidělení zdrojů pro jednotlivé datové
toky. Neustále monitoruje dostupné prostředky v síti a podle nich se rozhoduje,
které pakety vyšle do sítě.
Plánovače mohou být trojího typu [1] :
• Plánovač uchovávající činnost provozu (Work-Conserving Scheduler)
• Plánovač neuchovávající činnost provozu (Non-Work-Conserving Scheduler)
• Plánovač rozhodující se dle priorit (Simple Priority)
Plánovač uchovávající činnost provozu
Většina modulů pro plánování paketů jsou tohoto typu. V podstatě se jedná o typ
plánování, kdy máme pakety stále ve vyrovnávací paměti a již plánujeme jejich
vyslání do sítě i když ještě nemáme volné zdroje, ale předpokládáme, že se brzy
uvolní. Tímto způsobem efektivně využíváme všechny dostupné zdroje sítě.
Plánovač neuchovávající činnost provozu
Tento druh plánování využívá skutečnosti, že máme spojení volné a ve frontě nejsou
žádné další pakety k odeslání, takže tím značně snižujeme riziko ucpání sítě. Kromě
této výhody potenciálně snižujeme kolísání zpoždění. Nevýhodou je však plýtvání
šířkou pásma, kdy by mohly být odeslány další pakety a také delší zpoždění - čekáme
totiž až bude odchozí fronta prázdná.
Plánovač rozhodující se dle priorit
Obsahuje systém, který se rozhoduje podle předem definovaných úrovní s různou
prioritou. Paket s vyšší prioritou má vždy přednost před paketem s nižší prioritou.
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Podle úrovně se poté plánovač rozhoduje, jakým způsobem bude zacházeno s dato-
vými jednotkami.
Jednoduchost systému však skrývá nebezpečí pro pakety s nízkou úrovní priority.
Pokud se objeví mnoho paketů s vysokou úrovní priority, jednoduše vyplní většinu
šířky pásma a pakety s nízkou úrovní jsou zatlačeny do pozadí odchozí fronty. Kvůli
zmíněnému nebezpečí je tento systém vyhrazen pro extrémně důležitý provoz, který
obsahuje např. data pro řízení sítě.
1.4.9 Weighted Fair Queuing
Tento algoritmus pro plánování provozu byl široce implementován do směrovačů
podporujících technologii QoS. Existuje mnoho variant, které jsou přizpůsobeny
konkrétnímu provozu. Záleží na komplexnosti a na požadované přesnosti operací
algoritmu. Pro názornější vysvětlení principu WFQ je zaveden tzv. fluidní model
[1], jež předpokládá, že provoz sítě můžeme nekonečněkrát dělit na menší datové
jednotky a směrovač může v jednom časovém okamžiku pracovat s více toky najed-
nou. Ve skutečnosti však směrovače zpracovávají paket po paketu. Díky extrémně
rychlému směrování však můžeme teoreticky očekávat vlastnosti z fluidního modelu.
V praxi to ale neznamená, že pokud zašleme dva datové toky po stejné trase, dorazí
k cílové destinaci ve stejný čas. Víme, že pokud takto vyšleme dva toky, budou se
ve frontě pakety střídat a poslední paket jednoho z toků vždy dorazí o něco později.
Pro lepší názornost slouží obrázek 1.5.
Obr. 1.5: Fluidní a reálný model
Princip algoritmu WFQ
Tento algoritmus v podstatě vychází z algoritmu GPS (Generalized Processor Sha-
ring), jehož princip je vysvětlen v kapitole 1.4.10. Je však uzpůsoben pro reálný
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model IP sítě. Používá virtuální značkování paketů, které udává čas odeslání paketu
a podle kterého pak probíhá veškeré plánování.
V případě, že datové toky používají větší šířku pásma, než je jim přidělena, pak
je čas odeslání paketu k z datového toku i roven předešlému paketu ze stejného
toku s přičtením času po který byl aktuální paket odesílán. Mějme F ki označení
doby odeslání paketu k-tého paketu z datového toku i, Lki velikost paketu a φi váhu
datového toku, pak dostáváme rovnici [1]:






Nicméně obecně platí, že datové toky se mohou dostat ze stavu, kdy je využívána
větší kapacita než je reservovaná šířka pásma do stavu, kdy nevyužíváme plně re-
servovanou šířku pásma a to platí také i naopak. Doba odeslání paketu je pak vy-
počítána jako :
F ki = max
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kde V (t) je lineární funkce času t v každém časovém intervalu.
Další odlišností WFQ oproti GPS je fakt, že definování nejhoršího zpoždění je o něco












kde K je počet směrovačů, kterým paket musí projít, Lmax je maximální velikost
paketu, ri je reservovaná rychlost pro datový tok i a Rm je rychlost služby pro každý
směrovač m. První část rovnice je zpoždění v algoritmu GPS, druhá část je reálné
zpoždění paketu a třetí část reprezentuje skutečnost, že můžeme zpracovávat pouze
paket po paketu. Tzn. že paket, který byl vyslán později, musí čekat na zpracování
paketu, který dorazil dříve.
1.4.10 Generalized Processor Sharing (GPS)
Tento algoritmus je postaven na fluidním modelu, který poskytuje definici přesného
minimálního a maximálního váženého sdílení [1].
Předpokládejme N toků, které obsluhuje server s rychlostí R a i-tému datovému
toku je přiřazená váha φi. Nechť je S(i, τ, t) množství dat zpracovaných pro datový
tok i během intervalu (τ, t). V Algoritmu GPS pak máme pro data čekající v řadě
na zpracování pro datový tok i a pro každý jiný datový tok j v časovém intervalu











kde V je počet datových toků, které jsou ve frontě čekající na zpracování během
tohoto intervalu. V GPS systému všechny datové toky, které nečekají ve frontě na
zpracování budou obslouženy. Zbývající šířka pásma je poté rozdělena úměrně pro
datové toky čekající ve frontě na zpracování. Ve zkratce : minimální podíl šířky
pásma je garantován pro každý datový tok a zbylá šířka pásma je rozdělena pro
datové toky ve frontě čekající na zpracování. Algoritmus GPS v podstatě poskytuje
perfektní rozdělení zdrojů šířky pásma.
Když je zdroj datového toku omezen metodou token bucket (kapitola 1.4.7) s




pak platí, že algoritmus GPS může garantovat zpoždění v poměru b
r
. Obsloužení
služby, kterou zpracovává algoritmus GPS není horší než přenosové médium o ka-
pacitě odpovídající rovnici 1.5.
1.4.11 Weighted Round Robin
Algoritmus zajišťující plánování pomocí vážené cyklické obsluhy WRR (Weighted
Round Robin) funguje na principu přidělení šířky pásma podle vah definovaných
tříd. Součet všech váhových hodnot odpovídá celkové dostupné šířce pásma. Platí,
že čím větší má třída váhu, tím větší šířku pásma bude mít k dispozici. S tím také
souvisí množství času využitého pro obsluhu jednotlivých tříd a odesílání paketů.
Větší váha pro třídu znamená větší procentuální podíl času obsluhy z celého cyklu
obsluhujícího všechny fronty. Každá třída má nadefinované své vlastní datové toky.
Odesílání těchto datových toků v rámci třídy je řízeno pomocí obsluhy FQ (Fair
Queuing). Využívá se dvojúrovňový systém pro cyklické plánování Round-Robin.
První úroveň určuje výběr třídy a druhá vybírá frontu uvnitř třídy. Toto plánování
také užívají přepínače Cisco Catalyst řady 3550.
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2 PRAKTICKÁ ČÁST
2.1 Možnosti Cisco prvků
Firma Cisco zavádí modulární systém konfigurace QoS na svých zařízeních. Hlavními
výhodami je jednoduchost celého systému, nezávislost na použitém hardwarovém vy-
bavení a rozšiřitelnost [8]. Tento způsob konfigurace modularního QoS pomocí CLI
(Command Line Interface) byl zaveden v operačním systému Cisco IOS (Interne-
twork Operating System) od verze 12.0(5)T. Systém využívá algoritmu WFQ, který
je upraven pro použití na základě definovaných tříd, tzv. CBWFQ (Class-Based
Weighed Fair Queuing).
Hlavní části konfigurace kvality služeb na zařízeních Cisco
1) Definování tříd (class-map)
2) Definování způsobu zacházení na PHB (policy-map)
3) Aplikace kvality služeb na rozhraní
ad.1) Definování tříd
V první části konfigurace musíme definovat s jakým provozem chceme pracovat. Mů-
žeme se orientovat např. podle DSCP značek, podle portů, podle provozu vybraného
dle kritérií ACL (Access Control List) nebo jiného kritéria.
ad.2) Definování způsobu zacházení na směrovači
V druhé části určujeme, co se bude dít s provozem, jež patří do určité třídy. Můžeme
jej např. zahodit, označit, tvarovat, zařadit do jiného typu fronty, přiřadit mu určitou
šířku pásma atd.
ad.3) Aplikace QoS na rozhraní
V závěrečném bodě aplikujeme vybranou třídu a její způsob zacházení s provozem
na konkrétní rozhraní směrovače nebo přepínače. Zde musíme také rozlišovat ještě
navíc směr provozu. Buďto se jedná o provoz jdoucí ze zařízení pryč (směr out) nebo
o provoz putující do zařízení (směr in).
2.2 Směrovače Cisco řady 1800
Máme k dispozici celkem 4 zařízení, které jsou k dispozici pro ověření zavedení me-
chanismů QoS. Konkrétně se jedná o 2 Cisco směrovače 1841 s 3 porty a 2 směrovače
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Cisco 1841 s 2 porty. Vybrané specifikace 1 výrobku jsou uvedeny v tab. 2.1.
Směrovač Cisco 1841
Napájení 100–200 VAC 50 Hz
Vstupní proud max. 1,5 A
Výkon max. 50 W
Provozní teplota 0–40 ◦C
Hladina hluku při 26 ◦C = 34 Sone
v rozmezí 26 ◦C až 40 ◦C = 37 Sone
od 40 ◦C = 42 Sone
Kapacita paměti DRAM 128 MB (rozšiřitelná až na 384 MB)
Kapacita paměti FLASH 32 MB (rozšiřitelná až na 128 MB)
Podpora šifrování DES, 3DES, AES 128, AES 192, AES 256
Tab. 2.1: Vybrané specifikace směrovače Cisco 1841
Pravidla ACL (Access Control List)
Pro výběr provozu můžeme použít seznamy s řízením přístupu. Jejich princip spo-
čívá ve výběru síťového provozu podle určitých pravidel. Můžeme si zvolit, zda-li
je provoz vybírán např. dle IP protokolu, síťové adresy, čísla portu a posléze udě-
lit akci, která bude vykonána. Ve výchozím nastavení směrovač zahazuje veškerý
provoz odpovídající výběrovému kritériu.
Rozlišujeme 2 základní typy seznamů ACL:
1. Standardní číslovaný seznam ACL – umožňuje vybírat pakety pouze podle
IP adresy a měl by být proto umístěn co nejblíže ke zdroji. Používá číselné
rozsahy 1–99 a 1300–1999.
2. Rozšířený číslovaný seznam ACL – vybírá pakety mnohem specifičtěji (dle
protokolu, portu a síťové adresy), takže je pak lze umístit nejblíže cílovému
určení. Používá číselné rozsahy 100–199 a 2000–2699.
Seznam pro řízení přístupu lze pro lepší přehlednost pojmenovat. Další možnost je
přímé vytvoření pojmenovaného seznamu pro řízení provozu NACL (Named Access
Control List).
Pro praktickou konfiguraci je potřeba vědět syntaxe příkazů na směrovačích pro
nakonfigurování QoS. Nejprve si musíme vytvořit třídy pomocí příkazu class-map.
1Veškeré specifikace pocházejí ze stránek výrobce http://www.cisco.com/
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Ten má povinné další dva parametry. První z nich je identifikace toku podle nějakého
kritéria. Pokud chceme vybírat pakety na základě více kritérií, u kterých nám stačí
splnění jedné podmínky, použijeme příkaz match-any. Pokud chceme vybírat pakety
dle více kritérii se striktním dodržením všech podmínek, použijeme příkaz match-all.
Poslední částí příkazu je definovaní libovolného jména třídy class-name.
Příklad syntaxe příkazu class-map
R1(config)#class-map <match-any | match-all> class-name
Druhým krokem v konfiguraci je definice způsobu zacházení na PHB pro danou
třídu, kterou si vytvoříme. Pro tyto účely existuje příkaz policy-map. Ten má pouze
jediný parametr policy-name, ale tím konfigurace nekončí.
Dalším krokem je vytvoření podtřídy provozu příkazem class a přiřazení kon-
krétních parametrů provozu (parameters). Zde si můžeme vybrat ze široké palety
možností, které nám QoS nabízí. Můžeme nastavit např. určitou šířku pásma, prio-
ritu provozu, hodnotu DSCP, typ fronty, kterým bude paket zpracováván atp.
V tab. 2.2 je uveden základní přehled doporučených DSCP hodnot firmy Cisco
společně s třídami provozu CoS (Class of Service) a IP precedencemi IPP (Internet
Protocol precedence) [3].
Typ provozu CoS IPP DSCP
Hlasová zátěž 5 5 EF
Obrazová zátěž 4 4 AF41
Hlasová/obrazová signalizace 3 3 CS3
Kritická data 3 3 AF31, AF32, AF33
Transakční data 2 2 AF21, AF22, AF23
Ostatní data 1 1 AF11, AF12, AF13
Best Effort 0 0 BE
Scavenger (horší než Best Effort) 0 0 2, 4, 6
Tab. 2.2: Doporučené značkování paketů na zařízeních Cisco





Posledním krokem ke aktivaci nadefinovaných tříd je aplikace na libovolné rozhraní.
Na směrovači se musíme nacházet v konfiguračním režimu rozhraní, na které bude
aplikována kvalita služeb. Pro výběr nadefinované třídy slouží příkaz service-policy,
dále je nutné vybrat směr aplikování pravidel. Máme na výběr z možnosti provozu
směřujícího na konkrétní rozhraní, který bude následně zpracován směrovačem (in-
put) nebo provoz, který byl zpracován směrovačem a bude vyslán rozhraním ven
(output). Pro dokončení příkazu zadáme jméno aplikované třídy (pmap-name).
Příklad syntaxe aplikace pravidel nadefinované třídy na rozhraní
R1(config-if)#service-policy <input|output> pmap-name
2.3 Přepínače Cisco řady 3550
K dispozici jsou dva 48-portové přepínače Cisco řady 3550, které mají možnost
kromě standardního přepínaní také možnost provozu a konfigurace na síťové vrstvě.
Vybrané specifikace přepínače 2 jsou uvedeny v tab. 2.3.
Cisco Catalyst 3550
Napájení 100–200 VAC 50–60 Hz
Vstupní proud max. 1.6 A
Provozní teplota 0–45 ◦C
Počet portů 48 x 10Base-T/100Base-TX
Kapacita paměti DRAM 64 MB (rozšiřitelná až na 384 MB)
Kapacita paměti FLASH 16 MB (rozšiřitelná až na 128 MB)
Tab. 2.3: Vybrané specifikace přepínače Cisco Catalyst 3550
Hlavní rozdíl v konfiguraci mezi směrovači Cisco a přepínači je v použití jiných
příkazů v modulárním Cisco CLI. Princip uplatnění QoS zůstává stále stejný.
Přepínač nemá standardně mechanismus QoS zapnut, proto je nutná aktivace
v privilegovaném konfiguračním režimu a vypnutí veškerého řízení toku na rozhra-
ních pomocí příkazů flowcontrol receive off a flowcontrol send off. Samotné zapnutí
kvality služeb je realizováno příkazem mls qos [9].





2Veškeré specifikace pocházejí ze stránek výrobce http://www.cisco.com/
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Dalším krokem ke zprovoznění QoS v IP síti je definování důvěryhodných rozhraní.
Tento způsob konfigurace používáme, pokud se přepínač nachází uvnitř DS domény
a není nutné měnit příchozí DSCP nebo CoS hodnoty. Přepínač je posléze přeposílá
a nijak je nemění. Pokud by nebylo nakonfigurováno důvěryhodné rozhraní, byly by
všechny příchozí rámce/pakety přeznačeny na hodnotu provozu typu Best Effort.
Pro aktivování důvěryhodného rozhraní se musíme nacházet v konfiguračním re-
žimu konkrétního rozhraní na kterém posléze použijeme příkaz mls qos trust s jedním
z volitelných povinných parametrů cos , dscp nebo ip-precedence.
Příkaz aktivující důvěryhodné rozhraní
S1(config-if)#mls qos trust <cos | dscp | ip-precedence>
Parametr cos se používá v IP sítích, které neobsahují více než dva typy pro-
vozu. První je provoz s vysokou prioritou a druhý provoz s běžnou prioritou. Další
podmínka je použití pouze v sítích Ethernet.
Parametr dscp nebo ip-precedence se používá v IP sítích, kde je potřeba zajistit
komplexnější řízení provozu.
Nastavením důvěryhodného rozhraní však přepínač nijak neřídí odchozí provoz. Pro
úpravu je nutné nakonfigurovat výstupní fronty. Využívá se algoritmu WRR, popsa-
ného stručně v kapitole 1.4.11. Cisco přepínače řady 3550 využívají CoS hodnoty
pro konfiguraci maximálně 4 tříd. Třída označená pod číslem 4 může být nakonfigu-
rována jako fronta expresního odesílání (expedite queue) a je odbavena jako první
bez rozdělování celkové šířky pásma mezi ostatní fronty.
Konfigurace QoS na Gigabitových portech a 10/100 Mbitových portech se mírně
liší. Gigabitové porty mají zavedeny mechanismus WRED nebo Tail Drop. Vý-
chozí konfigurace používá při zahlcení mechanismus Tail drop. Tuto správu provozu
10/100 Mbit porty nemají. Využívají vyrovnávací paměti, jejichž velikost můžeme
konfigurovat pro jednotlivé třídy. Výchozí konfigurace užívá zásobník o velikosti 100
paketů. Rozsah nastavení je od 10 do 170 paketů na jednu třídu.
Přepínače používají mapovací tabulky, které slouží pro převod příchozích DSCP,
CoS nebo IP Precedence hodnot na nové DSCP CoS nebo IP Precedence hodnoty
nebo na vzájemné převody mezi sebou (DSCP na CoS, CoS na DSCP, IP Precedence
na DSCP atd.).
V této práci bude použito mapování DSCP hodnot na CoS hodnoty [9] viz do-
poručenou tabulku 2.4.
33
DSCP hodnota 0–7 8–15 16–23 24–31 32–39 40–47 48–55 56–63
CoS hodnota 0 1 2 3 4 5 6 7
Tab. 2.4: Mapovací tabulka DSCP na CoS hodnoty
Sekvence příkazů pro mapování DSCP na CoS hodnoty
S1(config)#mls qos map dscp-cos <dscp-hodnoty> to <cos>
Za parametr dscp-hodnoty dosazujeme 1–8 DSCP hodnot, oddělených mezerou,
které chceme přiřadit jedné CoS hodnotě.
Příkaz nastavující výstupní frontu na rozhraní
S1(config-if)#wrr-queue cos-map <trˇı´da> <cos-hodnoty>
Parametr třída označuje číslo třídy (1–4), parametr cos-hodnoty označuje 0–7 hod-
not, oddělených mezerou, které chceme přiřadit do třídy.
Příkaz nastavující rozdělení šířky pásma mezi třídy na rozhraní
S1(config-if)#wrr-queue bandwidth <va´ha1> <va´ha2> <va´ha3>
<va´ha4>
Parametr váha1 označuje poměrné rozdělení šířky pásma pro třídu č. 1, parametr
váha2 poměrné rozdělení šířky pásma pro třídu č. 2. Pokud je aktivována výstupní
fronta urychleného odesílání (expedite queue), není při výpočtu rozdělení šířky
pásma brán v potaz parametr váha4.
Příkaz aktivující frontu urychleného odesílání
S1(config-if)#priority-queue out
Provoz, zařazený do třídy č. 4 je po zadání toho příkazu zvýhodněn oproti všem
třídám. Má k dispozici všechnu šířku pásma do doby, než bude vyrovnávací paměť
pro tento provoz vyprázdněna.
Sítě VLAN (Virtual Local Area Network)
Síť s označením VLAN je logicky oddělená síť LAN (Local Area Network). Má
všechny vlastnosti jako klasická LAN síť. Díky logickému oddělení lze vytvářet sku-
piny uživatelů, patřící do jedné sítě bez ohledu na jejich fyzické umístění. Rozdělení
na oddělené logické celky má výhodu např. ve snížení počtu všesměrových vysílání
v jedné doméně a k celkovému zlepšení propustnosti sítě, jednodušší správě sítě,
zvýšení bezpečnosti, oddělení speciálního provozu nebo kompletní izolace sítě. Při-
řazení do sítě VLAN se konfiguruje na jednotlivých portech přepínače. Firma Cisco
používá ve výchozím nastavení síť VLAN1 pro všechny porty, takže všechny připo-
jené zařízení tuto síť používají a nemůže být zrušena. Směrování mezi jednotlivými
sítěmi je realizováno pomocí směrovače nebo přepínače pracujícího na síťové vrstvě.
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2.4 Scénáře sítí
Pro aplikaci kvality služeb použijeme doporučenou hierarchickou Cisco architekturu
obr. 2.1. Mezi hlavní výhody patří snadná rozšiřitelnost IP sítě, dostatečné množství
síťových zdrojů na úrovni jádra a distribuce, snadnější správa sítě a v neposlední




Obr. 2.1: Cisco architektura
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ad. 1) Jádro
Na této úrovni Cisco architektury probíhá vysokorychlostní směrování mezi dvěmi
místy. V podstatě se jedná o páteřní spoj s dostupnou velkou šířkou pásma, zaručující
rychlé a bezchybné doručení dat. Platí, že zde by mělo být provedeno co nejméně
nastavení, která by mohla nějakým výrazným způsobem zdržovat provoz.
ad. 2) Distribuce
Na druhé úrovni probíhá shromažďování veškerého provozu, který dorazí z úrovně
přístupu. Zde se také uskutečňuje třídění provozu a přeposílání do jádra.
Hlavní úlohou této úrovně je řízení veškerého provozu např. pomocí pravidel
ACL, uplatněním mechanismů QoS a směrováním mezi logicky oddělenými sítěmi
VLAN. Zařízení musí mít také velice dobrou výpočetní kapacitu a dostatečné množ-
ství nadbytečných cest a šířky pásma kvůli velkému množství zpracovávaných pa-
ketů.
ad. 3) Přístup
Poslední úroveň hierarchického modelu náleží všem koncovým zařízením (VoIP te-
lefony, tiskárny, přenosné počítače nebo pracovní stanice, mobilní telefony atd.),
kterým poskytujeme přístup do IP sítě.
Hlavní úlohou je poskytnutí prostředků pro přístup do sítě a zabezpečení proti
nevyžádaným přístupům. To může být realizováno např. pomocí zabezpečení portů
na přepínačích.
Dalším typickým prvkem je logické oddělení sítí pomocí VLAN, které nám umož-
ňují na jednom přepínači snížit počet všesměrových vysílání, zvyšují bezpečnost,
usnadňují management skupin v IP síti a také umožňují propojení více koncových




Multimediální přehrávač pro streamování videa na straně serveru a příjem na straně
klienta.
SJphone
Softwarový telefon umožňující sestavení hovoru pomocí SIP protokolu a následný
přenos dat pomocí RTP (Real-Time Protocol).
Cesar FTP
Server, který obsluhuje všechny příchozí FTP spojení.
Wireshark
Analyzátor síťového provozu na koncových stanicích ověřující funkčnost značkování
paketů.
Total Commander
Souborový manažer umožňující přenos souborů z FTP serveru.
IxChariot
Profesionální program sloužící k testování vybraných parametrů sítě.
IP Traffic
Alternativní program umožňující měření kvality služeb pro různé datové provozy.
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2.6 Metodika měření
Měření bude probíhat na koncových stanicích umístěných ve VLAN 20 a VLAN 50.
Každá stanice má nainstalováno softwarové vybavení uvedené na předchozí straně.
Provoz bude generován pomocí programů IxChariot a IP Traffic. Jejich princip fun-
gování je uveden v textu níže. Pro testy z hlediska vnímání uživatele budou použity
programy VLC player a SJphone. Šířka pásma hlasového provozu je nastavena na
hodnotu 64 kbit/s, šířka pásma pro video provoz je 3,750 Mbit/s.
IxChariot
U měření tímto programem jsou využity celkem 3 stanice. Rozlišuje se stanice pra-
cující jako server (console), která posílá instrukce a posléze vyhodnocuje výsledky
měření a stanice vykonávající instrukce (endpoint). Měření probíhá následujícím
způsobem : server zašle instrukce 1. koncovému bodu (endpoint), ten je přepošle
2. koncovému bodu, synchronizují se a posléze začne generování datových toků a
vlastní měření. Po uplynutí nastavené doby měření se data zašlou k vyhodnocení na
server. Je doporučeno umístit server mimo měřené sítě, aby nijak neovlivnil proces
měření. Jednotlivé provozy mají nastaveny intervaly měření, které se dají měnit.
Video provoz je měřen po uplynutí 3 s a hlasový provoz je měřen po 2 s. Doba celého
měření trvá 150 s. Výstupní soubory pro zpracování dat jsou formátu txt, html nebo
csv.
IP Traffic
Program pracuje na architektuře typu klient-server. Na straně serveru je generá-
tor datového provozu, ve kterém lze podrobně nastavit parametry generovaného
provozu. Lze nastavit např. hodnotu DSCP pole, průměrnou šířku pásma, velikost
datové zátěže, zpoždění mezi generováním paketů, označení paketů časovou znač-
kou atd. Na straně klienta probíhá příjem generovaného provozu, označení časovou
značkou a přeposílání zpět na server k vyhodnocení. Pro synchronizaci mezi klien-
tem a serverem je použit systémový čas. Měřený interval pro všechny provozy je
možné nastavit od 1 do 60 s. Pro měření v navržených IP sítích má interval hodnotu
1 s. Doba celého měření se musí manuálně zastavit po 150 s. Výstupní soubor pro
zpracování dat je formátu csv.
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2.7 Scénář navrhované sítě č. 1



















Obr. 2.2: Topologie IP sítě 1. scénáře
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2.7.1 Zadání scénáře č.1
První scénář je postaven na hierarchické Cisco architektuře. Nejprve bude DS do-
ména zahrnovat směrovače R1 – R4. Pro směrování v síti bude využit protokol RIP
verze 2, který podporuje proměnnou délku masky podsítě. Budou vytvořeny 2 třídy
a jeden způsob zacházení s provozem dle tab. 2.5 na všech rozhraních směrovačů.
Po nastavení kvality služeb na všech směrovačích bude šířka pásma omezena na
10 Mbit/s pro oba přepínače. Ve zbytku IP sítě bude šířka pásma 100 Mbit/s (simu-
lace vysokorychlostního směrování dle doporučené Cisco architektury).
V první části takto nakonfigurované topologie budou zjišťovány parametry pro-
vozu v IP síti – kolísání provozu, zpoždění, šířka pásma a také ztrátovost. Nejprve
bez využití kvality služeb QoS v nezatížené síti a poté se zátěží v podobě FTP pře-
nosu mezi stanicemi ve VLAN 20 a VLAN 50, který bude využívat celou dostupnou
šířku pásma 10 Mbit/s na přepínači.
Po změření těchto parametrů budou nakonfigurovány jednotlivé třídy provozu na
všech směrovačích a provede se opětovné měření v zatížené i nezatížené síti s QoS.
Důsledek použití/nepoužití kvality služeb v praxi bude simulován pomocí strea-
mování videa VLC playerem a sestavením hovoru v programu SJphone.
V druhé části bude DS doména rozšířena na oba přepínače, které nyní budou
využívat kvalitu služeb dle tab. 2.6. Provedou se stejná měření parametrů sítě jako
v první části včetně praktického dopadu na streaming videa a přenos hlasu.
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2.7.2 Parametry konfigurace
Způsob zacházení Provoz DSCP Vymezení zdrojů
APPLY-DSCP
Hlas EF LLQ, 200 kbit/s
Video CS4 CBWFQ, 6000 kbit/s
Tab. 2.5: Způsob zacházení směrovače scénář č. 1
Způsob zacházení Třída Provoz DSCP/CoS Rozhraní









Urychlené odesílání 4 Hlas 5,6,7 Fa0/2–4
Tab. 2.6: Způsob zacházení přepínačů scénář č. 1
2.7.3 Výsledky měření scénáře č.1
První část měření prokázala, že použití mechanismů kvality služeb pouze na smě-
rovačích nemá významný vliv na celkové zlepšení všech měřených parametru pro
hlasový a video provoz. Nezatížená síť podávala přijatelné parametry, po zatížení
byla vidět značná ztrátovost u video provozu, jež využíval šířku pásma 3,75 Mbit/s.
Hlasový provoz byl na tom o mnoho lépe, protože využíval šířku pásma pouze
64 kbit/s. Kolísání zpoždění bylo vyšší u hlasového provozu, propustnost kolísala
kolem nastavené šířky pásma u obou provozů. Zpoždění se pohybovalo v rozsahu
hodnot 10–40 ms.
Druhá část měření ukázala znatelný rozdíl při rozšíření DS domény na přepínače.
Díky použití mechanismů kvality služeb se v zatížené síti značně vylepšily všechny
měřené parametry provozu. Šířka pásma nekolísala kolem nastavené hodnoty, ztráto-
vost byla nulová, kolísání zpoždění bylo minimální a zpoždění bylo přibližně stejné.
Hlasová zátěž dosáhla dokonce zpoždění pod 1 ms. Tato skutečnost je reprezentována
hodnotou 0 ms na grafech.
Pozn. názorné zobrazení výsledků měření v grafech je dostupné na CD a v přílohách.
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2.7.4 Vnímání z hlediska uživatele
Hlasový a video provoz bez QoS
V hlasovém hovoru sestaveném programem SJphone nebyl žádný patrný rozdíl v kva-
litě při zatížené sítí ani při nezatížené síti. Je to způsobeno velmi malou šířkou
pásma, kterou tento program využívá. Nejnáročnější kodek G.711–µlaw využívá pro
svůj provoz pouze 64kbitů/s, ztrátovost a kolísání zpoždění není navíc tak vysoké,
aby ovlivnilo kvalitu hovoru.
Streamování videa pomocí programu VLC player v nezatížené síti proběhlo bez
problému. Při zatížení pomocí FTP přenosu se nejprve začaly objevovat viditelné
makrobloky, o chvíli později vypadl obraz i zvuk. Video potřebovalo ke svému bez-
problémovému chodu průměrnou šířku pásma kolem 3500 kbitů/s, ta však nebyla k
dispozici. Kolísání zpoždění tomuto typu provozu nevadí, protože program obsahuje
vyrovnávací paměť.
Hlasový a video provoz s QoS
Hlasový hovor opět neměl sebemenší problémy s kvalitou v zatížené i nezatížené síti.
Značkování paketů pomocí směrovačů v DS doméně bylo ověřeno pomocí programu
Wireshark. Využití QoS by mělo smysl v případě většího množství probíhajících
hovorů.
Streamování videa do nezatížené sítě proběhlo opět bez problémů. Při zatížení
pomocí FTP přenosu bylo zaznamenáno výrazné zlepšení oproti zatížené síti bez
využití kvality služeb. Na přijímací straně byl obraz po celou dobu viditelný, bez
tvorby makrobloků, zvuk nevymizel.
42
2.8 Scénář navrhované sítě č. 2


















Obr. 2.3: Topologie IP sítě 2. scénáře
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2.8.1 Zadání scénáře č.2
Druhý scénář vychází opět z hierarchické Cisco architektury, budou definovány 2
rozdílné DS domény za pomoci všech dostupných směrovačů a přepínačů.
Pro směrování v síti bude využit protokol RIP verze 2, který podporuje proměn-
nou délku masky podsítě.
V obou doménách budou nadefinovány rozdílné hodnoty DSCP pro aplikování
QoS pomocí diferencovaných služeb.
Nastavení parametrů sítě je obdobné jako v navrhované síti č. 1, nastavení pra-
videl pro zacházení s provozem se liší pouze v DS doméně 2.
Šířka pásma bude omezena na hodnotu 10 Mbit/s v obou DS doménách na všech
síťových prvcích. Toto omezení simuluje lépe vytíženost linky. U takto nakonfiguro-
vané sítě proběhnou 3 části měření :
1. Bude zjištěn vliv přeznačkovávání mezi oběmi doménami na kolísání provozu,
zpoždění, využívanou šířku pásma a také ztrátovost pro datový a hlasový
provoz v zatížené síti s QoS.
Nastavení je podobné s prvním scénářem. Směrovače R1 – R4 jsou nastaveny
dle tab. 2.8 s tím rozdílem, že používají mapování provozu na rozhraní domén
dle tab. 2.7. DS doména 2 přeznačuje příchozí pakety s DSCP značkou EF
na CS4 (hlasový provoz) a pakety se značkou CS4 na CS3 (video provoz).
DS doména 1 přeznačuje příchozí provoz opačně tzn. pakety jsou přeznačeny
s DSCP značkou CS4 na EF a pakety se značkou CS3 na CS4.
2. Po zjištění vlivu přeznačkování bude u přepínače S2 zrušeno uplatňování cyk-
lické vážené obsluhy pro jednotlivé třídy a změří se opět parametry provozu v
zatížené síti s/bez QoS.
3. Bude zjištěn rozdíl při použití fronty pro vymezení šířky pásma a fronty s níz-
kým zpožděním.
Pro tento účel bude nutné překonfigurovat směrovače R2 a R4 dle tab. 2.9.
Poté se zjistí dopad na jednotlivé parametry provozu v zatížené síti s QoS.
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2.8.2 Parametry konfigurace









Tab. 2.7: Mapovací tabulka pro DS domény scénář č. 2
Způsob zacházení Směrovač Provoz Vymezení zdrojů Rozhraní
APPLY-DSCP R1–R4
Hlas LLQ, 200 kbit/s
Fa0/0–1
Video CBWFQ, 6000 kbit/s
Tab. 2.8: Způsob zacházení DS domén scénář č. 2
Způsob zacházení Směrovač Provoz Vymezení zdrojů Rozhraní
APPLY-DSCP R2,R4
Hlas CBWFQ, 100 kbit/s
Fa0/0–1
Video CBWFQ, 4000 kbit/s
Tab. 2.9: Způsob zacházení DS doména 2 scénář č. 2 třetí část
Způsob zacházení Třída Provoz DSCP/CoS Rozhraní









Urychlené odesílání 4 Hlas 5,6,7 Fa0/2–4
Tab. 2.10: Způsob zacházení přepínače S1 scénář č. 2
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2.8.3 Výsledky měření scénáře č.2
1. Přeznačování na rozhraní obou domén nemělo žádný pozorovatelný vliv na
výsledný provoz. Rozlišovací schopnost softwarového vybavení je u zpoždění
1 ms. Porovnání hodnot zpoždění z předchozího scénáře nevykázalo žádnou
výraznou změnu. Z tohoto poznatku lze usoudit, že přeznačování probíhá do
doby 1 ms.
2. Zrušení vážené cyklické obsluhy pro rozdílné třídy na přepínači S2 mělo velice
znatelný dopad na všechny parametry provozu v IP síti. Nejvíce bylo ovlivněno
zpoždění a také ztrátovost. Zpoždění se pohybovalo u obou provozů v rozsahu
hodnot od 40–100 ms, s použitím QoS v hodnotách 10–40 ms. U ztrátovosti se
neprojevil vliv použití/nepoužití QoS. Stále se pohybovala v rozsahu od 0–5 %.
3. Změna vyhrazování zdrojů z fronty s nízkým zpožděním na frontu garantované
šířky pásma nemělo pro hlasovou zátěž na směrovačích téměř žádný dopad.
Zpoždění se zvýšilo pouze o 3 ms v zatížené síti. Tak malý rozdíl nemá v na-
vrhované síti žádné praktické důsledky.
Pozn. názorné zobrazení výsledků měření v grafech je dostupné na CD.
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3 ZÁVĚR
Bakalářská práce měla za úkol zjistit požadavky na přenos dat citlivých na kvalitu
služby, principy zajištění těchto služeb, vytvořit několik simulačních scénářů, na-
vrhnout metodiku měření a následně aplikovat tyto mechanismy prakticky pomocí
směrovačů a přepínačů firmy Cisco.
U dat citlivých na kvalitu služby sledujeme 4 parametry, které jsou : zpoždění,
šířka pásma, kolísání zpoždění a ztrátovost.
Byly prostudovány 2 architektury umožňující zajištění QoS v IP síti. Jednalo se
o integrované a diferencované služby. Z těchto 2 architektur byly vybrány diferen-
cované služby pro praktickou implementaci.
Přepínače a směrovače firmy Cisco používají modulární systém pro zajištění
kvality služeb. Princip uplatňování kvality služeb zůstává stejný, nicméně pro její
zajištění je nutné použít jiné konfigurační příkazy.
Pro vyzkoušení diferencovaných služeb v praxi byly navrženy a sestaveny 2 scé-
náře, na kterých byla provedena měření pomocí profesionálního programu IxChariot
a alternativního programu IP Traffic. Profesionální program dosahoval předpoklá-
daných měřených hodnot. Alternativní program vykazoval značné výchylky v před-
pokládaných měřených hodnotách. Bylo to způsobeno rozdílným nastavením pro
generování a příjem paketů.
Pro přesnou synchronizaci mezi serverem a klientem potřebuje program IP Traffic
NTP (Network Time Protocol) nebo GPS (Global Positioning System). Ani jednoho
ze způsobů přesné synchronizace nebylo využito. V průběhu měření bylo použito
pouze systémového nastavení času na straně klienta i serveru, které je pro synchro-
nizaci značně nepřesné. V důsledku špatné synchronizace jsou naměřené hodnoty
také do určité míry zkreslené. Profesionální program IxChariot používá vlastní soft-
warovou synchronizaci, která tento problém eliminuje.
Pro názornost důsledku užití/neužití kvality služeb byl vybrán rozšířený scé-
nář č. 1, jehož grafy měřených parametrů jsou uvedeny v příloze. Grafy z ostatních
měření jsou k nalezení na přiloženém CD včetně elektronické verze práce.
První scénář prokázal, že je nutné použít mechanismy kvality služeb v celé IP síti.
V případě nerozšíření DS domény jsou výsledky měření parametrů pouze mírně lepší
než-li při měření bez využití kvality služeb. V případě použití QoS byla ztrátovost
nulová, zpoždění se snížilo, propustnost se zvýšila a držela se přibližně u nastavené
hodnoty, kolísání zpoždění nebylo veliké a u hlasu dokonce dosáhlo hodnoty 0 ms.
Testy vnímání z hlediska uživatele prokázaly při použití kvality služeb jedno-
značné zlepšení kvality příjmu streamovaného videa v zatížené síti. V opačném pří-
padě byl obraz degradován tvorbou makrobloků, později výpadkem obrazu a také
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zvuku. Sestavený hovor neměl v navrhované síti problémy, nicméně při větším po-
čtu paralelních hovorů by se začal projevovat důsledek nepoužití QoS – vypadávání
přijímaného hovoru.
Z druhého scénáře bylo zjištěno, že přeznačování na rozhraní 2 DS domén nemá
zásadní vliv na parametry provozu. Změna vyhrazování zdrojů hlasového provozu
z fronty s nízkým zpožděním na frontu garantované šířky pásma nemá v malé síti
významný dopad, nicméně v rozsáhlejších sítích by mohlo zpoždění dosáhnout ne-
žádoucích hodnot. Zrušení kvality služeb na přepínači mělo opět výrazný dopad na
zhoršení všech měřených parametrů jednotlivých provozů.
Bakalářská práce ukázala v navržených sítích, že bez kvality služeb se vytížené
IP sítě, které využívají moderní aplikace, neobejdou.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
ACL Access Control List
ATM Asynchronous Transfer Mode
BA Behavior Aggregate
CBWFQ Class-Based Weighed Fair Queuing
CoS Class of Service
CLI Command Line Interface
DiffServ Differentiated Services
DSCP Differentiated Services codepoint
FIFO First In First Out
FQ Fair Queuing
FTP File Transfer Protocol
GPS Generalized Processor Sharing
GPS Global Positioning System
IOS Internetwork Operating System
IP Internet Protocol
IPP Internet Protocol precedence
IETF Internet Engineering Task Force
IntServ Integrated Services
LAN Local Area Network
LLQ Low Latency Queuing
MBONE Multicast backbone
MF Multifield
NACL Named Access Control List
NIC Network Interface Card
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NTP Network Time Protocol
PHB Per–Hop Behavior
PPP Point–to–Point Protocol
QoS Quality of Service
RSVP Resource reservation Protocol
RTP Real-Time Protocol
TOS Type of Service
VLAN Virtual Local Area Network
VoIP Voice over Internet Protocol
WFQ Weighted Fair Queuing
WRED Weighted Random Early Detection
WRR Weighted Round Robin
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B SPOLEČNÁ KONFIGURACE SÍTÍ























PC10 NIC 192.168.10.2/24 192.168.10.1/24
PC20 NIC 192.168.20.2/24 192.168.10.1/24
PC30 NIC 192.168.30.2/24 192.168.10.1/24
PC40 NIC 192.168.40.2/24 192.168.40.1/24
PC50 NIC 192.168.50.2/24 192.168.40.1/24
PC60 NIC 192.168.60.2/24 192.168.40.1/24
Tab. B.1: Síťové adresy
NACL Pravidlo Provoz Porty
HLAS Hlas 5060, 49 100–49 500
VIDEO Video 1050–1900
Tab. B.2: Pravidla NACL
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