Model-based analysis as a tool for intensification of a biocatalytic process in a microreactor by Van Daele, Timothy
MODEL-BASED ANALYSIS AS A TOOL FOR
INTENSIFICATION OF A BIOCATALYTIC
PROCESS IN A MICROREACTOR
ir. Timothy Van Daele
Thesis submitted in fulfillment of the requirements for the degree of





“An expert is a man who has made all the mistakes
which can be made in a very narrow field.”
Niels Bohr
“Everything should be made as simple as possible,
but not simpler.”
Albert Einstein
Examination Committee: Prof. dr. ir. Nico Boon
Chairman
Center for Microbial Ecology and Technology
Ghent University, Belgium
Prof. dr. ir. Frederik Ronsse
Secretary
Department of Biosystems Engineering
Ghent University, Belgium
Prof. dr. ir. Joris Thybaut
Department of Chemical Engineering
and Technical Chemistry
Ghent University, Belgium
Prof. dr. ir. Kristel Bernaerts




Supervisors: Prof. dr. ir. Ingmar Nopens
Department of Mathematical Modelling,
Statistics and Bioinformatics (BIOMATH)
Ghent University, Belgium
Prof. dr. ir. Krist V. Gernaey
Department of Chemical and Biochemical Engineering
DTU, Denmark
Dean: Prof. dr. ir. Marc Van Meirvenne
Rector: Prof. dr. Anne De Paepe
ir. Timothy Van Daele
Model-based analysis as a tool for intensification of
a biocatalytic process in a microreactor
Thesis submitted in fulfillment of the requirements for the degree of
Doctor (Ph.D) in Applied Biological Sciences
Academic year 2016-2017
Dutch translation of the title:
Modelgebaseerde analyse als hulpmiddel voor de intensificatie van een biokat-
alytisch proces in een microreactor
Please refer to this work as follows:
Timothy Van Daele (2016). Model-based analysis as a tool for intensification
of a biocatalytic process in a microreactor, PhD Thesis, Department of Mathe-
matical Modelling, Statistics and Bioinformatics, Ghent University, Ghent, Bel-
gium.
ISBN 978-90-5989-953-7
The author and the supervisors give the authorisation to consult and to copy parts
of this work for personal use only. Every other use is subject to the copyright laws.
Permission to reproduce any material contained in this work should be obtained
from the author.
DANKWOORD
Het is alweer een dikke vier jaar geleden dat ik besloot om een doctoraat te starten
bij BIOMATH. Gedurende die vier jaar vol hindernissen, leerde ik meerdere “part-
ners in crime” kennen die me hielpen om het parcours succesvol af te leggen. In
dat opzicht wil ik allereerst Ingmar bedanken voor de opportuniteit die hij mij
toen geboden heeft. Ingmar steunde ten allen tijde de inspanningen die ik deed
en gaf daartoe ook de nodige vrijheden/mogelijkheden. Tevens wil ik ook mijn
co-promotor Krist bedanken voor de vele interessante gesprekken die we gevoerd
hebben :-). Je was er al van in het begin bij betrokken, maar ik leerde je pas echt
kennen tijdens de BIOPRO World Talent Campus in 2013. Deze cursus was echt
een geweldige sociale en wetenschappelijke ervaring.
Naast mijn promotoren waren er natuurlijk ook vele collega’s die ik beter heb leren
kennen. Stijn en Joris, ik ben de laatste van de eerste generatie “Pythoneers” in het
simulatielab, maar jullie niveau van kennis, inzet, behulpzaamheid,. . . in Python
zal ik niet snel bereiken. Stijn, ook bedankt om de voorbije jaren te fungeren als
mijn persoonlijk klankbord (“my personal post-doc”) en mij te ondersteunen in
mijn wetenschappelijke zoektocht. Je stond altijd klaar om problemen mee op te
lossen, ook al moest je je eigen werk daarvoor laten liggen. I would also like to
thank my thesis students for the nice work they have performed. Daan and David,
thanks for the outstanding work you have done in your master theses and within
the Biointense project. Voor de meer sociale activiteiten waren de BIOMATH
weekends zeker geniaal, maar zonder de meer frequente sociale activiteiten, was ik
die vier jaar niet doorgekomen. Niels, merci voor het sociale luik, maar ook om de
voorbije jaren mijn badmintonskills aan te scherpen. Tinne, merci voor de lekkere
dessertjes gedurende de voorbije jaren, maar sinds de “chocomousse battle” weet
je dat er kapers op de kust zijn :-). Al wat langer geleden: Katrijn bedankt om
mij tijdens de allereerste Biointense meeting in 2012 te vergezellen en mij op mijn
gemak te stellen :-). Jose´ (“el mexicano”), ik vind het echt knap dat je altijd
probeert om Nederlands te praten met de “locals”. Blijf zo voort doen ;-) Natu-
i
urlijk zijn er nog vele andere collega’s waar ik leuke en blijvende herinneringen aan
heb, dus aan allen die ik hier nog niet expliciet vermeld heb (zoals bierbrouwende
Wouter, Aziatische Michael, botsende Sophie,. . . ) : Merci!/Thank you!
Magali, Marjolein, Caroline, Sanne en Robin (AKA de In-Gent-Blijvers), merci
voor de leuke bijeenkomsten de voorbije jaren. Samen eens stoom aflaten, het
deed me veel deugd en liet me ook toe de dingen wat te relativeren. Daarnaast
waren de weekends met de Antwerpse bio-ingenieurs natuurlijk ook altijd een fijne
uitlaatklep en een goed moment om elkaar terug te zien. De vrienden van Land
en Water (Brecht, Niels, Sacha en Jeroen) mag ik zeker niet vergeten! Altijd fijn
om de meer nerdy toer op te gaan :-). Ik hoop dat ik na deze hectische periode
terug wat meer tijd heb om weer wat sociale activiteiten mee te pikkenˆˆ.
Last but not least: de familie. Eerst en vooral wil ik mijn ouders bedanken voor de
mogelijkheden die ze me geboden hebben, maar ook voor de ondersteuning in de
moeilijkere momenten. Cassandra, ik vond het tof dat je de voorbije jaren met mij
wilde tennissen in de dubbel gemengd reeks. Merci voor de gevatte opmerkingen,
maar ook om mij met rust te laten als het daar “niet het moment voor was. . . ”.
Daarnaast wil ik ook mijn Bomma en Bompa en de rest van de familie bedanken
voor hun belangstelling in de “bio-dinges”. Ik hoop dat het voor jullie tijdens de





Chiral amines are highly valuable functionalised molecules which play an impor-
tant role in the pharmaceutical, agrochemical and chemical industry. Nowadays,
the asymmetric pathway, which is catalysed by ω-transaminase, receives a lot of
attention in order to produce these optically active molecules. However, the path-
way generally suffers from low productivity and thus must be intensified to meet
industrial requirements. To evaluate potential intensification strategies in an effi-
cient and fast way, microreactors can be used since they provide an ideal screening
platform which can also be used for production by a so-called scaling-out. To
limit the required experimental effort, mathematical models can be used. In this
dissertation two types of mathematical models are used, i.e. kinetic and com-
putational fluid dynamic (CFD) models. On the one hand, the kinetic model is
used to characterise the kinetic behaviour of the enzyme, which makes it possible
to optimise the process conditions or to determine its performance compared to
other enzymes. On the other hand, CFD models provide insight into the mass
transfer processes, and are used to identify conditions where mass transfer limita-
tions drastically reduce the overall productivity. These models are used to gather
process knowledge, and indicate which intensification strategies will prove more
successful.
The first part of the dissertation deals with the kinetic characterisation of the ω-
transaminase under study. The kinetic behaviour of the enzyme can be represented
by the plain ping-pong bi-bi model. The kinetic parameters need to be estimated
from experimental data before such a model can be used for any process analysis.
Since every kinetic parameter has a physical or chemical meaning, it should have
one unique and physically realistic value. When a multitude of parameter values
yield the same model output, it is impossible to know which combination is the
true one. However, this important feature does in many cases hold true, but should
be verified when performing a parameter estimation. This type of problem is often
related with poor model structures, overparameterised models or non-informative
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data, but can be detected by using a so-called identifiability analysis. First, a
structural identifiability analysis is performed to determine whether it is possible
to retrieve the real parameter values when perfect and unlimited data are avail-
able. Second, a practical identifiability analysis is performed to assess whether the
parameters can still be retrieved when only a limited amount of noise-corrupted
data are available. In this respect, a numerical identifiability method is developed
to assess both types of identifiabilities. The application of this numerical identi-
fiability method yielded that the plain ping-pong bi-bi model is (at least locally)
structurally identifiable. However, for the parameter values found in literature, it
is found that not all the parameters are practically identifiable, which indicates
that the experiments conducted to estimate those parameters are not sufficiently
informative. Moreover, it is shown that the parameters are only practically iden-
tifiable for low measurement errors. The results of the numerical identifiability
confirm that a proper parameter estimation should always be followed by an esti-
mation of the parameter estimate uncertainties.
Since the plain ping-pong bi-bi model is found to be (at least locally) structurally
identifiable, a parameter estimation can be performed. In this respect, it is chosen
to use a model-based optimal experimental design. The aim of such a design ap-
proach is to reduce the total experimental effort by proposing highly informative
experiments. However, for nonlinear models like the plain ping-pong bi-bi model,
proposing an optimal experimental design is a nontrivial task. Such an experimen-
tal design is highly dependent on the intrinsic (i.e. “real”) values of the kinetic
parameters, but since these kinetic parameter values are a priori unknown, it is
impossible to propose an optimal design. To overcome this problem, an itera-
tive approach is required to estimate the kinetic parameter values. First, some
experiments are performed in real-life. This additional experimental information
is used to update the current model parameters, and afterwards used to propose
new experiments. However, the current experimental design is still highly depen-
dent on the current parameter values, and thus a more advanced design method is
required. By using a so-called iterative robust model-based optimal experimental
design method, more robust experimental designs are proposed which are suitable
for a range of parameter values instead of only one specific value. It is shown
that by using such an iterative experimental design approach, the parameters can
be estimated more accurately compared to a standard uniform design where the
collected information is not used to optimise the experimental design. By apply-
ing this methodology, the plain ping-pong bi-bi model is properly calibrated and
found to be practically identifiable.
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To ensure that the calibrated parameter values represent the intrinsic parame-
ter values, the measurements of such a parameter estimation exercise need to be
conducted at conditions where there are no mass transfer limitations. This is an
important condition, since this will determine whether microreactors can be suc-
cessfully used as a screening device for biocatalytic reactions. For simple reactions
and microreactor geometries, the mass transfer limitations can be easily calculated
using dimensionless numbers. However, the ping-pong bi-bi reaction under study
is more complex and thus these dimensionless numbers will only yield qualitative
measures (i.e. high, medium, low). Moreover, these dimensionless numbers are
only applicable for simple microreactor geometries, and thus the mass transfer
limitations cannot be assessed for more complex microreactor geometries yet. To
overcome this problem, a generic methodology is developed which is applicable for
any kinetic model and microreactor geometry. For two simple microreactor con-
figurations, this generic methodology is applied and its results coincide with those
of the traditional approach of dimensionless numbers. These observations confirm
that the generic methodology is valid and can be used to calculate productivity
decreases due to these mass transfer limitations. The general applicability makes
the method superior to the use of dimensionless numbers.
As stated above, kinetic parameters are typically estimated under the absence of
any mass transfer limitations or at least this assumption is made. To achieve
these so-called kinetically limited conditions in batch reactors, mixing is typically
increased until no further improvement is seen with respect to the reactor produc-
tivity. However, the increase of the shear stresses can lead to the denaturation
of the enzyme, which would yield a decrease in the reactor productivity. More-
over, increasing the mixing rate is not straightforward in microreactors and other
solutions need to be found. In this respect, the aim of the final part of this disser-
tation is to investigate whether it is possible to calibrate kinetic parameters under
mass transfer limited conditions. For a simple, irreversible enzymatic reaction it
is proven that the parameter values can be estimated properly as long as the mass
transfer limitations are not too severe. However, the quality of the parameter es-
timate is strongly related with the experimental conditions (e.g. the measurement
error) and design (e.g. the measurement time). These observations indicate that
a proper experimental design remains important to perform a parameter estima-
tion under mass transfer limiting conditions. To optimise the experimental design,
the Fisher information matrix is often used for kinetic models. For the coupled
CFD-kinetic model, the Fisher information matrix showed good correspondence
with the “exact” confidence interval, which is sampled directly from the objective
function.
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The main outcome of this dissertation is the indepth knowledge which was gained
about the model calibration of biocatalytic processes and mass transfer limita-
tions. Moreover, this dissertation led to a new generic methodology to assess mass
transfer limitations in a (micro)reactor, but it was also illustrated that it is possi-
ble to calibrate of kinetic parameters under mass transfer limited conditions. The
results of this dissertation will help future researcher to speed up both the en-
zyme characterisation and reactor development. These two factors are considered
crucial with respect to the reduction of the lab-to-market time.
vi
SAMENVATTING
Chirale amines zijn waardevolle, functionele moleculen die belangrijk zijn voor de
farmaceutische, agrochemische en chemische industrie. Om deze optisch actieve
moleculen te produceren, wordt de asymmetrische pathway, welke gekatalyseerd
wordt door ω-transaminase, momenteel uitvoerig bestudeerd. Deze pathway heeft
echter een lage productiviteit en dient ge¨ıntensifieerd te worden om te voldoen
aan de industrie¨le vereisten. Om de verschillende intensifieringstrategie¨n op een
snelle en efficie¨nte manier te evalueren, worden typisch microreactoren gebruikt
omdat deze een ideaal onderzoeksplatform bieden, dat tevens gebruikt kan wor-
den voor de productie door een zogenaamde scaling-out. De totale experimentele
inspanning dient echter haalbaar te zijn, maar kan beperkt worden door beroep
te doen op wiskundige modellen. In deze thesis zullen twee types van wiskundige
modellen gebruikt worden. Enerzijds de kinetische modellen die gebruikt worden
om de kinetische karakteristieken van een enzym te achterhalen. Deze karakter-
istieken kunnen nadien gebruikt worden om de procescondities te optimaliseren of
om de performantie met andere enzymen te vergelijken. Anderzijds zijn er de nu-
merieke stromingsleermodellen die inzicht bieden in de massatransportprocessen
en gebruikt worden om te identificeren wanneer de productiviteit gelimiteerd wordt
door een (te) beperkt massatransport. Het gebruik van beide modeltypes laat toe
om kennis op te bouwen, maar ook om te kijken welke intensifieringstrategie¨n
mogelijks succesvol kunnen zijn.
In het eerste deel van deze thesis wordt de kinetische karakterisatie van ω-
transaminase bestudeerd. Het kinetische gedrag van dit enzym kan worden
voorgesteld door het zogenaamde ping-pong bi-bi model. De kinetische modelpa-
rameters dienen geschat te worden met behulp van experimentele data vooraleer
het model effectief gebruikt kan worden voor enige procesanalyse. Tevens heeft elke
kinetische parameter ook een kinetische of chemische betekenis en dus dient het ook
een unieke en fysisch realistische waarde te verkrijgen. Deze belangrijke eigenschap
is geldig in meeste gevallen, maar dient gevalideerd te worden bij het uitvoeren van
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een parameterschatting. Indien een hele verzameling parameterwaarden e´e´nzelfde
modelvoorspelling oplevert, wordt het onmogelijk om de correcte parameterwaarde
te selecteren. In zulke gevallen is het model vaak overgeparametriseerd, betreft
het een gebrekkige modelstructuur of is the data niet voldoende informatief. Om
deze modeldeficie¨nties te achterhalen, wordt een zogenaamde identificeerbaarheids-
analyse uitgevoerd. Allereerst wordt een structurele identificeerbaarheidsanalyse
uitgevoerd om te detecteren of het mogelijk is om the ree¨ele parameterwaarden
te achterhalen wanneer er een oneindige hoeveelheid perfecte data beschikbaar
is. Ten tweede wordt een praktische identificeerbaarheidsanalyse uitgevoerd om te
achterhalen of het nog steeds mogelijk is de parameterwaarden te achterhalen wan-
neer er slechts een beperkte hoeveelheid onzekere data beschikbaar is. Om beide
identificeerbaarheidsanalyses uit te voeren, is er in deze thesis een numerieke iden-
tificeerbaarheidsmethode ontwikkeld. De toepassing van deze methode leidt tot
de conclusie dat het ping-pong bi-bi model (ten minste lokaal) structureel identi-
ficeerbaar is. Echter voor de parameterwaarden uit de literatuur blijkt dat niet alle
parameters praktisch identificeerbaar zijn, wat erop duidt dat de experimenten niet
voldoende informatief waren om deze waarden ook effectief te schatten. Boven-
dien wordt ook getoond dat de overige parameters enkel praktisch zijn bij een lage
meetonzekerheid. De resultaten van de numerieke identificeerbaarheidsmethode
bevestigen dat een degelijke parameterschatting altijd gevolgd moet worden door
een schatting van de parameteronzekerheden.
Aangezien het ping-pong bi-bi model (ten minste lokaal) structureel identificeer-
baar is, kan een parameterschatting uitgevoerd worden. Om dit te realiseren,
wordt gebruik gemaakt van een modelgebaseerd optimaal experimenteel ontwerp.
Het doel van zulk ontwerp is om de totale experimentele inspanning te reduceren
door enkel hoog informatieve metingen te ontwerpen en uit te voeren. Echter, het
berekenen van een optimaal experimenteel ontwerp is niet triviaal voor niet-lineaire
modellen zoals het ping-pong bi-bi model. Een experimenteel ontwerp is voor
zulke modellen zeer afhankelijk van de intrinsieke parameterwaarden, maar deze
parameterwaarden zijn initieel onbekend zodat het onmogelijk is om een geschikt
optimaal experimenteel ontwerp voor te stellen. Om dit probleem te omzeilen, is
een iteratieve procedure vereist om de parameterwaarden te schatten. Allereerst
dienen enkele experimenten uitgevoerd te worden. Deze experimentele data kan
nadien gebruikt worden om de huidige parameterwaarden te updaten. Deze ver-
beterde informatie kan vervolgens gebruikt worden om terug enkele (meer infor-
matieve) experimenten voor te stellen. Aangezien deze experimentele ontwerpen
nog steeds sterk afhankelijk zijn van de huidige parameterwaarden, dient een meer
geavanceerde ontwerpmethode gebruikt te worden. Door gebruik te maken van
zogenaamde robuuste modelgebaseerde optimale experimentele ontwerpmethoden,
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kunnen meer robuuste experimentele ontwerpen voorgesteld worden die geschikt
zijn voor een groot bereik aan parameterwaarden in plaats van slechts e´e´n spec-
ifieke parameterwaarde. Het gebruik van zulke iteratieve experimentele ontwerp-
methode die ook robuust is, kunnen meer accurate parameterschattingen bekomen
worden in vergelijking met een standaard uniform ontwerp waar de vergaarde in-
formatie niet gebruikt wordt om het experimenteel ontwerp te optimaliseren. De
toepassing van deze methode leidt tot een degelijk gecalibreerd ping-pong bi-bi
model dat tevens praktisch identificeerbaar is.
Om te garanderen dat de geschatte parameterwaarden de intrinsieke parameter-
waarden voorstellen, moeten de metingen voor zulke parmaterschatting gebeuren
onder condities waar massatransport geen limitatie vormt. Dit is een belangrijke
voorwaarde, aangezien dit bepaalt of microreactoren geschikt zijn als onderzoek-
splatform voor biokatalytische reacties. Voor eenvoudige reacties en microreactor
geometrie¨n kunnen de massatransportlimitaties al eenvoudig berekend worden met
behulp van dimensieloze getallen. Het ping-pong bi-bi model is echter complexer en
dus kunnen deze dimensieloze getalllen enkel gebruikt worden om een kwalitatieve
schatting te maken. Bovendien zijn deze dimensieloze getallen enkel toepasbaar
voor zeer eenvoudige microreactor geometrie¨n en dus kunnen massatransportlimi-
taties niet exact bepaald worden voor meer complexe reactoren. Om deze proble-
men het hoofd te bieden, wordt een generieke methode ontwikkeld die toepasbaar
is voor elk kinetische model en microreactor geometrie. Deze generieke method-
ologie wordt toegepast voor twee eenvoudige microreactor configuraties en levert
dezelfde resultaten op als de traditionele aanpak met behulp van dimensieloze
getallen. Dit bevestigt dat de generieke methode geschikt is om productiviteits-
dalingen ten gevolge van massatransport limitaties te berekenen. De algemene
toepasbaarheid van de generieke methode maakt deze superieur tegenover het ge-
bruik van dimensieloze getallen.
Zoals eerder gesteld worden kinetische parameters typisch geschat in de afwezigheid
van massatransport limitaties of dit wordt toch verondersteld. Om zogenaamde
kinetisch gelimiteerde condities te verkrijgen in batch reactoren, wordt typisch de
mengsnelheid verhoogd tot er geen verdere verbetering wordt opgemerkt qua pro-
ductiviteit. Dit leidt tot een toename van de schuifspanningen die aanleiding kun-
nen geven tot de denaturatie van het enzym. Bovendien is het niet voor de hand
liggend om de mengsnelheid te verhogen in een microreactor en dus dienen andere
oplossingen gezocht te worden. In het laatste deel van deze thesis wordt onderzocht
of het mogelijk is om de kinetische parameters te schatten onder massatransport
gelimiteerde condities. Voor een eenvoudige, irreversibele enzymatische reactie
kan aangetoond worden dat de parameterwaarden kunnen worden geschat zolang
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de massatransportlimitaties niet onredelijk hoog zijn. Echter, de kwaliteit van de
parameterschattingen is sterk gerelateerd met de experimentele condities (bijv. de
meetonzekerheid) en het ontwerp (bijv. het meettijdstip). Deze observaties tonen
aan dat een degelijk experimenteel ontwerp belangrijk blijft om een degelijke pa-
rameterschatting uit te voeren onder massatransport gelimiteerde condities. Om
het experimenteel ontwerp van kinetische modellen te optimaliseren wordt vaak
de Fisher informatie matrix gebruikt. Voor het gekoppelde CFD-kinetisch model
toont de Fisher informatie matrix een goede overeenkomst met het “exacte” be-
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Chiral amines are highly valuable functionalised molecules which play an impor-
tant role in the pharmaceutical, agrochemical and chemical industry (Nugent and
El-Shazly, 2010; Turner and Truppo, 2010; Scha¨tzle et al., 2011). These opti-
cally active molecules are frequently used for the synthesis of biologically active
compounds such as drugs, for which some examples are given in Figure 1.1. It
is estimated that about 40 % of all pharmaceuticals contain a chiral amine com-
ponent (Ghislieri and Turner, 2014). Despite its importance for these industries,
the production of optically pure chiral amines remains challenging (Nugent and
El-Shazly, 2010) and thus the pharmaceutical industry has identified its sustain-
able production as a key research priority (Constable et al., 2007; Green et al.,
2014). Currently, the major (chemical) route for producing optically pure amines
still consists of the resolution of racemates by crystallisation of diastereomeric
salts (Breuer et al., 2004; Ho¨hne and Bornscheuer, 2009). However, the chemical
pathways to produce these molecules in many cases require specialised equipment,
multiple steps and purifications, and rare metal catalysts and can thus be re-
garded as expensive and inefficient (Hansen et al., 2005; Savile et al., 2010; Dunn,
2012).
Another approach is to use enzymes to produce the chiral amines. Various enzy-
matic routes exist which can be used for its synthesis using transferases, hydro-
lases or oxidoreductases (Ho¨hne and Bornscheuer, 2009; Scha¨tzle et al., 2011). All
2 1.1 INTRODUCTION
Figure 1.1: Examples of non-amino based chiral amine pharmaceutical
drugs (Nugent and El-Shazly, 2010).
routes have their advantages and disadvantages, but only by using ω-transaminases
(ω-TAs) and the asymmetric synthesis route optically active amines (or β-amino
acids) can be synthesised directly from prostereogenic ketones with a theoretically
quantitative yield (Ho¨hne and Bornscheuer, 2009). ω-TAs represent a subgroup
of TAs (EC 2.6.1.18), which in contrast to α-TAs do not require the presence of
a carboxylic acid group in the α position to the keto or amine functionality, and
thus are more useful since they in principle accept any ketone or amine (Ho¨hne
and Bornscheuer, 2009). The asymmetric synthesis offers some advantages, i.e.
the possible theoretical yield of 100 %, the use of a prochiral substrate, and the
product enantiomeric excess which is independent from the conversion (Ho¨hne
and Bornscheuer, 2009). In some cases, industry has already successfully switched
from a chemical to a biocatalytic pathway, e.g. Merck and Codexis now produce
sitagliptin (i.e. a medicine for the treatment of type II diabetes) by using the
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asymmetric synthesis using ω-TA. In this way they were able to increase the over-
all yield by 10 %, realise a 53 % increase in productivity (kg/L), reduce the total
waste by 19 %, eliminate all heavy metals, and reduce the total manufacturing
cost (Savile et al., 2010). This real-life example shows that shifting to ω-TAs
for the production of chiral amines can be advantageous. However the use of
asymmetric synthesis also has some drawbacks. First, the synthesis suffers from
an unfavourable thermodynamical equilibrium, and thus the equilibrium has to
be shifted to reach a high conversion. Second, the enzyme suffers from product
and substrate inhibition, which makes it difficult to achieve economically viable
product concentrations. To overcome these different process challenges, Tufves-
son et al. (2011) described possible strategies to make such an enzymatic process
economically interesting. However, the authors stated that there is a need for the
development of platform technologies to facilitate implementation and shortening
of development times. In this respect, microreactors are an interesting candidate
for building such a platform. Indeed, microreactors typically have dimensions
smaller than 1 mm, which allows to reduce mass transfer limitations inside the re-
actor. Other interesting features of microreactors are the high surface-to-volume
ratio, the continuous operation, and the limited need for chemicals. These advan-
tages make microreactors the ideal platform for the rapid screening of biocatalysts
and the assessment of different experimental conditions at a limited cost (Kerby
et al., 2006; Tiˇsma et al., 2009). Moreover, the development time from lab to
industrial scale can be drastically decreased by using microreactors (Asano et al.,
2010). The conventional batch method requires a number of scale-up processes
from the R&D phase, through pilot plants, to full-scale production (Figure 1.2).
The scale-up approach generally has two drawbacks. First, the process efficiency
is generally decreased in large scale reactors (Tufvesson et al., 2010). Second,
the stepwise scaling procedure is time-consuming and thus the time to market is
increased (Plumb, 2005; Marques and Fernandes, 2011). These problems can be
overcome by using the numbering-up strategy (Figure 1.2), in which the produc-
tion is increased by using multiple microreactors in parallel. Since the original
development was already performed in these microreactors, scale-up costs can be
eliminated.
Within the BIOINTENSE project, the expertise of both biocatalysis and mi-
crotechnology was brought together in order to address the challenges of low pro-
ductivity and process intensification. The BIOINTENSE project was supported by
the European Union as a FP7 project (Grant Agreement Number 312148).
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Figure 1.2: Processes from R&D to plant construction using the conven-
tional batch method and a microreactor (Asano et al., 2010).
1.2 Problem Statement
The aim of combining biocatalysis and microreactors, is to overcome low produc-
tivity and improve process intensity which frequently hampers the implementation
of bioprocesses in industry. In practice this proves to be more difficult than it
sounds. In this dissertation, ω-TA is selected as the biocatalyst of interest since
it is promising with respect to the production of chiral amines. To overcome low
productivity of the asymmetric synthesis, the enzyme structure and process design
and operation need to be optimised. In this dissertation, the focus will be on the
use of mathematical modelling and techniques to characterise enzymes, calibrate
overparameterised models, optimise process conditions but also to gather more
fundamental knowledge.
1.3 Research objectives
To overcome the problem of low productivity commonly encountered with the
asymmetric synthesis, three main objectives are formulated:
1. estimate the intrinsic parameter values describing the conversion by ω-TA
in an efficient and reliable way,
2. gain fundamental knowledge about the productivity improvements of en-
zymes in microreactors,
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3. determine whether intrinsic parameter values can be estimated properly un-
der mass transfer limited conditions.
These three research objectives need to be met in order to get a more fundamental
understanding and allow a thorough (model-based) process optimisation. There-
fore, these objectives need to be translated to more detailed research questions
which will be answered throughout this dissertation.
1.4 Research questions
The research objectives introduced above can be translated in four detailed re-
search questions:
RQ 1. Is the ping-pong bi-bi model identifiable?
The ping-pong bi-bi model is generally considered as the appropriate model
to describe the asymmetric synthesis by ω-TA. However, the quasi steady-
state equation of the plain ping-pong bi-bi model contains 8 parameters which
need to be estimated from limited experimental data. First, it needs to be
verified whether it is possible to properly estimate the kinetic parameter values
when unlimited, noise-free data are available. This ideal approach is often
referred to as theoretical identifiability. In practice, only a limited amount of
noise-corrupted data are available which can be used to perform a parameter
estimation. Depending on the level of noise and amount of data, the parameters
will (not) be practically identifiable. The identifiability problem is important,
since it allows to determine whether the obtained parameter values, which
represent the kinetic characteristics of the enzyme, can be uniquely determined
given a certain set of experimental data.
Can the uncertainty of kinetic parameter estimates be reduced by op-
timising the experimental design?
As stated in research question 1 (RQ 1), the kinetic parameter values need to
be estimated from the kinetic data. In that respect, both a high information
content and a low noise level are important to yield qualitative data for param-
eter estimation. In other words, the information content of the data needs to be
sufficiently high to acquire accurate parameter estimates, e.g. when one wants
to gain knowledge about the maximum reaction rate of an enzyme, it makes no
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sense to perform measurements at low substrate concentrations. Mathemati-
cally, this can be represented by the Fisher Information Matrix which allows
to quantify the level of available information and parameter estimate uncer-
tainties. In most literature, this kind of approach is performed in silico, but in
this dissertation the aim is to use Fisher Information Matrix as a guidance to
design real-life, informative lab experiments. In this way, it may be possible to
obtain more accurate parameter estimates for a similar experimental cost.
RQ 3. How can mass transfer limitations be quantified in (complex)
microreactors?
To assess mass transfer limitations, dimensionless numbers are still frequently
used, e.g. the second Damko¨hler number, which represents the ratio between
the reaction rate and diffusion rate, is often used to determine whether a mi-
croreactor suffers from mass transfer limitations or not. However, these di-
mensionless numbers have a very limited range of applicability, i.e. only for
simple reactor configurations. This is why currently no assessment of the mass
transfer limitations can be done for more complex reactor configurations. The
aim is to develop a generic methodology which allows to quantify the mass
transfer limitations for any microreactor configuration. Moreover, an accurate
quantification of the mass transfer limitations allows to estimate the reduction
in enzymatic productivity.
RQ 4. Is it possible to (properly) estimate kinetic parameters under mass
transfer limited conditions?
In most of the literature, it is stated that mass transfer limitations need to be
eliminated in order to properly estimate the kinetic parameter values. When
using mass transfer limited data, the parameter estimates will not reflect the
”real” parameter values. In some older literature, derivations are presented
which predict the ”apparent” parameter value in function of the ”real” pa-
rameter value and the level of mass transfer limitation. However, the question
arises whether it is also possible to do this exercise the other way around since
this is what would happen in reality. Moreover, such an exercise was not yet
performed for noise-corrupted, mass transfer limited data. Therefore, the re-
liability of the ”real” parameter value will always be assessed and it will be
determined whether it is possible to optimise the experimental conditions to
improve the parameter reliability.
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1.5 Roadmap through this dissertation
In chapter 2, some basic modelling concepts like parameter estimation and lo-
cal sensitivity analysis are introduced. In order to analyse the kinetic models, a
Python package is developed and introduced. In chapter 3, the ping-pong bi-
bi model is introduced and its theoretical and practical identifiability is analysed
using a numerical method.
In chapter 4, the ping-pong bi-bi model is introduced which describes the conver-
sion of isopropylamine and benzylacetone to (S)-4-phenyl-2-butylamine and ace-
tone by a wild type variant of ω-TA. The parameters of the model are calibrated
using robust model-based optimal experimental design (rMbOED). The use of this
methodology allows to propose design experiments which are highly informative,
and thus reduce the overall experimental effort.
In chapter 5, the flow and convection-diffusion-reaction equations are simu-
lated for different microreactor geometries using the computational fluid dynamics
(CFD) library OpenFOAM. The results of these simulations are used to deter-
mine the level of mass transfer limitations by comparing them with ideal plug
flow models. To ensure that the developed methodology is correct, the results are
compared with the traditional approach of dimensionless numbers.
In chapter 6, the aim is to properly estimate the intrinsic kinetic parameters
under mass transfer limited conditions. It can thus be regarded as a continuation
of chapters 4 & 5, since it combines parameter estimation/uncertainty, practical
identifiability and experimental design (chapter 4) with the effect of mass transfer
limitations (chapter 5).
Finally, the conclusions and suggestions for future research are formulated in chap-
ter 7. To structure the conclusions section, the research questions formulated
above will be used and answered.
An overview of the roadmap through this dissertation is given in Figure 1.3.
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Abstract
In this chapter, first the concept of microreactors as well as their current use
in the biotechnological field is introduced. Next, the modelling approach and
assumptions for modelling these microscale reactors is discussed. Afterwards, the
general model representation and the Michaelis-Menten and the ping-pong bi-bi
model are introduced. Finally, some basic “kinetic” modelling concepts such as
parameter estimation, local sensitivity analysis, parameter estimates’ uncertainty,
model prediction uncertainty, and optimal experimental design will be discussed
for the reader who is unfamiliar with these concepts. These concepts will be used
often in the subsequent chapters, or will be used as a basis for more advanced
applications, and thus are critical for the understanding of the work performed in
this dissertation.
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2.1 Microreactor modelling
2.1.1 Microreactor configurations
In recent years, microreactors have received increased attention in the biocatalytic
field. Microreactors can be described as devices with narrow channels (typically
less than 1 mm) constructed from stable inert materials (e.g. glass, silicon, stainless
steel, ceramics, or polymers), and equipped with a tunable pumping system, two
or three reservoirs for reagents, and a system for the selective collection of the
reaction products (Wiles and Watts, 2008; Frost and Mutton, 2010). The reaction
volume of these microreactors is typically below 1000µL, and its residence time
can be regulated by the pump rate. Thanks to its microscale dimensions and
high surface-to-volume ratio, rapid heat exchange and mass transfer can happen,
which results in higher reaction yields and reaction rates compared to conventional
reactors (Laurenti and dos Santos Vianna Jr., 2016). The improved performance
combined with its continuous operation allows for rapid prototyping, such as rapid
screening of different process conditions, reactor configurations and biocatalyst
alternatives (Bodla et al., 2013).
In several publications, microreactors have been successfully used for different en-
zymatic reactor configurations. The most common microreactor configurations
are shown in Figure 2.1. These microreactor configurations can be divided in two
major classes, i.e. the microreactors with free enzyme and those with immobilised
enzyme. The microreactors with free enzyme are considered as simpler, since it
only requires the introduction of both substrate and enzyme solutions from sep-
arate inlets, typically by syringe pumps, and proceeds with a continuous flow of
reagents for the entire measurement time (Ristenpart et al., 2008; Tiˇsma et al.,
2009; Swarts et al., 2010). However, this simpler method yields a mixture of free
enzyme, substrates, and products, which need to be separated somehow. This
has already been resolved in multistep chemical syntheses, where the use of a
network of microreactors and separators allows for efficient continuous synthetic
systems (Sahoo et al., 2007; Hartman et al., 2010). However, for enzymatic sys-
tems the separation and reuse of the enzyme remains an important factor. To
allow the reuse of the free enzymes, O’Sullivan et al. (2012) developed an in-line
tangential flow filtration system which allowed to recirculate the enzyme in one-
phase systems. At the other hand, multiphase biocatalytic microreactors have
received increased attention (Pohar et al., 2009; Zˇnidarsˇicˇ-Plazl and Plazl, 2009;
Karande et al., 2010; Novak et al., 2012). Moreover, these multiphase systems
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allow to reduce substrate and/or product inhibition, provide high concentrations
for substrates with low solubility, and overall increase the productivity.
Figure 2.1: Schematic representation of enzymatic microreactors: (A) free
enzyme in a homogeneous system; (B) free enzyme in a two-phase parallel
flow; (C) free enzyme in a droplet flow; (D) membrane microreactor with
enzyme immobilised on the membrane; (E) immobilised biocatalyst on the
inner surface of a microchannel; (F) immobilised biocatalyst on the inner
surface and pillars; (G) nanospring supports to increase surface area and
biocatalyst loading in the microchannel; and (H) packed-bed microreactor
with beads containing biocatalyst (Wohlgemuth et al., 2015).
A more straightforward approach to improve the lifetime of the enzyme, can be
realised by immobilising it. Such an immobilisation prevents the contamination
of the products by the enzyme, suppresses undesirable side reactions, and yields a
more consistent performance and lower costs in comparison with the free enzyme
approach. However, in practice it has been shown that enzyme immobilisation may
lead to changes in the kinetic behaviour of the enzyme (Kerby et al., 2006). Four
different main categories can be distinguished (Laurenti and dos Santos Vianna
Jr., 2016):
• Surface-immobilised enzymes: enzymes are linked to the surface of a mi-
croreactor and are exposed to the flow of reagents;
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• Enzyme activated beads: an appropriate amount of porous beads, previously
functionalised with enzymes, are packed together to fill the chamber of a
microreactor;
• Enzyme-containing monoliths: meso- or macroporous monoliths are coated
with a resistant layer or directly prepared in a microchannel and function-
alised with enzymes;
• Membranes: enzymes are immobilised onto a selective ultrafiltration mem-
brane.
For all the immobilised microreactor types listed above, the enzyme needs to be
immobilised onto a solid support by methods such as covalent binding , entrap-
ment, or adsorption (Tufvesson et al., 2011).
Throughout this dissertation the focus will only lie on one-phase microreactor
configurations, i.e. a microreactor where the enzyme is immobilised at the walls
and a parallel-flow free-enzyme microreactor. Both microreactor configurations
are introduced in more detail in Chapter 5.
2.1.2 Flow and reaction modelling
The fluid regime in microreactors is laminar due to the combined effect of small
scale pipes (low hydraulic diameter) and low fluid velocity. The analysis of the flow
properties can be performed by using dimensionless numbers (Hessel et al., 2005).
The laminar fluid regime has both a low Reynolds (Re, see Equation 2.1) and Mach
number (Ma, see Equation 2.2), and the fluid is considered an incompressible
Newtonian fluid (Koo and Kleinstreuer, 2003). In Equation 2.1, u is the fluid
velocity, dH is the hydraulic diameter, ρ is the density of the fluid under study and
µ is its dynamic viscosity. In Equation 2.2, usound stands for the speed of sound









When applying computational fluid dynamics (CFD), it needs to be verified whether
the fluid in microreactors can be regarded as a continuum (Koo and Kleinstreuer,
2003). This can be quantified by the Knudsen number Kn (Equation 2.3), which
equals the ratio of the molecular free path (λM) to a representative physical scale
length (L, e.g. hydraulic diameter, dH).












Depending on the value of the Knudsen number, several regimes can be distin-
guished (Table 2.1). From free molecular flow at high Knudsen numbers, to Navier-
Stokes and Euler regime at low Knudsen numbers. For liquids, Kleinstreuer (2003)






The general Knudsen number for liquids equals the ratio of the intermolecular
length for the fluid molecules (λIM) to a representative physical scale (L). Given
that the intermolecular length for water molecules is 30 nm, the Navier-Stokes
equations with no-slip boundary condition hold up to microreactors with a hy-
draulic diameter as low as 0.3 µm (Kleinstreuer, 2003). Koo and Kleinstreuer
(2003) state that the surface roughness effects should only be taken into account
for dH≤ 10 µm and turbulence effects only become important when the Reynolds
number exceeds 1000. Koo and Kleinstreuer (2003) also state that viscous dissipa-
tion effects are not negligible for conduits with dH≤ 100 µm. Sharp (2001) states
that non-Newtonian fluid behaviour only occurs when there exist long chain poly-
mers or when fine particle suspensions are considered. Hence, it is concluded that
under the assumptions made above the Navier-Stokes equations are generally valid
for describing fluid flow in microreactors.
Table 2.1: Different Knudsen regimes for fluids (Gad-el Hak, 1999).
Fluid regime Condition
Euler equations (neglect molecular diffusion) Kn→ 0 (Re→∞)
Navier-Stokes equations with no-slip boundary conditions Kn≤ 10−3
Navier-Stokes equations with slip boundary conditions 10−3≤Kn≤ 10−1
Transition regime 10−1≤Kn≤ 10
Free-molecule flow Kn> 10
In contrast to the Navier-Stokes equations, the Boltzmann transport equation, an
integral-differential equation which characterises the dynamics and kinetics of the
distribution of micro-scale particles, is applicable over the entire domain of Kn.
Next to the Navier-Stokes equations, it is also possible to derive the continuity
and the energy equation from the Boltzmann equation (Li, 2006). The Lattice
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Boltzmann method has some distinct advantages over the more frequently used
Navier-Stokes system, since it is easier to implement complex and moving geome-
tries (Zimny et al., 2013), has an intrinsic linear scalability in parallel computing
and efficient inter-phase interaction handling for multiphase flow. The downsides
of the approach overwhelm the upsides, since it is computationally very expensive,
has issues regarding turbulence modelling and boundary conditions, and it is im-
possible to run steady-state simulations. Due to its maturity, the Navier-Stokes
system is still the most reliable approach for the simulation of fluid flow (Sheng-
wei, 2011). Consequently, the Navier-Stokes equations will be used throughout
this dissertation.
Figure 2.2: Classification of flows from free molecular flow to continuous
flow in function of the Knudsen number (Roy et al., 2003).
2.2 Kinetic modelling
As stated above, the productivity of an enzymatic microreactor can be predicted by
combining the CFD model with a kinetic model which represents the characterics
of the enzyme. In order to obtain a kinetic model with large predictive power,
an extended model-based analysis is necessary. This analysis roughly includes
the estimation of the model parameters, identifiability study, and estimation of
the parameter and model prediction uncertainty. The different aspects will be
introduced in more detail in the following sections.
2.2.1 General model representation
A model can be regarded as a mathematical description of a certain process of
interest, and can be used to predict the behaviour of that process under different
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conditions. Its application allows to make predictions which can be used to perform
process control, but also to gain knowledge about the underlying process by testing
the current model hypotheses and assumptions.
The deterministic (bio)kinetic models which are used throughout this dissertation
can generally be presented as a set of (possibly mixed) differential and algebraic
equations and can be represented by Equations 2.5 and 2.6.
dx
dt
= f(x,θ, t); x(t0) = x0 (2.5)
yˆ = g(x,θ, t) (2.6)
where t represents the independent variable time, x the ns-dimensional vector
of the time-dependent state variables, θ represents the np-dimensional vector
of model parameters, and yˆ represents the nm-dimensional vector of measurable
model predictions. Often g acts as a selector, selecting the state variables that are
actually measured (Donckels, 2009).
2.2.2 Enzymatic models
In this dissertation, the main focus will be on the analysis of a kinetic model de-
scribing the behaviour of ω-transaminase. First, the generally well-known Michaelis-
Menten model is introduced, since the derivation of this model is more straightfor-
ward but analogous to that of the ping-pong bi-bi model. Both models are derived
using the quasi steady-state assumption, also referred to as pseudo steady-state
assumption, and will be explained in more detail in the following section.
Michealis-Menten model
In many simple biochemical reactions, a substrate S is converted to product P by
an enzyme E. Therefore, the substrate first reversibly binds to the enzyme to form
an enzyme-substrate complex ES. This complex irreversibly breaks down into the
original enzyme and the product with a certain rate kcat (Segel and Slemrod,







Figure 2.3: The reaction scheme of the Michaelis-Menten model.
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= −k1[E][S] + k−1[ES ] (2.7)
d[E]
dt
= −k1[E][S] + (k−1 + kcat)[ES ] (2.8)
d[ES ]
dt
= k1[E][S]− (k−1 + kcat)[ES ] (2.9)
d[P ]
dt
= kcat[ES ] (2.10)
where [S] and [P ] respectively represent the concentrations of the substrate and
product, [E] and [ES] the concentration of the enzyme and enzyme-substrate com-
plex. k1, k−1, and kcat represent the kinetic parameters. Since the total enzyme
concentration [E]t is constant, the sum of the different enzyme forms and com-
plexes equals this concentration (Equation 2.11). This enzyme balance can also
be derived from the summation of Equations 2.8 and 2.9.
[E]t = [E] + [ES ] (2.11)
The ODE system can, under certain circumstances, be simplified using the quasi
steady-state assumption (QSSA). First, the experiments have to be performed after
a relatively short pre-steady-state period but before the substrate concentration
decays appreciably (Fersht, 1985). Second, it is assumed that the different enzyme







This second assumption is only valid when the concentration of S is sufficiently
high, because in that condition the free enzyme E will immediately combine with
another molecule of S (Lehninger, 1982). These two assumptions are the essence
of the quasi steady-state assumption. The concentration of [EP] is not truly con-
stant, but changes instantaneously to be in steady state with the present value
of the substrate concentration (Segel and Slemrod, 1989). In other words, the re-
versible reaction in Figure 2.3 is much faster compared to the irreversible reaction,
and thus kcat is negligible in comparison with k−1 (Briggs and Haldane, 1925).
Using both assumptions, Equation 2.9 can be simplified to an algebraic equation
(Equation 2.13).








Equation 2.13 can be substituted in Equation 2.10, yielding the product conver-












Typically Equation 2.14 is reduced to Equation 2.15, since it is impossible to
estimate all three rate constants from available data (Segel and Slemrod, 1989).










and Vmax equals kcat[E]t.
Ping-pong bi-bi mechanism
The asymmetric synthesis catalysed by the ω-transaminase cannot be described
by the Michaelis-Menten model, but is typically described by the ping-pong bi-bi
mechanism. The individual steps of the mechanism are shown in Figure 2.4 using
the Cleland notation (Segel, 1975).






k1 k-1 k3 k-3k2 k-2 k4 k-4
Figure 2.4: The ping-pong bi-bi mechanism without any inhibition using
the Cleland notation (Segel, 1975).
First, the amino acid A binds with the enzyme E to form the enzyme-substrate
complex EA in a reversible way. The amino group of A is transferred to the
(cofactor of the) enzyme, leading to the formation of the amino enzyme-product
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complex FP . This enzyme complex reversibly releases the ketone P and yields the
amino enzyme F . This second stable enzyme form catalyses the second reaction
part by reacting with the ketone substrate B to yield the amino enzyme-substrate
complex FB . The amino group of the enzyme is transferred to the ketone to form
the enzyme-product complex EQ , which afterwards can split up in the free enzyme
form E and an amine product Q.
For the ping-pong bi-bi mechanism the quasi steady-state assumption can also be
used to reduce the ODE system to a single algebraic equation. However, for more
complicated mechanisms such as the ping-pong bi-bi mechanism, this becomes a
tedious task. To overcome this problem, multiple graphical methods have been
developed based on the so-called King-Altman representation (Figure 2.5). How-
ever, these graphical methods are also prone to human errors and should therefore
be avoided, e.g. Al-Haque et al. (2012) used such a graphical method to derive a
ping-pong bi-bi model which incorporated both substrate and product inhibition.
However, the manually derived equation presented by Al-Haque et al. (2012) does
not match with the equation which is derived using the computational procedure
presented by Ishikawa et al. (1988), indicating that the mechanism depicted in
the King-Altman figure and the equation of Al-Haque et al. (2012) do not match.
This makes the proposed equation useless for other scientist and raises questions
about the modelling and calibration results. To avoid this kind of issues, Herries
(1984) and Ishikawa et al. (1988) state that a computerised derivation approach











Figure 2.5: The King-Altman representation of the plain ping-pong bi-bi
mechanism without any inhibition (Segel (1975)).
The application of the pseudo steady-state approximation to the plain ping-pong
bi-bi mechanism, yields the model equation in Equation 2.16.

























where Vf and Vr represent the maximum velocity, KmA , KmB , KmP , and KmQ
the Michaelis constants, Kia and Kiq the dissociation constants, and Keq the
equilibrium constant (Segel, 1975). The relation between the kinetic constants of
Equation 2.16 and the rate constants are given in Table 2.2. However, it needs
to be noted that during a parameter estimation exercise the kinetic parameters
are calibrated. The relations in Table 2.2 are only used to reparameterise the
model, since it is impossible to retrieve the unique rate constant values from these
relations.
Table 2.2: The relation between the kinetic parameters of the quasi steady-
state equation and the rate constants for the plain ping-pong bi-bi mecha-
nism.
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It is clear that by applying the quasi steady-state approximation, the ODE system
has been reduced to a simple algebraic model (Equation 2.16), which describes the
reaction rate for all substrates and products.
2.2.3 Parameter estimation
The general model represented by Equations 2.5 and 2.6 needs to be calibrated
before it can be used for any practical application. The aim of such a parameter
estimation, also commonly referred to as model calibration or inverse modelling, is
to find unique parameter values which lead to a good agreement between the model
predictions and the experimental data. In the literature, different approaches to
estimate model parameters are available and this remains an important aspect of
the modelling exercise. In order to find the actual optimal parameter set θˆ, two
major classes of methods can be distinguished, i.e. the linear plotting methods
and nonlinear regression (Chen et al., 2008). The linear plotting methods are
based on algebraic expressions of simplified kinetic differential equations at initial
rate conditions to give a series of straight line equations. Different linear plotting
methods exist (Chen et al., 2008): Lineweaver-Burk (Lineweaver and Burk, 1934),
Hanes-Woolf (Hanes, 1932), Eadie-Hofstee (Eadie, 1942; Hofstee, 1952), the direct
linear plot (Eisenthal and Cornish-Bowden, 1974), and the Dixon plot (Dixon,
1953) (which is used in particular for determining enzyme inhibition constants).
It might seem that the choice of linear transformation is unimportant, since they
are all variants of the same equation, and thus would yield an equal accuracy.
However, this is only true if both the concentrations and measurements would be
errorless (Dowd and Riggs, 1965). By transforming the equation, the error distri-
bution is distorted depending on the kind of transformation or linearisation that
is applied (Moser, 2012). Dowd and Riggs (1965) compared the accuracy of the
Lineweaver-Burk plot, Hanes-Woolf plot, and Eadie-Hofstee plot and found that
closeness of fit is always the best for the Lineweaver-Burk plot and worst for the
Eadie-Hofstee. However, the accuracy with which the Michaelis constants were
estimated is the greatest for Eadie-Hofstee and worst for the Lineweaver-Burk
plot, leading to the paradox that the “worst fitting” line was yielding the “best”
parameter estimates and vice versa. Dowd and Riggs (1965) stated that the pop-
ularity of the Lineweaver-Burk method may be based upon the ability to provide
what seems a good fit even when the experimental data are poor. In the origi-
nal paper, Lineweaver and Burk (1934) already stated that “the relative weighting
of the experimental observations alters in a definite matter when the form of the
equation is altered, and if not taken into account may alter slightly the parame-
ter constants obtained”. By applying the proper weighting, identical parameter
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estimates can be obtained as the Eadie-Hofstee approach. However, Dowd and
Riggs (1965) stated that calculating the proper weighting factors is inconvenient,
and often coupled with ignorance. Ranaldi et al. (1999) extended the analysis of
Dowd and Riggs (1965) by also including the direct linear plot and the nonlinear
regression. Nonlinear regression, also known as nonlinear optimisation, reduces
the offset between the model and data using an objective function, without the
need for linearising the model. Ranaldi et al. (1999) showed that using nonlin-
ear regression, even without using the proper weighting factors, yields the most
reliable estimates for the different parameter values. Linear methods are still use-
ful as graphical methods, but not as quantitative methods to estimate parameter
values.
In this dissertation, no linear methods are used to perform parameter estima-
tions since they show a lower performance and are only applicable for linear(ised)
models. The nonlinear optimisation is used to find a good agreement between the
model outputs and experimental data. Mathematically, this can be expressed as a
minimisation of an objective function in which the offset between the model and
data is evaluated. This minimisation yields an optimal parameter set θˆ and is
given by Equation 2.17.
θˆ = arg min
θ∈Θ
J(θ) (2.17)
For the objective function J(θ) typically a weighted sum of squared errors (WSSE)




(yi − yˆ(θ, ti))ᵀ Qi (yi − yˆ(θ, ti)) (2.18)
where Qi represents a time-dependent nm×nm dimensional matrix, containing the
weighting coefficients. Typically, Q is chosen as the inverse of the measurement
error covariance matrix Σ (Omlin and Reichert, 1999; Marsili-Libelli et al., 2003;
Donckels, 2009). In this way, the measurement uncertainty is incorporated in the




(yi − yˆ(θ, ti))ᵀ Σ−1i (yi − yˆ(θ, ti)) (2.19)
where Σi represents the measurement error covariance matrix for the i
th sample.
This representation of the objective function will be used throughout the entire
dissertation.
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As stated above, Equation 2.17 needs to be minimised to retrieve the optimal pa-
rameter set θˆ. This can be achieved by different optimisation techniques, which can
be divided in two major classes: local and global optimisation algorithms (Dochain
and Vanrolleghem, 2001). As the name suggests, local optimisation algorithms try
to find the minimal value of J in a local neighbourhood starting from an initial
guess in the parameter space. However, when the objective function contains mul-
tiple local minima and one global minimum, it is likely that the local optimisation
algorithm will not end up in the “real” minimum. To circumvent this problem,
global optimisation algorithms are available which are less sensitive to these lo-
cal minima, though typically are computationally more expensive. Optimisation
methods from both classes will be used throughout this dissertation. The selec-
tion of the suitable strategy depends on the specific optimisation problem, and
will therefore be discussed individually in each chapter.
2.2.4 Model identifiability
The aim of the parameter estimation performed above, is to retrieve the unique
parameter set θˆ which is able to describe the acquired data. However, it is possible
that not one but multiple parameter sets yield the same or comparable model pre-
diction, making it impossible to determine the “real” parameter values, a situation
which is referred to as an identifiability problem. The lack of identifiability can be
related to the model structure itself (structural identifiability) or to the quantity
and/or quality of the experimental data (practical identifiability) (Vanrolleghem
et al., 1995).
Structural identifiability is studied under the assumption that unlimited and per-
fect (i.e. error-free and unbiased) measurements are available. This analysis can be
performed in the absence of any prior information on the value of the parameters
and even before collecting any data (De Pauw, 2005). The symbolic techniques
which are used most often to assess structural identifiability are the Taylor se-
ries approach (TSA), the generating series approach (GSA) and the differential
algebra approach (DAA) (Chis et al., 2011). All techniques require significant
computational resources and the question whether the model is structural identifi-
able may remain unanswered. These drawbacks make the methods only applicable
for relatively simple nonlinear models (De Pauw, 2005). The problem of structural
identifiability was already encountered when deriving the Michaelis-Menten model,
since the model in Equation 2.14 was shown to be unidentifiable. By reparameter-
ising this model, the number of parameters reduced to 2, and the Michaelis-Menten
model (Equation 2.15) was found to be structurally identifiable.
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Practical identifiability is not only related to the model structure but also to the
quality and availability of the data. In other words, the practical identifiability
study is used to verify if the available data are sufficiently informative to iden-
tify the model parameters and give them a unique and accurate value (De Pauw,
2005). Typically the practical identifiability is quantified based on a sensitivity
analysis of the model parameters in combination with information on the mea-
surement uncertainty (Vanrolleghem et al., 1995; Brun et al., 2001; De Pauw and
Vanrolleghem, 2006a).
The assessment of the practical identifiability is essential, since a parameter which
is practically identifiable is also structurally identifiable but not vice versa. Since
the use of noise-corrupted data will obscure the process characteristics, it is pos-
sible that a change in one parameter can be compensated almost completely by
changing the other parameter values, while still producing a satisfying fit between
the model outputs and the data. Structural identifiability can thus be regarded as
the upper bound for the model identifiability which will probably not be reached
in a practical situation (De Pauw, 2005).
The practical identifiability question is closely related to model predictive perfor-
mance and overfitting/overparametrisation, and is illustrated in Figure 2.6. At
a low model complexity, the model is not able to capture the underlying process
characterics, and thus its calibration error and prediction error will be high. At
high model complexity, the calibration error will be low and thus it is expected
that the model will yield proper predictions. However, since the model is overfit-
ted, not only the process characterics are described but also random behaviour of
the measurement error. This makes that model predictions for new data will be
much worse than expected, indicated as “optimism” in Figure 2.6. It is clear that
by balancing model complexity and data availability, the model predictive perfor-
mance will be higher. Marsili-Libelli et al. (2014) stated that in the presence of
noise the potential for overfitting raises, and thus the practical identifiability of
the model needs to be assessed.
2.2.5 Local sensitivity analysis
The model outputs are directly determined by the values of the model parameters.
Therefore, it is interesting to calculate the so-called local parameter sensitivities,
which indicate whether the model predictions (yˆ) are sensitive to changes in the
parameter values. A parameter can be regarded as sensitive when a small change
in its value yields a significant change in (at least one of) the model outputs. In
this dissertation, two different approaches were implemented and used to calculate




Figure 2.6: To ensure that a model is practically identifiable and has a good
predictive performance, the model complexity and the available data need
to be balanced (adapted from Fortmann-Roe (2012)).
the local sensitivity analyses, i.e. the indirect local sensitivity analysis LSA (also
referred to as the brute-force LSA) and the direct LSA.
Indirect local sensitivity analysis
The indirect method is the simplest way to calculate the LSA, since it only requires
the use of the finite difference approximation. Therefore, no additional code needs
to be implemented beyond the original solver code (De Pauw, 2005). The partial
derivative of one of the model predictions (yˆi) to a certain parameter (θj) can be







yˆi(θ + ∆θj , t)− yˆi(θ, t)
∆θj
(2.20)
To calculate the local sensitivities for all parameters using the finite difference
method, the model needs to be evaluated once at its nominal parameter values,
but also np times at the different pertubated parameter values (yˆ(θ + θj)∀j ∈
{1, . . . , np}) where np represents the number of parameters which are involved in
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infinitesimally small perturbation of ∆θj . However, in practice it is unfeasible to
select such small perturbations since they would result in numerical inaccuracies
due to round-off errors. On the other hand, the perturbation should not be too
large either, since the nonlinearity of the model will influence the calculation of
the sensitivity functions yielding unreliable results. In order to select the most
appropriate perturbation value for each parameter, the forward sensitivity (Equa-







yˆi(θ, t)− yˆi(θ −∆θj , t)
∆θj
(2.21)
In theory, both the forward and the backward difference should yield the same
results, but due to the nonlinearity of the models under study the results will
(slightly) differ. By comparing both the forward and the backward difference for
different perturbation values, a perturbation value can be selected which yields
the lowest difference between both approaches. However, this requires that the
forward and backward sensitivities are calculated for a range of perturbation fac-
tors, to select the most optimal perturbation factor. The perturbation factor has
to be determined for each parameter individually, making its optimisation cal-
culation intensive for large and complex models. To quantify the quality of the
sensitivity calculations (and its corresponding perturbation factor) different mea-
sures are available, i.e. sum of squared errors (SSE), sum of absolute errors (SAE),
maximum relative error (MRE), and sum of relative errors (SRE). De Pauw and
Vanrolleghem (2006a) presented a nice overview of the available methods and dis-
cussed the assessment of the quality of sensitivity calculations with respect to the
perturbation value and solver settings in more detail.
Direct local sensitivity analysis
The indirect local sensitivity method is computationally expensive, especially for
models where the sensitivity needs to be calculated for many parameters (De
Pauw, 2005). Atherton et al. (1975) developed the direct method for the sensitivity
analysis for a system of differential and algebraic equations. To calculate the local
parameter sensitivities for the different measurable model predictions, the ns×np
additional differential equations (Equation 2.22) have to be defined and solved
together with the actual model (Equations 2.5 and 2.6) (Atherton et al., 1975;
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The solution of the system of ordinary differential equations of Equation 2.22,
which is the sensitivity of the state variables in function of the different parameters,
is afterwards used to calculate the sensitivity of the measurable model outputs in




















As already stated earlier, it is often the case that some of the measurable model
predictions yˆ are equal to one of the state variables x. In this case the parameter
sensitivities of these measurable model predictions equal those of the corresponding
state variables. For large and complex systems, Equations 2.22 and 2.23 might
become very complex and it will become practically unfeasible to calculate the
parameter sensitivity directly. In such cases, the indirect methodology might be
more appropriate (Donckels, 2009). In this dissertation, mainly the direct local
sensitivity analysis will be used, since this approach proved to be much faster (at
least factor 3 for small models).
2.2.6 Uncertainty on the parameter estimates
After finishing the parameter estimation procedure, a parameter set will be found
which is able to properly predict the experimental data. Since the collected data
are noise-corrupted, the parameter estimates will be uncertain to some extent.
This parameter uncertainty needs to be estimated, since a parameter value can
only be regarded as reliable if this uncertainty is sufficiently low. Therefore, a
parameter estimation exercise should always be followed by an assessment of the
parameter estimate uncertainty (Donckels, 2009). Seber and Wild (1989) stated
that it is justifiable to base the confidence region of the parameter estimates on
the contours of the objective function. This is illustrated for a model with only
one calibrated parameter in Figure 2.7.
When the model parameter has a large influence on the model prediction (inner
curve 1○ in Figure 2.7), the objective function will be narrow, yielding a large
increase in objective function value when the parameter is slightly varied. On the
other hand, when the calibrated parameter only has a limited impact on the model
prediction (outer curve 2○ in Figure 2.7), the objective function value will only
slightly vary, leading to a rather flat curve. It is obvious that the narrow objective
function will yield a much more reliable parameter estimate and thus is preferable.
To quantify this “narrowness”, a confidence interval (or more generally confidence
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Figure 2.7: The uncertainty of the parameter estimates can be reduced
by making the shape of the objective function more narrow (adapted from
Donckels (2009)).
region for multi-parameter models) needs to be derived from the objective func-
tion which represents all the parameter values which lie below a certain threshold
c J(θˆ). Mathematically, such an exact confidence region can be determined using
Equation 2.24.
{
θ : J(θ) ≤ c J(θˆ)
}
(2.24)
for any c > 1. This confidence region is exact in the sense that it is not based
on any approximation (Seber and Wild, 1989). However, for nonlinear models it
is difficult to select a c value with any statistical significance. Instead of trying to
find the exact confidence region, linear approximations are often used to construct
the confidence region. These linear approximation methods are only sufficiently
accurate to construct parameter confidence regions for nonlinear models under cer-
tain conditions. The linear approximation of the confidence regions will already be
introduced shortly below, but a more extensive introduction about its limitations
will be given in Chapter 4.
The parameter estimation error covariance matrix, which will be denoted as Φ
throughout this dissertation, is used to represent the uncertainty of the parameter
estimates. The quality of the parameter estimates is determined by the informa-
tion content of the experimental data from which they are determined (Donckels,
2009). Two major factors can be determined which will affect this quality: the
measurement error and the local sensitivity of the parameter. For a high measure-
ment uncertainty (and thus more noise), it will become harder to extract (small)
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changes and evolutions, and thus information with respect to the parameters will
be lost. On the other hand, the conducted experiments need to contain informa-
tion at conditions where the parameter is sensitive. If a parameter is not sensitive
under the current conditions, it will not have any impact on the model predictions
and thus its actual value will be uncertain. These two factors are combined in the
so-called Fisher information matrix (FIM), and allow to quantify the information
content of experimental data. According to the Crame´r-Rao inequality (Ljung,
1999), the inverse of the FIM equals the lower bound of the parameter estimation
error covariance matrix Φ (Equation 2.25). However, this is only true when the
measurement errors are independent samples from a normal distribution with zero
mean (i.e. Gaussian white noise). Moreover, it is also required that the residuals
are uncorrelated and white. The latter is something that unfortunately rarely
happens for nonlinear systems (De Pauw, 2005).
Φ ≥ FIM−1 (2.25)
The inverse of the FIM is therefore often used as an approximation of the parame-
ter estimation error covariance matrix and is represented in Equation 2.26 (Vanrol-
leghem et al., 1995; Walter and Pronzato, 1997; Ljung, 1999; Asprey and Macchi-


















where ∂yˆ/ ∂θ represents the nm×np-dimensional parameter sensitivity matrix for
measurement time ti. The exact relationship between the objective function and
the FIM is discussed in more detail in Chapter 4.
The diagonal elements of the parameter estimation error covariance matrix Φ
are the variances of the errors of the parameter estimates (σ2θi) whereas the off-
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Based on these variances and covariances, the elements of the linear correlation
matrix can be calculated (Equation 2.28) (Walter and Pronzato, 1997; Marsili-
Libelli et al., 2003; De Pauw, 2005; Donckels, 2009).
ρΦ(i, j) =
Φ(i, j)√
Φ(i, i) Φ(j, j)
(2.28)
The elements of the matrix give a measure for the linear correlation between two
parameters and range between -1 and 1. For highly correlated parameters, the
absolute value will be close to 1, while correlation coefficients close to zero imply
low correlations (Donckels, 2009).
From the parameter estimation error covariance matrix, the 100 (1 − α) percent





where N represents the total number of data points, np the number of calibrated
parameters using these data, and t
α/2
N−np represents the upper α/2 quantile of the
Student’s t distribution for the given confidence level α and N − np degrees of
freedom. To estimate the parameter confidence intervals, only the diagonal ele-
ments of the parameter estimation error covariance matrix are considered, thereby
ignoring the covariance between the parameter estimates.
2.2.7 Model prediction uncertainty
Since the parameter estimates are uncertain, the model predictions will conse-
quently also be uncertain. Therefore, also a covariance matrix is used to quantify
the uncertainty of the model predictions. The model prediction error covariance
















where Φ represents the parameter estimation error covariance matrix, which was
calculated earlier. The calculation of the model prediction correlations and confi-
dence intervals are similar to those of the parameter estimates and are respectively
given by Equations 2.31 and 2.32.
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ρΩ(i, j) =
Ω(i, j)√






where N represents the total number of data points, np the number of calibrated
parameters using these data, and t
α/2
N−np represents the upper α/2 quantile of the
Student’s t distribution for the given confidence level α and N − np degrees of
freedom.
2.2.8 Optimal Experimental Design
The aim of optimal experimental design (OED) is to design experiments which
are highly informative with respect to a certain goal. Generally, two major types
of OED can be distinguished, i.e. OED for parameter estimation (OED/PE) and
OED for model discrimination (OED/MD) (De Pauw, 2005; Donckels, 2009). For
the latter, one has multiple candidate models which can eventually be used to
describe the experimental data. However, every model is in fact only a mathe-
matical representation of the hypotheses of the underlying processes and mech-
anisms. For example, the ping-pong bi-bi mechanism consists of multiple hy-
potheses/assumptions: two stable enzyme forms, substrate A is being converted
to product P before substrate B is able to bind to the enzyme form F ,. . . This
set of hypotheses needs to be confirmed or rejected by the collected experimental
data. However, it is more likely that based on previous knowledge already a set of
models was selected which potentially can describe the process under study. The
idea of OED/MD is to perform experiments at conditions where the behaviour
of the models differs significantly, since this allows to select the subset of models
which is able to describe the experimental data.
On the other hand, the aim of OED/PE is to perform experiments which lead to
highly confident parameter estimates with minimal experimental effort. In other
words, a small change in parameter value should result in a large difference of the
value of the objective function J (Donckels, 2009). A clearly defined minimum
for J , can be achieved by maximising the difference between J(θ) and J(θˆ). If
this is the case, the minimum will be located in a deep “pit” rather than a small
depression on a flat objective function plane (De Pauw, 2005). Maximising the
difference between J(θ) and J(θˆ) can be realised by maximising the FIM. This
makes sense, since the inverse of the FIM represents the lower bound of the
parameter estimates uncertainty covariance matrix Φ. By maximising the FIM,
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the parameter uncertainties in Φ are minimised. However, the FIM needs to
be reduced to a scalar metric in order to allow maximisation by an optimisation
algorithm. Various real-valued functions are suggested as metrics and are shown
in Table 2.3.
The D-criterion is most commonly used and will also be used in this dissertation.
By maximising the determinant of the FIM the overall volume of the confidence
region is reduced. D-optimal experiments possess the attractive property, as op-
posed to the other design criteria, of being invariant with respect to any rescaling
of the parameter units. Although the value of the criterion changes as func-
tion of the parameter units, the optimal experiment remains the same (Petersen,
2000).
Table 2.3: The different “alphabetic” optimal design criteria based on the








tr(): sum of eigenvalues; det(): product of eigenvalues










where Ψ represents the experimental design space and ψD the optimal experiment
for a specific parameter set θ using the D-criterion. The experimental design
ψ potentially consists of all the process settings which can be varied, e.g. the
initial concentrations of the different substrates and products, the sampling times,
pumping rate,. . .
In this dissertation, the focus lies entirely on the OED/PE, since it is widely ac-
cepted that the ω-transaminase follows the ping-pong bi-bi mechanism. However,
in reality it is likely that both the model structure needs to be selected and the
parameters need to be uniquely estimated. Many approaches in literature first
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select the appropriate model structure before starting the parameter estimation.
Donckels (2009) integrated both approaches (i.e. OED/MD+PE), since the se-
quential approach generally requires more experiments and can thus be regarded
as less efficient.
2.2.9 pyIDEAS
The methodologies discussed above have been implemented in a Python package
called pyIDEAS (Van Daele et al., 2015). The pyIDEAS package allows novice
and experienced modellers to execute basic and more advanced techniques by
executing just a few lines of code. pyIDEAS is open source and well-documented
so that everybody is able to use it and has the ability of extending or adding
functionalities. Such an integrated and flexible modelling package, providing access
to optimal experimental design techniques, is not yet available to our knowledge
and could improve overall access to this kind of tools and, hence, the quality
of many modelling studies which often ignore issues related to model parameter
identifiability and the like. Moreover, it allows modelling experts to verify current
implementations and to debug them, something which is not possible for closed
software packages. Therefore, this integrated package is made available online at
https://github.com/TimothyVD and some examples have been included in the
Appendix A.
2.3 Conclusions
The application and modelling of biocatalytic microreactors was briefly introduced.
It was shown that the Navier-Stokes equations are applicable for describing flow in
microreactors, which will be exploited in Chapters 5 and 6. Afterwards, the general
model presentation and the Michaelis-Menten and ping-pong bi-bi model were
introduced. Finally, different modelling concepts like the parameter estimation,
local sensitivity analysis, and optimal experimental design, were explained in detail
and will be intensively used in the following chapters.
CHAPTER 3
A NUMERICAL PROCEDURE FOR
MODEL IDENTIFIABILITY ANALYSIS
APPLIED TO ENZYME KINETICS
Partially redrafted from
Van Daele, T., Van Hoey, S., Gernaey, K.V., Kru¨hne, U., Nopens, I. (2015)
A numerical procedure for model identifiability analysis applied to enzyme
kinetics, Comput Aided Chem Eng, 37, p575-580, doi:10.1016/B978-0-444-
63578-5.50091-8
Abstract
The proper calibration of models describing enzyme kinetics can be quite chal-
lenging. In the literature, different procedures are available to calibrate enzymatic
models in an efficient way (Shin and Kim, 1998; Chen et al., 2008; Al-Haque et al.,
2012). However, in most cases the model structure is already decided on prior to
the actual calibration exercise, thereby bypassing the challenging task of model
structure determination and identification. Parameter identifiability problems can
thus lead to ill-calibrated models with low predictive power and large model un-
certainty. Every calibration exercise should therefore be preceded by a proper
model structure evaluation by assessing the local identifiability characteristics of
the parameters. Moreover, such a procedure should be generic to make sure it can
be applied independently from the structure of the model.
A numerical identifiability approach, based on the work of Walter and Pronzato
(1997), is applied and can be easily set up for any type of model. In this chapter
the proposed approach is applied to the plain ping-pong bi-bi kinetics. Struc-
tural identifiability analysis showed that no local structural model problems were
occurring. In contrast, the practical identifiability analysis revealed that not all
parameters were practically identifiable. At higher measurement uncertainties, the
parameters became practically unidentifiable. By using the presented approach it
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is possible to detect potential identifiability problems and avoid pointless calibra-
tion (and experimental) effort. Moreover, the performance of the optimisation
algorithm can be assessed as well.
3.1 Introduction
Nowadays, mathematical models are often used to describe enzymatic reactions,
because in that way it is possible to gain information about the underlying kinet-
ics (i.e. parameter values) and optimise overall performance of these reactions.
By improving the performance, enzymatic reactions can become competitive with
the chemical synthesis and yield a greener process. This is also the case for the
production of chiral amines, for which transaminases can provide an interesting al-
ternative for current chemical production (Tufvesson et al., 2011). In this respect,
Shin and Kim (1998) presented a ping-pong bi-bi model to describe the enzy-
matic kinetic resolution of α-methylbenzylamine by ω-transaminase. Shin and
Kim (1998) successfully performed a parameter estimation, but did not perform
an identifiability analysis. As already introduced in Chapter 2, identifiability is
an important model characteristic and can be defined as the existence of a unique
combination of parameter values describing the system’s behaviour. Two major
types of identifiability problems exist: structural and practical. In a structural
identifiability problem, the model parameters cannot be identified from noise-
free data and any arbitrary chosen input/output measurements because multiple
parameter sets yield the same input/output model predictions because of their
correlation in the model structure.. Practical identifiability extends the problem
by including the quality and availability of data. The latter provides an answer to
the question: are the available data sufficiently informative to allow finding this
unique parameter set (given structural identifiability)?
To allow the assessment of both identifiability types, the original numerical local
identifiability approach of Walter and Pronzato (1997) is extended. The original
technique consists of two steps: first the nominal parameter values are selected
and the model under investigation is used to generate a lot of high quality, but
fictitious data. Second, the aim is to estimate the parameters from these data
by minimising an objective function. The minimisation is started at the nominal
parameter values, so if the parameter set remains stable the solution is structurally
locally identifiable, otherwise it is structurally unidentifiable. This procedure needs
to be repeated for different nominal values before drawing conclusions about the
model identifiability (Walter and Pronzato, 1997). The extended identifiability
procedure presented in this chapter is developed to cope with both structural and
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practical identifiability analyses. The plain ping-pong bi-bi model (Equation 2.16)
is used to illustrate the advantages of the proposed technique. It must be noticed
that in any identifiability analysis, it is assumed that the model structure is error-
free.
3.2 Methods
3.2.1 Parameter estimation procedure of the ping-pong bi-bi model
The structural and practical identifiability of the plain ping-pong bi-bi model will
be assessed in this chapter. This model was already introduced in section 2.2.2
























where Vf and Vr represent the maximum velocity of the forward and backward
reaction, KmA , KmB , KmP , and KmQ the Michaelis constants, Kia and Kiq the
dissociation constants, and Keq the equilibrium constant (Segel, 1975). However,
to estimate the values of the different parameters the model complexity is typically
reduced by splitting the model into different submodels, i.e. the forward initial
reaction rate and the backward initial reaction rate (Shin and Kim, 1998; Al-Haque
et al., 2012). By setting all the product concentration related variables (i.e. [P ]





KmB [A] +KmA [B] + [A][B]
(3.2)
To obtain the backward initial reaction rate, the substrate concentrations [A] and





KmQ [P ] +KmP [Q] + [P ][Q]
(3.3)
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When the forward initial reaction rate (Equation 3.2) and the backward initial
reaction rate (Equation 3.3) are calibrated, only three more parameters need to
be estimated: Keq, Kia, and Kiq. Keq can be calculated using the Haldane re-
lationship shown in Table 2.2. The two dissociation parameters Kia and Kiq are
estimated using the initial rate approach, i.e. by varying the concentrations of
both the substrates and the products, these parameter values can be estimated.
This approach was used by Shin and Kim (1998) to calibrate the ping-pong bi-bi
model. The experimental designs, used by Shin and Kim (1998) to estimate the
kinetic parameter values, are described in detail in Section 3.3).
3.2.2 Extended numerical identifiability analysis approach
To assess whether a model is both structurally and practically (locally) identifi-
able, the structural numerical local approach of Walter and Pronzato (1997) was
adapted with respect to two major points. First, instead of starting the identifia-
bility procedure at the real parameter values, the procedure is started at a random
point in the parameter space Θ. This strategy allows to detect any optimisation
problems related to the optimisation algorithm or objective function. Second, in
case of practical identifiability, noise is added to the model output to mimic the
behaviour of real-life experimental data.
The developed numerical identifiability procedure can be divided in three parts: 1)
preparative part, 2) actual identifiability part and 3) postprocessing part (Figure 3.1).
Part 1: Preparative part
The first step in the preparative part is to select a model structure to perform
the numerical identifiability analysis on. However, one needs to keep in mind that
the model complexity should always be related with the available data. A high
measurement error and/or low data availability will typically lead to a decrease
of the practical identifiability, and thus a lower amount of parameters which can
be estimated reliably. Therefore, it is important to balance the model complexity
with the expected data quality and quantity. If this experimental information is
not known (a priori), the identifiability procedure can help to determine minimum
requirements of lab equipment to ensure the identifiability of the model. Second,
the initial parameter values need to be chosen based on preliminary data or on
expert knowledge.
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Select model
inputs and outputs





















Add noise to every data
point to make artificial data 
Select a set of parameter
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(SSE, WSSE,....) 
Use all optimisation outputs to
construct a histogram for every
parameter 
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No? Return to "Select model
inputs and outputs" step and 
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1
Figure 3.1: Schematic overview of the proposed numerical procedure for
assessing structural and practical identifiability of (simple) models.
Part 2: Identifiability procedure
The first step of the actual identifiability procedure, is to select the model inputs
and outputs ( 1 ). Model inputs comprise of all the variables which can be altered
by the experimentalist, e.g. the initial conditions, substrate and product concen-
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trations, feeding strategy (e.g. quenching of substrate or product),. . . The model
outputs consist of all the process variables which can be potentially be measured.
For a structural identifiability approach, all model outputs are measurable and
the number of data points is unlimited. However, when assessing practical (lo-
cal) identifiability, the actual experimental facilities and the type and number of
experiments should reflect what is feasible in practice. The following step is to
add noise to the model outputs. When structural identifiability is the aim, this
step ( 2 ) may be ignored. For assessing practical identifiability, random noise
should be added to each data point ( 2 ). The noise level and distribution can
be chosen freely, however, in most cases the normal distribution with zero mean
(i.e. Gaussian white noise) is most logical to choose. Moreover, the higher the
noise levels the less likely it will be that the model will be practically identifiable.
Noise levels should therefore be chosen realistically and if possible based on prior
experiments or knowledge. Third ( 3 ), one should sample an initial parameter set
from the parameter space Θ according to the underlying marginal distribution of
every parameter. The final step ( 4 ) in the identifiability procedure is to perform
the optimisation, thus minimising the objective function based on the difference
between the model and the in silico data. For white noise, objective functions like
the sum of squared errors (SSE) or the weighted sum of squared errors (WSSE)
are logical choices. However, the choice of the objective function should be related
with the noise distribution which was selected. The identifiability procedure is then
repeated N times to cover the entire parameter space. N should be sufficiently
large to ensure that the (marginal) parameter distribution is correctly reproduced
and the mean parameter estimate coincides with the true (nominal) parameter
value. Moreover, the number of repetitions should be based on the dimensionality
of the problem. In this respect, a good guideline to decide whether the number of
samples is sufficiently large, is that the posterior parameter distribution does not
change when adding more samples.
Part 3: Postprocessing
The postprocessing part consist of three steps: First from the N repetitions of the
identifiability procedure, one gets N optimised parameter sets. For each individ-
ual parameter a marginal distribution can therefore be constructed. However, the
use of scatter plots is strongly encouraged, since these plots allow to detect cor-
relations between parameters. A strong correlation between two parameters can
already indicate that identifying these parameters will be challenging (and maybe
impossible). The second step is to derive characteristics from these distributions
(e.g. percent deviation form the mean expected value) and detect whether identi-
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fiability problems are occurring or not. The final postprocessing step is to decide
whether the model is identifiable based on the characteristics and/or scatter plots.
If the model identifiability cannot be proven, it is possible that the information
contained in the in silico is not sufficiently informative. In this case, one should re-
turn to the first step of the identifiability procedure in order to retrieve conditions
under which model identifiability can be proven.
3.2.3 Implementations
The approach described above was implemented using the IPython Notebook en-
vironment (Pe´rez and Granger, 2007). This environment was selected because
of the availability of the so-called magic functions, which drastically reduced the
effort to use multiple cores of the calculation cluster. In order to perform the
necessary optimisations, the optimisation module of the Scipy package was used
and gave access to the minimise function (Jones et al., 2001). This function gives
access to different local (and global) minimisation approaches. In this chapter the
Nelder-Mead minimisation is used, which is a local optimisation method (Nelder
and Mead, 1965). The plotting of the histograms was done by using the hist
function in matplotlib.pyplot (Hunter, 2007).
3.3 Results and Discussion
The presented methodology is applied to the plain ping-pong bi-bi kinetics to ex-
amine whether the model structure (Equation 3.1) is at least locally identifiable.
The local identifiability is assessed for the parameter values (Table 3.1) and exper-
imental conditions (i.e. substrate and product concentrations) reported by Shin
and Kim (1998). To assess the structural and practical identifiability, the model is
also split into different submodels, since this is also the approach which was used
by Shin and Kim (1998) to calibrate the model. For each of the submodels both
structural local identifiability (i.e. sufficient and noise-free data) and practical lo-
cal identifiability (i.e. experimental limited and noisy data) were investigated. In








40 3.3 RESULTS AND DISCUSSION
where yi represents the in silico data points, yˆ(θ,ψi) the model output for a
specific parameter set θ and experimental conditions ψi, and σi the measurement
standard deviation.
Table 3.1: The different kinetic parameter values of the plain ping-pong bi-









Kia 1.02× 10−2 mM
Kiq 2.85 mM
Keq 0.42 mM
3.3.1 Structural local identifiability
To assess the structural local identifiability of the different submodels, the exper-
imental conditions used by Shin and Kim (1998) are used as model inputs (Step
1 of the identifiability procedure). For each of the individual submodels, the cor-
responding model inputs will be discussed in more detail. To obtain the posterior
parameter distributions, 15 000 repetitions (N) of the identifiability procedure are
executed by using noise-free data.
Forward initial reaction rate parameters
In order to calibrate the forward initial reaction rate, Shin and Kim (1998) per-
formed experiments at different concentrations of the two substrates. More spe-
cific, at fixed experimental concentrations of the pro-chiral amine donor [A] (10,
30, 50, 70 and 100 mM), the ketone substrate [B] ranged from 10 and 300 mM (i.e.
10, 30, 50, 100 and 300 mM). Shin and Kim (1998) performed every experiment
twice, yielding a total of in silico 50 experiments. These experimental conditions
are used as model inputs to calculate the forward initial reaction rate. The struc-
tural identifiability procedure yielded the marginal distributions of the forward
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initial rate parameters (i.e. Vf, KmA , and KmB) given in Figure 3.2. From this
figure, it can be seen that the original parameter values are not retrieved in all
cases, since only about 12 000 out of 15 000 end up in the expected parameter value.
For a structural identifiability analysis, it is expected that the objective function
approaches zero when moving to the real parameter values. Since all the “bad” pa-
rameter sets yield a high objective function value (J(θˆ) > 10) (Figure 3.2), it can
be concluded that the problem is related with the optimisation algorithm.
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Figure 3.2: Marginal distributions for the three forward parameters. 15 000
initial parameter samples were locally optimised using the in silico data.
To illustrate that other optimisation methods might be more appropriate, 5000
optimisations were performed using the basin-hopping algorithm which is a global
optimisation algorithm (Wales and Doye, 1998). This algorithm consists of three
different steps which are iteratively repeated: first the parameter values are ran-
domly perturbated, next a local optimisation is performed, finally the obtained
parameter values are accepted or rejected based on the value of the objective
function. The application of this global algorithm yields more robust minimisa-
tions , since in 90 % of the optimisations it retrieves the original parameter set
(Figure 3.3). This is an improvement of 10 % compared to the local optimisation
approaches. However, the local optimisation algorithm from Nelder-Mead is used
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throughout this chapter, since it can be easily decided whether the algorithm suc-
cessfully finished its search by comparing the objective function value. Moreover,
Al-Haque et al. (2012) (and probably also Shin and Kim (1998), but they provided
no detailed information) used the Nelder-Mead simplex algorithm to perform a
minimisation. As such, the robustness of this approach can be assessed.
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Figure 3.3: Marginal distributions for the three forward parameters when
using a the global basin-hopping algorithm. 5000 initial parameter samples
were globally optimised using the in silico data.
Backward initial reaction rate parameters
To assess the structural identifiability of the backward initial reaction rate (Equa-
tion 3.3), the experimental conditions used by Shin and Kim (1998) are used.
At fixed experimental concentrations of the coproduct ketone [P ] (1, 2, 3, 5 and
10 mM), the chiral amine product [Q] ranged from 10 to 50 mM (i.e. 10, 20, 30,
40 and 50 mM). Every experiment is performed twice, yielding a total of in sil-
ico experiments. These experimental conditions were used as model inputs for
the backward initial reaction rate. The structural local identifiability analysis
(Figure 3.4) yields comparable results as the forward initial reaction rate, i.e. all
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backward parameters are structural identifiable and the Nelder-Mead algorithm
is unable to retrieve the “real” parameter values for all optimisations (only about
80 % of the optimisations find the minimum).









0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
KmP [mM]












Figure 3.4: Marginal distributions for the three backward parameters.
15 000 initial parameter samples were locally optimised using the in silico
data.
Dissociation constants
To obtain the parameter values of the dissociation constants Kia and Kiq, Shin
and Kim (1998) performed experiments at different substrate and product concen-
trations. The substrate concentrations of the pro-chiral amine donor [A] and the
ketone substrate [B] are both set to 20, 30 and 50 mM. The product concentra-
tions of the coproduct ketone [P ] and the chiral amine product [Q] are set to 1,
2, 3, 5 and 10 mM and 10, 20, 30, 40 and 50 mM respectively. These experiments
are also repeated twice, yielding a total of in silico experiments. The number of
in silicoexperiments is much larger compared to the forward and backward initial
reaction rate, but in the original article two additional inhibition parameters had
to be calibrated which are not considered in this chapter. However, these 150
1 n 
...... 
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experiments will be used as model inputs for the plain ping-pong bi-bi model in
Equation 4.2. In Figure 3.5, the results of the structural identifiability analysis are
shown for both dissociation constants. In contrast to the results of the forward and
backward initial reaction rates, all local optimisations yield the “real” parameter
values independent from the initial parameter guesses. This observation indicates
that both dissociation constants can be considered as (at least locally) structurally
identifiable.














Figure 3.5: Marginal distributions for the two dissociation constants. 15 000
initial parameter samples were locally optimised using the in silico data.
3.3.2 Practical local identifiability
After checking the structural local identifiability, a practical identifiability analysis
was performed. This procedure was performed for each submodel for 3 different
noise levels: a relative Gaussian white noise with a standard deviation of 1, 2.5
and 5 % respectively. In this way higher values of v can have a larger absolute
noise compared to lower v values. The model inputs used for the practical local
identifiability are equal to those of the theoretical local identifiability.
Forward initial reaction rate parameters
From the results in Figure 3.6, it can be seen that the parameters are practi-
cally identifiable at a low measurement noise (i.e. maximum standard deviation of
2.5 %). At higher noise levels, the parameters can no longer be uniquely identified.
This valuable information can be used to set minimum requirements with respect
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to the experimental equipment and/or measurement procedure to assure the prac-
tical identifiability of all parameters. It can also been observed that the marginal
parameter distribution tend to skew to lower parameter estimates at higher noise
levels. This skew is a result of the (high) correlations between the different pa-
rameters, and is typical for nonlinear models. At high parameter correlations, a
change of the value of one parameter can be (partially) compensated by chang-
ing another parameter value. As a consequence, a reliable estimation of kinetic




































0 10 20 30 40 50 60 70 80
KmA [mM]
0 5 10 15 20 25 30 35
KmB [mM]
Figure 3.6: Scatter plot of the practical identifiability study for the three
forward parameters.
Backward initial reaction rate parameters
The backward initial rate shows comparable results as the forward reaction rate
regarding the practical identifiability, since the parameters become structurally
unidentifiable at higher measurement errors. This conclusion is only valid for
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parameters Vr and KmP (Figure 3.7), since KmQ is practically unidentifiable for
all measurement errors. Even for the optimistically low measurement error with
a standard deviation of 1 % (i.e. 95 % of the measurements have a measurement
error smaller or equal to 2 %), the parameter is unidentifiable. Therefore, it can
be concluded that the value of KmQ reported by Shin and Kim (1998) is uncertain
and thus more informative in silico experiments need to be designed to allow
its proper estimation. Both KmP and KmQ have comparable parameter estimate
values and were found to be (at least locally) theoretically identifiable. However,
the experimental design differs significantly between P and Q: P is varied between
1 and 5 mM while Q is being varied between 10 and 50 mM. Therefore, it is
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Figure 3.7: Scatter plot of the practical identifiability study for the three
backward parameters.
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Dissociation constants
The practical identifiability of both dissociation constants is shown in Figure 3.8.
From this figure, it can be derived that the parameters are practically identifiable
when the measurement error is low. The dissociation constants become already
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Figure 3.8: Scatter plot of the practical identifiability study for the two
dissociation constants.
3.4 Conclusions
A conceptually simple yet powerful technique to assess the structural and prac-
tical local identifiability was presented. The identifiability technique of Walter
and Pronzato (1997) was extended and is now also applicable to perform a prac-
tical identifiability analysis. Moreover, it also allows to assess the performance of
the optimisation procedure in order to improve the robustness of the parameter
estimation. The technique allows the model user who wants to perform mod-
elling and calibration to verify whether the model under study is (at least locally)
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identifiable. The technique requires the use of a considerable amount of computa-
tional power, however this requirement depends on the desired accuracy and the
complexity of the model. For simple models one can obtain high accuracy at a
reasonable cost. The ping-pong bi-bi model was found to be structurally identifi-
able. However, using the experimental conditions used by Shin and Kim (1998),
most parameters were found to be only practically identifiable at low measure-
ment uncertainties. One Michaelis constant of the backward initial reaction rate
was found to be unidentifiable for the current experimental design, stressing the









The aim of model calibration is to estimate unique parameter values from available
experimental data. The traditional approach of first gathering a multitude of data
followed by performing a model calibration is inefficient, since the information
gathered during experimentation is not used to optimise the experimental design.
By applying an iterative model-based optimal experimental design algorithm, the
limited amount of data collected is used to design additional informative experi-
ments. The application of this algorithm allows to estimate the kinetic parameters
of an ω-transaminase catalysed reaction in a more accurate way. The parameter
confidence region estimated from the Fisher information matrix is compared with
the likelihood confidence region, which is a more accurate, but also a computation-
ally more expensive method. As a result, an important deviation between both
approaches is found, confirming that linearisation methods should be applied with
care for nonlinear models.
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4.1 Introduction
The rate at which a biocatalyst converts substrates into products, depends on
the availability of these molecules in the direct neighbourhood of such a biocata-
lyst.The relation between the reaction rate and the local environmental conditions
can be formalised in a mathematical model. A well-known and widely used math-
ematical model is the Michaelis-Menten model (Equation 4.1), which describes the





where v denotes the reaction rate, [S] the substrate concentration, Vmax the max-
imum reaction rate, Km the Michaelis constant. If [S] =Km, the reaction rate v
equals half of the maximum reaction rate Vmax. The two parameters describing
the relation between the reaction rate and the substrate concentration (Vmax and
Km) depend on the substrate and enzyme used, but also on conditions such as the
temperature and the pH. Consequently, these parameters need to be “updated”
for each specific case. In most cases, experimental data are collected at certain
conditions allowing to estimate the actual parameter values. In Chapter 2, the two
major classes of methods were already introduced, i.e. the linear plotting and non-
linear optimisation. Since the linear plotting methods are inferior compared to the
nonlinear optimisation methods, this latter will be the followed approach within
this chapter and dissertation. However, this is only one step in the entire para-
meter estimation approach. The experiments, which were designed to gather the
necessary data, had to be designed first. Traditionally, first all the experimental
data are gathered before starting the parameter estimation exercise, whereby the
gathered information is not used during the experimentation phase to adjust ex-
perimental conditions (i.e. experimentation and model calibration are conducted
sequentially) (Lineweaver and Burk, 1934; Shin and Kim, 1998; Chen et al., 2008;
Presecˇki and Vasic´-Racˇki, 2009; Al-Haque et al., 2012; Verbruggen et al., 2016).
This seems abstract, but can be easily illustrated using the Michaelis-Menten
model (Equation 4.1). Let us assume, that initially no information is available
about the parameter values, and thus a proper experimental design cannot be set
up. Therefore, the experimentalist first has to perform experiments before trying
to estimate the parameter values. However, if all experiments are designed in the
region where [S]Km, Equation 4.1 reduces to v = Vmax[S]/Km. In this way,
only the ratio between the two parameters can be estimated, and thus more exper-
iments need to be performed at concentrations well above Km in order to estimate
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both parameters in a reliable way. To avoid this kind of problems, i.e. lack of
informative data, it may be much more interesting to use an iterative approach as






















Figure 4.1: Schematic overview of the iterative optimal experimental design
procedure (Dochain and Vanrolleghem, 2001; De Pauw, 2005).
Dochain and Vanrolleghem (2001), De Pauw (2005) and Donckels (2009) proposed
this procedure in order to optimise the experimental conditions. First, some pre-
liminary experiments are conducted, which can afterwards be used to perform an
initial parameter estimation. Next, one needs to assess whether the reliability of
the parameter estimates is sufficiently high. If not, new informative experiments
need to be conducted to gain additional information. Using the model, regions
with high information content for specific model parameters can be detected and
new experiments will be designed taking this information into account. These new
experiments are then executed, and afterwards this new information is again added
52 4.2 THEORETICAL BACKGROUND
and used for improving the quality of the parameter estimates. Application of this
strategy is powerful and is often referred to as iterative Optimal Experimental De-
sign (OED) (De Pauw, 2005; Goujot et al., 2012). Despite the availability of the
theoretical framework for several decades, most of the available literature focusses
on in silico studies. Due to the computational burden, the real-life application
of these methods is fairly limited (e.g. Franceschini and Macchietto (2007) and
Goujot et al. (2012)), and seldom applied to biocatalytic processes (Goujot et al.,
2012). The aim of this chapter is to apply robust OED to a biocatalytic process
in real life to illustrate its merit.
In the following sections, the parameter estimation procedure for ping-pong bi-bi
kinetics (Equation 2.16) is introduced. Next, some theoretical background will be
given about parameter confidence estimation, and how this can be used to design
informative experiments. Next, a robust OED procedure is applied for this specific
case. Finally, the confidence region of the parameter estimates is calculated using
the traditional approach of the Fisher information matrix and compared with the




The reaction under study is the synthesis of acetone (ACE) and (S)-1-methyl-3-
phenylpropylamine (MPPA) from isopropylamine (IPA) and benzylacetone (BA)
by means of a (S)-selective ω-transaminase ((S)-ω-TA). By using ω-transaminase
(EC 2.6.1.X), optically pure chiral amines are produced by transferring the amine
group from an amine donor, to a pro-chiral acceptor ketone, yielding a chiral
amine and a ketone as co-product (Figure 4.2). The enzyme requires pyridoxal
5’-phosphate (PLP) as a cofactor to act as a shuttle to transfer the amine moiety
between the molecules (Al-Haque et al., 2012; Hwang et al., 2005). In this dis-
sertation, only the (S)-selective ω-transaminase is considered. It should be noted
that in order to produce (R)-amines, (R)-selective transaminase are also avail-
able. However, these (R)-selective transaminases are generally less abundant in
nature ( Lyskowski et al., 2014).
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Figure 4.2: Conversion of isopropylamine and benzylacetone to acetone and
(S)-1-methyl-3-phenylpropylamine by a (S)-selective ω-transaminase ((S)-ω-
TA) in presence of coenzyme pyridoxal-5’-phosphate (PLP).
4.2.2 Kinetic Model
Since the reaction in Figure 4.2 is an asymmetric synthesis reaction catalysed by
a (S)-selective ω-transaminase, it also obeys the ping-pong bi-bi mechanism (also
known as substituted-enzyme mechanism) (Cornish-Bowden, 2004). The quasi
steady-state model of the plain ping-pong bi-bi mechanism, i.e. without substrate
or product inhibition, is given in Equation 4.2 (Segel, 1975). The model structure
of this equation is similar to that of Equation 2.16, but the kinetic constants

























where IPA, BA, ACE, and MPPA represent the substrate/product concentrations
[mM], Vf, and Vr the maximum forward and backward reaction rate [nmol/(Umin)],
and KBA, KIPA, KMPPA, KACE the Michaelis constants [mM]. Keq represents the
equilibrium constant [-] and KiIPA and KiMPPA represent the dissociation con-
stants [mM] (Cornish-Bowden, 2004; Segel, 1975). Equation 4.2 contains 9 kinetic
parameters, which all have to be estimated from experimental data. However, by
using the Haldane relationship, Keq can be estimated from the other parameter
values. The Haldane relationship for a plain ping-pong bi-bi mechanism is given
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By using this relationship, the total number of kinetic parameters which need to
be estimated is reduced to 8, and thus the difficulty of the model calibration is
slightly but not substantially reduced.
4.2.3 Parameter estimation procedure of ping-pong bi-bi constants
As previously discussed, different approaches exist to estimate the kinetic para-
meter values of a model. However in this case, it can be challenging to calibrate
all eight parameters of Equation 4.2. To reduce the model complexity the same
procedure will be followed as in Chapter 3, i.e. reduce the number of parameters
which need to be estimated simultaneously by reducing the full model to several
simpler initial rate models. At very low product concentrations (i.e. typically dur-
ing the first minutes of the reaction when [MPPA] and [ACE ] are close to zero),
Equation 4.2 can be reduced to the initial forward reaction rate vforw in Equa-






KBA[IPA] +KIPA[BA] + [IPA][BA]
(4.4)
Similarly, at very low substrate concentrations (i.e. when [IPA] and [BA] are close






KACE[MPPA] +KMPPA[ACE ] + [MPPA][ACE ]
(4.5)
After calibrating both Equations 4.4 and 4.5, only two parameters remain to be
calibrated in the original rate Equation 4.2, i.e. both dissociation constants KiIPA
and KiMPPA. Al-Haque et al. (2012) proposed to use progress curves, which typ-
ically consists of the measurement and calibration of the time-dependent evolu-
tion of the different substrate and/or product concentrations. This analysis was
performed at different substrate and product concentrations to estimate the dis-
sociation constants and Keq. However, in this chapter the initial rate approach
used by Shin and Kim (1998), will be used to calibrate the dissociation constants
since these data was already available. To ensure that the parameter estimates
are suitable, progress curve analysis will be used to validate the full model under
different conditions.
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In this chapter, the parameter estimation is performed using the WSSE using the
downhill simplex algorithm (Nelder and Mead, 1965), which is a local optimisa-
tion method. However, the downhill simplex algorithm was repeated a number of
times for different initial parameter guesses to avoid ending up in a local mini-
mum.
4.2.4 Confidence regions of parameter estimates
After finishing a (preliminary) model calibration, there is still the need to assess
the quality of the obtained parameter estimates, an often forgotten or ignored step
in parameter estimation. Some parameters might have little or no influence on the
model output, and therefore the estimated parameter value will be meaningless. In
this context, it was already stated in Chapter 2 that parameter values always need
to be accompanied by a confidence region in order to be meaningful (De Pauw,
2005). The confidence region is the region in which it can be expected that, with
a certain probability, the true parameters will lie (De Pauw, 2005). An “exact”
confidence region, in the sense that it is not based on any approximations, is given
by Equation 4.6 (Seber and Wild, 1989):
{
θ : J(θ) ≤ c J(θˆ)
}
, (4.6)
where c > 1. The constant c is generally unknown, but can be approximated
for a sufficiently large number of data points N (Beale, 1960; Seber and Wild,
1989):
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where Fαnp,N−np is the upper α critical level of the F -distribution with np (number
of estimated parameters) and N − np degrees of freedom. The confidence region
produced by Equation 4.7, is generally referred to as the likelihood confidence
region. The expectation surface of the objective function is planar if there exists
a reparametrisation of yˆ(ψ,θ) that makes the function linear in the np parame-
ters (Donaldson and Schnabel, 1987). If this is the case, the confidence regions
constructed by the likelihood method are exact. One advantage of using the likeli-
hood method is that the confidence region is not affected by any reparametrisation
of the function yˆ. However, to obtain the likelihood confidence region, a lot of cal-
culations need to be performed since J needs to be evaluated at a sufficient number
of points to produce a contour (Donaldson and Schnabel, 1987). To overcome this
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computational burden, most often linear approximations of the objective func-
tion J are used to construct the confidence region. The objective function J(θ)
(Equation 2.19) can be approximated by a second order Taylor series:
J(θ) ≈ J(θˆ) + ∂J(θˆ)
∂θ
(θ − θˆ) + 1
2
[






In a (global) minimum, the first derivative of the objective function J equals zero,
reducing Equation 4.8 to Equation 4.9.
J(θ) ≈ J(θˆ) + 1
2
[






Substituting Equation 4.9 in Equation 4.7 yields a new expression for the confi-
dence region:
(θ − θˆ)ᵀ Φ−1(θˆ) (θ − θˆ) ≤ np Fαnp,N−np (4.10)
where Φ−1(θˆ) is the inverse of the parameter estimation error covariance matrix
defined by (De Pauw, 2005):
Φ(θˆ) = 2
J(θˆ)
N − np H
−1(θˆ) (4.11)
where J(θˆ)/(N − np) is an approximation of the residual variance s2. For a
sufficiently large number of samples and in case of a perfect model fit, s2 will
approximate the real variance σ2 of the normal error distribution. This approx-
imation is based on the fact that, assuming the model is correct, the residuals
will be random errors and the average of these squared residuals is an estimate of









According to the Crame´r-Rao inequality (Ljung, 1999), the inverse of the H is
equal to the lower bound of the parameter estimation error covariance matrix Φ if
the measurement errors are independent samples taken from a normal distribution
with zero mean.
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4.2.5 Relation between Hessian matrix and Fisher information matrix
As stated in Equation 4.11, the parameter estimation error covariance matrix Φ
can be related to the Hessian matrix H in Equation 4.12. However, the parameter
estimation error covariance matrix Φ is most often calculated from the so-called
Fisher information matrix (FIM), which was already introduced in Equation 2.26.
However, the FIM is only an approximation of the Hessian matrix H, and the
relation between both matrices is given by (Press et al., 1992; Dochain and Van-





































































Based on Equations 2.26 and 4.13, the Hessian matrix H can thus be rewritten as
follows:













The relation between the Hessian H and the FIM is given in Equation 4.14, and














The term consists of three components: the estimation error (yi − yˆ(ψi,θ)), the
inverse measurement error covariance matrix Σ−1i , and the second derivatives of
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yˆ to the parameters, also known as the “curvature”. For a model which has
successfully been calibrated using the available data, the estimation error should
be the random (i.e. normally distributed with mean 0 and σ2) measurement error
of each point. Therefore, the second derivative terms tend to cancel out when
summed over all points i (De Pauw, 2005), and thus Equation 4.9 can be reduced
to
J(θ) ≈ J(θˆ) + (θ − θˆ)ᵀ FIM (θ − θˆ) (4.16)
As stated before, this is only true for linear models and when the model fits the data
perfectly, i.e. the model structure is correct and the global minimum is found (De
Pauw, 2005). Marsili-Libelli et al. (2003) proposed to use the conceptual difference
between the Hessian matrix H and the FIM to detect inaccurate parameter results
because the optimisation algorithm will be terminating far from the optimum.
This method was successfully applied to two simple ecological models using in
silico generated data. However, De Pauw (2005) pointed out that also other
factors beside the premature convergence might influence the difference between
the Hessian matrix H and the FIM. First, the model could be inadequate. Second,
by fixing some parameters at specified values, an unsatisfactory model fit might be
obtained (although being the global optimum for the selected parameter subset).
Therefore, the difference between the Hessian matrix and the FIM can be used as
an indicator for model inadequacies, local minima and/or non-normally distributed
residuals (De Pauw, 2005). In this chapter, both the Hessian matrix H and the
FIM will be used to calculate the confidence regions, since this will allow to
determine whether the model is calibrated properly.
4.2.6 Optimal Experimental Design for parameter estimation
As introduced in Chapter 2, the aim of optimal experimental design for parameter
estimation (OED/PE) is to perform experiments which lead to highly confident
parameter estimates with minimal experimental effort. However, the optimal ex-
periment designed by using Equation 2.33 is only optimal for the parameter set it
was designed for. The FIM is calculated from the local sensitivity functions (see
Equation 2.26), and for nonlinear models the FIM is directly influenced by the
parameter values themselves. Therefore, all designs based on the FIM properties
are called local designs (De Pauw, 2005). Prior to a model calibration no detailed
knowledge is available about the actual parameter values, but this knowledge is
important since it will determine the effectiveness of the experimental design.
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To overcome this problem, more robust model-based optimal experimental design
(rMbOED) methods have been proposed in literature which are insensitive (or
at least less sensitive) to the starting values of the different parameters (Pronzato
and Walter, 1988; Asprey and Macchietto, 2002). The use of rMbOED is therefore
more suitable for parameter estimation, and will be used in this chapter.
The aim of robust OED is to design experiments which are suitable for an en-
tire parameter space Θ and not just for one parameter set θ. Different rMbOED
methodologies exist in literature (Pronzato and Walter, 1988; Asprey and Macchi-
etto, 2002; De Pauw, 2005). In this chapter the focus will be on the implementation
and use of the maximin approach, since it was shown that this approach is superior
compared to other robust methodologies (Asprey and Macchietto, 2002; De Pauw,
2005).
Maximin approach
The maximin approach, also known as the worst-case approach, aims to optimise
the experiment design for any θ ∈ Θ (Asprey and Macchietto, 2002). By searching
for the experimental design ψ which maximises the information for the worst
performing parameter set, this approach tries to find an acceptable performance
for all parameter sets θ in the parameter design space Θ. This results in a robust












Asprey and Macchietto (2002) stated that Equation 4.17 can also be written as
an infinite dimensional problem, as the constraints must be satisfied for all values








s.t.Ψ ≤ det(FIM[θ,ψ]), ∀θ ∈ Θ
Equation 4.18 represents an infinite dimensional problem, as the constraint must
be satisfied for all values of θ within the infinite set Θ (Asprey and Macchietto,
2002). Gustafson (1983) suggested a general algorithm to solve such problems for
constrained nonlinear optimisation under uncertainty. Instead of calculating the
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nested optimisation directly, the general algorithm allows to solve the optimisa-
tion in two separate steps: First, the experimental design ψ is optimised for the
worst performing parameter set in a list of parameter sets with unacceptably low
performance. Initially, this list only contains the initial parameter guess, but grad-
ually expands during the iterations. Second, for the current design ψ the worst
performing parameter set θ within the parameter space Θ is searched for. If a
new parameter set is found which performs worse for the current optimal design,
the parameter set is added to the list of parameter sets with low performance and
the procedure is repeated. Otherwise it can be concluded that the current optimal
design is robust for the parameter space Θ (Asprey and Macchietto, 2002). The
practical implementation of the algorithm is discussed in more detail by Asprey
and Macchietto (2002). The maximin optimisation is performed using the par-
ticle swarm optimisation (PSO) algorithm, a global optimisation method which
is informally explained here. PSO makes use of a population of particles (a so-
called “swarm”) which is moving through the experimental design space. Every
particle consists of its current position in the design space, its fitness value at this
position, the displacement vector which will be used to compute the next posi-
tion, its previous best position and the corresponding fitness. Within this swarm,
a network exists in which the information about the best position and fitness is
exchanged. Each particle recieves this information from a limited number of par-
ticles (i.e. a neighbourhood), and hence this information is used to calculate the
following displacement vector which is likely to direct to a region with a more op-
timal fitnes. By incorporating this approach in an iterative procedure, it has been
shown in literature that this approach is powerful to find global optima (Kennedy
and Eberhart, 1995; Poli, 2008).
4.2.7 Curvature measures of nonlinearity
The linear approximation of the confidence region (Equation 4.10) is only exact for
linear models. Only in this case the objective function contours are of a quadratic
form, meaning that the two-dimensional confidence regions are ellipses and the
three-dimensional confidence regions are ellipsoids. However, for nonlinear models
Equation 2.19 is not exactly quadratic, and as a result the linear approximation
of Equation 4.10 is only appropriate if the curvature of the model (i.e. second
derivative of yˆ to the parameters θ) is sufficiently small. In much of the applied
literature (De Pauw, 2005; Donckels, 2009; Al-Haque et al., 2012), the importance
of the curvature is ignored. Bates and Watts (1988) proposed relative curvature
measures which allow to determine whether the model nonlinearity is important.
These curvature measures can be divided in two kinds of curvatures, i.e. the
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intrinsic curvature and the parameter-effects curvature. The intrinsic curvature
measures how much the expectation surface deviates from a plane (Benabbas et al.,
2005). The parameter-effects curvature represents the degree of curvature induced
by the choice of the parameters and its parametrisation. Bates and Watts (1980)
found that the nonlinearity induced by the parametrisation is generally greater
than the intrinsic nonlinearity of the model. Donaldson and Schnabel (1987)
confirmed that the parameter-effects curvature provides an excellent indication
when the linearisation method may produce less satisfactory results. Therefore,
these relative curvature measures will be used to determine whether the linear
approximation of the confidence region can be regarded as reliable. The calculation
of the intrinsic and parameter-effects curvature is briefly introduced below.
Since the second and higher order derivatives of a linear function with respect to
the parameters are zero, Bates and Watts (1988) used second order derivatives of
the expectation function to measure the nonlinearity of a model. They introduced
a N × np derivative matrix V˙, where each row contains the gradient of yˆ at a











where each face of V¨i of V¨ is a complete np × np second derivative matrix, or
Hessian. From V¨ the np(np+1)/2 nonredundant acceleration vectors can be easily







Matrix D can be uniquely decomposed into two matrices by using the QR de-
composition. This decomposition yields an ortogonal matrix Q and an upper
triangular matrix R. By performing a QR decomposition on D, the different ac-
celeration vectors are projected into the tangent plane and into the space normal
to the tangent plane but spanned by the acceleration vectors.
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where R11 is a np × np upper-left triangular matrix, which equals the full R
matrix when performing a QR decomposition only on V˙. The matrices Aθ and
Ai have dimensions np×np(np +1)/2 and np’×np(np +1)/2 respectively, and are
used to form the parameter effects and intrinsic components of the curvature or
acceleration array A¨. The tangential components of the acceleration vectors are
contained in Aθ, while the normal components are contained in Ai. The extent
to which the acceleration vectors lie outside the tangent plane provides a measure
of how much the expectation surface deviates from a plane, which is called the
intrinsic nonlinearity since it does not depend on the parametrisation chosen for
the expectation function, but only on the experimental design and the expression
of the expectation function. However, the projections of the acceleration vectors
in the tangential plane depend on the parametrisation of the model, and measure
the nonuniformity of the parameter lines on the tangent plane, which is called the
parameter-effects nonlinearity (Bates and Watts, 1988).
Bates and Watts (1988) pointed out that the curvatures, are measured in units
of 1/response, and thus the values depend on the scaling of the data. To remove
this dependence, a (np +np’)×np×np relative curvature array can be calculated
(Equation 4.23).







SSE/(N − np). For data analysis, a simple overall mea-
sure of the nonlinearity is needed to assess the quality of a linear approximation.
Bates and Watts (1988) proposed a simple overall scalar measure, i.e. root mean
square (RMS) curvature measure, which is the square root of the average over all
















where index n goes from 1 to np for c
θ and from np + 1 to np + np’ for c
i.
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4.3 Materials and methods
4.3.1 Experimental Approach
Stock solutions
For performing the different experiments, different stock solutions were prepared.
First, a 20 mM KH2PO4 /K2HPO4 buffer was prepared at pH 8. From this buffer
solution, a stock solution containing 0.1 mM pyridoxal-5’-phosphate (PLP) was
prepared which was used to prepare the 500 mM ACE and 40 mM MPPA stock
solutions. For all the stock solutions, the pH was measured and adjusted to ob-
tain the required pH 8. All stock solutions were contained in the fridge to avoid
concentration losses due to evaporation. The enzyme solution was prepared daily,
using the buffer stock solution without PLP. The enzyme solution was prepared
using ω-transaminase (ATA-wt) crude enzyme powder and freeze-dried cells with a
specific activity varying between 1.56 and 1.58U/mg and was provided by c-LEcta
GmbH, Leipzig, Germany. The production host was E. coli BL21(DE3) and ex-
pression of ATA-wt (pLE1A17-ATA-50) was directed from a plasmid containing a
strong T7 promotor by IPTG induction.
Experiments
The proper amount of buffer with PLP, ACE and MPPA were injected in a 4.5 mL
glass vial. These vials were sealed using a lid with a septum and placed in a
thermoshaker which was operated at an orbital agitation of 400 rpm and at a tem-
perature of 30 ◦C. The sealing was performed to minimise the losses of substrate
and products. After heating the solution for about 20 min, the reaction was started
by injecting the enzyme solution. The injection time of the enzyme was considered
as time zero, and samples were taken after 0.5, 15, 30, 45 and 60 min. Using a
manual high-performance liquid chromatography (HPLC) syringe of 25 µL, 20µL
samples were taken from the vials and injected in a small HPLC vial containing
180 µL of 1M NaOH in order to quench the reaction.
HPLC
The samples were analysed ex situ with a reversed-phase chromatography on an
Ultimate 3000 HPLC (Dionex, Sunnyvale, CA, USA) equipped with a UV detector.
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The column was a Gemini® 3 µm NX-C18 110A, 100 x 2.0 mm (Phenomenex,
Torrance, CA, USA), and the analytes were eluted at a flow rate of 0.450 mL/min
in isocratic mode using a mobile phase composition of 65 % Milli-Q aqueous phase
pH 11 (adjusted with NaOH) and 35 % acetonitrile.
4.4 Results & Discussion
First, the model parameters of Equation 4.5 (Vr, KACE, and KMPPA) are estimated
using the iterative rMbOED approach. Next, the estimation of the 95 % confidence
region is compared with the more accurate likelihood method. Afterwards, the
rMbOED strategy is compared with a straightforward uniform design strategy
to illustrate the merit of using rMbOED. Finally, the parameter estimation of
the remaining model parameters (Vf, KIPA, KBA, KiIPA, and KiMPPA) is shown,
but since the corresponding data were already collected earlier, no rMbOED was
performed for these model parts.
4.4.1 Parameter estimation of backward initial reaction rate using itera-
tive rMbOED
To retrieve the intrinsic parameter values of the backward initial reaction rate,
experiments need to be performed at conditions which are most informative. The
corresponding degrees of freedom for the experimental design are the concentra-
tions of ACE and MPPA.
Preliminary expert-based experiments
Before starting the actual rMbOED, some preliminary experiments needed to be
performed. By gathering such preliminary data, a very rough estimation of the
different parameter values can be made. Initially, the experimental design ranges
of [ACE ] and [MPPA] were limited between 25 and 100 mM and 2.5 and 10 mM
respectively. These small concentration ranges were considered to avoid inhibition,
and were based on expert knowledge. The preliminary experiments are shown
in Figure 4.3. For every experiment four to five reliable samples were collected
(one sample every 15 min), which are afterwards being analysed by the HPLC in
order to obtain the concentration of BA in the sample. The initial sample (after
0.5 min) is used to determine whether the samples showed an initial deviation with
respect to the concentration. In case a major deviation from zero is found initially,
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the obtained data needs to be rescaled in order to obtain accurate reaction rate
estimations. However, for none of the experiments such a major deviation is found.
Once the data quality has been assessed, the initial reaction rate can be estimated
using a linear regression (y = a x). Since all experiments showed a linear increase
as a function of time, no samples were omitted for the linear regression. It is
important only to use the linear part of the initial reaction experiments, otherwise
the initial reaction rate assumption (i.e. the reaction is initially irreversible),
does not longer hold true. The estimated initial reaction rates are also shown in
Figure 4.3.









































































































































Figure 4.3: The initial reaction rate experiments of the preliminary expert-
based design are estimated using a linear regression.
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Using these preliminary expert-based experiments, a preliminary parameter esti-
mation of the backward initial rate (Equation 4.5) can be performed. The corre-
sponding parameter estimates and uncertainties are provided in Table 4.1. Since
the 95 % confidence interval is much larger compared to the estimated parameter
values, it is obvious that more informative experiments need to be conducted.
Therefore, the rMbOED approach was used to design five new experiments with
two repetitions each (total of 10 experiments). All newly designed experiments
seem to be located at a concentration of 100 mM of ACE , indicating that more
information can potentially be found at higher ACE concentrations. As shown
in Table 4.1, the preliminary estimate of KACE is 263 mM which indicates that
experiments need to be performed at higher ACE concentrations and is confirmed
by Figure 4.4. Since parameter relative sensitivities are used in Figure 4.4, the
sensitivity of the different parameters can be directly compared, yielding that Vr is
the most sensitive parameter, followed by KMPPA and KACE. It is interesting that
the region where the parameters are most sensitive are quite different (indicated
in grey), which allows to reduce correlation between the parameters. The sign of
the local parameter relative sensitivity of Vr is positive, which indicates that an
increase of Vr will lead to an increase of the vback and vice versa. For the other two
parameters (KMPPA and KACE), the sign is negative, indicating that an increase
in parameter value will lead to a decrease of vback.
















































Figure 4.4: Local parameter relative sensitivity for the different parameters
of the backward initial reaction rate for the estimated parameter values
of the preliminary expert-based design iteration (Vr = 34 nmol/(Umin),
KMPPA = 21 mM and KACE = 263 mM). Higher absolute values, i.e. larger
deviation from zero, means that the parameter has more influence. The
region where the parameter is most influential is indicated in grey.
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Iteration 1 of rMbOED
Since no inhibition was observed in the preliminary expert-based experiments,
the maximum allowed concentrations of [ACE ] and [MPPA] were doubled to 200
and 20 mM respectively. It is expected that the extended range will yield more
information for the parameter calibration, since the parameters are more sensitive
at higher concentrations. The newly designed experiments are given in Table 4.1:
iteration 1. For the current and the following iterations, the experiments proposed
by the rMbOED algorithm were rounded to concentrations and volumes which
were easy to handle in practice. Performing these experiments, 10 additional data
points were generated, yielding a total of 20 data points (10 from iteration 0 and
10 from iteration 1) which were used to calibrate Equation 4.5. By comparing the
estimated parameter values preliminary expert-based design and iteration 1, some
changes were noticed. First, the KMPPA value decreased from 21 mM to 3.4 mM
and Vr decreased from 34 nmol/(Umin) to 24 nmol/(Umin).
Moreover, the standard deviations (SDs) of all parameters dropped with at least
a factor 5, indicating that the experiments in iteration 1 were informative. A
similar trend was observed for the 95 % confidence intervals (CIs), leading to the
fact that for all parameters 0 was no longer within the 95 % CI. This might seem
unimportant, but as long as 0 is part of the 95 % CI, the parameter has no sig-
nificant added value for the model and thus may as well be omitted. In order to
evaluate the effectivity of the rMbOED approach, the standard deviations between
the different iteration need to be compared. The 95 % CIs are dependent on the
number of experiments (see Equation 2.29), and thus make a fair comparison be-
tween the different iterations impossible as the 95 % CI decreases as the number
of experiments increases.
Iteration 2 of rMbOED
Since no inhibition was observed in the previous iteration too, the maximum al-
lowed concentration of [ACE ] was further increased to 300 mM (Table 4.2: it-
eration 2). Since KMPPA is low (3.4± 3.2 mM), it was decided to reduce the
maximum [MPPA] concentration to 16 mM. The stepwise increase/decrease of
the maximum concentrations can look inefficient, however this approach has some
advantages: The product concentrations in the current experimental setups are
always well below 10 mM, so the current range is already high compared to the
experiments. Moreover, the model structure is limited to only three parameters
instead of requiring two additional parameters to describe the inhibition. More
complex models are harder to calibrate and also require more data to estimate
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the parameters in a reliable way. The estimated parameter values in this iteration
remained fairly constant (small decreases for all parameter values), but the stan-
dard deviations and 95 % uncertainty were further reduced by more than 30 % for
all parameters.
Iteration 3 of rMbOED
Based on the parameter values of iteration 2, the maximum concentration of
[MPPA] was reduced to 10 mM since the estimated KMPPA value was around
2.7 mM in the previous iteration, and thus will be most sensitive at values below
10 mM. The experiments proposed by the rMbOED algorithm were mainly located
at the maximum concentration for both ACE and MPPA (Table 4.2: iteration 3).
Therefore, three out of five newly designed experiments are located at an ACE
concentration of 250 mM and a MPPA concentration of 10 mM. The newly gath-
ered data allowed to perform a third calibration and uncertainty calculation. Like
in previous iterations, the standard deviations (SD) for the different parameters
further decreased, and it was decided that given the experimental uncertainty, the
parameter values and confidence intervals were now sufficiently accurate. The local
parameter relative sensitivities for the final iteration are given in Figure 4.5. Com-
pared to the preliminary expert-based design (Figure 4.4), the sensitivities have
changed (most pronounced for KMPPA), stressing the importance of the parameter
value on the local sensitivity and hence on the experimental design. This compar-
ison yields that the parameter relative sensitivity of both Michaelis constants (i.e.
KMPPA and KACE) has decreased. Moreover, the correlation between the different
parameters has changed, since the different regions of maximum sensitivity are re-
located compared to the preliminary iteration. This last observation is discussed
in the following section.
4.4.2 Parameter correlation
The parameter correlations for the different iterations can be calculated based on
Equation 2.28 and are listed in Table 4.3. The correlation between the different
parameters is high, especially between parameters Vr and KACE. From the local
parameter relative sensitivities in Figure 4.5, it can be seen that the absolute value
of the local parameter relative sensitivities increases when increasing both [ACE ]
and [MPPA], making it difficult to decouple the effect of both parameters. The
parameter correlations can be reduced by increasing the maximum ACE concentra-
tion to about 500 mM, since the KACE will show a decreasing sensitivity at higher












































































































































































































































































































































































































CHAPTER 4 APPLICATION OF ITERATIVE ROBUST MODEL-BASED OPTIMAL EXPERIMENTAL
DESIGN FOR THE CALIBRATION OF BIOCATALYTIC MODELS 71























































Figure 4.5: Local parameter relative sensitivity for the different parameters
of the backward initial reaction rate for the estimated parameter values of
the third/final iteration (Vr = 21.7 nmol/(Umin), KMPPA = 2.96 mM and
KACE = 250 mM). The region where the parameter is most influential is
indicated in grey.
concentrations (Figure 4.6). Another way to reduce the parameter correlations,
is to design experiments using the modified E-optimal criterion instead of the the
D-optimal criterion (Table 2.3) (De Pauw and Vanrolleghem, 2006b). However,
the modified E-optimal criterion does only reduce the parameter correlations, not
necessarily the parameter uncertainties. Therefore, the modified E-optimal cri-
terion may yield uncorrelated, but uncertain parameter estimates (Dochain and
Vanrolleghem, 2001). To overcome this problem, Franceschini and Macchietto
(2008) proposed different novel criteria which ensure the simultaneous reduction
of parameter uncertainties and correlations.
Table 4.3: Parameter correlation coefficients for the different iterations.
Iteration Vr vs KMPPA Vr vs KACE KMPPA vs KACE
0 0.933 0.953 0.783
1 0.876 0.986 0.816
2 0.878 0.983 0.808
3 0.868 0.975 0.776
4.4.3 Measurement uncertainty
For the forward initial reaction rate a measurement uncertainty analysis had al-
ready been carried out. This measurement uncertainty analysis yielded that the
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Figure 4.6: Local parameter relative sensitivity for the different parameters
of the backward initial reaction rate for the estimated parameter values of
the third/final iteration for an extended experimental design space of ACE .
The region where the parameter is most influential is indicated in grey.
measurement uncertainty relative to the reaction rate, was following a normal
distribution (µ=0 and σ(v)=0.10 v).
Therefore, for the backward reaction rate the same uncertainty was assumed and
used to perform the rMbOED, since the same equipment and solutions were used.
It would be possible to estimate the uncertainty during the actual experimenta-
tion, but this would require at least three repetitions for each experiment, which
would increase the experimental effort considerably. Otherwise, estimating the
uncertainty from the deviation between the data and model is only reasonable
when a sufficiently high number of experimental data points have been collected,
and thus is preferably done after the data collection. However, now it is verified
whether the use of the relative error of the forward initial reaction rate is also valid
for the backward initial reaction rate. The relative error rel,i is given in Equa-
tion 4.25 and the corresponding histogram for the gathered data and calibrated





The null hypothesis was that the relative measurement uncertainty (rel,i) was
indeed following a normal distribution. This null hypothesis was tested using
an omnibus test of normality proposed by D’Agostino (1971), and is appro-
priate to detect deviations from normality due to either skewness or kurto-
sis (D’Agostino and Pearson, 1973). This normality test is available in the scipy
package (scipy.stats.normaltest) (Jones et al., 2001), and returns a two-sided χ2
probability for the hypothesis test. The test yielded a p-value of 0.595, and
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Figure 4.7: Histogram of the relative error rel,i (Equation 4.25). The
red line represents a normal probability density function with mean µ and
standard deviation σ equal to 0 and 0.104 respectively.
thus the null hypothesis could not be rejected. Therefore it was concluded that
the relative measurement uncertainty was following a normal distribution with
σ(vback) = 0.104 vback. The approach of estimating the measurement error by
evaluating the difference between the model prediction and measurements is only
valid if the model in Equation 4.5 represents the true model. The measurements
of Tables 4.1 and 4.2 and the model prediction using the parameter values and co-
variance matrix obtained in the third iteration are shown in Figure 4.8. From this
figure, it can be observed that the measurement uncertainty (which is calculated
by using Equation 4.25, and thus only provides an estimate of the real error) is
much larger compared to the predicted 95 % model confidence interval. Moreover,
it can be noticed that the measurements performed in iteration 3 are overpredicted
by the model. The enzyme used for this iteration was from a different batch, prob-
ably increasing the overall uncertainty of the parameter estimates. However, in
this way the potential deviations between the batches originating from the enzyme
production are also incorporated in the parameter uncertainty.
4.4.4 Difference between FIM and Hessian matrix H
In the previous calculations, the FIM−1 was used to estimate the covariance ma-
trix. However, the FIM is only a good estimate of the Hessian H if no important
deviation exists between the model and the data (Equation 4.15). Since the model
under study is an algebraic model, it is straightforward to calculate the second
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Figure 4.8: The model prediction vback is shown for the different experi-
ments shown in Table 4.1. The measurement uncertainty depicted is twice
the standard deviation shown in Figure 4.7, and thus is only an estimate of
the actual measurement error.
derivatives of yˆ to the parameters. The H−2 FIM is given in Equation 4.26 and
is very small compared to the H, since the maximum relative deviation between
the different terms (i.e. (Hij−2 FIMij)/Hij)) is smaller than 2 %). Therefore
based on Marsili-Libelli et al. (2003), it is concluded that the model is calibrated
properly.
H− 2 FIM =
 0.00× 100 −4.66× 10−4 −1.05× 10−5−4.66× 10−4 2.45× 10−1 −3.56× 10−3
−1.05× 10−5 −3.56× 10−3 3.00× 10−5
 (4.26)
4.4.5 Importance of curvature for parameter confidence estimation
Using the procedure proposed by Bates and Watts (1988) (section 4.2.7), the
importance of the curvature of the objective function J can be assessed. It is
found that the relative intrinsic curvature ci is equal to 0.034 and the relative
parameter-effect curvature cθ is equal to 0.296. From these results, it can already
be concluded that the intrinsic curvature is much less important compared to the
parameter-effects curvature, which is in accordance with previous observations of
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Bates and Watts (1980) and Donaldson and Schnabel (1987). In order to provide
a sufficiently low deviation from the tangent plane at a distance
√
F from the tan-
gent point, c
√
F needs to be (much) smaller than 1, where F represents the value
of the F -distribution. The square root of the critical F -value (F (N,N −np, 0.95))
here found is equal to 1.70. Bates and Watts (1988) stated that c
√
F should be
lower than 0.3, to have deviations lower than 15 %. Since cθ
√
F is equal to 0.503,
it is expected that the parameter-effects curvature is important and thus the FIM
and H will not provide proper estimates of the parameter confidence intervals.
To determine how close the current confidence region prediction is compared to
reality, independent samples were taken to estimate the likelihood confidence re-
gion (Equation 4.7). The likelihood method is suitable to estimate the confidence
region, since the intrinsic curvature is very low and thus will provide a good approx-
imation of the confidence regions. 1 000 000 random parameter samples are taken
from uniform distributions, for which the ranges are given in Table 4.4.
Table 4.4: Parameter ranges used to estimate the likelihood confidence
region.
Parameter Minimum Maximum Units
Vr 10 40 nmol/(Umin)
KACE 100 500 mM
KMPPA 0.5 6.5 mM
Only 14 876 samples were found to be located within the 95 % likelihood confidence
region. The approximated confidence regions for the different methods are shown
in Figure 4.9. From this figure, it is clear that the use of the FIM and Hessian ma-
trix H to construct the confidence ellipses, yield the same result. However, these
linear approximations differ considerably from the likelihood confidence region,
and thus it can be concluded that it is important to determine the curvature of
the objective function, in order to assess whether the linear approximation meth-
ods yield reliable results. In this case, the confidence intervals are overpredicted
for low parameter values, and underpredicted for high parameter values. These
asymmetric confidence intervals are typical for nonlinear models, since only linear
models will yield a symmetric, ellipsoidal confidence region around the optimal
parameter estimate (Donaldson and Schnabel, 1987).
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Figure 4.9: The confidence regions are shown for the three backward ini-
tial reaction rate parameters. These regions are calculated using two linear
approximation methods (CRFIM and CRHessian) and a more accurate ap-
proximation, i.e. the likelihood confidence region (CRLikelihood).
4.4.6 Uniform design approach
To illustrate the added value of the iterative rMbOED strategy, the results are
compared with a traditional uniform design based on the initial ranges of the
independent variables ([ACE ] and [MPPA]). For the rMbOED, 20 experiments
were conducted with two repetitions for each experiment. To allow comparison,
the same number of in silico experiments is used for the uniform design. Both
design strategies are shown in Figure 4.10, and as expected the design space for
the uniform design is much smaller since it uses the initial product ranges.
Assuming that the calibrated parameter values and the measurement error calcu-
lated earlier (σ(vback) = 0.104 vback) are correct, the parameter confidence levels
for the uniform design of Figure 4.10 can be calculated. The 95 % confidence inter-
vals (CI) for the uniform design strategy are given in Table 4.5. Compared to the
iterative rMbOED strategy, the information content is much lower for the uniform
design strategy since the det[FIM] is about ten times lower. This also results in
confidence intervals which are two times larger for the same experimental effort,
since the knowledge gained during the experimentation is not used to optimise
D 
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Figure 4.10: The experimental design strategies for the uniform design
and robust model-based optimal experimental design (rMbOED). The gray
areas show the design space, i.e. the ranges in which an experiment could
be designed. The maximum design space is shown for the rMbOED, since
it was gradually expanded during the rMbOED iterations.
Table 4.5: Parameter 95 % confidence intervals (CI) when using the uniform
design strategy of Figure 4.10. The parameter 95 % CIs for the iterative
rMbOED are shown in the last column (Table 4.1).
Parameter Value 95 % CI 95 % CI
Uniform rMbOED Units
Vr 21.7 ± 11.6 5.2 nmol/(Umin)
KACE 250 ± 155 80 mM
KMPPA 2.96 ± 2.92 1.49 mM
the experimental design. This shows that the application of an iterative design
approach, allows identifying experimental conditions which yield more informa-
tion with regard to the parameter estimation.. This is especially true when the
a priori knowledge about the parameter values is low and/or the model is highly
nonlinear. In these cases, it is impossible to come up with an experimental design
which is informative and efficient. In contrast, an iterative procedure allows to
update the parameter values and uncertainties during the experimentation, and
allows to identify and narrow the experimental regions of interest. In Figure 4.10,
only a uniform design for the initial design space is considered, which might seem
unfair to be used for a comparison. However, initially only a limited amount of
information is available about the design space, and thus in practice this small de-
sign space would be used to design the experiments. If the maximum design space
of the rMbOED would be used for the uniform design, the parameter uncertainties
.......... 
. .. .. . .. 
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would be close to those of the rMbOED, but still be higher (about 2%). However,
this small difference raises the question to what extent an optimal experimental
design approach will outweigh an intuitive planning based on the experimental
interpretation of the results. Bauer et al. (2000) performed such a comparison,
and found that the standard deviations of an intuitive design by an experienced
experimentalist were about 30 % higher compared to the model-based design. This
illustrates that the use of MbOED is generally superior, and yields more accurate
parameter estimations.
4.5 Parameter estimation remaining model parts
The data for the forward initial reaction rate and the dissociation parameters were
gathered separately, and thus the presented rMbOED methodology was not applied
for the model calibration of the remaining model parts. All parameter estimates,
uncertainties and correlation derived from the FIM are given in Tables 4.6 and
4.7.
4.5.1 Forward initial reaction rate
The forward initial reaction rate in Equation 4.4 contains three parameters, i.e.
Vf, KIPA, and KBA. In order to estimate the parameter values 54 experiments
were conducted, for which the substrate concentrations were varied between 20
and 800 mM for IPA and between 0.5 and 10 mM for BA. The initial product con-
centrations for [MPPA] and [ACE ] were equal to 0 mM. After the data collection,
the model was calibrated using two different error distributions, i.e. the absolute
constant error and the relative error. It was found that the absolute constant error
distribution was no suitable error distribution (p-value of 0.00715), and thus was
rejected. The relative error distribution seemed to represent the error distribution
well, for µ=0 and σ(v)=0.10 v. The calibrated parameter values and 95 % CIs are
given in Table 4.6. The gathered forward initial reaction rate data and calibrated
model are shown in Figure 4.11.
CHAPTER 4 APPLICATION OF ITERATIVE ROBUST MODEL-BASED OPTIMAL EXPERIMENTAL


















data with 95% CI































Figure 4.11: The model prediction vforw and corresponding experimental
data are shown for different concentrations of IPA and BA.
From Figure 4.11 it is clear that the model is able to predict the data well. How-
ever, at high concentrations of IPA, the measurement uncertainty is higher. This
is probably related to the operational instability of the enzyme at high amine
donor-to-acceptor ratios.
4.5.2 Dissociation parameters
After estimating the parameters of both the forward and backward initial reaction
rate, three parameters remained to be calibrated: Keq, KiIPA, and KiMPPA. Using
the Haldane relationship from Equation 4.3, Keq could already be estimated (Segel,
1975). To estimate the other two parameters, additional initial rate experiments
were performed. The substrate concentrations for [IPA] and [BA] were fixed to 450
and 10 mM respectively. The product concentration of [ACE ] was varied between
0 and 100 mM and that of [MPPA] was varied between 0 and 20 mM, and is shown
in Figure 4.12. Twelve experiments were carried out, allowing to calibrate the two
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Figure 4.12: The experiments to estimate the dissociation parameters were
performed at varying product concentrations ([ACE ] and [MPPA]) and con-
stant substrate concentrations ([IPA]=450 mM and [BA]=10 mM).
4.5.3 Model validation
A model validation was performed at different initial conditions and it was found
that the model prediction showed a good correspondence with the experiments at
low reaction times (< 7 h). At higher reaction times (up to 17 h), [MPPA] was
overpredicted and [BA] underpredicted. Two possible reasons can be formulated:
First, the model in Equation 4.2 might be unsuitable for predicting the concen-
trations for high reaction times. Second, the enzyme was suffering from some
stability issues and precipitation was observed, possibly influencing the reaction
kinetics. To obtain a more accurate model predictions at high reaction times,
an extension of the model with a suitable enzyme deactivation mechanism should
be considered. Most often enzyme deactivation can be described by a first-order
mechanism (Sadana, 1988), and thus model complexity is not increased consider-
ably. As the model can be regarded as calibrated and validated for low reaction
times, the final parameter values, 95 % confidence intervals and correlation are
given in Table 4.6. The 95 % confidence intervals and correlations were calculated
using the FIM (Table 4.7), and since the model in Equation 4.2 is nonlinear, this
is only a rough approximation (see section 4.4.5).
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Table 4.6: Calibrated parameter values and corresponding 95 % confidence
intervals for the model in Equation 4.2.
Parameter type Parameter Value 95 % CI ( SD ) Units
Forward
Vf 24.0 ± 2.5 ( 1.3 ) nmolUmin
KBA 3.39 ± 0.67 ( 0.33) mM
KIPA 138 ± 22 ( 11 ) mM
Backward
Vr 21.7 ± 5.3 ( 2.6 ) nmolUmin
KMPPA 2.96 ± 1.48 ( 0.73) mM
KACE 250 ± 81 ( 40 ) mM
Dissociation
KiIPA 1.76 ± 0.29 ( 0.13) mM
KiMPPA 1.60 ± 0.40 ( 0.18) mM
Equilibrium Keq 1.94 ± 0.65∗ ( 0.32) −
∗
Using Equation 4.3, the uncertainty of Keq was estimated directly from the un-
certainties of the other parameters, taking into account the correlation between
the different parameters.
Table 4.7: The correlation matrix for all the parameters from Equation 4.2.
It can be seen that the correlation between parameters which are estimated
simultaneously is high. Parameter estimates which have been estimated
separately have no correlation (since they were estimated from different
data sets), and are therefore set to zero.

Vf KBA KIPA Vr KMPPA KACE KiIPA KiMPPA Keq
Vf 1 0.88 0.91 0 0 0 0 0 −0.33
KBA - 1 0.71 0 0 0 0 0 −0.38
KIPA - - 1 0 0 0 0 0 −0.33
Vr - - - 1 0.98 0.87 0 0 0.85
KMPPA - - - - 1 0.78 0 0 0.82
KACE - - - - - 1 0 0 0.87
KiIPA - - - - - - 1 0 0
KiMPPA - - - - - - - 1 0




The iterative robust model-based optimal experimental design (rMbOED) strat-
egy was applied to the backward initial reaction rate (i.e. a submodel of the plain
ping-pong bi-bi model), and proved to be powerful and superior to the uniform
design strategy. By using rMbOED, parameter confidence intervals can be reduced
efficiently and the experimental region of interest can be identified. This is impor-
tant for experimentalists, since it allows to identify opportunities already during
the experimentations, allowing them to extract more informative data. During
the iterative rMbOED, the experimental design space Ψ was gradually expanded
to include informative design regions. Since no detailed information was available
prior to the experimentation a suitable experimental design range was unknown,
and thus a conservative design space was considered initially. Using data collected
earlier, the remaining model parameters were successfully calibrated, and the full
model in Equation 4.2 was validated for short term experiments (< 7 h). How-
ever, large deviations between the data and model predictions were found at long
reaction times. This is probably related to enzyme instability and/or precipita-
tion.
The use of linearisation techniques like the Fisher information matrix (FIM) to
approximate the confidence region of the parameters, was found to deviate sig-
nificantly from the likelihood confidence region. It was found that the confidence
region predicted by the FIM overpredicted the lower 95 % confidence interval
boundary, but underpredicted the upper 95 % confidence interval boundary. The
relative curvature measures proposed by Bates and Watts (1988), allowed to deter-
mine whether the FIM is appropriate to approximate the confidence region, and
thus should be always calculated when using the FIM for nonlinear models.
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Abstract
As already stated in the introductory chapter, microreactors are becoming more
popular in the biocatalytic field since they provide better controllability com-
pared to conventional batch reactors and allow to achieve process intensification
by speeding up reactions. However, even these small-scale reactors can suffer from
mass transfer limitations. Traditionally, dimensionless numbers such as the second
Damko¨hler number are used to determine whether the reaction is either kineti-
cally or mass transfer limited. However, these dimensionless numbers only give
a qualitative measure of the extent of the mass transfer limitation, and are only
applicable to simple reactor configurations. In practice, this makes it difficult to
rapidly quantify the importance of such mass transfer limitations and compare dif-
ferent reactor configurations. This chapter presents a novel generic methodology to
quantify mass transfer limitations. It is applied to two microreactor configurations:
a microreactor with immobilised enzyme at the wall and a Y-shaped microreac-
tor with one inlet stream containing enzyme and the other containing substrate.
The results of the immobilised enzyme microreactor correspond very well with the
traditional approach of using the second Damko¨hler number (DaII). However, the
results of the Y-shaped microreactor showed that the second Damko¨hler number
is not applicable in this case, indicating that dimensionless numbers should be
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applied with care. For both configurations, the mass transfer limitations could
be quantified and linked with appropriate dimensionless numbers, illustrating the
power of the proposed methodology.
5.1 Introduction
Microreactors have received considerable interest in the (bio)chemical field, espe-
cially due to their versatility and improved controllability of the process. Indeed,
they can be operated in batch or in continuous mode, they consume only limited
amounts of chemicals per experiment, which gives them a competitive advan-
tage over conventional lab-scale batch reactors when used for process screening,
for biocatalyst screening or for kinetic characterisation of the biocatalyst. These
microreactors have small channels with dimensions below 1 mm, which enhances
transfer rates for both mass and heat (Walter et al., 2005; Tusˇek et al., 2012).
By reducing the distance between reactants, mass transfer limitations are reduced
in a microreactor (Swarts et al., 2010). However, even at such small dimensions,
mass transfer limitations can still occur and have an important impact. That is
why in the literature the importance of mass transfer limitations in microreactors
is discussed frequently (Kockmann et al., 2004; Walter et al., 2005; Swarts et al.,
2010). Mass transfer limitations lead to a reduced volumetric productivity (Lee,
1989), but also obscure the underlying kinetic model parameter values (Kerby
et al., 2006). Kinetic model parameter values which are estimated based on mass
transfer limited measurements, yield apparent parameter values which represent
the combined effect of both mass transfer limitations and kinetics (Kheirolomoom
et al., 2002). In order to retrieve the underlying or so-called intrinsic parameter
values, these mass transfer limitations need to be excluded by improving the inter-
nal mixing and/or optimising the geometry of the reactor. Given this relevance, it
is important to identify whether mass transfer limitations are occurring. Tradition-
ally, dimensionless numbers such as the second Damko¨hler number (DaII) are used








The second Damko¨hler number (DaII) represents the ratio between the reaction
rate and the diffusion rate. However, in many cases it is also represented as the
ratio of the diffusion time and reaction time (Kockmann et al., 2004). The diffusion
time can be calculated by the Einstein equation for the Brownian motion of a
particle or molecule suspended in a fluid (Equation 5.2) (Einstein, 1956).
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x2 = 2Dt (5.2)
where x2 represents the mean quadratic displacement of the molecule under study,
D the diffusion coefficient of the molecule and t the time the molecule could diffuse.
From Equation 5.2, the diffusion time needed by the molecule to reach distance x
can be calculated (Kockmann et al., 2004). To extract the reaction time, different
definitions of reaction time are available in the literature: Kockmann et al. (2004)
and Roberge et al. (2005) use the half-life time of the reaction to characterise reac-
tions, while Swarts et al. (2010) use the time at which 95% conversion is reached.
A reaction time yielding 100% conversion cannot be used in most cases, since
for many kinetic models the reaction rate approaches zero at very low substrate
concentrations, yielding an infinite reaction time (Swarts et al., 2010).
In channel-like microreactors, the second Damko¨hler number DaII can be easily
applied to determine whether a reaction is mass transfer limited or kinetically
limited. However, this comes with some limitations. A first drawback of this
dimensionless approach is that it only gives a qualitative estimate of the mass
transfer limitation. For instance, when DaII is high (1), the reaction is said to
be mass transfer limited and when it is low (1), the reaction is kinetically limited.
However, for most cases no quantification of the level of mass transfer limitations
can be directly extracted. In the literature, the value of the second Damko¨hler
number at which a reaction is changing from mass transfer limited to kinetically
limited is around one (Gervais and Jensen, 2006). Walter et al. (2005) state that
in the case of circular channels with plug flow, a DaII below 0.1 represents the
kinetically limited region, whereas for DaII values above 100 the reaction is mass
transfer limited. A DaII value between 0.1 and 100 represents a so-called transient
region. Information about the transition of mass transfer limited to kinetically
limited conditions is not always available and is only valid for that particular
microreactor configuration. Secondly, no quantitative information is given about
the reduction in productivity, making it almost impossible to determine whether
mass transfer limitations are important in terms of process efficiency.
Next to DaII, which is used to identify mass transfer limitations, the first Damko¨hler
number (DaI) represents the ratio between the residence time of the solution in
the reactor and the reaction time (Equation 5.3). The same difficulties arise with
the definition of the reaction time as with the second Damko¨hler number. At large
values of the first Damko¨hler number (DaI 1), the reaction has sufficient time
to complete. At small DaI values (DaI1), the reaction does not have sufficient
time to reach full conversion.





Despite the fact that these dimensionless numbers are widely used in the chemical
engineering field, not everyone is familiar with these dimensionless numbers and
therefore one sometimes even starts developing “new” but redundant dimension-
less numbers. E.g. Kerby et al. (2006) propose a criterion λ which represents
the ratio of reaction rate to mass transfer rate, and they state that it “was de-
veloped to evaluate the importance of flow-dependent, mass-transfer resistances in
predicting kinetic rate constants”. In fact, the proposed λ criterion is just another
representation of the second Damko¨hler number (DaII).
The use of DaII is not very straightforward, not usable for more complex reac-
tor configurations and, most importantly, does not provide quantitative informa-
tion about mass transfer limitations (except in some simplified cases (Loffler and
Schmidt, 1975)). As there is currently no good and easy method to decide on the
appearance, let be quantifying mass transfer limitations, this chapter presents a
novel generic methodology to determine whether a system is kinetically or mass
transfer limited. It is based on the comparison of the outcome of a rigorous Com-
putational Fluid Dynamics (CFD) model simulation and predictions from an ideal
reactor model for the assessment of mass transfer limitations. The methodology is
subsequently applied to two types of microreactor setups that are studied in this
dissertation: a microreactor with immobilised enzyme at the wall and a Y-shaped
microreactor with one inlet flow containing the enzyme and the other inlet flow
containing the substrate. Finally, the presented generic methodology is compared
with the traditional approach using dimensionless numbers.
5.2 Theoretical background
5.2.1 Dimensionless numbers
Two dimensionless numbers have already been introduced in this chapter, i.e.
the first (DaI) and second Damko¨hler number (DaII). However, more dimen-
sionless numbers are considered to be important in the context of microreactors.
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where u¯x is the average flow velocity in the x-direction (i.e. direction of flow), W
the microreactor width and D the diffusion coefficient of the solute. If Pe is large,
convective transport dominates over diffusive transport in the direction of flow.
In this case, it is valid to assume that the upstream concentrations do not depend
on the downstream concentrations. This assumption is valid for most microfluidic
conditions (Ristenpart et al., 2008; Vrentas and Vrentas, 2013).
Another important dimensionless number is the Reynolds number (Re), which
is defined as the ratio between inertial and viscous forces. For small and long





with ρ the density of the fluid and µ the dynamic viscosity of the fluid. At low
Re values, the viscous forces are dominant and the flow is well-structured and
laminar. However, at high Re values, instabilities start to occur and the fluid
flow starts to become turbulent (Kockmann et al., 2004). Most of small-scale
liquid-phase flow systems have Reynolds numbers significantly less than 2000,
which means these systems exhibit laminar flow and thus have a parabolic flow
profile (Nagy et al., 2012). As a consequence, the fluid in the center spends only
half as much time in the reactor compared to fluid at the walls, yet microreactors
are frequently described as displaying plug flow behaviour (Nagy et al., 2012). To
evaluate whether this plug flow assumption holds true, the Bodenstein number Bo
can be used. Bo describes the ratio of the convection to dispersion to estimate the





where L is the length of the microreactor and D the Taylor dispersion coefficient.
The Taylor dispersion coefficient D is defined as follows (Equation 5.7):





where D is the diffusion coefficient of the solute and β is a parameter depending on
the channel geometry: It is 48 for circular tubes and approximately 30 for square
channels (Datta and Ghosal, 2009).
In the case of plug flow behaviour, it is expected that a pulse of a certain solute
at the inlet of the reactor leads to a pulse at the outlet after a certain residence
time. However, at low Bodenstein numbers (< 100) large deviations from plug
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flow behaviour appear since the dispersion phenomenon becomes important. In
this case, a pulse of a certain solute at the inlet of the reactor will lead to a broad
peak at the outlet. In order to successfully predict the behaviour of solutes at
low Bo numbers, the dispersion model derived by Taylor and Aris needs to be
used (Taylor, 1953; Aris, 1956).
The application of dimensionless numbers can yield interesting information, but
a dimensionless analysis does not unravel the underlying physics or the nature of
a physical phenomenon (Sablani et al., 2006). Moreover, dimensionless numbers
rely on strong simplifications: idealised geometries, simplified chemistry, etc. At-
tempts to more realistically include non-idealities soon lead to extremely complex
analytical models (Van Sark et al., 1990). Therefore, in order to include multidi-
mensional effects in real-life geometries, realistic chemistry, etc. one has to resort
to numerical models (Kleijn, 2012). In order to obtain a more fundamental under-
standing of the underlying processes taking place, a more advanced study should
be performed.
5.2.2 Enzymatic process and kinetic model
Next to fluid flow, a reaction needs to be considered. In this and the following
chapter a simple enzymatic reaction was selected for this study. The enzymatic
process that was studied, is given in Equation 5.8.
E + S
kcat−→ E + P (5.8)
with enzyme E [g/L], substrate S [mM], product P [mM]. kcat [L/(g · s)] repre-
sents the turnover number of the enzyme. This reaction follows a second-order
reaction mechanism (Equation 5.9). The average enzyme concentration was kept
constant at 0.0454 g/L for the different reactors in this chapter, reducing the en-










with rmax [mM/s] the maximum reaction rate (which is equal to kcat[E][S]0) and
rS the substrate consumption rate [mM/s].
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5.2.3 Plug flow reactor
A plug flow reactor provides the highest theoretically possible productivity, since
the flow of fluid through the reactor is orderly with no element overtaking or mixing
with any other element ahead or behind (Levenspiel, 1972). As a consequence, only
lateral mixing can be present and the residence time of all elements of fluid is the
same (Levenspiel, 1972). The aim of using a microreactor is to approximate this
interesting ideal behaviour as closely as possible. The equation describing the
concentration profile of the different solutes in a plug flow reactor with a constant-






where τ [min] is the residence time, [S] [mM] is the concentration of substrate
S, and rS [mM/s] is the substrate consumption rate. By inserting the kinetic
expression for rS and integrating Equation 5.10, the evolution of [S] in function of
the residence time τ can be easily obtained. However, the plug flow approximation
is only valid in case no mass transfer limitations occur and dispersion is fairly low
compared to convection (Nagy et al., 2012).
5.2.4 Advection-diffusion-reaction in a microreactor
If the mass transfer limitations are not negligible, the advection-diffusion-reaction
equation has to be used in order to accurately predict time- and location-dependent
substrate and product concentrations in the microreactor. The general steady-
state equation for advection-diffusion-reaction is given in Equation 5.11:
∂ci
∂t
= ∇ · (Di∇ci)−∇ · (uci) + ri({cj}) (5.11)
where u is the velocity field, Di is the diffusion coefficient of species i, and ri({cj})
the rate of production or consumption of species i, which in general can depend
on all the concentrations of the available species (∀j ∈ 1, . . . , n) in a nonlinear
fashion (Ristenpart and Stone, 2012). In case of steady-state simulations, the
term ∂ci/ ∂t vanishes. In this dissertation, it is generally assumed that the diffu-
sion coefficient D is constant and the fluid is incompressible, thereby simplifying
Equation 5.11 to Equation 5.12:
u · ∇ci = Di∇2ci + ri({cj}) (5.12)
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This equation is numerically approximated (in 2D, the microreactor height H is
ignored) in the following, and compared to the ideal plug flow model predictions
in order to quantify the mass transfer limitations. However, by making proper
assumptions, Equation 5.12 can also be simplified to derive two dimensionless
numbers which can give a qualitative estimate of the importance of mass trans-
fer limitations. This allows to compare the generic methodology discussed later in
this chapter with the traditional approach of using dimensionless numbers. For the
derivation, it is assumed that the convective transport by means of a mean fluid ve-
locity dominates over axial diffusive transport in the downstream x-direction. This
assumption can be made in most microfluidic conditions because the Pe´clet num-
ber is sufficiently large (Ristenpart et al., 2008). Diffusion is of major importance
perpendicular to the x-direction. The equation for the substrate at steady-state









where ux is the velocity in the x-direction. If Equation 5.13 is applied to the






















where [S]0 is the incoming substrate concentration, W the microreactor width and







































Equation 5.15 yields two dimensionless numbers. The first number resembles the
Pe´clet number (Equation 5.4) but in a slightly modified form to include both
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the width and length of the microreactor and will henceforth be called the two-
dimensional Pe´clet number (Pe2D) and is given by Equation 5.16. It is defined as







At very low flow velocities (ux ≈ 0 m/s), e.g. close to the microreactor wall, the
Pe2D is close to zero and the first term of Equation 5.15 vanishes.
The second dimensionless number of Equation 5.15 is the second Damko¨hler num-
ber (DaII) applied to the current case (in contrast to the conceptual introduction
of DaII in Equation 5.1), which means that it is only valid for the kinetic model
and reactor geometries under study. As stated earlier, at high DaII values the
process is severely mass transfer limited, i.e. diffusive mass transfer is much lower
than the reaction rate. By increasing the (diffusive) mass transfer, the reactor






5.3 Materials and methods
5.3.1 Microreactor configurations
Two different microreactor configurations with a rectangular cross section are
investigated: a microreactor in which the enzyme is immobilised at the wall
(Figure 5.1) and a Y-shaped microreactor in which one of the inlets is used to
supply the solution containing the substrate and the other inlet is used to supply
the solution containing the enzyme (Figure 5.2). These microreactor configura-
tions were selected since they are widely described in literature with respect to
mass transfer limitations and dimensionless numbers (Swarts et al., 2010; Gervais
and Jensen, 2006; Tiˇsma et al., 2009). The length of all the microreactors under
study was 10 cm and the nominal width was 200µm. However, the width was
altered in some cases to determine the effect of the microreactor width on mass
transfer limitations. The height of the microreactor was assumed to be much larger
compared to the microreactor width (HW ).
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Microreactor with immobilised enzyme
For this microreactor configuration, it is assumed that the enzyme is attached to
the microchannel wall and a single inlet stream containing substrate is fed to the
microreactor. Due to the laminar flow profile, the microreactor can be considered
symmetric, with a symmetry plane around the center. A schematic representation











Figure 5.1: Schematic representation of an immobilised enzyme microreac-
tor with a laminar flow profile represented as velocity vector arrows yielding
a parabolic velocity profile. The top and bottom walls of the microreactor
are coated with enzyme.
Y-shaped microreactor
Enzyme and substrate are fed into the microreactor by separate parallel inlet
streams. A schematic representation of this configuration is represented in Figure 5.2.
Since both flows exhibit a laminar flow profile, the two flows do not mix, but stay
in contact with each other through an interface area in the middle of the channel
through which diffusion of the solutes and enzymes can take place (Tiˇsma et al.,
2009). The dark grey area represents the area where the enzyme is available.
The shape of the area depends on the inlet velocity and the diffusion coefficient
of the enzyme, where higher diffusion coefficients will lead to a larger area where
the enzyme is available. In Figure 5.2, the diffusion of enzyme is assumed to be
negligible.
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Figure 5.2: Schematic representation of the Y-shaped microreactor config-
uration. Substrate and enzyme are fed into the microreactor in different
parallel streams. The dark grey area represents the area where the enzyme
is available.
5.3.2 Modelling of microreactor configurations
Computational Fluid Dynamics (CFD) simulations can be applied rather easily to
microreactors since most configurations are fairly simple and laminar flow condi-
tions apply. Therefore, a two-dimensional CFD model is set up for both config-
urations in OpenFOAM, and this simplification is found to be reasonable as the
relative difference between the 2D and 3D solutions is lower than 1%. For this
reason the height of the microreactor is ignored. The height of the microreactor
is also much larger than the width, so this simplification will have a negligible
impact. Different types of OpenFOAM boundary conditions are used: the fixed-
Value boundary condition, the zeroGradient boundary condition, the symmetry-
Plane boundary condition and the empty boundary condition. In the case of a
fixedValue condition, the value of the boundary condition is constant, known as a
Dirichlet boundary condition. For the zeroGradient condition, the normal gradient
at the boundary is kept constant at a value of zero, this is also known as a Neu-
mann boundary condition. The symmetryPlane boundary condition can be used
when a symmetry plane is present in the case under study. The empty boundary is
a special boundary condition normal to the third dimension for which no solution
is required. By using the symmetryPlane or empty boundary conditions the total
computational effort is reduced (OpenFOAM, 2014).
Microreactor with immobilised enzyme
For the microreactor with immobilised enzyme, the computational load could be
reduced by only modelling the lower part of the reactor (the part beneath the
symmetry plane in Figure 5.1). In this way the number of cells in the mesh can be
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Table 5.1: OpenFOAM boundary conditions for the immobilised enzyme
microreactor.
Boundary Variable Condition Value
inlet
u fixedValue 1.67× 10−4 m/s∗
p zeroGradient -
S fixedValue 50 mM
P fixedValue 0 mM














Uniform inlet velocity for τ=10 min. The parabolic laminar
flow profile is already fully developed after 0.3% of the reactor
length.
halved. The boundary conditions for the velocity u, the rho-normalised pressure
p, and the concentrations of the substrate S, product P and enzyme E are given in
Table 5.1. The inlet concentration of the enzyme E is 0 g/L, because the enzyme is
immobilised at the wall. The “computational” immobilisation of the enzyme in the
CFD software is practically achieved by setting a specified enzyme concentration
for all the cells adjacent to the microreactor wall. All the cells not adjacent to the
wall keep the enzyme concentration of 0 g/L. For this configuration the advection-
diffusion equation (Equation 5.12) is only solved for S and P and not for E,
because E is immobilised at the wall, making it impossible for the enzyme to
diffuse or be advected by the bulk flow. For this specific reactor configuration and
(linear) reaction, a general analytical solution exists (Gervais and Jensen, 2006),
which would reduce the computational requirements. However, it was decided
to compute the final solution using a numerical approach since such analytical
solutions only exist for simple cases. In this way, the developed methodology is
also applicable to cases where no analytical solution exists.
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Y-shaped microreactor
For the Y-shaped microreactor, the entire width of the microreactor has to be
modelled, because the inlet is not symmetrical. Therefore, only the boundary
conditions for the wall and the outlet (listed in Table 5.1) are also applicable
for this configuration. The boundary conditions for both inlets for the Y-shaped
microreactor are listed in Table 5.2.
Table 5.2: OpenFOAM boundary conditions for both inlets for the Y-
shaped microreactor. The boundary conditions for the outlet and wall are
the same as for the immobilised enzyme case (Table 5.1).
Boundary Variable Condition Value
inlet-north
u fixedValue 1.67× 10−4 m/s∗
p zeroGradient -
S fixedValue 0 mM
P fixedValue 0 mM
E fixedValue 0.0908 g/L
inlet-south
u fixedValue 1.67× 10−4 m/s∗
p zeroGradient -
S fixedValue 100 mM
P fixedValue 0 mM
E fixedValue 0 g/L
∗
Uniform inlet velocity for τ= 10 min. The parabolic laminar
flow profile is already fully developed after 0.3% of the reactor
length.
Since substrate molecules are much smaller compared to enzyme molecules, the
substrate is therefore assumed − realistically − to diffuse faster than the en-
zyme (Einstein, 1956). As a consequence, the importance of the diffusivity of the
enzyme will be much smaller compared to that of the substrate. It was therefore
decided to ignore the diffusion of the enzyme (DE =0 m
2/s), i.e. only the convec-
tive flow of the enzyme is taken into account. This is a major simplification, but
can be regarded as a practical solution to cope with the choice of two different
diffusion values (i.e. D and DE). As a consequence, the diffusion coefficient D
will represent the combined effect of the diffusion of the solute DS and diffusion
of the enzyme DE for all the Y-shaped microreactor simulations. However, using
Equation 5.2 a simple relationship between D, DE, and DS can be derived. At the
interface of the two parallel streams, the enzyme diffuses in the substrate stream
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and vice versa, creating an active area xcomb where the reaction can take place
and is represented by Equation 5.18.
xcomb = xS + xE (5.18)
where xS is the distance the substrate has diffused in the enzyme stream and xE is
the distance the enzyme has diffused in the substrate stream. Using Equation 5.2,









































= DS +DE + 2
√
DSDE (5.23)
When the actual values of the diffusion coefficients of the enzyme and substrate
are known, the “apparent” diffusion coefficient can be easily calculated using
Equation 5.23. This approach makes that the results of the Y-shaped microre-
actor shown in Section 5.4.2 are applicable for a wide range of diffusion coefficient
values.
5.3.3 Generic methodology to assess mass transfer limitations
To assess the mass transfer limitations of a certain reactor a generic methodology is
developed which allows to determine the impact of the different degrees of freedom
on the mass transfer limitation. The general overview of the methodology is given
in Figure 5.3 and consists of multiple steps further discussed in this section.
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Set degrees of freedom 1. Residence time
2. Maximum reaction rate
3. Diffusion coefficient
4. Microreactor width














Ideal plug flow simulation
Measures of interest
Total Conversion (TC) Relative difference (RD)
Figure 5.3: Flow chart representation of the proposed generic methodology
to obtain data for the analysis of mass transfer limitations in a microreactor.
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Define degrees of freedom
The different degrees of freedom need to be determined and appropriate ranges
for each of these degrees of freedom should be set. In this chapter four different
degrees of freedom are used.
1. Diffusion coefficient (D)
The diffusion coefficient of substrate S and product P is varied between
10−13 and 5× 10−9 m2/s, which is a broad range which also involves very
small diffusion coefficients. However, this makes it possible to determine
whether the results of the generic methodology relate with the traditional
approach of dimensionless numbers for a broad range of diffusion values. Al-
though D is fixed for a specific component, this also allows to investigate the
effect of using substrates which differ in molecular size, and thus in diffusion
coefficient. Moreover, one can judge what happens if e.g. another solvent
would be used in which the component has a different D. Hence, it could
assist in the choice of solvent. For every order of magnitude, samples were
taken at 1×10order and 5×10order (with order ∈ {−9,−10,−11,−12,−13}),
leading to 10 different D values.
2. Microreactor width (W )
Three different microreactor dimensions are selected: 200µm (20× 10 000
cells), 400 µm (40× 10 000 cells) and 1000µm (100× 10 000 cells). For the
immobilised case, the number of cells to describe the microreactor can be
halved by using a symmetry plane. For the 200 µm microreactor, this results
in 10× 10 000 cells.
3. Residence time (τ)
The study investigates three different residence times: 1, 10 and 30 min.
To alter the mean residence time, the uniform inlet velocity of the fluid is
changed accordingly: ux,inlet = L/τ where ux,inlet is the inlet velocity in the
x-direction, L the length of the microreactor and τ the mean residence time.
4. Maximum reaction rate (rmax)
The maximum reaction rate is varied between 1.14× 10−4 and
2.27× 103 mM/s. For every order of magnitude, samples were taken at
1.14 × 10order and 2.27 × 10order (with order ∈ {−4,−3,−2,−1, 0, 1, 2, 3}),
leading to 16 different rmax values.
For each of the degrees of freedom, a value needs to be selected and to be fed to
both the ideal reactor model and the CFD model. However, for the ideal plug flow
the diffusion coefficient D and microreactor width W do not impact the simula-
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tion, since the ideal plug flow is assumed to be completely mixed in the transverse
direction. The total number of CFD simulations for each microreactor configu-
ration is 1440 simulations ([10 diffusion values]∗[3 microreactor widths]∗[3 resi-
dence times]∗[16 maximum reaction rates]).
Execute simulations
After selecting the values for the different degrees of freedom, both models are
simulated.
1. Ideal plug flow
The residence time τ and reaction rate rmax are set in the model. The model
simulation is performed and the product concentration [P ]out,PF at the outlet
is extracted from the simulated data.
2. CFD
Depending on the selected microreactor width, the corresponding compu-
tational grid is chosen. Subsequently the initial scalar fields of substrate
S, product P and enzyme E are set and a steady-state laminar flow solver
is used to solve the Navier-Stokes equations and generate the steady-state
flow profile. Next, this flow profile is used to calculate the solution of the
advection-diffusion equations coupled with the kinetic model to generate the
required steady-state output concentration of substrate [S]out,CFD and prod-
uct [P ]out,CFD. The average concentration of substrates and products at the






where Cout,CFD represents the average substrate or product concentration,
n the number of cells at the outlet, Ci is the concentration in cell i at the
outlet, ux,i the flow velocity in the x-direction in cell i and Ai the outlet
area of cell i. It is always verified whether total mass is conserved in the
reactor. In case mass conservation is violated, solver settings are adapted
and the error-prone simulations are repeated until total mass conservation
is obtained.
Mass transfer analysis
After finishing both the ideal plug flow and CFD simulations for a certain selection
of degrees of freedom, the results are compared to evaluate deviations from the
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ideal case. Two types of measures are extracted from the simulations: the total
conversion (TC) of substrate (Equation 5.25) and the relative difference (RD)







[P ]out,PF − [P ]out,CFD
[P ]out,PF
· 100 (5.26)
where [P ]out,PF is the outlet concentration of product calculated from the plug flow
model, and [S]out,CFD and [P ]out,CFD are respectively the average outlet concentra-
tion of substrate and product calculated from the CFD simulation (Equation 5.24).
The total conversion (TC) has to be monitored, given the fact that if a reaction is
completely finished (TC≈1) at the moment of comparison, no conclusions can be
drawn since the relative difference RD will be close to zero. Therefore, it is impor-
tant to perform measurements to quantify the conversion that has been achieved
at a point where the reaction is not finished yet, because only in that case the
relative difference (RD) might give a quantitative estimation of the extent of mass
transfer limitations occurring in the microreactor. The validity of using the RD
as a measure for mass transfer limitations, will be shown in the results section.
The outlet concentrations of the CFD simulations are always compared with the
outlet concentrations of the ideal plug flow simulations, even when the Bodenstein
number Bo is low and ideal plug flow behaviour is violated. Like other types of
mass transfer limitations, dispersion will reduce the steady-state productivity of
the reactor and therefore scenarios with low Bo values will lead to increased RD
values. The validity of this assumption is discussed in the results section.
5.3.4 Software
To set up the presented methodology, two open-source software packages are cou-
pled together.
Python
Python is a high-level and open-source programming language and is used to
perform the ideal plug flow calculations by using the in-house developed pyIDEAS
package introduced in Chapter 2. A scenario analysis toolbox is constructed, based
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on the pyFoam library which allows to control OpenFOAM-runs and manipulate
OpenFOAM-data (Gschaider, 2010). This toolbox is used to perform the necessary
in silico experiments. After finishing all simulations, Python packages such as
Pandas (data structures and analysis) (McKinney, 2010) and matplotlib (plotting
library) (Hunter, 2007) are used to post-process the generated data.
OpenFOAM
OpenFOAM (Open source Field Operation And Manipulation) is an open-source
collection of C++ class libraries developed for simulating continuum mechan-
ics (OpenFOAM, 2014). As OpenFOAM does not have a GUI, all files and exe-
cutables are called from the command line. OpenFOAM 2.2.2 is used to numeri-
cally approximate the Navier-Stokes equations for laminar flow. The OpenFOAM
library contains a transient laminar flow solver icoFoam. However, transient simu-
lations are computationally expensive and take more time to converge. Therefore,
the icoFoam solver is converted into a steady-state solver, based on the imple-
mentation of the steady-state turbulent flow solver simpleFoam. This yielded a
steady-state solver for laminar flow, which was used for the calculation of the
flow profile in the microreactors under study. After obtaining the flow profile,
the advection-diffusion-reaction equation is solved (Figure 5.3). The advection-
diffusion solver for heat transfer scalarTransportFoam, is adapted and extended
to include the kinetic model (Equation 5.9) based on the User Guide of Open-
FOAM (OpenFOAM, 2014).
5.4 Results
The presented methodology (section 5.3.3) is applied to both microreactor con-
figurations, i.e. the microreactor with immobilised enzyme at the wall and the
Y-shaped microreactor. First, the results of the immobilised case are discussed in
more detail to illustrate the presented technique. Next, the results of the Y-shaped
microreactor are discussed. Both cases will also be compared with the traditional
approach which relies on dimensionless numbers in order to emphasise the merit
of the proposed technique.
The nominal values for the different degrees of freedom are given in Table 5.3.
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5.4.1 Immobilised enzyme at the wall
First, the individual effects of different degrees of freedom, i.e. diffusion coefficient
D, maximum reaction rate rmax, residence time τ and microreactor width W , will
be investigated and related to the total conversion TC and the relative difference
RD. Subsequently, the combined effect of the diffusion coefficient and the maxi-
mum reaction rate is analysed. Finally, the results of the generic methodology will
be compared with the second Damko¨hler number (DaII).
Effect of the diffusion coefficient
Figure 5.4 shows the impact of the diffusion coefficient D on the relative difference
RD and the total conversion TC. It can be observed that by increasing D, TC
is increasing and RD is decreasing. A higher diffusion coefficient leads to a more
homogeneous concentration across the cross section of the microreactor, leading to
ideal plug flow behaviour and, hence, a decrease in RD. Moreover, a high diffusion
coefficient leads to higher substrate concentrations at the wall and thus also in the
vicinity of the immobilised enzyme, which leads to an increase in total conversion
and productivity. For the nominal values selected here, a D value higher than
5× 10−11 m2/s leads to plug flow behaviour and complete substrate conversion.
These observations from the simulations are logical and fit with the theoretical
understanding about this system.
Effect of maximum reaction rate
Increasing the maximum reaction rate (rmax), which can be accomplished by
means of a more active enzyme, leads to increases in both the TC and the RD
(Figure 5.5). This means that higher maximum reaction rates lead to even higher
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Figure 5.4: Effect of the diffusion coefficient on the total conversion
(TC) and relative difference (RD) in both the enzyme immobilised mi-
croreactor and Y-shaped microreactor at τ=10 min, W =200 µm and
rmax=2.271 mM/s.
conversions, although saturation occurs at a total conversion value of 0.7. How-
ever, this also induces mass transfer limitations as can be seen from the RD curve.
For low rmax values (<0.1 mM/s), a monotonic increase in relative difference can
be observed. By increasing the maximum reaction rate at constant diffusion rate,
the CFD model reveals an increase in mass transfer limitations causing the relative
difference (RD) to rise. However, at a rmax value of 2.27× 10−1 mM/s, a maxi-
mum is observed in RD. This is caused by the fact that the ideal plug flow reactor
already reaches a conversion of 99.99 % at a rmax value of 1.54× 10−2 mM/s.
Hence, the maximum conversion is reached for the ideal plug flow reactor and
further increasing rmax no longer leads to increased conversion in the ideal plug
flow. In contrast, the predicted total conversion of the CFD model does increase
slightly since the substrate is locally depleted, leading to a higher driving force
for the diffusive mass transfer. At rmax values above 10 mM/s, the diffusive mass
transfer reaches the upper limit, leading to a constant TC and RD between the
ideal reactor and the CFD simulation.
Effect of residence time
To study the effect of residence time in the immobilised microreactor, the inlet
velocity is changed to the appropriate values. Table 5.4 shows that an increase in
residence time leads to an increase in TC and a decrease in RD. This means that
an increase in residence time positively affects the TC and the mass transfer which


























Figure 5.5: Effect of the maximum reaction rate on the total con-
version (TC) and relative difference (RD) in both the enzyme immo-
bilised microreactor and Y-shaped microreactor at τ=10 min, W =200 µm,
D=10−11 m2/s.
more time to be converted to product. Moreover, the effect of diffusion limitations
is reduced, because the substrate has more time to diffuse from the bulk of the
reactor to the enzyme.
Table 5.4: Impact of the residence time on the total conversion (TC)
and relative difference (RD) for both the enzyme immobilised microre-
actor and the Y-shaped microreactor at W =200 µm, rmax=2.271 mM/s,
D=10−11 m2/s.
Immobilised Y-shaped
τ [min] TC [-] RD [%] TC [-] RD [%]
1 0.173 81.46 0.033 86.25
10 0.707 29.27 0.779 22.13
30 0.969 3.07 0.988 1.22
Effect of microreactor width
The effect of changing the microreactor width is explored. In order to be able to
fairly compare simulation results corresponding to different microreactor widths,
kinetic conditions must remain constant. This is achieved by keeping the enzyme
and substrate concentrations at the same levels in the different simulated cases.
This implies that when W is doubled, the total amount of enzyme immobilised at
the wall needs to be doubled in the case of a rectangular reactor (Walter et al.,
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2005). In this way the average enzyme concentration in the reactor is kept con-
stant. It is assumed for the simulation that the amount of enzyme which could
be immobilised at the walls is no limiting factor, even though enzymes typically
have a diameter between 2 and 20 nm and thus this assumption will not be valid
in reality (Chaplin and Bucke, 1990). From Table 5.5, it can be concluded that an
increase in microreactor width, for a constant residence time τ, leads to lower TC
and higher RD values. This implies that an increase in microreactor width nega-
tively affects the extent of the reaction and the mass transfer. Substrate molecules
need to diffuse over longer distances to reach the enzyme which is immobilised at
the wall, yielding increased mass transfer limitations. Substrate molecules orig-
inating from the center of the microreactor, might in some cases even leave the
microreactor without reaching the enzymes.
Table 5.5: Impact of the enzyme immobilised microreactor width on




W [µm] TC [-] RD [%] TC [-] RD [%]
200 0.707 29.27 0.779 22.13
400 0.323 67.74 0.426 57.37
1000 0.133 86.73 0.170 83
Combined effect of the diffusion coefficient and maximum reaction
rate
After investigating the effects of the individual degrees of freedom, the combined
influence of the diffusion and maximum reaction rate is investigated. This com-
bined investigation yields more information about the mass transfer limitations,
but also on how the proposed methodology relates with the second Damko¨hler
number. The values of the residence time τ and microreactor width W are fixed
at their nominal values (Table 5.3) for this analysis. The diffusion coefficient values
and maximum reaction rate values are varied and 160 CFD simulations are carried
out. Figure 5.6 shows both the TC (dashed lines) and RD (greyscale) for the dif-
ferent sets of diffusion coefficients and maximum reaction rates. The dashed lines
in the figure represent sets of degrees of freedom with a constant conversion value,
i.e. iso-conversion lines. A linear interpolation is performed between adjacent
simulation values to generate continuous dashed lines.
From Figure 5.6, three different regions can be distinguished:
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Figure 5.6: Influence of the diffusion coefficient and maximum reaction
rate on conversion (dashed lines) and relative difference (grey colormap) in
an immobilised enzyme microreactor at constant values of τ=10 min and
W =200 µm. Dashed lines represent iso-conversion lines.
• Mass transfer limited region
At high maximum reaction rates (rmax>10
−2 mM/s) and low diffusion co-
efficients (D<10−11 m2/s) (bottom right in Figure 5.6), a high RD between
the ideal plug flow and the CFD model prevails. The conversion of substrate
to product proceeds so fast that mass transport rates govern the system be-
cause they are much slower. Since in this region the conversion only depends
on the diffusion coefficient, the system is said to be mass transfer controlled.
• Kinetically limited region
When the values of the diffusion coefficients are high (D>10−11 m2/s), a
low RD is found, implying that under these conditions no mass transfer
limitations occur independent from the value of the maximum reaction rate.
However, the latter is not entirely true, since the RD can only be used as a
measure for mass transfer limitation if the TC is sufficiently low (<0.9). At
high TC values, the RD automatically diminishes because the substrate is
almost fully converted into product, making the RD useless as measure for
mass transfer limitations. Therefore, only the region which has both a low
RD and sufficiently low TC can be regarded as the kinetically limited region,
which means that mass transfer limitations do not prevail and ideal plug flow
models can be used to simulate the reactor behaviour, hereby avoiding the
use of CFD models which are more computationally intensive. This region
is found at low maximum reaction rates and high diffusion coefficients (top
left region in Figure 5.6).
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• Full conversion region
At high maximum reaction rates (rmax>0.1 mM/s) as well as high diffusion
coefficients (D>5× 10−11 m2/s), the substrate is (almost) completely con-
verted at the microreactor outlet. That is why the RD is low. However,
no conclusions can be drawn about the fact whether mass transfer limita-
tions occur under these conditions. Therefore, it is important to keep TC
sufficiently low (TC < 0.90). By reducing the residence time, the RD can
be evaluated at lower conversions and conclusions can be drawn about mass
transfer limitations. This can be achieved by evaluating the current CFD
simulation result at a point inside the microreactor instead of at the outlet.
However, in real life, it is not always possible to have appropriate optical
access to the whole flow path (Mozharov et al., 2011).
Influence of microreactor width and residence time
The importance of the microreactor width (W ) can be seen in Figure 5.7. By
decreasing the microreactor width, the size of the kinetically limited region and
full conversion region are increased. This means that mass transfer limitations can
be reduced by decreasing the maximum diffusion length of the substrate molecules
to the immobilised enzymes (i.e. microreactor width W ).
By increasing the residence time (τ), the size of the full conversion region is increas-
ing. This could be expected, since the reaction has more time to complete at high
residence times. The size of the kinetically limited region is fairly constant for the
different residence times, however at low maximum reaction rates and low diffusion
coefficients a slight increase in mass transfer limitations can be found. For high
residence times, the reaction can proceed for much longer, so a small deviation
between the CFD model and the ideal model will be more pronounced.
Relation with dimensionless numbers
In Figure 5.8, the RD of Figure 5.7 is plotted along with the second Damko¨hler
number (DaII). It can be observed that the iso-DaII lines correspond nicely with
the transition from kinetically limited to mass transfer limited conditions. This
shows that the proposed methodology is consistent with the theory behind the
second Damko¨hler number. For this particular case, the second Damko¨hler number
values can be related to the RD and therefore the level of mass transfer limitation,
e.g. for all the simulations a DaII-value of 1 corresponds with a RD of 5 to 10%.
The correspondence of the DaII with the simulations also yields that both the
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Figure 5.7: Influence of residence time and microreactor width on conver-
sion and mass transfer limitation in an immobilised enzyme microreactor,
with sets of diffusion coefficients and maximum reaction rates at τ = 1, 10
and 30 min and W =200, 400 and 1000 µm. Each subplot represents RD as
a grey-scale map, where iso-conversion lines are shown as dashed lines.
diffusion coefficient (D) and the maximum reaction rate (rmax) play an important
role.
The importance of the Bodenstein number (Bo) is also assessed for the following
case: a microreactor width W of 400µm, a residence time τ of 30 min and a rmax
value of 2.271× 10−2 mM/s. This particular case is evaluated for two different dif-
fusion values, i.e. 10−13 and 10−9 m2/s. For the low diffusion case, the Bo value is
equal to 0.13, indicating that a large deviation from the plug flow is expected (Nagy
et al., 2012). For the high diffusion case, the corresponding Bo value is equal to
1086, indicating that this case should resemble a plug flow behaviour. The impor-
tance of the Bodenstein number is shown in Figure 5.9, which shows the product
concentration [P ] across the cross section at the outlet of the microreactor. For
the high Bo value, [P ] shows only a small decrease when approaching the center
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Figure 5.8: The results of the proposed methodology are compared with
the second Damko¨hler (DaII). Each subfigure represents RD as a grey-map,
the iso-DaII lines are shown as dashed lines.
of the reactor (−3.4 %). However, for low Bo values a large concentration gradient
exists near the reactor walls (at ±200 µm) and the concentration in the center of
the reactor is close to zero. This illustrates that the dispersion phenomenon is
important and can lead to a decrease in reactor productivity.
5.4.2 Y-shaped microreactor
The proposed methodology is also applied for the Y-shaped microreactor to illus-
trate the power and flexibility of the proposed methodology.
Effect of the diffusion coefficient
Increasing the diffusion coefficient has a positive impact on the TC and also reduces
the mass transfer limitations, as evidenced in Figure 5.4. A slight improvement in
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Figure 5.9: The concentration profiles of product P across the cross section
of the outlet for a high Bo value (Bo=1086) and a low Bo value (Bo=0.13).
Simulations are conducted for the immobilised enzyme microreactor for the
following case: W =400 µm, τ=30 min and rmax=2.271× 10−2 mM/s. The
diffusion coefficients for Bohigh and Bolow are 10
−9 and 10−13 m2/s respec-
tively.
performance with the same sets of degrees of freedom in TC and RD can be no-
ticed, upon comparison with data for the immobilised enzyme microreactor.
Effect of the maximum reaction rate
Increasing the maximum reaction rate has a positive influence on the total conver-
sion (TC) and mass transfer limitation (Figure 5.5). Microreactor performance in
terms of total conversion, increases when the reaction proceeds faster. Upon com-
paring data of the Y-shaped microreactor with the enzyme immobilised microreac-
tor, the Y-shaped system reaches a higher TC when rmax reaches high values. The
evolution of the relative difference (RD) of the Y-shaped reactor remains constant
around 40 % at low rmax values (rmax<0.5 mM/s), while the immobilised enzyme
microreactor shows a positive trend as a function of the rmax. This observation
already indicates that the behaviour of the Y-shaped microreactor is different from
the immobilised enzyme microreactor.
Effect of the residence time
By increasing the residence time τ, the TC is positively affected and the RD
is reduced (Table 5.4). Comparing with the immobilised enzyme microreactor
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values, it can be seen that at a higher residence time, total conversion and relative
difference are slightly improved in the Y-shaped microreactor.
Effect of the microreactor width
An increase in microreactor width W leads to a decrease in TC and an increase
in RD (Table 5.5). This means that an increase of the microreactor width W
negatively affects the performance of the Y-shaped microreactor. Comparing the
RD values of the Y-shaped case with the immobilised case, it seems that the
effect of changing the microreactor width is similar for both microreactor config-
urations.
5.4.3 Impact of the combination of the degrees of freedom
As shown with the immobilised enzyme case, the combined influence of different
degrees of freedom yielded considerable additional insight and information about
the conditions at which mass transfer limitations occur. To verify whether the
second Damko¨hler number can be applied in this case, a similar analysis is per-
formed.
Combined effect of the diffusion coefficient and maximum reaction
rate
The influence of the diffusion coefficient D and maximum reaction rate rmax on
both the TC and RD is shown in Figure 5.10. As in the previous case, three
different regions can be distinguished: the mass transfer limited region, the kinet-
ically limited region, and the full conversion region. The size and shape of the
full conversion region is quite similar to the immobilised enzyme case. However,
the transition from the kinetically limited region to the mass transfer limited re-
gion is totally different from the previous case. For the immobilised case, the RD
increases when the maximum reaction rate rmax increases (at constant D). In
contrast, no increase of the RD is observed at low maximum reaction rates for the
Y-shaped reactor case (at constant D). This behavioural change indicates that the
diffusion coefficient is primarily limiting the performance of the system under such
circumstances. Moreover, it should be noticed that, in contrast to the immobilised
enzyme reactor, an improvement of the reaction rate of the enzyme does not yield
any productivity increase. This indicates that the transport process occurring at
the interface of the two streams (i.e. the Y-shaped microreactor) is different from
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that occurring at the microreactor wall (i.e. the immobilised enzyme microreac-
tor). This is also illustrated in Figure 5.11, where the second Damko¨hler number
(DaII) is unable to describe the transition from the kinetically limited region to
the mass transfer limited region..
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Figure 5.10: Influence of the diffusion coefficients and maximum reaction
rates on conversion in a Y-shaped microreactor with constant values of
τ=10 min and W =200 µm. The dashed lines represent the iso-conversion
lines.
























Figure 5.11: The effect of the diffusion coefficient values and the maximum
reaction rates on the mass transfer limitations in a Y-shaped microreac-
tor with constant values of τ=10 min and W =200 µm. The dashed lines
represent the DaII numbers.
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Influence of microreactor width and residence time
The influence of residence time and microreactor width on the TC and mass
transfer limitation in a Y-shaped microreactor is shown in Figure 5.12. From
this figure, it can be derived that mass transfer limitation is negatively affected
by an increase in microreactor width. It seems that, for a better microreactor
performance, it is preferable to operate at low W , because both the kinetically
limited region and full conversion region are larger. As expected, the residence
time has a positive impact on the conversion, because the system has more time
to react. In contrast to the immobilised enzyme case, an increased residence time
also leads to a larger kinetically limited region. This supports the observation
made above that another process is governing the mass transfer limitations in
contrast to the findings with the immobilised enzyme case.
Relation with dimensionless numbers
As stated above, from Figure 5.12 it could be concluded that the diffusion coeffi-
cient is primarily limiting the performance of the system in the kinetically limited
region. This indicates that the second Damko¨hler number (DaII) is not suitable to
differentiate between kinetically limited and mass transfer limited conditions for
this specific microreactor configuration.
This can be seen from Equation 5.15 as the largest fraction of the reaction takes
place in the region where the advection cannot be ignored. This means that the
term ∂S∗/ ∂X∗ will have an important effect on the reaction rate.
It is possible that these two regions, with a constant RD, are influenced by the
value of the dimensionless numbers (the two-dimensional Pe´clet (Pe2D) and the
second Damko¨hler number (DaII)). Dividing both dimensionless numbers yields
a new dimensionless number, which is often referred to as the first Damko¨hler














Ristenpart and Stone (2012) state that neglecting the concentration term in Equa-
tion 5.15 can be assumed to be correct if the inequality (DaI1) is satisfied. This
simplification (shown in Equation 5.28) implies that the two-dimensional Pe´clet
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Figure 5.12: Influence of residence time and microreactor width on con-
version and mass transfer limitation in a Y-shaped microreactor configu-
ration with sets of diffusion coefficients and maximum reaction rates at
τ=1, 10 and 30 min and W =200, 400 and 1000 µm. Each subplot repre-
sents RD as a grey-scale map, and iso-conversion lines are shown as dashed
lines.
number (Pe2D) has a large impact on the solution of the equation, and the diffu-














However, at large maximum reaction rates, DaI is near or above unity and the
inequality is not satisfied and both terms contribute significantly to the solution. In
Figure 5.13 the correspondence of Pe2D with the proposed methodology is shown.
It is clear that the second Damko¨hler number is not applicable for the Y-shaped
microreactor case. However, in the literature DaII is wrongly used to describe the
mass transfer limitations for this specific case (Swarts et al., 2010).
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Figure 5.13: Influence of residence time and microreactor width on con-
version and mass transfer limitation in a Y-shaped microreactor configu-
ration with sets of diffusion coefficients and maximum reaction rates at
τ=1, 10 and 30 min and W =200, 400 and 1000 µm. Each subplot repre-
sents the RD as a grey-scale map, iso-Pe2D lines are shown as dashed lines.
The Bodenstein number (Bo) is evaluated for the same DOF values as in the
immobilised enzyme case, leading to the results shown in Figure 5.14. For the
high Bo number, the product concentration across the cross section of the reactor
is almost constant. In contrast, the concentration of the product for the low Bo
case is only present in the center of the reactor, i.e. the interface between the
stream containing substrate and the stream containing enzyme. This again shows,
that dimensionless numbers like Bo can be powerful if applied correctly, but also
that the proposed methodology can capture these effects since it will affect the
RD and TC.
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Figure 5.14: The concentration profiles of product P across the
cross section of the outlet for a high Bo value (Bohigh=1086) and a
low Bo value (Bolow=0.13). Simulations were conducted for the Y-
shaped microreactor for the following case: W =400 µm, τ=30 min and
rmax=2.271× 10−2 mM/s. The diffusion coefficients for Bohigh and Bolow
were 10−9 and 10−13 m2/s respectively. The stream containing enzyme is
located at the left side of the outlet, as illustrated in Figure 5.2.
5.5 Discussion
A qualitative overview of the presented methodology is given in Figure 5.15. At
low relative difference (RD) and low total conversion (TC < 0.9), the reaction is
said to be kinetically limited. At low RD and high TC, the substrate is (almost)
fully converted to product. At high RD and low TC, the reaction is mass transfer
limited since there is a large difference between the CFD and ideal plug flow
simulations. Since it is not possible to yield a high RD and high TC together,
this result can never be achieved. Since a high TC indicates that the substrate
concentration in the CFD simulation is low, the RD can never reach high values.
This kind of approach yields some opportunities, since it allows to quantify and
reduce mass transfer limitations. In this respect, it is possible to optimise the
(internal) reactor geometry, e.g. by including static mixers (Yang et al., 2015).
As stated before, dimensionless numbers can only be used for idealised reactor
geometries and simplified kinetics (Kleijn, 2012). In this sense, dimensionless
numbers are useless for advanced process optimisation.
For a real-life case, the required number of CFD simulations will depend on the
case. In this chapter two configurations are investigated in more detail, so the
corresponding dimensionless numbers can be used directly. For other and/or more
advanced configurations, it is advisable to perform at least some CFD simulations
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Figure 5.15: Based on the proposed measures of interest, i.e. the relative
difference (RD) and the total conversion (TC), the three mass transfer
regimes can be differentiated.
to increase the understanding about the system under study. The diffusion coef-
ficients of the different substrates and products are typically known a priori, and
the order of magnitude of the reaction rate can also be estimated. If the aim is to
perform experiments in the kinetically limited region to estimate the reaction rate
more precisely, the microreactor width is the variable which has most influence.
So with only a few CFD experiments, the optimal microreactor width can be de-
termined, keeping in mind any practical limitations. Experimental validation of
the in silico experiments can be achieved by altering the residence times and mi-
croreactor widths (Swarts et al., 2010). However, altering diffusion coefficients and
maximum reaction rates would yield some practical hurdles, since the substrate
and/or enzyme need to be changed.
For the two cases considered here, mass transfer limitations could be easily related
with an appropriate dimensionless number. This indicates that dimensionless num-
bers can be easily calculated for simple microreactor setup, and thus are certainly
useful and powerful. However, the correct identification of the underlying mass
transfer processes is crucial, since this will determine which dimensionless number
is appropriate. In this respect, Swarts et al. (2010) used the second Damko¨hler
number to calculate the mass transfer limitations in a Y-shaped microreactor. In
this chapter, it was shown that this not correct, since DaII is only applicable for
immobilised enzyme microreactors. However, based on this dimensionless number,
one might wrongly conclude that improving the turnover number of the enzyme
is crucial to improve the reactor productivity. Therefore, dimensionless numbers
should be applied with care. For more complex reactor configurations and/or re-
actions, the mass transfer will be governed by a multitude of phenomena, making
it difficult to directly relate the results with an appropriate dimensionless number.
By using the generic methodology proposed in this chapter, it is even possible to





According to Walter et al. (2005), the modified residence time should be kept
constant to determine whether mass transfer limitations occur. The modified








where nenzyme is the total amount of enzyme in the microreactor and FS is the
substrate flux at the inlet. When varying the microreactor width W and/or the
residence time τ, the enzyme concentration should be adapted to keep the τmod
constant. For the immobilised enzyme case, the total enzyme mass immobilised
at the wall is adapted when the microreactor width is changed. For the Y-shaped
microreactor, the incoming enzyme concentration is kept constant, since both the
total enzyme mass and substrate mass flowing in the reactor are related pro-
portionally to the microreactor width. So for the simulations involving different
microreactor widths, the τmod requirement is met. However, for the simulations
involving different residence times, no changes are done in total enzyme mass,
leading to different τmod values. Walter et al. (2005) conclude that in this case,
microreactor results cannot be compared to assess mass transfer limitations. How-
ever, by using the proposed methodology the microreactor (CFD) results are not
compared directly with each other, but with the corresponding ideal plug flow
case. As a result, the mass transfer limitations can be assessed as long as the con-
ditions are the same for both the CFD reactor and the ideal plug flow reactor. The
τmod does not have to be taken into account for the proposed method. However,
for experimental approaches, in which experimental results have to be compared
directly, a constant τmod remains an important requirement.
Loffler and Schmidt (1975) derived an effectiveness factor η, which was the ratio
of the diffusion-limited reaction rate to the maximum reaction rate, in function
of DaII. In this way, reductions in productivity due to mass transfer limitations
could be directly related with the DaII. However, the process was only governed
by diffusion and took place in a simple and repetitive geometry, making it possible
to derive this analytic relationship. For more complex (nonrepetitive) geome-
tries and/or more complex processes, it will become impossible to derive such
relations (Kleijn, 2012). In this chapter, the choice for comparing simulated (out-
let) concentrations instead of reaction rates, makes the proposed methodology
independent of the actual reactor geometry and potentially also applicable for
experimental work.
The Bodenstein number (Bo) is evaluated for different cases, and the importance
of the dispersion phenomena can be directly linked with a reduced reactor pro-
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ductivity (increased RD). Therefore, it can be concluded that, even for low Bo
values, the ideal plug flow model is the proper reference model to compare the
CFD simulations with in order to assess mass transfer limitations. In this chap-
ter this comparison is only carried out for steady-state simulations. For transient
simulations, it will become much harder to compare both simulation results, since
the nonideal behaviour of the real-life reactor will lead to changes in the mean res-
idence time and residence time distribution function (Scott Fogler, 2004).
In some cases, the Y-shaped microreactor outperforms the immobilised enzyme
reactor, e.g. higher TC values in Figure 5.4. However, this difference in TC should
be very high to make a system relying on free enzyme economically feasible, due
to the fact that the enzyme catalyst is expensive. In the immobilised reactor
configuration the enzyme will be reused each time new substrate is passed over
the immobilisation surface, while in the Y-shaped reactor fresh enzyme needs to
be added continuously.
No explicit diffusion of the enzyme is considered here, however for enzymes which
can diffuse the obtained results will be similar. In this chapter, the diffusion
coefficient of the solute (D) in the Y-shaped case was in fact a lumping of both
the diffusion coefficient of the solute (DS) and the enzyme (DE) (Equation 5.23).
So by taking into account the actual diffusion value of the enzyme, the diffusion
coefficient of the solute needs to be reduced (Equation 5.23) to obtain comparable
mass transfer limitations. Some diffusion coefficients of enzymes in water of 25 ◦C
are listed in Table 5.6. From this table it can be concluded that an enzyme diffusion
coefficient of about 10−11 m2/s is more realistic for experiments in water. Since
the diffusion coefficient values are particle-, solvent- and temperature-dependent,
lower diffusion coefficient values are possible in other solvents or mixtures (Chirico
et al., 1999).
A grid independency test was performed for both microreactor cases. Since simu-
lations were conducted for many different conditions, the grid independency was
only evaluated for a residence time τ of 10 min and a width W of 200 µm. To
perform the grid independency test, three different meshes were constructed by
changing the number of cells perpendicular to the flow direction to 20, 40 and 100.
Using these different meshes, it was found that for the relative difference in outlet
concentration of product P (Equation 5.24) between the basic mesh (20× 10 000
cells) and refined mesh (100× 10 000 cells), is sufficiently low (< 5%). Only for
conditions where both the diffusion is low (D < 10−11 m2/s) and the maximum
reaction rate is high (rmax>2.271 mM/s), the difference between both meshes was
found to be slightly higher and a more refined mesh would improve the accuracy.
However, at these conditions mass transfer limitations are already severe and some
120 5.5 DISCUSSION
Table 5.6: Diffusion coefficients of different solutes and enzymes in water at
25 ◦C. (Freitas, 2003; Milozˇicˇ et al., 2014; He and Niemeyer, 2003; Kremzner
and Wilson, 1964)







NaCl 58.5 1.5× 10−9
Acetophenone 120.2 7.35× 10−10
Glucose 180 7.1× 10−10







s Insulin 24 430 7.7× 10−11
Hexokinase (yeast) 99 000 6.0× 10−11∗
Glucose dehydrogenase 190 000 3.6× 10−11
Acetylcholinesterase 230 000 4.3× 10−11∗
∗
Diffusion value at 20 ◦C.
(small) changes in productivity will have a limited impact on the mass transfer
prediction. Moreover, the study was computationally very demanding and thus
a trade-off was made between accuracy and computational time. On average one
CFD simulation took about 36 min on eight cores, so in order to calculate all 2880
simulations about 72 days of computational time were required.
The uncertainty of the quantification of the mass transfer limitations depends on
both the accuracy of the kinetic model and the CFD model. It is therefore im-
portant to determine whether kinetically limited data are used to calibrate the
kinetic model parameters. Moreover, a grid independency test should be per-
formed to make sure the CFD results are grid independent. When the accuracy
of both models is known, it would be possible to calculate the uncertainty of the
quantification of the mass transfer limitations. However, this is outside the scope
of this chapter.
The presented methodology can be used for solvent selection, since changing the
solvent will affect both the rmax and D. By identifying scenarios with low mass
transfer limitations, it would be possible to switch to a more suitable solvent.
From a theoretical point of view, this approach makes sense since changing the
viscosity does not influence the velocity profile in laminar conditions of Newtonian
fluids (C¸engel et al., 2008). However, it should always be checked whether Re is
sufficiently low (i.e. laminar flow conditions) and whether the required pressure-
drop is realistic, since the ∆p is proportional to the flow rate and viscosity µ.
Moreover, the rmax and D values are only available for a limited amount of solvents
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(mostly water). This approach shows a lot of potential, but also comes with
practical limitations since it requires a lot of information which probably needs to
be gathered by performing a large-scale screening exercise.
5.6 Conclusions
A generic methodology was presented to assess mass transfer limitations. This
methodology allows one to determine the importance of mass transfer limitations
for a (micro)reactor configuration of interest.
• The second Damko¨hler number (DaII) is frequently used to determine the
extent of mass transfer limitations in microreactors. It was found that for
the immobilised enzyme case DaII is suitable to decide on mass transfer lim-
itations. However, from the results of the Y-shaped microreactor it could
be concluded that the second Damko¨hler number is not always an appropri-
ate number to assess mass transfer limitations. The two-dimensional Pe´clet
number (Pe2D) should be used in the case of the Y-shaped microreactor to
determine the level of mass transfer limitation.
• The generic methodology can help researchers to build knowledge and sup-
port choosing the right dimensionless number. E.g. Swarts et al. (2010)
wrongly used the second Damko¨hler number (DaII) to study the effect of
diffusion on the enzyme activity for a Y-shaped reactor. By using the generic
methodology, such mistakes can be avoided and the real underlying process
taking place can be identified.
• The generic methodology is computationally expensive. To construct one
subfigure to illustrate the effect of the diffusion coefficient and the maximum
reaction rate, 160 CFD simulations were required. However, this number
does not reflect the required number of experiments in a real-life case. In
real-life, the diffusion coefficient and maximum reaction rate are fixed. Only
the residence time and microreactor width can be varied, and in this way the
total number of required CFD simulations can be drastically reduced when
specific substrates and enzymes have been identified for a reaction system.
• A simple kinetic model was selected. More research needs to be done for more
complex kinetic models, but also for more complex reactor configurations.
However, the developed methodology is independent of the kinetic model
under study, and is therefore widely applicable.
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5.7 Opportunities
This novel generic model-based methodology and the corresponding analysis is
of much value for quantifying mass transfer limitations in different microreactor
setups, as demonstrated here by the microreactor containing the immobilised en-
zyme at the wall and by a Y-shaped microreactor with one inlet stream containing
enzyme and the other containing substrate. This will be also of much interest for
microreactor configurations aiming at process designs which can be competitive
with batch reactor configurations with complete conversion at high substrate con-
centrations, e.g. by retaining the enzyme in the microreactor by an ultrafiltration
membrane (O’Sullivan et al., 2012) or for reaching high substrate concentrations
in the multi-input reactor (MIR) (Lawrence et al., 2013). In addition to design-
ing microreactor configurations which can achieve incremental improvements over
batch reactor designs, the generic model-based methodology will be a useful tool
for quantifying mass transfer limitations in novel process designs where the unique







The standard approach to estimate kinetic parameters consists of the use of a sim-
ple and idealised model where spatial heterogeneities are not considered, or only
incorporated to a limited extent. Omitting or largely simplifying the description
of spatial heterogenity in a reactor is a very common model assumption. This
assumption makes that the data need to be collected at experimental conditions
where the assumption is valid. However, in reality it may not be possible to meet
this requirement and a more advanced calibration approach is needed. Instead
of ignoring spatial heterogeneities and mass transfer limitations, these phenom-
ena are taken into account by using a coupled CFD-kinetic model which would
potentially allow to estimate the intrinsic kinetic parameters in a more reliable
and accurate way. In this chapter, the immobilised enzyme microreactor and the
kinetic model, which were introduced in previous chapter, are used to investigate
whether the kinetic parameter is both theoretically and practically identifiable un-
der mass transfer limited conditions. Moreover, the effect of the different degrees
of freedom on the practical identifiability are investigated. This analysis yields
that the experimental design remains an important factor under mass transfer
limited conditions. Therefore, the results of the practical identifiability study are
compared with the calculation of the Fisher Information Matrix (FIM) based on
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the local sensitivity of the coupled CFD-kinetic model. The application of the
FIM yielded comparable results when mass transfer limitations are not severe,
but the parameter-effects curvature (Chapter 4) becomes important at increased
mass transfer limitations. However, the application of FIM to perform OED under
mass transfer limited conditions looks promising for future applications.
6.1 Introduction
In the previous chapter, a generic methodology was introduced which allows to
differentiate between mass transfer and kinetically limited conditions by comparing
CFD simulations with an ideal plug flow model. However, it was stated that the
intrinsic values of the kinetic model parameters can only be estimated when no
mass transfer limitations occur. Recently, Verbruggen et al. (2016) used a CFD
model coupled with a Langmuir model, describing the adsorption of acetaldehyde
on photocatalytic fiber filter material, to perform a parameter estimation of the
Langmuir model parameters and stated that they were able to retrieve the intrinsic
adsorption parameter values. The use of a CFD model allowed to take into account
the spatial heterogeneities of the reactor configuration. The question now arises
whether it is always possible to estimate the intrinsic parameter values when using
CFD (even under mass transfer limited conditions). This question can be regarded
as an identifiability question and consists of a theoretical and a practical part
(Chapter 3).
In this chapter, an ideal plug flow model is used to perform a theoretical identi-
fiability study based on mass transfer limited data. Subsequently, a CFD model
is used to identify the intrinsic parameter value under different conditions using
both uncorrupted and noise-corrupted data. Finally, the likelihood method used
to determine the practical identifiability of the CFD model is compared with the
FIM. The latter is a more simple measure which is generally used for performing
OED, but is only exact for linear models. Therefore, it needs prior investigation
whether the FIM is applicable for CFD models.
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6.2 Case study
6.2.1 Reactor description
The immobilised enzyme microreactor introduced in chapter 5 will be used to il-
lustrate the importance of mass transfer limitations when performing a parameter
estimation. The nominal values of the CFD related parameters (D and W ), and
the residence time τ are given in Table 6.1. The turnover number kcat is varied
between 10−4 and 104 L/(g s). To generate the in silico data, 40 samples (N) are
taken equidistantly over the reactor length (so one sample every 15 s). This kind of
sampling can be achieved by using optical sensors which are nonintrusive (Ehgart-
ner et al., 2016).









In chapter 5, the relative uncertainty was used as measurement error. This can
pose problems at very low product concentrations, since the expected measurement
uncertainty becomes very low at these concentrations. However, this behaviour is
not realistic since the measurement devices will always have a limit of detection.
Brik Ternbach et al. (2005) proposed a measurement uncertainty which approxi-
mates a constant error at concentrations below a certain limit and a relative error
at higher concentrations (Equation 6.1).





+ [P ]lb[P ]
 (6.1)
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where [P ] represents the product concentration [mM], σrel the relative standard
deviation [−], and lb[P ] the lower bound of the measurement error [mM]. All [P ]
smaller than lb[P ] will yield the same absolute measurement error, which allows
to incorporate the limit of detection of that specific equipment and setup. In this
chapter, the nominal values of σrel and lb[P ] are equal to 0.05 and 4 mM respec-
tively. The value of σrel is reasonable for microreactors with integrated optical
sensors, taking into account the variation of the manufacturing process (Ehgart-
ner et al., 2016). The standard deviation of the measurement error in function
of the product concentration is given in Figure 6.1, and is represented both in an
absolute (top) and a relative way (bottom). To allow comparison, the standard
deviation for a typical relative error distribution is represented by the dashed line






















Figure 6.1: The standard deviation of the measurement error in function
of the product concentration using Equation 6.1 represented in both an
absolute (top) and relative way (bottom).
6.3 Parameter estimation using a plug flow model
First, a developed in silico approach to determine the local theoretical identi-
fiability of kcat is introduced. Next, this approach is applied to the immobilised
enzyme microreactor to illustrate the importance of mass transfer limitations when
performing a parameter estimation using plug flow models.
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6.3.1 Methodology
To assess the local theoretical identifiability of a plug flow model using mass trans-
fer limited data, a methodology is developed. This approach consist of multiple
steps and is illustrated in Figure 6.2:
1. Set degrees of freedom: The values for the different degrees of freedom
need to be set prior to starting the exercise. However, for this exercise the
DOFs are fixed at their nominal values (Table 6.1) and only kcat,real is chosen
from the range between 10−4 and 104 L/(g s).
2. Run CFD simulation: If all the degrees of freedom have been defined, the
CFD simulation can be performed for this specific set of DOFs.
3. Sample data points: A certain number of data points (N) can be sampled
from the steady-state velocity and concentration profiles and be used as
in silico data (y) in the optimisation. The results of the local theoretical
identifiability study should be independent of the number of samples (N)
taken. Therefore, N should be varied in order to assure this conditions is
met.
4. Define plug flow model: Based on the kinetic model, the plug flow model
can easily be defined using Equation 5.10.
5. Minimise objective function: Using the sampled data from the CFD
model (y) and the plug flow model (yˆPF), the objective function (Equa-





(yi − yˆPF(kcat, xi))2
σ2i
(6.2)
where xi represents the ith sample in the x-direction.
6. Determine theoretical identifiability: When the estimated turnover
number value differs from the “real” kcat value defined in Step 1, kcat is
theoretically unidentifiable since the samples are not noise-corrupted.
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1) Set degrees of freedom i
DOF = (D, τ,W, kcat,real)
2) Run CFD model i
yˆCFD(DOF )
4) Define plug flow model i
yˆPF(kcat, x)
3) Sample data points from yˆCFD i
yi = yˆCFD(xi)∀i=1, . . . , N
5) Minimise objective function i
kcat,est = arg min JPF(kcat)






Figure 6.2: Methodology to estimate parameter values and evaluate their
identifiability from in silico CFD-generated data, using plug flow models.
6.3.2 Local theoretical identifiability
Using the methodology proposed in Figure 6.2, it can be determined whether it
is possible to estimate the intrinsic kcat values properly, even under mass transfer
limited conditions. In chapter 5 it was already shown that the plug flow model
deviates from reality under mass transfer limited conditions, and thus the esti-
mated parameter value will no longer reflect the intrinsic parameter values. The
methodology was performed for the nominal case (Table 6.1) and for all kcat values
between 10−4 and 104 L/(g s). The corresponding results are shown in Figure 6.3.
The intrinsic kcat value (kcat,real) and the estimated kcat value (kcat,est) are given
on the x-axis and y-axis respectively. The dashed line represents the ideal case in
which kcat,est equals kcat,real. In the most ideal case, the grey line collapses onto
the dashed line. Figure 6.3 clearly shows that for low kcat values (<10
−1 L/(g s)),
the kcat values can be estimated correctly. However, at higher kcat values devi-
ations between kcat,real and kcat,est values occur, indicating that the parameter
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that for kcat values above 10
−1 L/(g s), the parameter is locally theoretically (and
thus also practically) unidentifiable. This conclusion is only valid for the current
DOF values, and it is possible that the results will be different for other DOF
values. Moreover, increasing the number of samples (N) did not improve the local
theoretical identifiability, indicating that all information which was available in
the model output was captured.























Figure 6.3: The kcat,est values are shown in function of kcat,real for the
nominal case (grey line). At kcat,real values above 10
−1 L/(g s), the grey
line start to deviate from the theoretical identifiability line (dashed).
To illustrate that kcat values above 10
−1 L/(g s) are unidentifiable, the output of
the plug flow model (yPF) is compared with the data sampled from the CFD
simulations (yˆ) for different kcat values in Figure 6.4. When kcat,real is small
(<10−1 L/(g s)), the plug flow model predictions using kcat,real (yˆPF(kcat,real)) and
kcat,est (yˆPF(kcat,est)) both predict the data well. However, at higher values of
kcat,real, the deviation between yˆPF(kcat,real) and the in silico generated data y
increases. This increase in deviation can be related with mass transfer limitations,
as will be discussed in more detailed in the next section.
















































Figure 6.4: The model predictions of the plug flow model for both the intrin-
sic parameter value (kcat,real) and the estimated parameter value (kcat,est)
are compared with the in silico sampled data (y). At high values of kcat,
mass transfer limitations obscure the intrinsic parameter values.
6.3.3 Effect of mass transfer limitations
As illustrated in the previous section, kcat becomes locally unidentifiable at rel-
atively high turnover. Since this can be related to mass transfer limitations, the
immobilised enzyme case was also evaluated at a low and high diffusion coeffi-
cient of 10−11 and 10−9 m2/s respectively. From Figure 6.5 it can be seen that
the high diffusion case (dotted line) is following the (dashed black) theoretical
identifiability line much longer compared to that of the nominal diffusion value
(10−10 m2/s). This leads to the conclusion that the kcat parameter is locally the-
oretically identifiable up to 100 L/(g s) at decreased mass transfer limitations. At
increased mass transfer limitations (dashed grey line), the theoretically identifiable
range decreases.
Since the identifiability problem is dependent on the level of mass transfer limi-
tation, it is expected that the dimensionless numbers introduced in chapter 5 can
be related to the theoretical identifiability. For the immobilised enzyme case, it
1-"-
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Figure 6.5: The estimated parameter values (kcat,est) are shown in function
of the intrinsic parameter values (kcat,real) for three different diffusion coef-
ficient values (10−9, 10−10 and 10−11 m2/s). At higher diffusion coefficient
values, a larger range of kcat,real values is theoretically identifiable.
was already shown that the second Damko¨hler number DaII (Equation 5.17) is a
proper measure to determine whether a plug flow model is suitable. In this sense,
it is expected that at DaII values well below 1, the plug flow model is appropriate
and thus theoretically identifiable. By increasing the diffusion coefficient, it will
be possible to also uniquely identify higher kcat values. In Figure 6.6, the rela-
tive deviation between the estimated parameter value (kcat,est) and the intrinsic
parameter value (kcat,real) is given as a function of kcat,real for three different dif-
fusion coefficients: 10−9, 10−10 and 10−11 m2/s. All three curves have the same
sigmoidal shape, which indicates that in all three cases the diffusion is the only
and most important effect playing a role. If the mass transfer limitations would
be dominated by an interplay of different phenomena, the importance of the diffu-
sion limitation would decrease at higher diffusion coefficient values and therefore
changes in the location and shape of the curvature would be expected. These ob-
servations are in accordance with the results of chapter 5, and again confirm that
the second Damko¨hler number is suitable to assess mass transfer limitations in an
immobilised enzyme reactor. As indicated in Figure 6.6, the second Damko¨hler
number is approximately 0.23 for a relative deviation of 10 % between kcat,est and
kcat,real. The exact DaII value showed limited variation between the different sce-
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narios, and is related to the numerical errors of both the CFD simulations and the
local optimisation function used.































Figure 6.6: For the different diffusion coefficients the relative difference be-
tween the intrinsic parameter kcat,real and the estimated parameter kcat,est
increases when kcat,real increases. The horizontal line is the value of the
second Damko¨hler number when the relative difference is 10 %, and is in-
different from the actual diffusion coefficient.
6.3.4 Conclusions
The theoretical identifiability study performed here, confirmed that the intrinsic
parameter values of kcat can only be estimated properly using an idealised plug
flow model when the mass transfer limitations are low (DaII<0.2). To retrieve the
intrinsic parameter values, the most straightforward solution (from a theoretical
point of view) is to reduce the mass transfer limitations to an acceptable level.
However, in practice this is not always possible and other solutions will have to be
sought.
6.4 Parameter estimation using a CFD model
The use of ideal plug flow models for the parameter estimation of kinetic param-
eters under mass transfer limited conditions was not successful. At DaII values
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of 0.23, the deviation between the intrinsic and the estimated parameter was al-
ready 10 %. As a consequence, the data need to be free from any mass transfer
limitations to ensure the estimation of the intrinsic parameter values using a plug
flow model. Verbruggen et al. (2016) stated that the use of a coupled CFD-kinetic
model allowed to retrieve the intrinsic adsorption parameter values by incorporat-
ing the spatial heterogeneities of the reactor. However, two important questions
now arise:
1. Is it possible to estimate the intrinsic kinetic parameter values with CFD
under mass transfer limited conditions?
2. How accurate and reliable are the parameter values which are estimated
using CFD?
Both questions can be interpreted as an identifiability study. The first ques-
tion is related to theoretical identifiability (“Is it possible to retrieve the value
of kcat,real?”), while the second question relates to the practical identifiability (“If
it can be estimated properly, how reliable is this estimate and does it depend on
the experimental conditions?”).
6.4.1 Methodology
To answer these questions, a methodology is developed which allows to assess
the theoretical and practical identifiability (Figure 6.7). A parameter estimate
needs to be precise, i.e. be sufficiently close to the intrinsic parameter value, and
accurate, i.e. the 95 % confidence interval needs to be sufficiently small, in order
to be practically identifiable.
1. Set degrees of freedom: The values for the different degrees of freedom
need to be set prior to starting the analysis.
2. Run CFD simulation: If all the degrees of freedom have been defined,
the CFD simulations can be performed for all kcat values within the range
of interest.
3. Sample data points: A certain number of data points (N) is sampled from
the steady-state velocity and concentration profiles and is used as in silico
data.
4. Select kcat,real: The intrinsic kcat value is selected.
5. Add noise to in silico data: When determining the theoretical identi-
fiability of a model, no noise is added since for a theoretical identifiability
134 6.4 PARAMETER ESTIMATION USING A CFD MODEL
analysis the model has access to unlimited and uncorrupted data (ε = 0).
However, for a practical identifiability analysis the number of data points is
limited and these data are noise-corrupted. In this section, the measurement
uncertainty introduced by Brik Ternbach et al. (2005) is used (Equation 6.1).
6. Calculate objective function: After generating the data (y), these in sil-
ico measurements can be compared with the model predictions yˆ(kcat, xi).
As clarified in Figure 6.7, the simulations performed for all kcat are com-
pared with the “measurements” from the intrinsic kinetic value (kcat,real).
This approach yields the objective function in Equation 6.3 from which a




(yi − yˆ(kcat, xi))2
σ2i
(6.3)
where σ2i represents the variance of measurement i.
7. Calculate 95 % confidence interval: Using the objective function JCFD(kcat),
the 95% CI can be calculated using the likelihood CI proposed by Beale
(1960) and Seber and Wild (1989) (Equation 4.7). For a theoretical identifi-
ability analysis, the only aim is to retrieve the intrinsic parameter value and
the experimentalist has access to perfect data. Therefore, the calculation of
the 95 % is only informative for the practical identifiability.
Step 5, 6, and 7 are repeated N times in order to converge to stable estimation of
the 95 % confidence interval. Due to the noise introduced in Step 5, small skews
are introduced in the estimation of the confidence intervals. In order to obtain
confidence intervals which are not skewed, the three last steps are repeated 5000
times in the following sections and figures.
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1) Set degrees of freedom i
DOF = (D, τ,W )
2) Run CFD model for all kcat i
yˆCFD(DOF, kcat)
3) Sample N data points i
3) from yˆCFD for each kcat i
yˆ(kcat, xi)∀i=1, . . . , N
4) Select intrinsic kcat i
kcat,real
5)Add in silico generated noise i
yi = yˆ(kcat,real, xi) + εi
6) Calculate objective function i
kcat,est = argminJCFD(kcat)
7) Calculate 95% CI i





Figure 6.7: The developed methodology to determine both the theoretical
(without in silico noise) and the practical (with in silico noise) parameter
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6.4.2 Background on identifiability
Using the methodology of Figure 6.7, both the local theoretical and practical
identifiability can be assessed. In this section, the nominal values of the different
DOFs are used.
Local theoretical identifiability
Since the theoretical identifiability is assessed, the measurement error is set to zero
(ε = 0). The relationship between kcat,est and kcat,real is depicted in Figure 6.8.
Since the relationship between kcat,est and kcat,real coincides with the theoretical
identifiability line (dashed), it can be concluded that the CFD model is (at least
locally) theoretically identifiable.























Figure 6.8: The kcat,est is always equal to the kcat,real value (grey line), and
thus coincides with the theoretical identifiability line (dashed), confirming
that kcat is (at least locally) theoretically identifiable.
Local practical identifiability
Since kcat is theoretically identifiable when using the CFD model, a practical
identifiability study is performed to determine the parameter reliability under
different conditions. For the nominal values described in section 6.2 and using the
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measurement uncertainty described in section 6.2.2, the 95 % CIs of kcat,est as a
function of kcat,real are given as a grey colormap in Figure 6.9. This figure visualises
the uncertainty as a function of the kcat,real values, simplifying the interpretation.
For example, a kcat,real value of 10
−1 L/(g s) (x-axis) yields a rather narrow 95 %
CIkcat,est (y-axis), indicating that this kcat,real value is practically identifiable at
current conditions.
Figure 6.9: The 95 % confidence region for the nominal values (section 6.2)
is given in grey. The black line enclosing this region will be used in the next
sections as the nominal case.
The first important characteristic is that the theoretical identifiability line is lo-
cated within the 95 % CI. This already indicates that adding randomly generated
noise (using Equation 6.1) to the in silico generated data does not cause major
skews for 95 % CI. A second characteristic is that roughly three different regions
can be discriminated:
• Lower practical unidentifiable parameter region
At low kcat,real values (< 10
−3 L/(g s)), the 95 % CI is large compared to
the intrinsic parameter value. This can be related to the measurement error
introduced in section 6.2.2, because at product concentrations below 4 mM
the relative error will be significantly higher than 0.05. Using the plug flow
equation (Equation 5.10), the product concentration as a function of the
different DOFs and kcat can be derived as (Equation 6.4):
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[P ] = [S]0
(
1− exp (−kcat [E] t)
)
(6.4)
For a kcat,real of 10
−3 L/(g s), the maximum product concentration [P ] at the
outlet of the microreactor is only 1.34 mM, and thus well below the lower
bound of the measurement error (lb[P ]). At these product concentrations,
the actual relative standard deviation is 21.7 % and no accurate estimates of
kcat can be found. To decrease the uncertainty of the parameter estimates,
two major options are possible. First, the measurement error can be re-
duced, but from a practical point of view this requires expensive structural
changes in the equipment and measurement methods. Second, the product
concentration needs to be increased, which can be achieved by increasing the
residence time τ or by increasing the enzyme and/or substrate concentration.
• Practical identifiable parameter region
At kcat,real values between 10
−3 and 100 L/(g s), the 95 % CI is small, in-
dicating that the parameter values can be estimated with low uncertainty.
Interesting is that the parameter estimation uncertainty is even low when
mass transfer limitations are occurring (between 10−1 and 100 L/(g s)). As
was already indicated in section 6.3.2, the plug flow model could not be used
to estimate the kcat value in this mass transfer limited region. In this region
the second Damko¨hler number (DaII) is between 0.45 and 4.54, which is lo-
cated in the transition region between kinetically limited and mass transfer
limited (chapter 5). This observation already confirms that using a CFD
model allows to estimate parameter values under mass transfer limitated
conditions. However, it seems that these mass transfer limitations should
not be too severe in order not to obscure the underlying parameter values.
• Upper practical unidentifiable parameter region
At kcat,real values above 10
0 L/(g s), the DaII is well above 4.54 and thus
mass transfer limitations will be important. In contrast to the lower practi-
cal unidentifiable parameter region, the measurement error is not the major
reason for the unidentifibility here. The measured product concentrations
in this region are all well above lb[P ], and thus the measurements will only
experience a relative standard deviation around 5 % (Figure 6.1). However,
from Figure 6.9 it can be seen that this region has a quasi-square shape.
This indicates that under the current conditions and measurement error the
objective function in this region is flat, which makes kcat practically uniden-
tifiable. In other words: no differentiation can be made between a kcat,real
value of 5× 100 and 104 L/(g s). This is due to the fact that for all kcat,real
values above 2× 100 L/(g s), most of the substrate has been converted to
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the product. Therefore, it becomes impossible to differentiate between the
different kcat,real values, i.e. practical unidentifiability.
It can thus be concluded that using the proposed methodology (Figure 6.7), allows
to discriminate three different regions. In the following sections, the effect of the
different DOFs on the practical identifiability of kcat in the CFD model is inves-
tigated. To allow comparison with the reference case (Figure 6.9), the confidence
region of this case will be shown as a black line.
6.4.3 Effect of mass transfer limitations
To evaluate the effect of the mass transfer limitations on the practical identifi-
ability, the productivity of the immobilised enzyme microreactor was evaluated
at different diffusion coefficient values (i.e. 10−11 m2/s and 10−9 m2/s). Another
approach to alter the mass transfer limitations, was by adapting the reactor di-
mensions. As shown in Chapter 5, an increase of the microreactor width of the
immobilised enzyme microreactor yields the same effect as decreasing the diffusion
coefficient value. The effect of these two DOFs on the mass transfer limitations
is described by the second Damko¨hler number (Equation 5.17). Since both DOFs
have a similar impact, it was decided only to change the diffusion coefficient.




























Figure 6.10: The 95 % confidence region for the low diffusion case
(D=10−11 m2/s) is given in grey. The nominal case is represented as a
black line (D=10−10 m2/s).
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In Figure 6.10, all DOFs have the same values as the nominal case but only the
diffusion coefficient D has been decreased to 10−11 m2/s. The 95 % CIkcat,est for
the nominal case is represented by the black line. The grey region represents the
95 % CIkcat,est for the current case, i.e. reduction of the diffusion coefficient to
10−11 m2/s. From this figure, it is clear that the lower practical unidentifiable
parameter region did not change. This is expected, since the major factor causing
the practical unidentifiability is the measurement error and not the mass transfer
limitations. The mass transfer is much higher compared to the kinetic reaction
rate, thus decreasing the diffusion coefficient value has no effect. The range of the
practical identifiable parameter region is decreased compared to the nominal case
(black line). kcat,real values around 10
0 L/(g s), which were practically identifiable
in the nominal case, have now become unidentifiable at increased mass transfer
limitation. As a consequence, the size of the upper practical unidentifiable para-
meter region has increased.




























Figure 6.11: The 95 % confidence region for the high diffusion case
(D=10−9 m2/s) is given in grey. The nominal case is represented as a
black line (D=10−10 m2/s).
For the case where the diffusion coefficient has been increased to 10−9 m2/s
(Figure 6.11), the upper practical unidentifiable parameter region is only slightly
reduced in size. This limited reduction indicates that mass transfer limitations
have been reduced and that the kcat,real values around 10
0 L/(g s) can be esti-
mated in a more reliable way. However, it seems that increasing the diffusion
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coefficient value only has a small positive effect on the parameter reliability. This
indicates that mass transfer limitations are not the main limiting factor causing
identifiability problems at kcat,real values around 10
0 L/(g s).
6.4.4 Effect of measurement error
The nominal value of the relative standard deviation (σrel) is equal to 0.05. This
means that 95 % of the samples will have an absolute error equal or smaller than
0.10. This level of noise is already sufficient to render certain ranges of kcat,real
values practically unidentifiable. Since the data used here are generated in silico,
the measurement error can be easily changed. However, in reality the measurement
error is closely related with the equipment and/or methodology used and thus the
measurement error is in most cases fixed. Ehgartner et al. (2016) reported that the
variation of a single sensor layer had a standard deviation of only 0.5 % (without
taking into account the variation of the manufacturing process). Therefore, it
seems reasonable to evaluate the practical identifiability at a low σrel value of
0.01. As a worst case scenario, the practical identifiability is evaluated at a σrel
value of 0.10.




























Figure 6.12: The 95 % confidence region for the low measurement error
(σrel=0.01) is given in grey. The nominal case is represented as a black line
(σrel=0.05).
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The low measurement error case is depicted in Figure 6.12. The 95 % confidence
region (grey) is significantly smaller compared to the nominal case, indicating that
the parameter values will be estimated with a lower uncertainty. This (logical)
result is in line with the available literature (Marsili-Libelli et al., 2014; Riedlinger
et al., 2015; Docherty et al., 2011). The lower practically unidentifiable parameter
region has quasi vanished, which confirms that the measurement error was an
important factor for this region. The upper practically unidentifiable parameter
region has decreased, allowing to estimate the kcat,real values between 10
0 and
101 L/(g s) precisely and accurately.
By increasing the relative standard deviation of the measurement error to 0.10, it is
expected that the practically identifiable region will decrease in size (Figure 6.13),
which is indeed confirmed.




























Figure 6.13: The 95 % confidence region for the high measurement error
(σrel=0.10) is given in grey. The nominal case is represented as a black line
(σrel=0.05).
6.4.5 Effect of the experimental design
Another factor which can be altered is the experimental design. For the micro-
reactor setup two factors can be distinguished, i.e. the sampling frequency and
the residence time. Both design variables will be altered separately to assess their
individual effect.
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Sampling frequency
When increasing the sampling frequency more information is gathered, and thus
it is more plausible that the parameters will be estimated in a reliable way (as-
suming that autocorrelation is negligible). Therefore the sampling frequency was
increased to 100 samples. This high number of samples can only be acquired using
a nonintrusive measuring method comparable to that of Ehgartner et al. (2016)
or by gathering the necessary samples during multiple experiments. The results
for the increased sampling frequency are shown in Figure 6.14.




























Figure 6.14: The 95 % confidence region for the intensively sampled case
(100 samples) is given in grey. The nominal case is represented as a black
line (40 samples).
In accordance with chapter 4, the parameter uncertainty decreases when more
samples are gathered. More surprising is the fact that the upper practical uniden-
tifiable parameter region is slightly smaller compared to that of the case with a high
diffusion coefficient value (section 6.4.3). The latter indicates that in the transition
zone from practical identifiable to unidentifiable (between 100 and 101 L/(g s)), the
major issue is probably not related to the mass transfer limitations, but rather the
lack of informative data. By increasing the sampling frequency from 40 to 100
samples, the starting point of the sampling is decreased from 2.5 mm (100 mm di-
vided by 40 samples) to 1 mm. The improvement of the identifiability of the upper
practical unidentifiable parameter region is most probably related to the shift of
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the first sampling point. In contrast, the identifiability improvement of the lower
practical unidentifiable parameter range is only related to the increase of the num-
ber of samples. At low product concentrations (i.e. when kcat,real < 10
−3 L/(g s)),
the information in the first sampling points is negligible and thus the shift of the
first sampling point will not yield an increase in information. These statements are
in accordance with Figure 6.15, where the normalised FIM values are shown as a
function of the reactor location for both a low and a high kcat,real value. Since the
kinetic model in Equation 5.9 only involves one parameter (i.e. kcat), the FIM is
a Nx1x1 matrix and thus does not have to be reduced to a scalar metric, allowing
its direct use as measure for uncertainty. The normalised FIM is plotted, since
the actual FIM values of the two cases differ several magnitudes. The maximum
FIM values of the low kcat,real value (10
−3 L/(g s)) is about 3.7× 107. This in
constrast of the high kcat,real value, where the maximum FIM values is only 35.5.
This already indicates that the uncertainty of kcat,est will be higher for high kcat,real
case.

















Figure 6.15: The evolution of the normalised FIM is given as a func-




As stated in previous section, the practical identifiability improvement of the
kcat,real values between 10
0 and 101 L/(g s) was mainly due to the sampling earlier
in the reactor. Therefore, the residence time of the reactor is decreased to 10 s
and compared to the nominal residence time of 600 s. The sampling frequency is
kept constant at its nominal value (40 samples). The result of the decrease in res-
idence time is shown in Figure 6.16. The lower practical unidentifiable parameter
region has drastically increased, and all kcat values below 2× 10−2 L/(g s) have
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become practically unidentifiable. By decreasing the residence time, the product
concentration in the reactor drops to levels which are hard to measure for low
kcat values. However, the upper boundary of the practical identifiable parameter
region increases from 2× 100 to 101 L/(g s). A similar increase of the upper bound-
ary was only obtained when the σrel (i.e. the relative standard deviation of the
measurement error) was reduced from 0.05 to 0.01 (Figure 6.12). In this case, a
decrease of the residence time from 600 to 10 s has the same negative effect (i.e. a
decrease) on the parameter uncertainty as a fivefold decrease of the measurement
uncertainty. This observation confirms that a proper experimental design (i.e. a
suitable sampling strategy and residence time, cfr. chapter 4) is important to allow
accurate parameter estimation. Moreover, it illustrates that parameter accuracy is
highly dependent on the experimental design whatever the measurement accuracy
of the used equipment.




























Figure 6.16: The 95 % confidence region for the low residence time (τ=10 s)
is given in grey. The nominal case is represented as a black line (τ=600 s).
6.4.6 Effect of degrees of freedom at decreased residence time
The assessment of the effect of the individual degrees of freedom (i.e. the diffusion
coefficient, the measurement error, the sampling frequency, and the residence time)
on the practical identifiability, yielded that the upper practical unidentifiable para-
meter region could be reduced most effectively by decreasing the residence time
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or by decreasing the measurement error. However, the practical identifiability of
the kcat,real values in the range between 10
0 and 103 L/(g s) can probably be fur-
ther improved by changing two or more degrees of freedom at a time. Since the
residence time is the DOF which can be changed most easily in practice, τ will be
fixed at 10 s, and the sampling frequency will be kept constant at 40 samples. The
additional effect of the two other degrees of freedom (D and σrel) is investigated
in the following sections.
Improved diffusion
In section 6.4.3, it was shown that increasing the diffusion coefficient value from
10−10 to 10−9 m2/s had only a minor impact on the practical identifiability, in-
dicating that mass transfer was not the major limitation for the kcat,real values
between 100 and 101 L/(g s) at the nominal conditions. However by reducing the
residence time, the kcat,real values up to 10
−1 L/(g s) have become practically iden-
tifiable. At these conditions, this corresponds with a DaII value of 45.4, which is
already more than 100 times higher compared to that of the plug flow model (sec-
tion 6.3.3). Since the DaII value is very high, an increase of the diffusion coefficient
value will probably improve the practical identifiability of the high-end kcat values.
In Figure 6.17, the effect of the high diffusion (D=10−9 m2/s) at low residence
times becomes clear. The upper practical unidentifiable parameter region further
shrinks, allowing to accurately estimate kcat values up to 4× 101 L/(g s).
Improved measurement error
Except for increasing the diffusion coefficient, the measurement error can also be
decreased to allow a more accurate estimation of the parameter values. In this
case the relative standard deviation σrel is decreased to 0.01 at a residence time
of 10 s, which is depicted in Figure 6.18. As expected both the upper and the
lower practical unidentifiable parameter regions shrink. However, for the upper
region also the shape changes from square-like to a long stretched region (espe-
cially for kcat,real values between 2× 101 and 2× 102 L/(g s)). In this stretched
subregion the practical identifiability has improved, but the accuracy of the para-
meter estimates is still (too) low. This observation indicates that decreasing the
measurement error has no longer an important impact on the practical identifi-
ability for the parameter values above 4× 101 L/(g s). At this point, the mass
transfer limitations are too severe and it becomes impossible to determine the real
parameter value from the experimental data.
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Figure 6.17: The 95 % confidence region for the increased diffusion
(D=10−9 m2/s) and the low residence time (τ=10 s) is given in grey. The
nominal case is represented as a black line (D=10−10 m2/s, τ=10 s).
Improved diffusion and measurement error
From the previous section, it was concluded that the diffusion coefficient needed
to be increased in order to allow the proper estimation of kcat values up to
6× 101 L/(g s). However, by further decreasing the measurement error to 0.05 it
might even be possible to properly estimate higher parameter values. In Figure 6.19,
the different practical identifiability regions are depicted. It is clear that the upper
practical unidentifiable parameter region has further decreased in size compared to
Figure 6.17, which makes it possible to estimate kcat values up to 2× 102 L/(g s).
As expected, the lower practical unidentifiable parameter region has the same size
as in Figure 6.18. Mass transfer limitations do not occur at these conditions and
thus altering the diffusion coefficient has no effect for the parameter identifiabil-
ity.
6.4.7 Conclusions
The CFD model allows to estimate the intrinsic parameter values accurately even
under mass transfer limited conditions. However, the qualitative analysis yields
that the practical identifiability of a parameter is still highly dependent on other
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Figure 6.18: The 95 % confidence region for the decreased error (σrel=0.01)
and the low residence time (τ=10 s) is given in grey. The nominal case is
represented as a black line (σrel=0.05, τ=10 s).
DOFs like the residence time, the sampling frequency, and the measurement error.
This confirms that the experimental design remains important, even under mass
transfer limited conditions.
6.5 Applicability of the Fisher information matrix to
identify optimal CFD experiments
It is clear that the intrinsic parameter values can still be estimated properly under
mass transfer limited conditions. In the previous section the dependence of the
practical identifiability for the different DOFs considered in this thesis was already
investigated. In practice other DOFs might be considered such as the microreactor
width, the solvent, the microreactor configuration. The question now arises how
the most optimal measurement conditions (with respect to parameter estimation)
can be identified more “easily”. In chapter 4, the Fisher information matrix (FIM)
was used for this purpose. However, the use of the FIM is only accurate when the
curvature of the objective function is sufficiently low. Since the initial backward
reaction rate of the plain ping-pong bi-bi model (Equation 4.5) already suffered
from curvature issues, it is questionable whether the FIM would be suitable to
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Figure 6.19: Increased D, decreased error and earlier sampling.The 95 %
confidence region for the increased diffusion (D=10−9 m2/s), the decreased
error (σrel=0.01) and the low residence time (τ=10 s) is given in grey.
The nominal case is represented as a black line (D=10−10 m2/s, σrel=0.05,
τ=10 s).
optimise the experimental design of a CFD model to estimate the kinetic parameter
in a more reliable way.
To calculate the FIM, first the local sensitivity of the CFD model needs to be
calculated (Equation 2.26). As discussed in Chapter 2, different approaches are
available to calculate the local sensitivity. In this section, the numerical local sen-
sitivity will be used to determine the effect of a perturbation of kcat on the product
concentration in the CFD simulation since it does not require the implementation
of additional code in the OpenFOAM solvers. However, the use of the numerical
local sensitivity requires the selection of a proper value for the perturbation factor
to yield reliable local sensitivity calculations. The local sensitivity was evaluated
at perturbation factors of 10−3, 10−4 and 10−5. However, the perturbation factor
of 10−3 was found to perform better compared to the lower perturbation factors
which showed a (slightly) higher uncertainty at high kcat,real. Using the FIM, the
95 % CI of kcat can be calculated by using Equation 2.29. These results will be
compared with the 95 % CIs calculated in the previous sections using the likelihood
method (Equation 4.7).
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In Figure 6.20, the CIs calculated from both the FIM (95 % CICFD,FIM) and
the likelihood method (95 % CICFD,likelihood) are represented for the nominal case.
The 95 % CICFD,FIM is fairly uncertain at low kcat,real values, but this uncertainty
drops to 2 % for kcat,real values around 2× 10−2 L/(g s). For kcat,real values above
2× 10−2 L/(g s), the parameter uncertainty increases again to reach a 100 % rela-
tive uncertainty (black line) at a kcat,real value of 6× 100 L/(g s). All kcat,real values
above this value can be regarded as practically unidentifiable, since the uncertainty
is larger compared to its intrinsic value. The evolution of 95 % CICFD,likelihood is
derived from Figure 6.9 and is represented by the grey region. In theory it is
also possible to derive a smooth curve, but the likelihood method requires many
evaluations to accurately determine the 95 % CI. The number of evaluations de-
pends on the dimensionality of the problem, but for a one-dimensional problem,
it should be possible to obtain an accurate estimatation of the 95 % CI by using
about 100 function evaluations. However, this amount of function evaluations has
to be performed for each kcat value, requiring a total number of 16 000 (i.e. 100
simulations for all 160 kcat values) CFD simulations for each scenario. To limit
the computational requirements, it was decided to perform a “rough” estimation
of this 95 % CI by evaluating the objective function at a fixed number of kcat,real
values. As a consequence, the 95 % CICFD,likelihood is here not represented as one
value but as a range in which it is located and is therefore represented by the grey
region. The 95 % CICFD,likelihood shows quite a similar evolution compared to the
95 % CICFD,FIM, but the practically identifiable range is smaller since only kcat,real
values between 3× 10−4 and 8× 10−1 L/(g s) are identifiable. This is in agreement
with earlier statements in Chapter 4, since the inverse of the FIM only yields the
lower bound of the parameter uncertainty error covariance matrix (Ljung, 1999).
Therefore, the 95 % CICFD,FIM provides more optimistic uncertainties compared
to the 95 % CICFD,likelihood. The uncertainty ranges only overlap close to the
minimum (between 6× 10−3 and 8× 10−2 L/(g s)), which is related to the reso-
lution of kcat,real values. These are evaluated for 161 values between 10
−4 and
104 L/(g s), more specifically they are evaluated for every 10−4+0.05 i L/(g s) with
i ∈ 0, 1, . . . , 160. As as consequence, the relative difference between every kcat
value is about 12.2 %, yielding 95 % CICFD,likelihood which are relatively broad.
At very accurate conditions, i.e. close to the minimum of the curve, the 95 %
CICFD,likelihood is between 0 and 12.2 %. However, in theory 95 % CICFD,likelihood
is always equal or greater than 95 % CICFD,FIM. A more accurate estimation
of the 95 % CICFD,likelihood could be obtained by reducing the step size, but this
would come at a large computational cost. However, in order to construct the
95 % CICFD,likelihood, the methodology in Figure 6.7 was performed for 5000 rep-
etitions in order to yield results which are robust with respect to the in silico
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generated noise. As a consequence, the shown 95 % CICFD,likelihood is the combi-
nation of the calculated uncertainties for all 5000 repetitions. However, using this
approach yields confidence intervals which are about 30 % broader, and thus can
be considered as a worst-case scenario.
As a comparison also the 95 % CI using the plug flow model is shown in Figure 6.20
(95 % CIPF,FIM). At low kcat,real values (< 10
−1 L/(g s)) it coincides with 95 %
CIFIM, which confirms that the CFD model and the plug flow model yield the
same results when mass transfer limitations are absent. At high kcat,real values
large deviations occur and the 95 % CIPF,FIM curve even starts to decrease, but
this will be discussed later in this section.




























Figure 6.20: The 95 % confidence intervals (CIs) are represented for the
nominal case using two different approaches, i.e. likelihood method and the
FIM. As a reference the 95 % CI for the plug flow model is also shown, but
this value is only accurate in absence of mass transfer limitations.
The experimental design in Figure 6.20 can be regarded as optimal for the kcat,real
range between 3× 10−2 and 10−1 L/(g s). However, in the case that the ex-
pected parameter values are located between 10−1 and 100 L/(g s), the relative
95 % CICFD,likelihood is about 77 % which is too high for a parameter estimate to be
considered as reliable. Therefore, the experimental design needs to be “optimised”
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6.5 APPLICABILITY OF THE FISHER INFORMATION MATRIX TO IDENTIFY OPTIMAL CFD
EXPERIMENTS
to reduce this uncertainty. In Section 6.4, it was already shown that reducing the
residence time from its nominal value (600 s) to 10 s leads to a significant decrease
of the uncertainty for the kcat,real values in the range of interest. The effect of
reducing the residence time is shown in Figure 6.21. From this figure, it can be
derived that the uncertainty of the kcat,real values in the range of interest have
drastically reduced, i.e. the maximum expected 95 % CIlikelihood has reduced from
77 to 26 %. In this case the change in experimental design was performed manually,
but from Figure 6.21 it is clear that the minima of the 95 % CICFD,likelihood and
95 % CICFD,FIM coincide. Moreover, both curves have similar shapes for kcat,real
values below 10−1 L/(g s), indicating that the FIM might be used as a measure
to optimise the experimental design. At higher kcat,real values, i.e. when the mass
transfer limitations become severe, both curves start to deviate and the FIM un-
derpredicts the 95 % CI. This illustrates that the FIM is probably a good measure
to be used as objective function for the optimisation of the experimental design,
but shows a persistent underestimation of the parameter uncertainty by at least
a factor 2.5. To allow comparison with the FIM calculated using the plug flow
model (i.e. without mass transfer limitations), the results obtained for that model
have also been plotted in Figure 6.21. At low kcat,real values, the 95 % CICFD,FIM
and 95 % CIPF,FIM should coincide, but some deviation can be found at values
below 10−3 L/(g s). At high kcat,real values (> 10−1 L/(g s)), the 95 % CIPF,FIM
curve starts to deviate from the 95 % CICFD,FIM before the minimum is reached.
This can be related to the mass transfer limitations which are already significant
at this level and thus lead to a major difference between the CFD and plug flow
results.
In Figures 6.20 and 6.21 the 95 % CIPF,FIM curve shows a decreasing trend for
values above 101 L/(g s). This change in trend is not observed in the other two
approaches (i.e. 95 % CICFD,likelihood and 95 % CICFD,FIM), which indicates that
the use of the FIM for plug flow models at high turnover number cannot be
regarded as reliable. In Chapter 4, it was already stated that the application of
the FIM has its limitations and should always be applied with care. To obtain
accurate predictions using the FIM, the curvature of the solution locus should be
sufficiently small. In Figure 6.22, the parameter-effects curvature cθ for both the
nominal and the reduced residence time (i.e. 600 and 10 s respectively) are given.
The residual residence s2 was set equal to 1.256, since this is the expected value
of J(θˆ)/(N −P ). For the nominal residence time, the parameter-effects curvature
exceeds the critical value (
√
F−1crit) around a kcat,real value of 4× 100 L/(g s). At the
same kcat,real value in Figure 6.20 the uncertainty trend switches from increasing to
decreasing. The same analysis can be made for the reduced residence time, and it
can thus be concluded that the decreasing trend at high kcat,real values is due to the
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Figure 6.21: The 95 % CIs are represented for the reduced residence time
case (τ = 10 s) using two different approaches, i.e. likelihood method and
the FIM. As a reference the 95 % CI for the plug flow model is also shown,
but this calculation is only accurate in absence of mass transfer limitations,
i.e. for low kcat,real values.
high curvature. This indicates that by using the FIM, attention should be paid
to keep the parameters-effects curvature below a certain acceptable level. For the
two cases evaluated here the 95 % CICFD,FIM does not show such trend switches,
but there is no guarantee that this cannot happen at different conditions.
6.6 Conclusions
When mass transfer limitations are absent, plug flow models can be used to re-
liably estimate the intrinsic parameter values. For DaII values higher than 0.23,
mass transfer limitations become too important and the effect on the kinetics can
no longer be ignored. Therefore, a model calibration using CFD was performed
and showed that even under mass transfer limited conditions it is possible to esti-
mate the intrinsic parameter values accurately. The superiority of the likelihood
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Figure 6.22: The parameter-effects curvature cθ as a function of kcat,real
for both the nominal case (τ= 600 s) and the reduced residence time case
(τ=10 s).
method compared to the FIM for estimating the parameter uncertainty was illus-
trated. However, the current methodology for estimating the likelihood overpre-
dicts the uncertainty, and thus should be regarded as the worst-case scenario for
the parameter identifiability. The FIM derived from the CFD model shows com-
parable trends as the likelihood method and thus might be considered as a measure
for performing optimal experimental design at a lower computational cost. High
parameter-effects curvatures were found to be important causes for unreliable un-
certainty estimates when using the FIM. In an optimisation exercise it will thus
be important to keep these curvatures at sufficiently low levels to achieve reliable
experimental designs. The results shown in this chapter clearly show that kinetic
parameters can be estimated under mass transfer limited conditions. However, the
actual experimental design remains an important aspect of the parameter estima-
tion exercise. Moreover, it is illustrated that calculation of the FIM for designing
experiments should take into account the reactor dimensions, diffusion coefficient





The objectives of the research performed in this dissertation were formulated as
follows:
1. estimate the intrinsic parameter values describing the conversion by ω-TA
in an efficient and reliable way,
2. gain fundamental knowledge about the productivity improvements of en-
zymes in microreactors,
3. determine whether intrinsic parameter values can be estimated properly un-
der mass transfer limited conditions.
To meet these three research objectives, four research questions were formulated to
perform the research in a systematic way. These research questions are repeated in
the next section and answers will be provided based on the results and experience
gathered during the PhD project.
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7.2 Research questions
RQ 1. Is the ping-pong bi-bi model identifiable?
To answer this question, it needs to be split up into two separate identifiability
questions:
• Structural identifiability question: Can the different model parameters
be uniquely estimated when unlimited and perfect (i.e. error-free and
unbiased) data are available?
• Practical identifiability question: Can the different model parameters be
uniquely estimated when only a limited amount of noise-corrupted data
are available?
The structural identifiability question was answered in Chapter 3, and yielded
that the plain ping-pong bi-bi model is (at least locally) structurally iden-
tifiable. Since a numerical identifiability procedure was used, only the local
identifiability could be assessed. However, by using this procedure not only
the structural identifiability is investigated but also the performance of the
optimisation algorithm. This allows to assess the performance of different op-
timisation algorithms and, hence, pinpoint potential optimisation issues.
The practical identifiability was investigated for the literature values of Shin
and Kim (1998) (Chapter 3) and for the calibrated values using experimental
data, which was partially obtained using a robust optimal experimental design
procedure (Chapter 4). For the latter, it was shown that all the parameter
estimates could be estimated fairly accurately given the experimental uncer-
tainty. In this case, the parameter estimate uncertainty was calculated using
the Fisher information matrix. The practical identifiability analysis performed
in Chapter 3 yielded the logical result that the measurement uncertainty was
of great importance to obtain accurate parameter estimates. Moreover, it was
shown that not all parameter values could be estimated properly using the
experimental design of Shin and Kim (1998). Although the numerical iden-
tifiability procedure should be regarded as a qualitative method, it allows to
determine how measurement error and experimental design affect the actual
parameter estimate. In this way, deviations and skews can be detected.
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RQ 2. Can the uncertainty of kinetic parameter estimates be reduced
by optimising the experimental design?
A robust model-based optimal experimental design (rMbOED) was used to
identify highly informative regions for the plain ping-pong bi-bi model in Chap-
ter 4. The experimental design strategy also proved useful to identify where
the experimental design space was too narrow to obtain proper information
for accurately estimating parameter values. Moreover, this approach was com-
pared with the traditional approach where experimentation is performed first
and is followed by a parameter estimation. For the model under study, it was
shown that for the same experimental effort, the use of rMbOED reduced the
95 % confidence intervals by a factor 2 (Chapter 4). This observation confirms
that the application of optimal experimental design methodologies is not only
useful for in silico problems, but does also prove useful for real-life biocatalytic
processes.
The optimal experimental design methodologies were already described in lit-
erature, but this cannot be said for the actual code implementations. In this
respect, Van Hoey (2016) argued that the unavailability of these implementa-
tions makes it difficult to reproduce results and hampers the innovation within
the scientific field. To make the optimal experimental design methods accessi-
ble for a broader audience, the pyIDEAS package was developed (Section 2.2.9).
The aim of this Python package is to encourage the experimentalists, which
typically have less experience with mathematical methods, to use OED for the
calibration of relatively simple model structures.
RQ 3. How can mass transfer limitations be quantified in (complex)
microreactors?
For simple microreactor configurations and first-order kinetics, the mass trans-
fer limitations could already be quantified using dimensionless numbers. How-
ever, for more complex microreactors and/or kinetics, which are currently being
tested and developed, these dimensionless numbers only provide a rough indi-
cation. In Chapter 5, a newly developed generic methodology was presented
which is based on the comparison of a CFD model with an ideal plug flow
model. This approach was successfully applied to two different microreactor
configurations, and nicely coincided with results previously reported in the
literature. Moreover, the methodology is independent from the actual micro-
reactor configuration and kinetics under study, and thus can be considered
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as generally applicable to assess mass transfer limitations for a wide range of
microreactor configurations and kinetics. In this respect, unsuitable dimen-
sionless numbers are occasionally used to calculate the level of mass trans-
fer limitations (e.g. by Swarts et al. (2010)). The availability of the generic
methodology avoids this kind of misuse and allows the accurate calculation of
mass transfer limitations for microreactors and reactions where this was not
yet possible for.
RQ 4. Is it possible to (properly) estimate kinetic parameters under mass
transfer limited conditions?
In Chapter 6, it was shown that it is possible to perform a reliable kinetic para-
meter estimation under moderate mass transfer limited conditions. However,
under severe mass transfer limited conditions it becomes simply impossible to
obtain accurate parameter estimates, and thus the mass transfer needs to be
improved in order to yield reliable parameter estimates. The accuracy of the
parameter estimate was shown to be highly dependent on the experimental
design under mass transfer limited conditions. In this respect, a traditional
optimal experimental design typically only considers degrees of freedom which
directly influence the kinetic model (e.g. initial substrate and product concen-
trations, measurement times,. . . ). In order to obtain a suitable experimental
design under mass transfer limited conditions, it is important to include the
degrees of freedom which influence the mass transfer processes (e.g. the diffu-
sion coefficient value and the microreactor width). To obtain such an optimal
design, typically the Fisher information matrix is calculated and its informa-
tion content is maximised. It was shown that the use of the Fisher information
matrix only provided correct estimates when the mass transfer limitations were
not severe. At high mass transfer limitations, the nonlinearity of the coupled
CFD-kinetic model increases, and thus the Fisher information matrix can no
longer be used to reliably calculate parameter estimate uncertainties.
By answering the different research questions, more insight was gathered with
respect to the different mass transfer regimes in microreactors and their effect
on the practical identifiability of the kinetic parameters. In new biocatalytic
studies, this acquired knowledge is readily available to intensify these processes
by improving the mass transfer rates. Moreover, the efficient and fast screening
of these biocatalysts is important to reduce the lab-to-market time (Tholey and
Heinzle, 2002; Garcia et al., 2007; Wirth, 2013). Such a screening allows the fast
collection of biocatalyst productivity at different experimental conditions. Once
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optimal experimental conditions are identified which are also economically viable,
the microreactor platform allows to increase the production volume by use of the
scale-out approach. The application of this approach avoids the time-consuming
process of scale-up (Wohlgemuth et al., 2015). By applying optimal experimental
design methods, the required experimental efforts can be decreased significantly
and the kinetic parameter reliability can be easily assessed. In this respect, it was
shown that it is also possible to reliably estimate parameter values under mass
transfer limited conditions. This was not yet possible, and allows to acquire ki-
netic parameter values which are not dependent on the actual fluid regime. The
latter is important, since it will improve the accuracy of upscaling and downscaling
calculations.
7.3 Perspectives
Based on the experience build throughout this dissertation, some future perspec-
tives are discussed below.
7.3.1 Kinetic models for enzymes
The kinetic models to describe the enzymatic catalysis are mostly reduced using
the quasi steady-state assumption (QSSA). This was also the case in this disserta-
tion, where the quasi steady-state equation representing the plain ping-pong bi-bi
mechanism was successfully calibrated. However, the question arises what bene-
fits the quasi steady-state assumption yields. First, the application of the QSSA
reduces the system of ODEs to a single algebraic equation. This model reduction
makes that the QSSE can be simplified by splitting up the full model structure into
submodels, as was done in Chapters 3 and 4. Second, the aim of a model reduction
is to reduce the complexity (and the number of parameters) of a model. However,
for the plain ping-pong bi-bi model this is not really the case, since the number of
parameters is actually the same as the original rate model (Table 7.1).
From Table 7.1, it can be seen that the number of initial conditions for the sub-
strates and products is the same for both models. The actual “simplification” is
located within the number of initial conditions of the different enzyme forms. For
the quasi steady-state (QSS) model only the total enzyme concentration needs to
be set, and can thus be regarded as a parameter since it is fixed in time. On the
other hand, the initial concentrations of the four enzyme forms (i.e. E, EA, F,
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Table 7.1: Overview of the model complexities of both the rate model and
the quasi steady-state model describing the plain ping-pong bi-bi mecha-
nism.
Rate model QSS model
Parameters 8 8 + 1*
Initial conditions
- substrates & products 4 4
- enzyme forms 4 1
∗ Keq is related through the Haldane relationship and should
not be calibrated (Segel, 1975).
and FB) need to be set for the rate model. However, it is not clear whether these
initial conditions would have a large impact on the model outputs.
It is clear that the application of the quasi steady-state assumption for the plain
ping-pong bi-bi mechanism does not yield an important reduction in model com-
plexity. However, for other mechanisms the QSSA has proven to reduce overall
model complexity (Briggs and Haldane, 1925; Radulescu et al., 2012), e.g. for the
Michaelis-Menten kinetics, the number of parameters is decreased from 3 to 2 and
the number of enzyme forms is reduced from 2 to 1.
The question which needs to be answered in the future is whether the use of a
quasi steady-state model is needed to describe and calibrate reactions obeying
the ping-pong bi-bi mechanism. Moreover, if such a model reduction would be
necessary, other (more advanced) model reduction methods are available nowa-
days (Radulescu et al., 2012; Rao et al., 2014).
7.3.2 Apply generic methodology to assess mass transfer limitations for
other (micro)reactors & reactions
The generic methodology to assess mass transfer limitations, which was devel-
oped in chapter 5, was only applied to fairly simple microreactor configurations.
For other micro- and macroreactor configurations the added value might be even
higher, since the use of dimensionless numbers will be practically impossible. How-
ever, there might be some issues which have to addressed first for large-scale re-
actors:
• Measurement location
The generic methodology used measurements at the outlet of the micro-
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reactor. In the case of a microreactor, it does not really matter if the mea-
surements would be taken inside the reactor, since these reactors are mostly
tubular-like and a measurement location within the reactor can be regarded
as a reduction in residence time. However, for larger reactor tanks it might
prove impossible to relate a measurement within the reactor with the ide-
alised tank models. Therefore, the fundamental idea of the methodology to
compare an ideal model with a CFD model, is probably only applicable for
large reactors when performing measurements at the outlet of the reactor.
• Impact of turbulence
Microreactors can be modelled using laminar flow models, but for large re-
actor tanks the turbulence needs to be taken into account. The choice of the
turbulence models and its parameter values can have a great impact. Since
turbulent flows generally improve the mass transfer, the effect of the turbu-
lence needs to be described accurately. However, the selection of the proper
turbulence model remains a difficult question. Recently, Larsson et al. (2015)
compared the performance of RANS turbulence models for different pilot and
large-scale reactor configurations. The suitability of a turbulence model was
found to be depending on both the reactor configuration and operating con-
ditions, however no general consistency was found. The observation were
confirmed by a literature study, which showed that reactors with similar lay-
out and operating conditions were often modelled using different turbulent
models (Larsson et al., 2015). This indicates that the selection of the proper
turbulence model, although important for the parameter estimation, is not
straightforward.
• Complex reactions
In Chapter 5, the generic methodology was applied for a simple pseudo first-
order kinetic model. However, in reality more complex kinetic models, in-
volving multiple species and equilibrium reactions, are generally considered.
Deriving a single measure indicating the level of mass transfer limitations
will prove to be more challenging in such a case.
After addressing these issues, the mass transfer limitations can be calculated for
more complex (large-scale) reactors. The generic methodology could be combined
with a topology optimisation approach, i.e. the study to optimise the reactor
configuration to meet specified performance requirements (Pereira Rosinha et al.,
2015). In this respect, the generic methodology could yield additional information
regarding the mass transfer limitations, which are expected to decrease during
such a topology optimisation.
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7.3.3 Automated optimal experimental design for parameter estimation
of complex models
Model-based optimal experimental design (MbOED) was only used for part of the
model calibration, but the implementations and knowledge are available allowing
its direct use in the near future. In this respect, McMullen and Jensen (2011)
already presented an automated microfluidic system for the rapid determination
of reaction kinetics where model discrimination and parameter estimation were
performed sequentially. This approach was applied to a Diels-Alder reaction and
was able to discriminate the right model from three other reaction kinetics. Such
an automated approach would drastically reduce the time required for performing
a proper parameter estimation. To further reduce the experimental effort, the
sequential approach used by McMullen and Jensen (2011), can be replaced by
an integrated approach where the information for both the parameter estimation
and model calibration is collected simultaneously (Donckels, 2009). However, the
robustness of such an automated approach needs to be assessed for more complex
models like the ping-pong bi-bi QSS model.
7.3.4 Optimal experimental design under mass transfer limited condi-
tions for complex reactions and reactor configurations
Instead of performing an OED study based on the plug flow, the optimisation
should better be performed using a CFD model which allows to take into account
spatial heterogeneities and mass transfer limitations. However, this approach re-
quires the implementation of the local sensitivity function in the CFD software
and is computationally very expensive. Moreover, there are a couple of hurdles
which need to be taken before its application can be regarded as reliable.
First, the Fisher information matrix (FIM) is typically used to optimise exper-
imental designs. In Chapter 6, the FIM was calculated but showed unreliable
behaviour under increased mass transfer limitations. This behaviour could be re-
lated with the high parameter-effects curvature introduced earlier in Chapter 4. In
order to obtain reliable experimental designs and parameter estimate uncertainties,
Benabbas et al. (2005) proposed a measure in which the parameter-effects curva-
ture is kept below a certain maximum during the maximisation of the information
content (so-called constrained optimisation).
Second, the application of OED for CFD has only be shown for a kinetic model
with a single parameter. Since the convection-diffusion effects will obscure the
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underlying kinetic parameters and its relations, it can be expected that kinetic
models with more parameters will prove more difficult to calibrate. Moreover,
kinetic models which are practically identifiable in an ideal reactor configuration,
might become practically unidentifiable when taking into account mass transfer
limitations.
Third, compared to a “standard” rMbOED, more degrees of freedom are available
now. However, that can pose problems since some degrees of freedom are easier
to change (e.g. substrate concentration, residence time,. . . ) compared to other
degrees of freedom (e.g. microreactor width, immobilised enzyme concentration,
. . . ). Therefore, an objective function needs to be developed which can take into
account such limitations.
Despite the fact that there are still some hurdles to be dealt with, the use of
OED for CFD-kinetic models looks promising. More specifically, the use of this
technique allows to identify highly informative regions where sensors will be more
performant. This is especially useful for large-scale reactors like fermentors and
wastewater treatment plants.
It should be noted that although OED and topology optimisation both use CFD-
kinetic models, the aim of both methods is different. The aim of OED for a
CFD-kinetic model, is to optimise the information of the experiments by altering
process conditions and (if necessary) the reactor configuration. For a topology
optimisation, the aim is to optimise the reactor performance by altering the reactor
configuration. A logical optimisation procedure would consist of following steps:
First, OED is performed CFD-kinetic model for a standard reactor configuration.
If the mass transfer limitations would be too severe to allow a proper parameter
estimation, changes in the reactor configuration should be considered. After a
successful parameter estimation and uncertainty analysis, the CFD-kinetic model
can be used to perform a topology optimisation in order to improve the reactor’s
productivity.
7.3.5 Assess hypotheses why enzymes perform better in microreactors
In literature, the enzyme-relative productivity of biocatalytic microreactors is gen-
erally higher compared to that in small batch reactors. E.g. Tusˇek et al. (2012)
reported a 30 time higher productivity in the microreactor (6µL) compared to
the cuvette (1 mL). The traditional strengths of microreactors, such as their high
surface-to-volume ratio and small diffusion distances, are often referred to in order
to explain the observed behaviour. However, these hypotheses are generally left
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unproven, and thus no additional knowledge and insights are gathered. The focus
of most papers is to prove the superiority of these small-scale reactors, while it
might be plausible that some productivity problems might already been solved
by switching from turbulent flow in batch reactors to the laminar flow in micro-
reactors. In this respect, Maruyama et al. (2003) already raised the question
whether the mixing in small batch reactors could result in the denaturation of the
enzyme.
When the enzymatic microreactor and batch reactor show a strong difference in
productivity, this needs to be assessed using a stepwise approach which should
potentially consist of the following steps:
1. Perform additional kinetic experiments in a microreactor. In this respect,
the use of an optimal experimental design method will reduce the required
experimental effort.
2. Estimate the kinetic parameters using a combined kinetic-CFD model (as
shown in Chapter 6), which will allow to obtain the intrinsic parameter
values. Moreover, the kinetic parameter uncertainty needs to be calculated.
3. The calibrated kinetic model can now be used to calculate the mass transfer
limitations by using the generic methodology introduced in Chapter 5. This
step can be regarded as unnecessary, but provides additional information
about the mass transfer limitations in the microreactor. Moreover, this step
is not calculation intensive, since all the preparative work has already been
done in the previous step.
4. Afterwards, a combined kinetic-CFD model needs to be constructed for the
batch reactor. Most of the effort done in step 2 can be reused, but a new
reactor geometry needs to be implemented and turbulence needs to be in-
cluded.
5. The kinetic data gathered in the batch reactor can be compared with the
model prediction of step 4. If the data and predictions match, the main
phenomenon reducing the batch reactor productivity is the lack of mass
transfer. Otherwise, additional phenomena like denaturation need to be
tested and validated.
The proposed stepwise approach is only a first draft of such a procedure, and should
be adapted according to the specificities of the system under study. The kinetic
model is calibrated using the data from the microreactor, since it is expected that
the uncertainties of the laminar flow model are much lower compared to that of
the turbulent flow model. By comparing the integrated CFD-kinetic model for
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the batch reactor with the corresponding data, information can be gathered and
hypotheses can be tested. The use of such a stepwise approach will allow to build a
knowledge base about the effect of a specific process operation on the biocatalytic
performance.
7.3.6 Modelling of the production of unstable intermediates in micro-
reactors
For the production of unstable intermediates, microreactors prove to outperform
traditional large-scale reactors like continuous stirred-tank reactors. In a micro-
reactor it is possible to continuously extract the intermediate at the location where
the concentration is the highest (Jensen, 2005). This is also possible for continu-
ously stirred-reactor tanks, but due to mixing effects the effective concentration of
the intermediate is lower. In literature, the production of unstable intermediates in
microreactors has already been shown experimentally for chemical pathways (Na-
gaki et al., 2010, 2012a,b). In order to intensify this type of reactions, the mass
transfer and the process design need to be improved. The necessary modelling





In this appendix, a brief overview is given of the methods currently available within
pyIDEAS package and used throughout this dissertation. The pyIDEAS package
will be available at https://github.com/TimothyVD, where a more extensive doc-
umentation is available. The use of the different functionalities is illustrated for
the Michaelis-Menten model, introduced earlier in Chapter 2.
A.1 Model definition and simulation
A.1.1 Algebraic model
The Michaelis-Menten equation (Equation 2.15) can be easily implemented using
the AlgebraicModel class, which is intended for purely algebraic models.
1 import numpy as np
2 # import the algebraic model class
3 from pyideas import AlgebraicModel
4
5 # Define model structure
6 system = {’v’: ’Vmax*S/(Km + S)’}
7
8 # Set (initial) parameter values
9 parameters = {’Vmax’: 0.25,
10 ’Km’: 20.}
11
12 # Initiate an ’AlgebraicModel’ object
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13 M1 = AlgebraicModel(’Michaelis-Menten’, system, parameters, [’S’])
14
15 # Set the concentration range of the substrate
16 M1.independent = {’S’: np.linspace(0., 100., 1000)}
17
18 # Run the model and plot the initial rate v
19 M1.run()[’v’].plot()
The final command yields Figure A.1.
Figure A.1: The reaction rate v as a function of the substrate concentration
S for the Michaelis-Menten model.
A.1.2 Differential algebraic model
To describe the evolution of the substrate and product concentrations in a batch re-
actor, a differential algebraic model needs to be defined. In this case, the Michaelis-
Menten equation describes the rate at which the substrate is consumed and the
product is being produced.
1 import numpy as np
2 # import the differential algebraic model class
3 from pyideas import Model
4
5 # Define model structure
6 system = {’dP’: ’v*E’,
7 ’dS’: ’-v*E’,
8 ’v’: ’Vmax*S/(Km + S)’}
9
10 # Set (initial) parameter values
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15 # Initiate an ’AlgebraicModel’ object
16 M2 = Model(’Michaelis-Menten’, system, parameters)
17
18 # Set the length of the experiment
19 M2.independent = {’t’: np.linspace(0., 100., 1000)}
20 # Set initial conditions for both the substrate and product
21 M2.initial_conditions = {’S’: 50., ’P’: 0.}
22
23 # Run the model and plot the initial rate v
24 M2.run()[[’S’, ’P’]].plot()
The final command yields Figure A.2.
Figure A.2: The substrate and product concentrations as a function of time.
A.2 Parameter estimation
In reality, a model needs to be calibrated using experimental data before it can
actually be used for process optimisation. Therefore, some fictitious data with a
random white noise of 5 % was generated below. First, the local approach is used
to estimate the parameter values. However, local methods are less likely to find
the global minimum.
A.2.1 Local optimisation
1 import pandas as pd
2 from pyideas import Measurements, ParameterOptimisation
3
4 # Experimental data
5 data = np.array([[ 0. , 0. ],
6 [ 20. , 0.138 ],
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7 [ 40. , 0.168 ],
8 [ 60. , 0.194 ],
9 [ 80. , 0.198 ],
10 [ 100. , 0.204 ]])
11
12 # To use the experimental data, it needs to be
13 # converted to a pandas dataframe
14 data = pd.DataFrame(data=data, columns=[’S’, ’v’])
15 # The independent variables are set as index
16 data = data.set_index([’S’])
17
18 # Data object is initialised
19 M1data = Measurements(data)
20 # Measurement error has std deviation of 5%
21 # this will be taken into account for the optimisation
22 M1data.add_measured_errors({’v’: 0.05}, method=’relative’)
23
24 # Initiate optimisation object using model and data
25 M1optim = ParameterOptimisation(M1, M1data)
26
27 # Perform a local optimisation using Nelder-Mead
28 M1optim.local_optimize(method=’Nelder-Mead’).x
The final command yields the following “optimal” parameter values:
array([ 14.08076174, 0.23334128])
A.2.2 Global optimisation
For more complex problems, a global optimisation might be more suitable since it
is more likely to retrieve the global optimum.
1 from pyideas import ModPar
2
3 # Set ranges for each parameter which needs to be optimised
4 parspace = [ModPar(’Km’, 0., 100., ’randomUniform’),
5 ModPar(’Vmax’, 0., 5., ’randomUniform’)]
6 M1optim.set_dof_distributions(parspace)
7
8 # Perform a particle swarm optimisation (PSO) for 100 particles
9 population, optim_obj = M1optim.inspyred_optimize(approach=’PSO’,
10 pop_size=100,
11 max_eval=10000)
12 # Extract the most optimal particle for the population
13 max(population).candidate
APPENDIX A PYIDEAS EXAMPLE 171
The final command yields the following “optimal” parameter values, which are
really close to those obtained with the local optimisation method.
array([ 14.08073538, 0.23334127])
A.3 Parameter uncertainty calculations
1 from pyideas import CalibratedConfidence
2
3 # The optimisation is used to construct the confidence object
4 M1conf = CalibratedConfidence(M1optim)
5
6 # Calculate the parameter confidence
7 M1conf.get_parameter_confidence()
8
9 # Calculate the parameter correlation
10 M1conf.get_parameter_correlation()
The parameter estimates obtained from the initial rate data and given the measure-
ment uncertainty standard deviation of 5 % can be regarded as reliable. However,
the Michaelis constant Km is rather uncertain with a 95 % confidence interval of
60 %.
Figure A.3: The parameter estimates uncertainty of the kinetic parameters
of the Michaelis-Menten model, using the Fisher information matrix.
A.4 Model-based optimal experimental design
The question now arises whether more informative experiments could have been
designed to allow a better parameter estimation. Two types of optimal experi-
mental design are shortly illustrated in this section, i.e. brute force design and
robust design.
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A.4.1 Brute force design
The idea behind the brute force design, it to calculate all different design possibil-
ities for one parameter set. The approach is shown below.
1 from pyideas import BaseOED
2
3 # Initiate an optimal design object from the calibrated model
4 M1OED = BaseOED(M1conf, [’S’])
5
6 # Set the experimental design ranges for S
7 M1OED.set_dof_distributions([ModPar(’S’, 0., 100.0, ’randomUniform’)])
8
9 # Obtain an optimal design given the practical limitations
10 indep_out, FIM_end = M1OED.brute_oed({’S’: 21}, # Divide range in 21 pieces
11 5, # Sample 5 most informative experiments
12 replacement=False, # No replacement of samples
13 criterion=’D’) # Use D-criterion for optimisation
14
15 # Get optimal sampling locations
16 indep_out.values[:,0]
The final command yields the following optimal experimental design for the para-
meter values under consideration.
array([ 5., 15., 90., 95., 100.])
A.4.2 Robust design
Since it is very unlikely that the parameter values are known prior to the parameter
estimation, a robust design approach is more suitable. Currently only the maximin
approach is implemented within the pyIDEAS package.
1 from pyideas import RobustOED
2
3 # Initiate an optimal design object from the calibrated model
4 # Number of experiments which will be designed is 5
5 M1rOED = RobustOED(M1conf, 5)
6
7 # Set the experimental design ranges for S
8 M1rOED.set_independent_distributions([ModPar(’S’, 5., 100.0, ’randomUniform’)])
9
10 # Set the parameter ranges for both Km and Vmax
11 M1rOED.set_parameter_distributions([ModPar(’Km’, 1., 25.0, ’randomUniform’),
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12 ModPar(’Vmax’, 0.05, 0.5, ’randomUniform’)])
13
14 # Calculate the robust optimal experimental design
15 M1rOED.maximin()
The final command yields the following robust optimal experimental design.
array([ 5., 5., 5., 100., 100. ])
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