Introduction
============

The paths followed by diffusing molecules, bacteria, foraging animals, share prices, and long polymers have all been described by random walks, and this has led to a rich theory ([@bib10]; [@bib2]). Random walks are trajectories consisting of uncorrelated steps; in the case of polymers like chromosomes, steps are biochemical links between successive monomers. Notwithstanding the success of this theory, there remain few theoretical analyses of individual polymers in confined spaces ([@bib54]; [@bib25]; [@bib24]), where excluded volume effects become important (which are not easily captured by theory) and simulations require high performance computing. There are also few attempts to validate results experimentally (for important studies, see [@bib21]; [@bib53]; [@bib11]; [@bib7]); this is largely because it is so difficult to detect single molecules. As there is such a wealth of experimental data on individual human chromosomes confined in nuclei, we compared this with new data obtained using Monte Carlo simulations of model polymers subject solely to entropic forces and found remarkable agreement.

Human chromosomes are not distributed randomly in nuclei ([@bib20]; [@bib13]; [@bib8]; [@bib52]). For example, gene-poor chromosomes in lymphocytes tend to be peripheral and gene-rich ones internal, inactive heterochromatin often aggregates at the periphery, and centromeres may cluster into chromocenters. Such positioning has important consequences, for example, in repressing genes by bringing them closer to inactive heterochromatin. It also underpins the production of cancer-promoting translocations. These arise early during tumorigenesis when chromosomes broken accidentally are repaired by rejoining the wrong fragments, and this can reposition the relevant territories. As a result, there is interest in detecting such repositioning as it may allow early diagnosis, especially in the major solid tumors that are refractory to the karyotyping used routinely ([@bib52]).

It is usually assumed that chromosomal shape and positioning result from the action of specific forces acting locally, for example, through hydrogen bonds, van der Waals forces, charge interactions, or hydrophobic forces acting between one nucleosome and another or between nucleosomes and the lamina. However, it is instructive to estimate whether nonspecific (entropic) forces might have similar effects, especially when (a) theory suggests that they should become significant when acting on polymers as long as individual human chromosomes, which are fibers with contour lengths of several millimeters, confined in micrometer-sized nuclei, (b) simulations indicate that such forces can segregate whole daughter chromosomes to the opposite ends of rod-shaped bacteria ([@bib25]), and (c) experiments confirm that those forces can position plastic beads larger than chromosomes at the periphery of lipid vesicles roughly the size of nuclei ([@bib17]).

In this study, we used Monte Carlo simulations to generate and analyze different sets of polymers (representing interphase chromosomes) confined within a sphere (representing a nucleus). Each polymer was a string of beads that adopted an ideal random walk. To model a chromosome more realistically, each fiber/bead had a finite thickness (and so was self-avoiding, so that each fiber/bead could not occupy the same space as another). The fiber was also endowed with elastic properties, and, in some cases, an appropriate set of interaction or self-interaction potentials. Motivated by the fact that gene-rich and -poor segments have different physical properties, we explicitly distinguished between eu- and heterochromatin. We used relatively fine graining, basing our analysis on 30-nm monomers. (For various other polymer models of chromosomes, see [@bib35]; [@bib41]; [@bib29]; [@bib48]; [@bib23]; [@bib40]; [@bib45]; [@bib15]; [@bib36].) As knowledge of the biophysical properties of chromatin remains sketchy, our results suggest qualitative trends rather than quantitative outcomes. We interpret them in terms of an entropic bias that resolves sometimes conflicting forces to position stiff, compact, and thick fibers at the periphery, create asymmetric territories, and drive chromocenters to the periphery, which is all in agreement with experimental data. The idea that the nucleus can functionally self-organize ([@bib38]) is growing ([@bib12]; [@bib26]; [@bib43]), and we suggest that nonspecific entropic forces act in concert with specific ones to position chromosomes within nuclei. Our results were obtained assuming equilibrium, but the entropic forces uncovered will inevitably bias out-of-equilibrium systems like nuclei.

Results
=======

The radial positioning of chromosome territories
------------------------------------------------

Gene-poor chromosomes tend to lie peripherally within the spherical nuclei of human lymphocytes and gene-rich ones internally; this organization is evolutionarily conserved among primates. G/C content proves to be one of the best predictors of such radial position ([@bib20]; [@bib13]; [@bib8]; [@bib28]; [@bib39]; [@bib52]); a high value correlates with an interior position, a high gene content, transcriptional activity, and an increased flexibility and decompaction of the chromatin fiber ([@bib55]; [@bib20]; [@bib51]). Therefore, we investigated how these properties affect positioning of model polymers. (Chromosome length plays a more important role in fibroblast nuclei, which are more like flattened ellipsoids than spheres \[[@bib5]; [@bib39]\].)

We first considered five stiff and five flexible self-avoiding fibers, representing hetero- and euchromatic fragments of ∼150 kbp, within a confining sphere, the nuclear envelope; each fiber was a string of closely packed 30-nm beads, with each bead representing ∼3 kbp of DNA in chromatin. Although the persistence length (ξ), which is a measure of flexibility, has not been determined precisely in vivo, experiments in vitro yielded values between 40 and 200 nm ([@bib29]), and so we selected ones in this range. We then determined (using Monte Carlo simulations) the radial probability density of monomers within each fiber and found a crossover between different behaviors as the fraction of nuclear volume occupied by chromatin (φ) increased. At low packing fractions, stiffer fibers were found, on average, closer to the center of the sphere (which is at position 0; [Fig. 1 A, i](#fig1){ref-type="fig"}). Above a fraction of ∼10%, this trend reversed, and stiffer polymers became statistically more likely to lie near the periphery (which is at position 1; [Fig. 1 A, ii and iii](#fig1){ref-type="fig"}). As chromatin occupies ∼10% nuclear volume and as many other molecules are also packed into nuclei (e.g., nuclei contain an equal weight of ribonucleoprotein), the pattern found in [Fig. 1 A (iii)](#fig1){ref-type="fig"} should be the closest to that found in vivo.

![**Monte Carlo simulations of two sets of five polymers confined within a sphere.** Polymers were allowed to diffuse in the computer until they reached equilibrium. In each case, typical configurations (left), normalized radial probabilities (middle), and cartoons illustrating major determinants of position (right) are shown for the volume density (φ) indicated. All polymers are self-avoiding (i.e., no bead occupies the same space as another), and, unless stated otherwise, there are 50 beads (diameter of 30 nm) in a polymer with a contour length of 1.5 µm (representing 150 kbp) and a persistence length of 40 nm. (In each case, increasing length 10-fold yields essentially similar patterns \[see Monte Carlo simulations of confined chromatin segments\].) (A) Five stiff (blue) and five flexible (red) polymers with persistence lengths (ξ) of 90 and 40 nm. (i) At low volume fractions, stiff polymers tend to lie more internally than flexible ones (difference significant, P \< 0.0001; unpaired Student's *t* test). The cartoon shows that stiff polymers statistically occupy more volume and so lose more entropy when positioned in the (larger) gray volume close to the wall; as a consequence, their centers of mass tend to be concentrated in the yellow volume at the center. (ii and iii) At volume fractions \>11%, this trend reverses, and stiff polymers tend to be peripheral (for iii, difference significant, P \< 0.0001; unpaired Student's *t* test). This is what is seen experimentally (check), where stiff, heterochromatic regions are often peripheral. Data with different length and/or persistence lengths give qualitatively similar trends (see Materials and methods). For a description of the cartoon, see The radial positioning of chromosome territories and Monte Carlo simulations of confined chromatin segments. (B) Five compact (blue) and five open/swollen (red) polymers. Compaction is achieved by allowing monomers in one set to interact with other monomers in the same polymer with an attractive potential of 1 *k~B~T* in the range between 30 and 50 nm (center to center distances). (i and ii) Compact polymers are more peripheral at both low and high volume fractions, which is in accord with what is seen experimentally (as heterochromatic regions are more compact; check). The cartoon shows that this entropic bias is the result of compact fibers being able to approach closer to the confining wall (i.e., the inaccessible gray volume is less, and the accessible yellow volume is more). (C) Five thick (30-nm beads; blue) and five thin (25-nm beads; red) polymers. (i) At low volume fractions, thicker polymers tend to be slightly more internal (difference significant, P \< 0.005; Student's *t* test). The cartoon shows that thicker polymers tend to be excluded from a larger gray volume. (ii) At high volume fractions, thicker polymers tend to be peripheral (difference significant, P \< 0.0001; Student's *t* test); this is what is seen experimentally (check). For a description of the cartoon, see The radial positioning of chromosome territories and Monte Carlo simulations of confined chromatin segments. (D) Five long (blue) and five short (red) polymers. (i and ii) Longer polymers tend to be more internal, which is not found experimentally (X). The cartoon shows that the long polymers occupy more volume and so tend to be excluded from the larger gray volume (to occupy the smaller yellow volume toward the center).](JCB_200903083_RGB_Fig1){#fig1}

We describe the combination of entropic forces acting here as an "entropic centrifuge" that works as follows. At low packing fractions, a stiff polymer statistically occupies more volume than a flexible one (it has a larger radius of gyration), and, when it approaches the confining wall, it "feels" the wall sooner to lose more entropy; therefore, it tends to be found more toward the interior. Thus, in the cartoon on the right of [Fig. 1 A](#fig1){ref-type="fig"} (i; see also Materials and methods), the stiffer blue polymer is larger and more surface-phobic and so tends to be excluded from the (larger) gray volume at the periphery; as a result, it is more frequently found toward the center in the smaller yellow volume. But at high packing fractions, the entropic effect illustrated in the cartoon in [Fig. 1 A (iii)](#fig1){ref-type="fig"} becomes significant. Here, one end of the first persistence length in a stiff polymer (represented by the blue rod) abuts the confining wall. If we imagine this blue rod is tethered to the wall, it can access all conformations in the light blue volume but not the gray volume outside of the confining wall. If the rod is now divided into two (shown in red) to increase flexibility, the light blue volume still remains accessible, but the particular conformation shown is not permissible (as the second half of the red rod penetrates the wall). This qualitatively suggests that flexible (red) polymers lose more configurations (and so entropy) when squashed against the wall. (This effect is quantified by additional simulations in Materials and methods.) Then, they have become the most surface phobic and so tend to be found internally where they lose less entropy. This is what is seen experimentally ([Fig. 1 A, iii](#fig1){ref-type="fig"}, check), where heterochromatic (stiffer) regions are often (albeit not always) peripheral ([@bib51]).

Heterochromatin is more compact than euchromatin as the result of specific interactions between hypoacetylated and hypermethylated residues (for example, at H3K9, H3K27, and H4K20; [@bib56]; [@bib16]). Therefore, we considered two sets of polymers that self-interact to different degrees. Monomers in one set were as before (i.e., in physicist's terms, they interact solely via a hard core repulsion), whereas those in the second attracted other monomers in the same fiber with an energy of 1 *k~B~T* if their centers were within 30--50 nm (the hard core diameter being 30 nm; *k~B~* is the Boltzmann constant, and *T* is the temperature). As a result ([Fig. 1 B](#fig1){ref-type="fig"}, left), half of the polymers had "open" or "swollen" conformations (like euchromatin), and the other half had compact ones (like heterochromatin). (Open and swollen are terms used by biologists and physicists, respectively, to describe roughly the same property.) Compact fibers were found, on average, closer to the edge; this entropic bias is found at low and high packing densities and is the result of compact fibers being able to approach closer to the confining wall ([Fig. 1 B](#fig1){ref-type="fig"}). Mild interactions (range of 0.5--2.0 *k~B~T*) led to similarly well-separated profiles. These results are also in accord with experimental observations: compact heterochromatin is often peripheral ([@bib51]).

We next considered two populations of fibers with 25- and 30-nm beads, representing different compactions of the 11-nm nucleosomal string. All fibers were equally flexible (i.e, ξ = 40 nm). Increasing confinement again triggered an exchange. At low volume fractions, thinner segments were slightly more likely to be peripheral because of their smaller size ([Fig. 1 C, i](#fig1){ref-type="fig"}). But at high packing fractions, they were more likely to be internal ([Fig. 1 C, ii](#fig1){ref-type="fig"}). This effect was smaller than those seen in [Fig. 1 (A and B](#fig1){ref-type="fig"}; but the differences are nevertheless significant). We imagine that an entropic "depletion attraction" ([@bib1]; [@bib33]) drives this switch. Here, the center of mass of each bead of radius *r* cannot enter the volume that extends a distance *r* away from any other bead or the confining wall. As a bead approaches the wall, this depleted volume around the bead overlaps that around the wall to increase the volume available to other beads (increasing their entropy). This overlap volume (green in the cartoon in [Fig. 1 C, ii](#fig1){ref-type="fig"}) is larger for larger beads, so positioning thicker polymers near the wall increases the entropy of the system. In other words, thicker polymers are more surface philic. This result is again in accord with experimental ones; thicker heterochromatic regions are often peripheral ([@bib51]).

We then considered two sets of fibers with different lengths; longer fragments were found internally at both low (not depicted) and high packing fractions ([Fig. 1 D](#fig1){ref-type="fig"}). This is because long polymers occupy more volume and tend to be found in a smaller volume in the interior (as in the cartoon). This result is not found experimentally because longer chromosomes in spherical nuclei have a slight tendency to be peripheral ([@bib14]; [@bib22]). However, this length effect is now known to be small ([@bib37]), so we suggest that other drivers like flexibility and compaction play more important roles. We confirmed this by running simulations with 10 long but compact fibers (with 100 beads, a persistence length of 40 nm, and compacted as before by a 1 *k~B~T* attraction) and 10 short but flexible fibers (with 20 beads and the same persistence length); then, the long fibers were peripheral (unpublished data). This is exactly the organization found in chicken nuclei ([@bib22]), which contain long macrochromosomes (which are gene poor and so have a higher compaction) and short microchromosomes (which are gene rich and so more flexible).

Our results thus far concern short chromosome fragments and highlight entropic biases caused by heterogeneity in chromatin. However, such biases should persist at all scales, and our simulations can represent longer chromosomes (with the sole exception of those relating to stiff/flexible fibers, as persistence length has little meaning when each bead represents hundreds to thousands of kilobase pairs). For instance, one bead in [Fig. 1 (B--D)](#fig1){ref-type="fig"} may represent 2 Mbp (packed into a diameter of 260 nm) in a 100-Mbp human chromosome or 15 kbp (packed into a diameter 51 nm) in a 0.75-Mbp yeast chromosome. (We have also repeated the simulations in [Fig. 1](#fig1){ref-type="fig"} with 2- and 10-fold longer chromosomes and found the same trends \[[Fig. 1](#fig1){ref-type="fig"} legend\].)

Looping promotes territory formation
------------------------------------

The fibers illustrated in [Fig. 1](#fig1){ref-type="fig"} often interpenetrate without forming discrete territories. (The compact fibers in [Fig. 1 B](#fig1){ref-type="fig"} are the sole exceptions.) They provide a simple case that is easy to analyze, analogous to the chromosomes of budding yeast which do not form obvious territories, although heterochromatic telomeres are often peripheral ([@bib3]). Therefore, we next investigated how global fiber conformation affects the formation of territories like those in higher eukaryotes. We began with a control. Five stiff (ξ = 90 nm) and five flexible (ξ = 40 nm) fibers were allowed to equilibrate, and contacts between each 30-nm bead and all others were determined. In the contact map in [Fig. 2 A](#fig2){ref-type="fig"}, crosses mark positions of beads lying within 60 nm of each other (30 nm being the center to center distance of two touching beads). Beads were numbered from the first to last bead on the first (flexible) fiber (i.e., from number 1 to 101), through other flexible fibers, then to the first bead on the first stiff fiber (i.e., number 506), and on to the last bead on the last (stiff) fiber (i.e., number 1,010). Beads rarely contacted others on the same fiber but often touched those on other fibers; this confirms that territories did not form. However, there were slightly more contacts in the top right quadrant than the bottom left one; contacts between stiff fibers were slightly more numerous, indicating there was a partial phase separation. We interpret this in terms of a greater reduction in the number of possible conformations when two flexible polymers are positioned next to each other (compared with that obtained with two stiff polymers) and, to a lesser extent, a consequence of the differing radial concentrations of the two types of polymer ([Fig. 1 A](#fig1){ref-type="fig"}). Here, the centrifuge drove stiffer polymers both together ([Fig. 2 A](#fig2){ref-type="fig"}) and to the wall ([Fig. 1 A](#fig1){ref-type="fig"}). Roughly the same pattern was found with circles ([Fig. 2 B](#fig2){ref-type="fig"}), although there were more stiff--stiff contacts (top right quadrant) and fewer flexible--flexible ones (bottom left quadrant). These results indicate that linear and circular polymers intermingle without forming discrete territories. (The theoretical reason underlying this behavior is that intermingling requires only a few kilocalories/mole per loop/fiber \[[@bib24]\].)

![**Contacts within and between polymers with different conformations determined using Monte Carlo simulations.** Sets of 10 linear, circular, or looped polymers (each a string of 101 30-nm beads representing 303 kbp) were confined in a sphere (radius of 0.3 µm; φ = 11%) and allowed to diffuse in the computer until they reached equilibrium; contacts (defined as ≤60 nm center to center distance) that each bead made with others are marked by a cross (+; which appears as a dot at low magnification) on the plot. In each, five polymers were flexible (ξ = 40 nm; beads 1--101, 102--202,..., 405--505), and five were stiff (ξ = 90 nm; beads 506--606, 607--707,..., 910--1,010). (A) Beads are not so likely to contact other beads in the same fiber, indicating that fibers intermingle without forming discrete territories (inter- and intrachain contacts, 30% and 70%, respectively). There are also more contacts in the top right quadrant than the bottom left one, showing that contacts between stiff fibers are more numerous (flexible--flexible contacts, 3,480 \[16%\]; stiff--flexible contacts, 850 \[39%\]; stiff--stiff contacts, 978 \[45%\]). (B) The pattern is largely the same (inter- and intrachain contacts, 30% and 70%, respectively). There are more stiff--stiff contacts (top right quadrant) and fewer flexible--flexible ones (bottom left quadrant; flexible--flexible contacts, 390 \[17%\]; stiff--flexible contacts, 796 \[35%\]; stiff--stiff contacts, 1,100 \[48%\]). (C) Rosettes, each with five 60-kbp loops, generated by tethering together beads (green) at positions 1, 21, 41, 61, 81, and 101 in each fiber. The 10 6 × 6 grids along the diagonal mark these forced contacts. There are many other contacts within each grid (and many fewer interfiber contacts), indicating that a bead in one fiber is more likely to contact others in the same fiber; this reflects the formation of more discrete territories (inter- and intrachain contacts, 20% and 80%, respectively). Stiff fibers are again more likely to contact other stiff fibers (flexible--flexible contacts, 730 \[34.6%\]; stiff--flexible contacts, 311 \[14.7%\]; stiff--stiff contacts, 848 \[50.7%\]).](JCB_200903083_RGB_Fig2){#fig2}

Can looping promote territory formation? Each of the 10 linear strings was then forced to form loops by tethering together beads 1, 21, 41, 61, 81, and 101 in each string (creating a rosette with five loops of 60 kbp in each string). The resulting forced contacts are seen as 10 6 × 6 grids along the diagonal in [Fig. 2 C](#fig2){ref-type="fig"}. There were then many other contacts within each 6 × 6 grid; beads in one fiber had become more likely to contact others in the same fiber. The number of interfiber contacts provides a good measure of territory formation, which looping clearly promotes. To quantify intermingling more precisely, we determined the percentage of contacts between beads on different fibers; for linear fibers and circles in [Fig. 2 (A and B)](#fig2){ref-type="fig"}, this percentage was between 30 and 40%, whereas it dropped to ∼20% for rosettes with 60-kbp loops ([Fig. 2 C](#fig2){ref-type="fig"}) and to \<10% for rosettes with 30-kbp loops (not depicted). These values compare with the ∼20% seen in human lymphocytes ([@bib8]). Flexible--flexible contacts were again less likely ([Fig. 2 C](#fig2){ref-type="fig"}, bottom left quadrants); this is in accord with observations that gene-dense (and so flexible; [@bib20]) chromosomes make poor translocation partners ([@bib4]). An obvious next step is to model fibers that more closely resemble real chromosomes (e.g., with varying flexibility along their length) and compare interpenetration of loci like *MYC* and *IGH*, which are frequently involved in the translocations seen in Burkitt's lymphoma ([@bib44]).

Positioning territories
-----------------------

Many fibers in [Fig. 1](#fig1){ref-type="fig"} did not form discrete territories; therefore, we checked the radial positions of the two types of fibers that did generate them. 10 territories formed in different ways, 5 by compaction and 5 by rosetting, were examined. Each set was generated as before either by an attraction of 1 *k~B~T* between beads in each linear string or by tethering together every 10th bead. (We illustrated this example using rosettes with 10 loops of 30 kbp, but those with 5 loops of 60 kbp gave similar patterns. For example, rosettes with 60 kbp and 30 kbp loops gave 80% and 94% intrachain contacts, respectively, and only 20% and 6% interchain contacts \[unpublished data\].) Then, compact territories were peripheral and rosettes internal ([Fig. 3, A and B](#fig3){ref-type="fig"}). The contact map confirms that both formed territories with few interchromosomal contacts ([Fig. 3 C](#fig3){ref-type="fig"}). As the two types of territory have roughly the same volumes (unpublished data), the centrifuge works here mainly through differences in flexibility and compactness. Again, our results confirm those seen experimentally; active regions of the genome are probably organized into shorter loops ([@bib19]) and tend to be more internal than inactive (heterochromatic) regions, which are often more compact and peripheral ([@bib51]).

![**Positioning rosettes and compact (linear) fibers.** Sets of five rosettes (each with 10 30-kbp loops; red) and five compact (linear) fibers (blue) were confined in a sphere (radius of 0.3 µm; φ = 12.6%) and allowed to diffuse in the computer until they reached equilibrium. Each fiber was a string of 101 30-nm beads representing 303 kbp with 40-nm persistence length. Fibers 1--5 were rosettes and made of beads 1--101, 102--202,..., 405--505; each rosette (with 10 30-kbp loops) was formed by tethering together beads at positions 1, 11, 21, etc., in the fiber. Fibers 6--10 were compact and made of beads 506--606, 607--707,..., 910--1,010; compaction was achieved using an interaction of 1 *k~B~T* in the range of 30--50 nm between each monomer in any one fiber. (A) Snapshot of one simulation. Compact fibers (blue) are expected to be more heterochromatic and are more peripheral, as seen experimentally. (B) Normalized radial probability distributions of beads in rosettes (red) and compact fibers (blue); the latter tend to be peripheral. (C) Contact map (determined as in [Fig. 2](#fig2){ref-type="fig"}; crosses \[+; which appear as dots at low magnification\] mark contacts). The five 11 × 11 grids along the diagonal nearest the origin mark forced contacts in rosettes; additional contacts within each grid reflect many other interfiber contacts and territory formation. The five clusters on the diagonal distant from the origin mark interfiber contacts within each of the five compact fibers; they also form territories (inter- and intrachain contacts, 4% and 96%, respectively). There were many contacts in the quadrants at top left and bottom right, showing that rosettes preferred to pack against compact fibers (rosette--rosette contacts, 136 \[3.8%\]; rosette--compact contacts, 266 \[46.5%\]; compact--compact contacts, 170 \[29.7%\]).](JCB_200903083_RGB_Fig3){#fig3}

Aspherical chromosome territories
---------------------------------

Intuition suggests that isolated random coils like DNA molecules will be spherically symmetric, and they are, at least when large populations are averaged over time. However, both theory and experiment show that they are instantaneously more likely to be prolate ellipsoids (i.e., like American footballs). (In the language of polymer physics, this is because the resulting increase in volume increases the number of constituent blobs, and so degrees of freedom, and the entropic gains outweigh the losses \[[@bib46]; [@bib21]\].) Chromosome territories within spherical mouse pro-B nuclei are also ellipsoidal, with a ratio of principal axes (*a*:*b*:*c*) of 1:2.9:4.5 ([@bib27]). Various properties of randomly packed ellipsoids are of interest here ([@bib18]; [@bib30]). First, they can be packed even more tightly than spheres of equivalent volume, so we might expect nature to exploit this when packing chromosomes into crowded nuclei. We might also guess that squashing a spherical territory against a spherical wall would yield an oblate ellipsoid (like an M&M or lentil). Second, tightly packed ellipsoids touch more neighbors than do spheres, which may go some way to explain why so many interterritory contacts are seen experimentally by chromosome conformation capture ([@bib50]). Third, they are less likely than spheres to become locally jammed, as they have one thinner axis and so can escape through thinner gaps in the surrounding cage formed by nearest neighbors, and this should have entropic consequences. Therefore, we investigated the shapes of various fibers ([Table I](#tbl1){ref-type="table"}). In this case, we analyzed 46 fibers. For flexible fibers, our approach could be scaled. For example, each bead could then be 208 nm in diameter (a size chosen to maintain the packing fraction) and contain 1 Mbp, whereas each fiber would represent a 100-Mbp chromosome and all 46 fibers the complete chromosomal set (see Materials and methods). At low packing fractions, linear fibers (whether flexible or stiff) were ellipsoidal (as expected), and they became more spherical as the packing fraction increased (i.e., the longest axis came closer to unity). In contrast, rosettes (containing 30 or 60 kbp loops) were close to spherical at low packing fractions and became more aspherical as the packing fraction increased to give structures more like those seen experimentally. Stiff rosettes tended to be even more aspherical. Once again, nonspecific entropic forces acting alone could generate the required organization.

###### 

The shapes of polymers within confining spheres

  Packing fraction                            Axial ratios
  ------------------------------------------- ----------------------------------------------
      *%*                                     
  **Linear (no territories)**                 
  Flexible[a](#tblfn1){ref-type="table-fn"}   
      1.2                                     1:1.88:4.34
      9.4                                     1:1.77:3.77
      21.7                                    1:1.69:3.45
  Stiff[b](#tblfn2){ref-type="table-fn"}      
      1.2                                     1:1.99:4.46
      9.4                                     1:2.01:3.49
      21.7                                    1:1.71:2.58
  **Rosettes (30-kbp loops; territories)**    
  Flexible[a](#tblfn1){ref-type="table-fn"}   
      1.2                                     1:1.16:1.34
      9.4                                     1:1.17:1.36
      21.7                                    1:1.33:1.71
  Stiff[b](#tblfn2){ref-type="table-fn"}      
      1.2                                     1:1.19:1.37
      9.4                                     1:1.20:1.38
      21.7                                    1:1.64:2.85[c](#tblfn3){ref-type="table-fn"}
  **Rosettes (60-kbp loops; territories)**    
  Flexible[a](#tblfn1){ref-type="table-fn"}   
      1.2                                     1:1.35:1.68
      9.4                                     1:1.34:1.71
      21.7                                    1:1.46:2.37[c](#tblfn3){ref-type="table-fn"}
  Stiff[b](#tblfn2){ref-type="table-fn"}      
      1.2                                     1:1.44:1.92
      9.4                                     1:1.52:2.12
      21.7                                    1:1.72:2.89[c](#tblfn3){ref-type="table-fn"}

Sets of 46 linear fibers or 46 rosettes (with 10 loops of 30 kbp, as in [Fig. 3](#fig3){ref-type="fig"}, or 5 loops of 60 kbp, as in [Fig. 2 C](#fig2){ref-type="fig"}) were confined in a sphere and allowed to diffuse in the computer until they reached equilibrium; the shapes of the resulting fibers were then examined. Values are given for the packing fraction and axial ratios (for each of the three principal axes of the ellipsoid of inertia, *a*, *b*, and *c*). Territories in mouse lymphocytes have axial ratios of 1:2.9:4.5 ([@bib27]).

ξ = 40 nm.

ξ = 150 nm.

Only rosettes at the high packing fraction give both territories and ratios that approach those seen in cells.

Driving chromocenters to the periphery
--------------------------------------

All mouse chromosomes bear centromeres at one end (unlike some human chromosomes, which are metacentric), and in lymphocytes, these centromeres are often found at the edge of individual territories, whereas those in different territories cluster together at the nuclear periphery into chromocenters ([@bib57]; [@bib37]; [@bib15]). We previously suggested that the depletion attraction might act through the large clumps of heterochromatin in the centromeres to drive such positioning ([@bib33]). Therefore, we investigated various types of fiber, linear, (linear) compact, and rosettes carrying a large terminal bead of 120 nm representing a heterochromatic centromere ([Fig. 4](#fig4){ref-type="fig"}). With all types, the large terminal bead was often found at the periphery of its territory ([Fig. 4](#fig4){ref-type="fig"}, left; and not depicted). Moreover, beads in different territories often clustered together (reflected by the peaks in zone *q*) at the periphery of the nucleus (reflected by the peaks in zone *u*). (Similar patterns were given by terminal beads of 90--150 nm \[unpublished data\].) We suggest that the depletion attraction acts through the large terminal bead to drive this organization, and again, entropic forces are sufficient to position the terminal bead in the appropriate way.

![**Positioning of centromeres in nuclei.** Sets of 10 linear, compact, and rosetted fibers (red; ξ = 40 nm) bearing one large terminal bead of 120 nm representing a telocentric centromere (blue) were confined in a sphere (radius of 0.3 µm; φ = 12.5%) and allowed to diffuse in the computer until they reached equilibrium. Typical snapshots are shown on the left, distances (in simulation units, where 1 unit corresponds to 30 nm) between terminal beads in the middle, and normalized probabilities that territories are found at a given radial position on the right. In all cases, terminal beads are often peripheral and clustered. In zones *p* and *v*, probabilities are zero, as the center of mass of a terminal bead cannot approach within 120 nm of that of another terminal bead or within 60 nm of the confining wall. The peaks in zone *q* reflect clustering of terminal beads, and those in zone *r* reflect the increased probability that two terminal beads will be found randomly in the larger volume found at these separations. The small peak in zone *s* arises because probabilities seen with a random distribution rise progressively toward the periphery, but here, terminal beads tend to be concentrated in zone *u* to leave fewer in zone *t*. (A) 10 linear fibers of 300 kbp, each with one additional large terminal bead. (B) 10 (linear) compact fibers of 300 kbp plus a large terminal bead; compaction is driven by 1 *k~B~T* interaction as in [Fig. 1 B](#fig1){ref-type="fig"}. (C) Nine 30-kbp loops formed as in [Fig. 2 C](#fig2){ref-type="fig"}, each with one linear 30-kbp extension bearing the large terminal bead.](JCB_200903083_RGB_Fig4){#fig4}

Discussion
==========

In this study, we used Monte Carlo simulations to demonstrate that nonspecific (entropic) forces acting alone can position and shape self-avoiding polymers within crowded nuclei in the ways seen experimentally. Polymers composed of strings of beads are allowed to diffuse in a confining sphere until they reach equilibrium. Flexible polymers (like gene-rich chromosomes) tend to be found more toward the center ([Fig. 1 A, iii](#fig1){ref-type="fig"}) and compact/thick ones (like heterochromatin) toward the periphery ([Fig. 1, B \[ii\] and C \[ii\]](#fig1){ref-type="fig"}). Looped polymers but not linear ones also form discrete territories ([Fig. 2](#fig2){ref-type="fig"}; [@bib15]) with the appropriate aspherical shapes ([Table I](#tbl1){ref-type="table"}). In addition, flexible territories tend to intermingle less with others ([Fig. 2 C](#fig2){ref-type="fig"}), which is in accord with observations that gene-dense (and so flexible) chromosomes make poor translocation partners ([@bib4]). If the polymers carry a large terminal bead (to represent centromeric heterochromatin at one end of a telocentric chromosome), beads are found both at the edge of their own territories and cluster at the nuclear periphery ([Fig. 4](#fig4){ref-type="fig"}), again as found in vivo ([@bib15]).

We do not wish to suggest that these entropic forces act alone, without contribution from additional specific interactions; rather, we imagine that the ultimate outcome is determined by resolution of the combined forces, which sometimes may be conflicting. For example, the centrifuge may drive heterochromatin to the periphery in higher animals and plants, with specific nucleosome--lamin interactions being involved in animals ([@bib42]) but not in plants, as they lack lamin proteins. And although heterochromatin is often found at the periphery, the rod cells in the retinas of diurnal mammals provide a striking exception ([@bib51]), so in this case, we suggest that other specific forces become more significant. For example, it is quite possible that variations in the strength of the attraction between heterochromatic regions or between heterochromatin and the lamina will modulate the organization.

One of our major findings is that linear fibers do not generally form discrete territories; rather, linear fibers intermingle ([Fig. 1, A, C, and D](#fig1){ref-type="fig"}). Compact fibers are the exception ([Fig. 1 B](#fig1){ref-type="fig"}). As compaction is achieved by allowing interactions between beads in any one fiber (but not between those in different fibers) and as it is difficult to imagine what mechanism might generate such specificity, it seems unlikely that this type of compaction drives territory formation in vivo. However, looping clearly generates discrete territories ([Fig. 2 C](#fig2){ref-type="fig"}), and there is now good experimental evidence for looping ([@bib34]). There are also good theoretical arguments for it. Thus, the physical separation between any two human genes in three-dimensional nuclear space (determined by fluorescence in situ hybridization) depends on the number of intervening base pairs according to a power law that is inconsistent with a random walk; instead, the fiber must fold back on itself to give the required compaction, and the best fit is given by models involving mixtures of local and giant loops ([@bib36]). That linear and looped fibers form territories to different degrees is also in agreement with an equilibrium analysis by [@bib15] and the dynamic simulations of [@bib45].

Our simulations sample equilibrium conformations, and it remains possible that a true equilibrium is never reached in the lifetime of a cell. For example, [@bib45] argue that entanglement and disentanglement occur so slowly that the organization is determined largely by the structure imposed by the previous mitosis. Chromosomes are initially positioned within daughter cells by the mitotic machinery, and remnants of such positioning are sometimes seen in the Rabl conformation, with centromeres at one end of the interphase nucleus and telomeres at the other ([@bib13]). However, this organization is not seen in mammalian lymphocytes, so something must rearrange things. Furthermore, it would be natural to assume that the shorter chromosomes of yeast and *Arabidopsis thaliana* will equilibrate faster ([@bib45]; [@bib15]), but their heterochromatin is still preferentially peripheral, as our results suggest. Note also that no interstrand crossings were allowed in the molecular dynamics simulations of [@bib45], but if included (because of topoisomerase action), they would speed up disentangling ([@bib49]; [@bib45]). We also believe entropic effects will still be major drivers even if dynamic (nonequilibrium) effects play some role. First, even partial equilibration still allows many configurations to be explored, and while this is happening, we would expect the system to drift toward the organization we describe. Second, starting from a mitotic chromosome (with few interchromosomal contacts) instead of intermixed fibers (in our simulations) can only facilitate the formation of interphase territories; in this case, the dynamics work with us and not against us.

We conclude that nonspecific entropic forces are major and global determinants of chromosome conformation and position within human nuclei. At first glance, this seems like an oxymoron: entropy is usually associated with disorder, but here it leads to a more ordered structure. However, there are many other such examples (e.g., the formation of a colloidal crystal from the packing of hard spheres; [@bib9]). In passing, we note that prokaryotic genomes are significantly less confined than eukaryotic ones and so would be subject to different entropic biases acting at lower packing fractions ([Fig. 1](#fig1){ref-type="fig"}). And if evolutionary pressure acts against any of these entropic biases, the system has to expend energy to reorganize the structure. Finally, we also note that it has just become feasible to compare the contact maps for the entire human genome obtained by simulation (in the way we have done but using supercomputers) and experiment (using chromosome conformation capture allied to deep sequencing; [@bib50]).

Materials and methods
=====================

Self-avoiding, semiflexible, self-interacting chromatin segments
----------------------------------------------------------------

We modeled chromosome fragments as flexible fibers with variable length, thickness, persistence length (or stiffness), and strength of (attractive) self-interactions ([@bib6]; [@bib32]). Each fragment was modeled as a chain with *N* beads (each of diameter, σ, of 30 nm, corresponding to ∼3 kbp of DNA in chromatin) with persistence length ξ (ranging from 40 nm to 200 nm for eu- and heterochromatin, respectively). The total length varies in a range that provides a compromise between the need to maximize fragment length (to eliminate finite size effects) and minimize computational cost. Typical simulations reported in this study are for 10 0.3-Mbp fragments and a total of 1,000 beads, and we checked results using 10-fold longer fibers. Note that, for flexible polymers, our approach may be scaled: for example, each bead could represent 300 kbp (each 140 nm in diameter to maintain the same packing fraction), and then a single 1,000-bead chain could represent a 150-Mbp human chromosome.

Let us focus on one fiber, and let us identify the centers of its *N* beads with the set of position vectors $\left\{ {\overset{\rightarrow}{r}}_{i} \right\}_{i = 1,\ldots,N}$. The associated interaction potential is then *V* = *V~bending~* + *V~steric~* + *V~self~*. The first term describes bending:$$V_{bending} = \frac{k_{B}T\xi}{\sigma^{3}}{\sum\limits_{i = 1}^{N - 1}{{\overset{\rightarrow}{t}}_{i} \cdot {\overset{\rightarrow}{t}}_{i + 1}}},$$where ${\overset{\rightarrow}{t}}_{i} = {\overset{\rightarrow}{r}}_{i + 1} - {\overset{\rightarrow}{r}}_{i}$ (*i = 1,..., N*) denotes the *i*-th discretized tangent vector, *k~B~* the Boltzmann constant, and *T* the temperature. The second term stands for a two-body hard core potential between any two beads, which states that the center to center distance between any two beads cannot be less than the hard core diameter (usually 30 nm). The last term is also a sum of two-body interactions, which are attractive and promote self-aggregation of a segment. We chose the form of *V~self~* to be the sum of square well potentials:$$V_{self} = {\sum\limits_{i \neq j;i,j = 1}^{N}{V_{2}\left( \left| {{\overset{\rightarrow}{r}}_{i} - {\overset{\rightharpoonup}{r}}_{j}} \right| \right)}},$$where *V~2~* was taken to be equal to −*k~B~T* if $\left| {{\overset{\rightarrow}{r}}_{i} - {\overset{\rightarrow}{r}}_{j}} \right|$ is smaller than 50 nm. This interaction could be of whatsoever origin; for example, it could arise from depletion interactions acting on thicker heterochromatic beads. All segments were confined inside a nucleus, which we minimally model as a sphere of radius *R*.

In some cases, fibers were compacted or formed into rosettes. Compact fibers were generated by allowing a monomer in the fiber to attract other monomers in the same fiber with an energy of 1 *k~B~T* if their centers were 30--50 nm apart (the hard core diameter being 30 nm). Rosettes were generated by forcing loop formation by tethering together beads (e.g., those at positions 1, 21, 41, 61, 81, and 101 in a string to create a rosette with five loops of 60 kbp in each string) using the following interparticle potential:$$V_{tether} = f_{0}\left| {{\overset{\rightarrow}{r}}_{i} - {\overset{\rightarrow}{r}}_{j}} \right|,$$which exerts a tethering force of constant modulus between the particles *i* and *j*, which we want to join to form a loop (we took *f~0~* = 100 *k~B~T*/ σ).

Monte Carlo simulations of confined chromatin segments
------------------------------------------------------

The statistical properties of chromatin fragments can be sampled using Monte Carlo techniques, but conventional methods become inefficient when fragments are confined. Therefore, we generalized a Monte Carlo algorithm recently used to study the growth of biopolymers inside of a vesicle ([@bib31]). To equilibrate a configuration of many confined polymers, we started with the prescribed number of shorter fragments that can readily fit inside a sphere (e.g., to equilibrate 10 fragments each with 500 beads, we started with 10 fragments each with 5 beads). In addition to crankshaft, pivot, and reptation moves, we allowed fibers to grow at a rate of *k~on~* for each fragment until the desired length was reached. Growth was then stopped, and Monte Carlo equilibration continued for many steps (typically a million). The whole process was then repeated ∼10 times to improve statistics and eliminate any bias caused by the initial conditions. Growth rendered our Monte Carlo scheme more efficient, as confinement was progressively increased so that until the last stages, the mobility of the chains was higher than in conventional fixed-length schemes. Starting from small chains also eliminated the problem of choosing an otherwise arbitrary initial condition. The volume fraction, φ, can be defined via$$\phi = \frac{N_{tot}\sigma^{3}}{8R^{3}},$$where *N~tot~* is the total number of 30-nm chromatin beads in the system (the numerator in the aforementioned equation is therefore the volume of chromatin). In human lymphocyte nuclei, which are 7--8 µm in diameter and contain ∼6,000 Mbp, assuming a compaction of 3 kbp into 30 nm of a chromatin fiber, one may estimate that φ is between 10 and 15%. This value is in line with those calculated by [@bib45] and by [@bib15]. In simulations, φ was varied by shrinking the confining sphere.

Structures were visualized using Rasmol software ([@bib47]). To characterize distributions, we recorded the time-dependent radial position of each bead inside of the sphere. The beads corresponding to each of the chromatin fragments were then separately averaged to yield the radial position. The resulting plots typically referred to normalized probability densities of beads from the middle to the periphery and could be compared directly with analogous plots obtained by chromosome painting. Note that in all plots, the probability density at the center (position 0) is zero as the volume there is zero.

Additional simulations supported results obtained in [Fig. 1](#fig1){ref-type="fig"}. Thus, fibers with different lengths and/or persistence lengths gave qualitatively similar trends as those seen in [Fig. 1 A](#fig1){ref-type="fig"}. For example, with five flexible and five stiff fibers of 1.5 Mbp (ξ = 40 and 200 nm) and at φ = 8%, mean radial positions (when scaled by radius) were 0.76 (root mean square deviation \[rmsd\] = 0.04) for flexible fibers and 0.66 (rmsd = 0.04) for stiff ones. At φ = 13.5%, averaged scaled positions were 0.71 (rmsd = 0.03) for flexible fibers and 0.77 (rmsd = 0.01) for stiff ones. We also confirmed that flexible polymers close to the sphere surface lose more entropy than stiff ones as follows. For example, in a Monte Carlo run with four stiff or four flexible fibers in the outermost concentric shell of a sphere (0.3 Mbp; ξ = 40 or 200 nm; φ = 26%; radius of shell = 192--333 nm), 75% of Monte Carlo moves made in flexible fibers were rejected as they lay outside of the confining surface compared with 55% for stiff ones. This confirms qualitatively that flexible fibers lose more entropy. We also performed additional simulations in which a set of flexible and stiff polymers were confined in a spherical shell close to the surface; to apply the same pressure on the surface, stiff fibers needed to be packed more tightly than flexible ones. For example, a pressure of 10 *k~B~T*/σ^3^ (where σ is bead diameter) is exerted by stiff and flexible polymers when φ is 36% and 33%, respectively, and a pressure of 20 *k~B~T*/σ^3^ is exerted when φ is 62% and 47%. In other words, flexible polymers exert a larger force on the surface because of their larger entropy, and this makes it more difficult to position them peripherally.
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