ABSTRACT
INTRODUCTION
Food and Agriculture Organization of the United Nations, when planning their Land Cover Classification System (LCCS), have defined land cover as (Di Gregorio and Jansen, 2000) "Land cover is the observed (bio)physical cover on the earth's surface."
In other words, land cover should include directly observable vegetation and man-made structures, but quite often bare rock, soil and water are also included. Companion to land cover is land use, which is defined as the arrangements, activities and inputs people undertake in a certain land cover type to produce, change or maintain it (Di Gregorio and Jansen, 2000) . It is important to realize that certain land cover can have several different land uses, like forested area has its economical (e.g. forestry, hunting) and recreational uses (e.g. trekking).
The main resource controlling primary productivity for terrestrial ecosystems can be defined in terms of land: the area of land available, land quality and the soil moisture characteristics. Changes in land cover and land use affect the global systems (e.g. atmosphere, climate and sea level) or they occur in a localized fashion in enough places to add up to a significant total. Hence, land cover is a geographical feature which may form a reference base for applications ranging from forest and rangeland monitoring, production of statistics, planning, investment, biodiversity, climate change, to desertification control. Nowadays it is realized that it is very important to know how land cover has changed over time, in order to make assessments of the changes one could expect in the future and the impact these changes will have on peoples' lives (Di Gregorio and Jansen, 2000) .
There have been made many land cover classification in northern part of Boreal forest and Arctic zones, from global classification based on low resolution satellite images (Walker et al., 2002) , to regional (Kumpula et al., 2006; Hagner et al., 2005; Reese and Nilsson, 2005) and local classifications based on very high resolution satellite or aerial images (Mikkola and Pellikka, 2002 ). An example of land cover classification for a bit specialized purpose is Finnish reindeer pasture inventory (Kumpula et al., 2006) . This classification has 17 classes describing vegetation types and non-vegetated areas of Northern Finland. These classes can be combined to form three main classes of reindeer pastures. The classification is based on Landsat ETM+ and TM images, their semi-unsupervised classification, cluster labeling with plot measurements, and postprocessing with ancillary GIS data. The classification accuracies of main reindeer pasture classes were 82-92% depending on class. Another example is Swedish Corine Land Cover classification. Concerning forests, there are seven forest classes, differing according to tree height, canopy closure and species composition. Classification was based on Landsat ETM+ or TM images, maximum likelihood classification and Swedish National Forest Inventory plots for ground truth. The classification accuracies of individual classes were 50-70% depending on class, increasing to about 80% when aggregated to four Corine 3rd level forest classes (Hagner et al., 2005) .
The Finnish Corine Land Cover 2000 classification was based on automated interpretation of Landsat-7 ETM+ satellite images and data integration with existing digital map data. Map data provided information describing land use and soils, and satellite images provided information about land cover and were used to update map data. Continuous land cover variables like tree height, crown cover and deciduous tree crown cover as well as proportion of vegetation cover, grass-and heathlands were transformed into discrete CLC classes using thresholds of these variables according to class descriptions in CLC nomenclature. There are national version (raster with 25 m pixel size) and European versions (vector with 25 ha minimum mapping unit) available. Unfortunately, the classification accuracy of the national version was quite poor in Northern Finland when compared to Finnish National Forest Inventory plots; the overall accuracy was a bit over 50%. The reasons are that the classes on this area can be quite similar and are not easily separable if only spectral information from satellite image is used (Törmä et al., 2004; Härmä et al., 2005) .
The aim of this study was to test decision tree classifier for land cover classification and study the effects of its parameters to classification result. More specifically, what are the effects of different options of decision tree classifier like pruning or boosting, and the most important features for classification? The features used in this study consisted of ordinary image channels and index images computed from them, but also features computed from digital elevation model, temporal information in form of MODIS NDVI-feature, forest inventory variables and soil information. Also, interesting question is if images should be classified individually or if it would be better to classify image mosaic of whole area. On the more practical side, the aim was to increase the thematic precision of Finnish Corine Land Cover classification by making more detailed 4th-level national classes, especially concerning tree species.
STUDY AREA
The study area belongs to the northern part of Boreal forest zone and consists of zones 4c (ForestLapland, southern part of study area) and 4d (Mountain-Lapland, northern part of study area) of Finnish forest vegetation zones (Härmä et al., 2005) . The size of the study area is about 44 500 km 2 , the largest length in east-west direction is 385 km and height in south-north direction 325 km. Topographic height variations are largest in Finland, varying from about 20 m in River Teno valley to a little over 1300 m in mountains close to Norwegian border. Typically, height is between 200 -400 m (about 67% from area) and the median value of height is 285 m. High mountain areas (height more than 600 m) are quite rare, covering less than 4% from area.
Forest-Lapland zone belongs to northern part of taiga. Forests are low and sparse; the main tree species are pine and birch. Spruce is quite rare. There are plenty of wetlands, mostly aapa mires. Mountain-Lapland zone consists of scrubby pine and mountain birch forests, bushy vegetation above forest boundary and bare mountain tops. Understory vegetation is a mixture of tundra and taiga vegetation, and bare mountain top areas are characterized by tundra vegetation. There are plenty of wetlands, mostly aapa with some palsa mires (Linkola and Salminen, 1980) . According to Corine Land Cover 2000 classification, the most common land cover types are forests (44.6% from area), other natural areas in mineral soil (32.7%), wetlands (14.7%) and water (7.7%), and the rarest are artificial surfaces (0.3%) and agricultural areas (0.04%).
SATELLITE IMAGES AND GIS DATA
The performed classification was based on optical satellite images, forest inventory variables estimated from satellite images and GIS data like elevation model and information about soil. Biotope maps produced by Metsähallitus were used as reference data. Table 1 presents the used satellite images and their acquisition dates. The 9 IRS P6 LISS and 5 Spot-4 multispectral images used in this study are part of Finnish IMAGE2006 coverage. The instruments in both satellites have very similar channels; green, red, near-infrared and middleinfrared. Geometric and radiometric corrections were made in order to use images acquired at different times in different atmospheric conditions with different imaging geometries together in common coordinate system. The orthorectification of images was performed by Metria Sweden. Images were resampled to 20 meter pixel using cubic convolution interpolation. Geometric correction was quite successful; the mean residuals of the average residuals of individual images were 7.9 and 7.8 meters in X and Y-direction (Hatunen et al., 2008) . Clouds and their shadows were detected visually and masked out. Atmospheric correction was done using ATCOR2 of Erdas Imagine. The aim of atmospheric correction was to remove the effects of atmospheric disturbances and noise, and make the corrected images as similar as possible with the IMAGE2000 mosaic. Topographic correction was made using the statisticalempirical correction (Itten and Meyer, 1993) where the effect of topographic variations is determined by computing illumination image using DEM, then computing regression line between image channels and illumination image and correcting image by subtracting the product of illumination image and slope of regression line from original image. Shadow areas were also determined during topographic correction (Hatunen et al, 2008) . Figure 1 presents the mosaic covering vegetation zones 4c and 4d. Histogram matching was used to fine-tune pixel values, because there were considerable differences in reflectance values between overlapping images in some cases. Histogram matching was made using stable areas like dense forests and other natural areas on mineral soil. Areas like agricultural areas, wetlands and water were omitted. Mosaics consisting of all channels were resampled to 25 m pixel size in order to be more easily usable with other GIS data. 
IRS and Spot satellite images

MODIS satellite images
MODIS-images from Terra-satellite with 250 m pixel size were used to compute Normalized Difference Vegetation Index (NDVI)-mosaics, which were further processed to form a feature indicating the length of growing season and the fertility of growth place. NDVI is a simple vegetation index which is related to photosynthesis (Sellers, 1985) and it is computed by dividing the difference between near-infrared and red channels with their sum. The daily MODIS images were received from Sodankylä Receiving Station of Finnish Meteorological Institute. Pixel values were transformed to reflectance and normalized to a nadir view with sun zenith angle of 45º. Geometric correction was done using latitude and longitude files. Clouds were detected using their temperatures and the resulting mask was visually checked and manually corrected if needed (Törmä et al., 2007) . Time-series describing the phenological development was formed by computing NDVI-images from daily MODIS-images from early April to mid-October, for years 2001 (287 individual images), 2005 (304), 2006 (340) and 2007 (230) . Weekly mosaics were constructed for each year by selecting the maximum NDVI-value from all daily NDVI-values within that week. Then the mean value for each week was computed from mosaics of different years. Finally, the number of weeks in which the NDVI greater than 0.5 was computed from mean time-series. Figure 2 presents the resulting image; black and red areas mean short time, yellow and green longer.
GIS data
The Digital Elevation Model produced by Finnish National Land Survey describes the topographic height above sea level. The DEM is interpolated into 25x25 m grid using contour lines and coastline elements of the basic map 1:20 000. Contour lines are based on photogrammetric interpretation of aerial photographs (NLS, 2013a). Slope-and aspect-images were computed from DEM and aspect-image was further divided to 19 aspect-classes, one for flat areas and others in 20-degree intervals. Slope-and aspect-images were used in topographic correction and DEM, slope-image and aspect-classes in decision tree classification.
The Topographic database produced by National Land Survey is comparable to maps on scale 1:5 000 -1:10 000 and covers whole Finland. The database is continuously updated on regional basis using aerial images and stereo mapping. Information concerning soil was used to produce layers of bogs, open rock, boulders, and sand per hectare (NLS, 2013b).
The forest inventory estimates produced by Finnish Forest Research Institute Metla were also used to enhance the separability of forest classes. Metla interpreted IMAGE 2006-images for Corine 2006 classification using k-NN estimation methods developed for Finnish National Forest Inventory (Tomppo et al., 2008a) . Metla produced pixel-wise estimates of tree height, tree crown cover and deciduous tree crown cover. The reported errors for pixel and forest stand-level are high for this kind of estimation method, the coefficient of variation ranges typically from 40% to 100% for many variables (Tomppo et al., 2008b) . But it should be noted that the absolute accuracy is not of interest here, because the forest inventory variables are not used directly to make the classification of forested areas. The relative accuracy is more important, because the decision tree classifier determines the classification rules. Forest boundary mask describes the area where tree growth is very low due to topographic height and environmental conditions. Tree cuttings do not happen within this area (Härmä et al., 2005) .
Reference data
The biotope maps produced by Metsähallitus were used as reference data. The aim of biotope mapping is to describe the nature of area; biotopes, state of nature and vegetation cover. Mapping has been performed as interpretation of 1:20 000 false color aerial photographs with the aid of available forest and topographic maps, forest fire reports, interviews and ground surveys. The minimum mapping unit is 1 hectare, but there can be smaller units due to cartographic and ecological reasons (Eeronheimo, 2000) . Formed classes and their descriptions are presented in table 2 and figure 3. Classes were determined for stands by thresholding the polygon attributes of biotope maps. The polygons larger than 1 km 2 and high variance of near-infrared channel were discarded. Then vector data was rasterized and border pixels of polygons removed.
The stands were classified as forest based on tree height (>5m), crown cover (>20%) and tree species information. The coniferous forests were classified according to species (pine or spruce) if the proportion of that species was more than 75%. If the proportion of coniferous trees was more than 75% but tree species proportion was less than 75%, then the stand was classified as coniferous forest. If the proportion of mountain birch was more than 75% then the stand was classified according to that but if the proportion of mountain birch was less but the proportion of all deciduous trees more than 75% then the stand was classified as deciduous forest. Otherwise, forest stands were classified as mixed forest. If the amount of trees was less, in other words height was less than 5 meters or crown cover less than 20%, then the inventory class of biotope map was used to define the class. 
CLASSIFICATION
Decision trees are classification systems that form classification rules employing a top-down, divide-and-conquer strategy that partitions the given set of objects into smaller and smaller subsets in step with the growth of the tree (Friedl and Brodley, 1997 Datasets for training of classifier and validation of classification result were created using systematic sampling, but different start position and sampling frequency. Table 1 presents the number of training samples for each image. The number of samples for validation was 618701. Table 1 presents also the size of constructed decision trees, in other words the number of nonempty leaves in the tree, and the classification errors of training data of images. It should be remembered that this estimate of classification accuracy is optimistically biased giving too optimistic view about the success of classification.
Classifications were made using all channels of individual images and whole mosaic. Input files were prepared using Erdas Imagine FIA Tools-macros which have been made by Earth Satellite Corporation for U.S.Geological Survey (Brewer et al., 2005) . Classification accuracies were estimated for classifications of whole mosaic and different ways to combine the classifications of individual images:
 V1: Combination is made according to large number of classes in individual classification (Table 1 , column CL), small difference in number of classes in classification result (Table  1 , column CL, left number) and reference data (Table 1 , column CL, right number), good accuracy of training data (Table 1 ) and amount of training data (Table 1 , image with large amount of training data is preferred).  V2: Good accuracy, large number of classes and amount of training data.  V3: Amount of training data.  V4: Use confidence layers produced by See5 classifier.
The effect of the parameters of classifier was studied using Spot-4 image 61/207 acquired 30.7.2006. These parameters were the pruning options of the decision tree and classifier boosting. Pruning means that a large tree is first grown to fit the data closely and is then pruned by removing parts that are predicted to have a relatively high error rate. The default option is global pruning, and if it is turned off then the pruning component is disabled and generally results in larger decision trees. The Pruning CF option affects the way that error rates are estimated and hence the severity of pruning; values smaller than the default 25% cause more of the initial tree to be pruned, while larger values result in less pruning. The Minimum cases pruning option constrains the degree to which the initial tree can fit the data. At each branch point in the decision tree, the stated minimum number of training cases must follow at least two of the branches. Values higher than the default (2 cases) can lead to an initial tree that fits the training data only approximately. In boosting, the idea is to generate several classifiers rather than just one. When a new case is to be classified, each classifier votes for its predicted class and the votes are counted to determine the final class (RuleQuest, 2013b) . The idea of boosting is to generate several classifiers rather than just one. When a new case is to be classified, each classifier votes for its predicted class and the votes are counted to determine the final class. There is also a possibility to set out differential misclassification costs for classes, giving a much higher penalty for certain types of mistakes. Then the constructed classifier tries to avoid these mistakes (RuleQuest, 2013b).
RESULTS
Error matrix was used to compare the classification results and reference data, and accuracy measures overall accuracy, producer's accuracies of individual classes, and user's accuracies of individual classes were computed from error matrix (Lillesand and Kiefer, 1994) .
Effect of parameters of decision tree classifier
The overall accuracy of classification of Spot-4 image 61/207 acquired 30.7.2006 was 86.2% for training set and 78.2% for test set when default parameters were used. Different pruning options did not necessarily increase the classification accuracy and in some cases decreased it. The overall accuracy of training set varied 82.5-87.6% and test set 77.5%-78.7%. Boosting was tested using 10 decision trees. The overall accuracy of training set increased a lot to 94.5% but the overall accuracy of test set increased much less to 80.3% indicating that the classifier fits well to training data but its ability to generalize, in other words classify the test set, is not increased that much. In the end, it was decided that the increase of classification accuracy was so small that the classification of whole area was made using default parameters, in other words using global pruning, no boosting and no weighting of classes.
Classification of whole area
The sample size for validation was 618701 pixels and these were systematically sampled from the classification result and reference data. Table 3 presents the overall accuracies of different alternatives for different class combinations, in other words all 16 classes, 9 Corine level-3 classes or 4 Corine level-2 classes. The results indicate that the best way to classify the area is to classify individual images and then combine these classifications using confidence layers produced by See5. Figure 4 represents this classification result. The differences between other methods to combine individual classification are really small. The worst results were got when images were mosaicked and whole mosaic classified. See5 decision tree classifier outputs also the importance of feature, in other words the percentage of the training cases that a feature has been used to classify. This gives an indication how useful or necessary a feature is from a point of view of classification. Usually, all features contribute to the classification of an image at least a little. The most notable differences were the images Salla, Lokka and Inari-Itäraja (see Table 1 ) in a sense that there were more redundant features when classifying these images. These images were also images with least amount of training data. Figure 6 illustrates the importance of different features for classification; horizontal axis represents the individual images and vertical the importance of feature, in other words how often the feature has influenced classification decision. All features have not been plotted due to clarity of plot, but features have been divided to groups: image channels, NDI index images, DEMfeatures, tree-features and soil features by plotting the maximum value of that group. The exceptions are the features proportion of peat soil, forest boundary mask and MODIS NDVI. The importance of different features varies quite a lot between images. The most common occurrences are that the proportion of peat is used in all decisions in all images, and usually the NDI index images are the least important features. DEM-features are usually very important as well as forest boundary, but soil features are less important. The importance of soil and tree features seems to increase northwards. In case of MODIS NDVI, the importance seems to decrease northwards.
CONCLUSIONS
Land cover classification of Lapland was made using optical IRS and Spot satellite images, GIS data like digital elevation model and soil information, and decision tree classification algorithm. Good feature of decision tree classifier is that it can easily use continuous and categorical variables together, and it is non-parametric classifier so the user does not have to worry about statistical distribution of classes. Table 1 The different classification options of See5 decision tree classifier were tested. The different pruning options did not increase classification accuracy much and in many cases decreased it. The boosting increased the classification accuracy of training data but the effect to the accuracy of test data was much smaller or nonexistent. This indicates that the classifier adapts to training data and the performance is worse with other data. In the end, it was decided to perform classification using default options: global pruning, no boosting and all classes would have equal weights.
Considering the most important features, in other words features which are used more often, it was noticed that usually all features are used for the classification of individual images. The exceptions were the images with small amount of training data. The features dealing with soil information and computed from digital elevation model were most important ones, and the satellite images were surprisingly unimportant. Especially normalized difference index images were used rather seldom. But in order to get better idea about the importance of different types of features, more classification experiments should be carried out.
The classification of individual images is preferable to classification of one large image mosaic of whole area. The mosaicking of classification results can be based on confidence values produced by decision tree classifier. In the best case the overall accuracy was about 68% for all 16 classes when individual images were classified. The overall accuracy was only about 45% when whole mosaic was classified. The drawback of this option is that it requires more training data, especially if the size of individual image is small, than the classification of mosaic covering larger area.
In the end, the more detailed 4th-level classification was not used in the production of Finnish Corine Land Cover 2006 (Törmä et al., 2011) . The more general 3rd-level classification which was made by combining 4th-level classes was used above the tree line in northernmost parts of Lapland (CLC2006, 2009). It was thought that the accuracy of 4th-level classification was not good enough, and pine and spruce forest classes should have covered whole Finland. With hindsight, mountain birch class would have been useful because there is need for that information for ecological and biodiversity applications. Nowadays, tree species information is available covering whole Finland provided by Finnish Forest Research Institute Metla (see http://kartta.metla.fi/). When the new Corine Land Cover 2012 classification will be made, it should be studied if the Metla information is sufficient or is there need for new classification. Another classification worth studying would be the reindeer pasture inventory data (Kumpula et al., 2006) from Finnish Game and Fisheries Research Institute.
The pixel size of images used in this study was 20 m. The decrease of pixel size is already reality; there are many satellites with very-high resolution instruments. Although Corine Land Cover is based on images with 20 m pixel size, there are also available Rapideye images with 5 m pixel size or Spot with 2.5 or 1.5 m pixel size. Therefore, if there is a need for a new classification of Lapland for Corine, then the chosen interpretation method will most likely be segmentation of VHR images and classification of segments using decision tree classifier, incorporating spectral information from VHR images, temporal information from medium resolution images, forest inventory data, and available DEM and soil information.
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