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Abstract
We consider the problem of detecting jumps in an otherwise smoothly evolving
trend whilst the covariance and higher-order structures of the system can experience
both smooth and abrupt changes over time. The number of jump points is allowed
to diverge to infinity with the jump sizes possibly shrinking to zero. The method is
based on a multiscale application of an optimal jump-pass filter to the time series,
where the scales are dense between admissible lower and upper bounds. For a wide
class of non-stationary time series models and associated trend functions, the pro-
posed method is shown to be able to detect all jump points within a nearly optimal
range with a prescribed probability asymptotically. For a time series of length n,
the computational complexity of the proposed method is O(n) for each scale and
O(n log1+ n) overall, where  is an arbitrarily small positive constant. Simulations
and data analysis show that the proposed jump testing and estimation method per-
forms robustly and accurately under complex temporal dynamics.
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1 Introduction
Time series data with complexly evolving distributional properties are frequently collected
in many real applications. One prominent feature of such series is that the trend, covari-
ance, and higher-order cumulants may simultaneously experience both abrupt and smooth
changes over time. Many examples of such complex temporal dynamics can be found, for
instance, in signal processing where both abrupt and smooth changes are frequently ob-
served in the oscillatory patterns of a signal (Huang et al. (1998), Daubechies et al. (2011));
and in financial econometrics where the volatility of time series can be both smoothly and
abruptly evolving over periods of stable and risky markets (Dahlhaus and Subba Rao
(2006), Sta˘rica˘ and Granger (2005)). The purpose of this paper is to perform jump testing
and estimation under the aforementioned complex temporal dynamics; in particular, we
aim to accurately and efficiently detect all jumps in a piece-wise smooth trend when the
covariance and higher-order structures of the time series are both smoothly and abruptly
evolving.
1.1 The multiscale jump testing and estimation method
Assume that we observe a time series {yi,n}ni=1 which follows the model
yi,n = βn(i/n) + εi,n, (1.1)
where βn(t) is a piece-wise smooth function with mn jump points 0 < d1 < d2 < ... <
dmn < 1, and {εi,n}ni=1 is a centered error sequence whose convariance and higher-order
structures may experience both smooth and jumps over time. Here the number of jumps
mn is allowed to diverge to infinity. We denote d0 = 0 and dmn+1 = 1 for convenience and
the formal definition of the class of piece-wise smooth functions βn(t) belongs to will be
given in Section C of supplemental material. The key component of our multiscale jump
point detection (MJPD) method is an optimal smooth filter or wavelet function W (x),
x ∈ R, such that the discrete application of W at time t and scale s is approximately zero
for all sufficiently small s when t is a smooth point of βn(·); and the latter application
is approximately equal to ∆t,n for all sufficiently small s when t is a jump point, where
∆t,n = lima↓t βn(a)− lima↑t βn(a) is the (signed) jump size. Here the optimality of a filter
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refers to the best sensitivity in detecting jumps among all filters in a large functional class
whose detailed definition is deferred to Section 4.1. Throughout this article we shall call
such W optimal jump-pass filters and we refer the readers to Figure 2 for a graph of the
optimal filter used in our simulations and data analysis.
The MJPD method builds upon normalized applications of W to the time series yi,n at
time t and scale s,
H(t, s) :=
1√
ns
n∑
j=1
yj,nW
(
j/n− t
s
)
. (1.2)
Observe that in principle H will be large at jump points of βn(·). However, due to non-
stationary trend and covariance, scales that are appropriate in detecting the jumps vary
constantly over time and are difficult to estimate. For this reason, multiscale methods
are particularly important for jump detection under complex temporal dynamics. In this
paper, for each time point t, we consider a statistic G(t, sn, s¯n) which is the maximum of
a self-normalized version of H(t, s) at all scales s between admissible lower bound s and
upper bound s¯n with sn  s¯n  1. Notice that G(t, sn, s¯n) demonstrates the strongest
evidence supporting that t is a jump point among all scales from sn to s¯n. Under complex
temporal dynamics where appropriate scales for jump detection evolve constantly over
time and are elusive, the multiscale statistic G(t, sn, s¯n) is expected to be adaptive as it
summarizes the strongest evidence of a jump over a wide range of scales. In particular, the
difficult task of scale selection is alleviated. Naturally, our method tests the existence and
estimates the locations of the jump points according to the magnitudes of G across time.
Details are shown in Algorithm 1 in Section 3. Sparse versions of the latter maximum-
over-multiple-scales idea have been used in, among others, Horowitz and Spokoiny (2001),
Zhang (2003), Gao et al. (2008) for nonparametric adaptive testing where O(log n) or less
scales were considered in the tests. Finally, our method consists of a second-stage local
cumulative-sum-based procedure to further improve the accuracy of the detected jump
locations.
3
1.2 Multiscale asymptotics and estimation accuracy
The most important step for the implementation of MJPD lies in the theoretical inves-
tigation of supt∈T dn G(t, sn, s¯n), the maximum deviation of G(t, sn, s¯n) over time. Here
T dn is the collection of all time points except radius s¯n neighborhoods around the jump
points. To the best of our knowledge, deriving the asymptotic limiting distributions of
various multiscale statistical procedures has been an open and challenging problem, even
for data sets that are independent and scales that are relatively sparse (see for instance
the discussions in Frick et al. (2014)). As a result, upper and lower probability bounds
were typically used in such procedures which oftentimes leaded to conservative inference.
Alternatively, computationally intensive bootstrap or simulation-based methods can be
used for the inference; see for instance Gao et al. (2008), Schmidt-Hieber et al. (2013) and
Khismatullina and Vogt (2018). However, the bootstrap implementation typically results
in long computation time for longer time series which may be undesirable in some jump
detection situations. Section 1.3 contains a more detailed discussion in this aspect.
As one main contribution of the paper, we derive the limiting distribution of the statistic
supt∈T dn G(t, sn, s¯n) under complex temporal dynamics which enables MJPD to detect all
jump points with a prescribed probability asymptotically. The latter distribution is pivotal
and it involves sn, s¯n and W in a complicated way; see Theorem 3.1 for the details. Tail
probabilities of the distribution can be accurately and efficiently calculated based on the
closed form formula of its CDF. The derivation of the limiting distribution requires a
delicate Gaussian approximation step which establishes that, under complex temporal
dynamics, the maximum deviation of G(t, sn, s¯n) can be well approximated by that of a
Gaussian multiscale statistic. Then we utilize Weyl’s formula for the volume of tubes (Weyl
(1939), Sun (1993), Sun and Loader (1994)) to derive the limiting law of the maximum
deviation of the latter Gaussian multiscale statistic. Since its asymptotics are established
under complex temporal dynamics, MJPD is robust to a large class of smooth changes in
the trend as well as smooth and abrupt changes in the second and higher order structures.
As a second main contribution of the paper, we establish that the estimation accuracy
of MJPD is nearly optimal, where the near optimality refers to the fact that the jump
point estimation rate of MJPD is identical to that of parametric jump or change point
estimation except a factor of logarithm. Here the number of change points is allowed
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to diverge to infinity with the jump sizes shrinking to 0 at sufficiently slow rates. In
particular, the estimation rate for MJPD is nearly the same as the parametric change
point detection rate when the trend is piece-wise constant and the errors are i.i.d. (cf.
e.g. Siegmund (1988), Dumbgen (1991) and Mu¨ller and Song (1997)). In other words,
jump detection in the trend under complex temporal dynamics can be performed with
nearly the same order of accuracy as in the independent case when MJPD is used. On
the other hand, note that the optimality here is not in the sense of decision theoretical
minimax risk over a large class of change point detection procedures (cf. e.g. Ritov (1990),
Beibel (1996)). Technically, the above optimality results require careful manipulations
of empirical processes of non-stationary time series for which probabilistic and moment
bounds for non-stationary partial sums Liu et al. (2013) and large deviation results for
heavy tailed sums Mikosch and Nagaev (1998) are useful.
1.3 Computational efficiency
As increasingly longer time series are being collected, the issue of efficient computation
becomes more and more important for jump detection. In our implementation of MJPD,
three major efforts are made towards fast and accurate estimation of the jump points.
The first effort is in fact the aforementioned derivation of the limiting distribution of
supt∈T dn G(t, sn, s¯n) which enables one to obtain the critical values of MJPD almost instantly
without resorting to computationally intensive resampling or simulation methods. For
comparison purposes, in the simulation studies of Section 5, we perform another jump
estimation method called SIM which estimates critical values of supt∈T dn G(t, sn, s¯n) via
the multiplier bootstrap. For a time series of length 5000, it is reported that it takes
approximately 28 minutes for SIM to finish calculating 5000 bootstrap replicates on a
fast desktop computer equipped with intel i7-8700 CPU. Consequently bootstrap-based
methods, at least in their ordinary forms, will take a long time to detect jumps in the
Canadian wave heights series which consists of more than 63,000 data points.
Our second effort is the use of the fast sum updating algorithm (Seifert et al. (1994), Fan
and Marron (1994), Langrene´ and Warin (2019)) to evaluate {H( i
n
, s)}ni=1 which reduces
the computational cost of the latter quantity from O(n2s) to O(n) for each scale s. Specif-
ically, our implementation of the fast sum updating algorithm makes use of the piece-wise
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low-order-polynomial form of the optimal filter W and calculates H( i+1
n
, s) from H( i
n
, s)
with an O(1) computational cost. Readers are referred to Section 4.2 for the details.
The third effort we made is an efficient sparsification of the scales. Observe that the
theory of MJPD is established over all scales from sn to s¯n. In practice, we recommend
evaluating G(t, sn, s¯n) on a sparse set of scales Gn, where Gn is a sequence of O([log n]1+)
scales starting from sn and ending in s¯n. Here  is an arbitrarily small positive constant. An
important justification for the latter sparsification is the theoretical result established in
this paper that the temporal maximum deviations of G(t, sn, s¯n) evaluated on [sn, s¯n] and
Gn coincide asymptotically; see Theorem 4.5 in Section 4.2. Combining with our second
effort, we conclude that the total computational cost for MJPD is O(n[log n]1+) in view of
the fact that the second-stage local cumulative-sum-based estimating procedure only costs
o(n) computational time. Finally, though not implemented at the time of writing, MJPD
is ideal for parallel computing as the calculations of {H( i
n
, s)}ni=1 across different scales are
totally independent.
1.4 Literature review and connections to existing work
Though jump point and change point detections for dependent data have attracted enor-
mous attention recently, only a few scattered results are available for time series models
with non-stationary covariance and higher order structures in the errors (Zhou (2013),
Zhang (2016), Go´recki et al. (2018), Pesˇta and Wendler (2019) and Dette et al. (2019),
among others). Most of the latter results are for testing the existence of jump/change
points or for single jump/change point detection. For i.i.d. or white noise errors, the
problem of detecting jumps in a piece-wise smooth signal was considered in, among others,
Mu¨ller (1992), Eubank and Speckman (1994), Wang (1995), Loader (1996), Gijbels et al.
(1999) and Qiu (2003) via single scale methods. Exceptions include Zhang (2016) who
considered testing smooth trend versus an jump alternative when the errors are locally
stationary using a single scale kernel-based method. MJPD can be viewed as a multiscale
extension of Mu¨ller (1992) and Wang (1995) to the case of complex temporal dynamics.
Meanwhile, second stage refinement in jump detection was studied in, for instance, Mu¨ller
and Song (1997) and Gijbels et al. (1999) where optimality of the two-stage methods was
theoretically proven when the number of jumps is bounded and known. Our optimality
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results on the second-stage refinement generalize those of Mu¨ller and Song (1997) and
Gijbels et al. (1999) to the case of diverging and unknown number of jump points and
non-stationary and dependent errors.
In recent years there is a surge of interest in multiscale change point detection. Ac-
cording to the search algorithm used for the detection, works in this area can be roughly
classified into dynamic programming based methods (cf. e.g. Auger and Lawrence (1989),
Jackson et al. (2005), Davies et al. (2012) , Killick et al. (2012) and Frick et al. (2014)),
and methods based on binary segmentation and its variants (cf. e.g. Scott and Knott
(1974), Bai (1997), Olshen et al. (2004) and Fryzlewicz (2014)). Most of the aforemen-
tioned algorithms depend on the assumption that the parameter of interest is a piece-wise
constant function of time without smooth changes in order to segment the sequence into
stable sections. However, in some real data applications it may be more appropriate to
distinguish between smooth and abrupt changes and characterise the parameter of interest
by piece-wise smooth functions since smooth or slow changes in the underlying data gen-
erating mechanism are widely observed in many physical, social, economic and biological
systems over time. When algorithms based on the piece-wise constant assumption are
applied to a smoothly varying system, typically many spurious jump points will be flagged
and it could be difficult for the user to discover various features of the underlying smooth
curve such as linearity or convexity. The difference between jump point detection and
change point detection is characterized by the aforementioned difference in modelling the
dynamics of the parameter of interest. Furthermore, most existing multiscale change point
detection algorithms are designed for error structures that are either i.i.d. or (weakly)
stationary. Typically they are not robust to complex temporal evolution in the time se-
ries covariance structure. Exceptions include Pein et al. where independent errors with
piece-wise constant standard deviations are allowed. Based on the above discussions, in
MJPD we resort to an algorithm that is based on multiscale wavelet/filter asymptotics,
fast updating computation and efficient scale sparsification for jump detection in complex
temporal systems.
Finally, the general topic of change point detection has attracted much attention in
various communities and areas of applications over the last two decades. The literature
is so vast that an exhaustive account of the methods is almost impossible. Here we shall
only list a very small fraction of recent advances besides the ones mentioned above. For
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example, Jirak (2015), Chen and Zhang (2015), Shi et al. (2017) and Chen et al. (2019)
considered jump/change point detection in high dimension using cumulative sum, local
linear kernel and graphical methods. Berkes et al. (2009), Zhang et al. (2011), Aston and
Kirch (2012) and Aue et al. (2018) studied change point detection for functional data.
Dette and Wied (2016), Tim et al. (2019) and Dette and Wu (2019) investigated relevant
changes for general time series. See also Shao and Zhang (2010) for a self-normalizing
approach and Chan et al. (2014) for a group LASSO method to change point detection.
We also refer the readers to the reviews in Khodadadi and Asgharian (2008), Aue and
Horva´th (2013), Niu et al. (2016), Aminikhanghahi and Cook (2017) and Truong et al.
(2018) for more references and discussions.
The rest of the paper is organized as follows. Introductions to and definitions of jump-
pass filters and piece-wise locally stationary processes are presented in Section 2. In Section
3 we discuss MJPD in detail. MJPD asymptotics and asymptotic optimality of the two-
stage procedure are established, and the associated algorithms are given there. In Section 4
we investigate implementation issues, including choices of filters and efficient computation.
Extensive simulation results are provided in Section 5. We analyze a Canadian wave height
dataset in Section 6. We conclude the paper and provide some discussions in Section 7.
Finally, more simulation results, a study of S&P 500 daily return data, a discussion on the
selection of tuning parameters and the proofs of the theoretical results of the paper are
gathered in the supplemental material of this article.
2 Preliminaries
2.1 Piece-wise locally stationary time series
This subsection is devoted to the modelling of {εi,n}ni=1. As pointed out in the introduction,
many real-world time series are non-stationary. Often the data generating mechanism of
such series can evolve both smoothly and abruptly over time. In this paper we adopt
a flexible nonparametric device to model this complex temporal dynamics, which is the
piece-wise locally stationary (PLS) time series framework Zhou (2013). In the following, for
any d dimensional vector v = (v1, ..., vd)
T , denote by |v| = (∑di=1 v2i ) 12 its Euclidean norm.
For a random vector x, write ‖x‖q = (E|x|q)
1
q for its Lq norm. Denoted by Ck(I, CLip)
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the collection of continuous functions that has k times Lipschitz continuous derivatives on
interval I with Lipschitz constant CLip.
Definition 1. (Piece-wise locally stationary processes) Let η = (ηi)i∈Z be a sequence of
i.i.d. random variables, and Fi = (ηs, s ≤ i). The sequence (εi,n)ni=1 is called PLS with l
break points if there exist constants 0 = c0 < c1 < ... < cl < cl+1 = 1 and possibly nonlinear
filters Ls, 0 ≤ s ≤ l such that
εi,n = Lj(i/n,Fi), cj < i/n ≤ cj+1, 0 ≤ j ≤ l, (2.3)
where
‖Lj(t,F0)− Lj(s,F0)‖p ≤ C|t− s| (2.4)
for all t, s ∈ (cj, cj+1], 0 ≤ j ≤ l, some finite constant p > 1 and some finite constant C.
In the above definition, the number and locations of the break points in the errors,
{cj, 1 ≤ j ≤ l}, are typically unknown. Stochastic Lipschitz continuity condition (2.4) re-
quires that the filters Lj(t, ·) are smooth functions of t on (cj, cj+1], j = 0, · · · , l. Therefore
at {cj}lj=1 the process can undergo abrupt changes while between two adjacent break points
the data generating mechanism evolves smoothly. As a result, the PLS processes provide a
general and flexible tool to describe complex temporal dynamics that evolve both smoothly
and abruptly over time. The PLS framework (2.3) can be viewed as an extension of the lo-
cally stationary time series frameworks in, for example, Zhou and Wu (2009) and Dahlhaus
(1997) by allowing abrupt changes to occur in the underlying data generating mechanism.
Observe that the PLS class includes natural non-stationary extensions of the classic sta-
tionary linear (such as ARMA) and nonlinear (such as (G)ARCH, threshold and bilinear)
time series models. We refer to Zhou (2013) and Wu and Zhou (2018) for more discussions
and examples of the PLS models. Throughout the paper we assume the error process εi,n
in model (1.1) is a PLS process with break points 0 = c0 < c1 < .. < cl < cl+1 = 1 and
filters {Lj(·, ·), 0 ≤ j ≤ l} such that for some constant p > 2 the following conditions hold:
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(A1) The piece-wise Lipschitz continuous condition (2.4) holds. And
max
0≤j≤l
sup
t∈(cj ,cj+1]
‖Lj(t,F0)‖p <∞.
(A2) For some χ ∈ (0, 1), the dependence measure δp(L, i) satisfies
δp(L, i) := max
0≤j≤l
sup
t∈(cj ,cj+1]
‖Lj(t,Fi)− Lj(t,F∗i )‖p = O(χi), (2.5)
where F∗i = (F−1, η′0, η1, ..., ηi−1, ηi) and (η′i)i∈Z is an i.i.d copy of (ηi)i∈Z.
(A3) The long-run variance σ2(t) of (εi,n)1≤i≤n is Lipschitz continuous on (cj, cj+1] for
0 ≤ j ≤ l and inft∈[0,1] σ2(t) > 0, where σ2(0) = limt↓0 σ2(t) and
σ2(t) :=
∑
k∈Z
Cov(Lj(t,F0), Lj(t,Fk)), cj < t ≤ cj+1, 0 ≤ j ≤ l. (2.6)
Condition (A1) requires the existence of pth moment for the errors. The quantity
δp(L, i) in condition (A2) is called “physical dependence measures” which quantifies the
dependence of Lj(t,Fi), 0 ≤ j ≤ l on η0. Condition (A2) assumes that the dependence
measures decay geometrically to zero. Theoretical results of the paper can be established
when δp(L, i) decays at a sufficiently fast polynomial rate. However, substantially more
involved mathematical arguments are required in this case and we shall demonstrate all
our results under the geometrical decay assumption for presentational simplicity. We refer
to Wu and Zhou (2018) regarding the calculations of δp(L, i) for many PLS linear and
nonlinear processes. Condition (A3) is mild and it guarantees that the long-run variance
is smooth and non-degenerate over [0, 1].
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2.2 Jump-Pass filters
For each positive integer k, define the class of wavelet functions or filters W(k) as the
collection of functions W satisfying
W ∈ C1(R, CLip), Supp(W ) = [−1, 1], W (x) = −W (−x),
∫ 1
0
W (x)dx = 1,
lim
x↓−1
W ′(x) = lim
x↑1
W ′(x) = 0,
∫ 1
−1
xuW (x)dx = 0 for 1 ≤ u ≤ k (2.7)
where CLip > 0 is some constant. For a detailed discussion on properties of wavelets we
refer to Daubechies (1992). A kth, k ≥ 2, order jump-pass filter W (·) is a function which
satisfies
(W1) W (·) ∈ W(k).
(W2) Let Fw(x) =
∫ x
−1W (s)ds, and i) |Fw(x)| is uniquely maximized at 0, and |Fw(0)|
is at least η¯0 larger than all other local maximum for some positive constant η¯0; ii)
there exist strictly positive constants η¯1 and η¯2 such that F
2
w(t)− F 2w(0) ≤ −η¯1t2 for
|t| ≤ η¯2, and W ′(0) 6= 0.
Let G˜n(t, s) :=
1
ns
∑n
i=1 βn(i/n)W
(
i/n−t
s
)
. By Proposition F.1 in the supplemental mate-
rial, (W1) implies that, for any sufficiently small scales sn → 0 with nsn →∞,
G˜n(t, sn) = O
(
sk+1n +
1
nsn
)
(2.8)
for t ∈ ∪mnr=0[dr + sn, dr+1 − sn]. Recall that d1, .., dmn are jump points of βn(·) and d0 =
0, dmn+1 = 1. Hence filters with higher order k render smaller filtering bias when t is
sufficiently separated from the jump points, which is our motivation for the smoothness
assumption on the filters that excludes the use of discontinuous filters such as the Haar
wavelet. Notice that (W1) implies W (0) = 0, which leads to ∂
∂x
F 2w(x)|x=0 = 0. As a result,
a sufficient condition for (ii) of (W2) is
−λ1 ≤ W ′(0)Fw(0) < 0 (2.9)
11
for some sufficiently large positive constant λ1. Elementary calculations by the proof of
Proposition F.2 in the supplemental material show that, if |t− dr| ≤ sn, then the leading
term of G˜2n(dr, sn)− G˜2n(t, sn) is
(βn(dr−)− βn(dr+))2
(
(
∫ 0
−∞
W (s)ds)2 − (
∫ dr−t
sn
−∞
W (s)ds)2
)
. (2.10)
Hence condition (W2) guarantees that, asymptotically, dr is a local maximum point of the
function |G˜n(·, sn)|. Expressions (2.8) and (2.10) further demonstrate that |G˜n(·, sn)| is
asymptotically negligible at smooth points and it approximately equals to the jump size
at jump points. This is the reason why we call W “jump-pass filters”. Clearly jumps of a
series can be detected based on the latter property.
3 The multiscale jump point detection method
The MJPD statistic at each time point t is defined as
G(t, s˜n) := sup
sn≤s≤s¯n
G(t, s, s∗n) := sup
sn≤s≤s¯n
|H(t, s)|√∑
i∈K(t) H
2(i/n, s∗n)/|K(t)|
, s˜n = (sn, s¯n, s
∗
n)
>,
(3.11)
where s¯n = o(1), sn = o(s¯n) and s
∗
n = o(sn) are three scales whose choices will be discussed
later, K(t) = {i : s∗n ≤ |i/n− t| ≤ s¯n}, | · | denotes the cardinality of a set, and
H(t, s) =
1√
ns
n∑
j=1
yjW
(
j/n− t
s
)
(3.12)
for some jump-pass filter W (·) ∈ W(k). We remark that the scale s∗n is determined by
(sn, s¯n). For simplicity we write G(t, s, s
∗
n) as G(t, s) for the rest of the paper.
Note that G(t, s) is a studentized or self-normalized version of the quantity H(t, s)
which applies the filter W (·) to the observed y′is. By model (1.1), the deterministic part
of H(t, s) is
√
nsG˜n(t, s), which is asymptotically locally maximized at the jump points.
This fact indicates that locations with large values of the multiscale statistic G(t, s˜n)
are candidate jump points. Therefore the key to MJPD lies in rigorously investigating
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the maximum deviation of G(t, s˜n) over time in order to distinguish genuine jumps from
fluctuations produced by the random noise. In order to state our first result regarding the
maximum deviation of G(t, s˜n), we introduce the following notation. For given s˜n, let
T dn = ∪0≤s≤mn(ds + s¯n, ds+1 − s¯n), T¯ dn = ∪1≤s≤mn(ds − s¯n, ds + s¯n)
be intervals containing no and one jump point, respectively. Similarly let
T cn = ∪0≤s≤l(cs + s¯n, cs+1 − s¯n), T¯ cn = ∪1≤s≤l(cs − s¯n, cs + s¯n)
be intervals containing no and one break point in the PLS errors, respectively. Let γn =
min0≤i≤mn(di+1 − di) and γˇ = min0≤i≤l(ci+1 − ci). Write
ν1,n = n(s
∗
n)
2k+3 +
(
(s∗n)
k+1 +
1
ns∗n
)(
n
1
4 log2 n+
√
ns∗n
(
s∗n log n
s¯n
) 1
2
)
, (3.13)
ν2,n =
(
(s∗n/s¯n)
1/2 +
log n√
ns¯n
)
(s∗n)
− 2
p , (3.14)
ν3,n = log
2 n/(ns∗n) + s¯n − s∗n log s∗n. (3.15)
We assume the following condition (B):
(B1) n
1/4 log2 n√
nsn
= o(1), νk,n log n = o(1) for k = 1, 2 and ν3,n = o(1).
(B2) s¯n ≤ (γn ∧ γˇ)/2 := min(γn, γˇ)/2, s¯n ≤ d1 ≤ dmn ≤ 1− s¯n, s¯n ≤ c1 ≤ cl ≤ 1− s¯n.
(B3) mns¯n = o(1), ls¯n = o(1) where mn and l are numbers of jump points in the mean
and the number of break points in noise, respectively.
(B4)
√
ns¯ns¯
k+1
n = o(1) and
mn
nsn
= o(1).
Condition (B1) is necessary to approximate MJPD by the maximum deviation of a certain
Gaussian random field. Assumption (B2) requires that 2s¯n is smaller than the smallest
distance between adjacent jump (break) points. Condition (B3) means that lengths of the
intervals T¯ cn and T¯
d
n are asymptotically negligible. As a result, the behaviour of MJPD on
[0, 1] is determined by that on T cn∩T dn . Moreover, assumptions (B2)–(B3) admit situations
in which the jump points and the break points are overlapped. For (B4), the term
√
ns¯ns¯
k+1
n
13
is the bias caused by the kth order jump-pass filter, while the term
m
nsn
is due to the
approximation errors of the Riemann sum of W (·) and its variants. Due to time series
non-stationarity, the best scales to capture the jumps at different time points are usually
different but will fall within (sn, s¯n) provided that the interval is sufficiently wide. To state
the results of Theorem 3.1, we define the following quantities for W (·):
w11 =
∫ 1
−1
(W ′(t))2dt, w22 =
∫ 1
−1
(W ′(t)t+
1
2
W (t))2dt, (3.16)
u11 =
∫ 1
−1
(W (t))2dt, κ = (w11w22)
1/2u−111 (s
−1
n − s¯−1n )(1− 2s¯n), (3.17)
ζ1 =
√
w11u
−1
11 (s¯
−1
n + s
−1
n ), ζ2 = 2
√
w22u
−1
11 (log s¯n − log sn). (3.18)
Conditions B1-B4 imply that
sn
n−1/2 log4 n →∞. On the other hand, if s∗n is at the order of
n−1/2 log n which minimizes ν3,n, then condition (B1) is reduced to s¯−1n (n
−1/2 log n)1−4/p =
o(1), n1−2/ps¯n log
4/p−2 n → ∞ and n3/2−4/ps¯n log n → ∞. In particular, if p > 6, then an
upper bound s¯n = O(n
−1/6) is allowed. For two real series an, bn, write an  bn if there
exist constants 0 < M0 < M1 <∞ such that M0 ≤ lim inf anbn ≤ lim sup anbn ≤M1.
Theorem 3.1. Assume (A1)-(A3), (B1)-(B4), (W1), s∗n = o(sn), s  nυ0, s¯  nυ1
for constants υ0, υ1 such that −1/2 < υ0 < υ1 < 0. In addition assume that the filter
W (·) ∈ C3[−1, 1]. Then we have as n and c diverge,
P(sup
t∈T dn
G(t, s˜n) > c) = α(c) +O
(
(mn + 1)ζ2 exp(−c2/2)
)
+ o(1), (3.19)
where
α(c) =
κc√
2pi3/2
exp(−c2/2) + ζ1
2pi
exp(−c2/2) + 2(1− Φ(c)), (3.20)
and Φ(·) is the CDF of N(0, 1).
Due to condition (B3), the remainder term O((mn+1)ζ2 exp(−c2/2)) in (3.19) is negli-
gible. The proof of Theorem 3.1 rests on a delicate Gaussian approximation technique with
m−dependence approximation, and the volume of tubes formula in Weyl (1939) and Sun
and Loader (1994) for evaluating the maximum deviation of a Gaussian random field. The
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most important contribution of Theorem 3.1 is that it provides an asymptotic closed-form
formula for the (1 − α)th quantile of MJPD, by which MJPD is applicable to large scale
data sets as we discussed in the Introduction. Meanwhile, Theorem 3.1 allows a continuum
of scales between sn and s¯n. In comparison, the asymptotic limiting laws of most existing
multiscale procedures are not directly available; see for instance Horowitz and Spokoiny
(2001), Gao et al. (2008) and Frick et al. (2014) among others. Furthermore, the mul-
tiscale kernel-based statistics proposed by, for example, Horowitz and Spokoiny (2001),
Zhang (2003) and Gao et al. (2008) are sparse in the sense that at most O(log(n)) scales
are considered.
Observe that the conditions of Theorem 3.1 allow a diverging number of jump points.
From the proof of Theorem 3.1, in practice we replace ζ1 with ζ
′
1 = (1− 2s¯n)ζ1 to improve
finite sample performance of MJPD. For a given level α, Theorem 3.1 also provides an
upper bound for the (1− α)th quantile of the multiscale statistic supt∈T dn G(t, s˜n), i.e.
M
√
−2υ0 log n− 2 logα (3.21)
where M is a sufficiently large constant depending on the filter W (·). Expression (3.19)
motivates the following Algorithm 3.1 (MJPD) for jump point detection. For convenience,
we let [a, b) = ∅ and (a, b] = ∅ if a ≥ b.
Algorithm 3.1 MJPD
1: Compute G(t, s˜n) for 0 ≤ t ≤ 1 defined in (3.11).
2: Choose threshold c as follows. For a given α compute c1−α from (3.20) with ζ1 replaced
by ζ ′1 such that c1−α is the root of α(c) = α. Let c = c1−α.
3: Obtain J , the set of jump points by
I ← [0, 1]; J ← ∅
while maxt∈IG(t, s˜n) ≥ c1−α do
dˆ← argmaxt∈I G(t, s˜n); J ← J ∪ dˆ; I ← I ∩ ([s¯n, dˆ− s¯n) ∪ (dˆ+ s¯n, 1− s¯n])
end while
By construction, |J | is the number of jump points. From extensive simulation studies
in Section 5 and the supplemental material, it is found that Algorithm 3.1 performs well
for time series data of length ≥ 500. However, for small sample sizes c1−α obtained by
solving (3.20) may not be accurate. In such situations we provide the following multiplier-
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bootstrap-assisted Algorithm 3.2 (SIM) to simulate c1−α in order to enhance small sample
performance of MJPD. It is found in our simulation studies that the bootstrapping time
is less than 1.5 minutes when n ≤ 500. As a result the bootstrap-assisted algorithm is
not too expensive to apply in small samples. However, the bootstrapping time increases
drastically as sample size increases. In view of the fact that longer and longer time series
are being collected in the information age, Algorithm 3.1 is recommended in most real
applications with large sample sizes.
Algorithm 3.2 SIM
1: Generate B (say 5000) copies of i.i.d. N(0,1) {V (r)i }1≤i≤n, r = 1, ..., B.
2: Let Hˇ(r)(t, s) = 1√
ns
∑n
j=1 V
(r)
j W
(
j/n−t
s
)
, and calculate
Gˇ(r)(t, s˜n) = sup
sn≤s≤s¯n
|Hˇ(r)(t, s)|√∫ 1
−1W
2(t)dt
. (3.22)
3: Let Gˇ1 ≤ Gˇ2 ≤ ... ≤ GˇB be the order statistics of supt∈[0,1] Gˇ(r)(t, s˜n). Let cˆ1−α =
GbB(1−α)c as the estimate of c1−α.
The next theorem discusses the asymptotic behavior of Algorithms 3.1 and 3.2. Let
∆n := min1≤i≤mn | lima↓di βn(a)− lima↑di βn(a)| denote the smallest jump size of βn(·).
Theorem 3.2. Under conditions of Theorem 3.1 and (W2),
(a) If jump points are absent, then limn→∞ P(|J | = 0) = 1− α.
(b) If there are mn,mn ≥ 1 jumps, and scales s¯n and sn satisfy
√
ns¯n∆n√
logn−logα →∞,∆ns¯n →∞,√
nsn∆n
logn
→∞, then
lim
n→∞
P(mˆ = mn, |di − dˆi| ≤ hn, 1 ≤ i ≤ mn) = 1− α. (3.23)
where dˆ1, ..., dˆmˆ are the estimated jump points, mˆ is the estimated number of jumps,
hn = max{s¯2n∆−1n , ( s¯nn )
1
2 ∆−1n log n, s¯
k+3
2
n ∆
−1/2
n , s∗n}gn and gn is an arbitrarily slowly
diverging sequence.
(c) The results of (a) and (b) still hold if c1−α in Algorithm 3.1 is replaced by cˆ1−α of
Algorithm 3.2.
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Part (a) of Theorem 3.2 indicates that MJPD can be used as an asymptotically accurate
multiscale test of the null hypothesis that the trend is smooth. The conditions on s¯n, sn
and ∆n imply that MJPD is able to identify jumps with magnitude ∆n as small as the
order of n−1/3 except a factor of logarithm. Those conditions also guarantee that, with high
probability, G(dr, s˜n), 1 ≤ r ≤ mn, are much larger than c1−α. In the expression of hn, the
term s¯2n∆
−1
n is due to the difference between first order derivatives of βn(·) before and after
the jumps, and it disappears if β
(1)
n (dr−) = β(1)n (dr+) for 1 ≤ r ≤ mn. The term s¯
k+3
2
n ∆
−1/2
n
dominates s¯2n∆
−1
n when k = 1, but will be negligible if a sufficiently high order filter W (·)
is used. Finally, the s∗n term is caused by the error in estimating the long-run variance of
piece-wise locally stationary processes, which vanishes if {εi,n} is strictly stationary.
Conditions (B1)-(B3) and the bandwidth conditions on s¯n and sn in (b) of Theorem 3.2
put restrictions on the number and magnitude of the jumps, and on the minimum space
between adjacent jumps. In the literature of multiscale inference, Frick et al. (2014) makes
similar assumptions on the change sizes and distances between change points. Theorems 3.1
and 3.2 show that by using MJPD, we are able to control the probability of overestimating
the number of jumps asymptotically at level α, while the underestimation probability is
asymptotically 0. Furthermore, all estimated jump points in mean are within a distance
hn of the true ones.
Remark 1. It follows from proof of Theorem 3.1 that
G(dr, s˜n) =
√
ns¯n|
∫ 1
0
W (t)dt||βn(dr−)− βn(dr+)|
σ(dr)
√
2
∫ 1
0
W 2(t)dt
+Op(1) (3.24)
for 1 ≤ r ≤ mn. Therefore the quantity
SN(W ) :=
| ∫ 1
0
W (t)dt|√∫ 1
0
W 2(t)dt
determines the signal-noise ratio of MJPD at jump points and it controls the sensitivity of
MJPD to jumps. In this paper, we wish to select W with the highest SN(W ) in a relatively
large class of filters. Details are given in Section 4.1.
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3.1 Second-stage refinement
The convergence rate hn for Algorithm 3.1 established in Theorem 3.2 is slower than the
optimal rate for multiple jump point detection. Based on {dˆr, 1 ≤ r ≤ mˆ} estimated
by Algorithm 3.1, we propose the simple second-stage estimators {d˜r, 1 ≤ r ≤ mˆ} which
enhance the estimation accuracy of MJPD to the near optimum. For any interval I ∈ R,
introduce the notation
SI =
∑
i∈λ(I)
yi, where λ(I) =
∣∣∣{i : i
n
∈ I
}∣∣∣. (3.25)
For 1 ≤ r ≤ mˆ, zn ∈ [0, 1], α˜ > −1 define
lr = dˆr − (2 + α˜)zn, ur = dˆr + (2 + α˜)zn, l˜r = dˆr − zn, u˜r = dˆr + zn. (3.26)
Next for t ∈ [lr, ur], define the local cumulative sum (CUSUM) statistic Vr(t) and the
associated local maximizer d˜r:
Vr(t) = S[lr,t] −
λ([lr, t])
λ([lr, ur])
S[lr,ur], d˜r = argmax
t∈[l˜r,u˜r]
|Vr(t)|. (3.27)
Observe that the second stage estimators {d˜r, 1 ≤ r ≤ mˆ} are obtained by applying
CUSUM tests locally to the neighborhoods of the estimates {dˆr, 1 ≤ r ≤ mˆ} of Algo-
rithm 3.1. We have the following theorem on the asymptotic behavior of the second-stage
estimators when the jump sizes are shrinking to zero.
Theorem 3.3. Assume conditions of Theorem 3.1, (W2) and (b) of Theorem 3.2 hold.
Additionally assume
mn∆
p−2
n → 0,
nzn∆
2
n
log n
→∞, zn ≥ hn, ∆n
zn
→∞. (3.28)
Then for any sequence ιn →∞ arbitrarily slowly, we have
lim
n→∞
P
(
mˆ = mn, max
1≤i≤mn
|d˜i − di| ≤ ιn log n
n∆2n
)
= 1− α. (3.29)
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It is well known that 1/(n∆2n) is the parametric rate of jump/change point detection
(see for instance Dumbgen (1991) and Mu¨ller and Song (1997)). In this sense the rate
established in Theorem 3.3 is optimal except a factor of logarithm. The condition zn ≥ hn
guarantees that with high probability the jumps fall into the considered vicinities of {di, 1 ≤
i ≤ mˆ}. The condition ∆n
zn
→∞ implies that the series is approximately stationary in the
considered neighborhoods, while the condition nzn∆
2
n
logn
→∞ means that the neighborhoods
contain sufficient amount of data. In practice, one could choose zn = sn and α˜ = 1.5
as a rule of thumb. Next, the following theorem asserts that the second-stage estimators
achieve a nearly optimal rate when the jump sizes are not shrinking to zero.
Theorem 3.4. Let ιn be a series diverging arbitrarily slowly and Ωp =
∑∞
i=1 δp(L, i).
Assume zn ≥ hn, ∆nzn → ∞, and the conditions of Theorem 3.1, (W2) and the conditions
of Theorem 3.2 (b) hold. Then i) if ∆n ≥ η > 0 for some positive constant η, ns¯3n → ∞,
and nzn(m
1
p−1
n log n)−1 →∞, we have
lim
n→∞
P
mˆ = mn, max
1≤i≤mn
|d˜i − di| ≤ ιnm
1
p−1
n log n
n
 = 1− α; (3.30)
and (ii) if there exists some 0 < β ≤ 2, such that
nzn∆
2
n
log
2
β n
→∞, γ := lim sup
p→∞
p1/2−
1
βΩp <∞, (3.31)
then we have
lim
n→∞
P
(
mˆ = mn, max
1≤i≤mn
|d˜i − di| ≤ ιn log
2
β n
n∆2n
)
= 1− α. (3.32)
i) and ii) of Theorem 3.4 investigate error distributions whose tails are of polynomial
and geometric decays, respectively. Equation (3.31) is a mild condition. The following
example shows how to check (3.31) for PLS linear processes.
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Example 1. Suppose we have the following PLS linear errors
εi,n =
∞∑
j=0
ar,j
(
i
n
)
ηi−j, cr <
i
n
≤ cr+1, 0 ≤ r ≤ l, (3.33)
where as in Definition 1, 0 = c0 < c1 < ... < cl < cl+1 = 1 are the unknown break
points in the errors. Assume that
∑∞
j=0 max0≤r≤l supt∈(cr,cr+1] |ar,j(t)| < ∞. We show in
the appendix that equation (3.31) holds if ‖η0‖p = O(p
1
β
− 1
2 ) for some β ∈ (0, 2), which is
equivalent to the moment condition E(exp(t|η0|
1
1
β
− 12 )) <∞ for some positive constant t.
According to our discussions regarding the results of Theorem 3.3, the rate log
2
β n
n∆2n
es-
tablished in Theorem 3.4 (ii) is optimal except a factor of logarithm. In the following we
shall discuss the optimality of the results in Theorem 3.4 (i). First, we have the following:
Corollary 3.1. Consider model (1.1) with i.i.d. symmetric errors {εi,n, 1 ≤ i ≤ n}, and
the tail probability of ε1,n satisfies
lim
|x|→∞
P(|ε1,n| ≥ x)
C†x−p log−2 x
= 1 (3.34)
where C† is a normalization constant, and p > 2. Assume mn log
−2 n→∞, and zn ≤ s¯n.
Then under the conditions of (i) of Theorem 3.4, we have that for any gn = o(m
1
p−1
n log
2p
1−p−2 n),
lim sup
n→∞
P
(
mˆ = mn, max
1≤i≤mn
|d˜i − di| ≤ gn
n
)
< 1− α. (3.35)
Observe that equation (3.34) implies that E(|ε1,n|p) <∞ and E(|ε1,n|p+1) =∞. Corol-
lary 3.1 claims that, for i.i.d. errors with tail probability (3.34), there is a non-vanishing
probability that some of the second-stage estimators d˜i will reside outside of the radius gn
range of di. Hence Corollary 3.1 implies that the estimation accuracy
m
1
p−1
n logn
n
in Theorem
3.4 (i) cannot be improved except a factor of logarithm.
To our knowledge, there have been no results on the parametric change point detection
rate when there is a diverging number of change points with non-shrinking jump sizes
and the error distribution has polynomial tails. In the following, we explain that the rate
established in Theorem 3.4 i) is nearly a parametric rate. To this end, consider the oracle
case where a): the trend is piece-wise constant; b): the number of jumps, mn, is known;
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c): there exist mn known non-overlapping intervals and each interval contains exactly one
jump point in the interior; and d): the errors are i.i.d. with parametric regular varying
tails. We show that in the latter oracle case the accuracy of the local CUSUM estimators
are the same as that established in i) of Theorem 3.4 except a factor of logarithm. The
result is summarized in Corollary 3.2. Hence the rate m
1
p−1
n logn
n
is nearly parametric for
any CUSUM-type change point detection methods.
Corollary 3.2. Assume βn(·) is piece-wise constant with mn jump points, where mn is
known. Define the associate local CUSUM estimator d˜r as in equation (3.27) with dˆr
replaced by dr in the definition of lr, ur, l˜r, d˜r in equation (3.26). Then under the conditions
of Corollary 3.1, we have that
lim sup
n→∞
P
(
max
1≤i≤mn
|d˜i − di| ≤ gn
n
)
< 1. (3.36)
for gn defined in Corollary 3.1.
4 Implementation
4.1 The optimal filters
In this section we discuss the optimal filter W (·) ∈ W(k) which satisfies conditions (W1),
(W2) and optimizes the signal noise ratio SN(W ) defined in Remark 1. Notice that a
necessary condition for W (·) ∈ W(k) is∫ 1
0
xuW (x)dx = 0, for u = 1, 3.., (2dk/2e − 1). (4.37)
For W (·) ∈ W(k), the following lemma gives out an upper bound of SN(W ).
Lemma 4.1. For any filter W (·) ∈ W(k) satisfying (W1), we have that
SN(W ) ≤
{
1/2, for k = 1, 2,
3/8, for k = 3, 4.
(4.38)
Those upper bounds are almost achievable, i.e., for any 0 > 0, there exists W ∈ W(k)
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such that SN(W ) ≥ 1
2
− 0 if k = 2, and SN(W ) ≥ 38 − 0 if k = 4.
Remark 2. Since W(k1) ⊂ W(k2) for integers k1 ≥ k2, supW (·)∈W(k) SN(W ) is non-
increasing in k. Therefore Lemma 4.1 implies that SN(W ) ≤ 3/8 for all W ∈ W(k),
k ≥ 5.
In this paper, we propose a class of piece-wise polynomial filters (i.e., W (·) is a polyno-
mial function on subintervals of [0, 1] and W (−x) = −W (x)) derived from shifted Legendre
approximations to the SN-optimised filters. Due to their low-order-polynomial form, those
filters allow us to compute MJPD efficiently using fast sum updating algorithms; see Sec-
tion 4.2 for the details. Additionally, those filters suffer only a small loss of efficiency
compared with the optimal filter in W(k). We remark here that piece-wise polynomials
have been extensively investigated and broadly applied in kernel non-parametric studies.
For instance, Theorem 3.1 of Zhang and Fan (2000) proved that the minimax kernels are
piece-wise polynomials by solving a variational problem.
Let Pn be the collection of all polynomials with degree n. Define the class Wk,N =
{f : f ∈ W(k) and f ∈ PN on [0, 1]}. For given k,N , we compute the SN-optimized filter
W in Wk,N by the discrete Lagrange multiplier. The details of the filter construction are
omitted and can be found in the proof of Lemma 4.1 in the supplemental material. Notice
that Remark 2 is in favor of small k to maintain high efficiency while Theorem 3.2 suggests
k ≥ 2. Moreover large N should be avoided to maintain the smoothness of the optimal
filters and the numerical stability of the fast sum updating algorithms. In order to balance
all the aforementioned issues, we recommend using the optimal filter in W2,6. This filter
is given by
W ∗(x) = (−632.82732x6 + 2136.46829|x|5
− 2834.04878x4 + 1884|x|3 − 647.59024x2 + 93.99805|x|)sgn(x ) (4.39)
with SN(W ∗) ' 0.446. Note that the highest SN for filters in W(2) is 0.5. Hence W ∗
achieves 0.446/0.5 = 89.2% efficiency compared to the optimal filter in W(2). Further-
more, by Lemma 4.1, SN(W ∗) is larger than the SN of any filter W (·) ∈ W(k), k ≥ 3.
Straightforward calculations show that conditions (W1) with k = 2 and (W2) hold for W ∗.
This filter is displayed in Figure 1, and is a C1(R, CLip) function for some constant CLip.
22
−1.0 −0.5 0.0 0.5 1.0
−
4
−
2
0
2
4
Figure 1: The filter W ∗(·) defined in equation (4.39).
We remark here that although C3(R, CLip) property is required by Theorem 3.1, we advo-
cate the use of a C1(R, CLip) filter in practice. Theoretical justification lies in the smooth
approximation theory (Corollary 21 of Ha´jek and Johanis (2010)) which guarantees that
there exists a C3(R, CLip) function g(·) such that g(·) and g′(·) well approximates W ∗(·)
and [W ∗]′(·) in the L2 space. The latter approximation result indicates that the results of
Theorem 3.1 are valid for W ∗.
To close this subsection, we discuss the global condition i) of (W2). Despite the fact
that this global condition holds for W ∗, it is not necessary satisfied by general filters
W (·) ∈ W(k). Based on the invertibility of Hilbert matrices, in Theorem F.6 of the
supplemental material we show that for any k > 0, there always exists a kth order piece-
wise polynomial filter that meets both conditions (W1) and (W2).
4.2 Efficient computation
At each scale s, a direct computation of {H( i
n
, s), 1 ≤ i ≤ n} requires an O(n2s) operations,
which is costly for large scale inference. Thus we propose to evaluate {H( i
n
, s), 1 ≤ i ≤ n}
using the fast sum updating algorithm (c.f., e.g. Langrene´ and Warin (2019)) at the cost
of O(n) operations. In particular, to calculate MJPD with the piece-wise polynomial filter
W ∗, one has to compute terms in the form of
∑n
i=1(
i
n
− j
n
)ayi1(| in− jn | ≤ s) for some integer
a and j = 1, 2, ..n. To illustrate the updating algorithm, consider a = 2 and we have
n∑
i=1
( i
n
− j
n
)2
yi1
(∣∣ i
n
− j
n
∣∣ ≤ s) = 2∑
k=0
n∑
i=1
(
2
k
)
yi
( i
n
)k( j
n
)2−k
1
(∣∣ i
n
− j
n
∣∣ ≤ s). (4.40)
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To illustrate how the updating algorithm works, consider the term where k = 1 for example
and we have the following expression
n∑
i=1
yi
( i
n
)( j
n
)
1
(∣∣ i
n
− j
n
∣∣ ≤ s) = ( j
n
) n∑
i=1
yi
( i
n
)
1
(∣∣ i
n
− j
n
∣∣ ≤ s) := j
n
Θj, (4.41)
where Θj =
∑n
i=1
iyi
n
1(| i
n
− j
n
| ≤ s). For simplicity let ns be an integer. Then one can
compute Θj, 1 ≤ j ≤ n using O(n) operations by updating based on the following identity
Θj = Θj−1 − yj−ns−1
(
j − ns− 1
n
)
+ yj+ns
(
j + ns
n
)
. (4.42)
We refer the readers to Section E in the supplemental material for the detailed description
of the algorithm. The fast sum updating algorithm has been an attractive approach to
reduce the computation complexity in nonparametric analysis, see for instance Seifert et al.
(1994), Fan and Marron (1994), Langrene´ and Warin (2019) among others. Past studies
(e.g. Fan and Marron (1994), Seifert et al. (1994)) pointed out that the updating algorithm
may cause numerical instability. This issue is more severe when high degree polynomials
are involved (see Seifert et al. (1994)). However, as pointed out by Langrene´ and Warin
(2019), the issue has been largely addressed by recent progress in computer science (e.g.
Neal (2015), Zhu and Hayes (2010)).
In practice, instead of directly computing G(t, s˜n) in equation (3.11) over the region
(t, s) ∈ [0, 1] × [sn, s¯n], we evaluate it over a carefully designed sparse sequence of scales
with which MJPD achieves the estimation accuracy in Theorem 3.1 at a computational
cost of O(n log1+ n) for some  > 0. Let δn = b(log n)1+c and set the sequence si = 2gi
where
gi = log2 sn + (i− 1)
log2 s¯n − log2 sn
δn − 1 , 1 ≤ i ≤ δn. (4.43)
We compute
G†(t, s˜n) := max
1≤i≤δn
|H(t, si)|√∑
i∈K(t) H
2(i/n, s∗n)/|K(t)|
. (4.44)
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Theorem 4.5. Assume the conditions of Theorem 3.1 hold and W ′′ exists on [−1, 1] except
on a finite number of points. We then have that
sup
t∈T dn
|G(t, s˜n)−G†(t, s˜n)| = Op(log 12− n). (4.45)
For t ∈ T¯ dn , by definition we have G†(t, s˜n) ≤ G(t, s˜n). Under conditions of Theorem
3.2, similar arguments to the proof of Theorem 3.2 yield that with probability tending to
one,
G†(ds, s˜n) = G(ds, s˜n) =
|H(ds, s¯n)|√∑
i∈K(dr) H
2(i/n, s∗n)/|K(dr)|
, ∀1 ≤ r ≤ mn. (4.46)
The above fact and Theorem 4.5 indicate that the results of Theorem 3.2 remain valid
if we evaluate MJPD via G†(t, s˜n). As discussed, the computational complexity for the
updating algorithm to evaluate {H( i
n
, s), i = 1, ..., n} is O(n) for any single scale s > 0.
Therefore, the total computational cost to calculate {G†( i
n
, s˜n), 1 ≤ i ≤ n} is O(n log1+ n).
Furthermore, due to the fact that mns¯n = o(1), the computational cost of the second stage
refinement in Section 3.1 is o(n). Hence the computational cost for MJPD is O(n log1+ n).
This cost can be further reduced through computing the δn number of series {H( in , su), 1 ≤
i ≤ n}, 1 ≤ u ≤ δn independently in parallel.
5 Simulation studies
5.1 Identifying jump points
In our numerical studies, we study the finite sample performance of MJPD on estimat-
ing jumps over various simulated scenarios and real data sets. For piece-wise constant
signals under stationary noises, we also compare MJPD with popular multiscale change
point detection methods including H-SMUCE Pein et al., D-SMUCE Dette et al. (2018),
PELT Killick et al. (2012) and WBS Fryzlewicz (2014). We aknowledge that there are
many other interesting jump/change point detection methods in the literature, many of
which are multiscale in nature. But due to page and time constraints we shall only use the
aforementioned four methods as representative examples. In summary, H-SMUCE and D-
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SMUCE are extensions of SMUCE that are designed for piece-wise constant signals, where
SMUCE is an algorithm which minimizes the number of change points while penalizing
a multiscale goodness-of-fit statistic. H-SMUCE allows independent errors with piece-
wise constant standard deviations while D-SMUCE is suitable for stationary dependent
errors. WBS utilizes random localization to enhance the performance of traditional bi-
nary segmentation when estimating change points with small jump size and short spacing.
PELT combines dynamic programming together with pruning steps to accurately detect
the change points with an expected linear computational cost. We should point out that
WBS, PELT and H(D)-SMUCE focus on change point detection for piece-wise constant
signals which is certainly a problem different from jump detection where smooth changes
are allowed, though for piece-wise constant signals change points coincide with jumps. We
execute R packages stepR, wbs (with 5000 random draws by default) and changepoint to
implement H-SMUCE, WBS and PELT, respectively. To implement MJPD, we use  = 0.5
in δn of equation (4.43), and apply Corollary A.3 (supplemental material) to determine α.
The tuning parameters s¯n, sn and s
∗
n are selected according to Section A.2 (supplemental
material) . We thank Theresa Schu¨ler for providing us the code for D-SMUCE. All re-
sults are averaged over 2000 iterations, and are obtained by a desktop computer with intel
i7-8700 CPU.
In our simulation studies, the experiment results of Algorithm 3.1 and Algorithm 3.2 are
denoted by MJPD and SIM, respectively while H(D)-SMUCE, WBS and PELT stand for
the simulation outcomes of H(D)-SMUCE, WBS and PELT, respectively. For each scenario
and method, we investigate the simulated probability of detecting all jumps (denoted by
“mˆ = mn”), the average mean absolute deviation (denoted by “MAD”) of the estimated
locations when all jumps have been identified, the average number of detected jumps
(denoted by “mean m”), and the average computational time (denoted by “Time”) for
executing a corresponding algorithm. For MJPD we also record the average time cost for
a single scale (denoted by “Single.sec”), which indicates the potential time cost of MJPD
if parallel computing techniques are used. For SIM, cˆ1−α is generated separately via 5000
bootstrap samples using Algorithm 3.2. The bootstrapping time is reported separately in
this subsection and is not included in “time” of SIM.
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5.1.1 Results of 500 sample size
Consider the following models for error εi,n, where the filtration Fi = (..., ηi−1, ηi) and
{ηi}i∈Z will be specified in each model.
(GS) εi,n = ηi, where η
′
is are i.i.d. N(0, 1).
(PS) Let {ηi}i∈Z be i.i.d standardized (E(ηi) = 0,Var(ηi) = 1 ) χ2 distribution with 3 de-
grees of freedom. The error εi,n =
3
4
G0(i/n,Fi) for i/n ≤ 0.5 and εi,n = 54G1(i/n,Fi)
for i/n > 0.5, where
G0(t,Fi) = 0.25G(t,Fi−1) + ηi, G0(t,Fi) = −0.25G(t,Fi−1) + ηi. (5.47)
(ARMA) εi,n is generated from an ARMA(1,1) process with long run variance 1, i.e.
εi,n = Xi/2.142857 where Xi − 0.3Xi−1 = ηi + 0.5ηi−1 and η′is are i.i.d. N(0, 1).
(LS) Let {ηi}i∈Z be i.i.d Rademacher random variables and εi,n = g(i/n)G(i/n,Fi) where
G(t,Fi) = (0.5t− 0.2)G(t,Fi−1) + ηi, g(t) = 1 + 0.5t. (5.48)
(PLS) Let {ηi}i∈Z be i.i.d t(6)/
√
3/2. The error εi,n = G0(i/n,Fi) for i/n ≤ 0.4, and
εi,n = G1(i/n,Fi) for i/n > 0.4, where
G0(t,Fi) = (0.5− t)G0(t,Fi−1) + ηi + (0.2− 0.5t)ηi−1,
G1(t,Fi) = 0.5 sin(2pit)G1(t,Fi−1) + ηi + (t− 0.2)
2
2
ηi−1. (5.49)
Model (GS) and (ARMA) are stationary. (PS) is a piece-wise stationary AR(1) process
driven by asymmetric innovations. Before and after the error break point 0.5, the long run
variance of model PS is unchanged. Model (LS) is a smooth time-varying AR(1) process
with discrete innovations. Model (PLS) is a piece-wise locally stationary process. Before
and after the error break point, PLS are two distinct time-varying ARMA(1,1) processes.
For βn(·) we consider a step function (I) and a piece-wise smooth function (II):
(I) βn(t) = 0 for t < 0.5, and βn(t) = 2.5 for t ≥ 0.5.
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(II) βn(t) = (5 sin(pit) + 2.75)1(0 ≤ t ≤ 1/3) + 5 sin(pit)1(1/3 < t ≤ 2/3) + (5 sin(2pi/3) +
2.75)(1− 10(t− 2/3)2)1(2/3 < t ≤ 1).
The locations and magnitudes of jumps are 0.5 and 2.5 for mean (I), (1/3, 2/3) and 2.75 for
mean (II), respectively. The sample size n = 500. The results corresponding to I and II are
displayed in Table 5.1. We also compare our method with existing multiscale approaches
H(D)-SMUCE, WBS and PELT under the scenario of piece-wise constant mean with i.i.d
(GS) or stationary (ARMA) errors. The performances of those methods are shown in Table
5.2.
For Model I, it can be seen that under the i.i.d. “GS” error all methods perform
well in the sense of high simulated probabilities of correct detection (“mˆ = mn”) and
small estimation error (“MAD”). Under the stationary “ARMA” scenario, the simulated
detection probabilities of WBS and H-SMUCE are significantly lowered due to the temporal
dependence, while MJPD, SIM, PELT and D-SMUCE are capable of correctly identifying
the jumps. We emphasize that WBS and H-SMUCE were designed for independent errors
and hence their reduced detection accuracy for the ”ARMA” error is expected. We observe
that the accuracy of MJPD and SIM are similar to the other four methods since all methods
have similar “MAD”. This is consistent with our theoretical results on the near optimality
of estimation accuracy of MJPD. As predicted by Theorems 3.1-3.4, the results of “Mean
Model II” in Table 5.1 show that both MJPD and SIM are suitable for the purpose of
detecting jumps in a piece-wise smooth signal under complex temporal dynamics. In this
study, the time costs to generate cˆ1−α (see SIM) for mean I, II are 92.67s and 95.84s,
respectively. Additional simulations show that H(D)-SMUCE, WBS and PELT are likely
to flag many spurious change points under non-stationary noise models ”PS”, ”LS” and
”PLS” and the piece-wise smooth trend “Mean Model II”, which we do not present in this
paper. The latter is expected as the aforementioned methods were designed for piece-wise
constant signals with i.i.d or stationary errors.
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Table 5.1: Results of MJPD and SIM for n = 500, with Mean Model I (m = 1) and Mean
Model II (m = 2)
Mean Model I Mean Model II
Measure GS ARMA PS LS PLS GS ARMA PS LS PLS
MJPD
mˆ = mn (%) 99.95 100 100 99 99.7 99.75 99.95 99.45 96.9 98.45
MAD (×10−3) 2.198 2.07 2.389 3.149 2.229 1.288 1.078 1.315 2.425 1.822
mean m 1.0005 1 1 1.005 1.003 1.9985 1.9995 1.9975 1.993 2.0085
Time(×10−2) 2.147 2.134 2.116 2.113 2.115 2.194 2.192 2.164 2.346 2.173
Sing.sec(×10−2) 0.5 0.488 0.489 0.491 0.49 0.502 0.527 0.502 0.519 0.506
SIM
mˆ = mn (%) 99.95 99.95 99.9 98.95 99.5 99.85 100 99.6 96.7 98.5
MAD(×10−3) 2.175 2.055 2.41 3.275 2.27 1.282 1.053 1.339 2.497 2.147
mean m 1.0005 1.0005 1.001 1.0095 1.005 1.9995 2 1.998 1.996 2.007
Time (×10−2) 2.13 2.047 2.078 2.089 2.089 2.164 2.189 2.16 2.148 2.173
Table 5.2: Performance of H(D)-SMUCE, WBS and PELT for piece-wise constant mean
with stationary errors
H-SMUCE D-SMUCE WBS PELT
n = 500 GS ARMA GS ARMA GS ARMA GS ARMA
mˆ = mn (%) 81.45 2.6 94.05 93.8 97.05 19.25 100 99.95
MAD (×10−3) 2.443 2.385 2.175 2.041 2.197 2.036 2.205 2.032
mean m 1.202 3.4915 1.0635 1.062 1.0355 5.5785 1 1.0005
Time (×10−2) 0.787 0.743 0.377 0.308 3.15 3.159 0.032 0.036
Table 5.3: Simulation results for increasing sample size with increasing number of jumps.
n (×100) 5 10 15 20 25 30 35 40 45 50
# jumps in mean 2 3 4 4 5 6 6 7 7 8
# breaks in errors 1 1 2 2 2 3 3 3 3 4
Jump sizes 3.73 3.02 2.69 2.49 2.35 2.25 2.16 2.09 2.04 1.99
Time (s) 0.027 0.059 0.098 0.122 0.163 0.203 0.255 0.296 0.338 0.379
Boots (×100s) 0.96 2.24 3.86 5.23 7.35 8.97 11.59 13.33 15.25 17.18
MJPD (%) 100.00 99.85 98.60 99.15 98.00 98.05 98.30 97.50 97.90 94.15
SIM (%) 100.00 99.90 98.85 99.15 98.00 98.05 98.40 97.85 98.00 94.70
MAD1 (×10−3) 2.032 1.740 1.530 1.421 1.253 1.048 0.885 0.847 0.814 0.840
MAD2 (×10−3) 1.073 0.144 0.322 0.243 0.404 0.308 0.204 0.176 0.205 0.313
Table 5.4: Theoretical and Simulated cˆ1−α for scenarios considered in Table 5.3.
n 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
Scales
s¯n 0.167 0.125 0.100 0.100 0.083 0.071 0.071 0.062 0.062 0.056
sn 0.061 0.043 0.036 0.031 0.028 0.026 0.024 0.023 0.022 0.020
α = 0.1
MJPD 3.530 3.672 3.742 3.800 3.828 3.850 3.879 3.895 3.913 3.942
SIM 3.576 3.685 3.781 3.805 3.859 3.893 3.928 3.913 3.941 3.978
α = 0.05
MJPD 3.735 3.870 3.935 3.990 4.017 4.037 4.066 4.080 4.098 4.125
SIM 3.766 3.880 3.964 4.022 4.037 4.090 4.112 4.117 4.124 4.166
α = 0.01
MJPD 4.170 4.289 4.349 4.397 4.422 4.439 4.466 4.478 4.494 4.518
SIM 4.132 4.328 4.388 4.446 4.394 4.422 4.521 4.495 4.489 4.587
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5.1.2 Results of increasing sample size
In this section we study the behaviour of MJPD when the sample size is gradually increased
from 500 to 5000. For this purpose define the series kn = b(43 log n/6)5c, Kn = kn/2 and
∆n = 4/((log n/6)
2). We consider the following piece-wise linear βn(·):
βn(t) = 10t+ ∆n
∑
0≤u≤kn−1,u even
1
(
u
kn + 1
< t ≤ u+ 1
kn + 1
)
, (5.50)
which has an increasing number kn of jumps with diminishing jump size ∆n. We consider
error εi = 1.1G(
i
n
,Fi) where G(·,Fi) (denoted by “PLS ′n”) is a PLS process given by
G(t,Fi) = 0.6(1 + 0.7g(t))
∞∑
j=0
(0.2 cos(2pit) + 0.2g(t))j ηi−j, (5.51)
where {ηi}i∈Z are i.i.d. standard normal, and
g(t) =
∑
0≤u≤(1∨(bKnc−1)),u even
1
(
u
Kn + 1
< t ≤ u+ 1
Kn + 1
)
(5.52)
is a step function. Process PLS ′n has an increasing number (bKnc) of breaks. The Monte-
Carlo experiment results are displayed in Table 5.3. Rows 2-4 in Table 5.3 record the
number of jumps in mean, the number of breaks in the errors, and the magnitude of the
jumps, respectively. Row 5 contains the average computational costs for MJPD at different
sample sizes, which fit well with the theoretical O(n log
3
2 n) computational complexity.
Row 6 shows the time to generate cˆ1−α for SIM using bootstrap at different sample sizes.
The results show that to obtain threshold cˆ1−α, the computational cost of Algorithm 3.2
is much more expensive than that of Algorithm 3.1 for large samples. Hence in practice
we recommend using Algorithm 3.1 to perform jump estimation when n > 500. Rows 7
and 8 display the simulated probabilities of correctly identifying all jumps for both MJPD
and SIM. Those results demonstrate the correctness of MJPD for jump detection under
complex temporal dynamics.
We then study the improvement in accuracy when the second stage refinement in
Section 3.1 is applied. In Row 9, “MAD1” represents the simulated average estimation
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MAD of one-stage MJPD obtained by directly applying Algorithm 3.1 while “MAD2” in
Row 10 stands for the simulated average estimation MAD when the second-stage refinement
proposed in (3.27) is applied to MJPD. The results conclude that MAD2 is much less than
MAD1 at all sample sizes which demonstrates the benefits of applying the second stage
refinement.
Table 5.4 compares the theoretical c1−α derived from Theorem 3.1 to the simulated
cˆ1−α via the bootstrap procedure in Algorithm 3.2 for different α′s and sample sizes. The
scenarios considered are the same as those of Table 5.3. It can be seen that the critical
values for MJPD and SIM are very close for n ≥ 500. Finally, additional simulation results
on the performances of our method as well as those of H(D)-SMUCE, WBS and PELT
with n = 5000 under various circumstances are presented in Section D of the supplemental
material.
5.2 Type I error and power when MJPD is used as a test
When the existence of jumps is concerned, MJPD can be used as a multiscale test. Specif-
ically, if MJPD detects no jumps, we accept the null hypothesis of a smooth trend. To
study the MJPD based test, consider the model with mean
βn(t) = cos(pit) + d1(0 < t ≤ 0.5) (5.53)
and error εi,n/2 where εi,n is the PLS process such that εi,n = G0(i/n,Fi) for i/n ≤ 0.6,
and εi,n = G1(i/n,Fi) for i/n > 0.6 where
G0(t,Fi) = (0.5t− 0.2)G0(t,Fi−1) + ηi, G1(t,Fi) = 0.6 cos(2pit)G1(t,Fi−1) + ηi,
(5.54)
Fi = (η−∞, ...ηi) and the series {ηi}i∈Z is i.i.d. t(8)/
√
4/3. We first study the case that
d = 0 by applying MJPD to Model (5.53), fixing α = 0.05 and α = 0.1. In this case, α is
the nominal level of the test. We increase the sample size n from 500 to 5000. We observe
from Table 5.5 that the simulated type I errors are close to the nominal levels for MJPD,
which is consistent with our theoretical findings.
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Table 5.5: Simulated rejection probabilities for Model (5.53) with nominal level 5% and
10%
n α 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
MJPD
5% 6.5 6.05 5 6.45 6.4 5.7 6.3 5.5 5 5.3
10% 11.7 10.1 10.2 12.15 10.9 11.2 10.7 10.25 9.45 9.85
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Figure 2: Left panel: typical sample path of Model (5.53) with d = 0, error (5.54) and
sample size 500. Right panel: simulated rejection probabilities versus different values of d,
for sample sizes 500 and 1000.
We then examine the power of the MJPD test by varying d over (0, 1) at sample sizes
500 and 1000. We present the corresponding results in Figure 2. The left panel displays a
typical sample path of Model (5.53) with sample size 500, d = 0 and error (5.54), and the
right panel displays the simulated rejection probabilities when d increases, with nominal
level α = 0.1. The lines “n = 500” and “n = 1000” represent results of MJPD with
sample sizes n = 500 and n = 1000, respectively. Figure 2 demonstrates the decent power
performance of MJPD as well as the power enhancement when the sample size increases.
6 Canadian wave height analysis
There is an enormous interest in studying occean variability (see for example Bakun (1990),
McGowan et al. (1998), Queffeulou and Bentamy (2007), Lau and Waliser (2011) among
others). On the one hand, in regions such as the Mediterranean Sea, the wave height
variability characterises the ocean environment including wind and wave conditions. On the
other hand, to minimize risk, professional workers inspect and maintain marine structures
such as offshore wind farms or oil installations in less volatile periods of the sea. In
this subsection, we study the Canadian wave heights series which records hourly wave
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heights of a location in North Atlantic from January 2005 until September 2012. The data
set contains 63651 observations, which can be obtained by the R Package changepoint
associated with Killick et al. (2012). Killick et al. (2012) worked on the differenced wave
heights to identify the high and low volatility periods. They compared their results with the
optimal binary segmentation method and found that their method detected more changes
notably in the period of 2008–2012.
To investigate the volatility of the wave heights, we study the trend of yt which is
the squared and differenced wave height, i.e., yt = (ht − ht−1)2 and ht is the hourly wave
height. We apply our method, PELT, WBS and H(D)-SMUCE to this data. We choose
s¯n = 0.05, sn = 0.00679, and s
∗
n = 0.00558 via the MV method stated in Section A.2 of
the supplemental material. The level α is selected at 0.01. According to Theorem 3.1, we
calculate c1−α = 4.822. We identify the 7711th, 15444th and 37766th observations as jump
points.
We present our results in Figure 3, which includes the estimated jumps by MJPD
and the corresponding fitted piece-wise smooth mean, as well as the piece-wise constant
means fitted by PELT, WBS and D-SMUCE, respectively. The piece-wise smooth mean
is obtained by local linear regression on the subseries between estimated jumps. Figure 3
does not include the results given by H-SMUCE since it is found that the corresponding
software cannot handle the wave height series due to its length. From Figure 3 we observe
that jumps located by MJPD are also identified by D-SMUCE as change points while PELT
and WBS miss one of the three jump points before 2006. Meanwhile PELT, D-SMUCE and
WBS detect a large number of change points. We observe from Figure 3 that piece-wise
smooth trend produced by MJPD clearly depicts the approximately annual oscillation of
the wave height variability while the latter feature is difficult to be characterized by the
fitted piece-wise constant means using PELT, WBS or D-SMUCE.
To further investigate the change points detected by PELT, WBS, and D-SMUCE we
apply the test in Dette et al. (2019) to check the constancy of the second-order structure
of yt, including the variance, lag-1, lag-2 and lag-3 autocorrelations in the four sub-periods
determined by the jump dates estimated by MJPD. The test in Dette et al. (2019) is
valid for PLS errors with smooth varying mean. For the first period, we obtain evidence
for structural changes in the lag-1 and lag-3 autocorrelation with p − values 1.73% and
1.68%, respectively. For the second period, we find no evidence for structural breaks in
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Figure 3: Jump points and the fitted trends of the squared and differenced North Atlantic
wave heights by MJPD, PELT, WBS and D-SMUCE.
the variance, lag-1, lag-2 and lag-3 autocorrelation at 5% significance level. For the third
period, we obtain evidence for changes in the lag-2 and lag-3 autocorrelation with p−values
2.61% and < 0.1%, respectively. For the fourth period, we obtain strong evidence for
structural breaks in the lag-1, lag-2 and lag-3 autocorrelations, all with p−values < 0.1%.
Those results imply that the change points detected by PELT, WBS and D-SMUCE in
the second segment could be caused by a smooth change of Eyt, while the detected change
points in other periods are additionally influenced by smooth changes and jumps in the
auto-covariances of yt.
7 Summary and discussions
In this paper, we proposed a multiscale method for jump testing and estimation under
complex temporal dynamics where the covariance and high-order structures of the time
series can experience both smooth changes and jumps over time. The proposed MJPD
method is composed of two steps. Multisacle and self-normalized applications of an optimal
34
jump-pass filter to the observed time series is utilized in the first step to test the existence
of jumps, detect the number of jumps and preliminarily determine the jump locations. The
second step consists of a local CUSUM procedure that refines the jump locations estimated
from the first step. The MJPD method is asymptotically correct in the sense that it detects
the correct number of jump points with a pre-specified probability asymptotically and it
locates the jump points, if they exist, within a nearly parametric range for a wide class
of trend functions under piece-wise locally stationary errors. Computationally, thanks to
the closed form formula of the limiting distribution, the fast updating algorithm and the
efficient sparsification of the scales, the MJPD method requires a nearly linear O(n log1+ n)
run time to execute.
It has been increasingly common for practitioners and researchers to encounter time
series data with complexly evolving data generating mechanisms in various real applica-
tions. Though jump point or change point detection for dependent data has attracted
enormous attention recently, few results are available for multiple jump/change point de-
tection for time series with non-stationary covariance and higher order structures in the
errors which motivated us to investigate the heteroscedasticity-robust MJPD methodology
and its asymptotic theory. On the other hand, compared with the popular piece-wise con-
stant assumption on the parameters of interest in the change point detection literature,
the piece-wise smooth modelling of such parameters formulated in, for example, Mu¨ller
(1992), Wang (1995) and Qiu (2003) seems to be more appropriate in many situations
under complex temporal dynamics and hence we adapt it in this article.
The derivation of the limiting distribution of the multiscale statistic in (3.19) enables
one to perform asymptotically correct multiple jump detection using MJPD. Consequently,
MJPD can also serve as an asymptotically correct testing procedure on the existence of
jumps and on the number of jumps. On the other hand, many multiscale change point
detection algorithms pre-assume that change points exist in the signal and are designed
under asymptotically controlled detection errors; that is, the probability of detecting a
wrong number of change points is bounded above by a pre-specified constant or converges
to zero asymptotically. Similar to the comparison between asymptotically correct and
conservative hypothesis tests, asymptotically correct jump detection algorithms generally
have higher sensitivity to small jumps compared with their conservative or controlled
counterparts.
35
Observe that the first step of the MJPD methodology can be viewed as a wavelet ap-
plication. In the change point detection literature, many algorithms such as those based
on (weighted) local sums (cf. e.g., Chen et al. (2019), Cho and Kirch (2019)) or binary
segmentation and its variants (cf. e.g., Scott and Knott (1974), Cho and Fryzlewicz (2012),
Fryzlewicz (2014)) have deep connections with the Haar wavelet. While it poses no dis-
advantage for piece-wise constant signals, the discontinuity of the Haar mother wavelet
yields a relatively large filtering bias for functions that are piece-wise smooth. As a result
in this article we resort to a smooth jump-pass filter to reduce the filtering bias when the
signal is complexly time-varying. We further determine the optimal filter with the highest
signal-to-noise ratio among a large class of admissible filters to maximize the sensitivity of
MJPD to potential jumps.
The MJPD method can be easily extended to testing and estimating jumps in µi,n :=
E[h(~yi,n)], where ~yi,n is an observed d-dimensional piece-wise locally stationary time series
and h : Rd → R is a known function. Examples of this kind include moments, auto-
covariances and level-crossing probabilities of a univariate time series and cross covariances
of a multivariate time series. On the other hand, it is a non-trivial task to extend MJPD
to cases where the parameter of interest cannot be written directly in the form of E[h(~yi,n)]
such as in generalized estimating equations or maximum likelihood estimations. We shall
investigate this extension in a future research endeavour. Furthermore, high dimensional
change point detection has attracted much attention recently. In this article we focus on
the MJPD methodology and its theory for a one-dimensional parameter function. It is of
great interest to investigate non-stationarity-robust jump/change point detection methods
and their theoretical properties for high-dimensional time series. We hope that the MJPD
method will shed some light on the latter high dimensional problem and we shall leave it
to a future research.
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SUPPLEMENTARY MATERIAL
The supplemental material contains a study of S&P500 data, the definition of a class
of piece-wise smooth functions, tuning parameter selection, the simulation results for 5000
sample size, a detailed description of the fast sum updating algorithm as well as technical
proofs of theorems, lemmas, propositions and corollaries. A theory for the existence of a
general order k filter (Theorem F.6) is also provided in the supplemental material.
Supplemental Material for Multiscale Jump Testing and
Estimation Under Complex Temporal Dynamics
Abstract
This supplemental material contains tuning parameter selection in Section A, a
study of S&P500 daily return data in Section B, the definition of the class of piece-
wise smooth functions used in the paper in Section C, additional simulation results
for 5000 sample size in Section D, a detailed description of the fast sum updating
algorithm in Section E, and detailed proofs of the theoretical results of the main
article in Section F, including an additional theoretical result on the existence of a
general order k filter (Theorem F.6).
A Tuning parameter selection
A.1 Choice of α
In real implementations of MJPD, the parameter α can be chosen as a fixed small constant,
such as 5% or 1%. This basically means that the user can tolerate a 5% or 1% error in
detecting the accurate number of jumps. Alternatively, α can be chosen in a data-driven
way. The idea is to adjust the threshold c1−α such that pn(mn) := P(mˆ = mn, |dˆr − dr| ≤
hn, 1 ≤ r ≤ mn) is maximized, where c1−α is the critical value derived from Theorem 3.1.
The results in this section also hold if the bootstrap simulated cˆ1−α from Algorithm 3.2 is
used. By the proof of Theorems 3.1 and 3.2, pn(m) has the following lower bound,
1− P(sup
t∈T dn
G(t, s˜n) > c1−α)− P( min
1≤i≤mn
sup
t∈[di−s¯n,di+s¯n]
G(t, s˜n) ≤ c1−α). (A.55)
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On the one hand, Theorem 3.1 asserts that
P(sup
t∈T dn
G(t, s˜n) > c1−α) = α(1 + o(1)) +O
(
exp(−c
2
1−α
2
)
)
. (A.56)
With information of ∆n and mn, Corollary A.3 below obtains a useful upper bound for
the last term of (A.55). Recall the definition of the long-run variance σ2(t) in (A3).
Corollary A.3. For 1 ≤ i ≤ mn, define ∆(di) = βn(di+)− βn(di−), and
ξn(di) =
√
ns¯n∆(di)
∫ 1
0
W (u)du
σ(di)
√∫ 1
−1W
2(u)du
with its lower bound
ξn =
√
ns¯n∆n
∫ 1
0
W (u)du
supt∈[0,1] σ(t)
√∫ 1
−1W
2(u)du
.
Then under the conditions of Theorem 3.2, for any α > 0 and sufficiently large sample
size n, we have that
P( min
1≤i≤mn
sup
t∈[di−s¯n,di+s¯n]
G(t, s˜n) ≤ c1−α)
≤ 1− Πmni=1(1− Φ(c1−α − ξn(di)) + Φ(−c1−α − ξn(di))) + o(1) (A.57)
≤ 1− (1− Φ(c1−α − ξn) + Φ(−c1−α − ξn))mn + o(1). (A.58)
Based on Corollary A.3 and equation (A.56), we choose α as α = argminq∈(0,1) ∆(q),
where
∆(q) := q + 1− [1− (Φ (c1−q − ξn)− Φ (−c1−q − ξn))]mn . (A.59)
In fact ∆(q) is an upper-bound of the mis-identification probability of MJPD with threshold
c1−q. Observe that minimizing (A.59) is equivalent to finding a balance of over-estimation
and under-estimation. To implement (A.59), we recommend to estimate σ(t) by Theorem
4.4 of Dette and Wu (2019). According to bandwidth conditions (B1)-(B4) and assumption
(b) of Theorem 3.2, we choose mn =
1
2s¯n
and ∆n = s¯n as a rule of thumb. For further
refinement, we then estimate σ(t) on each intervals between detected jump points, and use
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the new estimate to update α. The selection of s¯n will be discussed in the next section.
For refinement one can select s¯n, ∆n and mn iteratively.
A.2 Choices of s¯n, sn and s
∗
n
In this subsection, we propose the following data-driven method to select s¯n, sn and s
∗
n for
researchers and practioners who wish to choose those parameters accurately and adaptively.
First, if s¯n and sn are determined, s
∗
n can be selected via the minimum volatility (MV)
method advocated by Politis et al. (1999). The MV method is prevalent in the literature
of non-stationary time series analysis (exemplarily Zhou (2013), Rho and Shao (2019))
since it is independent of any specific form of the underlying dependence structure. To
implement the MV method, we consider a sequence of candidate scales 1
6
n−1/2 log
1
2 n =
s∗1,n < .. < s
∗
i,n.. < s
∗
M,n = sn, M > 0, and calculate the denominator of statistics G(t, s˜n)
defined in equation (3.11), that is
{
Ξ
1
2 (
j
n
, s∗i,n)
}
1≤j≤n
:=

 ∑
i∈K( j
n
)
H2(i/n, s∗i,n)/|K(j/n)|
 12

1≤j≤n
.
Then for each s∗r,n we calculate SEr(·), the standard error that measures the uniform
variability of Ξ
1
2 (·, ·) which is given by
SEr := max
1≤j≤n
( 1
2k
r+k∑
i=r−k
(Ξ
1
2 (
j
n
, s∗i,n)− Ξ¯
1
2
r (
j
n
, s∗n))
2
)
, Ξ¯
1
2
r (
j
n
, s∗n) =
1
2k + 1
r+k∑
i=r−k
Ξ
1
2 (
j
n
, s∗i,n).
Here k is typically chosen as 2 or 3. We then set s∗n = s
∗
i,n where i = argminr SEr.
Meanwhile, the MV method also leads to a data-driven rule for selecting the lower
and upper scales sn and s¯n. The idea is that the estimated number of change points
should be stable when the pair (sn, s¯n) is in an appropriate range. Consider two candidate
sequences s∗1,n < s
∗
2,n < ... < s
∗
k1,n
and s¯∗1,n < s¯
∗
2,n < ... < s¯
∗
k2,n
. The range of the candidate
upper and lower scales can be determined by prior knowledge of the data. Alternatively,
rule-of-thumb choices of s∗1,n, s
∗
k1,n
, s¯∗1,n and s¯
∗
k2,n
could be n−1/3/4, n−1/3/2, n−1/6/6 and
n−1/6/3, respectively. Let m(s∗i,n, s¯
∗
j,n) be the number of jump points detected by MJPD
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using sn = s
∗
i,n and s¯n = s¯
∗
j,n. Define
S(i, j, k3) = {(s∗a,n, s¯∗b,n) : s∗a,n < s¯∗b,n, i− k3 ≤ a ≤ i+ k3, j − k3 ≤ b ≤ j + k3, a, b ∈ Z},
SE(i, j) =
1
|S(i, j, k3)| − 1
∑
(a,b)∈S(i,j,k3)
m(s∗a,n, s¯∗b,n)− 1|S(i, j, k3)| ∑
(a,b)∈S(i,j,k)
m(s∗a,n, s¯
∗
b,n)
2 .
We then select (sn, s¯n) = (s
∗
i,n, s¯
∗
j,n) where (i, j) is the minimizer of SE(u, v) over k3 + 1 ≤
u ≤ k1 − k3 and k3 + 1 ≤ v ≤ k2 − k3. If there are multiple minimizers, then we choose,
among the minimizers, the pair (i, j) with the smallest s∗i,n + s¯
∗
j,n. k3 is typically chosen as
2 or 3. The computational complexity for searching the minimizer is O(k1k2k3 log(k1k2)).
B S&P 500 analysis
We now study the daily closing value of S&P 500 Index between 31 Dec. 1999 and 5 Oct.
2018, which is denoted by pt. Consider the daily log return
rt = log pt − log pt−1. (B.60)
Sta˘rica˘ and Granger (2005) studied the non-stationarities of S&P 500 returns and con-
cluded that the dynamics of this series are mostly concentrated in the shifts of the uncon-
ditional variance. As a result, they consider the following model:
yt = log |rt| = µ(t) + σ(t)εt, (B.61)
with time varying functions µ(·) and σ(·) and error εt. Observe that the dynamics of the
unconditional variance of rt are reflected in the time-varying pattern of the function µ(·).
Assuming that εt are i.i.d. with mean 0 and variance 1, Sta˘rica˘ and Granger (2005) studied
the continuously and significantly changing dynamics of the series by approximating model
(B.61) locally via stationary models. Those authors proposed a test-based method to
construct the homogeneity intervals of µ(·) for model (B.61).
To reflect better the non-stationarity of the data, we assume that εt is a piece-wise
locally stationary process and µ(t) is a piece-wise smooth function. Instead of constructing
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homogeneity intervals we aim to identify those intervals where µ(t) is smoothly changing.
For this purpose we apply MJPD to model (B.61). In the analysis we exclude r759, r2012
and r4283 since they amount to 0. Similarly to Section 6 of the main article, we choose
sn = 0.0177, s¯n = 0.05, and s
∗
n = 0.0149 by MV method. We choose α = 0.01, and
calculate c1−α = 4.568 by Theorem 3.1. We also apply Algorithm 3.2 in the main article to
obtain the simulated cˆ1−α = 4.590 with 1762.88 seconds computation time. Both choices
of cˆ1−α detect only the 2178th observation as a jump, which corresponds to 29 August,
2008. This is near the critical date 7 September, 2008 when Fannie and Freddie, two
large home mortgage companies created by the U.S. Congress, were nationalized by the
US Government.
Besides MJPD, we further apply H(D)-SMUCE, PELT and WBS to the series. The
fitted trends are presented in Figure 4. Here for simplicity we do not include the fitted trend
by D-SMUCE since it is close to the result of H-SMUCE. We find that all methods identify
a change point close to 29 August, 2008. The difference is that MJPD emphasizes that
the change in mean of the log absolute return near this date is very special and important.
On the other hand, the importance of the 2008 financial crisis is not emphasized by PELT,
WBS and H(D)-SMUCE which detect many change points and the change point near 29
August, 2008 is only one of many. We further apply the test in Dette et al. (2019) to
the period before and after 29 August, 2008 to check the constancy of the auto-covariance
structure. We identify no evidence of structural breaks in the variance, lag-1, and lag-3
autocorrelations for the two periods at 10% significance level. For the lag-2 autocorrelation,
our test implies the existence of structural changes in the period before 29 August, 2008
with p-value 5.46%. These results imply that the changes detected by PELT, H(D)-SMUCE
and WBS after 29 August, 2008 are likely due to smooth change in the mean of the log
absolute returns while the changes detected by those methods before 29 August, 2008 are
additionally influenced by the changes in the second order structure of the series.
C A Class of piece-wise smooth functions
In this section we shall rigorously define the class of piece-wise smooth trend functions
βn(·) considered in the main article. To this end, we shall henceforth consider the class
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Figure 4: Jump points and the fitted trends of the log absolute returns of the SP500 series
by MJPD, PELT, WBS, and H-SMUCE
M(mn,∆n, γn, k) which consists of all functions f : [0, 1]→ R such that for some constants
CLip and C¯,
(F1) f(·) has mn discontinuous points 0 = df0 < df1 < df2 < ... < dfmn < dfmn+1 = 1, and
f(x) ∈ Ck((dfi , dfi+1), CLip) for x ∈ (dfi , dfi+1), 0 ≤ i ≤ mn. In addition, f is either
right or left continuous at {dfi , 0 ≤ i ≤ mn + 1}.
(F2) |f(dfi +) − f(dfi−)| ≥ ∆n > 0 for 1 ≤ i ≤ mn, where for any function g and a ∈ R,
g(a+) = lims↓a g(s) and g(a−) = lims↑a g(s).
(F3) min0≤i≤mn |dfi+1 − dfi | ≥ γn > 0.
(F4) supa∈[0,1) |f (u)(a+)| ≤ C¯, supa∈(0,1] |f (u)(a−)| ≤ C¯ ∀ 0 ≤ u ≤ k.
Condition (F1) means that f(·) is piece-wise smooth with Lipschitz continuous kth order
derivative. (F2) puts a lower bound ∆n on the minimum jump size. (F3) restricts that
the minimum space among {dfi }mn+1i=0 is at least γn. Condition (F4) controls the overall
smoothness of derivatives of f(·), which is important when the number of jump points mn
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diverges. Recall the model
yi,n = βn(i/n) + εi,n, (C.62)
where βn(·) ∈M(mn,∆n, γn, k) and (εi,n)ni=1 are non-stationary errors satisfying E(εi,n) =
0. Note that the goal of the main paper is to estimate the number and the locations of the
jump points {dβni , 1 ≤ i ≤ mn}. In both the main article and the supplemental material,
we omit the superscript βn in {dβni , 1 ≤ i ≤ mn} for the sake of brevity.
D Simulation results of 5000 sample size
To investigate the performance of MJPD and that of H(D)-SMUCE, WBS and PELT at
5000 sample size, we consider
(I ′n) βn(t) = 1 + 1.99
∑
0≤u≤7
(−1)u+1
2
1
(
u
9
< t ≤ u+1
9
)
,
(II ′n) βn(t) = 5 sin(2pit) + 1.99
∑
0≤u≤7
(−1)u+1
2
1
(
u
9
< t ≤ u+1
9
)
,
and error εi,n = 1.1G(
i
n
,Fi), where G(·,Fi) follows models PS ′n, PLS ′n,LS ′n, GS, and
ARMA. Among them, GS and ARMA are defined in Section 5.1.1 of the main article,
PLS ′n is defined in Section 5.1.2 of the main article, and PS
′
n, LS
′
n are defined as follows.
(PS ′n) G(t,Fi) = a(t)G(t,Fi−1) + ηi for a(t) = 1.25b(t) where b(t) equals
−0.31(0 < t ≤ 1/4)+0.11(1/4 < t ≤ 2/3)+0.21(2/3 < t ≤ 3/4)−0.11(3/4 < t ≤ 1)
and {ηi} are i.i.d. (χ2(3)− 3)/
√
6.
(LS ′n) G(t,Fi) = (3(t− 0.5)2− 0.3)G(t,Fi−1) + ηi + (0.2− 0.4t)ηi−1, where {ηi, i ∈ Z} are
i.i.d. t(8)/
√
4/3.
Observe that the number of jumps is 8 with magnitude 1.99. The errors we consider
include stationary, locally stationary and piece-wise (locally) stationary processes driven
by Gaussian as well as heavy-tailed and asymmetric innovations. We summarize the cor-
responding experiment results in Table D.6, which demonstrate the ability of MJPD to
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accurately estimate jumps of piece-wise smooth signals under complex temporal dynam-
ics. We also observe from Table D.7 that the H(D)-SMUCE, WBS and PELT perform well
under piece-wise constant βn(·) with i.i.d. errors ”GS” (also stationary ARMA error for
D-SMUCE and PELT) which is consistent with our findings for n = 500. In particular, we
see from the third row of Table D.6 and Table D.7 that the estimation accuracy of MJPD
is similar to those of WBS, PELT and H(D)-SMUCE under i.i.d. noise and piece-wise con-
stant mean, which is consistent with our theoretical findings that MJPD achieves nearly
optimal estimation accuracy.
From Table D.6 we find that the computational cost of MJPD is less than 0.06 seconds
for each single scale and is less than 0.4 seconds overall for n = 5000. Further from Table
D.7 we see that the single scale computation time for MJPD is longer than H(D)-SMUCE
and PELT and is faster than WBS. Theoretically, the expected computational cost of
PELT is linear in n. H(D)-SMUCE has an O(n2) computational complexity, which can be
improved with specific forms of signals or with the cost of reduction in statistical efficiency.
WBS has an almost linear computational complexity except a factor of logarithms when
the minimal spacing between two changes is strictly bounded away from zero, and the
computational complexity can be higher than linear rate with asymptotically diminishing
minimum spacing. Therefore, theoretically, we expect MJPD to have at least similar
computational cost to WBS and H(D)-SMUCE for large samples. We remark here that
at the time of writing, our algorithm is written in R using basic package and code. The
computational cost of MJPD should be improved if advanced packages, parallel computing
and faster languages such as Python are used. Similar to the n = 500 case, additional
simulations show that H(D)-SMUCE, WBS and PELT tend to flag many spurious change
points under non-stationary noise models ”PS ′n”, ”LS
′
n” and ”PLS
′
n” and the piece-wise
smooth trend “Mean II ′n”, which we do not present in this paper. Again, the latter is
expected as the aforementioned methods were designed for piece-wise constant signals
with i.i.d or stationary errors.
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Table D.6: Results for Mean Model I ′n and II
′
n where m = 8, n = 5000.
Mean I′n Mean II′n
Measure GS ARMA PLS′n LS′n PS′n GS ARMA PLS′n LS′n PS′n
MJPD
mˆ = mn (%) 99.65 99.75 93.4 97.25 99.95 99.6 99.8 93.55 97.75 100
MAD (10−4) 2.214 1.616 2.694 2.089 1.465 2.22 1.634 2.762 2.19 1.462
mean m 7.997 7.998 7.947 7.975 7.999 7.996 7.998 7.947 7.979 8
Time (10−2) 36.94 37.24 36.74 37.67 36.19 37.92 39.02 36.98 37.43 36.97
Single.sec (10−2) 5.83 5.808 5.845 5.84 5.665 5.953 6.045 5.777 5.853 5.775
Table D.7: Performance of H(D)-SMUCE, WBS and PELT for piece-wise constant mean
with stationary errors, m = 8, n = 5000
H-SMUCE D-SMUCE WBS PELT
n = 500 GS ARMA GS ARMA GS ARMA GS ARMA
mˆ = mn 92.75 0.4 99.95 100 98.95 25.55 100 100
MAD (10−4) 2.185 1.917 2.135 1.624 2.145 1.605 2.15 1.628
mean m 8.076 12.59 8.0005 8 8.011 12.16 8 8
Time (10−2) 1.737 1.69 1.41 1.245 14.58 14.22 0.24 0.188
E Fast Sum Updating Algorithm
We provide the detailed fast sum updating algorithm in Algorithm E.3 to calculate
H
( j
n
, s
)
=
1√
ns
n∑
i=1
W
(
i/n− j/n
s
)
yi, 1 + bnsc ≤ j ≤ n− bnsc (E.63)
for any given scale s ∈ (0, 1) in O(n) time.
In Algorithm E.3, the coefficients Coeff [k], 1 ≤ k ≤ 6 are determined by the optimal
fiter W ∗ over W2,6 in (4.39) of the main article. W1 is the result of input y filtered by
positive part of the filter, and W2 is the convolution related to the negative part of the
filter. The algorithm has utilized the fact that the filter W ∗ is an odd function.
F Technical Appendix
In this section, we provide detailed proofs for theorems, lemmas, propositions and corol-
laries. In addition, in Theorem F.6 we provide a theory for the existence of a general
order k filter. For the sake of brevity, throughout this section, we omit the subscript n of
yi,n, εi,n, s¯n, sn, s
∗
n and mn if it causes no confusion. For any two p−dimensional vectors
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Algorithm E.3 Fast Sum Updating Algorithm
1: Input y = (y[1], ..., y[n]), scale s.
2: Set Coeff [1] = −632.82732, Coeff [2] = 2136.46829, Coeff [3] = −2834.04878,
Coeff [4] = 1884, Coeff [5] = −647.59024, Coeff [6] = 93.99805.
3: Set Length = n − bnsc. Set al[1] = 0 for l = 0, 1, .., 6, i = 1, ..., Length. Set al[1] =∑1+bnsc
i=1 y[i](
i−1
ns
)l. Set lend = 1, rend = 2 + bnsc.
4: for 2 ≤ i ≤ Length do
5: Set temp0 = 0, templ =
∑l−1
k=0
(
l
k
)
ak[i− 1](−1ns )l−k for l = 1, 2, .., 6.
6: al[i] = al[i− 1] + templ − (−1ns )ly[lend]− ( bnscns )ly[rend], for l = 0, 1, ..., 6.
7: lend = lend+ 1, rend = rend+ 1, i = i+ 1.
8: end for
9: Denote by al the vector of (al[1], ...al[n])
T for l = 0, ...6. Construct vectors A0 = a0,
and Al = (Al[1], ..., Al[n])
T by Al[i] =
∑l
k=0
(
l
k
)
(−)kal−k[i] for l = 1, ..., 6.
10: Calculate W1 and W2 with ith entry W1[i] and W2[i], 1 ≤ i ≤ length− bnsc by
i′ = i+ bnsc,W1[i] =
6∑
k=1
Coeff [k]ak[i
′],W2[i] =
6∑
k=1
(−1)k+1Coeff [k]Ak[i].
11: Output: (W1 + W2)/
√
ns.
a = (a1, ..., ap)
T and b = (b1, ..., bp)
T , write 〈a,b〉 = ∑pi=1 aibi. Define the projection
operator Pi(·) = E(·|Fi)− E(·|Fi−1), where Fi is the filtration in Definition 1 in the main
article. Write max(a, b) = a ∨ b and min(a, b) = a ∧ b. Recall the definition of T dn , T¯ dn ,
T cn and T¯
c
n defined in Section 3 of the main article. In the following proofs, let M be a
generic sufficiently large constant that varies from line to line if no confusion arises. Mean-
while, the decomposition H(t, s) =
√
nsG˜n(t, s) + H˜(t, s) is often used, where G˜n(t, s) is
in Section 2.2 of the main article, and
H˜(t, s) =
1√
ns
n∑
j=1
εjW
(
j/n− t
s
)
. (F.64)
Moreover, the following quantities are carefully examined, which are
Ξ(t) =
∑
i∈K(t)
H2(i/n, s∗)/|K(t)|, Ξ˜(t) =
∑
i∈K(t)
H˜2(i/n, s∗)/|K(t)|. (F.65)
Before proving the theorems, we first give out two propositions which have been used
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frequently in the proofs.
Proposition F.1. Assume (W1) and that β(·) ∈ M(m,∆n, γn, k). Let sn be a positive
sequence of real numbers such that sn → 0, (ns2n)−1 = O(1) and sn ≤ γn/2, then we have
that uniformly for t ∈ ∪mr=0[dr + sn, dr+1 − sn],
G˜n(t, sn) = O
(
sk+1n +
1
nsn
)
. (F.66)
Moreover uniformly for t ∈ [dr − sn, dr + sn], 1 ≤ r ≤ m, it follows that
G˜n(t, sn) = (β(dr−)− β(dr+))
∫ dr−t
sn
−∞
W (u)du
− ( k∑
v=1
((β(v)(dr−)− β(v)(dr+))/v!
) ∫ dr−tsn
−∞
(t+ snu− dr)vW (u)du) +O(sk+1n +
1
nsn
).
(F.67)
In particular, uniformly for 1 ≤ r ≤ m,
G˜n(dr, sn) = (β(dr−)− β(dr+))
∫ 0
−1
W (u)du+O
(
sn +
1
nsn
)
. (F.68)
The proof of this proposition rest upon the property that
∫ 1
−1 u
sw(u)du = 0, 0 ≤ s ≤ k.
Then a direct application of Taylor expansion and Riemann sum approximation will show
that G˜n(t, sn) is negligible.
Proof. Taylor expansion of β yields that for all t ∈ ∪mr=0[dr + sn, dr+1 − sn],
G˜n(t, sn) :=
1
nsn
n∑
i=1
β(i/n)W
(
i/n− t
sn
)
=
1
nsn
n∑
i=1
(
β(t) +
k∑
v=1
β(v)(t)(i/n− t)v
v!
+
β(k)(ζi,t)(i/n− t)k − β(k)(t)(i/n− t)k
k!
)
W
(
i/n− t
sn
)
=O((sk+1n +
1
nsn
)), (F.69)
where ζi,t is a number between i/n and t, and the last equality is due to condition (W1).
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This shows (F.66). Straightforward calculations show that for t ∈ [dr − sn, dr + sn],
1 ≤ r ≤ m,
G˜n(t, sn) =
∫ ∞
−∞
β(t+ snu)W (u)du+O(
1
nsn
)
=
∫ dr−t
sn
−∞
β(t+ snu)W (u)du+
∫ ∞
dr−t
sn
β(t+ snu)W (u)du+O(
1
nsn
). (F.70)
By using similar arguments to (F.69), we have that
∫ dr−t
sn
−∞
β(t+ snu)W (u)du
= β(dr−)
∫ dr−t
sn
−∞
W (u)ds+ (
k∑
v=1
(β(v)(dr−)/v!)
∫ dr−t
sn
−∞
(t+ snu− dr)vW (u)du) +O(sk+1n +
1
nsn
),
(F.71)∫ ∞
dr−t
sn
β(t+ snu)W (u)du
= −β(dr+)
∫ dr−t
sn
−∞
W (u)du− (
k∑
v=1
(β(v)(dr+)/v!)
∫ dr−t
sn
−∞
(t+ snu− dr)vW (u)du) +O(sk+1n +
1
nsn
),
(F.72)
uniformly for t ∈ [dr − sn, dr + sn], 1 ≤ r ≤ m, where for the last equality we have used
the fact that
∫
R u
vW (u)du = 0 with v = 1, ..., k. Combining (F.71) and (F.72) we show
(F.67). Finally, by letting t = dr, 1 ≤ r ≤ m we shall see that (F.68) follows from expression
(F.67), which finishes the proof. 
Proposition F.2. For β ∈ M(m,∆n, γn, k), define ∆r,n = β(dr−) − β(dr+). Assume
(W2), |∆r,n|
sn+
1
nsn
→ ∞ and that the conditions of Proposition F.1 hold. Then uniformly for
|t− dr| ≤ sn, 1 ≤ r ≤ m we have that
G˜2n(t, sn)− G˜2n(dr, sn) = ∆2r,n
(
(
∫ dr−t
sn
−∞
W (s)ds)2 − (
∫ 0
−∞
W (s)ds)2
)
+O(Ωn(t)), (F.73)
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where
Ωn(t) = |∆r,n|s−1n (dr − t)2 + |∆r,n||dr − t|+ |∆r,n|sk+1n +
|∆r,n|
nsn
, (F.74)
and (
∫ dr−t
sn−∞ W (s)ds)
2 − (∫ 0−∞W (s)ds)2 ≤ 0.
Proof. By (W1) and a direct calculation using (F.67) of Proposition F.1 we have that
uniformly for |t− dr| ≤ sn, 1 ≤ r ≤ m,
G˜n(t, sn)− G˜n(dr, sn) = ∆r,n(
∫ dr−t
sn
−∞
W (s)ds−
∫ 0
−∞
W (s)ds)
+O(|β(1)(dr−)− β(1)(dr+)||dr − t|+ sk+1n +
1
nsn
), (F.75)
G˜n(t, sn) + G˜n(dr, sn) = ∆r,n(
∫ dr−t
sn
−∞
W (s)ds+
∫ 0
−∞
W (s)ds)
+O(sn +
1
nsn
). (F.76)
It follows from G˜2n(t, sn)−G˜2n(dr, sn) = (G˜n(t, sn)−G˜n(dr, sn))(G˜n(t, sn)+G˜n(dr, sn)) that
G˜2n(t, sn)− G˜2n(dr, sn) = ∆2r,n
(
(
∫ dr−t
sn
−∞
W (s)ds)2 − (
∫ 0
−∞
W (s)ds)2
)
+O(Ar,n +Br,n + Cr,n),
(F.77)
where by (W2) and Taylor expansion,
Ar,n = |∆r,n|
∣∣∣∣dr − tsn
∣∣∣∣2(sn + 1nsn
)
, Br,n = (|dr − t|+ sk+1n +
1
nsn
)(sn +
1
nsn
), (F.78)
Cr,n = |∆r,n||β(1)(dr−)− β(1)(dr+)||dr − t|+ |∆r,n|sk+1n +
|∆r,n|
nsn
. (F.79)
Then (F.73) follows from (F.77),(F.78), (F.79) and the definition of classM(m,∆n, γn, k).
Finally, the conclusion that (
∫ dr−t
sn−∞ W (s)ds)
2 − (∫ 0−∞W (s)ds)2 ≤ 0 follows from (W2). 
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Proof of Theorem 3.1.
sup
t∈T dn
|Ξ(t)− EΞ˜(t)| = Op(ν1,n + ν2,n), (F.80)
where
EΞ˜(t) = σ2(t)
∫
W 2(t)dt+Op(ν3,n) (F.81)
uniformly for t ∈ T cn, and EΞ˜(t) = g(t)+Op(ν3,n) for t ∈ T¯ cn for some bounded real function
g(t) such that M1 ≤ g(t) ≤M2 with M1 > 0,M2 > 0. By equation (F.66), Proposition F.5
and summation by parts formula, we have that there exists a sequence of i.i.d standard
normals Vi such that
sup
t∈T dn ,s∈[s,s¯]
|H(t, s)− V (t, s)| = Op
(
n1/4 log2 n√
ns
)
, (F.82)
where
V (t, s) =
1√
ns
n∑
j=1
σ(j/n)VjW
(
j/n− t
s
)
, (F.83)
and σ(t) is the long run variance defined in (2.6) of the main article. Define G(t, s˜) =
sups≤s≤s¯
|V (t,s)|√
EΞ˜(t)
. By similar arguments to Proposition B.2. of Dette et al. (2019) and
Proposition F.8, we obtain that supt∈Td,s∈[s,s¯] |V (t, s)| = Op(log n). Thus by the definition
of G(t, s˜) we get
sup
t∈T dn
|G(t, s˜)−G(t, s˜)| = Op
(
(ν1,n + ν2,n) log n+
n1/4 log2 n√
ns
)
= op(1). (F.84)
As a result, it suffices to study the limiting behavior of supt∈T dn |G(t, s˜)|. We first consider
supt∈T dn∩T cn |G(t, s˜)|.
For this purpose define an n−dimensional vector T (t, s) = (σ(j/n)W ((j/n−t)/s)(ns)−1/2)1≤j≤n
with its Euclidean norm |T (t, s)| =
√∑n
j=1(σ(j/n)W ((j/n− t)/s)(ns)−1/2)2. By Taylor
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expansion and equation (F.81) we have that
sup
t∈T dn∩T cn,s≤s≤s¯
||T (t, s)|2 − EΞ˜(t)| = O(s¯+ 1
ns
+ ν3,n). (F.85)
Define G◦(t, s˜) = sups≤s≤s¯
|V (t,s)|
|T (t,s)| and we have
sup
t∈T dn∩T cn
|G◦(t, s˜)−G(t, s˜)| = op(1). (F.86)
Therefore it suffices to evaluate the distribution of G◦(t, s˜). Let V = (V1, ..., Vn)T where
Vi, 1 ≤ i ≤ n are i.i.d. standard normals defined in equation (F.83). Define an n×1 vector
Tˇ (t, s) = T (t, s)/|T (t, s)| such that its jth element is
Tˇj(t, s) := σ(j/n)W ((j/n− t)/s)(ns)−1/2/|T (t, s)|. (F.87)
Then we have the following representation of G◦(t, s), which is
G◦(t, s) = 〈Tˇ (t, s),V〉. (F.88)
Notice that for given s¯, there exists q (q ≤ m+ l) disjoint intervals Ij, 1 ≤ j ≤ q such that
T dn ∩ T cn = ∪1≤j≤qIj, Ia ∩ Ib = ∅ for 1 ≤ a 6= b ≤ q. (F.89)
Let bj,1 and bj,2 be the left and right end point of the corresponding interval Ij, respectively.
By Lemma 2 of Sun and Loader (1994) which utilized Weyl’s formula for the volume of
tubes, we have that for c→∞ and for 1 ≤ j ≤ q
P(sup
t∈Ij
G◦(t, s) > c) = αj(c), (F.90)
and αj(c) has the following form
αj(c) =
κjc√
2pi3/2
exp(−c2/2) + ζj
2pi
exp(−c2/2) + 2(1− Φ(c)) + o(exp(−c2/2)), (F.91)
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where Φ(c) represents the CDF of a standard normal. The constants κj and ζj are
κj = (w11w22)
1/2u−111 (bj,2 − bj,1)(s−1 − s¯−1)(1 +O(s¯+
1
ns
)), ζj = ζj,1 + ζj,2, (F.92)
ζj,1 =
√
w11u
−1
11 (s¯
−1 + s−1)(bj,2 − bj,1)(1 +O(s¯+ 1
ns
)), (F.93)
ζj,2 = 2
√
w22u
−1
11 (log s¯− log s)(1 +O(s¯+
1
ns
)). (F.94)
The detailed calculations of κj and ζj are discussed after the proof of this theorem.
It follows from the fact (m+ l)s¯→ 0 that ∑qj=1 |Ij| → 1. This result and the fact that
supt∈Ij G
(t, s) are independent of supt∈Iu G
(t, s) for u 6= j lead to that as c→∞,
P( sup
t∈T dn∩T cn
G◦(t, s) > c) =P( max
1≤j≤q
sup
t∈Ij
G◦(t, s) > c)
= 1− Πqs=1(1− (αj(c))) =
q∑
j=1
αj(c)(1 + o(1))
= α(c)(1 + o(1)). (F.95)
This and (F.86) yield that
P( sup
t∈T dn∩T cn
G(t, s) > c) = α(c)(1 + o(1)) + o(1). (F.96)
For t ∈ T cn, by Lemma F.5, equation (F.80) and similar arguments to the evaluation of
supt∈Ij G
(t, s) we get
P( sup
t∈T¯ cn∩T dn
G(t, s) > c) ≤ P( sup
t∈T¯ cn∩T dn
sup
s∈[s,s¯]
|V (t, s)| > M1c)
=
(
κ′M1c√
2pi3/2
exp(−(M1c)2/2)
+
ζ ′
2pi
exp(−(M1c)2/2) + 2(1− Φ(M1c)) + o(exp(−c2/2))
)
(1 + o(1)) = o(α(c)), (F.97)
for κ′ satisfies that there exist positive real numbers a1, a2, a1 < κ′/(ms¯/s) < a2, and
ζ ′ = ζ ′1 + ζ
′
2 where ζ
′
1 is on the order of ms¯/s and ζ
′
2 is on the order of log
s¯
s
. Notice that
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supt∈T dn G
(t, s) = max{supt∈T dn∩T cn G(t, s), supt∈T dn∩T¯ cn G(t, s)}, so that
P( sup
t∈T dn∩T cn
G(t, s) > c) ≤ P(sup
t∈T dn
G(t, s) > c)
≤ P( sup
t∈T dn∩T cn
G(t, s) > c) + P( sup
t∈T dn∩T¯ cn
G(t, s) > c). (F.98)
Therefore the theorem follows from expressions (F.84), (F.96), (F.97) and (F.98). 
Detailed calculations of κj. It follows from Lemma 2 of Sun and Loader (1994) that
κj =
∫
t∈Ij ,s∈[s,s¯]
det1/2(ATA)dsdt (F.99)
where the n× 2 matrix A = ( ∂
∂t
Tˇ (t, s), ∂
∂s
Tˇ (t, s)), and the notation det denotes the deter-
minant. Tedious but straightforward calculations show that for t ∈ T¯ cn,
|T (t, s)|2 = σ2(t)
∫
W 2(u)du+O(s+
1
ns
), (F.100)
∂
∂t
|T (t, s)|2 = O(1), ∂
∂s
|T (t, s)|2 = O(1). (F.101)
Together with the fact that
∂ |T (t, s)|2
∂t
= 2 |T (t, s)| ∂ |T (t, s)|
∂t
,
∂ |T (t, s)|2
∂s
= 2 |T (t, s)| ∂ |T (t, s)|
∂s
, (F.102)
∂
∂t
Tˇj(t, s) =
−σ( j
n
)W ′( j/n−t
s
)√
nss |T (t, s)| −
σ( j
n
)W ( j/n−t
s
) ∂
∂t
|T (t, s)|√
ns |T (t, s)|2 , (F.103)
∂
∂s
Tˇj(t, s) =
−σ( j
n
)W ′( j/n−t
s
)(j/n− t)√
nss2 |T (t, s)| −
σ( j
n
)W ( j/n−t
s
)
2
√
nss |T (t, s)|−
σ( j
n
)W ( j/n−t
s
) ∂
∂s
|T (t, s)|√
ns |T (t, s)|2 , (F.104)
and tedious but straightforward calculations show that
det(ATA) = ((w11w22 − w212)/(s4u211))(1 +O(
1
ns
+ s)). (F.105)
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where w12 =
∫
(W ′(t))2tdt + 1
2
∫
W ′(t)W (t)dt = 0 due to the fact that W (t) is an odd
function. The calculations also rely on the positiveness and boundedness of w11, w22 and
u11. 
Lemma F.2. Under conditions of Theorem 3.1, we have that
sup
t∈T dn∪1≤i≤m{di}
|Ξ(t)−Ξ˜(t)| = Op
(
n(s∗)2k+3 +
(
(s∗)k+1 +
1
ns∗
)(
n
1
4 log2 n+
√
ns∗
(
s∗ log n
s¯
) 1
2
))
.
Proof. Straightforward calculations show that supt∈Tn |Ξ(t)− Ξ˜(t)| ≤ I + II, where
I = sup
t∈T dn∪1≤i≤m{di}
∣∣∣∣∣∣
∑
i∈K(t)
(
1√
ns∗
n∑
j=1
β(j/n)W
(
j/n− i/n
s∗
))2
/|K(t)|
∣∣∣∣∣∣ ,
II = 2 sup
t∈T dn∪1≤i≤m{di}
∣∣∣∣∣∣
∑
i∈K(t)
(
1√
ns∗
n∑
j=1
β(j/n)W
(
j/n− i/n
s∗
))(
1√
ns∗
n∑
j=1
εjW
(
j/n− i/n
s∗
))
/|K(t)|
∣∣∣∣∣∣ .
By (F.66), we have that
I = O(n(s∗)2k+3 +
1
ns∗
), (F.106)
II ≤ C(√ns∗(s∗)k+1 + 1√
ns∗
) sup
t∈T dn∪1≤i≤m{di}
∣∣∣∣∣∣ 1√ns∗
n∑
j=1
εj
∑
i∈K(t)
W
(
i/n− j/n
s∗
)
/|K(t)|
∣∣∣∣∣∣
:= C(
√
ns∗(s∗)k+1 +
1√
ns∗
) sup
t∈T dn∪1≤i≤m{di}
∣∣∣∣∣ 1√ns∗
n∑
j=1
εjG(j, t)
∣∣∣∣∣ , (F.107)
where G(j, t) =
∑
i∈K(t) W
(
i/n−j/n
s∗
)
/|K(t)|. By Proposition F.5, there exist a series of
i.i.d. standard normals {Vi}i∈Z such that
max
1≤i≤n
∣∣∣ i∑
s=1
εs −
i∑
s=1
σ(s/n)Vs
∣∣∣ = op(n1/4 log2 n).
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Then by summation by parts formula, we have that
sup
t∈T dn∪1≤i≤m{di}
∣∣∣∣∣
n∑
j=1
εjG(j, t)−
n∑
j=1
σ(j/n)VjG(j, t)
∣∣∣∣∣
≤ max
i≤n
∣∣∣∣∣
i∑
s=1
εs −
i∑
s=1
σ(s/n)Vs
∣∣∣∣∣ supt∈[s¯,1−s¯]
(
|G(1, t)|+
n∑
j=2
|G(j, t)−G(j − 1, t)|
)
= op(n
1/4 log2 n), (F.108)
where the bound of (n1/4 log2 n) is due to the following facts:
(i) G(j, t) = 0 if |j/n− t| > s∗ + s¯ which is due to the definition of K(t)
(ii) supt∈[s¯,1−s¯] |G(j, t)−G(j − 1, t)| ≤M(ns¯)−1 for a sufficiently large constant M . This
is due to the mean value theorem which yields that
G(j, t)−G(j − 1, t) = −1|K(t)|ns∗
∑
i∈K(t)
W ′
(
i
n
− j−θ
n
s∗
)
(F.109)
for some θ ∈ [0, 1].
Combining (F.107) and (F.108) we obtain that
II ≤ C(√ns∗(s∗)k+1 + 1
ns∗
) sup
t∈T dn∪1≤i≤m{di}
∣∣∣∣∣ 1√ns∗
n∑
j=1
σ(j/n)VjG(j, t)
∣∣∣∣∣
+op
((
(s∗)k+1 +
1
ns∗
)
n1/4 log2 n
)
. (F.110)
Observe that K(t), 0 < t < 1 is a set of indices which has d different values such that
d ≤ (42− 1)n = 15n. Let 0 < t1 < ... < td < 1 be d different points such that K(ts) be the
d different values. Then 1√
ns∗
∑n
j=1 σ(j/n)VjG(j, ts), 1 ≤ s ≤ d are d centered Gaussian
random variables, such that
max
1≤s≤d
∣∣∣∣∣ 1√ns∗
n∑
j=1
σ(j/n)VjG(j, ts)
∣∣∣∣∣ = sup0<t<1
∣∣∣∣∣ 1√ns∗
n∑
j=1
σ(j/n)VjG(j, t)
∣∣∣∣∣ . (F.111)
By using fact (i) and the fact that max1≤j≤n sup0≤t≤1 |G(j, t)| ≤ Ms∗s¯ , we see that the
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variances of those centered Gaussian random variables are bounded, i.e.
1
ns∗
n∑
j=1
σ2(j/n)G2(j, ts) ≤M ns¯
ns∗
(
s∗
s¯
)2
= M
s∗
s¯
(F.112)
for some sufficiently large constant M . Therefore Proposition F.6 gives that
max
1≤s≤d
∣∣∣∣∣ 1√ns∗
n∑
j=1
σ(j/n)VjG(j, ts)
∣∣∣∣∣ = Op((s∗/s¯)1/2 log1/2 n). (F.113)
Then the lemma holds in view of (F.106), (F.107), (F.110) and (F.113). 
Recall Fi = (η−∞, ..., ηi). Write Fj−m,j = (ηj−m, ηj−m+1, ..., ηj). In the remaining of the
supplemental material, for the sake of brevity let p′ = p/2 where p is defined in condition
(A1) and (A2) of the main article.
Lemma F.3. Under conditions of Theorem 3.1, we have
sup
t∈[s¯,1−s¯]
‖Ξ˜(t)− EΞ˜(t)‖p′ ≤M(p′)1/2
(
(s∗/s¯)1/2 +
log n√
ns¯
)
(F.114)
Proof. Write ε˜j = E(εj|Fj−m,j) and
Ξ˜m(t) =
∑
i∈K(t)
H˜2m(i/n, s
∗)/|K(t)|, (F.115)
where H˜m(t, s
∗) =
1√
ns∗
n∑
j=1
ε˜jW
(
j/n− t
s∗
)
.
It is not hard to see that {ε˜i, i ∈ Z} are generated from a PLS process with nonlinear
filters satisfying conditions (A1)-(A3). Let ε˜i,(i−l) be the random variable by changing the
innovation ηi−l of ε˜i to its i.i.d copy η′i−l. Observe that we have the following observation
by properties of conditional expectation which is for any u > 0, u ∈ Z,
(a) ‖ε˜2u‖p′ <∞.
(b) ‖Pu−lε˜2u‖p′ ≤ ‖ε˜2u − ε˜2u,u−l‖p′ ≤ ‖ε˜u − ε˜u,u−l‖p‖ε˜u + ε˜u,u−l‖p = O(χl),
(c) Pu−lε˜uε˜v = 0 if l > 2m, ∀v ∈ Z.
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(d) ‖ε˜j − εj‖p ≤Mχm, for j ∈ Z.
Here (d) can be proved using the same proof of Theorem 1 in Zhou (2014). On the other
hand, straightforward calculations show that
Ξ˜m(t) =
1
ns∗
n∑
u=1
n∑
v=1
ε˜uε˜v
∑
i∈K(t)
W
(
u/n− i/n
s∗
)
W
(
v/n− i/n
s∗
)
/|K(t)|
:=
1
ns∗
n∑
u=1
n∑
v=1
ε˜uε˜vG(u, v, t) (F.116)
:=
1
ns∗
n∑
u=1
ε˜2uG(u, u, t) +
2
ns∗
n∑
u=1
u−1∑
v=1
ε˜uε˜vG(u, v, t) := A(t) +B(t), (F.117)
where A(t) and B(t) are defined in an obvious manner, and
G(u, v, t) :=
∑
i∈K(t)
W
(
u/n− i/n
s∗
)
W
(
v/n− i/n
s∗
)
/|K(t)|. (F.118)
Observe that for all t ∈ [0, 1], we have that
(i) G(u, v, t) = 0 if |u/n− t| > (s∗ + s¯) or |v/n− t| > (s∗ + s¯) or |u/n− v/n| > 2s∗.
(ii) |G(u, v, t)| ≤ Cs∗(s¯)−1.
Notice that (i) implies for each t, there are at most O(n2s¯s∗) of non-zero G(u, v, t). By
decomposing Ξ(t) in the same way as the decomposition (F.116) of Ξ˜(t), property (d) and
the Cauchy inequality imply that
‖Ξ˜(t)− Ξ˜m(t)‖p′ = 1
ns∗
∥∥∥ n∑
u=1
n∑
v=1
G(u, v, t)(ε˜uε˜v − εuεv)
∥∥∥
p′
≤Mns¯χm. (F.119)
Thus by the property of Lp′ space and the triangle inequality, we have that
‖Ξ˜(t)− EΞ˜(t)− (Ξ˜m(t)− EΞ˜m(t))‖p′ ≤ Cns¯χm. (F.120)
To establish the bound of (F.114), the remaining task is to evaluate the bound of ‖Ξ˜m(t)−
EΞ˜m(t)‖p′ , which is, by (F.117), further bounded by ‖A(t)−EA(t)‖p′ and ‖B(t)−EB(t)‖p′ .
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For A(t)− EA(t), we have that
‖A(t)− E(A(t))‖p′ ≤ 1
ns∗
∞∑
l=0
∥∥∥∥∥
n∑
u=1
Pu−lε˜2uG(u, u, t)
∥∥∥∥∥
p′
. (F.121)
Furthermore, proposition F.7, property (b) of ε˜i and properties (i) (ii) of G(u, v, t) show
that∥∥∥∥∥
n∑
u=1
Pu−lε˜2uG(u, u, t)
∥∥∥∥∥
2
p′
≤ Cp′
n∑
u=1
‖Pu−lε˜2uG(u, u, t)‖2p′ ≤ Cp′ns¯χ2l(s∗/s¯)2, (F.122)
where C is the constant defined in Proposition F.7. This, together with (F.121) and
property (a) of ε˜i shows that
‖A(t)− E(A(t))‖p′ ≤M(p′)1/2(ns¯)−1/2. (F.123)
For B(t)− EB(t), property (c) of ε˜i shows that
‖B(t)− EB(t)‖p′ ≤ 2
ns∗
2m∑
l=0
∥∥∥∥∥
n∑
u=1
Pu−lε˜u
u−1∑
v=1
ε˜vG(u, v, t)
∥∥∥∥∥
p′
:=
2
ns∗
2m∑
l=0
s˜l(t), (F.124)
where s˜l(t) is defined in an obvious manner. By proposition F.7 and Property (i) of
G(u, v, t), it follows that
s˜2l (t) ≤ Cp′
∑
u∈K′(t)
∥∥∥∥∥Pu−lε˜u
u−1∑
v=1
ε˜vG(u, v, t)
∥∥∥∥∥
2
p′
, (F.125)
where K ′(t) = [bnt − ns∗ − ns¯c ∨ 1, dnt + ns∗ + ns¯e ∧ n]. Straightforward calculations
using Proposition F.7, the triangle inequality, the Cauchy inequality, properties (i) (ii) of
G(u, v, t) and nonstationary extension of Theorem 1 of Wu (2005) show that∥∥∥∥∥Pu−lε˜u
u−1∑
v=1
ε˜vG(u, v, t)
∥∥∥∥∥
p′
≤
∥∥∥∥∥ε˜u
u−1∑
v=1
ε˜vG(u, v, t)− ε˜u,(u−l)
u−1∑
v=1
ε˜v,(u−l)G(u, v, t)
∥∥∥∥∥
p′
≤ I + II,
(F.126)
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where
I =
∥∥∥∥∥(ε˜u,(u−l) − ε˜u)(
u−l−1∑
v=1
+
u−1∑
v=u−l
)ε˜v,(u−l)G(u, v, t)
∥∥∥∥∥
p′
≤Mχls∗(s¯)−1(min(u, ns∗))1/2,
(F.127)
II =
∥∥∥∥∥ε˜u(
u−l−1∑
v=1
+
u−1∑
v=u−l
)(ε˜v,(u−l) − ε˜v)G(u, v, t)
∥∥∥∥∥
p′
=
∥∥∥∥∥ε˜u(
u−1∑
v=u−l
)(ε˜v,(u−l) − ε˜v)G(u, v, t)
∥∥∥∥∥
p′
≤M(s∗/s¯) min(l, ns∗,
l−1∑
s=1
χs). (F.128)
As a result, we have that
s˜2l (t) ≤Mp′χ2l(s∗/s¯)2ns¯(ns∗) +Mp′ns¯(s∗/s¯)2. (F.129)
By plugging the above equation into (F.124), we have that
‖B(t)− EB(t)‖p′ ≤M(p′)1/2
((
s∗
s¯
)1/2
+ 2m/
√
ns¯
)
. (F.130)
Therefore (F.123) and (F.130) lead to that
‖Ξ˜m(t)− EΞ˜m(t)‖p′ ≤M(p′)1/2
((
s∗
s¯
)1/2
+ 2m/
√
ns¯
)
. (F.131)
Finally by taking m = a log n such that a logχ < −3, the lemma follows from (F.120) and
(F.131). 
Lemma F.4. Assume conditions of Lemma F.3 hold. Then we have that
sup
t∈[s¯,1−s¯]
|Ξ˜(t)− EΞ˜(t)| = Op
(
(p′)1/2
(
(s∗/s¯)1/2 +
log n√
ns¯
)
(s∗)−
1
p′
)
(F.132)
Proof. Write Ψ(t) = Ξ˜(t) − EΞ˜(t). Recall the definition of G(u, v, t) in the proof of
Lemma F.3. Observe that there exists a sufficiently large positive constant C such that
(a) |G(u, v, t1)−G(u, v, t2)| ≤ C(t1 − t2)(s¯)−1 for n−1 ≤ |t1 − t2| ≤ s¯.
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(b) |G(u, v, t1)−G(u, v, t2)| ≤ Cs∗(s¯)−1.
(c) |G(u, v, t1)−G(u, v, t2)| ≤ C(ns¯)−1 for |t1 − t2| ≤ n−1.
Since s∗ ≤ s¯, by considering the case that |t1 − t2| ≥ s¯ ≥ s∗, (a) and (b) lead to that
|G(u, v, t1)−G(u, v, t2)| ≤ C(t1 − t2)(s¯)−1 for t1, t2 ∈ [s¯, 1− s¯]. (F.133)
It follows from (F.133), (i) (ii) in the proof of Lemma F.3 and a similar argument of proof
of Lemma F.3 that, for t1, t2 ∈ [s¯, 1− s¯] and a sufficient large constant M ,
sup
t1,t2∈[s¯,1−s¯],|t1−t2|≥n−1
∥∥∥∥Ψ(t1)−Ψ(t2)|t1 − t2|
∥∥∥∥
p′
≤M(p′)1/2
(
(s∗/s¯)1/2 +
log n√
ns¯
)
(s∗)−1, (F.134)
sup
t1,t2∈[s¯,1−s¯],|t1−t2|≤n−1
‖Ψ(t1)−Ψ(t2)‖p′ ≤M(p′)1/2
(
(s∗/s¯)1/2 +
log n√
ns¯
)
(ns∗)−1. (F.135)
For any series of integers cn →∞, cn = o(n) define ts = s¯+sηn, ηn = 1−2s¯cn , 1 ≤ s ≤ (cn−1).
By the triangle inequality we have the following decomposition,
sup
t∈[s¯,1−s¯]
|Ψ(t)| ≤ max
1≤s≤cn−1
|Ψ(ts)|+ max
1≤s≤cn−1
sup
|t−ts|≤ηn
|Ψ(ts)−Ψ(t)|. (F.136)
First, by Lemma F.3 and the triangle inequality we have
∥∥ max
1≤s≤cn−1
|Ψ(ts)|
∥∥
p′ ≤
( ∑
1≤s≤cn−1
∥∥Ψ(ts)∥∥p′p′) 1p′ ≤Mc 1p′n (p′)1/2((s∗/s¯)1/2 + log n√ns¯
)
.
(F.137)
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A further application of the triangle inequality yields that
max
1≤s≤cn−1
|Ψ(ts)−Ψ(t)| ≤ max
1≤i≤cn−1
A˜i + max
1≤i≤cn−1
B˜i, (F.138)
A˜i =
( bn(ti+ηn)c∑
s=dn(ti−ηn)e+1
∣∣∣∣Ψ( sn)−Ψ(s− 1n )
∣∣∣∣
+
∣∣∣∣Ψ(dn(ti − ηn)en )−Ψ(ti − ηn)
∣∣∣∣+ ∣∣∣∣Ψ(ti + ηn)−Ψ(bn(ti + ηn)cn )
∣∣∣∣ ), (F.139)
B˜i = sup
|t−ti|≤ηn
(∣∣∣∣Ψ(t)−Ψ(bntcn )
∣∣∣∣+ ∣∣∣∣Ψ(bntc+ 1n )−Ψ(t)
∣∣∣∣) (F.140)
By equation (F.134) and (F.135), we have that
‖A˜i‖p′ ≤M(p′)1/2
(
(s∗/s¯)1/2 +
log n√
ns¯
)
(s∗)−1ηn. (F.141)
Using similar argument to (F.137) we obtain
∥∥ max
1≤s≤cn−1
|A˜i|
∥∥
p′ ≤ c
1
p′
n M(p
′)1/2
(
(s∗/s¯)1/2 +
log n√
ns¯
)
(s∗)−1ηn. (F.142)
On the other hand, for Bi we have that
max
1≤i≤cn−1
Bi ≤ sup
t∈(0,1)
(Z1(t) + Z2(t)), (F.143)
where Z1(t) =
∣∣∣∣Ψ(t)−Ψ(bntcn )
∣∣∣∣ , Z2(t) = ∣∣∣∣Ψ(bntc+ 1n )−Ψ(t)
∣∣∣∣ . (F.144)
In the following, we shall show that for s = 1, 2,
‖ sup
0<t<1
|Zs(t)|‖p′ ≤M(p′)1/2
(
(s∗/s¯)1/2 +
log n√
ns¯
)
(ns∗)−1n
1
p′ , (F.145)
such that
max
1≤i≤cn−1
Bi = Op
(
(p′)1/2
(
(s∗/s¯)1/2 +
log n√
ns¯
)
(ns∗)−1n
1
p′
)
. (F.146)
Then the lemma follows from the estimates (F.137), (F.142) and (F.146) by letting cn =
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(s∗)−1. Now we show (F.144) holds. Notice that Ξ˜(t) has a expansion similar to that of
Ξ˜m(t) in (F.116)
Ξ˜(t) =
1
ns∗
n∑
u=1
n∑
v=1
εuεvG(u, v, t) (F.147)
with G(u, v, t) defined in (F.118). As a consequence, we have that
Z1(t) =
1
ns∗
n∑
u=1
n∑
v=1
(
εuεv − E(εuεv)
)
G◦(u, v, t), (F.148)
where G◦(u, v, t) = G(u, v, t)−G(u, v, t′n), t′n =
bntc
n
(F.149)
Notice that by property (a) and property (i) of Lemma F.3, using similar argument to the
proof of Lemma F.3, we have that
sup
t∈[s¯,1−s¯]
‖Z1(t)‖p′ ≤M(p′)1/2
(
(s∗/s¯)1/2 +
log n√
ns¯
)
(ns∗)−1 (F.150)
It follows from a similar argument to (F.111) that there exist 0 < v1 < ... < vd < 1 for
d ≤ 15n such that
max
1≤s≤d
|Z1(vs)| = sup
0<t<1
|Z1(t)| . (F.151)
As a consequence, we have that
‖ sup
0<t<1
|Z1(t)|‖p′ =‖ max
1≤s≤d
|Z1(vs)|‖p′ ≤
( d∑
s=1
‖Z1(vs)|‖p′p′
) 1
p′
≤M(p′)1/2
(
(s∗/s¯)1/2 +
log n√
ns¯
)
(ns∗)−1n
1
p′ . (F.152)
Using the same arguments we shall see that
‖ sup
0<t<1
|Z2(t)|‖p′ ≤M(p′)1/2
(
(s∗/s¯)1/2 +
log n√
ns¯
)
(ns∗)−1n
1
p′ ,
therefore (F.145) holds and the proof is completed. 
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Lemma F.5. Under the conditions of Theorem 3.1, we have that: i) Uniformly for t ∈ T cn
EΞ˜(t) = σ2(t)
∫
W 2(t)dt+Op(log
2 n/(ns∗) + s¯− s∗ log s∗). (F.153)
If we further assume that the long-run variance in condition (A3) has a Lipschitz contin-
uous first order derivative, then s¯ in the above rate can be improved to s¯2.
ii)Uniformly for t ∈ T¯ cn, EΞ˜(t) = g(t) + Op(ν3,n) for t ∈ T¯ cn for some bounded real
function g(t) such that M1 ≤ g(t) ≤M2 with constants M1 > 0,M2 > 0.
Proof. Proof of (i). It follows from the proof of Lemma 5 of Zhou and Wu (2010) that
E(εiεj) = O(χ|i−j|). (F.154)
Let r = r(n)→∞ be a diverging series such that r(n) = o(ns∗). SinceW ( i/n−t
s∗ )W (
j/n−t
s∗ ) =
0 if |i/n− t| ≥ s∗ or |j/n− t| ≥ s∗ or |i/n− j/n| ≥ s∗, we have uniformly for t ∈ T cn,
E(H˜2(t, s∗)) =
1
ns∗
E
(
n∑
i=1
n∑
j=1
εiεjW
(
i/n− t
s∗
)
W
(
j/n− t
s∗
)
1(|i− j| ≤ r)
)
+R,
(F.155)
where
|R| ≤ M
∑bns∗c
s=r+1(bns∗c+ 1− s)χs
ns∗
≤Mχr+1. (F.156)
On the other hand, the Cauchy inequality and conditions (A1) yield that uniformly for
t ∈ (cs + s¯, cs+1 − s¯) and |i/n− t| ≤ s∗, |j/n− t| ≤ s∗,
E(Ls(t,Fi)Ls(t,Fj)− Ls(i/n,Fi)Ls(j/n,Fj)) = O(min{s∗, χ|i−j|}), (F.157)
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which further leads to that
1
ns∗
E
(
n∑
i=1
n∑
j=1
εiεjW
(
i/n− t
s∗
)
W
(
j/n− t
s∗
)
1(|i− j| ≤ r)
)
=
1
ns∗
E
(
n∑
i=1
n∑
j=1
Ls(t,Fi)Ls(t,Fj)W
(
i/n− t
s∗
)
W
(
j/n− t
s∗
)
1(|i− j| ≤ r)
)
+O(−s∗ log s∗)
:= I +O(−s∗ log s∗). (F.158)
Furthermore, let r = a log n for some sufficiently large constant a, then mean value theorem
and straightforward calculations show that
I =
1
ns∗
n∑
u=1
E(L2s(t,Fu))W 2
(
u/n− t
s∗
)
+
2
ns∗
r∑
u=1
n−u∑
i=u+1
E(Ls(t,Fi)Ls(t,Fi+u))W 2
(
i/n− t
s∗
)
+
1
ns∗
r∑
u=1
(
u∑
i=1
+
n−u∑
i=n−2u+1
)E(Ls(t,Fi)Ls(t,Fi+u))W 2
(
i/n− t
s∗
)
+O(
r2
ns∗
)
=
∫
W 2(v)dv
(
E(L2s(t,F0) + 2
r∑
u=1
E(Ls(t,F0)Ls(t,Fu))
)
+O(
1
ns∗
+
r2
ns∗
)
= σ2(t)
∫
W 2(u)du+O(
1
ns∗
+ χr +
r2
ns∗
), (F.159)
where we have used the definition of long-run variance in the last equality. Then by
equation (F.155), (F.156), (F.158) and (F.159) we obtain
E(H˜2(t, s∗)) = σ2(t)
∫
W 2(u)du+O
(
−s∗ log s∗ + log
2 n
ns∗
)
. (F.160)
By definition of Ξ˜(t), and the Lipschitz continuity of σ2(t), it follows that
E(Ξ˜(t)) = E
(∑
i∈K(t) σ
2( i
n
)
∫
W 2(u)du
|K(t)|
)
+O(−s∗ log s∗ + log
2 n
ns∗
) (F.161)
= σ2(t)
∫
W 2(u)du+O(−s∗ log s∗ + log
2 n
ns∗
+ s¯). (F.162)
Since K(t) is a set of i that is symmetric around t, the above bias s¯ is reduced to s¯2 if
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σ2(t) has a Lipschitz continuous first order derivative.
Proof of ii). For t ∈ [cs − s¯, cs − s∗) ∩ (cs + s∗, cs − s¯], 1 ≤ s ≤ l, equation (F.160)
holds and the corresponding results follow. For t ∈ [cs − s∗, cs + s∗], 1 ≤ s ≤ l, let
θ = t−(cs−s
∗)
2s∗ ∈ [0, 1] such that t = cs − s∗ + 2s∗θ. Consider the case that r > a log n for
some sufficiently positive a. Elementary calculations show that for t ∈ [cs − s∗, cs + s∗],
E(H˜2(t, s∗))−R = 1
ns∗
E
( n∑
i=1
n∑
j=1
εiεjW
(
i/n− t
s∗
)
W
(
j/n− t
s∗
)
1(|i− j| ≤ nθ)×(
1(1 ≤ i, j ≤ bncsc) + 1(bncsc ≤ i, j ≤ n) + 21(1 ≤ i ≤ bncsc)1(bncsc ≤ j ≤ n)
))
= In + IIn + IIIn, (F.163)
where R is the remaining term defined by equation (F.156), and
In =
1
ns∗
E
 ∑
|i−j|≤r,i,j∈I1
εiεjW
(
i/n− cs
s∗
+ 1− 2θ
)
W
(
j/n− cs
s∗
+ 1− 2θ
) ,
IIn =
1
ns∗
E
 ∑
|i−j|≤r,i,j∈I2
εiεjW
(
i/n− cs
s∗
+ 1− 2θ
)
W
(
j/n− cs
s∗
+ 1− 2θ
) ,
IIIn =
2
ns∗
E
 ∑
|i−j|≤r,i∈I1,j∈I2
εiεjW
(
i/n− cs
s∗
+ 1− 2θ
)
W
(
j/n− cs
s∗
+ 1− 2θ
) ,
I1 = [dncs − 2ns∗ + 2θns∗e, bncsc], I2 = [bncsc+ 1, dncs + 2θns∗e].
For In, observe that for i, j ∈ I1,
E(Ls−1(cs−,Fi)Ls−1(cs−,Fj)− Ls−1(i/n,Fi)Ls−1(j/n,Fj)) = O(min{s∗, χ|i−j|}),
(F.164)
Using similar arguments to the proof of part (i) with the above fact, we get
E(In) = σ2(cs−)
∫ 1−2θ
−1
W 2(t)dt+O
(
−s∗ log s∗ + log
2 n
ns∗
∧ (2− 2θ)
)
. (F.165)
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Similarly we have
E(IIn) = σ2(cs+)
∫ 1
1−2θ
W 2(t)dt+O
(
−s∗ log s∗ + log
2 n
ns∗
∧ (2θ)
)
. (F.166)
Using equation (F.154) we have that
E(IIIn) = O(
log n
ns∗
) = o(1). (F.167)
By the definition of the long-run variance σ2(t) and the limiting results of expectations of
In, IIn and IIIn, we have that
E(H˜2(t, s∗)) = σ2(cs−)
∫ 1−2θ
−1
W 2(t)dt+ σ2(cs+)
∫ 1
1−2θ
W 2(t)dt+ o(1). (F.168)
uniformly for t ∈ [cs− s∗, cs + s∗], 1 ≤ s ≤ l. This fact together with the definition of Ξ˜(t)
show that ii) of the lemma holds. Hence the lemma follows. 
Lemma F.6. Under the condition (b) of Theorem 3.2, we have that with n→∞,
P( min
1≤r≤m
G(dr, s˜) ≤ c1−α)→ 0 (F.169)
Proof. By Slutsky’s theorem and Lemmas F.2-F.5, it suffices to show that
P( min
1≤r≤m
sup
s≤s≤s¯
|H(dr, s)|
σ(dr)
∫ 1
−1W
2(u)du
≤ c1−α)→ 0 (F.170)
By basic properties of probability, summation by parts formula in the proof of equation
(41) of Zhou (2010) and Proposition F.5, it further suffices to show
P
(
min
1≤r≤m
|√nsG˜n(dr, s¯) + Hˇ(dr, s¯)|
σ(dr)
∫ 1
−1W
2(u)du
≤ c1−α
)
→ 0, (F.171)
where
Hˇ(dr, s¯) =
1√
ns¯
n∑
j=1
σ(j/n)VjW
(
j/n− t
s¯
)
and (Vi)1≤i≤n are a series of i.i.d. N(0, 1) random variables. As a consequence, {Hˇ(dr, s¯)}1≤r≤m
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are normal random variables such that max1≤r≤m V ar(Hˇ(dr, s¯)) ≤ M . Then the LHS of
equation (F.171) is bounded by
∑
1≤r≤m
(
P(Hˇ(dr, s¯) ≤ σ(dr)c1−α
∫ 1
−1
W 2(u)du−√ns¯G˜(dr, s¯))
− P(Hˇ(dr, s¯) ≤ −σ(dr)c1−α
∫ 1
−1
W 2(u)du−√ns¯G˜(dr, s¯))
)
→ 0, (F.172)
where the convergence to 0 is due to Proposition F.1, the fact that c1−α ≤M
√
log n− logα
and the properties of tail probability of normal random variables. 
Proof of Theorem 3.2. We emphasis that in the following proof, we omit subscript
n of mn to ease the notation. Please bear in mind that m can depend on n.
First, (a) follows from Theorem 3.1.
Second, in order to show (b) we define the events
An = {mˆ = m, |di − dˆi| ≤ s¯, 1 ≤ i ≤ m}, (F.173)
Sn = { sup
hn<|t−dr|≤γ
sup
s≤s≤s¯
|G(t, s)| < sup
s≤s≤s¯
|G(dr, s)|, 1 ≤ r ≤ m}, (F.174)
where the parameter γ has been used in condition (B2) of the main article. Then to show
(b), it is equivalent to show
lim
n→∞
P(An ∩ Sn) = 1− α. (F.175)
Notice that Theorem 3.1 and Lemma (F.6) imply that limn→∞ P(An) = 1 − α. As a
result it suffices to show limn→∞ P(Sn) = 1, or equivalently
lim
n→∞
P( sup
hn<|t−dr|≤γ
sup
s≤s≤s¯
|G(t, s)| ≥ sup
s≤s≤s¯
|G(dr, s)|, 1 ≤ r ≤ m) = 0 (F.176)
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Due to the fact that
sup
|t−dr|∈(hn,γ]
sup
s∈[s,s¯]
(G2(t, s)−G2(dr, s)) ≥ sup
|t−dr|∈(hn,γ]
sup
s∈[s,s¯]
G2(t, s)− sup
s∈[s,s¯]
G2(dr, s), (F.177)
to prove (b) it suffices to show
lim
n→∞
P
(
max
1≤r≤m
sup
|t−dr|∈(hn,γ]
sup
s∈[s,s¯]
(G2(t, s)−G2(dr, s)) > 0
)
= 0 (F.178)
By the definition of G(t, s), the above is equivalent to
lim
n→∞
P
(
max
1≤r≤m
sup
|t−dr|∈(hn,γ]
sup
s∈[s,s¯]
(
H2(t, s)Ξ(dr)− Ξ(t)H2(dr, s)
Ξ(dr)Ξ(t)
)
≥ 0
)
= 0. (F.179)
Since Ξ(dr)Ξ(t) ≥ 0, to show (F.179), it is equivalent to show
lim
n→∞
P
(
max
1≤r≤m
sup
|t−dr|∈(hn,γ]
sup
s∈[s,s¯]
(
H2(t, s)Ξ(dr)− Ξ(t)H2(dr, s)
) ≥ 0) = 0. (F.180)
Since H2(t, s) > 0 and Ξ(t) > 0, by using the decomposition
H2(t, s)Ξ(dr)− Ξ(t)H2(dr, s) = H2(t, s)(Ξ(dr)− Ξ(t)) + Ξ(t)(H2(t, s)−H2(dr, s)),
(F.181)
we shall see that to prove (F.180) and hence Theorem 3.2, it suffices to show that
lim
n→∞
P
(
max
1≤r≤m
sup
|t−dr|∈(hn,γ]
sup
s∈[s,s¯]
(H2(t, s)−H2(dr, s)) ≥ 0
)
= 0, (F.182)
lim
n→∞
P
(
max
1≤r≤m
sup
|t−dr|∈(hn,γ]
(Ξ(dr)− Ξ(t)) ≥ 0
)
= 0. (F.183)
In the following of the proof, we shall prove expressions (F.182), (F.183) in two steps.
Step 1, proof of equation (F.182).
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Recall G˜n(t, s) defined in Section 2.2 of the main article. Note that
H(t, s) =
√
nsG˜n(t, s) +
1√
ns
n∑
i=1
εiW (
i/n− t
s
), (F.184)
which together with (F.73) we have that for 1 ≤ r ≤ m,
max
1≤r≤m
sup
hn<|t−dr|≤γ
sup
s∈[s,s¯]
(H2(t, s)−H2(dr, s)) =
max
1≤r≤m
sup
hn<|t−dr|≤γ
sup
s∈[s,s¯]
(Ir(t, s) + IIr(t, s) + IIIr(t, s)), (F.185)
where
Ir(t, s) = ns[G˜
2
n(t, s)− G˜2n(dr, s)], (F.186)
IIr(t, s) = 2G˜n(t, s)
n∑
i=1
εiW (
i/n− t
s
)− 2G˜n(dr, s)
n∑
i=1
εiW (
i/n− dr
s
), (F.187)
IIIr(t, s) =
1
ns
(
n∑
i=1
εiW (
i/n− t
s
))2 − 1
ns
(
n∑
i=1
εiW (
i/n− dr
s
))2. (F.188)
By condition (W2) and Proposition F.2, there exists a strictly positive constant η such
that uniformly for hn < |t− dr| ≤ γ, s ∈ [s, s¯], 1 ≤ r ≤ m, we have
Ir(t, s) ≤ −η
( |t− dr|
s
∧ 1
)2
ns∆2r,n, (F.189)
where ∆r,n = β(dr−)− β(dr+). Notice that IIr(t, s) can be decomposed as
IIr(t, s) = II1,r(t, s) + II2,r(t, s), (F.190)
II1,r(t, s) = 2G˜n(t, s)(
n∑
i=1
εiW (
i/n− t
s
)−
n∑
i=1
εiW (
i/n− dr
s
)), (F.191)
II2,r(t, s) = 2
n∑
i=1
εiW (
i/n− dr
s
)(G˜n(t, s)− G˜n(dr, s)). (F.192)
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Notice that
II1,r(t, s) =
−2G˜n(t, s)
s
∫ t
dr
(
n∑
i=1
εiW
′(
i/n− u
s
)du), (F.193)
then by using the convention that 0/0 = 0, we have that
max
1≤r≤m
sup
|t−dr|∈(hn,s]
|II1,r(t, s)|
|2√nsG˜n(t, s)|| t−drs |
≤ sup
u∈[0,1]
∣∣∣∣∣
∑n
i=1 εiW
′( i/n−u
s
)√
ns
∣∣∣∣∣ ,
(F.194)
max
1≤r≤m
sup
|t−dr|∈(s,s¯]
|II1,r(t, s)|
|2√nsG˜n(t, s)||
≤ max
1≤r≤m
sup
t∈[0,1]
1√
ns
∣∣∣∣∣
n∑
i=1
εi
(
W (
i/n− t
s
)−W (i/n− dr
s
)
)∣∣∣∣∣ ,
(F.195)
which together yield that
max
1≤r≤m
sup
|t−dr|∈(hn,γ]
|II1,r(t, s)|
|2√nsG˜n(t, s)|(| t−drs | ∧ 1)
≤ U(s) + V (s), (F.196)
where
U(s) = sup
u∈[0,1]
∣∣∣∣∣
∑n
i=1 εiW
′( i/n−u
s
)√
ns
∣∣∣∣∣ , V (s) = max1≤r≤m supt∈[0,1] 1√ns
∣∣∣∣∣
n∑
i=1
εi
(
W (
i/n− t
s
)−W (i/n− dr
s
)
)∣∣∣∣∣ .
(F.197)
Using similar arguments to (F.82), Proposition F.5, Proposition F.8, and Proposi-
tion B.2 of Dette et al. (2019) we have that sups∈[s,s¯] U(s) = Op(log n), sups∈[s,s¯] V (s) =
Op(log n), and therefore
max
1≤r≤m
sup
|t−dr|∈(hn,γ]
sup
s∈[s,s¯]
|II1,r(t, s)|
|2√nsG˜n(t, s)|(| t−drs | ∧ 1)
= Op(log n). (F.198)
Similar arguments applying to II2,r(t, s) we have
max
1≤r≤m
sup
|t−dr|∈(hn,γ]
sup
s∈[s,s¯]
∣∣∣∣ |II2,r(t, s)|2√ns|G˜n(t, s)− G˜n(dr, s)|
∣∣∣∣ = Op(log n). (F.199)
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By using the fact that A2−B2 = (A+B)(A−B), similar argument to (F.193) and triangle
inequalities we have the following two expressions:
max
1≤r≤m
sup
|t−dr|∈(hn,γ]
sup
s∈[s,s¯]
∣∣∣∣∣ IIIr(t, s)1√
ns
∑n
i=1 εi(W (
i/n−t
s
)−W ( i/n−dr
s
))
∣∣∣∣∣ = Op(log n),
max
1≤r≤m
sup
|t−dr|∈(hn,γ]
sup
s∈[s,s¯]
∣∣∣∣∣
1√
ns
∑n
i=1 εi(W (
i/n−t
s
)−W ( i/n−dr
s
))
|dr−t
s
| ∧ 1
∣∣∣∣∣ = Op(log n),
which lead to
max
1≤r≤m
sup
|t−dr|∈(hn,γ]
∣∣∣∣∣IIIr(t, s)|dr−t
s
| ∧ 1
∣∣∣∣∣ = Op(log2 n). (F.200)
By straightforward calculations using (F.198),(F.199),(F.200), Propositions F.1 and F.2,
we have that expression (F.182) follows.
Step 2. Proof of equation (F.183).
By definitions of Ξ(t), Ξ˜(t), H˜(t, s) we shall see that uniformly for 1 ≤ r ≤ m and
hn ≤ |t− dr| ≤ s¯,
Ξ(t)− Ξ(dr) =
(
∑
i∈K(t)−
∑
i∈K(dr))H
2(i/n, s∗)
2(ns¯− ns∗)
(
1 +O(
1
ns¯
)
)
=
∑
i∈K(t)\K(dr) H
2(i/n, s∗)I(i, t, dr)
2(ns¯− ns∗)
(
1 +O(
1
ns¯
)
)
(F.201)
where K(t) \K(dr) = {i : i ∈ K(dr), i 6∈ K(t)} ∩ {i : i ∈ K(t), i 6∈ K(dr)}and I(i, t, dr) =
1(i ∈ K(t))− 1(i ∈ K(dr)). By definition, it follows that∑
i∈K(t)\K(dr)
H2(
i
n
, s∗)I(i, t, dr) =
∑
i∈K(t)\K(dr)
H˜2(
i
n
, s∗)I(i, t, dr)
+ 2
∑
i∈K(t)\K(dr)
√
ns∗G˜n(
i
n
, s∗)H˜(
i
n
, s∗)I(i, t, dr)
+
∑
i∈K(t)\K(dr)
ns∗G˜2n(
i
n
, s∗)I(i, t, dr). (F.202)
Observe that, for |t−dr| ∈ [s∗, s¯], K(t) contains at least one of the intervals [dr−s∗, dr]
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and [dr, dr + s
∗]. Hence by Proposition F.1, we have that there exists a positive constant
η > 0 such that
min
1≤r≤m
inf
hn<|t−dr|≤s¯
∑
i∈K(t)
G˜2n(
i
n
, s∗)
∆2r,n
≥ η(ns∗). (F.203)
On the other hand, Proposition F.1 implies that
max
1≤r≤m
∑
i∈K(dr)
G˜2n(
i
n
, s∗) ≤M(ns¯)((s∗)k+1 + (ns∗)−1)2. (F.204)
Equations (F.203) and (F.204) together lead to
min
1≤r≤m
min
|t−dr|∈(hn,s¯]
∑
i∈K(t)\K(dr)
ns∗G˜2n(
i
n
, s∗)I(i, t, dr)
∆2r,n
≥ η′(ns∗)2 (F.205)
for some constant η′ > 0.
Moreover, by applying Lemmas F.2-F.5 and the definition of H˜, we shall see that with
probability tending to 1
sup
t∈[s¯,1−s¯]
∣∣∣∣∣
∑
i∈K(t)\K(dr) H˜
2( i
n
, s∗)I(i, t, dr)
2(ns¯− ns∗)
∣∣∣∣∣ ≤M. (F.206)
Moreover, notice that
sup
1≤r≤m
sup
|t−dr|∈(hn,s¯]
∣∣∣∣∣∣
∑
i∈K(t)\K(dr)
√
ns∗G˜n(
i
n
, s∗)H˜(
i
n
, s∗)I(i, t, dr)/∆r,n
∣∣∣∣∣∣ ≤ Q1 +Q2, (F.207)
where
Q1 =
 max
1≤r≤m
sup
|t−dr|∈(hn,s¯]
∣∣∣∣∣∣
∑
i∈K(t)
√
ns∗G˜n(
i
n
, s∗)H˜(
i
n
, s∗)/∆r,n
∣∣∣∣∣∣
 , (F.208)
Q2 =
 max
1≤r≤m
sup
|t−dr|∈(hn,s¯]
∣∣∣∣∣∣
∑
i∈K(dr)
√
ns∗G˜n(
i
n
, s∗)H˜(
i
n
, s∗)/∆r,n
∣∣∣∣∣∣
 . (F.209)
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To further study Q1 and Q2, by similar arguments to (F.82), Proposition F.5, Proposi-
tion F.8, and Proposition B.2 of Dette et al. (2019) we have that supt∈[s¯,1−s¯] |H˜(t, s∗)| =
Op(log n). This fact and Proposition F.1 yield that |Q1| = Op(ns∗
√
ns∗ log n) and |Q2| =
op(ns
∗√ns∗ log n). Hence equation (F.207) is Op(ns∗
√
ns∗ log n). By using this fact to-
gether with expressions (F.202), (F.205) and (F.206) we show equation (F.183). Therefore
the Theorem follows. 
To proof Theorem 3.3, we utilize th following proposition:
Proposition F.3. Suppose noises εi satisfy (A1) and (A2) with p > 2. Let S
∗
a,b =
maxa≤e≤b |
∑e
i=a εi|, ν =
∑∞
j=1 µˇj, µˇj = (j
p
2
−1δpp(L, j))
1
p+1 . Then we have
P(S∗a,b ≥ x) ≤
cp
xp
((b− a)νp+1 +
b∑
i=a
‖εi‖pp)
+ 4
∞∑
j=1
exp
(
− cpµˇ
2
jx
2
ν2(b− a)δ2p(L, j)
)
+ 2 exp
(
− cpx
2∑b
i=a ‖εi‖22
)
, (F.210)
where cp is a constant only depending on p.
Proof. This follows from similar arguments to those in the proof of Theorem 2 (i) of
Liu et al. (2013). 
Proof of Theorem 3.3.
Consider the events
En = { max
1≤r≤m
|dr − dˆr| ≤ zn} ∩ {mˆ = m}. (F.211)
By Theorem 3.2, we have limn→∞ P(En) = 1− α, where α is the significance level. Define
S˜I =
∑
i∈λ(I)
εi, µr(t) = E(Vr(t)|ur, lr), ∆r,n = β(dr−)− β(dr+),
V˜r(t) = S˜[lr,t] −
λ([lr, t])
λ([lr, ur])
S˜[lr,ur]. (F.212)
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Elementary calculations show that uniformly for 1 ≤ r ≤ m,
|E(Vr(t)|ur, lr)− n∆r,n (t ∧ dr)ur − tdr − urlr + (t ∨ dr)lr
ur − lr | ≤M(1 + n(ur − lr)zn)
(F.213)
for some sufficiently large constant M . Without loss of generality, we consider the case
that t ≥ dr. The case that t < dr follows from a similar argument. When t ≥ dr, the
above equation simplifies to
µr(t) =
n∆r,n(ur − t)(dr − lr)
ur − lr +O(nz
2
n). (F.214)
Furthermore, for t ≥ dr,
Vr(t)− Vr(dr) = S[dr,t] −
λ([dr, t])
λ([lr, ur])
S[lr,ur]. (F.215)
As a result, (F.214) and (F.215) lead to
µr(t)− µr(dr) = n∆r,n(dr − t)(dr − lr)
ur − lr +O(n(dr − t)zn), (F.216)
µr(t) + µr(dr) =
n∆r,n(2ur − dr − t)(dr − lr)
ur − lr +O(nz
2
n). (F.217)
Since t ∈ [l˜r, u˜r], we have that
min{|t− ur|, |t− lr|} ≥ 1 + α˜
4 + 2α˜
|ur − lr|. (F.218)
It follows from equations (F.216), (F.217), (F.218) that on event En,
|dr − ur|
|ur − lr| ∈
[
1 + α˜
4 + 2α˜
,
3 + α˜
4 + 2α˜
]
,
|dr − lr|
|ur − lr| ∈
[
1 + α˜
4 + 2α˜
,
3 + α˜
4 + 2α˜
]
. (F.219)
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The above expression further yields that uniformly for n(dr − t) ≥ 1,
µ2r(t)− µ2r(dr) =
n2∆2r,n(2ur − t− dr)(dr − lr)2(dr − t)
(ur − lr)2 +O(1 + n
2∆r,nz
2
n(dr − t)) < 0.
(F.220)
Here we point out that for sufficiently large n, the leading term of (F.220) is negative.
Now consider the following decomposition
V 2r (t)− V 2r (dr) = Ir + IIr + IIIr + µ2r(t)− µ2r(dr), (F.221)
Ir = V˜
2
r (t)− V˜ 2r (dr), IIr = 2(V˜r(t)− V˜r(dr))µr(t), IIIr = 2V˜r(dr)(µr(t)− µr(dr))
(F.222)
Let
gn =
M log n
n∆2n
(F.223)
for ∆n = min1≤r≤m |∆r,n|. Since ngn →∞, by equation (F.211) it suffices to show that
P( max
1≤r≤m
sup
dr+gn≤t≤u˜r
(V 2r (t)− V 2r (dr)) ≥ 0|En, ur, lr)→ 0. (F.224)
By equations (F.221) and (F.222), showing the above equation amounts to showing that
P( max
1≤r≤m
sup
dr+gn≤t≤u˜r
(Θr(t) +
1
3
[µ2r(t)− µ2r(dr)]) ≥ 0|En, ur, lr)→ 0 (F.225)
for Θr(t) = Ir(t), IIr(t) and IIIr(t), respectively. We shall show the situation that Θr(t) =
IIr(t) in step 1, that Θr(t) = IIIr(t) in step 2 and that Θr(t) = Ir(t) in step 3.
Step 1 Observe that IIr(t) = (IIr,1(t) + IIr,2(t))µr(t), where
IIr,1(t) = S˜(dr,t], IIr,2(t) = −
λ([dr, t])
λ([lr, ur])
S˜[lr,ur]. (F.226)
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Then by the triangle inequality, the LHS of (F.225) can be bounded by
P( max
1≤r≤m
sup
dr+gn≤t≤u˜r
(2(V˜r(t)− V˜r(dr))µr(t) + 1
3
[µ2r(t)− µ2r(dr)]) ≥ 0|En, ur, lr) ≤
m∑
r=1
P( sup
dr+gn≤t≤u˜r
(2(V˜r(t)− V˜r(dr))µr(t) + 1
3
[µ2r(t)− µ2r(dr)]) ≥ 0|En, ur, lr) ≤
2∑
s=1
m∑
r=1
P( sup
dr+gn≤t≤u˜r
(2IIr,s(t)µr(t) +
1
6
[µ2r(t)− µ2r(dr)]) ≥ 0|En, ur, lr) (F.227)
For IIr,1(t), notice that the last row of (F.227) is bounded by
P
(
max
1≤u≤g˜n,r
sup
dn(dr+ugn)e≤k≤bn(dr+(u+1)gn)c
(
IIr,1(
k
n
)µr(
k
n
) +
1
6
(µ2r(
k
n
)− µ2r(dr))
)
≥ 0
∣∣∣∣En, ur, lr
)
=P
(
max
1≤u≤g˜n,r
sup
dn(dr+ugn)e≤k≤bn(dr+(u+1)gn)c
|2µr(k
n
)|
(
|IIr,1(k
n
)|+ µ
2
r(
k
n
)− µ2r(dr)
12|µr( kn)|
)
≥ 0
∣∣∣∣En, ur, lr
)
≤P
(
max
1≤u≤g˜n,r
sup
dn(dr+ugn)e≤k≤bn(dr+(u+1)gn)c
(
|IIr,1(k
n
)|+ µ
2
r(
k
n
)− µ2r(dr)
12|µr( kn)|
)
≥ 0
∣∣∣∣En, ur, lr
)
(F.228)
for k integers, and
g˜n,r =
⌈
1
gn
(bnu˜rc+ 1
n
− dr
)
− 1
⌉
. (F.229)
Elementary calculations show that
ur − dr ∈ [(1 + α˜)zn, (3 + α˜)zn], (F.230)
and uniformly for dr + gn ≤ t ≤ u˜r
ur − t ∈ [(1 + α˜)zn, (3 + α˜)zn]. (F.231)
Expression (F.230) and (F.231) together with equations (F.214) and (F.220) imply that
76
for all 1 ≤ u ≤ g˜n,r,
sup
dn(dr+ugn)e≤k≤bn(dr+(u+1)gn)c
(
µ2r(
k
n
)− µ2r(dr)
12|µr( kn)|
)
≤ C(α˜)|∆r,n|(ndr − dn(dr + ugn)e) < 0,
(F.232)
where C(α˜) is a positive constant only depending on α˜. (F.232) leads to the following
bound for (F.228), which is
P
(
max
1≤u≤g˜n,r
bn(dr+(u+1)gn)c
sup
k=dn(dr+ugn)e
(
|IIr,1(k
n
)|+ C(α˜)|∆r,n|(ndr − dn(dr + ugn)e)
)
≥ 0
∣∣∣∣En, ur, lr
)
.
(F.233)
Since u˜r = dˆr + z ≤ dr + 2z and |µr( kn)| > 0, the above probability is further bounded by
P
(
max
1≤u≤gr
bn(dr+(u+1)gn,r)c
sup
k=dn(dr+ugn)e
(
|IIr,1(k
n
)|+ C(α˜)|∆r,n|(ndr − dn(dr + ugn)e)
)
≥ 0
∣∣∣∣En, ur, lr
)
(F.234)
where
gn,r =
⌈
1
gn
(bndr + 2nznc+ 1
n
− dr
)
− 1
⌉
(F.235)
which is non-random and is larger than g˜n,r on event En. Therefore by using the triangle
inequality we shall see that (F.234) is further bounded by
gn,r∑
u=1
P
(
bn(dr+(u+1)gn)c
sup
dn(dr+ugn)e
(
|IIr,1(k
n
)|
)
≥ C(α˜)|∆r,n|(dn(dr + ugn)e − ndr)
∣∣∣∣En, ur, lr
)
=
gn,r∑
u=1
P
(
bn(dr+(u+1)gn)c
sup
dn(dr+ugn)e
(
|IIr,1(k
n
)|
)
≥ C(α˜)|∆r,n|(dn(dr + ugn)e − ndr)
)
. (F.236)
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By applying Proposition F.3 to equation (F.236) and using the definition of IIr,1, we have
m∑
r=1
P( sup
dr+gn≤t≤u˜r
(2IIr,1(t)µr(t) +
1
6
(µ2r(t)− µ2r(dr))) ≥ 0|En, ur, lr)
≤ Cp
m∑
r=1
gn,r∑
u=1
(
ngn
(|∆r,n|nugn)p +
∞∑
j=1
exp
(
−cpµˇ
2
j(∆r,nnugn)
2
ν2δ2p(L, j)ngn
)
+ exp
(
−cp(∆r,nnugn)
2
ngn
))
,
(F.237)
where µˇj, ∆
2
p(L, j) and ν are defined in Proposition F.3, and Cp, cp are constants only
depending on p and α˜. Since gn =
M logn
n∆2n
, we have that by assumptions on m and ∆n,
m∑
r=1
gn,r∑
u=1
(
ngn
(∆r,nnugn)p
)
≤ m|∆r,n|−p(M log n)1−p∆2p−2n ≤ m∆p−2n (M log n)1−p → 0.
(F.238)
Similarly, it follows that
m∑
r=1
gn,r∑
u=1
∞∑
j=1
exp
(
−cpµˇ
2
j(∆r,nnugn)
2
ν2δ2p(L, j)ngn
)
≤ m
gn,r∑
u=1
∞∑
j=1
exp
(
−C ′pj
p−2
p+1u2 log n
)
→ 0, (F.239)
m∑
r=1
gn,r∑
u=1
exp
(
−cp(∆r,nnugn)
2
ngn
)
≤ m
gn,r∑
u=1
exp
(−C ′pu2 log n)→ 0, (F.240)
where C ′p is some positive constant depending only on p and α˜, and the convergence to
0 is guaranteed by sufficiently large choices of M in equation (F.223). Furthermore, for
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IIr,2(t), we have
m∑
r=1
P( sup
dr+gn≤t≤u˜r
(2IIr,2(t)µr(t) +
1
6
(µ2r(t)− µ2r(dr))) ≥ 0|En, ur, lr)
=
m∑
r=1
P( sup
dr+gn≤t≤u˜r
∣∣∣∣2µr(t)λ([dr, t])λ([lr, ur])
∣∣∣∣ (−S˜[lr,ur]sgn(µr(t))
+
(µ2r(t)− µ2r(dr))λ([lr, ur])
12|µr(t)λ([dr, t])| ) ≥ 0
∣∣En, ur, lr)
≤ Cp
m∑
r=1
P
(
|S˜[lr,ur]| ≥ C(α˜)n|∆r,n|zn|En, ur, lr
)
(F.241)
for some constant C(α˜) only depends on α˜, and “sgn” denotes the usual sign function.
Notice that under En, vr := dr − (3 + α˜)zn ≤ lr, then S˜[lr,ur] = S˜[vr,ur] − S˜[vr,lr). By the
triangle inequality, the above expression is bounded by
2Cp
m∑
r=1
P
(
sup
0<s≤(6+2α)zn
|S˜[vr,vr+s]| ≥ C(α˜)nzn|∆r,n|
∣∣∣∣En, ur, lr
)
= 2Cp
m∑
r=1
P
(
sup
0<s≤(6+2α)zn
|S˜[vr,vr+s]| ≥ C(α˜)nzn|∆r,n|
)
≤Cp
(
(m∆p−2n )(nzn∆
2
n)
1−p +m exp(−C ′pnzn∆2n)
)→ 0, (F.242)
where Cp and C
′
p are constants depending only on p and α˜. By expressions (F.227),
(F.237)–(F.240), (F.241)–(F.242), we show (F.225) when Θr(t) is replaced by IIr(t).
Step 2 For Θr = IIIr(t), we apply similar but simpler argument. Without loss of general-
ity consider ∆r,n > 0. By equation (F.217) and the fact that |∆r,n|/zn →∞, for sufficiently
large n and t ≥ dr + gn,
µr(t)− ur(dr) < 0, µ(dr) > 0. (F.243)
Using the fact that µ2r(t)− µ2r(dr) = (µr(t) + µr(dr)(µr(t)− µr(dr)) and equation (F.217),
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we obtain that LHS of (F.225) with Θr(t) = IIIr(t) is bounded by∑
1≤r≤m
P( inf
dr+gn≤t≤u˜r
(2V˜r(dr) + µr(t)/3 + µr(dr)/3) ≤ 0|En, ur, lr)
≤
∑
1≤r≤m
P
(
|V˜r(dr)| ≥ 1
3
µr(dr)
∣∣∣∣En, ur, lr)
≤Cp
(
(m∆p−2n )(nzn∆
2
n)
1−p +m exp(−C ′pnzn∆2n)
)→ 0. (F.244)
where Cp and C
′
p are positive constants that only depend on p and α˜. The inequality in the
second row of (F.244) is due to i): the positiveness of µr(t) when t ∈ [dr, µ˜r] and ii): the
other terms except µr(t) are independent of t, and the inequality in the third row is due
to Proposition F.3 and the fact that S˜[lr,ur] = S˜[vr,ur]− S˜[vr,lr) and S˜[lr,dr] = S˜[vr,dr]− S˜[vr,lr)
for vr = (3 + α˜)zn. As a result, (F.225) holds when Θr(t) is replaced by IIIr(t).
Step 3 For Θr(t) = Ir(t), notice that
P( max
1≤r≤m
sup
dr+gn≤t≤u˜r
(V˜ 2r (t)− V˜ 2r (dr) + µ2r(t)/3− µ2r(dr)/3) ≥ 0|En, ur, lr)
= P(∪1≤r≤m,dn(dr+gn)e≤k≤bnu˜rcAk,r|En, ur, lr) (F.245)
where
Ak,r = {V˜r(k
n
)2 − V˜r(dr)2 + µ2r(
k
n
)/3− µ2r(dr)/3 ≥ 0}. (F.246)
Since by (F.220), when n is sufficiently large we have −µ2r( kn)/3 +µ2r(dr)/3 > 0 for dn(dr +
gn)e ≤ k ≤ bnu˜rc, 1 ≤ r ≤ m, which yields that
Ak,r ∈ A†k,r, where A†k,r = {|V˜r(
k
n
)2 − V˜r(dr)2| ≥ −µ2r(
k
n
)/3 + µ2r(dr)/3}. (F.247)
Furthermore, it is obvious that A†k,r ∈ A†k,r,1 ∪ A†k,r,2 where
A†k,r,1 = {|V˜r(
k
n
)− V˜r(dr)| ≥ 3−1/2|µr(k
n
)− µr(dr)|}, (F.248)
A†k,r,2 = {|V˜r(
k
n
) + V˜r(dr)| ≥ 3−1/2|µr(k
n
) + µr(dr)|}. (F.249)
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Expressions (F.246)–(F.248) show that (F.245) is bounded by the sum of
P( max
1≤r≤m
sup
dr+gn≤t≤u˜r
(|V˜r(t)− V˜r(dr)| − 3−1/2|µr(t)− µr(dr)|) > 0|En, ur, lr) (F.250)
and
P( max
1≤r≤m
sup
dr+gn≤t≤u˜r
(|V˜r(t) + V˜r(dr)| − 3−1/2|µr(t) + µr(dr)|) ≥ 0|En, ur, lr). (F.251)
By similar arguments to the proof of steps 1 and 2, we shall see that both (F.250) and
(F.251) converge to 0. As a result, (F.225) holds when Θr(t) is replaced by Ir(t). Finally
steps I, II and III prove (F.225) and complete the proof. 
Proof of Theorem 3.4. For (i), it suffices to show
lim
n→∞
P
(
max
1≤r≤m
|d˜r − dr| ≥ Mm
1
p−1 log n
n
∣∣∣∣En, ur, lr
)
= 0 (F.252)
and for (ii) it suffices to show
lim
n→∞
P
(
max
1≤r≤m
|d˜r − dr| ≥ M log
2
β n
n∆2n
∣∣∣∣En, ur, lr
)
= 0 (F.253)
for all m < s¯
2
, where the event En is defined in the Proof Theorem 3.3. We first show (i),
then show (ii).
i). Let gn =
Mm
1
p−1
n
for some sufficiently large constant M . By checking the proof of
Theorem 3.3, we shall see that under the conditions of this theorem, (F.239) and (F.240)
hold. Equation (F.242) holds since our conditions guarantee that m = o(s¯−1) and zn ≥
C1s¯
2 for some sufficiently large constant C1. Therefore
m(nzn)
1−p ≤ C2n1−ps¯1−2p → 0 (F.254)
for some sufficiently large constant C2. As a result, step 1 in the proof of Theorem 3.3
holds. Using similar arguments we find that step 2 and step 3 of the proof of Theorem 3.3
hold, which shows (i) holds.
ii) For any integers a < b, define Za,b =
maxa≤q≤b
∑q
i=a εi√
b−a . Then by using Theorem 2 of
81
Wu (2005), we get
P(Za,b ≥ u) ≤ exp(−tuβ)M(t) (F.255)
for t < (exp(1)βγβ)−12−
β
2 , where M(t) = supa,b exp(tZ
β
a,b) < ∞. Using this fact, we shall
see that (F.234) is bounded by
gr∑
u=1
Mβ exp(−tβ(|∆r,n|√ung)β)
for constants tβ and Mβ depends only on β. This yields that equation (F.228) is bounded
by
gr∑
u=1
Mβ exp(−tβ(|∆r|√ungn)β + logm) ≤
∞∑
u=1
exp(−t′βu
β
2 log n)→ 0 (F.256)
for gn =
Mβ log
2
β n
n∆2n
for some sufficiently small constant t′β and a large positive constant Mβ.
Both t′β and Mg,β only depend on β. By using the condition that
nzn∆2n
log
2
β n
→ ∞ we have
that (F.242) holds, which shows that step 1 in the Proof of Theorem 3.3 holds. Similarly
we shall see that steps 2 and 3 are still valid in the proof of Theorem 3.3, from which the
ii) follows. 
Proof of Corollary 3.1
To simplify the proof, noticing the condition that gn = o(m
1
p−1−2 log
2
1−p−2 n), we assume
n is sufficiently large such that
gn/n < m
1
p−1 log
2
1−p n/n ∈ [0, 1].
Let C be a sufficiently small positive constant which varies from line to line. Write m∗ =
1
n
m
1
p−1 log
2
1−p n for short. Let ιn =
gn log
2 n
nm∗ . It is easy to see that ιn = o(1). Recall the
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quantity Vr(·) and event En in the proof of Theorem 3.3. Define the notation
M˜(n) =
{
m : m log−2 n→∞,ms¯ = o(1),m = o(ns), nzn
m
1
p−1 log n
→∞}, (F.257)
Linf = lim inf
n→∞,m∈M˜(n)
, Lsup = lim sup
n→∞,m∈M˜(n)
(F.258)
for short. Here M˜(n) is a collection of sequence which satisfying the conditions for mn in
Corollary 3.1. Since the event
V 2r (dr −m∗) ∨ V 2r (dr +m∗) > sup
t∈[dr−g/n,dr+gn/n]
V 2r (t)
implies that |d˜r − dr| > gn/n, by Theorem 3.2 it suffices to show that
Linf P
(
∪1≤r≤m
{
V 2r (dr +m
∗) > sup
t∈[dr,dr+gn/n]
V 2r (t)
}∣∣∣∣En, ur, lr
)
≥ C > 0, (F.259)
Linf P
(
∪1≤r≤m
{
V 2r (dr −m∗) > sup
t∈[dr−gn/n,dr]
V 2r (t)
}∣∣∣∣En, ur, lr
)
≥ C > 0. (F.260)
In the following we shall show expression (F.259), and expression (F.260) follows similarly.
Similar to the proof of Theorem 3.3, we have the following decomposition, which is
V 2r (dr +m
∗)− V 2r (t) = Ir(t) + IIr(t) + IIIr(t) + µ2r(dr +m∗)− µ2r(t), (F.261)
Ir(t) = V˜
2
r (dr +m
∗)− V˜ 2r (t), IIr(t) = 2(V˜r(dr +m∗)− V˜r(t))µr(t), (F.262)
IIIr(t) = 2V˜r(dr +m
∗)(µr(dr +m∗)− µr(t)), (F.263)
where the quantities V˜r(·) and µr(·) are defined in the proof of Theorem 3.3. Recall the
definition of ∆r,n in the proof of Theorem 3.3, we then have
µr(t) =
n∆r,n(µr − t)(dr − lr)
ur − lr +O(nz
2
n), (F.264)
µr(dr +m
∗) + µr(t) =
n∆r,n(2µr − t− dr −m∗)(dr − lr)
µr − lr +O(nz
2
n), (F.265)
µr(dr +m
∗)− µr(t) = n∆r,n(t− dr −m
∗)(dr − lr)
µr − lr +O(nzn(t− dr −m
∗)). (F.266)
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As a result, we have that when n is sufficiently large and t ∈ [dr, dr + gn/n],
µ2r(dr +m
∗)− µ2r(t) ≤ Cn2zn(gn/n−m∗) ≤ −Cn2znm∗/2 < 0, (F.267)
µ2(dr +m
∗)− µ2r(t) ≥ −Mn2znm∗. (F.268)
Hence by elementary calculations we have
P
(
V 2r (dr +m
∗) > sup
t∈[dr,dr+gn/n]
V 2r (t)
∣∣∣∣En, ur, lr
)
=P
(
inf
t∈[dr,dr+gn/n]
(
V 2r (dr +m
∗)− V 2r (t)
)
> 0
∣∣∣∣En, ur, lr)
≥P
(
inf
t∈[dr,dr+gn/n]
(
IIr(t) + µ
2
r(dr +m
∗)− µ2r(t)− C1,n(t)− C3,n(t)
)
> 0,
sup
t∈[dr,dr+gn/n]
(|Ir(t)| − C1,n(t)) ≤ 0, sup
t∈[dr,dr+gn/n]
(|IIIr(t)| − C3,n(t)) ≤ 0
∣∣∣∣En, ur, lr)
for C1,n(t) = C3,n(t) = −(µ2r(dr +m∗)− µ2r(t))/4. It remains to show that
lim
n→∞,m∈M˜(n)
m max
1≤r≤m
P
(
sup
t∈[dr,dr+gn/n]
(|Ir(t)| − C1,n(t)) ≥ 0
∪ sup
t∈[dr,dr+gn/n]
(|IIIr| − C3,n(t)) ≥ 0
∣∣∣∣En, ur, lr) = 0, (F.269)
Linf m min
1≤r≤m
P
(
inf
t∈[dr,dr+gn/n]
(
IIr(t) + µ
2
r(dr +m
∗)
− µ2r(t)− C1,n(t)− C3,n(t)
)
> 0
∣∣∣∣En, ur, lr) > C. (F.270)
This is because expressions (F.269) and (F.270) will lead to
Linf m min
1≤r≤m
P
(
V 2r (dr +m
∗) > sup
t∈[dr,dr+gn/n]
V 2r (t)
∣∣∣∣En, ur, lr
)
≥ C. (F.271)
Since zn ≤ s¯, the quantities that {V 2r (dr +m∗)−supt∈[dr,dr+gn/n] V 2r (t)}mr=1 are independent
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of each other. As a consequence, it follows from log(1− x) ≤ −x for x ∈ (0, 1) that
Linf P
(
∪1≤r≤m
{
V 2r (dr +m
∗) > sup
t∈[dr,dr+gn/n]
V 2r (t)
}∣∣∣∣En, ur, lr
)
≥ 1− exp(−C) > 0,
(F.272)
hence (F.259) holds and the corollary follows. In the following we shall investigate ex-
pression (F.270) in detail, while expression (F.269) follows from a similar argument to the
proof of (F.270) and the proof of Theorem 3.4. Notice that the probability term of (F.270)
can be written as
P
(
inf
t∈[dr,dr+gn/n]
(
IIr +
3
2
(µ2r(dr +m
∗)− µ2r(t))
)
> 0
∣∣∣∣En, ur, lr)
≥P
(
inf
t∈[dr,dr+gn/n]
(
2(V˜r(dr +m
∗)− V˜r(t))µr(t)
)
>
3
2
sup
t∈[dr,dr+gn/n]
(−µ2r(dr +m∗) + µ2r(t))
∣∣∣∣En, ur, lr
)
≥P
(
inf
t∈[dr,dr+gn/n]
(
2(V˜r(dr +m
∗)− V˜r(t))µr(t)
)
> Mn2znm
∗
∣∣∣∣En, ur, lr) . (F.273)
Without loss of generality consider ∆r,n > 0. Then by expression (F.264) we have that
µr(t) ∈ [c1nzn, C1nzn], ∀t ∈ [dr, dr + gn/n] (F.274)
for some positive constants 0 < c1 < C1. By definition, V˜r(t) = S˜[lr,t]− λ([lr,t])λ([lr,ur]) S˜[lr,ur]. This
expression leads to
V˜r(dr +m
∗)− V˜r(t) = S˜[t,dr+m∗] −
λ([t, dr +m
∗])
λ([lr, ur])
S˜[lr,ur]. (F.275)
By expressions (F.274) and (F.275), expression (F.273) is larger than
P
(
inf
t∈[dr,dr+gn/n]
(
V˜r(dr +m
∗)− V˜r(t))
)
> Mnm∗
∣∣∣∣En, ur, lr)
≥ P
(
inf
t∈[dr,dr+gn/n]
(
S˜[t,dr+m∗] −D1,n
)
> Mnm∗,
sup
t∈[dr,dr+gn/n]
∣∣∣∣λ([t, dr +m∗])λ([lr, ur]) S˜[lr,ur]
∣∣∣∣ ≤ D1,n∣∣∣∣En, ur, lr) (F.276)
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where D1,n =
Mnm∗
2
. Notice that
P
(
inf
t∈[dr,dr+gn/n]
S˜[t,dr+m∗] > Mnm
∗
∣∣∣∣En, ur, lr) (F.277)
=P
(
inf
t∈[dr, bndr+gnc−1n ]
S˜
[t,
bndr+gnc−1
n
]
+ S˜[dr+ gnn ,dr+m∗] > Mnm
∗
∣∣∣∣En, ur, lr
)
≥P
 sup
t∈[dr, bndr+gnc−1n ]
|S˜
[t,
bndr+gnc−1
n
]
| ≤ Mnm
∗
2
, S˜[dr+ gnn ,dr+m∗] >
3
2
Mnm∗
∣∣∣∣En, ur, lr
 .
Since nm∗ → ∞, by proposition 3.1 of Mikosch and Nagaev (1998) and condition (3.34)
in the main article, it follows that
Linf m min
1≤r≤m
P
(
S˜[dr+ gnn ,dr+m∗] > Mnm
∗
∣∣∣∣En, ur, lr)
=Linf m(Mnm∗ − gn)(1− F (Mnm∗))(1 + o(1))
=Linf C†m(Mnm∗ − gn)(Mnm∗)−p log−2(Mnm∗)(1 + o(1))
≥Linf C(mm−1) log2 n log−2(m 1p−1 log 21−p n) ≥ C. (F.278)
On the other hand, by proposition F.3 we have
Lsup m max
1≤r≤m
P
 sup
t∈[dr, bndr+gnc−1n ]
|S˜
[t,
bndr+gnc−1
n
]
| > Mnm∗
∣∣∣∣En, ur, lr

≤Lsup Mpmgn
(nm∗)p
+ 2 exp(−M
′
pm(nm
∗)2
gn
) ≤ Lsup M ′′p (mm−1)(ιn ∨ log−1 n) = 0, (F.279)
where Mp, M
′
p and M
′′
p are constants only depend on p.
Combining (F.277) and (F.279) we show
Linf m min
1≤r≤m
P
(
inf
t∈[dr,dr+gn/n]
S˜[t,dr+m∗] > Mnm
∗
∣∣∣∣En, ur, lr) ≥ C. (F.280)
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By the proof of (i) of Theorem 3.4, it follows that
lim
n→∞,m∈M˜(n)
m min
1≤r≤m
P
 sup
t∈[dr, bndr+gnc−1n ]
∣∣∣∣λ([t, dr +m∗])λ([lr, ur]) S˜[lr,ur]
∣∣∣∣ ≥ D1,n∣∣∣∣En, ur, lr
 = 0.
(F.281)
Expressions (F.276), (F.280) and (F.281) show that (F.270) holds, which completes the
proof. 
Proof of Example 1.
Since
∞∑
i=1
max
0≤r≤l
sup
t∈(cr,cr+1]
|ar,i(t)| <∞, (F.282)
we have by property (A2) for (εi,n)
n
i=1 and elementary calculations, it follows that
Ωp =
( ∞∑
i=1
max
0≤r≤l
sup
t∈(cr,cr+1]
|ar,i(t)|
)
‖η0 − η∗0‖p ≤ 2
( ∞∑
i=1
max
0≤r≤l
sup
t∈(cr,cr+1]
|ar,i(t)|
)
‖η0‖p,
(F.283)
where η0 and η
∗
0 are i.i.d. random variables. As a result, expression (3.31) holds if
‖η0‖p ≤Mp
1
β
− 1
2 (F.284)
for β ∈ (0, 2) and some sufficiently large constant M . Then the lemma follows from
1
β
− 1
2
> 0, Proposition F.4 and Jensen’s inequality. 
Proposition F.4. For any random variable X, the following two conditions are equivalent.
(1) There exists a positive constant t > 0 such that E(exp(t|X|)) <∞.
(2) There exists a constant σ such that E(|X|p) ≤ σppp for p > 0.
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Proof. (1)⇒ (2). Notice that for x > 0 and p > 0, we have x > p log(x/p). This yields
that exp(x) > (x
p
)p for x ≥ 0 and p > 0. Therefore
exp(t|X|) > (t|X|
p
)p
(F.285)
Take expectation on both sides of the above expression we have (2) follows.
(2)⇒ (1). By Fubini’s Theorem, we have that
exp(t|X|) = 1 +
∞∑
k=1
tkE(|X|k)
k!
≤ 1 +
∞∑
k=1
tkσkkk
k!
< 1 +M(
∞∑
k=1
(teσ)k) <∞ (F.286)
for t < (eσ)−1, where we have used the fact that k! > (k/e)k for large positive integer k.
Theorem F.6. Let W (x) = A(x) − D(x) for 0 ≤ x ≤ 1, and W (x) = −W (−x) for
−1 ≤ x < 0, where
A(x) =
1
B(2, q + 1)
x(1− x)q (F.287)
for some q > max(2, k), B(·, ·) is the beta function and
D(x) = (1− x)2x2(avxv + av−1xv−1 + ...+ a0), (F.288)
where v = dk
2
e and av, av−1,...,a0 are determined by solving
∫ 1
0
xuW (x)dx = 0 with u =
2g − 1, g = 1, 2, ..., v and ∫ 1
0
W (x)dx = 1. Then if q is sufficiently large, W (·) is an order
k filter satisfying both (W1) and (W2).
Proof. By definition it is easy to check (W1) holds. Since W ′(0) = 1
B(2,q+1)
> 0 and W (·)
is an odd function, we have that W ′(0)Fw(0) < 0 which leads to (W2) (ii). It remains to
show (W2) (i). Due to the fact that
∫ 1
0
A(x)dx = 1, straightforward calculations and the
definition of beta function imply that the coefficients a = (a0, a1..., av)
T are determined by
Aa = b (F.289)
where b = (0, B(3,q+1)
B(2,q+1)
, B(5,q+1)
B(2,q+1)
, ..., B(2v+1,q+1)
B(2,q+1)
)T which is a (v + 1) × 1 vector, and the
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(v + 1)× (v + 1) matrix A is given by
A =

B(3, 3) B(4, 3) ... B(v + 3, 3)
B(4, 3) B(5, 3) ... B(v + 4, 3)
B(6, 3) B(7, 3) ... B(v + 6, 3)
B(8, 3) B(9, 3) ... B(v + 8, 3)
... ... ... ...
B(2v + 2, 3) B(2v + 3, 3) ... B(3v + 2, 3)

. (F.290)
In the remaining of the proof, we let Mv denote a generic sufficiently large constant de-
pending on v which may vary from line to line. By Lemma F.7, A is invertible. Then the
definition of b, and the basic property of beta function lead to
|a| ≤Mv/q. (F.291)
To show |Fw(x)| is maximized at 0, it amounts to showing(∫ 0
−1
W (s)ds+
∫ x
0
W (s)ds
)2
≤
(∫ 0
−1
W (s)ds
)2
, (F.292)
which is further equivalent to
0 ≤
∫ x
0
(A(s)−D(s))ds ≤ 2. (F.293)
By expression (F.291) we have
sup
x∈[0,1]
∣∣∣∣∫ x
0
D(s)ds
∣∣∣∣ ≤ ∫ 1
0
|D(s)|ds =
v∑
i=0
|ai|B(i+ 3, 3) ≤ q−1Mv. (F.294)
Since A(s) > 0 for s ∈ [0, 1] and ∫ 1
0
A(s)ds = 1, the above expression implies that when q
is sufficiently large,
sup
x∈[0,1]
(∫ x
0
W (s)ds
)
= sup
x∈[0,1]
(∫ x
0
(A(s)−D(s))ds
)
≤ 1 + q−1Mv < 2. (F.295)
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It now remains to show that for x ∈ [0, 1],∫ x
0
W (s)ds =
∫ x
0
(A(s)−D(s))ds ≥ 0. (F.296)
Observe that for sufficiently large q, if x ≤ 1
q
,
∫ x
0
A(s)ds =
1
B(2, q + 1)
∫ x
0
s(1− s)qds
≥ 1
B(2, q + 1)
∫ x
0
s(1− 1
q
)qds ≥ ηx
2
2eB(2, q + 1)
(F.297)
for a positive constant η < 1, while straightforward calculations conclude that
∣∣∣ ∫ x
0
D(s)ds
∣∣∣ ≤ ∫ x
0
(
v∑
i=0
|ai|)s2ds ≤ q−1Mvx3. (F.298)
Equations (F.297) and (F.298) imply that when q is sufficiently large,
inf
0≤x≤q−1
∫ x
0
W (s)ds = inf
0≤x≤q−1
∫ x
0
(A(s)−D(s))ds ≥ 0. (F.299)
On the other hand, since for x ∈ [1
q
, 1],
∫ x
0
A(s)ds =
1
B(2, q + 1)
∫ x
0
s(1− s)qds
≥ 1
B(2, q + 1)q
∫ q−1
0
(1− s)qds ≥ 1− (1− q
−1)q+1
B(2, q + 1)q(q + 1)
, (F.300)
and
lim
q→∞
1− (1− q−1)q+1
B(2, q + 1)q(q + 1)
= 1− e−1, (F.301)
we have that when q is sufficiently large,
inf
x∈[q−1,1]
∫ x
0
A(s)ds ≥ η(1− e−1), (F.302)
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which together with equation (F.294) imply
inf
x∈[q−1,1]
∫ x
0
W (s)ds ≥ 0 (F.303)
for sufficiently large q. Now the expression (F.296) holds in view of expressions (F.299)
and (F.303), which completes the proof. 
Proof of Theorem 4.5. By Lemma F.4 and Lemma F.5 and the bandwidth conditions,
it suffices to show that
sup
t∈T dn
|H(t, s˜)−H†(t, s˜)| = Op(log 12− n log log n), (F.304)
where H(t, s˜) = sups≤s≤s¯ |H(t, s)| and H†(t, s˜) = max1≤i≤δn |H(t, si)|. By Proposition F.1
and Proposition F.5, to show equation (F.304) it is further equivalent to show that
sup
t∈T dn
|Hˇ(t, s˜)− Hˇ†(t, s˜)| = Op(log 12− n log log n), (F.305)
where Hˇ(t, s˜) = sups≤s≤s¯ |Hˇ(t, s)|, Hˇ†(t, s˜) = max1≤i≤δn |Hˇ(t, si)|, and
Hˇ(t, s) =
1√
ns
n∑
i=1
W (
i/n− t
s
)σ(
i
n
)Vi (F.306)
where {Vi, i ∈ Z} are i.i.d. N(0,1) random variables in Proposition F.5. Moreover, it follows
from the the triangle inequality that
Hˇ†(t, s˜) ≤ Hˇ(t, s˜) ≤ Hˇ†(t, s˜) + max
1≤i≤δn−1
sup
s∈[si,si+1]
|Hˇ(t, s)− Hˇ(t, si)|. (F.307)
Therefore it suffices to show that
sup
t∈T dn
max
1≤i≤δn−1
sup
s∈[si,si+1]
|Hˇ(t, s)− Hˇ(t, si)| = Op(log 12− n log log n) (F.308)
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Write
ti =
is
n
(F.309)
for the sake of brevity. By the triangle inequality, to show (F.308) it suffices to prove
sup
j:tj∈T dn
max
1≤i≤δn−1
sup
s∈[si,si+1]
|Hˇ(tj, s)− Hˇ(tj, si)| = Op(log 12− n), (F.310)
sup
j:tj∈T dn
max
1≤i≤δn−1
sup
s∈[si,si+1],0≤t∗≤ sn
∣∣(Hˇ(tj, s)− Hˇ(tj, si))
− (Hˇ(tj + t∗, s)− Hˇ(tj + t∗, si))∣∣ = Op(log 12− n). (F.311)
Notice that
sup
s∈[si,si+1]
|Hˇ(t, s)− Hˇ(t, si)| ≤
∫ si+1
si
∣∣∣∣∂Hˇ(t, s)∂s
∣∣∣∣ ds. (F.312)
Then by the above inequality and the triangle inequality we have that for j ∈ {u ∈ Z :
tu ∈ T dn}, ∥∥∥∥∥ sups∈[si,si+1] |Hˇ(tj, s)− Hˇ(tj, si)|
∥∥∥∥∥
p
≤
∥∥∥∥∫ si+1
si
∣∣∣∣∂Hˇ(tj, s)∂s
∣∣∣∣ ds∥∥∥∥
p
≤
∫ si+1
si
∥∥∥∥∂Hˇ(tj, s)∂s
∥∥∥∥
p
ds (F.313)
for all p ≥ 1. Since for s ∈ [s, s¯], {∂Hˇ(tj ,s)
∂s
}j∈{u∈Z:tu∈T dn} are centered Gaussian random
variables with standard deviations bounded by M/s, the last term of inequality (F.313) is
bounded by
M0((p− 1)!!)1/p log
(
si+1
si
)
(F.314)
where M0 is a constant independent of p, j, n, i and integer p ≥ 1. Moreover expressions
92
(F.313) and (F.314) lead to that for j ∈ {u ∈ Z : tu ∈ T dn}, 1 ≤ i ≤ δn − 1,
E
∣∣∣∣∣ sups∈[si,si+1] |Hˇ(tj, s)− Hˇ(tj, si)|
(
log
(
si+1
si
))−1∣∣∣∣∣
2p
≤M2p0 (2p− 1)!!. (F.315)
for integer p ≥ 1. Observe that
lim sup
p→∞
νpM2p0 (2p− 1)!!
p!
< 1, p ∈ Z (F.316)
when 2νM20 < 1. Since exp(v) = 1+
∑∞
p=1
vp
p!
, it follows from equations (F.315) and (F.316)
that
E
(
exp
(
ν sup
s∈[si,si+1]
∣∣∣∣Hˇ(tj, s)− Hˇ(tj, si)log si+1 − log si
∣∣∣∣2
))
≤M1 <∞ (F.317)
for j ∈ {u ∈ Z : tu ∈ T dn}, ν ∈ (0, (2M20 )−1) and a constant M1 independent of n, i and j.
By construction,
log si+1 − log si  (log n)−. (F.318)
Therefore, by equation (F.318) and a similar argument to the Proof of Proposition F.6
that applied to the term
E
(
exp
(
ν max
1≤i≤δn−1,j:tj∈T dn
sup
s∈[si,si+1]
∣∣∣∣Hˇ(tj, s)− Hˇ(tj, si)log si+1 − log si
∣∣∣∣2
))
, (F.319)
equation (F.310) follows. On the other hand, using the triangle inequality, the LHS of
equation (F.311) is bounded by
sup
j∈{u∈Z:tu∈T dn}
max
1≤i≤δn−1
sup
0≤t∗≤ s
n
(
∫ si+1
si
∣∣∣∣∂Hˇ(tj, s)∂s − ∂Hˇ(tj + t∗, s)∂s
∣∣∣∣ ds). (F.320)
By Lipschitz continuity of W ′, the fact that W ′′ exists except on a finite number of points,
the triangle inequality and a similar argument that applies to expressions (F.320), we have
that expression (F.311) holds and the theorem follows. 
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Proof of Lemma 4.1. We first show the results for k = 1, 2, 3, 4. Without loss of gen-
erality, we show the k = 4 case. The results corresponding to filters with order k = 1, 2, 3
follow similar arguments. Let Pn(x) denote the nth order shifted Legender polynomials
defined in [0, 1]. Since W (·) ∈ C1(R, CLip), there is a sequence of functions WN(x) such
that WN(x)→ W (x) uniformly in [0, 1], where WN(x) has the form of
WN(x) =
N∑
i=0
aiPi(x) (F.321)
for ai ∈ R, 0 ≤ i ≤ N . Consider the following subset of W(4)
W4,N = {f : f(x) =
N∑
i=0
aiPi(x) for some N ∈ Z, f ∈ W(4)}.
This subset has also been defined in Section 4.1 of the main article. As a result, it suffices
to show
sup
W∈W4,N
(SN(W ))2 = sup
W∈W4,N
(
∫ 1
0
W (t)dt)2∫ 1
0
W 2(t)dt
≤ (3/8)2, (F.322)
and this bound is almost achievable, i.e., for any 0 > 0, we can construct a W ∈ W4,N
such that SN(W ) ≤ 3
8
− 0. Define
AN = {(a0, ..., aN) ∈ RN+1 :
N∑
i=0
ai = 0;
N∑
i=0
(−1)iai = 0;
N∑
i=0
i(i+ 1)ai = 0;
a3 + 7a2 + 21a1 + 35a0 = 0; a0 + a1/3 = 0, a0 = 1}. (F.323)
Then by the orthonormal properties of Legender polynomials, to show (F.322) it is equiv-
alent to show
( max
(a0,...,aN )∈AN
a20∑N
i=0
a2i
2i+1
) ≤ (3/8)2 (F.324)
for an N ∈ Z, N ≥ 1. Plug a0 = 1, a1 = −3 into expression (F.324), the LHS of this
94
expression is reduced to
min
(a2,...,aN )∈SN
N∑
i=2
a2i
2i+ 1
(F.325)
where
SN = ((a2, ...aN) ∈ RN−1 :
N∑
i=2
ai = 2;
N∑
i=2
(−1)iai = −4;
N∑
i=2
i(i+ 1)ai = 6; a3 + 7a2 = 28). (F.326)
Define
B′N = ((a2, ...aN) ∈ RN−1 : a3 + 7a2 = 28). (F.327)
By the fact that SN ⊂ S ′N we have
min
(a2,...,aN )∈SN
N∑
i=2
a2i
2i+ 1
≥ min
(a2,...,aN )∈B′N
N∑
i=2
a2i
2i+ 1
(F.328)
= min
a3+7a2=28
a22
5
+
a23
7
. (F.329)
By Lagrange multiplier, we find that
a22
5
+
a23
7
subject to a3 + 7a2 = 28 is minimised at
a2 =
35
9
and a3 =
7
9
. Together with a0 = 1 and a1 = −3, the upper bound for the order 4
filter can be obtained from (F.324).
It remain to show the bound is almost achievable. For this purpose, we argue that
for any  > 0, we can find W ∗ ∈ W4,N with N sufficiently large and even such that
SN(W ∗) ≤ 3/8 − . Let N1 := bN1/2c + 1. We consider the case that N1 < N . The
coefficients a0, a1, ..., aN of shifted Legender polynomials for W
∗ is set as a0 = 1, a1 = −3,
a2 =
35
9
, a3 =
7
9
, ai = 0 for i 6= 0, 1, 2, 3, N1− 1, N1, N where aN1−1, aN1 , aN are determined
by constraints
∑N
i=2 ai = 2,
∑N
i=2(−1)iai = −4 and
∑N
i=2 i(i + 1)ai = 6. Straightforward
calculations show that 0 ≤ 3/8− SN(W ∗) = O(N−1/2), which completes the proof. 
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Proof of Corollary A.3. It follows from the proof of Theorem 3.1 that
min
1≤i≤m
sup
t∈[di−s¯,di+s¯]
G(t, s˜)⇒ min
1≤i≤m
sup
t∈[di−s¯,di+s¯]
G(t, s˜) (F.330)
where
G(t, s˜) = sup
s∈[s,s¯]
|G(t, s)| := sup
s∈[s,s¯]
∣∣∣∣∣∣
∑n
i=1 β(i/n)W (
i/n−t
s
)
σ(t)
√
ns
∫
W 2(u)du
+
∑n
i=1 ViW (
i/n−t
s
)√
ns
∫
W 2(u)du
∣∣∣∣∣∣ (F.331)
for {Vi} i.i.d. standard normals. As a consequence, we have that
P( min
1≤i≤m
( sup
t∈[di−s¯,di+s¯]
G(t, s˜)) ≤ c1−α) = P( min
1≤i≤m
sup
t∈[di−s¯,di+s¯]
(G(t, s˜)) ≤ c1−α) + o(1).
(F.332)
Notice that for 1 ≤ i ≤ m, by Proposition F.1 we have that
G(di, s¯) = ξn(di) + V˜ (di), V˜ (di) =
∑n
i=1 ViW (
i/n−di
s¯
)√
ns¯
∫ 1
−1W
2(u)du
(F.333)
where
ξn(di) =
√
ns¯∆(di)
∫ 1
0
W (u)du
σ(di)
√∫ 1
−1W
2(u)du
+ o(1), (V˜ (di))
m
i=1 ⇒ N(0, Idm), (F.334)
∆(di) = β(di−)− β(di+), and Idm is an m×m diagonal matrix. Expressions (F.333) and
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(F.334) yield that
P( min
1≤i≤m
sup
t∈[di−s¯,di+s¯]
G(t, s˜) ≤ c1−α) (F.335)
≤ P( min
1≤i≤m
G(di, s˜) ≤ c1−α)
≤ P( min
1≤i≤m
|G(di, s¯)| ≤ c1−α)
= 1− (Πmi=1P(|G(di, s¯)| ≥ c1−α))
= 1− Πmi=1(1− Φ(c1−α − ξn(di)) + Φ(−c1−α − ξn(di))) + o(1)
≤ 1− (1− Φ(c1−α − ξn) + Φ(−c1−α − ξn))m + o(1), (F.336)
where for the second line we have used the independence of G(di, s¯), 1 ≤ i ≤ m due to
assumption (B2). Expression (F.332), (F.336) completes the proof. 
Proposition F.5. (Zhou 2013) Suppose conditions (A1)-(A3) hold. Then on a possibly
richer probability space, there exist i.i.d. standard normal random variables V1, . . . , Vn such
that
max
1≤i≤n
∣∣∣∣∣
i∑
s=1
εs −
i∑
s=1
σ(s/n)Vs
∣∣∣∣∣ = op(n1/4 log2 n) (F.337)
Proposition F.6. Let X1,n, · · ·Xnk,n be an array of mean 0 normal random variables such
that max1≤i≤nk V ar(Xi,n) ≤ Un, where k is a finite number. Let Mn = max1≤i≤nk{|Xi,n|}.
Then Mn = Op(U
1/2
n log
1/2 n).
Proof. Notice that
E(et|Mn|) = E
(
max
1≤i≤nk
et|Xi|
)
≤
nk∑
i=1
Eet|Xi| ≤ 2nke t
2Un
2 (F.338)
The proposition follows by taking log in both sides of (F.338), Jansen’s inequality and
letting t = (U−1n log n)
1
2 . 
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Proposition F.7. Let Xi be a sequence of martingale difference with ‖Xi‖p <∞. Then∥∥∥∥∥
n∑
i=1
Xi
∥∥∥∥∥
2
p
≤ Cp
n∑
i=1
‖Xi‖2p, (F.339)
where C ≤
(
p
p−1
)2
.
Proof. By Burkholder inequality, we have that
∥∥∥∥∥
n∑
i=1
Xi
∥∥∥∥∥
p
≤ Cp
∥∥∥∥∥∥
√√√√ n∑
i=1
X2i
∥∥∥∥∥∥
p
= Cp
∥∥∥∥∥
n∑
i=1
X2i
∥∥∥∥∥
1/2
p/2
, (F.340)
where Cp ≤ C√p. Furthermore, straightforward calculations show that∥∥∥∥∥
n∑
i=1
X2i
∥∥∥∥∥
p/2
≤
n∑
i=1
∥∥X2i ∥∥p/2 = n∑
i=1
‖Xi‖2p (F.341)
The proposition follows from (F.340) and (F.341).
Lemma F.7.
A =

B(3, 3) B(4, 3) ... B(v + 3, 3)
B(4, 3) B(5, 3) ... B(v + 4, 3)
B(6, 3) B(7, 3) ... B(v + 6, 3)
B(8, 3) B(9, 3) ... B(v + 8, 3)
... ... ... ...
B(2v + 2, 3) B(2v + 3, 3) ... B(3v + 2, 3)

. (F.342)
where v is a fixed number, B(a, b) = γ(a)γ(b)
γ(a+b)
is the usual beta function and γ is the usual
gamma function. Then A is invertible.
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Proof. Define for i ∈ Z+,
A =

B(3, i) B(4, i) ... B(v + 3, i)
B(4, i) B(5, i) ... B(v + 4, i)
B(6, i) B(7, i) ... B(v + 6, i)
B(8, i) B(9, i) ... B(v + 8, i)
... ... ... ...
B(2v + 2, i) B(2v + 3, i) ... B(3v + 2, i)

. (F.343)
Then A′ = B3. Notice that B1 is a submatrix of Hilbert matrix which is invertible. By the
definition of beta function, we see for i ≥ 2,
Bi = Bi−1 ◦Hi−1 (F.344)
where ◦ denotes the Hadamard product, where
Hi−1 = (i− 1)

1
i+2
1
i+3
... 1
i+v+2
1
i+3
1
i+4
... 1
i+v+3
1
i+5
1
i+6
... 1
i+v+5
1
i+7
1
i+8
... 1
i+v+7
... ... ... ...
1
i+2v+1
1
i+2v+2
... 1
i+3v+1

(v+1)×(v+1)
(F.345)
Since Hi−1/(i − 1) is a submatrix of Hilbert matrix, Hi−1 is invertible for all i ≥ 2. Now
by Schur product theorem that
det(A ◦B) ≥ det(A) det(B), (F.346)
we have that B2 is invertible, and also B3 is invertible. This completes the proof. 
Proposition F.8. Let Z(t) = 1√
nsn
∑n
i=1 ViW (
i/n−t
sn
) for Vi i.i.d. standard normals. Then
supt∈[0,1] ‖Z(t)‖p ≤ Mp for some sufficiently large constant M that does not depend on n
and p.
Proof. The proposition follows from Proposition F.7 and the fact that ‖V1‖p ≤ M√p
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for some sufficiently large constant M .
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