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Abstract
We present a space-time Cut Finite Element Method (CutFEM) for the time-dependent Navier–Stokes
equations involving two immiscible incompressible fluids with different viscosities, densities, and with
surface tension. The numerical method is able to accurately capture the strong discontinuity in the pres-
sure and the weak discontinuity in the velocity field across evolving interfaces without re-meshing pro-
cesses or regularization of the problem. We combine the strategy proposed in [P. Hansbo, M. G. Larson,
S. Zahedi, Appl. Numer. Math. 85 (2014), 90–114] for the Stokes equations with a stationary interface
and the space-time strategy presented in [P. Hansbo, M. G. Larson, S. Zahedi, Comput. Methods Appl.
Mech. Engrg. 307 (2016), 96–116]. We also propose a strategy for computing high order approximations
of the surface tension force by computing a stabilized mean curvature vector. The presented space-time
CutFEM uses a fixed mesh but includes stabilization terms that control the condition number of the re-
sulting system matrix independently of the position of the interface, ensure stability and a convenient
implementation of the space-time method based on quadrature in time. Numerical experiments in two
and three space dimensions show that the numerical method is able to accurately capture the disconti-
nuities in the pressure and the velocity field across evolving interfaces without requiring the mesh to be
conformed to the interface and with good stability properties.
Keywords: Navier–Stokes, unfitted finite element method, CutFEM, surface tension, level-set method,
sharp interface method, space-time CutFEM in three space dimensions
1. Introduction
Today computer simulation provides valuable insights of two-phase flow phenomena and is an im-
portant tool in studies of such flow problems. For reliable simulations, accurate and robust computa-
tional techniques are needed and much effort is directed to their development, see e.g. [1, 2, 3, 4, 5, 6, 7]
and references therein.
From a computational point of view one of the main challenges in two-phase flow simulations is that
Partial Differential Equations (PDEs) need to be solved in evolving domains. These evolving domains are
defined by interfaces that separate the immiscible fluids. When an interface undergoes large deforma-
tions, for example when topological changes such as drop-breakup or coalescence occur, the re-meshing
and interpolation that is required by standard Finite Element Methods (FEM), as well as standard finite
difference schemes, becomes both cumbersome and expensive, especially in three space dimensions.
Therefore, for simulations of problems where the interface may undergo large deformations so called
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fixed-grid flow solvers are desirable. These flow solvers must be able to accurately approximate discon-
tinuities in the solution across deforming interfaces without conforming the mesh to these interfaces.
Several strategies exist, see e.g. [8, 9, 3, 10, 11].
The Cut Finite Element Method (CutFEM) is a robust and accurate unfitted finite element method
which, contrary to standard FEM, allows the evolving geometry to be arbitrarily located with respect
to a fixed background mesh, but has the same order of accuracy and scaling of the condition number
with respect to the mesh size as standard FEM. Discontinuities in the solution across an interface are
accurately captured by building the solution from two solutions, one on each subdomain separated by
the interface, and then glue the solutions at the interface by weakly imposing the interface conditions
in the variational formulation, see e.g. [12, 13, 14, 15]. Stabilization terms that are weak enough to
not destroy the optimal convergence order but strong enough to ensure well-posedness of the resulting
algebraic system of equations independently of how the interface cuts the background mesh, are added
to the variational formulation [16, 17, 18]. Stabilization terms may also be added by other reasons for
example to improve the accuracy in the computation of the mean curvature vector as in [19], or to obtain
a stable discretization [14, 20, 21], see also Section 3.3 and 5. In CutFEM the discretization of the PDE is
independent of the numerical representation of the interface, and different techniques for representing
and evolving the interface can be used.
In this work we consider the Navier–Stokes equations governing the fluid motion of two immiscible
incompressible fluids. For this problem we propose a second order accurate space-time CutFEM which
accurately captures the discontinuities, in both parameters and in the solution, across the evolving in-
terface. Our method avoids both re-meshing processes and regularization of discontinuities. It is built
on the CutFEM we proposed and analyzed in [14] for the Stokes equations involving two stationary im-
miscible incompressible fluids and the space-time CutFEM we proposed in [20] for convection-diffusion
equations in time dependent domains. In the proposed space-time method, we use a CutFEM in space
based on inf-sup stable elements and we use discontinuous piecewise polynomials in time, stabilization
terms are added that ensure good stability properties and a convenient implementation using quadra-
ture rules in time to directly approximate space-time integrals in the variational formulation. We also
propose a method for computing high order accurate approximations of the surface tension force by
stabilizing the L2 projection and computing a stabilized mean curvature vector approximation. Our
method is an extension of the method we presented in [19] for piecewise linear interface approxima-
tions. In this work we have used a level set method to represent the interface and the mapping proposed
in [22] to transform integrals on high order approximations of the interface, implicitly defined through
the level set function, to integrals on a piecewise linear approximation of the interface. We emphasize
that, provided a numerical method for representing and evolving the interface exist, the proposed space-
time CutFEM has a convenient implementation as it is built on a stationary implementation of CutFEM
at discrete time instances.
The rest of the paper is outlined as follows. In Section 2, we state the governing equations and pro-
pose a variational formulation in which the physical interface conditions are imposed weakly. The nu-
merical method, a space-time CutFEM based on quadrature rules in time, is presented in Section 3. We
describe the level set method we have used in Section 4 and in Section 5 we present a high order method
for computing the surface tension force. Numerical examples are shown in Section 6. We summarize
this work in Section 7.
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Figure 1: Illustration of the domainΩ ∈R2 and the two subdomainsΩi (t ), i = 1,2 occupied by immiscible fluids with different
material properties ρi and µi , separated by an interface Γ.
2. Governing equations
We consider the dynamics of two immiscible incompressible fluids with different material properties
contained in a bounded domainΩ in Rd , d = 2,3, with a convex polygonal boundary ∂Ω. During time t
in a time interval I = [0,T ], the two fluids occupy time dependent subdomains Ωi (t ) ⊂Ω, i = 1,2, such
that Ω¯ = Ω¯1(t )∪ Ω¯2(t ) and Ω1(t )∩Ω2(t ) = ;. Furthermore, the two immiscible fluids are separated by
a sufficiently smooth interface defined by Γ(t ) = ∂Ω1(t )∩∂Ω2(t ). We assume that Ω2(t ) is the domain
enclosed by Γ(t ). See Fig. 1 for an illustration in two dimensions (d = 2). We assume the dynamics of the
fluids is governed by the incompressible Navier–Stokes equations.
2.1. The two-phase incompressible Navier–Stokes equations
For t ∈ I the motion of the two immiscible incompressible fluids with viscosities µi , densities ρi ,
i = 1,2, and surface tension is assumed to be governed by the following standard model:
ρ (∂t u+ (u ·∇)u)−∇·
(
2µ(u)−pI)= f inΩ1(t )∪Ω2(t ), (1)
∇·u= 0 inΩ1(t )∪Ω2(t ), (2)
u = 0 on Γ(t ), (3)
(2µ(u)−pI)n =σκn on Γ(t ), (4)
u(t ,x)= g(t ,x) on ∂Ω, (5)
u(0,x)=u0(x) inΩ1(0)∪Ω2(0). (6)
Here, u : I ×Ω→ Rd is the velocity field, p : I ×Ω→ R is the pressure, ∂t = ∂∂t , (u)= (∇u+∇uT )/2 is the
strain rate tensor, µ = µi > 0 in Ωi (t ), ρ = ρi > 0, in Ωi (t ), i = 1,2, σ is the surface tension coefficient, κ
is the mean curvature of the interface, n is the outward directed (with respect toΩ1) unit normal to ∂Ω1,
v = (v1− v2)|Γ is the jump, where vi = v |Ωi , i = 1,2, f : I ×Ω→ Rd is a given external volume force (e.g.
the gravitational force), g is a given function such that
∫
∂Ωg·nds = 0, and u0 :Ω→Rd is given and defines
the initial condition. The initial configuration of the interface Γ(0) and thus the subdomains Ωi (0), i =
1,2 is also given. For simplicity, we will assume that the interface does not intersect the boundary of the
3
domain Ω during time t ∈ I . Note that in this formulation, if (u, p) is a solution then (u, p + c), c ∈ R is
also a solution.
We may have other type of boundary conditions, for example the mixed boundary conditions
u ·n= g ·n,
(2µ(u)n) ·τ= 0, τ ·n= 0, (7)
on ∂Ω or parts of ∂Ω.
In the following subsection we formulate a variational formulation of problem (1)-(6) in which the
interface and the boundary conditions are imposed weakly.
2.2. A weak formulation
Recall the Sobolev spaces
L2(U )=
{
v
∣∣∣∣ ∫
U
|v |2 dx= ‖v‖2L2(U ) <∞
}
, (8)
and
H 1(U )= {v ∣∣ v ∈ L2(U ),∇v ∈ L2(U )} , (9)
where U is a domain in Rd . We will use the notation (v , w)U =
∫
U v(x)w(x)dx for the L
2 inner product
on U (similarly for inner products in [L2(U )]d ) and
(v , w)U1∪U2 =
2∑
i=1
(v , w)Ui . (10)
Now introduce the spaces
V =[H 1(Ω1(t )∪Ω2(t ))]d ,
Q =
{
q ∈ L2(Ω)
∣∣∣ (µ−1q , 1)Ω1(t )∪Ω2(t ) = 0} .
For t ∈ I we formulate the following weak formulation of problem (1)-(6): find (u, p) ∈V ×Q such that(
ρ∂t u , v
)
Ω1(t )∪Ω2(t )+
(
ρ(u ·∇)u , v)Ω1(t )∪Ω2(t )+a(t ,u,v)−b(t ,v, p)+b(t ,u, q)= l (t , v, q) (11)
for all (v, q) ∈V ×Q and u(0,x)=u0(x) inΩ1(0)∪Ω2(0). Here
a(t ,u,v)= (2µε(u) , ε(v))Ω1(t )∪Ω2(t )
− ({2µε(u)n} , v)Γ(t )− (u , {2µε(v)n})Γ(t )+ (λΓu , v)Γ(t )
− (2µε(u)n , v)∂Ω− (u , 2µε(v)n)∂Ω+ (λ∂Ωu , v)∂Ω , (12)
b(t ,v, q)= b1(t ,v, q) or b(t ,v, q)= b2(t ,v, q) with
b1(t ,v, q)= (∇·v , q)Ω1(t )∪Ω2(t )− (v ·n , {q})Γ(t )− (v ·n , q)∂Ω , (13)
b2(t ,v, q)=−(v , ∇q)Ω1(t )∪Ω2(t )+ (q , 〈v ·n〉)Γ(t ) , (14)
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both forms are mathematically equivalent,
l (t ,v, q)= (f , v)Ω1(t )∪Ω2(t )+ (σκn , 〈v〉)Γ(t )−
(
g , 2µε(v)n
)
∂Ω+
(
λ∂Ωg , v
)
∂Ω−
(
g ·n , q)∂Ω , (15)
and
{ f }= k1 f1+k2 f2, 〈 f 〉 = k2 f1+k1 f2, (16)
where the weights k1 and k2 are real numbers satisfying k1+k2 = 1 and fi = f |Ωi .
We now derive the given variational formulation using a variant of Nitsche’s method [23]. For t ∈
I assume that (u, p) with p such that
(
µ−1p , 1
)
Ω1(t )∪Ω2(t ) = 0 is a sufficiently smooth solution to (1)-
(6) (other conditions than
(
µ−1q , 1
)
Ω1(t )∪Ω2(t ) = 0 can also be used to fix the constant in the pressure).
Multiply both sides of equation (1) with a smooth vector field v, integrate in each subdomain Ωi (t ),
i = 1,2 and apply integration by parts in the different subdomains, to arrive at(
ρ∂t u , v
)
Ω1(t )∪Ω2(t )+
(
ρ(u ·∇)u , v)Ω1(t )∪Ω2(t )+ (2µε(u) , ε(v))Ω1(t )∪Ω2(t )− (2µε(u)n , v)∂Ω
−(p , ∇·v)Ω1(t )∪Ω2(t )+ (p , n ·v)∂Ω−
∫
Γ(t )
((2µε(u)−pI)n)vds = ( f , v)Ω1(t )∪Ω2(t ) . (17)
We used the following partial integration rules(−∇· (2µε(u)) , v)Ωi = (2µε(u) , ε(v))Ωi − (2µε(u)ni , v)∂Ωi , (18)(∇p , v)Ωi =−(p , ∇·v)Ωi + (p , ni ·v)∂Ωi , (19)
where ni is the outward directed (with respect to Ωi ) unit normal to ∂Ωi . Note that with our definition
for n we have n=n1 and n2 =−n.
It can easily be checked that
 f g  = { f }g + f 〈g 〉, (20)
holds for the averaging operators in equation (16) since k1 + k2 = 1. Using equation (20) (with f =
(2µε(u)−pI)n and g = v), we can rewrite the last integral on the left hand side of equation (17) in terms
of the jump in normal stress and apply the interface condition (4):∫
Γ
((2µε(u)−pI)n)vds =
∫
Γ
{(2µε(u)−pI)n}vds+
∫
Γ
(2µε(u)−pI)n︸ ︷︷ ︸
σκn
〈v〉ds. (21)
Now multiplying equation (2) with a smooth function q and integrating in the different subdomains
we have (
ρ∂t u , v
)
Ω1(t )∪Ω2(t )+
(
ρ(u ·∇)u , v)Ω1(t )∪Ω2(t )+ (2µε(u) , ε(v))Ω1(t )∪Ω2(t )− (2µε(u)n , v)∂Ω
−(p , ∇·v)Ω1(t )∪Ω2(t )+ (p , n ·v)∂Ω− ({(2µε(u)−pI )n} , v)Γ(t )+ (∇·u, q)Ω1(t )∪Ω2(t ) =
=( f , v)Ω1(t )∪Ω2(t )+ (σκn , 〈v〉)Γ(t ) . (22)
From the interface condition (3) and the boundary condition (5), it follows that
−(u , {2µε(v)n})Γ(t ) = 0, (23)
−(u , 2µε(v)n)∂Ω+ (g , 2µε(v)n)∂Ω = 0, (24)(u , {−q I n})Γ(t ) = 0, (25)(
u , (−qI)n)∂Ω− (g , (−qI)n)∂Ω = 0, (26)
(λΓu , v)Γ(t ) = 0, (27)
(λ∂Ωu , v)∂Ω−
(
λ∂Ωg , v
)
∂Ω = 0, (28)
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for λΓ ∈ L∞(Γ) and λ∂Ω ∈ L∞(∂Ω). The last two terms are the Nitsche penalty terms. Adding these ex-
pressions into (22) yields the given weak formulation with b = b1. Starting from b1, integrating by parts
on each subdomain using equation (19), and equation (20) one obtains b2.
Remark 2.1. The signs in equation (23) and (24) were chosen to get a symmetric form a(t ,u,v) if the signs
are changed we instead obtain the nonsymmetric form
a(t ,u,v)= (2µε(u) , ε(v))Ω1(t )∪Ω2(t ) (29)
− ({2µε(u) ·n} , v)Γ(t )+ (u , {2µε(v) ·n})Γ(t )+ (λΓ(t )u , v)Γ(t ) (30)
− (2µε(u) ·n , v)∂Ω+ (u , 2µε(v) ·n)∂Ω+ (λ∂Ωu , v)∂Ω (31)
and
l (t ,v, q)= (f , v)Ω1(t )∪Ω2(t )+ (σκn , 〈v〉)Γ(t )+
(
g , 2µε(v)n
)
∂Ω+
(
λ∂Ωg , v
)
∂Ω−
(
g ·n , q)∂Ω . (32)
In [24] a finite element method based on the nonsymmetric version of Nitsche’s method is studied for lin-
ear elasticity and it is shown that the penalty term can be eliminated. However, as a consequence of the
nonsymmetric method the convergence order in the L2-error is often suboptimal, see [24] and references
therein.
Remark 2.2. In case the stationary Stokes equations are considered with a stationary interface the first
two terms in equation (11) vanish, the forms a, b, and l do not depend on time, and all integrals are
evaluated on stationary subdomainsΩi and Γ. The weak formulation reduces to the same formulation as
proposed in [14].
Remark 2.3. We emphasize that the second term in equation (15) contains the jump in normal stress
across the interface, see equation (21). Thus, if the interface condition (4) changes, the term (σκn , 〈v〉)Γ(t )
should be modified. This is the case if surfactants are present. In that case the surface tension coefficient σ
is not constant and the interface condition (4) changes to
(2µ(u)−pI)n =σκn−∇Γσ. (33)
Hence the second term in equation (15) would be (σκn−∇Γσ , 〈v〉)Γ(t ).
Remark 2.4. In case the boundary ∂Ω is split into subsets ∂ΩD and ∂ΩM where on ∂ΩD we have Dirichlet
boundary conditions on u and on ∂ΩM we have the mixed boundary conditions in equation (7), then the
forms a(t ,u,v) and l (t ,v, q) change to
a(t ,u,v)= (2µε(u) , ε(v))Ω1(t )∪Ω2(t )
− ({2µε(u)n} , v)Γ(t )− (u , {2µε(v)n})Γ(t )+ (λΓ(t )u , v)Γ(t )
− (2µε(u)n , v)∂ΩD − (u , 2µε(v)n)∂ΩD + (λ∂Ωu , v)∂ΩD
− (2µε(u)n , v ·n)∂ΩM − (u ·n , 2µε(v)n)∂ΩM + (λ∂Ωu ·n , v ·n)∂ΩM , (34)
and
l (t ,v, q)= (f , v)Ω1(t )∪Ω2(t )+ (σκn , 〈v〉)Γ(t )−
(
g , 2µε(v)n
)
∂ΩD
+ (λ∂Ωg , v)∂ΩD − (g ·n , q)∂ΩD∪∂ΩM
− (g ·n , 2µε(v)n)∂ΩM + (λ∂Ωg ·n , v ·n)∂ΩM . (35)
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Figure 2: Illustration of the sets introduced in Section 3.1. Left: a fixed background mesh of the computational domain Ω.
Right: the active mesh associated with the subdomain Ω1 and a time interval In = (tn , tn+1]. The two blue curves show the
position of the interface Γ(t ) at the endpoints t = tn and t = tn+1 of the time interval In . The shaded domain showsN nh,1 and
the elements of the active mesh. Edges inFnh,1 are marked with yellow thick lines.
.
3. A space-time cut finite element method based on quadrature in time
We will present a numerical method for the two-phase incompressible Navier–Stokes equations
based on the weak formulation we derived in the previous section.
3.1. Mesh
LetKh be a quasi-uniform partition of Ω into shape regular simplices of diameter h andKh/2 the
mesh obtained by refiningKh uniformly once. These meshes are time independent, we refer to them as
fixed background meshes, they are generated independently of the location of the interface Γ and thus
the interface may at any time cut through these meshes arbitrarily.
Let 0= t0 < t1 < ·· · < tN = T be a partition of I into steps In = (tn , tn+1] of length ∆tn = tn+1− tn , n =
0,1, . . . , N−1. For each time interval In and subdomainΩi we define a so called active mesh which is the
set of elements in the fixed background mesh that have a nonempty intersection with the subdomain
Ωi (t ) for any time t ∈ In . More precisely, we define
N nh,i =
⋃
t∈In
⋃
K∈Kh,i (t )
K , i = 1,2, (36)
Kh,i (t )=
{
K ∈Kh
∣∣ |Ω¯i (t )∩∂K | > 0} , (37)
(where | · | > 0 means a positive surface measure) and the active mesh K nh,i is the set of elements that
constitute the domainN nh,i . We also need the set of elements in the fixed background mesh that exhibit
a nonempty intersection with the interface for any time t ∈ In :
K nh,Γ =
{
K ∈Kh
∣∣ |K¯ ∩Γ(t )| > 0, t ∈ In} . (38)
Finally, we denote the set of faces inK nh,Γ which are shared by two elements in the active meshK
n
h,i by
Fnh,i . For an illustration, in two space dimensions, of the sets we introduced in this section see Fig. 2.
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Ω1(t ) • •|
Γ(tn) |
Γ(tn+1)• • •Ω2(t ) • •
K nh,1• • • •
N nh,1 • • •
K nh,2 • • • •
N nh,2 • • •
• •
•
•
ph,1 ∈Qnh,1 •
• •
• • • •
ph,2 ∈Qnh,2
• • •
Figure 3: Illustration of the active meshes and the pressure space associated with a time interval In in a one space dimensional
model. The interface evolves from Γ(tn ) to Γ(tn+1) during the time interval In .
3.2. Finite element spaces
We take the inf-sup stable P1-iso-P2/P1 linear element pair as in [14] but one may also choose other
element pairs, see e.g. [25]. Thus, on the fixed background meshKh we define
Qh =
{
qh ∈C 0(Ω)
∣∣∣ qh |K∈ P1(K ), ∀K ∈Kh , (µ−1qh , 1)Ω1(t )∪Ω2(t ) = 0} , (39)
the space of continuous piecewise linear functions with
(
µ−1qh , 1
)
Ω1(t )∪Ω2(t ) = 0, and on the fixed back-
ground meshKh/2 we let Vh/2 be the space of vector valued continuous piecewise linear functions.
On the space-time slab In ×N nh,i and In ×N nh/2,i we define the spaces
Qn,rh,i = Pr (In)⊗Qh |N nh,i i = 1,2 (40)
and
V n,rh/2,i = Pr (In)⊗Vh/2|N nh/2,i i = 1,2, (41)
respectively. Here Pr (In) is the space of polynomials of degree less or equal to r on the interval In . We
are now ready to define our pressure and velocity space:
Qn,rh =
{
qh = (qh,1, qh,2)
∣∣∣ qh,i ∈Qn,rh,i , i = 1,2} ,
V n,rh =
{
vh = (vh,1,vh,2)
∣∣∣ vh,i ∈V n,rh/2,i , i = 1,2} .
Note that functions in the pressure space Qn,rh and the velocity space V
n,r
h consist of pair of functions
associated to the two subdomains Ωi , i = 1,2 and are double valued on elements inK nh,Γ, since those
elements exist in both active meshesK nh,1 andK
n
h,2. Hence functions in the pressure space as well as
functions in the velocity space can be discontinuous at the interface Γ(t ) for t ∈ In . See Fig. 3 for an
illustration in one space dimension.
A function vh ∈V n,rh can be written in the following form
vh(t ,x)=
(
r∑
j=0
vh,1, j
(
t − tn
∆tn
) j
,
r∑
j=0
vh,2, j
(
t − tn
∆tn
) j)
,
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where t ∈ In and for each j
vh,i , j =
Ni∑
k=1
ξi ,k, jφk (x)|N nh,i , i = 1,2.
Here ξi ,k, j ∈ Rd are coefficients, Ni is the number of nodes in the active mesh K nh,i and φk (x) is the
standard nodal basis function associated with mesh vertex k. To obtain a second order accurate dis-
cretization in time we propose to let the trial and the test functions be piecewise linear in time, i.e. r = 1.
Note that we then for t ∈ In and uh and vh in V n,1h have
(
ρ∂t uh , vh
)
Ω1(t )∪Ω2(t ) =
1
∆tn
2∑
i=1
(
ρi uh,i ,1 , vh,i ,0
)
Ωi (t )
+ t − tn
(∆tn)2
2∑
i=1
(
ρi uh,i ,1 , vh,i ,1
)
Ωi (t )
. (42)
3.3. The finite element method
We propose the following variational formulation where space and time are treated similarly and
interface and boundary conditions are imposed weakly: for every time interval In given uh(t−n ,x) find
(uh , ph) ∈V n,rh ×Qnh such that
Anh (uh , ph ,vh , qh)+Snu(uh ,vh)+Snp (ph , qh)= Lnh(vh , qh) ∀(vh , qh) ∈V n,rh ×Q
n,r
h . (43)
Here
Anh (uh , ph ,vh , qh)=
∫
In
(
ρ∂t uh , vh
)
Ω1(t )∪Ω2(t ) dt +
∫
In
(
ρ(uh ·∇)uh , vh
)
Ω1(t )∪Ω2(t ) dt+
+
∫
In
a(t ,uh ,vh)−b(t ,vh , ph)+b(t ,uh , qh)dt +
(
ρuhtn , vh(t+n ,x)
)
Ω1(tn )∪Ω2(tn ) , (44)
uht =uh(t+,x)−uh(t−,x), t± := limε→0 t ±ε,
Lnh(vh , qh)=
∫
In
l (t ,vh , qh)dt ,
the forms a(t ,u,v), b(t ,v, p), and l (t ,v, q) are defined in equation (12)-(15). We state our choice for the
weights k1, k2 and the penalty parameters λΓ and λ∂Ω used in these forms in Section 3.3.2. Note that
via the last term in equation (44) and the known solution uh(t−n ,x) from the previous space-time slab we
weakly enforce continuity at time tn . Starting from the initial condition uh(t−0 ,x)=u0(x) inΩ1(t0)∪Ω2(t0)
we can solve the variational formulation (43) one space-time slab at a time.
The terms Snp (ph , qh) and S
n
u(uh ,vh) in equation (43) are appropriate stabilization terms. These sta-
bilization terms are used to 1) control the condition number of the resulting system matrix; 2) ensure
the inf-sup stability of the method; 3) allow us to directly approximate the space-time integrals in the
variational formulation using quadrature rules, see Section 3.3.1. We use
Snp (ph , qh)=
∫
In
sp (t , ph , qh)dt and S
n
u(uh ,vh)=
∫
In
su(t ,uh ,vh)dt ,
with
sp (t , ph , qh)=
2∑
i=1
∑
F∈Fnh,i
Cpµ
−1
i h
3 (nF ·∇ph,i F , nF ·∇qh,i F )F (45)
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and
su(t ,uh ,vh)=
d∑
l=1
2∑
i=1
∑
F∈Fnh,i
Cuµi h
(
nF ·∇ulh,i F , nF ·∇vlh,i F
)
F
. (46)
Here Cp and Cu are positive constants and vF denotes the jump of a function v at the face F and is
defined as vF = v+− v−, where v± = limt→0+ v(x∓ tnF ), x ∈ F , and nF is a fixed unit normal to F . We
usually choose the constants Cp and Cu in the interval
[
10−3,10−1
]
. Increasing the constants Cp and
Cu typically leads to a smaller condition number of the resulting linear system but larger error. The
specific form of the stabilization given in equation (45) and (46) is for functions that are continuous
and piecewise linear in space, for higher order elements in space one needs to include higher order
derivatives or consider other type of stabilization terms, see Remark 3.1. We also emphasize that for each
space-time slab the setFnh,i is fixed and does not depend on t , however the trial and the test functions
are time dependent.
Remark 3.1. Using the proposed discretization with r = 1 (functions are piecewise linear in time) and
provided that all space-time integrals can be approximated with at least second order accuracy we expect
to get an approximate velocity field uh(t ,x) which is second order accurate in both space and time. In
Section 5 we present how to obtain an accurate approximation of the surface tension force. If the regu-
larity of the problem allows, higher order accuracy than second order can be obtained with the presented
space-time cut finite element strategy. In that case the P1-iso-P2/P1 linear element pair has to be changed
to higher order elements, r should increase, all integrals in both space and time have to be accurately ap-
proximated, and the ghost penalty stabilization su and sp has to be updated. For example the following
ghost penalty stabilization can be used
su(t ,uh ,vh)=
d∑
l=1
2∑
i=1
∑
F∈Fnh,i
M∑
m=0
Cu,m(µi ,ρi )h
2m−1
(
DmnF ulh,i F , DmnF vlh,i F
)
F
, (47)
where DmnF vF denotes the jump in the normal derivative of order m across the face F and Cu,m(µi ,ρi ) is
a constant that may depend on µi , ρi , and the order m of the directional derivative. Here uh,i and vh,i are
piecewise polynomials of degree M in space. The stabilization sp should be updated similarly to include
higher order derivatives.
3.3.1. Quadrature in time
In the proposed space-time method as in [26, 21] we don’t explicitly construct the space-time do-
main in Rd+1. Due to the added stabilization all space-time integrals in the variational formulation (43)
can be approximated using quadrature rules, first in time and then in space. Thus, given an accurate
quadrature rule in the time interval In with Nm weights (ωnm) and quadrature points (t
n
m) the discrete
formulation is: given the solution uh(t−n ,x) from the previous space-time slab find (uh , ph) ∈V n,rh ×Q
n,r
h
10
such that
Nm∑
m=1
ωnm
((
ρ∂t uh , vh
)
Ω1(t nm )∪Ω2(t nm )+
(
ρ(uh ·∇)uh , vh
)
Ω1(t nm )∪Ω2(t nm )
)
+
+
Nm∑
m=1
ωnm a(t
n
m ,uh ,vh)−b(t nm ,vh , ph)+b(t nm ,uh , qh)+
(
ρuh(t
+
n ,x) , vh(t
+
n ,x)
)
Ω1(tn )∪Ω2(tn )
+
Nm∑
m=1
ωnm
(
sp (t
n
m , ph , qh)+ su(t nm ,uh ,vh)
)=
=
Nm∑
m=1
ωnml (t
n
m ,vh , qh)+
(
ρuh(t
−
n ,x) , vh(t
+
n ,x)
)
Ω1(tn )∪Ω2(tn ) (48)
for all (vh , qh) ∈V n,rh ×Q
n,r
h .
To have a second order accurate discretization in time we need r = 1 and a quadrature rule which is
at least second order, i.e. has a degree of precision of at least 1. Numerical examples in [26, 21] using r = 1
with both the trapezoidal rule and the Simpson’s rule show second order convergence. Note that these
quadrature rules, see Table (1), and in general closed Newton-Cotes formulas include the endpoints of
the time interval In and therefore some computations can be reused when passing from one space-time
slab to another. However, we emphasize that other accurate quadrature rules can also be used.
Nm quadrature points t nm quadrature weights ω
n
m degree of precision
2 t n1 = tn−1, t n2 = tn ωn1 =ωn2 = kn2 1
3 t n1 = tn−1, t n3 = tn , t n2 = tn−1+tn2 ωn1 =ωn3 = kn6 , ωn2 = 4kn6 3
Table 1: First row: Trapezoidal rule. Second row: Simpson’s rule.
Note that the stabilization terms are integrated on faces in Fnh,i , independent of time t ∈ In . Since
the trial and the test functions are both polynomials of degree r in time these stabilization terms are
polynomials of degree 2r in time and the integration in time over In can be done analytically. We find
the faces in the setFnh,i in the following way: 1) We find the position of the interfaceΓ(t ) and the domains
Ωi (t ) at the discrete time instances Tn = {tn , {t nm}Nmm=1, tn+1}. 2) We define an element K to be inK nh,Γ if
it is cut by the interface for some time t ∈ Tn or if there are two time instances tk ∈ Tn and tl ∈ Tn such
that K is inΩ1(tk ) but not inΩ1(tl ) (i.e. K ∈Ω2(tl )). If for example a signed distance function is available
at the time instances t ∈ Tn this information can be determined from the sign of that function. All faces
in K nh,Γ except those that are in Ω2(t ) for all t ∈ Tn are in Fnh,1 and are stabilized. Faces in Fnh,2 are
defined similarly. In step 1 note that, from the previous space-time slab, we already know the position
of the interface and the subdomains at time t = tn . Therefore for each In we find the interface and the
subdomains at Nm − 1 time instances, if the quadrature rule does include the endpoints tn and tn+1,
otherwise at Nm +1 points. For example using the trapezoidal rule we have to find the interface at one
time instance t = tn+1 in each interval In while if we use the Simpson’s rule we find the interface at two
time instances tn+1/2 and tn+1 in each interval In .
Remark 3.2. Letting the trial and the test functions be piecewise constant in time, i.e. choosing r = 0, one
can obtain a scheme that corresponds to using backward Euler for the time discretization and CutFEM in
space. Take r = 0 in equation (40) and (41). The term ∂t uh vanishes. Let (un−1h , pn−1h ) denote the solution
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(uh(t ,x), ph(t ,x)) from the previous space-time slab, which is constant in time for t ∈ In−1 and let (unh , pnh )
be the solution on the current space-time slab, i.e. t ∈ In , we have that the last term in equation (44) is(
ρuhtn , vh(t+n ,x)
)
Ω1(tn )∪Ω2(tn ) =
(
ρ
(
unh (x)−un−1h (x)
)
, vh(x)
)
Ω1(tn )∪Ω2(tn ) . (49)
If we in equation (48) now use a quadrature rule in the time interval In defined by Nm = 1, weight ωn1 =
∆tn , and quadrature point t n1 = tn we have the discrete formulation: given un−1h find (unh , pnh ) ∈V n,0h ×Q
n,0
h
such that (
ρunh (x) , vh(x)
)
Ω1(tn )∪Ω2(tn )+∆tn
(
ρ(unh ·∇)unh , vh
)
Ω1(tn )∪Ω2(tn )+
+∆tn a(tn ,unh ,vh)−∆tnb(tn ,vh , pnh )+∆tnb(tn ,unh , qh)+
+∆tn sp (tn , pnh , qh)+∆tn su(tn ,unh ,vh)=
=∆tnl (tn ,vh , qh)+
(
ρun−1h (x) , vh(x)
)
Ω1(tn )∪Ω2(tn ) (50)
for all (vh , qh) ∈V n,0h ×Q
n,0
h . This is the same discrete formulation one would obtain using backward Euler
for the time discretization and a CutFEM in space.
Remark 3.3. All computations, including the construction of the interface Γ(t ) and the subdomainsΩ1(t )
and Ω2(t ) are only done at discrete time instances. We never explicitly construct the space-time domain
in Rd+1. Given a method for representing and evolving the interface it is straightforward to implement
the proposed space-time CutFEM from a stationary CutFEM. For space-time methods which are built on
explicitly constructing the space-time domain see e.g. [27].
3.3.2. The weights and the penalty parameters
There are several choices for the weights k1 and k2 in the averaging operators (16) and for the penalty
parameters λΓ and λ∂Ω in the Nitsche penalty terms, see e.g. [28, 29, 18, 14]. However, the weights
should be chosen so that k1+k2 = 1. The penalty parameters are as Cp /h, where Cp is a sufficiently large
constant. In [14], based on the analysis, we suggested to choose these parameters locally as
k1|K=
µ2α1,K
µ1α2,K +µ2α1,K
, k2|K=
µ1α2,K
µ1α2,K +µ2α1,K
, (51)
and
λΓ(t )|K= {µ}
hK
(
D+C γK
αK
)
, (52)
where K is an element cut by the interface with |K ∩Ωi (t )| = αi ,K hdK , αK = α1,K +α2,K , and |K ∩Γ(t )| =
γK hd−1K . Here C > 1 and D > 0 are constants. For an element K on the boundary we defined
λ∂Ω|K∩Ωi=
µi
hK
(
G+H γ∂Ω,K
αK
)
with |K ∩ ∂Ω| = γ∂Ω,K hd−1K , and G > 0, H > 0 sufficiently large [14]. Under the assumption that the
interface does not cut the boundary of the domain Ω the stabilization term su could with this choice
of parameters be chosen weaker (an h3 scaling in (46)) and coercivity of a(·, ·) would still be ensured,
see Remark 1 in [14]. With this choice of parameters the size of the penalty parameters are minimized.
However, if the stabilization term su is chosen as in (46) (with an h1 scaling) the weights do not need to
include the scaling with the relative area/volume of each subdomain, αi ,K , and can be chosen as
k1 = µ2
µ1+µ2
, k2 = µ1
µ1+µ2
. (53)
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Another choice taking into account high contrasts in both viscosity and the density (for ρi > 0) is thus
k1 = µ2/ρ2
µ1/ρ1+µ2/ρ2
, k2 = µ1/ρ1
µ1/ρ1+µ2/ρ2
. (54)
Note that in all cases k1+k2 = 1.
4. The representation and evolution of the interface
In this work we use the level set method [30, 31] to represent and evolve the interface. However,
we emphasize that the finite element method presented in the previous section is independent of the
numerical technique used for representing and evolving the interface and other methods such as e.g. a
front-tracking method [32] can also be used.
Let φ(t ,x) : I ×Rd → R be the signed distance function with positive sign in Ω2(t ), the subdomain
enclosed by the interface. The zero level set of this function represents the interface Γ(t ). The unit
normal is defined as n(t ,x) =∇φ(t ,x) for x ∈ Γ(t ). Given a vector field β ∈ Rd and t ∈ I , the evolution of
the interface Γ(t ) is governed by the following partial differential equation
∂tφ+β ·∇φ= 0 inΩ (55)
with initial condition φ(0,x)=φ0(x) given by the initial configuration of Γ.
Denote by Wh/2,q the space of continuous piecewise polynomials of degree less than or equal to
q ≥ 1 defined on the fixed background meshKh/2. We denote by φh,q an approximation of the level set
function in Wh/2,q . The continuous piecewise linear approximation of φ onKh/2 is
φh,1 = I 1hφh,q ∈Wh/2,1, (56)
where I 1h is the nodal interpolation operator on Wh/2,1.
We discretize (55) using the Crank-Nicolson scheme and quadratic elements in space with a stream-
line diffusion stabilization: given φk−1h,2 ∈Wh/2,2 find φkh,2 ∈Wh/2,2, such that(
φkh,2
∆tk
+ 1
2
βk ·∇φkh,2 , v
)
Ω1(t )∪Ω2(t )
+
(
φkh,2
∆tk
+ 1
2
βk ·∇φkh,2 , τSDβk ·∇v
)
Ω1(t )∪Ω2(t )
=
(
φk−1h,2
∆tk
− 1
2
βk−1 ·∇φk−1h,2 , v
)
Ω1(t )∪Ω2(t )
+
(
φk−1h,2
∆tk
φk−1h,2 −
1
2
βk−1 ·∇φk−1h,2 , τSDβk ·∇v
)
Ω1(t )∪Ω2(t )
(57)
for all v ∈Wh/2,2 and where τSD = 2
(
∆t−2k +|β|2h−2
)− 12 is the streamline diffusion parameter. Note that
φkh,2 is a piecewise quadratic approximation of the signed distance function on the refined meshKh/2
at time instance tk . The time instances we use here are associated to the quadrature points used in time
to approximate the space-time integrals in the proposed finite element method, see Section 3.3.1. For
example if the trapezoidal rule is used the points tk are exactly the endpoints of the time intervals In
and ∆tk = ∆tn . However, if Simpson’s rule is used ∆tk = 1/2∆tn and {tk } include the endpoints and the
midpoints of each interval In .
We take β to be the fluid velocity, i.e. β = uh . Note that the integrals in (57) are split into integrals
over the subdomains and that uh =uh,i in subdomainΩi , see the previous section.
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In order to maintain a signed distance function we discretize the following reinitialization equation
∂tˆ φˆ= sign
(
φkh
)
(1−|∇φˆ|), (58)
φˆ|tˆ=0=φkh ,
as proposed in [33]. The steady state solution of this problem yields a signed distance function but in
practice, only a few steps are needed in order to obtain a signed distance function in a neighborhood
around the interface.
To evaluate the integrals in the variational formulation presented in Section 3 we find the interface
explicitly as the zero level set of the piecewise linear approximationφkh,1 of the signed distance function,
i.e. We find Γh,1(tk ) =
{
x ∈Ω
∣∣∣φkh,1(x)= 0} with φh,1 as in (56) and q = 2. Note that Γh,1(tk ) is planar on
each element inKh/2 which is cut by Γh,1(tk ) and in three space dimensions it consists of triangles and
quadrilaterals which can be subdivided into triangles. Thus, almost all the integrals in the proposed
variational formulation can easily be computed with second order accuracy, see also [34]. The surface
tension force, is the only term in our weak formulation that we need a special treatment for in order to
compute it with second order accuracy. We treat the approximation of this term in the next section.
5. Surface tension force
Recall the weak formulation from Section 3.3, due to the normal stress jump condition, we have the
following term
(σκn , 〈vh〉)Γ(t ) , vh ∈V n,rh (59)
in the form l , see equation (15). We now present a numerical technique for computing a second order
accurate (in the L2-norm) mean curvature vectorH = κn to be used in the term (59).
First note that for t ∈ I , the mean curvature vectorH : Γ(t )→ Rd satisfies the following weak prob-
lem: findH ∈ [H 1(Γ(t ))]d such that
(H , w)Γ(t ) = (∇ΓxΓ , ∇Γw)Γ(t ) , ∀w ∈ [H 1(Γ(t ))]d . (60)
Here, xΓ : Γ 3 x 7→ x ∈Rd is the coordinate map,∇Γ is the tangential gradient which we define as∇Γ = PΓ∇,
with PΓ = I−n⊗n, and ∇Γw=w⊗∇Γ for a vector valued function w. Note that to arrive at equation (60)
the definition of the mean curvature vector in terms of the Laplace-Beltrami operator was used together
with integration by parts [35]. In several works see e.g. [36, 37, 9] the following form
(σκn , vh)Γ(t ) = (σ∇ΓxΓ , ∇Γvh)Γ(t ) , vh ∈V n,rh (61)
is used in the discretization of the surface tension force and in this way the order of differentiation asso-
ciated with the curvature is reduced.
In this work, we propose to first compute a mean curvature vectorHh based on the discrete Laplace-
Beltrami operator and stabilization of the L2 projection involved. Then use this stabilized mean curva-
ture vector in the term (59) as an approximation to κn. In [19] we proposed a finite element formulation
for computing such a stabilized mean curvature vector from piecewise linear approximations of smooth
surfaces and proved thatHh would be a first order accurate approximation of the mean curvature vec-
tor in L2. Note that in general no order of convergence in L2 can be expected when computing a discrete
mean curvature vector from a piecewise linear approximation of the interface. We now use the idea in
[19] to stabilize the L2 projection and present a method for finding a qth order accurate approximation
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Figure 4: Illustration of the active mesh Kh,q,Γ and the set Fh,q,Γ. At a time t ∈ I , the shaded domain Nh,q,Γ(t ) consist of
elements inKh,q,Γ(t ) and the marked yellow edges show edges inFh,q,Γ(t ).
.
in L2 of the mean curvature vector and consequently the surface tension force given an approximation
of the interface as a piecewise polynomial surface of order q .
For t ∈ I , let Γh,q (t ) be a piecewise polynomial surface of order q ≥ 1 which is a (q+1)th-order accu-
rate approximation of the interface Γ(t ). Let Wh,m be the space of continuous piecewise polynomials of
degree less than or equal to m > 0 defined on the fixed background meshKh/2. OnKh/2 we define the
active mesh and the corresponding domain
Kh,q,Γ(t )=
{
K ∈Kh/2
∣∣ |K¯ ∩Γh,q (t )| > 0} ,
Nh,q,Γ(t )=
⋃
K∈Kh,q,Γ(t )
K . (62)
We now define the space Wh,m,q (t ) = Wh,m |Nh,q,Γ(t ). Denote by Fh,q,Γ(t ) the set consisting of internal
faces (faces with two neighbors) in the active mesh, i.e. the set of all faces that are cut by the surface
Γh,q (t ). See Fig. 4 for an illustration of these sets in two space dimensions at some time t . We define the
following problem for the stabilized discrete mean curvature vectorHh : findHh ∈ [Wh,m,q ]d such that
(Hh , wh)Γh,q +Sh(Hh ,wh)=
(∇Γh,q xΓh,q , ∇Γh,q wh)Γh,q , ∀wh ∈ [Wh,m,q ]d (63)
Here xΓh,q : Γh,q 3 x 7→ x ∈Rd is the discrete coordinate map,∇Γh,q = PΓh,q∇, is the tangential gradient with
PΓh,q = I−nh,q ⊗nh,q and nh,q a qth-order accurate approximation of the interface normal n, and Sh is
an appropriate stabilization term. Note that ∇Γh,q xΓh,q = PΓh,q . We propose to choose
m = q. (64)
Without the stabilization Sh in equation (63) one expects a convergence of order q − 1 in L2 but with
an appropriate stabilization term numerical experiments show convergence of order q in L2, see Fig. 5.
Here we use the stabilization proposed in [21, 38]
Sh(Hh ,wh)=
m∑
j=1
(
cF, j h
2 j−2
(
D jnFHhF , D
j
nF whF
)
Fh,q,Γ
+ cΓ, j h2 j−2
(
D jnh,qHh , D
j
nh,q wh
)
Γh,q
)
, (65)
where cF, j and cΓ, j are positive constants and D
j
n denotes the j th order directional derivative in the
direction of n. This stabilization provides control of the condition number both when linear as well as
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higher order elements are used [38] and improves the accuracy of the computed mean curvature vector.
We emphasize that everything could also have been defined on the background meshKh .
If the interface Γh,q (t ) is explicitly given standard quadrature rules can be used to compute the in-
tegrals in (63) and thus it is obvious how to compute all the integrals with high accuracy. However, in a
level set method the piecewise polynomial surface Γh,q (t ) is implicitly defined as the zero level set of the
level set function φh,q ∈Wh/2,q . Several strategies for obtaining high order approximations of integrals
on implicitly defined domains exist, see e.g. [39, 40, 41, 22]. We use the strategy in [22] to accurately
compute the integrals in (63). This strategy which we describe in the next section, avoids integration on
Γh,q by a transformation of integrals on Γh,q to integrals on the piecewise linear approximation Γh,1.
5.1. Integration on implicitly defined interfaces
We have that Γh,q (t ) is implicitly defined as the zero level set of the level set function φh,q ∈Wh/2,q
and q ≥ 1. Following [22] we introduce a transformation θh ∈ [Wh,q,Γ]d of the underlying mesh, which
maps the piecewise linear representation of the interface onto the zero level set of a high order approx-
imation of the level set function, i.e. Γh,q = θh(Γh,1). Using this transformation we define the space
Wˆh,m,1 =Wh,m,1 ◦θ−1h and transform the weak formulation in equation (63) to: findHh ∈ [Wˆh,m,1]d such
that
(Hh , wh)Γh,q +Sh(Hh ,wh)=
(∇Γh,q xΓh,q , ∇Γh,q wh)Γh,q ∀wh ∈ [Wˆh,m,1]d . (66)
With this mapping, numerical integration on the implicitly defined surface Γh,q can be implemented
in the following way
(Hh , wh)Γh,q =
∫
Γh,1
Hh(θh(x)) ·w(θh(x))|det(Dθh(x))|dsh =
∫
Γh,1
H˜h · w˜|det(Dθh(x))|dsh
and (∇Γh,q xΓh,q , ∇Γh,q wh)Γh,q =
∫
Γh,1
PΓh,q (θh(x)) : PΓh,q (θh(x))Dθ
−T
h ∇w˜|det(Dθh(x))| · ‖N‖dsh .
Here, H˜h =Hh(θh(x)) ∈ [Wh,m,1]d , w˜=w(θh(x)) ∈ [Wh,m,1]d , PΓh,q (θh(x))= I− n˜⊗ n˜ with n˜=N/‖N‖, N=
(Dθh)
−T nh,1, and nh,1 = ∇φh,1/
∥∥∇φh,1∥∥. The stabilization term is transformed in the same way. Thus,
all integrals are computed on the piecewise planar surface Γh,1 which is the zero level set of φh,1 defined
as in (56). See also [42] where the mapping introduced in [22] and its implementation is discussed.
Given φ = x20.64 + y2− 0.25 we compute the stabilized discrete mean curvature vector following the
proposed strategy. The computational domain is taken to be Ω = [−1.2,1.2]× [−1.2,1.2] and on this
domain we generate a background mesh with an initial mesh size of h = 2.410 . At every refinement the
mesh parameter h is halved. We see in Fig. 5 that we obtain qth-order accurate approximations to κn in
L2 with m = q .
In the numerical examples in the next section we use q = 2 and m = 2 and expect to have a second
order accurate surface tension force.
6. Numerical examples
We consider three numerical examples. In the examples in two space dimensions we use piecewise
linear elements in time, i.e. r = 1 while in three space dimensions we use piecewise constant functions
in time, i.e. r = 0. Note that using r = 0 is equivalent to using the backward Euler method for the time
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Figure 5: The convergence of the discrete mean curvature vectorHh towards He = κn in L2 using the proposed stabilized finite
element method. The level set function φ= x20.64 + y2−0.25. m is the degree of the polynomials in the approximation space of
Hh and q is the degree of the polynomials in the approximation space of φh,q .
discretization, see Remark 3.1. For the benchmark problems in two space dimensions we studied both
the trapezoidal rule and the Simpson’s quadrature rule in time. Both quadrature rules give similar re-
sults, therefore we only show the results using one of them. The results shown in the figures are with
Simpson’s quadrature rule. The stabilization parameters are Cp = 10−1 and Cu = 10−2. For the surface
tension force we use q = 2, m = 2, and cF, j = cΓ, j = 10−2 and expect to obtain a second order accurate
approximation. We use b = b2 in the discrete formulation (48) since although the form b1 in equation
(13) is mathematically equivalent to the form b2 in equation (14) we get lower spurious velocities with
the form b2, see Remark 5.1 in [14].
6.1. Bubble in a pure straining flow
We consider the example from [43], section 5.2. We simulate the evolution of a bubble placed in a
two dimensional slow viscous flow where inertial effects are negligible, f= 0, but surface tension forces
are important. Initially the bubble is a circle and
u(0,x)= (Qx,−Q y),
where Q is the rate of shear. The bubble will evolve towards a stable steady state solution for Q such
that 0<Q <Qc , where Qc is the critical value of the rate of shear. The steady state solution in an infinite
domain was first derived in [44].
For the computations we use a bounded domainΩ= [−L,L]×[−L,L] with L > 0 and we prescribe the
following Dirichlet boundary conditions,
u(t ,x)= (Qx,−Q y) ∀x ∈ ∂Ω , ∀t > 0.
The initial interface is a circle of radius r0 = 0.5 centered in (0,0). In order to measure the deformation
of the bubble we use the deformation parameter
D = Rmax−Rmin
Rmax+Rmin
, (67)
with Rmin and Rmax the minimum and the maximum distance of a point on the interface to the center
of the bubble. The steady state solution for an unbounded domain can be explicitly computed through
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the following formula
Qa−2I0b = 0
where a and b are real numbers describing the shape of the bubble at the steady state and I0 is explicitly
known and depends only on a and b, see [43].
(a) t = 0 (b) t = 0.5
(c) t = 1 (d) t = 1.6
Figure 6: Computed velocity fields at different times for a rate of shear Q = 0.2 using a computational domain with L = 2 and
the proposed CutFEM. The mesh size is h = 1/40 and the time step size is ∆t = h/4. The color bar shows the magnitude of the
velocity field.
In Fig. 6 we show the computed bubble and the velocity field, using the proposed CutFEM, at dif-
ferent time instances and with Q = 0.2. One can see that at the interface the velocity field becomes
tangential to the interface and the shape of the bubble stops to change. For five different values of Q we
show the deformation of the bubble using the proposed CutFEM and the analytical solution in Fig. 7.
The shown results are for when the normal velocity is less than 1×10−5. We see good agreement between
our numerical results and the analytical solution. Since our computations are done on a bounded com-
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putational domain the obtained steady state solution is affected by the boundary. In Fig. 8, we show the
computed solution for different values of L and we see that the solution comes closer to the analytical
solution as the size of the computational domain increases.
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Figure 7: Exact (black dashed line) and the computed (red stars) deformation parameter D as a function of the rate of shear
Q. The computed deformation is shown for when the normal velocity is less than 1×10−5. The computation has been done
using the proposed CutFEM in a computational domain with size L = 4. The mesh size is h = L/120 and the time step size is
∆t = h/4.
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Figure 8: The exact solution in black and the computed solution using different sizes for the computational domain Ω =
[−L,L]× [−L,L]. Blue: L = 2. Red: L = 4. Green: L = 6. The mesh size is h = 0.1.
6.2. Rising bubble in 2D
We now consider the benchmark test cases from [45]. A two-dimensional bubble rising in a liquid
column due to gravity i.e., f = ρ(0,0.98). The computational domain in space is [0,1]× [0,2] and the
bubble is initially a circle centered at (0.5,0.5) with radius r0 = 0.25. The no-slip boundary condition,
u= 0, is imposed on the horizontal walls and the free slip condition, u ·n= 0 , τ ·2ε(u)n= 0, is imposed
on the vertical walls. For an illustration of the initial configuration see Fig. 9. For the implementation of
these boundary conditions in the proposed CutFEM see Remark 2.4 with g= 0. Two different test cases,
with the physical parameters set as in Table 2, are considered.
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Ω1
µ1 ,ρ1
Ω2
µ2 ,ρ2
u= 0
u ·n= 0
τ ·ε(u) ·n= 0
1
2
0.5
f
Figure 9: Initial configuration
Test case ρ1 ρ2 µ1 µ2 σ
1 1000 100 10 1 24.5
2 1000 1 10 0.1 1.96
Table 2: Parameters used in the two benchmark test cases.
To verify the accuracy of the proposed method we track the evolution of the bubble until time T = 3,
measure three benchmark quantities, defined below, and compare our results with results reported in
[45] by three other groups. See Table 3 and [45] for more details about the methods used by the different
groups. As in [45] we use the following benchmark quantities:
• Center of mass
Xc = (x1c , x2c )=
∫
Ω2
xdx∫
Ω2
1dx
.
Here, the second component x2c is of interest.
• Circularity
c = Pa
Pb
,
where Pa is the perimeter of the circle which has an area equal to that of the bubble with perimeter
Pb .
• Rise velocity
Uc = (u1c ,u2c )=
∫
Ω2
udx∫
Ω2
1dx
.
Here, we use the velocity component u2c which is in the direction opposite to the gravitational
vector f.
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In order to measure the error in those quantities, the following relative error norms are used
l1 norm - ‖e‖1 =
∑N T S
t=1 |ωt ,ref−ωt |∑N T S
t=1 |ωt ,ref|
, (68)
l2 norm - ‖e‖2 =
(∑N T S
t=1 |ωt ,ref−ωt |2∑N T S
t=1 |ωt ,ref|2
) 1
2
, (69)
l∞ norm - ‖e‖∞ =
maxt |ωt ,ref−ωt |
maxt |ωt ,ref|
, (70)
where ωt denote the benchmark quantity at time instance t . The reference solution ωt ,ref is the solution
at time instance t computed on the finest grid and NTS is the number of time steps. The time step size
was chosen equal to ∆t = h/4.
Group Method Interface Time discretization
1 : TP2D Unfitted FEM, Q˜1Q0 Level-setQ1 Fractional stepΘ scheme
2 : FreeLIFE Unfitted FEM, P1− iso−P2/P1 Level-set P1 BDF2
3 : MooNMD Fitted FEM, P2 enriched with
cubic polynomials- discontinu-
ous P1
Lagrangian markers Second order fractional
stepΘ scheme[46]
Table 3: The different groups from [45] and the different computational techniques that are used.
6.2.1. Benchmark test case 1
We first look at the bubble shape obtained at the final time t = 3. In Fig. 10 (left panel) we see that
the solution on the coarse mesh, h = 1/40, and the solution on the finest mesh, h = 1/160, are not dis-
tinguishable. Moreover, we show a close up of the bubble shape on our finest grid and the solution of
group 1 on the same grid. Again no difference between the two shapes are visible.
0.2 0.3 0.4 0.5 0.6 0.7 0.8
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1
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1.2
1.3
0.65 0.7 0.75 0.8 0.85 0.9
0.95
1
1.05
1.1
Figure 10: Left panel: The shape of the bubble at time t = 3 obtained using the proposed CutFEM. The shape of the bubble on
the course mesh, h = 140 , (black dots) is compared with the shape obtained on the finest mesh, h = 1160 , (red line). Right panel:
comparison of the shape of the bubble computed on our finest mesh (red line) with the shape obtained by group 1 in [45] for
the same mesh size (black dots).
In Fig. 11, 12, and 13 we show the evolution of the three benchmark quantities. We observe good agree-
ment with the groups from [45]. When zooming in on the different parts where we see some differences,
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we see that our results is closest to MooNMD (group 3). Note that in MooNMD the mesh is conformed
to the evolving interface and thus a re-meshing process is used. In Fig. 14 we show the convergence of
0 0.5 1 1.5 2 2.5 3 3.5
0.6
0.8
1
t
x
2 c
TP2D
FreeLIFE
MooNMD
CutFEM
2.980 2.985 2.990 2.995 3.000
1.076
1.078
1.080
1.082
t
TP2D
FreeLIFE
MooNMD
CutFEM
Figure 11: Center of mass as a function of time. Left panel: the center of mass obtained by the proposed CutFEM compared
with the results of the three groups in [45]. Right panel: close-up of the center of mass around the final time.
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Figure 12: Rise velocity as a function of time. Left panel: rise velocity obtained by the proposed CutFEM compared with the
results of the three groups in [45]. Right panel: close-up of the rise velocity where the rise velocity is maximal.
the benchmark quantities in the different norms defined in (68)-(70). We see that for the coarse mesh
the convergence order is slower than 2 but the convergence order increases when the mesh is refined
and one can see that it is around 2 in all three norms.
Finally, we show the discontinuous pressure at time t = 1.5 on the course mesh, i.e. h = 1/40, in
Fig. 15. We see that the proposed CutFEM can capture discontinuities without aligning the mesh to the
interface.
6.2.2. Benchmark test case 2
In this test case, the low surface tension causes the bubble to deform, and the development leads to
filaments and/or breaks up. One can see this behavior in Fig. 16 and 17. The evolution of the different
benchmark quantities are shown in Fig. 18. We observe that the rise velocity obtained by TP2D is higher
than what we and the other groups obtain. However, this difference vanishes when the mesh is refined
and for 1/h = 640 group 1 also obtains similar rise velocity curves. Before the point of break up the
computed circularity obtained by the different methods are similar. The proposed method as well as the
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Figure 13: Circularity as a function of time. Bellow: Close up of the circularity, (a) at the initial time, (b) where the deformation
of the bubble is maximal, and (c) around the final time.
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Figure 14: Convergence of the benchmark quantities, the rise velocity, center of mass, and circularity, in the norms, l∞ (o), l2
(+), and l1 (ä). The dashed line is proportional to h and the dash-dotted line is proportional to h2.
method by group 1 end up with small satellites and break up after a while. We believe that the break up
is caused by the numerical method we use for representing and evolving the interface and is due to the
difficulty to correctly resolve the thin long filaments.
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Figure 15: The discontinuous pressure at t = 1.5 obtained using the proposed CutFEM. The mesh size is h = 1/40 and the time
step size is ∆t = h/4.
(a) t = 0 (b) t = 1 (c) t = 2 (d) t = 3
Figure 16: Bubble at different time instances. The mesh size is h = 1/80 and the time step size is ∆t = h/4.
6.3. Rising bubble in 3D
In this three-dimensional example we simulate a gas bubble rising in a liquid. We consider different
cases where we vary the fluid viscosities and the surface tension coefficient, see Table 4.
The computational domain in space is [−0.5, 1.5]×[−0.5, 1.5]×[0, 2], the interface is initially a sphere
of radius r0 = 0.25 centered in (0.5,0.5,0.5). We use no-slip boundary condition on the horizontal walls
and the free slip boundary condition is applied on vertical walls.
All the computations have been done on a grid of 40× 40× 80 points and using a time step size ∆t =
2.5× 10−2. In Fig. 19 we show the shape of the gas bubble at time t = 1.5 for the different parameters
in Table 4. We track the evolution of the bubble until time T = 3 and evaluate the final shape of the
bubble obtained by the proposed CutFEM with the diagram of Grace [47], which classifies the shapes
of bubbles in quiescent viscous liquids. The governing dimensionless numbers are the Morton number
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Figure 17: Comparison of the shape of the bubble obtained, on the finest meshes, by CutFEM (black), TP2D (red), MooNMD
(blue), and FreeLIFE (green).
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Figure 18: Center of mass, rise velocity, and circularity as a function of time. Results obtained with the proposed CutFEM are
compared with the results of the three groups in [45].
(M), the Eotvos number (Eo) and the Reynolds number (Re) given by
M = gµ
4
l
ρlσ3
, Eo = g∆ρd
2
e
σ
, Re = ρl v∞db
µl
,
where the subscript l is used for the liquid parameters, de is the diameter of a sphere with the same
volume as the bubble, db is the diameter of the bubble, and v∞ is the terminal rise velocity defined as
in Section 6.2. We compute the terminal rise velocity and thus the Reynolds number and present our
results in Table 5. We compare our results with the Reynolds number measured in [47] but also with two
other simulations, the level set/ghost fluid method in [48] and the volume of fluid method in [49]. We
observe that even on a coarse mesh and with a large time step size, we obtain small differences between
25
Shape ρl ρg µl µg σ
Spherical 1000 10 62 0.62 245
Ellipsoidal 1000 10 35 0.35 24.5
Skirted 1000 10 11 0.11 2.45
Table 4: Parameters of the different cases.
(a) Spherical shape (b) Ellipsoidal shape (c) Skirted shape
Figure 19: Different shapes obtained at time t = 1.5 using the different parameters in Table 4
our computed Reynolds numbers and the Reynolds numbers measured by Grace. We use for example
∆t = ∆x2 while in [48] ∆t/∆x is 1.6 ·10−4 in the spherical and ellipsoidal case and 1.6 ·10−3 in the skirted
case.
Shape M Eo ReGrace ReCutFEM Re1 Re2
Spherical 1×10−3 1 1.7 1.77 1.73 1.6
Ellipsoidal 0.1 10 4.6 4.63 4.57 4.3
Skirted 1 100 20.0 19.8 19.21 18
Table 5: The dimensionless numbers for the different cases and comparison of the terminal computed Reynolds number from
CutFEM (ReCutFEM), the terminal Reynolds number computed in [48] (Re1), the terminal Reynolds number computed in [49]
(Re2), and the Reynolds number measured by Grace [47] (ReGrace).
7. Conclusion
We have presented a space-time cut finite element method which is able to accurately capture both
the strong discontinuity in the pressure and the weak discontinuity in the velocity field across moving
interfaces separating immiscible fluids, without conforming the mesh to these interfaces. We have also
proposed a new high order accurate finite element method for computing the mean curvature vector
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and consequently the surface tension force. Numerical experiments show that by stabilizing the L2 pro-
jection we can compute a stabilized mean curvature vector based on the Laplace-Beltrami operator with
improved accuracy compared to not stabilizing. The presented space-time method has also a conve-
nient implementation as it does not reconstruct the space-time domain but rather directly uses quadra-
ture rules to approximate the space-time integrals in the variational formulation. The time discretization
in the proposed method is closely related to implicit finite difference methods and we showed that the
backward Euler method can be obtained by using piecewise constant functions in time. In this paper
we have presented a method which yields a second order accurate velocity approximation. However, are
aim has also been to present a strategy which can be extended to yield higher order approximations if
the regularity of the problem allows.
In this work we combined the presented CutFEM with a level set method for the representation
and evolution of the interface and the reason was the ease extension of the method from two space-
dimensions to three space-dimensions. However, we could also use other numerical representation
techniques and in some cases an explicit representation of the interface may be beneficial due to a more
accurate approximation of the interface.
In future work, we aim at combining the method presented here with the method in [20, 21] to also
allow for surfactants.
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