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a b s t r a c t
This paper is concerned with the numerical solution of stochastic delay differential
equations. The focus is on the delay-dependent stability of numerical methods for a linear
scalar test equation with real coefficients. By using the so-called root locus technique, the
full asymptotic stability region in mean square of stochastic theta methods is obtained,
which is characterized by a sufficient and necessary condition in terms of the drift
and diffusion coefficients as well as time stepsize and method parameter theta. Then,
this condition is compared with the analytical stability condition. It is proved that the
Backward Euler method completely preserves the asymptotic mean square stability of
the underlying system and the Euler–Maruyama method preserves the instability of the
system. Our investigation also shows that not all theta methods with θ ≥ 12 preserve
this delay-dependent stability. Some numerical examples are presented to confirm the
theoretical results.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Stochastic delay differential equations (SDDEs), which originated with Itô and Nisio in the 1960s [1], are a generalization
of stochastic differential equations (SDEs). By taking delay effects into account, they are usually more consistent with the
real-world phenomena. Such equations are systematically treated in [2,3]. Although the numerical analysis of SDEs without
delays has received attention for several decades (see, e.g., [4–11] and the extensive bibliography therein), the numerical
analysis of SDDEs only recently attracted attention. For example, Küchler and Platen [12] derived strong discrete time
approximations of SDDEs by expressing an SDDEas a sequence of SDEs on consecutive time intervals. Baker andBuckwar [13]
gave a detailed convergence analysis for explicit one-step methods. Also, a scalar test equation has been introduced and a
number of numerical stability results have been derived under a sufficient condition for asymptotic mean square stability
of the trivial solution of the test equation (see, e.g., [14,15]). Recently, Wu et al. [16] studied the almost sure exponential
stability of numericalmethods for a class of nonlinear SDDEs. Bradul and Shaikhet [17] investigated analytical and numerical
mean-square stability of Nicholson’s blowflies equationwith stochastic perturbations. Shaikhet and Roberts [18] considered
the stability of the Euler–Maruyama method for linear stochastic Volterra integro-differential equations.
Although many interesting results have been obtained in this field, some simple questions seem still to be open. For
example,
(1) what is the full (delay-dependent) stability region of a numerical method?
(2) what is the relationship between full analytical and numerical stability regions?
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For SDEs without delays, these two problems have been studied extensively. For example, Saito and Mitsui [19] derived
sufficient and necessary conditions formean square stability for several classes of numerical methods applied to a scalar test
problem. Higham [20] further identified that all stochastic theta methods with θ ≥ 12 preserve the mean square stability of
the test problem.
For deterministic delay differential equations, this topic has also been addressed. For example, several classes of
Runge–Kutta methods have been proved to preserve the delay-dependent asymptotic stability of a scalar equation with
real coefficients (see, e.g., [21–23]).
For SDDEs, however, it seems that no answer to these two questions exists in the literature except Mao [24] proved that,
for some sufficiently small time stepsizes, the Euler–Maruyama method reproduces the mean square exponential stability
of the underlying SDDE. In our opinion, the difficulties possibly come from two aspects. On the one hand, when a one-step
method is applied to a delay equation, we are led to a de facto multistep scheme because the delay term exists such that the
past state is involved. To our knowledge, there is no general technique to investigate the stability of a stochastic multistep
method except constructing Lyapunov functions (see [25]). In most cases, however, the latter only leads to a sufficient
condition. On the other hand, the stability of analytical solutions of SDDEs is still not well understood. Even for general
scalar linear equations, the explicit solution is not known so that it is difficult to find conditions which give a complete
description of the delay-dependent stability region.
In this paper, we will make an effort in this direction. A scalar delay equation, whose mean square stability was just well
understood (cf. [26]), will be used as our test problem. The delay-dependent stability of stochastic thetamethods is analyzed.
By exploiting the special structure of the discrete system, the full stability region is obtained. Then, we further investigate
the relationship between numerical and analytical stability regions. It is proved that the Backward Eulermethod completely
preserves the delay-dependent asymptotic stability in mean square of the test problem and the Euler–Maruyama method
preserves its instability.
This paper is organized as follows. In Section 2, we recall stochastic theta methods and some analytical stability results
on the model equation. In Section 3, the numerical stability analysis is performed. In Section 4, some numerical examples
are given to support the theory. Finally, in Section 5, we draw some conclusions.
2. Model equation and stochastic theta methods
Let {Ω,F , {Ft}t≥0, P} be a complete probability space with a filtration {Ft}t≥0 satisfying the usual condition (i.e., it is
increasing and right continuous, and F0 contains all P-null sets). Let w(t) be standard one-dimensional Brownian motion
defined on that probability space. Consider Itô stochastic delay differential equations of the form
dy(t) = f (y(t), y(t − τ))dt + g(y(t), y(t − τ))dw(t), t ≥ 0,
y(t) = φ(t), t ∈ [−τ , 0], (1)
where the delay τ is a positive constant, f : R×R→ R and g : R×R→ R are given mappings, φ(t) is anF0-measurable,
C([−τ , 0];R)-valued random variable satisfying
sup
−τ≤t≤0
E[|φ(t)|2] < +∞,
with the notation E denoting mathematical expectation with respect to P.
Let time stepsize1t be a submultiple of the delay τ , i.e.,
1t = τ/m,
withm being a positive integer. Applying stochastic theta methods to (1), we have
yn+1 = yn + θ1tf (yn+1, yn+1−m)+ (1− θ)1tf (yn, yn−m)+1wng(yn, yn−m), (2)
where yn is an approximation to y(tn)with tn = n1t , θ ∈ [0, 1] is a fixed parameter,1wn = w(tn+1)− w(tn), and we use
the known value yn−m to approximate the delay argument y(tn − τ).
Now we consider model equations for numerical stability analysis. Linearizing (1) around the steady state, we are led to
the linear stochastic delay equation
dy(t) = (ay(t)+ by(t − τ))dt + (cy(t)+ dy(t − τ))dw(t). (3)
This equation looks simple. However, it seems that itsmean square stability is still an open problem although some sufficient
conditions have been found (see, for example, [3]). This is because the equation contains not only delay term but also
stochastic term and the explicit solution is not available. Recently, Lei andMackey [27] studied the secondmoment using the
Laplace transform. Although the characteristic equation has been obtained, no explicit conditions are given that are suitable
to describe the full mean square stability region. In the case of b = 0, i.e.,
dy(t) = ay(t)dt + (cy(t)+ dy(t − τ))dw(t). (4)
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Fig. 1. Boundary of the delay-dependent stability region (solid) vs boundary of the delay-independent stability region (dotted) for a = −1 and τ = 1.
Appleby, Mao and Riedle [26] derived a result which can completely characterize the asymptotic mean square behavior of
the equation. In this paper, we use Eq. (4) as our test problem. So we recall the result in [26] as follows.
Proposition 1. Let a < 0, c, d ∈ R and τ > 0. Then the asymptotic mean square stability region S∗ of Eq. (4) is given by
S∗ = {(a, c, d) : c2 + d2 + 2cdeaτ < −2a}.
For any fixed a, S∗ is bounded in the (c, d)-plane by the curve C∗ defined by
c2 + d2 + 2cdeaτ = −2a. (5)
As an example, we plot the curve for a = −1 and τ = 1 in Fig. 1 (solid line). Also, from Proposition 1 it follows that the
delay-independent stability regionS∗ of Eq. (4) is given byS∗ = {(a, c, d) : c2 + d2 + 2cdr < −2a for all r ∈ (0, 1)}. (6)
In the case of a = −1, its boundary is also plotted in Fig. 1 (dotted line). In the extant literature concerning numerical stability
analysis, the results are derived under some sufficient conditions for stability of the underlying system. Specializing those
conditions to the case of (4), the counterpart is
(|c| + |d|)2 < −2a. (7)
It is easy to see that condition (7) is also delay-independent and the stability region given by this condition is only a subset
ofS∗.
An application of method (2)–(4) leads to
yn+1 = 1+ (1− θ)1ta1− θ1ta yn +
1
1− θ1ta (cyn + dyn−m)1wn. (8)
The aimof thiswork is to look for necessary and sufficient conditions for themean square stability of scheme (8) and compare
them with the analytical stability condition in Proposition 1.
3. Stability analysis
3.1. The characteristic equation
We first derive an algebraic equation which completely characterizes the mean square stability of scheme (8). Squaring
both sides of (8) and taking expectation, one finds
E[y2n+1] =
(1+ (1− θ)1ta)2 +1tc2
(1− θ1ta)2 E[y
2
n] +
1t
(1− θ1ta)2 (2cdE[ynyn−m] + d
2E[y2n−m]), (9)
where we have used the well-known fact that E[1wn] = 0,E[1w2n] = 1t , and 1wn is independent of yn and yn−m. Also,
from (8) it follows that
E[ynyn−m] =

1+ (1− θ)1ta
1− θ1ta
m
E[y2n−m],
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which, substituted into (9), gives
E[y2n+1] =
(1+ (1− θ)1ta)2 +1tc2
(1− θ1ta)2 E[y
2
n] +
1t
(1− θ1ta)2

2cd

1+ (1− θ)1ta
1− θ1ta
m
+ d2

E[y2n−m].
Hence, the corresponding characteristic equation is given by
ξ = (1+ (1− θ)1ta)
2 +1tc2
(1− θ1ta)2 +
1t
(1− θ1ta)2

2cd

1+ (1− θ)1ta
1− θ1ta
m
+ d2

ξ−m. (10)
For any fixedm, the asymptotic mean square stability region Sm of scheme (8) is given by
Sm = {(a, c, d) : all the roots ξ of (10) satisfy |ξ | < 1}.
In order to completely characterize Sm, we first give a necessary condition.
Lemma 2. If Sm is nonempty, then1+ (1− θ)1ta1− θ1ta
 < 1. (11)
Proof. Consider the function
η(ξ) = ξ − (1+ (1− θ)1ta)
2 +1tc2
(1− θ1ta)2 −
1t
(1− θ1ta)2

2cd

1+ (1− θ)1ta
1− θ1ta
m
+ d2

ξ−m.
It is easy to see that
η

(1+ (1− θ)1ta)2
(1− θ1ta)2

≤ 0 and η(+∞) > 0.
Therefore, if (11) does not hold, then (10) has a root with modulus no less than 1. This completes the proof. 
Based on this result, we assume from now on that condition (11) is always satisfied, i.e.,
a1t ∈

 −2
1− 2θ , 0

if θ <
1
2
,
(−∞, 0) if θ ≥ 1
2
.
3.2. Locations of the characteristic roots with modulus 1
Since roots of a polynomial depend continuously on its coefficients, we may apply the so-called root locus (or boundary
locus) technique to analyze the roots of (10). This technique has been successfully used in the situation of deterministic
equations (see, e.g., [28,29,21,30]).
Let ξ = eiϕ with ϕ ∈ R. Because the coefficients of (10) are real, we can restrict our analysis to ϕ ∈ [0, π]. In the case of
ϕ = 0, i.e., ξ = 1, we are led to
c2 + 2cd

1+ (1− θ)1ta
1− θ1ta
m
+ d2 + 2a+ (1− 2θ)1ta2 = 0, (12)
which, for a given value of a, represents an elliptical curve in the (c, d)-plane because condition (11) implies 2a + (1 −
2θ)1ta2 < 0. This curve will be denoted by C0.
Whenm is even, ξ = −1, i.e., ϕ = π , is not a root of (10) because the right-hand side of (10) is positive. Whenm is odd,
ϕ = π implies
− c2 + 2cd

1+ (1− θ)1ta
1− θ1ta
m
+ d2 = 1
1t
[(1+ (1− θ)1ta)2 + (1− θ1ta)2], (13)
which represents a pair of hyperbolic curves in the (c, d)-plane. Obviously, they do not intersect the c-axis. We denote the
curve in the upper half plane by C1π , and the curve in the lower half plane by C
2
π .
Also, it is easy to find that any ξ = eikπ/m, k = 1, 2, . . . ,m− 1, is not a root of (10). For other ϕ-value, we have
cosϕ + i sinϕ = (1+ (1− θ)1ta)
2 +1tc2
(1− θ1ta)2
+ 1t
(1− θ1ta)2

2cd

1+ (1− θ)1ta
1− θ1ta
m
+ d2

(cosmϕ − i sinmϕ).
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Separating real and imaginary parts, we can obtain
c2 = sin(m+ 1)ϕ
sinmϕ
· (1− θ1ta)
2
1t
− (1+ (1− θ)1ta)
2
1t
, (14)
d2 + 2cd

1+ (1− θ)1ta
1− θ1ta
m
+ sinϕ
sinmϕ
· (1− θ1ta)
2
1t
= 0. (15)
If ϕ ∈

kπ
m ,
(k+1)π
m

with k being even, then sinmϕ > 0 and sinϕ > 0. In the case of sin(m+ 1)ϕ ≤ 0, Eq. (14) has no real
solution c . In the case of sin(m+ 1)ϕ > 0, we can also prove that system (14)–(15) has no real solution for c and d. In fact,
calculating the discriminant δ of the quadratic Eq. (15) with respect to variable d, we find
δ = 4

1+ (1− θ)1ta
1− θ1ta
2m
c2 − sinϕ
sinmϕ
· (1− θ1ta)
2
1t

= 4 sinϕ
sinmϕ
· (1− θ1ta)
2
1t

1+ (1− θ)1ta
1− θ1ta
2m sin(m+ 1)ϕ
sinϕ
−

1+ (1− θ)1ta
1− θ1ta
2m+2 sinmϕ
sinϕ
− 1

. (16)
Consider function
h(r) = sin(m+ 1)ϕ
sinϕ
− r · sinmϕ
sinϕ
− 1
rm
, r ∈ (0, 1].
A direct calculation gives
h′(r) = m

1
rm+1
− sinmϕ
m sinϕ

> 0,
and
h(1) = sinmϕ(cosϕ − 1)+ sinϕ(cosmϕ − 1)
sinϕ
< 0.
This shows that h(r) < 0 for r ∈ (0, 1], i.e., the discriminant δ is negative. Therefore, for any ϕ ∈

kπ
m ,
(k+1)π
m

with k being
even, system (14)–(15) has no real solution for c and d.
If ϕ ∈

kπ
m ,
(k+1)π
m

with k being odd, then sinmϕ < 0. In this case, from the fact that function sin(m+1)ϕsinmϕ is strictly
monotonically decreasing it follows that, for any fixedm > 1 and k, there exists a unique ϕk ∈ (0, π) such that
sin(m+ 1) kπ+ϕkm
sinm kπ+ϕkm
=

1+ (1− θ)1ta
1− θ1ta
2
.
When ϕ ∈ ( kπ+ϕkm , (k+1)πm ), the right-hand side of (14) is negative so there is no real solution. For ϕ ∈ ( kπm , kπ+ϕkm ], (14) has
a pair of real solutions for c (In the case of ϕ = kπ+ϕkm , two roots coincide). For each solution c , (15) has also a pair of real
solutions for d. Therefore, we define two curves
Ck =

(c, d) : c2 = sin(m+ 1)ϕ
sinmϕ
· (1− θ1ta)
2
1t
− (1+ (1− θ)1ta)
2
1t
,
d = −c

1+ (1− θ)1ta
1− θ1ta
m
+

δ
4
, ϕ ∈

kπ
m
,
kπ + ϕk
m

,
and
Ck+1 =

(c, d) : c2 = sin(m+ 1)ϕ
sinmϕ
· (1− θ1ta)
2
1t
− (1+ (1− θ)1ta)
2
1t
,
d = −c

1+ (1− θ)1ta
1− θ1ta
m
−

δ
4
, ϕ ∈

kπ
m
,
kπ + ϕk
m

,
where δ is defined by (16). Obviously, Ck lies in the upper half plane and Ck+1 lies in the lower half plane. In addition, Ck and
Ck+1 are mutually symmetric with respect to the origin.
Nowwehave given all possible pointswhere the characteristic Eq. (10) has at least one unitmodulus root.More precisely,
for C0, C1π and C
2
π , each point corresponds to the root ξ = 1 or −1. For Ck with k ≥ 1, each point corresponds to a pair of
conjugated complex roots e±iϕ . As an illustration, we plot all these curves in Fig. 2 for two different values of m and for
a = −2, τ = 1 and θ = 0.5. Next, we analyze properties of these curves and show that the configuration and features of
the curves in Fig. 2 are typical.
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Fig. 2. The root loci in the (c, d)-plane for a = −2, τ = 1 and θ = 0.5 (left: m = 4; right: m = 5). The arrows along the curves refer to the direction of
increasing ϕ. The numbers in the different regions separated by the curves indicate the number of roots with modulus greater than 1.
Lemma 3. The curves Ck with k ≥ 1 do not intersect.
Proof. Suppose that Ck1 and Ck2 intersect, then there exist φ1 and φ2 ∈ (0, π) with φ1 ≠ φ2 such that (14) and (15)
simultaneously hold for the same c and d. Without loss of generality, we assume that k1 and k2 are odd. This immediately
leads to
sin(m+ 1)φ1
sinmφ1
= sin(m+ 1)φ2
sinmφ2
, (17)
and
sinφ1
sinmφ1
= sinφ2
sinmφ2
:= r. (18)
From (17) it follows that
cosφ1 + r cosmφ1 = cosφ2 + r cosmφ2,
which gives
(cosφ1 + r cosmφ1)2 + (sinφ1 − r sinmφ1)2 = (cosφ2 + r cosmφ2)2 + (sinφ2 − r sinmφ2)2,
i.e.,
cos(m+ 1)φ1 = cos(m+ 1)φ2.
Therefore, | sin(m+ 1)φ1| = | sin(m+ 1)φ2|. Since sinmφ1 and sinmφ2 are negative (by the definition of Ck), from (17) and
(18) it follows that
sinmφ1 = sinmφ2 and sinφ1 = sinφ2.
Hence, φ1 = π − φ2 andm is odd. This implies sin(m+ 1)φ1 = − sin(m+ 1)φ2, which contradicts (17). 
Lemma 4. The curve Ck with k ≥ 1 intersects the straight line
c =

1
1t
[(1− θ1ta)2 − (1+ (1− θ)1ta)2] (19)
exactly once. The d-coordinate dk of the intersection satisfies |dk+2| > |dk|.
Proof. Let k be odd and we consider Ck and Ck+1 simultaneously. A combination of (14) and (19) gives
sin(m+ 1)ϕ
sinmϕ
= 1.
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Since function sin(m+1)ϕsinmϕ is strictly monotonically decreasing for ϕ ∈ ( kπm , (k+1)πm ), we have ϕ = 2k+12m+1π . Therefore, Ck and
Ck+1 intersect line (19) exactly once, respectively. Considering that k is odd, we can further obtain
sinϕ
− sinmϕ =
sin 2k+12m+1π
− sin k(2m+1)+m−k2m+1 π
= sin
2k+1
2m+1π
sin m−k2m+1π
= sin
2k+1
2m+1π
cos k+
1
2
2m+1π
= 2 sin k+
1
2
2m+ 1π,
which, combined with the definitions of Ck and Ck+1, gives dk+2 > dk > 0 and dk+3 < dk+1 < 0. This completes the
proof. 
These two lemmas show that all the curves Ck are well separated. The curves C1, C3, C5, . . . are ordered in the upper half
plane in a natural way. The same is true of the curves C2, C4, C6, . . . in the lower half plane. Next, we determine the location
of curve Ck versus the curve C0.
Lemma 5. The curve C0 does not intersect Ck. It intersects the c-axis twice so it lies between C1 and C2.
Proof. Suppose that C0 and Ck intersect, then there exist ϕ ∈ (0, π), and real numbers c and d such that (12), (14) and (15)
hold simultaneously. From (12) and (15) it follows that
c2 + 2a+ (1− 2θ)1ta2 = sinϕ
sinmϕ
· (1− θ1ta)
2
1t
,
which, combined with (14), leads to
sin(m+ 1)ϕ − sinmϕ = sinϕ.
This happens only if ϕ = 2jπm+1 with some integer j. Substituting it into (14) yields c2 < 0. This is a contradiction.
The second statement follows from the fact that each Ck (k ≥ 1) does not intersect the c-axis. 
Whenm is odd, we also have a pair of hyperbolic curves C1π and C
2
π . In this case, we have the following result.
Lemma 6. The curve C1π lies above Cm−2, and C2π lies below Cm−1.
Proof. We first prove that the curves C1π and C
2
π do not intersect any curve Ck. In fact, if (13)–(15) hold simultaneously, then
a combination of (13) and (15) gives
c2 + sinϕ
sinmϕ
· (1− θ1ta)
2
1t
+ 1
1t
[(1+ (1− θ)1ta)2 + (1− θ1ta)2] = 0.
Substituting (14) into the above equality, we obtain
sin(m+ 1)ϕ + sinϕ + sinmϕ = 0,
which implies ϕ = 2jπm+1 with some integer j. Considering (14), we have c2 < 0. This is a contradiction.
From (13) it is easy to find that C1π and C
2
π intersect the line defined by (19) exactly once, respectively. The d-coordinates
of the intersections are given by
d1,2 = −c 1+ (1− θ)1ta1− θ1ta
m
±

c2

1+ (1− θ)1ta
1− θ1ta
2m
+ 2
1t
(1− θ1ta)2.
Therefore,
d1 > −c 1+ (1− θ)1ta1− θ1ta
m
+

c2

1+ (1− θ)1ta
1− θ1ta
2m
+ 2
1t
(1− θ1a)2 sin m− 2+
1
2
2m+ 1 π
= dm−2,
andd2 < dm−1, where dm−2 and dm−1 are defined in Lemma 4. Hence, C1π lies above Cm−2 and C2π lies below Cm−1. 
3.3. Number of roots outside the unit disk
The analysis in the previous subsection shows that all the curves C0, Ck, C1π and C
2
π do not intersect each other. So they
divide the (c, d)-plane into 2⌊m+32 ⌋ regions, where the notation ⌊x⌋ denotes the maximal integer no greater than x. Since
the roots of the characteristic equation continuously depend on its coefficients, we may conclude that, in each region, the
number of roots outside the unit disk is constant. It is easy to verify that, when (c, d) = (0, 0), all them+1 roots of (10) are
in the unit disk. Hence, the region bounded by C0 belongs to the stability region of the method. On the curves Ck (k ≥ 1),
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Eq. (10) has a pair of conjugated complex roots. Now we determine on which side of curves in the parameter plane the
critical roots will move outside the unit disk. Setting ξ = eµ+iϕ in (10) and separating real and imaginary parts, we have
−eµ cosϕ +

1+ (1− θ)1ta
1− θ1ta
2
+ 1tc
2
(1− θ1ta)2
+ 1t
(1− θ1ta)2

d2 + 2cd

1+ (1− θ)1ta
1− θ1ta
m
e−mµ cosmϕ = 0,
−eµ sinϕ − 1t
(1− θ1ta)2

d2 + 2cd

1+ (1− θ)1ta
1− θ1ta
m
e−mµ sinmϕ = 0.
Denoting the functions on the left-hand sides of both equalities by G1(c, d, µ, ϕ) and G2(c, d, µ, ϕ), respectively, and
calculating the Jacobian matrixM defined by
M =

∂G1
∂c
∂G1
∂d
∂G2
∂c
∂G2
∂d

µ=0
,
we can obtain the determinant of matrixM
detM = − 41t
2c
(1− θ1ta)4

d+ c

1+ (1− θ)1ta
1− θ1ta
m
sinmϕ.
When (c, d) ∈ Ck with k being odd, from the definition of Ck it follows that
sinmϕ < 0 and d+ c

1+ (1− θ)1ta
1− θ1ta
m
> 0.
This gives
detM

> 0, c > 0,
< 0, c < 0.
Now we recall a result from [29, Prop. 2.13, Chapter XI].
Lemma 7. The critical roots enter the right half-plane for parameters sets in the (c, d) parameter region to the left of the critical
curve, when we follow this curve in the direction of increasing ϕ, whenever detM < 0 and to the right when detM > 0.
Applying this result, we may conclude that if we cross the curve Ck to the upward, the critical roots±iϕ enter the right
half plane, i.e., the number of roots ξ with |ξ | > 1 increases by 2.
Similarly, when (c, d) ∈ Ck+1, we have
d+ c

1+ (1− θ)1ta
1− θ1ta
m
< 0,
which shows that detM and c have different signs. Therefore, if we cross the curve Ck+1 to the downward, the number of
roots ξ with |ξ | > 1 increases by 2.
Next, we consider the region bounded by C1 and C2 but outside C0. Take d = 0 and |c| being sufficiently large. It is easy
to see that, in this case, (10) has only one root with modulus greater than 1.
When m is odd, The curves C1π and C
2
π exist. In order to identify on which side of the curves the root ξ = eiπ will move
out of the unit disk, we consider the case that c = 0 and |d| is sufficiently large. Define functions
h1(z) = 1t
(1− θ1ta)2 z
m+1 + d−2

1+ (1− θ)1ta
1− θ1ta
2
z − d−2,
h2(z) = −d−2

1+ (1− θ)1ta
1− θ1ta
2
z + d−2.
When |d| is sufficiently large, it is easy to verify that
|h1(z)| > |h2(z)| for all |z| = 1.
Applying Rouche’s Theorem, we conclude that h1(z) and h1(z)+ h2(z) have the same number of zeros inside the unit disk.
Therefore, allm+ 1 zeros of (10) are outside the unit disk.
Now we have found out the number of roots with modulus greater than 1 in each region separated by the root loci. For
example, these numbers are marked up in Fig. 2. From the above analysis, we may infer that the asymptotic mean square
stability region of scheme (8) is only the area inside C0. This can be stated as a theorem as follows.
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Theorem 8. Scheme (8) is asymptotically mean square stable if and only if1+ (1− θ)1ta1− θ1ta
 < 1,
and
c2 + 2cd

1+ (1− θ)1ta
1− θ1ta
m
+ d2 + 2a+ (1− 2θ)1ta2 < 0.
3.4. Relationship between the analytical and numerical stability regions
In this subsection, we will make a comparison between the analytical and numerical stability regions. So we always
assume that S∗ is nonempty, which implies a < 0. Our focus is on the situation of arbitrary stepsizes (i.e., m is an arbitrary
natural number). Before our main results are given, we first consider the case of small stepsizes. The following result shows
that the numerical stability region is an approximation to the analytical stability region.
Theorem 9. For any fixed θ , we have
lim
m→∞ Sm = S∗.
Proof. The conclusion directly follows from the fact that
lim
m→∞

1+ (1− θ)1ta
1− θ1ta
m
= eaτ . 
For linear scalar stochastic differential equations with constant coefficients, it is known that all stochastic theta methods
with θ ≥ 12 unconditionally preserve the asymptotic mean square stability of the analytical solution (cf. [20]). In the case of
(4), if we compare numerical stability only with delay-independent analytical stability, then we have the following similar
result.
Theorem 10. For every θ ≥ 12 , we have
S∗ ⊂ ∞
m=1
Sm.
Proof. Suppose (a, c, d) ∈S∗, then
c2 + d2 + 2cdr < −2a for all r ∈ (0, 1).
This implies a < 0, which, combined with θ ≥ 12 , makes the two inequalities in Theorem 8 true. Therefore, (a, c, d) ∈ Sm.
This completes the proof. 
SinceS∗ is only a subset of the delay-dependent stability region S∗, it is natural to wonder whether all stochastic theta
methods with θ ≥ 12 preserve the delay-dependent stability of the exact solution. Here we provide a negative answer. We
plot the analytical stability region in the (c, d)-plane for a = −15 as well as the numerical stability region of the stochastic
trapezoidal rule form = 2 in Fig. 3. From the picture onemay observe that their boundaries intersect each other. A question
that follows is whether there exists an unconditionally stable method for (4). The following theorem provide a positive
answer.
Theorem 11. For the stochastic Backward Euler method, we have
S∗ ⊂
∞
m=1
Sm.
Proof. We first prove that, for every m, the boundary C0 of the stability region Sm of the Backward Euler method does not
intersect the boundary of S∗. In fact, if there exists an intersection, then c and d satisfy the system
c2 + d2 + 2cdeaτ = −2a,
c2 + d2 + 2cd
(1−1ta)m = −2a+1ta
2.
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Fig. 3. Boundary of the analytical stability region for a = −15 (solid line) vs boundary of the numerical stability region of the stochastic trapezoidal rule
form = 2 (dotted line).
Subtracting the first equation from the second one, we get
2cd = 1ta
2
1
(1−1ta)m − eaτ
,
which, substituted into the first equation, gives
(c − d)2 +
(eaτ + 1)1ta2 + 2a

1
(1−1ta)m − eaτ

1
(1−1ta)m − eaτ
= 0. (20)
Since a < 0 and1t = τ/m, we have
1
(1−1ta)m − e
aτ > 0.
If we denote by N the numerator of the fraction in (20), then
N = −a
(1−1ta)m
−aτ
m
+ 2

e
aτ
m

1+ −aτ
m
m
+ −aτ
m

1+ −aτ
m
m
− 2

.
Consider the function
p(x) = 2[e−x(1+ x)]m + x(1+ x)m − 2, x > 0.
A standard analysis shows that p′(x) > 0 so p(x) > 0 for all x > 0. Therefore, N is positive and (20) does not hold for any
real numbers c and d.
Furthermore, from the intersections of C0 and the d-axis it follows that S∗ ⊂ Sm. This completes the proof. 
Theorem 11 shows that, for the Backward Euler method,
problem stable ⇒ method stable for all1t = τ/m.
In the following, we prove that, for the Euler–Maruyama method,
problem unstable ⇒ method unstable for every1t = τ/m.
This result can be used to infer analytical stability from numerical stability.
Theorem 12. For the Euler–Maruyama method, we have
S∗ ⊃
∞
m=1
Sm.
Proof. When Sm is nonempty, we have |1+1ta| < 1, which implies1ta ∈ (−2, 0). The boundary C0 of stability region of
the Euler–Maruyama method is given by
c2 + d2 + 2cd(1+1ta)m = −2a−1ta2. (21)
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It intersects the c-axis at two points inside S∗. So we only need to prove that C0 does not intersect the boundary C∗ of S∗
defined by (5). In fact, if (21) and (5) hold simultaneously, then
d = 1ta
2
2c[eaτ − (1+1ta)m] ,
which, substituted into (5), gives
c2 + 1ta
2eaτ + 2a(eaτ − (1+1ta)m)
2(eaτ − (1+1ta)m)
2
+ 1t
2a4 − [1ta2eaτ + 2a(eaτ − (1+1ta)m)]2
4(eaτ − (1+1ta)m)2 = 0. (22)
Considering eaτ = em1ta and1ta ∈ (−2, 0), we introduce two functions
q1(x) = −x+ [(2+ x)emx − 2(1+ x)m], x ∈ (−2, 0),
q2(x) = −x− [(2+ x)emx − 2(1+ x)m], x ∈ (−2, 0).
We first prove that q1(x) > 0 for all x ∈ (−2, 0). In fact, if x ∈ [−1, 0), then ex > 1+ x ≥ 0 and
q1(x) = −x(1− emx)+ 2(emx − (1+ x)m) > 0.
If x ∈ (−2,−1) andm is odd, then (1+ x)m < 0 so that q1(x) > 0. If x ∈ (−2,−1) andm is even, then
q1(x) ≥ −x− 2(1+ x)m ≥ −x− (1+ x)2 > 0.
A similar but more complicated analysis also shows q2(x) > 0 (see the Appendix). Therefore, the left-hand side of (22) is
positive. This leads to a contradiction and the proof is completed. 
4. Numerical experiments
4.1. Linear problems
In this section, we first present some numerical experiments to illustrate our theoretical results. For simplicity, we
consider the test problem
dy(t) = −110y(t)dt + [10y(t)+ 10y(t − 1)]dw(t), t > 0, (23)
with y(t) = 1, t ∈ [−1, 0]. From Proposition 1 it follows that the exact solution is asymptotically mean square stable. In
order to illustrate the effect of different stepsizes on stability, we take1t = 1/4, 1/8 and 1/16.We generated 105 numerical
sample paths using the trapezoidal rule and the Backward Euler method. The mean square of the numerical solution is
plotted in Fig. 5.
These numerical examples confirm our theoretical findings. As expected, the Backward Euler method is stable for all the
selected stepsizes. But the trapezoidal rule is stable only for small stepsizes, say,1t = 1/8. This is consistentwith Theorem8.
In fact, if we plot the stability regions of the trapezoidal rule for m = 4 and 8 (omitted here), one may observe that the
parameter set (−110, 10, 10) lies outside the former but inside the latter. In addition, we also test the Euler–Maruyama
method. Our numerical results show that the method is stable only for very small stepsizes, say,1t = 1/1024.
4.2. Nonlinear problems
Next, we consider the nonlinear stochastic delay logistic equation of the form
dy(t) = ay(t)[1− y(t − 1)]dt + [cy(t)+ dy(t − 1)]dw(t), t > 0. (24)
Its linearized counterpart is the model equation (4). Here, we take a = −15, c = d, and 1t = 1/10, and solve over
0 ≤ t ≤ 20. From Theorem 8 (or the right-hand picture of Fig. 4), it follows that the Euler–Maruyama method is mean
square stable for |c| < 1.935. We take c = 1, 1.2, 1.5, 1.84, 1.94, and average in mean square sense over 105 numerically
generated sample paths. The outcome of the experiment is summarized in Fig. 6. In the left-hand picture, we use the initial
condition y(t) = 0.1 for t ∈ [−1, 0]. From the picture we see that the method is mean square stable for c = 1 and 1.2,
but unstable for the other values of c. In the right-hand picture, we use y(t) = 0.02 for t ∈ [−1, 0] instead, i.e., the initial
condition is closer to the fixed point. It makes the c = 1.5 computation stable. This shows that, when the solution is close
to equilibrium, the linear stability theory can provide a guide to the behavior of numerical methods. Yet, a rigorous proof is
still missing (and outside the scope of the present study).
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Fig. 4. Boundary of the analytical stability region for a = −15 (solid line) vs boundaries of the numerical stability regions for m = 10 (dotted)(left: the
Backward Euler method; right: the Euler–Maruyama method).
Fig. 5. Mean square of the numerical solution with different stepsizes (left: the trapezoidal rule; right: the Backward Euler method).
Fig. 6. Mean square of the numerical solution generated by the EM method with different initial values (left: yn = 0.1 for n ≤ 0; right: yn = 0.02 for
n ≤ 0).
5. Concluding remarks
In this work, we introduce a novel stability property for numerical methods applied to stochastic delay differential
equations. By studying the root loci of characteristic equation in the parameter space, we have found a sufficient and
necessary condition for the asymptotic mean square stability of stochastic theta methods for a real coefficient test problem.
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It is strictly proved that the stability region of the Euler–Maruyama method is a subset of the analytical stability region
but the Backward Euler method preserves the asymptotic mean square stability of the analytical solution. An unexpected
finding is that not all stochastic theta methods with θ ≥ 12 preserve this delay-dependent stability. This is different from
the situation of systems without delays.
It should be mentioned that the results obtained in the paper only provide a starting point for more general stability
theories on SDDEs. We will further study the delay-dependent stability of numerical methods for more general SDDEs in
the future. For example, the delay-dependent stability of the Backward Eulermethod for a class of nonlinear SDDEs is studied
in [31].
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Appendix. The proof of q2(x) > 0 for x ∈ (−2, 0)
Define q˜2(x) = −x− 2emx + 2(1+ x)m. Since x < 0, we have q2(x) > q˜2(x). Now we split the analysis into three cases.
Case 1:m is an even number. A direct calculation gives
q˜′2(x) = −1− 2memx + 2m(1+ x)m−1.
If x ∈ (−2,−1], then apparently q˜′2(x) < 0. If x ∈ (−1, 0), then we can write q˜′2(x) as
q˜′2(x) = −2m[emx − (1+ x)m] − 2m

(1+ x)m − (1+ x)m−1 + 1
2m

.
Consider function h(x) = (1+ x)m− (1+ x)m−1+ 12m , x ∈ (−1, 0). Since h′(x) = (1+ x)m−2(mx+ 1), it is easy to find that
min
x∈(−1,0)
h(x) = h
−1
m

= 1
m

1
2
−

m− 1
m
m−1
≥ 0,
which gives h(x) ≥ 0, x ∈ (−1, 0). Therefore, we also have q˜′2(x) < 0 for x ∈ (−1, 0). Considering q˜2(0) = 0, we have
q2(x) > q˜2(x) > 0, x ∈ (−2, 0).
Case 2:m = 1. In this case, we can directly obtain q2(x) = (2+ x)(1− ex) > 0, x ∈ (−2, 0).
Case 3: m is an odd number no less than 3. If x ∈ (−1, 0), from Case 1 we just proved it follows that q˜′2(x) < 0, which,
together with q˜2(0) = 0, gives q2(x) > q˜2(x) > 0. If x ∈ (−2,−1], a direct calculation gives
q′′2(x) = −2memx − (2+ x)m2emx + 2m(m− 1)(1+ x)m−2.
It is easy to find that q′′2(x) < 0 for x ∈ (−2,−1] and thus q2(x) is a convex function in the interval (−2,−1]. Considering
q2(−2) = 0 and q2(−1) = 1− e−m > 0, we also have q2(x) > 0 for x ∈ (−2,−1].
A combination of the three cases above gives the desired conclusion.
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