In this article, we propose a penalized clustering method for large scale data with multiple covariates through a functional data approach. In the proposed method, responses and covariates are linked together through nonparametric multivariate functions (fixed effects), which have great flexibility in modeling a variety of function features, such as jump points, branching, and periodicity. 
Introduction
With the rapid advancement in high throughput technology, extensive repeated measurements have been taken to monitor the system-wide dynamics in many scientific investigations. A typical example is temporal gene expression studies, in which a series of micorarray experiments are conducted sequentially during a biological process, e.g., cell cycle microarray experiments (Spellman et al. 1998) . At each time point, mRNA expression levels of thousands of genes are measured simultaneously. Collected over time, a gene's "temporal expression profile" gives the scientist some clues on what role this gene might play during the process. A group of genes with similar profiles are often "co-regulated" or participants of a common and important biological function.
Thus clustering genes into homogeneous groups is a crucial first step to decipher the underlying mechanism. The need to account for intrinsic temporal dependency of repeated observations within the same individual renders traditional methods such as K-means and hierarchical clustering inadequate. By casting repeated observations as multivariate data with certain correlation structure, one ignores the time interval and time order of sampling. Additionally, missing observations in the measurements yield an unbalanced design, which requires imputation beforehand for application of mul-tivariate approaches, e.g., the multivariate Gaussian clustering method (MCLUST, Fraley and Raftery 1990) .
In addition to the time factor, such repeated measurements often contain other covariates, e.g., replicates at each time point, species in comparative genomics studies (McCarroll et al. 2004) , and treatment groups in case-control studies (Storey et al. 2005) , as well as many factors in a factorial designed experiment. Incorporation of multiple covariates adds another layer of complexity. Clustering methods taking all these factors into account are still lacking.
Recently, nonparametric analysis of data in the form of curves, i.e. functional data, is subject to active research. See Silverman (2005, 2002) for a comprehensive treatment of functional data analysis. A curve-based clustering method (FCM) was introduced in James and Sugar (2003) to cluster sparsely sampled functional data. Similar approaches were developed in Li (2003, 2004) and Heard et al. (2006) to analyze temporal gene expression data. Although these methods model the time factor explicitly, none of them are designed to accommodate additional factors. Moreover, smoothing-related parameters, e.g., knots and degrees of freedom, in these methods are the same across all clusters and must be specified a priori. Consequently, they can not model drastically different patterns among different clusters, which leads to high false classification rate. Finally, the computational costs of these methods are very high for large scale data.
Motivated by analysis of temporal gene expression data, we propose a flexible functional data clustering method that overcomes the aforementioned obstacles. In our proposed method, responses and covariates are linked together through nonparametric multivariate functions (fixed effects), which have great flexibility in modeling a variety of function features, such as jump points, branching, and periodicity. Functional ANOVA is employed to further decompose multivariate functions (fixed effects) in a reproducing kernel Hilbert space and provide associated notions of main effect and interaction (Wahba 1990 and Gu 2002) . Parsimonious random effects, complementing the fixed effects, are used to capture various correlation structures. The mixed-effect models are nested under a general mixture model, in which the heterogeneity of the functional data is characterized. We propose a penalized Henderson's likelihood approach for model-fitting and design a rejection-controlled EM algorithm for estimation. In this EM algorithm, the E-step is followed by a rejection-controlled sampling step (Liu et al. 1998) to eliminate a significant number of functional observations, whose posterior probabilities of belonging to a particular cluster is negligible, from calculation in the subsequent M-step. The M-step is decomposed into the simultaneous maximization of penalized weighted least squares in each cluster. The smoothing parameters associated with the penalty are selected by generalized crossvalidation, which can be shown to track a squared error loss asymptotically. Our method is thus data-adaptive and automatically captures some important functional fluctuations. For model selection, we employ BIC to select the number of clusters.
Moreover, the proposed method not only provides subject-to-cluster assignment but also the estimated mean function and associated Bayesian confidence intervals for each cluster. The Bayesian confidence intervals are used to measure the clustering uncertainty. These nice features make the proposed method extremely powerful for clustering large scale functional data.
The remainder of the article is organized as follows. In Section 2, we present a nonparametric mixed-effect model representation for functional data. A mixture model for clustering is considered in Section 3. Simulation and real data analysis follow in Section 4 and 5. A few remarks in Section 6 conclude the article. Proofs of the theorems are collected in Appendix.
Nonparametric Mixed-Effect Representation of Homogeneous Functional Data
Assuming the data are homogeneous, i.e., the number of clusters is one, we shall present a mixed-effect representation of functional observations.
The Model Specification
We assume the functional data of the ith individual,
T , follows the mixed-effect model,
where the population mean µ is assumed to be a smooth function defined on a generic domain Γ,
T is an ordered set of sampling points, b i ∼ N(0, B) is a p × 1 random effect vector associated with a n i × p design matrix Z i , and random errors ǫ i ∼ N(0, σ 2 I) are independent of b i 's, and of each other. The random effect covariance matrix B and random error variance σ 2 are to be estimated from the data. Model (2.1) has been extensively studied in the statistical literature. See Wang (1998 , Gu and Ma (2005) , and references therein.
For multivariate x where The functional ANOVA decomposition of a multivariate function µ is
where µ 0 is a constant, µ j 's are the main effects, µ jk 's are the two-way interactions, and so on. The identifiability of the terms in (2.2) is assured by side conditions through averaging operators. See Wahba (1990) and Gu (2002) .
By using different specifications of the random effect b i and associated design matrix Z i , model (2.1) can accommodate various correlation structures.
Example 2.2 If we let p = 1, i.e., b i is a scalar, B = σ 2 b and Z i = 1, we have the same correlation across time. If we let p = 2, i.e.
and Z i = (1, x i ), the difference between the ith subject profile and the mean profile is a linear function in time. The covariance between expression values at x 1 and x 2 for the same individual is σ
Estimation
Model (2.1) is estimated using penalized least squares through the minimization of
for N = i n i , where the first term measures the fidelity of the model to the data, 
we may derive the reproducing kernel from the Green's function associated with the quadratic functional M(µ). Since the construction of reproducing kernel is beyond the scope of this article, readers may refer to Wahba (1990) and Gu (2002) for details.
The minimization of (2.3) is performed in a reproducing kernel Hilbert space H ⊆ {µ : M(µ) < ∞} in which M(µ) is a square semi norm. To incorporate (2.2) in estimating multivariate functions, we consider µ j ∈ H j , where H j is a reproducing kernel Hilbert space with tensor sum decomposition H j = H 0 j ⊕H 1 j where H 0 j is the finite-dimensional "parametric" subspace consisting of parametric functions, and H 1 j is the "nonparametric" subspace consisting of smooth functions. The induced tensor product space is
where the summation runs over all subsets S ⊆ {1, · · · , d}. These subspaces H S form two large subspaces: N M = {η : M(µ) = 0}, which is the null space of M(µ), and H ⊖ N M with the reproducing kernel R M (·, ·). The solution of (2.3) has an expression 
Example 2.3 Consider the temporal variation under a treatments. Take the fixed effect as µ(t, τ ), where τ ∈ {1, . . . , a} denotes the treatment levels. One may decom-
function of τ satisfying a τ =1 µ 2 (τ ) = 0, and µ 1,2 (t, τ ) satisfies µ 1,2 (0, τ ) = 0, ∀τ , and a τ =1 µ 1,2 (t, τ ) = 0, ∀t. The term µ ∅ + µ 1 (t) is the "average variation" and the term µ 2 (τ ) + µ 1,2 (t, τ ) is the "contrast variation".
For flexible models, one may use
which has a null space N M of dimension 2a. A set of φ ν are given by
and the function R M is given by
See, e.g., Gu (2002, §2.4.4) . To force an additive model
6) which yields parallel curves at different treatments, one may set θ 1,2 = 0 and remove
Substituting (2.4) into (2.3), we have
where y = (y
Differentiating (2.7) with respect to d, c and b and setting the derivatives to 0, one has
The system (2.8) can be solved through the pivoted Cholesky decomposition followed by backward and forward substitutions. See, e.g., Kim and Gu (2004) for details.
The fitted valuesŷ = Sd + Rĉ + Zb of (2.3) can be written asŷ = A(λ, Ω)y, where A(λ, Ω) is the smoothing matrix given below, 9) and C + denotes the Moore-Penrose inverse of C satisfying CC
With varying smoothing parameters λ (including θ) and correlation parameters Ω, (2.8) defines an array of possible estimates, in which we need to choose a specific one in practice. A classic data-driven approach for selecting the smoothing parameter λ is generalized cross-validation (GCV), which was proposed in Craven and Wahba (1979) .
Treating the correlation parameters Ω as extra smoothing parameters, we adopt the approach of Gu and Ma (2005) to estimate λ and the correlation parameters Ω simultaneously through minimizing the GCV score
(2.10)
Since the GCV score V (λ, Ω) is non-quadratic in λ and Ω , one may employ standard nonlinear optimization algorithms to minimize the GCV as a function of the tuning parameters. In particular, we used the modified Newton algorithm developed by Dennis and Schnabel (1996) to find the minimizer. The distinguishing feature of generalized cross-validation is that its asymptotic optimality can be justified in a decision-theoretic framework. One may define a quadratic loss function as,
Under general conditions, Gu and Ma (2005) showed that the GCV tracks the loss function asymptotically,
Note that ǫ i does not depend on λ and Ω. It then follows that the minimizer of the GCV score V (λ, Ω) approximately minimizes the loss function L(λ, Ω).
Bayesian Confidence Intervals
Unlike confidence estimates in parametric models, a rigorously justified interval estimate is a rarity for nonparametric functional estimation. An exception is the Bayesian confidence interval developed by Wahba (1983 ) from a Bayes model. A nice feature of Bayesian confidence intervals is that they have a certain across-the-function coverage property. See Nychka (1988) . In this section, we derive the posterior mean and variance for constructing Bayesian confidence intervals in our setting.
The regularization is equivalent to imposing a prior on the functional form of µ(x).
To see this,we decompose µ = f 0 + f 1 , where f 0 has a diffuse prior in the space N M and f 1 has an independent Gaussian process prior with mean zero and covariance,
The minimizer of (2.3) can be shown to be the posterior mean under the above prior by the following theorem.
Theorem 2.1 With the prior for µ specified above and a generic np × 1 vector z, the posterior mean of µ(x) + z T b has the following expression:
where φ is m × 1 with the νth entry φ ν (x), ξ is T × 1 with the ith entry R(s i , x),d, c, andb are the solutions of (2.8).
The posterior variance is given in the following theorem. 
where
The proofs of the above two theorems are given in Appendix. Using Theorem 2.1 and Theorem 2.2, we construct the 100(1 − α)% Bayesian confidence intervals
Var[µ(x) + z T b|y], where Φ(1 − α/2) −1 is the 100(1 − α/2) percentile of the standard Gaussian distribution. Letting z = 0, we get Bayesian confidence intervals for µ(x). Note that the construction of Bayesian confidence intervals is pointwise. It is unclear whether the across-the-function coverage property of Nychka (1988) holds in our case.
Based on the mixed-effect representation of homogeneous functional data, we shall now present a mixture model for characterizing the heterogeneity.
The Model Specification
When the population is heterogeneous, we assume that the ith functional observation can be modeled as
where k = 1, · · · , K, the kth cluster's mean µ k is a smooth function defined on a generic domain Γ, b i ∼ N(0, B k ) is a p × 1 random effect vector associated with a To ease the computation, we introduce a "latent" membership labeling variable J ik such that J ik = 1 indicates individual i belongs to the kth cluster and J ik = 0 otherwise. Thus we have the probability that J ik = 1 is p k . The mixture Henderson's likelihood is seen to be
where f y and f b are probability density functions for y i and b i respectively.
Estimation
The negative penalized Henderson's likelihood of complete data (y i , J ik ) where i = 1, · · · , n, is seen to be
where λ k is the smoothing parameter for µ k .
Once the penalized Henderson's likelihood (3.2) is obtained, the EM algorithm (Dempster et al. 1977 , Green 1990 ) can be derived as follows.
The E-step simply requires the calculation of
, and ϕ is the Gaussian density function.
The M-step requires the conditional minimization of the following equation
where b ik is b i given the membership J ik . Thus the M-step is equivalent to minimizing (3.4) and (3.5) separately.
By minimizing (3.5), we can minimize the following K equations simultaneously
where 1/2σ 2 is absorbed into λ k . The minimization of (3.7) is performed in the reproducing kernel Hilbert space H ⊆ {η : M(µ) < ∞}. Substituting solution (2.4) into (3.7), we have
T with the (k, ν)th entry of the n i × m matrix S i equal to φ ν (t ik ),
T with the (l, j)th entry of the n i ×T matrix R i equal to R M (t il , s j ),
k ) and Q is the T × T matrix with the (j, k)th entry equal to R M (s j , s k ).
Writing (3.8) in a more compact form, we have
, and
k b k . Then (3.9) can be minimized using the techniques developed in Section 2.
The variance of measurement error is estimated aŝ
The algorithm iterates through (3.3), (3.6), (3.9) and (3.10) until all the parameters converge.
The selection of the smoothing parameters Ω k and λ k plays an important role in the proposed algorithm. When first run our algorithm, in each iteration, the optimal smoothing parameters are selected for each cluster using GCV in (3.9). Once all parameters converge, we fixed the selected smoothing parameters and run our algorithm for fixed smoothing parameters.
After we fit the mixture model to the data, we can give a probabilistic (soft) clustering of each observation y i . That is, for each y i , w i1 , · · · , w iK give the estimated probabilities that this observation belongs to the first, second,..., and Kth components, respectively, of the mixture. However, in many practical settings, it is highly desirable to give hard clustering of these observations by assigning each observation to one component of the mixture. In the rest of the paper, we adopt the hard clustering of McLachlan and Peel (2001) by estimating the membership label,
where k = 1, · · · , K and i = 1, · · · , n.
Efficient Computation with Rejection Control
With thousands of observations under consideration, the E-step (3.3) results in a huge number of w ik 's, many of which are extremely small. With the presence of these small w ik 's, the calculation of matrices involved in the M-step (3.9) is expensive, unstable and sometimes even infeasible. To alleviate the computation and stabilize the algorithm, we propose to add a rejection control step (Liu et al. 1998) in the EM algorithm and refer to the modified algorithm as rejection controlled EM algorithm.
Firstly, we set up a threshold value c (e.g., c = 0.05). Given this threshold value, we introduce the following rejection controlled step:
c with probability w ik /c if w ik ≤ c 0 with probability 1 − w ik /c if w ik ≤ c.
The resulting w * ik needs to be normalized: w * * ik = w * ik / k w * ik . Then we replace w ik by w * * ik right after the E-step (3.3). Note that when c = 0, the proposed algorithm is exactly the original EM algorithm, whereas the proposed algorithm reduces to a variant of Monte Carlo EM algorithm (Wei and Tanner 1990 ) when c = 1. In this way, it is possible to make accurate approximations during the E-step while greatly reducing the computation of the M-step.
Finally, in order to avoid local optima, the rejection controlled EM is run with multiple chains. In practice, we first set the threshold c close to 1 at an early stage of the iterations to expedite the calculation, then we gradually lower c so that the algorithm can achieve a better approximation of the original EM.
A critical issue arising from the new algorithm is how to choose an appropriate stopping rule. For the original EM algorithm, the likelihood function increases after each iteration, so we can stop the iteration when the likelihood does not change.
However, for the rejection controlled EM algorithm, the likelihood functions fluctuates because of the sampling scheme. So a stopping rule like those used in the Gibbs sampler is employed. When the likelihood function is no longer increasing for several consecutive iterations, we stop and choose the estimates with the highest likelihood.
The Selection of the Number of Clusters
The success of our proposed methods heavily depends on the selection of the number of clusters K. A natural choice in model-based clustering is to use the Bayesian Information Criterion (BIC). The BIC imposes a penalty on the total number of parameters, scaled by the logarithm of sample size, so as to strike a balance between the goodness-of-fit and the model complexity. A critical issue in using BIC in nonparametric settings is to determine the effective number of parameters. Here we use the trace of the smoothing matrix to approximate the number of parameters in each cluster (Hastie and Tibshirani 1990, Gu 2002) . Thus BIC under our model is
where A k is the smoothing matrix for the kth cluster as defined in (2.9), P is the number of free parameters in p k , λ k , and Ω k where k = 1, · · · , K.
Simulation
To assess the performance of the proposed method, we carried out extensive analysis on simulated datasets. This simulation is designed to demonstrate the performance of the proposed method when the underlying clusters' mean functions are different for different clus-ters. First, one hundred replicates of samples were generated according to y 1ijτ = 3 sin(6πt j )(1 − t j ) + 2I {1} (τ ) − 1 + ǫ 1ijτ , i = 1, · · · , 30; y 2ijτ = 3 sin(6πt j )(1 − t j ) + ǫ 2ijτ , i = 1, · · · , 40;
where t j = 1/15, 2/15, · · · , 1, τ = 0, 1, indicator function I {1} (τ ) = 1 if τ = 1 and 0 otherwise, random errors ǫ were generated from a Gaussian distribution with mean zero and covariance matrix as follows:
We analyzed the simulated data using the proposed method with the following mixture model
) is the individual specific random effect. The important feature of the simulated data is that the true mean curves in two groups, indexed by τ , are either identical or parallel. This information was built into our method through enforcing the additive model (2.6). The penalized Henderson's likelihood was employed for estimation with roughness penalty M(µ) = 1 0
We compared our method with MCLUST (Fraley and Raftery 1990) , FCM classification likelihood (FCMc), and FCM mixture likelihood (FCMm) (James and Sugar 2003) . Since the number of clusters must be specified a priori in the partially implemented FCM software, we gave a significant starting advantage to the FCM algorithm by letting the number of clusters be the true number of clusters (four). For MCLUST, the clustering result with optimal BIC was reported, which was estimated from eight models with different covariance structures. The estimated mean curves using the proposed method for each cluster and the true curves of one sample are plotted in To study the genomic connections in expression patterns across the two species, we combined the gene expression datasets of Arbeitman et al. (2002) and Jiang et al. (2001) using the orthologous genes provided by McCarroll et al. (2004) , which resulted in a merged expression dataset containing 808 orthologous genes. We analyzed the data using the proposed method with the mixture model,
with probability p k where k = 1, · · · , K, τ = 1 for fruitfly and τ = 2 for worm,
is the gene specific random effect. The penalized Henderson's likelihood was employed with roughness penalty M of the form (2.5). Sex differentiation of the fruitfly was modeled by a branching spline (Silverman and Wood 1987) , the general analytic form of which with two branches on the right is
where s k is the branching point, and the second and third rows are expressions of the two branches. A cubic smoothing spline was used. The 808 genes were clustered by our method into 34 clusters. Biological functions of genes in each cluster were annotated using Gene Ontology, and Bonferroni corrected P-values of biological function enrichment were calculated based on the hypergeometric distribution In cluster A, which consists of 31 genes, gene expressions of worms have peaks at eggs, larva and young adult. In the same cluster, we observed that fruit-fly gene expressions that are up-regulated during embryogenesis are also up-regulated during metamorphosis, suggesting that many genes used for pattern formation during embryogenesis (the transition from egg to larva) are re-deployed during metamorphosis (the transition from larva to adult). Consistently, this cluster is enriched for genes involved in embryonic development (P-value =0.0003), post-embryonic body morphogenesis (P-value =0.007), and mRNA processing (P-value = 0.002), among others.
In cluster B, consisting of 24 genes, gene expressions of worms increase starting at eggs until they reach a peak at late larval stage. Then expressions go down during adulthood. However, we observed that fruit-fly gene expressions that are down-regulated during embryogenesis are up-regulated during metamorphosis and adult, suggesting that many genes are involved in development. The enriched gene functions are embryonic (P-value =0.02), larval development (P-value =0.008), and growth regulation (P-value < 10 −5 ).
Cluster C contains 25 genes. For worms, gene expressions have peaks at larva and adult stages. An over-representation of gene functions such as reproduction (P-value < 10 −6 ), larval development (P-value < 10 −7 ). Fruit-flies show peaks in gene expression in the early embryo, and older females (but not males). An overrepresentation of gene functions such as reproduction (P-value < 10 −6 ) and embryonic development(P-value < 10 −5 ) are present in this cluster. Among related functions, this cluster also contains functions of female gamete generation, growth, and positive regulation of growth rate. Genes of this cluster are thus inferred to participate in sex determination, female production of eggs, and growth regulation.
Budding Yeast Gene Expression under Aerobic and Anaerobic Conditions
To study the oxygen-responsive gene networks, Lai et al. (2006) ) is the gene specific random effect. We fit the model using the penalty (2.5) with a = 2. In total, 2388 genes were clustered into 28 clusters using our method.
FunSpec (Robinson et al. 2002) In cluster A, which consists of 57 genes, the estimated mean expression goes down progressively as oxygen level goes down, which suggests that the genes in this cluster are transiently down-regulated in response to anaerobisis. Furthermore, the estimated mean expression increases as oxygen concentration shifts back to normal level. Accordingly, genes involved in respiration, lipid fatty-acid and isoprenoid biosynthesis, and cell defense are over-represented in this cluster (P-value ≤ 10 −5 ).
In contrast to cluster A, cluster B (85 genes) consists of genes involved in various biosynthesis, metabolism and catabolism such as glucose metabolism (P-value≤ 10 −6 ). These biological processes are necessary to maintain the basic living needs of yeast cells. Interestingly, the alcohol biosythesis and metabolism are also enriched in this cluster. Consistent with biological function over-representation, the estimated mean expression is up-regulated in aerobic conditions and down-regulated in anaerobic conditions.
We have 70 genes in cluster C, where the estimated mean gene expression goes up at the beginning and then drops down rapidly under aerobic conditions. Under anaerobic conditions, the estimated mean gene expression is up-regulated. In this cluster, respiratory deficiency and carbon utilization are also over-represented (Pvalue≤ 10 −8 ). The initial up-regulation of gene expression under aerobic conditions can be partly explained by the fact that the cell increases energy up-taking through other biological processes, such as carbon utilization, when oxygen goes down. But as the oxygen level continues to drop, these processes are replaced by more energy efficient processes, such as glucose metabolism. Under the anaerobic conditions, these processes are revitalized again as oxygen level increases.
Discussion
In this article, we propose a clustering method for large scale functional data with multiple covariates. Nonparametric mixed-effect models were built, which were nested under a mixture model. The penalized Henderson's likelihood was employed for estimation. Data-driven smoothing parameters, selected through generalized cross-validation, were used to automatically capture the functional features. The rejectioncontrolled EM algorithm was designed to reduce the expensive computational cost for large scale data. The simulation analyses suggest that the proposed method outperforms the existing clustering methods. Moreover, the Bayesian interpretation of the proposed method allows the development of an equivalent fully Bayesian functional data clustering method, which can accommodate additional genomic and proteomic information for gene expression study. Although it was motivated for clustering temporal expression data, our proposed method has a wide spectrum of applications, including those involving seismic wave data arising from geophysical research (Wang et al. 2006 and Ma et al. 2007 ). The calculations reported in this article were performed in R. Open-source code is available in the R package MFDA.
As a sequel to this work, a clustering method for discrete data, especially those arising from temporal text mining, is under active development. whereξ = (R 1 (s 1 , x) , . . . , R 1 (s T , x), z) T is (T + p) × 1, φ is m × 1 with the νth entry φ ν (t), F = (R, Z), and V + is the Moore-Penrose inverse of V = diag(Q, It is straightforward to verify that the d andc given in (6.4) satisfy (2.8).
Proof of Theorem 2.2 :
The posterior variance can be easily calculated by using expression (6.1) as follows, 
