Abstract. We prove that under suitable conditions, the Jacobi Poincaré series of exponential type of integer weight and matrix index does not vanish identically. For classical Jacobi forms, we construct a basis consisting of the "first" few Poincaré series and also give conditions both dependent and independent of the weight, which ensures non-vanishing of classical Jacobi Poincaré series. Equality of certain Kloosterman-type sums is proved. Also, a result on the non-vanishing of Jacobi Poincaré series is obtained when an odd prime divides the index.
Introduction
In [11] R. A. Rankin has proved that the m-th Poincaré series P k m of weight k, where k, m are positive integers, for the full modular group SL(2, Z) is not identically zero for sufficiently large k and finitely many m depending on k. C. J. Mozzochi extended Rankin's result to integral weight modular forms for congruence subgroups in [9] .
In this paper we prove similar results for higher degree Jacobi Poincaré series defined on the full Jacobi group Γ J g = SL(2, Z)⋉(Z g ×Z g ), where g is a positive integer and is referred to as the degree of the Jacobi group. The Jacobi group operates on H × C g and also on functions φ : H × C g → C.
We denote the latter action by | k,m . (See section 2 for the definitions.)
Let k, g ∈ Z, m a symmetric, positive-definite, half-integral (g × g) matrix. The vector space of Jacobi cusp forms of weight k, index m and degree g, denoted by J cusp k,m,g is defined to be the space of holomorphic functions φ : H × C g → C satisfying φ| k,m γ = φ (where γ ∈ Γ For n ∈ N, r ∈ Z g with 4n > m −1 [r t ], let P k,m n,r be the (n, r)-th Poincaré series of weight k and index m (of exponential type) defined for k > g + 2 as in [3] (see Section 2 for definition). It is well-known that the Poincaré series P k,m n,r (n ∈ Z, r ∈ Z g ) span J cusp k,m,g . It is then natural to ask when such a Poincaré series vanish identically or when it does not. We prove the following theorem, which gives a partial answer to the above question.
Let D = det 2n r r t 2m and define k ′ := k − g/2 − 1.
Theorem 1.1. Let k be even when 2r ≡ 0 (mod Z g · 2m). Then there exist an integer k 0 and a constant B > 3 log 2 such that for all k ≥ k 0 (depending only on g), the Jacobi Poincaré series P k,m n,r does not vanish identically for
where α(g) = 2 3(g+2)
We construct a basis of J cusp k,m consisting of the "first" dim J cusp k,m Poincaré series (see Theorem 4.1 in section 4). We also give conditions for non-vanishing of Poincaré series independent of the weight for classical Jacobi forms (g = 1).
Define M(x) := exp B 1 log x log log 2x (x ≥ 2, B 1 > log 2) as in [11] .
where λ = (2 √ 2π Finally following [11] , we give conditional statements on the non-vanishing of Jacobi Poincaré series, based on the relation of g-dimensional Kloosterman sums with corresponding 1-dimensional sums and identities involving them.
(Here p|m means p divides every entry of m; since 2m is a (g × g) matrix with integer entries and p is odd, this makes sense.) Remark 1.4.
(1) In Section 3 we first prove the trivial case where the Poincaré series P k,m n,r does not vanish when the ratio
r t ] by which we measure the non-vanishing of Jacobi Poincaré series, is O(k), but with explicit range of the weight k where this is valid. This follows from Proposition 3.1 for arbitrary g and also from Theorem 4.1 in the case
).
(2) Theorem 1.1 therefore improves the trivial case mentioned in the previous remark. However, achieving the "order of k 2−ǫ (ǫ > 0)" as in [11] in the case of Jacobi Poincaré series using Rankin's methods seems difficult mainly because of the presence of the factor (c, D) instead of (c, D) (3) The condition that k be even when 2r ≡ 0 (mod Z g ·2m) in Theorem 1.1 is necessary, as the (n, r)-th Poincaré series vanish when k is odd and 2r ≡ 0 (mod Z g · 2m). The restriction
in Theorem 1.1 is natural since we know the result in the complement (see Acknowledgements. The author wishes to thank Prof. B. Ramakrishnan for going through the manuscript and for his support and encouragement.
Notations and Preliminaries
The Jacobi group Γ J g operates on H × C g in the usual way by
Then we have the action of Γ J g on functions φ : H × C g → C given by : The vector space of Jacobi cusp forms of weight k, index m and degree g, denoted by J cusp k,m,g is defined to be the space of holomorphic functions φ : H × C g → C satisfying φ| k,m γ = φ and having a Fourier expansion
c φ (n, r)e(nτ + rz)
n,r be the (n, r)-th Poincaré series of weight k and index m (of exponential type) defined for k > g + 2 by
It is well known that J 
where
where in the summation x (resp. y) run over a complete set of representatives for
(resp. (Z/cZ) * ),ȳ denotes an inverse of y (mod c), e c (a) := e 2πia/c (a ∈ Z), and
denotes the Bessel function of order k − g/2 − 1.
, where c φ (n, r) denotes the (n, r)-th Fourier coefficient of φ and
(here , is the Petersson inner product on J Proof. In fact the (n,r)-th coefficient c(n, r) of a general Jacobi form of degree g is zero if k is odd when 2r ≡ 0 (mod
. This is an easy consequence of the transformation property of Jacobi forms. See for instance [5] for g = 1.
From the Fourier expansion of P k,m n,r we see that in order to prove that it is non-zero, it is enough to prove |S(n, r)| < 1 2π
(noting that 2m is a positive-definite matrix with integer entries, hence det (2m) ≥ 1), where (2.2)
We will need the following estimates. (See [14] , [15] and [3] respectively for details):
where ω(c) is the number of distinct prime divisors of c, (D, c) = gcd(D, c).
3. Proof of Theorem 1.1 3.1. In this section we first obtain the following proposition which follows easily from trivial estimates of Bessel functions.
Proposition 3.1.
(1) Let k be even when 2r ≡ 0 (mod Z g · 2m). Then there exists an integer k 0 such that the (n,r)-th Poincaré series P k,m n,r does not vanish identically
n,r does not vanish identically, whenever the condition is non-void and k > g + 3 if g ≥ 2 and k > 5 if g = 1.
Lemma 3.2. The condition in Proposition 3.1(2) is non-void for n < 1 6
when g = 1.
Proof.
Noticing that there is a square in the interval [x, y] , (x, y ∈ R + ) when 2 √ x + 1 < y − x, we need to have,
So, in the case g = 1 , the Poincaré series P n,r k,m does not vanish identically when k > 4 and n satisfies the condition of the lemma.
Proof of Proposition 3.1. In a straightforward manner, using estimates (2.3) and (2.4), we get
. Using this, and Corollary 3.3, the proof follows. We omit the details. 
, using the trivial bound 2 ω(c) ≤ c. The rest follows by using Stirling's formula :
, for n ∈ N. 
, using the 'Hecke trick', the Jacobi Poincaré series is defined as in [4] 
n,r;0 ∈ J cusp k,m and has the same Fourier properties as P k,m n,r . We also consider conditions on it's non-vanishing in the following Proposition.
Remark 3.5. Though Proposition 3.1 is applicable here, the above theorem accounts for (possibly) smaller values of k.
Proof. This theorem again follows from the arguments of the proof of Proposition 3.1. Here we use the following estimate for Kloosterman sums of degree g (see [3, p.508,512] ):
where C(m) is a constant depending on m. With the notation of Proposition 3.1, we have for some positive constant C 1 (m),
The condition k > g+7 2 precisely guarantees convergence of the series above. The rest of the proof is identical to that of Proposition 3.1.
3.3. We now come to the main result of this section.
Proof of Theorem 1.1 . We use Rankin's method as in [11] . With S(n, r) as above, we need to prove |S(n, r)| < . Define
We get after similar calculations as in [11] (see also [9] ) that
However, the other sum S 2 (n, r) needs to be handled differently. We have
where a i , A j are absolute constants, and 0 < ǫ, δ < 1. Now for any g ≥ 1, and α(g) = 2 3g+2
; we choose 0 < ǫ, δ < 1 2 and find that S 1 (n, r) and S 2 (n, r) are small if we choose k large. If g ≥ 5, then we find that a better bound α(g) =
3g
works. This completes the proof.
Explicit basis for
J cusp k,m and proof of Theorem 1.2
H. Petersson proved that the first
ℓ is a basis for the space of cusp forms S k for SL(2, Z). We prove the corresponding result for Jacobi forms. The proof is based on the dimension formula given in [5] . 
Proof. We prove the Theorem for k even, the other case is analogous. The condition k ≥ m + 12
+ 1 (see [5, p.103] ). The proof follows Petersson's argument in the elliptic case (see [10] , [12] ). Let d = dim J cusp k,m and φ 1 , . . . , φ d be a orthonormal basis. We write
where µ and λ µ varies as in the statement of the Theorem. We get a d 1, f ) , . . . , a(d ℓ , f ), looking at equation 4.1 we need to prove that c Φ (n ν , r ν ) = 0 for all r ν such that r 2 ν < 4mn ν , 0 ≤ r ν ≤ m and all n ν such that [
. From now on let ℓ denote one of k + 2ν, (ν = 0, . . . , m) and for convenience, we drop the suffix ν. To see this, first, if |r| > 2m in equation 4.1, we can consider −m ≤ r ′ = r − 2mx ≤ m for a suitable integer x and an n ′ ≥ 1 such that 4mn ′ − r ′ 2 = 4mn − r 2 and use the fact that c Φ (n ′ , r ′ ) = c Φ (n, r) and that n ≥ n ′ ≥ 1, so n ′ also satisfies the same upper bound as that of n (namely, [
. We can finally reduce to the case 0 ≤ r ≤ m since c Φ (n, r) = c Φ (n, −r) as ℓ is even.
But any such n ν can be written as n ν = [
with 0 ≤ ν ≤ m and D ν , λ ν as in the statement of the theorem. This proves the claim.
The
where the Fourier coefficient c(D) does not depend on r.
Let k be even. Following the notation in [7] , let [7] ).
Here δ t,D is the Kronecker delta, and, w (mod 4). Let α ∈ {1, 2}. We define the following exponential sum,
where δδ −1 ≡ 1 (mod 4c).
Lemma 4.4. Let w be an integer, c ≥ 1 be even and u, v ≡ 0, (−1) w (mod 4).
Proof. The proofs are obtained by splitting the exponential sums into half of the modulus in the sums. 1. This is easily seen by splitting the exponential sum as follows:
This gives 1. We omit the proof of 2, as it is on the same lines as that of 1. G(a, b, c) =
Proposition 4.9. Let c ≥ 1 and k even. Then H 1,c (n, r, n ′ , ±r
Proof. We distinguish 3 cases, for classes of c modulo 4.
We use the values of Gauss sums from table (4.9) in Proposition 4.8.
where 44 −1 ≡ 1 (mod c) and the equality in the last line follows from [7, p. 256 , equation (37)].
c ≡ 2 (mod 4 )
Let c = 2c ′ , with c ′ odd. From table (4.9), and Lemma 4.4, we see that When they have opposite pairity, using the multiplicative property of Gauss sum in Proposition 4.8 and applying the formula from 4.9 we have:
We make a change of variables y → 2y + c ′ and find after simplification that the above sum, (in which y now varies over a reduced residue system modulo c ′ and 
where the equality in the last line follows from Lemma 4.4(2) with w = k − 1 and the fact that
Proof. First trivially we have, δ 1 (n, r, n ′ , ±r ′ ) = δ D,D ′ . Therefore comparing the two Fourier developments and noting that k is even, we see that it is sufficient to prove for all c ≥ 1 that
. Combining 1, 2 and 3 from Proposition 4.9, we finally arrive at the conclusion that when k is even, Proof. From the Fourier expansion of P k−1,4,D given in [7] , we see that the proof is the same as in the case of integral weight Poincaré series for congruence subgroups of SL(2, Z) given in [9] ; so we omit it.
Proof of Theorem 1.2 . We write S(n, r) = S 1 (n, r) + S 2 (n, r), where From the bound given in Theorem 1.2, it follows from estimates (4.15) and (4.16) that S 1 and S 2 are both less than 1 2 in absolute value. Finally, from the expression of the (n, r)-th Fourier coefficient of P k,m n,r given in Proposition 2.1, we get the Theorem.
Further results
Recall the one dimensional Kloosterman sum for a positive integer c, It is well known that (see [11, §3] for example) the following relation holds for a prime p : 
