Abstract -Back propagation learning algorithm is used to implementing the FPGA for reducing the memory usage and it is one type of Supervised Learning network. The overfitting problems occurs in the device is obtained by the three steps of the algorithm. The three steps are training, validation and testing. The FPGA implementation is done by the Ex-OR functions and the VHDL code is written for the Ex-OR function using the BP algorithm. Also, the MATLAB code is written for the BP algorithm. The results show that the reducing of resource usage and increase of computational speed by the comparison of the output of VHDL code, Arduino code and MATLAB code. Both of the implementations of the Back-propagation algorithm is useful for applications to real-world problems.
Introduction
The BP learning algorithm is one of the most important developments in supervised learning in neural networks developed by Brysor and Ho in the year 1969, Werbos in the year 1974, Lecun in the year 1985, parker in the year1985 and Rumelhan in the year 1986. This learning algorithm is used in multilayer feed forward neural networks. Gradient decent learning rule is used to update the weights. For the given set of input pairs the algorithm calculates the net input and error values, based on the error values the weight values will be updated in the network [1] . The numbers of hidden layers used in the network, the training become more complex. The error is nothing but the difference between the actual calculated output and the desired output.
Field Programmable Gate Arrays are the one type of hardware logic device that have the ability to program like a general-purpose computing platform [12] . The FPGA are generally used in the prototype Application Specific Integrated Circuit (ASIC) [4] . FPGA uses the reconfigurable computing logic. FPGAs are quite suitable for neural network applications because they are parallel devices as is the processing information neural network models [7] . These are used as a prototyping tool for the hardware designers. FPGA boards are programmed using the hardware description languages, such as VHDL (VHSIC Hardware Description Language) or Verilog [5] . The programming of FPGA boards is very time consuming process.
In this paper the Back-Propagation algorithm is implemented in VIRTEX-5 XC5VLX110T FPGA, Arduino UNO microcontroller and Standard PC implementation using MATLAB. The aim of this project is 1) to obtain the implementation of both type of FPGA device in real time applications. 2) to compare the efficiency between these devices and to a standard PC based implementation. The organization of this paper follows. Section II includes details about the back-propagation algorithm. The FPGA implementation is described in Section III, which contains four parts: the first three subsections describe each one of the three blocks used for the algorithm implementation, while the fourth subsection deals with specific implementation details. Section IV presents the results of both implementations on a set of FPGA, Microcontroller and MATLAB code for obtaining the resource usage and computational speed. Finally, the discussion and conclusions are drawn in Section V.
Back Propagation Algorithm
The Back-propagation algorithm is the mainly used supervised learning network in the realtime applications because it produces the efficient output than the other networks used. The BP algorithm is also different from the other networks because the weight values of the network are updated during the training of the network. The other networks have the difficulty to find the weight values of the hidden neurons. The number of hidden layers used in the network will increase the complexity of the problem and produce the efficient output. The weight values are updated based on the error value calculated in the both the hidden layer and output layer. The error is nothing but the difference between the actual calculated output and the desired target output. The error is measured at the output layer. The information of the error is not directly calculated in the hidden layers. Therefore, other techniques should be used to calculate an error at the hidden layer, which will make the output error will be very low and this is the ideal goal.
The three stages of process involved in the training of an BP algorithm. They are 1) feed forward of the input training pattern, 2) the calculation and back-propagation of the error, and 3) updating of weights. The testing of the BP algorithm involves the computation of feed forward phase only.
Architecture:
A back propagation neural network is multi-layer, feed forward neural network consisting of an input layer, hidden layer and an output layer. The neurons present in the hidden and output layer have biases, which are the connections from the units whose activation is always 1. The bias terms also act as weights. The architecture of a BPN for only the direction of information flow for feed forward phase. During the back-propagation phase of learning, signals are sent in the reverse direction.
There are two types of inputs are used in the BPN. They are Binary (1, 0) and Bipolar (-1, +1). The activation function could be any function which increases monotonically and is also differentiable.
Algorithm:
The terminologies used in the Back-Propagation training algorithm are as follows: 
FPGA Implementation Using BP Algorithm
FPGAs are reprogrammable logic devices which gives the flexibility in the design like software but the performance speeds closer to Application Specific Integrated Circuit. FPGAs has the ability to reconfigured a million of times after it has been already manufactured. These are the prototyping tool for the hardware designers. FPGAs are programmed using a hardware description language (VHDL). For this implementation VIRTEX-5 OpenSPARC Evaluation platform is used that includes a Xilinx VIRTEX-5 XC5VLX110T FPGA. Table 1 shows the main specifications of the VIRTEX-5 XC5VLX110T FPGA that indicates the main logic resources.
The Table gives 
CONTROL BLOCK:
The Control Block controls the whole information flow process within the FPGA board by sending and processing the information from the architecture and pattern blocks.
VALIDATION PROCESS:
The validation process is used to prevent the overfitting problems, and it is executed after finishing a training epoch.
ARCHITECTURE BLOCK:
The architecture block gives the physical implementation of the neural network architecture. The number of layers and the number of neurons used in BP algorithm in each layer has to be predefined by the user before the execution of the algorithm. Ex-OR function is used to implement the FPGA by using BP algorithm. The architecture of Ex-OR gate function using BP algorithm is shown in Figure 2 .
Figure 2. Neural Network Architecture of Ex-OR function

Implementation Of EX-OR Function in FPGA
The Ex-OR logic function has two inputs and one output. It produces an output only if either one or the other of the inputs is ON, but not if both of the inputs are OFF or both of the inputs are ON. The truth table of Ex-OR function is shown in Table 2 .
IMPLEMENTATION APPROACH:
The implementation of the BP algorithm in FPGA device using Ex-OR function has the following procedure.
Step 1: The network is initialized and the random values are given to weights.
Step 2: The net inputs for the input neurons and hidden neurons are calculated.
Step 3: The obtained value is run through a hard limiter function.
Step 4: The same procedure is followed for the output layer using the outputs of the hidden layer as the input.
Step 5: The error values (delta) for the output layer and hidden layer is calculated.
Step 6: the weight values are updated using the error(delta) values.
Step 7: The learning parameter α is taken as 0.5. 
RESULTS
In this section, we analyze some features in connection to the implementations of the BP algorithm used in an FPGA board, examining also a third implementation of the algorithm in PC for comparison purpose. The MATLB code is executed for the PC based implementation of the BP algorithm and the code is run in an Intel® core™ i5-3330 CPU at 3GHz with 16GB of RAM memory. All the three implementations of the algorithm follow the same operation steps and the only evident differences between them are the random number generator used for the initialization of the synaptic weights, the type of data representation used in each case, and the computation of the sigmoid function. The FPGA implementation uses an LFSR random number generation routine, while the microcontroller and MATLAB code use the built-in random and randn functions respectively. Figure 3 shows the Xilinx FPGA output result for Ex-OR function. The function of Ex-OR is when the two inputs are same, the output will be low. When the two inputs are different the output will be high. The scale for the following output graph is about 50ns.
The MATLAB output shows the result for the MATLAB coding written for the backpropagation algorithm. The program shows the training of back propagation algorithm for the given input pattern. Figure 4 shows the input values given to the Back-propagation algorithm using MATLAB programming.
Figure 4. MATLAB input command window
The input values for the Back-propagation algorithm using MATLAB coding defines the given input pattern(x), target value(t), weight values between input and hidden layers(v), weight values between hidden and output layers(w), bias weight values(vb) and learning rate(α). 
Discussion and Conclusion
The BP algorithm has been successfully implemented in an FPGA board and Arduino microcontroller and also a third one is standard PC-based implementation under MATLAB code. This learning method is used to prevent the overfitting problems. The implementation of the BP algorithm in FPGA board involves several challenges because the FPGA uses the hardware programming languages and the other two uses the software programming languages. The comparison of these three is the totally different approach. By using the BP algorithm implemented in FPGA we can reduce the memory space up to 25.8% in the total number of memory. For this implementation VIRTEX-5 OpenSPARC Evaluation platform is used that includes a Xilinx VIRTEX-5 XC5VLX110T FPGA. As an overall conclusion, this paper shows the potential advantages of using FPGA boards as hardware accelerator devices for neurocomputing applications giving their intrinsic parallel capabilities, while in relationship to the use of neural networks in microcontrollers, we highlight the on-chip characteristic of the presented implementation that will permit its use in remote sensors using a standalone operation mode.
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