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and a unit. The rings described by the title include uniquely clean rings, and they arise
as triangular matrix rings over commutative uniquely clean rings. Various basic properties
of these rings are proved and many examples are given.
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0. Introduction
Throughout, R is an associative ring with identity. A ring is called clean if every element is the sum of an idempotent
and a unit. A ring is called uniquely clean if every element is uniquely the sum of an idempotent and a unit. Uniquely clean
rings were discussed by Anderson and Camillo [1] for the commutative case, and by Nicholson and Zhou [10,11] for the
noncommutative case. It was proved in [10] that a ring R is uniquely clean iff Rmodulo its Jacobson radical J(R) is boolean,
idempotents lift modulo J(R) and idempotents of R are central. Thus, for a commutative uniquely clean ring R and for n > 1,
the triangular matrix ring Tn(R) cannot be uniquely clean, but, as shown later, it has the property that every element is
uniquely the sum of a unit and an idempotent that commute with each other. This motivates us to look at the class of the
rings described by the title, and it indivertibly encounters the notion of a strongly clean ring [9], where a ring is strongly
clean if every element is strongly clean, i.e., it is the sum of an idempotent and a unit that commute with each other. It is
proved here that a ring R satisfies the property described in the title iff for every a ∈ R there exists a unique idempotent e of
R such that ea = ae and e−a ∈ J(R); in particular, such a ring R is boolean if it is semiprimitive. These rings form a class that
lies properly between the class of uniquely clean rings and the class of strongly clean rings.Withmany illustrative examples
given, various basic properties of these rings are proved and efforts have been made towards addressing the questions of
when triangular matrix rings and power series rings have this property.
For a ring R, J(R) denotes the Jacobson radical of R and U(R) is the group of units of R. We writeMn(R) and Tn(R) for the
rings of all n × nmatrices and all n × n upper triangular matrices over R respectively. The identity matrix is denoted by I .
The ring of integers modulo n is denoted by Zn.
1. Uniquely strongly clean rings and examples
For an element a in a ring R, if a = e + u and eu = ue where e2 = e ∈ R and u−1 ∈ R, then we say that a is a strongly
clean element of R and a = e+ u is a strongly clean expression of a in R.
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Definition 1. An element a of a ring R is called uniquely strongly clean (or USC for short) if a has a unique strongly clean
expression in R as stated above. The ring R is called uniquely strongly clean (or USC for short) if every element of R is uniquely
strongly clean.
Example 2. If Ri is a ring for all i ∈ I , then∏i∈I Ri is USC iff each Ri is USC.
Example 3. Let G be a group of automorphisms of the ring R. The fixed ring RG is defined to be RG = {a ∈ R : g(a) = a for
all g ∈ G}. If R is uniquely (strongly) clean then so is RG.
A ring R is called abelian if all idempotents of R are central.
Example 4. A ring R is uniquely clean iff R is an abelian USC ring.
Proof. A uniquely clean ring is abelian by [10, Lemma 4], so it is strongly clean ring and hence USC. The other implication is
also clear. 
Example 5. Let R be a ring and e2 = e ∈ R. If R is USC, then so is eRe.
Proof. By [12] (or see [6, Corollary 1.4]), S = eRe is strongly clean. Let f1 + u1 = f2 + u2 where f1, f2 are idempotents of S
and u1, u2 are units of S such that fiui = uifi for i = 1, 2. Let vi = ui+1− e for i = 1, 2. Then each vi is a unit of R. Moreover,
fivi = vifi for i = 1, 2. Because R is USC, it follows from f1 + v1 = f2 + v2 that f1 = f2. So u1 = u2. Hence S is USC. 
Lemma 6. Let R be a USC ring and let R = R/J(R). The following hold:
(1) For any u1, u2 ∈ U(R), u1 + u2 6= 1.
(2) For any u¯1, u¯2 ∈ U(R), u¯1 + u¯2 6= 1¯.
(3) For any 0¯ 6= e¯2 = e¯ ∈ R and any u¯1, u¯2 ∈ U(e¯Re¯), u¯1 + u¯2 6= e¯.
(4) For any n > 1, there does not exist 0¯ 6= e¯2 = e¯ ∈ R such that e¯Re¯ ∼= Mn(S) for some ring S.
Proof. (1) If u, 1− u are both in U(R), then 0+ (1− u) = 1+ (−u), and hence 0 = 1. This is a contradiction.
(2) Because units lift modulo J(R), (2) follows immediately from (1).
(3) Given e¯, u¯1, u¯2 as in (3), we can assume e2 = e because idempotents lift modulo J(R). Then e¯Re¯ ∼= eRe/J(eRe). Because
eRe is USC by Example 5, (3) follows by (2).
(4) Suppose that for some n > 1 and for some e¯2 = e¯ ∈ R, e¯Re¯ ∼= Mn(S) for some ring S. Since n > 1,Mn(S) contains a
corner ring isomorphic to a 2× 2 matrix ring. So e¯Re¯ contains a corner ring isomorphic to a 2× 2 matrix ring. Thus, without
loss of generality, we can assume that n = 2. In a 2× 2 matrix ring, it is always true that(
1 0
0 1
)
=
(
1 1
1 0
)
+
(
0 −1
−1 1
)
.
Thus, there exist u¯1, u¯2 ∈ U(e¯Re¯) such that u¯1 + u¯2 = e¯. This is in contrary to (3). 
Corollary 7. If R is a USC ring and n > 1, then no corner ring of R is isomorphic to an n× n matrix ring. In particular, an n× n
matrix ring is never USC for any n > 1.
For a prime number p, let Zˆp be the ring of p-adic integers. By [6, Theorem 2.4],M2(Zˆp) is strongly clean, but it is not USC
by Corollary 7.
Example 8. Let R = Z2×Z2 and let σ : R→ R be given by (a, b) 7→ (b, a). Then σ is an endomorphism of Rwith σ(1) = 1.
Let R[x; σ ] be the ring of skew polynomials over R with multiplication defined by xr = σ(r)x. Then R[x; σ ]/(x2) is a USC
ring that is not uniquely clean.
Proof. Let S = R[x; σ ]/(x2). Then S = {r + sx : r, s ∈ R} with x2 = 0 and xr = σ(r)x for all r ∈ R. It can easily be verified
that every r+sx ∈ S has a unique strongly clean expression in S: r+sx = [(r+1)+(r+σ(r))sx]+[1+(r+σ(r)+1)sx]. 
Let RM be a module. It was proved in [9, Theorem 3] that α ∈ end(RM) is strongly clean iff there exists a decomposition
M = P ⊕ Q where P,Q are α-invariant, and α|P and (1− α)|Q are isomorphisms.
Example 9. Let α ∈ end(RM). The following are equivalent:
(1) α is USC in end(RM).
(2) There exists a unique decompositionM = P ⊕ Q where P,Q are α-invariant, and α|P and (1− α)|Q are isomorphisms.
Proof. (1) ⇒ (2). The existence of such a decomposition follows by [9, Theorem 3]. Suppose that M = P ⊕ Q is a
decomposition satisfying (2). Then α = (1 − pi) + σ is a strongly clean expression in end(RM), where pi : M → P is
the projection to P along Q and σ : M → M is given by σ(x + y) = α(x) − (1 − α)(y) for x ∈ P and y ∈ Q . Because
Ker(pi) = Q and Im(pi) = P , the uniqueness of such an idempotent pi shows that (2) holds.
(2) ⇒ (1). By [9, Theorem 3], (2) shows that α is strongly clean in end(RM). Suppose that α = (1 − pi) + σ =
(1 − pi1) + σ1 are two strongly clean expressions in end(RM). Then by the proof of [9, Theorem 3], both decompositions
M = Mpi ⊕ M(1 − pi) = Mpi1 ⊕ M(1 − pi1) satisfy (2). Thus Mpi = Mpi1 and M(1 − pi) = M(1 − pi1). It follows that
pi = pi1. 
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2. Triangular matrix rings
It was proved in [6, Theorem 3.1] that if R is a commutative local ring, then each Tn(R) is strongly clean. The next result
provides a family of USC rings through triangular matrix rings.
Theorem 10. Let R be a commutative ring. The following are equivalent:
(1) R is USC.
(2) R is uniquely clean.
(3) Tn(R) is USC for all n ≥ 1.
(4) Tn(R) is USC for some n ≥ 1.
Proof. (1)⇔ (2). This follows by Example 4.
(3)⇒ (4). It is clear.
(4)⇒ (1). Let E be the n× nmatrix whose (1, 1)-entry is 1 and in which all other entries are 0. Then ETn(R)E ∼= R. Thus
R is USC by Example 5.
(1)⇒ (3). We prove the implication by induction on n. It is true if n = 1. Assume that n > 1 and Tn−1(R) is USC. Let
A =
(
A1 α
0 ann
)
∈ Tn(R),
where A1 ∈ Tn−1(R), ann ∈ R and α is an (n − 1) × 1 matrix. By (1) and by induction hypothesis, A1 and ann have unique
strongly clean expressions in Tn−1(R) and in R respectively:
A1 = E1 + U1, ann = enn + unn.
Note that if A =
(
B1 β
0 bnn
)
+
(
V1 γ
0 vnn
)
is a strongly clean expression in Tn(R), then A1 = B1 + V1 and ann = bnn + vnn
are strongly clean expressions in Tn−1(R) and in R respectively; hence B1 = E1, V1 = U1, bnn = enn, vnn = unn. Therefore,
to show that A has a unique strongly clean expression in Tn(R), it suffices to prove that there exists a unique (n − 1) × 1
matrix α1 such that A =
(
A1 α
0 ann
)
=
(
E1 α1
0 enn
)
+
(
U1 α − α1
0 unn
)
is a strongly clean expression in Tn(R). Let E =
(
E1 α1
0 enn
)
and U =
(
U1 α − α1
0 unn
)
. Clearly, U is invertible. It is easy to verify that
E2 = E ⇔ E1α1 + α1enn = α1
⇔ (E1 + ennI)α1 = α1 (0.1)
EU = UE ⇔ E1(α − α1)+ α1unn = U1α1 + (α − α1)enn
⇔ (U1 − unnI − 2ennI)α1 + (E1 + ennI)α1 = (E1 − ennI)α. (0.2)
Combining (0.1) with (0.2) gives
(U1 − unnI − 2ennI)α1 + α1 = (E1 − ennI)α, i.e.,
[U1 + (1− 2enn − unn)I]α1 = (E1 − ennI)α.
Because R is a uniquely clean ring, R/J(R) is boolean by [10, Theorem 20]. Thus, 2 ∈ J(R) and 1 − w ∈ J(R) for all
w ∈ U(R). In particular, 1 − unn ∈ J(R) and so 1 − 2enn − unn ∈ J(R). Thus, U1 − (1 − 2enn − unn)I is invertible.
So α1 = [U1 − (1 − 2enn − unn)I]−1(E1 − ennI)α. The uniqueness of α1 has been proved. Next we verify that α1 =
[U1− (1−2enn−unn)I]−1(E1− ennI)α satisfies (0.1) and (0.2). In fact, because E1U1 = U1E1, E1+ ennI,U1+ (1−2enn−unn)I
and [U1 + (1− 2enn − unn)I]−1 all commute. Thus,
(E1 + ennI)α1 = [U1 + (1− 2enn − unn)I]−1(E1 + ennI)(E1 − ennI)α
= [U1 + (1− 2enn − unn)I]−1(E1 − ennI)α
= α1.
So α1 satisfies (0.1). Similarly, α1 satisfies (0.2). Therefore, the proof is complete. 
By [10, Lemma 4], Tn(R) is never uniquely clean for n ≥ 2. Thus, a family of USC rings that are not uniquely clean are
obtained by Theorem 10.
Example 11. Let R = T2(Z2). Then T2(R) is USC.
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Proof. Notice that T2(R) is a subring of T4(Z2) and that T4(Z2) is USC by Theorem 10. It suffices to show that T2(R) is a
strongly clean ring. For any u ∈ U(R) =
{(
1 0
0 1
)
,
(
1 1
0 1
)}
, let ic(u) = {e2 = e ∈ R : eu = ue}. For u =
(
1 0
0 1
)
and
v =
(
1 1
0 1
)
, we have
ic(u) =
{(
x 0
0 y
)
: x, y ∈ Z2
}
∪
{(
x 1
0 1+ x
)
: x ∈ Z2
}
,
ic(v) =
{(
x 0
0 x
)
: x ∈ Z2
}
.
Notice that, if
(
a b
0 c
)
=
(
e1 e2
0 e3
)
+
(
u1 u2
0 u3
)
is a strongly clean expression in T2(R), then a = e1 + u1, c = e3 + u3 are
strongly clean expressions in R. Thus, because R is a strongly clean ring (by Theorem 10), to show that T2(R) is a strongly
clean ring, it suffices to prove the following:
Claim. For any a =
(
a1 a2
0 a3
)
∈ R, any uj ∈ U(R) and any ej ∈ ic(uj) (for j = 1, 2), there exists b ∈ R such that(
e1 + u1 a
0 e2 + u2
)
=
(
e1 b
0 e2
)
+
(
u1 a− b
0 u2
)
is a strongly clean expression in T2(R). The claim is verified as follows.
Case 1. u1 = u2 =
(
1 0
0 1
)
.
If e1 =
(
x 0
0 y
)
and e2 =
(
x′ 0
0 y′
)
, take b =
(
a1(x+ x′) a2(x+ y′)
0 a3(y+ y′)
)
.
If e1 =
(
x 0
0 y
)
and e2 =
(
x′ 1
0 1+ x′
)
, take b =
(
a1(x+ x′) a2(x+ x′ + 1)+ a1
0 a3(y+ x′ + 1)
)
.
If e1 =
(
x 1
0 1+ x
)
and e2 =
(
x′ 0
0 y′
)
, take b =
(
a1(x+ x′) a2(x+ y′)+ a3
0 a3(x+ y′ + 1)
)
.
If e1 =
(
x 1
0 1+ x
)
and e2 =
(
x′ 1
0 1+ x′
)
, take b =
(
a1(x+ x′) a2(x+ x′ + 1)+ a1 + a3
0 a3(x+ x′)
)
.
Case 2. u1 =
(
1 0
0 1
)
and u2 =
(
1 1
0 1
)
.
If e1 =
(
x 0
0 y
)
and e2 =
(
x′ 0
0 x′
)
, take b =
(
a1(x+ x′) (a1 + a2)(x+ x′)
0 a3(y+ x′)
)
.
If e1 =
(
x 1
0 1+ x
)
and e2 =
(
x′ 0
0 x′
)
, take b =
(
a1(x+ x′) (a1 + a2)(x+ x′)+ a3
0 a3(x+ x′ + 1)
)
.
Case 3. u1 =
(
1 1
0 1
)
and u2 =
(
1 0
0 1
)
.
If e1 =
(
x 0
0 x
)
and e2 =
(
x′ 0
0 y′
)
, take b =
(
a1(x+ x′) (a2 + a3)(x+ y′)
0 a3(x+ y′)
)
.
If e1 =
(
x 0
0 x
)
and e2 =
(
x′ 1
0 1+ x′
)
, take b =
(
a1(x+ x′) (a2 + a3)(x+ x′ + 1)+ a1
0 a3(x+ x′ + 1)
)
.
Case 4. u1 = u2 =
(
1 1
0 1
)
.
If e1 =
(
x 0
0 x
)
and e2 =
(
x′ 0
0 x′
)
, take b =
(
a1(x+ x′) (a1 + a2 + a3)(x+ x′)
0 a3(x+ x′)
)
.
The verification is complete. 
Noting that the ring R in the previous example is USC but not abelian, one raises the following:
Question 12. In Theorem 10, does condition (1) imply condition (3) without the assumption that R is commutative? If not, can
the word ‘‘commutative’’ be replaced by ‘‘abelian’’?
Example 13. Let R =
(
A V
0 B
)
, where A and B are local rings and AVB is a bimodule. The following are equivalent:
(1) R is USC.
(2) A/J(A) ∼= Z2 ∼= B/J(B), and if a− 1 ∈ J(A), b ∈ J(B) and v ∈ V , there exists a unique x ∈ V such that v = xb− ax.
Proof. (1) ⇒ (2). Suppose that (1) holds. Then A and B are USC by Example 5, and hence they are uniquely clean by
Example 4. So A/J(A) ∼= Z2 ∼= B/J(B) by [10, Theorem 15]. Given a, b and v as in (2), there exists x ∈ V such that v = xb−ax
by [9, Example 2]. Then
(
a v
0 b
)
=
(
0 x
0 1
)
+
(
a v − x
0 b− 1
)
is a strongly clean expression in R, which is unique by (1). Hence
the element x ∈ V satisfying v = xb− ax is unique.
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(2)⇒ (1). Let C =
(
a v
0 b
)
∈ R. By [9, Example 2], C is a strongly clean element in R. Suppose
C = E1 + U1, where E1 =
(
e1 x
0 e2
)
and U1 =
(
a− e1 v − x
0 b− e2
)
= E2 + U2, where E2 =
(
f1 y
0 f2
)
and U2 =
(
a− f1 v − y
0 b− f2
)
are two strongly clean expressions for C in R. Then a = e1 + (a− e1) = f1 + (a− f1) are strongly clean expressions of a in
A. Since A is uniquely clean by (2), e1 = f1. Similarly, e2 = f2. Because idempotents of local rings are trivial, there are three
cases:
(i) e1 = e2 = 0 or e1 = e2 = 1. It follows from E21 = E1 that x = 0. Similarly, y = 0. So E1 = E2.
(ii) e1 = 0 and e2 = 1. Thus a ∈ U(A) and b − 1 ∈ U(B). Because A/J(A) ∼= Z2 ∼= B/J(B), we have a − 1 ∈ J(A) and
b ∈ J(B). It follows from CE1 = E1C that ax+ v = xb. Similarly, ay+ v = yb. By (2), x = y, so E1 = E2.
(iii) e1 = 1 and e2 = 0. Then a − 1 ∈ U(A) and b ∈ U(B). Thus, (a + 1) − 1 ∈ J(A) and b + 1 ∈ J(B) because
A/J(A) ∼= Z2 ∼= B/J(B). It follows from CE1 = E1C that ax = v + xb, i.e., (a + 1)x = v + x(1 + b). Similarly,
(a+ 1)y = v + y(1+ b). By (2), x = y, so E1 = E2. 
3. Structure theorems
Observe that [10, Theorem 15] and Example 4 imply that a local ring R is USC iff R is uniquely clean iff R/J(R) ∼= Z2.
A set {eij : 1 ≤ i, j ≤ n} of nonzero elements of R is said to be a system of n2 matrix units if eijest = δjseit , where δjj = 1
and δjs = 0 for j 6= s. In this case, e :=∑ni=1 eii is an idempotent of R and eRe ∼= Mn(S) where S = {r ∈ eRe : reij = eijr for
all i, j = 1, 2, . . . , n}.
A ring R is called a semipotent (or I0-)ring if every right ideal not contained in J(R) contains a nonzero idempotent, or
equivalently if every left ideal not contained in J(R) contains a nonzero idempotent.
Lemma 14 ([8, Theorem 2.1]). Let R be a semipotent ring with J(R) = 0 and n > 1. If an = 0 but an−1 6= 0, then the ideal RaR
of R contains a system of n2 matrix units.
Theorem 15. A ring R is USC with J(R) = 0 iff R is boolean.
Proof. Let R be USC with J(R) = 0. If a2 = 0 and 0 6= a ∈ R, then by Lemma 14, R has a corner ring isomorphic to a 2 × 2
matrix ring. This is contrary to Corollary 7. So R is a reduced ring, and hence is an abelian ring. By Example 4, R is uniquely
clean. Thus by [10, Theorem 19], R is boolean. 
Lemma 16. If R is a USC ring, then 2 ∈ J(R).
Proof. Suppose that 2 6∈ J(R). Because R is semipotent, there exists 0 6= e2 = e ∈ 2R. Write e = 2awith a ∈ R. Then ea = ae
and so (1− 3e)(1− 3ae) = 1− 3ae− 3e+ 9eae = 1− 3ae− 3e+ 9ae = 1− 3e+ 6ae = 1− 3e+ 3(2a)e = 1. Similarly,
(1−3ae)(1−3e) = 1. So 1−3e ∈ U(R). But 1−2e ∈ U(R). It follows from 1+ (1−3e) = (1− e)+ (1−2e) that 1− e = 1,
i.e., e = 0. This is a contradiction. 
Theorem 17. The following are equivalent for a ring R:
(1) R is USC.
(2) For any a ∈ R, there exists a unique e2 = e ∈ R such that ea = ae and a− e ∈ J(R).
Proof. (1) ⇒ (2). First we show that R = R/J(R) is boolean. Because R is semipotent (being clean), it follows from
Lemma 6(4) and Lemma 14 that R is a reduced ring and hence an abelian ring. Clearly, R is strongly clean by (1). Suppose
that a¯ = e¯ + u¯ = f¯ + v¯ are two strongly clean expressions in R. Then g¯ := e¯ − f¯ is a central idempotent of R because R is
abelian and because 2¯ = 0¯ by Lemma 16. So g¯ = (−u¯) + v¯ = g¯(−u¯)g¯ + g¯ v¯g¯ with both g¯(−u¯)g¯ and g¯ v¯g¯ units of g¯Rg¯ . By
Lemma 6(3), g¯ = 0¯. Hence e¯ = f¯ . So R is USC. Thus R is boolean by Theorem 15. Thus, for any a ∈ R, a2 − a ∈ J(R). By (1),
there exist e2 = e ∈ R and u ∈ U(R) such that a+ 1 = e+ u and eu = ue. Because R is boolean, u = 1+ j for some j ∈ J(R).
So a = e+ jwith ae = ea. Such an element e is clearly unique by (1).
(2) ⇒ (1). Let a ∈ R. By (2), there exists e2 = e ∈ R such that (a − 1)e = e(a − 1) and (a − 1) − e ∈ J(R). Thus
a = e + (a − e) is a strongly clean expression in R. If a = f + u is also a strongly clean expression in R, then by (2) there
exists g2 = g ∈ R such that u − g ∈ J(R). Thus g¯ = u¯ is an idempotent and a unit of R. Hence u¯ = 1¯. So u = 1 + j where
j ∈ J(R). It follows that a− 1 = f + j. By (2), e = f . So R is USC. 
Corollary 18. If R is a USC ring, then R/J(R) is boolean.
A ring R is said to have stable range 1 if, for any a, b ∈ R, aR + bR = R always implies that a + by is a unit of R for some
y ∈ R. It is an unsolved question whether a strongly clean ring has stable range 1 [9]. But if R is USC, then R has stable range
1 (being boolean), and so R has stable range 1.
Question 19. Is the image of a USC ring again USC?
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4. Skew power series rings
If R is a ring and σ : R → R is a ring endomorphism, let R[[x, σ ]] denote the ring of skew formal power series over R;
that is all formal series in xwith coefficients from Rwith multiplication defined by xr = σ(r)x for all r ∈ R. It was proved in
[10, Example 9] that R[[x, σ ]] is uniquely clean iff R is uniquely clean and e = σ(e) for all e2 = e ∈ R. Recall that an element
a ∈ R is called strongly pi-regular if both chains aR ⊇ a2R ⊇ · · · and Ra ⊇ Ra2 ⊇ · · · terminate, or equivalently, there
exist e2 = e ∈ R and u ∈ U(R) and n ≥ 1 such that an = eu = ue. A ring R is called strongly pi-regular if every element of
R is strongly pi-regular. By [3] (or [9, Theorem 1]), every strongly pi-regular ring is strongly clean. In [7, Corollary 2] it was
proved that if R is strongly pi-regular then R[[x, σ ]] is strongly clean. In this section, we consider when R[[x, σ ]] is USC. The
main result is the next theorem.
Theorem 20. Let R be a ring and r =∑ rixi ∈ R[[x, σ ]]. Suppose that r0 or 1− r0 is a strongly pi-regular element of R. If r0 is
a USC element of R, then r is a USC element of R[[x, σ ]].
If r0 ∈ R is idempotent or nilpotent, then r0 is both USC and stronglypi-regular. So the next corollary follows immediately.
Corollary 21. Let r =∑ rixi ∈ R[[x, σ ]]. If r0 is idempotent or nilpotent, then r is a USC element of R[[x, σ ]].
Corollary 22. If R is a boolean ring, then Tn(R)[[x, σ ]] is USC for all n ≥ 1.
Proof. Because R is a boolean ring, Tn(R) is USC by Theorem 10 and Tn(R) is strongly pi-regular by [4]. So the claim follows
by Theorem 20. 
Corollary 23. If R is a uniquely clean ring with nil Jacobson radical, then R[[x, σ ]] is USC.
Proof. Let Nil(R) be the set of all nilpotent elements of R. Then Nil(R) = J(R) because R/J(R) is boolean and J(R) is nil. Since
all idempotents of R are central, it follows by [2, Theorem 3] that R is a pi-regular ring (i.e., for any a ∈ R, there exist b ∈ R
and n > 0 such that an = anban); and thus it is strongly pi-regular. Now the claim follows by Theorem 20. 
We note that an element a in a ring R is USC iff so is 1− a.
Proof of Theorem 20. By the note above, r0 is USC in R iff 1 − r0 is USC in R, and r is USC in R[[x, σ ]] iff 1 − r is USC in
R[[x, σ ]]. So without loss of generality, we can assume that r0 is strongly pi-regular in R. We next show that r is USC in
R[[x, σ ]]. As shown in the proof of [7, Theorem 1], there exist e = ∑ eixi, u = ∑ uixi ∈ R[[x, σ ]] such that r = e + u is a
strongly clean expression of r in R[[x, σ ]]; moreover, e0 can be chosen to be such that rm0 = (1− e0)w0 = w0(1− e0)where
m > 0,w0 ∈ U(R) and r0, e0, w0 commute; and furthermore if let n = 2m andw = w20 then
rm0 e0 = e0rm0 = 0, rn−10 e0 = e0rn−10 = 0, (0.3)
and e0, r0, w commute. Now assume that r = f + v is another strongly clean expression of r in R[[x, σ ]] where f =∑
fixi, v =∑ vixi ∈ R[[x, σ ]], and we then prove that f = e and v = u.
Firstly, it follows clearly that r0 = e0 + u0 = f0 + v0 are two strongly clean expressions of r0 in R, so f0 = e0 and v0 = u0
because r0 is a USC element of R. Assume that k ≥ 0 and fi = ei, vi = ui for all i = 0, . . . , k. We next show that fk+1 = ek+1
and hence vk+1 = uk+1. Let
s0 = l0 = m0 = 0; and when k > 0 let
sk = e1σ(uk)+ e2σ 2(uk−1)+ · · · + ekσ k(u1),
lk = u1σ(ek)+ u2σ 2(ek−1)+ · · · + ukσ k(e1),
mk = e1σ(ek)+ e2σ 2(ek−1)+ · · · + ekσ k(e1),
tk = e0rk+1 − rk+1σ k+1(e0)+ sk − lk.
Then sk, lk,mk, tk are well-defined elements of R. It follows from f 2 = f that
f0fk+1 + f1σ(fk)+ · · · + fkσ k(f1)+ fk+1σ k+1(f0) = fk+1.
That is,
e0fk+1 + fk+1σ k+1(e0) = fk+1 − [e1σ(ek)+ · · · + ekσ k(e1)],
and hence
e0fk+1 + fk+1σ k+1(e0) = fk+1 −mk. (0.4)
From f v = vf , it follows that
f0vk+1 + f1σ(vk)+ · · · + fkσ k(v1)+ fk+1σ k+1(v0) = v0fk+1 + v1σ(fk)+ · · · + vkσ k(f1)+ vk+1σ k+1(f0).
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That is
e0vk+1 + fk+1σ k+1(u0)+ [e1σ(uk)+ · · · + ekσ k(u1)] = u0fk+1 + vk+1σ k+1(e0)+ [u1σ(ek)+ · · · + ukσ k(e1)].
Thus we have
e0vk+1 + fk+1σ k+1(u0)+ sk = u0fk+1 + vk+1σ k+1(e0)+ lk,
showing that
e0(rk+1 − fk+1)+ fk+1σ k+1(r0 − e0)+ sk = (r0 − e0)fk+1 + (rk+1 − fk+1)σ k+1(e0)+ lk.
So it follows that
r0fk+1 − fk+1σ k+1(r0) = e0rk+1 − rk+1σ k+1(e0)+ sk − lk = tk. (0.5)
Set (see (0.3))
a = w−1rn−10 , b = σ k+1(a), cs = e0r s0 and ds = σ k+1(cs) for s = 0, 1, . . . .
Then r0a = ar0 = w−1rn0 = 1− e0, cm = 0 and dm = 0. By (0.5), one obtains
atkds = ar0fk+1ds − afk+1σ k+1(r0)ds
= (1− e0)fk+1ds − afk+1σ k+1(e0r s+10 )
= fk+1ds − (e0fk+1)ds − afk+1ds+1
(0.4)= fk+1ds − [fk+1 − fk+1σ k+1(e0)−mk]σ k+1(e0)σ k+1(r s0)− afk+1ds+1
= fk+1ds +mkσ k+1(e0r s0)− afk+1ds+1
= fk+1ds +mkds − afk+1ds+1.
Thus we have
fk+1ds − afk+1ds+1 = (atk −mk)ds for s = 0, 1, . . . ,m− 1.
Because dm = 0, it follows that
fk+1σ k+1(e0) =
m−1∑
s=0
as(atk −mk)ds. (0.6)
Again by (0.5), we obtain
cstkb = csr0fk+1b− csfk+1σ k+1(r0)b
= e0r s+10 fk+1b− csfk+1σ k+1(r0a)
= cs+1fk+1b− csfk+1(1− σ k+1(e0))
= cs+1fk+1b− csfk+1 + cs(fk+1σ k+1(e0))
(0.4)= cs+1fk+1b− csfk+1 + r s0e0(fk+1 − e0fk+1 −mk)
= cs+1fk+1b− csfk+1 − r s0e0mk
= cs+1fk+1b− csfk+1 − csmk.
Thus cs+1fk+1b− csfk+1 = cs(tkb+mk) for s = 0, . . . ,m− 1, and therefore, because cm = 0,
e0fk+1 = −
m−1∑
s=0
cs(tkb+mk)bs. (0.7)
Hence, by (0.4), (0.6) and (0.7), we obtain
fk+1 = e0fk+1 + fk+1σ k+1(e0)+mk
= −
m−1∑
s=0
cs(tkb+mk)bs +
m−1∑
s=0
as(atk −mk)ds +mk
= ek+1,
where the last equality is by [7, Claim 4]. So vk+1 = rk+1− fk+1 = rk+1−ek+1 = uk+1. Thus f = e and v = u by the induction
principle. The theorem has been proved. 
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5. Group rings
A group G is called a 2-group if the order of every element of G is a power of 2. It was proved in [5, Theorem 5] that if the
group ring RG is uniquely clean then G is a 2-group. This result can be used to obtain the following:
Proposition 24. If the group ring RG is USC, then R is USC and G is a 2-group.
Proof. Suppose RG is USC. Because R is an image of RG, R is strongly clean; so it follows that R is USC because R is also a
subring of RG. Thus, by Corollary 18, R/J(R) is boolean, so Z2 is an image of R/J(R). Thus Z2 is an image of R, and hence Z2G is
an image of RG. By Theorem 17, RG/J(RG) is boolean and idempotents lift modulo J(RG). Thus, as an image of RG,Z2G/J(Z2G)
is boolean by [11, Theorem 29].
Claim. J(Z2G) = ∆(G) where∆(G) = {∑ rgg ∈ RG :∑ rg = 0} is the augmentation ideal.
Proof of Claim. Because Z2G/J(Z2G) is boolean, 1 − g ∈ J(Z2G) for all g ∈ G; so ∆(G) ⊆ J(Z2G). Because ω : Z2G→ Z2,∑
rgg 7→∑ rg , is a ring homomorphism, we have ω(J(Z2G)) ⊆ J(Z2) = 0; so∆(G) ⊇ J(Z2G). Hence∆(G) = J(Z2G).
Thus, by the claim, Z2G/J(Z2G) = Z2G/∆(G) ∼= Z2. It follows by [10, Theorem 15] that Z2G is uniquely clean. By
[5, Theorem 5], G is a 2-group. 
If R is a strongly regular (i.e., for any a ∈ R, there exist e2 = e ∈ R and u−1 ∈ R such that a = eu = ue) or commutative
stronglypi-regular ring and ifG is a locally finite group, then RG is strongly clean (indeed stronglypi-regular; see [7, Theorem
6]). Thus, a family of strongly clean group rings that are not USC are obtained by choosing G to be locally finite groups that
are not 2-groups.
It was proved in [5, Theorem 12] that if R is a uniquely clean ring and G is a locally finite 2-group, then the group ring RG
is uniquely clean. We have been unable to prove the analog for USC group rings. But, there do exist examples of USC group
rings that are not uniquely clean.
Example 25. If R is a commutative uniquely clean ring and if G is an abelian 2-group, then Tn(R)G ∼= Tn(RG) is USC for all
n ≥ 1.
Proof. If R is a commutative uniquely clean ring and if G is an abelian 2-group, then RG is a commutative uniquely clean ring
by [5, Theorem 12]. Thus, it follows by Theorem 10 that Tn(R)G ∼= Tn(RG) is USC for all n ≥ 1. (But they are not uniquely
clean unless n = 1.) 
Our concluding example indicates that the abelianness of the group G is not necessary for RG to be USC.
Example 26. Let D4 = 〈h, g : h2 = 1, g4 = 1, hg = g3h〉 be the dihedral group of order 8. Then T2(Z2)D4 is a USC ring.
Proof. Since T2(Z2)D4 ∼= T2(Z2D4), we prove that the latter is a USC ring. By [5, Lemma 10], we have J(Z2D4) = ∆(D4), and
so Z2D4/J(Z2D4) = Z2D4/∆(D4) ∼= Z2 is local. Thus, by Example 13, it suffices to show that whenever a − 1, b ∈ J(Z2D4)
and whenever v ∈ Z2D4 there exists a unique x ∈ Z2D4 such that v = xb − ax (i.e., v = xb + ax because 2 = 0 in Z2D4).
Write
a = a1 + a2g + a3g2 + a4g3 + a5h+ a6gh+ a7g2h+ a8g3h
b = b1 + b2g + b3g2 + b4g3 + b5h+ b6gh+ b7g2h+ b8g3h
x = x1 + x2g + x3g2 + x4g3 + x5h+ x6gh+ x7g2h+ x8g3h
v = v1 + v2g + v3g2 + v4g3 + v5h+ v6gh+ v7g2h+ v8g3h
where all ai, bi, xi, vi ∈ Z2. Since a− 1, b ∈ J(Z2D4), we have∑8i=1 ai = 1 and∑8i=1 bi = 0. By direct computation, we have
xb+ ax = [(a1 + b1)x1 + (a4 + b4)x2 + (a3 + b3)x3 + (a2 + b2)x4
+ (a5 + b5)x5 + (a6 + b6)x6 + (a7 + b7)x7 + (a8 + b8)x8]
+ [(a2 + b2)x1 + (a1 + b1)x2 + (a4 + b4)x3 + (a3 + b3)x4
+ (a6 + b8)x5 + (a7 + b5)x6 + (a8 + b6)x7 + (a5 + b7)x8]g
+ [(a3 + b3)x1 + (a2 + b2)x2 + (a1 + b1)x3 + (a4 + b4)x4
+ (a7 + b7)x5 + (a8 + b8)x6 + (a5 + b5)x7 + (a6 + b6)x8]g2
+ [(a4 + b4)x1 + (a3 + b3)x2 + (a2 + b2)x3 + (a1 + b1)x4
+ (a8 + b6)x5 + (a5 + b7)x6 + (a6 + b8)x7 + (a7 + b5)x8]g3
+ [(a5 + b5)x1 + (a6 + b8)x2 + (a7 + b7)x3 + (a8 + b6)x4
+ (a1 + b1)x5 + (a4 + b2)x6 + (a3 + b3)x7 + (a2 + b4)x8]h
+ [(a6 + b6)x1 + (a7 + b5)x2 + (a8 + b8)x3 + (a5 + b7)x4
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+ (a2 + b4)x5 + (a1 + b1)x6 + (a4 + b2)x7 + (a3 + b3)x8]gh
+ [(a7 + b7)x1 + (a8 + b6)x2 + (a5 + b5)x3 + (a6 + b8)x4
+ (a3 + b3)x5 + (a2 + b4)x6 + (a1 + b1)x7 + (a4 + b2)x8]g2h
+ [(a8 + b8)x1 + (a5 + b7)x2 + (a6 + b6)x3 + (a7 + b5)x4
+ (a4 + b2)x5 + (a3 + b3)x6 + (a2 + b4)x7 + (a1 + b1)x8]g3h.
Thus, v = xb+ ax becomes the matrix equation AX = V where
A =

a1 + b1 a4 + b4 a3 + b3 a2 + b2 a5 + b5 a6 + b6 a7 + b7 a8 + b8
a2 + b2 a1 + b1 a4 + b4 a3 + b3 a6 + b8 a7 + b5 a8 + b6 a5 + b7
a3 + b3 a2 + b2 a1 + b1 a4 + b4 a7 + b7 a8 + b8 a5 + b5 a6 + b6
a4 + b4 a3 + b3 a2 + b2 a1 + b1 a8 + b6 a5 + b7 a6 + b8 a7 + b5
a5 + b5 a6 + b8 a7 + b7 a8 + b6 a1 + b1 a4 + b2 a3 + b3 a2 + b4
a6 + b6 a7 + b5 a8 + b8 a5 + b7 a2 + b4 a1 + b1 a4 + b2 a3 + b3
a7 + b7 a8 + b6 a5 + b5 a6 + b8 a3 + b3 a2 + b4 a1 + b1 a4 + b2
a8 + b8 a5 + b7 a6 + b6 a7 + b5 a4 + b2 a3 + b3 a2 + b4 a1 + b1

.
X = [x1 x2 · · · x8]T and V = [v1 v2 · · · v8]T. Thus, v = xb+ ax has a unique solution in Z2D4 iff the matrix equation AX = V
has a unique solution iff the determinant det(A) = 1. The latter turns out to be true, and its verification goes like this:
(1) First add row i of A to row1 for i = 2, . . . , 8 and then add column j of the resultingmatrix to column 1 for j = 2, . . . , 8.
This carries A to the matrix A1.
(2) For A1, add column 4 to column 2, column 4 to column 3, column 5 to column 4, column 7 to column 5, column 8 to
column 6, and column 8 to column 7. The resulting matrix A2 has all entries zero in row 1 except the (1, 8)-entry being 1.
Now let B be the (1, 8)-cofactor of A2. Then det(B) = det(A2) = det(A1) = det(A).
(3) For B, add row 5 to row 7, row 4 to row 6, row 4 to row 5, row 3 to row 4, row 1 to row 3, and row 1 to row 2. The
resulting matrix B1 has all entries zero in column 1 except the (1, 1)-entry being 1. Let C be the (1, 1)-cofactor of B1. Then
det(C) = det(B).
(4) For C , add row 5 to row 6 and the resulting matrix C1 has all entries zero in row 6 except the (6, 3)-entry being 1. Let
D be the (6, 3)-cofactor of C1. Then det(D) = det(C1) = det(C).
(5) Adding column 2 of D to column 5 produces the matrix D1, and then adding row 2 of D1 to row 5 yields the
matrix D2. All entries of D2 in row 5 are zero except its (5, 2)-entry being 1. Let E be the (5, 2)-cofactor of D2. Then
det(E) = det(D2) = det(D1) = det(D). Note that E is a 4× 4 matrix.
(6) All entries of E in row 2 are zero except its (2, 4)-entry being 1. Let F be the (2, 4)-cofactor of E. Then det(F) = det(E).
(7) For F , add column 2 to column 3, column 1 to column 2, and row 1 to row 3. The resulting matrix F1 has all entries
zero in column 3 except its (2, 3)-entry being 1. Let G be the (2, 3)-cofactor of F1. Then det(F1) = det(G) = 1 because
G =
(∑4
i=1(ai + bi) 1
1 0
)
. 
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