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語学の分野で調査されてきた (Yamashita and Kondo 2011, Orita 2017)。一つの良く知られ




(1) 太郎が 花子に 本を あげた
(2) 太郎が 本を 花子に あげた
日本語においてはどちらの語順も可能であるため、理論言語学においては何が正規語順かに
ついて、ある語順は他の語順から派生されているという仮説に基づいて議論されてきた (Hoji





(Sasano and Okumura 2016) (Orita 2017) 本研究
コーパス ウェブコーパス NAIST テキストコーパス BCCWJ-PAS
BCCWJ-DepPara
ジャンル ウェブ 新聞記事 新聞記事, 書籍, 雑誌, 白書
ブログ, Q/Aサイト
対象 ガ-ニ-ヲ-述語 ガ-ヲ-述語 ガ-ニ-ヲ-述語
文書数 n/a 2,929 1,980
文数 100億語 38,384 57,225
文型数 648 types  350,000 samples 3,103 tokens 584 tokens
分析対象 verb types syntactic priming, NP
length, given-new, and
animacy
NP length, and given-new










に既出の要素は、談話の未出の要素に先行する (Kuno 1978, 2004, Nakagawa 2016)，(2)日
本語の文中、フォーカス（焦点）もしくは新情報は述語の直前に出現する傾向にある (Kuno
















いて調査した。形態素解析器 JUMAN と係り受け・格解析器 KNP により自動解析した 100
億文を準備し、統語的な曖昧性がない部分木を取り出して分析資料を準備した。この資料に
対し、動詞タイプ (SHOW 型 or PASS 型)を要因とした語順の分析を線形回帰と相互情報量
(normalized pointwise mutual information) に基づいて分析した。彼らのモデルでは共参照
のような文間の関係を調査していない。










本研究では、『現代日本語書き言葉均衡コーパス』(以下、BCCWJ) (Maekawa et al. 2014)
に対する述語項構造と共参照のアノテーション BCCWJ-PAS を研究資料として用いる。こ
のアノテーション基準は NAIST テキストコーパス (Iida et al. 2007)のものに準じる。この
データに、文節係り受けアノテーション BCCWJ-DepPara (Asahara and Matsumoto 2016)
を重ね合わせることで、直接係り受け関係がある 主語（ガ）・直接目的語（ヲ）・間接目的語
（ニ）・述語の 4 つ組を抽出する。ゼロ照応や格交替の事例を排除した結果、57,225文から 584
例の 4つ組を抽出した。
図 1 に Yahoo! 知恵袋サンプル (OC09 04653) の例を示す。表層文字列は、我々の語順を
評価する際の相対距離の基本単位である文節単位に区切られている。相対距離は 4つ組のなか
から以下の 6対を評価する：ガ-述語 (distsubjpred), ヲ-述語 (distdobjpred), ニ-述語 (distiobjpred), ガ-ニ
(distsubjiobj ), ガ-ヲ (distsubjdobj ), ニ-ヲ (distiobjdobj)。距離は対の左要素と右要素の文節に基づく距離




左端を最左要素とし、この 2要素間の発音形のモーラ数に基づきガ格モーラ数 (Nsubjmora), ヲ格





















表層文字列 その 彼女が まだ 僕に 敬語を 使います
発音形 ソノ カノジョガ マダ ボクニ ケイゴオ ツカイマス
述語項ラベル 　　 SUBJ　　 IOBJ DOBJ PRED
モーラ数 Nsubjmora = 6 N iobjmora = 3 Ndobjmora = 4
共参照数 Nsubj
coref





図 1 BCCWJ Yahoo! 知恵袋サンプルの例: (OC09 04653)
表 2 基礎統計
min 1Q med mean 3Q max
distsubjpred 1.0 4.0 5.0 5.8 7.0 23.0
distdobjpred 1.0 1.0 1.0 1.7 2.0 13.0
distiobjpred 1.0 1.0 2.0 2.3 3.0 17.0
distsubjiobj -14.0 1.0 3.0 3.5 5.0 21.0
distsubjdobj -10.0 2.0 3.0 4.1 5.0 22.0
distiobjdobj -12.0 -1.0 1.0 0.6 2.0 16.0
Nsubjmora 2.0 4.0 5.0 6.5 8.0 32.0
Ndobjmora 2.0 3.0 4.0 5.3 6.0 37.0
N iobjmora 2.0 4.0 5.0 6.1 7.0 52.0
Nsubjcoref 0.0 0.0 1.0 6.9 6.0 105.0
Ndobjcoref 0.0 0.0 0.0 0.5 0.0 44.0
N iobjcoref 0.0 0.0 0.0 3.1 1.0 99.0
句の共参照数を Nsubjcoref ; Ndobjcoref ; N iobjcoref として定義する。表 2に、距離・モーラ数・共参照数
の基礎統計量を示す。
3.2 統計処理
ベイジアン線形混合モデル (Sorensen et al. 2016) (BLMM) に基づき、2 つの項の間の距
離もしくは項と述語の間の距離を評価する。具体的には、次の式に基づき統計モデルを作成
する：
distleftright  Normal(; )
 + subjmora Nsubjmora + subjcoref Nsubjcoref
+dobjmora Ndobjmora + dobjcoref Ndobjcoref
+iobjmora N iobjmora + iobjcoref N iobjcoref :
ここで distleftright は left 要素と right 要素の文節を単位とした距離を意味する。例えば
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distsubjiobj は、主語 subj (left) と間接目的語 iobj(right) の間の文節に基づく距離 (隣接は 1)を
表す。左右が反対の場合には負の値を持つ。これを、平均値  と標準偏差  の正規分布によ
りモデル化する。平均値 は切片 と、2タイプの変数の線形式により定義する。1つ目のタ
イプの変数 Nsubjmora; Ndobjmora; N iobjmora は、主語・直接目的語・間接目的語のモーラ数に対するも
のである。それぞれ 2文節以上の場合には、文節境界を越えてモーラ数を数える。2つ目のタ
イプの変数 Nsubjcoref ; Ndobjcoref ; N iobjcoref は、主語・直接目的語・間接目的語の共参照先行詞数に対
するものである。ab は、変数 Nab に対する傾きを表す。













4.814*** 0.146*** -0.031 0.040 0.002 -0.056 -0.009 3.323
(0.375) (0.040) (0.042) (0.032) (0.011) (0.043) (0.016) (0.100)
distdobj
pred
1.593*** -0.009 0.061*** -0.032** -0.001 0.037** -0.005 1.072
(0.128) (0.013) (0.014) (0.011) (0.004) (0.014) (0.005) (0.032)
distiobj
pred
2.100** -0.022 -0.056** 0.112*** -0.018*** -0.045 0.037*** 1.861
(0.217) (0.022) (0.023) (0.018) (0.006) (0.024) (0.009) (0.055)
distsubj
iobj
2.668*** 0.171*** 0.026 0.071** 0.020 -0.011 -0.046** 3.577
(0.420) (0.043) (0.045) (0.035) (0.012) (0.047) (0.017) (0.108)
distsubj
dobj
3.205*** 0.155*** -0.092** 0.072** 0.003 -0.094** -0.004 3.452
(0.404) (0.041) (0.043) (0.034) (0.012) (0.046) (0.017) (0.103)
distiobj
dobj
0.502 -0.013 -0.117*** 0.143*** -0.017** -0.081** 0.041*** 2.436
(0.287) (0.029) (0.030) (0.024) (0.008) (0.033) (0.011) (0.071)
** > 2SD, *** > 3SD






















共参照先行詞数に対する推定された係数 (distdobjpred に対する Ndobjcoref や、distiobjpred に対する
N iobjcoref ) をみると、直接目的語と間接目的語間の語順に対して `given-new ordering' の仮説を
支持していることがわかる。共参照先行詞の数が多い目的語は、述語からの距離が遠くなる傾
向がみられる。
モーラ数に対する推定された係数 (distsubjpred に対する Nsubjmora や、distdobjpred に対する Ndobjmora
や、distiobjpred に対する N iobjmora) をみると、二重目的語構文の全ての項名詞句が `long-before-
short' の仮説を支持していることがわかる。ある目的語と述語間の距離に対して、もう一つの
目的語のモーラ数に対する推定された係数が負の値であること (distiobjpred に対する Ndobjmora や
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