Motivation: Evolutionary information is crucial for the annotation of proteins in bioinformatics. The amount of retrieved homologs often correlates with the quality of predicted protein annotations related to structure or function. With a growing amount of sequences available, fast and reliable methods for homology detection are essential, as they have a direct impact on predicted protein annotations. Results: We developed a discriminative, alignment-free algorithm for homology detection with quasi-linear complexity, enabling theoretically much faster homology searches. To reach this goal, we convert the protein sequence into numeric biophysical representations. These are shrunk to a fixed length using a novel vector quantization method which uses a Discrete Cosine Transform compression. We then compute, for each compressed representation, similarity scores between proteins with the Dynamic Time Warping algorithm and we feed them into a Random Forest. The WARP performances are comparable with state of the art methods. Availability and implementation: The method is available at
Introduction
The advent of next-generation sequencing technologies is flooding the life sciences with enormous amounts of nucleic acid and protein sequences that are stored in publicly available databases such as Uniprot (UniProt Consortium, 2010) . This information has proven to be extremely valuable for increasing our understanding of how evolution acts at the molecular level, leading to breakthroughs in molecular biology and related fields (Dujon et al., 2004; Koonin et al., 2002) . Bioinformatics had a major role in this process, both by (i) exploiting sequence information to predict various functional and structural features of proteins, as in contact prediction (Jones et al., 2012; Skwark et al., 2014) , variant deleteriousness prediction (Raimondi et al., 2016) , secondary structure (SS) prediction (McGuffin et al., 2000) , cysteine oxidation prediction (Raimondi et al., 2014) and (ii) by developing fast and reliable methods for the detection of sequences that are evolutionary related to a target protein, so enabling researchers to routinely find homologs by sifting through millions of known sequences (Boratyn et al., 2013; Finn et al., 2011; Soding, 2005) .
The homology detection methods developed so far can be roughly divided into three major categories (Liu et al., 2014 (Liu et al., , 2015 : the first one comprises the methods based on the heuristic or exact pairwise comparison between sequences, such as the early SmithWaterman and Needleman-Wunsch algorithms (Needleman and Wunsch, 1970; Rognes, 2011; Smith and Waterman, 1981) , or the most recent implementations of NCBI-BLAST (Boratyn et al., 2013) . The second category is based on Machine Learning (ML)-driven discriminative models (Ben-Hur and Brutlag, 2003; Buchan and Jones, 2017; Dong et al., 2005; Leslie et al., 2002 Leslie et al., , 2004 Liu et al., 2015; Saigo et al., 2004) , that generally use different choices of kernels within the Support Vector Machine algorithm (Vapnik, 1998) , which natively provides a mathematical framework to conveniently use custom functions to evaluate the similarity between objects, which represent sequences in homology detection. The third and most successful category comprises all the methods based on probabilistic generative models such as Hidden Markov Models (HMM), both for profile-profile (Soding, 2005) , sequence-profile (Finn et al., 2011) or for pairwise sequence comparison (Orlando et al., 2017) . Methods based on HMM-profile can iteratively learn a probabilistic representation of the target protein family while the search for homologs is performed, allowing them to catch with high specificity even very distant homologs.
In bioinformatics, the availability of evolutionary information is often critical for the in silico annotation and contextualization of variants through prediction methods (Jones et al., 2012; Skwark et al., 2014; Raimondi et al., 2014) , and in some sub-fields of structural bioinformatics the number of retrieved homologous sequences is crucial to ensure the quality of the predictions (Orlando et al., 2016) . This need, combined with the growing number of known sequences, calls for the development of ever faster and more reliable methods for homology detection. Methods based on the heuristic comparison of sequences such as BLAST (Boratyn et al., 2013) or HMMs are dominating the scene: despite being quadratic algorithms, they can be parallelized (Eddy, 2011; Remmert et al., 2012) , so enabling relatively fast searches against million of sequences.
In this study, we describe WARP, a global homology detection method with quasi-linear asymptotic complexity that does not depend on amino acid sequence alignment. Instead, it uses Discrete Cosine Transform (DCT) to compress and encode some biophysical descriptions of the proteins under scrutiny and uses approximate Dynamic Time Warping (DTW) and ML to evaluate the global similarity between such encoded proteins. Our main goal is to address the space and time constraints of homology detection from a conceptual point of view. We empirically show that WARP has performances that are slightly lower, but overall comparable to, existing homology detection methods. While actual run times of the methods are implementation and CPU-dependent, we show that WARP is theoretically faster due to its quasi-linear asymptotic complexity, which provides an upper bound to the abstract number of operations computed by the algorithm. An illustrative implementation of WARP and of the iDCT vector quantization is available at: http://ibsquare.be/warp.
Materials and methods

Inverse DCT vector quantization
The first necessary step before applying discriminative methods to the problem of homology detection is dealing with protein sequences of different length, since ML frameworks generally take only fixedlength feature vectors as input (Liu et al., 2015) . To address this issue, we developed a novel vector quantization procedure inspired by the lossy compression methods based on DCT (Makhoul, 1980) , which are generally used to compress sound signals or images (e.g. the JPEG format). We called this method iDCT vector quantization and we first describe this procedure in general terms, while in Section 2.2 we detail its specific use within the WARP algorithm.
Let S ¼ ðs 1 ; s 2 ; . . . ; s jSj Þ be a protein sequence with a certain length jSj, where s i is one of the natural amino acids (s i 2 fA; C; D; E; F; G; H; I; K; L; M; N; P; Q; R; S; T; V; W; Yg). To apply our iDCT vector quantization to S, we first transform S into a discrete time-steps real-valued signal by associating a numeric value to each residue s i 2 S, obtaining vector S 0 with the same length jS 0 j ¼ jSj.
We The final formula for the iDCT quantization is thus the following:
where fK < jSjg means that only the first K components are kept before computing iDCT. The final scaling is important because it ensures the values in S K do not depend on some function of jS 0 j À K.
The level of detail that S K preserves with respect to the original, uncompressed sequence S 0 is proportional to the value of K and inversely proportional to absðjSj À KÞ, with scaleðS
The DCT is indeed widely used for lossy compression because it shows a property called energy compaction, meaning that the low frequency components tend to contain most of the signal information (Ahmed et al., 1974) , ensuring a reasonably accurate reconstruction of the original signal even if some frequency components are dropped. To ensure the fast computation of the DCT and its inverse, we used the scipy.fftpack library (Oliphant et al., 2007) , which provides functions for computing DCT and its inverse in quasi-linear time OðjSj log jSjÞ.
The WARP method
Features
The WARP method for alignment-free homology detection starts from the translation of each protein sequence S into numeric vectors S 0 representing their amino acid sequence. We encode the residue in each sequence position with with a 20 dimensional vector using the 1-hot encoding, meaning that every position is described by a 20-dimensional vector containing 19 zeros and only 1 one, corresponding to the amino acid type observed in that position. The full sequence of S is thus described by a 20 Â jSj binary matrix S A in which each row contains 1 s or 0 s indicating the presence or absence of a particular amino acid at a particular position. The resulting matrix S A is sparse and P 20 r¼0 P jSj c¼0 S A r;c ¼ jSj holds. We refer to this feature as AA in the rest of the paper.
The matrix S A describes the amino acid sequence, but we also complemented it with more sophisticate bioinformatics approaches able to describe some biophysical and structural properties of the proteins whose conservation is likely to be indicator of evolutionary relationships. In particular, we computed single-sequence predictions of SS using PSIPRED (McGuffin et al., 2000) and the DynaMine backbone (Cilia, 2013) and sidechain dynamics predictions, obtaining additional five predicted profiles for each target sequence S (Helix, Coil and Sheet predictions from PSIPRED plus backbone and sidechain dynamics predictions from DynaMine). The numerical description of each protein sequence S can thus be seen as a ð20 þ 5Þ Â jSj matrix S composed by the row-wise concatenation of S A with the five vectors describing the PSIPRED and DynaMine predictions. We refer to these features as PSIPRED, 'dyna' and 'side' in the rest of the paper. This procedure is described in Figure 1A . Both the DynaMine and PSIPRED predictions take the single sequences of the target proteins as only input, without using evolutionary information extracted from sequence profiles derived from multiple sequence alignments. DynaMine natively does so, while in the case of PSIPRED we used the runpsipred_single script available from its website.
Algorithm
Given a target protein sequence S for which we want to investigate the homology relationship with another sequence H, we first translate both S and H into the corresponding S and H matrices with 25 Â jSj and 25 Â jHj elements described previously. In the following step, for each row of S i 2 S and H i 2 H we compute the iDCT vector quantization described in Eq. 1, using only the first K frequency components to obtain two 25 Â K compressed matrices b S ¼ ðS
Each row in these matrices is indeed the result of the lossy compression of the original signals S i and H i performed by the iDCT quantization, with generally K ( minðjSj; jHjÞ.
We thus obtain a compressed, fixed-length, numeric description of S and H in the form of b S and b H. This representation permits the fast comparison of these sequences in order to quantify their similarity, and so their possible homology relationships. To compute the similarity between b S and b H we use an approximate version of DTW algorithm (Salvador and Chan, 2007) . More specifically, to compare a pair of b S and b H matrices we perform six separate runs of the DTW: one multi-dimensional run to compare the two 20 Â K sub-matrices b S A and b H A encoding the quantized amino acid sequences and five independent mono-dimensional runs to compute the DTW distances between the PSIPRED and Dynamine profiles of the two proteins. This procedure thus yields a total of six real-valued similarity scores d i (Fig. 1B) . The DTW algorithm was originally designed to measure similarity between time series by detecting patterns of speed changes and in this context we use it to provide a similarity measure between compressed vectors that have been stretched by the iDTC proportionally to the difference between K and the original sequence lengths jSj or jHj. The DTW thus aligns S K i and H K i , matching their overall shape by detecting similar patterns. The standard DTW runs in OðK 2 Þ, but WARP uses the fastdtw library (http://github.com/slaypni/fastdtw), which implement an approximate version of the DTW algorithm that can provide optimal or near-optimal alignments with a linear O(K) complexity (Salvador and Chan, 2007) . We want to highlight the fact that K does not depend on the length of the target sequences H and S since it is a fixed parameter of WARP. By using the DTW algorithm to compute the six similarity scores between b S and b H we obtain a vector D ¼ ðd 0 ; . . . ; d 5 Þ. To this vector D, we also append the v 2 kernel similarity computed between the 20-dimensional vectors F S , F H representing the frequencies of occurrence of the 20 amino acids in S and H original sequences. This choice is motivated by the fact that DTW computes similarity between sequences or time series while the 20-dimensional frequencies of occurrence of the amino acids do not possess a sequential relation between them, since the order of the amino acids is arbitrary. Moreover, the v 2 kernel is specifically designed to compute distances between histograms Zhang et al., 2007) . We refer to this feature as 'freqs' in the rest of the paper. The seven-dimensional vector D is then used as feature vector to describe the similarity of the pair of proteins S and H within a Random Forest (RF) classifier (Breiman, 2001 ) with 200 trees and some constraints devoted to limit the risk of overfitting (min. number of samples required to split a node ¼ 10, min. num. of samples in a leaf ¼ 5). The procedure described here is also shown in Figure 1B . Both the v 2 kernel and implementations come from the scikit-learn Python library (Pedregosa et al., 2011) . The probability-like real-valued score obtained from the RF indicates the likelihood that the protein S and H are homologous, where scores close to 1 mean 'homology'.
Datasets and validation
In this study, we adopted the three curated datasets from a recently published benchmark (Saripella et al., 2016) to validate the performance of our method. These datasets are, respectively, based on the PFAM (Finn et al., 2014) , Gene3D (Lees et al., 2014) and SUPERFAMILY (Oates et al., 2015) databases and contain pairs of multi-domain proteins annotated as 'true homologs' if the proteins have identical domain architecture and 'non-homologs' if they do not have domains in common (Saripella et al., 2016) . We refer to these datasets as respectively PFAM, GENE3D and SUPFAM; they contain, respectively, 5245, 5047 and 5656 true homologs and the same number of randomly picked non-homologs. We then validated our method by performing 5-folds crossvalidations on these datasets. The cross-validation folds were built by randomly grouping the protein pairs into five sub-sets, but, although the pairs are unique within each fold, the single proteins composing them can appear in different folds as part of different protein pairs. To investigate the extent of the overfitting induced by this phenomenon, we also divided the PFAM dataset into a fully independent train and test datasets containing, respectively, 3208 and 3207 pairs of proteins coming from completely disjoint sets of proteins. This dataset is called PFAMind and has been specifically used for the tuning of parameters and for feature selection. Moreover, we performed an inter-dataset validation ensuring independence between the three datasets from Saripella et al. (2016) (Supplementary  Table S3 ).
The performance of WARP compared to other methods was evaluated by using the same metrics as adopted in the original paper. For the SUPFAM, PFAM and GENE3D dataset we used the Area Under the ROC curve (AUC), the Area Under the Precision-Recall curve (AUPRC) and AUC1000, which is the AUC score evaluated on the first 1000 False Positives (Saripella et al., 2016) .
Results
Incremental contributions of the features used
WARP describes the proteins under scrutiny with a compressed numeric representation encoding the amino acid sequence, the predicted SS, the predicted sidechain and backbone dynamics and the frequencies of occurrence of the 20 amino acids. The possible homology between proteins is then evaluated by computing the similarity of these features using DTW and ML. In Table 1 , we show the incremental contribution of each descriptor (feature) in the model. To avoid overfitting, the feature selection has been performed on the the PFAMind dataset (Materials and methods Section) in which the training and test splits contain completely disjoint sets of proteins. In this study, we used only this dataset to tune parameters and to select features for the RF; we used all the other datasets as tests for performance validation.
We started by adding to our model the 1-hot encoding numeric description of the protein sequence (Materials and methods Section), called AA in Table 1 . This feature alone provides an AUC of 88, 8. We then added the Dynamine backbone and sidechain predictions to our model (called 'dyna' and 'side), obtaining respectively an increment of þ0, 5% and þ0, 7% of AUC. Adding the Helix, Coil and Sheet single-sequence predictions obtained from PSIPRED (McGuffin et al., 2000) provides a further 1.3% improvement of the AUC and the final addition of the v 2 -kernel evaluation of the amino acid frequencies of occurrence gives the final 3, 5% improvement of the AUC. Although some of these features give only a little improvement, all of them provide a statistically significant discrimination between homologs and non-homologs pairs of proteins when used alone, as shown in Supplementary Figures S4-S8 . The distribution of the WARP predictions between the two classes is shown in Supplementary Figure S9 .
The dependence on number of DCT components
The number K of components kept in the iDCT vector quantization influences the level of compression to which the features describing the proteins are subject and the length of the vectors that are compared using the DTW algorithm. In Table 2 , we show how different values of K influence the AUC, AUPRC and AUC1000 scores obtained validating it on the PFAMind dataset. The features used are the optimal seven features listed in the last row of Table 1 . Increasing the number of components up to 50 improves all the considered metrics, with the results overall quite similar even up to large values of K. Because the main goal of WARP is to compress biophysical representations of proteins and evaluate their similarity as efficiently as possible, without aligning sequences, we choose to use the least number of components with the highest performance. In the rest of the paper, we will refer as WARP to the model using K ¼ 50, but any K may be used. 
Comparison with state of the art tools
We validated WARP by comparing it with the most commonly used alignment-based homology detection algorithms on the PFAM, SUPFAM and GENE3D datasets. Note that although these methods are in general based on glocal or local alignments, their performances are here considered in terms of global homology detection. The AUC and AUC1000 scores of such methods, reported in Tables 3-5 have been extracted from Saripella et al. (2016) , in which the authors provided a detailed benchmark of CSBLAST (Biegert and Soding, 2009) , PHMMER (Finn et al., 2011) , HHSEARCH (Soding, 2005) , NCBI-BLAST (Boratyn et al., 2013) , USEARCH/UBLAST (Edgar, 2010) and FASTA (Pearson and Lipman, 1988) . In these tables, we show how WARP ranks among these established tools.
From Table 3 , we can see that on the PFAM dataset the AUC1000, which indicates the quality of the ranking provided by the methods, is 2% lower than FASTA and 1, 6% better than UBLAST. In terms of AUC, WARP is comparable with NCBI-BLAST, which is ranked fourth.
On the GENE3D dataset (Table 4 ), WARP's AUC1000 is just 1, 3% lower than UBLAST and in terms of AUC it is comparable with NCBI-BLAST and USEARCH.
On the SUPFAM dataset (Table 5 ), WARP's AUC1000 is 3, 6% higher that UBLAST and 2, 5% lower than FASTA.
From these benchmarks, we see that WARP provides AUC1000 that are comparable with methods such as UBLAST and FASTA, while the AUC is generally high and comparable to widely used tools such as NCBI-BLAST or PHMMER. Clearly, PHMMER, CSBLAST and HHSEARCH are consistently the most reliable tools for homology detection, and in particular they are excellent in ranking the most likely homologs. WARP's ranking ability is a bit lower, but the overall quality of the prediction is similar. Supplementary  Figures S15-S17 show the ROC curves on these benchmarks.
WARP has quasi-linear asymptotic complexity
The WARP method introduces various novelties in the homology detection field. First, the fact that the DTW comparison is performed between compressed representation of the target sequences with fixed length K makes it an alignment-free method able to compare two sequences very efficiently. In particular, even if the DTW algorithm generally has quadratic complexity OðK 2 Þ, we use an approximate version of the DTW that can be computed in linear time (Salvador and Chan, 2007) . Moreover, since in our case K is a constant equal to 50, the asymptotic complexity of the DTW step becomes constant, O(1). The compressed features are obtained by translating the target sequences into real-valued vectors using (i) 1-hot encoding for amino acids and (ii) predictors that take as only input a single protein sequence, such as PSIPRED and Dynamine, so no evolutionary information or multiple sequence alignments are needed at any stage, making it suitable for the analysis of poorly studied (orphan) proteins. This translation can be obtained in linear time with respect to the length of the target protein jSj, and can be pre-computed once for all the sequences in public databases such as Uniprot (UniProt Consortium, 2010) . The lossy compression procedure performed in the iDCT vector quantization involves the application of the DCT and its inverse (iDCT) on the first K components, for a complexity of OðjSj log jSj þ K log KÞ. Since K is a constant, the complexity of the entire WARP pipeline reduces to OðjSj log jSjÞ.
Alignment methods have generally higher costs, such as the standard Needleman-Wunsch and the Smith-Waterman algorithms, which have complexity of OðjSj 2 Þ. The Viterbi or the ForwardBackward algorithms used in some HMM-based homology detection methods has cost (OðjSj Â T 2 Þ), where T is the number of states, which in the case of HMM profiles can be T 2 OðjSjÞ, leading to theoretically higher complexity with respect to WARP. Popular methods for homology search and alignment such as HHSEARCH (Soding, 2005) and PHMMER (Finn et al., 2011) use parallelization and smart heuristics to overcome this problem, significantly lowering the complexity by providing approximate, but nevertheless very reliable, solutions. Given the quasi-linear asymptotic complexity of the underlying algorithm, WARP is computationally very efficient and thus enables theoretically faster detection of homologous sequences, albeit at the price of a slightly lower level of accuracy. To prove this point with a computational experiment, in Figure 2 we show the empirical linearlike growth trend of WARP for increasingly large searches, involving up the screening of up to 10 000 randomly chosen protein pairs. Note: The scores have been obtained within the 5-fold cross-validation. Bold font highlights the tool presented in this paper. Note: The scores have been obtained within the 5-fold cross-validation. Bold font highlights the tool presented in this paper.
Discussion
Considerations on the validation
The cross-validation folds for the PFAM, GENE3D and SUPFAM datasets were randomly selected and, although the uniqueness of the protein pairs in the training and testing folds was respected, we could not ensure that the training and testing sets were fully disjoint in terms of the proteins contained in such pairs. The possible presence of the same protein in two different pairs, one in the training set and one in the test set, could lead to an over-estimation of the performances. Indirect evidence shows that such overfitting is not taking place: the last row of Table 1 , which shows the performance of WARP on PFAMind and the WARP scores in Table 3 , show that our method performs better on the former dataset, which is completely independent, with the training and test sets not sharing any protein. This indicates that WARP is not likely to exploit manifest proxy effects in the cross-validations presented in this paper. We investigated this aspect further (Supplementary Table S3 ), by predicting the three datasets from Saripella et al. (2016) separately by training WARP on (i) one of the other datasets (first three rows of Supplementary Table S3 ) and (ii) on the remaining two datasets combined (last three rows of Supplementary Table S3 ). In all these cases, we ensured that the homologous pairs of proteins in the training sets did not share any protein with each test set. This roughly halved the number of pairs in the training sets for every training.
Nevertheless, Supplementary Table S3 shows that the scores obtained by WARP are comparable with the ones obtained with the 5-fold cross-validation shown in Tables 3-5 . The performance drop in terms of AUC1000 is always less than 2, 7%, with the drop in terms of AUC scores much more limited (absolute AUC change of -0.004, or -0, 4%). This slight performance loss could also be due to the fact that, on average, half of the trainsets is discarded in order to ensure that training set and test set do not share any protein.
While developing WARP, we did take different measures to prevent the ML model from learning unwanted dataset-related characteristics that could improve the prediction accuracy without a clear evolutionary justification. For example, in the PFAM, SUPFAM and GENE3D datasets, the probability that two proteins are homologous has a strong inverse correlation with the difference between their sequence lengths ( Supplementary Figures S1-S3 ). This characteristic is undesirable for ML-based method trained and tested on such datasets, because they could reach high AUC scores by learning that sequence length is directly correlated with homology, instead of evolutionarily sound characteristics. To reduce this risk to a minimum, we scaled the input features after the application of the DCT [Equation (1)], so reducing the correlation between the DTW scores and the difference in length between the sequences in each pair. Supplementary Figures S10-S13 show current the extent of this correlation within the WARP model. 4.2 WARP can be used as pre-filtering to reduce the runtime of homology detection pipelines WARP's ability to rank proteins in function of their likelihood of being homologous is lower than state of the art methods, but its overall AUC is comparable. This makes WARP ideal for use within established homology detection pipelines running against databases containing tens of millions of sequences: it can provide a fast (quasilinearly time) pre-filtering step for slower, but more accurate, tools such PHMMER or CSBLAST. We explored this possibility by using WARP to predict randomly created homologous and nonhomologous pairs of proteins from the 54 protein families annotated in the dataset derived from SCOP 1.53 (Liu et al., 2015 Figure S14 shows the corresponding PR and ROC curves.
WARP is a global homology detection method
As described in Section 2.1, the iDCT performs a lossy compression of the information encoded in the full protein sequence S into a fixed K-dimensional representation. If longer proteins are compressed, more information is lost in the iDCT quantization and proteins with length S ) K will have a more coarse grained representation than shorter ones. When comparing the iDCT description of two long proteins, the DTW algorithm will need to match profiles with similar characteristics, although with poor resolution. WARP will have more difficulty in recognizing two proteins with radically different length as homologs, due to the difference of the compression rate applied to them. To mitigate this effect as much as possible, we use the DTW algorithm to compare the compressed protein representations, since it is specifically designed to match profiles with similar patterns that are stretched in different ways. Nevertheless, if the resolution of the compressed proteins is too different the DTW algorithm will perform poorly, undermining the the applicability of WARP to local homology detection tasks, where fragments of a protein are searched into a full length homolog. To give an idea of WARP's behavior in this scenario, in Supplementary Figures S18 and S19 we evaluated its performances when comparing randomly generated protein fragments with various sizes to full length proteins.
General thoughts on the iDCT vector quantization
In this paper, we also introduced the application of the iDCT vector quantization method on homology detection, which can also be applied to other bioinformatics tasks. The vector quantization provides a fast and compact way to transform protein sequences into a fixed length vectorial representation of their biophysical characteristics, making them suitable for treatment with ML methods. In contrast to other quantization techniques, such as the clusteringbased vector quantization kernels Clark and Radivojac (2013) , our iDCT method has two advantages. First, the intrinsic sequentiality of the original signal is preserved, because the compression causes a smoothing of the signal but keeps its x-axis ordering. Other quantization methods build dictionaries of frequently occurring substrings or patterns, obtaining the fixed-length representation of the original vectors in the form of histograms representing the frequencies of occurrence of such patterns, thus completely losing the sequential characteristic of the original signal. The second advantage of our iDCT quantization is that it is much faster than the exact computation of, for example, the K-means clustering used in (Clark and Radivojac, 2013) to define a Voronoi tassellation of the space of the possible sequences that may be quantized. The method should therefore be useful for bioinformatics tasks in which a protein sequence needs to be described as a whole while preserving its sequential aspects, as in the case of the prediction of protein solubility, thermodynamic stability, tendency to form aggregates or folding speed.
Conclusion
In this paper, we present WARP, an extremely fast quasi-linear time, alignment-free method for homology detection that provides performances similar to the most commonly used state-of-the-art methods and has theoretically much faster performances in a large-scale implementation. We show the use of WARP as a standalone homology detection method, but also sketch the possibility to use it to pre-filter the millions of sequences contained in public databases. This substantially reduced the search space of more reliable but slower methods for homology detection and sequence alignment, thus leading to a significant overall speed gain with minimal accuracy loss.
