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Abstract: We study the behaviour of extremal and near-extremal black holes at low
energies and low temperatures and find that it can be understood from the near-horizon
AdS2 region. Our analysis includes charged matter and also goes beyond the S-wave
approximation. We find that the leading behaviour at low energies arises from a mode
linked to time reparametrisations and from phase modes arising from gauge fields. At
somewhat higher energies, additional modes arising from higher partial waves can also be
cumulatively significant. These results can be applied quite generally to cases where an
AdS2 × Sd near-horizon geometry arises, including black holes in asymptotically AdS and
flat space-times.
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1 Introduction
The study of extremal and near-extremal black holes and black branes has proved to be a
rich and rewarding area of investigation. The low energy and small temperature response
in these systems is expected to arise from the near-horizon region where the gravitational
red shift is big. For several brane configurations it is known that the near-horizon region
contains an AdSn, n > 2, factor and the resulting low energy dynamics is described by a
conformal field theory (CFT) living on the boundary of this region. The CFT plays the
role of an effective theory governing the interactions of the black brane with the outside at
low energies. More remarkably, there is good evidence now that the CFT is often exactly
equivalent to the gravity theory in the interior region described by the AdSn geometry.
In contrast to black branes, which are extended, the situation vis-a`-vis black holes has
been less clear. The near-horizon region for extremal black holes often contain an AdS2
factor. It is now known that the AdS2 geometry can be used to correctly compute the
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ground state degeneracy of extremal black holes to remarkable precision, [1, 2]. However,
it has also been long suspected that for probing low energy excitations above extremality
the AdS2 geometry does not suffice and corrections would need to be incorporated. For
example, it has been shown that the back reaction to a probe in AdS2 would diverge
rendering the AdS2 unstable to any perturbation, [3]. The underlying physical reason is
that all the directions transverse to the AdS2 are finite for a black hole and this simply
does not allow the perturbations enough room to dissipate.
What has been less clear, until recently, is how to incorporate the corrections to the
AdS2 geometry in a systematic way in analysing the low energy response. Interestingly,
progress in answering this question has come from the study of quantum mechanical mod-
els in condensed matter physics, pioneered by Sachdev and Ye, [4], and Kitaev, [5], and
extended in subsequent papers, [6–33] (we shall refer to the class of such models as SYK
models below). It was found that an approximate conformal theory does arise in the IR
in these models, but the breaking of conformal invariance cannot be neglected even at
very low energies. This breaking is important in giving a finite action for a mode tied to
the breaking of time reparametrisation invariance, and this mode is in fact responsible for
the thermodynamics at low temperatures and dominates the low energy response of the
system.
Remarkably, very similar behaviour was found to arise in a theory of two dimensional
gravity coupled to a scalar called the dilaton - the Jackiw–Teitelboim (JT) model, [34, 35].
In this model the geometry is identically AdS2, with SL(2, R) isometries, but the varying
dilaton breaks the SL(2, R) symmetry [36]. The fluctuations of the boundary of AdS2
space then acquire a finite action which is of the same form as that in the SYK model,
involving the Schwarzian derivative of the time reparametrisation of the boundary.
The study of SYK models was extended to models with complex fermions with con-
served charge in [14, 16] It was found that in this case an additional mode arises correspond-
ing to the phase degree of freedom conjugate to the charge. The breaking of conformal
invariance is important for this mode as well, and its action is also suppressed by the scale
at which the conformal invariance is broken.
The purpose of this paper is to investigate how general are the lessons learnt from
the study of the SYK models for gravitational systems. The investigation we report on
is a continuation of the analysis begun in [37] in which a simple system, the Reissner-
Nordstro¨m black hole in AdS4, was analysed close to extremality in the S-wave sector and
its dynamics at low-energies was found to agree with the JT model. More precisely, the
low energy response of the extremal black hole or near-extremal black hole was found to
arise from the near-horizon region and shown to be well approximated by the JT model.
The role of the dilaton in this model is played by the radius of the S2 transverse to the
AdS2 directions and it was found that the AdS2 region can in effect be taken to have a
boundary, located at a fixed value of this radius. Fluctuations of the boundary, due to
fluctuations in the radius, then gives rise to the time reparametrisation mode mentioned
above which dominates the low energy behaviour.
This paper extends the analysis in [37] in important ways. By considering charged
matter we show that an additional phase mode is generically present with an action of
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the form given in [16] which is suppressed by the scale characterising departures from the
near-horizon AdS2 geometry. By studying the correlation functions of probe scalar fields
we find that the exchange of this phase mode along with the time reparametrisation mode
correctly gives rise to the low-energy response of the black hole. Some of the key formulas
containing the time reparametrisation and phase modes along with their coupling to matter
fields (eqs. (5.24), (5.25), (5.26)) and their finite temp counter-parts (eqs. (5.27), (5.28),
(5.29), (5.30)) are contained in section 5.
We also go beyond the S-wave sector. The resulting dynamics can be conveniently
analysed in the two dimensional theory obtained by carrying out a KK reduction over
the S2. We show that additional phase modes arise from massless gauge fields which are
tied to isometries of the internal space. In addition, massive fields also arise from the KK
reduction. The effects of these massive states in correlation functions of probe fields can
be calculated in AdS2 space with the breaking of conformal invariance being neglected.
While the S-wave sector and additional massless gauge fields dominate at low energies, the
cumulative effect of the massive states, which arise from the higher partial waves, can also
be significant at somewhat higher energies.
The lessons we learn in asymptotic AdS4 space can be generalised to other situations,
including higher dimensions and asymptotically flat space. This allows us to formulate
a general method for calculating the low energy behaviour of extremal black holes whose
near-horizon geometry is of the form AdS2 × Sd.
This paper is structured as follows. Having introduced the charged black hole system
in AdS4 and reviewed some background in section 2, we then analyse the effects of an
intermediate scalar being exchanged in correlation functions in section 3. The effects of a
probe gauge field, not excited in the background, are studied in section 4 and found to be
governed, at leading order, by the dynamics of a phase mode. In section 5 we study a probe
charged scalar field in the presence of the gravity and a background gauge field. These
results are put together in section 5 and 6 which discuss how to calculate the response of an
extremal black hole at low energies in general and extends this analysis to other situations,
including higher dimensions, black holes in asymptotically flat space and multiply charged
black holes.
Appendices A, B and C contain useful supplementary details.
It is worth drawing attention to some important references before we proceed further.
See [36–70] for some recent discussion on AdS2/CFT1 correspondence and extremal black
holes.
2 Spherically Symmetric Reissner-Nordstro¨m Black Holes
Let us describe the geometry of a charged black hole in asymptotically AdS4 space time
which arises in a theory of Einstein gravity with a negative cosmological constant coupled
to a Maxwell field. In this paper we take the black hole to be electrically charged. The
action is given by
S =
1
16piGN
∫
d4x
√−g (R− 2Λ) − 1
4GN
∫
d4x
√−g FµνFµν . (2.1)
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The spherical Reissner-Nordstro¨m black hole solution is given by
ds2 = −a(r)2 dt2 + a(r)−2 dr2 + b(r)2 (dθ2 + sin2θ dϕ2),
a(r)2 = 1− 2GNM
r
+
4piQ2
r2
+
r2
L2
, b(r)2 = r2, (2.2)
Frt =
Q
r2
. (2.3)
Here M and Q are the mass and charge of the black hole, and L is the AdS4 radius,
L =
√
3
|Λ| . (2.4)
For an extremal black hole, the charge and mass get related as
Q2 =
1
4pi
(
r2h +
3r4h
L2
)
, (2.5)
Mext =
rh
GN
(
1 +
2r2h
L2
)
. (2.6)
With these values of M and Q, eq.(2.2) becomes
a2(r) =
(r − rh)2
r2L2
(
L2 + 3r2h + 2rrh + r
2
)
. (2.7)
In the first few sections of this paper we will primarily be interested in a big black hole
whose horizon size is much bigger than the AdS radius,
rh  L. (2.8)
For such big black holes, the charge and mass at extremality can be approximated as
Q2 ' 1
4pi
(
3r4h
L2
)
, (2.9)
Mext '
(
2r3h
GNL2
)
. (2.10)
Upto O( r−rhrh ) corrections, the metric in the near-horizon region of the black hole is given
by
ds2 =
[
−(r − rh)
2
L22
dt2 +
L22
(r − rh)2dr
2 + r2h (dθ
2 + sin2θ dϕ2)
]
. (2.11)
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We see that the near horizon metric is of the form AdS2 × S2, where AdS2 and S2 radii
are given by
RAdS2 = L2 '
L√
6
, (2.12)
RS2 = rh. (2.13)
The metric eq.(2.11) is a good approximation when
r − rh
rh
 1. (2.14)
The extremal black hole corresponds to a state at chemical potential µ in the boundary
CFT3 dual to the AdS4, with
µ ∼ rh
L2
. (2.15)
The entropy of the extremal black hole is
Sext =
pir2h
GN
. (2.16)
A near-extremal black hole has a temperature T  µ. Its entropy is given by,
S − Sext = 4pi
2
GN
L22 rh T, (2.17)
and the free energy is
F = − 1
β
pir2h
GN
− 2pi
2
GN
L22 rh T
2. (2.18)
We see that the specific heat is linear near extremality.
It is known that the thermodynamical description breaks down very close to extremal-
ity; this has been often found to agree with the existence of a gap in the system. The break
down occurs when the specific heat is order unity, leading to the condition,
Tgap ∼ GN
L22rh
. (2.19)
We are interested in the low energy behaviour of the system which corresponds to
being at a temperature T  µ and to studying the response at energies1 ω  µ. Using
eq.(2.15) these conditions become,
T  rh
L22
(2.20)
and
ω  rh
L22
. (2.21)
We will also take T  Tgap.
1More generally, see eq.(3.2).
– 5 –
Corrections to the AdS2 × S2 geometry, especially the change in the radius of the S2,
are important to keep in analysing the low energy behaviour, [36, 37]. The response of
the system can be understood as arising from the region obtained by cutting off the near
horizon geometry along a boundary which corresponds to a constant value of the dilaton.
This boundary will lie in the asymptotic AdS2 region. Working in Poincare´ coordinates,
z =
L22
(r − rh) , (2.22)
the metric of AdS2 can be written as
ds2 =
L22
z2
(
dt2 + dz2
)
. (2.23)
The boundary lies in the region where
ωz  mL2 ∼ O(1). (2.24)
From eq.(2.22) we see that this implies
ωL22  (r − rh) (2.25)
which is consistent with eq.(2.14) since eq.(2.21) is being met.
It is also useful to briefly discuss the asymptotically flat case (which corresponds to
setting Λ = 0 in eq.(2.1)). The behaviour of small black holes, with rh  L in AdS4 is
similar. The solution for the extremal RN black hole in asymptotically flat space is given
by
ds2 =
(
1−
√
4piQ
r
)2
dt2 +
(
1−
√
4piQ
r
)−2
dr2 + r2 dΩ22. (2.26)
The radius of the S2 at the horizon is rh =
√
4piQ. The near horizon geometry is AdS2×S2
with both the radius of the S2 and AdS2 being rh, i.e.,
L2 = rh. (2.27)
This is in contrast with big black holes in AdS4; these have a value of L2 given in eq.(2.12)
which does not depend on the charge Q.
From the field strength, working in the gauge Ar = 0, we get that
At =
Q
rh
− Q
r
. (2.28)
The chemical potential of the black hole µ is the value of At at r =∞; we see that µ = Qrh
and does not grow with the charge Q since the radius of the black hole is also growing
linearly with Q2. This is in contrast to big black holes in AdS4 which we have discussed
2Note from eq.(2.1) that in our units Fµν is of dimension 1 so that the chemical potential is dimensionless.
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above for which Q ∼ r2hL and µ ∼ rhL2 , so that the chemical potential does grow with the
charge.
Despite these differences some of the key features of the analysis for big black holes in
AdS4 can be easily extended and apply to black holes in asymptotically flat space as well.
Corrections to the near horizon geometry are small as long as eq.(2.14) is met. It can be
easily seen that the condition for low energy and small temperature, so that the response
arises from the near horizon region, still takes the form, eq.(2.20), eq.(2.21). From eq.(2.27)
these become,
T  1
rh
, (2.29)
ω  1
rh
. (2.30)
A similar analysis, for both black holes in asymptotically AdS and flat space, also
applies in higher dimensions.
3 Four Point Function with Scalar Exchange in the Bulk
In this section we study a probe scalar ψ which is coupled to another scalar φ.
The exchange of this φ particle then gives rise to a four-point function for ψ. We will
analyse the resulting four-point function in a partial wave expansion. Our conclusions will
also generalise to contributions to the four-point function due to graviton or gauge field
exchange.
We work in Euclidean space in this section. The matter action is
SM =
1
2GN
(∫
d4x
√
g
(
∂µψ ∂
µψ +m2ψψ
2
)
+
∫
d4x
√
g
(
∂µφ∂
µφ+m2φφ
2
)
+ λ
∫
d4x
√
g φψψ
)
. (3.1)
Here we have coupled the probe ψ by a cubic vertex to the scalar φ.
At low energies, eq.(2.21), the correlation functions for the operator dual to ψ arise
from the near-horizon AdS2 region, as discussed in section 3 of [37]. A sufficient condition
is
ω  m rh
L2
. (3.2)
Setting m ∼ O( 1L2 ) gives, eq.(2.21).
The metric of AdS2 × S2 in Poincare coordinates is given by
ds2 =
L22
z2
(
dt2 + dz2
)
+ r2hdΩ
2. (3.3)
Expanding ψ in terms of the KK harmonics on the S2 we get,
ψ =
∑
lm
ψlm(z, t)Ylm(θ, φ). (3.4)
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The fields ψlm(z, t) are scalars in AdS2 with mass
m2ψ,l = m
2
ψ +
l(l + 1)
r2h
. (3.5)
Using the standard dictionary it is easy to see that they correspond to operators with
dimension
∆
(l)
+ =
1
2
+
√
1
4
+m2ψ,lL
2
2. (3.6)
Similarly for φ we get the KK modes φlm(z, t) with mass
m2φ,l = m
2
φ +
l(l + 1)
r2h
. (3.7)
Substituting eq.(3.4) in the action above eq.(3.1) gives,
Smatter =
r2h
GN
∑
lm
∫
d2x
√
g
1
2
(
|∂ψlm|2 +m2ψ,l|ψlm|2 + |∂φlm|2 +m2φ,l|φlm|2
)
+
r2h
GN
λ
 ∑
l,l′l′′;m,m′m′′
C
{m,m′,m′′}
{l,l′,l′′}
∫
d2x
√
g φl′′m′′ψl,mψl′m′
, (3.8)
where we have integrated over the S2 and the metric in the expression is the 2-D metric.
In the expression above,
C
{m,m′,m′′}
{l,l′,l′′} =
∫
d2Ω YlmYl′m′Yl′′m′′ . (3.9)
Let us understand the contribution made by the various partial waves in more detail.
The value of ψlm in the AdS2 bulk can be expressed in terms of the value it takes on
the AdS2 boundary located at
z = δ (3.10)
using the bulk to boundary propagator in AdS2,
ψlm(z, t) =
∫
dω Kˆνl(ωz) e
−iωt ψlm(ω). (3.11)
Here ψlm(ω), the boundary value for frequency ω, corresponds to the source of the dual
operator turned on at the AdS2 boundary. In eq.(3.11) Kˆν can be expressed in terms of
the modified Bessel function Kν(ωz) as,
Kˆνl(ωz) = δ
∆
(l)
−
√
ωz Kνl(ωz)√
ωδKνl(ωδ)
(3.12)
with
νl =
√
1
4
+m2ψ,lL
2
2, (3.13)
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and,
∆
(l)
± =
1
2
± νl. (3.14)
The bulk Green function for φlm satisfies the equation
[∇2 −m2φ,l]Glm =
δ2(x− x′)√
g2
. (3.15)
In frequency space, this gives(
∂2z − ω2 −
m2φ,lL
2
2
z2
)
Glm(ω, z, z
′) = δ(z − z′). (3.16)
The resulting on-shell action is then given by
Sonshell = −λ
2
2
r2h
GN
∑
li,mi
[∫ (i=4∏
i=1
dωi
2pi
ψlimi(ωi)
)
δ
(∑
ωi
)∑
l,m
C
{m,m1,m2}
{l,l1,l2} C
{−m,m3,m4}
{l,l3,l4}∫
dz
L22
z2
∫
dz′
L22
z′2
Kˆνl1 (ω1z)Kˆνl2 (ω2z)Kˆνl3 (ω3z
′)Kˆνl4 (ω4z
′)Glm(ω1 + ω2, z, z′)
]
.
(3.17)
This has four powers of the source ψlm(ω) and thus is a contribution to the 4-point function.
To understand this complicated looking result, it is useful to recall the scaling dimen-
sions of various fields. The quadratic (free) part of the action gives the two-point function
for ψ, which is given by
S2pt =
r2h
GN
C1
∑
lm
∫
dω ψl,mψl,−m ω2∆l , (3.18)
where C1 is a constant and 2∆l = ∆
(l)
+ −∆(l)− . From this it follows that under the scaling
ω → λω, ψlm(ω) → λ−(∆l+ 12 ), i.e. ψlm(ω) has dimensions −(∆l + 12). It also follows that
the operator Olm for which ψlm is the source has dimension (∆l − 12) so that
Scoupling =
∫
dω ψlm(ω)Olm(ω) (3.19)
is invariant.
Now consider a contribution to the four-point function of the form
S4pt =
∏
i
∫
dωi ψlimi(ωi) < Ol1m1Ol2m2Ol3m3Ol4m4 > . (3.20)
By the scaling symmetry of AdS2 we see that
< Ol1m1Ol2m2Ol3m3Ol4m4 >∼ ω
∑
i ∆i−2 (3.21)
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where ∆i = ∆li . Just from the scaling properties it therefore follows that the operators
with higher higher values of l, which have bigger anomalous dimensions, eq.(3.5), will make
a smaller contribution at low frequencies. By comparison with eq.(3.17) we see that
< Ol1m1Ol2m2Ol3m3Ol4m4 > = −
λ2
2
r2h
GN
δ
(∑
i
ωi
)[∑
l
C
{m,m1,m2}
{l,l1l2} C
{−m,m3,m4}
{l,l3l4}∫
dz
L22
z2
∫
dz′
L22
z′2
Kˆνl1 (ω1z)Kˆνl2 (ω2z)Kˆνl3 (ω3z
′)Kˆνl4 (ω4z
′)Glm(ω1 + ω2, z, z′)
]
(3.22)
The sum over l arises from the contribution of the different intermediate partial waves
of the φ field. If the ψli,mi(ω) are comparable for the different li,mi values, the S-wave
in eq.(3.17) will dominate at sufficiently low energies and in this case the sum over l in
eq.(3.22) will only get a contribution from the S-wave for the intermediate field φ. From
the behaviour of the Bessel functions Kν and the Green function Glm which appear in
eq.(3.22), it is easy to see directly that the four-point function scales with frequency as
given in eq.(3.21).
An important fact to note from eq.(3.17), eq.(3.22) is that the 4-point function due to
the intermediate scalar φ being exchanged is O(r2h). In contrast, it was found in [37] that
S wave contribution due to gravitational effects goes like O(r3h) and is further enhanced by
a factor of rh. We will return to this point in section 5.
4 Charged Matter Coupled to a Probe Gauge Field
Next, we consider the behaviour of a probe gauge field which is not turned on in the
background, i.e. with respect to which the black hole is not charged. The action is
Sgf = − 1
GN
∫
d4x
√
g
(
1
4
F 2 + eAµJ
µ
)
, (4.1)
where e is the charge of the scalar field. The current Jµ is quadratic in the charged matter
field. For a charged scalar ψ,
Jµ = i(ψ ∂µψ
† − ψ†∂µψ). (4.2)
For concreteness, we are interested in calculating the four-point function for ψ with an
intermediate exchange of the probe gauge field. In particular, we are interested in studying
the S-wave sector of this theory.
It was noted in [16] that an additional mode arises in the SYK model with charged
matter. The departure from conformal invariance is important for the dynamics of this
mode whose action is suppressed by the energy scale parametrising this departure. The
behaviour of this mode is therefore analogous to the time reparametrisation modes which
arise in the S-wave sector of gravity.
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We will see below that in fact a similar mode does arise for a U(1) gauge field in the
bulk in the S-wave sector. The exchange of this mode, which we will refer to as the “phase
mode”, will dominate the low-energy contribution to the four-point function due to gauge
field exchange. Let us note that such a mode was found earlier in AdS3 gravity with a
Chern-Simons action for the gauge field in [66].
The S wave sector can be analysed in 4 dimensions directly. We work in the gauge
At = 0. The source J
µ is spherically symmetric and therefore only gives rise to a non-trivial
value for Ar; we can therefore also set Aθ, Aφ = 0. The equation of motion is
∂β(
√
gF βα) = e
√
gJα (4.3)
with Jα being nonzero for α = r, t. Here we are using the coordinates in eq.(2.2). Setting
α = r gives,
F tr = e ∂−1t J
r. (4.4)
The reader should not be alarmed by the factor of ∂−1t . We are considering time dependent
sources here and eq.(4.3) can be solved for each frequency, ω, separately with ∂−1t simply
being short hand for a factor of 1ω . Eq.(4.4) allows for an extra integration constant which
is only a function of r, this has been set to vanish since we are computing the response to
the time dependent source. Eq.(4.4) can be solved for Ar to give
Ar = e gtt ∂
−2
t Jr. (4.5)
Substituting in eq.(4.1) gives the on-shell action
Sonshell = − 1
GN
4pi e2
∫
d2x
√
g2 r
2
(
1
2
grrgtt Jr∂
−2
t Jr
)
. (4.6)
As was noted above, the current Jr is quadratic in the charged matter field. Thus eq.(4.6)
is a contribution to the four-point function for the matter field. In eq.(4.6) we have already
integrated over the S2 and the remaining two dimensional integral left is over r, t, with the
metric gαβ being the r − t plane metric, and g2 denoting its determinant.
At first sight it might seem that the resulting contribution to the four-point function
is of O(r2h) due to the factor of r
2 inside the integral in eq.(4.6) and not of O(r3h) as in the
S-wave sector of gravity. However, this conclusion is premature, as we now discuss.
The charged field ψ we are considering has the action
Smatter =
1
GN
∫
d4x
√
g
(|Dψ|2 +m2|ψ|2), (4.7)
Dµ = ∂µ − i eAµ. (4.8)
with mass m.
Now consider the asymptotic AdS2 region. In this region ψ takes the form (see ap-
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pendix A),
ψ(z, t) = ψ(t)z∆− + c (z∆+ − z∆− δ∆+−∆−)
∫
dt′
ψ(t′)
|t− t′|2∆+ , (4.9)
where c is a constant, eq.(A.5), and ∆± are given by
∆± =
1
2
±
√
1
4
+m2L22. (4.10)
Working in the z coordinate, eq.(2.22), the contribution to the integral in eq.(4.6), is
then given by,
∆Sonshell = − r
2
h
GN
2pi e2
∫
dt dz
√
g gtt g
zz Jz(z, t)∂
−2
t Jz(z, t). (4.11)
Discarding contact terms it is easy to see from eq.(A.10) that
Jz(t, z) = i c (∆+ −∆−)
∫
dt′
(
ψ(t)ψ†(t′)− ψ(t′)ψ†(t)
|t− t′|2∆+
)
. (4.12)
In particular Jz is independent of z. Thus the z dependence in eq.(4.11) goes like
∆Sonshell ∼
∫
dz
1
z2
∼ 1
zc
, (4.13)
where zc is the value at the boundary of the asymptotic AdS2 region.
One expects of course that this divergence is cut off once the corrections to the AdS2
geometry become significant. Since this occurs at a scale,
z ∼ 1
rh
, (4.14)
(see eqs.(2.14) and (2.22)) we get by setting zc ∼ 1rh in eq.(4.13) the resulting four-point
function to be of order,
S4pt ∼ r3h
∫
dt dt′dt′′
(
ψ(t)ψ†(t′′)− ψ(t′′)ψ†(t)
|t− t′′|2∆+
)
∂−2t
(
ψ(t)ψ†(t′)− ψ(t′)ψ†(t)
|t− t′|2∆+
)
. (4.15)
Note that due to the divergence the resulting 4 point function is in fact enhanced and of
order r3h, as expected in analogy with the SYK model. In appendix A, we calculate the
coefficient in eq.(4.15) precisely. The resulting 4 point function is then given by
S4pt =
(
r2h
GN
)
rh 2pi c
2 e2(∆+ −∆−)2
×
∫
dt dt′dt′′
(
ψ(t)ψ†(t′′)− ψ(t′′)ψ†(t)
|t− t′′|2∆+
)
1
∂2t
(
ψ(t)ψ†(t′)− ψ(t′)ψ†(t)
|t− t′|2∆+
)
. (4.16)
We have focussed on the asymptotic AdS2 region above. It is easy to see that the
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interior of the AdS2 region gives a contribution to the 4 point function which is O(r
2
h) and
is therefore less important.
4.1 The Phase Mode
The 4-point function we have obtained above can be understood as arising due to the
exchange of a mode with an action suppressed by 1rh . Working in the At = 0 gauge we
have chosen above, take Ar (in the (t, r) coordinate system) to be of the form
3
Ar = χ(r) θ(t) (4.17)
with
χ(r) =
rh√
g gttgrr
. (4.18)
Here the metric components refer to the extremal geometry given in eq.(2.2) and
√
g = r2
is the determinant of the four dimensional metric.
With the form of Ar in eq.(4.18), the Maxwell action
− 1
4GN
∫
d4x
√
g F 2 (4.19)
gives
Sphase = −
(
r2h
GN
)
2pi
∫
d2x
1√
g grrgtt
(θ˙)2, (4.20)
where we have integrated over the S2. The upper limit of the r integral is the AdS4
boundary. The lower limit of the integral can be taken to be the AdS2 horizon (up to
corrections subleading in the frequency ω, as discussed in the appendix A). This gives,
Sphase = −
(
r2h
GN
)
2pi
1
rh
∫
dt (θ˙)2. (4.21)
We will see below that θ(t) plays the role of the phase mode mentioned above. For now
we note that its action is indeed suppressed by the scale rh which is related to the energy
scale µ ∼ rh
L2
at which departures from the AdS2 geometry become significant.
Let us see how this mode enters in the thermodynamic properties. Consider a black
hole in AdS2 which now also carries charge q with respect to this probe field. As discussed
in appendix C, to calculate the partition function for the grand canonical ensemble, the
action has an extra term compared to the canonical ensemble [71]. This results in an extra
contribution in the free energy of the grand canonical ensemble:
∆F = − 4pi
GN
q2
rh
. (4.22)
This additional contribution is given by twice the contribution of the phase mode
3We are grateful to Juan Maldacena for a discussion on this topic.
– 13 –
Sphase if we identify
q = rh θ˙. (4.23)
Note that eq.(4.23) solves the equation of motion for θ (we are considering the system
without sources here) :
θ¨ = 0. (4.24)
Next let us see how the exchange of this mode gives rise to the O(r3h) contribution
to the 4 point function we obtained above. The charged matter field ψ, eq.(4.7), has a
two-point function which arises from an action given by
S2pt = −
(
r2h
GN
)
4pi c (∆+ −∆−)
∫
dt dt′
ψ†(t)ψ(t′)
|t− t′|2∆+ . (4.25)
The action is evaluated at the boundary of the near AdS2 region, with ψ(t) being the
boundary value for ψ. The field θ(t) is to be identified with the phase of ψ. This results
in a coupling (at linear order in θ):
Sc =
(
r2h
GN
)
4pi c (∆+ −∆−) e i
∫
dt dt′
ψ†(t)ψ(t′)
|t− t′|2∆+
(
θ(t)− θ(t′)). (4.26)
Integrating out θ using eq.(4.21) we now get a 4-pt function which agrees with eq.(A.18).
Higher point functions, to leading order in
r2h
GN
, arise from successive tree level exchanges
of the phase mode, and can calculated in a similar fashion.
4.2 Additional comments
It is worth noting that even though the radial integral involved in obtaining the full O(r3h)
term got its contribution from the region extending beyond the near-horizon geometry, the
final result for the 4-point function could be expressed in terms of the value for ψ at the
boundary of the near-horizon region, eq.(4.9). This result is expected on physical grounds
since the low-energy response should arise from the near-horizon region.
It is also worth mentioning that the phase mode does not correspond to a gauge
transformation in the AdS2 region, since Ar in eq.(4.17) gives rise to a non-trivial field
strength when θ is time dependent. What the mode does capture is both the charge
dependence in the grand canonical ensemble and the Coulomb dressing effects for charged
perturbations in the S-wave. Roughly, this mode can be thought of as a Wilson line
(smeared on the S2) in the radial direction extending from the horizon to the boundary of
AdS2.
We have concentrated on the S-wave sector so far. The higher partial waves of the
probe gauge field will give rise to massive gauge fields in the two dimensional theory
obtained by dimensional reduction to AdS2. In addition, scalars will also arise from the KK
reduction to two dimensions. These extra states will then also contribute as intermediate
channels in the four-point function. To leading order their contribution can be calculated
in the AdS2 geometry itself, neglecting any departures, in a manner analogous to the effect
of the intermediate scalar in section 3.
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Expressing the 4 pt. function in Fourier space,
S4pt =
(
4∏
i=1
∫
dωi
2pi
)
ψ(ω1)ψ(ω2)ψ
†(ω3)ψ†(ω4) < O(ω1)O(ω2)O(ω3)†O(ω4)† >, (4.27)
it is easy to see from eq.(4.16) that the S-wave contribution to< O(ω1)O(ω2)O(ω3)
†O(ω4)† >
will scale with frequency as4
< O(ω1)O(ω2)O(ω3)
†O(ω4)† >∼ e2
(
r2h
GN
)
rh ω
4∆−3. (4.28)
This might seem a bit surprising at first, since the anomalous dimension in AdS2 for O
would result in a scaling, see eq. (3.21), < OOO†O† >∼ ω4∆−2.
The situation here is similar to what happens with the Schwarzian action for time
reparametrisation modes. The action for the phase mode, eq.(4.21), breaks the scaling
symmetry of AdS2 under which t → λt (with θ(t) → θ(λt)). The breaking is due to the
factor of 1rh which suppresses the action; its presence we saw above is tied to the fact that
the action arises not in the near AdS2 region but in the region which interpolates from the
asymptotic AdS2 geometry to the AdS4 boundary.
A convenient way of book keeping is to assign the factor of rh which suppresses the
action in eq.(4.21) a transformation law rh → rhλ to keep track of this breaking. It is
important to bear in mind that we do this while keeping the prefactor
r2h
GN
in eq.(4.21)
invariant under the rescaling. The point being that
r2h
GN
∼ Sext is the extremal entropy and
therefore a measure of the degrees of freedom in the IR AdS2, while the extra factor of
1
rh
is due to the breaking of conformal invariance. It is easy to see that eq.(4.21) is invariant
with this extra rescaling of rh. It also then follows that the 4 pt. function scales as given
in eq.(4.28) since it has an extra factor of rh in front, eq.(4.16).
Consider now higher partial waves of the ψ field. For suitable values of their angular
momentum the contribution of the S wave phase mode could still arise. For any mode ψlm
with angular momentum l, the two-point function can be written in the form, eq.(4.25)
with ∆l being the anomalous dimension for the mode. This would then lead to a coupling
with the phase mode analogous to eq.(4.26), resulting in a 4 pt function due to the exchange
of the phase mode. In frequency space this would lead to
< Ol(ω1)Ol(ω2)Ol′(ω3)
†Ol′(ω4)† >∼ e2
(
r2h
GN
)
rh ω
2∆l+2∆l′−3. (4.29)
As mentioned above, for higher partial waves of ψ, contributions due to the exchange of
other intermediates would also arise. The breaking of conformal invariance can be neglected
for these contributions leading to the behaviour
< Ol1(ω1)Ol2(ω2)Ol3(ω3)
†Ol4(ω4)
† >∼ e2
(
r2h
GN
)
ω
∑4
i ∆i−2 (4.30)
4The engineering dimensions are accounted for by suitable powers of L2.
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By comparing, eq.(4.29) and eq.(4.30) we see that S-wave exchange dominates, when it is
allowed, at sufficiently low frequencies, meeting the condition,
ω  rh
L22
, (4.31)
where we have inserted factors of L2 as required by dimensional analysis.
This is the same condition as eq.(2.21).
In general, several higher partial waves can contribute in the intermediate channel. As a
result, there can be an intermediate range of frequencies where the cumulative contribution
of the higher partial wave exchange is significant. This happens if about5
n ∼ rh
L22ω
(4.32)
number of partial waves become important.
Let us examine if eq.(4.32) can be met while keeping the mass of the KK mode in-
termediate states mKK to be no bigger than of order unity in units of L2, and therefore
their anomalous dimensions to be of order unity at most. The discussion in this section
generalises in a straightforward way to the AdS2×Sd case, see section 6. We might as well
analyse this more general case. The number of KK modes with mKK ≤ O( 1L2 ) is
nKK ∼
(
rh
L2
)d
. (4.33)
Thus eq.(4.32) is met if
ωrh
(
rh
L2
)d−2
∼ O(1). (4.34)
From eq.(2.21) and eq.(4.34) we learn that for ω lying in the range
1
rh
(
L2
rh
)d−2
 ω  rh
L22
, (4.35)
the effect of the higher partial waves will be more significant than the S-wave sector while
for smaller ω the S wave sector will dominate. For d = 2, we see that eq.(4.35) can be
met for a big black hole with rhL2  1, while for d > 2 it becomes even easier to meet the
condition for such black holes.
We will also discuss black holes in asymptotically flat space later in section 6; their
behaviour is similar to small black holes in AdS space. The formulae above (expressed as
given in terms of the parameters, rh, L2) are applicable here as well, with rh = L2. The
condition eq.(2.21) for the near AdS2 analysis to apply is more appropriately stated as
5The higher partial waves are further suppressed because they correspond to operators with higher
anomalous dimensions, as we saw in section 3. We neglect this effect in the estimate below.
– 16 –
eq.(3.2) for a probe of mass m and eq.(4.35) then takes the form
1
rh
(
L2
rh
)d−2
 ω  mrh
L2
. (4.36)
Setting L2 = rh this becomes
1
rh
 ω  m. (4.37)
This condition can also be met for a sufficiently big black hole.
5 Charged Matter Coupled To Gravity and Background Gauge Field
Here we consider the effects of gravity and the coupled gauge field, which is turned on in
the background extremal solution, for calculating the four-point function of a scalar field
charged under this gauge field. The system is given by the Euclidean version of the action,
eq.(2.1), coupled to the scalar,
Smatter =
1
GN
∫
d4x
√
g
(|Dψ|2 +m2|ψ|2). (5.1)
We are interested in the behaviour at low frequencies, eq.(2.21.
We begin the analysis by first considering the S-wave sector. We will see that this sector
dominates the behaviour at sufficiently low frequencies. This is due to both contributions
from the time reparametrisation mode and a phase mode analogous to the one described
above. Correlation functions for a field uncharged under the background gauge field were
already discussed in [37].
5.1 The Two Point Function
Let us first examine the behaviour of the scalar field in the near-horizon region. To leading
order, it satisfies the equation,
D¯µD¯µψ −m2ψ = 0, (5.2)
where D¯µ = ∂µ − i e A¯µ, with A¯µ being the background gauge field, e being the charge of
the probe scalar6 and the indices in eq.(5.2) being raised by the background metric. We
work in the gauge where only the A¯t component of the background gauge field is non-zero.
In the AdS2 region it is given by
A¯t =
L22
r2h
Q
z
. (5.3)
As a result, is it easy to see that the “effective mass” of ψ is
m2eff = m
2 +
e2Q2L22
r4h
. (5.4)
6In our conventions the gauge potential Aµ is dimensionless and e has dimensions of (length)
−1.
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Let us take the boundary of the AdS2 region to be at z = δ, where z is defined in eq.(2.22).
Then from eq.(5.2), eq.(5.4), we see that the asymptotic behaviour as z → δ is
ψ(t, z) = z∆˜− ψ(t) + c (z∆˜+ − z∆˜− δ∆˜+−∆˜−)
∫
dt′
ψ(t′)
|t− t′|2∆˜+ , (5.5)
with
∆˜± =
1
2
±
√
1
4
+m2L22 +
e2Q2L42
r4h
. (5.6)
ψ(t) is the value for the scalar field at the AdS2 boundary.
It then follows that the two-point function for the scalar at low energies is given by
S2pt = −
(
r2h
GN
)
4pi c (∆˜+ − ∆˜−)
∫
dt dt′
ψ†(t)ψ(t′)
|t− t′|2∆˜+ . (5.7)
We see that the scalar corresponds to an operator of dimension ∆˜+.
5.2 The Four Point Function
We turn to the four-point function next. As mentioned above we are considering the S-wave
sector here. To begin, we work directly in the 4 dimensional theory.
The scalar, once turned on, gives rise to a stress tensor and charged current which
in turn perturb the metric and the gauge field, giving rise to a four-point function. As
discussed in appendix B, the resulting on-shell action to the required order for the four-
point function is,
SOS = −32pi2GN
∫
dt dr
(
2a2b3
b′
Trr
1
∂t
Tψtr − a2b2
(
1 +
2a′b
b′a
)
Ttr
1
∂2t
Tψtr
)
− 2pi e
2
GN
∫
dt dr b2 a4 Jr ∂
−2
t Jr −
2pi e
GN
∫
dt dr b2 a2 δAr Jr. (5.8)
Here Tψαβ is the contribution to the stress tensor from the scalar ψ, eq.(B.19), and Tαβ has
contributions from both the scalar as well as the gauge field perturbation, expanded to
the required order for the four-point correlator, see eq.(B.3). The current Jr is quadratic
in ψ, see eq.(4.2), and the gauge field perturbation δAr is given in terms of the metric
perturbations in eq.(B.11).
We have seen, both in the uncharged case, and the probe gauge field case above, that
an O(r3h) contribution is expected to arise in the four-point function. For the terms in the
first line of eq.(5.8) which are quadratic in the stress tensor, such contributions do arise
and they get support from the near horizon region. The near horizon contribution can be
expressed as an integral on the boundary of the near AdS2, as discussed in eq.(B.24) and
takes the form,
Sψbdy = −
32pi2GNr
3
h
L22
∫
dt (T˜ψtz − z∂tT˜ψzz)
1
∂4t
(T˜ψtz − z∂tT˜ψzz). (5.9)
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Using the fact that
T˜ψαβ =
1
2GN
(
∂αψ
†∂βψ + ∂βψ†∂αψ − g¯αβ (g¯µν∂µψ†∂νψ +m2ψψ†)
)
, (5.10)
and the asymptotic form for ψ, eq.(5.5), the expression eq.(5.9) can be expressed in terms
of the value ψ takes at the boundary of the near AdS2 region to give,
Sψbdy = −32pi2 c2 (∆˜+ − ∆˜−)2 ∆˜2+
r2h
GN
rh
L22∫
dt dt′ dt′′
(
1
4
F1(t, t
′)
1
∂4t
F1(t, t
′′)− ∆˜− F1(t, t′) 1
∂4t
F2(t, t
′′) + ∆˜2− F2(t, t
′)
1
∂4t
F2(t, t
′′)
)
,
(5.11)
F1(t, t
′) =
∂tψ
†(t)ψ(t′) + ∂tψ(t)ψ†(t′)
|t− t′|2∆˜+ ,
F2(t, t
′) =
1
2∆˜+
(
ψ†(t)ψ(t′) + ψ(t)ψ†(t′)
)
∂t|t− t′|−2∆˜+ . (5.12)
From the first term in the second line of eq.(5.8), which is quadratic in the current
Jr, we again get a contribution of O(r
3
h). This can be analysed in a manner completely
analogous to the probe gauge field case in section 4. The resulting answer takes the form
in eq.(4.16) with ∆± replaced by ∆˜± and is given by
SJ =
(
r2h
GN
)
rh 2pi c
2 e2 (∆˜+ − ∆˜−)2
×
∫
dt dt′dt′′
(
ψ(t)ψ†(t′′)− ψ(t′′)ψ†(t)
|t− t′′|2∆˜+
)
1
∂2t
(
ψ(t)ψ†(t′)− ψ(t′)ψ†(t)
|t− t′|2∆˜+
)
. (5.13)
Finally, it can be shown that the last term in eq.(5.8) involving the gauge field per-
turbation δAr cancels with a corresponding term in the first line of eq.(5.8), see appendix
B for details. Thus Sψbdy + SJ is the total answer for the four-point function in the S-wave
sector.
5.3 The Action For Time Reparametrisation and Phase Modes
It is useful at this stage to consider the two dimensional theory obtained by S-wave reduc-
tion of the 4 dimensional theory, eqs.(2.1) and (5.1).
Expanding the dilaton field Φ (defined in eq.(C.2) of appendix) to linear order,
Φ = rh(1 + φ) (5.14)
we get, from an analysis similar to section 5 of [37] that in the near-horizon region the two
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dimensional theory has an action7 (see appendix C)
S = − r
2
h
GN
(
1
4
∫
d2x
√
g R+
1
2
∫
∂
√
γ K
)
− r
2
h
GN
2pi
rh
∫
dt ˙¯θ2
− r
2
h
GN
pi
∫
d2x
√
g (F 2 − F 2Q)−
r2h
GN
3pi
∫
d2x
√
g φ (F 2 − F 2Q)
− r
2
h
GN
1
2
∫
d2x
√
g φ (R− Λ2)− r
2
h
GN
∫
∂
√
γ φK +
r2h
GN
1
L2
∫
∂
√
γ φ. (5.15)
Here we have added boundary terms and an extra boundary counterterm, [37]. FQαβ
above is given by
FQrt =
Q
r2h
√
g grrgtt
, (5.16)
and ˙¯θ is given by eq.(C.12).
We see that the resulting two dimensional theory is closely related to the JT theory
of gravity in the presence of an extra gauge field. In the absence of any sources the theory
admits a solution with φ = 0, and with the metric being AdS2, and the gauge field taking
the form,
Frt = F
Q
rt . (5.17)
It is easy to verify that the resulting stress tensor of the gauge field cancels the stress tensor
which arises from the FQ term.
We can now examine the dynamics of the near-horizon region in this two dimensional
theory. The dynamics includes fluctuations of the boundary of this region corresponding
to time reparametrisations8 and on general arguments in [36, 37] leads to the Schwarzian
action,
Ssch = − r
2
h
GN
L22
rh
∫
bdy
Sch(f(t)), (5.18)
where
Sch(f(t)) = −1
2
(f ′′)2
(f ′)2
+
(
f ′′
f ′
)′
. (5.19)
Writing
f(t) = t+ (t), (5.20)
and expanding to quadratic order in , eq.(5.18) becomes
7We work in a gauge where the perturbation δAα satisfies the boundary condition F
αβδAαnβ = 0, with
nβ being the normal to the boundary.
8There are also additional effects since the geometry is no longer AdS2 once F departs from the value
FQ.
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S = − r
2
h
GN
L22
rh
∫
dt
(
−3
2
(′′)2 − ′′′′
)
. (5.21)
As noted in [36, 37], the coefficient in eq.(5.21) leads to the correct near-extremal free
energy in the Canonical Ensemble.
Similarly, a phase mode corresponding to the gauge field perturbation
δAr =
1√
g4 grrgtt
δθ(t), (5.22)
must arise to account for the Coulomb “dressing” of perturbations. Analogous to the phase
mode in section 4 we get an action for this mode to be,
Sphase = − r
2
h
GN
2pi
1
rh
∫
dt δθ˙(t)2. (5.23)
The coefficient in eq.(5.23) is related, upto a factor of 2, to the coefficient of the term
required to connect the canonical and grand canonical partition functions [71] as discussed
in appendix C, eq.(C.11). Note that both terms in eq.(5.21) and eq.(5.23) are suppressed
by a factor of 1rh .
The coupling between  and δθ can be obtained from symmetry considerations, [16]
as explained in appendix C. This leads to a full action for  and δθ, which upto quadratic
order in  is given by
Smode = − r
2
h
GN
2pi
1
rh
∫
dt
(
δθ˙(t) + ˙(t) ˙¯θ
)2
+
r2h
GN
L22
2
1
rh
∫
dt (t) (4)(t). (5.24)
We can now consider coupling these degrees of freedom to the source terms which
arise from the scalar ψ. Carrying out a time reparametrisation on the two-point function,
eq.(5.7), gives rise to a coupling to (t),
Scoup1 =
r2h
GN
4pic (∆˜− − ∆˜+) ∆˜+
∫
dt dt′
(
ψ†(t)ψ(t′) + ψ†(t′)ψ(t)
|t− t′|2∆˜+
)(
˙(t)− 2(t)|t− t′|
)
,
(5.25)
Similarly a phase rotation and further time reparametrisation gives rise to the coupling
Scoup2 =
r2h
GN
4pic e (∆˜+ − ∆˜−) i
∫
dt dt′
(
ψ(t)ψ†(t′)− ψ(t′)ψ†(t)
|t− t′|2∆˜+
)
(δθ(t) + (t) ˙¯θ). (5.26)
The response to the sources can now be calculated and gives rise to a four-point
function which is exactly the sum of the two terms, eq.(5.11) and (5.13) as discussed in
appendix C.
We have focused on the zero temperature case above. At finite temperature the action
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for the time reparametrisation modes is given by
Ssch = − r
2
h
GN
L22
rh
∫ β
0
dτ Sch
(
β
pi
tan
pi
β
(τ + )
)
= − r
2
h
GN
L22
rh
∫ β
0
dτ
(
−3
2
(′′)2 − ′′′′ + 2pi
2
β2
(′)2
)
(5.27)
where τ ' τ + β and ′ = ddτ . In going to the second line, we have expanded the action to
quadratic order in . And for the phase mode, eq.(5.23) takes the form,
Sphase = − r
2
h
GN
2pi
1
rh
∫ β
0
dτ
(
dδθ
dτ
+ ˙¯θ
d
dτ
)2
, (5.28)
where ˙¯θ continues to be given by eq.(C.12). The coupling between the time reparametrisa-
tion and phase modes to the field ψ at finite temperature can be obtained by doing a phase
rotation and time reparametrisation t = βpi tan
pi
β (τ + ) to the two point function. This
gives the couplings for the time reparametrisation mode (τ) and the phase mode δθ(τ)
with matter to be
Scoup1 =
r2h
GN
4pic (∆˜− − ∆˜+) ∆˜+
(
pi
β
)2∆˜+ ∫
dτ1 dτ2
ψ†(τ1)ψ(τ2) + ψ†(τ2)ψ(τ1)
sin2∆˜+ piβ (τ1 − τ2)

×
(
′(τ1)− 2(τ1) cotpi
β
(τ1 − τ2)
)
, (5.29)
Scoup2 =
r2h
GN
4pic e (∆˜+ − ∆˜−)
(
pi
β
)2∆˜+
i
∫
dτ1 dτ2
ψ(τ1)ψ†(τ2)− ψ(τ2)ψ†(τ1)
sin2∆˜+ piβ (τ1 − τ2)

×
(
dδθ
dτ1
+ ˙¯θ
d
dτ1
)
. (5.30)
The terms eqs.(5.27), (5.28), (5.29) and (5.30) then give rise to the four-point function
at finite temperature, and also the higher point functions which can be obtained through
tree level exchange of these modes.
5.4 Additional Comments
We have been considering the scalar field to be in the S-wave sector so far, and have
analysed the effects of gravity and the gauge field which can be taken to be in the S-wave
sector as well. Let us now consider higher partial waves for the scalar field. To analyse the
resulting behaviour it is useful to carry out a KK reduction on the S2. From gravity we
then get 3 additional massless gauge fields in the 2 dimensional theory which arise from
the S2 isometries. In addition, we get extra massive fields, which can be of spin 0, 1, 2,
arising from the gravity and gauge perturbations which are coupled.
The contribution to the four-point function from the exchange of the massive degrees
can be obtained by working in the AdS2 geometry, and the breaking of the AdS2 isometry
due to the back reaction of the dilaton can be neglected in this sector. These contributions
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go like O(r2h) and are analogous to the contributions studied in section 3 due to the exchange
of an intermediate scalar.
The contribution due to the additional massless gauge fields will be analogous to the
those studied in section 4 due to a probe gauge field. The higher partial waves of the scalar
will carry charge under these gauge fields. The resulting contribution will be of O(r3h) and
of the form, eq.(4.29), with the anomalous dimensions ∆i and charges being determined
by the angular momentum of the scalar partial waves.
At low energies the O(r3h) contributions, if present, will dominate in the four-point
function. These will arise from both the S-wave sector and the additional KK massless
gauge fields. The additional massive field discussed above will each contribute of O(r2h),
and will be suppressed at low energies. However, their cumulative contribution could be
significant when the energy is not very small, see subsection 4.2 for related discussion.
We have focussed on the 4 point function above, higher point correlators can be ob-
tained through successive tree level exchange of the time reparametrisation and phase
modes.
6 The Near-AdS2 Near-CFT1 Correspondence
The discussion above leads us to a formulation of the near AdS2 near CFT1 correspondence
(henceforth referred to as the NAdS2/NCFT1 correspondence). We have been analysing a
four dimensional theory above. However, we could start with a general higher dimensional
situation as well 9. The near-horizon geometries to which our discussion applies have the
form10 AdS2×Sd. The resulting low energy dynamics can be analysed by constructing the
two dimensional theory obtained by KK reduction on Sd. This will contain two dimensional
gravity, coupled to the dilaton, which is the radius of the Sd, and the gauge fields turned
on in the near-horizon region. In addition there will be fields which are not excited in
the background. In general this will include massless gauge fields and additional massive
degrees of freedom 11.
For concreteness let us consider the case of a single background gauge field in asymp-
totically AdSd+2 space. We have seen that the S-wave sector determines the low energy
response of the system. In particular, working in the Canonical Ensemble at fixed charge,
the Schwarzian action, eq.(5.21), gives rise to the free energy at small temperatures, T  µ.
In addition this action along with the phase mode, eq.(5.24), gives rise to the four and
higher point correlators for probes at low energies, ω  µ. For the additional massless
gauge fields in the two dimensional theory (including those arising from the isometries of
Sd) there will be additional phase modes whose effects also need to be incorporated, as
discussed above. The action for the time reparametrisation and phase modes will be sup-
pressed by a power of 1rh , where rh is the scale characterising the departures from the AdS2
geometry which is related to the chemical potential for the gauge field by rh ∼ µL2d+2. As
a result, the four-point function for example, of a probe will be enhanced by an additional
9Asymptotic AdS3 space can be different, we therefore restrict ourselves to four and higher dimensions.
10We have not considered rotating extremal black holes in this paper.
11Massless scalars need to be analysed separately.
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power of rh
ωL2d+2
. The effects of massive fields, of various spins, can be incorporated in a
straightforward manner as discussed above, and the departure from the AdS2 geometry
can be neglected in calculating these effects at low energies. The contributions due to the
individual exchange of each massive mode will be suppressed, but cumulatively could be
significant, see subsection 4.2.
One comment is worth making before we proceed. The same length scale rh enters in
the discussion of the infrared dynamics in two conceptually different ways in the example
above of an extremal RN black hole in AdSd+2. First, rh is the radius of the horizon and
therefore determines the ground state entropy. Second, it also characterises the scale at
which corrections to the AdS2 × Sd geometry become significant. It is helpful to keep this
distinction in mind while analysing the low energy dynamics.
The essential points in the discussion above for the asymptotically AdSd+2 case are in
fact valid more generally in any situation where the near-horizon geometry takes the form
AdS2 × Sd. This includes extremal black holes in asymptotically flat space-time whose
behaviour is similar to “small” black holes in AdSd+2 space.
It is worth commenting on this case in some more detail here. For the asymptotically
flat case, the same scale rh in fact plays three different roles. It is the radius of the near
horizon AdS2, L2, as well as the radius of the S
d. In addition, it also characterises the
scale at which corrections to the AdS2 geometry become significant. Once one keeps track
of this distinction carefully, all formulae for the asymptotically AdSd+2 case generalise and
can be applied to this case as well. More explicitly, to apply the formulae obtained in the
discussion of the asymptotically AdSd+2 case for the asymptotically flat case, one should
express them first in terms of rh (which enters in the AdSd+2 case both as the horizon value
of the Sd, and the scale characterising the departure from the IR conformal symmetry)
and L2, and thereafter set L2 = rh.
In fact, for the case of four dimensions, we have already been careful to present the
formulae for the AdSd+2 case keeping these aspects in mind. The Schwarzian term and
action for the phase modes as given by eq.(5.24) are also valid for the asymptotically flat
case, with L2 = rh. Coupling them to the matter fields, as given in eqs.(5.25) and (5.26)
then gives the correlation functions which characterise the response of the black hole in the
four dimensional asymptotically flat case as well.
It is worth pointing out that the chemical potential of the extremal black hole in the
asymptotically flat case is different from the AdSd+2 case and is of order unity (in our units)
instead of being of order µ ∼ rh
L22
as noted in eq.(2.15). In addition, since L2 is determined
by the charge of the black hole in the asymptotically flat case it is more appropriate to
think of the mass of the probe field as being an independent parameter. The condition
for being at small enough energies, so that the resulting dynamics is described by the
near-AdS2 region, is then more appropriately stated as eq.(3.2), which becomes,
ω  m. (6.1)
The requirement of being at low temperatures is given by T  rh
L22
= 1rh and the free
energy continues to be given by eq.(2.18) and is correctly obtained from the Schwarzian
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term, eq.(5.21).
In this way one can apply the discussion developed above equally well to asymptotically
flat case. In summary, the low energy behaviour arises from the near-AdS2 dynamics, and
is dominated at sufficiently low energies by the time reparametrisation and phase modes
whose action is suppressed by the scale rh which governs the corrections to the near-horizon
geometry.
One expects that the near-AdS2 dynamics which can be calculated as given above
should correspond to the low energy behaviour of an approximate one dimensional CFT,
in any consistent theory of gravity. Different black holes should correspond to different
CFTs but regardless of microscopic difference their dynamics, at low energies, should be
the same and determined by the time reparametrisation and phase modes whose action
arises due to effects which break the conformal symmetry.
One can further extend these considerations to a general black hole carrying multiple
charges. It is well known that extremal black holes in general exhibit the attractor mecha-
nism, which is a general feature of supersymmetric and non-supersymmetric extremal black
holes [72–88]. Moduli fields, which are generically present in string theory, are fixed at the
horizon by the charges, and the entropy as a result is only a function of the charges and
not the asymptotic values the moduli take. One the other hand the deviation away from
the AdS2 region depends on the asymptotic value for these moduli, which determine how
the attractor values are approached at the horizon. As a result, the ground state entropy
is universal and determined by the charges alone, while we expect the Schwarzian and
phase actions to have coefficients which are dependent on additional data pertaining to the
asymptotic behaviour of the moduli which determine how the IR theory is approached from
the UV. A more detailed analysis of the connections between the attractor phenomenon
and the low energy dynamics of extremal black holes is left for the future.
7 Conclusions
We have analysed the behaviour of charged extremal and near-extremal black holes in this
paper, continuing the analysis begun in [37]. In particular, we have considered charged
matter fields and studied their correlation functions showing that at low energies the leading
contribution arises due to the effects of the time reparametrisation mode and an additional
phase mode. These effects are enhanced at low frequencies by a factor of rh
L22 ω
where rh is the
scale characterising departures from the AdS2 geometry and L2 is the radius of the AdS2
geometry. The action governing these modes at finite temperatures is given by eqs.(5.27)
and (5.28). It is known that the Schwarzian term correctly captures the near-extremal
specific heat in the canonical ensemble. We have also shown that the action eqs.(5.27) and
(5.28) gives rise to the four-point function for the charged scalar field.
While our discussion has focussed on the four-point function, it can be easily extended
to higher point correlators which can be calculated via succesive tree level exchanges of
the time reparametrisation and phase modes. Also, some of the formulae in the discussion
on correlators above were written down for the extremal case, however they can easily be
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extended to the case of non-extremal black holes at low temperatures as discussed at the
end of subsection 5.3.
It is also worth mentioning that the phase mode we find does not correspond to a gauge
transformation in the AdS2 space-time. For example, from eq.(4.17) we see that the field
strength is non-zero since θ is time dependent. This is in contrast to the time reparametrisa-
tion mode which corresponds to asymptotic isometries in the AdS2 space-time. Physically
speaking, this difference arises because a spherically symmetric configuration of charged
matter gives rise to an electric field, while a finite temperature black hole in AdS2 is still
described locally by the AdS2 geometry.
We have also studied the behaviour beyond the S-wave sector and found that it can
be analysed by carrying out a KK reduction down to the near AdS2 theory. Additional
massless gauge fields which arise from isometries in the KK reduction give rise to additional
phase modes which give enhanced effects. Massive modes arising in the KK reduction give
rise to effects which are not enhanced and which can be calculated in the AdS2 geometry
neglecting any corrections to it. While the effects of each massive mode is small, they can
cumulatively have a significant effect.
We have also discussed how the analysis carried out for big black holes in asymptotically
AdS space can be easily applied to more general situations, including asymptotically flat
black holes which give rise to a near-horizon geometry of the AdS2×Sd form. In the general
case of multi-charge black holes, the attractor mechanism leads to the ground state entropy
being universal, however, the departure from the AdS2 region depends on the asymptotic
values moduli take and this could affect the coefficient of the Schwarzian and the phase
mode action.
In this way, our analysis allows us to formulate a general method for calculating the low
energy behaviour of extremal black holes. This should correspond on general grounds to the
low energy behaviour of microscopic dual theories which are approximate one-dimensional
CFTs, with the breaking of conformal invariance being important in giving rise to the
action for the time reparametrisation and phase modes.
We have not considered rotating Kerr black holes here. These are charged with respect
to the KK gauge fields which arise from the isometries of Sd. We hope to return to this
question in a subsequent paper, see [65] for some recent discussion.
There are many interesting microscopic models of extremal black holes in string theory,
arising for example from D-brane constructions. It will be worthwhile applying the results
of this paper to these models to see if more can be learnt about their dynamics.
Our results also provide good motivation for the study of the Jackiw–Teitelboim model
of gravity, coupled to additional fields, in more detail, since we see that this model captures
the low energy behaviour of extremal systems in many cases. We hope to report on some
progress in this direction as well in the future.
Acknowledgments
We thank Gautam Mandal, Shiraz Minwalla, Subir Sachdev, Ashoke Sen, Ronak Soni and
Spenta Wadia for insightful discussions and comments. We are especially grateful to Juan
– 26 –
Maldacena for his generous insights and comments. We acknowledge the support by the
International Centre for Theoretical Sciences (ICTS) during a visit for participating in the
program “AdS/CFT at 20 and Beyond” where part of this work was done. We also thank
the participants of the program for their questions and comments. UM and VV thank the
“Infosys Foundation International Exchange Program of ICTS” for support in participating
in Strings 2018 held in Okinawa, Japan. UM gratefully acknowledges support from the
Simons Center for Geometry and Physics, Stony Brook University for the 2018 Simons
Summer Workshop, while this work was in progress. We thank the DAE, Government of
India, for support. SPT also acknowledges support from the J. C. Bose fellowship of the
DST, Government of India. We also acknowledge support from the Infosys Endowment
for Research on the Quantum Structure of Spacetime. Most of all, we thank the people of
India for generously supporting research in String Theory.
A 2-D Action for Charged Matter Coupled to a Probe U(1) Field
In section 4 we considered a scalar field charged under a probe U(1) field in the background
of a RN black hole in AdS4. Here we give some details of the calculation of the onshell
action eq.(4.16).
We start by splitting the bulk integral in the 4D action eq.(4.1) into the near and far
horizon regions,
Sgf = − 1
GN
∫
NH
d4x
√
g
(
1
4
F 2 + eAµJ
µ
)
− 1
GN
∫
FH
d4x
√
g
(
1
4
F 2 + eAµJ
µ
)
. (A.1)
The near horizon integral spans from the horizon to the boundary in the asymptotic AdS2
region and the far horizon region lies between the AdS2 boundary and the AdS4 boundary.
Now consider the far horizon bulk integral in eq.(A.1). We can use the equations of
motion eq.(4.3) to simplify it to obtain the onshell expression
SFH = − e
2GN
∫
FH
d4x
√
g AµJ
µ +
1
2GN
∫
∂AdS2
d3x
√
γ FµνnµAν , (A.2)
where the boundary term is evaluated at the AdS2 boundary. Here nµ is the normal
vector to the AdS2 boundary. Note that we ignore the AdS4 boundary term since it does
not contribute to the on-shell action. Also we work in the gauge where the only nonzero
component is Ar. We can take the boundary to be located at a constant value of r, to the
required order, and hence we can ignore the boundary term in eq.(A.2) as well.
Evaluating the bulk action in the far horizon region eq.(A.2) using the solution,
eqs.(4.4) and (4.5), we get
SFH = − e
2GN
∫
FH
d4x
√
g ArJ
r = − e
2
2GN
∫
FH
d4x
√
g gtt g
rr Jr ∂
−2
t Jr. (A.3)
We can obtain the solution for ψ in the far horizon region from its behaviour at the
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AdS2 boundary. In terms of z coordinate eq.(2.22), at the AdS2 boundary z = δ we have,
ψ(t, z)
∣∣
∂AdS2
= z∆− ψ(t) + c (z∆+ − z∆− δ∆+−∆−)
∫
dt′
ψ(t′)
|t− t′|2∆+ , (A.4)
where c is a constant,
c = 2−2ν
Γ(−ν)
Γ(ν)
, ν = ∆+ −∆− (A.5)
and ∆± are given in eq.(4.10). In terms of r coordinate, eq.(2.22), the expression eq.(A.4)
becomes
ψ(t, r)
∣∣
∂AdS2
=
(
L22
r − rh
)∆−
ψ(t) + c
((
L22
r − rh
)∆+
−
(
L22
r − rh
)∆−
δ∆+−∆−
) ∫
dt′
ψ(t′)
|t− t′|2∆+ .
(A.6)
We can extend this solution beyond the AdS2 boundary as follows. We are working with
small values of ω which satisfy eq.(2.25). Therefore, the ω dependence or equivalently the
time dependence of the solution for ψ is fixed to be that in eq.(A.6) for the region beyond
the AdS2 boundary where the condition eq.(2.25) is met. Therefore in this region, ψ takes
the form,
ψ(t, r) = f−(r)ψ(t) + c f+(r)
∫
dt′
ψ(t′)
|t− t′|2∆+ , (A.7)
where the functions f±(r) are solutions to the equation
1√
g
∂r(
√
g grr∂rf±)−m2f± = 0. (A.8)
satisfying the condition that as r → rc
f−
∣∣
∂AdS2
→
(
L22
r − rh
)∆−
,
f+
∣∣
∂AdS2
→
((
L22
r − rh
)∆+
−
(
L22
r − rh
)∆−
δ∆+−∆−
)
. (A.9)
Plugging eq.(A.7) into the expression for the current eq.(4.2), we get,
Jr = −i c
∫
dt′
(
ψ(t)ψ†(t′)− ψ(t′)ψ†(t)
|t− t′|2∆+
)
(f+∂rf− − f−∂rf+). (A.10)
The Wronskian in eq.(A.8), can be shown to be of the form
W [f+, f−] = f+∂rf− − f−∂rf+ = c˜√
ggrr
. (A.11)
Here c˜ is independent of r and can be obtained by examining the behaviour of W [f+, f−]
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near the AdS2 boundary. Using the boundary condition eq.(A.9) and the AdS2 metric
eq.(2.11),
c˜ = W
√
g grr = r2h(∆+ −∆−). (A.12)
Plugging in eqs.(A.10) and (A.11) into the action eq.(A.3) and simplifying, we obtain
SFH =
r4h
2GN
(∆+ −∆−)2 c2e2
∫
FH
d4x
1√
g
gtt grr F (t)∂
−2
t F (t), (A.13)
where F (t) is defined as
F (t) =
∫
dt′
(
ψ(t)ψ†(t′)− ψ(t′)ψ†(t)
|t− t′|2∆+
)
. (A.14)
Note that the metric is of the form
ds2 = a(r)2dt2 + a(r)−2dr2 + r2 dΩ22, (A.15)
where a2 is given in eq.(2.2). Therefore the integral over r in eq.(A.13) becomes,∫ ∞
rc
dr
r2
=
1
rc
. (A.16)
For small ω satisfying eq.(2.25), we can approximate rc with rh. This is because the integral
over r in the far horizon region spans till the location rc such that
rc − rh
L2
∼ ωL2 ⇒ rc = rh +O(ω). (A.17)
Therefore to leading order in ω after integrating over r and also over S2, the action in the
far horizon region becomes
SFH =
r2h
GN
2pi rh c
2 e2 (∆+ −∆−)2
∫
dt F (t) ∂−2t F (t), (A.18)
where F (t) is defined in eq.(A.14). We see that the region away from the horizon, near
the AdS2 boundary gives a contribution to the four-point function which is enhanced by a
factor of rh. It is straightforward to see that the near horizon region does not give such an
enhanced contribution to the four-point function; it contributes at O(r2h).
B 4-D Action Computation of 4 point function in Background Gauge
Field
In this appendix, we give details of the 4-point function computation of a scalar field
charged under the gauge field which is excited in the background black hole solution. We
work directly in 4 dimensions in the S-wave sector.
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We start with the 4-D Euclidean action,
S = − 1
16piGN
∫
d4x
√
g (R− 2Λ)− 1
4GN
∫
d4x
√
g F 2
+
1
GN
∫
d4x
√
g
(
(Dµψ)
†Dµψ +m2ψ†ψ
)
− 1
8piGN
∫
∂
d3x
√
γ K, (B.1)
where the Gibbons-Hawking term is evaluated at the AdS4 boundary. This action admits
the black hole solution eq.(2) and the scalar field ψ is charged under the background gauge
field.
Varying the metric, we get the Einstein equations
Rµν − 1
2
gµνR+ Λgµν = 16piGN (T
ψ
µν + T
F
µν), (B.2)
where Tψµν and TFµν are contributions to the stress tensor from the scalar field and gauge
field respectively and are given by
TFµν = −
1
2GN
(
FµρF
ρ
ν −
1
4
gµνF
2
)
, (B.3)
Tψµν =
1
GN
(
1
2
(Dµψ)
†Dνψ +
1
2
(Dνψ)
†Dµψ − 1
2
gµν(g
αβ (Dαψ)
†Dβψ +m2ψ†ψ)
)
. (B.4)
Note that when ψ = 0 and Jr = 0, we get the RN black hole soution given in eq.(2.2)
which we will denote by g¯µν below. Varying the gauge field gives the equation of motion,
∂µ(
√
g gµρgνσFρσ) = e
√
g Jν , (B.5)
which can be solved to obtain
Ftr = − Q√
g grrgtt
+ e gtt ∂
−1
t Jr. (B.6)
Let us consider S-wave perturbations in the metric and work in the Fefferman-Graham
gauge δgµr = 0,
ds2 = a2 (1 + htt) dt
2 + a−2dr2 + b2 (1 + hθθ) dΩ22, (B.7)
where a2 and b2 are given in eq.(2.2). These metric fluctuations induce perturbations in
the gauge field. We have,
Ftr = F¯tr + F
J
tr + δFtr,
F¯tr = −∂rA¯t = − Q√
g¯ g¯rrg¯tt
, (B.8)
F Jtr = e g¯tt ∂
−1
t Jr, (B.9)
δFtr = ∂tδAr, (B.10)
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where F¯tr is the background field strength, F
J
tr is the response to the scalar current, upto
the required order for the four-point function calculation, and δFtr is the additional per-
turbation which arises due to metric fluctuations as we will see below. It is convenient to
work in the gauge where A¯t is the nonzero component for the background gauge field and
the perturbations in the gauge field have non-zero component only along the r direction.
We denote the perturbation produced by the source J , eq.(B.9) as AJ , so that the full
perturbation has a non-zero component AJr + δAr.
δAr can be obtained by linearising the first term in eq.(B.6),
− Q√
g grrgtt
= − Q√
g¯ g¯rrg¯tt
(
1 +
1
2
htt − hθθ
)
= F¯tr + δFtr
⇒ δAr = −F¯tr
(
−1
2
∂−1t htt + ∂
−1
t hθθ
)
. (B.11)
Expanding the action eq.(B.1) and using the equations of motion eqs.(B.2) and (B.5), we
get the onshell action,
SOS =
1
2
∫
d4x
√
g¯ δgµν Tψµν −
e
2GN
∫
d4x
√
g¯ (AJr + δAr)J
r
= −2pi
∫
dt dr
(
b2
a2
httT
ψ
tt + 2hθθT
ψ
θθ
)
− 2pie
GN
∫
dt dr b2a2(AJr + δAr)Jr. (B.12)
To get the four-point function for the field ψ, we express the perturbations in terms of the
sources and compute the action to quartic order in ψ.
In the discussion below we will systematically examine the terms appearing in eq.(B.12).
We define,
T1 = −2pi
∫
dt dr
(
b2
a2
httT
ψ
tt + 2hθθT
ψ
θθ
)
, (B.13)
T2 = −2pi e
GN
∫
dt dr b2a2AJr Jr, (B.14)
T3 = −2pi e
GN
∫
dt dr b2a2 δArJr. (B.15)
Evaluating T1
Consider first the term T1, eq.(B.13). This is infact similar to the expression one would ob-
tain in the four-point function computation of an uncharged scalar field with a background
magnetic charge, see section 3 of [37]. To simplify it, consider the tr and rr equations in
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eq.(B.2),(
a′
a
− b
′
b
)
∂thθθ − ∂t∂rhθθ = 16piGN (Tψtr + TFtr ) = 16piGN (Tψtr + T Jtr), (B.16)
1
a4
∂2t hθθ +
(
a′
a
+
b′
b
)
∂rhθθ +
b′
b
∂rhtt +
1
a2b2
hθθ = 16piGN (T
ψ
rr + T
F
rr)
⇒ 1
a4
∂2t hθθ +
(
a′
a
+
b′
b
)
∂rhθθ +
b′
b
∂rhtt +
1
a2b2
(
1− 8piQ
2
b2
)
hθθ = 16piGN (T
ψ
rr + T
J
rr),
(B.17)
where we have taken the terms involving the metric perturbation in TFµν to the LHS. Here
T Jµν is the O(J) term in the stress tensor T
F
µν , eq.(B.3), and is defined as
T Jµν = −
1
2GN
(
F¯µρ (F
J) ρν + F
J
µρ F¯
ρ
ν −
1
2
g¯µν F¯
αβ F Jαβ
)
, (B.18)
where F¯µν and F
J
µν are given in eq.(B.8) and eq.(B.9) respectively and the raising and
lowering of indices are done with the background metic g¯µν . Also to the order we are
interested in, we can write eq.(B.4) as
Tψµν =
1
GN
(
1
2
(D¯µψ)
†D¯νψ +
1
2
(D¯νψ)
†D¯µψ − 1
2
gµν(g
αβ (D¯αψ)
†D¯βψ +m2ψ†ψ)
)
, (B.19)
where the raising and lowering of indices are with the background metric g¯µν .
Note that the combined contribution to the stress tensor coming from ψ, eq.(B.19),
and F Jµν , eq.(B.18), is conserved with respect to the background metric i.e.
∇µ[g¯]
(
Tψµν + T
J
µν
)
= 0, (B.20)
where ∇[g¯] denotes covariant derivative with respect to the background metric.
To simplify further, we write the expression eq.(B.13) as
T1 = −2pi
∫
dt dr
(
b2
a2
htt(T
ψ
tt + T
J
tt) + 2hθθ(T
ψ
θθ + T
J
θθ)
)
+ 2pi
∫
dt dr
(
b2
a2
httT
J
tt + 2hθθT
J
θθ
)
. (B.21)
Let us denote the terms in the first and second lines of eq.(B.21) as T11 and T12 respectively.
We can use the conservation equation eq.(B.20) and manipulate the equations, (B.16) and
(B.17), analogous to [37] and show that T11 is given by
T11 = −2pi
∫
dt dr
(
b2
a2
httTtt + 2hθθTθθ
)
= −32pi2GN
∫
dt dr
(
2a2b3
b′
Trr
1
∂t
Ttr − a2b2
(
1 +
2a′b
b′a
)
Ttr
1
∂2t
Ttr
)
, (B.22)
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where
Tµν = T
ψ
µν + T
J
µν . (B.23)
Next, let us examine the contribution to the integral in T11 from the near-horizon
region. As discussed in section 4 of [37], we can use the conservation equations for Tµν to
express eq.(B.22) as a boundary term at the AdS2 boundary,
T11 = −32pi
2GNr
3
h
L22
∫
bdy
dt (Ttz − z∂tTzz) 1
∂4t
(Ttz − z∂tTzz), (B.24)
where we have kept the leading behaviour which is O(r3h). To simplify further, let us
examine the behaviour of Tψµν and T Jµν at the AdS2 boundary. From the form of ψ at
the AdS2 boundary, eq.(5.5), we get for the leading non-contact terms, ψ
†ψ = ψ†∂tψ =
∂tψ
†∂tψ = 0. Therefore, from eq.(B.19),
Tψtz =
1
2GN
(
∂tψ
†∂zψ + ∂tψ∂zψ†
)
− e
2GN
A¯tJz = T˜
ψ
tz − e A¯tJz, (B.25)
Tψzz =
1
GN
∂zψ∂zψ
† − 1
2GN
g¯zz
(
g¯µν∂µψ
†∂νψ +m2ψψ†
)
= T˜ψzz, (B.26)
where we T˜ψtz, T˜
ψ
zz are defined in eq.(5.10), Jz is defined in eq.(4.12) and A¯t is gven in
eq.(5.3).
Also, from eq.(B.18), we have
T Jtz = 0, (B.27)
T Jzz = −
1
2GN
eQ
r2h
L22
z2
∂−1t Jz, (B.28)
where we have used (see eqs.(B.8), (B.9))
F¯tz =
Q
r2h
L22
z2
, (B.29)
F Jtz = e
L22
z2
∂−1t Jz. (B.30)
From eqs.(B.25), (B.26), (B.27), (B.28), it is straightforward to verify that
Ttz − z∂tTzz = T˜ψtz − z∂tT˜ψzz. (B.31)
Therefore, eq.(B.24) becomes
T11 = −32pi
2GNr
3
h
L22
∫
bdy
dt (T˜ψtz − z∂tT˜ψzz)
1
∂4t
(T˜ψtz − z∂tT˜ψzz). (B.32)
We see that the expression scales as O(r3h) and agrees with eq.(5.9) of section 5. The
contribution of the region away from the horizon to the integral eq.(B.22) gives an O(rh)
2
contribution and is subleading.
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Let us now examine the second line of eq.(B.21), T12. From the expression for the
stress tensor T Jµν , eq.(B.18), we obtain
T Jtt = −
e
2GN
a4 F¯tr∂
−1
t Jr, (B.33)
T Jθθ =
e
2GN
b2a2 F¯tr∂
−1
t Jr. (B.34)
Therefore, we have
T12 = 2pi
∫
dt dr
(
b2
a2
httT
J
tt + 2hθθT
J
θθ
)
= −2pie
GN
∫
dt dr b2a2 F¯tr
(
−1
2
∂−1t htt + ∂
−1
t hθθ
)
Jr, (B.35)
We will show that the expression eq.(B.35) cancels with the term T3, eq.(B.15).
Evaluating T2 and T3
Let us now examine the remaining terms in the action, eqs.(B.14) and (B.15). From
eqs.(4.5) and (B.11), we get
T2 =− 2pi e
2
GN
∫
dt dr b2 a4 Jr ∂
−2
t Jr, (B.36)
T3 =
2pi e
GN
∫
dt dr b2a2 F¯tr
(
−1
2
∂−1t htt + ∂
−1
t hθθ
)
Jr. (B.37)
The expression eq.(B.36) is same as what we obtained for the probe U(1) case as
in section 4, see eq.(4.6). Therefore a similar calculation as done in appendix A follows
resulting in an r3h enhanced contribution to the four-point function which is given by
eq.(5.13).
Moreover, the expression eq.(B.37) cancels with the term T12, eq.(B.35).
Therefore, in the final expression for the onshell action eq.(B.12), the leading contri-
bution which goes like O(r3h) comes from the terms eq.(5.11) and eq.(5.13). These terms
can also be obtained by the exchange of the time reparamerisation and phase modes as
explained in section 5.
C Phase Mode Action
In appendix B, we derived the onshell 4-D action for a scalar charged under the background
gauge field. Here we derive a 2-D action by dimensional reduction and going to the near
horizon AdS2 region. We start with the 4-D action
S = − 1
16piGN
∫
d4x
√
g (R− 2Λ)− 1
4GN
∫
d4x
√
g F 2 − 1
8piGN
∫
∂
d3x
√
γ K. (C.1)
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Let us now dimensionally reduce this action by taking the metric to be of the form
ds2 = gαβ(t, r) dx
αdxβ + Φ(t, r)2 dΩ22, (C.2)
where Φ is the dilaton field and gαβ is the 2-D metric in the r − t plane. Since we are
interested in the near horizon region and to make contact with the JT model [34, 35, 41],
we do a Weyl rescaling of the metric,
gαβ → rh
Φ
gαβ. (C.3)
The action eq.(C.1) becomes
S = − 1
4GN
∫
d2x
√
g
(
2rh
Φ
+ Φ2R− 2rhΦΛ
)
− pi
GN
∫
d2x
√
g
Φ3
rh
FαβFγδ g
αγ gβδ
− 1
2GN
∫
bdy
√
γ Φ2K. (C.4)
We are interested in this action in the near-AdS2 region. The boundary term in eq.(C.4)
is then evaluated at the boundary of this region
Let us expand the dilaton in a perturbation in φ about its horizon value rh,
Φ = rh(1 + φ). (C.5)
We keep only terms upto O(φ) in the action; higher powers of φ do not contribute to the
four-point function at O(r3h) as argued in [37].
To O(φ0), the action eq.(C.4) is
S0 = − r
2
h
4GN
(∫
d2x
√
g R+ 2
∫
bdy
√
γK
)
− 4piQ
2
GNr2h
∫
d2x
√
g
− r
2
h
GN
pi
∫
d2x
√
g gαγ gβδ
(
FαβFγδ − FQαβFQγδ
)
, (C.6)
where FQαβ is given by eq.(5.16). The first two terms in eq.(C.6) are topological. The third
term in the first line diverges but the divergence is cut off by corrections to the AdS2
geometry. The correct expression for this term is obtained as follows. In the extremal or
near extremal geometry, the action eq.(C.1) gives, on shell, the grand canonical partition
function SGC . This is related to the canonical ens emble partition function, obtained from
SCE as
SGC = SCE − 1
2GN
∫
d4x
√
g4 F
2, (C.7)
where g4 corresponds to the 4-D metric. The canonical partition function SCE is given by
the topological piece at extremality. And the extra piece in eq.(C.7) is the more correct
version of the second term, in eq.(C.6), accounting for corrections away from the near-
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horzion region. This gives
1
2GN
∫ ∞
rh
dr
∫
d3x
√
g4 F
2 =
4piQ2
GNrh
∫
dt (C.8)
where we used
Frt =
Q√
g4 grrgtt
=
Q
r2
. (C.9)
Therefore to O(φ0), the action eq.(C.6) can be written as
S0 = − r
2
h
4GN
(∫
d2x
√
g R+ 2
∫
bdy
√
γK
)
− 4piQ
2
GNrh
∫
dt
− r
2
h
GN
pi
∫
d2x
√
g gαγ gβδ
(
FαβFγδ − FQαβFQγδ
)
. (C.10)
The second term can be written as,
− 4piQ
2
GNrh
∫
dt = −
(
r2h
GN
)
4pi
1
rh
∫
dt ˙¯θ2, (C.11)
where
˙¯θ =
Q
rh
. (C.12)
Eq.(C.11) is of the same form, upto a factor of 2, as the action obtained for the phase mode
in section 4, eq.(4.21).
Expanding eq.(C.4) to O(φ1) gives
S1 = − r
2
h
2GN
∫
d2x
√
g φ (R− Λ2)− r
2
h
GN
∫
bdy
φ
√
γ K
− r
2
h
GN
3pi
∫
d2x
√
g φ gαγ gβδ
(
FαβFγδ − FQαβFQγδ
)
. (C.13)
Here the terms in the first line correspond to the JT model, where Λ2 is the two dimensional
cosmological constant, Λ2 = − 2L22 .
Combining eq.(C.6) and eq.(C.13), the complete action, including the boundary terms
gives eq.(5.15). The terms in the last line of eq.(5.15) are the ones in JT action, including
the last term which is a counter term needed for finiteness, see section 4 of [37]. Here FQ
is defined in eq.(5.16).
Let us make one comment before proceeding. We have not been very explicit about
the boundary condition to be satisfied by the gauge field perturbation above and similarly
not been explicit about a possible boundary term involving the perturbation which may be
needed in the action, eq.(C.4). The explicit calculation we do carry out are done directly
in 4-D as discussed in section 5, the 2-D action discussed here provides motivation for the
action of the phase mode and time reparametrisation mode as we discuss further below.
Let us turn to the phase mode next and go back to the 4 dimensional action, eq.(C.1)
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for analysing it. Consider a gauge field configuration expanded about the background:
Frt =
Q√
g grrgtt
− ∂tδAr, (C.14)
where
δAr =
rh√
g grrgtt
δθ. (C.15)
Here the perturbation is analogous to that in the probe gauge field case, eq.(4.17).
Plugging eq.(C.14), eq.(C.15) into eq.(C.1) we get a term quadratic in δθ, eq.(5.23).
We see that δθ behaves like the phase mode. Note that the coefficient is suppressed by 1rh
similar to the Schwarzian term above.
Next we analyse how this phase mode couples to time reparametrisations. In the
asymptoticallyAdS2 region, working in Poincare coordinates, eq.(2.22), we get from eq.(C.14)
Fzt = −Q
r2h
L22
z2
− ∂tδAz. (C.16)
We work in the gauge where
Aµ = A¯µ + δAµ (C.17)
where A¯t is given in eq.(5.3) and
δAz =
1
rh
L22
z2
δθ, (C.18)
with the other components vanishing.
To find the coupling of this mode with the time reparametrisation mode it is convenient
to change gauge. A gauge transformation,
A˜α = Aα + ∂α
(
1
rh
L22
z
δθ(t)
)
. (C.19)
allows us to go to the gauge in which the z component of the gauge field is zero. We have
A˜z = 0, A˜t =
1
rh
L22
z
(
Q
rh
+ δθ˙
)
. (C.20)
We drop the tildes henceforth.
We think of the boundary time reparamtrisation as being embedded in the asymptotic
isometry of AdS2. Under the transformation,
t′ = t+ (t)
z′ = z(1 + ˙), (C.21)
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the gauge field transforms as
A′z(t
′, z′) =
∂t
∂z′
At = 0,
A′t(t
′, z′) =
∂t
∂t′
At =
1
rh
L22
z
1
1 + ˙
(
Q
rh
+ δθ˙
)
⇒ 1
rh
L22
z′
∂t′θ(t
′) =
1
rh
L22
z
1
1 + ˙
(
Q
rh
+ δθ˙
)
⇒ ∂tθ′ =
(
Q
rh
+ δθ˙
)
(1 + ˙). (C.22)
Therefore under the transformation eq.(C.21), δθ transforms to linear order in perturba-
tions as
δθ˙ → δθ˙ + ˙¯θ ˙, (C.23)
where ˙¯θ is given in eq.(C.12). This means that under the coordinate transformation
eq.(C.21) the kinetic term for the phase mode transforms as
Sphase = − r
2
h
GN
2pi
1
rh
∫
dτ
(
dδθ
dτ
)2
→ − r
2
h
GN
2pi
1
rh
∫
dτ
(
dδθ
dτ
+
d
dτ
˙¯θ
)2
. (C.24)
To calculate the four-point function, we couple the action eq.(5.15) to sources. The
coupling between  and ψ comes from the kinetic part of the action for the field ψ, see
appendix E of [37] and we obtain eq.(5.25). The coupling between δθ and ψ can be obtained
in the same way as with the probe U(1) in 4.1 and is given in eq.(5.26). Combining all the
contributions, we get the total 2-D action to be
S2D = Smode + Scoup1 + Scoup2, (C.25)
where the Smode, Scoup1, Scoup2 are given in eqs.(5.24),(5.25),(5.26) respectively. Integrating
out  and δθ, we get the final onshell action to be S2D = S
ψ
bdy + SJ , see eqs.(5.11),(5.13).
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