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The electroencephalogram (EEG) is one of the techniques used for the non-invasive diagnosis of patients suffering from epilepsy. EEG
source localization identifies the neural activity, starting from measured EEG. This numerical localization procedure has a resolution,
which is difficult to determine due to uncertainties in the EEG forward models. More specifically, the conductivities of the brain and
the skull in the head models are not precisely known. In this paper, we propose the use of a non-intrusive stochastic method based on
a polynomial chaos decomposition for quantifying the possible errors introduced by the uncertain conductivities of the head tissues.
The accuracy and computational advantages of this non-intrusive method for EEG source analysis is illustrated. Further, the method is
validated by means of Monte Carlo simulations.
Index Terms—Inverse problems, non-intrusive methods, polynomial chaos decomposition, stochastic methods.
I. INTRODUCTION
N EUROLOGICAL disorders, such as epilepsy, can be di-agnosed by the use of the electroencephalogram (EEG).
The EEG consists in measuring the potentials of a number of
electrodes, typically 20 to 40, placed on the scalp of the patient
over a period of time. These potentials are the result of elec-
trical activity produced by the brain. The malfunctioning region
in the brain must be accurately identified, especially in case of
surgery. To this end, EEG measurements may be coupled to a
numerical procedure in order to identify the neural sources in a
so-called EEG source analysis. Two subproblems need thus to
be solved: a forward and an inverse problem.
The EEG forward problem consists in simulating the EEG
potentials for a given neural electrical activity. The following
models need to be provided: 1) a head model incorporating the
anatomical description and the characteristics of the different
brain tissues; 2) a source model characterizing the brain ac-
tivity from a physical and mathematical point of view. Solving
the EEG inverse problem, the sources which correspond to the
measured EEG potentials are determined. These sources can
be identified with a good temporal resolution, contrary to other
biomedical imaging techniques. The spatial resolution achieved
is however low. The errors made when recovering the neural
sources by means of a certain inverse numerical procedure must
be quantified. In the head model, the geometry may give rise
to errors that can be limited through e.g., the use of accurate
Magnetic Resonance Images [1]. This is also applicable to er-
rors made with respect to electrode positioning. Large uncer-
tainties are still introduced with model parameters that are dif-
ficult to determine, e.g., the conductivity of the brain and the
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skull. The modelling error due to these unknown conductivities
generates a spatial error, which can be significantly larger than
the measurement noise. Determining the conductivities of the
human tissues in the head is since years subject of research [2],
[3]. Recently, a promising technique, based on magnetic reso-
nance-electrical impedance tomography (MR-EIT) [4], was pre-
sented to determine these conductivities. From present and fu-
ture measurements, a certain probability density function of the
conductivities can be defined. Such a probability density func-
tion was also used in [5]. We propose to use so-called non-in-
trusive probabilistic algorithms to quantify the uncertainties on
the location of the neural sources, which only assume the con-
ductivity to be of finite variance [6], [7].
II. INCORPORATION OF STOCHASTIC UNCERTAINTY
IN EEG SOURCE ANALYSIS
A. Definition of the Problem
The EEG forward problem starts from the location and
orientation of neural sources, where the conductivities of the
brain and the skull need to be provided, and calculates the EEG
electrode potentials. For the sake of simplicity, we assume
that the neural activity is represented by a single electrical
dipole with a given location and orientation
. This is a widely spread approximation of
the neural activity of patients suffering from epilepsy [8]. The
brain to skull ratio of the conductivity is the important model
parameter when solving the EEG forward problem. Since the
proposed method accounts for the uncertainty on the conduc-
tivity without considering the error due to the geometrical
model, we employ a coarse approximation of the head, i.e., a
spherical head model. This model is a widely used approxi-
mation of the head consisting of three spheres that represent
the brain (inner sphere), the skull (intermediate layer) and the
scalp (outer layer); see Fig. 1(a). In this case a semi-analytical
expression exists for the computation of the EEG potentials [9].
In our numerical tests we always use a standard configuration
of electrodes.
?
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Fig. 1. (a) Three-shell spherical head model and (b) larger mean error for
dipoles for which the potential is very sensitive to the conductivity.
The EEG forward model at a fixed time point is mathemati-
cally represented by
(1)
with measurement vector and lead field matrix
. This lead field or gain matrix comprises information from
the geometry, the conductivities of the several tissues and the
electrode positions. The error vector
comprises the electric noise (due to the sensors and the back-
ground brain activity) and the modeling error . In this paper,
we focus on the modelling error that is introduced due to the
uncertain conductivity values in the head model. As widely ac-
cepted in practice, is zero-mean Gaussian with known co-
variance matrix [10]. denotes the
expectation operator, is the noise variance and is the -di-
mensional identity matrix.
The EEG inverse problem searches the dipole parameter
values , given the electrode potential values for a
fixed electrode position. This is carried out by minimizing the
EEG cost function [11]:
(2)
with the search region. It is possible to express as
(3)
by using the optimal components in the least-squares sense ,
which can be found from the best approximated solution of the
overdetermined system of linear equations :
(4)
is the Moore–Penrose pseudo-inverse of the lead field ma-
trix. In this way it is possible to redefine the inverse problem as
(5)
with . This is a least-squares minimization
problem, which can be solved using the Nelder–Mead simplex
method; see, e.g., [11].
B. Non-Intrusive Method for EEG Source Analysis
Spreading out the uncertainty from the conductivity to the po-
sition of the dipole is also an inverse problem. To solve this in-
verse problem we use the Nelder-Mead simplex method in com-
bination with a non-intrusive stochastic approach based upon a
chaos polynomial decomposition of both the conductivity and
the dipole position [6]. The result of the inverse problem is thus
a distribution of the dipole position.
Assuming that the conductivity ratio is a random vari-
able of finite variance defined in a probability space ,
it can be expanded as a truncated series of order of Hermite
polynomials of a random Gaussian variable , known as
Hermite chaos polynomials [6]:
(6)
where is the polynomial of Hermite of order and is the
random coordinate.
The inverse deterministic problem allows us to compute the
position of the dipole given the value of the conductivity ratio
. When accounting for the uncertainty of the conductivity
ratio via (6) in the inverse problem, the output becomes
a probabilistic distribution of the position of the dipole (no
assumption made with regard to the shape of this distribution).
This process can be seen as a “black box” where the dipole
position in (5) is now given by , i.e., a random
vector from the probability space
(where the conductivity ratio is also defined) to
the sphere. Hence, the dipole position belongs to a space
that can be spanned by the polynomials , and can
thus be written as a truncated series at an order :
(7)
The unknown real vector coefficients are straightforwardly
computed by applying the orthogonality properties of the Her-
mite polynomials, i.e.,
(8)
where is the mathematical expectation (note that the ex-
pectation of a vector is the vector of the expectations of its com-
ponents). The denominator can be computed analytically. The
integral in the numerator is calculated by means of a Hermite
Gauss integration scheme with integration points [6]:
(9)
where is the -th Gauss point and the associated weight.
The inverse deterministic problem is thus evaluated times with
the conductivity ratio given by (6) and , .
III. RESULTS AND DISCUSSION
We have performed computations using the Monte Carlo and
the non-intrusive methods for several test cases corresponding to
dipoles located increasingly farther from the center of the head
(Cases 1 to 4 depicted in Fig. 1). In all four considered cases,
the Monte Carlo simulations were carried out with a sample
size of 50,000 (denoted ). The accuracy of the non-intru-
sive approach is determined by three parameters: the order of
the expansion of the input random variable in polynomial
chaoses, the order of the Hermite Gaussian integration scheme
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in (9) and the order of the expansion of the polynomial random
variable . The effect of is not considered herein; a de-
tailed study can be found in [6]. We have thus taken a fixed
value . Different values are used for and
. The brain-to-skull conductivity ratio is chosen
as a uniform random variable between 1/40 and 1/9. A fixed ori-
entation ( -direction) of the dipole is assumed. Its location is
given with regard to the center of the head model.
The non-intrusive approach presents several advantages with
regard to other classical approaches such as the Cramer–Rao ap-
proximation [12] or the Monte Carlo method. The non-intrusive
approach can handle a large set of probabilistic density functions
with the only constraint of an input random variable with finite
variance. Furthermore, an expansion of the output random vari-
ables is efficiently obtained. The Cramer–Rao bound is equally
efficient but needs a Gaussian random variable as input and does
not provide an expansion of the output, just a bound of the vari-
ance. The Monte Carlo method handles a large set of proba-
bilistic density functions as well, but it is not time-efficient, e.g.,
a simulation with 50,000 samples normally distributed takes 3
days while the non-intrusive approach requires less than 1 min
(on a 2.26 GHz personal computer).
A. Mean, Standard Deviation, and Covariance Matrix
We first compare global estimators such as the mean and
the standard deviation obtained by the Monte Carlo (MC) and
non-intrusive (NI) methods for the four different EEG data sets.
Herein, the non-intrusive approach was applied with fixed
and .
The mean and the standard deviation of each coordinate of the
dipole position are given in Tables I and II, respectively. Very
good agreement between the results of the considered methods
is observed for both estimators. In Table II, larger standard de-
viations are obtained for increasing distances from the center of
the head. This means that the uncertainty on the spatial posi-
tion of the source increases when it approaches the electrodes.
In fact, the sensitivity of the potentials to the conductivity ratio
is larger as the source is far from the center [Fig. 1(b)].
In order to prove that the inherent joint probability followed
by converged to the one obtained by Monte Carlo, we com-
pare the covariance matrices of for different to the co-
variance matrix of in Case 3.1
Let us define the relative difference in % between those ma-
trices for the order as
(10)
These matrices for and and are
When increasing the order of the polynomial expansion of the
output , the covariance matrix of converges clearly to
1                 .
TABLE I
MEAN OF THE DIPOLE POSITION (mm)
TABLE II
STANDARD DEVIATION OF THE DIPOLE POSITION (mm) FROM THE CENTER OF
THE HEAD IN THE ,  AND -DIRECTIONS
the covariance matrix of . Indeed, for , the average
difference is of 0.35% (see matrix ).
B. Other Quantification and Convergence
From (7), it is easy and almost not time consuming to get a
large sample of dipole positions with the non intrusive approach.
All the classical statistical tools may thus serve not only to char-
acterize the obtained samples (e.g., determine a cube bounding
95% of the locations) but also to study the convergence of the
non-intrusive method results towards those of the Monte Carlo
simulations.
A convergence analysis is performed for the non-intrusive ap-
proach by comparing the empirical cumulative functions and a
density estimation of the output obtained by both methods with
different values of and .
Let us consider a sample of 50,000 values of positions. We
can compute the empirical cumulative function
of the random variable , i.e., the function which values at
is the probability that the random variable takes a value less
than or equal to .
Fig. 2 shows the cumulative functions obtained with the
Monte Carlo method and the non-intrusive approach with fixed
and and in Case 1 along the -direction.
The cumulative functions of the non-intrusive method approach
the Monte Carlo one when increasing .
We compute then a probabilistic density estimation for both
methods, i.e., we construct an estimate of the unobservable
underlying probability density function linked to each sample.
Fig. 3 depicts the density estimation for both methods in Case
3 along the -direction. The curves of non-intrusive method
(with and and ) converge clearly to the
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Fig. 2. Empirical cumulative function obtained with Monte Carlo and non-in-
trusive approaches in Case 1 along  -direction for fixed     and   
  .
Fig. 3. Probabilistic density estimation obtained with Monte Carlo and non-
intrusive approaches in Case 3 along -direction for fixed     and   
  .
Fig. 4. Probabilistic density estimation obtained with the Monte Carlo and non-
intrusive approaches in Case 3 along -direction for fixed     and   
  .
density estimation given by the Monte Carlo approach when
increases.
A similar convergence behavior is evidenced when increasing
the number of interpolation points for a fixed value .
This convergence is illustrated in Fig. 4 for . The
curves corresponding to and are really close to
each other, what implies that the integration scheme has already
converged and the addition of some points has a negligible effect
on the improvement of the convergence. We may increase the
value of instead.
IV. CONCLUSION
A non-intrusive polynomial chaos decomposition approach
has been proposed to take into account uncertainties in the EEG
source analysis. The results have been validated by comparison
to those given by the Monte Carlo method. Several statistical
estimators have been considered and an excellent agreement
observed. Furthermore, the non-intrusive stochastic approach
has proved to be computationally efficiently with regard to
the Monte Carlo method (less than 1 min versus 3 days).
The presented non-intrusive approach can also furnish more
information on the probabilistic dimension than other classical
approaches such as the Cramer–Rao bound. Ongoing work
concerns considering a real head model. The next step will
be dealing with the EEG inverse problem tackling multiple
dipoles.
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