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Abstract. We show that fast diffusions on ﬁnite graphs with semi
permeable membranes on vertices may be approximated by ﬁnite-state
Markov chains provided the related permeability coefﬁcients are appro-
priately small. The convergence theorem involves a singular perturbation
with singularity in both operator and boundary/transmission conditions,
and the related semigroups of operators converge in an irregular manner.
The result is motivated by recent models of synaptic depression.
1. Intuition
Imagine a ﬁnite graph G without loops and a Markov process on G obeying
the following informal rules.
• While on the ith edge, imagined as a C1 curve in R3, the process behaves
like a one-dimensional Brownian motion with variance σi > 0.
• Graph’s vertices are semipermeable membranes, allowing communication
between the edges; permeability coefﬁcients pij , describing the possibil-
ity to ﬁlter through the membrane from the ith to the jth edge, depend
on the edges. In particular, pij is in general different from pji. At each
vertex, the process may also be killed and removed from the state space.
Now, suppose the diffusion’s speed increases while membranes’ permeability
decreases (i.e., σi → ∞ and pij → 0). As a result, points in each edge com-
municate almost immediately and in the limit are lumped together, but the
membranes prevent lumping of points from different edges. We will show, nev-
ertheless, that the assumption that the rate with which permeability coefﬁ-
cients tend to zero is the same as the rate with which the diffusion coefﬁcients
tend to inﬁnity, leads to a limit process in which communication between
lumped edges is possible. The lumped edges form then the vertices in the
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Figure 1. From diffusion on G to a Markov chain on the ver-
tices of the line graph of G; edges ‘shrink’ to vertices, vertices
‘split’ into edges
so-called line graph of G (see [10]) and communicate as the states of a Markov
chain with jumps’ intensities directly proportional to permeability coefﬁcients
pij and the diffusion coefﬁcients σi and inversely proportional to the edges’
lengths (see Fig. 1 and Theorem 2.2). The assumption on the rate is important:
if diffusion coefﬁcients tend to inﬁnity slower than the permeability coefﬁcients
tend to zero, there is no communication between the vertices in the limit line
graph, and in the opposite case, all points of the original graph are lumped
together, and nothing interesting happens.
This procedure may also be reversed: given a ﬁnite-state Markov chain,
we may ﬁnd a graph G and construct a fast diffusion on G approximating the
chain.
Our result is somewhat similar to that of Wentzel and Freidlin [21,23].
Here, however, motivations are of biological rather than of physical nature. In
fact, our main theorem is a natural generalization of the main result of [9],
where a connection was established between recent PDE and ODE models of
synaptic depression. Compare also the model of kinase activity presented in
[26] where, much as in our case, fast diffusion combined with feedback from the
boundary results in a singular perturbation and a surprising limit. Examples
of interesting biological membranes may also be derived from modeling eﬄux
proteins.
2. The main theorem
Let G = (V, E) be a ﬁnite geometric graph [31] without loops, where V ⊂ R3
is the set of vertices, and E is the set of edges of ﬁnite length. The number
of edges is N , and the edges are seen as C1 curves connecting vertices. For
i ∈ N := {1, . . . , N}, Li, Ri ∈ V denote the left and right endpoints of the
ith edge Ei, respectively; the decision which is the left point and which is the
right point is made arbitrarily.
Since each vertex V is a semipermeable membrane, the future behavior
of the related diffusion process starting at V depends on which side of the
membrane it lies. Hence, if k ≤ N edges are incident in V, V splits naturally
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into k points. By Vi ∈ N , we denote V as an endpoint of the ith edge (if V is
not an endpoint of this edge, we leave Vi undeﬁned).
The state space of the diffusion process is the union S =
⋃
i∈N Ei of
disjoint edges; as above, even though endpoints of many edges coincide, we
treat them as distinct. S is a (disconnected) compact topological space, and the
related space of continuous complex functions C(S) is isometrically isomorphic
to the Cartesian product C(E1) × · · · × C(EN ) of spaces of continuous func-
tions on the edges (equipped with the norm ‖(fi)i∈N ‖ = maxi∈N ‖fi‖C(Ei)).
On the other hand, each C(Ei) is isometrically isomorphic to the space C[0, di]
of continuous functions on the interval [0, di], where di is the length of the ith
edge: a function f ∈ C(Ei) is then identiﬁed with its image If ∈ C[0, di],
given by If(t) = f(p), where p is the unique point on Ei, whose distance from
the left endpoint of Ei (along the edge) is t ∈ [0, di]. In particular, we may
meaningfully speak of continuously differentiable functions on Ei; these are
simply the images of continuously differentiable functions on [0, di].
Let σ ∈ C(S) be deﬁned by σ(p) = σi, for p ∈ Ei, where σi are given
positive numbers. We deﬁne the operator A in C(S) by
Af = σf ′′ (2.1)
for twice continuously differentiable functions on C(S), satisfying the trans-
mission conditions described below.
For each i, let li and ri be nonnegative numbers describing the possibility
of passing through the membrane from the ith edge to the edges incident in
the left and right endpoints, respectively. Also, let lij and rij , j = i be non-
negative numbers satisfying
∑
i=j lij ≤ li and
∑
i=j rij ≤ ri. These numbers
determine the probability that after ﬁltering through the membrane from the
ith edge, a particle will enter the jth edge (see Fig. 2).
By default, if Ej is not incident in Li, we put lij = 0. In particular, by
convention lijf(Vj) = 0 for f ∈ C(S), if Vj is not deﬁned; the same remark
concerns rij . In these notations, the transmission conditions mentioned above
are as follows: if Li = V, then














Figure 2. lijs and rijs are permeability coefﬁcients of the
membranes at vertices and determine probabilities of passing
from one edge of the graph to another
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where f ′(Vi) is the left-hand derivative of f at Vi, and if Ri = V , then




where f ′(Vi) is the right-hand derivative of f at Vi.
These conditions have their origin in the work of Feller [15–18] (see also
[14,29,34]) and are different in nature from those commonly used in the theory
of diffusions on networks [19,30,31], the latter usually involving continuity of
f or its derivative (compare, however, Chapter 14 in [31], eq. (14.3)). Their
interpretation is that the diffusion process starting at the ith edge ‘bounces’
from the membrane at the left end, and the time it spends at the membrane is
measured by the related Le´vy local time t+ (see [24,25,33] for the definition).
Then, at a random time T distributed according to
P (T > t) = e−lit
+
, t ≥ 0,
the process ﬁlters through the membrane; the probability that it will ﬁlter




j =i lij is the probability that the particle is
removed from the state space. The behavior at the right end is analogous.
It is appropriate to compare (2.2)–(2.3) with the boundary conditions
studied in [20–23,27,28,30] in the context of Feller semigroups, where a char-
acterization of the most general boundary conditions related to a diffusion
on a graph is given along with probabilistic description of the process. The
main difference between these two approaches is in the state space of the pro-
cess: in the present paper, because of the membranes at vertices, each vertex
splits naturally into several points, representing positions at various sides of
the membrane, and the issuing state space S of the process is a disjoint union
of the edges. In the papers cited above, the state space is the graph with each
vertex being a common point of all the edges incident in this vertex, and the
analysis is done in the space C(G) of continuous functions on G. In other words,
members of C(S) seen as functions on the graph may have discontinuities of
the ﬁrst type at the edges and in general do not belong to C(G). Probabilisti-
cally, a diffusion in the sense considered in the present paper is not a diffusion
in the sense of [28], say, as it involves jumps from one copy of a vertex to
another copy of the vertex.
In this context, it is perhaps worth stressing that conditions (2.2) and
(2.3) are in a sense nonlocal. For example, writing δj,V for the Dirac measure
concentrated at Vj , we obtain the following form of (2.2):





j =i lijδj,V . The latter measure is the distribution of the posi-
tion of a diffusing particle right after it ﬁlters from the ith edge through the
membrane at its left end V , and strictly speaking this position is reached by
a jump from Vi. The nonlocal character of condition (2.4) would become even
more clear if μi,L were replaced by a measure on the union of edges incident
in V , and we believe our approximation is robust to such a change. On the
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other hand, intuitionally, (2.4) describes the process of ﬁltering through the
membrane at V , and Vi’s are but copies of the same point, so that no ‘real’
jumps occur. In particular, replacing μi,L by a more general measure would
be counterintuitive.
Proposition 2.1. A generates a Feller semigroup in C(S), denoted {etA, t ≥ 0}.
The semigroup is conservative iﬀ
∑
j =i
lij = li and
∑
j =i
rij = ri, i ∈ N . (2.5)
Theorem 2.2. Let (κn)n≥1 be a sequence of positive numbers converging to
inﬁnity, and let operators An be deﬁned by (2.1) with σ replaced by κnσ and
with domain composed of C2(S) functions satisfying the transmission condi-
tions (2.2) and (2.3) with all permeability coefﬁcients (i.e., all li, ri, lij and
rijs) divided by κn. Then,
lim
n→∞ e
tAnf = etQPf, f ∈ C(S), t > 0, (2.6)
where P is the projection of C(S) on the space C0(S) of functions that are








, while Q is the oper-
ator in C0(S) which may be identiﬁed with the matrix (qij)i,j∈N with qij =
σid
−1
i (lij + rij) for i = j and qii = −σid−1i (li + ri). The limit here is strong
and almost uniform in t ∈ (0,∞); for f ∈ C0(S), the formula holds for t = 0,
as well, and the limit is almost uniform in t ∈ [0,∞).
Q is the intensity matrix of the limit Markov chain; the limit semigroup
is in general sub-stochastic, since the rows of Q do not necessarily ad up to 0.
It is worth noting that from the perspective of the theory of semigroups
of operators, this theorem is an example of degenerate convergence and by
nature it cannot be derived from the Trotter-Kato theorem, see e.g., [3,6,7]. It
is also by nature that the limit is almost uniform in t ∈ [0,∞) for f ∈ C0(S)
and almost uniform in t ∈ (0,∞) for the remaining f , see [4]. Since P etQPf =
etQP, the operators S(t) = etQP, t ≥ 0 appearing on the right-hand side of
(2.6) form a semigroup; however, this semigroup is degenerate in the sense that
limt→0 S(t)f = f merely for f ∈ C0(S). See e.g., [1–3,6–8,22,32] for examples
of such convergence and of such semigroups.
As an immediate corollary of Theorem 2.2, we obtain that any ﬁnite-state
(possibly not honest) Markov chain is a limit of fast diffusions on a graph in
the following sense. Let Q be a (sub-stochastic) N × N intensity matrix, and
let G be the star-shaped graph with N edges, all vertices but one of degree
1, the special vertex with degree N (see Fig. 3), and all the edges of length
1. We number the edges clockwise, from 1 to N , and agree that the special
vertex is the left end of all the edges. Finally, we take σi = 1, ri = 0 and
lij = qij . Then, by Theorem 2.2, the related diffusions on G with arbitrary
choice of κn converge to the Markov chain on the vertices of the related line
graph (these vertices may be identiﬁed with natural numbers 1, . . . , N) with
intensity matrix Q.
1506 A. Bobrowski Ann. Henri Poincare´
Figure 3. Star-shaped graph with 6 edges
3. Proof of the main result
The key to the proof is to pass to similar (or: isomorphic) semigroups [5,12].
To this end, for i ∈ N , we deﬁne Fl,i, Fr,i ∈ [C(S)]∗ by
Fl,if = [lif(Vi) −
∑
j =i




‘l’ and ‘r’ standing for ‘left’ and ‘right’, respectively. Also, given  > 0, we ﬁnd








r,i(Li) = 0. (3.2)
Then, we deﬁne J ∈ L(C(S)) by
Jf = ((Fl,if)ψl,i + (Fr,if)ψr,i)i∈N . (3.3)
Lemma 3.1. For κ = 0, the map Iκ = IC(S) −κ−1J is an isomorphism of C(S)
with I−1κ = IC(S) + κ
−1J, where IC(S) is the identity operator in C(S).
Proof. Since all ψ’s vanish at the edges’ ends
Fl,i ◦ J = 0, and Fr,i ◦ J = 0, i ∈ N . (3.4)
Clearly, Iκ is linear and bounded. To show that Iκ is injective, we assume that
Iκf = Iκg for some f, g ∈ C(S). Applying Fl,i to both sides of this relation,
by (3.4), we obtain Fl,if = Fl,ig; similarly, Fr,if = Fr,ig. Therefore, Jf = Jg,
and this coupled with Iκf = Iκg implies f = g.
Finally, given g ∈ C(S), we deﬁne f = g + κ−1Jg to see that, by (3.4),
Fl,if = Fl,ig and Fr,if = Fr,ig, and so Jf = Jg. Then, Iκf = (g + κ−1Jg) −
κ−1Jf = g, proving that Iκ is onto and establishing the formula for I−1κ . 
We will also need the following basic information on the one-dimensional
Laplacian with Neumann boundary conditions; see e.g., [9].
Lemma 3.2. For real a < b, let G in C[a, b] be given by Gf = f ′′ on the
domain composed of twice continuously differentiable functions satisfying f ′(a)
= f ′(b) = 0.
(a) G generates a conservative Feller semigroup {etG, t ≥ 0} in C[a, b].
(b) G is a sectorial operator with angle π/2 : for each δ ∈ (0, π/2], the sector
Σπ
2 +δ
= {λ ∈ C \ {0}; |argλ| < π
2
+ δ}
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is contained in the resolvent set ρ(G) of G, and there exists Mδ > 0 such
that
‖(λ − G)−1‖ ≤ Mδ|λ| , λ ∈ Σπ2 +δ. (3.5)
(c) limn→∞ λ(λ − κnG)−1f = 1b−a
∫ b
a
f, λ > 0, where
∫ b
a
f is identiﬁed with
the constant function on [a, b].
Let Gi be the version of G in C(Ei), and let B in C(S) be deﬁned by
Bf = (σiGifi)i∈N on the Cartesian product of domains of Gi. Equivalently,
Bf = σf ′′ for all f ∈ C2(S) satisfying the Neumann boundary conditions
f ′(Li) = f ′(Ri) = 0, i ∈ N . Then, B is sectorial because (3.5) is true when G
is replaced by B, or in fact by any scalar multiple of B. Moreover, B generates





i∈N in C(S), and by Lemma 3.2 (c),
lim
n→∞ λ(λ − κnB)
−1f = Pf, (3.6)
where P was deﬁned in Theorem 2.2.
With these preparations, we are ready to prove Proposition 2.1 and
Theorem 2.2. Let Bn = IκnAnI
−1
κn . For f ∈ D(An), Iκnf is twice continuously
differentiable, since the ψ’s are, and conditions (2.2) and (2.3) (compare (3.1))
imply Iκnf ∈ D(B). Since the converse implication is also true, f ∈ D(An) iﬀ
Iκnf ∈ D(B). This shows that D(Bn) = D(B).
Moreover, for f ∈ D(B),
AnI
−1
κn f = κnσf
′′ + σ(Jf)′′ = κnσf ′′ + σKf,
where Kf is given by the right-hand side of (3.3) with ψ’s replaced by their
second derivatives. Thus,
Bnf = κnBf + Cf + Dnf,
where Cf = −J(σf ′′) = −JBf and Dnf = σKf − 1κn J(σKf).
Since ‖ψij‖ < , for α := maxi∈N {‖Fl,i‖ + ‖Fr,i‖}, we have ‖J‖ < α.
Therefore,
‖Cf‖ ≤ α‖Bf‖ ≤ α
κn
‖κnBf‖, f ∈ D(B).
Calculating as in Lemmas 2.5 and 2.6 in [11, pp. 172–173], we obtain for
λ ∈ Σπ/2+δ,
‖C(λ − κnB)−1‖ ≤ ακ−1n ‖κnB(λ − κnB)−1‖
= ακ−1n ‖λ(λ − κnB)−1 − IC(S)‖
≤ ακ−1n (Mδ + 1) =: qn ≤ ακ˜−1(Mδ + 1) =: q < 1, (3.7)
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provided  < [α(Mδ + 1)]−1κ˜ where κ˜ = minn≥1 κn. (We used (3.5) with G
replaced by κnB.) Therefore, λ ∈ ρ(κnB + C),
(λ − κnB − C)−1 = (λ − κnB)−1
∞∑
i=0
[C(λ − κnB)−1]i and (3.8)
‖(λ − κnB − C)−1‖ = ‖(λ − κnB)−1
∞∑
i=0
[C(λ − κnB)−1]i‖ ≤ Mδ1 − q |λ|
−1.
(3.9)
It follows that the operator κnB + C is sectorial and, being densely deﬁned,
generates a holomorphic semigroup. Since Dn is bounded, Bn generates such a
semigroup also and so does An: we have etAn = I−1κn e
tBnIκn . In particular, for
sufﬁciently large real λ,Range(λIC(S) − An) = C(S). Since An can be proved
to satisfy the positive maximum principle (comp. [9]), it follows that the semi-
group generated by An is a Feller semigroup [5,13]. Also, this semigroup is
conservative iﬀ 1S ∈ D(An), that is, iﬀ (2.5) holds. Choosing κn = 1 for some
n, we complete the proof of Proposition 2.1.
However, (3.9) shows much more: the semigroups generated by κnB +C
are uniformly holomorphic. Therefore, convergence of their resolvents implies
convergence of the semigroups [3]. Since limn→∞ qn = 0, using (3.7), (3.8) and
the Lebesgue dominated convergence theorem, limn→∞(λ − κnB − C)−1 =
limn→∞(λ − κnB)−1, which by (3.6) equals λ−1P, λ > 0. Thus, we have
limn→∞ e(κnB+C)t = P, t > 0. Finally, Dn are bounded linear operators con-
verging strongly to σK. Hence, using the Phillips perturbation theorem and
arguing as in [6, pp. 363–364], we obtain
lim
n→∞ e




















we see that σPK as restricted to C0(S) equals Q. Since etAn = I−1κn e
tBnIκn
and limn→∞ Iκn = limn→∞ I
−1
κn = IC(S), this completes the proof of (2.6). 
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