Theoretical And Computational Challenges With Rods by Kumar, Ajeet
 Theoretical and Computational Challenges with Rods
by Ajeet Kumar
This thesis/dissertation document has been electronically approved by the following individuals:
Aquino,Wilkins (Chairperson)
Healey,Timothy James (Co-Chair)
Mukherjee,Subrata (Minor Member)
Vladimirsky,Alexander B. (Additional Member)
THEORETICAL AND COMPUTATIONAL
CHALLENGES WITH RODS
A Dissertation
Presented to the Faculty of the Graduate School
of Cornell University
in Partial Fulfillment of the Requirements for the Degree of
Doctor of Philosophy
by
Ajeet Kumar
August 2010
c© 2010 Ajeet Kumar
ALL RIGHTS RESERVED
THEORETICAL AND COMPUTATIONAL CHALLENGES WITH RODS
Ajeet Kumar, Ph.D.
Cornell University 2010
A rod is a long and slender object whose lateral dimension is very small com-
pared to its length. In solid mechanics, the theory of rods can be thought of as a
generalized and geometrically exact version of the classical beam theory. There
are two major variants of rod theory which are used commonly: Kirchoff rods
and Cosserat rods. In Kirchoff rod theory, a rod is assumed to be unstretchable
as well as unshearable characterized by linear elasticities, whereas in Cosserat
rod theory, these restrictions are done away with. Due to its one-dimensional
character, a rod serves as an excellent and efficient tool for theoretical as well as
computational modeling of several biomolecules, arteries, cables, carbon nan-
otubes as well as several bacteria and viruses. The present dissertation deals
with addressing the theoretical and computational challenges associated with
rods so that its area of applicability can be further broadened.
Broadly speaking, this dissertation addresses three important issues: (1) de-
velopment of a general and efficient computational framework to determine
stability of equilibria of constrained elastic rods, (2) extension of the Cosserat
rod theory in a mathematically consistent way to allow deformation of a rod’s
cross-section and (3) explanation of some peculiar atomistic simulation data of
carbon nanotubes using an extended version of the special Cosserat rod theory.
It is found that the determination of stability of constrained elastic systems leads
to a generalized and singular eigenvalue problem. A new numerical algorithm
is developed to remove the singularity present and at the same time maintain
efficiency of the algorithm. The present state-of-the-art for determination of sta-
bility of rods was limited to Dirichlet problems and in the presence of integral
constraints, while the algorithm developed here has the capacity to address any
general boundary conditions, general loadings and equality constraints of all
types. A new variational principle for extensible and unshearable rods is also
proposed to facilitate application of the developed numerical algorithm for ex-
tensible rods. This is followed by development of a novel formulation of a rod
model that allows in-plane deformation of its cross-section. The resulting theory
has the potential to bridge the gap between 1-d rod theory and 2-d shell theory,
efficiently. It also opens the door for modeling and analysis of hollow tubes
such as arteries and nanotubes using a one-dimensional theory. The proposed
model also explains a new coupling effect: extension, twist and cross-sectional
shrinkage coupling of chiral carbon nanotubes. The peculiarity of a (9,6) car-
bon nanotube such as rotation of its neighboring cross-sections in alternate di-
rections and fluctuation in twist and axial stretch along its axis at exactly two
levels, when the ends of a nanotube are axially moved apart, are also explained
using the proposed rod model.
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CHAPTER 1
INTRODUCTION
Interest in the special theory of Cosserat rods [1] has surged in recent years, due
in large part to its applicability in biophysics, e.g., [3, 20, 43, 44, 58, 59] as well
as in other areas such as modeling of cables [23], arteries [21] and carbon nan-
otubes [5, 22]. A rod, being one-dimensional, provides an excellent and efficient
tool for the modeling and analysis of such objects. The goal of this dissertation
is to address present theoretical and computational challenges associated with
rod theory with an objective to increasing its area of applicability.
One of the challenges lies in developing a general and efficient numerical tool
for determination of stability of equilibria. Systematic and reliable numercial
methods for computing equilibria of nonlinearly elastic rods are now widely
available, e.g., [8, 10, 29, 54] but there is not much of progress with respect to a
systematic and reliable numerical approach to determine the stability of static
equilibria of rods. For unconstrained rod problems, the determination of sta-
bility of equilibria is a direct by-product of an iterative Newtonian solver, i.e.,
the linearized tangent stiffness matrix carries all required information for the
determination of stability [54]. However, in applications, the shear stiffnesses
and/or the extensional stiffness are often orders of magnitude greater than the
bending and torsional stiffnesses. Accordingly unshearable and/or inextensi-
ble rods are the rule rather than the exception. The presence of such constraints
(point-wise in nature) or other integral constraints complicates the determina-
tion of stability considerably. Some of the earlier works to analyze stability of
rods were analytical in nature and hence, were limited to planar or homoge-
neous/trivial equilibria, e.g., [20, 39, 40]. For conservative problems subjected
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to integral constraints and Dirichlet boundary conditions, a numerical imple-
mentation of Jacobi’s conjugate-point method has been employed with success
[33, 43]. Recently that approach has been extended to scalar problemswith Neu-
mann boundary conditions [42]. In Chapter 2 of this dissertation, a systematic
and reliable computational approach to the determination of stability of equi-
libria of nonlinearly elastic rods is presented that is general enough to handle
constraints - pointwise or integral, non-conservative or conservative loadings,
and arbitrary combinations of mixed (well-posed) boundary conditions. Ac-
cordingly the usual criterion of linearized dynamics for stability, e.g., [20, 48] is
adopted. Beginningwith an appropriate spatial weak form of the full dynamical
equations of an elastic rod along with the constraint equations, its linearization
is obtained about an equilibrium. Then all admissible perturbations of the form
4ζ (s, t) = 4ζ0 (s) exp(ωt), where 4ζ0 is the “amplitude” of the perturbation, are
sought. Assuming an accurate, discrete representation of an equilibrium, fi-
nite element interpolation functions are employed to form a global, generalized
eigenvalue problem of the form:

K C
CT O


x
y
 = −ω2

M O
O O


x
y
 (1.1)
Here K is the stiffness matrix, which is symmetric for conservative problems, C
is the linearized constraint matrix and M is the positive-definite mass matrix.
Observe that the matrix on the right hand side of (1.1) is necessarily singular
in the presence of constraints, which complicates the numerical computation of
eigenvalues. The study of such generalized eigenvalue problems is not new.
For example, it arises in the context of stability of steady state flow of incom-
pressible fluids [6]. Efficient numerical methods to compute a few “left-most”
eigenvalues of (1.1) are well known; recent developments can be found in [51].
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The singularity from the right side of (1.1), essentially due to constraints, com-
plicates as well as ”corrupts” the numerical computation of the desired eigen-
values using existing numerical schemes. In Chapter 2 of this dissertation, an
efficient numerical algorithm is sought that not only removes the singularity
present in (1.1) but at the same time preserves the sparsity in the matrices.
There is another important issue in formulating an integral constrained ver-
sion for extensible and unshearable rods. Such rods have only pointwise un-
shearability constraints. For unshearable and inextensible rods, an integral con-
strained formulation already exists which delivers us with a reduced version
of the rod equations. In Chapter 3, a novel integral-constrained variational for-
mulation for extensible and unshearable rods is proposed. The motivation for
this problem stems from recent interest in analyzing coupled extension-twist
behavior of chiral structures. The proposed formulation also leads to a conve-
nient application of the numerical method developed in Chapter 2.
One of the limitations of the special Cosserat theory of rods lies in assuming
rigidity of a rod’s cross-section. While this is often a good assumption, rigid-
ity of cross-sections is questionable when modeling hollow tubes such as car-
bon nanotubes, arteries as well as solid tubes that undergo large axial stretch
or bending. Although this issue could be addressed using 2-d shell theory or
3-d continuum theory, these approaches often unnecessarily increase the num-
ber of degrees of freedom of the system being modeled. Thus, a challenge
remains in capturing the cross-sectional deformations within the confines of
a one-dimensional theory in a consistent manner. Chapter 4 of this disserta-
tion addresses this issue. There has been substantial work in this regard. In
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the special theory of Cosserat rods, the three directors are constrained to re-
main orthonormal even after deformation, thus restraining a rod’s cross-section
to be rigid. A more general rod theory allowing the two cross-sectional direc-
tors to deform was proposed in 1966 by Green and Laws [24] and the special
theory of Cosserat rods was shown to be a constrained version of this general
theory in a later work [25]. The balance equations are also derived there. Like
Green and Laws [24], Rubin, in a recent work [52], also proposes a kinematic
model that allows the directors to be just linearly independent (neither unit-
normed nor orthogonal). Here two of the directors span a rod’s cross-section
while the third one is tangential to the centerline of a rod and hence is not nec-
essarily perpendicular to its cross-section. It may be mentioned though that
keeping the third director perpendicular to a rod’s cross-section not only helps
to separate in-plane cross-sectional deformation from rigid motion of its cross-
section, but it also enables easy identification of strain invariants based on ma-
terial symmetry of a rod, as shown in a later section. In the works of Hodges
[30], cross-sectional deformation is accounted for only through a suitable con-
stitutive law and is not considered explicitly in the one-dimensional equations
governing global deformation of a rod. Thus, global deformation of a rod is not
allowed to depend on its cross-sectional deformation. As mentioned by him,
such a formulation is suitable only if (a) local constraints on the cross-sectional
deformation are assumed to be negligible and (b) cross-sectional deformation
is unrestrained. In the present Chapter, no such restriction is assumed; infact
it is shown later that the proposed formulation does reduce to that of Hodges’
when such restrictions are imposed. Recent work by Gould and Burton [22] uses
a novel idea of a “rod theory on rod theory” which is restricted to modeling of
hollow tubes. Here the authors model cross-sectional deformation using a per-
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turbation scheme that yields the most favored shape (energetically) an isolated
closed ring would take on when deformed. This idea assumes, however, that
any cross-section (closed ring) is isolated from its neighboring cross-sections. In
the present author’s view, it may be more appropriate to regard a hollow rod as
a pack of infinite closed rings (each ring being coupled to its nearest neighbors)
where the boundary conditions as well as lateral tractions (if any) influence the
shape of a deformed cross-section. To be specific, in addition to lateral trac-
tion, deformations such as axial stretch, bending and twist may also dictate the
deformed shape of a cross-section. In addition to failing to capture the Pois-
son type coupling between the cross-sectional stretch and the axial stretch, the
theory by Gould and Burton [22] is also restricted to modeling isotropic and
linear material behavior. In another work, Antman [1] constraints the third di-
rector to be unit-normed as well as orthogonal to the other two directors which
span the plane of a cross-section. The two cross-sectional directors are allowed
to stretch and become non-orthogonal. Following Antman, in this dissertation
also the third director is taken to be unit-normed and perpendicular to the other
two cross-sectional directors. In addition, three new field variables are defined
in order to capture cross-sectional deformation: two of them allow anisotropic
stretching of a cross-section (this lets the cross-sectional directors to not be unit-
normed) while the last one allows in-plane cross-sectional shearing (this lets the
two cross-sectional directors become non-orthogonal). The kinematics still only
allows in-plane deformation, i.e., a plane section remains a plane, thereby ex-
cluding the possibility of warping of a cross-section. In essence, in the first step,
the two cross-sectional directors stretch and also become non-orthogonal while
in the second step, the three directors are allowed to rigidly rotate as in the
special Cosserat theory of rods. As opposed to Antman’s kinematic setup and
5
Figure 1.1: Rolling of a planar graphene sheet into Single-walled Carbon
Nanotubes (SWCNTs)
the resulting theory [1], this two step decomposition allows convenient applica-
tion of material symmetry. It also leads to development of a formulation which
preserves the strain measures as well as the balance equations of the special
Cosserat theory of rods, while introducing three additional cross-sectional strain
measures as well as the equilibrium equations corresponding to the three new
field variables. Thus the new formulation proposed here appears as a somewhat
straightforward extension of the special Cosserat theory of rods.
The last Chapter of this dissertation is concerned with one-dimensional model-
ing of deformation of single-walled carbon nanotubes (SWCNTs). Carbon nan-
otubes (CNTs) are nanometer sized cylinders made up of carbon atoms which
possess extraordinary electrical, thermal, and mechanical properties. A single-
walled carbon nanotube (SWCNT) is a CNT formed from a single atomic layer
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comprised of a hexagonal network of carbon atoms that has been rolled up to
form a seamless, hollow cylinder (see Fig.1.1), and it is of interest to under-
stand how the underlying atomic structure determines its macroscopic proper-
ties. The intriguing properties of CNTs have aroused a strong interest in their
possible use in nano-electro-mechanical systems (NEMS) such as nanowires, or
as active components in electronic devices such as field-effect transistors. Chap-
ter 5 focusses on computing the elastic moduli of a nanotube, taking into con-
sideration its underlying atomic structure. Elastic continuummodels are useful
to study long-range phenomena of extended atomic systems since they capture
a collective behavior of atoms and offer computational efficiency by reducing
the total degrees of freedom. In spite of this, the use of traditional continuum
models for CNTs can lead to inconsistencies [61] due to surface, interface and
size effects, and ambiguities associated with model parameters such as elastic
moduli and CNT wall thickness. In this Chapter, a one-dimensional rod model
is used to study the elastic properties of carbon nanotubes. Certainly the ambi-
guity associated with the wall thickness of a nanotube is no more present when
the nanotube is modeled as a rod. A limitation of an earlier approach [5] in
this regard has been in assuming rigidity of a nanotube’s cross-section. As car-
bon nanotubes do exhibit large deformation of their cross-sections [49], Gould
and Burton [22] develop a rod model with deformable cross-section to model
nanotubes. However as mentioned earlier, this model has several limitations
and drawbacks. We accordingly employ the rod model proposed in Chapter 4.
Although this model cannot capture out-of-plane deformation of a rod’s cross-
section (such as warping), this deformation mode is expected to be insignifi-
cant for hollow/ thin tubes having ”closed-face” cross-sections. Atomistic sim-
ulations are performed on a representative unit cell of a (9,6) single-walled
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chiral carbon nanotube using a density-functional-based tight-binding (DFTB)
method [12, 14], maintaining self-consistency in electronic charges (SCC). The
unit cell contains 228 carbon atoms with its length being 18.37 angstrom while
the atoms are placed at a radial distance of 5.16 angstrom from its axis. The
simulation data are used to estimate the parameters involved in the energy ex-
pression (4.35). A judicious choice of numerical experiments allows easy de-
termination of the moduli (associated with the deformation of a cross-section)
of a nanotube. Some peculiar observations such as coupled Extension-Twist-
Cross-sectional shrinkage deformation of this nanotube, as well as rotation of its
neighboring cross-sections in alternate directions due to imposed extension, are
observed and further explained using the new rod model. Chapter 6 concludes
this dissertation, where several directions for future research are discussed.
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CHAPTER 2
STABILITY OF EQUILIBRIA OF NONLINEARLY ELASTIC RODS IN THE
PRESENCE OF CONSTRAINTS
2.1 Introduction and Outline
In the present Chapter, a generalized approach to stability of static equilibria of
nonlinearly elastic rods, subjected to general loading, boundary conditions and
constraints (of both point-wise and integral type), based upon the linearized
dynamics stability criterion is presented. Discretization of the governing equa-
tions leads to a non-standard (singular) generalized eigenvalue problem. A new
efficient sparse-matrix-friendly algorithm is presented to determine its few left-
most eigenvalues, which, in turn, yields stability/instability information. For
conservative problems, the eigenvalue problem arising from the linearized dy-
namics stability criterion is also shown to be equivalent to that arising in the
determination of constrained local minima of the potential energy. The method
is illustrated with several examples. The outline of this Chapter is as follows.
In Section 2.2, the special theory of nonlinearly elastic Cosserat rods is summa-
rized. In Section 2.3, linearization of the spatial weak form of the full dynamical
rod equations about an equilibrium is derived. Section 2.4 deals with the fi-
nite dimensional approximation of the linearized weak form and the associated
eigenvalue problem (1.1). Here a new algorithm to compute a few left-most
eigenvalues of (1.1) is also presented. In Section 2.5 the method is illustrated
with some examples of large, spatial buckling of elastic rods. The formulation,
as proposed byHealey andMehta [29], is employed in concert with AUTO [9] to
compute equilibria. It should be mentioned that the former has the advantage
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of consistently delivering a well-posed nonlinear 2-point boundary value prob-
lem in a linear space. In the first example, a boundary value problem governing
the spatial equilibria of a finite rod with intrinsic curvature [11] is considered.
In particular, stability exchange during the helical “perversions” of a straight
rod in tension are shown. Then large helical buckled states of a compressed
hemitropic rod with clamped ends [28, 50] are shown. The third example is as-
sociated with the stability of a spatial cantilevered rod in the shape of a ruler
subjected to a lateral load. Finally, a non-conservative follower load problem
is considered. In Section 2.6, discretization error and convergence issues are
briefly discussed. Section 2.7 concludes this Chapter.
2.2 Brief Description of an Elastic Rod
Let {e1, e2, e3} denote a fixed, right-handed, orthonormal basis for R3. Let us
consider a straight rod of unit length occupying a reference configuration par-
allel to e3 and s ∈ [0, 1] denote the arclength coordinate (of the centerline) in the
undeformed configuration and r(s,t) denote the position vector (with respect to
some fixed origin) of the material point originally at “s” in the reference con-
figuration for any given time “t”. Similarly, let R(s,t) denote the rotation of the
cross-section spanned by {e1, e2}. The first two unit vectors of the orthonormal
field defined by
di(s, t) = R(s, t)ei, i = 1, 2, 3 (2.1)
are called directors in the special Cosserat theory. The deformed configuration
of a rod at any given time “t” is uniquely specified by the field variables r(·,t)
and R(·,t). Henceforth the time variable “t” will be explicitly written only when
necessary, and differentiation of a field variable with respect to arclength is de-
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noted dds ≡ ()′ while that with respect to time is denoted ddt ≡ ˙(). Unless men-
tioned otherwise, repeated Latin indices sum from 1 to 3 while repeated Greek
indices sum from 1 to 2.
Differentiating equation (2.1) with respect to the arclength coordinate “s” yields:
d′i = R′RT di, i = 1, 2, 3. (2.2)
Let us write
r′ = νidi and κ = κidi. (2.3)
Here κ is the axial vector of the skew symmetric matrix R
′
RT . The numbers
νi and κi are the “strains” in this theory [1]; ν1, ν2 are “shears”, ν3 is the “axial
stretch”, κ1, κ2 are “curvatures”, and κ3 is the “twist”. Let n(s) and m(s) denote
the internal contact force and internal moment respectively, which act on the
cross-section originally at “s” in the reference configuration. Let us also write
n = nidi, and m = midi. (2.4)
Here n1, n2 are “shear forces”, n3 is the “axial force”, m1,m2 are “bending mo-
ments”, and m3 is the “torque” or “twisting moment”. For a hyperelastic
rod, the existence of a twice-differentiable, scalar-valued stored energy func-
tion W(ν1, ν2, ν3, κ1, κ2, κ3) is assumed throughout this Chapter. If we define the
triples n = (n1, n2, n3), m= (m1,m2,m3), v= (ν1, ν2, ν3), and k= (κ1, κ2, κ3), then
n =
∂W
∂v
, m =
∂W
∂k
. (2.5)
Equations (2.5) are the constitutive laws of a rod. We make the physically rea-
sonable assumption that the Hessian, D2W (.), is a positive-definite matrix for
each of its arguments on R2 × (0,∞) × R3. Assuming that the rod is subjected
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to a distributed, external body force per unit of undeformed length b(s) and a
distributed, external body couple per unit of undeformed length g(s), and that
the centroid and the center of mass of cross-section coincide, the local form of
the balance laws have the form:
n′ + b = ρAr¨ (2.6)
and
m′ + r′ × n + g = ρ ˙[Iw]. (2.7)
Here ρ denotes mass per unit volume while “A” denotes area of the cross sec-
tion at a given arclength “s”. Similarly “I” and “w” denote the moment of area
tensor and the angular velocity of the cross-section respectively. The following
equations represent pointwise constraints for rods (if any):
Unshearability:
να ≡ r
′ · Reα = 0, α = 1, 2 (2.8)
Inextensibility:
ν3 ≡ r
′ · Re3 = 1 (2.9)
For unshearable and/or inextensible rods, shear forces and/or axial forces, re-
spectively, are the unknown fields. In such cases the balance laws are supple-
mented with equations (2.8) and/or (2.9), respectively.
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2.3 Linearization of the Weak Form
In order for the rod equations to be satisfied pointwise, r(·,t) and R(·,t) should
be of class C2. To relax this requirement as well as for numerical convenience,
let us deal with a weak form of the rod equations which enables r(·,t) and R(·,t)
to lie in a relatively weaker space of C1.
A spatial weak form of the equations is obtained by multiplying each of (2.6)-
(2.9) by smooth test functions and then integrating their sum over the length of
the rod, as follows:
G ≡
1∫
0
[(
ρAr¨ − n′
)
· η0 +
(
ρ ˙[Iw] − m′ − r′ × n
)
· ψ
+
[
λαr
′ · Reα + λ3
(
r′ · Re3 − 1
)]] ds = 0
(2.10)
for all admissible smooth test functions η (s) ≡ (η0 (s) ,ψ (s)), λα (s) and λ3 (s).
Here η0 and ψ correspond to smooth variations of r and R respectively, the lat-
ter explained more precisely below (after eq. (2.12)). The functions λα and λ3
correspond to smooth varitaions of shear forces nα and the axial force n3 respec-
tively. Hence, depending on the boundary conditions, these test functions may
vanish at the boundary. The terms corresponding to λα and/or λ3 appear only
when the rod is unshearable and/or inextensible, respectively. Let us also as-
sume that no distributive force or couple acts on the rod. Upon integration by
parts, one can get: G = Gstatic +Gdynamic, where
Gstatic ≡
1∫
0
[
n ·
(
η′0 − ψ × r
′)
+m · ψ′ + λαr
′ · Reα + λ3
(
r′ · Re3 − 1
)] ds
−
(
n · η0 +m · ψ
) ∣∣∣1
0
(2.11)
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Gdynamic ≡
1∫
0
(
ρAr¨ · η0 + ρ ˙[Iw] · ψ
)
ds (2.12)
Of course the elasticity laws (2.5) for m and the non-reactive components of n
(via (2.4)) also need to be incorporated in order to complete (2.11). Note that the
last term in (2.11) vanishes in the case of Dirichlet problems (or for free bound-
ary conditions) as the admissible smooth test functions (or forces and moments)
vanish at the boundary in such cases.
In order to linearize the weak form, let r(s, t) = r(s) + 4r(s, t), and R(s, t) =
exp(4Θ(s, t))R(s) be the time-dependent perturbed configuration of a rod about
any equilibrium configuration (r(s), R(s)). Here exp(·) denotes the usual expo-
nential function defined on 3×3 matrices, and 4Θ(s, t) is a smooth, admissible,
skew-matrix valued variation. Let 4θ(s, t) denote the unique axial vector field
associated with 4Θ(s, t). Note that the admissibility of the vector-valued varia-
tion ψ appearing in (2.10)-(2.12) (at the boundary) is the same as that dictated
by 4θ(s, t). As in Simo [54], observe that R(s, t), so defined, is an SO(3)-valued
(proper rotation) function. In the presence of unshearability and/or inexten-
sibility, let us also assume perturbation of the shear forces and/or axial force
respectively, as follows:
nα, (s, t) = nα(s) + 4nα(s, t), n3,(s, t) = n3(s) + 4n3(s, t)
Let us further assume that the time-dependent perturbations about the equilib-
rium configurtion are of the form:
4ζ(s, t) = 4ζ0(s) exp(ωt). (2.13)
At static equilibrium, G(r,R,n; η, λ) ≡ 0. Hence, using Taylor’s expansion,
G(r ,R ,n; η, λ) = DG(r,R,n; η, λ)4ζ+o (|4ζ |). Upon ignoring the higher order
terms, all time dependent perturbed solutions are then given by DG(.)4ζ = 0.
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On substituting the perturbation form (2.13), one gets a generalized eigenvalue
problem:
DGstatic4ζ0 = −ω2DGdynamic4ζ0 (2.14)
that must be satisfied for all admissible smooth test functions
(
η, λ
)
. Here
µ = −ω2 is the corresponding eigenvalue. From (2.13), perturbations grow in
time if “ω” has a positive real part. If eigenvalues “µ” of (2.14) are positive,
then “ω” always turn out to be purely imaginary. These eigenvalues admit per-
turbations whose amplitude remain constant in time and hence do not affect
stability of a system. On the other hand, presence of a negative eigenvalue ad-
mits “ω” with a positive real part, rendering the system unstable. Thus, for
conservative/symmetric problems, if the smallest (algebraic)/ left-most eigen-
value is positive, then the corresponding equilibrium configuration is consid-
ered as stable. Thus one only needs to look at the left-most spectrum of (2.14).
While for non-conservative/asymmetric problems, the presence of either a neg-
ative eigenvalue or a complex eigenvalue renders the equilibrium configuration
unstable. Therefore in such cases, one should not only check the left-most spec-
trum but also check for the presence of a complex eigenvalue. The latter can be
established by looking for the eigenvalue with the largest imaginary part.
As Gdynamic is independent of constraints, it has the same expression for both
flexible(constraint-free) as well as constrained rods. Below, the linearized form
of G, for both its dynamic and static parts, is shown. For DGstatic, the linearized
integral terms are reported from (2.11) for the three cases of unconstrained, un-
shearable, and unshearable-inextensible rods in (2.16)-(2.18), respectively, while
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the linearized boundary terms from (2.11) are given in (2.19).
DGdynamic

4r
4θ
 ≡
1∫
0
ρ
(
A4r¨ · η0 + RI0RT4¨θ · ψ
)
ds
or, DGdynamic

4r0
4θ0
 ≡ ω2
1∫
0
ρ

A I O
O RI0RT


4r0
4θ0
 ·

η0
ψ
 ds
(2.15)
Following the notation of Simo [54], let us define
H(6×6) =

∂2W
∂v2
∂2W
∂v∂k
∂2W
∂k∂v
∂2W
∂k2
, Π(6×6) =

R O
O R
, ET(6×6) =

1 dds r
′×
O 1 dds

Flexible rods:
DGstatic

4r0
4θ0
 ≡
1∫
0

ΠHΠT ET +

O −n×
O −m×



4r0
4θ0
 · ET

η0
ψ
 +
(
n × 4r′0
)
· ψ
 ds
(2.16)
Unshearable rods:
H(4×4) =

∂2W
∂ν23
∂2W
∂ν3∂k
∂2W
∂k∂ν3
∂2W
∂k2
, Π(6×4) =

Re3 O
0 R
,
DGstatic

4r0
4θ0
4n1,0
4n2,0

≡
1∫
0

ΠHΠT ET +

O −n×
O −m×



4r0
4θ0
 · ET

η0
ψ
 +
(
n × 4r′0
)
· ψ
 ds
+
1∫
0
[[
Re1 Re2
] 
4n1,0
4n2,0
 ·
[
1 dds r
′×
] 
η0
ψ
 +
[
1 dds r
′×
] 
4r0
4θ0
 ·
[
Re1 Re2
] 
λ1
λ2

]
ds
(2.17)
Unshearable and Inextensible rods:
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H(3×3) = ∂
2W
∂k2
, Π(3×3) = R
DGstatic

4r0
4θ0
4n0

≡
1∫
0
ΠHΠT4θ′0 · ψ′ +

O −n×
O −m×


4r0
4θ0
 · ET

η0
ψ
 + (n × 4r′0) · ψ
 ds
+
1∫
0
R4n0 ·
[
1 dds r
′×
] 
η0
ψ
 +
[
1 dds r
′×
] 
4r0
4θ0
 · R λ
 ds
(2.18)
Linearization of boundary terms in (2.11):
DGstatic,bdry = −
[
∂n
∂r
4r0 · η0 +
(
∂m
∂R
4Θ0R
)
· ψ
] ∣∣∣∣∣∣
1
0
−
[(
∂n
∂R
4Θ0R
)
· η0 +
∂m
∂r
4r0 · ψ
] ∣∣∣∣∣∣
1
0
(2.19)
In all the expressions above, 4θ0 denotes the axial vector field of the skew-matrix
valued field 4Θ0. From (2.15)-(2), DGdynamic is a symmetric and positive definite
operator. The linearized boundary term (2.19) vanishes in the case of dead load-
ing, whereas for live loading it typically makes a non-symmetric contribution to
DGstatic.
2.4 Finite Dimensional Approximation of the Linearized Form
and Solution of the corresponding Eigenvalue Problem
The eigenvalue problem (2.14) should be satisfied for all smooth test functions
(
η, λ
)
. For the purpose of numerical computation, the smooth test functions
as well as the spatial perturbations
(
4r0,4θ0,4n0
)
are approximated by finite
dimensional piecewise linear functions. This leads to a spatial discretization of
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(2.14), which is a matrix eigenvalue problem:

Km×m Cm×p
CT p×m Op×p



4r0
4θ0

4n0

= µ

Mm×m O
O O



4r0
4θ0

4n0

(2.20)
For flexible rods, it reduces to:
Km×m

4r0
4θ0
 = µ Mm×m

4r0
4θ0
 (2.21)
Here, subscripts denote the dimension of the respective block matrices. The
symbols K and M denote the block tri-diagonal stiffness and mass matrices
respectively. The stiffness matrix K is symmetric for conservative loadings at
static equilibrium [54]. For non-conservative loadings, K is non-symmetric,
which is due to the linearization of the boundary terms in (2.11). The mass
matrix M is symmetric and positive-definite, while C is a rectangular matrix
representing the constraints present in the problem. A sufficient condition for
the success of the Lagrange-multiplier method is that the columns of C should
be linearly independent [57]. The number of columns “p” in C equals the total
number of discretized constraints present. For example, in the case of pointwise
constraints, C is block tridiagonal and “p” is of the order of number of discrete
points “n” used to represent a rod (e.g. unshearbale rods: p ≈ 2n, inextensi-
ble and unshearable rods: p ≈ 3n) while for problems with integral constrains,
C is dense and p  m(≡ 6n). It should be noted from equation (2.20) that the
presence of constraints makes the eigenvalue problem singular. In particular,
the right-hand side matrix in (2.20) is singular, and hence, the computation of
eigenvalues becomes difficult. The eigen-system (2.20) has an interesting prop-
erty: it has “2p” undesirable eigenvalues that lie at infinity. They are termed
spurious eigenvalues. An efficient procedure to compute a few left-most eigen-
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values of (2.20) is the Krylov Subspace method. One of the difficulties of us-
ing this method for system (2.20) is that the Arnoldi vectors generated dur-
ing the process get corrupted with spurious eigen directions and the method
then converges to or gets corrupted with spurious eigenvalues. One can refer
to refs. [18, 56] for the Krylov Subspace method and Arnoldi iterations and refs.
[37, 46, 51] for detailed discussions on purification strategies specific to the eigen
problem (2.20).
For the reader’s convenience, a reduced version of (2.20), also shown in ref.
[6], is first presented below that eliminates all the spurious eigenvalues but pre-
serves the remaining finite eigenvalues. Splitting equation (2.20) into two parts,
one can get:
K

4r0
4θ0
+C4n0 = µ M

4r0
4θ0

CT

4r0
4θ0
 = 0
(2.22)
The Q-R factorization of C leads to: C ≡
[
Q1 Q2
] 
R1
0
 ≡ Q1 R1. This im-
plies that the columns ofQ1make an orthonormal basis that spans the subspace
formed by columns ofCwhile columns ofQ2 span the subspace which is the or-
thogonal complement of that formed by columns ofQ1 or C. Hence, the second
part of (2.22) implies that the spatial perturbations of the “basic” unknowns are
orthogonal to the subspace formed by columns of Q1 or, (4r0, 4θ0) = Q2 4ζ0.
Here, 4ζ0 can be thought of as the generalized coordinates required to represent
the constrained system at the linearized level. Substituting this into the first part
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of equation (2.22) and premultiplying the same by Q2T simplifies it to:
(
Q2TK Q2
)
4ζ0 = µ
(
Q2TM Q2
)
4ζ0
˜K4ζ0 = µ ˜M4ζ0
(2.23)
In addition to eliminating all the spurious eigenvalues present in (2.20), this re-
duction step reduces the dimension of the matrix equation from ‘m+p’ to ‘m-p’.
For conservative/symmetric cases, whereK and hence ˜K are each symmetric, it
can be shown that the signs of the eigenvalues are determined only through ˜K
while the projected mass matrix ˜M only affects the magnitudes of these eigen-
values. Since the stability of a symmetric system is determined only through
signs of eigenvalues, one can replace ˜M with an identity matrix as shown be-
low. (
Q2TK Q2
)
4ζ0 = µ I4ζ0 (2.24)
One arrives at the same eigenvalue problem (2.24) if one starts from the
minimum-potential-energy formulation instead of linearized dynamics. In the
former case, K is the discrete 2nd variation operator of the constrained poten-
tial energy. Thus, eq.(2.24) establishes an equivalence between the minimum-
potential-energy method and the linearized stability method for conservative
problems. Indeed, the former is based solely on statics and hence does not take
into cognizance the effect of the mass matrix.
Since the new matrices ˜K and ˜M, also called the projected stiffness and mass
matrices, respectively, become dense, (2.23) is an inefficient reduction for nu-
merical computation of eigenvalues. However, a new algorithm that can ex-
ploit this reduction in a sparse-matrix-friendly way is proposed as shown in the
following subsection. A limitation of this algorithm is further shown at the end.
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2.4.1 An Efficient Algorithm to compute Eigenvalues of the Re-
duced Problem
As noted earlier, ˜K should not be formed explicitly since one loses sparsity of
the matrices present in (2.20). Because computational efficiency of the current
eigensolvers (e.g., Arnoldi Iteration procedure) depends crucially on efficient
computation of the matrix-vector product, one does not need to form ˜K explic-
itly if the matrix-vector product can be efficiently carried out without explicitly
forming it. To begin with, one need not even form Q2 explicitly but utilize its
structure as follows.
Let us say we have integral constraints in the system, the number of constraints
being 3. Then C is an m × 3 dense matrix. Further, let vi be the vector required
to annihilate all the entries below the ith row in the ith column of C during the
Q-R factorization of C (via householder transformation). Then,
Q =
(
Im − 2v1vT1
) 
1 0
0
(
Im−1 − 2v2vT2
)


I2 0
0
(
Im−2 − 2v3vT3
)
 (2.25)
or,
Q =
(
Im − 2v1vT1
) (
Im − 2v˜2v˜T2
) (
Im − 2v˜3v˜T3
)
(2.26)
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Here, v˜2 =

0
v2
 and v˜3 =

0
0
v3

Further, Q2 x ≡ Q

0
0
0
x

. Hence, using the structure of Q, one can form Q2 x
efficiently in O(m) steps. Similarly, one can also form the product Q2T x and
hence
(
Q2T KQ2
)
x in O(m) steps. In case of pointwise constraints, C is block
tri-diagonal, therefore one can use Given’s rotation to compute its Q-R factor-
ization in O(m) steps. One can then exploit the structure of the Q matrix along
similar lines as above, to efficiently compute
(
Q2T KQ2
)
x.
It is also possible to accelerate convergence to the left-most eigenvalues via
a “shift-invert” transformation (2.27) or a Cayleigh transformation (2.28), e.g.,
[46]. This is necessary when the left-most eigenvalues are clustered or not well
separated.
( ˜K − α1I)−1x = θ x (2.27)
( ˜K − α1I)−1( ˜K − α2I)x = θ x (2.28)
For example, in the case of the Cayleigh transformation, the transformed eigen-
values θ are related to the original eigenvalues µ via θ = (µ − α1)−1(µ − α2).
Hence, the desired eigenvalues (close to α1) are amplified and become well
separated. In particular: Re(µ) ≥ (≤)12 (α1 + α2) ⇔ |θ| ≤ (≥)1. Here, α1 is
taken to be smaller than α2. But, chosing the optimal shift parameters α1 and
α2 a priori is not easy, as one needs to know the location of the left-most
eigenvalues. In addition, one also needs to form the matrix-vector product:
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( ˜K−α1I)−1x or
(
Q2T (K − α1I)Q2
)−1
x efficiently. A formula for the inverse of the
“shifted-projected matrix”
(
Q2T (K − α1I)Q2
)
is derived below to facilitate this
computation.
Let, A = K - α1I. Then, (QTAQ)(QTA−1Q) = I
or, 
Q1TAQ1 Q1TAQ2
Q2TAQ1 Q2TAQ2


Q1TA−1Q1 Q1TA−1Q2
Q2TA−1Q1 Q2TA−1Q2
 = I (2.29)
Multiplying the 2nd row with the 2nd column and upon some algebraic manip-
ulation, one can find:
(
Q2TAQ2
)−1
=
(
Q2TA−1Q2
) [
I −
(
Q2TAQ1
) (
Q1TA−1Q2
)]−1
(2.30)
Further, using the Shermann Morrison formula to find the inverse of I −(
Q2TAQ1
) (
Q1TA−1Q2
)
and using the identity I = Q1Q1T + Q2Q2T , one arrives
at:
(
Q2TAQ2
)−1
=
(
Q2TA−1Q2
)
−
(
Q2TA−1Q1
) (
Q1TA−1Q1
)−1 (
Q1TA−1Q2
)
(2.31)
In order to use the formula (2.31) to efficiently compute the matrix-vector prod-
uct, the inverse of
(
Q1TA−1Q1
)
is required. For problems with integral con-
straints (let us say 3), the matrix
(
Q1TA−1Q1
)
is of dimension 3. So, one can
explicitly compute its inverse and use the same in the formula (2.31). A step by
step algorithm is shown below as to how the matrix-vector product is imple-
mented with the formula (2.31):
1. Compute the factorization of A.
2. AinvQ1 = A\Q1, AinvQ2x = A\(Q2 x).
3.
(
Q2TAQ2
)−1
x = Q2T
(
AinvQ2x −AinvQ1
((
Q1TAinvQ1
)−1 (
Q1TAinvQ2x
)))
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For problems with point-wise constraints,
(
Q1TA−1Q1
)
has dimension of the
order of “n” and hence the formula (2.31) is of no use. Due to this limitation, the
following two cases need be analyzed using the large singular eigen problem as
presented efficiently in ref. [51]:
1. Point-wise constrained conservative problems having clustered left-most
eigenvalues
2. Point-wise constrained non-conservative problems (as in Example 5.4 below)
2.5 Examples
In this section, several examples are presented with the proposed methodol-
ogy. In the first three examples, new stability results are obtained. In the last
(non-conservative) case, the algorithm is tested against a classical result. First
the static equilibria are computed using the approach of Healey andMehta [29].
Once an equilibrium is computed, the associated stiffness matrixK and the con-
straint matrix C are assembled using the finite element procedure. Then, the
algorithm developed is used to deduce stability. As mentioned earlier, the mass
matrix M is formed only for non-conservative problems. In order to acceler-
ate convergence for problems with clustered left-most eigenvalues, use of the
Cayleigh transformation is advocated. In all the examples, the continuation is
started with a stable solution and then we move towards the unstable regime
as the parameter is varied. Thus, to begin with, the left-most eigenvalues, being
positive, are also the smallest magnitude eigenvalues. This enables use of the
“shift-invert” transformation (with zero shift parameter) to compute the two
smallest magnitude eigenvalues. This, in turn, provides information about the
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region where the left-most eigenvalues lie. Then, we can set: α1 =
µ1+µ2
2 and
α2 = 2µ2 − α1 as parameters of the Cayleigh transformation [51] during the
continuation process. Here, µ1 and µ2 are the two left-most eigenvalues which
evolve with the continuation algorithm. For this particular choice, all the de-
sired eigenvalues µ < µ2 are transformed to |θ| > 1.
MATLAB’s EIGS() function is used to compute the smallest magnitude eigen-
value using the “shift-invert” strategy in the initial step and the largest mag-
nitude eigenvalues of the Cayleigh transformed system during the continua-
tion process. For the examples below, their stability diagrams are shown where
the stable branches are shown as solid thick line while the unstable branches
are shown as dotted lines. The number of negative eigenvalues for each of the
branches are also shown alongside the respective branches.
2.5.1 Perversion of a “Telephone Cord”
In the first example, stability of helical solutions and so-called perversions or
helical-reversal solutions exhibited by a rod of finite length with intrinsic cur-
vature, e.g. a telephone cord, is shown. Please refer to ref. [45] for an analytical
study of the perversion solutions of an infinite rod and to ref. [11] for a system-
atic study of the class of finite-length rod problems considered here. Let us as-
sume an unshearable, inextensible rod with initial curvature κ0 about the e1 axis.
Its constitutive laws are summarized in Table 2.1. The intrinsic curvature κ0 is
related to the length of the rod “L” via N 2pi
κ0
= L where “N” corresponds to the
number of turns in the cord. For numerical simulation, let us assign the intrinsic
curvature κ0 to be 3pi which corresponds to N = 1.5. At s=0, the rod is clamped
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Figure 2.1: Schematic of a Telephone Cord shown in its stressed configu-
ration with the boundary conditions
while at s=1, it is clamped against rotation and transverse displacements. Ax-
ial tension is also imposed at the end s = 1 as shown in Fig.2.1. The left-most
eigenvalues in this example are not clustered. Hence, no Cayleigh transforma-
tion strategy is needed to accelerate convergence to the left-most eigenvalue.
Boundary conditions for the rod are as follows:
r (0) = 0, R(0) = I (the identity)
r1(1) = 0, r2(1) = 0, n3(1) = λ, R(1) = I
(2.32)
It should be noted that unshearability and inextensibility are the pointwise con-
Table 2.1: Constitutive Laws for a Telephone Cord
Unshearable ν1 = 0, ν2 = 0
Inextensible ν3 = 1
Bending moments m1 = κ1,m2 = κ2 − κ0
Twisting moment m3 = κ3
straints. Hence there are 9 unknowns at each of the interior nodes of the dis-
cretized rod: 3 each for perturbations in the center-line displacement, rotation
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Figure 2.2: Stability diagram for a Telephone Cord as applied Tension is
being varied
and the internal force. In order to be compatible with the given boundary con-
ditions, perturbation in the axial force must vanish at s=1. Assuming that the
rod is discretized into “n” elements, the number of unknowns corresponding to
the perturbation variables are as follows:
4r0: 3n-2, 4θ0: 3n-3, 4n0: 3n+2.
Accordingly, the dimension of the matrices involved are as follows:
K: (6n-5) × (6n-5) & C: (6n-5) × (3n+2)
And, the dimension of the reduced system in equation (2.23) is (3n-7)×(3n-7).
Numerical Results
Fig.2.2 shows the stability diagram for a telephone cord. The reference config-
uration(straight state) is not its natural configuration. Therefore the diagram
shows it to be unstable when the tension applied at one of its ends is low,
whereas it is stable for high enough values of tension. Beginning from the high
tension side, as tension is decreased, a subcritical pitchfork bifurcation is ob-
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Figure 2.3: A typical non-trivial stable configuration of a Telephone Cord
served. The cord is stable along the non-trivial branch originating from this
point, whereas along the trivial branch, one of the positive eigenvalues becomes
negative. As the magnitude of tension is kept to decrease, another bifurcation
is observed, which is unstable. A turning point is also observed as one moves
along this second bifurcating branch - hence the increase from 1 to 2 negative
eigenvalues. Stability results along the trivial branch agree with the local anal-
ysis presented in ref. [11]. Fig.2.3 shows a typical stable configuration of a
telephone cord along the first stable non-trivial branch. Observe that the cord
goes from a left-handed helix to a right-handed one in going along the positive
z-axis - hence the terminology “perversion”.
2.5.2 Stability of a Compressed “Cable” or a “DNA Strand”
The next example is of an unshearable hemitropic rod (see Table 2.2 for its con-
stitutive laws). Hemitropy is a natural model of long filaments with helical
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Figure 2.4: Schematic of a compressed rod shown in its reference configu-
ration with boundary conditions at the two ends
micro-structure in the relaxed state [28]. The two ends of the rod are “clamped”
against rotation and displacements, while the axial displacements of the two
end points are prescribed through the parameter λ as shown in Fig.2.4.
rα(−1) = 0, α = 1, 2, r3(−1) = (−1 + λ) L
R(−1) = I
(2.33)
rα(1) = 0, α = 1, 2, r3(1) = (1 − λ) L
R(1) = I
(2.34)
Table 2.2: Constitutive Laws of a Hemitropic Rod
Unshearable ν1 = 0, ν2 = 0
Axial force n3 = g (ν3) + Aκ3
Bending moments m1 = Cκ1,m2 = Cκ2
Twisting moment m3 = Bκ3 + A (ν3 − 1)
Here the aim is to establish stability of the static solutions as the parameter
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λ is increased from zero (where the rod is assumed to be in its reference con-
figuration). The bifurcation analysis for the unshearable case has been studied
in ref. [50]. All the solutions of a compressed rod are shown to have a certain
“flip” Z2 isotropy subgroup. Also, due to rotational symmetry, this problem
admits a family of connected solutions. This makes computation of an equilib-
rium solution difficult. Healey and Mehta [29] exploit the complete symmetry
to deduce an equivalent set of boundary conditions which admit only isolated
solutions. One can further generate all the connected solutions by rotating the
obtained isolated solution about the e3 axis. For details, please refer to refs.
[29, 50]. It should be noted that hemitropic rods have point-wise unshearability
constraints. Hence, there are 8 unknowns at each of the nodes: 3 each for 4r0
and 4θ0 and 2 for 4nα,0, perturbation in shear forces. Of these unknowns, 4r0
and 4θ0 vanish at the boundaries. Hence, the size of the matrices involved are
as follows:
K: 6(n-1) × 6(n-1), C: 6(n-1) × 2(n+1)
Accordingly, the reduced problem (2.23) is of dimension 4(n-2) × 4(n-2).
The left-most eigenvalues in this example are clustered. Therefore, the “shift-
invert”/ Cayleigh transformation strategy is required to accelerate convergence.
But, as mentioned earlier, in order to use the algorithm to accelerate conver-
gence, integral constraints are needed. An integral-constrained version for an
unshearable rod is proposed below. To the best of the author’s knowledge, this
is the first such formulation for unshearable and extensible rods.
For unshearable rods r′ = ν3Re3. This suggests thinking of (ν3,R), rather than
(r,R), as the configuration variables. Now, unshearability is already inherent
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in the new formulation. But one also gets a new set of 3 integral constraints as
follows:
1∫
−1
r′ ds ≡ 2 (1 − λ) Le3
or,
1∫
−1
[ν3Re3 − (1 − λ) Le3] ds ≡ 0
(2.35)
Equation (2.35) basically says that the two ends of a rod should always remain
2(1 − λ)L distance apart along e3. An expression for the total potential energy of
the rod, Φ, using the new formulation, can be written as:
Φ (ν3,R) ≡
1∫
−1
W
(
ν3,k
)
ds − n ·
1∫
−1
[ν3Re3 − (1 − λ) Le3] ds (2.36)
Here n is the constant Lagrange multiplier vector which enforces the integral
constraint (2.35). With the new formulation, one now has 4 unknowns at ev-
ery node as opposed to 8 in the earlier case. Here, the strain variable ν3 is the
new unknown variable along with the configuration variable R. It can therefore
be called a “mixed” variational formulation. The first variation of the energy
expression (2.36) with respect to (ν3,R) provides us with a new set of Euler-
Lagrange equations while discretization of its second variation leads to the stiff-
ness and the constraint matrices. This formulation is analyzed in more detail in
the next Chapter. The dimension of the matrices with this new formulation for
determination of stability are as follows:
K: 4n-2 × 4n-2, C: 4n-2 × 3
Accordingly, the reduced problem (2.23) is of dimension 4n-5 × 4n-5. Also, now
Q1 is of dimension 4n-2 × 3. Hence one can use the formula (2.31) to accelerate
convergence to the left-most eigenvalues.
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Figure 2.5: Stability diagram for a Compressed Hemitropic rod as the rod
is being compressed
Numerical Results
Parameters of the rod for numerical simulation are as follows:
Half length of the rod (L) = 3, g (ν3) = 10 (ν3 − 1) , A = −3, C = 1, B = 1
Fig.2.5 shows the stability diagram of the compressed hemitropic rod. It shows
two bifurcation points along the trivial branch. The first bifurcation point is a
supercritical pitch-fork. All the eigenvalues are positive before the first bifurca-
tion. After each bifurcation along the trivial branch, two of the positive eigen-
values become negative. There exists an eigenvalue of zero magnitude along all
the non-trivial branches since this problem admits an orbit of connected non-
trivial solutions. The first non-trivial branch is a stable branch. Along the second
non-trivial branch, the number of negative eigenvalues is three as one moves
off the trivial branch. Then, as the turning point is reached, one of the negative
eigenvalues becomes positive while the remaining eigenvalues have their signs
unchanged. Fig.2.6 shows a typical configuration of the rod along the stable
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Figure 2.6: A typical stable configuration of a Hemitropic Rod along the
1st non-trivial branch
non-trivial branch.
2.5.3 Stability of a “Ruler” subjected to a lateral end load
In this example, stability of a ruler subjected to a lateral load, the direction of the
load being fixed in the global coordinate system, is investigated. By a “ruler”, a
straight prismatic rod is assumed which has one bending stiffness much larger
than the other. As shown in Fig.2.7, the ruler is clamped at one of its ends, while
it is free to rotate as well as displace at the other end. The constitutive laws for
the rod are shown below in Table 2.3. In particular, observe that one bending
stiffness is an order of magnitude larger than the other.
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Figure 2.7: A Ruler shown in the reference configuration with the bound-
ary conditions
The rod has pointwise unnshearability constraint. Hence, as in the previous
Table 2.3: Constitutive Laws for a Ruler
Unshearable ν1 = 0, ν2 = 0
Axial force n3 = 20 log(ν3)
Bending moments m1 = κ1,m2 = 10κ2
Twisting moment m3 = κ3
example, one can again think of (ν3,R) as the configuration variables and thus
avoid pointwise constraints to facilitate the use of (2.31) in order to accelerate
convergence. There is an additional constraint on (ν3,R) at s=1. The axial force
dictated by the constitutive laws must be compatible with the applied lateral
load. An expression for the constrained potential energy is given below for this
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Figure 2.8: Stability diagram for a Ruler as the applied lateral load is in-
creased
particular case:
Φ (ν3,R) ≡
1∫
0
W
(
ν3, k
)
ds − λe2 ·
1∫
0
ν3Re3 ds − γ
(
∂W
∂ν3
− λe2 · Re3
) ∣∣∣∣∣∣
s=1
(2.37)
Here λ is the magnitude of applied lateral force while γ is a scalar Lagrange
multiplier. The dimension of the matrices involved are as follows:
K: (4n+3)×(4n+3), C: (4n+3)×1
One can observe from the stability diagram in Fig.2.8 that the ruler exhibits a
stable planar solution until a critical load is reached where it bifurcates out of
the plane. After this bifurcation, the planar solution turns unstable while the
non-planar solution becomes stable. Fig.2.9 shows a typical non-planar stable
solution for a ruler.
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Figure 2.9: A typical non-planar stable configuration of a Ruler along the
non-trivial branch
2.5.4 Follower Load Problem (Non-conservative)
The last example concerns problems with non-conservative loadings. The same
“ruler”, as in the last example, is investigated but here it is assumed to be un-
shearable as well as inextensible. The constitutive laws are shown in Table 2.4.
As shown in Fig.2.10, the rod is clamped on one end while a compressive
Table 2.4: Constitutive Laws for a Ruler with a tangential follower Load
Unshearable ν1 = 0, ν2 = 0
Inextensible ν3 = 1
Bending moments m1 = κ1,m2 = 10κ2
Twisting moment m3 = κ3
force acts at the other end. The applied force follows the ruler tangentially as
it deforms. This generates a non-symmetric stiffness matrix. The problem of
the stability of the straight state for this problem is a well known paradigm [2].
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Figure 2.10: Schematic of a Ruler clamped at one end and with a follower
load at the other end
Interestingly, it only admits straight static solutions while the non-trivial (non-
straight) solutions are dynamic in nature. Thus only the stability of the trivial
(straight) solution is studied as the tangential compressive force is varied. Since
the stiffness matrix K is non-symmetric, the mass matrix M is required for the
stability analysis. Since the constraints are pointwise in nature and the left-most
eigenvalues are clustered, the large singular eigen problem (2.20) is used for
stability analysis. This example has interesting eigen properties. At zero load
the stiffness matrix K is symmetric and hence all the eigenvalues are real and
positive. As the compressive load is increased, K becomes non-symmetric but
its eigenvalues still remain real and positive. In particular, the left-most eigen-
values grow more positive. However, the loss of stability here arises from the
birth of complex eigenvalues.
As the desired eigenvalues are also the smallest magnitude eigenvalues, one
37
0 5 10 15 20
2
4
6
8
10
12
14
16
18
20
22
Applied Tangential Follower Load
Sq
ua
re
−r
oo
t o
f E
ig
en
va
lu
es
Figure 2.11: Evolution of the 3 left-most eigenvalues along the straight
configuration
can use the “shift-invert” strategy on the eigen problem (2.20) as shown below:

K C
CT O

−1 
M O
O O



4r0
4θ0

4n0

= µ−1


4r0
4θ0

4n0

(2.38)
Fig.2.11 depicts evolution of the three left-most eigenvalues as the load is var-
ied. (Note that this is not a bifurcation diagram.) Observe that the 1st and 3rd
eigenvalues approach each other as the load is increased until, at a critical load,
they coalesce and then become complex (the latter not shown). As mentioned
earlier, complex eigenvalues indicate that the straight solution becomes unsta-
ble. This is also known as a Hamiltonian-Hopf bifurcation, e.g., [38]. The value
of the critical load obtained here (19.9 in magnitude) compares well with the
critical load formula (2pi2EI1
L2
≈ 19.74) given in ref. [2].
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2.6 A Note on Discretization Error and Convergence
This algorithm requires an “accurate” represention of a static equilibrium. In
general, this representation is in discrete form, coming from a numerical solver.
It already inherits discretization error. Then the global stiffness matrix K, mass
matrix M and constraint matrix C are formed. This requires the use of finite
element interpolation functions and integration over each of the finite elements.
Thus, another error is introduced while forming these matrices.
First a family of solutions {uk} is generated using the approach of Healey and
Mehta [29] until ‖uk−uk−1‖
‖uk‖
< tol, indicating “convergence”. Here, the subscript “k”
corresponds to the order of refinement (number of elements used to generate
equilibria) while ‖.‖ denotes the L2 norm. For all the examples presented, the
equilibrium solution converged within 150 elements. Once a converged solu-
tion has been obtained, linear shape functions and the mid-point integration
rule are used for element integration during the Finite Element Assembly pro-
cess to form the global matrices. The proposed algorithm further requires the
columns of the constraint matrix C to be linearly independent. To check this,
first the smallest singular value σmin of C is found. As entries in the C matrix
are of the order of element size “h”, σmin is dependent on “h”. Therefore, lin-
ear independency of the columns of C is checked by looking at the ratio σmin
h
. A
small value for σmin
h
signifies that the columns of C are nearly dependent. Table
2.5 shows the ratio σmin
h
for different values of element size “h” in the second
example 5.2 on “Stability of a Compressed Cable or DNA Strand”.
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Table 2.5: Smallest singular value (normalized by element size) as a func-
tion of the element size
Element size(h) σmin
h
0.12 0.2105
0.06 0.2079
0.04 0.2219
0.03 0.2220
2.7 Concluding Remarks
A generalized computational approach to stability of static equilibria of nonlin-
early elastic rods is presented. Based upon linearized dynamics, stability of
static equilibria of a rod subjected to general boundary conditions, loadings
and constraints - pointwise and/or integral type are obtained. It may be re-
marked again that any approach based upon Jacobi’s conjugate-point method
is necessarily limited to stability analysis of conservative problems with Dirich-
let boundary conditions (or possibly Neumann boundary conditions [42]) and
in the possible presence of integral constraints. The proposed method also pro-
vides information about unstable eigen directions which may be utilized to sta-
bilize a system via a suitable feedback control mechanism.
An efficient sparse-matrix-friendly algorithm is also presented to solve the as-
sociated eigenvalue problem. As mentioned at the end of Section 2.4, the al-
gorithm has some limitations which can be overcome provided we have an ef-
ficient formula for the inverse of a “projected matrix” for the point-wise con-
strained case. However, the presented algorithm has an advantage over other
existing algorithms when applicable. Not only do we work efficiently with a
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reduced dimensional problem, but no purification strategy is required as all the
spurious eigenvalues are eliminated initially. The computational cost associated
with the proposed algorithm is of the same order (O(n)) as that presented in ref.
[43], while the approach presented herewith is applicable to a much broader
class of problems.
The method was illustrated in the context of four examples. Of these, only
the first, Example 5.1 “Perversion of a Telephone Cable” is directly amenable
to the conjugate-point method. In the context of Example 5.2, a new “mixed”
variational formulation is also presented for a general class of extensible, un-
shearable rods. This delivers a reduced representation for such rods, which is
attractive for numerical computation of equilibria as well as for stability anal-
ysis. Indeed, the formulation converts the pointwise unshearability constraints
into integral type. Thus, with the new formulation in hand, it is also possible
to analyze the second Example 5.2 “Stability of a Compressed Cable or DNA
Strand” via the conjugate-point approach [43]. The same cannot be said for the
other two Examples 5.3 and 5.4 - the former becuase of the boundary conditions
and the latter due to the non-conservative loading.
In the last Example 5.4, the “shift-invert” strategy with a real shift parameter
could capture the eigenvalues with “sufficiently” small imaginary parts. In-
deed, here the critical load, at which the real eigenvalues first “collide” and
then become complex, is only investigated. But, in general, a complex shift may
be required to capture the eigenvalues with large imaginary parts [47]. Finally,
the non-symmetric stiffness matrix, arising due to linearization of the boundary
terms, is connected to its symmetric part via a low ranked matrix. This low rank
41
connection could be beneficial in developing an algorithm which could exploit
the niceties of symmetric problems and yet solve the non-symmetric problem.
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CHAPTER 3
A NEW FORMULATION FOR UNSHEARABLE AND EXTENSIBLE RODS
3.1 Introduction and Outline
In Kirchoff rod theory, the centerline displacement of a rod can be expressed
purely in terms of the rotation variables. This lets the total number of degrees
of freedom to be only three for such rods. But, such reduction is not trivial
when extensibility is also included. In this chapter, a new ”mixed” variational
principle is presented for unshearable rods that lets the total number of degrees
of freedom to be four. Recent interests in extensible rods, hemitropic rods in
particular [28], would benefit from this reduction. The outline of this Chapter
is as follows. In Section 3.2, the new (reduced) Euler Lagrange equations are
derived using a mixed variational principle. In Section 3.3, the weak form of
the Euler Lagrange equations are presented along with the linearization of the
weak form. The linearized weak form is compared with the corresponding form
derived using the pointwise unshearability constraint and their equivalence is
established. This lets both numerical computation of the equilibria as well as
their stability analysis to be deduced via the reduced formulation. Finally in
Section 3.4, stability is analyzed analytically along the trivial branch of a com-
pressed hemitropic rod.
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Figure 3.1: An extensible and unshearable rod shown in its reference con-
figuration
3.2 Derivation
Let us take the example of an extensible rod that is clamped at the two ends
against rotation as well as displacement. The axial displacements of the two
end points are prescribed through the parameter λ as shown in the Fig.3.1.
rα(−1) = 0, α = 1, 2, r3(−1) = (−1 + λ) L
R(−1) = I
(3.1)
rα(1) = 0, α = 1, 2, r3(1) = (1 − λ) L
R(1) = I
(3.2)
Such rods have point-wise unshearability constraints. Hence, there are 8
unknowns: 3 each for centerline displacement and the rotation variable and 2
for the Lagrangemultipliers (shear forces) that enforce unshearability. Since r′ =
ν3Re3, this suggests thinking of (ν3,R), rather than (r,R), as the configuration
variables. Now unshearability is already inherent in the former. One does get a
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Table 3.1: Constitutive Laws of an Extensible and Unshearable Rod
Unshearable ν1 = 0, ν2 = 0
Axial force n3 = g (ν3) + Aκ3
Bending moments m1 = Cκ1,m2 = Cκ2
Twisting moment m3 = Bκ3 + A (ν3 − 1)
new set of 3 integral constraints as follows:
1∫
−1
r′ ds ≡ 2 (1 − λ) Le3
or,
1∫
−1
[ν3Re3 − (1 − λ) Le3] ds ≡ 0
(3.3)
Equation (3.3) basically says that the two ends of a rod should always remain
2(1 − λ)L distance apart along e3. An expression for the total potential energy of
the rod, Φ, using the new formulation, can be written as:
Φ (ν3,R) ≡
1∫
−1
W
(
ν3,k
)
ds − n ·
1∫
−1
[ν3Re3 − (1 − λ) Le3] ds (3.4)
Here n is the constant Lagrange multiplier vector which enforces the integral
constraint (3.3). With the new formulation, one now has 4 unknowns at every
node as opposed to 8 in the earlier case. Here, the strain variable ν3 is the new
unknown variable along with the configuration variable R. It is therefore called
a “mixed” variational formulation. The first variation of the energy expression
(3.4) with respect to (ν3,R) provides us with a new set of Euler-Lagrange equa-
tions:
∂W
∂ν3
− n · Re3 = 0(
R
∂W
∂k
)′
+ ν3Re3 × n = 0
BC: R(−1) = R(1) = I
(3.5)
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Equation (3.5)-(1) can also be obtained by integrating the corresponding static
version of (2.6) and further projecting the integrated form along the Re3 axis.
It should be noted that there is no boundary condition on the axial stretch ν3.
Equations (3.5) along with the integral constraint equation (3.3) forms a closed
mathematical system for analytical/ numerical solution of such rods. Upon
comparison with (2.7), the Lagrange multiplier n in (3.5) is actually the constant
internal force acting on a cross-section.
Now we derive the linearized form of the Euler lagrange equations which may
be used for both numerical computation of the equilibrium configurations via
a finite element procedure as well as for stability analysis as illustrated in the
previous Chapter.
3.3 Weak Form of the equations
The weak form of the static Euler Lagrange equations (3.5) along with the inte-
gral constraint equation (3.3) delivers us with Gstatic as shown below.
Gstatic ≡
1∫
−1
[(
∂W
∂ν3
− n · Re3
)
β +m · ψ′ − n · (ψ × ν3Re3)
]
ds
−λ·
1∫
−1
(ν3Re3 − (1 − λ) Le3) ds = 0
(3.6)
for all admissible smooth test functions β(s),ψ(s) and the vector λ. Here β and
ψ correspond to smooth variations of ν3 and R, respectively, while the vector λ
corresponds to a variation in the constant internal force n. To linearize the weak
form (3.6), let ν3,(s) = ν3(s)+4ν3(s) and R = exp(4Θ(s))R(s) as before. Further,
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let n = n + 4n. The linearized form then looks as follows:
DGstatic

4ν3
4θ
4n

≡
1∫
−1
[
H

4ν3
RT4θ′
 ·

β
RTψ′
 +

0 −n×
0 −m×


4ν3
4θ
 ·

βRe3
ψ′

− [(4ν3Re3 + ν34θ × Re3) × n] · ψ
]
ds −
1∫
−1
[
(Re3)T
ν3Re3×
4n ·

β
ψ
 +

4ν3
4θ
 ·

(Re3)T
ν3Re3×
 λ
]
ds
(3.7)
Here H is as defined in (2.17) (in Chapter 2). The discrete form of the first inte-
gral in (3.7) leads to the stiffness matrixKwhile the discrete form of the remain-
ing terms leads to the constraint matrix C. The two matrices can then be used
both for numerical computation of equilibria as well as for the purpose of sta-
bility analysis, as illustrated in Chapter 2. A natural question arises whether the
stability results obtained using the integral constraint formulation (3.7) and the
pointwise constraint formulation (2.17) of the previous Chapter are the same. In
order to explore this comparison, let r′ = ν3, Re3. Hence,
r′ + 4r′ = ν3Re3 +  (4ν3Re3 + ν34θ × Re3) +O(2) (3.8)
or,
4r′ = 4ν3Re3 + ν34θ × Re3 +O() (3.9)
Further,
4ν3 = RT
(
4r′ − 4θ × ν3Re3
)
· e3 +O()
Similarly, β = RT
(
η′0 − ψ × ν3Re3
)
· e3 +O()
(3.10)
Substituting (3.9) and (3.10) into (3.7) and further noting that DGstatic = dGd
∣∣∣
=0,
observe that the higher order terms from (3.9) and (3.10) vanish when substi-
tuted in (3.7). Upon further rearrangement of terms, a straightforward manip-
ulation shows that the first integral in the expression (3.7) is equal to the first
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integral in the expression (2.17). Furthermore, the second integral expression in
both (2.17) and (3.7) enforce the appropriate linearized constraint on the pertur-
bation variables thus restraining the later to lie in the same constrained space.
Hence the operator DGstatic from the two different formulations are the same.
For a given discretization of the rod, the stability results computed by the pro-
jected stiffness matrices (cf. (2.24)) formed using the two different formulations
would not match exactly (discretization errors introduced would be different
corresponding to the two different representations). In particular, the critical
parameter level at which instability occurs could differ a little but even this dif-
ference would approach zero in the limit as the number of the discretized ele-
ments in the rod approaches infinity. Consequently, one may deduce linearized
dynamic stability from the reduced formulation (3.7).
3.4 Stability Analysis along the trivial branch
Now we analyze stability of a compressed rod in its straight state equilibrium
configuration as the compression parameter λ is varied. Second variation of
(3.4) about the trivial solution (ν3(s) = 1 − λ,R(s) = I) is: δ2Φ [4ν3,0 ,4θ0] = δ2Φ1+
δ2Φ2 where,
δ2Φ1 =
1∫
−1

g′ A
A B


4ν3,0
4θ3,0
 ·

4ν3,0
4θ3,0
 dx
δ2Φ2 =
1∫
−1
c
(
4θ′1,0
2
+ 4θ′2,0
2
)
+ (1 − λ) g
(
4θ21,0 + 4θ
2
2,0
)
− λA
(
4θ′0 × 4θ0
)
· e3 ds
(3.11)
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The perturbations
(
4ν3,0, 4θ0
)
should satisfy the following linearized constraints
and the boundary conditions:
1∫
−1
4ν3,0 ≡
1∫
−1
4θα,0 = 0
BC : 4θ0 (−1) ≡ 4θ0 (1) = [0, 0, 0]
(3.12)
The associated Jacobi equations [16] of (3.11) satisfying (3.12) can be found either
through integration by parts of (3.11) or by linearization of the Euler-Lagrange
equations (3.5) as shown below. The same Jacobi equations were also obtained
in [50] using a formulation based on pointwise unshearability constraint.
A4ν′3,0 + B4θ
′′
3,0 = 0
4θ′′3,0 = 0
(3.13)

4θ′′1,0
4θ′′2,0
 − λA

0 1
−1 0


4θ′1,0
4θ′2,0
 − g (1 − λ)

4θ1,0
4θ2,0
 =

4θ′1,0
4θ′2,0

1
−1
≡ constant (3.14)
The solution to the above Jacobi equations must satisfy (3.12). These Jacobi
equations do not admit solutions for all the values of the parameter λ. These
solutions correpond to the non-trivial solutions at bifurcation points along the
trivial branch. It should be noted that δ2Φ1 depends on only
(
4ν3,0, 4θ3,0
)
whereas δ2Φ2 depends on 4θα,0. This means δ
2
Φ1 and δ
2
Φ2 are independent of
each other. As δ2Φ1 is always positive, one can show that the sign of the second
variation δ2Φ depends only on δ2Φ2. Hence, in order to determine stability, one
needs to only look at the Jacobi equation (3.14).
Let θ ≡

4θ1,0
4θ2,0
 for simplicity of notation. Taking a dot product on both sides of
the equation (3.14) by θ, we get: θ′′ · θ + λA (θ′ × θ) · e3 − g (1 − λ) |θ|2 = θ′
∣∣∣∣1
−1
· θ
Now, integrating on both the sides and using the linearized constraints (3.12),
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we get: ∫
|θ′|2 + g (1 − λ) |θ|2 = λA
∫ (
θ′ × θ
)
· e3 (3.15)
Following Hoffman et al. [33], we can also write equation (3.14) as:
Sλθ ≡ (S1 + S2λ) θ = θ′
∣∣∣∣1
−1
where, S1θ ≡ θ′′ and S2λθ ≡ −λA

0 1
−1 0
 θ′ − g (1 − λ)

1 0
0 1
 θ
Following are the properties of the S operator for all admissible θi satisfying
(3.12):
1. δ2Φ2 ≡
1∫
−1
Sλθ · θ dx ≡ 〈Sλθ, θ〉
2. 〈Sλθ1, θ2〉 ≡ 〈Sλθ2, θ1〉
If θi is also a solution to equation (3.14) at parameter value λi, then
3. 〈Sλθ1, θ2〉 ≡
〈(S2λ − S2λ1) θ1, θ2〉 and 〈S2λ1θ1, θ2〉 ≡ 〈S2λ2θ2, θ1〉
4. If g = − λ1−λ , then
〈
Sλθi, θ j
〉
≡ δi j, or S can be diagonalized by the eigensolutions
θi
Assuming that θi, which are solutions to equation (3.14) at parameter values λi,
form a basis for the space of functions defined by (3.12), any general admissible
perturbation can then be written as: θ =
∑∞
i=0 αiθi. Let us choose a particular
constitive law: g = − λ1−λ , then using property (4) of the S operator:
〈
Sλ
∑
αiθi,
∑
α jθ j
〉
=
∑
|αi|
2 〈Sλθi, θi〉 =
∑
|αi|
2 〈(S2λ − S2λi) θi, θi〉
=
∑
|αi|
2
∫
(λi − λ)
(
|θi|
2
+ A
(
θ′i × θi
)
· e3
)
=
∑
|αi|
2
∫
(λi − λ)
(
|θi|
2 − |θi|
2
+ λ−1|θ′i |
2
)
=
∑
|αi|
2
∫ (
λi
λ
− 1
)
|θ′i |
2
This estimate says that if λ < λ1, where λ1 is the first bifurcation point, then
the static solution is stable. It also says that as we increase the parameter λ, the
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number of unstable directions keep increasing as a bifurcation point is crossed.
A more rigorous analysis is required to deduce stability results for any general
constitutive law. One can certainly deduce the same via a numerical procedure
as outlined in Chapter 2.
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CHAPTER 4
A GEOMETRICALLY EXACT RODMODEL INCLUDING IN-PLANE
CROSS-SECTIONAL DEFORMATION
4.1 Introduction and Outline
In this Chapter, a novel approach for nonlinear, three dimensional deformation
of a rod is presented that allows in-plane cross-sectional deformation. The ap-
proach is based on the concept of multiplicative decomposition, i.e., the defor-
mation of a rod’s cross-section is performed in two steps: pure in-plane cross-
sectional deformation followed by its rigidmotion. This decomposition, in turn,
allows straightforward extension of the special Cosserat theory of rods (hav-
ing rigid cross-section) to a new formulation that also allows in-plane cross-
sectional deformation. A complete set of static equilibrium equations along
with the boundary conditions necessary for analytical/ numerical solution of
the aforementioned deformation problem is then derived. A variational ap-
proach to solve the relevant boundary value problem is also presented. Later
symmetry arguments are used to derive invariants of the objective strain mea-
sures for transversely isotropic rods as well as for rods with inbuilt handedness
(hemitropy) such as dna, carbon nanotubes etc. The invariants derived impose
restrictions on the form of the strain energy density leading to a simplified form
of quadratic strain energy density that exhibits some interesting physically rel-
evant coupling between the different modes of deformation. The outline of this
Chapter is as follows. In Section 4.2, the kinematic assumptions used in the
proposed theory are discussed in detail and the objective strain measures are
further derived. In Section 4.3, a complete set of equilibrium equations are de-
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rived along with the necessary boundary conditions in order to analytically/
numerically solve for an equilibrium configuration. Physical description of the
stress resultants corresponding to the new cross-sectional strain measures are
also provided. This is followed by a variational formulation to solve the balance
equations in Section 4.4. Section 4.5 determines restrictions on the 2nd partials
of the strain energy density due to application of strong ellipticity from the 3-d
continuum theory. In Section 4.6, the concept of material symmetry is applied
to derive invariants of the objective strain measures which facilitates in deriv-
ing the most general expression for quadratic strain energy in Section 4.7. This
is carried out for both transversely isotropic and hemitropic rods. Strong ellip-
ticity is again applied on this specific form of energy density to find additional
constraints on the parameters involved. Section 4.8 concludes this Chapter.
4.2 Kinematic Assumptions and the Objective StrainMeasures
Let {e1, e2, e3} denote a fixed, right-handed, orthonormal basis for R
3 and X ≡
( ˜X, s) denote the coordinate of a material point of a rod in its straight state refer-
ence configuration while x denote the coordinate in the deformed configuration
of a material point lying at X in the reference configuration. Here ˜X ≡ (X1,X2)
denotes cross-sectional coordinates while s denotes arc-length of the centerline
of a rod lying along e3 in its straight state reference configuration. In this Chap-
ter, the Greek symbol α runs from 1 to 2 unless specified. Furthermore, unless
mentioned otherwise, repeated Latin indices sum from 1 to 3 while repeated
Greek indices sum from 1 to 2.
As mentioned earlier, in addition to rigid body motion, a cross-section is also
53
allowed to undergo in-plane cross-sectional deformation with a restriction that
any straight line element in a cross-section remains straight even when de-
formed. Out of plane deformation such as warping is not allowed. The de-
formation map can now be written as:
x(X) = r(s) + Xαdα(s) (4.1)
Here r(.) represents displacement of the centerline of a rod while dα represents
the two cross-sectional directors. The two directors dα spanning a cross-section
are allowed to become non-orthogonal after deformation. To facilitate this, the
deformation map for the directors can be written as:
di(s) = R(s)U(s)ei, for i = 1 to 3 (4.2)
The mapping (4.2) is decomposed as a product of 3-d rigid body rotation of
a cross-section (R) and in-plane cross-sectional deformation (U). Here U has a
special matrix form in the given coordinate system as shown in (4.4). This form
lets the third director d3 to be unit-normed and perpendicular to the other two
directors. It may be noted that the cross-sectional directors dα track the defor-
mation of two line elements in the cross-section of a rod that are orthonormal
in the straight state reference configuration (possibly the two principal axes)
while the director d3 is fictitious in nature and does not necessarily track any
material line element. However, as illustrated in Fig.4.1, this decomposition as
introduced in (4.2) is not unique. In order for the directors to attain the final de-
formation stage, only the product RU needs be fixed while R and U themselves
could be arbitrary upto any rotation about an axis perpendicular to the rod’s
cross-section. For example RU = (RQ)(QTU) where Q is any arbitrary rotation
of a cross-section about an axis perpendicular to it (twisting of a rod). It should
be mentioned that this arbitrariness associated with multiplicative decomposi-
tion also occurs in the theory of elastoplasticity [36] and in the theory of tissue
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Figure 4.1: A typical cross-section of a rod undergoing in-plane cross-
sectional deformation followed by rigid rotation: two possible
decompositions
growth [19]. Here this arbitrariness is removed by choosing U to be symmetric
(top of Fig.4.1). This choice of R and U, which also corresponds to the unique
polar decomposition of the “deformation gradient” of a cross-section, further
allows convenient application of material symmetry in a later section. With the
aid of Fig.4.1 one can now write:
x(X) = r(s) + XαR(s)U(s)eα (4.3)
The matrix form of U, as shown below, is symmetric and positive definite.
U(s) =

a(s) c(s) 0
c(s) b(s) 0
0 0 1

(4.4)
From expression (4.3), the shape of a deformed cross-section is only determined
by the XαUeα part of the mapping since r and R only allow rigid translation
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and rigid rotation, respectively, of a cross-section. The tensor U being sym-
metric, its eigenvectors define the two directions along which a cross-section
stretches maximally or minimally (the magnitude of the stretch depends on the
respective eigenvalue). In particular, this allows a circular cross-section to be-
come an ellipse with its axes alligned along the eigenvectors of U. Thus, com-
ponents of U (as shown in (4.4)) define the shape of a deformed cross-section.
Here c is a scalar representing in-plane cross-sectional shearing or “degree of
non-orthogonality” of the cross-sectional directors. Orientation of the axes of
ellipses (in case of initially circular cross-sections) is also governed by c. In case
when c is zero, a and b are the scalars that represent stretching of the two cross-
sectional directors. The discarded non-symmetric choice for the matrix form of
U, corresponding to the bottom of Fig.4.1, is shown below for completeness.
U(s) =

a(s) c(s) 0
0 b(s) 0
0 0 1

(4.5)
Now the deformation gradient can be written as:
F ≡ ∇x =
[
r′ + Xα{R′U + RU′}eα
]
⊗ e3 + RUeα ⊗ eα (4.6)
or
F = R
[
v ⊗ e3 + Xα{KU +U′}eα ⊗ e3 +Ueα ⊗ eα
]
(4.7)
Here v = RT r′ is a 3-vector, the first two components of which represent shear
while the third component represents axial stretch, K = RTR′ is a skew sym-
metric matrix whose axial vector k is a 3-vector, the first two components of
which represent components of local curvature while the third component rep-
resents twist. It should be mentioned though that unlike in the case of the spe-
cial Cosserat rod theory, here the shears vα are not the components of r
′ along
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the cross-sectional directors dα but rather along Reα. The same applies to the
first two components of the axial vector k.
From expression (4.7), it may be seen that the objective part of the deformation
gradient F depends on the following quantities: v,KU,U,U′. Hence they also
define the objective strain measures. Let us define z =

a
b
c

and z′ =

a′
b′
c′

. Hence
v and k denote the usual bulk strains as in the Cosserat rod theory while z and
z′ denote the new strain measures corresponding to in-plane cross-sectional de-
formation. Local injectivity of the deformation gradient (det(F) > 0) puts restric-
tion(s) on the range of values the objective strain measures can take. To find
the restriction(s) explicitly, the deformation gradient F from expression (4.7) is
written in matrix form below:
F = R

a c ∗
c b ∗
0 0 e

, where, e = X1(ck1 − ak2) + X2(bk1 − ck2) + v3 (4.8)
Here ‘*’ denotes the matrix components whose explicit expressions are not
required for application of local injectivity. At the origin of a cross-section
(X1 = X2 = 0), local injectivity thus implies v3(ab − c2) > 0. For hollow rods
which have no material point at the origin of a cross-section, the same condition
can be derived by invoking injectivity at two points on the cross-section sym-
metrically placed about the origin. As the axial stretch v3 > 0, local injectivity
physically implies that the directors must form a right-handed triad even when
deformed.
Invoking hyperelasticity and material objectivity, one can write down the ex-
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pression for strain energy density per unit of undeformed length as:
W(s) =
∫
Ω
˜W(F, s)dΩ
=
∫
Ω
˜W(v,KU,U,U′, s)dΩ
= Φ(v,k, z, z′, s)
(4.9)
Here Φ(.) is the strain energy density expression obtained by integrating over
the cross-section Ω of a rod.
4.3 Equations of Equilibrium and the Required Boundary Con-
ditions
From the previous section, the total number of unknown field variables is found
to be 9: 3 corresponding to the centerline displacement r, 3 corresponding to
rigid rotation of the cross-section R and 3 for in-plane cross-sectional deforma-
tion z. Thus one needs a total of 9 equations. The first 6 are the usual linear
momentum balance and the angular momentum balance equations as in the
special Cosserat rod theory. They are found to have the same form as in the
special Cosserat rod theory and are shown below.
LMB : n′ + f = 0
AMB : m′ + r′ × n + g = 0
(4.10)
Here n = R∂Φ
∂v
and m = R∂Φ
∂k
denote the internal contact force and the internal
moment respectively acting at a cross-section, while f and g denote the dis-
tributed force and the distributed couple per unit of undeformed length respec-
tively, acting along the length of a rod. These six ordinary differential equations
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(ODEs), being of 2nd order in the kinematic field variables, require a set of 12
boundary conditions which may be prescribed either through the values of r, R
or through the values of n,m at the two ends of a rod. It may be mentioned that
these six equations could get coupled to the remaining three equations (to be
derived below) through the constitutive laws of a rod or through the boundary
conditions.
To derive the remaining three equations, let us first find the stress resultants
conjugate to the in-plane cross-sectional strains z and z′. An expression for the
time rate of change of the deformation gradient F is shown below.
˙F = ˙RRTF + R[v˙ ⊗ e3 + Xα{ ˙KU +K ˙U + ˙U′}eα ⊗ e3 + ˙Ueα ⊗ eα] (4.11)
If P is the 1st Piola-Kirchoff stress tensor, then the rate of change of strain energy
per unit of undeformed length equals:
˙W =
∫
Ω
P : ˙FdΩ
=
∫
Ω
tr{PFT ˆW} + Rv˙ ·
∫
Ω
Pe3 + R ˙k ·
∫
Ω
(XαRUeα × Pe3)
+ ˙U
′
eα · R
T
∫
Ω
XαPe3 − ˙Ueα ·
{
k × RT
∫
Ω
XαPe3 − RT
∫
Ω
Peα
} (4.12)
The 1st term involving the trace operator vanishes since PFT is a symmetric ten-
sor proportional to the Cauchy stress tensor while ˆW = ˙RRT is a skew symmetric
tensor. Further noting that Pei is the traction acting on a plane whose normal
points towards ei, one can write down the strain energy rate in a simplified form
as:
˙W = n · Rv˙ +m · R ˙k +Q1a˙
′
+Q2 ˙b
′
+Q3c˙
′
+ q1a˙ + q2
˙b + q3c˙ (4.13)
Here Qi and qi are the stress resultants cojugate to the in-plane cross-sectional
strains. Assuming hyperelasticity and using (4.9), the strain energy rate can also
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Figure 4.2: A pictorial representation of the tractions generating the stress
resultants conjugate to the in-plane cross-sectional strain mea-
sures
be wrritten as:
˙W = R
∂Φ
∂v
· Rv˙ + R
∂Φ
∂k
· R ˙k +
∂Φ
∂a′
a˙′ +
∂Φ
∂b′
˙b
′
+
∂Φ
∂c′
c˙′ +
∂Φ
∂a
a˙ +
∂Φ
∂b
˙b +
∂Φ
∂c
c˙ (4.14)
Comparing (4.13) and (4.14), it is observed that the stress resultants can be repre-
sented in terms of derivatives of the strain energy density function Φ(.). Expres-
sions for Qi and qi are shown below now along with their physical meanings,
which have been derived upon comparing (4.12) and (4.13).
Q1 =
∫
Ω
X1e1.
(
RTPe3
)
(4.15)
Thus Q1 is the X1-weighted integral of the shear traction acting on a cross-
sectional plane along the e1 direction and is a penalty/ stress resultant conjugate
to a′.
Q2 =
∫
Ω
X2e2.
(
RTPe3
)
(4.16)
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Q2 has the similar physical meaning as Q1 above. Fig.4.2(a) and 4.2(b) show the
shear tractions responsible for generating Q1 and Q2 respectively.
Q3 =
∫
Ω
X1e2.
(
RTPe3
)
+ X2e1.
(
RTPe3
)
(4.17)
The 1st term in Q3 above corresponds to the twisting moment generated due to
shear traction acting along the e2 direction while the 2nd term corresponds to the
twisting moment generated due to shear traction acting along the e1 direction.
In order to obtain the net twisting moment, the 2nd term should have a negative
sign but the net resultant would then correspond to the stress resultant conju-
gate to twisting of a cross-section. As Q3 is conjugate to c
′, the positive sign for
the 2nd termmakes sense as they together act against any non-uniformity in the
in-plane cross-sectional shear (non-orthogonality of the directors dα) along the
length of a rod. Fig.4.2(c) illustrates the same pictorially.
From the definition of Qi, they represent the first moments of shear traction act-
ing on a cross-sectional plane. Clearly, if the shear traction in a cross-sectional
plane is distributed in such a way that the net shear force can be placed at the
centroid of a cross-section, then all Qi would vanish. This is somewhat related to
the concept of shear center but not equivalent. To be more precise, coincidence
of the shear center and the centroid of a cross-section does not mean vanishing
of any of the three Qi.
Next, we have
q1 = −e1 ·
{
k × RT
∫
Ω
X1Pe3
}
+
∫
Ω
e1.
(
RTPe1
)
(4.18)
The 1st term in the expression for q1 above is of higher order for small enough
strain values and may be neglected. Interpretation of the 2nd term is more in-
teresting. In particular, as illustrated in Fig.4.2(d), the normal traction or the
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e1-component of the traction acting on a plane perpendicular to the e1 axis is
now being integrated. Although this normal traction does not act on the cross-
sectional plane, it is being integrated over the cross-sectional plane. This is a
little strange but careful reflection reveals that this normal traction should ac-
tually be integrated over the volume between two neighboring cross-sections
which are apart by an infinitesimal length. But in order to get the strain energy
rate per unit of undeformed length, one needs to divide by this infinitesimal
length and hence the entire process is equivalent to integration over the surface
of a cross-section.
q2 = −e2 ·
{
k × RT
∫
Ω
X2Pe3
}
+
∫
Ω
e2.
(
RTPe2
)
(4.19)
q2 has similar meaning as q1 above and is illustrated in Fig.4.2(e).
q3 = −
[
e2 ·
{
k × RT
∫
Ω
X1Pe3
}
+ e1 ·
{
k × RT
∫
Ω
X2Pe3
}]
+
∫
Ω
[
e2.
(
RTPe1
)
+ e1.
(
RTPe2
)] (4.20)
Here again the 1st two terms are of higher order while the remaining terms are
of importance for small strain conditions. Instead of integrating the normal trac-
tion as for q1 and q2, the shear tractions acting on the e1 and e2 plane are now
being integrated. As illustrated in Fig.4.2(f), these shear tractions try to change
the angle between the two cross-sectional directors, thus they generate in-plane
cross-sectional shear.
Below one of the new equilibrium equations is derived by differentiating Q1
and using the 3-d equilibrium equation (Pei),i + ρ0b = 0. Here ρ0 is the density
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of the 3-d continuum while b is the body force per unit of undeformed volume.
Q′1 = e1 ·
[
−k × RT
∫
Ω
X1Pe3 + RT
∫
Ω
X1 (Pe3),3
]
= e1 ·
[
−k × RT
∫
Ω
X1Pe3 − RT
∫
Ω
X1
{
(Peα),α + ρ0b
}]
= e1 ·
[
−k × RT
∫
Ω
X1Pe3 + RT
∫
Ω
Pe1
]
− e1 · R
T
[∫
∂Ω
X1Pν +
∫
Ω
X1ρ0b
]
(4.21)
or,
Q′1 − q1 + r1 = 0 (4.22)
Here ν is an outward normal to ∂Ω, the lateral surface of a rod, while r1 = e1 ·
RT
[∫
∂Ω
X1Pν +
∫
Ω
X1ρ0b
]
is the distributed “force” per unit of undeformed length.
By definition, in the absence of body force and lateral traction, r1 would vanish.
It should be noted that (4.22) is an ODE of 2nd order in a and hence it requires
two additional boundary conditions whichmay be provided through the values
of a and/or Q1 at the two ends of a rod. The remaining two equations are of the
same form as (4.22) and are shown below:
Q′2 − q2 + r2 = 0 (4.23)
Q′3 − q3 + r3 = 0 (4.24)
Here r2 = e2 ·R
T
[∫
∂Ω
X2Pν +
∫
Ω
X2ρ0b
]
while r3 = e2 ·R
T
[∫
∂Ω
X1Pν +
∫
Ω
X1ρ0b
]
+ e1 ·
RT
[∫
∂Ω
X2Pν +
∫
Ω
X2ρ0b
]
.
If we write Q =

Q1
Q2
Q3

, q =

q1
q2
q3

and r =

r1
r2
r3

, the three additional equations
can be written in compact form as:
Q′ − q + r = 0
or,
(
∂Φ
∂z′
)′
−
∂Φ
∂z
+ r = 0
(4.25)
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Thus (4.10) and (4.25) together constitute a complete set of nine 2nd order ordi-
nary differential equations necessary to solve for the 9 unknown field variables.
It also requires a total of 18 boundary conditions. The set of ODEs can be con-
veniently solved numerically using a slightly modified version of the numerical
scheme presented by Healey & Mehta [29].
Assuming (a) there is not much of non-uniformity in the cross-sectional strains
so that z′ could be assumed to be negligible all along the length of a rod and
further (b) lateral traction and body forces are absent so that the cross-sectional
deformation could be unrestrained, then the first and last terms from equations
(4.25) would drop out and equations (4.25) would reduce to the algebraic equa-
tions:
∂Φ
∂z
≈ 0 (4.26)
Thus the extra differential equations (4.25) would not be needed to solve for
the cross-sectional deformation but only the algebraic equations (4.26) would
be needed along with the equations of linear and angular momentum balance
(4.10). Similar assumptions were made for determining the cross-sectional de-
formation in the work of Hodges [30, 31, 32].
4.4 Variational Formulation to Solve the System of ODEs
Equations (4.10) and (4.25) being of 2nd order, the basic unknowns r(s), R(s) and
z(s) must lie in the space of C2 functions. In order to relax this requirement as
well as for numerical convenience, a weak form of the equilibrium equations is
derived which enables the unknowns to lie in a relatively weaker space of C1.
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R(s), being a SO(3) map, can also be realized as rotation about an axis by a
certain angle. Let θ(s) be a vector which is directed along this axis of rotation
and let |θ| denote the angle of rotation. Further, let Θ(s) be a skew symmetric
matrix whose axial vector is θ(s). Then, R(s) = exp(Θ(s)). Assuming absence of
lateral traction or body force, one arrives at the following “spatial” weak form:
G ≡
1∫
0
n′ · η0 +
(
m′ + r′ × n
)
· ψ +
(
Q′ − q
)
· λ ds (4.27)
Here, η (s) ≡ (η0 (s) ,ψ (s) , λ (s)) are the admissible test functions (arbitrarily
smooth). η0 and ψ correspond to smooth variations of r and θ respectively,
whereas λ corresponds to smooth varitaion in the cross-sectional strain mea-
sure z. Depending on the boundary conditions, these test functions may vanish
at the boundary. Upon integration by parts, one gets:
G ≡
1∫
0
[
n ·
(
η′0 − ψ × r
′)
+m · ψ′ +Q · λ′ + q · λ
]
ds −
(
n · η0 +m · ψ +Q · λ
) ∣∣∣∣1
0
(4.28)
The boundary terms in the expression (4.28) do not show up in case of Dirichlet
problems (or free boundary problems) as the admissible smooth test functions
(or the stress resultants) vanish at the boundary in such cases. It should be
noted that the boundary terms in the expression (4.28) could render DG, the lin-
earized part of G or the tangent stiffness operator, non-symmetric in the case of
non-conservative problems [35, 54].
In order to linearize the weak form, let:
φ(s) =
(
r(s) + 4r(s), exp(4θ(s))R(s), z(s) + 4z(s)
)
be the perturbed configu-
ration of a rod about any configuration φ(s) =
(
r(s), R(s), z(s)
)
. Hence, using
Taylor’s expansion:
G(φ , η) = G(φ, η) + DG(φ, η)
[
4φ
]
+ o (|4φ|) . (4.29)
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The discrete form of expression (4.29) formed via the finite element procedure is
convenient for numerical computation of static equilibria through Newton’s it-
eration method. Below an expression for the tangent stiffness operator is shown
whose derivation follows along the lines of Simo & Vu-Quoc [54]. Following
their notation [54], let us define:
˜C(9×9) =

∂2Φ
∂v2
∂2Φ
∂v∂k
∂2Φ
∂v∂z′
∂2Φ
∂k∂v
∂2Φ
∂k2
∂2Φ
∂k∂z′
∂2Φ
∂z′∂v
∂2Φ
∂z′∂k
∂2Φ
∂z′2

, Π(6×6) =

R 0
0 R
, ET(6×6) =

1 dds r
′×
0 1 dds

Cz(9×3) =

∂2Φ
∂v∂z
∂2Φ
∂k∂z
∂2Φ
∂z′∂z

, C(12×12) =

˜C Cz
CzT ∂
2
Φ
∂z2

Thus:
DG(φ, η) [4φ] ≡
1∫
0

EΠ 0(6×3) 0(6×3)
0(3×6) 1 dds 1
C

EΠ 0(6×3) 0(6×3)
0(3×6) 1 dds 1

T
4φ · η
+

0 −n×
0 −m×


4r0
4θ0
 · ET

η0
ψ
 +
(
n × 4r′0
)
· ψ ds
(4.30)
The tangent stiffness operator (4.30) resembles structurally, to a large extent, the
one presented by Simo [54] for Cosserat rod theory and hence the numerical
scheme presented there can easily be extended and adopted for the proposed
theory.
For convenience, the linearization of the boundary terms is not shown in the
expression (4.30) above. Further, upon substituting η = 4φ in expression (4.30),
one obtains the 2nd variation of the total potential energy associatedwith the rod,
eigenvalues of which contain stability information. As shown later, strong ellip-
ticity guarantees positive definiteness of the matrix ˜C ensuring well-posedness
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of the strong form of the equilibrium equations (4.10) and (4.25). Positive defi-
niteness of ˜C is also a necessary (but not sufficient) condition for an equilibrium
configuration to be stable [35]. This is also known as Legendre’s Condition in
the calculus of variations pertaining to a necessary condition for a quadratic
functional to be non-negative [16].
4.5 Strong Ellipticity
From 3-d continuum theory, strong ellipticity implies positive definiteness of the
elasticity tensor along any rank-1 direction. In mathematical form it implies:
[
a ⊗ b
]
·
∂2 ˜W
∂F2
(.) · [a ⊗ b] ≥ 0 ∀ a, b , 0 (4.31)
Upon using (4.9):
∂Φ
∂vi
≡
∫
Ω
∂ ˜W
∂F
(F) : ∂F
∂vi
ds
≡
∫
Ω
∂ ˜W
∂F
(F) : [Rei ⊗ e3] ds
and,
∂2Φ
∂vi∂v j
≡
∫
Ω
[Rei ⊗ e3] ·
∂2 ˜W
∂F2
(F) · [Rei ⊗ e3] ds
(4.32)
Similarly, one can form 2nd partials of Φ(.) with respect to the other strain mea-
sures. If we now choose a = liRei + miRei × XαRUeα + n1X1Re1 + n2X2Re2 +
n3 {X1Re2 + X2Re1} and b = e3, then, upon a lengthy but straightforward alge-
braic manipulation [26], one can show that:
∫
Ω
[
a ⊗ b
]
·
∂2 ˜W
∂F2
(.) · [a ⊗ b]dΩ =

l
m
n

T 
∂2Φ
∂v2
∂2Φ
∂v∂k
∂2Φ
∂v∂z′
∂2Φ
∂k∂v
∂2Φ
∂k2
∂2Φ
∂k∂z′
∂2Φ
∂z′∂v
∂2Φ
∂z′∂k
∂2Φ
∂z′2


l
m
n

≥ 0, ∀ l, m, n , 0
(4.33)
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Thus, the associated matrix in (4.33)(defined as ˜C in the preceding section)
should be positive definite at all values of strain measures. It should be noted
that strong ellipticity does not put any restriction on partials of Φ(.) with respect
to z. However, as shown later, one does get additional restrictions on partials
of Φ(.) with respect to z at the straight state reference configuration. This puts
additional restrictions on the quadratic form of the strain energy density (usu-
ally valid for small strain conditions) for which the matrix of 2nd partials of Φ(.)
with respect to the strain measures is constant, i.e., the matrix C (defined in the
preceding section) is independent of the current strain values.
4.6 Material Symmetry
Now material symmetry of a rod is exploited to extract invariants of the ob-
jective strain measures which put restrictions on the form of the strain energy
density Φ(.). For comprehensive treatment of material symmetry applied to the
special Cosserat rod theory, please refer to [28].
4.6.1 Hemitropy
For chiral rods with inbuilt handedness and having a straight state stress free
reference configuration, the relevant material symmetry group contains all the
proper orthogonal rotations with the axis of rotation aligned along the rod’s
axis (typically e3). Such rods are also called hemitropic [27, 50]. Hemitropy
thus implies that for all proper Q ∈ O(2) preceding a given deformation gra-
dient F, the strain energy density remains unchanged. In matrix form Q =
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
cos(θ) −sin(θ) 0
sin(θ) cos(θ) 0
0 0 1

, which denotes rotation by an angle θ about the e3 axis. Let
us see how the deformation gradient and hence the objective strain measures
transform under this pre-rotation.
x→ r(s) + XαR(s)U(s)Qeα
F→ R
[
v ⊗ e3 + Xα{KUQ +U′Q}eα ⊗ e3 +UQeα ⊗ eα
]
or, F→ RQ
[
QTv ⊗ e3 + Xα{QTKUQ +QTU′Q}eα ⊗ e3 +QTUQeα ⊗ eα
]
(4.34)
Please note that it is difficult to deduce invariants of KU as a single entity since
KU is a full 3×3 non-symmetric matrix while Q corresponds to all rotations
restricted to the e1-e2 plane. One can however deal with K and U separately.
It is possible though that one may miss some invariants of KU that cannot be
found when K and U are dealt with separately. But, the advantage of having
picked the director d3 perpendicular to the cross-section as well as picking a
symmetric choice for U earlier can now be seen. The first choice leads to a form
of U and U′ where their restriction to the e1-e2 plane is decoupled from the e3
axis and hence use of the symmetry group of Q restricted to rotations in the
e1-e2 plane gets easier to handle. Having a symmetric form of U and U
′ further
helps in using standard results. Now, under the rotationQ:
• v→ QTv
• KU→ QTKUQ ≡ QTKQQTUQ
– K→ QTKQ or k→ det(Q)QTk (see [28] for details)
– U→ QTUQ
• U′ → QTU′Q.
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Define h =

v1
v2
, s =

k1
k2
,H =

a c
c b
, S =

a′ c′
c′ b′
,Q =

cos(θ) −sin(θ)
sin(θ) cos(θ)
.
Thus for all θ ∈ [0, 2pi]: h → QTh, s → QTs, H → QTHQ, S → QTSQ, v3 →
v3, k3 → k3.
So, we have two vectors h, s and two symmetric tensors H, S that rotate or
transform through the same rotation tensor Q. The invariants corresponding to
the two vectors h and s are their respective norms, their dot-product and cross-
product, i.e., h · h, s · s, h · s, (h × s) · e3.
From standard results of linear algebra, invariants of a second-order symmetric
tensor in R2 underO(2) are its trace and determinant. Thus, for the two second-
order symmetric tensorsH and S, the invariants are: tr(H), tr(S), tr(HS), det(H),
det(S).
Interestingly, as the two vectors and the two tensors rotate in a similar way, there
are invariants denoting coupling between them, i.e., quadratic inner product of
the vectors with respect to the tensors also remain invariant. These invariants
turn out to be of higher order than the quadratic ones: h ·Hh, h ·Sh, s ·Ss, s ·Hs,
h · HSh ... These invariants are neglected as we limit ourselves to finding an
expression for the quadratic strain energy density in this dissertation.
Thus, following are the invariants of strain measures of quadratic order or be-
low for hemitropic rods: v3, k3, h · h, s · s, h · s, (h × s) · e3, tr(H), tr(S), tr(HS),
det(H), det(S).
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4.6.2 Transverse Isotropy
Let us deduce now the invariants of strain measures for the case of trans-
versely isotropic rods. Here, in addition to all proper rotations about e3, re-
flections about the e1 or e2 axes are allowed. This puts additional constraints
on the invariants already found in the previous subsection. In particular for
Q =

−1 0 0
0 1 0
0 0 1

: v→

−v1
v2
v3

, k→

k1
−k2
−k3

Thus: h · s → −h · s, k3 → −k3. Hence, they must appear either as their even
powers or as their product in the expression for quadratic strain energy den-
sity. All other invariants of quadratic order or below remain unchanged under
reflection. Thus, following are the invariants of quadratic order or below per-
taining to transverse isotropy: v3, k
2
3, h · h, s · s, (h × s) · e3, tr(H), tr(S), tr(HS),
det(H), det(S).
Note that (h · s)2 and (h · s)k3 are invariants of higher order and hence not in-
cluded in the list above.
4.6.3 Flip Symmetry
Let us investigate the ramifications of symmetry transformation under rotation
about the e2 axis, i.e. under the rotation matrix G =

−1 0 0
0 1 0
0 0 −1

. Rods that
are homogeneous in the straight state reference configuration satisfy this sym-
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metry. It is found that all the quadratic invariants remain unchanged except
(h × s) · e3 → −(h × s) · e3, tr(S) → −tr(S) and tr(HS) → −tr(HS). Hence these
invariants must exist as their even powers or in their product form.
But {(h × s) · e3}2 = (h · h) (s · s) − (h · s)2. Hence {(h × s) · e3}2 is no more an in-
dependent invariant [28]. The modified invariants (of upto quadratic order)
satisfying flip symmetry are {tr(S)}2, {tr(HS)}2 and tr(S)tr(HS). Furthermore, the
last two invariants reduce to the first one at the reference configuration.
4.6.4 Quadratic Combinations of Invariants
Based on the results in the previous subsection, for rods satisfying hemitropy
and flip symmetry, the following invariants are of quadratic order or below:
v3, k3, vαvα, kαkα, vαkα, a+b, (a′+b′)2, ab− c2, a′b′− (c′)2, (aa′+bb′+ cc′)2, (a′+
b′)(aa′ + bb′ + cc′) .
For rods satisfying transverse isotropy and flip symmetry, the following invari-
ants are of quadratic order or below: v3, k
2
3, vαvα, kαkα, a + b, (a′ + b′)2, ab −
c2, a′b′ − (c′)2, (aa′ + bb′ + cc′)2, (a′ + b′)(aa′ + bb′ + cc′) .
It is noted again that there are more invariants but of higher order. It will be
interesting to find a complete set of them to deduce strain energy density of
higher order for non-linear material modeling purposes.
72
4.7 Quadratic Expression of Strain Energy Density and Restric-
tions on Parameters Involved
Here expressions for the quadratic form of strain energy density Φ(.) are shown
for both hemitropic and transversely isotropic rods. Its derivation is based upon
Taylor’s expansion (of upto quadratic order in the objective strain measures) at
the stress free straight state reference configuration. The derivation is lengthy
but straightforward and requires careful use of the chain rule since strain energy
density is expressed as a function of the strain invariants while the derivatives
of strain energy density are computed with respect to the objective strain mea-
sures. As this energy expression has been derived at the stress free reference
configuration, the 1st partials ofΦ(.) with respect to the objective strainmeasures
accordingly vanish. It is mentioned again that only the invariants of quadratic
order or below affect this expression. It is for this reason that a complete set
of these invariants were shown in the previous section while leaving the set of
invariants of higher orders incomplete.
73
4.7.1 Hemitropic and Transversely Isotropic Rods
For hemitropic rods satisfying flip symmetry, we have following expression for
the quadratic strain energy density that contains 12 parameters:
Φhemi(.) =12
[
Aκακα + Bκ
2
3 + Cνανα +D(ν3 − 1)2 + 2E(ν3 − 1)κ3 + 2Fνακα+
2G(ν3 − 1)
(
a + b
2
− 1
)
+ 2Hκ3
(
a + b
2
− 1
)
+ I
(
a + b
2
− 1
)2
+
J
{
(a − 1)(b − 1) − c2
}
+ K
(
a′ + b′
2
)2
+ L
(
a′b′ − c′2
) ]
(4.35)
For transversely isotropic rods satisfying flip symmetry, the quadratic energy
expression as shown below contains 9 parameters. The terms corresponding
to coupling between extension and twist, coupling between shear and bending
as well as the one correspoding to coupling between twist and cross-sectional
stretch are absent here as they arise only for chiral rods.
Φiso(.) =12
[
Aκακα + Bκ
2
3 + Cνανα +D(ν3 − 1)2+
2G(ν3 − 1)
(
a + b
2
− 1
)
+ I
(
a + b
2
− 1
)2
+
J
{
(a − 1)(b − 1) − c2
}
+ K
(
a′ + b′
2
)2
+ L
(
a′b′ − c′2
) ]
(4.36)
Physical meanings of the coefficients appearing in the energy expressions (4.35)
and (4.36) are as follows:
• A: bending modulus
• B: twist modulus
• C: shear modulus
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2e
θ
e1
ek
Under Compression
Under Tension 
Bending Bending Axis
  
(a)
(Bending Axis)
(b)
Figure 4.3: Deformation of a cross-section due to bending alone: (a) a rect-
angle becoming trapezoid (b) a circular cross-section with its
bending axis ek
• D: axial stretch modulus
• E: coupling coefficient between extension and twist
• F: coupling coefficient between shear and bending
• G: Poisson coupling between axial stretch and average cross-sectional
stretch
• H: Poisson type coupling between twist and average cross-sectional
stretch
• I: average cross-sectional stretch/ cross-sectional size modulus
• J: cross-sectional area change (of 2nd order) modulus
• K, L: penalty for variation in the cross-sectional strains a, b and c along the
length of a rod
75
4.7.2 Ovalization of Cross-Sections due to Bending
Cross-sections also deform due to local bending of a rod. In this regard, one is
reminded of a rectangular cross-section becoming a trapezoid (ovalization as in
Fig.4.3) from elementary strength of materials. Below is an expression for how
a point on a cross-section ˜X changes its co-ordinate to x˜ due to bending alone.
x˜ =
[
I + µ( ˜X · e⊥k )ek ⊗ ek
]
˜X (no summation in k) (4.37)
Here ek =
kαeα
k21+k
2
2
is the bending axis, e⊥k is perpendicular to it while µ is a pa-
rameter proportional to the local curvature. From expression (4.37), a point on
the cross-section displaces along the bending axis proportional to its distance
from the bending axis. Now, a straight line in the undeformed cross-section no
more remains straight. Thus the model fails to capture this effect accurately. The
model does allow for anisotropic stretching of the cross-section though. In ad-
dition, the cross-sectional strain c can be suitably chosen to orient the resulting
ellipse (in case of initially circular cross-section) to fit optimally with a cross-
section deformed due to bending. Thus, the model can capture ovalization of
a cross-section due to bending in a phenomenological sense. Here, as µ is pro-
portional to the local curvature, the resulting strain developed would also be
proportional to the local curvature. Assuming linearity, the strain energy in-
volved in this effect would then be of quadratic order in local curvature. Thus,
the physical meaning of A in the expressions (4.35) and (4.36) above should be
accordingly modified.
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4.7.3 Cross-sectional Strain c and Poisson’s Ratio
It should be noted that there is no term in the energy expression that explic-
itly depends on c. c basically defines orientation of the deformed (elliptical)
cross-section which in itself is not expected to influence strain energy den-
sity. Furthermore ab − c2, being the determinant of the matrix U, signifies de-
formed area of a rectangle of unit area in the undeformed cross-section. But,
(a − 1)(b − 1) − c2 = (ab − c2 − 1) − (a + b − 2), thus the linearized portion of the
change in area is subtracted from the total area change.
In the context of an isotropic rod (with no lateral traction imposed), when a rod
is stretched axially, it leads to isotropic and “free shrinkage” of its cross-section.
Thus we do not expect q (the corresponding stress resultants) to develop. Math-
ematically it implies ∂Φ
∂a
= 0 or a−1
ν3−1 = −
G
I+J
. This also being the definition of
Poisson’s ratio, G
I+J
defines Poisson’s ratio for isotropic rods.
The term corresponding to coupling between extension and twist has been a
subject of study by several researchers [4, 13, 60]. Extension and twist properties
have also been separately studied in the context of carbon nanotubes [34]. The
term corresponding to Poisson type coupling between twist and cross-sectional
stretch were reported earlier in the context of carbon nanotubes [4] as well as
for tail sheath of bacteriophage T4 [13]. Here this coupling was derived based
on mathematical arguments. Often we also assume a rod to be unshearable but
extensible [35, 7]. In that case, the terms corresponding to C and F would drop
out from expressions (4.35) and (4.36).
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4.7.4 Restrictions from Strong Ellipticity
Now restrictions due to strong ellipticity are shown for the parameters involved
in the quadratic form of strain energy density just derived. As shown in Section
4.5, the matrix ˜C must be positive definite at all values of strain measures, in
particular it implies ˜C is also positive definite at the reference configuration.
Below is an expression for C in matrix form:
Chemi =


C 0 0
0 C 0
0 0 D


F 0 0
0 F 0
0 0 E

[
0
]

0 0 0
0 0 0
G
2
G
2 0

F 0 0
0 F 0
0 0 E


A 0 0
0 A 0
0 0 B

[
0
]

0 0 0
0 0 0
H
2
H
2 0

[
0
] [
0
]

K
4
K
4 +
L
2 0
K
4 +
L
2
K
4 0
0 0 −L

[
0
]

0 0 G2
0 0 G2
0 0 0


0 0 H2
0 0 H2
0 0 0

[
0
]

I
4
I
4 +
J
2 0
I
4 +
J
2
I
4 0
0 0 −J


(4.38)
The matrix Ciso can accordingly be put in matrix form by setting E = F = H = 0
in the expression (4.38). Positive definiteness of ˜Chemi implies:
1. A>0, B>0, C>0, D>0, K> 0, L<0
2. AC-F2 >0
3. BD-E2 >0
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4. K> |L|
We now look at the partials of Φ(.) with respect to zα at the reference configura-
tion.
∂Φ
∂zα
=
∫
Ω
∂ ˜W
∂F
(F) : ∂F
∂zα
ds
=
∫
Ω
∂ ˜W
∂F
(F) : [XαRKeα ⊗ e3 + Reα ⊗ eα] ds (no sum on α)
(4.39)
At F=I (reference configuration), K=0. Therefore:
∂Φ
∂zα
=
∫
Ω
∂ ˜W
∂F
(F = I) : [Reα ⊗ eα] ds (no sum on α)
And,
∂2Φ
∂z2α
=
∫
Ω
[Reα ⊗ eα] ·
∂2 ˜W
∂F2
(F = I) · [Reα ⊗ eα] ds (no sum on α)
> 0 (by strong ellipticity)
(4.40)
For quadratic energy expressions (4.35) and (4.36), this implies I > 0.
It is difficult to deduce restrictions on the coefficient J mathematically but
we imagine a physical experiment where we apply uniform lateral traction
throughout the length of a straight rod such that a+b2 = 1 but a < 1 and b > 1.
Further, no other strain is allowed to develop. If such an experiment can be
performed, it will only activate the term containing J in the strain energy ex-
pression. We expect the strain energy developed to be positive, which implies
J < 0.
4.8 Conclusions
Amathematically consistent extension to standard Cosserat rod theory is devel-
oped that can incorporate in-plane cross-sectional deformation. It is envisioned
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Figure 4.4: Surface deformation of an initially hollow circular cylinder: a =
1 + 0.7 sin(.5pis), b = 1 − 0.7 sin(.5pis), c = 0
that the proposed theory efficiently bridges the gap between rod theory and
cylinderical shell theory, in cases where the effect of warping is negligible. The
proposed theory is applicable to solid rods too.
A limitation of the theory lies in the fact it allows a circular cross-section to only
become elliptical. However, a careful selection of cross-sectional strains a and
b could result in a rather complex shaped wavy deformed surface as shown in
Fig.4.4 (the deformed surface resembles that of a single walled carbon nanotube
deformed by a compressive axial force, as reported in Fig.1 of [49]). We also have
the additional strain measure c to rotate the axes of ellipses along the length of a
rod that could make the deformed surface even more exotic. The most general
form of the quadratic strain energy density was also derived which can be used
by researchers for capturing cross-sectional deformation in dna, nanotubes, col-
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lagen, arteries etc using the one-dimensional model. Restrictions on the param-
eters involved are also derived. A complete set of nine ODEs as well as the
corresponding variational formulations were derived for numerical computa-
tion of equilibrium shapes for the proposed model. A current research project
at Cornell involves using this model to capture deformation (including that of
the cross-section) of carbon nanotubes.
There are several opportunities for future research. In this Chapter, the em-
phasis was only on the quadratic invariants of strain measures. One could find
a complete set of the higher order invariants in order to deduce energy expres-
sions of higher order. As reported by Healey [28], upto quadratic form of strain
energy density, a hemitropic rod is equivalent to rod-like structures having a fi-
nite number of helices such as collagen, dna or carbon nanotubes. But, to derive
higher order energy expressions, one has to use symmetry group (e.g., dihedral-
helical symmetry [28]) pertaining to the specific molecule or nanotube. A spe-
cific example could be to model strain-dependent coupling between extension
and twist as reported by Upamanyu et al. [60] for chiral filaments. One could
also extend the present model for dynamic analysis. This will require deriving
inertia terms for the set of the nine ODEs derived here.
A rod model incorporating only the warping effect was proposed by Simo and
Vu-Quoc [55]. It would be a nice step ahead to bridge the present model with
that of Simo and Vu-Quoc’s in a consistent manner, thus coming up with a more
general rod model.
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CHAPTER 5
ONE-DIMENSIONALMODELING OF DEFORMATION OF
SINGLE-WALLED CARBON NANOTUBES
5.1 Outline
This Chapter is concerned with one-dimensional elastic modeling of a single-
walled carbon nanotube. The outline of this Chapter is as follows. First, param-
eters of the energy expression (4.35) are estimated using the atomistic simulation
data in Section 5.2. In Section 5.3, usefulness of the new rod model proposed in
Chapter 4 is demonstrated as it is able to explain some of the peculiar atomistic
simulation data corresponding to the axial stretching of a SWCNT. A somewhat
unexplored coupling between twist and cross-sectional shrinkage for chiral nan-
otubes is also established. The parameters evaluated from Section 5.2 are then
used to estimate the radial modulus of a carbon nanotube and the estimated
value is further compared with that of a continuum isotropic and thick hollow
tube (having same size as the nanotube) in Section 5.4. Section 5.5 concludes
this Chapter.
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5.2 Estimation of the Rod parameters for a (9,6) SWCNT
For convenience, an expression for the strain energy density (4.35) for chiral
rods is repeated below:
Φhemi(.) =12
[
Aκακα + Bκ
2
3 + Cνανα +D(ν3 − 1)2 + 2E(ν3 − 1)κ3 + 2Fνακα+
2G(ν3 − 1)
(
a + b
2
− 1
)
+ 2Hκ3
(
a + b
2
− 1
)
+ I
(
a + b
2
− 1
)2
+
J
{
(a − 1)(b − 1) − c2
}
+ K
(
a′ + b′
2
)2
+ L
(
a′b′ − c′2
) ]
(5.1)
It contains 12 parameters out of which only the first six (A-F) appear in the spe-
cial Cosserat theory of rods [28]. These parameters were estimated for a (9,6)
SWCNT in [5] but, there the nanotube’s cross-section was assumed to be rigid.
Here we do not assume rigidity of its cross-section and focus on computing
the remaining parameters present in (5.1) (ideally when the rigidity of a cross-
section is relaxed, the first six parameters (A-F) should also be re-evaluated but
this has not been done in the present work). Of the remaining six, four of them
(I-L) are purely related to the cross-sectional deformation while the terms cor-
responding to G and H signify coupling between deformation of a cross-section
with axial stretch and twist respectively. In order to evaluate the parameters
I, J,K and L, a judicious set of deformations is chosen for atomistic simulation
so that none of the other terms in (5.1) are activated. This is definitely desirable
from the perspective of numerics as the final estimates would be less prone to
numerical error. Below we show this desired set of deformations.
1. Gradually first stretch then compress the cross-section of a nanotube uni-
formly along its length such that a = 1 + α , 1 and b = 1. It turns a
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circular cross-section into an ellipse and one can exactly compute where
the atoms should be positioned. Also, atoms should be constrained from
any induced axial stretch (ν3 = 1) or twist (k3 = 0). This strategy will only
activate the term corresponding to the coefficient I in (5.1).
2. Gradually deform the cross-section uniformly along its length such that
a + b = 2 or a = 1 + α and b = 1 − α. (Again, atoms should not be displaced
axially neither be allowed to twist). This activates only the term involving
J.
3. Gradually deform the cross-sections non-uniformly keeping a + b = 2.
Here, a sine function is used to induce non-uniformity during the defor-
mation, i.e., a = 1 + α sin(pis/L0) and b = 1 − α sin(pis/L0), where s is the
arclength of an undeformed unit cell of a nanotube and L0 is the length
of the undeformed unit cell of the same nanotube. This activates only the
terms involving J and L.
4. Gradually deform the cross-sections so that a = b = 1 + α sin(pis/L0). Here,
the cross-sections remain circular. This activates the terms involving I, J,K
and L.
These four sets of simulations, when performed in the same sequence, allows
us to estimate all these four coefficients. It may be mentioned here that the
positions of all the atoms, after the deformation, are already known a priori.
For each of the four simulations, the unit cell of nanotube is deformed incre-
mentally in small steps and for each of these deformation steps, atomistic sim-
ulation data provides us with the associated total inter-atomic energy which is
then compared with the continuum energy expression (5.1) to estimate the acti-
vated parameters. Now we show plots of how these four parameters vary as a
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Figure 5.1: Variation in the Coefficient ’I’ as a function of the Cross-
sectional Strain measure ’a’: simulation #1
function of the deformation steps.
Fig.5.1 shows how the coefficient I varies as a function of the deformation
steps as outlined in simulation #1. As evident from the figure, it shows a higher
value for the compressed regime and a lower value for the stretched regime.
This is due to asymmetry in the energy diagram (Fig.5.2) about the reference
configuration. This is typical of several atomic potentials (e.g. Lennard-Jones)
where stretching of a bond causes less increase in energy than the same amount
of compression does. Clearly, the quadratic energy model (5.1) fails to capture
this effect and a higher order term gets activated even at a small strain level.
Note that a materially linear object with quadratic strain energy density would
have constant (not strain-dependent) coefficients in an energy expression such
as (5.1).
Fig.5.3 shows how the coefficient J varies as a nanotube’s cross-section is de-
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Figure 5.2: Variation in the total inter-atomic energy as the nanotube’s
cross-section is deformed according to simulation #1
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Figure 5.3: Coefficient ’J’ as a nanotube’s cross-section is deformed accord-
ing to simulation #2
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Figure 5.4: Variation in
[
J + pi2L/Z20
]
as a nanotube’s cross-section is de-
formed according to simulation #3
formed according to simulation #2. It may be observed that the quadratic model
fits well upto even 12% strain. Here, a nanotube’s cross-section is stretched as
well as compressed along the two perpendicular directions, thereby cancelling
the effect of asymmetry in energy as associated with simulation #1. The same
pattern is observed even in Fig.5.4 that corresponds to simulation #3. This
shows that the coefficient L also remains constant upto 12% strain. Fig.5.5 cor-
responds to simulation #4. Here, again the asymmetry could be seen just as in
Fig.5.1. It is certainly due to activation of the coefficient I during this simula-
tion. The coefficient K is expected to have symmetric values within the neigh-
bourhood of the reference configuration. It is also expected to remain constant
upto a large strain level (just as the coefficients J and L do) since the coeffi-
cient K corresponds to the energy associated with any non-uniformity in the
strain invariant a + b. Thus, it does not matter whether the bonds are being
stretched or compressed but what matters here is the level of non-uniformity in
this stretch/compression of a bond along the length of a nanotube.
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Figure 5.5: Variation in
[
I + J + pi2(K + L)/Z20
]
as a nanotube’s cross-section
is deformed according to simulation #4
Based on the four simulations, the values of the four coefficients (I - L) at the
straight state reference configuration (strain → 0) are tabulated in Table 5.1. It
may be noted that the signs of of all these coefficients respect the strong ellip-
ticity condition as derived in the preceding Chapter but one of the conditions
(K > |L|) is violated, signalling instability. In the next section another instability
associated due to chirality of this nanotube is shown.
Table 5.1: Values of the coefficients I, J, K and L for a nanotube at the
straight state reference configuration
I 52.5 (hartree/angstrom)
J -17.9 (hartree/angstrom)
K 123.1 (hartree×angstrom)
L -150.4 (hartree×angstrom)
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5.3 Coupling between Axial stretch, Twist and Shrinkage of a
Cross-section for a Chiral Nanotube - Explanation of Cer-
tain Instabilities
Based on the theory proposed in the preceding Chapter, a chiral carbon nan-
otube should show coupling between axial stretch and twist (E), axial stretch
and cross-sectional shrinkage (G) as well as twist and cross-sectional shrinkage
(H). Out of these three, the last coupling mode has not been exploredmuch. The
existence of all these three coupling terms will be established now based on the
atomistic simulation data where a nanotube is axially stretched (no constraint is
imposed on rotation or cross-sectional shrinkage at the two ends). The relaxed
equilibrium configuration obtained shows isotropic (a = b, c = 0) and uni-
form (a′ = b′ = 0) shrinkage of each of the nanotube’s cross-sections. The data
also shows that during the imposed extension on a unit cell of (9,6) SWCNT,
each of the neighboring ”cross-sections” rotate by the same magnitude but in
alternate directions. This is in contrast to the extension-twist coupling behav-
ior in other chiral molecules, such as collagen [15], where all the cross-sections
rotate in the same direction resulting in a finite end to end rotation. Surpris-
ingly, the axial stretch during the imposed extension of a (9,6) SWCNT is also
observed to be non-uniform. These peculiar observations are explained now
based on the theory proposed in the preceding Chapter. The atomistic simula-
tion data should satisfy the following constraints (if continuum theory has to
hold at atomic level):
1. Axial force n3 should be uniform throughout the length of a nanotube,
i.e., ∂Φ
∂ν3
= constant ⇒ (a) D(ν3 − 1) + Eκ3 + G(a − 1) = constant and (b)
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D4ν3 + E4κ3 = 0 since a is found to be uniform throughout the length of a
nanotube. Condition (b) can also be put in the following form:
D
E
= −
4κ3
4ν3
(5.2)
2. Twisting moment m3 should vanish, i.e.,
∂Φ
∂κ3
= 0 ⇒ (a) Bκ3+E(ν3−1)+H(a−
1) = 0 and (b) B4κ3+E4(ν3 −1) = 0. The two conditions can also be written
as:
κ3
(ν3 − 1) = −
E
B
−
H
B
(a − 1)
(ν3 − 1)
and
E
B
= −
4κ3
4ν3
(5.3)
3. No radial stress should develop due to ”free” shrinkage of the cross-
sections, i.e., ∂Φ
∂a
= 0 ⇒ G(ν3 − 1) + Hκ3 + (I+J)(a − 1) = 0. The same can
be written as:
κ3
(ν3 − 1) = −
G
H
−
I+J
H
(a − 1)
(ν3 − 1) (5.4)
Upon comparing (5.2), (5.3) and (5.4), one can show that:
D
E
=
E
B
=
G
H
and
H
B
=
I+J
H
(5.5)
Figures 5.6 and 5.7 have been plotted using the atomistic simulation data corre-
sponding to the average axial stretch of 2.5%. From the top and bottom figures
in Fig.5.6, it can be seen that both twist(κ3) and axial strain (ν3 − 1) are not uni-
form but each of them attain two different values alternately (the two levels are
almost constant along the length). The same alternations between two different
values are seen even for the strain ratios κ3
ν3−1 and
(a−1)
ν3−1 in the top and middle of
Fig.5.7. Further, the bottom of Fig.5.7 shows that the ratio -4κ3
4ν3
is almost con-
stant (except for the fluctuations at the center which is observed to be negligible
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Figure 5.6: Variation in the strains (top: κ3, bottom: (ν3−1)) along the length
of a representative unit cell of a (9,6) SWCNT
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at other levels of imposed average axial stretch) along the length of a unit cell.
This is in agreement with the equations (5.2) and (5.3)(ii). Equations (5.3)(i) and
(5.4) further allow each of the two strain ratios to take two different values as
each of these equations contains two constants. It should be noted that if the
special theory of Cosserat rods (having rigid cross-section) is used (H = 0), then
the equation (5.3)(i) would restrict the strain ratio κ3
ν3−1 to take a unique value.
This illustrates usefulness of the rod model proposed in the preceding Chapter.
Also from equation (5.5), BD − E2 = 0 which violates the convexity condition
derived in the preceding Chapter. It is well known that this violation of con-
vexity can allow weak and discontinuous equilibrium solutions. This explains
why the neighboring cross-sections rotate in the opposite directions. The same
effect could also result from a higher order extension-twist coupling term but it
is noted that this was observed in the simulation data even at the lowest strain
level.
Fig.5.8 shows the ratio E
B
computed in two different ways. As equation (5.3)(i)
has to be satisfied all along the length of a nanotube, this provides us with an
overdetermined system of equations which is solved via least square procedure
to obtain the ratios E
B
and H
B
. Another way to obtain E
B
or D
E
, on the basis of equa-
tions (5.2) and (5.3)(ii), is to take the average value of the ratio −4κ3
4ν3
as plotted
at the bottom of Fig.5.7. As can be seen in Fig.5.8, both the procedures seem
to give approximately the same value for E
B
(for a given average axial stretch)
which is another check on the use of the theory as well as data analysis. Figures
5.8 and 5.9 both show reasonably constant values for the two ratios E
B
≈ −12
and H
B
≈ −42 in the small deformation regime (i.e., low values of average axial
stretch) which further justifies the quadratic model (5.1).
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Equation (5.4) can also be written in a different form to obtain an expression
for the Poisson’s ratio (ν) as follows.
ν = −
(a − 1)
(ν3 − 1) =
G
I+J
+
H
I+J
κ3
(ν3 − 1) (5.6)
Thus for chiral tubes, the Poisson’s ratio is also dependent on the induced twist.
At zero twist, the expression (5.6) reduces to that for isotropic tubes and using
the values already computed, it turns out to be ν ≈ 1242 = .29.
5.4 Estimation of the Radial Modulus for a (9,6) SWCNT and
its Comparison with the Radial Modulus of an equivalent
Continuum Hollow Cylinder
In this Section, we compute the radial modulus for carbon nanotubes, subjected
to uniform pressure. In this scenario, deformation of its cross-section would
also be uniform as well as isotropic (i.e., a = b, a′ = b′ = c = 0). Thus, the radial
modulus can be computed using the energy expression (5.1) as radial modulus =
∂2Φ
∂a2
= I+ J. Plugging in the numerical values already computed in the preceding
Section, we get:
radial modulus = I + J = 34.6 hartree/angstrom ≈ 1.5 e-6 joule/meter (5.7)
As the mean radius of a nanotube is typically taken to be 5.16 angstrom while
its wall thickness is taken to be 3.37 angstrom [5], it may be appropriate to view
it as a thick cylinder. An expression for the radial modulus will now be found
assuming the nanotube to be a thick cylinder. From the previous Chapter, the
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conjugate stress q = ∂Φ
∂a
. As pressure is being applied uniformly, the derivatives
of all the quantities with respect to the arc-length would vanish. Hence, using
the equilibrium equations derived in the previous Chapter (4.25), an expression
for the stress resultant q can be derived as follows:
q = r1 + r2
=
∫
∂Ω
Pν · Xαeα
= −
∫
∂Ω
pν · rν
= −2pi(p
o
r2o + pir
2
i )
(5.8)
Here pi and po are the internal and external pressures, respectively, acting on
a nanotube. Now assuming small strain conditions, the radial modulus can be
defined as:
radial modulus ≈
q
a − 1
= −2pi
(p
o
r2o + pir
2
i )
a − 1
(5.9)
Assuming that the nanotube is unrestrained to deform in the axial direction, we
can further assume plane-stress condition. Thus, from 3-d continuum mechan-
ics, we can write an expression for the radial stress in an isotropic (assumption
of isotropy would need to be verified for a chiral tube) cylinder as:
σrr =
E
1 − ν2
[rr + νθθ]
=
E
1 − ν
rr, (rr = θθ, as per the kinematics used in the preceding Chapter)
=
E
1 − ν
(a − 1)
(5.10)
Also the radial stress in a thick cylinder varies as σrr = A+B/r2 where ’A’ and ’B’
are the constants that depend on the internal and external pressures. A straigh-
forward algebraic manipulation shows the average radial stress to be:
〈σrr〉 = −
(p
o
ro + piri)
ro + ri
(5.11)
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Using (5.11) in (5.10), we get:
(p
o
ro + piri)
ro + ri
= −
E
1 − ν
(a − 1) (5.12)
Further substituting (5.12) in (5.9), we get:
radial modulus = 2pi r2o
E
1 − ν
(1 + ri
ro
) = 6.25 e-6 (joule/meter, no int. pressure)
= 2pi r2i
E
1 − ν
(1 + ro
ri
) = 3.17 e-6 (joule/meter, no ext. pressure)
(5.13)
The continuum radial modulus computed in (5.13) compares very well with the
radial modulus of the nanotube as shown in (5.7), the latter being based on the
atomistic simulation data.
Furthermore, the axial stretch modulus may be defined as the product of
Young’s modulus of a nanotube (assumed to be 1 terrapascal) and its area of
cross-section. The stretch modulus turns out to be 1.09 e-6 joule/meter. This is
definitely comparable with the radial modulus shown in (5.7). Thus, rigidity of
cross-sections may not be a valid assumption for carbon nanotubes.
5.5 Conclusions
A chiral carbon nanotube was modeled using a new one dimensional rodmodel
that allows in-plane deformation of its cross-section. The parameters of the
strain energy for this rod model were estimated using the atomistic simula-
tion data for a (9,6) carbon nanotube. The model can capture accurately one-
dimensional deformation of nanotubes and hence is much less expensive to
use than a 2-d shell model. It also captures three dimensional deformation
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of a naontube somewhat accurately. A new coupling effect between twist and
shrinkage of a cross-section is also estabilished for chiral tubes. The model is
also able to explain some of the peculiar behaviors such as (i) rotation of the
neighboring cross-sections in alternate directions (ii) oscillation of the strains
such as twist and axial stretch between two different levels.
An important next step is to re-evaluate the remaining paramters correspond-
ing to the special Cosserat theory of rods as it is found that the radial modulus
of a nanotube is comparable to its axial stretch modulus. One of the coefficients
(I) is found to be not constant even at very small strain levels. As it signals
activation of a higher order term, it may be important to realize all the higher
order terms that get activated appreciably at ”moderate” strain levels. The car-
bon nanotube investigated here is found to be unstable as it does not obey the
convexity requirements. It is also probably weakly stable in twist-stretch cou-
pled deformation mode. Certainly, this is dependent on the chirality as other
molecules do not exhibit the same. It will be an important step to come up with
a general formulation encompassing tubes of all chirality and then investigate
how stability/instability of a tube depends on its chirality.
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CHAPTER 6
CONCLUSIONS AND FUTUREWORK
We make the following remarks to conclude this dissertation.
• This dissertation is primarily motivated by the need to address theoretical
and computational challenges associated with rods in order to increase its
range of applicability.
• A generalized computational approach to deduce stability of constrained
elastic rods is present in Chapter 2. A new numerical algorithm is pro-
posed that removes the singularity associated with the constraints present
and at the same time maintains its efficiency. It would be an important
step ahead to address the limitations of the algorithm as mentioned in the
concluding remarks of Chapter 2.
• In Chapter 3, a mixed variational principle is proposed for extensible and
unshearable rods. This leads to a reduced set of the equilibrium equations
which would be beneficial for both theoretical and numerical analysis of
such rods.
• A novel extension to the special theory of Cosserat rods is presented in
Chapter 4. This allows in-plane deformation of a rod’s cross-section.
Based on symmetry arguments, the most general expression for its
quadratic strain energy is derived. This model is then used to explain
some of the peculiar behavior of a (9,6) chiral carbon nanotube in Chapter
5. A new coupling between twist and shrinkage of cross-sections is also es-
tablished. Themodel also predicts that the numerical values of its material
parameters (especially the one denoting its chirality) are such that the re-
sulting elasticity tensor is only positive semi-definite. This may imply the
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nanotube to be only weakly stable in the coupled extension-twist defor-
mation mode. Atomistic simulation data also shows co-existence of two
phases: the same was also explained using the new rod model. There is
certainly a potential phase transition problem to be investigated here. It is
envisioned that this new rod model for carbon nanotubes would be more
effective and efficient to study its deformation. The ideas presented could
also be extended to other nanotubes composed of silicon [53] or boron ni-
tride [17].
• An important next step is to extend the rod model developed in Chapter 4
to account for out-of-plane warping of its cross-section [55]. Such a model
would be important for rods with ”open-face” cross-sections where the
effect of warping may be significant. It would also be interesting to de-
duce strain energy density of higher order for the rod model proposed in
Chapter 4 to study material non-linearity.
• A general formulation which can link tubes of all chirality may be a good
idea to pursue. It may further be important to investigate how stabil-
ity/instability of a nanotube is affected as its chirality is varied.
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