Large-Eddy Simulation for wind and tidally driven sea circulation in coastal semi-closed areas. by Galea, Anthony
UNIVERSITA` DEGLI STUDI DI TRIESTE
XXVI CICLO DEL DOTTORATO DI RICERCA IN
ENVIRONMENTAL AND INDUSTRIAL FLUID MECHANICS
Large-Eddy Simulation
for wind and tidally driven
sea circulation in
coastal semi-closed areas
Settore scientifico-disciplinare: ICAR/01
Ph.D. Student: Anthony Galea
Ph.D. Program Director and Thesis Supervisor:
Prof. Vincenzo Armenio
ACADEMIC YEAR 2012/2013
Anthony Galea
Dipartimento di Ingegneria e Architettura,
Universita` degli Studi di Trieste,
P.le Europa 1, 34127,
Trieste, Italy
anthony.galea@phd.units.it
Day of the defence: 23rd April 2014
Signature from head of Ph.D. committee:
ii
Abstract
A novel high-resolution, eddy-resolving numerical model (LES-COAST) is
used to investigate currents, mixing and water renewal in Barcelona harbour
and Taranto bay. These environmental sites are of particular importance
due to the interplay between touristic and commercial activities, requiring
detailed and high-definition studies of water quality within the harbour.
We use Large Eddy Simulation (LES) which directly resolves the anisotropic
and energetic large scales of motion and parametrizes the small, dissipative,
ones. Small-scale turbulence is modelled by the Anisotropic Smagorinsky
Model (ASM) which is employed in presence of large cell anisotropy. The
complexity of the harbour is modelled using a combination of curvilinear,
structured, non-staggered grid and the Immersed Boundary Method (IBM).
Both computation grids and harbour structures are purposely constructed
for these applications by appropriate programs. Boundary conditions for
wind forcing at the free surface and currents at the inlets of the port are
obtained from in-situ measurements (for the case of Barcelona harbour) or
by nesting this numerical model into a coastal model (Taranto bay).
In this dissertation thesis an important modification to LES-COAST is im-
plemented and is proposed as a prototype scheme, namely the possibility
to consider the effect of surface waves in coastal semi-closed areas. Partic-
ularly, a linear formulation of the free surface boundary condition is con-
sidered, which would be able to reproduce the presence of seiches and tides
on the dynamics of the area under investigation. The methodology is val-
idated against analytical solution for a stationary oscillating surface wave
in a simple computational grid.
In both harbours considered, first- and second-order statistics, such as the
mean velocity field, turbulent kinetic energy, and horizontal and vertical
eddy viscosities are calculated and their spatial distribution is assessed. Wa-
ter residence time is also considered for the two coastal semi-closed areas
examined. Finally, the LES solution is validated against available field data.
The study shows the presence of sub-surface elongated rolling structures
(with a time scale of a few hours), contributing to the vertical water mix-
ing. The time-averaged velocity field reveals intense upwelling and down-
welling zones along the walls of the harbours. The analysis of second-order
statistics in these harbours shows strong inhomogeneity of turbulent kinetic
energy and horizontal and vertical eddy viscosities in the horizontal plane,
with larger values in the regions characterized by stronger currents. The
water renewal within the port is quantified for particular sub-domain re-
gions, showing that the complexity of the harbour is such that certain inner
basins of Barcelona harbour have a water renewal of over five days, includ-
ing its yacht marina area, and over seven days for Taranto bay. For the
Barcelona simulation, the LES solution compares favourably with available
current-meter data; it is also compared with a RANS solution obtained in
literature for the same site under the same forcing conditions, the compari-
son demonstrating a large sensitivity of properties to model resolution and
frictional parametrization.
To my nephew Jacques, who sees the sea as a pretty playground.
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1Introduction
Computational fluid dynamics (CFD) is an established tool for predicting fluid flow,
heat transfer, mass transfer, chemical reactions, and related phenomena by solving the
mathematical Navier-Stokes equations, which govern these processes using a numerical
approach. The use of computers to model fluid flow dates back to the 1960s, where
the development of several CFD algorithms for computer simulation of fluid flows in-
cluded Particle-In-Cell (PIC), Fluid-In-Cell (FLIC), Marker-and-Cell (MAC) methods
and Vorticity-Stream function methods. CFD can be developed to specifically study a
certain problem for purely scientific studies, such as the fundamentals of turbulence.
Turbulent flows can be modelled computationally, to predict quantities of interest, such
as fluid velocity. The range of length scales and complexity of phenomena involved in
turbulence make most modelling approaches computationally expensive, limiting the
solution to numerical models to approximate unresolved phenomena.
The main application of CFD is in industrial and environmental areas, to provide
data that is complementary to theoretical and experimental data. Specifically, coastal
problems are often characterised by complex geometry, where shear is typically gen-
erated by bottom friction on tidal currents and wave orbital velocities, as well as by
wind driven current. Important driving mechanisms of the coastal water dynamics are
turbulence and the subsequent mixing. Turbulence is a critical factor in determining
overall water mass circulation through its frictional effects. Also, run-off of freshwater
from river reaches and the presence of estuaries further complicate water dynamics and
mixing.
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1. INTRODUCTION
Harbours are an essential economic source for a wide range of sectors, extending
from leisure to commercial activities. The quantification of water quality and currents
in harbours (especially in large and semi-closed marinas) is of vital importance for
tourist activities and environment within the port, which can be negatively affected
by the lack of water mixing and renewal. In addition to microbe contamination from
urban sources, the development of yacht marinas and berths for cargo freight provides a
challenge against the risk of water contamination, since the presence of ships combined
with shallow water depths can lead to the re-suspension of polluted sediments. The
use of a model to represent circulations inside the port, in response to anthropogenic
stresses and meteorological forcing, is a valuable tool for evaluating rates of water re-
newal and for determining the impact of accidental pollutants. Among other things,
a model can provide in-depth information about the complex harbour hydrodynamics
created by the presence of docks, piers and breakwaters.
The objective of this thesis is to apply an innovative high-resolution numerical sim-
ulation to the harbour of Barcelona and the bay of Taranto, which are of particular
importance due to the interplay between touristic and commercial activities. Recently,
Grifoll et al. (2011) used a hydrostatic Regional Ocean Modelling System (ROMS) that
solves the Reynolds-Averaged Navier-Stokes (RANS) primitive equations to develop
and implement a harbour management system devoted to controlling accidental pollu-
tion in the Barcelona harbour. Also, Umgiesser et al. (2007) used a two-dimensional
finite element model (SHYFEM) to study the hydrodynamics of the bay of Taranto.
Further motivation to investigate the currents and mixing in Taranto bay is due to the
geometric configuration and shallower depths, where the wind forcing and tidal flows
can result in different patterns of the general circulation.
The ultimate goal in this thesis is to use a novel Large Eddy Simulation (LES)
to further investigate currents, mixing and water renewal, under typical conditions of
wind and tidal forcing. The state-of-the-art application of a LES to such complicated
coastal areas is pioneer modelling to analyse water dynamics. The advantage of using
LES over standard RANS-like models is that the large scales of motion are solved
directly, whereas the dissipative smaller scales (sub-grid) are parametrized by a simple
SGS model. This LES methodology, combined with curvilinear high-resolution three
dimensional domains, enables the direct resolution of detailed large scale eddies at
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reasonably low computation costs. The detailed flow obtained from LES can be also
useful in calibrating other RANS-like model for forecasting purposes and enable the
a more accurate study for possible construction of in-harbour/coastal structures. The
LES approach was recently applied to the bay of Muggia (the harbour of Trieste) by
Roman et al. (2010) and Petronio et al. (2013).
Particularly for the implementation of the LES numerical model, the curvilinear
computational grids for both coastal areas in consideration are constructed. The com-
plex harbour geometry is modelled through the immersed body method, where such
structures are generated and merged into the computational domain. The boundary
conditions for wind forcing at the sea surface and currents at the inlets of the port are
obtained from in-situ measurements (for the case of Barcelona harbour) or by nesting
the LES numerical model into a coastal model (Taranto bay). Analysis of the nu-
merical results is carried out based on both instantaneous and time-averaged velocity
fields, including the distribution of turbulent kinetic energy and eddy viscosities. The
water renewal within the port is quantified for particular sub-domain regions to study
in detail the water quality within the harbour. Finally, the LES solution is validated
against available data.
Moreover, modelling the in-harbour surface waves is essential to understand the sea
level variation, particularly in semi-closed areas, and also to improve the modelling of
water circulation under the effect of waves. The goal of this attempt is to propose a new
working prototype scheme for simulating the effect of surface waves. Specifically, this
is done by introducing an additional free surface boundary condition and applying an
innovative scheme for the modelling particular surface waves while keeping a stationary
computational grid. Further work will include the application of this new functional
scheme to complex coastal areas.
This thesis is structured as follows: the numerical method to model turbulent coastal
flows is explained in Chapter 2, in particular the mathematical model used is described
in Section 2.2. The implementation of the free surface condition is introduced and
explained in Chapter 3 where the results of numerical tests of the new scheme and its
validation are discussed in Section 3.4 and 3.5. Finally, the implementation, boundary
conditions analysis and model application to the Barcelona harbour are presented in
Chapter 4; and in Chapter 5 for the simulation in Taranto bay, modelled under wind
3
1. INTRODUCTION
and tidally driven forcing. The main conclusions of this thesis are documented in
Chapter 6 together with discussion of future work following this research.
4
2Numerical Method
2.1 Approaches to predicting turbulent flows
A turbulent flow field is chaotic and dissipative, and is characterised by the presence
of large amount of vorticity and strong mixing, making it an unresolved problem of
classical physics. Turbulence is composed of a spectrum of eddies, that form and break
down continuously in a cascade of energy from the largest vortices to the smallest one,
till their dimension is so small that they simply dissipate into heat because of viscosity.
Due to the non-linearity of the fluid motion equations, the Navier-Stokes equations can
be tackled numerically, particularly through the use of dedicated computerized code
that have in the last years exploited the increasing computational power provided by
advanced technological platforms.
In coastal zones, turbulence is an important mechanism for transporting momen-
tum, temperature and matter. A source of turbulence production is the mean shear
flow which does work on the large-scale motions increasing the turbulent kinetic en-
ergy. In the coastal areas, this mean-shear is usually generated by wind, tidal forcing,
and surface waves. Also, turbulent production may be supplied by baroclinicity under
convective conditions. Destruction of turbulence occurs by viscous dissipation or trans-
formation into potential energy (during stable stratification). The range of turbulent
energy scales is a strong function of the Reynolds number. Figure 2.1 illustrates the
instantaneous flow in a mixing layer (Brown and Rochko, 1974), characterised by large
eddies (whose length scale is L) and small structures of the Kolmogorov scale η.
The distribution of energy over the turbulence scales is often described in terms
5
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Figure 2.1: Visualization of the flow in a mixing layer. [Source: Brown and Rochko
(1974)]
of the wavenumber (or inverse length scale), where the typical energy spectrum of
turbulence is plotted in fig. 2.2 in logarithmic axes. The region at low wavenumber
represents the large-scale of motions of the turbulence, where energy spectrum increases
proportional to k4 and turbulence energy is produced. This region is followed by a peak
corresponding to approximately the integral length scale, L. The peak in the spectrum
is followed by the inertial subrange, a concept introduced by Kolmogorov (1941), where
turbulent energy is cascaded to smaller eddies and transferred to the smaller scales
proportional to k−5/3. In this region, a variety of processes, such as vortex stretching,
contribute in transferring the energy to even smaller scales until it reaches scales small
enough for viscosity to dissipate the energy into the internal energy of the fluid (hence
the term turbulence energy is destroyed).
Before simulating turbulence in coastal areas, a proper discussion of the different
mathematical approaches follows. A Direct Numerical Simulation (DNS) solves the
time-dependent and three-dimensional instantaneous Navier-Stokes equations without
any model for turbulent motions; a method in which all scales of motion of the tur-
bulence flow are computed directly, which includes from the large (energy-containing)
scales to the small (dissipative) scales. The high number of grid points required in a
DNS and the computational cost (estimated to increase as Re3) limit the use of such
numerical approach to flows at relatively low Reynolds numbers and therefore cannot
be applied to coastal scale problems.
By contrast with DNS, in statistical turbulence modelling, the Reynolds-Averaged
Navier-Stokes (RANS) equations are solved (averaging usually done with respect to
time and/or directions of homogeneity) and requires less computational cost. However,
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Figure 2.2: A typical energy spectrum of turbulence.
such models solve the RANS equations with a turbulent closure aimed at parametriza-
tion of the whole range of turbulent scales, computing the mean flow such that all
unsteadiness is averaged out. Thus, the random character of turbulence is represented
statistically (Burchard et al., 2008).
The advantage of Large-Eddy Simulation (LES) over standard RANS-like models
is that the large scales of motion (which play a dominant role in the transport of
momentum, temperature, salinity and pollutants) are solved directly through a three
dimensional unsteady simulation, whereas the small sub-grid scales (SGS), dissipative
and more universal, are parametrized by a simple SGS model, as illustrated in fig. 2.2.
In LES, it is therefore essential to define the quantities to be computed, and this is
done by the application of a low-pass filter to the Navier-Stokes equations, defining
the resolved-scale field as a local average of the complete field. Considering a one-
dimensional notation, we get:
u¯i =
∫
G(x, x′)ui(x
′)dx′, (2.1)
where G(x, x′) is the filter Kernel (a localised function), resulting in ui = u¯i+u
′
i, where
u¯i is the resolvable scale part and u
′
i is the subgrid-scale part. In general, there may be a
connection between the filter width and the grid size used in the numerical calculation.
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The LES for ocean applications were first carried out by Skyllingstad and Denbo
(1995) where a simple Cartesian geometry was considered to study the dynamics of
plumes under convective conditions, followed by Wang et al. (1996) who applied it in
open ocean. Scotti (2010) discusses in a review the use of LES for marine applications.
However applying LES to coastal regions is more complicated due to the computa-
tional grid anisotropy where horizontal length scale can to be of order of few kilometres
whereas the vertical one usually ranges between 10 to 100 metres. This makes the use
of isotropic eddy-viscosity SGS models more challenging, by over-estimating the con-
tribution of the unresolved scales of motion producing over-dissipation which strongly
affects the accuracy of the simulation. In order to overcome this issue due to large
cell anisotropy, a modified anisotropic Smagorinsky model (ASM), proposed by Roman
et al. (2010), is employed, which takes advantage of the two-eddy-viscosity idea bor-
rowed from geophysical fluid dynamics (see Section 2.2.3 for details).
Thus, the ability of giving more turbulence details than RANS and still requiring
less computation cost than DNS, makes LES models a valid tool for coastal flow suited
for turbulence closure to analysis of water dynamics and investigate the physical flows in
complex domains. Furthermore, the use of parallel-architecture supercomputers makes
LES more practical when high detailed analysis are required such as in sea coastal
flow characterised by the interaction between the wind-driven surface current and the
coastline.
2.2 LES-COAST model
In this thesis water mixing and transport in the coastal areas is studied, using a new-
generation model, LES-COAST (Roman et al., 2010): a high-resolution LES model
suited to study closed or semi-closed water basins (for example lakes and ports).
It solves the non-hydrostatic, three dimensional, Navier-Stokes equations, under the
Boussinesq approximation for buoyancy effects related to temperature and salinity vari-
ation along the water column. It was recently used for the analysis of water renewal
and mixing in the industrial harbour of the city of Trieste, Italy (Petronio et al. (2013)).
The LES-COAST turbulence closure makes use of LES methodology, where vari-
ables are filtered through application of a low-pass filter whose width is proportional to
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the cell size, and the subgrid-scale (SGS) momentum, salinity and temperature fluxes
are parametrized through a proper SGS turbulence model. Complex geometric features,
such as coastline and anthropic structures like breakwaters, are treated by combining
curvilinear coordinates with immersed boundaries, according to the technique devel-
oped in Roman et al. (2009b).
2.2.1 The governing equations
The filtered Boussinesq form of the Cartesian Navier-Stokes equations reads as follows:
Continuity Equation:
∂u¯j
∂xj
= 0, (2.2)
Momentum Equation:
∂u¯i
∂t
+
∂u¯iu¯j
∂xj
= − 1
ρ0
∂p¯i
∂xi
+ ν
∂2u¯i
∂xj∂xj
− 2ǫijkΩiu¯k − ρ¯
ρ0
giδi,2 − ∂τij
∂xj
, (2.3)
Conservation of energy of Salinity:
∂S¯
∂t
+
∂u¯jS¯
∂xj
= kS
∂2S¯
∂xj∂xj
− ∂λ
S
j
∂xj
, (2.4)
Conservation of energy for temperature:
∂T¯
∂t
+
∂u¯j T¯
∂xj
= kT
∂2T¯
∂xj∂xj
− ∂λ
T
j
∂xj
, (2.5)
where the over-bar symbol “ ·¯ ” represents filtering operation by the LES methodology,
ui is the velocity component in i-direction (u, v, w) and xi is the i-direction space
coordinate (x, y, z) (in the work presented here, x and z axes represent the horizontal
plane, and y the vertical). t, p, and ν are respectively the time, kinematic pressure
and kinematic viscosity. ρ is the density, with ρ0 as the reference density. Ωi is the
i-component of Earth’s rotation, gi is the i-component of gravity vector and τij is the
SGS stress. S is the salinity (in PSU), T is the temperature (in Kelvin), and kS and
kT are the molecular salt diffusivity and the molecular diffusivity of temperature, with
the terms of λSj and λ
T
j as the SGS salinity and temperature fluxes respectively.
As typical for environmental processes, the Boussinesq approximation is considered
for an incompressible fluid; an assumption correct only if the density anomaly inside
the fluid is only a fraction of the reference density ρ0. Thus, the density variations are
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considered negligible in continuity equation relative to the magnitude of the velocity
gradient. Similarly in momentum equation, where these variations are ignored, except
in the vertical momentum equation, where they affect the motion through the buoyancy
term (gravity). Thus, the density ρ is related to the temperature and salinity through
the state equation:
ρ =
ρT − ρ0
ρ0
= −βT (T − T0) + βS(S − S0), (2.6)
where ρT is the total density and ρ0 the reference density at temperature T0 and salinity
S0. β
T and βS are respectively the expansion coefficients for temperature and salinity.
Figure 2.3: A control volume of the non-staggered grid and the mapping in two dimen-
sions. [Source: Zang et al. (1994)].
The above equations are written in a Cartesian frame of reference. However, coastal
domains are often characterised by a complex geometry and thus, a curvilinear grid
adapts better to such areas, following closely the terrain/coastline. Figure 2.3 shows
an example of coordinates transformation between the physical and the computational
space. LES-COAST solves the curvilinear form of the governing equations using body-
fitted structured grids, in particular, uses a non-staggered-grid layout, where the pres-
sure and Cartesian velocity components are defined at the centre of the grid whereas
the volume fluxes are defined at the mid-point of their corresponding faces of the cell
(see fig. 2.3). Therefore, considering the relation:
∂ui
∂xj
=
∂ui
∂ξk
∂ξk
∂xj
, (2.7)
the governing equations (2.2)-(2.6) are transformed in curvilinear coordinates ξi reading
as:
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Continuity Equation:
∂Um
∂ξm
= 0, (2.8)
Momentum Equation:
∂J−1u¯i
∂t
+
∂Umu¯i
∂ξm
= − ∂
∂ξm
(
∂J−1ξm
∂xi
p¯
)
− ∂τij
∂ξm
∂ξm
∂xi
+
∂
∂ξm
(
νGmn
∂u¯i
∂ξm
)
− 2ǫijkΩiu¯k − ρ¯
ρ0
giδi2,
(2.9)
Advection-diffusion of a scalar C:
∂J−1C
∂t
+
∂UmC
∂ξm
=
∂
∂ξm
(
kGmn
∂C
∂ξm
)
, (2.10)
where ξm (m=1,2,3) are the coordinates in the transformed computational space (ξ, η, ζ),
with J−1 the inverse of the Jacobian or the cell volume. Um represents the volumetric
flux normal to the surface of constant ξm, defined as the product between the con-
travariant velocity and the inverse of the Jacobian. Gmn is mesh skewness tensor.
These quantities are expressed as:
J−1 = det
(
∂xi
∂ξj
)
, (2.11)
Um = J
−1∂ξm
∂xj
uj , (2.12)
Gmn = J−1
∂ξm
∂xj
∂ξn
∂xj
. (2.13)
2.2.2 Discretization
Following Kim and Moin (1985) and Zang et al. (1994) , LES-COAST uses a semi-
implicit fractional step algorithm, accurate to second order both in space and time;
with the Adams-Bashforth method for the explicit terms and the Crank-Nicholson
method for the implicit terms (diagonal diffusive terms) to remove the viscous stability
limit for the time step. Spatial derivatives are approximated with second order cen-
tral differences, except for the advective terms which are treated by a QUICK scheme
(which calculates the face value from the nodal values using a quadratic upwind in-
terpolation) to make the simulation more stable. In LES-COAST the effect of earth’s
rotation is considered through inclusion of the vertical and horizontal background vor-
ticity components as discussed in Salon and Armenio (2011). The discretized equations
become:
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Continuity Equation:
∂Um
∂ξm
= 0, (2.14)
Momentum Equation:
J−1
un+1i − uni
∆t
=
3
2
(Cni +DE(u
n
i ))−
1
2
(
Cn−1i +DE(u
n−1
i )
)
+Ri(p
n+1) +
1
2
(
DI(u
n+1
i + u
n
i )
)
,
(2.15)
where ∂/∂ξm represents the discrete finite difference operators in the computational
space. The superscripts (such as n) represent the time step and Ci represents the
convective terms (see the following equations). Ri is the discrete operator for the
pressure gradient terms whereas DE and DI are the discrete operators representing
respectively the off-diagonal viscous terms (treated explicitly) and the diagonal viscous
terms (treated implicitly). These four quantities are expressed as:
Ci = − ∂
∂ξm
(Umui) , (2.16)
RI = − ∂
∂ξm
(
J−1
∂ξm
∂xi
,
)
(2.17)
DI =
∂
∂ξm
(
νGmn
∂
∂ξn
)
, m = n, (2.18)
DE =
∂
∂ξm
(
νGmn
∂
∂ξn
)
, m 6= n. (2.19)
The momentum equation (eq. 2.15) can be solved by applying the fractional step
method, where it can be split into two steps called predictor and corrector. This
fractional step method and the pressure Poisson equation in curvilinear coordinates are
discussed in greater detail in the next chapter (Section 3.2), followed by a description
of the mathematical formulation for the free-surface movement.
2.2.3 Sub-grid scales (SGS) model
In LES the large eddies are resolved directly as explained in the previous section,
whereas the small sub-grid scales are modelled using an SGS model to approximate the
SGS Reynolds stress τSGS . This τSGS is a local average of the small-scale field which
means that it should be modelled based on the local velocity or on the past history of the
local fluid. The most commonly used SGS model is proposed by Smagorinsky. The idea
behind the model is the assumption that the small scales recover to equilibrium very
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fast after they are perturbed, leading to a balance between the viscous dissipation and
production term in the kinetic energy equation. In the classical Smagorinsky model,
the SGS stresses are expressed as:
τSGS,ij = τij − 1
3
τkkδij = −νSGS
(
∂u¯i
∂xj
+
∂u¯j
∂xi
)
= −2νSGSS¯ij , (2.20)
where S¯ij is the resolved strain rate tensor defined as:
S¯ij =
1
2
(
∂u¯i
∂xj
+
∂u¯j
∂xi
)
. (2.21)
νSGS is the SGS eddy viscosity defined as the product of a length scale C∆, pro-
portional to the grid size, and a velocity scale C∆|S¯|, where C is an empirical constant
and |S¯| is the contraction of the resolved strain rate tensor, i.e. :
νSGS = (C∆)
2 |S¯|. (2.22)
However, as discussed in literature [see Scotti et al. (1993)], this classic SGS Smagorin-
sky model approach is designed for isotropic or nearly isotropic grids, based on the as-
sumption that the small scales tend to isotropy. In moderate-to-strong anisotropic grids
it is difficult to define a single length scale. In particular, setting ∆ = 3
√
(∆x∆y∆z)
leads to an excessive over-estimation of the eddy viscosity in all directions. In coastal
application of LES, in solving the vertical structures and the horizontal large scale
motion (while maintaining the computational cost at reasonable levels), the typical
physical horizontal dimensions are of the order of kilometres whereas the vertical di-
mensions are of the order of 10-100 metres, giving sheet-like cells. An attempt to work
with strong grid anisotropy can be found in Scotti et al. (1993), where the Deardroff’s
equivalent grid scale is multiplied by a function of the aspect-ratio of the grid cell.
The SGS model employed in this project employs the strategy of using different
length-scales in the horizontal and vertical directions respectively, a concept well known
in geophysical fluid dynamics, to reproduce the entire Reynolds stress tensor. Therefore,
the SGS contribution to the resolved field is computed using the anisotropic Smagorin-
sky model (ASM), properly developed for the simulation of coastal flows Roman et al.
(2010), where they show that this model is also suited to work well in conjunction with
wall-layer models and immersed boundaries. In particular, it uses two eddy viscosities,
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Figure 2.4: Variation of optimal empirical constants Ch and Cv with the grid anisotropy.
[Source: Roman et al. (2010)].
one for the horizontal directions and another for the vertical direction, defined as:
νSGS,h = (ChLh)
2|S¯h|, (2.23)
νSGS,v = (CvLv)
2|S¯v|, (2.24)
where Lh = (∆
2
x + ∆
2
z)
1/2 and Lv = ∆y are length scales for horizontal and vertical
direction respectively, Ch and Cv are two empirical constants obtained from the grid
aspect ratio as illustrated in fig. 2.4, and |S¯h| and |S¯v| are respectively the contractions
of the horizontal and vertical parts of resolved strain rate tensor defined as:
|S¯h| =
√
2S¯2
11
+ 2S¯2
33
+ 4S¯2
13
, (2.25)
|S¯v| =
√
4S¯2
12
+ 2S¯2
22
+ 4S¯2
23
. (2.26)
On the contrary of large scale standard ocean models, in the present thesis we show
that the values of the eddy viscosity are not constant as in standard oceanography.
Here, the total horizontal eddy viscosity (νh) and total vertical eddy viscosity (νv) are
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defined as:
νh = νresolved + νSGS,h =
√
〈u′w′〉2 + 〈v′w′〉2√(
∂〈u〉
∂z
)2
+
(
∂〈v〉
∂z
)2 + νSGS,h, (2.27)
νv = νresolved + νSGS,v =
√
〈u′v′〉2 + 〈w′v′〉2√(
∂〈u〉
∂y
)2
+
(
∂〈w〉
∂y
)2 + νSGS,v, (2.28)
where the sum of the resolved part and the SGS eddy viscosity is considered.
This drawback of standard ocean models using crude closure with constant value of
the eddy viscosities is recently discussed by Ramachandran et al. (2013), who explored
the sensitivity of the resolved-scale features in the ASM of Roman et al. (2010) to
the level of SGS dissipation. They observed that standard models are associated with
slower onset of instabilities, inefficient extraction of available potential energy, weakened
cascades and negligible frontogenesis. They concluded that these features are more
realistically reproduced in simulations with an ASM.
2.2.4 Treatment of solid boundaries
When applying the LES-COAST to coastal hydrodynamic modelling, the complexity
of the harbour area is treated by a combination of a curvilinear grid (where the cor-
responding transformed governing equations are discussed in Section 2.2.1) and the
Immersed Boundary Method recently developed by Roman et al. (2009b). Application
of the immersed boundary methodology requires the identification in the computational
grid of fluid nodes, lying in the fluid phase, and solid nodes, located in the solid phase,
as briefly illustrated graphically in fig. 2.5. The complex harbour geometry makes the
use of IBM easier and more efficient with respect to unstructured-mesh solvers, by
reproducing the coastline, docks, jetties, and breakwaters.
Coastal flows are characterized by very high Reynolds number (Re = ul/ν where u
and l are the velocity and length scales, respectively, and ν is the kinematic viscosity).
Therefore, the direct solution of the near-wall, viscous sub-layer is infeasible due to
computational cost (proportional to Re2.5), and unrealistic because a fine resolution
close to the wall is not compatible with the treatment of wall roughness. This problem
is overcome by skipping the direct solution, and parametrizing the near-wall regions
using a “wall function” with different strategies for both body-fitted solid boundaries
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Figure 2.5: Ray tracing method to find the solid nodes in the computational domain:
scheme of the method in two (a) and in three (b) dimensions. [Source: Roman et al.
(2009b)].
and immersed boundaries [see Piomelli (2008) for a general review and Roman et al.
(2009a) for the specific approach used here].
For body-fitted solid boundaries, the logarithmic law of the wall is used at the first
node off the wall:
u+(1) =
1
k
log
(
y+(1)
)
+B, (2.29)
where u+(1) is the tangential velocity at the first grid point off the wall (made non
dimensional with the friction velocity uτ ); k = 0.41 is the von Karman constant; y
+(1)
is the distance from the wall of the first computational mesh point (scaled with the
viscous length-scale ν/uτ ; and B is a coefficient which also includes roughness effects.
The friction velocity, used to compute the wall shear stress, is solved iteratively and
then applied as boundary condition.
The immersed bodies usually do not necessarily coincide with the grid cell faces and
thus the above method cannot be applied for IBM approach. Instead, a novel approach
was proposed by Roman et al. (2009a) where first, through the above log equation and
using the velocity field from the interior, the model calculates the velocity at the first
off-the-wall node (with respect to the immersed boundary). Second, a RANS-like eddy
viscosity is set at the interface between the fluid region and the solid one as νt = kuτy
where y is the distance from the surface of the immersed boundary and the first fluid
node, as described in detail in Roman et al. (2009a).
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2.2.5 Treatment of open boundaries
The boundary conditions imposed at the lateral open boundaries of the computational
domain can vary depending on the individual application. Specifically to our purpose
in this project, when applying the LES-COAST to the harbour areas, the open lateral
boundaries can represent the harbour mouths or the river inlets. Two approaches are
discussed here.
When the LES-COAST is applied to a semi-closed harbour area, the boundary
conditions and fluxes at the open sections of the lateral sides of the computational
domain are supplied by nesting the LES-COAST within large-scale circulation models
(an approach applied in this research for the application to the bay of Taranto as
discussed in Chapter 5). Another approach is the imposition of (constant or time-
varying) fluxes obtained from in-situ measurements close to the inlets (as applied for
the case of Barcelona harbour in Chapter 4). Often, the large-scale simulations have
values with time steps larger than LES, and thus a linear interpolation between two
successive large-scale time steps is carried out for our intermediate LES time steps.
Apart from the time scales issue from nesting LES-COAST, also the difference in
length scales can lead to inaccuracies since fluxes from large-scale simulation might
not include turbulence features. To overcome this issue, a very efficient synthetic re-
construction of turbulent fluctuations can be used to sustain the LES field within the
domain of interest, as discussed in Petronio et al. (2013). Thus, a divergence-free,
synthetic, zero-mean, fluctuating body force is added to the right-hand side of the
momentum equation, for a buffer sub-domain between the boundaries and the inte-
rior of the domain. This allows the generation of fluctuating velocity components as
characterised by turbulent flows.
To satisfy the conservation of mass, the mass defect between the inflow and outflow
is computed and at each computational time step redistributed on the Ui fluxes. This
approach is re-discussed in the next chapter when considering the introduction of the
free surface, and where such fluxes are not required to be redistributed (while still
satisfying the conversation of mass).
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2.2.6 Treatment of free surface
The effect of the wind imposed over the free surface is taken into account by means
of the formula proposed in Wu (1982), in which the induced stress at the sea surface,
τ , is initially computed from the wind velocity 10 m above the mean sea level (U10)
through:
τ0 = ρaC10U
2
10, (2.30)
where ρa is the air density and C10 is the drag coefficient parameter which is calculated
as a function of wind speed as:
C10 = (0.8 + 0.065U10)10
−3. (2.31)
Furthermore, the wind action is not uniform in space and time: a zero-mean random
fluctuation with 20% variance is added to the reference induced stress τ0 to give a
more realistic forcing action and to trigger turbulence more efficiently, so that the final
expression for the induced stress reads:
τ = τ0 (1 +G(0; 20)) , (2.32)
where G is a random Gauss function. This effective wind stress τ is then decomposed
into two horizontal components τi.
A further boundary condition can be applied at the free surface to include surface
waves, but this requires more in-depth analysis and understanding, and therefore is
discussed in the following chapter.
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The implementation of the free surface condition, presented in this chapter, is the
main contribution of this thesis to the LES-COAST model. The tackled problem is ex-
plained and the proposed approach is discussed in detail, presenting a prototype scheme
to model a dynamic free surface. This approach is an innovative and pioneering modi-
fication to a LES model which will eventually enable the simulation of computational
domains with a free moving free surface including seiches and tides in coastal areas.
The following section describes the various wave theories, followed by an overview of
the challenge and how it is endeavoured.
3.1 Boundary condition at the free surface
At the free surface of the sea, wind-generated surface waves occur as a result of the
wind blowing over a vast area at the water-air interface, and are a fundamental feature
of coastal regions. In general, the spatial distribution of temperature and pressure in
the atmosphere causes winds, which in turn transfer their energy to the water’s surface
by frictional drag between the air molecules and the water molecules, generating sea
currents and eddies. The size and type of wind-generated waves are controlled by wind
velocity, wind duration, the fetch (the area of contact between the wind and the water)
and the original state of the sea surface.
When the wind blows, ripples appear on smooth waters (known as capillary waves),
where surface tension is the restoring force, but if the wind stops they will die down
quickly. An increase in wind velocity results in an increase in wavelength, period and
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Figure 3.1: Classification of sea waves with the corresponding wave period in seconds
(and frequency in Hertz) and the main generating forces.
height, but only if wind duration and fetch are sufficient. However, as waves propagate
away from their area of origin, they naturally separate into groups of common direction
and wavelength, known as swells. The wind waves have a range of sizes, from small
ripples to huge waves over 30 m high, progressing energy through the medium. Other
main sources of surface waves include the seismic movement and the gravitational
attraction due to the moon and sun. The waves that are subject to the effects of
gravity (as a restoring force) are called gravity waves.
A wave that can be described in simple mathematical terms is known as a simple
wave. However, waves composed of several components and difficult to describe are
called wave trains or complex waves. The ocean surface can be considered as a su-
perposition of different signals from a broad spectrum of lengths and amplitudes. As
illustrated in fig. 3.1 several sources can generate different waves, such as the wind
(generating capillary and gravity waves) and the moon’s gravitational pull (generat-
ing the tides). The wave period also varies from less than a second for the capillary
waves, to 12/24 hours for the tides and thus, the wave period can provide a basis for
classifying waves into capillary waves, chop, swell, seiches, and tsunamis. As in fig.
3.1, the shortest periodic waves under this classification are the capillary waves which
appear as small ripples at the surface. Next comes the ultra-gravity waves with periods
ranging between 0.1 s and 1 s. The ordinary gravity waves observed at sea have periods
varying from 1 to 30 s and are composed of two states: sea, when the waves are being
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Figure 3.2: Applicability ranges of various wave theories (Me´haute´, 1976); where d is
mean water depth, H is wave height, T is wave period, λ is the wavelength and g is
gravitational acceleration.
worked on by the wind that raised them (short-period), and swell, when they have
escaped the influence of the generating wind (in general, more regular waves). The
infra-gravity waves, which are due to sub-harmonic non-linear wave interaction with
the wind waves, have periods longer than the accompanying wind-generated waves.
The long period waves are represented in the sea by tsunamis and storm surges (with
gravity and Coriolis effect acting as the restoring forces), whereas the ordinary tidal
waves are astronomical tides with fixed wave periods. These waves are progressive
waves, on the contrary of seiches which are stationary waves observed in enclosed or
partially enclosed environments.
By simply looking at the sea surface, it can be observed that it is typically irregular,
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three dimensional and unsteady. This complexity can be approximated by simplified
assumptions. The simplest wave theory is the first-order, small-amplitude, or Airy
wave theory also known as linear theory. Such regular wave is a periodic wave with a
single period. Many waves in practical engineering use do not fall into this category,
hence the need for non-linear periodic wave theories. These include Stokes’ higher
order wave theory (for non-linear and periodic surface waves on an inviscid fluid layer
of constant mean depth), Dean’s stream function theory and Fenton’s cnoidal theory
(where cnoidal waves are characterised by sharper crests and flatter troughs than in a
sine wave). The solitary wave constitutes the limit case of the cnoidal theory.
Figure 3.2 shows the different validity regions of various wave theories as proposed
by Me´haute´ (1976). The lines delimit the regions for linear Airy wave theory, Stokes’
theory and the range of validity of cnoidal wave theory. These borders between theories
are approximate, as the formal limits of the theories overlap, and the definition of
wavelength in the figure is implicitly a function of period and mean water depth. The
light grey shaded area gives the range extension by numerical approximations using
fifth-order stream-function theory, for high waves. The different wave theories can be
followed in detail in Benassai (2010). It can seen that the linear wave theory is valid
only for waves with small amplitude. With increasing wave amplitude or decreasing
water depth, Stokes wave theories at higher-order accuracy should be used.
Waves play the dominant role in determining the configuration of the coastline and
associated shoreline features. In the near-shore region, the water waves present more
richness and complexity of variability with respect to deep-water waves. Knowledge
of these waves and the forces they generate is fundamental for the design of coastal
projects, planning and design of marinas, waterways, and shore protection measures.
Harbours are often protected by a series of breakwaters to reduce the impact of highly
energetic waves on the in-harbour areas. Despite such barriers, storm surges and tides,
having long periods, do vary the sea surface from the mean level, which can negatively
impact the anthropogenic activities in the harbour.
Thus, modelling such in-harbour waves is essential to understand the sea level vari-
ation, particularly in semi-closed areas, and also to improve the modelling of water
circulation under the effect of waves. Therefore, the static free surface considered by
the LES-COAST model as described in Chapter 2 is modified to consider the wave dy-
namics. This is done by applying an additional boundary condition to the free surface
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and introducing a novel model scheme in solving the Poisson equation. Specifically, the
surface of the computation grid is maintained static and the hydrostatic pressure of
the surface gravity waves is imposed at the top grid surface, mimicking the hydrostatic
pressure expected at the domain’s surface in the presence of the surface disturbance.
This contribution requires a deeper understanding of the fractional step method which
is explained in detail in the following section, followed by a description of the imple-
mentation of the modified dynamic free surface in the LES-COAST.
The ultimate objective of this attempt is to simulate the effect of waves in the har-
bour area when applying the LES-COAST model to the coastal areas. Typical waves
for such regions are characterised by non-linear waves described by the cnoidal and
Stokes’ high orders wave theory. Such waves are impracticable to model in our sim-
ulation using LES-COAST with a computation grid whose horizontal cell length size
is of the order of 10 meters. Therefore, since the linear condition is known to fail for
such steep waves, we consider the Airy linear wave theory for waves with long period,
such as seiches and tides, whose wavelength is at least twice the grid spacing in the
horizontal direction.
In this chapter, first we will go through the discretised curvilinear momentum equa-
tion and the application of the fractional step method in Section 3.2, where the free
surface is considered as flat, followed by detailed explanation of the pressure Poisson
equation in Section 3.2.3. Then, the implementation of the free surface condition is
discussed in Section 3.3, where a different approach is applied to the mathematical
model to simulate wind and tidally driven in-harbour water flows. Finally, numerical
tests and validation of the new scheme follow in Sections 3.4 and 3.5.
3.2 Fractional step method
As anticipated in Section 2.2.2 when discussing the discretized governing equations in
curvilinear form, in this section the numerical solution of these equations is discussed,
explaining the methods applied and the LES-COAST model scheme.
For an incompressible fluid flow, the time integration of the Navier-Stokes equations
can be carried out through the application of fractional step method (other methods
include SIMPLE and PISO). This method was first suggested by Harlow and Welch
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(1965) and Chorin (1968). Chorin’s method was modified for use with finite volumes
defined on a staggered grid by Kim and Moin (1985). Gresho (1990) explained the
theoretical background in solving the Navier-Stokes equations through a semi-implicit
projection method, with particular focus on the treatment of the intermediate boundary
conditions.
In Section 2.2.2, the governing equations for curvilinear coordinate system (in dis-
cretized form) are presented, and an explanation of the approach in solving numerically
these equation follows here. The momentum equation (eq. 2.15) is re-written here for
clarity:
J−1
un+1i − uni
∆t
=
3
2
(Cni +DE(u
n
i ))−
1
2
(
Cn−1i +DE(u
n−1
i )
)
+Ri(p
n+1) +
1
2
(
DI(u
n+1
i + u
n
i )
)
,
(3.1)
where ∂/∂ξm represents the discrete finite difference operators in the computational
space. The superscripts (such as n) represent the time step and Ci represents the
convective terms. Ri is the discrete operator for the pressure gradient terms whereas
DE and DI are the discrete operators representing respectively the off-diagonal viscous
terms (treated explicitly) and the diagonal viscous terms (treated implicitly).
The continuity equation is considered as a side condition, demanding a divergence-
free flow field. The pressure term does not appear in the continuity equation, thus
leading to the need of coupling the equation of continuity and equation of momentum.
Following Zang et al. (1994), the LES-COAST model solves numerically eq. 3.1 by
applying the fractional step method which, for each iteration, it is split into two steps:
in the first step (known as predictor step) an intermediate velocity, that does not satisfy
the incompressibility constraint, is computed. In the second step (known as corrector),
the pressure is used to project the intermediate velocity onto a space of divergence-
free velocity field to get the next update of velocity and pressure. This step is called
the projection step, and schemes that use this approach are often called projection
methods. These projection methods require the solution of the Poisson equation for
the pressure term which appears only in the momentum equation in form of a partial
derivative of first order, Ri(p
n+1) (in eq. 3.1). The algorithm involves the computation
of the partial derivative such that it yields a divergence free flow field. An adequate
iterative method solves the Poisson equation iteratively until the conservation of mass
and momentum is obtained. The above mentioned steps are now explained in detail.
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3.2.1 Predictor step
The predictor step is concerned with the time advancement of the advective and diffu-
sive transport of momentum, written as:
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I − ∆t
2J−1
DI
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(u∗i − uni )
=
∆t
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[
3
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n
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+DI(u
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i )
]
,
(3.2)
where I is the identity matrix and u∗ is called the intermediate velocity and is intro-
duced between un+1i and u
n
i . We apply an approximate factorization to the LHS of
eq. 3.2 to invert the matrix (which requires the solution of three tridiagonal matrices),
giving:
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where:
Dk =
∂
∂ξk
(
νGkk
∂
∂ξk
)
, k = 1, 2, 3. (3.4)
3.2.2 Corrector step
The corrector step adjusts the flow field considering pressure gradient through:
un+1i − u∗i =
∆t
J−1
[
Ri
(
φn+1
)]
, (3.5)
where the variable φ is related to the pressure p by:
Ri(p) =
(
J−1 − ∆t
2
DI
)(
Ri(φ)
J−1
)
. (3.6)
As already mentioned, the fractional step method (specifically, the corrector step)
requires the solution of the Poisson equation for φ to enforce the continuity equation.
This additional step is carried out after the predictor step, solving the partial derivative
of the velocity components u∗ obtained from the convective part of the momentum
equation. The detailed solution of the Poisson equation is explained in the following
section.
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3.2.3 Solution of Poisson equation
The fractional step method involves the solution of the Poisson equation. In this section
we will derive the Poisson equation for completeness and explain the numerical approach
in solving it. We start by considering the divergence of the general momentum equation
in Cartesian coordinate form (which is different from eq. 2.3 where we considered the
body forces and filtering operations due to LES methodology):
∂
∂xi
(
∂ui
∂t
+
∂uiuj
∂xj
)
=
∂
∂xi
(
− 1
ρ0
∂pi
∂xi
+ ν
∂2ui
∂xj∂xj
)
. (3.7)
By simple mathematical operations, it leads to:
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where the first and last terms are equal to zero due to the continuity equation, simpli-
fying the equation to:
∂2pi
∂xixi
= −ρ0 ∂
∂xi
(
∂uiuj
∂xj
)
, (3.9)
∇2p = f(u). (3.10)
The RHS of the equation is a function of the partial derivatives of the velocity
components and is obtained from the convective part of the momentum equations.
The Poisson equation for φn+1 in curvilinear coordinate form is:
∂
∂ξm
(
Gmn
∂φn+1
∂ξn
)
=
1
∆t
∂U∗m
∂ξm
, (3.11)
where U∗m = J
−1(∂ξm/∂xj)u
∗
j is called the intermediate volume flux. The Poisson
equation for the pressure field is solved using a SOR iterative technique in conjunction
with a V-cycle multigrid method. The fast convergence rate of the multigrid method
enables the convergence of the Poisson equation to machine zero, satisfying the mass
conservation.
3.2.4 Overall scheme of the fractional step method
It should be noted that as in Zang et al. (1994) for the solution of Navier-Stokes equa-
tions we have a non-staggered grid, where the pressure p and velocity components ui
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are defined on the cell centre and the volume fluxes Ui are defined on the cell faces. As
a summary, the fractional step method involves briefly the following steps:
1. (Predictor) The momentum equation is solved without considering the pressure
gradients, obtaining the intermediate velocity u∗i at the cell centres using eq. 3.3;
2. The velocity u∗i is interpolated from the cell centre to the cell faces in order to
compute the intermediate volume flux U∗i defined at the cell faces. This is done
using a third-order accurate upwind quadratic interpolation. The RHS of the
Poisson equation (eq. 3.11) can be computed;
3. The Poisson equation is solved iteratively by the multigrid methods to compute
the converged pressure field at the new time step, φn+1;
4. (Corrector) The final velocity field considering the pressure term is calculated
(un+1i ) using eq. 3.5, and similarly, the volume flux , U
n+1
m , through:
Un+1m = U
∗
m −∆t
(
Gmn
∂φn+1
∂ξn
)
. (3.12)
Equation 3.12 is obtained by combining the definition of the volume flux Um (eq.
2.12) and the equation for the Cartesian velocity component defined on a certain face
of the control volume as:
(
un+1i
)
face
= (u∗i )face −∆t
(
∂ξm
∂xi
∂φn+1
∂ξm
)
face
, (3.13)
which is different from the corrector equation (eq. 3.5) since here the pressure gradient
is written in the chain-rule-conservative-law form.
After this procedure the time step n+ 1 is obtained and the next temporal step is
advanced. Since the diagonal diffusive terms are resolved using the Crank-Nicholson
method for the implicit terms, the viscous stability limit for the time step is removed.
Therefore, the stability of the overall numerical method is limited by the Courant-
Friedrichs-Lewy (CFL) condition. The local CFL number is defined as:
CFL =
( |u1|
∆x
+
|u2|
∆y
+
|u3|
∆z
)
∆t (3.14)
= (|U1|+ |U2|+ |U3|) ∆t
J−1
, (3.15)
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where ∆x, ∆y, ∆z are the grid spacing in the three Cartesian coordinates. In the above
mentioned fractional step method, the stability condition requires that the maximum
value obtained from eq. 3.15 in the computational domain is :
CFLmax < C¯ ∼ 1, (3.16)
where C¯ is a function of the Reynolds number and Zang et al. (1994) noted that it may
become smaller than one for highly skewed grid. The overall efficiency and accuracy
in this fractional step method is due to the combination of the techniques such as the
approximate factorization, QUICK, high-order interpolation, and multigrid.
3.3 Implementation of the free surface condition
When considering the boundary conditions at the free surface in Section 2.2.6, only the
wind forcing is discussed as boundary conditions. Moreover, when solving the Navier-
Stokes equations through the procedure explained in Section 3.2.4, the free surface is
still considered flat. This however might not be realistic when simulating sea harbour
basins. Therefore, this thesis’ contribution to the model is the introduction of the
free surface condition, with the aim to simulate the effect of small height variations
at the surface. When applying such mathematical model to coastal areas, these small
changes at the surface can represent periodic linear waves with long periods, such as
seiches and tides in the harbour. In particular, since semi-closed coastal areas can be
negatively affected by changes in sea level, this free surface approach can enhance the
model accuracy when simulation coastal regions by considering the effect of tides.
In solving numerically the Navier-Stokes equations following the above mentioned
fractional step method, the Poisson equation is solved from the intermediate volume
flux U∗m (obtained from the intermediate velocity u
∗
i ), as explained in steps 2 and 3
in Section 3.2.4. This method does not consider the variations of sea level at the free
surface. Other schemes of the fractional step method have been considered by Kim and
Moin (1985) and Huser and Biringen (1992). Furthermore, Armenio (1997) treated the
free surface by the use of massless particles which divide the domain of integration into
full and empty cells as in a standard MAC method, for the analysis of large-amplitude
water sloshing in rectangular containers.
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The approach proposed here is to impose a pressure boundary condition at the free
surface, calculated from the wave surface vertical height difference from the computa-
tional grid top surface. This hydrostatic pressure distributed at the free surface can
represent waves without the need to change the shape of the computational grid after
every iteration. The concept involves the solution of the Poisson equation by mixed
(Dirichlet and Neumann) boundary conditions, which is different from steps 2 and 3 in
Section 3.2.4.
The imposed Dirichlet pressure boundary condition at the computational surface is
based on the hydrostatic pressure equation:
Ps = −ρgη, (3.17)
where Ps is the pressure imposed at the surface of the domain, ρ is the density, η is the
height difference of the wave from the surface of the domain, and g is the gravity vector.
The Neumann boundary condition represents the gravity term which is imposed on the
whole computational domain as a vertical pressure gradient:
∂p
∂y
= −9.80665. (3.18)
The proposed scheme still requires the predictor and corrector steps of the fractional
step method (as in Section 3.2.4), yet with a different approach in solving the Poisson
equation. At each computational iteration, the intermediate velocity u∗ is calculated
by the predictor step through eq. 3.3. Then, the new pressure Ps at the free surface
is imposed and the pressure gradients ∂P∂xi are calculated, from which new updated
velocities un+1 are obtained through the corrector step, and volume fluxes Un+1 are
calculated through eq. 3.12. The Poisson equation is still solved iteratively to guarantee
a global divergence-free velocity field.
The volume flux difference from all the sides, except the free surface, should be
equal to the volume flux at the surface, which represents the sea surface variations,
while still keeping the computational grid physically fixed in time. At the end of the
iteration, the new Dirichlet boundary condition can be calculated from vertical velocity
at the free surface, where the vertical velocity v is a function of wave elevation η and
time step ∆t, defined as:
v =
∂η
∂t
, (3.19)
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which can be discretized as:
vn =
ηn+1 − ηn
∆t
, (3.20)
giving ηn+1 = ηn + vn∆t. (3.21)
By substituting eq. 3.17, we get an expression of the new pressure at the free surface
to be used as boundary condition at the successive numerical iteration:
Ps,n+1 = Ps,n − vn∆tg. (3.22)
As a summary, the new scheme of the fractional step method involves the following
main steps:
1. (Predictor) The momentum equation is solved without considering the pressure
gradients, obtaining the intermediate velocity (u∗i ) at the cell centres using eq.
3.3;
2. The Poisson equation is solved iteratively (with the mixed boundary conditions
imposed at the free surface) by the multigrid method to compute the converged
pressure field (φn+1) at the new time step;
3. The pressure gradients
(
Gmn ∂φ
n+1
∂ξn
)
in the computational domain are calculated
from the pressure field;
4. (Corrector) The final velocity field (un+1i ) considering the pressure term is calcu-
lated using eq. 3.5, and similarly, the volume flux (Un+1m ) through eq. 3.12.
This scheme is implemented in the LES-COAST and tested, as shown in the following
sections, followed by validation against analytical solution.
3.4 Numerical tests
In this section, the numerical tests are carried out on a channel flow, where the new
scheme for the free surface is applied and the results are discussed. A simple orthogonal
Cartesian coordinate grid is constructed as shown in fig. 3.3; 10 m long in the streamwise
(x-axis), 5 m long in the spanwise (z-axis), and 2 m in the vertical (y-axis). All lengths
are discretized into 33 grid points. The lateral x− y planes of this computational grid
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Figure 3.3: Computational domain used for the testing of the free surface.
Figure 3.4: Vertical pressure profile as a result of the imposed mixed boundary conditions.
are imposed with a free-slip condition, limiting therefore the flow to the streamwise
direction (x direction) of the channel. The simulation tests are carried out with a free
slip bottom boundary condition, and dynamic free surface top boundary condition.
The flow is forced through the x− z planes, along the positive x−direction. A pressure
gradient along the vertical is applied as the gravitational force, as can be observed in
fig. 3.4.
Figure 3.5 (both upper and lower figures) show the velocity vector field and pressure
contour plot at a x−y plane cross-section (at z = 2.5). Initially, the flow is forced with
an inflow from the left equal in magnitude to the outflow from the right, as in the top
31
3. FREE SURFACE
Figure 3.5: Model testing for dynamic free surface: Velocity vector field (xy-plane) and
pressure contour plot, for initial state and after the first iteration, at a x− y plane cross-
section.
image of fig. 3.5. The purpose of this simulation is twofold: to ensure that given equal
fluxes from the lateral sides and allowing a dynamic free surface, no vertical velocities
are obtained at the top surface; and to obtain a field in a well developed state for the
next simulation test.
Figure 3.5 lower plot shows the result of the velocity field obtained when the flow is
forced with an inflow slightly greater than the outflow. As explained in Section 3.3, the
difference in volume fluxes (the mass deficit) from the lateral sides, is pushed upwards.
Already after the first iteration, the first grid nodes (on the top left region) illustrate a
vertical velocity component. This wave front then propagated along the x−direction.
During the simulation, the global divergence is machine zero, meaning that given fixed
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imposed lateral inflow/outflow velocity conditions (with inflow greater than the outflow
rate), the water level at the surface is increasing. The pressure at the surface changes
spatially due to the presence of the wave, particularly, it increases in time due to the
accumulation of water above the computational grid.
The ultimate objective is to apply this model to harbour areas where the lateral
fluxes represent the real scale fluxes at the openings of the harbour and the surface
waves generated can be modelled in the in-harbour areas. As will be mentioned in
Section 4 and 5, the complexity of the coastal area is treated with a combination of
an immersed body method and curvilinear grid. Therefore, several other simulations
where conducted to test the dynamic free surface scheme on relatively simple grids, par-
ticularly with time-varying lateral fluxes, curvilinear computational domains and with
simple immersed bodies (extending along the vertical length, similar to breakwaters).
All these test were successful, where the calculated global divergence remains machine
zero (satisfying the conservation of mass), the Poisson equation is solved iteratively by
the multigrid method to compute the converged pressure field, satisfying the numerical
stability criteria. However, this scheme is very sensitive to pressure changes, and it
requires more analysis when applied to more complex, skewed, highly anisotropic grids
such as the computational domain of coastal areas.
3.5 Validation against analytical solution
Following the positive results with the numerical tests, the LES-COAST with dynamic
free surface is validated against analytical solution. In particular, the stationary wave
is considered at the surface of a fluid in a confined basin (fig. 3.6), which can represent
a seiche in a harbour with small amplitude.
The wave height η(x, y, t) of a seiche is defined as a summation of two sinusoidal one-
dimensional waves moving in opposite directions along the horizontal x-axis, oscillating
along the vertical y-axis at the surface, giving a stationary wave expressed as:
η(x, t) =
a
2
cos (kx− ωt) + a
2
cos (kx+ ωt)
= a cos (kx) cos (ωt),
(3.23)
defined in the region 0 ≤ x ≤ L, −h ≤ y ≤ η and t ≥ 0, where y = 0 is the mean water
level, y = −h is the sea bed, a is the amplitude (m) of the oscillations from the mean
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Figure 3.6: Graphical illustration of a stationary wave in a closed environment, which
can represent a seiche in a basin.
water level, k = 2piλ is the wave number (m
−1), ω = 2piT is the angular frequency (s
−1),
λ = 2L is the wave length (m), L is the width (m) of the basin, T is the wave period
(s). A graphical representation is illustrated in fig. 3.7.
Figure 3.7: Graphical representation of the one dimensional stationary wave.
By considering the regular Airy linear wave theory, we obtain the velocity compo-
nents:
u(x, y, t) = −∂φ
∂x
=
gak
ω
cosh[k(h+ y)]
cosh(kh)
sin(kx) sin(ωt), (3.24)
v(x, y, t) = −∂φ
∂y
= −gak
ω
sinh[k(h+ y)]
cosh(kh)
cos(kx) sin(ωt). (3.25)
These equations represent the particle paths in a flow driven by a stationary wave at the
surface interface. Analytically, the paths are different from the orbital paths observed
under progressive waves. Figure 3.8 shows experimental time lapse photos of neutral
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buoyancy particles suspended in water for a travelling wave and a standing wave. The
analytical velocity vector field is plotted in fig. 3.9, discretized into 32 points in both
directions for comparison with the model results.
Figure 3.8: Particle paths in water under a progressive wave (orbital motion) and sta-
tionary wave.
Figure 3.9: Analytical velocity field under the stationary wave forcing.
The LES-COAST is run for the same stationary wave, where the imposed pressure
boundary condition at the grid surface is obtained from the elevation of the surface wave
(using hydrostatic pressure equation). The same grid used in Section 3.4 (discretized
into 32× 32× 32 grid cells) is used for the validation. Since the model runs on a three
dimensional grid, the stationary wave is equally imposed along the z-axis at the surface.
The bottom and all four lateral sides of the grid have a free-slip condition to ignore the
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drag from the walls. The model was run for 10 seconds under the influence of a first-
order stationary wave with a period of 4.5 seconds. Here, we plot the model velocity
components at one particular point in the field [(x, y) = (4.5312, 0.90625), correspond-
ing to the centroid of a grid cell] against time, together with the time-varying analytical
velocity components. (Similar behaviour is observed for the other grid nodes.) Figure
3.10 show the horizontal velocity component in red and and vertical component in blue.
The velocities from the analytical solution are plotted as a continuous line, whereas the
numerically simulated velocity components (plotted as points) follow the analytical so-
lution. The velocity vector field matches the analytical solution. This confirms that
the LES-COAST with new proposed scheme can simulate the water currents correctly
under the influence of a surface wave, by keeping a fixed computational domain and
applying a linear pressure surface boundary condition to represent the wave.
Figure 3.10: Validation of the velocity components under a stationary wave forcing.
Velocity components at one point against time, from the model (ULES) and from the
analytical solution (Uana).
36
4Water mixing in Barcelona
Harbour
4.1 Introduction
The state-of-the-art application of the LES-COAST to the Barcelona harbour is en-
deavoured, where the ultimate goal is to investigate the water dynamics in such complex
coastal semi-closed area, under typical winter conditions of wind and tidal forcing. In
this chapter, the constructed computational grid for the harbour of Barcelona is illus-
trated, the LES-COAST model is then applied with appropriate boundary conditions
to simulate the in-harbour circulation, and later, both instantaneous and statistical
results are discussed. This research is developed in a scientific cooperation with Dr.
M. Grifoll, Prof. M. Mestres, and Prof. A. Sanchez-Arcilla (Universitat Polite`cnica
de Catalunya), and the work is accepted for publication in the journal Environmental
Fluid Mechanics, (Galea et al., 2014).
Among the harbour areas, the analysis of water mixing and renewal in the Barcelona
harbour deserves particular attention due to two main reasons: its own intrinsic ge-
ometric complexities, associated to the presence of a number of sub-regions, make
water renewal particularly critical; and the interplay between industrial, commercial
and tourist activities within the harbour which requires a delicate balance between the
anthropogenic stresses and the preservation of water quality. For the aforementioned
reasons, high-resolution state-of-art numerical modelization is required for this, and
other similarly complex, locations.
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Figure 4.1: Satellite image of the Barcelona Harbour and its location in the Mediterranean
Sea. The red circles indicate the north and south mouths of the harbour. [source: Google
Earth]
Figure 4.2: Wind intensities (m/s) measured in the meteorological stations (MS-1,3,4,6:
see fig. 4.5) during the winter campaign in Barcelona harbour. [source: Grifoll (2009)]
Barcelona harbour is situated in the northwest Mediterranean Sea. It is approx-
imately 10 km long and 2 km wide, with its main axis oriented 30 ◦ from the north.
Several channels and basins of varying dimensions complicate the geometry of the port
which includes depths ranging from 8 to 20 m. Figure 4.1 presents a satellite image
of the area. The port is bounded by the coastline on its western side, whereas its
eastern side is protected by a system of breakwaters. The in-harbour water domains
are connected to the open sea through two inlets at the northern and southern ends of
the port respectively (encircled in fig. 4.1).
Recently, Grifoll (2009) and Grifoll et al. (2011) investigated the circulation in
Barcelona harbour both observationally and using a coastal model. Wind-field data
were obtained at several locations that spanned the entire harbour domain as illustrated
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in fig. 4.5 (Grifoll, 2009). During the winter campaign (November and December 2003),
the wind parameters (speed and direction) were measured at four meteorological sta-
tions within the harbour (MS-1,3,4,6) with maximum speeds of about 16 m/s (Figure
4.2). These field measurements taken in the Barcelona port, show that the prevailing
wind in winter is from north-northeast (25◦ clockwise from the north) as in the wind
rose in fig. 4.3. Other meteorological stations in the harbour area show similar seasonal
wind rose for this period with minimal spatial variability on average.
Figure 4.3: Seasonal wind rose (m/s) for the meteorological station MS-4 during 2007 in
Barcelona Harbour. [source: Grifoll (2009)]
Figure 4.4: Observed temperature (◦C) on 6th November 2003 for a longitudinal transect
in Barcelona harbour. [source: Grifoll (2009)]
Additionally, regarding the stratification in the harbour, the measured temperature
profiles along an along-harbour transit (fig. 4.4) show that in winter the density struc-
ture is nearly vertically homogeneous, with temperature changes of only about 0.3◦C
from surface to bottom. Grifoll et al. (2011) also discussed the mean currents measured
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by an Acoustic Doppler Current Profiler (ADCP) deployed in the central channel of the
port, among other things noting the change in the general circulation between winter
(north-to-south) and summer (south-to-north).
In this chapter, the circulation in Barcelona harbour is investigated in greater detail,
using a model with higher resolution and more accurate turbulence parametrization
than that employed in Grifoll et al. (2011). Our model is based on large eddy simulation
(LES) methodology, namely, the LES-COAST model, developed by Roman et al. (2010)
for the analysis of water mixing in semi-closed or closed bays.
Figure 4.5: Geographical location of the two ADCPs (DOP-1: Northern mouth and
DOP-2: Central channel) used to measure the horizontal sea current vertical profiles, and
the meteorological stations (MS-1,3,4) [MS-6 is located further south]. Mean flow vectors
of measured currents at 1 m (blue), 8 m (red) and 15 m (green) for the winter campaign
in Barcelona harbour. [source: Grifoll (2009)]
Specifically, in this winter case simulation, we evaluate in detail the mixing and
transport properties within the harbour, which can be useful for successive water qual-
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ity studies. In particular, we quantify water residence time in various subregions within
the harbour, the mean circulation within the port, turbulent kinetic energy distribu-
tion and the horizontal and vertical eddy viscosities, of paramount importance for
calibration of numerical models that make use of horizontal and vertical eddy viscosity
concepts. Furthermore, we visualize instantaneous three-dimensional turbulent struc-
tures, whose presence is responsible of vertical mixing within the harbour.
This chapter is organized as follows: Section 4.2 discusses the experimental set-
up (computational domain and boundary conditions); Section 4.3 presents our results,
describing the simulated circulation, reporting turbulence statistics, and comparing the
model to available data. Conclusions are given in Section 4.4.
4.2 Numerical set-up
4.2.1 Comupational domain
The computational domain was constructed by taking advantage of the curvilinear-
coordinate formulation of the governing equations. Thus, the domain boundary fol-
lows the coastline and anthropic structures whenever possible, with spline-interpolated
curves and four orthogonal corners (domain depicted in light blue in fig. 4.6 with the
boundary defined by the thicker black line. The top surface of the domain is flat (hor-
izontal plane) whereas the bottom horizontal side is body fitted with the bathymetry.
The coastline, the anthropic structures and the upper part of the bathymetry are
treated using IBM and are presented in gray (with a triangular mesh) in fig. 4.6. These
structures are constructed virtually using appropriate programs such as GiD (a CAD
system) with preprocessing tools to allow the generation of detailed mesh and surfaces
around the coastline and seabed. The exact position is verified against virtual maps
such as the Google Earth program. Therefore, the bottom side and most of the lateral
sides of the computational domain is represented by solid nodes. The minimum depth
allowed for the domain is 2 m, to prevent very high grid anisotropy along the shore.
Two openings in the lateral eastern side are constructed on purpose to allow for water
fluxes at the northern and southern mouth.
The domain is horizontally discretized into 257×1025 grid points along the horizon-
tal curvilinear axes cross-shore and along-shore respectively, and 25 grid points along
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Figure 4.6: The computational domain used in LES-COAST simulation: The curvilinear
non-uniform structured mesh is enclosed within the thick black line; The immersed bodies
used to model Barcelona harbour are in grey with triangular elements; The liquid region
is depicted in light blue.
the vertical axis (y), giving a mean grid spacing of 8 × 10 × 1 m respectively. Figure
4.7 shows the three dimensional domain, with a zoomed image of the southern mouth
in fig. 4.8 to illustrate in greater detail the curvilinear grid.
4.2.2 Boundary conditions
Wave dynamics is nearly absent within the harbour area, and thus the sea surface is
considered as a flat free-slip surface. Here the model is forced by a typical-winter wind
with a constant speed of U10 = 5 m/s from the north-northeast direction, applied 10 m
above the sea surface, as described in Petronio et al. (2013). The method of applying
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Figure 4.7: The three dimensional computational domain used in LES-COAST simula-
tion: The immersed bodies used to model Barcelona harbour are shaded in brown; The
curvilinear mesh is enclosed within the thick black line. Grid nodes located inside the
immersed bodies are considered as solid nodes. The vertical scale is magnified by a factor
of 100.
wind boundary condition is explained in Section 2.2.6. A zero-mean random fluctuation
with 20% variance is added to the reference induced stress components to give a more
realistic forcing action and to trigger turbulence more efficiently.
Following Grifoll et al. (2011) and given the depth of the harbour, the tidal influence
is negligible as regards the harbour circulation and thus is neglected in the present
study. The flow in the harbour is forced with fluxes at the mouths, in agreement with
the winter measurement data of Grifoll et al. (2011); see fig. 4.5. At these open mouths,
we consider uniform constant water currents with mean velocity respectively equal to
∼ 0.04 m/s (inflow at the northern mouth) and ∼ 0.02 m/s (outflow at the southern
mouth) so as to obtain a total zero flux across the whole open boundaries.
At the solid walls, with such high Reynolds number (typical for coastal flows), it
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Figure 4.8: A zoom of fig. 4.7, showing the details at the southern mouth of the harbour.
The curvilinear light blue lines represent the computational grid cells.
is infeasible to compute directly the viscous sub-layer due to computational cost as
discussed in Section 2.2.4. Therefore, a wall-layer model is employed to bypass the
direct resolution of the viscous sub-layer, not affordable at real-scale values of the
Reynolds number (see Roman et al. (2009a) for details).
The SGS contribution to the resolved field is computed using the anisotropic Smagorin-
sky model (ASM) which uses two eddy viscosities, one for the horizontal directions and
another for the vertical direction, and requires the two empirical constants, Ch and Cv,
obtained from the grid aspect ratio. Given the average computational grid cell aspect
ratio of : √
∆x2 +∆z2
∆y
=
∆h
∆y
∼ 8.5, (4.1)
and based on the analysis carried out by Roman et al. (2010) and also reported in
Petronio et al. (2013), we use Ch = 0.03 and Cv = 0.3 for the ASM.
4.3 Results and Discussion
In this section, we first describe our numerical simulation in detail. Then, we re-
port first-order and second-order statistics, together with the analysis of water renewal
within significant regions of the harbour. Finally, we compare the solution with avail-
able observations as well as the earlier simulation of Grifoll (2011).
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Figure 4.9: Contour plot of (a) the instantaneous vertical velocity v and (b) the mod-
ulus of the instantaneous horizontal velocity |uh| with instantaneous stream tracers, in a
horizontal plane 4 m below the free surface.
4.3.1 The instantaneous field
The model is run for a total time of 48 hours (starting from rest) with the boundary
conditions as explained in the previous section. The instantaneous velocity field, after
these 48 hours of simulation run, is analysed and the results are shown here.
Figure 4.9 plots (a) the instantaneous vertical velocity v, and (b) the modulus of
the instantaneous horizontal velocity |uh| on a horizontal plane 4 m below the free
surface. The relatively high horizontal velocity along the narrow channel was also
found in the numerical study of Grifoll et al. (2011), influenced by similarly oriented
alongshore wind. The Rossby number Ro = Uh/ (Lf) = 0.0376 (where Uh is the
averaged horizontal surface velocity, L = 10 km is the length-scale of the harbour
alongshore, and f is the Coriolis frequency at the harbour’s latitude of 41.33◦N) shows
that the effects of planetary rotation are important, and thus the system is affected by
Coriolis force. We observe that the Coriolis force tends to deviate the velocity vector
while the wind stress at the free surface generates downwelling regions which can be
observed close to the in-harbour structures in fig. 4.9a (in blue).
Focusing on the in-harbour northern areas, fig. 4.10 depicts two close-up images from
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Figure 4.10: Contour plot of the instantaneous vertical velocity v in a plane (a) 1 m and
(b) 8 m below the free surface at the northern inlet. Several instantaneous stream tracers
are depicted in black arrowed lines.
Figure 4.11: Contour plot of the instantaneous vertical velocity v in a plane (a) 1 m and
(b) 8 m below the free surface at the central area of the port. Several instantaneous stream
tracers are depicted in black arrowed lines.
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Figure 4.12: Contour plot of the instantaneous vertical velocity v with several instan-
taneous stream tracers depicted as black arrowed lines, in a horizontal j-layer 10 (depth
ranging from 6 to 13 m below the free surface) at the southern region of the port.
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the numerical simulation, showing the instantaneous vertical velocity v in a horizontal
plane 1 m (a) and 8 m (b) below the free surface close to the northern inlet. The
curved thin lines at the sides are boundaries of the computational domain (similarly
in the figures to follow). The instantaneous stream tracers, plotted as black directed
lines, show the flow at the corresponding horizontal layer. At a depth of 1 m below
the surface (fig. 4.10a), the wind stress generates currents from the central basins to
the central main channel, reducing the time for water renewal in that basin. At 8 m
below the surface (fig. 4.10b), cyclonic instantaneous eddies are generated in the central
basin (due to the relatively stronger current along the narrow passage) and also around
the coastal structures located at the northern mouth of the port. Deeper layers have
shown a change in direction of sea currents (upwind) demonstrating an overall vertical
circulation due to the wind forcing (as explained in the temporal average velocity fields
in fig. 4.16).
Similar plots are presented in fig. 4.11 for the central area of the port. The simu-
lated sea current direction is compared with the observed velocities shown in fig. 4.5.
It is noted that the direction of the instantaneous horizontal velocity at the central
zone of the port does not match exactly the observations, likely because fig. 4.5 shows
the average sea current over a winter season with varying wind direction, whereas our
simulation is forced with a unidirectional constant wind velocity at the surface. More-
over, elongated rolling structures close to the surface (at 1 m depth in fig. 4.11a) are
noted, with their axis almost oriented with the wind direction in our simulation. Axes
are slighted deviated to the right, probably by the Coriolis force; this deviation is con-
sistent with the findings of Grifoll et al. (2011) where high correlation between wind
and current is shown during the northeast wind period. Such instantaneous elongated
rolling structures were also observed by Roman et al. (2010). The presence of this
secondary flow can be attributed to the presence of elongated turbulent structures gen-
erated by turbulence at the air-water interface (see Pope, 2000). Similarly here, these
structures are observed in regions far from anthropic structures and coastline, extend-
ing throughout the whole water column. The phenomenon of these rolling structures
is similar to that occurring in Langmuir circulations, although in our simulation they
are observed when analysing instantaneous velocities and fade on temporal averaging.
Further, these structures are not associated with the presence of Stoke’s drift, since in
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Figure 4.13: Contour plot of the instantaneous alongshore velocity w with instantaneous
stream tracers (black arrowed lines) in two vertical cross-shore planes as indicated in the
respective overview.
our simulation we do not simulate free surface waves. These rolling structures, on aver-
age, span a region discretized with 12 and 6 grid points respectively along the vertical
and horizontal direction in the plane of observation. The alongshore extension of these
instantaneous structures is of the order of 6h, where h is the mean depth in the harbour,
and spans about 7 grid points. Eddies generated behind the edges of structures inside
the port can also be observed, typical for such currents flowing around sharp edges.
Figure 4.12 shows a contour plot of the instantaneous vertical velocity v together
with several instantaneous stream tracers in a horizontal layer ranging from 6 to 13
m below the free surface in the southern region of the harbour. At these depths, a
general circulation of the water flow can be observed, together with an anticyclonic eddy
generated behind the edge on the left of the subdomain. The model also reproduces
a series of aligned instantaneous eddies observed between the two main opposing flows
as expected in such regions. Note that these eddies, on average, have a size of about
60 m and are resolved by 36 grid points at the surface.
Figure 4.13 provides two cross-harbour sections, sliced at different locations as in-
dicated by the red lines in the corresponding overviews. They show contour plots of
the instantaneous alongshore velocity.
In fig. 4.13a, it is noted that at the surface, the alongshore (north-south) velocity
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Figure 4.14: Contour plot of the instantaneous cross-shore velocity u with instantaneous
stream tracers (black arrowed lines) in two vertical alongshore planes as indicated in the
respective overview.
of the flow is oriented to the left of this slice due to the wind stress, whereas close
to the seabed it is oriented to the right (toward the opening of the southern inlet).
The instantaneous stream tracers along this plane show the presence of several cells of
rotational flows in correspondence with the elongated structures previously shown in
fig. 4.11a. As also noted by Roman et al. (2010), high values of the alongshore, instan-
taneous velocity are observed close to the surface in between these rolling structures.
Similar behaviour of circular flows is observed in fig. 4.13b at the central part of the
harbour, again comparable with the elongated rolling structures in fig. 4.11a. How-
ever, a different vertical flow is observed in the narrow northern part of the harbour,
close to the vertically homogeneous inflow at the northern mouth, where upwelling and
downwelling zones are observed.
Further analysis is carried out by plotting two along-harbour sections (fig. 4.14).
They show the instantaneous across-harbour velocity with the wind direction at the
surface as indicated. The flow follows mainly the direction of the wind and of the
narrow channel of the harbour; in particular, close to the surface, due to the wind
stress (see fig. 4.14a). Circular flows in the vertical plane are observed particularly in
the basin as clearly demonstrated in fig. 4.14b, contributing to the water renewal in
such semi-closed basins.
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4.3.2 Turbulence statistics
Figure 4.15: Contour plot of the 33 hour averaged vertical velocity < v > in a horizontal
plane 4 m below the free surface. Several stream tracers are depicted in black arrowed
lines.
Hereafter we show the first- and second-order statistics of the flow, in order to check
whether the above discussed instantaneous structures are maintained on temporal av-
erage and also to identify mixing properties in the area. Thus, the simulation is run
for a total of 48 hours with the boundary conditions as previously described, where
the output of the final 33 hours is considered in the following statistical analysis. The
temporally averaged vertical velocity < v > is plotted in fig. 4.15, showing the down-
welling regions in blue. The depicted stream tracers illustrate the general circulation
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in the harbour after temporal averaging the horizontal velocities. The rolling struc-
tures observed in the previous plots of the instantaneous velocities (fig. 4.11, 4.12, and
4.13) are still visible after a 5 hour averaging (not plotted here), yet they vanish when
considering longer temporal averaging.
Figure 4.16: Contour plot of the 33 hour averaged horizontal velocity | < u >h | at
different horizontal planes. Several stream tracers are depicted in black arrowed lines.
Figure 4.16 provides a contour plot of 33-hour averaged horizontal velocity | < u >h |
at four separate horizontal depths. As clearly illustrated by the directed lines (which
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represent the stream tracers) the flow at the surface follows mainly the direction of the
wind, as anticipated by the instantaneous velocity field. The general circulation in the
southern region is visible at both 2 m and 4 m below the sea surface, as is the variation
of the general flow in these levels relative to the surface. Such temporally-averaged
flows change direction close to the sea bottom, opposing the wind direction as antic-
ipated following the general vertical circulation (correlating with the flows explained
in fig. 4.14a) and show the lack of eddies in the southern basin relative to the higher
horizontal planes. The stream tracers in the four images in fig. 4.16 show that the
main eddies and horizontal circulations can be at depths ranging from just below the
sea surface to the mid-levels of the vertical column, justifying the choice of level y = −4
m (below the sea surface) for representing the instantaneous velocity field (in Section
4.3.1).
The flushing time (turnover time or average residence time) quantifies the time
required to replace a volume of fluid in a particular coastal region. Fischer et al. (1979)
defined the flushing time as the ratio Rt = V/q; where Rt is the average residence time,
V is the capacity of the system to hold the fluid and q is the flow rate of the fluid
through the system. This constitutes a rough estimation of the renewal time within
a volume under the assumptions of constant volume of the system and considering
well-mixed conditions throughout the volume (Geyer et al., 2000). Based on these as-
sumptions, the residence times of several zones within the computational domain of the
Barcelona harbour are calculated, giving the average time required to flush the corre-
sponding subdomain. The influx at the vertical slices of each zone is obtained from the
instantaneous contravariant velocities (fluxes) entering it, whereas the total volume of
the subdomain is calculated summing the inverse of the Jacobian of the computational
cells. The selected areas are illustrated in fig. 4.17 with their corresponding residence
times. The zones close to the central channel are characterized by low residence times
of few hours (less than a day) due to the influence of the wind, which contributes in
circulating the waters out of such basins. The southern zones tend to have longer flush-
ing times of around six days due to lack of water renewal by wind forcing, particularly
in the central-western basin. This could be a challenging issue in case of pollutants
released in such regions under these typical winter conditions.
In relation to the residence times in different regions of the harbour, two particular
basins are considered for further analysis. Figure 4.18 shows a vertical slice in the
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Figure 4.17: The calculated residence time (Rt) at several zones (shaded in different
colours) in the Barcelona harbour, based on the model runs. The immersed bodies are
shaded in light blue while the boundary of the computational domain is defined by the
thicker black line.
central basin (upper) with a residence time of only 9.8 hours (see fig. 4.17) and a vertical
slice at the central-west basin (lower) with a residence time of over six days, both
represented with their corresponding overview on the side. The planar velocity vector
field of the upper figure shows that the average velocity generates a main circulation
close to pointB (near the exit of the basin), driven by the wind stresses. This circulation
contributes to the low flushing time of this basin, by overturning the water from the
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Figure 4.18: The vertical slices at the central channel basin (upper) with the planar
velocity vector field, and at the central-west basin (lower) with the planar velocity vector
field and the ωy vorticity contour plot.
whole basin since the circulation extends from point A and is connected to outside the
basin (at point B). Similar circulation can be observed in the central-west basin (lower
slice of fig. 4.18), where the surface flow follows the wind direction as expected (from
point A to B) and circulates back along the bottom. Given the along-harbour varying
bathymetry of this basin, the surface and bottom currents generate a circulation close
to point B, which is not fully connected to point A, limiting the exchange of fluid with
outside the basin (at point A) and forcing the water to remain trapped for a long period
closer to point B (the closed-end part of the basin). This feature explains the major
difference between the two residence times of the central channel and central-west basin.
The vertical axis and horizontal scale are drawn to provide a relative length-scale of
these basins and circulation.
The turbulent kinetic energy (TKE) is analysed to identify the distribution of tur-
bulence intensity along the depth. Here we show its horizontal distribution in three
representative horizontal planes ( y = −1 m, y = −4 m below the free surface, and
close to the sea bottom). TKE is the mean kinetic energy per unit mass associated
with eddies in turbulent flow, where:
TKE =
1
2
(σuu + σvv + σww) , (4.2)
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Figure 4.19: The Turbulent Kinetic Energy distribution, normalised by the shear stress
τ , in the Barcelona harbour in three horizontal planes (at depths y = −1 m, y = −4 m
below the free surface, and sea bottom).
and σii is the variance of ui. Here we normalize it by the shear stress τ , where :
τ =
√
τx2 + τz2, (4.3)
and τx and τz are the horizontal components of the shear stress (τ) calculated from the
horizontal components of the friction velocity uτx and wτz due to the wind stress im-
posed at the surface. The TKE distribution is illustrated in fig. 4.19 showing relatively
higher turbulent regions in dark shade: close to the northern inlet and in the neighbour-
ing basins (berthing areas for cruise-liners and commercial ships). The southern basin
shows high TKE activity only at depths close to the sea surface (y = −1 m). Over-
all, the intensity of TKE decreases from the free-surface towards the bottom, clearly
indicating that wind forcing constitutes the main source of turbulence in the harbour.
The relatively higher TKE in the main central channel is observed along the whole
vertical column, agreeing with the lower residence times in areas next to the central
channel and longer flushing times in the southern regions. This analysis may be helpful
to improve calibration and validation of RANS turbulence closure, usually adopted in
standard ocean models, when applied to coastal region and semi-closed basin. Specifi-
cally to this aim, the knowledge of the distribution of the vertical (νv) and horizontal
eddy viscosity (νh) may also be helpful, in which we consider the sum of the resolved
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Figure 4.20: Contour plot of the vertical eddy viscosity νv, averaged over a time of 33
hours, in three horizontal planes (at depths y = −1 m, y = −7 m below the free surface,
and sea bottom).
part and the SGS eddy viscosity, and are defined as:
νv =
√
〈u′v′〉2 + 〈w′v′〉2√(
∂〈u〉
∂y
)2
+
(
∂〈w〉
∂y
)2 + νSGS,v, (4.4)
νh =
√
〈u′w′〉2 + 〈v′w′〉2√(
∂〈u〉
∂z
)2
+
(
∂〈v〉
∂z
)2 + νSGS,h. (4.5)
Figure 4.20 shows the contour plot of the vertical eddy viscosity νv, averaged over
a time of 33 hours, in three horizontal planes at depths of y = −1 m, y = −7 m below
the free surface, and the sea bottom. The first slice shows that just underneath the sea
surface the values of νv are on average between 0.0015 and 0.002 with small horizontal
spatial variance. However, at intermediate depths and particularly at the deeper layers,
the νv is larger at the mouths of harbour and the narrow central channel. The spatial
distribution at deeper layers demonstrate that in such situations one might consider a
non-constant value of the vertical eddy viscosity depending on the region, in agreement
with Coleman et al. (1990). The νv values obtained in our simulations are of the same
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Figure 4.21: Contour plot of the horizontal eddy viscosity νh, averaged over a time of 33
hours, in three horizontal planes (at depths y = −1 m, y = −7 m below the free surface,
and sea bottom).
order of magnitude as found by Petronio et al. (2013) for the bay of Muggia. Figure
4.21 shows the contour plot of the horizontal eddy viscosity νh, averaged over a time of
33 hours, in three horizontal planes as in fig. 4.20. As expected from ocean modelling
literature, the horizontal eddy viscosity is much greater than vertical eddy viscosity, by
a factor of four, with same order of magnitude as in Ledwell et al. (1998). Also with this
quantity, there are regions (such as the southern area) with energetic values at the free
surface (relative to deeper regions with small values of the horizontal eddy viscosity)
corresponding with the zones of high values of TKE (fig. 4.19). This highlights the
possible efficiency in calibrating other ocean models with a non-constant eddy viscosity
when considering turbulent flow.
4.3.3 Validation against field data
In this section, we compare our numerical solution against the observed in-harbour
currents measured during the period November-December 2003. Specifically, two AD-
CPs were anchored in the harbour, at the locations illustrated in fig. 4.5 to measure
the vertical structure of the horizontal currents. Figure 4.22 shows the observed tem-
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Figure 4.22: Horizontal sea current stick-plots at two different locations as illustrated
in fig. 4.5 - the observed currents (shown in black) as measured by the ADCPs and the
simulated currents (shown in thicker red) using LES-COAST.
poral average from the ADCPs compared with the corresponding simulated velocity
profiles. The field data are averaged over a period of one month, the numerical data
are averaged over a period of 33 hours after a statistical steady motion was obtained.
The comparison between the observed (black) and modelled (red) horizontal velocity is
satisfactory both in magnitude and direction. The magnitude (the lengths of the stick
plot) of the vertical profile is of the same order and relatively close to the measured
profile at both locations. Further measurement can enable a more in-depth validation
of our numerical solution.
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To the best of our knowledge, the only experimental campaign aimed at measure-
ment of water current within the harbour was carried out by Grifoll (2009). In Grifoll
et al. (2011) numerical simulations were performed by means of the hydrostatic Re-
gional Ocean Modelling System (ROMS) that solves the RANS primitive equations
on a horizontal orthogonal curvilinear Arakawa ‘C’ grid and uses stretched terrain-
following coordinates in the vertical. The authors used a horizontal resolution of about
43 m and 5 sigma layers in the vertical. The same wind conditions as in the present
study were considered. The magnitude of water velocities obtained with ROMS were
under-predicted by about one order of magnitude at the ADCP locations, although
the direction was well reproduced. It is unclear whether this is due to the resolution
employed in the study, to an improper calibration of the model, to the hydrostatic
approximation or to lack of the turbulence closure. This point deserves a separate
analysis which will be exploited in a successive paper.
As Burchard et al. (2008) discussed, RANS solver ROMS represents turbulence
with a statistical method and is well suited for ocean applications where various local
equilibrium assumptions simplify the RANS equations. Our results and the validation
(the stick plots in fig. 4.22) further demonstrate that LES-COAST, based on LES
methodology for turbulence closure, seems to be better adapted to coastal modelling by
resolving the energy-containing turbulent eddies and parameterizing the micro-scales.
The higher resolution employed in our LES leads to modelling the currents in the
Barcelona harbour more accurately, revealing details such as the circulations in basins
and vortices around the harbour’s structures.
4.4 Conclusions
A LES model (LES-COAST) is applied to the Barcelona harbour to understand the
physical behaviour of the turbulent sea currents and water renewal. The computational
domain is constructed and the numerical simulations of wind driven coastal mixing are
carried out based on typical winter meteorological conditions with in-situ measured
currents specified at the two port inlets.
The instantaneous velocity fields of our solution illustrate particular rolling struc-
tures aligned with the wind direction (but slightly deviated to the right likely due to the
Coriolis force), which have time scales of the order of 10 hours and therefore contribute
60
4.4 Conclusions
to the water mixing within the harbour. The temporally-averaged velocity fields lack
these rolls and demonstrate clearly the general circulation in the harbour.
Water renewal within the port is quantified for selected sub-domain regions. South-
ern areas have a long flushing time (up to six days), whereas in the basins along the
central region the residence time is much smaller (10 to 17 hours), a difference caused
by the wind driven circulation and the geometry of the region. A residence time of over
five days is noticed in the northern basin where the yacht marina is located.
The TKE distribution shows a relatively higher intensity in the central channel
along the whole vertical column, whereas the southern basin is characterised by such
high TKE only at levels close to the sea surface. The spatial variability of the vertical
and horizontal eddy viscosities indicates the potential error in using constant values of
these quantities for simulating turbulent flows, in which larger values are observed in
localized regions where mechanical production of turbulence is higher.
The validation of LES-COAST against observations is satisfactory for horizontal
velocities (both in magnitude and direction) along the vertical profiles measured at
the northern mouth and central channel of the harbour. Results indicate that LES
methodology applied in coastal modelling provides more details of the circulation in
the harbour by resolving the energy-containing turbulent eddies.
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5Water Mixing in Taranto bay
5.1 Introduction
In this chapter, the construction of the computational grid for the bay of Taranto is
demonstrated, the pioneering application of the LES-COAST model to this bay is car-
ried out with appropriate boundary conditions to simulate the in-harbour circulation,
and both instantaneous and statistical results are discussed. This application is differ-
ent from the one for the harbour of Barcelona (discussed in depth in Chapter 4), where
due to Taranto Bay’s geometric configuration and shallower depths, the wind forcing
and tidal flows can result in different patterns of the general circulation. The interac-
tion of the in-harbour currents with the open sea is limited by extended anthropogenic
breakwaters and is stimulated also by the inflow of river intake. The bay is mainly
characterized by both industrial and fish-farming activities, which further indicate the
necessity of a deeper understanding of the in-harbour circulation.
The aims here are to construct the harbour structures as immersed bodies, set up
the curvilinear bottom-body-fitted computational grid, study the appropriate water
in/outflows and observed meteorological conditions, and simulate the water mixing
by applying wind boundary conditions at the sea surface together with time varying
water fluxes at the inlets (including the tidal components). This varying tidal flow, in
combination with the shallowness of the bay of Taranto and the wind forcing, trigger the
flow of the large-eddy simulation (where a static flat sea surface is considered) carried
out to understand the detailed in-harbour sea circulation. This research is developed in
a scientific cooperation with Dr. F. De Pascalis and Prof. G. Umgiesser (ISMAR-CNR,
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Figure 5.1: Geographical location of Taranto bay. Source: Scroccaro et al. (2004).
Venice).
This chapter is structured as follows: The numerical set-up for the LES-COAST
simulations is explained in Section 5.2, where the constructed computational domain
is illustrated in Section 5.2.1 and the boundary conditions considered are discussed in
Section 5.2.2. The results from the simulation are illustrated in Section 5.3, analysing
both the instantaneous flow (Section 5.3.1) and the higher order statistical field (Section
5.3.2). Conclusions are reported in Section 5.4.
5.2 Numerical set-up
5.2.1 Computational domain
The bay of Taranto is located in the Ionian Sea along the southern coast of Italy as
illustrated in fig. 5.1. It is approximately 14 km long (cross shore) and 6 km wide (along
shore), and is composed of two main basins: the Mar Grande and the Mar Piccolo (the
latter structured in two shelves: the First and Second Seno).
The Mar Grande covers an area of 35 km2 with average depths of 15 m and deepest
reaching 35 m. It is linked with the Ionian Sea through two openings: a 1 km wide
mouth in the south between S. Paolo island and Capo S. Vito, labelled as section A in
the map; and a 100 m wide mouth in the north-west of the Mar Grande near Punta
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Figure 5.2: The coastline of Taranto Bay highlighted by red points. [source: Google
Earth]
Rodinella, labelled as section B in map (fig. 5.1). The Mar Piccolo covers an area of
20.72 km2 with depths reaching 15 m (Matarrese et al., 2004), and it is connected with
the Mar Grande via two narrow channels along the island of Taranto. The size of the
bay and the daily commercial activities in such semi-closed environment, motivate us
to model in detail the water mixing which can be useful not only in providing more
accurate data for calibrating other RANS-like models for Taranto, but more importantly
to provide the necessary flow details for future studies when constructing/modifying
coastal structures to improve the water renewal.
The computational domain for Taranto bay focuses on both Mar Grande and Mar
Piccolo, and is constructed using the Immersed Body Method to reproduce the detailed
coastline (shown in fig. 5.2) and bathymetry in the basins, according to the technique
developed in Roman et al. (2009b). Figure 5.3 illustrates the coastal immersed bodies
shaded in red and the bathymetric immersed body shaded in green. These structures
are constructed virtually using appropriate programs such as GiD (a CAD system) with
preprocessing tools to allow the generation of detailed mesh and surfaces around the
coastline and seabed. The exact position is verified against virtual maps such as the
Google Earth program. The computational domain is illustrated in fig. 5.3 in light blue
shade, enclosed within curvilinear boundaries (defined by the thicker black line). The
boundary of the domain is composed of four orthogonal corners connected by spline
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interpolated curves which follow close to the shore, whenever possible. Appropriate
Fortran codes are written and used to construct the domain based on the geographical
co-ordinates of the harbour’s geometry. The bottom of the domain is body fitted to
follow the bathymetry profile. The minimum depth allowed for the domain is 2 m, to
prevent very high grid anisotropy along the shore. The computational grid nodes that
are located inside an immersed body are considered as solid nodes.
The numerical grid consists of 1025×513 grid points on the horizontal plane and 25
grid points along the vertical direction. The resulting spatial resolution is on average
12 m on the horizontal, and grid spacing along the vertical direction ranges from 1.5 m
in the deepest regions of the bay to 0.10 m close the coastline.
Figure 5.3: Taranto bay’s computational domain (shaded in light blue) and immersed
bodies (shaded in red and green).
5.2.2 Boundary conditions
The bottom and lateral sides of the computational domain are mainly enclosed by
immersed bodies (solid walls). At such solid walls, a wall-layer model is employed to
bypass the direct resolution of the viscous sub-layer, not affordable at real-scale values
of the Reynolds number (see Roman et al. (2009a) for details).
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Figure 5.4: The hourly wind speed magnitude recorded at Taranto for the year 2005.
Figure 5.5: The windrose for the year 2005 as measured at Taranto.
Flow rate values are imposed at the lateral openings (the two mouths in the Mar
Grande and river mouth in the Mar Piccolo) supplied by nesting LES-COAST within
a two-dimensional hydrodynamic Finite Element model SHYFEM (see Scroccaro et al.
(2004) for the application to the Taranto bay). Therefore, the flow rates at the sections
labelled A and B in fig. 5.1 are supplied from the SHYFEM numerical simulations,
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which vary in time as a consequence of the tidal component included in the flows. The
inflow from the river mouth into the Mar Piccolo is considered at constant average flow
rate, following observations by Matarrese et al. (2004).
Umgiesser et al. (2007) reports the typical wind speed and direction, tidal ampli-
tudes, the urban and industrial water discharge values, river runoff. The data is based
on in-situ measurements and the hourly wind measurements for 2005 are illustrated
in fig. 5.5 and fig. 5.4. Following these meteorological observations, a wind forcing of
U10 = 3.45 m/s (average speed for 2005) from the north-east direction (predominant
direction for such wind intensity) is imposed over the free surface, taken into account
by means of the formula proposed in Wu (1982), in which the induced stress at the sea
surface, τ , is computed from the wind velocity U10 10 m above the mean sea level. The
detailed numerical application of the wind boundary conditions is explained in Section
2.2.6. A zero-mean random fluctuation with 20% variance is added to the reference
induced stress to give a more realistic forcing action and to trigger turbulence more
efficiently.
5.3 Results and Discussion
The simulation is run for a total of 30 hours with fixed wind forcing and varying tidal
boundary conditions, considering a flat sea surface. The results of this simulation are
discussed in this section. First, the instantaneous field is investigated; second, the
time-averaged velocity field and higher order turbulent statistics are carried out.
5.3.1 The instantaneous field
Here, we analyse the instantaneous velocity field after a physical time of 30 hours of
the simulation run.
Figure 5.6 shows the contour plot of the instantaneous horizontal velocity |uh|(
=
√
u2 + w2
)
at the surface (y = 0 m) with vectors representing the horizontal veloc-
ity vector field. The small mouth at the Mar Grande (to Ionian Sea) is characterised by
relatively stronger currents (reaching 0.6 m/s), which can be attributed to the narrow
opening acting as a funnel. The circulation at the surface follows mainly the direction
of the wind, although the influence of the boundary fluxes and the shallowness of the
harbour deviate the flow around the geometry in the bay. The two basins of the Mar
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Figure 5.6: Contour plot of the instantaneous horizontal velocity at the surface with
current vectors (skipped every 10 points for clarity).
Figure 5.7: Contour plot of the instantaneous vertical velocity below the sea surface.
Piccolo are characterised by in-basin circulations and the flow around the island of
Taranto seems to be limited, reducing the exchange of water and renewal in the Mar
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Piccolo.
Figure 5.8: A vertical north-south slice across the Mar Grande showing the contour plot
of the horizontal velocity and the planar instantaneous streamlines.
Figure 5.9: A vertical west-east slice across the basins of the Mar Piccolo showing the
contour plot of the horizontal velocity and the planar instantaneous streamlines.
The vertical velocity field v at a horizontal slice just below the surface is illustrated
in fig. 5.7, which is characterised by low vertical velocities. However, of particular
interest are the long streaks of alternating vertical velocity in the direction of the
wind visible mainly in the Mar Grande. To better understand these structures, a
vertical north-south slice is plotted in fig. 5.8, showing the contour plot of the horizontal
velocity and the planar instantaneous streamlines, as indicated in the inset figure. The
wind direction is as indicated. The vertical length scale is magnified relative to the
horizontal length scale to better visualize the flow, given the shallowness of the bay.
The instantaneous streamlines illustrate the formation of horizontal elongated vortices
stretching over the water column, with length scales of around 10 m in the vertical.
Similar to the analysis in the simulations of Barcelona, these rolling structures are
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thought to be generated not by wave dynamics (as in the case of Langmuir circulation)
but by the wind forcing with a flat free surface. The rotation of these instantaneous
vortices leads to streaks of higher horizontal velocities at the surface.
Figure 5.9 shows a similar vertical slice in the two basins of the Mar Piccolo, west-
east oriented as indicated in the inset image, and illustrates that the surface layers
are instantaneously characterised by higher horizontal velocities relative to the base of
the basins. Aligned vortices are observed below the sea surface triggered by the wind
forcing at the surface.
5.3.2 Turbulence statistics
Figure 5.10: Contour plot of the time-averaged horizontal velocity at two horizontal
slices: at sea surface (left) and close to the sea floor (right), with streamlines depicted as
directed lines.
The simulation of Taranto was run for a total time of 30 hours. In this section,
we consider the time-averaged velocity field over the last 25 hours (where we allow the
first 5 hours of the total simulation as spin up time), with a flat free surface. Figure
5.10 shows the contour plot of the time-averaged horizontal velocity at two horizontal
slices; the image on the left at sea surface and the image on the right showing the mean
flow close to the sea floor. It can be noticed that the surface layer is characterised by
mean high velocity intensities, particularly close to the small exit at the Mar Grande
and around the coastline in the Mar Piccolo’s basins. The bottom layers show smaller
velocity intensities and more importantly, current direction reversal (opposite to the
wind direction), contributing to the vertical water mixing in the individual basins as
indicated by the streamlines depicted by the directed lines.
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Figure 5.11: Turbulent Kinetic Energy at two horizontal slices: at sea surface (left) and
close to the sea floor (right).
Figure 5.12: Turbulent Kinetic Energy at a west-east slice in the Mar Piccolo.
The turbulent kinetic energy (TKE) is analysed to identify the distribution of tur-
bulence intensity. TKE, as defined in Section 4.3.2 in eq. 4.2, is the mean kinetic energy
per unit mass associated with eddies in turbulent flow. Figure 5.11 shows the horizon-
tal distribution at two horizontal slices: at sea surface (left) and close to the sea floor
(right). The sea surface is characterised by relatively higher turbulent regions, shaded
in black. However, the intensity of TKE reduces from the flat free surface towards
the sea bottom (fig. 5.11 (right) ), except around the small mouth of the Mar Grande
where TKE intensity is invariant to depth. Such analysis may be valuable in calibrating
RANS turbulence closure, typically adopted in standard ocean models, when applied
to coastal region and semi-closed basin. To analyse better the vertical distribution of
the TKE in the Mar Piccolo, a vertical west-east slice is illustrated in fig. 5.12, clearly
showing the surface regions characterised by relatively higher TKE, attributed to the
wind forcing in these basins, and TKE dissipation along the water column towards the
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sea bottom.
Figure 5.13: Horizontal distribution of vertical eddy viscosity (left images) and horizontal
eddy viscosity (right images) at two horizontal slices: at the sea surface (upper images)
and close to the sea floor (lower images).
As in the case study of the simulation of Barcelona, the horizontal distribution of
the vertical (νv) and horizontal eddy viscosity (νh) are calculated, where we consider
the sum of the resolved part and the SGS eddy viscosity, as defined in eq. 4.4 and eq.
4.5 respectively. The upper left image of fig. 5.13 illustrates the variation of the vertical
eddy viscosity at the sea surface, which distribution changes close to the seabed (lower
left image). The horizontal eddy viscosity also indicate horizontal variation at the sea
surface (see upper right image of fig. 5.13), yet with limited variation along the vertical
direction. The order of magnitude of the horizontal eddy viscosities is four times larger
the vertical eddy viscosity, as expected from ocean modelling literature and as also
obtained for the Barcelona simulations. The spatial variation of these eddy viscosities
indicates the possible efficiency in calibrating other ocean models with a varying eddy
viscosity when considering turbulent flow.
The residence time, defined in Section 4.3.2, is calculated for the three main basins
of Taranto and illustrated in fig. 5.14. These times are an estimate since the water
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Figure 5.14: The calculated residence time (Rt) at the three main basins of Taranto bay,
based on the model runs. The immersed bodies (representing the coastline) are shaded in
grey while the computational domain is shaded in blue.
renewal depends on the intensity of the fluxes at the bay’s mouth which varies in time
due to the tidal contribution. However, they are still indicative of the time scales to
recirculate the water inside the different basins, each with around five to seven days
under the boundary conditions considered (with flat free surface). Such long water re-
newals can attributed to the limited size of the mouths connecting the whole in-harbour
area with the Ionian sea.
5.4 Conclusions
Following the construction of the computational domain and coastal structures as im-
mersed bodies, the LES-COAST model based on LES methodology is applied to the
Taranto bay, to simulate the water mixing. Wind boundary conditions are applied at
the sea surface, together with time varying water fluxes at the inlets of Mar Grande
(including the tidal components).
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The in-harbour instantaneous velocity fields of our numerical solution show rela-
tively stronger currents around the small mouth of the Mar Grande (to the Ionian sea).
Long streaks of alternating vertical velocity in the direction of the wind are caused
by particular sub-surface elongated rolling structures, which contribute to the water
mixing within the harbour. The temporally-averaged velocity fields clearly show the
general circulation in the harbour, particularly the sea currents direction reversal (from
the top levels to the sea bottom), indicating an overall vertical water circulation.
The TKE distribution shows a relatively higher intensity at the sea surface of
Taranto, which fades along the vertical direction towards the sea bottom, indicating
the wind stress as the source of TKE. The vertical and horizontal eddy viscosity distri-
bution indicate the possible range of values to be used by ocean models in considering
turbulent flows, instead of applying a constant eddy viscosity.
Quantification of water renewal results in a flushing time of around seven days for
the main basins of the bay of Taranto, due to the harbour’s geometry, under the applied
boundary conditions. The detailed in-harbour water flows can be essential in modelling
oil spills or other pollutants in the bay, and in the repositioning of the fish farms to the
ideal locations in Taranto bay.
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6Conclusions
Large Eddy Simulation is used to investigate currents, mixing and water renewal in
the Barcelona harbour and Taranto bay. This is a pioneering approach of applying a
large-eddy simulation to semi-closed coastal areas, driven by wind forcing at the sea
surface and tidal flows at the inlets. The in-situ measurements, meteorological condi-
tions and prior lower-resolution numerical models in these two areas are studied. The
computational domain for both harbours is constructed and the numerical model is ap-
plied under the appropriate boundary conditions, typical for those bays. The turbulent
water mixing is investigated in detail, analysing both the instantaneous flows and the
higher order statistics. Such high resolution simulations lead to a better understand-
ing of the water circulation inside the harbours and provide accurate detail which can
eventually improve the calibration of other RANS-like model in the areas. Finally, a
novel scheme is proposed to model a dynamic free surface with large-eddy simulation.
In this approach, the computational domain is maintained fix in space and the hydro-
static pressure at the top surface of the grid is applied, mimicking low-frequency linear
low-amplitude waves above the domain. This can eventually enable the modelling of
water mixing affected by surface waves inside coastal semi-closed areas (such as seiches
and tides). The following are the main achievements of the work presented in this thesis.
Implementation of the dynamic free surface condition
In Chapter 3, an innovative approach is proposed, to enable the simulation of wa-
ter mixing under the effect of surface waves in coastal semi-closed areas. The previous
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fractional step method used in the LES-COAST model to solve numerically the Navier-
Stokes equations is discussed in detail and the implementation of the new scheme is
explained. The modelling of linear long-period waves is done through the introduction
of a linearized boundary condition at the free surface. The pressure Poisson equation is
solved iteratively under mixed boundary conditions. Numerical tests are carried out on
simple grids (such as the channel flow) where the mass deficit from the lateral volume
fluxes is observed to be reflected at the computational grid top-surface, maintaining a
global divergence-free flow. The particular case of the stationary low-amplitude oscil-
lating surface wave in a closed basin is considered to validate this new scheme. The
velocity vector field in this validation test matches the analytical solution, while still
satisfying the numerical and physical conditions (such as conservation of mass). This
prototype scheme currently works for simple grids (curvilinear and also with immersed
bodies). Future work can include the application of this scheme to more complex grids,
such as in coastal areas and lakes, to model the water currents under the effect of se-
iches and tides.
Water mixing in Barcelona Harbour
The LES-COAST model application to the Barcelona harbour is presented in Chap-
ter 4, where the in-harbour flow is driven under the typical winter meteorological con-
ditions at the sea surface and in-situ measured currents specified at the two port inlets.
Such large-eddy simulation to coastal semi-closed areas is innovative, and therefore,
appropriate programs where generated to construct the required curvilinear computa-
tional grid, modelling the complexity of the harbour by the immersed body method.
The high-resolution simulation revealed more detail of the flow by resolving the large
eddies and modelling the sub-grid scales. Following the simulation for the typical winter
case, the instantaneous and time-averaged statistics are carried out and analysed.
While studying the turbulent sea currents and water renewal, particular rolling
structures are observed aligned with the wind direction, characterised by time scales of
the order of 10 hours, and contributing to the water mixing. The temporally-averaged
velocity fields demonstrate the general circulation in the harbour. Water renewal within
the port is quantified for selected sub-domain regions, obtaining residence times of up
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to six days in certain regions, attributed to the wind driven circulation and local geom-
etry of the region. The spatial variability of the vertical and horizontal eddy viscosities
indicates the potential improvement in using non-constant values of these quantities
for simulating turbulent flows in standard large scale models. The validation of LES-
COAST against observations is satisfactory for horizontal velocities (both in magnitude
and direction) along the vertical profiles measured at the northern mouth and central
channel of the harbour. In conclusion, LES-COAST, based on LES methodology for tur-
bulence closure which resolves the energy-containing turbulent eddies and parametrizes
the micro-scales, seems to be suited to coastal modelling.
Water mixing in Taranto Bay
In Chapter 5 the simulation in Taranto bay is discussed, where boundary conditions
include wind stress at the sea surface and tidally driven forcing at the inlets. The
computational domain is purposely constructed in combination with immersed bodies
to represent the complex harbour structures and coastline. The typical wind conditions
are considered for the Taranto bay simulation. The LES-COAST model is nested into
a coastal model (SHYFEM) to provide the tidal flows at the inlets (where the semi-
closed bay connects with the open Ionian sea). A constant inflow at the river intake is
considered. The results from the numerical simulation are analysed.
The instantaneous sub-surface elongated rolling structures are observed in the di-
rection of the wind, particularly in the Mar Grande, which lead to long streaks of
alternating vertical velocity at the sea surface. An overall vertical circulation is ob-
served when considering the 25 hours time-averaged velocity fields. Wind stresses are
a source of TKE indicated by the high intensity of TKE at the sea surface relative to
deeper layers. The spatial variability of the vertical and horizontal eddy viscosities in
the bay of Taranto reaffirms the conclusions from the Barcelona statistical analysis,
that the use of non-constant values of these quantities can improve the calibration of
standard large scale models for simulating turbulent flows. Finally, the indicative cal-
culation of the water renewal within the port of Taranto shows flushing times between
five to seven days for the main basins, attributed to the wind driven circulation and
the regions’ geometry.
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Possible future work on the LES-COAST application to these harbour includes the
analysis of interaction between circulation and tidal motion, the modelling of oil spills
in the harbour and other variability of biological parameters. Similar analysis can be
carried out for other seasons to extent the understanding of the water circulation of
such harbours. These simulations with LES methodology provide in-depth information
about the complex harbour hydrodynamics created around piers and breakwaters, and
thus can be also useful in the planning of new coastal structures.
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