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Abstract. This paper considers the initial-boundary value problem for the nonlocal
Cahn–Hilliard equation
∂tϕ+ (−∆+ 1)(a(·)ϕ− J ∗ ϕ+G
′(ϕ)) = 0 in Ω× (0, T )
in an unbounded domain Ω ⊂ RN with smooth bounded boundary, where N ∈ N, T > 0,
and a(·), J,G are given functions. In the case that Ω is a bounded domain and −∆+1 is
replaced with −∆, this problem has been studied by using a Faedo–Galerkin approxima-
tion scheme considering the compactness of the Neumann operator −∆+ 1 (cf. [8, 16]).
However, the compactness of the Neumann operator −∆+ 1 breaks down when Ω is an
unbounded domain. The present work establishes existence and energy estimates of weak
solutions for the above problem on an unbounded domain.
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1. Introduction and results
A well-known model for the phase separation in a binary alloys system is called the
Cahn–Hilliard model which was produced in [7]. The following equation is the basic form
of this model:
(E0)
{
∂tϕ− div(κ(ϕ)∇µ) = 0 in Ω× (0, T ),
µ = −δ∆ϕ + 1
δ
G′(ϕ) in Ω× (0, T ),
where Ω ⊂ Rd (d = 2, 3) is a bounded domain, κ is the mobility coefficient, δ > 0 is
a given small constant with respect to the thickness of the interface, and G′ is the first
derivative of a double well potential G. The above chemical potential µ is the Fre´chet
derivative of the free energy functional (see [7])
E0(ϕ) =
∫
Ω
(
δ
2
|∇ϕ|2 +
1
δ
G(ϕ)
)
dx.
Giacomin–Lebowitz [17] observed that the Cahn–Hilliard equation (E0) has no micro-
scopic derivation. They started from the microscopic viewpoint and proposed a macro-
scopic equation describing the phase segregation phenomena (see [18, 19]). This equation
is a nonlocal Cahn–Hilliard equation. Also, there are nonlocal Cahn–Hilliard–Navier–
Stokes systems which model the evolution of an isothermal mixture of two incompressible
fluids considering nonlocal interactions between the molecules.
Nonlocal Cahn–Hilliard equations (see, for instance, [1, 4, 6, 9, 16, 20, 21, 22])
and nonlocal Cahn–Hilliard–Navier–Stokes equations (see, for instance, [8, 10, 11, 12,
13, 14]) have been studied by many authors. In particular, the nonlocal Cahn–Hilliard
equation (see e.g., [1, 4, 16])
(E1)
{
∂tϕ−∆µ = 0 in Ω× (0, T ),
µ = a(·)ϕ− J ∗ ϕ+G′(ϕ) in Ω× (0, T )
and the nonlocal Cahn–Hilliard–Navier–Stokes equation (see e.g., [8, 11, 12, 14])
(E2)

∂tϕ+ u · ∇ϕ−∆µ = 0 in Ω× (0, T ),
µ = a(·)ϕ− J ∗ ϕ+ G′(ϕ) in Ω× (0, T ),
ut − 2div(ν(ϕ)Du) + (u · ∇)u+∇P = µ∇ϕ+ h in Ω× (0, T ),
div(u) = 0 in Ω× (0, T )
have been studied, where Ω ⊂ Rd (d = 2, 3) is a bounded domain, J is an interaction
kernel such that J(x) = J(−x) and
(J ∗ ϕ)(x) :=
∫
Ω
J(x− y)ϕ(y) dy, a(x) :=
∫
Ω
J(x− y) dy,
ν denotes the viscosity, Du := 1
2
(∇u+ (∇u)tr), P is the pressure, h means volume forces
applied to the binary mixture fluid, and G′ is the first derivative of a double well potential
G. The free energy functional in (E1) and (E2) is given by
E(ϕ(t)) :=
1
4
∫
Ω
∫
Ω
J(x− y)(ϕ(x, t)− ϕ(y, t))2 dxdy +
∫
Ω
G(ϕ(x, t)) dx.
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Existence and energy estimates of weak solutions for (E1) and (E2) have been proved
by using a Faedo–Galerkin approximation scheme considering the compactness of the
Neumann operator −∆+ 1 under the following conditions and others (cf. [8, 16]):
(H1) J ∈ W 1,1(RN), J(x) = J(−x), a(x) :=
∫
Ω
J(x− y) dy ≥ 0 a.a. x ∈ Ω.
(H2) G ∈ C2,1loc (R) and
G′′(s) + inf
x∈Ω
a(x) ≥ d0
holds for all s ∈ R with some constant d0 > 0.
(H3) There exist d1 >
1
2
‖J‖L1(RN ) and d2 ∈ R such that
G(s) ≥ d1s
2 − d2 for all s ∈ R.
(H4) ϕ0 ∈ L
2(Ω) and G(ϕ0) ∈ L
1(Ω).
We can verify that the regular potential G(r) = (r2 − 1)2 = r4 − 2r2 + 1 (G′(r) =
4r3 − 4r) satisfies (H2)-(H4). The L2(0, T ;H1(Ω))-estimate for µ can be established by
the Poincare´–Wirtinger inequality (see e.g., [8, 9, 10, 11, 12, 16]). However, in the case
that Ω ⊂ RN is an unbounded domain, the inequality and the above Galerkin method
considering the compactness cannot be used (directly). Moreover, the above regular
potential does not satisfy (H4) and the condition (H3) is not appropriate in the case of
unbounded domains because the constant d2 is not integrable on unbounded domains.
Cahn–Hilliard equations on unbounded domains were studied by a few authors (see
e.g., [5, 15, 23, 24]). In particular, nonlocal Cahn–Hilliard equations on unbounded
domains have not been studied yet. The case of unbounded domains has the mathemat-
ical difficult point that compactness methods cannot be applied directly. It would be
interesting to construct an applicable theory for the case of unbounded domains and to
set assumptions for the case of unbounded domains trying to keep a typical example in
the case of bounded domains (previous works) as much as possible. By considering the
case of unbounded domains, it would be possible to make a new finding which the case of
bounded domains does not have. Also, the new finding would be useful for other study
of partial differential equations. This article considers the initial-boundary value problem
on an unbounded domain for nonlocal Cahn–Hilliard equations
(P)

∂tϕ+ (−∆+ 1)µ = 0 in Ω× (0, T ),
µ = a(·)ϕ− J ∗ ϕ+G′(ϕ) in Ω× (0, T ),
∂νµ = 0 on ∂Ω × (0, T ),
ϕ(·, 0) = ϕ0 in Ω
by passing to the limit in the following system as εց 0:
(P)ε

∂tϕε + (−∆+ 1)µε = 0 in Ω× (0, T ),
µε = ε(−∆+ 1)ϕε + a(·)ϕε − J ∗ ϕε +G
′
ε(ϕε) + ε∂tϕε in Ω× (0, T ),
∂νµε = ∂νϕε = 0 on ∂Ω× (0, T ),
ϕε(·, 0) = ϕ0ε in Ω,
3
where Ω is an unbounded domain in RN with smooth bounded boundary ∂Ω (e.g., Ω =
R
N \B(0, R), where B(0, R) is the open ball with center 0 and radius R > 0), ∂ν denotes
differentiation with respect to the outward normal of ∂Ω, N ∈ N, T > 0, ε > 0, and
a(·), J, G,Gε, ϕ0, ϕ0ε are given functions in the following conditions (A1)-(A8):
(A1) J ∈ W 1,1(RN), J(x) = J(−x), a(x) :=
∫
Ω
J(x− y) dy ≥ 0 a.a. x ∈ Ω.
(A2) G = β̂ + pi, where β̂, pi ∈ C1(R).
(A3) β := β̂ ′ : R → R is a maximal monotone function and β(0) = 0. β̂ is nonnegative
and convex and β̂(0) = 0.
(A4) pi := pi′ : R→ R is a Lipschitz continuous function and pi(0) = pi(0) = 0.
(A5) G(r) +
‖pi′‖L∞(R)
2
r2 ≥ 0 for all r ∈ R.
(A6) Gε = β̂ε + pi, where β̂ε : R→ R is the Moreau–Yosida regularization of β̂:
β̂ε(r) = inf
s∈R
{
1
2ε
|r − s|2 + β̂(s)
}
.
(A7) There exist c0 > 0 and 0 < c1 <
c0
2
such that
‖J‖L1(RN ) < c0 + c1 and inf
x∈Ω
a(x) ≥ c0 + ‖pi
′‖L∞(R).
(A8) ϕ0 ∈ L
2(Ω) and G(ϕ0) ∈ L
1(Ω). Moreover, let ϕ0ε ∈ H
1(Ω) satisfy G(ϕ0ε) ∈ L
1(Ω)
and
‖ϕ0ε‖
2
L2(Ω) ≤ c2, ‖G(ϕ0ε)‖L1(Ω) ≤ c2, ε‖∇ϕ0ε‖
2
(L2(Ω))N ≤ c2
for all ε > 0, where c2 > 0 is a constant independent of ε; in addition, ϕ0ε → ϕ0 in
L2(Ω) as εց 0.
The function G(r) = r4 − 2r2 (G′(r) = 4r3 − 4r) satisfies (A1)-(A8) (see Section 2).
Remark 1.1. It holds that β̂ε(r) =
1
2ε
|r − Jβε (r)|
2 + β̂(Jβε (r)) for all r ∈ R, where J
β
ε
is the resolvent operator of β on R. The derivative of β̂ε is βε, where βε is the Yosida
approximation operator of β on R. Moreover, the inequalities 0 ≤ β̂ε(r) ≤ β̂(r) hold for
all r ∈ R (see e.g., [3, Theorem 2.9, p. 48]).
This article puts the Hilbert spaces
H := L2(Ω), V := H1(Ω)
with inner products (u1, u2)H :=
∫
Ω
u1u2 dx (u1, u2 ∈ H) and (v1, v2)V :=
∫
Ω
∇v1 ·∇v2 dx+∫
Ω
v1v2 dx (v1, v2 ∈ V ), respectively, and with norms ‖u‖H := (u, u)
1/2
H (u ∈ H) and
‖v‖V := (v, v)
1/2
V (v ∈ V ), respectively. Moreover, this paper uses
W :=
{
z ∈ H2(Ω) | ∂νz = 0 a.e. on ∂Ω
}
.
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The notation V ∗ denotes the dual space of V with duality pairing 〈·, ·〉V ∗,V . Moreover, in
this paper, a bijective mapping F : V → V ∗ and the inner product in V ∗ are defined as
〈Fv1, v2〉V ∗,V := (v1, v2)V for all v1, v2 ∈ V,(1.1)
(v∗1, v
∗
2)V ∗ :=
〈
v∗1 , F
−1v∗2
〉
V ∗,V
for all v∗1 , v
∗
2 ∈ V
∗;(1.2)
note that F : V → V ∗ is well-defined by the Riesz representation theorem.
This article defines weak solutions of (P) and (P)ε as follows.
Definition 1.1. A pair (ϕ, µ) with
ϕ ∈ H1(0, T ;V ∗) ∩ L∞(0, T ;H) ∩ L2(0, T ;V ),
µ ∈ L2(0, T ;V )
is called a weak solution of (P) if (ϕ, µ) satisfies
〈ϕt(t), v〉V ∗,V +
(
µ(t), v
)
V
= 0 for all v ∈ V and a.a. t ∈ (0, T ),(1.3)
µ = a(·)ϕ− J ∗ ϕ+G′(ϕ) a.e. on Ω× (0, T ),(1.4)
ϕ(0) = ϕ0 a.e. on Ω.(1.5)
Definition 1.2. A pair (ϕε, µε) with
ϕε ∈ H
1(0, T ;H) ∩ L∞(0, T ;V ) ∩ L2(0, T ;W ),
µε ∈ L
2(0, T ;V )
is called a weak solution of (P)ε if (ϕε, µε) satisfies
(∂tϕε(t), v)H + (µε(t), v)V = 0 for all v ∈ V and a.a. t ∈ (0, T ),(1.6)
µε = ε(−∆+ 1)ϕε + a(·)ϕε − J ∗ ϕε +G
′
ε(ϕε) + ε∂tϕε a.e. on Ω× (0, T ),(1.7)
ϕε(0) = ϕ0ε a.e. on Ω.(1.8)
This paper has four main theorems. The first main result gives existence and unique-
ness of solutions to (P)ε.
Theorem 1.1. Assume (A1)-(A8). Then there exists ε0 ∈ (0, 1) such that for all ε ∈
(0, ε0) there exists a unique weak solution (ϕε, µε) of (P)ε satisfying
ϕε ∈ H
1(0, T ;H) ∩ L∞(0, T ;V ) ∩ L2(0, T ;W ), µε ∈ L
2(0, T ;V )
and there exists a constant M1 =M1(T ) > 0 such that
‖ϕε(t)‖
2
H + ε‖ϕε(t)‖
2
V +
∫ t
0
‖µε(s)‖
2
V ds(1.9)
+ ε
∫ t
0
‖(−∆+ 1)ϕε(s)‖
2
H ds+ ε
∫ t
0
‖∂tϕε(s)‖
2
H ds ≤M1,∫ t
0
‖ϕε(s)‖
2
V ds ≤M1,(1.10) ∫ t
0
‖∂tϕε(s)‖
2
V ∗ ds ≤M1,(1.11) ∫ t
0
‖βε(ϕε(s))‖
2
H ds ≤M1(1.12)
for all t ∈ [0, T ] and all ε ∈ (0, ε0).
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The second main result says existence and uniqueness of solutions to (P).
Theorem 1.2. Assume (A1)-(A8). Then there exists a unique weak solution (ϕ, µ) of
(P) satisfying
ϕ ∈ H1(0, T ;V ∗) ∩ L∞(0, T ;H) ∩ L2(0, T ;V ), µ ∈ L2(0, T ;V )
and there exists a constant M2 =M2(T ) > 0 such that
‖ϕ(t)‖2H +
∫ t
0
‖µ(s)‖2V ds ≤M2,(1.13) ∫ t
0
‖ϕ(s)‖2V ds ≤ M2,(1.14) ∫ t
0
‖ϕt(s)‖
2
V ∗ ds ≤M2,(1.15) ∫ t
0
‖β(ϕ(s))‖2V ds ≤M2(1.16)
for all t ∈ [0, T ].
The third main result is concerned with the energy estimate for (P).
Theorem 1.3. Assume (A1)-(A8). Let (ϕ, µ) be a weak solution of (P). Then
E(ϕ(t)) +
∫ t
0
‖µ(s)‖2V ds = E(ϕ0), in particular, E(ϕ(t)) ≤ E(ϕ0)
for all t ∈ [0, T ], where
E(ϕ(t)) :=
1
4
∫
Ω
∫
Ω
J(x− y)(ϕ(x, t)− ϕ(y, t))2 dxdy +
∫
Ω
G(ϕ(x, t)) dx.
The fourth main result infers the error estimate between the solution of (P) and the
solution of (P)ε.
Theorem 1.4. Assume (A1)-(A8). In (A8) assume further that
‖ϕ0ε − ϕ0‖
2
V ∗ ≤ c3ε
1/2
for some constant c3 > 0. Let ε0 be as in Theorem 1.1. For ε ∈ (0, ε0), let (ϕε, µε)
and (ϕ, µ) be weak solutions of (P)ε and (P), respectively. Then there exists a constant
M3 =M3(T ) > 0 such that
‖ϕε − ϕ‖
2
C([0,T ];V ∗) +
∫ T
0
‖ϕε(t)− ϕ(t)‖
2
H dt ≤M3ε
1/2
for all ε ∈ (0, ε0).
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The strategy for the proof of Theorem 1.1 is to consider the approximation of (P)ε,λ
(P)ε,λ

λ∂tµε,λ + ∂tϕε,λ + ((−∆)λ + 1)µε,λ = 0 in Ω× (0, T ),
µε,λ = ε((−∆)λ + 1)ϕε,λ + a(·)ϕε,λ − J ∗ ϕε,λ
+G′ε(ϕε,λ) + ε∂tϕε,λ in Ω× (0, T ),
µε,λ(·, 0) = ϕ0ε, ϕε,λ(·, 0) = ϕ0ε in Ω,
where λ > 0 and (−∆)λ is the Yosida approximation of −∆, to establish existence and
estimates of solutions for (P)ε,λ (Lemmas 4.1 and 4.2), and to pass to the limit in (P)ε,λ
as λց 0. The strategy for the proof of Theorem 1.2 is to confirm Cauchy’s criterion for
solutions of (P)ε (Lemma 5.1) and to pass to the limit in (P)ε as εց 0.
This paper is organized as follows. Section 2 presents one example. In Section 3 we
give useful results for proving the main theorems. Sections 4 and 5 are devoted to the
proofs of Theorems 1.1 and 1.2. In Section 6 we establish the energy estimate for (P)
stated in Theorem 1.3. Section 7 proves the error estimate between the solution of (P)
and the solution of (P)ε stated in Theorem 1.4.
2. Example
This paper presents the example:
Ω = RN \B(0, η) (η > 0 is sufficiently small),
J(x) = cJe
−|x|2 (cJ > 0 is a constant),
G(r) = r4 − 2r2.
By letting cJ be a positive constant such that ‖J‖L1(RN ) = 21 and putting
a(x) :=
∫
Ω
J(x− y) dy, β̂(r) = r4, pi(r) = −2r2,
Gε(r) = β̂ε(r) + pi(r), c0 = 16, 0 < c1 = 6 <
c0
2
,
where β̂ε is the Moreau–Yosida regularization of β̂, these functions a, J , G and Gε satisfy
(A1)-(A8). Indeed,
‖J‖L1(RN ) = 21 < 16 + 6 = c0 + c1
and
a(x) =
∫
Ω
J(x− y) dy = ‖J‖L1(RN ) −
∫
B(0,η)
J(x− y) dy = 21−
∫
x−B(0,η)
J(z) dz
≥ 21− cJ |x− B(0, η)| = 21− cJ |B(0, η)|
≥ 20 = c0 + ‖pi
′‖L∞(R)
hold, which implies (A7).
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It is possible to verify (A8) in reference to [24, Section 6]. To confirm (A8) we let
ϕ0 ∈ L
2(Ω) with G(ϕ0) ∈ L
1(Ω), i.e., ϕ0 ∈ L
2(Ω)∩L4(Ω). Then there exists ϕ0ε ∈ W ∩Y
such that ϕ0ε + ε(−∆+ 1)ϕ0ε = ϕ0 in Ω,∂νϕ0ε = 0 on ∂Ω,
that is,
ϕ0ε = (JH)εϕ0 = (JL4)εϕ0,
where
AH := −∆+ I : D(A) := W ⊂ H → H,
(JH)ε := (I + εAH)
−1,
Y :=
{
z ∈ W 2, 4(Ω) | ∂νz = 0 a.e. on ∂Ω
}
,
AL4 := −∆+ I : D(AL4) := Y ⊂ L
4(Ω)→ L4(Ω),
(JL4)ε := (I + εAL4)
−1.
It follows from the properties of (JH)ε and (JL4)ε that
ϕ0ε = (JH)εϕ0 → ϕ0 in H as εց 0,
‖ϕ0ε‖H = ‖(JH)εϕ0‖H ≤ ‖ϕ0‖H ,
‖ϕ0ε‖L4(Ω) = ‖(JL4)εϕ0‖L4(Ω) ≤ ‖ϕ0‖L4(Ω),
and hence
‖G(ϕ0ε)‖L1(Ω) ≤ ‖ϕ0ε‖
4
L4(Ω) + 2‖ϕ0ε‖
2
H ≤ ‖ϕ0‖
4
L4(Ω) + 2‖ϕ0‖
2
H ,
ε‖ϕ0ε‖
2
V =
(
ε(−∆+ I)ϕ0ε, ϕ0ε
)
H
= (ϕ0 − ϕ0ε, ϕ0ε)H ≤ ‖ϕ0‖
2
H .(2.1)
Thus there exists ϕ0ε satisfying (A8).
Moreover, the inequality
‖ϕ0ε − ϕ0‖V ∗ ≤ ε
1/2‖ϕ0‖H
holds. Indeed, (1.1), (1.2) and (2.1) yield that
‖ϕ0ε − ϕ0‖
2
V ∗ = ‖ε(−∆+ 1)ϕ0ε‖
2
V ∗ = ε
2‖Fϕ0ε‖
2
V ∗ = ε
2‖ϕ0ε‖
2
V ≤ ε‖ϕ0‖
2
H .
Therefore (A1)-(A8) hold for the functions a, J , G and Gε in the example.
3. Preliminaries
In this section we will provide some results which will be used later for the proofs of
Theorems 1.1 and 1.2.
Lemma 3.1 ([26, Section 8, Corollary 4]). Assume that
X ⊂ Z ⊂ Y with compact embedding X → Z (X, Z and Y are Banach spaces).
(i) Let F be bounded in Lp(0, T ;X) and {∂v
∂t
| v ∈ F} be bounded in L1(0, T ; Y ) with
some constant 1 ≤ p <∞. Then F is relatively compact in Lp(0, T ;Z).
(ii) Let F be bounded in L∞(0, T ;X) and {∂v
∂t
| v ∈ F} be bounded in Lr(0, T ; Y ) with
some constant r > 1. Then F is relatively compact in C(0, T ;Z).
Lemma 3.2. Let λ > 0 and put
Jλ := (I − λ∆)
−1 : H → H, (−∆)λ :=
1
λ
(I − Jλ) : H → H,
A˜ := F − I : V → V ∗, J˜λ :=
(
I + λA˜
)−1
: V ∗ → V ∗.
Then we have
J˜λ|H = Jλ,(3.1)
‖J
1/2
λ v‖H ≤ ‖v‖H ,(3.2)
‖J
1/2
1 v‖V = ‖v‖H(3.3)
for all v ∈ H and
‖(−∆)
1/2
λ v‖H ≤ ‖v‖V(3.4)
for all v ∈ V , where −∆ :W ⊂ H → H is the Neumann Laplacian.
Proof. (3.1) can be shown by the same argument as in [24, Lemma 3.3]. We will prove
(3.2). From the properties of Jλ we have that
‖J
1/2
λ v‖
2
H = (J
1/2
λ v, J
1/2
λ v)H = (v, Jλv)H ≤ ‖v‖H‖Jλv‖H ≤ ‖v‖
2
H
for all v ∈ H . Thus (3.2) holds.
Next we show (3.3). By noting that F = A˜+ I and (J˜
1/2
1 v
∗, v)H = 〈v
∗, J
1/2
1 v〉V ∗,V for
all v∗ ∈ V ∗ and all v ∈ H (see e.g., [25, Lemma 3.3]), it follows from (1.1) and (3.1) that
‖J
1/2
1 v‖
2
V = (J
1/2
1 v, J
1/2
1 v)V = 〈FJ
1/2
1 v, J
1/2
1 v〉V ∗,V = 〈F J˜
1/2
1 v, J
1/2
1 v〉V ∗,V
= (J˜
1/2
1 F J˜
1/2
1 v, v)H = ((I + A˜)
1/2J˜
1/2
1 v, v)H = (v, v)H = ‖v‖
2
H
for all v ∈ H , which implies (3.3).
Next we confirm (3.4). Let v ∈ V . Then it holds that
‖(−∆)
1/2
λ v‖
2
H = ((−∆)λv, v)H = (−∆Jλv, v)H = 〈(F − I)Jλv, v〉V ∗,V(3.5)
≤
1
2
‖(F − I)Jλv‖
2
V ∗ +
1
2
‖v‖2V .
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Here we infer from (1.1) and (1.2) that
‖(F − I)Jλv‖
2
V ∗(3.6)
= ‖FJλv‖
2
V ∗ − 2(FJλv, Jλv)V ∗ + ‖Jλv‖
2
V ∗ = ‖Jλv‖
2
V − 2‖Jλv‖
2
H + ‖Jλv‖
2
V ∗
≤ ‖Jλv‖
2
V − ‖Jλv‖
2
H = (Jλv, (−∆)λv)H = −λ‖(−∆)λv‖
2
H + (v, (−∆)λv)H
≤ (v, (−∆)λv)H = ‖(−∆)
1/2
λ v‖
2
H.
Hence combination of (3.5) and (3.6) derives (3.4).
Lemma 3.3. Let Ω˜ ⊂ Ω be a bounded domain with smooth boundary and let {vλ}λ ⊂
H1(0, T ;H) ∩ L∞(0, T ;H) satisfy that {vλ}λ is bounded in L
∞(0, T ;H) and {v′λ}λ is
bounded in L2(0, T ;H). Then
vλ → v weakly
∗ in L∞(0, T ;H),
J
1/2
1 vλ → J
1/2
1 v in C([0, T ];L
2(Ω˜))
as λ = λj ց 0 with some function v ∈ L
∞(0, T ;H).
Proof. There exists v ∈ L∞(0, T ;H) such that
vλ → v weakly
∗ in L∞(0, T ;H)
as λ = λj ց 0. We see that
(3.7) H1(Ω˜) ⊂ L2(Ω˜) ⊂ L2(Ω˜) with compact embedding H1(Ω˜)→ L2(Ω˜).
It follows from (3.3) that
‖J
1/2
1 vλ(t)‖H1(Ω˜) ≤ ‖J
1/2
1 vλ(t)‖V = ‖vλ(t)‖H .
Thus there exists a constant C1 > 0 such that
(3.8) ‖J
1/2
1 vλ‖L∞(0,T ;H1(Ω˜)) ≤ C1.
Also, from (3.2) we have that
‖J
1/2
1 ∂tvλ(t)‖L2(Ω˜) ≤ ‖J
1/2
1 ∂tvλ(t)‖H ≤ ‖∂tvλ(t)‖H ,
and hence it holds that there exists a constant C2 > 0 such that
(3.9) ‖J
1/2
1 ∂tvλ‖L2(0,T ;L2(Ω˜)) ≤ C2.
Therefore applying (3.7)-(3.9) and Lemma 3.1 yields that
(3.10) J
1/2
1 vλ → w in C([0, T ];L
2(Ω˜))
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as λ = λj ց 0 with some function w ∈ C([0, T ];L
2(Ω˜)). Now, let ψ ∈ C∞c ([0, T ]× Ω˜) and
we will show that
(3.11)
∫ T
0
(∫
Ω˜
(
J
1/2
1 v(t)− w(t)
)
ψ(t)
)
dt = 0.
We see that∫ T
0
(∫
Ω˜
(
J
1/2
1 vλ(t)
)
ψ(t)
)
dt =
∫ T
0
(J
1/2
1 vλ(t), ψ(t))H dt =
∫ T
0
(vλ(t), J
1/2
1 ψ(t))H dt.(3.12)
Where, since ψ ∈ C∞c ([0, T ]× Ω˜) ⊂ C
∞
c ([0, T ]×Ω) ⊂ L
1(0, T ;H), we infer from (3.2) that
J
1/2
1 ψ ∈ L
1(0, T ;H).
Therefore it follows that∫ T
0
(vλ(t), J
1/2
1 ψ(t))H dt→
∫ T
0
(v(t), J
1/2
1 ψ(t))H dt =
∫ T
0
(J
1/2
1 v(t), ψ(t))H dt(3.13)
as λ = λj ց 0. Thus combination of (3.10), (3.12) and (3.13) leads to (3.11), and hence
it holds that
(3.14) w = J
1/2
1 v a.e. in (0, T )× Ω˜.
From (3.10) and (3.14) we have
(3.15) J
1/2
1 vλ → J
1/2
1 v in C([0, T ];L
2(Ω˜))
as λ = λj ց 0.
Lemma 3.4. Let Ω˜ ⊂ Ω be a bounded domain with smooth boundary and let {vλ}λ ⊂
H1(0, T ;H) satisfy that {vλ}λ is bounded in L
2(0, T ;H) and {v′λ}λ, {(−∆)λvλ}λ are
bounded in L2(0, T ;H). Then
vλ → v in L
2(0, T ;L2(Ω˜))
as λ = λj ց 0 with some function v ∈ L
2(0, T ;W ).
Proof. There exists v ∈ L2(0, T ;W ) such that
vλ → v weakly in L
2(0, T ;H),
(−∆)λvλ → −∆v weakly in L
2(0, T ;H)
as λ = λj ց 0. We see that
‖Jλvλ(t)‖
2
H1(Ω˜)
≤ ‖Jλvλ(t)‖
2
V = ‖Jλvλ(t)‖
2
H + (Jλvλ(t), (−∆)λvλ(t))H
≤
3
2
‖vλ(t)‖
2
H +
1
2
‖(−∆)λvλ(t)‖H
11
and then
‖Jλvλ‖L2(0,T ;H1(Ω˜)) ≤ C1(3.16)
with some constant C1 > 0. It holds that
‖Jλ∂tvλ(t)‖L2(Ω˜) ≤ ‖Jλ∂tvλ(t)‖H ≤ ‖∂tvλ(t)‖H ,
and hence there exists a constant C2 > 0 such that
‖Jλ∂tvλ‖L2(0,T ;L2(Ω˜)) ≤ C2.(3.17)
Thus it follows from (3.7), (3.16), (3.17) and Lemma 3.1 that
Jλvλ → v in L
2(0, T ;L2(Ω˜))
as λ = λj ց 0, which implies that
vλ = λ(−∆)λvλ + Jλvλ → v in L
2(0, T ;L2(Ω˜))
as λ = λj ց 0.
4. Existence of solutions to (P)ε
To show existence of weak solutions for (P)ε this paper considers the approximation
of (P)ε:
(P)ε,λ

λ∂tµε,λ + ∂tϕε,λ + ((−∆)λ + 1)µε,λ = 0 in Ω× (0, T ),
µε,λ = ε((−∆)λ + 1)ϕε,λ + a(·)ϕε,λ − J ∗ ϕε,λ
+G′ε(ϕε,λ) + ε∂tϕε,λ in Ω× (0, T ),
µε,λ(·, 0) = ϕ0ε, ϕε,λ(·, 0) = ϕ0ε in Ω,
where λ > 0 and (−∆)λ is the Yosida approximation of −∆.
Lemma 4.1. There exists a unique classical solution (ϕε,λ, µε,λ) of (P)ε,λ satisfying ϕε,λ ∈
C1([0, T ];H) and µε,λ ∈ C
1([0, T ];H).
Proof. We can rewrite (P)ε,λ as
(K)
{
dU
dt
= L(U) on [0, T ],
U(0) = U0,
where U =
(
ϕε,λ
µε,λ
)
, U0 =
(
ϕ0ε
ϕ0ε
)
∈ H ×H and
L : H ×H ∋
(
ϕ
µ
)
7→
(
−(−∆)λϕ− ϕ−
1
ε
a(·)ϕ+ 1
ε
J ∗ ϕ− 1
ε
G′ε(ϕ) +
1
ε
µ
1
λ
(−∆)λϕ+
1
λ
ϕ + 1
ελ
a(·)ϕ− 1
ελ
J ∗ ϕ+ 1
ελ
G′ε(ϕ)−
1
ελ
µ− 1
λ
µ− 1
λ
(−∆)λµ
)
∈ H ×H.
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Since
‖(−∆)λ(ϕ− ψ)‖H ≤
1
λ
‖ϕ− ψ‖H ,
‖a(·)(ϕ− ψ)‖H ≤ ‖a‖L∞(Ω)‖ϕ− ψ‖H ,
‖J ∗ (ϕ− ψ)‖H ≤ ‖J‖L1(RN )‖ϕ− ψ‖H ,
‖G′ε(ϕ)−G
′
ε(ψ)‖H ≤
(
1
ε
+ ‖pi′‖L∞(R)
)
‖ϕ− ψ‖H
for all ϕ, ψ ∈ H , the operator L is Lipschitz continuous. Thus, by the Cauchy–Lipschitz–
Picard theorem, there exists a unique classical solution U =
(
ϕε,λ
µε,λ
)
∈ C1([0, T ];H ×H)
of (K). Therefore we can obtain this lemma.
Lemma 4.2. There exists ε1 ∈ (0, 1) such that for all ε ∈ (0, ε1) there exists a constant
C = C(ε, T ) > 0 such that
‖ϕε,λ(t)‖
2
H +
∫ t
0
‖∂tϕε,λ(s)‖
2
H ds+
∫ t
0
‖µε,λ(s)‖
2
H ds ≤ C,(4.1)
λ2
∫ t
0
‖∂tµε,λ(s)‖
2
H ds ≤ C,(4.2) ∫ t
0
‖(−∆)λµε,λ(s)‖
2
H ds ≤ C,(4.3) ∫ t
0
‖(−∆)λϕε,λ(s)‖
2
H ds ≤ C(4.4)
for all t ∈ [0, T ] and all λ > 0.
Proof. We see from the first equation in (P)ε,λ that
λ
2
d
dt
‖µε,λ(t)‖
2
H + (∂tϕε,λ(t), µε,λ(t))H + ((−∆)λµε,λ(t), µε,λ(t))H + ‖µε,λ(t)‖
2
H = 0(4.5)
and the second equation in (P)ε,λ yields that
(∂tϕε,λ(t), µε,λ(t))H(4.6)
=
ε
2
d
dt
(‖(−∆)
1/2
λ ϕε,λ(t)‖
2
H + ‖ϕε,λ(t)‖
2
H) +
1
2
d
dt
‖
√
a(·)ϕε,λ(t)‖
2
H
− (J ∗ ϕε,λ(t), ∂tϕε,λ(t))H +
d
dt
∫
Ω
Gε(ϕε,λ(t)) + ε‖∂tϕε,λ(t)‖
2
H .
Thus it follows from (3.4), (4.5), (4.6), (A8) and the Young inequality that
1
2
‖
√
a(·)ϕε,λ(t)‖
2
H +
∫
Ω
Gε(ϕε,λ(t)) + ε
∫ t
0
‖∂tϕε,λ(s)‖
2
H ds+
∫ t
0
‖µε,λ(s)‖
2
H ds(4.7)
≤ C1 +
∫ t
0
(J ∗ ϕε,λ(s), ∂tϕε,λ(s))H ds
≤ C1 +
‖J‖2L1(RN )
2ε
∫ t
0
‖ϕε,λ(s)‖
2
H ds+
ε
2
∫ t
0
‖∂tϕε,λ(s)‖
2
H ds,
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where C1 > 0. Here we have from (A4)-(A6), Remark 1.1, the mean value theorem and
the Young inequality that
Gε(r) =
1
2ε
|r − Jβε (r)|
2 +G(Jβε (r)) + pi(r)− pi(J
β
ε (r))(4.8)
≥
1
2ε
|r − Jβε (r)|
2 −
‖pi′‖L∞(R)
2
r2 − |pi(ξ)||r− Jβε (r)|
≥
1
2ε
|r − Jβε (r)|
2 −
‖pi′‖L∞(R)
2
r2 − ‖pi′‖L∞(R)|ξ||r − J
β
ε (r)|
≥
1
2ε
|r − Jβε (r)|
2 −
‖pi′‖L∞(R)
2
r2 − 2‖pi′‖L∞(R)|r||r − J
β
ε (r)|
≥ −
‖pi′‖L∞(R)
2
r2 − 2‖pi′‖L∞(R)εr
2
for all r ∈ R and all ε > 0, where ξ is some constant belonging to [r, Jβε (r)] or [J
β
ε (r), r].
Therefore, by combining (4.7), (4.8) and (A7), there exists ε1 ∈ (0, 1) such that
c0
4
‖ϕε,λ(t)‖
2
H +
ε
2
∫ t
0
‖∂tϕε,λ(s)‖
2
H ds+
∫ t
0
‖µε,λ(s)‖
2
H ds
≤ C1 +
‖J‖2L1(RN )
2ε
∫ t
0
‖ϕε,λ(s)‖
2
H ds
for all t ∈ [0, T ], ε ∈ (0, ε1) and λ > 0, and hence for all ε ∈ (0, ε1) there exists a constant
C2 = C2(ε, T ) > 0 such that
‖ϕε,λ(t)‖
2
H ,
∫ t
0
‖∂tϕε,λ(s)‖
2
H ds,
∫ t
0
‖µε,λ(s)‖
2
H ds ≤ C2(4.9)
for all t ∈ [0, T ] and all λ > 0. The Young inequality and the first equation in (P)ε,λ yield
that
λ2‖∂tµε,λ(t)‖
2
H = λ
2(∂tµε,λ(t), ∂tµε,λ(t))H
= −λ(∂tµε,λ(t), ∂tϕε,λ(t))H −
λ
2
d
dt
(‖(−∆)
1/2
λ µε,λ(t)‖
2
H + ‖µε,λ(t)‖
2
H)
≤
λ2
2
‖∂tµε,λ(t)‖
2
H +
1
2
‖∂tϕε,λ(t)‖
2
H −
λ
2
d
dt
(‖(−∆)
1/2
λ µε,λ(t)‖
2
H + ‖µε,λ(t)‖
2
H)
and then we derive from (3.4), (4.9) and (A8) that for all ε ∈ (0, ε1) there exists a constant
C3 = C3(ε, T ) > 0 such that
λ2
∫ t
0
‖∂tµε,λ(s)‖
2
H ds ≤ C3(4.10)
for all t ∈ [0, T ] and all λ > 0. We infer from (4.9), (4.10), the first and second equations
in (P)ε,λ that for all ε ∈ (0, ε1) there exists a constant C4 = C4(ε, T ) > 0 such that∫ t
0
‖(−∆)λµε,λ(s)‖
2
H ds,
∫ t
0
‖(−∆)λϕε,λ(s)‖
2
H ds ≤ C4(4.11)
for all t ∈ [0, T ] and all λ > 0.
Therefore combination of (4.9)-(4.11) means Lemma 4.2.
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Lemma 4.3. Let ε1 be as in Lemma 4.2. Then for all ε ∈ (0, ε1) there exist ϕε ∈
H1(0, T ;H) ∩ L∞(0, T ;H) and µε ∈ L
2(0, T ;H) satisfying (1.6), (1.7) and (1.8).
Proof. Let ε ∈ (0, ε1). The estimates (4.1)-(4.4) yield that there exist some functions
ϕε ∈ H
1(0, T ;H) ∩ L2(0, T ;W ), µε ∈ L
2(0, T ;W ) satisfying
ϕε,λ → ϕε weakly in L
2(0, T ;H),(4.12)
∂tϕε,λ → ∂tϕε weakly in L
2(0, T ;H),(4.13)
(−∆)λϕε,λ → −∆ϕε weakly in L
2(0, T ;H),(4.14)
µε,λ → µε weakly in L
2(0, T ;H),(4.15)
λ∂tµε,λ → 0 weakly in L
2(0, T ;H),(4.16)
(−∆)λµε,λ → −∆µε weakly in L
2(0, T ;H)(4.17)
as λ = λj ց 0. We can obtain (1.6) by (4.13), (4.15), (4.16) and (4.17). Now we show
(1.7). To verify (1.7) it suffices to confirm that for all ψ ∈ C∞c ([0, T ]× Ω),∫ T
0
(∫
Ω
(
µε(t)− ε(−∆+ 1)ϕε(t)− a(·)ϕε(t)(4.18)
+ J ∗ ϕε(t)−G
′
ε(ϕε(t))− ε∂tϕε(t)
)
ψ(t)
)
dt = 0.
From the second equation in (P)ε,λ we infer
0 =
∫ T
0
(µε,λ(t)− ε((−∆)λ + 1)ϕε,λ(t)− a(·)ϕε,λ(t)(4.19)
+ J ∗ ϕε,λ(t)−G
′
ε(ϕε,λ(t))− ε∂tϕε,λ(t), ψ(t))H dt
=
∫ T
0
(µε,λ(t)− ε((−∆)λ + 1)ϕε,λ(t)− a(·)ϕε,λ(t)− ε∂tϕε,λ(t), ψ(t))H dt
+
∫ T
0
(ϕε,λ(t), J ∗ ψ(t))H dt−
∫ T
0
(G′ε(ϕε,λ(t)), ψ(t))H dt
hold. Here there exists a bounded domain B ⊂ Ω with smooth boundary such that
suppψ ⊂ B × (0, T ).
It follows from (4.1), (4.4) and Lemma 3.4 that
ϕε,λ → ϕε in L
2(0, T ;L2(B))(4.20)
as λ = λj ց 0. Since G
′
ε = βε + pi is Lipschitz continuous, we see from (4.20) that∫ T
0
(G′ε(ϕε,λ(t)), ψ(t))H dt =
∫ T
0
(∫
B
G′ε(ϕε,λ(t))ψ(t)
)
dt(4.21)
→
∫ T
0
(∫
B
G′ε(ϕε(t))ψ(t)
)
dt
=
∫ T
0
(G′ε(ϕε(t)), ψ(t))H dt
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as λ = λj ց 0. Thus (4.12)-(4.15), (4.19) and (4.21) lead to (4.18).
Next we prove (1.8). Let Ω˜ ⊂ Ω be an arbitrary bounded domain with smooth
boundary. From (4.1) and Lemma 3.3 we have
(4.22) J
1/2
1 ϕε,λ → J
1/2
1 ϕε in C([0, T ];L
2(Ω˜))
as λ = λj ց 0. Therefore, since ϕε,λ(0) = ϕ0ε, (4.22) yields that
J
1/2
1 ϕε(0) = J
1/2
1 ϕ0ε a.e. in Ω˜.
Because Ω˜ ⊂ Ω is arbitrary, we conclude that
J
1/2
1 ϕε(0) = J
1/2
1 ϕ0ε a.e. in Ω.
Thus, since J
1/2
1 ϕ0ε ∈ H , we see that
J
1/2
1 ϕε(0) = J
1/2
1 ϕ0ε in H,
that is, (1.8) holds.
Lemma 4.4. Let ε1 be as in Lemma 4.2 and let ϕε and µε be as in Lemma 4.3. Then
there exists ε2 ∈ (0, ε1) such that for all ε ∈ (0, ε2),
ϕε ∈ H
1(0, T ;H) ∩ L∞(0, T ;V ) ∩ L2(0, T ;W ), µε ∈ L
2(0, T ;V ),
and there exists a constant C = C(T ) > 0 such that
‖ϕε(t)‖
2
H + ε‖ϕε(t)‖
2
V +
∫ t
0
‖µε(s)‖
2
V ds(4.23)
+ ε
∫ t
0
‖(−∆+ 1)ϕε(s)‖
2
H ds+ ε
∫ t
0
‖∂tϕε(s)‖
2
H ds ≤ C,∫ t
0
‖ϕε(s)‖
2
V ds ≤ C,(4.24) ∫ t
0
‖∂tϕε(s)‖
2
V ∗ ds ≤ C,(4.25) ∫ t
0
‖βε(ϕε(s))‖
2
H ds ≤ C(4.26)
for all t ∈ [0, T ] and all ε ∈ (0, ε2).
Proof. Let ε ∈ (0, ε1). It follows from (1.6) that
(∂tϕε(t), µε(t))H + ‖µε(t)‖
2
V = 0(4.27)
and
1
2
d
dt
‖ϕε(t)‖
2
H + (µε(t), ϕε(t))V = 0,(4.28)
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and from (1.7) that
(∂tϕε(t), µε(t))H(4.29)
= (∂tϕε(t), ε(−∆+ 1)ϕε(t) + a(·)ϕε(t)− J ∗ ϕε(t) +G
′
ε(ϕε(t)) + ε∂tϕε(t))H
=
d
dt
(
ε
2
‖ϕε(t)‖
2
V +
1
2
‖
√
a(·)ϕε(t)‖
2
H −
1
2
(ϕε(t), J ∗ ϕε(t))H +
∫
Ω
Gε(ϕε(t))
)
+ ε‖∂tϕε(t)‖
2
H
=
d
dt
(
ε
2
‖ϕε(t)‖
2
V +
1
4
∫
Ω
∫
Ω
J(x− y)(ϕε(x)− ϕε(y))
2dxdy +
∫
Ω
Gε(ϕε(t))
)
+ ε‖∂tϕε(t)‖
2
H .
Here we derive from the Young inequality, the monotonicity of βε, (1.7) and (A7) that
c0
4
‖ϕε(t)‖
2
V +
1
c0
‖µε(t)‖
2
V
≥ (µε(t), ϕε(t))V = (µε(t), (−∆+ 1)ϕε(t))H
≥ ε‖(−∆+ 1)ϕε(t)‖
2
H + (c0 + ‖pi
′‖L∞(R))‖ϕε(t)‖
2
V +
∫
Ω
ϕε(t)∇ϕε(t) · ∇a
− (J ∗ ϕε(t), (−∆+ 1)ϕε(t))H − ‖pi
′‖L∞(R)‖ϕε(t)‖
2
V +
ε
2
d
dt
‖ϕε(t)‖
2
V
≥ ε‖(−∆+ 1)ϕε(t)‖
2
H +
c0
2
‖ϕε(t)‖
2
V −
(
2
c0
‖∇J‖2L1(RN ) + ‖J‖L1(RN )
)
‖ϕε(t)‖
2
H
+
ε
2
d
dt
‖ϕε(t)‖
2
V ,
and hence
‖ϕε(t)‖
2
V ≤
4
c20
‖µε(t)‖
2
V −
4
c0
ε‖(−∆+ 1)ϕε(t)‖
2
H(4.30)
+
(
8
c20
‖∇J‖2L1(RN ) +
4
c0
‖J‖L1(RN )
)
‖ϕε(t)‖
2
H −
2
c0
ε
d
dt
‖ϕε(t)‖
2
V .
From (4.27)-(4.30) we can obtain
ε
2
d
dt
‖ϕε(t)‖
2
V + ‖µε(t)‖
2
V + ε‖∂tϕε(t)‖
2
H
+
1
2
d
dt
(
1
2
∫
Ω
∫
Ω
J(x− y)(ϕε(x)− ϕε(y))
2 dxdy + 2
∫
Ω
Gε(ϕε(t)) + c1‖ϕε(t)‖
2
H
)
= −c1(µε(t), ϕε(t))V
≤
1
2
‖µε(t)‖
2
V +
c21
2
‖ϕε(t)‖
2
V
≤
(
1
2
+
2c21
c20
)
‖µε(t)‖
2
V −
2c21
c0
ε‖(−∆+ 1)ϕε(t)‖
2
H
+
(
4c21
c20
‖∇J‖2L1(RN ) +
2c21
c0
‖J‖L1(RN )
)
‖ϕε(t)‖
2
H −
c21
c0
ε
d
dt
‖ϕε(t)‖
2
V ,
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that is,
ε
(
1
2
+
c21
c0
)
d
dt
‖ϕε(t)‖
2
V(4.31)
+
(
1
2
−
2c21
c20
)
‖µε(t)‖
2
V + ε‖∂tϕε(t)‖
2
H +
2c21
c0
ε‖(−∆+ 1)ϕε(t)‖
2
H
+
1
2
d
dt
(
1
2
∫
Ω
∫
Ω
J(x− y)(ϕε(x)− ϕε(y))
2 dxdy + 2
∫
Ω
Gε(ϕε(t)) + c1‖ϕε(t)‖
2
H
)
≤
(
4c21
c20
‖∇J‖2L1(RN ) +
2c21
c0
‖J‖L1(RN )
)
‖ϕε(t)‖
2
H .
Here it follows from (4.8) and (A7) that there exists ε2 ∈ (0, ε1) such that
1
2
∫
Ω
∫
Ω
J(x− y)(ϕε(x)− ϕε(y))
2 dxdy + 2
∫
Ω
Gε(ϕε(t)) + c1‖ϕε(t)‖
2
H(4.32)
=
∫
Ω
a(·)|ϕε(t)|
2 − (ϕε(t), J ∗ ϕε(t))H + 2
∫
Ω
Gε(ϕε(t)) + c1‖ϕε(t)‖
2
H
≥
∫
Ω
(a(·) + c1 − ‖J‖L1(RN ))|ϕε(t)|
2 − ‖pi′‖L∞(R)‖ϕε(t)‖
2
H − 4‖pi
′‖L∞(R)ε‖ϕε(t)‖
2
H
≥
∫
Ω
(c0 + c1 − ‖J‖L1(RN ))|ϕε(t)|
2 − 4‖pi′‖L∞(R)ε‖ϕε(t)‖
2
H
≥
c0 + c1 − ‖J‖L1(RN )
2
‖ϕε(t)‖
2
H
holds for all t ∈ [0, T ] and all ε ∈ (0, ε2). Thus (4.31), (4.32) and (A8) yield that
ε
(
1
2
+
c21
c0
)
‖ϕε(t)‖
2
V +
(
1
2
−
2c21
c20
)∫ t
0
‖µε(s)‖
2
V ds+ ε
∫ t
0
‖∂tϕε(s)‖
2
H ds
+
2c21
c0
ε
∫ t
0
‖(−∆+ 1)ϕε(s)‖
2
H ds+
c0 + c1 − ‖J‖L1(RN )
4
‖ϕε(t)‖
2
H
≤
(
4c21
c20
‖∇J‖2L1(RN ) +
2c21
c0
‖J‖L1(RN )
)∫ t
0
‖ϕε(s)‖
2
H ds+ C1
for all t ∈ [0, T ] and all ε ∈ (0, ε2) with some constant C1 > 0. Therefore, since (A7)
leads to the inequalities 1
2
−
2c21
c20
> 0 and
c0+c1−‖J‖L1(RN )
4
> 0, there exists a constant
C2 = C2(T ) > 0 such that
‖ϕε(t)‖
2
H , ε‖ϕε(t)‖
2
V ,
∫ t
0
‖µε(s)‖
2
V ds,(4.33)
ε
∫ t
0
‖(−∆+ 1)ϕε(s)‖
2
H ds, ε
∫ t
0
‖∂tϕε(s)‖
2
H ds ≤ C2
for all t ∈ [0, T ] and all ε ∈ (0, ε2). We see from (4.30), (4.33) and (A8) that∫ t
0
‖ϕε(s)‖
2
V ds ≤ C3(4.34)
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for all t ∈ [0, T ] and all ε ∈ (0, ε2) with some constant C3 = C3(T ) > 0. From (1.1), (1.2),
(1.6) and the Young inequality we have
‖∂tϕε(t)‖
2
V ∗ = (∂tϕε(t), ∂tϕε(t))V ∗ = 〈∂tϕε(t), F
−1∂tϕε(t)〉V ∗,V
= −(µε(t), F
−1∂tϕε(t))V = 〈∂tϕε(t), µε(t)〉V ∗,V
≤
1
2
‖∂tϕε(t)‖
2
V ∗ +
1
2
‖µε(t)‖
2
V ,
and hence (4.33) yields that ∫ t
0
‖∂tϕε(s)‖
2
V ∗ ds ≤ C4(4.35)
for all t ∈ [0, T ] and all ε ∈ (0, ε2) with some constant C4 = C4(T ) > 0. It follows from
(1.7) and the Young inequality that
‖βε(ϕε(t))‖
2
H
= (βε(ϕε(t)), µε(t)− a(·)ϕε(t) + J ∗ ϕε(t)− pi(ϕε(t))− ε∂tϕε(t))H
≤
1
2
‖βε(ϕε(t))‖
2
H
+
5
2
(‖µε(t)‖
2
V + (‖a(·)‖
2
L∞(R) + ‖J‖
2
L1(RN ) + ‖pi
′‖L∞(R))‖ϕε(t)‖
2
H + ε
2‖∂tϕε(t)‖
2
H).
Thus we derive from (4.33) that∫ t
0
‖βε(ϕε(s))‖
2
H ds ≤ C5(4.36)
for all t ∈ [0, T ] and all ε ∈ (0, ε2) with some constant C5 = C5(T ) > 0.
Therefore combination of (4.33)-(4.36) means Lemma 4.4.
Proof of Theorem 1.1. Combination of Lemmas 4.3 and 4.4 leads to existence and
estimates of weak solutions for (P)ε for all ε ∈ (0, ε0) with some constant ε0 ∈ (0, 1).
Now, we confirm that the solution (ϕε, µε) of the problem (P)ε is unique. Assume that
(ϕ1,ε, µ1,ε) and (ϕ2,ε, µ2,ε) are the solutions of (P)ε with the same initial data. Then we
derive from (1.1), (1.2) and (1.6) that
1
2
d
dt
‖ϕ1,ε(t)− ϕ2,ε(t)‖
2
V ∗ = (∂tϕ1,ε(t)− ∂tϕ2,ε(t), ϕ1,ε(t)− ϕ2,ε(t))V ∗(4.37)
= 〈∂tϕ1,ε(t)− ∂tϕ2,ε(t), F
−1(ϕ1,ε(t)− ϕ2,ε(t))〉V ∗,V
= −(µ1,ε(t)− µ2,ε(t), F
−1(ϕ1,ε(t)− ϕ2,ε(t)))V
= −〈ϕ1,ε(t)− ϕ2,ε(t), µ1,ε(t)− µ2,ε(t)〉V ∗,V
= −(ϕ1,ε(t)− ϕ2,ε(t), µ1,ε(t)− µ2,ε(t))H
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for all t ∈ [0, T ] and all ε ∈ (0, ε0), and from (1.7) that
(ϕ1,ε(t)− ϕ2,ε(t), µ1,ε(t)− µ2,ε(t))H(4.38)
= ε‖ϕ1,ε(t)− ϕ2,ε(t)‖
2
V + ‖
√
a(·)(ϕ1,ε(t)− ϕ2,ε(t))‖
2
H
− 〈ϕ1,ε(t)− ϕ2,ε(t), J ∗ (ϕ1,ε(t)− ϕ2,ε(t))〉V ∗,V
+ (βε(ϕ1,ε(t))− βε(ϕ2,ε(t)), ϕ1,ε(t)− ϕ2,ε(t))H
+ (pi(ϕ1,ε(t))− pi(ϕ2,ε(t)), ϕ1,ε(t)− ϕ2,ε(t))H +
ε
2
d
dt
‖ϕ1,ε − ϕ2,ε‖
2
H
for all t ∈ [0, T ] and all ε ∈ (0, ε0). Hence (4.37), (4.38) and the monotonicity of βε yield
that
1
2
d
dt
‖ϕ1,ε(t)− ϕ2,ε(t)‖
2
V ∗ + ‖
√
a(·)(ϕ1,ε(t)− ϕ2,ε(t))‖
2
H +
ε
2
d
dt
‖ϕ1,ε − ϕ2,ε‖
2
H(4.39)
≤ 〈ϕ1,ε(t)− ϕ2,ε(t), J ∗ (ϕ1,ε(t)− ϕ2,ε(t))〉V ∗,V + ‖pi
′‖L∞(R)‖ϕ1,ε(t)− ϕ2,ε(t)‖
2
H
for all t ∈ [0, T ] and all ε ∈ (0, ε0). Here we see from the Young inequality that
〈ϕ1,ε(t)− ϕ2,ε(t), J ∗ (ϕ1,ε(t)− ϕ2,ε(t))〉V ∗,V(4.40)
≤
‖J‖2W 1,1(RN )
c0
‖ϕ1,ε(t)− ϕ2,ε(t)‖
2
V ∗ +
c0
4‖J‖2
W 1,1(RN )
‖J ∗ (ϕ1,ε(t)− ϕ2,ε(t))‖
2
V
≤
‖J‖2W 1,1(RN )
c0
‖ϕ1,ε(t)− ϕ2,ε(t)‖
2
V ∗ +
c0
2
‖ϕ1,ε(t)− ϕ2,ε(t)‖
2
H
for all t ∈ [0, T ] and all ε ∈ (0, ε0). Therefore it follows from (1.8), (4.39), (4.40) and (A7)
that
1
2
‖ϕ1,ε(t)− ϕ2,ε(t)‖
2
V ∗ +
c0
2
∫ t
0
‖ϕ1,ε(t)− ϕ2,ε(t)‖
2
H ds
≤
‖J‖2W 1,1(RN )
c0
∫ t
0
‖ϕ1,ε(s)− ϕ2,ε(s)‖
2
V ∗ ds
for all t ∈ [0, T ] and all ε ∈ (0, ε0). Thus we can prove that the solution of the problem
(P)ε is unique.
5. Existence of solutions to (P)
This section gives the proof of Theorem 1.2 by the following lemma which presents
Cauchy’s criterion for solutions of (P)ε.
Lemma 5.1. Let ε0 and (ϕε, µε) be as in Theorem 1.1. Then it holds that
‖ϕε − ϕγ‖
2
C([0,T ];V ∗) +
∫ T
0
‖ϕε(t)− ϕγ(t)‖
2
H dt ≤ C(ε
1/2 + γ1/2) + C‖ϕ0ε − ϕ0γ‖
2
V ∗(5.1)
for all ε, γ ∈ (0, ε0) with some constant C = C(T ) > 0.
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Proof. We see from (1.1), (1.2) and (1.6) that
1
2
d
dt
‖ϕε(t)− ϕγ(t)‖
2
V ∗ = (∂tϕε(t)− ∂tϕγ(t), ϕε(t)− ϕγ(t))V ∗(5.2)
= 〈∂tϕε(t)− ∂tϕγ(t), F
−1(ϕε(t)− ϕγ(t))〉V ∗,V
= −(µε(t)− µγ(t), F
−1(ϕε(t)− ϕγ(t)))V
= −〈ϕε(t)− ϕγ(t), µε(t)− µγ(t)〉V ∗,V
= −(ϕε(t)− ϕγ(t), µε(t)− µγ(t))H
for all t ∈ [0, T ] and all ε, γ ∈ (0, ε0), and (1.7) yields that
(ϕε(t)− ϕγ(t), µε(t)− µγ(t))H(5.3)
= ε((−∆+ 1)ϕε(t), ϕε(t)− ϕγ(t))H − γ((−∆+ 1)ϕγ(t), ϕε(t)− ϕγ(t))H
+ ‖
√
a(·)(ϕε(t)− ϕγ(t))‖
2
H − 〈ϕε(t)− ϕγ(t), J ∗ (ϕε(t)− ϕγ(t))〉V ∗,V
+ (βε(ϕε(t))− βγ(ϕγ(t)), ϕε(t)− ϕγ(t))H
+ (pi(ϕε(t))− pi(ϕγ(t)), ϕε(t)− ϕγ(t))H + (ε∂tϕε(t)− γ∂tϕγ(t), ϕε(t)− ϕγ(t))H
for all t ∈ [0, T ] and all ε, γ ∈ (0, ε0). Thus, by (5.2) and (5.3) it holds that
1
2
d
dt
‖ϕε(t)− ϕγ(t)‖
2
V ∗ + ‖
√
a(·)(ϕε(t)− ϕγ(t))‖
2
H(5.4)
= γ((−∆+ 1)ϕγ(t), ϕε(t)− ϕγ(t))H − ε((−∆+ 1)ϕε(t), ϕε(t)− ϕγ(t))H
+ 〈ϕε(t)− ϕγ(t), J ∗ (ϕε(t)− ϕγ(t))〉V ∗,V
− (βε(ϕε(t))− βγ(ϕγ(t)), ϕε(t)− ϕγ(t))H
− (pi(ϕε(t))− pi(ϕγ(t)), ϕε(t)− ϕγ(t))H − (ε∂tϕε(t)− γ∂tϕγ(t), ϕε(t)− ϕγ(t))H
for all t ∈ [0, T ] and all ε, γ ∈ (0, ε0). Here we have from the Young inequality that
〈ϕε(t)− ϕγ(t), J ∗ (ϕε(t)− ϕγ(t))〉V ∗,V(5.5)
≤
‖J‖2W 1,1(RN )
c0
‖ϕε(t)− ϕγ(t)‖
2
V ∗ +
c0
4‖J‖2
W 1,1(RN )
‖J ∗ (ϕε(t)− ϕγ(t))‖
2
V
≤
‖J‖2W 1,1(RN )
c0
‖ϕε(t)− ϕγ(t)‖
2
V ∗ +
c0
2
‖ϕε(t)− ϕγ(t)‖
2
H
for all t ∈ [0, T ] and all ε, γ ∈ (0, ε0), and we derive from the monotonicity of β that
− (βε(ϕε(t))− βγ(ϕγ(t)), ϕε(t)− ϕγ(t))H(5.6)
= −(β(Jβε (ϕε(t)))− β(J
β
γ (ϕγ(t))), J
β
ε (ϕε(t))− J
β
γ (ϕγ(t)))H
− (βε(ϕε(t))− βγ(ϕγ(t)), εβε(ϕε(t))− γβγ(ϕγ(t)))H
≤ −(βε(ϕε(t))− βγ(ϕγ(t)), εβε(ϕε(t))− γβγ(ϕγ(t)))H
for all t ∈ [0, T ] and all ε, γ ∈ (0, ε0). Therefore it follows from (A7), (1.9), (1.12), (5.4),
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(5.5) and (5.6) that there exists a constant C1 > 0 such that
1
2
‖ϕε(t)− ϕγ(t)‖
2
V ∗ +
c0
2
∫ t
0
‖ϕε(t)− ϕγ(t)‖
2
H ds
≤
1
2
‖ϕ0ε − ϕ0γ‖
2
V ∗ +
‖J‖2W 1,1(RN )
c0
∫ t
0
‖ϕε(s)− ϕγ(s)‖
2
V ∗ ds+ C1(ε
1/2 + γ1/2)
for all t ∈ [0, T ] and all ε, γ ∈ (0, ε0), and hence we can obtain this lemma.
Proof of Theorem 1.2. We see from Lemma 5.1 and (A8) that {ϕε}ε∈(0,ε0) satisfies
Cauchy’s criterion in C([0, T ];V ∗) ∩ L2(0, T ;H), and hence there exists a function ϕ ∈
C([0, T ];V ∗) ∩ L2(0, T ;H) such that
ϕε → ϕ in C([0, T ];V
∗) and in L2(0, T ;H)(5.7)
as εց 0. It follows from (5.7) and (A8) that
ϕ(0) = ϕ0 in V
∗
and, since ϕ0 ∈ H , it holds that
ϕ(0) = ϕ0 in H.(5.8)
By (1.9)-(1.12) it holds that there exist some functions
v ∈ H1(0, T ;V ∗) ∩ L∞(0, T ;H) ∩ L2(0, T ;V ),
µ ∈ L2(0, T ;V ),
ξ ∈ L2(0, T ;H)
such that
ϕε → v weakly
∗ in L∞(0, T ;H),(5.9)
∂tϕε → vt weakly
∗ in L2(0, T ;V ∗),(5.10)
ε(−∆+ 1)ϕε → 0 in L
2(0, T ;H),(5.11)
ε∂tϕε → 0 in L
2(0, T ;H),(5.12)
ϕε → v weakly in L
2(0, T ;V ),(5.13)
µε → µ weakly in L
2(0, T ;V ),(5.14)
βε(ϕε)→ ξ weakly in L
2(0, T ;H)(5.15)
as ε = εj ց 0. Now, we show that
ϕ = v a.e. on Ω× (0, T ).(5.16)
Let ψ ∈ L2(0, T ;H). Then it follows from (5.7) that∫ T
0
(ϕε(t)− v(t), ψ(t))H dt→
∫ T
0
(ϕ(t)− v(t), ψ(t))H dt(5.17)
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as ε = εj ց 0. On the other hand, we infer from (5.9) that∫ T
0
(ϕε(t)− v(t), ψ(t))H dt→ 0(5.18)
as ε = εj ց 0. Hence from (5.17) and (5.18) the identity∫ T
0
(ϕ(t)− v(t), ψ(t))H dt = 0
holds for all ψ ∈ L2(0, T ;H). Thus we obtain (5.16). Consequently, from (5.9), (5.10)
and (5.13) it holds that ϕ ∈ H1(0, T ;V ∗) ∩ L∞(0, T ;H) ∩ L2(0, T ;V ) and
ϕε → ϕ weakly
∗ in L∞(0, T ;H),(5.19)
∂tϕε → ϕt weakly
∗ in L2(0, T ;V ∗),(5.20)
ϕε → ϕ weakly in L
2(0, T ;V )(5.21)
as ε = εj ց 0. From (1.7), (5.7), (5.11), (5.12), (5.14) and (5.15) we have
(5.22) µ = a(·)ϕ− J ∗ ϕ+ ξ + pi(ϕ) a.e. on Ω× (0, T ).
Next we confirm that
(5.23) ξ = β(ϕ) a.e. on Ω× (0, T ).
To verify (5.23) it suffices to show that
(5.24) lim sup
ε→∞
∫ T
0
(βε(ϕε(t)), ϕε(t))H dt ≤
∫ T
0
(ξ(t), ϕ(t))H dt
(see [2, Lemma 1.3, p. 42]). We see from (5.7) and (5.15) that∫ T
0
(βε(ϕε(t)), ϕε(t))H dt→
∫ T
0
(ξ(t), ϕ(t))H dt
as ε = εj ց 0, which means (5.24), i.e., (5.23).
Next we show that there exists a constant C1 = C1(T ) > 0 such that
(5.25)
∫ t
0
‖β(u(s))‖2V ds ≤ C1
for all t ∈ [0, T ]. It follows from (1.9), (1.10), (5.14) and (5.21) that there exists a constant
C2 = C2(T ) > 0 such that
(5.26)
∫ t
0
‖ϕ(s)‖2V ds,
∫ t
0
‖µ(s)‖2V ds ≤ C2
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for all t ∈ [0, T ]. Therefore, noting that µ ∈ L2(0, T ;V ) and ϕ ∈ L2(0, T ;V ), we derive
from (5.22), (5.23) and (5.26) that β(ϕ) ∈ L2(0, T ;V ) and∫ t
0
‖β(u(s))‖2V ds =
∫ t
0
‖µ(s)− a(·)ϕ(s) + J ∗ ϕ(s)− pi(ϕ(s))‖2V ds
≤ C3
for all t ∈ [0, T ] with some constant C3 = C3(T ) > 0, which implies (5.25). Hence, by
(1.6), (5.8), (5.14), (5.20), (5.22) and (5.23) we have proved that (u, µ) is a solution of (P).
Moreover, from (1.9), (1.11), (5.19), (5.20), (5.25) and (5.26) we obtain (1.13)–(1.16).
Finally, we can verify that the solution (u, µ) of the problem (P) is unique in a similar
way to the proof of Theorem 1.1.
6. Energy estimate for (P)
Proof of Theorem 1.3. We see from (1.3) and (1.4) that
d
dt
E(t) =
d
dt
(
1
2
‖
√
a(·)ϕ(t)‖2H −
1
2
(ϕ(t), J ∗ ϕ(t))H +
∫
Ω
G(ϕ(t))
)
= 〈ϕt(t), a(·)ϕ(t)− J ∗ ϕ(t) +G
′(ϕ(t))〉V ∗,V
= 〈ϕt(t), µ(t)〉V ∗,V
= −‖µ(t)‖2V ,
which implies Theorem 1.3.
7. Error estimate between (P) and (P)ε
Proof of Theorem 1.4. We can obtain Theorem 1.4 by Lemma 5.1.
References
[1] H. Abels, S. Bosia, M. Grasselli, Cahn–Hilliard equation with nonlocal singular free
energies, Ann. Mat. Pura Appl. 194 (2015) 1071–1106.
[2] V. Barbu, Nonlinear Semigroups and Differential Equations in Banach spaces, No-
ordhoff International Publishing, Leyden, 1976.
[3] V. Barbu, “Nonlinear Differential Equations of Monotone Types in Banach Spaces”,
Springer, London, 2010.
[4] P.W. Bates, J. Han, The Neumann boundary problem for a nonlocal Cahn–Hilliard
equation, J. Differential Equations 212 (2005) 235–277.
[5] A. Bonfoh, Finite-dimensional attractor for the viscous Cahn–Hilliard equation in an
unbounded domain, Quart. Appl. Math. 64 (2006), 93–104.
[6] J.W. Cahn, On spinodal decomposition, Acta Metall. 9 (1961) 795–801.
24
[7] J.W. Cahn, J.E. Hilliard, Free energy of a nonuniform system. I. Interfacial free
energy, J. Chem. Phys. 28 (1958) 258–267.
[8] P. Colli, S. Frigeri, M. Grasselli, Global existence of weak solutions to a nonlocal
Cahn–Hilliard–Navier–Stokes system, J. Math. Anal. Appl. 386 (2012) 428–444.
[9] F. Della Porta, M. Grasselli, Convective nonlocal Cahn–Hilliard equations with reac-
tion terms, Discrete Contin. Dyn. Syst. Ser. B 20 (2015) 1529–1553.
[10] S. Frigeri, C.G. Gal, M. Grasselli, On nonlocal Cahn–Hilliard–Navier–Stokes systems
in two dimensions, J. Nonlinear Sci. 26 (2016) 847–893.
[11] S. Frigeri, M. Grasselli, Global and trajectory attractors for a nonlocal Cahn–Hilliard–
Navier–Stokes system, J. Dynam. Differential Equations 24 (2012) 827–856.
[12] S. Frigeri, M. Grasselli, Nonlocal Cahn–Hilliard–Navier–Stokes systems with singular
potentials, Dyn. Partial Differ. Equ. 9 (2012) 273–304.
[13] S. Frigeri, M. Grasselli, P. Krejcˇ´ı, Strong solutions for two-dimensional nonlocal
Cahn–Hilliard–Navier–Stokes systems, J. Differential Equations 255 (2013) 2597–
2614.
[14] S. Frigeri, E. Rocca, J. Sprekels, Optimal distributed control of a nonlocal Cahn–
Hilliard/Navier–Stokes system in two dimensions, SIAM J. Control Optim. 54 (2016)
221–250.
[15] T. Fukao, S. Kurima, and T. Yokota, Nonlinear diffusion equations as asymptotic
limits of Cahn–Hilliard systems on unbounded domains via Cauchy’s criterion, Math.
Methods Appl. Sci., to appear.
[16] C.G. Gal, M. Grasselli, Longtime behavior of nonlocal Cahn–Hilliard equations, Dis-
crete Contin. Dyn. Syst. Ser. A 34 (2014) 145–179.
[17] G. Giacomin, J.L. Lebowitz, Exact macroscopic description of phase segregation in
model alloys with long range interactions, Phys. Rev. Lett. 76 (1996) 1094–1097.
[18] G. Giacomin, J.L. Lebowitz, Phase segregation dynamics in particle systems with
long range interactions. I. Macroscopic limits, J. Stat. Phys. 87 (1997) 37–61.
[19] G. Giacomin, J.L. Lebowitz, Phase segregation dynamics in particle systems with long
range interactions. II. Interface motion, SIAM J. Appl. Math. 58 (1998) 1707–1729.
[20] Z. Guan, J.S. Lowengrub, C. Wang, S.M. Wise, Second order convex splitting schemes
for periodic nonlocal Cahn–Hilliard and Allen–Cahn equations, J. Comput. Phys. 277
(2014) 48–71.
[21] Z. Guan, C. Wang, S.M. Wise, A convergent convex splitting scheme for the periodic
nonlocal Cahn–Hilliard equation, Numer. Math. 128 (2014) 377–406.
25
[22] J. Han, The Cauchy problem and steady state solutions for a nonlocal Cahn–Hilliard
equation, Electron. J. Differential Equations 113 (2004), 9 pp. (electronic).
[23] S. Kurima, T. Yokota, A direct approach to quasilinear parabolic equations on un-
bounded domains by Bre´zis’s theory for subdifferential operators, Adv. Math. Sci.
Appl., 26 (2017), 221–242.
[24] S. Kurima, T. Yokota, Monotonicity methods for nonlinear diffusion equations and
their approximations with error estimates, J. Differential Equations 263 (2017), 2024–
2050.
[25] N. Okazawa, T. Suzuki, T. Yokota, Energy methods for abstract nonlinear
Schro¨dinger equations, Evol. Equ. Control Theory 1 (2012), 337–354.
[26] J. Simon, Compact sets in the space Lp(0, T ;B), Ann. Mat. Pura Appl. (4) 146
(1987), 65–96.
26
