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Abstrat.
We study the dynamis of meromorphi maps for a ompat Kähler manifold X .
More preisely, we give a simple riterion that allows us to produe a measure of
maximal entropy. We an apply this result to bound the Lyapunov exponents.
Then, we study the partiular ase of a family of generi birational maps of Pk
for whih we onstrut the Green urrents and the equilibrium measure. We use
for that the theory of super-potentials. We show that the measure is mixing and
gives no mass to pluripolar sets. Using the riterion we get that the measure is of
maximal entropy. It implies nally that the measure is hyperboli.
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Chapter 1
Introdution
Complex dynamis in several variables and more preisely the iteration of poly-
nomial maps have reeived muh attention in the last twenty years. This an be
explained beause of the links with real dynamis (espeially for Hénon maps)
and also beause of the possibility to use powerful methods from several omplex
variables.
Let P1, . . . , Pk be polynomials in k omplex variables and let f = (P1, . . . , Pk)
be the assoiated polynomial map in Ck. The issue is to study the behavior of the
sequene of iterations fn. As suh, it is often easier to onsider the dynamis in
P
k
instead of C
k
. So we study the dynamis of rational maps f in Pk and more
generally the dynamis of dominating meromorphi maps in a ompat Kähler
manifold X (reall that a map is dominating if its image ontains an open set).
The lassial program is to onstrut an invariant measure that will desribe
the haoti part of the dynamis. Then one tries to prove the basi properties
of the measure: ergodiity or even mixing, omputation of the entropy (with the
question: is the measure of maximal entropy?) and estimation of the Lyapunov
exponents (or simply a bound). Essentially, one want to prove that the measure
of maximal entropy is hyperboli.
In dimension 1, a lassial tool is Montel theorem: a family of maps from the
unit disk D ⊂ C to P1 minus three points is normal. There are no suh simple
results in higher dimension so one need to use other tehniques. For endomor-
phisms of Pk, the measure was dened by Fornæss and Sibony in [36, 37, 38℄
using pluripotential theory. They introdued a positive losed urrent of bidegree
(1, 1) alled the Green urrent whih arries informations on the dynamis of f ,
espeially on its haoti behavior (see also [51℄). Then the measure is dened as
a Monge-Ampère of the Green urrent and the authors show that it is mixing.
Briend and Duval gave a bound of the Lyapunov exponents and showed that the
measure is hyperboli (see [5, 6, 7℄).
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Pluripotential has also been used for Hénon maps. Sibony dened the Green
urrent for Hénon maps and then the equilibrium measure as an intersetion of the
Green urrents. Using pluripotential theory, Bedford, Lyubih and Smillie proved
numerous properties of the urrents and measures in a series of artiles (see in
partiular [3, 2, 4℄), see also the results of Fornæss and Sibony in [35℄.
In order to dene the urrents and the measures, one has to deal with some
dynamial degrees d1, . . . , dk (see for example [49℄). Roughly speaking, the degree
dl measures the asymptoti spetral radius of the ation of f on the ohomology
group H l,l(X). The last degree dk is the topologial degree. It an be shown that
the sequene of degrees is inreasing up to a rank s and then it is dereasing.
When several dynamial degrees are equal, ompliations might happen and the
program fails (see [42℄). So the study takes plae when there is a dynamial degree
ds stritly larger than the others. When s = k, namely the topologial degree is
the largest dynamial degree, one an onstrut and study the measure diretly
(see [43℄, [23℄). The other ases are harder and one has often to make additional
hypotheses.
Another ompliation appears with indeterminay sets in partiular the seond
indeterminay set :
I ′ := {z, dim(f−1(z)) ≥ 1}.
This set is of odimension ≥ 2 thus is of mass zero for a positive losed urrents
of bidegree (1, 1). The presene of those indeterminay sets implies diulties to
dene pull-bak, push-forward and intersetions of urrents and measures. So here
again, one has to make some hypothesis on the indeterminay sets to dene those
operations. Finally, when s > 1, one has to deal with urrents of bidegree (s, s):
the potentials of those urrents are no longer quasi-plurisubharmoni funtions but
forms that an be singular. Consequently, very little has been done in the study
of meromorphi maps in dimension k > 2 for whih the largest dynamial degree
is not the topologial degree.
On the other hand, the abstrat theory of dynamial systems and espeially
non uniformly hyperboli dynamial systems is very developed with the work of
Yomdim, Pesin, Katok and others ([45℄). Assuming the existene of an invariant
measure, one an dene the (metri) entropy of the measure whih desribes how
haoti the dynamis is. When the map is ontinuous, the variational priniple
implies that the topologial entropy of the map is given by the supremum of the
entropies for all the invariant measures. Moreover, when one has a hyperboli
measure, the Oselede-Pesin's theory permits to onstrut stable and unstable
manifolds assoiated to non zero Lyapunov exponents and we have uniform esti-
3mates outside sets of small measure.
This desribes fairly well the dynamis of the appliation. In a way, suh be-
havior is expeted to be generi. A entral and diult problem in dynamis is to
onstrut examples of hyperboli invariant measures. In the omplex ase, this an
be done for holomorphi maps (see also polynomial-like maps [23℄ and horizontal-
like maps [22℄). So there is a need for dynamial models whih admits a hyperboli
measure.
The purpose of this study is to answer the two above questions: getting results
on the dynamis of meromorphi maps in general and giving lasses of examples
where one an prove the hyperboliity of an invariant measure. More preisely, in
a rst part (Chapter 2), we give a riterion that allows us to produe invariant
measure of maximal entropy for a meromorphi map of a ompat Kähler mani-
fold X . This an then be applied to bound the Lyapunov exponents. In a seond
part (Chapter 3), we study the more preise ase of a generi family of birational
maps of Pk for whih we onstrut the equilibrium measure. We show that it is
mixing and using the results of the rst part we show that it is of maximal en-
tropy. We dedue nally the hyperboliity of the measure. Let us detail our results.
When f : X → X is a smooth map on a smooth Riemannian manifold X , it
is known sine the work of Yomdin (see [55℄ and [39℄) and Newhouse (see [48℄)
that f admits an ergodi measure of maximal entropy. If f is a Hénon map of
C2, E. Bedford and J. Smillie have shown in [4℄ that the Green measure of f is of
maximal entropy. Their proof is based on Yomdin's theorem (see [55℄) and also on
the proof of the variational priniple. This approah has been used several times
sine then in dynamis in order to bound from below the entropy of measures (e.g.
[41℄, [12℄ and [33℄). In all these ases, one an use Yomdin's theorem beause the
appliation f is either holomorphi or when it is meromorphi everything takes
plae in a stable open set where f is holomorphi.
The purpose of the rst part is to quantify Bedford and Smillie's approah. We
detail the setting rst.
Let (X,ω) be a ompat Kähler manifold of dimension k and let f be a dom-
inating meromorphi map. We denote by I the indeterminay set of f and for
l = 0 . . . k, we write:
λl(f) :=
∫
X
f ∗(ωl) ∧ ωk−l.
The l-th dynamial degree of f is dened by (see [49℄ and [24℄):
dl := lim
n→+∞
(λl(f
n))1/n.
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Now, we onsider the sequene of measures:
µn :=
1
n
n−1∑
i=0
f i∗
(
(fn)∗ωl ∧ ωk−l
λl(fn)
)
.
It is a well dened sequene of probability measures (see Setion 2.1). Remark that
in the ases where we know how to onstrut a measure of maximal entropy µ, the
measure µ is the limit of µn with l = s where ds is the largest dynamial degree
(see [4℄ for Hénon maps, [51℄ for regular automorphisms of Ck, . . . ). In fat, it is
likely that in the ase where ds is stritly larger than the other dynamial degrees
then (µn) will always onverge to the measure of maximal entropy (see also [42℄).
In Chapter 2, we do not assume that one of the dynamial degree is larger
than the others. We suppose that there exists a subsequene µψ(n) of µn whih
onverges to a measure µ with:
(H) : lim
n→+∞
∫
log d(x, I)dµψ(n)(x) =
∫
log d(x, I)dµ(x) > −∞.
Here d is a distane in X and I is the indeterminay set of f . When I = ∅, we
dene d(x, I) := 1 for all x ∈ X .
The hypothesis allows us to measure the way that the orbits get near I. Then,
using a quantitative version of Yomdin's theorem and of the variational priniple,
we obtain a bound for the entropy:
Theorem 1 If the Hypothesis (H) is satised, then µ is an invariant measure of
metri entropy greater or equal to log dl.
This result is interesting even in the holomorphi ase. Indeed, in that situation I
is empty so (H) is satised. So we have measures of maximal entropy: we just take
the sequene µn with l = s where ds is the highest dynamial degree and we take
a luster value. Indeed, we always have the bound from above of the entropy by
log ds (see [26℄ for the projetive ase and [24℄ for the Kähler ase). More generally,
if we an prove the onvergene of the sequene µn with the hypothesis (H) with
l = s where ds is the highest dynamial degree, we obtain for the same reason
expliit measures of maximal entropy log ds.
Remark that the riterion an be extended to the ase where (X,ω) is a ompat
hermitian manifold. In that ase, we do not know if the limit:
dl := lim
n→+∞
(λl(f
n))1/n
exists, but it is suient to replae dl by lim supn(λl(f
ψ(n)))1/ψ(n) in the theorem.
5Under an additional hypothesis on the integrability of log d(x, C) where C is
the ritial set and when ds is stritly larger than the other dynamial degrees we
an use a result of the rst author to give a bound on the Lyapunov exponents
[13℄ whih implies the hyperboliity of the measure.
In Chapter 3, we study the dynamis of birational maps of Pk, that is maps
that are meromorphi and biholomorphi outside some analyti set. The study
of birational maps started with in P2 with the dynamis of Hénon maps. For
suh a map f of algebrai degree d, Sibony introdued the Green urrent T+ as
T+ = limn→∞ d
−n(fn)∗(ω) (here ω is the Fubini-Study form on P2). The limit
exists and for the same reasons we an onsider the urrent T− assoiated to f−1.
Sibony's strategy is then to onsider the measure µ := T+ ∧T− (well dened) and
to prove the ergodi properties of the measure (mixing, entropy, . . . ). This has
been done for polynomial automorphisms of C2 by Bedford, Smillie and Lyubih
([4, 3, 2℄) and also Fornæss and Sibony in [35℄. This strategy has been used for
dierent families of birational maps of surfaes (see for example [15℄ and [19℄).
Eah time, the properties of the potential of those urrents play a big role to prove
the existene of measures.
Sibony worked out these properties in the ase of regular automorphisms of
Ck ([51℄, [44℄ and also [41℄). Sibony and Dinh extended these results to the ase
of regular birational maps in Pk in [25℄. One an also study the dynamis of
automorphism of ompat Kähler manifolds (see [8℄, [33℄).
In all the above works, the indeterminay sets of f and f−1 are either empty (for
automorphisms of ompat Kähler manifold) or are disjoint from the support of
the equilibrium measure. Roughly speaking, the ases onsidered by these authors
satisfy the ondition: ⋃
n≥0
f−nI+ ∩
⋃
n≥0
fnI(f−) = ∅,
where I+ is the indeterminay set of f and I− is the indeterminay set of f−1.
Another approah in the ase of surfaes, initiated by Bedford and Diller in [1℄,
is to take a weaker, quantitative version of the above, namely:
∑
n≥0
(
1
d
)n
log dist(I+, fn(I−)) > −∞.
Using that hypothesis, the authors dene the equilibrium measure and show that
the potential of the Green urrent is integrable for the measure. They proved that
the measure is mixing and hyperboli. Using laminar urrents, Dujardin omputed
the entropy and showed that the measure is of maximal entropy [34℄. Diller and
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Guedj extended those results to a more general ase in [20℄. Note also the exten-
sion to the ase of meromorphi maps of a surfae in the reent artiles [16℄, [17℄,
[18℄.
Here we explore both diretions. We onsider birational maps of Pk (k ≥ 2)
and we authorize the indeterminay sets to get lose to eah others. Namely, let
f : Pk → Pk be a birational map of algebrai degree d and let δ be the algebrai
degree of f−1. We assume that dim(I+) = k − s− 1 and dim(I−) = s− 1; in this
ase, we have that the largest dynamial degree of f is d+s = d
s
and the largest
dynamial degree of f−1 is d−k−s = δ
k−s = ds. We assume that:∑
n≥0
(
1
d
)n
log dist(I+, fn(I−)) > −∞
and∑
n≥0
(
1
δ
)n
log dist(I−, f−n(I+)) > −∞.
In fat, we will assume a weaker hypothesis (whih is equivalent to the previous
one only in dimension 2). The interest of the family of maps that we onsider is
that they are generi (see Theorem 3.2.15).
Under that ondition, we onstrut the Green urrent T+s of order s of f .
Similarly, we dene the Green urrent T−k−s of order k−s. More preisely, we have
(see Theorems 3.2.2, 3.2.4 and 3.2.14):
Theorem 2 Let f be a birational map as above, then the sequene (d−sf ∗)n(ωs)
is well dened and onverges in the sense of urrents to a positive losed urrent
T+s of bidegree (s, s) and of mass 1.
The urrent T+s satises f
∗(T+s ) = d
sT+s and is extremal in the set of positive
losed urrents.
We prove some equidistribution results on the urrents. Then we onsider the
intersetion T+s ∧T−k−s and we prove (Theorem 3.3.1, Proposition 3.3.4 and Theorem
3.3.15):
Theorem 3 The wedge-produt µ := T+s ∧ T−k−s is a well-dened invariant proba-
bility measure for whih the potential of the Green urrent of order 1 is integrable.
The measure µ is mixing for f .
Using a spae of test funtions introdued by Dinh and Sibony in [29℄ and studied
by the seond author [53℄, we prove that the measure gives no mass to pluripolar
sets. In partiular, the measure gives no mass to analyti subsets.
Then we use the results of Chapter 2 to prove that (Theorem 3.3.19 and The-
orem 3.3.20):
7Theorem 4 The measure µ is of maximal entropy log ds and is hyperboli.
In order to prove the onvergenes, we deal diretly with positive losed urrents of
bidegree (s, s). The potentials U of a positive losed urrent S of bidegree (s, s) are
no longer quasi-plurisubharmoni (qpsh for short) funtions but urrents satisfying
ddcU +ωs = S. Two suh potentials U and U ′ dier by a ddc losed urrent. Suh
objet an be singular. So we use the new theory of super-potentials introdued
by Dinh and Sibony [32℄ (and also [33℄ for the Kähler ase). It provides a alulus
on (s, s) positive losed urrents.
The idea is to onsider super-potentials U of S not as a form of bidegree (s−
1, s−1) but as a funtion on positive losed urrents of bidegree (k−s+1, k−s+1).
Super-potentials an be seen as qpsh funtions on the set of positive losed urrents
of bidegree (k− s+1, k− s+1) and they inherit the properties of qpsh funtions.
We sum up the properties of super-potentials that we used in an appendix.
The two parts are fairly independent as we only use the results of Chapter 2
at the end of Chapter 3. So they an be read in any order.
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Chapter 2
Entropy of meromorphi maps
2.1 Push-forward of measures by meromorphi maps
Let (X,ω) be a ompat Kähler manifold of dimension k. We assume that the
diameter of X is less than 1. Let f be a dominating meromorphi map and let I
be the indeterminay set of f . Reall that for l = 0 . . . k, we write:
λl(f) :=
∫
X
f ∗(ωl) ∧ ωk−l.
We start by realling how to dene the push-forward by f of a measure that
gives no mass to I. In all this text, a measure will be a nite positive Radon
measure.
Let ν be suh a measure. On X \ I, f is a measurable map. So we an dene
f∗ν by the formula:
(f∗ν)(A) := ν({x ∈ X \ I with f(x) ∈ A}) = ν(f−1(A) ∩ (X \ I)).
When a measure ν gives no mass to the indeterminay set, we have:∫
ϕ ◦ fdν =
∫
ϕd(f∗ν)
for all ϕ ∈ L1(f∗ν). It is impliitly assumed that the integral is on X \ I. The
equality follows from the approximation of funtion in L1 by harateristi fun-
tions.
The operator f∗ has the good property of ontinuity. Indeed, we have:
Lemma 2.1.1 Let νn be a sequene of measures that give no mass to I. Then if
(νn) onverges to ν and ν(I) = 0 then (f∗(νn)) onverges to f∗ν.
9
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Proof. Of ourse, the mass of νn onverges to the mass of ν. Now, let ϕ be a
ontinuous funtion and let 0 ≤ χε ≤ 1 be a smooth funtion equal to 0 in an
ε-neighborhood Iε of I and equal to 1 outside a 2ε-neighborhood I2ε of I. Then,
we have:∫
ϕd(f∗νn) =
∫
ϕ ◦ fdνn =
∫
(1− χε)ϕ ◦ fdνn +
∫
χεϕ ◦ fdνn.
The rst term is bounded in absolute value by ‖ϕ‖∞νn(I2ε) whih an be taken
arbitrarily small by taking ε small then n large (beause ν gives no mass to I).
The seond term onverges to
∫
χεϕ ◦ fdν sine χεϕ ◦ f is a ontinuous funtion.
Finally, if ε is small enough,
∫
χεϕ ◦ fdν is as lose as we want from
∫
ϕ ◦ fdν
sine ν gives no mass to I. 
In this setion, we onsider in partiular the push-forward of the measures
νn :=
(fn)∗ωl ∧ ωk−l
λl(fn)
.
The νn are well dened probability measures. Indeed, (f
n)∗ωl is a form with
oeients in L1 so it gives no mass to analyti sets of dimension < k. This
implies that
(fn)∗ωl ∧ ωk−l
λl(fn)
is a probability that gives no mass to ∪i∈Nf−i(I) (beause f is dominating). So we
an push-forward this probability by f i and we get again a probability. We also
make the observation:
(f i)∗(f
j)∗
(fn)∗ωl ∧ ωk−l
λl(fn)
= (f i+j)∗
(fn)∗ωl ∧ ωk−l
λl(fn)
,
sine (f j)∗
(fn)∗ωl∧ωk−l
λl(fn)
puts no mass on analyti sets of dimension < k. In partiu-
lar, we an write f i∗νn or (f
i)∗νn, it is the same.
We also have the notion of invariane. Namely, a measure µ that gives no mass
to I is invariant (or f∗-invariant) if f∗(µ) = µ. One has the following easy lemma:
Lemma 2.1.2 Let µ be a measure that gives no mass to I. Then the following
properties are equivalent:
• µ is invariant.
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• For any ontinuous funtion ϕ, we have:∫
ϕ ◦ fdµ =
∫
ϕdµ
where the left-hand side integral is taken over X \ I.
When these properties are true, we even have:∫
ϕ ◦ fdµ =
∫
ϕdµ
for any ϕ in L1(µ) (with the same abuse of notation for the left-hand side integral
that we will do in the whole setion).
We give now some properties of meromorphi maps that will be useful in the
proof of Theorem 1. First reall that we denote:
µn :=
1
n
n−1∑
i=0
f i∗
(
(fn)∗ωl ∧ ωk−l
λl(fn)
)
.
We have seen that it is a well dened sequene of probabilities. Sine f est domi-
nating, these measures give no mass to analyti sets of dimension < k.
We need an invariant measure to onsider the metri entropy. So we will need
the following lemma:
Lemma 2.1.3 If (µψ(n)) onverges to a measure µ that gives no mass to I, then
µ is f∗-invariant.
Proof. To simplify the notations, assume that (µn) onverges to µ.
We an write f∗(µn) = µn + αn with αn going to zero. Using Lemma 2.1.1,
f∗(µn) onverges to f∗µ and the lemma follows. 
Now, sine we have an invariant probability measure that gives no mass to I,
its mass is 1 on Ω = X \ ∪i∈Nf−i(I). Sine f(Ω) ⊂ Ω, we an dene the metri
entropy of µ using partitions (see [42℄ and [45℄).
We reall the following estimate that we use later:
Lemma 2.1.4 (see [21℄ Lemma 2.1)
There exist onstants K and p suh that:
‖Df(x)‖ ≤ Kd(x, I)−p.
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2.2 Yomdin's theorem
In this paragraph, we reall some fats on Yomdin's theorem (see [55℄) using Gro-
mov's version (see [39℄).
Let l be an integer between 1 and 2k. If Y is a subset of Ck (for example a
submanifold of real dimension l), we all Cr-size (with r ∈ N∗) of Y , the lower
bound of the numbers t ≥ 0 for whih there exists a Cr-map of the unit l-ube into
Ck, h : [0, 1]l 7→ Ck, with Y ⊂ h([0, 1]l) and ‖Drh‖ ≤ t. Here Drh is the vetor of
the partial derivatives of h of order 1, . . . , r. The norm refers to supremum over
x ∈ [0, 1]l:
‖Drh‖ = sup
x
‖Drh(x)‖
We make some omments on Cr-size rst.
First, the C1-size bounds the (real) l-dimensional volume of Y and its diameter.
More preisely
C1 − size of Y ≥ max((l-dimensional volume (Y ))1/l, l−1/2Diameter(Y )).
A proess that we will use in what follows is the division of a set of Cr-size. If Y is
a set of Cr-size smaller than t, we an divide Y in jl piees of Cr-size smaller than
t/j. For that it is suient to divide the l-ube [0, 1]l in jl equal piees and then
to sale: for example R : [0, 1]l 7→ [0, j−1]l and similarly for the jl − 1 other ubes.
The omposition of h : [0, 1]l 7→ Ck whih overs Y with the saling R satises
‖Dr(h ◦R)‖ ≤ t/j and the union of the images of these jl maps overs Y .
Here is now the prinipal result of Gromov-Yomdin that we will need (see
Lemma 3.4 in [39℄).
Theorem 2.2.1 ([39℄) Let Y be an arbitrary subset in the graph Γg ⊂ [0, 1]l×Ck
of a Cr-map g : [0, 1]l 7→ Ck and take some positive number ǫ ≤ 1. Then Y an be
divided into N ≤ C(k, l, r)ǫ−l(1+‖∂rg‖)l/r sets of Cr-size ≤ C(k, l, r)ǫDiameter(Y ),
where ∂rg denotes the vetor of the partial derivatives of g of order exatly r and
C(k, l, r) is a universal onstant.
Here is the appliation of the above theorem that we will use: it is a small variation
of Corollary 3.5 in [39℄.
Proposition 2.2.2 Let V be an open set of Ck and f : V → Ck a map of lass
Cr. Let Y0 ⊂ V be a set of Cr-size smaller than 1 suh that d(Y0, ∂V ) ≥
√
l.
Then the intersetion of f(Y0) with a ball of C
k
of radius β an be divided into
N ≤ C(k, l, r)
(
1 + ‖Drf‖
β
)l/r
piees of Cr-size less than β.
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Proof. We want to divide f(Y0) ∩ B(a, β) into piees of Cr-size ≤ β. If H(a, 1/β)
denotes the homothety of enter a and ratio 1/β in Ck, it is equivalent to divide
H(a, 1/β)(f(Y0) ∩ B(a, β)) = H(a, 1/β)(f(Y0)) ∩B(a, 1)
into sets of Cr-size less than 1.
By hypothesis, there exists a map h : [0, 1]l → Ck of lass Cr with ‖Drh‖ ≤ 1
and Y0 ⊂ h([0, 1]l). Dene g := H(a, 1/β) ◦ f ◦ h. By the hain rule, we have
‖Drg‖ ≤ C
′(k, l, r)
β
‖Drf‖.
We apply now the previous theorem to Y the graph of g interseted with [0, 1]l ×
B(a, 1). So we have that we an over Y by a number:
N ≤ C(k, l, r)
(
1 +
C ′(k, l, r)
β
‖Drf‖
)l/r
≤ C(k, l, r)
(
1 +
‖Drf‖
β
)l/r
sets of Cr-size ≤ 1 (hanging the onstant C(k, l, r) if neessary). Sine the image
of Y by the projetion [0, 1]l × Ck 7→ Ck overs H(a, 1/β)(f(Y0)) ∩ B(a, 1), the
proposition follows. 
2.3 Proof of Theorem 1
The hypothesis we made assure us that there exists a subsequene (µψ(n)) whih
onverges to a measure µ with:
(H) : lim
n→+∞
∫
log d(x, I)dµψ(n)(x) =
∫
log d(x, I)dµ(x) > −∞.
In order to larify the exposition, we shall write ψ(n) = n .
When s(x) is a funtion dened on X with values in R+, we dene (see [47℄):
B(x, s, n, f) :=
{
y, d(f i(x), f i(y)) ≤ s(f i(x)) for i ∈ [0, n− 1]} .
We shall use these dynamial balls with for s(x) the funtion ρ(x) or η(x) where :
ρ(x) =
(
d(x, I)× · · · × d(fm−1(x), I)
Km
)p
(here K and p are dened at the end of Setion 2.1 and m ∈ N will be hosen
later) and:
η(x) =
(
d(x, I)
K
)p
.
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When f is holomorphi (i.e. I = ∅), take d(x, I) := 1 and p = 2 in these
expressions.
If n ∈ N is xed, by the Eulidean algorithm, we write n = φ(n)m+ r(n) with
0 ≤ r(n) < m. In what follows, we will onsider the following dynamial balls:
Bn(x) := B(x, ρ, φ(n), f
m) ∩ f−φ(n)m+m(B(fφ(n)m−m(x), η, r(n) +m, f)).
Here is the plan of the proof. As in the artile of Bedford and Smillie (see
[4℄), it is based in one hand on Yomdin's theorem and in the other hand on the
proof of the variational priniple. Of ourse, we have to quantify preisely those
two parts beause of the presene of the indeterminay set. More preisely, in a
rst setion we show that there are a lot of dynamial balls. Indeed, thanks to
a quantiation of Yomdim's theorem, we bound from above:
νn(Bn(x)) :=
(fn)∗ωl ∧ ωk−l
λl(fn)
(Bn(x))
by d−nl for generi points of νn (that we all good points). In a seond setion, we
show that the presene of these dnl dynamial balls allows us to bound from below
the entropy of the measure µ. We use for that ideas that lie in the proof of the
variational priniple.
2.3.1 Upper bound of νn(Bn(x))
We give some notations rst. First of all we an put on X a family of hart (τx)x∈X
suh that τx(0) = x, τx is dened on B(0, ǫ0) ⊂ Ck with ǫ0 > 0 independent of
x and suh that the norm of the derivatives of order 1 of the τx is bounded from
above by a onstant independent of x. These harts are obtained from a nite
family (Ui, ψi) of harts of X by omposing them with translations. In C
k
, we
also onsider π1, . . . , πi the projetions from C
k
onto the vetorial subspaes of
dimension k− l. In what follows, the hoie of these oordinates is supposed to be
generi and βj denotes the standard volume form on πj(C
k).
Fix x ∈ X and:
Ω := (τx)∗(π
∗
1β1 + · · ·+ π∗i βi).
We want to ompute :
νn(Bn(x)) =
(fn)∗ωl ∧ ωk−l
λl(fn)
(Bn(x)).
Taking K large enough, we an assume that Bn(x) ⊂ τx(B(0, ǫ0)) so the previous
quantity is less than:
C(X)
(fn)∗ωl ∧ Ω
λl(fn)
(Bn(x)) = C(X)
i∑
j=1
∫ ∫
Bn(x)∩τx(Yj(t))
(fn)∗ωl
λl(fn)
dt
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where Yj(t) is equal to π
−1
j (t) for t in the j-th subspae of dimension k − l and dt
stands for the Lebesgue measure on that spae (we used Fubini theorem: see [9℄
p. 334). Remark that t lives in a ball B(0, ǫ0).
So we have a upper bound of νn(Bn(x)) by:
C(X)
λl(fn)
i∑
j=1
∫ ∫
fn(Bn(x)∩τx(Yj(t)))
ωldt.
To ontrol this integral, we have to bound from above the 2l-dimensional volume
of fn(Bn(x) ∩ τx(Yj(t))) for some good points x of νn. In order to do that, we
explain rst what are these good points for νn then we will bound the volume
using Yomdin's approah and nally we will nish the bound of νn(Bn(x)).
Good points for the measure νn
In what follows, we onsider a onstant L > 0 and an integer n0 suh that:∫
log d(x, I)dµn(x) ≥ −L,
for n ≥ n0. The existene of these onstants follows easily from Hypothesis (H).
Let δ > 0. Our goal is to show that the entropy of µ is greater than log dl − δ.
We hoose a onstant C0 large enough (1/C0 ≪ δ).
We are going to show that Hypothesis (H) implies that the orbits of generi
points of the measure νn =
(fn)∗ωl∧ωk−l
λl(fn)
are not lose to the indeterminay set I.
They are going to be the good points.
Lemma 2.3.1 For n ≥ n0, there exists a set An of νn-measure greater or equal to
1− C−10 whose points x ∈ An satisfy:∏
i∈[0,n−1]
d(f i(x), I) ≥ e−C0Ln.
Proof. We have
1
n
∫
log
 ∏
i∈[0,n−1]
d(f i(x), I)
 dνn(x) = 1
n
∫ n−1∑
i=0
log d(f i(x), I)dνn(x).
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Sine µn =
1
n
∑n−1
i=0 (f
i)∗νn:
1
n
∫
log
 ∏
i∈[0,n−1]
d(f i(x), I)
 dνn(x) = ∫ log d(x, I)dµn(x).
Thanks to our hypothesis, this last integral is ≥ −L.
Now, if we denote h(x) = 1
n
log
(∏
i∈[0,n−1] d(f
i(x), I)
)
and An := {x, h(x) ≥
−C0L}, we have: ∫
An
h(x)dνn(x) +
∫
X\An
h(x)dνn(x) ≥ −L.
But
∫
An
h(x)dνn(x) ≤ 0 and
∫
X\An
h(x)dνn(x) ≤ −C0Lνn(X \ An).
This implies that νn(X \ An) ≤ 1/C0.
The set An is indeed of measure ≥ 1− C−10 and if x ∈ An then:∏
i∈[0,n−1]
d(f i(x), I) ≥ e−C0Ln,
whih is what we wanted. 
The orbit of points in An are not too lose to I. These are the good points for
the measure νn.
We now prove the upper bound of the volume.
Upper bound for the volume of fn(Bn(x) ∩ τx(Yj(t))) for x ∈ An
Let Y0 denote one of the τx(Yj(t)) (where Yj(t) is the ber of πj with t in the j-th
subspae of dimension k − l). Our aim is to prove:
Proposition 2.3.2 The 2l-dimensional volume of fn(Y0 ∩Bn(x)) is less or equal
to:
C(X, l, r)n/m+2m ×K 2nplr + 4mplr ×
∏
0≤i≤n−1
d(f i(x), I)
−4pl
r .
Here C(X, l, r) is a onstant that depends only on X, of the omplex dimension l
of Y0 and the regularity r that we hose. The onstants K = K(f) and p = p(f)
are those of paragraph 2.1.
Observe that the upper bound does not depend on the ber Yj(t) that we onsider.
Before proving the proposition, we give the upper bound of the 2l-dimensional
volume of fn(Bn(x) ∩ τx(Yj(t))) that follows from the proposition.
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Reall that we xed δ and C0. Now, let r be suh that
1
r
logK < δ and C0L
r
< δ.
Then, we hoose m so that 1
m
log(C(X, l, r)) < δ where C(X, l, r) is the onstant
from the previous proposition. Reformulating the previous proposition we have
that the 2l-dimensional volume of fn(Y0 ∩ Bn(x)) is bounded by:
C(X, l, r,m, p,K)eδn × e2δnpl ×
∏
0≤i≤n−1
d(f i(x), I)
−4pl
r .
Finally, if x is in An (i.e. if x is a good point for the measure νn), the 2l-dimensional
volume of fn(Y0 ∩Bn(x)) is bounded from above by (see Lemma 2.3.1):
e4δnple
4plC0Ln
r ≤ e8δnpl,
if n is large (independently of x ∈ An).
It is this upper bound that we use now to nish the upper bound of νn(Bn(x))
for x ∈ An.
End of the proof of the upper bound of νn(Bn(x)) for x ∈ An
Reall that we have bounded νn(Bn(x)) by:
C(X)
λl(fn)
i∑
j=1
∫ ∫
fn(Bn(x)∩τx(Yj(t)))
ωldt.
Now, if x ∈ An, we get:
νn(Bn(x)) ≤ e
10δnpl
λl(fn)
,
for n large enough. The n large enough does not depend on x ∈ An. This
quantity is approximately d−nl and it stands for x ∈ An whih is a set of measure
≥ 1 − 1
C0
for νn. This is the upper bound that we wanted and it will allow us to
bound the entropy of µ.
It remains to prove Proposition 2.3.2, whih is the purpose of rest of this setion.
Proof of Proposition 2.3.2
Consider g = fa an iterate of f and let x ∈ X . We dene gx = τ−1g(x) ◦ g ◦ τx.
We also dene gx,s(x) = h(0,
1
s(x)
) ◦ gx ◦ h(0, s(x)) where h(0, t) is the homothety of
enter 0 and ratio t in Ck. Here, s(x) is dened by:
s(x) = sa(x) =
(
d(x, I)× · · · × d(fa−1(x), I)
Ka
)p
.
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We will onsider later the partiular ases a = 1 (i.e. s(x) = η(x)) and a = m (i.e.
s(x) = ρ(x)).
In what follows, we are going to onsider Cr-sizes assoiated to 2l (i.e. sets
that will be over by some h([0, 1]2l) with h ∈ Cr).
First, we prove the following lemma by indution:
Lemma 2.3.3 Let Z0 be a set of omplex dimension l suh that the C
r
-size of
τ−1x (Z0 ∩B(x, s(x))) is ≤ s(x).
Then, for j ≥ 1, we an over gj−1(Z0 ∩ B(x, s, j, g)) by a union of Nj sets Z
for whih the Cr-size of τ−1
gj−1(x)
(Z) is ≤ s(gj−1(x)) and Nj is bounded from above
by :
C(X, l, r)j−1
∏
0≤i≤j−1
s(gi(x))−2l/r.
Here B(x, s, j, g) is the dynamial ball:
B(x, s, j, g) = {y, d(gi(x), gi(y)) ≤ s(gi(x)) pour i ∈ [0, j − 1]}.
Proof. For j = 1, the lemma stands by hypothesis.
Assume now that the indution assumption stands for j − 1.
Observe that:
gj−1(Z0 ∩B(x, s, j, g)) = g(gj−2(Z0 ∩ B(x, s, j − 1, g))) ∩ B(gj−1(x), s(gj−1(x))).
Let Z be one of the Nj−1 sets whose union overs g
j−2(Z0 ∩ B(x, s, j − 1, g)).
The Cr-size of τ−1
gj−2(x)
(Z) is ≤ s(gj−2(x)) by the indution assumption. To prove
the lemma, we bound from above the numbers of sets Y whih over g(Z) ∩
B(gj−1(x), s(gj−1(x))) for whih the Cr-size of τ−1gj−1(x)(Y ) is ≤ s(gj−1(x)).
We onsider Z˜ = h(0, 1/s(gj−2(x))) ◦ τ−1
gj−2(x)
(Z). The Cr-size of Z˜ is ≤
s(gj−2(x))× 1
s(gj−2(x))
= 1. Furthermore, sine Z is in the ballB(gj−2(x), s(gj−2(x)))
(else we only onsider the part of Z that is in the ball and we still denote it Z),
Z˜ is in the ball B(0, C(X)) (where C(X) is a onstant that depends only on X).
Using Proposition 2.2.2 of Setion 2.2 with f = ggj−2(x),s(gj−2(x)) and Y0 = Z˜ we get
that we an over ggj−2(x),s(gj−2(x))(Z˜) ∩ B(0, β) (we take β = C(X) s(g
j−1(x))
s(gj−2(x))
) by
C(X, l, r)
(
1 +
‖Drggj−2(x),s(gj−2(x))‖
β
)2l/r
sets Y˜ of Cr-size ≤ C(X) s(gj−1(x))
s(gj−2(x))
. Here the norm ‖.‖ is taken over the ball
B(0, C(X) +
√
2l). The images Y of the Y˜ by τgj−1(x) ◦ h(0, s(gj−2(x))) over
τgj−1(x) ◦ h(0, s(gj−2(x)))(ggj−2(x),s(gj−2(x))(Z˜) ∩ B(0, β))
= g(Z) ∩ τgj−1(x) ◦ h(0, s(gj−2(x)))(B(0, β))
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whih ontains
g(Z) ∩B(gj−1(x), s(gj−1(x))).
This is the set we wanted to over and τ−1
gj−1(x)
(Y ) = h(0, s(gj−2(x)))(Y˜ ) is of
Cr-size ≤ s(gj−1(x)) up to dividing it into C(X)2l piees as in Setion 2.2 (this
multiplies Nj by a universal onstant).
To nish the proof, we have to ount the number of piees Y that we onstruted
for whih the Cr-size of τ−1
gj−1(x)
(Y ) is bounded form above by s(gj−1(x)). Indeed,
the union of those sets overs gj−1(Z0 ∩ B(x, s, j, g)).
To ontrol Nj , we need a ontrol of the norm ‖Drggj−2(x),s(gj−2(x))‖ on the ball
B(0, C(X) +
√
2l).
We admit temporarily that this norm is ≤ C(X, l, r)s(gj−2(x))−1.
Then:
Nj ≤ Nj−1C(X, l, r)
(
1 +
‖Drggj−2(x),s(gj−2(x))‖s(gj−2(x))
s(gj−1(x))
)2l/r
,
whih is smaller than:
Nj−1C(X, l, r)
(
2C(X, l, r)
s(gj−1(x))
)2l/r
≤ Nj−1C(X, l, r)s(gj−1(x))−2l/r
up to hanging C(X, l, r). This onludes the proof of the lemma up to the upper
bound of the norm of ‖Drggj−2(x),s(gj−2(x))‖ on the ball B(0, C(X) +
√
2l).
Upper bound of the norm ‖Drggj−2(x),s(gj−2(x))‖ on B(0, C(X) +
√
2l)
Sine
ggj−2(x),s(gj−2(x)) = h(0,
1
s(gj−2(x))
) ◦ ggj−2(x) ◦ h(0, s(gj−2(x))),
‖∂rggj−2(x),s(gj−2(x))‖ is equal to s(gj−2(x))r−1‖∂rggj−2(x)‖ where that last norm is
taken over the ball
B(0, s(gj−2(x))(C(X) +
√
2l))
(see Setion 2.2 for notations).
To prove the upper bound of the norm, we are going to prove that:
ggj−2(x)(B(0, 2s(g
j−2(x))(C(X) +
√
2l)))
is ontained in the ballB(0, 1). We will then dedue the upper bound of ‖∂rggj−2(x)‖
on B(0, s(gj−2(x))(C(X) +
√
2l)) by C(X, r)(s(gj−2(x))(C(X) +
√
2l))−r thanks
to Cauhy inequalities. This gives exatly the upper bound that we want.
So, we show that:
ggj−2(x)(B(0, 2s(g
j−2(x))(C(X) +
√
2l)))
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is ontained in B(0, 1).
If we let y = gj−2(x), we have:
ggj−2(x)(B(0, 2s(g
j−2(x))(C(X) +
√
2l))) = gy(B(0, 2s(y)(C(X) +
√
2l)))
whih is equal to:
τ−1fa(y) ◦ fa ◦ τy(B(0, 2s(y)(C(X) +
√
2l)))
beause g = fa. Furthermore:
τ−1fa(y) ◦ fa ◦ τy = ffa−1(y) ◦ · · · ◦ fy,
with fx := τ
−1
f(x) ◦ f ◦ τx.
Now we use Lemma 2.1.4 of Setion 2.1 to ontrol the dierential of fy on
B(0, 2s(y)(C(X) +
√
2l)).
If z is a point of the ball B(0, 2s(y)(C(X) +
√
2l)) then the distane between
τy(z) and I is ≥ d(y, I) − 2s(y)C(X)(C(X) +
√
2l). But that last quantity is
≥ d(y,I)
2
sine by denition of s(y), we have s(y) ≤ d(y,I)
K
and we an assume that
K is large ompared to the onstants that depend only on X and l (reall that l is
the omplex dimension of Z0: it is between 0 and k, so in partiular they are only
a nite number of suh quantities). Using Lemma 2.1.4, we get an upper bound
of ‖Dfy‖ on the ball B(0, 2s(y)(C(X) +
√
2l)) by KC(X)2pd(y, I)−p. Using the
ontrol over the dierential, this implies that the image of B(0, 2s(y)(C(X)+
√
2l))
by fy is ontained in B(0, KC(X)2
pd(y, I)−p2s(y)(C(X) +
√
2l)). But sine:
s(y) =
(
d(y, I)× · · · × d(fa−1(y), I)
Ka
)p
,
we have:
KC(X)2pd(y, I)−p2s(y)(C(X) +
√
2l) ≤
(
d(f(y), I)× · · · × d(fa−1(y), I)
Ka−1
)p
,
sine we an assume that K is large ompared to the C(X).
So we have proved that the image of B(0, 2s(y)(C(X)+
√
2l)) by fy is ontained
in
B
(
0,
(
d(f(y), I)× · · · × d(fa−1(y), I)
Ka−1
)p)
.
Now, if we do again what we just did for f(y) instead of y, we get that the image
by ff(y) ◦ fy of the ball B(0, 2s(y)(C(X) +
√
2l)) is ontained in the ball:
B
(
0,
(
d(f 2(y), I)× · · · × d(fa−1(y), I)
Ka−2
)p)
,
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and so on. At the end, we have that the image of the ball B(0, 2s(y)(C(X)+
√
2l))
by ffa−1(y) ◦ · · · ◦ fy = τ−1fa(y) ◦ fa ◦ τy is ontained in the ball:
B
(
0, KC(X)2pd(fa−1(y), I)−p
(
d(fa−1(y), I)
K
)p)
,
whih is ontained in B(0, 1) for K large enough.
This onludes the proof of the upper bound of the norm ‖Drggj−2(x),s(gj−2(x))‖
on the ball B(0, C(X) +
√
2l) and that onludes the proof of the lemma. 
Now we will use that lemma to prove Proposition 2.3.2. Reall some notations
rst. The set Y0 is one the ber τx(Yj(t)), n = mφ(n) + r(n) with 0 ≤ r(n) < m,
ρ(x) =
(
d(x, I)× · · · × d(fm−1(x), I)
Km
)p
and
η(x) =
(
d(x, I)
K
)p
.
Finally, we denote:
Bn(x) := B(x, ρ, φ(n), f
m) ∩ f−φ(n)m+m(B(fφ(n)m−m(x), η, r(n) +m, f)).
Applying the previous lemma for g = fm (and thus s(x) = ρ(x)), j = φ(n) and
Z0 = Y0 ∩ B(x, ρ(x)) (whose image by τ−1x is of Cr-size≤ ρ(x) up to dividing
into C(X)2l piees beause Yj(t) is a linear subspae), we get that we an over
fm(φ(n)−1)(Y0∩B(x, ρ, φ(n), g)) by a number Nφ(n) of sets Z for whih the Cr-size of
τ−1
gφ(n)−1(x)
(Z) = τ−1
fm(φ(n)−1)(x)
(Z) is ≤ ρ(gφ(n)−1(x)) and Nφ(n) bounded from above
by:
C(X, l, r)φ(n)
∏
0≤i≤φ(n)−1
ρ(gi(x))−2l/r.
So we went up to fm(φ(n)−1)(x) and we still have to go to fn(x).
For that, we use the above lemma again with for Z0 one of the Nφ(n) piees Z,
g = f (so now s(x) = η(x)), j = n−m(φ(n)−1) = r(n)+m and x = fm(φ(n)−1)(x).
We an do that beause the Cr-size of τ−1
fm(φ(n)−1)(x)
(Z0) is ≤ ρ(fm(φ(n)−1)(x)) ≤
η(fm(φ(n)−1)(x)). So we get that we an over f r(n)+m−1(Z∩B(fm(φ(n)−1)(x), η, r(n)+
m, f)) by a union of M sets Y for whih the Cr-size of τ−1fn−1(x)(Y ) is ≤ η(fn−1(x))
and M is less than:
C(X, l, r)m+r(n)−1
∏
1≤i≤m+r(n)
η(fn−i(x))−2l/r.
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The sets Y that we onstruted belong to (up to keeping only the part that
lies in it):
B(f r(n)+m−1+m(φ(n)−1)(x), η(f r(n)+m−1+m(φ(n)−1)(x))) = B(fn−1(x), η(fn−1(x))).
The C1-size of these Y is smaller than C(X)η(fn−1(x)) whih implies that the
diameter of h([0, 1]2l) (where h is the map in Cr assoiated to Y ) is smaller than
C(X, l)η(fn−1(x)). So, the set h([0, 1]2l) is ontained in
B
(
fn−1(x),
d(fn−1(x), I)
2
)
.
Sine the dierential of f in this last ball is bounded by
K2pd(fn−1(x), I)−p
using Lemma 2.1.4, one gets that the images by f of those Y are of C1-size bounded
by C(X)η(fn−1(x))K2pd(fn−1(x), I)−p. So their 2l-dimensional volume is ≤ 1.
Summing up, we have overed
f r(n)+m(fm(φ(n)−1)(Y0 ∩B(x, ρ, φ(n), g)) ∩B(fm(φ(n)−1)(x), η, r(n) +m, f))
whih ontains fn(Bn(x) ∩ Y0) by a number N of sets Y of volume ≤ 1 with:
N ≤ C(X, l, r)φ(n)+2m
∏
0≤i≤φ(n)−1
ρ(gi(x))−2l/r
∏
1≤i≤m+r(n)
η(fn−i(x))−2l/r.
Using now the fat that:
ρ(y) =
(
d(y, I)× · · · × d(fm−1(y), I)
Km
)p
,
and
η(y) =
(
d(y, I)
K
)p
,
we have: ∏
0≤i≤φ(n)−1
ρ(gi(x))−2l/r ≤ K 2mφ(n)plr
∏
0≤i≤φ(n)m−1
d(f i(x), I)
−2pl
r ,
and ∏
1≤i≤m+r(n)
η(fn−i(x))−2l/r ≤ K 4mplr
∏
1≤i≤m+r(n)
d(fn−i(x), I)
−2pl
r .
Finally, we have overed fn(Bn(x) ∩ Y0) by a number N of sets Y of volume ≤ 1
with:
N ≤ C(X, l, r)n/m+2mK 2nplr + 4mplr
∏
0≤i≤n−1
d(f i(x), I)
−4pl
r .
That onludes the proof of Proposition 2.3.2.
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2.3.2 Lower bound for the entropy of µ
Reall that we onsider a luster value µ of the sequene
µn =
1
n
n−1∑
i=0
f i∗
(
(fn)∗ωl ∧ ωk−l
λl(fn)
)
and that in order to simplify the notations we assume that (µn) onverges to µ.
By assumption, µ gives no mass to the indeterminay set I and it is invariant by
Lemma 2.1.3. The aim of this setion is to prove that the metri entropy hµ(f) is
≥ log dl − δ. This will implies Theorem 1 by letting δ → 0.
So we have to bound hµ(f). Here is the plan of this setion: rst we will
onstrut partitions of nite entropy for µ that will be used latter with the proof
of the variational priniple to get the lower bound of the entropy that we want.
Constrution of the partitions
The proof is the same than the one of Mañé (see Lemma 2 in [47℄). We give it for
the sake of the reader sine we will use it in what follows. We onsider a funtion
s(x) omprised between 0 and 1. Later, we will take the values ρ(x) or η(x) for
s(x).
Proposition 2.3.4 We an onstrut a ountable partition P of X \{s = 0} suh
that:
1. If x ∈ X \ {s = 0}, then diamP(x) < s(y) for all y ∈ P(x) (here P(x)
denotes the atom of the partition that ontains x).
2. For any probability measure ν suh that
∫
log s(x)dν(x) > −∞, we have
Hν(P) < +∞. Here Hν(P) denotes the entropy of the partition P for the
measure ν.
Before proving the proposition, reall the following Mañé's lemma (see Lemma 1
in [47℄):
Lemma 2.3.5 If
∑+∞
n=0 xn is a series with 0 ≤ xn ≤ 1 for all n and if
∑+∞
n=0 nxn <
+∞ then
+∞∑
n=0
xn log(1/xn) < +∞
with the onvention that xn log(1/xn) = 0 when xn = 0.
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Proof of Lemma 2.3.5 Here is the Mañé's proof:
Let S be the set of integers n ≥ 0 for whih xn 6= 0 and log(1/xn) ≤ n. If
n /∈ S then xn ≤ e−n. Furthermore:
+∞∑
n=0
xn log(1/xn) ≤
∑
n∈S
nxn +
∑
n/∈S
(
√
xn)(
√
xn) log(1/xn).
But sine (
√
t) log(1/t) ≤ 2e−1 for all t ≥ 0, we have:
+∞∑
n=0
xn log(1/xn) ≤
+∞∑
n=0
nxn + 2e
−1
∑
n/∈S
√
xn
whih is less than:
+∞∑
n=0
nxn + 2e
−1
+∞∑
n=0
e−n/2.
And that gives the lemma. 
Proof of Proposition 2.3.4 First of all, there are onstants C > 0 and r0 > 0 suh
that for 0 < r ≤ r0, there exists a partition Pr ofX whose elements have a diameter
≤ r and suh that the number of elements of the partition |Pr| is ≤ C(1/r)2k.
Now, we dene Vn := {x, e−(n+1) < s(x) ≤ e−n} for n ≥ 0.
Sine the funtion s is less than 1, we have that X \ {s = 0} = ∪n≥0Vn.
Let P be the partition dened as follows: for n xed, we onsider the sets
Q∩ Vn for Q ∈ Prn with rn = e−(n+1). This denes a partition of Vn. Now, we get
the partition P of X \ {s = 0} by taking all the n between 0 and +∞.
If x /∈ {s = 0}, then x ∈ Vn for some n ≥ 0 and then the atome of P ontaining
x, P(x), is ontained in an atom of Prn , we have:
diamP(x) ≤ e−(n+1) < s(y)
for all y ∈ P(x) ⊂ Vn. This proves the rst point of Proposition 2.3.4.
We now onsider a measure ν suh that
∫
log s(x)dν(x) > −∞. We want to
show that Hν(P) < +∞.
We have:
Hν(P) =
+∞∑
n=0
− ∑
P∈P, P⊂Vn
ν(P ) log ν(P )
 .
Using the inequality:
−
m0∑
i=1
xi log xi ≤
(
m0∑
i=1
xi
)(
logm0 − log
m0∑
i=1
xi
)
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whih omes from the onvexity of the funtion φ(x) = x log(x) for x ≥ 0, we get:
Hν(P) ≤
+∞∑
n=0
ν(Vn)(log |Prn | − log ν(Vn)).
Sine the number |Prn | of elements of Prn is less than Ce2k(n+1), we have:
Hν(P) ≤ logC + 2k
+∞∑
n=0
(n+ 1)ν(Vn) +
+∞∑
n=0
ν(Vn) log
(
1
ν(Vn)
)
.
By assumption: ∫
log s(x)dν(x) =
∫
∪n≥0Vn
log s(x)dν(x) > −∞.
This implies that:
+∞∑
n=0
nν(Vn) < +∞,
And the proposition is then dedued from Lemma 2.3.5. 
Lower bound for the entropy of µ
In what follows, we denote P (resp. Q) the partition previously onstruted for
s(x) = ρ(x) (resp. s(x) = η(x)). We onsider the restrition of P and Q to
Ω = X \ ∪i≥0f−i(I) (that we still denote P and Q). They are partitions of Ω.
The advantage of those partitions over Ω is that the f i are well-dened on them.
In partiular, we an dene for example the partition f−i(P): its atoms are the
f−i(P ) := {x ∈ Ω with f i(x) ∈ P} where the P are the atoms of P. Sine f(Ω) ⊂
Ω, we get a partition of Ω. The measures that we onsider (νn, µn or µ) have a mass
1 on Ω. The parts of X that we drop are of mass 0 for them. We remark that with
our onvention, we have: f−a(f−b(P )) = f−a−b(P ) = {x ∈ Ω with fa+b(x) ∈ P}.
Reall that we denote:
νn =
(fn)∗ωl ∧ ωk−l
λl(fn)
and that νn(An) ≥ 1− 1C0 (see Lemma 2.3.1).
In what follows, we denote ν ′n :=
νn|An
νn(An)
(i.e. ν ′n(B) =
νn(B∩An)
νn(An)
).
Dene the joint partition P−n of the partitions P and Q by (reall that n =
φ(n)m+ r(n) with 0 ≤ r(n) < m):
P−n := P ∨ f−1(P) ∨ · · · ∨ f−φ(n)m+m(P) ∨ f−φ(n)m+m−1(Q) ∨ · · · ∨ f−n+1(Q).
First, we have the lemma:
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Lemma 2.3.6 If n is large enough, then
ν ′n(P−n(x)) ≤
e10δnlp
λl(fn)
1
1− 1
C0
.
for every atom P−n(x) of P−n.
Proof. We have shown in the previous paragraph that if n is large enough then for
every x ∈ An:
νn(Bn(x)) ≤ e
10δnpl
λl(fn)
.
Consider now a n large enough so that the previous property is satised. Here:
Bn(x) := B(x, ρ, φ(n), f
m) ∩ f−φ(n)m+m(B(fφ(n)m−m(x), η, r(n) +m, f)).
If P−n(x) does not ontain any points of An then ν ′n(P−n(x)) = 0 and the lemma
is true. So we an assume that there exists y ∈ P−n(x) ∩An.
By denition of the joint partition, we have P−n(x) whih is equal to:
P(x) ∩ · · · ∩ f−φ(n)m+m(P(fφ(n)m−m(x)))
∩ f−φ(n)m+m−1(Q(fφ(n)m−m+1(x))) ∩ · · · ∩ f−n+1(Q(fn−1(x))).
In partiular, f i(y) ∈ P(f i(x)) for i = 0 . . . φ(n)m − m and then f i(y) ∈
Q(f i(x)) for i = φ(n)m −m + 1 . . . n − 1. By Proposition 2.3.4, the diameter of
P(f i(x)) is ≤ ρ(f i(y)) for i = 0 . . . φ(n)m − m and the diameter of Q(f i(x)) is
≤ η(f i(y)) for i = φ(n)m−m+ 1 . . . n− 1 whih means:
P−n(x) ⊂ Bn(y).
The lemma follows then rst from the estimation of the previous paragraph sine
y ∈ An and seondly from the fat that νn(An) is ≥ 1− 1C0 . 
Thanks to that estimation on ν ′n(P−n(x)), we an bound the entropy of µ using
a variation of the proof of the variational priniple. We refer the reader to [54℄
p.188-190 for the proof of the priniple and to [4℄, [12℄ or [41℄ for its use to bound
from below the entropies of measure in holomorphi or meromorphi dynamis.
Let q be an integer 2m < q < n (with m from the above paragraph). For
0 ≤ j ≤ q − 1, we let a(j) =
[
n−j
q
]
and then
{0, 1, . . . , n− 1} = {j + rq + i, 0 ≤ r ≤ a(j)− 2, 0 ≤ i ≤ q − 1} ∪ S(j)
where S(j) = {0, 1, . . . , j − 1, j + (a(j) − 1)q, j + (a(j) − 1)q + 1, . . . , n − 1}
is of ardinality less than 3q sine j + (a(j) − 1)q ≥ j +
(
n−j
q
− 2
)
q = n − 2q.
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We took the indexes r up to a(j) − 2 so that S(j) ontains n − q . . . n − 1 and
so in partiular φ(n)m−m+ 1 . . . n− 1 (we take q large with respet to m). We
denote S1(j) the elements of S(j) other than φ(n)m −m + 1 . . . n − 1 and S2(j)
the elements φ(n)m−m+ 1 . . . n− 1.
Now, we have (see for example Proposition 4.3.3 of [45℄):
Hν′n(P−n) ≥ − log( sup
P∈P−n
ν ′n(P )) ≥ −10δnlp+ log λl(fn) + log
(
1− 1
C0
)
,
by the previous lemma.
On the other hand, by the proof of the variational priniple for 0 ≤ j ≤ q − 1,
we have:
P−n =
a(j)−2∨
r=0
(
f−(rq+j)
q−1∨
i=0
f−iP
)
∨
∨
t∈S1(j)
f−tP ∨
∨
t∈S2(j)
f−tQ.
So, (again by Proposition 4.3.3 in [45℄):
Hν′n(P−n) ≤
a(j)−2∑
r=0
Hν′n(f
−(rq+j)
q−1∨
i=0
f−iP) +
∑
t∈S1(j)
Hν′n(f
−tP) +
∑
t∈S2(j)
Hν′n(f
−tQ)
whih is equal to:
a(j)−2∑
r=0
Hfrq+j∗ ν′n(
q−1∨
i=0
f−iP) +
∑
t∈S1(j)
Hν′n(f
−tP) +
∑
t∈S2(j)
Hν′n(f
−tQ)
Summing this relation for j = 0 . . . q − 1, we get:
q
(
−10δnlp+ log λl(fn) + log
(
1− 1
C0
))
≤
q−1∑
j=0
a(j)−2∑
r=0
Hfrq+j∗ ν′n(
q−1∨
i=0
f−iP) +
q−1∑
j=0
 ∑
t∈S1(j)
Hν′n(f
−tP) +
∑
t∈S2(j)
Hν′n(f
−tQ)
 .
The integers j + rq for 0 ≤ j ≤ q − 1 and 0 ≤ r ≤ a(j) − 2 are all distint and
≤ n − 2q. So we have that (using the onvexity of the funtion Φ(x) = x log(x)
for x > 0):
(I):
q
n− 2q + 1
(
−10δnlp+ log λl(fn) + log
(
1− 1
C0
))
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whih is less than:
H 1
n−2q+1
Pn−2q
p=0 f
p
∗ ν′n
(
q−1∨
i=0
f−iP) +
q−1∑
j=0
 ∑
t∈S1(j)
Hν′n(f
−tP)
n− 2q + 1 +
∑
t∈S2(j)
Hν′n(f
−tQ)
n− 2q + 1
 .
Here is the plan of the rest of the proof. In a rst time, we dedue from that
inequality a lower bound of
1
q
H 1
n−2q+1
Pn−2q
p=0 f
p
∗ νn
(
∨q−1
i=0 f
−iP). Then we will pass to
the limit in that inequality.
1) Lower bound of
1
q
H 1
n−2q+1
Pn−2q
p=0 f
p
∗ νn
(
∨q−1
i=0 f
−iP)
By denition, ν ′n :=
νn|An
νn(An)
. In partiular, ν ′n ≤ νn1− 1
C0
and
1
n− 2q + 1
n−2q∑
p=0
f p∗ ν
′
n ≤
1
(1− 1
C0
)(n− 2q + 1)
n−2q∑
p=0
f p∗ νn.
In order to ontrol
1
q
H 1
n−2q+1
Pn−2q
p=0 f
p
∗ νn
(
∨q−1
i=0 f
−iP) with the inequality (I), we are
going to use the following lemma:
Lemma 2.3.7 Let ν and ν ′ be two probabilities suh that ν ′ ≤ βν for some β > 1.
Then for any partition Q, we have:
Hν′(Q) ≤ β(Hν(Q) + 1).
Proof. The funtion Φ(x) = −x log(x) is inreasing on [0, e−1] and dereasing on
[e−1, 1].
So we have:
Hν′(Q) =
∑
Q∈Q
−ν ′(Q) log ν ′(Q)
=
∑
Q∈Q, ν(Q)≤ e
−1
β
−ν ′(Q) log ν ′(Q) +
∑
Q∈Q, ν(Q)> e
−1
β
−ν ′(Q) log ν ′(Q)
whih is less than:∑
Q∈Q, ν(Q)≤ e
−1
β
−βν(Q) log(βν(Q)) +
∑
Q∈Q, ν(Q)> e
−1
β
−ν ′(Q) log ν ′(Q).
Sine they are at most
β
e−1
of Q ∈ Q with ν(Q) > e−1
β
and beause on the interval
[0, 1], the funtion Φ(x) is non negative and bounded by e−1, we have:
Hν′(Q) ≤ βHν(Q) + β. 
2.3. PROOF OF THEOREM 1 29
Now, sine
1
n− 2q + 1
n−2q∑
p=0
f p∗ ν
′
n ≤ β
1
n− 2q + 1
n−2q∑
p=0
f p∗ νn,
with β = 1
1− 1
C0
and
ν ′n ≤ βνn
for that same β > 1, we have:
q
n− 2q + 1
(
−10δnlp + log λl(fn) + log
(
1− 1
C0
))
whih is less than:
1
1− 1
C0
[H 1
n−2q+1
Pn−2q
p=0 f
p
∗ νn
(
q−1∨
i=0
f−iP) + 1
+
q−1∑
j=0
 ∑
t∈S1(j)
Hνn(f
−tP)
n− 2q + 1 +
∑
t∈S2(j)
Hνn(f
−tQ)
n− 2q + 1
+ 3q2
n− 2q + 1]
(sine the ardinality of S(j) is ≤ 3q).
This implies a lower bound of
1
q
H 1
n−2q+1
Pn−2q
p=0 f
p
∗ νn
(
∨q−1
i=0 f
−iP) by(
1− 1
C0
)(
1
n− 2q + 1
(
−10δnlp+ log λl(fn) + log
(
1− 1
C0
)))
− 1
q
− 1
q
 q−1∑
j=0
∑
t∈S1(j)
Hνn(f
−tP)
n− 2q + 1 +
q−1∑
j=0
∑
t∈S2(j)
Hνn(f
−tQ)
n− 2q + 1
− 3q
n− 2q + 1 .
It remains now to take the limit of that inequality when n goes to ∞.
2) Pass to the limit n→ +∞
First:
1
n− 2q + 1
(
−10δnlp + log λl(fn) + log
(
1− 1
C0
))
goes to −10δlp+ log dl when n→∞. We need the following proposition.
Proposition 2.3.8 We have:
1.
∫
log ρdµ > −∞.
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2. For all q > 2m,
H 1
n−2q+1
Pn−2q
p=0 f
p
∗ νn
(
q−1∨
i=0
f−iP)
onverges to Hµ(
∨q−1
i=0 f
−iP) when n→∞.
3. For q > 1:
1
q
q−1∑
j=0
∑
t∈S1(j)
Hνn(f
−tP)
n− 2q + 1
onverges to 0 when n→∞.
4. For q > 1:
1
q
q−1∑
j=0
∑
t∈S2(j)
Hνn(f
−tQ)
n− 2q + 1
onverges to 0 when n→∞.
We assume temporarily that the proposition is true. We nish the lower bound of
the entropy of µ.
If we pass to the limit in the inequality of the previous paragraph, we get:
1
q
Hµ(
q−1∨
i=0
f−iP) ≥
(
1− 1
C0
)
(−10δlp+ log dl)− 1
q
.
If we let q go to ∞, we have:
hµ(f) ≥
(
1− 1
C0
)
(−10δlp + log dl)
beause the entropy of P is nite for µ from Proposition 2.3.4 and the rst point
of the above Proposition.
This proves the theorem by letting C0 go to ∞ then by letting δ go to 0.
Up to the proof of Proposition 2.3.8, we have proved Theorem 1.
In order to simplify the notations, we denote:
µ′n =
1
n− 2q + 1
n−2q∑
p=0
f p∗ νn.
For the proof of the four points of the proposition, we will use the following lemma:
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Lemma 2.3.9 For i = 0 . . . q − 1, we have
0 ≥
∫
{ρ≤ǫ}
log ρ d((f i)∗µ
′
n) ≥ −δ(ǫ)
if n is large enough. Here δ(ǫ) goes to 0 when ǫ goes to 0.
Proof.
First step. In a rst time, we are going to bound from above (f i)∗µ
′
n({x, ρ(x) ≤
ǫ}) by δ′(ǫ) for n large (with δ′(ǫ) going to 0 when ǫ goes to 0).
Reall that:
ρ(x) =
(
d(x, I)× · · · × d(fm−1(x), I)
Km
)p
.
In partiular, we have:
{x, ρ(x) ≤ ǫ} ⊂ {x, d(x, I) ≤ ǫ 1mpK} ∪ · · · ∪ {x, d(fm−1(x), I) ≤ ǫ 1mpK}.
Now,
(f i)∗µ
′
n({x, ρ(x) ≤ ǫ}) ≤
m−1∑
l=0
(f i)∗µ
′
n({x, d(f l(x), I) ≤ ǫ
1
mpK})
whih is equal to:
m−1∑
l=0
(f l)∗(f
i)∗µ
′
n({x, d(x, I) ≤ ǫ
1
mpK}).
The measure
∑m−1
l=0 (f
l)∗(f
i)∗µ
′
n is lower than
mn
n−2q+1
1
n
∑n−1
l=0 (f
l)∗νn =
mn
n−2q+1
µn
whih onverges to mµ. Using Hypothesis (H), we know:
µ({x, d(x, I) ≤ ǫ 1mpK}) ≤ δ′(ǫ)
with δ′(ǫ) onverging to 0 when ǫ goes to 0 sine log d(x, I) is integrable for the
measure µ and so µ puts no mass on I.
We have then:
(f i)∗µ
′
n({x, ρ(x) ≤ ǫ}) ≤ m(1 + ǫ)(δ′(ǫ) + ǫ) = δ′(ǫ)
if n is large and up to hanging δ′(ǫ) (of ourse it depends on m). This gives the
rst step.
Seond step
We now prove the lower bound of
∫
{ρ≤ǫ}
log ρ d((f i)∗µ
′
n).
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By the denition of ρ, we have:∫
{ρ≤ǫ}
log ρ d((f i)∗µ
′
n)
= p
m−1∑
l=0
∫
{ρ≤ǫ}
log d(f l(x), I) d((f i)∗µ
′
n)−mp logK(f i)∗µ′n({ρ ≤ ǫ}).
By the rst step , we get:∫
{ρ≤ǫ}
log ρ d((f i)∗µ
′
n) ≥ p
m−1∑
l=0
∫
{ρ≤ǫ}
log d(f l(x), I) d((f i)∗µ
′
n)−mp logKδ′(ǫ).
It remains to ontrol
∑m−1
l=0
∫
{ρ≤ǫ}
log d(f l(x), I) d((f i)∗µ
′
n).
For that, we split these integrals into two parts:∫
{ρ≤ǫ}∩{x, d(f l(x),I)≤δ′(ǫ)}
log d(f l(x), I) d((f i)∗µ
′
n)
+
∫
{ρ≤ǫ}∩{x, d(f l(x),I)>δ′(ǫ)}
log d(f l(x), I) d((f i)∗µ
′
n).
The seond part is greater than:
δ′(ǫ) log δ′(ǫ)
if n is large enough using the rst step. That quantity goes to 0 when ǫ goes to 0.
For the rst part, we have:
m−1∑
l=0
∫
{ρ≤ǫ}∩{x, d(f l(x),I)≤δ′(ǫ)}
log d(f l(x), I) d((f i)∗µ
′
n)
whih is greater than:
m−1∑
l=0
∫
{x, d(f l(x),I)≤δ′(ǫ)}
log d(f l(x), I) d((f i)∗µ
′
n)
whih is equal to: ∫
{x, d(x,I)≤δ′(ǫ)}
log d(x, I) d(
m−1∑
l=0
(f l)∗(f
i)∗µ
′
n).
As in the rst step,
∑m−1
l=0 (f
l)∗(f
i)∗µ
′
n is less than the measure:
mn
n− 2q + 1
1
n
n−1∑
l=0
(f l)∗νn =
mn
n− 2q + 1µn
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and the above integral is bounded from below by:
m(1 + ǫ)
(∫
{x, d(x,I)≤δ′(ǫ)}
log d(x, I) dµ(x)− ǫ
)
when n is large. Indeed, on one hand we have that:∫
log d(x, I) dµn(x)
onverges to
∫
log d(x, I) dµ(x) by Hypothesis (H). On the other hand:∫
{x, d(x,I)>δ′(ǫ)}
log d(x, I) dµn(x)
onverges to
∫
{x, d(x,I)>δ′(ǫ)}
log d(x, I) dµ(x) up to hoosing ǫ generi so that µ
gives no mass to {x, d(x, I) = δ′(ǫ)}.
Finally, sine
∫
{x, d(x,I)≤δ′(ǫ)}
log d(x, I) dµ(x) goes to 0 when ǫ onverges to 0
by dominated onvergene, the lemma follows. 
End of the proof of Proposition 2.3.8.
First point of the proposition
By Hypothesis (H), we have:∫
log d(x, I)dµ > −∞
the integrability of log ρ follows from the invariane of the measure µ.
Seond point of the proposition
We are going to prove by indution on j = 1 . . . q that Hµ′n(
∨j−1
i=0 f
−iP) on-
verges to Hµ(
∨j−1
i=0 f
−iP). The sequene µ′n onverges to µ. The diulty lies in
the fat that P is a ountable partition and not a nite partition.
For j = 1
Here, we show that Hµ′n(P) onverges to Hµ(P).
We have:
Hµ′n(P) =
+∞∑
s=0
∑
P∈P, P⊂Vs
−µ′n(P ) logµ′n(P )
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that we divide as:
s0−1∑
s=0
∑
P∈P, P⊂Vs
−µ′n(P ) logµ′n(P ) +
+∞∑
s=s0
∑
P∈P, P⊂Vs
−µ′n(P ) logµ′n(P ).
Up to moving slightly the boundaries of the partition P, we an assume that µ
gives no mass to the boundary of its elements. In partiular, the rst above term
onverges to:
s0−1∑
s=0
∑
P∈P, P⊂Vs
−µ(P ) logµ(P )
when n goes to innity sine we only onsider a nite number of elements.
We now show that the seond term is small if we take s0 large then n large.
We follow here the notations and the ideas of the proof of Proposition 2.3.4.
+∞∑
s=s0
∑
P∈P, P⊂Vs
−µ′n(P ) logµ′n(P )
is less than:
+∞∑
s=s0
µ′n(Vs)(log |Prs | − log µ′n(Vs))
whih is in turn less than:
logC
+∞∑
s=s0
µ′n(Vs) + 2k
+∞∑
s=s0
(s+ 1)µ′n(Vs) +
+∞∑
s=s0
µ′n(Vs) log
(
1
µ′n(Vs)
)
.
But, rst:
+∞∑
s=s0
µ′n(Vs) ≤ µ′n({ρ ≤ e−s0})
is as small as we want if we take s0 large enough then n large enough (this is
exatly what we proved in the rst step of the previous lemma with i = 0).
Then:
+∞∑
s=s0
sµ′n(Vs) ≤ −
∫
{ρ≤e−s0}
log ρdµ′n
is also as small as we want if we take s0 large enough then n large enough thanks
to the previous lemma with i = 0.
Finally, following the proof of Lemma 2.3.5, we have:
+∞∑
s=s0
µ′n(Vs) log
(
1
µ′n(Vs)
)
≤
+∞∑
s=s0
sµ′n(Vs) + 2e
−1
+∞∑
s=s0
e−s/2
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is also as small as we want if we take s0 large enough then n large enough.
We have indeed shown that:
+∞∑
s=s0
∑
P∈P, P⊂Vs
−µ′n(P ) logµ′n(P )
is small and sine all that we did remains true if we replae µ′n by µ:
+∞∑
s=s0
∑
P∈P, P⊂Vs
−µ(P ) logµ(P )
is as small as we want for s0 large enough.
In partiular, this implies that Hµ′n(P) onverges to Hµ(P).
We ontinue the indution: we assume that Hµ′n(
∨j−1
i=0 f
−iP) onverges to
Hµ(
j−1∨
i=0
f−iP)
for some j less than q − 1 and we are going to show that the property holds for
the rank j + 1.
For j + 1
First, we have:
Hµ′n(
j∨
i=0
f−iP) = Hµ′n(
j−1∨
i=0
f−iP∨f−j(P)) = Hµ′n(
j−1∨
i=0
f−iP)+Hµ′n(f−j(P)|
j−1∨
i=0
f−iP)
by Proposition 4.3.3 in [45℄.
The rst term onverges to Hµ(
∨j−1
i=0 f
−iP) by the indution assumption. We
now show that the seond term onverges to Hµ(f
−j(P)|∨j−1i=0 f−iP). This will
nish the indution and thus gives the seond point of the proposition.
By denition, Hµ′n(f
−j(P)|∨j−1i=0 f−iP) is equal to:
−
∑
P1∈
Wj−1
i=0 f
−iP
µ′n(P1)
+∞∑
s=0
∑
P2∈P, P2⊂Vs
µ′n(f
−j(P2) ∩ P1)
µ′n(P1)
log
(
µ′n(f
−j(P2) ∩ P1)
µ′n(P1)
)
.
We divide that term into two parts:
A = −
∑
P1∈
Wj−1
i=0 f
−iP
µ′n(P1)
s0−1∑
s=0
∑
P2∈P, P2⊂Vs
µ′n(f
−j(P2) ∩ P1)
µ′n(P1)
log
(
µ′n(f
−j(P2) ∩ P1)
µ′n(P1)
)
,
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and:
B = −
∑
P1∈
Wj−1
i=0 f
−iP
µ′n(P1)
+∞∑
s=s0
∑
P2∈P, P2⊂Vs
µ′n(f
−j(P2) ∩ P1)
µ′n(P1)
log
(
µ′n(f
−j(P2) ∩ P1)
µ′n(P1)
)
.
First, we show that the seond term is as small as we want if we take s0 large
enough then n large enough. We will deal with A after that.
We have:
B = −
+∞∑
s=s0
∑
P2∈P, P2⊂Vs
 ∑
P1∈
Wj−1
i=0 f
−iP
µ′n(P1)φ
(
µ′n(f
−j(P2) ∩ P1)
µ′n(P1)
)
where φ(x) = x log(x). Sine that funtion is onvex on [0,+∞[, we dedue:
B ≤ −
+∞∑
s=s0
∑
P2∈P, P2⊂Vs
φ
 ∑
P1∈
Wj−1
i=0 f
−iP
µ′n(f
−j(P2) ∩ P1)
 .
That means:
B ≤ −
+∞∑
s=s0
∑
P2∈P, P2⊂Vs
µ′n(f
−j(P2)) log(µ
′
n(f
−j(P2))).
This term is ontrolled as in the ase j = 1. Indeed,
B ≤
+∞∑
s=s0
µ′n(f
−j(Vs))(log |Prs| − logµ′n(f−j(Vs))),
is smaller than:
logCµ′n(f
−j({ρ ≤ e−s0}))
+ 2k
+∞∑
s=s0
(s+ 1)µ′n(f
−j(Vs)) +
+∞∑
s=s0
µ′n(f
−j(Vs)) log
(
1
µ′n(f
−j(Vs))
)
.
But sine:
+∞∑
s=s0
sµ′n(f
−j(Vs)) ≤ −
∫
{ρ≤e−s0}
log ρ d(f j∗µ
′
n)
is as small as we want if we take s0 large enough then n large enough thanks to
the previous lemma, we have that B is as small as we want using as for j = 1 the
proof of Lemma 2.3.5.
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To onlude, it remains to deal with
A = −
∑
P1∈
Wj−1
i=0 f
−iP
µ′n(P1)
s0−1∑
s=0
∑
P2∈P, P2⊂Vs
µ′n(f
−j(P2) ∩ P1)
µ′n(P1)
log
(
µ′n(f
−j(P2) ∩ P1)
µ′n(P1)
)
.
We divide the sum
∑
P1∈
Wj−1
i=0 f
−iP into two parts:∑
P1∈
Wj−1
i=0 f
−iP, P1,...,fj−1(P1)⊂∪
s1−1
s=0 Vs
and ∑
P1∈
Wj−1
i=0 f
−iP, ∃l∈[0,j−1], f l(P1)*∪
s1−1
s=0 Vs
.
The rst sum is nite, so:
∑
P1∈
Wj−1
i=0 f
−iP
P1,...,fj−1(P1)⊂∪
s1−1
s=0 Vs
µ′n(P1)
s0−1∑
s=0
∑
P2∈P, P2⊂Vs
µ′n(f
−j(P2) ∩ P1)
µ′n(P1)
log
(
µ′n(f
−j(P2) ∩ P1)
µ′n(P1)
)
onverges to:
∑
P1∈
Wj−1
i=0 f
−iP
P1,...,fj−1(P1)⊂∪
s1−1
s=0 Vs
µ(P1)
s0−1∑
s=0
∑
P2∈P, P2⊂Vs
µ(f−j(P2) ∩ P1)
µ(P1)
log
(
µ(f−j(P2) ∩ P1)
µ(P1)
)
when n goes to ∞.
Now, the seond sum is less than:
−
j−1∑
l=0
∑
P1∈
Wj−1
i=0 f
−iP
f l(P1)⊂∪
+∞
s=s1
Vs
µ′n(P1)
s0−1∑
s=0
∑
P2∈P, P2⊂Vs
µ′n(f
−j(P2) ∩ P1)
µ′n(P1)
log
(
µ′n(f
−j(P2) ∩ P1)
µ′n(P1)
)
(we might have add some ≥ 0 terms sine −x log(x) ≥ 0 on [0, 1]).
Furthermore, sine the funtion −x log(x) is smaller than e−1, we dedue that
this term is less than:
C(s0)
j−1∑
l=0
µ′n(f
−l({ρ ≤ e−s1})),
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whih is also as small as we want if we take s1 large enough with respet to s0
then n large enough.
Finally, up to replaing µ′n by µ in what we just did, we also have that
Hµ(f
−j(P)|∨j−1i=0 f−iP) is as lose as we want to:
−
∑
P1∈
Wj−1
i=0 f
−iP
P1,...,fj−1(P1)⊂∪
s1−1
s=0 Vs
µ(P1)
s0−1∑
s=0
∑
P2∈P, P2⊂Vs
µ(f−j(P2) ∩ P1)
µ(P1)
log
(
µ(f−j(P2) ∩ P1)
µ(P1)
)
if we take s0 large enough then s1 large with respet to s0.
So we have proved that Hµ′n(f
−j(P)|∨j−1i=0 f−iP) onverges to:
Hµ(f
−j(P)|
j−1∨
i=0
f−iP)
and that onludes the indution. So the seond point of Proposition 2.3.8 is
proved.
Third point of Proposition 2.3.8
We show that:
1
q
q−1∑
j=0
∑
t∈S1(j)
Hνn(f
−tP)
n− 2q + 1
onverges to 0 when n goes to ∞.
We start by dividing:
1
q
q−1∑
j=0
∑
t∈S1(j)
Hνn(f
−tP)
n− 2q + 1
=
1
q(n− 2q + 1)
q−1∑
j=0
∑
t∈S1(j)
+∞∑
s=0
−
∑
P∈P, P⊂Vs
νn(f
−t(P )) log νn(f
−t(P ))
into two parts:
1
q(n− 2q + 1)
q−1∑
j=0
∑
t∈S1(j)
s0−1∑
s=0
−
∑
P∈P, P⊂Vs
νn(f
−t(P )) log νn(f
−t(P ))
and:
1
q(n− 2q + 1)
q−1∑
j=0
∑
t∈S1(j)
+∞∑
s=s0
−
∑
P∈P, P⊂Vs
νn(f
−t(P )) log νn(f
−t(P )).
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For s0 xed, the rst term goes to 0 when n goes to∞ sine the funtion −x log x
is bounded by e−1 et sine there are only a nite number of terms.
For the seond term, we remark that it is less than (see again the proof of
Proposition 2.3.4):
1
q(n− 2q + 1)
q−1∑
j=0
∑
t∈S1(j)
+∞∑
s=s0
νn(f
−t(Vs))(log |Prs| − log νn(f−t(Vs)))
whih is in turn less than:
1
q(n− 2q + 1)
q−1∑
j=0
∑
t∈S1(j)
(logC + 2k
+∞∑
s=s0
(s+ 1)νn(f
−t(Vs))
+
+∞∑
s=s0
νn(f
−t(Vs)) log
(
1
νn(f−t(Vs))
)
).
As previously, this term is smaller than:
1
q(n− 2q + 1)
q−1∑
j=0
∑
t∈S1(j)
(logC + 2k + (2k + 1)
+∞∑
s=s0
sνn(f
−t(Vs)) + 2e
−1
+∞∑
s=s0
e−s/2).
But the terms:
1
q(n− 2q + 1)
q−1∑
j=0
∑
t∈S1(j)
(logC + 2k)
and:
1
q(n− 2q + 1)
q−1∑
j=0
∑
t∈S1(j)
2e−1
+∞∑
s=s0
e−s/2
onverge to 0 when n goes to ∞ (beause the ardinality of S1(j) is smaller than
3q). It remains to ontrol:
2k + 1
q(n− 2q + 1)
q−1∑
j=0
∑
t∈S1(j)
+∞∑
s=s0
sνn(f
−t(Vs)).
This term is equal to:
2k + 1
q(n− 2q + 1)
q−1∑
j=0
∑
t∈S1(j)
+∞∑
s=s0
s((f t)∗νn)(Vs)
≤ − 2k + 1
q(n− 2q + 1)
q−1∑
j=0
∑
t∈S1(j)
∫
{ρ≤e−s0}
log ρ d(f t)∗νn.
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But: ∑
t∈S1(j)
(f t)∗νn ≤ (φ(n)m−m+ 1)µ′′n
with µ′′n =
1
φ(n)m−m+1
∑φ(n)m−m
p=0 f
p
∗ νn.
Following Lemma 2.3.9 with µ′′n instead of µ
′
n and i = 0 (this is indeed possible
beause the indexes p in µ′′n goes to φ(n)m −m whih is ≤ n − 1 − (m − 1)), we
dedue that:
2k + 1
q(n− 2q + 1)
q−1∑
j=0
∑
t∈S1(j)
+∞∑
s=s0
s((f t)∗νn)(Vs)
is as small as we want by taking s0 large enough then n large enough.
This gives the third point of Proposition 2.3.8.
Fourth point of Proposition 2.3.8
The proof is the same than for the third point replaing S1(j) by S2(j), P by
Q, ρ by η.
At the end, we have to bound from above:
2k + 1
q(n− 2q + 1)
q−1∑
j=0
∑
t∈S2(j)
+∞∑
s=s0
sνn(f
−t(Vs)),
(here the Vs orrespond to the partition Q and to the funtion η).
That term is equal to:
2k + 1
q(n− 2q + 1)
q−1∑
j=0
∑
t∈S2(j)
+∞∑
s=s0
s((f t)∗νn)(Vs)
≤ − 2k + 1
q(n− 2q + 1)
q−1∑
j=0
∑
t∈S2(j)
∫
{η≤e−s0}
log η d(f t)∗νn.
Finally: ∑
t∈S2(j)
(f t)∗νn ≤ nµn
and sine
∫
{η≤e−s0}
log ηdµn onverges to
∫
{η≤e−s0}
log ηdµ, it is also as small as we
want if s0 is large enough then n is large enough. This gives the fourth point of
Proposition 2.3.8, and the proposition follows. 
Chapter 3
Dynamis of birational maps of Pk
3.1 A family of birational maps
Reall that a meromorphi map f : Pk → Pk is holomorphi outside an analyti
subset I(f) of odimension ≥ 2 in Pk. Let Γ denote the losure of the graph of
the restrition of f to Pk \ I(f). This is an irreduible analyti set of dimension k
in Pk × Pk.
Let π1 and π2 denote the anonial projetions of P
k × Pk on its fators. The
indeterminay lous I(f) of f is the set of points z ∈ Pk suh that dim π−11 (z)∩Γ ≥
1. We assume that f is dominant, that is, π2(Γ) = P
k
. The seond indeterminay
set of f is the set I ′(f) of points z ∈ Pk suh that dim π−12 (z) ∩ Γ ≥ 1. If A is a
subset of Pk, dene
f(A) := π2(π
−1
1 (A) ∩ Γ) and f−1(A) := π1(π−12 (A) ∩ Γ).
Dene formally for a urrent S on Pk, not neessarily positive or losed, the pull-
bak f ∗(S) by
f ∗(S) := (π1)∗
(
π∗2(S) ∧ [Γ]
)
(3.1)
where [Γ] is the urrent of integration of Γ.
Similarly, the operator f∗ is formally dened by
f∗(R) := (π2)∗
(
π∗1(R) ∧ [Γ]
)
. (3.2)
For 0 ≤ q ≤ k and n > 0, dene λq(fn) whih gives a size for the ation of fn on
the ohomology group Hq,q(Pk) as:
λq(f
n) := ‖(fn)∗(ωq)‖ =
∫
Pk
(fn)∗(ωq) ∧ ωk−q
= ‖(fn)∗(ωk−q)‖ =
∫
Pk
(fn)∗(ω
k−q) ∧ ωq. (3.3)
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We have in partiular that λ1(f) = d is the algebrai degree. We dene the
dynamial degree of order q of f by:
dq := lim
n→∞
(λq(f
n))
1
n
(3.4)
These limits always exist and dq ≤ dq1 [26℄. The last degree λk(f) = dk is the
topologial degree of f . It is equal to #f−1(z) for z generi. A result by Gromov
[40, Theorem 1.6℄ implies that q 7→ log dq is onave in q. In partiular, there
exists a q0 suh that:
1 = d0 ≤ d1 ≤ · · · ≤ dq0 ≥ · · · ≥ dk.
Of ourse, q0 an be equal to k whih is the ase for holomorphi endomorphisms
of Pk.
Here, we onsider a birational map f of algebrai degree d ≥ 2. That is a map
suh that #f−1(z) = 1 for z generi (dk = 1). Let δ be the algebrai degree of f
−1
and denote by λ−q (f
n) and d−q the quantities previously dened for f . We denote
I+ := I(f) and I− = I ′(f) = I(f−1) the indeterminay sets of f and f−1.
We also onsider the ritial sets C+ (or C(f)) and C− (or C(f−1)) dened by:
C+ := f−1(I−)
C− := (f−1)−1(I+).
Write f = [P1 : · · · : Pk+1] where the Pi are homogeneous polynomials of degree
d. Let F = (P1, . . . , Pk+1) be the indued map on C
k+1
. Similarly, write f−1 =
[Q1 : · · · : Qk+1] where the Qi are homogeneous polynomials of degree δ and let
F−1 = (Q1, . . . , Qk+1). There is of ourse an abuse of notation sine F ◦F−1 6= Id
instead, we have that:
F ◦ F−1 = P (z1, . . . , zk+1)× (z1, . . . , zk+1) ,
where P is a homogeneous polynomial of degree dδ− 1 equal to 0 in π−1(C− ∪ I−)
where π : Ck+1 → Pk is the anonial projetion. That implies that the ritial set
C− is an analyti set of odimension 1 and that I− ⊂ C−. Similarly, we have that
C+ is of odimension 1 and I+ ⊂ C+ (see also Proposition 3.3 in [15℄ and [51℄). So,
f : Pk\C+ → Pk\C− is a biholomorphism.
Let s be suh that dim(I+) = k− s− 1, then we have the proposition (see also
Proposition 2.3.2 in [51℄):
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Proposition 3.1.1 For any birational map f , we have that:
dim(I+) + dim(I−) ≥ k − 2.
Furthermore, we have λq(f) = d
q
for q ≤ s and λ−q (f) = δq for q ≤ k−dim(I−)−1.
In partiular, if I+ ∩ I− = ∅, then s− 1 ≤ dim(I−) ≤ s.
Proof. For q ≤ s, the 2k − 2q + 1-Hausdor dimension of I+ is equal to 0 sine
the real dimension of I+ is 2k− 2s− 2. Hene, f ∗(ω)q is well dened and its mass
is equal to the mass of f ∗(ω) at the power q, that is dq (see Corollary 4.11 in [11,
Chapter III℄ or [51℄). On the other hand, the urrents (f ∗(ω))q and f ∗(ωq) are
equal outside I+ and they annot give mass to algebrai sets of dimension ≤ k− 1
thus they annot give mass to I+. In partiular, these urrents are equal and the
mass of f ∗(ωq) is equal to dq.
So λq(f) = d
q
for q ≤ s. This implies that λ−q (f) = dk−q for q ≥ k−s. We have
proved that λq(f) is inreasing up to the rank k−1−dim(I+). Applying the same
argument to f−1 gives that λq(f
−1) is inreasing up to the rank k − 1− dim(I−).
Hene we have k − s ≥ k − 1− dim(I−). So dim(I+) + dim(I−) ≥ k − 2.
For f−1, we have as for f that λq(f
−1) = δq for q ≤ k − dim(I−)− 1. 
In all the ases studied, one has dim(I−) = s − 1. In the ase of regular
automorphisms of Ck, this is beause the indeterminay sets lie on the line at
innity whih is isomorphi to Pk−1 (hene dim(I+) + dim(I−) = k − 2). For
k = 2, dim(I−) = s is impossible sine the indeterminay sets are of odimension
≥ 2, whih means that they are points. Finally, in [25℄, the hypothesis of s-
pseudoonvexity of some neighborhood of I+ implies dim(I−) = s− 1.
Still, this is not always the ase. Take for example f in P3 given by [yz : xz :
zt + y2 : z2] then f is birational with inverse f−1 = [yt : xt : t2 : zt − x2]. Then
I(f) = {y = 0} ∩ {z = 0} and I(f−1) = {x = 0} ∩ {t = 0}. So they are both of
dimension 1 and I(f) ∩ I(f−1) = ∅.
So we need to formulate a hypothesis: from now on, we are going to assume
that I+ and I− are of pure dimension and satises
dim(I+) = k − s− 1 and dim(I−) = s− 1. (3.5)
for s with 1 ≤ s ≤ k − 1.
In partiular, the previous proposition beomes:
Proposition 3.1.2 Let f be as above, then we have λq(f) = d
q
for q ≤ s and
λq(f) = δ
k−q
for q ≥ s. In partiular, ds = δk−s.
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We introdue some notations. Let Cs denote the onvex ompat set of (strongly)
positive losed urrents S of bidegree (s, s) on Pk and of mass 1, i.e. ‖S‖ :=
〈S, ωk−s〉 = 1. For a positive losed urrent T of mass m(T ) > 0, we denote by
T
nor
the renormalization of T (that is T
nor
= m(T )−1T ). Denote for simpliity
L := λq(f)
−1f ∗ and Λ := (λk−q)
−1f∗ = (λ
−
q (f))
−1f∗ whih are well dened oper-
ators on the elements of Cq whih are smooth near I− (resp. I+). We make an
abuse of notations and write L instead of Lq, this is not a problem sine in what
follows L(S) will always be the urrent f ∗(S)
nor
. The theory of super-potential
(see the appendix) allows us to extend the operator L (resp. Λ) to the urrents
in Cq suh that their super-potentials are nite at one point of the form Λ(S) for
S ∈ Ck−q+1 smooth near I+ (resp. at one point of the form L(S) for S ∈ Ck−q+1
smooth near I−).
In order to work with the urrents in ohomology, we need a hypothesis on the
indeterminay sets so that (fn)∗ = (f ∗)n on the ohomology group Hq,q(Pk). If so,
we say that the map is algebraially q-stable (see [51℄ and [32℄).
We introdue the following ondition on f :⋃
n≥0
f−nI(f) ∩
⋃
n≥0
fnI(f−1) = ∅. (3.6)
In the ase where q = 1 and k = 2, this ondition is equivalent to the algebrai
stability.
No we show that a map whih satises (3.6) is in fat algebraially q-stable for
all q. That is to say no mass is lost on the indeterminay set by pull-bak. More
preisely, we have the proposition that uses the theory of super-potential (see the
appendix):
Proposition 3.1.3 Let f be a birational map satisfying (3.6), then (f ∗)n = (fn)∗
on Cq for all q, 0 ≤ q ≤ k. More preisely, λq(fn) = (λq(f))n so dq = λq(f) for all
q.
Proof. We have to ompute the integral:
λq(f
n) = ‖(fn)∗(ωq)‖ =
∫
Pk
(fn)∗(ωq) ∧ ωk−q.
The proof is by indution on n: (fn−1)∗(ωq) is a form in L1 smooth near I− by
(3.6). So we an dene its pull-bak by f whih is of mass λq(f)λq(f
n−1). On the
other hand, ωq is smooth near I(f−n) so it is (fn)∗-admissible and the mass is of
(fn)∗(ωq) is λq(f
n).
We will now prove that f ∗((fn−1)∗(ωq)) = (fn)∗(ωq).
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Let π1|Γ and π2|Γ be the restrition of π1 and π2 to the graph Γ of f . That
way, f ∗(S) = (π1)∗(π2|Γ)
∗(S) where S ∈ Cq is smooth near I−. We will take
S = (fn−1)∗(ωq)
nor
.
Let V be a small neighborhood of I− suh that S is smooth here. Outside
π2
−1(V ) ∩ Γ, π2|Γ is a nite map, hene π2∗(S) ∧ [Γ] is well dened and depends
ontinuously of S here by [30℄ (Theorem 1.1). Furthermore, if S|Pk\V does not give
mass to a Borel set A then (π2|Γ)
∗(S) does not give mass to (π2|Γ)
−1(A) outside
π−12 (V ) ∩ Γ. Sine π1 is holomorphi, the same is true for f ∗(S|Pk\V ). And on V ,
S is smooth, hene f ∗(S|V ) is a form in L
1
(see e.g. [26℄).
We onsider S = (fn−1)∗(ωq): (fn−1)∗(ωq) is a form in L1 hene it does not
give mass to algebrai sets of dimension ≤ k − 1; so f ∗((fn−1)∗(ωq)) is a urrent
that does not give mass to algebrai sets of dimension ≤ k − 1. We obtain that
f ∗((fn−1)∗(ωq)) and (fn)∗(ωq) are equal wherever they are smooth that is outside
analyti sets of dimension ≤ k−1. We dedue that they are equal hene they have
the same mass. 
The following orollary of the previous proof will be used later:
Corollary 3.1.4 Let R ∈ Cq be a smooth form, then for all i, j ≥ 0, we have that
R is (f j)∗-admissible and (f j)∗((f i)∗(R)) = (f i+j)∗(R).
Let j ≥ 0 and q ≤ k. For a urrent S ∈ Cq whih is (f j)∗-admissible, we an
dene Lj(S) as (λq(f
j))−1(f j)∗(S) (similarly we dene Λj). By Proposition 3.1.3,
we have that λq(f
j) = λq(f)
j
so we an also write Lj(S) = λq(f)
−j(f j)∗(S). From
Corollary 3.1.4, we have that Lj(S) = Lj(S) on smooth forms, the question is:
does it also stand for (f j)∗-admissible urrents ? The following lemma answers
positively:
Lemma 3.1.5 Let S ∈ Cq for q ≤ k. Let n > 0 suh that S is (fn)∗-admissible
then for all j with 0 ≤ j ≤ n−1, Lj(S) is well dened, f ∗-admissible and Lj+1(S) =
Lj+1(S). In partiular, L
n(S) = Ln(S).
Proof. Let S be as above, then a super-potential of S is nite at Λn(ω
k−q+1) by
hypothesis. Sine f satises (3.6), we have that Λ(ωk−q+1) is smooth near I(fn−1),
the previous orollary implies that
Λn(ω
k−q+1) = Λn−1(Λ(ω
k−q+1)).
So the super-potentials of S are nite at the image by Λn−1 of a urrent smooth
near I(fn−1): it is (fn−1)∗-admissible (see the appendix). An immediate indution
gives that S is (f j)∗-admissible for j ≤ n.
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Now we prove by indution on j that Lj(S) is f ∗-admissible and that Lj+1(S) =
Lj+1(S). For j = 0, it is just the fat that S is f
∗
-admissible. Now, assume
the property holds up to the rank j. A super-potential of Lj(S) = Lj(S) is by
Proposition A.1.18:
ULj(S) = ULj(ωq) +
λq−1(f
j)
λq(f j)
US ◦ Λj
on forms smooth near I(f j). Taking the value at Λ(ωk−q+1) (whih is smooth near
I(f j)) gives:
ULj(S)(Λ(ωk−q+1)) = ULj(ωq)(Λ(ωk−q+1)) +
λq−1(f
j)
λq(f j)
US(Λj(Λ(ωk−q+1))).
The urrent Lj(ω
q) = Lj(ωq) is f ∗-admissible sine it is smooth near I−, that
means that ULj(ωq)(Λ(ωk−q+1)) is nite. Similarly, applying the previous orollary
to f−1 gives that Λj(Λ(ω
k−q+1)) = Λj+1(ωk−q+1) and sine S is (f j+1)∗-admissible
then US(Λj(Λ(ωk−q+1))) is also nite.
That gives that ULj(S)(Λ(ωk−q+1)) is nite so Lj(S) is f ∗-admissible. We an
now apply Proposition A.1.18 to Lj(S):
ULj+1(S) = UL(ωq) + λq−1(f)
λq(f)
ULj(S) ◦ Λ
= UL(ωq) + λq−1(f)
λq(f)
(ULj(ωq) +
λq−1(f
j)
λq(f j)
US ◦ Λj) ◦ Λ
on smooth forms. Sine UL(ωq) + λq−1(f)λq(f) ULj(ωq) ◦ Λ = ULj+1(ωq) on smooth forms,
and sine Λj ◦Λ = Λj+1 on smooth forms, we dedue from Proposition 3.1.3 that:
ULj+1(S) = ULj+1(S)
on smooth forms, hene Lj+1(S) = Lj+1(S) by Proposition A.1.3. That gives the
lemma. 
As usual, for two sets E and F , we denote infx∈E,y∈F dist(x, y) by dist(E, F ).
In [1℄, the authors asked for a quantitative and stronger version of (3.6) similar to:
Hypothesis 3.1.6 The birational mapping f satises:
∞∑
n=0
(
1
d
)n
log dist(I+, fn(I−)) > −∞
and
∞∑
n=0
(
1
δ
)n
log dist(I−, f−n(I+)) > −∞
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In P2,
∑∞
n=0 d
−n log dist(I+, fn(I−)) > −∞ and ∑∞n=0 δ−n log dist(I−, f−n(I+)) >
−∞ are equivalent (see [15℄), it has no reason to be true in higher dimension.
Let f be a birational map satisfying dim(I+) = k − s − 1 and dim(I−) =
s− 1. Reall that a quasi-potential of a urrent T ∈ Cq is a urrent U of bidegree
(q − 1, q − 1) suh that T = ωq + ddcU . We know from the appendix that it is
always possible to take U negative. Here, we will use a hypothesis that diers a
bit from 3.1.6. In what follows, for an irreduible analyti set A, we dene [f(A)]
as the urrent of integration over f(A) ounting the multipliity of f at A and if A
is not irreduible, we deompose it into irreduible omponents (Ai) and we dene
[f(A)] as
∑
i[f(Ai)].
Assume that I+ ∩ f j(I−) = ∅ for j ≤ n, then fn(I−) is well dened and the
form UL(ω)L(ω
s−1) is smooth in fn(I−) so the following integral is well dened:∫
[fn(I−)]
UL(ω)L(ω
s−1).
The terms (deg(I−))−1 and (deg(I+))−1 in the following hypothesis are just here
to normalize the integrals.
Hypothesis 3.1.7 Let f be a map satisfying (3.6). Let UL(ω) be a negative quasi-
potential of L(ω) and let UΛ(ω) be a negative quasi-potential of Λ(ω). The birational
mapping f satises:
∞∑
n=0
(
1
ds
)n
(deg(I−))−1
∫
fn(I−)
UL(ω)L(ω
s−1) > −∞
and
∞∑
n=0
(
1
δk−s
)n
(deg(I+))−1
∫
f−n(I+)
UΛ(ω)Λ(ω
k−s−1) > −∞
In the ase of P2, it is equivalent to Hypothesis 3.1.6 (see [1, Theorem 4.3℄ and
Theorem 3.2.2 below). That is beause the distane between the supports of the
urrents is a good distane for Dira masses but not for urrents of higher bidi-
mension. We will see in Theorem 3.2.2 that Hypothesis 3.1.6 implies Hypothesis
3.1.7.
We an apply Proposition 3.1.3 to a map satisfying Hypothesis 3.1.7. We will
see in Theorem 3.2.2 that Hypothesis 3.1.7 has a lear interpretation in term of
super-potentials (it means that the super-potential of the Green urrent of order
s is nite at [I−]
nor
). Its interest is that it is generi (see Theorem 3.2.15) so that
we an onstrut many examples.
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In what follows, by positive losed urrents we mean strongly positive losed
urrents. So inequalities between positive losed urrents have to be understood
in the strong sense namely S1 ≤ S2 means that S2−S1 is a strongly positive losed
urrent.
We sum up the setting we are in. From now on we onsider a birational map
f of Pk with:
• dim(I+) = k − s− 1 and dim(I−) = s− 1 for some s with 1 ≤ s ≤ k − 1.
• The map f satised Hypothesis 3.1.7.
Observe that the set of maps whih satisfy those onditions is stable by iteration.
3.2 Constrution of the Green urrents
Reall that we assume that Hypothesis (3.1.7) holds for f . Using Propositions
3.1.2 and 3.1.3, we have that f is algebraially q-stable for all q and for q ≤ s, we
have λq(f
n) = (dq)n for all n so dq = d
q
.
Let q ≤ s. Reall that for S ∈ Cq whih is f ∗-admissible, L(S) is the element of
Cq dened as d−qf ∗(S). Furthermore, any urrent smooth in a neighborhood of I−
is f ∗-admissible. By Proposition 3.1.3, Ln−1(ωq) is f ∗-admissible sine f satises
(3.6) so we an dene Ln(ωq).
Now, let UL(ωq) denote a negative super-potential of L(ωq) (it is always possible
by Proposition A.1.1).
So, we have that by Proposition A.1.18 form > 0, a super-potential of Lm(ωq) =
L(Lm−1(ωq)) is given on urrents in Ck−q+1 smooth in a neighborhood of I+ by:
UL(ωq) + 1
d
ULm−1(ωq) ◦ Λ.
So, by indution, for an element R ∈ Ck−q+1 suh that Λn(R) is smooth near I+
for all 0 ≤ n ≤ m− 1, we have that a super-potential of Lm(ωq) is given on R by:
m−1∑
n=0
(
1
d
)n
UL(ωq) ◦ Λn(R). (3.7)
In partiular, by (3.6), we have that for smooth forms in Ck−q+1, a super-potential
of Lm(ωq) is given by (3.7).
Sine the sequene is dereasing, it is enough to show that it does not onverge
uniformly to −∞ to show that it onverges in the Hartogs' sense (see Proposition
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A.1.8). In [32℄, the authors prove that fat in the algebraially q-stable ase with
an additional assumption on the size of C+ (that fails in our ase) using the fat
that the sequene is bounded from below by the super-potential of any weak limit
of the Cesarò mean of (Lm(ωq)). Here the idea is to show that the onvergene
holds at the point [I−]
nor
. We also prove that Hypothesis 3.1.6 implies Hypothesis
3.1.7.
We need the following estimate of UL(ω) for that. It is similar to Proposition
1.3 in [1℄ though our proof is simpler taking advantage of the fat that we are in
Pk.
Lemma 3.2.1 Let UL(ω) be a quasi-potential of L(ω). Then there exist onstants
A > 0, B, A′ > 0, B′ suh that:
A log dist(x, I+)− B ≤ UL(ω)(x) ≤ A′ log dist(x, I+) +B′, (3.8)
for all x.
Proof of the lemma. Let P1, . . . , Pk+1 be homogeneous polynomials of degree d
with no ommon fators suh that f = [P1 : · · · : Pk+1]. That way, I+ = {P1 =
· · · = Pk+1 = 0}. For an element Z = (z1, . . . , zk+1) ∈ Ck+1, we write |Z|2 =
|z1|2 + · · · + |zk+1|2. Let π : Ck+1 → Pk denote the anonial projetion and we
write F = (P1, . . . , Pk+1). Then, we have that:
π∗(L(ω)− ω) = ddc(1
d
log |F |2 − log |Z|2).
Observe that the qpsh funtion d−1 log |F |2 − log |Z|2 is well dened on Pk sine
it does not depend on the hoie of oordinates. So we an write that UL(ω) =
d−1 log |F |2 − log |Z|2. So in Pk, the singularities of UL(ω) ome from the terms in
log |F |2. In the open set of Ck+1 dened by 1 − ε < |Z| < 1 + ε, we have that
the map F (Z) is equal to (0, . . . , 0) ∈ Ck+1 exatly in π−1(I+). Using Lojasiewiz
Theorem (Chapter IV Theorem 7 in [46℄), that provide us two onstants α > 0
and C > 0 suh that on |Z| = 1 we have:
|F (Z)| ≥ C(dist(Z, π−1(I+)))α.
Now from the fat that the projetion π is Lipshitz in |Z| = 1 and the above
bound, we have onstants A > 0, B suh that:
UL(ω) ≥ A log dist(. , I+)−B.
For the other inequality, we work in a hart of P
k
where we let z be the oordinate.
Let V be a relatively ompat open set in the hart. Observe that it is suient
to prove the upper bound in V . For y ∈ I+ in the hart, we have that |F (z)|2 =
||F (z)|2−|F (y)|2| is less than C ′dist(z, y). Taking the inmum over all suh y, we
get that |F (z)|2 is less than C ′dist(z, I+). Taking the logarithm gives the estimate
in V and the lemma follows. 
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Theorem 3.2.2 The sequene (Lm(ωs)) onverges in the Hartogs' sense to the
Green urrent of order s of f that we denote by T+s . More preisely, for an appli-
ation satisfying (3.6), the rst half of Hypothesis 3.1.7:∑
n
(
1
ds
)n
(deg(I−))−1
∫
fn(I−)
UL(ω)L(ω
s−1) > −∞
is equivalent to the fat that the sequene:(
m∑
n=0
(
1
d
)n
UL(ωs)(Λn([I−]nor))
)
,
onverges. That is to say UT+s ([I−]nor) > −∞.
Finally, any map satisfying Hypothesis 3.1.6 satises Hypothesis 3.1.7. For
those maps, we have for q ≤ s that (Lm(ωq)) also onverges in the Hartogs' sense
to the Green urrent of order q of f that we denote by T+q .
Proof of the theorem. By hypothesis f satises (3.6). So, Λn([I−]
nor
) ∈ Ck−s+1 is
smooth in a neighborhood of I+ for all n and Λn([I−]
nor
) = [fn(I−)]
nor
(ounting
the multipliity). So we have that a super-potential of Lm(ωq) is given on [I−]
nor
by (3.7):
ULm(ωs)([I−]nor) =
m−1∑
n=0
(
1
d
)n
UL(ωs)(Λn([I−]nor)).
In other words:
ULm(ωs)([I−]nor) =
m−1∑
n=0
(
1
d
)n
UL(ωs)([fn(I−)]nor).
Reall again that L(ωs) = L(ωs−1) ∧ L(ω) in the sense of urrent by Corollary
4.11 in [11, Chapter III℄. So, in partiular by Lemma A.2.1, a super-potential of
UL(ωs) is given by:
UL(ωs)(R) = UL(ω)(L(ωs−1) ∧R) + UL(ωs−1)(ω ∧ R).
on urrents R ∈ Ck−s+1 suh that L(ωs−1) and R are wedgeable. A straightforward
indution gives that a super-potential of L(ωs) is given by:∑
0≤j≤s−1
UL(ω)(ωj ∧ L(ω)s−1−j ∧R), (3.9)
on urrents R ∈ Ck−s+1 suh that L(ωs−1) and R are wedgeable (sine ωj ∧
L(ωs−1−j) is more H-regular than L(ωs−1), we have that ωj ∧L(ω)s−1−j and R are
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wedgeable by Lemma A.1.14). In partiular, L(ωs−1) and Λn([I−]
nor
) are wedge-
able by Hypothesis 3.1.7 ((3.6) is enough for that sine L(ωs−1) is smooth near
fn(I−)) so we an take R = Λn([I−]
nor
) in the previous formula.
We want to show that for 0 ≤ j ≤ s− 1, the following series is onvergent:
m∑
n=0
(
1
d
)n
UL(ω)(ωj ∧ L(ω)s−1−j ∧ Λn([I−]nor)).
The term of the series an be rewritten as:
aj,n = deg(I
−)−1
1
dsn
∫
fn(I−)
UL(ω)ω
j ∧ L(ω)s−1−j, (3.10)
sine Λn([I−]
nor
) = [fn(I−)]
nor
= deg(I−)−1d−(s−1)n[fn(I−)] (observe that the form
UL(ω)ω
j ∧ L(ω)s−1−j is smooth on fn(I−) so this integral makes sense). So in
partiular, Hypothesis 3.1.7 is equivalent to the fat that the series onverges for
j = 0. We prove that the series onverges for j > 0 by indution.
So let j > 0 be given suh that the above series onverges for j − 1. Using
L(ω) = ddcUL(ω) + ω, we write:
ωj−1 ∧ L(ω)s−j = ωj ∧ L(ω)s−1−j + ddcUL(ω) ∧ ωj−1 ∧ L(ω)s−1−j.
So replaing in (3.10), we see that:
aj−1,n = aj,n + deg(I
−)−1
1
dsn
∫
fn(I−)
UL(ω)dd
cUL(ω) ∧ ωj−1 ∧ L(ω)s−1−j.
By Stokes, we have that the last integral is equal to:
−
∫
fn(I−)
dUL(ω) ∧ dcUL(ω) ∧ ωj−1 ∧ L(ω)s−1−j,
whih is non positive beause ωj−1 ∧ L(ω)s−1−j is positive. That means that:
aj−1,n ≤ aj,n.
Sine aj,n < 0 (beause UL(ω) < 0), we have the onvergene of the series for j.
That onludes the indution.
By Proposition A.1.8, we obtain the onvergene in the Hartogs' sense to T+s .
Furthermore, the onvergene of the series giving UT+s ([I−]nor) is indeed equivalent
to the rst half of Hypothesis 3.1.7.
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Let f satisfying Hypothesis 3.1.6 and let q ≤ s. Then, we onsider RI− ∈ Ck−q+1
any positive losed urrent with support in I− (for example ωs−q ∧ [I−]
nor
). Then
Λj(R) is smooth near I+ for all j ≤ m− 1, so we an apply (3.7):
ULm(ωq)(RI−) =
m−1∑
n=0
(
1
d
)n
UL(ωq)(Λn(RI−)).
Using (3.9), we see that
UL(ωq)(Λn(RI−)) = 〈UL(ω), Sq ∧ Λn(RI−)〉,
where Sq =
∑
0≤j≤q−1 ω
j ∧L(ω)q−1−j is smooth near fn(I−) and is of mass q. The
measure Sq ∧ Λn(RI−) is of mass q with support in fn(I−). By Lemma 3.2.1, the
funtion UL(ω) is greater than A log dist(I
+, fn(I−)) − B on fn(I−). Hypothesis
3.1.6 implies exatly the onvergene of the series giving ULm(ωq)(RI−). That on-
ludes the proof by Proposition A.1.8. 
We will see in the next setion how to onstrut the Green urrent of order q
(q ≤ s) using only Hypothesis 3.1.7.
Remark 3.2.3 Using the same argument for fn(I−) instead of I− shows that the
super-potentials of the urrent T+s are in fat nite at every [f
n(I−)]
nor
.
Observe also that the Green urrent T+s (f
n) of fn is well dened and equal to
T+s .
Theorem 3.2.4 The urrent T+s is f
∗
-invariant, that is L(T+s ) is well dened and
equal to T+s . Furthermore, T
+
s is the most H-regular urrent whih is f
∗
-invariant
in Cs. In partiular, T+s is extremal in the set of f ∗-invariant urrents of Cs.
Proof. Reall from the appendix that a urrent T is f ∗-admissible if there exists a
urrent R0 whih is smooth on a neighborhood of I
+
suh that the super-potentials
of T are nite at Λ(R0). For suh T , f
∗(T ) is well dened and if (Tn) is a sequene
of urrent onverging in the Hartogs' sense to T then Tn is f
∗
-admissible and
f ∗(Tn) onverges to f
∗(T ) in the Hartogs' sense.
In our ase, we take for R0 the urrent [I
−]
nor
whih is smooth near I+. Then by
Remark 3.2.3, the super-potentials of T+s are nite at Λ([I
−]
nor
) = [f(I−)]
nor
. So
the urrent L(T+s ) is well dened. Now, we have that (L
n+1(ωs))n = (L(L
n(ωs)))n
onverges in the Hartogs' sense to T+s and to L(T
+
s ) so that T
+
s is indeed invariant.
Let UT+s be the super-potential of T+s dened as:
UT+s =
∞∑
n=0
(
1
d
)n
UL(ωs) ◦ Λn, (3.11)
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on smooth forms in Ck−s+1. Then omposing (3.11) with Λ, we have that on smooth
forms in Ck−s+1:
UT+s = d−1UT+s ◦ Λ + UL(ωs).
By iteration, we have that on smooth forms in Ck−s+1:
UT+s =
m−1∑
n=0
(
1
d
)n
UL(ωs) ◦ Λn +
(
1
d
)m
UT+s ◦ Λm.
By Theorem 3.2.2, that implies by dierene that:(
1
d
)m
UT+s ◦ Λm
goes to zero on smooth forms in Ck−s+1.
Now, let S be a f ∗-invariant urrent in Cs suh that there are onstants A > 0
and B satisfying AUT+s +B ≤ US < 0 for some super-potentials US and UT+s . Then
on smooth forms in Ck−s+1, a super-potential ULm(S) of Lm(S) = S is given by:
m−1∑
n=0
(
1
d
)n
UL(ωs) ◦ Λn +
(
1
d
)m
US ◦ Λm.
Sine
(
1
d
)m UT+s ◦Λm goes to zero on smooth forms in Ck−s+1, our hypothesis implies
that
(
1
d
)m US ◦ Λm also goes to zero on smooth forms in Ck−s+1. In partiular, a
super-potential of S is given on smooth forms in Ck−s+1 by:
∞∑
n=0
(
1
d
)n
UL(ωs) ◦ Λn.
Now, using the fat that two urrents having the same super-potential on smooth
forms are in fat equal we dedue that T+s = S.
In partiular, for A = 1, we obtain that T+s is the mostH-regular urrent whih
is f ∗-invariant. It is extremal in the set of f ∗-invariant urrents of Cs sine if not
we ould write T+s = tS1 + (1 − t)S2 with S1 and S2 two f ∗-invariant urrents in
Cs. Take M small enough so that the super-potentials U1, U2 and UT+s of S1, S2
and T+s of same mean M are negative. Observe that UT+s = tU1+(1− t)U2 so that
t−1UT+s ≤ U1. Then we an apply the previous result for A = t−1 and it follows
that S1 = T (similarly S2 = T ). 
In the previous proof, we have obtained:
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Corollary 3.2.5 Let UT+s be the super-potential of T+s dened on smooth forms
by:
UT+s =
∞∑
n=0
(
1
d
)n
UL(ωs) ◦ Λn.
Then we have that: (
1
d
)m
UT+s ◦ Λm
goes to zero on smooth forms.
The urrent L(ω)s+1 is a well dened element of Cs+1 and we have that
ddcUL(ω) ∧ L(ω)s + ω ∧ L(ω)s = L(ω)s+1
by Corollary 4.11 Chapter III in [11℄. Observe that it is not true though that
L(ωs+1) = L(ω)s+1. Indeed, f ∗(ωs+1) is a well dened form (of mass δk−s−1) whih
is in L1 hene that does not give mass to algebrai sets of dimension ≤ k− 1. But
f ∗(ω)s+1 is a smooth form outside I+ whih oinides with f ∗(ωs+1) there. So we
have by Siu's Theorem that:
f ∗(ω)s+1 =
∑
i
ai[I
+
i ] + f
∗(ωs+1)
where the sum goes over all the irreduible omponents I+i of I
+
and where the ai
are positive numbers. Observe that this formula is related to King's formula (see
[11℄ Chapter III proposition 8.18). In partiular, one has that:
f ∗(ω)s+1 ≤ C[I+] + f ∗(ωs+1)
for C > 0 large enough. Similarly, one has that f∗(ω)
k−s+1
is well dened and
satises:
f∗(ω)
k−s+1 ≤ C[I−] + f∗(ωk−s+1).
The following proposition is useful in the onstrution of the equilibrium measure.
Proposition 3.2.6 The super-potentials of T+s are nite at ω
j ∧ Λ(ω)k−s+1−j for
all k − s+ 1 ≥ j ≥ 0.
Proof. If two urrents S1 and S2 in Cr satises S1 ≤ cS2 for a onstant c > 0
then the super-potentials of S1 and S2 of mean 0 saties US1 ≥ cUS2 + c′ for some
onstant c′. In partiular, the super-potentials of S1 are nite wherever US2 is.
Now, we have that the super-potentials of T+s are nite at [I
−]
nor
. Sine T+s
is f ∗-admissible, its super-potential are nite at every point of the form Λ(S) for
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S ∈ Ck−s+1 smooth near I+. So they are also nite at Λ(ωk−s+1). The anity of
the super-potentials of T+s implies that they are nite at (C[I
−] + f∗(ω
k−s+1))
nor
.
So the super-potential of T+s are nite at (f∗(ω)
k−s+1)
nor
. Sine for j ≥ 0, the
urrent ωj ∧ Λ(ω)k−s+1−j is more H-regular than Λ(ω)k−s+1, we have that the
super-potentials of T+s are nite at ω
j ∧Λ(ω)k−s+1−j (we use the symmetry of the
super-potential : UT+s (ωj ∧ Λ(ω)k−s+1−j) = Uωj∧Λ(ω)k−s+1−j (T+s )). 
Corollary 3.2.7 The urrent T+s gives no mass to I
−
(nor I+ by dimension's
argument).
Proof. From above, the super-potentials of T+s are nite at Λ(ω) ∧ ωk−s ∈ Ck−s+1.
Observe that for two urrents R and S in Cr and Cs with r + s ≤ k, then:
UR(S ∧ ωk+1−r−s) = UR∧ωk+1−r−s(S) = US(R ∧ ωk+1−r−s)
where all the super-potentials are of same mean.
So for R = T+s and S = Λ(ω), we get that the super-potentials of Λ(ω) are
nite at T+s ∧ ωk−s. This is equivalent to the fat that the quasi-potential UΛ(ω) is
integrable with respet to the measure T+s ∧ ωk−s. In other words:∫
UΛ(ω)ω
k−s ∧ T+s
is nite. Applying Lemma 3.2.1 to f−1 shows that the singularities of UΛ(ω) are in
log dist(x, I−) so T+s gives no mass to I
−
. 
Remark 3.2.8 The quantity UT+s ([I−]nor) is related to a generalized Lelong num-
ber ([10℄). Let us explain this point. From the previous proposition, we have that
the super-potentials of T+s are nite at Λ(ω)
k−s+1
.
We dene the Lelong number of T+s assoiated to the funtion UΛ(ω) as:
ν(T+s , UΛ(ω)) = lim
r→−∞
∫
{UΛ(ω)<r}
T+s ∧ Λ(ω)k−s.
The previous urrent is well dened by the theory of super-potentials: the super-
potentials of T+s are nite at ω ∧ Λ(ω)k−s whih means that T+s and Λ(ω)k−s are
wedgeable and their wedge produt is well dened by Denition A.1.13.
As in formula (3.9), we have that a super-potential of Λ(ω)k−s+1 is given by:∑
0≤j≤k−s
UΛ(ω)(ωj ∧ Λ(ω)k−s−j ∧ R),
on urrents R ∈ Cs suh that Λ(ω)k−s and R are wedgeable, so in partiular for
R = T+s by the previous proposition. Sine the super-potentials of T
+
s are nite at
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Λ(ω)k−s+1, that implies that every term in the previous sum is nite. So we have
in partiular that:
UΛ(ω)(Λ(ω)k−s ∧ T+s )
is nite. That means that the quasi-potential UΛ(ω) is integrable with respet to
the measure Λ(ω)k−s ∧ T+s . So we an use the bound:∫
{UΛ(ω)<r}
T+s ∧ Λ(ω)k−s ≤
1
r
∫
{UΛ(ω)<r}
UΛ(ω)T
+
s ∧ Λ(ω)k−s
≤ 1
r
∫
Pk
UΛ(ω)T
+
s ∧ Λ(ω)k−s.
So we have that:
ν(T+s , UΛ(ω)) = 0.
This is a generalization of the fat that a psh funtion nite at the point x has
zero Lelong number at x.
A lassial question in omplex dynamis is to ask by what ωs an be replaed.
In other words, what are the urrents T in Cs suh that Lm(T ) → T+s ? The
following proposition and theorem give partial results toward this diretion.
Proposition 3.2.9 Let (Tm) ∈ Cs be a sequene of urrents suh that a super-
potential UTm of Tm satises ‖UTm‖∞ = o(dm). Then Lm(Tm) → T+s in the Har-
togs' sense.
Proof. Reall rst that if T ∈ Cs has bounded super-potential it is (fn)∗-admissible
(its super-potential is in partiular bounded at the point Λn(ωk−s+1)). So the
sequene of pull-bak is well dened by Lemma 3.1.5. Using Proposition A.1.18
and (3.7), a super-potential of Lm(Tm) is given on smooth urrents in Ck−s+1 by:
ULm(Tm) =
m−1∑
n=0
(
1
d
)n
UL(ωs) ◦ Λn +
(
1
d
)m
UTm ◦ Λm.
By Theorem 3.2.2 we know that the series
∑m−1
n=0
(
1
d
)n UL(ωs) ◦Λn onverges in the
Hartogs' sense to UT+s . The hypothesis on (Tm) implies that
(
1
d
)m UTm ◦Λm = o(1)
goes to 0 uniformly on smooth form. Sine the ontrol is uniform we have that
(|ULm(Tm) − ULm(ωs)| → 0), and the onvergene is in the Hartogs' sense and we
an onlude by Proposition A.1.7. 
We also have the following result. We believe the proof is of interest although
the result is essentially already known. We refer the reader to [51℄ for the ase
q = 1 and also [27℄ for the general ase. See the Appendix for the notion of
super-polarity.
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Theorem 3.2.10 There exists a super-polar set P of Cs suh that for S ∈ Cs\P ,
Lm(S) is well dened and onverges to T+s .
Proof. The set of urrents S ∈ Cs suh that S is not (fm)∗-admissible is super-polar
sine it is ontained in the set of urrents suh that US(Λm(ωk−s+1)) = −∞. Now,
sine a ountable union of super-polar set is super-polar, we have that outside a
super-polar set of Cs, S is (fm)∗-admissible and so Lm(S) is well dened by Lemma
3.1.5.
As above, a super-potential ULm(S) of Lm(S) is given on smooth forms by:
m−1∑
n=0
(
1
d
)n
UL(ωs) ◦ Λn +
(
1
d
)m
US ◦ Λm,
where US is a super-potential of S. For Ω ∈ Ck−s+1 smooth, onsider the urrent
R(Ω) ∈ Ck−s+1 dened by R(Ω) := (
∑
m
(
1
d
)m
Λm(Ω))
nor
. Let P be the set of
urrents S in Cs suh that US(R(ωk−s+1)) = −∞, then P is super-polar by deni-
tion. Observe that for Ω ∈ Ck−s+1 smooth, we have a onstant cΩ > 0 suh that
R(Ω) ≤ cΩR(ωk−s+1). In partiular, for S /∈ P , we have that US(R(Ω)) > −∞.
That implies that for any Ω smooth and S /∈ P , the sequene ULm(S)(Ω) on-
verges to the value UT+s (Ω). Indeed, the fat that US(R(Ω)) is nite gives that:(
1
d
)m
US ◦ Λm(Ω)
goes to 0. So ULm(S)(Ω) onverges to UT+s (Ω). Then Proposition A.1.7 gives us that
the sequene Lm(S) onverges in fat to T+s (maybe not in the Hartogs' sense). 
Of ourse, the above theorem is not optimal and it is onjetured that for T the
urrent of integration on a (very) generi algebrai set of dimension k − s, Lm(T )
goes to T+s (see in the endomorphisms ase [7℄ and [23℄ for the ase of measures
and see [31℄ for the ase of bidegree (1, 1)). That is beyond the sope of this study.
Reall that we onsider the ritial sets C+ (or C(f)) and C− (or C(f−1)) dened
by:
C+ := f−1(I−)
C− := (f−1)−1(I+).
We have the proposition:
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Proposition 3.2.11 The urrent T+s does not give mass to the ritial sets C−
and C+. In partiular, the urrent T+s satises the equation:
f∗(T
+
s ) =
1
ds
T+s ,
in Pk \ C−.
We rst need the following lemma:
Lemma 3.2.12 Let ϕ be a smooth funtion. Then f∗(ϕ) is in L
1(T+s ∧ Λ(ωk−s))
and we have the identity:∫
ϕT+s ∧ ωk−s =
∫
f∗(ϕ)T
+
s ∧ Λ(ωk−s)
Proof of the lemma. First ϕ is in L1(T+s ∧ ωk−s) and the quantity:∫
ϕT+s ∧ ωk−s
depends ontinuously on T+s in the sense of urrents.
On the other hand, f∗(ϕ) is in L
1(T+s ∧Λ(ωk−s)) sine it is smooth and bounded
outside I− whih has no mass for T+s ∧ Λ(ωk−s) (see Remark 3.2.8). Reall that
T+s ∧ ωk−s is f ∗-admissible by Remark 3.2.8 (we proved that UΛ(ω)(Λ(ω)k−s ∧ T+s )
is nite). So we have that∫
f∗(ϕ)T
+
s ∧ Λ(ωk−s) =
∫
ϕL(T+s ∧ Λ(ωk−s)),
as this stands if T+s ∧ Λ(ωk−s) was smooth and we an onlude by Hartogs' on-
vergene. Now, applying Lemma A.2.2 to f−1 and the invariane of T+s , we have
that L(T+s ∧ Λ(ωk−s)) = T+s ∧ ωk−s. 
Proof of the proposition. We onsider C+ rst. Let Vε be a small neighborhood
of I+. Sine T+s gives no mass to I
+
we an assume that the mass of Vε for T
+
s
is arbitrarily small. Let Wα be a small neighborhood of C+. Let 0 ≤ ϕ ≤ 1 be a
smooth funtion suh that ϕ = 1 inWα\Vε, ϕ = 0 in V2−1ε and ϕ = 0 outside W2α.
Then by the previous lemma:
‖Wα\Vε‖T+s ≤
∫
ϕT+s ∧ ωk−s
≤
∫
f∗(ϕ)T
+
s ∧ Λ(ωk−s)
≤
∫
f(W2α\V2−1ε)
T+s ∧ Λ(ωk−s)
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Now, f(W2α\V2−1ε) is a neighborhood W of I− that an be taken arbitrarily small
by taking ε and α small enough. We have seen in Remark 3.2.8 that the quantity∫
W
T+s ∧ Λ(ω)k−s goes to the Lelong number ν(T+s , UΛ(ω)) whih is equal to zero.
Thus C+ has no mass for T+s .
For C−, we write T+s = TC− + T ′ where TC− is a positive losed urrent with
support in C− and T ′ is a positive losed urrent with no mass on C− ([52℄). Both
urrents are f ∗-admissible sine T+s is. But f
∗(TC−) has support in C+ whih means
it is equal to zero sine T+s = d
−1
s (f
∗(TC−) + f
∗(T ′)) gives no mass to C+. That
implies that TC− = 0 hene T
+
s has no mass on C−.
Now f : Pk \ C+ → Pk \ C− is a proper biholomorphism that we will denote by
f1. If Θ is a smooth form in P
k \ C− then using the invariane of T+s :
〈(f1)∗(T+s ),Θ〉 = 〈T+s , (f1)∗(Θ)〉
= 〈 1
ds
f ∗(T+s ), (f1)
∗(Θ)〉
= 〈 1
ds
T+s , f∗((f1)
∗(Θ))〉.
But f∗(f1)
∗ = (f1)∗(f1)
∗ = id so f∗((f1)
∗(Θ)) = Θ and the result follows. 
Remark 3.2.13 In order to dene Λ(T+s ), we need to add to the equation
(f1)∗(T
+
s ) =
1
ds
T+s
a term of mass dk−s − d−1s and support in C− in order to obtain a urrent of mass
dk−s. For example, in the ase of Hénon maps, we need to add a multiple of the
urrent of integration on the line at innity. In general, suh hoie is not lear
and they might be no way to add a urrent to the equation (f1)∗(T
+
s ) =
1
ds
T+s in
a ontinuous way.
The previous orollary implies that the Green urrent is meaningful. For ex-
ample, in the ase of Hénon maps in P2, the set C− and C+ are in fat L∞ (the
line at innity) whih is totally invariant and the Green urrent T+ gives no mass
to L∞.
We an now prove the following stronger result of extremality whih implies
strong ergodi properties (see Theorem 3.3.15). The inequalities between urrents
in Cs have to be understood in the strong sense.
Theorem 3.2.14 The urrent T+s is extremal in Cs, that is if there exists a c > 0
and S ∈ Cs suh that S ≤ cT+s then S = T+s .
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Proof. Applying the previous results to fn gives that T+s gives no mass to the
indeterminay sets I(f±n) and ritial sets C±n of fn and f−n (reall that T+s is
also the Green urrent of fn). Let S be as above, in partiular S gives no mass to
the sets I(f±n) and C(f±n) and S is (fn)∗-admissible for all n. By Lemma 3.1.5,
Ln(S) is well dened for all n and equal to Ln(S) (Ln and Λn are the normalized
pull-pak and push-forward assoiated to fn).
For n > 0, we denote by Λ′n the push forward operator (f
n)∗ from P
kC(fn) to
Pk \ C(f−n).
The operator (Λ′n) is positive. That and the previous proposition applied to
fn imply that (ds)
n(Λ′n)(S) ≤ cT+s in Pk \ C(f−n). We denote by Sn the trivial
extension of (ds)
n(Λ′n)(S) over P
k
: it does exist sine the urrent (ds)
n(Λ′n)(S) is
of bounded mass. We have Sn ≤ cT+s in Pk. In partiular, Sn is (f ∗)n-admissible.
Using the same argument as in the previous proposition, we see that:
(fn)∗(Sn) = (ds)
nS,
outside C(fn). Now S has no mass on C(fn) and (fn)∗(Sn) is less than c(ds)nT+s
(by positivity of the operator (fn)∗) whih implies that (fn)∗(Sn) also has no mass
on I(fn) ∪ C(fn). So we have:
(fn)∗(Sn) = (ds)
nS,
on P
k
. In partiular, Sn has mass 1. We have that Ln(Sn) = S and sine Sn is
(f ∗)n-admissible we have Ln(Sn) = L
n(Sn) by Lemma 3.1.5.
For R ∈ Ck−s+1 smooth, let USn , UT+s ,0 and UΛj(R) be the super-potential of
Sn, T
+
s and Λ
j(R) of mean 0. We have from Proposition A.1.18 and (3.7) that a
super-potential ULn(Sn) of Ln(Sn) = S on smooth forms is given by:
n−1∑
j=0
(
1
d
)j
UL(ωs) ◦ Λj +
(
1
d
)n
USn ◦ Λn.
Reall that there exists a M > 0 that does not depend on R and n suh that
UΛn(R) −M is negative and USn ≤M . More preisely, by Proposition A.1.1, there
exists a quasi-potential UΛn(R) of Λ
n(R) suh that UΛn(R) − Mωk−s is negative
(UΛn(R) is a quasi-potential of Λ
n(R) of mean 0). Then, we have that:
(UΛn(R) −M)(Sn) ≥ c(UΛn(R) −M)(T+s ).
Indeed if Sn and T
+
s were smooth, it would follow from the fat that UΛn(R)−Mωk−s
is negative and that Sn ≤ cT+s . The result follows then by Hartogs' onvergene:
observe that the regularization is obtained by a mean of the omposition over the
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automorphisms of Pk thus the approximations S ′n and T
′+
s of Sn and T
+
s also satisfy
S ′n ≤ cT ′+s .
So we have the estimates:
USn(Λn(R)) = UΛn(R)(Sn)
= (UΛn(R) −M)(Sn) + 〈Sn,Mωk−s〉
≥ c(UΛn(R) −M)(T+s ) + 〈Sn,Mωk−s〉
≥ cUT+s ,0(Λn(R)) + 〈Sn − cT+s ,Mωk−s〉
≥ cUT+s ,0(Λn(R)) +M(1 − c).
The last term multiplied by d−n goes to zero by Corollary 3.2.5. So the super-
potential ULn(Sn) onverges to a super-potential of T+s on smooth forms. By Propo-
sition A.1.7, that implies that S = T+s . 
Now we prove that the mappings satisfying Hypothesis 3.1.7 are generi. Our
statement is similar to Proposition 4.5 in [1℄. In addition, we show here that the
generiity stands in any orbit. The idea of the proof is to onstrut an element
in any orbit satisfying Hypothesis 3.1.7 and then to show that the series giving
Hypothesis 3.1.7 varies as a dierene of psh funtions (dsh) along the orbit.
Theorem 3.2.15 Let Es be the set of birational maps f : P
k → Pk suh that I+
and I− satises dim(I+) = k − s − 1 and dim(I−) = s − 1. Consider the group
ation:
Φ : PGL(k + 1,C)× PGL(k + 1,C)× Es → Es
(A,B, f) 7→ B ◦ f ◦ A−1.
Then outside a pluripolar set of the orbit Orb(f) of f ∈ Es, the maps of Orb(f)
satisfy Hypothesis 3.1.7.
Proof. We hange the denition of Φ and we dene Φ(A,B, f) = B ◦ f ◦ A in-
stead. This is not a group ation but it is suient to prove the statement for
suh Φ sine taking the inverse is a biholomorphism on PGL(k + 1,C). We dene
Orb′(f) = {B ◦ f ◦ A} and we still speak of the orbit of f . Observe rst that the
algebrai degree of the elements of Orb′(f) is onstant equal to d.
Constrution of an example stable by perturbations satisfying the rst
half of Hypothesis 3.1.7.
We have that:
I(B ◦ f ◦ A) = A−1I(f)
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and
I(A−1 ◦ f−1 ◦B−1) = BI(f−1).
In partiular, for A and B generi, we an assume that I+ ∩ I− = ∅. Remark also
that the dimension of these indeterminay sets is onstant on the orbit of f .
Consider a projetive linear subspae E of Pk of dimension s suh that E ∩
I(f) = ∅. Let V be a neighborhood of E suh that V ∩ I(f) = ∅.
Choose the oordinates [z0 : · · · : zk] in Pk suh that E is given by z0 = · · · =
zk−s−1 = 0 and so that if E
′ = {zk−s = · · · = zk = 0} then E ′ ∩ I(f−1) = ∅,
E ′ ∩ V = ∅ and E ′ ∩ f(V ) = ∅ (this is always possible). Consider the element B0
of PGL(k+ 1,C) dened by B0([z0 : · · · : zk]) = [λz0 : · · · : λzk−s−1 : zk−s : · · · : zk]
with λ > 0. We take λ small enough so that:
• B0(I(f−1)) ⊂ V ;
• B0(f(V )) ⊂ V .
Consider the element fB0 of Orb
′(f) dened by fB0 = B0 ◦ f . Now, I(fB0) = I(f)
and I((fB0)
−1) = B0(I(f
−1)) ⊂ V . We have the inlusion:
fB0(I((fB0)
−1)) = fB0B0(I(f
−1)) ⊂ (B0 ◦ f)(V ) ⊂ V.
An immediate indution gives that (fB0)
n(I((fB0)
−1)) ⊂ V . So the element fB0
satises the rst half of Hypothesis 3.1.6 sine
dist(I(fB0), f
n
B0
(I(f−1B0 ))) ≥ dist(I(f), V ) > 0.
For eah n,m ∈ N, the ondition fn(I(f−1))∩f−m(I(f)) 6= ∅ is algebrai (and
not always satised by the above), so (3.6) is satised outside a ountable union of
subvarieties of PGL(k+1,C)2. Wherever all these onditions are satised, namely
wherever (3.6) holds the dynamial degrees are given by Proposition 3.1.3 and are
thus onstant.
Now, we show that we an nd a small open set W ′0 in Orb
′(f) where the
rst part of Hypothesis 3.1.7 is satised. Fix E and V as above. If Φ(f) =
B ◦ f ◦ A with A lose to the identity and B losed to B0, then we still have
I(Φ(f)−1) = BI(f−1) ⊂ V and B ◦ f ◦ A(V ) ⊂ V sine A(V ) is lose to V . Thus
Φ(f)n(I(Φ(f)−1)) ⊂ V and I(Φ(f)) = A−1I(f) is lose to I(f).
This implies that there exists some α > 0 suh that for every (A,B) in a small
neighborhood W ′0 of (Id, B0) and every n ∈ N, we have:
dist(I(Φ(f)),Φ(f)n(I(Φ(f)−1))) ≥ α.
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Now we prove the generiity. In what follows, C denotes a onstant independent
of n and N that may hange from line to line. Let W := PGL(k + 1,C)2. It is a
Zariski dense open set in the projetive spae W˜ = PN ×PN . Let l be the omplex
dimension of W (l = 2(k + 1)2 − 2). Let c denote the homogeneous oordinate on
W˜ . When c ∈ W , we write fc instead of Φ(c, f). We an extend this notation for
c ∈ W˜ . Of ourse, in this ase fc is not a birational map.
Consider the rational map:
F˜n : W˜ × Pk → W˜ × Pk
(c, z) 7→ (c, fnc (z)).
Let Πi denote the anonial projetions of W˜ ×Pk to its fator for i = 1, 2, 3 (reall
that W˜ = PN × PN) and, in W˜ × Pk, let ωi := Π∗i (ωFS) be the pull-bak of the
Fubini-Study form by the projetion for i = 1, 2, 3. That way, ω1 + ω2 + ω3 is a
Kähler form on W˜ × Pk.
Ation of F˜ ∗n on the ohomology.
We study the ation of F˜ ∗n on ω3. Write c = (c1, c2) = ([c1,1 : · · · : c1,N+1], [c2,1 :
· · · : c2,N+1]). First we have F˜n(c, z) = (c, fnc (z)) where the seond oordinate is a
polynomial of degree dn in the zi, of degree ≤ Cdn in the c1,i and in the c2,i. We
ompute the mass of F˜ ∗n(ω3). For that, we test against (ω1 + ω2 + ω3)
k+l−1
. Write
Ω := ω1 + ω2. We developp (ω1 + ω2 + ω3)
k+l−1
:
(ω1 + ω2 + ω3)
k+l−1 =
k+l−1∑
i=0
(
k + l − 1
i
)
Ωi ∧ ωk+l−1−i3 .
We have that Ωi = 0 for i > l and ωk+l−1−i3 = 0 for k+ l− 1− i > k thus i < l− 1.
So there are only two terms in the previous sum: for i = l − 1 and for i = l.
There are two terms to ontrol:
〈F˜ ∗n(ω3),Ωl−1 ∧ ωk3〉 and 〈F˜ ∗n(ω3),Ωl ∧ ωk−13 〉.
By Bézout's theorem, those two terms are ≤ Cdn (the terms an be omputed in
ohomology so we replae their fators by analyti sets). Here, we use that F˜n(c, z)
is a polynomial of degree dn in the zi and of degree ≤ Cdn in the c1,i and in the
c2,i.
As a result, we have that:
‖F˜ ∗n(ω3)‖ ≤ Cdn.
and onsequently:
‖F˜ ∗n(ωs3)‖ ≤ Cdsn.
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We also remark that:
F˜ ∗n(ω1) = ω1
and
F˜ ∗n(ω2) = ω2
sine F˜n ats as the identity on W˜ .
Constrution of a funtion g that tests Hypothesis 3.1.7
We an write F˜ ∗1 (ω
s
3) in ohomology:
F˜ ∗1 (ω
s
3) =
∑
i1+i2+i3=s
ai1,i2,i3ω
i1
1 ∧ ωi22 ∧ ωi33 + ddcU
where U is a negative (s − 1, s− 1) urrent, whih is C1 where F˜ ∗1 (ωs3) is smooth
(see Proposition 2.3.1 in [32℄ and observe that W˜ × Pk is homogeneous). We also
denote Ω˜ =
∑
i1+i2+i3=s
ai1,i2,i3ω
i1
1 ∧ ωi22 ∧ ωi33 the smooth form ohomologuous to
F˜ ∗1 (ω
s
3). Testing against ω
a
1 ∧ωb2∧ωb3 for a+ b+ c = l+k−s gives that ai1,i2,i3 ≥ 0.
In what follows, we take a partiular U . We explain now its onstrution.
The indeterminay set of F˜1 has dimension l + k − s − 1 (it is obvious in
W ×Pk and in (W˜ \W )×Pk, use a stratiation with the dimension of the kernel
of c1 and c2). In partiular, by Theorem 4.5 in [11, Chapter III℄, we have that
F˜ ∗1 (ω
s
3) = (F˜
∗
1 (ω3))
s
. Let u be a quasi-potential of F˜ ∗1 (ω3) and β be a Kähler form
ohomologuous to F˜ ∗1 (ω3). In other words, F˜
∗
1 (ω3) = β + dd
cu. We an write U as
in the proof of Theorem 3.2.2, that is:
U =
s−1∑
j=0
uF˜ ∗1 (ω3)
s−1−j ∧ βj.
In this ase Ω˜ = βs.
Consider the rational map:
σ : W˜ × Pk → W˜ × Pk
(c, z) 7→ (c, c2(z)).
We dene I− := σ(W˜ × I−). It is an analyti set of W˜ ×Pk of dimension l+ s− 1
suh that for c ∈ W , I− ∩ {c} × Pk = I−(fc) = c2(I−).
Let [I−] denote the urrent of integration on I−, it is of bidimension (l + s−
1, l + s− 1). Consider the set
Vn := {c ∈ W, fnc (I−(fc)) ∩ I+(fc) = ∅},
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it is a Zariski open set in W˜ .
Now, onsider
ϕn := Π∗(
s−1∑
j=0
F˜ ∗nuF˜
∗
n+1(ω3)
s−1−j ∧ F˜ ∗n(β)j ∧ [I−])
where Π is the anonial projetion from W˜ × Pk to W˜ .
This funtion and its ddc are well dened sine the dimension of the indetermi-
nay set of the F˜n is l+k−s−1, the dimension of I− is l+s−1 and the dimension
of the intersetion of these sets is less than l− 1 (we use again the Theorem 4.5 in
[11, Chapter III℄ and a stratiation of W˜ \W with the dimension of the kernel of
c1 and c2).
On the set ∩n+1i=0 Vi, ϕn is ontinuous sine Π restrited to I− is a submersion
so the push-forward of a ontinuous form is ontinuous (we an remove to ∩n+1i=0 Vi
the bers of Π whih are ontained in the singular lous of I− beause it is an
analyti subset in W ). Finally, we dene on ∩N+1n=0 Vn,
gN :=
N∑
n=0
d−snϕn.
Computation of ddcgN
We have that:
ddcgN = Π∗
(
N∑
n=0
d−sn
s−1∑
j=0
ddcF˜ ∗nu ∧ F˜ ∗n+1(ω3)s−1−j ∧ F˜ ∗n(β)j ∧ [I−]
)
.
Reall that ddcu = F˜ ∗1 (ω3)− β. So,
ddcF˜ ∗nu = F˜
∗
n+1(ω3)− F˜ ∗n(β)
sine is is true outside a set of dimension l + k − s− 1 ≤ l + k − 2.
We obtain
ddcgN =
Π∗
(
N∑
n=0
d−sn
s−1∑
j=0
(F˜ ∗n+1(ω3)
s−j ∧ F˜ ∗n(β)j − F˜ ∗n+1(ω3)s−1−j ∧ F˜ ∗n(β)j+1) ∧ [I−]
)
whih is equal to
ddcgN = Π∗
(
N∑
n=0
d−sn(F˜ ∗n+1(ω
s
3)− F˜ ∗n(βs)) ∧ [I−]
)
.
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Reall that βs = Ω˜ =
∑
i1+i2+i3=s
ai1,i2,i3ω
i1
1 ∧ ωi22 ∧ ωi33 . We show now that
a0,0,s = d
s
. First we have that:
〈Ω˜, ωk−s3 ∧ ωN1 ∧ ωN2 〉 = a0,0,s.
Sine Ω˜ and F˜ ∗1 (ω
s
3) are ohomologuous, we dedue:
〈F˜ ∗1 (ωs3), ωk−s3 ∧ ωN1 ∧ ωN2 〉 = a0,0,s.
So, we want to ompute: ∫
F˜ ∗1 (ω
s
3) ∧ ωk−s3 ∧ ωN1 ∧ ωN2 .
This an be done in ohomology. If Lk−s is a generi analyti subspae of dimen-
sion k − s in Pk and Ls is a generi analyti subspae of dimension s in Pk and
{c} × Pk is a slie, then the previous quantity is the number of intersetions of
f−1c (Lk−s) ∩ Ls on the slie. This is equal to ds sine the degree ds of fc is ds on
W whih is a Zariski open set in W˜ , so we have indeed that ds = a0,0,s.
We have the equality:
F˜ ∗n(Ω˜) = d
sF˜ ∗n(ω
s
3) +
∑
i1+i2+i3=s, i3 6=s
ai1,i2,i3F˜
∗
n(ω
i1
1 ∧ ωi22 ∧ ωi33 ).
We denote the seond term on the right-hand side by Sn. Sine F˜
∗
n(ω1) = ω1 and
F˜ ∗n(ω2) = ω2, we an bound the mass of Sn :
‖Sn‖ ≤
∑
i1+i2+i3=s, i3 6=s
ai1,i2,i3‖ωi11 ∧ ωi22 ∧ F˜ ∗n(ωi33 )‖
≤ Cdn(s−1)
sine ‖F˜ ∗n(ωj)‖ ≤ Cdjn for j ≤ s. So replaing in ddcgN , we have:
ddcgN = Π∗
(
N∑
n=0
d−sn(F˜ ∗n+1(ω
s
3)− dsF˜ ∗n(ωs3)) ∧ [I−]
)
− Π∗
(
N∑
n=0
d−snSn ∧ [I−]
)
.
The seond term in the right-hand side is a positive losed urrents with mass
uniformly bounded in N by the above. We ontrol the rst term. Reorganizing
the sum, we see that it is equal to:
Π∗((d
−sN F˜ ∗N+1(ω
s
3)− dsws3) ∧ [I−]).
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Using the fat that the mass of the positive losed urrent F˜ ∗N+1(ω
s
3) is bounded
by Cds(N+1) gives that:
ddcgN = Ω˜
+
1,N − Ω˜+2,N
where Ω˜+i,N is a positive losed urrent of bidegree (1, 1) with ‖Ω˜+i,N‖ ≤ C where C
is independent of N . We an write
Ω˜+i,N = ai,Nω1 + bi,Nω2 + dd
cψi,N
with ai,N and bi,N smaller than C. We explain now what is the normalization on
the qpsh funtions ψi,N that we take.
We say that a measure is PLB if the qpsh funtions are integrable for the
measure. Any measure given by a smooth distribution is PLB. In partiular, we
an nd a PLB probability measure that we denote ν with support in the W ′0
dened previously. We have the following lemma (see Proposition 2.4 in [27℄):
Lemma 3.2.16 The family of qpsh funtions in W˜ suh that ddcψ ≥ −Ω =
−(ω1 + ω2) and one of the two following onditions:
max
fW
ψ = 0 or
∫
ψdν = 0
is bounded in L1(ν) and is bounded from above.
When, we write
Ω˜+i,N = ai,Nω1 + bi,Nω2 + dd
cψi,N
we suppose that we take the normalization
∫
ψi,Ndν = 0.
Link with Hypothesis 3.1.7
Let c ∈ ∩i≤n+1Vi, then we want to show that:
ϕn(c) =
∫
fnc (I
−(fc))
Uc
where (fc)
∗(ωs) = dsωs + ddcUc.
First, when c ∈ ∩i≤n+1Vi, we have:
ϕn(c) =
∫
I−(fc)
F ∗n(U)|{c}×Pk .
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Here, F ∗n(U)|{c}×Pk is the restrition of F ∗n(U) on {c} × Pk whih is well de-
ned beause F ∗n(U) is ontinous near {c} × I−(fc). But F ∗n(U)|{c}×Pk is equal to
(fnc )
∗(U|{c}×Pk), so
ϕn(c) =
∫
fnc (I
−(fc))
U|{c}×Pk .
Reall that
U =
s−1∑
j=0
uF˜ ∗1 (ω3)
s−1−j ∧ βj.
In partiular, U|{c}×Pk near fnc (I−(fc)) an be written
Uc =
s−1∑
j=0
u|{c}×Pkf
∗
c (ω)
s−1−j ∧ djωj
beause the oeient of ω3 in β is d.
The singularities of u|{c}×Pk are in I
+(fc), so by Theorem 4.5 in [11, Chapter
III℄, we have that Uc and dd
cUc =
∑s−1
j=0 dd
c(u|{c}×Pk) ∧ f ∗c (ω)s−1−j ∧ djωj are well
dened in all Pk. But, if we take the restrition of the equation F˜ ∗1 (ω3) = β+ dd
cu
on {c} × Pk, we obtain
f ∗c (ω) = dω + (dd
cu)|{c}×Pk = dω + dd
c(u|{c}×Pk)
sine it is true outside I+(fc) and f
∗
c (ω) or dd
c(u|{c}×Pk) have no mass on this
set of dimension k − s − 1. Moreover u is a qpsh funtion, so it takes a value at
every point.
Finally,
ddcUc =
s−1∑
j=0
(f ∗c (ω)− dω) ∧ f ∗c (ω)s−1−j ∧ djωj = (fc)∗(ωs)− dsωs.
Proof of the generiity
Reall that ϕn is ontinuous on ∩i≤n+1Vi. This implies that gN is ontinu-
ous on ∩i≤N+1Vi and it dereases to a funtion g on ∩i≥0Vi with g us on ∩i≥0Vi.
It means that for every point x in Λ = ∩i≥0Vi, we have lim supy→x, y∈Λ g(y) ≤ g(x).
Let mN =
∫
gNdν. We an write on W˜ , gN − mN = ψ1,N − ψ2,N . Here the
equality is true on a set of full Lebesgue measure in W˜ . But, sine gN is ontinuous
on ∩i≤N+1Vi and the ψi,N are qpsh, the equality is true for every point in ∩i≤N+1Vi
(see below the proof of the inequality g −m ≥ ψ1 − ψ2).
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We apply the previous lemma to the sequenes ψi,N and we have that these
sequenes are uniformly bounded from above and bounded in L1(ν). So we an
extrat onverging subsequenes to some limit points ψ1 and ψ2 in L
1
. The se-
quene mN is bounded thanks to the denition of W
′
0 and of ν. So mN onverges
to m by monotone onvergene. In partiular, g−m = ψ1−ψ2 up to a set of zero
Lebesgue measure in W˜ . We want to show now that we have
g −m ≥ ψ1 − ψ2
for every point in Λ = ∩i≥0Vi. Indeed, assume there is a point x ∈ Λ suh that
(g+ψ2)(x) < m+ψ1(x)−ε. On a hart whih ontains x, we an write ψ1 = λ1+ξ1
with λ1 smooth and ξ1 psh.
Sine g and ψ2 are us on Λ, so is their sum and so (g+ψ2)(y) < m+ψ1(x)−ε/2
on a small ball B(x, r) entered at x and of radius r (for y ∈ Λ). For a funtion
h, we denote by mB(x,r)(h) the mean value of h on the ball B(x, r). We have that
that mB(x,r)(g+ψ2) = mB(x,r)(m+λ1+ ξ1) sine both funtions are equal a.e. and
mB(x,r)(ξ1) ≥ ξ1(x) sine ξ1 is psh, so
m+ ψ1(x)− ε/2 ≥ mB(x,r)(g + ψ2) ≥ mB(x,r)(λ1) +m+ ξ1(x)
whih is false if we take r small enough to have mB(x,r)(λ1) near λ1(x).
In partiular, the set of points where g = −∞ is pluripolar sine it is inluded
in the set of points where ψ1 is −∞. By the proof of Theorem 3.2.2, we see that
g 6= −∞ is equivalent to the fat that the rst half of Hypothesis 3.1.7 is satised.
We do the same thing for the seond half of Hypothesis 3.1.7 and we onlude
sine the intersetion of two pluripolar sets is pluripolar. 
The results of this setion remain valid for f−1. So we an onstrut the Green
urrent of order k − s for f−1 that we denote by T−k−s.
3.3 The equilibrium measure
3.3.1 Constrution of the measure
We want to dene the equilibrium measure µ as T+s ∧T−k−s. In [1℄, the authors used
an approah based on the energy. More preisely, they show that the potential
of the Green urrent is in the Hilbert spae HT− dened by the losure of the
smooth forms for the norm
√∫
dϕ ∧ dcϕ ∧ T−. They dedued from that fat that
the measure T+ ∧ T− is well dened and that the potential of the Green urrent
is integrable with respet to that measure.
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Suh an approah annot be adapted here sine the super-potential is not a
funtion dened on P
k
but a funtion dened on Ck−s+1. Instead, we will use the
formalism of super-potential. See Denition A.1.13 for the denition of wedgeabil-
ity. We prove the theorem:
Theorem 3.3.1 The urrent T+s and T
−
k−s are wedgeable. So the intersetion
T+s ∧T−k−s is a well dened measure µ and the quasi-potential of the Green urrent
of order 1 is integrable with respet to this measure.
Reall that T+ := T+1 is a well dened invariant urrent in C1 ([51℄) and that it
admits the quasi-potential:
G =
∑
n
(
1
d
f ∗)nu
where u < 0 is a quasi-potential of the urrent d−1f ∗(ω) (we write u instead of UL(ω)
in order to simplify the notations). We denote as before Ln and Λn the normalized
pull-pak and push-forward assoiated to fn. In what follows, for q ≤ s, ULm(ωq)
denotes the super-potential of Lm(ωq) of the previous setion, that is:
ULm(ωq) =
m−1∑
n=0
1
dn
UL(ωq) ◦ Λn,
on smooth forms in Ck−q+1, where UL(ωq) is a negative super-potential of L(ωq).
By Corollary 3.1.4, we an write it as:
ULm(ωq) =
m−1∑
n=0
1
dn
UL(ωq) ◦ Λn
on smooth forms in Ck−q+1. Then Lemma 3.1.5 assures us that if S ∈ Ck−q+1
is (fm)∗-admissible, it is also (f
n)∗-admissible for n ≤ m. So by denition of
super-potentials and by Hartogs' onvergene we have that
ULm(ωq) =
m−1∑
n=0
1
dn
UL(ωq) ◦ Λn
on (fm)∗-admissible urrents in Ck−q+1. Again, Lemma 3.1.5 gives that on (fm)∗-
admissible urrents in Ck−q+1, we have that Λn = Λn hene:
ULm(ωq) =
m−1∑
n=0
1
dn
UL(ωq) ◦ Λn, (3.12)
on (fm)∗-admissible urrents in Ck−q+1.
We need the following lemma to onstrut the measure.
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Lemma 3.3.2 The urrent ωs−q ∧ Ln(ωq) and T−k−s are wedgeable for all n ≥ 0
and 0 ≤ q ≤ s. Furthermore, for all integers n and n′ and 1 ≤ q ≤ s + 1 we have
that ULn(ω)q (Ln′(ω)s−q+1 ∧ T−k−s) is nite.
Proof. We have seen in Proposition 3.2.6 that ωs−q∧L(ω)q and T−k−s are wedgeable
for q ≤ s and that the super-potentials of T−k−s are nite at L(ω)s+1. So applying
that to fn instead of f , we have that ωs−q ∧Ln(ω)q and T−k−s are wedgeable for all
n ≥ 0 and that the super-potentials of T−k−s are nite at Ln(ω)s+1.
The ase where q = s + 1 is already known so we assume 1 ≤ q ≤ s. The
urrent L(ω)s+1−q and L(ω)q are wedgeable and their wedge-produt is L(ω)s+1
(it follows from Corollary 4.11 Chapter III in [11℄ and Lemma A.1.16). So using
Lemma A.2.1 we have that a super-potential of L(ω)s+1 is given by:
UL(ω)q (L(ω)s−q+1 ∧R) + UL(ω)s−q+1(ωq ∧R),
on urrent R ∈ Ck−s suh that R and L(ω)s−q+1 are wedgeable. In partiular,
we an take R = T−k−s at whih point the super-potential of L(ω)
s+1
is nite. A
super-potential of L(ω)s−q+1 ∧ ωq is given by:
UL(ω)s−q+1(ωq ∧ ⋆).
So by dierene,
UL(ω)q (L(ω)s−q+1 ∧ T−k−s)
is well dened in the sense of super-potentials (that is it is ontinuous for the
Hartogs' onvergene) and is nite.
So we have proved the lemma for n = n′ = 1.
Applying the result to fn gives the lemma for n = n′. Now, let n ≤ n′.
Then Ln(ω)q is more H-regular than Ln
′
(ω)q. The super-potentials of Ln
′
(ω)q are
nite at Ln
′
(ω)s−q+1 ∧ T−k−s so the super-potentials of Ln(ω)q are also nite at
Ln
′
(ω)s−q+1 ∧ T−k−s.
Similarly, let n ≥ n′. Then Ln′(ω)s−q+1 is more H-regular than Ln(ω)s−q+1
and so Lemma A.1.14 implies that Ln
′
(ω)s−q+1 ∧ T−k−s is more H-regular than
Ln(ω)s−q+1∧ T−k−s. The super-potentials of Ln(ω)q are nite at Ln(ω)s−q+1∧ T−k−s,
whih means by symmetry of the super-potentials that the super-potentials of
Ln(ω)s−q+1∧T−k−s are nite at Ln(ω)q. Hene the super-potentials of Ln
′
(ω)s−q+1∧
T−k−s are nite at L
n(ω)q whih means that the super-potentials of Ln(ω)q are nite
at Ln
′
(ω)s−q+1 ∧ T−k−s. That gives the lemma. 
Proof of Theorem 3.3.1 By the above lemma, we have that Ln(ωs)∧T−k−s is (fn)∗-
admissible sine it is nite at ULn(ω). Hene by Lemma 3.1.5, we have that
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Λn(Ln(ωs) ∧ T−k−s) is well dened and equal to Λn(Ln(ωs) ∧ T−k−s) (reall that
Corollary 3.1.4 gives Ln(ω
s) = Ln(ωs)).
We onsider:
1
dn
UL(ω)(Λn(Ln(ωs) ∧ T−k−s)).
It is nite sine by Lemma A.2.2 applied to fn and the invariane ot T−k−s, it is
equal to
1
dn
UL(ω)(ωs ∧ T−k−s),
and the previous lemma assures us that this is nite.
Using Lemma A.2.3 for fn instead of f , we see that it is equal to:
ULn(ωs)(Ln+1(ω) ∧ T−k−s)− ULn(ωs)(Ln(ω) ∧ T−k−s) +
(
1
d
)n
UL(ω)(Λn(ωs ∧ T−k−s)).
We now perform some sort of Abel transform. We sum from 0 to N and we regroup
the terms in Ln(ω) (observe for the rst term that Uωs = 0):
N∑
n=0
1
dn
UL(ω)(ωs ∧ T−k−s) =
N∑
n=1
(−ULn(ωs) + ULn−1(ωs))(Ln(ω) ∧ T−k−s) (3.13)
+ ULN (ωs)(LN+1(ω) ∧ T−k−s) +
N∑
n=0
1
dn
UL(ω)(Λn(ωs ∧ T−k−s))
Now, ULn−1(ωs)−ULn(ωs) = −d−n+1UL(ωs)◦Λn−1 on smooth forms. By Corollary
3.1.4, we an write it as:
ULn−1(ωs) − ULn(ωs) = −d−n+1UL(ωs) ◦ Λn−1.
on smooth forms. Let T ∈ Ck−s+1 be (fn)∗-admissible, then T is (fn−1)∗-admissible
by Lemma 3.1.5. Taking a sequene of smooth urrents onverging in the Hartogs'
sense to T and using that Λn−1 is ontinuous for the Hartogs' onvergene (Theo-
rem A.1.17), we have that:
ULn−1(ωs) − ULn(ωs) = −d−n+1UL(ωs) ◦ Λn−1,
on (fn)∗-admissible urrents (observe that ULn−1(ωs) and ULn(ωs) are nite on (fn)∗-
admissible urrents). In partiular, we onsider the urrent Ln(ω) ∧ T−k−s whih
is (fn)∗-admissible by the previous lemma. So using again Lemma A.2.2 for f
n−1
gives:
(ULn−1(ωs) − ULn(ωs))(Ln(ω) ∧ T−k−s) = −d−n+1UL(ωs)(Λn−1(Ln(ω) ∧ T−k−s))
= −d−n+1UL(ωs)(Λn−1(Ln−1(L(ω)) ∧ T−k−s))
= −d−n+1UL(ωs)(L(ω) ∧ T−k−s).
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So the series
∑N
n=1(−ULn(ωs) + ULn−1(ωs))(Ln(ω) ∧ T−k−s) is also onvergent thanks
to the previous lemma. We also have that ULN (ωs)(LN+1(ω) ∧ T−k−s) is negative
sine ULN (ωs) is negative. Thus, letting N go to ∞:(∑
n≥0
1
dn
)
UL(ω)(ωs ∧ T−k−s) +
(∑
n≥1
d−n+1
)
UL(ωs)(L(ω) ∧ T−k−s)
≤
∑
n≥0
1
dn
UL(ω)(Λn(ωs ∧ T−k−s)).
We reognize by (3.12) that the right-hand side is in fat UT+(ωs ∧ T−k−s) whih
in term of quasi-potential is
∫
Gωs ∧ T−k−s (reall that T+ is the Green urrent
of order 1). Thus by Hartogs' onvergene, we have that UT+(ωs ∧ T−k−s) is nite
(we ould also onlude by monotone onvergene that G ∈ L1(ωs ∧ T−k−s), both
properties being equivalent).
Observe now that in (3.13) every term onverge. In partiular,
(ULN (ωs)(LN+1(ω) ∧ T−k−s))N
onverges to a nite value. Using Lemma A.2.4, we have the identity:
ULN (ωs)(LN+1(ω) ∧ T−k−s) = ULN+1(ω)(LN (ωs) ∧ T−k−s)
− ULN+1(ω)(ωs ∧ T−k−s) + ULN (ωs)(ω ∧ T−k−s).
On the right-hand side, the rst and third terms are negative, the third term is
dereasing and we just proved that the seond term onverges to UT+(ωs ∧ T−k−s)
whih is nite. That implies that every term is in fat onvergent.
In partiular, we have the onvergene of ULN (ωs)(ω∧T−k−s). Sine LN(ωs)→ T+s
in the Hartogs' sense, that means that UT+s (ω ∧ T−k−s) is nite. Hene the urrent
T+s and T
−
k−s are wedgeable and their intersetion is a well dened probability
measure µ (we ould also have dedued that from the onvergene of the rst term
but this is more natural).
Reall that the funtion (R, S) → U(R, S) := UR(S) = US(R) for R and
S in Cq and Ck−q (UR and US being the super-potentials of mean 0) is upper
semi-ontinuous. The onvergene of U(LN+1(ω), LN(ωs) ∧ T−k−s) implies that
U(T+, T+s ∧ T−k−s) is nite whih means exatly that the quasi-potential of the
Green urrent is integrable with respet to µ. 
Of ourse, the potential of the Green urrent of order 1 of f−1 is also integrable
for the measure µ.
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Corollary 3.3.3 The measure µ gives no mass to the indeterminay sets I+ and
I−. Furthermore, L(µ) = f ∗(µ) and Λ(µ) = f∗(µ) are well dened in the sense of
super-potentials.
Proof. The fat that µ is f∗-admissible follows from Theorem 3.3.1 sine its super-
potentials are nite at the point L(T+) = T+ and so they are nite at the point
L(ω) whih is more H-regular than L(T+). Sine the potential of T+ is equal to
−∞ on I+ and is in L1(µ) (in fat log dist(x, I+) ∈ L1(µ)) we have that µ gives
no mass to the indeterminay set I+, similarly for I−. 
Proposition 3.3.4 The measure µ is invariant, that is f ∗(µ) and f∗(µ) are equal
to µ.
Proof. The urrents Ln(ωs) and Λm(ωk−s) are wedgeable for m and n in N sine
they are more H-regular than T+s and T
−
k−s. So let µn := L
n(ωs)∧Λn(ωk−s) (resp.
µ′n := L
n−1(ωs) ∧ Λn+1(ωk−s)). Now sine Ln(ωs) and Λn(ωk−s) onverge in the
Hartogs' sense to T+s and T
−
k−s whih are wedgeable, we have that µn (resp. µ
′
n)
onverges to µ in Hartogs' sense (Proposition A.1.15).
By Lemma A.2.2, we have that µ′n = Λ(L
n(ωs) ∧ Λn(ωk−s)) = Λ(µn) (observe
that Ln(ωs) ∧ Λn(ωk−s) is f∗ admissible sine it is more H-regular than T+s ∧ T−k−s
whih is f∗-admissible).
So, sine µ is f∗-admissible, we have that µ
′
n onverges in the Hartogs' sense
to Λ(µ) = µ whih is what we wanted. 
Corollary 3.3.5 The measure µ gives no mass to the indeterminay sets I(f±n)
and the ritial sets C(f±n).
Proof. We already know that the indeterminay sets have no mass for µ so using
the invariane of µ, we have that µ(C(f)) = µ(f−1(I−)) = µ(I−) = 0. 
3.3.2 Green urrents of order 1 ≤ q ≤ s
The purpose of this paragraph is to onstrut the Green urrents of order q for
q ≤ s. This will allow us to prove that T+s an be written as (T+)s. As an
appliation, we show that the equilibrium measure gives no mass to the pluripolar
sets.
Using the same arguments than in Theorem 3.3.1, we onstrut the Green
urrents T+q of order q for q ≤ s:
Proposition 3.3.6 For 1 ≤ q ≤ s, the sequene (Ln(ωq))n onverges in the Har-
togs' sense to T+q the Green urrent of order q and the Green urrents T
+
q and
T−k−s are wedgeable. Furthermore, any super-potential UT+q of T+q satises
UT+q (T+s−q+1 ∧ T−k−s) > −∞.
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Proof. Observe that the roles of q and s− q+1 are symmetri, so anything proved
for q stands for s − q + 1. The urrent Ln(ωs−q+1) ∧ T−k−s is (fn)∗ admissible by
Lemma 3.3.2. Lemma 3.1.5 implies that Λn(Ln(ωs−q+1)∧T−k−s) is well dened and
equal to Λn(L
n(ωs−q+1) ∧ T−k−s). So we onsider this time:
1
dn
UL(ωq)(Λn(Ln(ωs−q+1) ∧ T−k−s)).
By Lemma A.2.2 and the invariane ot T−k−s, it is equal to
1
dn
UL(ωq)(ωs−q+1 ∧ T−k−s),
and Lemma 3.3.2 assures us that this is nite.
Using Lemma A.2.3, performing the same Abel transform and using again
Lemma A.2.2, we obtain similarly that:(
N∑
n=0
1
dn
)
UL(ωq)(ωs−q+1 ∧ T−k−s) =
(
N∑
n=1
−d−n+1
)
UL(ωs−q+1)(L(ωq) ∧ T−k−s)
(3.14)
+ ULN (ωs−q+1)(LN+1(ωq) ∧ T−k−s)
+
N∑
n=0
1
dn
UL(ωq)(Λn(ωs−q+1 ∧ T−k−s))
We have again that ULN (ωs−q+1)(LN+1(ωq) ∧ T−k−s) is negative sine ULN (ωs−q+1) is
negative. Thus, letting N go to ∞:(∑
n≥0
d−n
)
UL(ωq)(ωs−q+1 ∧ T−k−s) +
(∑
n≥1
d−n+1
)
UL(ωs−q+1)(L(ωq) ∧ T−k−s)
≤
∑
n≥0
1
dn
UL(ωq)(Λn(ωs−q+1 ∧ T−k−s)).
Again, by Proposition A.1.8, we have that the sequene of super-potential of Ln(ωq)
is dereasing thus to have the onvergene in the Hartogs' sense, it is suient to
have the onvergene at one point. We reognize by (3.12) that the right-hand
side gives in fat the onvergene at the point ωs−q+1 ∧ T−k−s (again ωs−q+1 ∧ T−k−s
is (fn)∗-admissible so Λn(ω
s−q+1 ∧ T−k−s) = Λn(ωs−q+1 ∧ T−k−s)). So we have that
UT+q (ωs−q+1 ∧ T−k−s) is nite and Ln(ωq) onverges to T+q in the Hartogs' sense.
In (3.14) every term onverges. In partiular,
(ULN (ωs−q+1)(LN+1(ωq) ∧ T−k−s))N
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onverges to a nite value. Using Lemma A.2.4, we have the identity:
ULN (ωs−q+1)(LN+1(ωq) ∧ T−k−s) = ULN+1(ωq)(LN(ωs−q+1) ∧ T−k−s)
− ULN+1(ωq)(ωs−q+1 ∧ T−k−s)
+ ULN (ωs−q+1)(ωq ∧ T−k−s).
As above, every term onverges to a nite value. In partiular, that means that
UT+s−q+1(ωq ∧ T
−
k−s) is nite (whih is already known by exhanging the role of q
and s − q + 1). Finally the onvergene of ULN+1(ωq)(LN(ωs−q+1) ∧ T−k−s) implies
that U(T+q , T+s−q+1 ∧ T−k−s) is nite. 
We prove that T+q is invariant.
Lemma 3.3.7 For 1 ≤ q ≤ s, the Green urrent T+q is f ∗-admissible and satises
T+q = L(T
+
q ). Furthermore, T
+
q is the most H-regular urrent whih is f
∗
-invariant
in Cq. In partiular, T+q is extremal in the set of f ∗-invariant urrents of Cq.
Proof. For q = s, this is Theorem 3.2.4. So take q < s. We have that Ln(ωq)
onverges in the Hartogs' sense to T+q . So this means that at the point ω
k−q+1
we
have the onvergene of the series:∑
n≥0
d−nUL(ωq)(Λn(ωk−q+1)).
In partiular, dropping the rst term and multiplying by d, we have the onver-
gene of the series: ∑
n≥0
d−nUL(ωq)(Λn(Λ(ωk−q+1))).
We reognize UT+q (Λ(ωk−q+1)) > −∞ hene T+q is f ∗-admissible
By Theorem A.1.17, we see that L(Ln(ωq)) onverges to L(T+q ) and to T
+
q . So
we have proved the rst part of the lemma. The rest is exatly as in Theorem
3.2.4. 
Now, we also want to onsider the intersetion T+q ∧ T−k−s for q < s. First, we
have that these intersetions are well dened elements of Ck−s+q from Proposition
3.3.6 (T+q and T
−
k−s are wedgeable). Furthermore, it is f∗-admissible sine we have
by Proposition 3.3.6 that
UT+s−q+1(T
+
q ∧ T−k−s) > −∞
and sine L(ωs−q+1) is more H-regular than T+s−q+1 = L(T
+
s−q+1), we see that:
UL(ωs−q+1)(T+q ∧ T−k−s) > −∞,
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whih means that T+q ∧ T−k−s is f∗-admissible sine by symmetry of the super-
potential, its super-potentials are nite at the point L(ωs−q+1).
Using the same argument than in the proof of the invariane of the measure µ,
one has:
Proposition 3.3.8 The urrent T+q ∧ T−k−s ∈ Ck−s+q is f∗-invariant, that is:
Λ(T+q ∧ T−k−s) = T+q ∧ T−k−s.
Proof. This follows from the fat that Ln(ωq) and Λm(ωk−s) onverge in the Har-
togs' sense to T+q and T
−
k−s whih are wedgeable and we use Proposition A.2.2. 
Now, we use the same arguments than in the proof of Theorem 3.3.1, but we
replae T−k−s by T
+
q ∧T−k−s. Our purpose is to show that T+s = (T+)s. We need the
following lemma rst:
Lemma 3.3.9 Let q1 ≥ 1 and q2 suh that q1 + q2 = s− q + 1. Then the urrent
T+q2 and T
+
q ∧ T−k−s are wedgeable and we have that a super-potential UT+q1 of T
+
q1
satises:
UT+q1 (T
+
q2
∧ T+q ∧ T−k−s) > −∞.
The proof is essentially the same as the one of Theorem 3.3.1. We need the
equivalent of Lemma 3.3.2 rst:
Lemma 3.3.10 Let q1 ≥ 1 and q2 suh that q1 + q2 = s − q + 1 and let n ∈ N.
Then the urrents Ln(ωq2) and T+q ∧ T−k−s are wedgeable. Furthermore, for n′ ∈ N:
ULn′ (ωq1 )(Ln(ωq2) ∧ T+q ∧ T−k−s) > −∞.
Proof. We an assume that q2 ≥ 1 (else it is just Proposition 3.3.6). The super-
potentials of the urrent T+q ∧T−k−s are nite at L(ωq1+q2) = L(ωq1)∧L(ωq2) whih is
less H-regular than ωq1∧L(ωq2). Hene the super-potentias of the urrent T+q ∧T−k−s
are nite at ωq1 ∧ L(ωq2). This means that the urrents L(ωq2) and T+q ∧ T−k−s are
wedgeable.
On the other hand, UL(ωq1+q2)(T+q ∧ T−k−s) is nite. We an use Lemma A.2.1
and we have that:
UL(ωq1+q2 )(T+q ∧ T−k−s) = UL(ωq2 )(ωq1 ∧ T+q ∧ T−k−s) + UL(ωq1 )(L(ωq2) ∧ T+q ∧ T−k−s).
Again taking the dierene with UL(ωq2 )(ωq1 ∧ T+q ∧ T−k−s), we have that:
UL(ωq1 )(L(ωq2) ∧ T+q ∧ T−k−s)
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is well dened in the sense of super-potentials and is nite. We have proved the
lemma for n = n′ = 1. The rest follows as in Lemma 3.3.2. 
Proof of Lemma 3.3.9. We replae T−k−s by T
+
q ∧ T−k−s and we do the same ompu-
tations. Lemma A.2.2, A.2.3 and A.2.4 still apply for T+q ∧ T−k−s. 
We an now prove the following orollary. Observe that if a sequene Sn on-
verges in the Hartogs' sense to S and a sequene Rn onverges in the Hartogs'
sense to R with Rn ∧ Sn wedgeable onverging in the Hartogs' sense to a urrent
T , we annot laim a priori that S and R are wedgeable and that T = R∧S. But
if S and R are wedgeable, then we do have T = R ∧ S.
Corollary 3.3.11 The urrent T+s satises T
+
s = (T
+)s. Consequently, one has
µ = (T+)s ∧ (T−)k−s where T± is the Green urrent of order 1 of f±.
Proof. Applying the previous lemma to q = 1, q1 = 1 and q2 = s− 1 gives that
UT+(T+s−1 ∧ T+ ∧ T−k−s) > −∞.
Sine ωk−s+1 is more H-regular than T+ ∧ T−k−s that implies that:
UT+(T+s−1 ∧ ωk−s+1) > −∞.
In partiular that T+ and T+s−1 are wedgeable. Sine L
n(ω) and Ln(ωs−1) onverges
in the Hartogs' sense to T+ and T+s−1 and L
n(ωs) onverges in the Hartogs' sense
to T+s , Proposition A.1.15 implies that T
+ ∧ T+s−1 = T+s . An easy indution gives
the result for T+s and the result follows for µ. 
Remark 3.3.12 We do not know how to prove the previous result without on-
struting T−k−s rst. In the ase where f satises Hypothesis 3.1.6, the result was
proved diretly (see Theorem 3.2.2). This illustrate the dierene between Hy-
potheses 3.1.6 and 3.1.7. For a map satisfying Hypotheses 3.1.6, we have that the
potential of T+ is nite at every point of I−, if it only satises Hypotheses 3.1.7
we an only say that
∫
I−
UT+ω
s−1
is nite sine T+ ∧ ωs−1 is more H-regular than
T+s = (T
+)s.
Now, we improve the previous results and we show that the measure µ gives
no mass to pluripolar sets (hene analyti sets). The proof relies on a spae of
test funtions introdued by Dinh and Sibony in [29℄ and studied by the seond
author in [53℄. Reall that the spae W 1,2(Pk) is the set of funtions in L2 whose
dierential in the sense of urrents an be represented by a form in L2. The spae
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W ∗(Pk) is the set of funtions ϕ inW 1,2(Pk) suh that there exists a positive losed
urrent Sϕ of bidegree (1, 1) satisfying:
dϕ ∧ dcϕ ≤ Sϕ. (3.15)
For ϕ ∈ W ∗, we dene the norm:
‖ϕ‖2∗ = ‖ϕ‖2L2 + inf
{
m(S), S losed, satisfying (3.15)
}
.
Let ψ be a qpsh funtion in W ∗(Pk). Consider the regularization ψn of ψ obtained
through an approximation of the identity in PGL(k + 1,C). Let S be minimal in
(3.15) for ψ and let Sn be the smooth regularization of S obtained through the
same approximation of the identity. Using Lemma 5 in [53℄, we have
• ψn dereases to ψ.
• dψn ∧ dcψn ≤ Sn, and m(Sn)→ m(S) thus lim ‖ψn‖∗ = ‖ψ‖∗.
If ϕ is a qpsh funtion in Pk with ϕ ≤ −2, then ψ := − log−ϕ is in W ∗(Pk),
thus for every pluripolar set in P
k
there exists a qpsh funtion in W ∗(Pk) equal
to −∞ on that set (see Example 1 p. 253 in [53℄). In partiular, if the qpsh
funtions in W ∗(Pk) are integrable for a measure, the measure annot give mass
to the pluripolar sets. We an now state the theorem:
Theorem 3.3.13 The measure µ gives no mass to pluripolar sets (hene analyti
sets). More preisely, there exists C > 0 suh that for ψ < 0 a qpsh funtion in
W ∗(Pk), we have that:
|µ(ψ)| ≤ C‖ψ‖∗.
Proof. Let ψ and ψn be as above. Reall that G is the potential of T
+
. Let T+m
and T−m be sequene of smooth urrents in C1 onverging to T+ and T− in the
Hartogs' sense. Then µm = (T
+
m)
s ∧ (T−m)k−s onverges to µ in the Hartogs' sense
by Proposition A.1.15. Let Gm be the assoiated potential of T
+
m . Using Stokes'
80 CHAPTER 3. DYNAMICS OF BIRATIONAL MAPS OF P
K
formula and Cauhy-Shwarz inequality, we have that:∣∣∣∣∫ ψndµm∣∣∣∣ = ∣∣∣∣∫ ψn(ddcGm + ω) ∧ (T+m)s−1 ∧ (T−m)k−s∣∣∣∣
≤
∣∣∣∣∫ dψn ∧ dcGm ∧ (T+m)s−1 ∧ (T−m)k−s∣∣∣∣
+
∣∣∣∣∫ ψnω ∧ (T+m)s−1 ∧ (T−m)k−s∣∣∣∣
≤
(∫
dψn ∧ dcψn ∧ (T+m)s−1 ∧ (T−m)k−s
) 1
2
×
(∫
dGm ∧ dcGm ∧ (T+m)s−1 ∧ (T−m)k−s
) 1
2
+
∣∣∣∣∫ ψnω ∧ (T+m)s−1 ∧ (T−m)k−s∣∣∣∣ .
Let Sn be the positive losed urrent of bidegree (1, 1) suh that dψn ∧ dcψn ≤ Sn.
Using again Stokes' formula for the seond term of the produt yields:∣∣∣∣∫ ψndµm∣∣∣∣ ≤ (∫ Sn ∧ (T+m)s−1 ∧ (T−m)k−s) 12
×
(
−
∫
Gmdd
cGm ∧ (T+m)s−1 ∧ (T−m)k−s
) 1
2
+
∣∣∣∣∫ ψnω ∧ (T+m)s−1 ∧ (T−m)k−s∣∣∣∣ .
We let m go to ∞, we have that ∣∣∫ ψndµm∣∣ onverges to ∣∣∫ ψndµ∣∣,(∫
Sn ∧ (T+m)s−1 ∧ (T−m)k−s
)
onverges to
(∫
Sn ∧ T+s−1 ∧ T−k−s
)
, and
∣∣∫ ψnω ∧ (T+m)s−1 ∧ (T−m)k−s∣∣ onverges to∣∣∫ ψnω ∧ T+s−1 ∧ T−k−s∣∣. The term:∫
Gmdd
cGm ∧ (T+m)s−1 ∧ (T−m)k−s =
∫
Gm(T
+
m)
s ∧ (T−m)k−s
−
∫
Gmω ∧ (T+m)s−1 ∧ (T−m)k−s
an be rewritten as:
U1(T+m , (T+m)s ∧ (T−m)k−s)− U1(T+m , ω ∧ (T+m)s−1 ∧ (T−m)k−s)
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whih by Hartogs' onvergene goes with m to:
U1(T+, µ)− U1(T+, ω ∧ T+s−1 ∧ T−k−s)
whih is nite by Theorem 3.3.1 (observe that ω ∧ T+s−1 ∧ T−k−s is more H-regular
than µ). So we have that:∣∣∣∣∫ ψndµ∣∣∣∣ ≤ C (∫ Sn ∧ T+s−1 ∧ T−k−s) 12 + ∣∣∣∣∫ ψnω ∧ T+s−1 ∧ T−k−s∣∣∣∣ ,
where C2 = U1(T+, µ)− U1(T+, ω ∧ T+s−1 ∧ T−k−s) is a onstant.
The term
(∫
Sn ∧ T+s−1 ∧ T−k−s
) 1
2
is ontrolled by ‖ψ‖∗ + ε for n large enough
beause Sn is smooth so that wedge-produt is well dened and the mass an be
omputed in ohomology.
We use an indution to ontrol in the same way the term
∣∣∫ ψnω ∧ T+s−1 ∧ T−k−s∣∣
(at the last step, we have a term in
∫ −ψnωk). Sine for n large enough we have
‖ψn‖∗ ≤ ‖ψ‖∗ + ε (ε > 0), we have proved that:∣∣∣∣∫ ψndµ∣∣∣∣ ≤ C(‖ψ‖∗ + ε).
By monotone onvergene and letting ε→ 0, we have the theorem. 
3.3.3 Mixing, entropy and hyperboliity of µ
We now prove that µ is mixing, that is limn→∞ µ(ϕψ ◦ fn) = µ(ϕ)µ(ψ) for ϕ and
ψ smooth funtions on Pk. Here the funtion ψ ◦fn is not smooth, so by denition
µ(ϕψ ◦ fn) is the integral of ϕψ ◦ fn on Pk \ I(fn) for the measure µ whih gives
no mass to I(fn). Reall that I(fn) ⊂ C(fn).
We need the lassial lemma ([51℄ and [41℄):
Lemma 3.3.14 Let ψ be smooth funtion on Pk, then the sequene of urrents
(ψ ◦ fnT+s )n onverges to cT+s where c = µ(ψ). Moreover, we have that ‖d(ψ ◦
fnT+s )‖ and ‖ddc(ψ ◦ fnT+s )‖ go to zero.
Proof. The norm ‖d(ψ ◦ fnT+s )‖ is the operator's norm on the spae of smooth
forms.
We an assume that 0 ≤ ψ ≤ 1. Then, the sequene (ψ ◦fnT+s )n is bounded so
we an extrat a subsequene onverging in the sense of urrents to S ≥ 0 whih
satises S ≤ T+s . In order to show that S is losed and that ‖d(ψ◦fnT+s )‖ → 0, we
only need to show that for every smooth (0, 1)-form θ we have that |〈ψ◦fnT+s , ∂(θ∧
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ωk−s−1)〉| goes to 0 uniformly on θ (see [14℄ p. 3 for details). In other words, we
want to ompute the limit of:∫
Pk\I(fn)
ψ ◦ fnT+s ∧ ∂(θ) ∧ ωk−s−1.
We are going to use the tehnis of [50℄. Let v < 0 be a qpsh funtion equal to
−∞ on C(fn) and smooth outside C(fn). Let max′ be a smooth onvex inreasing
funtion approximating the funtion max+ := max(x, 0) suh that its derivative is
less than 1. Let vj = max
′(v/j+1). Then (vj) is an inreasing sequene of smooth
qpsh (i∂∂¯vj + ω ≥ 0) funtions with 0 ≤ vj ≤ 1 onverging uniformly to 1 on
the ompat sets of Pk\C(fn) and equal to 0 on some neighborhood of C(fn). Let
α : [0, 1] → [0, 1] be a smooth funtion equal to 0 in [0, 1/3] and to 1 in [2/3, 1].
Then the sequene of funtions v′j := α ◦ vj is equal to 1 on the ompat sets of
P
k\C(fn) for j large enough and is equal to 0 on some neighborhood of C(fn).
Sine T+s gives no mass to C(fn), the previous quantity is the limit when j goes
to ∞ of:
〈v′jψ ◦ fnT+s , ∂(θ) ∧ ωk−s−1〉.
By Stokes' formula, it is equal to:
−〈v′j∂(ψ ◦ fn) ∧ T+s , θ ∧ ωk−s−1〉 − 〈ψ ◦ fn∂(v′j) ∧ T+s , θ ∧ ωk−s−1〉.
We apply Cauhy-Shwarz inequality for the rst term of the sum, we bound the
absolute value of the rst term of the previous quantity by:
〈(v′j)2i∂ψ ◦ fn ∧ ∂¯ψ ◦ fn ∧ T+s , ωk−s−1〉
1
2 × 〈iθ ∧ θ ∧ T+s , ωk−s−1〉
1
2 .
The seond term of the produt is bounded and does not depend on j and n
(uniformly in ‖θ‖). For the rst term, observe that :
i∂ψ ◦ fn ∧ ∂¯ψ ◦ fn ∧ T+s = d−sn(fn)∗(i∂ψ ∧ ∂¯ψ ∧ T+s )
in the integral sine fn is smooth on the support of v′j and one an multiply a
positive losed urrent by a smooth form and take the pull-bak by a smooth
funtion. So, assuming that i∂ψ∧ ∂¯ψ ≤ ω, we have that the rst term is less than:
〈d−sn(fn)∗(ω ∧ T+s ), ωk−s−1〉
1
2 = (δ−(k−s)nδ(k−s−1)n)
1
2 = δ−n/2
whih goes to 0 when n goes to ∞ independtly of j.
Now we have to ontrol the term:
〈∂(v′j)ψ ◦ fn ∧ T+s , θ ∧ ωk−s−1〉.
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We have that ∂(v′j) = α
′(vj)∂vj and observe that the sequene of funtions (α
′(vj))
is bounded and onverges uniformly to 0 on the ompat sets of Pk\C(fn). We
apply Cauhy-Shwarz inequality and we get that:
〈∂(v′j)ψ ◦ fn ∧ T+s , θ ∧ ωk−s−1〉2 ≤
〈i∂(vj) ∧ ∂¯(vj) ∧ T+s , ωk−s−1〉〈i(α′(vj))2θ ∧ θ ∧ T+s , ωk−s−1〉.
The rst term of the produt is equal by Stokes' formula to:
〈−vj ∧ i∂∂¯(vj) ∧ T+s , ωk−s−1〉
Sine 0 ≤ vj ≤ 1 and i∂∂¯vj + ω ≥ 0, it is less than:
〈vjω ∧ T+s , ωk−s−1〉 ≤ 〈ω ∧ T+s , ωk−s−1〉
whih is bounded independently of n and j. The seond term of the produt goes
to 0 when j → ∞ uniformly on θ by dominated onvergene sine T+s gives no
mass to C(fn). So letting j →∞ rst, we see that:
〈ψ ◦ fnT+s , ∂(θ) ∧ ωk−s−1〉
goes to 0 when n→∞ uniformly on ‖θ‖.
By Theorem 3.2.14, this shows that S = cT+s . To ompute c, onsider 〈ψ ◦
fnT+s , ω
k−s〉. It is equal to 〈T+s ∧ Λn(ωk−s), ψ〉: replae T+s by a smooth approxi-
mation T+m , then ψ ◦ fnLn(T+m) = d−ns(fn)∗(ψT+m), so
〈ψ ◦ fnLn(T+m), ωk−s〉 = 〈T+m ∧ Λn(ωk−s), ψ〉
and let m go to ∞. So we have 〈ψ ◦ fnT+s , ωk−s〉 = 〈T+s ∧ Λn(ωk−s), ψ〉 beause
T+s ∧ ωk−s gives no mass to I(fn).
By Theorem 3.3.1, we have that T+s ∧ Λn(ωk−s) onverges (in the Hartogs'
sense hene in the sense of urrents) to µ whih means that c = µ(ψ). In par-
tiular, c does not depend on the hoie of S and the rst part of the lemma follows.
Now we show that ‖ddc(ψ ◦ fnT+s )‖ goes to zero. Let Θ be a test form of
bidegree (k− s− 1, k− s− 1). Again, we onsider a smooth approximation of T+s
that we denote T+m . Using the fat that (ψ ◦ fn)Ln(T+m) = d−sn(fn)∗(ψT+m), we
ompute:
〈ψ ◦ fnLn(T+m), ddcΘ〉 = 〈d−sn(fn)∗(ψT+m), ddcΘ)〉
= 〈d−sn(fn)∗(ddc(ψ) ∧ T+m),Θ〉.
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Writing Θ = Θ+ − Θ− we an assume that Θ is positive (so Θ ≤ Bωk−s−1 with
B > 0 large enough whih depends only on ‖Θ‖). Let A > 0 be suh that
−Aω ≤ ddcψ ≤ Aω. It is suient to ontrol:
〈d−sn(fn)∗(ω ∧ T+m), ωk−s−1〉.
We reognize that this is equal by denition to dns+1d
−sn = δ−n. We let m go to
∞ and we have that 〈ddc(ψ ◦ fn ∧ T+s ),Θ〉 goes to 0 with n uniformly on ‖Θ‖. 
Theorem 3.3.15 The measure µ is mixing.
Proof. Let ψ and ϕ be real smooth funtions on Pk. We an assume without loss
of generality that 0 ≤ ψ, ϕ ≤ 1. Then for S in Ck−s smooth, we have by the above
lemma that:
〈(ϕψ ◦ fn)T+s , S〉
onverges to:
µ(ψ)〈ϕT+s , S〉.
We onsider a sequene (T−m) of smooth urrents in C1 onverging in the Hartogs'
sense to T− (the Green urrent of order 1 of f−1). Then letm = (m1, m2, . . . , mk−s)
and m′ = (m′1, m
′
2, . . . , m
′
k−s) in N
k−s
. We have that T−m1 ∧ · · · ∧ T−mk−s onverges
to T−k−s in the Hartogs' sense when the mi go to ∞. We deompose:
T−m1 ∧ · · · ∧ T−mk−s − T−m′1 ∧ · · · ∧ T
−
m′
k−s
as:
(T−m1 − T−m′1) ∧ T
−
m2
∧ · · · ∧ T−mk−s+
T−m′1
∧ (T−m2 − T−m′2) ∧ · · · ∧ T
−
mk−s
+
. . .
T−m′1
∧ · · · ∧ T−m′
k−s−1
∧ (T−mk−s − T−m′k−s).
As in the previous lemma, let (vj) be an inreasing sequene of smooth qpsh
(i∂∂¯vj + ω ≥ 0) funtions with 0 ≤ vj ≤ 1 onverging uniformly to 1 on the
ompat sets of Pk\C(fn) and equal to 0 on some neighborhood of C(fn).
We also dene v′j := α ◦ vj with α : [0, 1] → [0, 1] a smooth funtion equal to
0 in [0, 1/3] and to 1 in [2/3, 1] so that the sequene of funtions v′j is equal to
1 on the ompat sets of Pk\C(fn) for j large enough and is equal to 0 on some
neighborhood of C(fn).
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We onsider the quantity 〈v′jϕψ ◦ fnT+s , (T−m1 − T−m′1) ∧ · · · ∧ T
−
mk−s
〉. Write
T−i = ω + dd
cgi where the gi are dereasing. By Stokes' formula, we have that:
〈v′jϕψ ◦ fnT+s , (T−m1 − T−m′1) ∧ · · · ∧ T
−
mk−s
〉 =
−〈(ϕψ ◦ fndv′j + v′jψ ◦ fndϕ+ v′jϕdψ ◦ fn) ∧ T+s , dc(gm1 − gm′1) ∧ · · · ∧ T−mk−s〉.
Write the last sum I + II + III with obvious notations. Using Cauhy Shwarz
inequality for the rst term, we have that:
|I|2 ≤ 〈dvj ∧ dcvj ∧ T+s , T−m2 ∧ · · · ∧ T−mk−s〉×
〈(α′(vj))2d(gm1 − gm′1) ∧ dc(gm1 − gm′1) ∧ T+s , T−m2 ∧ · · · ∧ T−mk−s〉.
As in the proof of the previous lemma, we have that this term goes to zero when
j →∞ sine α′(vj) onverges uniformly to 0 on the ompat sets of Pk\C(fn).
Now for II, we use Cauhy Shwarz inequality and we have that:
|II|2 ≤〈dϕ ∧ dcϕ ∧ T+s , T−m2 ∧ · · · ∧ T−mk−s〉
〈d(gm1 − gm′1) ∧ dc(gm1 − gm′1) ∧ T+s , T−m2 ∧ · · · ∧ T−mk−s〉.
The rst term of the produt is bounded as it onverges to
∫
dϕ∧dcϕ∧T+s ∧(T−)s−1.
By Stokes, we reognize that the seond term is equal to
〈−(gm1 − gm′1) ∧ ddc(gm1 − gm′1) ∧ T+s , T−m2 ∧ · · · ∧ T−mk−s〉 =
〈−(gm1 − gm′1) ∧ (T−m1 − T−m′1) ∧ T
+
s , T
−
m2 ∧ · · · ∧ T−mk−s〉 =
UT−m1 (T
+
s ∧ T−m′1 ∧ T
−
m2
∧ · · · ∧ T−mk−s)− UT−
m′1
(T+s ∧ T−m′1 ∧ T
−
m2
∧ · · · ∧ T−mk−s)+
UT−
m′
1
(T+s ∧ T−m1 ∧ T−m2 ∧ · · · ∧ T−mk−s)− UT−m1 (T
+
s ∧ T−m1 ∧ T−m2 ∧ · · · ∧ T−mk−s).
Observe that this term goes to 0 when the mi, m
′
i are large enough. Indeed reall
that U1(S, T ) is ontinuous for the Hartogs' onvergene (Lemma A.1.11), so:
UT−m1 (T
+
s ∧ T−m′1 ∧ T
−
m2
∧ · · · ∧ T−mk−s)
onverges to UT−(µ) whih is nite and so does the other terms in the majoration
of II (the onvergene is uniform else we ould extrat a subsequene whih does
not onverge).
Now we bound III. Applying Cauhy-Shwarz inequality gives:
|III|2 ≤〈|v′j|2dψ ◦ fn ∧ dcψ ◦ fn ∧ T+s , T−m2 ∧ · · · ∧ T−mk−s〉
〈d(gm1 − gm′1) ∧ dc(gm1 − gm′1) ∧ T+s , T−m2 ∧ · · · ∧ T−mk−s〉
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Observe that the seond integral is the same than in the bound of II so it goes to
zero. For the rst term of the produt, we use that fn is smooth in the support of
v′j and thus dψ ◦ fn ∧ dcψ ◦ fn = (fn)∗(dψ ∧ dcψ) in the integral. We an assume
that dψ ∧ dcψ ≤ ω. Using the invariane of T+s and the fat that v′j is equal to 0
near C(fn), we have that (fn)∗(ω) ∧ T+s = d−sn(fn)∗(ω ∧ T+s ) in the integral, so
the rst term in the bound of III is less than:
1
dsn
〈(fn)∗(ω ∧ T+s ), T−m2 ∧ · · · ∧ T−mk−s〉.
That last term an be omputed ohomologially and is equal to
δn(k−s−1)
dns
< 1. So
as for II, we have that III goes to 0 uniformly in n.
Letting j go to ∞, we have that
〈ϕψ ◦ fnT+s , T−m1 ∧ · · · ∧ T−mk−s − T−m′1 ∧ · · · ∧ T
−
m′
k−s
〉
onverges uniformly to 0. In partiular, we an interhange the limit in:
lim
m
lim
n
〈(ϕψ ◦ fn)T+s , T−m1 ∧ · · · ∧ T−mk−s〉
whih gives limn µ(ϕψ ◦ fn) = µ(ϕ)µ(ψ) hene the mixing. 
We now show that the measure µ satises the hypothesis of Chapter 2 and we
dedue from that a bound of its entropy. Reall that we denote by µn the sequene
of probabilities:
µn :=
1
n
n−1∑
i=0
f i∗
(
(fn)∗ωs ∧ ωk−s
λs(fn)
)
.
In our ase, using Lemma A.2.2, we an write it as:
µn =
1
n
n−1∑
i=0
Ln−i(ωs) ∧ Λi(ωk−s).
We onsider the hypothesis (H): there exists a subsequene µψ(n) of µn onverging
to a measure µ′ suh that:
(H) : lim
n→+∞
∫
log d(x, I)dµψ(n)(x) =
∫
log d(x, I)dµ′(x) > −∞.
In here, we do not need to take a subsequene:
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Proposition 3.3.16 The sequene (µn) onverges to µ and satises the hypothesis
(H).
Proof. Let ϕ be a smooth test funtion. Choose ε > 0. By Theorem 3.3.1, sine
Ln−i(ωs) and Λi(ωk−s) onverge in the Hartogs' sense, Proposition A.1.15 assures
us that Ln−i(ωs) ∧ Λi(ωk−s) onverges in the Hartogs' sense to µ. So we have for√
n ≤ i ≤ n−√n and n large enough that|Ln−i(ωs)∧Λi(ωk−s)(ϕ)−µ(ϕ)| ≤ ε. The
fat that (µn) goes to µ follows sine they are o(n) terms for whih the estimation
does not stand.
Now, by Lemma A.2.5, we see that there exist onstants Ai,n ≥ 0 suh that
ULn−i(ωs)∧Λi(ωk−s) ≥ Uµ − Ai,n with Ai,n uniformly bounded from above by C and
arbitrarily lose to zero for i and n large enough. We onsider super-potentials of
mean 0. In partiular:
Uµn ≥ Uµ −
1
n
n−1∑
i=0
Ai,n.
So we have that the sequene µn is more H-regular than µ for all n. We also
have the onvergene in the Hartogs' sense to µ sine 1
n
∑n−1
i=0 Ai,n goes to 0 when
n→ +∞.
Thus µn(G) → µ(G) whih is nite by Theorem 3.3.1 where G is a nega-
tive potential of the Green urrent of order 1 that we denote T+. Sine T+ is
less H-regular than L(ω), we have that if UL(ω) is a quasi-potential of L(ω) then
µn(UL(ω))→ µ(UL(ω)) whih is also nite. By Lemma 3.2.1, we have that:
AUL(ω)(x) < log dist(x, I
+)
for A > 0 large enough. We denote ϕ := log dist(x, I+). Sine µ gives no mass to
I+ that means that AUL(ω)(x) ≤ ϕ ≤ 0 for µ a.e point, so we have that ϕ ∈ L1(µ).
We have the lassial lemma:
Lemma 3.3.17 Let νn be a sequene of measures onverging to ν in the sense of
measures. Then for v an upper semi-ontinuous funtion, we have that
lim sup νn(v) ≤ ν(v).
Proof. Reall that an us funtion an be written as the limit of a dereasing
sequene of ontinuous funtions. So for some small α > 0 we an take v′ ≥ v a
ontinuous funtion suh that
∫
v′dν ≤ ∫ vdν + α by monotone onvergene. In
partiular: ∫
vdνn ≤
∫
v′dνn →
∫
v′dν ≤
∫
vdν + α.
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And the result follows by letting α→ 0. 
End of the proof of the proposition. Now, ϕ is upper semi-ontinuous, so:
lim sup µn(ϕ) ≤ µ(ϕ)
We also have that (A+1)UL(ω)−ϕ is upper semi-ontinuous (we use the fat that
it is equal to −∞ on I+). That and µn(UL(ω))→ µ(UL(ω)) give:
lim inf µn(ϕ) ≥ µ(ϕ).
This is exatly the fat that µ satises Hypothesis (H). 
We an now apply Theorem 1 to get the proposition:
Theorem 3.3.18 The topologial entropy of f is greater than log ds = s log d.
More preisely, the entropy of µ is greater than s log d.
On the other hand, the topologial entropy is always bounded by max0≤s≤k log ds
(see [26℄ for the projetive ase and [24℄ for the Kähler ase). So we have the
fundamental result:
Theorem 3.3.19 The topologial entropy of f is equal to log ds. Moreover, the
entropy of µ is equal to s log d so µ is a measure of maximal entropy.
This allows us to use the rst author's estimate of the Lyapunov exponents
(Corollary 3 in [13℄). To apply that result, we need to have that log(dist(x, C+)) is
integrable with respet to µ. For that observe that the funtion UL(ω) is integrable
with respet to µ. By invariane, f∗(UL(ω)) is also integrable. Write UL(ω) as in
Lemma 3.2.1:
UL(ω) = d
−1 log |F |2 − log |Z|2,
where f = [P1 : · · · : Pk+1] and F = (P1, . . . , Pk+1). Write f−1 = [Q1 : · · · :
Qk+1] where the Qi are homogeneous polynomials of degree δ and write F
−1 =
(Q1, . . . , Qk+1). There is of ourse an abuse of notation sine F ◦F−1 6= Id instead,
we have that:
F ◦ F−1 = P (z1, . . . , zk+1)× (z1, . . . , zk+1) ,
where P is an homogeneous polynomial of degree dδ−1 equal to 0 in π−1(C−) and
π : Ck+1 → Pk is the anonial projetion. Then, we have that:
f∗(
1
d
log |F |2 − log |Z|2) = 1
d
log |F ◦ F−1|2 − log |F−1(Z)|2.
We reognize d−1 log |F ◦ F−1|2 − δ log |Z|2 + δ log |Z|2 − log |F−1(Z)|2. But
δ log |Z|2 − log |F−1(Z)|2 = −δUΛ(ω)
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is in L1(µ) and by dierene, so is d−1 log |F ◦ F−1|2 − δ log |Z|2. As in Lemma
3.2.1, we then have that log dist(., C−) is in L1(µ). Similarly, so is log dist(., C+) is
in L1(µ).
Theorem 3.3.20 The Lyapunov exponents χ1 ≥ χ2 ≥ · · · ≥ χk of µ are well
dened and we have the estimates:
χ1 ≥ · · · ≥ χs ≥ 1
2
log
ds
ds−1
=
1
2
log d > 0
0 > −1
2
log δ =
1
2
log
ds+1
ds
≥ χs+1 ≥ · · · ≥ χk.
In partiular, the measure µ is hyperboli.
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Appendix A
Super-potentials
A.1 Denitions and properties of super-potentials
We reall here the fats and denitions we use on super-potentials. Everything in
this setion was taken from [32℄ so we refer the reader to this paper for proofs and
details.
Reall that Cs is the onvex ompat set of (strongly) positive losed urrents
S of bidegree (s, s) on Pk and of mass 1. To develop the alulus, we have to
onsider Cs as an innite dimensional spae with speial families of urrents that
we parametrize by the unit dis ∆ in C. We all these families speial strutural
diss of urrents. The notion of strutural varieties of Cs was introdued in [28℄.
In some sense, we onsider Cs as a spae of innite dimension admitting "omplex
subvarieties" of nite dimension. For S in Cs, it is always possible to onstrut a
speial strutural variety ϕ : ∆ → Cs suh that ϕ(0) = S and ϕ(z) is a smooth
form for z 6= 0.
Let S be a urrent in Cs with s ≥ 1. If U is a (s− 1, s− 1)-urrent suh that
ddcU = S − ωs, we say that U is a quasi-potential of S. The integral 〈U, ωk−s+1〉
is the mean of U . Observe that suh quasi-potential is dened up to a ddc-losed
urrent. For s = 1 suh funtions are onstant a.e., but in the general ase, they
an be singular urrents. Nevertheless, we have the proposition:
Proposition A.1.1 Let S be a urrent in Cs. Then, there is a negative quasi-
potential U of S depending linearly on S suh that for every r with 1 ≤ r < k/(k−1)
and for 1 ≤ ρ < 2k/(2k − 1)
‖U‖Lr ≤ cr and ‖dU‖Lρ ≤ cρ
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for some positive onstants cr, cρ independent of S. Moreover, U depends ontin-
uously on S with respet to the Lr topology on U and the weak topology on S.
We are going to introdue a super-potential assoiated to S. It is an ane upper
semi-ontinuous funtion US dened on Ck−s+1 with values in R∪{−∞}. For R ∈
Ck−s+1 smooth, we dene the super-potential of meanM of S by US(R) := 〈S, UR〉
where UR is a quasi-potential of R of mean 〈UR, ωs〉 = M . The integral 〈S, UR〉
does not depend on the hoie of UR with a xed meanM . If S is smooth, we have
US(R) = 〈US, R〉 where US is a quasi-potential of S of mean M . Now assume that
R is not smooth. Consider the above speial strutural variety ϕ : ∆ → Ck−s+1
assoiated to R ∈ Ck−s+1 and write Rθ for ϕ(θ). Then the funtion u(θ) := US(Rθ)
dened on ∆∗ an be extended as a quasi-subharmoni funtion on ∆. Let (Sθ)
and let (Rθ) be speial strutural disks assoiated to S ∈ Cs and R ∈ Ck−s+1.
Then we have the proposition:
Proposition A.1.2 The funtion US an be extended in a unique way to an ane
upper semi ontinuous funtion on Ck−s+1 with values in R ∪ {−∞}, also denoted
by US, suh that
US(R) = lim
θ→0
USθ(R) = lim
θ→0
US(Rθ).
In partiular, we have
US(R) = lim sup
R′→R
US(R′) with R′ smooth.
Moreover, there is a onstant c ≥ 0 independent of S suh that if US is the super-
potential of mean m of S, then US ≤ m+ c everywhere.
Super-potentials determine the urrent, more preisely, we have the proposition:
Proposition A.1.3 Let I be a ompat subset in Pk with (2k − 2s)-dimensional
Hausdor measure 0. Let S, S ′ be urrents in Cs and US, US′ be super-potentials
of S, S ′. If US = US′ on smooth forms in Ck−s+1 with ompat support in Pk \ I,
then S = S ′.
For I = ∅, this tells us that the values of the super-potential on smooth forms
determine uniquely the urrent.
A ruial notion to prove the onvergene of urrents is the following:
Denition A.1.4 Let (Sn) be a sequene in Cs onverging to a urrent S. Let USn
(resp. US) be the super-potential of mean Mn (resp. M) of Sn (resp. S). Assume
that Mn onverge to M . If USn ≥ US for every n, we say that (Sn) onverge to S
in the Hartogs' sense. If a urrent S ′ in Cs admits a super-potential US′ suh that
US′ ≥ US we say that S ′ is more H-regular than S.
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Smooth urrents are dense for the Hartog's onvergene, more preisely:
Proposition A.1.5 Let S ∈ Cs and let U be a super-potential of S of mean M .
There is a sequene of smooth forms (Sn) in Cs with super-potentials Un of mean
Mn suh that
• supp(Sn) onverge to supp(S);
• Sn onverge to S and Mn → M ;
• (Un) dereases to U .
We have the following onvergene theorem:
Proposition A.1.6 Let (Sn) be a sequene in Cs onverging to a urrent S. Let
USn (resp. US) be the super-potential of mean Mn (resp. M) of Sn (resp. S).
Assume that Mn onverge to M . Let U be a ontinuous funtion on a ompat
subset K of Ck−s+1 suh that US < U on K. Then, for n large enough we have
USn < U on K. In partiular, we have lim supUSn ≤ US on Ck−s+1. Furthermore,
if Sn → S in the Hartogs' sense, then USn → US pointwise.
In Ck−s+1, they are points whih are more regular than other, namely smooth
forms. This is a dierene with psh funtions. In partiular, it is often easier to
obtain the onvergene at suh points:
Proposition A.1.7 Let (Sn) be a sequene in Cs and USn be super-potentials of
mean Mn of Sn. Assume that (USn) onverges to a nite funtion U on smooth
forms in Ck−s+1. Then, (Mn) onverges to a onstant M , (Sn) onverges to a
urrent S and U is equal to the super-potential of mean M of S on smooth forms
in Ck−s+1.
The following is the main argument to get the onvergene of the Green urrent:
Proposition A.1.8 Let USn be super-potentials of mean Mn of Sn. Assume that
USn derease to a funtion U 6= −∞. Then, (Sn) onverges to a urrent S, (Mn)
onverges to a onstant M and U is the super-potential of mean M of S.
In partiular, the onvergene at one point of the super-potentials gives the on-
vergene of the urrents in the Hartogs' sense in the ase of dereasing super-
potentials.
An interesting symmetry result is that if US and UR are super-potentials of the
same mean M of R and S respetively, then US(R) = UR(S).
There is a notion of super-polarity for Borel subsets E of Ck−s+1. This notion
does not desribe small sets E but rather how singular are the urrents in E.
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Denition A.1.9 We say that E is super-polar in Ck−s+1 if there is a super-
potential US of a urrent S in Cs suh that E ⊂ {US = −∞}.
Denote by E˜ the set of urrents cR + (1 − c)R′ with R ∈ Ê, R′ ∈ Ck−s+1 and
0 < c ≤ 1, and Ê the baryentri hull of E, i.e. the set of urrents ∫ Rdν(R)
where ν is a probability measure on Ck−s+1 suh that ν(E) = 1. Then, E˜ and Ê
are onvex.
Proposition A.1.10 The following properties are equivalent
1. E is super-polar in Ck−s+1.
2. Ê is super-polar in Ck−s+1.
3. E˜ is super-polar in Ck−s+1.
Moreover, a ountable union of super-polar sets is super-polar.
One of the purposes of super-potentials is to dene the wedge produt of urrent
(see Setion 4 in [32℄). We dene a universal funtion Us on Cs × Ck−s+1 by
Us(S,R) := US(R) = UR(S)
where US and UR are super-potentials of mean 0 of S and R. The funtion Us is is
u.s.. on Cs×Ck−s+1. It even enjoys a nie ontinuity for the Hartogs' onvergene:
Lemma A.1.11 Let (Sn)n≥0 and (Rn)n≥0 be sequenes of urrents in Cs and
Ck−s+1 onverging in the Hartogs' sense to S and R respetively. Then, Us(Sn, Rn)
onverge to Us(S,R). Moreover, if Us(S,R) is nite, then Us(Sn, Rn) is nite for
every n.
We have the proposition:
Proposition A.1.12 Let s1 ∈ N∗ and s2 ∈ N∗ with s1 + s2 ≤ k. The following
onditions are equivalent and are symmetri on R1 ∈ Cs1 and R2 ∈ Cs2:
1. Us1(R1, R2 ∧ Ω) is nite for at least one smooth form Ω in Ck−s1−s2+1.
2. Us1(R1, R2 ∧ Ω) is nite for every smooth form Ω in Ck−s1−s2+1.
3. There are sequenes (Ri,n)n≥0 in Csi onverging to Ri and a smooth form Ω
in Ck−s1−s2+1 suh that Us1(R1,n, R2,n ∧ Ω) is bounded.
Denition A.1.13 We say that R1 and R2 are wedgeable if they satisfy the on-
ditions in Proposition A.1.12.
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Assume that R1 ∈ Cs1 and R2 ∈ Cs2 are wedgeable. For every smooth real form ϕ
of bidegree (k−s1−s2, k−s1−s2), write ddcϕ = c(Ω+−Ω−) where Ω± are smooth
forms in Ck−s1−s2+1 and c is a positive onstant. We dene the wedge-produt (or
the intersetion) R1 ∧ R2 by its ation on the smooth forms by:
〈R1 ∧ R2, ϕ〉 := 〈R2, ωs1 ∧ ϕ〉+ cUs1(R1, R2 ∧ Ω+)− cUs1(R1, R2 ∧ Ω−). (A.1)
The right hand side of (A.1) is independent of the hoie of c, Ω± and depends
linearly on ϕ. Moreover, R1 ∧R2 denes a positive losed (s1+ s2, s1+ s2)-urrent
of mass 1 with support in supp(R1)∩ supp(R2) whih depends linearly on eah Ri
and is symmetri with respet to the variables. The notion of wedgeability behave
well with the notion of H-regularity:
Lemma A.1.14 Let Ri and R
′
i be urrents in Csi. Assume that R1 and R2 are
wedgeable. If R′i is more H-regular than Ri for i = 1, 2, then R
′
1 and R
′
2 are
wedgeable and R′1 ∧ R′2 is more H-regular than R1 ∧R2.
We will use the following proposition in the onstrution of the equilibrium mea-
sure:
Proposition A.1.15 Let R1, R2 be wedgeable urrents as above and Ri,n be ur-
rents in Csi onverging to Ri in the Hartogs' sense. Then, R1,n, R2,n are wedgeable
and R1,n ∧ R2,n onverge to R1 ∧ R2 in the Hartogs' sense.
For several urrents (more than 2), the notion of wedgeability is dened by indu-
tion: that is R1, R2 and R3 are wedgeable if R1 and R2 are wedgeable and R1∧R2
and R3 are wedgeable. One shows that this denition is in fat symmetri in the
Ri and we have Proposition A.1.15 for several urrents.
An interesting subase is when we onsider urrents R1, . . . , Rl suh that Ri is
of bidegree (1, 1) for i ≥ 2. For 2 ≤ i ≤ l, there is a quasi-psh funtion ui on Pk
suh that
ddcui = Ri − ω.
Lemma A.1.16 The urrents R1, . . . , Rl are wedgeable if and only if for every
2 ≤ i ≤ l, ui is integrable with respet to the trae measure of R1 ∧ . . . ∧ Ri−1. In
partiular, the last ondition is symmetri with respet to R2, . . . , Rl.
If R2 has a quasi-potential integrable with respet to R1, it is lassial to dene
the wedge-produt R1 ∧ R2 by
R1 ∧ R2 := ddc(u2R1) + ω ∧ R1.
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One denes R1 ∧ . . . ∧Rl by indution. These two denitions oinide.
The other use of super-potentials is to dene pull-bak and push-forward of
urrent by meromorphi maps (see setion 5.1 in [32℄). We state the result in the
ase where f is birational although the results are true in the ase where f is just
meromorphi. Reall that pull-bak and push-forward of a urrent are dened
formally by formulae (3.1) and (3.2) of the previous setion:
f ∗(S) := (π1)∗
(
π∗2(S) ∧ [Γ]
)
f∗(R) := (π2)∗
(
π∗1(R) ∧ [Γ]
)
,
where [Γ] is the urrent of integration of Γ. We denote by I+ := I(f) and I− =
I ′(f) = I(f−1) the indeterminay sets of f and f−1.
In partiular, for a urrent in R ∈ Ck−s+1 smooth near I+ the push-forward is
a well dened positive losed (k − s + 1, k − s + 1)-urrent and the mass λs−1 of
f∗(R) does not depend on R. Similarly, for a urrent S in S ∈ Cs smooth near I−
the pull-bak is a well dened positive losed (s, s)-urrent and the mass of f ∗(S)
is equal to λs. So as above we dene for these urrents Λ(R) = λ
−1
s−1f∗(R) and
L(S) = λ−1s f
∗(S) (the normalized push-forward and pull-bak).
Using the theory of super-potentials we an extend these denitions to other
urrents. Namely, we say that a urrent S ∈ Cs is f ∗-admissible if there exists a
urrent R0 ∈ Ck−s+1 whih is smooth on a neighborhood of I+ suh that the super-
potentials of S are nite at Λ(R0). For suh S, if (Sn) is a sequene of urrents
onverging in the Hartogs' sense to S then Sn is f
∗
-admissible and (λs)
−1f ∗(Sn)
onverges in the Hartogs' sense to a limit independent on the hoie of (Sn) that
we denote (λs)
−1f ∗(S) (in partiular f ∗(S) is of mass λs). In other words, we have
the ontinuity result:
Theorem A.1.17 Let S be an f ∗ admissible urrent. Let Sn be a sequene on-
verging to S in the Hartogs' sense, then Sn is f
∗
-admissible and L(Sn) onverges
in the Hartogs' sense to L(S).
We say that S is invariant under f ∗ or that S is f ∗-invariant if S is f ∗-admissible
and L(S) = S.
Proposition A.1.18 Let S be an f ∗-admissible urrent in Cs. Let US, UL(ωs)
be super-potentials of S and L(ωs). Then λ−1s λs−1US ◦ Λ + UL(ωs) is equal to a
super-potential of L(S) on R ∈ Ck−s+1, smooth in a neighbourhood of I+.
Similarly, one dene push-forward of urrents. We remark that an element in
S ∈ Cs smooth near I− is f ∗-admissible and that the two available denitions of
L(S) oinide.
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A.2 Additional properties
We state now some properties of the super-potentials that we need. Reall that
f is a birational map of Pk satisfying Hypothesis 3.1.7 and that s is suh that
dim(I+) = k − s− 1 and dim(I−) = s− 1.
Lemma A.2.1 Let S1 ∈ Cr1 and S2 ∈ Cr2 be wedgeable urrents with r1 + r2 ≤ k.
There exist super-potentials US1∧S2, US1 and US2 of S1 ∧ S2, S1 and S2 suh that:
US1∧S2(R) = US1(R ∧ S2) + US2(R ∧ ωr1)
for all R ∈ Ck−r1−r2+1 suh that R and S2 are wedgeable.
Proof. Let S1,n and S2,m be sequene of smooth urrents in Cr1 and Cr2 onverging
to S1 and S2 in the Hartogs' sense. If US1,n and US2,m are smooth quasi-potentials
of S1,n and S2,m, then:
S1,n ∧ S2,m = ddc(US1,n ∧ S2,m + US2,m ∧ ωr1) + ωr1+r2.
So, if US1,n∧S2,m , US1,n and US2,m are super-potentials of mean 0 of the urrents, we
have for any R in Ck−r1−r2+1:
US1,n∧S2,m(R) = US1,n(S2,m ∧ R) + US2,m(ωr1 ∧ R)− US1,n(S2,m ∧ ωk−r1−r2+1).
Now, we take R suh that R and S2 are wedgeable. We let n→∞. By Proposition
A.1.15, S1,n ∧S2,m onverges in the Hartogs' sense to S1 ∧S2,m. So by Proposition
A.1.6, we have that:
US1∧S2,m(R) = US1(S2,m ∧R) + US2,m(ωr1 ∧R)− US1(S2,m ∧ ωk−r1−r2+1),
where the super-potentials are of mean 0. Similarly, we let m → ∞. Reall
that S2,m ∧ R onverges to S2 ∧ R in the Hartogs' sense, hene US1(S2,m ∧ R) =
US2,m∧R(S1) onverges to US2∧R(S1) . So we have indeed:
US1∧S2(R) = US1(S2 ∧R) + US2(ωr1 ∧ R)− US1(S2 ∧ ωk−r1−r2+1).
Sine US1(S2 ∧ ωk−r1−r2+1) does not depend on R and is nite beause S1 and S2
are wedgeable, we an add it to US1∧S2 and we have the lemma. 
Lemma A.2.2 Let T1 ∈ Cr1 be an f∗-admissible urrent with r1 ≥ k − s. Let
T2 ∈ Cr2 be an f ∗-admissible urrent with r1 + r2 ≤ k suh that L(T2) and T1
are wedgeable and L(T2)∧ T1 is f∗-admissible. Assume also that T2 and Λ(T1) are
wedgeable. Then:
Λ(L(T2) ∧ T1) = T2 ∧ Λ(T1).
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Proof. Assume rst that T2 is smooth. Let T1,n and L2,m be sequenes in Cr1 and
Cr2 onverging in the Hartogs' sense to T1 and L(T2). Let Θ be a smooth urrent
of bidegree k − r1 − r2. When n and m goes to ∞, Λ(L2,m ∧ T1,n) onverge to
Λ(L(T2)∧T1) in the sense of urrents by Propositions A.1.15 and A.1.17. We want
to show that:
〈T2 ∧ Λ(T1),Θ〉 = 〈Λ(L(T2) ∧ T1),Θ〉
for all Θ smooth.
First assume that Θ is losed and (strongly) positive. Up to a multipliative
onstant, we assume that Θ ∈ Ck−r1−r2. Sine everything is smooth:
〈Λ(L2,m ∧ T1,n),Θ〉 = 〈L2,m ∧ T1,n, L(Θ)〉
= 〈T1,n, L2,m ∧ L(Θ)〉.
Sine L2,m onverges to L(T2), we have that L2,m∧L(Θ) onverges to L(T2∧Θ) in
the sense of urrents. Indeed, the sequene (L2,m ∧ L(Θ))m is of mass 1. We an
extrat a onverging subsequene (in the sense of urrents). Observe that its limit is
less than L(T2)∧L(ωk−r1−r2) whih gives no mass to I+ by dimension's arguments.
So its limit gives no mass to I+ either. But outside I+, L2,m ∧ L(Θ) onverges to
the smooth form L(T2) ∧ L(Θ). That implies that L2,m ∧ L(Θ) onverges to the
trivial extension of L(T2) ∧ L(Θ) whih is equal to the form L(T2 ∧Θ) whih has
oeients in L1 (as in Lemma 2.1.1 test the onvergene against a smooth form
Ψ and write it ξΨ + (1 − ξ)Ψ where ξ is a ut-o funtion equal to 1 in a small
neighborhood of I+).
So, letting m→∞ and using the fat that T2 ∧Θ is smooth:
〈T1,n, L(T2 ∧Θ)〉 = 〈Λ(T1,n), T2 ∧Θ〉
= 〈T2 ∧ Λ(T1,n),Θ〉.
Now, we let n→∞, Λ(T1,n) onverges to Λ(T1) in the Hartogs' sense (Proposition
A.1.17) hene Proposition A.1.15 gives that T2 ∧ Λ(T1,n) onverges to T2 ∧ Λ(T1)
in the sense of urrents. So we have indeed that:
〈T2 ∧ Λ(T1),Θ〉 = 〈Λ(L(T2) ∧ T1),Θ〉
for Θ losed.
Now, for Θ not neessarily losed, we an assume that Θ is positive and Θ ≤
Cωk−r1−r2 for C large enough. Again, we have that
〈Λ(L2,m ∧ T1,n),Θ〉 = 〈T1,n, L2,m ∧ L(Θ)〉.
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The positive urrent L2,m ∧ L(Θ) is less than CL2,m ∧ L(ωk−r1−r2) so it is of mass
less than C. We an extrat a onverging subsequene (in the sense of urrents).
Observe that its limit is less than CL(T2)∧L(ωk−r1−r2) = CL(T2∧ωk−r1−r2) whih
gives no mass to I+ by dimension's arguments. So its limit gives no mass to I+
either. Again outside I+, L2,m∧L(Θ) onverges to the smooth form L(T2)∧L(Θ).
That implies that L2,m ∧ L(Θ) onverges to the trivial extension of L(T2) ∧ L(Θ)
whih is equal to the form L(T2 ∧Θ) whih has oeients in L1. We have again
that:
〈T1,n, L(T2 ∧Θ)〉 = 〈T2 ∧ Λ(T1,n),Θ〉.
That gives the onlusion as before.
Now, for T2 not neessarily smooth, we an approximate T2 by a sequene of
smooth urrents onverging in the Hartogs' sense to T2. Sine both members of
the equality:
Λ(L(T2) ∧ T1) = T2 ∧ Λ(T1),
depend ontinuously on T2 for the Hartogs' onvergene (wedge-produt, pull-pak
and push-forward are ontinuous for the Hartogs' onvergene) we get the lemma
from the smooth ase. 
Some of the hypothesis of the following lemma are not neessary, but the fol-
lowing version is enough for our purpose:
Lemma A.2.3 Let S1, S2 and S3 in Cr1, Cr2 and Cr3 with r1 + r2 + r3 = k + 1.
Assume that S2 is smooth and that L(S2) and S3 are wedgeable. Assume that
L(S2)∧S3 is f∗-admissible. Assume also that the super-potential US1 of S1 is nite
at Λ(L(S2) ∧ S3). Finally, we also assume that S1 is f ∗-admissible, that S3 and
L(S1) are wedgeable and that their wedge produt is nite at the super-potential
UL(S2) of L(S2). Then we have the formula:
US1(Λ(L(S2) ∧ S3)) =(
λr1
λr1−1
)
(UL(S2)(S3 ∧ L(S1))− UL(S2)(S3 ∧ L(ωr1)))
+ US1(Λ(ωr2 ∧ S3))
Proof. First, observe that ωr1 is more H-regular than S1 hene L(ω
r1) is more H-
regular than L(S1). So, we have that S3 and L(ω
r1) are wedgeable and S3∧L(ωr1)
is more H-regular than S3 ∧ L(S1). In partiular, UL(S2)(S3 ∧ L(ωr1)) is nite.
Similarly, the expression US1(Λ(ωr2 ∧ S3)) is nite and everything is well dened
in it.
Let S1,m1 , L2,m2 and S3,m3 be sequenes of smooth urrents onverging in the
Hartogs' sense to S1, L(S2) and S3. Let U1,m1 and U2,m2 be smooth quasi-potential
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of S1,m1 and L2,m2 . For smooth urrents, we have the identity:
US1,m1 (Λ(L2,m2 ∧ S3,m3)) = 〈U1,m1 ,Λ(L2,m2 ∧ S3,m3)〉
= 〈(λr1−1(f))−1f ∗(U1,m1), L2,m2 ∧ S3,m3〉.
By Stokes, we reognize:
〈(λr1−1(f))−1f ∗(U1,m1), ωr2 ∧ S3,m3〉+ 〈ddc((λr1−1(f))−1f ∗(U1,m1)), U2,m2 ∧ S3,m3〉.
Sine f ∗ ommutes with ddc, we have that
ddc((λr1−1(f))
−1f ∗(U1,m1)) = (λr1−1(f))
−1f ∗(S1,m1 − ωr1)
=
(
λr1
λr1−1
)
(L(S1,m1)− L(ωr1)) .
The lemma follows then by letting m1 then m2 then m3 go to ∞ and using the
ontinuity of the wedge produt, the pull-bak, push-forward and value at a point
for the super-potential for the Hartogs' onvergene. 
We also have the following integration by parts lemma:
Lemma A.2.4 Let S1, S2 and S3 in Cr1, Cr2 and Cr3 with r1 + r2 + r3 = k + 1.
Assume that the Si are two by two wedgeable. Then if US1 and US2 are super-
potentials of S1 and S2 nite at S2 ∧ S3 and S1 ∧ S3:
US1(S2 ∧ S3)− US1(ωr2 ∧ S3) = US2(S1 ∧ S3)− US2(ωr1 ∧ S3)
Proof. First observe that ωr2 ∧ S3 and ωr1 ∧ S3 are more H-regular than S2 ∧ S3
and S1 ∧ S3 so every term is nite.
Now, if every term is smooth, we write US1 and US2 quasi-potentials of S1 and
S2. By Stokes:
US1(S2 ∧ S3)− US1(ωr2 ∧ S3) = 〈US1 , S2 ∧ S3 − ωr2 ∧ S3〉 = 〈US1, ddcU2 ∧ S3〉
= 〈ddcUS1 , U2 ∧ S3〉 = 〈S1, U2 ∧ S3〉 − 〈ωr1, U2 ∧ S3〉
= US2(S1 ∧ S3)− US2(ωr1 ∧ S3).
And the result follows in the general ase by Hartogs' onvergene. 
We also have the following renement of Lemma A.1.14 whose proof is similar:
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Lemma A.2.5 Let R1,n and R2,m be sequene of urrents in Cp1 and Cp2 onverging
in the Hartogs' sense to R1 and R2 whih are wedgeable. Then there exists a
onstant An,m > 0 suh that
UR1,n∧R2,m ≥ UR1∧R2 − An,m
where the super-potentials are of mean 0 and where An,m is uniformly bounded
from above in n and m and is arbitrarily small for n and m large enough.
Proof. By Lemma A.1.14, R1,n and R2,m are wedgeable.
The symbols U and U below denote quasi-potentials and super-potentials of
mean 0. Assume rst that all the terms are smooth. By hypothesis, there is a
onstant a suh that UR1,n+a ≥ UR1 and UR2,m+a ≥ UR2 . Write r = k−p1−p2+1.
Consider a smooth form R in Cr and hoose UR smooth. We have the omputation:
UR1,n∧R2,m(R) = 〈R1,n ∧R2,m, UR〉 = 〈R2,m, ωp1 ∧ UR〉+ 〈R1,n − ωp1, R2,m ∧ UR〉
= 〈R2,m, ωp1 ∧ UR〉+ 〈ddcUR1,n , R2,m ∧ UR〉
= 〈R2,m, ωp1 ∧ UR〉+ 〈UR1,n , R2,m ∧ ddcUR〉
= 〈R2,m, ωp1 ∧ UR〉+ UR1,n(R2,m ∧ R)− UR1,n(R2,m ∧ ωr).
= UR(R2,m ∧ ωp1) + UR1,n(R2,m ∧ R)− UR1,n(R2,m ∧ ωr).
And that identity holds when the urrents are not smooth by Hartogs' onvergene.
We have the same identity for R1 ∧ R2,m and R1 ∧ R2. By dierene, we have:
UR1,n∧R2,m(R)− UR1∧R2,m(R) + UR1∧R2,m(R)− UR1∧R2(R) =
UR1,n(R2,m ∧R)− UR1(R2,m ∧ R)− UR1,n(R2,m ∧ ωr) + UR1(R2,m ∧ ωr)
+UR2,m(R1 ∧R)− UR2(R1 ∧R)− UR2,m(R1 ∧ ωr) + UR2(R1 ∧ ωr).
So:
UR1,n∧R2,m(R)− UR1∧R2(R) ≥
−2a− UR1,n(R2,m ∧ ωr) + UR1(R2,m ∧ ωr)− UR2,m(R1 ∧ ωr) + UR2(R1 ∧ ωr).
The last quantity does not depend on R and is uniformly bounded from below:
the terms with a minus sign are greater than −M sine the super-potentials are
of mean 0, and sine R2,m ∧ ωr onverges to R2 ∧ ωr in the Hartogs' sense and
UR1(R2∧ωr) is nite, we have that UR1(R2,m∧ωr) and UR2(R1∧ωr) are uniformly
bounded from below.
This gives that the onstant An,m of the lemma is uniformly bounded from
above in n and m. Now, we an hoose An,m going to zero by Proposition A.1.15:
if not, we an extrat subsequenes suh that Ani,mi ≥ ε > 0 and it ontradits
the fat that R1,ni ∧ R2,mi onverges in the Hartogs' sense to R1 ∧ R2. 
102 APPENDIX A. SUPER-POTENTIALS
Bibliography
[1℄ E. Bedford and J. Diller, Energy and invariant measures for birational surfaes
maps, Duke Math. J. 128 (2005), 331368.
[2℄ E. Bedford, M. Lyubih and J. Smillie, Polynomial dieomorphisms of C
2
IV:
The measure of maximal entropy and laminar urrents, Invent. Math. 112
(1993), 77125.
[3℄ E. Bedford and J. Smillie, Polynomial dieomorphisms of C
2
: urrents, equi-
librium measure and hyperboliity, Invent. Math. 103 (1991), 6999.
[4℄ E. Bedford and J. Smillie, Polynomial dieomorphisms of C2. III. Ergodiity,
exponents and entropy of the equilibrium measure, Math. Ann. 294 (1992),
395420.
[5℄ J.-Y. Briend, Exposants de Liapouno et points périodiques d'endomorphismes
holomorphes de CPk, Thèse, (1997).
[6℄ J.-Y. Briend and J. Duval, Exposants de Liapouno et distribution des points
périodiques d'un endomorphisme de CP
k
, Ata Math. 182 (1999), 143157.
[7℄ J.-Y. Briend and J. Duval, Deux aratérisations de la mesure d'équilibre d'un
endomorphisme de Pk(C), Publ. Math. Inst. Hautes Etudes Si. 93 (2001),
145159.
[8℄ S. Cantat, Dynamique des automorphismes des surfaes K3, Ata Math. 187
(2001), 157.
[9℄ E. M. Chirka, Complex analyti sets, Kluwer Aademi Publishers, Dordreht
(1989).
[10℄ J.-P. Demailly, Monge-Ampère operators, Lelong numbers and intersetion
theory, Complex analysis and geometry, Plenum Press (1993), 115193.
[11℄ J.-P. Demailly, Complex analyti and algebrai geometry,
http://www-fourier.ujf-grenoble.fr/∼demailly/books.html, 1997.
103
104 BIBLIOGRAPHY
[12℄ H. De Thélin, Sur la onstrution de mesures selles, Ann. Inst. Fourier 56
(2006), 337372.
[13℄ H. De Thélin, Sur les exposants de Lyapounov des appliations méromorphes,
Invent. Math. 172 (2008), 89116.
[14℄ H. De Thélin, Ahlfors' urrents in higher dimension, arXiv:0802.1081 (2008).
[15℄ J. Diller,Dynamis of birational maps of P2, Indiana Univ. Math. J. 45 (1996),
721772.
[16℄ J. Diller, R. Dujardin and V. Guedj, Dynamis of meromorphi maps with
small topologial degree I: from ohomology to urrents, arXiv:0803.0955,
(2008).
[17℄ J. Diller, R. Dujardin and V. Guedj, Dynamis of meromorphi maps with
small topologial degree II: Energy and invariant measure, arXiv:0805.3842,
(2008).
[18℄ J. Diller, R. Dujardin and V. Guedj, Dynamis of meromorphi maps
with small topologial degree III: geometri urrents and ergodi theory,
arXiv:0806.0146, (2008).
[19℄ J. Diller and C. Favre, Dynamis of bimeromorphi maps of surfaes, Amer.
J. Math. 123 (2001), 11351169.
[20℄ J. Diller and V. Guedj, Regularity of Dynamial Green Funtions, To appear
in Trans. Amerian Math. So., arXiv:math/0601216 (2006).
[21℄ T.-C. Dinh and C. Dupont, Dimension de la mesure d'équilibre d'appliations
méromorphes, J. Geom. Anal. 14 (2004), 613627.
[22℄ T.-C. Dinh, V.-A. Nguyên and N. Sibony, Dynamis of horizontal-like maps
in higher dimension, to appear in Adv. Math., arXiv:0710.4007 (2007).
[23℄ T.-C. Dinh and N. Sibony, Dynamique des appliations d'allure polynomiale,
J. Math. Pures Appl. 82 (2003), 367423.
[24℄ T.-C. Dinh and N. Sibony, Regularization of urrents and entropy, Ann. Si.
Eole Norm. Sup. 37 (2004), 959971.
[25℄ T.-C. Dinh and N. Sibony, Dynamis of regular birational maps in Pk, J.
Funt. Anal. 222 (2005), 202216.
[26℄ T.-C. Dinh and N. Sibony, Une borne supérieure pour l'entropie topologique
d'une appliation rationnelle, Ann. of Math. 161 (2005), 16371644.
BIBLIOGRAPHY 105
[27℄ T.-C. Dinh and N. Sibony, Distribution des valeurs de transformations méro-
morphes et appliations, Comment. Math. Helv. 81 (2006), 221258.
[28℄ T.-C. Dinh and N. Sibony, Geometry of urrents, intersetion theory and
dynamis of horizontal-like maps, Ann. Inst. Fourier 56 (2006), 423457.
[29℄ T.-C. Dinh and N. Sibony, Deay of orrelations and the entral limit theorem
for meromorphi maps, Comm. Pure Appl. Math 59 (2006), 754768.
[30℄ T.-C. Dinh and N. Sibony, Pull-bak urrents by holomorphi maps,
Manusripta Math. 123 (2007), 357371.
[31℄ T.-C. Dinh and N. Sibony, Equidistribution towards the Green urrent
for holomorphi maps, to apear in Ann. Si. Eole Norm. Sup., arXiv:
math/0609686 (2006).
[32℄ T.-C. Dinh and N. Sibony, Super-potentials of positive losed urrent, inter-
setion theory and dynamis, to appear in Ata Math., arXiv: math/0703702,
(2007).
[33℄ T.-C. Dinh and N. Sibony, Super-potentials for urrents on ompat Kaehler
manifolds and dynamis of automorphisms, arXiv:0804.0860, (2008).
[34℄ R. Dujardin, Laminar urrents and birational dynamis, Duke Math. J. 131
(2006), 219247.
[35℄ J.E. Fornæss and N. Sibony, Complex Hénon mappings in C2 and Fatou-
Bieberbah domains, Duke Math. J. 65 (1992), 345380.
[36℄ J.E. Fornæss and N. Sibony, Complex dynamis in higher dimensions, Com-
plex Potential Theory (Montreal, PQ, 1993), NATO Adv. Si. Inst. Ser. C
Math. Phys. Si. 439, Kluwer Aad. Publ., Dordreht (1994), 131186.
[37℄ J.E. Fornæss and N. Sibony, Complex dynamis in higher dimension I,
Astérisque 222 (1994), 201231.
[38℄ J.E. Fornæss and N. Sibony, Complex dynamis in higher dimension II, Ann.
Math. Studies 137 (1995), 135182.
[39℄ M. Gromov, Entropy, homology and semialgebrai geometry, Astérisque 145-
146 (1987), 225240.
[40℄ M. Gromov, Convex sets and Kähler manifolds, Advanes in dierential ge-
ometry and topology, Teanek, NJ ed., Word Si. Publishing (1990), 138.
106 BIBLIOGRAPHY
[41℄ V. Guedj, Courants extrémaux et dynamique omplexe, Ann. Si. Eole Norm.
Sup. 38 (2005), 407426.
[42℄ V. Guedj, Entropie topologique des appliations méromorphes, Ergodi Theory
Dynam. Systems 25 (2005), 18471855.
[43℄ V. Guedj, Ergodi properties of rational mappings with large topologial degree,
Ann. of Math. 161 (2005), 15891607 .
[44℄ V. Guedj and N. Sibony, Dynamis of polynomial automorphisms of Ck, Ark.
Mat. 40 (2002), 207-243.
[45℄ A. Katok and B. Hasselblatt, Introdution to the modern theory of dynamial
systems, Enyl. of Math. and its Appl., vol. 54, Cambridge University Press,
(1995).
[46℄ S. Lojasiewiz, Introdution to omplex analyti geometry, Birkhäuser Verlag,
Basel, (1991).
[47℄ R. Mané, A proof of Pesin's formula, Ergod. Th. Dynam. Syst. 1 (1981),
95102.
[48℄ S.E. Newhouse, Continuity properties of entropy, Ann. of Math. 129 (1989),
215235.
[49℄ A. Russakovskii and B. Shiman, Value distribution for sequenes of rational
mappings and omplex dynamis, Ind. Univ. Math. J. 46 (1997), 897932.
[50℄ N. Sibony, Quelques problèmes de prolongement de ourants en analyse om-
plexe, Duke Math. J. 52 (1985), 157197.
[51℄ N. Sibony, Dynamique des appliations rationnelles de Pk, Panor. Synthèses
8 (1999), 97185.
[52℄ H. Skoda, Prolongement des ourants, positifs, fermés de masse nie, Invent.
Math. 66 (1982) , 361376.
[53℄ G. Vigny, Dirihlet-like spae and apaity in omplex analysis in several vari-
ables, J. Fun. Anal. 252 (2007), 247277.
[54℄ P. Walters, An introdution to ergodi theory, Springer-Verlag, (1982).
[55℄ Y. Yomdin, Volume growth and entropy, Israël J. Math. 57 (1987), 285300.
BIBLIOGRAPHY 107
Henry de Thélin, Mathématiques - Bât. 425, UMR 8628,
Université Paris-Sud, 91405 Orsay, Frane.
Email: Henry.De-Thelinmath.u-psud.fr
Gabriel Vigny, Mathématiques - Bât. 425, UMR 8628,
Université Paris-Sud, 91405 Orsay, Frane.
Email: gabriel.vignymath.u-psud.fr
