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Cells coexist together in colonies or as tissues. Their behavior is controlled by an interplay between
intercellular forces and biochemical regulation. We develop a simple model of the cell cycle, the
fundamental regulatory network controlling growth and division, and couple this to the physical forces
arising within the cell collective. We analyze this model using both particle-based computer simulations
and a continuum theory. We focus on 2D colonies confined in a channel. These develop moving growth
fronts of dividing cells with quiescent cells in the interior. The profile and speed of these fronts are
nontrivially related to the substrate friction and the cell-cycle parameters, providing a possible approach to
measure such parameters in experiments.




Cell growth and division underlie embryonic morpho-
genesis, wound healing, and tumor development [1–9]
while the growth and division of undifferentiated cells
controls the large-scale movement of cell colonies [10–14].
The expansion of these cell collectives is also under
mechanical control [15–22] in which the fates of individual
cells determine the collective dynamics of the whole
colony. Nonuniformity of mechanical stresses, nutrient
levels, waste by-product, and signaling molecules further
influence growth [23–27]. Growing cell colonies typically
display a growth front in advance of a crowded interior that
contains nearly immobile cells, as seen in bacteria [28,29],
budding yeast [30], and animal cells [12,14,15,31–33].
There is also interest in the role of nutrient concentration
and metabolic regulation [30,34] although this is not the
focus of the present work.
Cell proliferation is controlled by the cell cycle, a genetic
regulatory mechanism. To divide, cells must pass so-called
“checkpoints” to ensure that the mother cell is properly
prepared to divide. Figure 1(a) shows a schematic of the
cell cycle, which is classified into four phases, each
characterized by a set of separate events: growth and pre-
paration for DNA replication (G1), DNA replication (S),
preparation for mitosis (G2), and mitosis (M), immediately
followed by cell division. There are three main check-
points: The G1 checkpoint control mechanism ensures that
the cell is ready for DNA synthesis; the G2 checkpoint
ensures that the cell is ready to enter the M (mitosis) phase
and divide; a checkpoint in the middle of mitosis (meta-
phase checkpoint) ensures that the cell is ready to complete
cell division. Cells that have temporarily stopped dividing
are said to have entered a quiescence state, also called the
G0 phase. The switch into this state usually happens in
the G1 phase and is reversible, should conditions again
become more favorable for growth and division. Cells that
are densely packed, small, and physically or chemically
stressed tend to divide more slowly, corresponding to a
slowing of the underlying cell cycle, sometimes to full
quiescence [35,36].
The cell cycle involves an interplay between a range
of genetic promoters and inhibitors, with analogs found
across most eucaryotes. For example, upon receiving a
promitotic extracellular signal, G1 cyclins and cyclin-
dependent kinases (CDKs) become active in preparing
the cell for S phase, promoting the expression of tran-
scription factors and enzymes required for DNA replica-
tion. In contrast, two families of genes, the cip/kip (CDK
interacting protein/kinase inhibitory protein) family and the
INK4a/ARF (inhibitor of kinase 4/alternative reading
frame) family, prevent the progression of the cell cycle
by binding to and inactivating the corresponding cell-cycle
promoters [37]. Quiescent cells maintain a transcriptional
state that is different from proliferating cells, achieved by
restraining proliferation and cell-cycle progression genes
[38]. A growing body of evidence suggests that quiescence
is a nonterminal and tissue-specific state that can be
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initiated and sustained by mechanical factors, such as cell-
to-cell friction and extracellular matrix friction. Cells can
sense external physical cues. Physical forces are trans-
mitted via biochemical signaling pathways that regulate
the cell cycle [22,39,40]. On the contrary, some recent
experiments examining cellular protein dynamics have
shown that processes such as protein expression and
transcription are related to the cell-cycle state. In other
words, the cell cycle is not only a consequence of cell
dynamics, but the cell-cycle state itself influences cell
behavior [41–43].
Underlying this complexity is a simple picture: the cell
cycle can be viewed as a biochemical oscillator, produc-
ing almost regular division events if the cell is not
otherwise perturbed, e.g., by lack of nutrient or physical
stresses. Similar oscillators are known to produce circa-
dian rhythms in plants [44,45] and there are also analogs
in abiotic chemical systems in vitro, such as the well-
known BZ reaction [46]. Such chemical oscillators
require a minimum of two components, each influencing
the production of the other, although in vivo there are
many more than this. The course of these reactions can
be visualized as a trajectory in the space of the concen-
trations of the various chemical species (on each axis).
These trajectories form closed loops, signifying the
presence of an oscillator. (In closed chemical systems
a better description would be that of a spiral, as the
reactive components are gradually depleted.) A typical
illustration of the cell cycle, as shown in Fig. 1, can also
be seen as a simplified projection of these closed reaction
loops. The network that controls the same process in
prokaryotes is similar in function but differs in its
molecular components and checkpoints; e.g., no nuclear
envelope breakdown (or reformation) is necessary.
Cell biologists have been studying the cell cycle for
many decades [47–52]. Historically, these studies sought to
minimize the effect of mechanical heterogeneity and study
the cell cycle “in isolation” as far as that is possible. This
philosophy is now rapidly changing, with a direct role for
mechanics experimentally confirmed [36,53–55]. Several
key signaling pathways have been identified to correlate
with mechanical-feedback capacity [56–59]. This is driving
interest in the role of mechanical signaling, e.g., in cellular
morphology, colony development, and cell competition
[60–63]. Alongside this there has been increasing interest
in active tissues in the physics community, with the
development of models of active, out-of-equilibrium mate-
rials that can be reminiscent of foams or soft glassy
materials [25,26,38,64,65] and commonly employ con-
tinuum hydrodynamic analysis [24,65–71]. Understanding
the physical behavior of the tissue is the main motivating
factor and cell division is typically included in a fairly
stylized form [72], if at all. The state of the art in this
respect [25] incorporates cell elasticity and adhesive cell-
cell interactions, as well as cell birth and death but cannot
really be said to incorporate any description of the
cell cycle.
A. Motivation and outline
Our goal in the present work is a model that couples the
physical and biochemical or genetic descriptions: the
physics affects the biochemistry in the way mechanical
stress slows the cell cycle, while the cell cycle affects the
mechanical stresses because it controls cell proliferation
and volume, in turn driving the flows that determine these
stresses. The motivation for the present work is to combine
a functional, rather than biochemically specific, model of
the cell cycle with a realistic physical model. We aim to
keep the structure of this model as simple as possible. In
particular, we assume (i) constant, uniform nutrient levels,
(ii) waste or signaling compounds are rapidly removed or
diluted, and (iii) the role of both motility or migration and
apoptosis (cell death) is initially neglected. Our motivation
in neglecting these factors is to isolate the role of the cell
cycle as far as possible in this study so that it can be studied
in relative isolation. In Sec. IV we outline how these other
factors could be incorporated within the same framework to
generalize our model.
We propose a minimal model that involves a cell-cycle
oscillator coupled to a physical model through the local
stress (pressure) and cell volume. Our primary goal is to
show that the cell cycle, and the parameters that underlie
it, can nontrivially influence the dynamics of growing





FIG. 1. Two representations of the cell cycle. Panel (a) shows a
typical biologist’s illustration of the cell cycle, with sequential
phases M, mitosis; G1, gap (or growth) 1; S, synthesis (of DNA);
G2, Gap 2; and G0, gap 0 (quiescence), a resting state, off the
main cycle, in which cells do not divide. Cells undergo mitosis
and divide at the end of M phase. The proliferation-quiescence
switch is controlled by mechanical stress and other microenvir-
onmental factors. (b) A representation of the cell-cycle model
studied here. The phase of the cell cycle is parametrized by an
angle θ with a parameter r a proxy for cell-cycle activity,
represented by a radial distance. The dynamics of r are controlled
by a separate equation that is sensitive to physical stresses [see
text and Eq. (2)]. Unstressed, the cell cycle orbits around the
circle r ¼ 1 in a space that can be thought of as a proxy for the
biochemical or genetic concentrations, dividing every τdiv when
θ ¼ θdiv ¼ 2nπ with n ∈ Z, just like in (a). The red line
represents a (reversible) transition between a proliferating state
and full quiescence at r ¼ 0 with the rate of progress around the
cycle fðrÞ a decreasing function of activity r, reflecting slowing
of the cell cycle.
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colonies, as well as the distribution of cell-cycle activity,
cell volume, and stress within it. We propose the basic
governing equations in Sec. II which can be inferred to
be reasonable starting points for a stylized model that
reflect previous experimental studies: cell-cycle progres-
sion control [73,74], mechanical-feedback regulation of
cell proliferation state [39,75–77], and cell size regulation
during cell division or quiescence [12,78,79]. For sim-
plicity we focus on colony expansion in a simple quasi-
2D channel geometry and provide a mechanism for
relating the speed and structure of the growth front to
the parameters controlling the cell cycle. We first encode
our model in a particle-based simulation in which each
cell carries its own cell-cycle oscillator controlling size
and division events. We then compare this with a
continuum analysis that offers substantial analytic insight
and a number of scaling results, including an inverse
square-root scaling of the front speed with the substrate
friction. We obtain quantitative to semiquantitative agree-
ment between this continuum analysis and our simula-
tions, validating the continuum model. We then compare
our model with recent experiments on Madin-Darby
Canine Kidney (MDCK) cells and find encouraging
agreement with the cell area distributions and division
rates, in spite of the fact that motility likely plays a role
in the motion of these cells, except possibly at the lowest
surface frictions.
We simulate colony expansion using a range of param-
eters to show how the speed and structure of the front
depends on the cell-cycle variables and show how this can
be inverted to extract biophysical parameters from exper-
imental measurements.
II. MODEL
We propose a mechanical-feedback cell-cycle model, in
which cells can reversibly switch between proliferation and
quiescence driven by local pressure. Here the progress
around the cell cycle is measured by an angular variable θ,
with division at θ ¼ 2nπ with n ∈ Z, obeying
∂θ
∂t ¼ fðrÞ; ð1Þ
with r a proxy for the cell-cycle activity and take fðrÞ ¼
ω0r for simplicity. An unstressed cell at r ¼ 1 divides with
a division time τdiv ¼ 2π=ω0. The cell-cycle activity r is




∂t ¼ gðr; pÞ; ð2Þ
and is therefore suppressed when p > 0, eventually
approaching r ¼ 0 if p ≥ pr. For simplicity we take
gðr; pÞ ¼ ð1=τrÞð1 − r − p=prÞ with τr a characteristic
time on which the cell cycle responds to mechanical
perturbation and where sensitivity is controlled by a
reference pressure pr. There is a fixed point at r ¼ 1 for
vanishing pressure p ¼ 0, corresponding to an unstressed
cell cycle that undergoes circular orbits at r ¼ 1 in a space
that can be thought of as a proxy for the biochemical or
genetic concentrations.
Except at division events the volume of any cell is









ðV − VqÞ=Vq: ð3Þ
This encodes cellular growth with a rate assumed propor-
tional to its rate of progress around the cell cycle ∂θ=∂t via
a dimensionless growth rate c, but also that the cell volume
reverts to a minimal quiescent volume Vq if its cell cycle
stalls, with a characteristic recovery time given by τv.
We nondimensionalize according to t̃ ¼ ω0t=ð2πÞ,
τ̃i ¼ ω0τi=ð2πÞ, c̃ ¼ 2πc=ω0, p̃ ¼ p=pr, and Ṽ ¼ V=Vq;





Using an overdot to indicate ∂=∂ t̃ and then dropping all
tildes for convenience, we have




¼ 1 − r − p; ð5Þ
_V
V
¼ cr − 1
τv
ðV − 1Þ: ð6Þ
Equation (6) applies only between division events and so
we use the symbol v to denote the average volume, in the
presence of division, as measured in our simulations and for
consistency with later continuum analysis. In these dimen-
sionless units the cell cycle is parametrized by only three
variables: a growth rate c and recovery times for the cell
cycle and volume, τr and τv, respectively; the reference
pressure pr will also prove important in providing a
reference scale for hydrodynamic or frictional stresses,
arising from flows. It is worth noting that τr and τv can be
experimentally estimated by measuring the time for a cell
subjected to growth-limiting pressure to (i) stop dividing or
(ii) finish shrinking to the quiescent volume [12,14]. In
addition to the phenomenological description, we found the
timescales can also be linked to molecular processes. For
example, how τr leads to a lag in division response, is
similar to how the p53 tumor suppressor’s activation leads
to later cell-cycle arrest [80], while τr reflects the period of
inhibition of the transcriptional regulators YAP/TAZ pre-
venting uncontrolled cell volume growth [81].
A. Simulation methods
We employ a particle-based simulation in which each
cell, with unique index i, carries its own local variables
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θiðtÞ, riðtÞ, and viðtÞ with it. On division the mother cell
volume is divided equally between two daughters that
inherit their mother’s cell-cycle phase θ and activity r;
see Fig. 2(a). As we are focusing on 2D colony growth in
the present work, cells are treated as elastic disks with a
time-dependent natural radius to accommodate growth
(and division), but the code can also be implemented in
3D with spherical cells. For cell-cell interactions, we
choose a Hertzian contact mechanism in which a short-
range attraction force simulates cell adhesion, and an
elastic repulsive force mimics the cell-cell repulsion (see
the Appendix A 1 for details). We performed control
simulations in which we confirmed that the results did
not depend on the strength of the attraction or repulsion
or the functional form of the repulsion: The cells need
merely be sufficiently repulsive that the system remains
approximately incompressible and sufficiently adhesive
that the tissue does not tear. We implement our simu-
lations in an overdamped setting with a cell-substrate
friction that is proportional to the cell area: larger cells
experience higher friction.
Our simulations are mainly performed in channels
resembling a strip of cells with periodic boundaries in
the y direction, expanding in the x direction. Periodic
boundaries strictly equate to a cylindrical shell of cells
but likely provide an excellent approximation to a planar
channel, provided that the walls of the channel them-
selves do not provide significant friction. The symmetry
direction, along x, has an open boundary, while the y
direction is given a periodic boundary condition in lieu of
explicit walls to the channel. Simulations begin with one
cell with an unstressed 2D volume (area) v1 ¼ 5Vq,
consistent with the nominal average volume at a corre-
sponding growth rate of c ¼ ðv1 − 1Þτv þ log 2 (see
Sec. II B for derivation). This cell has a random initial
phase, sampled uniformly from θ ∈ ½0; 2π (to avoid
artificial synchronization in our particle-based simula-
tions, we introduce some noise by sampling the division
period for each cell, assigned at birth, from a normal
distribution with mean τdiv and standard deviation
τdiv=10) and is introduced into the center of the channel.
It then divides after time t ∼ τdiv. As the cells repeatedly
divide, the colony expands roughly as a circle until it
spans across the channel width; see Figs. 2(b)–2(d).
Figure 2(e) shows how the colony then develops two
fronts, moving with speed s in the x directions.
Unless specified otherwise simulations are performed at
τv ¼ τr ¼ τdiv, and with a dimensionless surface friction,
relating force per cell area to sliding velocity, ζ ¼ 0.01
solved using a time step Δt ¼ 10−6.
The pressure measurement of each cell is calculated
by the virial stress tensor method [82], equivalent to
summing all the inward forces and dividing by the
cell area (perimeter). For more detail on methods, see
Appendix A.
B. Continuum theory
To gain analytic insight we develop a continuum theory
of this cellular material, noting that continuum models
underlie many of the recent physics-based models of cell
cultures and tissues reviewed in Sec. I.
Cells grow in volume during the interdivision process, as
given by Eq. (6), while the cell division process always acts
to reduce the volume of each cell: at a division event the cell
volume halves. We seek to approximate this by a process







FIG. 2. Overview of 2D particle-based simulations. (a) Illus-
tration of cell division and growth, with darker colors indicating
smaller volumes throughout. Cells grow in size when the cell-
cycle activity is high but can shrink if the cell cycle slows, due
to elevated local pressure according to Eq. (6) (left and right
arrows). When (if) the cell cycle reaches M phase at θdiv ¼ 2nπ
the cell divides. Each daughter cell inherits half the mother’s
current volume (area in 2D), initially overlapping so as to occupy
the mother’s spatial footprint. The daughters repel one another
and rapidly separate. (b)–(d) The colony grows in time, from just
after the first cell divides in (b) reaching approximately 1500 cells
in (d). Yellow arrows represent instantaneous cell velocities;
velocity u ¼ 10 (in dimensionless units of ffiffiffiffiffiffiVqp =τdiv) shown in
key in (b). (e) Growth fronts later develop at the left or right edges
of the colony while the interior bulk contains smaller cells that
rarely divide. (f) The instantaneous distribution of dimensionless
pressure p and cell-cycle activity r along the channel as shown in
(e); in the bulk the pressure is falling toward the cell-cycle
reference (stalling) pressure driving the cell-cycle activity down
according to Eq. (5), as the cells approach quiescence. The gray
dashed lines connecting (e) and (f) mark the colony edges. In
these, and all later figures unless noted otherwise, we employ a
dimensionless surface friction ζ ¼ 0.01, τr ¼ τv ¼ τdiv, and a
growth rate corresponding to a nominal average cell volume
v1 ¼ 5Vq 5 times the quiescent volume (see Appendix A 5 for
further details).
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mean cell volume can be incorporated into a revised version
of Eq. (6), where we now write the division-adjusted mean




¼ rðc − log 2Þ − 1
τv
ðv − 1Þ: ð7Þ
The new term−r log 2 provides a mean field approximation
for the reduction in mean volume due to cell division. To
see this note that ð _v=vÞ ¼ −r log 2 has solution v ∝ ð1=2Þrt
with 1=r the time between volume-halving division events
in units of τdiv.
The mean cell volume at constant r is then given by the
solution _v ¼ 0; hence v ¼ 1þ τvðc − log 2Þr. For an
unstressed cell cycle r ¼ 1 this defines a relationship
between the unstressed division-adjusted mean volume
v1 and c,
v1 ¼ 1þ τvðc − log 2Þ; ð8Þ




¼ rðv1 − 1Þ − ðv − 1Þ: ð9Þ
Equation (8) is also used in the simulations to relate a
nominal unstressed division-adjusted mean volume v1 to
growth rate c.
1. Continuity equation
We seek a continuity equation to establish the velocity
u of the growing cell culture, treated as a continuum.
To achieve this we exploit Gauss’s theorem
R
u · dS ¼R ∇ · udV evaluated around an infinitesimal volume dV
containing dn ¼ dV=v cells of volume v. The total rate of
change of volume is the integrated outward flux of cellsR
u ·dS¼ ðd=dtÞðvdnÞ; hence∇ · uvdn ¼ ðd=dtÞðvdnÞ ¼
dn_vþ v _dn. The change in the number of cells follows
exponential growth according to _dn ¼ log 2rdn in the
mean field, while the average cell volume follows
Eq. (9). Combining these results and dividing by vdn
we obtain the approximate relationship,
∇ · u ¼ _v
v
þ log 2r ¼ cr − ðv − 1Þ=τv; ð10Þ
with c ¼ log 2þ ðv1 − 1Þ=τv from Eq. (8).
2. Stokes-Darcy stress balance
Cells are assumed to experience friction with a substrate
with a friction coefficient (ζ̃ ¼ ζ=pr, dropping the tilde;
similarly for η and ξ) ζ. In general there are also internal
shear stresses, controlled by viscosities η and ξ, leading to
the stress balance equation:
η∇2uþ ξ∇∇ · u − ζu ¼ ∇p: ð11Þ
Equations (10) and (11) are analogous to Stokes equations
for a low Reynolds number fluid but here incorporate
the role of cell division and a Darcy-like frictional force,
characterized by ζ. The term in Eq. (11) involving ∇ · u,
with prefactor ξ depending on the bulk viscosity, usually
vanishes for incompressible fluids [83]. In what follows,
we set η ¼ ξ ¼ 0, assuming that the growth is substrate-
friction dominated.
3. Advected description
In the presence of the flow field u the lab-frame cell
activity r and volume v are given by the advected forms of
Eqs. (5) and (9):
Dr
Dt
r ¼ ∂r∂t þ u ·∇r ¼
r
τr
ð1 − r − pÞ; ð12Þ
D
Dt
v ¼ ∂v∂t þ u ·∇v ¼
v
τv
½rðv1 − 1Þ − ðv − 1Þ: ð13Þ
In order to establish the dynamics we simultaneously
solve for u, r, v, and p using Eqs. (10)–(13).
4. Channel flow (1D)
For consistency with the particle-based simulations we
assume η ¼ ξ ¼ 0, noting that symmetry dictates that
average motion is along the x direction, i.e., u ¼ ux̂
and so shear stresses are absent in a coarse-grained theory.
We seek solutions in which there is a steady-state front of
dividing cells moving with constant speed s. It is conven-
ient to transform to the comoving frame using z ¼ st − x,
focusing on the right-moving front where (the arbitrary
zero of time is chosen so that) the front is at z ¼ 0 and
the colony populates the space z > 0. The partial deriva-
tives transform as ∇ ¼ ð∂=∂xÞ → −ð∂=∂zÞ and ð∂=∂tÞ →
sð∂=∂zÞ, where we use a prime to denote ð∂=∂zÞ in what
follows. Hence, Eqs. (10)–(13) become
−u0 ¼ cr − ðv − 1Þ=τv; ð14Þ
p0 ¼ ζu; ð15Þ
ðs − uÞr0 ¼ r
τr
ð1 − r − pÞ; ð16Þ
ðs − uÞv0 ¼ v
τv
ðrðv1 − 1Þ − ðv − 1Þ: ð17Þ
The boundary conditions are
rð0Þ ¼ 1; vð0Þ ¼ v1; pð0Þ ¼ 0; uð∞Þ ¼ 0;
ð18Þ
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with s ¼ uð0Þ shorthand for the front speed, to be deter-
mined. We solve Eqs. (10)–(13) and (18) numerically, as
outlined in Appendix B 1. We can compute the correspond-




rð1 − r − pÞ
τrðs − uÞ
: ð19Þ
By l’Hôpital’s rule and using the boundary conditions




∂z ½rð1 − r − pÞ
∂





Hence the (redundant) boundary condition,
r0ð0Þ ¼ − ζs
1þ τr log 2
: ð21Þ
Similarly for the derivative of v from Eq. (17),
v0ð0Þ ¼ lim
z→0
v½rðv1 − 1Þ − ðv − 1Þ
τvðs − uÞ
: ð22Þ
Again using l’Hôpital’s rule and the boundary conditions
Eq. (18), we find
v0ð0Þ ¼ v1½r




v0ð0Þ ¼ − v1ðv1 − 1Þζsð1þ τr log 2Þðv1 þ τv log 2Þ
: ð24Þ
5. Scaling relations
In order to better understand the structure of the growth
front, we can compute characteristic length scales, at least
at the scaling level, by analyzing the rate of change of the
mechanochemical variables near the front.
(1) The pressure at the front obeys p0ð0Þ ¼ ζs from
Eqs. (15) and (18). A scaling estimate of the
distance behind the front at which the pressure
reaches the cell-cycle reference (stalling) pressure
is Rp ¼ 1=p0ð0Þ; hence
Rp ¼ 1=ðζsÞ: ð25Þ
(2) The cell-cycle activity obeys r0ð0Þ from Eq. (21). A
scaling estimate of the distance behind the front that
the cell cycle will stall to r ¼ 0 is Rr ¼ 1=jr0ð0Þj;
hence
Rr ¼
1þ τr log 2
ζs
: ð26Þ
(3) The cell volume obeys v0ð0Þ from Eq. (24). A
scaling estimate of the distance behind the front at
which the volume reaches the quiescent volume is
Rv ¼ ðv1 − 1Þ=jv0ð0Þj; hence
Rv ¼
ð1þ τr log 2Þðv1 þ τv log 2Þ
ζs
: ð27Þ
(4) The local lab-frame cell velocity obeys u0ð0Þ ¼
− log 2 from Eqs. (14) and (18). A scaling estimate
of the distance behind the front at which the cells





where s can be calculated self-consistently or
estimated by setting Ru ∼ Rp (say), revealing the














The friction forces experienced by cell colonies
expanding along a 2D channel can be traced primarily
to transient adhesion with the substrate [10,28,30,84].
While it remains difficult to measure the absolute substrate
friction, it is more feasible to make controlled variations,
e.g., by preparing surfaces with different area fractions of
surface coatings. Such an approach may allow a test of
Eq. (30) and ultimately may give a way to measure the
substrate friction indirectly, e.g., by observing the spread-
ing speed of precalibrated cell lines.
Figure 3(a) shows the relationship between front
velocity and surface friction, revealing fully quantitative
agreement between our particle-based simulations and
continuum theory and confirming the scaling result
Eq. (30). Figure 3 also shows in Fig. 3(b) the crossover
from exponential growth to constant front speed and in
Fig. 3(c) an example of how the speed also depends on
the cell cycle parameters.
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B. Colony structure
During colony expansion, the organizational structure
that emerges behind the growth front depends on the
mechanochemical properties of individual cells, including
the parameters controlling their cell cycle. We examine the
steady-state distributions of cell area, outward velocity,
pressure, and cell-cycle activity in a frame of reference
comoving with the front in which cells are active, growing,
and moving near the front and quiescent and stationary
deep in the bulk; see Fig. 4 and Supplemental Material for
movies of the growth process at various surface frictions
and cell-cycle times [85].
Figure 4(a) shows that the stochastic variation in the
velocity is larger than in the other variables. This may be
associated with the relatively large velocities that are
realized, immediately postdivision. Two daughter cells
have large overlap immediately after division, and the
repulsive force drives rapid separation. Although the
postdivision velocity is large, this has almost no effect
on the average velocity: the daughters separate in opposite
directions. We also predict the emergence of cells for
which the sign of the velocity is reversed (located around
z ≈ 100 for these parameter values). This indicates that
cells can sometimes move inward, away from the front, and
is a result of slow volume loss of the cells approaching
quiescence “sucking” cells in this region away from the
front. This phenomenon can only be realized within
relatively sophisticated models in which delayed volume
loss is encoded into the cellular response. Similar negative
velocities have been observed in experiments on multicel-
lular spheres [86].
Figure 4(b) shows the pressure profile. Two features
are worth highlighting. Firstly, the pressure in the bulk
is systematically elevated slightly above pr (p ¼ 1 in
dimensionless units). This is due to the controlled loss of
division activity, which means some cells continue to
divide even when the material is near the stalling
pressure, resulting in an overshoot. A consequence of
the overshoot of the pressure is that the gradient of the
pressure reverses its sign in the colony interior. This
would provide a signature of contractility and is due to
the shrinkage of the cells in this region. Secondly, two
types of pressure distribution can arise. When the cell-
cycle volume adaptation time τv is short enough, the
pressure monotonously increases from the edge toward
the bulk, stabilizing near pr. Conversely, when τv is
large, the pressure is nonmonotonic, exhibiting a pressure
peak near the front, with the pressure decreasing further
into the bulk. This is a consequence of relatively rapid
volume loss of cells behind the growing front. Both of
these features are quite generic. There are hints that a
pressure peak might also be observed in experiments on
multicellular spheroids [87], although experimental mea-
surements of pressure remain challenging.
Figures 4(c) and 4(d) show that both the cell-cycle
activity and cell volume decrease monotonically, approach-
ing single exponential decay deep in the bulk (in the
case of the volume decaying to the quiescent value v ¼ 1).
Similar exponential decay emerges for u and p, but this is
not shown because of minor complications: the velocity
can go negative and the bulk pressure is not fixed; see








FIG. 3. The front speed of an expanding colony scales like the
inverse square root of the substrate friction. (a) The dimensionless
front speed s is shown as a function of dimensionless substrate
friction ζ: Red points, and one standard-deviation error bars, are
from particle-based simulations, see Appendix A for details,
while the solid blue line is from the continuum theory via
numerical solution of Eqs. (14)–(17) subject to boundary con-
ditions (18). (b) The dimensionless colony area first grows
exponentially (solid black line shows exponential trend) becom-
ing linear in time after steady growth fronts emerge. Each line
represents the mean value of 5 independent simulations under
each ζ condition. (c) At fixed surface friction ζ ¼ 0.01 the front
speed also depends on the dimensionless characteristic cell-cycle
times τr and, to a lesser extent, τv.
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For all mechanochemical variables there is good semi-
quantitative agreement between the continuum theory and
the particle-based simulations.
C. Cell-cycle control of the growth front
The cell-cycle parameters τv and τr affect the physical
distribution of the mechanochemical variables across
the growth front. In order to analyze this we define a
half-decay length for each variable written as zu; zp; zr; zv,
respectively. These are defined as the smallest root of
the following relations: For r and v we use rðzrÞ ¼ 0.5
and vðzvÞ ¼ ðv1 − 1Þ=2; for p and u we use pðzpÞ ¼
ðpmax − pminÞ=2, involving the empirically determined
maximum and minimum values of pressure, similarly
for u. See Appendix A for details. Figure 5 shows the
relationship between half-decay lengths with the two cell-
cycle times τr and τv of velocity u, pressure p, cell-cycle
activity r, and cell area v, respectively. This relationship
can be inverted to relate the experimentally observable
half-decay lengths to the underlying cell-cycle parameters,
e.g., τr and τv; see Fig. 6. We choose to focus on the volume
and velocity decay lengths here because they can be more
easily visualised.
D. Cell cycle controls features inaccessible to purely
“physics-based” models
In this section, we review how the incorporation of a
stylized cell cycle introduces descriptive power not readily
accessible to a phenomenological “physics only” model.
While modeling mechanical feedback in cell dynamics
is not new, it is known that cellular behavior, very gen-
erally, is controlled by the cell cycle, a profoundly out-of-
equilibrium chemical oscillator or sensor [51,52]; see also
the discussion in Sec. I. This regulates the cell proliferation
state and is involved in other decisions the cell makes about
its development [36] except possibly under the most
extreme stress when there is catastrophic (genuine physi-
cal) failure. A common understanding in cell biology is
that the cell cycle is the master controller with physical
forces providing input to this controller [50,88–91]. This
controller can also be manipulated in numerous other





FIG. 4. The mechanochemical variables exhibit different profiles behind the moving growing front with the simulations and
continuum theory in semiquantitative agreement. Shown are steady-state average values of (a) lab-frame cell velocity u, (b) local cell
pressure p, (c) cell-cycle activity r, and (d) 2D cell volume (area) v, measured a distance z behind the leading edge of the growing
colony. The solid lines are from particle-based simulations with τr ¼ τv ¼ 5τdiv (darker) and τr ¼ τv ¼ τdiv (lighter) (one standard
deviation shown in gray). The dashed lines show the continuum solution. Insets in (c) and (d) reveal exponential decay deep in the bulk
using a log-linear scale; see Appendix B 2 for an analysis of these exponents.
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manipulation. It becomes increasingly contrived and
clumsy to incorporate such factors into models that start
from a purely physical description but relatively straight-
forward with (refinements to) models that incorporate a
cell-cycle explicitly. For these reasons we believe that it is
important that models are able to reflect the underlying
regulatory mechanisms of cell biology. However, the way
in which a phenomenological physics only model differs
from one with an explicit cell-cycle regulation deserves
to be addressed directly. The most obvious signature of
this difference here is the fact our results depend on the
timescales τr and τv that enter through the cell cycle
Eqs. (5) and (6). These affect the emergent physical
behavior, including the front speed, velocity distribution,
volume distribution, activity distribution, and pressure
distribution, as shown in Figs. 3–6. Some of the qualitative
features that are controlled by these parameters include
the pressure overshoot and velocity sign change that are
shown in Fig. 4.
In order to seek to underline this we identify a limiting
case of our model, corresponding to a physics only limit.
We take a fast response limit of our cell-cycle oscillator
in which τr ¼ τv ¼ 0; neither parameter then appears
explicitly. Equations (5) and (9) then reduce to r¼ 1−p
and v ¼ 1þ rðv1 − 1Þ, with r and v slave to the instanta-
neous p and r, in the spirit of direct physical control.
Equations (14) and (15) then reduce to u0 ¼ −cr and





FIG. 5. The dimensionless half-decay lengths for velocity u, pressure p, cell-cycle activity r, and cell area (2D volume) v near the
growth front depend differently on the two dimensionless cell-cycle times τr and τv.
FIG. 6. The cell-cycle times τr and τv can be inferred from the
half-decay lengths zv and zu, respectively, describing the distance
over which volume and velocity drop to half their values at the
front. The color of each point shows the value of τr and τv
encoded into the simulations, see inset color map, while the
position of the data point gives the different half-decay length
combinations realized.
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p0 ¼ ζu. Substituting the former into a derivative of the
latter we obtain p00 ¼ cζðp − 1Þ. Hence p ¼ 1 − e−z=l with
l ¼ 1= ffiffiffiffifficζp . All other variables (r, u, v) are similarly
monoexponential, with the same length scale. This univer-
sal monoexponential behavior is clearly quite distinct from
that arising under more general values of τr and τv, as can
be seen from Fig. 4; e.g., the decay lengths vary and the
pressure and velocity can be nonmonotonic.
Finally, it is also well known that driven oscillators
have distinct properties from nonoscillatory systems [92].
Given that a genuine oscillator is present in our model
one might also anticipate improved descriptive power,
e.g., under conditions where the system is driven in a
time-varying fashion with a refined fðr; p; θÞ, introduced
to capture the phase (checkpoint) sensitivity of physical
stimulus.
E. Dynamics of area distribution
We compare our model with experimental data for the
growth of 2D sheets of MDCK cells [12]; see Fig. 7.
Our simulations show broadly similar trends in cell area
distributions and division rates to those observed in
MDCK cells, noting that these cells are known to be

















FIG. 7. Cell area distributions in MDCK cells are reproduced in our simulations. (a),(c),(e) Simulation results; (b),(d),(f) experimental
results on spreading MDCK cells, reproduced with permission from A. Puliafito et al., [12]. Panels (a) and (b) show the evolution of
colony-average median cell area Ã as a function of time. In (a) we set t ¼ 0 as the crossover from exponential to subexponential growth
of the colony area, roughly 20 τdiv after initialization. In (b) time t ¼ 0 is measured from a “morphological transition” that is close to the
crossover to subexponential growth, noting that substantial changes in cell thickness were reported before this time; see Ref. [12] for
details. These thickness changes mean that comparison with quasi-2D simulations (a) only becomes appropriate for t≳ 0. Panels (c) and
(d) show the colony-wide probability distribution of individual cell area at different times (colors). Panels (e) and (f) show the
distribution of the time between cell division events as a function of the premitotic area. In (e) every cell division event contributes a data
point while in (f) data points with division times greater than 3 days are inferred indirectly. In (f) the five different datasets (colors) are
from different experiments. See Ref. [12] for details. We choose simulation parameters to roughly match those of the MDCK cells:
Vq ¼ 30 μm2, v1 ¼ 15Vq, and τdiv ¼ τr ¼ τv ¼ 0.5 day; see Appendix A 5 for details.
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Rather surprisingly, we were unable to locate suitable
experimental data on nonmotile cells in 2D that are in the
nonexponential growth phase and not limited by other
factors, e.g., nutrients. That we provide motivation for
such experiments in the future should be considered an
objective of this work.
Figure 7(b) shows the fastest division rate for the largest
cells to be approximately τdiv ¼ 0.5 day. Hence we take
τr ¼ τv ¼ τdiv as nominal values for the cell-cycle times
and fix Vq ¼ 30 μm2 and v1 ¼ 15Vq.
In our simulations the cells adjust their size naturally
according to internal cell-cycle activity r and hence local
pressure p. The simulations are initialized with a single cell
in the center of 2D substrate, generating a roughly circular
growth front for all times; see Supplemental Material for a
movie of colony growth in this geometry [85]. This is to
align with the experiments and is different from the 2D
channel considered in the rest of this study. As a steadily
expanding colony emerges the cells in the bulk (interior)
start switching to the quiescent state, with an area that
approaches Vq. As a result the median area of the colony
decreases toward Vq in the late stage of simulations, as
Figs. 7(a) and 7(b) both show. Time t ¼ 0 in Fig. 7(b) is
measured from a “morphological transition,” close to the
crossover to subexponential growth. The experiments
reported cells that were thinner in the early stages of
growth, with the cell thickness roughly constant once the
median area fell below 100–150 μm2. This means the
system only has a quasi-2D nature, with area a proxy
for volume, after this point. Hence our theory can only
reasonably be expected to apply in this regime.
We also record the distribution of cell areas at different
times. Figures 7(c) and 7(d) both show the cell areas
converging to a narrow, stationary size distribution centered
around 30–35 μm2. Because of the way we have incorpo-
rated cell-cycle activity into our model the division time for
individual cells can vary enormously, depending on local
pressure, as both Figs. 7(e) and 7(f) show. This leads to a
range of division times from τdiv up to ∼50τdiv with large
(unstressed) cells dividing faster than smaller cells. This
degree of agreement with the experimental data would not
be produced by models that do not incorporate a similar
mechanism to control division rate and size.
IV. DISCUSSION
We have developed a model for confluent cells that
incorporates a stylized cell cycle, regulating division and
cell size. This both incorporates and indirectly generates
mechanical feedback: the former via pressure sensitivity of
the cell-cycle activity and the latter via the growth and
division of cells, driving flows and generating dynamical
stresses. Our motivation is to develop a minimal model of
this feedback, noting that the cell-cycle model can be made
more sophisticated, e.g., by alternative choices of f or g in
Eqs. (1) and (2); the incorporation of apoptosis, cell
motility, or the supply and removal of nutrients, oxygen,
and waste by-products; extensions to 3D or heterogeneity,
e.g., mimicking different tissue or cell types. We developed
a particle-based simulation to study this model, comple-
mented with a simple continuum theory that is found to be
in broad agreement with the simulations. In this work we
have focused mainly on colony development in a quasi-2D
channel with adjustable substrate friction, neglecting the
role of active motility.
This simple model may be useful as a reference tool to
characterize substrate friction using precalibrated cell lines.
We also studied the spatial structure of the growing front,
where cells are proliferating and moving outward. We focus
on four fundamental variables: outward velocity, local
pressure, cell-cycle activity, and cell area. Cells switch
from proliferation to a quiescent state as they transition
from the front into the interior (bulk). We propose a method
to relate the parameters underlying the cell-cycle model to
experimental observables. We also compare our simula-
tions with experiments on expanding colonies of MDCK
cells, noting that these cells are motile, a feature absent in
this version of our model. We find broad agreement for the
area distribution and division rates, supporting the use of
sizing and division mechanisms under the control of the
cell cycle.
In summary, we hope this work has helped to establish
that the cell cycle can play a nontrivial role in the physics of
dividing cells and that this might inform future model
development. We hope the current paper motivates exper-
imental work on growing cell colonies in 2D to isolate and
further evaluate the role of the cell cycle in collective cell
dynamics.
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APPENDIX A: SIMULATION DETAILS
1. Intercellular interaction
Cells are modeled as soft spheres (disks in 2D) with
the interaction between cells described by an elastic
repulsive force and constant adhesive force per unit
contact area. The repulsive force experienced by cell
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i due to interactions with cell j is assumed to follow





This force acts along the unit vector n⃗ij pointing from the
center of cell i to the center of cell j. All variables are
dimensionless (see Table I) and all lengths are measured





The overlap of two cells hij is defined in terms
of their center-to-center distance rij; see Fig. 8. The
force per area frep for solid elastic Hertzian spheres
can be identified with frep ¼ ð4=3Þ=½ð1 − ν2i Þ=Ei þ
ð1 − ν2jÞ=Ej, with Ri, Ei, and νi the radius, elastic
modulus, and Poisson ratio of the ith cell, respectively.
Alternatively frep can be treated merely as a single
(here, constant for all i, j) adjustable prefactor,
controlling repulsion. The dimensionless overlap between
cells i and j is
hij ¼

Ri þ Rj − rij for rij < Ri þ Rj
0 for rij ≥ Ri þ Rj:
ðA2Þ
This vanishes for cells that do not overlap: such cells
naturally have no interactions. The intercellular adhesion
force between cells i and j follows from the approxi-
mation that receptor-ligand interactions scale with the
dimensionless contact area Aij ¼ Aji,
F⃗adij ¼ −fadAijn⃗ij; ðA3Þ
with fad a constant that can be related to a more
microscopic model for receptor-ligand binding, if desired.
In our 2D simulations this contact becomes a dimension-
less length, defined as
Aij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½r2ij − ðRi − RjÞ2½ðRi þ RjÞ2 − r2ij
q
=rij: ðA4Þ
This gives a total force between cells i and j of
F⃗ij ¼ F⃗repij þ F⃗adij . Summing all interactions over j gives





Smoothly varying interactions of the kind chosen here are
numerically convenient, but the precise form of the
interactions is unlikely to be important provided there is
some weak attraction and strong enough repulsion to
suppress excessively large cell indentations.
2. Pressure
During the simulation the instantaneous dimensionless
pressure on each cell, measured in units of pr, is
calculated by summing the scalar (inward-pointing) force
and dividing by the 2D equivalent of the cell’s surface
area—its circumference, noting that the pressure can be









In order to estimate the half-decay lengths described in
the main text we process the simulation results using spatial
binning along the channel direction and then use linear





th celli th cellj
(b)
(a)
FIG. 8. (a) Two contacting cells i and j with radii Ri and Rj.
The center-to-center distance between two cells is rij ¼ jRi −Rjj,
and the overlap is hij, given in Eq. (A2). (b) The force on cell i
due to cell j, Fij, is plotted as a function of the separation rij with
Ri ¼ Rj ¼ 1.5. The inset reveals the short-range attractive force.
Fij ¼ 0 if there is no contact; i.e., rij > Ri þ Rj ¼ 3 here.
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we ensure these have reached steady-state values;
see Fig. 9.
4. Equations of motion







where the friction constant ζ is a friction per quiescent
cell area, Vq in 2D, and so the factor 1=πR2i scales this
to the current contact area of the ith cell. Equation (A7)
is integrated forward in time for each particle using a
time step Δt chosen to be small enough for good
numerical stability and computational accuracy; see
Table I.
5. Model parameters and units
The standard values of all parameters, used in all
simulations unless specified otherwise, are given in Table I.
APPENDIX B: CONTINUUM THEORY:
NUMERICS AND ASYMPTOTICS
1. Shooting method
The boundary value problem given by Eqs. (14)–(17)
and boundary conditions Eq. (18) for z > 0 are solved
numerically as follows: At the outset, the value of the front
speed s is unknown because it self-consistently depends
on the full solution. However, we assert that the speed of
the cells far away from the front must eventually decay to
zero, uðzÞ → 0 for z large enough. The standard approach
for such a system is the shooting method: By varying s
systematically, a front speed can be found for which the cell
speed far away from the front correctly decays to 0. For any
given s, the system becomes an initial value problem. This
problem can then be solved by numerically integrating
from the growing front, z ¼ 0, to a distance zmax that is
large enough for all quantities to have approximately
decayed to their bulk values. This distance is typically
of the order of many hundreds to thousands of cell
diameters. We confirm afterward that zmax is much larger
than all the decay lengths of the system. Since s and uðzmaxÞ
are scalar, the front speed for which the bulk speed decays
to zero can be found with a scalar root finder.
A slight obstacle is that the derivatives of r and v cannot
be calculated numerically from Eqs. (16) and (17) at
z ¼ 0, since ½uðz ¼ 0Þ − s ¼ 0. We use Eqs. (21) and
(24) instead.
2. Asymptotic expansion around the bulk state
We study how the variables asymptotically approach
the constant values characterizing the tissue deep in the
bulk, uðzÞ → 0, pðzÞ → pbulk, rðzÞ → 0, and vðzÞ → 1, for
z → ∞, with pbulk some unknown pressure; see insets of
Fig. 4. Expanding about the bulk state as uðzÞ ¼ δuðzÞ,
pðzÞ ¼ pbulk þ δpðzÞ, rðzÞ ¼ δrðzÞ, vðzÞ ¼ 1þ δvðzÞ,
Eqs. (14)–(17) reduce to









½δrðv1 − 1Þ − δv:
The system of equations for the perturbations can bewritten













0 0 −c 1=τv
ζ 0 0 0
0 0 ð1−pbulkÞ=sτr 0

















Substrate friction (ζ) 0.01 τdivpr=Vq
Time step (Δt) 10−6 τdiv




Adhesion coefficient (fad) 0.2 pr
Cell-cycle activity recovery time (τr) 1 τdiv
Volume recovery time (τv) 1 τdiv
Nominal unstressed cell area (v1) 5 Vq
FIG. 9. Time series of the instantaneous estimate of the
dimensionless half-decay length for τr ¼ τv ¼ 5τdiv. The mean
values are stable after ∼20τdiv and all results in the main text are
reported in such a steady-state regime using improved averaging
over all data in that regime.
ROLE OF THE CELL CYCLE IN COLLECTIVE CELL … PHYS. REV. X 11, 031025 (2021)
031025-13
The matrix has the repeated eigenvalue e0 ¼ 0 with
eigenvector ψ⃗0¼ð0;1;0;0Þ, the eigenvalue e1¼−1=ðsτvÞ
with eigenvector ψ⃗1 ¼ ð−s; s2ζτv; 0; 1Þ, and the eigenvalue






















with κ ¼ ½τr − ðpbulk − 1Þτv=ðv1 − 1Þ. The solution can
























with two amplitudes A1 and A2 which have to be matched
to the data. Because of the repeated eigenvalue 0, the
solution would normally also contain a constant term and a
term linear in z, but we can exclude that because of the
condition that the solution must tend to zero in the bulk,
z → ∞. We observe that exponential decay with exponent
e2 ¼ −ðpbulk − 1Þ=ðsτrÞ tends to describe the data well; see
insets of Fig. 4. For all our data, we find that e1 > e2, which
implies that the asymptotic solution always becomes
dominated by the latter exponent eventually. In practice,
the bulk pressure has to be extracted from the numerical
solution; we use the pressure for the largest simulated z for
each dataset. The fact that a single eigenvalue dominates
deep in the bulk means that only a single parameter value,
or combination thereof, could be inferred by fitting to
corresponding data. This supports the focus on the neigh-
borhood of the growing front adopted in the main text: The
front region provides for better model discrimination and
parameter inference.
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