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Resumen
El objetivo principal del presente trabajo ha sido modelar estructuras en forma de
vo´rtice solito´nico que surgen de la ecuacio´n no lineal de Schro¨dinger en dos dimensiones,
as´ı que se ha utilizado una aproximacio´n variacional [Anderson, 1983a] para determinar
la dina´mica del sistema y el me´todo Split Step de Fourier [Weideman and Herbst,
1986] para simular la propagacio´n.
Las cantidades dina´micas que se determinaron fueron la potencia, el momento lineal,
el momento angular y el Hamiltoniano, considerando dos casos: un caso local Kerr y
un caso no local general. El caso Kerr se trabajo´ anal´ıticamente mientras que para el
caso no local se implemento´ la aproximacio´n variacional desarrollada con el me´todo de
Newton-Rapson multivariante [Duque et al., 2018]. La funcio´n de prueba propuesta
ha sido un vo´rtice solito´nico asime´trico, en el cual nos interesamos en encontrar los
para´metros o´ptimos de amplitud y ancho del haz.
La propagacio´n de los resultados obtenidos, al igual que el me´todo variacional, se
realizaron nume´ricamente con el software de ca´lculo MATLAB. Para la propagacio´n se
utilizo´ el me´todo Split Step de Fourier, obteniendo resultados conocidos para comparar
con trabajos de otros autores y nuestro caso de estudio particular. Se presentan los
resultados de 10 propagaciones diferentes, con variaciones de los valores de constante
de propagacio´n, carga topolo´gica, asimetr´ıa y grado de no localidad.
Hemos encontrado, mediante la aproximacio´n variacional, que el vo´rtice asime´trico
propuesto, descrito por el para´metro de asimetr´ıa, puede tener un comportamiento
de haz auto atrapado bajo cierta combinacio´n de para´metros de no localidad y grado
de asimetr´ıa. Adema´s, estas estructuras generadas presentan mayor estabilidad en su
propagacio´n a mayor grado de no localidad.
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Introduccio´n
El presente trabajo de graduacio´n esta´ dedicado al estudio de ondas solitarias en
medios o´pticos no lineales no locales. Para propo´sitos de esta introduccio´n y debido
a que no existe una definicio´n aceptada de una onda solitaria, el te´rmino solito´n u
onda solito´nica se utiliza como sino´nimo el uno del otro, as´ı que esa sera´ la l´ınea que
se seguira´ tambie´n en este caso. Cabe mencionar que las ondas solitarias han sido
objeto de numerosos estudios teo´ricos y experimentales en muchos campos de la F´ısica;
como Hidrodina´mica, O´ptica no lineal, F´ısica de Plasma y Biolog´ıa, entre otros muchos
campos [Kivshar and Agrawal, 2003].
La historia de los solitones, inicio´ en 1834, el an˜o en que James Scott Rusell observo´
la propagacio´n de una masa de agua que se propagaba sin distorsio´n a trave´s de un
canal por varios kilo´metros. E´l reporto´ sus descubrimientos en 1844, incluyendo el
siguiente texto [Russell, 1844]:
“Estaba observando el movimiento de un bote que era arrastrado ra´pida-
mente a lo largo de un canal estrecho por un par de caballos, cuando el bote
se detuvo repentinamente, la masa de agua en el canal que se hab´ıa puesto
en movimiento no lo hizo; se acumulo´ alrededor de la proa de la embarcacio´n
en un estado de violenta agitacio´n, y luego, repentinamente, dejando atra´s
el bote, avanzo´ a gran velocidad, asumiendo la forma de una gran elevacio´n
solitaria; redondeada, lisa y bien definida, que continuo´ su curso a lo largo
del canal, aparentemente sin cambio de forma o disminucio´n de la velocidad.
La segu´ı a caballo, y la adelante´ a una velocidad de unas ocho o nueve millas
por hora, conservando su figura original de unos treinta pies de largo y un
pie y medio de altura. Su altura disminuyo´ gradualmente, y despue´s de una
persecucio´n de una o dos millas, la perd´ı en los devanados del canal. As´ı, en
el mes de agosto de 1834, fue mi primer encuentro casual con ese feno´meno
singular y hermoso, que he llamado la Ondas de Traslacio´n.”
Estas ondas fueron llamadas ma´s tarde ondas solitarias. Russell estaba tan entu-
siasmado por este feno´meno que trato de explicar muchas cosas en el universo de la
misma forma. Pero lo ma´s importante, fue que hizo experimentos, recreando estas
“grandes olas solitarias” en su laboratorio.
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Aunque no fue hasta 61 an˜os despu´es, que los teo´ricos, D. Korteweg y G. de Vries,
lograron obtener la descripcio´n matema´tica que explicaba los experimentos de Russel,
as´ı que publicaron una teor´ıa de ondas de agua poco profundas que intentaba explicar
los descubrimientos de Scott Russell, produciendo la conocida ecuacio´n de Korteweg-de
Vries (ecuacio´n KdV) para un pulso de amplitud u en un medio de tensio´n superficial











donde c es la velocidad de propagacio´n del pulso, ε un para´metro dispersivo y γ un
para´metro no lineal.
Sin embargo, dicha ecuacio´n, al ser no lineal, representaba tambie´n un enorme reto
para su ana´lisis durante esa e´poca, por lo que sus propiedades no fueron comprendidas
completamente hasta que fueron introducidos modelos matema´ticos apropiados. Estas
ondas solitarias fueron re-bautizadas bajo el te´rmino solitones en 1965 por dos investi-
gadores de Princeton, N. Zabusky y M. Kruskal, quienes estudiaban la ecuacio´n KdV,
debido a que esta ecuacio´n estaba relacionada con el problema de equiparticio´n de
energ´ıa de Fermi, Pasta y Ulam; en su art´ıculo de 1965, Zabusky y Kruskal encontraron
nume´ricamente que la ecuacio´n (1) aceptaba la propagacio´n de ondas solitarias que
viajaban a distintas velocidades (las ondas ma´s altas viajaban ma´s ra´pido) y dichas
ondas interactuaban entre s´ı de una forma muy similar a las part´ıculas, de ah´ı el origen
del te´rmino solito´n [Zabusky and Kruskal, 1965].
Dos an˜os despue´s; Gardner, Greene, Kruskal y Miura publicaron un art´ıculo de gran
importancia, en el cual presentaban un me´todo que permit´ıa resolver anal´ıticamente el
problema de condiciones iniciales para la ecuacio´n KdV (inverse scattering) [Gardner
et al., 1967], ba´sicamente e´ste me´todo es una especie de transformada de Fourier no
lineal.
Por otra parte, en 1971 en la Academia de Ciencias de la URSS, los investigadores
Zakarov Vladimir Euguenievich y Shabat Aleksei Borisovich, encontraron que las solu-
ciones a la ecuacio´n que hoy en d´ıa se conoce como la ecuacio´n no lineal de Schro¨dinger
(NLS) eran del tipo solito´n [Zakharov and Shabat, 1972].
A partir de este punto, se demostro´ que muchas Ecuaciones Diferenciales Parciales
(EDP) no lineales que modelaban diversos feno´menos f´ısicos pose´ıan soluciones del
tipo solito´n, entre las cuales podemos mencionar las variantes de ecuacio´n no lineal de
Schro¨dinger (ecuacio´n de Ginzburg-Landau, ecuacio´n de Ginzburg-Gross-Pitaevskii,
etc) [Munteanu and Donescu, 2006].
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Por lo tanto, se producen me´todos para dar solucio´n a este tipo de problemas no
lineales, ya que a pesar que se pod´ıan resolver algunos casos simples de la ecuacio´n
KdV y NLS, no exist´ıa un me´todo anal´ıtico que permitiera resolver casos complejos;
sin embargo, D. Anderson aplica una aproximacio´n variacional para la ecuacio´n de
Schro¨dinger no lineal en presencia de pe´rdida y marca un hito en la forma de resolver
las ecuaciones diferenciales parciales no lineales. El ana´lisis emplea un procedimiento
de optimizacio´n de Rayleigh-Ritz en te´rminos de funciones de prueba Gaussianas
[Anderson, 1983b].
Generalmente, existe una gran diversidad en la clasificacio´n de los solitones, por
ejemplo se pueden clasificar en: brillantes, oscuros, topolo´gicos, solitones de Bragg,
solitones vectoriales, solitones tipo vo´rtice, solitones espacio-temporales (balas de
luz), solitones discretos, etc. El intere´s del presente trabajo esta´ en los solitones tipo
vo´rtices, debido a sus aplicaciones en la F´ısica del Estado So´lido, los Condensados
de Bose-Einstein (BECs), Superfluidos, Superconductividad, Cosmolog´ıa, Dina´mica
Molecular, entre otras [Lopez-Aguayo et al., 2014].
Se define un vo´rtice solito´nico como una solucio´n de una ecuacio´n de onda definida
en un dominio de dos dimensiones caracterizado por la presencia de una singularidad
de fase (dislocaciones localizadas). Si el vo´rtice tiene simetr´ıa circular, entonces so´lo
cuenta con una singularidad localizada en el eje de simetr´ıa. Por otro lado, se ha
comprobado experimentalmente la existencia de vo´rtices o´pticos con simetr´ıa discreta,
o vo´rtices discretos (DVs), en medios perio´dicos como soluciones solito´nicas de una
ecuacio´n de onda no lineal como la ecuacio´n NLS [Kivshar and Agrawal, 2003].
El objetivo principal de este trabajo ha sido investigar nume´rica y anal´ıticamente
la dina´mica de vo´rtices solito´nicos asime´tricos como soluciones de la ecuacio´n NLS,
comparando la respueta de un medio local y uno no local. Para el caso local se tomo´
el medio Kerr y para el caso no local se considero´ una funcio´n de respuesta del tipo
exponencial Gaussiana, esto se hizo utilizando la aproximacio´n variacional de Ray-
leigh–Ritz desarrollada por Anderson.
Seguidamente, siendo la aproximacio´n variacional de las coordenadas colectivas no
ma´s que un me´todo semi-anal´ıtico aplicado a un problema no integrable, el objetivo
final fue buscar la confirmacio´n de las soluciones optimizadas predichas a trave´s del
ana´lisis de los resultados de un estudio nume´rico que integre directamente la ecuacio´n
NLS correspondiente. Aqu´ı hay que hacer e´nfasis en que estas soluciones tambie´n se
fundamentan en aproximaciones, esta vez de ı´ndole nume´rica, la ausencia en ellas de
las caracter´ısticas y/o limitaciones de una funcio´n de prueba sirve para validar, o no,
los resultados obtenidos, los cuales esta´n basados en la suposicio´n de la conservacio´n
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de la funcio´n propuesta, que se definio´ para este estudio como




exp[i(mθ + iα cos θ)],
donde ψ es el campo o´ptico complejo, A es la amplitud del vo´rtice, B es el ancho, α es
un factor de asimetr´ıa, m es la carga topolo´gica, r es la coordenada radial y θ es el
a´ngulo azimutal. Aqu´ı, el factor de asimetr´ıa nos devuelve un vo´rtice sime´trico en el
caso α = 0 y nos interesa estudiar su comportamiento para diferentes valores.
El me´todo nume´rico escogido para el estudio fue el Split-Step de Fourier, dada la
inherente relacio´n que guarda con los problemas de naturaleza ondulatoria y la fa-
cilidad con la cual todas las ecuaciones NLS se pueden reescribir en forma de operadores.
Estructura del trabajo
Cap´ıtulo 1, O´ptica no Lineal y Solitones: En este primer cap´ıtulo se explora el
concepto de solito´n y sus caracter´ısticas primordiales, esto junto a los modelos
matema´ticos de los cuales emerge el te´rmino solito´n. Adema´s se definen los tipos
de entes solito´nicos y algunas de sus aplicaciones en distintas ramas de la F´ısica.
Cap´ıtulo 2, Aproximacio´n Variacional: Aqu´ı se presentan las generalidades del
me´todo variacional cla´sico y sus aplicaciones en problemas f´ısicos, as´ı mismo,
se muestra la utilidad de utilizar una aproximacio´n variacional a problemas no
lineales, en especial para encontrar soluciones optimizadas de la ecuacio´n no lineal
de Schro¨dinger y sus variantes.
Cap´ıtulo 3, Me´todos Nume´ricos: Se presenta el Me´todo Nume´rico Variacional
para la bu´squeda de los para´metros de estabilidad de las soluciones de la ecuacio´n
no lineal de Schro¨dinger, tambie´n se presenta el me´todo Split-Step de Fourier
para el ana´lisis nume´rico de la propagacio´n de las soluciones optimizadas.
Cap´ıtulo 4, Resultados y Discusio´n: En este cap´ıtulo se presentan los resultados
obtenidos y se realiza la discusio´n de los mismos. Podemos diferenciar la aplicacio´n
de la aproximacio´n variacional anal´ıticamente para el caso Kerr y la implementa-
cio´n del Me´todo Nume´rico Variacional para un caso no local, as´ı mismo obtenemos
diversas simulaciones de propagaciones de las soluciones encontradas.
Cap´ıtulo 5, Conclusiones y Recomendaciones: Finalmente, se presentan las prin-
cipales conclusiones de este Trabajo de Graduacio´n, haciendo e´nfasis en la com-
paracio´n entre los resultados aqu´ı obtenidos con los expuestos por otros autores.




O´ptica no Lineal y Solitones
...Schro¨dinger y yo ten´ıamos una gran apreciacio´n de la belleza matema´tica, y esta
apreciacio´n dominaba todo nuestro trabajo. Fue una especie de acto de fe suponer que
cualquier ecuacio´n que describa las leyes fundamentales de la Naturaleza debe tener tal
belleza. Era como una religio´n para nosotros, una muy rentable, y puede considerarse la
base de gran parte de nuestro e´xito.
Paul Dirac




Como primer punto, hay que aclarar que no hay una definicio´n formal del te´rmino
solito´n, se toman ciertas acepciones dependiendo del a´rea de la F´ısica que se este´
trabajando. Por simplicidad, definimos a un solito´n de forma general como: “una onda
solitaria que se propagada en un medio no lineal sin sufrir una deformacio´n considerable
durante su evolucio´n temporal”. De aqu´ı que consideremos a un solito´n como una
onda meca´nica que se comporta como part´ıcula al estar bajo ciertas condiciones de no
linealidad.
En el contexto de la O´ptica no Lineal, los solitones se clasifican como temporales o
espaciales, dependiendo de si el confinamiento de la onda electromagne´tica (en este
caso, luz) ocurre en el tiempo o el espacio, durante la propagacio´n. Los solitones tem-
porales representan pulsos o´pticos que mantienen su forma, mientras que los solitones
espaciales representan haces autoguiados que permanecen confinados en las direcciones
transversales ortogonales a la direccio´n de propagacio´n. Ambos tipos de solitones
evolucionan a partir de un cambio no lineal en el ı´ndice de refraccio´n de un material
o´ptico inducido por la intensidad del campo ele´ctrico.
La dependencia de la intensidad del ı´ndice de refraccio´n conduce al auto-enfoque
espacial (o auto-desenfoque) y a la modulacio´n de auto-fase temporal (SPM), los dos
principales efectos no lineales que son responsables de la formacio´n de solitones o´pticos.
Un solito´n espacial se forma cuando la no linealidad contrarresta la difraccio´n y la
invarianza del haz es producida en alguna coordenada espacial. Por el contrario, es
el SPM el que contrarresta el ensanchamiento inducido por dispersio´n natural de un
pulso o´ptico y conduce a la formacio´n de un solito´n temporal. En ambos casos, el pulso
o el haz se propaga a trave´s de un medio sin cambios en su forma y se dice que es
auto-localizado o auto-atrapado [Kivshar and Agrawal, 2003].
Los solitones o´pticos pueden existir en la forma de objetos en una dimension (1D) o
multi-dimensionales. Los solitones temporales uni-dimensionales en fibras o´pticas con
una no linealidad cu´bica (Kerr) fueron predichos por Hasegawa y Tappert [Hasegawa
and Tappert, 1973], y observados experimentalmente por Mollenauer, Stolen, y Gordon
[Mollenauer et al., 1980], mientras los solitones estables en el dominio espacial fueron
observados por primera vez en gu´ıas de ondas planas por Maneuf, Desailly y Froehly
[Maneuf et al., 1988]. Las ondas solitarias espaciales en dos dimensiones (2D) fueron
observadas por primera vez en cristales fotorrefractivos, que presentan una no linealidad
saturable (materiales en los que el ı´ndice de refraccio´n cambia de manera proporcional
al inverso de la intensidad, por lo que la no linealidad satura en cierto rango de potencia,
y no sigue creciendo indefinidamente.) [Duree Jr et al., 1993], y en un medio o´ptico
con una no linealidad cuadra´tica [Torruellas et al., 1995]. En el presente trabajo nos
enfocaremos en solitones espaciales 2D.
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1.2 Solitones espaciales
Para comprender por que´ los solitones espaciales pueden formarse en un medio no
lineal de autoenfoque, consideramos primero co´mo la luz esta´ confinada por gu´ıas de
ondas o´pticas. Los haces o´pticos tienen una tendencia innata a difractarse a medida
que se propagan en cualquier medio homoge´neo. Sin embargo, esta difraccio´n puede
compensarse utilizando la refraccio´n si el ı´ndice de refraccio´n del material aumenta en
la regio´n transversal ocupada por el haz. Tal estructura se convierte en una gu´ıa de
onda o´ptica y limita la luz a la regio´n de alto ı´ndice de refraccio´n al proporcionar un
equilibrio entre la difraccio´n y la refraccio´n. La propagacio´n de la luz en una gu´ıa de
onda o´ptica se describe mediante una ecuacio´n de onda lineal pero no homoge´nea cuya
solucio´n proporciona un conjunto de modos guiados que son eigen-modos localizados
espacialmente del campo o´ptico en la gu´ıa de onda que conservan su forma y satisfacen
todas las condiciones de contorno [Kivshar and Agrawal, 2003].
La Figura 1.1 muestra esquema´ticamente como una haz o´ptico puede crear su
propia gu´ıa de onda y ser atrapado por e´sta. El haz de entrada se difracta en baja
potencia pero forma un solito´n espacial cuando su intensidad es lo suficientemente
grande para crear una gu´ıa de onda autoinducida por el cambio del ı´ndice de refraccio´n.
Figura 1.1: Ilustracio´n esquema´tica de la analog´ıa de la lente para solitones espaciales. a) La difraccio´n
actu´a como una lente co´ncava mientras que b) el medio no lineal actu´a como una lente convexa. c) Se
forma un solito´n cuando las dos lentes se equilibran entre s´ı de manera que el frente de fase permanece
plano. Figura tomada de [Kivshar and Agrawal, 2003].
La principal ecuacio´n que gobierna la evolucio´n de campos o´pticos en un medio no
lineal es conocida como la ecuacio´n no lineal de Schro¨dinger (NLS) [Ablowitz et al.,





+ β∇2⊥ψ + F (|ψ|2)ψ = 0, (1.1)
donde ψ es el frente que se propaga en la direccio´n z, β representa los efectos de disper-
sio´n que el medio de propagacio´n genera, ∇2⊥ es el operador laplaciano transversal y F
es una funcio´n que representa la no linealidad del medio con la condicio´n que F (0) = 0 .
Aqu´ı podemos hacer una divisio´n entre la respuesta del medio, esta puede ser local
o no local. Para el caso local podemos considerar diferentes tipos de no linealidades,
las cuales se pueden modelar matema´ticamente como [Biswas and Konar, 2006]:
Ley de Kerr: el cambio del ı´ndice de refraccio´n, fuera de una resonancia, debido
a un campo ele´ctrico de fuerte intensidad resultando en la distorsio´n de las
nubes electro´nicas mas ajenas del nu´cleo, se modela como F (s) = s. En este
caso, la ecuacio´n NLS es integrable por un me´todo llamado la Dispersio´n de
transformacio´n inversa, muchas de las fibras o´pticas disponibles comercialmente
obedecen esta ley.
Ley de Potencias: F (s) = sp, no linealidad exhibida en muchos materiales
semiconductores. Aqu´ı, es necesario que se cumpla 0 < p < 2 para evitar el
colapso de las ondas.
Ley Parabo´lica: F (s) = s+ νs2, esta ley tambie´n es conocida como la ley de no
linealidad cu´bica-quinta y es utilizada principalmente para describir la interaccio´n
entre ondas de Langmuir1 y electrones en cristales semiconductores.
Ley de saturacio´n: F (s) = λs1+λs , esta ley con λ > 0 describe con precisio´n la
variacio´n de la constante diele´ctrica de los vapores de gas a trave´s de los cuales
se propaga un haz la´ser [Cabrera et al., 2007].
Para los medios no locales, la respuesta del medio en un punto dado no solo depende
de la intensidad del pulso o´ptico en ese punto, sino que tambie´n esta´ determinada por
la intensidad del pulso o´ptico en su vecindad [Jia and Lin, 2012].
Segu´n la relacio´n entre la respuesta del medio y el ancho de la intensidad del haz,
el grado de no-localidad puede ser dividido en tres tipos:
De´bilmente no local, en este caso encontramos como caso particular la ley de
Kerr.
No localidad general.
Fuertemente no local, aqu´ı se han propuesto numerosos estudios y se generan
los llamados “solitones accesibles” que permiten soluciones lineales del Oscilador
Armo´nico 2D [Snyder and Mitchell, 1997].
1Oscilasciones de plasma.
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La propagacio´n de los haces o´pticos en medios no lineales no locales (1 + 2)-
dimensiones- se rige por la ecuacio´n no lineal de Schro¨dinger no local (NNLS) [Yaki-




+ β∇2⊥Ψ + Ψ
∫
R(r− r′)|Ψ(r′, z)|2 d2r′ = 0, (1.2)
donde R es la funcio´n de respuesta espacial sime´trica real normalizada del medio. Para
el caso R(r) = δ(r) obtenemos el caso lineal Kerr.
1.2.1 Ley de no linealidad de Kerr
Las ecuaciones de Maxwell pueden ser usadas para obtener la siguiente ecuacio´n
de onda para el campo ele´ctrico asociado con una propagacio´n de onda o´ptica en un










donde c es la velocidad de la luz en el vac´ıo y ε0 es la permitividad del vac´ıo. La
polarizacio´n inducida P consiste de dos partes tales que
P(r, t) = PL(r, t) + PNL(r, t), (1.4)
donde la parte lineal PL y la parte no lineal PNL esta´n relacionadas con el campo




χ(1)(t− t′) · E(r, t′) dt′, (1.5)
PNL(r, t) = ε0
∫ ∫ ∫ ∞
−∞
χ(3)(t− t1, t− t2, t− t3)
× E(r, t1)E(r, t2)E(r, t3) dt1dt2dt3 (1.6)
donde χ(1) y χ(3) son los tensores de susceptibilidad de primer y tercer orden, respecti-
vamente. Estas relaciones son va´lidas en la aproximacio´n dipolar bajo la asuncio´n que
la respuesta del medio es local.
En general, la ecuacio´n (1.6) es muy complicada, as´ı que se considera que la
respuesta del medio es instanta´nea, tal que la dependencia de χ(3) en el tiempo este´
dada por el producto de tres funciones delta de la forma δ(t− t1), as´ı la ecuacio´n (1.6)
se reduce al producto tensorial
PNL(r, t) = ε0χ(3)E(r, t)E(r, t)E(r, t). (1.7)
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La expresio´n (1.7) se puede simplificar au´n ma´s si el campo o´ptico mantiene su
polarizacio´n a largo de la propagacio´n, de manera que una aproximacio´n escalar puede
ser usada. Adema´s, se considera al campo o´ptico como cuasi-monocroma´tico, as´ı que
podemos escribir el campo ele´ctrico en la forma
E(r, t) = xˆ2 [E(r, t) exp(−iω0t) + c.c.], (1.8)
donde ω0 es la frecuencia portadora, en torno a la cual el espectro de frecuencias
presentes en el paquete se encuentra altamente concentrado debido a la condicio´n de
monocromaticidad, es decir, ω0  ∆ω, xˆ es el vector unitario de polarizacio´n, E(r, t),
es una funcio´n que var´ıa lentamente con el tiempo, y c.c. es el complejo conjugado del
campo o´ptico.
Los componentes de polarizacio´n PL y PNL pueden ser expresados en una forma
similar. Cuando la ecuacio´n (1.8) se sustituye en la ecuacio´n (1.7) se obtiene
PNL(r, t) ≈ ε0εNLE(r, t), (1.9)






La parte lineal de la polarizacio´n puede ser escrita de la ecuacio´n (1.5) como
PL(r, t) = ε0ξ(1)xxE. (1.11)
De hecho, las partes lineal y no lineal se pueden combinar para obtener una expresio´n
para la constante diele´ctrica , que se relaciona con el ı´ndice de refraccio´n modificado n˜
y el de absorcio´n α˜ [Agrawal, 2000]
ε(ω) =
[




n˜(ω, |E|) = n0(ω) + n2|E|2. (1.13)
La relacio´n (1.13) viene de la definicio´n del efecto Kerr o´ptico, en el cual el ı´ndice
de refraccio´n total del medio n˜ experimenta una variacio´n neta sobre el ı´ndice natural
y lineal debido a las oscilaciones no armo´nicas de los electrones ligados del material,
lo cual constituye la respuesta no lineal y adiaba´tica (instanta´nea) del medio a la
intensidad del campo aplicado (i.e. proporcional al cuadrado de su mo´dulo), aqu´ı el
coeficiente n2 es conocido como el coeficiente de Kerr, determinado a partir de la suscep-
tibilidad ele´ctrica de tercer orden del medio [Agrawal, 2000, Kivshar and Agrawal, 2003].
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Dependiendo del signo del coeficiente n2 el haz puede experimentar el efecto de
desenfoque de lente (n2 < 0) o enfoque de lente (n2 > 0), en el u´ltimo caso el haz
creara´ una gu´ıa de onda auto inducida en el medio.
La ecuacio´n (1.3) puede resolverse utilizando
E = A(X, Y )exp(iβ0Z), (1.14)
donde A(X,Z) describe la envolvente de evolucio´n del haz y β0 = κ0n0 = 2pin0/λ es
la constante de propagacio´n en te´rminos de la longitud de onda o´ptica λ = 2pic/ω0; la












+ 2β0κ0n2|E|2A = 0, (1.15)
en donde la segunda derivada con respecto a Z ha sido despreciada, debido a que la
envolvente A se asume que var´ıa con Z en una escala mucho ma´s grande que la longitud




Es conveniente la introduccio´n de variables adimensionales
x = X/ω0, y = Y/ω0, z = Z/Ld, u = (κ0)1/2A, (1.17)
donde Ld = β0ω20 es la longitud de difraccio´n, en te´rminos de estas variables, la ecuacio´n












± γ|u|2u = 0, (1.18)
donde la eleccio´n del signo depende del para´metro no lineal γ ∝ n2. Aqu´ı el problema
es que el me´todo de dispersio´n inversa no es aplicable, por lo tanto se hace uso de
me´todos semi-anal´ıticos para encontrar soluciones aproximadas.
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1.2.2 No localidad
En te´rminos generales, un medio es no local cuando su respuesta a una excitacio´n
no es nula en puntos donde la excitacio´n es cero, es decir, la funcio´n de respueta tiene
un ancho finito2. La no localidad juega un rol importante en muchas a´reas de la F´ısica
no Lineal, estre ellas la F´ısica de Plasmas [Pecseli and Rasmussen, 1980], Condensados
Bose-Einstein [Pedri and Santos, 2005], Meca´nica de Fluidos [Va´n and Fu¨lo¨p, 2005]
y O´ptica [Snyder and Mitchell, 1997]. Una respuesta espacial no local puede afectar
en gran medida la propagacio´n de ondas no lineales, por ejemplo la estabilizacio´n de
haces auto-gu´ıados en dos dimensiones o estructuras ma´s complejas (estructuras en 3
dimensiones) [Snyder and Mitchell, 1997, Nikolov et al., 2004].
La naturaleza y el grado de no localidad depende sustancialmente del material de
intere´s, cabe mencionar los materiales fotorrefractivos [Segev et al., 1992] y cristales
l´ıquidos [Peccianti et al., 2000]. En o´ptica no lineal diele´ctrica, la excitacio´n es produ-
cida por el campo ele´ctrico y la respuesta es la polarizacio´n no lineal PNL.
Como caso de estudio consideremos la ecuacio´n que gobierna la propagacio´n de un
campo ele´ctrico en un material isotro´pico [Alberucci and Assanto, 2007]
∇2E + κ20n2E = 0, (1.19)
donde el ı´ndice de refraccio´n n depende de las coordenadas espaciales y de la intensidad,
y el nu´mero de onda en el vac´ıo se define como κ0 = 2pi/λ0. Considerando una
polarizacio´n lineal para E y haciendo E = Aeiκ0n0z eˆ, donde z es la coordenada de
propagacio´n y n0 el ı´ndice de refraccio´n lineal, podemos aplicar una aproximacio´n




+∇2⊥A+ κ20(n2 − n20)A = 0. (1.20)
Podemos considerar los te´rminos no lineales como perturbaciones con respecto a los
lineales, y definir (n2−n20) ≈ 2n0∆n, con ∆n(r, I) = n−n0. Para un medio homoge´neo
se puede tomar que ∆n no depende explicitamente de las coordenadas espaciales, as´ı




+∇2⊥A+ 2κ20n0∆n(I)A = 0. (1.21)
Podemos introducir las variables adimensionales
x = 2X/κ0, y = 2Y/κ0, z = Z/β0, u = (κ0)1/2A,
2Este ancho da la medida del grado de no localidad del medio
8





+∇2⊥u+ ∆nu = 0. (1.22)
Tambie´n podemos asumir que la relacio´n entre la intensidad I y el ı´ndice perturba-






R(r− r′)|u(r′, z)|2 dr′, (1.23)
donde z y r = (x, y) son las distancias de propagacio´n y el vector de posicio´n transver-
sal, respectivamente, y R(r− r′) es la funcio´n de respuesta del medio considerado.
En el l´ımite cuando la funcio´n de respuesta es una funcio´n delta R(r−r′) = δ(r−r′),
la no linealidad es proporcional a la distribucio´n de intensidad y recuperamos el caso
l´ımite local, como ya se hab´ıa mencionado anteriormente.
Tambie´n se puede considerar otro caso l´ımite, cuando la funcio´n de respuesta
es mucho ma´s ancha que la distribucio´n de intensidad, entonces la no linealidad es
proporcional a la funcio´n de respuesta, F (I) = PR(r), donde P es la potencia del haz.
Este es el caso altamente no local, donde la ecuacio´n que gobierna la evolucio´n del
pulso se vuelve lineal con un potencial dado y podemos trabajarla como un oscilador
armo´nico cua´ntico, admitiendo soluciones del tipo solito´n accesibles, conocidos as´ı
por admitir un modelo teo´rico lineal, sin embargo, esto so´lo representa un caso ideal
[Snyder and Mitchell, 1997].
Existen muchas posibilidades de funciones de respuesta, en general, depende de la
situacio´n f´ısica a tratar para elegir una u otra. Esta funcio´n debe ser real, sime´trica,




Cuando estaba en secundaria, mi profesor de f´ısica —cuyo nombre era Mr. Bader— me
llamo´ un d´ıa despue´s de la clase de f´ısica y me dijo: “Te ves aburrido; quiero decirte
algo interesante ”. Luego me dijo algo que me parecio´ absolutamente fascinante y, desde
entonces, siempre me ha parecido fascinante. Cada vez que surge el tema, trabajo en
ello. De hecho, cuando comence´ a preparar esta clase me encontre´ haciendo ma´s ana´lisis
sobre el tema. En lugar de preocuparme por la clase, me involucre´ en un nuevo
problema. El tema es este: el principio de mı´nima accio´n.




2.1.1 Ecuacio´n de Euler-Lagrange
El ca´lculo de variaciones implica problemas en los que la cantidad a minimizar
(o maximizar) aparece como una integral estacionaria, una funcional 1, porque una
funcio´n y(x, α) necesita ser determinada a partir de una clase descrita por un para´metro




f(y, yx, x)dx. (2.1)
Aqu´ı J es la cantidad que toma un valor estacionario. Bajo el signo integral, f es
una funcio´n conocida de las variables x y α indicadas, como son y(x, α), yx(x, α) ≡
∂y(x, α)/∂x, pero la dependencia de y en x (y α) todav´ıa no se conoce; es decir, y(x)
es desconocida.
Figura 2.1: Caminos posibles vecinos. Figura tomada de [Arfken and Weber, 2005]
Nuestro propo´sito es encontrar una funcio´n, que es un camino en el plano x− y
entre los puntos (x1, y1) y (x2, y2), que hace la funcional J [y(x)] un extremo. En la
Figura 2.1 hemos mostrado dos posibles caminos; sin embargo, hay una infinidad de
caminos posibles. La diferencia de estos caminos del camino elegido es llamada la
variacio´n de y, y se muestra como δy. Como δy depende de la posicio´n, usamos η(x)
para la dependencia de la posicio´n. Los caminos ma´s cercanos al camino elegido pueden
ahora ser parametrizados en te´rminos de α y η(x) como:





1Se llaman funcionales a las magnitudes variables cuyos valores se determinan mediante la eleccio´n de una
o varias funciones.
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son te´rminos que despreciamos de segundo orden de α.
Podemos ahora, expresar δy como
δy = y(x, α)− y(x, 0) = αη(x), (2.3)




f [y(x, α), yx(x, α), x]dx. (2.4)





En este ana´lisis asumimos que η(x) es una funcio´n diferenciable y las variaciones
en los puntos finales son cero, esto es,
η(x1) = η(x2) = 0. (2.6)
























= dη(x)dx . (2.9)








































Usando el hecho que la variacio´n en los puntos finales son cero, podemos escribir la









η(x)dx = 0. (2.12)
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Como la variacio´n η(x) es arbitraria, la u´nica manera de satisfacer la ecuacio´n







Esta es la llamada ecuacio´n de Euler-Lagrange, que puede ser expresada en otras
formas. La ecuacio´n de Euler-Lagrange es equivalente a la condicio´n de extremo del
funcional, δJ = 0: una implica la otra.
2.1.2 Presencia de ma´s de una variable dependiente
En la integral variacional si la funcio´n f depende de ma´s de una variable dependiente
y1(x), y2(x), y3(x), . . . , yn(x), (2.14)




f [y1(x), y2(x), . . . , yn(x), y1x(x), y2x(x), . . . , ynx(x), x]dx, (2.15)
donde yix = ∂yi∂x , i = 1, 2, . . . , n. Podemos ahora escribir pequen˜as desviaciones de los
caminos elegidos, yi(x, 0), que hace la funcional J un extremo como




, i = 1, 2, . . . , n. (2.16)
donde α es, de nuevo, un pequen˜o para´metro y la funcio´n ηi(x) es independiente. Otra
vez tomamos la variacio´n en los puntos finales como cero:
ηi(x1) = ηi(x2) = 0. (2.17)













dx = 0. (2.18)
Integrando el segundo te´rmino por partes y usando el hecho que en los puntos











ηi(x)dx = 0. (2.19)
Como las variaciones ηi(x) son independientes, esta ecuacio´n se satisface solamente






= 0, i = 1, 2, . . . , n. (2.20)
Ahora tenemos un sistema de n ecuaciones de Euler-Lagrange que es resuelto
simulta´neamente pora las n variables dependientes. Un importante ejemplo de este tipo
de problemas variacionales es la formulacio´n Lagrangiana de la meca´nica cla´sica.
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2.1.3 Presencia de ma´s de una variable independiente
Algunas veces el integrando f de la ecuacio´n 2.1 contendra´ una funcio´n desconocida,
u, que es una funcio´n de varias variables independientes, u = u(x, y, z), para el caso
tridimensional, por ejemplo. As´ı, la ecuacio´n 2.1 sera´
J =
∫∫∫
f [u, ux, uy, x, y, z]dx dy dz, (2.21)
con ux = ∂u∂x , y as´ı para las dema´s. El problema variacional es encontrar la funcio´n
u(x, y, z) tal que J es un extremo,





Generalizando la seccio´n 2.1.1, tenemos





ux(x, y, z, α) = ux(x, y, z, 0) + αηx. (2.24)
Similarmente para uy y uz. Diferenciando la integral de 2.21 con respecto al


















dx dy dz = 0. (2.25)
Ahora, integrando los te´rminos ( ∂f
∂ui
)ηi por partes. La parte integrada se anula en
















η(x, y, z) dx dy dx = 0. (2.26)
Ya que la variacio´n η(x, y, z) es arbitraria, el te´rmino en el pare´ntesis se esta-


















2.1.4 Presencia de ma´s de una variable independiente y de-
pendiente
En general, si la funcio´n f depende de tres variables dependientes y tres variables
independientes como
f = f [p, px, py, pz, q, qx, qy, qz, r, rx, ry, rz, x, y, z]. (2.28)
Procedemos parametrizando la variacio´n en te´rminos de tres para´metros escalares
α, β y γ como















Ahora, las funciones p, q y r que extremizan J =
∫∫∫
fdx dy dz sera´ obtenido de las














































Si tenemos ma´s de tres variables dependientes y tres independientes, podemos usar
yi para denotar las variables dependientes y xj para las variables independientes y
















2.2 Principio de Mı´nima Accio´n (Hamilton)
La formulacio´n ma´s general de la ley del movimiento de los sistemas meca´nicos
es el principio de mı´nima accio´n (o de Hamilton). Segu´n este principio, todo sistema
meca´nico esta´ caracterizado por una funcio´n definida: L(q, q˙, t) , y el movimiento del
sistema satisface la siguiente condicio´n: Supongamos que en los instantes t = t1 y t = t2
el sistema ocupa posiciones dadas, caracterizadas por los dos conjuntos de valores de





L(q, q˙, t) dt, 2 (2.33)
tome el menor valor posible.
La funcio´n L se llama Lagrangiana del sistema, y la integral (2.33), la accio´n. La
funcio´n de Lagrange no contiene ma´s que q y q˙, y no las derivadas superiores, eso es
debido al hecho que el estado meca´nico de un sistema esta´ completamente definido por
sus coordenadas y sus velocidades.
Establezcamos ahora las ecuaciones diferenciales que determinan el mı´nimo de la
integral (2.33). Por simplicidad empecemos suponiendo que el sistema no tiene ma´s
que un so´lo grado de libertad, de manera que hace falta determinar una sola funcio´n
q(t). Sea precisamente q = q(t) la funcio´n para la cual S es un mı´nimo. Esto significa
que S crece cuando se sustituye q(t) por una funcio´n cualquiera
q(t) + δq(t), (2.34)
donde δq(t) es una funcio´n que es pequen˜a en todo el intervalo de t1 a t2 (se le llama
variacio´n de la funcio´n q(t)). Puesto que para t = t1 y t = t2 todas las funciones (2.34)
deben tomar los mismos valores q1 y q2, se tiene:
δq(t1) = δq(t2) = 0. (2.35)
Lo que var´ıa S cuando se reemplaza q por q + δq esta´ dado por:∫ t2
t1
L (q + δq, q˙ + δq˙, t) dt−
∫ t2
t1
L (q, q˙, t) dt,
El desarrollo en serie de esta diferencia en potencias de δq y δq˙ comienza por
te´rminos de primer orden. La condicio´n necesaria de mı´nimo (en general extremo) de S





L (q, q˙, t) dt = 0, (2.36)
2Aqu´ı utilizaremos una notacio´n ma´s acorde a los f´ısicos, con el punto indicando derivada con respecto a t.
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dt = 0. (2.37)




















En virtud de las condiciones (2.35), el primer te´rmino de esta expresio´n desaparece.
Queda una integral, la cual debe anularse para todo valor de δq. Esto es solamente








Esta ecuacio´n es ide´ntica a la ecuacio´n (2.13) obtenida en la subseccio´n 2.1.1.
Si hay varios grados de libertad, las s funciones diferentes qi(t) deben variar










Esta ecuacio´n tambie´n fue desarrollada en la subseccio´n 2.1.2. Estas son las ecua-
ciones diferenciales buscadas (ecuaciones de Euler-Lagrange).
2.3 Aproximacio´n Variacional en teor´ıa de Solito-
nes
Las aproximaciones variacionales (AV) para el estudio de solitones en fibras o´pticas
fueron introducidas por el trabajo pionero de Anderson [Anderson, 1983b], as´ı mismo,
ese art´ıculo fue la base para el ra´pido desarrollo de me´todos anal´ıticos para tratar
problemas de la f´ısica no lineal basados en aproximaciones variacionales. El me´todo
AV se basa en utilizar funciones de prueba (ansatz) y el proceso de optimizacio´n
Rayleigh-Ritz. Consideremos la reformulacio´n variacional para ecuaciones que modelan




= P [ψ], (2.41)
17
donde P [ψ] denota un operador de evolucio´n no lineal. En muchas situaciones, la
ecuacio´n (2.41) puede ser considerada como la ecuacio´n variacional de Euler-Lagrange
correspondiente a la densidad Lagrangiana L = L(ψ, ∂ψ
∂z
,∇ψ, ...). Esto implica que la
ecuacio´n (2.41) es equivalente al problema variacional
δ
∫ ∫
L dz dr =
∫ ∫ δL
δψ
δψ dz dr = 0. (2.42)
De la ecuacio´n (2.42) podemos deducir que δL
δψ
= 0, por lo que la funcio´n que
hace estacionaria la funcional variacional es tambie´n solucio´n de la correspondiente
ecuacio´n de evolucio´n no lineal. Ahora debemos elegir un ansatz ψ(z, r) de forma que
este´ definido en te´rminos de ciertos para´metros, pj que caracterizan las propiedades
cruciales de la solucio´n, como: amplitud, ancho espacial, variacio´n de la fase, etc.
Los para´metros de nuestro ansatz sera´n funciones de la variable de propagacio´n, es
decir pj = pj(z). Ahora debemos sustituir nuestra funcio´n de prueba en la integral
variacional, se realizan las integrales espaciales y se reduce a un problema variacional
“reducido” para los para´metros pj(z):
δ
∫ ∫
L dz dr = δ
∫
Ldz. (2.43)









= 0, j = 1, 2, .... (2.44)
El conjunto de ecuaciones (2.44), es un conjunto de ecuaciones diferenciales ordina-
rias que nos dan una descripcio´n simplificada de la solucio´n. Ahora consideremos la





= β∇2⊥ψ + κ|ψ|2ψ, (2.45)
donde β es el te´rmino de dispersio´n y κ es la modulacio´n de fase no lineal. Esta
ecuacio´n puede ser resuelta anal´ıticamente en una dimensio´n para condiciones iniciales
arbitrarias usando la te´cnica de dispersio´n inversa [Anderson et al., 2001].









− β|∇ψ|2 + κ2 |ψ|
4. (2.46)
Ahora debemos elegir una funcio´n de prueba como solucio´n de la ecuacio´n (2.46),
asi que tomamos una solucio´n de vo´rtice estacionario en coordenadas cil´ındricas como
ψ(x, y, z) = ρ(r) exp(imθ − iδz), donde m denota la carga topolo´gica, al sustituirlo en
(2.46) obtenemos















La funcio´n de prueba cumple con las condiciones asinto´ticas que cuando r → 0 y
r →∞, entonces ρ = tanhm(ar) con a la amplitud. Sin embargo, cuando se introduce
esta expresio´n en la ecuacio´n (2.47), la correspondiente integral de cero a infinito diverge.





Tomando m = 1 y realizando las operaciones de integracio´n y la variacio´n de LR








Podemos hacer una comparacio´n entre los resultados obtenidos por la aproximacio´n
variacional para ρ y los obtenidos nume´ricamente, esto se ve en la Figura 2.2.
Figura 2.2: Comparacio´n entre las soluciones obtenidas utilizando la aproximacio´n variacional y un
me´todo nume´rico, aqu´ı se puede ver que la aproximacio´n hecha es bastante aceptable. Figura tomada
de [Anderson et al., 2001].
Los pasos principales para una aproximacio´n variacional en o´ptica no lineal se
resumen a continuacio´n:
Derivar una densidad lagrangiana para el sistema de intere´s.
Sustituir una funcio´n de prueba apropiada en la densidad Lagrangiana y realizar
las integrales sobre el dominio de intere´s.
19
Tomar variaciones con respecto a cada uno de los para´metros del funcio´n de
prueba en el promedio variacional Lagrangiano y deducir los para´metros de
optimizacio´n.
Los dos primeros pasos son los empleados en el me´todo cla´sico aproximado del
ca´lculo de variaciones, el me´todo de Rayleigh-Ritz. El tercer paso esta´ basado en el
principio de mı´nima accio´n (o de Hamilton) y se ha usado ampliamente en me´todos
perturbativos para ondas dispersivas no lineales [Whitham, 2011].
La AV siempre se basa, en gran medida, en la intuicio´n f´ısica en lugar de argu-
mentos matema´ticos rigurosos, y la relevancia de la aplicacio´n de una funcio´n de
prueba particular a un problema dado solo puede verificarse a posteriori comparan-
do los resultados con datos directos. La comparacio´n con simulaciones directas es
especialmente necesaria si se trata de un problema de estabilidad: si bien la forma
de un solito´n esta´tico puede ser fa´cilmente imitada por una funcio´n de prueba elegi-
da razonablemente, la aproximacio´n puede pasar por alto un modo de perturbacio´n
espec´ıfico que conduce a una inestabilidad del solito´n; adema´s, la AV puede a ve-
ces introducir una falsa inestabilidad que el solito´n en realidad no tiene [Malomed, 2002].
A pesar de sus inconvenientes, la AV resulta ser una te´cnica muy eficiente, ya que es,
de hecho, la u´nica aproximacio´n consistente que produce resultados anal´ıticos o semi-
anal´ıticos para modelos dina´micos complejos. En cuanto a la necesidad de verificar la
validez de los resultados en comparacio´n con las simulaciones directas, esto no devalu´a
la AV, ya que con frecuencia es suficiente realizar la comparacio´n en unos pocos valores
diferentes de los para´metros de control del problema. Si la comparacio´n en varios puntos
de referencia corrobora la aplicabilidad de la AV, entonces sus predicciones (semi-)
anal´ıticas son lo suficientemente confiables para describir los solitones en regiones




Como regla general, los sistemas de software no funcionan bien hasta que se han
utilizado, y han fallado repetidamente, en aplicaciones reales.
Dave Parnas
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3.1 Me´todo de Newton-Raphson
La idea general de resolver una ecuacio´n mediante un algoritmo iterativo o estimando
la solucio´n mediante la adicio´n de un te´rmino corrector ha sido empleada por muchas
culturas milenarias. As´ı, se puede clasificar al me´todo de Newton-Raphson como un
proceso iterativo que, en condiciones adecuadas, permite aproximar una solucio´n x∗
de una ecuacio´n no lineal f(x) (con derivada f ′(x)). Partiendo de una aproximacio´n
inicial x0 de la ra´ız x∗, el me´todo de Newton-Raphson define una sucesio´n [Chapra
and Canale, 2007]
xn+1 = xn − f(xn)
f ′(xn)
, n = 0, 1, 2, ... (3.1)
3.1.1 Me´todo multidimensional de Newton Raphson
Dado el sistema de ecuaciones
F1(x, y) = F1(x) = 0, (3.2)
F2(x, y) = F2(x) = 0, (3.3)
se asume una aproximacio´n de la solucio´n del sistema igual a
x(0) = (x0, y0). (3.4)
Segu´n el me´todo de Newton, debemos encontrar correcciones ∆x = (∆x,∆y),
definidas para las inco´gnitas , de modo que el vector
x(1) = x(0) + ∆x(0), (3.5)
sea la solucio´n que se busca. Desarrollando las funciones del lado izquierdo de las
ecuaciones (3.2) y (3.3), por medio de una serie de Taylor alrededor del vector conocido
x(0)






∆y + ... (3.6)






∆y + ... (3.7)
y sabiendo que x es la solucio´n de las ecuaciones (3.2) y (3.3), entonces Fi(x) = 0.













∆y = −F2(x(0)). (3.9)
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esto lo podemos expresar en forma vectorial como
J(x(0)) ·∆x(0) = −F (x(0)). (3.10)
Ahora, ∆x(0) representa la mejora de la aproximacio´n x(0) con respecto a la solucio´n
x. Podemos generar un proceso iterativo al repetir la aproximacio´n para x(1), x(2) hasta
x(k), por lo que obtenemos lo que se conoce como me´todo de Newton multidimensional
J(x(k)) ·∆x(k) = −F (x(k)), (3.11)
donde
∆x(k) = x(k+1) − x(k).
Al igual que cualquier me´todo de punto fijo, se hace uso de una condicio´n para
detener el ca´lculo computacional, en este caso se define como∥∥∥x(k+1) − x(k)∥∥∥
‖x(k+1)‖ < , (3.12)
donde  es el valor de tolerancia ma´xima definida para el ca´lculo.
3.1.2 Me´todo Nume´rico Variacional




+∇2⊥Ψ + F (|Ψ|2)Ψ = 0. (3.13)
Esta ecuacio´n se puede reformular, mediante una aproximacio´n variacional, defi-









+ |∇Ψ|2 + FL(|Ψ|2), (3.14)
donde FL(|Ψ|2) es el te´rmino anarmo´nico de la densidad lagrangiana que viene
dado por el u´ltimo te´rmino de la ecuacio´n (3.13). La complicacio´n surge al buscar
las ecuaciones de Euler-Lagrange, debido a que resulta dif´ıcil de resolver anal´ıticamente.
Una forma de solventar esta dificultad es utilizar el me´todo multivariable de
Newton-Raphson, para esto primero definimos los vectores














donde A1, A2, ..., An son los para´metros variacionales de intere´s, como la amplitud, el
ancho del haz, la frecuencia, etc. Adoptamos la funcio´n de prueba ΨA, seguido de
la integracio´n espacial de la ecuacio´n (3.14) para obtener el respectivo lagrangiano
efectivo1, L(A), como funcio´n de las variables An.
Utilizando la condicio´n ∇AL(A) = 0, para encontrar estados estacionarios aproxi-
mados de las ecuaciones de Euler-Lagrange, se deduce que la solucio´n para el me´todo
iterativo es
A(k+1) = A(k) −HL−1(A) · ∇AL(A), (3.15)













· · · ∂2L(A)
∂An∂A2





· · · ∂2L(A)
∂A2n
. (3.16)
Cabe mencionar que ni ∇AL(A) o HL(A) pueden ser determinados en una forma
anal´ıtica expl´ıcita. Por lo tanto, se ha desarrollado una manera de sobreponerse a
estas limitaciones, notando que para estimar ∇AL(A) y HL(A) usamos el me´todo de
Newton-Raphson arriba mencionado, as´ı mismo, podemos calcular numericamente
L(A) en mu´ltiples puntos en el espacio de variables An, separados por pequen˜os valores







∫ L(A+∆An) − L(A−∆An)
2∆An










Tenemos libertad de elegir el taman˜o de ∆An, pero es razonable elegirlo tres ordenes
de magnitud ma´s pequen˜o que la solucio´n estimada An [Duque et al., 2018]. Podemos
definir un algoritmo a seguir de la siguiente forma
1Tambie´n conocido como promedio variacional lagrangiano.
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Algoritmo 1 NVM
1: A(k) ← A0
2: for i← 1 to N do
3: ∇LAk ← ∂L(A)∂An
4: HLAk ← ∂
2L(A)
∂An∂Am
5: A(k+1) ← A(k) −HL−1(A) · ∇AL(A)
6: if ‖A
(k+1)−A(k)‖
‖A(k+1)‖ <  then
7: ir al paso 12
8: else




Una desventaja de este algoritmo, y de cualquiera que busque optimizar la ecuacio´n
NLS, es que la solucio´n trivial cero tambie´n satisface el procedimiento de optimizacio´n,
por lo que las iteraciones pueden converger a cero en algunos casos. Una forma simple,
pero efectiva, de evitar esto es seleccionar un nuevo punto de inicio con valores ma´s
altos de An. Tambie´n es necesario notar que, en el caso de la multiestabilidad, el
algoritmo puede encontrar diferentes soluciones coexistentes, la convergencia a una
espec´ıfica depende de la eleccio´n de la solucio´n inicial [Duque et al., 2018].
3.2 Me´todo Split-Step de Fourier (SSFM)
El SSFM es un me´todo pseudo-espectral que se puede implementar con relativa
sencillez para resolver problemas no lineales. Este me´todo se basa en el ca´lculo de
la solucio´n en pequen˜os pasos, los mismos que son discriminados entre lineales y no
lineales, adema´s que hace uso de la Transformada Ra´pida de Fourier (FFT) [Guano
et al., 2014].
El procedimiento de este algoritmo se basa en los dos siguientes principios [Chen
et al., 2012]:
Encontrar la solucio´n anal´ıtica de la parte lineal en el dominio del tiempo.
Resolver la parte no lineal en el dominio de la frecuencia mediante la FFT.
Para describir este algoritmo de propagacio´n en medios no lineales, es u´til reescribir
la ecuacio´n (1.1) en forma de operadores [Lopez-Aguayo et al., 2014]:
∂ψ
∂z
= [Dˆ + Nˆ ]ψ, (3.19)
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donde Dˆ = i∇2⊥ es el operador diferencial que representa el efecto de difraccio´n y
Nˆ = iF (|ψ|2) es el operador que representa la no linealidad del medio donde se propaga
el campo, cabe mencionar que hemos tomado β = 1. Adema´s, se impone como condicio´n
inicial
ψ0(x, y) = ψ(x, y, 0), (3.20)











La solucio´n de dicha ecuacio´n, utilizando notacio´n de operadores, esta dada por:




ψ(x, y, z), (3.22)
en donde Nˆ y Dˆ son operadores que no conmutan [Sinkin et al., 2003].
Asumiendo que el paso de propagacio´n h es muy pequen˜o, los operadores Dˆ y Nˆ
de la ecuacio´n (3.22) pueden aproximarse por





de tal forma que el operador exponencial ehNˆ actu´a sobre la funcio´n ψ(x, y, z) mien-
tras que el operador ehDˆ actu´a sobre todo el argumento. Lo hecho anteriormente es
equivalente a resolver la NLS tomando en cuenta primero so´lamente el efecto no lineal,
haciendo Dˆ = 0, para luego tomar so´lo en cuenta los efectos debidos so´lo a la difraccio´n
haciendo Nˆ = 0.
Finalmente la ecuacio´n (3.23) se resuelve como:











donde F y F−1 representan la transformada y transformada inversa de Fourier respec-
tivamente.
En resumen, al utilizar el me´todo de paso divido de Fourier, el campo ψ se propaga
una distancia pequen˜a h bajo la influencia u´nicamente del efecto no lineal, para despue´s
considerar u´nicamente los efectos debidos a la difraccio´n, repitie´ndose tal proceso hasta
alcanzar la distancia de propagacio´n requerida [Lopez-Aguayo et al., 2014]. Ahora, una
implementacio´n del algoritmo es la siguiente:
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Algoritmo 2 SSFM
1: ψ(n) ← ψ0
2: kx,y ← 2piLx,y (−N/2 : 1 : N/2− 1)
3: for i← 1 to M do
4: ψ(n+1/2) ← exp(ih)ψ(n)













8: ψ(n) ← ψ(n+1)
9: end for
10: return ψ(n)
La no conmutatividad de los operadores Dˆ y Nˆ no es la u´nica fuente de error
nume´rico en el ana´lisis por split-step de Fourier, si bien es la de mayor peso. Un
aspecto muy importante en la discusio´n de la precisio´n de la predicciones de este
me´todo es el relativo a su estabilidad nume´rica, la cual depende cr´ıticamente de un
apropiado acondicionamiento del problema a estudiar [Washburn, 2002, Sinkin et al.,
2003, Lopez-Aguayo et al., 2014].
En el caso de simulaciones de los problemas que emergen de las variadas formas
de la ecuacio´n NLS, el acondicionamiento apropiado de un problema dado se basa
principalmente en el uso de valores nume´ricos de las cantidades f´ısicas involucradas
lo ma´s precisos posible, con respecto a sus valores teo´ricos correspondientes, razo´n
por la cual se utiliza este me´todo en conjunto con la aproximacio´n variacional, para
obtener los para´metros que optimicen el pulso solito´nico. Estos para´metros definen la




Se puede decir: “En la investigacio´n, si sabes lo que esta´s haciendo, entonces no deber´ıas
hacerlo”. En cierto sentido, si la respuesta es exactamente lo que esperabas, entonces no
has aprendido nada nuevo, aunque es posible que haya aumentado tu confianza un poco.
Richard Hamming
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4.1 Medio local Kerr




+∇2⊥Ψ + |Ψ|2Ψ = 0, (4.1)
donde z es la variable temporal, ∇2⊥ es el Laplaciano transversal y Ψ determina la
evolucio´n del pulso.
Al hacer uso de la forma esta´ndar de la aproximacio´n variacional, aplicado a la









+ |∇⊥Ψ|2 + 12 |Ψ|
4. (4.2)
Si proponemos una solucio´n para la ecuacio´n (4.1) en coordenadas cil´ındricas de la
forma Ψ(x, y, z) = ψ(r, θ)eiλz y la sustituimos en (4.2) obtenemos
L = λ|ψ|2 + |∇⊥ψ|2 − 12 |ψ|
4. (4.3)
con λ siendo una constante de propagacio´n.
Como se menciono´ anteriormente, estamos interesados en la optimizacio´n de la
siguiente funcio´n de prueba:




exp[i(mθ + iα cos θ)], (4.4)























Tenemos que encontrar L =
∫ ∫ L r dr dθ, as´ı
L = λpiA
2B2m+2





Γ(m+ 1) + 1
m2






24m+3 I0(−4α)Γ(2m+ 1). (4.5)
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con Γ(·) y In(·), como la funcio´n Gamma y la funcio´n modificada de Bessel de orden
n, respectivamente.
De la ecuacio´n (4.5) podemos deducir las ecuaciones de Euler-Lagrange para los
















Γ(m+ 1) + 1
m2






















Γ(m+ 1) + 1
m2






24m+3 I0(−4α)Γ(2m+ 1) = 0. (4.7)
Multiplicando las ecuaciones (4.6) y (4.7) por A y B respectivamente, y despue´s de
realizar la operacio´n de resta, obtenemos
A2 = 2
3m+2λI0(−2α)Γ(m+ 1)
B2mI0(−4α)Γ(2m+ 1) . (4.8)
Segu´n la ecuacio´n (4.8) los para´metros variacionales de amplitud y ancho esta´n
relacionados, as´ı que se debe calcular uno en funcio´n del otro, esto muchas veces
presenta complicaciones, ya que debemos elegir un valor cercano al “verdadero” para
que la solucio´n converja al propagarla y se mantenga estable.
Por el primer teorema de Noether y la invariancia de la accio´n de la ecuacio´n
NLS (4.1) ante translaciones temporales y espaciales, las cantidades conservadas de
potencia, momento lineal, momento angular y Hamiltoniano, respectivamente, quedan




|ψ|2 d2r = piA
2B2m+2










































24m+3 I0(−4α)Γ(2m+ 1). (4.12)
Con todas las variables f´ısicas necesarias ya definidas es posible simular la propaga-
cio´n del vo´rtice solito´nico optimizado. Con la funcio´n de prueba (4.4) y la Ecuacio´n
(4.8), encontramos que los valores que optimizan el haz para m = 1 y α = 0.01 son
A = 104.9026 y B = 0.3102, en las Figuras 4.1 y 4.2 podemos ver la propagacio´n hasta
z = 0.5.
Figura 4.1: Vo´rtice asime´trico en un medio local Kerr para λ = 60, m = 1 y α = 0.01, existe
inestabilidad azimutal que produce la ruptura en filamentos del vo´rtice.
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Figura 4.2: Lo mismo que en la Figura 4.1, pero en un despliegue tridimensional.
En la Tabla 4.1 podemos ver los valores encontrados para la potencia, momento
lineal, momento angular y Hamiltoniano, con aproximacio´n a dos decimales para los
valores o´ptimos de amplitud y ancho, encontrados utilizando la ecuacio´n (4.8)
Tabla 4.1: Cantidades conservadas para diferentes perfiles optimizados (en unidades adimensionales
normalizadas).
A B m α Potencia Mom. lineal Mom. angular Hamilt.
104.90 0.31 1 0.01 80.03 3.23 830.03 1.02× 104
167.32 0.25 1 0.2 89.36 87.38 1.42× 103 3.42× 104
75.60 0.26 2 0.01 1.57 0.11 3.14 113.64
Como hemos corroborado con nuestras simulaciones nume´ricas, los vo´rtices solito´ni-
cos asime´tricos propuestos son altamente inestables en un medio local Kerr. Por lo
anterior, exploramos un mecanismo de estabilizacio´n, usando medios no locales.
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4.2 Medio no local




+∇2⊥Ψ + ΘΨ = 0, (4.13)
aqu´ı, Θ es el factor de no linealidad que nos proporciona el grado de no localidad,
consideramos el siguiente modelo [Yakimenko et al., 2006]
Θ(r) =
∫
R(r − r′) |Ψ(r′)|2d r′. (4.14)
donde R(r) es determinado por el tipo de interaccio´n no local con el medio, en general
presenta formas muy complicadas para diversos feno´menos f´ısicos, sin embargo, en el
presente trabajo consideraremos el modelo de exponencial Gaussiana, que se ajusta a
feno´menos ideales, la expresio´n es la siguiente









donde σ es un para´metro de no localidad, cuando σ → 0 regresamos al caso local Kerr.
La funcio´n R(r), conocida como funcio´n de respuesta del medio, se asume que es
real, sime´trica y satisface la condicio´n de normalizacio´n
∫
R(r) dr = 1. De una forma
similar que la Seccio´n 4.1, obtenemos la siguiente densidad lagrangiana
L = λ|ψ|2 + |∇⊥ψ|2 − |ψ|2
∫
R(r − r′) |ψ(r′)|2d r′. (4.16)
Junto a las ventajas del uso de la aproximacio´n variacional esta´n sus limitaciones
te´cnicas, ya que en muchos casos puede ser problema´tico realizar una integracio´n
anal´ıtica del Lagrangiano subyacente con la sustitucio´n de la funcio´n elegida, y la sub-
siguiente diferenciacio´n con respecto a los para´metros libres, con el objetivo de derivar
las ecuaciones de Euler-Lagrange (EL). En este trabajo, usamos el algoritmo mostrado
en el Cap´ıtulo 3 que permite un tratamiento nume´rico completo de la aproximacio´n
variacional basado en la optimizacio´n de Rayleigh-Ritz, superando de esta forma las
limitaciones impl´ıcitas en la forma de la funcio´n de respuesta.
Aqu´ı consideramos el vo´rtice mostrado en la Figura 4.3, para el cual encontramos
los valores o´ptimos de A = 77.6054 y B = 0.5292 mediante el me´todo variacional
nume´rico, con un porcentaje de error relativo de 4.80 × 10−5 y 2.90 × 10−5, para
la amplitud y el ancho, respectivamente. En z = 533.33 podemos ver que inicia la
formacio´n de un solito´n fundamental.
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Figura 4.3: Vo´rtice asime´trico en un medio no local para λ = 60, m = 1, α = 0.1 y σ = 1.
Figura 4.4: Vo´rtice asime´trico en un medio no local para λ = 60, m = 1, α = 0.5 y σ = 1.
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En la Figura 4.4 los valores de los para´metros variacionales son A = 57.1897 y
B = 0.5742, para la amplitud y el ancho, respectivamente y se ha mantenido los valores
para λ, m y σ, so´lo modificando α = 0.5; podemos observar que en z = 88.88 se inicia
la formacio´n de un solito´n fundamental, esto nos demuestra que el valor de α tiene
repercusiones en la estabilidad del vo´rtice, otro aspecto interesante a notar es que so´lo
se forma un u´nico solito´n fundamental, cuando en el caso sime´trico se forman dos.
Figura 4.5: Vo´rtice asime´trico en un medio no local para λ = 100, m = 1, α = 0.5 y σ = 10.
En la Figura 4.5 se ha cambiado el factor de no localidad a σ = 10 y λ = 100, y
se mantienen los dema´s para´metros, mostrando una resistencia a formar un solito´n
fundamental y comporta´ndose como en el caso de un vo´rtice sime´trico que forma dos
solitones fundamentales, los valores de los para´metros variacionales utilizados para la
simulacio´n son A = 136.6830 y B = 1.1549.
En las Figura 4.6 volvemos a observar el feno´meno visto en la Figura 4.5, con
resistencia a formar un solito´n fundamental, esto debido al valor de no localidad, dado
por σ = 10, sin embargo en la Figura 4.7 podemos observar que un valor de asimetr´ıa
alto obliga a formar un solito´n fundamental, aqu´ı con un valor de no localidad de 1.
Los valores o´ptimos de la amplitud y el ancho los podemos ver en la Tabla 4.2.
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Figura 4.6: Vo´rtice asime´trico en un medio no local para λ = 150, m = 1, α = 1 y σ = 10.
Figura 4.7: Vo´rtice asime´trico en un medio no local para λ = 100, m = 1, α = 2 y σ = 1.
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Haciendo, de nuevo, la constante de propagacio´n en λ = 80 y tomando m = 2,
obtenemos los resultados mostrados en las Figuras 4.8 y 4.9, para la primer figura
tenemos A = 221.0663 y B = 0.5512, en cambio para la segunda A = 203.0222 y
B = 0.5063, en ambas figuras podemos apreciar que se forma un vo´rtice con dos
solitones fundamentales, en lugar de cuatro solitones fundamentales como en el caso
totalmente sime´trico estudiado en [Alberucci and Assanto, 2007] y otros. De nuevo,
podemos notar que el factor de asimetr´ıa es el responsable de formar los solitones
fundamentales a valores de z ma´s pequen˜os en la Figura 4.8.
En la Figura 4.10 se aumenta el grado de no localidad hasta σ = 5, manteniendo
los valores de λ = 80, α = 0.3 y m = 2, aqu´ı vemos que el vo´rtice se mantiene estable
hasta z = 450, a diferencia de lo mostrado en la Figura 4.9, esto debido a que se
forma una gu´ıa de onda por la funcio´n no local de respuesta, que mantiene atrapado
al vo´rtice. Otra diferencia notable es en los valores obtenidos para la potencia y el
momento lineal asociado en y, esto lo podemos ver en la Tabla 4.3. Los para´metros
variacionales encontrados son A = 64.2502 y B = 1.1356.
Figura 4.8: Vo´rtice asime´trico en un medio no local para λ = 80, m = 2, α = 0.75 y σ = 1.
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Figura 4.9: Vo´rtice asime´trico en un medio no local para λ = 80, m = 2, α = 0.3 y σ = 1.
Figura 4.10: Vo´rtice asime´trico en un medio no local para λ = 80, m = 2, α = 0.3 y σ = 5.
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El me´todo iterativo para encontrar los para´metros de amplitud y anchura no provee
la conservacio´n de las cantidades invariantes dina´micas como el Hamiltoniano, sin
embargo, ese hecho no invalida su aplicabilidad [Duque et al., 2018].
En la Tabla 4.2 se resumen los valores encontrados para cada propagacio´n con
el respectivo porcentaje de error relativo, mientras que en la Tabla 4.3 se resumen
los valores de potencia, momento lineal y momento angular; cabe mencionar que el
momento lineal asociado so´lo existe en la coordenada y, por lo tanto, en todas las
simulaciones, se agrega un factor de correccio´n de fase de momento lineal del orden Ly
Pow
,
con Ly y Pow, el momento lineal y potencia, respectivamente; esto para contrarrestar
el momento natural del perfil y mantener el punto de intere´s en el centro de la ventana.
Tabla 4.2: Valores optimizados para la propagacio´n del vo´rtice asime´trico.
A B % error rel. A % error rel. B m σ α λ
77.6054 0.5292 4.80× 10−5 2.90× 10−5 1 1 0.10 60
57.1897 0.5742 2.72× 10−5 1.80× 10−5 1 1 0.50 60
136.6830 1.1549 7.73× 10−5 4.07× 10−5 1 10 0.50 100
119.6830 1.1760 9.92× 10−5 5.15× 10−5 1 10 1 150
15.9255 0.6723 5.60× 10−5 3.56× 10−5 1 1 2 100
221.0663 0.5512 1.64× 10−5 4.49× 10−6 2 1 0.75 80
203.0222 0.5063 5.97× 10−5 2.24× 10−5 2 1 0.3 80
64.2502 1.1356 3.75× 10−5 1.29× 10−5 2 5 0.3 80
Tabla 4.3: Valores de las cantidades dina´micas para los para´metros optimizados (en unidades adimen-
sionales normalizadas).
A B m α Potencia Mom. lineal Mom. angular
77.6054 0.5292 1 0.10 374.7013 88.3004 1.3380× 103
57.1897 0.5742 1 0.50 353.5368 344.4655 1.0723× 103
136.6830 1.1549 1 0.50 3.3070× 104 1.6020× 104 2.4778× 104
119.6830 1.1760 1 1 4.9050× 104 3.6452× 104 3.5460× 104
15.9255 0.6723 1 2 549.9184 740.3743 1.0175× 103
221.0663 0.5512 2 0.75 1.7226× 103 3.6041× 103 2.1170× 104
203.0222 0.5063 2 0.3 595.4773 635.1669 9.1764× 103
64.2502 1.1356 2 0.3 7.5933× 103 3.6110× 103 1.0370× 104
Las simulaciones muestran mayor estabilidad en la propagacio´n del haz propuesto al
aumentar el grado de no localidad del medio. As´ı mı´smo, la estabilidad de la propagacio´n
depende tambie´n del valor del para´metro de asimetr´ıa, para valores pequen˜os de este
para´metro, mayor es la distancia de propagacio´n, esto es evidente en la comparacio´n
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El estudio del comportamiento de las soluciones solito´nicas de la ecuacio´n no lineal
de Schro¨dinger en dos dimensiones comienza en este trabajo por la identificacio´n de
esta ecuacio´n como un modelo matema´tico universal que emerge en una muy variada
gama de sistemas f´ısicos.
Hemos podido corroborar la viabilidad de usar el me´todo variacional para optimizar
una funcio´n que modela un vo´rtice solito´nico asime´trico, como solucio´n la ecuacio´n
no lineal de Schro¨dinger para el caso no local. A pesar de las dificultades intr´ınsecas
que presenta el me´todo variacional es una herramienta muy u´til, que nos provee in-
formacio´n de la dina´mica del problema; como la potencia, momento lineal, momento
angular y el Hamiltoniano. Sin embargo, las ecuaciones de Euler-Lagrange resultantes
de la aplicacio´n del me´todo variacional, en muchos casos, son muy dif´ıciles de tratar
anal´ıticamente, as´ı que se ha desarrollado una aproximacio´n variacional nume´rica
similar a la mostrada en [Duque et al., 2018].
Cabe mencionar que el me´todo nume´rico variacional precisa de tener cierto conoci-
miento del comportamiento del problema a tratar, ya que debemos proveer los valores
de la amplitud y el ancho (en nuestro caso), que deben ser ((cercanos)) a los valores
o´ptimos para que la solucio´n converja.
De igual forma, hemos encontrado que nuestra funcio´n de prueba, un vo´rtice
asime´trico, describe un comportamiento bastante aceptable, esto a pesar de no ser
solucio´n natural de la ecuacio´n no lineal de Schro¨dinger, ya que la hemos optimizado
para diferentes valores de carga topolo´gica, constante de propagacio´n, asimetr´ıa y
grado de no localidad.
Como forma de probar nuestro me´todo se han expuesto en este trabajo el caso
local Kerr y el no local, utilizando para ambos el me´todo variacional, y comparando
para el caso Kerr con resultados anal´ıticos mostrados en el cap´ıtulo 4. Tambie´n, los
resultados encontrados ah´ı concuerdan con los reportados en [Swartzlander Jr and
Law, 1992, Towers and Malomed, 2002].
Para simular la propagacio´n de la solucio´n optimizada hemos utilizado el me´todo
Split Step de Fourier, muy utilizado para simular la propagacio´n de ondas solito´nicas
[Krolikowski et al., 2004, Alberucci and Assanto, 2007, Lopez-Aguayo et al., 2014].
Con esto pudimos comprobar el comportamiento de nuestras soluciones para diferentes
valores de propagacio´n y considerando la variacio´n de algunos para´metros. Podemos ver
que para el caso local Kerr el vo´rtice no mantiene su forma y ra´pidamente se convierte
en un so´lo solito´n fundamental, mientras que en el caso de un vo´rtice sime´trico se
forman dos solitones fundamentales.
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Segu´n nuestras propagaciones, podemos comprobar que el vo´rtice asime´trico pierde
su forma original y termina dividie´ndose en filamentos, es decir, existe inestabilidad
azimutal, si aumentamos el grado de no localidad provoca una especie de potencial
de confinamiento (o gu´ıa de onda) y el vo´rtice mantiene su forma. El nu´mero de
solitones fundamentales formados, no esta´ solamente determinado por el valor de carga
topolo´gica, sino por el grado de no localidad, esto es evidente en las Figuras 4.9 y 4.10.
Tambie´n encontramos que el grado de asimetr´ıa produce una rotacio´n en el perfil de
intensidad de los vo´rtices solito´nicos.
La generacio´n de vo´rtices asime´tricos, como soluciones estacionarias de la ecuacio´n
no lineal de Schro¨dinger, descritos por el para´metro de asimetr´ıa α muestran un
comportamiento de haces auto atrapados al ser optimizados con el me´todo variacional,
y se encuentra que a mayor grado de no localidad son ma´s estables, con lo que se
concluye este estudio teo´rico, sin embargo, hara´n falta comprobaciones experimentales
a futuro.
5.2 Recomendaciones
Para realizar simulaciones de casos ma´s realistas de los vo´rtices solito´nicos, se
recomienda lo siguiente
La funcio´n de respuesta debe modelar un feno´meno f´ısico comprobado experi-
mentalmente.
Agregar a la ecuacio´n general te´rminos de resonancia, dispersio´n Raman u otros.
Montar un clu´ster de computadoras trabajando en paralelo, esto con el fin de
aumentar la velocidad de ca´lculo, para el caso particular de este trabajo de
graduacio´n resulto´ dif´ıcil simular para valores de z mayores que 1000. Una idea
ser´ıa un clu´ster de GPU’s trabajando con CUDA-MATLAB.
Igualmente se recomienda mejorar las versiones del Me´todo Variacional Nume´rico
y el Split Step de Fourier utilizados en este trabajo, con el objetivo de poder
optimizar y propagar estructuras en 3 dimensiones.
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A.1 Me´todo Nume´rico Variacional




% Tole ranc ia or e r r o r en l a e s t imac i o´n %
t o l=1e−6;
Ly=Lx ; N int =1024/4;
dx=Lx/ N int ; dy=Ly/ N int ;
g r a l s p a c e x=l i n s p a c e (−N int /2 , N int /2−1, N int ) ;
g r a l s p a c e y=l i n s p a c e (−N int /2 , N int /2−1, N int ) ;
X =g r a l s p a c e x ∗dx ; Y =g r a l s p a c e y ∗dy ;
[ x , y]= meshgrid (X,Y) ;
% Espacio de f r e c u e n c i a s %
dkx = 2∗ pi /Lx ; dky = 2∗ pi /Ly ;
KX= g r a l s p a c e x ∗dkx ; KY= g r a l s p a c e y ∗dky ;
[ kx , ky]= meshgrid (KX,KY) ;
r=s q r t ( x.ˆ2+y . ˆ 2 ) ;
th=atan2 (y , x ) ;
m=1; alph =0;
U=@(A, l 1 ) A(1 , l 1 )∗ r . ˆm.∗ exp(−r . ˆ 2 . / (A(2 , l 1 ) ˆ2) ) .∗ exp
(1 i ∗(m∗ th + i ∗alph∗ cos (m∗ th ) ) ) ;
A n number=2;
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% Medio no l o c a l Gaussiano
rho =1;
sigma =1;
R=@(wm) exp(−r .ˆ2/ sigma . ˆ 2 ) / p i / sigma . ˆ 2 ;
NL=@(U,R) −1/2∗ rho∗abs (U) . ˆ 2 . ∗ r e a l ( f f t s h i f t ( i f f t 2 (
f f t 2 (R) .∗ f f t 2 ( abs (U) . ˆ 2 ) ) ) )∗dx∗dy ;
% E s p e c i f i c a r e l nu´mero de c o e f i c i e n t e s a opt imizar en e l
Ansatz %
A=ze ro s ( A n number , Nl ) ;
A(1 , 1 )=p1 ;
A(2 , 1 )=p2 ;
% D i f e r e n c i a s f i n i t a s para encontrar L e f f %
dA=ze ro s ( A n number , Nl , A n number ) ;
f o r q=1:A n number
dA(q , : , q )=1e−5;
end
% Derivadas en e l e spac i o r e a l %
U x=@(A, l 1 ) i f f t 2 ( f f t s h i f t (1 i ∗kx .∗ f f t s h i f t ( f f t 2 (U(A, l 1 ) ) )
) ) ;
U y=@(A, l 1 ) i f f t 2 ( f f t s h i f t (1 i ∗ky .∗ f f t s h i f t ( f f t 2 (U(A, l 1 ) ) )
) ) ;
%Densidad Lagrangiana para l a s coordenas c a r t e s i a n a s %
L=@(wm,A, l 1 ) ( lambda∗abs (U(A, l 1 ) ) .ˆ2+a∗( abs ( U x (A, l 1 ) )
.ˆ2+ abs ( U y (A, l 1 ) ) . ˆ 2 )+b∗NL(U(A, l 1 ) ,R(wm( l 1 ) ) ) ) ;
% I n t e g r a c i o´n nume´ r i c a %
L e f f f=@(wm,A, l 1 ) Lx∗Ly∗mean(mean(L(wm,A, l 1 ) ) ) ;
% D i f e r e n c i a s f i n i t a s centradas para L e f f %
d A n L e f f f=@(wm,A, l1 ,dA, n) ( L e f f f (wm,A+dA ( : , : , n ) , l 1 ) −
L e f f f (wm,A−dA ( : , : , n ) , l 1 ) ) /(2∗dA(n , 1 , n ) ) ;
% Segundas der ivadas m, n de L e f f %
d2 Anm L eff=@(wm,A, l1 ,dA, n ,m) ( L e f f f (wm,A+1/2∗dA ( : , : , n )
+1/2∗dA ( : , : ,m) , l 1 ) − L e f f f (wm,A−1/2∗dA ( : , : , n ) +1/2∗dA
( : , : ,m) , l 1 ) − L e f f f (wm,A+1/2∗dA ( : , : , n )−1/2∗dA ( : , : ,m) ,
l 1 ) + L e f f f (wm,A−1/2∗dA ( : , : , n )−1/2∗dA ( : , : ,m) , l 1 ) ) /(dA
(n , 1 , n )∗dA(m, 1 ,m) ) ;
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% I n i a l i z a c i o´n de v a r i a b l e s %
l 1 =1; e r r o r=I n f ( A n number , Nl ) ;
N max=100;
f o r l 1 =1:Nl
i f l 1==2
A( : , l 1 )=A( : , l1 −1) ;
e l s e i f l1>2
A( : , l 1 )=A( : , l1 −1)+(A( : , l1 −1)−A( : , l1 −2) ) ;
end
N m=1;
%% %Me´ todo Newton−Raphson Mul t i va r i ab l e con matr iz
Hess iana
whi le (N m<=N max)&&(sum( abs ( e r r o r ( : , l 1 ) )>t o l ) )
L e f f ( l 1 )=L e f f f (wm,A, l 1 ) ;
f o r m1=1:A n number
f o r n=m1+1:A n number
H nm L eff (n ,m1)=d2 Anm L eff (wm,A( : , : ) , l1 , dA,
n ,m1) ;
H nm L eff (m1, n)=H nm L eff (n ,m1) ;
end
H nm L eff (m1,m1)=( L e f f f (wm,A( : , : )+dA ( : , : , m1) ,
l 1 ) − 2∗ L e f f ( l 1 )+L e f f f (wm,A( : , : ) − dA ( : , : , m1
) , l 1 ) ) /dA(m1, 1 ,m1) ˆ2 ;
Grad L e f f (m1, l 1 )=d A n L e f f f (wm,A( : , : ) , l1 , dA,m1
) ;
end
A dummy ( : , l 1 )=A( : , l 1 ) ;
A( : , l 1 )=A( : , l 1 )−H nm L effˆ−1∗Grad L e f f ( : , l 1 ) . ’ . ’ ;




save Var ia t ion A e r r o r lambda wm Lx m alph medio
end
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A.2 Split Step de Fourier
f unc t i on s s f t e s i s 2 D ( d i s t anc i a , tv )
Nx= 2ˆ7 ; Ny= 2ˆ7 ;
Ly=10; Lx=Ly ;
dx = Lx/Nx ; dy = Ly/Ny ;
dkx = 2∗ pi /Lx ; dky = 2∗ pi /Ly ;
g r a l s p a c e x=l i n s p a c e (−Nx/2 ,Nx/2−1,Nx) ; g r a l s p a c e y=l i n s p a c e
(−Ny/2 ,Ny/2−1,Ny) ;
X =g r a l s p a c e x ∗dx ; Y =g r a l s p a c e y ∗dy ;
KX= g r a l s p a c e x ∗dkx ; KY= g r a l s p a c e y ∗dky ;
[ x , y]= meshgrid (X,Y) ;
[ kx , ky]= meshgrid (KX,KY) ;
r=s q r t ( x.ˆ2+y . ˆ 2 ) ;
th=atan2 (y , x ) ;
% Carga a r ch ivo s de l me´ todo nume´ r i c o v a r i a c i o n a l
load Var ia t ion . mat
a=A(1) ;
b=A(2) ;
% P e r f i l s i n c o r r e c c i o´n de l momentum
u=a∗ r . ˆm.∗ exp(−r . ˆ 2 . / bˆ2) .∗ exp (1 i ∗(m∗ th + 1 i ∗alph∗ cos (m∗ th
) ) ) ;
% Factor de c o r r e c c i o n
vv=l y a /pow a ;
% P e r f i l con l a c o r r e c c i o´n de momentum
u=a∗ r . ˆm.∗ exp(−r . ˆ 2 . / bˆ2) .∗ exp (1 i ∗(m∗ th + 1 i ∗alph∗ cos (m∗ th
) ) ) .∗ exp (1 i ∗vv∗y ) ;
sigma = 1 ;
non l in = @( f ) i f f t s h i f t ( i f f t 2 ( ( f f t 2 ( exp(−r .ˆ2/ sigma ˆ2) ) .∗
f f t 2 ( abs ( f ) . ˆ 2 ) ) ) / sigma ˆ2/ p i )∗dx∗dy ;
d i s t a n c i a =20;
dz=dx∗dy /4 ;
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%Nu´mero de segmentos a s e r usados en e l s p l i t−s tep Four i e r
:
p a s o s t o t a l e s = c e i l ( d i s t a n c i a /dz ) ;
capas =100;
J=f l o o r ( p a s o s t o t a l e s / capas ) ;
Dop = −1 i ∗( kx .ˆ2+ky . ˆ 2 ) ;
uact ( : , : , 1 ) = u ;
h=1;
f o r paso = 1 : p a s o s t o t a l e s
%Me´ todo S p l i t Step Four i e r
Nop = 1 i ∗ non l in (u) ;
u = exp ( dz∗Nop) .∗u ;
A = f f t s h i f t ( f f t 2 (u) ) ;
A = exp ( dz ∗ Dop) .∗A;
u = i f f t 2 ( f f t s h i f t (A) ) ;
i f mod( paso , J ) == 0









potenc ia=sum(sum( uact ( : , : , capas ) . ˆ 2 ) )∗dx∗dy ;
save propagacion x y uact av i ob j d i s t a n c i a Lx Ly potenc ia
sigma
51
