Abstract. Given 
elements, Bk Rk(n-k), Ck R(m-k)(n-k), and YI R nn is a permutation matrix chosen to reveal linear dependence among the columns of M. Usually k is chosen to be the smallest integer _< k _< n for which IICII2 is sufficiently small [24, p. 235].
Golub [20] introduced these factorizations.and, with Businger [8] , developed the first algorithm (QR with column pivoting) for computing them. Applications include least-squares computations [11, 12, 17, 20, 21, 23, 36] , subset selection and linear dependency analysis [12, 18, 22, 34, 44] , subspace tracking [7] , rank determination [10, 39] , and nonsymmettic eigenproblems [2, 15, 26, 35] . Such factorizations are also related to condition estimation [4, 5, 25, 40] and the U R V and UL V decompositions 14, 41, 42].
1.1. RRQR factorizations. By the interlacing property of the singular values [24, Cor. 8.3.3] , for any permutation YI we have (2) oi(Ak) <_ oi(M and o'j(Ck) >_ crk+j(M)
forl_<i_<kandl_<j_<n-k. Thus, small. We call the factorization (1) a rank-revealing QR (RRQR) factorization if it satisfies (cf. (3)) O-(M) (4) O'min(Ak) > and O-max(Ck) < O-+l(M) p(k, n), p(k,n) where p(k, n) is a function bounded by a low-degree polynomial in k and n [13, 28] . Other, less restrictive definitions are discussed in [13] and [37] . The term "rank-revealing QR factorization" is due to Chan 10] .
The Businger and Golub algorithm [8, 20] works well in practice, but there are examples
where it fails to produce a factorization satisfying (4) (see Example in 2). Other algorithms fail on similar examples [13] . Recently, Hong and Pan [28] showed that there exist RRQR factorizations with p(k, n) /k(n k) + min(k, n k), and Chandrasekaran and Ipsen [13] developed an algorithm that computes one efficiently in practice, 2 given k.
1.2. Strong RRQR factorizations. In some applications it is necessary to find a basis for the approximate right null space of M, as in rank-deficient least-squares computations [23, 24] and subspace tracking [7] , or to separate the linearly independent columns of M from the linearly dependent ones, as in subset selection and linear dependency analysis [12, 18, 22, 34, 44] . The RRQR factorization does not lead to a stable algorithm because the elements of A -1B can be very large (see Example 2 in 2).
In this paper we show that there exist QR factorizations that meet this need. We call the factorization (1) a strong RRQR factorization if it satisfies (cf. (2)) O-i M) (5) O-i(Ak) > and O-j(Ck) < O-k+j(M) ql (k, n) q(k,n) and i.. for 1 < < k and < j < n k, where ql (k, n) and q2(k, n) are functions bounded by low-degree polynomials in k and n. Clearly a strong RRQR factorization is also a RRQR factorization. In addition, condition (6) makes l-I( -A-IBk )In-k an approximate right null space of M with a small residual independent of the condition number of Ak, provided that Ak is not too ill conditioned [38, pp. 192-198] . See [26] for another application.
We show that there exists a permutation FI for which conditions (5) and (6) hold with q (k, n) v/l + k(n k) and q2(k, n) 1.
Since this permutation might take exponential time to compute, we present algorithms that, given f > 1, find a 1-I for which (5) and (6) hold with q (k, n) V/1 + f 2k(n k) and q2(k, n) f Here k can be either an input parameter (Algorithm 4) or the smallest integer for which O'max (Ck) is sufficiently small (Algorithm 5). When f > 1, these algorithms require O ((m + n log/n)n2) floating-point operations. In particular, when f is a small power of n (e.g., or n), they take O(mn2) time (see 4.4) .
2In the worst case the runtime might be exponential in k or n. The algorithm proposed by Golub, Klema, and Stewart [22] also computes an RRQR factorization [30] , but requires an orthogonal basis for the right null space.
Recently, Pan and Tang [37] presented an algorithm that, given f > 1, computes an RRQR factorization with p(k, n) f/k(n k) + max(k, n k). This algorithm can be shown to be mathematically equivalent to Algorithm 5 and thus computes a strong RRQR factorization with q (k, n) v/1 + f2k(n k) and q:(k, n) f. However, it is much less efficient. Pan and Tang [37] also present two practical modifications to their algorithm, but they do not always compute strong RRQR factorizations.
1.3. Overview. In 2 we review QR with column pivoting [8, 20] and the Chandrasekaran and Ipsen algorithm [13] for computing an RRQR factorization. In 3 we give a constructive existence prooffor the strong RRQR factorization. In 4 we present an algorithm (Algorithm 5) that computes a strong RRQR factorization and bound the total number of operations required when f > 1; and in 5 we show that this algorithm is numerically stable. In 6 we report the results of some numerical experiments. In 7 we show that the concept of a strong RRQR factorization is not completely new in that the QR factorizati0n given by the Businger and Golub algorithm [8, 20] satisfies (5) and (6) ?'e(C)). 17i,j denotes the permutation that interchanges the ith and jth columns of a matrix. Compute R := 7gk(R 17i,j+k) and I7 := FI 17i,j+k; endwhile;
While Algorithm 2 interchanges either the most "dependent" column of Ak or the most "independent" column of Ck, Algorithm 3 interchanges any pair of columns that sufficiently increases det(Ag 
which is the result required. Let
Then by Lemma 3.1, Algorithm 3 can be rewritten as the following. 
so that IIW 112 _< 4'i / f2k(n k). Plugging these relations into (10), we get (8) . Similarly,
which is (9) . (5) and (6) are satisfied with 1), 1 < j < n k.
The main cost of the updating procedure is in computing HC_I and U hie T/, which take about 4(m-k)(n-k) and 2k(n-k) flops, respectively, for a total of about 2(2m -k)(n-k) flops. To retriangularize Ak 1-Ik, we apply Givens rotations to successively zero out the nonzero subdiagonal elements in columns i, + 1 k (see [19, 24] ). Let Q be the product of these Givens rotations, so that QAk FIk is upper triangular.
Let I-I diag(lqk, In-k), so that the ith column of R is the kth column of R F!. Then 
Combining these relations, we have ft < (q/-), so that t < k logf V/ft. Let kf be the final value ofk when Algorithm 5 halts. Then the total number ofinterchanges t is bounded by kf logf v/-ff, which is O (kf) when f is taken to be a small power of n (e.g., or n). Thus the total cost is at most about [2(2m k)(n k) 4- 
l<k<kf < 2mkf(2n kf) 4-4tzn(m 4-n) flops. When f is taken to be a small power of n (e.g., or n), the total cost is O (mnkf) flops. Normally the is quite small (see 6) , and thus the cost is about 2mkf(2n kf) flops.
When m >> n, Algorithm 5 is almost as fast as Algorithm 1; when m n, Algorithm 5 is about 50% more expensive. We will discuss efficiency further in 6 and 8.
5. Numerical stability. Since we update and modify co,(A), y,(C), and A -B rather than recompute them, we might expect some loss of accuracy. But since we only use these quantities for deciding which pairs of columns to interchange, Algorithm 5 could only be unstable if they were extremely inaccurate.
In 5.1 we give an upper bound for p(R, k) during the interchanges. Since this bound grows slowly with k, Theorem 3.2 asserts that A can never be extremely ill conditioned, provided that a(M) is not very much smaller than IIMII2. This implies that the elements of A -1B cannot be too inaccurate. In 5.2 we discuss the numerical stability of updating and modifying co,(Ak) and 9/,(Ck). 
Since ai (/) o'i (A), for < < k, we have
Now, since zT" z is symmetric and positive definite,
and, since we have
The result follows immediately.
To derive an upper bound on p(R, k) during the interchanges, we use techniques similar to those used by Wilkinson [43] to bound the growth factor for Gaussian elimination with complete pivoting, 5 Let
5See [13] Proof Assume that Algorithm 5 will perform at least one interchange for this value of k; otherwise the result holds trivially.
Let I-I (t) be the permutation after the first interchanges, where 0 < < r + 1. Partition Comparing these two relations, we have (14) fq) f(r) <_ (2r_/+ fq)) r-+l 0<l<r. q From 4.4 we have rk _< k log/.v/ft. For example, when < f < n, we have rk < k, so that p(R, k) <_ 0 (n k l/V(k)). (17) .
As in the proof of Theorem 3.2, let amax(Ck)/amin(Ak) and write endif; until k is unchanged;
As before, Algorithm 6 eventually halts and finds k and a strong RRQR factorization.
The total number of interchanges t is bounded by (n k) log/4eft, which is O (n k) when f is taken to be a small power of n (see 4.4 [3] and [6] , it should be straightforward to develop block versions of these algorithms so that most of the floating-point operations are performed as Level-3 BLAS.
The restriction m > n is not essential and can be removed with minor modifications to Algorithms 5 and 6. Thus these algorithms can also be used to compute a strong RRQR factorization for Mr, which may be preferable when one wants to compute an orthogonal basis for the right approximate null space.
Finally, the techniques developed in this paper can easily be adopted to compute rankrevealing LU factorizations [9, 13, 31, 32] . This result will be reported at a later date.
