We show that the SHORTEST PATH problem cannot be 
Introduction
Finding lower bounds for important combinatorial problems is a central task in Theoretical Computer Science. In this paper, we give a lower bound for the SHORTEST PATH problem in a natural model of computation.
The SHORTEST PATH problem is the following: given a weighted directed graph and two special vertices × and Ø, the objective is to compute the weight of the shortest path between × and Ø.
For positive edge weights, a classical algorithm due to Dijkstra allows us to compute the weight of the shortest path in polynomial time. By comparison, if the graph is permitted to have negative edge weights, then the problem is known to be NP-complete [5] .
The model for the lower bound is a variant of the Parallel Random Access Machine (PRAM for short). The PRAM consists of a set of processors that have access to a shared memory. Each processor has a set of registers and local memory and can access the shared memory at unit cost. The complexity class NC is defined to be the set of problems that can be solved on a PRAM in polylogarithmic time using polynomially many processors.
The SHORTEST PATH problem is known to be computable in NC (with bounded fan-in) by repeatedly squaring the adjacency matrix of the graph where the operations · £ are replaced by Ñ Ò · [10] . On a PRAM this can be done in Ç´ÐÓ ¾ Òµ arithmetic operations with ÔÓÐÝ´Òµ processors.
One of the features of this algorithm is that it is completely arithmetic in nature i.e. it performs arithmetic operations on its inputs (like adding or computing the minimum of some numbers) but it doesn't look at the individual bits of the inputs. This property is shared by many important parallel algorithms for combinatorial problems. Accordingly, Mulmuley [12] defines a restricted PRAM model without bit operations which is the same as the PRAM model but does not allow any operations that allow either the extraction or the update of the bits of the individual registers. It provides the usual arithmetic, indirect referencing, conditional and unconditional branch operations at unit cost (independent of the bit-lengths of the operands). We consider here an unbounded fan-in model where the operations · Ñ Ò Ñ Ü have unbounded fan-in at unit cost (independent of the bit-lengths of the operands). However, multiplication (£) is restricted to have bounded fan-in.
Unlike earlier models used for proving lower bounds, such as the constant-depth [8] or monotone circuit model [14] , the PRAM model without bit operations is natural. Virtually all known parallel algorithms for weighted optimization and algebraic problems fit inside the model. Examples include fast parallel algorithms for solving linear systems [4] , minimum weight spanning trees [10] , shortest paths [10] , global min-cuts in weighted, undirected graphs [9] , blocking flows and max-flows [6, 16] , approx-imate computation of roots of polynomials [1, 13] , sorting algorithms [10] and several problems in computational geometry [15] . In constrast to Boolean circuits where no lower bounds are known for unbounded depth circuits, our result gives a lower bound for a natural problem in a natural model of computation.
There are many natural combinatorial problems that are known to be polynomially computable but have resisted all efforts at efficient parallelization. Many problems such as the WEIGHTED MAX FLOW problem are P-complete [7] .
Hence, under the assumption that È AE , we cannot expect to find fast parallel algorithms for these problems.
In the PRAM model without bit operations, Mulmuley [12] has proven a lower bound on the WEIGHTED MAX FLOW problem (or equivalently, the WEIGHTED ×-Ø MIN CUT problem). He shows that it is not possible to solve the problem in time Ó´Ò ½ µ using ¾ ª´Ò ½ µ processors even when the bit-lengths of the weights are Ç´Ò µ for some constant ¼. This rules out the possibility of any fast parallel algorithm (which does not use bit operations) for the problem.
Technique
The proof of the lower bound proceeds by giving a lower bound on the parametric complexity of the SHORT-EST PATH problem, building on the work of Carstensen [3] . This is a general technique for giving lower bounds on parallel computation times of homogeneous weighted combinatorial problems [12] .
A weighted combinatorial problem is said to be homogeneous if scaling all the weights in the problem by a factor , scales the weight of the answer by as well. Assume that the weights on the edges of the input graph are not just real numbers but linear functions in a parameter . Then for each value of , we can compute the weight of the shortest path in the graph. If we plot the weight of the shortest path as a function of , the resulting optimal cost graph is piecewise linear and concave. The parametric complexity of the problem for a fixed graph and a fixed set of linear weight functions is defined to be the number of breakpoints (points at which the function changes slope).
The parametric complexity of the SHORTEST PATH problem for size Ò and size parameter ¬ is the maximum parametric complexity over all possible choices of graphs on Ò vertices and all possible linear weight functions of the form · , where the bit-lengths of and are restricted to be less than ¬.
The following theorem (Theorem 3.1.1 from [12] ) relates the parametric complexity of a general weighted combinatorial problem to a lower bound on its computation time in the unbounded fan-in PRAM model without bit operations. The paper only considers the bounded fan-in case but the proof can be extended to the unbounded fan-in model. However, Carstensen's proof is very complex and does not take into account the issue of bit-lengths. It is not possible to obtain a lower bound using Theorem 1.1 that is sensitive to bit-lengths without obtaining good bounds on the bit-lengths of the coefficients of the edge weights. We give a simplified proof of her theorem (using a similar construction) which allows us to to take into account the issue of bit-lengths. 
Tightness
The matrix-based repeated squaring algorithm for SHORTEST PATH problem can be solved in ÐÓ Ò steps for any ¼ with ÔÓÐÝ´Òµ processors on a PRAM that allows unbounded fan-in min operations (but only bounded fanin additions) because multiplying matrices (for any fixed constant ) can be done in ¾ steps in this model using Ò ·½ processors.
Since the model for the lower bound assumes unit cost for all operations (including some with unbounded fan-in), the result shows that the above algorithm for the SHORTEST PATH problem is basically optimal in the unbounded fanin PRAM model without bit operations. In particular, the problem cannot be solved using Ó´ÐÓ Òµ operations in this model using ÔÓÐÝ´Òµ processors even if we restrict the edge weights to have bit-lengths Ç´ÐÓ ¿ Òµ (or, alternatively, size ¾ Ç´ÐÓ ¿ Òµ ).
Extensions
There are other combinatorial problems in P, like WEIGHTED GRAPH MATCHING [11] , that have eluded all attempts at efficient parallelization. The problem is not even known to be P-complete. Our motivation behind studing the SHORTEST PATH problem started by wanting to give a lower bound for the WEIGHTED GRAPH MATCHING problem. Since the SHORTEST PATH problem on directed graphs can be reduced to WEIGHTED GRAPH MATCHING, our result yields a lower bound for the latter problem as well. We conjecture that it should be possible to obtain superpolylogarithmic lower bounds using similar techniques for WEIGHTED MATCHING in general graphs. It would also be interesting to give similar lower bounds for other problems that are not known to be in NC, nor known to be Pcomplete. This paper is a step towards that goal.
Preliminaries Definition 2.1 A graph is said to be layered if its vertices can be arranged in columns and all edges only go between vertices in adjacent columns.
All the graphs that we consider are layered. Since the graphs are layered, we can imagine them to be embedded in a grid and label each vertex by its coordinate. 
By putting Ñ Ð Ó Ò, we get a graph on Ò ¿ vertices such that the optimal cost graph of the shortest path has least ¾ ÐÓ ¾ Ò breakpoints. Alternatively, for a graph Ò on Ò vertices, we get a lower bound of ¾ ª´ÐÓ ¾ Òµ breakpoints on the optimal cost graph of the shortest path. The coefficients involved in this construction will be shown to have bit-lengths Ç´ÐÓ ¿ Òµ. This yields the desired construction.
Our construction yields layered graphs whose edges may have negative weights. However, since all the paths between × and Ø have the same path length, we can easily add a huge positive number to each edge that makes all the edge weights positive while still preserving the structure of the shortest paths. The construction will ensure that the bitlengths continue to have size Ç´ÐÓ ¿ Òµ.
Intuition
The core of the graph ´Ñ Òµ is constructed inductively from the core ´Ñ ½ Ò µ. The idea behind the proof is that each optimal chain in ´Ñ ½ Ò µ yields Ò optimal chains in ´Ñ Òµ with varying slopes thus increasing the number of breakpoints by a factor of Ò.
Given a layered graph and a particular shortest path over some fixed interval of the parameter , one can easily create Ò shortest paths by breaking up the interval into Ò pieces and appending a new layer of Ò vertices and attaching them to the endpoint of the given path with suitable weights. However, the weights would depend on the interval. The goal of the construction is to somehow create a gadget that behaves the same way but with a choice of weight functions that are independent of the interval.
This amplification requires a stronger inductive hypothesis. (v) The difference in cost between È (which is a path starting at vertex´ ½µ) and a non-optimal path starting at the same vertex will be at least¯.
Further intuition about these technical conditions is provided in Section 8.1 of the Appendix.
Construction of the Intervals
Fix AE Ñ Ò ¿ . Let Ò ·Ö where ¼ Ö Ò . Define « Ñ and ¬ Ñ as follows: 
Construction of the core
The graph ´Ñ Òµ is constructed by induction on the parameter Ñ.
The graph ´½ Ò µ has 3 columns with Ò, Ò and ¾Ò ½ vertices respectively as shown in Figure 1 . Each of the Ò vertices in the first column is connected to the corresponding vertex in the second column and each vertex´ ¾µ in the second column is connected by Ò edges to the verticeś · ¿µ where ¼ Ò ½. 
Proof of Lemma 3.2 (Base Case)
BASE CASE: (for the case Ñ ½). Define È to be the path · . These paths are parallel and don't intersect anywhere. All of the conditions of the inductive hypothesis can be easily verified provided:
Weight Functions for the Inductive Case
Let the parameters to the construction be ½ , ¾ and ¢ . Ã ½ , Ã ¾ and Ã ¿ are constants whose values will be fixed later.
Ä and Å are chosen with parameters:
The graph Ê (which is a copy of ´Ñ ½ ¾Ò ½µ) is chosen with parameters:
Since Å has exactly Ò vertices in the last column and Ê has ¾Ò ½ vertices in the first column, we define the 
The cost functions on the edges of ´Ñ Òµ are defined by shifting the cost functions in Ä and Å and then scaling them by a factor of Ã ¿ and shifting the cost function in Ê and then scaling by a factor of Ã ¾ as follows:
Proof of Lemma 3.2 (Inductive Case)
INDUCTIVE CASE: Fix and ¾ Á Ñ . Let Ò · Ö where ¼ Ö Ò . Then, AE¾ Á Ñ ½ and hence the path È Ä is optimal in Ä starting from vertex´ ½µ.
The following two lemmas provide the proof that È is an optimal chain starting at vertex´ ½µ. These paths are parallel (as required by the inductive hypothesis).
Lemma 5.1 shows that È Å which is the mirror image of È Ä is optimal in Å . This is not at all clear a priori since there's no reason to believe that optimal paths will remain optimal when the edges are reversed. In particular, we would like to have the optimal path in Å end at´ ¾ ¡ ¿ Ñ ½ µ. By the inductive hypothesis, we get the following equations about paths in Ä , Å and Ê (before scaling).
After scaling, adding up the costs of the above paths along with the weights of the edges joining the end vertices of Å to Ê and simplifying, we get:
and hence, we get the required relationships between the optimal paths in the interval Á Ñ .
Condition (v) is easily satisfied by noting that if we have an optimal and a sub-optimal chain starting from vertex ½µ, then it must deviate from the optimal chain in either Ä , Å , Ê or the intermediate connecting links and the proof of Lemma 5.2 shows that the difference in optimal costs must be at least¯. This concludes the proof.
£ 6 Analysis
From Equations (3) and (4) Condition (i) formally defines Ò Ñ ½ intervals each containing Ò different optimal chains (over different parts of the interval). Together these chains provide us with the required Ò Ñ breakpoints. The reason behind having Ò optimal chains is that in the next inductive step, each interval would further be subdivided into Ò parts and each of the optimal chains would serve as the "seed" for Ò more individual chains in that interval, thus increasing the number of breakpoints to Ò Ñ·½ .
For a fixed interval Á Ñ , conditions (iii) and (iv) talk about the optimality of the Ò defined chains. These Ò chains each start from one of the Ò vertices in the first column.
Condition (iii) reflects the fact that if we disregard the edge × ´ ½µ then È which starts from the vertex´ ½µ will be optimal in the interval Á Ñ . However, we cannot ignore that edge because of its weight. Those weights ensure the division of the interval into Ò parts (roughly of size 1) such that each È (which contains È in it) will be optimal in exactly one of the Ò parts. This explains why we needed the size of the interval to be greater than Ò in Condition (i).
Conditions (iv) and (v) are the most technical conditions.
The former talks about the relationship between these Ò optimal chains in the appropriate interval. The chains È are not only parallel but the costs differ by a relatively small amount (depending on the parameters ½ , ¾ and the function ) whereas condition (v) says that the difference between optimal and suboptimal chains is lower bounded by a small amount. We use this difference to inductively amplify the construction. The idea in the proof is that the difference between the costs of È Å and È Å is small but the difference in costs between É Å and È Å is at least¯before scaling and hence at least Ã ¿¯a fter scaling.
Proofs of Technical Lemmas
Consider the situation in Figure 4 . Before scaling, in the graph ´Ñ ½ Ò µ, the inductive hypothesis guarantees that ´É Å µ´ µ ´È Å µ´ µ T We have that ´Éµ´ µ ´É Ä µ´ µ · ´É Å µ´ µ · ´É Ê µ´ µ. Again, w.l.o.g É Ê is optimal. It is possible that the chain É gains some advantage in the links between Å and Ê and also in Ê . If we take the quantity Ã ¿¯t o be greater than all these gains along with the quantity from above, we get a contradiction.
The maximum gain in the intermediate links (from Equation (3) 
gives us a contradiction which proves our lemma. From the previous lemma, it is clear that the optimal chains are symmetric in Ä and Å and that the optimal chain in Ê is È Ê for some . We claim that · Ö. 
