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Abstract
Considering the L-function of exponential sums associated to a polynomial over a finite
field Fq, Deligne proved that a reciprocal root’s p-adic order is a rational number in
the interval [0, 1]. Based on hypergeometric theory, in this paper we improve this
result that there are only finitely many possible forms of Newton polygons for the
L-function of degree d polynomials independent of p, when p is larger than a constant
D∗(Theorem 4.3), i.e., a reciprocal root’s p-adic order has form up−v
D∗(p−1) in which u, v
have finitely many possible values. Furthermore, when p > D∗, to determine the
Newton polygon is only to determine it for any two specified primes p1, p2 > D
∗ in
the same residue class of D∗(Theorem 4.5).
1 Introduction
Let Fq (q = p
m) be the finite field of q elements with characteristic p and Fqr be the
extension of Fq of degree r. Let ζp be a fixed primitive p-th root of unity in the complex
numbers. For any Laurent polynomial f(x1, . . . , xn) ∈ Fq[x1, x−11 , . . . , xn, x−1n ], we form
the exponential sum
Sr(f) =
∑
xi∈Fqr
ζ
TrFqr /Fq (f(x1,··· ,xn))
p .
The L-function is defined by
L(f, T ) = exp(
∞∑
r=1
Sr(f)
T r
r
).
Consider the case n = 1, and f is a polynomial with degree d < p. It follows from
Weil’s work on the Riemann hypothesis for function fields with characteristic p that this
L-function is actually a polynomial of degree d− 1. We can write it as
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L(f, T ) = (1− ω1T ) · · · (1− ωd−1T ).
Another work on it of Weil is that the reciprocal roots ω1, · · ·ωd−1 are q-Weil numbers
of weight 1, i.e., algebraic integers, all of whose conjugates have complex absolute q
1
2 .
Moreover, for any prime l 6= p, they are l-adic units, that is, |ωi|l = 1, while |ωi|p = qri
with ri ∈ Q ∩ [0, 1]. Deligne proved in general that |ωi| = q
ui
2 with ui ∈ Z ∩ [0, 2n], and
|ωi|p = q−ri with ri ∈ Q ∩ [0, n] ([3] and [10]).
A natural question is how to determine their q-adic absolute value, or equivalently to
determine ri. In other words, one would like to determine the Newton polygon NPq(f) of
L(f, T ) where NPq means the Newton polygon taken with respect to the valuation ordq
normalized by ordqq = 1(cf. [4], Chapter IV for the link between the Newton polygon
of a polynomial and the valuations of its roots). There is an elegant general answer to
this problem when p ≡ 1 mod d, p ≥ 5: the Newton polygon NPq(f) has vertices(cf. [5]
Theorem 7.5)
(n,
n(n+ 1)
2d
)1≤n≤d−1
This polygon is often called the Hodge polygon for polynomials of degree d, and denoted
by HP (d). We know that NPq(f) lies above HP (d).
Unfortunately, for general prime p, there is no such exact answer of NPq(f). NPq(f)
has been only determined for polynomials with degree 3, 4, 6([2], [6] and [7] respectively), in
which the case of degree 6 has some essential mistakes pointed by us in [13], via comparing
with our results. In [13], we gave another method to calculate NPq(f) for polynomials
with degree 5, 6, and the first [
√
2d] + 2 slopes in general for q = p.
Another result onNPq(f) is Hui Zhu’s result([8] and [9]), concerning the one-dimensional
case of Wan’s conjecture [10] as follows. Let the polygon NPq(f) be the Newton polygon
obtained from the reduction of f modulo a prime above p in the field defined by the co-
efficients of f . Then there is a Zariski dense open subset U defined over Q in the space of
polynomial of degree d such that, for every f in U(Q¯), we have limp→∞NPq(f) = HP (d).
The Grothendieck specialization theorem implies that, in the case of dimension one,
for p > d, the lowest Newton polygon
GNP (d, p) = inf NPq(f)
exists when f runs over polynomials of degree d over Fq, which is called generic Newton
polygon.
Blache and Fe´rard determined explicitly both the generic polygon GNP (d, p) and the
associated Hasse polynomial Hd,p for p ≥ 3d [1].
Because of Deligne’s work, when expanding L(f, T ) = det(Id−1−TΓτm−1 · · ·Γ))(cf.[1],
Proposition 1.1) directly, we can only consider the items whose p-adic orders are smaller
than a fixed number. A fact that this partial algebraic sum can be expressed as a finite
linear combination of hypergeometric polynomials will be proved in section 3 ( Lemma
3.2 ). Combining with H.S.Wilf and D.Zeilberger’s work [12], we improved Deligne’s work
that there are only finitely many possible forms of Newton polygons independent of p,
when p is larger than a constant D∗ ( Theorem 4.3 ).
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Furthermore, to determine NPq(f) for p > D
∗, we need only to determine it for any
two fixed primes p1, p2 > D
∗ in the same residue class of p modular D∗ ( Theorem 4.5 ).
We use p-adic cohomology of Dwork, Robba and others, especially Blache and Fe´rard’s
detailed description in their paper [1].
The rest of the paper is organized as below: In Section 2.1 we introduce some pre-
liminaries on hypergeometric and holonomic functions, which are needed for proving our
theorems in Section 4. We also introduce some concepts and results in Section 2.2 as basis
of our work. In Section 3 we expand L(f, T ) in detail. Based on Lemma 3.2, we will prove
our main theorem in Section 4.
Acknowledgements We are indebted to Professor Daqing Wan for introducing us into
this field, and for his continuous guide and encouragement to our works.
2 Preliminary
2.1 Hypergeometric and holonomic functions
In this section, we introduce the so called Fundamental Corollary in theory of hypergeo-
metric and holonomic functions needed for us [12].
Definition 2.1 A function F (a1, · · · , am) of m discrete variables is a hypergeometric term
if for every ai,
EaiF
F
=
Pi
Qi
, i = 1, · · · ,m.
where Pi, Qi are all polynomials in the variables (a1, · · · , am), and Ea are the shift oper-
ators acting on functions f(a, b) by changing a to a+ 1, i.e.
Eaf(a,b) = f(a+ 1,b).
Phrased otherwise, F is a solution of the system of linear recurrence equations
(QiEai − Pi)F = 0, i = 1, · · · ,m.
If the dimention of the space of solutions of that system is finite, the functions F are
called holonomic.
In [12] it is shown how to check for holonomicity, and in particular it is proved that
the following class of proper − hypergeometricfunctions are holonomic (we omit the
continuous variables part here).
Definition 2.2 A term F (a1, · · · , am) of m discrete variables is proper-hypergeometric,
if it has the form
P (a1, · · · , am)
I∏
i=1
(e
(i)
0 +
m∑
j=1
e
(i)
j aj)!
gi
where P (a1, · · · , am) is a polynormial and e(i)j and gi are integers.
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We need two more concepts for leading to the Fundamental Corollary.
Definition 2.3 A function F (a1, · · · , am) vanishes at infinity if for every variable ai,
lim
|ai|→∞
F (a) = 0.
Definition 2.4 An integral-sum
g(n) :=
∑
k
F (n,k)
is pointwise trivially evaluable, if for every specific specialization of the auxiliary variables
(parameters) n there is an algorithm that will evaluate it.
Corollary 2.5 (Fundamental Corollary) Let F (n,k) be hypergeometric and holonomic(both
hold if it is proper-hypergeometric) in the discrete variables n and k, and vanishes at in-
finity for every fixed n, then
f(n) :=
∑
k
F (n,k)
satisfies a linear recurrence equation with polynomial coefficients
P (N,n)f(n) = 0.
where N is the shift operators acting on functions by changing n to n+ 1.
H.S.Wilf and D.Zeilberger gave a method to find such P (N,n), and gave an effective
upper bound for the N -degree of P (N,n) [12]. More detailed, assume
F (n,k) = R(n,k)
∏p
s=1(asn+ bs · k+ cs)!∏q
s=1(usn+ vs · k+ ws)!
where k = (k1, · · · , kr), R is a polynomial, the a’s, u’s, b’s and v’s are integers that contain
no additional parameters, and the c’s and w’s are integers that may involve unspecified
parameters (in our case the prime p is such parameter in c’s and w’s ).
Let
fn(x) =
∑
k
F (n,k)xk.
Then there exist polynomials αj(n,x) independent of k satisfying
J∑
j=0
αj(n,x)fn−j(x) = 0
where the coefficients
αj(n,x) =
∑
0≤i1,··· ,ir≤I
αi,j(n)x
i
and I, J are both bounded by a,b, u,v, deg(R).
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2.2 p-Adic differential operators and exponential sums
Let f(x) := αdx
d + · · · + α1x, αd 6= 0, be a polynomial of degree d < p, over the field
Fq, and let g(x) := adx
d + · · ·+ a1x ∈ Om[x] be the polynomial whose coefficients are the
Teichmu¨ller lifts of those of f . Let A := B(0, 1+)\B(0, 1−). We consider the space H†(A)
of overconvergent analytic functions on A. Define the function H := exp(pig(x)) and let
D be the differential operator
D := x
d
dx
+ pixg′(x) (= H−1 ◦ x d
dx
◦H).
Then for every n ∈ Z, xn can be written uniquely as
xn ≡
d−1∑
i=0
anix
i mod DH†(A)
for some ani ∈ Km(pi), 0 ≤ i ≤ d− 1, where Km is an unramified extension of degree m of
the p-adic numbers field Qp.
We define the power series θ(x) := exp(pix − pixp) and F (x) := ∏di=1 θ(aixi) :=∑
n≥0 hnx
n. Define a mapping ψq on H†(A) by ψqf(x) := 1q
∑
zq=x f(z). Let β be the
endomorphism of H†(A) defined by β = ψp ◦ F ; then τ−1 ◦ β(τ being the Frobenius)
commutes with D up to a factor p, and passes to the quotient, giving an endomorphism
τ−1 ◦ β of W , the Km(ζp)-vector space with basis B.
Let M := MatB(β) be the matrix of β in the basis B, and mij(0 ≤ i, j ≤ d− 1) be the
coefficients ofM . From the description of F , we can writemij = hpi−j+
∑
n≥d hnp−jani(cf.
[11], 7.10). Define Γ := (mij)1≤i,j≤d−1, then
L(f, T ) = det(Id−1 − TΓτm−1 · · ·Γ)
(cf. [1], Proposition 1.1).
3 Finite sum expression of Mn
Let f(x) := αdx
d + · · · + α1x, αd 6= 0, be a polynomial of degree d < p, over the field Fq.
Denote L(f, T ) = 1 +
∑d−1
n=1MnT n, our aim is to determine every ordqMn.
We expand det(Id−1 − TΓτm−1 · · ·Γ)), i.e.
Mn =
∑
1≤u1<···<un≤d−1
∑
σ∈Sn
sgn(σ)
n∏
i=1
(
∑
1≤k1,··· ,km−1≤d−1
mτ
m−1
ui,k1
mτ
m−2
k1,k2
· · ·mkm−1,uσ(i)). (1)
3.1 Finite sum expression of mij
Set θ(x) := Σi≥0bix
i; then we have ( Lemma 1.2 in [1] )
(i) ordpbi ≥ ip−1 for 0 ≤ i ≤ p2 − 1;
(ii)ordpbi ≥ (p−1)ip2 for i ≥ p2.
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Since
hn =
∑
i1+···+did=n
ai11 · · · aidd bi1 · · · bid ,
then
Lemma 3.1 We have the relations
(i) ordphi ≥ id(p−1) for 0 ≤ i ≤ p2 − 1;
(ii)ordphi ≥ (p−1)idp2 for i ≥ p2.
Proof: For 0 ≤ i ≤ p2 − 1 and i1 + · · ·+ did = i, we have 0 ≤ i1, · · · , id ≤ p2 − 1 and
ordpbi1 · · · bid = ordpbi1 + · · ·+ ordpbid ≥
i1
p− 1 + · · ·+
id
p− 1 ≥
i
d(p − 1) ,
then (i) holds.
For i ≥ p2 and i1 + · · ·+ did = i, since 1p−1 ≥ p−1p2 , we have
ordpbi1 · · · bid = ordpbi1 + · · ·+ ordpbid ≥
(p − 1)i1
p2
+ · · ·+ (p − 1)id
p2
≥ (p − 1)i
dp2
,
then (ii) holds.
Furthermore,
hn =
∑
k≥0
pik
∑
∑d
i=1 i(mi+(p−1)ni)=n,∑d
i=1 mi=k
d∏
i=1
(−1)ni
mi!
(
mi
ni
)
a
mi+(p−1)ni
i ,
following the definition of mij in Section 2.2, we have
mij =
∑
r>0
hrp−jari =
∑
r>0
ari
∑
k≥0
pik
∑
∑d
l=1 l(ml+(p−1)nl)=rp−j,∑d
l=1 ml=k
d∏
l=1
(−1)nl
ml!
(
ml
nl
)
a
ml+(p−1)nl
l .
(2)
Since the p-adic order of the reciprocal roots of L(f, T ) are all smaller than 1, we can
consider only the items in (1) whose p-adic orders are smaller than n. If p > 3, then
(p−1)(rp−j)
dp2
− r−i
d(p−1) > n when r ≥ 3nd and 1 ≤ i, j ≤ d− 1. Following Lemma 1.1 in [1],
and equation (1) and Lemma 3.1, we should consider only the part r < 3nd in the sum of
equation (2).
If p ≥ 3d2, then any nl in equation (2) must smaller than 3nd when r < 3nd. We can
rewrite mij to
mij =
∑
r≥3nd
hrp−jari+
6
∑
0<r<3nd
ari
∑
0≤n1,··· ,nd<3nd
∑
k≥0
pik
∑
∑d
l=1 l(ml+(p−1)nl)=rp−j,∑d
l=1 ml=k
d∏
l=1
(−1)nl
ml!
(
ml
nl
)
a
ml+(p−1)nl
l .
(3)
3.2 Finite sum expression of Mn
Let
sl = k −
l∑
t=1
mt
for 1 ≤ l ≤ d− 1 and s0 = k and sd = 0. Then
ml = sl−1 − sl
for 1 ≤ l ≤ d.
We transform (3) into
mij =
∑
r≥3nd
hrp−jari+
∑
0<r<3nd
ari
∑
0≤n1,··· ,nd<3nd
∑
k≥0
pik
∑
∑d
l=1 l(sl−1−sl+(p−1)nl)=rp−j
d∏
l=1
(−1)nl
(sl−1 − sl)!
(
sl−1 − sl
nl
)
a
sl−1−sl+(p−1)nl
l .
Note that the sum
∑d
l=1 l(sl−1 − sl + (p− 1)nl) = rp− j is equivalent to
sd−1 = rp− j −
d−1∑
l=1
sl−1 +
d∑
l=1
l(p− 1)nl,
we can omit
∑
∑d
l=1 l(sl−1−sl+(p−1)nl)=rp−j
by substituting sd−1 into the expression.
Let
ω = {σ, ui, kj , ri,j , ni,j,l}i=1,··· ,n;j=1,··· ,m;l=1,··· ,d
where 0 ≤ ni,j,l < 3nd.
Let pi,j = ri,jp − kj for i = 1, · · · , n; j = 1, · · · ,m − 1 and pi,m = ri,mp − uσ(i) for
i = 1, · · · , n.
Denote ({si,j,0 = ki,j, si,j,d−1 = pi,j −
∑d−1
l=1 sl−1 +
∑d
l=1 l(p− 1)ni,j,l and si,j,d = 0)
Fω({si,j,0, si,j,1, · · · , si,j,d−2}) =
∏
i=1,··· ,n;j=1,··· ,m
d∏
l=1
(−1)ni,j,l
(si,j,l−1 − si,j,l)!
(
si,j,l−1 − si,j,l
ni,j,l
)
a
si,j,l−1−si,j,l+(p−1)ni,j,l
l .
Then Fω is hypergeometric and holonomic. Replacing kn,m with variable 0 ≤ a and
0 < k ≤ p− 1 such that kn,m = a(p − 1) + k −
∑
(i,j)6=(n,m) ki,j.
Furthermore, let
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Gω,a(k) =
∑
si,j,0,si,j,1,··· ,si,j,d−1
Fω({si,j,0, si,j,1, · · · , si,j,d−2})
Then we have
Mn =
∑
1≤u1<···<un≤d−1
∑
σ∈Sn
sgn(σ)
∑
1≤k1,··· ,km−1≤d−1
∑
0<ri,j<3nd∏
1≤i≤n
aτ
m−1
ri,1,ui
∏
1≤i≤n,1<j≤m
aτ
m−j
ri,j ,kj−1
(
∑
0≤ni,j,1,··· ,ni,j,d<3nd
∑
0≤a
(−p)a
∑
0<k≤p−1
pikGω,a(k)) +Nn
(4)
where the p-adic order of Nn is not smaller than d.
Since ki,j ≤ ri,jp− 1 < 3ndp, we have
a(p− 1) + k =
∑
i,j
ki,j < 3dmn
2p,
thus a ≤ 3dmn2. Therefore we can consider only
M˜n =
∑
1≤u1<···<un≤d−1
∑
σ∈Sn
sgn(σ)
∑
1≤k1,··· ,km−1≤d−1
∑
0<ri,j<3nd∏
1≤i≤n
aτ
m−1
ri,j ,ui
∏
1≤i≤n,1<j≤m
aτ
m−j
ri,j ,kj−1
(
∑
0≤ni,j,1,··· ,ni,j,d<3nd
∑
0≤a≤3dmn2
(−p)a
∑
0<k≤p−1
pikGω,a(k))
(5)
instead of Mn. We have
Lemma 3.2 ordpMn is congruent with cp−1 or some cp−1 + ordp
∑
0<k≤p−1 pi
kGω,a(k)
(mod 1), where −3mn2 < c ≤ 0 is an integer independent of p.
Proof: By Lemma 1.1. in [1], 0 ≥ ordpar,i := sp−1 ≥ − r−id(p−1) . When we restrict r to
r < 3nd, we have 0 ≥ s > −3n.
For any ri,j, ui and kj , let ordp
∏
1≤i≤n a
τm−1
ri,j ,ui
∏
1≤i≤n,1<j≤m a
τm−j
ri,j ,kj−1
:= z
p−1 . Then it
is within the range
0 ≥ z
p− 1 > −
3n2m
p− 1 .
Besides, ∑
1≤u1<···<un≤d−1
∑
σ∈Sn
sgn(σ)
∑
1≤k1,··· ,km−1≤d−1∑
0<ri,j<3nd
∏
1≤i≤n
aτ
m−1
ri,j ,ui
∏
1≤i≤n,1<j≤m
aτ
m−j
ri,j ,kj−1
(
∑
0≤ni,j,1,··· ,ni,j,d<3nd
∑
0≤a≤3dmn2
(−p)a) (6)
is a finite sum independent of p. In other words, ordpMn is congruent with the p-adic
order of one of the finitely many numbers items in the sum of (6) (mod 1).
The result follows.
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4 Finite possible forms of Newton polygon
Since Fω is hypergeometric and holonomic, following the Fundamental Corollary in holo-
nomic theory, there exist a non-zero operator Pω,a(K, k) ( a polynomial of k and shift
operator K defined by K ◦ f(k) = f(k + 1) ) annihilate Gω,a(k), i.e.
Pω,a(K, k)Gω,a(k) ≡ 0.
By the definition of Gω,a(k), for any prime p we have
ordpGω,a(k) ≡ 0(mod 1)
Suppose Pω,a(K, k) =
∑e−1
i=0 K
iPi(k) ∈ Z[K, k], where e is independent of p ( see the
end of Section 2.1 ). Let Pi0 , · · · , Pih be all of such Pi satisfying
p ∤ Pij
where j = 0, · · · , r and e− 1 ≥ i0 > · · · > ir ≥ 0. ( If each of Pi is divisible by p, we can
divide by p to reduce Pω,a(K, k) until such Pij appears. )
Proposition 4.1 If
ordp
∑
0<k≤p−1
pikGω,a(k) ≡ kω,a
p− 1(mod 1)
where e < kω,a ≤ p− e, then
Pi0(kω,a) ≡ 0(mod p).
Proof:
Considering the equation
Pω,a(K, kω,a − i0)Gω,a(kω,a − i0) = 0
i.e.,
e−1∑
i=0
KiPi(kω,a − i0)Gω,a(kω,a − i0) =
e−1∑
i=0
Pi(kω,a − i0 + i)Gω,a(kω,a − i0 + i) = 0. (7)
We will show that
ordpGω,a(kω,a) < ordpPi(kω,a − i0 + i)Gω,a(kω,a − i0 + i) (8)
for all 0 ≤ i ≤ e− 1.
Since
ordpGω,a(k) ≡ 0(mod 1),
the congruences of ordppi
kGω,a(k) (mod 1) for k = 1, · · · , p− 1 are all different.
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Furthermore, by the definition,
ordp
∑
0<k≤p−1
pikGω,a(k) ≡ kω,a
p− 1(mod 1),
then for any k 6= kω,a, ordppikω,aGω,a(kω,a) < ordppikGω,a(k).
For any 0 < k < kω,a, from the discussion above, we have
kω,a
p− 1 + ordpGω,a(kω,a) = ordppi
kω,aGω,a(kω,a) < ordppi
kGω,a(k) =
k
p− 1 + ordpGω,a(k)
<
kω,a
p− 1 + ordpGω,a(k),
thus
ordpGω,a(kω,a) < ordpGω,a(k).
For any kω,a < k ≤ p− 1, we also have
ordpGω,a(kω,a) <
kω,a
p− 1+ordpGω,a(kω,a) = ordppi
kω,aGω,a(kω,a) < ordppi
kGω,a(k) =
k
p− 1+ordpGω,a(k)
≤ 1 + ordpGω,a(k),
i.e.,
ordpGω,a(kω,a) < 1 + ordpGω,a(k).
Recall the definition of i0,
p | Pi
for all i > i0, then (8) holds. Combining with (7), we have
ordpPi0(kω,a) > 0.
It shows that either Pi0(kω,a) = 0 or ordpPi0(kω,a) ≥ 1, i.e.,
Pi0(kω,a) ≡ 0(mod p).
Since prime p is arbitrary, following Proposition 4.1 we have
Corollary 4.2 If e < kω,a ≤ p− e, then kω,a|p=0 is a rational root of Pi0 |p=0, i.e.,
Pi0 |p=0(kω,a|p=0) = 0
If 0 < kω,a ≤ e or p− e < kω,a ≤ p− 1 for some fixed index ω, by the definition of kω,a,
i.e., ordp
∑
0<k≤p−1 pi
kGω,a(k) ≡ kω,ap−1 (mod 1), the congruence
c
p− 1 + ordp
∑
0<k≤p−1
pikGω,a(k) (mod 1)
in Lemma 3.2 with range (−3mn
2−e+1
p−1 ,
e+1
p−1) is independent of p in the finite sum (6).
Combining with Corollary 4.2, we have
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Theorem 4.3 Let D∗ be the least common multiple of all denominators of rational roots
of such Pi0 |p=0. Suppose p > D∗ and p in a fixed residue class of D∗. Denote p∗ the
inverse of p (mod D∗). Thus
limp→∞ordpMn = −p
∗r
D∗
(mod 1)
where r = 0 or r
D∗
is congruent with a rational root of some Pi0 |p=0 (mod 1)
Proof: Note that the sum of (6) has finitely many numbers of items, by Lemma 3.2,
ordpMn must be congruent with one of
kw,a + c
p− 1 (mod 1)
in which c is an integer with −3mn2 < c ≤ 0.
If kω,a ≤ e or kω,a > p− e, when p→∞ the limit of kw,a+cp−1 (mod 1) is equal to 0.
Following Corollary 4.2, if e < kω,a ≤ p− e, then Pi0 |p=0(kω,a|p=0) = 0, i.e. kω,a|p=0 is
a rational root of Pi0 |p=0.
Suppose kω,a|p=0 = rD∗ , then kω,a has the form
kω,a =
sp+ r
D∗
.
Note that p is prime to D∗ and kω,a is an integer, i.e., sp + r ≡ 0 (mod D∗), then
s ≡ −p∗r (mod D∗).
So limp→∞
kω,a
p−1 =
s
D∗
= −p
∗r
D∗
(mod 1) is determined only by r
D∗
, the rational root of
Pi0 |p=0. In this case
limp→∞ordpMn = −p
∗r
D∗
(mod 1).
The theorem is proved.
Remark 4.4 Combining with Lemma 3.2, this theorem shows that the Newton polygon of
L(f, T ) has finitely many possible forms when p > D∗. This means, we can classify the
Newton polygons according to their limits when p → ∞. In detail, the finite sum of (6)
has
t =
(
d− 1
n
)
n!(d− 1)m−1(3nd− 1)n(m−1)(3nd)dn(m−1)(3dmn2 + 1)
items, and then ordpMn has at most t numbers of possible values when p→∞.
Suppose p > D∗ in a fixed residue class of D∗ and ordpMn = up−vD∗(p−1) , i.e.,
ordpMn = u
D∗
· p
p− 1 −
v
D∗
· 1
p− 1 . (9)
If we know the values of ordpMn on two specified primes p1, p2 > D∗ which are in the
same residue class of D∗ with p, saying ordp1Mn = r1, ordp2Mn = r2, then
u
D∗
=
r1(p1 − 1)− r2(p2 − 1)
p1 − p2
11
is determined. Thus
v
D∗
= (
u
D∗
p1
p1 − 1 − r1)(p1 − 1)
is also determined. So ordpMn is determined in general by (9). i.e., we have
Theorem 4.5 Let p > D∗. To determine the Newton polygon of L(f, T ), we need only
calculate it on two specified values of prime p in each residue class of D∗.
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