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Abstract.1 For datasets considered for public release, statistical agencies have to face the 
dilemma of guaranteeing the confidentiality of survey respondents on the one hand and 
offering sufficiently detailed data for scientific use on the other hand. For that reason a 
variety of methods that address this problem can be found in the literature.  
In this paper we discuss the advantages and disadvantages of two approaches that pro‐
vide disclosure control by generating synthetic datasets: The first, proposed by Rubin 
[1], generates fully synthetic datasets while the second suggested by Little [2] imputes 
values only for selected variables that bear a high risk of disclosure. Changing only 
some variables in general will lead to higher analytical validity. However, the disclosure 
risk will also increase for partially synthetic data, since true values remain in the data‐
sets. Thus, agencies willing to release synthetic datasets will have to decide, which of 
the two methods balances best the trade‐off between data utility and disclosure risk for 
their data. We offer some guidelines to help making this decision.   
                                                      
1 The research provided in this paper is part of the project “Wirtschaftsstatistische Paneldaten und faktische 
Anonymisierung” financed by the Federal Ministry for Education and Research (BMBF) and conducted 
by: The Federal Statistical Office Germany, the Statistical Offices of the Länder, the Institute for Applied 
Economic Research (IAW), and the Institute for Employment Research (IAB). We thank J.P. Reiter and 
two anonymous referees for their helpful comments on the paper and Thomas Zwick for sharing his 
STATA code. 106  Jörg Drechsler, Stefan Bender, Susanne Rässler 
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To our knowledge, the two approaches never haven been empirically compared in the 
literature so far. We apply the two methods to a set of variables from the 1997 wave of 
the German IAB Establishment Panel and evaluate their quality by comparing results 
from the original data with results we achieve for the same analyses run on the datasets 
after the imputation procedures. The results are as expected: In both cases the analytical 
validity of the synthetic data is high with partially synthetic datasets outperforming 
fully synthetic datasets in terms of data utility. But this advantage comes at the price of 
a higher disclosure risk for the partially synthetic data. 
1  Introduction 
In recent years the demand for publicly available micro data increased dramati‐
cally. On the other hand, more sophisticated record linkage techniques and the 
variety of databases readily available to the public may enable an ill‐intentioned 
data user (intruder) to identify single units in public use files provided by statis‐
tical agencies more easily. Since the data usually is collected under the pledge of 
confidentiality, the agencies have to decide carefully what information they are 
willing  to  release.  Concerning  release  on  the  micro  level,  all  agencies  apply 
some statistical disclosure control techniques that either suppress some informa‐
tion or perturb the data in some way to guarantee confidentiality. A certain 
amount of information loss is common to all these approaches. Thus, the com‐
mon aim of all approaches is, to minimize this information loss while at the 
same time minimizing the risk of disclosure. For that reason, a variety of meth‐
ods for disclosure control has been developed to provide as much information 
to the public as possible, while satisfying necessary disclosure restrictions [3], 
[4]. Especially for German establishment datasets a broad literature on perturba‐
tion techniques with different approaches can be found [5‐11].2 
A new approach to address this problem was suggested by [1]: Generating 
fully synthetic datasets to guarantee confidentiality. His idea was to treat all the 
observations from the sampling frame that are not part of the sample as missing 
data and to impute them according to the multiple imputation framework. Af‐
terwards, several simple random samples from these fully imputed datasets are 
                                                      
2 For datasets considered for public release the regulations of the German law have to be fulfilled. In Ger-
many, article 16 (6) of the Federal Statistic Law establishes a scientific privilege for the use of official 
statistics. Microdata that are de facto anonymous may be disseminated for scientific purposes (so called 
scientific use files). “Factual anonymity means that the data can be allocated to the respondent or party 
concerned only by employing an excessive amount of time, expenses and manpower.” [12]. The concept 
of factual anonymity takes into account a rational thinking intruder, who calculates the costs and benefits 
of the re-identification of the data. Because factual anonymity depends on several conditions and is not 
further defined by law, it is necessary to estimate the costs and benefits of a re-identification for every 
dataset with a realistic scenario. [13] started to think of different methods for different scenarios. Addi-
tionally attempts were made in a German anonymization project [14-16] to re-identify individuals in a 
micro dataset under different realistic scenarios. Comparing Fully and Partially Synthetic Datasets for SDC  107 
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released to the public. Because all imputed values are random draws from the 
posterior predictive distribution of the missing values given the observed val‐
ues, disclosure of sensitive information is nearly impossible, especially if the 
released  datasets  don’t contain  any  real  data. Another  advantage  of this  ap‐
proach is the sampling design for the imputed datasets. As the released datasets 
can be simple random samples from the population, the analyst doesn’t have to 
allow for a complex sampling design in his models. However, the quality of this 
method  strongly  depends  on  the  accuracy  of  the  model  used  to  impute  the 
“missing“ values. If the model doesn’t include all the relationships between the 
variables that are of interest to the analyst or if the joint distribution of the vari‐
ables is miss‐specified, results from the synthetic datasets can be biased. Fur‐
thermore, specifying a model that considers all the skip patterns and constraints 
between the variables in a large dataset can be cumbersome if not impossible 
To overcome these problems, a related approach suggested by [2] replaces ob‐
served values with imputed values only for variables that bear a high risk of 
disclosure or for variables that contain especially sensitive information leaving 
the rest of the data unchanged. This approach, discussed as generating partially 
synthetic datasets in the literature, has been adopted for some datasets in the US 
[17‐20]. 
In this paper we apply both methods to a German Establishment Survey (the 
Establishment Survey of the Institute for Employment Research (IAB)) and dis‐
cuss advantages and disadvantages for both methods in terms of data utility 
and disclosure risk. 
The remainder of this paper is organized as follows: Section 2 provides a short 
overview of the multiple imputation framework and its modifications for dis‐
closure control. Section 3 describes the application of the two multiple imputa‐
tion approaches for disclosure control to the IAB Establishment Panel. Section 4 
evaluates these approaches by comparing the data utility and the disclosure risk 
for the two settings. The paper concludes with a general discussion of the find‐
ings from this study and their consequences for agencies willing to release syn‐
thetic versions of their datasets. 
2  Multiple Imputation 
2.1  Multiple Imputation for Missing Data 
Missing data is a common problem in surveys. To avoid information loss by 
using  only  completely  observed  records,  several  imputation  techniques  have 
been suggested. Multiple imputation, introduced by [21] and discussed in detail 
in [22,23], is an approach that retains the advantages of imputation while allow‐
ing the uncertainty due to imputation to be directly assessed. With multiple 108  Jörg Drechsler, Stefan Bender, Susanne Rässler 
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imputation, the missing values in a dataset are replaced by m > 1 simulated ver‐
sions, generated according to a probability distribution for the true values given 
the observed data. More precisely, let Yobs be the observed and Ymis the missing 
part of a dataset Y, with Y=(Ymis,Yobs), then missing values are drawn from the 
Bayesian  posterior  predictive  distribution  of  (Ymis|Yobs),  or  an  approximation 
thereof. Typically, m is small, such as m = 5. Each of the imputed (and thus com‐
pleted) datasets is first analyzed by standard methods designed for complete 
data; the results of the m analyses are then combined in a completely generic 
way to produce estimates, confidence intervals and tests that reflect the missing‐
data uncertainty. In this paper, we discuss analysis with scalar parameters only, 
for multidimensional quantities see [24], Section 10.2. 
To understand the procedure of analyzing multiply imputed datasets, think of 
an analyst interested in an unknown scalar parameter Q, where Q could be, e.g., 
the mean of a variable, the correlation coefficient between two variables, or a 
regression coefficient in a linear regression.  
Inferences for this parameter for datasets with no missing values usually are 
based on a point estimate q, an estimate for the variance of q, u and a normal or 
Student’s t reference distribution. For analysis of the imputed datasets, let  i q  
and  i u  for  1,...,m i =  be the point and variance estimates for each of the m com‐
pleted datasets. To achieve a final estimate over all imputations, these estimates 
have to be combined using the combining rules first described in [21].  
For the point estimate, the final estimate simply is the average of the m point 
estimates  ∑
=
=
m
i
i m q
m
q
1
1   with  1,...,m i = .  Its  variance  is  estimated  by 
m m MI b m u T ) 1 (
1 − + + = ,  where  ∑ =
− =
m
i i m u m u
1
1 is  the  “within‐imputation”  variance 
and  ∑
=
−
−
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1
1  is the “between‐imputation” variance. The additional 
m bm /  reflects the fact that only a finite number of completed‐data estimates  i q , 
1,...,m i =  is averaged together to obtain the final point estimate. The quantity 
MI m T b m / ) 1 ( ˆ 1 − + = γ  estimates the fraction of information about Q that is missing 
due to nonresponse. 
Inferences from multiply imputed data are based on  m q ,  MI T , and a Student’s t 
reference distribution. Thus, for example, interval estimates for Q have the form 
MI m T t q ) 2 / 1 ( α − ± , where  (1 / 2) t α −  is the (1 / 2) α −  quantile of the t distribution. 
[25] provided the approximate value   2 ˆ ) 1 (
− − = γ m vRS for the degrees of freedom of 
the t distribution, under the assumption that with complete data, a normal ref‐
erence  distribution  would  have  been  appropriate  (that  is,  the  complete  data 
would have had large degrees of freedom). [26] relaxed that assumption to al‐
low for a t reference distribution with complete data, and suggested the value Comparing Fully and Partially Synthetic Datasets for SDC  109 
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11 1 ˆ () BR RS obs ννν
−− − =+   for  the  degrees  of  freedom  in  the  multiple‐imputation 
analysis, where  ˆ ˆ (1 )( )( 1)/( 3) obs com com com ν γν ν ν =− + + and  com ν  denotes the complete‐
data degrees of freedom. 
2.2  Fully Synthetic Datasets 
In 1993, Rubin suggested to create fully synthetic datasets based on the multiple 
imputation framework. His idea was to treat all units in the population that 
have not been selected in the sample as missing data, impute them according to 
the multiple imputation approach and draw simple random samples from these 
imputed populations for release to the public. Most surveys are conducted us‐
ing  complex  sampling  designs.  Releasing  simple  random  samples  simplifies 
research for the potential user of the data, since the design doesn’t have to be 
incorporated in the model. It is not necessary however to release simple random 
samples. If a complex design is used – we use a stratified sample in our study to 
take advantage of the efficiency gained by the original stratification – the ana‐
lyst accounts for the design in the within variance  i u . 
For illustration, think of a dataset of size n, sampled from a population of size 
N. Suppose further, the imputer has information about some variables X for the 
whole population, for example from census records, and only the information 
from the survey respondents for the remaining variables Y. Let Yinc be the ob‐
served part of the population and Yexc the nonsampled units of Y. For simplicity, 
assume that there are no item‐missing data in the observed dataset. The ap‐
proach also applies if there are missing data. Details about generating synthetic 
data for datasets subject to item nonresponse are described in [27]. 
Now the synthetic datasets can be generated in two steps: First, construct m 
imputed synthetic populations by drawing Yexc m times independently from the 
posterior predictive distribution f(Yexc|X,Yinc) for the N‐n unobserved values of 
Y. If the released data should contain no real data for Y, all N values can be 
drawn from this distribution. Second, make simple random draws from these 
populations and release them to the public. The second step is necessary as it 
might not be feasible to release m whole populations for the simple matter of 
data‐size. In practice, it is not mandatory to generate complete populations. The 
imputer can make random draws from X in a first step and only impute values 
of Y for the drawn X. 
The analysis of the m simulated datasets follows the same lines as the analysis 
after multiple imputation (MI) for missing values in regular datasets (see Sec‐
tion 2.1). The final point estimate is still given by  ∑
=
=
m
i
i m q
m
q
1
1 . However, the 
calculation of the total variance slightly differs from the calculation of the total 
variance in MI settings for treating missing data: 110  Jörg Drechsler, Stefan Bender, Susanne Rässler 
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m m f u b m T − + =
− ) 1 (
1  
This difference is due to the additional sampling from the synthetic units for 
fully synthetic datasets. Hence, the variance  m b  between the datasets already 
reflects the variance within each imputation. For a formal justification see [28].   
A disadvantage of this variance estimate is that it can become negative. For 
that reason, [29] suggests a slightly modified variance estimator that is always 
positive:  
  ) ( ) , 0 max(
*
m
syn
f f u
n
n
T T δ + = , where δ=1 if Tf<0, and δ=0 otherwise. 
Here,  nsyn is the number of observations in the released datasets sampled from 
the synthetic population. 
If m is large, inferences can be based on normal distributions. For moderate m, 
a t reference distribution is more adequate. The degrees of freedom are given by 
2 1) 1 )( 1 (
− − − = r m f ν  where 
m
m
u
b m
r
) 1 (
1 − +
= . 
2.3  Partially Synthetic Datasets 
In contrast to the creation of fully synthetic datasets, this approach replaces only 
observed values for variables that bear a high risk of disclosure (key variables) 
or very sensitive variables with synthetic values [30]. The variables with a high 
risk  of  disclosure  could  be  variables  known  to  the  public  from  other  easily 
available databases or information from statements of accounts for incorpora‐
tions. Masking these variables by replacing observed with imputed values pre‐
vents re‐identification. The imputed values can be obtained by drawing from 
the posterior predictive distribution f(Y|X), where Y indicates the variables that 
need to be modified to avoid disclosure and X are all variables that remain un‐
changed or variables that have been synthesized in an earlier step. 
Imputations are generated according to the multiple imputation framework as 
described in Section 2.1, but comparable to the fully synthetic data context while 
the point estimate stays the same, the variance estimation differs slightly from 
the MI calculations for missing data. Yet, it differs from the estimation in the 
fully synthetic context as well ‐ it is given by  m m p b m u T
1 − + = . 
Similar  to  the  variance  estimator  for  multiple  imputation  of  missing  data, 
m bm /  is the correction factor for the additional variance due to using a finite 
number of imputations. However, the additional  m b , necessary in the missing 
data context, is not necessary here, since  m u  already captures the variance of Q 
given the observed data. This is different in the missing data case, where  m u  is 
the variance of Q given the completed data and  m m b u +  is the variance of Q 
given the observed data. For a formal justification, see [30]. This variance esti‐Comparing Fully and Partially Synthetic Datasets for SDC  111 
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mate can never be negative, so no adjustments are necessary for partially syn‐
thetic datasets. Inferences for Q can be based on a Student’s t reference distribu‐
tion with 
2 ))
/
1 )( 1 (
m b
u
m
m
m
p + − = ν  degrees of freedom. 
3  Application to the IAB Establishment Panel 
To generate fully synthetic datasets for the IAB Establishment Panel, we need 
information from the sampling frame of the Establishment Panel. We obtain this 
information by aggregating the German Social Security Data (GSSD) to the es‐
tablishment level. From this aggregated dataset, we can sample new records 
that provide the basis for the generation of the synthetic datasets. 
3.1  Description of the Two Datasets: The German Social 
Security Data and the IAB Establishment Panel 
The German Social Security Data (GSSD) contains information on all employees 
covered by social security.3 The notifications of the GSSD include for every em‐
ployee, among other things, the workplace and the establishment identification 
number.  By  aggregating  records  with  the  same  establishment  identification 
number it is possible to generate establishment information from the GSSD. As 
we use the 1997 wave of the IAB Establishment Panel for our analysis, data are 
taken and aggregated from the GSSD for June, 30th 1997 (see Figure 2 in the 
Appendix for all characteristics used). We use the establishment identification 
number again to match the aggregated establishment characteristics from the 
GSSD with the IAB Establishment Panel. 
The IAB Establishment Panel is an annually conducted survey, which started 
in 1993 (West Germany) and 1996 (East Germany). In 2008 the sample contained 
around  16,000  establishments.  The  sampling  frame  of  the  IAB  Establishment 
Panel4 is based on the GSSD, which is aggregated via the establishment identifi‐
cation number as of 30 June of each year. Consequently the IAB Establishment 
Panel only includes establishments with at least one employee covered by social 
security. The sample is drawn following the principle of optimum stratification. 
The stratification cells are defined by ten classes for the size of the establish‐
                                                      
3  The basis of the German Social Security Data (GSSD) is the integrated notification procedure for the 
health, pension and unemployment insurances, which was introduced in January 1973. This procedure 
requires employers to notify the social security agencies about all employees covered by social security. 
As by definition the German Social Security Data only includes employees covered by social security - 
civil servants and unpaid family workers for example are not included - approx. 80% of the German 
workforce are represented. However, the degree of coverage varies considerably across the occupations 
and the industries. 
4  The approach and structure of the establishment panel are described for example by [31] and [32]. 112  Jörg Drechsler, Stefan Bender, Susanne Rässler 
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ment, 16 classes for the region, and 16 classes for the industry5. These cells are 
also used for weighting and extrapolation of the sample. Each year, the panel is 
accompanied by supplementary samples and follow‐up samples to include new 
or reviving establishments and to compensate for panel mortality. The list of 
questions  contains  detailed  information  about  the  firms’  personnel  structure, 
development  and  personnel  policy.  An  overview  of  available  information  in 
1997 is listed in the Appendix, Figure 2.  
3.2  Generating Fully Synthetic Datasets 
We only impute values for a set of variables from the 1997 wave of the IAB Es‐
tablishment Panel. As it is not feasible to impute values for the millions of estab‐
lishments contained in the German Social Security Data for 1997, we sample 
from this frame, using the same sampling design as for the IAB Establishment 
Panel: Stratification by establishment size, region and industry. Every stratum 
contains the same number of units as the observed data from the 1997 wave of 
the Establishment Panel. 
Due to panel mortality a supplementary sample has to be drawn for the IAB 
Establishment Panel every year. In the 1997 wave, this supplementary sample 
primarily consisted of newly founded establishments because in that year the 
questionnaire had a focus on establishment births. Therefore, start‐ups are over‐
represented in the sample. Arguably, answers from these establishments differ 
systematically from the answers provided by establishments existing for several 
years. Drawing a new sample without taking this oversampling into account 
could lead to a sample after imputation that differs substantially from that in 
the Establishment Panel. 
For simplicity reasons, we define establishments not included in the German 
Social Security Data before July 1995 as new establishments and delete them 
from the sampling frame and the Establishment Panel. For the 1997 wave of the 
Establishment Panel, this means a reduction from 8,850 to 7,610 observations  
Merging the GSSD and the IAB Establishment Panel using the establishment 
identification number reveals that 278 units from the panel are not included in 
the GSSD6. These units are also omitted leading to a final sample of 7,332 obser‐
vations. 
Furthermore, we have to verify that the stratum parameters size, industry and 
region match in both datasets. Merging indicates that there are some differences 
between  the  two  records.  If  the  datasets  differ,  values  from  the  GSSD  are 
adopted. 
                                                      
5  From 2000 onwards 20 industry classes are used.  
6 There are several possible reasons for this, e.g. re-organization of the firm leading to new establishment 
identification numbers, coding errors, or delays in the notifications for an establishment in the GSSD. Comparing Fully and Partially Synthetic Datasets for SDC  113 
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Cross tabulation of the stratum parameters for the 7,332 observations in our 
sample provides a matrix containing the number of observations for each stra‐
tum. Now, a new dataset can be generated easily by drawing establishments 
from the German Social Security Data according to this matrix.  
After matching, every dataset is structured as follows: Let N be the total num‐
ber of units in the newly generated dataset, that is the number of units in the 
sample ns plus the number of units in the panel np, N=ns+np. Let X be the matrix 
of variables with information for all observations in N. Then X consists of the 
variables establishment size (from the GSSD), region and industry and the other 
variables added from the German Social Security Data (see Figure 2 in the Ap‐
pendix). Note that the variable establishment size is included in both, the GSSD 
and the establishment panel. These two variables need not necessarily be identi‐
cal, since they are reported at different points in time. However, we use the es‐
tablishment size from the GSSD as a very strong predictor when synthesizing 
the establishment size in the establishment panel. Let Y be the selected variables 
from the Establishment Panel, with Y=(Yinc,Yexc), where Yinc are the observed val‐
ues from the Establishment Panel and Yexc are the hypothetic missing data for 
the newly drawn values in X (see Figure 1). 
Figure 1. The full MI approach for the IAB Establishment Panel 
 
 
Now, values for the missing data can be imputed as outlined in Section 2 by 
drawing Yexc m times independently from the posterior predictive distribution 
f(Yexc|X,Yinc) for the N‐np unobserved values of Y. 
After the imputation procedure, all observations from the GSSD and all origi‐
nally observed values from the Establishment Panel are omitted and only the 
imputed values for the Panel are released. Results from an analysis on these 
released data can be compared with the results achieved with the real data. 
To create the fully synthetic datasets we draw ten new samples from the Ger‐
man Social Security Data and impute every sample ten times using a sequential 
imputation approach as implemented in the software IVEware by Raghunathan, 
Solenberger and Hoewyk [33]. This software uses an iterative algorithm called 
sequential regression multiple imputation (SRMI, [34]) that is based on the ideas 
of Gibbs sampling and avoids otherwise necessary assumptions about the joint 
distribution of the missing data given the observed data. Imputations are gener‐
missing data
data from the 
new sample 
data from the IAB  
Establishment Panel 
Yexc 
Yinc 
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ated variable by variable where the missing values for any variable Yk are im‐
puted by drawing from the conditional distributions of (Yk|Y‐k), where Y‐k repre‐
sents all variables in the dataset except Yk.. This allows for different imputation 
models for each variable. Continuous variables can be imputed with a linear 
model, binary variables can be imputed using a logit model, etc. Under some 
regularity assumptions iterative draws from these conditional distributions will 
converge to draws from the joint multivariate distribution of the data. Since 
most of the continuous variables like establishment size are heavily skewed, 
these variables are transformed by taking the cubic root before imputation to get 
rid of the skewness. In general, all variables are used as predictors in the impu‐
tation models in hopes of reducing problems from uncongeniality [35]. In the 
multinomial  logit  model  for  the  categorical  variables  some  explanatory  vari‐
ables are dropped for multicollinearity reasons. 
The imputations described in this Section are performed in two stages. A new 
sample is drawn from the GSSD on stage one and given the drawn values from 
the  GSSD,  new  values  are  multiply  imputed  for  the  Establishment  Panel  on 
stage two. The imputations within the same sample from stage one are corre‐
lated so that inferential methods must account for that correlation. Thus, the 
estimators described in Section 2.2 have to be modified as suggested by [36]. 
Let m be the number of new samples to be drawn and r be the number of im‐
putations within each sample (m=r=10 in our case). Let 
) , ( j i q  and 
) , ( j i u  be the 
point estimate and its variance estimate from the imputed dataset j in sample i, 
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For the imputation procedure we use 26 variables from the GSSD and reduce 
the number of panel variables to be imputed to 48 to avoid multicollinearity 
problems (Figure 2 in the appendix provides a broad description of the informa‐
tion contained in these variables)7. 
                                                      
7 A detailed description of all variables can be obtained from the authors on request. Comparing Fully and Partially Synthetic Datasets for SDC  115 
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3.3  Generating Partially Synthetic Datasets for the IAB Es‐
tablishment Panel 
For this study, we replace only two variables (the number of employees and the 
industry, coded in 16 categories) with synthetic values, since these are the only 
two variables that might lead to disclosure in the analyses we use to evaluate 
the data utility of the synthetic datasets. If we intended to release the complete 
data to the public, some other variables would have to be synthesized, too. Iden‐
tifying all the variables that provide a potential disclosure risk is an important 
and labour intensive task. The research project that deals with this problem is 
still running. Nevertheless, the two variables mentioned above definitely im‐
pose a high risk of disclosure, since they are easily available in public databases 
and especially large firms can be identified without difficulty using only these 
two variables. 
We define a multinomial logit model for the imputation of the industry code 
and a linear model stratified by four establishment sizes defined by quartiles for 
the number of employees. For the partially synthetic datasets, we use the same 
number of variables in the imputation model (26 from the GSSD 48 from the 
establishment panel), but all imputations are generated on one stage since the 
original sample is used and no additional samples are drawn from the GSSD. 
We generate the same number of synthetic datasets, but the modelling is per‐
formed using own coding in R. 
4  Data Utility versus Disclosure Risk 
4.1  Data Utility 
For an evaluation of the utility of the synthetic data, we compare analytic results 
achieved with the original data with results from the synthetic data. The first 
regression is based on an analysis by Zwick [37]. 
Zwick  analyses  the  productivity  effects  of  different  continuing  vocational 
training forms in Germany. He argues that vocational training is one of the most 
important measures to gain and keep productivity in a firm. For his analysis he 
uses the waves 1997 to 2001 from the IAB Establishment Panel.  
In 1997 and 1999 the Establishment Panel included the following additional 
question that was asked if the establishment did support continuous vocational 
training in the first part of 1997 or 1999 respectively: ‘For which of the following 
internal  or  external  measures  were  employees  exempted from  work  or  were 
costs completely or partly taken over by the establishment?’ Possible answers 
were: formal internal training, formal external training, training on the job, par‐
ticipation at seminars and talks, job rotation, self‐induced learning, quality cir‐116  Jörg Drechsler, Stefan Bender, Susanne Rässler 
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cles, and additional continuous vocational training. Zwick examines the produc‐
tivity effects of these training forms and demonstrates that formal external train‐
ing, formal internal training and quality circles do have a positive impact on 
productivity. Especially for formal external courses the productivity effect can 
be measured even two years after the training.  
To detect why some firms offer vocational training and others not, Zwick runs 
a probit regression using the 1997 wave of the Establishment Panel. The regres‐
sion shows that establishments increase training if they expect to loose workers. 
In  the  regression,  Zwick  uses  two  variables  (investment  in  IT  and  the  co‐
determination of the employees) that are only included in the 1998 wave of the 
Establishment Panel. Moreover, he excludes some observations based on infor‐
mation from other years. As we impute only the 1997 wave eliminating newly 
founded establishments, we have to rerun the regression, using all observations 
except for newly founded establishments and deleting the two variables which 
are not part of the 1997 wave. We find that results from the adjusted regression 
differ only slightly from the original regression. All the variables significant in 
Zwick’s analysis are still significant. Only for the variable “high number of ma‐
ternity leaves expected”, the significance level decreases from 1% to 5%.  
The original data from the 1997 wave of the Establishment Panel contains units 
with missing values for the regression variables. Methods for providing valid 
inferences for synthetic datasets in the presence of missing data can be found in 
in [27]. Similar methods still need to be developed for the two stage imputation 
described in this paper. Basically, a different two step imputation procedure is 
necessary in this context. All missing values are multiply imputed on stage one 
and on the second stage all confidential values are replaced with synthetic val‐
ues in every fully imputed dataset. Since we are only interested in the compari‐
son of the partially and the fully synthetic approach and the amount of miss‐
ingness is low ‐ most of the times less than 1%, never exceeding 5% ‐ we don’t 
take this extra step here. Instead we impute all missing values only once and 
treat the imputed data as the true data, that is, we assume for the synthesis that 
the original data was fully observed and don’t account for the additional uncer‐
tainty due to imputation of the missing values. We use the same models for the 
imputation of the missing values and the generation of the synthetic data. This 
can lead to overoptimistic results, since the model for the synthesis will auto‐
matically be the correct model for the originally missing values. However, the 
main aim of this paper is not to evaluate the performance of synthetic data in 
general. We aim to compare two different synthetic data generation approaches 
and both approaches are affected in the same way, so our conclusions should 
not be influenced by this effect. Comparing results from Zwick`s regression run 
on the fully imputed data and on the synthetic datasets are presented in Table 1.  Comparing Fully and Partially Synthetic Datasets for SDC  117 
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Table 1. Comparison between the regression coefficients from the real data and the 
coefficients from the synthetic data 
Exogenous variables 
Coeff. 
from org. 
data 
Fully 
synhetic 
data 
Partially 
synthetic 
data 
βfully ‐ 
βorg 
βpartially ‐ 
βorg 
Redundancies expected  0.253*** 0.251*** 0.264*** ‐ 0.002  0.011 
Many employees expected to 
be on maternity leave 
0.262**  0.244*  0.314** ‐ 0.018  0.052 
High qualification need exp.  0.646*** 0.625*** 0.639*** ‐ 0.021 ‐ 0.007 
Apprenticeship training 
reaction on skill shortages 
0.113*  0.147*  0.112*  0.034 ‐ 0.001 
Training reaction on skill 
shortages 
0.540*** 0.523*** 0.543*** ‐ 0.017  0.003 
Establishment size 20‐199  0.684*** 0.645*** 0.701*** ‐ 0.039  0.016 
Establishment size 200‐499  1.352*** 1.203*** 1.343*** ‐ 0.149 ‐ 0.009 
Establishment size 500‐999  1.346*** 1.340*** 1.367*** ‐ 0.006  0.020 
Establishment size 1000 +  1.955*** 1.778*** 1.776*** ‐ 0.177 ‐ 0.180 
Share of qualified employees  0.787*** 0.820*** 0.785***  0.033 ‐ 0.002 
State‐of‐the‐art technical 
equipment 
0.171*** 0.168*** 0.174*** ‐ 0.003  0.004 
Collective wage agreement  0.255*** 0.313*** 0.268***  0.058  0.013 
Apprenticeship training  0.490*** 0.406*** 0.507*** ‐ 0.084  0.017 
          
Number of observations  7,332  7,332  7,332    
 
15 industry dummies and East Germany dummy  
 
Notes:  *** Significant at the 0.1% level,** Significant at the 1% level, * Significant at the 5% level; the standard 
errors are heteroscedasticity‐corrected. 
Source:    IAB Establishment Panel 1997 without newly founded establishments and establishments not repre‐
sented in the employment statistics of the German Federal Employment Agency; regression accord‐
ing to [37] 
 
All estimates are very close to the estimates from the real data and except for 
the variable “high number of maternity leaves expected”, for which the signifi‐
cance level decreases to 5% for the fully synthetic data, remain significant on the 
same level when using the synthetic data. Obviously Zwick would have come to 
the same conclusions in his analysis, no matter if he would have used the fully 
synthetic data or the partially synthetic data instead of the real data. 
However, if we compare the results from the partially synthetic and the fully 
synthetic datasets more closely, we see that the estimates from the partially syn‐
thetic datasets are closer to the original estimates for most coefficients, although 
the industry dummies are used as covariates in the regression. Note that the 
univariate distribution of the industry will always be identical to the true distri‐
bution for the fully synthetic datasets, because the industry code is part of the 118  Jörg Drechsler, Stefan Bender, Susanne Rässler 
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sampling design which is identical for the original and for the fully synthetic 
data. 
Another way to determine the data utility is to look at the overlap between the 
confidence intervals for the estimates from the original data and the confidence 
intervals  for  the  estimates  from  the  synthetic  data  as  suggested  by  [39].  For 
every estimate the average overlap is calculated by: 
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where Uover,k and Lover,k denote the upper and the lower bound of the overlap of 
the confidence intervals from the original and from the synthetic data for the 
estimate k, Uorg,k and Lorg,k denote the upper and the lower bound of the confi‐
dence interval for the estimate k from the original data, and Usyn,k and Lsyn,k de‐
note the upper and the lower bound of the confidence interval for the estimate k 
from the synthetic data. This utility measure is more accurate in the sense that it 
also considers the standard error of the estimate, because estimates with large 
standard errors might still have a high confidence interval overlap and by this a 
high  data  utility  even  if  their  point  estimates  differ  considerably  from  each 
other, because the confidence intervals will increase with the standard error of 
the estimate. For more details on this method see [39]. Results for our regression 
example are presented in Table 2. 
Table 2. Comparison of the average confidence interval overlap between the original 
dataset and the synthetic datasets 
Exogenous variables 
CI overlap for 
the fully synthetic 
data 
CI overlap for 
the partially syn‐
thetic data 
Redundancies expected  0.942  0.948 
Many emp. expect. to be on maternity leave  0.955  0.861 
High qualification need exp.  0.929  0.976 
Appr. training reaction on skill shortages  0.843  0.996 
Training reaction on skill shortages  0.913  0.982 
Establishment size 20‐199  0.768  0.902 
Establishment size 200‐499  0.417  0.932 
Establishment size 500‐999  0.944  0.953 
Establishment size 1000 +  0.723  0.723 
Share of qualified employees  0.880  0.993 
State‐of‐the‐art technical equipment  0.958  0.977 
Collective wage agreement  0.682  0.927 
Apprenticeship training  0.557  0.899 
    
Average overlap  0.809  0.928 
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The confidence interval overlap is high for both approaches, often more than 
90%, but again the partially synthetic approach yields better results than the 
fully synthetic approach. The overlap is higher for all estimates except for the 
variable that indicates whether the establishment expects many employees to be 
on maternity leave. Especially, if we look at the average CI overlap over all es‐
timates, the improvements for the partially synthetic datasets become clearly 
evident with an increase of the average overlap from 80.9% to 92.8%. 
The advantages of the partially synthetic approach become even more obvi‐
ous, if we compute the average number of employees for each of the 16 indus‐
tries. Note that this analysis is based only on the two variables that are synthe‐
sized for the partially synthetic approach. Table 3 shows the estimates for both 
approaches compared to the real estimates and the average confidence interval 
overlap.  
Table 3. Comparison of the estimates and confidence interval overlaps for a 
regression of the number of employees on industry dummies (the 16th dummy is the 
reference category) 
 
Aver. number 
of employees 
from org. data 
Fully 
synthetic 
data 
Partially 
synthetic 
data 
CI overlap 
fully syn‐
thetic data 
CI overlap 
part. syn‐
thetic data 
Industry 1  71.47  84.41  82.36  0.591  0.784 
Industry 2  839.11  754.91  852.88  0.688  0.872 
Industry 3  681.07  633.67  593.10  0.593  0.801 
Industry 4  642.86  644.39  649.64  0.657  0.971 
Industry 5  174.46  194.72  187.38  0.592  0.819 
Industry 6  108.89  121.89  120.69  0.637  0.769 
Industry 7  117.08  120.31  119.61  0.657  0.878 
Industry 8  548.67  446.59  512.99  0.614  0.890 
Industry 9  700.70  674.80  713.39  0.687  0.963 
Industry 10  546.97  474.26  487.68  0.628  0.871 
Industry 11  118.64  111.67  130.98  0.679  0.792 
Industry 12  424.31  365.74  425.21  0.626  0.919 
Industry 13  516.74  546.13  551.92  0.731  0.800 
Industry 14  128.09  144.24  158.99  0.686  0.665 
Industry 15  161.98  164.18  238.09  0.890  0.637 
Industry 16  510.84  455.42  439.33  0.611  0.566 
          
Average overlap     0.660  0.812 
 
For the point estimates, we get mixed results. Nine of the sixteen estimates are 
closer to the true value for the partially synthetic datasets. But again it is impor‐
tant to note that the estimates for the fully synthetic datasets are based on exact 
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dicators and we don’t synthesize industry for the new samples. So we would 
actually expect a better performance for the fully synthetic approach. Further‐
more, inferences obtained from partially synthetic datasets are closer to the true 
inferences most of the times. The average confidence interval overlap for par‐
tially  synthetic  datasets  is  81.2%  whereas  the  overlap  for  the  fully  synthetic 
datasets  is  only  66.0%.  There  is  a  lot  of  variability  in  the  establishment  size 
within each industry. This means that the variance estimate  i u  for the mean 
estimator in every synthetic dataset will be high, too. Since we subtract  m u (the 
average over all  i u ) in our final estimate for the variance of  m q  for fully syn‐
thetic datasets, we get a negative variance estimate for all 16 estimates displayed 
in Table 3. Thus, we need adjustments for the two stage variance estimate that 
are similar to the adjustments described in Section 2.2. Following [36] a conser‐
vative but always positive variance estimate is given by  m step step u T T + = 2
*
2 . Using 
this adjusted estimate leads to overly wide confidence intervals and by this to a 
lower overlap with the true confidence intervals. No adjustments are necessary 
for the partially synthetic variance estimate, again an advantage for partially 
synthetic datasets.  
Of course, partially synthetic datasets should always provide results that are at 
least as good as the ones from the fully synthetic dataset for analyses that are 
based solely on variables left unchanged in the partially synthetic data. So, in 
terms of data utility, partially synthetic datasets will outperform fully synthetic 
datasets in most cases. Furthermore, there might be instances where defining 
imputation models for all variables is simply impossible, because there are so 
many logical constraints, bounds, and skip patterns in the data that a useful 
model cannot be obtained. And if it is possible to come up with a model, the 
imputed values might be biased and this bias is then introduced in all the other 
variables that are imputed on a later stage, based on the imputations for this 
variable. 
However, the data utility benefits of the partially synthetic datasets come at 
the price of an increased disclosure risk that should be discussed in the follow‐
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4.2  Disclosure risk 
In general, the disclosure risk8 for the fully synthetic data is very low, since all 
values are synthetic values. Still, it is not zero: For most establishment surveys 
the probability of inclusion depends on the size of the establishment and some‐
times can be close to 1 for the largest establishments. This means that the addi‐
tional protection offered in the fully synthetic approach by drawing new sam‐
ples from the sampling frame that is very effective for household surveys can be 
very modest for larger establishments. A possible intruder can be confident that 
large establishments in the released synthetic data represent establishments that 
were also included in the original survey. For a detailed discussion of the poten‐
tial disclosure risk for fully synthetic datasets from this survey, see [38].  
Besides this actual risk of disclosure the perceived risk of disclosure also needs 
to be considered. The released data might look like the data from a potential 
survey respondent an intruder was looking for. And once the intruder thinks, 
he identified a single respondent and the estimates are reasonable close to the 
true values for that unit, it is no longer important that the data is all made up. 
The potential respondent will feel that his privacy is at risk. Nevertheless the 
disclosure risk in general will be very low since the imputation models would 
have  to  be  almost  perfect  and  the  intruder  faces  the  problem  that  he  never 
knows (i) if the imputed values are anywhere near the true values and (ii) if the 
target record is included in one of the different synthetic samples. 
The disclosure risk is higher for partially synthetic datasets especially if the in‐
truder knows that some unit participated in the survey, since true values remain 
in the dataset and imputed values are generated only for the survey participants 
and not for the whole population. So for partially synthetic datasets assessing 
the risk of disclosure is an equally important evaluation step as assessing the 
data utility. It is essential that the agency identifies and synthesizes all variables 
that bear a risk of disclosure. A conservative approach would be, to also impute 
all variables that contain the most sensitive information. Once the synthetic data 
is  generated,  careful  checks  are  necessary  to  evaluate  the  disclosure  risk  for 
these datasets. Only if the datasets proof to be useful both in terms of data util‐
ity and in terms of disclosure risk, a release should be considered. 
                                                      
8 There are different possibilities of data disclosure. In general a breach of confidentiality (disclosure of 
information) means that additional information on an observed unit in a given dataset is gained. One case 
of disclosure is re-identification. For a detailed discussion about identification see [40-42]. 
A re-identification of firms is only possible if the following conditions are fulfilled: 
- The information on the firm is known by the intruder (additional information). 
- The firm of interest is in the data. 
- The two datasets have some variables in common. 
- It is possible to combine the variables in common so that an unequivocal match results. 
- The intruder is sure (at least subjectively) that the connection is correct [7]. 
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To evaluate disclosure risks for the partially synthetic datasets in our study, 
we compute probabilities of identification by following the approach of [41]. 
Related approaches are described by [42,44‐47], but only [41] in combination 
with [44] is directly applicable to partially synthetic datasets, thus we will focus 
on their ideas in the remainder of this Section. Roughly, in this approach we 
mimic the behavior of an ill‐intentioned user of the released data who possesses 
the true values of the quasi‐identifiers for selected target records (or even the 
entire database). To illustrate, suppose the malicious user has a vector of infor‐
mation, t, on a particular target unit in the population which may or may not 
correspond to a unit in the m released simulated datasets, D = { D(1), . . . D(m)}. Let 
t0 be the unique identifier (e.g., establishment name) of the target, and let dj0 be 
the (not released) unique identifier for record j in D, where j = 1,…, s. Let M be 
any  information  released  about  the  simulation  models.  The  malicious  user’s 
goal is to match unit j in D to the target when dj0 = t0, and not to match when dj0 
≠ t0 for any j ∈ D. Let J be a random variable that equals j when dj0 = t0 for j ∈ D 
and equals s + 1 when dj0 = t0 for some j∉ D. The malicious user thus seeks to 
calculate the Pr(J = j|t,D,M) for j = 1, . . . , s + 1. He or she then would decide 
whether or not any of the identification probabilities for j = 1,… , s are large 
enough to declare an identification. Let Yrep be the synthesized records in Y. Be‐
cause the malicious user does not know the actual values for Yrep, he or she 
should integrate over its possible values when computing the match probabili‐
ties. Hence, for each record in D we compute  
∫ = = = rep rep rep dY M D t Y M Y D t j J M D t j J ) , , | Pr( ) , , , | Pr( ) , , | Pr(   (1) 
This construction suggests a Monte Carlo approach to estimating each Pr(J = 
j|t,D,M). First, sample a value of Yrep from Pr(Yrep|t,D,M). Let Ynew represent one 
set of simulated values. Second, compute Pr(J = j|t,D, Yrep = Ynew,M) using exact 
or, for continuous synthesized variables, distance‐based matching assuming Ynew 
are collected values. This two‐step process is iterated R times, where ideally R is 
large, and (1) is estimated as the average of the resultant R values of Pr(J = j|t,D, 
Yrep = Ynew,M). When M has no information, the malicious user can treat the simu‐
lated values as plausible draws of Yrep.  
Following [41], we quantify disclosure risk with summaries of these identifica‐
tion probabilities. It is reasonable to assume that the malicious user selects as a 
match for t the record j with the highest value of Pr(J = j|t,D,M), if a unique 
maximum exists. We consider two disclosure risk measures: the expected match 
risk and the true match risk. To calculate these measures, we need some further 
definitions. Let cj be the number of records in the dataset with the highest match 
probability for the target tj for j = 1,…, s; let Ij = 1 if the true match is among the cj 
units and Ij = 0 otherwise. Let Kj = 1 when cj Ij = 1 and Kj = 0 otherwise. The ex‐
pected match risk can now be defined as ∑ j j j I c ) / 1 ( . When Ij = 1 and cj > 1, the Comparing Fully and Partially Synthetic Datasets for SDC  123 
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contribution of unit j to the expected match risk reflects the intruder randomly 
guessing at the correct match from the cj candidates. The true match risk equals 
∑ j j K . 
We assume that the intruder knows which establishments are included in the 
survey and their true values for the number of employees and industry. This is 
a conservative scenario but gives, in some sense, an upper bound on the risk for 
this level of intruder knowledge. Intruders might also know other variables on 
the file, in which case the agency may need to synthesize them as well. The in‐
truder computes probabilities using the approach outlined above. We assume 
that the agency does not reveal the synthesis model to the public, so that the 
only information in M is that employee size and industry were synthesized. For 
a given target t, records from each D(i) must meet two criteria to be possible 
matches. First, the record’s synthetic industry code exactly matches the target’s 
true  industry  code.  Second,  the  record’s  synthetic  number  of  employees  lies 
within an agency‐defined interval around the target’s true number of employ‐
ees. Acting as the agency, we define the interval as follows. We divide the trans‐
formed  (true)  number  of  employees  into  twenty  quantiles  and  calculate  the 
standard deviation of the number of employees within each quantile. The inter‐
val is te ± sds, where te is the target’s true value and sds is the standard deviation 
of the quantile in which the true value falls. When there are no synthetic records 
that fulfill both matching criteria, the intruder matches only on the industry 
code. We use 20 quantiles because this is the largest number of groups that 
guarantees at least some variation within each group. Using a larger number of 
quantiles results in groups with only one value of employment, which forces 
exact matching for targets in those quantiles. On the other hand, using a small 
number of quantiles does not differentiate adequately between small and large 
establishments. For small establishments, we want the potential matches to de‐
viate only slightly from the original values. For large establishments, we accept 
higher deviations. 
Given this matching scenario the expected match risk and the true match risk 
both would be 139, i.e. the intruder would get 139 true correct single matches. 
There is no obvious common pattern for the identified records. Neither for the 
region nor for the industry the distribution of the identified records differs sig‐
nificantly from the distribution in the underlying data. The identified records 
contain very small and very large establishments. However, as one might ex‐
pect, the actual risk of disclosure depends on establishment size. While only 
1.38% of the establishments with less than 100 employees are identified, this rate 
increases to 1.87% for establishments with 100‐1,000 employees and to 5.21% for 
establishments with more than 1,000 employees. Considering the fact that the 
intruder matches on 7,332 records and never knows which of the 7,330 single 
matches he obtains actually are correct matches the risk is very moderate. Espe‐124  Jörg Drechsler, Stefan Bender, Susanne Rässler 
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cially since these measures are based on the very conservative assumptions that 
(i) the intruder knows who participated in the survey and (ii) has exact informa‐
tion on the industry code and the establishment size for all the survey partici‐
pants. If the agency deems the risk of disclosure still too high, it might broaden 
the industry codes or suppress this information completely in the released file. 
Another possibility would be to use less detailed models for the large estab‐
lishments to ensure a higher level of perturbation for these records. 
As an alternative, the agency might consider releasing fully synthetic datasets 
instead. So far there are no comparable disclosure risk measures for fully syn‐
thetic  datasets  in  the  literature,  but  as  discussed  above  the  disclosure  risks 
should be further reduced compared to partially synthetic datasets. 
5  Discussion and Conclusion 
Releasing microdata to the public that guarantees confidentiality for survey re‐
spondents on the one hand, but also provides a high level of data utility for a 
variety of analyses on the other hand is a difficult task. In this paper we dis‐
cussed two closely related approaches based on multiple imputation: The gen‐
eration of fully and partially synthetic datasets. While fully synthetic datasets 
will never contain any originally observed values, original values are replaced 
only for key identifiers and/or sensitive values in partially synthetic datasets. 
Since imputed values can be generated for the whole population with fully syn‐
thetic  datasets,  but  only  for  the  survey  respondents  with  partially  synthetic 
datasets, knowing that a certain unit participated in a survey will lead to greater 
risk for the partially synthetic datasets. 
Nevertheless, partially synthetic datasets have the important advantage that in 
general the data utility will be higher, since only for some variables the true 
values have to be replaced with imputed values, so by definition the correlation 
structure between all the unchanged variables will be exactly the same as in the 
original dataset. The quality of the synthetic datasets will highly depend on the 
quality of the underlying model and for some variables it will be very hard to 
define good models. But if these variables don’t contain any sensitive informa‐
tion or information that might help identify single respondents, why bother to 
find these models? Why bother to perturb these variables first place? Further‐
more, the risk of biased imputations will increase with the number of variables 
that are imputed. For, if one of the variables is imputed based on a ‘bad’ model, 
the biased imputed values for that variable could be the basis for the imputation 
of another variable and this variable again could be used for the imputation of 
another one and so on. So a small bias could increase to a really problematic 
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TRANSACTIONS ON DATA PRIVACY (2008) 
The findings in this paper underline these thoughts. The partially synthetic 
datasets provide higher data quality in terms of lower deviation from the true 
estimates and higher confidence interval overlap between estimates from the 
original data and estimates from the synthetic data for most estimates. Still, this 
increase of data utility comes at the price of an increase in the risk of disclosure. 
Although the disclosure risk for fully synthetic datasets might not be zero, the 
disclosure risk will definitely be higher if true values remain in the dataset and 
the released data is based only on survey participants. Thus, it is important to 
make sure that all variables that might lead to disclosure are imputed in a way 
that confidentiality is guaranteed. This means that a variety of disclosure risk 
checks are necessary before the data can be released, but this is a problem com‐
mon to all perturbation methods that are based only on the information from 
the survey respondents. 
Agencies willing to release synthetic public use files will have to consider care‐
fully, which approach suites best for their datasets. If the data consists only of 
all small number of variables and imputation models are easy to set up, the 
agencies might consider releasing fully synthetic datasets, since these datasets 
will provide the highest confidentiality protection, but if there are many vari‐
ables in the data considered for release and the data contains a lot of skip pat‐
terns, logical constraints and questions that are asked only to a small subgroup 
of survey respondents, the agencies might be better off to release partially syn‐
thetic datasets and include a detailed disclosure risk study in their evaluation of 
the quality of the datasets considered for release.   
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Appendix 
Figure 2. Data comparison 
- number of employees in June 1996 
- qualification of the employees
- number of temporary employees
- number of agency workers
- working week (full-time and overtime)
- the firm‘s commitment to collective agreements
- existence of a works council
- turnover, advance performance and export share
- investment total
- overall wage bill in June 1997
- technological status
- age of the establishment
- legal form and corporate position
- overall company-economic situation
- reorganisation measures
- company further training activities
- additional information on new foundations
Information contained in the German 
Social Security Data (from 1997)
Available for all German establishments with at 
least one employee covered by social security
Information contained in the IAB 
Establishment Panel (wave 1997)
Available for establishments in the survey
Covered in both datasets
¾ establishment number, branch and size
¾ location of the establishment
¾ number of employees in June 1997
- number of full-time and part-time employees
- short-time employment
- m e a no f  t h ee m p l o y e e sa g e
- mean of wages from full-time employees
- mean of wages from all employees
- occupation
- schooling and training
- number of employees by gender
- number of German employees
 
 