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Available online 10 November 2015In this paper we demonstrate a simulation framework that enables the direct and quantitative comparison of
post-processing methods for diffusion weighted magnetic resonance (DW-MR) images. DW-MR datasets are
employed in a range of techniques that enable estimates of local microstructure and global connectivity in the
brain. These techniques require full alignment of images across the dataset, but this is rarely the case. Artefacts
such as eddy-current (EC) distortion and motion lead to misalignment between images, which compromise
the quality of the microstructural measures obtained from them. Numerous methods and software packages
exist to correct these artefacts, some of which have become de-facto standards, but none have been subject to
rigorous validation. In the literature, improved alignment is assessed using either qualitative visual measures
or quantitative surrogate metrics. Here we introduce a simulation framework that allows for the direct, quanti-
tative assessment of techniques, enabling objective comparisons of existing and future methods. DW-MR
datasets are generated using a process that is based on the physics ofMRI acquisition, which allows for the salient
features of the images and their artefacts to be reproduced. We apply this framework in three ways. Firstly we
assess the most commonly used method for artefact correction, FSL's eddy_correct, and compare it to a recently
proposed alternative, eddy. We demonstrate quantitatively that using eddy_correct leads to signiﬁcant errors in
the corrected data, whilst eddy is able to provide much improved correction. Secondly we investigate the
datasets required to achieve good correction with eddy, by looking at the minimum number of directions re-
quired and comparing the recommended full-sphere acquisitions to equivalent half-sphere protocols. Finally,
we investigate the impact of correction quality by examining theﬁts frommicrostructuremodels to real and sim-
ulated data.
© 2015 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license
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POSSUMIntroduction
Diffusion-weighted magnetic resonance (DW-MR) imaging is a
powerful, non-invasive technique that allows us to probe the micro-
structure of biological tissue (Assaf and Cohen, 2009). The technique is
well suited to the brain, and is used by clinicians and researchers study-
ing its structure in health and disease (Bodini and Ciccarelli, 2009;
Scholz et al., 2009).
A typical DW measurement is made by applying a diffusion-
sensitising gradient waveform in a particular direction across a sample,
before acquiring an MR image. The image contains information on the
diffusion of water in this direction. This diffusion is inﬂuenced by the
underlying microstructure, and by acquiring a range of images with
varying gradient strength and direction we can probe this structure.
Many techniques, both model-based (Assaf and Basser, 2005; Zhang
et al., 2012) and model-free (Tournier et al., 2004; Özarslan et al.,Computing, University College
.
am).
. This is an open access article under2013) use the rich information provided by such datasets to character-
ise brain microstructure.
Unfortunately images acquired with DW-MRI are susceptible to a
number of artefacts (Le Bihan et al., 2006). For example, susceptibility
differences at the air-tissue boundary lead to alterations of the B0 ﬁeld
that can cause spatial displacements of several pixels. This adversely af-
fects analysis of the DW data itself (Irfanoglu et al., 2012), and prevents
comparison between these DW images and others that do not contain
these artefacts, such as T1- and T2-weighted images. Some artefacts
lead to spatial offsets between the DW-MR images in a dataset, which
further undermines the estimates of microstructure obtained from
them. For example, motion can lead to rigid offsets between images,
and eddy currents (EC) lead to distortions of the image in the phase
encoding (PE) direction that vary according to the amount of diffusion
sensitisation used (typically summarised by the b-value) and the direc-
tion it is applied in.
Techniques for dealing with these artefacts can broadly be divided
into those implemented at acquisition time (Reese et al., 2003; Jezzard
and Balaban, 1995; Andersson et al., 2003), involving either somemod-
iﬁcation to the acquisition process or the collection of supplementarythe CC BY license (http://creativecommons.org/licenses/by/4.0/).
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(Haselgrove and Moore, 1996; Jenkinson and Smith, 2001). Post-
processing techniques are the most widely used, as they have several
advantages: they can be applied retrospectively to already acquired
data, a user can revert to the original data if the technique does not
work as hoped, and they don't require additional scan-time, which is
often expensive.
The literature contains a vast body of post-processing techniques
and software packages for correcting artefacts in DW-MRI (Oguz et al.,
2014; Jenkinson and Smith, 2001; Andersson et al., 2003). Ideally their
corrections would be validated by comparison to the ground truth, i.e.,
amap of the spatial deformations caused by the artefacts, but these can-
not be obtained for real data. As a result the literature relies on either
qualitative visual assessments of image alignment (Mangin et al.,
2002; Horsﬁeld, 1999), or quantitative assessments of surrogate mea-
sures of alignment, such as tract length (Zhuang et al., 2013), fractional
anisotropy (FA) values (Bai and Alexander, 2008) or reduced residuals
from ﬁts tomicrostructuralmodels (Ben-Amitay et al., 2012; Andersson
and Skare, 2002). The lack of an objective ground truth means existing
techniques cannot be systematically assessed, preventing end-users
from making an informed choice. The development of new methods is
also hindered, as any improvements over existing ones are difﬁcult to
demonstrate.
Simulation could provide us with a ground truth that would enable
us to assess methods objectively, allowing researchers to make in-
formed decisions when selecting post-processing methods. Simulation
systems exist for MRI (Kwan et al., 1999; Drobnjak et al., 2006) but
there is nothing satisfactory for assessment of artefact correction in
DW-MRI. There has been some limited work on the simulation of full-
brain DWIs, but they all exhibit at least one of two serious limitations.
The ﬁrst is the failure to model the full process of image acquisition
(Bastin, 1998, 2001), i.e., the recording of a signal in frequency space
which is Fourier transformed to generate a spatial image, which pre-
cludes the inclusion of realistic spatial-encoding artefacts. The second
is the use of a heavily simpliﬁed model to create the DW contrast,
which means the simulations do not capture some of the features of
DWIs thatmakes their processing uniquely challenging, such as the var-
iation of contrast with the direction of diffusionweighting (Nunes et al.,
2011; Bastin, 2001). More recently, a number of systems have been de-
veloped to simulate DWIs of white matter (WM) bundles (Neher et al.,
2013; Close et al., 2009; Caruyer et al., 2014), and are intended to help
validate model ﬁtting and tractography techniques. These systems
allow for the use of advanced models to predict the diffusion attenua-
tion, and some are able to simulate the full process of image acquisition
(Neher et al., 2013). However, these models rely on an underlying de-
scription of WM structures to generate the signal, which means they
are unable to produce full-brain images that realistically model the sig-
nal in the grey matter (GM) and cerebrospinal ﬂuid (CSF). To enable ef-
fective validation of artefact correction, there is a need for a simulation
system that combines realistic full-brain DW-MR contrast with a
modelling of the full MR acquisition process.
In this work we introduce a framework that simulates realistic DW-
MR images with artefacts, along with displacement ﬁelds that describe
the ground truth (GT) correction of each image, enabling the effective-
ness of correction techniques to be assessed objectively and directly.
DW images are simulated by extending POSSUM, which simulates the
physics of MRI acquisition by solving Bloch's and Maxwell's equations
(Drobnjak et al., 2006, 2010). This ensures that the images and their ar-
tefacts capture the key features of their real-world counterparts. In con-
trast to existing approaches that use microstructure-based models to
estimate the diffusion signal, we use a model-free approach to obtain
the signal from real data, allowing the full complexity of the diffusion sig-
nal in GM, WM and CSF to be captured. Correction techniques are
assessed by comparing the displacement ﬁelds they predict to the
ground truth ﬁelds provided by the framework. We use this framework
to compare two EC andmotion correction techniques, FSL's eddy_correctand eddy, and demonstrate that eddy_correct provides particularly poor
correction. We then turn the framework to a more thorough investiga-
tion of themost promising of these techniques, eddy.We evaluate eddy's
performance as the number of directions acquired is varied, and also
compare the recommended full-shell acquisition to equivalent half-
shell protocols, in order to make practical recommendations for its use.
Finally we look at the impact of correction quality by examining micro-
structureﬁts to real and simulated data. Thiswork has appeared in a pre-
liminary form in Graham et al. (2015). Simulated datasets and code will
be made available at http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/POSSUM.
Methods
In this section we describe our simulation framework for producing
realistic DW-MR images along with the displacement ﬁelds that map
them into undistorted space. We ﬁrst outline the framework in
Framework overview. Our implementation of the framework is detailed
in Framework implementation — producing DWIs and Framework
implementation — ground truth displacement ﬁelds.
Framework overview
The framework (Fig. 1) combines a physics-based approach to the
MR image acquisition processwith amodel-free representation of diffu-
sion in order to simulate realistic DW-MR datasets. To provide a mean-
ingful validation a simulation must capture the key characteristics of
DW-MR images and their artefacts. Many of the artefacts are introduced
during the acquisition of the MR signal in k-space, so a simulation
can only be deemed faithful if it can reproduce this process. We em-
phasise the distinction between this and methods that introduce ar-
tefacts by applying geometric transformations in image space. Our
method is able to capture non-geometric effects such as blurring
due to EC decay.
The framework takes fourmain inputs. Theﬁrst is a geometric object
that speciﬁes the proton density and location ofWM, GM and CSF along
with their T1 and T2 values. The second is a representation of diffusion-
weighting. The third is a pulsed-gradient spin-echo (PGSE) sequence,
detailing RF pulses and gradients (the framework can be straightfor-
wardly extended to take other diffusion sequences, such as twice-
refocused spin-echo (Reese et al., 2003)). The ﬁrst two inputs are com-
binedwith diffusion parameters extracted from the third (direction and
magnitude of diffusion weighting) to produce a geometric object with
its proton density reduced by a diffusion attenuation factor. The PGSE
sequence is converted to a standard echo-planar imaging (EPI) se-
quence for simulation, so the diffusion attenuation is introduced solely
through the input object. The fourth input is any details that will lead
to the simulation of artefacts, such as motion parameters. The effects
of eddy currents are included in the EPI sequence.
The framework creates two outputs. The ﬁrst is a DWI. The MR
simulator takes the attenuated object, pulse sequence and details
pertaining to artefacts, and solves Bloch's and Maxwell's equations
at each point in the object, summing the resultant signal in order to
generate the k-space measurements. This is Fourier transformed to
produce the output DWI. The second output is a displacement ﬁeld
that describes the mapping of this DWI from a distorted to undistort-
ed space.
Framework implementation — producing DWIs
We extended the POSSUM (Drobnjak et al., 2006, 2010)MRI simula-
tion in order to produce realistic DW-MR images. POSSUM takes as in-
puts a pulse sequence and a geometric object. It simulates the full MR
acquisition process by solving for the magnetization vectors over time
at every voxel in the object, which allows for the faithful reproduction
of artefacts that are introduced during acquisition. POSSUM is designed
for the simulation of MRI/fMRI data, so a number of extensions were
Fig. 1. The pipeline for simulatingDWIs. Details ofDWI and displacementﬁeld generation are in Framework implementation— producingDWIs and Framework implementation— ground
truth displacement ﬁelds.
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diffusionweighting, the addition of EC-induced gradients and the inclu-
sion of spin-echo contrast. They are detailed below.A full-brain segmentation was used as POSSUM's geometric object
input. It was created with T1- and T2-weighted images from a single
subject from the WU-Minn HCP dataset (Van Essen et al., 2012), using
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a voxel-wise spherical harmonic (SH) ﬁt to the subject's diffusion data
(Alexander et al., 2002). An order n = 8 ﬁt was used to fully capture
the angular information available in these datasets (Tournier et al.,
2013), with constraints placed on the coefﬁcients to ensure the signal
is real and exhibits antipodal symmetry. Separate ﬁts were performed
on the b=1000 s/mm2 and b=2000 s/mm2 shells. These SH ﬁts enable
us to predict the diffusion-weighting at each voxel along any gradient
direction, b^. The ﬁt to the b=1000 s/mm2 shell was used to predict sig-
nal attenuation for simulated DWIs with b= 1000 s/mm2, and the b=
2000 s/mm2 ﬁt to predict attenuation for simulations at b = 2000 s/
mm2. For some experimentsDWIswith b=700 s/mm2were simulated.
A mono-exponential assumption was used to predict the signal attenu-
ation at b=700 s/mm2 in direction b^, A700ðb^Þ from the predicted atten-
uation at b= 1000 s/mm2, A1000ðb^Þ:
A700 b^
 
¼ exp 1000
700
ln A1000 b^
   
: ð1Þ
The prediction of diffusion-weighting at b=700 s/mm2 is no longer
strictlymodel-free, but relies onminimal assumptions about the formof
the diffusion signal that are reasonable in practice (Niendorf et al.,
1996).
By default, POSSUM uses gradient-echo EPI sequences. To simu-
late the spin-echo EPI sequences typically used for DWI acquisition,
we replace the default tissue-speciﬁc T2* values with their corre-
sponding T2 values: 75 ms and 70 ms in the GM andWM, respective-
ly. These values were obtained by adjusting the average estimates
from the literature (Wansapura et al., 1999) until our simulations
best matched the contrast seen in a real dataset. All simulations
were performed at 3 T. K-space was acquired with a readout band-
width of 100 kHz, using a linear-ordered, cartesian sampling trajec-
tory with full coverage. We used a matrix size of 72 × 86, which
was chosen along with the image voxel size (2.5 isotropic) to strike
a balance between minimising computation time and ensuring full-
brain coverage. K-space was apodized using a Hamming window,
and no zero-ﬁlling was performed.
In this work we focus on the addition of EC and instantaneous mo-
tion artefacts. Eddy-induced gradients were added to the EPI pulse se-
quence using the spatially linear model in Nunes et al. (2011), by
superposing a sum of decaying exponentials on each gradient ﬁeld:
GEx;y;z ¼
X
i
εGdiffx;y;z exp− t−tið Þ=τ½  ð2Þ
where ti corresponds to the time each diffusion gradient is turned on or
off (determined by the pulse width δ and diffusion time Δ, obtained
from the input PGSE sequence), τ is the decay time, ε is a constant deter-
mining the relationship between the strength of eddy and diffusion gra-
dients and a + or− is selected depending on whether the gradient is
being turned on or off. We performed simulations with a maximum
value of Gdiff = 40 mT m−1, and selected ε = 0.009 and τ = 100 ms
to represent typical values found in a clinical scanner (Jezzard et al.,
1998). Motion was added by applying rigid rotations to the geometric
object, before the MR simulation began, in order to recreate instanta-
neous motion between volumes. Motion was accounted for when ap-
plying the diffusion-weighting, such that rotations of the head affected
the diffusion contrast. Physically this is equivalent to simulatingmotion
as occurring before the diffusion sensitisation gradients are applied.
Whilst we only demonstrate EC+motion artefacts in this work, we
note that the simulations are ﬂexible, and able to recreate many more
artefacts. Nyquist ghosting, chemical shifting, motion during signal
read-out and Gibbs ringing have all been demonstrated in POSSUM
(Drobnjak et al., 2006), and can be readily included in our simulations.Framework implementation — ground truth displacement ﬁelds
The framework generates the GT displacement ﬁeld for each DWI,
detailing its mapping from distorted to undistorted space, as compari-
son of predicted and GT spatial displacement ﬁelds is the most direct
way to evaluate post-processing methods. Here we describe how we
obtain the combined displacement ﬁeld that corrects for the EC +mo-
tion artefacts in our simulations. The EC displacementﬁelds are calculat-
ed in a general way that can be straightforwardly extended to other off-
resonance artefacts.
The EC displacement ﬁeld can be calculated from a knowledge of the
off-resonance frequency that the EC give rise to. In the presence of any
off-resonance conditions, the spin frequency can be written:
ω r; tð Þ ¼ ω0 þ f r; tð Þ ð3Þ
where ω0 is the system frequency and f(r, t) is the off-resonance term,
that may vary with spatial location r and time t. When the off-
resonance term is time-invariant, i.e., f(r, t) = f(r), we can express the
displacement ﬁeld caused by these off-resonance effects, ψO, as
(Zaitsev et al., 2004):
ψO rð Þ ¼ ts f rð Þp ð4Þ
where ts is the echo spacing and p is a vector pointing in the phase-
encoding direction with a magnitude equal to the inverse of the k-
space line spacing.
In the case of linear EC gradients assumed in our simulations, we can
express the off-resonance term:
f r; tð Þ ¼ γGE tð Þ  r ð5Þ
where GE = (GxE, GyE, GzE) and γ is the gyromagnetic ratio. These gradi-
ents are time-varying according to Eq. (2). We evaluate this off-
resonance term at the centre of k-space, t= TE, as this dominates the
gross structure of the image:
f rð Þ ¼ γGE TEð Þ  r: ð6Þ
We can now combine Eqs. (4) and (6) to ﬁnd the displacement ﬁeld:
ψO rð Þ ¼ γts GE TEð Þ  r p: ð7Þ
The motion displacement ﬁeld, ψM(r) is straightforwardly obtained
from the rigid transformation R:
ψM rð Þ ¼ Rr−r: ð8Þ
We can obtain the total displacement ﬁeld, ψT(r), from a composi-
tion of the two ﬁelds:
ψT rð Þ ¼ ψO∘ψM rð Þ: ð9Þ
The ground truth displacement ﬁeld gives us our mapping from un-
distorted to distorted space. An artefact correction method predicts a
displacement ﬁeld,ψP(r), that attempts tomap a volume from distorted
to undistorted space. We deﬁne the error ﬁeld, ψE(r), as the displace-
ment ﬁeld that describes the mapping of each voxel in undistorted
space into corrected space:
ψE rð Þ ¼ ψP∘ ψT rð Þ: ð10Þ
A zero error displacement ﬁeld indicates perfect correction has been
achieved. In this workwemake use of these error ﬁelds to quantitative-
ly assess the effectiveness of artefact correction schemes.
1083M.S. Graham et al. / NeuroImage 125 (2016) 1079–1094Experiments and results
In this section we explain our experiment design and show results.
Firstly we discuss our validation of the simulations. We then undertake
a comparison of two artefact correction methods, eddy_correct and
eddy, before evaluating the performance of eddy as a function of the
quality of the dataset. Finally we assess the impact of correction by
ﬁtting models of microstructure to real and simulated data.
Validation of the simulations
We ﬁrst assess howwell the simulated images capture themost im-
portant characteristics of real images. POSSUM has been shown to pro-
vide realistic MR simulation without diffusion weighting (Drobnjak
et al., 2006, 2010), so herewe focus on assessing the simulation of diffu-
sion weighting. In the case of DW-MR the key characteristic is the vari-
ation in contrast as the strength and direction of diffusion weighting
changes. To test this we compared a real and simulated dataset with
identical parameters: a 3 T scanner with three shells, b = 300/700/
2000 s/mm2, 8/32/64 directions with 1/4/8 b = 0 images, TR/TE =
7500/109 ms. Fig. 2a compares the changes in contrast with varying b-
value. Fig. 2b compares changes in contrast with varying direction of
b-vector. A comparison with Fiberfox, the current state-of-the-art in
model-based approaches, is included in Supplementarymaterial. Finally
we demonstrate that our ECmodel produces realistic artefacts. We sim-
ulated EC distorted imageswith diffusionweighting along the x-, y- and
z-axes. Fig. 3 shows the results.
The results demonstrate that our simulation framework is able to cap-
ture both the increased attenuationwithb-value and the variation in con-
trast with varying b-vector that are present in real data. Note that the real
data and the data used to generate the input object for simulation were
obtained from different subjects, so the slices are not perfectly matched,
which may account for some of the differences in the appearance of
WM tracts. Finally we show that we are able to reproduce EC distortions
seen in real data. For linear ECs, gradients along the x-, y- and z-axes
should lead to shears, scaling and translations in the images respectively
(assuming here that y is the PE direction and z is slice-select). In our
model, an applied diffusion gradient in a given direction gives rise to EC
gradients in the same direction, so we expect to see pure shears, scaling
and translation in the three examples in Fig. 3, which we do.
Comparison of correction methods
In this section we compare the quality of correction obtained from
two post-processing techniques. The ﬁrst is FSL's eddy_correct, which
registers each volume in a dataset to a b=0 image in order to simulta-
neously correct for motion and EC distortions. We also test a more so-
phisticated method, FSL's eddy, which registers each volume to a
model-free prediction of how it should look in undistorted space
(Andersson and Sotiropoulos, 2015). Firstlywe compare themquantita-
tively using our simulation framework, and then we compare them
qualitatively on a real dataset to demonstrate that our ﬁndings in simu-
lation are present in real data.
The simulated dataset consists of two shells, b=700/2000 s / mm2,
32/64 directions with 4/8 b=0 images, TR/TE = 7500/109 ms,
72 × 86 × 55 with isotropic voxel size of 2.5 mm. Diffusion directions
were distributed isotropically on the sphere. EC gradients were added
to the pulse sequence according to the model in the Framework
implementation— producing DWIs section. One dataset was simulated
with just EC artefacts, and onewas created with both EC andmotion ar-
tefacts. In this dataset, a translation along each axis was selected for
each volume randomly from the range−5 to 5mm, in addition to a ro-
tation about each axis taken from the range−5 to 5°. Each dataset had
Rician noise added at two different levels to produce datasets with
SNR = 10 and SNR = 20, measured on the b = 0 images in a region
of interest (ROI) in the WM (the centrum semiovale).The simulated datasetswere corrected using eddy_correct and eddy.
Default settings were used for eddy_correct: correlation ratio as the
similarity measure and trilinear interpolation. Default settings were
mostly used for eddy: 1000 voxels for estimating the Gaussian Process
hyperparameter, spline interpolation, quadradic ﬁrst-level modelling
of the EC, and no second-level modelling. However we used 10 itera-
tions rather than the default 5, because we sometimes found 5 was
not sufﬁcient to ensure convergence. We also performed correction
using eddy_correct with normalised mutual information (NMI) as a
cost function, to test the claim that it is more robust than other cost-
functions (Rohde et al., 2004). Results for correction of the datasets
with EC artefacts are shown in Fig. 4a, and that dataset with both EC
andmotion artefacts are in Fig. 4b. Fig. 5 shows how these displacement
ﬁeld errors are spatially distributed across the brain.
The real dataset was acquired on a Siemens PET-MR 3 T with similar
parameters to the simulated dataset: two shells, b= 700/2000 s/mm2,
32/64 directionswith 4/8 b=0 images, TR/TE=7500/103ms, isotropic
voxels of size 2.5 mm. The only differences were the dimensions, here
96 × 96 × 55, and the TE (103 ms here vs 109 ms in the simulations).
The SNR of the data was 25, measured on the b = 0 images in an ROI
in the centrum semiovale. This dataset was also corrected using
eddy_correct and eddy with the default settings. Fig. 6 shows the
results.
Fig. 4 demonstrates that eddy_correct is unable to correct the data
well, even for DWIs acquired with b= 700 s/mm2, whilst eddy is able
to provide good correction across the dataset. Volumes corrected with
eddy_correct have average errors of one voxel at b=700 s/mm2, rising
to 1.5 voxels at b= 1000 s/mm2. This is consistent with expectations;
the increasing contrast differences between DWI and b= 0 as b-value
is increased makes direct registration progressively worse. These ﬁnd-
ings are in agreement with previous work (Bastin, 1998) which found
that DWIs can only be successfully corrected by registration to b = 0
for b ≤ 300 s/mm2. By contrast, eddy is able to correct with errors
of less than 0.2 voxels across the dataset at SNR = 20, and 0.5 voxels
at SNR = 10. Fig. 5 shows the errors are spatially distributed as we
would expect. The data corrected with eddy_correct shows a consis-
tent over-scaling of the data. This is likely caused by the attenuation
of the CSF rim around the brain in DWIs. This makes the DWIs look
smaller then the b = 0 images, which causes registration to enlarge
them. Interestingly, Fig. 4 shows that at SNR= 10 eddy provides bet-
ter correction for the dataset with EC and motion than the dataset
with EC and no motion. For the dataset with no motion, eddy was
not able to detect the EC artefacts, and essentially left the data uncor-
rected, whilst for the dataset with motion eddy was able to accurate-
ly estimate both the motion and EC artefacts. At SNR = 20 eddy was
able to estimate the correct parameters for the dataset with EC and
no motion. Thus it seems that the combination of low SNR and no
motion artefacts caused eddy's optimisation process to fail. We
found that both methods showed little sensitivity to noise for
SNRN 20: results on a dataset with SNR = 30 (not shown) were
very similar to those found on the SNR = 20 data.
The results for real data corroboratewith ourﬁndings for simulation.
Fig. 6 demonstrates an over-scaling of data corrected by eddy_correct,
noticeable at b= 700 s/mm2 and extremely clear at b= 2000 s/mm2.
The datasets corrected by eddy are much better aligned with the b=0
outlines. This ﬁgure also serves to highlight the difﬁculty in the applica-
tion of qualitative methods to the assessment of artefact correction: the
results are sensitive to exactly how the outline is drawn on the b= 0,
which involves a subjective judgement of how much of the CSF to ex-
clude as the b-value varies.
Evaluation of eddy
We investigated the dependence of eddy's performance on the qual-
ity of the dataset being corrected, both by varying the number of DWdi-
rections and by comparing the recommended full-shell acquisition
(a)
(b)
Fig. 2. Comparison of real and simulated data. a. Variation in contrastwith respect to b-value. Both real and simulated datasets normalised against their respective b=0 images. The direction of
diffusion weighing is the same for both datasets. b. Variation in contrast with respect to direction of diffusion weighting. Each column represents an image acquired at b=2000 s/mm2with a
different b-vector, b^1−b^4. Real and simulated datasets are normalised against their respective b= 0 images and shown on one intensity scale.
1084 M.S. Graham et al. / NeuroImage 125 (2016) 1079–1094scheme to a half-shell scheme. Eddy makes use of information from
‘similar’ volumes in order to create a registration target for each volume
in the dataset, and so, unlike eddy_correct, its ability to correct eachvolume is dependent on the full dataset. Thus it is recommended that
datasets have a sufﬁcient number of diffusion directions and are sam-
pled on the full-sphere (or alternatively, with a blip-up blip-down
Fig. 3.Demonstration of DWIs simulatedwith EC artefacts. Left column are DWIs simulated at b=2000 s/mm2, with gradients pointing along the x-, y- and z-axes. Middle column shows
difference images between these DWIs and their counterparts simulatedwithout EC distortion. Right column shows displacementﬁelds, representing the transformations from undistort-
ed to distorted space. Displacement ﬁelds downsampled for clarity.
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mum number of diffusion directions required for effective correction,
or on the performance penalty incurred when correcting data acquired
on the half-sphere.
To test eddy's dependence on the number of DW directions, a num-
ber of datasets were simulated to represent common diffusion tensor
imaging (DTI) and high angular resolution (HARDI) acquisition proto-
cols. Single-shell datasets with 16, 32, 48 and 64 diffusion directions
were generated at both b = 1000 s/mm2 and b = 2000 s/mm2, with
one b= 0 image for every 8 DWIs. Multi-shell datasets were made by
combining the single-shell acquisitions, to create sets with 16/16, 16/
32, 32/32, 32/64 and 64/64 directions in the b = 1000 s/mm2 and
b=2000 s/mm2 shells respectively. Diffusion directions were obtained
from a minimisation of electrostatic energy as implemented in Camino
(Cook et al., 2006; Jones et al., 1999), and optimised on the full-
sphere. Each dataset had TR/TE = 7500/109 ms, 72 × 86 × 55 with iso-
tropic voxel size 2.5 mm, and Rician noise was added to produce
datasets with both SNR = 10 and 20. EC and motion artefacts were
added in the manner described in the Comparison of correction
methods section. Each dataset was corrected using eddy with the
same settings described in Comparison of correction methods. The re-
sults are reported in Fig. 7.
To test eddy's ability to cope with half-shell datasets, half-sphere
sampling schemes were obtained from the full-sphere schemes men-
tioned previously, by negating each b-vector with a z-component less
than 0. Datasets were generated from these schemes with the same ac-
quisition parameters as their full shell counterparts. Rician noise was
added to each dataset to create an SNR of 20. Each datasetwas corrected
three times using eddy: the ﬁrst using the default settings as described
in the Comparison of correction methods section, and the second andthird times using linear and quadraticmodels that relate the parameters
that deﬁne the EC distortion ﬁeld to the applied b-vector (the default
places no constraints on the relationship between these parameters
and the b-vector). The results are shown in Fig. 8.
The results indicate that eddy is able to provide good correction
down to 16 diffusion directions at SNR = 20, at both b= 1000 s/mm2
and b= 2000 s/mm2. At SNR = 10 good correction is achieved for the
b = 1000 s/mm2 datasets, but eddy struggles to correct the b =
2000 s/mm2 single-shell datasets. The addition of more information
might improve correction at low SNR-results for the combined 64/64
dataset are better than the 64 direction dataset at b= 2000 s/mm2.
Results also indicate that, whilst full-shell sampling is optimal, it is
still possible to obtain good correction on datasets acquired on the
half-sphere. For most datasets the correction could be marginally im-
proved by enforcing linear second-level modelling of the EC artefacts,
which is to be expected as our simulations use a linear EC model.
Impact of correction on microstructure estimation
In this sectionwe investigate the impact of artefact correction on the
estimation of microstructural features from diffusion data. Firstly we ﬁt
twomodels, the diffusion tensor (DT) and NODDI, to simulated datasets
before and after correction. The advantage of simulations is that we can
compare the results to a ‘ground truth’ obtained by ﬁtting thesemodels
to a dataset simulatedwithout artefacts. Secondlywe ﬁt thesemodels to
a real dataset to demonstrate consistency with our ﬁndings on simula-
tion. Finally, we examine the use ofﬁtting residuals as a surrogatemark-
er of improved correction.
The simulated dataset was the same as the one used in the
Comparison of correction methods section: two shells with b = 700/
Fig. 4.Mean error in displacement ﬁeld across the brain. The ﬁrst 8 volumes are b= 0, the next 32 are b= 700 s/mm2 and the remaining 64 are b= 2000 s/mm2.
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the DT to the b = 700 s/mm2 shell of ﬁve datasets: the ground truth,
both with and without noise, one distorted with motion and EC arte-
facts, and this distorted dataset corrected by eddy and eddy_correct.
All datasets had SNR = 20. We changed the interpolation used by
eddy_correct to spline, to match that used by eddy. FSL's DTIFIT was
used to ﬁt the tensor. We ﬁt NODDI to both shells of each of these
datasets, using the NODDI Matlab Toolbox. Fig. 9 shows the resulting
FA and sum-squared error (SSE) residual maps, and Fig. 10 shows the
NODDI parameter maps.
The real dataset was the same as used in the Comparison of
correction methods section: two shells, b=700/2000 s/mm2, 32/64 di-
rectionswith isotropic size 2.5 mm.We ﬁt the DT to the b=700 s/mm2
shell of the original data, and the data after correction by eddy and
eddy_correct. We ﬁt NODDI to the multi-shell dataset. Fig. 11 shows
the resulting parameter and residual maps.
The results from simulation in Figs. 9 and 10 demonstrate the impact
of these post-processing techniques on estimating microstructure.
Whilst FA maps in Fig. 9 are hard to distinguish, the difference maps
in Fig. 9b are more informative. They show anatomical structure in the
data corrected by eddy_correct which is not apparent in the data
corrected by eddy. The NODDI maps in Fig. 10a show a smoothing of
the parameters when data is corrected with eddy_correct, particularly
noticeable in the orientation dispersion index (ODI). There is overesti-
mation of the intra-cellular volume fraction (VIC) in the dataset
corrected by eddy_correct, particularly in GM regions, and anunderestimation of the isotropic volume fraction (VISO) around the
edges of the brain, likely caused by the overscaling of the DWIs. The dif-
ference maps in Fig. 10b make these problems more clear. There is no-
ticeable structure in the difference maps for eddy_correct. By contrast,
the parameter maps estimated from data corrected by eddy are much
more similar to the ground truth maps.
Whilst there is no GT available for the ﬁts to real data, the parameter
maps show features consistent with those found on simulation.
Compared to the data corrected by eddy, the dataset corrected by
eddy_correct shows a loss of sharpness in some of the FA structures in
Fig. 11a. There is also an overestimation of the VIC and underestimation
of VISO relative to the results fromeddy, indicated on theﬁgure. The gen-
eral smoothing of the ODI map is also noticeable.
The results allow us to investigate the effectiveness of using
ﬁtting residuals as a surrogate marker of image alignment. Both
corrected datasets show lower residuals than the original data. Re-
siduals from the two correction methods appear similar, and are
best compared using difference images, shown in Fig. 12. Despite re-
sults from the Comparison of correction methods section showing
that eddy provides better correction, eddy_correct gives lower resid-
uals from DT ﬁts in a rim around the brain, in both real and simulated
data. There are also some regions in the middle of the brain where
eddy_correct shows lower residuals from DT ﬁts. We speculate this
is caused by the smoothing that results from the over-scaling of the
DWIs, which makes the signal easier to ﬁt to. It seems that the
smoothing from interpolation also has an effect: in Fig. 10a the
Fig. 6. Correction errors on real data. Anterior portion of the brain in an axial slice is shown, corresponding to the yellow region on the inset image. An outline was drawn around the un-
distorted b=0 image, then superposed on a DWI. The boundaries of an undistortedDWI should alignwith this outline. Different outlines were drawn on the b=0 for use on the b=700
and b= 2000 volumes, to account for the different amounts of CSF attenuation present.
Fig. 5. Error in displacement ﬁeld, in voxels (each 2.5 mm isotropic), shown across one slice of the brain. The errors are a mean across all of the volumes with the same b-value. Results
shown for eddy_correct were obtained using the default cost function.
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Fig. 7. Errors in the displacement ﬁelds in datasets corrected with eddy, as the number of directions in the acquisition is varied. Each data point is a mean over the voxels in the brain for a
volume, boxplots show the distribution of these means across the dataset.
1088 M.S. Graham et al. / NeuroImage 125 (2016) 1079–1094residuals from the corrected datasets are lower than those in the
GT + noise data.
Fig. 12 shows that residuals from NODDI ﬁts are lower for data
corrected with eddy than data corrected with eddy_correct. The in-
creased residuals for data corrected by eddy_correct seems to be due
to the multi-shell nature of the data. Results in the Comparison of
correction methods section show that eddy_correct overscales DWIs
by increasing amounts with increasing b-values, so this internal mis-
alignment in the dataset is likely the reason that NODDI ﬁts data
corrected using eddy_correct badly. These results indicate that reducedresiduals frommodelﬁts can be indicative of increased image alignment
but can also be confounded by other factors, such as image smoothing
and expansion into background regions, that mean these measures
need to be interpreted carefully.
Discussion
We have presented a framework that allows for the simulation of
full-brain DW-MR datasets with artefacts, along with their correspond-
ing ground truth displacement ﬁelds, providing an objective and
Fig. 8. Errors in the displacement ﬁelds in datasets corrected with eddy for full-shell and half-shell acquisitions. Each data point is a mean over the voxels in the brain for a volume, boxplots
show the distribution of thesemeans across the dataset. Themodel refers to the relationship between the applied b−vector and the parameters that determine the ECﬁeld. All datasets have
SNR = 20.
1089M.S. Graham et al. / NeuroImage 125 (2016) 1079–1094quantitativemeans of assessing post-processing techniques. Our frame-
work combines two elements necessary for the simulation of realistic
full-brain DWIs. Firstly, our simulated images are able to provide a real-
istic representation of the contrast differences found across DW-MR
datasets. We achieve this using a model-free approach that obtains
the signal from real data. Previous simulations have used a single repre-
sentativemeandiffusivity or diffusion tensor for each tissue type to pro-
vide diffusion-weighting (Bastin, 1998; Nunes et al., 2011), which leadsto vastly oversimpliﬁed contrast, or have used underlyingWM structures
to generate the signal (Neher et al., 2013; Close et al., 2009; Caruyer et al.,
2014), preventing realistic contrast from being achieved in non-WM re-
gions of the brain. The second element is the modelling of the MR acqui-
sition process. Without simulating the full image generation process
certain artefacts cannot be introduced, such as blurring due to the decay
of EC, certain motion artefacts (blurring, signal drop-out and distortion),
and the effect of the Fourier transform on a complex signal.
Fig. 9. FAmaps resulting from ﬁts to ground truth data (i.e., data simulatedwith no distortions), ground truth data with added noise, data distorted with both EC+motion, and distorted data
corrected by eddy and eddy_correct. a. FA and signal residualmaps. Residuals are the sum-squared difference between actual and predicted signal. b. Difference in FA compared to ground truth
estimates. SNR= 20 for all noisy data.
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widely used technique for correcting EC and motion artefacts in DWI,
eddy_correct, and its recently proposed alternative, eddy. We were
able to provide quantitative evidence that eddy_correct systematically
overscales DWIs, which corroborates with ﬁndings in the literature
(Maniega et al., 2007). Other similar techniques may also exhibit this
tendency to overscale, and the framework could be readily applied to
test this.We also demonstrated that eddy is able to provide signiﬁcantly
better correction. These ﬁndings corroborate with a previous study
(Yamada et al., 2014), which applied the two methods to real datasets
and assessed them using a combination of visual inspection and com-
parison of FA values.
Wewere also able to investigate the quality of dataset needed to en-
sure good correction with eddy. For data with SNR = 20, good correc-
tion can be obtained on as few as 16 directions, though denser
sampling is needed for data with lower SNR, such as b= 2000 s/mm2
data at SNR = 10. We also demonstrated that, whilst a full-sphere ac-
quisition scheme is ideal, it is still possible to achieve good correction
on half-sphere datasets. Theseﬁndings are useful for retrospective stud-
ies where full-shell acquisition has not been considered. The datasets
simulated contained particularly severe artefacts, including large, ran-
dom movements between each volume and large EC distortions, so
these ﬁndings could be considered to be an upper-bound on the error
that can be expected when correcting DW datasets. However, our ﬁnd-
ings indicate that the performance of eddy is robust to the severity of ar-
tefact, as supported by the similar corrections achieved for a dataset
with just EC artefacts and a dataset with both EC and severe motion in
Fig. 4. It may be that the severity of these artefacts explains why we
found more than the recommended 5 iterations were necessary to
achieve good correction with eddy.These results are important in the context of techniques that use
DW-MR data. Data is most commonly acquired at b = 1000 s/mm2,
and our results indicate we can expect errors of more than 1 voxel in
such images if they are corrected using registration to b = 0. These
are enough to cause anatomical misalignment in regions of partial vol-
ume, such as the boundaries between GM and CSF which will compro-
mise any information on microstructure obtained from such data, as
demonstrated by the FA maps in Fig. 9. Fig. 10 shows this effect is
even more severe for data acquired at b=2000 s/mm2, which is becom-
ingmore commonwith the increasing popularity of HARDI techniques. In
this work we concentrated on the assessment of EC and instantaneous
motion artefacts, but we are able to reproduce a number of artefacts
with our framework, including Nyquist ghosting, chemical shifts, motion
during signal read-out, Gibbs ringing and signal dropout. The presence of
such artefactswill confound attempts to correct for EC+motion, and fur-
ther work could investigate the extent to which they do.
We use comparison of displacement ﬁelds in order to assess the ef-
fectiveness of correction techniques. This directly measures the desired
outcome of such techniques, i.e., the mapping of all images into an un-
distorted space. We contrast this with some of the quantitative surro-
gate metrics that have been used to assess techniques, such as FA
values inWM tracts (Yamada et al., 2014), the length of tracts obtained
from tractography (Zhuang et al., 2013) or the size of the residuals from
a model-based ﬁt to the data (Ben-Amitay et al., 2012; Andersson and
Skare, 2002). These methods are often the best available when testing
correction on real datasets where a GT is not available, but they are in-
direct metrics: increased image alignment is only one of many factors
that can affect them. For example, the results indicate that residuals
from a DT ﬁt can be lowered by smoothing of the data due to over-
scaling of the DWIs. Current methods only attempt to correct for
Fig. 10.NODDI parameters resulting from ﬁts to ground truth data (i.e., data simulatedwith nodistortions), ground truth datawith added noise, data distortedwith both EC+motion, and
distorted data corrected by eddy and eddy_correct. a. NODDI parameter and signal residual maps. Residuals are the sum-squared difference between actual and predicted signal. b.
Difference in NODDI parameters compared to ground truth estimates. SNR = 20 for all noisy data. Parameters are: VIC — intracellular volume fraction, ODI — orientation dispersion
index, VISO — isotropic volume fraction.
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Fig. 11. Parametermaps resulting fromﬁts to real data. a. FA and SSE residualmaps. Blue regions highlight blurring of FA structures by eddy_correct compared to eddy. b. NODDI parameter
and SSE residual maps. Blue regions highlight increase in VIC and decrease in VISO in data corrected by eddy_correct when compared to eddy. Also note eddy_correct causes smoothing of
the ODI map.
1092 M.S. Graham et al. / NeuroImage 125 (2016) 1079–1094geometric distortions, so we predicted geometric displacement ﬁelds
for assessment. Future methods may also try to correct for non-
geometric effects such as the blurring due to decay of ECs, and ourframework can be extended to provide GT estimates of how these
may be corrected, which could assist both the development and testing
of such methods.
Fig. 12.Difference in residuals from eddy and eddy_correct: SSEeddy–SSEeddy_correct, mean-
ing positive values indicate voxels where data corrected using eddy_correct had lower
residuals.
1093M.S. Graham et al. / NeuroImage 125 (2016) 1079–1094There are some limitations to the framework presented. Typical pro-
cessing pipelines include correction of susceptibility artefacts in addi-
tion to EC and motion, so B0 inhomogeneities need to be included to
enable testing ofmore complete pipelines. Currently these cannot be ac-
curately simulated, due to our use of a GE-EPI sequence with T2* values
replaced by T2 values to simulate SE-EPI. The lack of a refocusing pulse
means that any B0 inhomogeneitieswill lead to overly severe distortions
and signal dropout. Implementation of true SE-EPI will be the subject of
future work. Additionally, the linear EC model used, which causes sim-
ple scalings, shearings and translations of each DWI, has been found to
be inadequate for describing the EC ﬁelds in some scanners. Rather
they are better described by a second or third order polynomial
(Rohde et al., 2004). Furthermore we used a single value of T1 and T2
for each tissue type, whilst they have been shown to vary spatially
across the brain (Wansapura et al., 1999). Failure to model this will ac-
count for the lack of subtlety in the contrast compared to real data, no-
ticeable in e.g., the comparison at b = 700 s/mm2 in Fig. 2a. Further
work could incorporate spatial maps that will allow for variations with-
in tissue types. Finally we are currently unable to simulate parallel im-
aging, and any of the artefacts it can give rise to, such as spatially
varying SNR across the brain. Future work implementing parallel imag-
ing will enable us to assess how much these additional considerations
impact the results found in this work.
Using a real dataset to determine the signal attenuation allows us to
achieve more realistic contrast throughout the brain than is currently
possible with model-based techniques, but this approach has two limi-
tations. The spherical harmonic approachmeanswe can only predict at-
tenuation for b-values we already have data for — in our HCP dataset
this is b=1000, 2000 and 3000 s/mm2. Whilst we were able to predict
attenuation at b = 700 s/mm2 using data from the b = 1000 s/mm2
shell and a mono-exponential assumption, this is only appropriate at
low b-values and could not be used to predict attenuation at higher b-
values. Employing an approach such as MAP-MRI (Özarslan et al.,
2013) could allow us to simulate datasets over a wider range of b-
values. Furthermore, any artefacts such as ghosting, ringing and noise
that are present in the data will be projected into our simulations. We
tried to minimise this effect by using data from the HCP, which is ac-
quired using bespoke scanners and sequences, then carefully processed
to produce high quality data. We also visually inspected the dataset to
check for the presence of artefacts. We believe that artefacts that were
not detected by these checks will have minimal impact on the experi-
ments performed. An interesting avenue for future work might be tobuild upon the model-based techniques that generate their signal
from a description of underlying microstructure, such as Fiberfox
(Neher et al., 2013), in order to generate realistic full-brain contrast.
Whilst these techniques do not currently provide realistic contrast in
non-WM regions (see Supplementary Fig. 1), this is not an inherent lim-
itation of such methods: better models and descriptions of underlying
microstructure in non-WM regions could offer improvements. This
would have the advantage of providing aGT formodelﬁtting in addition
to the current deformation ﬁeld GT that our method provides.
Using the simulation framework, we can quantitatively assess the ef-
fectiveness of artefact correction schemes. In demonstrating the
framework's application we have shown that one of the most commonly
used correction techniques, eddy_correct, introduces a systematic error
that is signiﬁcant enough to undermine any analysis performed on data
corrected using this scheme. We were further able to demonstrate that
eddy provides a much better alternative, and give an idea of the level of
correction that it can be expected to achieve for commonly acquired
datasets. Finally, we were able to demonstrate that poor correction can
adversely impact model ﬁtting to the data. We hope that this framework
will become a key aspect of the validation of any post-processing
schemes, whichwill allow users tomake decisions on their choice of pro-
cessing techniques that are informed by objective, quantitative evidence.
Supplementary data to this article can be found online at http://dx.
doi.org/10.1016/j.neuroimage.2015.11.006.
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