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Abstract
Classical stationary points of an analytic Hamiltonian induce singularities of the density of quantum
energy levels and their flow with a control parameter in the system’s infinite-size limit. We show
that for a system with f degrees of freedom, a non-degenerate stationary point with index r causes
a discontinuity (for r even) or divergence (r odd) of the (f−1) th derivative of both density and
flow of the spectrum. An increase of flatness for a degenerate stationary point shifts the singularity
to lower derivatives. The findings are verified in an f = 3 toy model.
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1. Introduction
Excited-State Quantum Phase Transitions
(ESQPTs) are singularities observed in discrete
energy spectra of some bound quantum sys-
tems in the infinite-size limit [1–3]. They show
up as non-analyticities in the density of quan-
tum energy eigenstates as a function of en-
ergy E and in the flow of the excited spectrum
with a suitable control parameter λ. The ES-
QPT critical borderlines in the λ × E plane
are usually terminated by critical points of
the ground-state Quantum Phase Transitions
(QPTs) [4, 5], so they can be seen as extensions
of the QPTs to the excited domain. Thermo-
dynamical and dynamical consequences of ES-
QPTs, as well as their experimental evidence in
some synthetic quantum systems are currently
focus of intense research, see e.g. Refs. [6–9].
The ESQPT singularities in systems with a
single effective degree of freedom, f = 1, are
∗The corresponding author; email address:
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most dramatic and have been known for long,
see e.g. Refs. [10–13]. For increasing numbers
of degrees of freedom f , the ESQPTs affect
higher and higher derivatives of the level den-
sity and flow of the spectrum. Their effects in
systems with f = 2 have been thoroughly stud-
ied in our recent works [14, 15]. These analyses
contain the prerequisites for an ESQPT theory
in an arbitrary number of degrees of freedom,
but only for systems whose Hamiltonian is of
the form
H =
p2
2
+ V (q) , (1)
where V (q) is an analytic potential depend-
ing on coordinates q and p2/2 is a coordinate-
independent kinetic energy, which is quadratic
in momenta p. In this case, ESQPTs appear
at energies corresponding to stationary points
of V (q) above the main minimum, the corre-
sponding defects in the spectrum being related
to the stationary-point types.
The aim of the present paper is to develop
a general-f ESQPT theory for systems with
unrestricted forms of the Hamilton function
Preprint submitted to Physics Letters A July 4, 2018
H(q,p). It should be stressed that Hamilto-
nians with non-trivial couplings between co-
ordinates and momenta are common in alge-
braic models of many-body collective dynam-
ics because generators of the corresponding dy-
namical groups are usually formed by combi-
nations of coordinate and momentum opera-
tors [16]. We develop a full classification of
ESQPTs caused by non-degenerate (quadratic)
stationary points of a general Hamiltonian. Al-
though our approach is rooted in the evalua-
tion of the system’s level density, we show that
non-analyticities in this quantity affect corre-
spondingly the flow properties of the spectrum
with a variable parameter (the “level dynam-
ics”). Our conclusions are illustrated by a sim-
ple model. An example of an ESQPT due to a
degenerate stationary point is also analyzed, al-
though for such higher-order stationary points
no general classification exists.
The paper is organized as follows: Section 2
analyzes the semiclassical level density in a
vicinity of a non-degenerate stationary point
and exemplifies a degenerate case. Section 3
aims at the impact of stationary points on flow
properties of the spectrum. Section 4 presents
a toy model with f = 3. Section 5 brings a
brief summary.
2. Level density
The quantum level density for a system with
discrete energy spectrum is defined by
ρ(E) =
∑
l
δ(E − El) , (2)
where δ stands for the Dirac function and E0 ≤
E1 ≤ E2, . . . denote individual energy eigenval-
ues. The level density can be decomposed into
a sum of smooth and oscillatory components:
ρ(E) = ρ¯(E) + ρ˜(E) . (3)
The smooth component ρ¯ captures the mean
energy dependence of the level density (ob-
tained, e.g, by a convolution of ρ with a
sufficiently wide smoothening function), while
the oscillatory component ρ˜ has a zero mean
and collects fluctuations (the balance between
the smoothed dependence and the full discrete
spectrum).
In the limit ~ → 0, which in systems with
finite numbers of degrees of freedom f is equiv-
alent to the infinite size limit [14, 17], the
fluctuations of the level density become in-
finitely dense and the oscillatory component
gets washed out even by smoothening over an
infinitesimal energy interval. We shall there-
fore focus on the smooth component only. It
can be determined from the size of the accessi-
ble phase space at a given energy:
ρ¯(E) =
(
1
2pi~
)f ∫
d2fx δ(E −H(x))︸ ︷︷ ︸
∂
∂E
∫
H(x)≤E
d2fx
︸ ︷︷ ︸
Ω(E)
, (4)
where x ≡ (p, q) is a 2f -dimensional vec-
tor containing f -dimensional vectors of coor-
dinates q and momenta p, and H(x) is the
classical Hamiltonian of the system. Note that
Eq. (4) can be derived by the Feynman integra-
tion over the orbits of zero length, while the
oscillatory component is analogously linked to
classical periodic orbits [18].
2.1. Effects of stationary points
As seen in Eq. (4), the smooth component
of the level density is proportional to the en-
ergy derivative of the volume function Ω(E)
associated with the Hamiltonian H(x). The
function Ω(E) measures the 2f -dimensional
volume of the phase–space region satisfying
H(x) ≤ E. Even for analytic classical Hamil-
tonian forms H(x) it develops singularities at
the points where the (2f−1)-dimensional hy-
persurface determined by the constant energy
condition H(x) = E crosses a stationary point
of H. Indeed, using the substitution formula
δ(χ(x)) =
∑
i δ(x − x0i)/|∇nχ(x0i)|, where χ
is any function satisfying χ(x0i) = 0 ∀i and∇n
2
stands for n-dimensional gradient, we express
Eq. (4) via integration of the reciprocal gradi-
ent 1/|∇2fH| over the constant-energy hyper-
surface. Therefore, the smooth component of
the level density has non-analyticities at ener-
gies Ew ≡ H(w) corresponding to points w
where ∇2fH(w) = 0.
The impact of a stationary point of a given
type on the level density has a universal
character—it depends only on the local behav-
ior of H(x) near w, and not on the global,
system-specific features of dynamics. This con-
clusion can be verified by a splitting of the inte-
gral in Eq. (4) near the stationary-point energy
Ew into a sum of regular and irregular parts:
ρ¯(E) = ρ¯
(0)
w (E) + ρ¯w(E) . (5)
The irregular part ρ¯w contains integration over
a small phase-space neighborhood of the sta-
tionary point and captures all non-analytic be-
havior of ρ¯ due to the stationary point. The
regular part ρ¯
(0)
w contains the integration over
the rest of the accessible phase space and yields
an analytic contribution to ρ¯. To classify the
singularity in the level density caused by the
stationary point, it is sufficient to analyze prop-
erties of the irregular part.
Singularities of various volume functions
have been studied in rather different contexts.
For instance, the so-called level set method of
computational geometry and image processing
(see e.g. Ref. [19]) describes the motion of a
general interface Γ in an n-dimensional space
of variable x via a suitably determined func-
tion ϕ(x, t) such that Γ(t) at any time t co-
incides with the set of x with ϕ = 0. In
this method, an expression analogous to Eq. (4)
represents time derivative of the volume Ω
bounded by Γ. Non-differentiability of the vol-
ume function at the places where the interface
crosses a non-degenerate stationary point of ϕ
has been analyzed by Hoveijn [20]. A simi-
lar problem has been addressed also by Kast-
ner et al. [21–23] in the framework of statisti-
cal mechanics, namely in connection with the
so-called configurational state density defined
by ω(E) =
∫
dfq δ(E − V (q)), in analogy to
Eq. (4), for systems with Hamiltonians of the
type (1). Mathematical conditions have been
formulated for the occurrence of a thermody-
namic phase transition caused by stationary
points of the potential energy landscape [22].
Our aim in this paper is to analyze the link
of various classical stationary points to the ES-
QPT singularities in quantal spectra of gen-
eral Hamiltonian systems. At first we show
(Sec. 2.2) that there exists a finite classification
of ESQPTs corresponding to non-degenerate
(quadratic) stationary points of various types,
where “classification” means typology of dis-
continuities or singularities that for a given
number of degrees of freedom f appear in the
(f−1) th energy derivative of ρ¯. The results
in this part are mathematically equivalent to
those derived previously in other contexts [20–
23]. Second, although a classification of ES-
QPTs caused by higher-order stationary points
does not exist, we give an illustrative example
of this kind (Sec. 2.3) and discuss conditions
for descending the ESQPT signatures to lower
derivatives of ρ¯. Third, we analyze (Sec. 3)
generic effects of stationary points on the flow
of quantum spectrum with the Hamiltonian
control parameters, showing that a smoothed
flow is generally expected to exhibit the same
type of singularity as level density.
2.2. Singularities caused by non-degenerate
stationary points
The analysis presented in this section is
based on the Morse theory [24]. Let M
be an n-dimensional manifold of points x =
(x1, . . . , xn) and H(x) a smooth function H :
M → R. Consider a stationary point w
satisfying ∇nH(w) = 0. The stationary
point is called non-degenerate if the Hes-
sian matrix H(w) with elements Hij(w) =
∂2H(x)/(∂xi∂xj)|x=w has only non-zero eigen-
values. This means that the function H(x) is
locally quadratic in all directions at the point
w. According to the Morse lemma [24], close
3
to any non-degenerate stationary point w one
can choose coordinates y such that the follow-
ing equality holds up to the O(y3i ) terms:
Hw(y) = H(w) (6)
−y21 − · · · − y
2
r︸ ︷︷ ︸
−R2
−
+y2r+1 + · · · + y
2
n︸ ︷︷ ︸
+R2+
.
The integer r, called the index of stationary
point, is equal to the number of negative eigen-
values of H(w). Variable R− is a radial coordi-
nate in the r-dimensional subspace connected
with negative eigenvalues of the Hessian ma-
trix, while R+ is a radial coordinate in the
adjunct s-dimensional subspace (s = 2f − r)
connected with the positive eigenvalues.
The Morse theory can be applied to system
with f degrees of freedom. LetH(x) ≡ H(p, q)
be Hamilton function in the phase space of di-
mension n = 2f . We stress that H is allowed
to mix coordinates q and momenta p in an ar-
bitrary way. In a vicinity of a non-degenerate
stationary point w, the Hamiltonian can be lo-
cally expressed in the form (6). At the energy
of the stationary point, E = Ew ≡ H(w), the
smooth component of the level density devel-
ops a non-analyticity. The irregular part ρ¯w of
ρ¯ in a vicinity of Ew can be evaluated explic-
itly. In particular, the integration in Eq. (4)
close to the stationary point can be performed
with the aid of the expansion (6), separately in
the r- and s-dimensional subspaces of negative
and positive Hessian eigenvalues, respectively.
This method yields the irregular part of the
level density at energy E = Ew+∆, where |∆|
is sufficiently small, in the form of the following
expressions:
ρ¯w(∆) =
(
1
2pi~
)f σs
2 det1/2H(w)
Θ(∆)∆f−1 (7)
for r = 0, and
ρ¯w(∆) =
(
1
2pi~
)f σrσs
rs det1/2H(w)
∂
∂∆
[
∆
s
2×
2F1
(
r
2 ,−
s
2 , 1 +
r
2 ;−
R2
−
∆
)R−=e1/2
R−=Θ(−∆)|∆|1/2
]
(8)
for r 6= 0. Here, σd = 2pi
d/2/Γ(d/2) with
d = r, s is the surface area of a d-dimensional
ball with unit radius, 2F1(a, b, c; z) is the hy-
pergeometric function of variable z depending
on parameters {a, b, c}, and Θ(x) is the step
function (Θ=0 for x< 0 and Θ=1 for x≥ 0).
The Hessian determinant appears due to the
x 7→ y transformation. In the derivation of
the above formulas, an integration in the sub-
space of positive Hessian eigenvalues has nat-
ural limits of R+ = 0 and Θ(∆)|∆|
1/2, while
integration in the subspace of negative eigen-
values is bounded by the values of R− given
in Eq. (8). The parameter e defines an artifi-
cial size of the stationary-point neighborhood
for the evaluation of the volume function asso-
ciated with the irregular part ρ¯w; its value is
arbitrary in the sense that its change does not
affect the qualitative results derived from the
above expressions.
Let us outline these results. For r even, in-
cluding r = 0, an explicit form of the hyperge-
ometric function yields the following formula:
ρ¯w(∆)=f1(∆)+
C1~−f
det1/2H(w)
(−)
r
2 Θ(∆)∆f−1,
(9)
where f1 is a non-singular function (it collects
all non-singular terms of the resulting expres-
sion and may be added to the regular part of
the level density) and C1 is a positive constant.
We observe that the smooth level density and
its derivatives up to (f−2) th one are contin-
uous at ∆ = 0, but the presence of the step
function in Eq. (9) implies that the (f−1) th
derivative has a discontinuity :
df−1ρ¯w
dEf−1
∝ (−)
r
2 Θ(∆) . (10)
The step of this derivative is oriented in the
upward or downward direction for r/2 even or
odd, respectively. For r odd, we obtain the fol-
lowing formula:
ρ¯w(∆) = f2(∆)+
C2~−f
det1/2H(w)
(−)
r+1
2 ∆f−1 ln |∆| , (11)
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where again f2 is a non-singular function and
C2 a positive constant. As in the previous
case, the level density is continuous up to
the (f−2) th derivative and the non-analyticity
shows up in the (f−1) th derivative, which now
exhibits a logarithmic divergence:
df−1ρ¯w
dEf−1
∝ (−)
r+1
2 ln |∆| . (12)
The diverging peak points downwards or up-
wards for (r + 1)/2 even or odd, respectively.
Expressing the index of a stationary point as
r = 4k+m, where k is an arbitrary integer, one
can summarize the above findings on the singu-
larities in df−1ρ¯/dEf−1 in terms of the value of
integer m: (i) m = 0 means an upward jump,
(ii) m = 1 implies a logarithmic divergence
pointing upwards, (iii) m = 2 causes an down-
ward jump, and (iv) m = 3 results in a log-
arithmic divergence pointing downwards. As-
suming that in physically plausible situations
r ≤ f (at each phase-space point, there exists
f independent kinetic terms that increase the
total energy), we conclude that all four types
of singularity of the respective level-density
derivative appear for f ≥ 3.
Both expressions (7) and (8) can be easily ex-
tended also to fractional values of the number
f . Such an extension is not just a mathematical
game—it is useful in systems in which the level
density is obtained via integration of the form
(4) in a space of odd dimension n. For instance,
in lattice systems the density of vibrational or
single-particle states is given by an integral of
a particular dispersion relation over the mo-
mentum space [25]. An odd spatial dimension
n then formally corresponds to a half-integer
number f = n/2, which of course no more rep-
resents the true number of degrees of freedom.
Alternatively, the extension to half-integer f
numbers may be relevant also in systems whose
Hamiltonian depends explicitly on time [26].
The discussion for fractional f is again split
to the cases with r even and odd. For r even,
Eq. (9) remains valid, but Eq. (10) must be
modified as follows:
d⌈f−1⌉ρ¯w
dE⌈f−1⌉
∝ (−)
r
2 Θ(∆) |∆|−
1
2 , (13)
where ⌈x⌉ denotes the ceiling function, which
in the present case yields ⌈f−1⌉ = f−1/2. For
r odd, the irregular part of the level density
and its ⌈f−1⌉ th derivative read as
ρ¯w(∆) = f3(∆)+
C3~−f
det1/2H(w)
(−)f−
r
2 Θ(−∆) |∆|f , (14)
d⌈f−1⌉ρ¯w
dE⌈f−1⌉
∝ (−)
r−1
2 Θ(−∆) |∆|−
1
2 , (15)
where, as usually, f3 is a non-singular function
and C3 a positive constant.
It should be pointed out that the so-called
Van Hove singularities in the eigenmode spec-
tra of crystals with two or three spatial di-
mensions follow precisely the above classifica-
tion [27]. At present, singularities of this type
are studied in lattice systems like graphene in
terms of ESQPTs [6, 28].
2.3. Singularities caused by degenerate station-
ary points: Example
A stationary point w is degenerate if the
Hessian matrix H(w) has at least one eigen-
value equal to zero, i.e., if there exists a direc-
tion through w in which both first and second
derivatives of the Hamiltonian vanish. In other
words, the stationary point is “flatter” than
quadratic in that direction. In such cases, one
cannot in general expand the Hamiltonian near
w into a separable function as in Eq. (6) and
the Morse theory cannot be applied.
Discussion of the role of degenerate station-
ary points is often marginalized. It is argued
that even an infinitesimally small perturba-
tion of the Hamiltonian transforms a degener-
ate stationary point into a non-degenerate one.
Indeed, degenerate stationary points generate
structurally unstable functions of the catastro-
phe theory [29], which under various pertur-
bations change into different types of stable
5
Morse functions (allowing a separable local ex-
pansion into quadratic functions in each point).
The structurally unstable functions represent
only isolated points in the space the space of
all smooth functions, while the Morse functions
form an open dense subset in this space [29].
Nevertheless, no matter how improbable is the
occurrence of a degenerate stationary point in
a real system, its potential impact on the level
density can be much stronger than the effects
of non-degenerate stationary points.
The catastrophe theory provides a classifica-
tion of degenerate stationary points for prob-
lems of very low dimensionality. However, for
a general number of degrees of freedom f , an
analysis of ESQPTs caused by degenerate sta-
tionary points has to be performed case by
case. Consider for example a separable local
minimum of a general order. The Hamiltonian
close to the minimum can be cast in the form:
H(y) = Ew +
2f∑
i=1
ymii , (16)
where y is a suitable coordinate system in the
phase space centered in the minimum at w,
and mi are positive powers associated with the
components of y. Note that the function in
Eq. (16) is analytic only when all mi’s are even
integers. This locally separable type of Hamil-
tonian allows one to perform the integration in
Eq. (4) explicitly. The resulting contribution to
the irregular part of the level density is:
ρ¯w(∆) = C4Θ(∆)∆
g−1 , g =
2f∑
i=1
1
mi
. (17)
C4 is a positive constant given by:
C4 =
(
2
pi~
)f g
Γ(1+g)
1
detJ
2f∏
i=1
Γ
(
1 + 1mi
)
, (18)
where Γ is the Euler gamma function and detJ
a Jacobian of the x 7→ y transformation.
Analyzing properties of the expression (17),
we pick up the following observations: (i) The
level density is discontinuous in the ⌈g−1⌉ th
derivative at E = Ew, while all lower deriva-
tives are continuous. (ii) If mi = 2 ∀i (that
is, for a non-degenerate local minimum), we
have g = f and the level density behaves in ac-
cord with the previous analysis in terms of the
Morse theory, see Eq. (7). (iii) For a disconti-
nuity occurring first in the k th derivative of the
level density, the condition g ∈ [k + 1, k + 2)
must be fulfilled. For instance, it happens if
2f/(k + 2) < mi ≤ 2f/(k + 1) for all i. This
means that for an increasing number of de-
grees of freedom, the stationary point needs
to become increasingly flat if the associated
non-analyticity should be observed in the level-
density derivative of a given order. (iv) For
Hamiltonians of the standard form (1), with a
quadratic kinetic energy and an arbitrary po-
tential, the powers in the momentum terms are
fixed: mi = 2 for i = 1, . . . f . In this case, even
for “infinitely flat” potential with mi →∞ for
i = (f+1), . . . 2f , the discontinuity appears not
sooner than in the ⌈f/2−1⌉ th derivative of the
level density.
3. Level dynamics
The ESQPTs are often investigated in sys-
tems whose Hamiltonians depend on some pa-
rameters. Such a parameter, here denoted as
λ, may represent an external control of the sys-
tem (like a field strength) or an internal cou-
pling constant (interaction strength between
various parts of the system). The dependence
of the quantum spectrum on λ (“level dynam-
ics”) constitutes a very important aspect of an
ESQPT that needs to be analyzed.
Besides the smoothed level density ρ¯(λ,E),
which now depends on two variables, we in-
troduce also a quantity φ¯(λ,E) called the flow
rate [14]. It represents a smoothed slope of the
spectrum at any point of the λ× E plane and
can be derived from the continuity equation:
∂
∂λ
ρ¯(λ,E) +
∂
∂E
[
ρ¯(λ,E)φ¯(λ,E)
]
= 0 . (19)
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Here, φ¯ plays the role of a velocity field for
the “fluid” of quantum states. The conti-
nuity equation guarantees that the integral∫
ρ¯(λ,E) dE over the whole spectrum is con-
served as λ changes. If the smoothed level den-
sity is evaluated by convolution of the discrete
energy spectrum with a smoothing function F ,
ρ¯(λ,E) =
∑
l
F (E − El(λ)) , (20)
the flow rate can be extracted directly from the
slopes of individual levels, locally averaged by
the same smoothing function [14]:
φ¯(λ,E) =
1
ρ¯(λ,E)
∑
l
F (E − El(λ))
dEl(λ)
dλ
.
(21)
The flow rate can also be determined by solving
Eq. (19), which leads to:
φ¯(λ,E) =
1
ρ¯(λ,E)
[
ρ¯(λ,E0)φ¯(λ,E0)−∫ E
E0
dE′
∂ρ¯
∂λ
(λ,E′)
]
, (22)
where E0 is an arbitrary energy point at which
ρ¯ is continuous. Both expressions (21) and (22)
are equivalent.
A natural question is how the existence of a
stationary point of the Hamiltonian affects the
analyticity of the flow rate φ¯. If the Hamil-
tonian depends smoothly on λ, its stationary
points (if any) form smooth critical borderlines
of ESQPTs in the plane λ×E. Let us assume
that such a borderline is determined as a locus
of points where the condition h(λ,E) = 0 is
satisfied for a certain smooth function h (the
“quantum phases” on both sides of the criti-
cal borderline yield values of h with opposite
signs). The discontinuity or another type of
non-analyticity of both ρ¯ and φ¯ should be in-
dependent of the direction of crossing this bor-
derline. Differentiating Eq. (19) with respect to
energy k times, we arrive at the following rela-
tion that must be satisfied at any point (λ,E):
∂
∂λ
∂kρ¯
∂Ek
+ φ¯
∂k+1ρ¯
∂Ek+1︸ ︷︷ ︸
[∇2 (∂k ρ¯/∂Ek)] ·v
+ρ¯
∂k+1φ¯
∂Ek+1
(23)
+
k∑
l=1
(
k
l
)(
∂lφ¯
∂El
∂k−l+1ρ¯
∂Ek−l+1
+
∂lρ¯
∂El
∂k−l+1φ¯
∂Ek−l+1
)
=0.
∇2 ≡ (
∂
∂λ ,
∂
∂E ) stands for the gradient in the
λ× E plane and v ≡ (1, φ¯) for a vector in this
plane pointing in the direction of the averaged
flow of the spectrum. With this notation it be-
comes clear that the sum of the first two terms
in Eq. (23) is proportional to the derivative of
(∂kρ¯/∂Ek) in the direction of v.
¿From the expression (22) it follows, for ρ¯ 6=
0 (which we assume below), that the continu-
ity of ρ¯ at any point (λ,E) implies the conti-
nuity of φ¯ at that point, and vice versa. By
using Eq. (23) successively with increasing or-
der of derivative we can see that continuity of
the derivatives of ρ¯ up to order k is equivalent
with continuity of the φ¯ derivatives up to the
same order k. Now, if the (k+1) th derivatives
of ρ¯ is discontinuous or divergent at the critical
borderline h(λ,E) = 0, the sum of the first two
terms in Eq. (23) will behave in the same way
if the flow direction v is not parallel with this
borderline. Therefore, under this condition,
the same type of non-analyticity must affect
also the (k+1) th energy derivative of φ¯, oth-
erwise the relation (23) would fail. Of course,
if the flow direction v is parallel with the crit-
ical borderline, the flow rate does not have to
develop any type of non-analyticity (as can be
illustrated by straightforward examples), but
this is not a generic case.
In summary, we come to the conclusion that
in generic situations the flow rate φ¯ of the quan-
tum spectrum at the ESQPT critical border-
line exhibits the same type of non-analyticity
as the level density ρ¯. Hence the analysis from
Sec. 2 applies also to the flow rate. It should
be pointed out that the signs of singularities
(the jump or logarithmic divergence) in ρ¯ and
7
φ¯ can differ due to the fact that the flow rate,
in contrast with level density, allows for both
positive and negative values.
4. A toy model with f =3
The ESQPTs in systems with f = 1 and 2
degrees of freedom, described by Hamiltonians
of the type (1), have been already analyzed in
detail [3, 14]. The results can be summarized
as follows: (i) The f = 1 case offers two types
of non-degenerate stationary points in the po-
tential: local minimum, r = 0, which manifests
itself as an upward jump in ρ¯, and local max-
imum, r = 1, which gives rise to a logarith-
mic divergence in ρ¯. (ii) The f = 2 case has
three different types of non-degenerate station-
ary points in the potential. They all show up as
singularities in the first derivative ∂ρ¯/∂E: a lo-
cal minimum, r = 0, causes an upward jump, a
saddle point, r = 1, produces a logarithmically
divergent peak, and a local maximum, r = 2,
leads to a downward jump. These results are in
perfect agreement with the above-derived gen-
eral conclusions.
Here we give an example of multiple ES-
QPTs in a simple system with f = 3 (the
lowest dimension in which all four singular-
ity types from Sec. 2.2 can be observed). The
Hamiltonian is composed of three independent
components, each of them written as:
H1D(p, q;A) =
p2
2
+Aq − 2q2 + q4 , (24)
where q is the coordinate, p the correspond-
ing momentum, and A a tunable parameter.
The potential has two locally quadratic min-
ima separated by a local quadratic maximum
for |A| <
√
64/27
.
= 1.54 (both minima hav-
ing the same energy for A = 0), and only one
quadratic minimum outside this interval. Note
that the potential from Eq. (24) is known from
the context of the catastrophe theory as the
“cusp” potential (the quartic term is a germ of
the cusp catastrophe) [29].
# E q1, q2, q3 type r
1 −4.551 −1.03,−1.06,−1.08 min 0
2 −4.051 +0.97,−1.06,−1.08 min 0
3 −3.553 −1.03,+0.93,−1.08 min 0
4 −3.289 +0.06,−1.06,−1.08 sad 1
5 −3.058 −1.03,−1.06,+0.89 min 0
6 −3.053 +0.97,+0.93,−1.08 min 0
7 −3.005 −1.03,+0.13,−1.08 sad 1
8 −2.697 −1.03,−1.06,+0.20 sad 1
9 −2.558 +0.97,−1.06,+0.89 min 0
10 −2.505 +0.97,+0.13,−1.08 sad 1
11 −2.291 +0.06,+0.93,−1.08 sad 1
12 −2.197 +0.97,−1.06,+0.20 sad 1
13 −2.060 −1.03,+0.93,+0.89 min 0
14 −1.796 +0.06,−1.06,+0.89 sad 1
15 −1.743 +0.06,+0.13,−1.08 sad 2
16 −1.699 −1.03,+0.93,+0.20 sad 1
17 −1.560 +0.97,+0.93,+0.89 min 0
18 −1.512 −1.03,+0.13,+0.89 sad 1
19 −1.435 +0.06,−1.06,+0.20 sad 2
20 −1.199 +0.97,+0.93,+0.20 sad 1
21 −1.151 −1.03,+0.13,+0.20 sad 2
22 −1.012 +0.97,+0.13,+0.89 sad 1
23 −0.798 +0.06,+0.93,+0.89 sad 1
24 −0.651 +0.97,+0.13,+0.20 sad 2
25 −0.437 +0.06,+0.93,+0.20 sad 2
26 −0.250 +0.06,+0.13,+0.89 sad 2
27 +0.111 +0.06,+0.13,+0.20 max 3
Table 1: Energies (ordered from the lowest to the high-
est), coordinates, and types (including Morse index r)
of the 27 stationary points of the triple cusp Hamilto-
nian (25).
The Hamiltonian of the f = 3 system is then
just a sum of three 1D cusp terms:
H3D(p, q;A) =
3∑
i=1
H1D(pi, qi;Ai) (25)
where the “vector” of parameters is chosen as
A ≡ (A1, A2, A3) = (1/4, 1/2, 3/4) so that each
of the 1D potentials has 3 stationary points.
Hence the full Hamiltonian (25) has in to-
tal 33 = 27 stationary points (including the
global minimum); their list is given in Table 1.
All these stationary points are non-degenerate.
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Note that the abundance of stationary points
in the present f = 3 model illustrates the fact
that the number of stationary points is gener-
ally expected to grow exponentially with the
number of degrees of freedom f .
The level density and its first and second
derivatives, obtained via smoothing of a quan-
tum spectrum from numerical diagonalization
of the Hamiltonian (25), are shown in Figure 1.
The level density is plotted in panel (a) and
the first and second derivatives in panels (b)
and (c), respectively. Both level density and
its first derivative are apparently continuous
functions of energy. Indeed, one would hardly
anticipate any kind of non-analyticity if look-
ing only at panel (a). However, the second
derivative in panel (c) clearly discloses all 26
stationary points above the global minimum,
as listed in Tab. 1. We see that all local min-
ima (r = 0) induce upward jumps of ∂2ρ¯/∂E2,
while the saddle points with r = 1 give rise to
logarithmic divergences pointing upwards and
the saddle points with r = 2 lead to down-
ward jumps. Finally, the only local maximum
(r = 3) yields a logarithmic divergence point-
ing downwards. These observations are in per-
fect agreement with the theoretical predictions
developed in Sec. 2.2.
Figure 2 shows the flow rate of the spectrum
for variable parameter λ ≡ A3. It is evaluated
from Eq. (22) by a numerical differentiation of
individual level energies at the same param-
eter vector A as used above. At the known
stationary point energies the flow rate shows
the same types of non-analyticities (explicit in
the second derivative of φ¯ with respect to en-
ergy) as the level density. Note that the signs of
individual jumps/divergences differ from those
observed in Fig. 1. All these results verify con-
clusions of Sec. 3.
5. Summary
We have studied non-analyticities in quan-
tal spectra induced by classical stationary
points of a general Hamiltonian. The non-
analyticities appear in the semiclassical den-
sity of quantum energy levels, and—if the
Hamiltonian depends on a tunable control
parameter—also in the so-called flow rate,
i.e., the smoothed slope of the spectrum as
a function of the parameter. Although real
non-analyticities appear only in the system’s
infinite-size limit, which in the models with
finite numbers of degrees of freedom f coin-
cides with the classical limit, ~ → 0, rather
sharp precursors of this behavior can observed
already in finite size cases.
We have provided a classification of such
non-analyticities for non-degenerate (fully
quadratic) stationary points. The classification
is given by a pair of numbers (f, r), where f is
the number of degrees of freedom (or a half
of this number if the semiclassical level den-
sity is obtained by integration only in the mo-
mentum space—like in lattice systems) and r is
the index of the stationary point (the number
of negative eigenvalues of the Hessian matrix
associated with the Hamiltonian). We found
that if f is an integer, the stationary point of
the type (f, r) affects the (f−1) th derivative
of the smooth level density, which exhibits ei-
ther a jump (for r even) or a logarithmic di-
vergence (for r odd). The jump as well as the
divergence can be oriented upwards or down-
wards, depending on the value m = r(mod 4).
These conclusions were demonstrated in the
smoothed level density of a toy model with
f = 3. If f is a half-integer (the semiclassi-
cal level density results from integration in a
space of odd dimension), the (f, r) stationary
point shows up in the ⌈f−1⌉ ≡ (f − 1/2) th
derivative of the level density, which exhibits
an inverse square root singularity on one side
of the critical energy.
In contrast, a general classification of spec-
tral singularities associated with degenerate
(non-quadratic) stationary points is not avail-
able as there is no analog of the Morse lemma
for such points. Therefore, the effects of degen-
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Figure 1: (Color online) Level density, normalized by (2pi~)3, and its first and second derivatives for the triple
cusp Hamiltonian (25) with ~ = 5 · 10−4. The ESQPTs of different types, corresponding to stationary points from
Tab. 1, are marked with vertical lines: minimum r = 0 (red solid line), saddle point r = 1 (blue dashed line),
saddle point r = 2 (green dotted line), and maximum r = 3 (black dot-dashed line). The figure was obtained by
drawing approximately 1011 energy levels from the numerical diagonalization into a normalized histogram with 104
equidistant bins.
erate stationary points must be studied case
by case. We have considered an example of
a separable local minimum, with the potential
along individual axis directions varying locally
according to power law dependences with ar-
bitrary degrees. We have seen that the non-
analyticity appears in lower derivatives of the
semiclassical level density if the degrees of the
power law dependences increase, i.e., if the
minimum gets “flatter”.
It has been shown that under generic condi-
tions, the smoothed flow rate of the spectrum
at the ESQPT critical borderline exhibits the
same type of non-analyticity as the smoothed
level density. An exception from this rule is
possible if the local flow of the spectrum is
parallel with the critical borderline. The cor-
respondence between the flow-rate and level-
density singularities was verified in the f = 3
toy model.
The general conclusions of our analysis are
now ready for use in specific quantum systems
that exhibit ESQPT effects in arbitrary num-
bers of degrees of freedom. Finite algebraic
models describing collective behavior of inter-
acting N -particle systems are particularly suit-
able for such applications. These models in
their infinite-size limit N ∼ 1/~ → ∞ typ-
ically yield Hamiltonians that couple coordi-
nates and momenta in a rather non-trivial way,
see e.g. Ref. [30]. Therefore, the outcomes of
the present work represent an adequate basis
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Figure 2: (Color online) The same as in Fig. 1 but for the flow rate (22) induced by an infinitesimal variation of
parameter A3 of Hamiltonian (25). The slopes of individual levels were obtained by a numerical differentiation. The
observed singularities are related to those in the level density, in agreement with the analysis in Sec. 3.
for the ESQPT analysis in such systems.
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