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Abstract
In a recent work (Bhatt et al., SIAM J. Control Optim. 39 (2000) 928) various Markov and
ergodicity properties of the nonlinear "lter, for the classical model of nonlinear "ltering, were
studied. It was shown that under quite general conditions, when the signal is a Feller–Markov
process with values in a complete separable metric space E then the pair process (signal, "lter) is
also a Feller–Markov process with state space E×P(E), where P(E) is the space of probability
measures on E. Furthermore, it was shown that if the signal has a unique invariant measure then,
under appropriate conditions, uniqueness of the invariant measure for the above pair process holds
within a certain restricted class of invariant measures. In many asymptotic problems concerning
approximate "lters (Budhiraja and Kushner, SIAM J. Control Optim. 37 (1997) 1946; 38 (2000)
1874) it is desirable to have the uniqueness of the invariant measure to hold in the class of
all invariant measures. In this paper we "rst show that for a rich class of "ltering problems,
when the signal has a unique invariant measure, the property of “asymptotic stability” for the
"lter holds. Using this property of asymptotic stability we then provide su<cient conditions
under which the (signal, "lter) pair has a unique invariant measure. We also show that, in a
certain sense, the property of asymptotic stability is necessary for the uniqueness of the invariant
measure. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: 60 G 35; 60 J 05; 60 H 15
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1. Introduction
Stochastic nonlinear "ltering is one of the central areas of application of stochastic
calculus (Kallianpur, 1980; Kushner, 1967; Liptser and Shiryaev, 1977). The basic
object of the study is a pair of stochastic processes (Xt; Yt)t¿0 where (Xt) is called
the signal process and (Yt) the observation process. The central problem in nonlinear
"ltering is the study of the measure valued process (t) which is the conditional
distribution of Xt given {Ys : 06s6t}. This measure valued process is called the
nonlinear "lter. In the classical setting of nonlinear "ltering, which is considered in
E-mail address: budhiraj@email.unc.edu (A. Budhiraja).
0304-4149/01/$ - see front matter c© 2001 Elsevier Science B.V. All rights reserved.
PII: S0304 -4149(01)00090 -4
2 A. Budhiraja / Stochastic Processes and their Applications 95 (2001) 1–24
this paper, the signal is taken to be a Markov process with values in some Polish space
E and the observations are given via the relation
Yt =
∫ t
0
h(Xs) ds+Wt; (1.1)
where (Wt) is a standard d-dimensional Brownian motion independent of (Xt) and h,
referred to as the observation function, is a map from E→Rd.
The nonlinear "lter is computed using three pieces of information: the initial law of
the signal (denoted hereafter as ), the transition probability function of the Markov
process (Xt; Yt) and the observation trajectory. In most practical problems one does not
have access to the exact initial law or the transition probability function. Even in the
ideal situation, in order to do explicit computations various approximations need to be
made. Thus it is of central importance to study the sensitivity of the "lter to errors in
both the initial law and the transition probability function. Most of the available work in
literature focuses on the short time behavior of approximate "lters. The general picture
that emerges from these “short time” results is that under appropriate conditions if the
errors in the parameters are small then the distance (appropriately measured) between
the optimal "lter and the suboptimal "lter built with incorrect parameters is also small,
however the bound on the distance between the two "lters grows exponentially in
time. These bounds suggest that over a long time interval a "lter built with incorrect
parameters becomes useless.
In this work, in contrast to the above-mentioned results, we are interested in the
long-term behavior of the nonlinear "lter. In recent years asymptotic study of the
nonlinear "lter has generated signi"cant interest (Kunita, 1971, 1991; Stettner, 1989,
1991; Ocone and Pardoux, 1996; Atar and Zeitouni, 1997a, b; CKerou, 1994; Budhiraja
and Ocone, 1997, 1999; Le Gland and Mevel, preprint; Atar, 1998; Clark et al.,
1999; Ocone, 1999a, b; Budhiraja and Kushner, 1997, 1998, 2000, 2001; Budhiraja
and Ocone, 1999; Da Prato et al., 1995; Bhatt et al., 2000; Baxendale and Liptser,
1999; Del Moral and Guionnet, 1999). In Budhiraja and Kushner (1997, 2000) it was
shown that various desirable long time properties for a rich class of approximate "lters
hold if the pair process: (signal, "lter) has a unique invariant measure.
The study of invariant measures for "ltering processes was initiated by Kunita
(1971). In this classic paper Kunita showed, using the uniqueness of the solution
of the Kushner–Stratonovich equation, that in the classical "ltering model if the signal
is Feller–Markov with a compact, separable HausdorM state space E then the optimal
"lter is also a Feller–Markov process with state space P(E), where P(E) is the space
of all probability measures on E. Furthermore, Kunita (1971) shows that if the signal
in addition has a unique invariant measure  for which (2.11) holds then the "lter
N(·) has a unique invariant measure. In subsequent papers Kunita (1991) and Stettner
(1989) extended the above results to the case where the state space is a locally compact
Polish space. Furthermore, in Kunita (1991) it is shown that for signals with a locally
compact state space the pair process: (signal, "lter) has a unique invariant measure
within a certain restrictive class of invariant measures. In all the above papers (Kunita,
1971, 1991; Stettner, 1989) the observation function h is assumed to be bounded. In
a recent paper (Bhatt et al., 2000) the results of Kunita–Stettner were extended to the
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case of unbounded h and signals with state space an arbitrary Polish space. The proofs
in Bhatt et al. (2000) are of independent interest since unlike the arguments in Kunita
(1971, 1991), Stettner (1989) they do not rely on the uniqueness of the solution to
Kushner–Stratonovich equation.
As pointed out above, the asymptotic results in Budhiraja and Kushner (1997, 2000)
crucially rely on the assumption of uniqueness of invariant measure for the pair pro-
cess. Thus it becomes of central importance to obtain conditions under which this
uniqueness holds. The results in Kunita (1991), Bhatt et al. (2000) on the uniqueness
of the invariant measure (within a restrictive class) for the pair process are inadequate
for the asymptotic study of approximate "lters undertaken in Budhiraja and Kushner
(1997, 2000) for the reason that the results in these latter papers require the uniqueness
to hold in the class of all invariant measures. In view of that, in this paper, we take
a diMerent approach to this uniqueness question. To the best of our knowledge the
only results (excepting the stable linear case) addressing this uniqueness problem are
in Stettner (1991), Budhiraja and Kushner (2001). In Stettner (1991) it was shown that
if the signal is a discrete time, "nite state, aperiodic, irreducible Markov chain and the
observations are given via the discrete time analog of (1.1) then the pair process admits
a unique invariant measure. The results in Budhiraja and Kushner (2001) showed, for
a class of discrete time signals with compact state space, that if the signal process is
Feller–Markov with a unique invariant measure and furthermore the "lter is “asymp-
totically stable” then the pair process: (signal, "lter) has a unique invariant measure.
A modi"cation of the argument in Budhiraja and Kushner (2001) (see Theorem 3.6)
shows that the result continues to hold for the continuous time model with the state
space of the signal an arbitrary Polish space.
In view of the above result it becomes important to understand when the property of
“asymptotic stability” holds. One of our aims in this paper is to obtain su<cient condi-
tions for asymptotic stability of the "lter. Roughly speaking, the property of asymptotic
stability says that the distance per unit time between the optimal "lter and an incorrectly
initialized "lter converges to 0 as time approaches ∞. More precisely, one can show
that for every  ∈ P(E) there exists a family of measurable maps {t()}t¿0 from
C
:= C([0;∞) :Rd) (the space of all continuous maps from [0;∞) to Rd) to P(E) such
that Nt
:= t() (Y·(!)) represents the suboptimal "lter which is constructed under the
erroneous assumption that the initial law of the signal is  instead of . For  ∈ P(E)
denote by Q the measure induced by (Yt) on C when the Markov process (Xt) has
the initial law . Let 1; 2 ∈ P(E). We say that the "lter is (1; 2) asymptotically
stable if for all continuous and bounded 
1
T
∫ T
0
EQ1 [〈t(1); 〉 − 〈t(2); 〉]2 dt (1.2)
converges to 0 as T→∞, where EQ1 denotes the expectation with respect to the
measure Q1 .
In recent years various authors have considered the problem of asymptotic stability
under diMerent hypothesis (Ocone and Pardoux, 1996; Atar and Zeitouni, 1997a, b;
CKerou, 1994; Budhiraja and Ocone, 1997, 1999; Le Gland and Mevel, preprint; Budhi-
raja and Kushner, 1998, 2001; Atar, 1998; Clark et al., 1999; Ocone, 1999a, b; Da Prato
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et al., 1995; Bhatt et al., 2000; Baxendale and Liptser, 1999; Del Moral and Guion-
net, 1999). The notion of asymptotic stability that we introduce in this paper is much
weaker than that studied in the above-cited papers and as a result it can be veri"ed for
a broader class of "ltering problems. Another reason for us to focus on this notion of
asymptotic stability is that in a certain sense (to be made precise below) it is a neces-
sary condition for the uniqueness of the invariant measure of the pair process to hold.
Furthermore, as Theorem 3.6 shows, (x; 2) asymptotic stability for all 2 ∈ P(E); x
a.e. [], su<ces for the uniqueness of the invariant measure for the pair (signal, "lter)
to hold, where for x ∈ E, x denotes the probability measure concentrated at the point x.
The study of asymptotic stability was pioneered by Ocone and Pardoux (1996).
In Ocone and Pardoux (1996) it was shown that if the observation function h is
bounded and the signal is Feller–Markov on a locally compact, Polish space for which
assumption (A) of Section 2 holds then for appropriate 1; 2 ∈ P(E) and continuous
bounded real valued functions (·) on E:
lim
t→∞EQ1 [〈t(1); 〉 − 〈t(2); 〉]
2 = 0: (1.3)
Let (Tt) denote the semi-group corresponding to the Markov process (Xt). Also, for
 ∈ P(E), let
Tt
:=
∫
E
p(x; t; ·)(dx):
The conditions that are assumed on 1; 2 in [26] are as follows.
(A1) 1Tt and 2Tt converge weakly to  as t→∞, where
(A2) Q1Q2 .
Our "rst objective in this paper is to show that if condition (A1) is weakened to the
assumption that the families {1Tt}t¿0, {2Tt}t¿0 are tight then the "lter is (1; 2)-
asymptotically stable. This is done in Theorem 3.1. The proof of the theorem relies on
Propositions 3.10 and 3.11, the proofs of which are deferred until Section 4. Next, in
Theorem 3.6, we show that if the signal admits a unique invariant measure  and the
"lter is (x; 2)-asymptotically stable for all 2 ∈ P(E); x a.e. [] then the pair process:
(signal, "lter) has a unique invariant measure. The proof follows via a modi"cation
of the argument in Budhiraja and Kushner (2001). Conversely, in Theorem 3.8, it is
shown that if the (signal, "lter) pair admits a unique invariant measure and for some
1; 2 ∈ P(E) the families {1Tt}t¿0, {2Tt}t¿0 and {EQ1 (t(2))}t¿0 are tight then
the "lter is (1; 2) asymptotically stable. Note that the tightness of the above families
always holds when the state space of the signal is compact. Also the tightness of the
third family follows from that of the second if Q1Q2 . It is important to observe
that in Theorems 3.6 and 3.8 assumption (A) is not made.
As an immediate consequence of the above results we show, in Theorem 3.9, that
if Assumptions (A), (B1) and (B2) hold then the pair process has a unique invariant
measure. Condition (B1) is sometimes referred in the literature as the statement that the
Markov process is bounded in probability (Skorokhod, 1989). An important class of
problems where (B2) is satis"ed is when the transition probability measures p(x; t; dy)
for the signal have nowhere vanishing densities with respect to some reference measure
(cf. Proposition 3.3).
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2. Notation and the ltering model
Let E be a complete separable metric space and let (;F; P) be a probability space.
Let (Xt) be a homogeneous Markov process with values in E with transition probability
function p(x; t; B), i.e. for t; ¿ 0, x ∈ E and B ∈ B(E)
P(Xt+ ∈ B|(Xu : u6)) = p(X; t; B) a:s:; (2.1)
where for a Polish space S, B(S) denotes the Borel sigma "eld on S. Denote the
distribution of X0 by , i.e.
= P ◦ (X0)−1: (2.2)
Denote by D := D([0;∞); E), the Skorohod space of E valued cadlag functions on
[0;∞) and let "t(·) be the coordinate process on D, i.e. "t(#) := #(t) for # ∈ D.
We will assume that (Xt) admits a cadlag version, i.e for all (s; x) ∈ [0;∞)×E there
exists a probability measure Ps;x on D such that for 06s¡ t¡∞; and U ∈ B(E),
Ps;x("t ∈ U |("u: u6s)) = p("s; t − s; U ) a:s: Ps;x (2.3)
and
Ps;x("u = x; 06u6s) = 1: (2.4)
For notational simplicity, P0; x will hereafter be denoted as Px.
We will also assume that the Markov process is Feller, i.e. the map x→Ps;x is a
continuous map from E to P(D), where for a Polish space S, P(S) denotes the space
of probability measures on S.
The observation process is given as follows:
Yt =
∫ t
0
h(Xu) du+Wt; (2.5)
where h :E→Rd is a continuous and bounded mapping and (Wt) is a Rd-valued stan-
dard Wiener process, assumed to be independent of (Xt). Denote by Nt the conditional
distribution of Xt given past and current observations, i.e. for A ∈ B(E),
Nt(A)
:= P(Xt ∈ A|{Yu: 06u6t}): (2.6)
In order to study an incorrectly initialized "lter we will introduce the following
canonical setting. Let ('t) be the canonical process on C
:= C([0;∞) :Rd) (the space
of continuous functions from [0;∞) to Rd), i.e. 't(() := ((t) for ( ∈ C. Let Q be the
standard Wiener measure on (C;B(C)). Also set
(ˆ; Fˆ) := (D; B(D))⊗ (C; B(C))
and de"ne for  ∈ P(E); s¿ 0
Rs;
:= Ps; ⊗ Q;
where Ps; ∈ P(D) is de"ned as
Ps;(B)
:=
∫
E
Ps;x(B)(dx); B ∈ B(D):
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Let Zt : ˆ→R be the stochastic process such that for all 06s6t:
Zt − Zs =
∫ t
s
〈h("u); d'u〉; a:s: Rs;
for all  ∈ P(E), where 〈· ; ·〉 denotes the inner product in Rd. For the existence of
such a common version see Theorem 3 in Karandikar (1995). Next, for 06s6t, let
qst
:= exp(Zt − Zs − 12
∫ t
s
‖h("u)‖2 du):
For a Polish space S let M(S) denote the space of positive, "nite measures on S
and BM(S) denote the space of bounded measurable functions on S. For f ∈ BM(S)
and m ∈M(S) we will denote ∫S f(x) dm(x) by 〈m;f〉 or m(f).
For  ∈M(E) and 06s6t ¡∞, de"ne a M(E) valued process .st() on C as
〈.st() ((); f〉 :=
∫
E
∫
D
f("t(#))qst(#; ()dPs;x(#) d(x); (− a:s: [Q]: (2.7)
The measurability of the map (s; t; (; )→.st() (() is a consequence of Theorem 3 in
Karandikar (1995) which gives the measurability of the map (t; !)→Zt(!).
Finally de"ne for 06s6t and  ∈M(E) a P(E) valued random variable st() via
the normalization of .st(), i.e.
st()
:=
.st()
〈.st(); 1〉 :
Also with an abuse of notation we will sometimes denote .0t() and 0t() by .t()
and t(), respectively.
As a consequence of the Kallianpur–Striebel formula (see Kallianpur, 1980) it fol-
lows that for f ∈ BM(E)
〈t(!); f〉= 〈0t() (Y·(!)); f; 〉 !− a:s: [P]: t ∈ (0;∞): (2.8)
By a "lter initialized incorrectly at the probability measure 1 we mean the P(E)
valued process, 1t de"ned as
〈1t (!); f〉 := 〈0t(1) (Y:(!)); f〉; f ∈ BM(E):
Let F˜ be the Q-completion of B(C) and N˜ be the class of Q-null sets in F˜. For
06s6t6∞, let Ats be the sub -"elds of F˜ de"ned by
Ats = (('u − 's: s6u6t) ∪N˜): (2.9)
Next we introduce the probability measure on C under which the canonical process
has the same law as the observation process. For an arbitrary  ∈ P(E) let Q ∈ P(C)
be de"ned by
dQ
dQ
= .t() (E) on At0; t ∈ [0;∞): (2.10)
It is easy to see that PoY−1 = Q.
We now de"ne our basic notion of asymptotic stability.
A. Budhiraja / Stochastic Processes and their Applications 95 (2001) 1–24 7
Denition 2.1. Let 1; 2 ∈P(E). We say that the "lter is (1; 2)-asymptotically
stable if for all  ∈ Cb(E)
1
T
∫ T
0
[〈t(1); 〉 − 〈t(2); 〉]2 dt
converges to 0 in Q1 -probability as T→∞.
In the next section we will obtain conditions under which, for given 1; 2 ∈
P(E); (1; 2)-asymptotic stability holds. Let (Tt) denote the semigroup corresponding
to the Markov process (Xt), i.e. for f ∈ BM(E),
(Ttf) (x)
:=
∫
D
f ("t(#)) dPx(#):
For a Polish space S let Cb(S) denote the space of continuous and bounded functions
on S. One of the basic conditions that will be assumed in many results of this paper
is the following.
(A): There is a unique invariant probability measure, , for the semigroup (Tt).
Furthermore for all f ∈ Cb(E):
lim sup
t→∞
∫
E
|Ttf(x)− 〈; f〉|(dx) = 0: (2.11)
3. Asymptotic stability and the uniqueness of invariant measure
In this section we "rst state our main result, Theorem 3.1, on asymptotic stability.
We then provide su<cient conditions for Assumption (2) in Theorem 3.1 to hold. Next,
we show that if the "lter has appropriate asymptotic stability properties then there must
be a unique invariant measure for the pair: (signal, "lter). As a converse to this result,
we show that if the pair process has a unique invariant measure and certain tightness
conditions are satis"ed then the "lter is asymptotically stable. From the above results
we obtain, as an immediate consequence, su<cient conditions for the uniqueness of the
invariant measure to hold. We then state two propositions (Propositions 3.10 and 3.11)
which play key roles in the proof of Theorem 3.1. The proofs of these propositions
are deferred until Section 4. Finally, in this section, we present the proof of Theorem
3.1 using these propositions.
The main theorem of this section is the following.
Theorem 3.1. Assume that the assumption (A) holds. Let 1; 2 ∈ P(E) be such
that:
(1) For i = 1; 2 {iTt ; t ¿ 0} is a tight family of probability measures on E.
(2) The measure Q1 is absolutely continuous with respect to Q2 (we write Q1Q2 ).
Then the 5lter is (1; 2)-asymptotically stable; i.e. for all  ∈ Cb(E)
1
T
∫ T
0
[〈t(1); 〉 − 〈t(2); 〉]2 dt
converges to 0 in Q1 -probability as T→∞.
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Condition (2) in the above theorem is satis"ed for a rich class of problems. We
give in the following proposition and the corollary below su<cient conditions for (2)
to hold. First, however, we present the following lemma from Bhatt et al. (2000).
Lemma 3.2 (Bhatt et al., 2000). Fix 06s¡ t¡∞;  ∈ P(E). Then
.0t() (B)(() = .st(.0s() (()) (B) ((); ∀B ∈ B(E); ( − a:s: [Q] (3.1)
and
0t() (B) (() = st(0s() (()) (B)((); ∀B ∈ B(E); ( − a:s: [Q]: (3.2)
Proposition 3.3. Let 1; 2 ∈ P(E). Suppose that there exists 3 ∈ (0;∞) such that;
a.e. Q; 3(1)3(2). Then Q1Q2 .
Proof. Let, for i = 1; 2; i
:= 3(i). By assumption, 12, a.e. Q. Fix t ∈ (0;∞)
and let A ∈At0. Then
Q1 (A) = EQ[.0; t(1) (E)IA]
= EQ[.0; 3(1) (E).3; t(1) (E)IA]; (3.3)
where the second equality above follows from Lemma 3.2. Next note that
.3; t(1) (E) =
∫
E
∫
D
q3; t(#; () dP3;x(#) d1(x)
=
∫
E
∫
D
q3; t(#; () dP3;x(#)
d1(x)
d2(x)
d2(x)
6K.3; t(2) (E) +
∫
E
.3; t(x) (E)I{d1(x)=d2(x)¿K} d1(x); (3.4)
where I denotes the indicator function and K ∈ (0;∞) is arbitrary. Also note that
EQ
[
.0; 3(1) (E)
∫
E
.3; t(x) (E)I{d1(x)=d2(x)¿K} d1(x)IA
]
6EQ
[
.0; 3(1) (E)
∫
E
I{d1(x)=d2(x)¿K} d1(x)
]
:= C1(K):
Note that C1(K)→ 0 as K→∞.
Furthermore for L¿ 0
KEQ[.0; 3(1) (E).3; t(2) (E)IA]
=KEQ[.0; 3(2) (E)
.0; 3(1) (E)
.0; 3(2) (E)
.3; t(2) (E)IA]
6KLEQ[.0; 3(2) (E).3; t(2) (E)IA]
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+KEQ

.0; 3(1) (E).3; t(2) (E)I{.0; 3(1)(E)
.0; 3(2)(E)
¿L
}


=KLEQ[.0; t(2)IA] + C2(K; L)
=KLQ2 (A) + C2(K; L);
where
C2(K; L)
:= KEQ

.0; 3(1) (E).3; t(2) (E)I{.0; 3(1) (E)
.0; 3(2) (E)
¿L
}


and C2(K; L)→ 0 as L→∞ for all K ∈ (0;∞). Note that C2(K; L) does not depend
on t since
EQ(.3; t(2) (E) |A30) = 1
and .0; 3(1) is A30 measurable. Combining the above observations we have that for
all A ∈At0
Q1 (A) = KLQ2 (A) + C1(K) + C2(K; L):
Since t ∈ (0;∞) is arbitrary the above relation holds for all A ∈ C. Now let A ∈ C
be such that Q2 (A) = 0. Then the above display yields that
Q1 (A) = C1(K) + C2(K; L):
Letting L→∞ and then K→∞ we have that Q1 (A)=0. This proves the proposition.
Corollary 3.4. Let 1; 2 ∈ P(E). Suppose that there exists 3 ∈ (0;∞) such that
1T32T3. Then Q1Q2 .
Proof. In view of the above proposition it su<ces to show that 3(1)3(2), a.e.
Q. Let N1 ⊂ C be the Q null set such that for all ( ∈ N1; q03(#; ()¿ 0 a.s. P0;1
and a.s. P0;2 . Now "x ( ∈Nc1 and let B ∈ B(E) be such that 〈3(2) (();IB〉 = 0.
This implies that,∫
E
∫
D
IB("3(#))q0; 3(#; () dPx(#) d2(x) = 0:
Since q03(#; ()¿ 0, a.s. P2 it follows that 2T3(B)=0. The absolute continuity of 1T3
with respect to 2T3 then yields that 1T3(B) = 0. But this clearly implies that∫
E
∫
D
IB("3(#))q0; 3(#; () dPx(#) d1(x) = 0:
Hence 〈3(1) (();IB〉 = 0. This proves that 3(1) (() is absolutely continuous with
respect to 3(2) ((). This proves the lemma.
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We now introduce the measure on (ˆ; Fˆ) which corresponds to the law of the
process (Xt; Yt)t¿0. For  ∈ P(E) de"ne
Kts ()
:= ({'u − 's: s6u6t} ∪ {"u: s6u6t} ∪N); (3.5)
where N is the class of all R0;  null sets. Now for "xed  ∈ P(E) de"ne Rˆ0;  on
(ˆ; Fˆ) as follows:
dRˆ0; 
dR0; 
(#; () := q0t(#; () on Kt0(); t ¿ 0: (3.6)
Then it can be shown that
Rˆ0;  = Po(X·; Y·)−1:
The following theorem is taken from Bhatt et al. (2000). Let Ft denote the sigma "eld:
{Xs; Ys; 06s6t}.
Theorem 3.5 (Bhatt et al., 2000). Fix  ∈ P(E). Let t be de5ned as
t (!)
:= t() (Y·(!)):
Then ((Xt;t );Ft) is a E × P(E) valued Feller–Markov process on (;F; P) with
associated semigroup {St}06t¡∞ de5ned as follows. For F ∈ BM(E ×P(E));
(StF) (x; 9)
:= ERˆ0; x [F(t(9); "t)]
for (x; 9) ∈ E ×P(E).
The following theorem, the essential idea of whose proof was presented in [9], gives
conditions for existence and uniqueness of (St) invariant measure.
Theorem 3.6 (Budhiraja and Kushner, 2001). Suppose that there is a unique (Tt) in-
variant measure  and further suppose that the 5lter is (x; ) asymptotically stable
for all  ∈ P(E); x a.e. []. Then there exists a unique (St) invariant measure.
Proof. From Theorem 6:4 of Bhatt et al. (2000) it follows that there is at least one
(St) invariant probability measure. We note that in Theorem 6:4 of Bhatt et al. (2000)
assumption (A) is made, however that assumption is only used to assure a certain
uniqueness property and the existence of the invariant measure does not rely on it.
Now suppose that m1 and m2 are two (St) invariant measures. We will show that for
a measure determining class C0 of real valued functions on (E ×P(E)) we have that
for all F ∈ C0∫
E×P(E)
F(x; :)m1(dx; d:) =
∫
E×P(E)
F(x; :)m2(dx; d:): (3.7)
The class C0 is de"ned as
C0
:= {F ∈ Cb(E ×P(E)) | there exist k ¿ 1; ; 1; : : : ; k ∈ Cb(E);
H ∈ C2b (Rk) such that F(x; :) = (x) H (〈:; 1〉; : : : ; 〈:; k〉)};
where for a metric space S; Cb(S) denotes the space of bounded and continuous func-
tions and C2b (Rk) is the space of functions on Rk which are continuous and bounded
A. Budhiraja / Stochastic Processes and their Applications 95 (2001) 1–24 11
together with their partial derivatives up to second order. The fact that C0 is measure
determining follows from Proposition 3:4:6 of Ethier and Kurtz (1986) on noting that
the class of functions G: P(E)→R de"ned as G(:) := H (〈:; 1〉; : : : ; 〈:; k〉) with
: ∈ P(E), k ¿ 1 and H;i as above, separates points in the space P(E).
Now "x F ∈ C0 and let ; 1; : : : ; k and H be as in the de"nition of C0. Then
there exists a C (depending on F) such that
sup
x∈E
|F(x; :1)− F(x; :2)|6C
k∑
i=1
|〈:1; i〉 − 〈:2; i〉|: (3.8)
Note that since there is a unique (Tt) invariant measure  it follows that mi(dx ×
P(E)) = (dx) for i=1; 2. Now let 1; 2 be regular conditional probability functions
such that mi(dx; d:)=i(x; d:)(dx); i=1; 2. Using the (St) stationarity of mi we have
that the left side of (3.7) equals, for all T ∈ (0;∞) and i = 1:
1
T
∫ T
0
(∫
E
[∫
P(E)
StF(x; :)i(x; d:)
]
(dx)
)
dt;
while the right-hand side of (3.7) equals the same expression for i = 2: Thus∣∣∣∣
∫
E×P(E)
F(x; :)m1(dx; d:)−
∫
E×P(E)
F(x; :)m2(dx; d:)
∣∣∣∣
6
∫
E
∫
P(E)
∫
P(E)
(
1
T
∫ T
0
|StF(x; :1)− StF(x; :2)|dt
)
×1(x; d:1)2(x; d:2)(dx): (3.9)
Next using the de"nition of the semigroup (St) we have that for x ∈ E and :i ∈
P(E); i = 1; 2,
1
T
∫ T
0
|StF(x; :1)− StF(x; :2)|dt
6
1
T
∫ T
0
ERˆ0; x |F("t ; t(:1))− F("t ; t(:2))|dt
6C
k∑
i=1
1
T
∫ T
0
ERˆ0; x |〈t(:1); i〉 − 〈t(:2); i〉|dt
6C
2∑
j=1
k∑
i=1
1
T
∫ T
0
EQx |〈t(:j); i〉 − 〈t(x); i|dt: (3.10)
By the assumption on asymptotic stability we have that for i = 1; : : : ; k,
1
T
∫ T
0
EQx |〈t(:); i〉 − 〈t(x); i|dt→ 0 (3.11)
as T→∞, for all : ∈ P(E) and x a.e. [].
Using (3.11), (3.10) in (3.9) we have via an application of dominated convergence
theorem that∫
E×P(E)
F(x; :)m1(dx; d:) =
∫
E×P(E)
F(x; :)m2(dx; d:)
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for all F ∈ C0. Since C0 is a measure determining class we have that m1 = m2. This
completes the proof of the theorem.
As a converse to the above theorem we have Theorem 3.8 below. However, we
"rst present the following lemma. De"ne a semigroup of operators on BM(P(E)) as
follows. For F ∈ BM(P(E)) and  ∈ P(E)
(TtF) ()
:= EQ(F(t()))
= EQ(.t()(F(t()))
= EQ(.s; t+s() (F(s; t+s())): (3.12)
From Theorem 5:2 of Bhatt et al. (2000) we have that (Tt) is a Feller semigroup and
from Theorem 6:2 of Bhatt et al. (2000) we have that there is a unique (Tt) invariant
measure: M ∈ P(P(E)).
Following Stettner (1989), de"ne for  ∈ P(E), mt ;Mt ∈ P(P(E)) as follows. For
A ∈ B(P(E)),
mt (A)
:= (TtIA) () = EQ(IA(t()))
and
Mt (A)
:=
∫
E
(TtIA) (x)(dx):
Lemma 3.7. Let F ∈ Cb(P(E)) and let  ∈ P(E) be such that {Tt}t¿0 is tight.
Then
lim
→∞
1

∫ 
0
(TtF) () dt =M (F):
Proof. The proof is similar to Proposition 3 of Stettner (1989). Recall that (TtF) ()=∫
P(E) F(@) dm

t (@). Thus the result will follow if we show that the measures (1=)∫ 
0 m

t (·) converge weakly to M . Since (Tt) is a Feller semigroup and M is the unique
(Tt) invariant measure it su<ces to show that the family {(1=)
∫ 
0 m

t (·) dt; ¿ 0} is
tight. Let 3¿ 0 be arbitrary. By assumption the family {(1=) ∫ 0 Ttdt; ¿ 0} is tight
and so we have that there exists an increasing family of compact subsets of E, denoted
as {Kn; n¿ 1} such that
1

∫ 
0
Tt(Kcn) dt6
3
22n
:
De"ne, J (3) := {m ∈ P(E): m(Kcn)61=2n; n ¿ 1}. Clearly J (3) is a compact set in
P(E). Furthermore,
1

∫ 
0
mt (J (3)) dt =
1

∫ 
0
Q[t() ∈ J (3)] dt
=
1

∫ 
0
Q
[
t() (Kcn)6
1
2n
;∀n¿ 1
]
dt
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¿ 1− 1

∫ 
0
( ∞∑
n=1
Q
[
t() (Kcn)¿
1
2n
])
dt
¿ 1− 1

∫ 
0
∞∑
n=1
2nTt(Kcn) dt
¿ 1−
∞∑
n=1
3
2n
= 1− 3;
where the next to last inequality follows on applying Chebychev’s inequality and noting
that EQ(t() (Kcn)) = Tt(Kcn). This completes the proof of the lemma.
Theorem 3.8. Suppose that there is a unique (St) invariant probability measure: m.
Let 1; 2 ∈ P(E) be such that the families {1Tt}t¿0 and {EQ1 (t(2))}t¿0 are
tight. Then the 5lter is (1; 2)-asymptotically stable.
Proof. Let  ∈ Cb(E). We need to show that
1
T
∫ T
0
EQ1 |〈t(1); 〉 − 〈t(2); 〉|2 dt (3.13)
converges to 0 as T→∞. The expression above can be rewritten as
1
T
∫ T
0
EQ1 (〈t(1); 〉2) dt +
1
T
∫ T
0
EQ1 (〈t(2); 〉2) dt
−2 1
T
∫ T
0
EQ1 (〈t(1); 〉〈t(2); 〉) dt: (3.14)
Observing that 〈t(1); 〉 = ERˆ0; 1 (("t) |A
t
0), a.s. Rˆ0;1 and that 〈t(2); 〉 is At0
measurable, we have that the third term on the right-hand side of (3.14) equals
−2 1
T
∫ T
0
EQ1 (("t) 〈t(2); 〉):
Now let F; G ∈ Cb(E ×P(E)) be de"ned as follows. For (x; :) ∈ E ×P(E)
F(x; :)
:= 〈; :〉2
and
G(x; :)
:= (x) 〈; :〉:
Using this notation the expression in (3.14) can be rewritten as
2∑
i=1
1
T
∫ T
0
∫
E
StF(x; i)1(dx)− 2 1T
∫ T
0
∫
E
StG(x; 2)1(dx): (3.15)
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De"ne for T ∈ (0;∞); CT ; (T ∈ P(E ×P(E)) as follows. For A1 ∈ B(E) and A2 ∈
B(P(E)):
CT (A1 × A2) := 1T
∫ T
0
∫
E
(StIA1×A2 ) (x; 1)1(dx)
=
1
T
∫ T
0
EQ1 (IA1 ("t)IA2 (t(1))) dt
and
(T (A1 × A2) := 1T
∫ T
0
∫
E
(StIA1×A2 ) (x; 2)1(dx)
=
1
T
∫ T
0
EQ1 (IA1 ("t)IA2 (t(2))) dt:
We claim that the families {CT}T¿0; {(T}T¿0 are tight in P(E×P(E)). To see that,
note that since {1Tt}t¿0 is tight in P(E) by assumption, it su<ces to show that the
family {(1=T ) ∫ T0 EQ1 (t(i)) dt}T¿0 is tight in P(P(E)) for i= 1; 2. This family for
i=2 is tight since by assumption the family {EQ1 (t(2))}t¿0 is tight. Also, for i=1
this family is same as { 1T
∫ T
0 1Tt dt}t¿0 the tightness of which follows from Lemma
3.7. This proves the claim. Furthermore, observe that the expression in (3.15) can be
written in terms of CT and (T as
〈F; CT 〉+ 〈F; (T 〉 − 2〈G; (T 〉:
By the Feller property of (St), the tightness argued above and the uniqueness of (St)
invariant measure it follows via a routine argument that 〈F; CT 〉→ 〈F; m〉; 〈F; (T 〉→
〈F; m〉 and 〈G; (T 〉→ 〈G;m〉 as T→∞. Hence as T→∞ the expression in (3.13)
converges to
2〈F; m〉 − 2〈G;m〉:
In order to complete the proof of the theorem it su<ces to show that 〈F; m〉 equals
〈G;m〉. Next observe that
〈F; m〉= lim
T→∞
〈F; CT 〉
= lim
T→∞
1
T
∫ T
0
EQ1 (〈t(1); 〉2) dt:
Finally note that
〈G;m〉= lim
T→∞
〈G; CT 〉
= lim
T→∞
1
T
∫ T
0
EQ1 (("t) 〈t(1); 〉) dt
= lim
T→∞
1
T
∫ T
0
EQ1 (〈t(1); 〉2) dt;
where the last equality follows on observing once more that 〈t(1); 〉= ERˆ0; 1 (("t) |
At0), a.s. Rˆ0;1 . Comparing the above two sets of displays we have the result.
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As an immediate consequence of Theorems 3.1, 3.5, 3.6 we have the following
result.
Theorem 3.9. Assume that assumption (A) holds for the 5ltering model. Further sup-
pose that:
(B1) For all  ∈ P(E); {Tt}t¿0 is a tight family in P(E).
(B2) QxQ for all  ∈ P(E); x-a.e. [].
Then there exists a unique (St) invariant measure.
The key steps in the proofs of Theorem 3.1 are Propositions 3.10 and 3.11 below.
Once these are proved, Theorem 3.1 follows via a straightforward triangle inequality.
Proposition 3.10. Suppose that assumption (A) holds. Let 1 ∈ P(E) be such that
{1Tt}t¿0 is tight. Then for all  ∈ Cb(E)
lim
→∞lim sup0→∞
EQ1
(
1
0
∫ 0

[〈t(1); 〉 − 〈t−; t(1Tt−); 〉]2 dt
)
= 0: (3.16)
Now suppose that 2 ∈ P(E) is such that {2Tt}t¿0 is tight and Q1Q2 . Then
for all  ∈ Cb(E)
lim
→∞lim sup0→∞
EQ1
(
1
0
∫ 0
+3
[〈t(2); 〉 − 〈t−; t(2Tt−−3); 〉]2 dt
)
= 0: (3.17)
Proposition 3.11. Let ¿ 0 be 5xed. Suppose that assumption (A) holds. Let 1; 2 ∈
P(E) be such that the families {1Tt}t¿0 and {2Tt}t¿0 are tight. Then for all  ∈
Cb(E),
EQ1
(
1
0
∫ 0

[〈t−; t(1Tt−); 〉 − 〈t−; t(2Tt−); 〉]2 dt
)
(3.18)
converges to 0 as 0→∞.
Assuming the above propositions we can now present the proof of Theorem 3.1.
Proof of Theorem 3.1. Let 1; 2 ∈ P(E) be arbitrary and let  ∈ Cb(E).
Then
EQ1
(
1
0
∫ 0
0
[〈t(1); 〉 − 〈t(1); 〉]2 dt
)
63EQ1
(
1
0
∫ 0

[〈t(1); 〉 − 〈t−; t(1Tt−); 〉]2 dt
)
+3EQ1
(
1
0
∫ 0

[〈t(2); 〉 − 〈t−; t(2Tt−); 〉]2 dt
)
+3EQ1
(
1
0
∫ 0

[〈t−; t(1Tt−); 〉 − 〈t−; t(2Tt−); 〉]2 dt
)
+2
‖‖2∞()
0
;
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where ‖‖∞=˙supx∈E |(x)|. Now the theorem follows from Propositions 3.10 and 3.11
on taking 0→∞ and then →∞.
4. Proofs
In this section we will present the proofs of Propositions 3.10 and 3.11. We begin
with the following lemma which is an immediate consequence of Lemma 3.2.
Lemma 4.1. Let 1 ∈ P(E) and let ¿ 0. Then for all t ¿ 
EQ[.0; t(1) (E) |At−] = .t−; t(1Tt−) (E):
Proof. Note that from Lemma 3.2 we have that
.0; t(1) (E) =.t−; t(.0; t−(1)) (E)
=
∫
E
.t−; t(x) (E).0; t−(1) (dx):
Using this observation along with the fact that under Q the sigma "elds At2t1 and A
t3
t2
are independent for 06t16t26t3 we have that
EQ[.0; t(1) (E) |At−] =
∫
E
.t−; t(x) (E)9(1) (dx); (4.1)
where for  ∈ P(E) and A ∈ B(E),
9() (A) =˙ EQ[.0; t−() (A)]
= Tt−(A): (4.2)
Thus
EQ[.0; t(1) (E) |At−] =
∫
E
.t−; t(x) (E)1Tt− (dx)
=.t−; t(1Tt−) (E):
This proves the lemma.
Lemma 4.2. Let 1 ∈ P(E). Also let F ∈ BM(P(E)) and ¿ 0 be 5xed. Then for
all t ¿ :
EQ1 (F(t−; t(1Tt−))) = EQ1 ((TF) (1Tt−)):
Proof. Observe that
EQ1 (F(t−; t(1Tt−))) = EQ(.0; t(1) (E)F(t−; t(1Tt−))): (4.3)
Applying Lemma 4.1 we have that the right-hand side of (4.3) equals∫
C
(EQ[.0; t(1) (E) |At−]F(t−; t(1Tt−))) dQ
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=
∫
C
(.t−; t(1Tt−) (E)F(t−; t(1Tt−))) dQ
=((TF) (1Tt−)):
This proves the lemma.
Lemma 4.3. Let 1 ∈ P(E) and ¿ 0. Fix t ¿ . Then for all  ∈ BM(E);
〈t−; t(1Tt−); 〉= ERˆ0; 1 [("t) |A
t
t−]; a:s: [Rˆ0;1 ]:
Proof. An application of Bayes formula yields that
ERˆ0; 1 [("t) |A
t
t−] =
ER0; 1 [("t)q0t(#; () |Att−]
ER0; 1 [q0t(#; () |Att−]
: (4.4)
We will now show that the numerator of the expression on the right-hand side almost
surely equals
〈.t−; t(1Tt−−3); 〉:
Observe that
ER0; 1 [("t)q0t |Att−]
= ER0; 1 [("t) q0; t−qt−; t |Att−]
= ER0; 1 [("t) qt−; t |Att−]
=
∫
D
("t(#)) qt−; t(#; () dP0;1 (#)
= 〈.t−; t(1Tt−); 〉; (4.5)
where the second equality follows on noting that under R0;1 ; A
t
0 is independent of
Ktt−(1) and ER0; 1 (q0; t− |Ktt−(1)) = 1.
Combining (4.5) with (4.4) gives the result.
Let Cc(P(E)) be the class of all convex functions in Cb(P(E)).
Lemma 4.4. Let F ∈ Cc(P(E)): Suppose that assumption (A) holds. Let M be; as
before; the unique (Tt) invariant measure. Let  ∈ P(E) be such that {Tt}t¿0 is
tight. Then
lim
→∞lim sup0→∞
∣∣∣∣ 10
∫ 0

mTt− (F) dt −M (F)
∣∣∣∣= 0:
Proof. For 0¿, denote the probability measure (1=(0 − ))
∫ 0
 Tt− dt by 9;0 .
Then clearly,
m
9; 0
 (F) =TF
(
1
0 − 
∫ 0

Tt− dt
)
:
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Since F is convex we have that TF is convex (for a proof see Lemma 3:2 of Kunita,
1971). Therefore,
m
9; 0
 (F) = TF
(
1
0 − 
∫ 0

Tt− dt
)
6
1
0 − 
∫ 0

TF(Tt−) dt
6
1
0 − 
∫ 0

(∫
E
(TF) (x)Tt− (dx)
)
dt
=
∫
E
(TF) (x)
(
1
0 − 
∫ 0

Tt− (dx) dt
)
= M
9; 0
 (F):
This immediately yields that∣∣∣∣M (F)− 10 − 
∫ 0

mTt− (F) dt
∣∣∣∣ =
∣∣∣∣M (F)− 10 − 
∫ 0

TF(Tt−) dt
∣∣∣∣
6 |M (F)−m9; 0 (F)|+|M (F)−M9; 0 (F)|:
(4.6)
By our assumption, {Tt ; t ¿ 0} is tight and so the family {9;0 =(1=(0−))
∫ 0
 Tt dt;
0¿} is also tight. Using the Feller property of (Tt) and the uniqueness of (Tt) in-
variant measure we now have that 9;0 converges weakly to  as 0→∞. Furthermore
since Tt is Feller, we have that
lim
0→∞
m
9; 0
 (F) = lim
0→∞
(TF) (9;0 ) = (TF) () = m

 (F)
and
lim
0→∞
M
9; 0
 (F) = lim
0→∞
∫
E
(TF) (x)9;0 (dx) =
∫
E
(TF) (x)(dx) =M (F):
Next from the uniqueness of (Tt) invariant measure it follows that (cf. Section 6,
Bhatt et al., 2000) m (F)→M (F) and M (F)→M (F) as →∞. Now let 3¿ 0 be
arbitrary, then we can choose 3 such that for all ¿ 3
|m (F)−M (F)|+ |M (F)−M (F)|63: (4.7)
From (4.6) it now follows that for all ¿ 3,
lim sup
0→∞
∣∣∣∣M (F)− 10 − 
∫ 0

mTt− (F) dt
∣∣∣∣63:
Since F is bounded the above statement is equivalent to
lim sup
0→∞
∣∣∣∣M (F)− 10
∫ 0

mTt− (F) dt
∣∣∣∣63:
Now since 3¿ 0 is arbitrary, we have the lemma.
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Proof of Proposition 3.10. The expectation in (3.16) can be written as
1
0
∫ 0

EQ1 [〈t(1); 〉 − 〈t−; t(1Tt−); 〉]2 dt: (4.8)
The expression inside the integral above can be written as
EQ1 [〈t(1); 〉]2 + EQ1 [〈t−; t(1Tt−); 〉]2
− 2EQ1 [〈t(1); 〉 〈t−; t(1Tt−); 〉]
= EQ1 [〈t(1); 〉]2 − EQ1 [〈t−; t(1Tt−); 〉]2
= (TtF) (1)− EQ1 (TF) (1Tt−); (4.9)
where F˜ :P(E)→R is de"ned as F˜() =˙ 〈; 〉2 for  ∈ P(E) and the "rst equality
in the above array follows from Lemma 4.3 while the second is a consequence of
Lemma 4.2. Thus the expression in (4.8) can be written as
1
0
∫ 0

(Tt F˜) (1) dt − 10
∫ 0

EQ1 [(TF˜) (1Tt−)] dt: (4.10)
From Lemma 3.7 the "rst expression in (4.10) converges to 〈M; F˜〉 as 0→∞. Now
consider the second term, then
lim sup
→∞
lim sup
0→∞
∣∣∣∣〈M; F˜〉 − 10
∫ 0

EQ1 (〈m1Tt− ; F˜〉) dt
∣∣∣∣
6lim sup
→∞
lim sup
0→∞
EQ1
∣∣∣∣〈M; F˜〉 − 10
∫ 0

〈m1Tt− ; F˜〉 dt
∣∣∣∣
6EQ1
(
lim sup
→∞
lim sup
0→∞
|〈M; F˜〉 − 10
∫ 0

〈m1Tt− ; F˜〉 dt
∣∣∣∣
)
=0;
where the next to last step follows from the boundedness of F˜ and the last step is a
consequence of Lemma 4.4 on observing that −F˜ is in Cc(P(E)).
This shows that the second term in (4.10) also converges to 〈M; F˜〉 as 0→∞ and
then →∞. Thus we have proved that (3.16) holds.
We now consider (3.17). The proof follows as in Ocone and Pardoux (1996). Let
us de"ne
G(; 0) =˙
1
0
∫ 0
0
[〈t(2); 〉 − 〈t−; t(2Tt−−3); 〉]2 dt:
Then
EQ1 [G(; 0)] = EQ2
[
dQ1
dQ2
G(; 0)
]
=KEQ2 [G(; 0)] + 2‖‖2∞EQ2
[
dQ1
dQ2
IdQ1
dQ2
¿K
]
: (4.11)
From the "rst part of the proposition we have that
lim
→∞lim sup0→∞
EQ2 [G(; 0)] = 0: (4.12)
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Using (4.11) and (4.12) we have that
lim
→∞lim sup0→∞
EQ1 [G(; 0)]62‖‖2∞EQ2
[
dQ1
dQ2
IdQ1
dQ2
¿K
]
:
The proof is now completed on taking limit as K→∞ in the above expression.
We now proceed to the proof of Proposition 3.11. De"ne a Markov semigroup (T˜ t)
on BM(E × E) as follows. For f1; f2 ∈ BM(E) de"ne f1 ⊗ f2 as follows:
f1 ⊗ f2(x; y) =˙f1(x)f2(y); (x; y) ∈ E × E:
The semigroup T˜ t is now characterized by the relation
(T˜ t(f1 ⊗ f2)) (x; y) =˙ (Ttf1) (x) (Ttf2) (y); (x; y) ∈ E × E:
Lemma 4.5. Let assumption (A) hold. Then  ⊗  is the unique (T˜ t) invariant
measure.
Proof. Clearly  ⊗  is one invariant measure for (T˜ t). Now let 1 be some other
invariant measure for (T˜ t). De"ne the probability measure ˜1 on (E;B(E)) as follows.
For A ∈ B(E),
˜1(A) =˙ 1(A× E):
Observe that if f ∈ Cb(E) then de"ning f˜(x; y) =˙f(x) we have that∫
E
(Ttf) (x)˜1(dx) =
∫
E×E
(T˜ tf˜) (x; y)1(dx; dy)
=
∫
E×E
f˜(x; y)1(dx; dy)
=
∫
E
f(x)˜1(dx):
Hence ˜1 is (Tt) invariant. By uniqueness of the (Tt) invariant measure we have that
1(· × E) = ˜1(·) = (·). Similarly, 1(E × ·) = (·). Now let f; g ∈ Cb(E). Then using
the invariant properties of the measure 1 and  we have
|1(f ⊗ g)− (f)(g)|
=
∣∣∣∣
∫
E×E
(T˜ t(f ⊗ g)) (x; y)1(dx dy)−
(∫
E×E
(Ttf) (x)1(dx dy)
)
(g)
∣∣∣∣
=
∣∣∣∣
∫
E×E
(Ttf) (x) ((Ttg) (y)− (g))1(dx; dy)
∣∣∣∣
6‖f‖∞
∫
E×E
|Ttg(y)− (g)|1(dx; dy)
= ‖f‖∞
∫
E
|Ttg(y)− (g)|(dy):
Finally from (2.11) the last expression converges to 0 as t→∞. Hence 1 =  ⊗ .
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Lemma 4.6. Let for i = 1; 2; (i) ∈ Cb(E). Fix t ¿ 0 and de5ne G :E × E→R as
G(x; y) =˙EQ(〈.t(x); (1)〉〈.t(y); (2)〉); x; y ∈ E:
Then G ∈ Cb(E × E).
Proof. Let for i = 1; 2; x(i)n be a sequence in E converging to x(i). From Theorem 5:1
of Bhatt et al. (2000) it follows that 〈.t(x(i)n ); (i)〉 converges in (Q) probability to
〈.t(x(i) ); (i)〉. Also since h is bounded
sup
x∈E
ER0 ;x(q
p
0t)¡∞
for all p¿ 1. Hence for all  ∈ Cb(E), and p¿ 1
sup
x∈E
EQ[〈.t(x); 〉]p¡∞:
This completes the proof of the lemma.
Lemma 4.7. Let ¿ 0 be 5xed. Let 1; 2 ∈ P(E) be such that the families {1Tt}t¿0
and {2Tt}t¿0 are tight. Suppose also that assumption (A) holds. Then for  in Cb(E)
1
0
∫ 0

EQ(|〈.t−; t(1Tt−); 〉 − 〈.t−; t(2Tt−); 〉|) dt (4.13)
converges to 0 as 0→∞.
Proof. Observe that the square of the expression in (4.13) is bounded above by
1
0
∫ 0

EQ(|〈.t−; t(1Tt−); 〉 − 〈.t−; t(2Tt−); 〉|2) dt:
It thus su<ces to show that for i; j = 1; 2 the limit as 0→∞ of the expression
1
0
∫ 0

EQ(〈.t−; t(iTt−); 〉〈.t−; t(jTt−); 〉) dt (4.14)
exists and is independent of i; j. Now note that the expression in (4.14) can be rewritten
as ∫
E×E
EQ(〈.(x); 〉〈.(y); 〉)mij;0 (dx dy); (4.15)
where
mij;0 =˙
1
0
∫ 0

(iTt− ⊗ jTt−) dt:
Now we show that, mij;0 converges weakly to  ⊗  as 0→∞.
Recall that by assumption, the family {iTt ; t ¿ 0; i=1; 2} is tight, therefore we have
that so is {mi;j0 ; 0¿ 0}. Now let (k) be a sequence of positive numbers increasing to
in"nity such that mi;jk converges to m as k→∞. We will now show that m =  ⊗ .
Now let f; g ∈ Cb(E). Then for u¿ 0
lim
k→∞
∫
E×E
(T˜ u(f ⊗ g)) (x; y)mi;jk (dx dy)
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= lim
k→∞
1
k
∫ k

(iTt+u− ⊗ jTt+u−) (f ⊗ g) dt
= lim
k→∞
1
k
∫ k+u
+u
(iTt− ⊗ jTt−) (f ⊗ g) dt
= lim
k→∞
1
k
∫ k

(iTt− ⊗ jTt−) (f ⊗ g) dt
= lim
k→∞
〈mi;jk ; f ⊗ g〉
=m(f ⊗ g): (4.16)
Also since (Tt) is a Feller semigroup the map (x; y)→ T˜ u(f⊗g)(x; y) is in Cb(E×E)
and hence the extreme left-hand side expression in (4.16) converges to∫
E×E
(T˜ u(f ⊗ g)) (x; y)m(dx dy):
Combining this observation with (4.16) we have that m is (T˜ t) invariant. Hence by
Lemma 4.5 it must equal to  ⊗ . Thus we have shown that, almost surely, mij;0
converges to  ⊗  as 0→∞. Thus by Lemma 4.6 we have that∫
E×E
EQ(〈.(x); 〉〈.(y); 〉)mij;0 (dx dy)
converges a.s. to∫
E×E
EQ(〈.(x); 〉〈.(y); 〉) ⊗ (dx dy): (4.17)
This proves the lemma.
Proof of Proposition 3.11. Observe that the expression in (3.18) can be bounded
above by
2(‖‖∞) 10
∫ 0

EQ1 (E(1; 2; t)) dt;
where
E(1; 2; t) =˙ |〈t−; t(1Tt−); 〉 − 〈t−; t(2Tt−); 〉|:
Now note that
EQ1 (E(1; 2; t)) = EQ(.t(1) (E)E(1; 2; t))
= EQ(.t−; t(1Tt−) (E)E(1; 2; t)); (4.18)
where the second equality is a consequence of Lemma 4.1. Next a triangle inequality
shows that
.t−; t(1Tt−) (E)E(1; 2; t)
6|〈.t−; t(1Tt−); 〉 − 〈.t−; t(2Tt−); 〉|
+ ‖‖∞|.t−; t(1Tt−) (E)− .t−; t(2Tt−) (E)|:
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Using this observation along with Lemma 4.7 we have that
1
0
∫ 0

EQ1 (E(1; 2; t)) dt
converges to 0 as 0→∞. This completes the proof of the proposition.
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