We detect the deviation of the grid frequency from the nominal value (i.e., 50 Hz), which itself is an indicator of the power imbalance (i.e., mismatch between power generation and load demand). We first pass the noisy estimates of grid frequency through a hypothesis test which decides whether there is no deviation, positive deviation, or negative deviation from the nominal value. The hypothesis testing incurs miss-classification errors-false alarms (i.e., there is no deviation but we declare a positive/negative deviation), and missed detections (i.e., there is a positive/negative deviation but we declare no deviation). Therefore, to improve further upon the performance of the hypothesis test, we represent the grid frequency's fluctuations over time as a discrete-time hidden Markov model (HMM). We note that the outcomes of the hypothesis test are actually the emitted symbols, which are related to the true states via emission probability matrix. We then estimate the hidden Markov sequence (the true values of the grid frequency) via maximum likelihood method by passing the observed/emitted symbols through the Viterbi decoder. Simulations results show that the mean accuracy of Viterbi algorithm is at least 5% greater than that of hypothesis test.
I. INTRODUCTION
Fluctuations of the instantaneous grid frequency are considered to be a viable indicator of the power imbalance (disparity between the generation and load demand) in a grid. For example, negative frequency deviation hints at sudden shortfall of generation which could lead to a potential outage/blackout. Traditionally, it is the generation side which is responsible to restore the grid frequency to its nominal value in a short time. To this end, the generators measure and keep track of the instant grid frequency, and employ the so-called frequency control to bring the grid frequency back to nominal value when a (positive or negative) frequency deviation greater than a threshold is detected.
Specifically, the traditional (generation-side) approach to ensure grid frequency stability consists of three levels/tiers of frequency control which are triggered on different timescales [1] . The primary control, commonly known as frequency response (FR), is activated within few seconds after the disturbance. FR instantly adjusts the governors (i.e., the speed of the motors) on the generation side to increase/decrease the generation power to stabilize the instant grid frequency. The secondary control, commonly known as load frequency control (LFC) or automatic generation control (AGC), consists of both spinning and non-spinning reserves which are utilized to adjust the generated power on need basis [2] . LFC stablizes grid frequency on a time-scale of minutes. The tertiary control, known as economic dispatch (ED), ensures the stability of the grid frequency by changing the set-points of each of the generators to meet the current load demand at minimum operating cost [3] , [4] .
The extravagant cost of generation-side frequency control (due to spinning reserves) has prompted interest in loadside (demand response based) frequency control whereby the consumer load switches on and off to adjust its instant load demand after observing a frequency deviation (see [5] , [6] , [7] and the reference therein). Load-side frequency control, previously considered to be infeasible, is now considered to be a viable solution to grid frequency stability, thanks to the bidirectional signalling (between generation side and the load side) enabled by the smart grid.
The performance of the generation-side/load-side frequency control (especially, the economic dispatch problem) relies critically upon the grid frequency measurements 1 , which are noisy, and thus, not reliable on their own. The crux of this work, therefore, is to represent the true grid frequency timeseries as a hidden Markov model (HMM). This enables us to extract via Viterbi algorithm the true states of HMM, given a sequence of noisy measurements. The output of the Viterbi algorithm could then be utilized by the frequency control mechanism to ensure grid frequency stability. The main contributions of this work are formally summarized below:
• We represent the true grid frequency time-series as a hidden Markov model. This enables us to extract via Viterbi algorithm the true states of HMM, given a sequence of noisy measurements of instant grid frequency. • We carry out hypothesis testing on noisy measurements of grid frequency to generate the emitted symbols (i.e., the entries of the emission probability matrix) for the HMM. Outline. The rest of this paper is organized as follows. Section-II introduces the system model. The hypothesis testing framework to generate the emitted symbols is described in section-III. In section-IV, we model the time-evolution of true grid frequency via a hidden Markov chain, and discover the hidden states via Viterbi algorithm. Section-V provides numerical results followed by discussions. Finally, Section-VI concludes the paper.
II. SYSTEM MODEL & BACKGROUND

A. System Model
In this work, we consider a simplified model for smart grid. Specifically, there are X number of power generators which together generate a power P G [k] at time k; the load demand at time k is represented by P L [k]. We further assume that the system's load consists of three discrete elements; therefore, the system is in one of the three states at time k: low load, medium load, heavy load (see Fig. 1 ). The system model: X generators generate a cumulative power P G [k] to potentially serve a load consisting of three discrete load elements (L 1 , L 2 , L 3 ) with cumulative power P L [k]. By default, the generation caters for the medium load (say, when L 1 and L 2 are active), leading to zero power imbalance, i.e., P G [k] = P L [k]. In this case, no frequency deviation is detected on the grid. On the other hand, the scenario of light (heavy) load, say, when L 2 is switched off (L 3 is switched on) leads to positive (negative) power imbalance, i.e., P G > P L (P G < P L ). In such situation, positive (negative) frequency deviation is detected on the grid.
B. Background: Frequency Deviation for Power Imbalance Detection
Let f [k] represent the instantaneous grid frequency, while f 0 = 50 Hz is the nominal grid frequency. Let
Then, it is well-known in the literature that frequency deviation is a monotonic function of power imbalance (i.e., it is difficult to characterize the exact analytical relationship between the two quantities) [3] , [8] . In other words, we have:
. This relationship is known as powerfrequency characteristic in the literature. Fig. 2 shows that the frequency deviation stays mostly negative (positive) for first 100 (last 400 minutes) minutes; therefore, the frequency control mechanism of the grid keeps increasing (decreasing) the generated power during the same interval to imply that the frequency deviation is negative, zero, positive respectively at time k 2 . The no frequency deviation implies no power imbalance, positive frequency deviation implies excessive generation, and negative frequency deviation implies shortfall of generation. Therefore, the same state-space model holds for both frequency deviation and power imbalance.
Assuming Gaussian measurement error, the maximumlikelihood (ML) test boils down to the following distancebased hypothesis test:
where σ 2 is the variance of the estimation error. This gives the following ML decision rule: The inefficient/slow frequency control could lead to a situation where the distribution/histogram of the (measured) grid frequency time-series {z[k]} becomes multi-modal with small side-lobes. This picture illustrates by example that for the system model considered in Fig. 1, {z [k]} could be multi-modal with three lobes.
Let P (s[0] = −1) = π(−1); P (s[0] = 0) = π(0); P (s[0] = 1) = π(1) be the prior probabilities for the three states. Then,
where η −1,0 = log e (π(−1) π(0)) and η 0,1 = log e (π(0) π(1)). For the special case of equal priors, δ −1,0 = m−1+m0 2 , and δ 0,1 = m0+m1 2
. Then, we have the following expressions for the error probabilities, i.e., deciding state j though the true state was i:
where
Finally,
Then, one can define P d,−1 = 1 − P e,−1 , P d,0 = 1 − P e,0 , P d,1 = 1 − P e,1 as the probability of correctly detecting that the system is in state −1, 0, 1, respectively.
IV. HIDDEN MARKOV MODEL FOR GRID FREQUENCY EVOLUTION OVER TIME
A. The Hidden Markov Model
As briefly mentioned in Section-III, the true grid frequency remains always in one of the three states with the state-space:
imply that the frequency deviation is negative, zero, positive respectively at time k. But {s[k]} constitutes a Markov chain which is hidden; therefore, {x[k]} that we observe through the hypothesis test are the so-called emitted symbols. The connection between the true/hidden states and the emitted symbols is given by the emission probability matrix:
where r i,j = P (x[k] = i s[k] = j), i, j ∈ {−1, 0, 1}. One can verify that the sum of the elements in each column of R is 1. The off-diagonal elements in the i-th row of R represent the errors made by the ML test, i.e., deciding the state as x[k] = i, i ∈ {−1, 0, 1} ∖ j while the system was actually in state s[k] = j. The elements r i,j of the matrix R are listed in Table I . The transition from state s[k−1] = i to state s[k] = j occurs after a fixed interval of T = t k −t k−1 seconds where 1 T is the measurement rate (of grid frequency). To this end, we have the following transition probability matrix for the hidden Markov chain:
where p i,j = P (s[k] = j s[k − 1] = i), i, j ∈ {−1, 0, 1}. One can verify that the sum of the elements in each row of P is 1. Fig. 4 provides a 
Therefore, we obtain the following expression for the joint probability P (x, s):
The joint probability of Eq. (11) is still hard to compute. To this end, Viterbi algorithm utilizes dynamic programming approach to break this problem into smaller sub-problems via a recursive (Trellis-based) approach.
V. NUMERICAL RESULTS AND DISCUSSIONS A. Simulation Setup
Let Π 0 = [π(−1), π(0), π(1)] ′ . Then, one can see that the computation of MLSE depends upon knowledge of P, R and Π 0 . We consider the following transition probability matrix:
where the entries are designed such that all the transitions to (away from) state 0 are very likely (unlikely). In other words, whenever there is frequency deviation (and thus, power imbalance), it is quickly eradicated to zero, thanks to the tertiary frequency control mechanism employed by the smart grid.
The emission probability matrix depend upon a number of parameters (see Table-I) . For example, with σ = 0.2 Hz, π(−1) = 0.1, π(0) = 0.8, π(1) = 0.1, m −1 = 49 Hz, m 0 = 50 Hz, m 1 = 51 Hz, one gets the following R:
0.9814 0.0018 0.0000 0.0186 0.9965 0.0186 0.0000 0.0018 0.9814
B. Simulation Results Fig. 5 plots the probabilities of correct detection against signal-to-noise ratio (SNR) where the SNR (quality of measurements) is defined as 1 σ. Specifically, the top figure considers the case of equal priors, i.e., π(−1) = 0.33, π(0) = 0.34, π(1) = 0.33, while the bottom figure considers the case of unequal priors i.e., π(−1) = 0.15, π(0) = 0.6, π(1) = 0.25. Also, to obtain Fig. 5 , we have set m −1 = 49.6 Hz; m 0 = 50 Hz; m 1 = 50.4 Hz. Fig. 5 reveals that there is a threshold SNR (∼ 12 dB in the case) exceeding which implies that P (x[k] = s[k]) → 1. In other words, as the measurements become more and more reliable, the hidden markov chain starts to become more and more visible, and vice versa. figure. Thus, the mean accuracy of Viterbi algorithm is at least 5% greater than that of hypothesis test. Therefore, the Viterbi algorithm could be thought of as a filter which takes at its input a noisy sequence {x[k]}, and returns at its output a cleaner sequence {s * [k]}.
Last but not the least, to our surprise, mean accuracy of both the hypothesis test and the Viterbi algorithm increases with the increase in standard deviation of the measurement error. • Baum-Welch/forward-backward algorithm could be used to systematically learn the HMM paramters (P,R,Π 0 ) from the measured data.
C. Discussions
VI. CONCLUSION
In this preliminary work, we represented the grid frequency's fluctuations over time as a discrete-time hidden Markov model. The emitted symbols for the considered HMM were obtained by carrying out hypothesis testing on the noisy measurements of grid frequency. We then recovered the hidden markov sequence (of true grid frequency values) by maximum likelihood method by passing the emitted symbols through the Viterbi decoder. Simulations results showed that the mean accuracy of Viterbi algorithm is at least 5% greater than that of hypothesis test.
Immediate future work will look into the following: i) HMM-enabled prediction of power imbalance (and potential outage), ii) implementation of the Baum-Welch/forwardbackward algorithm to estimate/learn the parameters of HMM from the measured (but unlabelled) data, iii) implementation of the proposed HMM based framework for power imbalance detection in a more sophisticated and realistic system, e.g., IEEE 13-bus system, and iv) quantitative evaluation of the (positive) impact of the proposed HMM based framework on the performance of the tertiary control, i.e., economic dispatch.
