We prove that di erent conditional distributions can be represented as distorted distributions. These representations are used to obtain stochastic comparisons and bounds for them based on properties of the underlying copula. These properties can be used to explain the meaning of mathematical properties of copulas connecting them with dependence concepts. Some applications and illustrative examples are provided as well.
Introduction
Conditional distributions can be used to incorporate information to a given random vector. They can also be used to construct multivariate models (see [3] ). Di erent conditioning events can be considered in di erent practical cases. For example, if we have the random vector (X, Y), then we could consider the conditional distributions: (Y|X > x), (Y|X ≤ x) and (Y|X = x) which have di erent meanings (applications) in practice.
The distorted distribution of a baseline distribution function F is de ned by Fq = q(F) where q : [ , ] → [ , ] is a continuous increasing function such that q( ) = and q( ) = . Distorted distributions appeared in the theory of choice under risk (see [36] ) to model the uncertainty in the distribution of the variable under study and have applications in a variety of contexts. In reliability, e.g., they can be used to represent order statistics, coherent systems or proportional hazard rate models (see, e.g., [21] ); in risk theory, they are used to de ne premium principles (see [14, 31, 35] ); in the context of Bayesian analysis, they are used to de ne classes of prior distributions (see [2] ). They were extended in [22] to build distortions of n distribution functions. These representations can be used to perform stochastic comparisons (see [18] [19] [20] [21] [22] [23] 33] ) and to provide bounds for distributions and expectations (see [16, 17, 25] ).
In the present paper we prove that conditional distributions can be represented as distorted distributions. The distortion function depends on the underlying copula. These representations are used to obtain stochastic comparisons and bounds and to explain the meaning of mathematical properties of copulas connecting them with some dependence concepts. Some illustrative examples are provided as well.
The rest of the article is organized as follows. The di erent representations of conditional distributions as distorted distributions are given in Section 2. The resulting stochastic comparisons and bounds are given in Sections 3 and 4, respectively. The connections with dependence properties are included in Section 3. Ap-plications in risk theory and economics are given in Section 5. Some illustrative examples are included in Section 6 and the conclusions in Section 7.
Throughout the paper, we say that a function g is increasing (resp. decreasing) if g(x) ≤ g(y) (≥) for all x ≤ y. Whenever we use a derivative, an expectation or a conditional distribution, we are assuming tacitly that they exist.
Representations for conditional distributions
First, we give the formal de nition of distorted distributions.
De nition 1. We say that Fq is a distorted distribution of a distribution function F if Fq(t) = q(F(t)) (2.1) for all t, where q is a distortion function, that is, q : [ , ] → [ , ] is a continuous increasing function such that q( ) = and q( ) = .
Note that the properties of the distortion function q imply that Fq is a proper distribution function for any distribution function F. Also note that q is a restriction of a continuous distribution function with support included in the interval [ , ] . As a consequence we have a similar relationship between the respective reliability functionsF
q(t) =q(F(t)), (2.2) whereFq = − Fq,F = − F andq is another distortion function (called dual distortion function) given bȳ q(u) = − q( − u). Representations (2.1) and (2.2) are equivalent but sometimes it is better to use (2.2) instead of (2.1) (or vice versa).
Now we can study representations for conditional distributions. Let us consider rst the bivariate case. The representations for the general n dimensional case are similar and will be stated later. Thus, let (X, Y) be a bivariate random vector over a probability space. Then, from the copula theory, it is well known (see, e.g., [10, 26] ) that its joint distribution function F can be represented as
F(x, y) = Pr(X ≤ x, Y ≤ y) = C(F(x), G(y)),
where F(x) = Pr(X ≤ x) and G(y) = Pr(Y ≤ y) are the (marginal) distribution functions of X and Y, respectively, and where C is a copula (i.e., C is a restriction of a continuous distribution function with uniform marginals over the interval ( , )). Alternatively, we might use the joint reliability functionF which can also be represented asF (x, y) = Pr(X > x, Y > y) =Ĉ(F(x),Ḡ(y)), whereF = − F andḠ = − G are the (marginal) reliability functions of X and Y and whereĈ is also a copula, called survival copula. The survival copulaĈ is determined by the "distributional" copula C (and vice versa) by the following relationshipĈ
We are going to consider three di erent conditional distributions. The rst one is the distribution of the random variable (Y|X ≤ x) which can be written as
where the distortion function is given by
for any x such that F(x) > . Analogously, its reliability function can be written as
where the dual distortion function is given bȳ
Note that, as a consequence, the function u −Ĉ(p, u) is increasing in u for any p ∈ [ , ) and for any copulâ C. Similar representations can be obtained for (X|Y ≤ y). The second option is the random variable (Y|X > x) whose reliability can be written as 5) where the dual distortion function is given byq
for any x such thatF(x) > . Analogously, its distribution function can be written as 6) where the distortion function is given by
Note that, as a consequence, we obtain again that the function u − C(p, u) is increasing in u for any p ∈ [ , ) and for any copula C. Similar representations can be obtained for (X|Y > y).
In the third option we consider the usual conditional distribution, that is, the distribution of the random variable (Y|X = x). In this case we need to assume that the random vector has an absolutely continuous joint distribution. Throughout the paper, we assume this as long as we consider this case. Then the (one) joint probability density function (pdf) f of (X, Y) can be written as
where =a.e. denotes equality almost everywhere,
e. G (y) are the (some) marginal density functions of X and Y and where ∂ i C(u, v) denotes the partial derivative with respect to the ith variable of C, for i = , . We use these marginal pdf throughout the paper. Hence we have the following representation.
Proposition 2.1. For almost surely all x, a version of a distribution function of (Y|X = x) can be written as
where q is a distortion function given by q (u) = ∂ C(F(x), u) for u ∈ ( , ).
Proof. For a xed x such that
from (2.7), a version of the distribution function of the random variable Y conditioned on the set X = x can be written as
In particular, we have 
Therefore, q is a distortion function and (2.8) holds.
The joint pdf of (X, Y) can also be written as
Then, under the assumptions of the preceding proposition, the reliability function of the conditional random variable (Y|X = x) can be written as 10) where the dual distortion functionq is given bȳ
Similar representations can be obtained for a version of (X|Y = y) when g(y) =
Open Problem 1. One anonymous reviewer note that the property
(obtained in the proof of the preceding proposition) is not true for all the copulas providing the following coun-
be a Clayton copula and let us consider the copula D de ned by 
There are other conditional distributions that can also be represented as distorted distributions which will not be studied in this paper (since the results are similar). For example, the distribution function of the random variable (Y|X ≤ x, Y ≤ y) can be written as
is the distribution function of (Y|Y ≤ y) and where the distortion function is given by The case x = y = t is examined in [9] given some connections with positive dependence properties. Other cases are studied in [8, 18, 20, 24] .
In the general case the joint distribution function of the random vector (X , . . . , Xn) can be represented as
where F i is the (marginal) distribution of X i for i = , . . . , n. Alternatively, we might use the joint reliability function represented as
whereF i is the (marginal) reliability of X i for i = , . . . , n. The survival copulaĈ is determined by the "distributional" copula C and vice versa. Proceeding as in the bivariate case, we can obtain the following representations for the di erent conditional distributions. In the rst case, we have 11) where the distortion function is given by
In the second case, we get 12) where the distortion function is given by
Finally, in the third option, we obtain 13) where the distortion function is given by
Similar expressions can be obtained from the survival copulaĈ.
Stochastic comparisons and dependence properties
We are going to study the following stochastic orders. Their basic properties can be seen in [28] . Let X and Y be two random variables having distribution functions F and G, and reliability (survival) functionsF = − F andḠ = − G, respectively. If these distributions are absolutely continuous, f and g represent their respective probability density functions. Then we say that X is smaller than Y: 
for all t such that these conditional expectations exist.
Some of these stochastic orders may be expressed in terms of comparisons of the residual lifetimes or inactivity times of the corresponding random variables. Thus:
The very well known relationships among these stochastic orders are summarized in Table 1 . The reverse implications do not hold. 
Ordering properties for distorted distributions were obtained in [21, 23] (see also [18, 19, 22] ). For completeness we include some of them in the following proposition.
Proposition 3.1. Let X and X be two random variables with distribution functions Fq = q (F) and Fq = q (F) obtained as distorted distributions from the same distribution function F and from the distortion functions q and q , respectively. Letq andq be the respective dual distortion functions. Then: (i) X ≤ ST X for all F if and only if q ≥ q (orq ≤q ) in ( , ). (ii) X ≤ HR X for all F if and only ifq /q is decreasing in ( , ). (iii) X ≤ RHR X for all F if and only if q /q is increasing in ( , ). (iv) X ≤ LR X for all absolutely continuous F if and only if q /q is increasing (orq /q is decreasing) in ( , ). (v) X ≤ MRL X for all F such that E(X ) ≤ E(X ) ifq /q is bathtub in ( , ) (i.e., it is decreasing in ( , u ) and increasing in (u , ) for a u ∈ ( , ]).
Clearly, these results can be applied to compare conditional distributions by using the representations obtained in the preceding section. Note that to apply the condition in (iv) for the LR order we need to assume that both derivatives exist. Here we have several options. For example, we can compare the conditional distributions with the marginal distributions. Thus, for (Y|X ≤ x), we have the following ordering properties from (2.3), (2.4) and Proposition 3.1.
Proposition 3.2. Let (X, Y) be a random vector with copulas C andĈ and marginal distributions F and G.
Then:
) (≤ HR ) for all G if and only ifĈ(F(x), u)/u is decreasing (increasing) in u in the interval ( , ). (iv) Y ≥ RHR (Y|X ≤ x) (≤ RHR ) for all G if and only if C(F(x), u)/u is decreasing (increasing) in u in the interval ( , ). (v) Y ≥ LR (Y|X ≤ x) (≤ LR ) for all G if and only if C(F(x), u) is concave (convex) in u in the interval ( , ). (vi) Y ≥ LR (Y|X ≤ x) (≤ LR ) for all G if and only ifĈ(F(x), u) is concave (convex) in u in the interval ( , ). (vii)Y ≥ MRL (Y|X ≤ x) (≤ MRL ) for all G ifĈ(F(x), u)/u is bathtub (upside-down bathtub) in u in the interval ( , ) and E(Y) ≥ E(Y|X ≤ x) (≤).
The positive (negative) quadrant dependent, PQD (NQD), property of (X, Y) can be characterized by C ≥ Π (≤), where Π(u, v) = uv is the product copula (see [9] or [26, p. 188] ). It can also be characterized byĈ ≥ Π (≤). Hence, from Proposition 3.2, (i) or (ii), the PQD (NQD) property is equivalent to
for all F, G (a well known result, see, e.g., [26, p. 191] ). Moreover, from Table 1 , all the properties given in the preceding proposition can be seen as positive (negative) dependence conditions and all of them (except that for the MRL order) imply PQD (NQD). Hence, under these conditions, Spearman's rho and Kendall's tau coe cients are nonnegative (nonpositive), see [10, p. 62] . Analogously, from (2.5), (2.6) and Proposition 3.1, we have the following ordering properties for the conditional random variable (Y|X > x). Note that they are equivalent to the properties given in the preceding proposition and so they can also be seen as positive (negative) dependence properties. This equivalence is due to the following representation
valid for any F such that < F(x) < . Note that the marginal distribution of Y is a mixture of the conditional distributions of (Y|X ≤ x) and (Y|X > x) with weights F(x) andF(x).
Proposition 3.3. Let (X, Y) be a random vector with copulas C andĈ and marginal distributions F and G. Then: (i) Y ≤ ST (Y|X > x) (≥ ST ) for all G if and only if C(F(x), u) ≥ uF(x) (≤) for all u ∈ ( , ). (ii) Y ≤ ST (Y|X > x) (≥ ST ) for all G if and only ifĈ(F(x), u) ≥ uF(x) (≤) for all u ∈ ( , ). (iii) Y ≤ HR (Y|X > x) (≥ HR ) for all G if and only ifĈ(F(x), u)/u is decreasing (increasing) in u in the interval ( , ). (iv) Y ≤ RHR (Y|X > x) (≥ RHR ) for all G if and only if C(F(x), u)/u is decreasing (increasing) in u in the interval ( , ). (v) Y ≤ LR (Y|X > x) (≥ LR ) for all G if and only if C(F(x), u) is concave (convex) in u in the interval ( , ). (v) Y ≤ LR (Y|X > x) (≥ LR ) for all G if and only ifĈ(F(x), u) is concave (convex) in u in the interval ( , ). (vi) Y ≤ MRL (Y|X > x) (≥ MRL ) for all G ifĈ(F(x), u)/u is bathtub (upside-down bathtub) in u in the interval ( , ) and E(Y) ≤ E(Y|X > x) (≥).
By replacing in the preceding proposition x with the quantile F − (p) for a p ∈ ( , ), we obtain the results given in [34] for the ST, HR and RHR orders. Finally, in the case of an absolutely continuous joint distribution, from (2.8), (2.10) and Proposition 3.1, we obtain the following ordering properties for (Y|X = x).
Proposition 3.4. Let (X, Y) be a random vector with absolutely continuous copulas C andĈ, absolutely continuous marginal distributions F and G and probability density functions f
(x) = +∞ −∞ f (x, z)dz and g(y) = +∞ −∞ f (z, y)dz. Let x such that f (x) > . Then: (i) Y ≤ ST (Y|X = x
) (≥ ST ) for all G if and only if ∂ C(F(x), u) ≤ u (≥) for all u ∈ ( , ). (ii) Y ≤ ST (Y|X = x) (≥ ST ) for all G if and only if ∂ Ĉ (F(x), u) ≥ u (≤) for all u ∈ ( , ). (iii) Y ≤ HR (Y|X = x) (≥ HR ) for all G if and only if ∂ Ĉ (F(x), u)/u is decreasing (increasing) in u in the interval ( , ). (iv) Y ≤ RHR (Y|X = x) (≥ RHR ) for all G if and only if ∂ C(F(x), u)/u is increasing (decreasing) in u in the interval ( , ). (v) Y ≤ LR (Y|X = x) (≥ LR ) for all G if and only if ∂ C(F(x), u) is convex (concave) in u in the interval ( , ). (vi) Y ≤ LR (Y|X = x) (≥ LR ) for all G if and only if ∂
Note that, by using a similar procedure, we can also compare a conditional distribution with a di erent conditional distribution or with a similar one at a di erent point x. For example, (Y|X = x) ≤ ST (Y|X > x) holds for all F, G such thatF(x) > and f (x) > if, and only if,
. If X and Y represent the lifetimes of two units, then the expected value of the second one is greater when the rst one is alive at time x than when it fails at time x. Analogously, from (2.3) and Proposition 3.1, (Y|X ≤ x ) ≤ ST (Y|X ≤ x ) holds for all G if, and only if,
for all v ∈ ( , ). 
. Similar properties can be obtained for the other orders. They can be used to de ne other tail dependence properties which only depend on copula properties. The respective conditions are given in the following proposition. It is well known that LTD(Y|X) (resp. LTI(Y|X)) implies the PQD (NQD) property of (X, Y) (see [26, p. 192] ). Hence, from Table 1 , all the positive (negative) dependence conditions given in the following proposition (except that for the MRL order) imply LTD(Y|X) (resp. LTI(Y|X)) and PQD (NQD). Hence, under these conditions, Spearman's rho and Kendall's tau coe cients are nonnegative (nonpositive). Therefore, all the properties given in this proposition can also be seen as positive (negative) dependence properties.
Proposition 3.5. Let (X, Y) be a random vector with copulas C andĈ and marginal distributions F and G. Then: (i) (Y|X ≤ x) is ST-increasing (decreasing) in x for all F, G if and only if C(u, v)/u is decreasing (increasing) in u for all v ∈ ( , ). (ii) (Y|X ≤ x) is ST-increasing (decreasing) in x for all F, G if and only if (v −Ĉ( − u, v))/u is increasing (decreasing) in u for all v ∈ ( , ). (iii) (Y|X ≤ x) is HR-increasing (decreasing) in x for all F, G if and only if
(v−Ĉ(u , v))/(v−Ĉ(u , v)) is increasing (decreasing) in v for all < u ≤ u < . (iv) (Y|X ≤ x)
is RHR-increasing (decreasing) in x for all F, G if and only if C(u
, v)/C(u , v) is increasing (de- creasing) in v for all < u ≤ u < . (v) (Y|X ≤ x)
is LR-increasing (decreasing) in x for all F, G if and only if ∂ C(u
, v)/∂ C(u , v) is increasing (decreasing) in v for all < u ≤ u < . (vi) (Y|X ≤ x)
is MRL-increasing (decreasing) in x for all F, G if and only if
Analogously, from (2.5) and Proposition 3.1, (Y|X > x ) ≤ ST (Y|X > x ) holds for all G if, and only if, . Similar properties can be obtained for the other orders. They can be used to de ne other right tail dependence properties which only depend on copula properties. The respective conditions are given in the following proposition. Note that they can be obtained by replacing C withĈ in the preceding proposition. It is well known that RTI(Y|X) (resp. RTD(Y|X)) implies the PQD (NQD) property of (X, Y). Hence, from Table 1 , all the positive (negative) dependence conditions given in the following proposition (except that for the MRL order) imply RTI(Y|X) (resp. RTD(Y|X)) and PQD (NQD). Hence, under these conditions, Spearman's rho and Kendall's tau coe cients are nonnegative (nonpositive).
Proposition 3.6. Let (X, Y) be a random vector with copulas C andĈ and marginal distributions F and G. Then: (i) (Y|X > x) is ST-increasing (decreasing) in x for all F, G if and only ifĈ(u, v)/u is decreasing (increasing) in u for all v ∈ ( , ). (ii) (Y|X > x) is ST-increasing (decreasing) in x for all F, G if and only if (v − C( − u, v))/u is increasing (decreasing) in u for all v ∈ ( , ). (iii) (Y|X > x) is HR-increasing (decreasing) in x for all F, G if and only ifĈ(u
, v)/Ĉ(u , v) is increasing (de- creasing) in v for all < u ≤ u < . (iv) (Y|X > x)
is RHR-increasing (decreasing) in x for all F, G if and only if
(v − C(u , v))/(v − C(u , v)) is in- creasing (decreasing) in v for all < u ≤ u < . (v) (Y|X > x)
is LR-increasing (decreasing) in x for all F, G if and only if ∂
Ĉ (u , v)/∂ Ĉ (u , v) is increasing (decreasing) in v for all < u ≤ u < . (vi) (Y|X > x)
is MRL-increasing (decreasing) in x for all F, G if and only ifĈ(u , v)/Ĉ(u , v) is upside-down bathtub (bathtub) in v for all < u ≤ u < and E(Y|X > x) is increasing (decreasing) in x.
Note that the conditions of the preceding proposition can be related with those in Proposition 3.3. For ex-
obtaining (i) of Proposition 3.3. We can do the same with the other orderings in the preceding proposition and with the properties in Proposition 3.5.
The representations for (Y|X = x) can also be used to study the following dependence property de ned in [26, p. 196] : Y is Stochastically Increasing (Decreasing) in X, shortly written as SI(Y|X) (SD(Y|X)), if (Y|X = x) is ST-increasing (decreasing) in x. A random vector (X, Y) is said to be positively (negative) dependent through stochastic ordering, shortly written as PDS (NDS), if it is both SI(Y|X) and SI(X|Y) (SD(Y|X) and SD(X|Y)), see [5] . Hence, from representation (2. 
i) (Y|X = x) is ST-increasing (decreasing) in x in the set S for all F, G if and only if C(u, v) is concave (convex) in u for all v ∈ ( , ). (ii) (Y|X = x) is ST-increasing (decreasing) in x in the set S for all F, G if and only ifĈ(u, v) is concave (convex) in u for all v ∈ ( , ). (iii) (Y|X = x) is HR-increasing (decreasing) in x in the set S for all F, G if and only if ∂ Ĉ (u , v)/∂ Ĉ (u , v) is increasing (decreasing) in v for all < u ≤ u < . (iv) (Y|X = x) is RHR-increasing (decreasing) in x in the set S for all F, G if and only if ∂ C(u , v)/∂ C(u , v) is increasing (decreasing) in v for all < u ≤ u < . (v) (Y|X = x) is LR-increasing (decreasing) in x in the set S for all F, G if and only if ∂
, C(u , v)/∂ , C(u , v) is increasing (decreasing) in v for all < u ≤ u < . (vi) (Y|X = x)
is MRL-increasing (decreasing) in x in the set S for all F, G if and only if ∂ Ĉ (u , v)/∂ Ĉ (u , v) is upside-down bathtub (bathtub) in v for all < u ≤ u < and E(Y|X = x) is increasing (decreasing) in x.
From the preceding results some surprising connections can be stated between some positive (or negative) dependence properties. For example, it is easy to prove that the following conditions are equivalent:
The equivalence between (i) and (iv) corresponds with the result in Lemma 2.1 (i) of [7] . Analogously, we can also prove that the following conditions are equivalent:
The equivalence between (i) and (iv) corresponds with the result in Lemma 2.1 (ii) of [7] . Analogously, for the SI notion, we have that the following conditions are equivalent:
Analogous equivalences can be stated for the respective negative dependence notions. We can go further by taking into account the following two positive dependence properties (see, e.g., [26, p. 198 
it is shown that RCSI holds if and only ifĈ is TP . Since C is TP if and only if C(u , v)/C(u , v) is increasing in v for all
< u ≤ u < , it follows from Proposition 3.5 (iv) that the following conditions are equivalent:
By using a similar argument, it follows from Proposition 3.6 (iii) that the following conditions are equivalent:
Similar results can be obtained for the analogous negative dependence properties Left Corner Set Increasing (LCSI) and Right Corner Set Decreasing (RCSD).
The dependence properties given in Proposition 3.7 can be shortly written as SI ORD (Y|X) and SI ORD (X|Y) replacing ORD with the respective orderings. For example, SI HR (Y|X) means that (Y|X = x) is HR-increasing in x. The negative dependence properties can be written as SD ORD (Y|X) and SD ORD (X|Y). From Proposition 3.7 (iv), we have the following equivalences:
Moreover, from Proposition 3.7 (iii), the following properties are also equivalent:
The preceding equivalences can be used to prove the following relationships from the ordering relationships given in Table 1 . Some of them are well known (see, Figure 5 .8 in [26, p. 200] ). Similar results to those given in this section can be stated for the general n-dimensional case by using Proposition 3.1 and representations (2.11), (2.12) and (2.13) obtained in the preceding section. They can be used to de ne the respective dependence multivariate notions.
Bounds
The representations given in Section 2 can also be used to obtain bounds for conditional distribution (or reliability) functions and conditional expectations. The results are based on the corresponding results for distorted distributions obtained in [6, 13, 25] . Again we just state the results for the bidimensional case. The results for the general case can be stated in a similar way. For the rst conditional distribution we obtain the following bounds. 
whenever F(x) > . The bounds are sharp.
Proof. The bounds in (4.1) trivially hold when G(y) = and F(x) > . For x, y such that F(x)G(y)
> , from (2.3), we have Pr(Y ≤ y|X ≤ x) G(y) = C(F(x), G(y)) G(y)F(x) ≤ sup u∈( , ]
C(F(x), u) uF(x)
and we obtain the upper bound in (4.1). The lower bound is obtained in a similar way.
To show that the upper bound in (4.1) can be attained we consider two cases. If the supremum is attained at u ∈ ( , ], we consider the distribution function
and then, for ≤ y < , we have
If the supremum is attained when u → + , then it is attained in the limit when n → ∞ with the following distributions
where un → + when n → ∞. The proofs for the other bounds are similar.
As an immediate consequence we have the following bounds for the conditional expectations when the random vector is nonnegative.
Corollary 4.2. Let (X, Y) be a nonnegative random vector with copulas C andĈ and marginal distributions F and G. Then:
The proof is an immediate consequence of (4.2) and the representation of the mean for nonnegative random variables as
If Y can take negative values, similar bounds can be obtained by using (4.1) and (4.2) and the representation of the mean as
Analogously, for the other conditional distributions, we have the following results. The proofs are similar.
Proposition 4.3. Let (X, Y) be a random vector with copulas C andĈ and marginal distributions F and G.
wheneverF(x) > . The bounds are sharp.
Corollary 4.4. Let (X, Y) be a nonnegative random vector with copulas C andĈ and marginal distributions F and G. Then:
wheneverF ( 
whenever f (x) > . The bounds are sharp.
Corollary 4.6. Under the assumptions of the preceding proposition we have
E(Y) inf u∈( , ] ∂ Ĉ (F(x), u) u ≤ E(Y|X = x) ≤ E(Y) sup u∈( , ] ∂ Ĉ (F(x), u
) u whenever f (x) > (and these expectations and partial derivative exist). The bounds are sharp.
Note that we have obtained bounds for the regression curve E(Y|X = x) which are distribution-free with respect to the distribution of Y. Some illustrative examples are given in the following section. Finally we use the technique developed in [13] (see also [6] ) to obtain bounds in terms of the Gini mean di erence dispersion measure de ned by
Thus we obtain the following bounds.
Proposition 4.7. Let (X, Y) a be nonnegative random vector with copulas C andĈ and marginal distributions F and G. Then:
whenever F(x) > , ∆ G > and = inf{y : G(y) > }. The bounds are sharp.
Proof. Let β = sup{y :Ḡ(y) > }. Then, from (2.4), we have
and we obtain the upper bound in (4.3). The lower bound is obtained in a similar way. To prove that they are sharp we proceed as in Proposition 4.1.
Analogously, for the other conditional expectations, we have the following bounds.
Proposition 4.8. Let (X, Y) be a nonnegative random vector with copulas C andĈ and marginal distributions F and G. Then:
Proposition 4.9. Let (X, Y) be a nonnegative random vector with absolutely continuous copulas C andĈ, absolutely continuous marginal distributions F and G and marginal density functions f and g. Then there exists a version of the conditional expected value such that:
The bounds are sharp.
Applications . Applications in Risk Theory
Let (X, Y) be a random vector describing losses of a portfolio of risks, with copula C and marginal distribution functions 
De nition 2. For α, β ∈ ( , ), we de ne: (a) CoVaR
which is the same as (5.1).
Another important univariate risk measure (which is more sensitive than VaR to the losses in the tail of the distribution) is the expected shortfall (ES) given by
It is well-known (see, for example, Lemma 2.1 in [32] ) that
In [15] , ES is adjusted to dependence between X and Y de ning CoES as follows. From this inequality, by using (5.2), we obtain (5.3).
De nition 3. For α, β ∈ ( , ), we de ne: (a) CoES
≤ α,β [Y|X] = −β β CoVaR ≤ α,t [Y|X] dt, (b) CoES > α,β [Y|X] = −β β CoVaR > α,t [Y|X] dt, (c) CoES = α,β [Y|X] = −β β CoVaR = α,t [Y|X] dt.
. An application in Economics
The variance Var(X) and the Gini mean di erence ∆ G can be de ned as special cases of a covariance (see, e.g., [39] ): 
Many properties and applications of Gini correlation coe cients can be found in [37] [38] [39] . For some connections with stochastic dominance see [29] . The Gini correlation coe cients are related to the absolute concentration curve (see [37] ), a tool used in the eld of income distributions to describe the impact of taxes on income distributions. It is de ned as follows.
De nition 4. The absolute curve of concentration of Y with respect to X, denoted by A Y•X , is de ned by
It is well-known (see [38] ), that
Consequently,
Now, from Proposition 4.7 we obtain, after a straightforward manipulation, the following bounds for Γ YX , which only depend on the copula of the vector:
Bounds for Γ XY can be obtained similarly. Even more, using that
we see that Γ YX can alternatively be written as
and we may obtain bounds for Γ YX using Proposition 4.8 (rather than Proposition 4.7).
Examples
In this section we study ordering properties and bounds for conditional distributions with speci c dependence models (copulas). In the rst example, we study the results for a speci c Clayton-Oakes copula.
Example 1.
Let us consider a random vector (X, Y) with the following Clayton-Oakes (distributional) copula:
. and τ = / . Analogously, we obtain 
Then E(Y|X ≤ x) ≤ E(Y). Note that, from the rst expression, a lower bound for
Analogously, from Proposition 4.5, for f (x) > , we have
For the reliability functions, we havē
If the copula C is a strict Archimedean copula then it can be written as
where ϕ is a strict generator (see, e.g., [26, p. 112 
and, if we assume that ϕ is di erentiable, we have [26, p. 199] .
, (X, Y) is LTD(Y|X) (LTI(Y|X)), if and only if, the function g(u)
= C(u, v)/u is decreasing in ( , ) for all v ∈ ( , ). Di erentiating, we have g (u) = sign u∂ C(u, v) − C(u, v) = sign C(u, v)ϕ (C(u, v)) − uϕ (u).
Moreover, we know that u
We can determine the monotonicity of (Y|X = x) in a similar way from Proposition 3.7. Capéraà and Genest [7] The upper bound in (4.1) is for many copulas. The following example shows that the upper bound can be greater than for some copulas. 
Conclusions
The copula representation is a successful way to model the dependence in a random vector. Many dependence concepts are de ned in terms of (di erent) conditional distributions. In the present paper we have obtained copula representations for the di erent conditional distributions. These representations are based on the concept of distorted distributions. Hence we can apply the results for distorted distributions (obtained recently) to compare conditional distributions or to obtain bounds for them. These comparisons and bounds only depend on the underlying copula. The comparison results can be used to characterize well known dependence concepts (as PQD/NQD, LTD/LTI, RTI/RTD and SI/SD) by using the usual stochastic order. They can also be used to de ne similar dependence concepts (which only depend on the copula) based on other orders. The bounds can be used to get bounds for the di erent regression curves E(Y|X = x), E(Y|X ≤ x) and E(Y|X > x). We focus the paper on the bivariate case, but the results can be extended to the multivariate case (with n > ) by using the representations included in Section 2.
The procedures and results obtained here are a starting point to develop and study new dependence concepts based on mathematical properties of copulas. These concepts should be studied for particular copulas and for families of copulas built using particular methods. In particular, we should nd more examples in which the dependence concepts de ned in Propositions 3.2-3.7 do not coincide.
