Потенциальные возможности совместной оценки параметров радиосигнала в задачах оценки электромагнитной обстановки by А.И. Стрелков et al.
УДК  621.396.6 
 
ПОТЕНЦИАЛЬНЫЕ ВОЗМОЖНОСТИ  
СОВМЕСТНОЙ ОЦЕНКИ ПАРАМЕТРОВ РАДИОСИГНАЛА  
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д.т.н., проф. А.И. Стрелков, к.т.н. В.И. Барсов, Ю.В. Рябкин  
 
Рассматриваются вопросы анализа потенциальной точности совместно-
го измерения параметров радиосигналов в задачах оценки электромагнит-
ной обстановки с учетом непреднамеренных помех. 
 
Постановка проблемы и анализ литературы. Оценка электромаг-
нитных полей полезных и мешающих сигналов в месте их приема или 
оценка параметров собственно радиосигналов составляет сущность реше-
ния задач электромагнитной совместимости, радиотехнического монито-
ринга и многих других задач. Качество решения этих задач во многом 
определяется точностью оценивания параметров радиосигналов. В теории 
радиолокации и радиотехнических систем вопросы оценки точности пара-
метров сигналов рассмотрены в работах Я.Д. Ширмана [1], С.Е. Фальковича 
[2], Е.И. Куликова [3], А.П. Трифонова [3] и многих других авторов. 
Названные работы являются основополагающими. Однако в них не учиты-
вались специфические особенности входных сигналов при решении задач 
оценки электромагнитной обстановки (ЭМО) и использование известных 
результатов для  практических  расчетов затруднено.  
Целью настоящей статьи является обобщение известных резуль-
татов на случай решения задач оценки ЭМО. 
Основные соотношения и формулировки. Анализ процесса форми-
рования электромагнитной обстановки в месте приема полезного сигнала 
свидетельствует о том, что при оценке параметров сигналов необходимо 
учитывать три компоненты [5], образующие на входе приемного устройства 
аддитивную смесь – это полезный сигнал, мешающий сигнал и внутренние 
или собственные шумы приемника. В зоне оценивания ЭМО могут дей-
ствовать несколько классов сигналов. Пусть с N-элементной антенной ре-
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 Одноканальный прием является частным случаем многоканального 
(N = 1). Реализация принимаемых колебаний  ty  в нашем случае имеет вид 
       w,tnb,tvb,a,tAxty VCC  .                       (1) 
Здесь  CC b,a,tx ,  Vb,tv ,  w,tn  – векторные реализации сигнала, не-
преднамеренной помехи (мешающий сигнал) и помехи, обусловленной внут-
ренними шумами приемника; A  – множитель 1 или 0, учитывающий наличие 
или отсутствие сигнала; Ca  – вектор информативных параметров сигнала 
(время запаздывания, доплеровская частота, угловые координаты источника 
излучения); Cb  – вектор неинформативных параметров сигнала (начальная 
фаза или амплитуда, совокупность случайных фаз и амплитуд, параметры 
случайной поляризации сигнала); Vb  – вектор неинформативных параметров 
мешающего  сигнала; w  – вектор случайных параметров помехи. 
Имея в виду ограниченные по ширине спектры сигнала и ограни-
ченную ширину полосы пропускания приемника, все три компонента (1) 
можно принять узкополосными процессами, причем сигнал и непредна-
меренная помеха имеют следующий вид: 
      






           (2) 
где  CCC b,a,t,xU  и  VV b,t,xU  – комплексные пространственно-
временные функции полезного сигнала и помехи соответственно, 0f  – 
несущая частота сигнала, равная частоте настройки приемника. 
Заметим, что комплексные пространственно-временные функции (2) 
учитывают все пространственные, временные, частотные, поляризацион-
ные и энергетические  различия полезных сигналов от мешающих, а по-
лезные сигналы между собой различаются информативными параметрами. 
Большое разнообразие видов полезных и мешающих сигналов мож-
но систематизировать введением типовых моделей. В известной литера-
туре [1, 3, 5] выделяются следующие виды сигналов: детерминирован-
ные, квазидетерминированные и случайные сигналы (как полезные, так 
и мешающие). В качестве видового признака типовых моделей высту-
пают амплитуда и начальная фаза. 
Оценки параметров сигналов по критерию максимального правдо-
подобия определяются путем максимизации по искомым параметрам 
отношения либо функции (функционала) правдоподобия. Например, в 
случае гауссовского распределения случайных непреднамеренных помех 
и шумов выражение для отношения правдоподобия детерминированных 
сигналов имеет вид 
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     



























          (3) 
где  2/T,2/T  – временной интервал, на котором принят вектор реали-
зации  ty ;  CC
* b,a,tx  – вектор сигнала, записанный в комплексной 
форме;   21 t,tR  – результат решения (матрица NN )  интегрально-
матричного уравнения 






где   2/Tt,t2/T 21  ; I – единичная матрица N-го порядка;  t  – 
дельта-функция.  
Ядро уравнения NN  – пространственно-временная корреляцион-
ная матрица суммы помехи и шумов  21 t,tB .  
Потребителей информации в первую очередь интересуют оценки  
вектора информативных параметров сигнала ca , которые в общем слу-
чае зависят от совокупности неинформативных (мешающих) параметров 
сигнала и непреднамеренной помехи.  Обычно совместно оценивают все 
неизвестные параметры сигнала, которые  находятся в результате сов-

















                                  (4) 
где   – функция правдоподобия относительно оцениваемых парамет-
ров, специфика которой проявляется после выбора моделей сигнала и 
помех; n  – количество информативных параметров сигнала; m  – коли-
чество неинформативных параметров сигнала. 
Потенциальная точность оценивания параметров определяется кор-
реляционной матрицей погрешностей совместно эффективных оценок 
этих же параметров, которая является обратной к так называемой инфор-
мационной матрице Фишера. Примечательно, что потенциальная точность 
не зависит от конкретных алгоритмов оценивания, а определяется только 
видом функции правдоподобия. Согласно классической процедуре необ-
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ходимо вычислить матрицу Фишера для всех параметров (информативных 
и «мешающих»), а затем выполнить операцию обращения. При этом часть 
обратной матрицы Фишера размером nn  будет корреляционной матри-
цей погрешностей эффективных оценок информативных параметров. По-
скольку мешающих параметров может быть достаточно много, то размер 
матрицы Фишера оказывается  большим и операция обращения будет за-
труднительна. Распространенный способ преодоления данных трудностей 
состоит в усреднении функции правдоподобия по мешающим параметрам. 
Однако, этот способ неприемлем для  случаев неслучайных  параметров 
сигналов и помех, хотя они и являются неизвестными. В [4] изложен ме-
тод вычисления корреляционной матрицы погрешностей информатив-
ных параметров. В данном методе не требуется усреднение функции 


















L ,                              (5) 
где )а,а( ccJ , )в,в( ccJ  и )в,а( ccJ  – квадратные блоки-матрицы размерностей 
n  n и m  m и прямоугольная матрица размерностью mn  соответ-






























 ,     (6) 
причем T )а,в()в,а( ]J[J cccc  .  
Производные в (6) берутся при подстановке истинных значений па-
раметров ca  и cв . Матрица, обратная матрице (5) размерностью 
   nmmn   дает корреляционную матрицу совместно эффективных 
оценок параметров ca  и cв . Потребителей часто интересуют только точ-
ности оценок информативных параметров – верхний левый блок матрицы, 
обратной (5). Обозначив данный блок через  cc в,аK  и воспользовавшись 
формулой  для обращения блочных (клеточных) матриц [4], можно записать 
  1 )а,в(1 )в,в()в,а()а,а()а,а( сссссссссс J]J[JJK  .                (7) 
В указанном случае обращение матрицы (5) размера 
(n + m)  (m + n), заменяется обращением матрицы )а,а( ссJ размером 
nm , а затем матрицы в скобках размером nn . Матрица в скобках вы-
ражения (7) имеет смысл «матрицы Фишера» информативных парамет-
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ров, которая учитывает влияние мешающих параметров. 
Применяя формулу обращения суммы матриц к (7), можно получить  
,]J[JSJ]J[]J[K 1 )а,a()а,в(1)в,а(1 )в,а(1 )а,а()а,а( cccccccccccc       (8) 
где )в,а(1 )а,а()а,в()в,в( cccccccc J]J[JJS  . 
Первое слагаемое выражения (8) представляет собой корреляцион-
ную матрицу ошибок оценок информативных параметров при условии, 
что неинформативные параметры не оцениваются. Наличие в (8) второго 
слагаемого указывает на то, что точность полученной оценки зависит от 
сопутствующих неинформативных параметров сигнала. Это естественно, 
так как часть информации затрачивается на оценку неинформативных 
параметров и точность оценивания информативных параметров снижа-
ется. Можно показать, что при этом оценки как информативных, так и 
неинформативных параметров, будут несмещенными [4]. 
Пример оценки потенциальной точности измерения параметров 
детерминированного сигнала на фоне детерминированной непред-
намеренной помехи и гауссовского шума . При регулярных измерениях 
параметр обнаружения 1q2c   ( 0с
2
c NЭ2q  , где cЭ  – энергия сигнала;  
0N  – спектральная плотность мощности шума), выражение для лога-
рифма отношения правдоподобия можно привести к виду [1]: 
                    2qYln 2 ,                                       (9) 
где Y  – сигнал на выходе линейного детектора приемника. Это означа-
ет, что в приведенных выше соотношениях для оценки потенциальной 
точности вместо логарифма отношения правдоподобия можно подстав-
лять выражение для выходного сигнала (9).  Полагаем, что операция со-
гласованного обнаружения произведена и преддетекторный сигнал  
                        nvc YYYY  ,                                    (10)    
где 0
T
c N2*xxY  , 0
T
v N2*xvY  , 0
T
n N2*xnY   – составляющие 
сигнала, которые для удобства нормированы по уровню спектральной 
мощности шума. Заметим, что математическое ожидание шумовой со-
ставляющей равно нулю, так как математическое ожидание   0nM T  . 
Математические ожидания сигнала и непреднамеренной помехи в силу 
их детерминированного характера совпадают с соответствующими со-
ставляющими выражения (10). Тогда 
                                 0
T
0
T N2*xvN2*xxYM  .                           (11) 
С учетом (6) и (9) определим вторые производные от усредненного 
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сигнала (11) по параметрам сигнала: 
 




































   
































































v N*vv2NЭ2q  , vЭ  – энергия непреднамеренной помехи; 









ccccсс  – автокор-
реляционная функция сигнала, зависящая от ожидаемых параметров сиг-
нала са  и рассогласованных по отношению к ожидаемым параметрам a; 









vvvvс  – корреляци-
онная функция помехи и сигнала, зависящая от ожидаемых параметров 


















где as – совокупный вектор информативных и неинформативных пара-
метров сигнала.                                   
Рассмотрим простые примеры задания конкретных видов сигнала и по-
мехи. Пусть полезный сигнал является видеоимпульсом колокольной формы 
    )tt(expA,t,tx 2u
2
ccuc  , 
где  cA  – известная амплитуда сигнала; ct  – временное положение, ко-
торое будем считать неизвестным информативным параметром, подле-
жащим оценке; и – длительность импульса, которую будем считать не-
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известным неинформативным параметром, подлежащим оценке. 
Непреднамеренная помеха является также видеоимпульсом коло-
кольной формы     
     2u2vvuv ttexpA,t,tv  , 
где vA  – известная амплитуда помехи; vt  – временное положение помехи, 
которое будем считать известным  параметром; и  – длительность импуль-
са, которую для простоты будем считать равной длительности импульса 
полезного сигнала. 
Требуется определить потенциальную точность совместного оцени-
вания временного положения и длительности полезного сигнала. Для 
этих условий в [3] показано, что искомые оценки не коррелированы и 
определение их точностей можно производить по каждому из парамет-
ров раздельно. В силу отмеченного свойства оценок помеха будет вли-
ять только на точность оценивания временного положения сигнала, ко-
торую в дальнейшем и будем анализировать. 
Нормированные автокорреляционная функция сигнала и корреля-
ционная функция помехи и сигнала имеют вид [1]: 
    2u2cccc 2ttexptt  ;                           (13)         
    2u2cvcvvc 2ttexptt  .                        (14) 
Находя вторые производные от (13) и (14) и подставляя их в (12) и (7), 
получим выражение для дисперсии оценки временного положения сигнала 






  (15) 
Отметим, что при отсут-
ствии непреднамеренных помех  
дисперсия измерения времени 
прихода колокольного импульса 
равна   2c
2
u q .  
На рис. 1 показана зависи-
мость среднеквадратической 
ошибки измерения временного 
положения сигнала tc  от разно-
сти временного положения поме-
хи и сигнала cv ttt   при 









Рис. 1. Зависимость среднеквадратической 
ошибки измерения временного по-
ложения tc от разности временного 
положения помехи и сигнала t 
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ям  параметра vq , равным 2 и 8.        
Анализ рисунка показывает, что наличие непреднамеренной помехи 
ухудшает точность оценивания информативных параметров сигнала тем 
сильнее, чем выше мощность помехи и меньше временное расстояние между 
сигналом и помехой. При временном расстоянии, превышающем длитель-
ность импульса, среднеквадратическая ошибка измерения временного поло-
жения стремится к величине  cи q , определяемой потенциальными воз-
можностями измерения  при отсутствии непреднамеренной помехи.  
При совместном оценивании коррелированных параметров, например, 
амплитуды и длительности колокольного видеоимпульса, ухудшение точно-
сти будет не только за счет помехи, но и за счет корреляции оценок.   
Выводы. При совместном оценивании параметров сигнала и наличии 
корреляции между измеряемыми параметрами дисперсии ошибок измере-
ния превышают соответствующие дисперсии раздельного измерения. В 
условиях воздействия непреднамеренных помех даже при отсутствии 
корреляции между параметрами сигнала дисперсия измерения их также 
увеличивается. Степень ухудшения точности  измерения определяется 
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