Abstract. The purpose of this article is to address two questions on fundamentals of quantum graphs.
Introduction
Quantum graphs have attracted much attention in recent years due both to their applicability as physical models, and their interesting mathematical properties. We refer the reader to [2] and to the present volume for a selection of recent results as well as to the reviews [3, 4] .
In this article we mostly focus on the aspects of quantum graphs pertaining to their use as models to probe the universality of the spectral characteristics of quantum systems. One of the most intriguing phenomena of quantum mechanics is the observation that many quantum systems are remarkably similar when one makes statistical observations in the semi-classical regime. This manifests itself both in the energy levels, and associated energy eigenfunctions. Quantum graphs are completely typical in this regard, and represent the most likely system for which a full mathematically rigorous proof of this universal behavior will be found.
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c 0000 (copyright holder) Quantum graphs are usually introduced through one of the two constructions. The first construction identifies edges of the graph with intervals of the real line, hence introducing spaces of functions suitable for defining Laplace differential operator on the graph. The functions are required to satisfy certain conditions on the vertices of the graph, where several edges meet. This setup has a long history of being used in physical models [5, 6, 7] . It was studied by mathematicians since at least the 1980s [8, 9, 10, 11, 12, 13, 14] . The study of spectral statistics of quantum graphs was initiated in [15, 16] .
The second construction considers the wave propagation in the graph by specifying the scattering matrices of the vertices and declaring the propagation along the edges to be free. The first known to us use of this construction was by Chalker and co-authors [17, 18] . Spectral statistics of such models were first studied in [19, 20] .
Both constructions result in a simple secular equation for the eigenvalues {λ where S(λ) is the bond scattering matrix in terminology of [16] (also called global scattering matrix in [21] ). The matrix D(λ) is an explicitly specified diagonal matrix. We describe the above constructions in more detail in Section 2.
A simple but important question is whether the two constructions are fully analogous. A straightforward observation is that most authors, when using the scattering approach, consider only λ-independent (energy-independent) matrices S. However, a self-adjoint Laplace operator leads to the S-matrix which, in general, depends on λ in a special way. Thus, a study of the spectral statistics of the graphs defined via scattering matrices would appear to be losing some generality. In Section 3.3 we will argue that this is not so.
On the other hand, in the case when the Laplace operator produces an energyindependent S-matrix, the matrix S has some very special properties (see Lemma 2.1 and preceeding discussion). For example, this condition excludes such a popular choice of a scattering matrix, as the Fourier matrix [20, 22] . In Section 2.3 we will discuss two differential operators on quantum graphs, one due to Carlson [23] and the other due to Bolte and Harrison [24] , with spectrum actually described by equation (1.1) with arbitrary energy-independent matrix S. We will also explain how to obtain solutions of (1.1) with arbitrary S as one half of the spectrum of a self-adjoint Laplacian.
Finally we will discuss the connection between the λ-spectrum and the eigenphases of the matrix D(λ)S(λ). It is the latter that is usually studied in the works on spectral statistics on graphs with the underlying belief that the statistics of the Laplace operator are the same. In Sections 3.1 and 3.2 we announce and discuss the theorems proved in a forthcoming article [1] which provide a rigorous basis for the said beliefs. The results are obtained for both the statistics of the eigenvalue spectrum and the statistics of the eigenfunctions.
Two descriptions of quantum graphs
For both constructions of a quantum graph we begin with a graph G = (V, B) where V is a finite set of vertices (sometimes referred to as nodes), and B is the set of edges. Each edge e has a positive finite length, denoted L e . The total number of edges is B. We denote by d v the degree of the vertex v ∈ V, which is the number of edges emanating from it.
2.1. The Laplace operator approach. The first way to define a quantum graph is to identify each edge e with the interval [0, L e ] of the real line and thus define the L 2 -space of functions on the graph. Implicitly, we have introduced the principal direction on the edge e: from the vertex corresponding to 0 to the vertex corresponding to L e . The choice of this direction is unimportant.
One can now consider the eigenproblem where the factor e −iλLe is introduced for symmetry with respect to the choice of the principal direction on e: choosing the other direction would merely result in c e andĉ e exchanging places.
A solution on the whole graph can be uniquely defined by specifying the corresponding vector of coefficients c = (c 1 , . . . , c B ,ĉ 1 , . . . ,ĉ B )
T . The elements of the vector c are naturally associated with directed edges of the graph G, henceforth referred to as bonds and denoted by Greek letters. The start-and end-vertices of a bond α will be denoted by start(α) and end(α). In the absence of multi-edges, start(α) and end(α) fully specify the bond α. Each edge of the graph corresponds to two bonds, related by the reversal operation. The reversal of a bond α is denoted byᾱ. For future reference we rewrite (2.2) in the bond notation,
To make the operator in (2.1) self-adjoint one needs to impose matching conditions on the behavior of u at the vertices of the graph. The most natural are the Kirchhoff (or "Neumann") conditions: we require that u is continuous at the vertices, and that the probability current is conserved, i.e.
(2.4)
where the sum is over all bonds α that originate ( ) from the vertex v and the derivatives are taken at the vertex v in the outward direction. All matching conditions giving rise to a self-adjoint operator were classified in, among other sources, [25, 26, 27, 21] . We will describe the general conditions following [25] and [21] . v is Hermitian [25] . An alternative parameterization [21] involves splitting the conditions into "Neumann", "Dirichlet" and "Robin" parts:
where P v , Q v and R v are orthogonal (and mutually orthogonal) projectors operating on C dv and satisfying P v + Q v + R v = I and C v is a self-adjoint matrix operating on Range R v . Setting A v = P v − C v R v and B v = Q v + R v one can change from parameterization (2.6) to parameterization (2.5).
The scattering matrix σ (v) at the vertex v describes the evolution of the plain wave e −iλx coming towards the vertex along one of the incoming bonds. More precisely, we consider the set (indexed by the outgoing bonds α) of scattering problems
vertex conditions are satisfied at v, where x are measured from the vertex v. Solving for σ (v) we obtain the following formula [25] ,
or, in terms of projectors [21] ,
For small λ we can write it as
while for large λ
We note that, although σ (v) is a square matrix, it acts from a space indexed by incoming bonds to the space indexed by the outgoing bonds at the vertex v.
It is intuitively clear (and can be verified by direct computation) that an eigenfunction of (2.1) with given boundary conditions can be represented locally around v as a sum of functions f (α) (x). Comparing this representation with (2.3) we conclude that outgoing amplitudes are related to incoming amplitudes through
Noting that outgoing amplitudes cē are incoming for another vertex, we combine all vertex conditions into a 2B × 2B system
where the elements of the 2B × 2B matrix S are given by
By L we denote the diagonal matrix (2.13)
is the vector of bond lengths. Note that the dimension of L is double that of which signifies the move from undirected to directed bonds. System (2.11) leads to the secular equation
In this form, the secular equation first appears in [15] (see also [16] for a more detailed derivation) for a special set of vertex conditions. Fully general conditions were first treated in [25] . A different determinant condition for the same model was obtained in [10] and the same condition for a slightly different setup appears in [23] (this setup will also be discussed below). Secular equation can be used to compute the eigenvalues of the graph numerically and, for some graphs, study the spectral statistics analytically [28, 29, 30, 31] .
Revisiting the example of Kirchhoff matching conditions, we find that in this case R v = 0 and Q v = I − P v is a projector onto the vectors with all equal components (all entries of Q v are equal to 1/d v ). Then the scattering matrix is
In particular, the matrix σ (v) is independent of λ. The conditions characterizing all λ-independent scattering matrices were explored in [25 We also note that due to (2.9), the leading asymptotic term of
2.2. The scattering approach. The second construction cuts short to the wave propagation on the graph where each vertex is treated as a scatterer and propagation along the bonds is free. If the graph is undirected, the waves can travel in both directions on every edge. But a more general situation is a directed graph, with waves traveling only in the specified direction. One of the earliest appearances of this construction was in a study of quantum Hall effect [17] . Within the context of quantum chaos, the earliest references for the scattering approach are [33, 19, 20] .
At any given moment, the system is fully specified by a vector of wave amplitudes a, indexed by the (directed) bonds. The free propagation results in the amplitude a β , where β is a bond, being multiplied by the phase factor e iλL β . Scattering at vertices is described by a unitary 1 matrix T, having the property that
Altogether we arrive to the quantum evolution operator U(λ) = e iλL T and the same secular equation for the eigenvalues, (2.15) det I − e iλL T = 0.
In effect, the second construction is simply prescribing the scattering matrices σ (v) . Since one can prescribe arbitrary (in particular, λ-dependent) matrices, the scattering approach is in principle more general that the operator approach. In practice, only λ-independent matrices are considered. One of the most popular choices is the so-called Fourier matrix,
where j = 1 . . . d indexes the incoming bonds and k = 1 . . . d indexes outgoing ones. This matrix is popular because it is "democratic" in assigning equal classical probability σ β k αj 2 to each transition. Another interesting choice is equitransmitting matrices [34] which prohibit back-scattering and are intimately connected with combinatorial Ihara-Selberg zeta functions. In general, the above choices of σ do not satisfy the condition of Lemma 2.1 and therefore cannot be obtained from self-adjoint Laplace operator on graphs. There is a real difference in the spectra {λ n } as well: the spectrum of equation (2.1) is obviously symmetric with respect to 0 by construction. This property can be derived from the condition of Lemma 2.1 too.
However, the solutions of (2.15) do not have to be symmetric with respect to the negation. A simple example is with L 1 = 1 and
for which the solutions of (2.15) are λ = 0, π/2 + 2πj, j ∈ Z and are obviously not symmetric. Interestingly, the symmetry of the spectrum does not imply compliance with Lemma 2.1. An example to this effect is
which, for general values of φ, does not satisfy σ 2 = I. Having highlighted the principal difference between the results of two approaches, in the next section we discuss some differential operators with spectrum that is determined as a solution of (2.15) with arbitrary σ. 1 The unitariy of this matrix implies that at each vertex of the graph the number of outgoing bonds must be equal to the number of incoming bonds.
2.3. The operator iD and its relatives. The first construction we borrow from a work of Carlson [23] . There, the operator iD = i d dx is considered on a directed graph. At each vertex the number of incoming bonds is equal to the number of outgoing bonds and is denoted by δ v . Given a function f , the vectors of its incoming and outgoing values at the vertex v are defined by
where α j denote the incoming bonds and β j denote the outgoing ones. The matching condition takes the form
is satisfied where the matrix T is made up of smaller matrices σ (v) in the familiar manner, see (2.12). The only difference to (2.15) is that the diagonal matrix of lengths L is not required to have any structure (all lengths can be different, unlike (2.13)). Thus we can establish the following correspondence: let G be an (undirected) graph with bond lengths = (L 1 , . . . , L B ) and the bond scattering matrix T . Denote by G d the directed graph obtained by splitting each edge of G into two directed bonds, each of the same length as the original edge. Then equation (2.15) describes the spectrum of the operator iD on the graph G d . It is obvious from the construction that at each vertex of the graph G d the number of incoming bonds equals the number of outgoing ones, as required.
Another, rather similar construction, is to consider the Dirac operator of graphs. Most of the discussion below originates from [24] and we refer the reader to it for more details. The Dirac operator is
where α and β are 4-dimensional matrices satisfying α 2 = β 2 = I and αβ + βα = 0. Several simplifications can be done. One can take the matrices α and β to be 2-dimensional (although some physical interpretations will be lost as a result), for example
We will also set the mass m to zero (this does not affect the high energy statistics). Finally, we will rescale c = 1. With these simplifications, the (two-component) eigenvalue equation Dψ = λψ becomes
We denote by Ψ(v) the vector of first components of the wavefunction at the vertex v. Since the operator D is first-order, the principal direction of an edge becomes important. This manifests itself in the definition of Φ(v),
where the edges e 1 to e j are going out of the vertex v (according to their principal direction) and the rest are coming in. Comparing with (2.18) we can interpret Φ simply as
, where Ψ (v) is the vector of the derivatives of the functions ψ taken in the outward direction. From this point of view, the factor 1/λ is the only difference from the setup for the Laplace operator.
All matching conditions making the Dirac operator self-adjoint can be written as (2.5) . Solving the scattering problem shows [24] that the spectrum is again precisely determined by equation (2.15) with the matrix T made up of unitary matrices
where γ(λ) = 1 when m = 0 and γ(λ) → 1 as λ → ∞ in the general case. Thus we see that, for a massless Dirac equation, we can obtain an arbitrary λ-independent unitary scattering matrix on every vertex. Indeed, for an arbitrary U v , we can set
and obtain
The final construction, reported here for the first time, allows to realize the set Λ of solutions of (2.15) as a subset of density 1/2 of a spectrum of a self-adjoint Laplace operator. To do so, we replace each edge with 2 edges of equal length connecting the same points. Equation (2.10) then becomes
where α j and α j are incoming bonds and β j and β j are the outgoing ones. If we setσ = 0 σ σ * 0 at each vertex, the condition of Lemma 2.1 is clearly satisfied. An easy calculation shows that the secular equation factorizes
which shows that the spectrum of the doubled graph is the set Λ ∪ (−Λ). While we do not know of any a priori connections between the spectral statistics of Λ and Λ ∪ (−Λ), this construction brings us back to the fundamental difference between the solutions of (2.15) and the eigenvalues of (2.1): the latter are symmetric with respect to 0 and the former, in general, are not.
Two meanings of "spectrum" of quantum graphs and their statistics
Unless explicitly noted to the contrary, we will now assume that the scattering matrix S is λ-independent, whether it is obtained from a Laplace operator (see section 2.1) or directly specified (see section 2.2). In section 3.3 we will discuss what happens to the spectral statistics when this condition is dropped.
In various sources the notion of the "spectrum σ(G) of the graph G" can refer to:-(1) the eigenproblem (2.1) and thus the solutions {λ n } of (2.14), (2) the eigenphases of the matrix U(λ) = e iλL S(λ) for an arbitrary λ, i.e. to the set of 2B numbers {θ j } such that e iθj is the j-th eigenvalue of U(λ).
We will refer to the first definition of the spectrum as the λ-spectrum, and the second as the θ-spectrum.
In a similar way, the "eigenvector" of G can refer to one of three objects:-(1) the function u(x) that solves (2.1), subject to boundary conditions, for some λ n in the λ-spectrum, (2) the eigenvector of U(λ n ) = corresponding to the eigenvalue 1, i.e. to the solution c of U(λ n )c = c. These eigenvectors will be denoted by φ n , (3) any of the 2B eigenvectors of U(λ) for arbitrary λ, denoted by ψ j (λ), j = 1, . . . , 2B. The correspondence between the first two types of eigenvectors is given by formula (2.3). A heuristic formula which connects properties of the second and the third types of eigenvectors was suggested in [35, Eq. (5)]. In this article we explain the results of [1] which prove this and some other useful relationships between statistics of different types of eigenvectors and eigenvalues.
Eigenvalue statistics.
Starting with the seminal work by Kottos and Smilansky [15, 16] , the quantum graphs became a popular model of quantum chaos. One of the more pertinent questions of quantum chaos is the universality of the eigenvalue correlations among systems of a certain type. On graphs, [15] showed some preliminary numerical evidence that eigenvalue spectrum of graphs follow the general prediction [36, 37] which says that the spectrum of classically chaotic system should have correlations typical associated to eigenvalues of large random matrices. Persistent deviations from the predicted behavior were found in star graphs [16, 38] and Tanner [20] proposed a precise condition on the graphs to follow the random matrix theory prediction. This question was then attacked analytically by various methods, with results reported, in particular, in [39, 40, 41] . For more information we refer the reader to a recent review [4] .
While the original interest was in level statistics, i.e. the statistical functions of the spectrum {λ n }, most of the analytical studies were in fact concentrating on the eigenphase statistics of the θ-spectrum. There are heuristic reasons why the corresponding statistics should coincide, but the formal link between the two has hitherto not been explored.
The most work in spectral statistics on graphs has been done on nearestneighbor spacing distribution (mostly numeric, starting from [15] ; but see also [28] ), form factor ( [15, 16, 38, 20, 39, 22, 41] and others) and the two-point correlation function (see [29, 42, 40] ). Most articles proceed to study properties of the statistical functions without considering whether the sought functions exist and in what sense. However, for quantum graphs this question can and should be considered (flat tori is an example of another system where the existence question is well understood, see for example [43] ).
In this article we discuss a theorem (proved in [1] ) showing that, in the correct limit, the two statistics exist and are equivalent. We take the example of nearestneighbor spacing distribution, i.e. the distribution of gaps {λ n − λ n−1 } on one hand and of the values of the functions {θ j (λ) − θ j−1 (λ)} on the other. Formally, the level spacing distribution is given by
where δ is the Dirac delta-function. Mathematically, the distributions are defined via a family of test functions.
Theorem 3.1 ([1]) . Let h be a continuous function. If L is linearly independent over Q, the limits
exist and define bounded linear functionals of h. If we take the limit
for some 0 > 0, while keeping L linearly independent over Q, the two functionals coincide. Namely,
where ∆L := L max − L min is the spread of the distribution of the bond lengths.
The proof of this theorem is similar but slightly more complicated than the proof of Theorem 3.2. We will present the main ideas behind both proofs in the next section, following the statement of Theorem 3.2.
If L is not linearly independent over Q, the limits (3.1) and (3.2) still exist but are highly sensitive to the changes in individual bond length. Thus the limits in equation (3.3) are, in general, singular. In particular, when all bond lengths are equal (∆L = 0), the λ-spectrum is periodic and spacings in θ-spectrum are independent of λ. The nearest-neighbor distribution in this case is highly degenerate.
It is straightforward to extend the result to r-th nearest neighbor spacing distributions, i.e. the distributions of λ n − λ n−r and θ j (λ) − θ j−r (λ). Moreover, when all r-th nearest spacing distributions coincide, so do other statistical functions such as the n-point correlation functions.
Eigenvector statistics.
The equivalence between the statistics of the λ-spectrum and the θ-spectrum can be extended to eigenfunction statistics.
To proceed, we need to introduce more notation. By ψ j (λ) we will denote the j-th eigenvector of S(λ). The matrix L, as before, is the diagonal matrix of the bond lengths. The total length of the graph is L = B b=1 L b and the average bond length, L /B, is denoted byL.
Let A be a 2B × 2B matrix ("observable"). We denote A n = φ n |A|φ n and A j (λ) = ψ j (λ)|A|ψ j (λ) , which corresponds to the "expected value of the observable A". Without loss of generality [35] we can assume that A has zero mean or, equivalently, Tr A = 0. Similarly we define L(λ n ) = φ n |L|φ n .
Further, let D denote a diagonal unitary matrix of the form
and
be the expectation of A with respect to the j-th eigenvector ψ j (D) of the matrix DS. By E D (·) we denote the average with respect to the natural uniform probability measure on matrices D: each of the B distinct diagonal elements of D is an independent random variable uniformly distributed on the unit circle.
One of the central results in the study of statistical properties of eigenvectors is "quantum ergodicity". Quantum ergodicity is the property of almost all eigenvectors to equidistribute [44, 45, 46] . In our context, this corresponds to vanishing of the variance of either A n or A j (λ) in some limit. We shall not discuss here the important question of which limit is appropriate; we refer the interested reader to [35] . Instead we present a result that the moments of A n and A j (λ) are equivalent. This result first appeared in a note by Keating and Smilansky, where a heuristic argument using periodic orbit theory was proposed (it later got published in [35] ). In [1] it is proved rigorously using ergodicity considerations.
The weights L(λ n )/L on the left-hand side of (3.4) shows that the exact equivalence of the moments should only be expected in the additional limit ∆ → 0. This limit was necessary in Theorem 3.1 and was also used previously in [38, 47] . Still, provided the distribution of lengths is bounded away from zero and infinity, the two types of moments would go to the zero limit simultaneously or not at all. Moreover, the second part of equation (3.4) relates the moments of the eigenvectors of a fixed graph to the averaged properties of an ensemble of random matrices. This is extremely important as it allows one to use such disorder-average methods as super-symmetry (see [42, 40] ).
The main idea of the proof of Theorem 3.2 is to introduce a family of spectra, {λ α,n } ∞ n=1 , indexed by α ∈ [0, 2π]. The value λ α,n is n-th solution to a modified version of equation (2.14),
The original spectrum {λ n } coincides with {λ 0,n }. One can then show that the statistics (in this case, eigenvector statistics) of all such spectra coincide. This is done using an idea of Barra and Gaspard [28] that visualizes the levels λ n as piercings of the manifold det(I − e ix S) = 0 by an ergodic flow on B-dimensional torus.
Since statistics for all α coincide, one can substitute A α,n for A n in the lefthand side of (3.4) and add an averaging with respect to α. It then truns out that the average with respect to α coincides precisely with the right-hand side of (3.4). The proof of Theorem 3.2 follows the same basic outline.
Finally, we would like to mention that in [35] , quantum ergodicity was proved for a special family of graphs of increasing size, originally due to [48] . The variance was shown to vanish without any spectral or disorder averaging, i.e. it was shown that
This is a rather strong result which used absence of loops of a certain type on the said graphs. In general, we cannot expect such "individual" quantum ergodicity on graphs, forcing one to use an averaging as in (3.4).
3.3. Statistics of λ-dependent matrices. Now suppose that S(λ) has a dependence on λ of the type (2.8). Equation are the same. We illustrate this on the level spacing distribution. Proof. The proof is a simple exercise in classical analysis. Given > 0 choose δ > 0 such that |h(x) − h(y)| < whenever |x − y| ≤ δ (equicontinuity). Choose J such that κ j < δ/2 whenever j ≥ J. Then, denoting λ n − λ n−1 = s n and λ n −λ n−1 =s n ,
where M is an upper bound of |h(x)|. Taking first the limit N → ∞ and then the limit → 0 (the left-hand side does not depend on ), we conclude that
h λ n −λ n−1 = 0.
