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Abstract
We give an explicit form of particle-size distributions of convex similar
bodies for random planes and random lines, which naturally gener-
alize famous Wicksell’s corpuscle problem. The results are achieved
by applying the Method of Model Solutions for solving well-known
Santalo´’s integral equations. We also give a partial result related to
the question of existence and uniqueness of these solutions. We finally
illustrate our approach on several examples.
1. Introduction. Stereology is originally concerned with the determi-
nation of three-dimensional structure from two-dimensional or one-dimensional
observational data. It provides practical techniques for extracting quantita-
tive information about this structure and is based on fundamental principles
of geometry and statistics. It is a completely different approach from com-
puted tomography, for which a complete set of all cross sections is needed.
E.g. [1] sets out the principles of stereology from a statistical viewpoint,
focusing on both basic theory and practical implications. It is an important
and efficient tool in many applications of geology, metallurgy, petrology but
also cell biology, petrography, materials science, histology or neuroanatomy.
In this article the general goal is the reconstruction of particles from cross
sections in R3. We focus only on Santalo´’s formulation, i.e. on the estima-
tion problems concerned with ascertaining the size distribution of similarly
shaped convex particles, capable of complete size specification by one size
parameter and randomly distributed in a convex opaque field, see [10] or
[4]. It also involves a famous original Wicksell’s corpuscle problem concerns
the determination of the distribution of spherical particles from planar sec-
tions, see [12]. The solution was derived already in [12], but proven much
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later in [5]. This paper is organized as follows. We first present preliminaries
in Section 2. In Section 3, we give an overview of the problem and intro-
duce related integral equations that we want to solve. Sections 3.3 and 4
obtain most important result, an exact solutions for similar convex bodies
for random planes and lines. The question of solvability is partially solved in
Section 5. We illustrate our approach on several explicitly solved examples,
see Sections 6 and 7. We put necessary technicalities in appendix.
2. Setup and preliminaries. Let Ω be non-empty set. A complex
random variable Z on the probability space (Ω,F ,P) is a map Z : Ω→ C
such that Z = <(Z) + i=(Z), where <(Z) a =(Z) are real random variables
on (Ω,F ,P) (it can always be considered as pair of real random variables:
its real and imaginary part). The w-weighted Lp space for measurable set
A ⊆ R is defined as
Lpw(A) :=
{
f ∈M(A) : ||f ||Lpw(A) <∞
}
, 1 ≤ p <∞,
where ||f ||Lpw(A) :=
(∫
A
w(x)|f(x)|p dx
) 1
p
, w is a non-negative measurable
function (weight) on A and M(A) the set of all Lebesgue measurable func-
tions. For simplicity, if p = 1, w ≡ 1 we do not write superscript or subscript.
We also denote for fixed µ ∈ R the space
Lp{µ}(R+) := {f : R0 → C : ||f ||Lpv(R+) <∞},
where v(x) = xµ p−1, whereas it it known that additionally an isometry
||f ||Lp{µ}(R+) := ||f ||Lpv(R+) = ||v
1/p f ||Lp(R) holds. Similarly we set Lp(a,b)(R+) =⋂
µ∈(a,b)
Lp{µ}(R+), −∞ ≤ a < b ≤ ∞.
Now, recall that k-th moment of real random variable X is defined as
E[Xk] =
∫
Ω
X(ω)k dP(ω) =
∫
R
xk d F(x),
if the integral exists. Let us consider only random variables whose probability
distributions are absolutely continuous, i.e. for distribution function we have
P(X ≤ x) = F (x) =
x∫
−∞
f(t) dt for ∀x ∈ R. Here f is a probability density
function1, i.e. non-negative function from L(R) such that ||f ||L(R) = 1. It is
1Note that f(x) dx can be viewed as the probability that the random variable X will
fall within the infinitesimal interval [x, x+ dx].
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good to realize that the Mellin transform defined by (B.1) in appendix B.1
of f is s−1-th moment of X. In that case one has E[Xk] =
∫
R
xkf(x) dx and
necessarily f ∈ Lw(R), w(x) = xk. More generally for (Borel) measurable
function r : R→ C it holds, that r(X) = <(r(X)) + i=(r(X)) is a complex
random variable and
E[r(X)] = E[<(r(X))] + iE[=(r(X))],
with
E[r(X)] =
∫
R
r(x) d F(x) =
∫
R
<(r(x)) d F(x) + i
∫
R
=(r(x)) d F(x)
(in the case of integrability). So for absolutely continuous complex random
variable Z one has
E[r(X)] =
∫
R
<(r(x)) f(x) dx+ i
∫
R
=(r(x)) f(x) dx.
We are dealing only with random variables with specific finite support, i.e.
Sc :=
{
f ∈ L(R) : f ≥ 0, ||f ||L(R) = 1, supp(f) = Ic
}
,
where supp(f) := {x ∈ R | f(x) 6= 0} and Ic = [0, c], Ic = (0, c], Ic = (0, c),
or Ic = [0, c) for some 0 < c <∞. Obviously Sc ⊂ L(R) ⊂ Lloc(R). We start
with the following.
Lemma 2.1. Let f ∈ Sc be a density of random variable X. Then the
moments E[Xα], α ≥ 0 does exist, are positive and
i) E[Xα] ≤ cα for α ≥ 0;
ii) E[X]α ≤ E[Xα] for α ≥ 1.
Moreover, for α < 0 is moment a positive or +∞. Also, f = O(x−γf ), x→
0+, γf < 1 and f = O(x−βf ), x→∞, ∀βf > 0.
Proof. Positiveness results from the fact that for X > 0 (a.s.) one has
E[X] > 0. Furthermore, for α we obtain
c∫
0
xαf(x) dx ≤ cα
c∫
0
f(x) dx =
cα. The estimate from below follows from Jensen’s inequality. Asymptotic
property for x→∞ follows from boundedness of the support and for x→ 0+
from the fact that f ∈ L(0, c).
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3. Particle-size distribution of a body based on its cut. Con-
sider a convex body (compact convex set with non-empty interior) Q v R3
containing a certain number of randomly placed, non-overlapping particles.
Suppose that all of them are similar2 to some convex body K and their
coefficient of similarity is λ > 0. We denote a particle similar to K as Kλ, so
that K1 = K. Vλ denotes its volume, Fλ surface area and Mλ the integral
of the mean curvature3 of ∂Kλ (its boundary). We omit the subscript when
λ = 1. Moreover, let H (λ) dλ be a number of particles per unit of volume
in Q, whose coefficient of similarity is within the range (λ, λ+ dλ) .
We intersect body Q with a random plane E and a random line G. Then
the particles contained in Q, intersected by E (G), are the sections, convex
domains in E ∩ Q (intervals on G ∩ Q). Let h (σ) dσ and h (l) dl be the
number of these sections of area and length in the range (σ, σ + dσ) per unit
area and (l, l + dl) per unit length, respectively. These values are random
variables with densities h(σ) and h(l). However the area of E∩Q and length
of G∩Q are also random variables with densities4 φ (σ) and φ (l). Set φ (σ, λ)
as a density of the area of E ∩Kλ and φ (l, λ) as a density of the length of
G ∩Kλ, naturally φ (σ, 1) = φ (σ). Moreover we have
(3.1) φ (σ, λ) =
1
λ2
φ
( σ
λ2
)
,
(3.2) φ (l, λ) =
1
λ
φ
(
l
λ
)
,
see [10] or [4]. To find a φ is not in general a simple task. However, we
assume that it is given and our problem is to find H (λ) from h (σ) and h (l)
respectively. Notice that we have finite mean values of σ and l respectively
as they equal the following∫
E∩K 6=0
σ(E ∩K) dE
/ ∫
E∩K6=0
dE =
2piV
M
,
∫
G∩K6=0
l (G ∩K) dG
/ ∫
G∩K6=0
dG = 2piV
/(pi
2
F
)
=
4V
F
.
2By similarity on a metric space (X, d) we assume a bijection f : X → X such that
∀x, y ∈ X d(f(x), f(y)) = λ d(x, y) for fixed λ > 0. We call two sets similar if one is an
image of the other according to similarity f .
3I.e. the average of the principal curvatures or equivalently defined using a divergence
of the unit normal.
4φ (σ) dσ is the probability that the area of E ∩Q lies between σ and σ + dσ. φ (l) dl
is the probability that the length of G ∩Q lies between l and l + dl.
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3.1. Random plane intersection. For spherical case, see illustrative Fig-
ure 1. Denote as σm the maximal admissible value of σ, i.e. σm = maxσ(E ∩K).
We thus have that φ ∈ Sσm , and therefore
σm∫
0
φ (σ) dσ = 1,
σm∫
0
σ φ (σ) dσ =
2piV
M
.
Example 3.1 (Spherical case). In spherical case, see e.g. [10], one has
σm = pi (M = 4pi) and λ is the radius of particle Kλ. Then
(3.3) φ(σ) =
1
2
√
pi (pi − σ) 12
.
or
(3.4) φ(σ, λ) =
λ
2
√
pi (piλ2 − σ) 12
.
In [10] is derived the integral relationship between H and h. We have for
planes equation, which is of interest in this work:
(RP)
∞∫
(
σ
σm
)1
2
φ
(
σ
λ2
)
H (λ)
λ
dλ =
1
α
h (σ),
where α is a constant (depending on e.g. M). Equation (RP) is a Volterra
integral equation, where function φ (σ) depends on the shape of the body K
(and thus on the shape of all particles). Using the cross-sectional measure-
ments of the body Q, it is possible to estimate the function h, and then to
derive H from (RP). Notice if one finds H then also has a distribution in σ
given by H1(σ) = H
(√
σ/σm
)
/
√
4σmσ.
Example 3.2 (Continuation of the spherical case example 3.1). Equa-
tion (RP) has the form
(3.5)
∞∫
(σpi )
1
2
H(λ)
(λ2pi − σ) 12
dλ =
2
√
pi
α
h(σ).
By using new variables piλ2 = s, H (s) = H
((
s
pi
) 1
2
)
s−
1
2 and h1(σ) =
4pi
α h(σ) we transform equation (3.5) to
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Figure 1. A section of a body Q containing similar, spherical particles Ki by a random
plane E.The shape of the body Q can generally be different from the shape of the particles
Ki.
(3.6)
∞∫
σ
H(s)
(s− σ) 12
ds = h1(σ),
which is known Abel integral equation5, whereas its integral corresponds to
”1/2 integration” but the unfolding problem is (moderately) ill posed. This
yields the solution of original equation (3.5) in the form
(3.8) Hpl(λ) = −4
√
pi
α
λ
∞∫
piλ2
h′(σ)
(σ − piλ2) 12
dσ.
5Its solution has the form (if it is well defined)
(3.7) H(s) = − 1
pi
∞∫
s
h′1(σ)dσ
(σ − s) 12
.
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Notice, that this form requires regularity of the input function h.
Remark 3.1. Consider now that the section diameter r as random vari-
able, whereas σ = pir2. Let g (r) = 2pirh
(
pir2
)
be a density6, then
(3.9) h(σ) =
g (r)
2pir
and substituting (3.9) into (3.8) we obtain a solution
(3.10) H(λ) = − 2λ
piα
∞∫
λ
(
g (r)
r
)′
dr
(r2 − λ2) 12
,
which corresponds to the solution of the well-known original Wicksell’s cor-
puscule problem [12], i.e. of the equation
(3.11)
r
1/α
R∫
r
H (λ)√
λ2 − r2 dλ = g (r) ,
with R ∈ (0,∞].
3.2. Correctness of a solution of (3.5), i.e. a spherical case. It can be
verified that g is a density if it is H. However the non-negativity of g does
not guarantee the non-negativity of H on the entire interval. The g function
must therefore satisfy the necessary condition that g (r) > 0 on the right
neighborhood of zero. Notice that [8] they derive two conditions that must
at least be met for the H function to be a density. We introduce here in
notation of transformed h.
(3.12) lim
λ→R
λ
R∫
λ
rh
(
pir2
)
dr√
r2 − λ2 = 0,
R∫
0
h
(
pir2
)
dr <∞,
whereas the first one is also necessary if R <∞ and the second one if R =∞
(it is even known that it is fulfilled if rh(pir2) ≤ Ar−b, A > 0, b > 1, r ≥ r∗,
so rh(pir2)→ 0 for r →∞ sufficiently fast).
6 In the geometric meaning g (r) dr, it expresses the number of particles per unit area
in E ∩Q, whose diameter in the cross-section is (r, r + dr).
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3.3. Random line intersection. Here we continue analogously for random
line case. See Figure 2, where spherical case is illustrated. Similarly we have
φ ∈ Slm , lm = max l(G ∩Q) and
lm∫
0
φ (l) dl = 1,
lm∫
0
l φ (l) dl =
4V
F
.
Furthermore, the equation for random line intersection, see [10] or [4], is
(RL)
∞∫
l/lm
λ φ
(
l
λ
)
H (λ) dλ =
1
β
h (l),
where β = F4 . Again relation for distribution in variable l is given by H1(l) =
Hli(l/lm)/lm.
Figure 2. A section of a body Q containing similar, spherical particles Ki by a random
line G. The shape of the body Q can generally be different from the shape of the particles
Ki.
Example 3.3 (Spherical case). We have lm = 2 (F = 4pi) and σ(l) =
l
2 ,
which yields that equation (RL) simplifies to
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(3.13)
∞∫
l/2
H (λ) dλ =
2
β l
h (l) .
Equation (3.13) can be solved directly by differentiation with resulting form
(3.14) Hli(λ) = − 1
β
(
h (2λ)
λ
)′
.
In further we set the notation
(3.15) f˜(x) =
{
f (x) , x ∈ supp(f)
0, otherwise.
Exact solutions for similar convex bodies for plane sections
In this section we find exact solution for random plane case. Consider
here rewritten integral equation (RP)
K [H] := α
∞∫
(
σ
σm
) 1
2
φ
( σ
λ2
) H (λ)
λ
dλ = h (σ) ,
where σ ∈ [0, σm] , σm > 0, λ ≥
(
σ
σm
) 1
2 ≥ 0. We set in (RP) h(σ) :=
σ−s, s ∈ C yielding an equation
(3.16) K [H] = σ−s.
We now seek a solution of equation (3.16) in the form Hq (λ) = k (q)λ
q. We
have
(3.17) k (q)α
∞∫
(
σ
σm
) 1
2
φ
( σ
λ2
) σs
λ1−q
dλ = 1.
This can be done by finding a relationship between q and s. Transforma-
tion σ
λ2
= z convert equation (3.17) to
(3.18)
k (q)
2
α
σm∫
0
φ (z)
σs−1
λ−q−2
∣∣∣∣
λ2=σ
z
dz = 1.
10 J. KISELˇA´K ET AL.
Considering the form of Mellin transform one has to have s = − q2 . We
thus have k (q) or k(−2s) respectively. For simplicity we use the notation
k(s) and similarly for function Hq (λ). Finally we have found k:
(3.19) k (s) =
2
α
σm∫
0
φ (z) zs−1 dz
.
Naturally (3.15) implies
σm∫
0
φ (z) zs−1 dz =
∞∫
0
φ˜ (z) zs−1 dz, therefore k (s) =
2
αφ∗(s) and
(3.20) Hs (λ) =
2λ−2s
αφ∗(s)
solves equation (3.16), whereas φ∗(s) := M
(
φ˜(z)
)
.
Now, we assume, which will be discussed later, that
∃ M
(
h˜ (σ)
)
= h∗ (s) and ∃ M−1 (h∗ (s)) = h˜ (σ) .
SinceHs (λ) solves equation (3.16) we simply obtainK [Hs]h
∗ (s) = σ−sh∗ (s) ,
which gives
(3.21)
1
2pii
c+i∞∫
c−i∞
K [Hs]h
∗ (s) ds =
1
2pii
c+i∞∫
c−i∞
σ−sh∗ (s) ds
︸ ︷︷ ︸
M−1(h∗(s))=h˜(σ)
.
Linearity and interchanging of order of integration yield
(3.22) α
∞∫
(
σ
σm
) 1
2
φ
(
σ
λ2
)
λ
 1
2pii
c+i∞∫
c−i∞
Hs (λ)h
∗ (s) ds
 dλ = h˜ (σ) .
Thus K [H] = h˜ (σ) holds for H = 12pii
c+i∞∫
c−i∞
Hs (λ)h
∗ (s) ds, i.e.
2
α
1
2pii
c+i∞∫
c−i∞
h∗ (s)
λ−2s
φ∗ (s)
ds =
1
α
M−12c
(
h∗
(
s
2
)
φ∗
(
s
2
)) (λ) ,
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solves original equation (RP).
We denote this solution as
(3.23) Hpl(λ) :=
1
α
M−12c
(
h∗
φ∗
(s
2
))
(λ) .
4. Exact solutions for similar convex bodies for line sections.
Now we focus on the random line case. Consider here rewritten integral
equation (RL)
L [H] := β
∞∫
l
lm
φ
(
l
λ
)
λH (λ) dλ = h (l) ,
where l ∈ [0, lm] , lm > 0, λ ≥ llm . Again for h (l) := l−s, s ∈ C in (RL) we
have
(4.1) L [H] = l−s,
with the assumption that its solution has the form Hq (λ) = k (q)λ
q. Simi-
larly we obtain
(4.2)
∞∫
l
lm
φ
(
l
λ
)
ls
λ−q−1
dλ = 1
and for lλ = z
(4.3) k (q)
lm∫
0
φ (z)
ls−1
λ−q−3
∣∣∣∣
λ= l
z
dz = 1.
Once we set −2− q = s, we find k :
(4.4) k (s) =
β lm∫
0
φ (z) zs−1 dz
−1 = 1
β φ∗(s)
,
and the solution
(4.5) Hs (λ) =
λ−s−2
β φ∗(s)
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of equation (4.1). Similarly as before L [Hs]h
∗ (s) = l−sh∗ (s) is just
(4.6)
1
2pii
c+i∞∫
c−i∞
L [Hs]h
∗ (s) ds =
1
2pii
c+i∞∫
c−i∞
h∗ (s) l−s ds
︸ ︷︷ ︸
M−1(h∗(s))=h˜(l)
and
(4.7) β
∞∫
l
lm
λφ
(
l
λ
) 1
2pii
c+i∞∫
c−i∞
Hs (λ)h
∗ (s) ds
 dλ = h˜ (l) .
Finally
(4.8) Hli (λ) :=
1
β
λ−2
2pii
c+i∞∫
c−i∞
h∗ (s)
φ∗ (s)
λ−s ds =
1
β λ2
M−1c
(
h∗ (s)
φ∗ (s)
)
(λ)
solves original equation (RL).
5. Existence of the solutions of equations (RP) and (RL). Here
we will consider the question of the existence of solutions of equations (RP)
and (RL). In the context of integral equations, this is a difficult task, mainly
because they are singular (albeit linear) equations. Notice that there is also
statistical interpretation of their derived form. They have the form of inverse
Mellin transformation of the ratio of s2 − 1 moments and s− 1 moments re-
spectively, of random variables corresponding to the densities of f and φ.
Of course, the proportion of moments does not have to be a moment, so we
cannot talk about a direct relationship to the new density. Indeed, for both
equations, the non-negativity of the functions (inputs) h and φ does not
guarantee the non-negativity of the H solution. Also, it can not be guaran-
teed that H ∈ L(R+). Thus, none of the basic density properties need not be
met even if the inputs are densities. For general inputs h, φ, determining the
necessary or sufficient conditions is a very difficult problem (non-negativity,
but also integrability property of the solution). Indeed, just look at the re-
sults for the spherical ones listed in 3.2. Nevertheless, we give here a partial
answer. In further we denote as γF := inf{α∗ : F = O(x−α∗), x→ 0+} and
γ := max{γh, γφ}.
Proposition 5.1 (Random lines).
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I) Suppose that h, φ ∈ Slm and h∗(µ + i ·), h
∗
φ∗ (µ + i ·) ∈ L(R) for some
µ > γ. Then there exists a unique solution of equation (RL) and has
the form (4.8).
II) If furthermore K > 0:
∣∣∣h∗φ∗ (s)∣∣∣ ≤ K|s|−2, then Hpl ∈ C(R+) and
if h
∗
φ∗ (µ + i ·) ∈ Lp(R), p ∈ (1, 2] for some µ > γ, then λ2Hpl(λ) ∈
L
p/(p−1)
{µ} (R+).
Proof. Since h, φ ∈ Sσm , from Lemma 2.1 it follows that there exist
γh < 1 and γφ < 1 so, that h ∈ L(γh,∞)(R+), φ ∈ L(γφ,∞)(R+). Thus
from Theorem B.2 we have h∗ ∈ H(St(γh,∞)) and φ∗ ∈ H(St(γφ,∞)). This
means, that for γ, which is less than 1 therefore h∗, φ∗ ∈ H(St(γ,∞)). Again
from Lemma 2.1 we have that, φ∗ is nonzero and thus the quotient h
∗
φ∗ ∈
H(St(γ,∞)), which means that the necessary condition for this function
to be Mellin’s image is fulfilled. Since h
∗
φ∗ (µ + i ·) ∈ L(R), from Theorem
B.4 it follows that Hpl is well defined. Furthermore, it follows from Fubini’s
theorem and transformation theorem that
L [Hpl] =
∫
R
∫ ∞
l
lm
λ−1−µ−i ν
2pi
φ
(
l
λ
)
h∗
φ∗
(µ+ i ν) dλ dν =
=
1
2pi
∫
R
l−µ−i ν
h∗
φ∗
(µ+i ν)
∫ lm
0
zµ+i ν−1φ(z) dz dν =
l−µ
2pi
∫
R
h∗(µ+i ν) l−i ν dν.
Since h∗(µ+i ·) ∈ L(R), from the inverse theorem B.7 we get that L [Hpl] = h
a.e. This guarantees the existence since a.e. equal functions h1, h2 have the
same Mellin’s image. Now, if H1pl and H2pl solves given equation, then equality
0 = L
[
H1pl
]
− L
[
H2pl
]
= L
[
H1pl −H2pl
]
= β
∞∫
l
lm
λφ
(
l
λ
)
(H1(λ) − H2(λ)) dλ
implies uniqueness, since λφ
(
l
λ
)
> 0 a.e. The second part of the proposition
follows from Theorems B.5 and B.6.
The proof of the following proposition is identical to the previous one.
Proposition 5.2 (Random planes).
I) Suppose that h, φ ∈ Slm and h∗(µ + i ·), h
∗
φ∗ (µ + i ·) ∈ L(R) for some
µ > γ. Then there is a unique solution of equation (RP), having the
form (3.23)
II) If moreover there exists K > 0:
∣∣∣h∗φ∗ ( s2)∣∣∣ ≤ K|s|−2, then Hli ∈ C(R+)
and if h
∗
φ∗ (µ + i ·) ∈ Lp(R), p ∈ (1, 2] for some µ > γ, then Hli ∈
L
p/(p−1)
{µ} (R+).
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Notice that for p we have sufficient conditions for the solutions Hpl and
λ2Hpl to be in L2. It is good to realize that we can say more. Indeed,
independence of Mellin’s inversion on µ (for which h∗/φ∗ can be integrated)
must necessarily follow from the uniqueness of Mellin transform. Thus, if it
fulfills the condition of uniform convergence (B.2), then λ2Hli(λ) and Hpl(λ)
are in L(α,β)(R+) for some interval (α, β).
6. Random plane examples. Recall that we have two formulas, that
give us solution of the integral equation (RP), in spherical case, the classical
one (3.8) and our formula (3.23). In this section we show that the former
one can not be used when violating regularity of the right hand site.
Example 6.1 (Nearly spherical case). It is a natural generalization of
spherical case (i.e. when p = 1/2) with the density kernel
(6.1) φ(σ) =
{
1−p
σ1−pm (σm−σ)p
, σ ∈ [0, σm]
0, σ > σm
.
where σm ≥ F/4 and p = Mσm2piV ≤ 1/2. This leads to generalized Abel integral
equation and similar type of solution of the form
(6.2) H(λ) = ζ(λ;σm, p,M)
∫ ∞
piλ2
h′(σ)
(σ − σmλ2)pdσ,
see e.g. [10]. Again regularity condition on h is needed. See Figure 3 for case
of p = 1/4,K = 2, σm = pi.
The following example shows that the original formula derived formally
(Abel integral equation) is not always applicable. Recall that Beta function is
defined as B(x, y) =
∫ 1
0
tx−1(1− t)y−1 dt, <(x),<(y) > 0 and B(x, y) = Γ(x) Γ(y)
Γ(x+ y)
,
Γ(z) =
Γ(z + 1)
z
, <(z) > 0.
Example 6.2 (Spherical case, uniform distribution). Consider the equa-
tion (RP) and uniform density h (σ) in the form
h(σ) =
{
1
pi , σ ∈ [0, pi]
0, σ > pi
.
First we find h∗(s) and φ∗(s):
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Figure 3. Graph of the uniform density h and a solution H1 given by (6.2).
Figure 4. Graph of the uniform density h and a solution H1 given by (6.3).
h∗(s) =
∞∫
0
h (σ)σs−1 dσ =
1
pi
pi∫
0
σs−1 dσ =
pis−1
s
, <(s) > 0,
φ∗(s) =
∞∫
0
φ (σ)σs−1 dσ =
∫ pi
0
σs−1
2
√
pi(pi − σ) dσ =
pis−1
2
∫ 1
0
ts−1√
1− t dt =
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=
pis−1
2
B(s, 1/2) =
pis−1Γ(s)Γ(1/2)
2Γ(s+ 1/2)
=
pis−1/2 Γ(s)
2Γ(s+ 1/2)
, <(s) > 0.
We thus have
h∗(s/2)
φ∗(s/2)
=
4Γ (1/2 + s/2)√
pi sΓ (s/2)
, <(s) > 0.
with inverse Mellin transform, see [9, II.5.35]) has the solution
(6.3) Hpl(λ) =
1
α
M−1c
(
h∗
φ∗
(s
2
))
(λ) =
3λ
4
√
1− λ, λ ∈ [0, 1)
see Figure 4. We have to emphasize that uniform case yields zero solution
Hpl(λ) = 0 a.e., which obviously does not fulfill equation (RP). Notice more-
over that Hpl ∈ L1(R+) and α is for us here normalizing constant.
Example 6.3 (Nearly spherical case, uniform distribution). For uniform
density
h(σ) =
{
1
K , σ ∈ [0,K]
0, σ > K
,K > 0
and density given by (6.1) one can show that the solution has normalized
form (i.e. it is a density)
Hsp(λ) =
σm
3
2
−p√pi
Γ (p) Γ (3/2− p)√K
(
K
λ2
− σm
)p−1
, λ <
√
K/σm.
7. Random line examples. In this section we give several examples
of solutions of the integral equation (RL). Recall that we have two formulas
in spherical case, i.e. classical (3.14) and our formula (4.8). In this case they
coincide.
Example 7.1 (Spherical case, triangle distribution). This example shows
that the support of resulting density need not be full original set. Consider
equation (RL) the density h (l) in the form
h(l) =
{
1− |l − 1| , l ∈ [0, 2]
0, l > 2
.
One can directly obtain h∗(s) and φ∗(s):
h∗(s) =
∞∫
0
h (l) ls−1 dl =
1∫
0
l ls−1 dl+
2∫
1
(2− l) ls−1 dl = 2
1+s − 2
s (1 + s)
, <(s) > 0.
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Figure 5. Graph of the uniform density h and a solution H1 given by (7.1).
φ∗(s) =
∞∫
0
φ (l) ls−1 dl =
1
2
2∫
0
ls dl =
2s
s+ 1
, <(s) > −1.
Therefore
h∗(s)
φ∗(s)
=
2− 21−s
s
, <(s) > 0
and inverse Mellin transform (see [9, II. 2.2.1.]) has the form
M−1c
(
h∗ (s)
φ∗ (s)
)
(λ) = M−1c
(
2
s
− 2
1−s
s
)
(λ) =
{
2, λ ∈ [12 , 1]
0, otherwise
.
Finally
(7.1) Hli(λ) =
{ 2
β λ2
, λ ∈ [12 , 1]
0, otherwise
,
see Figure 5. Again β here is normalizing constant. This is in a coincidence
with Hli(λ) given by the classical formula.
Example 7.2 (Spherical case, quadratic distribution). Again consider
equation (RL) and right hand site h (l) in the form
h(l) =
{
3
8 (2− l)2 , l ∈ [0, 2]
0, l > 2
.
18 J. KISELˇA´K ET AL.
We have
h∗(s) =
∞∫
0
h (l) ls−1 dl =
2∫
0
3
8
(2− l)2 ls−1 dl = 3 2
s
s (s2 + 3s+ 2)
, <(s) > 0.
and again
φ∗(s) =
2s
s+ 1
, <(s) > −1.
Thus
h∗(s)
φ∗(s)
=
3
s2 + 2s
, <(s) > 0.
with inverse Mellin transform (see [9, II.2.9.]) of the form
M−1c
(
h∗ (s)
φ∗ (s)
)
(λ) = M−1c
(
3
s2 + 2s
)
(λ) =
3
2
(
1− λ2) , λ ∈ [0, 1]
This yields
Hli(λ) =
{ 3
2β λ2
(
1− λ2) , λ ∈ (0, 1]
0, otherwise
.
Again Hli(λ) = Hli(λ) a.e. but notice that this solution is not integrable
(thus it can not be normalized in standard sense).
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APPENDIX A: THE METHOD OF MODEL SOLUTIONS
Consider a linear equation in the operator form
(A.1) O [y] = f (x) ,
where O linear (integral) operator7, y (x) is an unknown function, and f (x)
is a known function. Let us have a (non constant) test solution
(A.2) y0 = y0 (x, λ) ,
depending on an auxiliary parameter λ. The right-hand side that corre-
sponds to the test solution (A.2) is
(A.3) f0 (x, λ) = O [y0] .
Let us multiply equation (A.3) by some function ϕ (λ) and integrate it with
respect to λ over an suitable interval [a, b]. Assumption of the interchange
of the order of integration yields
(A.4) O [yϕ] = fϕ (x) ,
with
(A.5) yϕ (x) =
b∫
a
y0 (x, λ)ϕ (λ) dλ, fϕ (x) =
b∫
a
f0 (x, λ)ϕ (λ) dλ.
Then from (A.4) and (A.5) follows, for the right-hand side f = fϕ (x),
that the function y = yϕ (x) is a solution of the original equation (A.1).
Here the main problem is how to choose a function ϕ (λ) to obtain a given
function fϕ (x). This can be overcome by finding a test solution Y (x, λ)
(called a model solution) such that the right-hand side of (A.1) is the kernel
of a known inverse integral transform.
7 O has to be independent of λ.
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APPENDIX B: MELLIN TRANSFORM
The following section discusses Mellin integral transform and its prop-
erties. In the text we rely mainly on works [3] and [6]. In our problem of
solving (RP) and (RL), using Mellin transform seems paradoxically easier
that using Laplace or Fourier.
Denote as St(α, β) an open strip of complex number s = µ+ i ν, µ, ν ∈ R
such, that α < µ < β (to be more precise St(α, β) = (α, β) × iR ⊂ C, thus
a vertical strip parallel with the imaginary axis intersecting the real axis in
α a β). For f ∈ Llok (R+) the Mellin transform is defined as
(B.1) M(f (x))(s) = f∗ (s) =
∞∫
0
f (x)xs−1 dx.
Largest open strip St(α, β) of its convergence is called fundamental strip.
Since |xiν | = 1, we have |f∗(µ + iν)| ≤ ||f ||L{µ}(R+), ∀ν ∈ R. To emphasize
for fixed µ = <(s) notation Mµ of transform (B.1) is used. It is well known
that (absolute) convergence on α < Re(s) < β is determined by asymptotical
behaviour near 0 and ∞:
α = inf{α∗ : f = O(x−α∗), x→ 0+},
β = sup{β∗ : f = O(x−β∗), x→∞}.
A lot of examples can be found in monograph [9] consisting of, a.o., the
Mellin and inverse Mellin transformation tables. We will now present basic
properties we need. The set of holomorphic functions on open O ⊆ Cn is
denoted as H(O).
Theorem B.1 ([3], Pr. 1). a) Mellin transform is bounded linear oper-
ator on L(α,β)(R+), so that |f∗(µ+ i ·)| ≤ ||f ||L{µ}(R+).
b) If c > 0 and f ∈ L(α,β)(R+), then f(cx) ∈ L(α,β)(R+) a f(xc) ∈
L(cα,cβ)(R+), whereas
M(f(cx))(s) = c−sM(f(x))(s), s ∈ St(α, β),
M(f(xc))(s) = c−1M(f(x/c))(s), s ∈ St(cα, cβ).
Theorem B.2 ([3], Th. 1.). If f ∈ L(α,β)(R+), then f∗ ∈ H(St(α, β)).
Theorem B.3 ([13], Th. 1.15.). If f ∈ Lp{µ}(R+), p ∈ (1, 2] for some
µ ∈ R, then Mµ(f) exists and belongs into Lp/(p−1)(R).
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E.g. f ∈ L2{µ}(R+) yields Mµ(f) ∈ L2(R). On the other hand, when we
talk about transformation, we also need to talk about its inversion and we
naturally ask ifM−1(M(f)) = f ? Here we have to emphasize that the Mellin
transform does not map functions from L(α,β)(R+) into H(St(α, β)) surjec-
tively. Indeed, there is no image, for example, for a holomorphic function
f ≡ 1. Necessary condition for F ∈ H(St(α, β)) to be the Mellin transform
of a function from L(α,β)(R+), is
(B.2) lim
|ν|→∞
F (µ+ iν) = 0
uniformly with respect to µ ∈ [a, b] ∀[a, b] ⊂ (α, β). From the further it
follows that the condition (B.2) it is also sufficient if F (µ+ i ·) ∈ L(R) ∀µ ∈
(α, β). For F (µ+ i ·) ∈ L(R) is the inverse Mellin transform defined as
(B.3) M−1µ (F (s))(x) :=
x−µ
2pi
∫
R
F (µ+ i ν)x−i ν dν, x > 0
It is well defined as the next theorem says.
Theorem B.4 ([3], Pr. 5., Lm. 4.). a) If F (µ+i ·) ∈ L(R) for some µ ∈
R, then
|M−1µ (F (s))(x)| ≤
x−µ
2pi
∫
R
|F (µ+ iν)|dν <∞, x > 0
thus, the inverse Mellin transform (B.3) is well defined.
b) If F (µ + i ·) ∈ L(R),∀µ ∈ (α, β), F ∈ H(St(α, β)) and holds (B.2),
then M−1µ (F ) is independent on the choice of µ ∈ (α, β) and M−1µ (F ) ∈
L(α,β)(R+).
Is is also fact, that if the function F is holomorphic and vanishes suffi-
ciently fast for =(s) → ±∞, then the Cauchy integral theorem yields that
the inverse8 (B.3) is in fact a (complex) path integral (along a line parallel
to the y-axis) given by
(B.4)
M−1µ (F (s))(x) =
1
2pii
∫ µ+i∞
µ−i∞
x−sF (s) ds := lim
R1,R2→∞
1
2pii
∫ µ+iR2
µ−iR1
x−sF (s) ds.
If we add boundedness to holomorphy property, we can say something
about the continuity of images of the transform.
8It is good to realize that from a practical point of view the inverse Mellin trans-
formation formula (B.4) is not easy to use and usually leads to relatively complicated
calculations (using, for example, the theory of complex analysis).
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Theorem B.5 ([2], Th. 12.1.). If F ∈ H(St(α, β)) and if does exist
K > 0 such that |F (s)| ≤ K|s|−2, then M−1(F ) ∈ C(R+).
We may also be interested when the image of the transform will be in
some of the spaces Lq{µ}(R).
Theorem B.6 ([13], Th. 1.16.). If F (µ + i ·) ∈ Lp(R), p ∈ (1, 2] for
some µ ∈ R, then M−1µ (F ) exists and belongs into Lp/(p−1){µ} (R+).
Here is an important inversion theorem.
Theorem B.7 ([3], Th. 7., 8.). a) If f ∈ L{µ}(R+) and f∗(µ + i ·) ∈
L(R) for some µ ∈ R, then M−1µ (Mµf)(x) = f(x) a.e. on R+ (if more-
over f ∈ C(R+), then it holds ∀x ∈ R+).
b) If f ∈ L(α,β)(R+) and f∗(µ + i ·) ∈ L(R) for every µ ∈ (α, β), then
M−1µ1 = M
−1
µ2 , ∀ µ1, µ2 ∈ (α, β).
c) If f, g ∈ L{µ}(R+) for some µ ∈ R such that f∗(µ + i ν) = g∗(µ +
i ν), ∀ν ∈ R, then f = g a.e. on R+.
Remember that it is often possible to use tables from a monograph [9]. It
is also possible to use approximate methods or numerical methods, e.g. [11],
[7].
Institute of Mathematics , P.J. Sˇafa´rik University in Kosˇice, Slovakia
LIT and IFAS, Johannes Kepler University Linz, Austria
E-mail: jozef.kiselak@upjs.sk
gabriela.baluchova@student.upjs.sk
