= model constant for the dissipation equation N RECENT years, hybrid Reynolds-averaged Navier-Stokes (RANS)-large-eddy simulation (LES) models have become a viable compromise between RANS and LES methods for solving massively separated turbulent flows, which frequently occur in aerospace applications. The shortcomings of RANS models and the excessive computational expense of a fully resolved LES have provided a void for these hybrid approaches to fill.
One of the more common hybrid RANS-LES methods in use is the delayed detached-eddy simulation (DDES) approach [1] , which is an improved version of the original detached-eddy simulation (DES) method [2] . Both forms are commonly used in the aerospace industry and research alike. DDES can be seen as a three-dimensional unsteady model based on an underlying off-the-shelf RANS model. It seamlessly joins a subgrid-scale model in regions where the numerical grid is fine (and outside of the attached boundary layer) to a RANS model in all other regions.
The principle of DDES is to modify the RANS length scale L RANS as follows:
in which L LES ΨC DDES Δ. Ψ is a correction term to ensure the model returns to the classical Smagorinsky form when in LES mode; f d ≈ 1 in the LES region and decreases to 0 in the RANS regions. The original DES method was based on the Spalart-Allmaras (SA) [3] model. Since then, several RANS models have been applied to DES and DDES. By far, the most popular models are based on the SA and k-ω shear-stress transport (SST) [4] models. The issue of model sensitivity within DDES, with particular focus on aerospace flows, has recently been investigated [5] . One conclusion from this research was that for flows in which separation occurs due to the presence of a sharp change in geometry, the solution is only weakly dependent on the underlying RANS model. For flows in which separation occurs through an adverse pressure gradient, some sensitivity to the underlying RANS model is observed. The majority of the RANS models tested in [5] were variants of the SA model; no Reynolds stress models or elliptic-relaxation models were tested. At the time, perceived issues over the numerical stability of these models likely informed this decision.
In a similar approach to DES, Delibra et al. [6] used with some success a hybrid RANS-LES method based upon an ellipticrelaxation RANS model to investigate a wall-bounded pin matrix. Like DES, their method modifies the dissipation term of the turbulent kinetic energy equation to damp the turbulent viscosity and resolve more of the flow.
In the current work, a new DDES model is formulated based on the φ-f model [7] , which has previously demonstrated both improved modeling of the near-wall physics and numerical robustness for industrial applications.
The φ-f model is a robust version of the code-friendly v 2 − f model developed by Lien and Durbin [8] . In this model, v 2 is replaced by the dimensionless quantity φ v 2 ∕k, which results in a more stable model that converges more easily and allows the use of larger time steps compared to the model of Lien and Durbin when used with an uncoupled solver. The model is based on the high-Reynoldsnumber k-ε model [9] , but with modifications to impose the correct behavior near the wall, mainly the correct near-wall scaling of ν t and the use of the Kolmogorov scaling together with a modified φ-dependent C ε1 term (denoted C 0 ε1 ). For the φ-f model, the standard DDES modification is made to the turbulent kinetic energy equation:
In the current formulation, the DDES length-scale modification appears only in the turbulent kinetic energy equation and not in the equation for φ. This was chosen to be consistent with the principle of the original DES formulation. Yan et al. [10] investigated the differing results that may be obtained when using an alternative length-scale substitution (through ν t , which is comparable to also using φ). In the present study, it was decided to establish a baseline version of the φ-f DDES model before investigating alternative substitutions.
Calibration and Validation
The turbulent viscosity should return to a subgrid-scale Smagorinsky-like form when using the DDES length scale
, in which C is a constant. Under local equilibrium conditions (in which production, P k ν t S 2 , is equal to dissipation), the k equation (in LES mode) and ε equation become
from which it is straightforward to show that the Smagorinsky form of the φ-f subgrid-scale model is given by
The correction term Ψ should be of the form AΨ 2 const. Unlike the SST-DDES model, A is not a constant and is dependent on φ both directly and via the C 0 ε1 parameter. This effectively results in a dynamic φ-dependent LES. The φ dependence is removed by setting
This cancels out the terms in front of C DDES Δ and returns the model to the standard LES mode for DDES. The C DDES parameter for the new DDES formulation is calibrated using decaying isotropic turbulence (DIT) on two grids consisting of 32 3 and 64 3 cubic and uniform cells. The velocity field is initialized with a suitable instance of isotropic turbulence by the use of an inverse Fourier transform, using the experimental data of ComteBellot and Corrsin [11] . To obtain the initial values for other variables, such as the pressure and turbulence quantities, a frozen velocity-field simulation was conducted which, once converged, was used to provide initial conditions for the unsteady turbulence simulation. C DDES is similar to the Smagorinsky constant and must necessarily be calibrated for each DDES formulation. For the φ-f DDES model, a value of C DDES 0.60 was chosen (Fig. 1) .
All calculations were performed using the open-source software Code_Saturne [12, 13] developed by EDF R&D. The temporal discretization is second order, while a hybrid numerical scheme based on a blend of central differencing (for the LES zones) and upwinding (for the RANS zones) is used to discretize spatially the convective terms.
This hybrid numerical scheme employs the same f d function found in DDES and is used to control the numerical scheme as follows:
in which SOLU and CDS represent a second-order upwind-based scheme and a centered scheme, respectively.
Two-Dimensional Periodic Hills
To validate this new DDES formulation, several cases are investigated, the first being the flow over a periodic arrangement of hills whose shape is defined in Fröhlich et al. [14] . The twodimensional (2-D) computational domain is shown in Fig. 2a , in which h is the hill height and L h 1.93h, L x 9h, L y 3.035h, and the spanwise domain is L z 4.5h. Flows at two Reynolds numbers were simulated, Re 10; 590 and Re 37; 000, based on the hill height and the bulk velocity. The case has been investigated extensively because of the strong separation observed after the hill and the complex and rich flowfield, which occurs throughout the domain. Fig. 2 a) Case setup for the 2-D periodic hills, and b) mean spanwise averaged skin-friction coefficient C f for the two-dimensional periodic hills at Re 10;590. The mesh (160 × 160 × 60) is suitably refined near the walls to ensure that y < 1. Periodicity is set in the streamwise and spanwise directions, and a no-slip condition is applied to the top and bottom walls. The time step is set to ΔtU b ∕h 0.005 for each simulation, which ensures a CFL max < 1.
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For the majority of the flow, both DDES formulations predict the correct level of turbulent shear stress and, therefore, a similar velocity profile to that of the reference LES [14] and experimental data [15] . There is little variation between the two DDES variants for both Reynolds numbers (Table 1 , and Figs. 2b and 3) because both models are in LES mode for the majority of the flow (except the boundary layer). This is not surprising given that this case is known to be fairly insensitive to the underlying model, but nevertheless it serves as a further validation of the new formulation.
NACA 0021 at 60 Deg Incidence
The flow over a symmetric NACA 0021 airfoil at 60 deg angle of attack is also investigated. The flow at this angle of attack is post-stall and exhibits highly unsteady flow features. The Reynolds number is Re c 2.7 × 10 5 (based on the chord length c and the freestream velocity U ∞ ).
An O-type mesh (140 × 100 × 34) was used, with a time step satisfying ΔtU ∞ ∕c 0.0025, again resulting in a CFL max < 1 in the areas of resolved flow. Each simulation was performed for 1000 convective transit times (TU ∞ ∕c). Averaging commenced after the initial condition transients had died away (typically 250 transit times). The domain extends a spanwise distance of one chord length and periodicity is applied in this direction. Table 2 shows the global force results from both DDES formulations and those provided from the experimental data [16] . The φ-f DDES model matches more closely the experimental data than do the SST-DDES results, as well as predicting a more accurate Strouhal number for the main frequency peak. The improved prediction in pressure distribution (Fig. 4) is clearly manifested in the global lift and drag coefficients. The level of resolved turbulent kinetic energy (TKE) is known to be overpredicted by the SST-DDES model [5] , which makes the φ-f DDES model predictions more accurate overall (Figs. 5a and 5b) . The level of modeled turbulence is low for both formulations showing that each formulation is in the LES mode (Fig. 6) .
The higher level of resolved turbulence for the SST-DDES model means there will be greater fluid mixing in the recirculation zone. This increased mixing brings more higher momentum fluid into the region and reduces the recirculation zone as seen in Fig. 7a . As there is higher momentum in this region compared to that produced by the φ-f DDES model, there results a lower pressure on the upper surface (as seen in Fig. 4 ) and ultimately higher lift and drag (Table 2) . Figure 8 shows an instantaneous view of the vorticity magnitude for both DDES formulations. For both these models, the resolution of the turbulence is broadly similar, and the structures from the vortex shedding are clear as well as the two shear layers from the leading and trailing edges.
Two-Dimensional Wall-Mounted Hump
The final test case is predominantly characterized by a geometryinduced separation point, and was selected as a challenging case at a recent NASAworkshop [17] . The turbulent flow over a wall-mounted 2-D hump (Fig. 9a) at a Reynolds number of Re c 9.36 × 10 5 (based on a chord length of c 0.42 m and a freestream velocity of U ∞ 34.6 m∕s).
The mesh (Fig. 9b) was provided by New Technologies and Services (NTS) (379 × 121 × 64) for the Advanced Turbulence Simulation for Aerodynamic Application Challenges (ATAAC) project, and has been found to produce good results for both DDES formulations. A no-slip boundary condition was applied at the bottom wall, and a slip wall was applied to the top wall. Periodic boundary conditions were used in the spanwise direction, which extended a distance of 0.4c. All cases employed a time step of ΔtU ∞ ∕c 0.001, again ensuring CFL max < 1.
Although the upstream part of the experimental domain was greater than that found in the computation (−6.39c for the former and −2.14c for the latter), work by Šarić et al. [18] shows that there is no significant difference between the choice of the inlet position. The oncoming flow is characterized by a zero-pressure-gradient turbulent boundary layer, whose thickness δ is approximately 57% of the hump height measured at the upstream extent of the domain (−2.14c); this corresponds to a momentum-thickness-based Reynolds number Re θ 7200 [17] . The mean profiles of the velocity and turbulent quantities used as inlet boundary conditions were taken from a precursor computation; no additional fluctuations were added. Figure 10 highlights the difference between the two DDES models. The φ-f DDES model predicts the correct recirculation Figure 11 shows the streamwise velocity, shear stress, and normal Reynolds stress for both models at x∕c 0.9 and x∕c 1.0, in which the improvement shown by the φ-f DDES model is visible. The larger shear-stress values, coupled with larger values for the Reynolds stresses, result in a shorter recirculation region for the φ-f DDES model, which is more consistent with the experimental values.
The additional transport equation for φ ( v 2 ∕k) enables the model to capture better some of the anisotropy of the flow (by using φ to damp the turbulent viscosity near the wall). It is worth noting that, when observing the predictions of the normal Reynolds stresses, that the error of the experimental particle-image-velocimetry data (for the turbulent quantities) is quoted as being up to 20% [17] .
Conclusions
The φ-f delayed detached-eddy simulation (DDES) model has been derived and calibrated using decaying isotropic turbulence (DIT), and then evaluated on three test cases. Suitable formulations of the correction function Ψ and DDES constant C DDES have also been derived and demonstrated using the DIT case. The results from the two-dimensional (2-D) wall-mounted hump and NACA 0021 airfoil are promising and suggest that the underlying Reynolds-averaged Navier-Stokes (RANS) model can play a role in helping to improve future DDES formulations, even for cases with largely fixed separation points. For the 2-D hump, the improved modeling of the near-wall physics improves the prediction of the shear stress, which in turn leads to a better prediction of the strength of the recirculation region. While the φ-f RANS model does involve two further transport equations compared with the shear-stress transport (SST) model, in all cases, the increased computational cost of the φ-f DDES model relative to the SST-DDES model is observed to be low, less than 10% (hump: 9.4%, 2-D hills: 9.7%, NACA 0021: 8.7%).
While the φ-f DDES model is not a fix for the shortcomings of DDES, it is a practical and robust alternative to the established SST-DDES and Spalart-Allmaras-DDES variants that have become the de facto choice for many DDES users. 
