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2 Abstrak
Epilepsi merupakan salah satu kelainan neurologi yang 
paling umum terjadi. Penyakit epilepsi adalah suatu kondisi yang 
dapat menjadikan seseorang mengalami kejang secara tiba-tiba 
dan berulang. Kejang adalah kejadian epilepsi dan merupakan ciri 
epilepsi yang harus ada, tetapi tidak semua kejang merupakan 
manifestasi epilepsi. Analisis Electroencephalography (EEG) 
merupakan metode utama dalam mendiagnosa kejang epilepsi. 
Sinyal EEG memiliki distribusi non-gausian, non-stasioner dan 
memiliki sifat non-linier sehingga diperlukan metode 
komputerisasi dalam mendiagnosa kejang epilepsi. EEG terdiri 
atas lima bagian frekuensi yaitu delta, theta, alpha, beta, dan 
gamma. Hanya theta, alpha, dan beta yang membawa informasi 
kejang. Pada penelitian ini metode IIR butterworth filter 
digunakan untuk memfilter sinyal menjadi gelombang theta, alpha, 
dan beta. Selanjutnya dari masing-masing sub-frekuensi diekstrak 
fitur maksimum, minimum, variance, energi, dan entropy yang 
akan digunakan sebagai variabel prediktor dalam klasifikasi 
menggunakan metode KNN. Pada langkah analisis klasifikasi 
dengan menggunakan metode KNN didapatkan nilai K terbaik 
adalah saat K=3, selanjutnya dengan menggunakan metode 3-NN 
didapatkan nilai akurasi, sensitifitas, dan spesitivitas masing-
masing sebesar 98,4%, 98,75%, dan 97%.
Kata Kunci: Electroenchepalography, Epilepsi, IIR Butterworth, 
K-Nearest Neighbor
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3 Abstract
Epilepsy is one of the most common neurological disorders. 
Epilepsy is a condition that can cause a person to experience 
seizures suddenly and repeatedly. Seizures are epilepsy events and 
are characteristic of epilepsy that must exist, but not all seizures
are epilepsy manifestations. Electroencephalography (EEG) 
analysis is the main method to diagnose epileptic seizures. EEG 
signals have non-gaussian, non-stationary and non-linear 
distributions so the computerized methods are required to
diagnose epileptic seizures. EEG consists of five diffrent frequency 
bands namely delta, theta, alpha, beta, and gamma. Only theta, 
alpha, and beta carry seizure information. In this research the IIR 
butterworth filter method is used to filter the signal into theta, 
alpha, and beta sub bands. Feature such as maximum, minimum, 
variance, energy, and entropy is extracted from each of the three 
sub bands and used as predictor variables in the classification 
using KNN method. In the step of classification analysis using KNN 
method, the best value of K is given when K = 3, then by using 3-
NN method, the classification performance values such as
accuracy, sensitivity, and specificity are 98,4%, 98,75% and 97%.
Keywords: Electroenchepalography, Epilepsy, IIR Butterworth, 
K-Nearest Neighbor
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1.1  Latar Belakang
Otak manusia merupakan struktur pusat pengaturan yang 
memiliki volume sekitar 1.350cc dan terdiri atas 100 juta sel saraf 
atau neuron (Beatty, 2001). Otak manusia dapat melakukan 
berbagai aktivitas baik itu normal maupun abnormal. Kondisi 
abnormal dapat terjadi pada gangguan neurologis dan 
ketidakseimbangan akibat pengaruh obat-obatan, seperti kejang 
pada epilepsi dan demensia (Teplan, 2002). Jutaan sel yang 
terdapat pada otak memiliki proses seperti aliran listrik, yang 
mampu mengantarkan jutaan informasi perdetik.  Lepasnya 
muatan listrik pada sel-sel otak secara tiba-tiba dengan jumlah 
yang berlebihan dan tidak teratur mengakibatkan penerimaan dan 
pengiriman rangsang antara bagian-bagian otak dan dari otak ke 
bagian-bagian tubuh lain jadi terganggu. Hal inilah menyebabkan  
terjadinya epilepsi.
Epilepsi merupakan suatu manifestasi gangguan fungsi otak 
dengan berbagai etiologi, dengan gejala tunggal yang khas, yaitu 
kejang berulang lebih dari 24 jam yang diakibatkan oleh lepasnya 
muatan listrik neuron otak secara berlebihan dan paroksismal serta 
tanpa provokasi (Engel & Pedley, 2008). Tiap Individu yang 
mengalami epilepsi mempunyai risiko yang bermakna untuk 
mengalami kekambuhan kejang. Waktu munculnya kejang terjadi 
secara mendadak, tidak disertai demam dan tidak dapat diprediksi.
Pada penderita epilepsi, kejang dapat terjadi pada sebagian tubuh 
maupun kejang diseluruh tubuh yang dapat menyebabkan 
kehilangan kesadaran, cedera fisik atau bahkan dapat 
menyebabkan kematian (Shoeb, & Guttag, 2010).
Data organisasi kesehatan dunia (WHO, 2018) menunjukkan 
bahwa epilepsi menyerang 50 juta dari penduduk dunia. Prevalensi 
epilepsi rata-rata mencapai 8,2 per 1000 penduduk. Sementara 
kasus baru epilepsi lebih banyak terjadi di negara berkembang 
termasuk Indonesia yang rata-rata diperkirakan mencapai 114 per 
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100.000 penduduk per tahun. Pada negara maju kasus baru terjadi 
rata-rata 50 per 100.000 penduduk per tahun. Prevalensi epilepsi 
cukup tinggi pada bayi dan anak-anak, menurun pada dewasa muda 
dan pertengahan, kemudian meningkat lagi pada kelompok usia 
lanjut (Perhimpunan Dokter Spesialis Saraf Indonesia 
(Kusumastuti, Gunadharma, & Kustiowati, 2011).
Kejang adalah kejadian epilepsi dan merupakan ciri epilepsi 
yang harus ada, tetapi tidak semua kejang merupakan manifestasi 
epilepsi. Selain karna epilepsi, kejang juga dapat diakibatkan oleh 
penyebab lain termasuk reaksi obat, kondisi jantung, stres psikis, 
atau bahkan kurang tidur yang ekstrim. Diagnosa pasti epilepsi 
adalah dengan menyaksikan secara langsung terjadinya serangan, 
namun serangan epilepsi jarang bisa disaksikan langsung oleh 
dokter, sehingga diagnosa epilepsi hampir selalu dibuat 
berdasarkan keterangan dari orang sekitar penderita yang biasanya 
sering kali tidak khas dan tidak akurat, sedangkan penderitanya 
sendiri tidak tahu sama sekali bahwa ia baru saja mendapat 
serangan epilepsi. Salah satu metode yang membantu mendiagnosa 
kejang epilepsi adalah secara obyektif dengan menggunakan 
peralatan electroencephalogram (EEG). 
EEG merupakan metode atau teknik perekaman aktivitas 
listrik pada otak secara spontan dalam periode waktu yang singkat, 
biasanya berkisar antara 20 menit sampai 40 menit. Hasil dari 
perekaman tersebut berupa sinyal gelombang otak. Sinyal tersebut 
didapatkan dari beberapa elektroda yang dipasang pada kulit 
kepala. Sinyal EEG yang diukur akan memiliki amplitudo sekitar 
10 µV sampai 100 µV dan frekuensi dikisaran 1 Hz sampai sekitar 
100 Hz (Subbha, dkk., 2010). Secara tradisional, rekaman EEG 
diperiksa secara visual oleh ahli neurologi yang terlatih untuk 
mendeteksi kejang epilepsi atau kelainan lainnya yang dialami oleh 
pasien. Analisis sinyal EEG secara visual untuk mendiagnosa 
epilesi tidaklah cukup karena sampai saat ini tidak ada kriteria atau 
ciri-ciri spesifik yang dievaluasi oleh para ahli. Selain itu, 
kesalahan dalam mendiagnosa penyakit dapat menyebabkan 
kematian bagi pasien. Sinyal EEG memiliki distribusi non-gausian, 
3
non-stasioner dan memiliki sifat non-linier, sehingga beberapa 
teknik komputerisasi otomatis telah digunakan untuk meneliti hasil 
rekaman EEG (Kumar, & Kolekar, 2014).
Klasifikasi merupakan salah satu metode data mining yang 
dapat digunakan meminimalisir kesalahan dalam mendiagnosa 
epilepsi berdasarkan sinyal EEG. Penelitian mengenai diagnosa 
atau deteksi epilepsi telah menggunakan beberapa metode data 
mining. Kumar dan Kolekar (2014) melakukan penelitian 
mengenai deteksi kejang epilepsi dengan menggunakan metode 
Discrete Wavelet Transform (DWT) sebagai ekstarksi fitur dan 
metode Support Vector Machine (SVM) untuk klasifikasi 
mendapatkan rata-rata akurasi, sensitivitas, dan spesifisitas terbaik 
masing-masing sebesar 97,5%, 98%, dan 96%. Penelitian yang 
sama juga dilakukan oleh Guo, dkk. (2011) dengan mengunakan 
Genetic programming based sebagai metode ekstraksi fitur dan 
metode klasifikasi dengan KNN didapatkan akurasi sebesar 93,5%.  
Penelitian mengenai deteksi epilepsi juga pernah dilakukan oleh 
Napitupulu, dkk (2017) dengan menggunakan Weighted 
Permutation Entropy (WPE) sebagai metode ekstraksi fitur dan 
metode Support Vector Machine (SVM) untuk klasifikasi 
mendapatkan rata-rata akurasi sebesar 91,88%.
Pada penelitian ini akan dijelaskan mengenai diagnosa 
kejang epilepsi menggunakan metode IIR butterworth Filter dan 
KNN. IIR merupakan salah satu metode filter yang menghasilkan 
panjang gelombang yang sama dengan sinyal aslinya. EEG terdiri 
atas lima bagian frekuensi yaitu delta, theta, alpha, beta, dan
gamma. Dari kelima sub-band tersebut hanya theta, alpha, dan 
beta yang membawa informasi kejang (Kumar, & Kolekar, 2014).
Sehingga pada tugas akhir ini metode IIR butterworth filter 
digunakan untuk mendapatkan sinyal dengan ketiga sub-band
tersebut. Sedangkan KNN merupakan salah satu metode klasifikasi  
paling tua yang berasal dari konsep NN, paling sederhana dan 
popular namun memiliki kinerja yang baik yang mampu menyamai 
kinerja metode lain yang lebih rumit seperti PNN (Yang, dkk., 
2007), (Tamouk, & Allahakbari, 2012), (Statnikov, dkk., 2005).
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Alotaiby, dkk (2015) melakukan penelitian mengenai 
diagnosa kejang epilepsi menggunakan metode IIR Butterworth
untuk filterisasi sinyal dan klasifikasi menggunakan SVM 
didapatkan nilai akurasi, spesifisitas, sensisitivitas masing-masing 
sebesar 93,15, 98,279, dan 87,04
(2014) melakukan perbandingan klasifikasi dengan metode 
Artificial Neural Networks (ANN), Naive Bayesian, k-Nearest 
Neighbor (KNN), Support Vector Machines (SVM) dan k-Means
menyimpulkan bahwa metode KNN lebih baik dari metode-metode 
lainnya. Data yang digunakan dalam penelitian ini adalah data 
rekaman EEG otak manusia yang diperoleh dari Klinik für 
Epileptologie Universität Bonn. Diharapkan nilai akurasi pada 
penelitian ini lebih baik dari penelitian sebelumnya sehingga dapat 
digunakan dalam mendeteksi kejang epilepsi.
1.2  Rumusan Masalah
Kejang merupakan salah satu ciri khas epilepsi, tetapi tidak 
semua kejang merupakan manifestasi dari epilepsi. EEG 
merupakan metode atau teknik perekaman aktivitas listrik pada 
otak dengan hasil rekaman berupa sinyal. Sinyal EEG memiliki 
distribusi non-gaussian, non-stasioner, dan non linear, sehingga 
metode visual tidaklah cukup untuk mendiagnosa kejang epilepsi
berdasarkan sinyal EEG. Selain itu sinyal EEG terdiri atas lima 
sub-band frekuensi yaitu frekuensi delta, theta, alpha, beta, dan 
gamma namun hanya sub-band , theta, alpha, dan beta yang 
membawa informasi kejang. Sehingga dibutuhkan metode 
komputerisasi dalam mendiagnosa kejang epilepsi. Berdasarkan 
uraian tersebut permasalahan yang akan dibahas dalam penelitian 
ini adalah bagaimana hasil filterisasi dan ekstraksi variabel dari 
sinyal EEG dan bagaimana hasil klasifikasi sinyal EEG dengan 
menggunakan KNN.
1.3 Tujuan
Tujuan yang dapat diambil dari penelitian ini adalah sebegai 
berikut.
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1. Mendapatkan data sinyal hasil filterisasi dengan 
gelombang theta, alpha, dan beta dan ekstraksi fitur dari 
masing-masing gelombang.
2. Mengetahui hasil klasifikasi kejang epilepsi berdasarkan 
fitur EEG yang telah diekstrak.
1.4  Manfaat
Manfaat yang diharapkan dapat diperoleh dari penelitian ini 
adalah sebagai berikut.
1. Membantu ahli neurologi dalam mengambil keputusan 
mengenai diagnosa penyakit kejang epilepsi berdasarkan 
sinyal EEG sehingga dapat segera dilakukan tindakan 
preventif untuk pengobatan pasien.
2. Menambah referensi dalam penggunaan metode IIR 
Butterworth Filter dalam filterisasi sinyal EEG serta 
klasifikasi kejang epilepsi menggunakan metode KNN.
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2.1 Infinite Impulse Response (IIR) Filter
Filter atau tapis adalah suatu sistem yang berfungsi untuk 
menyaring sinyal, sebagian sinyal akan dibiarkan lewat, sebagian 
yang lain akan akan ditahan. Berdasarkan sinyal yang diproses,
filter dibagi menjadi dua, yaitu filter analog dan filter digital.
Secara umum, filter digital adalah sama dengan filter analog, hanya 
saja sinyal input dan sinyal output-nya adalah sinyal digital. Filter 
digital memiliki banyak kelebihan dibandingkan dengan
pasangannya filter analog, baik dalam performa yang lebih tinggi 
dengan transition zone yang lebih kecil, ketahanan, serta 
fleksibilitas dalam menentukan range kerjanya (Smith, 1997). 
Karena faktor-faktor ini, filter digital merupakan elemen penting 
dalam bidang DSP (Digital Signal Processing).
Terdapat dua metode untuk mendesain sebuah filter digital. 
Metode pertama dengan menggunakan proses konvolusi antara 
sinyal input dengan impulse response dari filter yang dikehendaki, 
filter jenis ini disebut filter FIR (Finite Impulse Response). Metoda 
kedua adalah dengan proses rekursif, yang merupakan kelanjutan 
dari metoda konvolusi. Bila dalam proses konvolusi perhitungan 
dilakukan dengan hanya menggunakan sampel input saja, maka 
dalam proses rekursif perhitungan dilakukan dengan sampel input 
yang dijumlahkan dengan sampel output sebelumnya. Hal ini 
membuat metode rekursif menjadi sangat panjang dan mendekati
titik tak berhingga (infinity), oleh karena itu filter jenis ini disebut 
filter IIR (Infinite Impulse Response).
Pengertian sederhana untuk IIR filter disini adalah bahwa 
output filter merupakan fungsi dari kondisi input sekarang. Konsep 
ini kemudian lebih dikenal sebagai recursive filter, yang mana
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melibatkan proses feed back dan feed forward. Dalam bentuk 
persamaan beda yang menghubungkan input dengan output
dinyatakan dengan persamaaan (2.1) berikut ini.
(2.1)
dengan,
koefisien feed forward ke-l





Untuk merealisasikan ke dalam sebuah program simulasi atau 
perangkat keras maka bentuk persamaan diatas dapat 
disederhanakan ke dalam diagram blok seperti pada Gambar 2.1.
Gambar 2.1 Diagram blok Filter IIR
(Sumber: Podder, dkk., 2014)
Konfigurasi Butterworth adalah salah satu konfigurasi 
standar dari filter rekursif baik dalam bentuk analog maupun 
digital. 
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Gambar 2.2 Tipe Magnitude Respon dari Konfigurasi Filter butterworth (a), 
Chebbyshev (b dan c), dan Elliptical (d)
(Sumber: Podder, dkk., 2014)
Konfigurasi ini menekankan pada aproksimasi karakteristik 
lowpass dengan hasil respons yang mendekati titk nol dengan halus 
dan rata (smooth and flat) (Soliman, 1990). Filter Butterworth
didefinisikan melalui persamaan magnitude function
berikut:
(2.2)
dengan N adalah nilai orde filter.
Jelas dari rumus di atas bahwa magnitude function
Butterworth adalah fungsi frekuensi ( ) yang menurun secara 
monoton, dengan nilai maksimumnya dari unity terjadi pada saat 




untuk semua nilai N. Dengan demikian, filter Butterworth
dalam bentuk normal memiliki frekuensi cutoff sebesar 3 dB. 
Gambar 2.3 menunjukkan plot dari karakteristik magnitude dari 
filter Butterworth untuk beberapa tingkatan orde.
Gambar 2.3 Tipe Magnitude Respon dari Konfigurasi Filter butterworth untuk 
Berbagai Tingkat Orde
2.2 Ekstraksi Fitur
Ektraksi fitur merupakan tahapan yang digunakan untuk 
menghasilkan fitur-fitur yang akan digunakan sebagai variabel 
prediktor dalam metode klasifikasi. Berikut merupakan beberapa 
fitur yang dapat yang dapat diekstrak dari sinyal EEG (Hamad, 
dkk., 2016) dan (Kumar, & Kolekar, 2014).
1. Energy
Energi dari sinyal didefenisikan sebagai jumlah kuadrat dari 




Dimana adalah nilai sampel, dan N adalah jumlah sampel 
masing-masing sub-band.
2. Variance
Pengukuran Variance menunjukkan seberapa jauh persebaran 
dari sekumpulan data. Variance dari sekumpulan data dapat 
dihitung dengan menggunakan Persamaan (2.4).
(2.4)
Dengan adalah rata-rata dari data sampel X, dan N adalah 
jumlah sampel.
3. Maksimum
Maksimum adalah nilai sampel terbesar dari setiap sub-band
4. Minimum
Mimimum adalah nilai sampel terkecil dari setiap sub-band
5. Entropy
Entropy merupakan pengukuran ketidakpastian secara 
numerik dari outcome letak sinyal yang mengandung ribuan bit 
informasi. Secara matematis Entropy dirumuskan dengan 
Persamaan (2.5).
(2.5)
2.3 K-Nearest Neighbor (KNN)
Nearest Neighbor (NN) adalah salah satu metode yang 
banyak digunakan dalam Data Mining. Metode NN 
diklasifikasikan sebagai lazy laearner, karena metode ini menunda 
proses pelatihan atau tidak melakukan sama sekali, sampai ada data 
uji yang ingin diketahui label kelasnya. Ketika ada data uji yang 
ingin diketahui label kelasnya, maka metode NN baru akan 
menjalankan algoritmanya (Han, Kamber, & Pei, 2012). K-Nearest 
Neighbors merupakan salah metode satu  paling tua yang berasal 
dari konsep NN, paling sederhana dan popular namun memiliki 
12
kinerja yang baik yang mampu menyamai kinerja metode lain yang 
lebih rumit seperti PNN (Yang, dkk., 2007), (Tamouk &  
Allahakbari, 2012), (Statnikov, dkk., 2005). Algoritma KNN 
dijalankan berdasarkan konsep kedekatan atau jarak data dengan 
data lainnya, dengan nilai K menunjukkan jumlah data terdekat 
yang digunakan untuk pengklasifikasian kelas data.
Pemilihan nilai K merupakan hal yang sangat 
mempengaruhi kinerja metode KNN (Prasetyo, 2014). Nilai K 
yang terlalu kecil atau terlalu besar  akan mengakibatkan hasil 
prediksi sensitif terhadap gangguan/noise atau adanya risiko bahwa 
data yang dipilih tidak relevan karena mayoritas data yang dipilih 
bisa dari data yang berlainan kelas atau terlalu jauh dari data yang 
ingin dikenali label kelasnya. Isu lain yang berkaitan dengan 
pemilihan nilai K adalah pemilihan nilai K dengan nilai ganjil atau 
genap. Jika nilai K ganjil, risiko terdapat dua kelas atau lebih 
memperoleh jumlah suara sama sangat kecil. Sedangakan ketika 
nilai K genap juga ada risiko dua kelas atau lebih memiliki jumah 
suara yang sama. KNN biasanya diaplikasikan dengan validasi 10-
lipatan (10-fold validation), menggunakan aturan jarak terdekat 
(tie-break rules) untuk mengatasi masalah pemilihan kelas karena 
jumlah suara yang sama kuat, dan pemberian bobot pengaruh 
berdasarkan jarak untuk memberikan pengaruh yang lebih kecil 
terhadap data yang terletak jauh dari data uji.
Metode KNN tidak membutuhkan pembangunan model 
dikarenakan model yang akan diujikan yaitu keseluruhan data latih. 
Dalam melakukan prediksi terhadap data uji maka data latih mulai 
digunakan untuk mencari kemiripan data sesuai jumlah k yang 
ditentukan terlebih dahulu. Algoritma KNN mempunyai kelebihan 
yaitu mudah dimengerti dan diterapkan, proses pelatihan 
berlangsung sangat cepat, tangguh terhadap data pelatihan yang 
terganggu (noise) serta bisa diimplemantasikan pada aplikasi 
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dengan banyak jumlah kelas label (Bhavsar & Ganatra, 2014). 
Sedangkan kelemahan yang dimiliki knn yaitu sensitif terhadap 
struktur data lokal (Duda, & Hart, 1973), terbatasnya memori 
penyimpanan, serta proses klasifikasi sangat lambat (Bhavsar  & 
Ganatra, 2014).
Algoritma K-Nearest Neighbor mempunyai langkah 
langkah dalam klasifikasi sebagai berikut.
1. Menentukan nilai K
Penentuan nilai K dimulai dari K = 1 saat menggunakan 
data uji untuk tingkat kesalahan pengklasifikasian. Nilai K 
dapat ditambah sampai mendapatkan nilai kesalahan yang 
paling minimum (Han, Kamber, & Pei, 2012).
2. Menghitung jarak antara data latih dengan data data uji
Jika data merupakan data numerik salah metode yang 
dapat digunakan dalam menghitung jarak antar data latih 
dengan data uji adalah dengan menggunakan jarak
euclidean, dengan rumus sebagai berikut (Han, Kamber, & 
Pei, 2012).
(2.6)
Sedangkan jika data kategorikal, dilakukan dengan cara 
membandingkan nilai antara atribut a dan b. jika kedua 
atribut identik maka akan diberi nilai 0, dan jika tidak 
identik akan diberi nilai 1 (Han, Kamber, & Pei, 2012). 
Namun sebelumnya nilai dari setiap atribut harus 
dinormalisasi terlebih dahulu menggunakan metode Min-
max normalization dengan mengubah nilai v dari atribut 
numerik A menjadi pada range [0,1] dengan 
mengkomposisikan rumus seperti Persamaan (2.7).
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Dimana dan adalah nilai paling kecil dan 
paling besar dari atribut A.
3. Mengurutkan jarak terdekat
Data dari semua perhitungan nilai jarak akan diurutkan 
bersarkan nilai yang terkecil untuk masing-masing nilai K. 
sehingga akan diperoleh jarak yang paling dekat antara 
data latih dengan data uji. 
2.4 Stratified K-Fold Cross-Validation
Pada stratified k-fold cross-validation data akan dipartisi 
secara acak menjadi k bagian atau folds dengan jumlah sampel 
sama yaitu dan masing masing-masing fold memiki 
proporsi yang sama antar kelas data. Validasi menggunakan 
training dan testing dilakukan sebanyak k kali. Pada iterasi ke-i , 
partisis Di akan diatur sebagai data testing dan partisi lainnya akan 
digunakan sebagai data training. Artinya, pada iterasi yang 
pertama, partisi akan menjadi data training untuk 
mendapatkan model pertama yang akan diuji dengan partisi . 
Pada iterasi kedua partisi akan menjadi data training 
kemudian akan menjadi data testing, begitu seterusnya sampai 
dengan yang akan menjadi data testing (Han, Kamber, & Pei, 
2012).
2.5 Ukuran Kinerja Klasifikasi
Ketepatan prediksi dari suatu pengklasifikasian dapat dibuat 
dalam suatu tabel yang disebut dengan confusion matrix seperti 
pada Tabel 2.1. Confusion matrix adalah suatu metode yang 
biasanya digunakan untuk melakukan perhitungan kinerja 
performansi klasifikasi pada konsep data mining. Kinerja 
Pengukuran yang sering digunakan untuk menghitung ketepatan 
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klasifikasi adalah akurasi, spesifisitas, dan sensitivitas (Hotho, 
Nurnberger, & Paass, 2005).
Tabel 2.1 Confusion Matrix











Akurasi merupakan persentase dokumen yang teridentifikasi 
secara tepat dari total dokumen dalam proses klasifikasi. Akurasi 
digunakan untuk menghitung ketepatan klasifikasi sebuah 
dokumen yang mempunyai data yang balanced pada tiap 





Sedangkan untuk data imbalanced, pengukuran ketepatan 
klasifikasi yang digunakan adalah G-Mean. G-Mean atau 
geometric mean merupakan rata-rata geometrik nilai recall dari 
data yang memiliki dua kategori (Sun, Kamel, & Wang, 2006). 
Dalam mengukur nilai performansi klasifikasi, G-Mean memiliki 
kelebihan yaitu nilai klasifikasi yang dihasilkan robust. Berikut 
merupakan rumus untuk mendapatkan nilai G-Mean. Selain G-
Mean juga digunakan nilai Area Under Curve (AUC). AUC 
merupakan indikator performansi kurva ROC (Receiver Operating 
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Characteristic) yang dapat meringkas kinerja sebuah classifier 




Epilepsi merupakan salah satu kelainan neurologis yang 
paling sering terjadi. Data organisasi kesehatan dunia (WHO) 
menunjukkan bahwa epilepsi menyerang 50 juta dari penduduk 
dunia (Brodie, 2012). Prevalensi epilepsi rata-rata mencapai 8,2 
per 1000 penduduk. Sementara kasus baru epilepsi lebih banyak 
terjadi di negara berkembang termasuk Indonesia yang rata-rata 
diperkirakan mencapai 114 per 100.000 penduduk per tahun. Pada 
negara maju kasus baru terjadi rata-rata 50 per 100.000 penduduk 
per tahun.
Penyakit epilepsi adalah suatu kondisi yang dapat 
menjadikan seseorang mengalami kejang secara tiba-tiba dan 
berulang. Kerusakan atau perubahan di dalam otak diketahui 
sebagai penyebab pada sebagian kecil kasus epilepsi. Namun pada 
sebagian besar kasus yang pernah terjadi, penyebab masih belum 
diketahui secara pasti. Di dalam otak manusia terdapat neuron atau 
sel-sel saraf yang merupakan bagian dari sistem saraf. Tiap sel 
saraf saling berkomunikasi dengan menggunakan impuls listrik. 
Pada kasus epilepsi, kejang terjadi ketika impuls listrik tersebut 
dihasilkan secara berlebihan sehingga menyebabkan perilaku atau 
gerakan tubuh yang tidak terkendali.
Manifestasi klinis epilepsi dapat berupa kejang umum, 
kejang fokal, penurunan kesadaran, kelainan tingkah laku sampai 
manifestasi klinik lainnya yang penyebabnya masih sulit 
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dimengerti (Harsono, 1999). Adanya variasi dalam manifestasi 
klinis ini, maka cukup sulit membedakan jenis epilepsi secara 
klinis. Bangkitan epilepsi tidak selalu bersifat eksitasi atau kejang 
melainkan dapat juga bersifat fenomena negatif berupa 
menghilangnya kesadaran dan tonus otot, sehingga kadang-kadang 
epilepsi sulit dibedakan dengan penyakit lain yang mirip gejalanya, 
maka diperlukan pemeriksaan penunjang lain seperti EEG 
(Andarini, 2007).
2.7 Electroencephalography (EEG)
Electroencephalography (EEG) adalah metode atau teknik 
perekaman aktifitas listrik di otak. Neuron-neuron di korteks otak 
mengeluarkan gelombang-gelombang listrik, yang kemudian 
dialirkan ke mesin EEG untuk diamplifikasi sehingga terekamlah 
elektroenchapohologram yang ukurannya cukup untuk dapat 
ditangkap oleh mata pembaca EEG sebagai gelombang alfa, beta, 
theta dan gama (Campellone, 2006). Hasil rekaman yang 
dihasilkan berupa sinyal gelombang otak, yang berada pada range
tegangan 5-10mV (Korba, 2015).
Sinyal EEG ditangkap melalui sensor-sensor pada elektroda 
yang dipasang, baik secara invasive mauoun non-invasif. 
Pemasangan secara invasive memerlukan adanya implant 
elektroda-elektroda pada bagian-bagian otak yang ingin diamati. 
Metode ini menghasilkan sinyal yang lebih bersih dari data noise 
spasial, karena sinyal yang didapat berasal dari bagian otak yang 
secara langsung terkait dengan penyakit yang ingin diamati. 
Namun, metode ini sangat jarang dilakukan karena memerlukan 
usaha dan biaya yang besar, serta masalah-masalah terkait jaminan 
keamananya (Nguyen, 2015).
Pemasangan secara non-invasif dilakukan dengan cara 
memasang channel-channel elektroda disekeliling tempurung 
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kepala, sehingga memungkinkan sinyal gelombang otak tetap 
diperoleh. Hal tersebut merupakan kelemahan metode non-invasif 
dimana antar sati channel dengan channel channel lainya selalu 
terdapat inferensi. Namun metode ini memiliki kemudahan 
pengaturan implementasi, dan juga memiliki keamanan yang 
terjamin, sehingga metode ini lebih dianjurkan dan sering dipakai 
(Nguyen, 2015). Perekaman aktivitas listrik di otak dengan 
menggunakan EEG merupakan salah satu metode yang dapat 
membantu dalam diagnose penyakit epilepsi. Diagnosa terhadap 
rekaman EEG sering dilakukan dalam domain waktu dengan cara 
melihat bentuk gelombang, ketajaman gelombang, maupun 




3.1  Sumber Data
Data yang digunakan dalam penelitian adalah data sekunder 
mengenai rekaman sinyal otak manusia dengan menggunakan EEG 
yang didapatkan dari website Klinik für Epileptologie
Universität
yaitu set Z,O,N,F, dan S dimana masing-masing set terdiri atas 100 
data rekaman EEG single-channel dengan durasi 23.6 detik setiap 
channel-nya. Data tersebut memiliki sampling rate sebesar 173,6, 
sehingga dengan durasi rekaman selama 23,6 akan dihasilkan 
jumlah sampel sebanyak 23 x 173,6 sampel atau sekitar 4097 
sampel setiap channel-nya.
Subset Z dan O diambil dari sukarelawan yang sehat namun 
dengan kondisi yang berbeda. Data set Z direkan dengan mata 
tertutup sedangkan data set O direkam dengan mata tertutup. Sub 
set F, N, dan S merupakan rekaman EEG otak manusia yang 
diambil dari pasien penderita epilepsi dengan kondisi yang 
berbeda. Sub set F diambil dari pasien epilepsi yang sedang tidak 
kejang dipusat epilepsi. Sub set N diukur dibagian hipocampus 
dengan kondisi pasien merupakan penderita epilepsi namun ketika 
sedang tidak kejang. Sedangkan sub set S merupakan rekaman 
EEG yang diambil dari penderita Kejang epilepsi. Berdasarkan 
uraian tersebut maka dalam penelitian ini sinyal subset Z, O, F, dan 
N akan dikategorikan sebagai sinyal non-kejang, sedangkan sinyal 
subset S akan dikategorikan sebagai sinyal kejang. 
3.2  Struktur Data
Struktur data yang akan digunakan dalam tahapan filterisasi 
sinyal ditunjukkan pada Tabel 3.1. Dari masing masing Channel 
pada Tabel 3.1, dilakukan Fiterisai sinyal sesuai dengan sub-bab 
(2.1), sehingga akan dihasilkan sinyal dengan frekuensi theta (4-8) 
Hz, alpha (8-15) Hz, dan beta (15-30) Hz. Pemilihan sub-band 
tersebut didasarkan pada penelitian sebelumnya yang dilakuka oleh  
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Kumar & Kolekar (2014) yang menyatakan bahwa dari lima sub-
band yang terdapat pada sinyal EEG, hanya ketiga sinyal tersebut 
yang mengandung informasi kejang. 





1 X[1,1,1] X[1,1,2] X[1,1,4097]
2 X[1,2,1] X[1,2,2] X[1,2,4097]
100 X[1,100,1] X[1,100,2] X[1,100,4097]
N
1 X[2,1,1] X[2,1,2] X[2,1,4097]
2 X[2,2,1] X[2,2,2] X[2,2,4097]
100 X[2,100,1] X[2,100,2] X[2,100,4097]
Z
1 X[5,1,1] X[5,1,2] X[5,1,4097]
2 X[5,2,1] X[5,2,2] X[5,2,4097]
100 X[5,100,1] X[5,100,2] X[5,100,4097]
Nilai X pada Tabel 3.1 menunjukkan nilai amplitudo sinyal. 
Nilai amplitudo merupakan grafik perbedaan potensial listrik di 
otak antara dua elektroda yang dihubungkan secara berpasangan 
dikulit kepala seperti yang ditunjukkan pada Gambar 3.1. Jika pada 
salah satu bagian otak bermuatan negatif dan satunya lagi pada 
bagian otak bermuatan positif, maka nilai X akan menurun dari 
nilai X sebelumnya. Sedangkan jika sebaliknya, Nilai X akan 
bertambah dari nilai sebelumnya. Jika tidak ada perbedaan 
potensial antara kedua elektoda maka nilai X akan cenderung stabil 
atau hampir sama dengan nilai sebelumnya.
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Gambar 3.1 Pemasangan Elektoda dalam Perekaman EEG
(Sumber: Mayo Foundation For Medical Education And Research)
Selanjutnya masing-masing sinyal yang ditunjukkan pada 
Tabel 3.1 akan difilter menjadi 3 sub-band yaitu sub-band Theta, 
Alpha, dan Beta. Pada masing-masing sub-band dihitung beberapa 
fitur wavelet sesuai dengan sub-bab (2.2). Selanjutnya fitur 
tersebut akan digunakan sebagai variabel dalam klasifikasi dengan 
metode KNN yang ditunjukkan pada Tabel 3.2.
Tabel 3.2 Variabel Tahapan Klasifikasi
Variabel Keterangan Skala Data
X1 Maksimum theta Rasio
X2 Maksimum alpha Rasio
X3 Maksimum beta Rasio
X4 Minimum theta Rasio
X5 Minimum alpha Rasio
X6 Minimum beta Rasio
X7 Variance theta Rasio
X8 Variance alpha Rasio
X9 Variance beta Rasio
X10 Energi theta Rasio
X11 Energi alpha Rasio
X12 Energi beta Rasio
X13 Entropy theta Rasio
X14 Entropy alpha Rasio
X15 Entropy beta Rasio
Y
Kelas Sinyal EEG
0 = Non-Kejang Epilepsi
1 = Kejang Epilepsi
Nominal
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Struktur data yang digunakan dalam tahapan klasifikasi 
ditunjukkan pada Tabel 3.3.
Tabel 3.3 Struktur Data Tahapan Klasifikasi
Sinyal X1 X2 X15
1 X1,1 X1,2 X1,15
2 X2,1 X2,2 X2,15
3 X3,1 X3,2 X3,15
500 X500,1 X500,2 X500,15
3.3  Langkah Analisis
Langkah-langkah analisis dalam penelitian ini adalah 
sebagai berikut.
1. Melakukan pengumpulan data sekunder rekaman EEG
2. Memfilter sinyal menjadi gelombang theta, alpha, dan beta
3. Mengakstrak fitur maksimum, minimum, variance, energi dan 
entropy
4. Melakukan klasifikasi menggunakan metode KNN
a. Membagi data menjadi data training dan data testing
dengan menggunakan metode stratified 5-fold cross-
validation
b. Menetukan nilai K
c. Menghitung jarak antara data traning dengan data testing
Dalam penelitian ini penghitungan jarak dilakukan dengan 
menggunakan metode euclidean seperti pada Persamaan 2.6 
karena semua variabel prediktor yang digunakan 
mempunyai skala rasio
d. Mengurutkan jarak berdasarkan nilai terkecil
e. Memilih K tetangga dengan jarak terdekat
f. Menentukan label data testing
5. Menghitung nilai ketepatan klasifikasi
6. Menarik kesimpulan dan saran
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Diagram alir yang digunakan pada tugas akhir ini ditunjukkan pada 
Gambar 3.2.
Gambar 3.2 Diagram Alir Penelitian
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Gambar 3.2 Diagram Alir Penelitian (Lanjutan)
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BAB IV
4 ANALISIS DAN PEMBAHASAN
Pada bab ini akan dibahas secara rinci mengenai tahapan 
mendiagnosa kejang epilepsi berdasarkan sinyal EEG dengan 
menggunakan K-Nearest Neighbor. Metode pembagian  data untuk 
klasifikasi menggunakan metode stratified 5-fold cross- validation. 
Namun sebelum tahapan klasifikasi, langkah awal yang dilakukan 
adalah melakukan filterisasi sinyal, dan mengekstrak fitur-fitur 
yang akan digunakan dalam tahapan klasifikasi.
4.1 Deskripsi Dataset
Data set yang digunakan dalam penelitian ini, terdiri dari 5 
set data dengan masing masing set terdiri dari 100 potongan sinyal. 
Set F, N, O, dan Z dikategorikan sebagai sinyal non-kejnag 
sementara set Z dikategorikan sebagai sinyal kejang. Berikut 
merupakan persentase antara sinyal kejang dan sinyal non-kejang.
Gambar 4.1 Persentase Antara Sinyal Kejang dan Sinyal Non-Kejang
Gambar 4.1 menunjukkan bahwa sinyal kejang memiliki jumlah 
potongan sinyal yang lebih sedikit jika dibandingkan dengan sinyal 






Berdasarkan uraian tersebut maka dalam penelitian ini akan 
digunakan metode stratified cross validation dalam pembagian 
data testing dan data training yang akan dijelaskan pada sub bab 
4.4.
Gambar 4.2 Plot Time Series Data (a) Potongan F1, (b) Potongan N1, (c) 
Potongan O1, (d) Potongan S1, dan (e) Potongan Z1
Gambar 4.1 adalah plot time series dari masing-masing set. 
Setiap sinyal memiliki durasi perekaman selama 23,6 detik dengan 
sampling rate sebesar 173,6 yang artinya setiap detik terdapat 
173.6 sampel data. Sehingga dengan durasi 23,6 detik akan 







Gambar 4.2 (c) dapat dilihat bahwa data sinyal S1 memiliki range
nilai amplitudo yang lebih besar dari kelompok data sinyal lainnya 
yaitu dari -1000 sampai dengan 1000. Sedangkan untuk range nilai 
amplitudo terkecil ditunjukkan oleh Gambar 4.2 (a) yang 
merupakan data sinyal F1. Perlu diketahui bahwa sinyal S1 
merupakan data yang berasal dari kelompok kejang epilepsi, 
sedangkan F1 merupakan sinyal yang berasal dari kelompok 
penderita epilepsi tanpa kejang yang diukur di pusat epilepsi. Nilai 
rata-rata untuk tiap data cenderung sama yaitu berada disekitar 
nilai 0, namun untuk nilai varians, masing-masing kelompok data 
memiliki variasi yang cenderung berbeda. Dimana data sinyal S1 
cenderung memiliki persebaran data yang lebih besar dari 
kelompok data lainnya. 
Gambar 4.2 (c) dan (e) masing-masing merupakan sinyal 
EEG yang diambil dari pasien normal dengan keadaan mata 
terbuka dan mata tertutup. Kondisi dengan mata terbuka cenderung 
akan mengakibatkan tegangan listrik di otak lebih tinggi jika 
dibandingkan dengan kondisi mata terbuka. Hal tersebut sesuai 
dengan ditampilkan pada Gambar 4.2 (c) dan Gambar 4.2 (e) 
dimana sinyal dengan kondisi mata terbuka memiliki nilai 
amplitudo yang lebih tinggi jika dibandingan dengan kondisi mata 
tertutup. Gambar 4.2 (a) dan Gambar 4.2 (b) cenderung 
memberikan pola persebaran data yang sama, hal ini diakibatkan 
karena sinyal tersebut berasal dari sinyal EEG pasien epilepsi yang 
direkam ketika pasien sedang tidak mengalami kejang. Selanjutnya 
akan dibahas mengenai filterisasi data sinyal pada sub-bab 
selanjutnya.
4.2 Bandpass Filter Potongan Sinyal
Bandpass filter merupakan salah satu metode yang filter 
yang digunakan untuk menyaring sinyal pada range frekuensi 
diatas frekuensi batas bawah (fL) dan dibawah frekuesni batas atas 
(fH). Pada tugas akhir ini, masing-masing data akan difilter 
menjadi 3 bagian yaitu sinyal dengan frekuensi theta, alpha, dan 
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beta. Filterisasi sinyal menjadi 3 bagian tersebut didasarkan pada 
penelitian sebelumnya yang dilakukan oleh Kumar & Kolekar 
(2014) yang mengatakan bahwa dari 5 kelompok sinyal yang 
terdapat pada sinyal EEG yaitu sinyal dengan gelombang delta, 
theta, alpha, beta, dan gamma hanya sinyal dengan gelombang
theta, alpha dan beta yang menbawa informasi kejang. Rentang  
gelombang setiap  sinyal yang  digunakan  dalam penelitian ini
dapat dilihat pada Tabel 4.1.
Tabel 4.1 Rentang Frekuensi Gelombang Tetha, Alpha, dan Beta yang 
Digunakan Dalam Penelitian
Nama gelombang Rentang Frekuensi
Theta 4 - 8 Hz
Alpha 8 - 13 Hz
Beta 13 - 30 Hz
Untuk mendapatkan gelombang-gelombang tersebut, pada 
penelitian ini metode filter yang digunakan adalah dengan 
menggunakan butterworth bandpass filter orde 5. 
Gambar 4.3 Frekuensi Respon dari Masing-Masing Gelombang
29
Gambar 4.3 merupakan gambar besarnya respon dan 
frekuensi keluaran dari band-pass filter dengan menggunakan 
metode butterworth. Masing-masing gelombang sinyal memiliki 
nilai respon yang sama, namun untuk nilai frekuensinya, 
gelombang delta memiliki range frekuensi yang lebih besar dari
kelompok gelombang lainnya. Selanjutnya hasil filterisasi sinyal 
kejang dan sinyal non-kejang akan ditampilkan pada Gambar 4.4.
Gambar 4.4 Hasil Filterisasi Sinyal dengan Gelombang (a) Theta, (b) Alpha, 
dan (c) Beta
Gambar 4.4 merupakan plot time Series dari salah satu hasil 
filterisasi sinyal kejang yang ditunjukkan dengan garis warna hijau
dan sinyal Non-kejang yang ditunjukkan dengan garis warna biru. 
Sinyal tersebut didapatkan dengan metode filterisasi IIR 





bawah pada Tabel 4.1. Dari gambar 4.3 dapat dilihat bahwa ketiga 
gelombang hasil filterisasi memiliki panjang dan durasi sinyal 
yang sama yaitu dengan jumlah sampel sebanyak 4097 dengan 
durasi sinyal selama 23,6 detik. 
Dari Gambar 4.4 dapat dilihat bahwa sinyal hasil filterisasi 
masing-masing gelombang berbeda signifikan antara sinyal kejang 
dan sinyal non-kejang. Sinyal kejang memiliki nilai range 
Amplitudo yang lebih besar dari pada sinyal non-kejang. Selain itu, 
gelombang sinyal dengan gelombang theta memiliki kerapatan 
yang lebih kecil dari pada gelombang lainnya, sementara 
gelombang beta memiliki plot sinyal yang lebih rapat dari 
gelombang lainnya, hal ini dikarenakan range dari frekuensi dari 
masing-masing gelombang. Dimana sinyal dengan gelomang 
theta memiliki range frekuensi yang lebih kecil sementara 
gelombang beta memiliki range frekuensi yang lebih besar dari 
gelombang lainnya.
4.3 Ekstraksi Fitur Sinyal
Setelah didapatkan sinyal dengan sub-band theta, alpha, dan 
beta, selanjutnya adalah mengekstrak fitur dari setiap sub-band
untuk masing-masing potongan sinyal. Filtur yang akan diekstrak 
terdiri fitur Maksimum, Minimum, Variance, Energi, dan 
Enytropy. Sehingga dari ekstraksi fitur akan dihasilkan sebanyak 
15 fitur atau 15 variabel prediktor yang akan digunakan untuk 
membedakan sinyal kejang dan sinyal non-kejang.
4.3.1 Fitur Maksimum
Fitur maksimum merupakan salah satu fitur yang dapat 
digunakan untuk membedakan antara sinyal kejang dan sinyal non-
kejang. Fitur maksimum dihitung pada masing-masing sub-band
atau kelompok gelombang. Perlu diketahui bahwa banyaknya 
potongan sinyal yang digunakan dalam penelitian ini adalah 
sebanyak 500. Sehingga fitur maksimum akan dihasilkan dataset 
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dengan variabel sebanyak 3 dan jumlah observasi sebanyak 500 
seperti yang ditunjukkan pada Tabel 4.2.
Tabel 4.2 Hasil Fitur Maksimum Masing-Masing Sub-band
Maksimum
Potongan Theta Alpha Beta Label
0 46,33692 29,12874 26,58152 0
1 243,7898 160,2537 124,0497 0
2 92,87788 90,81014 82,62604 0
3 80,53766 30,84423 24,09139 0
4 125,6843 96,6036 139,4821 0
498 68,10227 80,34333 80,34442 0
499 64,60916 97,48293 74,73003 0
Selanjutnya dengan menggunakan data pada Tabel 4.2 
dibut grafik untuk melihat perbedaan antara sinyal kejang dan 
sinyal non kejang. Gambar 4.5 merupakan grafik dari fitur 





Gambar 4.5 Plot Nilai Maksimum Gelombang Theta (a), Alpha (b), dan Beta 
(c)
Pada Gambar 4.5 dapat dilihat bahwa plot sinyal kejang 
(label S) cenderung berada diatas grafik grafik data sinyal non-
kejang. Namun terdepat beberapa titik maksimum sinyal non-
kejang dengan label F yang berada di range nilai maksimum label 
S, dan sebaliknya juga terdapat beberapa titik dari sinyal kejang 
yang berada di range nilai sinyal non-kejang. Berdasarkan hasil 
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ekstraksi fitur maksimum untuk ketiga gelombang, dapat dilihat 
bahwa gelombang theta dan beta cenderung memberikan 
perbedaan yang signifikan untuk antar sinyal kejang dan sinyal 
non-kejang. Namun untuk gelombang alpha terlihat bahwa plot 
antara sinyal kejang dan sinyal non-kejang cenderung banyak 
beririsan dimana nilai tersebut berasal dari sinyal dengan label O, 
yaitu sinyal dari pasien normal yang diambil dengan keaadaan 
mata terbuka.
4.3.2 Fitur Minimum
Selain fitur maksimum, fitur minimum juga merupakan 
salah satu fitur yang dapat diekstrak untuk membedakan sinyal 
kejang dan sinyal non-kejang. Fitur minimum merupakan nilai 
sampel terkecil dari setiap sub-band. Hasil dari perhitungan nilai 
minimum akan ditampilkan pada Tabel 4.3.
Tabel 4.3 Hasil Fitur Minmum Masing-Masing Sub-band
Minimum
Potongan Theta Alpha Beta Label
0 -39,5327 -26,5202 -26,4844 0
1 -255,916 -165,356 -137,831 0
2 -87,2386 -92,6702 -80,0322 0
3 -74,3964 -32,7649 -27,2532 0
4 -126,592 -95,6296 -140,659 0
498 -58,8063 -75,7439 -70,5682 0
499 -68,034 -97,7054 -74,6302 0
Selanjutnya dengan menggunakan data pada Tabel 4.3 akan dibuat 
grafik dari sub-band theta, alpha dan beta untuk melihat perbedaan 
dari fitur minimum untuk sinyal kejang dan sinyal non-kejang yang 





Gambar 4.6 Plot Nilai Minimum Gelombang Theta (a), Alpha (b), dan Beta (c)
Pada Gambar 4.6 dapat dilihat bahwa plot sinyal kejang 
(label S) memiliki nilai yang cenderung berada dibawah kelompok 
sinyal non-kejang untuk ketiga gelombang. Sama halnya dengan 
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fitur sebelumnya, fitur minimum untuk gelombang theta dan beta 
memberikan perbedaan yang signifikan antar sinyal kejang-dan 
sinyal non-kejang. Namun untuk gelombang alpha terdapat cukup 
banyak nilai dari kelompok sinyal label O yang masuk kedalam 
range nilai amplitudo sinyal kejang. 
4.3.3 Fitur Variance
Fitur variance merupakan fitur yang mengukur seberapa 
besar persebaran nilai sampel dari masing-masing sub-band yang 
dihitung dengan menggunakan Persamaan 2.4. Pada fitur variance
ini akan dihasilkan 3 variabel yang akan digunakan sebagai 
variabel prediktor untuk membedakan antara sinyal kejang dan 
sinyal non-kejang. Adapun hasil perhitungan dari fitur variance
akan ditunjukkan pada Tabel 4.4.
Tabel 4.4 Hasil Fitur Variance Masing-Masing Sub-band
Variance
Potongan Theta Alpha Beta Label
0 119,0749 44,44404 31,76824 0
1 1984,413 694,5579 327,6349 0
2 672,3841 663,6442 216,4214 0
3 381,1037 79,98876 35,90848 0
4 1512,853 856,5264 569,551 0
498 376,9031 528,792 532,2251 0
499 255,2569 476,3428 323,8086 0
Untuk melihat lebih jelas perbedaan antara sinyal kejang dan 
sinyal non-kejang dengan menggunakan fitur variance akan 





Gambar 4.7 Plot Nilai Variance Gelombang Theta (a), Alpha (b), dan Beta (c)
Gambar 4.7 merupakan plot nilai Variance gelombang theta, 
alpha, dan beta untuk kelima kelompok sinyal. Dari gambar 4.6
dapat dilihat bahwa nilai variance untuk sinyal kejang memiliki 
nilai yang lebih besar dan juga lebih fluktuatif dari kelompok sinyal 
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lainnya. Sehingga fitur ini akan dapat digunakan untuk 
membedakan antara sinyal kejang dan sinyal non-kejang.
Berdasarkan ketiga gambar dapat disimpulkan bahwa sinyal
dengan hasil fitur ekstraksi variance untuk gelombang alpha
cenderung lebih sulit membedakan sinyal kelompok kejang dengan 
sinyal non-kejang jika dibandingkan dengan gelombang theta dan 
beta.
4.3.4 Fitur Energi
Energi dari sinyal EEG dapat mengandung informasi yang 
berguna mengenai sifat penyakit yang memengaruhi otak. Fitur 
energi dihitung untuk masing-masing subband theta, alpha, dan 
beta dengan menggunaka Persamaan 2.3 Dari fitur energi akan 
dihasilkan matriks dengan ukuran , dengan nilai 500 
menunjukkan jumlah dataset. Adapun hasil perhitungan nilai 
energi akan ditampilkan pada Tabel 4.5.
Tabel 4.5 Hasil Fitur Energi Masing-Masing Sub-band
Energi
Potongan Theta Alpha Beta Label
0 4,88x105 1,82x105 1,30x105 0
1 8,13x106 2,85x106 1,34x106 0
2 2,75x106 2,72x106 8,87x105 0
3 1,56x106 3,28x105 1,47x105 0
4 6,20x106 3,51x106 2,33x106 0
498 1,54x106 2,17x106 2,18x106 0
499 1,05x106 1,95x106 1,33x106 0
Berikut merupakan line plot dari fitur energi untuk setiap





Gambar 4.8 Plot Nilai Energi Gelombang Theta (a), Alpha (b), dan Beta (c)
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Gambar 4.8 menunjukkan nilai energi untuk kelompok 
sinyal kejang cenderung berada jauh diatas kelompok sinyal non-
kejang. Hasil ekstraksi fitur energi memberikan kesimpulan yang 
sama dengan fitur-fitur sebelumnya, dimana fitur untuk gelombang 
beta memiliki banyak nilai yang beririsan antara sinyal kejang dan 
sinyal non-kejang.
4.3.5 Fitur Entropy
Entropy merupakan salah satu fitur yang sering digunakan 
dalam menganalisis sinyal biomedis. Entropy dihitung pada 
masing-masing sub-band dengan menggunakan Persamaan 2.5.
Pada fitur entropy akan akan dihasilkan jumlah fitur sebanyak 3 
fitur seperti yang ditunjukkan pada Tabel 4.6.
Tabel 4.6 Hasil Fitur Entropy Masing-Masing Sub-band
Variance
Potongan Theta Alpha Beta Label
0 1,18x106 3,60x105 239940,2 0
1 3,29x107 1,03x107 4777600 0
2 8,76x106 8,76x106 2548496 0
3 4,62x106 7,36x105 280414,2 0
4 2,17x107 1,15x107 7783464 0
498 4,47x106 6,65x106 6651643 0
499 2,87x106 6,03x106 3758501 0
Pada Gambar 4.9 akan ditampilkan line plot hasil ekstraksi 
fitur entropy untuk setiap sub-band. Dari Gambar 4.8 dapat dilihat 
bahwa line plot untuk sinyal kejang cenderung berada diatas 
kelompok sinyal non-kejang. Selain itu sinyal kejang yang 
ditunjukkan dengan label S nilainya cenderung fluktuatif,
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sementara nilai untuk kelompok sinyal non-kejang yaitu label F, N, 




Gambar 4.9 Plot Nilai Entropy Gelombang Theta (a), Alpha (b), dan Beta (c)
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Dari Gambar 4.9 dapat dilihat bahwa range nilai untuk plot 
gelombang alpha cenderung lebih besar dari pada kelompok 
lainnya, sehingga nilai fitur Entropy gelombang alpha untuk sinyal 
non-kejang yang berasal dari label O cenderung banyak yang 
beririsan dengan kelompok sinyal kejang.
4.4 Pembagian Data Traning dan Data Testing
Setelah tahapan ekstraksi fitur selesai, tahapan selanjutnya 
adalah pembagian data dengan menggunakan metode stratified 5
fold cross validation. Pada Gambar 4.10 akan ditampilkan ilustrasi
pembagian data traning dan testing dengan metode statified 5-fold 
cross validation .
Gambar 4.10 Pembagian Data Dengan Menggunakan Stratified 5-Fold Cross 
Validation
Pada tahap awal data akan dibagi menjadi 5 bagian (fold)
yang sama dengan proporsi yang sama antara data kejang dan non-








kejang disetiap  fold-nya. Sehingga dengan menggunakan dataset
sebanyak 500 data dimana terdapat 100 data sinyal kejang dan 400 
data sinyal non-kejang masing-masing fold akan beranggotakan 20 
data sinyal kejang dan 80 data sinyal non-kejang. 
Pemilihan metode ini didasarkan pada penelitian-penelitian 
sebelumnya yang dilakukan oleh  Tsamardinos, Rakhshani, dan 
Lagani, (2014) yang menyimo bahwa metode statified k-fold cross-
validation cocok digunakan untuk data yang imbalance sehingga 
akan dihasilkan proporsi data traning-testing yang seimbang untuk 
masing-masing label. 
4.5 K-Nearest Neighbor
Setelah melalui tahapan pembagian traning dan testing data, 
tahapan berikutnya adalah melakukan klasifikasi menggunakan 
KNN, langkah awal yang dilakukan adalah mencari jarak terdekat 
antara data testing dengan data traning sebanyak . Untuk lebih 
memperjelas cara kerja KNN ilustrasi perhitungannya ditampilkan 
pada Tabel 4.7. Data ilustrasi yang digunakan dipilih dari 500 data 
sinyal dan 15 variabel yang terdapat pada Lampiran 3 dengan 5 
data sinyal berasal dari label 0 dan 2 sinyal berasal dari label 1 dan 
1 sinyal belum memiliki label.
Tabel 4.7 Ilustrasi Sampel Data
No X1 X2 X3 X15 Label
1 218492,9 25,24188 -25,9535 239940,2 0
2 3949624 133,6558 -129,123 4777600 0
3 1283750 62,4215 -61,7414 2548496 0
4 649870,3 45,6576 -45,5875 280414,2 0
5 3092881 76,09213 -72,9873 7783464 0
6 8789756 128,8298 -131,011 20504527 1
7 14189509 177,7345 -170,643 51101176 1
8 546562,4 41,80466 -43,0403 3758501 ?
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Tabel 4.7 menunjukkan bahwa data ke-8 belum memiliki 
kelas/label. Untuk menentukan kelas data tersebut, dapat dilakukan 
dengan menghitung jarak terdekat antara data ke-8 dengan masing-
masing data yang telah memiliki label seperti pada Tabel 4.8
Penghitungan jarak data dihitung dengan menggunakan metode 
euclidean seperti pada Persamaaan 2.6.
Tabel 4.8 Jarak Euclidean Data ke-8 dengan Data Lainnya
No X1 X2 X15 Jarak Label
1 218492,9 25,24188 239940,2 6962159 0
2 3949624 133,6558 4777600 30568998 0
3 1283750 62,4215 2548496 6658076 0
4 649870,3 45,6576 280414,2 6639576 0
5 3092881 76,09213 7783464 20215520 0
6 8789756 128,8298 20504527 71933357 1
7 14189509 177,7345 51101176 1.17E+08 1
Setelah didapatkan jarak data ke-8 dengan masing-masing 
data yang telah diketahui labelnya, selanjutnya adalah 
mengurutkan nilai jarak dari nilai yang terkecil ke yang terbesar 
dan memilih nilai  - tetangga terdekat. Dengan nilai , maka 
dengan melihat 3 data sampel dengan jarak terdekat terhadap data 
ke-8, dapat ditentukan bahwa data ke-8 masuk kedalam label 0. 
Penetuan ini berdasar kepada mayoritas label dari 3 data dengan 
jarak terdekat. Untuk memperjelas penentuan kelas, Gambar 4.10
akan memberikan ilustrasi penetuan kelas berdasarkan jarak 
terdekat.
Jika dicocokkan hasil dari Tabel 4.8 dan ilustrasi pada 
Gambar 4.11 dapat dilihat saat maka akan dicari 3 titik 
dengan nilai jarak euclidean terdekat yaitu data sinyal ke- 4, data 
sinyal ke-3, dan data sinyal ke- 1 dimana ketiga data sinyal tersebut 
memiliki label 0. Sehingga data sinya yang belum memiliki label 
akan diklasifikasikan sebagai kelompok data sinyal label 0.
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Gambar 4.11 Ilustrasi Penentuan Kelas Berdasarkan Mayoritas Kelas Jarak 
Terdekat
Penentuan pada jarak terdekat dengan metode K-Nearest 
Neighbor ini berdasarkan pada tinjauan pustaka pada buku 
karangan Han, Kamber, & Pei (2012). Pada tugas akhir ini akan 
digunakan nilai sampai dengan untuk melihat 
pengaruh nilai yang memberikan performansi pengklasifikasian 
terbaik. Jarak yang digunakan dalam penelitian ini adalah dengan 
menggunakan jarak euclidean yang ditunjukkan pada Lampiran 4. 
Berikut merupakan hasil performansi klasifikasinya.
Tabel 4.9 Perbandingan Performansi Klasifikasi Dengan Nilai K yang Berbeda
K- Akurasi Sensitivitas Spesifisitas
1 0,982 0,96 0,9875
2 0,97 0,89 0,99
3 0,984 0,97 0,9875
4 0,984 0,97 0,9875
5 0,984 0,97 0,9875
6 0,982 0,96 0,9875
7 0,982 0,96 0,9875
8 0,976 0,93 0,9875
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Tabel 4.10 Perbandingan Performansi Klasifikasi Dengan Nilai K yang Berbeda 
(Lanjutan)
K- Akurasi Sensitivitas Spesifisitas
9 0,978 0,94 0,9875
10 0,974 0,92 0,9875
11 0,974 0,92 0,9875
12 0,974 0,92 0,9875
13 0,974 0,92 0,9875
14 0,976 0,92 0,99
15 0,976 0,92 0,99
16 0,972 0,9 0,99
17 0,976 0,92 0,99
18 0,972 0,9 0,99
19 0,976 0,92 0,99
Tabel 4.9 menunjukkan bahwa nilai akurasi paling optimal
adalah saat dan dengan nilai akurasi sebesar 0,984. 
Nilai sensitivitas paling optimal adalah saat nilai dan 5. 
Sedangkan untuk nilai spesifisitas optimum pada saat nilai 
dan 19. Untuk lebih jelasnya grafik 
perbandingannya akan ditunjukkan pada Gambar 4.12.
Gambar 4.12 Grafik Perbandingan Performansi Nilai K
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Gambar 4.12 menunjukkan bahwa nilai sensitivitas dan 
akurasi cenderung turun setelah nilai , namun nilai 
sensitivitas cenderung konstan disetiap nilai k. Secara umum dapat 
disimpulkan bahwa nilai k terbaik untuk data set tugas akhir ini 
adalah saat nilai k=3, 4, dan 5. Selain itu nilai k yang semakin besar 
mengakibatkan nilai sensitivitas yang semakin turun.
Pada tugas akhir ini, nilai k tetangga terdekat yang 
digunakan adalah saat k=3. Pemilihan nilai berdasar kepada 
beban komputasi, dimana beban komputasi untuk atau 
cenderung lebih besar jika dibandingkan dengan nilai . 
Dengan menggunakan nilai didapatkan nilai akurasi sebesar 
98,4%. Artinya dari 500 data, data sinyal yang mengalami 
misklasifikasi adalah sebesar 8, untuk melihat rincian data sinyal 
yang salah diklasifikasi dapat dilihat pada Tabel 4.10.
Tabel 4.11 Confusion Matrix Klasifikasi Terbaik dengan Metode 3-NN
Prediksi
Kejang Non-Kejang Total
Kejang 97 3 100
Non-Kejang 5 395 400
Total 102 398 500
Merujuk pada Tabel 4.10 diketahui total misklasifikasi 
adalah sebanyak 8 data sinyal. Dengan rincian data sinyal non-
kejang yang salah diklasifikasikan menjadi data sinyal kejang ada 
sebanyak 5 dari total 400 data sinyal atau kesalahan klasifikasi 
sebesar 1,25% untuk kelas sinyal non-kejang, serta terdapat 3 dari 
100 data sinyal kejang yang salah diklasifikasikan sebagai data 
sinyal non-kejang atau ada kesalahan klasifikasi sebesar 3% untuk 
kelas sinyal kejang.
Pada Tabel 4.10 didapatkan nilai sensitivitas dan 
spesifisitas yang mendekati 100%, dan nilai paling optimum 
diberikan saat dan . Saat didapatkan nilai 
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sensitivitas adalah sebesar 97%, artinya hasil yang diberikan oleh 
sistem mampu menglasifikasikan data sinyal kejang dengan 
ketepatan 97%. Sedangkan untuk nilai spesifisitas adalah sebesar 
98,75% yang artinya sistem mampu mengkasifikasikan sinyal non-
kejang dengan ketepatan sebesar 98,75%.
Berdasarkan nilai sensitivitas dan spesifisitas dapat dihitung 
akurasi klasifikasi untuk data imbalance. Akurasi klasifikasi yang 
digunakan adalah G-mean dan Area Under ROC Curve (AUC).
Perhitungan akurasi menggunakan kriteria G-mean akan sangat 
sensitif apabila jumlah data testing pada salah satu kategori sangat 
kecil, maka untuk mengatasi permasalahan tersebut dilakukan pula 
perhitungan akurasi menggunakan kriteria AUC. Perlu diketahui 
bahwa pada penelitian ini terdapat 100 data sinyal kejang 
sementara untuk data sinyal non-kejang terdapat sejumlah 400 data 
sinyal, sehingga pada data testing akan terdapat jumlah data kejang 
yang sangat sedikit jika dibandingkan dengan data non-kejang.
Perhitungan akurasi menggunakan G-mean dapat dihitung 
dengan menggunakan Persamaan 2.11.
Sedangakan untuk perhitungan akurasi menggunakan kriteria 
AUC dapat dihitung dengan menggunakan Persamaan 2.12.
Bedasarkan perhitungan akurasi dengan menggunakan G-mean 
dan AUC didapatkan bahwa hasil klasifikasi sinyal EEG  
menggunakan KNN memiliki hasil yang sangat baik yaitu dengan 
nilai sebesar 97,25% dan 97,87%.
Hasil pembahasan sebelumnya diketahui bahwa metode 3-
NN memberikan hasil klasifikasi yang terbaik dengan eror terkecil 
yaitu sebesar 1,6% dengan ketepatan klasifikasi sebesar 98,4%. 
Nilai pada hasil tersebut merupakan nilai yang didapatkan dari 
rata-rata keseluruhan semua fold. Perlu diketahui bahwa setiap fold 
memiliki jumlah data sebanyak 100 dengan rincian 20 data sinyal 
kejang dan 100 data sinyal non-kejang. Hasil pengukuran 
performansi klasifikasi tiap fold ditunjukkan pada Tabel 4.11.
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Tabel 4.12 Perbandingan Performansi Klasifikasi dengan k=3 Pada Masing-
Masing Fold
Fold Akurasi Sensitivitas Spesitifitas
1 0,99 1 0,9875
2 0,99 1 0,9875
3 0,98 0,95 0,9875
4 0,99 1 0,9875
5 0,97 0,9 0,9875
Rata-rata 0,984 0,97 0,9875
Standar Deviasi 0,008944 0,044721 0
Dari Tabel 4.11 diketahui bahwa dari 5 fold yang digunakan 
fold  yang memberikan nilai akurasi dan sensitivitas terbaik adalah 
fold ke 1, 2, dan 4 yaitu dengan akurasi dan sensitivitas masing-
masing sebesar 99% dan 100%, yang artinya pada fold tersebut 
sistem mampu mengklasifikasikan sinyal kejang dan non-kejang 
sebesar 99% atau dengan kata lain hanya satu observasi yang salah 
diklasifikasikan. Sementar nilai sensitivitas sebesar 100% 
menunjukkan bahwa sistem mampu mengklasifikasikan semua 
data sinyal kejang dengan benar. 
Berdasarkan perfomansi dari nilai spesitifitas semua fold 
menghasilkan nilai yang sama yaitu sebesar 98,75%. Artinya 
bahwa sistem mampu mengklasifikasikan data sinyal non-kejang 
dengan ketepatan 98,75%, dimana dari 80 sinyal kejang yang 
digunakan sebagai data testing hanya terdapat 1 sinyal yang salah 
diklasifikasikan sebagai sinyal non-kejang.
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BAB V
5 KESIMPULAN DAN SARAN
5.1 Kesimpulan
Berdasarkan analisis yang telah dilakukan, diperoleh 
kesimpulan sebagai berikut.
1. Hasil filterisasi sinyal terdiri atas 3 gelombang yaitu theta, 
alpha, dan beta, masing-masing gelombang memberikan 
perbedaan yang signifakan antara sinyal kejang dan sinyal non-
kejang. Kemudian dari hasil ekstraksi fitur sinyal dengan 
gelombang theta dan beta memberikan perbedaan yang 
signifiakan antara sinyal kejang dan sinyal non-kejang. 
Sementara sinyal dengan gelombang alpha kurang signifikan 
dalam membedakan sinyal kejang dan sinyal non-kejang.
2. Pengklasifikasian signal EEG dengan menggunakan metode 
KNN didapatkan nilai K terbaik adalah saat dengan 
akurasi, sensitivitas, dan spesitifitas masing-masing sebesar 
98,4%, 97,0%, dan 98,75%. Selanjutnya dengan menggunakan 
nilai tersebut didapatkan nilai G-mean dan AUC sebesar 
97,25% dan 97,87%. 
5.2 Saran
Berdasarkan kesimpulan yang diperoleh, dapat dirumuskan 
saran sebagai pertimbangan penelitian selanjutnya adalah sebagai
berikut.
1. Pada Metode filterisasi dengan metode band-pass butterworth 
gelombang atau sub-band yang difilter cukup gelombang theta 
dan beta.
2. Pada metode KNN, sebaiknya menggunakan metode optimasi 
parameter untuk meningkatakan performansi hasil klasifikasi.
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1 34 33 7
2 60 47 42
100 -45 -53 -130
N
1 -42 -39 -13
2 50 48 1
100 -62 -64 5
O
1 -24 -22 -31
2 -55 -48 -51
100 -18 -13 -39
S
1 100 124 119
2 340 353 9
100 23 144 910
Z
1 12 22 -212
2 -56 -50 217
100 -36 -71 82
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Lampiran 2. Data Hasil Filterisasi Sinyal EEG 
Amplitudo 
Ke-
Theta F1 Theta F2 Beta Z99 Beta Z100
1 0.000004 0.000007 0.022944 -0.01475
2 0.000045 0.000079 0.18912 -0.13618
3 0.000274 0.000469 0.662446 -0.57104
4 0.001104 0.001857 1.151932 -1.39519
5 0.003367 0.005572 0.433205 -1.99739
6 0.008359 0.01362 -2.71939 -0.91452
7 0.017696 0.028401 -7.12427 3.086478
8 0.032958 0.052136 -8.18041 9.043839
9 0.055198 0.086092 -1.16196 12.86393
10 0.084382 0.129792 12.90653 9.249584
4095 -13.2179 81.77098 -19.6374 21.52795
4096 -13.2463 77.19127 -39.4103 7.462987
4096 -12.8012 68.46351 -26.611 -5.47978
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Lampiran 3. Data Hasil Ekstraksi Fitur
Fitur Maksimum
Theta Alpha Beta Kelas
1 39.39205 23.50233 30.86392 0
2 257.4043 141.8635 127.7205 0
3 87.46132 83.96361 83.10808 0
4 70.59756 29.16685 25.75352 0
5 128.5275 93.37347 151.2898 0
6 50.41843 25.01578 16.9073 0
7 88.56467 53.44998 43.45684 0
8 212.0497 128.9623 104.082 0
9 624.3537 397.373 439.3024 0
10 253.3513 156.6187 137.3516 0
11 91.77961 46.70087 43.94788 0
12 74.00316 40.0817 42.26074 0
13 44.92723 25.50634 22.59018 0
14 49.55179 27.98702 19.32341 0
15 70.5637 28.65452 17.5007 0
16 117.0781 60.52178 56.3557 0
17 69.4095 30.88924 19.3002 0
18 122.1727 128.3357 77.2708 0
19 72.36564 56.12971 101.2764 0
20 65.50271 43.44992 41.54023 0
499 65.88392 71.36289 84.38345 0
500 60.08065 94.34005 83.48176 0
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Fitur Minimum
Theta Alpha Beta Kelas
1 -45.5681 -22.3921 -28.2612 0
2 -210.451 -144.162 -142.09 0
3 -95.9211 -80.7101 -82.0605 0
4 -79.5386 -31.5224 -28.183 0
5 -117.278 -96.957 -156.344 0
6 -51.7431 -24.6522 -16.5154 0
7 -94.4307 -52.3259 -48.879 0
8 -195.34 -133.364 -124.666 0
9 -570.557 -404.413 -439.904 0
10 -225.481 -155.223 -150.009 0
11 -93.7005 -50.6726 -42.0593 0
12 -84.4322 -40.55 -37.6429 0
13 -46.8613 -24.6642 -21.6842 0
14 -51.4187 -28.2209 -18.3557 0
15 -66.7411 -29.8379 -15.4971 0
16 -100.409 -62.3738 -67.8523 0
17 -73.6817 -33.1577 -16.2613 0
18 -115.664 -122.569 -67.4767 0
19 -75.2565 -53.1071 -95.7209 0
20 -61.8333 -41.9457 -35.1159 0
499 -63.8012 -66.261 -87.2946 0
500 -67.9396 -92.7891 -78.0856 0
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Fitur Variance
Theta Alpha Beta Kelas
1 118.5156 35.94751 39.03194 0
2 1976.226 614.1845 395.8575 0
3 664.1757 600.5402 278.9579 0
4 377.3057 69.9769 43.56963 0
5 1498.732 766.0455 648.3962 0
6 232.0274 38.1605 18.2504 0
7 339.3568 171.821 140.6859 0
8 1445.629 533.9211 227.8462 0
9 30969.43 9321.999 3084.291 0
10 2178.486 557.4925 510.6095 0
11 713.4643 143.973 67.75483 0
12 617.4989 113.5577 70.07456 0
13 184.9592 48.69484 30.2277 0
14 305.4929 58.71499 27.0437 0
15 354.1418 62.75361 22.95263 0
16 638.6672 269.3311 202.5378 0
17 635.2021 112.7743 24.33126 0
18 1343.546 927.4047 226.0862 0
19 469.9471 95.67962 58.92068 0
20 184.2524 79.58707 45.76049 0
499 375.2905 390.9386 633.7528 0
500 253.6694 359.9021 427.8885 0
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Fitur Energi
Theta Alpha Beta Kelas
1 485558.8 147277.3 159913.8 0
2 8096613 2516319 1621833 0
3 2721136 2460413 1142891 0
4 1545834 286695.4 178504.8 0
5 6140307 3138494 2656480 0
6 950620.2 156343.6 74771.89 0
7 1390346 703950.7 576390.4 0
8 5922743 2187475 933485.8 0
9 1.27E+08 38192240 12636340 0
10 8925259 2284047 2091967 0
11 2923091 589857.2 277591.6 0
12 2529894 465245.9 287095.5 0
13 757778.5 199502.8 123842.9 0
14 1251604 240555.3 110798 0
15 1450926 257101.6 94036.92 0
16 2616623 1103449 829797.4 0
17 2602424 462036.2 99685.17 0
18 5504515 3799580 926275.4 0
19 1925374 391999.4 241398 0
20 754882.6 326068.2 187480.8 0
499 1537566 1601680 2596486 0
500 1039284 1474519 1753060 0
61
Fitur Entropy
Theta Alpha Beta Kelas
1 1178753 359966.4 239940.2 0
2 32920840 10334930 4777600 0
3 8761087 8756340 2548496 0
4 4624013 736341.1 280414.2 0
5 21701550 11532560 7783464 0
6 2517284 332688.5 95691.26 0
7 4126830 2040296 1212131 0
8 22859450 8706249 2227223 0
9 6.51E+08 2E+08 39394132 0
10 35918740 9560297 6361467 0
11 9364336 1712755 497873.5 0
12 7774126 1282941 512561 0
13 1961222 467288.3 182013.5 0
14 3467782 591301.2 156213.6 0
15 4137754 586103.6 129510.8 0
16 8417666 3412160 1855986 0
17 7969612 1326605 132128.4 0
18 18976880 13471490 2053361 0
19 5820996 1145818 476290.6 0
20 2002268 897387.5 293263 0
499 4468435 6653984 6651643 0
500 2869879 6033137 3758501 0
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D(1,1) 1.39E+13 1.18E+04 2.06E+13 3.38E+07
D(1,2) 1.13E+12 1.38E+03 5.33E+12 1.17E+07
D(1,3) 1.86E+11 4.17E+02 1.64E+09 3.49E+06
D(1,4) 8.26E+12 2.59E+03 5.69E+13 2.48E+07
D(1,5) 2.36E+11 1.23E+02 2.08E+10 1.43E+06
D(1,6) 2.61E+11 1.42E+03 9.45E+11 3.59E+06
D(1,7) 5.43E+12 7.00E+03 3.95E+12 2.35E+07
D(1,8) 3.99E+15 1.13E+05 1.53E+15 6.84E+08
D(1,9) 1.90E+13 1.11E+04 3.75E+13 3.67E+07
D(1,10) 4.41E+11 2.81E+02 6.65E+10 8.33E+06
D(1,11) 4.98E+11 8.96E+02 7.43E+10 6.70E+06
D(1,12) 1.35E+10 7.06E+01 3.36E+09 8.01E+05
D(1,13) 1.84E+11 1.17E+02 7.01E+09 2.34E+06
D(1,14) 9.04E+11 5.50E+02 1.22E+10 3.12E+06
D(1,15) 1.08E+12 2.34E+03 2.61E+12 8.11E+06
D(1,16) 7.80E+11 1.01E+03 1.16E+10 6.92E+06
D(1,17) 1.79E+12 1.88E+03 3.29E+12 2.23E+07
D(1,18) 2.46E+11 1.19E+02 5.59E+10 4.74E+06
D(498,500) 1.13E+12 1.38E+03 5.33E+12 1.17E+07
D(499,500) 1.86E+11 4.17E+02 1.64E+09 3.49E+06
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Lampiran 5. Program Python untuk Filterisasi Sinyal
Import pandas as pd
Import numpy as np
from scipy.signal import butter, lfilter
def butter_bandpass(lowcut, highcut, fs, order=5):
nyq = 0.5 * fs
low = lowcut / nyq
high = highcut / nyq
b, a = butter(order, [low, high], btype='band')
return b, a
def butter_bandpass_filter(data, lowcut, highcut, fs, order=5):
b, a = butter_bandpass(lowcut, highcut, fs, order=order)
y = lfilter(b, a, data)
return y
if __name__ == "__main__":
import numpy as np
import matplotlib.pyplot as plt
from scipy.signal import freqz
# Sample rate and desired cutoff frequencies (in Hz).
x = np.array([[4, 8, 12]])










T = 23.6 # seconds
n = int(T * fs)     # total number of samples
t = np.linspace(0, T, n, endpoint=False)
for i in range(3):
b, a = butter_bandpass(lowc[i], highc[i], fs, order=5)
w, h = freqz(b, a, worN=2000)






# "Noisy" data.  We want to recover the 1.2 Hz signal from 
this.
fil=dict()
for i in range(0,500):
a = df1.iloc[:,i]
fil[i]=[]
for j in range(3):




for i in range (500):
df3=pd.concat([df3,fil[i][0]], axis=1)            
for i in range (500):
df3=pd.concat([df3,fil[i][1]], axis=1) 
for i in range (500):
df3=pd.concat([df3,fil[i][2]], axis=1) 
from itertools import product
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L = ['Theta F','Theta N', 'Theta O','Theta S', 'Theta Z','Alpha 
F','Alpha N', 'Alpha O','Alpha S', 'Alpha Z','Beta F','Beta N', 
'Beta O','Beta S', 'Beta Z']
k = 100
L2 = range(1, k+1)
df3.columns= [x+ str(y) for x,y in list(product(L,L2))]
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Lampiran 6. Program Python untuk Ekstraksi Fitur Sinyal EEG
import pandas as pd





for column in range(0,1500):
b[i]=df3.iloc[:,column].isnull().sum()
energies.append(sum(a[0:a.shape[0]-b[i]:,column] ** 2))
energy = pd.DataFrame(energies, columns=['Energy'])
#Fitur Maksimum
Maksimum = []











for column in range(0,1500):
b[i]=df3.iloc[:,column].isnull().sum()
Variance.append(np.var(a[0:a.shape[0]-b[i],column]))





for i in range (0,1500):
result[i] = df3.iloc[:,i]






Lampiran 7. Program Python untuk Pembagian Data Training -
Testing dan Pemilihan K-Neighbors Terbaik
y = np.squeeze(np.asarray(y1))
X = np.squeeze(np.asarray(df5))
from sklearn.neighbors import KNeighborsClassifier
neighbors = np.arange(1,50)
n=5














for train_index, test_index in kf.split(X,y):
X_train, X_test = X[train_index], X[test_index]


































Lampiran 8. Program Python untuk Klasifikasi KNN dengan 
Nilai K terbaik
from sklearn.naive_bayes import GaussianNB
knn = KNeighborsClassifier(n_neighbors=3)
n=5 #jumlah fold







for train_index, test_index in kf.split(X,y):
X_train, X_test = X[train_index], X[test_index]












#performansi masing masing fold->csv
df_k3=pd.DataFrame()
test=dict()
for j in range (3):
test[j]=[]
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