In this paper, pattern division multiple access with large-scale antenna array (LSA-PDMA) is proposed as a novel non-orthogonal multiple access (NOMA) scheme. In the proposed scheme, pattern is designed in both beam domain and power domain in a joint manner. At the transmitter, pattern mapping utilizes power allocation to improve the system sum rate and beam allocation to enhance the access connectivity and realize the integration of LSA into multiple access spontaneously. At the receiver, hybrid detection of spatial filter (SF) and successive interference cancellation (SIC) is employed to separate the superposed multiple-domain signals. Furthermore, we formulate the sum rate maximization problem to obtain the optimal pattern mapping policy, and the optimization problem is proved to be convex through proper mathematical manipulations. Simulation results show that the proposed LSA-PDMA scheme achieves significant performance gain on system sum rate compared to both the orthogonal multiple access scheme and the powerdomain NOMA scheme.
I. INTRODUCTION
With the new challenges of explosive mobile data growth, tremendous increment in the number of connected devices, and the continuous emergence of new service requirements, future 5G communications systems are emerging. In order to efficiently support unprecedented requirements for system sum rate and access connectivity, researchers from both industry and academia are focusing on non-orthogonal multiple access (NOMA) and large-scale antenna array (LSA) technologies [1] - [3] .
In mobile communications systems, the design of multiple access schemes is of great importance to improve the system sum rate in a cost-effective manner. Actually, NOMA schemes are optimal in the sense of achieving the capacity region of the broadcast channel [4] . In NOMA schemes, multi-user signals are superposed in the same frequency and time resource blocks via code domain and/or power domain multiplexing at the transmitter, and separated at the receiver by multi-user detection based on successive interference cancellation (SIC), message passing algorithm (MPA) or maximum likelihood algorithm (MLA). Recently, several representative NOMA schemes have been proposed, such as power-domain NOMA (pNOMA), sparse code multiple access (SCMA) and pattern division multiple access (PDMA). pNOMA was introduced in [5] using superposition coding at the transmitter and SIC at the receiver, which lays the foundation for NOMA schemes. SCMA was proposed in [6] , where bit streams are directly mapped to sparse codewords, and thus it is amenable to the use of MPA with acceptable complexity [7] . Different from the above mentioned NOMA schemes, PDMA adopts pattern segmentation to separate user signals at the transmitter and SIC at the receiver [8] , [9] . However, a complete scheme of transmitter and receiver based on PDMA has not been reported yet. Besides, there has been little research work on the design of NOMA scheme in multiple domains other than power domain.
On the other hand, as one of the key technologies of 5G mobile communications systems, LSA has been put forward to significantly improve the spectrum efficiency with extra degrees of freedom which facilitate transmit diversity and spatial multiplexing gains [2] . Facing massive amounts of connected devices, LSA can provide sufficient spatial resource. More recently, the application of LSA to NOMA has been receiving growing attention for further capacity improvement [10] , [11] .
Motivated by the aforementioned results, in this paper, we propose a PDMA scheme with LSA (LSA-PDMA). In the proposed scheme, pattern is designed in both beam domain and power domain in a joint manner. Pattern mapping at the transmitter utilizes power allocation and beam allocation to superpose user signals, while hybrid detection of spatial filter (SF) and SIC is employed at the receiver to separate the superposed multiple-domain signals. Besides, we investigate the optimal pattern mapping policy. By exploiting the convexity of the sum rate maximization problem, the globally optimal pattern mapping policy can be readily obtained. Our major contributions are summarized as follows:
• We propose to use beams in space domain as the multiplexing resource shared by the users, and thus the integration of LSA into multiple access can be realized spontaneously, which makes it significantly different compared to the other NOMA schemes. • Furthermore, pattern mapping at the transmitter not only enhances the access connectivity greatly, but also reduces the computational load of the receiver. • Most importantly, the proposed scheme can be considered as a superset of pNOMA scheme and orthogonal multiple access (OMA) scheme: it can easily be transformed to the latter schemes by adjusting the pattern mapping policy.
The rest of the paper is organized as follows. The system model is briefly presented in Section II. The proposed LSA-PDMA scheme is described in Section III. Simulation results are shown in Section IV. Final conclusions are drawn in Section V.
II. SYSTEM MODEL
In this paper, we consider a downlink transmission scenario with one base station (BS) communicating with multiple users. The BS is equipped with LSA, and each user has antennas. Assume that there are multiple antenna clusters (AC) located in the BS and each AC equipped with antennas forms beams, where ≥ . All the users are divided into multiple user groups (UG) and each UG contains users, where ≤ . Assume that an AC covers a UG with ≤ ≤ 2 − 1 [8] . Without loss of generality, we simplify the scenario into the case where an AC communicates with a UG as illustrated in Fig. 1 .
Let ∈ ℂ × denote the channel matrix between the AC and the -th user in the UG. Assume that zero-forcing beamforming (ZFBF) is utilized at the transmitter. Let ∈ ℂ ×1 denote the ZFBF vector of the -th beam, and it is generated based on the CSI of the selected user among the users covered by the -th beam denoted with the index sel . And the set of pairs of beam and the corresponding selected user is expressed
Then, the composite channel matrix of the selected users can be expressed as
, and the composite ZFBF matrix can be expressed as = ( ) −1 . We partition the composite ZFBF matrix as
, and then the ZFBF vector of the -th beam can be expressed as follows
where 1 ×1 denotes an -dimension column vector with all one elements. Therefore, let ∈ ℂ × denote the ZFBF matrix and it can be expressed as
]. At the transmitter, let ∈ ℂ ×1 denote the superposed signal vector after the process of pattern mapping. Let ∈ ℂ ×1 denote the transmit signal vector from the AC. Then, it can be expressed as follows = .
(
At the receiver, let ∈ ℂ ×1 denote the received signal vector for the -th user. Then, it can be expressed as follows
where ∼ (0, 2 I ) is the additive white Gaussian noise vector whose elements have zero mean and variance 2 .
In following, pattern mapping is designed to generate the superposed signal vector and hybrid detection is proposed to process the received signal vector . And they are jointly designed based on both beam domain and power domain. III. THE PROPOSED LSA-PDMA SCHEME In the following, we will elaborate on pattern mapping at the transmitter and hybrid detection at the receiver. Furthermore, the optimization of pattern mapping will be discussed.
A. Pattern Mapping at the Transmitter
The multiple-domain multiplexing and superposition coding are the key factors of pattern design in PDMA. In general, power domain is chosen as the basis in the pattern design [8] , [9] . However, in the case of single power domain, the stringent requirement in power allocation policy restricts its application to various scenarios other than the macro cell. The combination of multiple domains can make the most of wireless resource, and generalize PDMA to various application scenarios.
In this paper, pattern of the LSA-PDMA scheme is designed based on the combination of power domain and beam domain. By considering LSA, multiple beams in downlink can serve as spatial resource blocks. Specifically, beams are shared by multiple users with different power, and the specific allocation policy depends on pattern mapping.
In Fig. 1 , pattern mapping at the transmitter utilizes power allocation and beam allocation to superpose multiple-domain signals. Let ∈ ℂ ×1 denote the transmit symbol vector for the UG with ∼ (0, I ), [ ] = the transmit symbol for the -th user. Let 1/2 ∈ ℝ × denote the power allocation matrix,
the beam allocation factor for the -th user in the -th beam with ∈ {0, 1}. Specifically, the factor = 1 means that the -th user is covered by the -th beam. Correspondingly, the superposed signal vector after pattern mapping can be expressed as follows
where [ ] = = ∑ =1 √ , and ∘ denotes the Hadamard product.
To further analyze the structure of pattern mapping, we assume that with = 3 and = 5 is designed as follows
whose factor graph is shown in Fig. 2 . And more details on the optimal structure of pattern mapping can be found in the subsection C in the Section II. Specifically, the factor graph shows the mapping relationship from to . Each row of denotes a beam, and each column of denotes an user. Correspondingly, the diversity in pattern mapping refers to the sum number of the corresponding column in for the considered user, and the overlap in pattern mapping refers to the sum number of the corresponding row in for the considered beam. There are some insights in the structure of pattern mapping.
Firstly, we remark here that the proposed LSA-PDMA scheme can be considered as a superset of pNOMA scheme and OMA scheme: it can easily be transformed to the latter schemes by adjusting the diversities and overlaps in pattern mapping. By setting all the diversities to be one, the proposed LSA-PDMA scheme can be transformed to pNOMA scheme. While it can be transformed to OMA scheme by setting all the diversities and overlaps to be one.
Furthermore, let denote the overload ratio supported by pattern mapping and it can be expressed as = / . By exploiting pattern mapping, access connectivity in the LSA-PDMA scheme can thus be enhanced up to a maximum of ( 2 − 1 ) / folds. Finally, note here that the maximum diversity in pattern mapping should be [8] , i.e., there are certain user transmits power in all beams. Therefore, in the case of narrow beamwidth, the maximum number of beams in one AC covering the corresponding UG is not large. Specifically, a small matrix in pattern mapping is the common case for the proposed LSA-PDMA scheme. And beams are chosen as spatial resource in the proposed scheme other than antennas or space-time block code [12] in space domain. Therefore, when combined with LSA, the dimension size of is reduced from × to × with ≥ , which can reduce the computational load for the receiver.
B. Hybrid Detection of SF and SIC at the Receiver
For the received signals, hybrid detection is proposed as illustrated in Fig. 1 . Specifically, SF is performed to suppress the inter-beam interference caused by beam-domain multiplexing, and SIC is performed to remove the intra-beam interference caused by power-domain multiplexing.
For the received signal vector, SF is first performed to suppress the inter-beam interference. Let ∈ ℂ × be the SF matrix for the -th user, the -th column of . Assume that is calculated based on the minimum mean square error (MMSE) criteria [13] as follows
where Δ = { } , whose element can be expressed
. By considering the matrix inversion involved in (6), the computational complexity of (
In a real scenario, is always very small. Therefore, the complexity of SF is reasonable.
Let denote the received signal after the process of SF, and it can be expressed as follows
where the first term of the right hand denotes the combination of the desired information and intra-beam interference, while the other terms denote the inter-beam interference and noise, respectively. Let the aggregated power of the inter-beam interference and noise in be normalized to be one. And let ℎ denote the equivalent normalized channel gain between the -th user and the AC. Then, it can be expressed as follows
Correspondingly, the expression in (7) can be reshaped as follows
where represents the sum of the inter-beam interference and noise after normalization with
Therefore, the multiple-input multiple-out (MIMO) channel between the -th user and the AC can degrade into a single-input singleout (SISO) channel after the normalization [13] , which meets the implementation condition of SIC.
For the scalar received signal, SIC is employed at the receiver to remove the intra-beam interference. The key idea of SIC is to decode symbols iteratively by subtracting the detected symbols of strong users first to facilitate the detection of weak users. Without loss of generality, we assume that the users are placed in an ascending order of normalized channel gain ℎ with respect to their index numbers. For instance, ℎ ≤ ℎ holds if 1 ≤ ≤ ≤ . Consequently, the -th user can correctly decode the signal symbol in spite of the interference of the -th user. As a result, the signal to interference plus noise ratio (SINR) of the -th user at the -th beam can be expressed as follows
Then, the sum rate of the AC can be expressed as follows
C. Optimization of Pattern Mapping Policy
To further improve the system performances, the optimization of pattern mapping at the transmitter is investigated here.
At the transmitter, the beam allocation matrix can be embodied within the power allocation matrix 1/2 . √ = 0 implies that = 0 and the -th beam is not shared by the -th user.
√ > 0 implies that = 1 and the -th beam is shared by the -th user with transmit power √ .
Therefore, we adopt˜to denote the pattern mapping matrix which combines and 1/2 , and
[˜] =˜= . Then, the expression in (10) can be reshaped as follows
Correspondingly, the optimization of pattern mapping at the transmitter can be simplified as follows:
∈ Ω , denotes the slack variable for the selected user of ZFBF, sum denotes the maximum sum transmit power for the AC, and min denotes the minimum rate requirement for the -th user at the -th beam. We remark here that the pattern mapping problem is degraded into a power allocation problem when min > 0, where each user transmits power in all the beams. Then, we have the following theorem. Theorem 1: The optimization problem in (13) is a convex problem.
Proof: Please refer to the Appendix. ■ To solve the convex optimization problem in (13) , we adopt the barrier method [14] to get the globally optimal pattern mapping policy.
IV. SIMULATION RESULTS
In this section, we compare the performances of our proposed LSA-PDMA scheme with the OMA scheme and the pNOMA scheme. The numbers of antennas in the BS and each user are set as = 16 and = 4, respectively. The BS is located in the cell center with radius 800 meters. It is assumed that all the users in the considered UG are distributed uniformly inside the cell. Considering the propagation channel, it is assumed that the complex propagation coefficient between each antenna of the BS and each antenna of each user is modeled as a complex small-scale fading factor timed by a large-scale fading factor, which models geometric attenuation and shadow fading. For the small-scale fading factor, it is always assumed to be i.i.d. random variable with distribution (0, 1). For the large-scale fading factor, the path loss factor, the path loss exponent and the variance of log-normal shadow fading are set to be 1, 3.7 and 10dB, respectively.
Assume that the considered AC in the BS contains = 3 beams, unless otherwise stated. As for the OMA scheme, the number of users is set to be 3, i.e., each user monopolizes a beam. As for the pNOMA scheme, the number of users is set to be 6, i.e., every 2 users share a beam [4] . As for the LSA-PDMA scheme, the number of users is from 3 to 7, which means the proposed LSA-PDMA scheme can perform under the varying overload ratio ( = 100% ∼ 233%).
The performance of the LSA-PDMA scheme is firstly evaluated by adopting a simple pattern mapping policy. In this policy, fixed-ratio power allocation [5] and simple beam allocation [8] are adopted. For the fixed-ratio power allocation, users are sorted in an ascending order of the normalized channel gain. Let 0 denote the basic transmit power, which is allocated to the first scheduled user. And then the transmit power allocated to the -th scheduled user is set to be −1 0 , where denotes the power gain factor. For the simple beam allocation, the basic principle is that larger diversity is allocated to the user with smaller normalized channel gain, and vice versa. Fig. 3 depicts the system sum rate versus the power gain factor where the simple pattern mapping policy is adopted for the proposed scheme. The sum transmit power is set to be 10dB here. When > 1, more power is allocated to the stronger user. It can be observed that the performances of the LSA-PDMA scheme stop increasing and tend to be constant when is larger than a certain threshold. This results from the design principles of beamforming. In the proposed LSA-PDMA scheme, beamforming is generated based on the CSI of the weakest user within a beam for achieving the user fairness. Fig. 3 . The system sum rate vs. the power gain factor, where the simple pattern mapping policy is adopted for the LSA-PDMA scheme.
Therefore, the detection performance of the stronger user at the receiver is poorer, and the stronger user contributes less to the system sum rate even with more transmit power. When < 1, more power is allocated to the weaker user. It can be observed that the impact of smaller is reduced when the overload ratio increases. The reason is that the weaker user allocated more power under the case of smaller offsets the performance loss. When the overload ratio becomes larger, the weaker user contributes more to the system performance. Furthermore, it can also be observed that the performance gain of the LSA-PDMA scheme even with the simple pattern mapping policy is significant compared with the OMA scheme and the pNOMA scheme.
In Fig. 4 , we compare the system sum rate of the proposed LSA-PDMA scheme adopting different pattern mapping policies for = 2, 3, 4, and = 2 − 1. It is obvious that the optimal pattern mapping policy achieves the remarkable performance gain over the simple pattern mapping policy. And the more resource can be allocated, the greater performance gain can be achieved by the optimal pattern mapping policy. Fig. 5 shows how the sum transmit power allocated to the UG affects the system sum rate, where the optimal pattern mapping policy is adopted for the LSA-PDMA scheme. It can be observed that the performances of all the schemes improve as the sum transmit power increases. It can also be observed that our proposed scheme significantly outperforms the OMA scheme and pNOMA scheme. Besides, we can see that the performance of the LSA-PDMA scheme gets better when the overload ratio becomes larger. And the performance gain is not significant enough when the overload ratio is less than 200%. The reason is that the gain from multiple-domain multiplexing cannot offset the loss caused by the intra-beam interference in SIC with the small overload ratio.
V. CONCLUSIONS
In this paper, we have designed a joint LSA-PDMA scheme based on both joint beam domain and power domain. The proposed scheme realized the integration of LSA into multiple where the optimal pattern mapping policy is adopted for the LSA-PDMA scheme. access spontaneously. Furthermore, the LSA-PDMA scheme can be considered as a superset of pNOMA and OMA schemes. Even with the simple pattern mapping policy, the proposed scheme can achieve significant performance gain. APPENDIX
PROOF OF THEOREM 1
Proof: The optimization problem in (13) is firstly reshaped as a standard form problem [14] as follows It is obvious that the function 1 (˜) is affine in˜for any and , and the function 2 (˜) is affine in˜as well. Due to the independence of ℎ 2 and on˜, the function 3 (˜) is convex in˜for any and .
Now consider the objective function

(˜)
. Due to the fact that couples the multiple variables with respect to not , the convexity of (˜) can be derived from the convexity of
, where˜=
[˜1,˜2, ⋅ ⋅ ⋅ ,˜, ⋅ ⋅ ⋅ ,˜]. Let ∇ 2 (˜) denote the second derivative of (˜), whose element is given by (14) at the bottom of this page. Let
Recall the property of SIC: ℎ ≤ ℎ holds if 1 ≤ ≤ ≤ . Then, the term
always nonnegative. We can get that 0 > 0 and ≥ 0 for 1 ≤ ≤ − 1.
Correspondingly, the Hessian matrix of (˜) can be expressed as follows 
Then, ∇ 2 (˜) ર 0. Therefore, the function (˜) is convex in˜for any . According to the transitivity of the convexity [14] , the function (˜) is convex in˜as well. The optimization problem in (13) is now proved to be convex. 
