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RE´SUME´ : L’objectif de cette e´tude est de pre´senter la me´thode de l’entropie croise´e pour trouver un
placement des produits performant pour un syste`me de pre´paration de commandes. Ce type de proble`me intitule´
SAP ou SLAP pour Storage Assignment Problem ou Storage Location Assignment Problem consiste a` de´finir
l’affectation des produits dans les diffe´rentes emplacements de picking du syste`me de pre´paration de commandes,
sous un certain nombre de contraintes (type de support de stockage, contraintes capacitaires, foisonnement lors
de la pre´paration, ...). Nous allons montrer que la me´thode de l’entropie croise´e est facilement et efficacement
applicable a` un tel proble`me puis nous allons de´velopper cette me´thode sur un exemple concret pour en montrer
les performances..
MOTS-CLE´S : Optimisation combinatoire, entropie croise´e, entrepoˆts logistique, storage assignment
problem.
1 INTRODUCTION
Le de´veloppement, ces dernie`res anne´es, de plate-
formes logistiques et de syste`mes de distribution a
conduit a` l’e´mergence de nouveaux enjeux pour re´-
duire les temps d’attente des clients. Le but premier
de la gestion d’entrepoˆts logistiques est de trouver
la fac¸on la plus efficace d’assurer la fonctionnalite´ de
l’entrepoˆt au sein de la chaˆıne d’approvisionnement
(Supply Chain), de l’ope´ration de distribution de base
jusqu’a` d’autres activite´s innovantes a` valeur ajou-
te´e. Conduite par la demande constante des clients
pour un service en un temps minimum, performant,
de qualite´, mais le moins one´reux possible, l’efficience
des ope´rations logistiques est devenue cruciale dans
le marche´ concurrentiel d’aujourd’hui. L’ordre de pi-
cking – le fait de retirer des produits des zones de
stockage en re´ponse a` une demande spe´cifique d’un
client – est conside´re´ comme e´tant le processus le
plus couˆteux en main d’œuvre et le plus critique en
terme de temps de´pense´ (Frazelle 2002, Ten Hompel
& Schmidt 2007, Tompkins, White, Bozer, Frazelle
& Tanchoco 2003). Il est responsable de pre`s de 60%
de toutes les activite´s du travail d’un entrepoˆt selon
Merkuryev, Merkuryeva & Burinskiene (2009).
L’optimisation du placement des produits fait par-
tie de ces nouveaux enjeux, principalement dans les
entreprises de distribution et de pre´paration de com-
mandes. Les performances en termes de temps, de
productivite´ et de qualite´ sont notablement ame´lio-
re´es par un placement des produits efficace. En plus
de devoir traiter un proble`me complexe d’affectation,
plusieurs contraintes viennent s’ajouter : configura-
tion physique des entrepoˆts (capacite´ par type de sup-
port de stockage), re`gles de se´curite´ et de qualite´ (pro-
duits lourds, fragiles, ...).
De nombreuses me´thodes ont e´te´ applique´es sur des
proble`mes d’optimisation combinatoire tels que le re-
cuit simule´, les algorithmes ge´ne´tiques ou encore la
recherche Tabou. Nous allons dans cette e´tude nous
inte´resser a` une me´thode re´cente d’optimisation qui
est la me´thode de l’entropie croise´e et voir comment
cette me´thode peut eˆtre applique´e au placement des
produits.
La me´thode de l’entropie croise´e est une me´thode
ge´ne´rique re´cente d’estimation d’e´ve´nements rares,
adaptable a` des proble`mes d’optimisation. Elle se
base sur un algorithme probabiliste dans lequel des
densite´s de probabilite´s e´voluent pour converger vers
une densite´ fournissant un ensemble contenant la ou
les solutions optimales. Cette me´thode utilise donc
une population de solutions a` chaque ite´ration, popu-
lation ge´ne´re´e selon des densite´s de probabilite´. Ainsi,
nous verrons que cette me´thode pre´sente une conver-
gence rapide et une faible sensibilite´ aux optimums
locaux.
Afin de pre´senter cette me´thode encore peu connue
et peu applique´e aux proble`mes d’optimisation, nous
allons en de´crire les principes ge´ne´raux dans une pre-
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mie`re partie. Puisque nous sommes dans le cas d’un
proble`me d’optimisation combinatoire, nous nous at-
tarderons plus sur la me´thode applique´e a` ce type de
proble`me. Nous verrons que l’entropie croise´e a e´te´
exploite´e sur des estimations d’e´ve´nements rares et
beaucoup moins sur l’optimisation combinatoire. En-
suite, nous pre´senterons le Storage Assignment Pro-
blem (SAP) ainsi que les travaux qui peuvent nous
e´clairer sur la complexite´ d’un tel proble`me. Nous
verrons notamment quels sont les objectifs et les
contraintes dans le SAP et comment cela a e´te´ traite´
avec les me´thodes classiques d’optimisation. Nous ter-
minerons par un exemple base´ sur un cas re´el d’entre-
prise. Nous chercherons a` montrer que l’entropie croi-
se´e peut s’appliquer au SAP et fournit des solutions
optimales en un temps limite´. Nous montrerons e´ga-
lement que le proble`me est NP difficile au sens faible,
c’est-a`-dire que le fait de trouver des solutions opti-
males ve´rifiables en un temps polynomial de´pend des
entre´es et non pas de la structure du proble`me. Nous
verrons e´galement les difficulte´s lie´s a` l’utilisation de
la me´thode de l’entropie croise´e et les manie`res de les
e´viter.
2 L’ENTROPIE CROISE´E
Beaucoup de taˆches dans les travaux de recherche
impliquent de re´soudre des proble`mes d’optimisation
complexes. Ces proble`mes peuvent eˆtre classe´s en dif-
fe´rentes cate´gories selon leur temps de re´solution et
l’optimalite´ des solutions. Le proble`me du voyageur
de commerce (TSP), le proble`me d’assignement qua-
dratique (QAP) ou encore le proble`me de de´coupage
maximal (max-cut problem) sont des exemples de
proble`mes d’optimisation combinatoire. Cependant,
dans ces proble`mes, les donne´es sont connues et sta-
tiques. Il peut arriver qu’il faille e´valuer la fonc-
tion objectif, celle-ci e´tant inconnue et soumise a` des
bruits, c’est-a`-dire a` des perturbations d’ordre statis-
tique.
Beaucoup de proble`mes d’optimisation combinatoire
peuvent eˆtre ramene´s a` des graphes ponde´re´s. Comme
e´nonce´ dans cet article sur l’entropie croise´e (De Boer,
Krose, Mannor & Rubinstein 2005), nous passons
d’un proble`me de´terministe a` un proble`me stochas-
tique pour pouvoir appliquer la me´thode des e´ve´ne-
ments rares. Sur le graphe, l’ale´atoire peut eˆtre intro-
duit au niveau des nœuds ou au niveau des arcs. Nous
parlons alors de stochastic node networks (SNN) dans
le premier cas, ou de stochastic edge networks (SEN)
dans le second. Ainsi, le TSP peut eˆtre traite´ comme
un SEN, tandis que les proble`mes de de´coupage maxi-
mal ou d’allocation de stocks tampons sont traite´s
dans des SNN.
A` l’origine, la me´thode de l’entropie croise´e a e´te´
cre´e´e par le besoin d’estimer les probabilite´s d’e´ve´ne-
ments rares dans des re´seaux stochastiques complexes
(Rubinstein 1997). Utilisant un algorithme adapta-
tif, la me´thode de l’entropie croise´e vise a` re´duire les
variations de la variance et ainsi converger vers les
probabilite´s des e´ve´nements rares. Cependant, il est
apparu assez rapidement que cette me´thode pouvait
eˆtre adapte´e a` des proble`mes d’optimisation combina-
toire (Rubinstein 1999, Rubinstein 2001a, Rubinstein
2001b). Cela est possible en transformant un pro-
ble`me d’optimisation avec des donne´es de´terministes
en un proble`me stochastique associe´ puis en appli-
quant a` ce proble`me les techniques des e´ve´nements
rares. Nous verrons cela dans la partie concernant
la me´thode applique´e a` des proble`mes d’optimisation
combinatoire. Des applications re´centes montrent que
la me´thode de l’entropie croise´e est tre`s puissante en
tant qu’outil ge´ne´rique et pratique pour e´tudier des
proble`mes NP-difficiles.
En effet, les proble`mes plus complexes peuvent eˆtre
e´tudie´s par des techniques de simulation. La plus
simple mais la moins efficace d’entre elle est la simula-
tion de Monte Carlo (Rubinstein & Kroese 2004) dans
laquelle le syste`me est simule´ sous les parame`tres nor-
maux ope´ratoires sur une longue dure´e. Une me´thode
plus intelligente est la me´thode de l’Importance Sam-
pling (IS), ou` les parame`tres sont choisis de manie`re a`
mieux rendre compte des apparitions des e´ve´nements
rares. L’inconve´nient majeur est de trouver un e´chan-
tillon optimal alternatif sous lequel nous voudrions si-
muler le syste`me. Ainsi, la me´thode de l’entropie croi-
se´e agit comme une technique adaptative de simula-
tion IS. Elle permet de trouver par ite´rations succes-
sives ces parame`tres optimaux en les faisant e´voluer
a` chaque ite´ration.
D’autres me´thodes sont e´galement utilise´es. Les plus
connues sont le recuit simule´ de´veloppe´ par Aarts &
Laarhoven (1985), la recherche Tabu de Glover & La-
guna (1997) et les algorithmes ge´ne´tiques de´veloppe´s
par Goldberg (1989). D’autres travaux plus re´cents
sur les proble`mes d’optimisation combinatoires sto-
chastiques sont l’optimisation par colonies de fourmis
de Dorigo, Maniezzo & Colorni (1996) et la me´thode
de partition sans imbrication, de´crite par Shi & Olaf-
sson (2000).
Nous allons dans cette partie de´velopper la me´thode
ge´ne´rale de l’entropie croise´e afin de pre´senter son
fonctionnement. Il est a` noter que pour des raisons de
concision nous n’e´tudierons cette me´thode que dans
le cadre de l’optimisation combinatoire puisque nous
cherchons a` re´soudre un proble`me de type SAP. Pour
cela nous expliquerons comment passer d’un proble`me
d’optimisation a` une estimation d’e´ve´nements rares
pour pouvoir utiliser les outils de l’entropie croise´e.
Ensuite, nous approfondirons en nous inte´ressant a`
cette me´thode applique´e a` des proble`mes d’optimisa-
tion combinatoire discrets et continus. En vue d’e´tu-
dier un proble`me de SAP, nous nous consacrerons
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plus a` l’optimisation combinatoire discre`te que nous
illustrerons par un proble`me simple. Pour finir, nous
chercherons les applications faites de la me´thode de
l’entropie croise´e dans des proble`mes d’optimisation
combinatoire. Pour les lecteurs voulant appliquer la
me´thode de l’entropie croise´e, nous leur conseillons la
lecture de (De Boer et al. 2005, Devise, Paris, Du-
rieux & Fradet 2014) car nous n’avons pas la place
ici, de de´tailler comple`tement sont application.
2.1 Principe ge´ne´ral
Nous allons ici retracer les e´tapes ge´ne´rales de la
me´thode de l’entropie croise´e (Rubinstein & Kroese
2004). Pour plus de de´tails, le lecteur peut consulter
le site http ://www.cemethod.org.
La particularite´ de l’entropie croise´e est de fournir
un cadre de travail pre´cis pour de´river rapidement
et ainsi obtenir des ite´rations par apprentissage opti-
males base´es sur des the´ories de simulation.
La me´thode de l’entropie croise´e fait appel a` une pro-
ce´dure ite´rative ou chaque ite´ration peut eˆtre de´com-
pose´e en deux phases :
— Ge´ne´rer un e´chantillon ale´atoire de solutions
selon un me´canisme probabiliste donne´.
— Mettre a` jour les parame`tres probabilistes du
me´canisme de ge´ne´ration en ne conservant que
les solutions qui donnent les meilleurs re´sultats
afin d’obtenir un e´chantillon de solutions de
meilleure qualite´ a` la prochaine ite´ration.
Nous allons donner l’algorithme ge´ne´ral de la me´-
thode de l’entropie croise´e dans le cadre de l’optimi-
sation combinatoire en de´finissant les outils mathe´-
matiques utilise´s.
Conside´rons le proble`me d’optimisation comme un
proble`me de maximisation. Prenons X un ensemble
fini d’e´tats et S la fonction objectif, ou fonction de
performance, a` valeurs re´elles sur X. Nous voulons
trouver le maximum de S sur X et x∗ l’e´tat auquel ce
maximum est atteint. Notons γ∗ ce maximum. Ainsi
S(x∗) = γ∗ = max
x∈X
S(x) (1)
Le premier point dans la me´thodologie de la me´thode
de l’entropie croise´e est d’associer un proble`me d’esti-
mation au proble`me de maximisation e´nonce´ au des-
sus. Pour cela, nous de´finissons une collection de fonc-
tions indicatrices {I{S(x)>γ}} , qui sont des fonctions
de Kroenecker adapte´es au proble`me, qui sont de´finies
sur X et varient selon des parame`tres ou des niveaux
γ. Ensuite, prenons comme ensemble de fonction den-
site´ de probabilite´ (fddp) sur X. Chaque ffdp peut
eˆtre discre`te ou continue et est parame´tre´e par un
parame`tre (vecteur) a` valeurs re´elles note´ v.
Pour un certain vecteur parame´trique u nous asso-
cions a` la formule pre´ce´dente le proble`me d’estima-
tion du nombre
`(γ) = Pu(S(X) > γ) (2)
=
∑
x
I{S(x)>γ}f(x; u) (3)
= Eu I{S(x)>γ} (4)
ou` Pu est la probabilite´ sous laquelle l’e´tat X a
la fddp f(.; u) et Eu correspond a` l’espe´rance sous
les meˆmes conditions. Nous appellerons le proble`me
d’estimation (Eq. 4) le proble`me stochastique asso-
cie´, autrement dit associe´ au proble`me de maximi-
sation de de´part. Pour mieux comprendre comment
les deux proble`mes sont associe´s, supposons que γ ait
la valeur γ∗ et que f(.; u) soit la densite´ de proba-
bilite´ uniforme sur X. Ainsi, nous remarquons que
`(γ∗) = f(x∗; u) = 1/lχl ou` lχl correspond au cardi-
nal de X, est typiquement un petit nombre. Alors,
pour estimer la valeur de `(γ) une solution serait
d’utiliser le ratio de vraisemblance (LR) avec le para-
me`tre de re´fe´rence v∗ donne´ par :
v∗ = arg max
v
Eu I{S(X)>γ} ln f(X; v) (5)
Ce parame`tre peut eˆtre estime´ par :
v̂∗ = arg max
v
1
N
N∑
i=1
I{S(Xi)>γ} ln f(Xi; v) (6)
ou` les e´tats Xi sont ge´ne´re´s a` partir de la fddp f(.; u).
Nous nous trouvons alors dans le cas ou` estimer avec
`(γ) tre`s proche de γ∗ revient a` estimer un e´ve´nement
rare. Nous pouvons alors appliquer les algorithmes
de l’entropie croise´e sur les e´ve´nements rares en les
adaptant a` notre proble`me. Le re´sultat est le suivant :
1. De´finir un parame`tre initial v̂0 = u et mettre
le compteur d’ite´ration a` t = 1.
2. Ge´ne´rer un e´chantillon de solutions X1, X2,
. . . , XN a` partir de la fonction de densite´
de probabilite´ f(.; vt−1) et traiter l’e´chantillon
(1 − ρ), correspondant au quantile γ̂t des
meilleures fonctions performances avec γ̂t =
S(d(1−ρ)Ne).
3. Utiliser l’e´chantillon X1, X2, . . . , XN pour re´-
soudre l’e´quation stochastique
max
v
D̂(v) = max
v
1
N
N∑
i=1
I{S(Xi)>γ̂t}.
.W (Xi; u; v̂t−1) ln f(Xi; v)
(7)
avec W = 1 puisque nous sommes en optimi-
sation combinatoire.
4. Si pour t > d, γ̂t = γ̂t−1 = . . . = γ̂t−d,
alors arreˆter le programme ; sinon incre´menter
t de 1 et re´ite´rer depuis l’e´tape 2.
MOSIM’14 - 5 au 7 novembre 2014 - Nancy - France
2.2 Remarques
Une diffe´rence principale entre l’estimation d’e´ve´ne-
ments rares et l’optimisation combinatoire est le roˆle
du vecteur de parame`tre initial u. Pour l’estima-
tion, u caracte´rise le syste`me conside´re´ tandis que
pour l‘optimisation u est de´termine´ arbitrairement
pour initialiser le proble`me. Dans le cas du SAP, cela
consistera a` ge´ne´rer une solution initiale a` notre pro-
ble`me d’affectation en terme probabiliste.
Plutoˆt que de mettre a` jour v̂t selon (Eq. 5), il est
souvent be´ne´fique d’utiliser la fonction suivante :
v̂t = αŵt + (1− α)v̂t−1 (8)
ou` ŵt est le vecteur de´rive´ de (Eq. 5). En utilisant
cette fonction, nous e´vitons de trop grandes re´cur-
rences de ze´ros ou de uns dans les vecteurs de pa-
rame`tres. En effet, une fois que l’on trouve un 0 ou
un 1 dans un vecteur parame`tre, nous allons les re-
trouver sans arreˆt par la suite ce qui est inde´sirable.
Selon (Rubinstein & Kroese 2004), une valeur de α
comprise entre 0,4 et 0,9 donne les meilleurs re´sul-
tats. L’inte´reˆt de ce syste`me est aussi d’imple´menter
un effet me´moire entre deux ite´rations.
Une version de´terministe de l’algorithme pre´sente´e
pre´ce´demment peut eˆtre de´finie. Un exemple sera de´-
veloppe´ dans les prochains paragraphes.
2.3 Les parame`tres
Le choix de la taille de l’e´chantillon de solutions pour
chaque ite´ration, que nous avons note´ N , et du para-
me`tre ρ de´pend de la taille du proble`me et du nombre
de parame`tres dans le proble`me stochastique associe´.
En particulier pour un proble`me de type SNN il est
sugge´re´ de prendre une taille d’e´chantillon N = vn ou`
n est le nombre de noeuds et c une constante stricte-
ment supe´rieure a` 1. Par contraste, pour un proble`me
de type SEN, il convient de prendre N = cn2, ou` n2
est le nombre d’arcs du graphe. Il est crucial de com-
prendre que ces tailles sont e´galement associe´es au
nombre de parame`tres du proble`me stochastique as-
socie´.
En ce qui concerne ρ, il est ge´ne´ralement sugge´re´ de
prendre ρ autour de 0,001 si n > 100 et ρ de l’ordre
de lnnn pour n < 100.
2.4 Application a` l’optimisation combina-
toire discre`te
Nous allons pre´senter ici un exemple d’application ex-
treˆmement simple de l’entropie croise´e a` un proble`me
d’optimisation combinatoire en discret.
Conside´rons un vecteur binaire y = (y1, y2, . . . , yn).
Supposons que nous ne puissions pas de´terminer les
valeurs prises par chaque e´le´ment de ce vecteur. Ce-
pendant, nous avons acce`s a` une fonction « oracle »
qui pour tout vecteur binaire x = (x1, x2, . . . , xn) en
entre´e nous renvoie la valeur :
S(x) = n−
n∑
j=1
|xj − yj | (9)
Cette valeur correspond au nombre d’e´le´ments iden-
tiques dans les vecteurs x et y. L’objectif est alors de
construire un algorithme de recherche pour recons-
truire le vecteur inconnu y. Pour cela, nous sommes
dans le cadre d’un proble`me de maximisation de la
fonction S dans l’espace des vecteurs binaires a` n e´le´-
ments.
Nous pouvons trouver y en ge´ne´rant de manie`re re´pe´-
te´e des vecteurs binaires X = (X1, X2, . . . , Xn) tels
que X1, X2, . . . , Xn soient des variables ale´atoires in-
de´pendantes de Bernoulli avec les probabilite´s p1, p2,
. . . , pn. Nous e´crivons X ∼ Ber(p) ou` p = (p1, p2,
. . . , pn). Nous pouvons noter que si p = y, ce qui cor-
respond au cas de de´ge´ne´rescence de la distribution
de Bernoulli, nous avons S(X) = 0 et X = y et l’algo-
rithme de recherche de la solution optimale fournit la
solution avec une probabilite´ de 1. Ici, nous adaptons
un proble`me d’optimisation combinatoire en cre´ant
une se´quence de vecteurs parame`tres p̂0, p̂1, . . . et de
niveaux γ̂1, γ̂2, . . . tels que la se´quence des niveaux
converge vers l’optimum, ici n, et la se´quence des vec-
teurs p̂0, p̂1, . . . converge vers le vecteur y.
Pour cela nous de´veloppons l’algorithme suivant :
1. Commenc¸ons avec le vecteur p̂0 tel que p̂0=
(0,5 ; 0,5 ;. . . ; 0,5). Prenons t = 1, la premie`re
ite´ration.
2. Ge´ne´rons un e´chantillon X1, X2, . . . , XN de
vecteurs de Bernoulli avec le vecteur de proba-
bilite´s p̂t−1. Calculons la performance S(Xi)
pour chaque vecteur Xi et classons les selon
leur performance par ordre croissant : S1 <
S2 < . . . < SN . Prenons ensuite γ̂t comme
le (1˘ρ) quantile des performances. Nous e´cri-
vons γ̂t = S(d(1−ρ)Ne).
3. Utilisons ce meˆme e´chantillon pour calculer
p̂t = (p̂t,1, . . . , p̂t,n) selon la formule :
p̂t,j =
N∑
i=1
I{S(Xi)>γ̂t}I{Xij=1}
N∑
i=1
I{S(Xi)>γ̂t}
(10)
avec j = 1, . . . , N et ou` Xi = (Xi1, Xi2, . . . ,
Xin) et incre´menter t de 1.
4. Si le crite`re d’arreˆt est atteint, arreˆter le pro-
gramme sinon recommencer a` l’e´tape 2.
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2.5 Crite`re d’arreˆt
Un possible crite`re d’arreˆt est de stopper lorsque
γ̂t n’e´volue plus durant un nombre d’ite´rations fixe´.
Nous pouvons e´galement nous arreˆter lorsque le vec-
teur de probabilite´ p̂t a converge´ et est devenu un
vecteur binaire, auquel cas il n’est plus pertinent de
poursuivre l’algorithme. En effet, il est montre´ par
Homem de Mello (2007) que pour des mode`les sta-
tiques avec des contraintes faibles, la me´thode de l’en-
tropie croise´e donne des re´sultats avec une probabilite´
de 1 ou 0 en un nombre fini d’ite´rations.
Notons que la formule de calcul de p̂t,j est simple de
compre´hension. Nous avons au de´part un e´chantillon
de vecteurs puis nous les classons selon leur perfor-
mance. Ensuite, pour chaque e´le´ment du vecteur de
probabilite´, nous faisons une division ou` :
— Le nume´rateur correspond au nombre de fois
ou` l’on a 1 dans les vecteurs donnant les
meilleures performances et garde´es dans le
quantile de´termine´ par la borne γ̂t.
— Le de´nominateur correspond au nombre de
vecteurs du quantile.
Ainsi, en effectuant la division, nous obtenons un
nombre entre 0 et 1 pour chaque p̂t,j qui augmente
si les meilleures solutions ont Xj = 1 et de´croˆıt si
Xj = 0. Nous faisons alors converger chaque p̂t,j vers
0 ou 1 selon que les vecteurs Xi ayant les meilleures
performances ont plutoˆt des 0 ou des 1 a` l’emplace-
ment j.
2.6 Exemple simple
Nous avons de´veloppe´ un programme simple permet-
tant de tester l’entropie croise´e sur le proble`me de re-
cherche d’un vecteur binaire que nous avons pre´sente´
pre´ce´demment.
Pour cela, nous avons ge´ne´re´ un vecteur binaire ale´a-
toire de dimension 5 puis nous avons de´fini la fonction
objectif qui renvoie le nombre d’e´le´ments correspon-
dant entre le vecteur recherche´ et une solution.
Le vecteur recherche´ est le suivant :
0
1
0
1
1

Pour ce proble`me de petite taille, nous avons choisi
une taille de population de 50 solutions dont nous ne
gardons que les 10 meilleures, soit 20% de la popula-
tion. Ainsi, le quantile est de´fini par la performance
de la dixie`me moins bonne solution.
Nous obtenons alors les re´sultats pre´sente´ dans le ta-
bleau 1 :
Ite´rations n˚ 1 n˚ 2 n˚ 3 . . . n˚ 7
fddp de x1 0,10 0 0 . . . 0
fddp de x2 0,70 1 1 . . . 1
fddp de x3 0,10 0 0 . . . 0
fddp de x4 0,70 1 1 . . . 1
fddp de x5 0,80 1 1 . . . 1
Tableau 1 – E´volution des fddp a` chaque ite´ration
Nous affichons le vecteur de probabilite´ a` chaque ite´-
ration. Nous remarquons que le vecteur de probabi-
lite´ converge tre`s rapidement vers la solution avec une
probabilite´ de 1 (le tirage ale´atoire est fait en nombre
entiers entre 0 et 9, 9 correspond donc a` la probabilite´
1).
Le crite`re d’arreˆt porte ici sur le nombre de fois ou` l’on
retrouve un quantile inchange´. Ainsi, nous incre´men-
tons un compteur a` l’ite´ration 2 jusqu’a` l’ite´ration 7.
Notre condition d’arreˆt e´tait compteur = 5.
Nous remarquons de´ja` la puissance de la me´thode
sur un proble`me NP complet de petite dimension.
Nous pouvons supposer qu’une telle me´thode peut
eˆtre e´tendue a` ce type de proble`me pour des dimen-
sions plus grandes en augmentant la taille de la po-
pulation.
2.7 Litte´rature sur l’entropie croise´e
De nombreux articles et the`ses ont e´te´ effectue´s sur
l’entropie croise´e et ces applications. Cependant, tre`s
peu confrontent l’entropie croise´e a` des proble`mes
d’optimisation combinatoire. En effet, la majorite´
concerne l’estimation d’e´ve´nements rares dans les
communications, les structures ou encore les pro-
ble`mes de re´seau. Nous avons cependant pu trouver
certains documents se rapportant a` l’entropie croi-
se´e applique´e aux proble`mes d’optimisation combina-
toire.
C’est par exemple le cas de Alon, Kroese, Raviv &
Rubinstein (2005) qui ont travaille´ sur les stocks tam-
pons en utilisant l’entropie croise´e. Dans ce proble`me,
la solution est repre´sente´e par un vecteur et ensuite
les auteurs cherchent a` appliquer la me´thode de l’en-
tropie croise´e. Nous remarquons alors que ce pro-
ble`me est comparable a` l’exemple que nous avons pris
pour illustrer la me´thode en optimisation combina-
toire discre`te. En effet, l’allocation de stock tampon
revient a` rechercher un vecteur optimal que nous ne
connaissons pas mais dont vers lequel il est possible de
converger en estimant les performances des solutions
puis en ne conservant que les meilleures. Les re´sultats
obtenus sont optimaux a` 99% et cela dans un temps
optimal. Cette e´tude est tout a` fait inte´ressante pour
comprendre la me´thode dans le cadre de l’optimisa-
tion combinatoire ainsi que les fac¸ons de repre´senter
les donne´es du syste`me pour pouvoir l’appliquer.
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D’autres auteurs tels que Caserta & Nodar (2009)
ont e´galement cherche´ a` de´velopper la formulation des
proble`mes d’optimisation combinatoire pour pouvoir
appliquer l’entropie croise´e. De nouveaux algorithmes
ont e´te´ propose´s pour prendre en compte de ma-
nie`re ge´ne´rale les contraintes. Les auteurs e´voquent
la me´thode d’acceptation rejet que nous utiliserons
e´galement dans le proble`me du SLAP, qui consiste
a` ge´ne´rer une solution pour ensuite tester son res-
pect des contraintes. Si la solution est viable au vu
des contraintes, elle est stocke´e pour former l’e´chan-
tillon ne´cessaire a` chaque ite´ration de la me´thode. Les
contraintes qu’ils ont alors choisi d’imposer sont assi-
milables aux contraintes du proble`me bin packing.
Comme nous l’avons dit pre´ce´demment, la me´thode
de l’entropie croise´e applique´e a` des proble`mes d’op-
timisation combinatoire discre`te fournit une solution
optimale avec une probabilite´ proche de 1 dans le cas
ou` cette solution est unique. Ce re´sultat de´montre´ par
Costa, Jones & Kroese (2007) est une garantie que les
solutions convergent vers une solution optimale sans
risque de s’arreˆter a` un optimum local. En outre, la
mise a` jour des probabilite´s a` partir d’un ensemble de
solutions a` chaque ite´ration rend la convergence plus
rapide que dans d’autres me´thodes ou` la recherche se
fait solution par solution.
3 LES PROBLEMATIQUES DES ENTRE-
POˆTS LOGISTIQUES
Le pre´sent document s’attachera a` poser les bases des
enjeux de conception de syste`mes d’entrepoˆts afin de
prendre en compte les facteurs qui influent sur les per-
formances du syste`me de pre´paration de commandes.
En effet, lors de la conception d’un entrepoˆt logis-
tique, on peut de´nombrer sept facteurs tre`s influents
selon Bukchin, Khmelnitsky & Yakuel (2012) : le lo-
tissement (batching en anglais), la se´quence de pre´le`-
vement, la politique de stockage, le zonage, l’ame´na-
gement de l’entrepoˆt, les e´quipements de picking et la
conception de l’information de picking. Plus ge´ne´ra-
lement, nous re´fe´renc¸ons dans la litte´rature 4 grands
axes fondamentaux dans la conception et la mode´li-
sation d’un entrepoˆt (Hsieh & Tsai 2005) que nous
adopterons pour de´finir notre cadre d’e´tude :
1. le sche´ma de configuration de l’entrepoˆt et son
ame´nagement ;
2. la strate´gie d’assignement du stockage ;
3. la politique de chemin a` suivre par le pre´para-
teur de la commande ;
4. la combinaison et l’ordonnancement des com-
mandes.
Dans notre proble´matique, la question est plus com-
plexe puisqu’il s’agit d’optimiser l’implantation des
re´fe´rences de produits en picking dans le but de mini-
miser la distance totale parcourue. Enfin la difficulte´
majeure a` laquelle nous sommes confronte´s re´side
dans le fait que nous ne disposons pas de pre´curseurs
quant a` la technique que nous proposons d’utiliser,
l’entropie croise´e, applique´e a` des techniques d’opti-
misation d’implantations picking.
Notre proble`me fait re´fe´rence au Storage Location
Assignment Problem (SLAP) ou Storage Assignment
Problem (SAP) ou encore Storage Allocation Strategy
qui sont souvent aborde´s dans la litte´rature. De nom-
breux chercheurs ont travaille´ sur ce sujet car il est
source de nombreuses ame´liorations et de gains, a` la
fois en terme de taux d’occupation de l’espace et en
couˆt de mise en stock et de de´chargement, etc. La
re´solution de ce proble`me vise a` fournir un moyen ef-
ficace de localiser les produits dans l’ordre dans un
entrepoˆt dans le but de re´duire les efforts ne´cessaires
a` la pre´paration de la commande. Cela influe sur qua-
siment tous les indicateurs de performance d’un en-
trepoˆt comme par exemple la pre´paration des com-
mandes et leur couˆt associe´ (Muppani & Adil 2008).
Nous prendrons simplement ici l’exemple d’Ene &
Oztu¨rk (2012) qui allient a` l’e´tude de l’optimisation
des implantations de produits dans l’industrie auto-
mobile a` l’optimisation du pre´le`vement par picking
des commandes de produits. Pour ce faire, ils pro-
ce`dent en deux e´tapes : a` la premie`re, le proble`me
d’affectation de l’emplacement de stockage est re´solu
avec une politique de stockage base´e sur les classes de
produits dans le but de minimiser le flux d’e´le´ments
transmis au sein de l’entrepoˆt ; a` la seconde, les pro-
ble`mes de lotissement de produits et de routage sont
conside´re´s simultane´ment pour re´duire les couˆts des
ope´rations de transport dans l’entrepoˆt en question.
Ils parviennent, au moyen d’algorithmes ge´ne´tiques a`
appliquer cela a` tout type de disposition d’entrepoˆt
dans l’industrie de l’automobile. Enfin, les proble`mes
de type SAP font partie de la classe des proble`mes
NP-difficiles (Frazelle & Sharp 1989). Par conse´quent,
un grand nombre de me´thodes heuristiques ont e´te´
propose´es. D’autre part, le routage ou le chemin du
pre´parateur de la commande au sein d’un entrepoˆt
a e´galement rec¸u une attention conside´rable dans la
litte´rature ayant trait a` la recherche ope´rationnelle.
Il a e´te´ largement de´montre´ et maintenant reconnu
que la de´termination du chemin du pre´parateur de
commande sous contrainte de minimisation de la dis-
tance dans un entrepoˆt est une variante du proble`me
bien connu du Traveller Salesman Problem (TSP), qui
est NP-difficile(Laporte 1992, Lawler, Lenstra, Rin-
nooy Kan & Shmoys 1985). En bref, le TSP consiste
a` de´terminer la distance minimale d’un cycle passant
par chaque sommet une fois et une seule. Dans le
cas du chemin du pre´parateur de commande, chaque
produit ou chaque article a` pre´lever correspond a` un
sommet, et la distance qui se´pare deux sommets entre
eux doit eˆtre la plus courte possible entre les empla-
cements correspondants dans l’entrepoˆt. Habituelle-
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ment, puisque les distances sont syme´triques, le fait
de trouver l’itine´raire le plus court pour effectuer le
picking correspond a` un TSP syme´trique. Toutefois,
dans certains entrepoˆts a` alle´es unidirectionnelles, la
matrice de distance est asyme´trique, et de fait, le TSP
correspondant aussi. De nombreux algorithmes effi-
caces de TSP existent et peuvent eˆtre utilise´ pour op-
timiser les itine´raires du pre´parateur de la commande.
Le proble`me de trouver le chemin optimal du pre´pa-
rateur de la commande, sous le nom de TSP, masque
en fait un proble`me sous-jacent encore plus connu qui
est le proble`me du plus court-chemin (shortest path
problem en anglais). Ce proble`me trouve de tre`s nom-
breuses applications dans la recherche ope´rationnelle,
mais nous n’avons pu trouver de travaux se rappor-
tant a` des proble`mes de d’implantations dans le but
de trouver le plus court chemin. En revanche, nous
avons de´veloppe´ le proble`me du plus court chemin
dans cet article (Devise et al. 2014). Il peut eˆtre re´solu
et applicable a` notre cas selon certaines hypothe`ses.
Ajoutons a` cela que les strate´gies de localisation des
produits (c’est-a`-dire l’affectation des produits dans
les emplacements en vue de faciliter la pre´paration des
commandes) ont rec¸u moins d’attention. Les contri-
butions the´oriques sont rares, e´tant donne´ que l’em-
placement du produit de´pend fortement de la confi-
guration de l’entrepoˆt, de la strate´gie de pre´paration
des commandes et de la technologie en place. Ainsi,
la plupart des recherches dans la litte´rature traitent
de cas pratiques bien spe´cifiques.
4 APPLICATION INDUSTRIELLE
Notre cas industriel est un entrepoˆt re´el d’un des lea-
der europe´en en logistique, plus particulie`rement spe´-
cialise´ dans la distribution des grandes et moyennes
surfaces (GMS). Cet entrepoˆt est se´pare´ en plusieurs
blocs (en fonction de la disposition des quais d’en-
tre´e/sortie). Nous avons e´tudie´ un bloc posse´dant
environ 1 100 emplacement de pre´paration de com-
mande. On place un produit par emplacement en te-
nant compte d’un certain nombre de contraintes sup-
ple´mentaires : les produits les plus lourd doivent eˆtre
place´s en amont des produits plus le´ger et identifie´s
comme plus fragiles ; les produits doivent eˆtre place´s
dans le bon type d’emplacement. Il existe, suivant les
entrepoˆts, de trois a` cinq types d’emplacement. Dans
cet entrepoˆt, on retrouvait des emplacements palettes,
des demi-emplacements et des emplacements en dy-
namique. L’estimation de l’ordre de grandeur de la
combinatoire du proble`me est de 8.35 10750 solutions
diffe´rentes (Devise et al. 2014).
La fonction d’e´valuation est la distance totale par-
courue par les pre´parateurs base´e sur un historique
de commande d’un mois (novembre 2013). Cela re-
pre´sente un total pour ce bloc d’environ 11 000 com-
mandes diffe´rentes. La distance calcule´e prend en
compte les commandes ne´cessitant plusieurs palettes
et inte`gre donc les allers retours pour prendre une
nouvelle palette. Nous calculons e´galement le nombre
de palettes pre´pare´es car, pour les commandes ne´ces-
sitant plusieurs palettes, l’ordre dans lequel on prend
les produits de la commande pour constituer des pa-
lettes influe sur le nombre de palette pre´pare´e car, un
lot de produit identique ne doit pas eˆtre e´clate´ sur des
palettes diffe´rentes. Par exemple, si l’on doit placer 10
packs de 6 jus de fruits, il faut ve´rifier qu’il reste as-
sez de place sur la palette, sinon, on doit attaquer
une nouvelle palette avec ces 10 packs. Le chemin de
pre´paration est fixe´ en partie a` l’avance pour assurer
des flux fluides et pour respecter des re`gles de se´curite´
dans les alle´es. En effet, suivant la largeur des alle´es,
on peut autoriser ou non le croisement des ope´rateurs.
Nous avons programme´ en C++ le programme d’op-
timisation. Il lit un fichier excel standard de l’entre-
prise pour connaˆıtre la disposition de l’entrepoˆt ainsi
que la codification et le type des emplacements. Il
lit aussi une extraction du WMS (Warehouse Mana-
gement System) afin de re´cupe´rer la liste des com-
mandes a` traiter. Ensuite, une me´thode est utilise´e
pour optimiser par entropie croise´e le placement des
produits dans l’entrepoˆt.
Nous avons mene´ pour le moment des essais succincts
sur les parame`tres de re´glage de l’entropie croise´e. Les
principaux parame`tres sont
— le nombre de solutions ge´ne´re´es a` chaque ite´-
ration
— le taille du quantile qui permet de mettre a`
jour les fonctions de densite´ de probabilite´
— le nombre maximum d’ite´ration.
Dans la figure 1, nous ge´ne´rons N = 1 500 solutions
a` chaque ite´ration. Le quantile pre´leve´ des meilleures
solutions est (1 − ρ) = 10%. Nous avons e´galement
choisi d’avoir un effet me´moire en ajoutant a` ce quan-
tile les cinq meilleures solutions trouve´es depuis la
premie`re ite´ration afin, au vue de la taille du pro-
ble`me, qu’elle ne risque pas d’eˆtre “oublie´es”. En plus,
nous faisons 10 re´plications avec un ge´ne´rateur ale´a-
toire diffe´rent afin de tester la robustesse de la me´-
thode. Ces re´plications entraˆıne e´videmment une aug-
mentation du temps de calcul par approximativement
10. Actuellement, le programme d’optimisation prend
environ 3 heures pour traiter le cas industriel sur un
PC ou un Mac portable. Par rapport aux me´thodes
utilise´es et programme´es par le service IT de l’entre-
prise dans les WMS nous avons un gain de 25 % sur
la distance totale parcourue par les pre´parateurs des
commandes.
5 CONCLUSION
Dans cet article, nous avons rappele´ le proble`me ge´-
ne´ral de la conception des entrepoˆts et nous nous
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Figure 1 – E´volution de la meilleure solution a` chaque ite´ration
sommes plus particulie`rement inte´resse´ a` la re´solution
du proble`me d’optimisation combinatoire intitule´ Sto-
rage Location Assignment Problem. Nous avons mis
en e´vidence l’inte´reˆt de l’utilisation de la me´thode
de l’entropie croise´e invente´e par Rubinstein (1997).
Les premiers re´sultats sur un proble`me industriel de
grande taille sont prometteurs. Par rapport aux so-
lutions utilise´es jusque la`, nous obtenons une ame´-
lioration de 25 % de la distance parcourue par les
ope´rateurs en proposant une solution issue de l’en-
tropie croise´e au SLAP. Lors d’une e´tude utilisant
le recuit simule´ (Devise & Caux 2010) sur un sys-
te`me le´ge`rement diffe´rent (les chemins e´taient fixes),
nous obtenions une ame´lioration de la performance
du syste`me de pre´paration de commande beaucoup
plus faible alors que l’entreprise ne posse´dait aucun
syste`me pour optimiser ses emplacements de picking
pour un temps de calcul le´ge`rement supe´rieur.
Il nous reste maintenant a` confirmer que la me´thode
de l’entropie croise´e permet effectivement d’eˆtre, ainsi
qu’il le semble au vue des premiers re´sultats, plus per-
formantes que les me´thodes d’optimisation que nous
avions de´ja` tester. Pour ce faire, nous envisageons de
traiter le meˆme cas industriel avec d’autres me´thodes
d’optimisation (en particulier, le recuit simule´ et les
algorithmes ge´ne´tiques).
En paralle`le, il est ne´cessaire e´galement de conduire
une e´tude plus fine sur les deux principaux para-
me`tres de re´glages de la me´thode de l’entropie croi-
se´e, a` savoir la taille N des e´chantillons et le quantile
(1− ρ) des meilleures solutions utilise´es pour mettre
a` jour la fonction de densite´ de probabilite´.
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