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RESUMEN 
Con este artículo se pretende resaltar la planifica-
ción de la investigación como parte importante en 
el desarrollo de un diseño de experimentos; para 
ello se muestra una metodología para la aplicación 
práctica de esta clase de diseños. El procedimien-
to recomendable para llevarlo a cabo se presenta 
de forma teórica y, paralelamente, es aplicado al 
caso práctico de mejorar el alcance del tiro de una 
catapulta. 
ABSTRACT 
This article tries to emphasize in research planning 
like a basic part of experiments designo Therefore, it 
offers a method to apply the design of experiments. 
First we show the recommended methodology 
to follow, theoretically; after, it is applied in the 
practice to a design of experiment to improve a 
catapults shot. 
* * * 
1. Introducción 
El diseño de experimentos (DOE) es una técnica 
que consiste en realizar tilla serie de experimentos 
en los que se inducen cambios deliberados en las 
variables de un proceso, de manera que es posible 
observar e identificar las causas de los cambios en 
la respuesta de salida [1]. Con esta técnica se puede 
conseguir, por ejemplo, mejorar el rendimiento de 
un proceso y reducir su variabilidad o los costos 
de producción. Su aplicación en la industria com-
prende campos como la Química [2-5], la Mecánica 
[6-9] , los materiales [10-13] , la Ingenieria Industrial 
[14-17] o la Electrónica [18, 19]. 
A pesar de que el DOE se define como una herra-
mienta eficaz para mejorar y optimizar procesos y 
productos, su aplicación no es muy habitual en las 
industrias. Los ingenieros utilizan limitadamente 
las técnicas estadísticas avanzadas para solucio-
nar sus problemas, pues están condicionados por 
no tener conocimientos estadísticos [20-28]. En 
consecuencia, es objeto de este artículo mostrar, 
de una manera sencilla, la metodología que sería 
recomendable seguir para llevar a cabo un DOE. 
La mayoría de los artículos científicos publicados 
sobre DOE se han enfocado en modelos, criterios 
y otros temas que se refieren casi exclusivamente 
a la etapa de elección del modelo o diseño para 
efectuar el experimento y el análisis de datos. Por 
el contrario, este artículo se centra en explicar, en 
forma teórica, la importancia de los pasos necesa-
rios para la experimentación, en qué consiste cada 
128 Tecnura l año 10 I No. 20 I primer semestre de 2007 
uno y su aplicación al caso práctico de mejorar el 
lanzamiento de una pelota con una catapulta. 
La utilización de este prototipo no es una idea 
original. La catapulta empleada en un artículo de 
Anthony [29] junto con el helicóptero de Box [30] 
son los ejemplos didácticos más utilizados en temas 
de calidad y estadística. 
El artículo se estructura de la siguiente manera: 
primero se muestra una reseña histórica sobre la téc-
nica del diseño de experimentos; a continuación, se 
presenta la catapulta objeto de la aplicación práctica; 
en seguida se describen, teóricamente y aplicadas 
al ejemplo de la catapulta, las etapas recomendadas 
para aplicar un diseño de experimentos. Finalmente, 
se muestran las conclusiones del artículo. 
2. Reseña histórica del diseño de 
experimentos 
El diseño de experimentos fue aplicado por primera 
vez por R. A. Fisher en Inglaterra en los años vein-
te en el campo de la agricultura; sus experiencias 
le llevaron a publicar en 1935 su libro Design 01 
Experiments [31]. Desde entonces, varios investi-
gadores han contribuido al desarrollo y aplicación 
de la técnica en diferentes campos. 
Montgomery [1] considera que ha habido cuatro 
etapas en el desarrollo del diseño de experimentos. 
La primera etapa -iniciada en la década del veinte 
por Fisher- se caracteriza por la introducción siste-
mática del pensan1iento científico y la aplicación del 
diseño factorial completo y fraccionado y el análisis 
de varianza en las investigaciones experimentales 
científicas. La segunda etapa -iniciada por Box y 
Wilson [32]- se caracteriza por el desarrollo de 
la superficie de respuesta (RSM). Estos autores 
notaron que los experimentos industriales diferían 
de los de la agricultura en dos aspectos: 
• Inmediatez, porque la respuesta se puede obser-
var bastante rápido, sin tener que esperar tanto 
como en la agricultura. 
• Secuencialidad: el experimentador puede rea-
lizar unos pocos experimentos y planificar los 
siguientes en función de los resultados. 
En esta última etapa surgen diseños como: 
• Diseños compuestos centrales (CCD). 
• Diseños compuestos centrales centrado en las 
caras (FCD). 
• Diseños de Box-Behnken. Durante los siguien-
tes años, la RSM y otras técnicas de diseño 
se extendieron a la industria química y a los 
procesos industriales, en especial en las áreas 
de investigación y desarrollo (I&D). 
La tercera etapa comienza a finales de la década del 
setenta con el creciente interés de las industrias en 
la mejora de sus procesos. Los trabajos de Taguchi 
[33 , 34] sobre diseño robusto de parámetros (RPD) 
sirvieron para difundir el interés y el uso del DOE 
en otras áreas como automoción, industria aeroes-
pacial , electrónica o industria de semiconductores. 
Aunque los análisis propuestos por Taguchi fueron 
fuertemente criticados [35-41] por ser ineficientes 
y en algunos casos poco efectivos, ellos sirvieron 
para desarrollar el concepto de robustez y exten-
der el empleo del diseño de experimentos a otras 
áreas, lo que ha dado pie al comienzo de la cuarta 
etapa del diseño de experimentos en la década del 
noventa; en ella surgen los diseños óptimos y se 
han desarrollado numerosas herramientas software 
para el análisis del DOE. 
3. Descripción de la catapulta 
La metodología para llevar a cabo el experimento 
se explica a través de un ejercicio práctico que tiene 
I re-creaciones 
por objetivo la optimización del lanzamiento de una 
pelota con un prototipo de catapulta. El prototipo 
que ha sido utilizado (figura 1) es de madera y 
consta de una base de la que parten dos brazos. El 
brazo móvil está sujeto al brazo fijo de la catapulta 
mediante una goma; éste además contiene en su 
parte superior una cazoleta que sirve de apoyo 
para la pelota. ASÍ, al extender el brazo hacia atrás 
cuantos grados se desee , la pelota sale despedida 
debido a la fuerza elástica que le transmite la goma 
al chocar el brazo móvil con el tope (punto negro 
en la figura) . 
Este diseño de catapulta permite modificar las 
posiciones de distintas partes de ella. Por ejemplo, 
la cazoleta donde irá posicionada la pelota está 
sujetada al brazo móvil por medio de un tomillo 
y una tuerca. Esta cazoleta puede estar situada 
en la posición (+), esto es, la posición actual que 
se muestra en la figura 1, o se puede desenroscar 
y colocar en el agujero inferior del brazo móvil , 
indicado en la figura con el signo (-). Lo mismo 
sucede con la posición del tope o la extensión de la 
goma. El ángulo de tiro , sin embargo, puede adoptar 
cualquier valor. 
FiguJ'3 1. Catapulta 
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4. Metodología para la aplicación del 
diseño de experimentos 
Un diseño de experimentos implica mucho más 
que decidir cuáles son las condiciones en las que se 
realizarán cada uno de los experimentos necesarios 
para conseguir el objetivo; se deben considerar, 
además, varias etapas previas y posteriores a la 
ejecución de tales experimentos. Por esto, Hahn 
[42] prefiere denominarlo planificación de la in-
vestigación, pues considera que este término es 
más amplio que el DOE. Sin embargo, la mayor 
parte de la bibliografia mantiene el término antiguo, 
por lo que en este artículo se continuará usando, 
aclarando que posee un sentido más amplio que la 
propia experimentación. 
A lo largo de la historia varios autores han clasifi-
cado de distintas maneras las etapas necesarias para 
aplicar el DOE [1 , 43-48]. Para el presente artículo 
se ha decidido seguir la metodología de Montgo-
mery [1], base de muchas otras, que consta de las 
siete etapas mostradas en el diagrama l . 
Inicio 
1. Reconocimiento del problema 
2. Elección de los factores y niveles 
3. Selección de la variable respuesta 
4. Elección del diseño experimental 
5. Realización de los experimentos 
6. Análisis de los datos 
7. Conclusiones y recomendaciones 
Diagl'ama 1. Procedimiento para la reali zación de LID DOE 
Antes de explicar las etapas necesarias para aplicar 
el DOE se fonnulan algunas recomendaciones que 
el propio Montgomery [1] sugiere tener en cuenta 
durante todo el proceso de la experimentación: 
• Utilizar los conocimientos previos sobre el 
problema: el conocimiento del proceso adquiere 
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una importancia significativa en cada una de las 
etapas del diseño. 
• Mantener el diseño JI el análisis lo más sencillo 
posible: si se realizan correctamente los pasos 
establecidos para el diseño del experimento se 
obtendrá un diseño sencillo que, en general, 
conduce a un análisis sencillo y más fácil de 
interpretar. 
• Entender la diftrencia entre estadísticamente 
significativo y significativo en la práctica: aun-
que las nuevas condiciones produzcan mejores 
resultados, esto no significa que en la práctica 
sean aplicables. Algunas veces suele suceder 
que modificar las condiciones de operación de 
una variable resulta más caro que las ventajas 
obtenidas con el cambio. 
• Recordar que los experimentos son iterativos: 
generalmente, al principio de toda experimenta-
ción no se posee la información suficiente para 
realizar un análisis completamente correcto. Por 
eso se recomienda no invertir más del 25-40% 
del presupuesto en los primeros experimentos. 
Para comprender mejor cada una de las etapas de la 
metodología, éstas serán descritas en detalle,junto 
con algunos consejos que puedan ayudar a llevarlas 
a cabo. Simultáneamente con la descripción las 
etapas serán ejecutadas en el ejemplo práctico con 
la catapulta. 
4.1. Reconocimiento del problema 
El primer paso para realizar un DOE es reconocer el 
problema. Se entiende como problema tanto una si-
tuación no deseable en la que algo está ftmcionando 
mal, como una situación que trabaja correctamente, 
pero que se desea mejorar. La formulación del pro-
blema debe ser una descripción concisa y centrada 
en aquello que está mal [49]; siempre que sea po-
sible , será conveniente cuantificar el problema en 
términos de costo, pues esto pennitirá cuantificar 
la mejora conseguida al final del proceso. 
En el ejemplo práctico de este artículo se desea 
conocer el funcionamiento de la catapulta, es decir, 
averiguar en qué fom1a influyen cada una de sus 
partes en la distancia de lanzamiento, con el obje-
tivo final de configurar una catapulta para que su 
alcance sea máximo. 
4.2. Elección de los factores y niveles 
El paso siguiente consiste en proponer cuáles son 
los factores que se intuye que pueden influir en el 
I re-creaciones 
problema que se está considerando. El trabajo en 
equipo es importante en esta etapa, incluyendo en 
especial a las personas más cercanas al proceso; la 
técnica del brainstorming y el uso de diagramas 
causa-efecto pueden ayudar a ejecutar esta etapa 
de manera ordenada y consensuada. 
En el caso de la catapulta se consideraron los si-
guientes factores: (A) posición pelota; (B) posición 
tope ; (C) e)..'tensión goma; (D) tipo de pelota; (E) 
ángulo de tiro, que se pueden visualizar en la figura 
l. A este grupo habrá que agregar los factores ex-
ternos a la catapulta que pueden tener influencia en 
el problema considerado, por ejemplo: (F) tirador; 
(G) condiciones climáticas. 
Una vez identificados los factores , éstos deben cla-
sificarse en primarios, mantenidos constantes y mo-
lestos. Los primeros son los que serán modificados 
en la experimentación; los segundos son aquellos 
que podrían tener una influencia en el problema, 
pero que en el experimento en curso no son de 
interés, por lo que serán mantenidos constantes a 
propósito; por último, los terceros son aquellos que, 
en general, son difíciles de mantener constantes 
para todas las unidades experimentales y durante 
todo el proceso, pero que pueden tener efecto en el 
problema. Para el caso analizado, los factores (A), 
(B), (C) Y (D) fueron clasificados como primarios; 
(E) y (G) se mantuvieron constantes, y (F) fue 
clasificado como molesto. 
En un diseño de experimentos se evaluará cada 
factor en condiciones diferentes, llamados niveles 
delfactor. En este ejemplo, cada uno de los factores 
será evaluado en dos niveles, esto es lo recomen-
dado cuando se comienza la experimentación [1], 
[50]. A cada nivel del factor se le denomina (-) o 
(+); así, por ejemplo, el nivel (+) del factor A co-
rresponde a lanzar la pelota en la posición mostrada 
en la figura 1, mientras que su nivel (-) corresponde 
a lanzar la pelota desde la posición inferior. 
4.3. Selección de la variable respuesta 
Se llama respuesta o variable dependiente a la va-
riable con que se evalúa el problema. En la práctica 
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esta etapa se suele realizar conjuntamente con la 
anterior y, en muchos casos, hasta en orden inverso 
[1]. Lo ideal sería que la respuesta fuera continua, 
fácil y precisa de medir, aunque es bastante habi-
tual no poder obtener todas estas características 
simultáneamente [51] . 
En la práctica, es usual no poder establecer una 
única respuesta para un problema [1], ya que, por 
ejemplo, se puede necesitar optimizar dos variables 
al mismo tiempo. Esto conduce a la realización de 
experimentos con múltiple respuesta [43] que re-
quieren un análisis especial (ver [52, 53]), aunque 
las etapas previas son las mismas. 
En el caso del problema de optimización de la 
catapulta, la variable de respuesta ha consistido 
en medir la distancia ortogonal desde la base de la 
catapulta hasta el bote de la pelota. 
1.4. Elección del diseño experimental 
Establecidos los factores y niveles con los que 
experimenta, es necesario seleccionar las condicio-
nes en las que se deben realizar los experimentos: 
cantidad de experimentos por realizar, condiciones 
experimentales para cada experimento y orden en 
que éstos deben ser realizados. La experiencia y 
conocimientos teóricos sobre distintos diseños son 
de gran ayuda en esta etapa; en gran medida, ellos 
determinan el número de experimentos que se van 
a realizar. 
La elección de un diseño está directamente aso-
ciada con un modelo matemático que relaciona la 
respuesta con los factores analizados . La mayoría 
de los diseños utilizados (factoriales, ortogonales 
de Taguchi, Placket-Burman [54], etc.) suponen lm 
modelo lineal en la respuesta. Si se prevé una no 
linealidad importante se debe recurrir a diseños que 
pem1Ítan ajustar modelos de orden superior. Dise-
ños de segundo orden como los diseños compuestos 
centrales (CCD) [55] y diseños de Box-Behnken 
(BBD) [56], por ejemplo, son muy utilizados en la 
Metodología de Superficies de Respuestas (RSM), 
en zonas cercanas al óptimo. Por último, se debe 
mencionar que si se conoce que la relación existente 
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no es polinómica, el diseño y análisis debe acomo-
dar esta no linealidad realizando transformaciones 
en la ümción de respuesta1. 
Una vez seleccionado el diseño, el número mínimo 
de experimentos necesarios estará determinado . 
También se deben analizar con cuidado los tres 
principios básicos para el diseño del experimento: 
obtención de réplicas, aleatoriedad y análisis por 
bloques; estos principios son condiciones funda-
mentales pues pem1Íten reducir el efecto de las 
variaciones introducidas por los factores molestos 
y los desconocidos2 
En el ejemplo, la realización del experimento se 
llevó acabo con lID diseñofactorial completo, que 
consiste en realizar un experimento en cada una 
de las posibles combinaciones entre los niveles 
de cada factor primario (A, B, C, D). En general, 
los diseños factoriales son los más eficientes para 
estudiar el efecto producido por dos o más factores 
sobre una función respuesta [1], con el agravante 
de que el número de experimentos necesarios es 
elevado si el número de factores es grande. En este 
caso se necesita realizar los dieciséis experimentos 
(24) que se muestran en la tabla l. 
A B e D F Respuesta W Posicion Posición Extensión Tipo 
pelota tope goma pelota Tirador (cm) 
1 2 168 
2 + 1 182 
3 + 1 420 
4 + + 2 180 
5 + 1 174 
6 + + 2 168 
7 + + 2 458 
8 + + + - 1 174 
9 + 1 172 
10 + + 2 178 
11 + + 2 408 
12 + + + 1 183 
13 + + 2 198 
14 + + + 1 173 
15 + + + 1 458 
16 + + + + 2 192 
Tabla 1. Lay-out del experimento 
1 Para mayor información sobre las transformaciones puede 
recurrirse a [1,44, 52, 57] . 
2 Para ampliar información sobre este tema el lector puede 
recurrir a [1 , 5D]. 
Como se indicó antes, además de los cuatro facto-
res primarios se tiene un quinto, el tirador, que fue 
clasificado como factor molesto. Si se asignaran en 
forma aleatoria estos dieciséis experimentos a los 
dos tiradores podría suceder, por ejemplo, que los 
ocho experimentos que se realizan con la posición 
de la pelota en el nivel (-) fueran hechos por el ti-
rador 1, y los otros ocho, en la posición (+), por el 
tirador 2. Entonces, cuando se realizara el análisis 
no se sabría si la influencia encontrada es debida a la 
posición de la pelota, al tirador o a ambos a la vez. 
Para evitar la confusión del tirador con los efectos 
principales de los factores primarios existen tablas 
[1 , 44,50,52, 58] que indican qué experimento es 
más conveniente emplear'. En el software empleado 
para el análisis de los datos también se encuentran 
dichas tablas. 
Tan1bién se estableció un procedimiento de lanza-
miento estándar, para que ambos tiradores lo eje-
cutaran casi de la misma forma. Primero cada una 
de las partes de la catapulta se pone en la posición 
deseada; luego se deposita la pelota en la cazoleta 
existente en la parte superior del brazo móvil de 
la catapulta (variable A), y en seguida un tirador 
mueve el brazo de la catapulta hasta un ángulo de 
1700 hacia atrás, lo mantiene agarrado durante dos 
segundos y lo suelta; al chocar este brazo con el 
tope, la pelota sale despedida debido a la fuerza 
elástica que le transmite la goma. 
4.5. Realización de los experimentos 
Para realizar los experimentos, primero hay que 
asegurarse de que todos los recursos necesarios 
estén disponibles; en ámbitos de manufactura e 
I&D suelen subestimarse los aspectos logísticos 
y de planificación del diseño de experimentos [1]. 
3 Mediante el empleo de la tabla 1 se consigue que el tirador 
no esté confundido con ninguno de los efectos de los factores 
principales, pero está confundido con la interacción ASCO. 
Normalmente, estas interacciones de órdenes tan elevados no 
suelen tener un efecto importante, por lo que se podría asumir 
que todo el efecto calculado será debido al tirador. 
I re-creaciones 
Coleman y Montgomery [51] sugieren que antes 
de la realización del experimento puede ser con-
veniente realizar pruebas piloto que proporcionan 
información acerca de la consistencia del material 
experimental y chequean los sistemas de medición 
para realizar una primera estimación del error expe-
rimental. Si sucediera algún imprevisto, las pmebas 
piloto penniten modificar decisiones previas. 
Cum plidas las etapas anteriores se procede a la rea-
lización del experimento y recopilar infonnación. 
A pesar de la aparente sencillez de esta etapa, es 
necesario tener especial cuidado para que el experi-
mento y la recolección de datos se realicen apropia-
damente, siguiendo ellay-out del diseño y evitando 
posibles errores humanos en la experimentación 
misma o en la medición [43]. Los experimentos 
se deben realizar en orden aleatorio para evitar 
extraer conclusiones erróneas, por la presencia de 
algún factor no considerado [1]. Si no es posible 
aleatorizar alglillo de los factores es recomendable 
aplicar los diseños split-plot [1 , 50]. 
En el ejemplo, los alcances obtenidos figuran en la 
columna de respuesta de la tabla 14 
4.6. Análisis de datos 
Esta es la etapa que requiere mayor conocimiento 
estadístico. Los métodos estadísticos se utilizan 
para analizar los datos, procurando que los resulta-
dos y las conclusiones sean objeti vos. La diversidad 
de software pemüte realizar los cálculos matemá-
ticos y las gráficas necesarios; en este caso se ha 
utilizado MINITAB . 
Este artículo se centra en detallar los pasos para 
realizar un DOE; en consecuencia, se presentará 
brevemente el análisis de datos . En Anthony [29] 
el lector puede encontrar una descripción detallada 
del análisis de datos en un diseño de experimen-
tos, o recurrir a la bibliografía más común en este 
campo [1 , 50]. 
4 La experimentación y la recolección de datos fueron realizadas 
por dos alumnos del campus tecnológico de la Universidad de 
Navarra (Tecnun) en agosto de 2006. 
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Para los diseños factoriales completos sin réplicas 
se suele comenzar el análisis con la herramienta 
Normal Probabili ty Plot (incluida en cualquier 
software estadístico); esta gráfica permite intuir 
los factores que influyen significativamente en la 
respuesta. El Normal Probability Plot del ejemplo 
(diagrama 1) permitió intuir que los factores signi-
ficativos son A, B y la interacción AB. 
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Para determinar fom1almente los efectos es habitual 
usar la pruebaADEVA (Análisis De Varianza). En 
general, el método consiste en obtener la variabili-
dad total del proceso y clasificarla en varios grupos, 
ejecutando pruebas con validez estadística para 
saber los efectos que influyen significativamente 
en la respuesta, con un determinado nivel de con-
fianza [43]5. 
En este caso, el ADEVA que se presenta en la tabla 
26 permitió demostrar que los factores A, B y AB 
son significativos7 y que por el contrario el efecto 
del tirador (bloque)8 no lo fue estadísticamente. 
Para validar este análisis es necesario comprobar, 
mediante gráficas facilitadas por el software, si las 
suposiciones que implica el ADEVA (normalidad, 
varianza constante e independencia) se cumplen. 
En el ejemplo, las gráficas indicaron que tales su-
posiciones sí se cumplen. 
La interpretación de la influencia de los factores 
principales A y B de manera aislada resulta sencilla, 
pero cuando existe una interacción entre ambos 
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factores ella no es tan sencilla. Si la interacción AB 
no tuviera un efecto significativo, la influencia del 
factor B -llamada efocto de B- que tiene lm valor de 
132,5 cm indicaría que si la pelota se lanza ponien-
do la posición del tope de la catapulta (factor B) en 
el nivel (+) se obtendría en promedio un alcance de 
132,5 cm mayor que si ésta se lanzara desde el nivel 
(-), manteniendo el resto de las condiciones cons-
tantes . No obstante, la existencia de la interacción 
AB dificulta la interpretación de los efectos, al no 
poderse tomar una decisión definiti va sobre en qué 
nivel debe trabajar B, sin tener en cuenta también 
el nivel con el que se trabajará A. Es por ello que 
una gráfica de interacción AB (gráfica 2) visualiza 
el concepto y facilita la interpretación9 
Factor 
Fuente de Variación estimado Suma de Grados de Media de 
(cm) Cuadrados Libertad cuadrados Fo P-Valor 
Bloque (ABCO) -1 ,8 12 1 12 0,2 0,707 
A -128,3 65.792 1 65.792 872,9 
° B 132,5 70.225 1 70.225 931,7 
° C 13 676 1 676 9 0,04 
O 4,8 90 1 90 1,2 0,335 
AB -125,5 63001 1 63001 835,8 
° AC -17 1.156 1 1.156 15,3 0,017 
AO 0,8 2 1 2 
° 
0,871 
BC 9,8 380 1 380 5 0,088 
BO -2,5 25 1 25 0,3 0,596 
CO 7 196 1 196 2,6 0,182 
Error 302 4 75 
Total corregido 201.858 15 13457 
Tabla 2. TablaADEVA 
5 Para ampliar información sobre este tema el lector puede 
recurrir a [11 o [50]. 
6 También se incluye en la primera columna el cálculo de los 
efectos, lo cual no pertenece estrictamente a la tabla ADEVA. 
7 Se puede apreciar que C y AC tienen un efecto significativo , 
aunque su efecto es pequeño. A pesar de esto no se incluyeron 
en el análisis para simplificar la interpretación . 
8 Como se mencionó anteriormente el efecto bloque está 
confundido con la interacción ASCO . 
9 Para mayor información acerca de cómo interpretar las 
interacciones se puede recurrir a [1, 44, 52, 57]. 
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De la gráfica se deduce que el efecto de B no siem-
pre es el mismo. Éste depende del nivel al que se 
encuentre A. Si A está en su posición ( -1), el factor 
B tiene Wl efecto de unos 250 cm. Sin embargo, si 
A está en su posición (1) el efecto de B es prácti-
camente nulo. 
Conocidos los efectos de los factores analizados y 
su interacción, se debe decidir acerca de las nuevas 
condiciones de trabajo. En el ejemplo, fijando A en 
su nivel (-) y B en su nivel (+) se lograría obtener 
la distancia de tiro máxima. Las otras variables, por 
no tener influencia significativa sobre la respuesta, 
se deben fijar de acuerdo con otros criterios, por 
ejemplo economía o practicidad. 
Las condiciones de trabajo A( -) y B( +) correspon-
den a los experimentos número 3, 7, 11 Y 15, en 
los que se obtuvieron alcances superiores a 4 m. 
Dado que se recomienda realizar pruebas confir-
matorias, con el objetivo de que se asegurar haber 
obtenido los resultados previstos [1 , 59] , en el caso 
analizado se ejecutaron dos de ellas, y se obtuvieron 
alcances de 436 y 462 cm. 
Si continuara el interés en mejorar más el alcance de 
la catapulta sería posible realizar nuevas experimen-
taciones, por ejemplo modificando las posiciones 
de prueba de los anteriores factores en la dirección 
óptima. Este procedimiento recibe el nombre de 
I re-creaciones 
secuenciación de experimentos y pem1Íte optimizar 
la respuesta, obteniendo aun mejores resultados. 
4.7. Conclusiones y recomendaciones 
Ya culminado el análisis de la infomlación, los 
experimentadores deben definir si se han cumplido 
los objetivos propuestos y realizar una presentación 
con recomendaciones a los mandos y directivos 
[43]. Si ellos deciden aplicar algunas de las reco-
mendaciones dadas, éstas deberán implementarse, 
asumiendo una tarea que no suele ser sencilla, pues 
cualquier cambio técnico debe ir acompañado de 
un cambio cultural [60]. Transcurrido cierto tiempo 
después de haber realizado las modificaciones, con-
viene realizar un control para evaluar si las ventajas 
identificadas se mantienen [43]. 
5. Conclusiones 
El diseño de experimentos es una técnica que puede 
ayudar a conocer un proceso. Pem1Íte averiguar la 
fomla como diversos factores presentes en él influ-
yen sobre la respuesta y ajustarlos en los niveles 
que optimicen los resultados . 
El objetivo de este artículo fue explicar los siete 
pasos propuestos por Montgomery para la reali-
zación de un experimento, aplicándolos al caso de 
conocimiento y optimización del funcionamiento 
de una catapulta; éste es un ejemplo didáctico que 
pretende mostrar la puesta en práctica de un diseño 
de experimentos de fomla sencilla. 
En este caso, a través de haber realizado un número 
relativamente pequeño de experimentos, la técnica 
DOE permitió determinar que los factores A (po-
sición de la pelota) y B (posición del tope) son los 
más influyentes en el alcance de la catapulta, que 
ambos interactúan entre sí , y que para obtener el 
alcance máximo con el instnU1lento se debe trabajar 
en los niveles A (-) y B (+) ; los demás factores no 
influyen en forma significativa en el alcance de la 
catapulta y se pueden trabajar en los niveles más 
convenientes. 
El DOE permite realizar diseños y análisis más 
elaborados que el presentado en este caso, siempre 
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con el objetivo de obtener la máxima cantidad de 
infoffi1ación con el mínimo número de experimen-
tos. La planificación de la experimentación, que 
comprende las etapas de selección de factores, 
niveles, respuesta y la propia elección del diseño 
más conveniente, puede resultar complicada en la 
práctica; esto hace necesario disponer de una meto-
dología detallada que ayude y facilite el desarrollo 
de cada etapa. 
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