Abstract-In many practical parameter estimation problems, such as coefficient estimation of polynomial regression and direction-of-arrival (DOA) estimation, model selection is performed prior to estimation. In these cases, it is assumed that the true measurement model belongs to a set of candidate models. The data-based model selection step affects the subsequent estimation, which may result in a biased estimation. In particular, the oracle Cramér-Rao bound (CRB), which assumes knowledge of the model, is inappropriate for post-model-selection performance analysis and system design outside the asymptotic region. In this paper, we analyze the estimation performance of post-modelselection estimators, by using the mean-squared-selected-error (MSSE) criterion. We assume coherent estimators that force unselected parameters to zero, and introduce the concept of selective unbiasedness in the sense of Lehmann unbiasedness. We derive a non-Bayesian Cramér-Rao-type bound on the MSSE and on the mean-squared-error (MSE) of any coherent and selective unbiased estimators. As an important special case, we illustrate the computation and applicability of the proposed selective CRB for sparse vector estimation, in which the selection of a model is equivalent to the recovery of the support. Finally, we demonstrate in numerical simulations that the proposed selective CRB is a valid lower bound on the performance of the post-model-selection maximum likelihood estimator for general linear model with different model selection criteria, and for sparse vector estimation with one step thresholding. It is shown that for these cases the selective CRB outperforms the existing bounds: oracle CRB, averaged CRB, and the SMS-CRB from [1] .
I. INTRODUCTION Estimation after model selection arises in a variety of problems in signal processing, communication, and multivariate data analysis [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] . In post-modelselection estimation the common practice is to select a model from a pool of candidate models and then, in the second stage, estimate the unknown parameters associated with the selected model. For example, in direction-of-arrival (DOA) estimation, first, the number of sources is selected, and then, the DOA of each detected source is estimated [9] , [10] , [11] . The selection in this case is usually based on information theoretic criteria, such as the Akaikes Information Criterion (AIC) [12] , the Minimum Description Length (MDL) [13] , and the generalized information criterion (GIC) [14] . In regression models [15] , [16] , the significant predictors are identified, and then, the corresponding coefficients of the selected A special case of estimation after model selection arises in the problem of estimating a sparse unknown parameter vector from noisy measurements. Sparse estimation has been analyzed intensively in the past few years, and has already given rise to numerous successful signal processing algorithms (see, e.g. [17] , [18] ). In particular, in greedy compressive sensing algorithms [19] , [20] , the support set of the signals is selected, based on some kind of selection criteria, and then the associated nonzero values, i.e. the signal coefficients, are estimated. Thus, the problem of non-Bayesian sparse vector recovery can be interpreted as a special case of estimation after model selection.
The oracle Cramér-Rao Bound (CRB), which assumes perfect knowledge of the model, is commonly used for performance analysis and system design in these cases (see, e.g. [21] , [22] , [23] ). However, the oracle CRB does not take the prescreening process and the fact that the true model is unknown into account and, thus, it is not a tight bound [22] . A more significant problem is the fact that the estimation is based on the same dataset utilized in the model selection step. The data-driven selection process creates "selection bias" and produces a model that is itself stochastic, and this stochastic aspect is not accounted for by classical nonBayesian estimation theory [24] . For example, it is shown that ignoring the model selection step may lead to invalid analysis, such as non-covering confidence intervals [25] , [26] . As a consequence, statistical inferential guarantees derived from classical theory, such as the CRB, are not valid outside the asymptotic region, nor can they predict the threshold. Despite the importance of estimation after model selection and its widespread use in signal processing, the impact of the model selection procedure on the fundamental limits of estimation performance for general parametric models is not well understood.
A. Summary of results
In this paper we investigate the post-model-selection estimation performance for a given selection rule, when the estimated parameters belong to a model that has been selected from a set of candidate models. We assume that the data-based selection criterion is known in advance and we analyze the post-modelselection performance for this specific criterion. We further assume coherency of the considered estimators, i.e. estimators that force the deselected parameters to zero. In order to characterize the estimation performance we introduce the meansquared-selected-error (MSSE) criterion, as a performance measure, and derive the concept of selective-unbiasedness, by using the non-Bayesian Lehmann-unbiasedness definition [27] . Then we develop a new post-model-selection Cramér-Rao-type lower bound, named selective CRB, on the MSSE of any coherent and selective unbiased estimator. As a special case, we derive the proposed selective CRB for the setting in which a deterministic sparse vector is to be estimated from a small number of noisy measurements. The selective CRB is examined in simulations for a linear regression problem and for sparse estimation, and is shown in both to be a valid bound also outside the asymptotic region, while the oracle CRB is not, and to be tighter than the SMS-CRB from [1] .
B. Related works
The majority of work on selective inference in mathematical statistics literature is concerned with constructing confidence intervals [24] , [25] , [28] , [29] , [30] , [31] , [32] , [33] , [34] , testing after model selection [35] , [36] , and post-selection maximum likelihood (ML) estimation [37] , [36] . These works usually considered specific models, such as linear models, and specific estimators, such as M-estimators [25] or the Lasso method, for any selection rule. The current paper provides a general non-Bayesian estimation framework for any parametric model and unbiased estimators, but with specific model selection procedures.
In the context of signal processing, the works in [38] and [39] investigate Bayesian estimation after the detection of an unknown data region of interest. A novel CRB on the conditional MSE is developed in [40] , [41] for the problem of post-detection estimation. However, in [38] , [39] , [40] , [41] , the useful data is selected and not the model. In [42] , [43] , [44] , [45] , we developed the CRB and estimation methods for models whose "parameters of interest" are selected based on the data, i.e. estimation after parameter selection, in which the model is perfectly known. In contrast, in the case presented here, the measurement model is assumed to be unknown and is selected from a finite collection of competing models. Thus, the bound from [42] , [43] , [44] , [45] is irrelevant for estimation after model selection. In addition, it should be emphasized that the considered architecture is well-specified and is different from the important problem of the development of performance bounds for estimation with a misspecified (or mismatched) model [46] , [47] , [48] , [49] , in which the estimation is based on a continuous deviation from the true model [50] . In the considered scenario, however, we know the full finite set of candidate models that can be assumed. Thus, in the proposed approach the estimation errors are from specific categories and can be averaged along these models.
To the best of our knowledge, the only existing bound in this context is the pioneering work of Sando, Mitra, and Stoica in [1] , which presents a CRB-type bound for estimation after model order selection, named here as SMS-CRB. The SMS-CRB is based on some restrictive assumptions on the selection rule and on averaging the Fisher information matrices (FIMs) over the different models. As a result, it is not a tight bound, as presented in the simulations herein. In addition to this bound, for the special case of sparse vector estimation, the associated constrained CRB (CCRB) [51] , [52] is reduced to the CRB of the oracle estimator, [23] , [53] , which assumes perfect knowledge of the support and is non-informative outside the asymptotic region. The effects of random compression on the CRB have been studied in [54] . However, in our context, the compression matrix is assumed to be known.
C. Organization and notations
The remainder of the paper is organized as follows: Section II presents the mathematical model for the problem of estimation after model selection. In Section III the proposed selective CRB is derived, with its marginal version. In Section IV, we develop the selective CRB for the special case of sparse vector estimation. The performance of the proposed bound is evaluated in simulations in Section V. Finally, our conclusions can be found in Section VI.
In the rest of this paper, we denote vectors by boldface lowercase letters and matrices by boldface uppercase letters. The operators (·)
T , (·) −1 , and Tr(·) denote the transpose, inverse, and trace operators, respectively. For a matrix A ∈ R M×K with a full column rank,
T , where I M is the identity matrix of order M . The mth element of the vector a, the (m, q)th element of the matrix A, and the (m 1 : m 2 × q 1 : q 2 ) submatrix of A are denoted by a m , A m,q , and A m1:m2,q1:q2 , respectively. The notation A B implies that A − B is a positive-semidefinite matrix, where A and B are positive-semidefinite matrices of the same size. The gradient of a vector function, g, of θ, ∇ θ g, is a matrix in R K×M , with the (k, m)th element equal to
subvector of θ containing the elements indexed by Λ, where |Λ| and Λ c △ = {1, . . . , M }\Λ denote the set's cardinality and complement set, respectively. The notation A Λ stands for a submatrix of A consisting of the columns indexed by Λ, 1 A denotes the indicator function of an event A, and the number of non-zero entries in θ is denoted by ||θ|| 0 . Finally, E θ [·] and E θ [·|A] represent the expected value and the conditional expected value parameterized by a deterministic parameter θ.
II. ESTIMATION AFTER MODEL SELECTION
We consider a random observation vector, x ∈ Ω x , where Ω x is the observation space. We assume that x is distributed according to the probability distribution function (pdf)
T ∈ R M and Λ are an unknown deterministic parameter vector and its associated unknown support, respectively. We assume in the following that this true pdf, f (x; θ Λ ), belongs to a known set of pdfs, {f (k) (x; θ Λ k )}, k = 1, . . . , K. Each pdf in this set is parameterized by its own unknown parameter vector, θ Λ k . The competing models can be nested, or not nested, and overlapped or not (see, e.g. p. 36 in [6] ). We denote the associated set of models by S △ = {S 1 , . . . , S K }. In this paper we are interested in the estimation of θ Λ based on x. Since the observation pdf is only known to belong to a set of candidate models, a model selection approach is conducted before the estimation. We take this model selection for granted and analyze the consequent estimation. Estimation after model selection, which is presented schematically in Fig. 1 , consists of two stages: first, a certain model is selected according to a predetermined data-driven selection rule,Ŝ : Ω x → S, such as AIC or MDL, which is assumed here to be a deterministic function of x. Then, in the second stage, the unknown parameter vector, θ, is estimated based on the same data, x. We denote byΛ the selected support according to the selection rule,Ŝ. We denote the probability of selecting the kth model as
where this probability is computed with respect to (w.r.t.) the true pdf, f (x; θ Λ ). We assume that the deterministic sets A k
By using Bayes rule it can be verified that
Fig. 1. Estimation after model selection: The measurement vector, x, is generated based on the pdf, f (x; θ Λ ), which belongs to the set of candidate models, {S k } K k=1 . Then, in the first processing stage, a model is selected according to a predetermined selection rule,Ŝ. In the second stage, the unknown parameter vector, θ, is estimated based on the observation vector, x, and the model selection output,Ŝ.
T be an estimator of θ, based on a random observation vector, x ∈ Ω x , i.e.θ : Ω x → R M , with a bounded second moment. The usual practice in postmodel-selection estimation is to force the deselected parameters to zero and estimate the parameters that belong to the selected support. The following is a formal definition for this commonly-used practice, named here "coherency", which is defined w.r.t. the selection rule. 
The supports of the unknown parameter vectors, Λ k , k = 1, . . . , K, differ in size. In order to compare between the estimation errors in different models in the following, we introduce the zero-padded vectors and their associated support matrices, where the zero-padding in this paper is always to the length of the true parameter vector, |Λ|. 
for any l = 1, . . . , |Λ|.
According to this definition, only estimation errors that belong to the true parameter vector and to the estimated nonzero parameters are relevant in the resultant zero-padded vector. The following example demonstrates our notation. 
T on its diagonal.
In this paper, we are interested in analyzing the performance of coherent estimators, as defined in Definition 1. Therefore, we use the following selected-square-error (SSE) matrix cost function:
The corresponding mean SSE (MSSE) is given by
where the last equality is obtained by using (1) and the law of total expectation. The marginal MSSE on a specific parameter, θ m ∈ θ Λ , is given by the mth diagonal element of the MSSE, that is
∀m ∈ Λ, where κ m = {k|k = 1, . . . , K, m / ∈ Λ k } is the set of indexes of all models, for which the parameter m is zero. It can be seen that
is the probability that the parameter m has been selected by the considered selection rule. Thus, (7) can be written as
It can be seen that the SSE cost function from (4) only takes into account the estimation errors of the elements of the true unknown parameter vector, i.e. belongs to the support Λ, and that are also not forced to zero by the selection stage. The rationale behind this cost function is that the estimation errors of the deselected parameters (that belong to the true model) are only determined by the selection rule, and cannot be reduced by any coherent estimator. Thus, what is important for designing and analyzing post-model-selection estimators are only the estimation errors of the selected parameters (that are also in the true model) that can be controlled. The relation between the MSSE and MSE is described in Subsection III-B.
III. SELECTIVE CRB
In this section, a CRB-type lower bound for estimation after model selection is derived. The proposed bound is a lower bound on the MSSE of any coherent and selective unbiased estimator, where selective unbiasedness is defined in Section III-A by using the concept of Lehmann unbiasedness. Section III-B shows the relation between the MSE and the MSSE. This relation can be used for obtaining a lower bound on the MSE of coherent and selective unbiased estimators directly from any CRB-type lower bound on the MSSE. The main contribution of this work, the selective CRB, is presented in Section III-C, followed by important special cases, in Section III-D. An early derivation of the selective CRB for a scalar cost function appears in [55] .
A. Selective unbiasedness
In order to exclude trivial estimators, the mean-unbiasedness constraint is commonly used in non-Bayesian parameter estimation [56] . However, this constraint is inappropriate for estimation after model selection, since we are interested only in errors of the selected parameters and since the data-based model selection step induces bias [24] . Lehmann [27] proposed a generalization of the unbiasedness concept based on the considered cost function. In our previous work (p. 13 in [57] ) we extended the scalar Lehmann unbiasedness definition to the general case of a matrix cost function, as follows. 
where Ω θ is the parameter space.
Lehmann unbiasedness conditions for various cost functions can be found in [42] , [43] , [44] , [58] , [59] , [60] . The following proposition defines the selective unbiasedness property of estimators w.r.t. the SSE matrix cost function and the selection rule. (4) , and the selection rule,Ŝ, iff
Proposition 1. An estimator,θ, is an unbiased estimator for the problem of estimating the true parameter vector, θ Λ , in the Lehmann sense w.r.t. the SSE matrix defined in
Proof: The proof appears in Appendix A. It should be noted that while the considered estimators are M -length vectors, the selective unbiasedness restricts only the values that are in the intersection of the true and estimated support, i.e. only restricts the values ofθ Λ∩Λ . That is, under this definition, only the estimator of the true parameters that have not been forced to be zero should be unbiased.
The condition in (11) is equivalent to the requirement that all the scalar estimators of the parameters from the true model satisfy
for all k = 1, . . . , K, such that π k (θ Λ ) = 0. Moreover, by multiplying (12) by π k (θ Λ ) and summing over the models that include the parameter θ m , k ∈ κ m , we obtain the requirement that the scalar estimators are conditionally unbiased, conditioned on the event that they have been selected by the considered selection rule, i.e.
In addition, by multiplying (11) by π k (θ Λ ) and summing over the candidate models, k = 1, . . . , K, we obtain the following necessary condition for selective unbiasedness:
It can be seen that selective unbiasedness is defined as a function of the specific selection rule. In the following, an estimator,θ Λ , is said to be a selective unbiased estimator for the problem of estimating θ Λ and given model selection rule, S, if (11) is satisfied.
B. Relation between MSE and MSSE
In this subsection we describe the relation between the MSE of the true parameter vector of any estimator,
and MSSE for coherent and selective unbiased estimators from (5). First, by using Definition 2, the estimation error of the true parameter vector,θ Λ − θ Λ , can be decomposed w.r.t. the selected support,Λ, and its complementary,Λ c , as follows:
where all the vectors in (16) have the same dimension, |Λ|. By substituting (16) in the MSE matrix from (15), one obtains
The coherency property from (2) implies that
or, after a zero-padding approach, that
By substituting (18) in (17), we obtain that for any coherent estimator, the MSE satisfies
Now, by using the law of total expectation, it can be seen that for any selective unbiased estimator the second term on the r.h.s. of (19) satisfies
where the last equality is obtained by substituting the selection unbiasedness property from (11) . Similarly, by using the law of total expectation, the last term of the r.h.s. of (19) satisfies
By substituting (20) and (21) in (19) we obtain that the MSE of a coherent and selective unbiased estimator is given by
That is, the MSE in (22) is the sum of the MSSE and an additional term,
T , which is only a function of the selection rule and is not affected by the estimator,θ. Therefore, for post-model-selection estimation, the significant part of the MSE from the point of view of estimation, is the MSSE. Moreover, by deriving a CRB-type lower bound on the MSSE we also obtain a lower bound on the MSE of any coherent and selective unbiased estimator. Finally, by substituting (9) in the mth diagonal element of the MSE from (22), we obtain that the marginal MSE on a specific parameter, θ m ∈ θ Λ , is given by
2 |m has been selected
∀m ∈ Λ.
C. Selective CRB
Obtaining the estimator with the minimum MSSE among all coherent and selective unbiased estimators is usually intractable. Thus, lower bounds on the MSSE and MSE of any coherent and selective unbiased estimator are useful for performance analysis and system design. In the following, a novel CRB for estimation after model selection, named here selective CRB, is derived. To this end, we define the following post-model-selection likelihood gradient vectors:
The marginal selective FIM be defined as
k = 1, . . . , K. Next, we define the following regularity conditions:
. . , K, exist and the selective FIMs,
. . , K, are well-defined, nonsingular, and nonzero matrices, ∀θ Λ ∈ R |Λ| . C.
2) The operations of integration w.r.t. x and differentiation w.r.t. θ Λ can be interchanged, as follows:
The following theorem presents the proposed selective CRB. 
where the selective CRB is given by
is the zero-one diagonal matrix, defined in (3), and JŜ k (θ Λ ) is the kth selective FIM, defined in (25) . Furthermore, the MSE from (17) is bounded by
Proof: The proof appears in Appendix B. The MSE and MSSE bounds in Theorem 1 are matrix bounds. As such, they imply in particular the associated marginal bounds on the diagonal elements and on the trace. That is, by using the mth element of the MSSE from (9) and the bound from (27) - (28) we obtain the marginal selective CRB on the MSSE of the mth element of θ Λ :
∀m ∈ Λ, where the last equality is obtained by substituting (3) . Similarly, using the mth element of the MSE from (23) and the matrix MSE bound from (29) implies the following marginal MSE bounds:
∀m ∈ Λ, where p m (θ Λ ) is defined in (8) . Summing (31), over m = 1, . . . , M , m ∈ Λ, we obtain the associated selective CRB on the trace MSE,
Finally, the following Lemma presents an alternative formula of the selective FIM. This formula can be more tractable for some estimation problems. 
Then, the kth selective FIM in (25) satisfies
Proof: The proof appears in Appendix C.
D. Special cases 1) Single model:
When only a single model is assumed, i.e. S = S 1 , then there is only one possible selection and thus,Ŝ(x) = S 1 and πŜ 1 (θ Λ ) = 1 for any selection rule. In this case, the SSE, selective unbiasedness, and selective CRB are reduced to the MSE, mean-unbiasedness, and CRB for estimating θ Λ . Thus, the proposed paradigm generalizes the conventional non-Bayesian parameter estimation, which assumes a known generative model.
2) Nested models and the relation to SMS-CRB:
A model class is nested if smaller models are always special cases of larger models. Thus, in this special case we assume a model order selection problem in which Λ 1 ⊂ . . . ⊂ Λ kt . . . ⊂ Λ k , ∀k = 1, . . . , K, where k t is the true model, i.e. Λ = Λ kt . In this case, it can be verified that
By substituting (34) in the selective CRB from (28), we obtain
where
The SMS-CRB bound from [1] was developed for the problem of model order selection with nested models under the assumptions:
A.1) The order selection rule is such that asymptotically
Pr(Ŝ(x) = S k ; θ Λ ) = 0, for any k < k t . Hence, asymptotically we allow only possible overestimation of the order by the considered model selection rule. A.
2) The FIMs under the kth candidate model,
are nonsingular matrices for any k = 1, . . . , K.
Under Assumptions A.1-A.2, the SMS-CRB is given by [1]
It can be seen that the proposed selective CRB for nested models from (35) has a similar structure to the SMS-CRB bound from (38) . However, the dimensions of the SMS-CRB matrix bound is M × M while the proposed matrix bound has the dimension under the true model, |Λ| × |Λ|. The proposed selective CRB accounts for both overestimation and underestimation of the model order, while the SMS-CRB accounts only for overestimation. The selective CRB is based on different selective FIM for each model, while the SMS-CRB is based on averaging over the FIMs of the different candidate models, as can be seen from comparing (36) and (39) . Finally, our bound is not limited to the problem of model order selection and is shown to be tighter than the SMS-CRB in simulations.
3) Randomized selection rule:
In this degenerated case, we consider a random selection rule, which is independent of the data and satisfies π k (θ Λ ) = Π k , k = 1, . . . , K, where
Thus, the derivative of the log of the probability of selection of the kth model w.r.t. θ Λ vanishes, i.e.
In addition, since the selection is independent of the observation vector, x, then
is the oracle FIM, which assumes the knowledge of the true model. By substituting (40) and (41) in the selective FIM from (33), we obtain that for a random selection rule,
Substitution of (43) in the selective CRB from (28), results in
By substituting the definition of D ZP Λ∩Λ k from (3) in (44) we obtain that the (m, l) element of (44) is given by
Pr (m, l have been selected; θ Λ ) .
Thus, for a random selection rule we obtain that the selective CRB is a weighted average over the elements of the oracle CRB, where the weights are defined by the probability of selection.
IV. SPARSE VECTOR ESTIMATION In this section, we derive the selective CRB for the special case of estimating a sparse unknown signal, θ, from noisy linear observations. This problem can be formulated as
L×M is a known measurement matrix, whose columns a m , m = 1, . . . , M , satisfy a T m a m = 1, ∀m = 1, . . . , M , and w is an independent noise vector. It is assumed that ||θ Λ || 0 ≪ M , i.e. only a small number of elements in θ is nonzero, where the exact sparsity level, ||θ|| 0 , is unknown. We aim to estimate both the support, Λ, and the values of the unknown parameters, θ Λ . The candidate models include the different possible supports of θ, Λ k , k = 1, . . . , K.
Solving model-selection procedures for sparse vector estimation is known to be an NP-hard problem. Thus, we assume the simple selection criterion of one step thresholding (OST) (see, e.g. [61] , [62] , [63] , [64] ), which states that
where c is a positive, user-selected threshold. This rule simply correlates the observed signal with all the frame vectors and selects the indices where the correlation energy exceeds a certain level, c. For the sake of simplicity, we develop the selective CRB for the common setup of additive Gaussian noise. That is, the noise vector, w from (46) , is assumed to be an independent and identically distributed (i.i.d.) zero-mean vector with covariance matrix σ 2 I L , where σ 2 is known. We denote the standard normal pdf and cumulative distribution function (cdf) as φ(x)
and Φ(x)
respectively. In addition, we use the notations
and 
is the oracle FIM for this case, which assumes knowledge of the true support of the sparse vector, Λ, and
for any k = 1, . . . , K.
Proof: The proof appears in Appendix D. It can be seen that asymptotically, i.e. when σ → ∞, the elements of the matrix Q k from (52) converge to zero, ∀k = 1, . . . , K, faster than those of the oracle FIM. Thus, asymptotically, the selective FIM from (50) converges to the oracle FIM from (51) . Therefore, in the asymptotic range the proposed selective CRB and the oracle CRB coincide. However, outside the asymptotic region, the proposed selective CRB is an informative lower bound, while the CRB is not, as shown in the simulations.
The selective FIM from Theorem 2 can be used to compute the different versions of the selective CRB from (28) and (30)- (32), under the assumption that A (50) in (32) we obtain that the selective CRB on the trace of the MSE matrix is given by
where Q k is defined in (52) and it is shown in Appendix D that
The proposed sparse selective CRB requires the calculation of π k (θ Λ ) and Q k for each model that contains at least one of the true unknown parameters. It is possible to reduce the computational complexity of the bound from (53)- (54) by selecting a subset of models such that k ∈ κ m , m ∈ Λ. This approach is similar to the one used in the Barankin bound [65] , in which a set of arbitrary test points are used to compute the bound. The resultant bound in (53) is still a valid lower bound, since we only removed non-negative terms that are associated with the neglected models. In order to reduce the set of models and simultaneously increase the tightness, it seems intuitively more efficient to use the models with the highest probability of selection. It should be noted that the SMS-CRB from (38) cannot be computed for the sparse setting with L < M . This is so because the SMS-CRB requires that the FIMs under the kth candidate model from (37) will be nonsingular matrices for any k = 1, . . . , K, while in the sparse setting these are not full-rank matrices.
V. EXAMPLES
In this section, the proposed selective CRB is evaluated and compared with the SMS-CRB [1] from (38) , the oracle CRB, and the performance of the ML estimator. We consider here the post-model-selection ML estimator, which is obtained by first choosing a model based on selection rules and then maximizing the likelihood of the data under the selected model. The performance of the ML estimator is evaluated using 20, 000 − 100, 000 Monte-Carlo simulations.
A. Example 1 -General linear model
The general linear model (GLM) is applied to a large set of problems in different fields of science and engineering [66] , [67] , [68] . Under the GLM and the kth candidate model, the observations obey
∀k = 1, . . . , K, where x ∈ R N is the observed vector and the matrices H k ∈ R N ×|Λ k | , k = 1, . . . , K, are assumed to be known full column rank matrices, θ ∈ R M is a deterministic unknown vector, and w is a zero-mean Gaussian random vector with mutually independent elements, each with known variance σ 2 .
The coherent post-model-selection ML estimator, under the assumption that the kth model has been selected, is given by (see, e.g. p. 186 in [56] ) (2). The notation |k denotes that the kth model was used for the estimation.
We assume here selection rules from the generalized information criterion (GIC) family [14] . For the considered model, the GIC is given by
By substituting the model from (55) and the kth ML estimator from (56) into (58), and removing constant terms, we obtain
The term τ (N, |Λ k |) represents the penalty term. In particular, for the two well-known and widely used AIC and MDL criteria we have
For this model, it can be shown that [56] 
whereH is the true measurement matrix,H ∈ {H k } K k=1 . By substituting (61) in (33) , it can be verified that, where the correct model is k, the selective FIMs are
k = 1, . . . , K. By substituting (62) in the various versions of the selective CRB from (28)- (32), we obtain the associated lower bounds for this case. In general, the probability of selection, π k (θ Λ ), does not have an analytical form. For the sake of simplicity, in the following simulations we set K = 2, H 1 = h 1 , and
For this case, we simulate data where k = 2 is the true model and, thus, θ Λ = θ. According to (59) and by using some algebraic manipulations, the probability of selecting the k = 2 model is
, and Q m (·, ·) is the general Marcum Q-function of order m. The probability in (64) is obtained by using the fact that
x has a noncentral χ-squared distribution with 1 degree of freedom and a non-centrality parameter λ (see, e.g. [69] ). Since π 2 (θ) is only a function of θ 2 , the only nonzero element of ∇ θ Λ (∇ T θΛ log π 2 (θ)) from (62) is its (2, 2)th element, which satisfies
Similarly, since π 1 (θ) = 1 − π 2 (θ), the only nonzero element of ∇ θ Λ (∇ T θΛ log π 1 (θ)) is its (2, 2)th element, which satisfies
The closed-form expressions of (65) and (66) 
and
By substituting (63)- (66) in (62) and then substituting the result in (28), we obtain that the selective CRB for this case is given by
Finally, by using the definition in (8) , it can be seen that p 1 (θ) = 1 and p 2 (θ) = π 2 (θ). Thus, the selective CRB on the trace MSE from (32) for this case is given by
First, we show the results for the AIC model selection rule, i.e. where τ (N, |Λ k |) = 2. The selective CRB from (71), the trace of the SMS-CRB from [1] , and the trace of the oracle CRB for the k = 2 model are evaluated and compared to the MSE of the post-AIC-model-selection ML estimator, versus signal-to-noise ratio (SNR) and versus It can be seen that the CRB is not a valid bound on the MSE of the post-model-selection ML estimator for low SNRs, while the proposed selective CRB and the SMS-CRB are valid bounds for any SNR and any probability, π 2 (θ). Moreover, the proposed selective CRB is tighter than the SMS-CRB and can predict the "breakdown phenomena" i.e. the threshold region between the asymptotic and the non-informative region of the ML estimator [71] . In Fig. 3 we examined these bounds, as well as the performance of the post-model-selection ML estimator for different values of the GIC penalty term, τ (N, |Λ k |), from (59), ranging from τ (N, |Λ k |) = 2, associated with the AIC, to τ (N, |Λ k |) = log N , associated with the MDL, for N = 150. The results are presented in Fig. 3 for SNR= −3.5, 0dB. The oracle CRB is a constant for any penalty, τ (N, |Λ k |), which emphasizes its limitations as a performance measure for postmodel-selection estimation. It can be seen that the performance of the selective CRB surpasses that of the SMS-CRB and the conventional CRB in all examined scenarios. In addition, as τ (N, |Λ k |) increases, the selective CRB is less tight. The gap between the selective CRB and the MSE of the post-modelselection ML estimator may suggests that better post-modelselection estimators can be derived. Alternatively, large-error bounds, such as the Barankin bound on the MSE, can be developed for such cases. Finally, the criterion of the MSE of the correct parameter estimation penalizes underestimation and not overestimation. Since the AIC tends to overestimate the order of the model, the post-AIC-model-selection ML estimator has a lower MSE then the post-MDL-selection ML estimator. This is in line with previous observations that "the behavior of AIC with respect to the probability of correct detection is not entirely satisfactory. Interestingly, it is precisely this kind of behavior that appears to make AIC perform satisfactorily with respect to the other possible type of performance measure" [4] . 
B. Example 2 -Sparse vector estimation
In this subsection, we demonstrate the use of the selective CRB for measuring the achievable MSE in the sparse estimation problem from Section IV. The coherent post-OST-modelselection ML estimator for this model is given by (see, e.g.
whereΛ is the estimated support and the other parameters of this estimator are set to zero, i.e.θ ML-OST Λ c = 0, as in (2) . This post-model-selection ML estimator is different from the ML sparse estimator, which is computationally prohibitive when the dimensions are large [23] . We choose a support uniformly at random, set θ Λ = 1, and change the value of σ 2 to obtain different SNR values. The OST selection rule (47) is implemented with c = 0.95 as a threshold.
In our first experiment for this example, we generate a random 7 × 14 dictionary A was constructed from a zeromean Gaussian i.i.d. distribution, whose columns a m were normalized so that a (72) is compared with the selective CRB for sparse estimation from Theorem 2 in Fig. 4 for support size of s = 3 and different noise variances, σ 2 . It can be seen that the MSE of the ML estimator and the proposed selective CRB converge asymptotically to the oracle CRB. Moreover, the selective CRB is a tight and valid bound on the performance of the ML estimator for this scenario for any noise level and it can be used to predict the threshold region. In contrast, the oracle CRB is not an informative bound in the non-asymptotic region and does not predict the threshold. The SMS-CRB cannot be calculated for this case since it requires that the FIM will be a non-singular matrix for any model, which is not the case in general sparse estimation.
The MSE of the post-model-selection ML and the CRB bounds were also compared for varying sparsity levels. In order to compare also with the SMS-CRB, in this experiment we set the dictionary, A, to be the 16 × 16 Hadamard matrix with normalized columns, which is a full-rank matrix. Then, . It can be seen that the SMS-CRB and the oracle CRB are valid bounds but are not tight. In contrast, the proposed bound is almost identical to the MSE of the post-OST-model-selection ML estimator. As the support size increases, more parameters contribute to the MSE, and, thus, the MSE increases. In addition, as the support size increases, correct support recovery becomes more difficult, which increases the sensitivity of the estimate to random measurement fluctuations. VI. CONCLUSION In this paper, we consider non-Bayesian parameter estimation after model selection. The selection of a model is interpreted here as estimating the selected parameters under a zero constraint on the deselected parameters. First, a new notation of unbiasedness, denoted by selective unbiasedness, is developed by using Lehmann's concept of unbiasedness. We propose a novel Cramér-Rao-type bound, denoted by selective CRB, which is a lower bound on the MSSE of any coherent and selective unbiased estimator. The selective CRB is shown to be closely related, and thus extended, to bound the MSE of such estimators. The selective CRB was derived for the special case of sparse vector estimation, where the support recovery is performed based on the OST selection rule. In simulations, we have demonstrated that the proposed selective CRB provides a valid bound on the ML estimator in a linear model, while the oracle CRB is not valid for this case. Moreover, the proposed selective CRB is tighter than the existing CRB-type bound for post-model-selection, SMS-CRB [1] , and can predict the breakdown phenomena of the ML estimator. In addition, the relation between the SMS-CRB and the proposed selective CRB are discussed for the special case of randomized selection rule and nested models. Simulations also showed that this bound outperforms the conventional CRB for sparse vector estimation.
Topics for future research include the derivation of an efficient post-model-selection estimator in the sense that this estimator achieves (at least asymptotically) the proposed selective CRB. In addition, the selective CRB may be extended for a Bayesian selection rule, random parameters, and hybrid parameters [72] . Finally, when the number of models increases, evaluation of the probability of selection and its derivatives gets complicated. Therefore, low-complexity bound approximations, such as empirical CRB, should be developed.
APPENDIX A: PROOF OF PROPOSITION 1
In this appendix, we prove that the selective unbiasedness is obtained from the Lehemann unbiasedness with the SSE cost function. By substituting (4) in (10) , and then using (1) and the law of total expectation, similar to the derivation of (6), we obtain that the Lehmann unbiasedness for the SSE cost function requires that
∀η, θ ∈ Ω θ . Due to the non-negativity of the probabilities, π k (θ Λ ), and of the SSE cost function (in the sense of positive semidefiniteness), and under the assumption that the sets A k , k = 1, . . . , K, is a partition of Ω x , the condition in (73) is equivalent to requiring the condition
for any k = 1, . . . , K, with nonzero probability, i.e. π k (θ Λ ) = 0. The rest of the proof follows the path of the Example 1.5.6 on p. 14 of [27] . On adding and subtracting E θ Λ θ ZP Λ∩Λ k |Ŝ = S k inside the two brackets on both sides of (74) , this condition reduces to
for any k = 1, . . . , K such that π k (θ Λ ) = 0. Since E θΛ θ ZP Λ∩Λ k |Ŝ = S k is one of the possible values of the parameter vector θ Λ∩Λ k , this condition holds iff
for any k = 1, . . . , K such that π k (θ Λ ) = 0. The condition in (76) is then rewritten as in (11) .
APPENDIX B: PROOF OF THEOREM 1
According to the covariance-form of the Cauchy-Schwarz inequality (see, e.g. p. 33 in [73] ) and under Condition C.1, we have
for any estimatorθ with a finite second moment where 
for m = 1, . . . , |Λ|. Thus,
if m or l or both are related to an artificial added zero that has been added to the vectorθ Λ∩Λ k − θ Λ∩Λ k only for the zero-padding procedure. For the other elements, i.e. for m, l = 1, . . . , |Λ| that are nonzero elements, by using (78), integration by parts, and assuming Condition C.2, it can be verified that
∀l = 1, . . . , |Λ|, where the last equality is obtained by using the selective unbiasedness conditions from (12) . Thus, (80) and (81) imply that
where D ZP Λ∩Λ k is defined in (3) . By substituting (82) in (77), we obtain
Λ∩Λ k , k = 1, . . . , K. (83) Then, by multiplying (83) by π k (θ Λ ) and summing over the candidate models, k = 1, . . . , K, we obtain the selective CRB in (27) - (28) . Furthermore, by substituting (27) in the relation in (22) we obtain the MSE lower bound in (29) .
APPENDIX C: PROOF OF LEMMA 1 By using (1), one obtains
∀x ∈ A k , k = 1, . . . , K. In addition, under conditions C.2 and C.4, it can be shown, similar to the proof in Lemma 2.5.3 in [74] for the unconditional likelihood function, that
for any θ Λ ∈ R |Λ| . Therefore, under Condition C.3, by using (84), (85), and the product rule twice on the selective FIM from (25) , we obtain By substituting (84) in (86), we obtain (33) . Similarly to this Appendix, derivations of alternative formulations of the conditional FIM can be found in [40] and in Appendix B in [43] for estimation after detection and after parameter selection, respectively.
APPENDIX D: PROOF OF THEOREM 2
Due to the additive Gaussian noise assumption and by assuming that Conditions C.3 and C.4 are satisfied, it can be verified that
Since the matrix on the r.h.s. of (87) is a deterministic matrix, we can conclude that
88) ∀k = 1, . . . , K.
It can be seen that for the OST selection rule from (47) and under the Gaussian distribution, the probability of specific index to exceed the level c is
