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résumé et mots clés
Dans ce papier, nous donnons un aperçu des méthodes classiques d'identification des signaux linéaires non gaussiens de
type à moyenne ajustée basées sur les statistiques d'ordre supérieur (SOS) . Puis, nous proposons trois méthodes d'estimation
globale : la première combine l'autocorrélation et les cumulants et les deux autres exploitent les cumulants seuls . L'une d'entre
elles généralise la méthode de Zhang et al. . La deuxième est une modification de l'approche reformulée de Giannakis et
Mendel. Elle est obtenue en remplaçant les moments d'ordre deux, sensibles aux bruits gaussiens, par des cumulants, grâce
à une relation qu'on développera . Finalement nous testons par simulations les performances des trois méthodes proposées et
nous les comparons à d'autres approches existantes . Les résultats montrent que la méthode proposée généralisant celle de
Zhang et al., fournit de bons résultats et qu'elle est plus résistante aux effets des bruits blancs ou colorés .
Statistiques d'ordre supérieur, Identification aveugle, signaux non gaussiens MA à non minimum de phase, méthodes
d'identification globale .
abstract and key words
In this paper, an overview on higher-order statistics based identification methods is presented, and tree batch blind estimation
methods are proposed . One of them use both autocorrelation and cumulant sequences, the others are cumulant-based only .
The cumulant-based ones are respectively a generalization of Zhang et al.'s method and a reformulation of Giannakis-Mendel's
method without autocorrelation . By simulations, we evaluate their performances and compare them together and with the existing
approaches. The results show that the generalization of Zhang et al.'s method give good estimates, specially in noise environment
(white or colored noises) .
Higher-order statistics, blind identification, non minimum phase MA non gaussian signals, Batch identification methods .
1 . introduction
Le problème d'identification aveugle est d'une grande importance
dans diverses applications telles que la transmission de données,
le traitement des signaux sismiques, astronomiques et la restau-
ration des signaux . L'utilisation des méthodes standards d'identi-
fication ne fournissent de bons résultats que si l'on dispose d'in-
formations a priori sur le modèle à estimer ou sur l'excitation .
Par exemple, la connaissance de la distribution de l'entrée per-
met de résoudre le problème par la méthode du maximum de
vraisemblance [18] . Ces informations ne sont généralement pas
disponibles, par conséquent, les techniques usuelles à base des
statistiques du second ordre (SSO) du signal observé seront défail-
lantes pour diverses raisons . D'abord, le signal traité est supposé
implicitement ou explicitement de nature gaussienne bien que la
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majorité des signaux réels ne le soient pas, la présence du bruit
biaise l'estimation, et enfin, l'information sur la phase n'est pas
conservée. Seul le modèle spectralement équivalent est identifié .
Celui-ci est plus approprié pour l'analyse spectrale plutôt que pour
l'identification . La phase est une information importante qui ne
peut être négligée dans la déconvolution [4], [6]-[8] et la recon-
struction des processus (signal ou système) . En géophysique, par
exemple, une meilleure estimation de l'ondelette permettra, par
déconvolution de la trace, de retrouver le signal réflexivité car-
actérisant la géologie du sous sol [4] . D'où la nécessité d'outils
sensibles à la phase .
Sous l'hypothèse de non gaussianité et au prix d'une augmenta-
tion de la complexité de calcul, les inconvénients des SSO peuvent
être contournés en faisant appel aux statistiques d'ordre supérieur
(SOS). Ces dernières, connues par les cumulants dans le domaine
temporel et les polyspectres (transformée de Fourier des cumu-
lants) dans le domaine fréquentiel, sont restreintes exclusivement
aux processus non gaussiens car, dans le cas gaussien, elles sont
identiquement nulles .
Durant plus qu'une décennie, ces outils ont été l'objet d'une
attention considérable pour l'analyse des processus linéaires non
gaussiens et non linéaires gaussiens . Ainsi, dans la littérature,
on trouve un grand nombre de résultats théoriques et algorith-
miques [1], [2], [4], [10], [19], [24], [25] couvrant un large éven-
tail d'applications, en particulier nous citons le problème qui nous
intéresse à savoir, l'identification aveugle (appelée encore auto-
didacte) des processus linéaires non gaussiens à non minimum
de phase (NMP) à moyenne ajustée (MA) . Pour plus de détails
sur les SOS et leurs applications, nous renvoyons le lecteur aux
références [19] et [24] ainsi que l'ouvrage récent de Nikias et al.
[ 25] .
Dans la littérature, les méthodes paramétriques d'identification
des signaux MA non gaussiens à NMP, se basent sur les cumulants
éventuellement associés à l'autocorrélation . Ces approches peu-
vent être groupées en deux grandes classes, les méthodes linéaires
et non linéaires . Le dernier type consiste à résoudre un système
d'équations non linéaires [17] ou à minimiser une fonction coût au
sens des moindres carrés [17], [4], [36], [33], [12] . Ces méthodes
sont plus performantes mais elles ne garantissent pas la conver-
gence vers le minimum global (la vraie solution), en plus elles
sont coûteuses en temps de calcul . C'est pour cela qu'on préfère
les méthodes linéaires . Dans cette catégorie, on distingue celles
qui donnent l'expression des coefficients MA sous forme récur-
sive [14], [32], [34] ou non [13] en exploitant l'autocorrélation et
les cumulants ou les cumulants seuls. Au niveau théorique, ces
algorithmes sont simples et intéressants mais ils ne sont pas pra-
tiques du point de vue calcul en temps réel d'une part, et d'autre
part ils ne réduisent pas l'effet des erreurs d'estimation des cumu-
lants qui nécessitent plus d'échantillons que l'autocorrélation . De
plus, les formules récursives sont sensibles aux erreurs de prop-
agation. Pour contourner ces problèmes, on préconise la solution
globale à norme minimale (LS) qui minimise au sens des moin-
dres carrés l'erreur d'un système d'équations linéaires surdéter-
76
	
Traitement du Signal 1999 - Volume 16 - n °3
minées surparamétrisées [1], [14], [34], [35] ou non [10], [37] .
Giannakis et Mendel [14] ont été les premiers à montrer que les
paramètres MA peuvent être obtenus en résolvant un système
d'équations linéaires liant l'autocorrélation et les cumulants 1-D .
Porat et Friedlander [27] ont analysé les performances de cette ap-
proche et ont développé sa version adaptative [11] stabilisée [28] .
La méthode de Giannakis-Mendel a été reformulée [35] car elle
est numériquement mal conditionnée . Et pour pallier certaines de
ses défaillances, Tugnait proposa [34] une approche moins sur-
paramétrisée et une autre surparamétrisée à laquelle il a apporté
des modifications [35] . Contrairement aux approches précitées
et dans le but d'employer toutes les informations possibles, Al-
sheibili et al., [1] proposèrent d'utiliser l'équation reformulée à
partir de celle de Tugnait [34, eq . 9] mais au prix d'une augmen-
tation du nombre de paramètres à estimer . Dans [9], une étude
comparative des méthodes d'identification MA [1], [13], [34],
[35], [14] à base des cumulants d'ordre 3 est présentée sous une
forme unifiée .
Les approches précitées sont hélas sensibles aux bruits puis-
qu'elles exploitent, en plus des cumulants, les statistiques d'or-
dre deux . Pour pallier ce problème, on exclut l'utilisation des
équations affectées par le bruit [14], [34], mais cela dégrade la
qualité de l'estimation et peut conduire à un système d'équations
sous-déterminées . Tugnait [34], [35] proposa alors de résoudre un
système d'équations augmenté . Dans le cas d'un bruit fortement
coloré, cette approche s'avère non consistante . Pour contourner
ceci, un certain nombre de méthodes basées uniquement sur les
cumulants ont été développées récemment [29], [30], [31], [10],
[37] . Elles se différencient par l'ordre des cumulants utilisés, le
nombre d'équations à résoudre et le nombre d'inconnues à es-
timer. Dans le cas surparamétrisé [29], la solution obtenue est
sous optimale car on suppose l'indépendance entre tous les coef-
ficients à estimer. Fonollosa et al. [ 10] ont présenté une méthode
originale « w-slice » qui exprime les coefficients MA par une com-
binaison linéaire des tranches des cumulants de différents ordres .
Cette approche ne nécessite pas la connaissance de l'ordre, de
plus l'exploitation de l'autocorrélation est juste une option . Les
paramètres MA peuvent être également estimés en temps réel par
la méthode du gradient [20], [ 38] . Il existe d'autres approches, à
base de cumulants relativement complexes, qui consistent soit à
décomposer la fonction de transfert du système à NMP en deux
parties une I(z1) à minimum de phase (MP) et l'autre O(z)
à maximum de phase ou bien de l'approximer par un modèle
AR non causal . Dans le premier cas, les paramètres sont déter-
minés par la résolution d'un système d'équations linéaires [22]
ou bien à partir d'une relation convolutionnelle [16], [24], [26]
entre la réponse impulsionnelle et la séquence des cumulants .
Dans le deuxième cas, on résout globalement un système d'équa-
tions linéaires surdéterminées [23] ou adaptativement à l'aide des
algorithmes du gradient ou ORIV [8] .
Dans ce papier, en premier lieu nous donnons les hypothèses
concernant le modèle MA à identifier ainsi que des relations utiles .
Ensuite, nous présentons les méthodes classiques d'estimation
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dans le paragraphe 4 et nous proposons trois méthodes da
le paragraphe 5. Deux des trois approches sont développé
d'une manière simple en transformant la formule non linéai
de Brillinger et Rosenblatt [5] en une équation linéaire grâ
à l'algorithme « C(q, k) » de Giannakis [13] . L'une combi
les moments d'ordre deux et les cumulants et l'autre utilise 1
cumulants seulement. La troisième méthode est une reformulatii
de la solution des moindres carrés de Giannakis-Mendel sa
autocorrélations à l'aide d'une relation liant ces dernières ai
cumulants [3]. Dans le paragraphe 6, nous dressons un table
comparatif des méthodes traitées. Enfin par des simulatior
nous évaluerons les performances des approches proposées ~
les comparant entre elles et avec les méthodes classiques [1_
[14], [34, [37] citées dans le paragraphe 4 .
2. modèle et hypothèses
Le modèle MA à NMP que l'on se propose d'identifier e
représenté par l'équation aux différences finies suivante :
q
Y(k) = E b(j) . X (k - j), b(O) = 1 (sortie non bruitée)
j=o
et Z(k) = Y(k) + N(k) (sortie bruitée)
	
( .
où X (k) est une excitation non gaussienne, inaccessible, à cor
posantes indépendantes et identiquement distribuée (i .i .d), c
moyenne nulle, de variance ß x2 , ayant au moins un cumulant
d'ordre m > 2 non nul et vérifiant E[X2m(k)] < oc. N(k) e
un bruit gaussien blanc ou corrélé, indépendant de l'entrée X(i
et de densité spectrale de puissance inconnue . q est l'ordre c
modèle supposé connu. Pour l'estimation de q, nous renvoyons
lecteur intéressé aux références [1], [14], [151, [361, [37] .
3. relations
fondamentales
Le point commun de toutes les méthodes classiques d'identific
tion des modèles MA est la formule de Brillinger et Rosenbla
[51 oui . sous les hvnnthèce. .c nréeérlentec c'écrit
L.cuc cquauuil Ëciielaic peiiiiet u etauilr ues relations entre i au
tocorrélation et les cumulants d'ordre 3 (ou 4) [11, [14], [34], [35
ou encore entre les cumulants d'ordre 3 et 4 [211 . Les relations di
Tugnait [34] utilisées par Alsheibili et al. . [1] ainsi que 1'équatioi
reformulée [34], [12] de Giannakis-Mendel [14] en constituen
des cas particuliers de (6) .
4. méthodes classiques
linéaires
4.1 . approches à base d'autocorrelatior
et des cumulants
4. 1 . 1 . méthode reformulée de Giannakis-Mendel
L'équation originale de Giannakis-Mendel [14] se généralise
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OÙ s' = E3 ,2 • b(q) la méthode de Tugnait consiste à concaténer
(13) pour T = -q, . . . , q, et à trouver 0 = [e', b(1), . . . . b(q)]T
en résolvant un système d'équations surdéterminées au sens des
moindres carrés . Cette méthode contourne certaines défaillances
de celle de Giannakis-Mendel [14], en particulier la non identifi-
abilité des coefficients MA à valeurs binaires et la surparamétri-
sation. Cependant, elle reste aussi sensible aux effets des bruits
additifs puisqu'elle exploite 1'autocorrélation .
4 .2 . approches à base
des cumulants seuls
Les méthodes basées uniquement sur les cumulants sont intéres-
santes lorsque le signal traité est contaminé par un bruit additif
gaussien ou non gaussien à distribution symétrique si les cumu-
lants d'ordre 3 sont utilisés.
4.2.1 . méthode de Zhang et al.
En utilisant l'expression (3) de Brillinger et Rosenblatt, Zhang
et al . [37], [38] ont pu établir l'équation, à base des cumulants,
suivante :
En concaténant (15) pour 'r = -q, . . . . q, on résout au sens
des moindres carrés un système d'équations dont l'inconnu est
0 = [b(0) , b(l), . . . . b(q) ]T . Une fois le vecteur 6 obtenu, on le
divise par b(0) . Cette valeur de b(0) peut servir en fait à juger la
qualité de l'estimation puisqu'elle doit être proche de 1 .
4.2.2 . algorithme « C(q, k) » de Giannakis
A partir de (3), Giannakis [ 13], [14] montra que les coefficients
MA peuvent être exprimés oar la formule suivante :
Cette méthode est sensible aux bruits additifs et n'estime pas
correctement les coefficients MA à valeurs binaires (0 et 1) . En
plus, elle est surparamétrisée .
4.1 .2. méthode de Tugnait
En posant n = 2 et ('r1 = 7,7-2 = . . . = Tm_i = q) dans
l'équation (6), on retrouve l'équation de Tugnait
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5.2. approches à base des cumulants
seuls
5.2. 1 . version de la méthode de Giannakis-Mendel
sans autocorrélations
Cette version est obtenue en remplaçant les moments d'ordre deux
de l'équation (8) par les cumulants . Et cela, grâce à une relation
que nous développerons d'abord .
a) Relation entre l'autocorrélation et les cumulants
En remplaçant dans (5) les coefficients MA par la formule de
Q"Y(q)
Giannakis et -y2 ,ß par son expressionb(q) , on obtient
pour r=U, . . . . q
Dans un environnement bruité faiblement coloré, la relation (23)
permet de déterminer l' autocorrélation du signal MA non gaussien
à partir de ses cumulants. L'introduction de cette expression dans
les méthodes globales telles que celles de Giannakis-Mendel,
Tugnait ou notre approche (éq. 21) permettra d'éviter l'effet des
bruits additifs gaussiens .
b) Version modifiée à base des cumulants
En posant rr = q, dans l'équation reformulée de Giannakis-
\4, n, al (2\ nn trnn ,.
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La formule (17) est simple et intéressante du point de vue
théorique mais elle ne permet pas, en pratique, de réduire l'effet
d'une mauvaise estimation des cumulants . D'où l'intérêt des
méthodes à norme minimale vues précédemment .
5. méthodes proposées
5 .1 . approche combinant
l'autocorrélation et les cumulants
La relation (5) peut être transformée facilement en une équation
linéaire en remplaçant le coefficient b(i + r) par la forme donnée
i17\ n.,
-k:-.,
•
où E' = b(q) • E.,2 qui n'est autre qu'un cas particulier de (6) . De
plus, si on pose m = 3, elle coïncide avec l'équation de Tugnait
(13), ce qui n'est pas le cas lorsque m = 4 .
Cette approche permet d'estimer à la fois les paramètres MA
et la variance de l'excitation . Le calcul de cette dernière par
l'approche de Tugnait dépend de l'estimation du coefficient b(q),
ce qui n'est pas le cas pour notre approche. En plus, le signe
négatif de
52,x
nous indiquera une mauvaise estimation et par
conséquent la solution sera rejetée . D'après le tableau 1, notre
méthode est légèrement moins complexe que celle de Tugnait
lorsque les cumulants d'ordre 4 sont utilisés . Et puisque les
moments d'ordre deux sont exploités, notre approche sera sensible
aux bruits additifs .
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de l'estimation va être améliorée au détriment d'une_augmentation
de complexité de calcul . En plus, la valeur de b(0), qui doit
être proche de 1, permet d'évaluer et de contrôler la qualité de
l'estimation .
6. comparaison des
méthodes proposées
aux méthodes
classiques
Le tableau 1 (page précédente) donne une idée comparative des
méthodes classiques et des méthodes proposées dans cet article
en présentant les statistiques utilisées (ordres, quantité d'infor-
mations), le nombre d'opérations (multiplications, additions et
divisions nécessaires) et la dimension du système (A . X = B) à
résoudre .
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Cette formulation permet d'une part de réduire, théoriquement,
l'effet du bruit gaussien mais au prix d'une augmentation de
complexité liée au calcul d'une séquence supplémentaire des
cumulants Cm,y (T, q, 0, . . . , 0) pour 'r = 1, . . . . q (ou 'r =
1, . . . . q - 1 si m = 3), et d'autre part d'évaluer la qualité de
l'estimation à partir de b(0) trouver qui doit être très voisin de l .
Comme la méthode originale de Giannakis-Mendel, cette version
n'identifie pas convenablement les coefficients MA à valeurs
binaires .
5.2.2 . approche généralisant la méthode
de Zhang et al .
En exprimant les coefficients b(i+'rj) de (3), avecj = l, . . . . m-
1 . par la formule de Giannakis (17), on obtient
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7.1 . commentaire des résultats
En se basant sur le critère (35), on constate que, dans le cas sans
bruit, la méthode reformulée de Giannakis-Mendel (Tab. 2) donne
de bons résultats suivie par nos approches à base des cumulants
(Tab. 3 et Tab. 4). Toutes les trois ont presque le même EQM .
Et vu que les deux approches (éq . 12 et éq . 29) ne permettent
pas une estimation correcte des paramètres MA à valeurs binaires
(vérifié par simulation), on peut dire que notre approche (éq . 33)
généralisant celle de Zhang et al . réalise une meilleure estimation
aux dépens d'une complexité de calcul plus élevée . Notons en plus
que pour notre approche (éq . 33), on peut améliorer l'estimation
en tenant compte uniquement des réalisations pour lesquelles la
valeur de b(0) est proche de 1 .
En présence d'un bruit additif gaussien, on remarque que les méth-
odes combinant l'autocorrélation et les cumulants (éq . 12 et 14)
sont plus sensibles aux effets des bruits que celles à base des
cumulants seuls (éq. 16, 17, 29 et 33), et que la méthode génér-
alisant l'approche de Zhang et al. donne la meilleure estimation
(voir tableau 4) lorsque le bruit est blanc ou corrélé .
Pour un bruit blanc, notre approche (Tableau 3 : version modi-
fiée de la méthode de Giannakis-Mendel) donne des résultats de
qualité nettement supérieure vis-à-vis de la version non modifiée
(éq. 12), mais dans le cas d'un bruit coloré, le critère (35) peut don-
ner l'impression qu'elle n'apporte pas d'amélioration auquelle on
s'attend . Alors en tenant compte aussi de la qualité de l'estima-
tion des statistiques de l'excitation, on peut dire que globalement
l'estimation est améliorée avec une variance relativement plus
grande. Cette faible amélioration s'explique par les erreurs ac-
cumulées dans le calcul de C3,y(r) (25) à partir des cumulants
estimés . Pour réduire ses erreurs, on peut faire appel à la méthode
SVD ou la technique de rehaussement des cumulants proposée par
Stogioglou et al. [31] . Dans le but d'illustrer l'intérêt de la rela-
tion (23), nous avons testé la méthode de Tugnait (éq . 14) où
l'autocorrélation C2,y (0) est calculée à partir de cette relation et
non à l'aide des échantillons du signal bruité . Cette modification
conduit à une amélioration (voir tableaux 5 et 8) .
7. simulation
En se limitant aux cumulants d'ordre 3, nous présentons dan,
ce paragraphe, les résultats de la simulation des méthodes de
moindres carrés reformulée de Giannakis-Mendel (12), Tugnai
(14), Zhang et al. (16) et les versions proposées (29) et (33) ains
que la formule de Giannakis (17) . Les résultats de notre approchf
combinant l' autocorrélation et les cumulants (éq. 21) ne seront pu
présentés car ils sont identiques à ceux de la méthode de Tugnait
Le modèle à identifier est à MA-NMP d'ordre q = 3, représenta
nar
Les statistiques mises en jeu (C2 ,y(T) et C3,y(T1 i r2)) sons
évaluées par leurs estimateurs biaisés . Dans le but de réduire leur
variance, on divise le nombre de données N = 4000 en 4 section,,
à 1000 échantillons puis on calcule l'estimateur correspondant
chaque segment . Et la séquence finale est obtenue en moyennant
les estimateurs calculés [14] .
Les résultats des simulations sont illustrés dans les tableaux
(2, . . ., 8) en l'absence et en présence du bruit . La qualité des
estimées est évaluée par le critère quadratique suivant
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En résumé, si le signal traité est non bruité, notre approche (éq .
21), équivalente à la méthode de Tugnait est la mieux adaptée car
elle est moins coûteuse en temps de calcul et donne une EQM
raisonnable . Mais, en présence d'un bruit blanc ou coloré, notre
approche à base des cumulants (éq . 33) semble adéquate aux prix
d'une complexité de calcul élevée .
8. conclusion
Dans cet article, nous avons présenté les approches classiques
sous forme généralisée et trois méthodes d'identification ont été
développées . La première combinant l'autocorrélation et les cu-
mulants coïncide avec la méthode de Tugnait [34] pour les cumu-
lants d'ordre 3 . La deuxième, basée uniquement sur les cumulants,
généralise l'approche de Zhang et al. [37] et donne de meilleurs
résultats . La dernière méthode, basée également sur les cumulants,
est une transformation de l'approche reformulée de Giannakis-
Mendel [14] en une méthode sans autocorrélation grâce à la re-
lation (23) qui lie l'autocorrélation et les cumulants . Cette ver-
sion améliore l'estimation réalisée par la méthode reformulée de
Giannakis-Mendel dans le cas d'un bruit blanc .
La relation (23) pourrait être utile dans d'autres problèmes ou
applications où l'autocorrélation intervient et où la présence
d'un bruit blanc biaise l'estimation . On pourrait l'appliquer à
des signaux non gaussiens à distribution symétrique tels qu'on
rencontre, par exemple, en géophysique [4] et en transmission de
données, en se plaçant à l'ordre m = 4 .
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