Abstract. In this paper we establish a priori estimates and then an existence theorem of positive solutions for a Dirichlet problem on a bounded smooth domain in R N with a nonlinearity involving gradient terms. The existence result is proved with no use of a Liouville theorem for the limit problem obtained via the usual blow up method, in particular we refer to the modified version by Ruiz. In particular our existence theorem extends a result by Lorca and Ubilla in two directions, namely by considering a nonlinearity which includes in the gradient term a power of u and by removing the growth condition for the nonlinearity f at u = 0.
INTRODUCTION
We study the existence of positive solutions for the problem
where Ω ⊂ R N , N > 1, is a bounded smooth domain, 1 < p < N , f : Ω×R Observe that problem (1.1) does not have, in general, a variational structure because of the dependence on the gradient of the nonlinearity. Thus topological methods will be used to prove the existence of solutions. For a priori estimates for solutions of nonvariational problems we refer to [8] as well as to [33] for problems treated in the framework of uniformly elliptic operators. Similar problems have been intensively studied in literature, especially when p = 2, for instance in the classical paper by Brezis and Turner [3] and to [7] , while for results relative to boundary Dirichlet problems with a gradient term we refer to the pioneering paper by Ghergu and Radulescu [12] with a linear growth in the gradient, to [13, 14, 25] . Furthermore in [9] , the authors study the competition between an anisotropic potential, a convection term |∇u| and a singular nonlinearity, see also the recent paper [11] where also a diffusion term depending on u inside the divergence.
For further existence results concerning the p-Laplacian and when gradient terms are involved, we refer to the recent paper by Motreanu and Tanaka, [21] , in which the authors develop an approach based on approximate solutions and on a new strong maximum principle, and to the paper of Radulescu, Xiang and Zhang, [26] , where existence of nonnegative solutions for a p-Kirchhoff type problem driven by a non-local integro-differential operator with homogeneous Dirichlet boundary data is investigated.
A first natural approach to solve problem (1.1) is to consider radial solutions, this was done by Clèment, Manàsevich and Mitidieri in [4] for the case of a systems of the p-Laplacian case, but without a dependence of the nonlinearity on the gradient. Later in [1] , Azizieh and Clement, studied the same problem, not in the radial form, under some additional conditions, precisely they treat the case 1 < p ≤ 2 because of a symmetry result by Damascelli and Pacella in [5] , and consider a nonlinear function f not depending on x and on ∇u, and when Ω is a convex domain. In [27] , Ruiz removes all these conditions in order to treat problem (1.1), with a nonlinearity f satisfying (F ) in the subcase s = 0 and r = q. The case q = r, but s > 0 in (F), has been treated in a previous paper [10] in which we extended an existence result by Ruiz.
The idea to introduce an explicit dependence on a power of the solution u s in the gradient term was motivated by [22] and [2] , where the parabolic version of (1.1)-(F) is investigated.
Later, Lorca and Ubilla in [19] , allowed f to be bounded from above and from below by different powers of u, actually they assume (F) with s = 0 for all u ≥ u 0 > 0 together with a growth condition on f at u = 0 according to which f ≤ Cu p−1 for u small and uniformly for x and η.
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Motivated by [19] , we considered problem (1.1) with a nonlinearity satisfying (F) and we remove the growth condition at u = 0.
Before stating the main result of our paper, we briefly discuss the technique developed by Ruiz. In [27] , Ruiz produces a slight modification of the well known blowup method by Gidas and Spruck (see [15, 16] ) using the same technique but centered on a certain fixed point. Indeed, the main tool to obtain existence is to prove an a priori L ∞ estimates for positive solutions of a parametric version of (1.1) and then use the degree theory.
These bounds for positive solutions are obtained by contradiction, that is roughly by assuming the existence of a divergence sequence of solutions u n of (1.1) attaining their maxima on a point x n in Ω. Consequently, by using suitable scaling arguments "centered" on x n , when r = q, a positive solution of the limit problem
∈ Ω up to subsequences, or in the halfspace if x n → x 0 ∈ ∂Ω up to subsequences, is produced. Thus, a Liouville theorem gives the required contradiction. One of the difficulties in this procedure is the boundary case, so there are several papers ( [1, 4] ) in which, for instance, additional geometric conditions are imposed on the domain, in order to avoid the use of a Liouville type result on the halfspace. We mention also the approach of Polacik, Quitter and Souplet based on the doubling lemma, cf. [22] .
Ruiz, in [27] , proves a new variant of the blowup procedure, which again allows to avoid the boundary case, by centering the blow up function, involved in the scaling argument, on a fixed poin y 0 ∈ Ω instead on x n .
Concerning the case r < q, treated first in [19] , a new difficulty appears, namely the limit problem obtained via the blow up technique procedure is −∆ p u ≥ 0. Since inequality −∆ p u ≥ Cu q is no more in force, then the desired contradiction cannot be reached with a Liouville theorem, for further details we refer to Theorem 3.4. For this reason, Lorca and Ubilla developed a different approach with takes into account both the boundary case x 0 ∈ ∂Ω and the case x 0 ∈ Ω.
In the case we consider, to deal with the factor u s in the gradient term, we have to adapt the technique by Lorca and Ubilla, combined with a result in [10] which allows us remove the addition growth condition on f at x = 0 contained in [19] .
The existence result, as in [19] is obtained via a Rabinowitz type theorem, [24] , due to Azizieh, Clément in [1] .
Precisely, the main result we obtain is the following. [19] , while when q = r it reduces to Theorem 4.2 in [10] , finally when q = r and s = 0 it is exactly Theorem 4.2 in [27] .
The paper is organized as follows. In Section 2, some preliminary lemmas are stated, then Section 3 is devoted to prove the main a priori estimates for solutions of the parametric problem associated to (1.1). Finally, in Section 4 we present the proof of Theorem 1.1, based on the a priori estimates obtained in the previous section together with an extension of the classical Rabinowitz bifurcation theorem.
PRELIMINARES
Before stating and proving the main result, we need to give several preliminary lemmas, which extend the analogous ones in [19] , given for the case s = 0. In what follows C is a positive constant which may vary from one expression to another, but it is always independent to u.
First we state a result proved in [10] , for further comments see the remark at the end of the statement. 
, where r > p − 1 and
for all γ ∈ (0, r). Similarly, there exists a positive constant We will also make use of the following weak Harnack inequality, due to Trudinger in [31] (see also [28] for a similar result).
Theorem 2.3. Let u ≥ 0 be a weak solution of the inequality
3. A PRIORI ESTIMATES
In order to prove the existence of positive solutions for (1.1), we will use a degree argument. First we consider the following parametric problem
where λ ≥ 0 positive. Since we are going to use a degree argument, roughly we need nonexistence of solutions of (3.1) for λ large. Indeed, in the next lemma we prove that λ is bounded above by the L ∞ norm of u.
Lemma 3.1. Let u be a positive solution of Problem (3.1). Then there is a positive constant c depending only on Ω such that
Proof. The proof is exactly that of Lemma 3.1 in [19] , since it is essentially based on the nonnegativity of f and on a comparison result for the p-Laplacian (cf. Proof. We argue by contradiction, and we suppose that there exist a sequence (λ n , u n ) n , where u n is a positive solution of (3.1) with λ replaced by λ n ≥ 0 such that
Consequently, being λ n ≤ C u n ∞ by virtue of Lemma 3.1, we may assume that u n ∞ → ∞. By regularity of u n , there exists a sequence (x n ) n in Ω such that u n ∞ = u n (x n ). For simplicity, we denote
Furthermore, let x 0 ∈ Ω be such that x n → x 0 as n → ∞. We consider now two cases either x 0 ∈ Ω or x 0 ∈ ∂Ω. Case A. Suppose that x 0 ∈ Ω. Definẽ
Then, thanks to Lemma 3.3 in [19] , there existsx n ∈ Ω such that
We now claim that there exist a real constant c > 0 and a number n ∈ N such that for all n ≥ n we have 0 < c <δ n S
In what follows, c will denote a positive constant, which may vary from line to line, but always independent on n.
To prove the claim we follow the proof of Theorem 3.2 in [19] (cf. also the proof of Step 1 in [10] ). We make a change of variable and define
n u n (y), where
by the contradiction we have S n → ∞, as n → ∞. The functions w n are well defined at least in B 0, δ n /M n and w n (0) = w n = 1. By standard calculations, we have
By (3.5) and using condition (F ) 2 , we obtain
and recalling that w n = 1 we have for n sufficiently large
indeed, ϑ and
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Now, by using the mean value theorem we have
n u n (x n ) = 1 and
Thus, the required bound from below for S
By Lemma 3.5 in [19] , there exists an ε > 0 such that, passing to a subsequence, for all γ > N (q + 1 − p)/p we have
Indeed, ifδ n → 0, then take ε so that for n sufficiently largeδ n < ε so that
by the choice of γ. Otherwise, ifδ n →δ > 0 then it is enough to takeδ n > ε to obtain (3.10).
Case B. Suppose now that x 0 ∈ ∂Ω. By Lemma 3.6 in [19] , there exist ε > 0 and a sequence (y n ) n in Ω such that for all γ > N (q + 1 − p)/p passing to a subsequence, we have
In particular the construction of y n starts from z n ∈ ∂Ω such that δ n = d(x n , z n ). Then, denoting with ν n the unit exterior normal of ∂Ω, for ε > 0 small it is possible to define y n = z n − εν n . Now the proof proceed by consider two cases: if u n (y n ) ≥ S n /2 or u n (y n ) < S n /2. The proof Lemma 3.6 in [19] is rather technical.
We are now ready to conclude the proof of the theorem. As in [19] we consider only the case when x n → x ∈ Ω, since the case x n → x ∈ ∂Ω can be proved in the same way. Being q < N (p − 1)/(N − p), we can choose γ so that
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Applying Theorem 2.3 with R = ε/2 and then using (3.10), we get
On the other hand, by Lemma 2.1,
The fact that C can be chosen independent on n is due to the compactness and regularity of ∂Ω. Inequalities (3.12) and (3.13) give the boundness of u n L γ (Bε(xn)) , thus the required contradiction is obtained thanks to (3.10). The a priori estimate is so proved. Letting n → ∞, thanks to (3.8), we get the assertion. Since inequality −∆ p u ≥ Cu q is not in force, then the desired contradiction cannot be reached with a Liouville theorem. Indeed it holds the following well known result. The part (i) is due to Serrin and Zou in [29] , while the Liouville theorem (ii) is due to Mitidieri and Pohozaev in [20] . Concerning to positivity of solutions, it is a consequence of the strong maximum principle, cf. Vazquez [32] , and for general inequalities see the book [23] by Pucci and Serrin. Because of Theorem 3.4, Lorca and Ubilla proposed an alternative approach to overcome the problem, as we have seen in the proof of case B of the previous theorem.
PROOF OF THE MAIN THEOREM
Now, instead of using a particular version of the classical Krasnoselskii theorem, see [17] , we use the following Rabinowitz type theorem, [24] , due to Azizieh, Clément in [1] , whose statement for completeness we include here.
