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THE PARTITION COMPLEX: AN INVITATION TO COMBINATORIAL
COMMUTATIVE ALGEBRA
KARIM ADIPRASITO AND GEVA YASHFE
ABSTRACT. We provide a new foundation for combinatorial commutative algebra and
Stanley-Reisner theory using the partition complex introduced in [Adi18]. One of the
main advantages is that it is entirely self-contained, using only a minimal knowledge of
algebra and topology. On the other hand, we also develop new techniques and results
using this approach. In particular, we provide
1. A novel, self-contained method of establishing Reisner’s theorem and Schenzel’s for-
mula for Buchsbaum complexes.
2. A simple new way to establish Poincare´ duality for face rings of manifolds, in much
greater generality and precision than previous treatments.
3. A ”master-theorem” to generalize several previous results concerning the Lefschetz
theorem on subdivisions.
4. Proof for a conjecture of Ku¨hnel concerning triangulated manifolds with boundary.
1. INTRODUCTION
Starting with the work of Hochster, Reisner and Stanley, powerful methods from
commutative algebra developed by algebraic geometers could be used to provide a
new and powerful way to study face numbers of simplicial and polyhedral complexes
[Hoc77, Sta96].
However, using these powerful tools camewith a drawback. First, theymade the the-
ory harder to access without background in commutative algebra. Second, even many
of those applying them often used them as a black box, and the tools themselves be-
came a distraction, leading to missed results and open questions that would otherwise
have been simple.
And so, as a tourist might use an expensive lens to capture a vista, doing so subop-
timally because he does not grasp its pros and cons, the physics of its makeup, we are
left with pictures that feel somewhat lacking, blurry or hiding the important, leaving us
dissatisfied.
So our goal here is twofold: To show how basic household means can take a much
simpler, more gratifying picture, without sacrificing any of the generality. We then
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go a step further, and use the new methods to generalize the results with ease, using
only the ingredients that can be found within the first algebra books you can find in
your kitchen, and just a smidge of algebraic topology you find in every spice rack.
As for combinatorics, we shall assume nothing beyond the most basic familiarity with
simplicial complexes.
Hence, this is not so much a survey, as it is an attempt to build better and more
powerful foundations, as well as offer newcomers a road towards research in the area,
that is at the heart of new developments between combinatorics and Hodge Theory
[MN13, AHK18, Kar19, Adi18]. Additionally, we offer also researchers in combinatorial
commutative algebra a more consistent and stronger set of tools. We are therefore a
little curt on direct combinatorial applications, for which we refer to the initial sections
of [Adi18], and instead offer an focused introduction to the techniques.
1.1. Overview. One of the key observations of the combinatorial commutative algebra
was the realization that the homological properties of a simplicial complex are encoded
in its face ring in a variety of ways, often first glimpsed and disseminated as unpub-
lished ideas and results of Hochster. The first key result here is Reisner’s theorem (dis-
cussed in Section 4, that connects the vanishing of homology over a fixed field to the
Cohen-Macaulay property of the associated face ring. Here, not only the global homol-
ogy of the simplicial complex comes into play, but also the homology of principal filters
in the face lattice.
The essentially only proof here available goes via the local cohomology as introduced
by Grothendieck in the 1960s, and most of the following research has similarly em-
ployed the same tool. We instead use the partition complex here, a significantly more
down-to-earth tool that has several direct benefits, most of all that one can see what
happens in a surgical way.
We obtain at once also the generalization to manifolds, due to Schenzel [Sch81],
which is relatively transparent at least to experts, but has the drawback that it is, in
parts, only available in his German thesis. We provide this in Section 6.
However, our first stop on the way is the partition complex, a new way to address
and understand a fundamental property of intersection rings that arises in the context
of combinatorial Hodge theory: Poincare´ duality. Again we offer a new transparent
proof of Poincare´ duality for the face rings of spheres, and then proceed to provide
generalizations to arbitrary manifolds, discussed in Section 7.
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Finally, we discuss some new applications to face number problems of manifolds. In
Section 9, we discuss the connection to subdivisions and Lefschetz properties, and pro-
vide a far-reaching subdivision theorem, providing a common generalization of pre-
vious works in one swoop. We also discuss related conjectures of Ku¨hnel, concerning
small triangulations of manifolds.
2. PRELIMINARIES
In this section we set up some basic notation and definitions. Experienced readers
can skip most of the text, but may still wish to look at the notation and at definitions for
relative simplicial complexes, as well as the corresponding modules over face rings.
2.1. Simplicial complexes and face rings.
2.1.1. Simplicial complexes. We begin by recalling some common definitions.
Definition 1. A simplicial complex ∆ is a downwards-closed family of subsets of a
finite set called the ground set. The ground set is usually left implicit or taken to be
[n] = {1, . . . , n} for some n. Being downwards-closed means that if τ ∈ ∆ and ρ ⊂ τ
then ρ ∈ ∆.
In particular, if a simplicial complex is nonempty, it contains ∅ as a face. Thus the
complex {∅} contains no nonempty faces, but is different than the void complex ∅.
A subcomplex of a simplicial complex is a subset which is itself a simplicial complex.
An element τ ∈ ∆ is called a simplex or a face. Its dimension is dim(τ) = |τ | − 1, and
the dimension of∆ ismaxτ∈∆ dim(τ). A face of∆ is called a facet if its dimension equals
dim(∆). Faces of dimension zero and one are called vertices and edges respectively.
Definition 2. Let∆ be a simplicial complex. The star of a face τ is the simplicial complex
stτ (∆) = {ρ ∈ ∆ | τ ∪ ρ ∈ ∆}. The link of tau is lkτ (∆) = {ρ ∈ ∆ | τ ∪ ρ ∈ ∆, τ ∩ ρ = ∅}.
The k-faces of ∆ are denoted by ∆(k) = {τ ∈ ∆ | dim(τ) = k}, and the k-skeleton
∆(≤k) is the subcomplex consisting of faces of dimension at most k.
In one or two places we use the join and subtraction operations. For simplicial com-
plexes ∆1,∆2 on disjoint ground sets, the join is ∆1 ∗∆2 = {τ ∪ ρ | τ ∈ ∆1, ρ ∈ ∆2}, a
simplicial complex on the union of the ground sets of ∆1 and∆2.
If ∆ is a simplicial complex and τ is a face, ∆ − τ is the maximal subcomplex which
does not contain τ . Its faces are {σ ∈ ∆ | σ ∩ τ = ∅}.
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It is worth noting that simplicial complexes are not equivalent to semi-simplicial sets
(sometimes called ∆-complexes by Hatcher).
2.1.2. Relative simplicial complexes. We work with relative simplicial complexes analo-
gously to how one often works with pairs of topological spaces. The theory generalizes
smoothly to this setting, which is sometimes cleaner. See also [AS16, Adi18].
Definition 3. A relative simplicial complexΨ = (∆,Γ) is a pair consisting of a simplicial
complex∆ and a subcomplex Γ. Its faces are∆ \Γ, i.e. the non-faces of Γ. In particular,
dim(Ψ) = maxτ∈Ψ dim(τ) can be smaller than dim(∆), and it is possible for ∅ not to be a
face. Any simplicial complex ∆ can be treated in this language as the relative complex
(∆, ∅).
The star of τ ∈ ∆ within Ψ is stτΨ = (stτ∆, stτΓ). Similarly, the link is lkτΨ =
(lkτ∆, lkτΓ).
A relative complex Ψ is pure if all its maximal faces have the same dimension.
Many basic lemmas about simplicial complexes work for relative complexes as well.
For instance, if Ψ = (∆,Γ) and τ ∈ ∆ then stτΨ = τ ∗ lkτΨ = (τ ∗ lkτ∆, τ ∗ lkτΓ). Note
that the join of any complex with the void complex is void.
The open star of a face τ in a simplicial complex is usually defined to be the set of
faces containing τ . This is not a subcomplex in the usual sense, but we can define a
relative complex to fill the same role.
Definition 4. Let ∆ be a simplicial complex. The open star of a face τ is st◦τ∆ =
(stτ∆, stτ∆− τ).
2.1.3. Homology of complexes. The cohomologyH∗(Ψ;k) of a relative complexΨ = (∆,Γ)
is the simplicial cohomology of the pair with coefficients in k. For a complex∆, we con-
sider ∅ ∈ ∆ as a face (of dimension −1) for this purpose. Thus our H∗(∆) is what is
often denoted H˜∗(∆). In particular the void complex ∅ has vanishing cohomology in
all dimensions, but ∆ = {∅} has
H i(∆;k) =

k i = −10 otherwise.
2.1.4. Face rings. Face rings, or Stanley-Reisner rings, are main object of the paper.
Our treatment is standard except for the relative case, in which we follow [AS16] and
[Adi18].
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Fix a field k. Except in Section 3, k is assumed to be infinite. This is a harmless
assumption, as field extensions change no property that interests us in this context.
Definition 5. Let∆ be a simplicial complex. Define the polynomial ring k[xv | v ∈ ∆
(0)],
with variables indexed by vertices of∆. The Stanley-Reisner ideal (or non-face ideal) I∆
of∆ is the ideal generated by all elements of the form xv1 ·xv2 ·. . . ·xvj where {v1, . . . , vj}
is not a face of ∆.
The Stanley-Reisner ring (or face ring) of∆ is
k[∆] := k[xv | v ∈ ∆
(0)]/I∆.
If Ψ = (∆,Γ) is a relative complex, the relative face module of Ψ is defined by IΓ/I∆.
This is an ideal of k[∆].
Two main types of maps between face rings and modules are used in this paper.
If Ψ = (∆,Γ) and Ψ′ = (∆,Γ′) are relative complexes such that Γ′ ⊂ Γ, there is an
inclusion map
k[Ψ] →֒ k[Ψ′].
Similarly, if Ψ = (∆,Γ) and Ψ′ = (∆′,Γ) such that ∆′ ⊂ ∆ is a subcomplex, there is a
restriction map
k[Ψ]։ k[Ψ′].
In general, maps do not exist in the opposite direction. Two particularly relevant exam-
ples are the inclusion of an open star into a complex and the restriction to the star of a
face. Explicitly, for Ψ = (∆,Γ) and any τ ∈ ∆, these are maps
k[st◦τΨ] ≃ k[∆, stτΓ ∪ (∆− τ)] → k[Ψ]
and
k[Ψ]→ k[stτΨ]
respectively.
2.1.5. Gradings of face rings. Face rings can be graded by monomial degree. That is, if ∆
is a complex, we can write
k[∆] =
⊕
n≥0
k[∆]n,
where the direct sum is a sum of vector spaces over k, and k[∆]n is the subspace
spanned by monomials of degree n. This is called the coarse grading. An element
of k[∆] is homogeneous if it is in a single graded piece, or in other words, if it is a linear
combination of monomials having the same degree.
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There is also a finer grading, by the exponent vectors of monomials. If∆ has vertices
{v1, . . . , vk} and x
α = xα1v1 · . . . · x
αk
vk
is a monomial, its exponent vector is (α1, . . . , αk) ∈
Z∆
(0)
≥0 . The piece of k[∆] in degree α is the span of this monomial. This is the fine
grading.
Note that in both cases, the degree of a product of homogeneous elements is the sum
of their degrees.
The same discussion applies verbatim to relative face modules. The relevance of this
is that maps between modules often preserve the degree. In this case, we can often
understand a complex of maps most easily by examining each graded piece separately.
2.2. Chain complexes. We discuss some definitions and basic lemmas for chain and
double complexes, and provide a basic introduction. If you have not seen chain com-
plexes before, we recommend Hatcher for a basic introduction [Hat02].
Definition 6 (Chain complexes and tensor products). All our complexes are cohomo-
logically graded. That is, our chain complexes are denoted C∗, with differential C∗ →
C∗+1. It is convenient to call H i(C∗) the i-th homology, rather than cohomology, of C∗.
To shift the index by p, we write C∗+p (and (C∗+p)i = Ci+p).
If (B∗, d) and (C∗, d′) are chain complexes, their tensor product is the double complex
T ∗,∗ defined by
T i,j = Bi ⊗ Cj
together with maps dh = d⊗ id : T i,j → T i+1,j and dv = id⊗ d′ : T i,j → T i,j+1. If B∗, C∗
are complexes of modules over some ring R, the tensor product is of R modules, i.e. it
is Bi ⊗R C
j . Note the convention here is that the squares of the complex commute.
A small piece of T ∗,∗ can be pictured as follows.
. . . . . .
. . .
dh// Bi ⊗ Cj+1
dh //
dv
OO
Bi+1 ⊗ Cj+1
dh //
dv
OO
. . .
. . .
dh // Bi ⊗ Cj
dh //
dv
OO
Bi+1 ⊗ Cj
dh //
dv
OO
. . .
. . .
dv
OO
. . .
dv
OO
. . .
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2.3. Double complexes. The main proofs of the paper are established using the ho-
mology of double complexes, the homological way to perform what combinatorialists
knowwell as double counting. To do this in a manner as accessible as possible, without
leaving too much for the reader, we use mapping cones very extensively.
Everything we need is introduced below.
We begin with some notation.
Definition 7. Let C∗,∗ be a double complex with commuting differentials dh and dv.
Each row C∗,j and each column Ci,∗ is a chain complex with differential induced from
dh or dv respectively.
The total complex of C is a chain complex given by Tot(C)k =
⊕
i+j=k C
i,j and dif-
ferential dkTot : Tot(C)
k → Tot(C)k+1 defined by either dh + (−1)kdv or dv + (−1)kdh.
These give equivalent homology, and it is convenient to have both (an alternative is to
transpose the complex, but both are used for the same double complex here).
We denote elements α ∈ Tot(C)k by sums α =
∑
i+j=k α
i,j , where it is understood
that αi,j ∈ Ci,j .
The truncation C∗≥i0,∗ is a double complex defined by
(C∗≥i0,∗)i,j = Ci≥i0,j =

C
i,j i ≥ i0
0 otherwise,
with the same differentials as C∗,∗, and 0 for i < i0.
The truncation C∗,∗≤j1 is defined analogously.
Our goal for the rest of this section is to produce exact sequences tying together the
rows, columns, and total complex of a double complex. We do this using mapping
cones. The idea is introduced after a little preparation.
Lemma 8. Let C∗,∗ be a bounded double complex. For Hk(Tot(C)) to vanish, it suffices that
the homology in the vertical direction of Ci,k−i is zero for each i, i.e. that Hk−i(Ci,∗) = 0 for
all i. Similarly, it suffices that Hk−i(C∗,i) = 0 for all i.
Proof. We show this for the vertical case, the horizontal one being analogous. Let∑
i+j=k α
i,j ∈ Tot(C)k be a cycle, and let i0 be the minimial index such that α
i0,k−i0 6= 0.
Then dv(αi0,k−i0) = 0, so by assumption there is some β = βi0,k−i0−1 mapping to αi0,k0
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under dv .
. . . //
0 //
OO
0
αi0,k−i0 //
OO
0
β //
OO
αi0+1,k−i0−1 //
OO
0
. . .
OO
Thus α′ = α − ((−1)i0dh + dv)(β) differs from α by a boundary. Replacing α by α′
increases the minimal nonvanishing index i0, and after finitely many steps the process
terminates because C∗,∗ is bounded. 
Corollary 9. If all rows or all columns of a double complex are exact then the total complex is
acyclic.
We introduce mapsR,U (for “right” and “up”) between columns (respectively rows)
of a double complex and the total complexes of certain truncations.
Definition 10. Let C∗,∗ be a double complex. There is a chain map
Ri : Ci,∗ → Tot(C∗≥i+1,∗)∗+i+1,
from the i-th column to the total complex of a truncation of C∗,∗, which is given by
Ci,j → Tot(C∗≥i+1,∗)i+j+1
α 7→ dh(α) ∈ Ci+1,j ⊂
⊕
r+s=i+j+1,
r≥i+1
Cr,s.
For the signs make R commute with the differentials, the differential of the total com-
plex is taken to be dv + (−1)kdh.
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This is illustrated below, with summands of Tot(C∗≥i+1,∗)i+j+1 in blue.
Ci,j+1
OO
Ci,j
OO
// Ci+1,j //
OO
Ci,j−1
OO
Ci+1,j //
OO
...
. . .
There is a similar chain map
Uj : Tot(C∗,∗≤j)∗ → C∗−j,j+1,
from the total complex of a truncation of C∗,∗ to the j + 1-th row. On an element
α =
∑
r+s=k
αr,s ∈ Tot(C∗,∗≤j)k
we define it by
Uj(α) = dv(αk−j,j).
Here the differential of the total complex should be taken to be dh + (−1)kdv .
Definition 11 (Mapping cones). Let f : (C∗, ∂)→ (C ′∗, ∂′) be a map of chain complexes.
The mapping cone of f is the chain complex (M(f)∗, d), whereM(f)i = Ci⊕C ′i−1 and
di(α, β) = (∂α, ∂′β + (−1)ifα).
Given f , we can construct a map of chain complexes ι : C ′∗ → M(f)∗ by β 7→ (0, β).
This fits into a short exact sequence
0→ C ′∗−1
ι
→M(f)∗ → C∗ → 0,
which gives rise to a long exact sequence
. . .→ H i(C)→ H i(C ′)→ H i+1(M(f))→ H i+1(C)→ . . .
in which the connecting homomorphism is induced by f .
The next lemma is the essential point.
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Lemma 12. Let C∗,∗ be a double complex with commuting vertical and horizontal maps dh, dv.
There are isomorphisms
M(Ri) ≃ Tot(C∗≥i,∗)∗+i
M(Uj) ≃ Tot(C∗,∗≤j+1)∗.
Proof. First consider f = Ri : Ci,∗ → Tot(C∗≥i+1,∗)∗+i+1. By definition,
M(f)j = Ci,j ⊕ Tot(C∗≥i+1,∗)i+j+1−1 =
⊕
r+s=i+j
r≥i
Cr,s = Tot(C∗≥i,∗)i+j ,
and the differential ofM(f)∗ is the same as that of Tot(C∗≥i,∗).
Now consider f = Uj : Tot(C∗,∗≤j)∗ → C∗−j,j+1. This time
M(f)i = Tot(C∗,∗≤j)i ⊕ Ci−1−j,j+1 =
⊕
r+s=i
s≤j+1
Cr,s = Tot(C∗,∗≤j+1)i,
and the differential ofM(f)∗ is the same as that of the total complex on the right hand
side above if j is even. If j is odd, it is harmless tomodify the differential of themapping
cone to be
di(α, β) = (∂α, ∂′β + (−1)i−1fα)
instead of the expression above: the two expressions give isomorphic complexesM(f)∗.

Remark 13. Mapping cones are a construction in homological algebra, motivated by a
similar construction in algebraic topology. They are found in most textbooks on ho-
mological algebra, sometimes with slightly different indexing or sign conventions. The
topological construction from which they originate is described, for instance, in chapter
0 of Hatcher’s text [Hat02].
3. COHEN-MACAULAY COMPLEXES AND WHY WE CARE
Let us now turn to the little bit of commutative algebra necessary for our purposes.
We refer to [AM16] for a general account, and [BH93] for something a little more spe-
cialized to our situation.
3.1. The Basic Idea. Consider a simplicial complex ∆ and its face ring k[∆]: if ∆ has
at least one vertex v, this is a graded ring with k[∆]i 6= 0 for each i. Indeed x
i
v ∈ k[∆]i.
Thus, as a vector space over k, each graded piece has finite dimension, but the entire
ring is always infinite dimensional. It is useful to work with a finite-dimensional k-
algebra instead, provided it preserves enough information about k[∆]. The idea then
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is to ”peel” k[∆] by quotienting out an ideal which is as large as reasonably possible.
That k[∆] is Cohen-Macaulay means this peeling can be performed especially nicely, as
we shall soon see.
The importance of all this is due to the fact that k[∆] is always Cohen-Macaulay if
∆ is the link or star of a face in any triangulation of a manifold with boundary (and in
particular if ∆ is a disk or a sphere). This is a shadow of the fact that each point of a
manifold has a neighborhood with trivial topology.
We put rings and modules on an equal footing, so these tools are later available for
relative face modules.
Definition 14. Let R be a ring and M an R-module. A regular sequence on M , or M -
sequence, is a sequence of elements (θ1, . . . , θn) in R such that:
(1) Each θi is a nonzerodivisor onM/〈θ1, . . . , θi−1〉, and
(2) M/〈θ1, . . . , θn〉 6= 0.
If R is a graded ring, a sequence as above is called homogeneous if each θi is.
We care mainly about homogeneous regular sequences, and among them mainly
about those in which all elements have degree 1. We will see that if the field k is infi-
nite,A andM are graded with A generated in degree 1 (in particular A0 = k), and there
exists a regular M -sequence of length n, then there also exists a regular M -sequence
consisting of degree-1 elements.
Quotienting a graded k-algebra A by a regular sequence of degree-1 elements is an
operation which is well-behaved with respect to the Hilbert series of A. We recall that a
graded k-vector space V , the Hilbert series is
HV (t) =
∞∑
n=0
dim
k
(Vn) · t
n.
Consider the ideal 〈θ1〉 generated by a nonzerodivisor of A having degree 1. Since the
multiplication map by θ1 is an injection of vector spaces A → A which increases the
degree by 1, we have
dim
k
(〈θ1〉n) = dim
k
(An−1),
so
H〈θ1〉(t) =
∞∑
n=0
dim
k
(An−1) · t
n = t ·HA(t).
In particular, we find that
HA/〈θ1〉(t) = HA(t)−H〈θ1〉(t) = (1− t) ·HA(t).
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Modding out by the ideal 〈Θ〉 generated by a regular sequenceΘ = (θ1, . . . , θn) consist-
ing of degree-1 elements therefore gives
HA/〈Θ〉(t) = (1− t)
n ·HA.
All this works in just the same way if we instead work with a regular sequence of
degree-1 elements on an A-moduleM .
Definition 15. Let A be a finitely-generated graded k-algebra and let M be a finitely-
generatedA-module. A homogeneous system of parameters (h.s.o.p.) forM is a sequence of
homogeneous elementsΘ = (θ1, . . . , θn) ofA of minimal length among those sequences
satisfying that the quotientM/〈Θ〉 is finite dimensional over k.
The length of a h.s.o.p. as above is the Krull dimension of the support of M (while
this fact gives important context, we will have no further use for it). For a face ring
k[∆], it is always dim(∆) + 1, or equivalently the maximum cardinality of a face. For a
relative face module k[∆,Γ], it is the maximum cardinality of a face of ∆ which is not
contained in Γ.
Definition 16. Let A be a finitely-generated graded k-algebra, M a finitely-generated
graded A-module. Then M is Cohen-Macaulay if it has a homogeneous system of pa-
rameters which is anM -sequence.
It is not difficult to show that if M is Cohen-Macaulay and has h.s.o.p. of length n,
then anyM -sequence of length n is also an h.s.o.p., and no longerM -sequence can exist.
Therefore, again assuming k is infinite and A is generated in degree 1, this sequence
may be chosen to consist of degree 1 elements of A.
Hence, under all these assumptions, a Cohen-MacaulayM can be ”peeled” as nicely
as can be hoped: there is anM -sequence Θ = (θ1, . . . , θn) such that
(1− t)n ·HM (t) = HM/〈Θ〉(t)
is a polynomial. That the left-hand side is a polynomial is true even if the Cohen-
Macaulay assumption is omitted. It is the equality to the Hilbert series on the right that
is exceptional. A numerical consequence is that the coefficients of this polynomial are
positive. More important for us is that the dimensions of graded pieces of M/〈Θ〉 are
related to those of M by an explicit formula depending on n alone, and that M/〈Θ〉 is
finite dimensional.
3.1.1. An explicit calculation. Let us see what these dimensions are. First, the Hilbert
seriesH
k[∆] is controlled by the f -vector of∆ in the following way. Each non-vanishing
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monomial in k[∆] is supported on a unique face of ∆, and the set of monomials with
given support {vi1 , . . . , vim} is

m∏
j=1
x
sj
ij
| 1 ≤ s1, . . . , sm

 .
The span of this set is a graded k-vector space with Hilbert series equal to the rational
function
xm
(1− x)m
=
xm(1− x)d+1−m
(1− x)d+1
where d = dim(∆). Summing over faces (and keeping in mind the difference between
face dimension and cardinality) we obtain
H
k[∆] =
∑d
i=−1 fi · x
i+1(1− x)d−i
(1− x)d+1
.
Thus if k[∆] is Cohen-Macaulay, its quotient by a regular sequence of length d + 1
has Hilbert series (now polynomial)
∑d
i=−1 fi · x
i+1(1 − x)d−i, and one can verify it
equals
∑d+1
i=0 hix
i where (h0, . . . , hd+1) is the h-vector of∆. Whenwe prove the Poincare´
duality theorem for face rings, this will imply the Dehn-Sommerville relations.
3.1.2. Associated primes and prime avoidance. We need the following notions from com-
mutative algebra.
Let A be a finitely generated k-algebra and letM be an A-module.
Definition 17. A prime ideal p ⊂ A is associated toM if there exists anm ∈M such that
{a ∈ A | am = 0} = p,
i.e. if p is the annihilator ofm.
Lemma 18. The set of zerodivisors onM equals the union of the primes associated toM . That
is,
{a ∈ A | am = 0 for some 0 6= m ∈M} =
⋃
p⊂A prime
p is associated toM
p.
Lemma 19. Let I ⊂ A be an ideal and let p1, . . . pn ⊂ A be prime ideals. If
I ⊂
⋃
i
pi
then I ⊂ pj for some 1 ≤ j ≤ n.
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The last lemma is an analogue of the fact that if V is a vector space over an infinite
field k andW1, . . . ,Wn are proper subspaces, then
⋃
iWi ( V and a generic element of
V is not in
⋃
iWi.
That some property holds for a generic element of a vector space means it holds for
a member of a dense open subset of the vector space with respect to an appropriate
topology. One such topology here is the Zariski topology obtained by identifying V
with an affine space over k.
Remark 20 (some technicalities). The Cohen-Macaulay property has an important role
in commutative algebra and algebraic geometry. The discussion here is specialized to
the context of face rings: our definition is not the common one outside combinatorics.
That it is a specialization of other definitions is a theorem we will not need or prove.
Some amount of dimension theory for commutative rings could not be avoided in
the discussion on systems of parameters. Short computational proofs of the necessary
facts can be given, and the general case can be found in most textbooks on commutative
algebra. We recommend the unfamiliar reader simply accept them for now.
3.2. The Koszul Complex. The Koszul complex is a homological tool. It can be used
computationally, for instance to find the length of the longest regular sequence con-
tained in an ideal. Conversely, given a regular sequence in A generating an ideal I , the
Koszul complex gives a free resolution of A/I . This is a chain complex of free mod-
ules such that A/I is its last (and only nonvanishing) cohomology group. In a sense, it
spreads the quotienting operation into simpler layers.
The point of this will become apparent when the partition complex is introduced,
and we begin dealing with all stars of faces of a simplicial complex as a cohesive unit.
Let A be a k-algebra and let Θ = (θ1, . . . , θn) be a sequence of elements in A. The
Koszul complexK∗ = K∗(Θ) is the chain complex
0→ K0
∂0→ K1
∂1→ . . . → Kn
∂n→ 0
where K0 = A and in general Ki =
∧iAn = ∧i (⊕nj=1A · ej) . The maps ∂i : Ki →
Ki+1 are defined by
z 7→
(
n∑
i=1
θiei
)
∧ z.
This is largely consistent with the notation used by Eisenbud in [Eis95].
We collect some basic facts and observations. These culminate in Theorem 21.
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3.2.1. Exterior powers. It is helpful to recall that
∧i (⊕n
j=1A · ej
)
is a free A-module
with basis all wedges of the form ej1 ∧ . . . ∧ eji where 1 ≤ j1 < . . . < ji ≤ n. Thus as
A-modules,
Ki ⊗M =
(
i∧
An
)
⊗M ≃
⊕
1≤j1<...<ji≤n
M · ej1 ∧ . . . ∧ eji .
The maps of the complex K∗ ⊗M , being induced from K∗, are defined by the same
expression for each ∂i.
3.2.2. The top cohomology. Note thatKn = A ·e1∧ . . .∧en is a free module of rank 1, and
thus Kn ⊗M ≃ M . Further, the image of the map Kn−1 ⊗M
∂n−1
→ Kn ⊗M is 〈Θ〉 ·M :
on generators ofKn−1 we have
∂n−1

∧
j 6=i
ej

 = θi · e1 ∧ . . . en.
This implies Hn(K∗ ⊗M) = M/〈Θ〉M.
3.2.3. The action of z ∈ 〈Θ〉 on homology. Suppose z ∈ 〈Θ〉. Then z induces the zero map
onH i(K∗ ⊗M) for each i. To see this, write
z =
n∑
i=1
aiθi,
and define the following maps f i : Ki → Ki−1:
ej1 ∧ . . . ∧ ejt 7→
t∑
i=1
(−1)i−1aji · ej1 ∧ . . . ∧ eˆji ∧ . . . ∧ ejt ,
where eˆji denotes omission. Then the map ∂
i−1 ◦ f i + f i+1 ◦ ∂i acts on Ki as the mul-
tiplication map by z, and is thus a chain homotopy between z· and the zero map. This
remains true on tensoringK∗ withM .
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Let us compute ∂i−1 ◦ f i + f i+1 ◦ ∂i to verify this claim. Without loss of generality,
consider the basis element b = e1 ∧ . . . ∧ ei. Then
∂i−1 ◦ f i(b) = ∂i−1

 i∑
j=1
(−1)j−1aj · e1 ∧ . . . ∧ eˆj ∧ . . . ∧ ei


=
i∑
j=1
[
ajθj · e1 ∧ . . . ∧ ei
+
n∑
s=i+1
(−1)i+j−2ajθs · e1 ∧ . . . ∧ eˆj ∧ . . . ∧ ei ∧ es

 .
Similarly,
f i+1 ◦ ∂i(b) = f i+1
(
n∑
s=i+1
(−1)iθs · e1 ∧ . . . ∧ ei ∧ es
)
=
n∑
s=i+1

 i∑
j=1
(−1)i+j−1ajθs · e1 ∧ . . . ∧ eˆj ∧ . . . ∧ ei ∧ es
+ asθs · e1 ∧ . . . ∧ ei

 .
We see the coefficients cancel in the sum to give
∑n
j=1 ajθj · e1 ∧ . . .∧ ei = z · e1 ∧ . . .∧ ei
as desired.
3.2.4. Koszul homology and regular sequences. We are ready to prove that the homology
of the Koszul complexK∗ ⊗M tells us the maximal length of anM -sequence in 〈Θ〉.
Recall that the irrelevant ideal of a graded ring is the ideal generated by homo-
geneous elements of positive degree. For a face ring k[∆], this is simply the ideal
〈xv | v ∈ ∆
(0)〉.
Theorem 21. Let A be a graded k-algebra. If M is a finitely-generated graded A-module and
Θ = (θ1, . . . , θn) is a sequence of homogeneous elements contained in the irrelevant ideal of
A, the minimal i for which H i(K∗(Θ) ⊗ M) 6= 0 is the maximal length of an M -sequence
contained in 〈Θ〉. This length is at most n.
Further, if k is infinite, generic linear combinations of θ1, . . . , θn give regular sequences.
Remark 22. We state this theorem in the graded setting, but it is true for Noetherian rings
and (Noetherian) modules in general. The condition that Θ consists of homogeneous
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elements contained in the irrelevant ideal should be replaced by the condition 〈Θ〉·M 6=
M . Generalizing the proof to this situation is an exercise.
Proof. By induction on i. For i = 0, H0(K∗(Θ) ⊗M) 6= 0 iff the map M →
⊕n
i=1M · ei
given by m 7→
∑n
i=1 θim · ei has a nontrivial kernel, and this occurs iff some m ∈ M is
in the kernel of each multiplication map θi· : M → M (equivalently, some m is in the
kernel of each z ∈ 〈Θ〉).
Suppose the minimal i for which H i(K∗(Θ) ⊗M) 6= 0 is positive, and assume the
claim is true up to i−1. Then in particular,H0(K∗(Θ)⊗M) = 0, and there is nom ∈M
in the kernel of all 〈Θ〉. Thus 〈Θ〉 is not contained in any associated prime (or it would
annihilate an element of M by Lemma 18). There is then some z1 ∈ 〈Θ〉 which is a
nonzerodivisor on M , and if k is infinite we may take z1 to be a linear combination of
θ1, . . . θn (a generic one works). NoteM/z1M 6= 0, or equivalentlyM 6= zM , since z has
positive degree, and for the minimal degree d such thatMd 6= 0we haveMd ∩ z1M = 0.
Since eachKj is free over A, its tensor product with the short exact sequence
0→M
z1·→M →M/z1M → 0
is exact. This gives a short exact sequence of complexes:
0→ K∗(Θ)⊗M
z1·→ K∗(Θ)⊗M → K∗(Θ)⊗K∗(Θ)⊗M/z1M → 0,
resulting in a long exact sequence in homology:
. . . → Hj(K∗ ⊗M)→ Hj(K∗ ⊗ (M/zM)) → Hj+1(K∗ ⊗M)→ . . .
where Hj+1(K∗ ⊗ M) = 0 for j + 1 < i, proving that Hj(K∗ ⊗ (M/z1M)) = 0 for
j < i − 1. In particular, by the inductive assumption applied to M/z1M , there is an
M/z1M -sequence of length i−1 in 〈Θ〉. Denoting it z2, . . . , zi, we have that z1, z2, . . . , zi
is anM -sequence.
We will be finished if we proveH i(K∗⊗ (M/z1M)) 6= 0, since then there is no longer
M -sequence starting with z1 in 〈Θ〉 by the induction, and z1 is arbitrary among the
possible first elements.
A piece of the long exact sequence from before reads:
. . .→ 0→ H i−1(K∗ ⊗ (M/z1M)) → H
i(K∗ ⊗M)
z1·→ H i(K∗ ⊗M)→ . . . ,
where the first 0 is H i−1(K∗ ⊗ M). Thus if H i−1(K∗ ⊗ (M/z1M)) = 0 then z1 is a
nonzerodivisor on H i(K∗ ⊗M) 6= 0. This is a contradiction, since each element of 〈Θ〉
acts as the 0map onH i(K∗ ⊗M). 
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Corollary 23. Under the conditions of the theorem, all maximal M -sequences in 〈Θ〉 have the
same length.
Proof. This follows from the proof above, which picks an arbitrary nonzerodivisor at
each step of the induction. There is no possibility of getting stuck in the construction of
one sequence earlier than in another. 
Remark 24 (further notes). The explicit chain homotopy used earlier in this section can
be replaced by a longer but more illuminating method, which we indicate. The Koszul
complexes K∗n = K
∗(θ1, . . . , θn) and K
∗
n+1 = K
∗(θ1, . . . , θn+1) can be related in the fol-
lowing way: the mapping cone of the map θn+1· : K
∗
n → K
∗
n can be naturally identified
withK∗n+1. Hence there is a short exact sequence of chain complexes
0→ K∗−1n → K
∗
n+1 → K
∗
n → 0.
If θn+1 − θ
′
n+1 ∈ 〈θ1, . . . , θn〉, the associated short exact sequences are isomorphic, es-
sentially by a change of basis in each Kin+1 =
∧i(An+1). In particular, for θn+1 ∈
〈θ1, . . . , θn〉, one can take θ
′
n+1 = 0. The associated long exact sequences are then iso-
morphic by the naturality of the snake lemma. For θn+1, the long exact sequence is:
. . . → H i−1(K∗n)→ H
i(K∗n+1)→ H
i(K∗n)
θn+1·
→ H i(K∗n)→ . . . ,
and the existence of an isomorphic sequence in which θn+1 is replaced by 0 proves the
claim.
4. THE PARTITION COMPLEX & REISNER’S THEOREM
In this section we introduce our central tool, the partition complex. As a first ap-
plication we prove Reisner’s theorem, which provides a topological characterization of
Cohen-Macaulay complexes.
4.1. The Partition Complex. In many branches of geometry homological algebra pro-
vides tools for piecing together local data and understanding global behavior. In con-
junction with the Koszul complex, the partition complex is a tool suitable for under-
standing face rings and their quotients by systems of parameters.
Definition 25. Let Ψ = (∆,Γ) be a relative complex. We define the (unreduced) parti-
tion complex P ∗ = P ∗(Ψ) by
P ∗ = 0→ k[Ψ]
d−1
→
⊕
v∈∆(0)
k[stvΨ]
d0
→ . . . →
⊕
σ∈∆(d)
k[stσΨ] → 0,
with indexing such that P−1 = k[Ψ] and P i =
⊕
τ∈∆(i) k[stτΨ] for i ≥ 0.
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The maps are given by maps of the Cˇech complex corresponding to the cover of
(Γ,∆) by the open stars of vertices.
More explicitly, choose some ordering of the vertices. Then if ρ ⊂ τ = ρ ∪ {vij} is
a pair of faces, and τ = {vi1 , . . . , vik} with i1 < . . . < ik, then denoting by α · eρ the
element α in the summand k[stρΨ] (and similarly with eτ ) we define
d(α · eρ) = (−1)
jα · eτ .
In particular, the map P−1 → P 0 is α 7→
∑
v∈∆(0) α · ev.
Note that if xα is a monomial in k[Ψ], it is a nonvanishing element of k[stτΨ] precisely
when the support of α is a face of stτ (∆) (it is automatic that it is not a face of Γ, hence it
is not in stτ (Γ)). The next proposition uses this observation to compute the cohomology
of P ∗.
Proposition 26. For each i,H i(P ∗) = H i(Ψ;k).
Proof. Each P i inherits the fine grading of k[Ψ], and the differential di has (fine) degree
0. Thus, as a complex of vector spaces over k, P ∗ splits into the direct sum of its fine-
graded pieces P ∗α , and this induces a corresponding decomposition of the homology.
Consider a monomial xα ∈ k[Ψ]: for any τ ∈ ∆, xα is in k[stτΨ] if and only if
τ ∪ supp(α) is a face of ∆ but not of Γ, or equivalently if τ is in the first but not the
second member of the pair stsupp(α)Ψ.
Using this, we see P ∗α is a Cˇech complex of stsupp(α)Ψ, which is acyclic if supp(α) 6= ∅
because stars of faces are contractible. For xα = 1, the complex computes the cohomol-
ogy of the pair (∆,Γ). 
The general method is to use this together with the Koszul complex: we form the
double complex P ∗(Ψ) ⊗ K∗(Θ) for Θ some generic sequence of linear forms in k[∆],
and perform homological calculations on the resulting double complex.
The same idea works with other complexes of k[∆]-modules constructed to compute
the cohomology. An example can be seen in Theorem 46. Some of this paper can be
generalized in such a direction, but we refrain from introducing more formalism at this
point.
4.2. Reisner’s Theorem. Reisner’s theorem [Rei76] gives a link between the algebra of
face rings and the topology of simplicial complexes: it tells us a complex has a Cohen-
Macaulay face ring exactly when it is sufficiently well-connected, both locally and glob-
ally.
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Theorem 27 (Reisner). Let Ψ = (∆,Γ) be a relative complex. Then k[Ψ] is Cohen-Macaulay
if and only if for all faces τ of ∆ (including τ = ∅):
H i(lkτΨ;k) = 0 ∀ − 1 ≤ i < dim(Ψ)− dim(τ).
We shall give a new and elementary proof of this theorem here, though for simplicity
we restrict to the ”if” direction critical for us.
Remark 28. In the non-relative setting, the right-hand side of the last inequality is some-
times replaced by dim(lkτ∆). This is never larger than dim(∆)−dim(τ), so our condition
is stronger. They are equivalent in the non-relative setting, modulo the topological fact
that a (non-relative) complex satisfying the weaker condition is pure. However, this is
not true in the relative case. An example is given by
v1
v2
v3
v4 v5
where the complex is relative to the gray (right) triangle.
The stronger assumption ensures purity, because if τ ∈ Ψ has lower than maximal
dimension then lkτΨ cannot have nontrivial cohomology in dimension −1, so lkτΨ 6=
({∅}, ∅) (note it is automatic that lkτ (Γ) = ∅ since τ ∈ (∆,Γ)). ThusΨ has a face properly
containing τ .
Often, one writes “∆ is Cohen-Macaulay” and means whichever of the two equiva-
lent conditions is more convenient for the situation at hand. In this section, to indicate
the condition on k[∆] we write that∆ is algebraically Cohen-Macaulay, and to indicate
the homological condition we write that∆ is topologically Cohen-Macaulay.
Here is a simple application of Reisner’s theorem first mentioned in Section 3.1, the
importance of which is difficult to overstate: ifM is a triangulated manifold, the star of
each face is Cohen-Macaulay.
Remark 29. A second, more combinatorial application is of course that of face num-
bers of simplicial complexes. Notice that the face numbers of a simplicial complex
are a non-negative combination of its h-numbers, and that these are nonnegative for
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Cohen-Macaulay complexes by Reisner’s theorem (as they correspond to dimensions
of vectorspaces).
On the other hand, the h-numbers also cannot be too large, as a polynomial ring
cannot grow too quickly. For instance, a polynomial ring on n variables cannot generate,
in degree k, a space of dimension larger than
(
n+k−1
j
)
. Macaulay [Mac27] used this to
provide a complete characterization of face numbers of Cohen-Macaulay complexes.
We begin with the following observations.
Lemma 30. IfΨ is topologically Cohen-Macaulay and τ ∈ Ψ then lkτΨ is topologically Cohen-
Macaulay.
Proof. Let σ be a face of lkτΨ. We can verify directly that lkσ(lkτΨ) is the link of σ ∪ τ
in Ψ = (∆,Γ): it suffices to verify this in ∆ and in Γ separately. So by assumption its
homology vanishes beneath the top dimension. 
Lemma 31. A relative simplicial complex Ψ = (∆,Γ) is algebraically Cohen-Macaulay if and
only if the cone v ∗Ψ = (v ∗∆, v ∗ Γ) is algebraically Cohen-Macaulay.
Proof. The result follows from the fact that xv is a nonzerodivisor onM = k[(v∗∆, v∗Γ)]
andM/〈xv〉M = k[Ψ] =: N.
In one direction, ifN is algebraically Cohen-Macaulay withΘ = (θ1, . . . , θn) a regular
sequence of parameters, then so is M with the sequence (xv , θ1, . . . , θn). On the other
hand, if M is Cohen-Macaulay, then by Corollary 23 it also has a regular sequence of
parameters (xv, θ1, . . . , θn), and so N is Cohen-Macaulay. 
This is all we need in order to prove the first half of Reisner’s theorem.
Theorem 32. If Ψ = (∆,Γ) is topologically Cohen-Macaulay then it is algebraically Cohen-
Macaulay.
Proof. By induction on dimension. Consider first a non-relative complex ∆ of dimen-
sion d = 0. Then k[∆] ≃ k[x1, . . . , xn]/〈xixj | i 6= j〉 for some n, and k[∆]/〈
∑
i xi〉 is
finite-dimensional over k: each monomial of degree 2 vanishes in the quotient, since
x2j = xj ·
∑
j xj . Further,
∑
i xi is a nonzerodivisor: each nonvanishing element of k[∆]
is of the form c0+
∑
i cix
ti
i with c1, . . . , cn ∈ k, and its product by
∑
i xi does not vanish.
In the relative case, suppose d = dim(Ψ) = 0. Then unless Γ = ∅ (the non-relative
situation) we have k[Ψ] = 〈xv | v ∈ Ψ〉, and again quotienting by the ideal generated
by
∑
v∈Ψ xv (a nonzerodivisor) gives a finite dimensional vector space.
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Suppose the theorem holds for relative complexes of dimension up to d − 1, and
suppose Ψ is topologically Cohen Macaulay of dimension d. Then the link of each face
τ is algebraically Cohen Macaulay of dimension d − dim(τ), and by the coning lemma
stτΨ is algebraically Cohen Macaulay as well.
LetΘ be a generic sequence of d+1 linear forms in k[∆], and considerC∗,∗ = P ∗(Ψ)⊗
K∗(Θ). By Lemma 12 the mapping cone of R−1 gives us a short exact sequence
0→ Tot(C∗≥0,∗)∗−1 → Tot(C∗≥−1,∗)∗−1 = Tot(C∗,∗)∗−1 → C−1,∗ → 0.
The corresponding long exact sequence is
. . .→ H i(C−1,∗)→ H i(Tot(C∗≥0,∗)∗)→ H i(Tot(C∗,∗)∗)→ H i+1(C−1,∗)→
. . .→ Hd−1(Tot(C∗,∗)∗)→ Hd(C−1,∗)→ Hd(Tot(C∗≥0,∗)∗)→ . . .
Notice that if k < d then Hk−i(C∗,i) = 0: for i < 0 this is automatic because C∗,i is
the 0 complex, and otherwise it occurs because the row C∗,i = P ∗ ⊗ Ki(Θ) is exact
until the d-th place, since P ∗ is (and Ki is a free module). By Lemma 8, this implies
Hk(Tot(C∗,∗)∗) = 0 for k < d.
This implies the maps C−1,∗ → Tot(C∗≥0,∗)∗ induce isomorphisms on the k-th ho-
mology for all k < d, and an injection on Hd.
Since the star of each face is algebraically Cohen-Macaulay, each column ofC∗≥0,∗ has
H i(Cj,∗) = 0 for all i < d+1, so another application of Lemma 8 provesH i(Tot(C∗≥0,∗)∗) =
0 for i < d+ 1 as well. This implies that H i(C−1,∗) = H i(K∗(Θ)) = 0 for all such i, and
the theorem follows. 
5. PARTITION OF UNITY
Let Ψ = (∆,Γ) be a triangulated d-manifold with boundary, and let Γ = ∅ or the
boundary subcomplex (that the boundary always is in fact a subcomplex is a simple
result in topology). Then for each τ ∈ ∆, stτΨ is Cohen-Macaulay of dimension d. This
is the situation in which the partition complex is most useful: computations of interest
can be reduced to the homology of Tot(P ∗ ⊗K∗). To motivate the computation of this
homology we begin with an application, the partition of unity theorem.
For a generic sequence of linear elements Θ = (θ1, . . . , θd+1) in k[∆], we wish to
understand P ∗(Ψ)/ 〈Θ〉. The partition of unity theorem computes the dimension of the
kernel of the first differential of this complex, i.e. of
k[Ψ]/ 〈Θ〉 →
⊕
v∈∆(0)
k[stvΨ]/ 〈Θ〉 ,
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in terms ofH∗(∆,Γ).
Here is a special case: if (∆, ∅) is a sphere then this map is injective except in the top
degree d+1, where the kernel has dimension one (and in fact equals the entire (d+1)-th
graded piece).
We state the theorem in slightly greater generality, recovering a key result of [Adi18].
Theorem 33 (partition of unity). Let Ψ = (∆,Γ) be a relative complex, pure of dimension d,
such that stτΨ is Cohen Macaulay for each nonempty τ ∈ ∆. Let Θ be a generic sequence of
d+ 1 elements in k[∆]1. Then
dim
k
H i(P ∗/ 〈Θ〉)j =
(
d+ 1
j
)
· dim
k
H i+j(Ψ;k).
Complexes satisfying the above conditions are called Buchsbaum complexes. Note
the subscript j indicates the j-th graded piece is being taken, where the grading is in-
duced from k[∆].
Proof. Recall Hd+1(Θ) = k[Ψ]/ 〈Θ〉: this is shown in Section 3.2.2. Define K˜∗(Θ) to be
the augmented Koszul complex this is the complex
K0(Θ)→ . . . → Kd+1(Θ)→ K˜d+2(Θ) = Hd+1(Θ) = k[∆]/ 〈Θ〉 → 0,
where the map K˜d+1(Θ)→ Hd+1(Θ) is the natural quotient map Kd+1 → Kd+1/im(Kd).
We will work with the complex C∗,∗ = P ∗ ⊗ K˜∗(Θ).
Since the last nonzeromap of K˜∗ is the cokernel of themap before it,Hd+1(K˜∗⊗M) =
Hd+2(K˜∗ ⊗M) = 0 for any k[∆]moduleM . Therefore the Cohen Macaulayness of the
stars of Ψ implies K˜(Θ) ⊗ k[stτΨ] is exact for each τ ∈ ∆ (homologies up to the d-th
position are equal for the augmented and un-augmented complex). In particular, the
columns Ci,∗ are exact for each i ≥ 0. The column C−1,∗ = K˜∗(Θ) is only exact if Ψ is
Cohen-Macaulay.
Consider the map Ud+1 : Tot(C∗,∗≤d+1)∗ → C∗−d−1,d+2. The exact sequence associ-
ated to its mapping cone is
(*) 0→ C∗−d−2,d+2 → Tot(C∗,∗≤d+2)∗ = Tot(C∗,∗)∗ → Tot(C∗,∗≤d+1)∗ → 0.
Note that Hd−i(C∗,i) = Hd+1−i(Ci,∗) = 0 for all i. For i ≥ 0 this is automatic, since
the entire i-th column is exact. For i = −1, it follows from the fact that Hd+1(C−1,∗) =
Hd+2(C−1,∗) = 0, as both are equal to the respective homologies of K˜∗. Therefore
Lemma 8 implies
Hd(Tot(C∗,∗)∗) = Hd+1(Tot(C∗,∗)∗) = 0.
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Similarly, Ht(Tot(C∗,∗)∗) for all t > d + 1, since the (−1)-th column is not involved.
Therefore for all t ≥ d the short sequence (∗) above yields the exact sequences in ho-
mology
. . . 0→ Ht(Tot(C∗,∗≤d+1)∗)→ Ht+1(C∗−d−2,d+2)→ 0,
where the zeros on the left and right end are the t and (t+1)-th homologies ofTot(C∗,∗)∗
respectively.
Set s = i+ d+2. Since the row C∗,d+2 is P ∗/ 〈Θ〉,Hs(C∗−d−2,d+2) = H i(P ∗/ 〈Θ〉). We
now know it is isomorphic to
Hs−1(Tot(C∗,∗≤d+1)∗) = H i+d+1(Tot(C∗,∗≤d+1)∗),
where C∗,∗≤d+1 ≃ P ∗ ⊗ K∗(Θ). The claim is now reduced to Theorem 34. From its
statement we conclude the identity
dim
k
H i(P ∗/ 〈Θ〉)j = dim
k
H i+d+1(Tot(P ∗ ⊗K∗)∗)j
=
(
d+ 1
j
)
· dim
k
H i+j(Ψ;k).

5.1. The homology of Tot(P ∗⊗K∗). As earlier, Ψ = (∆,Γ) is relative complex, pure of
dimension d, in which the star of each τ ∈ ∆ is Cohen Macaulay. Let Θ = (θ1, . . . , θd+1)
a generic sequence in k[∆]1 and denote C
∗,∗ = P ∗(Ψ)⊗K∗(Θ).
5.1.1. Grading the double complex. We wish to understand the homology of Tot(C∗,∗) as
a graded k[∆]-module. It is convenient to grade each Ci,j such that the differentials of
the double complex are maps of graded modules, or in other words take homogeneous
elements to homogeneous elements of the same degree.
We gradeK∗ as follows. EachKi has a basis of the form
{ej1 ∧ . . . eji | j1 < j2 < . . . < ji} .
Set each such basis element to be of degree d+1− i. In particular,Kd+1 ≃ k[∆] is a free
module with basis e1 ∧ e2 ∧ . . . ∧ ed+1, and this basis element has degree 0. Similarly,
K0 = k[∆] is a free module with basis {1}, re-graded so that 1 has degree d + 1 (the
common notation for this isK0(Θ) = k[∆](−d− 1)).
Thus if α ∈ k[∆]t is homogeneous of degree t, α · ej1 ∧ . . .∧ eji has degree t+d+1− i.
The differential, z 7→ (
∑
θiei) ∧ z, is then a map of graded modules. This induces the
required grading on P ∗ ⊗ K∗. More generally it induces a grading on K∗ ⊗M for M
any graded k[∆]-module, in which m · ej1 ∧ . . . ∧ eji has degree t + d + 1 − i for any
m ∈Mt.
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Since the kernel, image, and cokernel of a map of graded modules are graded mod-
ules, there is an induced grading on the homology of the rows, columns, and total com-
plex of C∗,∗. In fact, if we only want to compute dimensions, these can be computed
separately for each graded piece ofC∗,∗ (no longer a k[∆]-module but a k-vector space).
5.1.2. The grading and P ∗/ 〈θ〉. Our choice of grading for K∗ is motivated by the fol-
lowing consideration. The augmented complex K˜∗ has K˜d+1 ≃ k[∆] (the isomorphism
now being of graded modules), and the image of K˜d in K˜d+1 is precisely 〈Θ〉. Thus the
cokernel K˜d+2 = Hd+1(K∗) of K˜d → K˜d+1 is precisely k[∆]/ 〈Θ〉, and has the same
grading.
These considerations apply just as well when K˜∗ is replaced with K˜∗ ⊗ M for M
a graded k[∆]-module. Hence all computations on P ∗(Ψ)/ 〈Θ〉 performed using these
methods respect its grading automatically.
5.1.3. Computation of the homology. With the above grading in hand, we can compute
H i(Tot(C∗,∗))j for any i, j.
Theorem 34. For any i and j, we have
dim
k
H i(Tot(C∗,∗))j =
(
d+ 1
j
)
· dim
k
H i+j−d−1(Ψ;k).
Proof. As often happens, the proof writes itself once the correct short exact sequence of
complexes is found. In the interest of making this process as transparent as possible, let
us begin by explicitly unraveling the degrees and indices involved.
Observe that for j ∈ Z any module in the row C∗,sj is spanned by elements of the
form α · ej1 ∧ . . . ∧ ejs , where α ∈ k[stτΨ] and
deg(α) + d+ 1− s = j,
or deg(α) = j + s− d− 1.
We now recall Proposition 26. Its proof shows P ∗t is exact for all t > 0. This means
the row C∗,sj is exact unless d + 1 − j − s = 0, so the interesting row is s = d + 1 − j.
In any lower row s′ < s, the complex C∗,∗j vanishes entirely: elements there are sums of
expressions α · ej1 ∧ . . . ∧ ejs′ , where α ∈ k[stτΨ] has negative degree. That the lowest
row is also the only one carrying nontrivial homology suggests relatingH∗(C∗,s)j with
H∗(Tot(C∗,∗≥s)∗)j and with H
∗(Tot(C∗,∗≥s+1)∗)j = 0.
Taking the transpose (Ri)† of Ri (exchanging the two upper indices, along with the
vertical and horizontal differentials) provides a map
(R†)s : C∗,sj → Tot(C
∗,∗≥s+1)∗+s+1j ,
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with mapping cone Tot(C∗,∗≥s)∗+sj . Thus there is a long exact sequence in homology:
. . .→ H i(Tot(C∗,∗≥s+1)∗+s+1j )→ H
i(Tot(C∗,∗≥s)∗+s+1j )→
H i(C∗,sj )→ H
i+1(Tot(C∗,∗≥s+1)∗+s+1j )→ . . .
where Tot(C∗,∗≥s+1)∗+s+1j is exact. We obtain isomorphisms
H i+s+1(Tot(C∗,∗)∗j ) = H
i(Tot(C∗,∗≥s)∗+s+1j ) ≃ H
i(C∗,sj ),
or
H i(Tot(C∗,∗)∗j) = H
i−s−1(C∗,sj ).
Since s = d+ 1− j, the right hand side is
H i+j−d−1(P ∗ ⊗Kd+1−j) = H i+j−d−1(P ∗)⊗Kd+1−j ,
which we know by Proposition 26 to have dimension(
d+ 1
j
)
· dim
k
H i+j−d−1(Ψ;k)
as claimed. 
6. SCHENZEL’S FORMULA
We now know enough to compute dim
k
(k[Ψ]/ 〈Θ〉)j for Ψ a d-dimensional triangu-
lated manifold with boundary. This is a rather powerful fact, and we recover a formula
of Schenzel [Sch81, Sch82], which allows one to generalize the characterization of face
numbers to manifolds and Buchsbaum complexes.
As in the previous section, Γ may be the boundary subcomplex or ∅, independently
of whether∆ has a nonempty boundary. The double complex C∗,∗ is P ∗(Ψ)⊗K∗(Θ).
Recall that if Ψ = (∆,Γ) is Cohen Macaulay, dim
k
(k[Ψ]/ 〈Θ〉)j = hj(Ψ) is an entry of
the h-vector, and hence determined by the f -vector. For general Ψ this is not the case.
To perform the computationwe use themapR−1 : C−1,∗ → Tot(C∗≥0,∗)∗ as in the proof
of Reisner’s theorem, obtaining once again the long exact sequence
. . .→ H i(C−1,∗)→ H i(Tot(C∗≥0,∗)∗)→ H i(Tot(C∗,∗)∗)→ H i+1(C−1,∗)→
. . .→ Hd−1(Tot(C∗,∗)∗)→ Hd(C−1,∗)→ Hd(Tot(C∗≥0,∗)∗)→ . . .
We know H i(Tot(C∗≥0,∗)∗) = 0 for each i ≤ d, since columns with nonnegative indices
are exact until the (d+ 1)-th place. This gives isomorphisms
H i−1(Tot(C∗,∗)∗)j ≃ H
i(C−1,∗)j
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for each i ≤ d, so
dim
k
H i(C−1,∗)j =
(
d+ 1
j
)
· dim
k
H i+j−d−2(Ψ;k)
for such i. Now, it is a general fact that
(*)
d+1∑
i=0
(−1)d+1−i dim
k
H i(C−1,∗)j =
d+1∑
i=0
(−1)d+1−i dim
k
(C−1,i)j ,
these being two expressions for the Euler characteristic of the complex, multiplied by
(−1)d+1. The left hand side of (∗) is
dim
k
Hd+1(C−1,∗) +
d∑
i=0
(−1)d+1−i dim
k
H i(C−1,∗)j
= dim
k
(k[∆,Γ]/ 〈Θ〉)j +
(
d+ 1
j
) d∑
i=0
(−1)d+1−i dim
k
H i+j−d−2(∆,Γ)k
= dim
k
(k[∆,Γ]/ 〈Θ〉)j +
(
d+ 1
j
) j−2∑
i=0
(−1)i+j+1 dim
k
H i(∆,Γ)k
by our homological computations above. Note that in the Cohen-Macaulay case this is
just dim
k
(k[Ψ]/ 〈Θ〉)j .
To compute the right hand side of (∗), note each C−1,i = k[Ψ]⊗Ki(Θ) is fully known.
In fact the alternating sum yields hj(Ψ): this is easiest to compute using the fact that the
Hilbert series of C−1,i is (
d+ 1
i
)
xd+1−iH
k[Ψ](x).
Substituting, we find
dim
k
(k[Ψ]/ 〈Θ〉)j = hj(Ψ) +
(
d+ 1
j
) j−2∑
i=0
(−1)i+j · dim
k
H i(Ψ;k),
a formula originally due to Schenzel.
Example 1. The unique minimal triangulation ∆ of the torus has 7 vertices, 21 edges, and 14
triangles. Thus the Hilbert series of its face ring is
(1− x)3 + 7x(1− x)2 + 21x2(1− x) + 14x3
(1− x)3
=
1 + 4x+ 10x2 − x3
(1− x)3
,
and the h-vector is (1, 4, 10,−1). Recall the dimensions of the cohomology groups are 0, 2, 1 in
dimensions 0, 1, 2 respectively. Schenzel’s formula tells us that for Θ a generic linear system of
parameters, the dimensions of the graded pieces of k[∆]/ 〈Θ〉 are 1, 4, 10 and 1.
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7. POINCARE´ DUALITY
Let∆ be a closed, connected, and orientable triangulated manifold, Θ a linear system
of parameters. We shall prove a certain ring associated with ∆ is a Poincare´ duality
algebra: in the special case of ∆ a sphere, this algebra is just k[∆]/〈Θ〉.
The theorem requires a little preparation.
7.1. Poincare´ duality algebras in general.
Definition 35. A finitely generated graded k-algebra A is a Poincare´ duality algebra of
degree n if:
(1) Ai = 0 unless 0 ≤ i ≤ n,
(2) An ≃ k,
(3) For any 0 ≤ i ≤ n the multiplication map induces a non-degenerate bilinear
pairing
Ai ×An−i → An.
The last statement means that for any nonzero x ∈ Ai there exists a y ∈ An−i such
that xy ∈ An is nonzero. This implies that Ai ≃ An−i as vector spaces over k.
The case in which A is generated in degree 1 is particularly nice.
Lemma 36. Let A be a finitely generated graded k-algebra generated in degree 1. Then the
following conditions are equivalent.
(1) A is a Poincare´ duality algebra of degree n.
(2) A vanishes above degree n, and {a ∈ A | ax = 0 for all x ∈ A1} = An.
Proof. If A is a Poincare´ duality algebra of degree n and i < n, let a ∈ Ai. There is
a y ∈ An−i such that ay 6= 0. Since A is generated in degree 1, y is an expression in
degree-1 elements, and one of these has a nonzero product with a. Thus for any x ∈ A,
if xA1 = 0 then the degree-i part of x is zero for all i < n, or in other words x ∈ An.
If A vanishes above degree n and {a ∈ A | ax = 0 for all x ∈ A1} = An, let us show
each x ∈ Aj has some y ∈ An−j such that xy 6= 0 by descending induction on j. For
j = n− 1, this is just the assumption: if x ∈ An−1 has xy = 0 for all y ∈ A1 then x ∈ An,
but then x ∈ An−1 ∩An = 0.
Suppose the statement is known for some j ≥ 1 and let x ∈ Aj−1. Then again there
is some y ∈ A1 such that xy 6= 0 as before, and xy ∈ Aj . Thus there is a z ∈ An−j such
that (xy)z 6= 0. The product x(yz) is nonzero and in An. 
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7.2. Poincare´ duality for face rings of manifolds. Let∆ be a triangulation of a closed,
connected, orientable manifold of dimension d, and let Θ = (θ1, . . . , θd+1) be a generic
sequence in k[∆]1.
Observe that k[∆]/〈Θ〉 vanishes above degree d + 1, and the degree d + 1 part has
dimension 1, by Schenzel’s formula and the fact that hd+1(∆) = (−1)
dχ(∆). How-
ever, k[∆]/〈Θ〉 is generally not a Poincare´ duality algebra. For instance, above we used
Schenzel’s formula to show dimk[∆]1 6= dimk[∆]2 for∆ the minimal triangulation of a
torus.
For convenience, we denote
A := A(∆) := k[∆]/〈Θ〉,
A(stv∆) := k[stv∆]/〈Θ〉,
and similarly A(st◦v∆) = k[stv∆, lkv∆]/〈Θ〉.
Let us cut straight to the point of the idea, so as not to lose the forest for the trees.
Details are provided further in this section. The goal is to introduce a nice quotientB =
B(∆) of A in which Poincare´ duality holds. Its defining properties are the following:
(1) B is a graded quotient of A, and Bd+1 ≃ Ad+1 ≃ k.
(2) For each v ∈ ∆(0) the restriction A(∆)→ A(stv∆) factors through B. In particu-
lar restriction maps B → A(stv∆) are defined.
(3) For each α ∈ B of degree less than d, there is some v ∈ ∆(0) such that the
restriction of α to A(stv∆) is nonzero.
(4) For each v ∈ ∆(0) the composition A(st◦v∆)→ A→ B is injective.
OnceB is constructed and the properties above are shown to hold, the theorem is rather
short. We need one last, basic lemma.
Lemma 37 (the cone lemma). For each v ∈ ∆(0), there is an isomorphism
A(stv∆)→ A(st
◦
v∆)
α 7→ xvα.
Proof. First consider lkv∆ as a subcomplex of stv∆. Each nonface of the link contains
the vertex v, so the non-face ideal of the link is just 〈xv〉. Thus
K[stv∆, lkv∆] = 〈xv〉/Istv∆, and the map
K[stv∆]→ K[stv∆, lkv∆]
α 7→ xv · α
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is an isomorphism, since it is surjective and injective, xv being a nonzerodivisor in
k[stv∆]. The lemma then follows since A(stv∆) and A(st
◦
v∆) are quotients of these
two isomorphic modules by their product with the same ideal 〈Θ〉. 
The following goes back to unpublished early work of Hochster [Sta96], with partial
results in a series of papers of Novik and Swartz [NS09].
Theorem 38 (Poincare´ duality). The ring B(∆) is a Poincare´ duality algebra.
Proof. Let α ∈ Bi for i < d+ 1. Then by Property 3 of B there is a v ∈ ∆
(0) such that the
restriction of α to A(stv∆) is nonzero. Consider the maps
B → A(stv∆)→ A(st
◦
v∆)→ B,
and denote their composition by f . Observe f(α) 6= 0 is nonzero: the restriction of α to
A(stv∆) is nonzero by assumption. The next map, to A(st
◦
v∆), has no kernel because it
is an isomorphism. The last map is injective by Property 4.
The composition of the maps in (∗) is a map of k[∆]-modules, and is thus determined
by the image of the generator 1 of B. This image is xv by definition. Hence f is just the
multiplication map by xv, and xvα 6= 0. SinceB is generated in degree 1 (it is a quotient
of A, hence of k[∆]), the theorem follows from Lemma 36. 
Remark 39. Our notation A,B for the rings in this section follows [Adi18]. However,
that paper uses upper indices for the grading (lower indices take a different role there,
denoting a dual object). We denote the grading with lower indices, as in the rest of this
paper.
7.2.1. The algebra B(∆) and its properties. In this section we contruct B(∆) for ∆ a tri-
angulated manifold as above and prove the necessary properties hold. The reader may
wish to follow the proof for the case of ∆ a sphere at first. In this case, B(∆) = A(∆)
and the only missing piece is Property 4, proved below in Proposition 42.
Definition 40. The ideal J = J(∆) ⊂ A(∆) is 0 in degree d+1, and in degrees i < d+1
it is
H−1(P ∗/〈Θ〉)i = ker

A(∆)→ ⊕
v∈∆(0)
A(stv∆)


i
.
We define B(∆) = A(∆)/J .
To show this is well defined, we need to prove J is in fact an ideal. Clearly it is a vec-
tor subspace in each degree. The product of an element in the kernel of the restriction
map to all vertex stars and another element of A(∆) is clearly again in the kernel, so all
THE PARTITION COMPLEX: AN INVITATION TO COMBINATORIAL COMMUTATIVE ALGEBRA 31
that remains to show is that no such product has a nonzero component in degree d+ 1.
We show something stronger.
Lemma 41. Let α ∈ A such that the restriction of α to A(stv∆) vanishes for each v ∈ ∆
(0),
and let β ∈ A be homogeneous of degree at least 1. Then αβ = 0.
Proof. It suffices to prove the lemma for β of degree 1, since any homogeneous element
of positive degree is a polynomial expression in such elements. Any β of degree 1 is a
linear combination of variables xv, so it suffices to prove the claim for β = xv, where
v ∈ ∆ is an arbitrary vertex. Since we have already established multiplication by xv is
equivalent to the composition:
A
restriction
→ A(stv∆)
xv·→ A(st◦v∆)→ A,
the claim follows from the assumption that α vanishes in A(stv∆). 
We prove Property 1 holds for B. At the beginning of Section 7.2 we sketched a
computation that Ad+1 ≃ k. Let us carry it out in more detail. Schenzel’s formula states
dim
k
(K[∆]/〈Θ〉)d+1 = hd+1(∆) +
d−1∑
i=0
(−1)i+d+1 · dim
k
H i(∆;k).
The sum on the right is (−1)d+1(χ(∆)−(−1)d dim
k
Hd(∆;k)), where dim
k
Hd(∆;k) = 1
since∆ is a closed orientable manifold of dimension d. Togetherwith the fact hd+1(∆) =
(−1)dχ(∆) (as follows directly from the definition χ(∆) =
∑
i(−1)
ifi(∆) and our cal-
culation at the end of Section 3.1), this implies the claim. The same holds for B, since
Jd+1 = 0 by definition.
Property 2 is a consequene of the Noether isomorphism theorems: let v ∈ ∆(0). Since
B is a quotient of A by an ideal contained in the kernel of the restriction map, the
map factors through B. Similarly, Property 3 follows directly from the definition: each
α ∈ B of degree at most d has a nonzero image in
⊕
v∈∆(0) A(stv∆), and in particular in
A(stv∆) for some vertex v, else α = 0 since its preimage in A is an element of J .
Finally, we establish Property 4 in two steps: first we show A(st◦v∆) injects into A,
then we show it also injects into B.
Proposition 42. For∆ a manifold and v ∈ ∆(0), the map A(st◦v∆)→ A = A(∆) is injective.
Proof. For any simplicial complex Σ and vertex v ∈ Σ there is a short exact sequence
0→ K[st◦vΣ]→ K[Σ]→ K[Σ− v] → 0,
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where Σ − v = {τ ∈ ∆ | v /∈ τ} is the anti-star of v. Applying this to Σ = stτ∆ for each
τ ∈ ∆ (including ∅) gives the short exact sequence of double complexes
0→ P ∗(st◦v∆)⊗K
∗(Θ)→ P ∗(∆)⊗K∗(Θ)→ P ∗(∆ − v)⊗K∗(Θ)→ 0.
What this means is that these maps of double complexes commute with the differen-
tials, and restrict to exact sequences
0→ P i(st◦v∆)⊗K
j → P i(∆)⊗Kj → P i(∆− v)⊗Kj → 0
for each i, j. Thus the short exact sequence of double complexes restricts to a short
exact sequence of rows, for each row. It also restricts to a short exact sequence of total
complexes, and to a short exact sequence of the (−1)-th column. We shall use each of
these in turn.
Rows of the double complex sequence. For each iwe have a short exact sequence of the i-th
rows:
0→ P ∗(st◦v∆)⊗K
i(Θ)→ P ∗(∆)⊗Ki(Θ)→ P ∗(∆− v)⊗Ki(Θ)→ 0,
which yields a long exact sequence in cohomology. Let us understand what this se-
quence really is: it suffices to examine the case i = 0, because the i-th row is isomorphic,
as a vector space, to the
(d+1
i
)
-th power of the 0-th. Up to a change in grading, this is
just a short exact sequence of the partition complexes:
0→ P ∗(st◦v∆)→ P
∗(∆)→ P ∗(∆ − v)→ 0,
which is exact in positive degrees. Thus to understand the homology it suffices to re-
strict it to degree 0.
Now, P ∗(∆)0 is the Cˇech complex of ∆ covered by its stars of vertices, which is
isomorphic to the complex of simplicial cochains. The same holds for P ∗(∆ − v)0, and
the map
P ∗(∆)0 → P
∗(∆ − v)0,
induced from the restriction map k[∆] → k[∆ − v], is precisely the map of Cˇech com-
plexes induced from the simplicial map corresponding to the inclusion∆−v → ∆. This
in particular means the map
H i(P ∗(∆)0)→ H
i(P ∗(∆ − v)0)
is the mapH i(∆;k)→ H i(∆− v;k) in simplicial cohomology induced by the inclusion
∆ − v → ∆. It is then a topological result that this is a surjection for every i: this
is not difficult to prove using the Mayer-Vietoris sequence for cohomology, using the
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decomposition ∆ = (∆ − v) ∪ stv∆ and the fact H
d(∆ − v) = 0. Similarly, it is an
injection except at i = d.
Total complexes and columns of the double complex sequence. With our understanding of the
rows in hand, we examine the total complexes. Recall that in the proof of Theorem 34
we saw that if C∗,∗(Σ) = P ∗(Σ) ⊗ K∗(Θ), Σ being any of the three complexes under
consideration, then there are isomorphisms
H i(Tot(C∗,∗)∗j) ≃ H
i−s−1(C∗,sj ).
for each i, j and for s = d + 1 − j. These isomorphisms commute with the maps
C∗,∗(st◦v∆)→ C
∗,∗(∆) and C∗,∗(∆)→ C∗,∗(∆−v) by the naturality of the snake lemma.
This implies the maps
H i(Tot(C∗,∗(∆))∗j )→ H
i(Tot(C∗,∗(∆− v))∗j )
are surjective for all i and injective except when i+ j = 2d+ 1, by our argument on the
rows.
Finally, in the proof of Schenzel’s theorem we had isomorphisms
H i−1(Tot(C∗,∗)∗)j ≃ H
i(C−1,∗)j ,
again commuting with C∗,∗(st◦v∆) → C
∗,∗(∆) and with C∗,∗(∆) → C∗,∗(∆ − v). Note
this means
Hd+1(C−1,∗(∆))j → H
d+1(C−1,∗(∆− v))j
is surjective for each j 6= d+ 1. Recalling
Hd+1(C−1,∗(Σ))j ≃ (K[Σ]/〈Θ〉)j = A(Σ)j ,
we obtain the exact sequence
Hd(C−1,∗(∆))j
f1
→ Hd(C−1,∗(∆− v))j
f2
→ A(st◦v∆)j
f3
→ A(∆)j → A(∆ − v)j → 0,
where f1 is surjective for each j, so by exactness f2 = 0 and f3 is an injection. 
The last piece of the proof of Property 4 is simply another step similar to those above.
Proposition 43. For∆ a manifold and v ∈ ∆(0), the map A(st◦v∆)→ B = B(∆) is injective.
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Proof. Consider the following commutative diagram, in which the ideals J are those
from the definition of B.
0

0

0 //

J(∆)

// J(∆ − v)

// 0
0 // A(st◦v∆)

// A(∆)

// A(∆− v)

// 0
0 // A(st◦v∆) // B(∆) // B(∆− v) // 0
The columns of the diagram are exact by definition, and the middle row
0→ A(st◦v∆)j → A(∆)j → A(∆− v)j → 0
was shown to be exact at the end of the previous proof. Thus if we show the map
J(∆) → J(∆ − v) is an isomorphism, the snake lemma will prove the last row is exact
as well, establishing the proposition. During our proof of the partition of unity theorem
we proved
H−1(P ∗/〈Θ〉) ≃ Hd(Tot(P ∗ ⊗K∗)∗)
for Buchsbaum complexes. In the previous proof, we established
Hd(Tot(P ∗(∆)⊗K∗)∗)→ Hd(Tot(P ∗(∆− v)⊗K∗)∗)
is surjective in all degrees and injective except in degree d + 1. Since J is defined to be
preciselyH−1(P ∗/〈Θ〉) in all but degree d+1 (in which it is 0), J(∆) ≃ J(∆− v) by the
map induced from the restriction, as required. 
7.3. Further remarks on Poincare´ duality. First, let us notice that Theorem 38 describes
a unique way to get a Poincare´ duality algebra. Indeed, to any element γ of a polyno-
mial ring A generated in degree one, one can associate a unique quotient algebra with
fundamental class [γ]. So, the face ring of a closed orientable pseudomanifold of dimen-
sion d − 1 has a unique quotient that is a Poincare´ algebra with respect to the unique
fundamental class in degree d.
However, the phenomenon extends further. As proven in [Adi18], Theorem 38 and
its proof extend immediately to prove that
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Theorem 44. For a triangulated orientable manifold M of dimension d − 1, we have a perfect
pairing
Bk(M) × Bd−k(M,∂M) → Bd(M,∂M)
8. APPLICATIONS: TRIANGULATIONS AND A CONJECTURE OF KU¨HNEL
We now will spend two sections providing basic, and mostly inductive, combina-
torial applications of partition of unity, although more sophisticated applications are
left out here, and relegated to [Adi18]. As the ideas employed are adaptations of some
of those in earlier parts of the paper, we allow ourselves to use the methods freely at
this point. We hope the proof demonstrates the simplicity and versatility of the tools
involved. An important property in this context is the Lefschetz property.
Definition 45. A Cohen-Macaulay complex ∆ of dimension d has the generic strong
Lefschetz property if for a generic sequence Θ = (θ1, . . . , θd+1) in k[∆]1 and a generic
ℓ ∈ (k[∆]/〈Θ〉)1, the map
ℓd+1−2j · : (k[∆]/〈Θ〉)j → (k[∆]/〈Θ〉)d+1−j
is injective for each j ≤ d2 .
The generic “almost Lefschetz property” is the weaker demand that ℓd−2j · be an in-
jection for each j, under the same conditions.
The Hard Lefschetz theorem is the statement that the strong Lefschetz property holds
for some Θ.
For ∆ the face ring of a sphere, the Hard Lefschetz theorem was proved in [Adi18],
with the caveat that the linear systemhas to be chosen sufficiently generic. Special cases
were known earlier, a main one being the result for face rings of simplicial polytopes:
in this case geometric tools are available. See [Sta80, McM93].
8.1. The inductive principle and partition of unity. The most basic application of par-
tition of unity is a tool for induction. Indeed, assume that we know the strong Lefschetz
property for spheres of dimension d − 1. Then we can conclude the almost Lefschetz
property for closed (not necessarily orientable) manifolds of dimension d. Indeed, this
is simple: We have
Bj(M) Bd−j(M)
⊕
v∈M (0) Aj(stvM)
⊕
v∈M (0) Ad−j(stvM)
·ℓd−2j
·ℓd−2j
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8.2. Ku¨hnel’s efficient triangulations ofmanifolds. Poincare´ duality combines the im-
portance of two maps: The map
A(∆) →
⊕
v∈∆(0)
A(stv∆)
elevation of the trivial surjection A(∆) → A(stv∆), which is described by the partition
theorem, and themapA(st◦v∆) → A(∆)whose properties are described by our analysis
of Schenzel’s work. We can also elevate this map to the sum⊕
v∈∆(0)
A(stv∆)A(st
◦
v∆) → A(∆)
and once again, we trivially obtain a surjection in every positive degree.
This is quite powerful: Ku¨hnel [Ku¨h95] famously asked how small a triangulation of
a manifold can be chosen. We provide such a bound here, on the number of vertices.
For closed, orientable manifolds, this is a result of Murai [Mur15], though our proof is
simpler.
Consider now any element η of Ad−2j+2(M), for instance, the (d − 2j + 2)-th power
of a degree one element. Consider the diagram
Aj(M) Ad−j+2(M)
⊕
v∈M (0) A
j−1(stvM)
⊕
v∈M (0) Ad−j+1(stvM)
·η
·η
where the vertical maps are the cone lemmas, given by the composition
Aj−1(stvM) ≃ Aj(st
◦
vM) −→ Aj(M)
where the last map is the inclusion of ideals. Now, following the Lefschetz property,
the bottom map is a surjection. Hence, the top horizontal map is a surjection.
By the partition of unity theorem, the kernel of the top map is of dimension at least(
d+1
j
)
dim
k
Hj−1(M ;k), and the image is of dimension at least
(
d+1
j−1
)
dim
k
Hd−j+1(M ;k).
It follows that Aj(M) is of dimension at least(
d+ 1
j
)
dim
k
Hj−1(M ;k) +
(
d+ 1
j − 1
)
dim
k
Hd−j+1(M ;k)
In particular, following Remark 29, we have(
d+ 1
j
)
bj−1(M) +
(
d+ 1
j − 1
)
bd−j+1(M) ≤
(
n− d+ j
j
)
for 1 ≤ j ≤
d+ 1
2
.
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9. APPLICATIONS: SUBDIVISIONS AND THE ALMOST-LEFSCHETZ PROPERTY
In this section we prove a general subdivision theorem, showing that under rela-
tively mild conditions a subdivision of a Cohen-Macaulay complex has the “almost-
Lefschetz” property.
Theorem 46. Let Σ be a Cohen-Macaulay (finite) ball complex of dimension d (not necessarily
simplicial), and let ∆ be any subdivision of Σ satisfying the following condition: for each face
σ ∈ Σ of dimension at least d2 , the subdivision induced on ∂σ by∆ is an induced subcomplex of
∆. Then ∆ has the almost-strong Lefschetz property: for a generic linear system of parameters
〈Θ〉 in k[∆], there is a linear form ω such that
ωd−2i−1 : (k[∆]/〈Θ〉)i → (k[∆]/〈Θ〉)d−i−1
is injective.
This generalizes several results, and applies to a wide range of subdivisions, for in-
stance barycentric subdivisions [KN16] (who proved this only for a very special case
of shellable complexes), antiprism subdivisions introduced by Izmestiev and Joswig
[IJ03], and interval subdivisions of [AN20]; for these subdivisions, there was no Lef-
schetz property known in this generality.
Among the more sophisticated connections, it generalizes the main result of [JM15]
(by seeing balanced subdivisions of the sphere as derived subdivisions of a cell com-
plex) and, for ball subdivisions of spheres, it is in turn a a special case of the biased
pairing theorem [Adi18, Section 5.4].
The use of the Hard Lefschetz theorem is again inductive, on the links of vertices in
the interiors of (subdivided) faces σ ∈ Σ.
The next several subsections carry out necessary preparations. These are, in order:
(1) Definitions of complexes and subdivisions,
(2) A partition of unity theorem for disks with induced boundary,
(3) Discussion of the Koszul complex and the Lefschetz property for spheres, and
(4) Introduction of a modified partition complex.
The proof is easily put together once these pieces are ready. The idea is that for a facet
K of Σ, the simplicial subdivision K ′ ⊂ ∆ has the almost Lefschetz property: this is a
general theorem for simplicial disks with induced boundary. Once it is known, we use
the Cohen-Macaulay property to deduce the global statement for Σ.
In other words, we can formulate the key auxiliary result as follows, from which the
result follows via inductive principle:
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Theorem 47. With notation as in Theorem 46, we have
k[∆]/〈Θ〉 −→
⊕
v
k[stv∆]/〈Θ〉
is injective for all degrees at most d2 , and where v ranges over vertices in the interior of facets of
Σ.
9.1. Complexes and subdivisions. We use the following definition of a ball complex,
which is common in PL topology (we refer to [RS82] for a basic introduction). By poly-
hedron we mean a topological space homeomorphic to the realization of a finite simpli-
cial complex.
Definition 48. A ball complex is a finite set Σ of closed disks covering a polyhedron
such that if σ1, σ2 ∈ Σ then:
(1) σ◦1 ∩ σ
◦
2 = ∅, and
(2) Each of ∂σ and σ1 ∩ σ2 is a union of disks in Σ.
More general definitions are possible. For instance, one can relax finiteness to local
finiteness.
Definition 49. A simplicial subdivision ∆ of a complex Σ is a simplicial complex tri-
angulating the polyhedron
⋃
σ∈Σ σ in such a way that each face of Σ is the image of a
closed subcomplex.
The subdivision has induced boundaries if for each σ ∈ Σ the subdivision∆ induces on
∂σ is an induced subcomplex of ∆.
9.2. Partition of unity for disks with induced boundary. Let∆ be a triangulated disk
of dimension d, and suppose ∂∆ is an induced subcomplex. Then a strengthened parti-
tion of unity theorem holds: fewer direct summands are required in the partition com-
plex. In particular, it suffices to replace P 0 with a sum over stars of interior vertices
only. This is useful for us because the links of such vertices have the Lefschetz property,
being homology spheres.
We denote ∆◦ = (∆, ∂∆). A strongly interior face τ ∈ ∆ is one for which τ (0). That
is, each vertex of τ is an interior vertex (this is stronger than τ being an interior face,
which merely means it is not entirely contained in ∂∆). The interior partition complex
P ∗int = P
∗
int(∆) is
0→ k[∆] →
⊕
v∈∆(0),
v∈∆◦
k[stv∆]→
⊕
e∈∆(1),
e(0)
⊂∆◦
k[ste∆] → . . .→
⊕
τ∈∆(d),
τ (0)⊂∆◦
k[stτ∆]→ 0,
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with maps induced by those of the corresponding Cˇech complex.
Theorem 50. Let∆ a triangulated disk of dimension d with ∂∆ induced andΘ a generic linear
system of parameters in k[∆]1. Then P
∗
int is exact, and the map
k[∆]/〈Θ〉 →
⊕
v∈∆(0) ,v∈∆◦
k[stv∆]/〈Θ〉
is injective beneath degree d+ 1.
Proof. Once we prove exactness, the theorem is clear using our previous results: for
instance, the proof of partition of unity applies verbatim (and can be simplified: all
total complexes are exact because all rows are).
Consider a monomial xα ∈ k[∆] of degree j and denote ρ = supp(α), noting dim ρ =
j−1. Then the restriction of xα to k[stτ∆] does not vanish precisely when ρ∪τ ∈ ∆. Let
us consider the set of all such strongly interior faces τ : it is clearly downwards closed,
so it forms a subcomplex Σ of ∆. Since it contains the trivial face it is never the void
complex. We split the proof into cases.
• If ρ is an interior face, it has at least one interior vertex v: if all vertices are in ∂∆
then ρ ⊂ ∂∆, since ∂∆ is induced. In this case Σ = stvΣ: each σ ∈ Σ satisfies
σ ∪ ρ ∈ ∆, and in particular σ ∪ {v} ∈ ∆. Thus Σ deformation retracts onto v
and is acyclic.
• If ρ is a boundary face, its link contains at least one interior vertex (otherwise
stρ∆ = ρ∗lkρ∆ is entirely contained in the boundary, which has dimension d−1,
but a triangulated disk is pure). The union of the open stars of interior vertices
of lkρ∆ within stρ∆ is then the entire |∆|
◦ ∩ |stρ∆|. Indeed, if if x ∈ |∆|
◦ is an
interior point, it is in the interior of some face τ ∈ ∆whichmust have an interior
vertex (else |τ | is contained in the boundary by the inducedness assumption). It
follows that
{st◦τ (lkρ∆) | τ = {vi1 , . . . , vik} is a set of interior vertices of lkρ∆}
= {st◦τ (lkρ∆) | τ ∈ Σ}
covers |∆|◦ ∩ |lkρ∆|. Further, this collection of open stars forms a good cover,
since the intersection of open stars of strongly interior faces of lkρ∆ is again
the open star of a strongly interior face of lkρ∆, and open stars are contractible.
Since |lkρ∆| is homotopy equivalent to its interior |∆|
◦ ∩ |lkρ∆|, the complex Σ
is contractible.

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Remark 51. To see the homotopy equivalence between |∆|◦ ∩ |lkρ∆| and |lkρ∆|, notice
|stρ∆|− |ρ|
homeo.
≃ |lkρ∆|× |ρ|× (0, 1]. This is in turn homotopy equivalent to both |lkρ∆|
and |lkρ∆| × |ρ| × (0, 1). The latter can be identified with the open subset
∣∣st◦ρ∆∣∣− |ρ| of
|∆|, and is thus a manifold with boundary, so the collaring theorem applies. Its interior
is (|∆|◦ ∩ |lkρ∆|)× |ρ| × (0, 1), which is homotopy equivalent to |∆|
◦ ∩ |lkρ∆|.
9.3. The Koszul complex and the Lefschetz property. Our goal is to establish the fol-
lowing lemma, a strengthening of Theorem 21.
Lemma 52. Suppose ∆ is a Cohen-Macaulay complex of dimension k and Θ is a generic se-
quence of d + 1 ≥ k + 1 elements in k[∆]1. Consider K
∗(Θ) with the grading in which
α · ei1 ∧ . . .∧ eit has degree degα for any α ∈ k[∆]. If k[∆] has the generic Lefschetz property,
then H i(K∗(Θ)) = 0 for all i ≤ k andH i(K∗)j = 0 for all i > k and j ≤
k
2 .
We will soon be dealing with double complexes in which the columns are not exact
up to the last position, but we still want a partition of unity theorem to hold, at least
in low degrees. The lemma gives the necessary exactness property (see the corollary,
where the correct grading is used).
Proof. We return to a remark at the end of Section 3.2. There is a simple relation between
K∗(θ1, . . . , θj) and K
∗(θ1, . . . , θj+1): the latter is isomorphic to the mapping cone of the
chain map
K∗(θ1, . . . , θj)→ K
∗(θ1, . . . , θj)
induced from multiplication by θj+1. More explicitly, there is a short exact sequence of
chain complexes of the form
0→ K∗−1(θ1, . . . , θj)
ι
→ K∗(θ1, . . . , θj+1)
π
→ K∗(θ1, . . . , θj)→ 0
where the maps are given by
ι(α · ei1 ∧ . . . ∧ eit−1) = α · ei1 ∧ . . . ∧ eit−1 ∧ ej+1
and, on basis elements,
π(ei1 ∧ . . . ∧ eit) =

0 j + 1 is among i1, . . . , itei1 ∧ . . . ∧ eit otherwise.
It can be verified the connecting homomorphism is θj+1· up to sign. Denoting K
∗
j =
K∗(θ1, . . . , θj) and similarly K
∗
j+1, this means there is a long exact sequence:
. . .→ H i(K∗j )
±θj+1·
→ H i(K∗j )→ H
i+1(K∗j+1)→ H
i+1(K∗j )
∓θj+1·
→ H i+1(K∗j )→ . . .
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In particular, for j = k + 1,H i(K∗k+1) = 0 unless i = k + 1, in which case the homology
is k[∆]/〈θ1, . . . , θk+1〉. We seeH
i(K∗k+2) 6= 0 only if i = k +1 or i = k +2, in which case
it fits into a short exact sequence in which the other nonzero members are either 0, or
the kernel and cokernel of multiplication by θk+1. These are, more explicitly,
0→ Hk+1(K∗k+2)→ ker
[
k[∆]/〈θ1, . . . , θk+1〉
θk+2·
→ k[∆]/〈θ1, . . . , θk+1〉
]
→ 0
and
0→ { coker}
[
k[∆]/〈θ1, . . . , θk+1〉
θk+2·
→ k[∆]/〈θ1, . . . , θk+1〉
]
→ Hk+1(K∗k+2)→ 0.
For j > k + 1, by induction, each H i(K∗j+1) fits into a short exact sequence of k[∆]-
modules which vanish in each degree ≤ k2 , and is 0 unless i ≥ k + 1. 
Corollary 53. Under the conditions of the previous lemma, consider K∗(Θ) with the grading
in which deg(α · ei1 ∧ . . . ∧ eit) = deg(α) + d + 1 − t. Then H
i(K∗)j = 0 for all i ≤ k + 1
and j ≤ d2 .
Proof. Consider a cycle z in H i(K∗)j : it is a sum of elements of the form αet1 ∧ . . . ∧ eti ,
with deg(α) = i+ j − d− 1. We have deg(α) > k2 by the previous theorem, so
i+ j > d+ 1 +
k
2
.
If i < k + 1 we already knowH i(K∗) = 0. If i = k + 1, this implies j > d− k2 ≥
d
2 . 
9.4. A modified partition complex. Consider complex Σ as in the theorem. It has a
cellular chain complex, which computes its homology. We will work with a similar
chain complex, with “augmentation” at the wrong end. For σ ∈ Σ, let us denote by k[σ]
the face ring of the subdivision induced on σ by ∆. The complex is:
P˜ ∗(Σ) = 0→ k[∆] →
⊕
τ∈Σ(d)
k[τ ] →
⊕
ρ∈Σ(d−1)
k[ρ] → . . .→
⊕
v∈Σ(0)
k→ 0.
Note that without the k[∆] at the beginning, the 0-th graded piece computes H∗(Σ;k).
Nevertheless we keep P˜ ∗ cohomologically graded in order to make preceding argu-
ments easier to use in this setting. The main result on this complex is the following.
Theorem 54. LetΘ be a generic sequence of d+1 elements in k[∆]1. The kernelH
−1(P˜ ∗/〈Θ〉)
of k[∆]/〈Θ〉 →
⊕
τ∈Σ(d) k[τ ]/〈Θ〉 vanishes in each degree i ≤
d
2 .
The idea is similar to the proof of the partition of unity theorem. We begin by dis-
cussing the needed modifications.
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9.4.1. The unreduced partition complex. Consider a single monomial xα, and the sum-
mands of P˜ ∗ in which xα is nonzero: these are the faces containing ρ = supp(α), to-
gether with k[∆] = P˜−1. As a poset with the inclusion relation, the collection of faces
corresponding to these summands (other than to k[∆] itself) is homotopy equivalent to
lkρ∆, and has no homology beneath the top dimension s = d − |ρ|. Observe that a face
of dimension s in lkρ∆ corresponds to the summand of some σ ∈ Σ
(s+|ρ|), and that if
ρ 6= ∅, it is the reduced homology of lkρ∆which is computed by these summands since
ρ itself is contained in some unique minimal face of Σ. ThusH i(P˜ ∗) = 0 unless i = 0 or
i = d.
9.4.2. Homology of the total complex. SetC∗,∗ = P˜ ∗⊗K∗(Θ). We follow the strategy of the
partition of unity theorem, and ideas from that proof are used freely here. The grading
of C∗,∗ is also from that part of the paper; it is the same grading recalled in Corollary 53.
The main differences between what follows and the proof of partition of unity are
that we work only with the part of C∗,∗ in degree ≤ d2 , and that it is possible that
H0(P˜ ∗) 6= 0.
Two observations are necessary at this point. The first is clear: in low degrees, all
columns of the augmented double complex (with an additional top row P˜ ∗/〈Θ〉) are
exact. The second is the next lemma.
Lemma 55. For each i ≤ d2 ,H
d(Tot(C∗,∗)∗)i = 0.
Proof. Let i ≤ d2 . Consider the short exact sequence associated with the mapping cone
of Ud : Tot(C∗,∗≤d)∗ → C∗−d,d+1: it is
. . .→ Hj(C∗−d−1,d+1)→ Hj(Tot(C∗,∗)∗)→ Hj(Tot(C∗,∗≤d)∗)
∂
→ Hj+1(C∗−d,d+1)→ . . . ,
where the connecting homomorphism ∂ is induced by the map
α =
∑
r+s=j,
s≤d
αr,s 7→ dv(αj−d,d).
Suppose α ∈ Hj(Tot(C∗,∗≤d)∗)i has ∂α = 0. Then α is in the image of H
j(Tot(C∗,∗)∗)i
in an obvious way: since dv(αj−d,d) = 0, the sum∑
r+s=j,
s≤d
αr,s
is already a cycle ofTot(C∗,∗)∗i , so it represents an element ofH
j(Tot(C∗,∗)∗)i. However,
this α has no summand in the top row, and all columns of C∗,∗ are exact beneath the top
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row in degree i. From Lemma 8 it follows α is zero in Hj(Tot(C∗,∗)∗)i, hence its image
in Hj(Tot(C∗,∗≤d)∗)i is zero also.
We can conclude ∂ is injective in degrees i ≤ d2 . Take a piece around H
d(Tot(C∗,∗)∗)i
of the exact sequence from above:
. . .→ Hd(C∗−d−1,d+1)i
f1
→ Hd(Tot(C∗,∗)∗)i
f2
→ Hd(Tot(C∗,∗≤d)∗)i
∂
→ Hd+1(C∗−d,d+1)i → . . .
Since ∂ is injective, f2 = 0 and f1 is surjective. ThusH
d(C∗−d−1,d+1)i = H
−1(C∗,d+1)i =
0 surjects ontoHd(Tot(C∗,∗)∗)i. 
Togetherwith these observations, directly following the proof of the partition of unity
theorem gives the result.
9.5. Proof of the subdivision theorem.
Lemma 56. For each σ ∈ Σ(d), k[σ] has the generic almost-Lefschetz property.
Proof. Pick a generic system of parameters Θ = (θ1, . . . , θd+1) for σ. The map
k[σ]/〈Θ〉 →
⊕
v∈σ(0) ,v∈σ◦
k[stvσ]/〈Θ〉
is injective in each degree ≤ d by Theorem 50 (injectivity up to degree d2 suffices). For
each interior vertex v, the cone lemma gives
k[stvσ]/〈Θ〉 ≃ k[lkvσ]/〈Θ
′〉,
a sphere of dimension d − 1 with the generic Lefschetz property, (Θ′ is a system of d
parameters depending on Θ: see the cone lemma).
Choosing a generic ℓ ∈ k[σ]/〈Θ〉, the map ℓd−2j : (k[stvσ]/〈Θ〉)j → (k[stvσ]/〈Θ〉)d−j
is therefore injective for each j ≤ d2 . For such j, the injectivity of the bottom horizontal
map in the commutative diagram
(k[σ]/〈Θ〉)j
ℓd−2j · //

(k[σ]/〈Θ〉)d−2j
⊕
v∈σ(0) ,v∈σ◦
(k[stvσ]/〈Θ〉)j
ℓd−2j ·//
⊕
v∈σ(0) ,v∈σ◦
(k[stvσ]/〈Θ〉)d−2j
implies multiplication ℓd−2j is injective on (k[σ]/〈Θ〉)j , as required. 
Proof of the subdivision theorem. This is completely analogous to the previous lemma. The
map k[∆]/〈Θ〉 →
⊕
τ∈Σ(d) k[τ ]/〈Θ〉 is injective up to degree
d
2 . Each summand k[τ ] has
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the generic almost Lefschetz property, and for generic ℓ ∈ k[σ]/〈Θ〉 the bottom horizon-
tal map in the commutative diagram
(k[∆]/〈Θ〉)j
ℓd−2j · //

(k[∆]/〈Θ〉)d−2j
⊕
τ∈Σ(d)
(k[τ ]/〈Θ〉)j
ℓd−2j ·//
⊕
τ∈Σ(d)
(k[τ ]/〈Θ〉)d−2j
yields the result. 
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