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Resumen
Este trabajo consistió en analizar las herramientas que ofrece la teoría sobre datos es-
paciales, especialmente la geoestadística, para implementarlas en el análisis de series de
tiempo no equiespacadas. Se justificó el estudio dado que el supuesto más importante
dentro del análisis clásico de series de tiempo, es el de que los datos esten igualmente es-
paciados en el tiempo o en el espacio y en muchas ocasiones este supuesto es muy difícil
de respetar.
Se presentó en el capítulo 2 una introducción a la geoestadística, en el capítulo 3 las he-
rramientas para el análisis espacial. En los capítulos 4 y 5 se desarrollo el tema central, el
análisis de series de tiempo no equiespaciadas y la modelización.
Se obtiene la estimación del variograma periódico para datos espacio-temporales
2γˆ(h,u)=
(
1
N (h,u)
∑
N
(h,u)
∣∣Z (si , ti )− Zˆ )(Z (s j , t j )− Zˆ ∣∣1/2
)4 (
0,457+ 0,494
#N (h,u)
)−1
,
y los modelos de covarianza (métrico, producto, suma, producto suma y Cressie-Huang).
La modelización se desarrollo por medio del kriging ordinario espacio-temporal presen-
tado por Matheron
Zˆ (s0, t0)=
n∑
i=1
φi Z (si , ti ),
donde el objetivo radica en encontrar aquellos pesos φi que minimizan el error cuadráti-
co medio σ2OK asociado a la predicción y dado por
σ2OK (s0, t0)=V ar
[
Z (s0, t0)− Zˆ (s0, t0)
]= E [Z (s0, t0)− Zˆ (s0, t0)]2 ,
y del kriging universal
Zˆ (s0, t0)=φ′V.
Del mismo mode se presentó el modelo de regresión basado en distancias
Z=β01+Xβ+e,
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donde Z(n×1) es un vector conocido con n observaciones de una variable respuesta cuanti-
tativa, X(n×k) es conocida, β(k×1) es un vector desconocido de parámetros y e es un vector
aleatorio. Este modelo se escribe asi:
Z=β01+
k∑
i=1
(
βi Xi
)+e,
donde las Xi , con i = 1,2, ...,k son las variables predictoras.
Todo lo anterior bajo el supuesto de que el proceso sea ergódico, es decir, el proceso sa-
tisface la condición de regularidad
V ar (Z (si , ti ))<∞, ∀(s, t ) ∈Rd ×R,
con lo que su media y su covarianza existen, para cualquier (si , ti ), (s j , t j ) ∈ Rd ×R. Fi-
nalmente se toma d = 1 para analizar una serie de tiempo o realización de un proceso
estocástico estacionario.
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Capı´tulo1
INTRODUCCIÓN
1.1. Planteamiento del Problema
Dentro del análisis clásico de un serie de tiempo se maneja un supuesto bastante impor-
tante y es el de la regularidad de la serie de datos con respecto al tiempo. En otras pa-
labras, los análisis clásicos requieren que la serie de tiempo sea equiespaciada o que los
datos estén tomados a intervalos iguales de tiempo. Cuando una serie de tiempo presenta
irregularidad con respecto al tiempo, ésta no debe ser confundida con aquellas donde hay
falta o pérdida de datos, pues para estas situación existen métodos para su tratamiento1
sustentado en métodos de inferencia estadística2. El problema de obtener herramien-
tas dentro de la estadística clásica que permitan el tratamiento de éste tipo de series de
bastante complejo. La literatura es muy escasa por no decir nula en este aspecto. Algunos
1GÓMEZ, G. J; PALAREA, A. J.; MARTIN, F. J. Métodos de inferencia estadística con datos faltantes, Estudio de simulación sobre los
efectos en las estimaciones. In: Estadística Española [online] vol 48, no 162, p. 241 270, 2006. [citado: 26 diciembre, 2006] Disponible
en: http://www.ine.es.
2En estos métodos se hace el análisis, por ejemplo, mediante las estimaciones de los métodos de imputación tradicionales (Hot
deck), imputación simple, imputación múltiple e interpolación óptima por series de tiempo, cuidando siempre de mantener el tamaño
de la muestra y que no condicione la potencia estadística del estudio y a la vez permita controlar posibles sesgos en las series de datos.
Tomado de: http://www.limaeste.gob.pe/Virtual/estadistica/estadisticaData/Capacitacion/
ESTADISTICA%20APLICADA/DATOS%20FALTANTES%20E%20IMPUTACION-I.pdf.
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artículos que muestran tratamiento de serie de datos irregularmente espaciadas utilizan
el enfoque de Espacio-Estado. Un artículo importante se encuentra en las memórias de
un congreso realizado en Proceedings College Station en 1983, titulado Time Series Analy-
sis of Irregularly Observed Data3. En las aplicaciones rara vez se abordan serie de datos
irregulares.
1.2. Justificación
El análisis de una serie de tiempo irregular no ha sido tratado intensamente dada su difi-
cultad. Según Emanuel Parzen4, El análisis de series de tiempo con observaciones toma-
das irregularmente es uno de los más importantes problemas enfrentado en las aplica-
ciones de diversas disciplinas. Como la geoestadística es la aplicación de la teoría de las
variables regionalizadas (VR), la idea de un modelo desarrollado en base a esta teoría se
adaptó de mejor manera a las series de tiempo irregulares por lo que puede competir y
en muchos casos ser mejor que los semivariogramas clásicos, ya que al extraer la serie de
parámetros y utilizarlos para la interpolación geoestadística por krigeado los resultados
fueron más favorables, teniendose la gran ventaja de que el modelo desarrollado utiliza
una gama de semivariogramas clásicos. También se justificó el uso de las variables re-
gionalizadas debido a que estas presentan un aspecto aleatorio con alta irregularidad y
variaciones imprevisibles de un punto a otro.
La hipótesis de la que se partió es que por medio de las herramientas que proporciona
la geoestadística se pueda abordar con gran éxito el tratamiento de una serie de tiempo
irregular por medio del desarrollo de un semivariograma teórico que refleje la periodici-
dad del semivariograma experimental. Esto para la identificación de valores extremos, su
ubicación temporal y la evaluación de la forma de su distribución. El modelo periódico
es aplicado a la interpolación geoestadística por krigeado para definir el grado y escala de
3Editado por Emanuel Parzen de la casa Springer-Verlag, 1983.
4Profesor del Departamento de Estadística de Texas A&M University, College Station, Texas 77843.
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variación temporal.
1.3. Objetivos
Este trabajo estuvo enmarcado dentro del siguiente objetivo general:
Desarrollar un semivariograma periódico para el tratamiento de series de tiempo irregu-
lares.
Los objetivos específicos que se cumplieron en el proceso fueron:
Analizar las herramientas geoestadística para el tratamiento de datos univariados.
Evaluar los conceptos preponderantes en el análisis de variables regionalizadas en
términos espacio temporales.
Determinar el semivariagrama aplicable a series de tiempo irregulares.
Realizar una comparación entre las interpolaciones por krigeado utilizando el semi-
variograma periódico y algunos semivariogramas clásicos como el modelo exponen-
cial, lineal, semiesférico, etc.
1.4. Metodología
Este trabajo presenta una profundización en el tema de las series de tiempo irregulares y
la geoestadística aplicada al análisis de este tipo de series.
El trabajo se inició con una revisión bibliográfica que buscó reconocer los aportes de otros
autores alrededor del tema planteado. Se utilizaron las bases de datos de textos especiali-
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zados que ofrecen algunas páginas de internet, como también artículos de revistas inde-
xadas en el área de matemática y estadística.
El trabajo propone, a partir del uso de las herramientas suministradas por la teoría geo-
estadística el análisis de series de tiempo irregulares y en especial el desarrollo de un se-
mivariograma teórico que refleje la periodicidad del semivariograma experimental. Esto
para la identificación de valores extremos, su ubicación temporal y la evaluación de la
forma de su distribución. El modelo periódico será aplicado a la interpolación geoesta-
dística por krigeado para definir el grado y escala de variación temporal. Se realizará una
comparación entre las interpolaciones por krigeado utilizando el semivariograma perió-
dico y algunos semivariogramas clásicos como el modelo exponencial, lineal, semiesféri-
co, entre otros. El modelo desarrollado se adaptó de mejor manera a las series de tiempo
irregulares por lo que puede competir y en muchos casos ser mejor que los semivariogra-
mas clásicos, ya que al extraer la serie de parámetros y utilizarlos para la interpolación
geoestadística por krigeado los resultados fueron favorables.
El documento final y las presentaciones necesarias se desarrollarán en el editor de texto
LATEX.
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Capı´tulo2
INTRODUCCIÓN A LA GEOESTADÍSTICA
“Todo está relacionado con todo,
pero las cosas cercanas están
más relacionadas entre sí que las más lejanas”.
Waldo Tobler (1979)
2.1. Conceptos Básicos
La estadística espacial se ha estado involucrando en diferentes áreas de la ciencia y sus
aplicaciones durante los últimos tiempos, pero en especial una de sus ramas: la geoesta-
dística.
El análisis de datos espaciales tiene tres formas de ser abordado, a saber:
1. La geoestadística: Las ubicaciones s de los datos provienen de un conjunto D con-
tinuo y son seleccionadas a juicio del investigador (D fijo). Ejemplos: Niveles de un
8
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contaminante en diferentes sitios, niveles de CO2 en torres de Eddy covariance1.
2. El laticce o datos regionales: Las ubicaciones s de los datos pertenecen a un con-
junto D discreto y son seleccionadas por el investigador (D fijo). Ejemplos: tasas de
mortalidad por departamentos, producción por área, colores de píxeles en interpre-
tación de imágenes satélitales.
3. Datos de patrones puntuales: Las ubicaciones s de los datos pertenecen a un con-
junto D que puede ser discreto o continuo y su selección no depende del investiga-
dor (D aleatorio). Ejemplos: localización de árboles, nidos, etc.
Este trabajo está basado en la geoestadística y sus aplicaciones para el análisis de series
de tiempo no equiespaciadas.
Con el desarrollo del análisis geoestadístico se ha incrementado el modelamiento de va-
riables medidas en diferentes sitios de una región con continuidad espacial y que pre-
sentan alguna estructura de correlación espacial (Cressie, 1993). Su uso se ha dado en
diferentes disciplinas científicas como la minería, geología, ciencias ambientales y clima-
tología.
El análisis geoestadístico convencional está definido por una serie de pasos (Isaaks & Sris-
vastava, 1989), entendido como análisis estructural, es decir, el análisis del semivariogra-
ma, obteniendo en lo posible un modelos de semivariograma teórico (esférico, exponen-
cial, gaussiano, circular o de Matérn, entre otros), el cual es usado en la interpolación de
la variable en los sitios no muestreados.
1En la atmósfera se producen movimientos turbulentos de masas de aire que se mueven hacia arriba o hacia abajo trans-
portando gases como el CO2 o el H2O. Así, la técnica Eddy consistiría en muestrear estos movimientos turbulentos pa-
ra estimar el intercambio neto de material entre el ecosistema y su atmósfera vecina. (Baldocchi et al, 2003). Tomado de:
http://www.ugr.es/∼andyk/Theses/TesisFBRR.pdf
9
Trabajo de Grado Roosevelt Andrés Palacios Flórez
2.2. Análisis geoestadístico tradicional
Sea s una localización cualquiera del espacio euclídeo d-dimensional Rd (generalmente
d = 2, aunque no necesariamente). El interés recae en analizar un determinado fenómeno
de interés que toma un valor aleatorio Z (s) en cada localización s. Si se permite que s varíe
sobre un conjunto D ⊆Rd , se tiene el proceso estocástico {Z (s),s ∈D}, que es el objeto de
estudio de la estadística espacial. Como se dijo inicialmente, la geoestadística estudia los
fenómenos en los que el índice espacial s varia en forma continua sobre toda la región
de estudio D . El proceso estocástico en estudio puede representar por ejemplo, la tasa de
masa corporal de un individuo en una determinada posición temporal s.
2.2.1. Definiciones básicas
Se supondrá en adelante que para una determinada localización s ∈D , existe la media y
la varianza del proceso. Además se tendrá claro que un proceso estocástico de segundo
orden es aquel que posee media y varianza constante.
DEFINICIÓN 1 Un proceso Z (s) es gaussiano si para cualquier conjunto de localizaciones
{s1,s2, ...,sn} ∈ D, el vector aleatorio Zs = (Z (s1), Z (s2), ..., Z (sn), )′ sigue una distribución
normal multivariada.
DEFINICIÓN 2 Sea Z (s) un proceso estocástico de segundo orden. Su función de covarian-
za se define como
C (si ,s j )=C (Z (si ), Z (s j )), ∀si ,s j ∈D.
En la practica se suele tener a disposición una sola realización del proceso estocástico,
luego se hace necesario asumir alguna propiedad que simplifique la naturaleza del pro-
10
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ceso de tal manera que se asegure cierta regularidad en los datos. Esto es bastante im-
portante para el objetivo de realizar estimaciones e inferencias del modelo a partir de los
datos ya observados. La propiedad o condición mas importante es la de estacionariedad,
la cual permite que el proceso se repita así mismo en el tiempo o en el espacio, propor-
cionando la réplica necesaria para la estimación e inferencia del modelo.
Los diferentes tipos de estacionariedad se definen así:
DEFINICIÓN 3 El proceso Z (s) es estrictamente estacionario (estacionario en sentido fuer-
te) si, para cualquier conjunto de localizaciones {s1,s2, ...,sn} ∈D, la función de distribución
conjunta de las variables {Z (s1), Z (s2), ..., Z (sn)} permanece invarible ante la traslación.
Sea
Fs1,s2,...,sn (z1, z2, ..., zn)= P (Z (s1)≤ z1, Z (s2)≤ z2, ..., Z (sn)≤ zn)
la función de distribución conjunta, entonces se cumple que
Fs1,s2,...,sn (z1, z2, ..., zn)= Fs1+h,s2+h,...,sn+h (z1+h, z2+h, ..., zn +h) , ∀h ∈Rd .
DEFINICIÓN 4 Un proceso espacial Z (s) es estacionario de segundo orden (débilmente es-
tacionario o simplemente estacionario) si
1. La función media existe y no depende de la localización, es decir µ(st )=µ, ∀st ∈D.
2. La función de covarianza existe y sólo depende de las localizaciones involucradas, es-
to es, C (st ,s j ) = C (h), ∀st ,s j ∈ D, donde h = st − s j el vector distancia entre dichas
localizaciones. La función C (·) recibe el nombre de covariograma o autocavarianza.
Esta definición es importante debido a que para la mayoría de los fenómenos observados
la condición de estacionariedad fuerte es muy restrictiva. La estacionariedad de segundo
orden implica que la varianza del proceso no depende de la localización, es decir, que
V ar (Z (s))=C (0)=σ2, ∀s ∈D,
11
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donde C (0) recibe el nombre de varianza a priori del proceso.
DEFINICIÓN 5 Un proceso estocástico Z (s) es intrínsecamente estacionario si:
1. La función media existe y no depende de la localización, esto es, µ(st )=µ, ∀st ∈D.
2. La varianza de la diferencia de dos variables aleatorias para dos localizaciones cua-
lesquiera depende únicamente de la distancia entre las localizaciones involucradas.
esto es, V ar
(
Z (st )−Z (s j )
)= 2γ(h), ∀st ,s j ∈D, con h= st −s j . La función 2γ(·) recibe
el nombre de variograma, mientras que γ(·) se conoce como semivariograma.
Al analizar las definiciones anteriores se observa que ésta última es la menos restricti-
va, ya que dado un proceso estacionario Z (s) de segundo orden con covariograma C (·),
entonces:
V ar
(
Z (st )−Z (s j )
)=V ar (Z (st ))−V ar (Z (s j ))−2Cov (Z (st )−Z (s j ))
= 2C (0)−2C (st −s j ),
por lo que le proceso Z (s) es intrínsecamente estacionario con variograma 2γ(h)= 2C (0)−
2C (h).
NOTA IMPORTANTE: Para que un proceso intrínsecamente estacionario lo sea tambipén
de segundo orden, deberá tener un semivariograma acotado, esto es, con
l´ım
h→∞
γ(h)=M <∞,
en cuyo caso su covariograma existe y es igual a C (h)=M −γ(h). A continuación se defi-
nirán los conceptos de isotropía y homogeneidad.
DEFINICIÓN 6 El proceso Z (s) es isotrópico si la dependencia espacial del proceso entre
dos localizaciones cualesquiera consiste únicamente de la distancia existente entre ellas y
no de sus localizaciones. En caso contrario se dice que el proceso es anisotrópico.
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DEFINICIÓN 7 El proceso Z (s) es homogéneo si es intrínsecamente estacionario e isotró-
pico
Si se está ante un proceso homogéneo, entonces su semivariograma es una función, don-
de para cada par de localizaciones, ella depende solamente de la longitud del vector dis-
tancia entre ellas, es decir, γ(h) = γ(−h), ∀h ∈ Rd , siendo h = ‖h‖. De lo contrario, si
un proceso intrínsecamente estacionario es anisotrópico, la dependencia entre Z (s) y
Z (s+h) será función tanto de la magnitud como de la dirección de h, por lo cual el vario-
grama no será únicamente una función de la distancia estre dos localizaciones espaciales.
La anisotropía es causada por procesos subyacentes que se comportan de forma diferente
en el espacio.
Existen varias formas de trabajar con procesos anisotrópicos, considerándolos como ge-
neralizaciones más o menos directas de procesos isotrópicos.
DEFINICIÓN 8 El proceso Z (s) tiene anisotropía geométrica si su variograma es de la for-
ma
2γ(h)= 2γ0(‖Ah‖), ∀h ∈Rd ,
donde γ0 es un semivariograma isotrópico y A una matriz de tamaño d ×d que representa
una determinada transformación lineal en Rd .
De otro modo, cuando se tienen n procesos intrínsecamente estacionarios independien-
tes, la suma de ellos es también un procesos intrínsecamente estacionario con semivario-
grama dado por
γ(h)=
n∑
i=1
γi (h),
donde γi (h) es el semivariograma del proceso i -ésimo. Esta propiedad permite definir la
siguiente generalización de anisotropía geométrica.
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DEFINICIÓN 9 Un proceso Z (s) tiene anisotropía zonal si su variograma es de la forma
2γ(h)= 2
n∑
i=1
γ0(‖Ai h‖),
donde γ0 es un semivariograma isotrópico y las Ai , para i = 1,2, ...,n son matrices de tama-
ño d ×d.
2.3. A manera de conclusión
Un tipo diferente de tratamiento de la anisotropía es la que supone que, dado el proceso
original Z (s), existe una función no lineal g (s), de forma que el proceso Z (g (s)) es un
proceso isotrópico estacionario. Esto permite analizar tanto la anisotropía como la no
estacionariedad2.
Cuando se trabaja con procesos no estacionarios, muchas de las técnicas de la geoesta-
dística clásica no son aplicables, sin embargo en los últimas tiempos han surgido varios
métodos para modelizar éste tipo de procesos no estacionarios. El más conocido en el
propuesto por Sampson & Guttorp (1992), que presenta un procedimiento de estimación
no paramétrica para la estructura de covarianza espacio-temporal no estacionaria. Hass
(1995) introduce una técnica de kriging de ventanas móviles para la estimación de proce-
sos no estacionarios. Higdon (1999) propone una alternativa usando una representación
de medias móviles de un proceso gaussiano. Nychka & Saltzman (1998) y Holland et al.
(1999) desarrollan métodos que extienden la técnica de funciones ortogonales empíricas,
muy utilizadas por los meteorólogos. Otro modelo para procesos no estacionarios es el
proceso de Fuentes (2001), Fuentes (2002a), Fuentes (2002b) y desarrollado también en
Fuentes & Smith (2001). En éste modelo se tiene que el proceso es localmente un campo
aleatorio estacionario e isotrópico, que se representará con un modelo cuyos parámetros
variarían a lo largo de la región de estudio, lo que permite la realización de las predic-
ciones sobre el campo aleatorio no estacionario con una única realización del proceso
2Veáse Sampson & Guttorp (1992).
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[3].
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Capı´tulo3
HERRAMIENTAS PARA EL ANÁLISIS
ESPACIAL
“Es seguro que la distancia disminuye la fuerza de toda idea
y que el acercamiento a cualquier objeto, aunque no se manifieste a los sentidos,
opera sobre la mente con un influjo que imita al de una impresión inmediata”
David Hume
3.1. Introducción
En éste capítulo se presentan los conceptos básicos, sobre análisis geoestadístico útiles
para el desarrollo del objetivo propuesto. Por lo tanto se hace una descripción de los prin-
cipales conceptos y resultados utilizados en el análisis de datos espaciales, los cuales se
generalizarán en el Capítulo 4 con el fin de aplicarlos a los procesos espacio-temporales.
Allí en el análisis de los procesos espacio-temporales se definen los principales concep-
tos involucrados y sus propiedades, asi como los diferentes procedimientos de ajuste y
predicción.
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Se introducen en éste capítulo los conceptos más relevantes que se utilizan en el análi-
sis espacial, como son la estacionariedad, la isotropía, el covariograma o el variograma (y
semivariograma). Se presentan los principales modelos de variogramas y covariogramas
isotrópicos. Se profundizará en el ajuste de los modelos anteriores mediante las princi-
pales técnicas de estimación, se introducen las herramientas de predicción espacial más
relevantes, y se muestran algunas herramientas de diagnóstico de modelos ajustados, res-
pectivamente.
3.2. El covariograma
Dado un proceso estacionario de orden dos Z (·), se define su covariograma así:
C (h)=Cov(Z (si ), Z (s j )),
donde si ,s j ∈ D y h = si − s j el vector distancia entre dichas localizaciones. Se deduce
entonces, a partir de su definición que C (h) = C (−h), y por la desigualdad de Cauchy-
Schwartz se cumple que
|C (h)| ≤C (0), ∀h ∈Rd .
La función de covarianza C (·) de un proceso estacionario de segundo orden debe ser de-
finida positiva, luego se cumple
n∑
i=1
n∑
j=1
φiφ j C (si −s j )≥ 0,
para cualquier número finito de localizaciones si con i = 1,2, ...,n y de números reales φi
con i = 1,2, ...,n. Esto es claro a partir de la definición de covariograma, dado que:
n∑
i=1
n∑
j=1
φiφ j C (si −s j )=V ar
(
n∑
i=1
φi Z (si )
)
≥ 0.
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3.3. El variograma
Se define el variograma de un proceso intrínsecamente estacionario Z (·) como la función
2γ(h)=V ar (Z (si ), Z (s j )) ,
donde si ,s j ∈ D y h = si − s j el vector distancia entre dichas localizaciones. De ésta úl-
tima expresión se deduce que γ(h) = γ(−h) y que γ(0) = 0. Como se puede observar, el
variograma no depende de la media el proceso, lo que si sucede con el covariograma.
El variograma debe cumplir con ser una función definida negativa, esto es
n∑
i=1
n∑
j=1
φiφ j 2γ(si −s j )≤ 0,
para cualquier número finito de localizaciones si con i = 1,2, ...,n y de números reales
φi ∈R con i = 1,2, ...,n con∑i=1φi = 0. Esto es evidente de la definición, entonces
n∑
i=1
n∑
j=1
φiφ j 2γ(si −s j )=
n∑
i=1
n∑
j=1
φiφ j Cov(Z (si )−Z (s j ))
=−V ar
(
n∑
i=1
φi Z (si )
)
≥ 0.
Una condición que debe satisfacer el variograma es que bede tener un ritmo de creci-
miento inferior al de h2, es decir
l´ım
h→∞
2γ(h)
h2
= 0.
3.4. El correlograma
Sea Z (·) un proceso estacionario de segundo orden con función de covarianza C (·). Se
tiene que C (0)=Cov(Z (s), Z (s))=V ar (Z (s)), por lo que C (0)> 0, a no ser que Z (·) sea un
proceso constante en D . Luego se define el correlograma como:
ρ(h)= C (h)
C (0)
.
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Por definición se tiene que ρ(h)= ρ(−h) ya que ρ(0)= 1.
3.5. Forma general de éstas funciones
Con el semivariograma se representa el índice del cambio que una variable muestra con el
tiempo o la distancia. Generalmente el semivariograma crece con el tiempo o la distancia,
dado que en muchos procesos existe mucha similitud en observaciones próximas, la cual
disminuye al pasar el tiempo o aumentar el espacio.
El crecimiento del semivariograma se estabiliza alrededor de un determinado valor cs > 0
que es una cota superior de la función γ(h), y se dice que el variograma es acotado y el
valor cs recibe el nombre de meseta o varianza a priori que es igual a C (0), siendo C (·)
la covarianza del proceso. Al valor hr se le denomina rango en el que el semivariograma
alcanza su meseta, esto es, la distancia para el que γ(hr ) = cs y que representa el valor
a partir del cual el covariograma se anula. Para algunos semivariogramas transitivos, la
meseta cs sólo se alcanza asintóticamente en el límite, por lo que estrictamente hablando
el variograma tendrá rango infinito. En éste caso se utiliza el término de rango efectivo,
que se define con la distancia en la que el semivariograma alcanza el 95% de su meseta.
El semivariograma es una función que debe cumplir que γ(0)= 0, pero sin embargo suele
ocurrir que
l´ım
h→0
γ(h)= c0 > 0,
donde c0 recibe el nombre de pepita1. Esta discontinuidad en el origen puede estar cau-
sada por variaciones de pequeña escala (que solo tiene sentido en procesos estocásticos
que no son L2-continuos), o por errores de medida, es decir, que si se realizan varias ob-
servaciones en una misma localización, los valores observados fluctúan alrededor de un
determinado valor, que es el valor real. En la práctica, sólo se habrán observado un con-
1La denominación pepita proviene del término en inglés nugget.
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junto de datos {z(si ), i = 1,2, ...,n}, por lo que no se puede conocer nada del comporta-
miento del variograma a distancias o tiempos menores de mi n
{∥∥si −s j∥∥ ,1≤ i < j ≤ n}
y se suele determinar el valor de c0 extrapolando el comportamiento del variograma a
distancias cercanas a cero. En este caso, se define la meseta parcial como cs − c0.
Cuando se tiene un proceso isotrópico, entonces 2γ(h)= 2γ(h), es decir, el variograma de-
pende únicamente de la distancia entre dos localizaciones y no de la dirección. En la Figu-
ra 3.1 se observa la forma que en general tiene el variograma y el covariograma asociado
de un proceso homogéneo donde se puede observar la interpretación de los parámetros
introducidos.
Figura 3.1: Forma del variograma y covariograma de un proceso espacial homogéneo
3.6. Estimación del variograma o covariograma
Dado un proceso estrictamente estacionario Z (·), se va a obtener una estimación del va-
riograma 2γ(·) y si el proceso es estacionario de segundo orden también se obtendrá una
estimación del covariograma C (·) a partir de los valores observados sobre un conjunto de
localizaciones {s1,s2, ...,sn}. Existen diversar formas de realizar estas estimaciones, pero se
mostrará a continuación la forma clásica propuesta por Matheron (1962) y el estimador
robusto de Cressie & Hawkins (1980).
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3.6.1. Estimador clásico de Matheron
La estimación clásica y más sencilla es aquella que se obtiene por le método de los mo-
mentos y recibe el nombre de estimador clásico de Matheron o estimador clásico de los
momentos. Bajo la hipótesis de estacionariedad intrínseca, lo que implica la media del
proceso constante, se cumple que:
2γ(h)=V ar (Z (s+h)−Z (s))= E [(Z (s+h)−Z (s))2] .
Si los puntos de muestra estuviesen dispuestos sobre una rejilla regular, o en éste caso,
sobre una regularidad en el espacio, el estimador de los momentos sería:
2γˆ(h)= 1
#N (h)
∑
(si ,s j )∈N (h)
(
Z (si )−Z (s j )
)2 , (3.1)
donde N (h) denota todos aquellos pares (si ,s j ) para los que si − s j = h y #N (h) denota el
cardinal de N (h). Aquí no es necesaro estimar la media µ del proceso.
Debido a que la expresión (3.1) es en esencia una media muestral, posee la desventaja
de no robustes, que es asociada a éste tipo de estimadores. Se está ante un estimador
no paramétrico que es óptimo cuando se dispone de una malla regular de muestreo y
distribución normal. En la práctica el empleo de estos estimadores porduce en ocasio-
nes variagramas experimentales errados, debido a desviaciones de los supuestos ideales
como distribuciones no normales, heterocedasticidad, desviaciones del muestreo o exis-
tencia de valores atípicos. Para la covarianza, el estimador obtenido por el método de los
momentos se tiene:
Cˆ (h)= #N (h) ∑
(si ,s j )∈N (h)
(
Z (si )− Zˆ
)(
Z (s j )− Zˆ
)
,
donde
Zˆ = 1
n
n∑
i=1
Z (si ),
es el estimador de la media µ del proceso.
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3.6.2. Estimador Robusto
Cressie & Hawkins (1980) presentan una variación a (3.1) que posee mayor robustes como
estimador insesgado del variograma y se define como:
2γˆ(h)= 1
#N (h)
(
0,457+ 0,494
#N (h)
) ∑
(si ,s j )∈N (h)
∣∣Z (si )−Z (s j )∣∣1/2 . (3.2)
Los coeficientes de (3.2) aseguran la insesgadez del estimador propuesto. En Cressie (1993)
se encuentra un análisis detallado de éste estimador comparado con el anterior, así como
otras variantes robustas para la estimación empírica del variograma.
NOTA IMPORTANTE: Una ventaja formidable de éste estimador sobre el estimador clási-
co de Matheron es que no se requiere aquí una malla regular o lo que en éste trabajo se
requiere que los datos puedan estar irregularmente espaciados.
Ambos estimadores se calculan para un vector h dado de modo que, fijada la dirección
unitaria y en dicha dirección, se consideran los pares de datos que distan ‖h‖ unidades en
esa dirección. En caso de isotropía, se evaluaría el estimador sobre una distancia h ∈ R y
se considerarían todos los pares de datos distanciados h unidades, con independencia de
la dirección del vector que les separa. Siguiendo las recomendaciones de Journel y Huij-
bregts (1978), se debe tener un mínimo de 30 pares en N (h) para obtener la estimación.
Para conseguir esto, a veces se recurre a considerar una región de tolerancia en torno a
h que garantice la existencia de suficientes pares de datos; esta región de tolerancia debe
ser pequeña y puede variar para cada h.
3.7. Variogramas isotrópicos
En la práctica geoestadística la utilización de los estimadores (3.1) y (3.2) tiene restriccio-
nes, dado que no satisface en general la condición de ser condicionalmente definidas ne-
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gativas que deben verificar los variagramas (o definidas positivas para los covariogramas).
El uso en la práctica de éstos estimadores tiene efectos no deseables como por ejemplo,
la obtención de varianzas negativas en la predicción espacio-temporal mediante kriging.
Para contrarrestar éstos efectos en ésta sección se mostrará como ajustar las estimaciones
obtenidas anteriormente a uno de los modelos válidos de variogramas o covariogramas.
A continuación se presentan algunos de los principales modelos de semivariogramas iso-
trópicos2 más utilizados en la práctica geoestadística, junto con su covariograma. Estos
modelos, además de constituir una herramienta esencial del tratamiento de los datos
espacio-temporales.
3.7.1. Formas funcionales de algunos semivariogramas
Efecto pepita:
Variograma
γ(h)=

c0, si h > 0
0, si h = 0,
y covariograma
C (h)=

0, si h > 0
c0, si h = 0.
Lineal con meseta:
Variograma
γ(h)=

c0+ cs
(
h
al
)
, si 0≤ h ≤ al
c0+ cs , si h > al ,
2Recuérdese que los semivariogramas que se presentan aquí son isotrópicos, es decir, dependen de la distancia h entre localizacio-
nes únicamente por su módulo h = ‖h‖, ya que son el punto de arranque sobre los que se construyan modelos más complejos.
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y covariograma
C (h)=

cs
(
1− h
al
)
, si 0≤ h ≤ al
cs , si h > al .
Esférico:
Variograma
γ(h)=

0, si h = 0
c0+ cs
(
3
2
h
as
− 1
2
h3
a3s
)
, si 0≤ h ≤ as
c0+ cs , si h > as ,
y covariograma
C (h)=

c0+ cs , si h = 0
cs
(
3
2
h
as
+ 1
2
h3
a3s
)
, si 0≤ h ≤ as
0, si h > as .
Exponencial:
Variograma
γ(h)=

c0+ cs
(
1−exp (−3h/ae )
)
, si h > 0
0, si h = 0,
y covariograma
C (h)=

cs
(
exp (−3h/ae )
)
, si h > 0
c0+ cs , si h = 0.
Gaussiano:
Variograma
γ(h)=

c0+ cs
(
1−exp
(
−3h2/a2g
))
, si h > 0
0, si h = 0,
y covariograma
C (h)=

cs
(
exp
(
−3h2/a2g
))
, si h > 0
c0+ cs , si h = 0.
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Circular:
Variograma
γ(h)=

0, si h = 0
c0+ cs
1− 2
pi
cos−1
(
h
ac
)
− 2h
piac
√(
1− h
ac
)2 , si 0≤ h ≤ ac
c0+ cs , si h > ac ,
y covariograma
C (h)=

c0+ cs , si h = 0
c1
 2
pi
cos−1
(
h
ac
)
+ 2h
piac
√(
1− h
ac
)2 , si 0≤ h ≤ ac
c0+ cs , si h > ac .
Efecto agujero:
Variograma
γ(h)=

c0+ cs
(
1− senh
h
)
, si h > 0
0, si h = 0,
y covariograma
C (h)=

cs
(
senh
h
)
, si h > 0
c0+ cs , si h = 0.
3.8. Estimación de parámetros
En ésta sección se analizará la estimación de los parámetros del variograma. Sea Z (·) un
proceso observado sobre un conjunto de localizaciones {s1,s2, ...,sn} y sea ˆγ(h j ) los valo-
res estimados del semivariograma a partir de las observaciones al aplicar alguno de los
métodos antes mencionados. Como ya se había dicho, estos estimadores carecen de la
propiedad de ser semidefinidos positivos por lo que sería posible obtener varianzas ne-
gativas. La forma de evitar esta situación es reemplazando el semivariograma empírico
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por algún modelo paramétrico γ(h,τ) de los que se han presentado antes que se apro-
xime a la dependencia espacial encontrada por el semivarograma empírico y del que se
sabe es semidefinido positivo. Es importante anotar aquí, que no es necesario restrigirse
a modelos isotrópicos, aunque suelen ser los más utilizados.
La idea es elegir entre todos los semivariogramas posibles
{
γ(h,τ),τ ∈ T } el que mejor se
ajuste a las observaciones realizadas para con ello obtener un semivariograma que mas
adelante será utilizado en el proceso de predición espacio-temporal (capítulo 4).
3.8.1. Estimación por mínimos cuadrados
La estimación por mínimos cuadrados ordinaria (MCO) consiste en obtener el valor de τˆ
que minimíce a
n∑
j=1
[
γˆ(h j )−γ(h j ,τ)
]2 = [γˆ−γ(τ)]′ [γˆ−γ(τ)] ,
donde γˆ= [γˆ(h1), γˆ(h2), ..., γˆ(hn)]′ y γ(τ)= [γ(h1,τ),γ(h2,τ), ...,γ(hn ,τ)]′. El inconveniente
que se presenta aquí es que las estimaciones están correlacionadas y con diferente varian-
za. Una solución a tal situación es aplicar los mínimos cuadrados generalizados (MCG),
que consiste en minimizar
[
γˆ−γ(τ)]′V (τ)−1 [γˆ−γ(τ)] ,
donde V (τ) es la matriz de varinzas-covarianzas de γˆ, que depende de τ que es descono-
cido y cuyos valores suelen ser díficiles de estimar.
Como un intermedio entre las dos situaciones anteriores, es decir entre la estimación por
MCO y la estimación por MCG , es la estimación por mínimos cuadrados ponderados
MC P , que consiste en minimizar
n∑
j=1
w j
[
γˆ(h j )−γ(h j ,τ)
]2 = [γˆ−γ(τ)]′W (τ)−1 [γˆ−γ(τ)] , (3.3)
donde W (τ) es una matriz diagonal cuyos elementos son las varianzas de γˆ, las cuales
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pueden aproximarse mediante la hipótesis que el proceso es gaussiano y las estimacio-
nes son incorreladas por 2γ(h j ,τ)2/N (h j ), donde N (h j ) es el número de localizaciones a
distancia h j . Luego los coeficientes de (3.3) están dados por:
w j =
N (h j )
2γ(h j ,τ)2
.
En términos generales los tres estimadores MCO, MCG y MC P aparecen en orden de efi-
ciencia pero cada vez más pesados comptuacionalmente. La estimación MC P es la más
utilizada en la práctica dada la facilidad de su implementación y sus ventajas computacio-
nales. La desventajas de la estimación por MC P es que son: correlacionadas, sensibles a
la selección de la distancia y a las regiones de tolerancia utilizadas para su cálculo.
3.8.2. Estimación por máxima verosimilitud
Si se supone que el proceso es guassiano, es decir de la forma
Z (si )=µ(si )+²(si ), (3.4)
para i = 1, ...,n, donde la media del proceso µ(si )= θ0+v(si )′θˆ es una función lineal de un
conjunto de p regresoras y ²(si ) representa el error con
v(si )=
(
v1(si ), v2(si ), ..., vp (si )
)′ ,
que es un vector que contiene las variables explicativas asociadas a la localización si , θ es
el parámetro desconocido asociado al intercepto, tal que θ = (θ1,θ2, ...,θp)′. En este caso
es muy sencillo encontrar la forma exacta del estimador de verosimilitud y minimizarlo
muméricamente.
La forma matricial de (3.4) es:
Zs =Vθ˜+²s ,
donde Zs = (Z (s1), Z (s2), ..., Z (sn))′, V = (1,V1,V2, ...,Vn) es la matriz de diseño de dimen-
sión n× (p+1) donde 1 es el vector de intercepto de dimensión n×1 y p variables expli-
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cativas V j =
(
v j (s1), v j (s2), ..., v j (sn)
)′ y ∑τ la matriz de varianzas-covarianzas de las ob-
servaciones. La estimación mediante máxima verosimilitud consiste en obtener se forma
simultanea los valores de θ˜ y τ que maximizan la función de distribución conjunta normal
multivariante, o lo que es lo mismo, que minimizan −2 veces la log-verosimilitud,
L
(
θ˜,τ
)= (Zs −Vθ˜)′ (∑
τ
)−1 (
Zs −Vθ˜
)+ log ∣∣∣∣∑
τ
∣∣∣∣+n log(2pi). (3.5)
Minimizar la expresión (3.5) puede ser computacionalmente muy costoso si se tienen
muchos parámetros en θ˜. Generalmente, τ sólo incluye tres parámetros, la pepita, la me-
seta parcial y el rango. Se puede alivianar los costos computacionales minimizando la
expresión (3.5) en dos fases: Primero suponiendo que θ˜ es conocido, y por lo tanto
∑
τ
también, por lo que la estimación de θ˜ se obtendría mediante el estimador de MCG :
ˆ˜θ =
[
V′
(∑
τ
)−1
V
]−1
V′
(∑
τ
)−1
Zs . (3.6)
Luego se puede sustituir la expresión (3.6) en la expresión (3.5) para obtener
LML (τ)=
(
Zs −V ˜ˆθ
)′ (∑
τ
)−1 (
Zs −V ˜ˆθ
)
+ log
∣∣∣∣∑
τ
∣∣∣∣+n log(2pi). (3.7)
La expresión (3.7) a minimizar, depende únicamente de τ, lo que hace el proceso mas
sencillo y permite obtener τ˜. Para obtener ˜ˆθ bastiaría con sustituir esta estimación en
la expresión del estimador de MCG . Ahora bien, aunque la estimación por máxima ve-
rosimilitud es asintóticamente insesgada, presenta un sesgo considerable para muestras
pequeñas dado que los elementos de la diagonal de[
V′
(∑
τˆ
)−1
V
]−1
son demasiados pequeños, lo que genera subestimaciones de los parámetros θ˜.
Existe la estimación por máxima verosimilitud restringida que posee muchas mejores
propiedades de sesgo que la estimación anterior. La función que minimiza éste caso esta
dada por:
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L
(
θ˜,τ
)= (Zs −Vθ˜)′ (∑
τ
)−1 (
Zs −Vθ˜
)+ log ∣∣∣∣∑
τ
∣∣∣∣+ log
(∣∣∣∣∣V′
(∑
τˆ
)−1
V
∣∣∣∣∣
)
+ (n−p) log(2pi). (3.8)
Del mismo modo, se sustituye el parámetro desconocido τ por el estimador de MCG τ˜
obtenido a partir de unos valores iniciales de τ, con lo que la función a minimizar sería:
L(τ)=
(
Zs −V ˜ˆθ
)′ (∑
τ
)−1 (
Zs −V ˜ˆθ
)
+ log
∣∣∣∣∑
τ
∣∣∣∣+ log[∣∣∣∣V′ (∑
τ
)−1
V
∣∣∣∣]+ (n−p) log(2pi). (3.9)
Una vez se minimiza ésta expresión se obtiene una estimación τ˜ la cual se sustituye en la
expresión del estimador de MCG para obtener:
ˆ˜θ =
[
V′
(∑
τˆ
)−1
V
]−1
V′
(∑
τˆ
)−1
Zs .
Según Cressie (1993), si la matriz de diseño contiene únicamente una columna de unos y θ˜
un único parámetro que representa la media general del proceso, entonces el variograma
empírico es insesgado respecto al variograma teórico, y el método de mínimos cuadrados
funciona muy bien. Sin embargo, cuando θ˜ tiene múltiples parámetros se necesita ajus-
tar un variograma a los residuos del modelo de regresión y las estimaciones dejan de ser
insesgadas.
Los procedimientos de máxima verosimilitud se han desarrollado bajo la hipótesis de que
los datos provienen de una distribución normal multivariante, entonces las desviaciones
de la estimación del error del modelo no afectan demasiado a sus estimaciones con éstos
métodos por ser suficientemente robustos.
Otra ventaja es que no se necesitan condiciones previas en el proceso de estimación, tales
como distancias máximas y regiones de tolerancia. Según Faraway (2005), además de és-
tas técnicas se pueden utilizar procedimientos de diagnósticos clásicos para los modelos
ajustados como el valor de menos de dos veces la log-verosimilitud asociada, el criterio
de información de Akaike (1973) o el criterio de información bayesiana (Schwarz, 1978).
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3.9. Procedimiento de predición espacial
El objetivo de la predicción es que a partir de las observaciones realizadas, obtener una
estimación de g (Z (s0)), donde g (Z (·)) es alguna característica de interés del proceso Z (·),
y s0 una región de interés en D , es decir sobre una determinada localización s0 ∈D , por lo
que finalmente g (Z (·))≡ Z (·).
Aunque existen muchos procedimientos de predicción, éste trabajo de investigación se
centrará en el kriging. En la Definición (10) se describe más a fondo el concepto de kri-
ging3.
DEFINICIÓN 10 Kriging es el término genérico adoptado en geoestadística para dar nom-
bre a una metodología de interpolación basada en una familia de algoritmos de regresión
generalizada por mínimos cuadrados que utiliza las propiedades de segunso orden del por-
ceso Z (·).
Se parte del problema de la predición del proceso original Z (·) sobre una determinada
localización de s0 ∈ D , esto es, de la predición puntual sin considerar error de medida y
luego se generalizan los resultados obtenidos para problemas más generales. El predictor
que la metodología del kriging utiliza para la predicción de Z (s0) es un predictor lineal de
los datos
Zˆ (s0)=
n∑
i=1
φi Z (si )=φ′Zs , (3.10)
donde φi es el peso asignado a cada uno de los datos que intervienen en la sumatoria y
φ= (φ1,φ2, ...,φn)′. De todos los posibles predictores lineales, la técnica de kriging selec-
ciona aquel predictor lineal que sea insesgado y además que sea óptimo en el sentido que
minimice la varianza del error cuadrático medio de la predición. Es por éste motivo que
el predictor resultante recibe el nombre de mejor predictor lineal insesgado MPLI .
3La metodología recibe éste nombre en reconocimiento a los trabajos de Krige (1951).
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Si se denota por σ2K (s0) el error cuadrático medio de la predicción, bajo la condición de
insesgadez vendrá dado por
σ2K (s0)=V ar
[
Z (s0)− Zˆ (s0)
]= E [Z (s0)− Zˆ (s0)]2 . (3.11)
En ésta sección se muestran algunos de los kriging más utilizados en la práctica geoes-
tadística como son el kriging ordinario y el kriging universal. Para mayor profundidad en
el tema se puede consultar a Cressie (1993). Este autor muestra el desarrollo de cada uno
de estos métodos y otros procedimientos de gran aplicación como por ejemplo, el krigng
indicador, le kriging robusto, le kriging lognormal, el kriging transgaussiano, el kriging
robusto y el cokriging para el caso multinomial.
3.9.1. Kriging ordinario
Supóngase que el proceso espacio-temporal Z (·) es intrínsecamente estacionario con va-
riograma 2γ(·). Se tiene entonces que ²(·) también es un proceso intrínsecamente esta-
cionario con el mismo variograma que Z (·), ya que
2γ²(h)=V ar [²(s1)−²(s2)]
=V ar [Z (s1)−µ(s1)−Z (s2)+µ(s2)]
=V ar [Z (s1)−Z (s2)]
= 2γ(h)
Para éste caso se tiene que la media del proceso es desconocida pero constante a lo largo
de todo el área de estudio D , es decir, µs = µ, ∀s ∈ D . La insesgadez del predictor (3.10)
implica que los pesos φi deben sumar uno, ya que:
E
[
Z (s0)− Zˆ (s0)
]= E [Z (s0)]−E
[
n∑
i=1
φi Z (si )
]
= θ0−
n∑
i=1
φiθ0 = 0, (3.12)
entonces
∑n
i=1φi = 1. El objetivo es calcular los pesos φi de (3.10) que minimizan (3.11)
bajo la condición de insesgadez dada en (3.12). Si se define L, el multiplicador de Lagran-
ge asociado a la restricción de insesgadez, éste problema es equivalente a minimizar la
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expresión:
E
[
Z (s0)−
n∑
i=1
φi Z (si )
]2
−2L
(
n∑
i=1
φi −1
)
,
donde (
Z (s0)−
n∑
i=1
φi Z (si )
)2
=
(
n∑
i=1
φi Z (s0)−
n∑
i=1
φi Z (si )
)2
=
(
n∑
i=1
φi (Z (s0)−Z (si ))
)2
=
n∑
i=1
n∑
j=1
φiφ j (Z (s0)−Z (si ))
(
Z (s0)−Z (s j )
)
.
Sin embargo, se tiene que
(
Z (si )−Z (s j )
)2 = (Z (si )−Z (s0)+Z (s0)−Z (s j ))2
= (Z (si )−Z (s0))2+
(
Z (s j )−Z (s0)
)2
−2(Z (si )−Z (s0))
(
Z (s j )−Z (s0)
)
,
y entonces se tiene que
E
[
Z (s0)−
n∑
i=1
φi Z (si )
]2
= E
[
n∑
i=1
n∑
j=1
φiφ j (Z (s0)−Z (si ))
(
Z (s0)−Z (s j )
)]
= 2
n∑
i=1
φi
E [Z (s0)−Z (si )]2
2
−
n∑
i=1
n∑
j=1
φiφ j
E
[
Z (si )−Z (s j )
]2
2
.
Por lo tanto, la expresión a minimizar sería
2
n∑
i=1
φiγ(s0−si )−
n∑
i=1
n∑
j=1
φiφ jγ(si −s j )−2L
(
n∑
i=1
φi −1
)
.
Si esta expresión se deriva respecto a φi y L, y se iguala a cero, se tiene el sistema de
ecuaciones lineales
−
n∑
j=1
φ jγ(si −s j )+γ(s0−si )= L
n∑
i=1
φi = 1,
que en forma matricial queda asi Γ 1
1′ 0

φ
L
=
γ
1
 , (3.13)
donde Γ es la matriz n×n cuyo componente i j -ésima es γ(si − s j ), γ es el vector de di-
mensión n cuyo elemento i -ésimo es γ(s0− si ), 1 es el vector unidad de dimensión n y φ
32
Trabajo de Grado Roosevelt Andrés Palacios Flórez
el vector con los coeficientes del predictor de kriging ordinario. Resolviendo a (3.13), se
tiene
φˆ′KO =
(
γ+1 ·
(
1−1′Γ−1γ)
1′Γ−11
)′
Γ−1
LˆKO =−1−1Γ
−1γ
1′Γ−11
.
Como se puede determinar, el error cuadrático medio de la predicción se ha minimizado,
lo que se conoce como varianza de kriging y viene dado por la expresión
σˆKO(s0)= γ′Γ−1γ−
(
1−1′Γ−1γ)2
1
′
Γ−11= 2
n∑
i=1
φiγ(s0−si )−
n∑
i=1
n∑
j=1
φiφ jγ
(
si −s j
)
(3.14)
NOTA IMPORTANTE: Todas estas expresiones se pueden escribir en términos de la fun-
ción de covarianza cuando el proceso es estacionario de segundo orden.
Supóngase que se tiene un proceso estacionario de segundo orden de media cero y cova-
riograma C (·), entonces(
Z (s0)−
n∑
i=1
φi Z (si )
)2
=−2
n∑
i=1
φi [Z (s0)−θ0] [Z (si )−θ0] .
Al tomar esperanza a ambos miembros, se tiene
E
[(
Z (s0)−
n∑
i=1
φi Z (si )
)2]
=C (0)+
n∑
i=1
n∑
j=1
φiφ j C (si −s j )−2
n∑
i=1
φi C (s0−si ),
por lo tanto la expresión a minimizar es
C (0)+
n∑
i=1
n∑
j=1
φiφ j C (si −s j )−2
n∑
i=1
φi C (s0−si )−2L
(
n∑
i=1
φi −1
)
.
Si se deriva con respecto a φi y L y se iguala a cero, se tiene un sistema de ecuaciones que
en su forma matricial queda asi ∑τ 1
1′ 0

φ
L
=
c
1
 , (3.15)
donde como siempre
∑
τ es una matriz de n×n cuyo elemento i j -ésimo es C (si − s j ) y c
el vector de dimensión n cuyo elemento i -ésimo es C (s0−si ). Para el predictor del kriging
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ordinario (3.10), se tiene
φˆ′KO =
c+1 ·
[
1−1′ (∑τ)−1 c]
1′
(∑
τ
)−1 1
′Γ−1
LˆKO =−
1−1(∑τ)−1 c
1′
(∑
τ
)−1 1 .
Y finalmente la varianza de kriging vendrá dada por
σˆ2KO(s0)=C (0)−φ′c+
(
1−1′ (∑τ)−1 c)
1′
(∑
τ
)−1 1 .
3.9.2. Kriging universal
El kriging universal es una generalización del kriging ordinario, permitiendo que el valor
medio del proceso no sea constante, sino una combinación lineal de funciones conocidas
o covariables a las mismas localizaciones. De ésta manera el kriging universal incorpora
términos de regresión y correlación espacial.
La hipótesis de partida, es que el proceso objeto de estudio Z (s) puede descomponerse
como (3.5). Cuando la matriz de diseño V contiene únicamente funciones polinomiales
de las coordenadas espaciales de la localización s, el método de redicción recibe el nom-
bre de kriging universal con tendencia interna.
La idea es predecir el valor de Z (s0) a partir de el conjunto de observaciones Zs . Para tal
efecto se utiliza un predictor lineal de la forma (3.10), donde al igual que el kriging ordi-
nario los coeficientes φi se obtiene al imponer que el estimador resultante sea insesgado
y de mínima varianza. En este caso, la insesgadez de (3.10) implica que φ′V = τ′(s0), con
τ(s0)=
(
1,τ1(s0),τ2(s0), ...,τp (s0)
)′, dado que en este caso
E
[
Zˆ (s0)
]= E [φ′Zs]=φ′E [Zs]=φ′V θ˜ = E [Z (s0)] . (3.16)
El kriging universal, como se afirmó al inicio es una generalización del kriging ordinario,
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ya que para V = 1 y θ˜ = θ0 se tiene el modelo
Zs = θ01+²,
que se asumió en el ordinario, y además, la condición (3.16) se reduce a (3.13).
Procediendo como en el caso del kriging ordinario, se llega la siguiente sistema de ecua-
ciones lineales  Γ V
V ′ 0

φ
L
=
 γ
τ(s0)
 , (3.17)
donde Γ es la matriz de tamaño n ×n cuya componente i j -esima es γ(si − s j ), γ es el
vector de dimensión n cuyo elemento i -ésimo es γ(s0− si ) y L es un vector de p+1 mul-
tiplicadores de Lagrange. Resolviendo el sistema se tiene que
φˆ′U K =
[
γ+V (V ′Γ−1V )−1 (τ(s0)−V ′Γ−1γ)]′Γ−1
LˆU K =−
(
V ′Γ−1V
)−1 [
τ(s0)−V ′Γ−1γ
]
.
(3.18)
El error cuadrático de la predicción sería para este caso
σˆ2U K (s0)= γ′Γ−1−
[
τ(s0)−V ′Γ−1γ
]′ [
τ(s0)−V ′Γ−1γ
]
. (3.19)
De igual manera que como sucedió con el kriging ordinario, se puede expresar todas las
ecuaciones en función de la función de covarianzas del proceso, luego
φˆ′U K =
[
c+V
(
V ′
(∑
τ
)−1
V
)−1 (
τ(s0)−V ′
(∑
τ
)−1
c
)]′ (∑
τ
)−1
LˆU K =−
[
V ′
(∑
τ
)−1
V
]−1[
τ(s0)−V ′
(∑
τ
)−1
c
]
,
(3.20)
donde
∑
τ es la matriz de tamaño n×n cuyo elemento i j -ésimo es C (si − s j ) y c el vector
de dimensión n cuyo elemento i -ésimo es C (s0−si ).
La estimación óptima de los parámetros de la media θ˜, dado que los datos Zs satisfacen
un modelo lineal general con E(Zs)=V θ˜ y V ar (Zs)=∑τ se pueden obtener por mínimos
cuadrados generalizados como
˜ˆθg l s =
[
V ′
(∑
τ
)−1
V
)−1
V ′
(∑
τ
)−1
Zs ,
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donde V ar
(
˜ˆθg l s
)
=
[
V ′
(∑
τ
)−1 V )−1. Con la ayuda de estas expresiones se pueden obte-
ner intervalos de confianza para estos parámetros o combinaciones lineales de los mis-
mos. Dado que para estimar los parámetros de la media óptima es necesario conocer las
covarianzas involucradas en
∑
τ, para la predicción óptima de Z (s0) únicamente se debe
conocer los variogramas implicados en Γ.
3.10. Diagnóstico mediante validación cruzada
Con la validación cruzada se tiene una técnica que permite evaluar la capacidad predic-
tiva del modelo seleccionado. Por ejemplo, se ha obervado el valor del proceso Z (s) sobre
un conjunto de localizaciones {s1,s2, ...,sn} y se tiene que Zˆ (si ) y σˆ(si ) son el valor predi-
cho y el error típico de la predicción respectivamente para las localizaciones {s1,s2, ...,sn}
obtenidas a partir de las observaciones {s1, ...,si−1,si+1, ...,sn}.
Según [14] esta técnica se justifica debido a que los métodos de interpolación kriging son
exactos, es decir los valores de los pronósticos coinciden con los valores observados para
los puntos muestreados y da una idea de qué tan buenos son los pronósticos, por lo cual
brinda información ecerca de cuál modelo provee predicciones más exactas.
El método consiste en excluir las observaciones de uno de los n puntos muestreados (por
lo general asociados a una vecindad), y con los n−1 valores restantes y el modelo de semi-
varianza escogido, predecir vía kriging el valor de la variable en estudio en la ubicación del
punto que se excluyó. Si el modelo de semivarianza o covarianza elegido describe bien la
estructura de autocorrelación espacial, entonces la diferencia entre el valor predicho y el
valor observado va a ser pequeña. Este procedimiento se realiza en forma secuencial con
cada uno de los puntos muestrales y de ésta forma se obtiene un conjunto de n errores de
predicicón.
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Sea Zˆ[i ](si ) el valor predicho a partir de la validación cruzada, y sea σˆ[i ](si ) la predicicón
para la desviación estándar en la localización si . Con estos estadísticos se construyen los
siguientes contrastes de bondad de ajuste:
1. La media de los errores de predicción (MEP ), debe ser igual a cero,
MEP =
∑n
i=1
(
Zˆ[i ](si )−Z (si )
)
n
.
2. La raíz media del cuadrado de los errores de predicción (RMEP ) es,
RMEP =
√∑n
i=1
(
Zˆ[i ](si )−Z (si )
)2
n
.
3. El error estándar promedio (EEP ) es,
EEP =
∑n
i=1 σˆ[i ](si )
n
.
4. La media estandarizada de los errores de predicción (MEEP ), debe ser muy cercana
a cero,
MEEP =
∑n
i=1
((
Zˆ[i ](si )−Z (si )
)
/σˆ[i ](si )
)2
n
.
5. La raíz media estandarizada del cuadrado del error de predicción (RMEEP ), debe
ser muy cercana a uno,
RMEEP =
√∑n
i=1
((
Zˆ[i ](si )−Z (si )
)
/σˆ[i ](si )
)2
n
.
6. El coeficiente de determinación4 R2, está dado por:
R2 = 1−
∑n
i=1
(
Zˆ[i ](si )−Z (si )
)
∑n
i=1
(
Z (si )− Z¯
)2 ,
donde Z¯ =
∑n
j=1 Z (s j )
n
.
Para un modelo que provea predicciones exactas, el MEP debería ser cercano a cero, el
RMEP y el EEP deberían ser tan pequeños como sea posible, lo cual es recomendable
cuando se comparan modelos, y el RMEEP debería ser cercano a uno. El términ de error
4Se encuentra en Bivand et al. (2008) [14].
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de predicción es usado para las diferencias entre la predicción y el valor observado actual.
Para un modelo que provea predicciónes exactas, el MEP debería se cercano a 0 si las
predicciones son insesgadas, el RMEEP debedría se cercano a 1 si los errores estándar
son exactos y el RMEP debería ser pequeño si las predicciones son cercanas a los valores
observados [14].
El método anterior de eliminar una observación y ajustar con los restantes es un caso
particular del método de Jacknife5 . Si se dispone de suficientes datos espacialmente dis-
tribuidos de forma homogénea del proceso espacial Z (s), se puede entonces dividir los
datos en dos subconjuntos, uno de modelización y otro de validación, sobre el que se ana-
lizan las diferencias entre los valores observados y las predicciones obtenidas mediante
el modelo ajustado con el primer subconjunto.
5En estadística, el método Jacknife es una técnica de muestreo especialmente útil para la varianza y el sesgo de estimación. El
Jacknife es anterior a otros métodos de remuestreo común tales como el Bootstrapping. El estimador Jacknife de un parámetro se
encuentra dejando sistemáticamente cada observación a partir de un conjunto de datos y el cálculo de la estimación y luego encontrar
el promedio de estos cálculos. Dada una muestra de tamaño N , la estimación jacknife se encuentra mediante la agregación de las
estimaciones de N − 1 observaciones en la muestra. La técnica jacknife fue desarrollada por Maurice Quenouille (1949, 1956). John
W. Tukey (1958) se expandió en la técnica y propuso el nombre de “Jackknife”, ya que, al igual que una navaja de Boy Scout, es una
herramienta “áspera y lista” que puede resolver una variedad de problemas a pesar de que los problemas específicos pueden ser más
eficientemente resuelto con una herramienta diseñada para tal fin. Jacknife es una aproximación lineal del Bootstrapping. Adaptado
de: https://es.wikipedia.org/wiki/Jackknife_(estadística).
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Capı´tulo4
ANÁLISIS DE SERIES DE TIEMPO NO
EQUIESPACIADAS
“Confía en el tiempo, que suele dar dulces
salidas a muchas amargas dificultades.”
Miguel de Cervantes 1547-1616
4.1. Introducción
En este trabajo, la idea central está en desarrollar herramientas propias de la geoestadís-
tica para el análisis de series de tiempo no equiespaciadas. Por ejemplo si se están estu-
diando las niveles de contaminación en una determinada ciudad, se tendrá un conjunto
de estaciones de control distribuidas espacialmente por la ciudad en la que se mide la
contaminación, y donde sería conveniente realizar un seguimiento temporal de medicio-
nes en cada punto.
La geoestadística espacio-temporal provee un cuadro probabilístico para el análisis y pre-
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dicción de datos, el cual se construye a partir de la dependencia espacio temporal entre
las observaciones (Kyriakidis & Journel 1999). El análisis se puede enfocar en la interpola-
ción espacial sobre específicos instantes del tiempo. En éste caso el objetivo puede cen-
trarse en la comparación de diferentes mapas pronóstico de variables específicas. El aná-
lisis también puede estar enfocado sobre el modelamiento múltiple de series de tiempo,
lo que en economía sería de bastante utilidad.
Los métodos geoestadísticos espacio-temporales se basan en el cálculo de distancias geo-
métricas generalmente euclídeas espaciales o espacio-temporales, luego la importancias
de los métodos basados en distancias, debido a que elementos como el cálculo de dis-
tancias entre observaciones unido a la información que aporta el variograma son deter-
minantes en la generación de pronósticos y permite mejorar el poder predictivo de los
métodos de kriging tradicionales.
Por lo anteriormente expuesto, en éste capítulo se presentan algunos conceptos sobre
análisis espacio-temporal, modelos de covarianzas espacio-temporales útiles para el desa-
rrollo metodológico de modelamiento geoestadístico.
4.2. Conceptos de la geoestadística espacio-temporal
Los conceptos que se presentan es ésta sección son los más importantes en el análisis
de procesos estocásticos. Algunos conceptos serán generalizaciones de los ya tratados en
capítulos anteriores.
Sea
{
Z (s, t ),s ∈D ⊆Rd , t ∈ T } un proceso estocástico espacio temporal observado en n
coordenadas espacio temporales (s1, t1), (s2, t2), ..., (sn , tn). El índice espacial varía en D ∈
Rd (en éste trabajo lo importante está en que d = 1) y el índice temporal en T ∈R o T ∈Z.
40
Trabajo de Grado Roosevelt Andrés Palacios Flórez
En la práctica generalmente se dispone de una única realización del proceso, para cual-
quier inferencia de la leyes que lo rigen requiere de la admisión de determinadas leyes
simplificadoras relacionadas con la regularidad del proceso, como por ejemplo, la esta-
cionariedad, la simetría completa, la separabilidad, etc. Bajo la hipótesis de regularidad,
se puede analizar juntas todas las observaciones separadas por un vector de distancia
espacio-temporal C (h,u), obteniendo con ello la replicación necesaria para el análisis.
DEFINICIÓN 11 El proceso espacio-temporal Z (s, t ) tiene función de covarianza espacial-
mente estacionaria si, para cualquier par de localizaciones (si , tk ) y (s j , tl ) en Rd ×R, la
covarianza C ((si , ti ), (s j , t j )) depende únicamente de la distancia entre las localizaciones
espaciales si −s j y de los tiempos ti − t j , con i , j = 1,2,3, ...,n.
DEFINICIÓN 12 El proceso espacio-temporal Z (s, t ) tiene función de covarianza tempo-
ralmente estacionaria si, para cualquier par de localizaciones (si , ti ) y (s j , t j ) en Rd ×R, la
covarianza C ((si , ti ), (s j , t j )) depende únicamente de los tiempos ti − t j y de las localizacio-
nes espaciales si −s j con i , j = 1,2,3, ...,n.
DEFINICIÓN 13 Si el proceso espacio-temporal Z (s, t ) tiene función de covarianza estacio-
naria tanto espacial como temporalmente, entonces se dice que tiene función de covarianza
estacionaria, luego
C ((si , ti ), (s j , t j ))=C (h,u),
donde h= si −s j y u = ti − t j las distancias espacial y temporal, respectivamente.
NOTA IMPORTANTE: Cuando un proceso tiene una función de covarianza estacionaria,
entonces su varianza no depende de la localización, ya que
V ar (Z (s, t )))=C (0,0)=σ2, ∀(s, t ) ∈Rd ×R,
donde C (0,0) es la varianza a priori del proceso.
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DEFINICIÓN 14 Un proceso espacio-temporal Z (s, t ) es estacionario de segundo orden o
simplemete estacionario, si tiene media constante y función de covarianza estacionaria.
DEFINICIÓN 15 Un proceso espacio-temporal Z (s, t ) es un proceso gaussiano si para cual-
quier conjunto de localizaciones espacio-temporales (s1, t1), (s2, t2), ..., (sn , tn), el vector alea-
torio Zst = (Z (s1, t1), Z (s2, t2), ..., Z (sn , tn))′ sigue una distribución normal multivariante.
DEFINICIÓN 16 Un proceso espacio-temporal Z (s, t ) tiene una función de covarianza se-
parable si existe una función de covarianza puramente espacial Cs(·) y una función de co-
varianza puramente temporal Ct (·) tales que
C ((si , ti ), (s j , t j ))=Cs(si ,si ) ·Ct (t j , t j ),
con i , j = 1,2,3, ...,n, para cualquier par de localizaciones (si , ti ) y (s j , t j ) en Rd ×R.
Cuando la descomposición no es posible, se dice que la función de covarianza es no se-
parable.
DEFINICIÓN 17 Un proceso espacio-temporal Z (s, t ) tiene una función de covarianza com-
pletamente simétrica si
C
(
(si , ti ), (s j , t j )
)=C ((si , t j ), (s j , ti )) ,
con i , j = 1,2,3, ...,n, para cualquier par de localizaciones (si , ti ) y (s j , t j ) en Rd ×R.
DEFINICIÓN 18 Un proceso espacio-temporal Z (s, t ) tiene función de covarianza con so-
porte compacto si, para cualquier par de localizaciones (si , ti ) y (s j , t j ) en Rd ×R, la cova-
rianza C
(
(si , ti ), (s j , t j )
)
tiende a cero cuando la distancia espacial o temporal es sufucien-
temente grande.
En [14] se presenta un gráfico, tomado de Gneiting et al. 2005, que representa la relación
entre las covarianzas separables, completamente simétricas, estacionarias y de soporte
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compacto, dentro del conjunto general de funciones de covarianza espacio-temporal es-
tacionarias o no estacionarias. Como se puede observar en la Figura 4.1, una función de
covarianza separable puede ser estacionaria o no estacionaria, y lo mismo ocurre con la
función de covarianza completamente simétricas. Del mismo modo se observa que las
estructuras de covarianza que no son completamente simétricas son no separables.
Figura 4.1: Funciones de covarianza espacio-temporales (estacionarias y no estacionarias).
DEFINICIÓN 19 Un proceso espacio-temporal estacionario Z (s, t ) tiene función de cova-
rianza espacialmente isotrópica si
C (h,u)=C (‖h‖ ,u), ∀(s, t ) ∈Rd ×R.
DEFINICIÓN 20 Un proceso espacio-temporal estacionario Z (s, t ) tiene función de cova-
rianza temporalmente isotrópica si
C (h,u)=C (h,‖u‖), ∀(s, t ) ∈Rd ×R.
De lo anterior se puede deducir que si la función de covarianza de un proceso estacionario
es espacial y temporalmente isotrópica, entonces es completamente simétrica. Igual que
en los procesos meramente espaciales, se modeliza la estructura de segundo orden de un
proceso espacio-temporal utilizando variogramas en lugar de funciones de covarianzas.
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El variograma espacio-temporal está definido asi:
2γ
(
(si , ti ), (s j , t j )
)=V ar (Z (si , ti )−Z (s j , t j )) ,
con i , j = 1,2,3, ...,n, mientra que la mitad de esa cantidad recibe el nombre de semiva-
riograma. Cuando el proceso tiene media constante, se tiene:
2γ
(
(si , ti ), (s j , t j )
)= E [Z (si , ti )−Z (s j , t j )]2 .
Cuando se pueden definir las funciones de covarianza y el variograma, se relacionarán
mediante la expresión:
2γ
(
(si , ti ), (s j , t j )
)=V ar (Z (si , ti ))+V ar (Z (s j , t j ))−2C ((si , ti ), (s j , t j ))
= 2C (0,0)−2C (si −s j , ti − t j )
Por lo que el proceso Z (s, t ) sería intrísecamente estacionario con semivariograma
γ(h,u)=C (0,0)−C (h,u).
La función de correlación es otra de las funciones muy utilizadas en la modelización de
la dependencia espacio-temporal de los procesos estacionarios.
DEFINICIÓN 21 Sea Z (s, t ) un porceso estacionario de segundo orden con varianza a prio-
ri σ2 =C (0,0)> 0. La función de correlación del proceso se define como
ρ(h,u)= C (h,u)
C (0,0)
NOTAS IMPORTANTES:
i. Como ρ es una función de correlación sobre Rd ×R, sus marginales ρ(0,u) y ρ(h,0)
serán respectivamente funciones de correlación espacial sobre Rd y de correlación
temporal sobre R.
ii. Una condición necesaria y suficiente para que una función C
(
(si , ti ), (s j , t j )
)
de va-
lores reales definida sobre Rd ×R sea una función de covarianza es que sea simétrica
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y definida positiva, esto es
n∑
i=1
n∑
j=1
φiφ j C
(
(si , ti ), (s j , t j )
)≥ 0,
para cualquier n ∈N, y para cualquier (si , ti ) ∈Rd ×R y φi ∈R con i = 1,2,3, ...,n.
iii. Una condición necesaria y suficiente para que una función γ
(
(si , ti ), (s j , t j )
)
de valo-
res reales no negativa definida sobre Rd ×R sea un semivariograma es que sea simé-
trica, es decir
γ
(
(si , ti ), (s j , t j )
)= γ((s j , t j ), (si , ti )) ,
y que sea condicionalmente definida positiva, esto es,
n∑
i=1
n∑
j=1
φiφ jγ
(
(si , ti ), (s j , t j )
)≤ 0,
para cualquier n ∈ N, y para cualquier (si , ti ) ∈ Rd ×R y φi ∈ R con i = 1,2,3, ...,n y∑n
i=1φi = 0.
4.3. Estimación del variograma y covariograma
La estimación empírica de la función de covarianza o del variograma de un proceso espacio-
temporal se realizar por medio de los procesos vistos en la sección 3.6.
En el caso de los procesos espacio-temporales Z (·, ·) que son intrínsecamente estaciona-
rios observados sobre un conjunto de localizaciones espacio-temporales
{(s1, t1), (s2, t2), ..., (sn , tn)} ,
se puede obtener una estimación de su variograma 2γ(·, ·) o de su función de covarian-
za C (·, ·) si además es estacionario de segundo orden, a partir de los valores observados
utilizando el estimador clásico de Matheron o el estimador robusto de Cressie & Hawkins.
Por medio del método de los momento, es estimador viene dado por
2γˆ(h,u)= 1
#N (h,u)
∑
N
(h,u)
(
Z (si , ti )−Z (s j , t j )
)2 , (4.1)
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donde N (h,u)= {(si , ti ), (s j , t j ) : si −s j ∈ T (h), ti − t j ∈ T (u)} y T (h) es una región de tole-
rancia enRd alrededor de h y T (u) una región de tolerancia enR alrededor de u, y #N (h,u)
es el cardinal de N (h,u).
NOTA IMPORTANTE: En el caso que interesa en esta investigación se tiene que d = 1 y
por lo tanto la región de tolerancia esta en R alrededor de h y es un intervalo.
Para la covarianza el estimador obtenido por el método de los momentos, se tiene
Cˆ (h,u)= #N (h,u)∑
N
(h,u)
(
Z (si , ti )− Zˆ
)(
Z (s j , t j )− Zˆ
)
,
donde
Zˆ = 1
n
n∑
i=1
Z (si , ti ),
es el estimador de la media µ del proceso.
NOTA IMPORTANTE: El método de estimación clásico presenta la ventaja de su facilidad
de cálculo, pero con algunos inconvenientes prácticos como por ejemplo, la falta de ro-
bustes frente a valores extremos del proceso. Para evitar el problema[14], Cressie & Haw-
kins (1980) definen el estimador de variograma periódico siguiente:
2γˆ(h,u)=
(
1
N (h,u)
∑
N
(h,u)
∣∣Z (si , ti )− Zˆ )(Z (s j , t j )− Zˆ ∣∣1/2
)4 (
0,457+ 0,494
#N (h,u)
)−1
(4.2)
4.4. Modelos de covarianza espacio-temporales
Se definen ésta sección algunos modelos de covarianza espacio-temporales (Tomado de
[14]).
1. Modelo métrico: Sea C (·) una función definida positiva enRd×R. El modelo métrico
esta dado por[4]:
C (h,u)=C (a2 ‖h‖2+b2 |u|2) ,
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donde a,b ∈ R y son constantes que definen la métrica espacio-temporal. Este mo-
delo supone la misma estructura de dependencia en el espacio y el tiempo, y sólo
permite cambios en el rango de las dos funciones de covarianza1.
2. Modelo producto: Este modelo esta basado en la consideración de las funciones de
covarianza espacio-temporales separables estableciendo la dependencia de las dos
(Rodriguez-Iturbe & Mejía 1974, De Cesare et al. 1997). El modelo es
C (h,u)=Cs(h)Ct (u),
donde Cs es una función definida positiva enRd y Ct es una función definida positiva
en R2. Si se reescribe en términos de semivariogramas se tiene
γ(h,u)=Ct (0)γs(h)+Cs(0)γt (u)−γs(h)γt (u),
donde γ(h,u) es el semivariograma espacio-temporal, γt (u) es el semivariograma
temporal, γs(h) es el semivariograma espacial, Cs(0) es la meseta de γs y Ct (0) es la
meseta de γt . La principal ventaja de escribir el modelo producto en términos de
modelo de semivariograma es que, aunque la suma de dos semivariogramas es ge-
neralmente semidefinida, y el porducto de dos de esas funciones no será del mismo
tipo, cuando la suma y el producto se combinan se puede obtener un modelo válido
(Myers et al. 2002).
3. Modelo suma: Este modelo de covarianza estacionaria fué introducido por Rouhani
& Hall (1989) y consiste en considerar la covarianza espacio-temporal del proceso
como la suma de las covarianzas espaciales y temporales. Este modelo esta dado por
C (h,u)=Cs(h)+Ct (u).
La principal dificultad que se presenta es que la suma de los modelos de covarian-
za espacial y temporal, no es generalmente una función definida positiva, tan solo
semipositiva. Lo anterior puede causar que la matriz de coeficientes de las ecuacio-
nes de kriging no sea invertible para determinadas configuraciones de algunos datos
espacio-temporales (Myers & Journel 1990, Rouhani & Myers 1990).
1Se pueden encontrar aplicaciones de éste modelo en Armstrong & Hubert (1993) y Snepvangers & Huisman (2003), estos últimos
autores lo aplican para modelar el contenido de agua del suelo en un pastizal de 0.36 hectáreas en los Países bajos.
2Algunos modelos de covarianza espaciales y temporales se encuentran disponibles en Cressie (1993).
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4. Modelo producto-suma: De Cesare et al. (2001b) introduce este nuevo modelo de
covarianza espacio-temporal estacionario, el cual es una generalización del mode-
lo producto, que se obtiene mediante la combinación de sumas y productos de la
covarianza meramente espacial y temporal del proceso, entonces
C (h,u)= k1Cs(h)Ct (u)+k2Cs(h)+k3Ct (u),
es una covarianza espacio-temporal para algún k1 > 0, k2,k3 ≥ 0. En términos de
semivariograma es
γ(h,u)= [k2+k1Ct (0)]γs(h)+ [k3+k1Cs(0)]γt (u)+k1γs(δs)γt (δt ).
En éste caso los semivariogramas marginales son
γ(h,0)= [k2+k1Ct (0)]γs(h)
γ(0,u)= [k3+k1Cs(0)]γt (u),
es decir, son iguales a los semivariogramas meramente espaciales y temporales res-
pectivamente, excepto por una constante de proporcionalidad.
5. Modelo Cressie-Huang: Un procedimiento para construir modelos paramétricos a
partir de funciones de covarianza estacionarias no separables espacio-temporales,
y por lo tanto que incluye la posible interacción espacio-tiempo del proceso, se ha
presentado en Cressie & Huanh (1999). Si C (h,u) es integrable, se puede expresar la
función de covarianza en la forma
C (h,u)=
∫
Rk
e i h
′wρ(w,u)k(w)d w,
donde w es la densidad espectral de un proceso espacial y ρ(w ; ·) una función de
autocorrelación temporal, la cual cumple las siguientes propiedades:
i. Para cada w ∈Rk , ρ(w ; ·) es una función de autocorrelación continua, tal que∫
ρ(w ;u)du <∞, y k(w)> 0,
ii. La función positiva k(w) satisface:∫
k(w)d w <∞.
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Capı´tulo5
MODELIZACION DE PROCESOS Z (·, ·)
ESPACIO-TEMPORALES
“Cuando las leyes de la matemática
se refieren a la realidad, no son ciertas;
cuando son ciertas, no se refieren a la realidad.”
Albert Einstein 1879-1955
5.1. Introducción
En la modelización práctica de series de tiempo, se debe tomar la decisión de cuál es la
mejor metodología para abordar tal tarea. Cuando se está ante una serie de tiempo que es
irregularmente espaciada la situación no es tan simple, porque por ejemplo, el enfoque
propuesto por Box & Jenkins 1979, exige como supuesto básico que los datos esten equies-
paciados en el tiempo o en el espacio. Existen otros enfoques de modelización como lo
es, por ejemplo, el enfoque espacio-estados donde la idea es caracterizar el estado del sis-
tema en cualquier instante del tiempo de tal modo que dado el estado actual el futuro no
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dependa del pasado. La idea básica de este enfoque es que las series de tiempo pueden
ser puestas como modelos de regresión donde las variables explicativas son funciones del
tiempo, con coeficientes que también cambian con el transcurso del tiempo[8].
Ya en el ámbito de la geoestadística, se tiene que en Kyriakidis & Journel (1999), Benerjee
et al. (2004) y Chen (2007) se puede encontrar una revisión completa y exahustiva de las
diferentes técnicas de modelización de procesos espacio-temporales.
Un proceso espacio-temporal puede descomponenrse como
Z (si , ti )=µ(si , ti )+²(si , ti ),
con (si , ti ) ∈Rd×R, i = 1,2, ...,n. Acá µ(si , ti )= E
[
µ(si , ti )
]
y ²(si , ti ) es un proceso estocás-
tico de media cero y variograma 2γ(·, ·). Este proceso caracteriza la dependencia espacio-
temporal y modeliza las fluctuaciones espacio-temporales de Z alrededor de su media
µ.
La media del proceso, que generalmente se supone determinista se descompone como
µ(si , ti )=
p∑
k=0
θk fk (si , ti ), (si , ti ) ∈Rd ×R (5.1)
por lo que µ(si , ti ) se expresa como función de p +1 funciones conocidas fk (si , ti ) inclu-
yendo el intercepto f0(si , ti ) = 1. Estas funciones son elegidas durante la modelización
para ajustar la media observada de los datos, y donde θk son p +1 coeficientes descono-
cidos. Los coeficientes de (5.1) pueden considerarse fijos, o dependientes del espacio y
del tiempo, es decir, θk = θk (si , ti ).
5.2. Predicción
Bajo el supuesto de que se ha observado un proceso sobre un conjunto de n localizacio-
nes espacio-temporales {(s1, t1), (s2, t2), ..., (sn , tn)}, el objetivo será la predicción del valor
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del proceso sobre una nueva localización (s0, t0), Z (s0, t0), donde s0 es una determinada
localización espacial en Rd y t0 será un tiempo de interés en R.
Se supondrá también que el proceso es ergódico1, es decir, el proceso satisface la condi-
ción de regularidad
V ar (Z (si , ti ))<∞, ∀(s, t ) ∈Rd ×R,
con lo que su media y su covarianza existen, para cualquier (si , ti ), (s j , t j ) ∈ Rd ×R. Ade-
más se supone que el proceso admite la descomposición (5.1), es decir, puede expresarse
como suma de una tendencia µ que expresa la media del proceso y un proceso estocás-
tico estacionario ² de media cero que captura la variabilida espacio-temporal respecto a
dicha media.
En adelante se considerará el proceso Zˆ (s0, t0), definido como combinación lineal de las
observaciones, de tal manera que sea insesgado y minimice el error cuadrático medio de
la predicción. Como se vió en el capítulo 3, para el caso espacial, existen diferentes moda-
lidades de kriging dependiendo de las hipótesis adoptadas sobre la media del proceso. De
esta manera, en el kriging ordinario, se supone que la media es desconocida pero cons-
tante y en el kriging universal se supone que la media es desconocida pero puede expre-
sarse como función lineal de un conjunto de variables que dependen de la localización
espacio-temporal.
5.2.1. kriging ordianrio espacio-temporal
Dado que la media del proceso es constante desconocida, es decir, µ(si , ti ) = µ, para i =
1,2, ...,n, entonces el proceso Z (s, t ) tiene función de covarianza
C (si −s j , ti − t j )=C
(
Z (si , ti ), Z (s j , t j )
)=C (²(si , ti ),²(s j , t j ))=C²(si −s j , ti − t j ).
1Un proceso estocástico es ergódico si se puede caracterizarizar estadísticamente a partir de una realizacion.
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En éste caso, la condición de insesgadez E
[
Z (s0, t0)− Zˆ (s0, t0)
]
, del proceso impone que
los φi deben sumar uno, es decir,
∑
i φi = 1, y el predictor asociado a este kriging viene
dado por
Zˆ (s0, t0)=
n∑
i=1
φi Z (si , ti ). (5.2)
El objetivo entonces radica en encontrar aquellos pesos φi que minimizan el error cua-
drático medio σ2OK asociado a la predicción y dado por
σ2OK (s0, t0)=V ar
[
Z (s0, t0)− Zˆ (s0, t0)
]= E [Z (s0, t0)− Zˆ (s0, t0)]2 ,
bajo la restricción dada por la condición de insesgadez. Aplicando el mismo procedimien-
to descrito en la sección 3.9 para el caso espacial, se llega a que el predictor buscado se
obtiene considerando
φˆ′ =
[
c+11−1
′ (∑
τ
)−1 c
1′
(∑
τ
)−1 1
]′
σ−1,
donde
∑
τ es una matriz n×n cuyo i j -ésimo elemento es C (si − s j , ti − t j ) y c es el vec-
tor de dimensión n cuyo i -ésimo elemento es C (s0− si , t0− ti ). La varianza del error de
predicción está dada por
σ2OK (s0, t0)=C (0,0)−φ′c+
1−1′ (∑τ)−1 c
1′
(∑
τ
)−1 1 .
Igual que en el caso espacial, estas expresiones pueden escribirse en términos del vario-
grama del proceso si éste es además intrínsecamente estacionario. Sea 2γ(h,u) el vario-
grama del proceso, los φi a considerar estarán dados por
φˆ′ =
(
γ+11−1
′Γ−1γ
1′Γ−11
)′
Γ−1,
donde Γ es la matriz n×n cuyo i j -ésimo elemento es γ(si − s j , ti − t j ) y γ es el vector de
dimensión n cuyo i -ésimo elemento es γ(s0−si , t0− ti ).
NOTA IMPORTANTE: Si el objetivo es la predicción del proceso en el punto (s0, t0), me-
diante el procedimiento descrito anteriormente no será necesario estimar la media del
proceso. En éste caso el error cuadrático medio estará dado por la siguiente expresión
σ2OK (s0, t0)= γ′Γ−1γ−
(
1′Γ−1γ−1)2
1′Γ−11
.
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5.2.2. Kriging universal espacio-temporal
Ahora se plantea el supuesto de que la media del proceso µ es desconocida y además
una combinación lineal de funciones conocidas o covariables ligadas a las localizaciones
espacio-temporales. Luego
µ(si , ti )=
p∑
k=0
θkτk (si , ti )= τ′(si , ti )θ˜,
donde τ(si , ti ) es el vector formado por los valores de las p+1 variables explicativas inclu-
yendo el intercepto, las cuales son consideradas en la i -ésima localización espacio tem-
poral, con τ0(s, t )= 1, y θ˜ es un vector de p+1 parámetros desconocidos. Se denotará por
V la matriz n×(p+1) cuyo i j -ésimo elemento es τ j (si , ti ), con i = 1,2, ...,n y j = 1,2, ..., p.
Igual que en los casos anteriores se quiere predecir el valor de Z (s0, t0) a partir del con-
junto de observaciones Z utilizando el predictor lineal (5.2), escogiendo los pesos φi de
forma que sea insesgado y minimice el error cuadrático medio asociado. La condición de
insesgadez establecida anteriormente, implica que φ′V = τ(s0, t0)′. El predictor asociado
a este tipo de kriging viene dado por
Zˆ (s0, t0)=φ′V ,
donde
φˆ′ =
[
c+V
(
V ′
(∑
τ
)−1
V
)−1 (
τ(s0, t0)−V ′
(∑
τ
)−1
c
)]′ (∑
τ
)−1
,
donde
∑
τ es una matriz n×n cuyo i j -ésimo elemento es C (si − s j , ti − t j ) y c es el vector
de dimensión n cuyo i -ésimo elemento es C (s0 − si , t0 − ti ). El error cuadrático medio
asociado a este predictor viene dado por
σˆ2U K (s0, t0)=C (0,0)−c′
(∑
τ
)−1
c+
[
τ(s0, t0)−V ′
(∑
τ
)−1
c
]′
×
[
V ′
(∑
τ
)−1
V
]−1[
τ(s0, t0)−V ′
(∑
τ
)−1
c
]
.
(5.3)
Del mismo modo que en el caso espacial, las expresiones anteriores se pueden escribir en
términos del variograma del proceso si ésta es además intrínsecamente estacionario. Sea
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2γ(h,u) el variograma del proceso, los pesos φi a considerar estarán dados por
φ′ =
[
γ+V (V ′Γ−1V )−1 (τ(s0, t0)−V ′Γ−1γ)]Γ−1,
siendo Γ la matriz n×n cuyo i j -ésimo elemento es γ(si −s j , ti − t j ) y γ es el vector de di-
mensión n cuyo i -ésimo elemento es γ(s0−si , t0− ti ). El error cuadrático de la predicción
esta dado por
σˆ2U K (s0, t0)= γ′Γ−1γ−
[
τ(s0, t0)−V ′Γ−1γ
]′ (
V ′Γ−1V
)−1 [
τ(s0, t0)−V ′Γ−1γ
]
.
En cuanto a la estimación óptima de los parámetros de la media θ˜, como los datos Z
satisfacen un modelo linela general con E [Z] = V θ˜ y V ar [Z] =∑τ, puede obtenerse por
mínimos cuadrados ordinarios generalizados como
ˆ˜θg l s =
(
V ′
−1∑
τ
V
)−1
V ′
−1∑
τ
Z,
donde V ar
[
ˆ˜θg l s
]
= (V ′∑−1τ V )−1. A partir de estas expresiones, se puede obtener inter-
valos de confianza para estos parámetros o combinaciones lineales de los mismos. Se
entiende aquí que para estimar los parámetros de la media de forma óptima es necesario
conocer las covarianzas involucradas en
∑
τ. Para la predición óptima de Z (s0, t0) única-
mente se ha de conocer los variogramas implicados en Γ.
5.3. Regresión basada en distancias
En la estadística, las distancias aparecen en muchos aspectos como por ejemplo: Juzga-
miento de hipótesis, estimación, regresión, análisis discriminante, entre otros. Autores
como Cuadras (1989), Cuadras & Arenas (1990) y Arenas & Cuadras (2002) presentan los
principales conceptos de distancias en el contexto de la geoestadística. Ellos proponen
el método de regresión múltiple basado en distancias utilizando diferentes métricas para
el trabajo con variables explicativas continuas y categóricas. Veamos algunos aspectos en
las siguientes secciones.
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5.3.1. Modelo de regresión basado en distancias
Antes de entrar en materia se presentan a continuación las definiciones de distancia y
similaridad.
DEFINICIÓN 22 Una distancia δ sobre un conjunto finito o infinito Ω es una aplicación
que a cada para de individuos (wi , w j ) en Ω×Ω le hace corresponder un número real
δ(wi , w j )= δi j , que cumple con las siguientes propiedades:
i. δi j ≥ 0.
ii. δi j = δ j i .
iii. δi j ≤ δi k +δk j .
En el item iii la propiedad se denomina desigualdad triángular y cuando se cumple se dice
que la distancia es métrica.
DEFINICIÓN 23 Si Ω es un conjunto finito, que se indica por Ω = {w1, w2, ..., wn}, las dis-
tancias δi j se expresan mediante la matriz simétrica∆, llamada matriz de distancias sobre
Ω,
∆=

δ11 δ12 · · · δ1n
δ21 δ22 · · · δ2n
· · · · · · . . . · · ·
δn1 δn2 · · · δnn

con δi i = 0, δi j = δ j i . Se llama preordenación deΩ asociado a ∆, a la ordenación de menor
a mayor de los q = n× (n+1)/2 pares de distancias no nulas:
δi1 j1 ≤ δi2 j2 ≤ ·· · ≤ δiq jq ,
es decir, la ordenación de los pares (wi , w j ) deΩ de acuerdo con su proximidad.
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Una matriz de distancias∆ puede ser transformada de diversos modos, como cuando por
ejemplo la transformación es útil para conseguir que la nueva distancia cumpla propieda-
des que la distancia original no posee, conservando la preordenación, es decir, la relación
de proximidad entre individuos.
DEFINICIÓN 24 Una similaridad m en un conjunto Ω, es una aplicación que asigna a
cada par (wi , w j ) ∈Ω×Ω, un número real mi j =m(i , j ), que cumple:
i. 0≤mi j ≤mi i = 1.
ii. mi j =m j i
CuandoΩ es un conjunto finito, entonces la matriz
M =

m11 m12 · · · m1n
m21 m22 · · · m2n
· · · · · · . . . · · ·
mn1 mn2 · · · mnn

se denomina matriz de similaridad sobreΩ.
Es inmediato pasar de similaridad a distancia y recíprocamente. Las dos transformacio-
nes básicas son:
δi j = 1−mi j (5.4)
δi j =
√
1−mi j (5.5)
En general una matriz de similaridades puede tener en su diagonal elementos si j , 1. La
transformación que permite pasar de similaridades a distancias es entonces:
δi j =
√
mi i +m j j −2mi j . (5.6)
Por lo general es mejor (5.5) sobre (5.6). Sin embargo en la mayoría de las situaciones es
(5.6) la transformación más apropiada.
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Cuando se tienen variables binarias, se puede obtener similaridades y distancias reali-
zando el siguiente procedimiento: sean p variables binarias V1,V2, ...,Vp , donde cada V j
para j = 1,2, ...,n toma los valores 0 o 1 según la presencia de una cierta característica.
Para este caso, son conocidos los siguientes coeficientes se similaridad entre cada par de
individuos wi , w j .
mi j = c1+ c4
c1+ c2+ c3+ c4
mi j = c1
c1+ c2+ c3
(5.7)
que corresponden a los coeficientes de Sokal-Michener y de Jaccard respectivamente. En
(5.7), c1,c2,c3 y c4 son las frecuencias de (1,1), (1,0), (0,1) y (0,0) respectivamente. Nóte-
se que p = c1+ c2+ c3+ c4. Estas similaridades pueden ser transformadas en distancias
utilizando (5.4) y (5.5).
Para el caso en que las variables sean mixtas (continuas, binarias o cualitativas), entonces
es aducuado utilizar la similaridad de Gower (1968)[14] y Gower (1971):
mi j =
p1∑
i=1
(
1−
∣∣τi l −τ j l ∣∣
Gl
)
+ c1+w
p1+p2+p3− c4
, (5.8)
donde Gl es el rango de la i -ésima variable cuantitativa, p1 es el número de variables
cuantitativas, c1 y c4 corresponden al número de coincidencias y no coincidencias para
las p2 variables binarias, respectivamente, y w es el número de coincidencias para las p3
variables cualitativas. Con este coeficiente es posible el tratamiento de datos faltante y se
reduce al coeficiente de Jaccard cuando p1 = p2 = 0. También en este caso, se utiliza la
distancia (5.5) elevada al cuadrado, es decir δ2i j = 1−mi j .
NOTA IMPORTANTE: Cuando se utiliza alguna de las distancias según las necesidades del
estudio, se realiza la descomposición espectral con la finalidad de realizar el modelo de
regresión basado en distancias. En este caso, sea An×n = ai j la matriz de elementos con
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ai j =−
δ2i j
2
y B =H AH con
H = I − 1
n
11′
con I la matriz identidad de tamaño n ×n y 1 es un vector de unos de tamaño n × 1.
Adicionalmente, B es una matriz semidefinida positiva de rango k, luego la matriz X de
coordenadas principales se puede obtener a partir de la descomposición espectral
B =H AH =UξU ′ = X X ′, (5.9)
donde ξ es una matriz diagonal conformada por los valores propios de A, X =Uξ1/2 es
una matriz n ×n de rango k ≤ n − 1, y U contiene las coordenadas estandarizadas. La
matriz B entrega las coordenadas euclídeas del conjuntoΩ= {w1, w2, ..., wn}. En la matriz
X , cada renglón contiene las coordenadas principales del individuo i .
5.3.2. El modelo
Bajo el supuesto de que se tienen p variables V1,V2, ...,Vp observables de tipo continuo,
binario o categórico o incluso los tres tipos a la vez, en cuyo caso se tienen datos mixtos,
entonces sea δ(wi , w j ) una distancia adecuada entre pares wi y w j de individuos. Si los
datos son binarios δ(wi , w j ) se puede basar en (5.7) y si son mixtos con (5.8). A partir de
δi j se puede obtener la matriz ξ y aplicando la descomposición espectral (5.9), se obtiene
la matriz X , de coordenadas principales, que reproduce las distancias originales. Cuadras
(2007), propone el modelo
Z=β01+Xβ+e, (5.10)
donde Z(n×1) es un vector conocido con n observaciones de una variable respuesta cuan-
titativa, X(n×k) es conocida con Rang o(X )= Rang o(B)= k, β(k×1) es un vector descono-
cido de parámetros y e es un vector aleatorio. Dado que como B1 = 0, entonces 1 como
las columnas de X son vectores propios de B .
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El modelo (5.10) se escribe asi:
Z=β01+
k∑
i=1
(
βi Xi
)+e, (5.11)
donde las Xi , con i = 1,2, ...,k son las variables predictoras.
Es importante anotar aquí que el valor de k es el número de variables observables explica-
tivas. Una selección adecuada de las columnas de X consiste en escogerlas por orden de
correlación con Z, es decir, r (Z, X1)> r (Z, X2)> ·· · > r (Z, Xk ). Otro tipo de selección con-
siste en ordenarlas de acuerdo con la variabilidad explicada por la variables predictoras,
es decir, seleccionar los k primeros ejes principales, sin embargo, si resulta que la varia-
ble Xk+1 tiene una correlación rk+1 = r (Z, Xk+1), relativamente alta, podría haber perdido
una variable predictora significativa (Cuadras & Fortiana 1993).
Para el caso en que n sea muy grande, la selección de coordenadas puede volverse algo
muy pesado computacionalmente. Pero Cuadras (1996), presenta un procedimiento para
calcular los primeros k vectores propios adecuadamente y es el siguiente:
c(0)= 0
c(i )=
i∑
j=1
r 2j λ j
k∑
j=1
r 2j λ j
, para i = 1,2, ...,k
(5.12)
donde r j =Cor r (Z, X j ) y cada c(i ) mide la predictibilidad de las primeras i dimensiones,
ponderadas por los correspondientes valores propios. Asi, el valor inicial c(0) = 0, debe
ser interpretado como la falta de predictibilidad de 1, el vector constante de unos, que
como se dijo antes es también vector propio de B .
Las selecciones mencionadas deben ser realizadas representando graficamente los pun-
tos (i ,1−c(i )), para i = 1,2, ...,k∗ < k, donde k∗ es tal que 1−c(i ) es muy próximo a 0. Esto
quiere decir, que el corte en k∗ es tal que, a la derecha de k∗ el gráfico está muy próximo al
eje horizontal, indicando que las dimensiones superiores no deben ser tenidas en cuenta.
La dimensión principal 1 ≤ i ≤ k∗ debe ser seleccionada si se aprecia una caída entre el
59
Trabajo de Grado Roosevelt Andrés Palacios Flórez
punto (i −1,1− c(i −1)) y (i ,1− c(i −1)). Entonces la dimensión i aceptada o rechazada
según si r 2i o λi sean grandes o pequeños.
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Capı´tulo6
CONCLUSIONES
Este trabajo de profundización en el análisis de series de tiempo y dedicado a la IMPLE-
MENTACIÓN DE UN SEMIVARIOGRAMA PERIÓDICO PARA EL ANÁLISIS DE SERIES
DE TIEMPO IRREGULARES arroja como conclusiones lo siguiente:
1. El uso de herramientas de la geoestadística permite el análisis de series de tiempo
espacio-temporales no equiespaciadas por no ser éste un supuesto muy fuerte den-
tro de la teoría y en especial en el estimador robusto dado que en él no se requiere
una malla regular.
2. A pesar de que desde el enfoque espacio-estados se pueden realizar análisis de series
de tiempo no equiespaciadas, computacionalmente es mas liviano el análisis por
medio de las herramientas de la geoestadística. Los software gratuitos disponibles
generan excelentes resultados
3. El método de estimación clásico presenta la ventaja de su facilidad de cálculo, pero
con algunos inconvenientes prácticos como por ejemplo, la falta de robustes frente
a valores extremos del proceso. Para evitar el problema se define el estimador de
variograma periódico (4.2).
61
Trabajo de Grado Roosevelt Andrés Palacios Flórez
4. Basado en el método de las distancias se pueden generar modelos de regresión uti-
lizando diferentes métricas para el tgrabajo con variables explicativas continuas y
categóricas.
5. A diferencia de los métodos clásicos (de Box y Jemkins, Espacio-Estados) se pueden
trabajar con herramientas de la geoestadística variables binarias y categóricas como
se mostró en la sección (5.3.2).
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