Abstract-The Gabor expansion, which maps the time domain signal into the joint time and frequency domain, has long been recognized as a very useful tool in signal processing. Its applications, however, were limited due to the difficulties associated with selecting the Gabor coefficients. Because timeshifted and frequency-modulated elementary functions in general do not constitute an orthogonal basis, the selections of the Gabor coefficient are not unique. One solution to this problem, developed by Bastiaans, is to introduce an auxiliary biorthogonal function. Then, the Gabor coefficient is computed by the usual inner product rule. Unfortunately, it is not easy to determine the auxiliary biorthogonal function for an arbitrary given synthesis function and sampling pattern. While less success was found in the continuous case, we present a discrete solution in this paper, which is named the discrete Gabor transform (DGT). For a given synthesis window and sampling pattern, computing the auxiliary biorthogonal function of the DGT is nothing more than solving a linear system. The DGT presented applies for both finite as well as infinite sequences. Using the advantages of the nonuniqueness of the auxiliary biorthogonal function at oversampling, we further introduce the so-called orthogonal-like DGT. As the DFT (a discrete realization of the continuous-time Fourier transform), the DGT introduced provides a feasible vehicle to implement the useful Gabor expansion.
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I. INTRODUCTION HALF century ago, Gabor [7] presented an approach
A to characterize a time function in time and frequency simultaneously, which later became known as the Gabor expansion. For signal s ( t ) , the Gabor expansion is defined as where T and fl represent time and frequency sampling intervals, respectively. The synthesis function h ( t ) is subject to a unit energy constraint. The existence of (1) has been found to be possible for arbitrary s ( t ) only for T Q 5 2a [2] , [9] . T Q = 2a is called critical sampling and T s2 < 2a is oversampling.
Although the Gabor expansion has been recognized as very useful for signal processing, its applications were limited due to the difficulties associated with computing the Gabor coefficients Cm,n. According to the Balian-Low Equation (2) is in fact a sampled version of the windowed Fourier transform, which we term the Gabor transform.
y ( t ) in (2) can also be considered as an analysis function. Substitute (2) into (1). The completeness of (1) leads to the following biorthogonality relationship between y ( t ) and h ( t ) [14]:
The major problem of Bastiaan's approach is to compute the analysis function y ( t ) that satisfies (3) for a given synthesis function h ( t ) and sampling constants T and !d. The authors are not aware of the general solution of (3).'
In fact, even when y ( t ) can be found in a few special 2) The lengths of the analyzed signal and windows have to be equal. Consequently, the memory and computation burden associated with computing the analysis window prohibits processing data of even moderate size. In this paper, based on the previous work, we develop the discrete Gabor transform (DGT) and Gabor expansion for infinite sequences. In the DGT, the length of the window h (i) and y (i) is independent of the length of the analyzed sequence. Consequently, one can use a finite window to process infinite sequences. The DGT presented applies for both finite as well as infinite sequences.
As in the finite case, the analysis window function of the DGT may also be a solution of an underdetermined linear system. Restricting y(i) to one that is most similar to the given synthesis window h ( i ) , we further obtain the orthogonal-like DGT. In the orthogonal-like DGT, the Gabor coefficient can be thought of as the measure of similarity between the underlying signal s ( i ) and the individual basis function hm,n(i). Therefore, it will reflect the signal's local behavior as long as the given synthesis win- The DGT presented has been extensively tested for various window types and lengths. In all cases, the test results fit perfectly to the theory. As the DFT (discrete Fourier transform), the DGT presented provides a feasiNow ( i ) becomes a solution of a linear system given by (6) . Let A M A N = p . Equation (6) can be written in the following matrix ble vehicle to implement one of the most important transformations, the Gabor expansion, in signal processing.
The rest of this paper is organized in the following fashion. In Section 11, the finite discrete Gabor expansion will be briefly reviewed. In particular, we introduce the orthogonal-like representation. Based on the finite case, the DGT is developed in Section 111. Finally, the numerical examples of DGT are provided. Appendix A is devoted to highlight the algorithm of solving the optimal biorthogonal window function "/qpt (i ). The general biorthogonality relationship will be discussed in Appendix B.
FINITE ORTHOGONAL-LIKE DISCRETE GABOR
EXPANSION Applying the sampling theory and the discrete Poissonsum formula, Wexler and Raz obtained a discrete version of the Gabor expansion for the finite and periodic sequence S ( i ) with a period L [14] as follows:
~( i )
= mzo nzo c m , n h r n , n ( i ) (4) where H is a p X L matrix constructed by 
where the second summation is an N-point FFT.
Consequently, the Gabor coefficient Cm," could be considered as the measure of similarity between the-underlying signal f ( i ) and the individual basis function hm," (i).
In this case, Gabor coefficients well reflect signal local behaviors as long as the synthesis window h ( i ) is localized.
The solution of (8) has been addressed in [ 131 and will be summarized in Appendix A. If matrix H has a full row rankp, the solution of (8) In many real applications, however, the number of samples could be very large. In those cases, the algorithm introduced earlier is no longer adequate. It is desirable to investigate the discrete version of the Gabor expansion for infinite sequences. If we restrict the length of y (i) and h (i) to be the same,
$(i)
As shown in Appendix B, under this assumption we can rewrite (13) as where the periodic sequence h ( i ) with period 2L -N is given by
It is worthwhile to note that y (i) obtained from (14) is a special solution of (13), whose length is equal to the length of the given window function h ( i ) . The significance of (14) is its independence of the signal length L,, which suggests that y (i) can be completely determined regardless of the analyzed data size. Equation (14) can also be then y(i) is determined by (15) . At critical sampling, underdetennined linear system. In this case, the system either has no solution or has an infinite number of solutions. The particularly interesting choice of y(i) is one that is most similar to the given h ( i ) since such constraint will lead to a useful orthogonal-like representation.
In fact, (14) and (6) well reflect signal local behaviors because Cm,n is very close to the inner product of s ( i ) and hm,n ( i ) .
Analog to the finite case, once yop,(i) is found Cm," can be efficiently evaluated by a sampled FFT. Since y ( k ) = 0 for k < 0 and k 1 L. Substituting k = i -mAM in (17) yields
The right-side summation is a standard N-point FFT.
Figs. 2 to 5 illustrate biorthogonal analysis windows corresponding to the Gaussian function, the chirp function, the one-side exponential function, and a smoothed exponential function. The similarity between yopt ( i ) and h ( i ) usually is proportional to the oversampling rate. At the same oversampling rate, in general, the error r is smaller for the smoothed synthesis window, as indicated in Figs. 4 and 5 . In all our simulations, reconstruction errors (MSE) were around which were virtually error-free reconstruction.
IV. CONCLUSIONS
In this paper, we present a feasible algorithm to implement the Gabor expansion, whose coefficients are computed by the discrete Gabor transform (DGT). We begin with the finite discrete case, in which the analysis function y ( i ) is simply a solution of a linear system determined by a given synthesis function h ( i ) as well as the sampling pattern. In order to have localized Gabor coefficients C,,,, we restrict ourselves to y o p t ( i ) which is most similar to the given synthesis window function h ( i ) , and thereby obtain the so-called orthogonal-like expansion. Based on the finite discrete Gabor expansion, we developed DGT which applies for both finite as well as infinite sequences. In the DGT, the selection of the window length is independent of the size of the analyzed data. For an arbitrary given synthesis window and sampling pattern, we are always able to find the corresponding biorthogonal analysis window (if it exists). The implementation of the DGT is nothing more than solving a linear system. Analog to the finite case, we further discussed the orthogonallike DGT. As the DFT (a discrete realization of the continuous-time Fourier transform), similarly, the DGT pre- 
