Abstract. In several variables, we prove the pointwise convergence of multiresolution expansions to the distributional point values of tempered distributions and distributions of superexponential growth. The article extends and improves earlier results by G. G. Walter and B. K. Sohn and D. H. Pahk that were shown in one variable. We also provide characterizations of the quasiasymptotic behavior of distributions at finite points and discuss connections with α-density points of measures.
Introduction
The purpose of this article is to study the pointwise behavior of Schwartz distributions, in several variables, via multiresolution expansions. In particular, we shall extend and improve results from [15, 24, 26, 37] .
The notion of multiresolution analysis (MRA) was introduced by Mallat and Meyer as a natural approach to the construction of orthogonal wavelets [10, 12] . Approximation properties of multiresolution expansions in function and distribution spaces have been extensively investigated, see e.g. [12] . The problem of pointwise convergence of multiresolution expansions is very important from a computational point of view and has also been studied by many authors. In [7] Kelly, Kon, and Raphael showed that the multiresolution expansion of a function f ∈ L p (R n ) (1 ≤ p ≤ ∞) converges almost everywhere; in fact, at every Lebesgue point of f . Related pointwise convergence questions have been investigated by Tao [28] and Zayed [40] .
Walter was the first to study the pointwise convergence of multiresolution expansions for tempered distributions. Under mild conditions, he proved [37] (cf. [38] ) in dimension 1 that the multiresolution expansion of a tempered distribution is convergent at every point where f ∈ S ′ (R) possesses a distributional point value. The notion of distributional point value for generalized functions was introduced by Lojasiewicz [8, 9] . Not only is this concept applicable to distributions that might not even be locally integrable, but also includes the Lebesgue points of locally integrable functions as particular instances. Interestingly, the distributional point values of tempered distributions can be characterized by the pointwise Fourier inversion formula in a very precise fashion [30, 32] , but in contrast to multiresolution expansions, one should employ summability methods in the case of Fourier transforms and Fourier series. The problem of pointwise summability of distribution expansions with respect to various orthogonal systems has been considered by Walter in [36] .
The result of Walter on pointwise convergence of multiresolution expansions was generalized by Sohn and Pahk [26] to distributions of superexponential growth, that is, elements of K ′ M (R) (see Section 2 for the distribution spaces employed in this article). The important case M(x) = |x| p , p > 1, of K ′ M (R n ) was introduced by Sznajder and Zieleźny in connection with solvability questions for convolution equations [27] .
The first goal of this article is to extend the results from [37, 26] to the multidimensional case. In particular, we shall show the following result. Given an MRA {V j } j∈Z of L 2 (R n ), we denote by q j the orthogonal projection onto V j . If the MRA admits a scaling function from S(R n ), then q j f makes sense for f ∈ S ′ (R n ) (cf. Section 3).
Theorem 1.1. Let f ∈ S ′ (R n ). Suppose that the MRA {V j } j∈Z admits a scaling function in S(R n ), then
at every point x 0 where the distributional point value of f exists.
Theorem 1.1 and more general pointwise converge results will be derived in Section 4. Our approach differs from that of Walter and Sohn and Pahk. The distributional point values are defined by distributional limits, involving certain local averages with respect to test functions from the Schwartz class of compactly supported smooth functions (cf. the limit (4.6) in Section 4). We will show a general result that allows us to employ test functions in wider classes for such averages (Theorem 4.2). This will lead to quick proofs of various pointwise convergence results for multiresolution expansions of distributions. Actually, our results improve those from [37, 26] , even in the onedimensional case, because our hypotheses on the order of distributional point values are much weaker. For instance, the next theorem on convergence of multiresolution expansions to Lebesgue density points of measures appears to be new and is not covered by the results from [7, 37] . Let us define the notion of Lebesgue density points. We denote by m the Lebesgue measure on R n and B(x 0 , ε) stands for the Euclidean ball with center x 0 ∈ R n and radius ε > 0. A sequence {B ν } ∞ ν=0 of Borel subsets of R n is said to shrink regularly to a point x 0 ∈ R n if there is a sequence of radii {ε ν } ∞ ν=0 such that lim ν→∞ ε ν = 0, B ν ⊆ B(x 0 , ε ν ) for all ν, and there is a constant a > 0 such that m(B ν ) ≥ aε n ν for all ν. We write B ν → x 0 regularly. Definition 1.2. We call x 0 a Lebesgue density point of a (complex) Radon measure µ if there is γ x 0 such that
for every sequence of Borel sets {B ν } ∞ ν=0 such that B ν → x 0 regularly. It is well known that almost every point x 0 (with respect to the Lebesgue measure) is a Lebesgue density point of µ. If dµ = f dm + dµ s is the Lebesgue decomposition of µ, namely, f ∈ L 1 loc (R n ) and µ s is a singular measure, then f (x 0 ) = γ x 0 a.e. with respect to m [19, Chap. 7] . If µ is absolutely continuous with respect to the Lebesgue measure, then a Lebesgue density point of µ amounts to the same as a Lebesgue point of its Radon-Nikodym derivative dµ/dm. Theorem 1.3. Suppose that the MRA {V j } j∈Z has a continuous scaling function φ such that lim |x|→∞ |x| l φ(x) = 0, ∀l ∈ N. Let µ be a tempered Radon measure on R n , that is, one that satisfies
at every Lebesgue density point x 0 of µ, i.e., at every point where (1.1) holds for every B ν → x 0 regularly. In particular, the limit (1.3) exists and γ x 0 = f (x 0 ) almost everywhere (with respect to the Lebesgue measure), where dµ = f dm + dµ s is the Lebesgue decomposition of µ.
Versions of Theorem 1.1 and 1.3 for distributions and measures of superexponential growth will also be proved in Section 4. It is worth comparing Theorem 1.1 with Theorem 1.3. On the one hand Theorem 1.1 requires more regularity from the MRA, but on the other hand, when applied to a tempered measure, it gives in turn a bigger set for the pointwise convergence (1.3) of the multiresolution expansion of µ, because the set where µ possesses distributional point values is larger than that of its Lebesgue density points.
The second aim of this paper is to study the quasiasymptotic behavior of a distribution at a point through multiresolution expansions. The quasiasymptotic behavior is a natural extension of Lojasiewicz's notion of distributional point values. It was introduced by Zav'yalov in connection with various problems from quantum field theory [35] and basically measures the pointwise scaling asymptotic properties of a distribution via comparison with Karamata regularly varying functions. This pointwise notion for distributions has shown to be useful in the asymptotic analysis of many integral transforms for generalized functions (see, e.g., [4, 14, 35, 39] and references therein).
We remark that the quasiasymptotic behavior is closely related to Meyer's pointwise weak scaling exponents [13] . For studies about wavelet analysis and quasiasymptotics, we refer to [15, 16, 20, 21, 24, 34] . The quasiasymptotic behavior has also found applications in several other areas, such as the asymptotic analysis of solutions to PDE, summability of Fourier integrals, Abelian and Tauberian theorems, and mathematical physics; see the monographs [4, 14, 35] for an overview of such applications.
In [15] , Pilipović, Takači, and Teofanov studied the quasiasymptotic properties of a tempered distribution f in terms of its multiresolution expansion {q j f } with respect to an r-regular MRA. A similar study was carried out by Sohn [24] for distributions of exponential type. In these works it was claimed that q j f has the same quasiasymptotic properties as f . Unfortunately, such results turn out to be false in general. In Section 5 we revisit the problem and provide an appropriate characterization of the quasiasymptotic behavior in terms of multiresolution expansions. As an application, we give an MRA criterion for the determination of (symmetric) α-density points of measures. We mention that the notion of α-density points is a basic concept in geometric measure theory, which is of great relevance for the study of fractal and rectificability properties of sets and Radon measures (cf. [2, 11] ).
The article is organized as follows. Section 2 explains the spaces used in the paper. We study in Section 3 the convergence of multiresolution expansions in various test function and distribution spaces. Section 4 treats the pointwise convergence of multiresolution expansions to the distributional point values of a distribution. Finally, Section 5 gives the asymptotic behavior of the sequence {q j f (x 0 )} j∈N as j → ∞ when f has quasiasymptotic behavior at x 0 ; we also provide there a characterization of the quasiasymptotic behavior in terms of multiresolution expansions and give an MRA sufficient condition for the existence of α-density points of positive measures.
Preliminaries
In this section we explain the distribution spaces needed in this paper. We will follow the standard notation from distributional theory [4, 6, 22] . The arrow "֒→" in a expression X ֒→ Y means a dense and continuous linear embedding between topological vector spaces. For partial derivatives, we indistinctly use the two notations
We begin with the test function space
is an continuous increasing function satisfying the following two conditions:
It follows from (1) that M(0) = 0 and the existence of A > 0 such that M(t) ≥ At. Examples of M are M(t) = t p , t > 0, with any p ≥ 1. More generally, any function of the form
satisfies (1) and (2), provided that η is a continuous non-decreasing function with η(0) = 0 and lim t→∞ η(t) = ∞. We extend M to R n and for simplicity we write M(x) := M(|x|), x ∈ R n . It is clear that M then satisfies the condition (2) with t and s replaced by arbitrary points from R n . On the other hand, the superadditivity (1) can be lost for vector variables; however, the following weaker version of (2) obviously holds:
Using the function M, we define the following family of norms:
The test function space K M (R n ) consists of all those smooth functions ϕ ∈ C ∞ (R n ) for which all the norms (2.1) are finite. We call its strong dual K ′ M (R n ), the space of distributions of "M-exponential" growth at infinity. A standard argument shows
where each embedding in this projective sequence is compact, due to the Arzelà-Ascoli theorem and the property (3). Consequently, the embeddings K
In particular, they are Montel and hence reflexive.
For the Schwartz spaces S(R n ) and S ′ (R n ), we can also employ useful projective and inductive presentations with similar compact inclusion relations. Define S r,l (R n ) as the completion of D(R n ) with the norm
and set S r (R n ) = proj lim l→∞ S r,l (R n ). Thus, S(R n ) = proj lim r→∞ S r (R n ) and
The following simple but useful lemma describes convergence of filters with bounded bases in the Fréchet space K M,r (R n ) (resp. S r (R n )), we leave the proof to the reader. Recall that the canonical topology on C r (R n ) is that of uniform convergence of functions and all their partial derivatives up to order r on compact subsets. Lemma 2.1. Let F be a filter with bounded basis over
Multiresolution analysis in distribution spaces
We now explain how one can study multiresolution expansions of tempered distributions and distributions of M-exponential growth. We show below that, under certain regularity assumptions on an MRA, multiresolution expansions converge in
. We mention the references [18, 16, 25, 29] , where related results have been discussed. The difference here is that we give emphasis to uniform convergence over bounded subsets of test functions and other parameters, which will be crucial for our arguments in the subsequent sections.
Recall [10, 12, 38 ] that a multiresolution analysis (MRA) is an increasing sequence of closed linear subspaces {V j } j∈Z of L 2 (R n ) satisfying the following four conditions:
The function φ from (iv) is called a scaling function of the given MRA. In order to be able to analyze various classes of distributions with the MRA, we shall impose some regularity assumptions on the scaling function φ. One says that the MRA is r-regular [12, 38] , r ∈ N, if the scaling function from (iv) can be chosen in such a way that:
The r-regular MRA are well-suited for the analysis of tempered distributions [16, 29, 38] . For distributions of M-growth, we need to impose stronger regularity conditions on the scaling function. We say that the MRA is (M, r)-regular [26, 25] if the scaling function from (iv) can be chosen such that φ fulfills the requirement:
Throughout the rest of the paper, whenever we speak about an r-regular MRA (resp. (M, r)-regular MRA) we fix the scaling function φ satisfying (v) (resp. (v) ′ ). See [12] for examples of r-regular MRA. We remark that it is possible to find MRA with scaling functions φ ∈ S(R n ) [12] , therefore satisfying (v) for all r. In contrast, it is worth mentioning that the condition (v)
′ cannot be replaced by φ ∈ K M (R n ); in fact [1] , there cannot be an exponentially decreasing scaling function φ ∈ C ∞ (R n ) with all bounded derivatives. On the other hand, Daubechies [1] has shown that given an arbitrary r, there exists always an (M, r)-regular MRA of L 2 (R) where the scaling function can even be taken to be compactly supported. By tensorizing, this leads to the existence of (M, r)-regular MRA of L 2 (R n ) with compactly supported scaling functions.
The reproducing kernel of the Hilbert space V 0 is given by
If the MRA is (M, r)-regular (resp. r-regular), the series (3.1) and its partial derivatives with respect to x and y of order less or equal to r are convergent because of the regularity of φ. Furthermore, for fixed
. Using the assumptions (1) (cf. (3)) and (2) on M, one verifies [25, 26] that for every l ∈ N and |α|, |β| ≤ r, there exists C l > 0 such that
One can also show [12] that
Note that the reproducing kernel of the projection operator onto V j is
and it is not hard to verify that (q j f )(x) turns out to be a continuous function in x. It is convenient for our future purposes to extend the definition of the operators (3.4) by allowing j to be a continuous variable and also by allowing a translation term. Definition 3.1. Let {V j } j∈Z be an (M, r)-regular (resp. r-regular) MRA. Given z ∈ R n and λ ∈ R, the operator q λ,z is defined on elements
When z = 0, we simply write q λ := q λ,0 . The consideration of the parameter z will play an important role in Section 5. Note also
. We now study the convergence of the generalized multiresolution expansions of distributions. We need a preparatory result. In dimension n = 1, Pilipović and Teofanov [16] have shown that if f ∈ C r (R) and all of its derivatives up to order r are of at most polynomial growth, then its multiresolution expansion q j f with respect to an rregular MRA converges to f uniformly over compact intervals. Sohn has considered in [25] the analogous result for functions of growth O(e M (kx) ), but his arguments contain various inaccuracies (compare, e.g., his formulas (17) and (21) with our (3.7) below). We extend those results here to the multidimensional case and for the generalized multiresolution projections q λ,z with uniformity in the parameter z.
Let ψ ∈ D(R n ) such that R n ψ(x)dx = 1. In the case of an r-regular MRA, it is shown in [12, p. 39 ] that given any multi-index |α| ≤ r, there are functions
and for any f ∈ C r (R n ), with partial derivatives of at most polynomial growth,
Denoting as R α,β λ,z the integral operator with kernel R
we obtain the formulas
Likewise for an (M, r)-regular MRA, one can modify the arguments from [12] in such a way that one chooses the R α,β with decay
Proposition 3.2. Assume that the MRA is (M, r)-regular (resp. r-regular).
All the limits hold uniformly with respect to the parameter z ∈ R n .
Proof. We only show the statement for an (M, r)-regular MRA, the case of an r-regular MRA is analogous. We first give the proof of part (a). In view of the decomposition (3.7) and the condition (3.6), it suffices to show that for each |α| = |β| ≤ r one has
Note that if x remains in a compact subset of R n , there is a non-decreasing function
we obtain (3.9). For part (b), it is enough to observe that, as the the mean value theorem shows, the functions E α from above can be taken to be the same for all f ∈ B and |α| ≤ r − 1.
We then have,
All the limits hold uniformly in the parameter z ∈ R n .
Proof. By Lemma 2.1 and part (a) from Proposition 3.2, the limit (3.10) would follow once we establish the following claim:
Let us show Claim 1 for K M,r (R n ). Using (3.7), (3.8) , and the assumptions (2) and (1) (in fact (3)) on M, we have
For S r (R n ) we make use of (3.5),
The limit (3.11) is an immediate consequence of (3.10) and the relation q λ,z f, ϕ = f, q λ,z ϕ . Assume now that f ∈ K ′ M,r−1 (R n ) (resp. f ∈ S ′ r−1 (R n )) and let B be a bounded set in K M,r (R n ) (resp. in S r (R n )). From Claim 1, part (b) from Proposition 3.2, and again Lemma 2.1, we get that lim λ→∞ q λ,z ϕ = ϕ in K M,r−1 (R n ) (resp. in S r−1 (R n )) uniformly for ϕ ∈ B and z ∈ R n . Hence,
For the spaces S(R n ) and S ′ (R n ), we have:
Suppose that the MRA admits a scaling function φ ∈ S(R n ). Then, lim λ→∞ q λ,z ϕ = ϕ in S(R n ) and lim λ→∞ q λ,z f = f in S ′ (R n ) uniformly in z ∈ R n , for every ϕ ∈ S(R n ) and f ∈ S ′ (R n ).
Remark 1. The proof of Theorem 3.3 also applies to show that lim λ→∞ q λ,z ϕ = ϕ in the Banach space K M,r,l (R n ) (resp. in S r,l (R n )) for each ϕ ∈ K M,r,2(l+1) (R n ) (resp. S r,l+1 (R n )).
Pointwise convergence of multiresolution expansions
In this section we provide extensions to several variables of the results on pointwise convergence of multiresolution expansions proved by Walter [37, 38] and Sohn and Pahk [26] in one variable. It should be noticed that, when applied to the one variable case, our results are more general than those from [37, 26] .
We shall use the notion of distributional point value of generalized functions introduced by Lojasiewicz [8, 9] . Let f ∈ D ′ (R n ) and let x 0 ∈ R n . We say that f has the distributional point value γ at the point x 0 , and we write
for all test functions ϕ ∈ D(R n ). Naturally, the evaluation in (4.3) is with respect to the variable x. Due to the Banach-Steinhaus theorem, it is evident that there exists r ∈ N such that (4.3) holds uniformly for ϕ in bounded subsets of D r (R n ). In such a case, we shall say 1 that the distributional point value is of order ≤ r. Recall that B(x 0 , A) stands for the Euclidean ball with center x 0 and radius A > 0 and |µ| stands for the total variation measure associated to a measure µ. One can show [9, Sect. 8.3] that (4.1) holds and the distributional point value is of order ≤ r if and only if there is a neighborhood of x 0 where f can be written as
where each µ α is a (complex) Radon measure such that
Note that (4.5) implies that each µ α is a continuous measure at x 0 in the sense that µ α ({x 0 }) = 0. The decomposition (4.4) and the conditions (4.5) yield [9, Sect. 4] the existence of a multi-index β ∈ N n , with |β| ≤ r + n, and a β primitive of f , say, F with F (β) = f , that is a continuous function in a neighborhood of the point x = x 0 and that satisfies (4.6)
On the other hand, the existence of a β primitive F of f satisfying (4.6) clearly suffices to conclude (4.1) of order ≤ |β|. Before going any further, let us give some examples of distributions with distributional point values.
loc (R n ) has a Lebesgue point at x 0 , then it has a distributional point value of order 0 at x 0 and (4.6) holds with β = (1, 1, . . . , 1) . More generally if f = µ is a (complex) Radon measure, then it has distributional point value of order 0 at a point x 0 if and only if x 0 is a Lebesgue density point of the measure (cf. Definition 1.2). We leave the verification of this fact to the reader.
Example 2. The notion of distributional point values applies to distributions that are not necessarily locally integrable nor measures, but if f ∈ L 1 loc (R n ), then (4.6) reads as (4.7)
. . .
where x = (x 1 , x 2 , . . . , x n ), x 0 = (x 0,1 , x 0,2 , . . . , x 0,n ) and 1 = (1, 1, . . . , 1). Observe that (4.7) also makes sense for a measure µ, one simply has to replace f (y)dy by dµ(y).
In particular, µ(x 0 ) = γ distributionally at every density point of µ, namely, at points where we merely assume that
for every sequence of hyperrectangles {I ν } ∞ ν such that x 0 ∈ I ν for all ν ∈ N and I ν → x 0 regularly. In the latter case, the distributional point value of µ will not be, in general, of order 0 but of order ≤ n and (4.6) holds with β = (2, 2, . . . , 2). Notice that (4.8) for balls instead of hyperrectangles does not guarantee the existence of the distributional point value at x 0 ; in one variable, a simple example is provided by the absolutely continuous measure with density dµ(x) = sgn xdx at the point x 0 = 0. Naturally, the distributional point value of µ exists under much weaker assumptions than having a density point in the sense explained here, but if the measure µ is positive, then the notion of distributional point values coincides with that of density points, as shown by Lojasiewicz in [9, Sect. 4.6].
Example 3. Let a ∈ C and b > 0. One can show that the function |x| a sin(1/|x| b ) has a regularization f a,b ∈ S ′ (R n ) that satisfies f a,b (x) = |x| a sin(1/|x| b ) for x = 0 and f a (0) = 0 distributionally [8] . Observe that if ℜe a < 0 the function |x| a sin(1/|x| b ) is unbounded and if ℜe a ≤ −n it is not even Lebesgue integrable near x = 0. If ℜe a < −n is fixed and b > 0 is small, the order of the point value of f a,b at x = 0 can be very large.
Example 4. In one variable, it is possible to characterize the distributional point values of a periodic distribution in terms of a certain summability of its Fourier series [3] . where (C, κ) stands for Cesàro summability. Remarkably, an analogous result is true for Fourier transforms in one variable [30, 32] , but no such characterizations are known in the multidimensional case.
In order to study pointwise convergence of multiresolution expansions, we will first establish two results about distributional point values of tempered distributions and distributions of M-exponential growth. A priori, f (x 0 ) = γ distributionally gives us only the right to consider test functions from D(R n ) in (4.3); however, it has been shown in [31] that if f ∈ S ′ (R n ) then the limit (4.2) holds in the space S ′ (R n ), namely, (4.3) remains valid for ϕ ∈ S(R n ) (see also [17, 33, 39] ). Theorem 4.2 below goes in this direction, it gives conditions under which the functions ϕ in (4.3) can be taken from larger spaces than D(R n ). The next useful proposition treats the case of distributions that vanish in a neighborhood of the point.
Proof. There are A, C > 0 and l ∈ N such that
which yields (4.9). The tempered case is similar. In this case (4.10) gives the estimate
, that is, the limit (4.3) holds uniformly for ϕ in bounded subsets of K M,r (R n ) (resp. S r (R n )).
Proof. We can decompose f as 1) is the characteristic function of the ball B(x 0 , 1), and each µ α is a Radon measure with support in the ball B(x 0 , 1) and satisfies (4.5). Proposition 4.1 applies to f 1 , we may therefore assume that f = γχ B(x 0 ,1) + |α|≤r µ (α) α . Let B be a bounded set in K M,r (R n ) (resp. S r (R n )). Note that (4.5) implies that (4.11)
We have,
The boundedness of B implies that there is a positive and continuous function G on [0, ∞) such that t n+r G(t) is decreasing on (1, ∞), lim t→∞ t n+r G(t) = 0, and |ϕ (α) (x)| ≤ G(|x|) for all x ∈ R n , |α| ≤ r, and ϕ ∈ B. Fix A > 1. By (4.5), (4.11), and the previous inequalities, lim sup
Since the above estimate is valid for all A > 1 and A n+r G(A) → 0 as A → ∞, we obtain
We obtain the ensuing corollary.
Proof. In fact, there is r such that f ∈ K ′ M,r (R n ) (resp. f ∈ S ′ r (R n )) and f (x 0 ) = γ distributionally of order ≤ r.
We end this section with the announced result on pointwise convergence of multiresolution expansions for distributional point values. We give a quick proof based on Theorem 4.2.
at every point x 0 where the distributional point value of f exists and is of order ≤ r.
Proof. Assume that f (x 0 ) = γ distributionally of order r. Note first that
where ϕ λ (y) = q 0 (2 λ x 0 , 2 λ x 0 + y). The relation (3.3) implies that R n ϕ λ (y)dy = 1. Using the estimates (3.2), one concludes that {ϕ λ : λ ≥ 0} is a bounded subset of K M,r (R n ) (resp. S r (R n )). Finally, invoking Theorem 4.2, we get at once
Note that Theorems 1.1 and 1.3 from the Introduction are immediate consequences of Theorem 4.4. Moreover, we obtain the following corollary: Corollary 4.5. Suppose that the MRA {V j } j∈Z has a continuous scaling function φ such that lim |x|→∞ e M (lx) φ(x) = 0, ∀l ∈ N. Let µ be a measure on R n such that (4.14)
at every Lebesgue density point x 0 of µ, i.e., at every point where (1.1) holds whenever B ν → x 0 regularly. In particular, the limit (4.14) exists and γ x 0 = f (x 0 ) almost everywhere (with respect to the Lebesgue measure), where dµ = f dm + dµ s is the Lebesgue decomposition of µ.
Let us also remark that if the MRA in Corollary 4.5 (resp. in Theorem 1.3) is (M, n)-regular (resp. n-regular), then (4.15) holds at every density point of µ (in the sense explained in Example 2).
Quasiasymptotic Behavior via multiresolution expansions
In this last section we analyze a more general pointwise notion for distributions via multiresolution expansions, that is, the so-called quasiasymptotic behavior of distributions [4, 14, 35] . We start by recalling the definition of the quasiasymptotics.
The idea is to measure the pointwise asymptotic behavior of a distribution by comparison with Karamata regularly varying functions [23] . A measurable real-valued function, defined and positive on an interval of the form (0, A], is called slowly varying at the origin if
Throughout the rest of this section, L always stands for an slowly varying function at the origin and α stands for a real number.
Definition 5.1. We say that a distribution f ∈ D ′ (R n ) has quasiasymptotic behavior (or simply quasiasymptotics) of degree α ∈ R at the point x 0 ∈ R n with respect to
The quasiasymptotics is a natural generalization of Lojasiewicz's notion of distributional point values; indeed, we recover it if α = 0, L = 1, and g = γ in (5.1). We will employ the following convenient notation for the quasiasymptotic behavior:
One can prove that g in (5.2) cannot have an arbitrary form [4, 14] ; in fact, it must be homogeneous with degree of homogeneity α, i.e., g(ax) = a α g(x) for all a ∈ R + . For instance, if α = −n, −n − 1, −n − 2, . . . , then g has the form
where G is a distribution on the unit sphere of R n and F.p. stands for the Hadamard finite part of the integral. We refer to [4, Sect. 2.6] for properties of homogeneous distributions. Observe also that when f is a positive measure, then α ≥ −n and g = υ, where υ is also a positive Radon measure that must necessarily satisfy υ(aB) = a α+n υ(B) for all Borel set B.
As mentioned in the Introduction, it was wrongly stated in [15, Thm. 3] that if a tempered distribution f ∈ S ′ r (R n ) has quasiasymptotic behavior at the origin, then each of its projections q j f , with respect to an r-regular MRA, has the same quasiasymptotic behavior as f . An analogous result was claimed to hold in [24, Thm. 3.2] for distributions of exponential type (i.e., elements of K ′ M (R) with M(x) = |x|). Example 5. Consider f = δ, the Dirac delta. Since δ is a homogeneous distribution of degree −n, the relation (5.2) trivially holds with x 0 = 0, g = δ, α = −n, and L identically equal to 1. On the other hand, q j f (x) = 2 jn m∈Z n φ(m)φ(2 j x + m). So,
, as follows from the Poisson summation formula. If we assume that φ is positive and symmetric with respect to the origin, we get that
In particular, q j f cannot have the same quasiasymptotic behavior ε −n δ(x) + o(ε −n ) as f , contrary to what was claimed in [15, 24] .
The fact that each q j f is a continuous function prevents it to have quasiasymptotics of arbitrary degree. For instance, as in the previous example, if (q j f )(0) = 0, the only quasiasymptotics at 0 that q j f could have is a distributional point value. Moreover, if the MRA admits a scaling function from S(R n ) and f ∈ S ′ (R n ), then each q j f ∈ C ∞ (R n ); consequently, the only quasiasymptotics that q j f can have is of order α = k ∈ N with respect to the constant slowly varying function L = 1, and the g in this case must be a homogeneous polynomial of degree k. Nevertheless, as shown below, the quasiasymptotics of distributions can still be studied via multiresolution expansions if one takes a different approach from that followed in [15, 24] . The next theorem is a version of Theorem 4.2 for quasiasymptotics.
In particular, the limit (5.1) is also valid for all ϕ ∈ K M (R n ) (resp. ϕ ∈ S(R n )).
Proof. We actually show first the last assertion, i.e., that (5.1) is valid for all test functions from
∈ supp f 1 and f 2 has compact support. Clearly, f 2 has the same quasisymptotics at x 0 as f . Furthermore, a theorem of Zav'yalov [39] (see also [17, Cor. 7 
, ϕ(x) as ε → 0 + . By the well-known properties of slowly varying functions [23] , we have that ε = o(L(ε)) as
The existence of r fulfilling (5.3) is a consequence of (5.4) and the representation (2.2) (resp. (2.3)) of K ′ M (R n ) (resp. S ′ (R n )) as a regular inductive limit.
We also have a version of Theorem 4.4 for quasiasymptotics.
where
Proof. The proof is similar to that of Theorem 4.4. By (4.13), (5.3), the homogeneity of g, and the fact that the net {ϕ λ } λ∈R is bounded, we get
Corollary 5.4. Let f ∈ S ′ (R n ). Suppose that the MRA admits a scaling function φ ∈ S(R n ). Then (5.5) holds at every point where (5.2) is satisfied.
Note that if α = k ∈ N, k ≤ r, and g = P is a homogeneous polynomial of degree k, then (5.5) becomes (q λ f )(x 0 ) ∼ 2 −kλ L(2 −λ )P (0) as λ → ∞, as follows from (3.3); so that one recovers Theorem 4.4 if k = 0. On the other hand, if k > 0, we only get in this case the growth order relation (q λ f )(x 0 ) = o(2 −kλ L(2 −λ )) as λ → ∞. It was claimed in [24] and [15] that the quasiasymptotic properties of f at x 0 = 0 can be obtained from those of {q j f } j∈Z . The theorems [15, Thm. 4] and [24, Thm. 3 .2] also turn out to be false. The next theorem provides a characterization of quasiasymptotics in terms of slightly different asymptotic conditions on {q λ f } λ∈R , which amend those from [15, Thm. 4] .
if and only if
Remark 2. The relation (5.6) holds strongly in
Proof. Observe that (5.6) trivially implies (5.8). Our problem is then to show the equivalence between (5.6) and (5.7) under the assumption (5.8). Define the kernel
and the operator (J ε ϕ)(x) = R n J ε (x, y)ϕ(y)dy, ϕ ∈ K M,r (R n ) (resp. ϕ ∈ S r (R n )).
Theorem 3.3 implies that J ε is an approximation of the identity in these spaces, i.e., for every test function lim ε→0 + J ε ϕ = ϕ in K M,r (R n ) (resp. in S r (R n )). The BanachSteinhaus theorem implies that
is an equicontinuous family of linear functionals, hence We illustrate Theorem 5.5 with a application to the determination of (symmetric) α-dimensional densities of measures. Let α > 0 and let µ be a Radon measure. Following [2, Def. 2.14], we say that x 0 is an α-density point of µ if the limit In particular, if L is identically 1 and dυ(x) = ℓ|x| α−n dx, then x 0 is an α-density point of µ and in fact (5.11) θ α (µ, x 0 ) = ω n ℓ αω α .
Proof. By translating, we may assume that x 0 = 0. The quasiasymptotic behavior (5.10) then means that (5.12)
for each ϕ ∈ D(R n ). Let σ > 0 be arbitrary. Find open sets Ω 1 and Ω 2 such that Ω 1 ⊂ B ⊂ B ⊂ Ω 2 and υ(Ω 2 \ Ω 1 ) < σ. We now select suitable test functions in (5.12). Find ϕ 1 , ϕ 2 ∈ D(R n ) such that 0 ≤ ϕ j ≤ 1, j = 1, 2, ϕ 2 (x) = 1 for x ∈ B, supp ϕ 2 ⊆ Ω 2 , ϕ 1 (x) = 1 for x ∈ Ω 1 , and supp ϕ 1 ⊆ B. Then, lim sup
≤ υ(B) + σ.
Likewise, using ϕ 1 in (5.12), one concludes that lim inf
Since σ was arbitrary, we obtain (5.10). The last assertion follows by taking B = B(0, 1) and noticing that in this case υ(B(0, 1)) = ℓ |x|<1 |x| α−n dx = ℓω n /α, which yields (5.11).
We end this article with an MRA criterion for α-density points of positive measures.
Corollary 5.7. Suppose that the MRA is (M, r)-regular (resp. r-regular) and let µ be a positive Radon measure that satisfies (4.14) (resp. (1.2)). If Proof. Let us show that (5.13) leads to (5.8) with f = µ and α replaced by α − n. Indeed, write µ = µ 1 + µ 2 , where µ 1 (V ) := µ(V ∩ B(x 0 , 1)) for every Borel set V . Let ϕ ∈ K M,r (R n ) (resp. ϕ ∈ S r (R n )). Set C = sup x∈R n |x| α |ϕ(x)| < ∞ . The condition (5.13) implies that R n |x − x 0 | −α dµ(x) < ∞. Using Proposition 4.1 and (5.13),
Theorem 5.5 implies that µ has the quasiasymptotic behavior
and the conclusion then follows from Proposition 5.6.
