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Abstract
Let D2n be a dihedral group of order 2n and Z be the rational integer ring where n is an
odd integer. Kimura gave the necessary and sucient conditions such that a matrix of order
8n + 4 obtained from the elements of the group ring Z [D2n] becomes a Hadamard matrix. We
show that if p  1 (mod 4) is an odd prime and q= 2p− 1 is a prime power, then there exists
a family of Hadamard matrices of dihedral group type. We prove this theorem by giving the
elements of Z [D2p] concretely. The Gauss sum over GF(p) and the relative Gauss sum over
GF(q2) are important to prove the theorem. ? 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
A Hadamard matrix H is an n  n matrix of 1's such that HHT = nI; where HT
is a transpose matrix of H and I is the unit of order n. The order n of a Hadamard
matrix is necessarily 1,2 or a multiple of 4. It is conjectured that Hadamard matrix of
order 4n exists for any positive integer n. Many researchers have tried to solve this
conjecture. For general reference, see [1].
Recently Kimura [2] gave the necessary and sucient conditions such that a ma-
trix of order 8n + 4 for an odd integer n, which is obtained from the elements of
the group ring Z [D2n] of a dihedral group D2n of order 2n over the rational inte-
ger ring Z , becomes a Hadamard matrix. He searched such Hadamard matrices of
order 6332.
∗ Corresponding author.
1 This work was done while the author was a student of Graduate School of Mathematics of Kyushu
University.
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In this paper we give the elements of Z [D2p] needed for Kimura's construction
when p  1 (mod 4) is an odd prime and q= 2p− 1 is a prime power. We therefore
obtain a family of Hadamard matrices of dihedral group type of order 8p+ 4.
It should be noted that Whiteman obtained Hadamard matrices of Goethals{Seidel
type for exactly the same orders [4]. He proved his theorem by constructing supple-
mentary dierence sets. We prove the theorem by using the Gauss sum over GF(p)
and the relative Gauss sum over GF(q2). Hence our construction and method are quite
dierent from Whiteman's.
2. Kimura's theorem
Let J be the square matrix of all 1's. Put B=(H + J )=2. Then B is a matrix whose
entries are 0 or 1. If H is a Hadamard matrix of order n, then the Hamming distance
of dierent two columns or dierent rows of B is n=2. Conversely if B is such a
matrix, then H = 2B − J is a matrix of 1's and satises HHT = nI; namely H is a
Hadamard matrix. Therefore, we call such a matrix B a Hadamard matrix, either, in
this paper.
Let D2n= hx; y j xn=1; y2=1; yxy=x−1i be a dihedral group of order 2n, where n is
an odd integer. Let Z [D2n] be the group ring of D2n over the ring Z of integers. We
consider the right regular representation of Z [D2n]. Further, we may identify elements
of Z [D2n] with the corresponding matrices in the regular representation of Z [D2n]. Let
Tn be a fundamental circulant matrix, that is
Tn =
0
BBBBB@
0 1 0 : : : 0
0 0 1 : : : 0
...
. . .
. . .
. . .
...
0 0 0    1
1 0 0    0
1
CCCCCA :
We put
Pg =

T rn 0
0 Tn−rn

; Qg =

0 T rn
T n−rn 0

:
Let us dene the matrices Sg,
Sg =

Pg if g= xr(06r6n− 1);
Qg if g= xry (06r6n− 1):
The regular representation matrix of a=
P
g2D2n agg of the group ring Z [D2n] is A=P
g2D2n agSg and A
T is the representation matrix of
P
g2D2n agg
−1.
Kimura gave necessary and sucient conditions such that a matrix of order 8n+ 4
obtained from the elements of Z [D2n] becomes a Hadamard matrix.
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Theorem 1 (Kimura [2]). We dene a matrix M of order 8n+ 4 as follows:
M =
0
BBBBBBBBBBB@
1 1 1 1 J2n J2n J2n J2n
1 1 0 0 J2n J2n 0 0
1 0 1 0 J2n 0 J2n 0
1 0 0 1 0 J2n J2n 0
J T2n J
T
2n J
T
2n 0 A B C D
J T2n J
T
2n 0 J
T
2n
B A D C
J T2n 0 J
T
2n J
T
2n
C D A B
J T2n 0 0 0 D C B A
1
CCCCCCCCCCCA
;
where J2n =
2nz }| {
(1; 1; : : : ; 1) is a row vector of length 2n; J =
P
g2D2n g;
A = J − A; B =
J − B; C = J − C; D= J −D. Then M is a Hadamard matrix of order 8n+ 4 if and
only if the following conditions are satised:
AJ = (n− 1)J; BJ = CJ = DJ = nJ; (1)
AAT + BBT + CCT + DDT = (2n+ 1)I + (2n− 2)J; (2)
A B
T
+ BAT + CDT + D C
T
= (2n− 1)J; (3)
A C
T
+ B D
T
+ CAT + DBT = (2n− 1)J; (4)
ADT + B C
T
+ CBT + D A
T
= 2nJ: (5)
In this paper, we say the Hadamard matrices given in Theorem 1 are Hadamard
matrices of dihedral group type.
3. Gauss sums and relative Gauss sums
The Gauss sum and the relative Gauss sum are important to construct a family of
Hadamard matrices of dihedral group type. First we recall the denition of the Gauss
sums.
Denition 1 (Lang [3]). Let F=GF(q) be a nite eld with q elements, where q=pr
and p is a prime. Let SF be an absolute trace from F . Let  be a multiplicative character
of F and p = exp(2i=p); then the Gauss sum F() is dened by
F() =
X
2F
()SFp :
The relative Gauss sum is dened as follows.
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Denition 2 (Yamamoto and Yamada [5]). Let K = GF(qt) be an extension of
F = GF(q) of degree t>2. Let  be the multiplicative character of K and denote
F the character  restricted to F . If  is a non-principal character of K , then the ratio
 =
K ()
F(F)
of the two Gauss sums is called the relative Gauss sum associated with .
The relative Gauss sums can be written as the following form.
Theorem 2 (Yamamoto and Yamada [5]). Let K; F; ; K (); F() and  be as in
Denition 2. Denote the relative trace from K to F by SK=F . Then the relative Gauss
sum is written as;
 =
X
SK=F=1
() =
X
 mod× F−f0g
() (SK=F);
where mod stands the multiplicative modulus. Furthermore; the norm of  is given
by
  = qt−1:
In what follows, we assume that p  1 (mod 4) and q = 2p − 1 is a prime power.
Let F = GF(q) be a nite eld with q elements and let K = GF(q2) be a quadratic
extension of F and let K is the multiplicative group of K . Let 4 be a biquadratic
character of K and p is a pth residue character of K. Put  = 4  p. We dene
4(0) = p(0) = 0. Then we extend 4 and p to the character of K . We observe that
when the character  is restricted in F , it becomes a quadratic character of F . Let 
be a primitive element of K and i =
p−1 and p be a primitive pth root of unity.
Under these assumptions, we have,
 =
K ()
F()
=
qX
m=0
4  p(m)(SK=Fm) =
qX
m=0
imrp(SK=F
m):
Put r= 14(1−p)m. Then 4r  m (mod 2p) or 4r  m−p (mod 2p) according as m is
even or odd. Then the relative Gauss sum is transformed into the following form:
 =
p−1X
r=0
f(SK=F4r) + ip(SK=F4r+p)g4rp :
Since p is an odd prime, 4p is also a primitive pth root of unity. By replacing 
4
p by
p, we have,
 =
p−1X
r=0
f(SK=F4r) + ip(SK=F4r+p)grp:
Let
a4r = (SK=F4r); b4r = (SK=F4r+p):
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Put
u =
p−1X
r=0
(SK=F4r)rp =
p−1X
r=0
a4rrp;
v =
p−1X
r=0
(SK=F4r+p)rp =
p−1X
r=0
b4rrp:
Then the relative Gauss sum  is written as
 = u + ipv:
Lemma 1. It holds that
a4r =1 for 06r6p− 1;
b0 = 0; b4r =1 for 16r6p− 1;
a4(p−r) = a4r and b4(p−r) = b4r :
Proof. For 06r62p; SK=Fr = 0 if and only if r = p. Hence b0 = 0. Since  is a
quadratic character when restricted in F; a4r =1 for 06r6p− 1 and b4r =1 for
16r6p− 1. Denote the relative norm from K to F by NK=F . Since g= q+1 = 2p is
a primitive element of F; (4p)= (g2)= 1 and (NK=F4r)= (4r(q+1))= (g4r)= 1.
Hence we have
a4(p−r) = (SK=F4(p−r)) = (g2)(SK=F−4r) = (SK=F4r)=(NK=F4r) = a4r :
By the same argument,
b4(p−r) = b4r :
By Theorem 2, we obtain
  = uu + v v + (vu − u v)i = q:
It implies that
uu + v v = q; (6)
vu − u v = 0: (7)
Lemma 2. Relations (6) and (7) imply
p−1X
t=0
(a4(t+s)a4t + b4(t+s)b4t) =

q if s= 0;
0 otherwise;
p−1X
t=0
(b4(t+s)a4t − a4(t+s)b4t) = 0; for 06s6p− 1:
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Proof. Relations (6) and (7) show
uu + v v =
p−1X
r=0
a4rrp
p−1X
t=0
a4t−tp +
p−1X
r=0
b4rrp
p−1X
t=0
b4t−tp
=
p−1X
r=0
p−1X
t=0
(a4ra4t + b4rb4t)r−tp = q
and
vu − u v =
p−1X
r=0
b4r rp
p−1X
t=0
a4t −tp −
p−1X
r=0
a4r rp
p−1X
t=0
b4t −tp
=
p−1X
r=0
p−1X
t=0
(b4ra4(p−t) − a4rb4(p−t))r−tp = 0:
4. A family of Hadamard matrices of dihedral group type
We dene the elements of the group ring Z [D2p] by using the Gauss sum over
GF(p) and u; v of the relative Gauss sum associated with the character  = 4p
of GF(q2). Then we prove there exists a family of Hadamard matrices of dihe-
dral group type by verifying that these elements satisfy the conditions in
Theorem 1.
The subgroup hxi of D2p is isomorphic to the unit group hpi. So we put
U =
p−1X
r=0
(SK=F4r)xr =
p−1X
r=0
a4rxr ;
V =
p−1X
r=0
(SK=F4r+p)xr =
p−1X
r=0
b4rxr
and
G =
p−1X
r=0
 (r)xr;
where  is the quadratic character of F = GF(p).
The elements U, V and G correspond to u; v and F( ), respectively. The
elements UT =
Pp−1
r=0 a4rx
−r , V T and G
T
 correspond to u; v and F( ), respectively.
Therefore we have the following lemma.
Lemma 3. For U; V and G ; it holds that
UT = U; V
T
 = V; G
T
 = G ;
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UUT + VV
T
 = q; VU
T
 − UV T = 0;
G GT = p−
p−1X
s=0
xs:
Proof. From Lemma 1,
UT =
 p−1X
r=0
a4rxr
!T
=
p−1X
r=0
a4rx−r =
p−1X
r=0
a4(p−r)xr =
p−1X
r=0
a4rxr = U:
Similarly we have
V T = V:
Since p  1 (mod 4),  (−r) =  (r) for r 2 GF(p); r 6= 0.
GT =
 p−1X
r=0
 (r)xr
!T
=
p−1X
r=0
 (r)x−r =
p−1X
r=0
 (−r)xr =
p−1X
r=0
 (r)xr = G :
The proof of Lemma 2 yields that
UUT + VV
T
 = q; VU
T
 − UV T = 0:
Next we have
G GT =
p−1X
r=0
 (r)xr
p−1X
t=0
 (t)x−t
=
p−1X
r=0
p−1X
t=0
 (r) (t)xr−t
=
p−1X
s=0
p−1X
t=0
 (s+ t) (t)xs:
It is well known that Jacobsthal sum
Pp−1
t=0  (s+ t) (t) =−1 if s 6= 0. Hence
G GT =
p−1X
t=0
 (t)2 −
p−1X
s=0
xs = p−
p−1X
s=0
xs:
Lemma 4. It holds that
((1− y)U)T = U(1− y) = (1− y)U;
((1− y)V)T = V(1− y) = (1− y)V;
((1 + y)G )T = G (1 + y) = (1 + y)G :
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Proof. By Lemmas 1 and 3,
((1− y)U)T = UT (1− y) = U(1− y):
U(1− y) =
p−1X
r=0
a4rxr −
p−1X
r=0
a4(p−r)yxr
=
p−1X
r=0
a4rxr −
p−1X
r=0
a4ryxr = (1− y)U:
Similarly we have,
((1− y)V)T = V(1− y) = (1− y)V:
Also we obtain
((1 + y)G )T =
 
(1 + y)
p−1X
r=0
 (r)xr
!T
=
p−1X
r=0
 (r)x−r +
p−1X
r=0
 (r)x−ry
=GT + G y = G (1 + y)
and
(1 + y)G = (1 + y)
p−1X
r=0
 (r)xr =
p−1X
r=0
 (r)xr +
p−1X
r=0
 (r)x−ry
=
p−1X
r=0
 (r)xr +
p−1X
r=0
 (−r)xry = G (1 + y):
Thus we dene the elements A; B; C and D of the group ring Z [D2p] as follows:
A=
1
2
(
(1− y)V + (1 + y)
p−1X
r=1
xr
)
=
1
2
f(1− y)V + J − (1 + y)g;
B= 12f(1− y)U + Jg;
C = D = 12f1− y + (1 + y)G + Jg:
Note that all the coecients of A; B and C are 0 or 1.
We have the following main theorem.
Theorem 3. The elements A; B; C and D = C satisfy the conditions in Theorem 1.
Consequently; if p  1 (mod 4) is an odd prime and q = 2p − 1 is a prime power;
then there exists a family of Hadamard matrices of order 8p+ 4.
Proof. Since A; B and C are commutative with y and AT = A; BT = B and CT = C,
conditions (3){(5) in Theorem 1 are satised (see [2]). We can easily verify that
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condition (1) is satised. Thus we have only to verify condition (2):
4AAT = f(1− y)V + J − (1 + y)gf((1− y)V)T + J − (1 + y)g
= f(1− y)V + J − (1 + y)gfV(1− y) + J − (1 + y)g
= (1− y)V 2 (1− y) + (1− y)VJ − (1− y)V(1 + y) + JV(1− y)
+ J 2 − J (1 + y)− (1 + y)V(1− y)− (1 + y)J + (1 + y)2
= (1− y)V 2 (1− y) + 2pJ − 4J + 2(1 + y):
Similarly we have,
4BBT = (1− y)U 2 (1− y) + 2pJ:
Also we have,
4CCT = f(1 + y)G + (1− y) + Jgf((1 + y)G )T + (1− y) + Jg
= (1 + y)G2 (1 + y) + 2(1− y) + 2pJ
= 2p(1 + y) + (2p− 2)J + 2(1− y):
Combining these relations, we have
AAT + BBT + 2CCT = 2p+ 1 + (2p− 2)J:
This proves the theorem.
Example. p = 5; q = 32. Let  be a primitive element of F = GF(32). Then f(x) =
x2 − x −  is a primitive polynomial over GF(32). Let  = 45 be the character of
K = GF(34) and  be a primitive element of K = GF(34). Thus we have
U =
4X
r=0
(SK=F4r)xr = (4) + ()x + ()x2 + (3)x3 + (7)x4
= 1− x − x2 − x3 − x4;
V =
4X
r=0
(SK=F4r+5)xr = (0) + (1)x + ()x2 + (7)x3 + (2)x4
= x − x2 − x3 + x4;
G =
4X
r=0
 (r)xr = x − x2 − x3 + x4:
Then the elements A; B and C = D of the group ring Z [D10] are given by
A= x + x4 + (x2 + x3)y;
B= 1 + (x + x2 + x3 + x4)y;
C =D = 1 + x + x4 + (x + x4)y:
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