Abstract. Environmental Sensitivity Indices (ESI) composed of many field-data are essential for monitoring and control systems. At the beginning of the last decade an ESI of the German Wadden Sea was developed for use by the relevant authorities. This ESI was derived by experts semi-manually analysing the extensive field data-set.
Introduction
Some fundamental aspects concerning 'coastal sensitivity mapping' were summarised by Dicks and Wright (1989) . They emphasised the importance of environmental sensitivity as a valuable and useful concept in the control and management of industrial and urban development and in contingency planning. Foreknowledge of both the sensitivity and vulnerability of habitats is essential to environmental planning and protection and in counteracting and minimising the impact of unplanned activities.
Plans for vulnerability or sensitivity indices were first developed by, among others, Gundlach and Hayes (1978) . They established a concept that was mainly based on spatial geomorphological parameters and designed for regions that are fundamentally different from the Wadden Sea Coast. The only biological factor in these assumptions, aside from microbial degradation processes, is the mortality of sensitive organisms. This factor is marked as damage without further differentiation.
The applicability of this concept to areas such as the Wadden Sea, which are geomorphologically more or less homogenous, is very limited. It was essential to include a greater number of ecological parameters in order to achieve a reasonable degree of spatial differentiation according to the diversity of habitats. The large amount of ecological data, based on an in-situ mapping of the entire German Wadden Sea, was assessed according to their sensitivity to oil pollution and, for reasons of applicability, these data were condensed into 4 sensitivity-classes (van Bernem et al., 2000) . The resulting ESI serves as part of the official German contingency plan for this area. Figure 1 shows the most complex part of this ESI, namely, the benthos and this is the subject of further discussion later in the present contribution.
The changing distribution of habitats in such high dynamic soft-bottom coastal systems however, requires an updating of the underlying mapping data every 5 to 10 years. Thus, for the future management of the evaluation system, an automated classification was required.
The first classification was based on data collected at about 4000 locations. The multifaceted parameters (see Table I ) characterise the physical state of the system as well as the zoobenthos and phytobenthos. The range of the measurement sets varies from binary or discrete to continuous.
As tidal flats change rather fast, there is presently a need to update existing maps. However, in contrast to the old classifications, which to a large extent were carried out manually by experts, the classification must now be automated. For this purpose the original data must be combined with the maps in order to extract the expert's knowledge in a computer viable form. Variables which are extremely high-sensitivity indicators, such as the 'shell mounds' in our example, presuppose the highest class of sensitivity without further consideration of the other variables. Consequently, such 'trivial cases' can be removed from the further analysis.
As a first step the original data was checked using Autoassociative Neural Networks (AANN's). The construction of the appropriate AANN revealed a few errors in the old data base. This AANN can be used to check new measurements to reveal, for example, outliers or the occurrence of completely new measurement patterns. 
The next step was to use the 'cleaned' database to tune the parameters of the classification algorithm.
The present paper can be outlined as follows; in Section 2 the construction of the AANN is described. The construction of the classification algorithm is explained in the Section 3 and in Section 4 the performance of the classification is shown for complete as well as for incomplete ('missing values') data sets. For easier reference the appendix gives a short introduction to AANN.
Construction of the AANN
An important step in the construction of an appropriate AANN is the choice of the number of neurons in the 'bottleneck' -layer. The idea used presently is as follows: the overall error of the AANN decreases when the number of neurons in the 'bottleneck' -layer is increased. However, if the number of 'bottleneck' -neurons equals the relevant number of degrees of freedom of the dynamics a further increase in the number of neurons only takes into account the statistical fluctuations -the decrease in the error flattens out. Accordingly, a sequence of AANN's with an increasing number of neurons in the 'bottleneck' -layer was trained. In Figure 2 the error of reproduction of the whole data base is plotted against the number of neurons in the 'bottleneck' -layer. Increasing the number of neurons in the 'bottleneck' -layer necessarily leads to a decrease in the error. However, this decrease flattens out when there are more than three neurons in the 'bottleneck' layer. This suggests that three neurons in the bottleneck layer are sufficient to reproduce the essential variance of the data set. Therefore, such an AANN was used as a tool to detect extraordinary situations. In Figure 3 the histogram of the error resulting from the application of this three neuron bottleneck AANN to the points in the database is shown. This distribution has a long tail at large values: selecting, for example, points with an error above 0.998 leads to 20 points. There are many more points than one would expect from the shape of the distribution in the range 0 . . . 0.5. An examination of these extreme points revealed five erroneous points which were excluded from further processing. The other points corresponded to scarce habitats known to some experts.
As mentioned above this AANN will be used to check future measurements.
Classification Algorithm
After checking the quality of the database we have to select an appropriate classification algorithm which can be tuned to emulate the expert decisions contained in the database ('supervised classification'). The classification algorithm should fulfil the following requirements:
-no assumptions have to be made about possible relationships between the measurements (predictor) and the class (response), -no assumption has to be made about the statistical distribution of the points, -a given class does not necessarily have to cover a contiguous region of the measurement space, -it should be possible to use a cost matrix which allows assignment of different penalties to the various possible misalignments.
There were only two schemes fulfilling the above requirements readily at our disposal:
1. k-nearest -neighbour classification with a genetic algorithm (Holland, 1975) to adapt the weights of the contributions of the different components to the distance measure and 2. 'Classification Tree treefit' from the MATLAB 'Statistics Toolbox' (Breiman, 1993) to construct and to tune a decision tree as classification tool.
Both approaches were tried and the treefit clearly outperformed the k-nearest -neighbour classification. The data for construction of the classification algorithm has 3773 points each with 20 measured parameters, a label and a classification. As some points were incomplete (had 'missing values') the data was split into three sets: set train 2008 points without missing values to construct and to tune the classification tree, set test 498 points without missing values to test the classification tree and set incomplete 1262 points with at least one missing value to achieve an aggravated test of the classification scheme. Points in the incomplete set are mostly characterised by the occurrence of variables of high sensitivity (e.g. mussel banks). The determination of further variables will not change the results of the classification albeit their determination is often impossible with respect to specific habitat conditions.
The MATLAB procedure treefit permits the specification of a 'cost' matrix C. Here C i j is the cost of classifying a point (=an area of the Wadden Sea) into class i if its true class is j. In our case the cost matrix should be explicitly asymmetric. Higher classes describe higher vulnerability to pollution, thus indicating a greater need for countermeasures. Erroneous downgrading of points from expert assessment is much more critical than upgrading and, in addition, changes of more than one class are even more critical. The chosen cost matrix is in the upper right corner (expert class 4 and algorithm class 1) maximal and in the opposite corner a factor of 10 lower. A random classification of our data leads to an average cost/point = 15.4.
The resulting tree had 22 levels. To obtain a stable decision scheme the tree was pruned at a high level (level 10) leaving a decision tree with 12 levels which still generate classification of low cost in the above defined sense. This can be seen in the following classification matrices. Here and in the following in the classification matrix the column number is the 'true' class (as established by the expert) and the row index is the class number arising from the classification algorithm. For the set train it reads The classification tree can not be applied to data with missing values. However, for the routine procedure it is mandatory to be prepared to handle such data: there were only four variables which had no missing value at all. 1262 points had one or more missing value (altogether 2073 times missing values). The extreme was one point with ten missing values.
To handle points with missing values we use the 'Most Common Attribute Value' scheme. In this scheme one uses the value of the respective variable occurring most often in the data set. In the case of continuous variables the position of the maximum in the histogram with 10 bins was used. The classification matrix of the points set incomplete treated in this manner reads 
resulting in costs/point = 0.19. As only set train was used to tune the algorithm we can combine set test and set incomplete which gives costs/point = 0.19 to be compared with costs/point = 0.11 from set train: the generalisation of the classification from set train to other points works properly.
Conclusions
The described application of an AANN and a classification tree makes it possible to automate the derivation of the desired ESI. The first step AANN revealed approx. 2% untypical data, which turned out to be erroneous data or from scarce habitats. As a second step the classification reproduced the expert decisions in more than 97% of the cases examined. The remainder is fully acceptable.
With this evaluation it is possible to automate the derivation of an ESI for a region such as the Wadden Sea where the ESI for the benthos part alone is based on 22 single observed variables for each location. Up to now such classifications were possible only with human expert knowledge. The automated classification method presently described will be implemented in the future contingency planning for the German Wadden Sea Coast. If the number of neurons in at least one of the hidden layers dim( p) ≡ K is less than M the AANN has a bottleneck (see Figure 4) . During training of the network, target vectors are chosen to be the same as the input vectors. Therefore, if the NN training succeeds we have a mapping of a domain of R M onto itself which goes through the 'bottleneck' R K . The NN part m( x) which maps the input vectors onto the neurons in the bottleneck layer p is also called the mapping layer and the back-projecting part x = d( p) is called the de-mapping layer, accordingly. Often the mapping as well as the de-mapping part are chosen to have only one layer with the same number of neurons, respectively. However, depending on the given problem another choice might be helpful.
During training the AANN constructs a model which captures the distribution of the given data set. This model shows that the intrinsic dimensionality ( = number of independent dynamical variables controlling the underlying process) of the data set is not higher then the number of neurons k in the bottleneck layer. The mapping part takes advantage of (nonlinear) correlations/functional relationships existing among the input variables.
Thus an AANN can be considered as performing a nonlinear generalisation of the Principal Component Analysis (Nonlinear Principal Component Analysis, NLPCA (Kramer, 1992) ). Like PCA NLPCA can also serve important purposes, e.g.:
-filtering noisy data -data compression -feature extraction -outlier identification -restoration of missing values which may occur in many different application areas.
The aim of environmental monitoring is the detection of abnormal situations ('events') in the environment. To do so, relevant parameters are measured with appropriate temporal and spatial resolution resulting in a vast quantity of multidimensional data. The event to be found by monitoring is an outlier from the data observed under normal conditions. Thus, an AANN trained with 'normal condition data' can be used to detect events of interest: a suitably defined distance measure ρ( x, x ) between input and output of the AANN will be small under normal conditions but large values will signal particular events (Schiller, 2003) .
