The evolution of technology is changing how people work within organizations. Information about customer consumption leads to a new era of business intelligence, wherein Big Data is analyzed to improve business. In this project we apply information visualization in the context of Big Data for product's consumption. The aim of this project is to visualize the evolution of consumption, to detect typical and periodic behaviors and emphasize the atypical ones. In this article we present our workflow-from finding periodic behaviors to create a final visualization using time-series and small-multiples techniques. With the final visualization we are able to show consumption behaviors and highlight the deviations from typical consumption days.
INTRODUCTION
With the advance of technology, and the burst of information, the age of Big Data emerged and enabled the access to unprecedented amounts of data in new contexts (Zhang et al., 2013; Berkovich and Liao, 2012) . Consequently, Big Data is changing how people work within organizations and intensifying the ability to make decisions based on data (Rajpurohit, 2013) . Information visualization enables people who work on business intelligence to present, synthesize, and interpret this complex amounts of information (Keim et al., 2013) . Visualization also provides a powerful way to make sense of data by mapping its attributes to visual properties such as position, size, shape, and color (Fisher et al., 2014) . The main goal for this project is to: (i) visually explore the consumption evolution over time; (ii) detect periodic behaviors; (iii) emphasize the atypical behaviors caused by temporal events, such as Christmas; and (iv) create a visualization that enables the comparison of different days. This visualization uses efficiently the display space, maximizing data density and minimizing the use of ink (Tufte, 1991) .
In this article we describe an application of the time-series visualization technique in a Big Data context. The data refers to the consumption values in 729 hypermarkets and supermarkets, with every transaction from May of 2012 to April of 2014 (the dataset is detailed in section 3). Our time-series application visualizes the deviations in relation to typical consumption values across several product categories. To attain this, we extract the baseline that represents the typical week across several product categories (the approach is detailed in section 4). In addition, we use the small-multiples technique to enhance the comparison among consumption days while providing at the same time a general overview of the annual behaviors.
TIME-SERIES
Analyzing quantitative data involves focusing on one or more relationships between values. In this project, we are interested in examining how a set of value changes through time. Time-series are a special case of the broader dependent-independent variable category, in which time is the independent variable (Cleveland, 1985) . Time-series charts represent time, where the dependent value can assume different shapes such as lines, dots, bars, or areas that fluctuate over time. There are many examples of this technique, such as the Horizon-Graphs (Heer et al., 2009) , and History Flow (Viégas et al., 2004) , and many others can be found in Visualization of Time-Oriented Data by Aigner et al. (2011) . The first known timeseries using economic data was published in 1786 in William Playfair's book, The Commercial Political Atlas. In one of his charts (Figure 1 ) it is represented the balance of trade using the difference between the import and export time-series (Tufte and Graves-Morris, 1983 ). Another notable example of time-series is the Streamgraph (Byron and Wattenberg, 2008 ) that stacks areas to represent changes over time for different categories while conveying total volumes. Its layout emphasizes legibility of individual layers, arranging them in a distinctively organic form. However, this type of graph has some problems that we intend to avoid. First, since there is no space between the stacked areas, the changes in one area influence the shape of the surrounding areas, leading to a miss interpretations of the variations. Furthermore, when the number of areas to represent increases, the readability of the heights of each area and the discernibility among others tends to be extremely difficult (Figure 2) . Another form to create a time-series visualization is through the use of small-multiples. Small-multiples are small illustrations of postage-stamp size, indexed by category that can be ordered by a variable not used in the single image itself (Tufte, 1991) .
One example of small-multiples can be seen in Figure 3 that shows the frequency-of-repair for au- tomobiles during 6 years (Tufte and Graves-Morris, 1983) . In this visualization each table represents a car, each column represents a year and each row represents the evaluation of the typical trouble spots in a car. Each circle is representative of an evaluation that goes from Much better than average (white circle) to Much worse than average (black circle). With this visualization, we can compare and distinguish visually which car had more problems and how these problems evolved over time.
Small-multiples enforce visually the reader to immediately, and in parallel, compare the differences among objects, relying on an active eye to select and make contrasts rather than on bygone memories of images from different pages (Tufte, 1991) . More examples of this type of visualization can be found, such as the Flowstrates (Boyandin et al., 2011) 
DATA
The dataset of this project has o total of 278 GB for 2.86 billions of transactions in 729 hypermarkets and supermarkets, from May 2012 to April 2014. A transaction represents a product acquired on a store, having the following attributes: the date and time, the product, store, and customer identifications, price and quantity.
A transaction is directly associated to a customer trough a unique customer card used in the transaction. The cards can be shared among family members and hence do not directly imply one customer per card. The dataset refers to a total of 6.6 million unique customer cards. In Figure 4 we can perceive that almost one-third of the cards made less than 100 transactions in the two years. The product identification is well defined within a hierarchy of product categories with 6 levels, ranging from the product itself, to the Department, as illustrated in Figure 5 . For this application we are focusing on the visualization of Departments and Business Units, having a total of 7 Departments and 31 Business Units. 
DATA VISUALIZATION
The first step to create Big Data visualizations is often to preprocess and transform the data in order to extract meaningful units (Keim et al., 2008) . Therefore, in order to process such amounts of data, we aggregated each transaction per Business Unit and per hour.
Initially we created a simple graph per Department with all the consumption values sorted by time. By doing this, we were able to extract important clues of how the data behaves along time. Subsequently, we created another visualization model so it could be possible to see the deviations from a typical consumption behavior. To do so, we defined a weekly baseline, to which the deviations are visualized. We extracted the baselines, first, based on averages, and, after, based on the clustering of patterns. Our final visualization applies the small multiples technique to better compare the deviations of each day from the baseline along time, enabling the detection of weekly and yearly patterns.
Initial Approaches
As previously mentioned, our first approach displays the consumption values along time individually per each Department. There are a total of 7 different departments in the dataset: Grocery (biscuits, cereals, frozen foods, hygiene and cleaning products); Fresh Food (fresh meat, fish, vegetables and fruits); Food&Bakery (bread, cakes and coffee); Home (household essentials); Leisure (books, office supplies, pet care and bricolage); Textile (clothing); and Health (with products from nutrition to beauty). We use Catmull-Rom splines 1 (Catmull and Rom, 1974) to represent the continuity of time in the data, and to represent values across time-intervals, circumventing the discrete nature of bar charts.
Additionally, in order to efficiently explore the data, we implemented the following interactive features for the initial graphs: the navigation through time; and the possibility to expand or compress the visualization time-window. In order to smooth the high density of spikes (Figure 7) , we made possible to choose between several time aggregations: 1, 3, 6, 12 and 24 hours. Hence, we diminished the graphical noise, which better clarifies the representation of general patterns.
After an initial analysis we can perceive a recurrent weekly behavior during most of the weeks. Customers tend to consume less from Monday to Thursday, and on Friday through Saturday consumptions have a weekly maximum, beginning to drop during Sunday. We found out that this weekly behavior is generalized across all the Business Units. When looking into shorter periods of time, such as a day (Figure 8) , we also see that, in general, customers tend to consume more in the end of the evening, from 16:00 to 20:00. Taking into account this periodic behavior, it was necessary to create a mechanism to emphasize atypical days. To determine an atypical day, first we must define what is a typical day, and then visualize the deviations from it. 
Baselines
To visualize the deviations from typical consumption we extracted a week-based baseline, for the time span of the dataset using two methods: the average, and the clustering of similar patterns. With this week-based baseline, we can represent the deviation of a certain hour in relation to the same hour of the same day of the week of the week-based baseline. The baselines represent hourly data aggregations and hence the week baseline has 168 points. The baselines were computed for each Department and Business Unit.
The week baseline using the average is extracted by distinguishing the hours for each day of the week, for its 168 hours (Figure 9 ). Different Business Units have differences among them. For example, in Frozen Food, during the week people tend to buy more on the evening, from 17:00 to 20:00, but during weekends, the sales are higher in the beginning of the day. The Coffee Shop is the Business Unit which differs more from the others. In this Business Unit, we can see that, unlike others, we have three main consumption moments, one in the morning, from 9:00 to 11:00, other in the middle of the day, from 13:00 to 15:00, and the third on the evening, from 17:00 to 19:00. Every week-based baseline of a Department or Business Unit is normalized from its minimum consumption in an hour to its maximum consumption in an hour, across all the dataset. Considering that each week has abrupt differences in consumption profiles through the dataset time span, it would be naive to rely only on averages to extract accurate baselines. That way, we further extracted baselines based on clustering of the most frequent consumption patterns. Like in averages, we extracted clustered week baselines for each Department and Business Unit. Considering the previous time aggregation (per hour) each individual week is represented by a sequence of 168 values. The values are normalized as mentioned before. The clustering problem then reduces to comparing those sequences among themselves, and grouping similar sequences to determine clusters of week. Having two sets A and B, our measure of similarity s=1−d, where d is the Euclidean distance.
Two sets are considered similar if d is less than a certain threshold. Our clustering approach is a centroid-based algorithm that assigns points to a cluster accordingly with their distances to the cluster's centroid. S is the set of every day or every week in consumption values in the dataset. A sequence S i ∈ S is then a sequence of n=24 values for a day or a sequence of n=168 values for a week. If O j is the set of all the j-th values of the sequences in S, then the centroid of S is the sequence (Ō j ) n j=1 , whereŌ j is the arithmetic mean of the values in a set O j .
Given a set S and a threshold eps, our algorithm computes a list of clusters as follows: When running the algorithm for every week of each Business Unit and Department, the baseline is defined by the centroid of the cluster with more elements, meaning, the representation of the most frequent type of pattern.
In Figure 10 we have a small multiples visualization of the first two clusters of the week-based baselines of Fruits and Vegetables. As we can see, the typical week represent 73% of the 105 weeks. The clusters are sorted by number of individuals, going from the cluster with more individuals, to the cluster with less individuals. In this example, we can see that the highest consumption moments tend to occur on the weekends.
Having two algorithms to detect the week-based baseline, we compared the results obtained by both. To do so, we calculated the deviation between each baseline in all dataset (Figure 11 ). Comparing the baselines of the two methods, the cluster baseline has the lowest deviations. When grouping weeks we are able to determine main clusters which centroids are more balanced to the dataset that its simple average. 
Time-Series and Small Multiples
With the week-based baselines determined for every Department and Business Unit, we created a variation of the previous visual approach to emphasize the deviations.
By subtracting the values of each period of time to the baseline's values in the same period, we get the deviation length from the baseline in that period of time. Having the baselines represented as a straight line on the graph, we placed each resulting value of the previous calculation above or below that line, depending if the value is bigger or smaller then the baseline value (Figure 12 ). This way we represent which period of times is above or below the baseline and how much it distances itself. It is important to notice that this visualization is only representing how a day is more or less different from the typical one.
We applied this visualization approach to every Business Unit using the week-based baselines. For example, the deviations from the typical consumption for Culture are represented in Figure 13 were consumptions were very high from August to October and also in December, probably caused, respectively, by the beginning of school and the Christmas holidays. We can also see a drop of consumptions between the days 24 and 29, which matches with the Christmas period. With this visualization model we managed to eliminate the periodic repetition, and emphasize moments of greater or lesser importance. Besides the deviations are really clear and we can easily understand what is above or bellow the baseline, it's difficult to compare the values.
To get a general overview of the deviations from the baselines for the whole dataset we developed a calendar view that improves the comparison among deviations as well as better highlight the temporal moments when certain deviation pattern occurs. Since this calendar view displays the overall consumption in a day, we generated new week-based baselines through clustering, where the consumptions are aggregated by day.
In this calendar view, each month is positioned from left to right, and the days of the week are positioned from top to bottom, from Monday to Sunday, respectively. Each day of the month is placed on the corresponding row, so, all week days in the visualization are horizontally aligned. Each day is represented by a rectangle (Figure 14) . The top and bottom edges of the rectangles represent, respectively, the lower and higher consumption value of the represented Business Unit or Department in all dataset. The baseline is a black horizontal line positioned over the rectangle. Since we are using a week-based baseline, for each row of the visualization (from Monday to Sunday) the line will be positioned at different positions, accordingly to the baseline's value for the corresponding day of the week. From each baseline, we draw a rectangle, with a height corresponding to the deviation in consumption for the respective day, coloring it red, if it is positive, and Persian green one, if it is negative. With this method, we can represent all deviations in a calendar view, emphasizing temporal patterns in the deviations. With this visualization we can have two levels of information: (i) a general overview of all days where it is possible to see the highest deviations among the different days, and (ii) a more local view to compare how much the consumption of one day have deviated from the baseline.
An example of this method can be seen on Figure 15 , where we represent the consumption values of the Business Unit Drinks for the 730 days, by using a week-based baseline created with the clustering method. We can say that the consumption in this Business Unit does not have many atypical days. In the two years we can see the same behavior: from July to September and in December the sales tend to be higher than the usual, probably due the summer vacations and Christmas. The calendar views were generated for each Department and Business Unit, but it is our intent to generate more specific views for categories in the product hierarchy. With this last vi- sualization model we can have a qualitative analysis about the consumptions through time and understand behaviors that tend to repeat through months and even through years. It is easy to understand when the consumption is a higher or lower value, and how the deviations tend to evolve.
RESULTS AND CONCLUSION
Big Data intensifies the ability to make decisions within organizations, to discover new sales opportunities and to improve the understanding of profitability across products and customers (Rajpurohit, 2013) . People who work on business intelligence started to make use of visualizations to be capable of interpret this complex amount of data (Keim et al., 2013) . By mapping data attributes to visual properties such as position, size, shape, and color, visualization designers leverage perceptual skills to help users discern and interpret patterns in data.
For this project we applied information visualization in the context of Big Data for product's consumptions. We processed 2.86 billions of transactions for 730 days, generating representations of consumption along time for 7 Departments and 31 Business Units. Our objectives are: visually explore the consumption behaviors over time; detect periodic patterns; emphasize the atypical behaviors; and create a visualization that enables the comparison of different days. This visualization uses efficiently the display space, maximizing data density and minimizing the use of ink (Tufte, 1991) . First, we created a visualization capable to represent the general behavior of consumption over time. The data had an elementary time aggregation, so it was possible to see the consumptions variation in a large time span. After an initial analysis, we detected the repetition of a weekly behavior for most of the weeks.
Having this periodic behavior, it was necessary to create a mechanism to emphasize atypical days. To do so, we created a weekly baseline, first with a simple average, and then through clustering. With these two techniques we concluded that the average baselines tend to have higher values than the ones extracted through clustering. This can be explained by the fact that the simple average is more influenced by atypical days than the clustering technique. We also calculated the average deviation for the two techniques to all the dataset and concluded that for week-based baselines clustering shows lower deviations. Besides those differences the two approaches displayed the same behavior through days and weeks, in general, consumptions were higher at lunch time and in the evening, from 16:00 to 20:00.
We explored several approaches to visualize timeseries for consumption and culminated in a calendar view that uses small-multiples for days. This calendar view highlights the deviations from the baselines along time, eliminating the periodic repetition, and emphasizing moments of greater importance, while enabling the comparison between days.
In the future it is our intent to create a tool that highlights the products with higher deviations and enables the user to browse through the calendar visualizations. With all 730 days being visualized we can perceive some annual behavior. In December the consumptions tend to rise, specially in the end of the month, and between July and September, they also tend to be higher then the week-based baseline.
