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duce the system cost significantly, but this usu-
ally needs high-precision digital maps[9-11] or pre-
constructed image databases for matching[12-13].
Uchiyama et al.[12] achieved the ego-localization using
a matching database and a binocular camera, where
the synchronization and the stereo matching of binocu-
lar vision are too difficult to guarantee the positioning
accuracy. Wong et al.[13] used an on-board monocular
camera and an image sequence database to determine
the actual location of the vehicle on road. Their algo-
rithm relies on a large and complex database, including
the scenes along and around the road. Any change of
the road scene will affect the accuracy of positioning.
Up to the present, vision-based lane detection is al-
ready used to localize the moving vehicle. Two classic
methods are found in the literature: the feature-based
techniques[14-15] and the model-based techniques[16-17].
Although these methods can detect lanes well in the
case of slight occlusion, they are less feasible in the
situation of traffic congestion, and they are not able to
estimate the direction of the lanes either. Nedevschi et
al.
[18] proposed an ego-localization method using land-
marks at the intersections, but it fails when the land-
mark is covered by the crowded vehicles.
There is an intensive literature on estimating rota-
tion and position of a camera from the points of the
space corresponding to its image points, often referred
to as Perspective-n-Point (PnP) problem. However the
methods presented in [19-20] require matching 2D-3D
pairs and selecting non-coplanar points as the prere-
quisite, often involving considerable amount of manual
interactions.
The well-known 2D feature points matching algo-
rithm, SIFT (scale-invariant feature transform)[22], has
a high matching accuracy, but the calculation is time-
consuming, which limits its application in real-time ve-
hicle pose estimation for planar road sign as in our case.
In this paper, we propose a vehicle pose and po-
sition estimation method in the complex traffic scene
at intersections using an on-board monocular camera
and a simple pre-constructed database. Moreover, the
GPS in our experiments is the only one used to provide
a rough position of the vehicle before calculating the
vehicle’s pose and position. The contributions of our
paper mainly include: 1) a pose and position estima-
tion method using monocular camera is proposed for
driver-assistance and autonomous driving; 2) a rectan-
gle object detection method is proposed to detect the
road sign accurately in cases of weak light and partial
occlusion; 3) an accurate road sign’s vertex extraction
algorithm based on Hough transform is proposed to cal-
culate the exact plane homograph matrix, by which the
vehicle’s pose and position at the intersection can be
obtained accurately.
This paper is organized as follows. In Section 2,
we give a brief overview of the proposed method. The
structure of the database is introduced in more detail in
Section 3. The detailed process of road sign detection
and the vertex extraction algorithm based on Hough
transform are described in Section 4 and Section 5, re-
spectively. The process of pose and position estimation
is shown in Section 6. We discuss the experimental re-
sults in Section 7 before the conclusions in Section 8.
2 Overview of Proposed Method
This paper presents a method for vehicle pose and
position estimation in complex traffic scenes at urban
road intersections with the consideration of traffic jam
and lane occlusion. The estimation of vehicle pose and
position is realized by using the road sign ahead of the
intersection, which has two main characteristics: 1) a
blue color background; 2) a rectangular shape with a
relatively fixed range of width-to-height ratio, as shown
in Fig.1.
Fig.1. Road signs at different road intersections.
Usually, every intersection has one road sign ahead
for a fixed direction in China. As current GPS facilities
have an accuracy of less than five meters, we can deter-
mine which intersection the vehicle is traversing. The
GPS information is associated with the information of
the road sign stored in the pre-constructed database.
In this way, the road signs can be targeted by the
GPS information. After confirming the intersection,
the rectangular road sign will be detected from the in-
put images recorded by the moving on-board camera
using three constraints. Then, the coordinates of four
vertices can be obtained using proposed extraction al-
gorithm based on Hough transform. We calculate a
plane homograph matrix between the actual size of the
corresponding road sign in the real world and the four
vertices detected above. The on-board camera’s pose
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and position can be calculated with the plane homo-
graph matrix in the road sign coordinate system. The
flow chart of our method is shown in Fig.2.
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Fig.2. Flow chart of the proposed method.
3 Database Construction
In this paper, the database consists of three parts
associated with road signs located at all intersec-
tions. The first part is the accurate positions of road
signs measured by high-precision RTK-GPS Compstar
CC20[23]. The second part is the sizes of the road signs.
The third part is the lane information including the
width and the index near the road sign. Roads at diffe-
rent intersections have different numbers and widths
of lanes. For simplicity, we define the road sign coordi-
nate system as the world coordinate system, and let the
original point be fixed on the center of the road sign.
Therefore, the size of the road sign can be converted
to the 3-dimensional (3D) coordinates under the world
coordinate system. The number and width of the lanes
can be quantified as the coordinates under the road sign
coordinate system, as shown in Fig.3.
The complete database is a series of numbers asso-
ciated with different road signs including the signs’ ac-
curate position, size, amount and width of lanes. These
data are indexed by the accurate position. Some sam-
ples of the database are presented in Table 1.
Fig.3. Road sign coordinate system (XW , YW , ZW ).
4 Road Sign Detection
At present, sign detection methods mostly rely on
the threshold segmentation based on different color
spaces, or feature point extraction and matching al-
gorithms like SIFT or SURF[24]. On this basis, the
signs are classified and identified by machine learning
methods like random forests[25] or SVM (support vector
machine)[26]. The SIFT algorithm is time-consuming
and requires a large storage of sign images at different
distances in the database, increasing the overhead of
the database greatly. The detection and classification
methods based on SVM or other algorithms also need
the corresponding color threshold segmentation prepro-
cessing in the hue-saturation-value (HSV)[26], CIELUV
(LUV)[27], or hue-saturation-intensity (HSI)[28] space.
In this paper, to overcome the high computation cost,
we do not classify or identify the target area. Instead,
we introduce another two constraints to eliminate the
interference area and obtain the target sign based on
the threshold segmentation in the HSV space.
Table 1. Examples of Database from 3 Continuous Intersections on Jingshi Road
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In our method, when the GPS roughly informs the
vehicle approaching a certain road sign in our database
(e.g., x meters from the sign), the road sign detection
module starts to detect this road sign from the current
image recorded by the on-board camera. Meanwhile,
the locating of target road signs is limited by three pre-
defined constraints: 1) HSV threshold, 2) aspect ratio,
and 3) area size.
First, the input image is converted from RGB to
HSV color space for a better representation of real-light
pixel color characteristics. As the color of the road signs
in the urban environment of most countries is blue, we
design the following constraints for the three channels
of HSV:
1) a hue value 200 < H < 280;
2) an intensity value 0.35 < V < 1;
3) a saturation value 0.35 < S < 1.
The input images are binarized according to the above
thresholds, and then we perform the morphology pro-
cessing to reduce the discontinuous regions. The pe-
ripheral contours of the candidate regions can be ob-
tained from the binarized images. However, the above
threshold range contains a lot of noise like the license
plates, blue color billboards, vehicles, buildings, and
the other various plane objects. Considering the above
kinds of noise have different aspect ratios, and road
signs always maintain a certain ratio, we set the second
constraint with a ratio value 1 < r < 2.
To improve the detection accuracy, the third con-
straint is introduced. Note that the area of the noise
regions is much smaller than that of the target road
sign, and the number of pixels in the region of the road
sign is constrained to between 3 000 and 240 000 (the
size of the input image is 1 920 × 1 080). Finally, the
largest remaining region is selected as the target road
sign.
The detection process and results in different sce-
narios are presented in Fig.4. The results imply that
our detection method can be better adapted to the sce-
narios of noise, night, dawn, blocked by lamps, and
blocked by vehicles. Under the night scenario, using
the headlight can obtain a relatively good detection re-
sult within a limited distance. The road conditions only
in mainland China are referred in this paper. With re-
gard to the applicability in other countries and regions,
it does only need to appropriately adjust the value of
hue (H) in the HSV space according to the road condi-
tions in these areas.
5 Accurate Extraction Algorithm of Road
Sign’s Vertices
In order to calculate the homograph matrix between
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Fig.4. Detection process and results under different scenarios. (a) Noise. (b) Night. (c) Dawn. (d) Blocked by lamps. (e) Blocked by
vehicles.
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image, it is necessary to extract the four vertices’ coor-
dinates of the road sign in the image plane in the case
that the vertices’ 3D coordinates of the actual one have
been known. The approximate contour of the road sign
can be obtained by the detection step. However, since
the contour is not a standard quadrilateral, the accurate
vertex coordinates cannot be obtained directly. In order
to obtain the accurate road sign’s vertex coordinates of
the input image, an accurate extraction algorithm of
the road sign’s vertices based on Hough transform al-
gorithm is presented. The flow chart of the algorithm
is shown in Fig.5.
Calculating the Centroid of 
the Contour
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in two intervals with a large span, averaging the value
of θ directly results in the deflection of line detection,
as shown in Fig.7. In order to obtain accurate fitting
value, θ of the left and the right group is rotated by pi/2
counterclockwise firstly using (4) before being averaged,
and rotated by pi/2 clockwise after being averaged, as
shown in (5).
θleft = θleft +
pi
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During the analysis of the continuous 100 images,
the abscissa and the ordinate of the vertices calculated
by the algorithm were compared with the real abscissa
and ordinate respectively. As shown in Fig.10, the ave-
rage error of the abscissa (blue points) and the ordinate
(red points) is 2.592 and 2.734 pixels respectively.
Moreover, we compared the processing time per
frame and false positive of the sign detection by SIFT,
SVM, and the proposed method. 200 continuous frames
were used for this comparison. The distance from these
frames to the sign ranged from 50 to 100 meters and
the image size was 1 920× 1 080. As shown in Table 2,
our method outperforms the methods using SIFT and
SVM.
The proposed vertices extraction algorithm detects
the four vertices by fitting all of the points in the
contour, which ensures that the accuracy of the ver-
tices’ coordinates is high enough. Compared with SVM
and other machine learning methods, the proposed de-
tection method does not need much calculation and
training, and it is simpler and more effective. Com-
pared with the classic methods like SIFT and SVM,
our method is much faster and more robust because of
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Fig.10. Error analysis of vertices’ accuracy.
Table 2. Comparison of Road Sign Detection Results
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where T is a 3×3 matrix, and T1, T2, T3 are the column
vectors of T . The vehicle’s translation vector t can be
calculated by (10).













Fig.13. Results of the proposed method. (a) Road sign detec-
tion with vertices marked, pose and position data shown on the
upper left corner. (b) Six groups of the results projected to the
simulated road.
7.2 Experimental Data Analysis
To validate the results of the proposed method with
ground truth, we selected 200 continuous frames ranged
from 100 m to 50 m to analyze errors with the ground
truth, as shown in Fig.14(a) for tz. Fig.14(b) shows the
error of parameter tz for every frame against the ground
truth. It indicates that tz is more accurate when the
distance to the road sign is closer. When the distance
is larger than 150 m, the error of tz may exceed 1 m.
Since the road sign is too small to be detected, the esti-
mation of pose and position is meaningless. Figs.14(c)
and 14(d) show the estimated tx and its error compared
with the ground truth. The average error of tx is less
than 0.5 m. It demonstrates that the proposed method
can achieve the lane-level positioning. Figs.14(e) and
14(f) show the analysis of the heading angle β. The
smooth black curve in Fig.14(e) represents the ground
truth. The changed curve direction indicates that the
vehicle changes the lane. The purple curve presents the
result of the proposed method, which shows that the
pose estimation can reflect the actual driving attitude
of the vehicle. Fig.14(f), the error analysis, shows that
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Fig.14. Results compared with ground truth and error analysis.
(a) Result of tz . (b) Error of tz . (c) Result of tx. (d) Error of
tx. (e) Result of ty . (f) Error of ty.
For a better comparison, we plot the results cal-
culated by the proposed method and the results of
Beidou L202 in the same satellite map, as shown in
Fig.15. The red line is the ground truth, the yellow
circular points are the results of Beidou L202, and
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the green rhombus points are results of the proposed
method, in which obtained data were calculated once
per 10 frames. Figs.15(a)∼Fig.15(c) represent results in
three different lanes respectively. It shows that Beidou
L202 has relatively accurate positioning results when
the satellites’ signal is stable, but part of points still
have an obvious deviation compared with the ground
truth, and even some of the points are positioned on
the opposite lane. Compared with the Beidou L202,
the results of the proposed method are more consistent













Fig.15. Comparison with Beidou L202 (distance of 100 to 20
meters to the road sign). (a) Results in lane-3. (b) Results in
lane-5. (c) Results in lane-7.
7.3 Performance Analysis
Our algorithm is implemented on a PC with a
3.20 GHz Intel Core i5-3470 processor running Win-
dows 10 operating system, using C/C++ and OpenCV
library. The input image has a resolution of 1 920 ×
1 080. The performance of the proposed method can
be analyzed from two parts: 1) the road sign detection,
and 2) the pose and position calculation. The average
time of road sign detection and vertices extraction al-
gorithm calculated from 300 images was about 122 ms,
and the average time of the pose and position calcu-
lation was 23 ms. With the hardware acceleration or
GPU parallel algorithm, the proposed method can ef-
fectively improve the efficiency and achieve real-time
processing.
Most of the current navigation systems cannot in-
form which lane the vehicle is driving on. Associat-
ing the proposed system with the high-precision digital
map, we can easily determine the vehicle’s position in
the intersection. The system can remind the driver in
advance which lane the vehicle is driving on, especially
at the busy intersections, important entrances and ex-
its of the viaduct, where traffic jam and accidents are
always caused by unwanted misjudgments. The accu-
racy of the navigation system can be further enhanced
at the important intersections.
The current autonomous driving system cannot
solve the problem of vehicles’ ego-localization well in
the occlusions common in intersections. The proposed
method provides a new idea for ego-localization and can
reduce the cost of the autonomous driving system effec-
tively. Moreover, these expensive sensors cannot work
very well facing the occlusions in the intersections. The
proposed method will provide more stable and reliable
assistance for the autonomous driving system.
Another potential application of the proposed
method is virtual traffic stream scene simulation, which
is the key for the cities’ virtual reality (VR) and effec-
tive method to improve the occlusions in the intersec-
tions. The proposed method can obtain the vehicles’
pose and position in the intersections. With the data
entered into the VR system, we can get the virtual traf-
fic flows in real time. This application could adjust the
vehicles’ amount in different lanes and the traffic light
control with the data provided by the proposed method
to improve the occlusions in the certain intersections.
1160 J. Comput. Sci. & Technol., Nov. 2017, Vol.32, No.6
8 Conclusions
An approach for vehicle pose and position estima-
tion at city road intersections was proposed by using
low-cost facilities: an on-board monocular camera and
a common GPS with the presence of road sign ahead
in front. The rough position of the vehicle provided by
GPS is used for matching the road sign data in a pre-
constructed database. The road sign is further detected
with three constraints with the consideration of weak
light and partial occlusion. We demonstrated that our
method has a correctness of 90.50% or higher in sign de-
tection within 150 meters, and is faster than the SIFT
and SVM. It is noteworthy that our road sign detection
method may not perform well enough in the late night,
which would be a future research direction. The four
vertices of the detected road sign with their correspond-
ing ones in real world were used to calculate the planar
homograph matrix which was resolved into three rota-
tion and three translation vectors under the road sign
coordinate system. These vectors were converted to
the vehicle’s pose and position on the road. The exper-
imental results showed that, within 100 meters distance
to the road signs, the pose error is less than 2 degrees,
and the position error is less than one meter, which can
reach the lane-level positioning accuracy. Experimental
results also showed that our method is more accurate
than the Beidou high-precision positioning system L202
at a distance of 100 to 20 meters to the road sign.
The prospect applications of our method include
high-precision digital map navigation, autonomous
driving system assistance, and virtual traffic stream
scene simulation.
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