We offer an almost self-contained development of Perron-Frobenius type results for the numerical range of an (irreducible) nonnegative matrix, rederiving and completing the previous work of Issos, Nylen and Tam, and Tam and Yang on this topic. We solve the open problem of characterizing nonnegative matrices whose numerical ranges are regular convex polygons with center at the origin. Some related results are obtained and some open problems are also posed.
Introduction
By the classical Perron-Frobenius theory, if A is a (square, entrywise) nonnegative matrix, then its spectral radius ρ(A) is an eigenvalue of A and there is a corresponding nonnegative eigenvector. If, in addition, A is irreducible, then ρ(A) is a simple eigenvalue and the corresponding eigenvector can be chosen to be positive. Moreover, for an irreducible nonnegative matrix with index of imprimitivity m > 1 (i.e., one having exactly m eigenvalues with modulus ρ(A)), Frobenius has also obtained a deeper structure theorem: The set of eigenvalues of A with modulus ρ(A) consists precisely of ρ(A) times all the mth roots of unity, the spectrum σ (A) of A is invariant under a rotation about the origin of the complex plane through an angle of 2 /m, and A is an m-cyclic matrix, i.e., there is a permutation matrix P such that P t AP is a matrix of the form where the zero blocks along the diagonal are all square. To establish the above structure theorem, the most popular proof is to use Wielandt's lemma. (Some relevant definitions and a full statement of Wielandt's lemma will be given later on. For the logical relations between the various conditions that appear in the above-mentioned Frobenius's result, in the setting of a complex matrix, see the recent paper [15] by the second author.) By now, the Perron-Frobenius theory of a nonnegative matrix is very well known. Almost every textbook of matrix theory contains a chapter on the subject, and there are also monographs specially devoted to nonnegative matrices and their applications. On the other hand, there is not much literature on the numerical range of a nonnegative matrix, although it is well known that the numerical range of a matrix and its spectral properties are related. As a matter of fact, as early as 1966, Issos [10] in his unpublished Ph.D. thesis has obtained some Perron-Frobenius type results on the numerical range of an irreducible nonnegative matrix. However, for many years, except for a reference by Fiedler [5] , it appears that Issos's work was almost unnoticed. Recall that the numerical range of an n-by-n complex matrix A is denoted and defined by
Here is the main result obtained by Issos [10, Theorem 7] : Issos's proof depends on a number of auxiliary results and is rather tedious. Recently, the second author and Yang [16] also obtained Issos's main result as a sideproduct of their treatment. The proof given in [16, Corollary 2] for Issos's result may not be easily accessible to the general readers. This is because the proof is indirect, graph-theoretic, and depends on results from the previous paper [15] of the second author, on the less well-known concepts of the signed length of a cycle (which is different from that of a circuit) and matrix cycle products, and also on a characterization of diagonal similarity between matrices in terms of matrix cycle products due to Saunders and Schneider. (Indeed, it is a purpose of the papers [15, 16] to demonstrate the usefulness of these less well-known concepts and the characterization of Saunders and Schneider.) This research was initiated by our attempt to find a direct, self-contained proof of Issos's main result. In a graph-free manner, we are able to do this and also obtain an extension of the result in the setting of a nonnegative matrix with irreducible real part. Then, in terms of certain graph-theoretic concepts, we put the latter result in a more concrete usable form, depending our proof on some results of [14, 15] .
Theorem 1.1. Let A be an irreducible nonnegative matrix with index of imprimitivity m. Denote the numerical radius of A by w(A). Then λ ∈ W (A) : |λ| = w(A)
Since the literature on numerical range analogs of the Perron-Frobenius theory is scanty, we also think it is worthwhile to offer a complete and, as far as possible, self-contained development here.
The results we obtain also enable us to solve the open problem of characterizing nonnegative matrices whose numerical ranges are regular polygons with center at the origin. We treat this problem and related problems in the second half of the paper.
Preliminaries
We assume knowledge of the Perron-Frobenius theory of nonnegative matrices, which is available in many standard textbooks such as [1, 8] , or [11] , as well as familiarity with numerical ranges (see, for instance, [6] or [9] ).
Below we give a list of notations which we will follow. We always use A to denote an n-by-n complex matrix for some fixed positive integer n.
M n
the set of all n-by-n complex matrices R For a vector x ∈ C n , we use x to denote the Euclidean norm of x, i.e., x = (x * x) 1/2 . For a matrix A, we use A to denote the operator norm of A, i.e., A = max x =1 Ax .
For real matrices A, B of the same size, we use A B (respectively, A > B) to mean a rs b rs (respectively, a rs > b rs ) for all indices r, s. The notation will also apply to vectors.
We call a matrix A ∈ M n irreducible if n = 1 or n 2 and there does not exist a permutation matrix P such that For graph-theoretic definitions, we follow those of [15, 16] . We need, in particular, the concepts of cyclic index of a matrix, a cycle in a digraph, and the signed length of a cycle, which we are going to explain.
For any A ∈ M n , as usual, by the digraph of A, denoted by G(A), we mean the directed graph with vertex set n such that (r, s) is an arc if and only if a rs / = 0. By the undirected graph of A we mean the undirected graph obtained from G(A) by removing the direction of its arcs. We call an undirected graph connected if either it has exactly one vertex or it has more than one vertex and every pair of distinct vertices are joined by a path.
It is well known (see, for instance, [8, Theorem 6.2.24] ) that a matrix A ∈ M n is irreducible if and only if its digraph G(A) is strongly connected (in the sense that given any two vertices r, s of G(A), there is a directed path in G(A) from r to s and vice versa). It is not difficult to show the following: Remark 2.2. For any A ∈ M n , if Re A is irreducible, then the undirected graph of A is connected. The converse also holds if A is nonnegative.
We call a matrix A ∈ M n m-cyclic if there exists a permutation matrix P such that P t AP is of the form (1.1) where the zero blocks along the diagonal are all square. The largest positive integer m for which a matrix A is m-cyclic is called the cyclic index of A. We call A a block-shift matrix if for some integer m 2, A is of the form (1.1) and with A m1 = 0. An m-cyclic matrix (respectively, a matrix which is permutationally similar to a block-shift matrix) can be characterized as one whose digraph is cyclically m-partite (respectively, linearly partite) (see [15] for definitions).
We reserve the term "circuit" (in a digraph) for its usual meaning, i.e., a simple closed directed path. For instance, a sequence of arcs, like (1,2), (2, 3) , (3, 4) , and (4,1), forms a circuit of length 4. The term "cycle" in our usage means something different. For example, a sequence of arcs, like
forms a cycle of length 5 and signed length 1. Here we use r −→ s to denote the arc (r, s) traversed from r to s and referred to it as a positive link, and use s ←− r to denote the arc (r, s) traversed from s to r and referred to it as a negative link. The number of positive links minus the number of negative links in a cycle gives the signed length of the cycle. (For formal definitions, see [15, Section 2] .)
Numerical range analogs of the Perron-Frobenius theory
Let A be an n-by-n nonnegative matrix. In parallel to the Perron-Frobenius theory, it is natural to assert that w(A) ∈ W (A) and there is a unit nonnegative vector x such that x * Ax = w(A). The assertion is, indeed, true and is also pretty obvious. The reason is, for any unit vector z ∈ C n , we have |z * Az| |z| * A|z|; hence w(A) = sup |z * Az| : z = 1 = sup y t Ay : y = 1, y ∈ R n + . Clearly, the continuous real-valued map y → y t Ay attains its maximum on the intersection of the unit sphere with the nonnegative orthant R n + , which is a compact set. Hence our assertion follows. (The foregoing discussion has essentially appeared in [10, Theorem 1 and its proof], where it is assumed that the matrix A is irreducible nonnegative.)
The next thing one may try to prove is that, if A is irreducible nonnegative, then there is a positive unit vector x such that x * Ax = w(A), and furthermore x is unique. It is desirable that we can somehow apply the Perron-Frobenius theory. The following general result enables us to do this. 
Hence, u is an eigenvector of Re(ξA) corresponding to w(A), and also it follows that we have w(A) = ρ(Re(ξ A)) = λ max (Re(ξ A)).
(ii) If x is any nonzero vector in V, then by what we have done in the proof of part (i) (with x in place of u), we see that x is an eigenvector of Re(ξA) corresponding to λ max (Re(ξ A)) .
Conversely, if x is an eigenvector of Re(ξA) corresponding to λ max (Re(ξ A)) (= w(A)), then we have
and hence
Lemma 3.1(ii) is well known to researchers of numerical range. For example, it is essentially contained in [3, Corollary 1.4] , and is also partly a consequence of the following result in [4] (see also [6, Theorems 1.5-1 and 1.
5-2]:
A point α ∈ W (A) is an extreme point if and only if the associated subset {x ∈ C n : x * Ax = α x 2 } is a linear subspace.
We take a digression here. By examining the above proof of Lemma 3.1 (or the proof of [3, Corollary 1.4]) carefully, one can see that our argument also shows the following: The last part of the above remark (the "only if" part of which is implicit in the proof of [16, Lemma 6] ) enables us to check whether a given nonnegative matrix A with irreducible real part has a circular disk centered at origin as its numerical range, or whether it satisfies e 2 i/m W (A) = W (A) for a given positive integer m. This is because, by [16 The relation w(A) = ρ(Re A) for a nonnegative matrix A was shown in [7] . It also appeared implicitly in the proof of [10, Theorem 1] .
We make another digression and take note of the following interesting consequence of the fact that w(A) ∈ W (A) for a nonnegative matrix A:
Corollary 3.4. Let A = (a ij ) be an n-by-n nonnegative matrix. If W (A) is a (possibly degenerate) elliptic disk or a regular polygon, then the center p of W (A) must be a nonnegative real number such that p min 1 j n a jj .
Proof. Since A is a real matrix, W (A) must be symmetric about the real axis (see, for instance, [12, Lemma 3.1]). So p must lie on the real axis. Let α denote min 1 j n a jj , and assume to the contrary that p < α. Then A − αI n is still a nonnegative matrix and its numerical range is W (A) − α, with center at p − α, which is a negative number. If W (A) is an elliptic disk, then, clearly, the left vertical supporting line for W (A − αI n ) is farther away from the origin than the right vertical supporting line. Hence, w(A − αI n ) / ∈ W (A − αI n ), which contradicts the result of Proposition 3.3. On the other hand, if W (A) is a regular polygon, then the distance from the origin to the vertices of W (A − αI n ) other than w(A) − α is greater than w(A) − α, which again contradicts Proposition 3.3.
The above corollary may suggest that, in general, if A = (a ij ) is an n-by-n nonnegative matrix, then the centroid p of W (A) satisfies p min 1 j n a jj . Our next example will show that this is not true. Using the relation w(A) = ρ(Re A) for a nonnegative matrix A, we immediately obtain the following corresponding result for numerical radius. Below we also give an alternative short proof of the result.
Corollary 3.6. Let A, B ∈ M n be nonnegative, and suppose that B A. Then w(B) w(A). If, in addition, Re A is irreducible and A / = B, then w(B) < w(A).
Proof. Since 0 B A, we have
Now assume that Re A is irreducible, and suppose that w(B) = w(A). Choose a nonnegative unit vector x such that x * Bx = w(B). Then we have
Thus, the two inequalities become equalities. Since Re A is irreducible, by the last part of Proposition 3.3, the vector x is positive. So we have x * (A − B)x = 0, and together with the assumption A B, it follows that A = B, which is a contradiction.
We want to emphasize that in the last part of Corollary 3.6 (also Proposition 3.3) we are assuming that Re A is irreducible instead of A being irreducible. And this is the right setting for results on numerical radius. For the corresponding results on spectral radius, we do need the irreducibility assumption. As an example, consider
Then Re A is irreducible, but not A, and we have ρ(A) = ρ(B) = 0, and w(A) > w(B).
In the above we have treated the rudimentary part of the numerical range analogs of the Perron-Frobenius theory. To proceed further, we need the following Wielandt's lemma [17]:
Wielandt's lemma. Let A, B ∈ M n , and assume that A is nonnegative. If |B| A, then ρ(B) ρ(A). Assume, in addition, that A is irreducible. If ρ(A) = ρ(B) and ξ is a unit complex number such that ξρ(B) ∈ σ (B), then
In the above formulation of Wielandt's lemma, in order to emphasize its nontrivial part, we have deliberately omitted the obvious converse part for its second half (cf. [11, p. 36 To see how Proposition 3.7 can be used to establish the remaining inclusion for Theorem A, consider any unit complex number ξ for which ξ w(A) ∈ W (A). By the proposition, ξA is similar to A. But ρ(A) is an eigenvalue of A, hence so is ξρ(A). By the Frobenius theorem for an irreducible nonnegative matrix, it follows that ξ must be an mth root of unity, where m is the index of imprimitivity of A. This completes the proof of Theorem A.
Note that when A is an irreducible nonnegative matrix with index of imprimitivity 1 (or, equivalently, when it is a primitive matrix, i.e., a nonnegative matrix, one of whose powers is positive), Theorem A tells us that the numerical range of A contains exactly one point with modulus w(A), namely, w(A) itself. Our above proof also covers this special case.
Theorem A first appeared in [10, Theorem 7] and then in [16, Corollary 2] ; whereas Proposition 3.7 is contained in [16, Lemma 1], but not in [10] . The proof given in [16] for Theorem A is longer than necessary; it makes use of [16, Lemma 1], but not in the best way. Graph-theoretic arguments as well as results from [15] are needed in [16] to establish its Lemma 1. We shall give two proofs for Proposition 3.7, which are self-contained and graph-free. 
Our second proof of Proposition 3.7 will depend on the following numerical radius analog of Wielandt's lemma, which is of independent interest.
Lemma 3.8. Let A, B ∈ M n , and assume that A is nonnegative. If |B| A, then w(B) w(A). Suppose, in addition, that Re A is irreducible. If w(A) = w(B) and ξ is a unit complex number such that ξ w(A) ∈ W (B), then B = ξDAD −1 for some unitary diagonal matrix D.
Proof. The first half of this lemma can be readily proved by modifying the argument given in the proof for the first half of Corollary 3.6. Alternatively, apply the first part of Wielandt's lemma to the pair of matrices Re(e iθ B), Re A (where θ ∈ R), and use the fact that for any matrix A, we have
The proof for the second half of this lemma runs parallel to a known proof for the corresponding part of Wielandt's lemma (cf. [11, pp. 37-38] ). Let y be a unit vector such that y * By = ξ w(A). Then
Hence, the above inequalities all become equalities. Since |y| t A|y| = w(A) and Re A is irreducible, by the last part of Proposition 3.3, we have |y| > 0. Now, in view of
where the second equality has already been established above. But we also already have |y| t A|y| = w(A), so
And since |D * (ξB)D| = |B| = A and |y| > 0, it follows thatξD −1 BD = A, or B = ξDAD −1 .
Second proof of Proposition 3.7. Apply Lemma 3.8 with B = A.
It is easy to show that for any A ∈ M n and any unit complex number ξ , if A is (unitarily) diagonally similar to ξA, then Re A is also (unitarily) diagonally similar to Re(ξ A) (see [16, 
The above remark is actually implicit in the work of [16] . This is because, by [16, Lemma 3], we readily obtain our remark under the additional assumption that Re A is irreducible (as λ max (Re(ξ A)) = λ max (Re A) whenever Re(ξ A) is similar to Re A), and then after a simple calculation we can drop the additional assumption. Certainly, our present proof is more direct and easier.
For more equivalent conditions for ξ w(A) ∈ W (A) (when A is nonnegative and |ξ | = 1), see [16, Lemma 3] .
We would like to make another observation. Proof. By Lemma 3.1, the set {x ∈ C n : x * Ax = ξ w(A) x 2 } is equal to the eigenspace of Re(ξA) corresponding to λ max (Re(ξ A)) (= w(A)). By the first proof of Proposition 3.7 or by the proposition itself (and Remark 3.9), Re(ξA) is diagonally similar to Re A. Since Re A is irreducible nonnegative, by the Perron-Frobenius theory, ρ(Re A) (= w(A)) is a simple eigenvalue of Re A. Hence, λ max (Re(ξ A)) is also a simple eigenvalue of Re(ξA), and the said subspace is of dimension 1.
We are going to extend Theorem A to the case when A is a nonnegative matrix with irreducible real part.
For any A ∈ M n , it is easy to verify that the set H = ξ ∈ C : |ξ | = 1, ξA is (unitarily) diagonally similar to A forms a subgroup of the group of all unit complex numbers, and moreover it is included in the set {ξ ∈ C : |ξ | = 1, ξ W (A) = W (A)}. If A is nonnegative, then since w(A) ∈ W (A), the latter set, in turn, is included in {ξ ∈ C : |ξ | = 
group under multiplication, and is either the group of all unit complex numbers or is a finite (necessarily cyclic) subgroup of it. (iii) If W (A) is not a circular disk with center at the origin, then
where m is the largest positive integer such that A is diagonally similar to e 2 i/m A.
So far we are graph-free. Next, in terms of certain graph-theoretic concepts, we are going to rewrite part (iii) of Proposition 3.11 in a readily usable form.
In [14, Theorem 1] , the second author gave equivalent conditions on a complex matrix A with the property that the numerical range of any matrix with the same digraph as A is a circular disk centered at the origin. One equivalent condition is that A is permutationally similar to a block-shift matrix. Another equivalent condition is that all cycles of G(A) have zero signed length. In [16, Theorem 1], a long list of further new equivalent conditions were added. In particular, rather unexpectedly, it was found that in the case when A is nonnegative and has a connected undirected graph (or equivalently, with irreducible real part), the condition that W (A) is a circular disk centered at the origin is also an equivalent condition.
On the other hand, by [15, Theorem 4.1], for any A ∈ M n and any positive integer k, if A is k-cyclic, then A is diagonally similar to e 2 i/k A; if, in addition, the digraph G(A) has at least one cycle with nonzero signed length, then the converse also holds.
In view of the above (and Remark 2.2), we can now rewrite Proposition 3.11(iii) as follows: 
By [15, Corollary 4.2(i)], when the digraph G(A)
has at least one cycle with nonzero signed length (A not necessarily nonnegative), the cyclic index of A is equal to the greatest common divisor of the signed lengths of the cycles in G(A). So, the cyclic index m considered in Theorem 3.12 can be determined.
We have already offered a self-contained proof (via Proposition 3.7) for Theorem A. Now let us show that Theorem A can be recovered also from Theorem 3.12: If A is irreducible, then, by part (iii) of the above-mentioned corollary of [15] , the cyclic index of A is also equal to the greatest common divisor of the circuit lengths of G(A). But it is well known (see, for instance, [1, p. 35, Theorem 2.30]) that the index of imprimitivity of an irreducible nonnegative matrix is equal to the greatest common divisor of the circuit lengths of its associated digraph. And, of course, the digraph of an irreducible matrix, being strongly connected, has at least one cycle with nonzero signed length (as every circuit can be regarded as a cycle with signed length equal to its length). Hence, we can recover Theorem A from Theorem 3.12.
More generally, we have the following: 
) ∈ W (A j )}, where the union is taken over all j for which w(A j ) = w(A).
If there is at least one j for which w(A j ) = w(A) and the digraph G(A j ) has no cycles with nonzero signed length, then W (A) is a circular disk and, consequently, the above set is precisely the group of all unit complex numbers. Otherwise, the set is a union of certain Z p 's, where Z p denotes the group of all complex pth roots of unity, and moreover it always includes the set {w(A)e 2 ti/m : t = 0, 1, . . . , m − 1}, where m is the cyclic index of A.
Nonnegative matrices whose numerical ranges are regular polygons
In his thesis [10, . But we are going to rederive the result in a different way, relying ourselves on a general result about radial matrices. As the reader will see, our present approach has the merit that it gives us a better understanding, throws light on a known result in [12] and in addition yields more new results.
A 
is a diagonal matrix each of whose diagonal entries is of modulus w(A) and B is a (possibly empty) matrix that satisfies w(B) < w(A). (ii) W (A) is the convex hull of the polygon whose vertices are all the points in W (A) with modulus w(A) and a (possible empty) compact convex set, included in the open circular disk centered at the origin with radius w(A). (iii) Every point z in W (A) with modulus w(A) is a sharp point.
Proof. Part (i) was proved in [13] . Part (ii) follows from the fact that W (A) =
conv(W (D) ∪ W (B)), where W (B) is in the open disk centered at the origin with radius w(A). Part (ii) follows readily from (iii).
Concerning the problem of characterizing when w(A) is a sharp point, we treat the case of a nonnegative matrix with irreducible real part first. The following result is a strengthening of [16, Remark 16] . We give an independent proof.
Theorem 4.2. Consider the following conditions for a nonnegative matrix A: (a) A is radial; (b) w(A) is a sharp point of W (A); (c) A is spectral; (d) ρ(A) = ρ(Re A); (e) A and A t have a common nonnegative eigenvector corresponding to ρ(A). (i) We always have the implications (a) ⇒ (b) ⇒ (c) ⇔ (d) ⇒ (e). (ii) When Re A is irreducible, conditions (a)-(e) are all equivalent. (iii) If Re A is irreducible and conditions (a)-(e) are all satisfied, then A is necessarily irreducible.

Proof. (i) (a) ⇒ (b). This follows from Proposition 4.1(ii), as we always have w(A) ∈ W (A) for a nonnegative matrix. (b) ⇒ (c).
This follows from a result of Kippenhahn [9, Theorem 1.6.3], which says that if α is a sharp point of W (A), where A is any complex matrix, then α must be an eigenvalue of A.
The equivalence of (c) and (d) follows from the relation w(A) = ρ(Re A) for a nonnegative matrix A.
The implication (c) ⇒ (e). can be deduced from known results about normal eigenvalues; see [9, Theorem 1.6.6 and Section 1.6, Problem 11]. To make this proof self-contained, we offer an argument: Let x be a unit nonnegative eigenvector of A corresponding to ρ(A). Then
Since A is nonnegative, w(A) is also equal to λ max (Re A). This, together with our choice of x, implies that x is the desired common nonnegative eigenvector of A and A t corresponding to ρ(A) (= λ max (Re A)).
(
ii) In view of part (i), it suffices to show that when Re A is irreducible, we have the implication (e) ⇒ (a).. Let x be a common nonnegative eigenvector of A and A t corresponding to ρ(A).
Then clearly x is also a nonnegative eigenvector of the irreducible nonnegative matrix Re A (corresponding to ρ(A)). As such, x must be a positive vector (see, for instance, [11, p. 7 (iii) It suffices to show that if A is a nonnegative matrix with irreducible real part, and if A is spectral, then A is irreducible. We assume to the contrary that A is reducible. By applying a permutation similarity, we may assume that A is already in the Frobenius normal form, i.e., a (lower) triangular block form with, say, p irreducible blocks A 11 , . . . , A pp along the diagonal (see, for instance, [1, p. 39 
, it is ready to see that our assertion follows.
Corollary 4.6. Let A be a primitive matrix. If A satisfies one of the conditions (a)-(e) in Theorem 4.2, then W (A) is symmetric about the real axis and is the convex hull of the point ρ(A) and a compact convex set included in the open circular disk centered at the origin with radius ρ(A).
In view of Theorem 4.2(iii) and the following result, in solving the problem of characterizing nonnegative matrices whose numerical ranges are regular polygons with center at the origin, we may focus our attention to irreducible nonnegative matrices. We would like to mention that a similar result also holds for the question of when a general complex matrix has a circular disk with center at the origin as its numerical range (see [16, Theorem 3] ). We also want to emphasize that in Theorem 4.7 the nonnegativity assumption on A cannot be dropped. Counterexamples can be easily constructed.
An application of Theorem 3.12 yields the following related result: The same argument also shows that if W (A) is a regular polygon, then its center must be at the origin.
Corollary 4.9. If A is an irreducible nonnegative matrix with index of imprimitivity greater than 1, then W (A) cannot be a circular disk.
It seems plausible that this is the case for any irreducible nonnegative matrix A. Here we verify it for 2-by-2 matrices. Remark 4.12 also settles Issos's question, mentioned at the beginning of this section, for almost all cases except for the primitive matrix case. Our argument can also be used to show that, if A is a primitive matrix, then W (A) can never be a regular polygon with center at the origin. Certainly, there are primitive matrices whose numerical ranges are regular polygons. For instance, take an irreducible nonnegative matrix A with index of imprimitivity m > 1 such that W (A) is a regular polygon with center at the origin. Then for any α > 0, A + αI is a primitive matrix whose numerical range is a regular polygon (with center at α). 
In order that W (A) be included in the said polygon, it is necessary and sufficient that In view of Corollary 4.4, Theorem 4.7 and Proposition 4.14, in theory (assuming that all numerical quantities can be computed exactly), we can determine whether the numerical range of a nonnegative matrix is a regular polygon with center at the origin in the following way:
By a permutation similarity, we may rewrite the given nonnegative matrix A as A 1 ⊕ · · · ⊕ A k , where A 1 , . . . , A k are each nonnegative matrices with connected undirected graph. Then we follow the steps given below. If we obtain positive answers at each step, then W (A) is a regular polygon with center at the origin. Otherwise, W (A) is not.
Step 1 Step 2. Let denote the set of all j for which ρ(A j ) = ρ(A) and W (A j ) is a regular polygon with center at the origin. For each j ∈ , determine the index of imprimitivity m j of A j (for instance, by finding the greatest common divisor of the circuit lengths of G(A j )). Answer the following question: Is there a j 0 ∈ such that m j divides m j 0 for each j ∈ ? (If such j 0 exists, hopefully W (A) equals W (A j 0 ).)
Step 3. Answer the following question: Is it true that, for each j for which ρ(A j ) < ρ(A) or ρ(A j ) = ρ(A) but j / ∈ , we have W (A j ) ⊆ W (A j 0 )? (Use Lemma 4.13 here.)
If we expect that W (A) is not a regular polygon with center at the origin, we may also add the following step at the beginning:
Step 0. But this is not a satisfactory answer, as there are infinitely many conditions we need to check. One may also try to reduce the problem to the case of a nonnegative matrix with connected undirected graph, and suspect that a result similar to Theorem 4.7 or [16, Theorem 3] also holds for the question of weak circular symmetry. The following example shows that this is not the case. We do not know the answer to the above question even when W (A) is assumed to be a polygon. Also, note that if we drop the nonnegativity of A, the answer to the above question is clearly "no".
