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2Abstract
Since the early works of Einstein-Podolsky-Rosen and Schrödinger, entan-
glement is universally considered one of the most distinctive and puzzling
features of quantum mechanics. In traditional introductions to the topics,
entanglement is presented as a consequence of the linear structure of the
Hilbert space, which imposes that composite systems must have some pure
states the entangled states that are not the product of pure states of
the component systems. But is entanglement just a mathematical accident
of the linearity of quantum mechanics, or perhaps a more fundamental fea-
ture related to the physical content of the theory? This thesis aims at giving
a characterization of entanglement and of the transformations of entangled
states only in terms of basic information-theoretic principles, without ap-
pealing to the speciﬁc details of the Hilbert space formalism of quantum
mechanics. The principles used in this characterization provide a new angle
on the foundations of thermodynamics, on the deﬁnition of entropic quant-
ities, and on the relations between thermodynamics and information theory.
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Introduction
Thermodynamics has proven to be one of the most successful physical the-
ories, for its applications range from physics, to chemistry, up to biological
sciences.
One of the most puzzling aspects of thermodynamics is surely irreversib-
ility and its second law, which inspired many discussions in the community
of physicists. Related to this, a paradigmatic issue is the famous Maxwell's
demon paradox [1, 2], which is directly related to the notion of informa-
tion. A further step towards a tight relationship between thermodynamics
and information theory came with the work by Szilard [3], but perhaps the
most surprising contribution is Landauer's principle [4]. Landauer discovered
that irreversible computation in computer feeds entropy to the environment.
Therefore, in order to restrain thermal dissipation in computers, the idea of
reversible computation was developed [7, 8].
The idea that thermodynamics is related to information theory should
not surprise, if one concurs with Wheeler's opinion that each area of physics
should be reread from the point of view of information theory [9]. In this vein,
this work is aimed at setting an information-theoretic basis for the found-
ations of thermodynamics. We deal with this issue not in the framework
of classical or quantum theory, but in the framework of a generic probabil-
istic theory. A general probabilistic theory is a physical theory that admits
probabilistic processes. Addressing the foundations of thermodynamics for a
general probabilistic theory, we will not be bound to the details of a speciﬁc
physical theory, but we will be able to tackle the issue from a purely oper-
ational viewpoint, which means from the way information is processed in a
theory.
The central point of our analysis is the puriﬁcation postulate. Loosely
speaking, this means that even when we have partial information about the
system we are examining, we can recover a complete picture if we extend our
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viewpoint to a larger system including also the environment. This postulate
has a strong connection with the customary procedure in thermodynamics of
enlarging the system to deal with a larger isolated system. In other words, the
puriﬁcation postulate expresses a sort of information conservation principle:
information can never be destroyed, it can only be discarded [10].
In this work, we will follow the route charted by Thirring [11]: he sets
the foundations of thermodynamics on measures of mixedness, namely on
measures of the quantity of information we have. Therefore, a large part of
this work will be devoted to the analysis of mixedness and of its measures.
Eventually, it will turn out that a particular measure of mixedness fulﬁls an
inequality that can be interpreted as the second law of thermodynamics.
Thanks to the puriﬁcation postulate, the subject of mixedness is closely
related to entanglement. Entanglement has been proven to be one of the
essential ingredients to build the foundations of statistical mechanics [12]:
we need no more to resort to the equal a priori probability postulate [14].
According to this postulate, the state of a system is equally likely to be each
of the states compatible with its thermodynamic properties. A common
argument to justify the equal a priori probability postulate is the ergodic
hypothesis. However, using entanglement between a system and the environ-
ment, the equal a priori probability postulate is no more a postulate, because
it has been proven that almost every state of the system fulﬁls it.
In this thesis, one of the main original results is a general proof that the
connection between entanglement and mixedness is much closer than what
we may think at ﬁrst glance. Indeed, entanglement is a powerful tool for
communication purposes, whereas mixedness means lack of information. Yet
these two aspects are so related that measures of mixedness are also meas-
ures of entanglement. Therefore, it is completely equivalent to build the
foundations of thermodynamics starting from entanglement or from mixed-
ness. The other important and original result is an operational procedure of
diagonalization of mixed states, without any references to the Hilbert space
formalism.
The overview of the present work is as follows. In chapter 1, we will
introduce the basic operational formalism for quantum theory. In this way,
the reader is introduced to a ﬁrst example of operational formalism in the
familiar context of quantum mechanics. Then we are ready to deal with the
operational formalism for general probabilistic theories, which is based on
category theory. We will present it in chapter 2, and in the same chapter, we
will start setting some reasonable axioms, which might be relevant also for
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thermodynamics. Chapter 3 is entirely devoted to the puriﬁcation postulate,
and to explore its consequences for general probabilistic theories. We will
see that this postulate is the essence of every admissible quantum theory,
because it accounts for the fact that ignorance about a part is always com-
patible with maximal knowledge about the whole, a feature that Schrödinger
thought as the actual essence of quantum theory [15]. In chapter 4 we come
to the original part of this work and to the ﬁrst major new result: we develop
some tools to order states according to their entanglement or their mixedness.
We will show that these two orderings are perfectly equivalent, establishing
a tight relationship between entanglement and mixedness for general prob-
abilistic theories. In chapter 5, adding a new axiom concerning the issue of
distinguishing states, we devise a diagonalization procedure for mixed states
even in a general probabilistic theory, and this is the second major original
result. The remaining two chapters are devoted to exploring methods to
measure mixedness based on the abstract version of the eigenvalues of mixed
states. In particular, in chapter 6, we present the formalism of majoriza-
tion, a widely used tool to measure mixedness of probability distributions
in statistics. This tool is closely related to measures of mixedness, namely
functions that quantify the mixedness of a given state by assigning a number
to it. We apply these new tools to arbitrary d-level systems in chapter 7. We
will study the properties of a particular measure of mixedness, managing to
prove an abstract version of the second law of thermodynamics.
Chapter 1
Operational framework of
quantum theory
In this ﬁrst chapter, we invite the reader to familiarize with the basic oper-
ational formalism for a well-known and established theory: quantum theory.
This formalism will serve as a guideline to set the operational formalism for
general probabilistic theories. In this way, the reader can get suﬃcient fa-
miliarity with operational formalism before coming to the abstract version,
which we will use throughout this work and which we will introduce in the
next two chapters.
Following the approach of [16], operational formalism for quantum theory
originates as a generalization of traditional formalism for isolated systems.
We assume the reader to be already familiar with formalism for isolated
systems, as well as with mixed states and partial traces.
The simplest way to achieve this generalization is to consider open quantum
systems: for these systems, we are forced to abandon traditional formalism in
favour of a more general one. The route to this generalization closely follows
a method widely used in thermodynamics: whenever we have an open sys-
tem, we enlarge our viewpoint to include the environment in our treatment.
In this way, we end up with an isolated system, where traditional formalism
of quantum mechanics still holds. Then, the ﬁnal step is to restrict our atten-
tion to the original open system, by discarding the environment performing
a partial trace over it.
Quite surprisingly, quantum theory, unlike classical theory, has an ex-
tremely interesting and important feature: each extension of traditional form-
alism actually originates from formalism for a larger isolated system. This
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means that the procedure of considering an open system as a part of a larger
isolated system is not a mere matter of convenience, but it is fully justiﬁed
by the theory itself. This makes quantum theory the natural framework in
which to develop a theory of thermodynamics.
In this chapter, some of the proofs are very long and technical, therefore
we decided to omit them, for they are beyond the scope of this work. Anyway,
references will be given to the beneﬁt of the interested reader.
1.1 Puriﬁcation
We begin presenting puriﬁcation in quantum mechanics. This property will
play a central role throughout this work, and it is a distinctive feature of
quantum theory. However, we must ﬁrst familiarize with Schmidt decom-
position, which is a powerful tool. From now on, we will assume that every
state vector is normalized.
1.1.1 Schmidt decomposition
In this section we consider systems made up by two subsystems. The states
of such systems are called bipartite states. A bipartite pure state can be
expressed as a particular linear combination of pure states.
Theorem 1.1.1 (Schmidt decomposition). Let H = HA ⊗ HB. Every bi-
partite pure state |ψ〉AB can be expressed as
|ψ〉AB =
∑
j
√
pj |j〉A |j′〉B , (1.1)
where pj are the eigenvalues of the marginal state1 ρA on subsystem A and
|j〉A and |j′〉B are eigenvectors of ρA and ρB respectively, where ρB is the
marginal state of |ψ〉AB on subsystem B.
Proof. Any vector |ψ〉AB in HA ⊗HB can be expressed as
|ψ〉AB =
∑
j,k
cjk |j〉A |k〉B , (1.2)
1Recall the marginal state of |ψ〉AB on HA is a density operator deﬁned as ρA =
trB |ψ〉AB 〈ψ|AB.
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where {|j〉A} is an orthonormal basis for HA and {|k〉B} is an orthonormal
basis for HB. Let us deﬁne ∣∣∣j˜〉
B
:=
∑
k
cjk |k〉B ,
then
|ψ〉AB =
∑
j
|j〉A
∣∣∣j˜〉
B
Here
∣∣∣j˜〉
B
's need not to be mutually orthogonal or normalized. Some of them
can even be the null vector. Suppose we have chosen the basis {|j〉A} to be
a basis of eigenvectors of ρA,
ρA =
∑
j
pj |j〉A 〈j|A . (1.3)
We can compute ρA also as a partial trace of |ψ〉AB 〈ψ|AB.
ρA = trB
[∑
j,k
(
|j〉A 〈k|A ⊗
∣∣∣j˜〉
B
〈
k˜
∣∣∣
B
)]
=
∑
j,k,l
|j〉A 〈k|A
〈
l
∣∣∣ j˜〉
B
〈
k˜
∣∣∣ l〉
B
=
=
∑
j,k,l
|j〉A 〈k|A
∑
l
〈
k˜
∣∣∣ l〉
B
〈
l
∣∣∣ j˜〉
B
=
∑
j,k
〈
k˜
∣∣∣ j˜〉
B
(|j〉A 〈k|A)
Comparing this expression of ρA with the one in eq. (1.3), we ﬁnd that〈
k˜
∣∣∣ j˜〉
B
= pjδjk. This means that the vectors
∣∣∣j˜〉
B
are in fact orthogonal.
We can rescale them to make them be an orthonormal set. Let us deﬁne
|j′〉B =
1√
pj
∣∣∣j˜〉
B
if pj 6= 0. We can assume pj 6= 0 because we will use |j′〉B only for j appearing
in eq. (1.3). Therefore we have
|ψ〉AB =
∑
j
√
pj |j〉A |j′〉B . (1.4)
Note that this expression is well-deﬁned even if some of the pj's are zero. If
we compute the marginal state on system B starting from eq. (1.4), we have
ρB = trA |ψ〉AB 〈ψ|AB =
∑
j
pj |j′〉B 〈j′|B .
This shows that |j′〉B's are eigenvectors of ρB.
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Eq. (1.1) is called Schmidt decomposition for |ψ〉AB. Note that Schmidt
decomposition diﬀers from a generic linear expansion of |ψ〉AB, such as eq. (1.2),
because there is only one index j, irrespective of the fact that HA and HB
may have diﬀerent dimensions.
Corollary 1.1.2. The two marginals of a bipartite pure state have the same
non-zero eigenvalues, with the same degeneracy.
Proof. Immediate from the construction of Schmidt decomposition, for pj's
are the non-zero eigenvalues of both ρA and ρB.
The interesting point is that ρA and ρB have the same non-vanishing
eigenvalues even if HA and HB have diﬀerent dimensions. In that case,
the diﬀerence of dimension is fully accounted by the presence of additional
eigenvectors with zero eigenvalues.
Now we might wonder: given a bipartite pure state, is Schmidt decompos-
ition unique? Clearly Schmidt coeﬃcients cannot vary, the only possibility is
that the vectors vary. If ρA and ρB have no degenerate eigenvalues, then the
corresponding eigenvectors are ﬁxed, and Schmidt decomposition is unique.
This gives us also a tool to calculate Schmidt decomposition for states with
non-degenerate marginals: we diagonalize ρA and ρB and we pair up eigen-
vectors of ρA and ρB with the same eigenvalue.
What if ρA and ρB are degenerate? Clearly, in this case, we can associate
diﬀerent bases of eigenvectors to ρA and ρB, so Schmidt decomposition is not
unique, as the following example shows.
Example 1.1.3. Suppose HAB ≈ Cd⊗Cd. Consider the bipartite pure state
|ψ〉AB =
1√
d
d∑
j=1
|j〉A |j′〉B , (1.5)
where {|j〉A |j′〉B} is an orthonormal basis for HAB. Eq. (1.5) is already a
Schmidt decomposition of |ψ〉AB, and we can see that ρA = ρB = 1d1, which
is clearly degenerate. We can obtain another Schmidt decomposition if we
consider a d× d unitary matrix U . We know that ∑dk=1 U∗kjUkl = δjl. Then
|ψ〉AB =
1√
d
d∑
j,l=1
δjl |j〉A |l′〉B =
1√
d
d∑
j,k,l=1
U∗kjUkl |j〉A |l′〉B =
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=
1√
d
d∑
j,k,l=1
U∗kj |j〉A Ukl |l′〉B .
Now deﬁne |k〉A :=
∑d
j=1 U
∗
kj |j〉A and |k′〉B :=
∑d
l=1 Ukl |l′〉B. In general,
|k〉A 6= |j〉A and |k′〉B 6= |j′〉B, but we can write
|ψ〉AB =
1√
d
d∑
k=1
|k〉A |k′〉B ,
and this is another Schmidt decomposition for |ψ〉AB.
We conclude with the following lemma, which we will use in section 4.5.
Lemma 1.1.4. Suppose HAB = HA ⊗ HB and let |ψ〉AB and |φ〉AB be two
bipartite pure states such that they have the same Schmidt coeﬃcients. Then
|φ〉AB = UA ⊗ VB |ψ〉AB.
Proof. Suppose we have
|ψ〉AB =
n∑
j=1
√
pj |αj〉A |βj〉B
and
|φ〉AB =
n∑
j=1
√
pj
∣∣α′j〉A ∣∣β′j〉B
Since
{|αj〉A}nj=1 is an orthonormal set, it can be completed to an orthonor-
mal basis. The same holds for
{|βj〉B}nj=1, {∣∣α′j〉A}nj=1, and {∣∣β′j〉B}nj=1. Let{|αj〉A}dAj=1 be the completion of {|αj〉A}nj=1, and let {∣∣α′j〉A}dAj=1 be the com-
pletion of
{∣∣α′j〉A}nj=1. Then we know there is a unitary operator UA on A
transforming
{|αj〉A}dAj=1 into {∣∣α′j〉A}dAj=1. A similar argument holds also for{|βj〉B}nj=1 and {∣∣β′j〉B}nj=1, eventually yielding
UA ⊗ VB |ψ〉AB =
n∑
j=1
√
pj
∣∣α′j〉A ∣∣β′j〉B = |φ〉AB .
CHAPTER 1. OPERATIONAL FRAMEWORKOFQUANTUMTHEORY13
1.1.2 Puriﬁcation
Puriﬁcation plays a crucial role in all this work, so it is better we start to
familiarize with it in the context of quantum mechanics. It is simply the
statement that every mixed state comes from a pure state in a larger system.
In quantum theory, puriﬁcation is a theorem, but in our treatment of general
probabilistic theories we will promote it to a postulate.
The concept of puriﬁcation can be deﬁned as follows.
Deﬁnition 1.1.5. Let ρ be a state of a system A with Hilbert space HA. We
call puriﬁcation of ρ a pure state |ψ〉AB of a larger system HAB = HA ⊗HB
such that ρ = trB |ψ〉AB 〈ψ|AB.
System B is called purifying system.
It is clear that pure states can be puriﬁed. Indeed, if |α〉A is a pure state,
a puriﬁcation of |α〉A is, for example, |ψ〉AB = |α〉A |β〉B, where |β〉B is any
pure state of any system B.
But the really interesting aspect is whether mixed states can be puriﬁed.
In classical mechanics this is impossible: a bipartite state is pure if and only
if it is the product of pure states, therefore we cannot distil purity from mixed
states.
Surprisingly, in quantum theory, every state can be puriﬁed.
Theorem 1.1.6. Every state ρ of system A can be puriﬁed. Moreover, if ρ
has two puriﬁcations, they diﬀer by a local unitary operator on the purifying
system. In other words, if |ψ〉AB and |φ〉AB are two puriﬁcations of the same
state ρ of system A, we have
|φ〉AB = 1A ⊗ UB |ψ〉AB .
Proof. Let us diagonalize ρ, as
ρ =
n∑
j=1
pj |j〉A 〈j|A ,
where we assume pj > 0, so n ≤ dA, and dA = dimHA, being HA the
Hilbert space associated with system A. Consider another system B with
Hilbert space HB, and the orthonormal set {|j′〉B}nj=1 for HB. Recalling the
construction of Schmidt decomposition, we have that
|ψ〉AB =
∑
j
√
pj |j〉A |j′〉B
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is a puriﬁcation of ρ.
Suppose now we have two puriﬁcations of ρ, |ψ〉AB and |φ〉AB. By con-
struction, we have
|ψ〉AB =
n∑
j=1
√
pj |j〉A |j′1〉B
and
|φ〉AB =
n∑
j=1
√
pj |j〉A |j′2〉B .
Completing {|j′1〉B}nj=1 and {|j′2〉B}nj=1 to orthonormal bases of HB, we ﬁnd a
unitary operator UB on HB such that UB |j′1〉B = |j′2〉B for every j. Therefore,
|φ〉AB =
n∑
j=1
√
pj |j〉A |j′2〉B =
n∑
j=1
√
pj |j〉A UB |j′1〉B =
= 1A ⊗ UB |ψ〉AB .
Loosely speaking, this theorem states that in quantum theory, whenever
we do not have maximal information, we can retrieve it by enlarging the
system conveniently. Moreover, this enlargement is not so arbitrary, because
puriﬁcation is essentially unique (up to unitary operators in the purifying
system).
Theorem 1.1.6 gives us some information about how large the purifying
system must be.
Corollary 1.1.7. If ρ is a state of HA, with n ≤ dA non-vanishing eigenval-
ues, where dA is the dimension of HA, then the purifying system HB is such
that dimHB ≥ n.
Proof. Immediate from the construction of a puriﬁcation of ρ.
Now, let us move to the generalizations of the concept of operation on
a quantum system. Loosely speaking, we can consider an operation every
map that acts on quantum states. In the traditional formalism, operations
are essentially unitary transformations (deterministic transformations) and
orthogonal measurements (probabilistic transformations).
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1.2 POVMs
We start analysing a ﬁrst extension of orthogonal measurements. Recall that
every projective measurement comprises two ingredients:
1. a rule to assign probabilities of the various outcomes of the measure-
ment;
2. a rule to determine the state immediately after the measurement.
In some applications, we have little interest in knowing the state after the
measurement, or we cannot simply have access to it because the measurement
has destroyed the system (as when an electron is absorbed by a photographic
plate). Therefore, the main concern when performing a measurement is how
to assign probabilities to the various outcomes. This question will lead us
directly to the formalism of POVMs as a generalization of projective meas-
urements.
Consider an isolated system AB with Hilbert space HAB = HA ⊗ HB,
which is initially in a product state ρAB = ρA ⊗ ρB. Suppose we perform
a projective measurement on HA ⊗ HB, described by mutually orthogonal
projectors {Ea}. We know that outcome a occurs with probability
pa = trAB Ea (ρA ⊗ ρB) .
Suppose we are interested only in probabilities, and we want to express pa
using only objects related to HA. We can write
pa = trA [trB Ea (ρA ⊗ ρB)] .
Let us evaluate trBEa (ρA ⊗ ρB). Introducing an orthonormal basis {|j〉A} for
HA and an orthonormal basis {|µ〉B} for HB, we have, using matrix elements,
trB Ea (ρA ⊗ ρB) =
∑
j,k,µ,ν
(Ea)jµ,kν (ρA)kj (ρB)νµ =:
∑
j,k
(Fa)jk (ρA)kj ,
where we set
(Fa)jk :=
∑
µ,ν
(Ea)jµ,kν (ρB)νµ .
Now, recalling the deﬁnition of matrix elements
〈j|A Fa |k〉A =
∑
µ,ν
〈j|A 〈µ|BEa |k〉A |ν〉B 〈ν|B ρB |µ〉B ,
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therefore
Fa =
∑
µ,ν
〈µ|BEa |ν〉B 〈ν|B ρB |µ〉B ,
and recognizing Dirac's resolution of identity, we have
Fa =
∑
µ
〈µ|BEaρB |µ〉B = trB EaρB,
as we might have expected. Hence, we have
pa = trA FaρA.
Let us see the properties of this new operator Fa on HA.
• It is hermitian, because
F †a = trB (EaρB)
† = trB ρ
†
BE
†
a = trB ρBEa = Fa.
• It is positive. Indeed if {|µ〉B} is a basis of eigenvectors of ρB, ρB =∑
µ pµ |µ〉B 〈µ|B, then
〈ψ|A Fa |ψ〉A =
∑
µ
pµ (〈ψ|A 〈µ|B)Ea (|ψ〉A |µ〉B) ≥ 0,
because pµ ≥ 0 and Ea is positive. This property is related to the fact
that probabilities are non-negative.
• We have ∑a Fa = 1A. Indeed,∑
a
Fa = trB
∑
a
EaρB = trB 1ABρB = 1A,
where we used the fact that
∑
aEa = 1AB. This property is related to
the fact that probabilities must sum to 1.
An observer who has access only to system A will describe the measurement
as a collection of operators {Fa} with the properties just shown.
In this vein, we deﬁne general measurements as follows.
Deﬁnition 1.2.1. A POVM 2 on A is a collection of operators {Fa} on HA
such that
2Positive-Operator-Valued Measure
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• Fa is hermitian, for every a;
• Fa is positive3 (and Fa ≤ 1), for every a;
• ∑a Fa = 1.
Notice that Fa0 ≤ 1 for every a0 is necessary, otherwise
∑
a6=a0 Fa could
not be a positive operator. This means nothing the probability of outcome
a is less than or equal to 1.
We therefore set the following axiom.
Axiom 1.2.2. A (demolition) measurement in quantum theory is described
by a POVM {Fa}. The probability pa of outcome a, given a state ρ, is
pa = tr Faρ.
Note that POVMs do not give any information about the state after
the measurement, either because we are not interested in it, or because the
system has been destroyed (whence the term demolition measurement).
A projective measurement {Ea} is clearly a particular case of POVM,
with the additional constraint EaEb = δabEa.
In our line of reasoning, we derived some POVMs starting from a compos-
ite system, performing an orthogonal measurement on it, and then restricting
to a subsystem. Does every POVM come from a similar procedure? The an-
swer is aﬃrmative [19].
Theorem 1.2.3 (Naimark). For every POVM {Fa} on HA, there exist a
Hilbert space HB, a density operator ρB on HB, and a projective measurement
{Ea} on HA ⊗HB such that
trA FaρA = trAB Ea (ρA ⊗ ρB)
for every state ρA of HA.
Proof. We omit the proof. The interested reader can see [16].
Even in Naimark's theorem we see that the characterizing feature of
POVMs is probability: indeed, the extension is deﬁned starting from prob-
ability. Therefore, two POVMs are equal if they yield the same probabilities
for every state.
3We will often write Fa ≥ 0. Moreover, recall that the writing A ≤ B, where A and B
are two operators, means that B−A is a positive operator, or, in other words, B−A ≥ 0.
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1.3 Quantum channels
Now we start analysing the evolution of a quantum system when some phys-
ical operations that do not destroy it are performed. In this section we
examine deterministic evolutions, namely when the output of some physical
transformation is completely determined by the input. This means that no
random or probabilistic processes occur.
The prototypes of all deterministic transformations are unitary transform-
ations, which are the deterministic transformations occurring in an isolated
system. We will see that if the system is not isolated, other types of determ-
inistic transformations will appear.
Consider an isolated system AB with Hilbert space HAB = HA ⊗ HB,
which is initially in a product state ρAB = ρA ⊗ |0〉B 〈0|B. We are entitled to
assume that system B is in a pure state, because, if this is not the case, we
can always purify it enlarging system B conveniently.
The composite system undergoes unitary evolution described by unitary
operator UAB.
ρAB 7−→ UAB (ρA ⊗ |0〉B 〈0|B)U †AB. (1.6)
We want to ﬁnd out how the state of subsystem A evolved. To do so, let us
perform a partial trace over HB.
ρ′A = trB
[
UAB (ρA ⊗ |0〉B 〈0|B)U †AB
]
=
=
∑
k
〈k|B UAB |0〉B ρA 〈0|B U †AB |k〉B ,
where {|k〉B} is an orthonormal basis for HB. Here, Mk := 〈k|B UAB |0〉B is a
linear operator acting on HA, whose matrix elements are
〈j|AMk |l〉A = 〈j|A (〈k|B UAB |0〉B) |l〉A =
= (〈j|A 〈k|B)UAB (|0〉B |l〉A) .
Therefore we can express ρ′A as
ρ′A =
∑
k
MkρAM
†
k .
We have that the Mk's satisfy the property
∑
kM
†
kMk = 1A. Indeed,∑
k
M †kMk =
∑
k
〈0|B U †AB |k〉B 〈k|B UAB |0〉B =
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= 〈0|B U †ABUAB |0〉B = 〈0|B 1AB |0〉B = 1A.
Let us check if the resulting state ρ′A is still a density operator.
• ρ′A is hermitian. Indeed,
(ρ′A)
†
=
∑
k
Mkρ
†
AM
†
k =
∑
k
MkρAM
†
k = ρ
′
A.
• ρ′A is positive. Indeed,
〈ψ|A ρ′A |ψ〉A =
∑
k
(〈ψ|AMk) ρA
(
M †k |ψ〉A
)
≥ 0,
because ρA is positive.
• ρ′A has unit trace. Indeed,
tr ρ′A =
∑
k
trMkρAM
†
k =
∑
k
trM †kMkρA = tr ρA = 1.
Hence the normalization condition
∑
kM
†
kMk = 1A is related to the
fact that the trace is preserved.
Now we can give the following deﬁnition of deterministic transformation,
called quantum channel.
Deﬁnition 1.3.1. A quantum channel on HA is a deterministic transforma-
tion that acts on density operators on HA and transforms them into density
operators on HA according to the rule
ρ 7−→
∑
k
MkρM
†
k ,
whereMk's are operators onHA, calledKraus operators, such that
∑
kM
†
kMk =
1.
Unitary transformations are special kinds of quantum channels, as shown
in the following example.
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Example 1.3.2. A unitary transformation on HA is a quantum channel.
Indeed it acts on states as
ρ 7−→ UρU †.
We will call it unitary channel, and we will write a unitary channel channel
as
U (ρ) = UρU †.
A unitary channel has only one Kraus operator, the unitary operator itself,
for UU † = 1.
We can generalize our deﬁnition of quantum channel allowing an output
system diﬀerent from the input system.
Deﬁnition 1.3.3. A quantum channel from HA to HB is a deterministic
transformation4 that acts on density operators on HA and transforms them
into density operators on HB according to the rule
ρ 7−→
∑
k
MkρM
†
k ,
where Mk's are operators from HA to HB, called Kraus operators, such that∑
kM
†
kMk = 1.
This deﬁnition of quantum channel is often called operator sum repres-
entation of a quantum channel. We will give a more abstract deﬁnition in
section 1.5.
For the time being, we can set the following axiom.
Axiom 1.3.4. Every deterministic transformation fromHA toHB is a quantum
channel from HA to HB.
In the following treatment, for the sake of simplicity, we will deal with
channel with equal input and output systems, but the generalization is
straightforward.
In our derivation of quantum channel, we started from an isolated system,
where the evolution is unitary. Is it true that every channel comes from
a unitary transformation in a larger system? The answer comes from the
following theorem by Stinespring [20].
4Recall that a deterministic transformation is a process in which the output state is
completely determined by the input state. There is no randomness.
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Theorem 1.3.5 (Stinespring). Every operator sum representation of a quantum
channel comes from a unitary transformation in a larger system.
Proof. Suppose a channel on HA has Kraus operators {Mk}nk=1. We choose
a Hilbert space HB with dimHB ≥ n. If |ψ〉A is any pure state of HA,
{|k〉B}nk=1 is an orthonormal set for HB, and |0〉B is some pure state in HB,
deﬁne an operator UAB on HA ⊗HB whose action is
UAB |ψ〉A |0〉B :=
n∑
k=1
(Mk |ψ〉A ⊗ |k〉B) .
This action preserves scalar product, indeed, if we take another pure state
|ψ′〉A on HA, we have(
n∑
l=1
〈ψ′|AM †l ⊗ 〈l|B
)(
n∑
k=1
Mk |ψ〉A ⊗ |k〉B
)
=
= 〈ψ′|A
n∑
k=1
M †kMk |ψ〉A = 〈ψ′ |ψ〉A = (〈ψ′|A 〈0|B) (|ψ〉A |0〉B) .
Therefore UAB can be extended to a unitary operator acting on all HA⊗HB.
Taking the partial trace over B, we ﬁnd that
|ψ〉A 7−→ trB (UAB |ψ〉A |0〉B)
(
〈ψ|A 〈0|B U †AB
)
=
=
∑
k
Mk |ψ〉A 〈ψ|AM †k .
Since every mixed state is a convex combination of pure states, we see that
UAB gives rise to the quantum channel
ρ 7−→
∑
k
MkρM
†
k
in A.
We see that non-unitary channels have the property of transforming sep-
arable pure states of the composite system into entangled pure states. Indeed,
the action of UAB on the separable state |ψ〉A |0〉B is
|ψ〉A |0〉B 7−→
n∑
k=1
(Mk |ψ〉A ⊗ |k〉B) ,
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and the right-hand side is in general an entangled pure state. Therefore,
quantum channels in general build up correlations between a system (A) and
its environment (B).
Finally, we must note that, in general, quantum channels are not in-
vertible, or as we will often say, are not reversible. Indeed, the following
proposition holds.
Proposition 1.3.6. A quantum channel on HA is reversible if and only if it
is unitary.
Proof. Omitted. For further details, see [16].
1.4 Quantum instruments
In section 1.2, we generalized orthogonal measurements as far as the prob-
abilistic aspect is concerned. Now we want to ﬁnd a generalization also for
non-demolition measurements, that are measurements that do not destroy
the system. So, it makes sense to wonder about the state after the measure-
ment.
Recall that a projective measurement {Ea} on a state ρ yields outcome
a with probability pa = tr Eaρ, and in this case the state immediately after
the measurement is
ρ′a =
EaρEa
tr Eaρ
.
Note that we must introduce a normalization factor trEaρ, that corresponds
to the probability pa, because the sole action of the projector Ea on ρ gives a
state with trace less than or equal to 1, because trEaρEa = trEaρ = pa ≤ 1.
To ﬁnd out what generalization we need, it is useful to proceed in the
customary way of enlarging the system. The idea is to perform an ortho-
gonal measurement on the ancillary system after the compound system has
undergone unitary evolution.
Consider a unitary operator UAB on the Hilbert space HA ⊗ HB, and
suppose the compound system is initially in a product state ρAB = ρA ⊗
|0〉B 〈0|B. Let us take an orthonormal basis {|a〉B} for HB. We can describe
a measurement that does not destroy system A as a unitary evolution UAB,
followed by a measurement on HB. Because of entanglement, the state of
system A will change. Suppose we choose the orthogonal measurement given
by {|a〉B 〈a|B}. This is clearly an atomic (or pure) measurement, because
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it projects on subspaces of dimension 1. This kind of measurement has
maximum resolving power.
After unitary evolution, the state of HA⊗HB is given by eq. (1.6). Then
we perform the orthogonal measurement {|a〉B 〈a|B}. The probability of out-
come a is given by
pa = trAB
[
|a〉B 〈a|B UAB (ρA ⊗ |0〉B 〈0|B)U †AB
]
=
= trA
(
〈a|B UAB |0〉B ρA 〈0|B U †AB |a〉B
)
=
= trA MaρAM
†
a = trA M
†
aMaρA,
where we setMa := 〈a|B UAB |0〉B, and we call them Kraus operators, because
their deﬁnition is analogous to the one given in section 1.3 for quantum chan-
nels. Note that this expression for the probability of outcome a resembles
the one given for a POVM, in which pa = trA FaρA. If we set Fa := M
†
aMa,
we have
∑
a Fa =
∑
aM
†
aMa = 1A, and Fa is clearly positive. So {Fa} is
a POVM. This should not surprise, because POVMs are naturally associ-
ated with probabilities; hence, if a measurement must assign probabilities to
the various outcomes, it must comprise a POVM in its formalism. Recall
this is true for orthogonal measurements, where the POVM is given by the
projectors themselves.
Let us move to examine the state of system A after this non-demolition
measurement if the outcome is a. The non-normalized version of the state is
ρ˜′A = trB
[
|a〉B 〈a|B UAB (ρA ⊗ |0〉B 〈0|B)U †AB |a〉B 〈a|B
]
=
= 〈a|B UAB |0〉B ρA 〈0|B U †AB |a〉B = MaρAM †a .
The normalized state is
ρ′A =
MaρAM
†
a
trA M
†
aMaρA
.
Again, the trace of the non-normalized state is the probability with which the
state is prepared. We see that Kraus operators characterize the measurement
completely, because they give both the probability and the state after the
measurement.
Therefore we can give the following provisional deﬁnition for a non-
demolition generalization of a projective measurement. Later we will give
a more general deﬁnition.
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Deﬁnition 1.4.1 (Provisional deﬁnition). A quantum measurement on HA
is a collection of Kraus operators {Ma} on HA (such that
∑
aM
†
aMa = 1 and
M †aMa ≤ 1), where each operator corresponds to a measurement outcome.
Given a state ρ before the measurement, the probability of getting outcome
a is
pa = trM
†
aMaρ,
and the state immediately after the measurement is
ρ′a =
MaρM
†
a
trM †aMaρ
.
Orthogonal measurements are included among quantum measurements,
as shown in the following example.
Example 1.4.2. Projective measurements are a special type of quantum
measurements. Indeed, if we have an orthogonal measurement {Ea}, then
Ea's are Kraus operators, because
∑
aE
†
aEa =
∑
aEa = 1. The probabil-
ity of outcome a is pa = tr E
†
aEaρ = tr Eaρ, and ﬁnally the state after a
measurement, if the outcome is a, is
ρ′a =
EaρE
†
a
tr E†aEaρ
=
EaρEa
tr Eaρ
.
Deﬁnition 1.4.1 sheds a new light on quantum channels. Suppose we
do not know the outcome of a quantum measurement, then the state is
the incoherent superposition of all the possible states after the measurement,
weighted with their probabilities. In symbols, if we do not know the outcome,
the state after the measurement is
ρ′ =
∑
a
paρ
′
a =
∑
a
trM †aMaρ
MaρM
†
a
trM †aMaρ
=
∑
a
MaρM
†
a .
This is the same expression as a quantum channel. Therefore we can interpret
a quantum channel as a coarse-graining over a collection of probabilistic op-
erations. Each of them is described by a Kraus operator Ma and occurs with
probability pa, that depends on the input state. This also means that we can
associate a quantum channel with every quantum measurement, a quantum
channel with the same Kraus operators as the quantum measurement.
Now we can try to generalize further this notion of quantum measurement.
Indeed, in our derivation, we performed an atomic orthogonal measurement
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on HB. This accounted for orthogonal measurements on HA, but now we
want to enlarge our perspective. A ﬁrst step is to consider a generic ortho-
gonal measurements {Ea} on HB, not only atomic measurements. Recall
that every projector of an orthogonal measurement can be decomposed as
a sum of atomic projectors, therefore we expect to obtain Kraus operators
that are a sum of atomic Kraus operators. Even more generally, we can con-
sider an orthogonal measurement {Ea} on HA ⊗HB (and not only on HB!),
following unitary evolution UAB. What is the ﬁnal state of system A?
Again, we start from a product state ρAB = ρA ⊗ |0〉B 〈0|B. After the
projective measurement {Ea}, if the outcome is a, the (non-normalized) state
of AB is
ρ˜′AB = EaUAB (ρA ⊗ |0〉B 〈0|B)U †ABEa.
If {|k〉B} is an orthonormal basis for HB, the state of subsystem A is
ρ˜′A = trB
[
EaUAB (ρA ⊗ |0〉B 〈0|B)U †ABEa
]
=
=
∑
k
〈k|BEaUAB |0〉B ρA 〈0|B U †ABEa |k〉B =
=:
∑
k
MakρAM
†
ak,
where we set Mak := 〈k|BEaUAB |0〉B. Now, these operators satisfy the
properties
• ∑a,kM †akMak = 1. Indeed,∑
a,k
〈0|B U †ABEa |k〉B 〈k|BEaUAB |0〉B =
=
∑
a
〈0|B U †ABEaUAB |0〉B = 〈0|B U †ABUAB |0〉B = 1A.
where we used the properties of orthogonal measurements and of unit-
ary operators.
• Clearly then ∑kM †akMak ≤ 1 for every a. This means that an addi-
tional positive operator is needed to obtain the identity as sum.
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These two properties mean that
{∑
kM
†
akMak
}
is a POVM with outcomes
{a}. ∑kM †akMak must play a central role in determining probabilities. In-
deed, the probability of outcome a is
pa = trA
{
trB
[
EaUAB (ρA ⊗ |0〉B 〈0|B)U †ABEa
]}
= trA ρ˜
′
A.
Even in this case, the probability of outcome a is the trace of the non-
normalized state ρ˜′A after the measurement if the outcome is a. Expanding
the expression of trA ρ˜
′
A we ﬁnd
trA ρ˜
′
A = trA
(∑
k
MakρAM
†
ak
)
=
∑
k
trA MakρAM
†
ak =
= trA
(∑
k
M †akMakρA
)
,
conﬁrming that
∑
kM
†
akMak =: Fa are elements of a POVM.
We can ﬁnally give the following general deﬁnition for measurements that
have an output state.
Deﬁnition 1.4.3. A quantum instrument is a collection of operators {Mak},
called Kraus operators, where a labels the various outcomes, such that
• ∑kM †akMak ≤ 1
• ∑a,kM †akMak = 1.
A quantum instrument performs a probabilistic transformation on states of
system A: given an input state ρ, we have the transformation
ρ 7−→
∑
kMakρM
†
ak
tr
(∑
kM
†
akMakρ
)
with probability
pa = tr
(∑
k
M †akMakρ
)
,
for every a.
Each of the transformations ρ 7→
∑
kMakρM
†
ak
tr(
∑
kM
†
akMakρ)
is called quantum opera-
tion.
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We can associate a POVM and a coarse-graining channel with every
quantum instrument. The POVM is needed to assign probabilities and it
is
{Fa} =
{∑
k
M †akMak
}
,
as we have seen above. The coarse-graining channel arises if we do not know
the outcome, but we know the input state. In this case the output state is
ρ′ =
∑
a
paρ
′
a =
∑
a.k
MakρM
†
ak.
Therefore the coarse-graining channel is the deterministic transformation
ρ 7−→
∑
a,k
MakρM
†
ak,
whose Kraus operators are Mak's.
Note that deﬁnition is really general. It comprises the previous deﬁni-
tion 1.4.1, but also channels.
Example 1.4.4. In deﬁnition 1.4.1 we considered only quantum instruments
where Kraus operators had only the outcome label (k took only one value,
so there was no sum over k). In that case, we ﬁnd again M †aMa ≤ 1 and∑
aM
†
aMa = 1. The associated POVM is
{
M †aMa
}
, whereas the associated
channel is the transformation ρ 7→∑aMaρM †a .
Example 1.4.5. Quantum channels are deterministic transformations, and
deterministic transformations are a special kind of probabilistic transforma-
tions, in which there is only one outcome. The associated POVM is therefore
the identity 1 and it is made of one element. Since a takes only one value,
we have that
∑
a,kM
†
akMak = 1 becomes
∑
kM
†
kMk = 1, and this is the
normalization condition for Kraus operators of a channel. Therefore we have
equality in
∑
kM
†
akMak ≤ 1.
In this vein, we can prove the following lemma.
Lemma 1.4.6. A quantum instrument with Kraus operators {Mak} is a
quantum channel if and only if
∑
kM
†
akMak = 1 for some a.
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Proof. We already saw necessity in example 1.4.5.
To prove suﬃciency, suppose we know that
∑
kM
†
a0k
Ma0k = 1 for some
outcome a0. Since it is
∑
a,kM
†
akMak = 1, we have
1 =
∑
a,k
M †akMak =
∑
k
M †a0kMa0k +
∑
a6=a0
∑
k
M †akMak =
= 1+
∑
a6=a0
∑
k
M †akMak
This means that
∑
a6=a0
∑
kM
†
akMak = 0, and since all the operators are
positive,
∑
kM
†
akMak = 0 for every a 6= a0. This means that outcomes
a 6= a0 occur with zero probability, therefore the quantum instrument is
actually a quantum channel.
Now we can set the following axiom.
Axiom 1.4.7. Every probabilistic transformation on a quantum system is
given by a quantum instrument.
In our treatment of quantum instruments, we started from unitary evolu-
tion and orthogonal measurements in a larger system and then we restricted
our attention to a subsystem. Is it true that every quantum instrument
can be obtained in this way? The answer is aﬃrmative and comes from the
following theorem.
Theorem 1.4.8 (Ozawa). Every quantum instrument on HA, with Kraus
operators {Mak}, comes from a unitary evolution followed by a measurement
in a larger system.
Proof. Omitted. See [21].
1.5 Axiomatic approach to quantum operations
In the previous section we saw that quantum instruments are a collection
of probabilistic transformations on the states of a system, called quantum
operations. If the quantum instrument has only one quantum operation, it
is a deterministic transformation on the states of a system: it is a quantum
channel.
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Since we are considering probabilistic transformations on the states, we
free ourselves from the idea of a quantum instrument representing a meas-
urement, so we allow an output system diﬀerent from the input system.
In this section, we restrict ourselves to quantum operations rather than to
quantum instruments. A quantum operation output encodes both the prob-
ability and the output state. To encode both these aspects in one expression,
we allow quantum operations to be not trace-preserving. The trace of the
output state is then the probability, as we noted above.
Therefore, using Kraus operators {Mak}, a quantum operation is the
(probabilistic) transformation
ρ 7−→
∑
k
MakρM
†
ak,
where the trace of the output state is the probability of occurrence of this
quantum operation.
However, in this section, we want to follow a diﬀerent approach to quantum
operations, more axiomatic. We want to identify the minimal requirements
for a map to be a quantum operation.
First of all, a quantum operation C must map states of a system A into
(non-normalized) states of another system B. According to the probabilistic
interpretation of trace, we must require 0 ≤ trC (ρ) ≤ 1. Thus, quantum
operations must be trace-non-increasing. In particular, if the quantum op-
eration is a quantum channel, it occurs with probability 1, so it has to be
trace-preserving.
Then we require linearity for convex combinations. Suppose we have an
ensemble of states ρ =
∑
j pjρj, we require
C
(∑
j
pjρj
)
=
∑
j
pjC (ρj) .
If we allow non-linear quantum operations, we can come to paradoxes, such
as the so-called Everett phone paradox (see [16]).
Finally, the last requirement concerns the fact that the output of a quantum
operation must be a positive operator. But we ask something stronger. Sup-
pose a quantum operation C acts from A to B, but we consider an input
state ρ which is a state of system AC, where C is another system. Suppose
we apply C only to A, so subsystem C does not evolve. Then C (ρ) must be
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a valid state of system BC, therefore the map C ⊗ IC must yield positive
operators as output, for any system C, where IC is the identity channel on
C. This requirement, called complete positivity, is reasonable also on physical
grounds. Suppose, in addition to the physical system A on which we have
control, there is a system C, of which we are unaware. Since we can control
only system A, when we apply a quantum operation C on A, we are in fact
applying C ⊗ IC. Complete positivity is simply the requirement that a state
of the combined system evolves to another state.
Remark 1.5.1. Complete positivity is stronger than positivity. Indeed, trans-
position T is positive, but not completely positive. To see it, consider TA⊗1B,
whereHAB ≈ Cd⊗Cd, and consider the pure state |φ〉AB = 1√d
∑d
j=1 |j〉A |j′〉B,
where {|j〉A}dj=1 and {|j′〉B}dj=1 are orthonormal bases forHA andHB respect-
ively. Then, if we act on ρ = |φ〉AB 〈φ|AB with TA ⊗ 1B, we have
ρ =
1
d
d∑
j,k=1
|j〉A 〈k|A ⊗ |j′〉B 〈k′|B 7−→
7−→ ρ′ = 1
d
d∑
j,k=1
|k〉A 〈j|A ⊗ |j′〉B 〈k′|B .
After simple passages, we can see that the operator dρ′ acts on pure states
as
dρ′ (|ψ〉A |ϕ〉B) = |ϕ〉A |ψ〉B
Therefore dρ′ is a swap operator, so one of its eigenvalues is -1, corresponding
to swap-antisymmetric pure states.
Now we can give the following abstract deﬁnition of quantum operation.
Deﬁnition 1.5.2. A quantum operation C is a map from states of HA to
states of HB such that
• it is trace-non-increasing: 0 ≤ trC (ρ) ≤ 1;
• it is linear for convex combinations: C
(∑
j pjρj
)
=
∑
j pjC (ρj);
• it is completely positive: C ⊗ IC (ρ) is positive for any system HC.
Therefore we can give more abstract deﬁnitions of quantum channel and
quantum instrument.
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Deﬁnition 1.5.3. A quantum channel is a trace-preserving quantum oper-
ation.
Deﬁnition 1.5.4. A quantum instrument is a collection {Ca} of quantum
operations, such that
∑
a Ca is a quantum channel (i.e. it is a trace-preserving
quantum operation).
Quite surprisingly, these abstract deﬁnitions are equivalent to those given
with Kraus operators. Indeed, we have the following theorem.
Theorem 1.5.5 (Kraus representation theorem). A map C from the states
of HA to the states of HB is a quantum operation if and only if, for every
state ρ
C (ρ) =
∑
k
MkρM
†
k ,
for a set of operators {Mk} from HA to HB, such that
∑
kMkρM
†
k ≤ 1, where
we have equality if and only if C is a quantum channel.
Proof. Omitted. The interested reader can ﬁnd it in [17].
Mk's are Kraus operators. Now it is clear why Kraus operators for
quantum instruments have two indices, unlike for the case of quantum chan-
nels. One index labels quantum operations in the quantum instrument, the
other labels Kraus operators for a ﬁxed quantum operation. In this way, the
more Kraus operator are present, the more the quantum operation is mixed,
because it involves a coarse-graining (the sum over index k). Recall that our
provisional deﬁnition of quantum measurement (deﬁnition 1.4.1) was atomic
and every quantum operation had only one Kraus operator.
In this way, we can associate Kraus operators with every quantum oper-
ation. Is this association unique? The answer is negative, as the following
counter-example shows [17]. This means that there can be diﬀerent processes
that give rise to the same dynamic for the system.
Example 1.5.6. Let H ≈ C2 (q-bit). Consider the Kraus operators
M1 =
1√
2
(
1 0
0 1
)
M2 =
1√
2
(
1 0
0 −1
)
,
giving rise to the quantum operation
ρ 7−→M1ρM †1 +M2ρM †2 .
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This corresponds to the physical situation in which we toss a fair coin, and,
according to the outcome, we do nothing or we apply σ3 to the system.
Now consider the Kraus operators
N1 =
(
1 0
0 0
)
N2 =
(
0 0
0 1
)
,
giving rise to the quantum operation
ρ 7−→ N1ρN †1 +N2ρN †2 .
This corresponds to the physical situation of an orthogonal projection on
the basis {|0〉 , |1〉}. Although the physical situation is completely diﬀerent
from the previous one, the dynamic is the same. Indeed, note that N1 =
1√
2
(M1 +M2) and N2 =
1√
2
(M1 −M2). One has
ρ 7−→ N1ρN †1 +N2ρN †2 =
=
1
2
[
(M1 +M2) ρ
(
M †1 +M
†
2
)
+ (M1 −M2) ρ
(
M †1 −M †2
)]
=
= M1ρM
†
1 +M2ρM
†
2 .
This shows that the quantum operation is actually the same.
In general, we can note that if we have n Kraus operators {Mk}nk=1, and
we take a n× n unitary matrix Ujl, we have that Nj =
∑
k UjkMk are other
Kraus operators describing the same quantum operation. Indeed∑
j
NjρN
†
j =
∑
j
∑
k
UjkMkρ
∑
l
U∗jlM
†
l =
=
∑
k,l
δklMkρM
†
l =
∑
k
MkρM
†
k .
In fact, this is the only possibility that two sets of Kraus operators give rise
to the same quantum operation.
Theorem 1.5.7. Suppose {Mk}nk=1 and {Nl}ml=1 are Kraus operators giving
rise to quantum operations C and D respectively. By appending some zero
operators to the shortest set, we can always be in the case when n = m. Then
we have C = D if and only if there is a n × n unitary matrix U such that
Mk =
∑n
l=1 UklNl.
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Proof. We already saw suﬃciency. The proof of necessity is omitted. See
[17] for reference.
Finally, we have a corollary that says how many Kraus operators we can
have for a given quantum operation.
Corollary 1.5.8. If a quantum operation C acts on the states of a d-dimensional
Hilbert space, then it has at most d2 Kraus operators.
Proof. Immediate from the proof of theorem 1.5.7. See, for instance, [16].
Now we completed our exploration of operational formalism for quantum
mechanics and we can move to the abstract version of operational formalism.
Chapter 2
Operational probabilistic theories
Now, we became familiar with operational formalism for quantum mechanics:
POVMs, quantum channels, quantum instruments. Thus, it is time to begin
our exploration of foundational issues. In the past, foundational questions
were essentially related to the measurement problem, giving rise to diﬀer-
ent interpretations of quantum mechanics. However, recently the ﬁelds of
quantum foundations and quantum information have started to merge, pos-
itively inﬂuencing each other [26, 27]. Correspondingly, interests in founda-
tional topics moved towards general probabilistic theories, which are general
theories with a probabilistic structure. In other words, general probabilistic
theories describe what sets of experiments we can do with physical devices,
and assign probabilities to the outcomes of such experiments.
Clearly, classical and quantum theory are included in this formalism.
Why do we study operational probabilistic theories that are more general
than quantum mechanics? We can single out at least three reasons.
1. We want to understand quantum mechanics better.
Indeed, what are the features that single out quantummechanics among
all the other possible operational probabilistic theories?
2. We want to study extension of quantum mechanics.
Suppose that some day quantum mechanics or some of its axioms will
prove to be wrong. An analysis of more general theories will show how
we can modify quantum mechanical axioms to make the theory ﬁt the
experiments.
3. We want to study restrictions of quantum mechanics.
34
CHAPTER 2. OPERATIONAL PROBABILISTIC THEORIES 35
Suppose we are not able to prepare all the states allowed by quantum
mechanics. Then, what is our theory actually like?
In our treatment of general probabilistic theories, we will use a high-level
language, derived from category theory. This formalism is particularly apt
to capture the operational-informational background of a theory, namely,
loosely speaking, the way in which information is processed [31]. In this
vein, we will address our analysis in an abstract way, without resorting to
the speciﬁc formalism of a given theory; instead, we will try to derive our
consequences directly from the operational formalism.
Nevertheless, one should not think that our high-level language is com-
pletely unrelated to experiments. In fact, it is even closer to an experimental
set-up in a laboratory.
Suppose we have an experimenter in a laboratory. He can build up ex-
periments connecting devices, and this can be done either sequentially or in
parallel. Every device has an input and an output system and possibly some
(classical) outcomes that can be read by the experimenter. Each outcome
actually identiﬁes a process that occurred between the input and the output
system when a particular device was applied. In some cases, the experi-
menter has no control on the outcomes: this means that particular device
implements a random process. Some devices have no input: they simply
prepare a state. Other devices have no output: they are measurements.
This very simple experimental situation can be translated into a formal
language using graphical language, in which each device is represented as a
box.
Many works have been done on this subject (see for instance [32, 33, 34,
35, 36, 37, 38]); in the present treatment, we will follow the line of reasoning
of [39, 40] for the present and the next chapter, where informational axioms
leading to quantum mechanics are identiﬁed.
The key idea is to impose some reasonable axioms to a general probabil-
istic theory to restrict ourselves to a class of theories. However, in the present
treatment, we are not interested in deriving quantum mechanics, so we will
not assume all the axioms presented in [40], but only the ones that are needed
for the subsequent analysis of foundational aspects of thermodynamics.
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2.1 Basic notions
In this section we introduce the basic elements of operational formalism and
their graphical representation. As we will see, they have a direct experimental
interpretation.
2.1.1 Systems and tests
In an operational theory, there are two primitive notions, which are the basis
of every operational language: systems and tests.
We can have an intuition about their meaning thinking again to a concrete
experimental situation. A test represents a physical device (beam-splitter,
polarimeter, Stern-Gerlach magnet, etc.). Every device has an input and an
output, which will be called input and output system respectively. In this
way, systems somehow play the role of labels attached to input and output
ports of a device.
We denote systems with capital letters in Roman character: A, B, etc. We
will sometimes personify the systems saying Alice for system A, Bob for
system B, and so on. This personiﬁcation is especially meaningful for multi-
party communication purposes: it stresses the fact that we can associate an
actual experimenter that performs his own experiments with every system.
There is also a particular system, the trivial system, that simply means
nothing, and we will denote it by letter I. A device with trivial system as
input is simply a device with no input, and a device with trivial system as
output is simply a device with no output.
Some physical devices have various outcomes, each outcomes corresponds
to a particular event that occurred in the laboratory and that can be identi-
ﬁed by the experimenter. Therefore, we can give the following characteriza-
tion of a test.
Deﬁnition 2.1.1. A test with input system A and output system B is a
collection of events {Ci}i∈X , labelled by outcome i in some set X.
X is called outcome set.
We will often say that {Ci}i∈X is a test from system A to system B; if A
and B coincide, then we say that {Ci}i∈X is a test on system A.
To clarify the role of outcome i better, we can regard it as what the
experimenter actually sees when he performs his experiment (a sequence of
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digits, a spot in a photographic plate, etc.). The outcome set X is the set
that contains all the possible outcomes for a given test.
Graphically, we can represent a test as a box with in-coming and out-
coming wires that represent input and output system respectively.
A {Ci}i∈X B
When there is no ambiguity, we will omit the outcome set X. From the
graphical representation, it is apparent the role of systems as labels.
If we want to express that actually the speciﬁc event Ci occurred, then
we will write
A Ci B .
Whenever the trivial system I is involved, we omit the corresponding line
and letter. In particular, when we have no physical input1 for our device, we
have a preparation-test, that we represent as
{ρi} A := I {ρi} A ,
namely with a rounded box on its left side. Intuitively, preparation-tests pre-
pare a system in a particular state, although we will clarify this statement
later.
We will often use the Dirac-like notation |ρi)A for the preparation-event ρi.
The subscript A is intended to stress the fact that ρi is related to system A.
Here we use a round bracket to stress the fact that this deﬁnition is diﬀerent
and more general than the ket notion in quantum mechanics.
Similarly, when we have no physical output2 for our device, we have an
observation-test, that we represent as
A {ai} := A {ai} I ,
namely with a rounded box on its right side. Intuitively, observation-tests
destroy a system while acquiring some information from it, so they are related
to demolition measurements.
We will often use the Dirac-like notation (ai|A for the observation-event ai.
Again, the subscript A stresses the fact that ai is related to system A, and
1Recall that no physical input means the trivial system I as input.
2Again, no physical output means the trivial system as output.
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again we use round bracket because this deﬁnition is diﬀerent and more
general than the bra notion in quantum mechanics.
Finally, if we have a test from the trivial system to itself, we omit both
the lines and the box.
pi :=
I pi I
Deﬁnition 2.1.2. We say that a test is deterministic if its outcome set has
only one element.
If a test is deterministic, we omit braces and write simply C instead of
{C}.
In a non-deterministic test, we cannot to predict what particular outcome
we will obtain. Instead, for a deterministic test, the outcome is completely
determined. Since with non-deterministic tests we are not able to predict the
outcome, we would like to set up a probabilistic structure that enables us at
least to deﬁne probabilities for the various outcomes. We will address this
issue soon, but ﬁrst some other notions are needed.
2.1.2 Sequential and parallel composition
Since we are implementing a graphical language that has a direct link to ex-
perimental apparatuses, the next step is to describe how to connect devices.
Devices can be connected sequentially or in parallel. Let us start from se-
quential composition. Intuitively, two devices can be connected sequentially,
i.e. one after another, if the output system of the former is the input system
of the latter.
Deﬁnition 2.1.3. If {Ci}i∈X is a test from A to B with outcome set X,
and {Dj}j∈Y is a test from B to C with outcome set Y , we can consider the
sequential composition {Dj ◦ Ci}(i,j)∈X×Y , which is a test from A to C and
has outcome set X × Y .
Note that sequential composition of tests works exactly as composition of
functions: the test {Dj}j∈Y follows the test {Ci}i∈X , therefore Dj is written
ﬁrst.
The graphical representation is rather intuitive: suppose we want to com-
pose event Dj after event Ci; we simply write
A Dj ◦ Ci C := A Ci B Dj C .
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In this way, there is a natural ordering on tests, the one given by sequential
composition. Indeed, some tests are performed ﬁrst and other later. Using
graphical language, this ordering goes from left to right: every box follows
all the other on its left. However, we should not confuse this ordering with
temporal ordering. We will come back later on this point in section 2.3.
Now let us see an example of sequential composition of tests.
Example 2.1.4. Consider the diagram
{ρi} A {Cj} B {bk} .
It gives instructions to build up the experiment: ﬁrst, we initialize system A
with the preparation-test {ρi} on A, then we perform the test {Cj} from A
to B and ﬁnally we acquire some information from B by destroying it with
the observation-test {bk}.
If we want to express which events actually occurred, we write
ρi A Cj B bk .
This means that the preparation-event ρi, the event Cj and the observation-
event bk occurred. We can represent the whole sequence in Dirac-like notation
as (bk| Cj |ρi).
Let us now deﬁne the identity test.
Deﬁnition 2.1.5. The identity test for system A is a deterministic test IA
on A such that Ci ◦ IA = Ci for every event Ci from A to B, and IA ◦Di = Di
for every event Di from B to A.
Graphically, we have
A I A Ci B = A Ci B
for every Ci, and
B Di A I A = B Di A
for every Di. According to this deﬁnition, it is clear that for every system A
the identity test IA is unique.
Applying the identity test is just like doing nothing. For this reason we
will often omit the box for the identity test.
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We sometimes want to identify similar system, namely systems that
behave exactly in the same way from an operational point of view, but they
are yet distinct. In quantum mechanics, we can consider the polarization
of a photon and the spin of an electron. Although they are completely
diﬀerent physical systems, they are described by the same Hilbert space (or
by isomorphic Hilbert spaces to be precise).
Deﬁnition 2.1.6. We say that system A and system A′ are operationally
equivalent (and we write A ∼= A′) if there is a deterministic test U1 from A
to A′ and a deterministic test U2 from A′ to A, such that
A U1 A′ U2 A = A I A ,
where IA is the identity test on A, and
A′ U2 A U1 A′ = A′ I A′ ,
where IA′ is the identity test on A′.
If A ∼= A′, we can transform tests on system A into tests on system A′
by taking the sequential composition with the intertwining tests U1 and U2.
Indeed, if Ci is an event on system A, the corresponding event C ′i on system
A′ is
A′ Ci A′ := A′ U2 A Ci A U1 A′ .
Now we move to the other type of composition: parallel composition. If
we have two systems A and B, we can consider them together, forming the
composite system AB.
Deﬁnition 2.1.7. If A and B are two systems, the corresponding composite
system is AB. Moreover, system composition has the following properties.
1. AI = IA = A for every system A
2. AB ∼= BA for all systems A,B
3. A (BC) = (AB) C for all systems A,B,C
These properties have a rather intuitive meaning.
1. When we combine a system with nothing, we still have the original
system. In this case we will typically omit the line for the trivial system.
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2. The composition of systems does not depend on the order we compose
them.
3. This particular form of associativity allows us to write simply ABC,
without parentheses. Again, the order of composition is irrelevant.
Diagrammatically, we represent composite systems as a collection of lines
one under another. We will typically omit the line for the trivial system.
Therefore, we can represent an event Ci from system AB to system CD as a
box with multiple lines, one for each system.
AB Ci CD =
A
Ci
C
B D
By property 2, it is completely irrelevant to write A rather than B on the
upper input wire, and the same holds for every wire.
For composite systems we depict preparation-events as
ρi
A
B
, (2.1)
and observation-events as
A
ai
B
. (2.2)
Now we can deﬁne parallel composition of tests.
Deﬁnition 2.1.8. Let {Ci}i∈X be a test from A to B, and let {Dj}j∈Y be a
test from C to D. The parallel composition {Ci ⊗Dj}(i,j)∈X×Y is a test from
AC to BD with outcome set X × Y , and it is represented diagrammatically
as
A
Ci ⊗Dj
B
C D
:=
A Ci B
C Dj D
.
We can combine parallel and sequential composition in a straightforward
way. Suppose Ai is an event from A to B, Bj is an event from B to C; Dk is
an event from D to E and El is an event from E to F. Then we have
A
(Bj ◦ Ai)⊗ (El ◦ Dk)
C
D F
=
A Bj ◦ Ai C
D El ◦ Dk F
=
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=
A Ai B Bj C
D Dk E El F
.
If we parallel-compose a test from A to B with the identity test IC on
another system C, we have a test from AC to BC that actually acts only on
A.
Deﬁnition 2.1.9. Consider a test {Ci}i∈X from the composite system AC
to BC. If {Ci}i∈X acts only on A (from A to B), we say that it is a local test
from A to B.
In other words a local test {Ci}i∈X from AC to BC is such that Ci =
Di ⊗ IC, for some test {Di}i∈X from system A to system B.
A
Ci
B
C C
=
A Di B
C I C
=
A Di B
C
We will write simply Di in formulas in place of Di ⊗ IC, for example we will
write Di |ρ)AC instead of Di ⊗ IC |ρ)AC.
As in quantum mechanics, we can prove that local tests on diﬀerent sys-
tems commute.
Proposition 2.1.10. Let {Ci}i∈X be a test from system A to system B, and
let {Dj}j∈Y be a test from system C to system D. Then we have
A Ci B
C Dj D
=
A Ci B
C Dj D
.
Proof. The proof is straightforward. Recall that we can insert the identity
test when we have a line. In this way
A Ci B
C Dj D
=
A Ci B I B
C I C Dj D
.
Recall that every event commutes with the identity test.
A Ci B I B
C I C Dj D
=
A I A Ci B
C Dj D I D
,
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or, in other terms,
A Ci B
C Dj D
=
A Ci B
C Dj D
.
We are then entitled to write
A Ci B
C Dj D
in place of
A Ci B
C Dj D
or
A Ci B
C Dj D
.
This shows that the parallel composition of two tests can be seen as a se-
quential composition of two local tests on diﬀerent systems.
Note that we can compose preparation-tests only in parallel; the same
holds for observation-tests, so we will write simply |ρi)A |σj)B in place of
|ρi)A ⊗ |σj)B; and (ai|A (bj|B in place of (ai|A ⊗ (bj|B. Diagrammatically,
|ρi)A |σj)B =
ρi A
σj B
(2.3)
and
(ai|A (bj|B =
A ai
B bj
(2.4)
Remark 2.1.11. When there is no ambiguity in what kind of composition we
are considering, we will write it simply as a product. For instance, if Ci is
an event from A to B and Dj is an event from B to C, we will write Dj ◦ Ci
simply as DjCi.
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Now we can deﬁne operational theories.
Deﬁnition 2.1.12. An operational theory is given by a collections of systems,
closed under composition, and a collection of tests, closed under sequential
and parallel composition.
Although our graphical language can seem naive and not so sound, it has
very strong foundations in category theory [31, 41, 42]. Therefore, we are
entitled to use graphical language to prove theorems in abstract scenarios for
operational theories.
For the reader familiar with category theory, an operational theory is
a strict symmetric monoidal category (see [43]), where there is a parallel
composition of systems, which is symmetric (AB ∼= BA). Systems are objects
and events are arrows. Every arrow has an input and an output object, and
arrows can be sequentially composed. A test is a collection of arrows labelled
by outcomes.
Now we can add the probabilistic ingredient to our theory: basically, we
want to assign a number in the interval [0, 1] to every test from the trivial
system to itself.
Deﬁnition 2.1.13. An operational-probabilistic theory (probabilistic theory
for short) is an operational theory where for every test {pi}i∈X from the
trivial system I to itself one has pi ∈ [0, 1] and
∑
i∈X pi = 1.
Moreover, the sequential and parallel composition of two events from the
trivial system to itself is given by the product of probabilities: pi ◦ pj =
pi ⊗ pj = pipj.
This deﬁnition says that every event from I to itself can be interpreted
as a probability. In particular, we can associate a probability with every
diagram with no external lines.
Example 2.1.14. Let us consider again
ρi A Cj B bk .
This is a diagrams without external lines; indeed the sequential composition
of the three events is an event from the trivial system I to itself (no input
and no output). So we have pijk := (bk| Cj |ρi), that is the joint probability of
having the preparation-event ρi, the event Cj and the observation-event bk.
Henceforth we will assume that our operational theories are also probab-
ilistic.
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2.1.3 States, eﬀects and transformations
Sometimes it happens that we can obtain the same physical conﬁguration
with diﬀerent experimental procedures. For instance, in quantum mechanics,
we can consider the mixed state ρ = 1
2
1 of a q-bit. This state can be prepared
either totally ignoring the state of the system, or by taking the partial trace
of one of Bell states [16].
The issue is now how to distinguish or identify diﬀerent situations.
Let us consider, for instance, preparation-events. If we compose a preparation-
event with an observation-event, we get a probability. Indeed, suppose we
have
ρi A aj .
Then we have pij = (aj|ρi), which is the joint probability of having the
preparation-event ρi and the observation-event aj.
Remark 2.1.15. pij should not be confused with a conditional probability,
namely pij is not the probability of having the observation-event aj if the
preparation-event is ρi. Indeed, assuming this conditional interpretation
would imply that information ﬂows from the preparation-event to the observation-
event. This assumption is known as causality, to which we will come soon.
In general, in a non-causal theory, the observation-event can inﬂuence the
preparation-event, so, in principle, we are not allowed to say what event
inﬂuenced the other.
If we have a preparation-event ρi on A, we can associate a real-valued
function ρ̂i with it. This function acts on observation-events aj on A and
yields the joint probability pij.
ρ̂i : (aj| 7−→ (aj|ρi) = pij
Similarly, if we have an observation-test aj on A, we can associate a real-
valued function âj with it. This function acts on preparation-events ρi on A
and yields the joint probability pij.
âj : |ρi) 7−→ (aj|ρi) = pij
From a probabilistic point of view, we cannot distinguish two preparations
of the system if they yield the same probabilities for all the observation-tests,
even if the preparations were obtained operatively in completely diﬀerent
ways. If we consider an experimenter, he can distinguish two unknown pre-
parations of the system by examining the statistics he gets from performing,
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in principle, all the possible measurements on the system. If he ﬁnds any
diﬀerence in the statistics, then he concludes the preparations were diﬀerent.
A very similar reasoning holds also for observation-events.
In this vein, we can introduce an equivalence relation between preparation-
events (and similarly between observation-events). If ρi and σj are two
preparation-events on system A, we say that ρi ∼ σj if ρ̂i = σ̂j, namely
if for every observation-event ak on A we have (ak|ρi) = (ak|σj). Similarly, if
ai and bj are two observation-events on A, we say ai ∼ bj if âi = b̂j, namely
if for every preparation-event ρk on A we have (ai|ρk) = (bj|ρk).
Deﬁnition 2.1.16. Equivalence classes of indistinguishable preparation-events
are called states. The set of states of system A is denoted by St (A).
Equivalence classes of indistinguishable observation-events are called ef-
fects. The set of eﬀects of system A is denoted by Eff (A).
We can assume that equivalence classes were taken from the very begin-
ning, so from now on we will say that a preparation-test is made of states
and that an observation-test is made of eﬀects. In particular, when we have
a deterministic preparation-test, we will call it deterministic state; and when
we have a deterministic observation-test, we will call it deterministic eﬀect.
Example 2.1.17. The trivial system has a unique deterministic state and a
unique deterministic eﬀect: it is number 1.
Let us introduce some more terminology about states and eﬀects.
Deﬁnition 2.1.18. A state in a composite system AB is called bipartite
state.
An eﬀect in a composite system AB is called bipartite eﬀect.
A bipartite (eﬀect) is called product state (eﬀect) if it is obtained by
parallel composition of states (eﬀects) of A and B.
Bipartite states are depicted as in (2.1), bipartite eﬀects are depicted as
in (2.2). Product states are represented diagrammatically in (2.3), product
eﬀects are represented diagrammatically in (2.4).
Let us see what states and eﬀects are in quantum mechanics.
Example 2.1.19. In quantum mechanics, we can associate a Hilbert space
HA with every system A. Deterministic states are density operators, which
means trace-class positive operators with trace equal to 1. A non-deterministic
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preparation-test is sometimes called quantum information source: it is a col-
lection of trace-class positive operators ρi, with tr ρi ≤ 1. This is essentially
a random preparation: a state ρi is prepared with a probability given by
tr ρi (recall section 1.5). Therefore in quantum mechanics St (A) is the set of
trace-class positive operators with trace less than or equal to one.
An eﬀect is, instead, represented by a positive operator P , with P ≤ 1,
where 1 is the identity operator. Observation-tests are then POVMs. The
pairing between states and eﬀect is given by trace: (P |ρ) = trPρ. In quantum
mechanics there is only one deterministic eﬀect: the identity 1. This is not
a coincidence, but it follows from causality (see section 2.3).
In this way, states and eﬀects are identiﬁed with the corresponding func-
tions. Therefore, two states ρ0 and ρ1 of system A are equal if and only if
(a|ρ0) = (a|ρ1) for every eﬀect a ∈ Eff (A). Similarly, two eﬀects a0 and a1 of
system A are equal if and only if (a0|ρ) = (a1|ρ) for every state ρ ∈ St (A).
We say that eﬀects are separating for states and states are separating for
eﬀects.
Since states and eﬀects are actually real-valued functions, we can take
linear combinations of them with real coeﬃcients; in other words they span
real vector spaces. Let StR (A) be the vector space spanned by states and
let EffR (A) be the vector space spanned by eﬀects. These vector spaces can
be ﬁnite- or inﬁnite-dimensional. In our treatment, to avoid mathematical
subtleties, we will assume that these vector spaces are ﬁnite-dimensional.
Clearly, EffR (A) is the dual vector space of StR (A) and StR (A) is the dual
vector space of EffR (A). For ﬁnite-dimensional vector space, we have dim StR (A) =
dim EffR (A).
Example 2.1.20. Let us see what StR (A) and EffR (A) are in ﬁnite-dimensional
quantum theory, namely when the Hilbert space is ﬁnite-dimensional (H ≈
Cd, for d ≥ 2). StR (A) is the vector space of hermitian matrices of order d.
It is a real vector space with dimension d2. EffR (A) is again the vector space
of hermitian matrices of order d.
Remark 2.1.21. In general, St (A) and Eff (A) are not vector spaces. Indeed,
a state is a function which takes values in [0, 1] interval according to our
probabilistic interpretation. Clearly, a general linear combination of [0, 1]-
valued functions does not take values in [0, 1]. Instead, if we take a convex
combination3 of [0, 1]-valued functions, we get another [0, 1]-valued function.
3Recall that a convex combinations of points xi's is deﬁned as
∑
i λixi, where λi ≥ 0
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This is the ﬁrst hint to the fact that St (A) and Eff (A) are in fact convex
sets.
Now we can deﬁne the equivalence classes of indistinguishable events for
general tests, namely for tests from system A to system B.
First of all, note that every event Ci from A to B induces a linear operator
Ĉi from StR (A) to StR (B). We deﬁne Ĉi as
Ĉi : |ρ)A 7−→ Ci |ρ)A , (2.5)
for every |ρ)A ∈ St (A). Note that Ci |ρ)A is a state of B. We want to
check whether the linear extension of (2.5) is well deﬁned. Now, we know
how Ĉi acts on states, namely on the spanning set St (A). How can we
deﬁne its action on all StR (A)? If v ∈ StR (A), then we can express it
as a linear combinations of states, v =
∑
j αjρj, where αj ∈ R for every
j. The most obvious linear extension of (2.5) is Ĉiv :=
∑
j αj Ĉiρj. The
problem is that, in general, v does not have a unique expression in terms
of states. Suppose that v =
∑
j αjρj and v =
∑
j βjσj, where βj ∈ R for
every j. Our extension is well-deﬁned if and only if
∑
j αj Ĉiρj =
∑
j βj Ĉiσj
whenever
∑
j αjρj =
∑
j βjσj. Using linearity of summations, this problem
is equivalent to check if
∑
j αj Ĉiρj = 0 whenever
∑
j αjρj = 0.
By deﬁnition of eﬀects, we have
∑
j αjρj = 0 if and only if
∑
j αj (a|ρj) =
0 for every eﬀect a ∈ Eff (A). Let b be an arbitrary eﬀect on B. Then (b| Ĉi is
an eﬀect on A, therefore
∑
j αj (b| Ĉi |ρj) = 0. Since b is arbitrary, this implies
that
∑
j αj Ĉiρj = 0. This proves that the linear extension is well-deﬁned.
Our construction, and (2.5) in particular, basically say that events are
characterized by their action on states.
Likewise, for every system C, the event Ci⊗IC from AC to BC will induce
a linear operator from StR (AC) to StR (BC). We then give the following
deﬁnition.
Deﬁnition 2.1.22. Two events Ci and C ′i from A to B are indistinguishable
if for all systems C the linear operators associated with Ci ⊗ IC and C ′i ⊗ IC
are the same.
Recall we already encountered the practice of appending an ancillary
system and considering Ci ⊗ IC when we discussed complete positivity for
quantum operations in section 1.5.
and
∑
i λi = 1.
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Again, we take the quotient set of events by the indistinguishability rela-
tion.
Deﬁnition 2.1.23. Equivalence classes of indistinguishable events from A
to B are called transformations from A to B.
The set of transformations from A to B is denoted by Transf (A,B). The
set of transformations from A to itself is denoted simply by Transf (A).
Remark 2.1.24. One may wonder why we gave such a deﬁnition of indistin-
guishable events, involving an ancillary system C. The most obvious way
of deﬁning indistinguishability would be to say that Ci and C ′i are indistin-
guishable if Ciρ = C ′iρ for every ρ ∈ St (A). Actually, this is not enough for
general probabilistic theories. Indeed, Wootters provided a counter-example
concerning quantum mechanics with real Hilbert space [44]. It can be shown
that there exist two transformations that are locally indistinguishable, but if
we add an ancillary system, they produce orthogonal output states.
The condition Ciρ = C ′iρ for every ρ ∈ St (A) is suﬃcient for indistin-
guishability if the theory satisﬁes local discriminability (see [39] for further
details). Quantum mechanics with real Hilbert space does not fulﬁl this
property.
We conclude that it is not enough to say that Ci and C ′i from A to B are
indistinguishable if they act in the same way on every state of system A.
Again, we will assume that equivalence classes have been taken from the
very beginning, so we will consider tests as collections of transformations.
Deﬁnition 2.1.25. A deterministic transformation C ∈ Transf (A,B) is
called channel.
Channels deterministically transform states of system A into states of
system B.
Among all possible channels, reversible channels are particularly import-
ant.
Deﬁnition 2.1.26. A channel U ∈ Transf (A,B) is said reversible if it is
invertible, namely if there is another channel U−1 ∈ Transf (B,A), called the
inverse, such that U−1 ◦ U = IA and U ◦ U−1 = IB.
Using diagrams, we have
A U B U−1 A = A I A
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and
B U−1 A U B = B I B .
Clearly, reversible channels on A form a group, called GA.
Now, we can rephrase the deﬁnition of operationally equivalent systems:
two systems A and A′ are operationally equivalent if there exists a reversible
channel from A to A′.
A strongly related topic is the one of invariant state, which we will use
very often in the rest of this work.
Deﬁnition 2.1.27. A state χ ∈ St (A) is called invariant if it is left invariant
by the group GA.
In other words, χ is invariant if and only if Uχ = χ for every reversible
channel on A.
Similarly to invariant states, we can consider channels with invariant
output, they are called twirling channels.
Deﬁnition 2.1.28. A channel T on A is called a twirling channel if UT = T
for every reversible channel U on A. Using diagrams,
A T A U A = A T A ,
for every U ∈ GA.
Note that since we require the output to be invariant, we apply the re-
versible channel after (in the order of sequential composition) channel T .
Before moving to other topics, let us see what transformations, channels
and reversible channels are in quantum mechanics.
Example 2.1.29. A test in quantum mechanics from HA to HB is a col-
lection of completely positive, trace non-increasing linear maps {Ck} such
that
∑
k Ck is a trace-preserving map. In this way, transformations are the
Ck's, that are quantum operations (see section 1.5). Each quantum opera-
tion maps linear operators on HA into linear operators on HB. A test is a
quantum instrument.
A channel is a completely positive trace-preserving map from linear op-
erators on n HA to linear operators on HB (see again section 1.5).
Finally, reversible channels are unitary channels. They act on A as
U (ρ) = UρU †, where U is a unitary operator. It follows that two systems
are operationally equivalent if and only if their Hilbert spaces have the same
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dimension, otherwise it would not be possible to deﬁne unitary operators
from one space to the other.
We have only one invariant state. If H ≈ Cd, then it is χ = 1
d
1. We will
see in the next chapter that uniqueness is not a coincidence.
2.2 Pure conditioning
Even in an abstract probabilistic theory, it makes sense to talk about pure
and mixed states, or, more generally, about pure and mixed transformations.
The idea behind pure and mixed events is coarse-graining. Let us clarify
this idea with the example of the roll of a die. In this random experiment,
there are some atomic events, namely that cannot be further decomposed:
they are the numbers from 1 to 6. So, an atomic event is, for example, the
outcome of the roll is 2. However, we can consider the event the outcome of
the roll is odd. This event is the union of the atomic events relative to 1, 3,
5. We did a coarse-graining: we joined together some outcomes, neglecting
some information. Indeed, if we know only that the outcome was odd, we
cannot retrieve any information about which number actually came out.
In this vein, we give the following deﬁnition.
Deﬁnition 2.2.1. A test {Ci}i∈X is a coarse-graining of the test {Dj}j∈Y if
there is a partition4 {Yi} of Y such that Ci =
∑
j∈Yi Dj. In this case, we say
that {Dj}j∈Y is a reﬁnement of {Ci}i∈X .
As we can see, this deﬁnition gives a precise characterization of what we
mean by joining together outcomes. A test that reﬁnes another extracts
more information than the other one. It is clear that if {Ci}i∈X is a coarse-
graining of the test {Dj}j∈Y , then it has fewer outcomes.
By performing a coarse-graining, we can associate a deterministic trans-
formation with every test. Indeed, let us take a test {Ci}i∈X from A to B and
let us sum over the outcomes i. Then we obtain the channel C = ∑i∈X Ci
from A to B, which is called the channel associated with the test {Ci}i∈X .
Similarly, we can obtain a deterministic state summing all the states in a
preparation-test; and we can get a deterministic eﬀect summing all the ef-
fects in an observation-test.
4Recall that a partition of a set Y is a collection of subsets Yi such that they are
non-empty, they are pairwise disjoint and their union is Y .
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Deﬁnition 2.2.2. A test {Ci}i∈X such that the associated channel
∑
i∈X Ci
is twirling is called a twirling test.
We can consider also reﬁnements of single transformations.
Deﬁnition 2.2.3. Let C be a transformation from system A to system B.
Consider a test {Di}i∈X from system A to system B and a subset X0 ⊆ X
such that C = ∑i∈X0 Di. Each transformation Di, for i ∈ X0 is a reﬁnement
of C.
Some transformations cannot be reﬁned further.
Deﬁnition 2.2.4. A reﬁnement C ′ of a transformation C is called trivial if
we have C ′ = λC, for some λ ∈ (0, 1].
This type of reﬁnement is called trivial because a reﬁnement of any trans-
formation C can be always obtained by taking a subset of a test, made of
{piC}i∈X0 , with the property that pi ∈ (0, 1] for every i ∈ X0 and
∑
i pi = 1.
It is then reasonable to give the following deﬁnition.
Deﬁnition 2.2.5. A transformation C is pure (or atomic) if it has only trivial
reﬁnements.
It is not possible to extract further information from a pure transforma-
tion.
Clearly, this deﬁnition applies also to states, which are particular trans-
formations from the trivial system I to a system A. Thus, we have pure
states, which admit only trivial reﬁnements. The non-pure states are called
mixed. In this way, a pure state represents maximal knowledge about the
preparation of a system, whereas a mixed state expresses some lack of in-
formation.
Deﬁnition 2.2.6. A state ω is called completely mixed if any other state
can reﬁne it, namely for every state ρ there is a non-vanishing probability
p ∈ (0, 1] such that ω = pρ+ (1− p)σ, where σ is another state.
A completely mixed state expresses the fact that we have complete ignor-
ance about the preparation of the system: the system could be in any of its
allowed preparations.
Let us see some examples in quantum mechanics.
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Example 2.2.7. If we diagonalize a density operator ρ =
∑
j pj |ψj〉 〈ψj|,
each density operator pj |ψj〉 〈ψj| is a reﬁnement of ρ. More generally, a
reﬁnement of ρ is a state σ such that σ ≤ ρ. Indeed, in this way the diﬀerence
ρ−σ is a positive operator and can be interpreted as a state. This means that
the support5 of σ is contained in the support of ρ (see proposition A.1.1).
A pure state is a density operator ρ that is proportional (with non-
vanishing proportional coeﬃcient) to a rank-one projector. A state is com-
pletely mixed if and only if it is proportional (with non-vanishing propor-
tional coeﬃcient) to a full-rank density operator. Clearly, the invariant state
χ = 1
d
1 is an example of completely mixed state. As we will see in the
following chapter, this is not a coincidence.
In quantum mechanics, we can associate Kraus operators {Mk} with every
quantum operation C, such that C (ρ) = ∑kMkρM †k , for every state ρ, as
shown in section 1.5. A quantum operation is pure if and only it has only
one Kraus operator (recall the provisional deﬁnition 1.4.1).
Let us analyse the relationship between pure states and reversible chan-
nels.
Lemma 2.2.8. Let U be a reversible channel from A to B. Then |ψ)A is
pure if and only if U |ψ)A is pure.
Proof. Necessity. Suppose, by contradiction, that U |ψ)A is mixed. Then it
can be written as a coarse-graining of other states.
U |ψ)A =
∑
i
|ρi)B (2.6)
Now, we apply U−1 to both sides of eq. (2.6). By linearity, we have
|ψ)A =
∑
i
U−1 |ρi)B ,
which is absurd because a pure state has been written as a coarse-graining
of other states.
Suﬃciency follows from necessity, by applying the reversible channel U−1
to U |ψ)A, which is pure by hypothesis.
5Recall the support of a matrix is the orthogonal complement of its kernel.
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This means that reversible channels do not alter the purity of a state:
they map pure states into pure states and mixed states into mixed states.
A similar statement holds also for eﬀects.
Lemma 2.2.9. Let U be a reversible channel from A to B. Then (b|B is pure
if and only if (b|B U is pure.
Proof. The proof is analogous to the proof of lemma 2.2.8.
Now we move to the issue of composition of pure transformations. Is the
composition still pure? Intuitively, such a composition should not destroy
information. However, the issue is not so trivial, therefore it is worth setting
an axiom, called pure conditioning.
Axiom 2.2.10 (Pure conditioning). Sequential and parallel compositions of
pure transformations are pure transformations.
From now on, we will consider only theories where this axiom holds.
Quantum mechanics and classical mechanics are examples of theories that
fulﬁl pure conditioning, because, for instance, the product of two pure states
is a pure state. Actually, in classical mechanics, the only bipartite pure states
are product of pure states.
Pure conditioning is a fairly reasonable property. If it did not hold, we
would have a theory in which there is an information leakage when we com-
pose transformations. This would constitute a serious limitation for exper-
iments: in such a theory it would be virtually impossible to build up an
experimental apparatus connecting various devices, because each connection
would imply a loss of information.
In the following, we will often use a straightforward consequence of pure
conditioning. Suppose we have a bipartite pure state |ψ)AB of system AB. If
we apply a pure eﬀect (a|A to A, then we get a pure state |ϕ)B of system B.
ψ
A a
B
= ϕ B
Indeed, we are applying a pure eﬀect on A and the identity on B, which are
both pure. By pure conditioning, |ϕ)B is pure.
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2.3 Causality
In this section we will examine the issue of the direction in which inform-
ation ﬂows in an experimental apparatus or in a diagram. We have already
mentioned that the order of sequential composition does not correspond, in
general, to temporal ordering, which is the ordering given by information
ﬂow. When these two ordering coincide, we say that the theory is causal.
Requiring causality is equivalent to require that the experimenter's future
choices do not inﬂuence his present experiments. Causality is implicit in
most works on general probabilistic theories (see [32, 35, 36, 45, 46, 47, 48]),
but there can be theories that do not fulﬁl causality requirement. Actually,
theories with non-ﬁxed causal structure might play an important role in
physics. Indeed, according to the work by Hardy [49], a quantum theory
with indeﬁnite causal structure could be a route to the formulation of a
quantum theory of gravity.
However, in our treatment we will assume causality.
Deﬁnition 2.3.1 (Causal theories). A theory is causal if for every preparation-
test {ρi}i∈X and every observation-test {aj}j∈Y on system A, the marginal
probability pi :=
∑
j∈Y (aj|ρi)A is independent of the observation-test {aj}j∈Y .
In other words, if {aj}j∈Y and {bk}k∈Z are two observation-tests, we have∑
j∈Y
(aj|ρi)A =
∑
k∈Z
(bk|ρi)A . (2.7)
Loosely speaking, the preparation of the system does not depend on the
choice of subsequent (or future) measurements. In this way, the direction
in which information ﬂows, that we can identify with temporal ordering,
coincides with the ordering given by sequential composition. In general, this
is not obvious, as the following example shows [50].
Example 2.3.2. Consider a theory in which the states of a system are
quantum operations on that system. In particular, deterministic states are
quantum channels. Then we can consider the channels of this theory to be
quantum supermaps, that map quantum channels into quantum channels.
Let us consider a preparation of a state Ci followed by a measurement Aj,
which we represent as
Ci A Aj .
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Note that the measurement follows the preparation in the composition order.
But if we recall that Ci is a quantum operation, namely a box with an input
and an output line, in quantum theory such a diagram will look like
ρj A Ci A aj .
Note that the eﬀect Aj is split in two parts: one is before the quantum oper-
ation and the other is after, otherwise we could not have a diagram with no
external lines. Since this diagram is a diagram in quantum theory, which is
causal (see below), the order of sequential composition coincides with tem-
poral order. Therefore, in the theory in which states are quantum operations,
the preparation of a state is inﬂuenced by a subsequent measurement.
We will restrict ourselves only to causal theory. This is essentially the
causality requirement (or axiom).
Now it is possible to talk about conditional probabilities: pij = (aj|ρi) is
the probability of getting outcome j if the prepared state was i.
However, deﬁnition 2.3.1 is not so practical to work with, although it is
operational. We will mostly use the following characterization.
Proposition 2.3.3. A theory is causal if and only if for every system A
there is a unique deterministic eﬀect (e|A.
Proof. Necessity. Suppose, by contradiction, that there are two deterministic
eﬀects e and e′ for system A. Deterministic eﬀects are particular examples
of observation-tests. Eq. (2.7) then states that (e|ρi)A = (e′|ρi)A for every
ρi ∈ St (A). This means that e = e′.
Suﬃciency. Suppose there is a unique deterministic eﬀect e for system
A, and consider the observation-test {aj}j∈Y . Doing a coarse-graining over
the eﬀects, we obtain the deterministic eﬀect e′ =
∑
j∈Y aj. Since the de-
terministic eﬀect is unique, it must be e′ = e. Hence, for every state ρi, we
have ∑
j∈Y
(aj|ρi) = (e|ρi) ,
and the right-hand side does not depend on the choice of the observation-test.
This means that theory is causal.
We have noticed that if we perform a coarse-graining over the eﬀects in
an observation-test, we have a deterministic eﬀect. By uniqueness of the
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deterministic eﬀect, we have that if {ai}i∈X is an observation-test on system
A, then
∑
i∈X ai = e, where e is the deterministic eﬀect of A. This is a
necessary condition for {ai}i∈X to be an observation-test. In section 3.2 we
will see that it is also suﬃcient if the theory satisﬁes another requirement:
the puriﬁcation postulate.
We saw in example (2.1.19) that in quantum mechanics there is only one
deterministic eﬀect, the identity operator. Hence quantum mechanics is a
causal theory.
Let us see a straightforward corollary of uniqueness of the deterministic
eﬀect.
Corollary 2.3.4. Let A and B be two systems. In a causal theory, if (e|A
and (e|B are the deterministic eﬀects of systems A and B respectively, then
the deterministic eﬀect for system AB is (e|A (e|B.
Proof. The parallel composition of two single-outcome tests is clearly a single-
outcome test, hence the eﬀect (e|A (e|B is deterministic and acts on AB. By
uniqueness of the deterministic eﬀect, we conclude that (e|AB = (e|A (e|B.
In a causal theory, we can deﬁne marginal states. Suppose we have a
bipartite state of system AB and we are interested in the state of subsystem
A. We want to throw away all the information concerning system B. This
operation resembles marginalization in probability theory, whence the name.
In quantum mechanics, this operation is simply taking the partial trace over
B.
Deﬁnition 2.3.5. The marginal state (marginal for short) |ρ)A on system
A of a bipartite state |σ)AB is obtained by applying the deterministic eﬀect
to B: |ρ)A = (e|B |σ)AB
ρ A = σ
A
B e
.
In a causal theory, we have also useful properties for the characterization
of channels and tests.
Proposition 2.3.6. Let C ∈ Transf (A,B). C is a channel if and only if
(e|B C = (e|A.
A C B e = A e
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Proof. Necessity is straightforward. Since a channel is a deterministic trans-
formation, then (e|B C is a deterministic eﬀect on system A. By uniqueness
of the deterministic eﬀect, (e|B C = (e|A.
Suﬃciency. Suppose we have a test {Ci}i∈X from system A to system
B such that C := Ci0 fulﬁls (e|B C = (e|A. We want to prove that {Ci}i∈X
is actually a deterministic test. Let us consider the channel C ′ associated
with the test {Ci}i∈X , namely C ′ =
∑
i∈X Ci. Since C ′ is a channel, we have
(e|B C ′ = (e|A. Recalling the expression of C ′, we have
(e|A = (e|B C ′ = (e|B Ci0 + (e|B
∑
i 6=i0
Ci = (e|A + (e|B
∑
i 6=i0
Ci,
because (e|B Ci0 = (e|A. This means (e|B
∑
i 6=i0 Ci = 0, namely
∑
i 6=i0 Ci = 0.
Therefore C = C ′, whence the test was in fact deterministic. Thus C is a
channel.
In particular, if A is the trivial system, we have that a state |ρ)B is
deterministic if and only if (e|ρ)B = 1. Moreover, for every test {Ci}i∈X from
A to B, we can consider the associated channel
∑
i∈X Ci. Therefore we have∑
i∈X
(e|B Ci = (e|A .
This is a necessary condition. We will prove that in theories with puriﬁcation
it is also suﬃcient.
In a causal theory we have no signalling. This means that if we have a
bipartite state, it is not possible for a party to communicate the outcome of
a local measurement on its system to the other without exchanging physical
systems.
Theorem 2.3.7. In a causal theory it is impossible to have signalling without
the exchange of physical systems.
Proof. Suppose we have two distant parties, Alice and Bob, that share a
bipartite state |σ)AB. Suppose Alice performs a local test {Ai}i∈X on A
and Bob performs a local test {Bj}j∈Y on B. Let us deﬁne the joint prob-
ability pij := (e|ABAi ⊗ Bj |σ)AB and the marginal probabilities as p(A)i :=∑
j∈Y (e|ABAi ⊗ Bj |σ)AB and p(B)j :=
∑
i∈X (e|ABAi ⊗ Bj |σ)AB. Each party
cannot acquire any information about the outcomes of the other party based
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only on its marginal probability. Indeed, let us examine Alice's marginal
probability p
(A)
i better. Let |ρ)A be the marginal state of |σ)AB on system A.
p
(A)
i =
∑
j∈Y
(e|ABAi ⊗ Bj |σ)AB = (e|A (e|BAi ⊗
∑
j∈Y
Bj |σ)AB =
= (e|AAi ⊗
(
(e|B
∑
j∈Y
Bj
)
|σ)AB = (e|AAi ⊗ (e|B |σ)AB =
= (e|AAi |ρ)A
We see that Alice's marginal probability does not depend at all on the test
performed by Bob, so she cannot get any information about the outcome of
Bob's test based only on her system.
A similar reasoning applies to Bob's party: he cannot gain any informa-
tion about the outcome of Alice's test.
Since in a causal theory the order of composition coincides with the order
in which information ﬂows, we may choose a later test according to the
result of a previous test. Suppose we perform ﬁrst a test {Ci}i∈X from A to
B. According to the outcome i, we then perform diﬀerent tests
{
D(i)ji
}
ji∈Yi
from B to C. Here the superscript in round brackets is aimed at highlighting
the dependence of the test on the outcome of the previous test. Let us make
this concept more precise with the following deﬁnition.
Deﬁnition 2.3.8. If {Ci}i∈X is a test from A to B and, for every i,
{
D(i)ji
}
ji∈Yi
is a test from B to C, then the conditioned test is a test from A to C with
outcomes (i, ji) ∈ Z :=
⋃
i∈X {i} × Yi and events
{
D(i)ji ◦ Ci
}
(i,ji)∈Z
.
The graphical representation is as usual.
A D(i)ji ◦ Ci C := A Ci B D
(i)
ji
C .
Conditioning expresses the idea of choosing what to do at later steps using
classical information about outcomes obtained at previous steps.
A particular case of conditioning is randomization, which we will use
extensively hereafter.
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Deﬁnition 2.3.9. If {pi}i∈X is a set of probabilities6 and, for every i,{
C(i)ji
}
ji∈Yi
is a test from A to B, we can construct the randomized test{
piC(i)ji
}
i∈X,j∈Yi
, which is a test from A to B whose events are deﬁned as
pi
A C(i)ji B :=
A C(i)ji B
I pi I
.
2.3.1 Operational norms
In this subsection we want to introduce norms for states, eﬀects and trans-
formations. These norms have a direct relationship with the issue of distin-
guishing states, eﬀects and transformations.
Deﬁnition 2.3.10. Let ρ ∈ St (A). We deﬁne the norm of ρ as
‖ρ‖ := (e|ρ) .
It can be shown that this norm is related to the issue of distinguishing
states, so it has an operational meaning [39].
Clearly we have 0 ≤ ‖ρ‖ ≤ 1, because of the probabilistic interpretation
of the action of eﬀects on states. We have the following proposition.
Proposition 2.3.11. One has
‖ρ‖ = max
a∈Eff(A)
(a|ρ) .
Proof. Let us consider an observation-test {ai}i∈X on A, and let a := ai0 .
We have
∑
i∈X ai = e, then
‖ρ‖ = (e|ρ) =
∑
i 6=i0
(ai|ρ) + (a|ρ) .
Since this is a sum of non-negative numbers (each term is a probability),
then (a|ρ) ≤ ‖ρ‖. Since a is arbitrary, the thesis follows.
6Recall that a set of probabilities can be seen as a test from the trivial system to itself.
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Deﬁnition 2.3.12. A state ρ such that ‖ρ‖ = 1 is called normalized.
We denote the set of normalized states of system A by St1 (A).
Normalized states have an operational meaning, expressed by the lemma
below.
Lemma 2.3.13. In a causal theory, a state is normalized if and only if it is
deterministic.
Proof. It is a trivial corollary of proposition 2.3.6, as we have already noted.
Example 2.3.14. In quantum mechanics, we have
‖ρ‖ = tr 1ρ = tr ρ.
Therefore normalized states are density operators (the trace is equal to 1).
For every state ρ, we can consider the normalized state
ρ =
ρ
‖ρ‖ .
This means that we can perform a rescaled preparation. Suppose we have the
preparation-test {ρi}. Clearly ‖ρi‖ ≤ 1 and one has equality if and only if this
is a single-outcome preparation-test. Even in the case of multiple outcomes, if
we have the state ρi0 , we can promote it to a normalized state ρi0 . This means
that in a causal theory, each preparation-event can be promoted to a single-
outcome preparation-test, that is a deterministic state. This characterization
of causal theories in terms of rescaled preparations is so strong that it is a
suﬃcient condition for causality.
Lemma 2.3.15. A theory where every state is proportional to a deterministic
state, that in general depends on the particular state we are considering, is
causal.
Proof. Let ρ be a generic state of system A. Suppose, by contradiction, there
are two deterministic eﬀects e and e′ for system A. By hypothesis, ρ = kρ,
where ρ is a deterministic state and in general it depends on ρ. Since ρ is
deterministic, the composition of ρ with e and e′ is the deterministic eﬀect
of the trivial system, which is 1. Then,
(e|ρ) = k (e|ρ) = k = k (e′|ρ) = (e′|ρ) .
Since ρ is arbitrary, e = e′ and the theory is therefore causal.
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In a causal theory, every non-normalized state ρi can be written as ρi =
piρ, where pi ∈ [0, 1] and ρ is a normalized state. Clearly, pi = ‖ρi‖, but
since pi ∈ [0, 1], we can regard ρi as a randomization of the deterministic
state ρ. Indeed, the norm of a state is the probability of preparing that
state in a given preparation-test, as in quantum theory (recall section 1.5).
Recall the fact that (e|ρi) gives the conditional probability of e given ρi.
Since e is deterministic, the probability comes only from the preparation of
ρi. Therefore states with vanishing norm cannot be prepared, so they are
not true states.
The norm of states satisﬁes the following property.
Proposition 2.3.16. If C ∈ Transf (A,B) is a transformation and ρ ∈
St (A), then
‖Cρ‖B ≤ ‖ρ‖A ,
and one has equality if and only if C is a channel.
Proof. By deﬁnition, ‖Cρ‖B = (e|B C |ρ)A. Since (e|B C is an eﬀect of system
A, we have (e|B C |ρ)A ≤ (e|ρ)A. Then we have ‖Cρ‖B ≤ ‖ρ‖A.
By proposition 2.3.6, C is a channel if and only if (e|B C = (e|A , then
‖Cρ‖B = (e|B C |ρ)A = (e|ρ)A = ‖ρ‖A .
Extending the norm to every element of StR (A), we can use it to deﬁne a
topology. In particular, consider the closure of St (A). It is the set of points
of StR (A) such that there is a sequence of states converging to them. In
other words, every point in the closure of St (A) can be approximated with
arbitrary precision by physical states. It is then sensible to assume that every
closure point of St (A) is a state, therefore St (A) is closed.
Assumption 2.3.17. For all systems A the set St (A) is closed.
Lemma 2.3.18. If a probabilistic theory is not deterministic, then St (I) =
[0, 1].
Proof. Let us prove that the closure of St (I) is [0, 1]. If the theory is not
deterministic, there is a binary test {p0, p1} from the trivial system to itself.
This test can be thought as a biased coin, and tossing this coin many times,
according to the law of large numbers, we can obtain an arbitrary approxima-
tion of a coin with any bias p ∈ [0, 1] (for further details see [39]). This proves
that St (I) is dense in [0, 1]. Since St (I) is closed, then St (I) = [0, 1].
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We can deﬁne also a norm for eﬀects. The simplest way is the following,
close to the statement of proposition 2.3.11.
Deﬁnition 2.3.19. Let a ∈ Eff (A). We deﬁne the norm of a as
‖a‖ := sup
ρ∈St(A)
(a|ρ) .
Even in this case 0 ≤ ‖a‖ ≤ 1. Clearly, for the deterministic eﬀect,
‖e‖ = 1, because (e|ρ) = 1 if ρ is normalized.
We can also deﬁne a norm for general transformations [39].
Deﬁnition 2.3.20. Let C ∈ Transf (A,B). We deﬁne the norm of C as
‖C‖ := sup
C
sup
ρ∈St(AC)
‖Cρ‖BC .
We have to add an ancillary system C and to calculate the supremum over
the states ρ of AC of the norm of Cρ. Eventually, we take the supremum
over all possible ancillary systems.
We will prove later that also the sets of transformations is closed.
After having deﬁned such norms, it is possible to prove that the sets of
states, eﬀects and transformations are convex in a non-deterministic causal
theory.
Proposition 2.3.21. If a causal theory is not deterministic, then for all
systems A and B, the sets St (A), Eff (A) and Transf (A,B) are convex.
Moreover, even St1 (A) is convex.
Proof. Let p ∈ [0, 1]. Since we proved that St (I) = [0, 1] for a non-deterministic
theory (see lemma 2.3.18), p ∈ St (I). Let {Ci}i∈X and {Dj}j∈Y be tests from
A to B. By randomization, we can consider the test {pCi}i∈X∪{(1− p)Dj}j∈Y .
By coarse-graining, the convex combination pCi + (1− p)Dj, is still a trans-
formation from A to B. Taking A or B equal to the trivial system, one has
the thesis for states and eﬀects.
Let us prove that any convex combination of normalized states is a nor-
malized state. Let ρ and σ be two normalized states of system A. Then
‖pρ+ (1− p)σ‖ = (e|pρ+ (1− p)σ) = p (e|ρ) + (1− p) (e|σ) =
= p+ 1− p = 1.
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This proposition shows that convex combinations of (normalized) states,
eﬀects and transformations are still (normalized) states, eﬀects and trans-
formations respectively. Clearly, pure states, pure eﬀects and pure trans-
formations are the extreme points of such sets.
Let us focus on the set of normalized states. We want to show that
convex combinations of normalized states do not have only a mathematical
meaning, but can be realized from an operational point of view. Suppose we
have ρp = pρ0 + (1− p) ρ1, where ρ0, ρ1 ∈ St1 (A). We can prepare ρp from
an operational point of view using the following procedure.
1. First of all, we perform a binary test in some arbitrary system with
outcomes {0, 1} and outcome probabilities p0 = p and p1 = 1− p.
2. If the outcome is i, then we prepare ρi. In this way, we realize the
preparation-test {p0ρ0, p1ρ1}. Note that each state is not normalized
because it is not deterministic: the state ρi is prepared with probability
pi.
3. Finally, we perform a coarse-graining over the outcomes, getting ρp =
pρ0 + (1− p) ρ1.
In the following, we will mainly focus on normalized states, because every
non-normalized state can be reduced to a normalized state. A coarse-graining
of normalized states is a non-trivial convex combination of them. Clearly,
pure states admit only trivial convex decompositions.
Every convex decomposition of a state ρ reﬂects a particular way of pre-
paring ρ. We can give the following deﬁnition.
Deﬁnition 2.3.22. Let ρ be a normalized state. We say that a normalized
state σ is compatible with ρ if we can write ρ = pσ+(1− p) τ , where p ∈ (0, 1]
and τ is another normalized state.
The set of all normalized states compatible with ρ is called the face iden-
tiﬁed by ρ, and we will denote it by Fρ.
The states in the face identiﬁed by ρ are states that reﬁne ρ.
Example 2.3.23. In quantum mechanics, given ρ, the states compatible
with ρ are density operators whose support is contained in the support of ρ,
because they reﬁne ρ.
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Clearly, a state σ is compatible with ρ if it is in some convex decompos-
ition of ρ. This means in particular that all pure states are incompatible
with each other, otherwise we would have a pure state that comes from a
coarse-graining of other pure states, which is absurd. Therefore, if ψ is pure,
then Fψ = {ψ}.
A completely mixed state ω, instead, is a state such that every normalized
state is in the face identiﬁed by ω. In symbols, Fω = St1 (A).
Lemma 2.3.24. A state ω ∈ St1 (A) is completely mixed if and only if
Span (Fω) = StR (A).
Proof. Necessity is straightforward. If ω is completely mixed, we have Fω =
St1 (A), therefore St (A) ⊂ Span (Fω). Since Span (St (A)) = StR (A), one has
the thesis.
Suﬃciency. Suppose we have Span (Fω) = StR (A). Then, for a generic
normalized state ρ, one has ρ ∈ Span (Fω). Hence it can be written as a
linear combination of n states compatible with ω, ρ =
∑n
i=1 aiρi, where ai's
are real numbers and ρi ∈ Fω for every i, but we do not assume that ρi's are
normalized. Since ρi ∈ Fω, we can write
ω = ρi + σi,
where σi is another state. Therefore
ω =
1
n
n∑
i=1
(ρi + σi) .
Let us deﬁne σ := ω − pρ, where p := 1
2na
and a := maxi {ai}. Clearly a > 0
because
∑n
i=1 ai ‖ρi‖ = 1, so there must be at least a positive coeﬃcient ai.
Moreover, since ‖ρi‖ ≤ 1, we have
1 =
n∑
i=1
ai ‖ρi‖ ≤
n∑
i=1
ai,
therefore clearly it must be a > 1
2n
, otherwise it could not be
∑n
i=1 ai ≥ 1.
Hence 0 < p < 1. Recalling the expressions of ω and ρ in terms of the ρi's,
one has
σ :=
1
n
n∑
i=1
(ρi + σi)− 1
2na
n∑
i=1
aiρi =
1
n
n∑
i=1
[(
1− ai
2a
)
ρi + σi
]
.
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Clearly, ai
2a
≤ 1
2
, so 1− ai
2a
is positive. Taking the normalized state σ associated
with σ, we have that σ is a convex combination of states, so it is a state. This
shows that ω is a coarse-graining of ρ and σ (ω = pρ + (1− p)σ), therefore
ρ ∈ Fω. Since ρ is arbitrary, ω is a completely mixed state.
Clearly, every mixed state can be ultimately decomposed into a convex
combination of pure states, since the ultimate reﬁnement for a mixed state
comes from pure states.
Chapter 3
The puriﬁcation postulate
In this chapter we analyse the puriﬁcation postulate, the analogous of the-
orem 1.1.6. Here we will treat it as a postulate. In [40] it has been shown
that the puriﬁcation postulate is the key feature of every quantum theory. It
expresses the idea that every physical process (even processes of stochastic
nature!) can be ultimately described in terms of pure and reversible pro-
cesses. In this way, the ignorance about a part is always compatible with
maximal information about the whole [15]. This makes the puriﬁcation pos-
tulate one of the main requirements to build foundations of thermodynamics
and statistical mechanics [12].
The puriﬁcation postulate is a principle of conservation of information:
we can always recover maximal information by enlarging the system con-
veniently. This means that information was not destroyed, but was simply
discarded because we considered a too small system. If we consider pieces
of information contained in physical systems as fundamental blocks forming
our world, then conservation of information is a reasonable requirement.
We will see that the puriﬁcation postulate is the ultimate reason for
the validity of extension theorems, such as those presented in chapter 1
(Naimark's theorem, Ozawa's theorem, etc.).
3.1 The puriﬁcation postulate
In this section we will introduce the puriﬁcation postulate and we will derive
its ﬁrst consequences.
Deﬁnition 3.1.1. Let |ρ)A be a normalized state of system A. A puriﬁcation
67
CHAPTER 3. THE PURIFICATION POSTULATE 68
of |ρ)A is a normalized bipartite pure state |Ψ)AB such that (e|B |Ψ)AB = |ρ)A.
Using diagrams,
ρ A = Ψ
A
B e
.
System B is called purifying system.
In other words, to purify a state, we must add an ancillary system B,
that acts as environment, and we must consider a pure state of this bipartite
system such that if we discard the ancillary system, we ﬁnd the original
state. Therefore, every normalized bipartite pure state is a puriﬁcation of its
marginals.
Clearly, it is not always possible to purify states. In classical theory, a
bipartite state is pure if and only if it is the product of two pure states, hence
it cannot have mixed marginals. Therefore, in classical theory, mixed states
cannot be puriﬁed.
Remark 3.1.2. The notion of puriﬁcation must be kept well distinct from
the similar notion of extension. An extension of ρ ∈ St1 (A) is a normalized
bipartite state σ ∈ St1 (AB) such that (e|B |σ)AB = |ρ)A. A puriﬁcation is
clearly an extension, but we require that the bipartite state is pure, whereas
for a generic extension the state could in principle be mixed.
When we purify a state |ρ)A, we can associate a state of B with it: it is
enough to take the marginal of the puriﬁcation on the purifying system B.
Deﬁnition 3.1.3. Let |Ψ)AB be a puriﬁcation of |ρ)A. The complementary
state of |ρ)A is the state |ρ˜)B ∈ St1 (B) deﬁned as |ρ˜)B = (e|A |Ψ)AB, or
ρ˜ B = Ψ
A e
B
.
Clearly, if |Ψ)AB is a puriﬁcation of |ρ)A, if we apply a local reversible
channel UB on the purifying system, we get another pure state |Ψ′)AB by
lemma 2.2.8. Besides, |Ψ′)AB is such that (e|B |Ψ′)AB = |ρ)A because UB is a
channel. Hence, |Ψ′)AB is another puriﬁcation of |ρ)A. Now we have all the
ingredients to state the puriﬁcation postulate.
Axiom 3.1.4. Every state has a puriﬁcation, unique up to reversible chan-
nels on the purifying system.
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In other words, puriﬁcation postulate states that if we have two puriﬁc-
ations |Ψ)AB and |Ψ′)AB of the same state |ρ)A, they are related by a local
reversible channel on the purifying system B. Using diagrams, if
Ψ′
A
B e
= Ψ
A
B e
,
then
Ψ′
A
B
= Ψ
A
B U B
.
A straightforward consequence of uniqueness of puriﬁcation up to revers-
ible channels is that the complementary state of a state |ρ)A is unique up to
reversible channels. Indeed if we have two puriﬁcations |Ψ)AB and |Ψ′)AB,
Ψ′
A
B
= Ψ
A
B U B
,
and taking the deterministic eﬀect on A, we have
ρ˜′ B = ρ˜ B U B .
Now we prove an important result for theories with puriﬁcation, which
we will often use hereafter.
Proposition 3.1.5. For any couple of pure states ψ, ψ′ ∈ St1 (A) there is a
reversible channel U on A such that ψ′ = Uψ.
Proof. Every system is a purifying system for the trivial system I. Then
ψ and ψ′ are puriﬁcations of the same deterministic state of trivial system
(which is number 1), therefore
ψ′
I
A
= ψ
I
A U A
,
and recalling that we can omit the lines for the trivial system, because IA =
A, we ﬁnally obtain
ψ′ A = ψ A U A .
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In other words, the action of the group GA is transitive on pure states of
system A.
Now, we would like to see what we can say if we have two puriﬁcations
of the same state, but with diﬀerent purifying systems.
Lemma 3.1.6. Let Ψ ∈ St1 (AB) and Ψ′ ∈ St1 (AC) be two puriﬁcations of
the state ρ ∈ St1 (A). Then there exist a channel C ∈ Transf (B,C) such that
Ψ′
A
C
= Ψ
A
B C C
.
Moreover, C has the form
B C C =
B
U
C
ϕ0 C B e
,
for some pure state ϕ0 ∈ St1 (C) and some reversible channel U on system
BC.
Proof. Let |η)B and |ϕ0)C be arbitrary normalized pure states of system B
and C respectively. Then |Ψ′)AC |η)B and |Ψ)AB |ϕ0)C are two puriﬁcations
of ρ with the same purifying system BC. Indeed,
ρ A =
Ψ′
A
C e
η B e
=
Ψ
A
B e
ϕ0 C e
.
According to the puriﬁcation postulate, we have
Ψ′
A
C
η B
=
Ψ
A
B
U
C
ϕ0 C B
.
Taking the deterministic eﬀect on system B we have the thesis, where
B C C :=
B
U
C
ϕ0 C B e
.
Note that C is a channel because U is a channel, although, in general, C is
not reversible.
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Now, let us move to analyse how we can induce a particular preparation
of a mixed state by performing a measurement on the purifying system. This
is an extremely important result, that will be used extensively throughout
this work.
Theorem 3.1.7 (Steering property). Let ρ ∈ St1 (A) and let Ψ ∈ St1 (AB)
be a puriﬁcation of ρ. If {ρi}i∈X is a preparation-test for system A such that∑
i∈X ρi = ρ, then there exists an observation-test {bi}i∈X on the purifying
system B such that
ρi A = Ψ
A
B bi
.
Proof. Let us consider |X| normalized pure states {ϕi}i∈X of some system C
such that there is an observation-test {ci}i∈X ⊆ Eff (C) such that (cj|ϕi)C =
δij. Now, let us consider the state σ :=
∑
i∈X ρi ⊗ ϕi, which is clearly
an extension of ρ (to see it it is enough to take the deterministic eﬀect on
system C). Let us consider a puriﬁcation |Φ)ACD of |σ)AC with purifying
system D. |Φ)ACD is also a puriﬁcation of ρ, with purifying system CD.
Then |ρi)A = (ci|C |σ)AC, and
ρi A = σ
A
B ci
= Φ
A
C ci
D e
=
= Φ
A
CD b′i
,
where (b′i|CD := (ci|C (e|D. So, we found a particular puriﬁcation of ρ with
a special purifying system such that we can obtain every ρi by applying a
suitable eﬀect on the purifying system. Now we want to prove that this
holds for every puriﬁcation of ρ. If |Ψ)AB is another puriﬁcation of |ρ)A, by
lemma 3.1.6, we have
ρi A = Φ
A
CD b′i
= Ψ
A
B C CD b′i
=
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= Ψ
A
B bi
,
where bi is an eﬀect on B deﬁned as (bi|B := (b′i|CD C.
In other words, working with normalized states, suppose we have the
following convex decomposition of ρ =
∑
i∈X piρi, where ρi is normalized
for every i ∈ X. We can prepare each state ρi with the corresponding
probability pi by taking a puriﬁcation of ρ and applying a suitable eﬀect
bi on the purifying system. We express the fact that ρi is prepared with
probability pi by considering the non-normalized (or randomized) state piρi.
pi ρi
A = Ψ
A
B bi
Recall that a state lies in a convex decomposition of ρ if and only if it is in
the face identiﬁed by ρ. Therefore, we can say that a state |σ)A is compatible
with |ρ)A if and only if, given a puriﬁcation |Ψ)AB of |ρ)A, one has
λ σ A = Ψ
A
B bσ
,
where bσ is an eﬀect in the purifying system B and λ ∈ (0, 1].
We might wonder: how large should the purifying system be? A ﬁrst
answer comes from the following corollary of the steering property.
Corollary 3.1.8. Let ρ ∈ St1 (A) and let Ψ ∈ St1 (AB) be a puriﬁcation of
ρ. Then we have the following bound on the dimension of the vector space
associated with the purifying system B
dim StR (B) ≥ dim Span (Fρ) ,
where Fρ is the face identiﬁed by ρ.
In particular, if ρ is completely mixed, then
dim StR (B) ≥ dim StR (A) .
Proof. Let us consider the map f̂ from EffR (B) to StR (A) such that b 7→
(b|B |Ψ)AB. According to the steering property, the range of f̂ contains Fρ
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because every eﬀect on the purifying system induces a state of A compatible
with ρ. In general, dim Ran f̂ ≤ dim EffR (B), a fortiori dim Span (Fρ) ≤
dim EffR (B). Since EffR (B) is the dual space of StR (B), they have the same
dimension, whence
dim StR (B) ≥ dim Span (Fρ) .
If we have a completely mixed state, by lemma 2.3.24, Span (Fρ) =
StR (A), whence
dim StR (B) ≥ dim StR (A) .
This means that in the completely mixed case, the purifying system must
be at least as large as system A. Note that this result is equivalent to
corollary 1.1.7 for quantum mechanics.
Now we move to other aspects of the puriﬁcation postulate.
Deﬁnition 3.1.9. We say that two transformations A,A′ ∈ Transf (A,B)
are equal upon input of the state ρ ∈ St1 (A) if Aσ = A′σ for every state σ
compatible with ρ. In this case we will write A =ρ A′.
This means that in quantum mechanics two quantum operations are equal
upon input of the density operator ρ if they coincide on every density operator
whose support is contained in the support of ρ.
In general, we can prove the following proposition. Loosely speaking, one
has that equality on puriﬁcations implies equality upon input.
Proposition 3.1.10. Let ρ ∈ St1 (A) and let Ψ ∈ St1 (AB) be a puriﬁcation
of ρ. If A and A′ are two transformations from A to C such that A |Ψ)AB =
A′ |Ψ)AB, then A =ρ A′.
Proof. By the steering property, a state σ ∈ St1 (A) is in the face identiﬁed
by ρ if and only if there exist an eﬀect bσ on the purifying system B such
that
Ψ
A
B bσ
= pσ σ
A ,
where pσ ∈ (0, 1]. Hence, we have A =ρ A′ if and only if Aσ = A′σ, namely
if and only if
Ψ
A A C
B bσ
= Ψ
A A′ C
B bσ
. (3.1)
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Clearly, if A |Ψ)AB = A′ |Ψ)AB, then equality in (3.1) holds, therefore we
conclude that A =ρ A′.
This proposition shows that if two local transformations are equal on a
puriﬁcation of a given state, then they are equal upon input of that state.
Is the converse true? In other words, if two transformations are equal upon
input of ρ, do they yield equal outputs if applied to a puriﬁcation of ρ?
The answer, in general, is negative. The answer is aﬃrmative for theories
that fulﬁl local discriminability, but, for instance, in quantum mechanics with
real Hilbert space, this property fails [44].
However, the converse of proposition 3.1.10 holds for eﬀects. Essen-
tially, the reason is that only one system is enough to distinguish eﬀects,
whereas, we need an ancillary system for general transformations (see sub-
section 2.1.3).
Proposition 3.1.11. Let ρ ∈ St1 (A) and let Ψ ∈ St1 (AB) be a puriﬁcation
of ρ. If a and a′ are two eﬀects on A, then one has (a|A |Ψ)AB = (a′|A |Ψ)AB
if and only if a =ρ a′.
Proof. Necessity was already proven in proposition 3.1.10, it is enough to
take C to be the trivial system I.
Let us move to suﬃciency. Suppose a =ρ a
′. This means that (a|σ) =
(a′|σ) for every normalized state σ compatible with ρ. By the steering prop-
erty, for every eﬀect bσ on B, we get a state σ compatible with ρ.
Ψ
A
B bσ
= pσ σ
A ,
where pσ ∈ (0, 1]. Hence, if a =ρ a′, then
Ψ
A a
B bσ
= Ψ
A a′
B bσ
.
Since this equality holds for every eﬀect bσ, we conclude that
Ψ
A a
B
= Ψ
A a′
B
,
that is (a|A |Ψ)AB = (a′|A |Ψ)AB.
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Now we move to a particular type of states.
Deﬁnition 3.1.12. We say that a state ρ ∈ St1 (AB) is dynamically faithful
(faithful for short) for system A if, for any A,A′ ∈ Transf (A,C), we have
A = A′ if A |ρ)AB = A′ |ρ)AB.
In this way, we can discriminate two transformations acting on A by
checking their action on a dynamically faithful state for A. Note that the
faithful state is not a state of A, but we must consider an ancillary system
B.
Proposition 3.1.13. If a pure state |Ψ)AB is faithful for system A, then its
marginal ω on A is completely mixed.
Proof. Consider two distinct eﬀects a, a′ ∈ Eff (A). Then, since |Ψ)AB is
faithful, (a|A |Ψ)AB 6= (a′|A |Ψ)AB. (a|A |Ψ)AB and (a′|A |Ψ)AB are states of
system B, therefore there is an eﬀect b on B such that
Ψ
A a
B b
6= Ψ
A a′
B b
.
Let us deﬁne ρb ∈ St1 (A) as
pb ρb
A := Ψ
A
B b
,
where pb ∈ (0, 1]. By construction, ρb ∈ Fω, being ω the marginal of |Ψ)AB on
A, and (a|ρb) 6= (a′|ρb). This means that Fω is a separating set for EffR (A)
(i.e. its elements are able to distinguish between elements of EffR (A)). This
means that Fω is a spanning set for StR (A), hence ω is completely mixed
(see lemma 2.3.24).
Once more, to state the converse, namely that if a state is completely
mixed then a puriﬁcation is faithful, local discriminability is necessary [40].
Nevertheless, we can state the following proposition.
Proposition 3.1.14. Let |Ψ)AB be a bipartite pure state with a completely
mixed marginal |ω)A on A. If A,A′ ∈ Transf (A,C) and A |Ψ)AB = A′ |Ψ)AB,
then A |ρ)A = A′ |ρ)A for every ρ ∈ St (A).
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Proof. If A,A′ ∈ Transf (A,C) are such that A |Ψ)AB = A′ |Ψ)AB, then, by
proposition 3.1.10, this implies A =ω A′. Since ω is completely mixed, we
have A |ρ)A = A′ |ρ)A for every ρ ∈ St (A).
However, if we content ourselves with faithful states for eﬀects, we can
prove a complete equivalence between faithful states and completely mixed
marginal.
Deﬁnition 3.1.15. We say that a state ρ ∈ St1 (AB) is faithful for eﬀects
of system A if, for any a, a′ ∈ Eff (A), we have a = a′ if a |ρ)AB = a′ |ρ)AB.
We can distinguish between two eﬀects by checking their action on a
faithful state for eﬀects. The puriﬁcation postulate guarantees the existence
of pure faithful states for eﬀects.
Proposition 3.1.16. A pure state |Ψ)AB is faithful for eﬀects of system A
if and only if its marginal |ω)A on A is completely mixed.
Proof. We already proved necessity in proposition 3.1.13: a faithful state is
clearly a faithful state for eﬀects.
Suﬃciency. Suppose ω is completely mixed. We proved in proposi-
tion 3.1.14 that (a|ρ) = (a′|ρ) for every ρ ∈ St (A). This means that
a = a′.
3.2 Choi correspondence
In this section we analyse an important correspondence between states and
transformations. Although it may seem a technical result at ﬁrst glance, it
has a lot of important implications. The basic ingredients are puriﬁcations
of completely mixed states.
Deﬁnition 3.2.1. If Ψ ∈ St1 (AC) is a puriﬁcation of a completely mixed
state of A, for every transformation C ∈ Transf (A,B), we deﬁne the Choi
state RC ∈ St (BC) as
RC
B
C
:= Ψ
A C B
C
.
In other words, |RC)BC = C |Ψ)AC.
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Lemma 3.2.2. Let {Ri}i∈X be a preparation-test for system BC such that∑
i
Ri
B e
C
= Ψ
A e
C
, (3.2)
where |Ψ)AC is a pure state. Then, there exist a system D, a pure state
ϕ0 ∈ St1 (BD), a reversible channel U on system ABD and an observation-
test {di}i∈X on system D, such that
Ri
B
C
=
ϕ0
D
U
D di
B A e
Ψ
A B
C
,
for any outcome i ∈ X.
Proof. Let |ΨR)DBC be a puriﬁcation of the coarse-grained stateR =
∑
i∈X Ri,
with purifying system D.
ΨR
D e
B
C
= R
B
C
Let us take the deterministic eﬀect on B. Recalling (3.2), we have
ΨR
D e
B e
C
= R
B e
C
= Ψ
A e
C
Hence |ΨR)DBC and |Ψ)AC have the same marginal on system C. By lemma 3.1.6,
there exists a channel C from A to BD, deﬁned as
A C BD =
ϕ0 BD
U
A e
A BD
=
ϕ0
D
U
D
B A e
A B
,
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for some pure state ϕ0 ∈ St1 (BD) and some reversible channel U on ABD;
such that
ΨR
BD
C
= Ψ
A C BD
C
.
Then
ΨR
D
B
C
=
ϕ0
D
U
D
B A e
Ψ
A B
C
.
Now, according to the steering property, there exists an observation-test
{di}i∈X on D such that
Ri
B
C
= ΨR
D di
B
C
.
We immediately get the thesis.
Ri
B
C
=
ϕ0
D
U
D di
B A e
Ψ
A B
C
We have the following important theorem.
Theorem 3.2.3 (Choi correspondence). If C ∈ Transf (A,B), the map C 7→
RC, for a given puriﬁcation |Ψ)AC of a completely mixed state of A, has the
following properties.
1. It deﬁnes a surjective map between tests {Ci}i∈X from A to B and
preparation-tests {Ri}i∈X of BC, such that∑
i∈X
(e|B |Ri)BC = (e|A |Ψ)AC . (3.3)
The map is bijective if |Ψ)AC is faithful for A.
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2. The transformation C is pure if and only if RC is pure.
3. The map C 7→ RC, from Transf (A,B) to bipartite states |R)BC of BC
such that (e|B |R)BC ∈ Fω˜, where |ω˜)C = (e|A |Ψ)AC is surjective. It is
bijective if |Ψ)AC is faithful for A.
Proof. Let us prove the three items.
1. Let {Ci}i∈X be a test from A to B; it must be
∑
i∈X (e|B Ci = (e|A.
We can consider the preparation-test {Ri}i∈X , made up of Choi states
associated with Ci's, with Ri := RCi .
Ri
B
C
= Ψ
A Ci B
C
Clearly, it holds
∑
i∈X
Ri
B e
C
=
∑
i∈X
Ψ
A Ci B e
C
=
= Ψ
A e
C
,
because
∑
i∈X (e|B Ci = (e|A. Hence, eq. (3.3) is fulﬁlled. We have
just shown that we can associate a preparation-test of system BC with
every test {Ci}i∈X ⊂ Transf (A,B). If two tests {Ci}i∈X and {C ′i}i∈X are
such that RCi = RC′i for every i ∈ X, then Ci |ρ)A = C ′i |ρ)A for every
ρ ∈ St (A), according to proposition 3.1.14. If |Ψ)AC is faithful for A,
then {Ci}i∈X = {C ′i}i∈X .
Let us now prove the converse, namely that we can associate a test
from A to B with each preparation-test {Ri}i∈X on BC that satisﬁes
eq. (3.3). In this case, by lemma 3.2.2, there exist a system D, a pure
state ϕ0 ∈ St1 (BD), a reversible channel on ABD and an observation-
test {di}i∈X on D such that
Ri
B
C
=
ϕ0
D
U
D di
B A e
Ψ
A B
C
,
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for any outcome i ∈ X. Now we deﬁne a test {Ci}i∈X from A to B,
where
A Ci B :=
ϕ0
D
U
D di
B A e
A B
.
In this way,
Ri
B
C
= Ψ
A Ci B
C
,
and therefore item 1 is proven.
2. Item 2 is a straightforward consequence of item 1. Necessity is trivial,
because if C is pure, then RC is pure too, by pure conditioning, being
the composition of a pure state with a pure transformation. Conversely,
if RC is pure, C must be pure, otherwise we would have a non-trivial
reﬁnement of RC.
3. Consider the Choi state RC associated with C ∈ Transf (A,B). If we
take the deterministic eﬀect on system B, we have
RC
B e
C
= Ψ
A C B e
C
Now, (e|B C is an eﬀect on A, so, according to the steering property, it
will induce a state of C which is in the reﬁnement set of the marginal
of |Ψ)AC on C, that is |ω˜)C. As in item 1, we do not have injectivity,
because if C and C ′ are two transformations such that RC = RC′ we can
conclude only that C |ρ)A = C ′ |ρ)A for every ρ ∈ St (A). If |Ψ)AC is
faithful for A, then C = C ′.
Let us prove surjectivity. Consider |R)BC such that (e|B |R)BC is com-
patible with |ω˜)C. This means there exists a preparation-test {ω˜i}i∈X
for system C such that ω˜ =
∑
i∈X ω˜i and (e|B |R)BC = |ω˜i0)C for some
i0 ∈ X. Now, consider an arbitrary set of normalized states {ρi}i∈X of
system B and consider the collection of states {Ri}i∈X of system BC,
deﬁned as Ri0 := R and Ri := ρi⊗ω˜i if i 6= i0. {Ri}i∈X is a preparation-
test, and it can be obtained by randomization of the normalized states
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Ri :=
Ri
‖Ri‖ with probabilities ‖Ri‖. Let us check if {Ri}i∈X satisﬁes
eq. (3.3). We have∑
i∈X
(e|B |Ri)BC =
∑
i∈X
|ω˜i)C = |ω˜)C
because (e|B |R)BC = |ω˜i0)C and (e|B |Ri)BC = |ω˜i)C also for i 6= i0. By
deﬁnition, |ω˜)C = (e|A |Ψ)AC, so eq. (3.3) is fulﬁlled. Therefore, using
item 1, there is a test {Ci}i∈X ⊆ Transf (A,B) such that Ri = RCi .
In particular, R = Ri0 = RCi0 . Thus, we managed to associate a
transformation C := Ci0 with the bipartite state |R)BC.
We see that the map is almost bijective, because it may happen we
can associate two tests {Ci}i∈X and {C ′i}i∈X with the same preparation-
test {Ri}i∈X . However, these two tests are almost equal, because we have
Ci |ρ)A = C ′i |ρ)A for every ρ ∈ St (A) and for every i ∈ X. If the theory
satisﬁes local discriminability, then this is enough to conclude that Ci = C ′i,
but in general this is not true.
Clearly, the surjective map from states St (BC) to transformations Transf (A,B)
can be extended to a linear map from the vector space StR (BC) to the vector
space TransfR (A,B). This shows that dim TransfR (A,B) ≤ dim StR (BC), so
TransfR (A,B) is a ﬁnite-dimensional vector space too.
Now let us come to the implications of Choi correspondence. An imme-
diate corollary states that the characterization of tests and observation-tests
presented in section 2.3 is also suﬃcient.
Corollary 3.2.4. Let {Ci}i∈X ⊆ Transf (A,B) be a collection of transforma-
tions from A to B. {Ci}i∈X is a test if and only if∑
i∈X
(e|B Ci = (e|A .
Proof. We already proved necessity in section 2.3.
Suﬃciency. Consider the Choi state associated with the transformation
Ci, |Ri)BC = Ci |Ψ)AC, where |Ψ)AC is a puriﬁcation of a completely mixed
state of A. Clearly {Ri}i∈X satisﬁes eq. (3.3) by hypothesis, so we can associ-
ate a test with {Ri}i∈X , such that Ri is the Choi state associated with Ci for
every i ∈ X. But we already have that {Ci}i∈X produces {Ri}i∈X , therefore
{Ci}i∈X is a test.
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In particular, we have that {ai}i∈X ⊆ Eff (A) is an observation-test if and
only if
∑
i∈X ai = e (here we have B = I).
Other corollaries show that every transformation comes from a reversible
channel on a larger system. This is the abstract versions of Ozawa's theorem
in quantum mechanics [21].
Corollary 3.2.5. If the theory admits a faithful pure state for A, for every
test {Ci}i∈X from system A to system B, there exist a system E, a pure
state ϕ0 ∈ St1 (BE), a reversible channel U on ABE, and an observation-test
{ci}i∈X on system E such that for every i ∈ X one has
A Ci B =
ϕ0
E
U
E ci
B A e
A B
.
Proof. Let |Ψ)AC be a faithful pure state for system A. Let us consider the
Choi states |Ri)BC associated with Ci's. We know that
∑
i∈X (e|B |Ri)BC =
(e|A |Ψ)AC. According to lemma 3.2.2, there exist a system E, a pure state
ϕ0 ∈ St1 (BE), a reversible channel U on ABE, and an observation-test
{ci}i∈X on system E such that for every i ∈ X one has
Ri
B
C
=
ϕ0
E
U
E ci
B A e
Ψ
A B
C
.
We deﬁne
A Di B :=
ϕ0
E
U
E ci
B A e
A B
,
whence
Ri
B
C
= Ψ
A Di B
C
.
But |Ri)BC = Ci |Ψ)AC, so we have
Ψ
A Ci B
C
= Ψ
A Di B
C
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Since |Ψ)AC is faithful for system A, we conclude that Ci = Di for every
i ∈ X, whence the thesis follows.
We can treat immediately two particular cases. The ﬁrst case is when
we have a deterministic test, i.e. a channel C from A to B. In this case, we
replace the observation-test on E with the deterministic eﬀect.
A C B =
ϕ0
E
U
E e
B A e
A B
,
for some system E, some pure state ϕ0 ∈ St1 (BE) and some reversible channel
U on ABE. This is the abstract version of Stinespring's theorem [20].
The second case is when we have an observation-test {ai}i∈X on A. In
this case, system B is the trivial system, and
A ai =
ϕ0 E
U
E ci
A A
,
for some system E, some pure state ϕ0 ∈ St1 (E) and some reversible channel
U on AE. This is the abstract version of Naimark's theorem for quantum
mechanics [19].
We see that the puriﬁcation postulate is the actual reason that enables
us to prove these important theorems even in an abstract scenario.
Actually, there is another characterization of observation-tests, which
holds also when there are no faithful pure states for system A. We will
use this characterization to diagonalize mixed states in chapter 5.
Corollary 3.2.6. For every observation-test {ai}i∈X on A, there is a system
B and a test {Ai}i∈X ⊂ Transf (A,B) such that every Ai is pure and (ai|A =
(e|BAi.
A ai = A Ai B e
Proof. Let |Ψ)AC be a puriﬁcation of a completely mixed state of A. Let
|Ri)C be the Choi state associated with (ai|A.
Ri
C = Ψ
A ai
C
(3.4)
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Let us consider a puriﬁcation |Ψi)BC of |Ri)C. If we take the deterministic
eﬀect on B, and we sum over i, we have∑
i∈X
Ψi
B e
C
=
∑
i∈X
Ri
C =
=
∑
i∈X
Ψ
A ai
C
= Ψ
A e
C
.
Therefore, since |Ψi)BC's fulﬁl eq. (3.3), by Choi correspondence there exists
a test {Ai}i∈X ⊂ Transf (A,B) such that
Ψi
B
C
= Ψ
A Ai B
C
,
where every Ai is pure because |Ψi)BC is pure (see theorem 3.2.3). If we take
the deterministic eﬀect on system B, we get
Ψi
B e
C
= Ri
C = Ψ
A Ai B e
C
.
Recalling the deﬁnition of Ri (eq. (3.4)), we have
Ψ
A ai
C
= Ψ
A Ai B e
C
.
Since |Ψ)AC is faithful for eﬀects of system A, it immediately follows that
(ai|A = (e|BAi.
Now we have some results about the topological properties of sets of
transformations, channels and states.
Proposition 3.2.7. Given two systems A and B, Transf (A,B) is compact
in the operational norm.
Proof. The proof is slightly too technical and lengthy, so we invite the inter-
ested reader to refer to [39].
Proposition 3.2.8. Given two systems A and B, the set of channels from
A to B is compact in the operational norm.
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Proof. Since TransfR (A,B) is ﬁnite-dimensional and the set of channels is
limited (indeed ‖C‖ ≤ 1 for every channel C from A to B), it is enough to
show that it is closed. Consider a Cauchy sequence of channels {Cn}n∈N.
Since Transf (A,B) is closed, {Cn}n∈N converges to a transformation C. We
must show that C is a channel. Indeed, since each Cn is a channel, we have
(e|B Cn = (e|A. Hence, for every state ρ ∈ St (A), one has
(e|B C |ρ)A = limn→+∞ (e|B Cn |ρ)A = (e|ρ)A
This shows that (e|B C = (e|A, so C is a channel, according to proposi-
tion 2.3.6.
Then we can prove a result about reversible channels acting on a system
A.
Proposition 3.2.9. The group GA of reversible channels acting on A is a
compact Lie group.
Proof. Let {Un}n∈N be a sequence of reversible channels converging to a chan-
nel U . Let us show that U is reversible. Consider the sequence {U−1n }n∈N.
Since the set of channels is compact, we can choose a subsequence
{U−1nk }
converging to a channel C. Every subsequence of {Un}n∈N converges to U ,
therefore
UC = lim
k→+∞
UnkU−1nk = I.
Similarly one proves that also CU = I, so U is reversible and C is its inverse,
U−1 = C. This proves that GA is closed and therefore compact.
Since GA has a faithful ﬁnite-dimensional representation (see [53]) it is a
Lie group.
Finally, we have a result about the topology of pure states.
Proposition 3.2.10. The set of pure states of a system A is compact.
Proof. Again, to prove compactness it is enough to prove closure. Let us con-
sider a sequence of pure states {ψn}n∈N converging to some state ρ. We want
to show that ρ is pure. In a theory with puriﬁcation, the set of pure states
is transitive under the action of the group of reversible channels. Therefore,
we can write ψn = Unϕ0 for some pure state ϕ0, for every n ∈ N. Since GA
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is compact, we can consider the subsequence {Unk}, which converges to the
reversible channel U . Therefore,
ρ = lim
k→+∞
ψnk = lim
k→+∞
Unkϕ0 = Uϕ0.
Therefore ρ is pure.
Remark 3.2.11. For a generic probabilistic theory, without puriﬁcation, in
general, it is not true that the set of pure states is closed. Let us consider
the convex hull of the subset of the 3-dimensional real aﬃne A (R3) space
S =
{
(x, y, 0) ∈ A (R3) : x2 + y2 = 1} ∪ {(1, 0,±1)} .
S is the union of a circumference and two points, therefore its convex hull
is the union of two cones having vertexes in (1, 0, 1) and (1, 0,−1) and the
same circle {(x, y, 0) ∈ A (R3) : x2 + y2 ≤ 1} as basis. The set of pure states
is made of the two vertexes (1, 0, 1) and (1, 0,−1) and of the points of the cir-
cumference {(x, y, 0) ∈ A (R3) : x2 + y2 = 1}, except the point (1, 0, 0), which
is mixed. But we can ﬁnd a sequence of pure states on the circumference that
converges to (1, 0, 0); thus in this theory there is a sequence of pure states
converging to a mixed state. The set of pure states is not closed.
The last consequence of Choi correspondence concerns invariant states.
We are able to prove that the invariant state exists and it is unique. In
addition it is a completely mixed state.
However, we need a lemma ﬁrst.
Lemma 3.2.12. For every system A, there exists a twirling test {piUi}i∈X ,
where pi's are probabilities and Ui's are reversible channels. One of the re-
versible channels Ui can always be taken to be the identity.
Proof. Let dW be the normalized Haar measure on the Lie groupGA, namely
such that
´
GA
dW = 1. Let us deﬁne a channel T as
T :=
ˆ
GA
W dW . (3.5)
Let us show that T is a twirling channel (see deﬁnition 2.1.28). Let U ∈ GA,
then
UT =
ˆ
GA
UW dW =
ˆ
GA
W ′ dW ′ = T ,
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where we used invariance of the Haar measure. Since reversible channels span
a ﬁnite-dimensional vector space, their convex hull is a ﬁnite-dimensional
convex set. Then, by Carathéodory's theorem (theorem A.1.2), the integral
in eq. (3.5) can be replaced by a ﬁnite convex combination of reversible
channels
T =
∑
i∈X
piUi.
This shows that {piUi}i∈X is a twirling test. Since UT = T , for every T , to
have identity among Ui's, it is suﬃcient to choose one of the Ui's, say Ui0 ,
and apply U−1i0 after T . In this way, we have
T =
∑
i∈X
piU−1i0 Ui = piI +
∑
i 6=i0
piU˜i,
where U˜i := U−1i0 Ui. The lemma is proven.
Now we are ready to state the following proposition.
Proposition 3.2.13. For every system A, there is a unique invariant state
|χ)A. Moreover χ is completely mixed.
Proof. Let channel T be deﬁned as in lemma 3.2.12. For every couple of
pure states ψ and ψ′, there is a reversible channel such that ψ′ = Uψ. Let
us evaluate T ψ′.
T ψ′ = T Uψ =
ˆ
GA
WUψ dW =
ˆ
GA
W ′ψ dW ′ = T ψ,
where we used invariance of the Haar measure. This shows that T is constant
on pure states. Deﬁne χ := T ψ. Since every (normalized) mixed state can
be written as a convex combination of (normalized) pure states, we have
T ρ = T
(∑
i
piψi
)
=
∑
i
piT ψi =
(∑
i
pi
)
χ = χ.
Therefore T is constant on all states. In particular, if ρ is an invariant state,
we have
T ρ =
ˆ
GA
Wρ dW =
(ˆ
GA
dW
)
ρ = ρ.
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But T ρ = χ. This shows that the invariant state exists (because χ = T ρ for
any state ρ) and it is unique (because every invariant state is equal to χ).
Let us show that χ is completely mixed. By lemma 3.2.12, we have that T
can be expressed as a sum of the transformations of a twirling test containing
identity. Therefore, for every ρ
χ = T ρ = pi0ρ+
∑
i 6=i0
piUiρ.
This means that every ρ is compatible with χ, so χ is completely mixed.
Now we have concluded our introduction to probabilistic theories; in the
next chapter we will start examining the core of this work: entanglement and
mixedness in the context of a general probabilistic theory.
Chapter 4
Entanglement in theories with
puriﬁcation
In this chapter, we enter into the core of the present work and into its original
part. We follow the route delineated by Thirring [11], according to which
the foundations of (quantum) statistical mechanics should be based on an
ordering of states according to their mixedness. We have already mentioned
that pure-state entanglement also plays a central role in the foundations of
statistical mechanics [12]. It is indeed possible to deﬁne also an ordering of
entangled pure states in terms of their entanglement.
At ﬁrst glance, entanglement and mixedness may seem the farthest con-
cepts. Indeed, pure-state entanglement has been proven to be a valuable
resource to implement information protocols, such as quantum teleportation
or dense coding (see [16, 17]). Mixedness, instead, means incompleteness
of information, so it does not appear as the most valuable of resources.
Yet their equivalence is a well-established fact in quantum mechanics (see
[17, 59, 60, 61, 62]). Therefore, it is the same to build foundations of thermo-
dynamics on mixedness or on entanglement, at least in quantum mechanics.
But what about general probabilistic theories? Can we prove the same
equivalence between entanglement and mixedness? In this chapter we will
try to answer this question, and our analysis will be carried out in the frame-
work of general probabilistic theories that satisfy causality, pure conditioning,
and, above all, puriﬁcation. The important and original results we present
set forth the equivalence between entanglement and mixedness even in an
abstract framework.
As a side result, we will prove for the ﬁrst time an important theorem con-
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cerning a particular type of communication protocols in an abstract frame-
work.
4.1 Entanglement and mixedness
We begin presenting the important relationship between entangled states and
mixed marginals in general probabilistic theories. However, we must ﬁrst give
the deﬁnition of entangled states for bipartite states.
Deﬁnition 4.1.1. A normalized bipartite state σ ∈ St1 (AB) is said separable
if it can be written as a convex combination of product states, namely |σ)AB =∑
i pi |ρi)A |τi)B, where pi ≥ 0 for every i and
∑
i pi = 1, and ρi ∈ St1 (A)
and τi ∈ St1 (B).
A bipartite state is entangled if it is not separable.
From now on, we will concentrate exclusively on the pure state case.
Note that a bipartite pure state is separable if and only if it is a product
state, because it cannot be written as a non-trivial convex combination of
product states.
We have the following important proposition concerning pure product
states.
Proposition 4.1.2. A bipartite pure state |ψ)AB is a product state if and
only if one of its marginals, say |ρ)A, is pure.
Proof. Necessity. Suppose |ψ)AB = |α)A |β)B, where both |α)A and |β)B must
be pure, otherwise |ψ)AB would be mixed.
ψ
A
B
=
α A
β B
If we apply the deterministic eﬀect to system B, we get the marginal state
|ρ)A.
ρ A = ψ
A
B e
=
α A
β B e
= α A
We immediately see that |ρ)A = |α)A, hence |ρ)A is pure. Similarly, one
proves that also |ρ)B is pure, therefore actually both marginals of |ψ)AB are
pure, not only one.
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Suﬃciency. Now suppose that the bipartite pure state |ψ)AB has a pure
marginal |ρ)A = |α)A.
ψ
A
B e
= α A
This means that |ψ)AB is a puriﬁcation of |α)A with purifying system B.
By pure conditioning, another puriﬁcation of |α)A with the same purifying
system, is |α)A |β′)B, where |β′)B is a pure state of system B. Therefore,
|ψ)AB diﬀers from |α)A |β′)B by a local reversible channel U on system B.
ψ
A
B
=
α A
β′ B U B
Now, U |β′)B is another pure state of system B, say |β)B. Therefore, |ψ)AB
is the parallel composition of |α)A and |β)B, hence it is the product of two
pure states.
ψ
A
B
=
α A
β B
Note that we did not have to assume the puriﬁcation postulate to prove
necessity. Therefore, a bipartite pure product state has pure marginals in
every causal theory.
Proposition 4.1.2 says that a bipartite pure state is entangled if and only
if it has a mixed marginal. Actually, both marginals are mixed.
Remark 4.1.3. Following the proof of proposition 4.1.2, we can prove that if
ψ ∈ St1 (A) is pure and ρ ∈ St1 (AB) is an extension of ψ, then ρ = ψ ⊗ σ,
for some σ ∈ St1 (B). Indeed, if ρ is pure, by proposition 4.1.2, we have
ρ = ψ ⊗ ψ′, where ψ′ is a pure normalized state of system B.
If ρ is mixed, we can consider one of its puriﬁcation, say |Φ)ABC. |Φ)ABC
is also a puriﬁcation of ψ with purifying system BC. By pure conditioning,
|Φ)ABC = |ψ)A |ϕ)BC, where |ϕ)BC is a pure normalized state of BC. Indeed,
we showed in the proof of proposition 4.1.2 that every puriﬁcation of a pure
state is a product of pure states. Since |Φ)ABC is a puriﬁcation of |ρ)AB, we
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have
ρ
A
B
= Φ
A
B
C e
=
ψ A
ϕ
B
C e
.
We have then ρ = ψ ⊗ σ, where σ = (e|C |ϕ)BC. Note that σ is mixed,
otherwise, by pure conditioning, ρ would be pure. This implies also that ϕ
is entangled, because it has a mixed marginal.
The result expressed in proposition 4.1.2 clearly holds also for quantum
mechanics. However, in quantum mechanics, we can take advantage of its
speciﬁc formalism, in particular of Schmidt decomposition, to prove it. We
report this proof to give a comparison with the proof of proposition 4.1.2.
Proposition 4.1.4. A bipartite pure state |ψ〉AB is a product state if and
only if one of its marginals, say ρA = trB |ψ〉AB 〈ψ|AB, is pure.
Proof. Necessity. Let us suppose |ψ〉AB is a product state, |ψ〉AB = |α〉A |β〉B;
then it is immediate that ρA = |α〉A 〈α|A, hence ρA is pure. Similarly one
proves that ρB is pure too.
Suﬃciency. Let us suppose ρA is pure, then it has only one non-vanishing
eigenvalue, which is 1. The other marginal ρB has only one non-vanishing
eigenvalue too. Therefore there is only one term in the Schmidt decom-
position of |ψ〉AB, whence |ψ〉AB is a product state. In particular, suppose
ρA = |α〉A 〈α|A and ρB = |β〉B 〈β|B, then the Schmidt decomposition of |ψ〉AB
is |ψ〉AB = |α〉A |β〉B, so |ψ〉AB is the tensor product of its marginals.
We can note that in this proof the assumptions of causality, pure condi-
tioning and puriﬁcation are not apparent, but they are hidden behind the
formalism.
According to proposition 4.1.2, we can see that the puriﬁcation postulate
is a suﬃcient condition for the existence of entangled states: every theory
which satisﬁes the puriﬁcation postulate admits entangled pure states, as
shown in the following corollary.
Corollary 4.1.5. If ρ is mixed and Ψ is one of its puriﬁcations, then Ψ is
entangled.
Proof. Ψ has a mixed marginal, which is ρ, therefore it is entangled.
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Recall that the puriﬁcation postulate is just a suﬃcient condition for
entanglement. A general probabilistic theory may admit entangled states
even without the puriﬁcation postulate, even though this is not true for
classical theory.
4.2 The relation to be more entangled than
We have just seen that pure-state entanglement and mixed marginals are two
equivalent notions. In this section, we would like to deﬁne an order on the set
of bipartite pure states, according to their entanglement. This is important
not only for the foundations of thermodynamics, but also because pure-state
entanglement can be used as a resource, therefore we would like to compare
two pure states and say which is more entangled (and hence more useful as
a resource).
In quantummechanics, LOCC1 protocols have been proven not to increase
entanglement of a bipartite pure state [55, 56]. Therefore, it is natural to
say that a pure state is more entangled than another one if the former can
be transformed into the latter by means of an LOCC protocol.
An LOCC protocol is a communication protocol in which there are two
parties that are allowed to perform only local tests. They are allowed to use
classical communication to communicate the outcome of each (local) test to
the other party. The situation becomes more intriguing if we think the two
parties to be very far away from each other. An LOCC protocol has the
following form.
ψ
A {Ai1}
''
A1 {A(i1,j1)i2 }
))
A2 · · ·
B {B(i1)j1 }
66
B1 {B(i1,j1,i2)j2 }
99
B2 · · ·
Here, round brackets explicitly show the dependence of the test by previ-
ous outcomes via classical communication, more or less like the notation for
conditioning (see section 2.3). Classical communication is represented as a
dashed arrow, where the tip speciﬁes the direction in which classical com-
munication goes. Hence, the test
{
B(i1)j1
}
follows the test {Ai1} temporally,
therefore it is represented after (i.e. to the right of) {Ai1} in the diagram.
1Local Operations and Classical Communication
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Clearly, there is no apparent reason why LOCC protocols should begin
with Alice applying a test on her system. The protocol could start with Bob
as well, this is only a matter of convention. We will adopt this convention
for the rest of this work, unless explicitly stated.
Let us see some examples of particular types of LOCC protocols.
Example 4.2.1. If we consider an LOCC protocol made up only of determ-
inistic tests (i.e. channels), classical communication is not necessary, because
each party knows with certainty the output of the various transformations
of the other party. In this case, there is no reason for Bob to perform his
channels after Alice, because he must not wait for classical communication
from Alice. For this reason, we will write Bob's channels under Alice's ones
in diagrams.
ψ
A A1 A1 A2 A2 · · ·
B B1 B1 B2 B2 · · ·
(4.1)
In this diagram, Ai's (for i = 1, . . . , n) are Alice's channels, whereas Bj's (for
j = 1, . . . ,m) are Bob's channels.2
Such a protocol with only channels is equivalent to a protocol in which
Alice and Bob apply one channel each. It is enough to take the sequential
composition of the channels of the two parties.
ψ
A A˜ An
B B˜ Bn
In this diagram, A˜ = AnAn−1 . . .A1 and B˜ = BnBn−1 . . .B1, where Ai's
and Bj's are the channels of (4.1). Clearly, A˜ ∈ Transf (A,An) and B˜ ∈
Transf (B,Bn), where An and Bn are the output systems of the last channels.
Example 4.2.2. We can consider LOCC protocols in which Alice can use
classical communication with Bob, but Bob is not allowed to communicate
with Alice. In this way, Bob can use only channels on his system.
ψ
A {Ai1}
((
A1 {Ai2}
''
A2 · · ·
B B(i1) B1 B(i2) B2 · · ·
2Actually, without loss of generality we can assume n = m. Indeed, consider the case
when n < m. We can always add m − n identity channels to Alice's channels, such that
the sets of Alice's and Bob's channels have the same cardinality.
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In this case, since there is no classical communication from Bob to Alice,
Alice can perform her tests at the same time as Bob's channels.
Once more, we can consider the sequential composition of Alice's tests
and Bob's channels. In this way, we end up with a protocol in which Alice
performs only one test, communicates her outcome to Bob, and Bob applies
a channel according to the outcome.
ψ
A {A˜i}
&&
An
B B˜(i) Bn
Here
{
A˜i
}
is the sequential composition of all Alice's tests, whereas B˜(i) is
the sequential composition of all Bob's channels and it depends on Alice's
outcome i.
This type of protocols, in which only one round of classical communication
is allowed, are called 1-way LOCC protocols.
Thanks to LOCC protocols, we can give the following deﬁnition.
Deﬁnition 4.2.3. Let |ψ)AB and |ψ′)AB be two pure bipartite states. We
say that |ψ)AB is more entangled than |ψ′)AB if |ψ)AB can be transformed
into |ψ′)AB by an LOCC protocol.
Note that this is a fully operational deﬁnition, without any references
to the mathematical structure of the theory. In this way, this deﬁnition is
as valid in quantum mechanics as in other conceivable theory that admits
entangled states. Using diagrams, we can express the fact that |ψ)AB is more
entangled than |ψ′)AB as
ψ
A {Ai1}
''
A1 {A(i1,j1)i2 }
%%
A2 · · ·
B {B(i1)j1 }
66
B1 · · ·
= ψ′
A
B
.
Note that when transforming one entangled state into another, the last out-
put systems must be A and B, in order to have an equality in the above
diagram.
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4.2.1 Mathematical properties
Intuitively, the relation to be more entangled than (entanglement relation
for short) resembles an order relation. Let us check if it satisﬁes the properties
of an order.
Reﬂexive property |ψ)AB is more entangled than |ψ)AB.
Indeed,
ψ
A
B
= ψ
A I A
B I B
,
and this is an LOCC protocol in which the two parties apply the identity
channel.
Transitive property If |ψ)AB is more entangled than |φ)AB and |φ)AB is
more entangled than |Γ)AB, then |ψ)AB is more entangled than |Γ)AB.
Indeed, if |ψ)AB is more entangled than |φ)AB, then
φ
A
B
= ψ
A {Ai1}
''
A1 {A(i1,j1)i2 }
%%
A2 · · ·
B {B(i1)j1 }
66
B1 · · ·
.
Besides, if |φ)AB is more entangled than |Γ)AB, then
Γ
A
B
= φ
A {A˜i1}
''
A˜1 {A˜(i1,j1)i2 }
%%
A˜2 · · ·
B {B˜(i1)j1 }
66
B˜1 · · ·
.
We can compose the two LOCC protocols, and the resulting protocol is still
an LOCC protocol from |ψ)AB to |Γ)AB.
Antisymmetric property This property fails, namely, if |ψ)AB is more
entangled than |φ)AB and |φ)AB is more entangled than |ψ)AB, we cannot
conclude that |ψ)AB = |φ)AB. Now we show a counter-example.
Consider |ψ)AB 6= |φ)AB, such that
ψ
A
B
= φ
A U A
B
,
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where U is a reversible channel. We can regard the right-hand side as an
LOCC protocol with only one reversible channel U on A. This shows that
|φ)AB is more entangled than |ψ)AB. However, on the other hand,
φ
A
B
= ψ
A U−1 A
B
.
At the right-hand side we have another LOCC protocol, with reversible chan-
nel U−1. This shows that |ψ)AB is more entangled than |φ)AB. In this counter-
example, we have that |ψ)AB is more entangled than |φ)AB and vice versa,
but, by hypothesis, |ψ)AB 6= |φ)AB. This fact shows that antisymmetric
property generally fails.
We have just shown that the entanglement relation is not an order, since
it does not fulﬁl antisymmetric property. Such a binary relation is called a
preorder [57].
Deﬁnition 4.2.4. A binary relation . is called a preorder if it is reﬂexive
and transitive.
Clearly, orders and equivalence relations are both preorders. Let us show
now that our relation between bipartite pure states is not an equivalence
relation, by showing that |ψ)AB is more entangled than the product state
|α)A |β)B, but clearly the converse does not hold.
Example 4.2.5. We may consider
α A
β B
= ψ
A A A
B B B
,
where A and B are channels that prepare |α)A and |β)B respectively, namely
A = |α)A (e|A and B = |β)B (e|B. The right-hand side is an LOCC protocol,
then |ψ)AB is more entangled than |α)A |β)B, but the converse is not true,
because we cannot eliminate parallel composition with local operations and
classical communication.
This fact tells us that our relation is not an equivalence relation. Ac-
cording to proposition A.1.3, each genuine preorder (i.e. such that is not an
equivalence relation) can be turned into an order on a quotient set. In our
case, we consider the equivalence relation to be as entangled as, which is
the equivalence relation associated with our preorder.
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Deﬁnition 4.2.6. We say that |ψ)AB is as entangled as |ψ′)AB if |ψ)AB is
more entangled than |ψ′)AB and |ψ′)AB is more entangled than |ψ)AB.
It would be interesting to characterize this equivalence relation better.
We have seen that if |ψ)AB diﬀers from |ψ′)AB by a local reversible channel,
then |ψ)AB is as entangled as |ψ′)AB. In quantum mechanics it is true also
the converse, namely that if |ψ)AB is as entangled as |ψ′)AB, it must diﬀer
from |ψ′)AB by a local unitary channel. But what can we say about a general
probabilistic theory? We will give an answer in chapter 7.
Summing up, all we did in this section was to prove that it is possible
to quantify entanglement of a bipartite pure state in a very primitive sense,
that is we can order bipartite pure states according to their entanglement
and to establish a sort of hierarchy among them [58], as it is shown in the
following graphical example.
• •
• • •
• •
• •
In this graph, each node represents a bipartite pure state. From the top
to the bottom, we go from the most entangled states to the least entangled
ones. Each row represents an equivalence class. We draw a solid line between
nodes that are connected by the order relation3 ≤ and there is no other node
between them.
In the bottom row, there is an isolated node. It is not in the same equivalence
class as the other node in the same row, otherwise it would be connected
to the nodes of the row above. This means that we cannot compare its
entanglement to any other node: the order ≤ is in general not total.
3Here the attentive reader should have noted that we did a little abuse of notation,
because the order is deﬁned between rows (equivalence classes), not between points. The
notation used here was aimed only at stressing that if two points are connected by a line,
then we can say that a point is strictly more entangled than the other.
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4.3 The relation to be more mixed than
In this section we introduce a relation on the set of states, that orders them
according to their mixedness, more or less in the same way we ordered bi-
partite pure states according to their entanglement. The rest of this chapter
will be devoted to proving the equivalence of these two relations.
We can give the following deﬁnition.
Deﬁnition 4.3.1. Let ρ and ρ′ be two states of system A. We say that ρ is
more mixed than ρ′ if ρ can be written as
ρ =
∑
i
piUiρ′,
where pi's are probabilities (pi ≥ 0 for every i, and
∑
i pi = 1), and Ui are
reversible channels on system A for every i.
We will call
∑
i piUi random reversible channel (RR). Using diagrams, if
ρ is more mixed than ρ′, we write
ρ A = ρ′ A RR A ,
where the RR-box indicates a random reversible channel.
We see that ρ is more mixed than ρ′ if the former can be obtained from
the latter by a random deterministic (and reversible) evolution. Suppose
we start with ρ′, but we ignore its evolution. We only know that it evolves
with a reversible channel randomly chosen from the ensemble {piUi}, where
ρ′ evolves with Ui with probability pi. Then the state after this unknown
evolution is precisely ρ =
∑
i piUiρ′.
We can have a pictorial insight about the relation to be more mixed
than (mixedness relation for short), as shown in the following example.
Example 4.3.2. Let us consider a theory with only 4 pure states, which are
the vertexes of a square. Then the set of states of this theory is the convex
hull of these 4 points, that is a square. All the points in the square, except
the 4 vertexes, are mixed states.
CHAPTER 4. ENTANGLEMENT 100
The group of reversible channels maps pure states into pure states, this
means that it is the dihedral group D4, which has 8 elements. Let us pick
up a generic (mixed) state P of this theory: it is a point of the square. We
want to identify the states that are more mixed than P . According to the
deﬁnition, we apply all the reversible channels {Ui}8i=1 to P and then we take
the convex hull of these 8 points (in blue).
Therefore, the blue octagon is the set of states that are more mixed than
P . Note that pure states are not in this set; this seems quite obvious, but we
will prove it in the next subsection (see example 4.3.3). Note that the centre
O of the square is invariant under D4, therefore the convex hull generated by
the action on O of the group of reversible channels is made only of O itself.
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This means that there are no states more mixed than it. It is a maximal
element.
In general, the invariant state χ is always a maximal element, therefore
we say that it is a maximally mixed state. Indeed, suppose that a state ρ is
more mixed than χ.
ρ =
∑
i
piUi (χ) =
∑
i
piχ = χ
This proves that χ is a maximal element and that it is the only element in
its equivalence class, because there are no other states more mixed than χ.
4.3.1 Mathematical properties
Similarly to the case of entanglement, the mixedness relation resembles an
order relation. Let us check its properties.
Reﬂexive property ρ is more mixed than ρ. Indeed, we have ρ = I (ρ),
and I is a particular random reversible channel, made up only of the identity
channel.
Transitive property If ρ is more mixed than ρ′ and ρ′ is more mixed than
ρ′′, then ρ is more mixed than ρ′′.
Indeed, if ρ is more mixed than ρ′, then ρ =
∑
i piUiρ′; if ρ′ is more mixed
than ρ′′, then ρ′ =
∑
j p˜jU˜jρ′′. Combining this two statements, one has
ρ =
∑
i
piUi
(∑
j
p˜jU˜jρ′′
)
=
∑
i,j
pip˜jUiU˜jρ′′ =
∑
i,j
qijVijρ′′.
Here we set Vij := UiU˜j, which is clearly a reversible channel for every i and
j; and qij := pip˜j. From the properties of pi and p˜j, it follows that qij's are
probabilities too. Hence, we showed that ρ is more mixed than ρ′′.
Antisymmetric property Even in this case, antisymmetry fails. The
counter-example is constructed in a very close way to the one in subsec-
tion 4.2.1.
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Consider ρ 6= ρ′, such that ρ = U (ρ′). This is a particular random
reversible channel, so ρ is more mixed than ρ′. On the other hand, ρ′ =
U−1 (ρ), whence ρ′ is more mixed than ρ, but, by hypothesis, ρ 6= ρ′.
Note that if we take the deterministic eﬀect on system B in the counter-
example in subsection 4.2.1, we get exactly this counter-example for the
marginal on system A.
Even in this case, the mixedness relation is a preorder. However, it is not
an equivalence relation as the following example shows.
Example 4.3.3. Let us show that every state ρ is more mixed than a pure
state ψ. By deﬁnition, ρ can be expressed as a convex combination of pure
states.
ρ =
∑
i
piϕi
As a consequence of puriﬁcation postulate, for every ϕi there exists a revers-
ible channel Ui such that Ui (ψ) = ϕi. Then,
ρ =
∑
i
piUi (ψ) ,
whence ρ is more mixed than ψ. The converse is not true, because a random
reversible channel is a coarse-graining and a pure state cannot be the coarse-
graining of a mixed state.
Thus, we can deﬁne an equivalence relation and then an order on the
quotient set, as we have done with entangled states.
Deﬁnition 4.3.4. We say that ρ is as mixed as ρ′ if ρ is more mixed than
ρ′ and ρ′ is more mixed than ρ.
Again, it would be interesting to characterize this equivalence relation
better. We have seen that if ρ diﬀers from ρ by a reversible channel, then
ρ is as mixed as ρ′. Once more, in quantum mechanics it is true also the
converse. But what can we say about a general theory? We will give an
answer to this question in chapter 7.
Note that a graphical representation of the order between mixed states is
exactly the same as the one on page 98.
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4.4 Equivalence between entanglement and mix-
edness
In this section we prove that the entanglement and the mixedness relations
are equivalent in a general probabilistic causal theory with the puriﬁca-
tion postulate, with a further assumption. This result is already known
in quantum mechanics (see [17]). In this way, entanglement and mixedness
show up as two sides of the same physical phenomenon even in a general
probabilistic theory, and the order between entangled states is equivalent to
the order between mixed states. This will enable us to choose the more apt
relation according to our speciﬁc needs.
4.4.1 More mixed implies more entangled
One implication in the equivalence requires less eﬀort to be proven.
Lemma 4.4.1. Let |ψ)AB and |ψ′)AB be two bipartite pure states, and let
|ρ)A and |ρ′)A be their marginals on system A. If |ρ)A is more mixed than
|ρ′)A, then |ψ)AB is more entangled than |ψ′)AB.
Proof. By hypothesis, |ρ)A =
∑
i piUi,A |ρ′)A, for some reversible channels
Ui's acting on A. Let us deﬁne |σ)AB =
∑
i piUi |ψ′)AB.
σ
A
B
= ψ′
A RR A
B
Clearly, |σ)AB is mixed, because it is given by a coarse-graining. By hypo-
thesis, the marginal of |ψ′)AB on A is |ρ′)A, hence |σ)AB is an extension of
|ρ)A, as the following diagrams show.
σ
A
B e
= ψ′
A RR A
B e
=
= ρ′ A RR A = ρ A
Let us consider a puriﬁcation |Γ)ABC of |σ)AB; |Γ)ABC is clearly a puriﬁc-
ation of |ρ)A too, with purifying system BC, because |σ)AB is an extension
of |ρ)A. Now, consider |ψ)AB |0)C, where |0)C is some pure state of system C.
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|ψ)AB |0)C is a puriﬁcation of |ρ)A, with purifying system BC. By uniqueness
of puriﬁcation (up to reversible channels on the purifying system), there ex-
ists a reversible channel U , acting on BC, such that |Γ)ABC = UBC |ψ)AB |0)C.
Γ
A
B
C
=
ψ
A
B
U
B
0 C C
,
where
Γ
A
B
C e
= σ
A
B
.
In this way, Alice and Bob are able to transform |ψ)AB into |Γ)ABC only
via local operations. Indeed, it is enough that Bob adds a system C and
applies the suitable reversible channel U on BC.
By the steering property, there exists an observation-test {ci} on C, such
that for every i one has
Γ
A
B
C ci
= pi ψ′
A Ui A
B
,
because
σ
A
B
=
∑
i
pi ψ′
A Ui A
B
.
Hence, if Bob performs an observation-test on C and gets outcome i, he
prepares piUi,A |ψ′)AB. Now, he calls Alice to communicate her his outcome.
Alice applies U−1i,A on A and she obtains pi |ψ′)AB. Summing over i, that is
doing a coarse-graining, Alice is able to get |ψ′)AB.
In this way, we were able to transform |ψ)AB into |ψ′)AB by means of an
LOCC protocol. Therefore, |ψ)AB is more entangled than |ψ′)AB.
The expression pi |ψ′)AB in the proof means that |ψ′)AB has been gen-
erated with probability pi. There are several possible events, but in all of
them |ψ′)AB is always prepared. If we sum over i, one gets the average
state produced by the protocol, but
∑
i pi |ψ′)AB = |ψ′)AB. Notice that the
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coarse-graining is not on repeated tests, but it is the average over possible
outcomes.
Remark 4.4.2. In the statement of the lemma, we stressed the fact ρ is more
mixed than ρ′ on system A. So far, there is no guarantee that even |ρ)B is
more mixed than |ρ′)B.
4.4.2 More entangled implies more mixed
It is much more challenging to prove the converse implication, namely that
if |ψ)AB is more entangled than |ψ′)AB, then |ρ)A is more mixed than |ρ)A in
the framework of a general probabilistic theory.
It is not so hard to prove it if we consider a special case: when |ψ)AB
can be transformed into |ψ′)AB by means of a 1-way LOCC protocol (see
example 4.2.2). We note that in the proof of lemma 4.4.1 the resulting
LOCC protocol was in fact a 1-way LOCC protocol. In this way, 1-way
LOCC protocols seem to play an important role as far as entanglement is
concerned.
Lemma 4.4.3. Let |ψ)AB and |ψ′)AB be bipartite pure states. Suppose that
|ψ)AB is more entangled than |ψ′)AB and that there exists a 1-way LOCC
protocol with classical communication from A to B with a reversible channel
U on B, such that it transforms |ψ)AB into |ψ′)AB, namely4
ψ′
A
B
= ψ
A {Ai}
&&
A
B Ui B
. (4.2)
Then |ρ)B is more mixed than |ρ′)B, where |ρ)B and |ρ′)B are the marginals
on system B of |ψ)AB and |ψ′)AB respectively.
Proof. Note that we can rewrite (4.2) as
ψ′
A
B
=
∑
i
ψ
A Ai
%%
A
B Ui B
, (4.3)
because we are summing over all possible events in the test {Ai}.
4Here, for the sake of simplicity, instead of writing U (i), as in section 4.2, we write
simply Ui.
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Now, (4.3) is a coarse-graining of
ψ
A Ai
%%
A
B Ui B
. (4.4)
Then, (4.4) is a reﬁnement of |ψ′)AB, and since |ψ′)AB is pure, such reﬁnement
is trivial.
ψ
A Ai
%%
A
B Ui B
= pi ψ′
A
B
,
where pi ∈ (0, 1], and
∑
i pi = 1. If we now apply U−1i to B, we have
ψ
A Ai
$$
A
B Ui B U−1i B
= ψ
A Ai A
B
=
= pi ψ
′
A
B U−1i B
.
Now we sum over i
ψ
A A A
B
= ψ′
A
B
∑
i piU−1i B
,
where A is the channel associated with the coarse-graining of the test {Ai}.
Clearly
∑
i piU−1i is a random reversible channel. Finally, let us apply the
deterministic eﬀect on A, getting |ρ)B =
∑
i piU−1i |ρ′)B. Hence |ρ)B is more
mixed than |ρ′)B.
Note that if the 1-way LOCC protocol goes from A to B, we can show
that |ρ)B is more mixed than |ρ′)B if |ψ)AB is more entangled than |ψ′)AB.
Thus, the direction in which classical communication goes is essential in
establishing which marginal is more mixed than the other. If the target of
the communication is Bob, than we can say something about mixedness of his
state; if the target is Alice, then we can evaluate mixedness of her marginal.
Even if there exists a 1-way protocol from A to B, there is no guarantee
that there exists a 1-way protocol in the other direction, namely from B to
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A. In other words, even if |ρ)B is more mixed than |ρ′)B, we cannot say that
|ρ)A is more mixed than |ρ′)A. A priori we might have a rather paradoxical
situation in which |ψ)AB is more entangled than |ψ′)AB, but, for example,
in A we have that |ρ′)A is more mixed than |ρ)A, whereas in B |ρ)B is more
mixed than |ρ′)B.
4.5 Lo-Popescu theorem
We have just seen that we can prove the equivalence between entanglement
and mixedness if we restrict ourselves to 1-way LOCC protocols with a re-
versible channel. It would be ﬁne if we could prove this equivalence with full
generality, namely also for generic LOCC protocols.
Fortunately, in quantum theory there is a theorem that guarantees that
every LOCC protocol can be reduced to a 1-way LOCC protocol with a
unitary channel [17, 63].
Theorem 4.5.1 (Lo-Popescu). If |ψ〉AB can be transformed into |φ〉AB by
an LOCC protocol, then it can be transformed into |φ〉AB by a 1-way LOCC
protocol, where Alice applies a quantum instrument, she communicates her
outcome to Bob, and Bob applies a unitary channel on his system.
Proof. The core of this proof is to show that every quantum operation made
by Bob can be simulated by one made by Alice, followed by a unitary
correction channel on Bob's system. For the sake of simplicity, we will analyse
only the case when all quantum operations are pure, as the ones presented
in the provisional deﬁnition 1.4.1, where there is only one Kraus operator.
We will defer the general case until the treatment of Lo-Popescu theorem for
general probabilistic theories.
Let us start from the bipartite pure state |ψ〉AB and let us consider its
Schmidt decomposition5 |ψ〉AB =
∑
j
√
λj |j〉A |j〉B. Suppose Bob applies a
quantum instrument with Kraus operators {Mj}, which can be expressed in
his Schmidt basis6 as
Mj =
∑
k,l
Mj,kl |k〉B 〈l|B .
5Here, for the sake of simplicity, we omit the prime for kets of system B in Schmidt
decompositions.
6Here, we are enlarging the set of Schmidt vectors of system B conveniently if it is not
an orthonormal basis for HB already.
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Suppose Bob gets outcome j. The state after his measurement is
|ψj〉AB =
1
pj
(1A ⊗Mj) |ψ〉AB =
1
pj
∑
k,l
√
λlMj,kl |l〉A |k〉B , (4.5)
where pj is the probability of outcome j and it is given by
pj = 〈ψ|ABM †jMj |ψ〉AB =
∑
k,l
λl |Mj,kl|2 . (4.6)
Let us deﬁne a quantum instrument on Alice's system with Kraus operators
{Nj}, deﬁned with respect to Alice's Schmidt basis as
Nj =
∑
k,l
Mj,kl |k〉A 〈l|A .
In this way, they are perfectly equivalent to Bob's ones, the diﬀerence is in the
fact that now the vectors of Bob's Schmidt basis became the corresponding
vectors of Alice's Schmidt basis. If Alice gets outcome j, then the state after
her measurement is
|ϕj〉AB =
1
pj
(Nj ⊗ 1B) |ψ〉AB =
1
pj
∑
k,l
√
λlMj,kl |k〉A |l〉B , (4.7)
where pj is still given by eq. (4.6). Comparing eq. (4.5) with eq. (4.7), we
see that |ψj〉AB and |ϕj〉AB are the same state, up to exchanging the role of
system A and system B. Therefore they have the same Schmidt coeﬃcients.
By lemma 1.1.4, they diﬀer by a tensor product of unitary operators, namely
|ψj〉AB = Uj,A ⊗ Vj,B |ϕj〉AB.
Therefore, when Bob applies a quantum instrument with Kraus operators
{Mj}, this is equivalent to the situation in which Alice applies a quantum
instrument with Kraus operators {UjNj} on her system, and then Bob applies
the appropriate unitary operator Vj on his system.
If the original LOCC protocol is a multi-round one, whenever Bob per-
forms a measurement and communicates the result to Alice, we simulate his
measurement by a measurement performed by Alice. In this situation, Alice
communicates her outcome to Bob, and he applies a unitary transformation.
Taking the sequential composition of all Alice's measurements and of all
Bob's unitary channels, we see that this protocol is equivalent to one where
there is only one measurement by Alice, followed by classical communication
from Alice to Bob and a unitary channel applied by Bob.
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Clearly, this proof cannot be ﬁtted easily into an abstract operational
framework, because, at ﬁrst glance, it seems to heavily rely on the math-
ematical structure of quantum theory. However, we can see that the core
of the proof is the fact that we can exchange the role of system A and sys-
tem B. This is a purely operational fact, that can be implemented even
without any references to Hilbert spaces. However, we must note that this
exchange of systems is allowed by Schmidt decomposition, therefore it holds
only when system AB is in a pure state. Indeed, when we write a Schmidt
decomposition of a bipartite pure state, say |ψ〉AB =
∑
j
√
pj |j〉A |j′〉B, pj's
are the eigenvalues of the two marginals ρA and ρB and |j〉A and |j′〉B are
the eigenvectors of ρA and ρB respectively (cf. subsection 1.1.1). Therefore,
we see that we can associate every eigenvector of ρA with a corresponding
eigenvector of ρB.
This is not true when system AB is in a mixed state, because Schmidt
decomposition does not exist for mixed states.
Now, it seems reasonable to assume that such an exchange of subsystems
for bipartite pure states is possible even in an abstract scenario. We might be
tempted to state that in system AB, system A and system B are operationally
equivalent (see deﬁnition 2.1.6), which is the most naive way to implement
a sort of equivalence between A and B. However, this is not true even in
quantum mechanics: when HA and HB have diﬀerent dimensions, it is not
possible to ﬁnd a unitary operator from HA to HB.
Therefore, we make a weaker assumption, as stated in the following axiom.
Axiom 4.5.2. For any bipartite pure state |ψ)AB, there exist two channels
C ∈ Transf (A,B) and R ∈ Transf (B,A) such that
ψ
A C B
B R A
= ψ
B
A
.
First of all, we must note that these two channels, in general, depend
on the (pure) state of the system, namely if the state changes, the channels
change too. The only important point is that such two channels exist, it is
not even necessary that C and R are reversible.
These channels simply implement an exchange of the roles of A and B.
This exchange is achieved by means of a local protocol, so it does not involve
any quantum communication between the two parties.
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A ﬁrst trivial consequence of the axiom is that if we apply the channels
twice, we undo the exchange of the two subsystems.
ψ
A C B R A
B R A C B
= ψ
A
B
As one could expect, these two channels transform one marginal state of
a bipartite pure state into the other one.
Proposition 4.5.3. Let |ψ)AB be a bipartite pure state and C and R its
associated channels. If |ρ)A and |ρ)B are the marginal states on systems A
and B respectively, then C |ρ)A = |ρ)B and R|ρ)B = |ρ)A.
Proof. Let us prove the statement for marginal |ρ)A, the other one can be
proven in an analogous way.
Let us apply C and R to the pure state |ψ)AB, and let us take the de-
terministic eﬀect on system A. Since R is a channel, we have
ψ
A C B
B R A e
= ψ
A C B
B e
= ρ A C B .
On the other hand, if we recall the action of C and R on |ψ)AB, we can write
ψ
A C B
B R A e
= ψ
B
A e
= ρ B .
This proves that C |ρ)A = |ρ)B.
Now, let us move to the core of this section: an abstract version of Lo-
Popescu theorem. Essentially, the key idea in this respect is presented in the
following lemma.
Lemma 4.5.4. Consider a bipartite pure state |ψ)AB as input of a 1-way
LOCC protocol with classical communication from B to A, such as
ψ
A A(i) A
B Bi
88
B
= pi ψ′
A
B
,
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where Bi is a transformation in a test on B, A(i) is a channel on A which
depends on the outcome of the test on B, and pi ∈ (0, 1]. Then, this protocol
is equivalent to a 1-way LOCC protocol with classical communication from A
to B. Using diagrams,
ψ
A A(i) A
B Bi
88
B
= ψ
A A˜i
%%
A
B B˜(i) B
,
where A˜i is now a transformation in a test on A and B˜(i) is a channel on B
which depends on the outcome of the test on A.
Proof. We must distinguish two cases. The ﬁrst and easiest case is when
A(i) and Bi are pure. In this case, by pure conditioning, we know that after
A(i) and Bi the state will still be pure. Therefore, according to axiom 4.5.2,
there exist two channels R′ ∈ Transf (B,A) and C ′ ∈ Transf (A,B) such that
they interchange the two systems. Therefore, we are entitled to build up
a 1-way LOCC protocol from A to B in a similar fashion to the proof of
theorem 4.5.1. In this vein, we exchange the two systems before applying
A(i)and Bi and then we exchange the two systems again after A(i)and Bi.
This will not clearly aﬀect the ﬁnal output of the protocol, because A(i) is
still applied on A and Bi is still applied on B. Thus we have
ψ
A C B Bi B R′ A
B R A A(i) A C ′ B
= pi ψ′
A
B
.
On the other hand, on the left-hand side, we can regard {R′BiC} as a test{
A˜i
}
on system A, and C ′A(i)R as a channel B˜(i) on system B, which will
depend on the outcome of
{
A˜i
}
. Now classical communication goes from A
to B. Using diagrams, we can write
ψ
A C B Bi B R′ A
B R A A(i) A C ′ B
= ψ
A A˜i
%%
A
B B˜(i) B
.
In this way we prove that
ψ
A A˜i
%%
A
B B˜(i) B
= pi ψ′
A
B
,
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whence this new 1-way LOCC protocol, with classical communication in the
opposite direction, has the same output as the original one, thus proving the
equivalence between the two protocols.
If Ai and Bi are not pure, some more passages are necessary. Suppose Bi
is not pure (the cases when A(i) is not pure or Bi and A(i) are both not pure
are analogous). This means that Bi =
∑
k Bik , where Bik 's are pure.
ψ
A A(i) A
B
∑
k Bik
77
B
=
∑
k
pik ψ
′
A
B
,
where pik is the probability associated with each pure transformation Bik .
We can consider a reﬁnement of the LOCC protocol, namely
ψ
A A(ik) A
B Bik
77
B
= pik ψ
′
A
B
.
We have already proved that in this case the statement of the lemma holds
ψ
A A(ik) A
B Bik
77
B
= ψ
A A˜ik
%%
A
B B˜(ik) B
;
then we can redo the coarse-graining over Bik and in this way we manage to
prove the statement of the lemma even in the non-pure case.
ψ
A
∑
kA(ik) A
B
∑
k Bik
66
B
= ψ
A ∑
k A˜ik
((
A
B ∑
k B˜(ik) B
So far, we have proved that in every 1-way LOCC protocol, classical
communication can be inverted. Note that lemma 4.5.4 admits a really
straightforward generalization when we have a generic transformation A(i)j
on A instead of a channel A(i). Indeed, the fact that A(i) was a channel was
actually unessential in the proof. This slight generalization will be used in
proving the abstract version of Lo-Popescu theorem.
Nevertheless, we still miss a part of Lo-Popescu theorem, namely that we
can always use reversible channels. This is stated in the following lemma.
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Lemma 4.5.5. Every 1-way LOCC protocol from A to B is equivalent to a
1-way LOCC protocol from A to B with a reversible channel on B.
ψ
A Ai
&&
A
B B(i) B
= ψ
A Ai
&&
A
B U (i) B
,
where Ai is a transformation on A, B(i) is a channel on B and U (i) is a
reversible channel on B.
Proof. Let |ψ′)AB be the output of such a protocol, where B(i) need not to
be reversible.
ψ
A Ai
&&
A
B B(i) B
= pi ψ′
A
B
,
where pi ∈ (0, 1]. Let us deﬁne |ψi)AB as
pi ψi
A
B
:= ψ
A Ai A
B
; (4.8)
then
ψi
A
B B(i) B
= ψ′
A
B
.
Now let us take the deterministic eﬀect on B. Recalling that B(i) is a channel,
we have
ψ′
A
B e
= ψi
A
B B(i) B e
= ψi
A
B e
.
This shows that |ψi)AB and |ψ′)AB have the same marginal on A. Hence,
they must diﬀer by a reversible channel U (i) on the purifying system B.
ψi
A
B U (i) B
= ψ′
A
B
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Multiplying both sides by pi, and recalling (4.8), we ﬁnally get
ψ
A Ai
&&
A
B U (i) B
= pi ψ′
A
B
.
This proves the statement of the lemma.
Now we are ready to state and prove the abstract version of Lo-Popescu
theorem.
Theorem 4.5.6 (Lo-Popescu, abstract version). If |ψ)AB can be transformed
into |φ)AB by an LOCC protocol, then it can be transformed into |φ)AB by
a 1-way LOCC protocol, where Alice performs a test, she communicates her
outcome to Bob, and Bob applies a reversible channel on his system.
Proof. Let us consider a generic LOCC protocol.7
ψ
A {Ai1}
''
A {A(i1,j1)i2 }
))
A · · ·
B {B(i1)j1 }
66
B {B(i1,j1,i2)j2 }
99
B · · ·
In general, the protocol is not made of all pure transformations. However,
we can decompose each non-pure transformation into a sum of pure ones.
Taking all the sums out of the protocol, we end up with a pure LOCC
protocol, with some sums in front of it. In this way, we can examine the
resulting pure LOCC protocol. We can regard this protocol as a sequential
composition of several 1-way LOCC protocols, corresponding to the various
rounds of classical communication. Let us focus on each of these 1-way LOCC
protocols. We proceed in this way:
• if classical communication goes from Alice to Bob and Bob applies a
channel, we do nothing;
• whenever we encounter a test on Bob's system, followed by a channel
on Alice's system, we swap them, according to lemma 4.5.4, and now
classical communication goes from Alice to Bob;
7Here, for the sake of simplicity, we suppose all the tests are on A or on B.
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• if a test on Bob's system is followed by a non-deterministic test on
Alice's system, this is a bit tricky situation, so it is better to see a
simple example to understand what we do in this case. Suppose we
have the LOCC protocol
ψ
A {A(j1)i1 }
((
A T (j1,i1,j2) A
B {Bj1}
77
B {B(j1,i1)j2 }
66
B
,
where T (j1,i1,j2) is some operation on Alice's system, that may be a
channel or a non-deterministic test. We can swap {Bj1} and
{
A(j1)i1
}
,
according to the generalization of lemma 4.5.4. Now the protocol be-
comes8
ψ
A {Bj1}
''
A T (j1,i1,j2) A
B {A(j1)i1 } B {B
(j1,i1)
j2
}
66
B
.
Let us take the sequential composition of tests
{
A(j1)i1
}
and
{
B(j1,i1)j2
}
on Bob's system, this is a test
{
B˜(j1)j2
}
.
ψ
A {Bj1}
''
A T (j1,j2) A
B {B˜(j1)j2 }
77
B
Then, we swap
{
B˜(j1)j2
}
and T (j1,j2).
ψ
A {Bj1} A {B˜(j1)j2 }
''
A
B T (j1,j2) B
8Here we do slight abuses of notation, and for instance we call {Bj1} the swapped test,
even if it is on A, just to make it clearer that we swapped it.
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Again, we take the sequential composition of tests on Alice's system,
let us call it
{
A˜i1
}
.
ψ
A {A˜i1}
''
A
B T (i1) B
If T (i1) is a channel, we are done, because we are in the standard form
for a 1-way LOCC protocol (see example 4.2.2). If T (i1) is a non-
deterministic test, we still need a further passage. We can regard this
case as if T (i1) is followed by the identity on Alice's system, irrespective
of any Bob's outcome.
ψ
A {A˜i1}
''
A I A
B T (i1)
99
B
Now we swap T (i1) and I, getting9
ψ
A {A˜i1} A T (i1)
%%
A
B I B
.
Finally, we take the sequential composition
{
Âi
}
of the two tests on
Alice's system and we have
ψ
A {Âi}
%%
A
B I B
.
Since the protocol is pure, every operation we did, implying the swap of the
two systems, is licit. Eventually, we drop to the standard form of a 1-way
LOCC protocol
ψ
A Ai
&&
A
B B(i) B
,
9Beware that here I is not, in general, the identity channel on B; it is only the swapped
version of the identity channel on B, obtained by composing the swapping channels C and
R.
CHAPTER 4. ENTANGLEMENT 117
and we have classical communication from A to B. By lemma 4.5.5, we
are entitled to replace the channel on B with a reversible channel. Now we
have constructed our 1-way LOCC protocol with reversible channel, that is
completely equivalent to the initial multi-way LOCC protocol.
Clearly, by lemma 4.5.4, if we construct a 1-way LOCC protocol from
Alice to Bob, there exists another one from Bob to Alice, so the role of Alice
has nothing special.
Coming back to our discussion about mixedness, recalling lemma 4.4.3,
this result states that if |ψ)AB is more entangled than |ψ′)AB, then |ρ)A is
always more mixed than |ρ′)A and |ρ)B is always more mixed than |ρ′)B. We
can sum up all the results of this chapter in the following theorem.
Theorem 4.5.7 (Equivalence between entanglement and mixedness). Let
|ψ)AB and |ψ′)AB be bipartite pure states, let |ρ)A, |ρ)B and |ρ′)A, |ρ′)B be
their marginals. The following statements are equivalent.
1. |ψ)AB is more entangled than |ψ′)AB.
2. |ρ)A is more mixed than |ρ′)A.
3. |ρ)B is more mixed than |ρ′)B.
Now we have established the complete equivalence between entanglement
and mixedness. This enables us to choose the relation we prefer in order to
study its properties. We will choose the mixedness relation, which is simpler
to treat and has some powerful tools related to it.
Chapter 5
Diagonalizing mixed states
In this chapter we want to build up some further tools to characterize and
study the mixedness relation. In particular, our aim is to develop an abstract
theory of majorization for mixed states, which we will do in the following
two chapters. In quantum theory, it is a well established fact that mixedness
relation is equivalent to majorization [11, 17, 60, 61, 62]. Majorization, as
we will see in section 6.2, is a preorder that can be deﬁned between sets of
eigenvalues of density operators. Therefore, the issue is then how to give an
abstract deﬁnition of eigenvalues of a mixed state.
When we diagonalize a density operator ρ, we can write ρ =
∑
j pj |j〉 〈j|,
where ρ |j〉 = pj |j〉 for every |j〉. Clearly, from an operational point of view,
we cannot exploit the idea of eigenvalues and eigenvectors, because in an
abstract scenario mixed states are not operators. Nevertheless, we see that
when diagonalizing ρ, we are actually writing ρ as a convex combination of
pure states, which makes sense in a general theory. However, ρ can be ex-
pressed as a convex combination of pure states in many other ways. What
special feature distinguishes diagonalization from all the other convex com-
binations?
In quantum mechanics, this feature is the fact that eigenvectors are or-
thogonal pure states. We can translate this mathematical property into op-
erational language as the fact that an experimenter can perfectly distinguish
an eigenvector from all the other eigenvectors of a given density operator.
Therefore, this chapter is mainly devoted to the introduction of the no-
tion of perfect distinguishability among states, and to the exploration of its
consequences as far as the abstract version of the diagonalization of mixed
states is concerned. Eventually, we come to the second central original result
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of the present work: we develop a new protocol to diagonalize mixed states
even in an abstract framework. Diagonalization will be deﬁned as a convex
decomposition of a mixed state in terms of perfectly distinguishable pure
states.
5.1 Perfect distinguishability
We begin this section with the deﬁnition of perfectly distinguishable states.
Deﬁnition 5.1.1. We say that the normalized states {ρi} are perfectly dis-
tinguishable if there exists an observation-test {aj} such that (aj|ρi) = δij.
We say that the observation-test {aj} is perfectly distinguishing.
This deﬁnition is aimed at imitating the deﬁnition of orthogonal states
in quantum mechanics.
In quantum mechanics, the role of reversible channels is played by unitary
operators. Unitary operators have two key features: they are invertible and
they preserve scalar products. It is interesting to see if reversible channels
preserve the abstract version of orthogonality. The answer is aﬃrmative.
Lemma 5.1.2. Let {ρi} be a set of perfectly distinguishable states. If U
is reversible channel, then {Uρi} is another set of perfectly distinguishable
states.
Proof. Let {ai} be the perfectly distinguishing test for {ρi}. Then {aiU−1}
is a perfectly distinguishing test for {Uρi}. Indeed, for every i and j we have(
aiU−1|Uρj
)
= (ai| U−1U |ρj) = (ai|ρj) = δij.
For the rest of this work, we will assume the following axiom related to
perfect distinguishability.
Axiom 5.1.3. For every normalized pure state |ψ) there exists a pure eﬀect
(a| such that (a|ψ) = 1.
This means that there exists a pure eﬀect that yields 1 on |ψ), as if it
were the deterministic eﬀect. We will show in a while that this pure eﬀect is
unique, but some other results are necessary.
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Example 5.1.4. In quantum mechanics, axiom 5.1.3 holds. Indeed, for
every pure state |ψ〉 〈ψ| we can associate a (unique) pure eﬀect, given by the
projector on the subspace spanned by |ψ〉. It is exactly |ψ〉 〈ψ|. In this way,
tr |ψ〉 〈ψ |ψ〉 〈ψ| = tr |ψ〉 〈ψ| = 1.
This shows that in quantum theories the duality between pure states and
pure eﬀects is stronger than a simple duality between the associated vector
spaces.
Now we prove an important proposition, which will play a central role in
all our treatment of diagonalization.
Proposition 5.1.5. Let ρ be a normalized mixed state of system A. Let p∗
be the maximum weight with which a pure state appears in a convex decom-
position of ρ into pure states,
p∗ := max {p ∈ (0, 1] : ρ = pα + (1− p)σ, α pure} .
Then, if we purify ρ with purifying system B, and ρ˜ is the complementary
state (see deﬁnition 3.1.3), there is a pure state of B that appears in a convex
decomposition of ρ˜ into pure states with the same weight p∗.
Proof. By hypothesis, we can write ρ = p∗α + (1− p∗)σ, where α is a nor-
malized pure state of A and σ is another normalized state of A, which can be
possibly mixed. Let us purify |ρ)A, and let |Ψ)AB be one of its puriﬁcations.
According to the steering property, there exists an eﬀect b, which in principle
may be not pure, on B such that it prepares α with probability p∗.
Ψ
A
B b
= p∗ α A (5.1)
Let a be a pure eﬀect such that (a|α) = 1, it exists by axiom 5.1.3. If we
apply a on A in (5.1), we get
Ψ
A a
B b
= p∗ .
Now, let us change perspective slightly. Suppose we apply a on A to the
state |Ψ)AB (without b on system B!). By the steering property and pure
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conditioning, since a is pure, it induces a pure state β of system B in a
convex decomposition of ρ˜ such that
Ψ
A a
B
= q β B , (5.2)
where q ∈ (0, 1]. If we now apply b (the eﬀect on B that prepares α on A),
we have
Ψ
A a
B b
= p∗ = q β B b .
Since (b|β) ∈ [0, 1], then it must be q ≥ p∗. Now, let us apply b˜, a pure eﬀect
such that
(
b˜|β
)
= 1, in (5.2).
Ψ
A a
B
b˜
= q
On the other hand, b˜ will induce some pure state1 α˜ compatible with ρ on
A, with probability p˜ ∈ (0, 1]. Using diagrams,
q = Ψ
A a
B
b˜
= p˜ α˜ A a ,
whence q ≤ p˜. But, by hypothesis, p˜ ≤ p∗, so we have the chain of inequalities
p∗ ≤ q ≤ p˜ ≤ p∗. It follows that we actually have p∗ = q = p˜.
This proves that there exists a pure state β in B such that it has the same
weight p∗ in a convex decomposition of ρ˜.
The pure state β is such that (b|β) = 1, because p∗ = q, where b is the
eﬀect that prepares α, and β is prepared by a.
Remark 5.1.6. In our previous line of reasoning, the starting point was the
maximum probability p∗ with which a pure state appears in a convex decom-
position of ρ. This quantity is not as simple to deﬁne as it may appear at
ﬁrst glance. Actually, we must proceed in the following way.
1Recall that b˜ is pure.
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• We consider all the convex decompositions of ρ into pure states. We
take the supremum of the weights in each decomposition.
• Then we take the supremum over the set of suprema.
In other words, p∗ is deﬁned as
p∗ := sup
{pi}
sup
i
{pi} .
If the vector space associated with the states of our theory is ﬁnite-dimensional,
then each convex decomposition can be taken to have a ﬁnite number of
terms, according to Carathéodory's theorem (see theorem A.1.2). Therefore,
in this case, which is the case we are interested in, the inner supremum is in
fact a maximum.
p∗ = sup
{pi}
max
i
{pi} .
But what about the outer supremum? It is important that it is in fact a
maximum, because in that case we can associate a pure state α with it and
proposition 5.1.5 makes sense.
This is true if and only if the set of pure states is closed. Indeed, let us
consider a converging sequence of probabilities {pi,n}n∈N and a converging
sequence of pure states {αi,n}n∈N, such that ρ =
∑
i pi,nαi,n for every n ∈ N.
We would like to replace this sequence with its limit (this is equivalent to
impose a closure condition), so that we can write ρ =
∑
i piαi, where αi is
a pure state for every i, and pi and αi are the limits of the two sequences.
So, we require that every converging sequence of pure states converges to a
pure state, which means that the set of pure states is closed. But we already
know that this is true in a theory with puriﬁcation (see proposition 3.2.10).
Now let us turn to prove the uniqueness of the eﬀect deﬁned in ax-
iom 5.1.3. As we will show soon, this problem is strongly related to its
dual problem: suppose we know that (a|ψ) = 1, where a is a pure eﬀect. Do
there exist other (possibly mixed) states such that (a|ρ) = 1? The answer is
negative: it must be ρ = ψ. First of all, let us prove that such a ρ must be
pure. We need a preparatory lemma.
Lemma 5.1.7. If (a|ρ) = 1, then2 a =ρ e.
2Recall that a =ρ e means that a is equal to the deterministic eﬀect upon input of ρ
(see deﬁnition 3.1.9).
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Proof. Let σ be a state compatible with ρ. This means that ρ = pσ +
(1− p) τ , for some p ∈ (0, 1]. If (a|ρ) = 1, then
1 = p (a|σ) + (1− p) (a|τ)
Since (a|σ) ≤ 1 and (a|τ) ≤ 1, we have that the right-hand side is less than
p+ 1−p = 1 and it is equal to 1 if and only if (a|σ) = (a|τ) = 1. This means
that a behaves as the deterministic eﬀect when applied to all the states in
the face identiﬁed by ρ.
Now we are ready to prove that if (a|ρ) = 1, then ρ must be pure.
Lemma 5.1.8. Let a be a pure eﬀect. If we have a normalized state ρ such
that (a|ρ) = 1, then ρ is pure.
Proof. By lemma 5.1.7, if (a|ρ) = 1, then a =ρ e. According to proposi-
tion 3.1.11, we have
Ψ
A a
B
= Ψ
A e
B
,
where Ψ is a puriﬁcation of ρ. Since a is pure, by pure conditioning it will
induce a pure state on system B, so the complementary state ρ˜ is pure. By
proposition 4.1.2, ψ is the product of its marginals, ψ = ρ ⊗ ρ˜, whence ρ is
pure.
The next step is the proof of the dual uniqueness statement, which is
easier.
Proposition 5.1.9. Let a be a pure eﬀect such that (a|α) = 1 for some
normalized pure state α. If (a|ρ) = 1, then ρ = ψ.
Proof. Clearly, by lemma 5.1.8, ρ must be pure. Let α′ 6= α be another pure
state such that (a|α′) = 1. If we consider the mixed state σ = 1
2
(α + α′),
we have (a|σ) = 1
2
(a|α) + 1
2
(a′|α) = 1; but this is impossible, because, by
lemma 5.1.8, σ must be pure. Therefore α = α′.
This result enables us to say that the eﬀect b on B that prepares α on
A with probability p∗ can be taken to be pure. Indeed, recall the proof of
proposition 5.1.5, where b˜ is a pure eﬀect that prepares the pure state α˜
on A with probability p˜. But since p˜ = p∗, then (a|α˜) = 1, therefore, by
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proposition 5.1.9 α˜ = α. Hence, the pure eﬀect b˜ actually prepares α with
probability p∗. This shows α can be always prepared with probability p∗
using a pure eﬀect on B.
To see the uniqueness of the pure eﬀect associated with a pure state, we
apply the same argument of the proof of proposition 5.1.5 to the case when
ρ is the invariant state χ. We can follow the same line of reasoning thanks
to the following lemma.
Lemma 5.1.10. Let χ be the invariant state of system A and let ϕ be a
normalized pure state. Then
pmax := pϕ = max {p : ∃ σ, χ = pϕ+ (1− p)σ}
does not depend on ϕ.
Proof. Since for any couple of pure states ϕ and ψ there is a reversible channel
U such that ψ = Uϕ, applying U to χ yields Uχ = pψ + (1− p)ψ. Because
χ is invariant, one has χ = pψ+ (1− p)ψ. This shows that pϕ actually does
not depend on the particular pure state ϕ.
Since χ is completely mixed, every (pure) state is compatible with it. pϕ
is nothing but p∗, relative to the pure state ϕ. The surprising result is that
p∗ is the same for all pure states. Note that pmax is non-vanishing.
Now we can prove uniqueness.
Proposition 5.1.11. For every normalized pure state α there is a unique
pure eﬀect a such that (a|α) = 1.
Proof. Suppose, by contradiction, that there are two pure eﬀects a and a′
such that (a|α) = (a′|α) = 1. Let |Ψ)AB be a puriﬁcation of the invariant
state, and let b the pure eﬀect that prepares α with probability pmax. Then,
recalling the proof of proposition 5.1.5, a and a′ prepare two pure states on
B, say β and β′, such that (b|β) = (b|β′) = 1. Hence, by proposition 5.1.9,
β = β′. Therefore
Ψ
A a
B
= Ψ
A a′
B
.
Since χ is completely mixed, |Ψ)AB is faithful for eﬀects of system A, therefore
a = a′.
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Now, let us see some consequences of proposition 5.1.11. The most obvi-
ous consequence is that we can associate a pure eﬀect with every normalized
pure state and vice versa. In this way, we expect that the action of the group
of reversible channels is transitive also on the set of pure eﬀects {a} such
that ‖a‖ = 1.
Corollary 5.1.12. If a and a′ are two pure eﬀects with ‖a‖ = ‖a′‖ = 1, then
there is a reversible channel such that a′ = aU .
Proof. Let α and α′ be the normalized pure states associated with a and a′
respectively. We know that there is a reversible channel U such that α = Uα′.
Now, we have 1 = (a|α) = (a|Uα′) = (a′|α). Since aU is a pure eﬀect (see
lemma 2.2.9), by the uniqueness of the pure eﬀect associated with α, we
conclude that a′ = aU .
Let α and α′ be two normalized pure states and a and a′ their associated
eﬀects. If α′ = Uα, notice that the corresponding eﬀects are related by
a′ = aU−1. In other words, if we go from a pure state to another by U , we
go from one corresponding eﬀect to the other by U−1.
5.2 Diagonalizing mixed states
In this section we deal with the issue of diagonalizing mixed states, namely
of writing a mixed state as a convex combination of perfectly distinguish-
able pure states. The starting point for diagonalization is a straightforward
corollary of proposition 5.1.5.
Corollary 5.2.1. Consider ρ = p∗α + (1− p∗)σ, where p∗ is deﬁned in
proposition 5.1.5, and let a be a pure eﬀect such that (a|α) = 1. Then
(a|ρ) = p∗.
Proof. According to the proof of proposition 5.1.5, if we apply a to a puri-
ﬁcation of ρ, it prepares a pure state β on B with probability p∗.
Ψ
A a
B
= p∗ β B
If we now apply b (the eﬀect that prepares α) to B, we know that (b|β) = 1,
so we can put the deterministic eﬀect in place of b. Hence
p∗ = p∗ β B b = p∗ β B e = Ψ
A a
B e
=
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= ρ A a .
This shows that (a|ρ) = p∗.
This corollary enables us to deﬁne p∗ in an alternative way.
Proposition 5.2.2. Let ρ ∈ St1 (A). Deﬁne p∗ := maxa (a|ρ), where the
maximum is taken on the set of pure eﬀects such that ‖a‖ = 1. Then p∗ = p∗.
Proof. By corollary 5.2.1, clearly one has p∗ ≥ p∗. Suppose, by contradiction,
that p∗ > p∗. In this way, since p∗ is the maximum, there exists a pure eﬀect
a′ such that (a′|ρ) > p∗. Let (a′|ρ) = λ.
λ = ρ A a′ = Ψ
A a′
B e
,
where |Ψ)AB is a puriﬁcation of ρ. Now, a′ prepares a pure state β′ of B with
probability λ. Indeed, if we take the pure eﬀect b′ that yields 1 when applied
to β′, we have
λ = λ β′ B e = λ β′ B b′ = Ψ
A a′
B b′
=
= Ψ
A a′
B e
= ρ A a′ ,
which means
Ψ
A a′
B b′
= λ.
Now, b′ prepares on A a pure state α′ with probability q such that
λ = Ψ
A a′
B b′
= q α′ A a′ .
This implies q ≥ λ > p∗. Therefore q > p∗, and the pure state α′ appears in
a convex decomposition of ρ with a weight strictly greater than p∗, and this
contradicts the fact that p∗ is the maximum weight for a pure state.
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This alternative way of deﬁning p∗, using eﬀects instead of states, strengthens
the idea of duality between states and eﬀects.
The result expressed in corollary 5.2.1 has deep and important implica-
tions. Since (a|ρ) = p∗, this means that (a|σ) = 0, provided3 p∗ 6= 1, where
ρ = p∗α + (1− p∗)σ. Indeed,
p∗ = (a|ρ) = p∗ (a|α) + (1− p∗) (a|σ) = p∗ + (1− p∗) (a|σ) ,
because (a|α) = 1. This implies that α and σ are perfectly distinguishable
from each other. Indeed, we can build up an observation-test {a, e− a} that
distinguishes between α and σ. This is a hint of the fact that we are on the
right track to write ρ as a convex combination of perfectly distinguishable
pure states. Besides, if (a|σ) = 0, then (a|τ) = 0 for any state τ compatible
with σ. To show it, it is enough to recall that τ ∈ Fσ if and only if there
exists p ∈ (0, 1] such that σ = pτ + (1− p) τ ′. If (a|σ) = 0, then
0 = p (a|τ) + (1− p) (a|τ ′) .
It must be (a|τ) = 0, because the right-hand side is a sum of two non-negative
numbers. In particular, (a|α) = 0 for any pure state α in the face identiﬁed
by σ.
Corollary 5.2.3. Every pure state is perfectly distinguishable from some
other pure state.
Proof. Let us consider the invariant state χ. For every normalized pure state
ψ, we have χ = pmaxψ + (1− pmax)σ, where σ is another normalized state.
By corollary 5.2.1, if a is the pure eﬀect such that (a|ψ) = 1, then (a|σ) = 0.
If σ is pure, then ψ is perfectly distinguishable from σ by means of the
observation-test {a, e− a}.
If σ is mixed, than (a|ϕ) = 0, for every pure state ϕ in the face identiﬁed
by σ. Therefore ψ is perfectly distinguishable from ϕ by the observation-test
{a, e− a}.
We can proceed in this manner on the way of diagonalizing ρ.
• Once we have determined p∗ =: p1 and we have found α =: α1 such
that ρ = p1α1 + (1− p1)σ1, we repeat the previous procedure for the
state σ1.
3If p∗ = 1, then ρ is pure, and we are done. Therefore, it is licit to assume p∗ 6= 1.
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• We ﬁnd p2, deﬁned as the maximum weight such that we can write
σ1 = p2α2 + (1− p2)σ2, where α2 is a pure state and σ2 is another
state; and so on.
This process must end sooner or later when we ﬁnd that the remaining state
σi is pure. At each step i, αi is perfectly distinguishable from σi and therefore
it is perfectly distinguishable from each of the pure states in the face identiﬁed
by σi.
At the end of this procedure, we can write ρ as ρ =
∑
i piαi, where
pi ≥ pi+1 for every i and (ai|αj) = 0 for every j > i, where ai is deﬁned as
the pure eﬀect such that (ai|αi) = 1.
Our next goal is to show that all the αi's are perfectly distinguishable.
Therefore, we move on to consider the following issue.
Suppose somebody prepares a normalized pure state taken from the set
{αi}. We know that for every pure state αi there is a (unique) pure eﬀect ai
such that (ai|αi) = 1, and that (ai|αj) = 0 for every j > i. Are we able to
distinguish the pure states perfectly, namely to identify with certainty which
state has been prepared?
The answer is aﬃrmative, but we have to construct a distinguishing pro-
tocol carefully. The key idea will be to switch from pure eﬀects to pure
transformations, that occur with the same probability as the eﬀects, accord-
ing to corollary 3.2.6. We will focus on transformations rather than on eﬀects
because we want to do a procedure that involves several iterations of a basic
procedure. If we use eﬀects, we will not be able to iterate the procedure,
because eﬀects destroy the system we are examining.
Before explaining the procedure, we need a result about the relationship
between eﬀects and their associated transformations.
Proposition 5.2.4. Let a be an eﬀect such that (a|ρ) = 1, for some normal-
ized state ρ ∈ St1 (A). Then there exists a transformation T on A such that
(a| = (e| T and T =ρ I.
Proof. Let us consider a puriﬁcation Ψ ∈ St1 (AC) of ρ. By corollary 3.2.6,
there exists a system B and a pure transformation A ∈ Transf (A,B) such
that (a|A = (e|BA. Let us apply A on system A; the resulting state |Σ)BC
will be pure, because A is pure.
Σ
B
C
= Ψ
A A B
C
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Let us now take the deterministic eﬀect on system B.
Σ
B e
C
= Ψ
A A B e
C
= Ψ
A a
C
By lemma 5.1.7, (a|ρ) = 1 implies a =ρ e. According to proposition 3.1.11,
we have then
Ψ
A a
C
= Ψ
A e
C
.
This means that |Σ)BC and |Ψ)AC are two puriﬁcations of the same state
(their marginal on C). Then, there exists a channel C from B to A to such
that
Ψ
A
C
= Σ
B C A
C
= Ψ
A A B C A
C
.
Since equality on puriﬁcations implies equality on input (see proposition 3.1.10),
we have that CA =ρ IA.
A A B C A =ρ A I A
Let us take the deterministic eﬀect on A.
A A B C A e =ρ A I A e
Since C is a channel, the left-hand side is nothing but (a|A. If we deﬁne a
transformation T on A as T := CA, we then have
A a = A T A e =ρ A I A e .
The proposition is proven.
Note that, unlike in corollary 3.2.6, here the transformation is on A,
whereas in corollary 3.2.6, the transformation is from A to B, where system
B need not to be equal to A. Therefore, for a generic eﬀect (a|A we have
(a|A = (e|BA, where A is a pure transformation from A to a system B.
However, if (a|A is such that ‖a‖ = 1, namely there is a normalized state ρ
such that (a|ρ) = 1, the transformation can be taken to act on A, without
an additional system B. However, in general, in this case the transformation
is not pure.
Now we can explain our procedure of discriminating the pure states
{αi}ni=1, such that (ai|αi) = 1, and that (ai|αj) = 0 for every j > i.
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• Let us consider the observation-test {a1, e− a1}, which perfectly dis-
tinguishes α1 from the other states, and we apply the associated test{A1,A⊥1 }, according to corollary 3.2.6. If the outcome is A1, then we
conclude that the state is α1. If not, the state is one of the other ones.
Now we consider ρ1 =
1
n−1
∑n
i=2 αi. Since (e− a1|ρ1) = 1, because
(a1|α1) = 1, then A⊥1 will leave all the pure states {αi}ni=2 invariant,
according to proposition 5.2.4. We are ready to repeat the test.
• This time we consider the observation-test {a2, e− a2}, which perfectly
distinguishes α2 from the remaining states, and we apply the associated
test
{A2,A⊥2 }. If the outcome is A2, then the state is α2. If not, we
consider ρ2 =
1
n−2
∑n
i=3 αi. Since (e− a2|ρ2) = 1, then A⊥2 leaves all
the pure states {αi}ni=3 invariant. Now we repeat the procedure again.
• In this way, repeating the procedure several times, we are able to
identify the state with certainty.
We therefore managed to diagonalize every normalized mixed state ρ, namely
we managed to write it as a convex combination of perfectly distinguishable
pure states.
Remark 5.2.5. Note that, in general, the perfectly distinguishing test for the
pure states {αi} is not made of the pure eﬀects {ai} such that (ai|αi) = 1. In
other words, in general, the perfectly distinguishing test is not pure. Indeed,
suppose that {αi}ni=1 are perfectly distinguishable pure states, and that if we
add some pure state αn+1, the states {αi}n+1i=1 are perfectly distinguishable
too. Suppose we want to build up the perfectly distinguishing tests for these
two sets by putting together all the pure eﬀects ai associated with the pure
states. In this way, the perfectly distinguishing test for {αi}ni=1 would be
{ai}ni=1, and we have
∑n
i=1 ai = e. The perfectly distinguishing test for the
pure states {αi}n+1i=1 is {ai}n+1i=1 , and again
∑n+1
i=1 ai = e. Comparing the two
sums we have
e =
n+1∑
i=1
ai =
n∑
i=1
ai + an+1 = e+ an+1.
This means that an+1 = 0, but this is absurd because by hypothesis (an+1|αn+1) =
1.
Therefore not all the perfectly distinguishing tests are pure.
We can now give the following deﬁnition.
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Deﬁnition 5.2.6. Let ρ be a normalized mixed state. A diagonalization of
ρ is a convex decomposition of ρ into perfectly distinguishable normalized
pure states.
We call the weights in a diagonalization of ρ the eigenvalues of ρ relative
to that diagonalization.
We have proven that every mixed state can be diagonalized.
In general, the diagonalization of ρ will not be unique, since it is not
unique even in quantum mechanics. However, in quantum mechanics two
diﬀerent diagonalizations of a mixed state can diﬀer only by the choice of the
eigenvectors (by a change of basis), whereas the eigenvalues are the same.
In a general theory, we do not know if this is true; and this is the reason
why we were forced to specify that the eigenvalues are relative to a speciﬁc
diagonalization.
However, if recall the procedure of diagonalization, we see that each ei-
genvalue is deﬁned as the maximum weight with which a pure state appears
in a convex decomposition of the given mixed state. Since we know that the
maximum of a set is unique, we are tempted to state that the eigenvalues
of a mixed state are uniquely deﬁned. If the mixed state is non-degenerate,
namely if at any step of the procedure the maximum is achieved by a unique
pure state, this is true. And of course this is always true for the largest ei-
genvalue p1. Problems arise if somewhere the maximum is achieved by more
than one state. In this way, when we diagonalize, we have to choose one of
these states and the eigenvalues found at later steps may in principle depend
on the choice of the pure state. So, if for non-degenerate mixed states the
eigenvalues are well-deﬁned, for the other states the question remains open,
at least in our procedure of diagonalization.
Nevertheless, the most serious issue is that there might be other diagon-
alization procedures which are diﬀerent from the one we presented in this
section. Indeed, we showed a procedure to diagonalize mixed states, but we
cannot tell whether this is the only procedure of diagonalization. Clearly,
diﬀerent procedures of diagonalization can yield diﬀerent eigenvalues, even if
the state is non-degenerate.
Our procedure of diagonalizing mixed states gives us also some results
about the relationship between our diagonalization of ρ and the correspond-
ing diagonalization of its complementary state ρ˜. In proposition 5.1.5, we
showed that the pure eﬀect a, where (a|α) = 1 and α appears in a convex
decomposition of ρ with weight p∗, prepares a pure state β of B such that
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β appears in a convex decomposition of ρ˜ with the same weight p∗. Actu-
ally, since every step in our procedure of diagonalization involves a p∗ of a
particular mixed state, we see that at the end we manage to write ρ˜ as a
convex combination of pure states with the same weights as ρ. But do we
actually get a diagonalization of ρ˜? In other words, are the pure states in this
convex decomposition of ρ˜ perfectly distinguishable? The answer is clearly
aﬃrmative. Indeed, applying a similar argument to the one in corollary 5.2.1
to system B, one gets that (b|ρ˜) = p∗, where b is the pure eﬀect associated
with β. Then one can redo the same procedure to diagonalize ρ˜. This means
that the pure states appearing in the convex decomposition of ρ˜ are perfectly
distinguishable. Then we can say that the complementary state ρ˜ has a diag-
onalization with the same eigenvalues as the corresponding diagonalization
of ρ.
Chapter 6
A two-level system
This chapter is devoted to analyse the ﬁrst consequences of our procedure of
diagonalization of mixed states, as far as mixedness relation is concerned. In
this vein, we will focus on the simplest with perfectly distinguishable pure
states, a 2-level system. The main tool to study mixedness relation using
the eigenvalues we have just deﬁned is given by majorization, a widely used
tool in statistics. We will develop this topic ﬁrst in full generality, and then
applying it to the case of a 2-level system. Related to this subject, we have
Schur-concave functions, which directly measure mixedness by assigning a
real number to each mixed state according to its eigenvalues. Among them
we have entropies, that emerge in our treatment as measures of mixedness.
There have been several approaches towards a deﬁnition of entropy in
general probabilistic theories [64, 65, 66]. In particular, Barnum et al. [64]
base their deﬁnition on states, whereas Short and Wehner [65] rely on eﬀects.
Our innovative approach, based on diagonalization of mixed states, has the
merit of unifying these two approaches, because, as a consequence of propos-
ition 5.2.2, we can achieve diagonalization of mixed states starting from pure
states or pure eﬀects indiﬀerently.
6.1 A two-level system
In this section we see some consequences of the results of the the previous
chapter for a 2-level system, which is the simplest system where we can take
advantage of the procedure of diagonalization. We will assume axiom 5.1.3,
as well as all the results of the previous chapter.
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Before introducing the deﬁnition of a 2-level system, we deﬁne what a
maximal set of perfectly distinguishable states is.
Deﬁnition 6.1.1. Let {ρi}ni=1 be a set of perfectly distinguishable states.
We say that {ρi}ni=1 is maximal if there is no state ρn+1 such that the states
{ρi}n+1i=1 are perfectly distinguishable.
Intuitively, a 2-level system, is a system where every maximal set of per-
fectly distinguishable states is made of two elements.
Deﬁnition 6.1.2. A 2-level system (or g-bit1) is a system whose maximal
sets of perfectly distinguishable states have 2 elements.
Actually, we will focus on maximal sets of perfectly distinguishable pure
states. We know that such sets exist because every pure state is perfectly
distinguishable from another pure state (see corollary 5.2.3). In general, the
maximal sets of perfectly distinguishable pure states are not pairwise disjoint.
Suppose ψ1 is perfectly distinguishable from ψ2 by means of the observation-
test {a1, a2}. Nothing forbids that ψ1 is perfectly distinguishable also from
another pure state ψ′2 by an observation-test {a′1, a′2}. Clearly, at least one of
the two observation-tests is not pure. Indeed, if they were both pure, then
a1 = a
′
1, because there is only one pure eﬀect that yields 1 on ψ1. Since
a1 + a2 = e and a
′
1 + a
′
2 = e, this would imply also a2 = a
′
2. Therefore
(a2|ψ2) = (a2|ψ′2). By proposition 5.1.9, then ψ2 = ψ′2.
Thus, a suﬃcient condition to have pairwise disjoint maximal sets of
perfectly distinguishable pure states is that all the perfectly distinguishing
tests are pure.
The most important consequence of the deﬁnition of a 2-level system is
about diagonalization. Since in a 2-level system we have at most two perfectly
distinguishable pure states, every mixed state diagonalization has two terms.
In this way, we can write ρ = pψ+(1− p)ψ′, where ψ and ψ′ are perfectly
distinguishable pure states. We will use the convention p ≥ 1 − p, namely
p ≥ 1
2
(and clearly p ≤ 1). We see that diagonalizations in a 2-level system are
somehow rigid: it is necessary to specify only one of the weight, because
the other one is completely determined. This rigidity will enable us to
easily prove some speciﬁc results for a 2-level system, such as the following
proposition.
1Generalized bit
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Proposition 6.1.3. Every diagonalization of the invariant state χ has p = 1
2
,
namely there exist two perfectly distinguishable pure states ψ and ψ′ such that
χ = 1
2
ψ + 1
2
ψ′.
Proof. Let us consider a diagonalization of the invariant state χ = pψ +
(1− p)ψ′, where 1
2
≤ p ≤ 1. Let us apply a reversible channel U , such
that Uψ = ψ′, to χ. According to lemma 5.1.2, ψ′′ = Uψ′ will be perfectly
distinguishable from Uψ = ψ′. Then we another diagonalization of χ.
χ = pψ′ + (1− p)ψ′′ = pψ + (1− p)ψ′
We want to prove that, actually, ψ′′ = ψ. Now,
ψ =
1
p
χ− 1− p
p
ψ′ = χ+
1− p
p
∆
ψ′′ =
1
1− pχ−
p
1− pψ
′ = χ+
p
1− p∆,
where ∆ := χ − ψ′. Since 1−p
p
> 0 and p
1−p > 0, then ψ and ψ
′′ are in the
same half-line with initial point χ and direction ∆. If 1−p
p
> p
1−p , which
means 0 < p < 1
2
, then ψ′′ lies in the segment with extremal points χ and
ψ. But this is impossible, because we are assuming 1
2
≤ p ≤ 1. If, instead,
1−p
p
< p
1−p , which means
1
2
< p < 1, ψ can be can be written as a convex
combination of χ and ψ′′. This is impossible, because ψ is pure. The only left
possibility is that 1−p
p
= p
1−p , which means p =
1
2
: in this case ψ′′ = ψ.
We have just proven that every diagonalization of χ has only the eigen-
value 1
2
with multiplicity 2. In particular, we have that maximal sets of
perfectly distinguishable pure states that diagonalize the invariant state are
related to each other by reversible channels.
Now, we would like to prove something stronger, namely that whenever
we take a maximal set of perfectly distinguishable pure states, their convex
combination with equal weights yields the invariant state.
We need an additional assumption. To identify what the best choice is,
let us prove some additional results.
Lemma 6.1.4. In a 2-level system there is a pure state which is perfectly
distinguishable from another pure state by a pure observation-test.
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Proof. Let us consider a diagonalization of the invariant state χ = 1
2
(ψ + ψ′),
obtained according to the procedure of the previous chapter. Let us prove
that ψ can be perfectly distinguished from ψ′ by a pure observation-test,
namely made of the pure eﬀects aψ and aψ′ associated with ψ and ψ
′ re-
spectively. Since the two pure states have the same weight, we can apply
all the results of the previous chapter to both of them. Then we know that
(aψ|ψ) = (aψ′ |ψ′) = 1 and (aψ|ψ′) = (aψ′|ψ) = 0. We want to prove that
aψ + aψ′ = e; thanks to the puriﬁcation postulate this is a suﬃcient condi-
tion for {aψ, aψ′} to be a test. Let us consider a puriﬁcation |Φ)AB of |χ)A.
According to the steering property, aψ and aψ′ induce pure states on B such
that
Φ
A aψ
B
=
1
2
β B ,
and
Φ
A aψ′
B
=
1
2
β′ B .
From the results of the previous chapter, we know that the complementary
state is ρ˜ = 1
2
(β + β′). So
Φ
A aψ + aψ′
B
= ρ˜ B = Φ
A e
B
.
Since |χ)A is completely mixed, |Φ)AB is faithful for eﬀects of system A.
Therefore we conclude that aψ+aψ′ = e, so aψ and aψ′ make up an observation-
test.
A straightforward corollary is the following.
Corollary 6.1.5. In a 2-level system every pure state is perfectly distin-
guishable from another pure state by a pure observation-test.
Proof. Consider the state ψ deﬁned in the proof of lemma 6.1.4. ψ is perfectly
distinguishable from ψ′ by the pure observation-test {aψ, aψ′}. Now, every
pure state can be obtained by applying a suitable reversible channel U to ψ.
By lemma 5.1.2, the set {Uψ,Uψ′} is a set of perfectly distinguishable pure
states. The perfectly distinguishing test is {aψU−1, aψ′U−1} and it is also
pure. This proves that every pure state can be perfectly distinguished from
another pure state by means of a pure observation-test.
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Therefore, if a pure state is perfectly distinguishable from more than one
pure state, then in one case perfect distinguishability is achieved by means
of a pure observation-test; in the other cases the perfectly distinguishing test
is not pure.
Proposition 6.1.6. The following statements are equivalent in a 2-level sys-
tem.
1. Given two maximal sets of perfectly distinguishable pure states {ψ, ψ′}
and {ϕ, ϕ′}, there exists a reversible channel U such that {ϕ, ϕ′} =
{Uψ,Uψ′}.
2. Every perfectly distinguishing test is pure.
Proof. Let us prove the two implications.
Suppose that every perfectly distinguishing test is pure. Let {ψ, ψ′} and
{ϕ, ϕ′} be two maximal sets of perfectly distinguishable pure states. We
know that there is a reversible channel U such that ϕ = Uψ. U maps
perfectly distinguishable sets into perfectly distinguishable sets. Therefore,
{Uψ,Uψ′} = {ϕ,Uψ′} is a set of perfectly distinguishable pure states. As we
noted above, if every perfectly distinguishing test is pure, then every pure
state is perfectly distinguishable from only one pure state. Now, since ϕ is
perfectly distinguishable only from ϕ′, this means that ϕ′ = Uψ′.
Let us prove the converse implication. Suppose ψ can be perfectly dis-
tinguished from ψ′ by a pure observation-test. Then, if {ϕ, ϕ′} is another
maximal set of perfectly distinguishable pure states, there is a reversible
channel such that {ϕ, ϕ′} = {Uψ,Uψ′}. Since ψ and ψ′ are perfectly distin-
guishable by the pure observation-test {aψ, aψ′}, then ϕ and ϕ′ are perfectly
distinguishable by the pure observation-test {aψU−1, aψ′U−1}. In this way,
the (pure) states in every maximal set of perfectly distinguishable pure states
are distinguishable by a pure observation-test.
We want to assume one of the two statements, to derive some further
results. Since they are equivalent, we can choose either one. It will turn out
to be more convenient to make the following assumption.
Assumption 6.1.7. Given two maximal sets of perfectly distinguishable pure
states {ψ, ψ′} and {ϕ, ϕ′}, there exists a reversible channel U such that
{ϕ, ϕ′} = {Uψ,Uψ′}.
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Note that with this assumption, the deﬁnition of a 2-level system is some-
what redundant. Indeed, if every maximal set of perfectly distinguishable
pure states can be obtained from one maximal set of perfectly distinguishable
pure states made of two elements, all maximal sets of perfectly distinguish-
able pure states have two elements.
Remark 6.1.8. With this assumption, the proof that every diagonalization
of the invariant state χ has 1
2
eigenvalues is simpler. Indeed, let us consider
a diagonalization of the invariant state χ = pψ + (1− p)ψ′. According
to assumption 6.1.7, there is a reversible channel such that Uψ = ψ′ and
Uψ′ = ψ. Basically, U only permutes ψ and ψ′. If χ is invariant, we have
χ = Uχ = pψ′ + (1− p)ψ.
Now we have two diagonalizations of χ. Taking (aψ|χ) on both of them,
where (aψ|ψ) = 1 and (aψ|ψ′) = 0, one gets p = 1− p, whence p = 12 .
Now we prove an important result for the invariant state.
Proposition 6.1.9. Let ψ and ψ′ two perfectly distinguishable pure states.
Then 1
2
(ψ + ψ′) = χ.
Proof. Let us consider a diagonalization of χ. According to proposition 6.1.3,
we have χ = 1
2
(ϕ+ ϕ′), where ϕ and ϕ′ are perfectly distinguishable pure
states. By assumption 6.1.7, there is a reversible channel such that Uϕ = ψ
and Uϕ′ = ψ′. Then we have
χ = Uχ = 1
2
(Uϕ+ Uϕ′) = 1
2
(ψ + ψ′) .
In this way, we have proven that the only degenerate state is the invariant
state χ and that all its diagonalizations have the same eigenvalues. For all the
other mixed states ρ, p is uniquely deﬁned as the maximum weight with which
a pure state appears in a convex decomposition of ρ. So, their eigenvalues
are uniquely-deﬁned, at least in the procedure of diagonalization presented in
section 5.2, as we noticed in the previous chapter. But what about diﬀerent
procedures of diagonalization? Are the eigenvalues always the same for a
given state? The answer will be given in section 6.3.
Remark 6.1.10. The fact that χ can be diagonalized using every couple of
perfectly distinguishable pure states, clearly shows that, in general, the di-
agonalization of a mixed state is not unique, even for a 2-level system.
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6.2 Majorization and its properties
Finally we introduce the main practical tool to have a better insight about
the mixedness relation, taking advantage of the diagonalization procedure.
This was essentially the main reason why we introduced and discussed di-
agonalization of mixed states. And this is also why it is so important that
eigenvalues are well-deﬁned, so that they completely characterize a given
mixed state.
6.2.1 Heuristic introduction
We want to quantify how mixed a probability distribution is. Intuitively, a
probability distribution is more mixed than another one if it is ﬂatter, or
in other terms, more equal. Some early studies about mixedness in statistics
were in fact inspired by economic studies.
For instance, Lorenz [67] studied the concept of income inequality. Let
us consider a population of n individual, and let xi be the wealth of i-th
individual. Let us order individuals from poorest to richest: in this way, 1
is the poorest individual, whereas n is the richest. Now we plot the points(
k
n
, Sk
Sn
)
, where k = 0, . . . , n and Sk =
∑k
i=1 xi, with S0 = 0. Hence Sk is the
total wealth of the poorest k individuals. Finally, we join these points with
a polygonal chain starting from (0, 0) and ending in (1, 1).
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In this ﬁgure, we can see three diﬀerent wealth distributions. The red line
is a straight line and corresponds to the situation in which wealth is evenly
distributed. The more a polygonal chain is bent in the middle, the more
uneven is the distribution. The extreme case is when we have a polygonal
chain made of the lower side of the [0, 1]× [0, 1] square, and of the left vertical
side of the same square. This situation means that all the wealth is owned
by a single individual.
Let us consider the B-line and the C-line. Let xi be the wealth of each
point in the B-line and let yi be the wealth of each point in the C-line. Since
the C-line is more bent than B-line, this means that2
k∑
i=1
xi ≥
k∑
i=1
yi
and obviously
∑n
i=1 xi =
∑n
i=1 yi. Therefore we can see that an income
distribution is more even (or more mixed) than another if the following two
conditions are fulﬁlled.
• ∑ki=1 xi ≥∑ki=1 yi for every k = 1, . . . , n− 1
• ∑ni=1 xi = ∑ni=1 yi
6.2.2 Majorization
The concept of majorization captures the idea that a vector is more random
than another.
We introduce a notation [68].
Notation. Given a vector x ∈ Rn, we deﬁne x↓ as the decreasing rearrange-
ment of x. We denote the i-th component of x↓ as x[i].
We deﬁne x↑ as the increasing rearrangement of x. We denote the i-th
component of x↑ as x(i).
In this way, x[i] ≥ x[i+1] for every i, whereas x(i) ≤ x(i+1) for every i. With
the heuristic motivation in mind, let us give the following deﬁnition.
Deﬁnition 6.2.1 (Majorization). Let x, y ∈ Rn. We say that x is majorized
by y (or that y majorizes x), and we write x  y, if
2Recall that xi are in increasing order.
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• ∑ki=1 x[i] ≤∑ki=1 y[i] for every k = 1, . . . , n− 1
• ∑ni=1 x[i] = ∑ni=1 y[i]
Our intention is to apply the deﬁnition of majorization to the eigenval-
ues of mixed states, therefore in this speciﬁc case the latter requirement is
always fulﬁlled because we know that
∑n
i=1 x[i] =
∑n
i=1 y[i] = 1. Note that
our procedure of diagonalization naturally yielded eigenvalues in decreasing
order.
However, there is nothing special about decreasing order as opposed to
the increasing order. Indeed, the majorization conditions in deﬁnition 6.2.1
are equivalent to
• ∑ki=1 x(i) ≥∑ki=1 y(i)
• ∑ni=1 x(i) = ∑ni=1 y(i)
These two conditions are exactly the same we met at the end of our heuristic
introduction in subsection 6.2.1.
To see the equivalence of these two conditions for majorization, ﬁrst of
all notice that
∑n
i=1 x(i) =
∑n
i=1 y(i) and
∑n
i=1 x[i] =
∑n
i=1 y[i] are exactly the
same condition; in particular
n∑
i=1
x[i] =
k∑
i=1
x[i] +
n−k∑
i=1
x(i), (6.1)
and similarly for the sum with y[i]. Suppose we know that
∑k
i=1 x[i] ≤∑k
i=1 y[i]. Then, if we subtract
∑k
i=1 x[i] ≤
∑k
i=1 y[i] from
∑n
i=1 x[i] =
∑n
i=1 y[i],
recalling eq. (6.1), we get
∑n−k
i=1 x(i) ≥
∑n−k
i=1 y(i). Similarly one proves that
the increasing-order conditions imply the decreasing-order conditions.
Thus, decreasing (or increasing) order has nothing special, but we prefer
resorting to decreasing order when studying majorization.
Example 6.2.2. Let x be a vector of n non-negative real numbers such that
x =
 p1...
pn
 ,
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and
∑n
i=1 pi = 1. We will call this type of vectors vectors of probabilities.
Clearly, when comparing two vectors of probabilities, we need not to check the
condition
∑n
i=1 x[i] =
∑n
i=1 y[i], because it is automatically satisﬁed, because∑n
i=1 x[i] =
∑n
i=1 y[i] = 1. Without loss of generality, we can assume pi ≥ pi+1
for every i = 1, . . . , n− 1. Then x is majorized by
y =

1
0
...
0
 .
Indeed, p1 ≤ 1, otherwise it could not be
∑n
i=1 pi = 1, for the pi's are all
non-negative. In addition,
k∑
i=1
pi ≤ 1 + 0 + . . .+ 0︸ ︷︷ ︸
k−1
= 1
for k = 2, . . . , n− 1. This shows that x  y.
Example 6.2.3. Let x be a vector of n probabilities
x =
 p1...
pn
 .
Then x majorizes
y =

1
n
...
1
n
 .
Indeed, it is well known (from the properties of arithmetic mean) that
k
n
≤ ∑ki=1 pi, for every k < n. This shows that y  x, for every such x.
This means that y is the minimum of vectors of probability according to
majorization relation.
Since we are working with rearrangements of a vector, it will be useful
to analyse this topic better. We will make use of permutations. Indeed,
suppose we want to translate into mathematical language the fact that we are
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exchanging the entries of a vector in Rn to order it. We need a representation
of the symmetric group Sn.
Suppose we want to permute the entries of a vector x by the permutation
pi ∈ Sn. If x =
∑n
i=1 xiei, where {ei}ni=1 is the canonical basis for Rn, and we
want to move the i-th entry to the pi (i)-th entry, then the resulting vector
is xpi =
∑n
i=1 xiepi(i). Therefore we look for a matrix that transforms ei
into epi(i). This matrix simply permutes the basis vectors. We will call it
permutation matrix.
We can associate a n× n matrix Π with every permutation pi ∈ Sn. It is
the matrix whose i-th column is epi(i). We sum up all these remarks in the
following deﬁnition.
Deﬁnition 6.2.4. A square matrix Π of order n is said to be a permutation
matrix if Πij = δi,pi(j), for some permutation pi ∈ Sn.
In this way, a permutation matrix can be obtained simply permuting the
columns of the identity matrix.
Example 6.2.5. Let us consider the permutation matrix
Π =
 0 1 00 0 1
1 0 0
 .
This matrix maps e1 into e3, e2 into e1 and e3 into e2. The associated
permutation is then
pi =
(
1 2 3
3 1 2
)
,
namely the cycle
(
1 3 2
)
.
Permutation matrices give a representation of the permutation group Sn.
Indeed, if Π and Σ are the matrices associated with the permutations pi and
σ, then ΠΣ is the matrix associated with pi ◦ σ. Indeed
(ΠΣ)ik =
∑
j
δi,pi(j)δj,σ(k) = δi,pi(σ(k)) = δi,pi◦σ(k).
6.2.3 Mathematical properties
Clearly, majorization is a binary relation on the set of vectors in Rn. Let us
analyse its properties.
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Reﬂexive property It is obvious from the deﬁnition of majorization that
x  x for every x ∈ Rn.
We can say even something more. If we consider any rearrangement of
x, namely Πx, where Π is a permutation matrix, then x  Πx. This holds
because, as far as majorization is concerned, only the values of the entries of
x are important, not the order in which they appear.
Transitive property Suppose x  y and y  z. Then we have x  z, for
every x, y, z ∈ Rn. Indeed, if x  y, then ∑ki=1 x[i] ≤∑ki=1 y[i] for every k =
1, . . . , n− 1 and ∑ni=1 x[i] = ∑ni=1 y[i]. If y  z, then ∑ki=1 y[i] ≤∑ki=1 z[i] for
every k = 1, . . . , n− 1 and ∑ni=1 y[i] = ∑ni=1 z[i]. Combining everything, one
has
∑k
i=1 x[i] ≤
∑k
i=1 z[i] for every k = 1, . . . , n− 1 and
∑n
i=1 x[i] =
∑n
i=1 z[i].
Antisymmetric property Once more antisymmetric property fails. Sup-
pose we know that x  y and y  x. What can we conclude?
If x  y, then ∑ki=1 x[i] ≤ ∑ki=1 y[i] for every k = 1, . . . , n − 1 and∑n
i=1 x[i] =
∑n
i=1 y[i]. If the converse also holds, then
∑k
i=1 y[i] ≤
∑k
i=1 x[i] for
every k = 1, . . . , n−1. This means that we actually have∑ki=1 x[i] = ∑ki=1 y[i]
for every k = 1, . . . , n and this means that x[i] = y[i] for every i. In other
words, x↓ = y↓, whence x and y diﬀer only by a rearrangement of their
entries. We conclude that y = Πx, for some permutation matrix Π.
Again, majorization is a genuine preorder,3 therefore we can turn it into
an order by taking the quotient with respect to vectors that diﬀer by a
permutation matrix, i.e. that diﬀer only by a rearrangement of their entries.
Indeed, the associated equivalence relation is x ∼ y if x = Πy. From an
operative point of view, this can be achieved by rearranging each vector in
decreasing order before comparing it to any other vector. In this way 
becomes an order between sets of numbers and no more between vectors.
However, the order is not total, as the following example shows.
Example 6.2.6. Let us consider two vectors x and y in R3.
x =
 252
5
1
5
 y =
 121
4
1
4

3It is not an equivalence relation, as shown for instance in example 6.2.2.
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In this case we have neither x  y, nor y  x. Indeed, 2
5
≤ 1
2
, so y  x, but
2
5
+ 2
5
≥ 1
2
+ 1
4
, so x  y. This shows that the order is not total.
Majorization has a close relationship with doubly stochastic matrices,
which we will use in the following. Fist of all, let us deﬁne what a doubly
stochastic matrix is.
Deﬁnition 6.2.7. A square matrix P of order n is called doubly stochastic
if each entry is non-negative and the sum of all the entries in each row and
in each column is 1. In symbols, Pij ≥ 0,
∑
j Pij = 1 (each row sums to 1)
and
∑
i Pij = 1 (each column sums to 1).
Clearly, the identity matrix and permutation matrices are trivial examples
of doubly stochastic matrices. A less trivial example is the following.
Example 6.2.8. The n× n matrix
M =

1
n
. . . 1
n
...
. . .
...
1
n
. . . 1
n

is a doubly stochastic matrix.
In order to prove some results about doubly stochastic matrices, we need
an alternative and more compact characterization of them.
Lemma 6.2.9. Let P be a square matrix of order n with non-negative entries.
If u ∈ Rn is such that
u =
 1...
1
 ,
then P is doubly stochastic if and only if
Pu = u
and
utP = ut,
where ut is the transpose of u.
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Proof. Let us see what the two conditions mean. Pu = umeans
∑n
j=1 Pijuj =
ui, but ui = uj = 1, so actually this relation reads
∑n
j=1 Pij = 1. Similarly,
utP = ut means
∑n
i=1 uiPij = uj, that is
∑n
i=1 Pij = 1.
Vector u plays also a special role in majorization. Indeed, if x  u, then
x = u. To see it, it is enough to recall example 6.2.3, where u plays the role
of 
1
n
...
1
n
 ,
and we showed that such vector is the minimum in majorization relation.
Thanks to lemma 6.2.9, we can easily show that the product of two doubly
stochastic matrices is still a doubly stochastic matrix.
Lemma 6.2.10. Let P1 and P2 be two doubly stochastic matrices. Then their
product P = P1P2 is a doubly stochastic matrix.
Proof. Clearly, P = P1P2 is a square matrix with non-negative elements.
Then it is enough to check the two conditions of lemma 6.2.9. We have
Pu = P1P2u = P1u = u,
where we used the fact that both P1 and P2 are doubly stochastic. Very
similarly,
utP = utP1P2 = u
tP2 = u
t.
Hence P is a doubly stochastic matrix.
We will make use also of the following result by Birkhoﬀ [70], which we
will not prove. For a proof see [68].
Theorem 6.2.11 (Birkhoﬀ). Doubly stochastic matrices are the convex hull
of permutation matrices, where permutation matrices are the extreme points
of it.
This means that doubly stochastic matrices can be thought as performing
a random permutation. Indeed, every doubly stochastic matrix P can be
expressed as a convex combination of permutation matrices Πi.
P =
∑
i
λiΠi
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We are ready to state the equivalence between majorization and doubly
stochastic matrices. The ﬁrst thing we will do is to have a characterization
of doubly stochastic matrices in terms of majorization.
Proposition 6.2.12. A square matrix P of order n is doubly stochastic if
and only if Px  x for every x ∈ Rn.
Proof. Suﬃciency. Suppose Px  x for every x ∈ Rn. In particular, Pu  u,
where u is deﬁned as in lemma 6.2.9 As we noted above, it must be Pu = u
because u is the minimum in majorization relation.
Now let us take x = ej, the j-th vector of the canonical basis for Rn. We
know that Pej  ej, which means P1j...
Pnj
  ej
In particular, this implies
∑n
i=1 Pij = 1, namely u
tP = ut. It also implies
that mini Pij ≥ 0 for every j, so P has non-negative entries. We conclude
that P is a doubly stochastic matrix.
Necessity. Suppose P is doubly stochastic. Let us consider y = Px.
We can suppose, without loss of generality that x and y are arranged in
decreasing order. If this is not the case, let us consider the permutation
matrices Π and Σ such that Πx and Σy are arranged in decreasing order.
Then, it is enough to replace P in the following argument by ΣPΠ−1 and x
and y by Πx and Σy. ΣPΠ−1 is still a doubly stochastic matrix, because it
is the product of doubly stochastic matrices. So, let us assume a decreasing
order for x and y. We have yi =
∑n
j=1 Pijxj. Summing over i ranging from
1 to k < n, we have
k∑
i=1
yi =
k∑
i=1
n∑
j=1
Pijxj =
n∑
j=1
k∑
i=1
Pijxj =
n∑
j=1
tjxj,
where we set
tj :=
k∑
i=1
Pij.
Clearly, 0 ≤ tj ≤ 1 because P is doubly stochastic, and
n∑
j=1
tj =
n∑
j=1
k∑
i=1
Pij =
k∑
i=1
n∑
j=1
Pij = k.
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Let us calculate
∑k
i=1 yi −
∑k
i=1 xi.
k∑
i=1
yi −
k∑
i=1
xi =
n∑
i=1
tixi −
k∑
i=1
xi =
n∑
i=1
tixi −
k∑
i=1
xi + xk
(
k −
n∑
i=1
ti
)
=
=
k∑
i=1
(xi − xk) (ti − 1) +
n∑
i=k+1
ti (xi − xk) .
In the ﬁrst sum, xi − xk ≥ 0 because x is arranged in decreasing order and
i ≤ k, whereas ti − 1 ≤ 0. Hence the ﬁrst sum is non-positive. In the
second sum, ti ≥ 0, whereas xi − xk ≤ 0 because x is arranged in decreasing
order, but now i ≥ k. This shows that ∑ki=1 yi − ∑ki=1 xi ≤ 0, that is∑k
i=1 yi ≤
∑k
i=1 xi for every k < n. Moreover, we have
n∑
i=1
yi =
n∑
i=1
n∑
j=1
Pijxj =
n∑
j=1
(
n∑
i=1
Pij
)
xj =
n∑
j=1
xj.
This proves that y  x.
Now, it is time to give a characterization of majorization using doubly
stochastic matrices. This will be a key result which we will use several times
henceforth. First of all, we need the following deﬁnition.
Deﬁnition 6.2.13. A T -transform is a doubly stochastic matrix deﬁned as
T = λ1+ (1− λ)Q,
where λ ∈ [0, 1] and Q is a permutation matrix associated with a transposi-
tion.4
Let us see what the eﬀect of a T -transform is. Suppose x ∈ Rn; if Q
exchanges i-th entry with j-th entry, then
T

x1
...
xi
...
xj
...
xn

=

x1
...
λxi + (1− λ)xj
...
λxj + (1− λ)xi
...
xn

.
4Recall that a transposition is a permutation that exchanges only two elements of a
set.
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Essentially, the T -transform mixed the i-th with the j-th entry.
Remark 6.2.14. Note that a T -transform is a doubly stochastic matrix be-
cause it is a convex combination of two permutation matrices (see the-
orem 6.2.11).
Let us now see an example of a T -transform.
Example 6.2.15. Consider
P =
 34 0 140 1 0
1
4
0 3
4
 .
We can write it as
P =
3
4
 1 0 00 1 0
0 0 1
+ 1
4
 0 0 10 1 0
1 0 0
 .
P is clearly a T -transform, where λ = 3
4
and
Q =
 0 0 10 1 0
1 0 0

is the permutation matrix associated with the transposition
(
1 3
)
.
Now we need the following technical lemma.
Lemma 6.2.16. If x  y, then x can be derived from y by successive applic-
ations of a ﬁnite number of T -transforms.
Proof. First of all, suppose that x can be obtained from y by permuting its
entries by a permutation matrix Π. We know that the associated permutation
can be decomposed as a product of a ﬁnite number transposition, namely Π
is a product of transposition matrices. But transposition matrices are T -
transforms (with λ = 0), so in this case we proved that x can be obtained
from y by applying a ﬁnite number of T -transforms.
Now, let us suppose that x cannot be obtained from y by simply per-
muting its entries. Without loss of generality, we can suppose x and y are
arranged in decreasing order. If this is not the case, it is suﬃcient to consider
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the permutation that achieves decreasing order: every permutation matrix
is a product of a ﬁnite number of T -transforms.
So, if x and y are arranged in decreasing order and x 6= y, let j be the largest
index such that xj < yj and let k be the smallest index greater than j such
that xk > yk. Since x  y, j and k must exist because the smallest index i
for which xi 6= yi must satisfy xi < yi, whereas the largest index such that
xi 6= yi must satisfy xi > yi. Clearly we have yj > xj ≥ xk > yk because x
and y are arranged in decreasing order. Let us deﬁne
δ := min {yj − xj, xk − yk}
(note that δ > 0),
1− λ := δ
yj − yk
(note that 0 < λ < 1 because δ < yj − yk) and(
y(1)
)t
:=
(
y1 . . . yj−1 yj − δ yj+1 . . . yk−1 yk + δ yk+1 . . . yn
)
.
After some passages we can rewrite this expression as(
y(1)
)t
= λyt+(1− λ) ( y1 . . . yj−1 yk yj+1 . . . yk−1 yj yk+1 . . . yn ) .
Therefore y(1) = Ty, where T is the T -transform T = λ1+ (1− λ)Q, where
Q interchanges the j-th and the k-th entries. By proposition 6.2.12, y(1)  y.
We have also x  y(1), indeed
l∑
i=1
xi ≤
l∑
i=1
yi =
l∑
i=1
y
(1)
i
for l = 1, . . . , j − 1; and xj ≤ y(1)j and y(1)i = yi for i = j + 1, . . . , k − 1; and
l∑
i=1
xi ≤
l∑
i=1
yi =
l∑
i=1
y
(1)
i
for l = k, . . . , n− 1 and ﬁnally
n∑
i=1
xi =
n∑
i=1
yi =
n∑
i=1
y
(1)
i .
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Let v, w ∈ Rn. Let us denote by d (v, w) the number of non-vanishing entries
of the vector v − w. If δ = yj − xj, then y(1)j = xj, whereas y(1)k = xk if
δ = xk − yk. Therefore d
(
x, y(1)
) ≤ d (x, y) − 1. Therefore y(1) is closer
than y to x, because it has more entries equal to the entries of x. Therefore,
we went from y to y(1) by a T -transform , and still we have x  y(1). Now we
can iterate the procedure again, going from y(1) to y(2) (such that x  y(2))
by another T -transform, and y(2) will be even closer to x, and so on. At
any step k, d
(
x, y(k)
)
is strictly decreasing and x  y(k), so sooner or later we
will obtain x, only by a composition of a ﬁnite number of T -transforms.
From the proof of this lemma, it is apparent that at most n − 1 T -
transforms will be necessary. Indeed, in the worst case, d (x, y) = n; this
means that all the entries of x and y are diﬀerent. Therefore d
(
x, y(1)
) ≤
n − 1 and, in the worst case, d (x, y(1)) = n − 1. So, after k iterations,
in the worst case it will be d
(
x, y(k)
)
= n − k. In particular, after n − 1
iterations, we have d
(
x, y(n−1)
) ≤ 1. But, since x  y(n−1), we cannot have
d
(
x, y(n−1)
)
= 1, otherwise it cannot be
∑n
i=1 xi =
∑n
i=1 yi. Hence, it must
actually be d
(
x, y(n−1)
)
= 0. Thus, we showed that we need at most n − 1
T -transforms.
Now we can prove the main result.
Theorem 6.2.17. Let x, y ∈ Rn. Then we have x  y if and only if x = Py,
where P is a doubly stochastic matrix of order n.
Proof. Suﬃciency. Suppose we have x = Py. Then, by proposition 6.2.12,
we have Py  y, so x  y.
Necessity. Suppose x  y. By lemma 6.2.16, we know that we can
obtain x from y by a product of a ﬁnite number of T -transforms. Since T -
transforms are doubly stochastic, their product is still a doubly stochastic
matrix. Therefore we can obtain x from y by applying a suitable doubly
stochastic matrix P , x = Py.
This means that if a vector x is majorized by y, then the former can be
obtained from the latter by means of a random permutation. In this way,
thinking again of income inequalities in subsection 6.2.1, we can regard Robin
Hood's actions as doubly stochastic matrices, that increase mixedness by
redistributing wealth among the individuals of the population.
Remark 6.2.18. Even if a product of T -transforms is a doubly stochastic
matrix, this does not mean that every doubly stochastic matrix is a product
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of T -transforms. However, this is surely true if the doubly stochastic matrix
is in fact a permutation matrix, because every permutation is a product of
transpositions, which are T -transforms with λ = 0.
Suppose x  y, then we now that there exists a doubly stochastic matrix
P such that x = Py. One might wonder if such doubly stochastic matrix P
is unique. The following counter-example shows that it is not true in general.
Example 6.2.19. Consider
x =
 43
2
 y =
 53
1
 .
We can easily check that x  y. We can choose as intertwining doubly
stochastic matrix
P1 =
 12 12 01
2
0 1
2
0 1
2
1
2
 .
Indeed,  12 12 01
2
0 1
2
0 1
2
1
2
 53
1
 =
 43
2
 .
But we can also choose
P2 =
 34 0 140 1 0
1
4
0 3
4

(which is a T -transform, see example 6.2.15), indeed 34 0 140 1 0
1
4
0 3
4
 53
1
 =
 43
2
 .
Actually, we can even take any convex combination of P1 and P2. Thus, the
intertwining doubly stochastic matrix is not unique in general.
After all these results, we can move to a more physical situation in which
we can apply our theory of majorization to analyse mixedness in a 2-level
system.
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6.3 Mixedness relation in a two-level system
In this section we will show that in a 2-level system, mixedness relation
between mixed states is equivalent to majorization relation between the ei-
genvalues. In this chapter we deliberately choose to prove theorems in a
more general way than it would be required for a 2-level system, because
then proofs can be adapted also for a d-level system (see chapter 7).
Theorem 6.3.1. Let ρ and σ be two mixed states of a 2-level system, such
that ρ is more mixed than σ. Then, if x and y are respectively the vectors of
the eigenvalues of diagonalizations of ρ and σ, we have x  y.
Proof. If ρ is more mixed than σ, we have ρ =
∑
k λkUkσ. Suppose ρ =∑2
j=1 pjψj and σ =
∑2
j=1 qjϕj. Then, ρ =
∑
k λkUkσ becomes
2∑
j=1
pjψj =
∑
k
λk
2∑
j=1
qjUkϕj.
Let us consider the (pure) eﬀect ai such that (ai|ψj) = δij. We get
pi =
2∑
j=1
qj
∑
k
λk (ai| Uk |ϕj) .
This expression can be rewritten as pi =
∑2
j=1 Pijqj, where
Pij :=
∑
k
λk (ai| Uk |ϕj) =:
∑
k
λkMk,ij,
andMk,ij = (ai| Uk |ϕj). We want to prove thatMk,ij's are entries of a doubly
stochastic matrix Mk for every k.
We haveMk,ij ≥ 0 because (ai| Uk |ϕj) ∈ [0, 1]. If we compute
∑2
i=1Mk,ij,
we get
2∑
i=1
(ai| Uk |ϕj) =
(
2∑
i=1
ai
∣∣∣∣∣Uk |ϕj) = (e| Uk |ϕj) =
= (e|ϕj) = 1,
where we used the fact that {ai}2i=1 is an observation-test and that Uk is a
(reversible) channel. We have to prove also that
∑2
j=1Mk,ij = 1.
2∑
j=1
(ai| Uk |ϕj) = (ai| Uk
∣∣∣∣∣
2∑
j=1
ϕj
)
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Now,
∑2
j=1 ϕj = 2χ (see proposition 6.1.9), whence
2∑
j=1
(ai| Uk |ϕj) = 2 (ai| Uk |χ) = 2 (ai|χ) ,
because χ is invariant. Now, χ = 1
2
(ψ1 + ψ2), therefore (ai|χ) = 12 . Finally
we get
∑2
j=1Mk,ij = 2 · 12 = 1.
This proves that Mk is doubly stochastic. By theorem 6.2.11, the set of
doubly stochastic matrices is convex, therefore P =
∑
k λkMk is a doubly
stochastic matrix. In this way, we have that x = Py. By theorem 6.2.17,
this means that x  y.
Remark 6.3.2. Note that to prove this theorem we actually exploited some
results about 2-level systems, namely that the invariant state can be diag-
onalized with respect to every maximal set of perfectly distinguishable pure
states.
A straightforward consequence of this theorem is that eigenvalues of a
mixed state do not depend on the procedure of diagonalization.
Corollary 6.3.3. Let ρ be a mixed state of a 2-level system. Then all diag-
onalizations of ρ have the same eigenvalues.
Proof. Let ρ = pψ+(1− p)ψ′ and ρ = qϕ+(1− q)ϕ′ be two diagonalizations
of ρ, and let x and y be the vectors of the eigenvalues associated with the two
diagonalizations. We know that ρ is more mixed than ρ. This implies x  y,
but also y  x, therefore x = Πy, for some permutation matrix Π. This
means that x and y diﬀer only by a rearrangement of their entries, whence
the eigenvalues of ρ are uniquely deﬁned.
Thus, we are entitled to talk about the eigenvalues of a state and not of
a speciﬁc diagonalization.
Loosely speaking, theorem 6.3.1 states that if ρ is more mixed than σ,
then its eigenvalues are ﬂatter than the ones of σ.
In a 2-level system, majorization is particularly simple: since the sum of
eigenvalues of mixed states is always 1 and we have only two eigenvalues,
we actually need to check only one condition about the largest eigenvalue.
Indeed, (
p
1− p
)

(
q
1− q
)
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if and only if p ≤ q. It is then clear that in this case majorization is a total
order, because either p ≤ q, or q ≤ p.
We would like to prove also the converse of theorem 6.3.1, in this way we
would set forth the equivalence between mixedness relation and majorization.
Theorem 6.3.4. Let ρ =
∑2
i=1 piψi and σ =
∑2
i=1 qiϕi be diagonalizations
of the mixed states ρ and σ. Let x and y respectively be the vectors of their
eigenvalues. If x  y, then ρ is more mixed than σ.
Proof. If x  y, then, by theorem 6.2.17, one has x = Py for some doubly
stochastic matrix P . Now, by Birkhoﬀ's theorem, P =
∑
k λkΠk, where Πk's
are permutation matrices, therefore x =
∑
k λkΠky. In particular, this means
that pi =
∑
k λk
∑2
j=1 Πk,ijqj. Therefore we have
ρ =
2∑
i=1
piψi =
2∑
i=1
∑
k
λk
2∑
j=1
Πk,ijqjψi =
∑
k
λk
2∑
j=1
qj
2∑
i=1
Πk,ijψi.
Our goal is to prove that ρ =
∑
k λkUkσ, namely
ρ =
∑
k
λk
∑
j
qjUkϕj.
Therefore it is enough to prove that
∑2
i=1 Πk,ijψi can be written as Ukϕj. If we
recall the deﬁnition of a permutation matrix, then there exists a permutation
pik ∈ S2 such that Πk,ij = δi,pik(j). In this way,
2∑
i=1
Πk,ijψi =
2∑
i=1
δi,pik(j)ψi = ψpik(j).
Therefore, ψpik(j) can be obtained by a permutation of the pure states ψi's.
According to assumption 6.1.7, we can obtain the ψi's from the ϕj's by
applying a suitable reversible channel. Hence, for every k there is a reversible
channel Uk such that ψpik(j) = Ukϕj. In this way we manage to write
ρ =
∑
k
λk
∑
j
qjUkϕj.
This proves that ρ is more mixed than σ.
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Remark 6.3.5. Again, to prove this theorem, we actually exploited some
results about 2-level systems. In this case we used assumption 6.1.7.
In this way, we proved the equivalence between mixedness relation and
majorization.
Therefore, the fact that a mixed state is more mixed than another one
depends only on the eigenvalues of the two states and not on the pure states
that appear in the diagonalization. In other words, mixedness depends only
only the way pure states are mixed together to get a mixed state, and not
on the speciﬁc pure states involved.
Since mixedness relation is completely equivalent to majorization, it in-
herits the properties of majorization. In particular, since majorization is a
total order for a 2-level system, mixedness relation is a total order on the set
of states of a 2-level system. Again, this is a consequence of the rigidity of
2-level systems.
Example 6.3.6. We can see, in another way, that every state is more mixed
than a pure state. Indeed, we can associate a vector
x =
(
p
1− p
)
with 1
2
≤ p ≤ 1 with every state, whereas we can associate the vector
y =
(
1
0
)
with every pure state. Clearly x  y because p ≤ 1.
Example 6.3.7. Now we can prove that the invariant state is not only a
maximal element, but actually the maximum according to the mixedness
relation. Indeed, the vector of eigenvalues of χ is
y =
(
1
2
1
2
)
,
whereas, as usual, the vector of eigenvalues of a generic state is
x =
(
p
1− p
)
,
with 1
2
≤ p ≤ 1. Then y  x because p ≥ 1
2
. This shows that the invariant
state is the most mixed state of all states.
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As we can see, majorization is a practical tool to see if a state is more
mixed than another one, since it involves numbers rather than abstract en-
tities like states.
In subsection 4.3.1 we had an open issue, namely to characterize the
equivalence relation to be as mixed as. Now we will answer this open
question.
Proposition 6.3.8. In a 2-level system, ρ is as mixed as σ if and only if
ρ = Uσ, for some reversible channel U .
Proof. We already proved suﬃciency in subsection 4.3.1.
Let us move to necessity. If ρ is as mixed as σ, then x  y and y  x,
where x and y are the vectors of the eigenvalues associated with ρ and σ.
According to the results of subsection 6.2.3, this happens if and only if x and y
diﬀer by a permutation matrix, namely if ρ and σ have the same eigenvalues.
Thus, ρ = pψ+(1− p)ψ′ and σ = pϕ+(1− p)ϕ′. By assumption 6.1.7, there
exists a reversible channel U such that Uϕ = ψ and Uϕ′ = ψ′. Therefore,
Uσ = pUϕ+ (1− p)Uϕ′ = pψ + (1− p)ψ′ = ρ.
In particular we see that two equally mixed states have the same eigen-
values.
6.4 Schur-concave functions
In the previous sections we saw how majorization can simplify our analysis of
mixedness of states. However, majorization requires performing some checks
on the set of the eigenvalues. We would like to have a more immediate tool
to say when a state is more mixed than another one by simply assigning a
number to states and comparing those numbers. Clearly, this new tool must
be completely equivalent to majorization.
The ﬁrst notion we need is that of order-preserving functions.
Deﬁnition 6.4.1. Let (A,≤) be a (pre)ordered subset of Rn. A function
f : A −→ R is said to be order-preserving or isotonic if x ≤ y implies
f (x) ≤ f (y).
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In this deﬁnition f associates a real number to each vector. Our goal is to
ﬁnd some functions that preserve the order given by majorization. This is the
basic requirement. In this way, the order between vectors is translated into
the natural order between real numbers. However, we must note that, the
natural order on real numbers is total, whereas majorization gives rise only
to a partial order (unless we are in R2). This discrepancy in the characters
of these two order relations will cause some troubles in our search of such
functions.
Deﬁnition 6.4.2. A real-valued function f : A −→ Rn that preserves major-
ization is called Schur-convex function. In other words, a function is Schur-
convex if x  y implies f (x) ≤ f (y), for every x, y ∈ A.
A function f is called Schur-concave if −f is Schur-convex.
Schur-concave functions reverse the order given by majorization, namely
if x  y, then f (x) ≥ f (y).
We can give an equivalent characterization of Schur-convex functions us-
ing doubly stochastic matrices, according to theorem 6.2.17.
Proposition 6.4.3. A function f is Schur-convex if and only if
f (Px) ≤ f (x)
for every doubly stochastic matrix P of order n and for every x ∈ Rn.
A function f is Schur-concave if and only if
f (Px) ≥ f (x)
for every doubly stochastic matrix P of order n and for every x ∈ Rn.
Proof. By theorem 6.2.17, Px  x, for every doubly stochastic matrix P .
Therefore f is Schur-convex if and only if f (Px) ≤ f (x). Similarly one
proves the statement for Schur-concave functions.
Since we have in mind to apply these new tools to vectors of eigenvalues,
we will assume that the set A, which will be the set of vectors of eigenvalues,
is symmetric, namely if x ∈ A, then also Πx ∈ A, for every permutation
matrix Π. Indeed, every vector of eigenvalues can be rearranged and the
resulting vector is still a vector of eigenvalues.
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Remark 6.4.4. If a function is Schur-convex on A, then f (Πx) = f (x). In-
deed, x  Πx  x,5 then f (x) ≤ f (Πx) ≤ f (x) and this chain of inequalities
implies f (x) = f (Πx); we say that such a function is symmetric. This means
that every Schur-convex function is actually deﬁned on equivalence classes
given by the equivalence relation associated with majorization, namely x ∼ y
if x = Πy. Thinking of mixed states, this means that Schur-convex functions
take the same value on equally mixed states, which have the same eigenval-
ues.
We have seen that in a 2-level system ρ is more mixed than σ if and
only if x  y, so, loosely speaking, in some sense if x is less than y. In
this way, we see that majorization relation is in the opposite direction of
mixedness relation. We are instead looking for a practical tool that tells us
immediately when a state is more mixed than another. In this vein, we want
some function such that f (x) ≥ f (y) if ρ is more mixed than σ, namely if
x  y. Hence we are looking for a Schur-concave function.
When we want to prove that some function is Schur-concave, it is some-
times useful to note that we can consider R2 instead of Rn. This is a con-
sequence of lemma 6.2.16. Indeed, suppose x  y, where x, y ∈ Rn. If x and
y diﬀer by more than two entries, we can apply some T -transforms in order
to make them diﬀer only by two entries. Recall that x and y cannot diﬀer by
less than two entries, unless x = Πy for some permutation matrix Π. There-
fore, it is enough to prove that f (x) ≥ f (y) when x and y diﬀer by only two
entries, namely when only two arguments of f are free. Therefore, since f
is symmetric (see remark 6.4.4), and so there is no privileged argument, it
is suﬃcient to prove that f (x1, x2, x3, . . . , xn) is Schur-concave in x1 and x2,
or, in other words, when its domain is a subset of R2.
Let us introduce a suﬃcient condition for Schur-concavity which we will
use later.
Proposition 6.4.5. If f is symmetric and concave, then it is Schur-concave.
Proof. According to what we have said above, it is enough to prove the
statement in R2. Suppose x  y, then, by theorem 6.2.17, x = Py, where P is
a doubly stochastic matrix. By Birkhoﬀ theorem, P is a convex combination
of permutation matrices. In R2, there are only two permutation matrices
1 =
(
1 0
0 1
)
Q =
(
0 1
1 0
)
.
5Note that this does not imply that Πx = x, since  is a preorder and not an order.
CHAPTER 6. A TWO-LEVEL SYSTEM 160
So,
P = λ
(
1 0
0 1
)
+ (1− λ)
(
0 1
1 0
)
=
(
λ 1− λ
1− λ λ
)
,
where λ ∈ [0, 1]. Then, we have(
x1
x2
)
=
(
λ 1− λ
1− λ λ
)(
y1
y2
)
,
namely {
x1 = λy1 + (1− λ) y2
x2 = (1− λ) y1 + λy2 .
Since f is concave,
f (x1, x2) = f (λy1 + (1− λ) y2, (1− λ) y1 + λy2) ≥ λf (y1, y2)+(1− λ) f (y2, y1) .
Since f is symmetric, f (y1, y2) = f (y2, y1), so λf (y1, y2)+(1− λ) f (y2, y1) =
f (y1, y2). We proved that f (x1, x2) ≥ f (y1, y2), which means that f is Schur-
concave.
Actually, we want a complete equivalence between the order induced by
f and majorization. Requiring that f is Schur-concave means that if x  y,
then f (x) ≥ f (y). Now we require also that f (x) ≥ f (y) implies x  y,
and here the troubles come. Clearly, if f (x) ≥ f (y) for every Schur-concave
function, then x  y. Indeed, the majorization conditions in the increasing
order form are all Schur-concave functions by deﬁnition. We would like to
restrict ourselves only to a proper subset of Schur-concave functions. We will
see that it is enough to check the condition f (x) ≥ f (y) only for a particular
class of Schur-concave functions.
Corollary 6.4.6. Let I be an interval and let g : I −→ R be a concave
function. Then f : In −→ R deﬁned as
f (x) =
n∑
i=1
g (xi)
is Schur-concave.
Proof. Such an f (x) is clearly symmetric and concave, so proposition 6.4.5
applies.
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Deﬁnition 6.4.7. A Schur-concave function f : In −→ R is said to be
concave and separate-variable if f (x) =
∑n
i=1 g (xi), where g : I −→ R is a
concave function.
Note that the summation ranges up to n.
Example 6.4.8. Let us consider a subset A of Rn, where every vector is a
vector of probabilities.
x =
 p1...
pn

Let us consider Shannon entropy H, deﬁned as
H (x) := −
n∑
i=1
pi loga pi,
where a > 1 and we set 0 loga 0 = 0. Here g = −x loga x is concave, be-
cause its second derivative is always negative. Therefore H is a concave and
separate-variable Schur-concave function.
In particular, we have that
H (1, . . . , 0) ≤ H (p1, . . . , pn) ≤ H
(
1
n
, . . . ,
1
n
)
, (6.2)
because in examples 6.2.2 and 6.2.3 we proved that
1
n
...
1
n
 
 p1...
pn
 
 1...
0
 .
In particular, eq. (6.2) implies H (x) ≤ −n · 1
n
loga
1
n
, namely
0 ≤ H ≤ loga n.
The class of concave and separate-variable Schur-concave functions is
enough to give an equivalent characterization of majorization.
Theorem 6.4.9. Let x, y ∈ Rn. Then x  y if and only if f (x) ≥ f (y), for
every continuous concave and separate-variable Schur-concave function f .
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Proof. Necessity is trivial, because it directly follows from corollary 6.4.6.
Suﬃciency. Suppose f (x) =
∑n
i=1 g (xi), and that
∑n
i=1 g (xi) ≥
∑n
i=1 g (yi).
Let us take, for ﬁxed k = 1, . . . , n, g (z) = min
{
z − y(k), 0
}
. Then we have
k∑
i=1
g
(
y(i)
)
=
k∑
i=1
(
y(i) − y(k)
)
=
k∑
i=1
y(i) − ky(k)
because y(i) ≤ y(k) if i ≤ k, and we have
n∑
i=k+1
g
(
y(i)
)
= 0.
Combining these two sums, we have
n∑
i=1
g
(
y(i)
)
=
k∑
i=1
y(i) − ky(k).
Since g (z) is continuous and concave, by hypothesis we know that
n∑
i=1
g
(
x(i)
) ≥ n∑
i=1
g
(
y(i)
)
.
We also know that g (z) ≤ 0 and g (z) ≤ z − y(k), whence
k∑
i=1
y(i) − ky(k) =
n∑
i=1
g
(
x(i)
) ≤ k∑
i=1
g
(
x(i)
) ≤ k∑
i=1
(
x(i) − y(k)
)
=
=
k∑
i=1
x(i) − ky(k).
Therefore we conclude that
k∑
i=1
x(i) ≥
k∑
i=1
y(i) (6.3)
for every k = 1, . . . , n. We must show that if k = n equality holds. To
do that, let us take g (z) = −z, which is continuous and concave. In this
way, by hypothesis, we have −∑ni=1 xi ≥ −∑ni=1 yi, which means∑ni=1 xi ≤∑n
i=1 yi. Therefore, recalling that (6.3) implies
∑n
i=1 x(i) ≥
∑n
i=1 y(i), we
have
∑n
i=1 xi =
∑n
i=1 yi. This proves that x  y.
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6.4.1 Rényi entropies
In this subsection we present a widely used one-parameter family of Schur-
concave functions, Rényi entropies. They were introduced by Rényi [75] as
a generalization of Shannon entropy. Rényi entropies Hα (x) are deﬁned as
Hα (x) :=
1
1− α loga
n∑
i=1
xαi ,
where x is a vector of probabilities, α ≥ 0 and α 6= 1 and a > 1, with the
convention that 0α = 0 for every such α.
It is interesting to study some particular cases and limits.
• α = 0 In this case, H0 (x) is the logarithm of the number of non-
vanishing entries of x.
• α→ 1 We want to study the limit limα→1Hα (x). In this case we have
a 0
0
indeterminate form. Using de l'Hôpital rule, we have
lim
α→1
Hα (x) = lim
α→1
1
1− α loga
n∑
i=1
xαi
H
= − lim
α→1
∑n
i=1 x
α
i loga xi∑n
j=1 x
α
j
=
= −
n∑
i=1
xi loga xi,
which is Shannon entropy.
• α→ +∞We want to study the limit limα→+∞Hα. It is useful to recall
the deﬁnition of α-norm (α ≥ 1) of a vector.
‖x‖α =
(
n∑
i=1
|xi|α
) 1
α
(6.4)
In particular, ‖x‖∞ = limα→+∞ ‖x‖α = maxi |xi|. Therefore
Hα (x) =
α
1− α loga ‖x‖α ,
and
H∞ (x) := lim
α→+∞
Hα (x) = − loga ‖x‖∞ = − loga maxi xi.
This is called min-entropy.
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Rényi entropies satisfy some interesting properties. First of all, they are
Schur-concave functions.
Proposition 6.4.10. Hα (x) is Schur-concave for every α ≥ 0.
Proof. We already know that the thesis holds for α = 1, because we have
Shannon entropy, which is Schur-concave. First of all it is useful to rewrite
Rényi entropies (with α 6= 1) as
Hα (x) =
α
1− α loga ‖x‖α ,
even6 for 0 ≤ α < 1. Note that ‖x‖α is a symmetric function of x, namely
its value does not change if we permute the entries of x, therefore Hα (x) is a
symmetric function of x. If we manage to prove that Hα (x) is also concave,
we are done, according to proposition 6.4.5. We must distinguish two cases.
• Suppose 0 ≤ α < 1 In this case α
1−α loga is an increasing function, and‖x‖α is concave; therefore α1−α loga ‖x‖α is concave.
• Suppose α > 1. In this case α
1−α loga is a decreasing function, and ‖x‖α
is convex because it is a norm; therefore α
1−α loga ‖x‖α is concave.
We managed to prove that Hα (x) is always concave, therefore it is also
Schur-concave.
Now we want to study the relationship between Rényi entropies with
diﬀerent α. We need the following lemma ﬁrst.
Lemma 6.4.11. Let {pi}ni=1 and {qi}ni=1 be two sets of probabilities. Then
the quantity
H (pi ‖ qi) := −
n∑
i=1
pi loga
qi
pi
, (6.5)
where a > 1 and 0 loga 0 = 0, is always non-negative and vanishes if and only
if pi = qi for every i.
6We are in fact extending the notation of eq. (6.4) also for 0 ≤ α < 1. However, in this
case, ‖•‖α is no more a norm because triangle inequality fails.
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Proof. The fundamental inequality for the natural logarithm says that lnx ≤
x− 1 and equality holds if and only if x = 1. Therefore
loga x ≤
1
ln a
(x− 1) .
Applying this inequality to eq. (6.5), we obtain
H (pi ‖ qi) = −
n∑
i=1
pi loga
qi
pi
≥ 1
ln a
n∑
i=1
pi
(
1− qi
pi
)
=
=
1
ln a
n∑
i=1
(pi − qi) = 0.
Therefore H (pi ‖ qi) ≥ 0.
We have equality instead of inequality if and only if qi
pi
= 1 for every i,
namely if and only if pi = qi for every i.
Actually, H (pi ‖ qi) is not just a formal means to prove some statements.
It is interesting on its own, because in classical probability theory it is useful
to measure the distance between two probability distributions. H (pi ‖ qi)
is called relative entropy of {pi} to {qi}.
Proposition 6.4.12. The family of Rényi entropies is decreasing in α.
Proof. The family of Rényi entropies is diﬀerentiable in α. Therefore, let us
compute ∂Hα
∂α
.
∂Hα
∂α
=
1
(1− α)2 loga
n∑
i=1
xαi +
1
1− α
∑n
i=1 x
α
i loga xi∑n
j=1 x
α
j
.
Let us set
zi :=
xαi∑n
j=1 x
α
j
.
Note that zi ≥ 0 and
∑n
i=1 zi = 1, so the zi's can be thought as probabilities.
Then
∂Hα
∂α
=
1
(1− α)2
[
(1− α)
n∑
i=1
zi loga xi + loga
n∑
i=1
xαi
]
=
=
1
(1− α)2
[
n∑
i=1
zi loga xi − α
n∑
i=1
zi loga xi + loga
n∑
i=1
xαi
]
.
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Let us evaluate −α∑ni=1 zi loga xi + loga∑ni=1 xαi . Using the properties of
logarithms,
−α
n∑
i=1
zi loga xi + loga
n∑
i=1
xαi = −
n∑
i=1
zi loga x
α
i + loga
n∑
i=1
xαi
We replace xαi in the ﬁrst logarithm with zi
∑n
j=1 x
α
j . Then
−
n∑
i=1
zi loga x
α
i = −
n∑
i=1
zi loga
(
zi
n∑
j=1
xαj
)
= −
n∑
i=1
(
zi loga zi + zi loga
n∑
j=1
xαj
)
=
= − loga
n∑
i=1
xαi −
n∑
i=1
zi loga zi,
because the zi's sum to 1. Then
−α
n∑
i=1
zi loga xi + loga
n∑
i=1
xαi = −
n∑
i=1
zi loga zi.
Plugging this result into the expression of ∂Hα
∂α
, we have
∂Hα
∂α
= − 1
(1− α)2
(
−
n∑
i=1
zi loga
xi
zi
)
.
By lemma 6.4.11, the round bracket is always non-negative, therefore ∂Hα
∂α
is
non-positive, whence the entropies are decreasing in α.
This means that if α1 ≤ α2 then Hα1 (x) ≥ Hα2 (x). In particular,
H0 (x) ≥ H1 (x) ≥ . . . ≥ H∞ (x) .
Now, it is clear why H∞ (x) is called min-entropy: it takes the smallest value
among all Rényi entropies.
The proof of proposition 6.4.12 gives us also some information about when
all Rényi entropies are equal.
Corollary 6.4.13. All Rényi entropies of x are equal if and only if all the
non-vanishing entries of x are equal.
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Proof. The entropies are equal, i.e. constant in α, if and only if ∂Hα
∂α
= 0.
Recalling the proof of proposition 6.4.12 and lemma 6.4.11, this happens if
and only if xi = zi for every i. This means that
xi =
xαi∑n
j=1 x
α
j
(6.6)
for every i. This equation is trivially solved if xi = 0, for some i. Note that
not all entries of x vanish, otherwise x would not be a vector of probabilities.
Therefore, at least one entry is non-vanishing.
If only one entry is non-vanishing, then it must be 1 and 1 solves eq. (6.6).
Suppose there are more than one non-vanishing entries. Let us take two
of them. Without loss of generality, we can take them to be for i = 1 and
for i = 2. Eq. (6.6) reads {
x1 =
xα1∑n
j=1 x
α
j
x2 =
xα2∑n
j=1 x
α
j
.
Taking the ratio between these two equations, one gets
x1
x2
=
(
x1
x2
)α
,
whose non vanishing solution is x1
x2
= 1, namely x1 = x2.
Repeating this procedure, with xi0 in place of x2, where xi0 is any other
non-vanishing entry of x, one gets xi0 = x1. This means that all the non-
vanishing entries of x are equal.
This corollary highlights some important facts about Rényi entropies.
• If x = ( 1 0 . . . 0 ), this is a trivial case when all the non-vanishing
entries are equal. Therefore all the Rényi entropies are equal and to
know what Hα (x) is, it is enough to compute only one of them, say
7
H0.
Hα (x) = H0 (x) = loga 1 = 0
• x = ( 1
k
. . . 1
k
0 . . . 0
)
, where we have k non-vanishing entries,
is another case when all Rényi entropies are equal. Therefore
Hα (x) = H0 (x) = loga k
7Alternatively, we already did the calculation for Shannon entropy in example 6.4.8.
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• If x = ( 1
n
. . . 1
n
)
, again all Rényi entropies are equal.
Hα (x) = H0 (x) = loga n
In particular, recalling that x =
(
1 0 . . . 0
)
is the maximum in major-
ization relation, whereas x =
(
1
n
. . . 1
n
)
is the minimum, one has
0 ≤ Hα (x) ≤ loga n
for every α ≥ 0 and for every x.
One might wonder if this family of functions gives a complete characteriz-
ation of majorization. In other terms, if Hα (x) ≥ Hα (y) for every α ≥ 0, can
we conclude that x  y? The answer is negative, as the following counter-
example shows [78].
Example 6.4.14. In this example we will show that there exist two vectors
of probabilities in R8 such that neither x  y, nor y  x, but Hα (x) > Hα (y)
for every α ≥ 0. As we can see, the pathology arises because majorization is
not a total order.
Consider
x =
(
2
9
2
9
2
9
2
9
1
36
1
36
1
36
1
36
)
y =
(
4
9
1
9
1
9
1
9
1
9
1
9
0 0
)
Notice that 2
9
≤ 4
9
, so y  x and 2
9
+ 2
9
+ 2
9
+ 2
9
≥ 4
9
+ 1
9
+ 1
9
+ 1
9
because 8
9
≥ 7
9
,
so x  y. Therefore, neither x  y, nor y  x.
Let us see what we can say about Rényi entropies. We have, for instance,
H0 (x) = loga 8 H0 (y) = loga 6
H1 (x) = loga 9−
1
3
loga 4 H1 (y) = loga 9−
4
9
loga 4
H∞ (x) = loga 9− loga 2 H∞ (y) = loga 9− loga 4
Therefore we have Hα (x) > Hα (y) at least for α = 0, 1,+∞. Let us show
that Hα (x) > Hα (y) for every α ≥ 0, α 6= 1. If Hα (x) < Hα (y) for some
α, then, by continuity in α, there exists α0 such that Hα0 (x) = Hα0 (y).
Therefore, to prove that Hα (x) > Hα (y) for every α, it is enough to prove
that Hα (x) = Hα (y) is impossible. Now,
Hα (x) =
1
1− α loga
[
4
(
2
9
)α
+ 4
(
1
36
)α]
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and
Hα (y) =
1
1− α loga
[(
4
9
)α
+ 5
(
1
9
)α]
.
Let us try to solve the equation Hα (x) = Hα (y) for α ≥ 0 and α 6= 1.
4
(
2
9
)α
+ 4
(
1
36
)α
=
(
4
9
)α
+ 5
(
1
9
)α
4 · 8α + 4 = 16α + 5 · 4α
We set x = 2α, then the equation becomes
x4 − 4x3 + 5x2 − 4 = 0.
Factorizing the left-hand side, one gets
(x− 2) [x (x− 1)2 + 2] = 0
We have a solution for x = 2, which means α = 1, but we are assuming
α 6= 1. The other factor is, instead, always positive for x > 0, as it is our
case. Therefore the equation Hα (x) = Hα (y) has no solution. We then
conclude that Hα (x) > Hα (y) for every α ≥ 0.
Therefore we have that all Rényi entropies evaluated on x are greater than
the corresponding entropies evaluated on y; yet x and y are incomparable
in the majorization relation.
Rényi entropies enjoy also another property: additivity.
Deﬁnition 6.4.15. Given two vectors x, y ∈ Rn, we deﬁne their dyadic
product x⊗ y as (x⊗ y)ij := xiyj.
We want to see how Rényi entropies behave on dyadic products.
Proposition 6.4.16 (Additivity). We have Hα (x⊗ y) = Hα (x) + Hα (y)
for every x, y ∈ Rn and for every α ≥ 0.
Proof. Let us compute Hα (x⊗ y) explicitly.
Hα (x⊗ y) = 1
1− α loga
n∑
i,j=1
(xiyj)
α =
1
1− α loga
(
n∑
i=1
xαi
)(
n∑
j=1
yαj
)
=
=
1
1− α loga
n∑
i=1
xαi +
1
1− α loga
n∑
j=1
yαj = Hα (x) +Hα (y)
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6.5 Schur-concave functions for a two-level sys-
tem
In this section we want to apply the formalism of Schur-concave functions
to a 2-level system, to relate mixedness relation to inequalities between real
numbers. In a 2-level system, all is simpler because majorization is a total
order on vectors of probabilities in R2. Indeed, we have that x  y if and
only if p ≤ q, where p = maxxi and q = max yi.
Therefore, in a 2-level system, we have x  y if and only if f (x) ≥ f (y),
where f is some decreasing function of the maximum of a vector.8
Such a function is clearly Schur-concave (even in Rn!). Indeed, if x  y,
then maxi xi ≤ maxi yi; therefore f (maxi xi) ≥ f (maxi yi) if f is a decreasing
function.
Therefore in R2 one function is enough to infer majorization between
vectors of probabilities. For instance, we can use min-entropy, which is indeed
a decreasing function of the maximum of a vector. Min-entropy H∞ (x) is
enough to give a complete characterization of mixedness for a 2-level system.
Instead of referring to the min-entropy as the min-entropy of the vector x
of the eigenvalues of ρ, we prefer calling it the min-entropy of ρ and writing
it as
S∞ (ρ) := H∞ (x) ,
in order to comply with literature. For a 2-level system, we can say that ρ is
more mixed than σ if and only if S∞ (ρ) ≥ S∞ (σ).
What about all the other Schur-concave functions? The answer comes
from the following proposition.
Proposition 6.5.1. Let ρ and σ be two mixed states of a 2-level system, and
let f be a Schur-concave function. Then ρ is more mixed than σ if and only
if f (x) ≥ f (y), where x and y are the vectors of the eigenvalues of ρ and σ
respectively.
Proof. Necessity is immediate, and follows from the deﬁnition of Schur-
concave function. Indeed, if ρ is more mixed than σ, then x  y. Since
f is Schur-concave, we conclude that f (x) ≥ f (y).
Let us move to suﬃciency. Suppose we know that f (x) ≥ f (y). Then,
by deﬁnition of Schur-concave function, we know that y  x. Since the
8Alternatively, we can choose an increasing function of the minimum of a vector.
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majorization order is total for a 2-level system, we conclude that x  y, and
therefore ρ is more mixed than σ.
This proves that the choice of min-entropy, has nothing special, although
it was the simplest one. We can choose whatever Schur-concave function we
want, for example any of the Rényi entropies.
As done with min-entropy, we slightly change the notation to explicitly
show that Schur-concave functions must be thought as functions of the mixed
state itself. Therefore we will write
f (ρ) := f (x) ,
where x is the vector of the eigenvalues of ρ. Actually, when f is a Rényi
entropy, we prefer writing Sα (ρ), instead of Hα (ρ), to better comply with
common use in literature.
We conclude this section with a theorem that sums up all the results we
have got so far for a 2-level system.
Theorem 6.5.2. The following statements are equivalent in a 2-level system.
1. ρ is more mixed than σ.
2. x  y, where x and y are the vectors of the eigenvalues of ρ and σ
respectively.
3. f (ρ) ≥ f (σ) for some Schur-concave function f .
We then see that for a 2-level system, it is not necessary to check the
conditions of theorem 6.4.9, namely to consider all concave and separate-
variable Schur-concave functions. It is indeed enough to consider only one
Schur-concave function, regardless of the fact that it may be separate-variable
or not.
Chapter 7
General measures of mixedness
In this chapter we extend and generalize the results obtained for a 2-level
system to a d-level system, with d arbitrary. Here, the overall picture is
richer and more complicated, because majorization is no more a total order.
We will choose a particular Schur-concave function, Shannon entropy,
which is concave and separate-variable, and we will study its properties.
These property will be virtually identical to the well-known properties of
quantum von Neumann entropy, such as subadditivity or triangle inequality,
but here we will derive them starting from our procedure of diagonaliza-
tion. Therefore their validity is more general than the mere ﬁeld of ordinary
quantum mechanics.
Thanks to these properties, we will prove an inequality for Shannon en-
tropy that strongly resembles a second law of thermodynamics. This inequal-
ity was already known in quantum mechanics, but here we prove it in a more
general framework.
7.1 A d-level system
Now we want to generalize the results concerning 2-level systems for a generic
d-level system, following the conceptual scheme of the previous chapter.
Deﬁnition 7.1.1. A d-level system is a system where all maximal sets of
perfectly distinguishable states have d elements.
d is called the dimension of the system.
Again, we will focus on maximal sets of perfectly distinguishable pure
states.
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Clearly, in a d-level system, every diagonalization of a mixed state has at
most d terms.
As we did in section 6.1, we will make an assumption very close to as-
sumption 6.1.7.
Assumption 7.1.2. Given two maximal sets of perfectly distinguishable pure
states {ψi}di=1 and {ϕi}di=1, there exists a reversible channel U such that ϕi =
Uψi for every i.
Thanks to this assumption, we can prove several results. Again, it is im-
mediately clear that all maximal sets of perfectly distinguishable pure states
have the same cardinality, because they all come from one set of perfectly
distinguishable pure states by applying reversible channels.
Proposition 7.1.3. Every diagonalization of the invariant state χ =
∑d
i=1 piψi
has pi = 1d , for every i.
Proof. Suppose {ai} is the perfectly distinguishing test, then pi = (ai|χ).
Let us consider all the possible permutations of the pure states {ψi}. For
instance, if pi ∈ Sd, we can consider the permuted states
{
ψpi(i)
}
, which
are obviously still perfectly distinguishable. By assumption 7.1.2, there is a
reversible channel Upi that achieves this permutation, namely ψpi(i) = Upiψi.
Let us apply Upi to χ.
χ =
d∑
j=1
pjUpiψj =
d∑
j=1
pjψpi(j)
Now let us apply ai to χ. We have (ai|χ) =
∑d
j=1 pjδi,pi(j), whence pi = ppi−1(i).
Since this holds for every pi ∈ Sd, one has pi = pj for every j. This implies
that the weights are equal, therefore pi =
1
d
.
Note that, in this case, we had to make assumption 7.1.2 to prove that the
eigenvalues of the invariant state are all equal. Instead, for a 2-level system,
we managed to prove it without any additional assumption. Again, this is
essentially due to the fact that dimension 2 is somehow rigid.
In particular, proposition 7.1.3 implies that the pure states that appear in
every diagonalization of the invariant state χ form a maximal set of perfectly
distinguishable pure states because there are exactly d perfectly distinguish-
able terms. One can wonder about the converse: is it true that if we take
any set with d perfectly distinguishable pure states, and we consider their
convex combination with equal weights 1
d
, we obtain the invariant state?
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Proposition 7.1.4. Let {ψi}di=1 be a maximal set of perfectly distinguishable
pure states. Then 1
d
∑d
i=1 ψi is the invariant state χ.
Proof. Let us consider a diagonalization of χ, say χ = 1
d
∑d
i=1 ϕi. Here,
{ϕi}di=1 is a maximal set of perfectly distinguishable pure states. By assump-
tion 7.1.2, there is a reversible channel U such that Uϕi = ψi for every i.
Then we have
χ = Uχ = 1
d
d∑
i=1
Uϕi = 1
d
d∑
i=1
ψi.
Following a line of reasoning very close to the proof of lemma 6.1.4, one
can prove that every maximal set of perfectly distinguishable pure state can
be distinguished by a perfectly distinguishing pure test.
7.2 Majorization in a d-level system
Now we have all the ingredients to state the complete equivalence between
majorization and mixedness even for a d-level system, with d > 2.
Recalling the analogous result for a 2-level system, this is a direct con-
sequence of the assumption that we can obtain all maximal sets of perfectly
distinguishable pure states starting from a single one by applying suitable
reversible channels.
Theorem 7.2.1. Let ρ and σ be two mixed states of a d-level system, and
let x and y be the vectors of the eigenvalues of two diagonalizations of ρ and
σ respectively. The following statements are equivalent.
1. ρ is more mixed than σ
2. x  y
Proof. The proof is completely identical to the proof of theorems 6.3.1 and
6.3.4, provided we replace 2 with d.
Once more, mixedness depends only on the way pure states are mixed
together and not on what the particular pure states are.
We also have the analogous of corollary 6.3.3 and the proof is completely
identical.
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Corollary 7.2.2. Let ρ be a mixed state of a d-level system. Then all diag-
onalizations of ρ have the same eigenvalues.
Now we are completely entitled to talk about eigenvalues of a mixed state,
regardless of a speciﬁc diagonalization. Note that we can regard the vector
of the eigenvalues of ρ as a probability distribution.
If d > 2, the mixedness relation is not a total order, because even major-
ization is not a total order, as we showed in example 6.2.6.
Recalling examples 6.2.2 and 6.2.3, we have another way to see that every
mixed state is more mixed than a pure state, because
p1
p2
...
pd
 

1
0
...
0
 .
Moreover, we can say that the invariant state is not only maximal, but ac-
tually the maximum in mixedness relation. Indeed,
1
d
...
1
d
 
 p1...
pd
 .
In particular, this tells us that every puriﬁcation of the invariant state is more
entangled than any other bipartite pure state, according to the equivalence
between mixedness and entanglement we established in section 4.4.
Now we can give a ﬁnal answer to the open question about when a mixed
state is as mixed as another one.
Proposition 7.2.3. In a d-level system, ρ is as mixed as σ if and only if
ρ = Uσ, for some reversible channel U .
Proof. We already proved suﬃciency in subsection 4.3.1.
Let us move to necessity. If ρ is as mixed as σ, then x  y and y 
x, where x and y are the vectors of eigenvalues associated with ρ and σ.
According to results of subsection 6.2.3, this happens if and only if x and y
diﬀer by a permutation matrix, namely if ρ and σ have the same eigenvalues.
Thus, ρ =
∑d
i=1 piψi and σ =
∑d
i=1 piϕi. By assumption 7.1.2, there exists a
CHAPTER 7. GENERAL MEASURES OF MIXEDNESS 176
reversible channel U such that Uϕi = ψi for every i. Therefore,
Uσ =
d∑
i=1
piUϕi =
d∑
i=1
piψi = ρ.
We can see that equally mixed states have the same eigenvalues.
This result is also an answer to the equivalent question about entangled
pure states. We then have that a bipartite pure state |ψ)AB is as entangled
as |φ)AB if and only if |ψ)AB = U |φ)AB, for some local reversible channel (on
A or on B) U .
7.3 Shannon entropy for d-level systems
Once we have established the complete equivalence between mixedness and
majorization, we can try to apply the formalism of Schur-concave functions
to a generic d-level system. However, if d > 2 then majorization order is
not total. Therefore we cannot use only one Schur-concave function to infer
mixedness. If f is a Schur-concave function and we have f (ρ) ≥ f (σ), we
can say that y  x, so σ is not more mixed than ρ. But we cannot conclude
that ρ is more mixed than σ because the order is not total, maybe ρ and
σ are not comparable. Therefore we have to use theorem 6.4.9 to state a
complete equivalence with mixedness relation.
Therefore, in this section we decide to abandon the proposal of studying
general Schur-concave functions, but we focus on Shannon entropy. In partic-
ular, we want to analyse and characterize the relationship between Shannon
entropy and bipartite states. Namely, if we know the Shannon entropy of
a bipartite state, what can we say about the Shannon entropy of its two
marginals?
Intuitively, according to the well known results in quantum mechanics
[16, 17, 80], one would expect that Shannon entropy will be subadditive even
in general probabilistic theories, but it will be additive if and only if the
bipartite state is a product state.
Let us begin our treatment from the simplest case, that is from product
states. Suppose we have two systems, A and B that are d-level systems, but
possibly with diﬀerent d, i.e. dA 6= dB. Suppose we know that system AB
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is in the product state ρA ⊗ σB. Clearly the two marginals are ρA and σB
respectively, as the following diagram shows for the marginal on system A.
ρ A
σ B e
= ρ A
The problem is now how to characterize the eigenvalues of ρ⊗σ in terms
of the eigenvalues of ρ and σ. Let us ﬁrst deal with the trivial case when
everything is pure. If ρ and σ are both pure, then ρ ⊗ σ is pure by pure
conditioning. There is nothing to prove, for S (ρ⊗ σ) = 0 and S (ρ)+S (σ) =
0 + 0 = 0, because everything is pure.
Let us then focus on the non-trivial situation. Suppose we have the two
diagonalizations ρ =
∑dA
i=1 piαi and σ =
∑dB
j=1 qjβj. Suppose αi's are per-
fectly distinguishable by the observation-test1 {ak}, whereas βj's are perfectly
distinguishable by the observation-test {bl}. Then
ρ⊗ σ =
dA∑
i=1
dB∑
j=1
piqjαi ⊗ βj.
Clearly, the pure states αi⊗βj are perfectly distinguishable by the observation-
test {ak ⊗ bl}. Let us ﬁrst show that {ak ⊗ bl} is an observation-test.∑
k,l
ak ⊗ bl =
∑
k
ak ⊗
∑
l
bl = eA ⊗ eB = eAB
Now, let us show that it is perfectly distinguishing.
(ak|A (bl|B |αi)A |βj)B = δikδjl = δ(i,j),(k,l).
Therefore, ρ⊗ σ = ∑dAi=1∑dBj=1 piqjαi⊗ βj is really a diagonalization of ρ⊗ σ
and the vector of the eigenvalues of this diagonalization is the dyadic product
of the two vectors of the eigenvalues of ρ and σ.
Now we make the following rather weak and reasonable assumption.
Assumption 7.3.1. The composition of two d-level systems with dimension
dA and dB is still a system where all maximal sets of perfectly distinguishable
states have the same cardinality.
1Note that if some pi vanishes, then ak's are fewer than dA, and this is the reason why
we do not specify the range of k. The same holds also for bl's.
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This assumptions says nothing about the dimension of the composite
system. With this assumption we know that in AB the eigenvalues do not
depend on the speciﬁc diagonalization. We can then say that the eigenvalues
of ρ⊗σ are piqj so the vector of the eigenvalues of ρ⊗σ is exactly the dyadic
product of the vectors of the eigenvalues of ρ and σ. We know that Rényi
entropies are additive, so, in particular,
H (x⊗ y) = H (x) +H (y) ,
which means that
S (ρ⊗ σ) = S (ρ) + S (σ) .
Actually, this holds for every Rényi entropy, as we proved in proposi-
tion 6.4.16.
Proposition 7.3.2. If we have a product state ρA⊗σB, then Sα (ρA ⊗ σB) =
Sα (ρA) + Sα (σB) for every α ≥ 0.
As we noted in the previous section, we can regard the eigenvalues of
a mixed state as a probability distribution. We consider the probability
distribution associated with a state of AB as the joint probability distribution
of the ones associated with its marginals. If we have a product state, then
the probability distributions of its two marginals are independent: indeed,
p˜ij = piqj, where p˜ij's are the eigenvalues of ρ⊗σ. In other words, we do not
have correlations between the two marginals.
What happens if |ρ)AB is not a product state?
First of all, we want to deﬁne some observables that are functions of a
state. Let ρ be diagonalized as ρ =
∑d
i=1 piψi. If f : [0, 1] −→ R is a function,
in general, we can deﬁne, relative to the given diagonalization,
(f (ρ)| :=
d∑
i=1
f (pi) (ai| ,
where (ai|'s are the eﬀects that make up the perfectly distinguishing test for
the pure states ψi's. Clearly, pi is the weight naturally associated with ai,
namely the weight with which ψi appears in the diagonalization.
We can exploit this new formalism to express Shannon entropy in a new
form.
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Example 7.3.3. Let us consider Shannon entropy. Recall that S (ρ) =
−∑di=1 pi loga pi. Now, let us compute
(− loga ρ|ρ) = −
d∑
i=1
loga pi (ai|
d∑
j=1
pj |ψj) =
= −
d∑
i,j=1
pj loga piδij = −
d∑
i=1
pi loga pi.
This is precisely Shannon entropy S (ρ). Therefore S (ρ) = − (loga ρ|ρ).
Now we want to deﬁne relative entropy.
Deﬁnition 7.3.4. Let ρ and σ be two normalized states. The relative entropy
of ρ to σ is
S (ρ ‖ σ) := (loga ρ− loga σ|ρ) ,
where a > 1.
Thanks to this deﬁnition and to the following lemma, we can prove some
further important results about Shannon entropy. The proofs will be virtually
identical to the ones in [17].
Lemma 7.3.5 (Klein's inequality). Let ρ and σ be two normalized states.
One has S (ρ ‖ σ) ≥ 0 and S (ρ ‖ σ) vanishes if and only if ρ = σ.
Proof. Let ρ =
∑d
i=1 piψi and σ =
∑d
i=1 qiϕi be
2 diagonalizations of ρ and
σ respectively. Let ai and bi be pure eﬀects such that (ai|ψj) = δij and
(bi|ϕj) = δij. Recall that ai's and bi's are pure because we are considering
a maximal set of perfectly distinguishable pure states. Now, let us compute
S (ρ ‖ σ) explicitly. In particular, as we showed above,
(loga ρ|ρ) =
d∑
i=1
pi loga pi,
and
(loga σ|ρ) =
d∑
j=1
loga qj (bj|
d∑
i=1
pi |ψi) =
d∑
i,j=1
(bj|ψi) pi loga qj.
2Here, for the sake of simplicity, we are tacitly assuming that all pi's and qi's are
non-vanishing, but the proof can be easily ﬁtted to the general case.
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Then
S (ρ ‖ σ) =
d∑
i=1
pi
(
loga pi −
d∑
j=1
Pij loga qj
)
,
where we set Pij := (bj|ψi). Pij's are the entries of a doubly stochastic matrix.
Indeed Pij ≥ 0 because (bj|ψi) ∈ [0, 1]. Then
d∑
j=1
Pij =
d∑
j=1
(bj|ψi) = (e|ψi) = 1;
and, ﬁnally,
d∑
i=1
Pij =
d∑
i=1
(bj|ψi) = d (bj|χ) = d · 1
d
= 1,
where we used the fact that the invariant state χ can be diagonalized with re-
spect to every maximal set of perfectly distinguishable pure states. Since the
logarithm is concave,
∑d
j=1 Pij loga qj ≤ loga
∑d
j=1 Pijqj and one has equality
if and only if there is a j such that Pij = 1. In this way,
S (ρ ‖ σ) ≥
d∑
i=1
pi
(
loga pi − loga
d∑
j=1
Pijqj
)
= −
d∑
i=1
pi loga
ri
pi
,
where we set ri :=
∑d
j=1 Pijqj. Since ri ≥ 0 and
∑d
i=1 ri = 1 because P
is doubly stochastic, by lemma 6.4.11, the right-hand side is always non
negative, therefore S (ρ ‖ σ) ≥ 0. Moreover, S (ρ ‖ σ) = −∑di=1 pi loga ripi if
and only if there is a j such that Pij = 1, namely Pij's are the entries of
a permutation matrix. In this case, −∑di=1 pi loga ripi vanishes if and only if
ri = pi for every i. Relabelling the pure states that appear the diagonalization
of σ, one can take Pij to be δij (recall that P is now a permutation matrix).
This means that qi = pi for every i, and Pij = (bj|ψi) = δij. This implies
that ψi = ϕi for every i by proposition 5.1.9. Then σ =
∑d
i=1 piψi. Therefore
we conclude that S (ρ ‖ σ) = 0 if and only if ρ = σ.
Now we can apply this result to prove subadditivity of Shannon entropy,
namely that S (ρAB) ≤ S (ρA)+S (ρB), where ρAB is a generic bipartite state
and ρA and ρB are its two marginals on system A and B respectively.
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Proposition 7.3.6 (Subadditivity). Shannon entropy is subadditive, namely
S (ρAB) ≤ S (ρA) + S (ρB) ,
and it is additive if and only if ρAB is a product state.
Proof. Let us apply Klein's inequality when ρ = ρAB and σ = ρA ⊗ ρB. We
have
− (loga ρ|ρ)AB ≤ − (loga σ|ρ)AB .
The left-hand side is Shannon entropy of ρ, so we have S (ρ) ≤ − (loga σ|ρ)AB.
Let us characterize − (loga σ|ρ)AB. Recalling that σ = ρA ⊗ ρB, we have
(loga σ|AB =
d∑
i,j=1
loga piqj (ai|A (bj|B , (7.1)
where ρA =
∑d
i=1 piαi and ρB =
∑d
j=1 qjβj are diagonalizations of ρA and ρB
respectively, with perfectly distinguishing tests {ai} and {bj}. Now, let us
rewrite eq. (7.1) as
d∑
i,j=1
loga piqj (ai|A (bj|B =
d∑
i,j=1
(
loga pi (ai|A (bj|B + loga qj (ai|A (bj|B
)
=
=
d∑
i=1
loga pi (ai|A
(
d∑
j=1
bj
∣∣∣∣∣
B
+
d∑
j=1
loga qj
(
d∑
i=1
ai
∣∣∣∣∣
A
(bj|B =
=
d∑
i=1
loga pi (ai|A (e|B +
d∑
j=1
loga qj (e|A (bj|B .
Now we are ready to compute − (loga σ|ρ)AB.
− (loga σ|ρ)AB = −
d∑
i=1
loga pi (ai|A (e|B |ρ)AB −
d∑
j=1
loga qj (e|A (bj|B |ρ)AB =
= −
d∑
i=1
loga pi (ai|ρ)A−
d∑
j=1
loga qj (bj|ρ)B = −
d∑
i=1
pi loga pi−
d∑
j=1
qj loga qj =
= S (ρA) + S (ρB) .
We have then S (ρAB) ≤ S (ρA) + S (ρB). Throughout the proof, equality
holds if and only if ρ = σ, namely ρAB = ρA⊗ ρB. This proves that Shannon
entropy is additive if and only if a bipartite state is a product state.
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One might wonder if subadditivity is merely a coincidence of the func-
tional expression of Shannon entropy or has a more fundamental nature. If
its nature were more fundamental, this would mean that a generic bipartite
state is not more mixed than the product of its marginals. The following
counter-example [11] shows that subadditivity does not hold for Rényi en-
tropies with α 6= 1, so it is a mere coincidence due to the functional form of
Shannon entropy.
Example 7.3.7. Let us consider the composition of two g-bits and the di-
agonalization of the bipartite state
ρAB = (pq + ε)α1 ⊗ β1 + [p (1− q)− ε]α1 ⊗ β2+
+ [(1− p) q − ε]α2 ⊗ β1 + [(1− p) (1− q) + ε]α2 ⊗ β2,
where p, q ∈ (0, 1), but p, q 6= 1
2
. Actually, we have a family of states, each
one labelled by an ε ≥ 0. If ε = 0, then ρAB is a product state and its
marginals are
ρA = pα1 + (1− p)α2 ρB = qβ1 + (1− q) β2. (7.2)
According to subadditivity, the maximum Shannon entropy is achieved when
the state is a product state, that is when ε = 0. If this property holds for
every Rényi entropy, then one must have Sα (ρAB) ≤ Sα (ρA) + Sα (ρB) for
every α ≥ 0, where ρA and ρB are deﬁned in eq. (7.2). This means that
Sα (ρAB) has a maximum for ε = 0. Let us see if the function
g (ε) = (pq + ε)α + [p (1− q)− ε]α + [(1− p) q − ε]α + [(1− p) (1− q) + ε]α ,
which is diﬀerentiable in ε, has a maximum for ε = 0. If α = 0, g (ε) = 4
and therefore S0 (ρAB) = S0 (ρA) + S0 (ρB) always. This clearly contradicts
subadditivity. We can now suppose α > 0. Computing the ﬁrst derivative of
g (ε), and evaluating it for ε = 0, we obtain
g′ (0) = α
[
(pq)α−1 − [p (1− q)]α−1 − [(1− p) q]α−1 + [(1− p) (1− q)]α−1]
Note that the expression is well-deﬁned even for 0 < α < 1, because p, q ∈
(0, 1). It is convenient to set t := pα−1, u := qα−1, v := (1− p)α−1 and
w := (1− q)α−1. In this way, one has g′ (0) = 0 if and only if
(t− v) (u− w) = 0.
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This happens if and only if t = v or u = w. Let us solve then
pα−1 = (1− p)α−1 ,
that is (
p
1− p
)α−1
= 1.
A trivial solution is when p = 1 − p, namely p = 1
2
, but this is excluded by
hypothesis. Then it must be α = 1. A similar line of reasoning applies also
for q. This proves that we really have an extreme of g (ε) for ε = 0 if and
only if α = 1.
We conclude that the only subadditive Rényi entropy is Shannon entropy
(α = 1).
Hence, subadditivity does not come from a fundamental reason concern-
ing mixedness.
Let us now explore some other properties of Shannon entropy. These will
be essentially corollaries of subadditivity.
Recall that if a bipartite state ρAB is pure, then its two marginals have
the same eigenvalues (see section 5.2). This clearly means that they have
the same Shannon entropy, so subadditivity reads S (ρA) ≥ 0, with equality
if and only if the bipartite pure state is in fact a product state, for we have
S (ρA) +S (ρB) ≥ S (ρAB), but S (ρAB) = 0 and S (ρA) = S (ρB), because the
two marginals have the same eigenvalues. This is nothing but the statement
that the marginal of a bipartite pure state can be mixed and in particular it
is pure (S (ρA) = 0) if and only if the bipartite pure state is a product state
(see proposition 4.1.2).
But we can say something more even in the case when the bipartite state
is not a pure state, thanks to triangle inequality.
Proposition 7.3.8 (Triangle inequality). Shannon entropy fulﬁls triangle
inequality, namely
S (ρAB) ≥ |S (ρA)− S (ρB)| .
Proof. Let us consider a puriﬁcation of |Ψ)ABE of |ρ)AB with purifying system
E. Let us apply subadditivity to system AE.
S (ρAE) ≤ S (ρA) + S (ρE)
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Since ABE is in a pure state, as we noticed above, the marginals on each
couple of systems (e.g. AE and B) have the same Shannon entropy. Therefore
S (ρAE) = S (ρB) and S (ρE) = S (ρAB). Hence,
S (ρB) ≤ S (ρA) + S (ρAB) ,
that is
S (ρAB) ≥ S (ρB)− S (ρA) .
Since the situation is symmetrical for A and B, one concludes that
S (ρAB) ≥ |S (ρA)− S (ρB)| .
If we sum up all the result, we have
|S (ρA)− S (ρB)| ≤ S (ρAB) ≤ S (ρA) + S (ρB) .
7.4 A derivation of the second law of thermo-
dynamics
Subadditivity is the key ingredient in deriving an inequality that can be in-
terpreted as a form of second law of thermodynamics, even though, in our
framework, the physical interpretation is still open. However, the important
point is that this inequality is derived from a function measuring mixedness,
which shows that measures of mixedness play a central role in thermodynam-
ics.
Our proof follows the one given in [16] very closely. Suppose we are in a
physical theory in which time evolution for an isolated system is given by a
one-parameter subgroup of reversible channels {Ut}t∈R.
Consider a system A and the environment E and suppose they are com-
pletely uncorrelated at the initial time t = 0, i.e. system AE is in a product
state ρA ⊗ ρE. According to additivity of Shannon entropy, we have
S (ρA ⊗ ρE) = S (ρA) + S (ρE) .
Now consider system AE at a time t > 0. In general, the state ρ′AE =
Ut (ρA ⊗ ρE) will be no more a product state.
ρ′AE
A
E
=
ρA A
Ut
A
ρE E E
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However, since reversible channels preserve mixedness, we are sure that ρ′AE
is as mixed as ρA⊗ρE (see proposition 7.2.3), and this means that S (ρ′AE) =
S (ρA ⊗ ρE). By subadditivity,
S (ρ′AE) ≤ S (ρ′A) + S (ρ′E) ,
where ρ′A and ρ
′
E are the marginals of ρ
′
AE on the system and on the envir-
onment respectively. Putting all together, we have
S (ρ′A) + S (ρ
′
E) ≥ S (ρA) + S (ρE) .
This inequality can be read as the sum of the entropies of the system and
of the environment is non-decreasing. This sounds like a second law of
thermodynamics. Nevertheless, this is essentially a mathematical result; so
far there is no physical meaning behind Shannon entropy and there is even
less meaning in thinking at the sum of Shannon entropies of the system and of
the environment as the entropy of the universe. Indeed, one may argue that
the actual ﬁnal entropy of the universe is S (ρ′AE) and not S (ρA) + S (ρE).
Conclusions
Starting from the puriﬁcation postulate, we developed a theory for quan-
tifying and measuring entanglement and mixedness. As a central original
result, we managed to prove that these two seemingly distinct aspects are in
fact two sides of the same phenomenon. This sets forth a close relationship
between entanglement and statistical mixtures, and assigns a primary role
in the foundations of statistical physics to pure-state entanglement. In this
vein, even stochastic processes, namely processes naturally involving mixed-
ness, can be realized in a pure and reversible fashion exploiting entanglement.
As a side, but not minor, result, we managed to prove an abstract version
of Lo-Popescu theorem, an important result about a class of communication
protocols, LOCC protocols.
In a general probabilistic theory, mixed states are far from being dens-
ity operators. However, we managed to devise a diagonalization procedure
that enables us to deﬁne the analogy of eigenvalues. This was achieved by
introducing a further axiom regarding distinguishability of states.
In this way, we managed to associate a set of eigenvalues with every mixed
state even in general probabilistic theories. We then exploited eigenvalues to
turn the issue of quantifying mixedness from an operational issue to an issue
concerning real numbers.
Thus, the theory of majorization came to the aid of us, and we proved
it to be an equivalent means to compare mixedness of states. Since we were
looking for a more immediate tool to measure mixedness of a state, we turned
our attention to Schur-concave functions as measures of mixedness. In par-
ticular, we proved some interesting properties for a particular Schur-concave
function, Shannon entropy, which are completely analogous to the properties
of quantum von Neumann entropy. Eventually, these properties naturally led
to a proof of an inequality that can be interpreted as a second law of thermo-
dynamics. In this way, we showed that measures of mixedness, although they
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may appear as a completely abstract and mathematical tool, play a central
role in deﬁning thermodynamic inequalities. Therefore, entanglement and
mixedness seem to be the key ingredients to build the foundations of ther-
modynamics.
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Appendix A
Some useful mathematical results
In this appendix we collect some interesting (and not too diﬃcult) mathem-
atical results that are used in this work, but that are not completely related
to the subjects presented.
A.1 Some theorems
First of all, we prove a proposition concerning the support of a density op-
erator in a ﬁnite-dimensional Hilbert space.
Proposition A.1.1. Suppose ρ and σ are positive operators such that ρ ≤ σ.
Then the support of ρ is contained in the support of σ.
Proof. Recall that the support of an operator is the orthogonal complement
of its kernel. If V and W are subspaces of a Hilbert space H, then we have
V ⊥ ≤ W⊥ if and only if W ≤ V . Therefore it is enough to prove that
kerσ ≤ ker ρ.
Suppose, by contradiction, that there is a vector |ψ〉 such that 〈ψ|σ |ψ〉 =
0, but 〈ψ| ρ |ψ〉 6= 0. Since ρ is a positive operator, 〈ψ| ρ |ψ〉 > 0. If ρ ≤ σ,
then τ := σ − ρ is another positive operator. We can compute 〈ψ| τ |ψ〉.
〈ψ| τ |ψ〉 = 〈ψ|σ − ρ |ψ〉 = 〈ψ|σ |ψ〉 − 〈ψ| ρ |ψ〉 =
= −〈ψ| ρ |ψ〉 < 0
This contradicts the fact that τ is a positive operator. We then conclude
that kerσ ≤ ker ρ, namely the support of ρ is contained in the support of
σ.
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The next result we present is a theorem by Carathéodory about convex
geometry [81, 82].
Theorem A.1.2 (Carathéodory). Let A
(
Rd
)
be a d-dimensional real aﬃne
space. If a point x lies in the convex hull of a set S ⊆ A (Rd), then it lies in
the convex hull of at most d+ 1 points of S.
Proof. If x is in the convex hull of S, then it can be written as a convex
combination of a ﬁnite number of elements in S.
x =
n∑
i=1
λixi,
where xi ∈ S and λi ≥ 0 for every i, and
∑
i λi = 1. If n ≤ d + 1, there is
nothing to prove. Suppose then that n > d+1. This means that the n−1 > d
vectors xi−x1 (for i ≥ 2) must be linearly dependent. Thus, there exist n−1
not all vanishing real numbers αi such that
∑n
i=2 αi (xi − x1) = 0. If we now
deﬁne α1 = −
∑n
i=2 αi, we have
∑n
i=1 αi = 0 and
∑n
i=1 αi (xi − x1) = 0.
Therefore, we can write, for any µ ∈ R,
x =
n∑
i=1
λixi − µ
n∑
i=1
αi (xi − x1) =
n∑
i=1
(λi − µαi)xi,
where we used the fact that
∑n
i=1 αi = 0. Let us choose µ as
µ := min
1≤i≤n
{
λi
αi
: αi > 0
}
.
Notice that there exists at least one αi which is positive because αi's are
not all 0 and
∑
i αi = 0. In this way, clearly µ > 0, and λi − µαi ≥ 0
and one has equality for the index i that achieves the minimum. In this
way x =
∑n
i=1 (λi − µαi)xi, and the right-hand side is actually a sum with
n − 1 term (one of them vanishes). Besides, ∑ni=1 (λi − µαi) = 1 because∑n
i=1 αi = 0. We managed to write x as a convex combination of n
′ = n− 1
points. If n′ > d + 1, then we repeat this procedure several times, until we
achieve n′ = d+ 1.
We conclude with a mathematical result about preorders.
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Proposition A.1.3. Let (X,.) be a preordered set, where . is not an equi-
valence relation. If x, y ∈ X, deﬁne1 x ∼ y if x . y and y . x. Then ∼ is
an equivalence relation.
We can deﬁne an order ≤ on the set X/ ∼, such that [x] ≤ [y] if x . y,
where [x] and [y] are the equivalence classes of x, y ∈ X.
Proof. It is easy to prove that ∼ is an equivalence relation. Indeed, x ∼ x
because x . x for every x ∈ X, since . is reﬂexive. In addition, if x ∼ y,
then y ∼ x, by deﬁnition of ∼, for every x, y ∈ X. Finally, if x ∼ y, and
y ∼ z, then x ∼ z. Indeed, form the fact that x ∼ y, it follows that x . y
and y . x; and from the fact that y ∼ z, it follows that y . z and z . y.
Since . is transitive, one has x . z and z . x, whence x ∼ z. Therefore, ∼
is an equivalence relation.
Now, ﬁrst of all, let us prove that our deﬁnition of ≤ is well-posed. If we
take x′ ∼ x and y′ ∼ y, we have that x′ . x (and x . x′), and y . y′ (and
y′ . y). Thus, if x . y, then x′ . y′, hence ≤ is well-deﬁned.
Now, let us show that ≤ is an order. It is reﬂexive, for [x] ≤ [x] means x . x,
and this is true because . is reﬂexive. It is transitive, since if [x] ≤ [y] and
[y] ≤ [z], it means that x . y and y . z, whence x . z, because . is
transitive. Thus, it follows that [x] ≤ [z]. Finally, ≤ is also antisymmetric.
Indeed, if [x] ≤ [y] and [y] ≤ [x], this means that x . y and y . x, that is
x ∼ y. Hence [x] = [y].
1If . were an equivalence relation, then x ∼ y, for every y ∈ X, and there would be only
one equivalence class. In this case, the result of proposition A.1.3 would be degenerate.
Bibliography
[1] J. C. Maxwell, The theory of heat, Dover Publications: Mineola, Reprint
2001.
[2] H. Leﬀ, A. F. Rex (ed.), Maxwell demon 2: entropy, classical and
quantum information, computing, IOP Publishing: London, 2003.
[3] L. Szilard, On the decrease of entropy in a thermodynamic system by
the intervention of intelligent beings, Syst. Res. 9, 301 (1929, Reprint
1964).
[4] R. Landauer, Irreversibility and heat generation in the computing pro-
cess, IBM J. Res. Dev. 5, 183 (1961).
[5] R. Faraldo, A. Saggion, L'osservatore in termodinamica (The observer
in thermodynamics), unpublished research note.
[6] E. A. Guggenheim, Thermodynamics, Elsevier: Amsterdam, 1967.
[7] C. H. Bennet, Logical reversibility of computation, IBM J. Res. Dev. 17,
525 (1973).
[8] E. Fredkin, T. Toﬀoli, Conservative logic, Int. Journ. Theor. Phys. 21,
219 (1982).
[9] J. A. Wheeler, Information, physics, quantum: the search for links, in
Complexity, entropy and the physics of information, W. H. Zurek (ed.),
Addison-Wesley: Boston, 1990, p. 5.
[10] G. Chiribella, G. M. D'Ariano, P. Perinotti, Quantum theory, namely
the pure and reversible theory of information, Entropy, 14(10), 1877
(2012).
192
BIBLIOGRAPHY 193
[11] W. Thirring, Quantum mathematical physics, Springer: New York, 2003.
[12] S. Popescu, A. J. Short, A. Winter, Entanglement and the foundations
of statistical mechanics, Nature Physics 2, 754 (2006).
[13] J. Gemmer, A. Otte, G. Mahler, Quantum approach to a derivation of
the second law of thermodynamics, Phys. Rev. Lett. 86, 1927 (2001).
[14] K. Huang, Statistical mechanics, Wiley: Hoboken, 1988.
[15] E. Schrödinger, Discussion of probability relations between separated sys-
tems, Proc. Camb. Phil. Soc. 31, 555 (1935).
[16] J. Preskill, Lecture notes on quantum computation, http://www.
theory.caltech.edu/people/preskill/ph229/.
[17] M. A. Nielsen, I. L. Chuang, Quantum computation and quantum in-
formation, Cambridge University Press: Cambridge, 2010.
[18] L. Maccone, L. Salasnich, Fisica moderna. Meccanica quantistica, caos
e sistemi complessi (Modern physics. Quantum mechanics, chaos and
complex systems), Carocci: Roma, 2008.
[19] M. A. Naimark, Iza. Akad. Nauk USSR, Ser. Mat. 4, 277 (1940).
[20] W. F. Stinespring, Positive functions on C∗-algebras, Proc. Amer. Math.
Soc. 6, 211 (1955).
[21] M. Ozawa, Quantum measuring processes of continuous observables, J.
Math. Phys. 25, 79 (1984).
[22] K. Kraus, States, eﬀects and operations: fundamental notions of
quantum theory, Lecture Notes in Physics, Springer: Berlin, 1983.
[23] K.-E. Hellwig, K. Kraus, Pure operations and measurements, Commun.
Math. Phys. 11, 214 (1969).
[24] K.-E. Hellwig, K. Kraus, Operations and measurements II, Commun.
Math. Phys. 16, 142 (1970).
[25] P. Janotta, H. Hinrichsen, Generalized probability theories: what determ-
ines the structure of quantum physics?, arXiv:1402.6562 [quant-ph].
BIBLIOGRAPHY 194
[26] L. Hardy, R. Spekkens, Why physics needs quantum foundations, Phys.
Can. 66 (2), 73 (2010).
[27] P. Ball, Physics: Quantum quest, Nature 501, 154 (2013).
[28] G. W. Mackey, Mathematical foundations of quantum mechanics, Dover
Publications: Mineola, Reprint 2004.
[29] G. Ludwig, Foundations of quantum mechanics, Springer: Berlin, 1983.
[30] G. Ludwig, An axiomatic basis for quantum Mechanics, Vol. 1: Deriv-
ation of Hilbert Space Structure, Springer: Berlin, 1985.
[31] B. Coecke, Quantum picturalism, Contemporary Physics 51, 59 (2010).
[32] L. Hardy, Quantum theory from ﬁve reasonable axioms, arXiv:quant-
ph/0101012.
[33] G. M. D'Ariano, Probabilistic theories: what is special about quantum
mechanics?, in Philosophy of Quantum Information and Entanglement,
A. Bokulich, G. Jaeger (eds.), Cambridge University Press: Cambridge,
2010, pp. 85126.
[34] P. Goyal, K. H. Knuth, J. Skilling, Origin of complex quantum amp-
litudes and Feynman's rules, Phys. Rev. A 81, 022109 (2010).
[35] B. Daki¢, C. Bruckner, Quantum theory and beyond: is entanglement
special?, in Deep beauty: Understanding the quantum world through
mathematical innovation, H. Halvorson (ed.), Cambridge University
Press: Cambridge, 2011, pp. 365392.
[36] L. Masanes, M. Müller, A derivation of quantum theory from physical
requirements, New J. Phys. 13, 063001 (2011).
[37] L. Hardy, Reformulating and reconstructing quantum theory,
arXiv:1104.2066 [quant-ph].
[38] L. Masanes, M. P. Müller, R. Augusiak, D. Perez-Garcia, A digital ap-
proach to quantum theory, PNAS 110, 16373 (2013).
[39] G. Chiribella, G. M. D'Ariano, P. Perinotti, Probabilistic theories with
puriﬁcation, Phys. Rev. A 81, 062348 (2010).
BIBLIOGRAPHY 195
[40] G. Chiribella, G. M. D'Ariano, P. Perinotti, Informational derivation of
quantum theory, Phys. Rev. A 84, 012311 (2011).
[41] B. Coecke, Kindergarten quantum mechanics, arXiv:quant-ph/0510032.
[42] P. Selinger, A survey of graphical languages for monoidal categories,
Springer Lecture Notes in Physics 813, 289 (2011).
[43] S. Mac Lane, Categories for the working mathematician, Springer: New
York, 1971.
[44] W. K. Wootters, Local accessibility of quantum states, in Complexity,
entropy and the physics of information, W. H. Zurek (ed.), Addison-
Wesley: Boston, 1990, p. 39.
[45] S. Popescu, D. Rohrlich, Quantum nonlocality as an axiom, Found. Phys.
3, 379 (1994).
[46] J. Barrett, Information processing in generalized probabilistic theories,
Phys. Rev. A 75, 032304 (2007).
[47] H. Barnum, J. Barrett, M. Leifer, A. Wilce, A generalized no-
broadcasting theorem, Phys. Rev. Lett. 99, 240501 (2007).
[48] H. Barnum, A. Wilce, Information processing in convex operational the-
ories, Electronic Notes in Theoretical Computer Science 270 , 3 (2011).
[49] L. Hardy, Towards quantum gravity: a framework for probabilistic the-
ories with non-ﬁxed causal structure, J. Phys. A 40, 3081 (2007).
[50] G. Chiribella, G. M. D'Ariano, P. Perinotti, Transforming quantum op-
erations: quantum supermaps, Europhysics Letters 83, 30004 (2008).
[51] M.-D. Choi, Completely positive linear maps on complex matrices, Lin.
Alg. Appl. 10, 285 (1975).
[52] A. Jamioªkowski, Linear transformations which preserve trace and pos-
itive semideﬁniteness of operators, Rep. Math. Phys. 3, 275 (1972).
[53] G. B. Folland, A course in abstract harmonic analysis, CRC Press: Boca
Raton, 1995.
BIBLIOGRAPHY 196
[54] M. Horodecki, P. Horodecki, J. Oppenheim, Reversible transformations
from pure to mixed states, and the unique measure of information, Phys.
Rev. A 67, 062104 (2003).
[55] C. H. Bennett, G. Brassard, S. Popescu, B. Schumacher, J. A. Smolin,
W. K. Wootters, Puriﬁcation of noisy entanglement and faithful tele-
portation via noisy channels, Phys. Rev. Lett. 76, 722 (1996).
[56] C. H. Bennett, D. P. DiVincenzo, J. A. Smolin, W. K. Wootters, Mixed-
state entanglement and quantum error correction, Phys. Rev. A 54, 3824
(1996).
[57] M. Cailotto, Algebra e geometria lineari e quadratiche, prima parte (Lec-
ture notes on linear and quadratic algebra and geometry, 1st part),
http://www.math.unipd.it/~maurizio/.
[58] A. Facchini, Algebra e matematica discreta (Algebra and discrete math-
ematics), Zanichelli: Bologna, 2000.
[59] M. A. Nielsen, Conditions for a class of entanglement transformations,
Phys. Rev. Lett. 83 (2), 436 (1999).
[60] A. Uhlmann, Sätze über dichtematrizen, Wiss. Z. Karl-Marx-Univ.
Leipzig 20, 633 (1971).
[61] A. Uhlmann, Endlich-dimensionale dichtematrizen I, Wiss. Z. Karl-
Marx-Univ. Leipzig 21, 421 (1972).
[62] A. Uhlmann, Endlich-dimensionale dichtematrizen II, Wiss. Z. Karl-
Marx-Univ. Leipzig 22, 139 (1973).
[63] H.-K. Lo, S. Popescu, Concentrating local entanglement by local actions:
beyond mean values, Phys. Rev. A 63, 022301 (2001).
[64] H. Barnum et al., Entropy and information causality in general probab-
ilistic theories, New J. Phys. 12, 033024 (2010).
[65] A. J. Short, S. Wehner, Entropy in general physical theories, New J.
Phys. 12, 033023 (2010).
[66] G. Kimura, K. Nuida, H. Imai, Distinguishability measures and entropies
for general probabilistic theories, Rep. Math. Phys. 66, 175 (2010).
BIBLIOGRAPHY 197
[67] M. O. Lorenz, Methods of measuring concentration of wealth, J. Amer.
Statist. Assoc. 9, 209 (1905).
[68] A. W. Marshall, I. Olkin, B. C. Arnold, Inequalities: theory of majoriz-
ation and its applications, Springer: New York, 2011.
[69] G. H. Hardy, J. E. Littlewood, and G. Pólya, Inequalities, Cambridge
University Press: Cambridge, 1952.
[70] G. Birkhoﬀ, Tres observaciones sobre el algebra lineal, Univ. Nac. Tu-
cumán Rev. Ser. A 5, 147 (1946).
[71] A. M. Ostrowski, Sur quelques applications des fonctions convexes et
concaves au sens de I. Schur, J. Math. Pures Appl. 31, 253 (1952).
[72] R. F. Muirhead, Some methods applicable to identities and inequalities
of symmetric algebraic functions of n letters, Proc. Edinburgh Math.
Soc. 21, 144 (1903).
[73] T. Ando, Majorization, doubly stochastic matrices, and comparison of
eigenvalues, Hokkaido University: Sapporo, 1982.
[74] C. E. Shannon, A mathematical theory of communication, Bell System
Tech. J. 27, 379 (1948).
[75] A. Rényi, On measures of information and entropy, Proceedings of the
fourth Berkeley Symposium on Mathematics, Statistics and Probability
1960, 547 (1961).
[76] T. M. Cover, J. A. Thomas, Elements of information theory, Wiley:
Hoboken, 2006.
[77] S. Kullback, R. A. Leibler, On information and suﬃciency, Ann. Math.
Stat. 22, 79 (1951).
[78] W. Hässelbarth, The incompleteness of Rényi entropies, Theor. Chim.
Acta 70, 119 (1986).
[79] H. Umegaki, Conditional expectation in an operator algebra. IV. Entropy
and information, Kodai Math. Sem. Rep. 14, 59 (1962).
BIBLIOGRAPHY 198
[80] H. Araki, E. H. Lieb, Entropy inequalities, Comm. Math. Phys. 18, 160
(1970).
[81] C. Carathéodory, Über den variabilitätsbereich der fourier'schen kon-
stanten von positiven harmonischen funktionen, Rendiconti del Circolo
Matematico di Palermo 32, 193 (1911).
[82] E. Steinitz, Bedingt konvergente Reihen und konvexe Systeme, J. Reine
Angew. Math. 143, 128 (1913).
