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Abstract 
Consider ap-variate counting process N = (Nll)) with jump times {z([ ), z~2 ~ . . . .  }. Suppose that 
the intensity of jumps 2 ") of N ~i) at time t depends on the time since its last jump as well as on the 
times since the last jumps of the other components, i.e. 2")(0 = c~(~)(t _ ~-(x~N,,v_ ~, • " ' t - L~IP)N,,,~t_ )'
where the a"~s are unknown, nonrandom functions. 
From observing one single trajectory of the process N over an increasing interval of time we 
estimate nonparametrically the functions at~. The estimators are shown to be uniformly 
consistent over compact subsets. We derive a nonparametric asymptotic test for the hypothesis 
that 7~)(xa, .. . ,  xp) does not depend on x2, . . . ,  Xp, i.e. that N ~ is a renewal process. 
The results obtained are applied in the analysis of simultaneously recorded neuronal spike 
train series. In the example given, inhibition of one neuron (target) through another neuron 
(trigger) is characterized and identified as a geometric feature in the graphical representation f 
the estimate ofc~ "~ as a surface. Estimating the intensity of the target as a function of time of only 
the most recent rigger firing the estimate isdisplayed as a planar curve with a sharp minimum• 
This leads to a new method of assessing neural connectivity which is proposed as an alternative 
to existing cross-correlation-based m thods. 
Keywords: Counting process regression; Nonparametric functional estimation; Intensity; Mar- 
kov process; Renewal process; Martingale central imit theorem; Hazard estimation; Kernel 
function smoothing; Goodness-of-fit test; Neuronal spike trains; Biological neural networks; 
Synaptic onnectivity; Inhibition 
AMS classification: Primary 62G07; Secondary 60G55; 62M05; 62M10; 62P10 
1. Introduction and summary 
Consider  a (p + 1)-variate counting process N = (N, N ~1) . . . . .  N~P)), i.e. a process 
with right cont inuous trajectories which are constant except for jumps of unit size at 
random times {T1, 2"2, .. }, {"C(11), 27 (1) . . . .  } . . . . .  {"gllP) , T (p), • 2 2 ... }. For  a general Mar -  
kovian interval process the intensity of every component  of N at t may depend on the 
times passed since any finite number of previous jumps of its own and of the other 
components.  More precisely, with N(t - )  as left l imit of N at t, we assume that 
N( . )  = ~i ~(t -- ~N,-~ . . . . .  t - "CN(t_)- k 
~(P) z Cp) ~dt t -  u,,,¢,_ ~ . . . . .  t -  U'"'¢,-)-kp~ + M( ' )  (1.1) 
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where _~ = (~, e(i)) is a vector of nonnegative, nonrandom functions and the compo- 
nents of M are orthogonal, ocally square integrable martingales with respect o the 
underlying filtration ~ generated by the internal history of the process and satisfying 
the "usual conditions", see Andersen et al. (1992, p. 60). 
Model (1.1) was introduced by Cox and Lewis (1972) for the case p = 1 and 
k = kl = 0 and named Markovian interval process, abbreviated Mip. This model is 
a generalization of a family of independent renewal processes N li~ for which 
a(i)(Xl, ... ,xp) is a function of its ith variable only. It has been studied by Arjas et al. 
(1985) and by Slud (1984), who show ergodicity of the backwards recurrence process 
_6) (t - rN(o, t - ~N,,,(tl, i = 1 . . . . .  p). It can be applied, for example, when components of
a system do not fail independently of each other because the ages of some components 
influence the residual life of the others. Below, this model is applied in the analysis of 
bivariate neuronal spike train series. 
We consider the problem of nonparametric functional estimation of the unknown 
as well as the related problem of testing the hypothesis of independence of ~ from 
some of its variables. Only one single trajectory of N is observed over time. 
Treating all variables in ~ except t -  ~N(t-) as covariates, we consider (1.1) a 
multivariate nonparametric counting process regression model. Inference in gen- 
eral semimartingale r gression models is studied in McKeague and Utikal (1990a) 
s and their estimator of ~O~o~(V, x)dxdv is used to construct an estimator of 
using kernel function smoothing methods. This approach also leads to the con- 
struction of a test that a counting process is a renewal process versus the alternative 
of being a component N of a multivariate Mip N. The test is proposed as an 
alternative to assessing dependence among counts by cross-correlation methods as 
e.g. in Daley and Vere-Jones (1988). The method is independent of stationarity 
assumptions and can be generalized by incorporating other ~-predictable covariates 
into the model (1.1). 
The asymptotic properties of the estimators and test statistics are studied for 
successively refined smoothers as the time of observing N tends to infinity. We show 
uniform consistency of the estimators over compact subsets. The proposed test 
statistic is shown to have an asymptotic chi-square distribution. The estimators and 
test statistics are defined in Section 2 and their asymptotic properties are studied in 
Section 3. 
In Section 4 we show how this theory can be applied in the analysis of a bivariate 
series of neuronal spike trains. In the example considered one of the neurons is known 
to inhibit the other, i.e. the discharge of its action potential leads to decreased firing 
probabilities of the other over a range of time. This property is manifested as 
a geometric characteristic of the intensity and clearly reflected in the representation f 
its estimate as a perspective surface plot in three-dimensional space. This gives rise to 
new methods of inference on neural connectivity which are further developed in 
Utikal (1994b, 1995a, b). 
In Section 5 we give the proofs of the theorems stated in Section 3. Our main tools 
are intensity-based counting process and martingale theory. The proofs rely on 
a decomposition of the trajectory of N into one-step counting processes accompanied 
by the backwards recurrence times of N (1) . . . . .  N I~'1 as covariates. The analysis is 
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complicated considerably by the fact that, given the covariate information in the 
sample, these one-step jump processes are not independent, not even under the 
hypothesis that the components of N are independent renewal processes. Their 
compensators are intractable and have to be approximated by time discretization and 
quantization of the covariates under a rate that drives the bias generated thereby to 
zero fast enough. 
2. Model and estimators 
We reparametrize the model by introducing the covariate vector 
Z( t )  = (T,N(t) - -  7]N(t) -1,  . . .  ,'CN(t) - -  "~N(t)-k,  " ' ' ,  
~(p)  _(p)  x 
~N(t) - -  ~ N(P~(t), . ' '  , TN(t) - -  ~" N~P~(t)-kpJ. 
In this notation we write the first component of model (1.1) as 
N(') = f l  ~(t - zutt-), Z(t-))dt + M(') (2.1) 
while the remaining components of the model remain unchanged. 
We define estimators for e(s, z) and A(s, z) = ~o e(v, z)dv. The space of the covariate 
is partitioned into bounded strata J1, ~¢2, ..- With the observed trajectory of N over 
[0, t] we associate a family of counting processes indexed by the stratification. 
Accordingly, with a/x b = min {a, b} we define for fixed t and variable s the sum of 
counting processes 
N(t, s, .~g) = L I{z)+ 1 ~< (zj + s)A t} I{Z((zj + s) A Zj+~ --)~Jk}, 
j= l  
where I {x e A} denotes the indicator function of the set A. This way N(t, s, ~¢k) counts 
those jumps of N that occur within s units of time, provided the covariate lies in the 
range of Jk. Correspondingly, define the numbers at risk 
Y(t,S, Jk)= L I{Zj+ S~< Zj+IAt} I{Z(zj+ S--)~Jk}. 
j= l  
Over each stratum we compute the Nelson-Aalen estimator 
A(t, s, z) = fo N(t,dV,y (t  v, Jk)Jk) (2.2) 
if z ~ Jk. All throughout we use the convention 0/0 = 0. Integrating over the values of 
z we introduce the process 
~(t, s, ~) = f~ A(t, s, z)dz (2.3) 
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Using if(t, s, J )  as an estimator of d(s ,  jr) = L fo~( v, z)dvdz we propose the 
following estimators for A(., z) = ~0 ~(v, z)dv and, using the method of smoothing by 
kernel functions, for ~(', .) 
s, z) = f K, (z - x))  C(t, s, Ox), (2.4) 
, f ( ,  ) ~(t, s, z) = ~ K2 ~ (s - v) i](t, dr, z), (2.5) 
where K is the dimension of z, K1, Kz are nonnegative kernel functions of bounded 
variation with compact support and integral one, and bt, b, are bandwidth para- 
meters. 
Under the null hypothesis that e does not depend on its second argument, i.e. 
e(s, z) = e(°)(s) for s within some finite range of time (chosen for simplicity as the unit 
interval) for some unknown function e(o) and all z e~,  a bounded set, another 
estimator of d(s ,  J )  = ~.~ dx So a(°)(v) dv is obtained by 
~dno(t, s, Y) = l ( J )  fo dN(t, dr, J )  
Y(t, v, J )  ' 
where l( J)  is the Lebesgue measure of ~¢ = ql. We consider its discretization over 
a partition of the time axis into intervals of equal ength (v, v + Av), v = 0, 1/d, 2/d . . . .  
and Av = 1/d. Defining the forward difference A~N(v) = N(v + Av) - N(v), we intro- 
duce the processes 
A~n(t, v, J )  (2.6) 
A( t , s , J )=  ~ Y( t ,v , J )  ' 
v<$ 
Y( t ,  s, Y )  = [ A(t, s, z)dz, (2.7) 
,3.f 
where A(t, x, z) = A(t, x, Jk) if z 6 Jk and 
Jno(t, s, Y) = l(Y) .,t(t, s, Y). (2.8) 
Thus, we will reject Ho if the standardized mean square sum of ~-  Jno evaluated 
over the rectangles of a discrete grid in [0, i] × ~ is significantly different from zero. 
3. Results 
In this section we study the asymptotic behavior of the processes (2.4)-(2.8) as 
t ~ .  For simplicity, we will state and prove results only for the case p = 1, 
k = kl = 0, b, = by. With increasing time we refine a partition of the region of interest 
q/, chosen as a bounded, open, nonnegative interval with closure ~, into subintervals 
J ,  of length l(J,) = 1/d, for r = 1, 2 . . . .  Then under the assumptions to be stated, the 
estimators _4 and ~ are shown to be uniformly consistent on compact sets as d, ~ 
and b, ~ 0. Also, under the hypothesis that 
Ho: ~(x,y) = ~(°)(x) for all yE~ 
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for some unknown 7(o), the asymptotic distribution of the difference between a f  and 
ffno defined in (2.7), (2.8) is found. This leads to an asymptotic chi-square goodness-of- 
fit test as shown below. We assume throughout that ~ is continuous and positive in an 
P 
open region containing [0, 1] x ~. The symbol ~ denotes convergence in probability 
and ~ --+ convergence in distribution. 
Theorem 3.1. (a) l fb,  d, ~00 such that (dt/btx~tt) -*0 then A e -~ A uniformly on com- 
pact subsets of [0, 1] × .~'. 
(b) / f  in addition b2dt~oo such that (dz/b2~t)-~O then ~ e ~ uniformly on 
compact subsets of(0, 1) x q/. 
In the following theorem we study the asymptotic finite-dimensional distributions 
of the random field ~qT- ffHo in terms of its increments over rectangles in the plane. 
For any rectangles Vi x W2 with Vi = (vii, vi2) and Wj = (wjl, w22) and a random field 
m, define the increment of m over Vi x W2 as 
m(V i × Wj )  = m(v i2  , wj2 ) - m(v i l  , wj2 ) --  m(v iz  , w j l  ) + re (v i i  , Wjl  ). (3.1) 
The following theorem characterizes the asymptotic distribution of increments of 
~7_  '~no" Also, for simplicity, we will use the abbreviations 
t A,N(t, x, Jr) AsN(t, x, ~l) 
AsCr(s) - d2 y2(t 'x'  J~) ' A,Cno(S) = t yZ(t ,x, ql) 
Moreover, l (W) denotes the Lebesgue measure of W and A~A denotes the size of the 
jump of ,4 at s. 
Theorem 3.2. Assume Ho and 
d t = t 1/4-~ (3.2) 
.for some 6e(0, ¼). Then for any (.finite) collection of k rectangles Vi x W2 the k- 
dimensional vectors 
x / t ( (~f -  ffno)(Vi x Wj)) -% (m(Vi x Wj)) 
as t--+oo where (m(V i × Wj)) is zero mean Gaussian with a covariance that can be 
estimated consistently by 
(6~(m(V~ x W~), m(V2 x W2)) 
seVtc~V2 r/d~ c~W 2 r/dEW2 r/deWl 
l(WOl(Wz) (A~CHo)2}. (3.3) + 
We generally expect the limit of c~ to be a matrix of full rank. In this case the 
inverse is of a simple structure and can be found explicitly with the help of a symbolic 
computations program e.g. Maple. For explicit computations of an estimator of its 
inverse we refer to Utikal (1994a). 
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A test of linear trend in the covariate, i.e. of the hypothesis Ho : ~(s, z) = ~¢°)(s) z, 
where ~¢o) is unknown, can be constructed in a similar way. For this we compare 
af(t, s, J )  as defined in (2.7) with afno(t, s, J )  = ½/]¢°)(t, s) / ( j )2 where ~]¢°)(t, s) is the 
Aalen estimator of the cumulative hazard A¢°~(s)= So~¢°)(v)dv. More general hy- 
potheses could be tested by using in a similar way Aalen's additive risk model or some 
proportional hazards model; see McKeague and Utikal (1991). 
We note that more than Theorem 3.2 can be shown with a little more effort. It is 
true that ~/ t (~7-  afHo) converge as processes to rn weakly in the Skorohod space 
D([0, 1] 2) where m is a Gaussian random field with covariance structure given above; 
see Lemma 7 of Utikal (1995c). However, for the practical purpose of deriving 
a chi-square statistic the theorem is sufficient as stated above. On the other hand, 
convergence of
xfi(~g(t, s), E0, z]) - ~.o(t ,  s, E0, z])) 
for t---,oo in D([0, 1] 2) seems to be more difficult to prove; the problem is that of 
uniformly approximating ~& by ~Tand ~Ho by ,~fHo at rate Op(1/x~). 
4. Application: Analysis of neural spike train series 
The statistical analysis of firing activities of an observed group of neurons is an 
important problem in neurology. The observed firing times of an ensemble of neurons, 
recorded in form of a multivariate series of spike trains, are naturally described by 
multivariate counting processes. The general scientific significance of this data can be 
described as follows, quoting freely from Arms and Camp (1988); see also Brillinger 
(1992): 
Neurons (nerve cells) are the cells that transmit messages in the nervous ystem. The 
messages travel along a neuron's length in the form of electrical impulses or 
"firings". Among one another neurons pass information across synapses. Synaptic 
connections may be excitatory or inhibitory; that is, depending on the type of 
connection, the firing of one (trigger) neuron may make a second (target) neuron 
either more likely or less likely to fire. Neurons may also fire spontaneously with no 
outside stimulus. This way neurons are "wired" to each other at synapses. The 
number and arrangement ofneurons and their synaptic onnections in an animal's 
nervous system determine how the animal responds to stimuli and the kinds of 
behavior it can perform. 
The method proposed here is an attempt o model statistical aspects of neuronal 
firings as a Markovian interval process (Mip) as in (2.1). The counting process 
intensity, modeling the neuronal firing intensity, characterizes the distribution of 
firing times conditional on the firing history of the ensemble. By plotting the estimate 
of the intensity (2.5) and of the cumulative intensity (2.4) it is shown below that 
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Dependence of the firing times of the triggered target neuron on the time since 
its previous most recent firing is recognized as a geometric feature in the gra- 
phical representation of the integrated intensity estimate as a two-dimensional 
surface. 
Inhibition, as dependence of the firing times of the target neuron on the most 
recent firing of the trigger neuron, is recognized as a geometric property of 
the intensity estimates, represented in different forms as surfaces or planar 
curves. 
The method is independent of stationarity assumptions and can be generalized to 
models that incorporate xternal stimuli of the nerve cells that can be approximated 
by spike trains. In this respect the Mip-method is to be considered as an alternative to 
inference based on traditional cross-correlation a alysis as in Perkel et al. (1967). In 
the example given the Mip-method proves to be quite effective in assessing neural 
interaction when compared to an inspection of the cross-correlation histogram 
(CCH). This has been corroborated in further studies of simulated neural firings of 
networks of known circuitry in Utikal (1995a) where it is shown that the CCH may be 
quite inappropriate for revealing a link even for very large samples. 
Earlier attempts to use intensity-based counting process theory for this problem 
have been made. Habib and Sen (1985) estimate intensity functions that change over 
time (as a model for "learning") based on independent replications of observations 
using Aalen's (1978) multiplicative intensity model. Borisyuk et al. (1985) propose to 
fit Cox's (1972) proportional hazards model to a non-stationary series of observations, 
using as covariates the times since the last firing of some or all other neurons under 
observation. In this model a multiplicative nature of the trigger effects on the target is 
assumed. Other multiplicative models are used in Utikal (1995c) to derive tests for the 
presence and nature of effects of one or several triggers on a target. An alternative 
model based on the assumption of additivity of effects has been studied by Chornoboy 
et al. (1986). 
The method is illustrated on a bivariate series of recorded firing times of a pair of 
neurons. These data were obtained by Lindsey et al. (1992) as part of a study of 
respiratory-related neurons in the midline brain stem of a cat. For N, which is known 
to be inhibited by N "), the model fitted 
N( ' )= fi~(t--'(1)~.N(,)(t_), Z ( t - ) )d t  + M( ' ) ,  (4.1) 
where 
z ( r )  = ~('{ N (~(t) -- "ON(t) 
is obtained from (2.1) for p = 2 and kl = k2  = 0 simply by an interchange of N 
and N (1) in the arguments of cc Through this modification a direct study of the 
trigger effect of N (1) is made possible. For other models that incorporate, for 
instance, dependence on the last several firing times of either neuron, see Utikal 
(1994b). 
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The processes needed for computing the estimators (2.4), (2.5) are now 
N(t,s, Jk)= ~ I {VN(~,,)+ , ~ (~1) + s)At} I{VN(~,~)+ , ~< v~l}  I{Z(v~l)~Jk} 
j= l  
which count a jump of N provided the preceding jump of N is a jump of N ~1). 
Correspondingly define the number at risk 
Y(t,s, Jk)= ~ I {v~l) + s<~ rN(~,,)+,At } I{rN(~,,)+ , ~< r~,} l{Z(v~l'~oCk}. 
j=t  
To show the sensitivity of the proposed estimators we begin with a series of only 666 
trigger events as part of a larger series further analyzed below. An estimate (2.4) of the 
cumulative conditional hazard A(s, z)= 5o~(V, z)dv was obtained by smoothing in 
z the doubly cumulative conditional hazard estimate (2.3), using a triangular kernel 
with bandwidth of 100 ms. Such relative large bandwidths were considered to be 
necessary given the roughness of the estimators (2.2) based on a stratification of 
a covariate range of 350ms into 12 regions of equal numbers of observations. 
A surface plot may now be obtained by computing points (s, z, .,](t, s, z)) over a grid in 
the (s, z)-plane and connecting them by polygonal lines in the s- and z-directions. The 
resulting surface is plotted in Fig. 1 from the perspective of an observer in (s, z)-plane 
looking at the origin in the direction of the z-axis, respectively, in the direction of the 
t-axis after deleting all vertical polygonal lines. 
The plot of Fig. 1 (left) shows a synchronous flatness of the displayed curves for 
times around 60 ms in a range of the covariate of up to 250 ms. This indicates 
a diminished firing activity of N after a firing of N ~1) independently of the time since 
the last firing of N. The profile plot for selected values of s (Fig. 1 (right)) indicates 
a positive trend in the hazard of firing with increasing z for all values of s; this trend is 
seen so clearly for moderate values of z that we did not test formally for it. 
.75" 
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"7 " 
88 ~75 
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.00 
18 130 24s 
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Fig. 1. Profiles of 1']. 
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Fig. 2. Surface plot of the estimate & for covariate range 0-500 ms (left) and 0-175 ms (right). 
Fig. 2 shows a plot of the hazard estimate (2.5) of ct(s, z), obtained by smoothing 
~?of (2.3) in s and z with a triangular kernel. By successively refining the bandwidth of 
the smoother in the s-direction to 30 ms we identify parallel ripples for values of 
s < 150 ms and for a range in the covariate up to 175 ms approximately. In the 
following plots we restrict attention to this range. This reduces the total number of 
trigger events to about 300. We note a valley for s ~ 63 ms cutting through the surface 
in the covariate direction and becoming less pronounced for increasing values of the 
covariate. This indicates adiminished hazard of firing of N after a firing of N (1) as is to 
be expected if N (1) inhibits N. It is obvious from the plot that the bandwidth choice of 
30 ms produces an undersmoothed stimate &in most parts of the region considered, 
i.e. where the unknown e is supposedly varying slowly. This choice of bandwidth is 
justified in its global use only to find the local characteristic ofc~ as described above. If 
in addition to detecting neural interactions graphically it is desired to improve 
globally upon the estimator for moderately large samples a variable bandwidth 
selection is called for. 
If we define inhibition of N by N ~1) as a local minimum of ct in s independent of z, 
this quantity can be estimated by collapsing all strata for values of the covariate less 
than 175 ms. The resulting estimate is shown in Fig. 3 (left); the plot of the overall 
hazard rate has a sharp minimum at s ~ 60 ms. 
This is contrasted with the CCH 1 (right) which reveals the same behavior less 
clearly. The effect of diminished firing activity is so strong for the data analyzed here 
that over a certain region the estimate drops to zero. We believe that this behavior is 
consistent with certain multiplicative models as proposed in Utikal (1995b) rather 
than with additive models. 
The high sensitivity of this method can be explained loosely as follows. For 
estimating the intensity of the target, as a function of the time since the last trigger 
1For a partition of the time axis into intervals of equal size with midpoints t~, define CCH(N~, N 2) = Y~i 
ANl(tl)AN2(ti+j), where j = 1, 2 . . . .  
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Fig. 3. ~(s) for collapsed covariate 0 175 ms (left) and CCH (right). Bandwidth of the CCH: 10 ms. 
event, we consider the times after a trigger firing and the following target firing. If the 
trigger fires another time before its previous firing could show an effect on the target, 
we consider the effect due to the previous firing as no longer observable after the 
second firing. However, that a target firing has not taken place during the time of two 
successive trigger firings is vital information, which is to be taken into account in the 
estimation. This approach, familiar from problems of estimating life time distributions 
from censored observations, leads to sharper estimates of neural interaction. Even in 
recent studies of firing time distributions, neural spike train analysts do not seem to 
have recognized this situation. 
Fig. 4 addresses the common concern about "how real" the observed geometric 
featues are. This concern has to be taken seriously in the light of our somewhat 
arbitrary choice of bandwidth parameters and unequal treatment of t- and z-direc- 
tions. For better illustration we now use the full series of almost 4000 triggers and plot 
on a coarser grid. In Fig. 4 (right) we display the estimator &with bandwidth of 30 ms 
in t- and 60 ms in z-direction on data that were obtained by adding 100 ms to each 
firing time of N (]). Applying this "shift control" we compare the surface which shows 
no marked geometric features with Fig. 4 (left) which shows a plot of the estimator 
using the original unshifted ata. This clearly shows the difference using the covariate 
Z as opposed to another uninformative covariate. 
The inhibiting nature of the trigger can be recognized very clearly from this picture 
and is in accordance with Theorem 3.1. However, we note from the plot a slight 
change of the location of the conjectured minimal firing activity to a later time. This 
leads us to further study the data. By dividing the total sample into 10 disjoint 
subsamples of400 triggers each the above analysis is repeated on each subsample. The 
inhibition effect was not always as well pronounced as in the first sample, it seemed to 
vanish over certain periods and reappear at slightly higher times which is where it has 
stabilized as is seen in Fig. 4 (left). We note that any changing nature of the network 
could be hard to recognize from the CCH which for small sample sizes becomes very 
unstable. This aspect has further been studied in Utikal (1995a). In further support of 
the validity of the described method we note that a similar analysis on the same data 
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Fig. 4. Surface plot of the estimate fi(t, z) (left) and shift control (right) from 3984 triggers. 
has been carried out reversing the roles of trigger and target. No trigger effect of N on 
the target N ") could be established. This again is in accordance with the results 
obtained via cross-correlation a alysis by the experimenters. In a further analysis we 
used model (2.1) for p = 2 and k~ = k 2 = 0 instead of (4.1) to estimate the effect of the 
trigger N ") after a target firing N has taken place. No prominent geometric feature 
comparable to that mentioned above has been observed. 
5. Proofs 
The trajectory of N is decomposed into one-step counting processes, each indexed by 
a stratification of the difference between the backwards recurrence times of N and 
N~I); see (5.2). From these processes the estimators (2.2), (2.3) are approximated in (5.5) 
and these in turn are approximated by their discretized time versions (5.7). The 
numbers (5.1) of one-step counting processes generated during the observational time 
of N are approximated by sequences of nonrandom numbers in Lemma 1. Hence, we 
compute an approximation to (5.7) based on fixed numbers of observations (5.13). Its 
Doob decomposition is approximated (5.16) and its components are shown to con- 
verge, using Lemma 2. To show that this implies convergence of the processes (2.2), 
(2.3), an analysis of the rates of approximation is carried out in Lemmas 1, 3, 5. 
Theorem 3.2 is shown by similar methods, applied to the processes (2.7), (2.8). 
The region of interest q/, which is now chosen for simplicity to be (0, 1], is 
partitioned into subintervals Jr, r = 1 . . . . .  d. We denote the length of the interval .,~ 
by l(Jr). Even though we will choose l( Jr)= Av = 1/d we hope to increase the 
transparency of the arguments hrough this distinction. All throughout suppose that 
is positive on an open region containing [0, 1] 2. We define the number of visits of 
Z( t )  = Zu(,)  - -  ZN. , ( t  ) to the set Jr by 
Vr(t) = ~ I{Z(v j )~,  vj <~ t}. (5.1) 
j - -1  
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Then after the ith jump of Z(t) into Jr  we define the one-step jump process as 
N,,(s) = I{zj+l <~ z~ + s} I{Z((zi + s)/x Zj+l--)e Jr}, (5.2a) 
Yir(s) = I{zi + s <~ vj+ l} I{Z(zj + s - )e~} (5.2b) 
for Av,(zj) = 1, vr(zj) = i and 
Zi,(s) = Z% + s - ) .  
Summing over v, of these processes we define 
Vr Vr Vr 
N!~ r) = ~, Nit, Y!~r) = ~ Yir, J!Vrr) = 1 - l~ (1 - Y~r). (5.3) 
i=1  i i 
Summing over strata we define the grand totals 
d d d 
S!~ ) = ~ N}~ ), Y!9 = ~ Y}~), j}v.) = 1 - ~I (1 - J}~), (5.4) 
r n i 
where v = 52~ vr. All throughout we use the convention 0/0 = 0 in J}~r~/Y }~), J}~.)/Y}~.), 
etc. 
In the following we approximate the estimators A(t, s, Jr) defined in (2.2) and (2.3) 
on the unit square by 
/l~"~(s) = A([@, s, Jr), (5.5a) 
1 
ff~r)(s, z) = ~ ~ ,4~r)(s), (5.5b) 
r <~ zd  
where [t], = inf{u: v,(u) = v,(t)]}. It is clear then that 
A~'~)(s) = Jo Y.(~-~ " (5.6) 
Integrating with respect to (5.5) we define .4(~) and ~_v~ similar to (2.4) and (2.5). 
Correspondingly to (2.6) we define the discrete time approximations to (5.5) by 
,4~)(s) = -4([t]r, s, Jr), (5.7a) 
1 
~-~)(s, z) = ~ }-" -4~'")(s). (5.7b) 
r <~zd 
It is shown in Lemma 1 that vr(t) is asymptotically stable, i.e. that the numbers of 
observations in each stratum will grow to infinity while the strata sizes shrink to zero 
at the rate specified in (5.8). 
Lemma 1. As t ~ Go and 
dt 
~t  --, O, (5.81 
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there exists a density f, uniformly bounded away from zero on J such that 
dt 
-- ~ v , I{xe J ,}  --* f (x)  (5.9) 
t {rlJ, c J}  
uniformly in probability for all x e J .  
Proof  of Lemma 1. Set Wi = Z(z*), where z*, z* . . . .  are the jump times o fN  + Ntl). 
It is easy to see that { Wi} can be represented, conditionally given all data observable 
up to z*, as 
J'W. + 7.+1 with probability p, 
Wn+ l (5.10) 
"~( - -  ~n+ 1 w i th  probability 1 - -  p, 
where ~. = min{7(. 1), 7(. 2)} and p = p(?(1) < ~(2)) where 7(. i), i = 1, 2 are conditionally 
independent random variables with densities 
f~',"'lW. ,(x, w) = ~(x, w)e -I°~(v' w)dv, (5.11) 
and similarly for (2) ~, . Therefore { W~} is a Markov process. A Markov process with 
stationary transition density f (x ly )  has a stationary limiting density, solution to 
f (x)  = S f (x l  y) f (y )dy  if it satisfies Doeblin's condition ("condition D" on p. 192 of 
Doob (1953)). This condition holds for example if fr(.,,f w,_, (x, w) is uniformly bounded 
in x, w for i = 1, 2. In this case continuity for f (x ly )  implies continuity of f 
Now for a discrete time Markov process satisfying condition D it follows from 
Theorem 2 of Masry (1983) that V (d,n/v~ ")) = O(d,/n) uniformly in r = 1 . . . . .  d, as 
n --.oe. Hence, by orthogonality of I (xe J r} ,  r = 1 . . . . .  d., 
{rlJ, c J}  
Continuity of e, e (~) and (5.8) imply condition (5.9). The condition info~x~ 1f (x)  > 0 is 
assured by requiring that ct, e ~/) are continuous and positive on [0, 1] z for i = 1, 2. 
Other more general conditions for the existence of f are possible and can be 
formulated similarly to those given in Theorem 2.1(ii) of Slud (1984). []  
We denote fixed sample sizes by n, n_, na, nz . . . ,  etc. Also denote by n = (ha, . . . ,  he), 
where 2~=1n~ = n with 
n r = Ev  r. 
The processes (5.7) are next approximated by 
AN!'(v) 
A~"r)(s) = 2 Y(';)(v) (5.13a) 
~'<S . 
~f(.) _l ~ ,4~"")(s) (5.13b) 
(s,z) = d ,<.za 
for r = 1 . . . .  ,d, s = 0, I/d, 2/d, ... where AN(s) = N(s + As) - N(s) with As = 1/d. 
These approximations can be thought as being obtained by increasing or decreas- 
ing the sample size v~ by adding or deleting observations until f ixed numbers n~ of 
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observations per stratum (N~r, Z~,) are completed. This is done because the processes 
{(A~"~)(s)), r = 1 . . . . .  d, s = 0, 1/d, 2/d ... } are more amenable to the application of 
martingale methods while the former ones have quite intractable compensators. 
This problem is rooted in the sampling scheme. The observations (Ni~, Zi~), 
~(i) i=  1 . . . . .  v~, r = 1 . . . . .  d were taken from a Markov process ( t -  zN,), t - -u , , ( , ) ,  
i = 1 . . . . .  p); see the proof  of Lemma 1. Even if the components of this process were 
assumed independent, the processes N~ need not be so bcause of the information 
contained in v~ and Z~r. However this effect becomes negligible if v~ is replaced by n~ 
and Zi,(v), 0 <~ v <% s is discretized as I{Z i r (V)~Jr}  for v = 0, 1/d . . . .  More precisely, 
with respect o the filtrations 
~,~("~)~,~ = (r({Ni~(v), Yir(V), V = O, 1/d, 2/d, ... ,s and 1 <<. i <~ nr}), 
d 
~(~)= V ~(n~) s ~ 8 , r  
r= l  
for s = 0, 1/d, 2/d, . . . ,  1 we have 
P(AN,¢(s) = l lg£ -~)) = (~(s) + O(1(~0))Y,~(s)(As + O(As)2). 
The proof  of this intuitively obvious relation involves many technicalities (see Utikal, 
1995c, Lemma 2) and is omitted. Now the processes Nir can be decomposed into 
a compensator  and a martingale M~, such that its Doob decomposit ion is
Nit(s) = ~ (er(v) + O(/(~¢r)))Yir(v)(Av + O(Av) 2) + Mir(s), (5.14) 
where c¢~(s) equals e(s, z) for some value z such that r - l ~< zd < r which can be 
chosen arbitrari ly by continuity of e. With AM(v) = M(v + Av) - M(v) we have 
def  - 2 (AMi , ) (v )  = E{(AM~,(v)) Ig7  )} = (~,(v) + O(l(J~)))Yi,(v)(Av + O(Av)2). (5.15) 
It follows from (5.14) that 
/]~"")(s) = ~ J!~)(v)(~r(v) + O(/(d~))(Av + O(Av) 2) + O(Av) + M!";)(s), (5.16a) 
t :<s  
~7(~)(s, z) = (l/d) ~ ~ J!7)(v)(~r(v) + O(/(dh))(Av + O(Av) 2) 
r~zd  v<s  
+ J¢(~)(s, z), 
where 
(5.16b) 
1 ~ ~(~r)(s) ' Jg(~(s, z) = ~ 
r~zd  
(5.17) 
AM. ,(v) 
M{"~)(s) = ~] Y.r(v) 
l~<s  
K.J. Utikal / Stochastic Processes and their Applications 67 (1997) l 23 15 
is a o~)-mart ingale.  Similarly, 
P(AN,,,, (s)AN,~ ~ (s) = 1 I~. ~)) 
{ (~,(s) + O(l(J,)))YI,(s)(As + O(As) 2) = if i~ = i2=i ,  rl =r2=r  (O{r, ($) -~- O(l(Yr,)))(O~r2(S) ~- O(Yr,)) ) Yi,r ,  (S) Yi2r2(s)((As) 2 + O((As)3)) 
otherwise. 
This implies 
def 
A(Mi  . . . .  Mi2~2)(s) = E(AMim(s)AMiz~2(s) ~)~ "  s J 
: ~(~,(s) + O(l(J~)))Yi~(s)(As + O(As) 2) if i 1 : i2, r~ = r2, 
( Yi,r, (s) Yi2 r2 (s) O (As) 2 otherwise, 
and therefore 
A(M!~.))(s) ~f E{(AM! , / ) )2 (s ) I~)}  
= (~(s) + O(l(~)))Y!~)(s)(As + O(As) 2) + O(Y!~)(s)As) 2.
Hence, by (5.18) 
(,#~(., z))(s) d~=r X E{(A~("~(., ~))~(s)l~ -"}} 
v<s 
= ~ ~ Y'("/}(v)(~(v) + O(Av))Av + O(Au) 2. 
r<~zd t <s . 
t5.18) 
(5.19) 
The following lemma is similar to Lemma A of McKeague and Utikal (1990b); 
however a new proof is required since the assumption of independence of observations 
made there is not satisfied here. 
Lemma 2 (i) For every k >1 1 we have 
{J!~)(1)~ k 
sup E \Y!"/)(1)// = o(a"/n)k" 
l <~r<~dn 
(ii) For some c such that 0 < c < info<x<l f(x),  
sup PfJ~"~}q~ .~ t f=O}=O(e-~"/e") .  
O <~r <~d. 
(iii) With F(v]x) = P(7,+ 1 > v]Z, = x), see (5.10), and f defined following (5.11), we 
have 
flfi ' l{r E " - 1 ~<xd, ,<r}dvdx~O.  r = 1 Y!"/)(v) F(vlx) f (x)  
Proof  of Lemma 2. We observe first that Y.r(1) = Z~'~= 1 1 { Yi,r >~ 1 } can be minorized 
in probabil ity by Y *r(1) = ~72~ I{Y*  >>. 1}, where Y *, Y ~ . . . .  are i.i.d, some F* with 
0 < F*(1)~< F(1, x) for all xe [0 ,  1]. This is possible since e"~ are continuous and 
positive on [0, i] 2 for i = 1, 2. 
(5.20) 
16 K.J. Utikal / Stochastic Processes and their Applications 67 (1997) 1 23 
From this (i) and (ii) in terms of Y'r, J*r follow by the same arguments as in 
Lemma 2 of McKeague and Utikal (1990a). 
To prove (iii) we note that by the Cauchy-Schwarz inequality 
d.Y.~ F(" I x)Tf(x) r= l  
for C-  1 = info<x< 1F(1 Ix) f (x)  where 
/ nJ.r "l 2 
,1 ' 
x2= 21e= Y.r-F('Ix)f(x) I{xeJ,}. 
It follows from (i) that Ix = 0(1) uniformly in r = 1 . . . .  , d, as n --, oo. Next it follows 
from elementary arguments that 
2 E --Y.r-F(.lx) l{xe~}--,O. 
r= 1 Hr 
Now (iii) follows since n~ -- Ev~ ~ (n/d.) f(x). [] 
In the first step of the proof of Theorem 3.1 we approximate the continuous 
processes A~ vr) by appropriate discretizations/]~r). The following lemma shows that 
this indeed can be done. 
Lemma 3. On the set  {SUp l<r<dlV  r - -  nr[ < en/d} 
E i l .~r )  _ ~vr) I I  = O(1/d)  
uniformly in r = 1, 2, . . . ,  d, and 
EII ~<~ - ~r~'-')II = O(1/d) 
as n ~oo. 
Proof.  Since 
AN!~")(v) AN!~")(v) 
A~)(s) = ~ Y!~r)(v) <" A~Vr'(s) <~ ~ Y!~(v  + Av) 
v<s  V<$ 
it will be sufficient o show that 
1 1 "~ AN(V~)¢v ~= O(1/d). 
(v~) . r  ", I 
V<I  
But the left-hand side above is dominated by 
I1 
v<l  Y!~)(v + av)} 
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where AY(v) = Y(v + Av) - Y(v). Now 11 ~< 4(Iz + I3 + 14 + I5), where, dropping 
the subscript r and omitting the argument, 
(Ay ' " ) '~  2 
12=~\  y ,n , ] '  
(r , . )__ r'~, Ay,.)~ 2 
13 = Z \ ~(~i y,., / ,  
_ l A Y  (v) _ Ay(n)S2 ' 
(1 
Is = ~ y~) y-~n) ( AY(~ -- Ay~n~) 2"
Now by the same construction as in the proof of the previous lemma, the right 
continuous version of the point process Y~"J can be majorized in probability by 
r * (s )  = Xr r /{ r  * > s}. But 
e(  Ar*,{st )k At*,. ', 
and the distribution of AY*(s)I Y*(s) is Bionomial (Y*(s), c~*(s)As + O(As) 2) where 
~* is the hazard of 7 ~n~ defined in (5.10). 
Using elementary calculations of expectations in the Binomial model, see Lemma 1 
of McKeague and Utikal (1990a), we show 
e(  Arx(,  )k 
uniformly in s = 0, 1/d, ..., 1 - 1/d, r = 1, ... ,d as n ---,~ for k = l, 2 . . . .  Hence 
{since As = 1/d), EI2 = O(1/d). 
Similarly, since ([y~n)y¢~)]/y¢~))k has uniformly bounded expectations on 
{sup1 <.r<d]Vr -- nr[ < en/d}, we have EI3 = O(1/d). 
Next we observe that on {supl.<,.<alv, - nr[ < en/d} 
E(AY"  - AY~"') k /AY~V) - AY'n' \  k 
Dominating Y~, ... by Y* . . . .  as before, using independence of the latter, we con- 
clude that 
/~,  [n(1 +e) /d]A ,g . \k  
E l~[n(1-~)la]~" i / = O(1 /d)  k. 
\ E~"-~)/~Y * / 
This yields EI,, = O(1/d) and EIs = O(1/d). [] 
The following lemma proposes a decomposition of the increments of the Aalen 
est imator/ i  °~ with an increase of the sample size from j to j + 1. To allow easy 
reference to this lemma, which may be of interest beyond the present context, we have 
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simplified the notation by dropping the stratum indicator from our notation. For the 
present application we identify dA with (Tr(s) + O(1/d))ds. 
Lemma 4. With dMj = dN j -  YJ dA where A is of bounded variation, we have 
(A(J+ 1) - A°))(s) = dMi+l j+  Yj+II{Y(J+I)=O} dA. 
Proof. 
fo~d(NO)  f o dN'j' (A °+"  - A(J))(s) = + Nj+I) - y(j) 
fo Y(j+I)-Y(j) f l  dNj+I = - -  y '~- '~-15-y(-~ dN(J) + y( j )  
fo Yj+l dN(j) fodNj +1 
- -  y ( j+  1) y( j )  + y( j+  1) 
f Yj+I dN ( j ) -  Y(J)dA 
Jo y(j+ 1) yo)  
fo + ~(dNj+l_Y j+ ldA)+ ~ Yj+I ISY( J )=O}dA. - Jo y(j+ l~- t -  
This shows the lemma. [] 
We are now in a position to approximate the estimator /~,.r) computed from 
a random number vr of observations by the estimator ~, r )  computed from a fixed 
number nr of observations. 
Lemma 5. On the set {supl~<r.<<a. Iv r - nr[ < en/d,} 
~O(d/n)  1/2 under Ho, 
E II A i  ~) -- A i  "~) II = [x~O(d/n) , / z  + eO(1 /x~)  otherwise 
uniformly in r = 1, ..., d, and 
~x/~O(d/n) 1/2 under Ho, 
EIt~ (~,- ~J(~)lt = (,/~O(d/n)l/: + ~o(m/,f~) otherwise 
as n ----~ oo. 
Proof. Since n~ = Err <<. (n/d,) supo~x~<l f (x)  we have on {supl~r~alv~ - nr <<. en/d,} 
I[ A~Vr) -- lz~llr)[I ~ 2 sup ]l A~jr)  - -  ~j r , ) [ [  
j~, ~j¢~j* 
uniformly in r = 1 . . . . .  d, where j .  = nr(1 - ~ supo~l  f(s)) and j*  = n¢(1 + 
SUpo~<x~< 1 f(s)). 
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Also, using Lemma 4, it can be seen using (5.16a) that 
Yr, j+ 1 ( (J) AM!J "~ 
(,4~s+U-A~J))(s)= ~ . u+u(v) AM,.j+I yO) 1 (v) 
v<s ](.r .r / 
+ ~ (1 - d!~ + U(v))(~,(v) + O(l(J,)))Av 
v<s 
l ( J )  
Z ~ " (~)a~. + O(I(Y,)) .... Y !~) 
Therefore, by telescoping ~o~) _ / ]o9  we obtain 
II A~" - /~"" II ~< 12 + 13 + 14 -I- 15, 
where 
19 
J* { Yj+lr A (M }J)>'~ 1/2 J* (AV~ 1/2 
E I2  ~ E E <~ 1 ~ 2  ~ | ~ E Op =gOp(1/N~). 
(Y . r  ) ( . . , . ,  \n2r / • =jr,  , j = j ,  
Moreover, since under Ho the random variables {ANi~(s)} are independent given 
,y~l  (5.18) simplifies to 
f~m)(~s)Yi,(s)As if i 1= i2 ,  rl = r 2, 
A ( M i  . . . .  Mizr2 ) (s) = else (5.21) 
k. 
for some ¢~e(s, s + As). Therefore, (5.19) and (5.20) simplify to 
(AM}O;)}(s) = ~d°)(~s)Y}";)(s)(As + O(As)2), (5.22) 
(o/¢/(v)(-,z))(s)= ~ Z ~ t~,,,,. (5.23) 
r<~zd v<s I .r r ~U) 
Hence, we obtain the rate eOe(1/x/~ ). 
vk~ ~ q /yO l~AM is a k/~=l We turn to EI 2. First we observe that ~j=j~*z.,t,<s~ / . r  J j+l,r d 
.~-~k~+ U_martingal e in s = 0, 1/d, 2/d, ..., 1 for fixed k~ . . . . .  kd. Therefore, since the 
kr rj+,,, AM!~' 
I 2= sup -J~ ~ y~+l)  yO) ' 
j ,<k .< j*  .J ", v<s • .r 
kr AMs+ 1, r  
13=- sup ~ ~ y~j) , 
14 = eOp(d/n) 
I5 = 0 (d/n), 
where the second last equality follows from Lemma 2(ii) and the last equality follows 
from Lemma 2(i). Now for j l  .d ~'i* J; ' (Ys+ /vO+UYO)~AM~J) is ,, ... , j ,  fixed, ~o 1, r /  . . . . .  J . r  =. 
a V~: 1 ~u*)-marting ale in s = 0, 1/d, 2/d . . . . .  1. Therefore applying the triangular, 
Cauchy-Schwarz, and Doob inequalities, (5.19), and Lemma 20) we have 
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supremum over submartingales i  a submartingale, applying Doob's inequality, we 
obtain 
E sup sup ~ VT33 " ~<E sup 
0~<s~<l j~,<~k~j* j , v<s Y . r  / j~, <~k,<<.j* 
Similarly as in (5.14) it can be seen from 
kr AMj+I , r~2 
j=j. ~<l Y., ] 
P(ANj+ 1.,(v) = 1 ~O)s,r V ~(J+v,r 1)], = (~r(/)) + O( / (~r ) )  ) rj+ 1,r(/))(Av + O(Au)2)  
J . , ( )  
+ 2E ~ (O(t(Yr) + O(Av)) . 
j =.;, 
Under Ho m/,r can be replaced by Ms, r. In this case the second term on the right- 
hand side can be dropped in the following argument. Applying Doob's inequality to 
the first term on the right-hand side above and applying Lemma 2 to both terms we 
obtain 
)'* ( <~ Ams+-x'"~ 2 
12 <~ 2E ~ yO) I + &O(1/d)2 
j= j .  v 1 .r / 
= 2en, O(1/nr) 2 + e20(1/d) 2 = eO(d/n) + e2O(1/d) 2. 
This shows Lemma 5. [] 
Proof of Theorem 3.1. After integrating by parts for(s, z) in a compact subset of 
[0, 1] x (0, 1) and for sufficiently large n we have 
1.4 ~) - A[ (s ,  z) = g K - -  ~4) (s ,  dx) 
1 s£~_ , ~< g II - sgl] V(K), (5.25) 
where I1"11 =supo~s,z~X I'1 and where V(K) denotes the variation of the func- 
tion K. 
(5.14) and using (5.15), we obtain 
( k~ AMy+ 1,r~ 2 ( k~ Am/+ X,r~ 2 
E sup Y', 2 y-?~; / ~2E sup Y" ~" r.r°' ] 
j~,<~k,<.j* ./=j~, v<l  -r / j',<~k,<~j* j=j~' v<l  
that 
Nj+ a.,(s) = ~ (~,(v) + O(/(J,)))Yi+ ~.,(v)(Av + O(Av) 2) + mj+ 1,,(s), (5.24) 
v<s 
where mj, r(s) is a martingale difference array in j with respect o _~-°)s,, for v, s = 0, 1/d, 
2/d, ..., 1 and r and s fixed, i.e. E(m/+ 1.,(s)[~]s~) = 0. Therefore, substituting (5.24) in 
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Approximating the random sample sizes by fixed sample sizes and the continuous 
time estimators by discrete time approximations, we obtain 
l l~ tr)- rill ~< 11 + 12 + I3, 
11 = II A ~''~ - ~ '~ tl, 
/3 = 11 ~-"~ - d II. 
Now 
P(ll>eb} <<,P(ll>eb, lsup~,<~a [vr-n,[<<, en/dn)q-P( ~ sup~<,,d IV,- nr] > ~n/d,) 
and by Chebychev's inequality and (5.12) 
P sup Ivr-n, I  >~ <<.-j 
l<~r<~d 
Therefore, with e,, b. ~0 such that 2 2 e,n/d.--,o0 and b,d ,~ it follows from 
Lemma 3 that (1/b)I~ P 0. To show that (1/b)12 P 0 we note that this follows from 
Lemma 5 for any sequence b ~ 0 such that bd ~o0, ed/nb 2--, O, e/bx//-d--. 0 where 
d2/ne2~ O. This can be assured under the hypothesis of the theorem by choosing 
e = b. Concerning/3 we first observe that by (5.16), continuity of d ,  and Lemma 2(ii) 
we have/3 = II ~'~°> II + O(1/d). It now follows from a simple argument, using (5.19), 
triangular, and Doob's inequalities, and applying Lemma 2(i) that (I/b) II ~g¢-~)II L 0 
whenever bd ~oo. Therefore (1/b)13 e - .0 .  
As the last step we show that 
ql/](t,-, .) - ,4t~-')(-,-) 11 = Ov(d2/t) + Op(l/d). (5.26) 
First observe that 
E sup sup 1,4(t, s, Jr) - -4~v~)(s)l = O(d2/t). (5.27) 
l <~r<~d O~s~<l 
This can be seen from 
N!~+I)(1) 
sup [//(t, x, J~) - ~i~'(s)l ~ sup I~/~'+'(s)  - L/~'(s)l ~< (y!~.)(1)) 2 . 
0~<s~<l 0~<s~<l 
Approximating as before the random sample sizes by fixed sample sizes (5.27) follows 
from Lemma 1 and arguments as in the proof of Lemma 2(i). Using this and 
approximating integrals by Riemann sums (5.26) follows. 
The proof of part (b) is similar. [] 
Proof of Theorem 3.2. Under Ho, Eqs. (5.14)-(5.20) simplify. We have for some 
~v ~ (v, v + Av) 
Ni,(s) = ~ ctt°)(~)YI,(v)Av + Mi,(s), 
v<s 
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where 
(Mi~)(s) = ~ ~(°)(~) Yi,(v)Av. 
v<s 
for v, s = 0, I/d, 2/d, ..., 1 - lid. Therefore we obtain 
~(~-)ts z) = z ~, ~'°)(~)J!".)(v)Av + ~/~'~(s, z), Ho~ ~ 
where 
~(~)~s z ) :  z 5', HO~ ' 
v '<s 
(5.28) 
AM!".)(v) A(Z] M!~r)(v)) 
Y!o.)(v) - z ~ Y!~.)(v) 
v(s  
is an ~]"Lmartingale for s = 0, 1/d, 2/d, ..., 1. Moreover, similarly as in the proof of 
(5.23), Ho implies 
J!"?(v) 
(~( - ,  z)}(s) = z 2 ~ ~ ~(°)(~)Av. (5.29) 
v<s 
As before, we approximate ~7(~) by ~7(") using Lemma 5. In this case we have to verify 
that x/~d/n = o(1/~/~) for d2/ne2o 0 and d -~.  This can be achieved under the 
hypothesis of the theorem for e = d- 1-6/2 
Now since both processes ~7(-") and ~7(~) have exactly the same compensators, we Ho 
have 
Ho ~ Ho 
where the form of the last term on the right-hand side above follows from (3.2) and 
Lemma 2(ii). Now 
(dg(~) (,) _1 Am!"~)(v) d Am!~.)(v) 
-d /no) (V×W)= Z Z (w2-%)  ~ ~ yt,)(v )
d ,/d~W Y !~)(v) vEV r = 1 vEV . .  
Applying Rebolledo's (1980) functional martingale CLT to 
1 1 AM!nr)(v), Z ~ / /  (5.30) 
Z ~ Y!f)(v) Y(n-)(v) ~/ .. 
r /d~W v~V veV 
we can show weak convergence of(5.30) as processes in s in (D [0, 1])2; for a definition 
of weak convergence of processes in the Skorohod space D[0, 1], see Billingsley 
(1968). This requires computation ofthe limiting variation ("sharp brackets" of (5.30)) 
which is also the limit of the squares of the jumps as stated in (3.3). We omit the details 
of this proof. [] 
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