Run-time Coarse-Grained Hardware Mitigation for Multiple Faults on VLIW Processors by Psiakis, Rafail et al.
HAL Id: hal-02344282
https://hal.inria.fr/hal-02344282
Submitted on 4 Nov 2019
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Run-time Coarse-Grained Hardware Mitigation for
Multiple Faults on VLIW Processors
Rafail Psiakis, Angeliki Kritikakou, Olivier Sentieys, Emmanuel Casseau
To cite this version:
Rafail Psiakis, Angeliki Kritikakou, Olivier Sentieys, Emmanuel Casseau. Run-time Coarse-Grained
Hardware Mitigation for Multiple Faults on VLIW Processors. DASIP 2019 - Conference on Design and
Architectures for Signal and Image Processing, Oct 2019, Montréal, Canada. pp.1-6. ￿hal-02344282￿
Run-time Coarse-Grained Hardware Mitigation for
Multiple Faults on VLIW Processors
Rafail Psiakis, Angeliki Kritikakou, Olivier Sentieys, Emmanuel Casseau
Univ Rennes, INRIA, CNRS, IRISA, France
Email: {emmanuel.casseau, angeliki.kritikakou}@irisa.fr
Abstract—As transistors scale down, processors are more
vulnerable to radiation that can cause multiple transient faults in
function units. Rather than excluding these units from execution,
performance overhead of VLIW processors can be reduced when
fault-free components of these affected units are still used. In
the proposed approach, the function units are enhanced with
coarse-grained fault detectors. A re-scheduling of the instructions
is performed at run-time to use not only the healthy function
units, but also the fault-free components of the faulty function
units. The scheduling window of the proposed mechanism is two
instruction bundles being able to explore mitigation solutions in
the current and the next instruction execution. Experiments show
that the proposed approach can mitigate a large number of faults
with low performance and area overheads.
I. INTRODUCTION
The energy transferred by radiation is known to cause
transient faults on system hardware, which may severely affect
the application execution. As technology size decreases, the
hardware becomes more and more susceptible to radiation.
Although multiple simultaneous faults have been neglected for
a long time, they can no longer be negligible for technologies
of 130nm and beyond [1]. A single particle hitting the silicon
creates secondary particles, which can be emitted in several
directions, and, thus, affect different nodes of a circuit [2].
Approaches to deal with multiple faults either apply hard-
ware redundancy or software redundancy. Hardware redun-
dancy inserts spare resources to the original processor to
execute in parallel the same instruction and to compare the
obtained results [3]. Small performance overhead is usually
observed (due to the need of comparison), whereas the area
overhead is significant. Software redundancy modifies the
program by inserting redundant instructions to be executed on
the original processor. Although the area is not increased, the
impact on the execution time is significant due to the execution
of redundant and comparison instructions [4]. However, when
the system processor has parallel Function Units (FUs), the
idle FUs can be used to execute these instructions. Such type
of processors are the Very Long Instruction Word (VLIW)
processors, which usually consist of complex FUs able to
execute all types of operations and simpler ones that cannot
execute sophisticated operations, such as multiplications and
divisions. Existing approaches on VLIW processors that detect
the faulty units before the application execution, such as
schedule multi-versioning [5] and instruction modification [6],
cannot be applied for soft errors. Few approaches detect the
faulty FUs during execution. However, instruction duplication
and re-execution approaches [7] and run-time rescheduling
mechanisms [8] have not been explored for multiple errors.
The work in [9] applies duplication and triplication of the
instructions for multiple errors, whereas a mechanism is pro-
posed to exclude the faulty FUs permanently for the rest of
the execution. However, the negative impact on performance
is significant.
To reduce this performance degradation while keeping the
area overhead low, we propose a coarse-grained hardware
mechanism that detects the faults during execution and ex-
cludes only the faulty components of the affected FUs. Our
main contributions are: i) extension of the FUs with Built-
In Current Sensors (BICS) [10], which monitor the induced
transient currents to detect a fault; ii) the run-time instruction
scheduling that excludes only the faulty components of the
affected FUs exploring mitigation solutions in the current and
the next instruction execution; and iii) extensive fault injection
simulations varying the number of total and concurrently
occurring faults. The obtained results show that the proposed
approach mitigates several multiple faults with low overheads.
The organization of this paper is as follows. Section II
presents an overview of the approach and the architecture of
the proposed coarse-grained mechanism is detailed. Section III
presents the experimental results and Section IV concludes this
work.
II. PROPOSED RUN-TIME MITIGATION MECHANISM
We use the 4-issue heterogeneous VLIW data-path of Fig. 1
to schematically illustrate our approach. In this example, the
VLIW consists of a 3-stage pipeline with Fetch (F), Decode
(DC) and Execute/Memory/Write-Back (EX/MEM/WB). A
number of instructions is formatted as one big instruction,
named as instruction bundle, which is executed in parallel by
the FUs of the processor. The first issue is configured with 1
Arithmetic Logic Unit (ALU ) and 1 Branch unit (BR), the
second issue with 1 ALU and 1 Memory unit (MEM ), and
the third and fourth issues with 1 ALU and 1 Multiplication
unit (MUL). The components in gray color correspond to the
basic architecture and the components with green color are
the extra hardware components required by our approach. The
proposed approach focuses on multiple soft faults occurring
in the arithmetic FUs, as they have the largest area footprint
of the combinatorial components (see section III.A)). The
faults in the storage components, e.g. register file, memory
and pipeline registers, are assumed to be protected with other
















































































































































































































































































































































































































































































































































































































































































































































Fig. 1: Extension of the proposed mechanism on the original
VLIW (4-issue VLIW example).
A. Overview and motivation
We will use the following example to present the
idea of our mechanism. Fig. 2(a) depicts the original
schedule. The instruction bundle is made of 3 additions
(ADD1, ADD2, ADD3) and 1 multiplication (MUL1). To be
able to detect an error, existing software approaches require
to duplicate the instructions, such as in Fig. 2(b) and compare
the results, and, thus, insert additional time slots increasing
the application execution time. Existing hardware approaches
are applied for permanent errors, whereas error detection is
performed before the application execution, such as [6]. In
case an error is detected, for instance if a fault occurs in the
MUL unit of the third issue, hardware approaches insert an
additional time slot and re-execute the instruction scheduled
in the third issue to another compatible FU of another issue,
as depicted in Fig. 2(c).
To reduce the negative impact on performance of existing
approaches, we propose a mechanism that removes the need
of replicated instructions and explores at run-time the re-
scheduling of the faulty instructions to explore the healthy and
idle FUs of the current bundle and the upcoming bundle, as
depicted in Fig. 2(d). In this example, the instruction ADD3 is
moved to the third issue whose ALU is still healthy, whereas
the instruction MUL1 is moved to fourth issue. Therefore, no
need exists for an additional time slot in this example.
B. Error detector
The error detector keeps the faulty status of the FUs and
takes care of miscalculated results. Each FU is internally
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Fig. 2: Example: Motivation and overview of the approach.
enhanced with BICS sensors [10], [11]. A BICS is attached to
a group of transistors. During normal operation, the current in
the bulk of these transistors is approximately zero. Only the
leakage current flows through the biased junction, which is
still very low compared to the current generated by energetic
particles. When an energetic particle generates a current in
the bulk, the bulk-BICS captures that a transient fault occurs.
The bulk-BICS has a reset mechanism that allows the fault
detection to be active only as long as it takes to dissipate
the transitory energy pulse. When the fault has vanished, the
affected transistors can be used once again. A signal from the
BICS from each FU of one issue is combined into a status
signal, s[i] in Fig. 1, with a size equalling to the number
of FUs of the issue i. Hence, if a bit in the signal s[i] is
set, it means the corresponding FUs is affected by a fault.
In case of one or more faults at cycle k − 1, the results of
the corresponding instruction(s) of the execution stage are
miscalculated, and, thus, they must not be committed. For
this purpose, each VLIW issue is enhanced with a multiplexer
controlled by the signal sel_WB (with a size equalling to
the number of VLIW issues) computed by the error detector.
When a bit in sel_WB is set, the corresponding multiplexer
passes a NOP result (instead of the miscalculated result)
and the WB and MEM enable of the corresponding issue is
disabled.
C. Mitigation switch
At cycle k, the DC unsched shadow register stores the
decoded instructions that couldn’t be scheduled and the
EX sched shadow register keeps the instructions executed but
in which an error occurred during their execution. Therefore,
at cycle k the instructions to be scheduled can potentially come
from three inputs: 1) the decoded instructions at cycle k − 1
(DC) 2) the remaining instructions not scheduled at cycle k−1
(DC unsched register) and 3) the executed instructions with a
fault at cycle k−1 (EX sched register). A mitigation switch is
required to move at run-time the instructions in different issues
than the ones defined by the compiler’s original schedule at
compile time. We reduce the complexity of the mitigation
switch by performing hierarchical decisions. The first decision
is whether a shadow register must be used or the currently
decoded instructions and the second decision is which shadow
register should be used (EX sched or DC unsched).
D. Error Mitigator
The error mitigator extracts from the fetch stage the re-
quired information and the dependencies between bundles
and decides which of the three potential inputs that provide
instructions for execution (DC, DC unsched, and EX sched)
will be scheduled based on the status of the FUs and the type
of the instructions.
The mitigator initially performs an early decoding of the
instructions at the fetch stage to find the opcode, the destina-
tion registers and the source registers of each instruction and
to identify instruction dependencies between two consecutive
bundles.
To perform the mitigation process, each potential instruction
input to the mitigation switch is modeled by a bit mask. A bit
mask corresponds to the instruction scheduled at position i,
as depicted in Fig. 3. a) bit 3: when this bit is set, the FU
component required for the instruction execution is an ALU
FU; b) bit 2: when this bit is set, the FU component required
for the instruction execution is a MUL FU; c) bit 1: when
this bit is set, it means the instruction is an instruction from a
previous bundle that has not been scheduled yet; and d) bit 0:
when this bit is set, it means the instruction has a dependency
with at least one of the instructions of the next bundle. Then,
each of the three potential inputs of the switch is represented
by an array of bit masks (EX sched mask, DC unsched mask
and DC mask) that has a size equalling to the number of
VLIW issues.
The status of all FUs components is represented by the array
status, where each element is the s signal of an issue enhanced
with an additional bit that is set when the issue is occupied as
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Fig. 3: Bit masks to model the inputs and FU component status
of the mitigation switch.
The mitigator decides which of the three potential inputs
is to be scheduled next based on the fault occurrences, as
depicted by state machine diagram of Fig. 4, where i ∈ [0, n]
and n is the number of issues.
When at least one new fault occurred at cycle k − 1 (NF),



























Fig. 4: Functionality of error mitigator.
(which reside in EX sched register) have to be executed again
at cycle k.
(S1): If the faulty instructions are decoded instructions
at cycle k − 2 (CO==0), no stall is required. The array
EX sched mask is used by the mitigation process, so as to
schedule these instructions for execution at cycle k. Then, the
decoded instructions at cycle k − 1 are explored by passing
the array DC mask to the mitigation process.
(S2): If the faulty instructions are coming from a previous
decoded bundle at cycle k − 3, (CO==1), then the stall
signal is activated and a new cycle is inserted for the re-
execution of these instructions. The array EX sched mask is
used as an input to the mitigation process. The process is
repeated until all instructions are executed.
(S3): If no new fault occurred at cycle k − 1, the mecha-
nism schedules first the remaining decoded instructions from
cycle k − 2 for execution at cycle k. To do so, the array
DC unsched mask is used as input to the mitigation process.
Then, the current decoded instructions DC mask are used as
input to the mitigation process.
(S4): If there are still remaining instructions from the
previous bundle and/or if there is any dependent instruction
in current decoded instructions that cannot be scheduled, the
stall signal is activated to stall the fetch and the decode
stage for one cycle, so as to schedule these instructions.
The inputs of the mitigation process are: 1) the mask of
the input signal to be scheduled, input; and 2) the array that
represents the status of the FU components, status. The outputs
are: 1) the control signal sel switch of the mitigation switch;
2) the control signal sel PB of the multiplexer between the
shadow registers; 3) the updated mask of the input signal; and
4) the updated status. The procedure is given by Alg. 1. For
all the instructions i of the input (line 3) and for each issue j
described by status (line 4), if the instruction i has not been
scheduled and the j issue is unoccupied (line 5), check if the
required FU is available (line 6). If this is true, the occupied
bit of the corresponding status is set (line 7), the remaining
bit of the input is cleared, since the instruction is scheduled
(line 8), and the signal sel switch instructs the switch to pass
the instruction currently at issue i to issue j (line 9) and the
next instruction is explored.
Algorithm 1 Mitigation process
1: Inputs: input, status
2: Outputs: input, status, sel_switch
3: for i ∈ {0, n} do . for each instruction
4: for j ∈ {0, n} do . for each issue
. if the instruction is not scheduled and the issue is free
5: if (input[i][1]&&status[j][0]) then
. if the required FU is healthy
6: if (input[i][3]&&status[j][2] ||
input[i][2]&&status[j][1]) then
. The issue is occupied
7: status[j][0] = 1;
. The instruction is scheduled
8: input[i][1] = 0;
. Instruction at position i pass to issue j







The original processor and the processor enhanced with
the proposed approach have been developed in C++ and
synthesized using the Catapult High Level Synthesis (HLS)
tool to obtain the RTL design. The gate-level netlist was
generated by the Design Compiler tool from Synopsys using
28 nm ASIC library. To evaluate our approach, we use ten
benchmarks from the MediaBench suite [12]. The benchmarks
are compiled with VEX compiler [13] for each configuration.
For the evaluation results, we used the VEX VLIW processor
architecture [14] with two different configurations:
• 4-issue VLIW configured with 4 ALU FUs, 2 MUL FUs,
1 MEM FU and 1 BR FU,
• 8-issue VLIW configured with 8 ALU FUs, 4 MUL FUs,
2 MEM FUs and 1 BR FU.
For every benchmark, Table I shows the average number of
useful instructions per bundle, ILP, for both the 4-issue and 8-
issue VLIW configurations. Because ILP inside bundles is low
compared to the number of issues, idle issues of the current
or next bundles can be used to execute the faulty instructions
in addition to switching instructions with healthy components
of units affected by a fault.
A. Area analysis of the unprotected VLIW processor
First of all, we present the logic area of each unit of the
original unprotected VLIW architecture (as depicted in gray
color in Fig. 1) in Table II and the area of each pipeline stage
for the 4-issue and 8-issue VLIW in Table III. The results
motivate the focus of the proposed approach on the execute
stage of the VLIW processor, since it covers more area, and,
thus, it is more likely to be exposed to faults.
TABLE I: Benchmark characteristics
Benchmark ILP 4-issues ILP 8-issues
adpcm dec 1.77 2.28








matrix mul 2.61 4.46
TABLE II: Area of main VLIW combinatorial units (µm2).
DC BR ALU FU MUL FU MEM/WB
250 2,290 1,533 2,310 358
B. Performance
In this paper, we present first experiments to evaluate the
benefit of our approach based on coarse-grained FU explo-
ration. The fault model is simplified as much as possible :
we randomly injected multiple faults during the benchmarks’
execution and, in order to reduce the number of scenarios, we
consider the faults as persistent after they occur, i.e. they last
for the rest of the execution. Performance overhead is thus the
upper bound compared to a transient fault based simulation.
Each benchmark is tested for: i) 0 up to 4 multiple faults for
the 4-issue configuration; and ii) 0 up to 10 multiple faults for
the 8-issue configuration 1.
Table IV and Table V show the number of execution cycles
required to execute the benchmarks considering :
• the original application on the non-protected VLIW
(Original),
• the proposed run-time coarse-grained mitigation ap-
proach, i.e a time and space idle slot exploitation method
in addition to current sensors to use healthy components
of faulty function units
• the version where only detection can occur through time
and space idle slot exploitation with duplication of the
instructions during the execution (2I),
• the version where correction and masking occur through
time and space idle slot exploitation with triplication of
the instructions during the execution (3I),
• the approach where correction and masking occur by
triplicating the FUs in each issue with respect to the
original unprotected processor while running the original
application (3FUs).
The performance results are obtained by taking the mean
value of 20 simulations running the same benchmark and the
faults are injected at random execution cycles for each simu-
lation. When no faults occur, the proposed approach have the
same performance as the unprotected version, i.e. the number
of execution cycles is the same as the original execution. When
14 and 10 faults for the 4-issue and 8-issue VLIW configurations respec-
tively, is the maximum number of faults that the approach can sustain at the
same time





detection and correction occurs by triplicating the FUs in the
issues, the number of execution cycles is the same as the
original version one (not presented in Table IV and Table V).
From the Table IV, we observe that the average performance
overhead of the proposed approach for the 4-issue configura-
tion is 0% for zero fault up to 83% for four faults. For the
2I (3I) approach, the average performance overhead is 72%
(152%) for zero fault up to 262% (439%) for four faults.
From the Table V, we observe that the average overhead of
the proposed approach for the 8-issue configuration is 0% for
zero fault up to 141% for ten faults. For the 2I (3I) approach
the average overhead is 38% (104%) for zero fault up to 378%
(626%) for ten faults.
Overall, we observe that: 1) the proposed approach inserts
significantly lower performance overhead than the approaches
with instruction duplication or triplication and 2) in several
benchmarks, when the number of faults is low, our approach’s
performance is very close to the original one, i.e. without
faults. The obtained gain of the proposed approach comes
from the fact that whenever a persistent fault is detected, the
proposed hardware mechanism exploits healthy FUs in the
current and the next bundle execution in addition to idle FUs.
C. Area and delay overhead
Table VI presents the impact in area and in delay of each
component of the proposed run-time coarse-grained mecha-
nism for the 4-issue VLIW. It should be stressed that the delay
introduced by the error mitigator does not affect the clock of
the VLIW processor, since it is executed in parallel with the
VLIW data-path.
TABLE VI: Area and delay overheads introduced by the the
components of the proposed mechanism for 4-issue VLIW.
Component area delay
(µm2) (ns)
Mitigation Switch 3,918 0.16
Error mitigator 2,112 2.44
Error detector 3,268 0.84
Table VII shows the area overhead of the proposed mech-
anism, the approach that provides error masking by applying
triplication of instructions and the approach that triplicates the
FUs at each issue. Compared to the unprotected version, the
proposed approach implies an area overhead of 18% and 28%
for the 4-issue and for the 8-issue configurations respectively.
For the 3I approach the area overhead is 24% for the 4-
issue configuration while for the 8-issue configurations it is
30%. It is quite similar to the area overhead of the proposed
approach. However the proposed approach achieves much
better performance as seen in previous section. For the 3FUs
approach the area overhead is 45% for the 4-issue while for
the 8-issue configurations it is 56%.
TABLE VII: VLIW processor area footprint.
Approach 4-issues 8-issuesarea area area area
(µm2) (%) (µm2) (%)
Original 50,844 - 79,661 -
Instr. triplication (3I) 62,812 23.54 103,598 30.05
FUs triplication (3FUs) 73,523 44.60 124,137 55.83
Proposed mechanism 60,143 18.29 102,201 28.3
IV. CONCLUSION
A hardware mechanism is proposed for multiple soft faults
that characterizes the FUs of the VLIW processor and resched-
ules at run-time the instructions, exploiting in time and space
idle FUs and healthy components of faulty function units so
as to mitigate faulty instructions. From the obtained results,
it is shown that several multiple faults can be mitigated with
significant reduction in the performance and area overheads
compared with approaches that duplicate and triplicate the
instructions during execution or triplicate the FUs in the issues.
Work in progress is about experiments with faults that last
various durations.
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