In this paper, we present some results on the existence of periodic solutions to Volterra integro-differential equations of neutral type. The main idea is to show the convergence of an equibounded sequence of periodic solutions of certain limiting equations which are of finite delay. This makes it possible to apply the existing Liapunov-Razumikhin technique for neutral equations with finite delay to obtain existence of periodic solutions of Volterra neutral integro-differential equations (of infinite delay). Some comparisons between our results and the existing ideas are also provided.
Introduction
The purpose of this paper is to provide an existence theorem for periodic solutions of the following Volterra integro-differential equation of neutral type: ( * ( 0 -f C{t, 8,x(8) 
)ds\ = H(t,x(t))+f O(t,s,x(s))ds, (1-1) where H(t,x), C(t,s,x) and G(t,s,x) are IR"-valued continuous functions and there exists a constant T > 0 such that ,x) = H{t,x), C(t + T,s + T,x) = C(t,s,x) and G(t + T,s + T,x) = G(t,s, x)
for -co < s ^t < oo and xeU n .
Our main idea, motivated by [3] , is to regard the following neutral equations with finite delay (1) (2) as limiting equations of and to demonstrate the convergence (to a T-periodic solution of (1-1)) of a certain equibounded sequence of periodic solutions {x^t)}^ of (1) (2) . Applying Horn's asymptotic fixed point theorem in a standard way, we will show that the existence of such an equibounded sequence of periodic solutions where H{t,x), G(t,s,x) and G(t,s,x) are Revalued continuous functions for -oo < s < t < oo and xeU n , and there exists a constant T > 0 such that
i(*(t)-\ C(t,s,x(s))ds) = H(t,x(t))+\ G(t,s,x(s))ds
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Consider the Volterra integro-differential equation of neutral type
G(t,s,x(s))ds,
H{t,x) = H(t + T,x), C(t + T,s + T,x) = C(t,s,x), and
for -o o < s^< < o o and xe M n . Let BC denote the Banach space of bounded continuous functions from (-oo, 0] to U n with the supremum norm |-| BC . By a solution of (2-1) through (t 0 ,<j>)eU xBC, we mean a continuous function x: R -> R n such that x to (s) •= x(t 0 + s) is identical to <fr(s) for s < 0, x(t) -J^ C(t, s, x(s)) ds is continuously differentiate and (2-1) is satisfied for t ^ t 0 . For the remainder of this section, we assume that for every (t 0 , (j>) e U xBC there exists a unique solution of (2-1) through {t o ,<j>), denoted by x(t;t 0 ,<fi). Moreover, we assume that solutions of (2-1) depend continuously on initial functions in the sense that for any t o eU, fieBC, A > 0 and e > 0 there exists 8 > 0 such that \x(t;t 0 
,\]r) -x(t;t o ,(f))\ < e for all te[t o ,t o +A] provided that fteBC and \i/r-<fi\ BC < S.
The fundamental existence, uniqueness and continuous dependence theory for neutral equations has been developed in [13, 14, 18] . Some new results in this theory will be presented in Section 4.
Denote by X T the Banach space consisting of all T-periodic functions from U to R" and endowed with the supremum norm |-| T . We assume:
(A 1) There exists a constant M > 0 such that for each positive integer k, the equation (A 1) is our major assumption. It will be shown below that this assumption is satisfied if solutions to (2-2) fc satisfy certain boundedness conditions which can be verified by the Liapunov-Razumikhin technique. (A 4) is a certain 'fading memory' assumption, in the sense of [2] , which represents the reality that a system should remember its past, but that the memory should fade with time. In Section 4, we will illustrate that (A 2) and (A 3) are very weak assumptions which are satisfied if C and G satisfy certain integrability conditions.
We are now in the position to state our main result on the existence of ^-periodic solutions of the equation (2-1) as a limit of T-periodic solutions to the system (2-2) fc with finite delay as k^-oo.
Proof. Let {y k {t)}™. x be a sequence of T-periodic solutions of equation (2-2) To guarantee the existence of equibounded T-periodic solutions for the family of equations (2-2) fc with finite delay, we introduce the following concepts. 
\G(t,s,x(s))ds\ ^M and {P t _ kT C(t,s,x(s))ds} is a 8-equicontinuous family of functions on R + for some 8. Then for every k = 1,2,..., equation (2-2) t has a T-periodic solution y k (t) with \y k (t)\^Bforte[0,T].
Here and in what follows, solutions of equations (2-2) ft are said to be uniformly bounded at t = 0 if for any B 1 > 0 there exists B 2 > 0 such that <j>eBC and I^IBC ^ -#i imply \y(t, 4>, &)l ^ B 2 for t > 0, where y(t, <f>, k) denotes the solution of (2-2) fc through (0, <j>). Moreover, solutions of (2-2) fc are uniformly ultimately bounded for B at t = 0 if for any B 3 > 0 there exists T(B 3 ) > 0 such that <j>eBC and \<j>\ BC ^B 3 imply that \y(t, $, k)\ < B for all t ^ T(B 3 ). We define the Poincare map f:S%-+ Y k as follows :
Note that for <fieSf we have |/(^)| fc < /? 2 -Thus/ 2 (0) is well-defined. We claim that p(<f>)(t) = y(t + 2T,<t>,k) for te [-kT,0] .
In fact, for fieS*, the function/(^) is ^M-uniformly continuous and thus f(<f>)eS*. Moreover, y(t + T,(p,k) and y(t,f(<j)),k) are both solutions of (2-2) Repeating the above argument, we see that f } (Si) c £* for all positive integers j . Similarly, /'(££) c S*. It is also clear from (2-3) that /'(£*) c 5J for all j ^ m. Furthermore, / is a continuous map since solutions of (2-2)^. are continuous with respect to initial data. Applying Horn's fixed point theorem, we obtain a fixed point <j>eS* o f / . T h a t is, y(t + T,<t>,k) = (j>(t) f o r te [ -kT,0] . A g a i n b y u n i q u e n e s s , y(t, <p, k) = y(t + T, <j),k), and thus y(t, <p, k) is ^-periodic. This completes the proof.
Uniform boundedness and uniform ultimate boundedness of solutions
We now discuss the uniform boundedness and uniform ultimate boundedness of solutions to parametrized neutral functional differential equations of the following 
\h(t)\ ^M 2 and sup (^(Q |x?| a ^M v the solution of (3-2) satisfies \3f(t)\ < B(M 2 ) for t ^ t^ + TiM^M^)-
A uniformly bounded and quasi-uniformly ultimately bounded family of maps is said to be uniformly ultimately bounded.
The following result gives a very simple sufficient condition ensuring the uniform ultimate boundedness of {DJ aeA . For a broad class of neutral equations satisfying the conditions in the next proposition, we refer to [4] . PROPOSITION where /? > 0 is any given constant.
In the following two propositions, we restrict our attention to the case where {D x } is of the form 
•D a (t,$) = 0(0)-C(t, s, <f>(s))ds
where |C 1 (*,«, ar)j ^K^t -s)\x\, \C 2 (t,s, x)\ ^,K 2 (t -s) for -oo < s ^ t < oo, and where J"iC 1 (w)dM<l and f™K 2 (u)du < oo. Then direct verification shows that {DJ satisfies all the conditions in Propositions 3"4 and 3 -5. Therefore {D a } is uniformly ultimately bounded.
The following two results, in the spirit of Lyapunov-Razumikhin technique, give sufficient conditions guaranteeing uniform boundedness and uniform ultimate boundedness of solutions to (3-1). 
(V(t,D (Z (t,x t ))) + S for se[t -h,t], then V i31) (t,D x (t,x t )) ^-W(t, V(t,D a (t,x t )),S); (iv) for any H > 0 and t o eR there exists T 3 {H) > 0 such that the solution of z = -W(t, z, S) with z(t 0 ) ^ H satisfies z(t) < N for all t^t o + T 3 (H).
Then solutions of (3-1) are uniformly ultimately bounded at t = 0.
The ideas of the proof of the last two results are similar to those in [10] . For details, we refer to [16, 17] .
We conclude this section with the following simple example:
\x(t)-\ C(t,s,x(s))ds) = Ax(t)+\ G(t,s,x{s))ds+f(t)
where xe R", A is an n x n stable matrix, / : R-> IR n is continuous with
\f(t)\^L<<x>, \C(t,s,x)\^K{t-s)\x\ and \G(t,s,x)\ «S U(t-s)\x\
for* ^ t and xe R n , where K and U are non-negative functions such that f™K(u)du = m < 1 and /J° U(t) dt<co. Since A is stable, there exist a unique nxn positive definite and symmetric matrix B and constants a and b > 0 such that Therefore by Theorem 3*7, solutions of (3 -9) are uniformly bounded. 2 ) z (cf. [16] and [17] for details). Therefore, by Theorem 38, solutions of (3-9) are uniformly ultimately bounded.
Discussion
For convenience of later reference, we start this section by listing some growth, Lipschitz and uniform continuity conditions on the kernel functions C and G of equation (2- 
\C(t,s,x)-C(t,s,y)\ + \G(t,s,x)-G(t,s,y)\ ^ U M (t-s)\x-y\
I
Remark 41. The local existence and uniqueness of solutions to (2-1) through (t 0 , <j>) e IR + xBC has been considered in [13, 18] 
