Abstract
I. INTRODUCTION

A. The Problem of Multiterminal Source Coding
Consider two correlated sources U 1 and U 2 , drawn i.i.d. according to the joint probability distribution p(u 1 u 2 ). These sources are to be encoded by two separate encoders, each of which observes only the one source it has been assigned to, and are to be decoded by a single joint decoder that observes both encodings. U 1 is encoded at rate R 1 and with average distortion D 1 , and U 2 is encoded at rate R 2 and with average distortion D 2 . This setup is illustrated in Fig. 1 . In the classical multiterminal source coding problem, the goal is to determine the region of all achievable rate-distortion tuples (R 1 , R 2 , D 1 , D 2 ). Although relatively simple to describe (a more formal description is given later), the multiterminal source coding problem is one of the long-standing open problems in information theory -see, e.g., [15, pg. 443] .
B. History of the Problem 1) The Origins of Multiterminal Rate/Distortion Theory:
Multiterminal source coding has a long history.
As a problem of data compression subject to fidelity criteria, it is not hard to argue that this problem is rooted in Shannon's construction of the rate/distortion function [48] ; or, as a problem in network information theory, that it is rooted in either the construction of the rate/distortion function for a remote source of Dobrushin and Tsybakhov [18] , or on Shannon's analysis of the two-way channel [49] -these two are arguably the first multiterminal source and channel coding problems. However, even though it is conceivable that people might have known about this problem before, based on the flurry of activity along these lines that followed, we believe it is fair to consider the publication of the paper by Slepian and Wolf in 1973, on distributed lossless coding of dependent sources [50] , as the "date of birth" of multiterminal rate/distortion theory.
2) Multiterminal Rate/Distortion Theory: Significant effort has gone over the last 30+ years into the problem of finding a complete and computable description of the multiterminal rate/distortion region.
In 1975, Cover presented an alternative derivation of the Slepian-Wolf result, where he introduced the now popular idea of random binning [13] , instead of the original proof based on channel coding techniques. Also in 1975, two papers by Ahlswede and Körner [2] , and by Wyner [61] , generalized the Slepian-Wolf setup to consider a case in which only one of the two sources needed to be reconstructed at the decoder, and in which a coarse description of the other is available at the decoder as side information. The solution to this problem required, as far as we can tell, the first use of an auxiliary variable to describe the rate region of a source coding problem, and with it the requirement to bound the cardinality of this variable [41] . A generalization to include multiple side information processes was considered by Sgarro in 1977 [47] .
In 1976, Wyner and Ziv determined the rate/distortion function of a source coding problem in which the decoder is equipped with uncoded side information. This result was extended to Gaussian sources and mean-squared error distortion by Wyner in 1978 [62] .
In 1978, Tung studied the natural rate/distortion extension of the Slepian-Wolf problem that is the focus of this paper, in which it is sought to reproduce both sources subject to separate fidelity criteria [51] . This is the multiterminal source coding problem, as defined above. In her thesis, Tung gave inner and outer bounds to this rate/distortion region (known today as the Berger-Tung bounds). In 1979, Berger et al. considered an extension of the Wyner-Ziv problem, to the case when only partial side information is available at the decoder [8] . Unlike the results mentioned earlier however, all conclusive, these results only provide bounds that are not tight in general [6] .
Extensions of this work to more general network setups were also considered during those times. In 1980,
Han studied a generalization of the Slepian-Wolf problem to arbitrary network topologies [25] . Chang in 1977 [11] , Kaspi and Berger in 1982 [29] , and Kaspi in 1985 [28] , considered extensions to the multiterminal source coding problem in which the encoders were allowed to exchange limited information.
In 1989, Berger and Yeung obtained a solution for a generalization of the Wyner-Ziv problem, in which the requirement that the side information be available uncoded at the decoder is dropped, while retaining however the requirement that the side information has to be reconstructed with zero distortion [9] . In 2003, Barros and Servetto found an inner bound that, by mixing Berger-Yeung codes, while not solving the problem, was directly comparable with the outer bound [3] .
Dealing with continuous-alphabet sources, in 1997 Oohama obtained an outer bound for the Gaussian multiterminal rate/distortion problem with mean-squared error distortion [33] . In 1999, Zamir and Berger obtained a complete solution, for general sources, but under an assumption of high-rate asymptotics [67] .
In 2005, Wagner, Tavildar and Viswanath obtained a complete solution for the Gaussian/MSE case, at all rates [57] ; this region had been conjectured in 1978 by Tung to be the complete region [51] . They also showed that their region provides an inner bound to the region for any other source with the same given covariance structure.
3) Beyond a Rate/Distortion Formulation of Slepian-Wolf:
There was a period of about five years after the publication of the work of Slepian and Wolf (from 1973 to until about 1978) , during which a strong push was made to find the general multiterminal rate/distortion region. And although a number of very important advances were made (as reviewed above), that effort failed to produce the sought characterization, and a consensus appears to have formed indicating that this is a very difficult problem. Work on other forms of multiterminal source coding problems where difficulties were also encountered to make progress [16] , [27] , [30] further contributed to this perception. Even concrete instances of the problem proved exceedingly hard to analyze: for example, the solution to the Gaussian/MSE case has only been found in 2005 [57] , and even so, that proof provides little insight into how one might go about trying to prove the same result for general discrete sources. Therefore, while in the 1980s and 1990s work continued along these lines (most notably that of Yeung [9] and Oohama [33] ), other multiterminal source coding problems started to receive more attention: predominantly, the problems of successive refinements of information [20] , [31] , [32] , [39] , the problem of source coding into multiple descriptions [1] , [22] , [36] , [68] , and the CEO problem [10] (on which significant progress was made in the Gaussian/MSE case [12] , [34] , [54] , finally solved in [35] , [37] ).
Among these new problems, the CEO problem is of particular relevance to the multiterminal rate/distortion problem, for two important reasons. Of historical interest is the fact that this problem naturally serves as a conceptual bridge between the classical multiterminal rate/distortion formulation of interest in this work, and the class of functional source coding problems referred to earlier [16] , [27] , [30] , as well as to a class of problems dealing with statistical inference under multiterminal data compression formulated by Berger [7] , and surveyed not long ago by Han and Amari [26] . Another reason is the fact that the tightening of Oohama's outer bound recently found by Wagner et al. is based on constructing a coupling of the multiterminal rate/distortion problem to the CEO problem. As well, a class of outer bounds derived for a very general formulation of multiterminal problems obtained by Wagner also bears a resemblance to the structure of the CEO problem [55] , in what proved to be a key insight in the development of the proof for the Gaussian/MSE case presented in [57] .
4) Modern Applications and Dualities:
Multiterminal rate/distortion theory is not only of interest because it is a branch of information theory with problems that have been open for a long time and that are widely regarded as difficult, but also because of its direct applicability to modern communication systems. In fact, a resurgence of interest in these problems has taken place in recent years, driven primarily by their relevance to applications. An example of this is the large body of work dedicated to the network coding problem [65] . Sensor networks have also spurred activity on problems of an information theoretic nature, with two recent special issues of the IEEE Journal on Selected Areas in Communications dedicated to the DRAFT topic [42] , [46] . For example, motivated by this application, an old result of Han [25] was independently rediscovered recently, and extended in many ways, by Barros and Servetto [4] . With the same application in mind, Draper and Wornell have studied coding strategies for estimation under communication constraints, very much inspired by the Wyner-Ziv problem [19] . As yet another example, motivated by a problem of communication over relay networks, Gastpar considered an extension of the Wyner-Ziv problem to the case of multiple sources [23] . A closely related problem from the life sciences is that of pattern recognition, recently considered by Westover and O'Sullivan [59] , [60] .
The last (but not least) reason to argue the importance and relevance of problems in multiterminal rate/distortion theory is the fact that, as is well known, there exist tight duality relationships among many of these problems as reported, for example, in [14] , [38] , [52] , [53] , [58] , [66] . Thus, it is quite likely that progress on one of these problems will have impact on others.
C. Main Contributions and Organization of the Paper
Consider the Berger-Tung inner and outer bounds [6] , [51] , stated in Proposition 1.
Proposition 1 (Berger-Tung Bounds):
be auxiliary random variables, such that there exist two functions γ 1 :
for some joint distribution p(u 1 u 2 w 1 w 2 ). Now:
• if p satisfies a Markov chain of the form
• if instead p only satisfies two Markov chains of the form
achievable rates must be included among these;
i.e., the first condition defines an inner bound, and the second an outer bound to the rate region.
The regions defined by these bounds, when regarded as the images of maps that transform probability distributions into rate pairs, have a property that is a source of many difficulties: the mutual information expressions that define the inner and the outer bounds are identical, it is only the domains of the two maps that differ; as such, comparing the resulting regions is difficult. Therefore, the first of our contributions is the definition of inner and outer bounds with the property that they are defined over the same class of probability distributions. The inner bound is proved in Section III, and the outer bound is proved in Section IV.
Once we establish our new inner and outer bounds, we determine an expression for the gap between them.
This gap is defined in terms of specific codes, and it takes the form:
(where the supremum is taken over all possible codes that satisfy given distortion constraints), and
As one might guess just from examination of this expression, it is not clear how to employ standard information theoretic tools to perform a reduction of ∆ ∞ to single-letter quantities -in fact, we have not been able to do that. However, we have taken a different approach. Although not very common, there exist other examples of problems in information theory which were solved without reducing them to singleletter expressions: e.g., the capacity of a Gaussian channel with memory [15, Ch. 10.5] . In this case, an expression of the form lim n→∞ 1 n I(X n ; Y n ) is evaluated without a reduction to single-letters, but instead using a theorem of Grenander and Szegö, on the convergence of eigenvalues to a continuous limit [24] . 1 So, following an analogous approach, we compute the supremum in (1) and the limit in (2) explicitly. To do so, we take advantage of the fact that these expressions are given explicitly in terms of specific codes.
By examining their structural properties, we are able to identify a class of "efficient" codes (in a sense to be made precise later), over which ∆ ∞ = 0, and we are also able to show that any other code which causes ∆ ∞ > 0 must necessarily achieve worse rate/distortion tradeoffs than one of the efficient codes. In this way, a converse proof is established in Section IV, which matches the (relatively straightforward, given past knowledge [6] ) achievability result of Section III, thus providing a complete description of the sought rate region.
The rest of this paper is organized as follows. In Section II we define some notation, and we give a formal description of the rate region. We also show how this region can be specialized to recover every partial solution previously obtained for this problem. The proof of existence of codes capable of achieving all rates in this region is given in Section III. The main contribution of this work, establishing the necessity of the conditions defining that region, is given in Section IV. The paper concludes with some discussion in Section V.
II. THE REGION OF ACHIEVABLE RATES
A. Preliminaries
Assume two sources U 1 and U 2 , which are drawn i.i.d. ∼ p(u 1 u 2 ) from two finite alphabets, denoted U 1 and U 2 , and reproduced with elements of two other alphabetsÛ 1 andÛ 2 . Two distortion measures
The two sources are processed by two separate encoders.
The encoders are two functions:
These encoding functions map a block of n source symbols to discrete indices.
The decoder is a function
which maps a pair of indices into two blocks of reconstructed source sequences.
• a block length n,
• two encoding functions f 1 and f 2 ,
• a decoding function g,
We say that the rate-distortion tuple We note that for this region to be effectively computable, we would also need to provide cardinality bounds on the auxiliary variables S, W 1 and W 2 . The computability issue is an interesting one in its own right, whose treatment is deferred to Part II [43] .
C. Partial Solutions
Now we show how a number of previously known partial results describing the multiterminal rate/distortion region can be recovered from the characterization given in Theorem 1 (except for the issue of cardinality bounds which, as mentioned above, is considered in Part II).
1) The Slepian-Wolf Problem [50] :
Specializing Theorem 1 for these definitions, we obtain that
and similarly,
Theorem 1 also imposes certain constraints on the joint distribution of all variables, but it is easy to see that those constraints dissapear in this case:
. Thus, the main theorem in [50] follows.
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2) The Problem of Ahlswede-Körner [2] and Wyner [61] :
Specializing Theorem 1 for these definitions, we obtain
These expressions are evaluated over joint distributions of the form p(s)p(
Our conditions relax those of Ahlswede-Körner and Wyner. Their conditions are
for some joint distribution such that U 1 − U 2 − W 2 forms a Markov chain. Clearly, the sum-rate is the same in both formulations. And if we further constrain the problem to require standalone decoding of the side information, the constraint on R 2 becomes R 2 > I(U 2 ; W 2 ), in which case we recover exactly the main theorem of [2] and [61] . However, our formulation allows for a joint decoding of both encodings, and this leads to a small enlargement of the rate region, by relaxing the condition on R 2 .
3) The Problems of Wyner-Ziv [63] and Berger-Yeung [9] : Set S = {1}, W 1 as prescribed in [9] and [63] ,
These expressions are evaluated over joint distributions of the form
forms a Markov chain. So, provided there exists a suitable γ 1 , these are the conditions in the main theorem of Berger and Yeung in [9] . And if we further constrain
then under the same assumptions we recover the main theorem of Wyner and Ziv in [63] . [6] , [51] : It is straightforward that setting S = {1} and h 1 (w 1 ) = h 2 (w 2 ) = 1 yields the inner bound in [6] , [51] : our construction is a convexification of those codes, using S as the mixing variable.
4) The Berger-Tung Inner/Outer Bounds
To see that our region is contained in the Berger-Tung outer bound, consider one of the marginals,
, for any distribution as in our Theorem 1:
and therefore W 1 − U 1 − U 2 is a Markov chain; similarly, we can show that U 1 − U 2 − W 2 is a Markov chain as well, and therefore all our distributions satisfy the conditions defining the outer bound in [6] , [51] . [55] , [56] : In his PhD thesis in 2005, Wagner constructed outer bounds for a class of multiterminal source coding problems that is much more general than the problem considered in this work [55] . Specializing those bounds to our problem is not entirely straightforward, as they involve an optimization over a class of "hidden" variables X whose meaning, although very clear in the context of CEO-like problems, is less clear to us in the context of our problem -the only meaningful example we could think of for our case was to make X = U 1 U 2 , as suggested in [56] .
5) The Wagner-Anantharam Bounds
Translated into our notation, and with the choice X = U 1 U 2 , those bounds become the usual expressions
. These expressions are defined over a class of joint distributions p(u 1 u 2 w 1 w 2 sû 1û2 ) for which the following conditions hold:
• S is independent of U 1 U 2 .
•
It is easy to see that the conditions in Theorem 1 imply these: the rate expressions, the requirement that S be independent of the sources U 1 and U 2 , and the mixture of long chains
and W 2 − U 2 S − U 1 W 1 are common to both regions. Furthermore, since we defineÛ 1 = γ 1 (W 1 W 2 ) and
, we automatically have the last Markov chain as well. However, Theorem 1 imposes an extra constraint (the requirement that S be common information between W 1 and W 2 , a la Gács and Körner), and thus our class of distributions is smaller -there are distributions allowed in this region but not in Theorem 1. 2 Furthermore, we note that this extra constraint is strictly necessary to obtain a matching converse: e.g., without it, the sum-rate expression I(U 1 U 2 ; W 1 W 2 |S) that we obtain by convexifying the Berger-Tung inner bound could not be reduced to the expression I(U 1 U 2 ; W 1 W 2 ) we obtain in the converse.
6) Summary on Partial Results:
Interestingly enough, in all the work above, one of two cases occurs: (a)
either results were conclusive, and in these cases the Berger-Tung inner and outer bounds coincide [2] , [9] , [50] , [61] , [63] ; (b) or results were inconclusive, and the available bounds consist of identical rate expressions defined over different classes of probability distributions [6] , [51] , [55] , [56] . Our main contribution in this work consists of having constructed a region for which both an achievability result and a matching converse are provided, defined over a class of distributions that strictly contains those of the Berger-Tung inner bound, and that is strictly contained in both the Berger-Tung and the Wagner-Anantharam outer bounds.
III. SUFFICIENCY OF THE CONDITIONS IN THEOREM 1
A. Overview of the Proof Strategy
The coding strategy is essentially a convexification of the codes in the Berger-Tung inner bound [6] , but where the rate/distortion codes are described in terms of the backward channel construction of Csiszár and
Körner [17] . The two sources are first encoded with two separate rate/distortion codes, and the resulting reconstruction sequences are randomly placed into bins. At the decoder, a pair of reconstruction sequences is chosen by a joint typicality test. The basic building blocks for the code construction are shown in Fig. 2 . For each possible fixed value s ∈ S, a code as described above is constructed for each distribution
constructed by time-sharing codes for each p(u 1 u 2 )p(w 1 |u 1 s)p(w 2 |u 2 s).
B. Structure of Codes
Consider a given source p(u 1 u 2 ) over alphabets U 1 and U 2 , given reconstruction alphabetsÛ 1 andÛ 2 , and given distortion measures d 1 : 
, with p(u 1 u 2 ) fixed as in the given source, and with S being common information between W 1 and W 2 ; For each s ∈ S, let (f 1s ,φ 1s ) and (f 2s ,φ 2s ) denote (n s ,ǫ)-codes for the two memoryless channels
Then, a given source sequence u ns 1 is encoded into a sequence w
, and similarly for u ns 2 , encoded into w
. This is illustrated in Fig. 3 . 2) Random Binning: With the rate/distortion codes above, the source sequences U . The next step then is to perform lossless coding of these quantized sources, and we do this using the standard binning mechanism of Cover [13] , to implement Slepian-Wolf codes [50] .
For rates R 1s and R 2s , define two random maps, β 1s : W ) is the declared value of the quantized source; if there is none, or more than one, an error is declared.
3) Code Mechanics:
With the rate/distortion codes and binning mechanisms described above, we are now ready to specify the complete encoding/decoding mechanics.
Fix a block length n. Let n s = ⌊np(s)⌋, and without loss of generality, assume n = s∈S n s .
3 Consider now two source sequences of length n, U n 1 and U n 2 : each of these are split into |S| subsequences of length n s each. The component sequences are denoted
], and the split process is illustrated in Fig. 4 .
to encoder 1 to encoder 2 Fig. 4 . A sequence of length n is split into |S| sequences, each of length ns, and each encoded using codes designed for the distribution p(u1u2)p(w1|u1s)p(w2|u2s), for s ∈ S.
The encoders and decoder operate as follows:
], and then produces an array of indices
• Similarly, encoder 2 takes a sequence U n 2 , and produces an array of indices (j 1 ...j |S| ), defined by j s = β 2s (f 2s (U ns 2 ))), for s ∈ S.
• To decode, for each pair (i s , j s ), the decoder finds a unique (W ns 1 W ns 2 ) -if such a sequence can be found for all s ∈ S, then those pairs are reassembled into a pair of length-n reconstruction sequences
C. Performance Analysis
Our next task is to derive expressions for the rate and distortion achieved by these codes.
1) Error Events:
Consider the following exhaustive list of error events:
• E 2 : ∀W 2 ) ∈ T ns ǫ (U 2 W 2 ) -no good rate/distortion codeword at node 2.
• E 4 : ∃(w
2 ) = j s -binning decoder failure.
• P (E 1 ) → 0, by the strong AEP.
• About the classical rate/distortion codes:
In both cases, the condition follows from the proof of the rate/distortion theorem in [17] . However, these conditions do not result in any additional constraints on the rates, beyond those derived from the requirement of having P (E 5 ) → 0, as proved in [51] .
• About the binning encoders/decoder: -P (E 4 ) → 0, given the Markov chain p(u 1 u 2 )p(w 1 |u 1 s)p(w 2 |u 2 s) and Berger's Markov lemma [6] .
, by the Slepian-Wolf theorem [50] .
2) Evaluation of the Sum-Rate Condition:
Now we simplify the Slepian-Wolf conditions for W 1 and W 2 .
For any δ > 0, we can find codes such that 
where:
(a) follows from the Slepian-Wolf theorem, for any δ > 0;
(b) follows from discarding the non-typical sequences in the computation of the expectation defining conditional entropy;
(c) follows from the memoryless property of the backward channels;
(d) follows from defining n s δ ′ as the result of adding to n s δ the evaluation of H(U 1i U 2i |W 1i W 2i S = w 1i w 2i s) when w 1i and w 2i are part of non-typical sequences, and from rearranging terms in the sum;
(e) follows from the definition of conditional entropy; and (f) follows from the fact that the backward channels are stationary (in the sense that the transition probabilities do not depend on the index i).
Therefore, since δ ′ > 0 is arbitrary, we see these codes can achieve any sum-rate R 1s + R 2s which is greater
Finally, we sum the rates of all component codes, to arrive at the total sum-rate condition. For any δ > 0,
where (a) follows from observing that n s = ⌊np(s)⌋ = np(s) − ξ s (for some number ξ s ∈ [0, 1)), and (b)
follows from the fact that S is common information between W 1 and W 2 . So, dividing by n and taking the limit as n → ∞, we conclude that any sum-rate
3) Evaluation of the Side Conditions:
To conclude this section, we simplify the Slepian-Wolf rates for the side conditions. For any δ > 0,
where (a) is because conditioning does not increase entropy; (b) was proved in the sum-rate; and (c) is because the backward channels are stationary (in the sense that the transition probabilities do not depend on the index i).
Therefore, any rate R 1s larger than I(U 1 U 2 ; W 1 |W 2 S = s) is achievable, and from adding up this expression for all component codes, we get R 1 > I(U 1 U 2 ; W 1 |W 2 S) is achievable. Finally, using the fact that S = h 2 (W 2 ), we can drop it as a conditining term, arriving at the condition on R 1 required by our theorem. Analogous steps yield the condition R 2 > I(U 1 U 2 ; W 2 |W 1 ), and so the achievability proof is complete.
IV. NECESSITY OF THE CONDITIONS IN THEOREM 1
A. Overview of the Proof Strategy
This section presents the main contribution of this work: a converse that matches the achievability result of Section III. The main steps of the proof are as follows:
• Step I: we prove a new outer bound. This outer bound is not tight, but it has two properties that play a fundamental role in our ability to derive a matching converse: 1) it is defined over the same class of distributions used in the achievability proof and hence, unlike the Berger-Tung inner and outer bounds, this one will be directly comparable to our achievability result;
2) it is defined explicitly as a function of the codes, and the structure of these codes will suggest a natural way to close the gap.
Step II: we prove that when we restrict attention to the class of codes considered in the achievability result of Section III, the gap vanishes.
Step III: we tighten the bound from Step I, by showing that given any code satisfying the distortion constraints, at least one of the codes considered in the achievability result of Section III achieves lower rates.
From all of the above, we can conclude that the rate region defined by the achievability result is indeed the region of all achievable rates.
B. Step I: A Loose Outer Bound
We start by giving a statement of an outer bound. for which
. Then, any achievable rate pair (R 1 , R 2 ) must satisfy
(where the supremum is taken over all possible codes that satisfy the distortion constraints), and
for some joint distribution p(u 1 u 2 w 1 w 2 s) that can be factored as p(s)p(u 1 u 2 )p(w 1 |u 1 s)p(w 2 |u 2 s), and such that there exist functions h 1 : W 1 → S and h 2 :
Consider any 2 nR1 , 2 nR2 , n,D 1 ,D 2 code, for whichD 1 ≤ D 1 + ǫ andD 2 ≤ D 2 + ǫ. For any such code, we must have for its sum-rate that
where (a) is because f 1 and f 2 are functions of U n 1 and U n 2 ; (b) is because the pairs (u 1 u 2 ) are drawn iid from p(u 1 u 2 ); (c) results from adding and subtracting the same term, with U
and finally, (e) follows from observing in the corresponding definitions that S i is a function of either W 1i or W 2i .
Next, we check the Markov conditions for these variables. We want to see if
, because of the iid assumption for the source.
• Since w 1i is a deterministic function of u 1i and s i , it is independent of u 2i , and hence we can write p(w 1i |u 1i u 2i s i ) = p(w 1i |u 1i s i ).
• Similarly, w 2i is a deterministic function of u 2i and s i , so it is independent of u 1i and w 1i , and hence we can write p(w 2i |u 1i u 2i w 1i s i ) = p(w 2i |u 2i s i ). Now, for the side conditions:
where (a) follows from the fact that f 1 is a function of U n 1 ; (b) is because conditioning does not increase entropy; (c) follows from the definition of n∆ n (f 1 f 2 ) above; and (d) follows from the definitions of W 1i and W 2i above.
By a symmetric argument, we get that
and therefore, putting all together, we get the necessary conditions
n). Note as well that
2 yields the common information requirement on S i , as required by the theorem. And since this is a necessary condition for every possible code, the weakest bound is chosen by taking a supremum over all codes:
. This, and the introduction of a time-sharing variable (as in [15, pp. 435-436] ), gives the sought outer bound.
C. Intermezzo I: On the Need of a Form of Conditional Independence
In this section we offer some informal arguments, intended to elucidate what exactly does the gap ∆ n (f 1 f 2 ) represent, to motivate and give a rationale for the result proved in Step II.
1) Random Projections of Quantization Cells:
Recall: the gap of interest is given by
Now, observe the following:
• The same question can be posed for a classical quantizer, there is nothing "distributed" here: we could consider one source X with iid samples X 1 ...X n , one encoding function f with f (X 1 ...X n ) ∈ {1...2 nR }, and still study the behavior of ∆ n (f ) in this case.
• For large blocks and ergodic sources, the AEP states that source sequences are roughly uniformly distributed over the typical set. Thus, conditioning on f changes the probability law governing X i 's: these are no longer iid, instead, whole sequences X 1 ...X n are drawn from the inverse image of f . And uniformly, assuming n large (so that they can be taken as subsets of the typical set T n ǫ (X)).
• The behavior of this gap is a purely combinatorial matter: it depends on the shape of the quantization cells (i.e., on the maps f 1 and f 2 and on the distortion measures d 1 and d 2 ), and on the source alphabets U 1 and U 2 , but not on the source distribution p(u 1 u 2 ), other than through the fact that this distribution determines the typical set (for n large).
• ∆ n (f ) is not the sequence of partial sums of a series -the code f changes with n.
Fix an encoding index ι = f (X 1 ...X n ), and consider all source sequences (X 1 ...
Assume n large, so that the distribution over the typical set can be assumed close to uniform. Then, intuitively:
• γ i,n denotes the uncertainty about X i in f −1 (not according to the random source distribution), given that the values of the previous X 1 ...X i−1 have been pinned already.
• η i,n denotes the same, but now with all values other than X i being pinned.
So, to evaluate the behavior of this gap, we need to understand how these random projections of a quantization cell change. So we look at a simple example, for which we can draw pictures.
2) A Two-Dimensional Example:
Consider an alphabet X = {0, 1, 2, 3}, and a two dimensional quantizer, as illustrated in Fig. 5 . 
, and thus ∆ n = 0. It is clear that if we want to prove that this gap is small, we need to establish some kind of independence relationship between U 1i U 2i and the remaining source components,
given the quantization indices f 1 and f 2 . This is because we want to upper bound the size of this gap, but only if we can show some form of independence relationship will we be able to drop terms from the second entropy expression without making the gap smaller.
Note as well that these examples illustrate clearly what we mean when we say that the gap depends only on combinatorial properties of the encoding maps and the distortion measure: we can interpret the gap in terms of the uncertainty in various projections of a quantization cell, projections whose behavior is independent of the actual source distribution (other than through the fact that the source distribution determines the shape of the typical set), in the regime of large n.
3) Scalar Quantization + Entropy Coding:
Motivated by the example in Fig. 5 , we now define a restricted class of scalar codes, in which quantization is done on a symbol-by-symbol basis, indepedently.
Scalar codes are a special case of the general codes defined in Section II. In a scalar code we still have two encoders f 1 : U n 1 → {1, 2, . . . , 2 nR1 } and f 2 : U n 2 → {1, 2, . . . , 2 nR2 }, and a decoder g : {1, 2, . . . , 2 nR1 } × {1, 2, . . . , 2 nR2 } →Û n 1 ×Û n 2 , as in general codes. But now, it must be possible to express these encoding functions as:
That is, the encoders still map a block of n symbols to discrete indices (as in the general case), but now they are constrained to approximate invidual symbols independently, followed by an invertible function of the whole pair of blocks. This is how we capture the notion of a code in the form of an array of scalar quantizers followed by an entropy coder. The rest of the definitions in Section II remain unchanged.
For scalar codes, it is straightforward to show that ∆ n (f 1 f 2 ) = 0 for all n, and therefore that the outer bound of Proposition 2 coincides with the inner bound of Section III. But of course the restriction to scalar quantizers is too strong: the kind of independence property we seek was built into the code construction in a rather non-subtle way, so we would certainly not expect that the rates achievable with these codes are all the achievable rates. Yet examination of the result for scalar quantizers suggested to us that perhaps there are codes satisfying a weaker form of independence, for which we could still prove ∆ ∞ = 0. And that is exactly what we do in Step II of the proof.
D. Step II: Tightness of the Bound over the Class of Codes in Section III
Next we establish that for each one of the codes in Section III, we have ∆ ∞ (f 1 f 2 ) = 0. Since those codes are mixtures of classical Berger-Tung codes designed for p(u 1 u 2 )p(w 1 |u 1 s)p(w 2 |u 2 s), we first prove that ∆ ∞ (f 1 f 2 ) = 0 on the component codes. (Note: in this derivation, to avoid clutter in the notation, we abuse notation by dropping all references to conditioning on S, with the understanding that there is a fixed value of S = s implicit everywhere.)
(a) follows from the positivity of mutual information; (b) is because the reconstruction sequences can be recovered from the outputs of the encoders; (c) is because conditioning does not increase entropy;
(d) follows from the definition of conditional entropy, and from discarding non-typical sequences;
(e) follows from the memoryless property of the backward channel with typical inputs (more below); (f) follows from writing the average of entropies in terms of the joint type of w n 1 and w n 2 ; (g) follows from the strong typicality of w n 1 w n 2 and from lower bounding cits type, using the definition that says that for all w 1 w 2 ∈ W 1 × W 2 , we must have that
, and from the definition of conditional entropy; (i) follows from standard properties of typical sets; and (j) follows from the fact that the backward channels are stationary (in the sense that the transition probabilities do not depend on the index i).
So, since η → 0 as ǫ → 0, and ǫ can be chosen arbitrarily small, we conclude that ∆ ∞ (f 1 f 2 ) = 0. Finally, we note that since this holds for every component code defined in Section III, convex mixtures of these codes also satisfy the same property, and so we have proved that ∆ ∞ = 0 within this class, qed.
We would like to highlight that step (e) in this proof is the critical step -this is how we use the independence property we embedded by design in the codes of Section III to drop conditioning terms without reducing the size of the gap.
Step (e) simply states that when a channel is memoryless, the i-th output of the channel depends only on the i-th input, and it is independent of all other inputs and outputs.
And the restriction to typical inputs and outputs is included because the channels are defined in this way (see Section III-B).
E. Intermezzo II: Looseness of the Bound in General
At this point it might seem like a reasonable conjecture to try proving that ∆ ∞ (f 1 f 2 ) = 0 for all codes.
But unfortunately, this is not true: it is not the case that ∆ ∞ (f 1 f 2 ) = 0 for every possible code satisfying the distortion constraints, and it is not the case that this is true even if we restrict our attention to the class of "efficient" codes (meaning, codes which get arbitrarily close to the boundary of the rate/distortion region in Theorem 1).
Consider the following example. 4 Let U 1 = U 2 = {0, 1}, with the Hamming distortion measure. Let (f 1 , f 2 , g) be a code as in Section III, of rates (R 1 , R 2 ), and satisfying the distortion constraints. Construct
-that is, add 1 bit to both encodings, the parity of the entire source sequence. Clearly, the rate of the new code is (R 1 + 1 n , R 2 + 1 n ), and hence asymptotically both codes achieve the same rate and distortion. However, when we evaluate
= 0, and
). What this example shows is one instance of our problem, in which there is one sequence of good codes that forces ∆ ∞ to remain bounded away from zero. Thus, ∆ ∞ cannot be always zero, and so the outer bound in Proposition 2 cannot coincide with the inner bound of Section III in general. However, at least in this example, it is trivial to see that the sum-rate R 1 + R 2 + 2 n achieved by the code (f ′ 1 f ′ 2 g ′ ) can be lower bounded with the sum-rate R 1 + R 2 achieved by another code based on backward channels. Fortunately, this is true in general, and it is enough to complete our converse. A proof follows.
F. Step III: Tightening of the Bound
) denote any sequence of codes such that:
• The rates of each code in this sequence are (R 1 , R 2 ).
• The joint distribution of all variables for each code is
.
For each code in this sequence, we have:
where all entropies and mutual information expressions are evaluated for suitable marginals of P (n) , (a)
follows from the data processing inequality, and (b) from the fact that conditioning does not increase entropy.
For each one of these codes we also define a quantity λ n (f 1 f 2 ), given by
the difference between eqns. (3) and (4) above; then we let λ ∞ (f 1 f 2 ) = lim n→∞ λ n (f 1 f 2 ). For now, assume λ ∞ (f 1 f 2 ) > 0 -we will come back to this at the end.
From the empirical joint distribution P (n) (u n 1 u n 2û n 1û n 2 ), we can recover marginals P (n)
i (u 1i u 2iû1iû2i ). Now we need to select a fixed number of representatives out of these n P (n)
i 's, a number that we require must be independent of n (for reasons that will become apparent shortly). We do this as follows:
• The space of all probability distributions on four variables (u 1 u 2û1û2 ) is compact -therefore, by the • Since the whole space is covered by B(ρ s , δ), each one of the marginals P (n) i (u 1i u 2iû1iû2i ) must be contained in one of these balls. So define a "ball representative" P (n),s (u 1 u 2û1û2 ) P (n) i * (u 1 u 2û1û2 ) , where i * denotes the first index i = 1...n such that P (n) i ∈ B(ρ s , δ) -and if no such i exists, set i * to any arbitrary value (say, i * = 1).
Using these definitions, now we specify a new distribution p(u 1 u 2 w 1 w 2 s) on five variables, that we will use to construct a code as in Section III:
• Auxiliary variables: S, W 1 and W 2 , defined over alphabets S {1...
• Consider the n-th code in the given sequence. We define a distribution p n (s) on {1...N δ } by
; that is, we associate each of the n P (n)
i 's to only one of the N δ balls, and then we count how many we assigned to each.
• From the marginals P (n) i (u 1i u 2iû1iû2i ) we can recover both P (n)
i (û 2i |u 2i ) (where p(u 1i ) and p(u 2i ) are the source marginals). These, together with the source distribution p(u 1i u 2i ) uniquely determine n Markov chainsÛ 1i −U 1i −U 2i −Û 2i , whose joint distribution is denoted by π i (u 1i u 2iû1iû2i ) (i = 1...n).
• Fix a value of S = s. For each fixed s, denote by π s (u 1i u 2iû1iû2i ) the unique Markov chain associated with the s-th representative P (n),s (u 1 u 2û1û2 ).
With these definitions, our sought joint distribution is given by p(
. And clearly, S is common information between W 1 and W 2 . So now we can use p(u 1 u 2 w 1 w 2 s) to construct a new code of length n as described in Section III-B, with encoders φ 1 and φ 2 , decoder ϑ, and reconstruction functions γ 1 (W 1 W 2 ) =Û 1 and γ 2 (W 1 W 2 ) =Û 2 .
We can see now where the requirement for N δ to be finite and independent of n comes from: without it, letting n → ∞ does not necessarily result in coding over long blocks. It is also clear that the new code does satisfy the distortion constraints, because the original code from which the marginals P (n) i (u 1iû1i ) and P (n) i (u 2iû2i ) were derived already did. What we need to show now is that the sum-rate of this new code provides a lower bound for the sum-rate of the original code.
The sum-rate for the new code cannot be smaller than H φ 1 (U n 1 )φ 2 (U n 2 ) . So:
, where:
(a) follows from the definition of conditional entropy, and from discarding non-typical sequences;
(b) follows from the memoryless property of the backward channel with typical inputs and outputs;
(c) follows from defining η as the average of H(U 1i U 2i |W 1i W 2i = w 1i w 2i ), when w 1i and w 2i are taken out of atypical sequences;
(d) follows from the definition of conditional entropy, and from the definition of marginal distribution;
(e) follows from two observations:
for all possible distributions, but when W 1 − U 1 − U 2 − W 2 forms a Markov chain, the inequality holds with equality; (f) follows from adding and subtracting an entropy expression evaluated using the i-th marginal P (n) i , in the s-th ball, for which P (n),s had been chosen as its representative; (g) follows from two observations:
-and the fact that the cover B(ρ s , δ) is chosen so that the maximum L 1 distance between any two points in the ball is 2δ, and from the L 1 bound on entropy [15, Thm. 16.3.2] , for some C > 0; (h) follows from choosing δ small enough and n large enough, so that 0 < 2δ log(2δ/C) + η < λ ∞ . Therefore, the sum-rate of this new code is a strict improvement over the sum-rate of the original given code, and so the original code cannot outperform the code we constructed.
To complete this proof, we still need deal with the case of λ ∞ = 0. In this case, we cannot guarantee that the new code we construct will achieve a sum-rate strictly lower than that of eqn. (4). However, given any δ > 0, following the same steps as above we can construct a sequence of codes whose sum-rate comes within δ of that in eqn. (4) , and so no code can achieve rates bounded away from those achievable with the codes in Section III. Therefore, the converse is proved.
V. DISCUSSION
To conclude, we would like to offer some remarks about the proof method in the derivation of our converse, about the relationship to other known bounds, and a brief summary of the contents in Part II of this paper.
A. Some Remarks About the Method of Proof for the Converse
The traditional method of deriving converses in rate/distortion problems, at a very high level of description, goes more or less as follows: 1) start with an expression of the form R > H f (U n ) , where R is some rate, U n is a block of source samples, and f is a code satisfying some distortion constraints;
2) produce a sequence of lower bounds for H(·), using standard information theoretic inequalities;
3) define auxiliary variables as needed, by collecting terms as they appear in the lower bounds; 4) introduce a time-sharing variable, so that averages of entropy and mutual information expressions can be replaced by single-letter expressions with suitable distributions.
Most converse proofs that we are aware of fit this pattern [5] , [6] , [15] , [64] .
Our converse follows identical steps up until and including step 3) above. After that, we do not attempt to reduce these expressions to single-letters any more, and that is our key departure point. Instead, we do the following: 4') we define a lower bound in the form of a limit of averages of mutual information expressions, where these mutual informations depend explicitly on a generic code; 5) we explicitly compute that limit, and we prove that for the class of codes in the achievability proof, the lower bound coincides with the upper bound; 6) finally, we prove that for any arbitrary sequence of codes satisfying the given distortion constraints, we can construct another sequence of codes as in our achievability proof, whose rate/distortion performance is no worse than that of the given sequence.
That is, step 5) establishes tightness over a restricted class of codes; then, step 6) establishes tightness in general, by showing that no code can produce rates outside of the region defined in the previous step.
We are currently investigating whether this proof method can be successfully applied in the context of other multiterminal problems involving discrete memoryless sources and channels. And whereas we have no conclusive results to report on yet, preliminary results seem to suggest that our proof method could deliver the rate region for the CEO problem of Berger, Zhang and Viswanathan [10] . Results along these lines will be reported on elsewhere.
B. Some Remarks About the Relationship Among Different Bounds
We take again the point of view that a rate region is the image of a map that sends probability distributions into subsets of the real plane. Formally, this is stated by saying that there is a map R : P → R 2 , where:
• P denotes some subset of probability distributions on U 1 × U 2 × W 1 × W 2 ;
• R 2 denotes the real plane; and
• for any p ∈ P,
R 2 ≥ I p (U 1 U 2 ; W 2 |W 1 )
where I p denotes mutual information evaluated using the joint distribution p(u 1 u 2 w 1 w 2 ).
Finally, a rate region R P is defined in terms of this map and a set of distributions P by
Our goal here is to compare, under this light, the region of Theorem 1, the Wagner-Anantharam outer bound [55] , and the Berger-Tung inner and outer bounds [51] .
In terms of the map R, the different regions can be restated as follows:
• Let P BTi denote the set of all p(u 1 u 2 w 1 w 2 ) which satisfy the following constraints: -p(u 1 u 2 ) = w1∈W1,w2∈W2 p(u 1 u 2 w 1 w 2 ), the given source distribution.
Then, the region defined by the Berger-Tung inner bound is R BTi R P BTo .
• Let P conv denote the set of all p(u 1 u 2 w 1 w 2 ) which satisfy the following constraints:
-There is a random variable S defined over a finite alphabet S, such that W 1 − U 1 S − W 2 U 2 and W 2 − U 2 S − W 1 U 1 are Markov chains, and such that S is the common information between W 1 and W 2 .
-∃γ 1 , γ 2 , such that E d 1 U 1 , γ 1 (W 1 W 2 ) ≤D 1 + ǫ and E d 2 U 2 , γ 2 (W 1 W 2 ) ≤D 2 + ǫ.
-p(u 1 u 2 w 1 w 2 ) = s∈S p(u 1 u 2 w 1 w 2 s).
-p(u 1 u 2 ) = s∈S,w1∈W1,w2∈W2 p(u 1 u 2 w 1 w 2 s), the given source distribution.
Then, the rate region of Theorem 1 is R conv R(D 1 D 2 ) = R P conv .
• Let P WA denote the set of all p(u 1 u 2 w 1 w 2 ) which satisfy the same constraints as P conv , except for the requirement that S be common information between W 1 and W 2 . Then, the region defined by our specialization of the Wagner-Anantharam outer bound is R WA R P WA .
• Let P BTo denote the set of all p(u 1 u 2 w 1 w 2 ) which satisfy the following constraints: -p(u 1 u 2 ) = w1∈W1,w2∈W2 p(u 1 u 2 w 1 w 2 ), the given source distribution.
Then, the region defined by the Berger-Tung outer bound is R BTo R P BTo .
From these definitions, we can easily conclude that P BTi P conv P WA P BTo .
Note that the inclusion of the domains is proper: there are distributions in P conv that are not in P BTi (these would be convex mixtures of finitely many long chains, at least 2, for which the mixing variable S is common information between W 1 and W 2 ); there are distributions in P WA that are not in P conv (all finite convex mixtures of long chains not satisfying the common information constraint); and there are distributions in P BTo that are not in P WA (infinite convex mixtures). However, these proper inclusions do not necessarily translate into
proper inclusion of the rate regions. In particular, without further proof, the only proper inclusion we can claim is R BTi R conv , since the first is not a convex set, but the second is. But for the remaining sets, all we can conclude is
It would be very interesting to know if any of these inclusions are proper.
C. Summary of Part II
Part I of this work focused on the development of a complete characterization of the region of achievable rates for multiterminal source coding, in the case of two encoders and one decoder, for general discrete memoryless sources and bounded distortion metrics. Part II deals with a number of extensions of this basic framework:
• We consider the natural extension to M encoders.
• We extend Theorem 1, to handle the case of sources with continuous alphabets as well.
• We evaluate the region of Theorem 1, for concrete instances of sources and distortion metrics.
• We study a number of issues related to the computability of the region defined by Theorem 1 (of which cardinality bounds is but just one of them).
For further details, see [43] .
