We consider the problem of scheduling a set of jobs with different release times on parallel machines so as to minimize the makespan of the schedule. The machines have the same processing speed, but each job is compatible with only a subset of those machines. The machines can be linearly ordered such that a higher-indexed machine can process all those jobs that a lower-indexed machine can process. We present an efficient algorithm for this problem with a worst-case performance ratio of 2. We also develop a polynomial time approximation scheme (PTAS) for the problem, as well as a fully polynomial time approximation scheme (FPTAS) for the case in which the number of machines is fixed.
P | | C max , is NP-hard in the strong sense when the number of machines is not fixed [17] . Thus, problems P | incl. proc. sets | C max and P | r j , incl. proc. sets | C max are also strongly NP-hard. The strong NP-hardness of these problems not only indicates the difficulty of developing polynomialtime optimal algorithms, but it also implies that it is impossible to develop fully polynomial time approximation schemes (FPTASs) for these problems unless P = N P . A few researchers have developed polynomial-time approximation algorithms for problem P | incl. proc. sets | C max .
In fact, P | incl. proc. sets | C max is a special case of the unrelated parallel machine scheduling problem R | | C max , and a polynomial-time 2-approximation algorithm (i.e., an algorithm which generates solutions with relative error guaranteed no more than 100%) have been developed by Lenstra et al. [19] . Shchepin and Vakhania [26] have further developed a polynomial-time algorithm for R | | C max with an improved worst-case performance ratio of 2 − gorithm have running time of O(n log n log p sum ) and O(n log n log 1 ), respectively. They have also presented a PTAS for the problem. To the best of our knowledge, no research has been reported on problem P | r j , incl. proc. sets | C max .
When the number of machines is fixed, problem P m | incl. proc. sets | C max becomes NP-hard in the ordinary sense. Horowitz and Sahni [8] , Jansen and Porkolab [11] , and Fishkin et al. [4] have developed FPTASs for problem Rm | | C max (i.e., problem R | | C max when the number of machines is fixed). Thus, their FPTASs can be applied to problem P m | incl. proc. sets | C max . Ji and Cheng [12] have also proposed a different FPTAS for the same problem. Mastrolilli [22] has developed an FPTAS for the unrelated parallel machine scheduling problem when the number of machines is fixed, with the objective of minimizing the maximum flow time of jobs, i.e., max j {C j − r j }.
However, there is no known FPTAS for problem P m | r j , incl. proc. sets | C max .
A few researchers have developed online algorithms for various variants of problem P | incl. proc. sets | C max ; see [1, 13, 14, 24] . Some researchers have also studied preemptive scheduling models with inclusive processing set restrictions; see [9] .
The rest of this paper is organized as follows: In Section 2 we present some important properties of problem P | r j , incl. proc. sets | C max and then develop an efficient 2-approximation algorithm for the problem. In Section 3 we present a PTAS for the problem. In Section 4 we present an FPTAS for the case where the number of machines is fixed. We draw some concluding remarks in Section 5.
no greater than D. Hence, if we schedule J ju to start at time
. . , J j h can all be processed by machine M i with no time clash and no violation of release time constraints. Conversely, suppose that r
Hence, these jobs cannot be all assigned to the same machine.
A straightforward approach to obtaining an approximation solution for problem P | r j , incl. proc. sets | C max with a constant bound on the relative error is to apply the method developed by Ou et al. [23] . Such an approach is described as follows:
Step 1. Ignore all job release times and assign the jobs to machines using Ou et al.'s Step 2. Increase the start time of all jobs by r max , where r max = max j=1,2,...,n {r j }.
Note that in
Step 2, after increasing the start time of all jobs by r max , each job J j will start processing no earlier than r j . Thus, algorithm A1 always generates a feasible schedule. Let C A1 max denote the makespan of the schedule generated by A1, and let C * max denote the makespan of the optimal schedule. Algorithm A1 has a running time of O(n log n log p sum ) and has a performance guarantee stated in the following theorem. , then this modified version of algorithm A1, denoted A1 , is a 3-approximation algorithm with a running time of O(n log n).
Next, we present a more effective approximation algorithm for P | r j , incl. proc. sets | C max . This algorithm guarantees that the solution generated has an objective function value no more than twice the optimal solution value. The idea of our algorithm is to search for a feasible schedule via binary search. In each iteration of the search procedure, we attempt to obtain a feasible schedule with Let L = max j=1,2,...,n {r j + p j } and U = r max + p sum . Clearly, L and U are lower and upper bounds, respectively, on the optimal solution value of P | r j , incl. proc. sets | C max . The approximation algorithm is described formally as follows:
Step 1. Re-index the jobs J 1 , J 2 , . . . , J n in such a way that
Step 2. (i) For i = 1, 2, . . ., m, set P i ← 0. For j = n, n−1, . . ., 1, attempt to assign J j as follows: If there exists machine index such that a j ≤ ≤ m and r j + p j ≤ D − P , then assign J j to machine M k and set P k ← P k + p j , where k = min{ | a j ≤ and r j + p j ≤ D − P }.
Otherwise, we fail to assign all jobs to the machines; stop and go to (ii).
(ii) If we fail to assign all jobs to the machines in (i), then set C ← C, C ← (C + C )/2 , and D ← 2C. Otherwise, we have a feasible assignment in (i); in such a case, we set C ← C, C ← (C + C )/2 , and D ← 2C.
(iii) If C < C , then go to (i).
Step 3. Select the last feasible job assignment obtained in Step 2. On each machine, sequence the jobs in nondecreasing order of r j . Process each job as early as possible on its assigned machine.
Step 1 of algorithm A2 is the initialization step. In each iteration of Step 2, the algorithm tests if all jobs can get assigned to the m machines (with no job completed later than D = 2C) following the abovementioned rules (a)-(c). By Lemma 2, a job J j can be assigned to M with ≥ a j if and only if r j + p j ≤ D − P , where P is the total processing time of the existing jobs assigned to that machine. Hence, in
Step 2(i) we determine whether J j can be assigned to M by checking the conditions "r j + p j ≤ D − P " and "a j ≤ ." The binary search procedure returns a feasible job assignment corresponding to a certain value of C. Thus, if we decrease this value of C by 1, then
Step 2(i) will fail to assign all jobs to the machines. In
Step 3, given a feasible job assignment, we can determine the job schedule by arranging the jobs on each machine in nondecreasing order of release times (see Lemma 1).
The running time of Steps 1 and 3 is dominated by the binary search. The number of iterations in the binary search is bounded from above by O(log U ) = O(log(r max + p sum )). In Step 2, for a given integer D, it takes O(nm) time to determine a feasible assignment (or to confirm that it fails to assign all jobs to the machines). Hence, the overall running time of algorithm A2 is O(nm log(r max + p sum )), which is polynomial in the input size of the problem.
Let C
A2
max denote the makespan of the schedule generated by algorithm A2. The following theorem provides us with a performance guarantee on algorithm A2.
Proof: Suppose, to the contrary, that there exists a problem instance in which C A2 max /C * max > 2.
Since C A2 max is the makespan of the schedule generated by algorithm A2, Step 2(i) of algorithm A2
should fail to assign all jobs to the machines if C is selected in such a way that D < C A2 max (i.e., Let S = {J v+1 , J v+2 , . . . , J n }, which is the subset of jobs that are assigned to the machines prior to the assignment of
Thus, all the jobs assigned to machines M λ , M λ+1 , . . . , M m prior to the assignment of J v have machine indices no smaller than λ. However, for any µ = λ + 1, λ + 2, . . . , m, at least one job assigned to machines M µ , M µ+1 , . . . , M m has a machine index smaller than µ. Note that the jobs
Combining (2) and (3), we have 2C < C * max + min i=λ,λ+1,...,m
In both Cases 1 and 2, we have 2C < C * max + min i=λ,λ+1,...,m
are integers, this inequality implies that C A2 max ≤ 2C * max , which is a contradiction. This completes the proof of the theorem.
Remark 2:
The worst-case error bound presented in Theorem 2 is asymptotically tight as m → ∞.
To see this, consider an example with n = 2m,
. ., m, and
It is easy to check that when C = m − 1, Step 2(i) of algorithm A2 fails to assign all 2m jobs to
Step 2(i) of A2 can assign all jobs to the machines, and the corresponding schedule is depicted in Figure 1(a) . Thus,
An optimal schedule to this problem instance, which has a makespan of C * max = m + 1, is shown in Figure 1(b) . Hence, C A2 max /C * max = 2m/(m + 1) → 2 as m → ∞.
Remark 3:
The running time of algorithm A2 is not strongly polynomial. A strongly polynomial time approximation algorithm can be obtained by modifying A2 slightly using the method presented in [23] . First, as mentioned in Remark 1, we can use algorithm A1 to obtain a 3-approximation solution to problem P | r j , incl. proc. sets | C max in O(n log n) time. So, instead of using L = max j=1,2,...,n {r j + p j } and U = r max + p sum , we let U be the makespan of this 3-
of applying binary search on the integer set {L, L+1, .
and is a prespecified positive constant. We use binary search to search these subintervals. For
) involved in the binary search, we apply Step 2(i) of algorithm A2 with D = 2C (u) . This modified version of algorithm A2 is a (2 + )-approximation algorithm, and may be set arbitrarily close to zero. The binary search procedure takes O(log K)
iterations. It is easy to check that O(K) ≤ O( 1 ). Therefore, the running time of the modified algorithm is O(n log n + nm log 1 ).
A Polynomial Time Approximation Scheme
In this section we develop a PTAS for problem P | r j , incl. proc. sets | C max . As mentioned in Section 1, Mastrolilli [21] has developed a PTAS for P | r j | C max . We will make use of Mastrolilli's technique of merging small jobs, but we carefully extend his method so that it can be applied to machines with inclusive processing set restrictions. The major differences between our PTAS and Mastrolilli's PTAS are as follows: (i) Mastrolilli categorizes the jobs based on their release times, while we categorizes them based on their release times as well as their machine indices.
(ii) When we assign the small jobs to machines, we assign them according to their machine indices.
(iii) Mastrolilli uses an integer linear program (ILP) to generate a schedule after rounding the job processing times, while we use a dynamic program to do so (see Remark 6 below).
In our PTAS, we first apply algorithm A2 to obtain a 2-approximation solution to the given problem instance, and let UB denote the makespan of the schedule obtained. Then, UB/2 is a lower bound on C * max . Note that r max + 1 and p max are also lower bounds on C * max , where r max = max j=1,2,...,n {r j } and p max = max j=1,2,...,n {p j }. Let LB = max{r max +1, p max , UB/2}. We have LB ≤ C * max ≤ 2LB. Next, we divide each release time and processing time by LB. Then, r max < 1, p max ≤ 1, and
Let¯ be an arbitrary small rational number, where 0 <¯ < 1. For simplicity, we assume that 1/¯ is integral. (For a given¯ , if 1/¯ is not integral, then we replace¯ by = We consider a "release time rounding procedure." In this procedure, we round every release time down to the nearest multiple of¯ , obtain an approximation solution to the problem with rounded release times (using a method described later), and then add¯ to each job's start time. Clearly, this procedure will generate a feasible schedule (i.e., a schedule in which every job starts no earlier than its release time). Let σ * 1 denote the schedule generated by this procedure when we solve the rounded release time problem optimally. We have the following lemma:
Proof: The inequality "C * max ≤ C max (σ * 1 )" is obvious. Note that after rounding every release time down and solving the problem optimally, the makespan of the solution is no greater than C * max .
When we add¯ to each job's start time, the makespan of the schedule increases by no more than
We now focus on problem instances with rounded release times and discuss how to obtain approximation solutions to those instances. Since r max < 1, the number of different release times is bounded from above by 1/¯ . We refer to those jobs with processing times less than¯ 2 as "small jobs" and the other jobs as "big jobs." Let h be the number of distinct release times in the problem instance, where h ≤ 1/¯ . Let r (1) , r (2) , . . ., r (h) be those release times. We refer to a job with release time r (k) as a "type-k job" (k = 1, 2, . . ., h). Recall that the job set J is partitioned into S 1 , S 2 , . . . , S m according to the machine indices of the jobs. We now further partition each
i , . . ., S To obtain an approximation solution to a problem instance with rounded release times, we use the following "job merging procedure": For each i and k, let J a and J b be any two small jobs in
i . We merge these two small jobs to form a composed job J c such that J c has the same release time as J a (and J b ), and that p c = p a + p b (see [21] ). In other words, we require J a and J b to be processed together on the same machine one immediately after the other. We repeat this merging process until each subset S (k) i contains at most one small job. Then, we obtain an approximation solution to the resulting problem instance (using a method described later).
We denote the subset S (k) i after the merging process asS (k)
i . Clearly, the processing time of a composed job is less than 2¯ 2 , and there is at most one small job in eachS
the schedule generated by the job merging procedure when we solve the resulting problem instance optimally.
2 )" is obvious. To prove the lemma, it suffices to show that there exists a feasible schedule σ 2 for the instance obtained from the job merging process such that C max (σ 2 ) ≤ (1 + 2¯ )C max (σ * 1 ). For simplicity, we assume that in schedule σ * 1 the jobs on each machine are sequenced in nondecreasing order of release times (see Lemma 1) . Let A 
. , m).
Let B denote the set of non-composed big jobs after the job merging process, and A = J \ B denote the set of composed jobs and small jobs.
We construct σ 2 as follows: (i) For each k = 1, 2, . . . , h, we assign the jobs in A ∩ (
one by one to the machines, starting from those jobs with the smallest machine index. We first assign them to M 1 until either the total processing time of the assigned type-k jobs on M 1 exceeds
p j or there is no more unassigned job in A ∩S (k)
1 . We then assign them to M 2 until either the total processing time of the assigned type-k jobs on M 2 exceeds J j ∈A (k) 2 p j or there is no more
2 ). Next, we assign them to M 3 until either the total processing time of the assigned type-k jobs on M 3 exceeds J j ∈A (k) 3 p j or there is no more unassigned job in
3 ), and so on.
(ii) For each J j ∈ B, we assign J j to the machine which processes
On each machine, we sequence the jobs in nondecreasing order of release times, and schedule each job to start as soon as the job has been released and the machine has completed the previous job.
Note that in
Step (i), when we assign type-k jobs to a machine M i , we always assign enough type-k jobs so that their total processing time is greater than the total type-k job processing time in A (k)
i , unless we run out of type-k jobs that can be processed by M i . Hence, all type-k jobs must get assigned to the m machines.
On the other hand, the total processing time of the composed type-k jobs and small type-k jobs assigned to M i in Step (i) cannot exceed the total processing time of the small type-k jobs on M i in σ * the completion time of the last job on M i in σ 2 cannot exceed the completion time of the last job on M i in σ * 1 by more than 2h¯ 2 (i = 1, 2, . . ., m). This implies that
We now focus on problem instances resulted from the job merging process and discuss how to obtain approximation solutions to those instances. We consider the following "processing time rounding procedure": First, for each big job J j , let y j = max
, and we round p j down to¯ 2 (1 +¯ ) y j . Next, we ignore the small jobs and obtain an optimal solution to the problem instance with rounded processing times (using a method described later). Then, we restore the big jobs' original processing times and replace the composed jobs by their original small jobs. After that, we assign each remaining small job J j to machine M a j . Finally, on each machine, we sequence the jobs in nondecreasing order of release times, and schedule each job to start as soon as the job has been released and the machine has completed the previous job.
Let σ * 3 denote the schedule generated by the processing time rounding procedure.
Proof: The inequality "C max (σ * 2 ) ≤ C max (σ * 3 )" is obvious. Note that after rounding the processing times down and solving the problem optimally, the makespan of the solution is no greater than
. When we restore the original processing times of the big jobs, the makespan of the schedule increases by a factor of no more than 1 +¯ (i.e., increases by an absolute amount of no more than¯ C max (σ * 2 )). Since there is at most one small job in eachS
i , the number of small jobs inS
is at most 1/¯ . Hence, inserting the remaining small jobs into the schedule increases the makespan by no more than (1/¯ ) ·¯ 2 =¯ ≤¯ C max (σ * 2 ). Therefore,
Finally, we describe a dynamic program for obtaining an optimal solution to the problem with rounded processing times. We first categorize the jobs in such a way that two jobs belong to the same category if they have the same release time and the same processing time. Let τ denote the number of job categories.
Lemma 6 τ ≤ (1/¯ ) 1 + log 1+¯ (1/¯ 2 ) .
Proof: Since p max ≤ 1, each job processing time¯ 2 (1 +¯ ) y j is at most 1, which implies that
. Thus, the number of possible values of y j is no more than 1 + log 1+¯ (1/¯ 2 ) .
The number of distinct job release times is no more than 1/¯ . Therefore, the number of job categories is no more than (1/¯ ) 1 + log 1+¯ (1/¯ 2 ) .
We index the job categories as 1, 2, . . ., τ . Let n denote the number of jobs in category ( = 1, 2, . . . , τ ). Let n (i) denote the number of jobs with machine index i in category . Thus,
, which is the maximum number of jobs from category that can be assigned to machine M i (i = 1, 2, . . ., m). Let x i be a decision variable representing the number of jobs from category that are assigned to M i . Clearly, we have a constraint of "x i ≤ n i " for = 1, 2, . . ., τ and i = 1, 2, . . ., m. Hence, we call (x 1i , x 2i , . . ., x τ i ) a "feasible assignment" for
which is the set of all feasible assignments for M i . By Lemma 1, we may assume that the assigned jobs are processed in nondecreasing order of their release times and are processed as early as possible. Let C(x 1i , x 2i , . . . , x τ i ) denote the completion time of the last job on M i if the feasible assignment (x 1i , x 2i , . . . , x τ i ) is adopted. It is easy to see that for each (x 1i , x 2i , . . . , x τ i ) ∈ X i , C(x 1i , x 2i , . . . , x τ i ) can be determined in O(τ ) time if the job categories are indexed in nondecreasing order of job release times. Note that 1, 2, . . ., i) . We have the following recurrence relation:
for i = 2, 3, . . ., m and (v 1 , v 2 , . . . , v τ ) ∈ X i . The boundary conditions are:
+∞, otherwise;
and
The makespan of the optimal schedule is given as F m (n 1 , n 2 , . . . , n τ ). Remark 6: As mentioned earlier, Mastrolilli [21] has developed a PTAS for problem P | r j | L max .
His PTAS is "efficient" in the sense that it can generate a (1 + )-approximation solution in O(n +f ( )) time, wheref ( ) is a constant for fixed . Such a computational complexity is achieved by solving the rounded processing time problem as an ILP with a constant number of variables and a constant number of constraints using Lenstra's [18] algorithm. For our problem with inclusive processing sets, if we formulate the rounded processing time problem as an ILP, the number of constraints will depend on m, and if we solve the ILP using Lenstra's algorithm, the computational complexity will be very high.
When the Number of Machines Is Fixed
In this section we develop an FPTAS for problem P m | r j , incl. proc. sets | C max . First, we solve the given instance of P m | r j , incl. proc. sets | C max using algorithm A1 (see Remark 1), and let UB be the makespan of the schedule obtained. Then, C * max ≤ UB. Note that P m | r j , incl. proc. sets | C max is a special case of Rm | r j | C max . In problem Rm | r j | C max , each job J j has a nonnegative release time r j , and it has a processing time p ij if it is assigned to machine M i . Given a problem instance of P m | r j , incl. proc. sets | C max , we can convert it into an instance of Rm | r j | C max by defining p ij = p j if i ≥ a j , and p ij = UB + 1 if i < a j , for i = 1, 2, . . . , m and j = 1, 2, . . ., n. Note that Rm | r j | C max is a generalization Rm | | C max , which is known to be NP-hard [17] . However, to the best of our knowledge, no pseudo-polynomial time algorithm has been developed for Rm | r j | C max .
Next, we present a dynamic program which can determine an optimal solution to Rm | r j | C max in pseudo-polynomial time. LetŪ be any upper bound on the makespan of the optimal schedule of Rm | r j | C max (e.g., if the problem is converted from an instance of P m | r j , incl. proc. sets | C max , then we may setŪ = UB). We re-index the jobs in such a way that r 1 ≤ r 2 ≤ · · · ≤ r n . Define for j = 0, 1, . . ., n and any nonnegative integer x i (i = 1, 2, . . ., m). The recurrence relation is
for all j = 1, 2, . . ., n and 0 ≤ x i ≤Ū (i = 1, 2, . . ., m) such that max i=1,2,...,m {x i − r j − p ij } ≥ 0.
The boundary conditions are G(0; x 1 , x 2 , . . . , x m ) = 1 for all (x 1 , x 2 , . . . , x m ) ≥ (0, 0, . . ., 0), and for j = 1, 2, . . ., n, G(j; x 1 , x 2 , . . . , x m ) = 0 if x i < r j + p ij for i = 1, 2, . . ., m.
The optimal makespan of the schedule is given as min max{x 1 , x 2 , . . ., x m } G(n; x 1 , x 2 , . . ., x m ) = 1; 0 ≤ x 1 , x 2 , . . . , x m ≤Ū .
The running time of this dynamic program is O(nŪ m ), which is pseudo-polynomial when m is fixed.
Let be a given constant, where 0 < < 1. We now construct a polynomial-time -approximation algorithm for P m | r j , incl. proc. sets | C max . Let LB = UB/3. Then, by Remark 1, LB ≤ C * max ≤ UB. We replace all job release times r j by r j (n+1) ·LB ·LB n+1 and all job processing times p ij by p ij (n+1) ·LB ·LB n+1 , and then obtain an optimal schedule σ to the problem with these rounded data.
We obtain an approximated solution to the original problem by taking schedule σ and restoring the original release times and processing times. It is easy to see that the makespan of this approximated solution, C A max , cannot be greater than the makespan of σ by more than (n + 1) · ·LB n+1 = · LB .
Hence, C A max ≤ (1 + )C * max .
To obtain an optimal schedule σ to the problem with the rounded data, we do the following:
Since all release times and processing times are integer multiples of Theorem 4 Problem P m | r j , incl. proc. sets | C max admits an FPTAS.
problem, as well as an FPTAS for the case in which the number of machines is fixed.
An interesting future research direction is to investigate other parallel machine scheduling models with inclusive processing sets, job release times, and other objective functions, such as minimizing total (unweighted) job completion times, minimizing total weighted job completion times, and bicriterion objectives. Further extensions to uniform machines are also worth investigating, because in some applications, machines with different processing capabilities may be operated at different speeds.
(a) Schedule obtained by Algorithm A2
(b) Optimal schedule Figure 1 . A worst-case example.
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