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Résumé
Nous présentons les idées principales de la renormalisation des équations aux dérivées
partielles stochastiques, telle qu’elle apparaît dans la théorie des structures de régularité.
Nous discutons de manière informelle la régularisation du bruit, la transformation du
modèle canonique vers celui renormalisé, l’espace des modèles et la structure algébrique
sous-jacente.
Dans l’article [13], le deuxième auteur de cette note a introduit une théorie des
structures de régularité (RS, regularity structures en anglais) dans le but d’obtenir pour
deux équations importantes une notion de ‘solution’, ainsi que des résultats d’existence
et unicité, qui étaient des problèmes ouverts depuis des décennies. La première partie de
[13] est une vraie théorie, dans le sens qu’elle peut être appliquée de la même façon à
une vaste classe de problèmes ; cependant, la deuxième partie, qui traite les applications,
contient de plus en plus d’arguments ad hoc, qui doivent être adaptés si utilisés dans des
contextes différents. Pire, pour beaucoup d’autres équations intéressantes, l’approche de
[13] devient impossible en pratique car la complexité combinatoire des objets impliqués
peut devenir arbitrairement grande.
Heureusement, la situation a changé récemment. Le quatuor d’articles [13, 4, 8, 3]
construit une boîte noire complètement automatique permettant d’obtenir des résultats
d’existence (locale) et d’unicité (modulo élément du groupe de renormalisation) pour
une large classe d’équations aux dérivées partielles stochastiques (EDPS), qui inclut
∂tu = ∆u+ (∂xu)2 + ξ, x ∈ R, (KPZ)
∂tu = ∆u+ u ξ, x ∈ R2, (PAM)
∂tu = ∆u− u3 + ξ, x ∈ R3, (Φ43)
pour ξ ∈ D′(Rd) une distribution (fonction généralisée de Schwarz) aléatoire et très
peu régulière. L’exemple principal est le bruit blanc en espace-temps, mais la théorie
s’applique à une classe très large de ξ.
Ces équations sont appelées singulières. Pourquoi? On peut remarquer qu’il est
possible de multiplier une distribution T ∈ D′(Rd) et une fonction lisse ψ ∈ C∞(Rd)
2de façon canonique, en définissant le produit ψT = Tψ ∈ D′(Rd) par
ψT (ϕ) = Tψ(ϕ) := T (ψϕ), ϕ ∈ C∞0 (Rd).
Mais si ψ /∈ C∞(Rd), ce produit n’est en général pas bien défini. Or, chacune de ces
équations contient un produit entre une distribution dans D′(Rd) et une autre distribution
ou une fonction qui n’est pas suffisamment régulière. Plus précisément :
— dans KPZ (Kardar-Parisi-Zhang), u n’est pas mieux que Hölder en espace, la dérivée
∂xu est donc une distribution et (∂xu)2 n’est pas bien défini.
— dans PAM (Parabolic Anderson Model), ξ est un bruit blanc en espace, u est une
fonction non-lisse, donc u ξ n’est pas bien défini.
— dans (Φ43), u est elle-même une distribution et donc u3 n’est pas bien défini.
Dans ces équations, la notion de solution est problématique, avant même de parler de
résultats d’existence et unicité.
Régularisation. Pour contourner ce problème, on peut essayer de régulariser le bruit,
résoudre l’équation et ensuite passer à la limite : soit ξε = %ε ∗ ξ une régularisation de ξ,
avec (%ε)ε>0 une famille de mollificateurs pairs en espace-temps, et soit uε la solution
de
∂tuε = ∆uε + F (uε,∇uε, ξε) (1)
où F est une fonction non-linéaire d’une certaine classe, qui inclut les trois équations
ci-dessus. La question naturelle est : Que se passe-t-il lorsque ε→ 0? Afin de contrôler
cette limite, on a besoin d’une topologie sur les bruits telle que
1. l’application ξε 7→ uε est continue
2. ξε → ξ lorsque ε→ 0.
Le premier point requiert une topologie suffisamment forte, alors que le second requiert
une topologie suffisamment faible. De fait, aucune solution ne paraît possible si la
régularité de ξ est trop faible. La partie analytique de la théorie des structures de
régularité (RS) fournit un cadre pour résoudre ce problème, en construisant, pour une
équation donnée,
— un espace métrique (M, d) appelé Espace des Modèles
— un relèvement canonique de tout ξε régulier vers un modèle Xε ∈M
— une fonction continue Φ : M→ D′(Rd) telle que uε = Φ(Xε) résout l’équation
régularisée (1).
Ce schéma est inspiré de la théorie des Chemins Rugueux (Rough Paths en anglais),
initiée par Terry Lyons [14] et ensuite développée, parmi d’autres, par Massimiliano
Gubinelli, dont les idées de chemins rugueux contrôlés [10] et branchants [11] ont servi
d’inspiration directe dans l’élaboration des structures de régularité.
La théorie RS identifie une classe d’équations, appelées sous-critiques, pour lesquelles
le modèle canonique Xε ∈M encode un nombre fini de fonctions explicites obtenues à
partir du bruit régularisé ξε par des multiplications ponctuelles et des convolutions avec
le noyau de la chaleur G ou des opportunes dérivées de G, disons par exemple ∂xG.
Parmi les composantes du modèle canonique Xε ∈M on peut ainsi trouver
ξε, ξε(G ∗ ξε) , (∂xG ∗ ξε)2, ξε (G ∗ (∂xG ∗ ξε)2). (2)
Par contre, on n’est pas obligé de considérer toutes les fonctions possibles de ce type :
on ne s’attend typiquement pas par exemple à pouvoir donner un sens à ξ2 et on ne
considère donc pas ξ2ε parmi les composantes de Xε.
Pour décrire les fonctions qui forment les composantes de Xε nous utilisons une
notation graphique : chaque fonction est représentée par un arbre enraciné, où
3— les arêtes correspondent à des convolutions avec G (arêtes de type ) ou ∂xG (arêtes
de type ),
— chaque point de branchement correspond au produit ponctuel des fonctions que
représentent les sous-arbres au-dessus du noeud en question
— les bruits sont représentés par des noeuds de type .
Par exemple, les quatre fonctions dans (2) sont représentées par les arbres suivants :
, , , . (3)
Formellement, on voit Xε comme une application linéaire envoyant l’espace T des
combinaisons linéaires formelles de ces arbres dans un espace de distributions en écrivant
Xε( ) = ξε(G ∗ ξε), etc.
En simplifiant beaucoup, on peut dire que la convergence dans (M, d) correspond
à la convergence de toutes ces fonctions explicites en tant que distributions. Notons
cependant que l’espaceM n’est pas un espace linéaire : la topologie deM encode des
versions quantitatives d’énoncés du type “proche du point z, la distribution Xε( ) est
proche de Xε( )Xε( )(z)”. Un problème majeur apparaissant dans les exemples (2) est
que ces produits peuvent être divergents dans la limite ε→ 0, e.g.
E[ξε(G ∗ ξε)] = (%ε ∗G ∗ %ε)(0)→ G(0) = +∞ ,
et on ne s’attend donc pas en général à ce que Xε converge dans (M, d) lorsque ε→ 0.
Renormalisation. Pour pallier ce problème, il faut accepter qu’il est nécessaire de
modifier (renormaliser) certaines composantes de Xε, et définir un nouveau relèvement
Xˆε ∈ M de ξε. Par exemple, le produit canonique (ponctuel) ξε(G ∗ ξε), qui diverge
quand ε→ 0, peut être remplacé par
Xε
( )
= ξε(G ∗ ξε) −→ ξε(G ∗ ξε)− E[ξε(G ∗ ξε)] = Xˆε
( )
. (4)
Si, avec des modifications opportunes, on arrive à construire un relèvement Xˆε de ξε de
façon à
— respecter les contraintes non-linéaires qui définissent l’espace des modèlesM,
— obtenir une famille convergeant dans (M, d) quand ε→ 0,
on pourra alors utiliser la continuité de l’applicationΦ et obtenir une famille uˆε := Φ(Xˆε)
convergeant dans D′(Rd).
Les modifications des composantes deXε ne peuvent bien entendu pas être totalement
arbitraires : la structure non-linéaire à laquelle nous avons déjà fait allusion doit être
préservée, voir aussi la discussion en page 6. Le groupe de renormalisation G− que
nous décrivons dans [4] est justement le groupe des transformations deMqui respectent
cette structure. On peut remarquer que Xˆε( ) = Xε( − cε1) pour une constante cε,
voir (15) ci-dessous.
On peut résumer cette procédure en quatre étapes :
— Étape analytique : Construction d’un espace de modèles (M, d) et continuité de
l’application Φ : M→ D′(Rd), [13].
— Étape algébrique : Description d’une action de groupe sur l’espace des modèles
décrivant la transformationM3 Xε 7→ Xˆε ∈M du modèle canonique au modèle
renormalisé, [4].
— Étape probabiliste : Convergence en probabilités du modèle renormalisé Xˆε vers
un modèle limite Xˆ dans (M, d), [8].
— Seconde étape algébrique : Identification de l’équation renormalisée satisfaite par
uˆε := Φ(Xˆε), [2].
4ξ ξε
Xˆ Xˆε
Xε
uˆ uεuˆε
Φ
D′(Rd) D′(Rd)
M
Figure 1 – Dans cette figure on voit la factorisation de l’application ξε 7→ uε en
ξε 7→ Xε 7→ Φ(Xε) = uε. On voit aussi que dans l’espace des modèles M il y a
différents relèvements possibles de ξε ∈ D′(Rd), e.g. le modèle canonique Xε et le
modèle renormalisé Xˆε ; c’est ce dernier qui converge vers un modèle Xˆ, donnant ainsi
un relèvement de ξ. On remarque uˆε = Φ(Xˆε) et uˆ = Φ(Xˆ).
Le résultat final est une solution renormalisée uˆ := Φ(Xˆ), qui est aussi l’unique solution
d’un problème de point fixe. Cela marche pour des bruits très généraux, bien au-delà du
cas Gaussien.
Un exemple : KPZ. Considérons la version régularisée de KPZ :
∂tuε = ∂
2
xuε + (∂xuε)
2 + ξε. (5)
La liste des arbres représentant les composantes d’un modèle dansM est dans ce cas
, , , , , , , . (6)
La version renormalisée de l’équation est
∂tuˆε = ∂
2
xuˆε + (∂xuˆε)
2 − Cε + ξε, Cε = E
[
(∂xG ∗ ξε)2
]
∼ 1
ε
. (7)
Le premier article mathématique sur KPZ est [1], où la solution est construite par
l’intermédiaire de la transformation de Hopf-Cole, c’est-à-dire la remarque simple que
zε := exp(uˆε) résout l’équation linéaire
∂tzε = ∂
2
xzε + zε (ξε − Cε), (8)
pour laquelle on peut montrer que zε converge quand ε→ 0 vers une fonction aléatoire
z, solution de l’équation d’Itô
∂tz = ∂
2
xz + z ξ.
On peut donc définir uˆ := log z (après avoir montré que z > 0 p.s.) ; évidemment, c’est
uˆε = log zε, solution de (7), qui converge vers uˆ, et non pas uε.
5Ce n’est pas avant [12] qu’une approche directe de (5)-(7) a été obtenue. La raison
pour laquelle les mathématiciens n’ont pas réussi à résoudre cette équation pendant
quinze ans est qu’il n’est pas facile de traiter la convergence de (∂xuˆε)2 − Cε lorsque
ε → 0. Grâce à la théorie RS, nous savons maintenant qu’il suffit de considérer la
convergence en tant que distribution de la famille Xˆε(τ ) où τ varie dans la famille (6),
par exemple
Xˆε( ) = (∂xG ∗ ξε)2 − E[(∂xG ∗ ξε)2] (9)
qui est la version renormalisée de (∂xG ∗ ξε)2. La continuité de l’application Φ permet
de conclure la convergence de uˆε := Φ(Xˆε).
A première vue on peut rester perplexe devant une telle modification d’une équation :
a-t-on résolu le problème de départ (5) ou bien un problème différent comme (7)?
La réponse est que l’équation (5) n’a rien de canonique, car elle est censée être une
approximation d’une équation sans régularisation ; il se peut donc que (5) ait besoin d’être
ajustée quand ε→ 0 pour bien approcher l’objet limite. Dans ce sens, la transformation
de Hopf-Cole montre que (7) n’est pas seulement la renormalisation de (5), mais plutôt
la bonne approximation de l’équation KPZ limite.
EDPS à valeurs dans une variété. Une application récente de la théorie RS est la
suivante : dans [3] les auteurs de cette note avec F. Gabriel ont construit une dynamique
aléatoire sur l’espace des boucles dans une variété riemannienne, à l’aide d’une EDPS
qui prend la forme
∂tu
α = ∂2xu
α + Γαβγ(u) ∂xu
β∂xu
γ +
m∑
i=1
σαi (u) ξi , (10)
voir la figure 2. La liste (presque) complète des arbres indexant les composantes d’un
modèle dansM est dans ce cas
, , , , , , , , , , , , , ,
, , , , , , , , , , , ,
, , , , , , , , , , .
(11)
Dans [3], des quantités géométriques naturelles comme la courbure scalaire jouent un
rôle important et fascinant dans l’étude de l’équation (10).
Figure 2 – La solution de (10) sur la sphère à deux instants proches.
6La structure algébrique. On peut remarquer que les deux exemples de produits
renormalisés que nous avons discutés dans (4)-(9) sont simplement donnés par la
soustraction d’une constante. En général, la procédure de renormalisation (et donc la
transformation de Xε vers Xˆε) est effectivement décrite dans [4] par une opération de
recentrage. Cependant, ce recentrage peut être plus compliqué que la simple soustraction
d’une constante, la raison étant que la soustraction d’une constante n’est pas forcément
un élément du groupe G− décrivant les transformations ‘admissibles’ de l’espace des
modèles. On montre dans [4] que pour autant que la collection d’arbres générant Tait
certaines propriétés naturelles dans ce contexte, il existe un unique élément (déterministe)
gε ∈ G− du groupe de renormalisation tel que si l’on pose Xˆε(τ ) = Xε(gετ ), alors
toutes les composantes de Xˆε sont d’espérance nulle.
Pour décrire le groupe de renormalisation G−, nous construisons une algèbre avec
unité (H−, ·, 1−) engendrée par les arbres de type (6) ou (11) et nous réalisons G− comme
l’espace des caractères de H−, c’est-à-dire des morphismes d’algèbre g : H− → R.
Pour décrire le produit de groupe dans G−, nous munissons H− d’une structure de
cogèbre (coalgebra en anglais) avec un coproduit ∆− : H− → H− ⊗H− qui satisfait
une propriété de coassociativité
(∆− ⊗ id)∆− = (id⊗∆−)∆− (12)
et une counité η− ∈ H∗− telle que
(η− ⊗ id)∆− = (id⊗ η−)∆− = id (13)
surH−. L’espace (H−, ·, 1−,∆−, η−) est une algèbre de Hopf. Le produit dans G− est
alors le dual du coproduit dansH− :
G− × G− 3 (g1, g2) 7→ g1 · g2 ∈ G−, (g1 · g2)(h) := (g1 ⊗ g2)∆−h
pour tout h ∈ H−. La coassociativité (12) de ∆− implique que ce produit est associatif :
(g1 · g2) · g3 = g1 · (g2 · g3),
et la counité η− est l’élément neutre tel que η− · g = g · η− = g pour tout g ∈ G−,
grâce à (13). De plus, il est possible de montrer que tout élément de G− possède bien un
inverse.
Comme déjà mentionné en page 3, le groupe de renormalisation G−, qui agit sur
l’espace des modèles M, doit conserver une autre structure algébrique sous-jacente,
décrite par un autre groupe que nous appelons G+ et qui permet de décrire la topologie de
l’espaceM. Le fait que cette topologie est préservée par G− est encodée dans une action
de G− sur G+, c’est-à-dire un morphisme de groupe de G− dans les automorphismes de
G+.
Similairement à la construction de G− et H−, nous avons une algèbre de Hopf
(H+, ·, 1+,∆+, η+) engendrée par une collection d’arbres de type (6) ou (11), et le
groupe G+ est décrit comme l’espace des caractères deH+. L’action de G− sur G+ est
décrite par une application ∆− : H+ → H− ⊗H+ qui satisfait une propriété dite de
cointeraction :
M(13)(2)(4)(∆− ⊗∆−)∆+ = (id⊗∆+)∆− , (14)
oùM(13)(2)(4)(τ1 ⊗ τ2 ⊗ τ3 ⊗ τ4) := (τ1 · τ3 ⊗ τ2 ⊗ τ4).
Nous définissons maintenant l’action de G− sur G+ comme cela : pour g− ∈ G− et
g+ ∈ G+, g− • g+ ∈ G+ est donné par
(g− • g+)(h+) = (g− ⊗ g+)∆−h+, ∀h+ ∈ H+.
7On peut voir facilement que la propriété de cointeraction (14) définit une action :
g− • (g¯− • g+) = (g− · g¯−) • g+, g−, g¯− ∈ G−, g+ ∈ G+.
Nous avons vu qu’un modèle X ∈ M définit une fonction linéaire X : H− →
D′(Rd). Si maintenant X ∈M est un modèle et g ∈ G− est un élément du groupe de
renormalisation, on peut définir un nouveau modèle Xg ∈M par
Xg : H− → D′(Rd), Xg(τ ) := (g ⊗ X)∆−τ. (15)
Les espaces H+ et H− sont réalisés comme espaces vectoriels engendrés par des
objets combinatoires, des arbres enracinés et décorés, correspondant aux arbres dans
(6) ou (11). Les coproduits ∆− et ∆+ de tels arbres sont tous les deux construits à l’aide
d’une opération d’extraction et de contraction de sous-forêts :
−→ −→ · ⊗
où
— nous partons d’un arbre, sur la gauche
— au centre, nous sélectionnons une sous-forêt, coloriée en rouge
— à droite, la sous-forêt coloriée est extraite dans le terme à gauche du produit tensoriel,
et contractée à droite.
La différence principale entre les opérations ∆− et ∆+ est dans la sélection des sous-
forêts qui sont extraites : dans le cas de ∆+ on extrait uniquement des ‘sous-forêts’
consistant en un seul arbre qui contient la racine de l’arbre de départ. De plus, les
deux opérations interagissent différemment avec les décorations de ces arbres qui en
particulier permettent d’associer à chaque arbre une notion de degré. L’opération ∆−
n’extrait alors que des sous-arbres de degré négatif alors que ∆+ est tel que chaque
‘tronc’ touchant la racine de l’arbre restant après contraction détermine un sous-arbre de
degré positif.
Les propriétés de coassociativité et cointeraction vues ci-dessus ont une interpré-
tation naturelle en termes d’opérations combinatoires sur ces arbres et forêts. Notre
construction généralise une approche à l’analyse numérique des équations différentielles
ordinaires, appelée intégration numérique géométrique, qui a été initiée par J. Butcher
[5] et ensuite développée notamment par E. Hairer et ses collaborateurs [9]. L’espace
(H+, ·, 1+,∆+, η+) est aussi une généralisation de l’algèbre dite de Connes-Kreimer
qui a été introduite dans les années 90 pour décrire algébriquement la renormalisation
dans la théorie quantique des champs [6]. Une synthèse de cette structure algébrique
dans des contextes variés est réalisée dans [7].
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