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In this paper, American put options on zero-coupon bonds are priced under a single factor
model of short-term rate. The linear complementarity problemof the option value is solved
numerically by a penalty method, by which the problem is transformed into a nonlinear
PDE by adding a power penalty term. The solution of the penalized problem converges to
that of the original problem. A numerical scheme is established by using the finite volume
method and the corresponding stability and convergence are discussed. Numerical results
are presented to show the usefulness of the method.
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1. Introduction
It is known thatmany term structuremodels for the short-term interest rate r(t) can be nestedwithin the CKLSmodel [1]
as defined by
dr(t) = κ(α − r(t))dt + σ r(t)γ dW (t) (1)
where W (t) is a Wiener process, κ is the speed of mean-reversion, α is the long-term interest rate, and σ is the volatility.
Generally speaking, κ, α, σ could be constants or functions of t . For simplicity, they are assumed to be constants and κα ≠ 0
here. In the caseγ = 0or 0.5,model (1) is theVasicekmodel or the CIRmodel, respectively, underwhich analytic expressions
for zero-coupon bond price exist. The short-term rate r can be negative in the Vasicek model, while it is non-negative in the
CIRmodel. Bothmodels are pioneering work on themodeling of short-term rate. Chan [1] claimed that the CKLSmodel with
γ ≥ 1 captures the dynamics of the short-term interest rate better than the model with γ < 1 when fitting monthly US
treasury bill yield from June 1964 to December 1989. Nowman and Sorwar [2] found that when fitting Canada, Hong Kong,
and United States currency rates during February 1981 and December 1997, γ varies from 0.0076 to 1.2260. In particular,
γ is 1.1122 and 1.2660, respectively, for 1- and 3-month United States rates.
In the case γ = 0.5, zero-coupon bonds can be priced analytically, and the pricing of American put options have been
studied in [3], where both finite volume method and finite element method are used for setting up numerical schemes and
whose stability and convergence are analyzed. Brennan–Schwartz algorithm [4] is used for evaluating the option value. In
the case γ = 1, there is no analytic solution for the zero-coupon bond price, which will be used in initial and boundary
conditions when valuing options on the bond. It needs to be computed numerically. American put options on zero-coupon
bonds under the assumption γ = 1 are tackled in [5], also with the Brennan–Schwartz algorithm for the option value.
When γ ≥ 1, European call options on zero-coupon bonds are investigated in [6]. To the best of our knowledge, American
put options on bonds are all priced by projected successive overrelaxation method (PSOR) [7] or the Brennan–Schwartz
algorithm in the literature. In this paper, a novel penalty method for pricing American options on zero-coupon bonds is
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proposed, by which the linear complementarity problem of the option value is transformed into a nonlinear PDE by adding
a power penalty term. The convergence of the penalized solution to the real solution is guaranteed by the results of [8]. A
numerical scheme for the penalized problem is established and numerical examples are provided.
In our study, the parameter γ varies from 0.3912 to 1.2660, which is produced by fitting the CKLS model to the actual
market rates [2], and we use the power penalty approach [8] to solve the linear complementarity problem for the option
value. The main advantages of the penalty approach are: (i) when sophisticated discretization methods other than standard
central or upstream weighting methods are employed, it would reduce computational cost and time; (ii) it may converge
faster than the PSOR method for American options with early exercise constraint. In view of the fact that no explicit closed-
form solution exists for the American put option, we examine the accuracy of our method by comparing it with other
numerical techniques. We take the results computed by the Brennan–Schwartz algorithm as benchmark and find that our
penalty approach provides both option value and optimal exercise interest rate with similar accuracy.
The rest of this paper is organized as follows. In Section 2, we introduce the pricing models of zero-coupon bond
and American put option on the bond under the short rate model (1). In Section 3, we establish a numerical scheme by
using the finite volume method and give the corresponding stability and convergence property. In Section 4, we illustrate
the power penalty approach for the discretized linear complementarity problem and its convergence. In Section 5, the
Brennan–Schwartz algorithm is described briefly. We give our numerical results in Section 6 and concluding remarks in
Section 7.
2. The pricing model of zero-coupon bond and option
Under the interest rate process (1), we can derive the pricing equations for zero-coupon bonds and European options on
the bonds using the traditional no-arbitrage argument. Actually, the pricing equations for both financial products are the
same except for the boundary conditions [6]. We denote the price at time t of the zero-coupon bond with face value E and
maturity T ∗ by B(r, t, T ∗), then it satisfies the following equation:
∂B
∂t
+ 1
2
σ 2r2γ
∂2B
∂r2
+ κ(α − r) ∂B
∂r
− rB = 0, (2)
B(r, T ∗, T ∗) = E. (3)
Furthermore, let V (r, t) represent the value of European put option on the above bond with maturity T and exercise price
K , then it satisfies:
∂V
∂t
+ 1
2
σ 2r2γ
∂2V
∂r2
+ κ(α − r) ∂V
∂r
− rV = 0, (4)
V (r, T ) = max(K − B(r, T , T ∗), 0). (5)
We consider an American put option on the zero-coupon bond with exercise price K and expiry date T (<T ∗). Although
the underlying asset is the bond, the independent variable is the stochastic interest rate. The bond price is only used in the
initial and boundary conditions. Similar to American put options on stocks, there is an unknown optimal exercise interest
rate r∗(t) at time t for the American put on a bond. It is the smallest value of the interest rate at which the exercise of the
put option becomes optimal. The American put option value P(r, t) satisfies the following free boundary problem [9]:
Pt + LP = 0, P(r, t) > g(r, t), 0 < r < r∗(t), 0 ≤ t < T , (6)
P(r∗(t), t) = g(r∗(t), t), Pr(r∗(t), t) = gr(r∗(t), t), 0 ≤ t < T , (7)
P(r, t) = g(r, t), r > r∗(t), 0 ≤ t ≤ T , (8)
P(0, t) = g(0, t), 0 ≤ t ≤ T , (9)
P(r, T ) = g(r, T ), r ≥ 0, (10)
where
g(r, t) = max(K − B(r, t, T ∗), 0),
LP = 1
2
σ 2r2γ Prr + κ(α − r)Pr − rP.
Pt = ∂P∂t , Pr = ∂P∂r , Prr = ∂
2P
∂r2
, gr = ∂g∂r . K should be strictly less than B(0, T , T ∗), otherwise, exercise the option would never
be optimal.
In order to solve the system defined by (6)–(10), we need to solve (2)–(3) for the bond price first by numerical method
since no analytical solution can be derived. It is known that r is the short-term interest rate, we can restrict r ∈ [0, R] for
some sufficiently large number R, and define boundary conditions for (2) at r = 0 and r = R as the bond price determined
by the CIR model (which has an analytic expression). The numerical scheme for (2) will be clarified in the next section.
H.J. Zhou et al. / Journal of Computational and Applied Mathematics 235 (2011) 3921–3931 3923
Actually, the free boundary problem (6)–(10) can be rewritten as a linear complementarity problem (LCP) as follows
−Pt − LP ≥ 0, (11)
P(r, t) ≥ g(r, t), (12)
(−Pt − LP)[P(r, t)− g(r, t)] = 0, (13)
a.e. in [0, R] × [0, T ]. The boundary conditions are
P(0, t) = g(0, t), P(R, t) = g(R, t),
and the terminal condition is (10). The equivalence between the free boundary problemand the LCP for American put options
is proved in Section 7.6 of [7], thus we can solve either of them for the option value. In this paper, we mainly discuss the
power penalty method for the discrete form of the LCP (11)–(13).
3. Finite volume method for discretization
The finite volume method for Black–Scholes equations was adopted in [3,10]. We apply the method here to discretize
(6) as in [3], which can also be used to discretize (2). We introduce the transformations u(r, t) = P(r, T − t) and
G(r, t) = g(r, T − t), the LCP (11)–(13) can be reformulated as
ut − Lu ≥ 0, u ≥ G, 0 < r < R, 0 < t ≤ T , (14)
(ut − Lu)(u− G) = 0, 0 < r < R, 0 < t ≤ T , (15)
u(r, 0) = G(r, 0), 0 ≤ r ≤ R, (16)
u(0, t) = G(0, t), 0 ≤ t ≤ T , (17)
u(R, t) = G(R, t), 0 ≤ t ≤ T . (18)
Dividing the first inequality of (14) by σ
2r2γ
2 gives the following inequality
cr−2γ ut − urr − [ar−2γ − br1−2γ ]ur + cr1−2γ u ≥ 0, (19)
where a = 2κα
σ 2
, b = 2κ
σ 2
, c = 2
σ 2
. We try to simplify the expression by combining the second and the third term on the
left-hand side of the above inequality. Define a function Ψ (a, b, r, γ ) (abbreviated as Ψ (r)) such that
1
Ψ (r)
(Ψ (r)ur)r = urr + [ar−2γ − br1−2γ ]ur ,
we can deduce that
Ψ (r) = exp
[
ar1−2γ
1− 2γ −
br2−2γ
2− 2γ
]
.
Now (19) is reformulated as
cr−2γ ut − 1
Ψ (r)
(Ψ (r)ur)r + cr1−2γ u ≥ 0.
Letw1(r) = cr−2γΨ (r),w2(r) = Ψ (r),w3(r) = cr1−2γΨ (r), then the system (14)–(18) is transformed into
w1ut − (w2ur)r + w3u ≥ 0, u ≥ G, 0 < r < R, 0 < t ≤ T , (20)
(w1ut − (w2ur)r + w3u)(u− G) = 0, 0 < r < R, 0 < t ≤ T , (21)
u(r, 0) = G(r, 0), 0 ≤ r ≤ R, (22)
u(0, t) = G(0, t), 0 ≤ t ≤ T , (23)
u(R, t) = G(R, t), 0 ≤ t ≤ T . (24)
Similarly, the pricing equation for the zero-coupon bond (2) can be rewritten as
w1u˜t − (w2u˜r)r + w3u˜ = 0, (25)
u˜(r, 0, T ∗) = E, (26)
where u˜(r, t, T ∗) = B(r, T ∗ − t, T ∗). As we adopt the same discretization to evaluate the bond price and the option value,
we skip the details of solving the bond price and go straight into the option valuation problem.
As far as (20)–(24) is concerned, we use uniform mesh h = R/N,1t = T/M , rj = jh, j = 0, 1, . . . ,N , tm = m1t, m =
0, 1, . . . ,M , and backward difference to approximate ut(r, tm), i.e.,
ut(r, tm) ≈ δtu(r, tm) = u(r, tm)− u(r, tm−1)
1t
.
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For j = 1, 2, . . . ,N , integrating
w1(r)ut(r, tm)− (w2(r)ur(r, tm))r + w3(r)u(r, tm)
in r over [rj−1/2, rj+1/2] = [(rj + rj−1)/2, (rj + rj+1)/2] and using the approximations
ur(rj± 12 , tm) ≈
u(rj, tm)− u(rj±1, tm)
rj − rj±1 ,∫ rj+1/2
rj−1/2
wi(r)u(r, tk)dr ≈
∫ rj+1/2
rj−1/2
wi(r)dr

u(r, tk), i = 1, 2, 3, k = m− 1,m,
we get the discrete form of (20)–(24) as follows:
D(Um − Um−1)+ AUm ≥ Fm, Um ≥ Gm, (27)
[D(Um − Um−1)+ AUm − Fm]T (Um − Gm) = 0, (28)
U0 = G0, (29)
u(0, tm) = G(0, tm), (30)
u(R, tm) = G(R, tm), (31)
form = 1, 2, . . . ,M , where D is a diagonal matrix with entries d1, d2, . . . , dN−1, and A is a tri-diagonal matrix. In addition,
umj is the approximation of u(rj, tm), and
Um =

um1
um2
...
umN−1
 , Fm =

f m1
f m2
...
f mN−1
 , Gm =

Gm1
Gm2
...
GmN−1
 ,
A =

a1 −b1 0 · · · 0
−b1 a2 −b2 . . .
...
0 −b2 a3 −b3 0
...
. . .
. . .
. . . −bN−2
0 · · · 0 −bN−2 aN−1
 ,
aj = bj−1 + bj + cj, cj =
∫ rj+1/2
rj−1/2
w3(r)dr,
dj = 1
1t
∫ rj+1/2
rj−1/2
w1(r)dr, j = 1, 2, . . . ,N − 1,
bj = w2(rj+1/2)rj+1 − rj , j = 0, 1, 2, . . . ,N − 1,
Gmj = G(rj, tm), j = 0, 1, 2, . . . ,N,
f m1 = b0Gm0 , f mN−1 = bN−1GmN , f mj = 0, j = 2, . . . ,N − 2.
We construct the following θ-scheme for (27)–(28):
D(Um − Um−1)+ AUm−1+θ ≥ Fm−1+θ , Um ≥ Gm, (32)
[D(Um − Um−1)+ AUm−1+θ − Fm−1+θ ]T (Um − Gm) = 0, (33)
form = 1, 2, . . . ,M , where
Um−1+θ = (θUm + (1− θ)Um−1), Fm−1+θ = (θFm + (1− θ)Fm−1), θ ∈ [0, 1],
and the initial and boundary conditions are defined by (29)–(31). Obviously, when θ = 1, 0.5 and 0, the θ-scheme becomes
the backward Euler scheme, the Crank–Nicolson scheme, and the forward Euler scheme, respectively. For the stability and
convergence of the θ-scheme, we state the results in [3] as follows.
Theorem 3.1 (Allegretto, Lin and Yang). For any θ ∈ [0, 1], the linear complementarity problem (32)–(33) has a unique solution
Um for m = 1, 2, . . . ,M. Furthermore, if
µ = 1− 4(1− θ)Λ1t
h2
≥ 0,
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then
max
1≤m≤M
‖Pm‖20,w1,h + µ
M−
m=1
‖Pm − Pm−1‖20,w1,h +1t
M−
m=1
(θ‖Pm‖21,w2,h + (1− θ)‖Pm−1‖21,w2,h) ≤ C
where Λ is a positive constant, Pm = (Gm0 , um1 , . . . , umN−1,GmN ), C is a positive constant independent of h,1t and Pm, but
dependent on ‖G‖W1,∞ . Therefore, the Backward Euler scheme (θ = 1) is unconditionally stable, and for θ ∈ [0, 1) the scheme
is conditionally stable.
Theorem 3.2 (Allegretto, Lin and Yang). Let Pmh (r) be the piecewise linear interpolation of P
m in r. Define Phτ (r, t) =∑M
m=0 P
m
h (r)χ
m
τ (t), where χ
m
τ is the characteristic function of [tm, tm+1). Under the conditions of Theorem 3.1, Phτ has a weakly
convergent subsequence in L2(0, T ;H1
w2
(0, R)).
4. Power penalty method for the discretized LCP
The power penalty method was proposed to solve the continuous LCP arising from the American put options in [11],
where the solution of the penalized problem is proven to converge to that of the original LCPwith the order ofO(λ−k/2). It is
shown in [8] that when the systemmatrixM is positive definite and has positive diagonal entries together with nonpositive
off-diagonal entries, the power penaltymethodworks for the following LCP inRn and the above convergence property holds:
Find x ∈ Rn such that
Mx− b ≤ 0, x ≤ 0, (34)
(Mx− b)T x = 0, (35)
whereM is an n× nmatrix, and b ∈ Rn is a vector.
The power penalty method transforms the LCP (34)–(35) into the problem as below.
Find xλ ∈ Rn such that
Mxλ + λ[xλ]1/k+ = b, (36)
where λ > 1 and k > 0 are penalty parameters, [x]+ = max{x, 0} and y1/k = (y1/k1 , . . . , y1/kn )T for any y = (y1, . . . , yn)T ∈
Rn.
It can be seen that the solution xλ of (36) converges to that of (34)–(35) when λ → +∞, and the convergence rate is
of the order O(λ−k/2)whenM satisfies the conditions mentioned as above. As far as our problem (32)–(33) is concerned, it
can be rewritten in the form of (34)–(35) with the system matrix equal to D+ θAwhich fulfills the properties required for
M. Therefore, the power penalty method is applicable for (32)–(33).
Adding a penalty term like λ[xλ]1/k+ to (32), we get the following equation system at time tm (m = 1, 2, . . . ,M),
D(Um − Um−1)+ AUm−1+θ + ϑhQ (Um−1+θ ) = Fm−1+θ , (37)
where ϑ is a negative real number (penalty parameter), Q (Um−1+θ ) = θQ (Um)+ (1− θ)Q (Um−1), and
Q (Um) =

Q1(um1 )
Q2(um2 )
...
QN−1(umN−1)
 =

(Gm1 − um1 )
1
k+
(Gm2 − um2 )
1
k+
...
(GmN−1 − umN−1)
1
k+
 .
Now (37) is equivalent to
D(Um − Um−1)+ θAUm + (1− θ)AUm−1 + ϑh[θQ (Um)+ (1− θ)Q (Um−1)] = θFm + (1− θ)Fm−1, (38)
i.e.
(D+ θA)Um + ϑhθQ (Um) = θFm + (1− θ)Fm−1 + (D− (1− θ)A)Um−1 − ϑh(1− θ)Q (Um−1). (39)
System (39) is nonlinear in Um. We would like to apply Newton’s method to it. However, note that for k > 1, when
Gmj − u → 0, Q ′j (u)→∞, so we have to use a smoothing technique for Qj(umj ) in the neighborhood of [Gmj − u]+ = 0.
Redefine Qj(umj ) as
Qj(umj ) =

(Gmj − umj )1/k, Gmj − umj ≥ ε,
S([Gmj − umj ]+), Gmj − umj < ε,
(40)
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Fig. 1. P(r, t) from penalty approach.
for k > 0, where 1 ≫ ε > 0 is a transition parameter and S(z) is a function which smooths out the original Qj(z) around
z = 0. We choose
S(z) = e1 + e2z ++enzn−1 + en+1zn, for n ≥ 3,
such that Qj(·) is smooth, which requires that S(z) satisfies
S(0) = S ′(0) = 0, S(ε) = ε1/k, S ′(ε) = (1/k)ε1/k−1.
Under this assumption, the function defined in (40) is globally smooth. Using these four conditions and setting e3 = · · · =
en−1 = 0, we find that
e1 = e2 = 0, en = (n− 1/k)ε1/k−n+1, en+1 = (1/k− n+ 1)ε1/k−n.
Note that S(z) is strictly increasing on [0, ε] if k ≥ 1/n (this is true because S ′(z) > 0 on [0, ε]), we can see that the
nonlinear function Qj(umj ) defined in (40) is smooth and monotone on (−∞,∞) for k ≥ 1/n with any integer n ≥ 3.
Applying Newton’s method to (39) gives
[D+ θA+ ϑθ JQ (wl−1)](δwl) = θFm + (1− θ)Fm−1 + (D− (1− θ)A)Um−1
−ϑ(1− θ)Q (Um−1)− (D+ θA)wl−1 − ϑθQ (wl−1), (41)
wl = wl−1 + β(δwl), (42)
for l = 1, 2, . . . ,with w0 as a given initial guess, where JQ (w) denotes the Jacobian matrix of the column vector Q (w) and
β ∈ (0, 1] is a damping parameter, and δwl is the variation ofw at each iteration. Then, choosing
Um = lim
l→∞w
l,
we know thatwl converges to Um quadratically ifw0 is sufficiently close to Um.
Observing the entries of matrices D, A, and JQ , we know that the coefficient matrix of (41) is diagonally dominant with
respect to its columns and its diagonal elements are positive and off-diagonal elements are nonpositive, namely, it is an
M-matrix. This implies that the numerical solution to (41) is convergent. Combining with Theorem 3.1, we know that when
θ = 1, our penalty approach gives convergent solution of the LCP.
5. Brennan–Schwartz algorithm
The American put option pricing problem can be formulated as a free boundary problem or an LCP, and their equivalence
is proved in Section 7.6 of [7]. The Brennan–Schwartz algorithm is first proposed to deal with the free boundary problem
in [4], where it solves the equation with the free boundary subject to a constraint, then it is proved to be usable for the
corresponding LCP in [12]. In this section, we use the Brennan–Schwartz algorithm to solve the free boundary problem
(6)–(10). In discrete form, we solve the following equation:
(D+ A)Um − DUm−1 = Fm, m = 1, . . . ,M, (43)
with constraints umj ≥ Gmj , j = 1, . . . ,N − 1. It is actually equivalent to solving the LCP (27)–(28).
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Fig. 2. P(r, t) from B–S algorithm.
Fig. 3. [P(r, t)−max(K − B(r, t))]penalty .
Transforming the tri-diagonal coefficient matrix of (43) to an upper triangular and bi-diagonal one, then the equation
system is in the form:
ljumj + lj+1umj+1 = φj, for j = 1, . . . ,N − 1. (44)
Since umN = GmN , we solve umN−1 by (44); for j = N − 1, . . . , 2,
If umj < G
m
j , u
m
j := Gmj → umj−1; else umj → umj−1.
In this way we get a complete set of umj (j = N − 1, . . . , 1).
The optimal exercise boundary r∗(tm) can be located by the following property:
u(r, tm) > G(r, tm), when 0 ≤ r < r∗(tm),
u(r, tm) = G(r, tm), when r∗(tm) ≤ r ≤ R.
The numerical results computed in this way are taken for comparison with the results from our penalty method.
6. Numerical results
Let us illustrate the accuracy of our algorithms using some numerical examples and comparewith the Brennan–Schwartz
algorithm.Weuse the penaltymethod and the Brennan–Schwartz algorithm to solve the fully implicit scheme of the discrete
form of the option value problem, i.e. let θ = 1 in (32)–(33). In particular, we useM = 1000,N = 500 for the bond pricing
equation andM = 100,N = 500 for the option pricing problem, and give the results under three groups of parameters. Our
software program is written in C++ and run on a personal computer with a Pentium IV 3.2 GHz processor.
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Fig. 4. [P(r, t)−max(K − B(r, t))]B–S .
Fig. 5. Difference of option value.
Example 1. We consider a 5-year American put option on a 10-year zero-coupon bond with face value 100. The exercise
price of the option is 65, i.e. T = 5, T ∗ = 10, E = 100, K = 65. Let other parameters be R = 0.5, κ = 0.2436, α =
0.0542, σ = 1.4688, γ = 1.2660. We find the option value and the optimal interest rate obtained from the two methods
are almost the same when penalty parameters are taken as ϑ = −106, k = 3. The biggest discrepancy is 1.5 ∗ 10−4.
The option value P(r, t) and the difference between the option value and its payoff function P(r, t)−max(K − B(r, t))
computed by the penalty approach and the Brennan–Schwartz algorithm are presented in Figs. 1–4. The discrepancy of the
option value found by the two methods is shown in Fig. 5. The optimal exercise interest rate from the two methods are
compared in Fig. 6. From Fig. 1, we note that the option value has a concave shape for all t , which is produced by the fact
that the bond price has a convex shape for all t . From Fig. 6, we can see that the optimal exercise interest rate has also a
concave shape, which is similar to that in the CIR model.
Example 2. We change the parameters κ, σ , γ of the American put option in Example 1, and let κ = 0.3096, σ =
1.1124, γ = 1.1122. We get similar results as in Example 1 (Figures are omitted).
Example 3. To demonstrate that ourmethod is robust, let T = 1.0, T ∗ = 5, E = 100, R = 0.5, K = 60, α = 0.0625, σ =
0.2160, κ = 0.2880, γ = 0.3912 in this example. As we expected the numerical results from two methods comply with
each otherwith high accuracywhenpenalty parameters are taken asϑ = −106, k = 3. The biggest discrepancy is 1.5∗10−4.
The option value P(r, t) and the difference between the option value and its payoff function P(r, t)−max(K − B(r, t))
computed by the penalty approach and the Brennan–Schwartz algorithm are presented in Figs. 7–10. The discrepancy of
the option value found by the two methods is shown in Fig. 11. The optimal exercise interest rate from two methods are
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Fig. 6. Optimal exercise interest rate.
Fig. 7. P(r, t) from penalty approach.
Fig. 8. P(r, t) from B–S algorithm.
compared in Fig. 12. Fig. 7 shows that the option value in this case is monotone for all t , which is due to the fact that the
bond price is monotone for all t . Fig. 12 indicates that the optimal exercise interest rate in this case is a monotone function
of t .
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Fig. 9. [P(r, t)−max(K − B(r, t))]penalty .
Fig. 10. [P(r, t)−max(K − B(r, t))]B−S .
Fig. 11. Difference of option value.
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Fig. 12. Optimal exercise interest rate.
7. Conclusions
In this paper, we have studied the American put options on zero-coupon bonds under the CKLS interest rate model. We
use practical parameters, which are estimated frommarket data during February 1981–December 1997 for the CKLSmodel,
to evaluate bonds and options. A novel power penalty method is proposed to solve the LCP for the option value and optimal
exercise boundary. The finite volume method is used to establish the numerical scheme and its corresponding stability and
convergence are given. Numerical examples have shown that our method is efficient and robust.
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