In this paper, we extend the popular integral control technique to systems evolving on Lie groups. More explicitly, we provide an alternative definition of "integral action" for proportional(-derivative)-controlled systems whose configuration evolves on a nonlinear space, where configuration errors cannot be simply added up to compute a definite integral. We then prove that the proposed integral control allows to cancel the drift induced by a constant bias in both first order (velocity) and second order (torque) control inputs for fully actuated systems evolving on abstract Lie groups. We illustrate the approach by 3-dimensional motion control applications.
I. INTRODUCTION
Exploiting the Lie group structure of rigid body motion to model robot configuration goes back to the Denavit-Hartenberg framework and its use for robotic arms [1] . Nowadays, the Lie group viewpoint has allowed to design common control methods for various mobile robot applications including satellite attitudes [2, 3, 4] , planar vehicles [5, 6] , submarines [7, 8] , surface vessels [9, 10] , quadrotor UAVs [11] , and their coordination [2, 3, 5, 12] . Lie groups involve a nonlinear configuration manifold where physical positions evolve, but with additional structure implying an almost linear viewpoint on the tangent bundle, where physical velocities evolve. The nonlinearity requires to adapt classical tracking and observer control tools. For example, a command proportional to configuration error must be defined as the gradient of an error function based on the distance-to-target along the manifold. The Lie group structure allows to systematically construct error functions from the relative configuration between system and target, e.g. φ = 1 2 tr(I 3×3 − Q T system Q target ) for Q target , Q system three-dimensional rotation matrices [8, 13] . It also allows a canonical counterpart of Derivative control [8] . However, in an attempt to generalize the Proportional-Integral (PI) and ProportionalIntegral-Derivative (PID) controllers widely used for linear(ized) industrial control applications, the nonlinearity implies more fundamental issues for the integral control term. Indeed, simply integrating objects that belong to a manifold makes mathematically no sense. E.g. a sum of rotation matrices gives in general an arbitrary square matrix of questionable use. Local linearization (retraction into a vector space) always allows a standard PI(D) control to be set up. This suggests that a proper extension might more globally recover the beneficial effect of integral control: rejecting with zero residual error a constant bias. The present paper proposes one way to extend PI(D) control to manifolds, and investigates more specifically how this rejects constant input biases on Lie groups.
In another recent approach, observers on Lie groups have been developed [13, 14] and applied to the estimation of bias in measurements [15] . The observer can also be used to estimate and compensate a bias in control commands. As in the linear case, the observer approach allows more accurate performance tuning, while the PID approach requires less model knowledge.
II. PRELIMINARIES AND NOTATION

A. Dynamical systems on manifolds and Lie groups
Let c(t) the configuration at time t of a system evolving on a nonlinear manifold M of finite dimension d. Its velocityċ = dc dt belongs to the tangent space to M at c(t), which is a d-dimensional vector space T c M. The collection of such parameterized tangent spaces constitutes the tangent bundle T M, a 2d-dimensional manifold. The tangent space T (c,ċ) T M to T M at (c,ċ) is a vector space which, under canonical projection, contains the acceleration 1 of the system on M. A smooth vector field on T M (respectively on the acceleration-part of T T M) defines a first-order (respectively second-order) system on M with well-defined integrated solution. Whereas integrating over s a map c : R → M : s → c(s) in general makes no intrinsic sense. For simplicity we identify tangent with cotangent space and let · the scalar product between two vectors of T c M.
M can be mapped to T c2 M by a linear transport map. The latter depends on a trajectory from c 1 to c 2 , for which there are in general several canonical choices. The differential of a transport map on T M is an element of the acceleration class T T M. The transport map is needed to compare tangent vectors (i.e. velocities, accelerations) at different configurations.
A Lie group G is a smooth manifold with a group structure: a multiplication of g, h ∈ G such that g · h ∈ G, and an inverse g −1 with respect to a particular e ∈ G called identity, such that g −1 · g = g · g −1 = e. We denote the typical configuration on a group by g instead of c. Lie groups feature canonical transport maps from T g G for any g ∈ G, to T e G ∼ = g the Lie algebra. The left-action transport map defines a left-invariant velocity ξ l = L g −1 d dt g and the right-action transport map a right-invariant velocity ξ r = R g −1 d dt g. In practice, ξ l ∈ g and ξ r ∈ g often model the velocity expressed respectively in body frame and in inertial frame (although the correspondence is not always rigorous). Then left-invariant and right-invariant accelerations d dt ξ l and d dt ξ r can be defined on g like for vector spaces. The adjoint representation Ad g is a linear g-dependent operator on the Lie algebra defined by ξ r = Ad g ξ l for any dg/dt. We have Ad g −1 = Ad −1 g , and 
The gradient follows the dual mapping, e.g. we note grad
class of groups are compact groups with unitary adjoint representation, for which Ad
Example SO(3)
We represent the group of 3-dimensional rotations by g a rotation matrix, group operations being the matrix counterparts, and L g the left matrix multiplication by g of ξ l = [ω l ] ∧ a skew symmetric matrix in g = {S ∈ R 3×3 : S T = −S}. The notation
interprets ω l as the angular velocity in body frame, ω r = g ω l the angular velocity in inertial frame. For any matrix group,
Example SE(3) The group of 3-dimensional rotations and translations is represented by
with R ∈ SO(3) a rotation matrix and p ∈ R 3 a translation vector. The group operations become matrix operations as for SO (3) , the elements of the Lie algebra write
with v l the translation velocity expressed in body frame. The group SE (3) is not compact and hence its adjoint representation Ad g ξ l = gξ l g −1 is not unitary: a large left-invariant velocity does not correspond to a large right-invariant velocity, and vice versa.
B. Proportional and PD control on Lie groups
PD controllers on manifolds and Lie groups have been previously proposed, see Introduction. Following a simplified version of [8] , we define an error function φ(r −1 g) between current configuration g(t) and target configuration r(t). We make the typical assumption that φ(h) increases with the distance from h to identity e, has a single local minimum φ(e) = 0 at the target, possibly (unavoidably on compact Lie groups) a set of other critical points.
For simplicity we assume r to be fixed; feedforward can easily account for a moving r(t). In a first-order system, ξ
is viewed as a proportional feedback term. For a well-chosen φ, the linearization of ξ l p shall indeed be like proportional control for r −1 g e. In a second-order system
with input torque/force F l , the proportional control is
(slightly more involved if r was time-varying). A basic result of e.g. [8] (theorem 4.6) is that for fully actuated systems, both the first-order system with P-control and the second-order system with PD-control converge to the target, according to a Lyapunov function built around φ.
In the following we show how to add integral control to this setting and recover this perfect convergence in presence of a constant input bias. In relation with this, we note that on Lie groups, a strong enough bias might not only prevent convergence close to the equilibrium, but even drive the system into a periodic motion. This is exemplified on the N -torus by weakly coupled Kuramoto oscillators with different natural frequencies [16] .
III. A DEFINITION OF INTEGRAL CONTROL in the PI / PID CONTEXT
In this section, we propose a general definition of integral control in the context of proportional or proportional-derivative control on nonlinear manifolds. In the next section, we specialize to Lie groups and prove how the proposed integral control allows to cancel the negative effect of constant biases. We propose a simple intrinsic way to define the integral control term on nonlinear manifolds, where the configuration error cannot be integrated:
Definition 1a: The integral term u I for PI (respectively PID) control on a manifold is obtained as the integral of the P (respectively PD) control command u P D .
The spirit of this definition is to integrate the effort that the controller has been making so far. On a vector space, it is equivalent to the traditional definition as an integral of the output error. Indeed, we have:
incidentally, this is satisfied with equality for the Ziegler-Nichols tuning rules [17] , yielding k P = k P /2 and
Relaxing the spirit of strictly integrating the effort, one could also integrate the proportional and derivative terms with individual gains, i.e.
This would allow to cover the equivalent of linear controllers with any parameter values.
On manifolds, the control commands intrinsically belong to a vector space of dimension d, tangent to M or to T M. As the system moves, the tangent space changes and in order to apply Definition 1a we must define how different vector spaces are related.
Definition 1b: Explicitly, the integration of the control command for the integral term is given by:
where T (x(τ ),x(t)) is a transport map from the tangent space at the past configuration x(τ ) to the tangent space at the current configuration x(t). For a reasonably smooth choice of transport map, this can be written in differential form:
where the linear map DT dx/dt [·] accounts for the transport in the direction of the moving system. The transport map from x(τ ) to x(t) may in general depend on the trajectory of the system. On Lie groups, there are two standard ways to define a transport map, related to left and right group actions (see Section A). This allows for the following more detailed analysis.
IV. CONVERGENCE ON LIE GROUPS
In this section, in the spirit of a conceptual letter, we restrict our scope to PID control of pure integrators on Lie groups. We believe that extensions to other e.g. mechanical dynamics should be possible like for linear systems. We prove how the integral control stabilizes the system and at the same time completely rejects a constant input bias, illustrating the same prime effect as in linear systems. The stated conditions are only sufficient for convergence.
A. Basic results
A first-order system with our PI control and input bias ξ l B in the left-invariant setting follows the dynamics:
We write ξ l instead of u, to emphasize that these are left-invariant velocities. Thanks to the left-invariant transport map, the integral control equation (2) takes a simple form. Following typical P and PD control strategies, we assume φ to have a single local minimum at the target φ = 0.
Proposition 1:
System (1), (2) converges globally to a set where grad l φ = 0, according to a Lyapunov function
with α, β > 0. Only the equilibrium point with ξ l i = −ξ l B /k i and φ = 0 is stable. The basin of attraction of that equilibrium can be increased to all g for which φ(g) < φ c by taking k p k i sufficiently large, if φ c denotes the lowest value of φ > 0 for which φ has a critical point and we start at ξ l i = 0 with a known bound on the bias ξ l B
< B.
Proof. Taking the time derivative of V along the trajectory, reorganizing the terms and taking
V hence decreases everywhere except at the critical points of φ. According to LaSalle's invariance principle, the system necessarily converges to an invariant set contained in the critical points of φ. Only local minima of V can be stable. This requires being at a local minimum of φ (the other term of V only depends on velocities), which by assumption reduces to the point where φ = 0. Staying at that point requires d dt g = 0 which characterizes the rest of the equilibrium.
Regarding the basin of attraction,
implies that the same bound holds for all t > 0. Any critical point except φ = 0 has V ≥ α φ ≥ αφ c , while V 0 can be brought arbitrarily close to α φ c by increasing α/β. Then for sufficiently large α/β = k p k i , the system can at no future time reach any critical point of φ except φ = 0; and since we have proved above that the system converges to a critical point this concludes the proof.
In practice, Proposition 1 says that except for unstable trajectories, all the solutions should converge to the unique minimum φ = 0 corresponding to the target configuration. This is the same result as for P control without bias. The lack of a fully global result is due to the compactness of Lie (sub)groups which, unlike on vector spaces, precludes the existence of smooth φ with a unique critical point at φ = 0. Section V illustrates typical error functions φ.
A second-order system with our PID control and input bias F l B in the left-invariant setting follows the dynamics:
Both the bias and control terms now involve torques/forces, we emphasize this by writing F instead of u.
Proposition 2: System (4)-(6), under the condition K i < K d , converges globally to an equilibrium set where grad
with α, β, γ > 0. The stability, and basin of attraction for large k p , hold as for Proposition 1.
Proof. Inserting (4)- (6) into the derivative of the proposed V and taking α = βk p , we can get:
We haveV ≤ 0 if P := − The arguments for stability only of φ = 0, and for the basin of attraction by making φ dominate the other terms of V , are the same as for Proposition 1.
B. Direct extensions
The previous section can of course be readily transposed to the case where both the inputs and the constant bias are on right-invariant rather than on left-invariant velocities/torques. We next analyze a system controlled on left-invariant inputs but with bias constant under right-invariant transport. We conclude with a brief discussion of the extension to underactuated systems.
Let us first write the equations for the right-invariant case, e.g. for a first-order system under PI control:
With the adjoint action (see Section A), (9) rewrites:
where grad l * φ :
Similarly, the second-order system with PID control rewrites
After rewriting, the brackets behind Ad g(t) contain the control inputs, in left-invariant frame, and the respective last lines define the integral control computation, in left-invariant frame as well. The g-dependent change of frame induces a correction term in the latter. The last line of (11) can be implemented as such, but in the last line of (10) the factor
(ξ r B ) would contain the unknown bias. Therefore the actual controller must replace that equation by a best guess (note thatξ l need not contain
Corollary 3: The system (11) for a left-invariant-controlled system with right-invariant constant bias features the same convergence properties as the system in Proposition 2, with all left-invariant quantities replaced by the corresponding right-invariant quantities.
Proof. (11) is strictly equivalent to the verbatim transcription of (4)-(6) from left-invariant to right-invariant.
Proposition 4: (crossed PI control)
On a Lie group with unitary adjoint representation, the system (10)(12) for a left-invariant-controlled system with right-invariant constant bias features the same convergence properties as the system in Proposition 1.
Proof. The unitary adjoint representation is necessary in order to use the property
= 0 for some terms in the derivative of the Lyapunov function. It also implies grad l * φ = grad l φ such that, using the identity
The rest of the proof is as for Proposition 1.
The additional condition for PI control comes from the replacement of ξ l byξ l in (12) . With a unitary adjoint representation, the norms of a left-and right-invariant quantities are equal, therefore the same Lyapunov function can be taken for Prop.1 and Prop.4; we also get grad l * φ = grad l φ, in the control expression. However, while the group SO(n) of rigid body rotations has a unitary adjoint representation, the group SE(n) of rotations and translations does not (at least not for all velocities).
We now briefly discuss underactuated systems. A typical underactuation constraint (e.g. steering control [6, 4] ) restricts velocity to the affine space ξ l = a 0 + m j=1 a j u j for some fixed orthogonal a j ∈ g, j = 0, 1, ..., m and input commands u j ∈ R, j = 1, 2, ..., m. For a 0 = 0, the system features no steady state. Moreover the system is in general not locally controllable, and motion planning like e.g. Coron's return method [18] must be used for stabilization, unless the target is relaxed to a set.
For a 0 = 0, a gradient-based proportional controller would in general be insufficient and feature undesirable invariant sets of dimension equal to the underactuation level.
Notwithstanding these issues, (set) stabilization can be obtained as a direct extension of proportional control in certain cases. But even then, adding integral control and biases may cause difficulties. For a left-invariant-controlled system with left-invariant-constant bias, as equations (1), (2) can be adapted, it is clear that the integral control can only cancel the bias if the latter also belongs to the actuated subspace. For a left-invariant-controlled system with right-invariant-constant bias, the integration of something like (12) with grad l * φ replaced by a velocity belonging to the actuated subspace would not guarantee that also ξ l i belongs to the actuated subspace, due to the last term which reflects the change of frame. An implementable integral control should hence further project down the integral term, with further restrictions on the bias that it can cancel. Eventually, it is doubtful whether all these restrictions on the simple approach would cover a situation that is practically meaningful.
V. APPLICATION EXAMPLES
We now illustrate our method on two robotic applications. Firstly we consider satellite attitude control on the rotation group SO(3) and then we turn to complete 3-dimensional motion control of e.g. an underwater vehicle on the group SE(3) of rotations and translations. We assume that both systems are fully actuated, that is, the satellite can command rotations around any axis in 3-dimensional space, and the underwater vehicle can, in any situation, command translations along all 3 degrees of freedom and rotations around any axis in 3-dimensional space. We present simulation results for each case.
A. Attitude Control of a Satellite
Let Q s (t) ∈ SO(3), t ∈ R + denote the actual trajectory of a satellite's attitude and Q r (t) ∈ SO(3), t ∈ R + the target trajectory. A configuration error function can be defined by φ(Q) = 1 2 tr(I 3×3 − Q) with Q = Q T s Q r , such that φ(Q) = 0 corresponds to our target Q = I 3×3 . The gradient of the configuration error function is
in terms of angular velocity; the critical points of φ amount to φ(0) = 0 and the set of its maxima, where the satellite is turned by 180 degrees around some axis with respect to the target. For simplicity, we restrict the following to the case where Q r is constant, e.g. Q r = I 3×3 without loss of generality; the case of time-varying Q r (t) requires feedforward, which can be retrieved directly from the variable change from Q to Q s . Substituting into (1) and (2) gives the first order integral controller on SO(3):
where ω l i is the integral term and ω l B is a body-fixed bias. Such bias might be caused by a miscalibration of internal flywheels reference velocity. According to Proposition 1, if we take k p or k i sufficiently large and avoid starting at orientations exactly opposite to the desired one, then this controller will stabilize Q to the identity with ω l = 0, while ω l i gets the value −ω l B /k i . Similarly, the second-order dynamical controller (4)-(6) yields for satellite attitude the PIDcontrolled system:
From Proposition 2, the configuration Q under this torque control will converge to the identity and stay there, while the torque bias is asymptotically countered by F l i = −F l B /k i . This is illustrated in the simulation reported on Fig. 2 , which was made with the same initial values (at rest) as for the first-order case, the same bias but now on the torque 
B. Full control of an underwater vehicle
We next consider a vehicle with not only rotations Q ∈ SO(3) but also translations p ∈ R 3 , to form a configuration g ∈ SE(3). Again we assume a setup where the target is the group identity 
Then most computations follow directly from the ones for SO (3) . E.g. the critical points of φ 1 are at p = 0 with either Q = I 3×3 or Q describing any 180 degree rotation; the latter is a saddle point set where φ 1 = 2. Introducing a small weighting factor in front of p 2 would allow to arbitrarily increase the domain of translations p that are included in the basin of attraction where φ 1 < φ 1c .
The velocity in se(3) comprises 3-dimensional rotation velocity ω l and 3-dimensional translation velocity v l , both in body frame. Translation and rotation are coupled as explained in Section A and with that matrix notation the PI-controlled system (1),(2) rewrites:
Simulation results are shown in Fig. 3 , representing only the position part of g. In addition to the parameters already used for rotation, we take
We have plotted the ideal trajectory of P control without bias as a reference. In presence of bias, under P control the position moves in a wrong direction, converges to a stable point P = [0.25, 0.5, 0.75] T and stays there with a steady-state error whose gradient pull compensates the bias. Under PI control, the bias still starts the system in the wrong direction, but once the integral term takes over it converges back to the desired equilibrium O = [0, 0, 0] T and stays there, while the bias is countered by an integral term k i ξ l i = −ξ l B (see Fig. 4 ). We leave the explicit treatment of the second-order case to the reader. Simulations can be easily established with the corresponding parameters taken over from previous cases. In accordance with Proposition 2, the system shall converge to the equilibrium where Q = I 3×3 and p = 0, while the bias in actuators is countered by
Besides calibration errors or actuator leakage, a bias on the underwater vehicle could be caused by slow (errors in cancellation of) internal dynamics. Also a constant bias in inertial frame would make sense, e.g. caused by ocean flow (see extensions Section B). The second-order system is then covered by Corollary 3, but for the first-order model SE(3) does not satisfy the requirement of unitary adjoint representation for Proposition 4. Realistic settings also include the underactuated "steering control" case, which is worth future interest.
VI. CONCLUSIONS
We propose a general integral control method for systems on nonlinear manifolds by explicitly defining the integral term as the integration of the control commands in the corresponding transported tangent spaces. In particular, for Lie groups, the transport maps associated to left and right group actions are a natural choice. Under this rigorous definition, we can easily extend PID control from Euclidean space to Lie groups. Both first order integrators with bias in velocity and second order integrators with bias in controlled torque are shown to be well corrected by applying our integral control. Stability is proved with Lyapunov functions. We also take typical applications in robotics as examples to illustrate the physical meanings of the setting and developments, and to confirm the stability in simulation results. Motivated by the properties of PID control on linear spaces, we expect that our PI(D) controllers will remain effective in presence of model variations, in contrast with the model-based observer approach to bias rejection on Lie groups. Future research should investigate to which underactuated contexts the approach could be adapted, especially when left-invariant control (i.e. underactuated inputs defined in body frame) is combined with right-invariant constant biases (i.e. forces/torques/flows attached to inertial frame). Another opened research direction is more explicit integral control for Riemannian manifolds, i.e. investigating meaningful transport maps both for applications and regarding convergence properties. In this regard, we already note that the equivalent of a "constant bias" cannot be defined on all manifolds, as e.g. the even-dimensional spheres cannot support non-vanishing smooth vector fields [19, Th.2.2.2] . The implications of our integral controller for robust coordinated motion should also be investigated.
