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Department of Decision Sciences 
The George Washington University 
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ABSTRACT 
We use detailed data from individuals in multiple organizations to examine the role of information systems (IS) use for 
decision support, formal processes and social interactions on individual decision making. We found, contrary to our 
expectations, that the extent of IS use for decision making alone did not significantly influence individual decision making 
efficacy. However, the extent to which a decision process is defined and operationalized has a significant positive effect on 
decision making efficacy. In addition, social interactions also influence decision making positively. The joint effect of 
decision process and social interactions offers a clue to how decision support systems (DSS) can be designed and 
operationalized. These results not only extend our theoretical understanding of the role of DSSs, they offer insights on how 
structural improvements can be made to leverage decision making capabilities of individuals in organizations.  
Keywords  
DSS, decision process definition, social interaction, information system use. 
INTRODUCTION 
In this study we investigate how information systems (IS) for decision support can be leveraged meaningfully to add value to 
business decisions. We undertook this study because the role of decision support systems (DSS) in improving decision 
making has been ambiguous – with some studies showing that DSS use results in better decisions while others 
acknowledging the lack of a link between DSS use and the quality of decisions. Secondly, as a result of ongoing structural 
changes across organizations (resulting in the flattening of organizations) and the concomitant increase in the use of 
information technologies, more decisions are being pushed down the organizational hierarchies. 
While decision making continues to remain important from a strategy development perspective, a strategy is only as good as 
an organization’s ability to execute that strategy (Harreld et al., 2007). To that end IS-enabled decision making at the tactical 
and operational levels of management assume far greater importance than have been accorded in literature. Like any other 
artifact at the operational level and to some extent at the tactical level, the scope for decision making is much more limited 
when compared with strategic decision making. Business rules, organizational procedures and role strictures often tend to 
limit the variety and scope of decision making. 
We modeled decision making at the operational level in organizations as a function of decision process, social interaction and 
information system use and found that the best predictors of decision making efficacy were decision process, followed by 
social environment. Information system use alone was not found to be a significant predictor of decision process efficacy. 
These findings have important theoretical and managerial implications especially in the context of technology use, process 
management and empowerment in the context of decision making. 
After providing a brief background we describe the multiple research streams that we integrated in this research to develop 
the research propositions in the following section. After describing the research method we present the results and provide 
implications for both research as well as practice. We conclude by identifying themes for future research especially when it 
comes to overcoming some of the weaknesses in this research. 
BACKGROUND 
Early work on information systems for decision support was driven by the normative approach to decision making. However, 
decision support systems (DSS) encountered mixed reactions and did not necessarily lead to “better” decisions. Part of the 
explanation for mixed results for DSS use can be attributed to not factoring in social interactions in the context of decision 
making. What might appear to be a rational decision, consistent with utility theoretic notions, for a specific individual when 
considered in isolation, may change when the same decision is taken by that individual immersed among a larger group of 
individuals with their own agendas and priorities. In such a context, “distinguishing between politics and rationality is 
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difficult as it can be rational to be political and politic to be rational (Dean and Sharfman, 1993, p.1072).” Pettigrew (1973) 
showed how politics were the only rational choice for those who were involved in a computerization decision. On the other 
hand, Janis (1989) described instances of organizations where the use of rational methods was the only politically correct 
behavior. The role of social interaction in organizational decision making; it eventually gives rise to the social crucible that 
provides social and political climate that surrounds decision making. One of the primary drivers to consider social interaction 
in the study of decision making was to understand why decision making behavior deviated from the rationality criterion. The 
way social interaction provides a clue to such deviation from rational choices is by formalizing that decisions in organizations 
are not made in a vacuum. Moving beyond the normative approach to decision making, we consider the effect of decision 
processes and social interactions and, in doing so, adopt a prescriptive approach to understand IS-enabled decision making. 
RESEARCH MODEL 
Our research model (shown in Figure 1) is premised on the hypothesis that the effect of IS use on decision making is 
mediated by decision processes in place and the social context of an individual in which IS is used for decision making. It can 
be generally expected that when we use information systems for decision support decision making improves. However, like 
for any system, increased usage does not necessarily result in better decision making. This is because, firstly, IS use is not the 
only input to decision making, and secondly, there are many other factors such as individual, situational and technological 
differences given any decision context. This is borne out by Webby and O’Connor (1994) who hypothesized that decision 
support systems (DSS) are, by their nature, designed to improve decision making effectiveness; yet their review of the 
experimental literature revealed that achievement of this objective is mixed. Such mixed results are exemplified by Sharda et 
al. (1988) who concluded that despite the increasing popularity of decision support systems (DSS), effectiveness of such 
systems remains unproven. On the other hand, Kohli and Devraj (2004) found that actual usage of DSS was significantly and 
positively related to the reimbursement rate for services. 
There appears to be something other than DSS use only that enabled better decision making. For instance, VanSchaik and Sol 
showed through experiments that a DSS, even though its users have a positive opinion about it, does not cause them to make 
significantly better decisions. Decision quality does improve significantly, though, when decision-makers are guided in the 
way in which they structure their problem situation. Todd and Benbasat (1992) reported that they could not empirically verify 
the relationship between DSS use and decision quality. They suggested that researchers look for that mediating variable that 
helps enable users to use DSSs effectively. 
 
 
Figure 1. Research model 
 
In the context of mediating variables, Barr and Sharda (1997) reported that although DSS that they studied contributed to 
decision quality after controlling for task familiarity, increased decision performance of DSS-aided decision makers could 
have been due to reliance rather than better conceptual understanding of the decision problem. Much in the same vein, Lee et 
al. (2008) performed an empirical investigation into the effect of users' decision support system (DSS) expertise on their 
problem-solving strategies. Their results indicated that individuals who had only recently learned to use the DSS were 
confused or restricted by the set of functions provided by the system and did not plan well for their use of the DSS. Those 
IS use for decision 
making 
Decision  
making 
Decision process in 
place 
Social context for 
decisions 
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who had previous knowledge of the system exhibited more focused and efficient problem-solving behavior. Their findings 
suggested that problem-solving strategies depended significantly on the user's level of system expertise. Given such mixed 
results we hypothesize that, 
H1: There is a weak positive relationship between DSS use and decision making 
Decision processes 
The steps managers use to make decisions is called a decision process (Hitt and Tyler, 1991). Mintzberg et al. (1976) define 
decision processes as a set of actions and dynamic factors that begin with the identification of a stimulus for action and ends 
with the specific commitment to action. In essence, the steps that help understand how a decision is conceptualized, worked 
on and reached constitute a decision process. However, decision processes generally do not have neat sequences of steps 
implied in any typology (Null, 1984). In addition, decision processes exist at individual as well as organizational levels (Dean 
and Sharfman, 1996; Mintzberg et al., 1976). Using the generic argument that process quality determines the quality of the 
outcome of the process, it is reasonable to assume that the decision process determines decision making effectiveness. Dean 
and Sharfman (1996) provide evidence of such a relationship by demonstrating a relationship between the success of strategic 
decisions and the steps managers use to make them. The underlying assumption is that, in the long run, good decision 
processes are more likely to generate good outcomes (Keren and de Bruin, 2003). Calhoun et al (2002) showed that some 
behaviors appeared to change to take advantage of the technology, while others, particularly those associated with the cultural 
preference for communication, did not. Joseph (2007) tested a decision-making procedure that integrates intuitive and defined 
decision processes. He found that when there was a dilemma that aroused strong feelings, the intuitive and integrated process 
results resembled each other but were different from conclusions reached by a DSS. The findings point to the potential latent 
in humans to make balanced and unbiased educational decisions without computerized support. 
Schilling et al. (2007) analyzed approaches to assess the effectiveness of decision analyses. They developed an effectiveness 
framework, categorized in metrics to assess the quality of the decision process ("process effectiveness"), the quality of the 
model results ("output effectiveness"), and the quality of the long-term consequences of the analysis ("outcome 
effectiveness"). By focusing on two dimensions, "process" and "output," they introduced two new approaches to assess the 
effectiveness of decision analyses applied in organizations. First, a new process effectiveness approach serves to compare the 
effectiveness of decision analyses to existing decision processes. Second, they assess output effectiveness with a before/after 
preference measurement design, which aids to capture the alignment of group members quantitatively when using decision 
analysis. Their approach formalizes what has been implicitly known for decision making that process orientation leads to 
better decisions – and ones that can be assessed. Therefore we hypothesize 
H2: Decision process definition is positively related to decision making. 
H2a: Decision process definition mediates the relation between IS use for decision making and decision making. 
Decision making and social interactions 
The other variable that appears critical to decision making and the use of information systems is social interaction. This is 
because “given that the workplace operates as highly complex social environments, however, many of our most important 
decisions are made in the context of social interactions, which are additionally dependent on the concomitant choices of 
others – for example, when we are deciding whether to ask someone on a date or entering a business negotiation. Although 
relatively understudied, these social situations offer a useful window into more complex forms of decisions, which may better 
approximate many of our real-life choices (Sanfey, 2007)”. 
A laboratory study of decision making found that social context affected decision acceptance, understanding, decision time, 
and affective reactions within a group (Tjosvold and Field, 1983).  In fact an important reason for the ineffectiveness of 
computer-mediated decision frameworks is that in the design and application of many tools, the social context in which the 
discussion processes are carried out is not sufficiently taken into account (de Moor and Kleef, 2004) 
Paradoxically, early research in IS (e.g. email use) focused on the benefits of minimizing the role of social context by 
equalizing status, de-inhibiting behavior and promoting self absorption (Sproull and Keisler, 1986). This has changed over 
the years as Bazerman and Tenbrunsel (1998) however argue that social context is important to understand decision making 
and, when combined with the behavioral perspective, social cognition gets prescriptive power by connecting to behavioral 
decision theory, and behavioral decision theory gets a more complete understanding of human cognition by combining with 
social cognition. It has been known for quite some time now that focusing on how people store information about social 
behavior, social cognition theorists consider how the aspects or dimensions of this stored social knowledge affect our 
information processing, inferences, judgments, decisions, and actions as well as how stored social information changes over 
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time (Sherman et al., 1989). Moreover, many social communications are and are about relationships, resources, risks, and 
rewards. In essence, they become a subconscious “social mind” that interacts with the conscious individual mind to 
determine decision behavior (Pentland, 2005). 
Avgerou and McGrath (2007) found that empirical research frequently encounters human activity (like decision behavior) 
that is at odds with the assumed pattern of rational behavior. They argue that recent work tries to explain behavior in IS and 
organizational change in terms of social processes rather than as a consideration of rational techniques of professional 
practice and attempt to explain this deviation from the rational behavior mode by arguing that rational techniques of IS 
practice and the power dynamics of an organization and its social context are closely intertwined, requiring each other to be 
sustained. Burleson et al. (2006) reasoned that the open exchange of information, opinions, and criticism is necessary for 
optimal decision-making on complex tasks, it was hypothesized that groups employing an interacting procedure would 
produce better decisions than groups employing either staticized or nominal decision procedures. They also hypothesized 
further that subjects in the interacting condition would produce belter individual decisions than those in either the staticized 
or nominal conditions. Their study confirmed both their hypotheses. 
Heath and Gonzalez (1995) found empirical evidence to conclude that interaction increases people's confidence in their 
decisions in both sports predictions and risky shift dilemmas. For predictions, confidence increases are not justified by 
increased accuracy. Recent studies have found that successful decision making in a social setting depends on our ability to 
understand the intentions, emotions and beliefs of others (Frith and Singer, 2008). Therefore, we hypothesize, 
H3: Increasing social interaction is positively related to decision making. 
H3a: Social interaction mediates the relation between IS use for decision making and decision making.. 
Both decision process definition and social interaction can jointly influence the relationship between IS use and decision 
making. We believe that decision process accord purpose and some form of a structure (not structured decision making) to 
the decision making activity; on the other hand social interactions enable amplify or attenuate the variety of choices or 
options associated with the different constituencies involved in the decision. So high variety in the presence of structure can 
absorb information inputs meaningfully (i.e. IS use will be beneficial); while high variety (social interaction) without 
structure (low levels of decision process definition) will tend to scope creep and lack of resolutions in the context of decision 
making. So we hypothesize, 
H4: High levels of decision process and social interaction will help leverage IS use for decision making. 
METHODOLOGY 
Data used to test the research model came from a survey that was administered in 32 organizations. These organizations 
represented a wide cross-section of industry. We developed the sampling plan to ensure that organizations employing widely 
varying practices would be included. The sampled organizations included insurance companies, federal agencies, consulting 
organizations, travel agencies, banks, IT service organizations and defense contractors. The questionnaire was designed so 
that respondents answered multiple perceptual questions. This increased the probability of receiving accurate information on 
various aspects of information system use for decision making, decision processes, social interaction and decision making. 
We operationalized constructs as described below.  
Operationalizing constructs 
We operationalized three constructs based on the research model shown in Figure 1 and listed in Appendix A. 
Decision efficacy 
We measured the quality of decision making using the decision efficacy construct. It is a combination of decision efficiency 
and decision effectiveness dimensions. We followed the approach used by Dooley and Fryxell (1999) by employing a multi-
item measure. However, we did not directly use their measure as it was based on process-oriented items. Trull (1966) helped 
identify the notions of timeliness and acceptability of decisions as important dimensions of decision quality. We added two 
more items – correctness of, and satisfaction with, a decision – which are, respectively, objective and perceptual measures of 
the effectiveness of a decision. Decision making efficacy is conceptualized as a formative indicator because of the nature of 
the manifest variables that make up the construct. Clearly, it can not be expected for any of the four variables to correlate 
with each other.  
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Information system use in the context of decision making 
Decision makers often need to communicate with others and coordinate with their peers or experts. They could use general 
purpose software like email or a groupware like Notes of Domino® to accomplish that. Decision makers can also use general 
purpose software like spreadsheets or specialized packages like Microsoft Project® for decision support.  
Decision process 
A decision process is made up of a set of actions or steps (Hitt and Tyler, 1991; Mintzberg et al., 1976). In operationalizing 
decision processes we identify steps or actions that individual decision makers take that pertain to either the individuals 
making the decision or to the procedures prescribed within the organization or those that have to do with the use of 
information technology in the context of decision making. For instance, an organization can have a well-defined decision 
process and a part of the standard operating procedures followed in the organization. Sometimes, business rules are so well 
laid out that they can help in, and form the basis for, decision making. On other occasions consensus is valued in 
organizations. In some organizations, dissent is valued while in yet others deliberation and discourse are encouraged as a part 
of the decision making process. 
Social interaction 
Individuals can take steps in the context of decision processes based on their volition or predisposition (Hickson et al., 1986). 
These include interacting with others to exchange ideas about the decision, consulting with domain specialists, following a 
standard set of steps, developing their own procedure to make decisions, and assessing the political implications of making a 
certain decision. 
Reliability and validity 
The reliability of each factor was calculated using internal consistency scores. Kline (1999) notes that while dealing with 
psychological constructs, Cronbach alpha values below 0.7 can realistically be expected because of the diversity of the 
measures. Moreover, Cortina (1993) notes that general guidelines like the 0.7 cut-off need to be used with caution because 
the value of alpha depends on the number of items on the scale. Discriminant validity is the extent to which constructs 
measures are empirically distinct. It’s the extent to which measured constructs have higher loadings for the indicators in their 
own block than those in another block. Each of the three factors is clearly one-dimensional (manifest variables load cleanly 
on only one factor) suggesting that the highest loadings were observed for indicators within the factors as opposed to between 
the factors thus suggesting discriminant validity. 
 
Variable Factor 1 Factor 2 Factor 3 Cronbach α 
ISUSE01 0.6672 0.3414 0.0187 
ISUSE02 0.7789 0.2168 -0.0390 
ISUSE03 0.7678 0.0562 0.1261 
0.6693 
SOCI01 0.0670 0.8106 0.0712 
SOCI02 0.2297 0.6511 -0.0730 
SOCI03 0.2343 0.5245 0.1853 
0.5042 
PROC01 -0.0172 0.2040 0.7785 
PROC02 0.2266 -0.1866 0.6393 
PROC03 -0.0638 0.1218 0.8249 
0.6259 
Table 1. Factorial validity and reliability 
 
We used PLS to provide the latent variable scores for decision efficacy (as a formative indicator) and decision process, 
socialization and IS use for decision making (as reflective indicators). We used the VGAM library in R to run a logistic 
regression on decision efficacy as a function of decision process, socialization and IS use. Prior to running the logistic 
procedure, we converted the dependent variable into a discrete variable by labeling as “High” those scores that were above 
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one standard deviation and as “Low” those scores that were below one standard deviation. This eliminated the data that were 
centered around the mean. 
RESULTS AND DISCUSSION 
The sample (N=695) included a larger proportion of men (58%) than women (42%). The average age of the respondents was 
36.5 years. Thus, we can assume that the sample demographics correspond well with the profile of the middle manager that 
we are interested in studying. The results of the logistic regression are shown in Figure 2. The likelihood that an individual is 
classified as “High” with respect to decision efficacy is related to IS use for decision making (ISUSE), decision process 
definition (PROC) and socialization in the context of the decision (SOCI). 
According to the model, the log of the odds of an individual scoring High on decision efficacy is positively related to 
decision process definition (p < .05) and socialization in the context of the decision (p < .05). In other words, the higher the 
decision process definition, the more likely it is that the individual would have a high decision efficacy. Similarly, the higher 
the degree of social interaction, the more likely it is that the individual would have a high decision efficacy. 
Predictor b SE b Wald's χ2 d.f. p eb (odds ratio)
Constant 0.3061 0.1493 4.2035 1 0.0403 NA
IS use for Decision making (ISUSE) 0.0623 0.1507 0.1709 1 0.6793 1.0643
Decision process formalization (PROC) 1.3769 0.1871 54.1573 1 0.0000 3.9626
Soclialization (SOCI) 0.3425 0.1625 4.4424 1 0.0351 1.4085
ISUSE * PROC 0.1261 0.1720 0.5375 1 0.4635 1.1344
ISUSE * SOCI 0.0215 0.1374 0.0245 1 0.8757 1.0217
PROC * SOCI 0.1594 0.1910 0.6965 1 0.4040 1.1728
ISUSE * PROC * SOCI 0.2214 0.1589 1.9414 1 0.1635 1.2478
Model test χ2 d.f. p
Difference 96.9755 7 < .0001
Ful
Reduced
-LogLikelihood
48.4878
139.8355
138.3233
 
Figure 2. Results from logistic regression 
 
Clearly, the directionality of all the coefficients (including the interaction terms) in the model are consistent with what we 
had hypothesized. While none of the interaction terms turned out to be significant, the last interaction term is needs some 
attention. To that end we have also plotted the results associated with the full model in Figure 2d. While the term is not 
significant, it sheds light on how IS use, in the context of decision making, can matter. 
Looking at specific outputs, it can be seen that the probability that an individual reports high decision efficacy in the context 
of average decision process definition and low IS use for decision making (Figure 2(b)) is .5; however, when IS use is high, 
the probability of high decision efficacy increase by 0.1 (approximately 20%). The role of IS use for decision making is 
positive and encouraging. What interesting is the odds ration associated with PROC. An increase of one standard deviation in 
decision process definition results in a four-fold increase (eb =3.9626) in high decision process efficacy. 
Similarly, Figure 2(c) shows that social interaction is positively related to decision making efficacy; it also shows that high IS 
use for decision making leads to slightly (but not significantly) higher chances of high decision efficacy. The role of social 
interaction is clearly significant. An increase of one standard deviation in social interaction results in an increased chance (eb 
=1.4085, about 1.5 times) for high decision process efficacy. 
Figure 2(d) shows the two interaction between PROC and SOCI on the relationship between ISUSE and decision efficacy. 
We observe that when socialization is high, then if high decision process definition, increase IS use for decision making will 
increase the chances for high decision efficacy. However, low level of decision process definition will lead to a negative 
relationship between IS use for decision making and decision efficacy. Also note that this is generally true for lower levels of 
IS use in the context of decision making. Beyond “normal” or average use, the two lines become asymptotic. 
However, when both decision process definition and social interaction are high, IS use for decision making does not 
influence decision efficacy. However, that is also the case with the highest probability of high decision efficacy. Of concern 
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is also the scenario where decision process definition is high but social interaction is low. Here the increasing use of IS for 
decision making results in a lower probability of high decision efficacy. IS use is positively related to high decision efficacy 
only when both social interaction is low and decision process definition is low. This is not desirable because even the highest 
probability for high decision efficacy is lower than the lowest probability of high decision efficacy in two other scenarios. 
The theoretical contribution of these results lie in their ability to explain the insipid results associated with DSS use. The 
results associated with both decision process definition and social interaction show that their combined effects can help 
disentangle the relationship of DSS use and decision efficacy. These results hold have relevance for both the design and 
deployment of DSS. From the standpoint of DSS use, high and low decision process definition only make sense in the 
context of low and high social interaction respectively. From the practical standpoint, the results appear to imply that DSS is 
a necessary but not sufficient factor in enhancing managerial decisions. The sufficiency appears to be provided by decision 
process definition and social interaction. Clearly, decision process definition is the more influential of the two mediating 
variables when in comes to using IS for decision making.  
 
 
(a) (b) 
 
 
(c) (d) 
Figure 3. Results shown graphically (DP = decision process formalization, SO = Socialization) 
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CONCLUSION 
The primary implication from these results is that DSS designs need to embody (and not just account for) both decision 
processes (that are akin to business processes, that evolve with time) and social interaction. It is quite possible that every DS 
may not be able to embody the process and socialization attributes. In that context, it is necessary to ensure that those aspects 
are played out in concert with the DSS technology deployment in organizations. Doing so will not only ease the technology 
buy-in, but will also enable the seamless institutionalization of the DSS by being absorbed into the business/decision process 
and as a socialization artifact. We plan to extend this study by adding additional socialization and decision process variables 
and by incorporating qualitative research approaches. 
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APPENDIX A 
The following variables, used in the study, were each measured on a 5-point Likert scale. 
IS USE FOR DECISION MAKING 
1. Communicating with software like email, Lotus Notes etc. 
2. Using general purpose software like spreadsheets  
3. Using specialized programs like MS Project, Stats, etc. 
SOCIAL INTERACTION 
1. Interacting with others, exchanging views and communicating 
2. Consulting with experts domain specialists 
3. Being aware of individual and political sensitivities 
DECISION PROCESS DEFINITION 
1. My organization has a well defined process for decision making 
2. I have developed a standard procedure to make decisions 
3. Business rules in my organization are well laid out and aid decision making 
DECISION EFFICACY 
1. We make correct decisions 
2. We make timely decisions 
3. Our decisions are acceptable to most of our colleagues 
4. We are satisfied with our decision making process 
 
