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I. INTRODUCTION
Attention has been given recently to the issue of
targeting a credit aggregate or to using information
on a credit aggregate in addition to information on
monetary aggregates in the implementation of mone-
tary policy. In February 1983, the FOMC adopted
an “associated range” of growth for total domestic
nonfinancial debt (DNF) and decided “to evaluate
debt expansion in judging responses to monetary
aggregates.” Much of the renewed interest in credit
aggregates has been stimulated by Professor Ben-
jamin Friedman.
1
Unquestionably one of the attributes of credit that
has attracted Friedman and others is its velocity
behavior. Chart 1 displays on a ratio scale the quar-
terly level of velocity (GNP/financial aggregate)
from 1960 to 1982, for four aggregates: M1, M2,
and two credit aggregates. The credit aggregates
are debt owed by domestic nonfinancial sectors
(DNF), and the private domestic nonfinancial
sector’s holding of currency, deposits and credit
market instruments. The latter  asset  measure is the
so-called “debt proxy” (DP) as coined by Henry
Kaufman. Of the four aggregates, only the velocity
for Ml has a decidedly upward trend over this period.
Friedman has stressed that his preferred credit mea-
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1 
See Friedman [1981], [1982], [1983A], [1983B].
sure, DNF, as a percent of GNP has been about
level, remaining within a few percentage points of
its 1960 value of 144 percent. Chart 1, however,
indicates that this ratio has moved up recently; in
fact, it reached a level of 153 percent at the end of
June 1983.
2
It appears from Chart 1 that M1 velocity may be
more variable than DNF, but the variability of ve-
locity is not necessarily indicative of its predictability.
Chart 2 presents errors in forecasting year over year
growth rates in velocity, where the forecasts equal
the average of all previous four quarter changes.
3 On
the basis of this simple prediction scheme, it is not
apparent that the velocity of M1 is more unpredict-
2 
Note that Friedman uses the reciprocal of velocity in
his work. Thus, the recent decline in velocity represents
an increase in the debt to income ratio.
3 
If V tq is the level of velocity in year t and quarter q,






16 ECONOMIC REVIEW, NOVEMBER/DECEMBER 1983able than the velocity of DNF. In 1982, the history
of neither aggregate predicted the sharp decline in
velocity.
For monetary aggregates it is customary to make
more detailed comparisons of velocity and its pre-
dictability from the vantage point of a theory of
demand for the aggregate. For M1 or M2 there is a
voluminous body of theory and empirical work to
draw on. For credit aggregates, however, there is no
established theory of aggregate debt holdings.
4 In
the absence of such an analytical framework, Fried-
man bases much of his empirical work on a form of
statistical time series analysis, vector autoregression
(VAR), which does not require a theoretical eco-
nomic model.
5 One conclusion that can be reasonably
inferred from Friedman’s work is that the DNF
credit aggregate performs at least as well as any of
the monetary aggregates in the VAR exercises.
This paper reports on some further work using
the same VAR methodology. Our results do not
4 
Recent papers by Papademos and Modigliani [1983]
and Gordon [1982] have made important contributions
to the development of general equilibrium theory in which
aggregate credit holdings can be analyzed.
5 
Within the economics profession the VAR model has
been popularized in recent years by researchers at the
University of Minnesota and the Federal Reserve Bank
of Minneapolis, notably Robert Litterman [1982] and
Professor Christopher Sims [1980A], [1980B]. While
the primary uses of VAR have been in forecasting and
data description, more recent applications, such as Sims
[1982], have attempted to use this tool for policy analysis.
Chart 2
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tend to support Friedman’s policy recommendation
that the FOMC establish a two target policy for
monetary control consisting of M1 and DNF. Spe-
cifically, we show that Friedman’s empirical results
are quite sensitive to slight changes in either arbi-
trary or seemingly innocuous assumptions concerning
data construction and the form of the VAR. Our
results provide additional support to earlier warnings
by others that policy implications drawn on the basis
of VAR results should be scrutinized with great
care.
6
The remainder of this paper is organized as fol-
lows: Section II provides a critical review of the
VAR methodology and Section III presents the em-
pirical work. All of Section II need not be read in
order to understand Section III. A concluding sec-
tion provides an overall evaluation of this approach.
II. EXPLANATION OF METHODOLOGY
1. Basic Regressions
In its present form, vector autoregression is a tool
for summarizing the relationships among a group of
variables, e.g., economic time series; at various lags.
A vector autoregression is not a single regression
equation but a  system  of regressions with one equa-
tion for each variable in the system. Generally, the
list of variables in the system is not based on prior’
statistical testing. Given the variables selected, esti-
mation of the autoregressive system consists of
nothing more than a set of ordinary least squares re-
gressions with the current value of each of the in-
cluded variables being regressed on the lagged values
of all the variables in the system. For example, if
the vector autoregression includes only two variables,
say M1 and GNP, and say, eight lags on each vari-
able, then the vector autoregression consists of two
regressions. In the “M1 equation,” M1 would be
regressed on eight lagged values of itself and eight
lagged values of GNP ; in the “GNP regression”
GNP would be regressed on the same set of sixteen
explanatory variables. Note that in VAR models,
current values of variables never appear, on the right-
hand side of any equation in the system. Thus, in a
vector autoregression all current variables are treated
as endogenous; all lagged variables are, of course,
predetermined variables. The number of lagged
values of each variable to he included on the right-
hand side of each regression must also be determined.
6 
See Zellner [1979], Gordon and King [1982], and
Cooley and LeRoy [1982].
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maximal lag length, usually an arbitrary lag length
is chosen for all variables in all equations.
These simple regressions constitute the only sta-
tistical estimation involved in vector autoregression.
In fact, the simplicity of the estimation procedure
and the ready availability of user-oriented computer
programs that carry out such estimation are signifi-
cant “advantages” of this approach. At the same
time, however, one practical problem is the large
number of parameters in the vector autoregression
specification. When a constant is included in each
equation, the number of parameters in each equation
equals the number of variables in the system times
the number of lags plus one. In the example cited
above there are thus seventeen parameters to be esti-
mated in each of the two equations. Accordingly, one
must either limit the number of variables and/or lags
in the system or else very long data series must be
available.’ Even if long series are available, the use
of data from the remote past may be of dubious value
when there is a strong suspicion of significant quali-
tative change in the economic environment, such as
technological innovation or major changes in regu-
lation or other policies.
2. The Moving Average Representation and
Impulse Response Function
The regressions described in Part I are known as
the autoregressive representation  of the vector auto-
regression; the reason for this terminology being that
the current values of all the variables in the system
are regressed on their own lagged values (taken as a
system). Another, perhaps more informative way of
presenting the information contained in the vector
autoregression, is the  moving average representation
(MAR).  This representation can be obtained directly
from the autoregressive version as follows: The
right-hand side of any regression equation contains a
statistical disturbance term in addition to the explana-
tory variables. This disturbance reflects the fact that
the sum of terms involving the explanatory variables
(here only lagged values of all variables in the sys-
tem) does not explain the dependent variable exactly
at each observation. There will always be some dis-
crepancy or disturbance. Since the explanatory vari-
ables in a vector autoregression include observations
only prior to the current period, the disturbance is
the only contributing factor to a given dependent
7 
See Litterman [1982] and Doan, Litterman, and Sims
[1983] for an approach which restricts the number of
freely estimated parameters.
variable’s value that is new to the current period.
Accordingly, the current disturbance in the equation
for a given variable is known as the  innovation  for
that variable in the current period. A time series of
such innovations exists for each variable in the vector
autoregression. The moving average representation
expresses current values of the dependent variables
in terms of current and lagged values of the inno-
vations in all variables of the system. In principle,
an infinite number of lags is needed to obtain the
entire moving average representation.
By a process of successive substitution we can
derive the moving average representation from the
autoregressive representation. An autoregressive
system of order n and dimension m is a system of m
variables containing lags from 1 to n. For example,
for a second order system of dimension three, the
autoregressive representation relates the current
zt, as functions of a fixed number of their own lags,
of each variable can be expressed as functions of still
prior lagged values of all variables and the innova-
the infinite past, yield the moving average represen-
course, it is impossible to calculate exactly all of the
coefficients in the infinite moving average represen-
tation; in most problems, however, coefficients for
the recent past suffice. The moving average repre-
sentation is used mainly to analyze the short- to
medium-run effects on each variable of given inno-
vations to each of the variables. For example, in a
system with real GNP, the price level, a monetary
aggregate and, possibly, other policy and nonpolicy
variables one can estimate the effects of a shock
(innovation) to money on real GNP and prices after,
say, one quarter, two quarters, one year, two years,
and so forth. Similarly, it is possible to calculate the
effects of a shock to any given variable on the vari-
able itself or on any other variable in the system. In
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traces out over time the effect of any given innovation
on any given variable. The entire time path of effects
of one innovation on one variable is called an impulse
response function.  For example, one can talk of the
responses of real GNP to a monetary shock as the
impulse response function of real GNP with respect
to money. The impulse response functions are, in
principle, of interest to policymakers because they
describe the effects and timing of policy variables on
the variables of ultimate concern.
As a practical matter, however, there is one aspect
of the determination of the impulse responses that
may undermine their usefulness. While by construc-
tion the innovations in any series are serially uncor-
related, the innovations may be correlated contempo-
raneously. Therefore, it is not correct to interpret
the effects of an innovation in a given variable, say,
in x may be due to the contemporaneous influence of
other innovations on the x innovation. Thus, for
example, if the innovations in money and GNP are
contemporaneously correlated, it is not correct to
interpret the effect of an innovation in money on
GNP as due solely to “exogenous” influences on the
money supply, such as policy. Such contemporaneous
correlation causes difficulty in interpreting a coeffi-
cient in the moving average representation as the
effect of a given innovation on a given variable at a
given lag. For example, recall that the coefficient in
the moving average representation of the GNP on
the first lagged innovation to money may be inter-
preted as the effect on GNP of last period’s shock to
money. However, if last period’s shock to money is
highly correlated with last period’s GNP shock (con-
temporaneous “as of last period”), then it is not
correct to attribute all of the money innovation to the
independent effect of money. The contemporaneous
correlation links the money and GNP innovations
in a way that may prohibit further meaningful de-
composition.
There is a way around this problem but it is quite
possible that the problems involved in implementing
the solution are as serious as the original problem.
Briefly, it is possible to apply certain mathematical
transformations to the correlation matrix of the inno-
vations to generate a new set of innovations that are
not contemporaneously correlated. However, this
transformation is not unique, i.e., it can be imple-
mented in several ways depending on how the vari-
ables in the system are ordered.
8 Thus, the trans-
formation may generate qualitatively different im-
pulse response patterns depending on the ordering of
the variables. This problem would not he serious if
the untransformed innovations did not happen to be
highly correlated in the first place or if the answers
to questions of major concern were not sensitive to
the ordering of variables in the transformation. Un-
fortunately the reported results show that for some
systems estimated by Friedman neither condition
holds. In particular, in the systems that include
nominal GNP and either a monetary or a credit
aggregate the innovations are sufficiently correlated
that the ordering of variables in the transformation
substantially affects the results of the transformation.
Such systems do not yield unequivocal conclusions.
3. Variance Decompositions
The most important question in comparing money
and credit aggregates is to determine whether move-
ment in the financial aggregate exerts an independent
influence on the broader policy objectives. The
strength of this influence is also critical.
An impulse response function describes the effect
of an innovation in a given variable on the movement
of the level of the same or another variable in the
system. For example, the impulse response function
of GNP with respect to money describes how the
level of GNP changes over time in response to a
shock to money. The set of impulse response func-
tions for an entire system can be viewed as a decom-
position of the levels of the variables in the system
8 
The terms “ordered” and “ordering” refer to the order
of the variables in setting up the transformation. The
only aspect of the transformation that is truly germane
to this exposition is the fact that the ordering is arbitrary
but conclusions may sometimes differ depending on the
ordering of variables that is chosen. The intuition behind
the transformation can be explained quite easily. Recall
that the purpose of the transformation is to allocate
contemporaneous correlation of the innovations. The
variables are ordered in some fashion, say, first variable,
second variable, and so forth. The first variable’s inno-
vations are assumed to be independent, i.e., all corre-
lation between this innovation series and other innovation
series affects only the other innovations. The second
variable’s innovations are assumed to be independent
except for the part correlated with the first variable’s
innovations. The transformation subtracts from the
second variable’s innovations the part attributable to
the first variable and only that part. The third variable’s
innovations are assumed to be independent except for
the parts due to the first and second variable’s innova-
tions which are subtracted out. In general, the trans-
formation eliminates the correlation from any given inno-
vation series and those series that appear prior to it in
the particular ordering. This sequential process of elimi-
nating correlated parts of the innovation series results
in a set of transformed innovations that are not con-
temporaneously correlated.
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variables. It is also possible to decompose variation
in the system into components due to variation in the
shocks. This decomposition is generally done in
terms of the forecast error variance. The value of a
given variable k periods into the future will be based
on all current and past innovations and on innova-
tions that are yet to be realized in the k periods yet
to occur. The information available today (time t)
includes the actual values of current and past inno-
vations while the future innovations are random
variables whose expected values are zero.
9 Consider
now a k period ahead forecast of the variable y t+k.
In order to obtain the forecast of y T+K write the
moving average representation of y t+k including all
innovations up to t+k, substitute in the values for
innovations known at time t, and set to zero values
of the innovations which may occur between t+1
and t+k.
Now consider the variance of the forecast error.
Since at time t all innovations dated t and earlier
are known by assumption, these innovations con-
tribute nothing to the forecast error. Instead, the
forecast error will be due to the existence of nonzero
innovations to y t+k which may occur between t+1
and t+k. If we use the variation of innovations in
the past as the estimate for the variation of future
innovations, it is possible to get an estimate of the
forecast error variance. The word “variation” in
this context refers not only to the variance of each
innovation series but to the contemporaneous covari-
ances among all pairs of innovations. As with the
impulse response function, it is precisely this covari-
9 
Deterministic time trends may also be incorporated
into the analysis.
ation that generates problems for interpreting the
decomposition of the forecast error variance.
We have seen that the forecast error variance for a
given variable is equal to a sum of terms in the vari-
ances and covariances of all the innovation series.
The variance decomposition (VARD) presents a
summary of this information by listing the fraction of
the overall forecast error variance accounted for by
each of the types of innovations. This variance allo-
cation, or variance accounting, can be done for the
forecast error of each variable for any forecast hori-
zon. In this way, one can analyze the way in which
the variances of each variable’s innovations influences
the movements (i.e., the variation) in each of the
variables in the system. In principle, the variance
decomposition contains very important information
because it shows which variables have relatively siz-
able independent influence on other variables in the
system.
The fly in the ointment is the same problem as the
one mentioned in the previous discussion, of the im-
pulse response function: alternative orderings of the
variables may imply substantially different allocations
of explanatory power. Thus, the importance of a
given variable in terms of the extent to which its
innovations influence other variables may depend
critically on the (arbitrary) ordering that is chosen.
III. EMPIRICAL RESULTS
1. Selected VAR Estimates
We follow Friedman’s specification in assuming
that the endogenous variables in the VAR specifi-
cation enter as natural logarithms and that the equa-
tion contains a constant, a linear time trend, and
20 ECONOMIC REVIEW, NOVEMBER/DECEMBER 1983eight lags on each (endogenous) variable in the
system.
10 In this paper, we also used the longest
sample period available from 1954:Q2 until 1982:
Q4.
11 Four different VAR systems were estimated:
a two-variable system consisting of a financial aggre-
gate and nominal GNP, (Table I); a three-variable
system consisting of a financial aggregate, real GNP
and the GNP deflator and two systems containing a
short-term interest rate in addition to financial and
real sector variables. In the latter category are the
estimates from a trivariate model (Table II) for a
financial aggregate, nominal GNP and the commer-
cial paper rate and a four-variable system consisting
of a financial aggregate, real GNP, the GNP deflator
and the commercial paper rate.
12 (Appendix A lists
the definitions for the abbreviations used throughout
this section.) The following notation is used in the
tables : estimated t-ratios are listed in parentheses
beneath the regression coefficients; Q(30) is the
Box-Pierce Chi-square statistic with 30 degrees of
freedom to test the hypothesis that the residuals from
each equation are serially uncorrelated; the symbol
2. Impulse Response Functions
Recall that the impulse response function for GNP
with respect to a money shock describes the response
over time of GNP to an innovation or a shock to
money in a given period. Charts 3 and 4 depict the
impulse responses of the natural logarithms of the
inverse of velocity, ln(F/NGNP), to a one percent
shock in the financial aggregate, F. For systems that
include real GNP and the GNP deflator instead of
nominal GNP, the response of nominal GNP to a
given shock is obtained by summing the responses of
real GNP and the GNP deflator. In general, one
would expect an initial fall in velocity in response
to a positive shock to the aggregate because nominal
GNP responds to the financial stimulus with a lag.
As income begins to respond to the stimulus and the
effect of the shock on financial assets dissipates, ve-
locity will gradually rise. The impulse response
function that emerges typically has a damped, sinus-
oidal shape.
10 See Friedman [1981] and [1983B]. We also examined
specifications which only contained four lags, see foot-
note 17.
(footnote continued on page 22)
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11 The results do not appear to be sensitive to the sample
period chosen. See Offenbacher, McKelvey, and Porter
[1982] for results from a shorter sample period from
1959 to 1980.
According to Friedman, the purpose of looking at
these impulse response functions is to assess the sta-
bility of the relationship between nominal GNP and
each financial aggregate. If, as expected, the response
pattern damps out and is smooth, then the relation-
ship is considered to be stable. Presumably a rela-
tively stable relationship is conducive to more effec-
tive monetary policy.
13,14
12 In order to conserve space, VAR estimates for the
four-variable model and the three-variable model without
interest rates are not shown. The results for M2 were
also eliminated from Tables I and II to trim their size.
The inferences drawn for the debt proxy are similar in
spirit to the ones drawn for DNF, so for the sake of
brevity we only report those for DNF in this paper. The
interested reader may consult Offenbacher and Porter
[1983] for a discussion of the empirical results for the
debt proxy, as well as the M2 results that were not shown
in the two tables.
13 Analytically, one can assess the stability by looking at
the eigenvalues of the first-order “stacked” representation
of the system. An inspection of these eigenvalues reveals
that all of the estimated systems are stable. It follows
from this result that the associated impulse response
functions are stable and will eventually converge to zero.
14 Stability is not used here in the statistical sense to
denote stability of the coefficients over different time
periods. Friedman does not discuss the implications of
relevant economic theory for the expected pattern of the
impulse response function of ln(F/NGNP). For credit
F, (for x = financial, NGNP, RCP), represents
the F-statistic which tests the hypothesis that the
coefficients on all lagged x’s are simultaneously equal
to zero; it is distributed with 8 and 97 degrees of
freedom in the bivariate models and with 8 and 89
degrees of freedom in the trivariate model.
In the bivariate system (Table II) all variables are
significant at the five percent level. In the trivariate
system containing an interest rate (Table III, M1 is
significant at the ten percent level in the interest rate
and nominal GNP equations; DNF, on the other
hand, is insignificant at this level in both of these
equations.Impulse responses, shown in the upper left panels
of Charts 3 and 4 for the bivariate systems provide
the first important result regarding the effects of
minor changes in the specification. The ordering of
variables follows Friedman’s work with NGNP pre-
ceding the financial aggregate in constructing the
aggregates, the implications of economic theory are not
readily apparent. This question deserves further detailed
attention. For monetary aggregates, the relevant theory
exists and the impulse responses can be assessed on the
basis of their correspondence with this theory. Since
Friedman did not use this criterion and, in the interest of
brevity, this issue is not pursued here. It is worth noting,
however, that this issue has been examined in the context
of St. Louis reduced form equations by Charles Freed-
man of the Bank of Canada and Tom Gittings of the
Federal Reserve Bank of Chicago.
impulse response function. That is; the innovation
in GNP is assumed to be independent of all the other
innovations. The responses to M1 shocks (upper
left panel of Chart 3) appear fairly stable by Fried-
man’s criteria; although the response function oscil-
lates with a short period, it damps out rather quickly.
We examine the debt series, DNF, as end-of-quarter
series (as in Friedman’s work) and as a “quarterly
average” series to maintain comparability with the
way the monetary aggregates are targeted.
15 The
responses reported in the upper left-hand panel of
Chart 3 for DNF using both measurement schemes
seem considerably less stable than the M1 responses.
The picture of DNF’s impulse response function that
emerges is somewhat different from that obtained by
Friedman partly because he displayed the response
function for only 20 quarters; the difference between
15 
The not seasonally adjusted series on an end-of-quarter
basis were taken from the Federal Reserve Board’s flow-
of-funds databank in February 1983. They were season-
ally adjusted using Statistics Canada’s multiplicative,
quarterly version of X-11 ARIMA. At the time this
work was completed there was a discontinuity in the data
when the International Banking Act facility was phased
in at the end of 1981. To limit the effect of this “outlier”
on the estimates of the seasonal factors, the seasonal
adjustment estimation period stopped in 1981:Q4. The
forecasted adjustments for 1982 were then used to adjust
the 1982 data. The quarterly average debt series were
constructed as the average of the adjacent end-of-quarter
figures. The revised series for M1 and M2 do not cover
the period before 1959:Q1. To construct data for this
period we took the unrevised growth rates of the aggre-
gates and extrapolated backwards from the revised 1959:
Q1 levels. Since no end-of-quarter series exists for the
monetary aggregates, we could not examine M1 and M2
on this basis.
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IMPULSE RESPONSE FUNCTIONS FOR M1 AND DNF
RESPONSE OF F/NGNP TO A 1% SHOCK IN F
2 Variable System Ordered (NGNP, F) 3 Variable System Ordered (XGNP, PGNP, F)
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IMPULSE RESPONSE FUNCTIONS FOR M2 AND DNF
RESPONSE OF F/NGNP TO A 1% SHOCK IN F
2 Variable System Ordered (NGNP, F) 3 Variable System Ordered (XGNP, PGNP, F)
M1 and end-of-quarter DNF is more evident beyond
the 20th lag. The impulse response for M2 in the
bivariate model (upper left panel of Chart 4) also
seems fairly stable. The responses of quarterly aver-
age data are considerably less stable than those of the
end-of-quarter data. These results do not support
the notion that the credit aggregate is as stable as the
monetary aggregates in impulse response functions
derived from the bivariate system.
Table III displays the impulse response function
from period 1 to 24 for DNF and the two monetary
aggregates using both orderings-( F, NGNP) and
(NGNP, F)-and both measures of DNF. (Recall
that Charts 3 and 4 used the (NGNP, F) ordering.)
As noted above, one of the drawbacks of the impulse
response functions is their sensitivity to the ordering
of variables when the innovations are correlated.
The correlation of the innovations is .31 in the system
with quarterly average DNF, .38 in the system with
end-of-quarter DNF, .32 in the system with M1, and
only .16 with M2. Though the M1 and DNF corre-
lations are similar, the DNF impulse response func-
tions differ much more on average in the alternative
orderings than the M1 response (lower panel of
Table IV). With the smallest correlation in the
innovations, M2 exhibits the smallest difference in
the impulse response function in the alternative
orderings.
Trivariate systems with a financial aggregate, real
GNP (XGNP) and the implicit GNP deflator
(PGNP) (upper right-hand panels of Charts 3 and
4 or with nominal GNP, the commercial paper rate
and a financial aggregate (lower left-hand panels)
also favor the monetary aggregates over the credit
aggregates. In the systems with XGNP, PGNP and
F, the M1 impulse responses are noticeably smoother
than the DNF responses (quarterly average and end-
of-quarter). Impulse responses for end-of-quarter
DNF are once again also smoother than for their
quarterly average counterparts. Furthermore, while
24 ECONOMIC REVIEW, NOVEMBER/DECEMBER 1983the M1 responses in the bivariate system are similar
to the M1 responses in the trivariate XGNP, PGNP,
F system, DNF’s velocity responses in the analogous
trivariate system have greater amplitude than in the
bivariate system with DNF. Fairly similar results
are also obtained for the M2-DNF comparison in
this system.
Three variable systems (NGNP, F and the com-
mercial paper rate (RCP)) provide the most striking
example of the difference between quarterly average
and end-of-quarter data construction (lower left
panels). For the M1-DNF comparison, the end-of-
quarter DNF responses are considerably smooth&
than M1 responses and are somewhat more damped.
On the other hand, the quarterly average DNF im-
pulse responses are much more variable than their
M1 counterparts. In addition, the estimated lag
coefficients on credit in the VAR NGNP equation
that lies behind this impulse response function are
not significant at the 50 percent significance level
while corresponding M1 parameters are significant
just above the five percent significance level.
16 Simi-
lar results also hold for a comparison of M2 and
DNF.
Four-variable systems (real GNP, the price de-
flator, the commercial paper rate and a financial
aggregate) lend some support to Friedman’s notions
that DNF has about as stable relationship to GNP
16 
The joint significance of the F-test for DNF and M1
have significance levels of .539 and .059, respectively
(Table II).
as the monetary aggregates. In these systems M1
and M2 variability is greater over some range (from
20 to 80 quarters) than is the associated variability
of DNF. However, the credit aggregates damp more
slowly than M1 or M2 and, as with the three variable
systems containing interest rates, the influence of
credit on GNP is much weaker than the influence of
M1 (or M2) on GNP.
17
3. Variance Decompositions
As noted in Section II, the variance decomposition
(VARD) results may be useful in judging whether
the direction of influence in the relationship between a
given financial aggregate and a policy objective (such
as nominal GNP) runs from the aggregate to the
objective or vice-versa. Entries in Charts 5-8 report
the share of the total forecast error variance of a
given variable that can be attributed to independent
movements in the innovations of the same or another
variable. For example, the left panel of Chart 5
displays the variance decomposition of NGNP in a
bivariate model containing NGNP and M1 with M1
taken first in the ordering and NGNP second, (M1,
NGNP). This chart shows that, at a lag of 10 quar-
ters, about one-third of the variance of NGNP can
be attributed to current and lagged shocks in NGNP
with the remainder attributable to current and lagged
shocks in M1.
Charts 5-7 display the VARDs of NGNP and F
for bivariate models. For M1 and M2 in both order-
ings the contribution of the monetary aggregate in
explaining NGNP tends to increase or stay the same
over the entire range of lags shown. The credit
aggregate DNF, on the other hand, explains an in-
creasing share of NGNP until a lag of about 10
17 
The discussion in the text refers only to systems esti-
mated with eight lags on all the variables. This lag
length was chosen for comparability with Friedman’s
work but various F-tests for the significance of coeffi-
cients on lags 5-8 suggest that only the first four lags are
significant. For all the nominal GNP equations in sys-
tems mentioned above we tested whether the coefficients
of variables lagged 5 to 8 periods were significantly
different from zero. For systems involving DNF and M1
we were never able to reject this hypothesis at the 5
percent level of significance. In the systems with real
GNP and prices we tested the significance of the lag 5 to
lag 8 coefficients in both the real GNP equations and the
price equations. Again for the equations we checked we
could not reject the hypothesis that these coefficients
were zero at the 5 percent level of significance for sys-
tems with M1 and DNF. In general, the overall patterns
of responses for four-lag systems, Offenbacher and
Porter [1983, Charts 8 and 9], confirm the comparisons
made above between money and credit aggregates. The
main difference between the four- and eight-lag systems
is that the latter have more cyclical impulse response
patterns-a result that is not surprising.
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VARIANCE DECOMPOSITIONS OF NGNP FOR BOTH ORDERINGS
OF A BIVARIATE SYSTEM WITH NGNP AND M1
Ordered (M1, NGNP) Ordered (NGNP, M1)
quarters, and thereafter its contribution decreases in
both orderings. In the VARDs for financial aggre-
gates, M1 and M2 explain a greater proportion of
their own variance when they are ordered second in
the system, while the reverse is true for DNF. On
balance, the monetary aggregates in these bivariate
specifications respond much less to movements in
NGNP over time than does the credit aggregate.
18
The most interesting results are those associated
with the inclusion of interest rates (Chart 8). The
contrast between the results for the two-variable and
three-variable systems containing NGNP, RCP, and
F is most striking for DNF. In the three-variable
system DNF’s role shrinks drastically. This debt
measure explains a very small percentage of NGNP
in both orderings examined, (DNF, RCP, NGNP)
and (RCP, NGNP, DNF)-under 8 percent at all
lags-whereas in the two-variable system it accounted
for about 40 to 70 percent of the variance of NGNP
after 10 quarters, depending on the ordering.
19 On
the other hand, the M1 contribution levels off to
18 
In the trivariate system (XGNP, PGNP and F) the
monetary aggregate M2 appears to do the best job of
explaining movements ‘in each component of ‘the three-
variable system at least after 10 quarters or so. For
example, in the VARDs for the deflator, M2 eventually
explains between 70 and 85 percent of the variance of the
price deflator, depending on the ordering; M1 and DNF,
on the other hand, each explain considerably less of the
variation, in prices. See Offenbacher and Porter [1983,
Charts 14 to 17).
around.20 percent. Thus, while none of the financial
aggregates’ innovations has a large role in explaining
NGNP, the two monetary aggregates have a stronger
influence than the credit aggregate.
20
Another interesting feature of the trivariate systems
with interest rates is the reciprocal influence of RCP
and the financial aggregates, i.e., the influence of
innovations in each of these variables on movement
in the other. On the basis of this comparison, DNF
clearly appears as an endogenous variable since its
innovations account for at most two percent of RCP’s
forecast error variance while RCP’s innovations ac-
count for over 80 percent of DNF’s forecast error
20 
The effects of including an interest rate that are re-
ported here are qualitatively similar to the effects of
including an interest rate in another vector autoregression
that started out with M1, industrial production and the
CPI. Those results were reported by Sims [1980A].
Friedman also did some work with interest rates but the
results he reports are not as extensive as the ones re-
ported here. Friedman reports a strong influence of
interest rates. He interprets this result as being con-
sistent with his policy proposal to add a credit aggregate
target on the grounds that both interest rates and the
volume of credit convey similar information since they
are determined in the same market, the credit market.
There are at least two important difficulties with this
conclusion. First, Friedman's interpretation of the role
of interest rates is only one of a number of plausible
explanations; some of the others would not support
Friedman’s policy proposal. Second, and more impor-
tantly, the magnitude of the interest rate’s influence in
the two systems is so much greater than the influence of
the volume of credit that it seems hard to justify-a volume
of credit target rather than an interest rate target. Of
course, interest rate targeting has its own problems that
19 
See Offenbacher and Porter [1983] for a more com- need not be discussed here. The upshot is that a credit
plete description of the results including those for the target does not seem justified on the grounds that Fried-
ordering (RCP, NGNP, F). man proposes.
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variance after 12 quarters. A similar comparison for IV. CONCLUSIONS
M1 shows that RCP is about twice as important in
explaining M1 than is M1 in explaining RCP regard-
less of the ordering. Furthermore, DNF innovations
explain a considerably smaller share of both NGNP
movements and movements in DNF itself as com-
pared with the share of M1 innovations in explaining
NGNP and M1 itself.
21
Though the monetary aggregates seem to fare
somewhat better than the credit aggregate in the
VAR exercises, on balance the results seem to be
very sensitive to the methods of measuring the data,
the ordering of the variables in the impulse response
functions, or variance decompositions, and the inclu-
sion of variables in the model. Thus, no reliable
21 
See Offenbacher and Porter [1983] for the detailed
charts describing these results.
inferences may be drawn. When our results are con-
sidered along with Friedman’s, it seems the most that
Chart 7
VARIANCE DECOMPOSITIONS OF NGNP FOR BOTH ORDERINGS
OF A BIVARIATE SYSTEM WITH NGNP AND M2
Ordered (M2, NGNP) Ordered (NGNP, M2)
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VARIANCE DECOMPOSITIONS OF NGNP FOR TWO
ORDERINGS OF TRIVARIATE SYSTEMS
can be said in Friedman’s favor is that VAR methods
are not capable of distinguishing the proper monetary
policy target.
Finally, a more fundamental characteristic of the
VAR methodology must be recognized. Suppose, for
the sake of argument, that the empirical analysis were
to indicate that DNF had more desirable properties
than the monetary aggregates in the impulse response
functions and variance decompositions. Would this
justify targeting DNF (or M1 in the opposite case)?
28 ECONOMIC REVIEW, NOVEMBER/DECEMBER 1983Since the VAR model is not a structural model, it
cannot predict the effects on the economy of a struc-
tural change such as the adoption of a specific mone-
tary policy for debt expansion. Because the VAR
model is a reduced-form model, changes in the struc-
ture, including policy regime changes, will tend to
alter the VAR coefficients. Rather, the VAR model
functions as a data reduction device. Because struc-
tural economic theories of debt have not reached the
empirical stage, such “black box” devices may be
helpful only in pinpointing empirical regularities, in
forecasting (without policy implications), and in pro-
viding theorists with useful insights in the sense that
empirically valid structural models can be expected
to generate reduced forms with properties similar to
the properties of the black box reduced forms.




See Cooley and LeRoy [1982] for a forceful discussion
of the issues raised in this paragraph.
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APPENDIX A
Abbreviations Used in Text
DNF - total credit market debt owed by domestic
nonfinancial sectors
DP - the so-called “debt proxy” consisting of cur-
rency,  deposits and credit market instruments
held by private domestic nonfinancial sectors
EOQ - indicates that series measured on an end-of-
quarter basis
F - a financial aggregate
M1 - quarterly average money supply measure
M2 - quarterly average money supply measure
MAR - moving average representation
NGNP -nominal GNP
PGNP - implicit GNP deflator (1972=100)
QA - indicates that series measured on a quarterly
average basis
RCP - commercial paper rate (4-6 month)
VAR - vector autoregression
VARD - variance decomposition
XGNP - real GNP (1972 dollars)
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