Abstract-This paper presents a remotely controlled welding scheme that enables transformation of human welder knowledge into a welding robot. In particular, a 6-DOF UR-5 industrial robot arm is equipped with sensors to observe the welding process, including a compact 3D weld pool surface sensing system and an additional camera to provide direct view of the work-piece. Human welder operates a virtual welding torch, whose motion is tracked by a Leap sensor. To remotely operate the robot based on the motion information from the Leap sensor, a predictive control approach is proposed to accurately track the human motion by controlling the speed of the robot arm movement. Tracking experiments are conducted to track both simulated movement with varying speed and actual human hand movement. It is found that the proposed predictive controller is able to track human hand movement with satisfactory accuracy. A welding experiment has also been conducted to verify the effectiveness of the proposed remotely-controlled welding system. A foundation is thus established to realize teleoperation and help transfer human knowledge to the welding robot.
where ideal automated production lines are not cost effective. Intelligent welding robots that possess knowledge comparable to skilled welders but with less physical restrictions and can work in harsh environments will thus be one of the keys to maintaining a competitive manufacturing industry despite relatively high labor costs/wages.
Although welding process sensing and control have been widely studied for decades [1] [2] [3] [4] , such control methods typically involve two steps: modeling of the welding process and design of the control algorithm. An alternative which has been proved to be more direct and effective in many other applications is to learn from human operators such that the design of the control algorithm becomes a one step process [5] . Modeling human welder response and transferring the resultant intelligent model to the welding robot thus would provide a convenient method to take advantage of valuable human welder experience. It also paves the foundation to improve and exceeding human physical limitations. Hence, in this paper, the authors introduce a new human machine welding paradigm, "virtual welding," that can transfer human knowledge to welding robots which may work in harsh environments.
In the proposed framework, a welding robot working in the welding environment is augmented with sensors to observe the work-piece and reconstruct the 3D weld pool. The obtained data from the sensors as feedback from actual welding process is viewed by a skilled welder in a virtual welding environment. The welder then adjusts the hand movement accordingly. The data and adjustments will also be recorded and analyzed to model how the welder responds to the 3D weld pool surface.
As such, virtual welding can be operated at three different levels: (a) remotely controlled welding (i.e., teleoperation, where welder's motion and welding process information will be recorded and utilized to build a welder response model for autonomous welding); (b) cooperative welding (human welder mostly monitors the process carried out by the robot and occasionally make adjustment if he/she needs to); and (c) autonomous welding (robot runs in a fully automatic way under closed-loop control with knowledge distilled from skilled human welder). Among all three levels, teleoperation serves as the foundation and is discussed in this paper.
Through remotely controlled welding (or teleoperation) [6] , [7] , a welder can remotely operate the welding robot, which would enable welding in hazardous and less structured environments. However, current remote welding teleoperations are mostly for seam tracking applications. Up to now there are few literatures that are considered as a systematic way of transferring human knowledge into the welding robot. Among various devices to control robots [8] [9] [10] [11] (e.g., joystick, mouse, keyboard, haptic devices, touch-screen). The Leap sensor [11] can sense motion with an accuracy of hundredth of a millimeter and has found its applications in various fields, including gaming industries, surgery, architecture, and motion tracking. Compared to other devices, using a virtual welding torch (similar in size and weight of an actual welding torch) and leap sensor to track its position appears to be a more natural way for human welders to perform teleoperation. In this study, the leap motion sensor will be adopted to sense the tool position of the virtual welding torch and control the robot based on the sensed coordinates. Details of the Leap sensor will be provided in Section II.
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See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. into the welding robot. The welding robot is equipped with sensors to monitor the welding process. The position of the robot tool movement is closed-loop controlled by minimizing the cost function consisting of the position errors and amplitude of the speed. Tracking experiments are conducted to test the proposed predictive control algorithm. The welding experiment is further carried out to verify the effectiveness of the proposed teleoperation system. The remainder of this paper is organized as follows. In Section II, an overview of the teleoperation system is provided. In Section III, the predictive control algorithm is derived. Tracking experiments are conducted to track simulated signals with varying speeds in Section IV and the results obtained by the proposed scheme are compared to open-loop control. In Section V, human hand movement is tracked and the tracking experiment results are presented and analyzed. A welding experiment is conducted and results are presented in Section VI. Conclusions are finally drawn in Section VII.
II. TELEOPERATION SYSTEM OVERVIEW
The proposed teleoperation system schematic is illustrated in Fig. 1 . In the virtual station, a human welder can view the monitor where the weld pool images are displayed, and moves the virtual welding torch [ Fig. 2 (c)] accordingly as if he/she is right in front of the work-piece. The human welder movement is accurately captured by a Leap sensor, and the obtained 3D coordinates will be sent to the PC. The robot arm is equipped with the welding torch and compact weld pool sensing system. It receives commands via Ethernet from the PC, including the next robot tool pose (i.e., 3D positions and orientations), and robot tool movement speed. It then executes the command and sends the current robot tool pose back to the PC. It is noticed that the system telecommunication delay caused by sending and receiving packages between the robot and PC is smaller than 20 ms most of the time. Thus, the system telecommunication delay can be safely neglected in our system.
The robot utilized in this study is Universal Robot UR-5 with 6 Degree of Freedom [ Fig. 2(a) ]. The accuracy of the robot repeatability is 0.1 mm. Fig. 2(b) shows the developed compact 3D weld pool surface sensing system for our robotic welding system. A low-power laser (19 by 19 structure light pattern) is projected to the weld pool surface and its reflection from the specular weld pool surface is intercepted by an imaging plane and imaged by a CCD camera [camera 1 in Fig. 2(b) ]. It is known that arc light is an omnidirectional light source. Its intensity decreases quadratically with the distance traveled, but the laser, due to its coherent nature, does not significantly lose its intensity. Hence, it is possible to intercept the reflection of the illumination laser from the weld pool surface with an imaging plane placed at an appropriate distance from the arc. From the distorted reflection pattern on the imaging plane and the assumption of a smooth weld pool surface, the 3D shape of the weld pool surface can be obtained. By using specific image processing and reconstruction algorithm [12] , 3D specular weld pool can be reconstructed in real-time. The proposed teleoperation system operates at a frame rate of 10 Hz, which is considered real-time in our ap- The Leap sensor is an advanced motion sensor which is utilized in this study to accurately capture the human welder movement. Fig. 3 depicts the Leap Motion Sensor. Using two cameras and three infrared LEDs, the sensor observes a roughly hemispherical area to a distance of about 1 m. It can track fingers or similar items to a spatial precision of 0.01 mm [11] . Fig. 4 plots a sample human welder movement along the axis. It is observed that the fine human welder's hand movement can be tracked by the sensor. Although it is intended to move only in one direction, on the other two directions slight movement is also observed. In our application which is flat plate welding, only the movement along the welding direction (or axis in this study) is concerned. Movement along the other two axes will be thus considered as noises and will be ignored as follows in the paper. It is noticed the proposed teleoperation system can be generalized to learn human motion for other applications (e.g., grasping and assembling), as long as a process feedback can be obtained.
III. PREDICTIVE CONTROL OF ROBOT MOVEMENT
For welding applications, it is preferred that the welding robot maintains a smooth and accurate tracking of the welder's hand movement. Model Predictive Control (MPC) has received considerable attention in past decades due to its robustness with respect to model uncertainty [13] [14] [15] [16] . In this section, the predictive control scheme for accurately tracking the human hand movement is detailed. The output of the control system is the robot position, and the control input is the robot speed. 
A. Prediction of the Human Hand Movement
In predictive control [13] , a reference signal is needed to compute the control actions. In our study, the reference signal is the human hand movement. At instant , the controller needs to determine the speed based on the feedback to drive the robot to track human hand movement .
The prediction horizon should be large enough to achieve a robust control. However, the settling time increases as increases. It is found from tracking experiment trials that can achieve relatively short settling time and good robustness. In our application, the desired trajectory is defined as
where is the sampling time, is the filtered speed at instant , and is the smoothing coefficient. As becomes larger, the system will track the set point with slower speed but better robustness and smoothness. Fig. 5 illustrates five-step-ahead prediction error for human hand movement specified in Fig. 4 , with respect to smoothing coefficient from 0 to 1. It is observed that can achieve a good tradeoff between response speed and robustness, Fig. 6 . Filtered hand movement speed using the optimal smoothing coefficient obtained in Fig. 5 . Fig. 7 . Five-step-ahead prediction error for hand movement in Fig. 4. and the five-step-ahead prediction error reaches the minimum when . Fig. 6 plots the filtered speed using the optimal smoothing coefficient. In this particular movement, the hand movement generally becomes slower, as can be reflected from the filtered speed changing from 28 mm/s to about 15 mm/s.
Because the smoothness of the human hand movement varies from person to person, it is evident that different operators should have different smoothing coefficients. To obtain the smoothing coefficient for a specific operator, a training period can be conducted and process described in this section can be applied accordingly. Fig. 7 depicts the five-step-ahead prediction performance using equation (4) . It is observed that even for relatively large speed variations in Fig. 4 , the prediction errors remain less than 2 mm for most of the time. In the following section, this prediction will be utilized in the predictive control algorithm.
B. Predictive Control Algorithm
In this section, predictive control of robot motion for teleoperation is derived.
At instant , the controller needs to determine the speed based on the feedback to drive the robot to track human hand movement . The following one-step-ahead prediction equation can be obtained: (2) Suppose the future control action is constant, i.e. , , where is the prediction horizon, -step-ahead prediction yields (3) The prediction equation can be further expressed in matrix form (4) where . . . . . . . . .
Large robot movement speed may generate nonsmooth robot movement and shaking, which is not preferable in our application. Thus, the control objective should minimize the tracking error as well as the robot speed. The following cost function is used: (5) where . The coefficient penalizes the magnitude of the control input (i.e., robot movement speed). If is relatively larger, smoother robot movement is obtained, but the tracking accuracy is decreased. If is smaller, tracking performance is better, but it may cause un-smoothness of robot movement due to large movement speed. In this study, is chosen, which implies that an error of 1 mm in the position has the same contribution to the cost function as robot speed change of 1 mm/s. Tracking experiments described in Sections IV and V confirm that the selected is able to generate satisfactory tracking performance and maintain a smooth robot movement.
The control law is calculated such that (6) Equation (6) can be further expressed as (7) shown at bottom of page. The predictive control law is finally expressed as (8) Equation (8) is an analytical solution to the optimization of the cost function specified in (5), and can be implemented in real-time.
IV. TRACKING SIMULATED SIGNAL
To validate the derived predictive control law and its advantages over open-loop robot teleoperation, tracking experiments are conducted to track signals generated by the computer program. With x position from 412 mm to 432 mm, the command speed is 0.001 m/s, from 432 mm to 452 mm the command speed is 0.005 m/s. From 452 mm to 472 mm, 472 mm to 492 mm, and 492 mm to 512 mm, the command speed is set at 0.003, 0.007, and 0.006 m/s, respectively. Equation (8) is utilized to calculate the robot speed signal, which will be inputted into Fig. 9 plots the calculated robot speed in this experiment. It can be seen that for a different command signal, the robot speed is different. This makes sense because for slow human hand movement (for example, from 0 to 18 s), relatively small speed can be applied to the system to obtain acceptable tracking performance. For quick human hand movement, however, large speed should be applied to the robot in order to obtain acceptable performance.
V. TRACKING HUMAN HAND MOVEMENT
In this section, tracking performance is tested on actual human hand movement. Human hand movement captured by the Leap sensor described in Section II is tracked by the robot and the performance is analyzed. As can be seen from Fig. 10 , the human hand movement is (7) Fig. 10 . Tracking human hand movement using proposed closed-loop predictive control. constantly varying. The trend of this particular movement is that the movement is relatively fast from 0 to 9 s, slows down from 9 to 15 s, and speeds up again from 15 to 23 s. Fig. 10 illustrates the tracking performance using the proposed closed-loop predictive controller. It is observed that the tracking errors are kept minimal and is acceptable in our application. Fig. 11 plots the control signal. Although the calculated control signal is varying, it generally coincides with the trend of the hand movement captured by the sensor.
VI. WELDING EXPERIMENT
The teleoperation experiment of the welding robot is conducted in this section and the experimental results are presented/analyzed.
In the experimental system, a stainless steel plate is welded using the direct current electrode negative gas tungsten arc welding (GTAW) process. The thickness of the plate is 2 mm. The welding parameters are illustrated in Table I . The welding current is randomly changed from 25 to 40 A to generate a fluctuating weld pool surface, and the arc length is maintained at 4 mm. The human welder observes the weld pool based on camera 2 feedback and control of the virtual welding torch (welding speed is thus controlled by the human welder). Camera 1 is utilized to reconstruct the 3D weld pool surface and display it in the monitor for a human to view as well. Fig. 12 (a) plots the welding current and voltage in this experiment. Fig. 12(b) depicts the measured weld pool surface characteristic parameters (detailed definition can be seen in [16] ), that is the weld pool width, length, and convexity (average height of the weld pool surface). Fig. 13 shows three sample images captured from camera 2 (at instant , , and , respectively), corresponding images captured from camera 1, and reconstructed 3D weld pool surface. Human welder observes images from camera 2 on the monitor, and adjusts his/her hand movement accordingly. The reconstructed weld pool surface (characterized by its width, length, and convexity as the model inputs), and the welding movement speed (as the model output) can then form a welder response model, which can be transferred to the welding robot to perform automated welding.
At instant t1, the current (about 32 A) is relatively small. As can be observed in Fig. 12(b) , at this instant the measured weld pool length, width, and convexity are 5.8, 4.1, and 0.12 mm, respectively. From Fig. 13(a) , the width and length can be inferred, yet the convexity cannot be obtained from this eye view. In Fig. 13(b) , the reflected laser pattern is shown and Fig. 13 (c) the reconstructed weld pool is rendered. From the reconstructed weld pool surface, the welder can get a detailed view about the pool shape, and the geometrical parameters including the width, length, and convexity can also be conveniently obtained. For the other two instants different weld pool shapes are observed, corresponding to varying weld pool characteristic parameters shown in Fig. 12(b) .
VII. CONCLUSION
This paper introduced a new human machine welding paradigm, "virtual welding," which can transfer human knowledge to welding robots. To facilitate this new paradigm, a predictive robot arm teleoperation scheme is proposed. In this framework, the motion of the human welder movement is tracked accurately by the Leap sensor, and a 6 DOF UR-5 industrial robot arm is augmented with sensors to directly observe the work-piece (eyeview) and reconstruct the 3D weld pool surface. The human hand movement is then closed-loop tracked by minimizing the cost function consisting of the position errors and amplitude of the speed. The derived predictive control algorithm is in closed-form to enable a real-time implementation. Tracking experiments are conducted to track simulated movement with varying speed and human hand movement. The welding experiment is further conducted to verify the effectiveness of the proposed teleoperation system. It is found that the proposed remotely controlled robotic welding system can accurately track the human welder movement and record the movement/3D weld pool surface parameters accordingly. A foundation is thus established to systematically transfer the human intelligent into the welding robot.
Future work will explore tracking welder's motion for welding applications with complex 3D shape. In addition, teleoperation experiments will also be conducted by skilled human welders and their responses to 3D weld pool surfaces will be learned and transferred to the welding robot to perform automated welding.
