In this paper, we examine the problem of fitting a circle to a set of noisy measurements of points on the circle's circumference. Delogne (Proc. IMEKO-Symp. Microwave Measurements 1972, 117-123) has proposed an estimator which has been shown by Kåsa (IEEE Trans. Instrum. Meas. 25, 1976, 8-14) to be convenient for its ease of analysis and computation. Using Chan's circular functional model to describe the distribution of points, we perform a statistical analysis of the estimate of the circle's centre, assuming independent, identically distributed Gaussian measurement errors. We examine the existence of the mean and variance of the estimator for fixed sample sizes. We find that the mean exists when the number of sample points is greater than 3 and the variance exists when this number is greater than 4. We also derive approximations for the mean and variance for fixed sample sizes when the noise variance is small. We find that the bias approaches zero as the noise variance diminishes and that the variance approaches the Cramér-Rao lower bound.
Introduction
The accurate fitting of a circle to noisy measurements of points on its circumference is an important and much-studied problem in statistics. It has applications in many areas of research including archaeology [1] , geodesy [2] , physics [3, 4] , microwave engineering [5] and computer vision and metrology [6] .
The problem of obtaining an accurate circular fit, by which we mean the estimation of a circle's centre and its radius, appears to have been first studied by Thom [1] in connection with measurements of ancient stone circles in Britain. He proposes an approximate method of least-squares solution. In addressing a problem of 'statistical geography', Robinson [2] gives a complete formulation of the solution to the problem by the method of least squares.
The first detailed statistical analysis to be published appears to be that of Chan [7] . He proposes a 'circular functional relationship', which we also use as the basis for our investigations. In this model, it is assumed that the measurement errors are instances of independent and identically distributed (i.i.d.) random variables. Additionally, the points are assumed to lie at fixed but unknown angles around the circumference, i.e., not only are the centre and radius of the circle unknown parameters to be estimated, but so are the angles of each circumferential point. He derives a method to find the maximum-likelihood estimator (MLE) when the errors have a Gaussian distribution. This method is identical to the least-squares method of [2] . He also examines the consistency of the estimator.
A disadvantage of the MLE is that it is difficult to analyse. From a numerical point of view, another disadvantage is that the only known algorithms for computing the MLE are iterative. Furthermore, it is known that there are instances in which there is no minimum, but rather a stationary point, or several local minima in the likelihood function [8, 9] . The difficulties with the MLE were recognised by Kåsa [5] , who proposes using a simple estimator due to Delogne [10] which is relatively easy to analyse and also to compute. This estimator has subsequently been independently rediscovered at least four times [11] [12] [13] [14] . It has also been analysed in situations where the noisy data points are crowded together [15] .
Berman & Culpin [8] have carried out a detailed statistical analysis of both the MLE and the Delogne-Kåsa estimator (DKE). Specifically, they prove some results regarding the asymptotic consistency and variance of the estimates. Chan & Thomas [16] have investigated the Cramér-Rao lower bound (CRLB) for estimation in the circular functional model, but see also [17] .
In this paper, we are interested in the properties of the DKE for fixed (small) sample sizes rather than its asymptotic properties. Kåsa himself carries out a 'first-order' or 'small-error' analysis of the estimator [5] . However, when the random variables that give rise to the errors are Gaussian, it can no longer be guaranteed that the errors will always be small, no matter how small the variance, and so the analysis becomes invalid. At the outset, it is not even clear whether the mean or variance of the estimator exists.
Kåsa states, by way of justifying the first-order analysis, that 'it may be appreciated that [the expressions for the mean and variance of the estimator] are, in general, very hard to evaluate'. Nevertheless, in this paper, we demonstrate that, under certain conditions, the defining integrals are not wholly intractable. From analysis of the integrals, we set out conditions for which the mean and variance of the DKE for circle centre exist for fixed sample sizes under Chan's circular functional model with Gaussian errors. Where the mean exists, we show that the estimator is unbiased in the limit as noise variance approaches zero. Where the variance exists, we show that the variance approaches the CRLB as the noise variance approaches zero. We rely on stochastic matrix theory in our analysis and, in particular, the Wishart distribution. We provide simulation results to support our findings.
The paper reads as follows. In Section 2, we present Chan's circular functional model, state the MLE and the difficulties associated with it, we discuss the CRLB for the centre and radius estimates of a circle, we discuss a few iterative numerical algorithms which have been proposed to solve the MLE and state the Delogne-Kåsa estimator. In Section 3, we show the conditions for which the mean and variance of the DKE exist and we derive low-variance approximations for their values which are valid whenever they exist. Finally, in Section 4, we provide simulation results to support our theoretical results in Section 3.
Background

Chan's Circular Functional Model
In this Section, we briefly present Chan's circular functional model [7] . In this model, we assume that the positions of N points on the circumference of a circle are measured. The measurement process introduces random errors so that the Cartesian coordinates (x i , y i ), i = 1, . . . , N can be expressed as Here, (a, b) is the centre of the circle, r is its radius, the θ i are the angles around the circumference on which the points lie and the ξ i and η i are instances of random variables representing the measurement error. They are assumed to be zero-mean and i.i.d. In addition, we will specify that they are Gaussian with variance σ 2 . In this paper, we explicitly exclude the possibility that r = 0 or
Figure 1 shows some data with N points for the circumference of a circular arc, (x 1 , y 1 ), . . . , (x N , y N ), displaced from the circumference by noise.
Maximum Likelihood Estimation and the Cramér-Rao Lower Bound
If we define the function
then Chan [7] showed that the MLE is
The difficulties with the MLE are that it is hard to analyse and also to compute numerically. In [8] , Berman states, 'We have found empirically that for some sets of data [the log-likelihood function] has no minimum, but has a stationary point, whilst for others it has several local minima.' Chernov & Lesort [9] discuss the existence and uniqueness of the MLE. We summarise their discussion with the following propositions.
Proposition 1
The likelihood may have no global maximum, but rather a supremum.
Proposition 2
The likelihood may have several local maxima.
See the Appendix for proofs.
Numerically, the only methods available to obtain the MLE are iterative. This raises the usual issues with convergence and sensitivity to the initial solution estimate. Although several authors have considered the problem [6, 9, 18] , convergence can be guaranteed only to a local maximum.
The CRLB (see [19] ) for Chan's circular functional model with Gaussian random variables was derived by Chan & Thomas [16] , but see also [17] for a more straightforward derivation. For an unbiased estimator of circle centre (a, b), radius r and angles θ 1 , . . . , θ N , the variances of the estimators of a, b, r, θ 1 , . . . , θ N must not be less than the diagonal elements of the inverse of the Fisher Information Matrix, J, where
From (3), it can be seen that J is an (N + 3) × (N + 3) symmetric matrix which can be partitioned as
If we are interested in the CRLBs of a and b only then J 11 will be a 2 × 2 submatrix of J and via the block matrix inversion lemma (see [20] ), the CRLBs of a and b are given by the diagonal elements of the upper 2 × 2 sub-matrix of J −1 , which is the inverse of
where
Alternatively, if we are interested in the CRLBs of a, b and r, then J 11 will be a 3 × 3 sub-matrix of J and via the block matrix inversion lemma, the CRLBs of a, b and r will lie along the diagonal of the upper 3 × 3 sub-matrix of J −1 , which is the inverse of
Numerical Methods for Approximating the MLE
In Section 1, we mentioned that numerical algorithms are usually employed to approximate the MLE. In this section, we will briefly outline some of the existing numerical optimisation techniques for circle parameter estimation in the literature.
The sum on the R.H.S. of (2) is the negative log-likelihood function, so a minimisation of (2) is desired to approximate the MLE. The Newton-Raphson algorithm is well known to have a tendency to get stuck in local minima, diverge to infinity or enter a limit cycle. This can be because of the nature of the objective function or the incorrect or unfortunate choice of starting point. Our discussion in the above section and the references presented there have certainly demonstrated that in the case of circle fitting, Newton-Raphson can easily fail. However, alternatives and improvements on the NewtonRaphson algorithm have been proposed over the years.
Landau's Algorithm
Landau [6] considers the objective function in (2) . For fixed (a, b) and θ i , equation (2) is minimised to obtain
For fixed r and θ i , (2) is minimised when
T are unit vectors. It is not possible to solve (8) and (9) LAN . These in turn are substituted into (9) to getĉ (1) LAN which is then substituted into (8) to getr (1) LAN . This procedure continues until |ĉ
LAN | is less than some small positive constant (j is the iterator).
Späth's Algorithm
Späth [18] considers a slightly different formulation of the MLE which is (ĉ ML ,r ML , {θ i ML }) = arg min
It is not very difficult to show that
An iterative algorithm is proposed where the centre and radius are held constant in order to update the angles via (11) . Then, the angles are held constant in order to update the centre and radius. The algorithm is initialised with the DKE (discussed in the next section) to getĉ
SPA . These are substituted into (11) to solve for the angles,θ The Späth algorithm is a descent method which reduces the objective function of the MLE at each iteration. Although this is an improvement on the Newton-Raphson algorithm, this does not mean Späth's algorithm will always converge. This is because it is possible for a minimum to lie at infinity (i.e., an infimum), in which case the algorithm can diverge. Moreover, convergence may only be to a local minimum.
The Chernov & Lesort Algorithm
Chernov & Lesort [9] consider the same objective function as in (2) . However, they consider the implicit form of a circle, namely
with the constraint
A mapping is performed from (a, b, r) to (α, β, γ, δ), i.e.
and in the form of (12),
it can be seen that
In this framework, the MLE is
and ψ replaces β and γ and takes into account the constraint in (13), i.e.
It is possible to use the standard Levenberg-Marquardt algorithm to solve for the system of equations of partial derivatives of (14) with respect to α, δ and ψ.
The Chernov & Lesort algorithm is iterative, it is more computationally intensive per iteration then the Landau and Späth algorithms, but it converges much faster [9] . Because the optimisation in this formulation is done in a different domain, the authors claim that it is less likely for the centre estimates to diverge.
The Delogne-Kåsa Estimator
The analytical and numerical difficulties with the MLE of (2) led Kåsa [5] to propose the use of a modified estimator, originally due to Delogne [10] , which we can write as
The linearisation which results from this formulation simplifies the analysis and the computation considerably, as we shall now see.
First of all, reparameterise, letting
Taking partial derivatives shows that the sum is minimised when
The new least-squares problem that results, namely
can be shown to have the solution
Here, the superscript '#' denotes the Moore-Penrose generalised inverse or pseudo-inverse, i.e., where A T A has full rank,
Furthermore,
and
The elements of u and v are given by the expressions
and P is the N × N idempotent matrix defined by
where I is the N × N identity matrix and 1 is the N -dimensional column vector, all of whose entries are 1. Where necessary or convenient, we use a dash ( ) to distinguish two matrices, say M and M , which are related by pre-multiplication with the P matrix, i.e., M = PM .
3 Analysis of the Delogne-Kåsa Estimator
Existence of the Mean and Variance
We now turn our attention to the analysis of the DKE for fixed sample sizes. We are firstly interested in whether the mean and variance exist. Later, we derive low-variance approximations for their values which are valid whenever they exist.
Before proving the main theorems in this section, we observe the following lemmas. The proofs of all lemmas may be found in the Appendix. First, we require the definitions of the 2-norm and the Frobenius norm. These are summarised from [22] .
Definition 3 The 2-norm of a general rectangular matrix M, written as M 2 , is defined as the largest singular value of the matrix. For square matrices, the singular values are the eigenvalues.
Definition 4
The Frobenius norm of a matrix M, written as M F , is defined as the square root of the sum of the absolute squares of its elements. We can also say that M F ≤ N M 2 .
Lemma 5 The matrix P defined in (19) has a singular-value decomposition of the form P = Υ∆Υ T where Υ is an orthogonal matrix and ∆ = diag{1, . . . , 1, 0}. Furthermore, P 2 = 1.
Definition 8 We say that an N × n matrix X is a rectangular Gaussian matrix if each element is i.i.d. with identical variance σ 2 and E[X] = µ. We denote its distribution G(N, n, µ, σ 2 ).
Theorem 9
The mean of the DKE for the circle centre, as defined in (16), exists if the number of sample points on the circumference, N , is greater than 3.
PROOF. If the variance σ 2 is zero then Z is deterministic and Z = 1 2 S # u. In this case, the mean clearly exists, since the pseudo-inverse of S always exists. Hence, we restrict our attention to the case where σ 2 > 0.
In order to show that the expectation exists, it is sufficient to show that
Then Y has distribution G(N, 2, S , σ 2 ). From the definition of expectation and the sub-multiplicative inequality
. . .
Using Lemma 5, we can define Υ T Y as follows
Also, using Lemma 5, (PY)
Now, since
We have therefore bounded the expression for Pf (Y) 2 above by a polynomial in F 2 and ȳ 2 which we denote as p 1 ( F 2 , ȳ 2 ). Thus, we can now say that
Also notice that F andȳ are independent. Therefore, it is clear that we can take the expectation with respect toȳ to show that
where p 2 ( F 2 ) is a polynomial in F 2 only. Through the use of Corollary 7, we find that
and W is a random matrix like F but each element has zero mean and twice the variance, i.e. W ∼ G(N − 1, 2, 0, 2σ 2 ).
Consider the value of W 2 and W # 2 , i.e.,
Now, s max and s min are the singular values of W and therefore are the square roots of the maximum and minimum eigenvalues of W T W which has a Wishart distribution.
From Muirhead [23, p. 106], the exact joint density function for the n eigenvalues of a general Wishart matrix can be written as
where K N,n is a normalising constant and where the random matrix giving rise to the Wishart matrix is G(N, n, 0, 1).
In our case, the random matrix is G(N − 1, 2, 0, 2σ 2 ), and writing the density function (29) in terms of the singular values s max and s min , we have
Looking at (27) 
and by substituting (30) into (31), we have that In a similar way, we can also prove the following theorem. Its proof, and the proof of all subsequent theorems may be found in the Appendix.
Theorem 10
The variance of the DKE for the circle centre, as defined in (16), exists if the number of sample points on the circumference, N , is greater than 4.
Approximation for the Mean and Variance
Having examined the conditions under which the mean and variance of the DKE exist, we now turn our attention to finding approximations for its mean and variance for fixed sample sizes.
Theorem 11 When the mean of the DKE exists,
Theorem 12 When the variance of the DKE exists,
To conclude, we note that it is not difficult to show that
In approximations for the mean and variance such as those in (33) and (34) respectively, it is common to see a residual term of O(σ 2 ) instead of O(σ) and O(σ 4 ) instead of O(σ 3 ). However, methods of analysis such as [25, 26] which would yield these residuals are not applicable here. This is because the regularity condition is assumed in [25, 26] , which is an assumption that is invalid in our analysis here. We believe they hold anyhow but we can not prove this. The bias and mean square error simulations however, support this hypothesis.
Simulation Results
The DKE was simulated using a Monte-Carlo analysis. In each trial, 200 noisy points (N = 200) were generated in equal increments around the right half of a circle's circumference. The radius was set to 1. Then, noise was added to each (x i , y i ) coordinate pair in the form of (ξ i , η i ). The amount of noise, σ was varied from 10 −2 to 1 in equal geometric increments. Then, the DKE was run repeatedly, 1 000 times, for each value of σ to obtain estimates for the centre of the circle (â,b) and so generate mean error values and mean square error (MSE) values. The same was done for the objective funtion of the MLE via four methods, the Levenberg-Marquardt algorithm (LM), the Landau algorithm (LAN), the Späth algorithm (SPA) and the Chernov & Lesort algorithm (CL), all of which were initiated via the DKE.
The absolute average errors inâ andb are plotted versus σ 2 in Figure 2 (a) and 2(b). It can be seen that for all methods including the DKE, the average error decreases with decreasing σ. Note that the slope supports the hypothesis that the bias is O(σ 2 ). This is consistent with Theorem 11.
The MSE values inâ andb for the DKE are plotted against their corresponding CRLB for the same level of noise σ in Figure 2 (c) and 2(d) on a logarithmic scale. It can be seen that as the noise level, σ, approaches zero, the estimatorsâ andb approach the CRLB. This is consistent with Theorem 12. The same can be said about all other methods, but again, as σ increases, the MSE becomes larger. This is consistent with the discussion in Section 2.2.
Next, the DKE was simulated in a different way using Monte-Carlo analysis. This time in each trial the number of points was varied from N = 3 to N = 100 and they were generated in equal increments around half a circle's circumference. The radius was set to 1 and the noise (ξ i , η i ) added to each (x i , y i ) coordinate pair was set to 0.1 (σ = 0.1). The DKE was run repeatedly, 1 000 times, for each value of N to obtain estimates for the centre of the circle (â,b) and so generate MSE values. The same was done for LM, LAN, SPA and CL, all of which were initiated with the DKE.
The MSE values inâ andb for the DKE are plotted against their corresponding CRLB for each value of N in Figures 3(a) and 3(b) respectively on a logarithmic scale. It can be seen that as the number of points N approaches 3, the MSE increases rapidly. For N = 3, the measured MSE is larger than the succeeding values of N -considerably so in the case ofâ. We are led to expect that the variance should be large (if not infinite) from the proof of Theorem 10. The reason that the MSE forb for N = 3 is not as large as it is forâ for N = 3 is that the arc length was set to 180
• . For this arc length, there is more localisation inb than inâ. Note also that, unlike the DKE, the LAN, SPA, LM and CL methods do not diverge from the CRLB as N increases. The DKE is not asymptotically efficient [8] and therefore diverges from the CRLB as N approaches infinity. The DKE was simulated in yet a different way using Monte-Carlo analysis. We set N = 3 and we generated the data in equal increments around varying values for arc length, ranging from 10
• to 180
• in roughly 10
• increments. The radius was set to 1 and noise (ξ i , η i ) added to each (x i , y i ) coordinate pair was set to 0.01 (σ = 0.01). The DKE was run repeatedly, 100 000 times, for each value of arc length to obtain estimates for the centre of the circle (â,b) and so generate MSE values.
The MSE values inâ andb for the DKE are plotted against their corresponding CRLB for each value of arc length φ in Figures 4(a) and 4(b) respectively on a logarithmic scale. For N = 3, Theorem 10 tells us that the variance exists for N ≥ 5. Note that at small arc length, the MSE appears to diverge. This is consistent with Theorem 10 (although dependence on arc length is not modelled in that theorem).
Finally, an interesting point to address is whether there is a way to determine when it is better to use the DKE over the MLE and vice versa, because sometimes the DKE can give better estimates than the MLE, i.e., it gives lower variance for large noise, σ. It appears that the variance of the MLE exhibits a threshold effect at high noise variance in the sense that at a certain level of noise, the variance of the MLE stops conforming to the CRLB and starts diverging from it. This problem is well known in the signal processing literature, for example, in the area of frequency estimation [27] . As discussed in Propositions 1 and 2, the likelihood function can contain many local maxima. For low noise, one of these is almost always dominant over others. In high noise, the maxima may compete and the MLE is seduced to a global maximum which may be distant from the true parameters. The DKE cost function, which only ever has one minima, appears not to suffer from this effect. However, we have not attempted to quantify this effect, although it may be a good candidate for further research.
Conclusions
In the context of statistical circle fitting, we have shown that the DelogneKåsa centre estimate has moments under certain conditions. In Theorem 9, we showed that the expectation of the DKE exists if N > 3 and, in Theorem 10,  we
The results from simulation demonstrate that, for certain parameters at least, the DKE quickly approaches the CRLB as noise variance is reduced.
Although not studied in this paper, the authors believe that the DelogneKåsa radius estimate is also unbiased and approaches the CRLB as noise variance approaches zero, as for the centre estimates. A proof of this is something the authors intend to pursue. Furthermore, the authors have generalised and improved some of the results in this paper in order to cover a larger class of estimators which rely on the Moore-Penrose inverse of stochastic matrices. These are currently being prepared for publication.
A Proofs of Selected Theorems and Lemmas
Proof of Proposition 1 Suppose a set of three data points is observed, and suppose that they are collinear and equally spaced at, say, (0, 1), (0, 0) and (0, −1). For any postulated value of the x-coordinate of the centre, a, it can be shown that the maximum likelihood occurs with the y-coordinate of the centre, b, set to zero. The line b = 0 represents the perpendicular bisector of the line segment on which the data points lie. For any given value of a on this bisector, a better fit (higher likelihood) can be obtained at 2a. A perfect fit can only be obtained as a → ±∞. 2
Proof of Proposition 2 Suppose a set of six data points is observed. Suppose three of the data points are located at the origin and the remaining three are located at the edges of an equilateral triangle at (−16, 0), (8, 8 √ 3) and (8, −8 √ 3). It can be easily shown that a locally maximum likelihood estimate for (a, b) exists at (10, 0). By rotational symmetry, it follows that other local maxima exist at (−5, 5 √ 3) and (−5, −5 √ 3). 2
Proof of Lemma 5 From [28, p. 72], if P ∈ C N ×N is an Hermitian matrix then there exists a unitary matrix Υ ∈ C N ×N such that
However, because P is real and symmetric, Υ will be orthogonal and
and ∆ is a diagonal matrix with the eigenvalues of P along its diagonal. Furthermore, from [28, pp. 66-73] , the eigenvalues of P can be written as follows
where i is the imaginary unit. If j = 1, it can be seen that λ 1 = 0 in (A.1), but for any j = 2, . . . , N , the expression in the curly braces in (A.1) will be a sum of roots of unity of N − 1 terms. Now because
and e 2πi(j−1) = 1 for k = N , it follows that the expression in the curly braces in (A.1) will equal −1 in order for (A.2) to be true, and therefore λ 2 = · · · = λ N = 1. Therefore, the 2-norm of P which can be shown to be the largest eigenvalue of P, is equal to 1, or P 2 = 1. 2
Proof of Lemma 6
Working with the exponents, we see that, by the triangle inequality
Proof of Corollary 7 By definition, and Z 2 exist. The existence of the mean of Z 2 is now understood, so it re-mains to examine the existence of Z 2 2 . The proof proceeds as for Theorem 9. Specifically, in place of (21), we now have
Each of the major terms from the proof of Theorem 9 is again present, but squared. Therefore, we can immediately say that
and using Corollary 7, we have that
Looking at (A.4) and using (28), we can see that
(A.5) and substituting the expression for P smax,s min (s max , s min ) from (30) into (A.5), we have that
Again from (A.6), we have bounded E[ Z 2 2 ] above a two-dimensional integral in s max and s min . This integral is the product of a degree-4 polynomial of nonnegative powers of s max and s min with an exponential of the negative square of s max and s min when N ≥ 5. In this case, the integral converges. 2
Lemma 13
For the matrix S defined in (18) , it is always true that S T S is non-singular.
Proof The matrix S was defined in (18) . We can write S so that
wherex andȳ are the averages of the x i and y i , respectively. In order for S T S to be singular, the second column of S must be a multiple of the first. But this means that the (x i , y i ) are collinear. If they are collinear, they cannot lie on the circumference of a circle with finite radius. 2
Lemma 14 Consider two matrices S and T of identical dimensions. If (S + T)
T (S + T) and S T S are non-singular then
for any k > 0, where
Proof We have that
From [22, p. 58] (I + M)
Therefore,
and so (A.7) follows. 2
Lemma 15 Let S and T be matrices of identical dimensions. Let D and E be defined as in (A.8) and (A.9). Suppose (S + T) # exists and that S # 2 < 1/ε. If
Therefore, by the Cauchy-Schwartz inequality
Now, from [22] , when
So when we substitute (A.15) into (A.14), we get
Rearranging terms, we find that
Hence (A.11) implies that
The quadratic on the L.H.S. of (A.18) has the roots
Thus, (A.18) is satisfied when (A.12) is satisfied.
Lemma 16 If x and µ are vectors such that x − µ 2 > κ then
Proof The statement of the lemma is equivalent to the statement that
Noting that x 2 ≤ x − µ 2 + µ 2 , we show that
Rearranging terms in (A.20), we have
This is a quadratic in x − µ 2 with a positive coefficient for the squared term and whose largest root is κ. 2
Proof By definition,
Lemma 18 For any c > 0 and any integers k and n,
Proof of Theorem 11
The proof begins by using the result of Lemma 14 with k = 1 to write
where D and E are defined in (A.8) and (A.9). Now
It therefore remains to show that E[ζ] = O(σ) where
In fact, we write ζ = ζ 1 + ζ 2 where
otherwise, ε > 0 is some constant chosen such that S # 2 < 1/ε and ζ 2 is defined in the opposite sense to ζ 1 . (Lemma 13 assures us that it is always possible to choose ε in the way we have stated.)
On the other hand, to show that E[ ζ 2 2 ] = O(σ), we follow the method used in the proof of Theorem 9. We can write that
From Lemma 15, we see that
where κ > 0 is a constant which depends only on S and our choice of ε.
where Y is defined as in (20) . Further,
where F and µ F are defined in (23) and subsequently. Hence, we have that
In order to make further progress with this expression, we need to examine each of the terms, D −1 E 2 , (S + T) # 2 and u + v 2 , which are contained therein.
2 E 2 and
it follows that
Hence, the term D −1 E 2 is bounded above by a 2nd-degree polynomial in F 2 . From (25), we know that the u + v 2 term in (A.22) can be bounded above by a 2nd-degree polynomial in F 2 ,ȳ 1 andȳ 2 , with these latter two random variables having been defined in (22) . And we also know that (S + T)
We can therefore combine the expressions for D −1 E(Y) 2 and u + v 2 and bound them above by a degree-4 polynomial which will be a function of F 2 , y 1 andȳ 2 , all of which are independent of each other. Taking the expectation with respect toȳ 1 andȳ 2 , we find that
( where W ∼ G(N − 1, 2, 0, ρ 2 σ 2 ) and
Continuing in the same vein as the proof of Theorem 9 and using (28) , (30) and (A.24), we see that Thus, the integral again has been bounded above by a two-dimensional integral in s max and s min . As before, this integral converges for N > 3. But further, the value of the integral is a polynomial in σ. However, the bounding expression for E The vector ϑ is an N -dimensional column vector in which each element can be interpreted as that portion of the additive noise (ξ i , η i ) in the radial direction. 
