On involutive cluster automorphisms by Ndoune, Ndoune
ON INVOLUTIVE CLUSTER AUTOMORPHISMS
NDOUNÉ NDOUNÉ
Abstract. We construct a special embedding of the translation
quiver ZQ in the three-dimensional affine space R3 where Q is a
finite connected acyclic quiver and ZQ contains a local slice whose
quiver is isomorphic to the opposite quiver Qop of Q. Via this em-
bedding, we show that there exists an involutive anti-automorphism
of the translation quiver ZQ. As an immediate consequence, we
characterize explicitly the group of cluster automorphisms of the
cluster algebras of seed (X,Q), where Q and Qop are mutation
equivalent.
1. Introduction
Cluster algebras were invented by Fomin and Zelevinsky [11] in or-
der to understand the canonical bases of quantized enveloping algebras
associated to semi-simple Lie algebras [18]. A cluster algebra is a com-
mutative ring with a distinguished set of generators, called cluster
variables. The set of all cluster variables is constructed recursively
from an initial set using a procedure called mutation.
Today the theory of cluster algebras relates with numerous fields
of mathematics, for example, representation theory of algebras, Lie
theory, Poisson geometry, Teichmüller theory and integrable systems.
Following [3, 2], we are interested in studying the involutive cluster
automorphisms. The objective of this paper is to solve an open problem
posed in [3]; it was conjectured that if Q is a finite connected acyclic
quiver which is mutation equivalent to Qop, then the group of cluster
automorphisms of the cluster algebra of a seed (X,Q) is a semi-direct
product of the subgroup of the direct cluster automorphisms with Z2. A
partial answer was given in [3], in the case when the underlying graph
of Q is a tree. We prove it here in general.
In this paper, we construct an embedding of a repetitive transla-
tion quiver ZQ in 3-space R3, when Q is a finite connected acyclic
quiver and the translation quiver contains a local slice whose quiver
is isomorphic to Qop. In particular, we construct an embedding of the
transjective component of the Auslander Reiten quiver of the cluster
category CQ. We then use this construction to prove the existence of
an involutive inverse cluster automorphism of a cluster algebra with
a seed (X,Q), where Q is a finite connected acyclic quiver which is
mutation equivalent to Qop.
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Our paper is organized as follows. After an introductory section
2, we construct in section 3, the required embedding η of ZQ in R3,
such that if Σ and Σ˜ are two local slices whose quivers are respectively
isomorphic to Q and Qop, then η(Σ) and η(Σ˜) are symmetric with
respect to a particular plane.
In section 4, we prove that, if Q is a finite acyclic quiver which is
mutation equivalent to Qop, then the group of cluster automorphisms
of a cluster algebra of a seed (X,Q) is a semi-direct product of the
subgroup of the direct cluster automorphisms with Z2.
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2. Cluster Automorphisms
The notion of cluster automorphisms was introduced in [3] and it
is connected with quiver automorphisms. We recall that a quiver is a
quadruple Q = (Q0, Q1, s, t) consisting of two sets, Q0(whose elements
are called vertices) and Q1(whose elements are called arrows), and of
two maps s, t : Q1 −→ Q0 associating to each arrow α ∈ Q1 its source
s(α) and its target t(α). If i = s(α) and j = t(α), we denote this situ-
ation by i α−→ j. Given a vertex i, we set i+ = {α ∈ Q1|s(α) = i} and
i− = {α ∈ Q1|t(α) = i}.
Let Q be a finite connected quiver without oriented cycles of length
one or two. Let n = |Q0| denote the number of vertices in Q, X =
{x1, x2, ..., xn} be a set of n variables and denote the vertices by Q0 =
{1, 2, ..., n}, where we agree that the point i corresponds to the vari-
able xi. We consider the field F = Q(x1, x2, ..., xn) of rational func-
tions in x1, x2, ..., xn (with rational coefficients). The cluster algebra
A = A(X,Q) is the Z-subalgebra of F defined by a set of generators
obtained recursively from X in the following manner. Let k be such
that 1 ≤ k ≤ n. We define the mutation µxk,X (or µxk or µk for brevity
if there is no ambiguity) of the pair (X,Q) to be a new pair (X ′, Q′),
that is µk(X,Q) = (X
′
, Q
′
), where Q′ is the quiver obtained from Q
by performing the following operations:
(a) for any path i −→ k −→ j of length two having k as mid-vertex,
we insert a new arrow i −→ j.
(b) all arrows incident to the vertex k are reversed,
(c) all cycles of length two are deleted.
On the other hand, X ′ is a set of variables defined as follows.
X
′
= (X \ {xk}) ∪ {x′k} where x′k ∈ F is obtained from X by the
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so-called exchange relation:
xkx
′
k =
∏
α∈i+
xt(α) +
∏
α∈i−
xs(α).
Let X be the union of all possible sets of variables obtained from X
by successive mutations. Then the cluster algebra A = A(X,Q) is the
Z-subalgebra of F generated by X .
Each pair (X˜, Q˜) obtained from (X,Q) by successive mutations is
called a seed, and the set X˜ is called a cluster. The elements x˜1, x˜2, ..., x˜n
of a cluster X˜ are called cluster variables. Each cluster is a transcen-
dence basis for the field F . The pair (X,Q) is called the initial seed,
and X is called the initial cluster.
Gekhtman, Shapiro and Vainshtein showed in [13] that for every
seed (X˜, Q˜) the quiver Q˜ is uniquely defined by the cluster X˜, and we
use the notation Q(X˜) for the quiver of a given cluster X˜. We write
px for the point of Q(X˜) corresponding to the cluster variable x ∈ X˜.
Following [11] we recall that the Laurent phenomenon asserts that each
cluster variable in A can be expressed as a Laurent polynomial in xi,
with 1 ≤ i ≤ n, that is, every cluster variable is of the form
p(x1, x2, ..., xn)
n∏
l=1
xdll
,
where p ∈ Z[x1, x2, ..., xn], and dl is a positive integer(for 1 ≤ l ≤ n).
As a consequence, A ⊆ Z[x±11 , ..., x±1n ], see [11] for more details. The
following definition is due to [3].
Definition 2.1. Let A be a cluster algebra, and let f : A −→ A be an
automorphism of Z-algebras. Then f is called cluster automorphism if
there exists a seed (X,Q) of A such that the following conditions are
satisfied:
(CA1) f(X) is a cluster;
(CA2) f(X) is compatible with mutations, that is, for every x ∈ X, we
have f(µx,X(x)) = µf(x),f(X)(f(x)).
Now we state an equivalent characterization of cluster automor-
phisms see [3,Lemma 2.3].
Lemma 2.1. Let f be a Z-algebra automorphism of A. Then f is a
cluster automorphism if and only if there exists a seed (X,Q) such that
f(X) is a cluster and one of the following two conditions is satisfied:
(a) there exists an isomorphism of quivers ϕ : Q −→ Q(f(X)) such
that ϕ(px) = pf(x) for all px ∈ Q0, or
(b) there exists an isomorphism of quivers ϕ : Qop −→ Q(f(X)) such
that ϕ(px) = pf(x) for all px ∈ Q0.
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A cluster automorphism f is called direct if it satisfies condition (a)
of the above lemma, and f is called inverse if it satisfies condition (b).
The set of all cluster automorphisms forms a group under composi-
tion denoted by Aut(A) and called the group of cluster automorphisms.
The set of all direct automorphisms is denoted by Aut+(A); it is a nor-
mal subgroup of Aut(A) of index at most two. For more results and
properties of cluster automorphisms, we refer the reader to [3].
3. Involutive automorphisms of quivers
In this section, we assume that Q is a finite connected acyclic quiver.
Let K be an algebraically closed field, KQ the path algebra of Q and
modKQ the category of finitely generated right KQ-modules. For the
properties of modKQ and its Auslander-Reiten quiver Γ(modKQ) we
refer the reader to [5, 4]. We denote by Dd(modKQ) the bounded
derived category over modKQ. This is a triangulated Krull-Schmidt
category having a Serre duality and hence almost split triangles. Since
KQ is hereditary, the Auslander Reiten quiver Γ(Dd(modKQ)) of
Dd(modKQ) is well-understood, see [14].
Following [4] we give the definitions and some basic properties of a
well-known translation quiver. If Q is a connected acyclic quiver, the
repetitive quiver ZQ is the quiver whose set of vertices is (ZQ)0 =
{(m, ν)|m ∈ Z, ν ∈ Q0} and the set of arrows is (ZQ)1 = {(m,α) :
(m, ν) → (m, ν ′)|m ∈ Z, α : ν → ν ′} ∪ {(m,α′) : (m, ν ′) → (m −
1, ν)|m ∈ Z, α : ν → ν ′}. The map τ : ZQ −→ ZQ defined by
τ(m, ν) = (m − 1, ν) is called the translation of the quiver ZQ. The
pair (ZQ, τ) is a translation quiver, for more details we refer to [4].
The translation quiver ZQ is stable because its translation is defined
everywhere. We recall that an automorphism of a translation quiver is
a quiver automorphism commuting with the translation τ .
The quiver Γ(Dd(modKQ)) consists of two types of components: the
regular components and the transjective components, the latter are of
the form ZQ, see[14]. The cluster category CQ of Buan-Marsh-Reineke-
Reiten-Todorov is defined to be the orbit category of Dd(modKQ) un-
der the action of the automorphism τ−1[1], where τ is the Auslander-
Reiten translation and [1] is the shift of Dd(modKQ), see [7]. Then
CQ is also a triangulated Krull-Schmidt category having almost split
triangles. Moreover, CQ is a 2-Calabi-Yau category [7]. The Auslander-
Reiten quiver Γ(CQ) of CQ is the quotient of Γ(Dd(modKQ)) under
the action of the quiver automorphism induced by τ−1[1]. Then, the
combinatorics of cluster variables is encoded in the cluster category.
That is, if A = A(X,Q) is a cluster algebra, with Q an acyclic quiver
having n = |Q0| points, there exists a map X? : CQ −→ Z[x±11 , ..., x±1n ]
called the canonical cluster character, or the Caldero−Chapoton map.
The map X? induces a bijection between the indecomposables M(up
to isomorphism) in CQ which have no self-extensions and the cluster
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variables XM , see [8,9]. Under this bijection, clusters correspond to
cluster-tilting objects in CQ.
It has been shown in [3] that, if A is a cluster algebra with a seed
(X,Q) such that the underlying graph of Q is a tree, then there exists
an inverse cluster automorphism σ ∈ Aut(A) of order two and therefore
Aut(A)=Aut+(A)oZ2. In this section we show that this statement is
valid for any acyclic quiver which is mutation equivalent to its opposite
quiver.
Let j be an integer, a subquiver of ZQ of the form (j,Q) is a full
subquiver of ZQ whose set of vertices is (j,Q)0 = {(j, ν)|ν ∈ Q0}.
We denote by Cj the subquiver of the quiver ZQ of the form (j,Q).
The notion of local slice was introduced in [1] for the connected
components of Auslander-Reiten quivers of the categories of modules.
For the repetitive quiver ZQ, the notion of local slice coincides with
the notion of section as defined in [4, p.302].
We consider the 3-dimensional Euclidean space R3 with coordinates
(x, y, z), where the frame of reference has a negative orientation as
shown in Fig 1.
Our main result will be obtained as a corollary of the following the-
orem.
Theorem 3.1. Let Q be a finite connected acyclic quiver such that the
translation quiver ZQ contains two local slices Σ and Σ˜ whose quivers
are respectively isomorphic to Q and Qop. Then there is an embedding
η : ZQ −→ R3 and an oblique reflection with respect to the plane (xOz)
which maps η(Σ) and η(Σ˜) to each other.
Proof. The translation quiver ZQ contains two local slices Σ and Σ˜
whose quivers are isomorphic respectively to Q and Qop. Since the
translation quiver ZQ is stable, we can assume without loss of gener-
ality that Σ and Σ˜ are such that Σ ∩ Σ˜ 6= ∅ and Σ is chosen to be the
copy of Q at zero, that is Σ = (0, Q) = C0.
Because Σ˜ is a subquiver of ZQ and Σ0 ∩ Σ˜0 ⊂ C0, there exists a
maximal nonnegative integer k, such that C−j ∩ Σ˜ 6= ∅ for all j with
0 ≤ j ≤ k. We use the following notation for the vertices of Σ: the
vertex (0, νi) is denoted by (0, νji), where j is such that the vertex
(−j, νi) belongs to Σ˜, for 0 ≤ j ≤ k. We extend this notation to the
translation quiver ZQ that is (−m, νji) = τm(0, νji). We denote by
sj, where 0 ≤ j ≤ k, the number of vertices (0, νji). Thus we have
k∑
j=0
sj = |Q0|.
The proof is completed in the following three steps (a) (b) (c).
(a) If A1, A2, ..., Ah are points of R3, we denote by [A1A2...Ah] the
convex hull of the points A1, A2, ..., Ah.
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0
x
y
z
Enk
D0
Dn0
Dnk
Dk
En0
Ek
Dn1
En1
E1
D1
Fig.1
Let n = |Q0| and define Pnk to be the convex hull of the points
O,D0, Dk, Ek, E
n
0 , E
n
k , D
n
0 , D
n
k whose coordinates are given by:
O = (0, 0, 0), D0 = (−1, 0, 0), Dk = (−1, k, 0), Ek = (0, k, 0), En0 =
(0, 0, n), Enk = (0, k, n), D
n
0 = (−1, 0, n), Dnk = (−1, k, n); then Pnk is
a rectangular parallelepiped (see Fig.1).
We want to embed Σ in R3 in such a way that the vertices of the
embedded quiver η(Σ) belong to Pnk \ [D0DkDnkDn0 ] that is, to the
parallelepiped Pnk from which we remove the face D0DkDnkDn0 . We set
H = (0, 0, n − 1) and T = (−1, 0, n − 1). Let (Pm)m∈Z be the family
of parallel planes in R3 defined by the equations Pm : y = m. We
decompose Σ into k + 1 non-intersecting subquivers Σj and construct
the embedding of each subquiver separately.
The construction of η(Σ) is thus done in three steps (ai), (aii) and
(aiii) as follows.
(ai) Construction of η(Σ0), where Σ0 = Σ ∩ Σ˜. Then Σ0 is the full
subquiver of Σ whose set of vertices is Σ00 = {(0, ν0l)|1 ≤ l ≤ s0}. We
map the vertices (0, ν01), (0, ν02),..., (0, ν0s0) of Σ, to distinct points A01,
A02,..., A0s0 in [En0Dn0TH] \ [TDn0 ] such that for all i, j ∈ {1, 2, ..., s0}
the line (A0iA0j) is not parallel to a line (OD0). Each arrow α of Σ
from the vertex (0, ν0i) to the vertex (0, ν0j) is mapped to an arrow α¯
from A0i to A0j. In other words, we set η(0, ν0i) = A0i with 1 ≤ i ≤ s0
and η(α) = α¯. The quiver η(Σ0) obtained in the plane P0 is isomorphic
to Σ0, we call it an embedding of Σ0.
(aii) Now we construct η(Σ1), where Σ1 is the full subquiver of Σ
whose set of vertices is Σ10 = {(0, ν1l)|1 ≤ l ≤ s1}.
We denote by t~v the translation in R3 by the vector ~v = (0, 1,−1).
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Let Σ110 be the set of all vertices (0, ν1l) of Σ10 such that there exists
at least one arrow from a vertex (0, ν0i) in Σ0 to the vertex (−1, ν1l).
And denote by Σ120 the complement of Σ110 in Σ10; then Σ120 is the set
of the elements (0, ν1l) in Σ10 such that there is no arrow from Σ0 to
(−1, ν1l). Since the quiver Σ is connected, we have Σ110 6= ∅.
For the construction of the embedding of the set Σ110 , we divide Σ110
into two families of subsets as follows.
The first family consists of the non-intersecting subsets L1, L2,...,Lh
of Σ110 such that |Lj| ≥ 2 and for some (0, ν0ij) ∈ Σ00 there exists an
arrow to (0, ν0ij) from each element Lj. The second family is given by
the remaining elements of Σ110 , the elements which do not belong to
any set Lj with 1 ≤ j ≤ h.
Now we construct first the embedding of the elements of the set
Σ110 \ (L1∪L2...∪Lh). For an element (0, ν1r) of Σ110 \ (L1∪L2...∪Lh),
we take any arrow originating in (0, ν1r) whose target is (0, ν0ir) ∈ Σ00.
Then the vertex (0, ν1r) is mapped to the point A1r := t~v(A0ir).
For the construction of the embedding of the elements of the set Lj
with 1 ≤ j ≤ h , we choose an element (0, ν1lj) in Lj and we map it
to a point A1lj := t~v(A0ij) with A0ij = η(0, ν0ij). In order to define
the embedding for the remaining elements of Lj, we proceed as follows.
Let ∆j be the line parallel to (Ox) passing through A1lj and let [FG]
be the intersection of ∆j and the rectangle [E1D1Dn1En1 ] (we recall that
A1lj ∈ [E1D1Dn1En1 ]). The elements of Lj \ {(0, ν1lj)} are mapped to
arbitrary distinct points in [GF ] \ {G,F,A1lj}. The elements of Li,
i 6= j, 1 ≤ i ≤ h are mapped to the distinct point of the line ∆i
constructed as above. We have ∆i ∩∆j = ∅, for i 6= j.
It remains to construct the elements of the set Σ120 . We map the
elements of Σ120 to distinct points (distinct from the points associated
with the elements of Σ110 ) in t~v([En0Dn0TH] \ [TDn0 ]) such that any line
containing at least two of them is not parallel to (OD0).
Each arrow α of Σ from the vertex (0, ν1r) ∈ Σ120 to the vertex
(0, ν1l) ∈ Σ10 is mapped to an arrow α¯ from A1r = η(0, ν1r) to A1l =
η(0, ν1l) and each arrow β of Σ from the vertex (0, ν1j) ∈ Σ110 to the
vertex (0, ν0i) ∈ Σ00 is mapped to an arrow β¯ from A1j = η(0, ν1j) to
A0i = η(0, ν1i).
The obtained quiver η(Σ1) is an embedding of the subquiver Σ1
into the plane P1 : y = 1. More precisely, η(Σ1) is constructed in the
rectangle P1 ∩ Pnk.
Thus, we have constructed the quiver η(Σ0 ∪ Σ1), where Σ0 ∪ Σ1 is
the full subquiver of Σ whose set of vertices is Σ00 ∪ Σ10.
(aiii) Construction of η(Σj), where Σj, 2 ≤ j ≤ k is the full subquiver
of Σ whose set of vertices is Σj0 = {(0, νjl)|1 ≤ l ≤ sj}.
We construct η(Σj) assuming that η(Σj−1) is constructed.
We reproduce the construction of step a(ii) with Σj playing the role
of Σ1 and Σj−1 playing the role of Σ0. The vertices of Σj are mapped by
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η to the rectangle [EjDjDnjEnj ] \ [DjDnj ] and the arrows between two
vertices ν and ζ of Σ0 are mapped to arrows between the corresponding
images η(ν) and η(ζ). Therefore, we construct the embedding η(Σj) of
Σj into the plane Pj : y = j for 0 ≤ j ≤ k, more precisely η(Σj) ∈
Pj ∩ Pnk. Thus, we have constructed the quiver η(Σ0 ∪ Σ1... ∪ Σj),
where Σ0 ∪ Σ1... ∪ Σj is the full subquiver of Σ whose set of vertices is
Σ00 ∪Σ10...∪Σj0. In other words, we have constructed the embedding of
Σ0 ∪ Σ1... ∪ Σj in [OD0Dn0En0Enj EjDjDnj ] \ [D0Dn0DnjDj].
Since Σ is finite, the process ends after k iterations and we find
the required embedded quiver η(Σ). By construction we have η(Σ) =
η(Σ0 ∪ Σ1... ∪ Σk) and |η(Σ)0| = |Σ0|. Also, we have an isomorphism of
quivers η(Σ) ∼= Σ and η(Σ) is an embedding of Σ in [OD0Dn0En0En1E1D1Dn1 ]\
[D0D
n
0D
n
1D1].
(b) Construction of the quiver η(ZQ) in R3. To define η(ZQ) in R3,
we need first to construct each η(Cm), with m ∈ Z, where Cm is a copy
of the quiver Q.
Let ~u = (−1,−2, 0) and t~u be the translation in R3 by vector ~u.
We extend η to each copy Cm, with m ∈ Z, by η(Cm) = tm~u(η(Σ)).
We complete the construction of η(ZQ) as one would do for the repet-
itive quiver ZQ using that η(τ) = t~u . By the construction, there are
no arrows which cross each other when considered as segments in R3.
Thus we have extended the embedding η to ZQ.
(c) Finally we show that η(Σ˜) is the image of η(Σ) under the oblique
reflection S with respect to the plane P0, and the direction given by ~u.
If A = (a, b, c) is a point of R3, then the image of A under the oblique
reflection S is the point S(A) = (a− b,−b, c).
Let Ajr = (ajr, bjr, cjr) be a point of η(Σ) such that η(0, νjr) = Ajr,
with (0, νjr) ∈ Σ0. Since Ajr ∈ Pj, then the second coordinate of Ajr
is equal to j, and S(Ajr) = (ajr − j,−j, cjr).
By the definition of η, we have η(τ) = t~u and η(τ−1) = t−~u.
Now we want to show that η(Σ˜) = S(η(Σ)).
Let Nr ∈ Σ˜0, then Nr = (−j, νjr) = τ j(0, νjr), with 1 ≤ r ≤ sj,
where
k∑
j=0
sj = n. We have
η(Nr) = η(τ
j(0, νjr))
= tj~u(Ajr)
= (ajr − j,−j, cjr)
= S(Ajr).
Therefore η(Σ˜0) ⊆ S(η(Σ0)). Since |η(Σ˜0)| = |S(η(Σ0))|, then η(Σ˜0) =
S(η(Σ0)). Because the quivers Σ and Σ˜ are full subquivers of ZQ, it
follows that S(η(Σ)) and η(Σ˜) are also full subquivers of η(ZQ). Thus
S(η(Σ)) = η(Σ˜). This completes the proof.

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Definition 3.1. The quiver η(ZQ) is called a spatial representation of
ZQ in R3.
Remark 3.1. The reflection S defined in R3 in step (c) of the proof
transforming η(Σ) to η(Σop) does not induce necessarily a quiver mor-
phism, as shown in the following example.
Example 3.1. Let Q be a quiver defined by:
1
α13 //
α12 
3
2
α23
@@ .
The quiver ZQ contains a local slice Σ˜ isomorphic to Qop and that
intersects the local slice Σ = (0, Q). The local slice Σ is given by
(0, 1)
(0,α13) //
(0,α12) ##
(0, 3)
(0, 2)
(0,α23)
;;
and the local slice Σ˜ is given by
(0, 3)
(0,α′23) //
(0,α′13) $$
(−1, 2)
(−1, 1)
(−1,α12)
99
.
We set η(0, 3) = (0, 0, 2), η(0, 2) = (0, 1, 1) and η(0, 1) = (0, 1, 0).
We have S(η(0, 3)) = (0, 0, 2), S(η(0, 2)) = η(−1, 2) and S(η(0, 1)) =
η(−1, 1). The reflection S maps the arrow η(0, α12) : η(0, 1)→ η(0, 2)
to the arrow η(−1, α12) : η(−1, 1)→ η(−1, 2), with S(η(0, 1)) = η(−1, 1)
and S(η(0, 2)) = η(−1, 2). Thus S does not induce an anti-morphism.
The reflection S does not induce a quiver morphism, because for the
arrow η(0, α23) : η(0, 2) → η(0, 3) of η(Σ), we have S(η(0, α23)) =
η(0, α′23) : η(0, 3)→ η(−1, 2).
4. Involutive cluster automorphisms
Before giving a first consequence of our result, we need to recall the
notion of quiver with length appearing in [6, 10].
Let Q be a quiver, and let ω = αε11 α
ε2
2 ...α
εs
s be a walk, where αi ∈ Q1
and εi ∈ {−1, 1} for all i. We call length of ω the integer defined by
L(ω) =
s∑
i=1
L(αεii ), where L(αi) = 1 and L(α
−1
i ) = −1 for all i. Two
paths in Q having same source and target are called parallel paths.
We say that Q is a quiver with length when any two parallel paths in
Q have the same length. Let ν, ξ be two vertices of the quiver Q with
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length and n an integer. The length L(ν, ξ) between ν and ξ is n if
there exists a path from ν to ξ of length n.
Proposition 4.1. Let Q be a finite connected acyclic quiver such that
the translation quiver ZQ contains two local slices Σ and Σ˜ whose quiv-
ers are respectively isomorphic to Q and Qop. If the quiver Q is a quiver
with length, then the reflection S induces an anti-automorphism of ZQ.
Proof. We show that the reflection S : η(Σ) −→ η(Σ˜) constructed in
Theorem 3.1 is an anti-isomorphism of quivers. Consider the embedded
quiver η(ZQ) defined in Theorem 3.1. Note that all sinks of Σ belong
to the intersection Σ∩ Σ˜ and therefore are mapped to the plane P0. As
before Σ is decomposed into k + 1 non-intersecting subquivers Σj.
Because the point Aji belongs to the plane Pj : y = j, then j =
ρ(Aji,P0) where ρ(Aji,P0) is the Euclidean distance from the point
Ajl to the plane P0. Note that by the definition of the reflection S,
we have also j = ρ(S(Aji),P0). Because the quiver Q is a quiver
with length, each subquiver Σl of Σ is discrete, that is, it contains no
arrows. The only arrows of Σ are from a subquiver Σj to a subquiver
Σj−1. Thus in spatial representation of η(ZQ) all arrows are between
different planes and therefore are reversed by the reflection S, which
shows that S is an anti-morphism. To make this reasoning formal,
let α¯il : Aji −→ Aj−1l be an arrow of η(Σ). Then the arrow (0, αil) :
(0, νji) −→ (0, νj−1l) is an arrow of Σ and we have η(0, αil) = α¯il.
On the other hand, (−j + 1, α′il) : (−j + 1, νj−1l) −→ (−j, νji) is an
arrow of Σ˜. Since η(−j + 1, νj−1l) = S(Aj−1l) and η(−j, νji) = S(Aji),
then η(−j + 1, α′il) = α¯′il is an arrow from S(Aj−1l) to S(Aji). Thus
S(α¯il) = α¯
′
il. Hence S is an anti-isomorphism from the quiver Σ to the
quiver Σ˜. The symmetry S is extended to an anti-automorphism of the
quiver ZQ. 
Example 4.1. Let Q be the Dynkin quiver of type A3 given by 1
α12−→
2
α23−→ 3. The quiver ZQ contains a local slice Σ˜ isomorphic to Qop
which intersects the local slice Σ = (0, Q). The quiver Σ is given by
(0, 1)
(0,α12 )−→ (0, 2) (0,α23 )−→ (0, 3)
and the quiver Σ˜ is given by
(0, 3)
(0,α′
23
)−→ (−1, 2) (−1,α
′
12
)−→ (−2, 1).
We set η(0, 3) = (0, 0, 3), η(0, 2) = (0, 1, 1) and η(0, 1) = (0, 2, 0). We
have S(η(0, 3)) = (0, 0, 3), S(η(0, 2)) = η(−1, 2) = (−1,−1, 1) and
S(η(0, 1)) = η(−1, 1) = (−2,−2, 0).
We define the anti-morphism σ on the points by σ(0, 0, 3) = (0, 0, 3),
σ(0, 1, 1) = (−1,−1, 1) and σ(0, 2, 0) = (−2,−2, 0); and define on
the arrows by σ(η(0, α23)) = η(0, α′23) and σ(η(0, α12)) = η(−1, α′12).
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The map σ is an anti-isomorphism of quivers, which is extended to
an anti-automorphism of quiver η(ZQ). The anti-automorphism σ is
a reflection. Therefore, the reflection σ induces an involutive anti-
automorphism of the quiver ZQ.
We can now establish the existence of a particular automorphism of
the translation quiver ZQ.
Lemma 4.1. Let Q be a finite connected acyclic quiver such that the
translation quiver ZQ contains a local slice whose quiver is isomorphic
to Qop. Then there exists an anti-automorphism σ of ZQ such that
σ2 = 1.
Proof. Let Q be a finite connected acyclic quiver.
If Q is a quiver with length, the reflection S induces an involutive
anti-automorphism due to Proposition 4.1.
Suppose that Q is not a quiver with length. According to [10] the
quiver Q contains a subquiver of type A˜pq, with p 6= q. Let Σ and Σ˜
be two local slices of ZQ whose quivers are respectively isomorphic to
Q and Qop. Without loss of generality, we can choose Σ and Σ˜ such
that Σ0 ∩ Σ˜0 6= ∅. Consider the spatial representation η(ZQ) of ZQ
constructed in the proof of Theorem 3.1. In the case without length,
there exist planes Pj containing non-discrete quivers. It follows from
Theorem 3.1 that η(Σ) and η(Σ˜) are symmetric to each other with
respect to the plane P0 of R3 via the reflection S. Let Q˜ be the quiver
defined by Σ˜ = (0, Q˜) and denote by C˜m the subquiver of ZQ˜ of the
form (m, Q˜). Since Σ˜ is a local slice of ZQ, then C˜m is a local slice of
ZQ for all integer m.
By the choice of Σ and Σ˜, each sink of η(Σ) is a source of η(Σ˜).
Because η(Σ) is isomorphic to Q and η(Σ˜) is isomorphic to Qop, then
there exists an anti-isomorphism σ : η(Σ) −→ η(Σ˜) such that every
point of η(Σ) ∩ η(Σ˜) is invariant under σ. The anti-isomorphism σ
induces a permutation σj in Ssj , where sj is defined as in the proof of
the Theorem 3.1. The permutation σj is viewed as the restriction of
Sσ in Pj ∩ η(Σ0).
We define the map σ : η(Σ) ∪ η(Σ˜) −→ η(Σ) ∪ η(Σ˜) such that the
restriction of σ on η(Σ) is σ and the restriction of σ on η(Σ˜) is σ−1.
By the definition, the map σ is an anti-automorphism of the quiver
η(Σ) ∪ η(Σ˜) which has the following properties:
(p1) σ is an involution
(p2) σ maps Pj on P−j, with 0 ≤ j ≤ k.
We recall that t~u is the translation in R3 by vector ~u = (−1,−2, 0)
defined on the step (b) of the proof of the Theorem 3.1. We extend
σ to η(ZQ) by the map σ˜ : η(ZQ) −→ η(ZQ) defined as follows:
σ˜(η(Cm)) = tm~uσtm~u(η(C
m)) for all m ∈ Z; because ZQ ∼= ZQ˜ it is
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equivalent to define σ˜ by σ˜(η(C˜m)) = tm~uσtm~u(η(C˜m)) for all m ∈ Z.
We have tm~u(η(Cm)) = η(Σ) and t−m~u(η(C−m)) = η(Σ˜) for m non-
negative integer. We set Ami := tm~u(Aji), where Aji is defined as in
the proof of the Theorem 3.1 and σj ∈ Ssj is the permutation induced
by σ, with 0 ≤ j ≤ k. To make the definition of σ˜ more specific, let
Ami be a point of η(Cm) and A′mi the image of Ami under the reflection
S, we have σ˜(Ami) = A′mσj(i) = S(Amσj(i)) if m is non-negative integer,
and σ˜(Ami) = A′mσ−1j (i)
= S(Amσ−1j (i)) otherwise, with 0 ≤ j ≤ k.
It is enough to define σ˜ on the points of η(ZQ), because the defi-
nition of σ˜ on the arrows is induced by the one on the points. The
map σ˜ is uniquely determined by its value on the points of η(ZQ) and
thus extends in the unique way to an anti-automorphism of the quiver
η(ZQ). Hence the extension σ˜ of σ is an anti-automorphism of the
quiver η(ZQ) which maps Cm and C˜−m to each other.
It remains to show that σ˜ is an involution. By the definition, it is
sufficient to show this just for the points of η(ZQ). Let Ami be a point
of η(ZQ), if m is a non-negative integer then
σ˜2(Ami) = σ˜(A
′
mσj(i)
)
= Amσ−1j (σj(i))
= Ami;
if m is a negative integer then
σ˜2(Ami) = σ˜(A
′
mσ−1j (i)
)
= Amσj(σ−1j (i))
= Ami.
The map σ˜ is an involutive anti-automorphism of η(ZQ). Thus σ˜ in-
duces an involutive anti-automorphism of ZQ.

In order to illustrate the notations used in the proof of Lemma 4.1
we present an example.
Example 4.2. We consider the quiver Q of the Example 3.1 defined
by:
1
α13 //
α12 
3
2
α23
@@ .
We know that η(0, 3) = (0, 0, 2), η(0, 2) = (0, 1, 1) and η(0, 1) =
(0, 1, 0). We have S(η(0, 3)) = (0, 0, 2), S(η(0, 2)) = η(−1, 2) and
S(η(0, 1)) = η(−1, 1). We define σ by: the arrow η(0, α12) : η(0, 1) →
η(0, 2) is mapped to the arrow η(−1, α12) : η(−1, 1)→ η(−1, 2), that is
σ(η(0, 1)) = η(−1, 2) and σ(η(0, 2)) = η(−1, 1); we have also σ(η(0, 3)) =
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η(0, 3) and σ(η(0, α13)) = η(0, α′23) and σ(η(0, α23)) = η(0, α′13). The
map σ is extended to an involutive anti-automorphism of η(ZQ). Hence
σ induces an involutive anti-automorphism in the transjective compo-
nent Γtr ∼= ZQ of the cluster category CQ.
To simplify the notations, let denote by σ the anti-automorphism of
ZQ defined above. Let X = {x1, x2, x3} be the set of variables and
A the cluster algebra with initial seed (X,Q). We define the map f
from A to A by: f(x1) = x1+x3+x2x
2
3
x1x2
, f(x2) = 1+x2x3x1 and f(x3) = x3.
The above data defined an inverse cluster automorphism of A. By ob-
serving that f(x1) = 1+f(x2)x3x2 , we have f
2(x2) =
1+f(x2)x3
f(x1)
= x1 and
f 2(x1) =
1+f2(x2)x3
f(x2)
= x2; thus f is an involution.
One can show by using the categorification of the cluster algebra A
as in [7] that the involutive cluster automorphism f is induced by the
involutive anti-automorphism σ.
It has been proved in [3, Theorem 3.11] that, if A is a cluster algebra
with a seed (X,Q) such that Q is a tree then the group of cluster au-
tomorphisms is the semidirect product AutA=Aut+AoZ2. Moreover
this product is not direct. The following result shows that this holds
for any finite connected acyclic quiver which is mutation equivalent to
its opposite quiver.
Corollary 4.1. Let Q be a finite connected acyclic quiver such that
Q and Qop are mutation equivalent. If A is a cluster algebra with a
seed (X,Q) then the group of cluster automorphisms is the semidirect
product AutA=Aut+Ao Z2. This product is usually not direct.
Proof. Let Q be a finite connected acyclic quiver and A a cluster al-
gebra with a seed (X,Q). We assume without loss of generality that
(X,Q) is the initial seed of A, where the quivers Q and Qop are mu-
tation equivalent. We may assume that Q is not Dynkin, for Dynkin
type case we refer to [3, Lemma 3.10]. The transjective component of
the cluster category is of the form Γtr ∼= ZQ and Γtr ∼= ZQop. Then,
there exist two local slices Σ and Σ˜ of Γtr whose associated quivers are
respectively isomorphic to Q and Qop. We may choose Σ and Σ˜ such
that Σ0 ∩ Σ˜0 6= ∅. By [3, Lemma 3.10] the anti-automorphism σ of the
Lemma 4.1 induces an inverse cluster automorphism fσ of order two.
Therefore [3, Corollary 2.12] implies that AutA=Aut+A o Z2. It was
proved in [3, Theorem 3.11] that for the particular case where Q is a
tree, this product is not direct.

The existence of an involutive anti-automorphism of ZΣ give rise to
a characterization of finite connected acyclic quiver Σ such that the
translation quiver ZΣ contains a local slice whose quiver is isomorphic
to Σop.
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Let Q be a finite connected quiver and R a subquiver of Q. We call
the closure of R and we denote by R the smallest full subquiver of
Q containing R. A symmetric quiver (Q, σ) is a pair consisting of a
quiver Q = (Q0, Q1, s, t) and an involution σ : Q0 q Q1 −→ Q0 q Q1
with σ(Q0) = Q0 and σ(Q1) = Q1 such that:
(a) s(σ(α)) = σ(t(α)) and t(σ(α)) = σ(s(α)) for all α ∈ Q1
(b) If σ(t(α)) = s(α) then σ(α) = α.
In other words Q is a symmetric quiver if it has an involutive anti-
automorphism. For more details about symmetric quivers, we refer to
[15].
Definition 4.1. Let Q be a connected quiver and (Qi)1≤i≤m a family
of full subquivers of Q. We say that the family (Qi)1≤i≤m is a complete
decomposition of Q if the following conditions are satisfied:
(C1) Qi0 ∩Qj0 = φ if i 6= j
(C2) Q = Q1 ∪Q2...Qn.
(C3) The only arrows between two connected components are from Qi
to Qi−1 for 1 ≤ i ≤ n− 1
Corollary 4.2. Let Q be a finite connected acyclic quiver such that the
translation quiver ZQ contains a local slice whose quiver is isomorphic
to Qop. Then Q possesses a complete decomposition into a family of
symmetric subquivers.
Proof. Let Q be a finite connected acyclic quiver, and Σ be a local
slice in ZQ whose quiver is isomorphic to Q and Σ˜ be a local slice
in ZQ whose quiver is isomorphic to Qop. We consider the spatial
representation of ZQ. Because of Theorem 3.1 and the definition of
the spatial representation of ZQ, we assume that η(Σ) intersects k+ 1
planes Pm : y = m, where 0 ≤ m ≤ k.We have η(Σl) = η(Σ)∩Pl, where
Σl is the full subquiver of η(Σ) represented in the plane Pl : y = l, via
the embedding η of Theorem 3.1. By construction, the family (Σl)0≤l≤k
is a complete decomposition of Σ. It remains to prove that Σl is a
symmetric quiver for 0 ≤ l ≤ k. We have η(Σ˜l) = η(Σ˜) ∩ P−l, where
η(Σ˜l) is the full subquiver of η(Σ˜) represented in the plane Pl : y = −l,
via the embedding η of Theorem 3.1. So the family (Σ˜l)0≤l≤k is a
complete decomposition of Σ˜.
Since Σ˜ is a local slice of ZQ, then by the Lemma 4.1, there exists
an involutive anti-isomorphism σ : ZQ −→ ZQ such that σ(Σ) = Σ˜.
Because S(η(Σl)) and η(Σ˜l) are two full subquivers of η(Σ˜) located in
the same plane with |S(η(Σl))| = |η(Σ˜l)|, we deduce that the coincide:
S(η(Σl)) = η(Σ˜l). Since S(η(Σl)) ∼= η(Σl) and η(Σ˜l) ∼= (η(Σl))op, we
get that η(Σl) ∼= (η(Σl))op. Thus the restriction of σ on η(Σl) is an
involutive anti-automorphism. Hence Σl is a symmetric quiver for all
l, with 0 ≤ l ≤ k. This completes the proof of our assertion. 
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Corollary 4.3. Let Q be a finite connected acyclic quiver and K an
algebraically closed field. Then Q and Qop are mutation equivalent if
and only if KQ and KQop are derived equivalent.
Proof. LetQ be a finite connected acyclic quiver andK an algebraically
closed field, KQ the path algebra. Suppose that Q and Qop are muta-
tion equivalent. Then Corollary 4.1 implies that there exists an inverse
automorphism of the cluster algebra A denoted by σ. Then, because of
[3, Corollary 3.1] σ induces a triangle equivalence σD : Db(modKQ)−→
Db(modKQop). Conversely, suppose that KQ and KQop are derived
equivalent, the cluster category CQ of the finite connected acyclic quiver
Q is an orbit category of Db(modKQ). It was proved by Keller in [16,
Theorem 1] that the canonical projection pi : Db(modKQ) −→ CQ is
a triangle functor. Therefore CQ and C
o√
Q are triangulated equivalent.
Thus, according to [17], Q and Qop are mutation equivalent.

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