In the presence of the homogeneous electric field and the homogeneous perpendicular magnetic field, the classical trajectory of a quantum particle on R 2 moves with drift velocity which is perpendiculars to the electric and magnetic fields. For such Hamiltonians the absence of the embedded eigenvalues of perturbed Hamiltonian has been conjectured. In this paper one proves this conjecture for the perturbations which have sufficiently small support in direction of drift velocity.
Introduction
We consider the quantum dynamics on the plane R 2 in the presence of a homogeneous constant electric field which lies on this plane and a constant magnetic field which is perpendiculars to this plane. Therefore the quantum system can be described by the following magnetic Stark Hamiltonian acting on L 2 (R 2 )
where D X = −i∂ X , D Y = −i∂ Y , X = (X, Y ) ∈ R 2 , m > 0, q = 0 are the position, the mass and the charge of a quantum particle and E = E = (E 1 , E 2 ), (E 1 , E 2 ) = (0, 0), B = (0, 0, B), B = 0 stand for the electric field and the magnetic field, respectively. Next V : R 2 → R is the multiplication operator by V (X). We assume that V (X) is bounded and decays as |X| → ∞. Under some decaying conditions for the potential V , in [4] and [1] it was established that
Here σ(L), σ ac (L), σ ess (L), σ pp (L) denote the spectrum, the absolutely continuous spectrum, the essential spectrum and the point spectrum, respectively, of the operator L. In the physical literature it was conjectured that σ pp (H LS ) = ∅. This property has been proved in the following cases:
(I) |qE| 2 − qE · ∇V > 0 for all X ∈ R 2 (see [3] ), (II) |qE| is sufficiently large [1] or sufficiently small [3] .
Moreover, it was shown in [4] that (III) There exists R 0 > 0 such that σ pp (H LS ) ∩ (−∞, −R 0 ] ∪ [R 0 , ∞) = ∅ and, moreover, there exist at most a finite number of eigenvalues with finite multiplicities.
In particular, (II) implies that if an eigenstate exists, then |qE| is not small as well as not large. This condition seems very strange and it is natural to show that for any |qE|, H LS has no eigenvalues. The absence of point spectrum of H LS is an open and challenging problem. In this paper we examine the situation when the support of V (X, Y ) in direction of drift velocity α = (E 2 /B, −E 1 /B) is sufficiently small. Passing to new coordinates (x, y), this means that the support of V (x, y) satisfies has small support with respect to y (see Assumption 1.1 below). We do not impose conditions on |qE| and on ∂ x V.
Concerning the velocity α, notice that according to Proposition 4.4 in Adachi-Kawamoto [1] , we have the estimate s− lim t→∞ χ(q 2 B 2 α · X ≤ c 1 t)ϕ(H LS )e −itH LS = 0, where χ is the characteristic function such that χ(s ≤ a) = 1 if s ≤ a and χ(s ≤ a) = 0 if s > a, ϕ ∈ C ∞ 0 (R) and c 1 > 0 is a suitable constant. This proposition implies that the quantum particle described by this system undergo a uniform linear motion in direction α · X. By using this proposition, Kawamoto [10] characterised the space of all eigenstates of H LS , (L 2 pp (H LS )), as follows:
Hence the norms of the eigenfunctions over the region |α · X| ≥ R goes to 0 as R → ∞ and it is expected that the behaviour of the potential in direction perpendicular to α · X must be negligible for the existence of eigenvalues. It is easy to see that
(see §1 of [10] ) which implies that the direction perpendicular to α · X is qE · X.
In the following up to the end of the paper for simplicity we assume m = 1/2, B = 1, q = 1. Introduce the change of variables
By using these variables, the Hamiltonian H LS is reduced to
and with the unitary transform e ixy/2 , we have e −ixy/2 H LS e ixy/2 = (D x + y) 2 + D 2 y + |E|x + V (x, y). The potential V changes but we will denote again the new potential by V (x, y). Next throughout the exposition we assume |E| = 1 and consider the reduced Hamiltonians
. Throughout this paper we assume the following Assumption 1.1. There exists η 0 > 0 such that the potential V (x, y) ∈ C 1 (R 2 ) has support
Under Assumption 1.1, it is easy to prove that the operators
Our purpose is the study the absence of embedded eigenvalues of H, when the multiplication operator of V satisfies (1.1) with small η 0 . To examine the existence of eigenvalues of H, first we prove in Lemma 3.2 that there exists R > 0 independent of the support of V such that
This result is more precise that that in [4] , where the dependence of the support of V was implicit. The constant R is explicitly given by (3.9) . The proof of Lemma 3.2 is based on a representation of operator e itH 0 established in [1] . Fixing R > 0 as above, we establish a Mourre type estimate for the operator H 0 . More precisely, for every 0 < γ < 1/2 there exists a constant C R,γ independent of η 0 such that
where F (t) ∈ C ∞ 0 (R : [0, 1]) is a cut-off function such that F (t) = 1 for |t| ≤ 1, F (t) = 0 for |t| ≥ 2. It is well known that H 0 has no eigenvalues in R, however the above estimate for the resolvent of H 0 is not trivial and the proof is given in 
and to obtain (1.3) we make a careful analysis of several operators. Since γ < 1/2, the weight |y| −γ is integrable around 0 and this plays an essential role. Moreover, we establish an estimate
where y = (1 + |y| 2 ) 1/2 . Our main result is the following Theorem 1.3. Let V satisfy the Assumption 1.1. Then fixing a constant 0 < γ < 1/2, assume that
Then the operator H has no embedded eigenvalues.
Assumption 1.1 does not implies the smallness of the potential, it is not related to q|E| as well as to the cases (I) and (II). In fact, given a potential satisfying (1.2), one can choose constant η 0 small enough in function of V ∞ and C R,γ , to obtain that H has no embedded eigenvalues.
Our result may be generalised to cover the case when the support of V is included in a strip |y − β| ≤ η 0 with fixed β > 0. Also, we can consider potentials having some singularities for |x| + |y| ≤ K. These generalisations need some technical modifications, but the idea of the proof is the same. For simplicity we are not going to treat them.
Considering the case when η 0 → 0, one can choose A 0 large enough (A 0 ∼ η −l 0 0 , l 0 > γδ/3) and a such case is closely related to the one where the potential is delta function. When the potential V is a delta function, there are interesting results due to Hauge-van Leeuwen [8] , Gyger-Martin [7] concerning the non-existence of embedded eigenvalues.
Our proof is based on the equality
, applying the result in [10] , we know that y ϕ ∈ L 2 and one obtains easily a contradiction. The idea is simple, but to apply this approach, one needs to establish uniform estimate (1.4). To cover more general cases, it is necessary to obtain similar estimates with more general weights. The plan of the paper is as follows. In Section 2 we prove some preliminary results. In Section 3 one examine the absence of large eigenvalues of H. The Mourre type estimates are proved in Section 4 and Theorem 1.3 is established in Section 5.
Preliminaries
In this section, we introduce some lemmas which are necessary for the exposition. Throughout this section to the end of this paper, · L 2 (R 2 ) and · B(L 2 (R 2 )) are denoted as · and (·, ·) denotes the inner product on L 2 (R 2 ). We write r := x 2 + y 2 and · = (1 + · 2 ) 1/2 . Lemma 2.1 (Interpolation Theorem). Let A and B be positive selfadjoint operators on L 2 (R 2 ) and let T be a bounded operator. Assume that with constants α 0 , β 0 , α 1 , β 1 ≥ 0 and C 0 , C 1 ≥ 0 we have
Proof. We can find the proof of this lemma for example in §6 in Isozaki [9] . We will give a sketch of the proof based on the Hadamard's three line theorem. Recall this theorem. Let f be an analytic function on
then for all 0 < x < 1 we have the estimate
and let E B (·) be the spectral decompositions of A and B, respectively.
is an analytic function on 0 < Rez < 1 which is continuous and bounded on 0 ≤ Rez ≤ 1 and for all y ∈ R one gives
By the theorem above, for all 0 < θ ′ < 1, we get 
According to [1] §1, the operator L 0 = H LS − V can be written as follows
By applying the unitary transform
Therefore applying the unitary operator
Consequently, by the closed graph theorem one deduces that
are bounded operators. Transforming the first term above by applying
are bounded operators. Going back to the variables (x, y) introduced in Section 1, this is equivalent to the statement that
are bounded and this implies that
and this shows that (D x + y)(H 0 + i) −1 is bounded. For D y (H 0 + i) −1 we apply the same argument. Proof. First consider the case β = 0. Let f (t) ∈ C ∞ 0 (R) be a function such that f (t) = 1 for |t| ≤ 2. Then f (t)F η 0 (t) = F η 0 (t) and for φ ∈ C ∞ 0 (R 2 ), it is enough to prove that
with a constant C γ dependent on γ but independent on η 0 . By simple calculation
Here we apply the fractional Sobolev inequality (see, e.g., Stein-Weiss [12] )
. Then A can be estimated as follows
where the bound of sup y |f ′ (y)| is independent of η 0 . The constant C > 0 depend on γ and it can change from line to line. Let I be the identity operator. Since the operators
are bounded by Lemma 2.3, applying the interpolation Lemma 2.1, we conclude that
is bounded. Therefore A ≤ C γ φ and we obtain the estimate. Now consider the case when β = 0. We estimate
Absence of large embedded eigenvalues
In this section we study the relation
established by Dimassi-Petkov [4] . The fact that R 0 does not depend on the support of V has not been proven in [4] . Here we establish this result. First we generalise a decay estimate for
with ν ≥ ν 0 > 0 and |λ| → ∞. In [6] the case when f, g ∈ C ∞ 0 (R 2 ) has been studied, while in [1] the situation with f, g ∈ L p (R 2 ), p > 2 was examined. We prove the following more precise result which has an independent interest. 
where λ ∈ R, 0 < ν 0 ≤ ν ≤ 1. Then for 0 < θ ≤ 1 and |λ| θ ≥ 1, there exists a constant C = C(δ, θ) > 0 such that
Proof. We consider only the case λ > 0 and take λ so that λ θ ≥ ν. Set
and Ω = ∞ n=0 ω n . By the integral formula for the resolvent, we have
We estimate y) . Then by the [1] (4.6), we have the following representation of the operator e −itH 0 (one choose in the operator H LS in [1] the constants q = B = 1, m = 1/2, ω = 2, E 1 = −1, E 2 = 0, ν = 0,ν = ω = 2, θ = π and E 0 = 1) Simple calculation shows that
and
Thus with some S ∈ N we deduce
where for all k ∈ {1, 2, ..., S} we have
Hence we have a smoothing effect
Here we used that for all t ∈ (nπ + λ −θ , (n + 1)π − λ −θ ) one has
Taking together (3.2), (3.3) and (3.4), we get Proof. Let ψ and λ be an eigenfunction and an eigenvalue of H, respectively. Let ψ = 1 and let |λ| ≥ 1 be large enough. Let ν = ν 0 , where 0 < ν 0 < 1 is a fixed constant given in Proposition 3.1. We fix θ = 1/3 and δ = δ 0 /2, where δ 0 is the constant in Assumptions 1.1. Then with some fixed constant C 0 > 0 we have
where C 0 > 0 is independent on λ, ν 0 . It is clear that
On the other hand, by the commutator calculation, we get
Now we estimate r −2δ (H − λ − iν) −1 ψ. By the second resolvent formula one deduces
By (3.5), the first two terms on the right hand side of the last equation are bounded by C 0 A 0 ν −2−δ 0 |λ| −δ/6 and we must handle only the last term. Consider the commutator
Notice that by Lemma 2.3 one obtains
Hence we have
where C 1 > 0 is independent on λ and ν 0 . Going back to (3.7), one deduces
Therefore taking into account (3.6) and (3.8), one gets
and this inequality clearly fails if
Consequently, we obtain σ pp (H) / ∈ (−R, R).
Mourre type estimate for the operator H 0
We start with the following proposition. 
We have i[D x + β, H 0 ] = 1. Moreover, the adjoint operator D x + β satisfies the conditions (a)-(e) in [11] (see for more details Section 3 in [3] ) and the principal theorem in [11] implies the estimate (4.1). 
with a constant C R,γ > 0 independent of η 0 and β.
Proof. For simplicity we treat the case β = 0. Define
Then we write
First, we show that I 1 ≤ C 1,R,γ . By noting D x = D x + y − y, we decompose
Clearly, I 1,3 is a bounded operator. Next we have
and we estimate
Here we have used that by Lemma 2.3 the operators D y (H 0 + i) −1 and (D x + y)(H 0 − i) −1 are bounded, hence the operator (
which yields
We apply Proposition 2.3 for Z 1 , using that F η 0 (y)y has compact support. To handle Z 2 , notice that
The commutator [H 0 , D x ] is bounded. To study the first term on the right hand side, introduce the function g(s) = (s + i)G(s) ∈ C ∞ 0 (R). Letg(z) ∈ C ∞ 0 (C) be an almost analytic continuation of g(s) such thatg (z) = O(|Im z| N ), ∀N.
Consider the representation
where L(dz) is the Lebesgue measure on C. Therefore
which implies that [g(H 0 ), D x ] is bounded. Taking together the above estimates, one concludes that I 1 is bounded. This implies
It remains to show that I 2 ≤ C 2,R,γ . Since |λ| ≤ R, the spectral calculus for H 0 implies that the operator
is bounded uniformly with respect to ν > 0 with a constant independent on λ, ν, while by Proposition 2.4, one has
).
Finally, we get I 2 ≤ C 2,R,γ . The analysis of the case β = 0 follows the same argument.
In the next section we need a modification of Proposition 4.2 when we have a product with a right factor y −1 . More precisely, we need the following 
with constants B R,γ > 0, C R > 0 independent of η 0 and β.
Proof. First we study (4.3) with β = 0. We use the notations of the proof of Proposition 4.2 and write
where I 1 and H are the same as in the proof of Proposition 4.2 and
As above, it easy to see that J 2 is bounded. Next, to show that J 1 is bounded, we write
The operator Z is similar to the operator I 1,1 studied above. We use the equality The commutator [F 2R (H 0 ), D x + y)] is bounded by using Lemma 2.3. To show that the commutator [F 2R (H 0 ), D x ] is bounded, we repeat the argument exploited for the analysis of the term Z 3 in the proof of Proposition 4.2. Thus the operator Z is bounded, hence J 1 is bounded. The case β = 0 follows the same argument and the proof of (4.3) is complete.
Passing to (4.4), we apply a modification of the above argument writing y −1 F 2R (H 0 )(H 0 − λ ∓ iν) −1 F 2R (H 0 ) y −1 = J * 1 J H 0 J 1 . Since J 1 is bounded, we obtain the result.
Absence of embedded eigenvalues for potentials with small support
In this section we prove Theorem 1.3.
Proof. For the operator H 0 and 0 < γ < 1/2 we have the estimates Therefore
. Therefore, assuming that η 2γ 0 C R,γ V L ∞ (R 2 ) = c 0 < 1, we deduce that the operator in the brackets ... is invertible and sup |λ|≤R,ν>0
This estimate implies that H has no eigenvalues in [−R, R]. In fact, assume that ψ is an eigenfunction of H with eigenvalue λ ∈ [−R, R]. We know that y ψ ∈ L 2 (R 2 ). By using this, we conclude that
If F η 0 (y)ψ(x, y) = 0, then V (x, y)ψ(x, y) = 0 and ψ will be an eigenfunction of H 0 which is impossible. Thus y −γ F η 0 (y)ψ = 0 and as ν ց 0 the L 2 (R 2 ) norm of the function y −γ F η 0 (y)ν −1 ψ is not bounded. We obtain a contradiction and the proof is complete.
Applying the estimate sup |λ|≤R,ν>0
a similar argument shows that if y 2 V L 2 →L 2 C R ≤ 1 2 , we obtain sup 
