Segregated direct boundary-domain integral equations (BDIEs) based on a parametrix and associ- 
Introduction
Many applications in science and engineering can be modeled by boundary-value problems (BVPs) for partial differential equations with variable coefficients. Reduction of the BVPs with arbitrarily variable coefficients to explicit boundary integral equations is usually not possible, since the fundamental solution necessary for such reduction is generally not available in an analytical form (except for some special dependence of the 2 Co-normal derivatives and boundary value problems
Let Ω be a bounded open three-dimensional region of R 3 . For simplicity, we assume that the boundary ∂Ω is a simply connected, closed, infinitely smooth surface. Let a ∈ C ∞ (Ω), a(x) > 0 for x ∈ Ω. Let also ∂ x j := ∂/∂x j (j = 1, 2, 3), ∂ x := ∇ x = (∂ x 1 , ∂ x 2 , ∂ x 3 ).
We consider the scalar elliptic differential equation, which for sufficiently smooth u has the following strong form,
where u is an unknown function and f is a given function in Ω.
In what follows D(Ω) = C ∞ comp (Ω), H s (Ω) = H s 2 (Ω), H s (∂Ω) = H s 2 (∂Ω) are the Bessel potential spaces, where s ∈ R is an arbitrary real number (see, e.g., [22] , [23] ). We recall that H s coincide with the SobolevSlobodetski spaces W s 2 for any non-negative s. We denote by H s (Ω) the subspace of H s (R 3 ),
while H s (Ω) denotes the space of restrictions on Ω of distributions from H s (R 3 ),
where r Ω denotes the restriction operator on Ω. We will also use notation g| Ω := r Ω g. We denote by H s ∂Ω the following subspace of H s (R 3 ) (and H s (Ω)),
From the trace theorem (see e.g. [22, 12, 23] ) for u ∈ H 1 (Ω), it follows that γ + u ∈ H (γ −1 ) * f , w Ω := f , γ −1 w Ω for anyf ∈ H −1 (Ω) and w ∈ H 1/2 (∂Ω).
For u ∈ H 2 (Ω) we can denote by T + the corresponding classical (strong) co-normal derivative operator on ∂Ω in the sense of traces,
where n + (x) is the outward (to Ω) unit normal vectors at the point x ∈ ∂Ω. However the classical co-normal derivative operator is, generally, not well defined if u ∈ H 1 (Ω) (cf. an example in Section A in Appendix).
For u ∈ H 1 (Ω), the partial differential operator A is understood in the sense of distributions, [a∇u](x) · ∇V (x)dx (2.6) which is evidently continuous and can be written aš
Here V ∈ H 1 (R 3 ) is such that r Ω V = v andE denotes the operator of extension of the functions, defined in Ω, by zero outside Ω in R 3 . For any u ∈ H 1 (Ω), the functionalǍu belongs to H −1 (Ω) and is an extension of the functional Au ∈ H −1 (Ω), which domain is thus extended from H 1 (Ω) to the domain H 1 (Ω) forǍu.
Inspired by the first Green identity for smooth functions, we can define the generalised co-normal deriva- 9) and the first Green identity holds in the following form for u ∈ H 1 (Ω) such that Au = r Ωf in Ω for somẽ f ∈ H −1 (Ω),
As follows from Definition 2.1, the generalized co-normal derivative is nonlinear with respect to u for a fixed f , but still linear with respect to the couple (f , u), i.e.,
for any complex numbers α 1 , α 2 .
Let us also define some subspaces of H s (Ω), cf. [14, 11, 28, 29] . 
and the inner product
2 , in the above definition is an extension of the distribution A * g| Ω ∈ H t (Ω), and the extension is unique (if it does exist) since any distribution from the space H t (R 3 ) with a support in ∂Ω is identical zero if t ≥ −1/2 (see e.g. [23, Lemma 3.39] , [28, Theorem 2.10] ). We denote this extension as the operatorÃ * , i.e.,Ã * g =f g . The uniqueness implies that the norm g H s,t (Ω;A * ) is well defined.
We will mostly use the operators A or ∆ as A * in the above definition. Note that since
The canonical co-normal derivatives T + u is independent of (non-unique) choice of the operator γ −1 , the
is continuous, and the first Green identity holds in the following form,
14)
. The canonical co-normal derivative is defined by the function u and operator A only and does not depend separately on the right hand sidef (i.e. its behaviour on the boundary), unlike the generalised co-normal derivative defined in (2.10), and the operator T + is linear. Note that the canonical co-normal derivative coincides with the classical co-normal derivative T + u = a ∂u ∂n if the latter does exist in the trace sense, see [28, Corollary 3.14 and Theorem 3.16].
Let u ∈ H 1,− 1 2 (Ω; A). Then Definitions 2.1 and 2.3 imply that the generalised co-normal derivative for arbitrary extensionf ∈ H −1 (Ω) of the distribution Au can be expressed as
Swapping over the roles of u and v in (2.14), we obtain the first Green identity for v,
If, in addition, Au =f in Ω, wheref ∈ H −1 (Ω), then according to the definition of T + (f , u) in (2.10), the second Green identity can be written as
If, moreover, u, v ∈ H 1,0 (Ω; A), then we arrive at the familiar form of the second Green identity for the canonical extension and canonical co-normal derivatives
3 Parametrix and potential type operators
We will say, a function P (x, y) of two variables x, y ∈ Ω is a parametrix (the Levi function) for the operator
.g., [21, 18, 34, 17, 36, 35, 26] )
where δ(·) is the Dirac distribution and R(x, y) possesses a weak (integrable) singularity at x = y, i.e.,
It is easy to see that for the operator A(x, ∂ x ) given by the left-hand side in (2.1), the function
is a parametrix, while the corresponding remainder function is 4) and satisfies estimate (3.2) with κ = 2, due to the smoothness of the function a(x). Here
is the fundamental solution of the Laplace equation. Evidently, the parametrix P (x, y) given by (3.3) is related with the fundamental solution to the operator A(y, ∂ x ) := a(y)∆(∂ x ) with "frozen" coefficient
Let a ∈ C ∞ (R 3 ) and a > 0 a.e. in R 3 . For scalar functions g, for which the integrals have sense, the parametrix-based volume potential operator and the remainder potential operator, corresponding to parametrix (3.3) and to remainder (3.4) are defined as
For g ∈ H s (Ω), s ∈ R, (3.6) is understood as P g = 1 a P ∆ g, where the Newtonian potential operator P ∆ for the Laplace operator ∆ is well defined in terms of the Fourier transform (i.e., as the pseudo-differential operator), on any space H s (R 3 ). For g ∈H s (Ω), and any s ∈ R, definitions (3.7) and (3.8) can be understood
, as (3.9) with g replaced by Eg, where E : The single and the double layer surface potential operators, are defined as 11) where the integrals are understood in the distributional sense if g is not integrable.
The corresponding boundary integral (pseudodifferential) operators of direct surface values of the single layer potential V and of the double layer potential W, and the co-normal derivatives of the single layer potential W ′ and of the double layer potential L + are
where y ∈ ∂Ω.
From definitions (3.2), (3.10), (3.11) one can obtain representations of the parametrix-based potential operators in terms of their counterparts for a = 1 (i.e. associated with the Laplace operator ∆), which we equip with the subscript ∆, cf. [3] , 25) where y ∈ ∂Ω.
The jump relations as well as mapping properties of potentials and operators (3.10)-(3.8) are well known for the case a = const. Employing (3.16)-(3.20), they were extended to the case of variable coefficient a(x) in [3, 5] , and in addition to (3.23)-(3.25) some of them are presented in the Appendix for convenience.
The third Green identity and integral relations
We will apply in this section some limiting procedures (cf. [34] , [17, S. 3.8] ) to obtain the parametrix-based third Green identities.
, then following third Green identity holds,
where the operatorǍ is defined in (2.7), and for u ∈ C 1 (Ω),
, then the generalised third Green identity takes form,
Proof. (i) Let first u ∈ D(Ω). Let y ∈ Ω, B ǫ (y) ⊂ Ω be a ball centered in y with sufficiently small radius ǫ, and Ω ǫ := Ω \ B ǫ (y). For the fixed y, evidently, P (·, y) ∈ D(Ω ǫ ) ⊂ H 1,0 (A; Ω ǫ ) and has the coinciding classical and canonical conormal derivatives on ∂Ω ǫ . Then from (3.1) and the first Green identity (2.16) employed for Ω ǫ with v = P (·, y) we obtain Taking into account the density of D(Ω) in H 1 (Ω), and the mapping properties of the integral potentials, see Appendix, we obtain that (4.1) holds true also for any u ∈ H 1 (Ω).
(ii) Let {f k } ∈ D(Ω) be a sequence converging tof in H −1 (Ω) as k → ∞. Then, according to Theorem B.1, there exists a sequence {u k } ∈ D(Ω) converging to u in H 1 (Ω) such that Au k = r Ωfk and
For such u k we have by (4.2) and (2.10),
Taking limits as k → ∞, we obtain PǍu(y) = Pf + V T + (f , u), which substitution to (4.1) gives (4.3).
For some functionsf , Ψ, Φ, let us consider a more general "indirect" integral relation, associated with (4.3),
The following statement extends Lemma 4.1 from [3] , where the corresponding assertion was proved for
where R * f ∈ L 2 (Ω) is defined as
Proof. Subtracting (4.5) from identity (4.1), we obtain
Multiplying equality (4.11) by a(y), applying the Laplace operator ∆ and taking into account (3.21), (3.22),
we get r Ωf = r ΩǍ u = Au in Ω. This meansf is an extension of the distribution
and u satisfies (4.6). Then (2.10) implies
Substituting (4.12) into (4.11) leads to (4.7).
Equation (4.8) is implied by (4.5), (3.23) and (3.24).
To prove (4.9), let us first remark that
which implies, due to (4.6), A(Pf − u) = R * f in Ω, where R * is defined by (4.10) and thus R * f ∈ L 2 (Ω).
implies that there exists a canonical co-normal derivative of (Pf − u), for which, due to (2.13) and (2.6), we have
wheref +E R * f ∈ H −1 (Ω) is an extension of APf associated with (4.13). That is,
From (4.5) we have Pf − u = Ru − V Ψ + W Φ in Ω. Substituting this in the left hand side of (4.14) and taking into account jump relation (3.25), we arrive at (4.9)
APf and
Furthermore, if the hypotheses of Lemma 4.2 are satisfied, then (4.6) implies u ∈ H 1,−1/2 (Ω, A) and 
REMARK 4.4. Letf ∈ H −1 (Ω) and a sequence {φ i } ∈ H −1/2 (Ω) converge tof in H −1 (Ω). By the continuity of operators (C.1) and (C.3) in the Appendix, estimate (2.9) and relation (4.15) for φ i , we obtain that
Lemma 4.2 and the third Green identity (4.3) imply the following assertion.
The following statement is well known, see e.g. Lemma 4.2 in [3] and references therein.
LEMMA 4.6.
On the other hand, if u solves BDIDE (4.3), then using Lemma 4.2 for Ψ = T + (f , u), Φ = γ + u completes the proof.
Segregated BDIE systems for the Dirichlet problem
Let us consider the Drichlet Problem: Find a function u ∈ H 1 (Ω) satisfying equations
2)
Equation (5.1) is understood in the distributional sense (2.4) and the Dirichlet boundary condition (5.2) in the trace sense. The following assertion is well-known and can be proved e.g. using variational settings and the Lax-Milgram lemma.
2), is continuous.
BDIE formulations and equivalence to the Dirichlet problem
Let us consider reduction the Dirichlet problem (5.1)-(5.2) with f ∈ H −1 (Ω), for u ∈ H 1 (Ω), to two different segregated Boundary-Domain Integral Equation (BDIE) systems. Corresponding formulations for the mixed problem for u ∈ H 1,0 (Ω; ∆) with f ∈ L 2 (Ω) were introduced and analysed in [3, 5, 27] . 
and will regard the new unknown function ψ ∈ H − 1 2 (∂Ω) as formally segregated of u. Thus we will look for
BDIE system (D1) To reduce the Dirichlet BVP (5.1)-(5.2) to the BDIE system (D1), we will use equation 
3)
where BDIE system (D2) To obtain a segregated BDIE system of the second kind, (D2), we will use equation (4.3) in Ω and equation (4.17) on ∂Ω Then we arrive at the following BDIE system (D2),
where
Due to the mapping properties of the operators involved in (5.8) we have
Let us prove that BVP (5.1)-(5.2) in Ω is equivalent to both systems of BDIEs, (D1) and (D2).
solves the BDIE systems (D1) and (D2).
( respectively, which completes the proof of item (i).
(ii) Let now a couple (u, ψ) ∈ H 1 (Ω) × H implies that u in the solution of BDIE systems (D1) and (D2) does not depend on the particular choice of extensionf . However, ψ does obviously depends on the choice off , see (5.9).
BDIE system operators invertibility, for the Dirichlet problem
BDIE systems (D1) and (D2) can be written as
respectively. Here 12) while F D1 and F D2 are given by (5.5) and (5.8).
Due to the mapping properties of the operators participating in definitions of the operators D 1 and D 2 as well as the right hand sides F D1 and F D2 (see [3, 27] and the Appendix), we have
, while the operators
13)
are continuous. Due to Theorem 5.2(ii), operator (5.13) and (5.14) are injective.
THEOREM 5.4. Operators (5.13) and (5.14) are continuous and continuously invertible.
Proof. The continuity is proved above. To prove the invertibility of operator (5.13), let us consider the operator
As a result of compactness properties of the operators R and γ + R (see Corollary C.7 in the Appendix), the operator D 1 0 is a compact perturbation of operator (5.13). The operator D 1 0 is an upper triangular matrix operator with the following scalar diagonal invertible operators
cf. [12, Ch. XI, Part B, §2, Theorem 3] for V. This implies that
is an invertible operator. Thus (5.13) is a Fredholm operator with zero index. The injectivity of operator (5.13), which is already proved, completes the theorem proof for operator (5.13).
The operator
is a compact perturbation of operator (5.14) due to compactness properties of the operators R and W, see [3, 5, 27] and Corollary C.7 from the Appendix. The invertibility of operator (5.14) then follows by the arguments similar to those for operator (5.13).
Segregated BDIE systems for the Neumann Problem
Let us consider the Neumann Problem: Find a function u ∈ H 1 (Ω) satisfying equations A u = r Ωf in Ω, (6.1)
Equation (6.1) is understood in the distributional sense (2.4) and Neumann boundary condition (6.2) in the weak sense (2.10). The following assertion is well-known and can be proved e.g. using variational settings and the Lax-Milgram lemma.
THEOREM 6.1.
(i) The Neumann homogeneous problem, associated with (6.1)-(6.2), admits only one linearly independent
(ii) The non-homogeneous Neumann problem (6.1)-(6.2) is solvable if only if the following solvability condition is satisfied
BDIE formulations and equivalence to the Neumann problem
We will explore different possibilities of reducing the Neumann problem (6.1)-(6.2) to a BDIE system. Let us represent in (4.3), (4.16) and (4.17) the generalised co-normal derivative and the trace of the function u as
and will regard the new unknown function ϕ ∈ H 1 2 (∂Ω) as formally segregated of u. Thus we will look for
BDIE system (N1) First, using equation (4.3) in Ω and equation (4.17) on ∂Ω, we arrive at the following BDIE system (N1) of two equations for the couple of unknowns, (u, ϕ),
in Ω, (6.4)
on ∂Ω, (6.5) where
Due to the mapping properties of the operators involved in (6.6) we have
BDIE system (N2) If we use equation (4.3) in Ω and equation (4.16) on ∂Ω, we arrive for the couple (u, ϕ) at the following BDIE system (N2) of two equations of the second kind,
in Ω, (6.7)
Due to the mapping properties of the operators involved in (6.9), we have (ii) Let a couple (u, ϕ) ∈ H 1 (Ω)×H 
whence T + u = ψ 0 on ∂Ω by Lemma 4.6, i.e., u solves the Neumann problem (6.1)-(6.2), which completes the proof of item (ii) for LBDIE system (N2).
(iii) Theorem 6.1 along with items (i) and (ii) imply the claims of item (iii) for LBDIE systems (N2) and (N1).
Properties of BDIE system operators for the Neumann problem
BDIE systems (N1) and (N2) can be written, respectively, as
Due to the mapping properties of the potentials,
THEOREM 6.3. The operators
10) Therefore the operator
is also Fredholm with zero index. Operator (6.10) is a compact perturbation of A N 1 0 since the operators The proof for operator (6.11) is similar.
To describe in more details the ranges of operators (6.10) and (6.11), i.e., to give more information about the co-kernels of these operators, we will need several auxiliary assertions. First of all, let us remark that for
, the single layer potential can be defined as
, is the operator adjoined to the trace operator γ : in Ω, (6.14)
Proof. Multiplying (6.14) by a, taking into account (3.16) and applying the Laplace operator, we obtain r Ωf = 0, which meansf ∈ H 
and its inverse
are continuous and
Proof. 
(6.18)
Let g 1 ∈ H s (Ω) be the (unique) solution of the following Dirichlet problem:
which can be particularly presented as
∆ γ + g, see e.g [11] or proof of Lemma 2.6 in [28] . Let g 0 := g − g 1 . Then g 0 ∈ H s (Ω) and γ + g 0 = 0 and thus g 0 can be uniquely extended toEg 0 ∈ H s (Ω), where E is the operator of extension by 0 outside Ω. Thus by (6.13), equation (6.18) takes form
Any solutionf ∈ H s−2 (Ω) of the corresponding equation on R 3 , 20) will evidently solve (6.19) . Iff solves (6.20) then acting with the Laplace operator on (6.20), we obtaiñ
On the other hand, substitutingf given by (6.21) to (6.20) and taking into account that P ∆ ∆h =h for anyh ∈ H s (Ω), s ∈ R, we obtain thatQg is indeed a solution of equation (6.20) and thus (6.19) . By Lemma 6.4 the solution of (6.19) is unique, which means that the operatorQ is inverse to operator (6.15),
i.e.,Q = (r Ω P) −1 . Since ∆ is a continuous operator from H s (Ω) to H s−2 (Ω), equation (6.21) implies that the operator (r Ω P) −1 =Q : H s (Ω) → H s−2 (Ω) is continuous. The relations P = 1 a P ∆ and a(x) > c > 0 then imply invertibility of operator (6.15) and ansatz (6.17) .
in Ω, (6.22)
Moreover, (f * * , Φ * ) = C * * (F 1 , F 2 ) and C * * : 25) where∆(aF 1 ) = ∇ ·E∇(aF 1 ).
Proof. Let us first assume that there exist (f * * , Φ * ) ∈ H −1 (Ω) × H 1 2 (∂Ω) satisfying equations (6.22), (6.23) and find their expressions in terms of F 1 and F 2 . Let us re-write (6.22) as
Multiplying (6.26) by a and applying the Laplace operator to it, we obtain, 27) which means ∆(aF 1 ) = r Ωf * * in Ω (6.28)
and aF 1 − P ∆f * * ∈ H 1,0 (Ω; ∆) and hence F 1 − Pf * * ∈ H 1,0 (Ω; A). The latter implies that the canonical conormal derivative T + (F 1 −Pf * * ) is well defined. It can be also written in terms of the generalised conormal derivatives,
where (6.28) and (4.10) were taken into account. Applying the canonical conormal derivative operator T + to the both sides of equation (6.26) and substituting there (6.29), we obtain
Subtracting this from (6.23), we obtain 
Hence (6.31) reduces to
and (6.32) to (6.24).
Now (6.26) can be written in the form
is a harmonic function in Ω due to (6.27) . The trace of equation (6.35) gives
Since the operator − 
Relations (6.24), (6.38) can be written as (f * , Φ * ) = C * * (F 1 , F 2 ), where C * * :
is a linear continuous operator, as requested. We still have to check that the functionsf * * and Φ * , given by (6.24) and (6.38), satisfy equations (6.22) and (6.23). Indeed, Φ * given by (6.38) satisfies equation (6.37) and thus γ + W ∆ (aΦ * ) = γ + F ∆ . Since both W ∆ (aΦ * ) and F ∆ are harmonic functions, this implies (6.35)-(6.36) and by (6.24) also (6.22) . Finally, (6.24) implies by (6.33) that (6.31) is satisfied, and adding (6.30) to it leads to (6.23).
Let us now prove that the operator C * * is unique. Indeed, let a couple (f * , Φ * ) ∈ H −1 (Ω) × H ∂Ω ⊂ H −1 (Ω). Hence, (6.31) reduces to
By the first Green identity (2.10), this gives,
which impliesf * * = γ * Ψ * . Finally, (6.38) gives Φ * = 0. Hence, any solution of non-homogeneous linear system (6.22)-(6.23) has only one solution, which implies uniqueness of the operator C * * .
THEOREM 6.7. The cokernel of operator (6.10) is spanned over the functional
Proof. Let us consider the equation N 1 U = (F 1 , F 2 ) ⊤ , i.e., the BDIE system (N1),
. By Lemma 6.6, the right hand side of the system has form (6.22)-(6.23), i.e., system (6.42)-(6.43) reduces to
44)
where the couple (f * * , Φ * ) ∈ H −1 (Ω) × H 
where we took into account that ∇u 0 = 0 in R 3 .
Thus the functional g * 1 defined by (6.41) generates the necessary and sufficient solvability condition of
Hence g * 1 is a basis of the cokernel of N 1 .
THEOREM 6.8. The cokernel of operator (6.11) is spanned over the functional
where u 0 (x) = 1.
Proof. Let us consider the equation
e., the BDIE system (N2),
Introducing the new variable, ϕ ′ = ϕ − (F 2 − γ + F 1 ), BDIE system (6.48)-(6.49) takes form
Let us recall that P = r Ω P : H s−2 (Ω) → H s (Ω) and then by Theorem 6.5, the operator P −1 = (r Ω P) −1 :
. Hence, we can always represent F ′ 1 = Pf * , with
For F ′ 1 = Pf * , the right hand side of BDIE system (6.48)-(6.49) is the same as in (6.9) withf =f * and ψ 0 = 0. Then Theorem 6.2(iii) implies that BDIE system (6.50)-(6.51) is solvable if and only if
Thus the functional g * 2 defined by (6.47) generates the necessary and sufficient solvability condition of
Hence g * 2 is a basis of the cokernel of N 2 .
6.3 Perturbed segregated BDIE systems for the Neumann problem Below we use the notations U N = (u, ϕ) ⊤ and |∂Ω| := ∂Ω dS.
Perturbation of BDIE system (N1)
Let us introduce the perturbed counterparts of the BDIE system (N1),
53)
For the functional g * 1 given by (6.41) in Theorem 6.7, g * 1 (G 1 ) = |∂Ω|, while g 0 (U 0 ) = 1. Hence Theorem D.1 in Appendix, extracted from [25] , implies the following assertion.
is continuous and continuously invertable.
(ii) If condition g * 1 (F N 1 ) = 0 (or condition (6.3) for F N 1 in form (6.6)) is satisfied, then the unique solution of perturbed BDIDE system (6.53) gives a solution of original BDIE system (D2) such that
Perturbation of BDIE system (N2)
The perturbation operators chosen below for BDIE system (N2) are slightly different from those, used in [25] for the purely boundary integral equations, in [31, Section 3] for a united localised BDIE system and in [30, Section 2] for a united non-localised BDIE system.
54)
that is,
For the functional g * 2 given by (6.47) in Theorem 6.8, since the operator V −1
positive definite and u 0 (x) = 1, there exists a positive constant C such that (ii) If condition g * 2 (F N 2 ) = 0 (or condition (6.3) for F N 2 in form (6.6)) is satisfied, then the unique solution of perturbed BDIDE system (6.54) gives a solution of original BDIE system (N2) such that
(Ω) with no classical or canonical conormal derivative
For functions from H 1 (Ω) the co-normal derivative a∂ n u on ∂Ω may not exist in the classical (trace) or even canonical sense. In this section we consider an example of such function.
Let Ω be a ball B r 0 ⊂ R 3 of some radius r 0 > 0 with the centre at x = 0. Let a = 1 and hence A be the Laplace operator ∆. Let us consider the function
Evidently, this function is infinitely smooth in Ω, vanishes on the boundary and its gradient
belongs to L p (Ω), 0 < p < 4 and hence to L 2 (Ω). This implies that u belongs to the Sobolev space W 1 p (Ω, 0 < p < 4 and thus u ∈ H 1 (Ω). For the classical conormal derivative we have,
which evidently means that it does not belong to any Sobolev space on the boundary.
On the other hand, u solves the Dirichlet problem
To define the canonical conormal derivative of u according to Definitions 2.2 and 2.13, the function f should at least belong to H 
Estimating the Sobolev-Slobodetski norm of this function one can prove thatg belongs to the space H s (Ω) for any s < 2/3 and particularly to H 1 2 (Ω). However
(Ω) and the canonical conormal derivative is also not defined.
To calculate the generalised co-normal derivative, one has to extend the function f ∈ H −1 (Ω) to the functionf ∈ H −1 (Ω). As remarked in [28, Lemma 2.15] this is always possible due to the Hahn-Banach theorem, and an explicit extension is suggested in [28, Theorem 2.16] , although the extension is not unique.
Particularly, one can assignf =Ǎu, i.e., by (2.6),
where ∇u is given by (A.1). B Approximation of generalised conormal derivatives by classical ones
Proof. Let us consider the Dirichlet problem
where {ϕ k } ∈ D(∂Ω) is a sequence converging to γ + u in H 1 2 (∂Ω). By Theorem 5.1, the unique solution of
continuous operator. Hence the functions u k converge to u in H 1 (Ω) as k → ∞. Due to infinite smoothness of the data (f k , ϕ k ) and the boundary ∂Ω, the solution u k belongs to D(Ω) implying that its classical conormal
, the canonical conormal derivative is also well defined and equals to the classical one. Then subtracting (2.13) for u k from (2.8), we obtain,
for some positive C. Since the right hand side of (B.3) tends to zero as k → ∞, so does also the left hand side.
C Properties of the surface and volume potentials
The mapping and jump properties of the potentials of type (3.6)-(3.7), (3.10)-(3.11) and the corresponding boundary integral and pseudodifferential operators in the Hölder (C k+α ), Bessel potential (H s p ) and Besov (B s p,q ) spaces are well studied nowadays for the constant coefficient, a = const, (see, e.g., a list of references in [3, 19] ). Employing relations (3.18)- (3.20) , some of the properties were extended in [3, 5] to the case of variable positive coefficient a ∈ C ∞ (R), and several of those results are provided here for convenience (without proofs).
THEOREM C.1. Let Ω be a bounded open three-dimensional region of R 3 with a simply connected, closed, infinitely smooth boundary. The following operators are continuous
:
The following operators are continuous,
Proof. Continuity of operators (C.1), (C.2) and (C.4) imply continuity of operator (C.13) for s > − 16) where P ∆ := P| a=1 , and we taken into account that ∆P ∆ g = g. The first term in (C.16) belongs to H 
D Finite dimensional perturbation of operator equations
where h * i , h i (i = 1, ..., n) are elements from B * 1 and B 2 , respectively, such that Note that more results about finite-dimensional operator perturbations are available in [25] .
Concluding remarks
The Dirichlet and Neumann problems for a variable-coefficient PDE with general right-hand side functions from H −1 (Ω) and H −1 (Ω), respectively, were equivalently reduced to two direct segregated boundary-domain integral equation systems, for each of the BVPs. This involved systematic use of the generalised co-normal derivatives without assumption that thy reduce to classical or canonical co-normal derivatives. The operators associated with the left-hand sides of all the BDIE systems were analysed in corresponding Sobolev spaces. It was shown that the operators of the BDIE systems for the Dirichlet problem are continuous and continuously invertible. For the Neumann problem the BDIE system operators are continuous but only Fredholm with zero index, their kernels and co-kernels were analysed, and appropriate finite-dimensional perturbations were constructed to make the perturbed operators invertible and provide a solution of the original BDIE systems and the Neumann problem. A further analysis of spectral properties of the two second kind equations obtained in the paper is needed to decide whether the resolvent theory and the Neumann series method (cf. [24, 39] and references therein) are efficient for solving the equations.
The same approach can be used to extend, to the general PDE right hand sides, the BDIE systems for the mixed problems, unbounded domains, BDIEs of more general scalar PDEs and the systems of PDEs, as well as to the united and localised BDIEs, for which the analysis is now available for the right hand sides only from L 2 (Ω), see [3] - [10] , [27] , [2] , [13] , [32] , [33] . The conditions on smoothness of the variable coefficients and the boundary can be also essentially relaxed.
