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Résumé
On s’intéresse dans cette thèse à l’étude de variables aléatoires sur les groupes de Lie compacts
classiques. On donne une déformation du calcul de Weingarten tel qu’il a été introduit par B.
Collins et P. Śniady. On fait une étude asymptotique du mouvement brownien sur les groupes
de Lie compacts de grande dimension en obtenant des nouveaux résultats de fluctuations. Deux
nouveaux objets, que l’on appelle champ maître gaussien et champ maître orienté, sont introduits
pour décrire le comportement asymptotique des mesures de Yang-Mills pour des groupes de
structure de grande dimension.
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4Présentation des travaux et orientation
On donne ici une introduction courte de notre travail de thèse pour en présenter les princi-
paux résultats et pour les localiser dans le texte qui suit.
Le cadre des travaux que l’on va présenter dans ce texte est celui des probabilités sur des
groupes de symétries. Une question qui les motive est de comprendre comment les propriétés
d’invariance de variables aléatoires en simplifient l’étude. Nous nous sommes spécifiquement
intéressés aux groupes de symétries continues appartenant aux séries de groupes classiques.
Le texte s’articule autour de l’étude de deux objets probabilistes : le mouvement brownien
sur un groupe de Lie compact et la mesure de Yang-Mills euclidienne. Ces deux objets sont
complémentaires, on peut définir et étudier l’un à partir de l’autre. Le deuxième peut être vu
comme un modèle de géométrie aléatoire sur le plan, à savoir une connexion aléatoire sur le
fibré au dessus du plan, dont les fibres sont paramétrées par le groupe de symétrie. Un autre
point de vue est aussi de considérer cet objet aléatoire comme un processus indexé par les lacets
du plan. Il apparaît alors comme une généralisation naturelle du mouvement brownien, adaptée
à l’aspect potentiellement non-commutatif du groupe de symétrie. On donne dans la première
partie une présentation des ces deux objets en exposant les résultats que nous avons obtenus.
Ceux-ci sont développés dans les chapitres 2 à 4.
Le deuxième chapitre aborde la question de l’intégration des polynômes sur les groupes
classiques. Dans cette situation, la proprieté d’invariance par conjugaison d’une variable aléatoire
simplifie drastiquement le calcul. L’outil qui permet de montrer qu’une telle simplification a lieu
est la dualité de Schur-Weyl. C’est en la prenant en compte que B. Collins et P. Śniady ont
développé dans [14] une façon d’intégrer tout polynôme contre la mesure de Haar sur tous les
groupes classiques. Ils simplifièrent et généralisèrent ainsi le travail [10], qui fut initié par les
calculs [55] du physicien D. Weingarten. Dans le chapitre 2, on s’intéresse au même problème
quand la variable aléatoire considérée n’est plus distribuée suivant la mesure de Haar mais égale
en loi à la marginale unidimensionnelle d’un mouvement brownien. Notre énoncé principal est
le théorème 1.1.18, résultat qui, comme il est expliqué dans la section 1.1.4, permet de retrouver
indépendemment celui de B. Collins et P.Śniady avec le calcul stochastique pour seul outil.
Une propriété remarquable des expressions obtenues de ces deux facons est qu’elles se prêtent
bien à une étude asymptotique, lorsque l’on considère la suite des groupes d’une même série.
Elles déterminent le comportement d’une famille d’observables décrite par la dualité de Schur-
Weyl, qui ne dépend pas de la dimension des groupes mais seulement du type de série considérée.
C’est en développant cette observation que l’on étudie dans les chapitres 3 et 4 le mouvement
brownien et la mesure de Yang-Mills pour des groupes de Lie de grande dimension.
Une première quantité qui peut être décrite par ces observables est la mesure empirique des
valeurs propres d’un mouvement brownien. Il était connu de [5, 56, 35] que celle-ci converge en
un sens faible vers une mesure déterministe sur le cercle unité qui ne dépend pas de la série
5considérée. Le théorème 1.3.7 établit que les fluctuations autour de cette mesure déterministe
sont de nature gaussienne et dépendent du type de série considérée. Il apparaît que le champ
gaussien décrivant ces fluctuations pour la série des groupes unitaires permet de décrire naturel-
lement les fluctuations pour les autres types de séries de groupes de Lie compact. Ces champs
gaussiens apparaissent également comme une déformation de ceux qui décrivent les fluctuations
de la mesure empirique de grandes matrices distribuées suivant la mesure de Haar telles qu’elles
ont été décrites par [19]. On retrouve et on généralise par ce théorème un résultat de T. Lévy
et M. Maïda [36], qui étudie ces mêmes fluctuations pour la série des groupes unitaires. Notre
approche est indépendante de celle de [36] et démontre la convergence d’une famille de cumu-
lants. On montre que la suite des mouvements browniens sur les groupes d’une série compacte
classique converge à tout ordre. C’est l’objet du théorème 1.3.8.
Cette approche admet deux avantages. D’une part, elle s’adapte simplement pour montrer
des fluctuations d’une autre échelle. On s’est inspiré ici du papier [11], qui démontre qu’un
tel comportement a lieu dans un cadre général, pour des matrices aléatoires de loi invariante
par conjugaison. Le corollaire 1.3.10 montre que les coeﬃcients de ces grandes matrices de
mouvements browniens, ou de leurs puissances, se comportent comme des gaussiennes de variance
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N . Ce résultat étend à d’autres familles de variables aléatoires et à des groupes de diﬀérentes
séries un théorème de F. Benaych [4] concernant les coeﬃcients de matrices unitaires. Ici aussi,
de telles fluctuations avaient été démontrées dans [15]. D’autre part, elle permet de mener une
étude asymptotique de la mesure de Yang-Mills.
Dans le texte [35], T. Lévy montre que la mesure de Yang-Mills se concentre asymptoti-
quement sur un objet déterministe appelé champ maître planaire. On résout dans cette thèse
le problème des fluctuations autour de cette limite. Une diﬃculté de cette étude venait de la
complexité des fluctuations de la mesure empirique d’un seul brownien, telles qu’elles étaient
décrites dans [36]. La nouvelle preuve qu’on en donne, généralise l’approche de [34] à l’étude
des cumulants de fonctions traces de puissances, évaluées en des mouvements browniens sur des
groupes de Lie.
Le théorème 1.3.24 montre l’existence d’un champ gaussien complexe centré indexé par les
lacets de longueur finie du plan, qui décrit les fluctuations du champ d’holonomie de Yang-Mills
autour du champ maître. On appelle le champ obtenu pour la série unitaire, champ maître
gaussien planaire. Les fluctuations de la mesure de Yang-Mills pour les séries orthogonales ou
symplectiques sont décrites par la partie réelle de ce champ complexe ainsi que par une fonction
de moyenne m non triviale.
Pour montrer ce résultat, on définit un autre objet limite, qui généralise la limite à tout
ordre d’un seul mouvement brownien. Pour la série unitaire, c’est une fonction sur les ensembles
finis de lacets rectifiables que l’on appelle champ maître orienté. L’analogue de cet objet pour
les séries orthogonales et symplectiques est une seule et même fonction, qui ne dépend pas de
l’orientation des lacets et s’exprime naturellement en termes du champ maître orienté.
Un fait remarquable et observé par les physiciens Makeenko et Migdal est que le champ maître
planaire satisfait des relations diﬀérentielles quand on fait varier un lacet d’une certaine manière
6au voisinage d’un point d’intersection. Ces relations portent maintenant le nom d’équation de
Makeenko-Midgal et ont été démontrées rigoureusement par T. Lévy dans [35]. Les théorèmes
3.4.3 et 4.2.9 révèlent que ces relations admettent des analogues pour le champ maître orienté
et pour la fonction moyenne m. On montre en outre dans le théorème 3.4.13 que ces équations
permettent de caractériser toutes les fonctions décrivant la convergence à tout ordre de la mesure
de Yang-Mills.
L’étude des fluctuations de la mesure de Yang-Mills est décrite en deux temps : dans le
chapitre 3, où l’on s’intéresse au champ maître gaussien et au champ maître orienté, puis, dans
le chapitre 4, où l’on considère le comportement asymptotique de la mesure de Yang-Mills pour
les séries de groupes compacts orthogonaux et symplectiques.
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Chapitre 1
Introduction
1.1 Mouvement brownien sur les groupes de Lie compacts clas-
siques
1.1.1 Définitions
Introduisons ici le premier objet jouant un rôle central dans ce mémoire, à savoir le mou-
vement brownien sur un groupe de Lie compact. Considérons tout d’abord un groupe de Lie
de dimension finie G, d’identité Id et d’algèbre de Lie g. On peut pour gagner en simplicité,
en perdant un peu en généralité, considérer un sous-groupe fermé du groupe linéaire GLN (C).
Une première manière de définir un mouvement brownien sur G consiste à généraliser les pro-
priétés caractéristiques d’un mouvement brownien standard : indépendance et stationnarité des
accroissements, et continuité des trajectoires.
Définition 1.1.1. Un mouvement brownien à droite sur G est un processus de Markov (Zt)t≥0,
à valeurs dans G, vérifiant les conditions suivantes :
1. Pour toute suite ordonnée de réels 0 = t0 < t1 < . . . < tn+1, les variables aléatoires
(Z−1ti Zti+1)0≤i≤n sont indépendantes et Z
−1
t1 Zt2 a même loi que Zt2−t1.
2. Presque sûrement, la fonction t ∈ R+ ￿→ Zt ∈ G est continue.
Le générateur d’un tel processus peut être décrit comme suit. Pour tout entier k ∈ N∪ {∞},
notons Ckc (G) l’espace vectoriel des fonctions à support compact, de classe Ck sur la variété G.
À chaque élément X ∈ g est associé un opérateur diﬀérentiel d’ordre 1 sur G, qu’on notera LX ,
tel que pour toute fonction f ∈ C1(G) et g ∈ G,
LX(f)(g) = ddt
￿￿￿￿
t=0
f(g exp(tX)). (1.1)
Théorème 1.1.2 (Hunt-Heyer, [39]). Si (Zt)t≥0 est un mouvement brownien à droite sur G,
alors il existe un vecteur V ∈ g et une famille libre X1, . . . ,Xn ∈ g tels que pour toute fonction
f ∈ C2c (G), on ait
lim
t→0E
￿
f(Zt)− f(Id)
t
￿
=
￿
LV (f) + 12
n￿
i=1
LXi ◦ LXi(f)
￿
(Id). (1.2)
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Réciproquement, si D est un opérateur diﬀérentiel d’ordre 2 sur G s’écrivant D = LV+￿ni=1 LXi◦
LXi , alors il existe un mouvement brownien à droite sur G dont le générateur est défini sur C2c (G)
et coïncide avec D, ce qui signifie que l’égalité (1.2) a lieu.
Si la famille X1, . . . ,Xn de g est génératrice, alors l’opérateur diﬀérentiel D est dit elliptique.
Considérons une mesure de Haar dµ sur G invariante par translations à droite. Sous l’hypothèse
d’ellipticité, il existe une unique fonction (t, g) ∈ R+∗×G ￿→ pt(g) ∈ R+ infiniment diﬀérentiable
telle que pour tout t > 0, la mesure µt(dg) = pt(g)µ(dg) soit une mesure de probabilité vérifiant￿ ( ∂∂t −D)p = 0,
µt =⇒
t￿0
∂Id. (1.3)
On peut alors montrer que la loi marginale d’un mouvement brownien au temps t ≥ 0 est µt.
La mesure µt est l’analogue de la loi gaussienne de variance t sur G et la condition d’ellipticité
implique que la densité pt vérifie pt(g) > 0, pour tout (t, g) ∈ R∗+ × G. Pour toute variable
aléatoire X à valeurs dans G, notons supp(X) le support de sa loi. Si D est elliptique, pour tout
t > 0, supp(Zt) = G. Si en outre, le groupe G est compact, la famille de mesures (µt)t≥0 est une
interpolation entre la mesure de Dirac en l’identité et la mesure de Haar normalisée µ au sens
où µt converge en loi vers µ.
On remarque que le générateur D ne dépend de la famille (Xi)1≤i≤n qu’à travers le produit
scalaire sur vect{X1, . . . ,Xn} qui la rend orthonormale. Le théorème précédent montre que les
mouvements browniens à droites de générateur elliptique sont paramétrés par les couples formés
d’un produit scalaire sur g et d’un vecteur V ∈ g, appelé vecteur de dérive. Si ￿·, ·￿ est un produit
scalaire sur g, dont la norme 2 associée est notée ￿ · ￿, on définit une distance d sur G en posant
pour toute paire d’éléments (α,β) ∈ G2,
d(α,β) = inf
￿ 1
0
￿γ−1(t)γ˙(t)￿dt,
où l’infimum est pris sur l’ensemble des courbes γ : [0, 1] → G, C1 par morceaux, telles que
γ(0) = α et γ(1) = β. Cette distance est par construction invariante par translations à gauche,
c’est-à-dire que pour tous g,α,β ∈ G, d(gα, gβ) = d(α,β).
Un produit scalaire ￿·, ·￿ et un vecteur V de g étant fixés, on peut construire le mouvement
brownien à droite qui leur est associé, comme solution d’une équation diﬀérentielle stochastique
décrivant l’enroulement du mouvement brownien linéaire standard de (g, ￿·, ·￿) sur le groupe G.
Rappelons que nous supposons que G est un sous-groupe fermé de GLN (C) et indiquons 1 une
façon de construire un tel enroulement. Choisissons un vecteur de dérive V ∈ g, notons (Kt)t≥0
un mouvement brownien sur (g, ￿·, ·￿). Désignons par (Ei,j)1≤i,j≤N la base canonique de MN (C)
et par ￿￿dKtdKt￿￿ la matrice de variation quadratique ￿l￿￿(dKt)i,l(dKt)l,j￿￿Ei,j . L’équation dif-
férentielle stochastique
dZt = ZtdKt +
1
2Zt￿￿dKtdKt￿￿+ ZtV dt. (1.4)
admet une unique solution forte qui est un processus de Markov à valeurs dans MN (C). Le
semi-groupe de transition de ce processus de Markov est invariant par translations à gauche
par G. En particulier, la loi du temps d’explosion de la solution ne dépend pas des conditions
initiales et on peut en déduire que presque sûrement, la solution n’explose pas.
1. On explicitera cette construction dans le cas des groupes compacts classiques dans le chapitre suivant.
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Explicitons la formule d’Itô pour le processus (Zt)t≥0. Soient (Xi)1≤i≤n une base orthonormée
de (g, ￿·, ·￿) et f ∈ C∞(MN (C)). Si l’on note ∂fM et ∂2fM les formes diﬀérentielles usuelles de
MN (C) au point M ∈MN (C), l’équation (1.4) et la formule d’Itô montrent que
df(Zt) = ∂fZt(ZtV )dt+
N2￿
i=1
∂fZt(ZtXi)￿Xi, dKt￿
+ 12
￿
1≤i,j≤N2
∂2fZt(ZtXi, ZtXj)￿￿￿Xi, dKt￿, ￿Xj , dKt￿￿￿.
Étendons légèrement la définition (1.1) de L. Pour tout X ∈MN (C) et ϕ ∈ C∞(MN (C)), on dé-
finit une fonction C∞(MN (C)) en posant pourM ∈MN (C), LX(ϕ)(M) = ddt
￿￿￿
t=0
ϕ(M exp(tX)).
On a alors ∂fM (MX) = LX(f)(M) et
LX ◦ LX(f)(M) = LX2(f)(M) + ∂2fM (MX,MX).
La formule d’Itô montre donc que pour tout t ≥ 0,
df(Zt) = LV (f)(Zt)dt+
n￿
i=1
LXi(f)(Zt)￿Xi, dKt￿+
1
2LXi ◦ LXi(f)(Zt)dt.
En particulier, si f est invariante par l’action de G par translations à droite sur MN (C), alors,
presque sûrement, (f(Zt))t≥0 est constant. On peut en déduire que le processus (Zt)t≥0 est
presque sûrement à valeurs dans G, puis que c’est un mouvement brownien sur G. En outre,
on peut également montrer à partir de la formule précédente que le générateur du processus
Markovien (Zt)t≥0 est bien défini sur C2(G) et coïncide sur cet espace avec D = LV + 12
￿
i LXi ◦
LXi . Ce point de vue sera utilisé pour chacun des groupes que nous rencontrerons.
Complétons cette description par une propriété d’invariance de ces mouvements browniens.
Appelons mouvement brownien à gauche sur G un processus de Markov (St)t≥0 à valeurs dans
G tel que (S−1t )t≥0 est un mouvement brownien à droite. Si (Zt)t≥0 est un mouvement brownien
à droite solution de l’équation diﬀérentielle stochastique (1.4), alors (Z−1t )t≥0 est un mouvement
brownien à gauche vérifiant
d(Z−1t )Zt = −V dt− dKt +
1
2￿￿dKt.dKt￿￿. (1.5)
Pour tout g ∈ G, désignons par la même notation Ad(g) l’application de conjugaisons par g,
Ad(g) : G→ G, ainsi que sa diﬀérentielle Ad(g) : g→ g. Si (Zt)t≥0 est sans dérive, c’est-à-dire,
si V = 0, alors (Zt)t≥0 est invariant par conjugaison si et seulement si Ad(g) est une isométrie
de (g, ￿·, ·￿) pour tout g ∈ G. Dans ce cas, (Zt)t≥0 a en outre même loi que (Z−1t )t≥0.
L’hypothèse d’invariance par conjugaison, avec laquelle nous travaillerons par la suite, est
très restrictive, puisqu’elle contraint le groupe G à être le produit cartésien d’un groupe compact
et d’un groupe isomorphe à Rn.
Lemme 1.1.3 ([43]). Soit G un groupe de Lie connexe de dimension finie d’algèbre de Lie g. Il
existe un produit scalaire sur g telle que pour g, Ad(g) : g→ g est une isométrie si et seulement
si G est isomorphe en tant que groupe de Lie à K × Rn, où K est un groupe de Lie compact.
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Cette condition peut être reformulée en une condition sur la distance d associée à ￿·, ·￿ :
l’action par conjugaison du groupe G sur son algèbre de Lie g préserve le produit scalaire ￿·, ·￿
si et seulement si d, qui était invariante par translations à gauche par construction, est en outre
invariante par translations à droite. On dit alors que d est bi-invariante. Si d est bi-invariante,
l’application d’inversion du groupe G est une isométrie de (G, d) et toute géodésique passant
par l’identité est la restriction d’un morphisme de groupe de R dans G. C’est donc l’image d’un
segment de g contenant 0 par l’application exp : g → G. La distance d prend alors la forme
explicite suivante. Pour tout α,β ∈ G,
d(α,β) = inf{￿X￿ : X ∈ g, exp(X) = α−1β}.
Exemple 1.1.4. Considérons le groupe unitaire U(N) = {U ∈ GLN (C) : U∗U = Id}, d’algèbre
de Lie u(N) = {X ∈ MN (C) : X∗ +X = 0}, pourvue du produit scalaire qui à chaque paire de
vecteurs X,Y ∈ u(N), associe ￿X,Y ￿ = −Tr(XY ). Pour toute matrice unitaire U ∈ U(N), de
valeurs propres eiθ1 , . . . , eiθN , avec θ ∈]− π,π]N , d(Id, U)2 =￿Ni=1 θ2i .
Si un groupe compact G admet un centre fini alors l’espace des métriques bi-invariantes
est beaucoup plus restreint. Pour tout X ∈ g, notons ad(X) ∈ End(g), la dérivée en Id de
l’application Ad : G → GL(g), donnée par ad(X) = LX(Ad). Pour toute paire (X,Y ) ∈ g,
notons Kg(X,Y ) = Trg(ad(X) ◦ ad(Y )). Pour toute variable aléatoire X sur G, notons supp(X)
le support de sa loi.
Théorème 1.1.5. Si G est un groupe de Lie compact de centre fini, la forme bilinéaire −Kg
est, à un scalaire près, l’unique produit scalaire sur g invariant par conjugaison.
Sous les hypothèses du théorème 1.1.5, on peut donc parler d’un mouvement brownien ca-
nonique sur le groupe G.
Exemple 1.1.6. Le groupe SU(N) des matrices unitaires de déterminant 1 a un centre iso-
morphe à Z/NZ. Si ￿·, ·￿ désigne le produit scalaire de u(N), défini dans l’exemple 1.1.4, alors
pour toute paire de vecteurs X,Y ∈ su(N) = {u ∈ u(N) : Tr(u) = 0}, Ksu(N)(X,Y ) =
−2N￿X,Y ￿. En revanche, le centre de U(N) est isomorphe au cercle {zId : z ∈ C, |z| = 1}
et u(N) = iId ⊕ su(N). La seule forme linéaire sur su(N) invariante par conjugaison est la
forme nulle. L’espace des produits scalaires sur u(N) invariant par conjugaison est donc de di-
mension 2 : si b est un produit scalaire invariant sur u(N), alors il existe α,β ∈ R∗+, tels que,
pour tout u = (iθ, x) ∈ u(N), b(u, u) = αθ2 + β￿x, x￿ = 1N (β − 1Nα)Tr(u)2 − βTr(u2).
Le théorème 1.1.5 admet le corollaire suivant.
Corollaire 1.1.7. Si G est un groupe de Lie compact de centre fini, il existe, à changement de
temps près, un unique mouvement brownien invariant par conjugaison sur G, tel que supp(Z1) =
G.
Exemple 1.1.8. L’application ϕ : g ∈ SU(2) ￿→ Ad(g) ∈ Isom(su(2),Ksu(2)) ￿ SO(3), est
un morphisme de groupe surjectif ayant pour noyau {−Id, Id}. C’est en outre une isométrie : si
a, b ∈ su(2), alors Ksu(2)(a, b) = Kso(3)(ad(a), ad(b)). Si (R˜t)t≥0 (resp. (Rt)t≥0) est le mouvement
brownien canonique sur SU(2) (resp. sur SO(3)), alors (ϕ(R˜t))t≥0 a même loi que (Rt)t≥0.
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Nous supposerons désormais que G est un groupe compact et on considère (Zt)t≥0 un mou-
vement brownien invariant par conjugaison sr G. On munit le groupe G de sa mesure de Haar
normalisée et si f est une fonction continue sur G, on note son intégrale par rapport à la mesure
de Haar ￿
G
f(g)dg.
1.1.2 Fonctions invariantes par conjugaison, théorème de Peter-Weyl
Si G agit sur un ensemble E, notons EG l’ensemble des points de E fixés par G. Rappe-
lons qu’une représentation irréductible de dimension finie d’un groupe G est la donnée d’un
espace vectoriel complexe de dimension finie V et d’un morphisme ρ : G → GLC(V ) tel que
les seuls sous-espaces vectoriels stables par ρ(G) de V sont {0} et V . Si (V1, ρ1) et (V2, ρ2)
sont deux représentations, le groupe G agit sur Hom(V1, V2) : si g ∈ G et f ∈ Hom(V1, V2),
g.f = ρ2(g)fρ1(g−1). On dit que ces deux représentations sont isomorphes si il existe un
isomorphisme f ∈ Hom(V1, V2)G, on note alors V1 ￿G V2. Si G est un groupe compact, le
lemme de Schur caractérise Hom(V1, V2)G : soit V1 ￿G V2, via un isomorphisme ϕ et alors
Hom(V1, V2)G = Cϕ, soit Hom(V1, V2)G = {0}.
Soit (V, ρ) une représentation irréductible de G. En moyennant par rapport à la mesure de
Haar un produit scalaire hermitien arbitrairement choisi sur V , on obtient un produit scalaire
hermitien invariant par G. Le lemme de Schur implique qu’il existe, à un scalaire près, un unique
produit scalaire invariant sur V . En particulier, l’application d’adjonction ∗ : End(V )→ End(V )
est définie indépendamment du choix du produit hermitien invariant.
Lemme 1.1.9. Soient (V, ρ) une représentation irréductible de G. Si (Zt)t≥0 est un mouvement
brownien invariant sur G, sans dérive, alors il existe une constante cρ ∈ R+, telle que pour tout
t ≥ 0,
E[ρ(Zt)] = e−cρtIdV . (1.6)
Preuve. L’invariance de Z entraîne que pour tout t ≥ 0, E[ρ(Zt)] ∈ End(V )G. De plus, pour
s, t ≥ 0, E[ρ(Zt+s)] = E[ρ(Zt)]E[ρ(Gs)] ∈ End(V )G. D’après le lemme de Schur, il existe cρ ∈ C
tel que E[ρ(Zt)] = ecρtIdV . En outre, (Zt)t≥0 a même loi que (Z−1t )t≥0, donc E[TrV (ρ(Zt))] ∈ R.
Comme le groupe est compact, on en déduit que cρ ≥ 0.
Une autre conséquence importante est la formule d’orthogonalité des caractères. Pour tout
espace vectoriel V de dimension finie, on désignera respectivement par TrV et trV la trace
usuelle de End(V ) et sa normalisation vérifiant trV (IdV ) = 1. Soient (V, ρV ) et (W, ρW ) deux
représentations irréductibles de G. Soient A ∈ End(V ) et B ∈ End(W ). Si V ￿ G W , alors￿
GTrV (AρV (g))TrW (BρW (g))dg = 0. Si V =W , alors￿
G
TrV (AρV (g))TrW (BρW (g))dg =
1
dim(V )TrV (AB
∗). (1.7)
Le théorème suivant montre que les formules (1.6) et (1.7) permettent en principe d’intégrer toute
fonction de L2(G, dg) contre une marginale unidimensionnelle du mouvement brownien ou contre
la mesure de Haar 2. Désignons par Gˆ l’ensemble des classes d’isomorphismes des représentations
2. Un outils d’intégration fondamental sur les groupes de Lie compact est la formule de Weyl. Nous n’utiliserons
pas cette formule dans ce texte, il semble délicat d’en extraire des informations asymptotiques, lorsque la dimension
du groupe tend vers l’infini, afin de retrouver les résultats énoncés dans la section 1.3.
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irréductibles de G. Pour tout λ = (Vλ, ρλ) ∈ Gˆ, soit Rλ l’ensemble des coeﬃcients matriciels de la
représentation λ, c’est-à-dire, l’ensemble de fonctions {g ∈ G ￿→ TrVλ(Aρλ(g)) : A ∈ End(Vλ)}.
Enfin, notons R =￿λ∈GˆRλ.
Théorème 1.1.10 (Peter-Weyl, [8]). L’ensemble R est dense pour la norme uniforme dans
C(G).
Rappelons que L2(G, dg) est pourvue d’une structure d’algèbre pour le produit de convolution
usuel. Notons
Θ :
￿
λ∈Gˆ
End(Vλ) −→ R
A ￿−→
￿
g ￿→ dim(Vλ)TrVλ(Aρλ(g−1))
￿
.
Munissons ￿λ∈Gˆ End(Vλ), du produit scalaire qui associe à (A,B) ∈ End(Vλ) × End(Vµ),￿A,B￿ = dim(Vλ)Tr(AB∗), si λ = µ et 0, sinon. La formule (1.7) montre que Θ est un anti-
isomorphisme d’algèbre qui est en outre une isométrie d’inverse
Θ−1x : R −→ ￿
λ∈Gˆ
End(Vλ)
φ ￿−→￿
λ
φˆ(λ),
où pour toute fonction φ ∈ R et toute représentation λ = (Vλ, ρλ) ∈ Gˆ,
φˆ(λ) =
￿
G
ρλ(g)φ(g)dg ∈ End(Vλ).
D’après le théorème de Peter-Weyl, ces deux isomorphismes se prolongent en des isométries
unitaires entre L2(G, dg) et￿λ∈Gˆ End(Vλ). Cette décomposition est analogue à la décomposition
en série de Fourier des fonctions périodiques. Appliquons la à la fonction pt ∈ L2(G, dg). Pour
toute représentation irréductible λ = (Vλ, ρλ) de G et g ∈ G, notons
Σλ(g) = Θ(IdVλ) = dim(Vλ)Tr(ρλ(g)).
En utilisant la notation du Lemme 1.1.9, on trouve que pour tout t > 0, l’égalité suivante a lieu
dans L2(G, dg),
pt =
￿
λ∈Gˆ
e−cλtΣλ. (1.8)
On peut en outre montrer la convergence de cette somme en des sens plus forts.
Théorème 1.1.11 ([39]). Pour tout η > 0, la série de fonctions ￿λ∈Gˆ e−cλtΣλ converge uni-
formément sur [η,∞[×G vers la fonction pt.
Exemple 1.1.12. Si G = U(1), g = iR est munie du produit scalaire usuel, le mouvement
brownien est égal en loi à (eiBt)t≥0. Les représentations irréductibles sont les applications z ∈
U(1) ￿→ zn ∈ U(1) et E[einBt ] = e−n
2t
2 . La décomposition (1.8) correspond à la décomposition en
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série de Fourier de θ ￿→ pU(1)t (eiθ) et pU(1)t (eiθ) =
￿
n∈Z e−
n2t
2 einθ. Un calcul direct montre que
la densité d’une marginale est donnée par
pU(1)t (eiθ) =
1√
2πt
￿
n∈Z
e−
(θ−2nπ)2
2t ,
expression qui est la transformée de Poisson de la formule précédente.
Si G = SU(2), G est isomorphe au groupe des quaternions unitaires UH(1) = {q ∈ H : q∗q =
1} par l’application
￿
a −b¯
b a¯
￿
∈ SU(2) ￿→ a + bj ∈ UH(1). L’algèbre de Lie su(2), munie du
produit scalaire −Ksu(2) a pour image l’algèbre de Lie H0 = {q ∈ H : Re (q) = 0}, munie du
produit scalaire (q,σ) ∈ H02 ￿→ 4Re (x∗y). Le générateur du mouvement brownien sur SU(2)
associé à ce produit scalaire est ∆su(2) = 18
￿
L2i + L2j + L2k
￿
. Pour tout n ∈ N, SU(2) agit linéai-
rement sur l’espace Λn des polynômes homogènes de degré n par changement de coordonnées.
On peut montrer facilement que l’on définit ainsi une représentation irréductible de dimension
n + 1 telle que si θ ∈ R, TrΛn(
￿
eiθ
e−iθ
￿
) = ￿nk=0 ei(n−2k) = sin(n+1)θsin θ . Si l’on note Tn le
nième polynôme de Tchebycheﬀ de seconde espèce, c’est-à-dire le polynôme de degré n tel que
Tn(cos(θ)) = sin(n+1)θsin θ , alors pour tout g ∈ SU(2),
ΣΛn(g) = (n+ 1)Tn+1(
1
2Tr(g)).
D’autre part, une manière d’expliciter la constante cΛn est de calculer l’action du générateur
1
2∆su(2) sur un polynôme homogène. Comme l’opérateur ∆su(2) commute à l’action de SU(2) sur
Λn, on sait d’après le lemme de Schur que celui-ci agit par multiplication par une constante
−cΛn sur Λn. On trouve par exemple, ∆su(2)Xn = −n(n+2)8 Xn. On en déduit que cΛn = n(n+2)16
et pour tout g ∈ SU(2), ayant pour valeur propre eiθ,
pSU(2)8t (g) =
￿
n≥0
(n+ 1)e−
n(n+2)t
2 Tn+1(
1
2Tr(g))
= e
t
2
eiθ − e−iθ
￿
n∈Z∗
ne−
n2t
2 einθ
Remarquons au passage, que l’on peut exprimer le noyau de la chaleur sur SU(2) en fonction de
celui sur U(1) : si g ∈ SU(2) admet comme valeur propre eiθ, alors
pSU(2)8t (g) =
e
t
2
2 sin(−θ)∂θp
U(1)
t (eiθ)
= e
t
2
2t
√
2πt
￿
n∈Z
θ − 2nπ
sin θ e
− (θ−2nπ)22t .
Nous nous concentrerons dans ce mémoire sur les trois séries de groupes de Lie compacts
orthogonale, unitaire et symplectique. Rappelons que les éléments de la troisième sont les groupes
de matrices Sp(2N) = {S ∈ U(2N) : StJS = J}, où J =
￿
0 IN
−IN 0
￿
. Lorsque le groupe
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G fait partie de ces trois séries, il existe une autre famille dense dans l’espace L2(G, dg), qui a
le désavantage de ne pas être orthogonale mais qui se comporte bien quand la dimension des
groupes tend vers l’infini.
1.1.3 Dualité de Schur-Weyl
Il s’agit simplement de l’ensemble O des polynômes homogènes en les coeﬃcients et leurs
conjugués complexes, des éléments de ces groupes vus comme matrices complexes. Pour tout
polynôme P ∈ O sur G, de degré d, il existe n,m ∈ N avec n +m = d et M ∈ End((CN )⊗d),
vérifiant pour tout g ∈ G,
P (g) = Tr(M.g⊗n ⊗ g¯⊗m). (1.9)
Remarquons que pour les groupes orthogonaux et symplectiques, quitte à modifier M, on peut
supposer que m = 0. En eﬀet, notons V la représentation standard de G. Pour tout g ∈ G, la
matrice de la représentation de g sur V ∗, dans la base base duale de la base canonique, est g¯. Cet
argument peut se reformuler ainsi. Si G est orthogonal ou symplectique, alors la représentation
V vérifie V ￿G V ∗, où l’isomorphisme est un isomorphisme de représentations complexes, unique
à un scalaire près et associé canoniquement à une forme bilinéaire symétrique ou antisymétrique
fixée par G. En revanche, si G est unitaire, alors V ￿ G V ∗ en tant que représentation complexe.
De façon analogue au lemme de Schur, la dualité de Schur-Weyl permet de caractériser les
fonctions de O invariantes par conjugaison. Pour M ∈ End((CN )⊗d), le polynôme (1.9) est inva-
riant par conjugaison si et seulement si l’action deM commute à celle de G sur V ⊗n⊗V ∗⊗m. La
dualité de Schur-Weyl décrit explicitement l’algèbre End(V ⊗n ⊗ V ∗⊗m)G des endomorphismes
de V ⊗n⊗V ∗⊗m commutant à l’action de G. Informellement, ces algèbres sont engendrées linéai-
rement par les appariements des tenseurs de V ⊗n⊗V ∗⊗m⊗V ∗⊗n⊗V ⊗m ￿ End(V ⊗n⊗V ∗⊗m).
Donnons un analogue élémentaire de la dualité de Schur-Weyl pour le groupe symétrique
SN , agissant sur V = CN par permutation des éléments de la base canonique. Cette action est
orthogonale et on a donc V ￿SN V ∗. Notons Pd l’ensemble des partitions de S = {1, . . . , d} ×
{−1, 1} et munissons C[Pd] d’une structure d’algèbre de la façon suivante. Considérons deux
partitions π, η ∈ Pd que l’on représente dans le plan. La concaténation de π au dessus de η
induit une partition π ◦ η ∈ Pd et l(π, η) blocs situés au milieu du diagramme (voir figure 1.1).
Pour z ∈ C∗, on pose alors π.η = zl(π,η)π ◦ η et on étend bilinéairement l’application · à C[Pd].
= z
Figure 1.1 – Multiplication π.η où π et η sont les partitions de {1, . . . , 4} × {−1, 1}
données par π = {{(1,−1), (3, 1), (4, 1)}, {(2,−1)}, {(3,−1), (4,−1)}, {(1, 1), (2, 1)}}} et η =
{{(1, 1), (1,−1), (2,−1), (3,−1)}, {(2, 1), (3, 1), (4, 1)}, {(4,−1)}}.
Cette forme bilinéaire définit une multiplication sur C[Pd]. On définit ainsi une algèbre unitaire
que l’on note Pd(z), pourvue d’une représentation naturelle ρ sur V ⊗d (avec V = CN ), qui à
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chaque partition π ∈ Pd, associe
ρ(π) =
￿
f
d￿
i=1
Ef(i,1),f(i,−1),
où la somme porte sur les fonctions f : S → {1, . . . , N}, constantes sur les blocs de π. Introdui-
sons en outre,
ρ0(π) =
￿
f
d￿
i=1
Ef(i,1),f(i,−1),
où la somme porte sur les fonctions f : S → {1, . . . , N}, constantes sur les blocs de π et prenant
des valeurs distinctes sur chaque bloc. Le groupe SN agit diagonalement sur V ⊗d. L’application
ρ0 n’est pas un morphisme d’algèbre mais on vérifie facilement que End(V ⊗d)SN = ρ0(Pd(N)).
Notons ≤ l’ordre sur Pd induit par l’inclusion d’ensemble sur S. Pour tout π ∈ Pd, ρ(π) =￿
π≤µ ρ0(µ), on en déduit le résultat suivant.
Théorème 1.1.13 ([30, 27]). Pour tout entier n ∈ N, End(V ⊗d)SN = ρ0(Pd(N)) = ρ(Pd(N)).
Aux trois groupes considérés O(N), Sp(2N) et U(N) sont associées trois algèbres Bd(N),
Bd(−2N) et Bn,m(N), appelées respectivement algèbres de Brauer et algèbre de Brauer murée.
Les algèbres Bd(N) et Bd(−2N) sont les sous-algèbres de Pd(N) et Pd(−2N) engendrées par les
partitions par paires. L’algèbre Bn,m(N) est la sous-algèbre de Bd(N) engendrée par les apparie-
ments de {−m, . . . ,−1} ∪ {1, . . . , n} × {−1, 1} tels que chaque paire admet une représentation
dans le plan qui croise exactement un axe de coordonnées. On verra dans le chapitre suivant
que l’algèbre Bd(−2N) admet une représentation sur (C2N )⊗d qu’on désignera également par ρ.
Munissons Pd(z) de la forme linéaire τz qui a une partition π ∈ Pd de {1, . . . , d}×{−1, 1} associe
z#π¯−d, où π¯ est la partition de {1, . . . , d}, image de la projection de π sur l’axe des abscisses.
On verra que la représentation ρ : Bn(−2N)→ End(V ⊗d) vérifie
1
dim(V )dTrV ⊗d ◦ ρ = τz. (1.10)
Notons ∗ : Pd(z)→ Pd(z) l’application antilinéaire qui à une partition π ∈ Pd associe sa symétrie
par rapport à l’axe des abscisses. Les représentations ρ des sous-algèbres A de C[Pd] mentionnées
ci-dessus définissent, pour chacune des valeurs de z considérées, la forme quadratique x ∈ A ￿→
Tr(ρ(x)∗ρ(x)) = τz(x∗x).
Théorème 1.1.14 (Schur-Weyl, [23]). Pour tous entiers n,m ∈ N, End(V ⊗n ⊗ V ∗⊗m)G vaut
respectivement ρ(Bd(N)), ρ(Bn,m(N)) et ρ(Bd(−2N)), si G = O(N),U(N) ou Sp(2N).
Exemple 1.1.15. Si G = U(N) et m = 0, l’algèbre Bn,0 est isomorphe à l’algèbre du groupe
C[Sn] qui agit naturellement sur V ⊗n par permutation des tenseurs. Si σ ∈ Sn, admet ak cycles
de longueur k pour tout k ∈ {1, . . . , n} et U ∈ U(N), Tr(ρ(σ)U⊗n) = ￿nk=1Tr(Uk)ak .
Exemple 1.1.16. Notons V ￿1￿ = V = C2 et V ￿−1￿ = V ∗ la représentation contragrédiente. Si
G = SU(2) ￿ Sp(1), pour toute partition π de S = {1, . . . , d}× {−1, 1}, notons tπ le tenseur
tπ =
￿
{u,v}∈π
u1≤u2
φu,v ∈
￿
(x,ε)∈S
V ￿ε￿ ￿ End(V ⊗d),
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où φu,v ∈ V ￿u2￿ ⊗ V ￿v2￿, vaut IdV ￿u2￿, si u2 = −v2 et detV ￿−u1￿ , si u2 = v2. Notons (i j) la
transposition de i et j, vue comme un élément de Bd(−2) et ￿i j￿ l’appariement composé de
{(i,−1), (j,−1)}, {(i, 1), (j, 1)} et {(k,−1), (k, 1)} pour k ∈ {1, . . . , d}\{i, j}. Remarquons 3 que
t￿i i+1￿ = IdV ⊗d − t(i j). (1.11)
On peut montrer que l’ensemble {￿i i+1￿, (i i+1), 1 ≤ i ≤ d−1} engendre Bd(−2) en tant qu’al-
gèbre. En outre, on verra au chapitre suivant qu’il existe un choix de signe tel que l’application
ρ : π ∈ Bd(−2) ￿→ ±tπ ∈ EndSU(2)(V ⊗d), soit un morphisme d’algèbre. L’égalité de Mandelstam
(1.11), combinée avec ces deux faits, montre que la sous-algèbre TLd(−2) de Bd(−2) formée des
appariements non-croisés vérifie
EndSU(2)(V ⊗d) = ρ(TLd(−2)).
L’algèbre TLd(−2) est appelée dans la littérature algèbre de Temperley-Lieb.
1.1.4 Formules d’intégration sur les groupes classiques
Si µ est une mesure invariante par conjugaison sur G, alors
Φµ =
￿
g⊗n ⊗ g¯⊗mµ(dg) ∈ End(V ⊗n ⊗ V ∗⊗m)G.
Expliciter cet élément pour tous n,m ∈ N, équivaut à calculer l’intégrale d’éléments de O,
c’est-à-dire à calculer l’intégrale de tout polynôme sur G contre la mesure µ.
Le calcul de Φµ, où µ est la mesure de Haar sur G, fut réalisé par B. Collins et P.Śniady
dans [14]. Dans le chapitre 2, on présente deux approches diﬀérentes de la leur, la première
fut proposée dans [13] et [57], la seconde est présentée en détail dans le chapitre 2. Tandis que
l’argument donné dans [14] repose sur la dualité de Schur-Weyl, celui donné dans [13] et [57]
s’appuie sur le premier théorème fondamental de la théorie des invariants (FFT, [[23],Thm.
5.2.2]). Cette approche permet dans le cas orthogonal et symplectique d’expliciter l’élément
de l’algèbre de Brauer représentant Φµ. L’autre point de vue que l’on propose dans le second
chapitre, est de considérer la loi de la marginale µt d’un mouvement brownien sur G et de
fournir une preuve de ces formules par calcul stochastique, n’utilisant ni théorie des invariants,
ni théorie des représentations.
Rappelons l’approche suivie par [13] et [57]. Si µ est la mesure de Haar sur le groupe G,
l’application Φµ est le projecteur hermitien sur
￿
V ⊗n ⊗ V ∗⊗m￿G . L’espace ￿V ⊗n ⊗ V ∗⊗m￿G
est déterminé par le premier théorème des invariants qui en exhibe une famille génératrice.
Connaissant une famille génératrice d’un tel espace, on peut calculer l’inverse de sa matrice de
Gram pour en déduire une expression pour le projecteur Φµ. Pour tous entiers i ≤ j, notons τ[i,j]
l’idempotent 4 1zj−i
￿j
l=i￿l l+n￿ ∈ Bn,m(N), si j ≤ n ≤ m. Notons Sn,m le sous-groupe de Sn+m
isomorphe àSn×Sm laissant stable {1, . . . , n} et {n+1, . . . , n+m} et pour chaque paire (α,β) ∈
Sn ×Sm, désignons par α× β ∈ Sn,m l’élément qui lui est naturellement associée. Le premier
théorème des invariants montre que
￿
V ⊗n ⊗ V ∗⊗n￿G coïncide avec ￿σ∈S2n Im (ρ(στ[1,n]σ−1)) si
G est orthogonal ou symplectique, et ￿σ∈Sn,n Im (ρ(στ[1,n]σ−1) si G est unitaire. Si n +m est
3. Cette égalité est connue sous le nom de relation de Mandelstam.
4. On met en garde le Lecteur contre un léger changement de notations dans le chapitre 2, où cette opérateur
sera désigné par τ˜[i,j].
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impair et G orthogonal ou symplectique ou si n ￿= m et G est unitaire, alors ￿V ⊗n ⊗ V ∗⊗n￿G = 0.
Rappelons que τz est la trace définie sur C[Pn+m] par (1.10). Notons
G2n(z) =
z3n
2nn!
￿
σ∈S2n
τz(στ[1,n])σ ∈ C[S2n]
et Gn,n(z) sa restriction à Sn ×Sn renormalisée,
Gn,n(z) =
z3n
n!
￿
α,β∈Sn
τz((α× β) τ[1,n])α× β = 1n!
￿
α,β∈Sn
z#αβ
−1
α× β ∈ C[Sn,n].
Dénotons respectivement Hn et D(Sn) les sous-groupes de S2n et Sn × Sn formés des per-
mutations σ vérifiant στ[1,n] = τ[1,n]. Notons en outre pour un sous-groupe K de S2n, PK =
1
|K|
￿
σ∈K σ. Les deux éléments définis ci-dessus vérifient G2n(z) = z2nPHn(Id + o( 1|z|))PHn et
Gn,n(z) = znPD(Sn)(Id+ o( 1|z|))PD(Sn), quand |z|→∞ et sont donc pseudo-inversibles pour |z|
assez grand. Si W2n(z) et Wn,n(z) désignent leurs pseudo-inverses respectifs dans C[S2n], on
obtient la description suivante 5.
Théorème 1.1.17 ([14]). Si n+m = 2p et G est orthogonal ou symplectique,
Φµ =
￿
σ∈S2p
ρ(σW2p(z)τ[1,p]σ−1),
où z vaut respectivement N et −2N . Si G est unitaire et n = m,
Φµ =
￿
σ∈Sn,n
ρ(σWn,n(z)τ[1,n]σ−1).
Dans les autre cas, Φµ = 0.
Les résultats présentés dans le chapitre 2 permettent de montrer ce théorème d’une troisième
façon. On présente ici cette approche. Si µt est la loi de la marginale d’un mouvement brownien
sur G au temps t, la famille d’endomorphismes (Φµt)t≥0 forme un semi-groupe à valeurs dans
EndG(V ⊗n ⊗ V ∗⊗m), dont la restriction à
￿
V ⊗n ⊗ V ∗⊗m￿G vaut l’identité. On explicite alors
la représentation de Φµt dans une algèbre de Brauer par calcul stochastique : on obtient alors
un élément ∆(z) ∈ Bd(z) ou Bn,m(z), tel que Φµt = ρ(exp(t∆(z))). Une décomposition de
l’endomorphisme de multiplication par ∆(z) sur Bd(z) montre alors que Φµt converge quand
t→∞. Si n ≤ m, on considère pour tout entier 1 ≤ k ≤ n,
Zk(z) =
(1− z−1)(2k +m− n)
2 + z
−1 ￿
i<j
i,j∈{1,...,k}∪{n+1,...,m+k}
(i j) ∈ C[Sn+m]
et
Zn,mk (z) =
2k +m− n
2 + z
−1 ￿
i<j
i,j∈{1,...,k} ou i,j∈{n+1,...,m+k}
(i j) ∈ C[Sn ×Sm].
5. La formulation du théorème suivant est légèrement diﬀérente de celle qui est donnée dans [14, 13]. Pour re-
trouver les expressions qui y sont prouvées de l’espérance d’un monôme, il faut contracter les tenseurs apparaissant
dans l’énoncé qui suit.
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On pose en outre Z0 = Zn,n0 = 0 et Z
n,m
0 = m−n2 + z−1
￿
n+1≤i<j≤m(i j). Pour tout t ≥ 0, soit
st la fonction symétrique définie par
st(X1, . . . ,Xk) =
￿
1≤i<j≤k
(Xj −Xi)−1 det

Xk−21 X
k−3
1 · · · 1 e−tX1
Xk−22 X
k−3
2 · · · 1 e−tX2
... ... ... ...
Xk−2k X
k−3
k · · · 1 e−tXk
 . (1.12)
Théorème 1.1.18. Si G est orthogonal ou symplectique
Φµt =
￿
0≤k≤n
σ∈Sn+m
1
2k(n− 2k)!ρ
￿
σst(Zn−k, . . . , Zn−1, Zn)τ[n−k,n]σ−1
￿
,
avec z valant respectivement N et −2N . Si G est unitaire,
Φµt =
￿
0≤k≤n
σ∈Sn×Sm
1
(n− k)!(m− k)!ρ
￿
σst(Zn,mn−k, . . . , Z
n,m
n−1, Z
n,m
n )τ[n−k,n]σ−1
￿
,
avec z valant N . En outre, pour tout N ∈ N∗, quand t→∞, pour z ∈ {N,−2N},
ρ (st(Zn−p, . . . , Zn−1, Zn))→ δn+m=2pW￿2p(z),
pour z = N ,
ρ
￿
st(Zn,mn−p, . . . , Zn,mn−1, Zn,mn )
￿
→ δn=m=pW￿p,p(z),
avec ￿
σ∈S2p
ρ
￿
σW(z)2pτ[1,p]σ−1
￿
=
￿
σ∈S2p
ρ
￿
σW(z)p,pτ[1,p]σ−1
￿
et ￿
σ∈Sp×Sp
ρ
￿
σWp, p(z)τ[1,p]σ−1
￿
=
￿
σ∈Sp×Sp
ρ
￿
σWp,p(z)τ[1,p]σ−1
￿
.
On déduit aisément de ce théorème que, lorsque la dimension du groupe est assez grande
devant le degré des tenseurs, le semi-groupe d’endomorphismes de V ⊗n ⊗ V ∗⊗m converge,
quand son paramètre t tend vers l’infini, vers un endomorphisme dont l’image est incluse
dans
￿
V ⊗n ⊗ V ∗⊗m￿G. La propriété de semi-groupe montre que Φ est un projecteur d’image￿
V ⊗n ⊗ V ∗⊗m￿G. Comme l’opérateur Φµt commute avec Φµ, Φ = Φµ. Le théorème 1.1.18 per-
met de la sorte de retrouver le résultat du théorème 1.1.17.
1.2 Mesure de Yang-Mills planaire
À partir de la loi d’un mouvement brownien invariant par conjugaison sur un groupe de Lie
compact G, on peut construire un autre processus aléatoire indexé non pas par R, mais par les
chemins de longueur finie du plan, et qui est compatible avec la concaténation. Heuristiquement,
un tel processus donne une façon de relever tout chemin du plan R2 dans R2 ×G. Ce processus
est appellé mesure de Yang-Mills euclidienne et a été construit de diﬀérentes manières dans
[20, 51, 38]. Ces constructions donnent un langage mathématique adéquat pour rendre rigoureuse
la notion de mesure de Yang-Mills sur l’espace des connexions d’un fibré principal ayant un espace
de base de dimension 2. On donne un aperçu de ces constructions dans le cas plus facile du plan,
qui peut être complété par celui des surfaces compactes.
21
1.2.1 Connexion sur un fibré trivial et mesure de Yang-Mills planaire
Une connexion sur le fibré trivial p : R2×G→ R2 est heuristiquement une manière de relever
un chemin de la base R2 dans l’espace total R2 × G, de façon à relier les fibres au dessus de
chaque extrémité en respectant l’action du groupe sur chaque fibre (par exemple l’action par
multiplication à droite). On peut définir cet objet de façon globale ou infinitésimale. Pour tout
chemin γ paramétré γ : [0, 1] → R2, notons γ = γ(0), γ = γ(1) et γ−1 le chemin parcouru en
sens inverse, paramétré par t ∈ [0, 1] ￿→ γ(1 − t). Si a et b sont deux chemins tels que a = b,
notons a.b leur concaténation. Notons P(R2) l’ensemble des chemins de longueur finie dans R2.
Définition 1.2.1. Une connexion sur le fibré principal p : R2 × G → R2 est la donnée d’une
famille d’applications (Tγ)γ indéxée par les chemins de longueur finie de R2 telle que pour tout
chemin γ, Tγ : p−1(γ) → p−1(γ) est équivariante par rapport à la multiplication à droite par G
et pour tous chemins a, b de longueur finie avec a = b, Ta.b = TbTa.
Notons M(R2, G) l’ensemble des applications H : P(R2) → G vérifiant Hb.Ha = Hab. Une
fonction de M(R2, G) sera dite multiplicative. Pour s : R2 → G et H ∈M(R2, G), notons TH,s
la connexion telle que pour tout chemin γ ∈ P(R2),
TH,sγ : (γ, s(γ)) ∈ p−1(γ) ￿→ (γ, s(γ)Hγ).
Pour s : R2 → G, l’application H ∈ M(R2, G) ￿→ TH,j est une bijection entre fonctions
multiplicatives et connexions sur p. Le changement d’application s : R2 → G par multiplication
à gauche par une autre application j ∈ GR2 modifie cet bijection comme suit. Pour tout j ∈ GR2 ,
l’application φj : (x, g) ∈ R2 ×G ￿→ (x, j(x)g) est appelée transformation de jauge. Pour toute
paire H ∈M(R2, G), j ∈ GR2 , on définit une fonction multiplicative en posant pour γ ∈ P(R2),
(j.H)γ = j(γ)−1Hj(γ).
Le groupe de jauge J = GR2 agit sur l’espace des connexions par adjonction, de sorte que si
H ∈M(R2, G), j ∈ J et s : R2 → G,
φjT
H,sφ−1j = TH,js = T s
−1js.H,s.
Munissons G de la tribu borélienne et GP(R2) de la tribu cylindrique C = σ(Hγ , γ ∈ P(R2)).
Appelons lacet un chemin γ ∈ P(R2) tel que γ = γ et notons L(R2) ce sous-ensemble de P(R2).
Munissons P(R2) d’une distance en posant pour toute paire c1, c2 ∈ P(R2),
d(c1, c2) = inf ￿c˜1 − c˜2￿∞ + |￿(c1)− ￿(c2)|,
où l’infimum est pris sur toutes les paramétrisations c˜1, c˜2 : [0, 1]→ R2 des deux chemins c1 et c2.
On appelleramesure de Yang-Mills planaire une mesure de probabilitéYM sur (M(P(R2), G), C),
telle que
a) si (γjn)n≥0,1≤j≤m sont des suites de P(R2), (γj)1≤j≤m ∈ P(R2)m avec d(γjn, γj)→ 0, γjn = γj
et γjn = γj , alors (Hγjn)1≤j≤m converge en loi vers (Hγj ).
b) si F1, . . . , Fk sont k ouverts simplement connexes, bornés, deux à deux disjoints, dont le
bord est l’image des lacets ∂v1F1, . . . , ∂vkFk ∈ L(R2) basés des points v1, . . . , vk, alors, sous
YM, (H∂v1F1 , . . . ,H∂vkFk) a la même loi que (Z1,|F1|, . . . , Zk,|Fk|), où |F | désigne l’aire d’un
domaine F et (Zi,t)t≥0,1≤i≤k est une famille de k mouvements browniens invariants par
conjugaison sur G, indépendants et identiquement distribués.
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1.2.2 Mesure de Yang-Mills discrète
Soit G = (V,E,F) un graphe fini, plongé dans R2, tel que chaque arête est réalisée par un
élément de P(R2). Notons P(G) l’ensemble des chemins obtenus par concaténation d’arêtes de
G, M(P(G), G) l’ensemble des fonctions multiplicatives sur P(G), à valeurs dans G. Si on fixe
une orientation E+ des arêtes de G, alors M(P(G), G) ￿ GE+ et la tribu cylindrique σ(Hγ , γ ∈
P(G)) coïncide avec l’image de la tribu borélienne. Indiquons comment construire une mesure
de probabilité surM(P(G), G) qui soit la restriction d’une mesure de Yang-Mills planaire. Pour
chaque face F ∈ F, si e est une arête bordant F , notons ∂eF le lacet commençant par e bordant
F . Notons F∞ ∈ F la face non bornée de G et Fb l’ensemble des faces bornées. Si e : F→ E est
une application telle que e(F ) borde F pour tout F ∈ F, posons pour tout h ∈M(P(G), G),
QG(h) =
￿
F∈Fb
p|F |(h∂eF ).
Comme les densités du mouvement brownien (qt)t≥0 sont des fonctions invariantes par conjugai-
son et par inversion, la fonction pG ne dépend pas du choix de e : F→ E et QG est invariante par
transformation de jauge. Si e ∈ E+ borde les faces F1 et F2, F = F1 ∪ F2, avec c1 et c2 ∈ P(R2)
tels que ∂eF1 = ec1 et ∂e−1F2 = e−1c2 alors￿
G
p|F1|(h∂eF1)p|F2|(h∂e−1F2)dge =
￿
G
p|F1|(hc1he)p|F2|(he−1hc2)dg (*)
= p|F |(hc1hc2) = p|F |(h∂F ),
où ∂F est un lacet bordant F . En intégrant successivement par rapport aux mesures de Haar
dge avec e ∈ E+, on conclut que￿
GE+
QG(h)
￿
e∈E+
dge =
￿
G{e∈E+ bordant F∞}
p|R2\F∞|(h−1F∞)
￿
e∈E+
bordant F∞
dge = 1.
La mesure YMG surM(P(G), G), ayant pour densité QG par rapport à la mesure￿e∈E+ dge est
donc une mesure de probabilité, elle est appelée mesure de Yang-Mills discrète sur G. On vérifie
sans peine qu’elle vérifie la propriété b) d’une mesure de Yang-Mills restreinte à M(P(R2), G).
On peut également définir une telle mesure sur M(P(G), G) sans faire appel à la densité du
mouvement brownien, ce qui sera plus adapté au cadre des probabilités libres.
1.2.3 Groupe des lacets réduits
Munissons P(G) de la relation d’équivalence∼ telle que deux chemins c1 et c2 sont équivalents
si l’un s’obtient à partir de l’autre en eﬀaçant ou en rajoutant des chemins de la forme ee−1,
avec e ∈ E. Chaque classe d’équivalence contient un unique chemin de longueur minimale qui
est dit réduit. Les opérations de multiplications partielles et d’inversion c ∈ P(G) ￿→ c−1 ∈ P(G)
passent au quotient et définissent sur P(G) /∼ une structure de groupoïde que l’on note RP(G).
Notons pour tout v ∈ V, Lv(G) l’ensemble des lacets appartenant à P(G), qui sont basés en
v. La relation ∼ induit une relation d’équivalence sur Lv(G) et l’espace quotient est pourvu
d’une structure de groupe que l’on note RLv(G). Le groupoïde RP(G) est libre avec pour base
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2−n
Figure 1.2 – Anneaux Hawaiiens plongés dans le plan.
canonique l’image de E+ par le quotient P(G)→ RP(G). Le groupe RLv(G) est libre de rang#Fb
mais, à l’inverse de RP(G), il n’admet pas de base canonique. Une façon de construire une base
de RLv est de fixer un arbre couvrant T . Pour chaque paire de sommets x, y ∈ V, notons [x, y]T
le chemin réduit à valeur dans T entre x et y. La famille formée des lacets βe = [v, e]T e[e, v]
pour e ∈ E+∩T forme une base libre de RLv(G). Si (∂rF )F∈F est une famille de lacets de P(G),
bordant chaque face bornée de G, alors {e ∈ T ∩ E+} ∪ {∂rF : F ∈ Fb} est une base libre du
groupoïde P(G). En outre, on peut montrer que si (xF )F∈Fb est une base libre de RLv(G), alors
{e ∈ T ∩ E+} ∪ {(xF )F∈Fb} est une base libre de RP(G).
Un résultat remarquable dû initialement à [28] et complété dans [35] est que l’on peut munir
L0(R2) d’une relation d’équivalence analogue à celle définie sur les lacets d’un graphe de sorte
que l’opération de concaténation induit sur l’espace quotient une structure de groupe.
Définition 1.2.2. Un lacet continue l : S1 → R2 est dit fin si l est homotope à un lacet
constant via une homotopie à valeurs dans l(S1), c’est-à-dire si il existe une application continue
(z, t) ∈ S1 × [0, 1] ￿→ lt(z) ∈ l(S1), telle que l0 = l et l1 est constant.
Théorème 1.2.3 ([35, 28]). On définit une relation d’équivalence en posant pour toute paire
de lacets l, l￿ ∈ L0(R2), l ∼ l￿, si l￿l−1 est un lacet fin. Pour tout lacet l ∈ L0(R2) la classe
d’équivalence de l pour ∼ admet un unique élément de longueur minimale que l’on appelle
réduction de l.
On note l’espace quotient de L0(R2) par ∼, RL0(R2). Muni de l’opération composée de
concaténation et de réduction, l’espace RL0(R2) est un groupe. Cependant, contrairement aux
groupes RLv(G), RL0(R2) n’est pas un groupe libre. En eﬀet, on peut montrer (voir [17]) que
ce groupe contient des sous-groupes non-libres en considérant l’espace topologique des anneaux
Hawaiiens (voir figure 1.2).
1.2.4 Lassos, invariance par tressage
Considérons maintenant une famille adaptée à la définition d’une mesure de Yang-Mills. Si F
est un ouvert borné simplement connexe, bordé par un lacet ∂xF ∈ L(R2), basé en x, appelons
lasso d’intérieur F , de branche c, tout lacet qui est une concaténation de la forme c∂cFc−1, où
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c ∈ P(R2). Si (lF )F∈Fb est une famille de lassos basés en v0, dont les branches sont incluses dans
T , alors on peut montrer simplement que (lF )F∈Fb est une base libre de RLv0(G). Considérons
(GF,t)F∈Fb,t≥0 une famille de #Fb mouvements browniens invariant par conjugaison, distribués
indépendamment et identiquement et (Xe)e∈E+∩T des variables aléatoires à valeurs dans G
indépendantes de la famille de mouvements browniens considérée. En utilisant l’invariance par
conjugaison du mouvement brownien, on montre facilement que l’unique variable aléatoire H
à valeurs dans M(P(G), G) telle que HlF = GF,|F | pour tout F ∈ Fb et He = Xe pour tout
e ∈ E+ ∩ T satisfait la propriété b) d’une mesure de Yang-Mills. Cette même invariance du
mouvement brownien permet de montrer que la loi cette variable aléatoire reste inchangée, si
l’on remplace (lF )F∈Fb par toute une famille de bases de RLv0(G). Si A,B ∈ Fb, on appelle
(l￿F )F∈F la base de RLv0(G) telle que l￿B = lAlBl−1A et l￿F = lF si F ￿= B. La variable (Hl￿F )F∈Fb
a même loi que (HlF )F∈Fb . Cette propriété d’invariance a été remarquée dans l’article [22], où
celle-ci joue un rôle clef à la fois pour construire et pour caractériser la mesure de Yang-Mills
dans le cadre des champs d’holonomie markoviens planaires. Donnons une première conséquence
simple mais qui sera utile au chapitre 4. Soit w un mot en (lF )F∈F telle que lB se trouve toujours
à gauche de lA et w￿ le mot obtenu à partir de w en transposant les lettres lA et lB qui sont
adjacentes. Alors Hw a la même loi que Hw￿ . On peut en fait montrer beaucoup mieux.
Lemme 1.2.4 ([29]). Si X = (x1, . . . , xn) et Y = (y1, . . . , yn) sont deux bases libres du groupe
libre Fn, telles que xi est conjuguée à yi pour tout i ∈ {1, . . . , n}, alors on peut obtenir Y à
partir de X en une succession d’opérations de la forme (u1, . . . , un) ￿→ (u￿1, . . . , u￿n) telles qu’il
existe i, j avec u￿i = ujuiu−1j ou u−1j uiuj et u￿k = uk pour k ￿= i.
Corollaire 1.2.5. Pour toute famille de lassos (l￿F )F∈Fb formant une base de RLv0(G), telle que
l￿F a pour intérieur F pour tout F ∈ Fb, la collection de variables aléatoires (Hl￿F )F∈F a même
loi que (HlF )F∈Fb.
Preuve. La loi d’un mouvement brownien invariant étant invariante par inversion, on peut sup-
poser que les lassos (lF )F∈F bordent chaque face avec la même orientation que (lF )F∈F. Pour
chaque face F ∈ Fb, il existe rF ∈ RLv0(G) tel que l￿F = rF lF r−1F . Pour tout i, j ∈ {1, . . . , n},
si (Z1, . . . , Zn) est une famille de G-mouvements browniens invariants indépendants, alors la
famille (Z1, . . . , ZjZiZ−1j , . . . , Zn) a même loi que (Z1, . . . , Zn). Combinée avec le résultat de
Humphries, cette invariance en loi implique le corollaire.
Par la suite, on ne considérera que des familles de lassos munies d’un ordre lF1 , . . . , lFn , telles
que lF1 lF2 . . . lFn soit un lasso d’intérieur R2 \ F∞ basé en v0. On note alors l’inverse de cet
élément lF∞ , de sorte que lF1 lF2 . . . lFn lF∞ est équivalent au lacet constant. Le résultat suivant
dû à Artin donne une description de cette famille de bases de RLv0(G).
Lemme 1.2.6 (Emil Artin, [7]). Soit Xn l’ensemble des familles ordonnées x1, . . . , xn+1 d’élé-
ments d’un groupe libre Fn telles que x1, . . . , xn est une base libre et x1 . . . xn+1 = 1 . Pour
1 ≤ i ≤ n et x = (xi)1≤i≤n ∈ Xn, soit
Θi(x) = (x1, . . . , xixi+1x−1i , xi, . . . , xn+1).
Les bijections (Θi)1≤i≤n engendrent un groupe agissant transitivement sur Xn. Ce groupe est
isomorphe au groupe des tresses.
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1.2.5 Mesure de Yang-Mills continue, limites projectives
De façon analogue à la construction d’un mouvement brownien standard, on est tenté de dé-
finir une mesure sur (M(P(R2), G), C) à partir des mesures construites ci-dessus sur des graphes
plongés. En eﬀet, si G￿ est un graphe plongé obtenu à partir d’un graphe plongé G, en ajoutant
une arête, alors l’application de restriction ι :M(P(G￿), G)→M(P(G), G) est mesurable et un
calcul analogue à (*) montre que la mesure image i∗YMG￿ est égale à YMG. On est presque dans
la situation d’un système projectif de mesures de probabilités, ce qui permettrait d’appliquer un
théorème d’extension de Kolmogorov. Il manque un ordre filtrant sur la famille G de graphes
considérée, c’est-à-dire un ordre tel que pour toute paire d’éléments de G, il existe un troisième
élément de G plus fin que les deux premiers. Un candidat naturel est l’ensemble G0 des graphes
plongés avec un nombre fini de sommets, d’arêtes de longueur finie et de faces, muni de l’ordre
défini par G1 ≤ G2, si P(G1) ⊃ P(G2). Cependant, on peut se convaincre que cet ordre n’est pas
filtrant, en considérant des graphes dont la superposition découpe le plan en une infinité de com-
posantes connexes. Dans [38], l’auteur considère une famille plus petite de graphes mais munie
d’un ordre direct afin de définir une mesure sur un espace plus petit, puis démontre un résultat
d’extension pour parvenir à l’existence d’une mesure de Yang-Mills. Pour tout graphe plongé
G ∈ G0, l’application iG :M(P(R2), G)→M(P(G), G) est mesurable (quand M(P(R2), G) est
muni de la tribu C) et on a le résultat suivant.
Théorème 1.2.7 ([38]). Il existe une unique mesure sur (M(P(R2), G), C) telle que pour tout
graphe plongé G, (iG)∗YM = YMG et telle que pour toute suite de chemins de longueur finie
(cn)n≥0 convergeant en 1-variation vers un chemin c avec c = cn et c = cn pour tout n, sous
YM, Hcn converge en probabilité vers Hc.
Soulignons le fait que la mesure ainsi définie est supportée par les fonctions multiplicatives
M(P(R2), G). On pourrait penser que cette propriété est perdue lorque l’on étend la mesure
définie par le théorème de Kolmogorov. On peut néanmoins montrer qu’une deuxième application
du théorème de Kolmogorov permet de construire une fonction multiplicative aléatoire, c’est-à-
dire une mesure de probabilité sur (M(P(R2), G), C). Par ailleurs, indiquons également que dans
la preuve de ces deux résultats d’extensions, l’hypothèse de compacité joue un rôle important.
1.2.6 Construction infinitésimale d’une mesure de Yang-Mills par calcul sto-
chastique
Esquissons ici l’approche développée par de Bruce Driver [20] et Ambar N. Sengupta [51].
Bien qu’elle n’ait pas été utilisée dans cette thèse, elle est en un sens que l’on va précisé, plus
proche de l’objet géométrique formé par une connexion aléatoire sur un fibré principal et de
l’objet initialement introduit en physique théorique. Rappelons tout d’abord la définition d’une
connexion sur un fibré principal dans le cadre élémentaire du fibre trivial p : R2 ×G→ R2.
Une façon de relever chaque chemin de longueur finie du plan en un chemin continu de R2×G
qui détermine une connexion (Tγ)γ∈P(R2) est de fixer, en chaque point de R2, une fonction linéaire
de R2 vers g, c’est-à-dire une 1-forme sur R2 à valeurs dans g. Si A est une 1-forme continue
sur R2 à valeurs dans g, pour tout chemin γ de longueur finie paramétré par γ : [0, 1] → R2 et
g ∈ G, soient γ˜ la solution à valeurs dans G de l’équation diﬀérentielle ˙˜γ(t)γ˜−1(t) = Aγ(t)(γ˙(t)),
avec pour condition initiale γ˜(0) = Id et Tγ l’application (γ, g) ∈ R2×G ￿→ (γ, γ˜(1)g). La famille
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(Tγ)γ∈P(R2) est une connexion de p : R2×G→ R2. Posons pour (x, g) ∈ R2×G, (v,X) ∈ R2×g,
ω(x,g)(v,Rg∗X) = g
−1Xg − g−1Ax(v)g,
de sorte que pour γ ∈ C1([0, 1],R2),
ω(γ,g)
￿
d
dt
Tγt(γ, g)
￿
= 0 (1.13)
et pour tout X ∈ g,
ω(γ,g)
￿
d
dt
(γ, g exp(tX))
￿
= X. (1.14)
Pour tout g ∈ G, cette 1-forme vérifie par construction,
ω ◦ dRg = Ad(g−1) ◦ ω. (1.15)
Une 1-forme sur T
￿
R2 ×G￿ à valeurs dans g vérifiant les trois conditions (1.13), (1.14) et (1.15)
est appelée forme de connexion. La forme ω définit un champ de plans H = ker(ω) qui sont
tangents aux courbes relevées du plan par la connexion et supplémentaire des espaces tangents
induit par l’action à droite de G. Notons πH = Id−dR◦ω le projecteur de T (R2×G) d’image H,
associé à cette décomposition, où en tout point 6 (x, g) ∈ R2×G, dRx,g est l’application linéaire
X ∈ g ￿→ ddt
￿￿￿
t=0
(x, g exp(tX)) ∈ Tx,g
￿
R2 ×G￿. D’après un théorème de Frobenius, un champ
de plans d’une variété diﬀérentielle est intégrable, c’est-à-dire, l’espace tangent d’un feuilletage
de R2 ×G, si et seulement si, il est stable par crochet de Lie. Définissons pour deux champs de
vecteurs X,Y de R2 ×G,
Ω(X,Y ) = ω([πH(X),πH(Y )]).
L’application Ω est une 2-forme, elle est appelée courbure de la connexion T et mesure le défaut
d’intégrabilité du champ de plans H. Si Ω = 0, la connexion est dite plate. Dans notre situation,
si (v,X) ∈ R2 × g et x ∈ R2, alors
πH(x,g)(v,Rg∗X) = (v,Rg∗Ax(v)) ∈ T(x,g)R2 ×G
et évaluée en X,Y ∈ T (R2 × G), la 2-forme de courbure Ω prend la forme explicite suivante :
pour tout (x, g) ∈ R2 ×G,
Ωx,g(X,Y ) = g−1Ω0(dp(X), dp(Y ))g,
où Ω0 est la 2-forme sur R2 à valeurs dans g, définie par
Ω0 = dA+ [A ∧A].
Si A se décompose en A = Axdx+Aydy, cette 2-forme s’écrit Ω0 = fA(x, y)dx ∧ dy, avec
fA = ∂xAy − ∂yAx + [Ax, Ay].
On peut aussi exprimer la courbure à partir du champ d’holonomie. Pour tout point (x, g) ∈
R2×G, v, w ∈ R2, considérons Cε le chemin basé en x bordant le parallélogramme de côté εv, εw
6. Ceci peut reformuler globalement : l’application dR : g → T ￿R2 ×G￿ est la diﬀérentielle en Id de l’appli-
cation R : G→ Diﬀ ￿R2 ×G￿ de multiplication à droite sur les fibres.
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en parcourant en premier v. Si V,W ∈ Tx,g(R2 × G) sont tels que dp(V ) = v et dp(W ) = w,
alors
TCε .(x, g) = (x, g exp(ε2Ω(V,W ) + ◦(ε2))). (1.16)
Considérons la fonction S sur l’ensemble A des 1-formes de connexion sur le fibré R2×G→
R2, définie par
S(ω) =
￿
R2
￿fA(x, y)￿2dxdy,
où ￿ · ￿ est la norme de g associée au produit scalaire invariant ￿·, ·￿. L’application S : A →
R+ ∪ {∞} est appelée énergie de Yang-Mills. Considérons j ∈ J une application de C1(R2, G)
et un champ d’holonomie (Tγ)γ∈P(R2) dirigé par une 1-forme A sur R2 comme ci-dessus, de
régularité C1. Alors le champ d’holonomie (φj ◦ Tγ ◦ φ−1j )γ∈P(R2) est dirigé par
j.A = Ad(j−1).A+ j−1dj,
et la connexion j.ω associée admet une courbure j.Ω, valant en chaque point (x, g) ∈ R2 × G,
j.Ω(x,g) = Ad(g−1)j.p∗Ω0, avec
j.Ω0 = Ad(j−1).Ω0.
L’invariance du produit scalaire ￿·, ·￿ par conjugaison, montre que l’énergie de Yang-Mills satisfait
S(j.ω) = S(ω). La fonctionnelle S a été introduite en physique, où elle joue le rôle d’une action
et où on lui associe formellement une "mesure" sur l’espace des connexions A,
e−S(ω)Dω,
le symbole Dω signifiant que cette mesure est à densité par rapport à une "mesure" invariante
par J et par translations sur l’espace aﬃne A. De façon analogue, on considère en physique
l’objet formel e−S(γ)Dγ sur les courbes de Rn, où S(γ) = ￿R ￿γ￿(t)￿2dt si le membre de droite
est défini et +∞ sinon. On est confronté dans ce cadre aux mêmes problèmes, il n’existe pas de
mesure sur les fonctions continues qui soit invariante par translation et la fonction e−S jouant
le rôle de rôle de densité n’est pas définie sur cette ensemble de fonctions. En revanche, on peut
donner un sens à la loi des marginales finies dimensionelles d’un processus. La loi du mouvement
brownien est une formulation mathématique rigoureuse de cette "mesure". La trajectoire d’un
mouvement brownien est presque sûrement non-diﬀérentiable mais on peut interpréter sa pente
en un sens faible comme un bruit blanc sur R. Par analogie, une façon de donner un sens à
e−S(ω)Dω serait de construire un champ d’holonomie aléatoire dont la courbure serait un bruit
blanc sur R2 à valeurs dans g. L’expression (1.16) de la courbure en fonction de petits lacets
justifie alors heuristiquement la définition d’un champ d’holonomie de Yang-Mills. L’approche
de Driver et de Sengupta est de construire un tel champ en relevant par calcul stochastique un
bruit blanc sur R2. Leur approche est propre à la dimension 2 et motivée par le fait suivant.
Si A est une 1-forme sur R2 à valeurs dans g de classe C1, il existe un élément j ∈ J et une
fonction f telle que pour tout u ∈ R2, (j.A)u = f(u)dx. La 1-forme de connexion j.ω associée à
A vérifie alors 7
j.Ω0 = ∂yf(u)dx ∧ dy.
7. Si dr et dθ désignent les formes diﬀérentielles associées aux coordonnées polaires, il existe une jauge j˜ ∈ J
et une fonction f˜ ∈ C1(R2) telle que j˜.A = f˜dθ, sur R2 \ {0}. On a alors j˜Ω0 = ∂r f˜dr ∧ dθ = r∂r f˜dx ∧ dy.
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Si W est un bruit blanc sur R2 à valeurs dans l’espace euclidien (g, ￿·, ·￿), le vecteur Gaussien￿
W (1[0,x]×[0,y])
￿
(x,y)∈R2 est formellement le coeﬃcient d’une 1-forme aléatoire ayant pour cour-
bure (Wu)u∈R2 . On peut alors définir rigoureusement une collection de variables aléatoires (Hγ)γ ,
indexée par une classe de chemins incluse dans P(R2), telle que H[u,v] = Id, pour tout segment
vertical [u, v] et pour (x, y) ∈ R2, (H[(x,y),(x+t,y)])t≥0 soit la solution de l’équation diﬀérentielle
stochastique
dH[(x,y),(x+t,y)] = dW[0,(x+t,y)].H[(x,y),(x+t,y)] − |y|2 H[(x,y),(x+t,y)]dt.
On montre alors que si C1, . . . , Ck sont des carrés disjoints du plan, le vecteur (HCi)1≤i≤k a même
loi que (Bi|Ci|)1≤i≤k, où (B
i
t)1≤i≤k,t≥0 est une famille i.i.d de mouvements browniens invariants
par conjugaison.
1.2.7 Tribu invariante et spin networks
Les diﬀérents exemples de champs d’holonomie donnés ci-dessus sont visiblement diﬀérents
et sembleraient correspondre à un choix de jauge déterministe ou aléatoire d’une connexion aléa-
toire. Il s’avère que les lois des champs d’holonomies de Yang-Mills restreintes à une tribu inva-
riante par transformations de jauge sont identiques. Ce fait corrobore l’intuition d’une connexion
aléatoire sous-jacente à ces champs d’holonomies. Donnons ici une description de cette tribu, qui
sera, dans ce mémoire, la seule utilisée pour traiter des champs d’holonomies aléatoires. Notons
CJ la tribu des éléments de C invariants par l’action de J .
Lemme 1.2.8. Si χ est une fonction CJ -mesurable sur M(P(R2), G), alors il existe une suite
(li)i≥0 de lacets de longueur finie et f : GN → C une fonction mesurable pour la tribu produit et
invariante par l’action diagonale de G sur GN telle que
χ = f(li, i ∈ N).
Lemme 1.2.9. Si YM et YM￿ sont deux mesures de Yang-Mills planaires sur (M(P(R2), G), C)
alors leurs restrictions à (M(P(R2), G), CJ ) coïncident.
Donnons des éléments de démonstration de ces deux lemmes 8.
Preuve. SoitG un graphe plongé dans le plan muni d’un arbre couvrant T , enraciné en un sommet
v0. Pour h ∈M(P(G), G), posons jT,h(v) = h[v,v0]T . Alors, pour toute arête e ∈ T , (jT,h.h)e = Id
et pour tout lacet l ∈ Lv0(G), (jT,h.h)l = hl. Soit (∂rF )F∈Fb une famille de lacets réalisant le bord
de chaque face bornée et (lF )F∈Fb la famille de lassos basés en v0, dont les branches sont dans T ,
naturellement associée. La famille (lF )F∈Fb est une base libre de RLv0(G) et pour tout F ∈ Fb,
(jT,h.h)lF = (jT,h.h)∂rF . En outre, si c1, . . . , ck ∈ P(G) et ϕ : h ∈M(P(G), G) ￿→ f(hc1 , . . . , hck)
est une fonction invariante par le groupe de jauge GV, alors
ϕ(h) = ϕ(jT,h.h) = f(h[v0,c1]T c1[c1,v0]T , . . . , h[v0,ck]T ck[ck,v0]T ). (1.17)
En décomposant chacun des lacets apparaissant dans le membre de droite de (1.17), on obtient
une fonction f˜ : GFb → C invariante par conjugaison diagonale telle que
ϕ(h) = f˜(hlF , F ∈ Fb).
8. Le lemme 1.2.9 et la preuve qui en est donnée ici sont similaires au lemme 2.1.5 de [38]
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Alors
ϕ(h) = ϕ(jT,h.h) = f˜(h∂rF , F ∈ Fb). (1.18)
Un lemme classique sur les tribus cylindriques (voir par exemple le lemme (25.9) de [49]) montre
que toute fonction C-mesurable s’écrit f(Hci , i ∈ N), où f : GN → C est mesurable pour la tribu
cylindrique et (ci)i≥0 une suite de P(R2). En généralisant la construction menant à l’égalité
(1.17) à des graphes avec un nombre dénombrables d’arêtes qui sont autorisées à s’intersecter,
on obtient le résultat du Lemme 1.2.8. En outre, la propriété a) de régularité d’un champ
d’holonomie de Yang-Mills, complétée par le lemme de classe monotone permettent de montrer
le Lemme 1.2.9.
Le choix de jauge fait dans la construction de A.N. Sengupta et B. Driver est heuristiquement le
même que celui utilisé dans cette preuve en considérant sur les réseaux carrés εZ2, avec ε > 0,
les arbres formés par les axes de coordonnées et les droites horizontales.
On notera désormais YM la mesure de Yang-Mills sur (M(P(R2), G), CJ ). Spécifions une
famille de fonctions engendrant CJ .
Pour tout graphe G = (V,E), on appelle spin network sur le graphe G la donnée d’un
couple ((We)e∈E, (Iv)v∈V) formé d’une famille (We, ρe)e∈E de représentations de G telle que
pour toute arête orientée e ∈ E, We−1 = W ∗ et d’une famille de tenseurs Iv ∈
￿
e∈E,e=v
We.
Si (We)e∈E+ est une famille de représentations de G, alors,
￿
e∈E+ End(We) ￿
￿
e∈E+ We ⊗
W ∗e ￿
￿
v∈V
￿
e∈E,e=vW ∗e et on note ￿·, ·￿ la forme d’appariement entre
￿
v∈V
￿
e∈E,e=vWe et￿
e∈E+ End(We). Si (W, I) est un spin network, appelons polynôme du spin network (W, I) la
fonction
PW,I : GE
+ −→ C
h ￿−→ ￿⊗e∈E+ρe(he),⊗v∈VIv￿.
Toute fonction polynomiale en les coeﬃcients de matrices des représentations du groupe compact
GE
+ ￿M(P(G), G) s’écrit comme une combinaison linéaire de polynômes de spin networks sur
le graphe G. D’après le théorème de Peter-Weyl, si G est compact, cet espace de fonctions est
dense dans l’espace C0(M(P(G))G)) pour la norme uniforme. Un avantage de cette présentation
sous forme de spin networks est d’identifier les fonctions invariantes de jauge. Si (W, I) est un
spin network sur G, le groupe de jauge JG = GV agit naturellement sur ￿v∈V￿e∈E,e=vWe. et
pour j ∈ JG, h ∈M(P(R2), G),
PW,I(j.h) = PW,j.I(h).
On en déduit le lemme suivant.
Lemme 1.2.10. L’espace vectoriel engendré par les polynômes de spin networks de G invariants
de jauge est dense pour la norme uniforme dans l’espace des fonctions continues surM(P(G), G)
invariantes de jauge.
NotonsOR2 l’ensemble des polynômes de spin networks des graphes plongés etOJR2 l’ensemble
des polynômes de OR2 invariants sous l’action de J . En appliquant un argument de martingale,
puis en appliquant la propriété de régularité de la mesure de Yang-Mills, on peut établir le
résultat suivant.
30
Lemme 1.2.11. La famille OR2 (resp. OJR2) est dense dans l’espace L2
￿M(P(R2), G), C,YM￿
(resp. L2
￿M(P(R2), G), CJ ,YM￿) pour la norme ￿ · ￿2.
Si V est une représentation fidèle de G, on peut montrer que toute représentation irréduc-
tible de G apparaît dans la décomposition d’une représentation V ⊗n. Si cette hypothèse est
satisfaite, alors tout polynôme de spin network P(V,I) se réécrit PV˜ ,I˜ , où pour chaque e ∈ E, il
existe ne ∈ N tel que Ve = V ⊗ne ou Ve = V ∗⊗ne et en composant éventuellement I avec des
projecteurs équivariants. Si G est un groupe compact orthogonal, symplectique ou unitaire, les
espaces
￿￿
e∈E,e=v Ve
￿G
sont décrits par le premier théorème des invariants, selon lequel ils sont
engendrés par les appariements des tenseurs associés aux formes bilinéaires invariantes par G.
On peut alors en déduire le résultat suivant.
Lemme 1.2.12. [50, 37] Si G est un groupe de Lie compact unitaire, orthogonal ou symplectique,
l’espace vectoriel des polynômes de spin networks surM(P(G), G) laissés invariants par le groupe
de jauge est engendré par les fonctions h ∈ M(P(G), G) ￿→ ￿ki=1Tr(hli), où l1, . . . , lk sont k
lacets de G.
Les fonctions h ∈ M(P(R2), G) ￿→ Tr(hl) avec l ∈ L(R2) sont appellées boucles de Wilson
(si l ∈ L(G), où G est un graphe plongé, on les appelera boucles de Wilson de G). Les Lemmes
1.2.10 et 1.2.12 admettent les corollaires suivant.
Corollaire 1.2.13. Si G est un groupe compact orthogonal, unitaire ou symplectique, alors
pour tout graphe fini G, l’ensemble des boucles de Wilson sur G sont denses dans l’espace des
fonctions continues invariantes de jauge C0(M(P(G), G))JG.
Disons qu’un groupe satisfait la propriété (P) s’il vérifie la conclusion du Corollaire 1.2.13.
Celle-ci peut être reformulée de façon duale (voir [37]) : un groupe G satisfait la propriété (P)
si et seulement si pour tout entier n, les orbites de Gn sous l’action de conjugaison diagonale
sont séparées par les fonctions (g1, . . . , gn) ∈ Gn ￿→ Ad(G).w(gi, g−1i , i ∈ {1, . . . , n}), avec w un
mot à 2n lettres. On peut facilement se convaincre que la propriété (P) est vérifiée pour une
classe de groupes plus large que celle des trois séries de groupes compacts considérées. Elle est
par exemple vérifiée pour tout groupe abélien. On peut également facilement montrer que cette
propriété est stable par produit. En revanche, savoir si elle est stable par quotient ne semble
pas être un problème résolu, la liste des groupes de Lie vérifiant (P) est encore inconnue. Si un
groupe satisfait (P), le lemme 1.2.11 peut être raﬃné comme suit. NotonsWR2 l’espace vectoriel
engendré par les boucles de Wilson.
Lemme 1.2.14. Si G est un groupe compact satisfaisant (P), alors la tribu CJ est engendrée
par les boucles de Wilson et WR2 est dense dans L2
￿M(P(R2), G), CJ ,YM￿ pour la norme ￿ ·￿2.
On se consacrera par la suite uniquement à l’étude de cette famille d’observables.
1.2.8 L’exemple du groupe de structure U(1)
Pour un groupe de Lie G commutatif, on peut définir simultanément et en une seule opération
toutes les variables aléatoires qui constituent un champ d’holonomie aléatoire indéxé par L(R2),
à partir d’un bruit blanc sur le plan. Si G = U(1), considérons W un bruit blanc à valeurs
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réelles sur R2 muni de la mesure de Lebesgue. Si l ∈ L(R2), la fonction indice définit une
fonction nl ∈ L2(R2,Leb) 9 et les lois des marginales fini-dimensionnelles du vecteurs gaussiens
(W (nl))l∈L(R2) sont continues pour la distance d sur L(R2). Définissons une variable aléatoire
H ∈ GP(R2) en posant pour tout c ∈∈ P(R2),
Hc = exp
￿
iW (n[0,c]c[c,0])
￿
.
La mesure induite sur (GP(R2), C) est alors une mesure de Yang-Mills. Si l1, . . . , lk ∈ L(R2),
(Hli)1≤i≤k a même loi que (exp(iW (nli)))1≤i≤k et
E
￿
k￿
i=1
Hli
￿
= exp
−12
￿
R2
￿
k￿
i=1
nli(x)
￿2
dx
 .
Pour tout lacet l ∈ L(R2), la quantité A2(l) =
￿
R2 n
2
l (x)dx est appelée aire ampéréenne.
1.3 Comportement asymptotique quand la dimension des groupes
tend vers l’infini
Le but de cette partie est d’exposer des résultats sur la mesure de Yang-Mills euclidienne
pour des groupes de structure de grande dimension. En premier lieu, on présente d’abord le
comportement d’un mouvement brownien sur les séries de groupes compacts orthogonaux, sym-
plectiques et unitaires.
1.3.1 Comportement des valeurs propres, concentration de la mesure empi-
rique
Un des premiers résultats dû à Wigner montre que le spectre d’une grande matrice aléatoire
hermitienne à coeﬃcients gaussiens se répartit asymptotiquement sur R suivant une mesure à
support compact. Pour N ∈ N∗, soit H ∈ HN , telle que les coeﬃcients sur-diagonaux sont
indépendants de loi Hi,i ∼ NR(0, 1N ) pour 1 ≤ i ≤ N et Hi,j ∼ NC(0, 1N ) pour i < j. On appelle
une telle matrice aléatoire une matrice de Wigner. Notons {λ1, . . . ,λN} ⊂ R les valeurs propres
de H et µN = 1N
￿N
i=1 δλi leur mesure empirique. Pour tout polynôme P ,￿
R
P (x)µN (dx) =
1
N
Tr(P (H)).
Si l’on munit l’ensemble M1(R) des mesures de probabilité sur R de la topologie faible rendant
continue l’évaluation contre les polynômes, µN est une variable aléatoire qui vérifie le résultat
de concentration suivant.
9. En eﬀet, l’inégalité de Banchoﬀ-Pohl, prouvée dans [3], montre que pour tout lacet l ∈ L(R2),￿
R2
nl(x)2dx ≤ 14π ￿(l)
2.
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Théorème 1.3.1 (Wigner). La suite (µN )N≥1 converge en probabilité vers la loi du demi-cercle
µ sur R, donnée par µ(dx) = 1|x|≤2
√
4−x2dx
π , dont les moments sont pour tout n ∈ N,￿
R
xnµ(dx) = 1
n+ 1
￿
2n
n+ 1
￿
.
Au vu de ce théorème, un choix de produit scalaire ￿·, ·￿ sur iHN , adapté à l’étude en grande
dimension, est celui pour lequel un vecteur gaussien standard sur (iHN , ￿·, ·￿) a même loi que
iH où H est une matrice de Wigner. Ce produit scalaire est la restriction du produit scalaire
sur MN (C) tel que
￿X,Y ￿ = NTr(X∗Y ), (1.19)
pour X,Y ∈ MN (C). Ce choix de produit scalaire sur u(N) semble aussi convenable du point
de vue de la métrique qu’il induit sur U(N). On peut en eﬀet se convaincre que le diamètre
de U(N) admet alors le même ordre de grandeur que la norme d’un mouvement brownien sur
u(N). Il semble donc plausible que pour ce choix de métrique, le mouvement brownien sur U(N)
admette un comportement non trivial. Philippe Biane a en eﬀet démontré le théorème suivant.
Considérons un mouvement brownien (Ut)t≥0 sur U(N) pour le choix de métrique donné ci-
dessus. Pour tout t ≥ 0, notons µt,N la mesure empirique des valeurs propres de Ut et munissons
l’espace M1(U) des probabilités sur U de la topologie faible engendrée par l’évaluation des
polynômes.
Théorème 1.3.2 ([5, 6, 56, 34]). Pour tout t ≥ 0, µt,N converge en probabilités vers une
mesure µt avec une densité par rapport à la mesure de Haar sur U et un support de la forme
exp (iπ[−bt, bt]), où t ￿→ bt est une fonction croissante telle que |bt| < 1 si et seulement si t < 4.
Les moments de cette mesure sont donnés par￿
U
xnµt(dx) = lim
N→∞E
￿ 1
N
Tr(Unt )
￿
= e
−nt2
n+ 1
n￿
k=0
(−nt)k
k!
￿
n+ 1
k
￿
. (1.20)
La famille de lois limites (µt)t≥0 est une interpolation continue entre la mesure de Di-
rac en 1 et la mesure de Haar sur U : pour tout polynôme P ,
￿
U P (x)µ0(dx) = P (1) et￿
U P (x)µt(dx) →
￿ 2π
0 P (eiθ) dθ2π . La densité de la mesure µt peut être calculée implicitement
grâce à la série génératrice des moments. La figure ??, obtenue grâce à ces formules, représente
cette densité. Notons Lt(z) la série génératrice
￿
n≥1 µt,ne
nt
2 zn. On peut montrer que cette série
admet un inverse formel ft(z) qui admet l’expression suivante
ft(z) =
z
z + 1e
tz.
Le théorème de Wigner admet également une version pour d’autres ensembles de matrices.
Notons o(N) = {X ∈ MN (R) : X + X∗ = 0} et sp(2N) = {X ∈ u(2N) : JXt + XJ = 0}, où￿
0 IN
−IN 0
￿
. Désignons respectivement par µ+N et µ−N les vecteurs Gaussiens standards sur
(o(N), ￿·, ·￿) et (sp(2N), ￿·, ·￿) (le produit scalaire est ici la restriction du produit scalaire sur
M2N (C) donné par (1.19)).
Théorème 1.3.3 (Wigner). Les mesures aléatoires µ+N et µ−N convergent en probabilité vers la
loi du demi-cercle µ.
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Figure 1.3 – La mesure µt admet une densité ρt par rapport à la mesure de Lebesgue, on
représente ci-dessus l’application (θ, t) ∈ [−12 , 12 ]× [0, 6] ￿→ ρt(e2iπθ).
Le même résultat d’universalité est valable pour un mouvement brownien sur O(N) et
Sp(2N). Notons respectivement µ+N,t et µ−N,t les mesures empiriques des valeurs propres d’un
mouvement brownien sur O(N) et Sp(2N).
Théorème 1.3.4 ([35]). Pour tout t ≥ 0, les mesures µ+t,N et µ−t,N convergent en probabilités
vers µt.
La démonstration du théorème 1.3.2 initialement donné par Philippe Biane, s’appuie sur
la diagonalisation de l’action de Laplacien de U(N) sur les polynômes de O invariants par
conjugaison, dans la base des caractères des représentations irréductibles. Une analyse de la
décomposition de la fonction U ￿→ 1NTr(Un) dans cette base et la connaissance explicite des
valeurs propres du Laplacien permet d’obtenir le théorème. Une autre approche utilisée par
Thierry Lévy consiste à formuler ce problème de calcul de moments dans l’algèbre du groupe sy-
métrique. Dans la base de On donnée par les fonctions N−#σTr(σU⊗n) = N−#σ￿k Tr(Uk)ak(σ)
(où pour tout σ ∈ Sn, #σ désigne le nombre de cycles de σ), le Laplacien admet une matrice
de la forme A + 1N2B avec A,B indépendantes de N . Un avantage de cette approche sur celle
de Philippe Biane est qu’elle ne demande pas de comprendre comment les termes divergents
intervenant dans la décomposition de 1NTr(Un) en caractères irréductibles se compensent. Un
autre avantage est qu’elle se généralise facilement pour étudier les mouvements browniens or-
thogonaux et symplectiques. Un autre aspect développé dans [34] est l’étude du développement
en puissance de 1N de 1NE[Tr(Znt )]. Le coeﬃcient de la puissance 1Ng de cette décomposition
peut être interprété en termes du nombre de façons, à homéomorphisme près, de découper et
de recoller n disques disjoints pour obtenir une surface orientable ou non-orientable de genre
g. Dans le cas du groupe unitaire, n’interviennent dans le développement de E[tr(Unt )] que des
puissances de 1N2 , les opérations de recollement autorisées ne font intervenir que des surfaces
orientables. Dans cette situation, on peut alors reformuler (voir [34]) cette énumération par le
genre à l’aide de revêtements ramifiés sur un disque, qui peuvent s’interpréter comme une inté-
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grale contre l’analogue de la mesure de Yang-Mills avec pour groupe de structure Sn. La marche
aléatoire simple par transpositions joue alors le rôle de mouvement brownien.
Une autre façon de comprendre le comportement des valeurs propres d’un mouvement brow-
nien sur un groupe compact est d’étudier l’équation diﬀérentielle stochastique qu’elles vérifient.
Notons CN = {(θ1, . . . , θN ) ∈ UN : θN − 2π < θ1 < θ2 < . . . < θN}.
Proposition 1.3.5. Soit (Ut)t≥0 un mouvement brownien unitaire tel que U0 a pour valeurs
propres eiζ1 , . . . , eiζN , avec ζ ∈ CN . Il existe (θt)≥0 une semi-martingale à valeurs dans CN
et N mouvements browniens réels, standards B1, . . . , BN , adaptés à la filtration canonique du
mouvement brownien unitaire, tels que pour tout t ≥ 0, Ut a pour valeurs propres θt et (θt)t≥0
est l’unique processus admettant une modification à trajectoires continues telles que pour tout
t > 0, θt ∈ CN , qui est solution forte de l’équation diﬀérentielle stochastique
dθp,t =
1√
N
dBp,t +
1
N
￿
q ￿=p
cotan
￿
θp,t − θq,t
2
￿
dt, 1 ≤ p ≤ N., (1.21)
avec pour condition initiale θ0 = ζ.
Preuve. On montre ici comment obtenir la formule (1.21), si l’on suppose qu’il existe une semi-
martingale (Vt)t≥0 à valeurs dans U(N) et une semi-martingale (θ)t≥0 à valeurs dans CN telle
que presque sûrement, pour tout t > 0, θt ∈ CN et
Ut = Ad(V −1t )(exp(iΘt)),
où Θt est la matrice diagonale associée à θt. On renvoie à [1, 9] pour une preuve de ces propriétés
et pour l’unicité forte des solutions. Notons (Kt)t≥0 le mouvement brownien sur les matrices anti-
hermitiennes, associé au produit scalaire ￿·, ·￿ (de sorte que pour tout t ≥ 0, Kt a même loi que√
tiH, où H est une matrice de Wigner). L’équation diﬀérentielle stochastique (1.4) définissant
le mouvement brownien sur U(N) est
dUt = UtdKt − 12Utdt.
On fait l’hypothèse que les processus (Ut)t≥0, (Vt)t≥0 et (Θt)t≥0 sont adaptés à la filtration
canonique de (Kt)t≥0. Alors une première application de la formule d’Itô pour ces processus à
valeurs dans MN (C) entraîne que
d exp(iΘt) =Ad(Vt)(dUt) + ad(d(Vt)V −1t )(exp(iΘt)) (1.22)
+ ad(d(Vt)V −1t )(Ad(Vt)(dUt))− d(Vt)V −1t exp(iΘt)d(Vt)V −1t , (1.23)
la présence de deux symboles de diﬀérentielles stochastiques de semi-martingales dans un pro-
duit, tel que ceux apparaissant dans (1.23), signifie ici que l’on considère une variation quadra-
tique. Pour toute matrice diagonale D, ad(D) : MN (C) → s = {X ∈ MN (C) : ∀l,Xl,l = 0}. Il
s’ensuit que pour tous indices l, k ∈ {1, . . . , N},
￿
ad(d(Vt)V −1t )(exp(iΘt))
￿
l,l
= 0 et
dθl,tdθk,t = −
￿
Ad(Vt)(U−1t dUt)
￿
l,l
￿
Ad(Vt)(U−1t dUt)
￿
k,k
= − (Ad(Vt)(dKt))l,l (Ad(Vt)(dKt))k,k =
δk,l
N
dt.
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En posant pour tout t ≥ 0 et tout indice p, Bp,t =
√
N
￿ t
0 (Ad(Vs)(dKs))p,p, on définit une famille
de N mouvements browniens standards indépendants, telle que
￿
θt − 1√NBt
￿
t≥0 est un processus
à variation bornée. Pour déterminer ce processus, on utilise à nouveau la partie martingale de
l’équation (1.22). Presque sûrement, pour tout t > 0, Θt ∈ CN et l’application ad(exp(iΘt)) :
MN (C) → s a pour noyau les matrices diagonales et pour p ￿= q, ad(exp(iΘ))(Ep,q) = (eiθt,p −
eiθt,q)Ep,q. Notons h l’ensemble des matrices diagonales, πs et πh les projections associées à la
décomposition MN (C) = h⊕ s. Pour tout t ≥ 0,
πs(d(Vt)V −1t ) = ad(exp(iΘt))−1|s (πs(Ad(Vt)(dUt))).
Remarquons que Ad(Vt)(dUt) = exp(iΘt)Ad(Vt)(U−1t dUt) et que pour toutes matrices X,Y ,
πh (ad(X)(Y )) = πh (ad(πs(X))(πs(Y ))) . La variation quadratique πh
￿
ad(d(Vt)V −1t )(Ad(Vt)(dUt))
￿
peut donc se reformuler comme l’image par πh de
ad
￿
ad(exp(iΘt))−1|s (πs(exp(iΘt)Ad(Vt)(U
−1
t dUt)))
￿ ￿
πs
￿
exp(iΘt)Ad(Vt)(U−1t dUt)
￿￿
= ad
￿
ad(exp(iΘt))−1|s (πs(exp(iΘt)dKt))
￿
(πs (exp(iΘt)dKt))
= 1
N
￿
p<q
ei(θp,t+θq,t)
eiθp,t − eiθq,t (Ep,p − Eq,q)dt =
1
N
￿
p￿=q
cotan
￿
θp,t − θq,t
2
￿
ieiθp,tEp,p.
Le fait que les matrices (Vt)t≥0 soient unitaires montre que pour tout indice l ∈ {1, . . . , N}, pour
tout t ≥ 0, Rt =
￿ t
0
￿
exp(−iΘs)d(Vs)V −1s exp(iΘs)d(Vs)V −1s
￿
l,l est à valeurs réelles tandis que
θt,l − Rt est à valeurs imaginaires pures. On en déduit que Rt = 0 et que l’équation (1.21) est
satisfaite.
Heuristiquement, on peut penser aux valeurs propres d’un mouvement brownien unitaire
comme à des particules électriques browniennes de même charge, contraintes à rester sur le
cercle unité.
1.3.2 Résultats de fluctuation
La Proposition 1.3.5 montre que les valeurs propres d’un mouvement brownien unitaires
sont fortement corrélées et beaucoup plus rigides que N variables indépendantes sur le cercle ;
on peut donc s’attendre à ce que les fluctuations de la mesure empirique autour de la limite
µt soient d’un ordre de grandeur plus petit que celui qui serait donné par un théorème central
limite classique. Par ailleurs, on s’attend aussi à ce que ces fluctuations soient du même ordre
de grandeur que celles de la mesure empirique des valeurs propres d’une matrice unitaire autour
de la mesure de Haar. Dans ce cadre, on peut montrer que l’espérance d’un polynôme en les
moments de la mesure empirique admet une expression simple.
Théorème 1.3.6 ([19]). Notons U,G+ et G− des variables aléatoires distribuées suivant la
mesure de Haar sur U(N),O(N) et Sp(2N). Alors si a, b ∈ Nk, pour N ≥￿kj=1 aj + bj ,
E[
k￿
j=1
Tr(U j)ajTr(U j)bj ] = E[
k￿
j=1
Z
aj
j Zj
bj ] (1.24)
et pour N ≥￿kj=1 aj ,
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E[
k￿
j=1
Tr(G±j)aj ] = E[
k￿
j=1
(Xj ± ηj)aj ], (1.25)
où ηj = 1 si j est pair, 0, sinon, et (Zj)j≥1, (Xj)j≥1 sont des variables aléatoires indépendantes
telles que Zj ∼ NC(0, j) et Xj ∼ NR(0, j) pour tout j ≥ 1.
Ce théorème fut démontré par Persi Diaconis et Mehrmad Shashahani en utilisant l’or-
thogonalité des caractères et la décomposition des produits de fonctions traces en caractères
irréductibles. On peut aussi appliquer le théorème 1.1.17.
Si eiθ1 , . . . , eiθN sont les valeurs propres d’une matrices unitaires de loi uniforme, le théorème
1.3.6 montre en particulier que pour tout entier n, la variable aléatoire Tr(Un) = ￿Nk=1 einθk
convergerge en loi vers une gaussienne, les fluctuations sont
√
N fois plus petites que celles d’un
théorème central limite classique. Si µN désigne la mesure empirique des valeurs propres d’une
matrice uniforme sur U(N), pour tout polynômes P , notons
∆N (P ) = N(µN − µ)(P ) = E[Tr(P (U))]−N
￿
U
P (z)µ(dz).
D’après le théorème 1.3.6, (∆N (P ))P∈C[X] converge vers un vecteur gaussien centré (∆(P ))P∈C[X],
tel que ￿
n,m≥0
cov(∆(Xn),∆(X−m))z
nwm
nm
= − log(1− zw)
et
cov(∆(Xn),∆(Xm)) = 0,
si n,m ∈ N. Si µ+N et µ−N désignent les mesures empiriques des valeurs propres de matrices
uniformes sur O(N) et Sp(2N), notons pour tout polynôme P ,
∆±N (P ) = N(µ±N − µ)(P ).
Alors les familles (∆±N (P ))P∈C[X] convergent vers des vecteurs gaussiens tels que pour toute
paire d’entiers relatifs n,m
cov(∆±(Xn),∆±(Xm)) = cov(∆(Xn),∆(Xm)) + cov(∆(Xn),∆(X−m))
et ￿
n≥1
E[∆±(Xn)]zn = ± z
2
1− z2 .
Dans les chapitres 3 et 4, on démontre le pendant de ce théorème pour le mouvement brownien
sur les mêmes groupes compacts. Pour tout polynôme P ∈ C[X] et t ≥ 0, notons
∆N,t(P ) = N(µt,N − µt)(P )
et
∆±N,t(P ) = N(µ±t,N − µt)(P ).
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Théorème 1.3.7. Pour tout t ≥ 0, le vecteur aléatoire (∆N,t(P ))P∈C[X] converge vers un vec-
teur gaussien centré (∆t(P ))P∈C[X], tandis que (∆±N,t(P ))P∈R[X] converge en loi vers un vec-
teur gaussien (∆±t (P ))P∈R[X] qui a même loi que
￿
±Mt(P ) + 1√2
￿
∆t(P ) +∆t(P )
￿￿
P∈R[X], où
P ∈ R[X] ￿→Mt(P ) est une fonction déterministe. Ces vecteurs gaussiens sont caractérisés par
les séries génératrices suivantes
￿
n,m≥0
cov(∆t(Xn),∆t(Xm))
znwm
nm
= log
wetLt(e− t2 z) − zetLt(e− t2w)
w − z
 ,
￿
n,m≥0
cov(∆t(Xn),∆t(X−m))
znwm
nm
= log
1− zwe−t(Lt(e− t2 z)+Lt(e− t2w))
1− zw

et ￿
n≥1
Mt(Xn)zn = ±
￿
z2
1− z2 +R(Lt(e
− t2 z)), tLt(e−
t
2 z))
￿
,
où R ∈ C(X,Y ), avec R(0, 0) = 0.
Un résultat analogue a été obtenu par M. Maïda et T. Lévy [36] en se restraignant aux
matrices unitaires mais pour une classe de fonctions plus grande que celle des polynômes,
constituée des fonctions 1-Lipschitzienne. Le théorème 1.3.7 ouvre cependant la voie à une
analyse précise de la forme bilinéaire de covariance de ∆t, qui permettrait d’identifier son do-
maine à une classe de fonction plus large que les fonctions 1-Lipschitzienne et dépendant de
t. Une première analyse simple des expressions explicites des formes de covariances et de la
moyenne Mt données dans le théorème 1.3.7 montre que les vecteurs gaussiens (∆t(P ))P∈C[X] et
(±Mt(P )+ 1√2(∆±t (P )+∆±t (P )))P∈R[X] convergent en loi vers (∆(P ))P∈C[X] et (∆±(P ))P∈R[X],
lorsque t→∞, ce que l’on peut synthétiser par le diagramme suivant
∆t,N ∆t
∆N ∆ .
N →∞
t ↑ ∞ t ↑ ∞
N →∞
La démonstration que l’on propose au chapitre 3 est indépendante de celle de [36] et repose sur
l’étude des cumulants des fonctions traces de polynômes sous la mesure du mouvement brownien.
Notons kn(X1, . . . ,Xn) le cumulant de n variables aléatoires X1, . . . ,Xn. Soit (Zt)t≥0 un
mouvement brownien sur un groupe GN appartenant à l’une des trois séries de groupes considé-
rées. Rappelons que VN = CN si GN est orthogonal ou unitaire et C2N , si GN est symplectique.
On notera tr = 1dim(VN )Tr la trace normalisée de End(VN ).
Théorème 1.3.8. Soient λ1, . . . ,λn ∈ Z, t ∈ Rn+. Pour chacune des trois séries de groupes
considérées, la suite dim(VN )2(n−1)kn(tr(Gλ1t1 ), . . . , tr(G
λn
tn )) admet une limite finie quand N →
∞. Les limites associées aux séries orthogonale et symplectique coïncident et on note leur valeur
commune kt(λ1, . . . ,λn), tandis que l’on désigne par k+t (λ1, . . . ,λn) la limite associée à la série
unitaire. Ces deux quantités sont reliées par l’égalité suivante :
kt(λ1, . . . ,λn) =
￿
ε∈{−1,1}n−1
k+t (ε1λ1, . . . , εn−1λn−1,λn). (1.26)
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L’avantage de cette approche basée sur les cumulants est qu’elle permet simultanément
d’étudier des fluctuations d’une autre échelle. Pour simplifier les énoncés, considérons la série des
groupes unitaires. On donne au chapitre 3 l’analogue de ces résultats pour les séries orthogonales
et symplectiques.
Théorème 1.3.9. Soient (AN,k)1≤k≤n,N≥0 des suites de matrices déterministes avec AN,k ∈
MN (C) pour tout k, telles que pour tout mot w à 2n lettres, la suite (tr(w(AN,k, A∗N,k, 1 ≤
k ≤ n)))N≥0 admet une limite, quand N → ∞. Alors pour tout t ∈ R+,λ ∈ Zn, la suite
N2(n−1)kn
￿
tr(A1Uλ1t1 ), . . . , tr(AnU
λn
tn )
￿
admet une limite finie quand N →∞.
En considérant des suites de matrices de la forme
√
NA avec A ∈Mp(C) ⊂MN (C), où p ∈ N
est fixé, on en déduit le corollaire suivant.
Corollaire 1.3.10. Pour tout p ∈ N∗ fixé, la matrice aléatoire √N (Unt −
￿
U z
nµt(dz)Id)1≤i,j≤p ∈
Mp(C) converge en loi vers un vecteur gaussien centré ψ+t ∈Mp(C).
Une version analogue de ce résultat a été également obtenue par F. Benaych dans [4] pour
les coeﬃcients d’une matrice d’un mouvement brownien unitaire. On peut aussi montrer en
considérant la limite t → ∞, l’analogue de ce résultat pour des matrices unitaires distribuées
selon la mesure de Haar. Ceci permet de retrouver, comme il est montré dans [4], certains
résultats de [15].
1.3.3 Probabilités non-commutatives
Un cadre naturel pour reformuler les résultats des deux sections précédentes est donné par
la notion d’espace de probabilité non-commutatif d’ordre supérieur. On expose ici brièvement
les définitions qui nous sont utiles. On renvoie à [46] et [11] pour plus de détails.
Définition 1.3.11. Un espace de probabilité non-commutatif est la donnée d’une algèbre unitaire
A munie d’une trace τ , telle que τ(Id) = 1 . On dit que (A, τ) est étoilé, si cet espace est pourvu
d’une involution antilinéaire ∗, vérifiant pour tout x ∈ A, τ(x∗x) ≥ 0.
Voici trois exemples d’espaces de probabilités étoilés que l’on a déjà rencontré.
Exemple 1.3.12. Si (Ω,P) est un espace de probabilité, pour tout entier N ∈ N∗, si ∗ désigne
l’involution usuelle de MN (C), (L∞(Ω,P)⊗MN (C), ∗,E ◦ tr).
Exemple 1.3.13. Si G est un groupe quelconque, l’algèbre C[G] munie de l’involution￿g∈G αgg ∈
C[G] ￿→￿g∈G αgg−1 et de la trace ￿g∈G αgg ∈ C[G] ￿→ αId.
Définition 1.3.14. Si (A, τ) est un espace de probabilité non-commutatif, des sous-algèbres
(Bi)i∈I de A sont dites libres, si pour toute suite a1, . . . , an+1 ∈ A d’éléments de trace nulle,
avec pour chaque i, ai ∈ Bl(i) telle que l(i) ￿= l(i+ 1) si i ≤ n, alors τ(a1a2 . . . an+1) = 0.
Exemple 1.3.15. Soit F2 le groupe libre à deux éléments notés a et b, munissons C[F2] de la
structure d’espace de probabilités non-commutatif donnée dans l’exemple 1.3.13, les sous-algèbres
de C[F2] engendrées respctivement par a et b sont libres.
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Un élément d’un espace de probabilité non commutatif est appelé une variable aléatoire. Si
cet espace est en outre muni d’une involution ∗ qui en fait un espace étoilé, a est dite unitaire
si aa∗ = a∗a = Id. Si (ai)i∈I est une famille de variables aléatoires de l’espace de probabilité
(A, τ) alors on appelle distribution des variables (ai)i∈I l’espace de probabilités non-commutatif
formé des polynômes non-commutatifs à I variables C￿Xi￿i∈I , muni de la trace τI donnée par
τI(P (Xi, i ∈ I)) = τ(P (ai, i ∈ I)).
Exemple 1.3.16. Si u est une variable aléatoire non-commutative unitaire, alors il existe une
unique mesure de probabilité µu sur U telle que la distribution de u coïncide avec l’intégration
des polynômes contre µu.
On dit que deux familles de variables aléatoires (ai)i∈I et (bj)j∈J d’un espace non-commutatif
(A, τ) sont libres si les deux sous-algèbres de A engendrées respectivement par {ai, i ∈ I} et
{bj , j ∈ J} sont libres. On dit qu’une suite de familles de variables aléatoires (aNi )i∈I converge
en distribution si la suite de traces associée sur C￿Xi￿i∈I converge simplement. Si (aNi )i∈I est
une suite de variables aléatoires d’espaces de probabilités étoilés, alors on peut munir l’espace
limite ((ai)i∈I , τI) d’une étoile. Soit (GNt )t≥0 un mouvement sur un groupe appartenant à l’une
des trois séries de groupes considérées ci-dessus, réalisé sur un espace de probabilité (Ω,B,P).
Le théorème 1.3.2 montre par exemple que pour tout t ≥ 0, la variable aléatoire GNt de l’espace
(L∞(Ω,P) ⊗ End(VN ),E ◦ tr) converge en distribution. Le théorème suivant permet d’énoncer
un résultat plus général.
Théorème 1.3.17. Soient (ANi )i∈I et (BNj )j∈J deux familles indépendantes de matrices aléa-
toires de MN (C) telles que pour tout matrice unitaire U ∈ U(N), (UBjU−1))i∈J a même loi
que (Bj)i∈J et telle que chacune des deux suites de distributions converge. Alors la distribution
non-commutative jointe de (ANi )i∈I et (BNj )j∈J converge vers celle de deux distributions libres.
Définition 1.3.18. Une famille (ut)t≥0 de variables aléatoires unitaires d’un même espace de
probabilité non-commutatif étoilé est appellé mouvement brownien unitaire libre si pour tout
0 ≤ s < t, u∗sut a la même distribution que µt−s et si pour tout 0 < t1 < t2 < · · · < tn, les
variables aléatoires non-commutatives ut1 , u∗t1ut2 , . . . , u∗tn−1utn sont libres.
Soit (GNt )t≥0 un mouvement sur un groupe appartenant à l’une des trois séries considérées
réalisé sur un espace de probabilité (Ω,B,P). Une version analogue du théorème 1.3.17 pour les
groupes orthogonaux et symplectiques permet de montrer à partir de 1.3.2 le résultat suivant.
Théorème 1.3.19 ([5, 56, 35]). La famille (GNt )t≥0 de variables aléatoires sur l’espace de
probabilité non-commutatif (L∞(Ω,P) ⊗ End(VN ), ∗,E ◦ tr) converge en distribution vers un
mouvement brownien libre.
Pour donner un cadre commun aux résultats de fluctuations analogues à ceux de la sec-
tion 1.3.2, la notion d’espace de probabilité non-commutatif a été généralisée par J. Mingo,
R.Speicher, Nica, B.Collins et P.Śniady dans une série d’articles [45, 44, 11].
Définition 1.3.20. Un espace de probabilité non-commutatif étoilé d’ordre supérieur est la
donnée d’une algèbre unitaire A (pourvue d’une involution) et d’une suite (ϕn)n≥1 de formes
multilinéaires symétriques ϕn : A × · · · × A → C qui sont traciales en chaque variable, telle
que pour tout x ∈ A, ϕ1(x∗x) ≥ 0, ϕ1(Id) = 1 et pour n ≥ 2, ϕn(Id, a2, . . . , an) = 0, pour tout
a2, . . . , an ∈ A.
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Exemple 1.3.21. Si (Ω,B,P) est un espace de probabilités et kn désigne les cumulants clas-
siques, alors l’espace de probabilité non-commutatif étoilé (L∞(Ω,P)⊗ End(VN ), ∗, tr) complété
par les applications ϕn : (M1, . . . ,Mn) ￿→ dim(VN )2(n−1)kn(tr(M1), . . . , tr(Mn)) forme un espace
de probabilité non-commutatif d’ordre supérieur.
De même que pour un espace de probabilité non-commutatif, on définit la notion de distribu-
tion non-commutative d’ordre supérieur et celle de convergence en distribution d’ordre supérieur.
Le théorème 1.3.8 peut être reformulé ainsi. La famille de variables aléatoires (ZNt )t≥0 de l’espace
(L∞(Ω,P)⊗End(VN ), ∗, (ϕn)n≥1) converge en distribution non-commutative d’ordre supérieur.
Dans [11] et [48] est également définie une notion de liberté d’ordre supérieure telle qu’un ana-
logue du théorème 1.3.17 soit satisfait. Bien que cela ne soit pas développé dans ce mémoire,
mentionnons que l’on peut également définir un mouvement brownien unitaire libre d’ordre su-
périeur en calquant la définition 1.3.18. Le théorème 1.3.8 complété par l’analogue du théorème
1.3.17 montre l’existence d’un tel processus.
1.3.4 Champ maître, champs maîtres gaussiens, champs maîtres à tout ordre
Au vu des deux sections précédentes, des observables adaptées à la limite dim(G)→∞ sont
les boucles de Wilson renormalisées : c’est-à-dire les fonctions h ∈ M(P(R2)) ￿→ tr(hl), avec
l ∈ L(R2). Soit (GN )N≥0 l’une des trois séries de groupes compacts orthogonale, symplectique
ou unitaire. On peut en eﬀet montrer les résultats suivants.
Théorème 1.3.22 ([35]). Sous YMGN , le vecteur aléatoire (tr(Hl))l∈L(R2) converge en probabi-
lité vers un vecteur déterministe (Φ(l))l∈L(R2), avec Φ : L(R2)→ [−1, 1] continue en 1-variation
pour les lacets à base fixée.
Une question naturelle est alors de déterminer les fluctuations autour de cette convergence.
Pour montrer un tel résultat, on montre que l’on peut généraliser les techniques utilisées dans [35]
pour montrer la convergence des cumulants des boucles de Wilson convenablement normalisées.
Il s’avère que les résultats obtenus pour un mouvement brownien se généralisent pour des mots
en plusieurs mouvements browniens indépendants. Ceux-ci peuvent alors être interprétés à l’aide
de la mesure de Yang-Mills. On montre dans les chapitre 3 et 4 qu’ils permettent d’obtenir les
informations asymptotiques suivantes sur les boucles de Wilson de tous les lacets de longueur
finie.
Théorème 1.3.23. Sous YMU(N), le vecteur aléatoire (Tr(Hl))l∈L(R2) converge en probabilité
vers un vecteur gaussien (φl)l∈L(R2), tel que si une suite de lacets ln ∈ L(R2) converge en 1-
variation vers l ∈ Lx(R2), alors φln converge en loi vers φl. Il existe une fonction m : L(R2)→ R
continue en 1-variation pour les lacets à base fixée, telle que sous YMO(N) et respectivement sous
YMSp(2N), le vecteur aléatoire (Tr(Hl))l∈L(R2) converge en probabilité vers les vecteurs gaussiens
(m(l) + 1√2(φl + φl−1))l∈L(R2) et (−m(l) + 1√2(φl + φl−1))l∈L(R2).
On montre ce théorème dans les chapitre 3 et 4, en étudiant le comportement des cumulants
des boucles de Wilson.
Théorème 1.3.24. Pour tout ensemble de lacets S = {l1, . . . , ln}, la suite de cumulants N2(n−1)
kYM
U(N)
n (tr(Hl1), . . . , tr(Hln)) converge quand N →∞ vers Φ(S) ∈ R et la fonction (l1, . . . , ln) ∈
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Lx(R2)n ￿→ Φ+({l1, . . . , ln}) est continue en 1-variation, en chaque variable. Les suites de cu-
mulants N2(n−1)kYMO(N)n (tr(Hl1), . . . , tr(Hln)) et (2N)2(n−1)kYM
Sp(2N)
n (tr(Hl1), . . . , tr(Hln)) ont
pour limite commune, quand N →∞,
Φn.o.(S) = ￿
ε∈{−1,1}n−1
Φ({lε11 , . . . , lεn−1n−1 , ln}).
La fonction Φ : L(R2) → [−1, 1] porte le nom de champ maître planaire, on appelle le
vecteur gaussien (φl)l∈L(R2) champ maître gaussien et les fonctions Φ,Φn.o. :
￿
n L(R2)n → R
champ maître orienté et non-orienté. Le champ maître planaire a été introduit dans la littérature
physique [32, 33, 25, 24, 26] suite au travaux de t’Hooft sur le modèle standard [53]. Le texte
mathématique de I. Singer [52] énonce de façon informelle un résultat analogue au théorème
1.3.22 et formule de nombreuses conjectures. Il a également été étudié par M. Anshelevich et
A.N. Sengupta dans [2] en utilisant la construction d’ A.N. Sengupta de la mesure de Yang-Mills.
Une propriété remarquable du champ maître planaire orienté est qu’il garde une trace de
la mesure de Yang-Mills avec pour groupe de structure U(1). Ceci nous permet en particulier
de montrer dans la section 3.3.7 du chapitre 3 que lorsque α → 0, le changement d’échelle du
champ maître gaussien ( 1√
α
φαl)l∈L(R2) converge en loi vers i(W (nl))l∈L(R2), où W désigne un
bruit blanc sur R2, muni de la mesure de Lebesgue et nl est la fonction indice du lacet l.
Une autre propriété remarquable du champ maître planaire orienté est qu’il peut être calculé
récursivement sur les lacets ayant un nombre fini d’intersections simples grâce aux équations
diﬀérentielles suivantes appelées équations de Makeenko-Migdal. Si l ∈ L(R2) est tracé dans
un graphe plongé G, considérons Φ(l) comme une fonction des aires des faces de G. Soient
F1, F2, F3, F4 quatre faces deG qui s’intersectent en un point d’intersection x de l et cycliquement
ordonnées, telles que F1 est bordée par les deux arêtes sortantes de x, et lg et ld les deux lacets
que l’on obtient en changeant de direction au temps de retour en x lors du parcours de l. Alors￿
d
d|F1| −
d
d|F2| +
d
d|F3| −
d
d|F4|
￿
Φ(l) = Φ(lg)Φ(ld), (MM)
où, lorsque l’une des faces est la face infinie, on remplace la dérivation correspondante par 0.
Les deux physiciens éponymes de ces équations les ont introduites dans [41], en utilisant une
formule d’intégration par partie en dérivant la densité de la mesure de Yang-Mills par rapport
à une mesure formelle invariante par translations sur les connexions du fibré p : R2 ×G → R2,
analogue à la mesure de Haar. Une telle mesure n’existant pas, leur argument appelle une
preuve rigoureuse. T. Lévy donne une preuve et une généralisation de (MM), en eﬀectuant des
intégrations par parties successives, en dérivant la densité de la mesure de Yang-Mills discrète
YMG par rapport à la mesure de Haar sur M(P(G), G). On donne au chapitre 2 une preuve
diﬀérente de cette égalité pour le groupe unitaire en exploitant une décomposition adaptée de l
en lassos.
On montre en outre que cette relation se généralise au champ maître d’ordre supérieur. Si
l2, . . . , ln ∈ L(R2) sont des lacets qui ne s’intersectent qu’un nombre fini de fois entre eux et avec
l, alors ￿
d
d|F1| −
d
d|F2| +
d
d|F3| −
d
d|F4|
￿
Φ(l, l2, . . . , ln) =
￿
Φ(Sg)Φ(Sd), (MMn+1)
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=
F1
F2
F3
F4
F1 ∪ F3
F2
F4
d
d|F1| − dd|F2| + dd|F3| − dd|F4|
Figure 1.4 – Exemple d’une relation MM￿2.
où la somme a lieu sur les partitions de {lg, ld, l2, . . . , ln} en deux blocs Sg et Sd, l’un contenant
lg, l’autre ld, la même convention que pour (MM) étant adoptée lorsqu’une face est infinie. En
outre, des relations d’un deucième type sont vérifiées. Si les bords de F1, F2, F3, F4 s’intersectent
en un point d’intersection x des lacets l1 et l2. Soit l le lacet obtenu en changeant de brin au
point d’intersection x lors du parcours de l1. Alors￿
d
d|F1| −
d
d|F2| +
d
d|F3| −
d
d|F4|
￿
Φ(l1, l2, . . . , ln) = Φ(l, l3, . . . , ln). (MM’n)
On montre en outre, en généralisant un résultat de [35], que pour tout n ≥ 0, il existe une
unique application Φ : ￿1≤k≤n L(R2)k → R telle que
1. Φ est continue pour la topologie de la 1-variation, pour des familles de lacets basés en un
même point.
2. Φ est invariante par les diﬀéomorphismes qui préservent l’aire.
3. Φ(cst) = 1 et pour tout lacet l2, . . . , lk, Φ(cst, l2, . . . , lk) = 0.
4. Si S1 et S2 sont deux enchevêtrements avec |S1| + |S2| ≤ n, séparés par une courbe de
Jordan, alors Φ(S1 ∪ S2) = 0.
5. Pour toute famille S de moins de n lacets tracés dans un graphe plongé G, si F est une
face bornée, bordée par un élément de S et voisine de la face infinie, alors
d
d|F |Φ(S) = −
1
2Φ(S).
6. Φ vérifie les équations (MMk) et (MM￿k) pour tout k ≤ n.
Pour conclure cette introduction, mentionnons un résultat dû à T. Lévy (voir Lemme 5.20
de [35]) et quelques questions qu’il soulève. Si l1, . . . , ln ∈ L(R2) sont équivalents pour la relation
de réduction ∼ (définie à la section 1.2.3) à l￿1, . . . , l￿n, alors pour tout groupe de Lie compact G,
sous YMG, (Hli)1≤i≤n a même loi que (Hl￿i)1≤i≤n. On en déduit que pour deux telles familles
de lacets, Φ({l1, . . . , ln}) = Φ({l￿1, . . . , l￿n}). Le champ maître planaire orienté donne à l’algèbre
C[RL0(R2)] munie de l’involution antilinéaire ∗ telle que ∗(l) = l−1, une structure d’espace de
probabilité d’ordre supérieur. Beaucoup de questions se posent dès lors que l’on veut classifier
de telles structures. L’application Φ est-elle extrémale parmi les états sur C[RL0(R2)] ? Peut-on
classifier les états invariants par diﬀéomorphismes préservant l’aire ? Quelle classe de processus
de Lévy unitaires libres peut fournir des exemples d’états extrémaux de C[RL(R2)] ?
Chapitre 2
Integration formulas for Brownian
motion on classical compact Lie
groups
Combinatorial formulas for the moments of the Brownian motion on classical compact Lie
groups are obtained. These expressions are deformations of formulas of B.Collins and P.Śniady
for moments of the Haar measure.
2.1 Introduction
Let G be a compact group that belongs to one of the classical series U(N),O(N) and Sp(N).
For any of these groups, let us denote by V their fundamental representation, that is CN for
U(N) and O(N), and C2N for Sp(N). In the following, we are concerned in finding an explicit
expression for ￿
G
f(g)µ(dg) (2.1)
where f is the composition of a polynomial function on End(V ) with the fundamental repre-
sentation and µ is the measure associated to the law of a Brownian motion that we shall define
in Section 2.4.2. When µ is the Haar measure, such quantities have been studied by B. Collins
in [10] and later with P. Śniady in [14], see also [13] and [57] for a recent point of view. The
subject of this article is to give formulas for (2.1) that are deformations of the ones obtained in
[14]. Besides, our work completes the article [34] of T. Lévy who computes such integrals but
for a smaller class of polynomials.
Our computations are motivated by the fact that the law of the Brownian motion is invariant
by conjugation so that integrating with respect to it defines invariant quantities for the group
G. For any space E on which G acts, we will denote by EG the set of points in E fixed by the
action of G. If W is a representation of G, we denote by EndG(W ) the space of endomorphisms
commuting with G. We will consider here the representations W = V ⊗n ⊗ V ∗⊗m. For such
representations, WG is described by the first theorem of invariant theory and EndG(W ) by the
Schur-Weyl duality (see [23]). For instance, for G = U(N), EndG(V ⊗n) is the image of C[Sn] by
the classical representation on V ⊗n given by permutation of the tensors. These two equivalent
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facts are the main tool used in [14], [57] and [13]. The proof we give here is purely combinatorial
and do not rely on it.
We shall give an expression in terms of a commutative family of elements of C[Sn] called the
Jucys-Murphy elements, whose joint spectrum is explicitly known (see [47]). We will compare
this expression with the one obtained in [57] for the Haar measure on U(N) and O(N).
In the first section of this article, we introduce the Brownian motion on the groups considered
and state informally our result. In the second Section, we shall give a proof of an integration
formula for the Haar measure on the symplectic group relying on the first fondamental theorem
of invariants and recall the formulas for the orthogonal and the unitary groups. In the third
Section, we reformulate these expressions in the algebras EndG(V ⊗n), state the formulas we want
to prove for the Brownian motion in Theorem 2.4.7 and show they are indeed a deformation of
the formulas for the Haar measure. In the last Section, we give a proof of Theorem 2.4.7.
2.2 Brownian motion on classical compact Lie groups
For any positive integer N , let us denote by V the vector space CN , endowed with its
canonical hermitian product denoted by (·, ·). Let β be the canonical C-bilinear form on V
and if N is even let us denote by ω the skew-symmetric bilinear form on V whose matrix in
the canonical basis is J =
￿
0 IN
−IN 0
￿
. We shall consider the following groups of matrices :
the unitary group U(N) = {U ∈ MN (C) : U∗U = Id}, the orthogonal group O(N) = {O ∈
MN (R) : tOO = Id} and the unitary symplectic group Sp(N) = {S ∈ U(2N) : tSJS = J}. We
shall denote their Lie algebra by small gothic letters : u(N) = {X ∈ MN (C) : X + X∗ = 0},
o(N) = {X ∈ MN (R) : tX + X = 0} and sp(N) = {X ∈ u(2N) : tXJ + JX = 0}. For any
x, y ∈ u(N), let us define
￿x, y￿ = −dim(V )TrV (xy).
The restriction of the real bilinear form ￿·, ·￿ defines an invariant scalar product on the three
series of Lie algebras we are considering. Let G be one of the above mentioned compact Lie group
with Lie algebra g. Let us denote by (Kt)t≥0 the classical Brownian motion on the Euclidean
space (g, ￿·, ·￿) that is the unique Gaussian process with covariance given for all x, y ∈ g and
t, s ≥ 0, by
E[￿x,Kt￿￿y,Ks￿] = min(t, s)￿x, y￿.
The quadratic variation ￿￿dKt.dKt￿￿ is equal toMdt, whereM is a constant matrix. Furthermore,
M is invariant by conjugation by G and is therefore proportional to the identity. We denote by
Cg the constant such that ￿￿dKt.dKt￿￿ = Cgdt. Let S be an element of the group G and define
(Gt)t≥0 as the stochastic process solution of the following stochastic diﬀerential equation
dGt = GtdKt +
Cg
2 Gtdt,G0 = S.
For any bilinear form ψ preserved by G, almost surely, for all t ≥ 0, ψ is preserved by Gt. Indeed,
for any u, v ∈ V , using Itô formula,
dψ(Gtu,Gtv) = ψ(dKtu, v) + ψ(u, dKtv) + Cgψ(u, v)dt+ ￿￿ψ(dKtu, dKtv)￿￿
= ψ(￿￿dKtdKt￿￿u, v) + Cgψ(u, v)dt = 0.
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The group G is characterized by the invariance of some bilinear forms, hence, almost surely,
the process (Gt)t≥0 belongs to G. This Markovian process is called the Brownian motion on G
issued from S. Let us describe its generator. For any x ∈ g, let Lx be the left-invariant first
order diﬀerential operator defined by setting for any diﬀerentiable function f and any g ∈ G,
Lxf(g) = d
dt
f(g exp(tx))|t=0.
Let U(g) be the real envelopping algebra of g. The application L extends to an isomorphism of
associative algebra between U(g) and the algebra of left-invariant diﬀerential operators on G.
Note that for any smooth function F on MN (C), and any x ∈ g,M ∈ G,
Lx ◦ Lx(F )(M) = dMF (Mx2) + d2MF (Mx,Mx). (2.2)
For any orthonormal basis (xi)1≤i≤d of g with respect to the scalar product ￿·, ·￿, let cg =￿d
i=1 x
2
i ∈ U(g). The element cg does not depend on the orthonormal basis (xi)1≤i≤d and is
called the Casimir element. The image of the Casimir element cg is called the Laplacian and is
denoted by ∆G :
∆G = Lcg =
d￿
i=1
Lxi ◦ Lxi .
Note that the image of cg by the classical representation on V is Cg. The Itô formula combined
with the equation (2.2) implies that the Brownian motion on G is the diﬀusion process with
generator 12∆G.
Let (Gt)t≥0 be a Brownian motion issued from Id and H a random variable distributed
according to the Haar measure on G. Our main result is a combinatorial formula for the mo-
ments of the entries of the matrix Gt. The Theorem 2.4.7 gives, for any i1, . . . , in ∈ {1, . . . , N},
an expression for E[(Gt)i1,j1 · · · (Gt)in,jn ] that is a deformation of the expression of [14] for
E[Hi1,j1 · · ·Hin,jn ]. In order to use the multiplicative nature of Brownian motion, we get a joint
expression for the moments of a same order as a morphism E[G⊗nt ] ∈ End(V ⊗n).
2.3 Integration formulas for the Haar measure
We give here a proof of the integration formula with respect to the Haar measure on the
symplectic group Sp(N) and recall the formulas for U(N) and O(N) (a proof for the compact
symplectic group is also given in [12]). Let us denote by dO, dU and dS the Haar measure on
the groups U(N),O(N) and Sp(N). In the following we shall compute the following integral :￿
Sp(2N)
Si1,j1Si2,j2 · · ·Sin,jndS. (2.3)
Observe that for any S ∈ Sp(N), S = −JSJ , therefore we can deduce from our computation
formulas for integrals of polynomials in entries of S and S¯. Besides, since the Haar measure is
invariant by multiplication by −Id, this integral is zero for odd n. We shall therefore assume here
that n is an even integer 2p. Let us define a hermitian scalar product ￿·, ·￿ on V ⊗n extending
the termwise product of the canonical hermitian scalar product on V . The computation of (2.3)
relies on the following fact. Let us denote by Φ the morphism
Φ =
￿
Sp(N)
S⊗2pdS ∈ End(V ⊗2p).
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Using invariance of the Haar measure, it is easily seen that Φ is an orthogonal projection onto
the vector space
￿
V ⊗2p
￿Sp(N). If (ei)1≤i≤2N denotes the classical basis of C2N , then computing
(2.3) amounts to computing
￿ei1 ⊗ · · · ei2p ,Φ(ej1 ⊗ · · · ej2p)￿.
Let (wl)l∈L be any generating family of
￿
V ⊗2p
￿Sp(N), Gr = (￿wi, wj￿)i,j∈L its Gram matrix
and G˜r a matrix satisfying GrG˜rGr = Gr. The orthogonal projection onto
￿
V ⊗2p
￿Sp(N) can be
reformulated as
Φ =
￿
i,j∈L
G˜ri,j￿wj , ·￿wi. (2.4)
For any pair of operators f and f˜ such that ff˜f = f and f˜f f˜ = f˜ , f˜ is called a pseudo-inverse
of f . As soon as f is self-adjoint for a fixed hermitian product, it admits a unique self-adjoint
pseudo-inverse. 1
What is more, the theory of invariants gives an explicit generating family of
￿
V ⊗2p
￿Sp(N). Let
M(2p) be the set of pair partitions of {1, . . . , 2p}. Let us denote by π0 ∈M(2p) the partition
{{1, 2}, {3, 4}, . . . , {2p− 1, 2p}} and
wπ0 =
￿
1≤i1,i2,...,i2p≤N
(
p￿
k=1
Ji2k−1,i2k)ei1 ⊗ ei2 ⊗ · · ·⊗ ei2n−1 ⊗ ei2p .
The element wπ0 is fixed by the action of Sp(N). Let us denote by ε : S2p → {−1, 1} the
signature homomorphism and ρε : S2p → GL(V ⊗2p) the homomorphism defined by setting for
any σ ∈ S2p and v1, . . . , v2p ∈ V ,
ρε(σ). (v1 ⊗ · · ·⊗ v2p) = ε(σ)vσ−1(1) ⊗ · · ·⊗ vσ−1(2p).
The stabilizer of π0 under the natural action of S2p on M(2p) is called the hyperoctahedral
group, we denote it by Hp. The group Hp stabilizes the element wπ0 under the action of S2p
through ρε, therefore for any π ∈M(2p) and σ ∈ S2p such that σπ0 = π, the vector
wπ = ρε(σ).wπ0
is well defined. Furthermore, the action of Sp(N) on V ⊗2p commutes with the one of S2p,
therefore for any π ∈ M(2p), wπ ∈ (V ⊗2p)Sp(N). The first geometric Theorem of invariant
theory claims that all invariants are linear combinations of these ones.
Theorem 2.3.1 ([23], Thm. 5.2.2 ). The family (wπ)π∈M(2p) generates (V ⊗2p)Sp(N).
For any pair of partitions π, η of {1, . . . , 2p}, let us denote by π∨η the finest partition coarser
than π and η. Let #π the number of blocks of π and for any i, j ∈ {1, . . . , n}, let us write i ∼π j
if i and j belong to the same block of π. For any permutation σ ∈ S2p and any list of 2p integers
I = (i1, . . . , i2p), let us set
inv2(σ, I) = #{k ∈ {1, . . . , p} : iσ(2k) < iσ(2k−1)}.
1. Note that without the hermitian condition and if f is not invertible, it admits several pseudo-inverse.
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Lemma 2.3.2. i) For any π, η ∈M(2p),
￿wπ, wη￿ = (−1)p(−2N)#π∨η.
ii) Let π be an element of M(2p), σ ∈ S2p such σπ0 = π and 1 ≤ i1, . . . , i2p ≤ N . If il = ik+N
mod (2N), for all l, k such that l ∼π k, then
￿wπ, ei1 ⊗ · · ·⊗ ei2p￿ = ε(σ)(−1)inv2(σ,I),
otherwise this term vanishes.
Proof. i) For any permutations α and β such that α(π0) = π and β(π0) = η, the above scalar
product equals
￿
i1,...,i2p
j1,...,j2p
p￿
k=1
Ji2k−1,i2kJj2k−1,j2k￿eiα−1(1) ⊗ · · ·⊗ eiα−1(2p) , ejβ−1(1) ⊗ · · ·⊗ ejβ−1(2p)￿ε(αβ)
= ε(α−1β)
￿
1≤i1,...,i2p≤2N
p￿
k=1
Ji2k−1,i2kJiα−1β(2k−1),iα−1β(2k) .
Let us now choose specific permutations α and β. Let {A,B} be the unique partition of
{1, . . . , 2p} into two sets such that its blocks do not contain any block of π and η. Let us choose
a pair of permutations α and β such that α({1, 3, . . . , 2p − 1}) = A = β({1, 3, . . . , 2p − 1})
and α(2k − 1) = β(2k − 1), for any k ∈ {1, . . . , p}. Then the product in the right-hand side
of the last equality writes down ￿pk=1 Ji2k−1,i2kJi2k−1,iα−1β(2k) . This term is equal to 1 whene-
ver iα−1β(2k) = i2k, for any k ∈ {1, . . . , p} and vanishes otherwise. Observe further that the
number of cycles of α−1β|{2,4,...,2p} is #π ∨ η. Therefore the sum is equal to (2N)#π∨η and
ε(α−1β) = (−1)n+#π∨η.
ii) This second scalar product is equal to ε(σ)￿pk=1 Jiσ(2k−1),iσ(2k) . This equality implies the
second assertion.
For any z ∈ C and any π, η ∈M(2p), we set
Grπ,η(z) = z#(π∨η).
Thanks to Lemma 2.3.2, the matrix Gr(−2N) is the Gram matrix we were looking for. This
matrix is real and symmetric, we denote its pseudo-inverse by W (−2N). We shall show 2 later
in Lemma 2.4.5 that for any z ∈ C, the matrix Gr(z) has a pseudo-inverse that we shall de-
note by W (z). Equation (2.4) and Lemma 2.3.2 yield the following : for I = (i1, . . . , i2p), J =
(j1, . . . , j2p) ∈ {1, . . . , 2N}2p,
￿
Sp(2N)
Si1,j1Si2,j2 · · ·Si2p,j2pdS = (−1)p
￿
π,η∈M(2p)
￿wπ, wη￿Wπ,η(−2N) (2.5)
=
￿
π,η∈M(2p)
ε(σπση)(−1)inv2(σπ ,I)+inv2(ση ,J)+pWπ,η(−2N) (2.6)
2. We shall see an expression of the matrix Gr(z) in terms of Jucys-Murphys elements, which shows that Gr(z)
is diagonalizable so that Gr(z) always has a pseudo-inverse. What is more, as pointed out in [57], this expression
implies that the family of matrices {Gr(z), z ∈ C} is commutative.
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where the sum is over all the partitions π, η such that ik = il+N mod (2N) (resp. jk = jl+N
mod (2N)) as soon as k ∼π l (resp. k ∼η l) and σπ and ση are permutations such that σπ(π0) = π
and ση(π0) = η.
Let us recall the two formulas for integrals on the compact orthogonal group and the unitary
group (see [14] for a proof). Let us define M(p, p) = {π ∈ M(2p) : ∀i, j ∈ {1, . . . , p}, i ￿∼π j}.
We shall see in section 2.4.4 that for any z ∈ C, (Grπ,η(z))π,η∈M(p,p) has a pseudo-inverse that
we shall denote Wg(z). For any I = (i1, . . . , i2p), J = (j1, . . . , j2p) ∈ {1, . . . , N}2p,￿
O(N)
Oi1,j1Oi2,j2 · · ·Oi2p,j2pdO =
￿
π,η∈M(2p)
Wπ,η(N), (2.7)
where the sum is over all the partitions π, η such that ik = il (resp. jk = jl) as soon as k ∼π l
(resp. k ∼η l) and
￿
U(N)
Ui1,j1Ui2,j2 · · ·Uip,jpU ip+1,jp+1U ip+2,jp+2 · · ·U i2p,j2pdU =
￿
π,η∈M(p,p)
Wgπ,η(N), (2.8)
where the sum is over all the partitions π, η ∈M(p, p) such that ik = il (resp. jk = jl) as soon
as k ∼π l (resp. k ∼η l).
2.4 Reformulation in the Brauer algebra.
For any measure µ that is invariant by adjunction, the endomorphism
￿
G g
⊗nµ(dg) of V ⊗n
commutes with the action of G. We shall specify the element of EndG(V ⊗n) when µ is the
Haar measure or the law of the Brownian motion. To begin with, let us describe the algebra
EndG(V ⊗n) as G belongs to one of the classical series of compact Lie groups.
2.4.1 Brauer algebra
Let us write In for the vector space with a basis indexed byM(2n). We give In the structure
of an algebra as follows. For any π ∈ M(2n), let us define two partitions of {1, 2, . . . , 3n} by
setting π+ = {{1}, . . . , {n}}∪(π+n) and π− = π∪{{2n+1}, . . . , {3n}}. For any π, η, we denote
by b(π, η) the number of blocks of π+ ∨ η− included in {n + 1, . . . , 2n} and π ◦ η ∈M(2n) the
partition obtained from π+∨η−∩ ({1, . . . , n} ∪ {2n+ 1, . . . , 3n}) by shifting by {2n+1, . . . , 3n}
to {n+ 1, . . . , 2n}. We define
π.η = zb(π,η)π ◦ η.
Lemma 2.4.1. [23][Thm 4.4] For any z ∈ C, the bilinear map (π, η) ∈ I2n ￿→ π.η endows In
with a structure of an associative unitary algebra. We denote this algebra Bn(z).
For any π ∈ M(2n), we shall represent the element π ∈ Bn(z) as a diagram with points
of {1, . . . , 2n} set on two lines as in the figure 2.1, so that multiplication in Bn(z) amounts to
concatenation of diagrams weighted by z powered to the number of inside loops. For any integers
1 ≤ a < b ≤ n, set
τa,b = {{a, b}, {a+ n, b+ n}} ∪ {{k, k + n}, k ￿= a, b}
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and
sa,b = {{a, b+ n}, {b, a+ n}} ∪ {{k, k + n}, k ￿= a, b}.
These two kinds of partitions generates Bn(z) as an algebra.
Lemma 2.4.2 ([16] § 7). The algebra Bn(z) is isomorphic to the quotient of the free unital
associative algebra on {τa,b, sa,b : 1 ≤ a < b ≤ n} by the two-sided ideal generated by the
following relations : for distincts integers a, b, c, d between 1 and n,
(i) τ2a,b = zτa,b, (ii) s2a,b = 1, (iii)sa,bτa,b = τa,b,
(iv) τa,bτ c,d = τ c,dτa,b, (v) sa,bsc,d = sc,dsa,b, (vi) sa,bτ c,d = τ c,dsa,b,
(vii) sa,bτ b,csa,b = τa,c, (viii) sa,bsb,csa,b = sb,csa,bsb,c, (ix) τa,bτ b,c = sa,cτ b,c.

Figure 2.1 – Multiplication π.η with π = {{1, 2}, {3, 4}, {5, 14}, {6, 7}, {8, 9}, {10, 11}, {12, 13}}
and η = {{1, 3}, {25}, {4, 6}, {7, 12}, {8, 11}, {9, 10}, {13, 14}}.
   
Figure 2.2 – The two elements τa,b et sa,b of Bn(z).
Let us describe the standard representations of Bn(N) and Bn(−2N). For any π ∈M(2n),
let us define the element of End(V ⊗n)
ρO(π) =
￿
Ein+1,i1 ⊗ · · ·⊗ Ei2n,in ,
the sum being over all i1, . . . , i2n ∈ {1, . . . , N} such that ik = il for any k, l satisfying k ∼π l.
For any 1 ≤ a < b ≤ n, let us denote by ￿a b￿ = ρO(τa,b) and (a b) = ρO(sa,b).
Lemma 2.4.3. The application ρO extends linearly to an algebra homomorphism from Bn(N)
to End(V ⊗n).
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For any 1 ≤ a < b ≤ n, let
￿a b￿ω =
￿
1≤ia,ia+n,ib,ib+n≤2N
Jia,ibJia+n,ib+nId⊗a−1 ⊗ Eia+n,ia ⊗ Id⊗b−a−1 ⊗ Eib+n,ib ⊗ Id⊗n−b,
ρS(sa,b) = −(a b) ∈ End(V ⊗n) and ρS(τ) = −￿a b￿ω.
Lemma 2.4.4. The application ρS extends to an algebra homomorphism from Bn(−2N) to
End(V ⊗nC ).
Proof. One checks that the nine relations given in Lemma 2.4.2 are satisfied.
2.4.2 Expectation of tensors as elements of the Brauer algebra.
We will give here an expression for the orthogonal projection Φ of V ⊗2p onto
￿
V ⊗2p
￿Sp(2N) as
the representation of an element of the Brauer algebra B2p(−2N). Let (σπ)π∈M(2p) be a family
of permutations such that σπ(π0) = π, and for any z ∈ C, set
G(z) =
￿
π∈M(2p)
z#(π∨π0)σπ ∈ C[S2p].
Recall thatHp is the subgroup ofS2p fixing π0, and let PHp denote the idempotent 12pp!
￿
h∈Hp h.
Lemma 2.4.5. i) For any z ∈ C,
PHpG(z) = G(z)PHp .
ii) Let RGr(z) : I2p → I2p,σ.π0 ￿→ σG(z)π0. The endomorphism RGr(z) is well defined, does not
depend on the choice of (σπ)π∈M(2p) and its matrix in the canonical basis of I2p is (Grµ,ν(z))µ,ν∈M(2p).
Proof. i) Indeed, the element G(z)PHp = 12pp!
￿
σ∈S2p z
#α(π0)∨π0α is invariant by multiplication
on the left and on the right by Hp.
ii) Thanks to the identity of point i), the homomorphism RGr(z) is well define. Besides, it
does not depend on the family (σπ)π∈M(2p). For any η, µ ∈M(2p), there is a unique π ∈M(2p)
with σησππ0 = µ, what is more ν ∨ µ = ση(π0 ∨ π) and #(π ∨ π0) = #(µ ∨ ν). Hence
σηG(z)π0 =
￿
π∈M(2p)
z#π∨π0σησππ0 =
￿
µ∈M(2p)
Gr(z)µ,ηµ.
For any integer i ≥ 2, we let
Xi = (1 i) + (2 i) + · · ·+ (i− 1 i)
be the i-th Jucys-Murphy element. We set X1 = 0. Let us point out the following fact proved in
[57].
Proposition 2.4.1. [57, Proposition 3] There exists a family of permutations (σπ)π∈M(2p) such
that σπ(π0) = π for any π ∈M(2p) and
G(z) =
p￿
k=1
(z +X2k−1).
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The Jucys-Murphy elements are jointly diagonalizable (see [47]) so that for any z ∈ C, the
element G(z) has a pseudo-inverseW(z) that is a polynomial of G(z). Thus, the elementW(z)
satisfiesW(z)PHp = PHpW(z) and it defines an endomorphism RW (z) which is a pseudo-inverse
of RGr(z). We shall denote by W (z) its matrix in the canonical basis of Ip. Besides, observe that
for any z, z￿ ∈ C, the element G(z)G(z￿) = G(z￿)G(z) induces the endomorphism RGr(z)RG(z￿).
Hence, the family of matrices {G(z) : z ∈ C} is commutative.
We can now give another formulation of the results of the last section. For any r, s, n ∈ N
such that r ≤ s ≤ n and s− r is odd, let us set τ[r,s] =
￿
1≤2i+1≤s−r τr+2i,r+2i+1 ∈ Bn(z).
Proposition 2.4.2. Let I2p(z) = 12pp!
￿
σ∈S2p σW(z)τ[1,2p]σ−1,￿
Sp(2N)
S⊗2pdS = ρS(I2p(−2N))
and ￿
O(N)
O⊗2pdO = ρO(I2p(N)).
Proof. Let us prove the first formula for the symplectic group. Let us recall that for any π ∈
M(2p), wπ = ρS(σπ)wπ0 and note that the following equality holds in End(V ⊗2p)
￿wη, ·￿wπ = (−1)pρS(σπτ[1,2p]σ−1η ).
What is more, Lemma 2.3.2 implies
￿wπ, wη￿ = (−1)pGπ,η(−2N).
By definition of the matrix W (z), W (z) is a pseudo-inverse of G(z) so that, thanks to formula
(2.5), the left-hand-side of the formula of the Proposition equals to
￿
π,η∈M(2p)
(−1)pWπ,η(−2N)￿wη, ·￿wπ = (−1)p
￿
η∈M(2p)
￿wη, ·￿ρε(σηW(−2N))wπ0
=
￿
η∈M(2p)
ρS(σηW(−2N)τ[1,2p]σ−1η ).
Recall that for any z ∈ C, W(z)PHp = PHpW(z) and note that PHpτ[1,2p]PHp = τ[1,2p], so
that the right-hand side of the last equation equals the right-hand side of the equation of the
Proposition.
2.4.3 Statement of the Theorem for orthogonal and symplectic matrices
We shall now state our main result which extends Proposition 2.4.2 when the integration is
not with respect to the Haar measure but with respect to the law of a Brownian motion at a
fixed time. We shall denote (Ot)t≥0 (resp. (St)t≥0 and (Ut)t≥0) the Brownian motion issued from
the identity on O(N) (resp. on Sp(N) and on U(N)). Observe that almost surely the orthogonal
Brownian motion takes its value in the connected component of the identity that is the special
orthogonal group SO(N) = {O ∈ O(N) : det(O) = 1}.
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For any C ⊂ {1, . . . , n} and z ∈ C, let us define
ZC(z) =
(1− z−1)|C|
2 + z
−1 ￿
a<b: a,b∈C
sa,b ∈ Bn(z)
and for 1 ≤ i ≤ n,
Zi = Z{1,...,i}(z).
Let us set Z0 = 0. For t ∈ R and an integer k ≥ 2, let st(z1, . . . , zk) be the symmetric function
defined by :
st(z1, . . . , zk) =
￿
1≤i<j≤k
(zj − zi)−1 det

zk−21 z
k−3
1 · · · 1 e−tz1
zk−22 z
k−3
2 · · · 1 e−tz2
... ... ... ...
zk−2k z
k−3
k · · · 1 e−tzk
 (2.9)
For any integers r and k, let us denote by
h(k)r (z1, . . . , zk) =
￿
l1,...,lk≥0
l1+···+lk=r
zl11 · · · zlkk ,
the complete symmetric polynomial of degree r. Let us recall the following classical fact that
complete polynomials agree with Schur functions of the partitions (r, 0).
Lemma 2.4.6. i) For any integers r and k,
hr(z1, . . . , zk) =
￿
1≤i<j≤k
(zj − zi)−1 det

zr+k−11 z
k−2
1 z
k−3
1 · · · 1
zr+k−12 z
k−2
2 z
k−3
2 · · · 1
... ... ... ...
zr+k−1k z
k−2
k z
k−3
k · · · 1
 .
ii) For any t ∈ R,
st(z1, . . . , zk+1) = (−1)k
￿
r≥0
(−t)r+k
(r + k)!hr(z1, . . . , zk+1).
iii) For any pairwise distinct non-zero complex numbers z1, . . . , zk,
st(z1, . . . , zk, 0) =
￿
1≤i<j≤k
(zj − zi)−1 det

zk−21 z
k−3
1 · · · 1 z−11 (1− e−tz1)
zk−22 z
k−3
2 · · · 1 z−12 (1− e−tz2)
... ... ... ...
zk−2k z
k−3
k · · · 1 z−1k (1− e−tzk)
 .
Proof. i) A proof lies in [40].
ii) Decompose the exponential into its power series. Note that the first k − 1 terms of this
sum vanish.
iii)The third point is left to the Reader.
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As a corollary, observe that the fonction st is well defined on Ck and holomorphic. For any
integers n and k, such that 0 ≤ 2k ≤ n, let
Ikn,t(z) =
1
2kzk(n− 2k)!
￿
σ∈Sn
σst(Zn−2k, Zn−2k+2, . . . , Zn)τ[n−2k+1,n]σ−1
and In,t(z) =￿0≤2k≤n Ikn,t(z). Our main result is the following pair of formulas.
Theorem 2.4.7. For any t ∈ R+ and n ∈ N,
E[O⊗nt ] = ρO(In,t(N))
and
E[S⊗nt ] = ρS(In,t(−2N)).
2.4.4 Walled Brauer algebra
For two integers n and m, let M(n,m) be the set of pair partitions of {1, 2 . . . , 2(n +m)},
which does not connect {1, . . . , n} with {2n +m + 1, . . . , 2(n +m)}, {n + 1, . . . , n +m} with
{n +m + 1, . . . , 2n +m}, nor any of the four blocks {1, . . . , n}, {n + 1, . . . , n +m}, {n +m +
1, . . . , 2n +m + 1} and {2n +m + 1, . . . , 2(n +m)} with itself. Let us denote by Bn,m(z) the
vector space spanned by M(n,m). Observe that Bn,m(z) is a subalgebra of Bn+m(z).
 
Figure 2.3 – An element of Bn,m(z).
Let us denote by π˜0 ∈M(n, n) the partition {{1, n+1}, . . . , {n, 2n}}. For any π ∈M(n, n),
let σ˜π ∈ Sn be the permutation such that σ˜π(π˜0) = π. For any permutation σ ∈ Sn, let us write
#σ for the number of cycles of σ and set
Ω(z) =
￿
σ∈Sn
z#σσ ∈ C[Sn].
For any π, η ∈M(n, n), let us observe that #σ−1π ση = #(σ−1π ση× Idn(π˜0)∨ π˜0) = #π∨η, hence
Gr(z)π,η = Ω(z)(σ−1π ση). (2.10)
The following formula was first proved in [31].
Proposition 2.4.3. [57, Prop. 1] For any z ∈ C,
Ω(z) =
n￿
i=1
(z +Xi).
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From this expression, it follows that for any z ∈ C, Ω(z) has a pseudo-inverseWg(z) in C[Sn]
that is a polynomial of Ω(z). For any π, η ∈M(n, n), let Wg(z)π,η =Wg(σ−1π ση). The equation
(2.10) implies that the matrix (Wg(z)π,η)π,η∈M(n,n) is a pseudo-inverse of (Gr(z)π,η)π,η∈M(n,n).
For r, s, n,m ∈ N, such that 1 ≤ r ≤ s ≤ n ≤ m, let
τ˜[r,s] =
￿
r≤k≤s
τk,k+n.
We can now give another formulation of expression (2.8).
Proposition 2.4.4. Let In,n(z) = 1n!
￿
σ∈Sn×Sn σWg(z)τ˜[1,n]σ−1 ∈ Bn,n(z),￿
U(N)
U⊗n ⊗ U⊗ndU = ρO(In,n(N)).
2.4.5 Statement of the Theorem for unitary matrices
We shall state the counterpart of Proposition 2.4.4 for the Brownian motion. Let n,m be
two integers such that n ≤ m. Let us denote by pw the projection from Bn+m(z) to Bn,m(z)
such that pw(π) = 0 for any π ∈ M(2(n + m)) \ M(n,m). Set for any C ⊂ {1, . . . , n + m},
YC = pw(ZC) + |C|z
−1
2 ∈ Bn,m(z) and for any 1 ≤ i ≤ n,
Yi = Y{1,...,i}∪{n+1,...,m+i}.
Let Y0 be the element Y{n+1,...,m} if n < m, and zero if n = m. For any integer k such that
0 ≤ k ≤ n, let
Ikn,m,t(z) =
1
zk(n− k)!(m− k)!
￿
σ∈Sn×Sm
σst(Yn−k, Yn−k+1, . . . , Yn)τ˜[n−k+1,n]σ−1
and In,m,t(z) =￿nk=0 Ikn,m,t(z). The formula of Proposition 2.4.4 has the following deformation.
Theorem 2.4.8. For any nonnegative integers n ≤ m and t ≥ 0,
E[U⊗nt ⊗ U⊗mt ] = ρO(In,m,t(N)).
2.4.6 Limit as time goes to infinity
For any compact connected Lie group, the law at a time t of the Brownian motion issued
from the identity converges to the Haar measure as t goes to infinity. In this section, we shall
deduce formulas of integration against the Haar measure from formulas for the Brownian motion
obtained in Theorem 2.4.7. Note that O(N) is not connected and that the law of a Brownian
motion at time t issued from the identity converges to the Haar measure on SO(N) as t goes
to infinity. If A is any matrix of O(N) \ SO(N), let (gt)t≥0 a Brownian motion on O(N) whose
initial condition g0 is equal to A or Id with probability 12 . The law of gt converges to the Haar
measure as t → ∞. Using the formulas of B. Collins and P. Śniady as quoted in Propositions
2.4.2 and 2.4.4, the convergence of the law of Brownian motion towards the Haar measure yields
the first assertion of the following lemma.
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Lemma 2.4.9. i) Let n,m and N be fixed integers with n ≤ m. Let us set In(z) = 0 if n is odd
and In,m(z) = 0 if n < m. Let A ∈ SO(N) such that det(A) = −1. As t goes to infinity,
1
2ρO(In,t(N))(1 +A
⊗n) −→ ρO(In(N)),
ρS(In,t(−2N)) −→ ρS(In(−2N))
and
ρO(In,m,t(N)) −→ ρO(In,m(N)).
ii) If n−N is a non-negative even integer, let
I ￿n(N) =
1
(2N)n−N2 N !2
￿
σ∈Sn
στ[N+1,n]εNZN+2(N)−1 · · ·Zn−2(N)−1Zn(N)−1σ−1.
Otherwise, set I ￿n(N) = 0. For any integers n and N , as t→∞,
ρO(In,t(N))→ ρO
￿In(N) + I ￿n(N)￿ .
We shall give here a direct proof of that lemma without using the Propositions 2.4.2 and 2.4.4
and thus get another proof of the formulas for the Haar measure. Besides, this Lemma yields an
expression for integration over special orthogonal group. For any vector space E that is acted
on by O(N) and that is endowed with an invariant scalar product, let us denote by ESO(N),ε the
orthogonal complement of EO(N) in ESO(N). The Lemma implies that the orthogonal projection
on (V ⊗n)SO(N) (resp. (V ⊗n)O(N)) is ρO(In(N)+I ￿n(N)) (resp. ρO(In(N))), hence the orthogonal
projection on (V ⊗n)SO(N),ε is ρO(I ￿n). Furthermore,￿
SO(N)
O⊗ndO =
￿
O(N)
O⊗n(1 + det(O))dO
and the orthogonal projection on (V ⊗n)SO(N),ε is therefore￿
O(N)
O⊗n det(O)dO = ρO(I ￿n(N)). (2.11)
Sketch of a proof of Lemma 2.4.9 : Let us first give a sketch of a proof for the ortho-
gonal group O(N), as N is large and n is an even integer 2p. In that case, the elements
Zi(N) − Zj(N), for 1 ≤ i < j ≤ 2p have inverses in the group algebra C[S2p] and for any
i ∈ {1, . . . , 2p}, the spectrum of ρO(Zi(N)) is positive. Therefore, as t goes to infinity , for
any i ∈ {1, . . . , 2p}, ρO(e−tZi(N)) → 0. Recall the definition of st given in (2.9), for any
k ∈ {1, . . . , p}, ρO(st(Z2k(N), Z2k+2(N), . . . , Z2p(N))) → 0 and ρO(st(0, Z2, Z4, . . . , Z2p)) →
ρO(Z2(N)−1Z4(N)−1 · · ·Z2p(N)−1). Using theorem 2.4.7, we get the following asymptotic for-
mula : as t goes to infinity,
ρO(I2p,t(N))→ 12p
￿
σ∈S2p
ρO
￿
σN−pZ2(N)−1Z4(N)−1 · · ·Z2p(N)−1τ[1,2p]σ−1
￿
.
We shall prove that this formula agrees with Proposition 2.4.2. Let PH2p denote the sum
1
2pp!
￿
h∈H2p h, this relation follows from the following equality
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p!PH2pN−pZ−12 (N)Z−14 (N) · · ·Z−12p (N)PH2p = Gr(N)−1PH2p . (2.12)
For N large enough, for any i ∈ {1, . . . , p}, N +X2i−1 have an inverse in C[S2p] and using the
factorization formula of Proposition 2.4.1, this equality can be proved inductively (see Lemma
2.4.14 below).
Let us now consider the formulas of Theorem 2.4.7 for all N . We shall use the decomposition
of the Sn-module V ⊗n into irreducible components and the explicit knowledge of the spectrum
of Jucys-Murphy elements. Let us recall some classical notations. A partition of an integer n is
a non-increasing sequence of integers λ = (λ1,λ2, . . .) such that λ1+λ2+ · · · = n. We shall write
λ ￿ n. If λ is a partition, we denote the number of its non-zero terms by l(λ). The integer l(λ) is
called the length of the partition λ. Recall that irreducible representations of Sn are indexed by
partitions of the integer n, whereas finite dimensional irreducible representations of GLN (C) are
indexed by partition of length less than N . For any partition λ such that λ ￿ n (resp. l(λ) ≤ N),
let (ρλ, V λ) (resp. (ρλ, Vλ)) denote the irreducible representation of Sn (GLN (C)) indexed by
λ. We need the following Theorem due to Hermann Weyl :
Theorem 2.4.10. [23, Thm 9.1.2] The GLN (C) × Sn-module V ⊗n is multiplicity-free and is
isomorphic to ￿
λ￿n:l(λ)≤N
Vλ ⊗ V λ.
Let us now describe the spectrum of Jucys-Murphy elements. For any partition λ, let Dλ =
{(i, j) ∈ N∗2 : j ≤ λi}. The subset Dλ is called the diagram of λ. For any (i, j) ∈ Dλ, the
integer c((i, j)) = j− i is called the content of (i, j). A tableau of a partition λ ￿ n is a bijection
T : Dλ → {1, . . . , n} such that T is increasing in each variable. For any partition λ, let us write
Tλ the set of tableaux of the partition λ, Tn = ￿λ￿n Tλ and Tn,N = ￿λ￿n:l(λ)≤N Tλ.
Theorem 2.4.11 ([47]). i) For any partition λ ￿ n, there exists a basis (eT )T∈Tλ of V λ that dia-
gonalizes the family (ρλ(X1), ρλ(X2), . . . , ρλ(Xn)) such that for any tableau T , eT has eigenvalue
(c(T−1(1)), c(T−1(2)), . . . , c(T−1(n))).
For any partition λ ￿ n, let (PT )T∈Tλ denote the elements of the group algebra 3 C[Sn]
whose image via the canonical isomorphism C[Sn] =
￿
λ￿n End(Vλ) is the family of projections
corresponding to the basis (eT )T∈Tλ . Let us denote by Pλ =
￿
T∈Tλ PT the projection on the
isotypic component λ. Let λ￿ be the partition such that Dλ￿ = {(i, j) ∈ N∗2 : (j, i) ∈ Dλ} and for
any tableau T ∈ Tλ, let T ￿ ∈ Tλ￿ be the tableau symmetric to T . For any integer l, let us denote
by εl ∈ C[Sl] the signature of Sl. The isotypic projection P(1l) is equal to 1l!εl. For any σ ∈ Sn,
let σε denote the element of the group algebra ε(σ)σ ∈ C[Sn] and extend linearly this definition
to C[Sn]. Note that for any i ∈ {1, . . . , n}, Xεi = −Xi and that for any λ ￿ n, Pελ = Pλ￿ . Observe
further that for any permutation σ, ρS(σ) = ρO(σε). We can now describe the spectrum of the
elements contributing to the formula of Theorem 2.4.7. For any self-adjoint operators L and J ,
let us write L ≥ J whenever the eigenvalues of L− J are non-negative.
Lemma 2.4.12. Let N be an integer greater than 1. For any i ∈ {1, . . . , n}, ρO(Yi(N)) ≥ Id
and ρS(Zi(−2N)) ≥ Id. For any i ∈ {1, . . . , n} \ {N}, ρO(Zi(N)) ≥ N−12N . For any n ≥ N ,
ρO (ZN (N)) ≥ ρO(1− 1N !εN ), whereas εNZN (N) = 0.
3. Besides, it is also proved in [47] that PT is a polynomial in X1, X2, . . . , Xn. We shall not use this fact.
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Proof. For any complex z, let us write
zZi(z) =
i￿
k=1
￿
z − 1
2 +Xk
￿
and
zYi(z) =
i￿
k=1
￿
z
2 +Xk
￿
+ α
m−n+i￿
k=1
￿
z
2 +Xk
￿
α−1,
where α is a permutation of {1, . . . ,m+n} such that for any k ≤ m, α(k) = k+n. Observe that
the two terms of the right-hand side of the last equality commute and can be jointly diagonalized
in a basis indexed by pairs of tableaux of partitions of length less than N . For any i ∈ {1, . . . , n},
let d, r (resp. r￿, d￿) be two integers such that r < 2N and i = 2Nd + r (resp. r￿ < N and
i = Nd￿ + r￿). The smallest eigenvalue of ρS(Zi(−2N)) (resp. ρO(Zi(N))) is the one indexed by
the tableaux T ∈ Tn,2N (resp. Tn,N ) such that T−1({1, . . . , i})￿ = D((2N)d,r) (resp. D(Nd￿ ,r￿)) that
is d(d+1)2 +
(2N+2+2d−r)r
4N (resp.
d￿(d￿−1)
2 +
(2d￿+N−r￿)r￿
2N ). Note that all these eigenvalues are larger
than 1 (resp. 12 − 12N ), except the one of ρO(ZN (N)), which is zero. The second eigenvalue of
ρO(ZN (N)) is indexed by the tableaux T ∈ Tn,N such that T−1({1, . . . , N}) = D(2,1N−1) and
equals 1. To conclude the proof for the orthogonal group, recall the following fact proved in
[47] : for any N ≤ n, if SN is canonically embedded into Sn, for any µ ￿ N ,
Pµ =
￿
T∈Tn:T −1({1,...,N})=Dµ
PT ∈ C[Sn]. (2.13)
The above analysis of the spectrum of ρO(ZN (N)) and equality (2.13) yield the assertion. Let
us check the unitary case. For any i ∈ {1, . . . , n}, let d, r, d￿, r￿, the integers such that r, r￿ < N ,
i = dN + r and i +m − n = Nd￿ + r￿. The smallest eigenvalue of Yi(N) is indexed by pairs of
tableaux (T1, T2) ∈ Tn,N × Tm,N , such that T−11 ({1, . . . , i})￿ = D(Nd;r) and T−12 ({1, . . . , i})￿ =
D(Nd￿ ,r￿), that is
(d2+d￿2)
2 +
r(2d+N−r+1)+r￿(2d￿+N−r￿+1)
2N . For any i ∈ {1, . . . , n}, the spectrum of
ρO(Yi(N)) satisfies the above inequality.
To complete the proof of Lemma 2.4.9, we shall check that for any x ∈ R∗+n, st(x)→ 0 and
gt(x)→ ￿ni=1 x−1i . Let us denote D = {z ∈ C : Re (z) > 0} and P = ￿1≤i<j≤n{z ∈ Cn : zi = zj}.
Note that st(z)→ 0 and gt(z)→ ￿ni=1 z−1i uniformly on any compact subset of Dn \P . For any
z ∈ Dn ∩ P with zi = zj , using Cauchy formula in an aﬃne plane including z and tranverse to
P , implies that the convergence still holds for z. Let us give another proof. To that purpose, we
shall decompose st as a sum of symmetric polynomials as in Lemma 2.4.6.
Lemma 2.4.13. Let z1, . . . , zk ∈ C and {y1, . . . , yk+p} be a multiset whose elements are z1, . . . , zk,
such that for 1 ≤ i ≤ k, zi has multiplicity si.
i) For any z ∈ Ck,
h(k+p)r (y1, y2, . . . , yk+p) =
k￿
i=1
￿
1
(si − 1)!
∂si−1
∂zsi−1i
zsi−1i
￿
hr(z1, z2, . . . , zk).
ii) For any z ∈ C∗k with pairwise distinct entries, s(k+p)t (y1, y2, . . . , yk+p) is equal to
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k￿
i=1
￿
(−1)si−1
(si − 1)!
∂si−1
∂zsi−1i
zsi−1i
￿ ￿
1≤i<j≤k
(zj − zi)−1 det

zk−21 z
k−3
1 · · · 1 z−p1 e−tz1
zk−22 z
k−3
2 · · · 1 z−p2 e−tz2
... ... ... ...
zk−2k z
k−3
k · · · 1 z−pk e−tzk

and s(k+p+1)t (y1, y2 . . . , yk+p, 0) equals
k￿
i=1
￿
(−1)si−1
(si − 1)!
∂si−1
∂zsi−1i
zsi−1i
￿ ￿
1≤i<j≤k
(zj − zi)−1 det

zk−21 z
k−3
1 · · · 1 z−p−11 (1− e−tz1)
zk−22 z
k−3
2 · · · 1 z−p−12 (1− e−tz2)
... ... ... ...
zk−2k z
k−3
k · · · 1 z−p−1k (1− e−tzk)
 .
iii) For any x ∈ R∗+k, as t→∞,
st(x1, . . . , xk)→ 0
and
st(x1, . . . , xk, 0)→
k￿
i=1
x−1i .
Proof. i) Indeed,
h(k+p)r (y1, y2 . . . , yk+p) =
￿
l1,l2,...,lk≥0
l1+l2+···+lk=r
k￿
i=1
￿
li + si − 1
si − 1
￿
zl11 z
l2
2 · · · zlkk
=
k￿
i=1
￿
1
(si − 1)!
∂si−1
∂zs−1i
zsi−1i
￿
h(k)r (z1, z2, . . . , zk).
ii) The decomposition of st as a sum of complete symmetric polynomials given in ii) of
Lemma 2.4.6 and the identity for hr proved in i) implie that s(s+k−1)t (y1, y2, . . . , yk+p) is equal
to
(−1)k+p−1￿
r≥0
(−t)r+k+p−1
(r + k + p− 1)!
k￿
i=1
￿
1
(si − 1)!
∂si−1
∂zsi−1i
zsi−1i
￿
hr(z1, . . . , zk)
=
￿
l≥k+p−1
(−t)l
l!
k￿
i=1
￿
(−1)si−1
(si − 1)!
∂si−1
∂zsi−1i
zsi−1i
￿ ￿
1≤i<j≤k
(zj − zi)−1 det

zk−21 z
k−3
1 · · · 1 zl−p1
zk−22 z
k−3
2 · · · 1 zl−p2
... ... ... ...
zk−2k z
k−3
k · · · 1 zl−pk
 .
Note that the terms in the above summand are zero for p ≤ l ≤ k + p − 2. We claim that
they are also zero for 0 ≤ l ≤ p − 1, so that the formula follows. Indeed, for 0 ≤ l ≤ p − 1, the
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function derived in the summand is equal to zl−p+s11 z
l−p+s2
2 · · · zl−p+skk s((p−l−1)k−1,0)(z1, . . . , zk),
where s(jk−1,0)(z1, . . . , zk) is the Schur function associated to the diagram (jk−1, 0). Recall that
s(jk−1,0)(z1, . . . , zk) =
￿
1≤i1≤...≤ij≤k
(z1 · · · zk)j
zi1 . . . zij
. Hence, for l ≤ p− 1,
￿
k￿
i=1
∂si−1
∂zsi−1i
￿
zl−p+s11 z
l−p+s2
2 · · · zl−p+skk s((p−l−1)k−1,0)(z1, . . . , zk) (2.14)
=
￿
1≤i1≤...≤ip−l−1≤k
￿
k￿
i=1
∂si−1
∂zsi−1i
￿
zs1−11 · · · zsk−1k
zi1 . . . zip−l−1
= 0. (2.15)
The same expansion yields the second formula.
iii) Thanks to the assertion ii), st(x1, . . . , xk) and st(x1, . . . , xk, 0) − ￿ki=1 x−1i are rational
functions in (x, t) multiplied by a polynomial in (e−tx1 , . . . , e−txk) of valuation greater than 1.
This fact yields the two claims.
Let us make a slight abuse of notation by denoting for any integer i, by Z−1i (z), the element
of C[Sn] that is the pseudo-inverse of Zi(z), such that for any partition λ ￿ n, ρλ(Zi(z)−1) is
diagonal in the basis (eT )T∈Tλ . Let us set for any even integer n,
I˜n(z) = (2z)−n2
￿
σ∈Sn
στ[1,n]Z2(z)−1Z4(z)−1 · · ·Zn(z)−1σ−1 (2.16)
and In(z) = 0, for any odd n. Set, as well, for any integers n,m,
I˜n,m = z−m
￿
σ∈Sn×Sm
ρO
￿
στ˜[1,m]Y1(z)−1Y2(z)−1 · · ·Ym(z)−1σ−1
￿
, (2.17)
if n = m, and 0 otherwise. Lemma 2.4.6 combined with the Lemma 2.4.12 yields, as t→∞,
ρS(In,t(−2N))→ ρS(I˜n(−2N)) (2.18)
and
ρO(In,m,t(N))→ ρO(I˜n,m(N)). (2.19)
Let us now consider the element associated to the Brownian motion on SO(N). We shall
draw our attention to the non-invertible element ρO(ZN (N)). Note that whenever k ≤ N − 2 is
such that n − k is even, τ[k+1,n]εN = 0. Therefore, the Lemmas 2.4.12 and 2.4.6 yield that for
any p ￿= n−N2 , with 2p < n, ρO(Ipn,t(N))→ 0, and if n = 2p,
ρO(Ipn,t(N))→ (2N)−p
￿
σ∈Sn
ρO
￿
στ[1,n](1− 1N !εN )Z2(N)
−1Z4(N)−1 · · ·Zn(N)−1σ−1
￿
. (2.20)
Besides, if n−N = 2p, then NpN !ρO(Ipn,t(N)) equals to
￿
σ∈Sn
σ
￿
st(0, ZN+2, . . . , ZN+2p)
1
N !εN + st(ZN , ZN+2, . . . , ZN+2p)(1−
1
N !εN )
￿
τ[N+1,N+2p]σ
−1.
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Hence, using the notation of Lemma 2.4.9, as t goes to infinity,
ρO(In,t(N))→ ρO
￿
I˜n(N) + I ￿n(N)
￿
. (2.21)
Let A ∈ O(N) \ SO(N), note that A⊗nρO(I˜n(N)) = ρO(I˜n(N)) and A⊗nρO(I ￿n(N)) =
−ρO(I ￿n(N)). Therefore, as t goes to infinity,
1
2(1 +A
⊗n)ρO(In,t(N))→ ρO(I˜n(N)). (2.22)
To complete the proof of the formulas, we shall now show that relation (2.12) holds true
for all integers N , as well as its analog for the elements Y1(N), . . . , Yi(N). We shall prove that
I˜n(z) = In(z) and I˜n,m(z) = In,m(z), for any z ∈ C. For any finite group K, let us write PK =
1
|K|
￿
k∈K k ∈ C[K]. For any partition λ = (λ1,λ2, . . .), let 2λ denote the partition (2λ1, 2λ2, . . .).
Recall the fact proved in [57] that for any partition µ ￿ 2p with one odd component PµPH2p = 0.
In the following lemma, we denote by D(Si) the subgroup of S2i formed by {σ × σ ∈ S2i : σ ∈
Si}.
Lemma 2.4.14. i) For any integer i ≥ 1,
(X1 +X2 + · · ·+X2i)PH2i = PH2ii(1 +X2i−1)PH2i
and ￿
1≤a<b≤i
or i<a<b≤2i
(a b)PD(Si) = PD(Si)iXiPD(Si).
ii) Let us assume that G(z) and Z2(z), Z4(z), . . . , Z2p(z) have inverses in C[S2p]. Then
zpG(z)−1PH2p = p!PH2pZ−12 Z−14 · · ·Z−12p (z)PH2p .
Besides, if Ω(z) and Y1(z), Y2(z), . . . , Yp(z) have inverses in C[Sp]2, then
zpΩ(z)−1PD(Sp) = p!PD(Sp)Y −11 Y −12 · · ·Y −1p (z)PD(Sp).
iii) For any λ ￿ p, set Rλ = ￿(i,j)∈λ(z + j − i)−1, R2,λ = ￿(i,j)∈λ(z + 2j − i),
W(z) =
￿
λ￿p
R−12,λP2λ
and
Wg(z) =
￿
λ￿p
R−1λ Pλ.
The rational fonctions W(z)PHp and Wg(z) are respectively pseudo-inverses of G(z)PHp and
Ω(z) and
p!(−2N)−pρS
￿
PH2pZ−12 (−2N)Z−14 (−2N) · · ·Z−12p (−2N)PH2p
￿
= ρS(W(−2N)PH2p)
p!N−pρO
￿
Y −11 (N)Y −12 (N) · · ·Y −1p (N)PD(Sp)
￿
= ρO
￿
Wg(N)PD(Sn)
￿
and
p!N−pρO
￿
PH2pZ−12 (N)Z−14 (N) · · ·Z−12p (N)PH2p
￿
= ρO(W(N)PH2p).
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Proof. i) Let us write the left-hand side of the first formula as￿1≤a<b≤2i(a b)PH2i . Observe that
the transpositions (2k−1 2k) for 1 ≤ k ≤ i belong to H2i and that the other transpositions with
support in {1, . . . , 2i} are conjugated to (2i−2 2i−1) by an element of H2i. As X1+ · · ·+X2i =￿
1≤a<b≤2i(a b) is in the center of S2i, we get the first equality conjugating by elements of H2i
on both sides of the equation. A similar proof with D(Si) in place of H2i yields the second
formula.
ii) Let us prove this assertion inductively on p. For p = 1, the assertion is equivalent to
zZ2(z)PH2 = zPH2 . Recall that zZ2 = z − 1 + (1 2), so assertion holds true for p = 1. Assume
that it is true for p ≥ 1. Note that as G(z) is invertible in C[S2p+2], for any i ∈ {1, . . . , p+ 2},
z +X2i−1 has an inverse. Using that Z2p+2 is in the center of C[S2p+2], the assumption yields
(p+ 1)!z−p−1PH2p+2Z−12 Z−14 · · ·Z−12p+2PH2p+2 = (p+ 1)PH2p+2
p￿
i=1
(z +X2i−1)−1z−1Z−12p+2PH2p+2
= PH2p+2G(z)−1p(z +X2p+1)z−1Z−12p+2PH2p+2 .
Recall that zZ2p+2(z) = (z − 1)(p + 1) + X1 + · · · + X2p+2. The point i) implies the relation
(p + 1)PH2p+2(z + X2p+1)PH2p+2 = zZ2p+2(z)PH2p+2 . What is more, thanks to Lemma 2.4.5,
PH2p+2G(z)−1 = G(z)−1PH2p+2 . These two facts yield the formula for p+1. Using that Yp and
Ω(z) commute with D(Sp), the same proof holds for the second formula.
iii) For any λ ￿ p, point ii) implies the following equality of C[S2p]-valued rational functions
G(z)−1P2λPH2p = p!z−pPH2pZ−12 (z)Z−14 (z) · · ·Z−12p (z)P2λPH2p
and
Ω(z)−1PλPD(Sp) = p!z−pPD(Sp)Y −11 (z)Y −12 (z) · · ·Y −1p (z)PλPD(Sp).
Recall that Pλ is a projector whose image is included in the kernel of the restriction of ρO (resp.
ρS) to C[S2p] as l(λ) > N (resp., because ρS(Pλ) = ρO(Pλ￿), l(λ￿) > 2N). Thanks to Lemma
2.4.12, these equalities of rational functions can be evaluated to yield the formulas of point iii).
2.5 Expectation of tensors with respect to Brownian motion’s
law
The rest of the paper is devoted to the proof of our main result Theorem 2.4.7.
2.5.1 The Casimir element and its representations
Let (Gt)t≥0 be a Brownian motion issued from Id on a compact Lie group G that belongs
to one of the classical series O(N),U(N) or Sp(N). For any finite dimensional representation
(Vρ, ρ) and any t ≥ 0,
d
dt
E[ρ(Gt)] = E[
1
2∆G(ρ)(Gt)] = E[
1
2ρ(cg)ρ(Gt)] ∈ End(Vρ)
and
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E[ρ(Gt)] = exp(
t
2ρ(cg)). (2.23)
Let us recall that the element cg is invariant by adjunction, hence ρ(cg) ∈ EndG(Vρ). Our aim
here is to give an explicit expression for exp( t2cg) as an element of EndG(Vρ) when (Vρ, ρ) is a
tensor power of the fundamental representation. All the following formulas but the last one are
proved in Proposition 2.6 and 2.8 of [34].
Lemma 2.5.1. For any integers n and m, let us write
∆Bn(z) = −
(1− z−1)n
2 + z
−1 ￿
1≤a<b≤n
τa,b − sa,b ∈ Bn(z)
and
∆Bn,m(z) = pw(∆Bn+m(z))−
n+m
2z ∈ Bn,m(z).
The Casimir elements of the classical groups have the following tensor representations :
ρV ⊗n(co(N)) = 2ρO(∆Bn(N)),
ρV ⊗n(csp(N)) = 2ρS(∆Bn(−2N))
and
ρV ⊗n ⊗ ρV ⊗m(cu(N)) = 2ρO(∆Bn,m(N)).
Proof. Let us prove the third equality. Let us choose the orthonormal basis { 1√2N (Ek,l−El,k), i√2N (Ek,l+
El,k) : 1 ≤ k < l ≤ N} of (u(N), ￿·, ·￿) and compute the Casimir as an element of the real algebra
U(glN (C)) :
Ncu(N) =
1
2
￿
1≤k,l≤N
(1 + i⊗ i)Ek,l ⊗ Ek,l + (i⊗ i− 1)Ek,l ⊗ El,k ∈ U(glN (C)).
Considering ρV ⊗n ⊗ ρV ⊗m as a representation of the real envelopping algebra U(glN (C)) implies
that
NρV ⊗n ⊗ ρV ⊗m(cu(N)) = (n+m)N IdV ⊗n+m + 2
￿
1≤a≤n<b≤n+m
￿a b￿ − 2 ￿
1≤a<b≤n+m
a,b≤n or a,b>n
(a b)
= ρO
(n+m)N IdBn+m(N) + 2pw( ￿
1≤a<b≤n+m
τa,b − sa,b)
 .
Dividing by N yields the result.
Let us check the formula for the symplectic group. Let us define ι : MN (C) ×MN (C) →
M2N (C) : (A,B) ￿→
￿
A −B
B A
￿
and recall that sp(N) = {ι(A,B) : A ∈ u(N), B ∈MN (C), tB =
B}. Let us choose the basis of sp(N) formed by the union of the following families :
1
2
√
N
{ι(Ea,b − Eb,a, 0), ι(0, Ea,b − Eb,a), ι(i(Ea,b + Eb,a), 0), ι(0, i(Ea,b + Eb,a)) : 1 ≤ a < b ≤ N}
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and
1√
2N
{ι(iEa,a, 0), ι(0, Ea,a), ι(0, iEa,a) : 1 ≤ a ≤ N}.
Using this orthogonal basis, the Casimir element of sp(N), viewed as an element of the complex
envelopping algebra U(glN (C)), has the following expression :
−2Ncsp(N) = −
￿
1≤a,b,c,d≤2N
Ja,cJb,dEa,b ⊗ Ec,d +
￿
1≤a,b≤2N
Ea,b ⊗ Eb,a ∈ U(glN (C)).
Considering ρV ⊗n as a representation of the algebra U(glN (C)) yields
−2NρV ⊗n(∆Sp(2N)) = 2(2N + 1)n+ 2
￿
1≤a<b≤n
(a b)− ￿a b￿ω
= 2ρS
(2N + 1)n+ ￿
1≤a<b≤n
τa,b − sa,b
 .
Dividing by −2N gives the announced formula.
In the following section, we shall give a reduction of the morphism of multiplication by
∆Bn(z) (resp. ∆Bn,m(z)) in the algebra Bn(z) (resp. Bn,m(z)).
2.5.2 A decomposition of the Brauer algebra
For any subset A of {1, . . . , n}, let us denote byMA the set of partition inM(2n) such that
n+A is the maximal subset of {n+1 . . . , 2n} not connected to {1, . . . , n}. For any integer p less
than n, let Mp be the vector space spanned by ∪A⊂{1,...,n}:|A|=2pMA and define (PMp)0≤2p≤n the
family of projectors induced by the decomposition Bn(z) =￿0≤2p≤nMp.
Lemma 2.5.2. Let n ≤ m be two integers. Let A ⊂ {1, . . . , n} and π ∈MA. For any a ￿= b /∈ A,
sa,bπ ∈MA and τa,bπ ∈MA∪{a,b}. What is more,
∆Bn(z)π =
−(1− z−1)(n− |A|)2 + z−1 ￿
a<b:a,b/∈A
τa,b − sa,b
π
and if π ∈M(n,m),
∆Bn,m(z)π =
−(n+m− |A|)2 + z−1 ￿
a<b:a,b/∈A
pw (τa,b − sa,b)
π.
Proof. We shall prove the two formulas and leave the first point to the reader. For any k ∈
{1, . . . , n}, set k￿ = k+n and let π(k￿) ∈ {1, . . . , 2n} denote the two integers such that {k￿,π(k￿)}
is a block of π. For any 1 ≤ k ￿= l ≤ n, let us compute τk,lπ taking into account whether k￿ or l￿
are in A and whether they are in the same block of π (see figure 2.4) :
a) If k￿, l￿ ￿∈ A, τk,lπ ∈MA∪{k,l},
b) if k￿, l￿ ∈ A and l￿ ￿= π(k￿), τk,lπ = sk,π(l￿)−nπ,
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Figure 2.4 – Left multiplication of an element of MA by τk,l.
c) if k￿, l￿ ∈ A and l￿ = π(k￿), τk,lπ = zsk,lπ = zπ,
d) if k￿ ∈ A and l￿ ￿∈ A, τk,lπ = sπ(k￿)−n,lπ.
This relations yield the following identity
(
￿
1≤k<l≤n
τk,l − sk,l)π =
(z − 1)|A|
2 +
￿
1≤a<b≤n:a,b￿∈A
τa,b −
￿
1≤a<b≤n:a,b￿∈A
sa,b
π ∈ Bn(z).
Note that if π ∈M(n,m), transpositions "crossing the wall" appearing in c) do not occur if we
consider just elements in Bn,m(z) and
pw(
￿
1≤k<l≤n
τk,l − sk,l)π =
z|A|
2 +
￿
1≤a<b≤n:a,b￿∈A−n
τa,b −
￿
1≤a<b≤n:a,b￿∈A−n
sa,b
π ∈ Bn,m(z).
The result follows from these two formulas.
The former decomposition of the Brauer algebras yields explicit formulas for the power of
the elements ∆Bn(z) and ∆Bn+m(z) through the following lemma.
Lemma 2.5.3. i) For any r < k, PMk∆rBn = PMk∆rBn,m = 0.
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ii) For r ≥ k, if 2p < n,
zkPMk∆rBn =
(−1)r−k
2k(n− 2k)!
￿
σ∈Sn
σhr−k(Zn−2k, Zn−2k+2, . . . , Zn)τ[n−2k+1,n]σ−1
and if k < n or n < m,
zkPMk∆rBn,m =
(−1)r−k
(n− k)!(m− k)!
￿
σ∈Sn×Sm
σhr−k(Yn−k, . . . , Yn−1, Yn)τ˜[n−k+1,n]σ−1.
iii) For r ≥ p, if n = 2p,
zpPMp∆rBn =
(−1)r−p
2p
￿
σ∈Sn
σhr−p(Z2, Z4, . . . , Zn)τ[1,n]σ−1
and if n = m
znPMn∆rBn,n = (−1)r−n
￿
σ∈Sn×Sn
σhr−n(Y1, Y2, . . . , Yn)τ˜[1,n]σ−1.
Proof. The first assertion of Lemma 2.5.2 implies that for any r ≥ 0, ∆rBn(z) ∈
￿
0≤k≤rMk and
the point i) follows. We shall prove points ii) and iii) only for ∆Bn(z), the same proof applies to
the computation of powers of ∆Bn,m(z). For q1 < q2, . . . , q2k−1 < q2k distinct non-zero integers
smaller than n, note B = {1, . . . , n}\{q1, q2, . . . , q2k} and for r ≥ k, let Fr(q1, q2, . . . , q2k−1, q2k) ∈
Bn(z) be the element￿
l0,l1,...,lk≥0
l0+...+lk=r−k
Z l0B τq1,q2Z
l1
B∪{q1,q2}τq3,q4 · · ·Z
lk−1
{1,...,n}\{q2k−1,q2k}τq2k−1,q2kZ
lk
{1,...,n},
if B ￿= ∅, and ￿
l1,...,lk≥0
l1+...+lk=r−k
τq1,q2Z
l1
{q1,q2}τq3,q4 · · ·Z
lk−1
{1,...,n}\{q2k−1,q2k}τq2k−1,q2kZ
lk
{1,...,n},
otherwise. For r ≥ k, Lemma 2.5.2 yields
zkPMk∆rBn(z) = (−1)r−k
￿
q1<q2,...,q2k−1<q2k
#{q1,...,q2k}=2k
Fr(q1, q2, . . . , q2k−1, q2k). (2.24)
For r ≥ k and 2k < n,
Fr,k =
￿
l0,l1,...,lk≥0
l0+...+lk=r−k
Z l0n−2kτn−2k+1,n−2k+2Z
l1
n−2k+2τn−2k+3,n−2k+4 · · ·Z lk−1n−2 τn−1,nZ lkn ∈Mk,
if n = 2k, let
Fr,k =
￿
l1,...,lk≥0
l1+...+lk=r−k
τ1,2Z
l1
2 τ3,4 · · ·Z lk−1n−2 τn−1,nZ lkn .
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Using these notations, the formula (2.24) implies that
PMk∆rBn =
(−1)r−k
2kzk(n− 2k)!
￿
σ∈Sn
σFr,kσ
−1.
Using the fact that if 1 ≤ i < j ≤ n, τj,j+1 commutes with Zi and that the elements (Zs)1≤s≤n
commute with each other, allows to reorder the product occuring in the expression of Fk,p. For
2k < n, it yields
Fr,k = τn−2k+1,n−2k+2 · · · τn−1,nhr−k(Zn−2k, Zn−2k+2, . . . , Zn)
and if n = 2k,
Fr,k = τ1,2 · · · τn−1,nhr−k(Z2, Z4, . . . , Zn).
Proof of Theorem 2.4.7 : Expanding the exponential into power series and using the assertion
ii) of Lemma 2.5.3 combined with Lemma 2.4.6 imply that for 2k < n,
PMk exp[t∆Bn(z)] = Ikn,t(z)
and for k < n or k = n and n < m,
PMk exp[t∆Bn,m(z)] = Ikn,m,t(z).
Using iii) of Lemma 2.5.3 implies that if n = 2p,
PMp exp[t∆Bn(z)] =
1
2pzp
￿
σ∈S2p
σst(0, Z2, Z4, . . . , Z2p)τ[1,2p]σ−1
and for any integer n,
PMn exp[t∆Bn,n(z)] =
1
zn
￿
σ∈Sn×Sn
σst(0, Y1, Y2, . . . , Yn)τ˜[1,n]σ−1.
We can now conclude the proof using formula (2.23) and Lemma 2.5.1.
Chapitre 3
Gaussian Master Field on the plane
The purpose of this text is to prove a fluctuation result for the convergence of the unitary
Yang-Mills measure towards the master field on the plane proved in [35]. The limiting object
is a Gaussian field indexed by rectifiable paths on the plane. During the proof, we get that the
Yang-Mills measure converges to all orders in the sense of higher order free probability. These
limits define invariants for k−tuples of loops of finite length that match at the first order the
U(1)-Yang-Mills as the area goes to zero. We give a combinatorial proof of traces fluctuations for
the Brownian motion and a simple expression for the generating function of their covariances.
We give also a combinatorial proof of the Makeenko-Midgal equations for the unitary group.
3.1 Unitary Brownian motion and its large N limits
In this section, we shall lay the corner stone to prove our theorem. We will first study traces
of powers of one single unitary Brownian motion. We will present the results obtained in [5]
and [36] about convergence and fluctuations of these functions as N → ∞. We give a diﬀerent
proof of the fluctuations : we shall prove that the unitary Brownian motion converges to all
orders which implies the Gaussian fluctuations of traces of polynomials in the unitary Brownian
motion. Though, we do not prove the fluctuation for Lipschitz functions proved in [36] but
focus on polynomials. What is more, we give a simple expression for the generating series of
the covariances. One application of this formula is to give easily the behavior of covariances as
t→∞.
3.1.1 Definition and time scale of unitary Brownian motion
For any integer N , we shall write U(N) for the group of unitary matrices of MN (C) and
u(N) for its Lie algebra, that is, the set of skew-hermitian matrices. We define a scalar product
￿·, ·￿ on u(N) by setting for any X,Y ∈ u(N),
￿X,Y ￿ = −NTr(XY ).
Let us write (Kt)t≥0 the Brownian motion on the Euclidean space (u(N), ￿·, , ·￿), that is, the
Gaussian process such that for any X,Y ∈ u(N), t, s > 0,
E[￿X,Kt￿￿Y,Ks￿] = ￿X,Y ￿min(t, s).
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Let us define (Ut)t≥0 as the MN (C)-valued solution of the following stochastic diﬀerential equa-
tion :
dUt = UtdKt − 12Utdt (*)
U0 = Id.
Recall that ￿￿·￿￿ denotes the matrix of termwise quadratic variations, so that ￿dKt.dKt￿ = −dtId
and Itô’s formula yields
d (UtU∗t ) = Ut(dKt + dK∗t )U∗t + Ut(￿dKtdK∗t ￿ − dtId)U∗t = 0.
Therefore, the process (Ut)t≥0 is U(N)-valued. It is called the unitary Brownian motion. For
N = 1, this process has the same law as (eiBt)t≥0, where (Bt)t≥0 is the standard real Brownian
motion. Let us make few remarks on the scaling. Let us write d the metric on U(N) that is
induced by the scalar product ￿·, ·￿ on u(N). On the one hand, this choice of metric yields that
the diameter of U(N) is d(Id,−Id) = ￿ 10 ￿γ˙t￿dt, where γ : t ∈ [0, 1] ￿→ exp(tiπIdN ), that is,
￿iπId￿ = Nπ. On the other hand, the law of large numbers implies that dim(u(N))−1￿Kt￿2 =
N−2￿Kt￿2 converges, as N →∞, towards t. Heuristically, we may infer that, as N →∞, for any
t > 0, d(Id, Ut) behaves like ￿Kt￿ and d(Ut,Id)d(Id,−Id) → Ct ∈ (0,∞). With this scaling, the Brownian
motion "has the time to visit" 1 U(N) . Besides, the stochastic diﬀerential equation (*) does not
depend on N and such an equation makes sense in the context of free stochastic diﬀerential
equations (see [5]). What is more, the U(1)-Brownian motion appears with the same scaling in
all U(N)-Brownian motions.
Lemma 3.1.1. For any N ∈ N∗, let (Ut,N )t≥0 be a U(N)-Brownian motion. Then, (det(Ut,N ))t≥0
has the same distribution as (Ut,1)t≥0.
Proof. Observe that for any N ∈ N∗, (iTr(Kt))t≥0 has the same law as a standard Brownian
motion. Itô’s formula yields that
d (det(Ut)) = det(Ut)dTr(Kt)− N2 det(Ut)dt+
det(Ut)
2 ￿D2(det)Id(dKt, dKt)￿.
What is more,
￿D2(det)Id(dKt, dKt)￿ =
￿
1≤i<j≤N
(￿(dKt)i,i, (dKt)j,j￿ − ￿(dKt)j,i, (dKt)i,j￿) = −N(N − 1)2N dt.
Hence,
d (det(Ut)) = det(Ut)d (Tr(Kt))− 12 det(Ut)dt
and det(U0) = 1.
1. Note that a good scaling to study the convergence of the distance in total variation dTV between the law
of Brownian motion and the Haar measure, is faster than ours. Let U be a Haar distributed random variable on
U(N). It has been shown in [42] that the function t ￿→ dTV (Ut log(N), U) admits a cut-oﬀ around the value t = 2.
69
3.1.2 All orders limit distribution of the unitary Brownian motion
We will now address the issue of the behavior of traces tr(Unt ) = N−1Tr(Unt ) of a U(N)-
valued Brownian motion. Let us denote by (µNt )t≥0 the family of random measures given by
the empirical law of eigenvalues of Ut : if λ1, . . . ,λN ∈ U are the eigenvalues of Ut, µNt =
1
N (δλ1 + · · ·+ δλN ). For any polynomial function P ∈ C[X], note that tr(P (Ut)) =
￿
U P (z)µt(dz).
First order limit
The following theorem has been proved in [5] using harmonic analysis on the unitary group.
Theorem 3.1.2. The sequence or random measures (µNt )N≥0 converges weakly in probability 2,
towards a deterministic measure µt on U, whose moments are given as follows :
µt,n =
￿
U
znµt(dz) = e−
nt
2
n−1￿
k=0
(−t)k
k! n
k−1
￿
n
k + 1
￿
.
This result has been proved in another way in [34]. We shall follow this approach in our
study. Let us recall the arguments of this proof. For any permutation σ ∈ Sn, denote by #σ
the number of cycles of σ. Define a D(0, 1)-valued function fσ on U(N) by setting
fσ(U) = N−#σTr
￿
σU⊗n
￿
, U ∈ U(N),
and for any t > 0, set
ϕNt (σ) = E[fσ(UN,t)].
This family of functions satisfies the following diﬀerential system (see [34] or Lemma 3.1.4).
Lemma 3.1.3. For any permutation σ ∈ Sn,
d
dt
ϕNt (σ) = −
n
2ϕ
N
t (σ)−
￿
1≤i<j≤n
N#σ(i j)−#σ−1ϕNt (σ(i j)),
ϕN0 (σ) = 1.
Therefore, the solution of this diﬀerential system is a power series in 1N and converges, as
N →∞, to a function ϕt. It is easy to check that the function ϕt is central and multiplicative,
that is, for any σ ∈ Sn, with ak cycles of length k,
ϕt(σ) =
n￿
k=1
ϕt((1 · · · k))ak .
One may further show using Lemma 3.1.3 that for any n ∈ N∗, there exists a constant Cn > 0,
such that
|E
￿￿￿
U
zndµNt (dz)− E[
￿
U
zndµt(dz)]
￿2￿
| = |ϕNt ((1 · · ·n)× (1 · · ·n))− ϕNt ((1 · · ·n))2| ≤
Cn
N2
.
2. We mean here that for any continuous function f , the sequence of random variables (
￿
fdµNt )N≥1 converges
in probability to the constant
￿
fdµt.
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In the same way, using Lemma 3.1.4 below, one may prove the same bound for var(
￿
U z
ndµNt (dz)).
Let us set µt,n = ϕt((1 · · ·n)). It follows that the sequence of random variables (
￿
zndµNt (z))n≥0
converges towards the deterministic sequence (µt,n)n≥0. The sequence (µt,n)n≥0 is therefore the
sequence of moments of a measure µt on the unit circle and the measure µNt converges weakly
in probability, as N → ∞, towards µt. Let us explicit this one parameter family of measures.
Applying the previous lemma for a one-cycle yields the following diﬀerential system :
d
dt
µt,n = −n2µt,n −
n
2
n−1￿
k=1
µt,kµt,n−k. (3.1)
Let us rewrite these relations in terms of a generating function. Set
Lt(z) =
￿
n≥1
e
nt
2 µt,nz
n.
The equation (3.1) implies that (Lt(z))t≥0 satisfies the partial diﬀerential equation
∂tLt(z) = −zLt(z)∂zLt(z), (3.2)
with initial condition L0(z) = z1−z . Note that for any t ≥ 0, Lt admits an inverse under compo-
sition on a neighbourhood of zero. Denote this family of functions by (ft(z))t≥0. It satisfies the
ordinary diﬀerential equation
∂tft(z) = zft(z), (3.3)
with initial condition f0(z) = z1+z . Hence,
ft(z) =
z
1 + z e
tz.
The coeﬃcient of the power series Lt(z) can now be obtained using Lagrange inversion formula :
etnµt,n = − 1
n
[z−1]ft(z)−n = − 1
n
[z−1](1 + 1
z
)ne−ntz,
so that we get the expression given in Theorem 3.1.2. The starting point of our approach was
the diﬀerential equation of Lemma 3.1.3. Let us give a slight generalization of this Lemma.
We will use a larger class of functions. We shall indeed consider not only traces of unitary
Brownian motions but also any products of their entries and their complex conjugate. We need to
introduce the operators that play the role of permutations on the right-hand-side of Lemma 3.1.3
together with operators that appear whenever we consider functions on MN (C) that are neither
holomorphic nor antiholomorphic. For any integer n, we consider the action of the symmetric
group Sn on (CN )⊗n given by permutation of tensors. For any pair of distinct integers i, j ∈
{1, . . . , n}, we denote by ￿i j￿ the endomorphism of (CN )⊗n which acts like the endomorphism￿
1≤r,s≤N Er,s ⊗ Er,s on the ith and jth tensors and trivially on the others.
Lemma 3.1.4. Let Ut be a Brownian motion on U(N). For any positive integers a, b, which
add up to n, the following diﬀerential equation holds :
d
dt
E[U⊗at ⊗ U⊗bt ] = −E[U⊗at ⊗ U⊗bt ]
n
2 +
1
N
￿
i<j≤a or a<i<j
(i j)− 1
N
￿
i≤a<j
￿i j￿
 .
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For any permutation σ ∈ Sn, ϕt(σ) = N−#σTr(σE[U⊗nt ]) and the Lemma 3.1.3 reduces to
this more general one.
Proof. We shall use the stochastic diﬀerential equation (*) and apply Itô formula. First, writing
the u(N)-valued Brownian motion (Kt)t≥0 as a sum of independent real standard Brownian
motions yields that
￿￿dKt ⊗ dKt￿￿ = − 1
N
￿
1≤r,s≤N
Er,s ⊗ Es,rdt = 1
N
(1 2)dt ∈ End((CN )⊗2)
and
￿￿dKt ⊗ dKt￿￿ = 1
N
￿
1≤r,s≤N
Er,s ⊗ Er,s = 1
N
￿1 2￿dt.
We can now use the Itô formula to get that the variational-bounded part of the variation
of the semi-martingales U⊗2t and Ut ⊗ Ut are respectively Ut ⊗ Ut.(−dt + ￿￿dKt ⊗ dKt￿￿) =
−U⊗2t (1+ 1N (1 2))dt and Ut⊗Ut(−dt+￿￿dKt⊗dKt￿￿) = −Ut⊗Ut(1− 1N ￿1 2￿)dt. The same analysis
yields that the variational-bounded part of the variation of the semi-martingale U⊗at ⊗ U⊗bt is
U⊗at ⊗ U⊗bt
−n2 − 1N ￿
i<j≤a, or a<i<j
(i j) + 1
N
￿
i≤a<j
￿i j￿
 dt.
All orders limits and fluctuations around the first order limit
The convergence of the above paragraph can be considered as a law of large numbers for
the eigenvalues of a unitary Brownian motion. We want now to investigate an analog of the
central limit theorem. Nonetheless, in view of 3 the bounds var(
￿
U z
n) = O(N−2), a good scaling
to study the fluctuation of the convergence of the last paragraph is not
√
N(µNt − µt). We shall
instead study the random signed measure
φNt = N
￿
µNt,n − µt,n
￿
.
To that purpose, we will follow the same strategy as above and consider the random variables
Tr(Unt )−N
￿
xnµt(dx). We will see in the following that the use of cumulants naturally fits to
the approach we have followed in the first paragraph. We shall indeed extend the function on
a set of permutations paired with partitions and show that it satisfies a diﬀerential equation
analog to the one of Lemma 3.1.3. Let us denote by Pn the set of partition of {1, . . . , n} and
by ≤ the order on Pn induced by inclusion. The maximal (resp. minimal) element of Pn is
{{1, . . . , n}} (resp. {{1}, {2}, . . . , {n}}) and is denoted by 1n (resp. 0n). If π and µ belong to Pn,
we denote the smallest (resp. greatest) partition greater (resp. smaller) than π and µ by ∨ (resp.
∧). For any subset B ⊂ {1, . . . , n}, we denote the smallest partition including B by 1B. For any
partition π, if π ≤ 1B, we denote by π|B the partition of B induced by π. For any permutation
σ, let πσ ∈ Pn be the partition whose elements are orbits of the action of σ on {1, . . . , n}.
3. Due to the repulsion between eigenvalues and to the rigidity of their configuration, one may prove for the
Gaussian Unitary Ensemble (see [54, 21]) that the normalization is not the one of a usual central limit theorem
for random i.i.d random sequences but the one that we will use here. To observe convergence of the empirical
measure of eigenvalues and the fluctuations about its limit, the scaling is the same for the unitary Brownian
motion (Ut)t≥0 or for its driving noise (Kt)t≥0.
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Definition 3.1.5. For any partition π of {1, . . . , n} and any permutation σ ∈ Sn, the couple
(σ,π) is called a partial permutation of {1, . . . , n} if πσ ≤ π. We denote the set of partial
permutations of {1, . . . , n} by PSn.
Let us endow C[PSn] with a structure of an algebra by setting for any (α,π), (β, ν) ∈ PSn,
(α,π).(β, ν) = (α.β,π ∨ ν)
and extending this multiplication of monoid bilinearly. Let us extend the function ϕt to PS∞.
Recall that for any probability space (Ω,B,P), the sequence of cumulant functions is the unique
sequence (kn)n≥1 of symmetric functions on L∞(Ω,B,P) satisfying for any partition V ∈ Pn and
any complex-valued bounded random variables X1, . . . ,Xn,￿
{i1,...,ik}∈V
E[Xi1Xi2 · · ·Xik ] =
￿
W≤V
￿
B∈W
k#B(Xi, i ∈ B).
For example, k2(X1, X2) = E[X1X2]− E[X1]E[X2] and
k3(X1, X2, X3) =E[X1X2X3]− E[X1X2]E[X3]− E[X2X3]E[X1]
− E[X1X3]E[X2] + 2E[X1]E[X2]E[X3].
For any partition V ∈ Pn, set
EV [X1 · · ·Xn] =
￿
B∈V
E[
￿
i∈B
Xi]
and
kV(X1, . . . ,Xn) =
￿
B∈V
kB(Xi, i ∈ B).
We will also need to use relative cumulants. The relative cumulant functions (kV,W)V≤W is the
unique sequence of functions on L∞(Ω,B,P) indexed by ordered pair of partitions satisfying for
any pair of partitions V ≤ U of {1, . . . , n},
EU [X1 · · ·Xn] =
￿
V≤W≤U
￿
B∈W
kV|B ,1B (Xi, i ∈ B).
For any pair of partitions V ≤W, let WV be the partition of V induced by W. Then,
kV,W(X1, . . . ,Xn) = kWV (
￿
i∈B
Xi, B ∈ V)
For example,
k1{1,2},13(X1, X2, X3) = E[X1X2X3]− E[X1X2]E[X3].
Note that cumulants and relative cumulants functions are multilinear and we will use the same
notations for End((CN )⊗n)-valued random variables. For example, if A,B are two random ma-
trices,
k2(A⊗B) = E[A⊗B]− E[A]⊗ E[B].
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Lemma 3.1.6. If A1, . . . , An are n random matrices inMN (C), then for any partial permutation
(σ,V) ∈ PSn and W ≥ V,
Tr(σkV,W(A1 ⊗A2 ⊗ · · ·⊗An)) =
￿
B∈W
k#V|B (Tr(σ|C
￿
i∈C
Ai), C ∈ V|B).
Proof. Fix a partial permutation (σ,V) ∈ PSn. For anyW ≥ V, denote byW ￿ the partitionWV .
The mapping W ￿→W ￿ defines a bijection between partition larger than V and partitions of V.
For any partition µ of V, denotes by µ˜ the partition of Pn such that µ˜￿ = µ. For any partition
µ of V, set
k˜µ = Tr(σkµ˜(A1 ⊗ · · ·An)).
Then, k˜µ =
￿
B∈µ˜Tr
￿
σ|Bk#B(
￿
i∈B Ai)
￿
and for any partition ν of V,
Eν [Tr(σ|B
￿
i∈B
Ai), B ∈ π] = Eν˜ [Tr(σA1 ⊗ · · ·⊗An)]
=
￿
V≤W≤ν˜
Tr(σkW(A1 ⊗ · · ·⊗An)) =
￿
µ≤ν
k˜µ.
For any partial permutation (σ,π) ∈ PSn, set
ϕNt (σ,π) = N2(#π−1)k#π(fσ|B , B ∈ π) = N2#π−#σ−2Tr
￿
σkπ,1n(U⊗nt )
￿
.
For example, for any permutation σ ∈ Sn,
ϕNt (σ, 1n) = ϕNt (σ)
and if σ has m cycles of length l1, . . . , lm,
ϕNt (σ,πσ) = N2(m−1)km(fl1(Ut), . . . , flm(Ut)).
The choice of normalization is hinted 4 by the case of partial permutations with at most two
blocks, in which the normalization matches the scaling of the first order and of the fluctuations.
It is also motivated by the two following lemmas. For any π ∈ Pn, let us denote by ∼π the
equivalence relation on {1, . . . , n} induced by π.
Lemma 3.1.7. For any partial permutation (σ,π) ∈ PSn and any partition W ∈ Pn such that
π ≤W,
e
n
2 tkπ,W(U⊗nt ) =
￿
n≥0
(−t)m
Nmm!
￿
i1<j1,...,im<jm
1{i1,j1}∨···∨1{in,jn}∨π=W
(i1 j1) · · · (im jm).
What is more,
d
dt
kπ,W(U⊗nt ) = −
n
2 kπ,W(U
⊗n
t )−
1
N
￿
1≤i<j≤n
i∼Wj
(i j)kπ∨1{i,j},W(U⊗nt ).
kπ,W(U⊗n0 ) = δπ,WId.
4. The same quantity are introduced in [11] to study fluctuations of traces for Wigner and Wishart matrices.
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Proof. Let us denote by Sm(π,W) the element of C[Sn] appearing in the right-hand-side of the
first formula, that is, ￿
i1<j1,...,im<jm
1{i1,j1}∨···∨1{in,jn}∨π=W
(i1 j1) · · · (im jm).
If the sequence i1 < j1, . . . , im < jm contributes to the above sum, then for any k, ik and jk
belong to the same block ofW. Therefore, ifW = {B1, . . . , Bk} and m1, . . . ,mk ∈ N∗, the family
{Smi(π|Bi , 1Bi), i ∈ {1 . . . , k}} is commutative and Sm(π,W) satisfies
Sm(π,W) =
￿
m1,...,mk≥0
m1+...+mk=m
￿
m
m1 m2 · · ·mk
￿
k￿
i=1
Smi(π|Bi , 1Bi). (3.4)
The use of Lemma 3.1.4 yields that for any partitions π,V ∈ Pn, such that π ≤ V,
EV [U⊗nt ] = exp[−t(
n
2 +
1
N
￿
1≤i<j≤n
i∼Vj
(i j)]
= e−nt2
￿
m≥0
(−t)m
Nmm!
￿
π≤W≤V
Sm(π,W).
The factorization equation (3.4) implies that
EV [U⊗nt ] =
￿
π≤W≤V
￿
B∈W
e− |B|t2 ￿
m≥0
(−t)m
Nmm!Sm(π|B, 1B)

and the first equation of the Lemma follows. The relations
Sm+1(π,W) =
￿
i∼πj
(i j)Sm(π ∨ {i, j},W),
for any m ≥ 1, yields the announced diﬀerential equation.
Let us give to this another form to Lemma 3.1.7 which is an analog of Proposition 2.4. of
[34]. Let (σt)t≥0 be the simple random walk on the Cayley graph of the symmetric group Sn
spanned by all transpositions, with right multiplication occuring at a time of a Poisson process
of rate n(n−1)2N . The process (σt)t≥0 is the continuous-time Markov process on the discrete state
space Sn such that for any permutation σ and any transposition τ , the jump rate between σ and
στ is 1N . Let us denote by (πt)t≥0 the random partition of {1, . . . , n}, such that at any jumping
time T along a transposition (i j), πT+ = πT− ∨ π(i j). For any partial permutation (σ,π), set
pt(σ,π) = Tr(σkπ,1n(Ut))
Lemma 3.1.8.bis Let (σt)t≥0 a simple random walk on Sn as described above and independent
of (Ut)t≥0. Then e
n(n−1+N)
2N tpt(σt,πt) is a martingale and for any t ≥ 0,
e
n(n−1+N)
2N tE[pt(σt,πt)] = N#σ01π0=1n .
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Proof. The generator ∆PSn of the Markov chain ((σt,πt))t≥0 satisfies for any function p on PSn,
and (σ,π) ∈ Sn,
∆PSn .p(σ) = −
n(n− 1)
2N p(σ,π) +
1
N
￿
1≤i<j≤n
p(σ(i j),π ∨ 1{i,j}).
The Lemma 3.1.7 implies that ddtpt(σ,π) = −nN+n(n−1)2N pt(σ,π)−∆PSn(pt)(σ,π) and the result
follows.
Define a graph on PSn, stating that (a,α) and (b,β) are neighbours if and only if there
exists 1 ≤ i < j such that (a(i j),α ∨ 1{i,j}) = (b,β) or vice-versa (b(i j),β ∨ 1{i,j}) = (a,α).
Lemma 3.1.9. For any partial permutation (σ,π) ∈ PSn, set
|(σ,π)| = 2(n−#π) + #σ − n.
The graph distance between (σ,π) and (Id, 1n) is
|(Id, 1n)|− |(σ,π)| = 2(#π − 1) + n−#σ.
Proof. For any partial permutation (σ,π) and any transposition (i j), such that (σ,π) and
(σ(i j),π ∨ 1{i,j}) are two sucessive elements of a geodesic path from (σ,π) to (Id, 1n), then
i, j belongs either to the same cycle of σ or to two diﬀerent blocks of π. What is more, for any
partial permutation (σ,π) and any transposition (i j)
|(σ(i j),π ∨ 1{i,j})|− |(σ,π)| = 2(#π −#π ∨ {i, j}) + #σ(i j)−#σ ∈ {1,−1}.
It is equal to 1 if i, j belongs to the same cycle of σ or to two diﬀerent blocks of π and to −1 if
i, j belongs to two diﬀerent cycles of σ but to the same block of π.
For any partial permutation (σ,π) ∈ PSn, the above scaling is
ϕt(σ,π) = Nn−2−|(σ,π)|Tr
￿
σkπ,W(U⊗nt )
￿
.
Lemma 3.1.7 implies that
d
dt
ϕNt (σ,π) = −
n
2ϕ
N
t (σ,π)−
￿
1≤i<j≤n
N2(#π−#π∨1{i,j})+#σ(i j)−#σ−1ϕNt (σ(i j),π ∨ 1{i,j})).
ϕN0 (σ,π) = δπ,1n .
For any partial permutation (σ,π) ∈ PSn, the quantity
2(#π −#π ∨ 1{i,j}) + #σ(i j)−#σ − 1 = |(σ(i j),π ∨ 1{i,j})|− |(σ,π)|− 1
is either 0 or −2. Denote by LN the linear operator on the space C[PSn]∗ of functions on partial
permutations defined in the following way : for any function φ ∈ C[PSn]∗,
LN (φ)(σ,π) = −n2φ(σ,π)−
￿
1≤i<j≤n
N2(#π∨π(i j)−#π)+#σ(i j)−#σ−1φ(σ(i j),π ∨ π(i j)).
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For any partition π ∈ Pn and any (σ,V) ∈ PSn, set 1π(σ,V) = δπ,V . According to Lemma 3.1.7,
for any t ≥ 0,
ϕNt = etLN11n .
Note that the operator LN converges as N → ∞. Let us denote by L its limit. Therefore, for
any t ≥ 0, the function ϕNt converges as N →∞. Let us set
ϕt = lim
N→∞ϕ
N
t = etL11n .
The function ϕt is thus the solution of the following diﬀerential system : for any partial permu-
tation (σ,π) ∈ PSn,
ϕ0(σ,π) = δπ,1n ,
d
dt
ϕt(σ,π) = −n2ϕt(σ,π)−
￿
ϕt(σ(i j),π ∨ 1{i,j}),
where the sum is indexed by transpositions (i j) such that #σ(i j)−2#π∨1(i j) = 1+#σ−2#π.
Such a transposition splits a cycle of σ or joins two blocks of π.
A consequence of the above arguments is that for any permutation with m cycles of length
l1, . . . , lm, the sequence ϕNt (σ,πσ) = Nm−2kNm(Tr(U l1t ), . . . ,Tr(U lmt )) converges as N → ∞. In
particular, for any m ≥ 3, kNm(Tr(U l1t ), . . . ,Tr(U lmt )) → 0. To prove that the random variables
(Tr(U lt) − E[Tr(U lt)])l≥0 converges in distribution to a Gaussian vector, we would like to prove
the same result for any sequence of integers l1, . . . , lm with arbitrary signs. To that purpose, we
need a slight generalization of the above construction.
Mixed moments : For any positive integer n,m, let us denote by S−n,m the set of matchings of
{−n, . . . ,−1}∪ {1, . . . ,m}× {−1, 1} such that (a, εa) and (b, εb) are disconnected if εaεbab > 0.
We call elements of S−n,m walled Brauer diagrams. Let us further denote by B−n,m the vector
space with canonical bases indexed by S−n,m. For any pair of matchings α and β of S−n,m,
the concatenation of the diagram of α above the one of β yields a matching S−n,m and loops
in the middle of this new diagram. Let us denote by α ◦ β the matching of S−n,m and l(a, b)
the number of loops induced by this construction. For any integer N , we endow B−n,m with an
algebra structure by setting for any matching α and β in S−n,m,
α.β = N l(a,b)α ◦ β
and by extending linearly this multiplication. We shall denote by B−n,m(N) this algebra. It is
called the walled Brauer algebra. For any pair of integers i, j such that −n ≤ i < 0 < j ≤ m,
let ￿i j￿ ∈ S−n,m be the matching {{(i,−1), (j,−1)}, {(i, 1), (j, 1)}} ∪−n<l<m
l ￿∈{i,0,j}
{(l,−1), (l, 1)}.
For any Brauer diagram b ∈ S−n,m, denote by πb the partition of {−n, . . . ,−1} ∪ {1, . . . ,m}
obtained from b by identification of (i,−1) with (i, 1) for any i ∈ {−n, . . . ,−1} ∪ {1, . . . ,m}.
Definition 3.1.10. For any matching b ∈ S−n,m and any partition π of {−n, . . . ,−1} ∪
{1, . . . ,m}, we call the pair (b,π) a partial Brauer diagram if the πb ≤ π. We denote the set of
partial Brauer diagram element by PS−n,m. Similarly to the case of the partial permutations,
we define for any integer N , an algebra PB−n,m(N).
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For any b ∈ S−n,m, we make an abuse of notation by denoting by the same letter b the
Brauer diagram and the morphism of End((CN )⊗n+m) whose matrix in the canonical basis is￿
Ei(−n,1),i(−n,−1) ⊗ · · ·⊗ Ei(−1,1),i(−1,−1) ⊗ Ei(1,1),i(1,−1) ⊗ · · ·Ei(m,1),i(m,−1) ,
where the sum is over [N ]-valued index functions i on {−n, . . . ,−1} ∪ {1, . . . ,m} × {−1, 1},
that are constant on blocks of b. Let us denote by #b the number of blocks of the partition of
{−n, . . . ,−1} ∪ {1, . . . ,m} induced by b and set for any U ∈ U(N),
fb(U) = N−#bTr(bU⊗n ⊗ U⊗m).
Let us define ϕNt the linear form on the partial Brauer algebra PB−n,m by setting for any partial
Brauer diagram (b,π) ∈ PS−n,m,
FNt (b,π) = N2(#π−1)k#π(fb|B , B ∈ π) = N2#π−#b−2Tr
￿
kπ,1n(bU
⊗n
t ⊗ U⊗mt )
￿
.
For any pair of distinct non-zero integers i, j, let us denote by τi,j the element of B−n,m that is
(i j) if i.j > 0 and ￿i j￿ if i.j < 0. Using Lemma 3.1.4, the Lemma 3.1.7 admits the following
generalization.
Lemma 3.1.11. a) For any partitions π ≤W of {−n, . . . ,−1} ∪ {1, . . . ,m},
e
n+m
2 tkπ,W(Ut⊗n ⊗ U⊗mt ) =
￿
p≥0
(−t)p
Npp!
￿
i1<j1,...,ip<jp
1{i1,j1}∨···∨1{ip,jp}∨π=W
τi1,j1 · · · τip,jp
and for any partial Brauer diagram (b,π) ∈ PS−n,m,
d
dt
ϕNt (b,π) = −
n+m
2 ϕ
N
t (σ,π)−
￿
i<j: i.j>0
N2(#π−#π∨{i,j})+#b(i j)−#b−1ϕNt (b(i j),π ∨ 1{i,j})
+
￿
i<j: i.j<0
N2(#π−#π∨{i,j})+#b◦￿i j￿+l(b,￿i j￿)−#b−1ϕNt (b ◦ ￿i j￿,π ∨ 1{i,j})),
ϕN0 (b,π) = δπ,1n .
b) For any i, j, the integer 2(#π −#π ∨ 1{i,j}) + #b ◦ ￿i j￿+ l(b, ￿i j￿)−#b− 1, if i.j < 0
or 2(#π −#π ∨ 1{i,j}) + #b(i j)−#b− 1, if i.j > 0, takes the value 0 or −2.
Proof. a) The proof of Lemma 3.1.7 can be applied verbatim.
b) To any walled Brauer diagram b ∈ S−n,m, let us consider the permutation σb associated
to the image of b by the application of Z × {−1, 1} that maps (x, ε) to (x,−sign(x)ε). Then,
#σb = #b and if i, j are two integers of the same sign, σb(i j) is equal to b(i j) if i < 0 and to
(i j)b if i > 0. What is more, for any pair i, j ∈ {−n, . . . ,−1} ∪ {1, . . . ,m}, with i < 0 < j, if
j = σb(i), then {(i, 1), (j, 1)} belongs to b, l(￿i j￿, b) = 1 and σb◦￿i j￿ = σb, otherwise σb◦￿i j￿ =
σb(σb(i) j). For any i, j, the integer 2(#π −#π ∨ 1{i,j}) + #σb◦￿i j￿ + l(b, ￿i j￿)−#σb, if i.j < 0
or 2(#π −#π ∨ 1{i,j}) + #σb(i j) −#σb, if i.j > 0, takes the value 1, if i and j belong to two
diﬀerent blocks of π or to the same block of πb. Indeed, in the second case, the concatenation
of b with τi,j either splits a cycle of σb or yields a loop, that is l(b, τi,j) = 1. If i and j are in the
same block of π but in two diﬀerent blocks of πb, then this number is −1.
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Let us define LN the linear operator on the space of function on PS−n,m setting for any
partial Brauer diagram (b,π) ∈ PS−n,m, and any function φ on PS−n,m,
LNφ(σ,π) = −n+m2 φ(σ,π)−
￿
i<j: i.j>0
N2(#π−#π∨1{i,j})+#b(i j)−#b−1φ(b(i j),π ∨ 1{i,j})
+
￿
i<j: i.j<0
N2(#π−#π∨1{i,j})+#b◦￿i j￿+l(b,￿i j￿)−#b−1φ(b ◦ ￿i j￿,π ∨ 1{i,j}).
The linear operator LN converges as N → ∞ towards a linear operator L that is defined as
follows : for any partial Brauer diagram (b,π) ∈ PS−n,m and any function φ on PS−n,m,
L(φ)(b,π) = −n+m2 φ(b,π)−
￿
φ(b(i j),π ∨ 1{i,j}) (**)
+
￿
φ(b ◦ ￿i j￿,π ∨ 1{i,j}),
the first sum is over pairs i < j such that i.j > 0 and 2#π +#b(i j) = #b + 2#π ∨ π(i j) + 1.
The second one is over pairs i < j such that i.j < 0 and 2#π + #b ◦ ￿i j￿ + l(b, ￿i j￿) =
#b + 2#π ∨ π(i j) + 1. Similarly to the case of partial permutations, the following proposition
follows.
Proposition 3.1.12. The sequence of function ϕNt on PS−n,m converges towards a function
ϕt that is given by
ϕt = etL11{−n,...,−1}∪{1,...,m} .
Corollary 3.1.13. i) For any sequence of relative integers l1, . . . , lm, the sequence of cumulants
Nm−2km(Tr(U l1N,t), . . . ,Tr(U lmN,t)) converges. Let us denote by km,t(l1, . . . , lm) its limit.
ii) The random vector (Tr(U lN,t))l∈Z converges towards a Gaussian vector with covariance
matrix (k2,t(l,m))l,m∈Z.
According to the terminology of [11], the distribution of higher order of a marginal of the
unitary Brownian motions converges as N →∞.
Covariances generating series : We shall now give an expression for the generating function
associated to the covariance matrix as we did for the generating function of moments of µt. Let
us set
G±t (x, y) =
￿
n,m≥1
e
n+m
2 tk2,t(±n,m)x
nym
nm
.
Theorem 3.1.14. i) For any t ≥ 0,
G+t (x, y) = log(
yetLt(x) − xetLt(y)
y − x ) ∈ C[[x, y]]
and
G−t (x, y) = log(
1− xye−t(Lt(x)+Lt(y))
1− xyet ) ∈ C[[x, y]].
ii) For any n,m ∈ Z∗, as t→∞,
kt(n,m)→ 1|n|δn,−m.
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Proof. i) For any pair of positive integers n,m, the proposition 3.1.12 and the formula (**)
applied to the partial permutation ((1 · · ·n) × (1 · · ·m), {{1, . . . , n}, {n + 1, . . . , n + m}}) and
the partial Brauer diagram ((−n · · ·− 1)× (1 · · ·m), {{−n, . . . ,−1}, {1, . . . ,m}}) yield that
∂tk2,t(n,m) =− n+m2 k2,t(n,m)− nmµt,n+m (+)
− n
n−1￿
p=1
µt,pk2,t(n− p,m)−m
m−1￿
q=1
µt,qk2,t(n,m− q)
and
∂tk2,t(−n,m) =− n+m2 k2,t(−n,m) + nmµt,m−n (−)
− n
n−1￿
p=1
µt,pk2,t(−n+ p,m)−m
m−1￿
q=1
µt,qk2,t(−n,m− q).
Remark that ￿
n,m≥1
e
n+m
2 tµt,n+mx
nym = yLt(x)− xLt(y)
x− y
and ￿
n,m≥1
e
m−n
2 tµt,m−nxnym =
xy(2 + Lt(y) + Lt(xe−t))
1− xy .
The pair of equations (+) and (−) yields that
∂tG
±
t (x, y) = φ±t (x, y)− xLt(x)∂xG+t (x, y)− yLt(y)∂yG+t (x, y), (3.5)
where
φ+t (x, y) =
￿
n,m≥1
e
n+m
2 tµt,n+mx
nym = yLt(x)− xLt(y)
x− y
and
φ−t (x, y) =
￿
m,n≥1
e
n+m
2 tµt,m−nxnym
=
￿
m>n≥1
e
m−n
2 tµt,m−n(etx)nym +
￿
n>m≥1
e
n−m
2 tµt,m−nxn(ety)m +
￿
n≥1
(etxy)n
= e
txy(L(y) + L(x) + 1)
1− etxy .
Let us set
Φ±t (x, y) = G±t (ft(x), ft(y)).
Then the equation (3.3) implies that
∂tΦ±t (x, y) = φ±t (x, y),
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that is,
∂tΦ+t (x, y) =
xft(y)− yft(x)
ft(y)− ft(x) = x+ y −
yft(y)− xft(x)
ft(y)− ft(x)
and
∂tΦ−t (x, y) =
etft(x)ft(y)(1 + x+ y)
1− etft(x)ft(y) .
What is more,
Φ±0 = 0.
It follows that
Φ+t (x, y) = log
￿
ft(y)etx − ft(x)ety
ft(y)− ft(x)
￿
and
Φ−t (x, y) = log
￿
1− ft(x)ft(y)e−t(x+y)
1− etft(x)ft(y)
￿
.
This pair of equations is equivalent to the one for G+ and G− that we are looking for.
ii) For any n ∈ N∗, as t → ∞, tµt,n → 0. It follows that as t → ∞, G+t (e−tx, e−ty) → 0
and G−t (e−tx, e−ty) → log( 11−xy ), where both convergences are in C[[x, y]], endowed with the
product topology.
3.2 Words in free Brownian motions
We shall extend the result of Proposition 3.1.12 to the case of traces of words in several
independent unitary Brownian motions. Let us denote byWq the monoid of words using 2q letters
x1, . . . , xq, x
−1
1 , . . . , x
−1
q . If w is a word inWq, w writes down xε1i1 . . . x
εn
in , with ε1, . . . , εn ∈ {−1, 1},
we call n the length of w and denote it by ￿(w). For any p ∈ {1, . . . , n}, we denote by wp its
pth letter xεpip and for any k ∈ {1, . . . , q}, we set n±w(k) = #{r ∈ {1, . . . , n} : wr = x±k } and
n¯w(k) = n+w(k) + n−w(k). For any matrices A1, . . . , Aq in GLN (C), let us set
w⊗(A1, . . . , Aq) = Aε1i1 ⊗ · · ·⊗Aεnin ∈MN (C)⊗n
and
w(A1, . . . , Aq) = Aε1i1 · · ·Aεnin ∈ GLN (C).
Let t ∈ Rq+ be a vector of positive real numbers and let U1,t1 , . . . , Uq,tq be q independent unitary
Brownian motions. Set for any word w,
w⊗t = w⊗(U1,t1 , . . . , Uq,tq).
For any word w of length n and (σ,π) a partial permutation of PSn, we shall consider
ϕwt (σ,π) = N2#π−#σ−2k#π(Tr(σ|B(w⊗t )B), B ∈ π) = N2#π−#σ−2Tr(σkπ,1n(w⊗t )).
To start our analysis, we need a generalization of Lemma 3.1.7. Though, unlike the case of a
single Brownian motion, using Itô formula for wt yields operator on MN ((CN )⊗n) that are not
anymore multiplication on the right and on the left. Therefore, the diﬀerential system satisfied by
the function ϕwt on PSn won’t be expressed with respect to an operator of convolution in PSn
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as in the case with a single matrix. Instead, we need to introduce the following notations. For any
i ∈ {1, . . . , n}, let θi be the C-linear involution of MN ((CN )⊗n) that sends A1⊗ · · ·⊗An to A1⊗
· · ·⊗Ati⊗· · ·⊗An. Define for any pair of distinct integers i, j ∈ {1, . . . , n} the operator Ti,j , acting
on End((CN )⊗n) as follows. Fix a tensor M ∈ End((CN )⊗n). If εi = εj = 1, Ti,j(M) = M(i j)
and if εi = εj = −1, Ti,j(M) = (i j)M. If εi = −εj = 1, Ti,j(M) = θi ◦ θj (θi ◦ θj(M)￿i j￿) and
if εi = −εj = −1, Ti,j(M) = θi ◦ θj (￿i j￿θi ◦ θj(M)) . Let us stress that if M = w⊗(A1, . . . , Aq),
with A1, . . . , Aq ∈ GLN (C) and wi = w±j , then θi◦θj(w⊗(A)) commutes with (i j), if εiεj = 1 and
￿i j￿, if εiεj = −1. For any permutation σ ∈ Sn, consider the permutations T+,+i,j (σ) = σ(i j),
T−,−i,j (σ) = (i j)σ and T
+,−
i,j (σ) ∈ Sn defined by T+,−i,j (σ)|{i,σ−1(j)}c = σ|{i,σ−1(j)}c , T+,−i,j (σ)(i) = j
and T+,−i,j (σ)(σ−1(j)) = σ(i). Let us set further T
−,+
i,j = T
+,−
j,i . Then, for any σ ∈ Sn, the elements
of End((CN )⊗n) associated to σ and T εi,εji,j (σ) satisfies
Ti,j(σ) = N δσ(i),jT εi,εji,j (σ).
If σ(i) = j, we shall say that T+,−i,j creates a loop in σ. For any partial permutation (σ,π) ∈ PSn,
we set
T .,.i,j((σ,π)) = (T
.,.
i,j(σ),π ∨ 1i,j).
With these notations, the proof of Lemma 3.1.7 is easily generalized to this new setting and
yields the following.
Lemma 3.2.1. For any word w of length n in Wq, and any partial permutation (σ,π) ∈ PSn
and W a partition of Pn such that π ≤W,
e
1
2
￿q
k=1 n¯w(k)tkTr(σkπ,W(w⊗t )) =￿
m≥0
(−1)m
Nmm!
￿
εi1εj1 · · · εimεjmtwi1 · · · twimN li1,j1,...,im,jmTr(T
εi1 ,εj1
im,jm · · ·T
εim ,εjm
im,jm (σ)),
where li1,j1,...,im,jm(σ) is equal to #{p ∈ {1, . . . ,m} : T
εip−1,jp−1
ip−1,jp−1 · · ·T
εi1,j1
i1,j1 (σ)(ip) = jp} and the
second sum is over pairs i1 < j1, . . . im < jm of integers in {1, . . . , n}, such that wik = wjk and
1{i1,j1}∨. . .∨1{im,jm}∨π =W. The functions (ϕt(σ,π))(σ,π)∈PSn satisfy the following diﬀerential
system. For any k ∈ {1, . . . , q},

∂tkϕ
w
t (σ,π) = − n¯w(k)2 −
￿
i<j
wi=wj=x±k
εiεjN
2(#π−#π∨1{i,j})+#T
εi,εj
i,j (σ)+li,j(σ)−#σ−1ϕwt (T
εi,εj
i,j (σ,π)),
ϕw0 (σ,π) = 1π=1n .
(3.6)
Note that if the permutation σ is of the form (1 · · ·m1) × · · · × (1 · · ·mk) then in formula
(3.6), li,j = 1 only if j = i+1 and wi+1 = w−1i . Therefore, we could consider a closed diﬀerential
system indexed by reduced words. In the following, it will be more convenient to fix a word
w and to solve the diﬀerential system indexed by partial permutations. Let us denote by LN,k
the linear operator on the space C[PSn]∗ of functions on partial permutations defined in the
following way : for any function φ ∈ C[PSn]∗,
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LN,k(φ)(σ,π) =− n¯w(k)2 φ(σ,π)−
￿
i<j
wi=wj=x±k
N2(#π−#π∨1{i,j})+#T
±,±
i,j (σ)−#σ−1φ(T±,±i,j (σ,π))
+
￿
i<j
wi=w−1j =x
±
k
N2(#π−#π∨1{i,j})+#T
±,∓
i,j (σ)+li,j(σ)−#σ−1φ(T±,∓i,j (σ,π)).
Let us denote further by Lk and Dk the linear operators on C[PSn]∗ such that for any function
φ ∈ C[PSn]∗ and any partial permutation (σ,π),
Lk(φ)(σ,π) = − n¯w(k)2 φ(σ,π)−
￿
εiεjφ(T εi,εji,j (σ,π)),
where the sum is over pairs i < j such that wi = wj = x±k and the operator T
εi,εj
i,j either splits
a cycle of σ, creates a loop or joins two blocks of π. On the other hand, define
Dk(φ)(σ,π) = −
￿
εiεjφ(T εi,εji,j (σ,π)),
where the sum is over pairs i < j such that wi = wj = x±k and the operator T
εi,εj
i,j joins two
cycles of σ that are in the same block of π. Then,
LN,k = Lk +
1
N2
Dk.
For any t ∈ Rq+, as N →∞,
ϕNt = et1L1,N+···+tqLq,N11n → et1L1+···+tqLq11n .
We can now prove the following proposition.
Proposition 3.2.2. For any words w1, . . . , wm ∈Wq,
Nm−2km(Tr(w1,t), . . . ,Tr(wm,t))
converges as N →∞. We denote its limit by kt(w1, . . . , wm).
Proof. Indeed, let w be the word that is the concatenation of w1, . . . , wm. Let l1, . . . , lm be the
length of each words, n = l1 + · · ·+ lm, σ = (1 · · · l1)× · · ·× (1 · · · lm). Then,
Nm−2km(Tr(w1,t), . . . ,Tr(wm,t)) = ϕNt (σ,πσ) = et1L
N
1 +···+tqLNq (11n)(σ,πσ).
The right-hand side of the latter equation converges towards et1L1+···+tqLq(11n)(σ,πσ).
Speed of convergence : For any family of words w1, . . . , wm in Wq, we set kNt (w1, . . . , wm) =
Nm−2km(Tr(w1,t), . . . ,Tr(wm,t)). We would like to control the speed of the convergence of kNt
towards kt in term of the complexity of the words w1, . . . , wm. For any word w ∈ Wq, we call
maximal Amperean area of w the number
A¯(w) =
q￿
k=1
tkn¯
2
w(k).
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For any p ∈ N and M ∈ Mp(C), let us set ￿M￿ = maxi∈{1,...,p}
￿p
j=1 |Mi,j |. Recall that ￿ · ￿
is a sub-multiplicative norm on Mp(C), such that for any matrix M ∈ Mp(C) and v ∈ Cp,
max
i∈{1,...,p}
|(Mv)i| ≤ ￿M￿ max
i∈{1,...,p}
|vi|.
Theorem 3.2.3. Let w1, . . . , wm ∈Wq be m words using q letters and their inverse. Then, for
any N ∈ N∗,
|kNt (w1, . . . , wm)− kt(w1, . . . , wm)| ≤
1
N2
(A¯(w1) + · · ·+ A¯(wm))eA¯(w1)+···+A¯(wm)
and for any α ∈ [0, 1] and any positive integer r,
max{|∂rαkNα.t(w1, . . . , wm)|, |∂rαkα.t(w1, . . . , wm)|} ≤ (A¯(w1) + · · ·+ A¯(wm))reA¯(w1)+···+A¯(wm).
Proof. Let w be the concatenation of w1, . . . , wm, n ∈ N and introduce σ ∈ Sn the permutation
used in the proof of proposition 3.2.2. For any k ∈ {1, . . . , q}, the two operators Lk and Dk on
the space of functions on PSn satisfy
max{￿Lk￿, ￿Dk￿, ￿Lk+ 1N2Dk￿} ≤
1
2 n¯w(k)
2 = 12(n¯w1(k)+. . .+n¯wm(k))
2 ≤ n¯2w1(k)+. . .+n¯2wm(k).
Let us set L =￿qk=1 tkLk and D =￿qk=1 tkDk. Then
kNt (w1, . . . , wm) = eL+
1
N2D(11n)(σ,πσ),
and
kt(w1, . . . , wm) = eL(11n)(σ,πσ).
The diﬀerence we are interested in, is
|kNt (w1, . . . , wm)− kt(w1, . . . , wm)| =
1
N2
|
￿ 1
0
es(L+
1
N2D)De(1−s)Lds(11n)(σ,πσ)|.
Therefore, it is bounded by
￿D￿
N2
￿ 1
0
es￿L+
1
N2D￿+(1−s)￿L￿ds max
(σ,π)∈PSn
{11n(σ,π)}.
This bound together with the inequality
max{￿L￿, ￿D￿, ￿L+ 1
N2
D￿} ≤
q￿
k=1
tkmax{￿Lk￿, ￿Dk￿, ￿Lk + 1N2Dk￿} ≤ A¯(w1) + . . .+ A¯(wm)
yields the first part of the Theorem. For any r ∈ N∗ and α ∈]0, 1[,
∂rαk
w
t (w1, . . . , wm) = (L+
1
N2
D)reα(L+
1
N2D)(11n)(σ,πσ).
The same bounds imply the second inequality.
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3.3 Yang-Mills measure and higher order master field on the
plane
3.3.1 Multiplicative functions
Let us call parametrized path any Lipschitz function from [0, 1] to R2 that are either constant
or with speed bounded by below. We denote by P(R2) the set of parametrized paths up to bi-
Lipshitz increasing reparametrization and call its elements paths. For any path c, let us denote
its endpoints c(0) and c(1) by c and c and by c−1 the reverse path t ∈ [0, 1] ￿→ c(1− t). For any
x ∈ R2, we denote by Lx(R2) the set of paths c ∈ P(R2) such that c = x = c and call elements
of Lx(R2) loops based at x. For any loop l based at some point x ∈ R2, parametrized by the
Lipschitz-continuous map l˜ : [0, 1]→ R2, we call non-based loop the induced map U→ R2 up to
bi-Lischitz order preserving one-to-one mapping of U. If a and b are two paths such that a = b,
we denote by ab the path of P(R2) obtained by concatenation. A function h : P(R2)→ U(N) is
called multiplicative if for any paths a, b ∈ P(R2), such that a = b,
h(ab) = h(b)h(a).
We denote the space of multiplicative functions by M(P(R2),U(N)) and by C the smallest
σ-fields such that for any c ∈ P(R2), h ∈ M(P(R2),U(N)) ￿−→ h(c) ∈ U(N) is measurable,
where U(N) is endowed with its Borel σ-fields. For any function φ : R2 → U(N) and h ∈
M(P(R2),U(N)), let us define a multiplicative function φ.h by setting for any c ∈ P(R2),
φ.h(c) = φ(c)h(c)φ(c)−1.
The function φ.h is multiplicative and the application (φ, h) ￿→ φ.h defines an action on
M(P,U(N)) of the group of U(N)-valued functions on the plane. Two multiplicative functions
h1 and h2 are called gauge equivalent if they are in the same orbit. The Yang-Mills measure
on the plane is defined here as a probability measure on (M(P(R2), U(N)), C). For any path
c ∈ P(R2), we denote by Hc the random variable on (M(P(R2), U(N)), C) such that for any
h ∈M(P(R2), U(N)), Hc(h) = h(c).
3.3.2 Definition of the discrete Yang-Mills measure
We follow here the approach of [38] and define first the Yang-Mills measure on embbeded
graph on the plane. We call here embedded graph in the plane the data of a triple of finite sets
G = (V,E,Fb), where Fb are simply connected domains of the plane with disjoint interior, E is a
set of paths of P(R2) such that the union of their image is the union of boundaries of elements
of F, V is the set of endpoints of E and the graph induced by E on V is connected. With this
convention, any edge e ∈ E is either a simple loop or an injective path of finite length. We denote
by F∞,G (or simply F∞) the interior of R2 \ (∪F∈FbF¯ ). We set F = Fb ∪ {F∞} and denote by |F |
the area of any element of F ∈ Fb and by ∂F the non-based loop whose is image is the boundary
of F . We shall write P(G) for the set of paths that are concatenation of elements of E. The set of
multiplicative functions on P(G) is denoted by M(P(G), U(N)). Let E+ be an orientation of G,
that is a subset of E such that for any e ∈ E, e or e−1 ∈ E+. Then, the space M(P(G),U(N)) is
in bijection with U(N)E+ and CG = σ(hc, c ∈ P(G)) is the inverse image of the Borel σ-fields. Let
us identify these two spaces and denote by dh = ⊗e∈E+dhe the Haar measure on U(N)E+ . This
probability measure gives a first example of a random multiplicative function, we shall define the
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Yang-Mills measure on the embedded graph G as a measure absolutly continuous with respect
to dh.
For any skew-hermitian matrixX, let LX be the first order diﬀerential operator on C∞(U(N)),
whose action is given for any f ∈ C∞(U(N)) and g ∈ U(N) by
LXf(g) = ddtf(g exp(tX))|t=0.
For any orthogonal basis (Xi)1≤i≤N2 of u(N), let
∆ =
d￿
i=1
LXi ◦ LXi .
This second order diﬀerential operator does not depend on the choice of the orthogonal basis
(Xi)1≤i≤N2 and is called the Laplacian of U(N). The Brownian motion (Ut)t≥0 defined above
by the stochastic diﬀerential equation (*) is a Markovian process on U(N), with generator 12∆
(see the second chapter or [35] for a proof of this classical fact). Let us denote by Q : (t, g) ∈
R∗+ ×U(N)→ qt(g) ∈ R+ the unique solution of the heat equation on the unitary group :
∂tQ =
1
2∆Q,
such that the measure qt(g)dg converges weakly towards δId. The measure qt(g)dg is the law of
the Brownian motion at time t. The law of the Brownian motion is invariant by adjunction and
for any t > 0, the function qt is constant on conjugacy classes. Therefore, for any multiplicative
function h ∈ MN (P(G),U(N)), the function qt ◦ h is well defined on non-based loops. The
discrete Yang-Mills measure on the graph G is the measure on MN (P(G),U(N)) with density￿
F∈F
q|F |(h(∂F )), (3.7)
with respect to dh. We shall denote this measure by YMG. The fact that
￿
U(N) qt(g)dg = 1
and the semi-group property of qt yields that YMG is a probability measure. Furthermore, note
that the group U(N)V acts on M(P(G),U(N)) in a way similar to the action of U(N)R2 on
M(P(R2),U(N)) and the invariance of qt by adjunction implies that YMG is invariant this
action.
3.3.3 Continuous Yang-Mills measure
Let us denote by ￿ the partial order on the set of embedded graph defined in the following
way. For any pair of graph G1 and G2, let us say that G1 is finer than G2 and write G1 ￿ G2,
if V2 ⊂ V1 and E2 ⊂ P(E1). The semi-group property of the kernel (qt)t≥0 allows to show the
following lemma.
Lemma 3.3.1 ([38], Proposition 4.3.4., property DI). If G1 and G2 are two graphs such that
G1 ￿ G2, then, under YMG1, the law of the random multiplicative function H|P(G2) is YMG2.
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One may hope to define, through the Kolmogorov extension theorem, a random element of
MN (P(R2),U(N)). Nonetheless, the order ￿ is not directed : for any pair of embedded graphs,
they may not exist a third one finer than both of them. For that reason, one consider the smaller
set GA of embedded graphs with aﬃne edges. The restriction of ￿ to GA is a directed order and
(YMG)G∈GA is a coherent family of measures. The Kolmogorov theorem applies and implies that
there exists a probability measure YMA on MN (PA(R2),U(N)) endowed with the sigma-fields
CA = σ(ha, a ∈ A), compatible with the sequence of measures (YMG)G∈GA . The key step is then
to extend this measures to MN (P(R2),U(N)) by a continuity argument. At this point, we need
to endow P(R2) with a topology. Let d1 and dl be the two distances on P(R2) defined in the
following way : for any pair of paths c1, c2 ∈ P(R2),
d1(c1, c2) = |c1 − c2|+
￿ 1
0
|c￿1(t)− c￿2(t)|dt
and
d￿(c1, c2) = inf
φ,ψ
sup
r,s∈[0,1]
{|c1 ◦ φ(r)− c2 ◦ ψ(s)|}+ |￿(c1)− ￿(c2)|,
where we have denoted by ￿(c) the length of a path c ∈ P(R2) and the infimum is taken over
all increasing bijections of [0, 1]. It have been proved in [38] that d1 and d￿ induce the same
topology on P(R2), though (P(R2), d1) is complete and (P(R2), d￿) is not. In the following, we
shall only use this topology on P(R2) and say that a sequence of paths (cn)n≥0 converges to c
if cn has fixed endpoints and d(cn, c) → 0. Thierry Lévy shows in [38] that the measure YMA
can be extended in the following way.
Theorem 3.3.2. There exists a probability measure YM on (MN (P(R2)), C) invariant under
gauge transformations and area-preserving diﬀeomorphisms such that, for any embedded graph
G,
YM ◦RP(R2)P(G) = YMG.
Let (Hc)c∈P(R2) be a random multiplicative function with law YM . If (cn)n≥0 is a sequence of
paths in P(R2) that converges to l, then, under YM , Hln converges in probability towards Hl.
3.3.4 Reduced based loops, basis of lassos
Let us fix an embedded graph G. Observe that if the boundaries of bounded faces are based
at an arbitrary vertex of G to form a sequence of loops (∂Fr)F∈Fb , then the random variables
H∂Fr , F ∈ Fb are independent. We need a second identification of the space of multiplicative
functions on a graph G, which uses this fact to decompose the measure YM . For any pair of
paths c1 and c2 of P(G), let us write c1 ∼ c2 and say that are c1 and c2 are equivalent if one
can get c1 from c2 or vice-versa by erasure of paths of the form e.e−1. For any path, there is
a unique element of minimal length in its equivalence class, which is called reduced. The set of
reduced paths endowed with the operation of concatenation and reduction forms a groupoid that
we denote by RP(G). For any v ∈ V, we denote by RLv(G) the set of reduced loops based at
v. Endowed with the above multiplication RL(G) is a free group. We shall present two families
of free basis of RLv(G). Let E+ be an orientation of the edges of G, consider a spanning tree T
and set T+ = T ∩ E+. We denote by e : Fb → E+ \ T+ the unique bijection such that for any
face F ∈ Fb, e(F ) is bounding the face F . For any e ∈ E, bounding a face F , we denote by ∂eF
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the loop starting with e and bounding F. For any x, y ∈ V, we denote by [x, y]T the unique path
in T going from x to y. Let us now define two families of loops by setting for any edge e ∈ E,
βe = [v, e]T e[e, v]T
and for any face F ∈ Fb,
λF = [v, e(F )]T∂e(F )F [e(F ), v]T .
It is easy to see that RLv(G) is a free group of rank Fb with free basis (βe)e∈E+\T+ . For any loop
l ∈ L(G),
l ∼ βe1βe2 · · ·βen , (3.8)
where e1, . . . , en are the edges in E \T , used by the loop l in this order. In [35], it is proved that
the second family of loops is another free basis of RLv(G).
Proposition 3.3.3 ([35]). The family is (λ)F∈Fb is a free basis of RLv0(G) and the application
MN (P(G)) −→ U(N)T+ ×U(N)Fb
h ￿−→ ((h(e))e∈T+ , (hλF )F∈Fb)
is a diﬀeomorphism. Moreover, under YM , the random variables (He)e∈T+ and (HλF )F∈Fb are
independent. For any edge e ∈ T+, He is Haar distributed and for any face F ∈ Fb, HλF has
same law as U|F |.
Let us give the change of basis between the two basis of RLv(G) defined above. Denote by
Gˆ = (Vˆ, Eˆ) the graph dual to G : its vertices are indexed by the set of faces F, whereas its
edges are indexed by the set E such that two faces F1 and F2 of G are neighbours in Gˆ if their
boundaries share a common edge. For any edge e ∈ E, we denote by FL(e) and FR(e) the edges
on the left and on the right of e and denote by eˆ the edge (FL(e), FR(e)) ∈ Eˆ. Let Tˆ = E \ T be
the dual spanning tree of T , considered as rooted at the infinite face F∞. We fix an orientation
E+ of G, such that for any edge e ∈ E+ \ T , the distance in Tˆ to the root F∞ decreases along eˆ.
Note that for any bounded face F , FL(e(F )) = F . For any face F , we denote by TˆF the subtree
of Tˆ with root F and CF the set of childs of F in Tˆ . For any edge e ∈ E+ \ T+, denote by
￿e the order on TˆFL(e) induced by the time of the first visit by the clockwise contour process
boarding the dual tree Tˆ starting along the left of eˆ−1, as is displayed with an example in figure
3.1. Then, for any edge e ∈ E+ \ T ,
λFL(e) = βe
￿−→￿
F∈CFL(e)
βe(F )
￿−1
and
βe =
−→￿
F∈TˆFL(e)
λF , (3.9)
where
−→￿ denotes the product of terms increasing for ￿e, from the left to the right. For any loop
l ∈ Lv(G), we denote by wl the word with letters (λF )F∈Fb and their inverse such that l ∼ w,
given by the decomposition (3.8) and the inversion formula (3.9). Using notation of section 3.2,
for any face F ∈ F and any complex number z ∈ F , nwl(F ) = nl(z).
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Figure 3.1 – We represent with black lines a spanning tree of a square grid together with its
dual with dashed red lines. We also display an edge e of E+ \ T in blue together with the order
￿e on CFL(e), by numbering its elements.
Complexity of lassos decompositions : We can now give an estimate on the complexity of
the decomposition of a loop in G in a word of lassos associated to a spanning tree T . We display
in that section results of [35] in a slightly diﬀerent form adapted to our purpose. For any subset
E ⊂ E and any loop l ∈ L(G), denote by LE(l) the number of times that l uses the edges of E
or E−1.
Lemma 3.3.4. Let l ∈ L(G) be a loop of G. Then, for any face F ∈ Fb,
n¯λF (wl) = L[F,F∞]Tˆ (l).
Proof. The decomposition 3.3.4 and 3.9 yield the equality.
From now on, we shall choose the spanning tree in the following way.
Lemma 3.3.5. There exists a spanning tree T of G such that for any face F ∈ Fb,
dTˆ (F, F∞) = d(F, F∞).
For any loop l of an embedded graph, we shall control the maximal amperean area A¯(wl) =￿
F∈F |F |n¯wl(F )2 with the length of the loop ￿(l). For any loop l ∈ L(R2), denote by nl the
winding number function of l. The Amperean area of l is the integral
A(l) =
￿
R2
nl(x)2dx.
Lemma 3.3.6 (Banchoﬀ-Pohl inegality). For any loop of finite length l ∈ L(R2),
A(l) ≤ π￿(l)2.
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Note that if n¯l = ±nl ∈ ZF, that is, if l winds only to the left or only to the right, then
the Banchoﬀ-Pohl inegality gives the expected bound. To treat more general loops, we need the
following lemma.
Lemma 3.3.7. There exists a loop l¯ ∈ L(G), which does not use any edge twice, such that for
any face F ∈ F and z ∈ F,
nl¯(z) = d(F, F∞).
Lemma 3.3.8. Fix p ∈ N∗ and loops l1, . . . , lm ∈ L(G) in an embedded graph G such that the
union of the edges of l1, . . . , lm is E. Let l ∈ L(G) be a loop that uses each edge at most p times.
Then
A(wl) ≤ πp2(￿(l1) + . . .+ ￿(lm))2.
Proof. The assumptions together with Lemma 3.3.4 yield that for any face F ∈ Fb,
n¯wl(F ) ≤ p.d(F, F∞).
Let us now choose a loop l¯ as in Lemma 3.3.7. Then, A¯(wl) ≤ p2A(l¯) ￿(l¯) ≤ ￿(l1) + . . . + ￿(lm)
and Banchoﬀ-Pohl inequality yields the expected bound.
3.3.5 U(1)-Yang-Mills measure
Let us consider the commutative case, N = 1. Let G be an embedded graph in the plane. For
any loop l ∈ RL(G), denote by nl ∈ ZF its winding number function. For any based point v ∈ V,
the group RLv(G) is isomorphic to the free group of rank #Fb and the map l ∈ RLv(G) ￿→
nl ∈ ZF induces an isomorphism between the Abelianization of RLv(G) and ZF. Therefore, any
homomorphism ϕ : RLv(G) −→ U(1) factorizes through a homomorphism ϕ˜ : ZF −→ U(1) such
that for any reduced loop l ∈ RLv(G), h(l) = h˜(nl). Under U(1)-YM measure, (HλF )F∈Fb has
the same law as #Fb independent U(1)-Brownian motion (UF,|F |)F∈Fb . Let W be a white noise
on the plane with intensity given by the Lebesgue measure. The random family (Hl)l∈RL(G) is
equal to (￿F∈Fb HnF (l)λF )l∈RL(G) and has the same law as (exp (iW (nl)))l∈RL(G). If (ln)n≥0 is a
sequence of loops of finite length that converge to a loop l ∈ L(R2), then ￿nln−nl￿2 → 0 and the
sequence of random variables exp (iW (nln)) converges to exp (iW (nl)) in distribution. Hence,
the process (Hl)l∈L(R2) introduced in Theorem 3.3.2 has the same law as (exp (iW (nl)))l∈L(R2).
Moreover, the same argument and Lemma 3.1.1 yield the following Lemma.
Lemma 3.3.9. For any integer N ∈ N∗, under U(N)-Yang-Mills measure, (det(Hl))l∈L(R2) has
the same law as (exp (iW (nl)))l∈L(R2).
3.3.6 Master field of higher order
For any loops l1, . . . , lm ∈ L(R2), we set
ΦNm(l1, . . . , lm) = Nm−2kN (Tr(Hl1), . . . ,Tr(Hlm)) ,
where the cumulants are with respect to the U(N)-Yang-Mills measure. Observe that the law of
the unitary Brownian motion is invariant under complex conjugation. Hence
Φm(l1, . . . , lm) = Φm(l1, . . . , lm) = Φm(l−11 , . . . , l−1m )
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is real-valued. The Proposition 3.3.3 together with the inversion formula (3.9) allows to use the
result of the first part about words in independent Brownian motions to study the Yang-Mills
measure and to show the following results.
Proposition 3.3.10. For any family l1, . . . , lm of aﬃne loops in L(R2), the sequence ΦNm(l1, . . . , lm)
converges as N →∞. We denote its limit by Φm(l1, . . . , lm).
We call a finite family of loops of L(R2) a skein. We denote the set of skein by Sk(R2) and
we endow it with the topology associated to the product topology. If S = {l1, . . . , lm} is a skein,
we write ΦN (S) and Φ(S) for ΦN (l1, . . . , lm) and Φ(l1, . . . , lm). Let us denote by EA the set of
skeins of piecewise aﬃne loops of R2 with transverse intersections of multiplicity at most 2. We
call elements of EA aﬃne skeins. The previous analysis of the complexity of decompositions of
loops into lassos yields the following result.
Theorem 3.3.11. Fix a constant K > 0. For any skein S ∈ EA of loops of length smaller than
K > 0 and taking their values in the ball center at 0, of radius K,
|ΦN (S)− Φ(S)| ≤ 36m
2K2
N2
e36πm
2K2 .
Proof. Let us assume that S = {l1, . . . , lm} is a family of loops in EA all based at 0. Let
GS = (VS ,ES ,FS) be the embedded graph with vertices the set of intersection points of S
and with edges the restriction of elements of S between times of intersection. Lemma 3.3.8 and
Theorem 4.2.5 imply that
|ΦNm(l1, . . . , lm)− Φm(l1, . . . , lm)| ≤
4π
N2
(￿(l1) + · · ·+ ￿(lm))2e4π(￿(l1)+···+￿(lm))2 . (3.10)
Consider now (l1, . . . , lm) ∈ EA satisfying the assumption of the Theorem. For any ε > 0, let
us choose piecewise aﬃne paths γ1, . . . , γm such that γi = li, γi = 0, ￿(γi) ≤ K(1 + ε) for
any i{1, . . . ,m} and {γiliγ−1i , i ∈ {1, . . . ,m}} is an aﬃne skein. The application of (3.10) to
{γiliγ−1i , i ∈ {1, . . . ,m}} yields the announced inequality.
For any fixed N , the Theorem 3.3.2 implies that the function ΦN : L(R2)m → C is continuous
for any integer m. Then, thanks to Theorem 3.3.11, one can extend the function Φ : EA → R to
Sk(R2). We call the function Φ : Sk(R2) −→ C the higher-order master field.
Theorem 3.3.12. For skein S ∈ Sk(R2), the sequence ΦN (S) converges towards Φ(S), as
N →∞. The function Φ is a real-valued continuous function on Sk(R2).
A consequence of this Theorem is that for any m ≥ 3, and any loops l1, . . . , lm in L(R2),
kN (Tr(Hl1), . . . ,Tr(Hlm)) = N2−mΦNm(l1, . . . , lm)→ 0,
as N →∞. The following theorem follows.
Theorem 3.3.13. The random family (Tr(Hl) − E[Tr(Hl)])l∈L(R2) converges weakly under the
U(N)-Yang-Mills measure, towards a Gaussian field (φl)l∈L(R2) with covariance function Φ2,
as N → ∞. Moreover, if (ln)n≥0 is a fixed sequence of loops in L(R2) that converges towards
l ∈ L(R2), then φln → φl in distribution.
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3.3.7 Master fields of small loops
For any α > 0 and any loop l ∈ L(R2), denote by α.l the image of l by the dilatation of rate
α, centered at 0. If S = {l1, . . . , lm} is a skein, α.S = {α.l1, . . . ,α.lm}. The following proposition
shows that, as α→ 0, all the quantities defined above have the same behavior at first order.
Proposition 3.3.14. The following Taylor expansions are true for any N ∈ N∗. As α→ 0, for
any loop l ∈ L(R2),
ΦN (α.l) = 1− α2
￿
R2
n2l (x)dx+O(α2) = Φ(α.l) +O(α2)
and for any skein S with at least two loops,
ΦN (α.S) = (−α)−|S|+1￿
TS
￿
{l1,l2}∈TS
￿
R2
nl1(x)nl2(x)dx+O(α|S|) = Φ(α.S) +O(α|S|),
where the sum is over connected graph with vertices S and |S| − 1 edges. In both cases, there
exists a positive continuous function b, independant of N , such that O(α|S|) ≤ α|S|b(￿l∈S ￿(l)).
In particular, for any skein with an odd number of loops, Φ(α.S) = O(α|S|), as α→ 0.
Proof. Let S = {l1, . . . , lm} be an aﬃne skein. Let us consider the embedded graph (V,E,Fb) =
GS , choose a lassos basis (λF )F∈F and for any l ∈ S, let wl be a word with letters indexed
by F, such that w(λF , F ∈ F) = l. We will make a Taylor expansion at first order in α of the
functions ΦN (α.S) and ΦN (α.l). We shall now use the work of section 3.2 applied to the words
wl1 , . . . , wlm . Set w = wl1 · · ·wlm . Recall that
ΦN (α.S) = ϕwα|F|(σ, 1￿(w)),
where σ = (1 · · · ￿(wl1)) × · · · × (1 · · · ￿(wlm)). Let us first assume that S contains a single loop
l. Then, according to equation (3.6), for any face F ∈ F,
∂|F |ϕ|F|((1 · · · ￿(w)),1￿(w))||F|=0 = −n¯w(F )−
￿
1≤i<j≤￿(w):wi=wj=F
εiεj
= −n¯w(F )− 12(n
+
w(F )(n+w(F )− 1) + n−w(F )(n−w(F )− 1) + n+w(F )n−w(F ))
= −nw(F )
2
2 .
It follows that, as α→ 0,
ΦN (α.l) = 1−￿
F∈F
|F |nw(F )
2
2 α+O(α
2)
= 1−
￿
R2 n
2
l (x)dx
2 α+O(α
2).
Let us now consider aﬃne skeins with more than two loops. Note that for any partial permutation
(σ,π) ∈ P￿(w) if π ￿= πσ, ϕw0 (σ,π) = 0, otherwise, ϕw0 (σ,π) = 1. Therefore, if m ≥ 2, formula
(3.6) yields that for any sequence of faces F1, . . . , Fk, if k < m− 1,then
∂|F1| · · · ∂|Fk|ϕ|F|(σ, 1￿(w))||F|=0 = 0
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and if k = m− 1, then
∂|F1| · · · ∂|Fm−1|ϕ|F|(σ, 1￿(w)) = (−1)m−1
￿
i1<j1,...,im−1<jm−1
εi1εj1 · · · εim−1εjm−1 ,
where the sum is over sequence of pairs of letters i1 < j1, . . . , im−1 < jm−1 such that for any
k ∈ {1, . . . ,m− 1}, wik = wjk = Fk and πσ ∨ 1{i1,j1} ∨ · · · ∨ 1{im−1,jm−1} = 1￿(w). It follows that,
as α→ 0,
ΦN (α.S) = (−1)m−1αm−1 ￿
i1<j1,...,im−1<jm−1
εi1εj1 · · · εim−1εjm−1 |wi1 | · · · |wim−1 |+O(αm),
where the sum is over sequence of pair of letters i1 < j1, . . . , im−1 < jm−1 such that for any
k ∈ {1, . . . ,m − 1}, wik = wjk and πσ ∨ 1{i1,j1} ∨ · · · ∨ 1{im−1,jm−1} = 1￿(w). Recall that blocks
of πσ are indexed by S. For any pair (l, l￿) of elements of S, we denote respectively by n±,±l,l￿
and n±,∓l,l￿ the quantities
￿
1≤i<j≤￿(w)
i∈πσ(l),j∈πσ(l￿) and εi=εj=±1
|wi| and
￿
1≤i<j≤￿(w)
i∈πσ(l),j∈πσ(l￿) and εi=−εj=±1
|wi|. The
above sum is equal to
￿
{l1,l￿1},...{lm−1,l￿m−1}
m−1￿
k=1
￿
n+,+lk,l￿k
+ n−,−lk,l￿k − n
+,−
lk,l￿k
− n−,+lk,l￿k
￿
,
where the sum is indexed by pairings {l1, l￿1}, . . . {lm−1, l￿m−1} of elements of S such that the
graph they induce on S is connected. Now, observe that for any pair (l, l￿) of distinct loops of S,
n+,+l,l￿ + n
−,−
l,l￿ − n+,−l,l￿ − n−,+l,l￿ =
￿
R2
nl(x)nl￿(x)dx.
The Taylor expansion follows for the aﬃne skein S. Note that the larger order terms are controled
by Theorem 4.2.5 and the inegality of Lemma 3.3.8, so that the second part of Proposition is
true for aﬃne skeins. The continuity of ΦN ,Φ and b allows to conclude.
The expansion for skein yields the following convergences.
Corollary 3.3.15. Let W be a white noise on R2, with intensity given by the Lebesgue measure.
As t → 0, the Gaussian field ( 1√
t
φt.l)l∈L(R2), as well as, for any N ∈ N∗, the random function
(
√
t
−1(tr(Ht.l) − 1))l∈L(R2), under U(N)-Yang-Mills measure converges in distribution towards
(W (nl))l∈L(R2).
3.4 Computation of the master field
We shall now address the problem of the explicit computation of the master field of higher
order. We say that S ∈ Sk(R2) is a regular skein if its elements are smooth loops with transverse
intersection of order 2, denote by Skr(R2) the set of regular skeins and by Skr(R2) its quotient
under diﬀeomorphisms. For any integer n, the set of equivalence classes of skeins with less than n
intersections is finite. Thanks to its invariance property under area-preserving diﬀeomorphisms
and to its continuity, the master field of higher order is characterized by its value on Skr(R2)
and yields functions indexed by Skr(R2), that we shall compute here inductively.
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3.4.1 Makeenko-Migdal equation
For any skein S, let us denote by WS the expectation EYMU(N) [￿l∈S Tr(Hl)], call that
function a Wilson skein 5, and say it is regular whenever the associated skein is. In view of
Proposition 3.3.3, one may try to compute the master field of higher order of a regular skein
S using Itô formula to yield a first order diﬀerential system for the family (WS)S∈Skr(R2), with
areas of the faces of a graph G containing S as variables. Nonetheless, this diﬀerential system
yields at first sight non-regular Wilson skeins WS on M(P(G),U(N)), as features the example
3.4.1.
Example 3.4.1. Consider a loop l that winds three times around the origin. Let us name the
faces A,B and C and choose a lassos basis (lA, lB, lC) according to a spanning tree as illustrated
in figure 3.2. In this basis, the loop is decomposed as l = lC lBl2AlBlA.
v0
A B
C
l2AlB
lAlBlC
Figure 3.2
Using Itô formula as described in Lemma 3.1.4 and diﬀerentiating with respect to the area
of the faces C and B yields dd|C|Wl = −Wl2 and
N
￿
d
d|B|(Wl) +Wl
￿
= −WlB l2AWlC lB lA = −Wl2AlBWlAlB lC = −Wl2AlBWlAlB lC .
After some transformations, these first two derivatives can be expressed in terms of regular
Wilson skeins. However, the derivative with respect to the face of index 3 yields terms that do
not seem to be polynomials of regular Wilson skeins :
N
￿
d
d|C| (Wl) +
3
2Wl
￿
= −WlB lAWlC lB l2A −W
2
lC lB lA −WlAWlB lAlC lB lA .
For any regular skein S, one must therefore face the problem of finding a closed system of
Wilson skeins containingWS . The system of equations given by Lemma 3.1.4 gives such a system,
but its size happens to grow exponentially with the number of faces of the original skein (see
section 6.8 of [35], where the smallest closed system obtained is made of what is called Wilson
garland). The Makeenko-Midgal equation solves this problem and gives linear combinations of
area derivatives operators that preserve the set of function indexed by skeins, so that the size
of the system grows as a polynomial in the number of faces. Let S be a skein and x a point of
intersection. Let us denotes by Sx the skein composed with the same loops as S except for the
5. We warn the reader that these functions are not normalized as they can be in the literature, so that, with
this conventions, Wcst = N .
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S Sx
x x
Figure 3.3 – Local transformation at an intersection point x of a skein S.
loop or the pair of loops containing x that is replaced respectively by the pair of loops or the
loop that instead of going straight along the same strand of S, turns at the point x using the
other strand with the same orientation (see figure 3.3).
The following proposition is proved in [35], in a more general framework and relies on in-
tegration by parts applied to the product of a function on M(P(G),U(N)) with the density of
the discrete Yang-Mills measure. We provide here another proof relying on the decomposition
in lassos described in section 3.3.4 and on the invariance of the Brownian motion by adjunction.
Let us fix a regular skein S and an embedded graph G such that elements of S belongs to P(G).
Proposition 3.4.2 (Makeenko-Midgal equation). Let F1, . . . , F4 be the four faces of G around
a point of intersection x ∈ V of S in a cyclic order and such that F1 is the face bounded by the
two edges of S leaving x. Then,
￿
d
d|F1| −
d
d|F2| +
d
d|F3| −
d
d|F4|
￿
EYMU(N)
￿
l∈S
Tr(Hl)
 = 1
N
EYMU(N)
￿
l∈Sx
Tr(Hl)
 . (3.11)
Proof. Let us denote by µx the operator dd|F1| − dd|F2| + dd|F3| − dd|F4| , where the faces are num-
bered as in the Proposition. The strategy of our proof is to choose a spanning tree of G to
decompose the loops of the skein as described in section 3.3.4 and to use the formula (3.1.4) for
independant Brownian motions in such a way that terms on the left-hand-side of (3.11) cancel
themselves so that a single transposition operator contributes. For a fixed spanning tree T of G,
the decomposition goes as follows. Decompose each loop l ∈ S as in (3.8) and use the inversion
formula (3.9) 6. Let us order arbitrarily the elements of S, recall that wl1 , . . . , wlm are the words
in lassos associated to l1, . . . , lm, set w = wl1 . . . wlm , denote by n the sum ￿(w1) + · · ·+ ￿(wm)
and by σS ∈ Sn the permutation (1 · · · ￿(wl1)) × · · · × (1 · · · ￿(wlm)). Let {(UF,t)t≥0, F ∈ F} be
independent unitary Brownian motions. Then,
WS = E
￿
m￿
i=1
Tr(wli(UF,|F |, F ∈ F))
￿
= E
￿
Tr
￿
σSw⊗(UF,|F |, F ∈ F)
￿￿
.
6. Note that the words obtained may be non reduced, for exemple, if A is the only child of B and is a leaf in
Tˆ , then this decomposition is λB = βe(B)β−1e(A) = λBλAλ
−1
A .
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In the decompositions of wl1 , . . . , wlm , each letter corresponds to a face F and an edge e ∈
[F, F∞]Tˆ visited by a loop of S. Let us denote by ΓT,G the set {(e, F ) ∈
￿
E+ \ T+￿ × F : e ∈
[F, F∞]} and by ι : ΓT,G → {1, . . . , n} the bijection induced by the decomposition of loops and
the ordering l1, . . . , lm of the skein S. By assumption each edge e ∈ G is used at most once by
a loop of S, we set εe = −1, if a loop of S goes backwards along e and εe = 1, otherwise. Then,
Lemma 3.1.4 yields that for any face F ∈ Fb,
d
d|F |WS = −
L[F,F∞](S)
2 WS −
1
N
￿
eˆ,eˆ￿∈[F,F∞]Tˆ
e,e￿ traversed by S
εeεe￿E[Tr(σSTιe,F ,ιe￿,F .w
⊗(UF,|F |, F ∈ Fb))].
(3.12)
Consider two faces A and B such that A is the first child of B in Tˆ for ￿e(B). Observe that
if the letter λB(resp. λ−1B ) occurs in the words wl1 , . . . , wlm , then it is always on the left (resp.
on the right) of λA (resp. λ−1A ). It follows that for any pair of distinct edges e1, e2 such that
eˆ1, eˆ2 ∈ [B,F∞]Tˆ ,
Tr
￿
σSTιe1,A,ιe2,A .w
⊗(UF,|F |, F ∈ Fb)
￿
=Tr
￿
Tιe1,A,ιe2,A .σSw
⊗(UF,|F |, F ∈ Fb)
￿
=Tr
￿
σSTιe1,B ,ιe2,B .w
⊗(UF,|F |, F ∈ Fb)
￿
.
Then, equation (3.12) implies that￿
d
d|A| −
d
d|B|
￿
WS = −E
￿
Tr
￿
σS(
1
2 + CA)w
⊗(UF,|F |, F ∈ Fb)
￿￿
, (3.13)
where for any face F ∈ Fb,
CF =
1
N
￿
e￿∈[F,F∞]Tˆ
traversed by S
εe(F )εe￿Tιe(F ),F ,ιe￿,F .
Denote by ΘA,B the automorphism of the free group RL(G) that sends λB to λAλBλ−1A and
fixes λF for F ￿= B. The automorphism ΘA,B transposes the letters λA and λB in the words
wl1 , . . . , wlm . We shall now use the invariance of the Brownian motion by adjunction. Under the
unitary Yang-Mills measure, (HλF )F∈F and (HΘA,B(λF ))F∈F have the same law as (UF,|F |)F∈Fb
and
WS = Tr[σSE[ΘA,B(w)⊗(UF,|F |, F ∈ Fb)]] = E
￿
m￿
i=1
Tr[ΘA,B(wli)(UF,|F |, F ∈ Fb)]
￿
.
What is more, if a letter appear in position ιe￿,A in the decomposition of w in the free basis
(λF )F∈Fb , for some e￿ ∈ [A,F∞]Tˆ , then it appears in position ιe￿,A − εe￿ in the word ΘA,B(w).
Applying Lemma 3.1.4 again yields that￿
d
d|A| −
d
d|B|
￿
WS = −E
￿
Tr
￿
σS(
1
2 + C˜A)ΘA,B(w)
⊗(UF,|F |, F ∈ Fb)
￿￿
, (3.14)
where
C˜A =
1
N
￿
e￿∈[A,F∞]Tˆ
traversed by S
εe(A)εe￿Tιe(A),A,ιe￿,A−εe￿ .
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F1F2
F3 F4
x
Figure 3.4 – A spanning tree of Gˆ that induces an orientation on the edges around x that
matches the one induced by the loops crossing at x and such that F2 (resp. F3) is the successor
of F1 (resp. F4) for the orders ￿e, with e an edge such that F1, F2 ∈ TˆFL(e) (resp. F3, F4 ∈ TˆFL(e)).
Consider now four faces satisfying the assumptions of the Proposition. Thanks to the "locality"
of the relation (3.11) and to the consistency of the discrete Yang-Mills measures, one may
further assume that the four faces around x are distinct, not equal to F∞,G and that they do
not disconnect Gˆ, that is, the graph (Vˆ \ {F1, . . . , F4},E \ ∪4i=1{e, Fi ∈ e}) is connected. Let
us order the faces F1, . . . , F4 counterclockwise and choose a spanning tree T of G such that F2
and F3 are leaves of Tˆ and such that (F3, F4, F1) and (F2, F1) are paths of Tˆ . Observe that the
orientation of the four edges having x as endpoints, induced by the loops of S, is the same as
the one induced by such a spanning tree and that F2 (resp. F3) is the successor of F1 (resp.
F4) for the orders ￿e with e an edge such that F1, F2 ∈ TˆFL(e) (resp. F3, F4 ∈ TˆFL(e)). The
equation (3.13) combined with the invariance under ΘF1,F2 and (3.14) applied respectively to￿
d
d|F3| − dd|F4|
￿
WS and
￿
d
d|F2| − dd|F1|
￿
WS imply that
µx.WS =
1
N
E
￿
Tr
￿
σS(C˜F3 − CF2).ΘF3,F4(w)⊗(UF,|F |, F ∈ Fb)
￿￿
. (3.15)
The edges e(F2) and e(F3) are used consecutively by a loop of S and the letters λF2 and λF3 are
consecutives in the decomposition of ΘF3,F4
￿
βe(F2)βe(F3)
￿
= βF2βF3 and of ΘF1,F2(βe￿), for any
edge e￿ ∈ [F1, F∞] that is used by S. Therefore, for any edge e￿ ∈ [F4, F∞] used by S,
Tιe(F3),F3 ,ιe￿,F3−εe￿ .ΘF3,F4(w)
⊗(UF,|F |, F ∈ Fb) = Tιe(F2),F2 ,ιe￿,F2 .ΘF3,F4(w)
⊗(UF,|F |, F ∈ Fb).
The fact that εe(F3) = εe(F2) = 1 yields that the equation (3.15) get simplified into
µx.WS =
1
N
E
￿
Tr
￿
σSTιe(F3),F3 ,ιe(F4),F3−εe(F4) .ΘF3,F4(w)
⊗(UF,|F |, F ∈ Fb)
￿￿
.
Denote by w˜1, . . . , w˜k the elements of Sx, that instead of using consecutively e(F2) and e(F3),
use e(F2) and turn along e(F4). Observe that
Tr
￿
σSTιe(F3),F3 ,ιe(F4),F3−1.ΘF3,F4(w)
⊗(UF,|F |, F ∈ Fb)
￿
=
k￿
i=1
Tr (ΘF3,F4(w˜i)) .
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Using once again the invariance of the discrete Yang-Mills measure under ΘF1,F2 implies that
µx.WS =
1
N
E[
k￿
i=1
Tr (w˜i)] =
1
N
WSx .
If x ∈ V is a point of intersection point of one loop l ∈ S, we denote respectively by l˜Lx and
l˜Rx the loop that turns left and the loop that turns right at x. If x is the intersection point of two
diﬀerent loops l1 and l2 of S, we denote by l1 ◦x l2 the concatenation of l1 and l2 at the point x.
Theorem 3.4.3. Let S = {l1, . . . , lm} be a regular skein, x ∈ VS a point of intersection and
F1, . . . , F4 faces around x numbered as in Proposition 3.4.2. If x is the intersection point of two
diﬀerent loops l1 and l2,￿
d
d|F1| −
d
d|F2| +
d
d|F3| −
d
d|F4|
￿
ΦN (S) = ΦN (l1 ◦x l2, l3, . . . , lm). (*)
If x is an intersection point of the loop l1, then￿
d
d|F1| −
d
d|F2| +
d
d|F3| −
d
d|F4|
￿
ΦN (S) = ￿
SLx ￿SRx =Sx
l˜L1,x,∈SLx and l˜R1,x∈SRx
ΦN (SLx )ΦN (SRx ) (**)
+ 1
N2
ΦN (l˜Rx , l˜Lx , l2, . . . , lm).
Moreover, if F ∈ Fb is a neighbour face of the unbounded face, then
d
d|F |Φ
N (S) = −12Φ
N (S). (***)
Proof. For any skein {l1, . . . , lm} of m loops and any π,V ∈ Pm with π ≤ V, let us set
Eπ[l1, . . . , lm] =
￿
B∈π E[
￿
i∈B Tr(Hli)], kV [l1, . . . , lm] =
￿
B∈V kN#B(Tr(Hli), i ∈ B) and kπ,V =
kπ,V(Tr(Hli), i ∈ {1, . . . ,m}). We shall consider the normalized cumulant
Φπ(l1, . . . , lm) =
￿
B∈π
Φ(li, i ∈ B) = Nm−2#πkπ(l1, . . . , lm).
Assume that x is an intersection point of l1. For any partition V of {1, . . . ,m+ 1} connecting 1
with 2, denote by V ￿ the partition of {1, . . . ,m} obtained by identifying 1 with 2. Then for any
partition V ∈ Pm+1 connecting 1 with 2,
￿
1{1,2}≤π≤V
Nµxkπ￿(l1, l2, . . . , lm) =
￿
π≤V ￿
Nµxkπ(l1, l2, . . . , lm)
= NµxEV ￿ [l1, l2, . . . , lm] = EV ￿ [l˜L1,x l˜R1,x, l2, . . . , lm]
= EV [l˜L1,x, l˜R1,x, l2, . . . , lm].
Therefore, for any partition π ∈ Pm+1 connecting 1 and 2,
k1{1,2},π(l˜L1,x, l˜R1,x, . . . , lm) = Nµxkπ￿(l1, l2, . . . , lm).
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In particular,
µxΦN (l1, . . . , lm) = Nm−3k1{1,2},1m+1(l˜L1,x, l˜R1,x, . . . , lm)
=
￿
π∈Pm+1
π∨1{1,2}=1m+1
Nm−3kπ(l˜L1,x, l˜R1,x, . . . , lm)
=
￿
π∈Pm+1
π∨1{1,2}=1m+1
N2|π|−4Φπ(l˜L1,x, l˜R1,x, . . . , lm)
If π ∈ Pm+1 satisfies π ∨ 1{1,2} = 1m+1, then, whether |π| = 1 or |π| = 2 and the equation (**)
follows. Assume now that x is an intersection point of l1 with l2. Then, for any partition π ∈ Pm,
µxEπ(l1, l2, . . . , lm) =
￿
1
NEπ(l1 ◦x l2, . . . , lm) , if 1 and 2 are in the same block of π,
0 , otherwise.
Note that for any partition π ∈ Pm, such that 1 and 2 are not in the same block of π,
µxkπ(l1, l2, . . . , lm) = 0. For any partition π ∈ Pm−1, denote by π˜ ∈ Pm the partition obtai-
ned by shifting π by 1 and adding 1 to the block containing 2. For any partition ν ∈ Pm−1,
￿
π≤ν
Nµxkπ˜(l1, l2, l3, . . . , lm) =
￿
W≤ν˜
NµxkW(l1, l2, l3, . . . , lm)
= NµxEν˜ [l1, l2, . . . , lm] = Eν [l1 ◦x l2, l3, . . . , lm].
It follows that for any partition π ∈ Pm−1,
µxkπ˜(l1, l2, . . . , lm) =
1
N
kπ(l1 ◦x l2, l3, . . . , lm).
For π = 1m−1, the latter equality yields
µxΦN (l1, l2, . . . , lm) = ΦN (l1 ◦x l2, l3, . . . , lm).
Observe that equations (*) and (***) on ΦN do not depend on N .
3.4.2 Generalized Kazakov basis
For any regular skein S, denote by G˜S = (VS ,ES ,FS) an embedded graph such that S ⊂
P(G˜S) minimizing #ES and VS . We warn the Reader that the image of edges of G˜S are not
necessarily contained in the image of loops of S and that G˜S is not always unique. Consider
GS = (S, ES) the graph with vertices indexed by S, such that two loops are connected in GS if
and only if they intersect each other. Then, images of edges of G˜S are included in the images
of loops of S if and only if GS is connected. In that case, G˜S is the unique finest embedded
graph such that S ⊂ P(GS). In this section, we shall fix a skein S such that GS is connected and
set G = G˜S . Let E+ and λ be respectively the orientation and the permutation of the edges E
induced by S. We want now to determine whether area-derivative operators can be obtained by
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linear combinations of the operators appearing on the left-hand-side of Theorem 3.4.3. To that
purpose, let us set
µ : CF −→ CE+
u ￿−→
￿
e ￿→ u(FL(e))− u(FR(e))− u(FL(λ−1(e))) + u(FR(λ−1(e)))
￿
.
For any loop l ∈ L(G), denote respectively by nl ∈ CF and δl ∈ CE+ the winding number
function of l and the function
￿
l traverses e
δe. For any v ∈ V, set
∗v =
￿
e∈Out(v)
δe.
The following lemma is proved in [35][ Lemma 6.28.].
Lemma 3.4.4. i) The kernel of µ is the vector space spanned by {nl1 , nl2 , . . . , nlm , 1F}.
ii) The image of µ is the orthogonal space to {∗v, v ∈ V} ∪ {δl, l ∈ S}.
iii) The intersection of linear spaces spanned by {∗v, v ∈ V} and {δl, l ∈ S} is C1E+.
Lemma 3.4.4 yields that dim(Im (µ)) = #F−m−1 = #Fb−m.We have a first answer to our
question : for any regular skein S, the vector space spanned by the operators {µ(∇a)(e), e ∈ E+}
is not span({ dd|F | , F ∈ Fb}). Nonetheless, for some skeins, the third condition (***) allows to
complete the lacking information.
Lemma 3.4.5. Suppose that there exist m distinct faces F1, . . . , Fm of G, neighbours of the
unbounded face such that for any i ∈ {1, . . . ,m}, li is bounding Fi. Let F∞,1 = {F∞, F1, . . . , Fm}.
Then, the application
µ : CF −→ Im (µ)⊕ CF∞,1
u ￿−→ (µ(u), u|F∞,1)
is an isomorphism.
Proof. Thanks to Lemma 3.4.4, the source and the target of µ have the same dimension. If u ∈
ker(µ), then there exists α ∈ Cm+1 such that u = αn+11F+￿mi=1 αinli . Moreover, u(F∞) = αn+1
and for any i ∈ {1, . . . ,m} u(Fi) = αi. It follows that ker(µ) = {0}.
We call a skein satisfying the condition of the Lemma a skein based at infinity. Note that
each vertex of G has degree 4, hence #E = 2#V and Euler relation implies #F = #V + 2.
Therefore dim(Im (µ)) = #V − m + 1. For any vertex v ∈ V, let e1(v) and e2(v) be the two
outgoing edges at v ordered clockwise and set
αv = δe1(v) − δe2(v) ∈ CE
+
.
Let us denote respectively by Vs and Vf the set of self-intersection points of each loops and the
set of intersection points of pair of distinct loops of S. The type of crossing induces on Vf an
equivalence relation ∼ such two points x and y are equivalent if they belong to the same loops.
For any pair of distinct points x, y ∈ Vf such that x ∼ y, denote by βx,y the function on E+ that
is αx + εx,yαy, where εx,y = 1, if e1(x) and e1(y) belong to diﬀerent loops and −1 otherwise.
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Lemma 3.4.6. i) For any v ∈ Vs and any pair of vertices x, y ∈ Vf belonging to the the
same pair of loops, αv,βx,y ∈ Im (µ).
ii) Let Tf be a spanning acyclic directed subgraph of the complete graph on Vf such that
connected components of Tf are the equivance class of ∼ on Vf . The family {αv : v ∈
Vs} ∪ {βx,y : (x, y) ∈ Tf} is a free family of Im (µ) and is a basis if and only GS is a tree.
Proof. i) Indeed, for any v ∈ Vs and x, y ∈ Vf belonging to the same two of loops, the vectors
αv and βx,y are orthogonal to {∗v, v ∈ V} and {δl, l ∈ S}.
ii) It is easy to see that thanks to the acyclycity of the graph Tf , the family {αv : v ∈ Vs}∪{βx,y :
(x, y) ∈ Tf} is free. Moreover, its cardinality is #V−m￿, where m￿ is the number of connected
components of Tf . The latter are in bijection with edges of GS . Recall that GS is connected so
that m￿ = m− 1 if and only if GS is a tree. To conclude, recall that dim(Im (µ)) = #V−m+1.
If S is made of a pair of loops that intersect each other, then the conclusion of ii) of Lemma
3.4.6 trivially holds, we give an example of such a basis in figure 3.5. There is a choice of directed
acyclic graph that makes the decomposition in the basis easier, namely in each equivalence class
of Vf , choose a base point and connect any other point towards it. If RS is a set of class
representatives for ∼, for any v ∈ Vf , we denote by v the unique element of RS equivalent to v.
.
1
−11
−1
1
−1
1
−1
1
−1
Figure 3.5 – Here is the basis of Im (µ) associated to the spanning tree on Vf drawn with
dashed lines. In this example, if the supports of the basis function intersect themselves, then
they the functions take the same value on this intersection that we print on the edge.
Lemma 3.4.7. Let RS be set of class representatives of ∼, the family {αv, v ∈ Vs} ∪ {βv,v, v ∈
Vf \RS} is a free family and for any function ϕ belonging to its span,
ϕ =
￿
v∈Vs
ϕ(e1(v))αv +
￿
v∈Vf\RS
ϕ(e1(v))βv,v. (3.16)
These free-families have the following pre-image under the function µ. For any v ∈ Vs, let lv
be the loop that starts with e1(v) and stops at its first return at v. For any pair (x, y) of distinct
vertices in Vf that are intersection of the same pair of loops, let lx,y be the loop that starts with
e1(x), uses the same loop until it reaches y and then goes back to x using the second loop. See
figure 3.6, where we draw the pre-image of the family described in figure 3.5.
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Lemma 3.4.8. For any v ∈ Vs and any pair (x, y) of distinct equivalent vertices of Vf ,
µ(nlv) = αv (3.17)
and
µ(nlx,y) = βx,y. (3.18)
Figure 3.6 – The application µmaps the winding number functions of loops drawn on this figure
to the basis represented in figure 3.5. These family of winding number functions completed by
the winding number functions of elements of S is a basis of CF.
If GS have cycles, we shall complete 7 the basis given by Lemma 3.4.6 in the following way.
For each edge (l1, l2) ∈ ES , we denote by vl1,l2 the element of RS at the intersections of l1 and l2.
For each edge (l, l￿) ∈ ES \ TS , consider the unique path (l1, l2, . . . , lk) in TS from l to l￿ and for
any i ∈ {1, . . . , k}, let ci be the regular path that is the restriction of li+1 such that ci = vli,li+1 ,
ci = vli+1,li+2 (where loops are indexed by Z/kZ). The concatenation c1c2 . . . ck is a loop of G,
that follows elements of the cycle (l1, l2, . . . , lk, l1) and change from one strand to another at the
points of RS . The application µ maps the loop l˜l,l￿ to
γl,l￿ = µ(l˜l,l￿) = ε1αvl1,l2 + ε2αvl2,l3 + . . .+ εkαvlk,l1 ,
where for any i ∈ Z/kZ, εi = 1, if e1(xi) ∈ li+1 and −1 if e1(xi) ∈ li (with the above notation,
εi = εvli−1,li ,vli,li+1 ). Let us write εl￿,l = εk.
Lemma 3.4.9. The family {αv : v ∈ Vs} ∪ {βv,v : v ∈ Vf \ RS} ∪ {γl,l￿ : (l, l￿) ∈ ES \ TS} is a
basis of Im (µ). Moreover for any function ϕ ∈ CE+ belonging to Im (µ),
ϕ =
￿
v∈Vs
ϕ(e1(v))αv +
￿
v∈Vf\RS
ϕ(e1(v))βv,v (K)
+
￿
(l,l￿)∈ES\TS
εl,l￿
ϕ(e1(vl,l￿))− ￿
v=vl,l￿
εv,vl,l￿ϕ(e1(v))
 γl,l￿ .
7. Note that such considerations are not useful to compute the correlation functions of the Gaussian master
field thanks to Makeenko-Midgal relations.
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Proof. First, we should notice that #RS = #ES = m− 1 + #ES \ TS and that this family has
the good cardinality :
#Vs + (#Vf − (m− 1)−#(ES \ TS)) + #(ES \ TS) = #V−m+ 1 = dim(Im (µ)).
To conclude, we check that the relation (K) holds true for any function ϕ in the span of this
family. We denote by R￿ the subset of RS representing classes indexed by ES \ TS . Let c ∈
CV\RS∪R￿ be a vector such that ϕ =￿v∈Vs cvαv +￿v∈Vf\RS cvβv,v +￿(l,l￿)∈ES\TS cvl,l￿γl,l￿ . Let
r belong to R￿ and let (l, l￿) be the edge ES \TS such that r ∈ l∩ l￿. Then, γl,l￿(e1(r)) = εl￿,l and
for any v ∈ Vf \RS , such that v = r, βv,r(e1(r)) = εv,r, whereas e1(r) cancels any other element
of the family. What is more, for any v ∈ V \RS , γl,l￿(e1(v)) = 0. This computation immediatly
yields the formula (K).
Let us give the simplest example, where GS is not a tree, that is when S is made of three cycles
that intersect each others twice. The graph GS is a triangle, we choose as set of representatives
the three points of intersections lying on the boundary of F∞. We draw on figure the families of
loops one get when the circles have the same orientation.
Figure 3.7 – Here is the loops that are mapped to the basis β and γ, for three circles coun-
terclockwise oriented. The class representative of ∼ are taken on the boundary of F∞. In this
case, the loop l˜l,l￿ does not depend on the choice of the spanning tree of GS and is drawn with
dashed lines, whereas the familly β has three elements.
Let us see how the above construction answer our initial question. For any loop l ∈ S,
µ(nl) = εl1Fl ∈ CF∞,1 , where εl = nl(Fl) ∈ {−1, 1}. Hence, for any set of class representatives
RS for ∼ and TS a spanning tree of GS , the family {nlv,v , v ∈ VS \ RS} ∪ {nlv , v ∈ Vs} ∪
{nl˜l,l￿ : (l, l￿) ∈ ES \ TS} ∪ S ∪ {1F} is a basis of CF and its image under µ is the free family
{αv, v ∈ Vs} ∪ {βx,y, (x, y) ∈ Tf} ∪ {γl,l￿ , (l, l￿) ∈ ES \ TS} completed by the canonical basis of
CF∞,1 . Moreover, for any ϕ ∈ Im (µ)⊕ CF∞,1 ⊂ CE+ ⊕ CF∞,1 ,
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ϕ =
￿
v∈Vs
ϕ(e1(v))αv +
￿
v∈Vf\RS
ϕ(e1(v))βx,y +
￿
F∈F∞,1
ϕ(Fl)δF (￿)
+
￿
(l,l￿)∈ES\TS
εl,l￿
ϕ(e1(vl,l￿))− ￿
v=vl,l￿
εv,vl,l￿ϕ(e1(v))
 γl,l￿
and
µ−1(ϕ) =
￿
v∈Vs
ϕ(e1(v))nv +
￿
v∈Vf\RS
ϕ(e1(v))nv,v +
￿
l∈S
εlϕ(Fl)nl
+
￿
(l,l￿)∈ES\TS
εl,l￿
ϕ(e1(vl,l￿))− ￿
v∈Vf
v=vl,l￿
εv,vl,l￿ϕ(e1(v))
nl˜l,l￿ .
If a skein is based at infinity, considering ϕ = µ(∇a) yields a complete answer to our initial
question. For any face F ∈ F,
d
d|F | =
￿
v∈Vs
nv(F )µ(∇a)(e1(v)) +
￿
v∈Vf\RS
nv,v(F )µ(∇a)(e1(v)) +
￿
l∈S
εlnl(F )
d
d|Fl| (￿)
+
￿
(l,l￿)∈ES\TS
εl,l￿nl˜l,l￿ (F )
µ(∇a)(e1(vl,l￿))−− ￿
v∈Vf
v=vl,l￿
εv,vl,l￿µ(∇a)(e1(v))
 .
Using Theorem 3.4.3, we have an expression for all area derivatives of Φ(S), for any skein
based at infinity and such that GS is connected. What is more, note that if S is based at infinity
and GS is not connected, then ΦN (S) = 0. Nonetheless, observe that if v ∈ Vs, it may happen, as
in example of figure 3.6 at the only point of Vs, that among the two skeins SLv and SRv obtained
by splitting S at v, one of them is not based at infinity. To solve this problem and compute the
master field against all skeins, we could enlarge the type of loops families. Instead, observe that
any skein can be obtained by putting some areas of a skein based at infinity to zero. We must
now prove that these equations characterize the higher-order master field Φ.
3.4.3 Complexity of skeins
Let us fix a regular skein S. We letGS = (VS ,ES ,FS) be the finest multi-connected embedded
graph such that S ⊂ P(GS). The graph GS is connected if and only if GS is connected. For any
l ∈ P(GS), we consider
d∞,S(l) = inf{dGˆS (F, F∞)− 1 : F ∈ GˆS , F ∩ F∞,G{l}) = ∅}.
Let I(S) be the number of intersections of S and for any loop l ∈ S denote by IS(l) the number
of intersections of l with itself and other loops of S. We define the complexity of S to be the
number
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C(S) = I(S) + 2￿
l∈S
d∞,S(l).
Example 3.4.10. A skein S is based at infinity if and only if C(S) = I(S).
Example 3.4.11. If C(S) = 0, then S is an union of closed Jordan curved bounding disjoints
domains. Therefore, Φ(S) = 0, if #S ≥ 2 and e− |D|2 , if S has a single loop bounding a simply
connected domain D.
Lemma 3.4.12. i) For any point of intersection v of a skein S, if v ∈ Vf ,
C(Sv) < C(S)
and if v ∈ Vs, for any partition SLv ￿ SRv = Sv,
max{C(SLv ), C(SRv )} < C(S).
ii) For any regular skein S, there exists a family (Sε)ε>0 of skeins based at infinity with
C(Sε) = C(S) for any ε > 0 and a family of smooth paths (rl)l∈S such that for any l ∈ S,
rl ∈ l and Sε converges to {rllr−1l , l ∈ S}, as ε→ 0.
Proof. i) Assume that v ∈ Vf . Then, for any loop l ∈ S, that does not contain v, l ∈
Sv and d∞,Sv(l) ≤ d∞,S(l). If l1 and l2 are the two loops crossing at v, then d∞,Sv(l1 ◦v
l2) ≤ min{d∞,S(l1), d∞,S(l2)}. Moreover, Vs(Sv) = Vs(S) and for any w ∈ Vs(S), d∞,Sv(lv) ≤
d∞,S(lv). Therefore, the fact that I(Sv) = I(S)− 1 yields the expected inequality.
Assume now that v ∈ Vs. Let l ∈ S be the loop of S crossing at v. Recall that lv,L and lRv are
the loops that turns respectively to the left and to right at v (so that they use respectively the
edge e1(v) and e2(v)). Fix a partition SLv ￿ SRv of Sv separating these two loops. For any loop
l￿ ∈ Sv\{lLv , lRv }, d∞,SLv (l￿), d∞,SRv (l￿) ≤ d∞,S(l￿). Suppose that there exists a path c ∈ P(GˆS) such
that F∞,G
lLv
∩c = ∅ and ￿(c)−1 = d∞,SLv (lv) = d∞,S(l). Then, on the left side, I(SLv ) ≤ I(Sv)−1
and C(SLv ) ≤ C(S)− 1. The right side needs more caution. Consider the paths c± ∈ P(GˆSv) that
start with (FR(e1(v)), FL(e1(v))), board lLv respectively on the right and on the left, such that
one path follows the orientation of lv,L and the other goes in the reverse direction, until they
cross c and then follow c up to F∞,GSv . Their combinatorial length satisfies
￿(c+) + ￿(c−) ≤ 2 + ISv(lLv ) + 2￿(c).
Therefore,
d∞,SR(lRv ) ≤ min{￿(c+), ￿(c−)}− 1 ≤
ISv(lLv )
2 + d∞,S(l).
The number of intersections of the right skein SRv is bounded by I(S \ {l}) + ISv(lRv ). Moreover,
for any loop l￿ ∈ SRv \ {lRv }, d∞,SRv (l￿) ≤ d∞,S(l￿). It follows that
C(SRv ) ≤ I(S \ {l}) + ISv(lRv ) + ISv(lv,L) + 2
￿
l￿∈S\{l}
d∞,S(l￿).
The equality ISv(lRv ) + ISv(lLv ) + I(S \ {l}) = I(Sv) = I(S)− 1 concludes.
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ii) For each l ∈ S, such that d∞,S(l) > 0, consider a self-avoiding path cl ∈ P(GˆS) such
that F∞,Gl ∩ cl = ∅ and cl = F∞(GS). Choose such a family (cl)l∈S of loops that do not cross
each other but may be merged with one another. Deform each loop l along cl into l˜ so that the
deformation intersects exactly twice each dual edge of cl and does not intersect the deformation
of other loops. Denote by S˜ the skein {l˜ : l ∈ S, d∞,S(l) > 0} ∪ {l : l ∈ S, d∞,S(l) = 0}. By
construction, for any l ∈ S˜, d∞,S˜(l) = 0 and
I(S˜) = I(S) + 2￿
l∈S
(|cl|− 1) = C(S).
Each path cl ∈ P(GˆS) induces a path c˜l ∈ P(GˆS˜) such that faces belonging to c˜l are boarded
by l˜. When the areas (|F |)F∈∪l∈Scl go to zero, the vector of random variables (Hl)l∈S˜ converges
in distribution to (Hrllr−1l ), where rl are smooth paths such that rl ∈ l. For any loop l ∈ S,
Hrllr−1l
= H−1rl HlHrl and Tr(Hrllr−1l ) = Tr(Hl). Considering Φ
N (S˜) and ΦN (S) as functions of
(|F |)F∈FS˜ , it follows that
ΦN (S˜)→ ΦN (S),
as (|F |)F∈FS˜ → 0.
We can now solve our diﬀerential system recursively ordering skeins by their complexity.
Recall that if x is a point of intersection of a skein S, then µx = dd|F1| − dd|F2| + dd|F3| − dd|F4| ,
where F1, F2, F3 and F4 are faces around the vertex v in cyclic order and F1 is the face bounded
by the two outgoing edges of x. For any pair of skeins S and S ￿, let us say that S and S ￿ are
equivalent and write S ∼ S ￿ if there exists a family {cl, l ∈ S} of paths of P(R2) such that cl ∈ l
for any l and S ￿ = {cllc−1l , l ∈ S}.
Theorem 3.4.13. There exists a unique function Φ on skeins satisfying the following equations.
1. Φ({1}) = 1.
2. If S− and S+ are two skeins that are separated by a closed Jordan curve, Φ(S− ￿ S+) = 0.
3. Φ is continuous for the topology of 1-variation.
4. If S ∼ S ￿, then Φ(S ￿) = Φ(S).
5. For any area-preserving diﬀeomorphism g of the plane, Φ ◦ g = Φ.
6. For any regular skein S, Φ is diﬀerentiable with respect to (|F |)F∈FS and satisfy the following
diﬀerential equations. If x is the intersection of two diﬀerent loops,
µxΦ(S) = Φ(Sx). (3.19)
If x is the intersection of a loop of S with itself,
µxΦ(S) =
￿
SLx ￿SRx =Sx
l˜L1,x∈SLx and l˜R1,x∈SRx
ΦN (SLx )ΦN (SRx ). (3.20)
For any face F ∈ FS , neighbour of F∞,
d
d|F |Φ(S) = −
1
2Φ(S). (3.21)
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Proof. The function ΦN satisfies by construction the point 1.-4.. For any regular skein S, ΦN (S)
is analytic in (|F |)F∈FS , satisfies (∗), (∗∗) and (∗ ∗ ∗) and converges uniformly on every compact
set of RFS+ to the function Φ(S). Therefore, Φ(S) is analytic and satisfies the equations of point
5. Let us now consider the question of uniqueness. Let Ψ be a function on finite skeins satisfying
point 1 to 5. Using points 3 and 4, it is enough to prove that Ψ(S) = Φ(S) for any regular
skein S. For any integer n, denote by Skn the set of regular skeins of complexity less than n.
Let us prove inductively that Ψ|Skn = Φ|Skn . Thanks to points 1 and 2, the equality holds for
n = 0. Assume that it is true for n ∈ N and consider a regular skein S ∈ Skn+1. Suppose that
S is based at infinity. According to (￿) and to point 6, for any face F ∈ FS , dd|F |Φ and dd|F |Ψ
are a linear combination of terms of the form Φ(S ￿),Ψ(S ￿) or Φ(SL)Φ(SR),Ψ(SL)Ψ(SR), with
C(S ￿), C(SL), C(SR) < n. Hence, by induction hypothesis, Ψ(S) = Φ(S). Assume now that S is
not based at infinity. Let (Sε)ε>0 and {rl, l ∈ S} be given as in Lemma 3.4.12. Then, for any
ε > 0, Sε is based at infinity and Ψ(Sε) = Φ(Sε). The points 3 and 4 yield that Ψ(S) = Φ(S).
Chapitre 4
Fluctuations macroscopiques et
microscopiques, champs maîtres non
orientés d’ordre supérieur
Le but de ce chapitre est de généraliser les résultats du chapitre précédent à d’autres séries de
groupes. On montre que le champ maître gaussien et le champ maître orienté permettent aussi de
décrire le comporment asymptotique de la mesure de Yang-Mills pour les séries de groupes com-
pacts orthogonaux et symplectiques. En outre, les quantités analogues au champ maître orienté
sont identiques pour les séries orthogonales et symplectiques. En revanche, contrairement au
champ maître gaussien, les champs gaussiens intervenants pour ces deux séries sont non-centrés
et les moyennes des champs gaussiens obtenus pour les séries orthogonales et symplectiques sont
opposées. Un autre but est de montrer comment appliquer les résultats du chapitre précédent
pour montrer simultanément des résultats de fluctuations d’un nombre fini de coeﬃcient de
grandes matrices et de traces de polynômes de grandes matrices. Les fluctuations du premier
type seront appellées microscopiques tandis que celles du second type seront dites macrosco-
piques.
4.1 Un théorème central limite pour les mouvements browniens
orthogonaux et symplectiques
Nous allons tout d’abord considérer un mouvement brownien sur chacun des groupes com-
pacts O(N) et Sp(2N). Rappelons comment l’on définit le mouvement brownien sur ces deux
groupes. Pour tout X,Y ∈MN (C), on note
￿X,Y ￿ = NTr(X∗Y ).
Cette forme sesquilinéaire induit par restriction un produit scalaire sur les algèbres de Lie de
matrices de MN (C). Notons (Kgt )t≥0 le mouvement brownien sur l’espace Euclidien (g, ￿·, ·￿)
pour chaque algèbre de Lie g de matrices de MN (C). Soit G un sous-groupe fermé de GLN (C)
d’algèbre de Lie g. On appelle mouvement brownien sur G, le processus (Gt)t≥0 solution de
l’équation diﬀérentielle
dGt = GtdKgt +
1
2￿￿dK
g
t .dK
g
t ￿￿.
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Quand g est l’algèbre de Lie o(N) = {X ∈MN (R) : X + tX = 0} ou sp(2N) = {M ∈M2N (C) :
M +M∗ = 0, tMJ + JM = 0}, alors ￿·, ·￿g est invariante par conjugaison par O(N) ou Sp(2N).
Rappelons que ￿1 2￿ω est le bitenseur de End(C2N )⊗2,
￿
1≤a,b,c,d≤2N
Ja,cJb,dEa,b ⊗ Ec,d. Les bi-
tenseurs de variation quadratique ￿￿dKgt ⊗ dKgt ￿￿ prennent alors la forme spécifique suivante :
￿￿dKo(N)t ⊗ dKo(N)t ￿￿ =
1
N
(−(1 2) + ￿1 2￿) dt
et
￿￿dKsp(2N)t ⊗ dKsp(2N)t ￿￿ =
1
2N (−(1 2) + ￿1 2￿ω) dt.
En particulier,
￿￿dKo(N)t .dKo(N)t ￿￿ = (−1 +
1
N
)IdNdt
et
￿￿dKsp(2N)t .dKsp(2N)t ￿￿ = (−1−
1
2N )Id2Ndt.
On peut dès lors entreprendre de généraliser les résultats de la première section du chapitre
précédent. Leur point de départ est l’application de la formule d’Itô à un tenseur en le mouvement
brownien. Pour tout t ≥ 0,
d
dt
E[O⊗nt ] = E[O⊗nt ]
−n2 (1− 1N ) + 1N ￿1≤a<b≤n￿a b￿ − (a b)
 (4.1)
et
d
dt
E[S⊗nt ] = E[S⊗nt ]
−n2 (1 + 12N ) + 12N ￿1≤a<b≤n￿a b￿ω − (a b)
 . (4.2)
Il s’agit maintenant de comprendre l’action de chacun des opérateurs apparaissant dans les
membres de droites. Dans le cas orthogonal, ce sont des images par la représentation standard
de l’algèbre de Brauer Bn(N). Pour tout diagramme de Brauer b et M ∈ MN (C), notons
fb(M) = N−#bTr(bM⊗n) et
ϕN,t(b) = E[fb(Ot)],
où l’on identifie b dans le membre de droite avec l’endomorphisme 1 de End((CN )⊗n). Rappelons
la définition des cumulants relatifs (kV,W)V≤W introduite page 72 de la section 3.1.2. Pour tout
diagramme de Brauer partiel, on introduit
ϕN,t(b,π) = N2(#π−1)k#π(fb|B(Ot), B ∈ π) = N2#π−#b−2Tr(bkπ,1n(O⊗nt )).
On va voir qu’à l’instar du cas unitaire, les fonctions (t ￿→ ϕN,t(b,π))(b,π)∈PBn vérifient un
système diﬀérentiel d’ordre 1 qui converge quand N →∞.
Dans le cas symplectique, la situation est analogue mais un peu plus compliquée, du fait
que l’algèbre contenant les opérateurs du membre de droite est Bn(−2N) dont la représentation
1. cet endomorphisme est noté ρ(b) dans la section 1.1.3.
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standard dans End((C)⊗n) est moins transparente que celle de Bn(N). Pour tout diagramme de
Brauer b ∈ Bn, considérons
bω =
￿
i:Z×{−1,1}→{1,...,2N}
￿
x∼by
x2=y2,x1<y1
Jix,iy
￿
x∼by
x2=−y2
δix,yyEi(1,1),i(1,−1) ⊗ · · ·⊗ Ei(n,1),i(n,−1) .
L’application linéraire b ∈ Bn → bω ∈ End((C2N )⊗n) n’est pas un morphisme d’algèbre, ni pour
Bn(2N) ni pour Bn(−2N). Par exemple, ￿1 2￿2ω = 2N￿1 2￿ω mais ￿1 2￿ω(1 2) = −￿1 2￿ω ￿= ￿1 2￿ω.
Pour tout diagramme de Brauer b ∈ Bn, considérons le graphe Gb ayant pour sommets
{1, . . . , n} × {−1, 1} et pour arêtes {{x, y} : x ∼b y} ∪ {{(i,−1), (i, 1)} : i ∈ {1, . . . , n}}. Le
degré de chaque sommet de Gb est de 2, chaque composante connexe de Gc est donc un cycle
non orienté. Une orientation des cycles de Gb induit une fonction s : {1, . . . , n} → {−1, 1} telle
que s(i) = 1 si et seulement si ((i, 1), (i,−1)) est parcouru positivement et une permutation
σb,s ∈ Sn. On dit alors que s est une orientation de b, que (b, s) est un diagramme de Brauer
orienté et on désigne par Ob l’ensemble des orientations de b. Notons πb la partition de {1, . . . , n}
obtenue en projetant les compostantes connexes de Gb sur Z. On fixe sb ∈ Ob l’orientation de b
telle que sb(i) = 1 si i est un minimum d’un bloc de πb.
Lemme 4.1.1. Pour tout diagramme de Brauer b ∈ Bn, notons ρ(b) ∈ End((C2N )⊗n) l’unique
tenseur valant ±bω, tel que
(−1)nTr(ρ(b)) = (−2N)#b.
L’application ρ : Bn(−2N)→ End((C2N )⊗n) est un morphisme d’algèbre. En outre, pour toutes
matrices S1, . . . , Sn ∈ Sp(2N) et tout diagramme de Brauer orienté (b, s),
(−1)nTr(ρ(b)S1 ⊗ · · ·⊗ Sn) = (−1)#bTr(σ(b,s)Ss(1)1 ⊗ · · ·⊗ Ss(n)n ). (4.3)
Exemple 4.1.2. Pour tout n ≥ 2, ρ((1 2)) = −(1 2) ∈ End((C2N )⊗n) et ρ(￿1 2￿) = −￿1 2￿ω.
Preuve. Pour toute matrices S1, . . . , Sn ∈ Sp(2N), si s−1({−1}) = {i1, . . . , ik}, Tr(bωS1 ⊗
· · ·Sn) = ±Tr(σπS1⊗ · · ·⊗JSi1J ⊗ · · ·⊗JSikJ ⊗ · · · ) = ±Tr(σb,sSs(1)1 ⊗ · · ·⊗Ss(n)n ). Par défini-
tion, ρ(b) satisfait l’égalité (4.3). Montrons que l’application ρ : Bn(−2N)→ End((C2N )⊗n) est
un morphisme d’algèbre. Notons que l’on a bien ρ(Id) = Id2N . Chaque diagramme de Brauer
est un produit d’éléments de la famille T = {(i j), ￿i j￿, 1 ≤ i < j ≤ n}. En raisonnant par
récurrence sur la longueur des mots en ces éléments, il suﬃt de montrer que pour tout dia-
gramme de Brauer b ∈ Bn et tout x ∈ T , ρ(x)ρ(b) = ρ(xb). Pour toute paire (b, x) ∈ Bn × T ,
ρ(x)bω = −xωbω = ±(−2N)l(x,b)(xb)ω ∈ End((C2N )⊗n) et par définition de ρ, il nous faut
montrer que
Tr(ρ(x)ρ(b)) = (−2N)#(bx)+l(x,b)+n = (−2N)#(bx)+l(x,b)−#bTr(ρ(b)). (4.4)
Notons ∆(x, b) l’entier #(bx) + l(x, b)−#b et fixons 1 ≤ i < j ≤ n, tels que x ∈ {(i j), ￿i j￿}.
Supposons que i et j appartiennent à deux composantes connexes distinctes de πb, on alors
∆(x, b) = −1. Si A désigne la réunion de ces deux composantes connexes et B leur complé-
mentaire, alors Tr(ρ(x)ρ(b)) = Tr(ρ(b|B))Tr(ρ(x|A)ρ(b|A)) et on peut supposer que πb n’admet
que deux composantes connexes. Notons p et q les nombres d’arêtes horizontales parcourues
par chacun des cycles de Gb. Alors, (2N)2 = (−1)nTr(ρ(b)) = Tr(Jp)Tr(Jq), Tr(xωρ(b)) =
(−1)nTr(Jp+q) = (−1)n2N et (−1)nTr(ρ(x)ρ(b)) = −2N . Supposons maintenant que i ∼πb j.
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On peut ici considérer que #πb = 1. Notons p et q les nombres d’arêtes horizontales par-
courues par les deux segments du cycle de Gb de part et d’autre de (i, 1) et (j, 1). Ces deux
entiers sont de même parité, paire, si s(i) = s(j), impaire, si s(i) = −s(j). Notons ε ∈
{−1, 1} tel que εTr(Jp+q) = Tr(ρ(b)) = −2N . Si sx(i)sx(j) = sb(i)sb(j), alors ∆(x, b) = 1. En
outre, (−1)nTr(xωρ(b)) vaut εTr(Jp)Tr(Jq) = −(2N)2, si s(i)s(j) = 1 et εTr(Jp+1)Tr(Jq+1) =
−(2N)2, si s(i)s(j) = −1. Si sx(i)sx(j) = −sb(i)sb(j), alors ∆(x, b) = 0 et (−1)nTr(xωρ(b)) =
εTr(Jp−q) = −εTr(Jp+q) = 2N. Quand i ∼πb j, le nombre ∆(x, b) vaut donc 1 ou 0. Dans les
deux cas, on a bien Tr(ρ(x)ρ(b)) = (−2N)∆(x,b)Tr(ρ(b)).
On remarque en particulier que le membre de droite de (4.3) ne dépend pas de l’orientation
s ∈ Ob. En outre, une telle formule est aussi vérifiée dans le cas orthogonal : pour toutes matrices
O1, . . . , On ∈ O(N),
Tr(bO1 ⊗ · · ·⊗On) = Tr(σb,sOs(1)1 ⊗ · · ·⊗Os(n)n ). (4.5)
Pour tout diagramme de Brauer b et S ∈ Sp(2N), posons
f−b (S) = (−1)n(−2N)−#bTr(ρ(b)S⊗n)
et
ϕ−2N,t(b) = E[f−b (St)].
Si π est une partition moins fine que πb, notons
ϕ−2N,t(b,π) = (−2N)2(#π−1)k#π(f−b|B(S), B ∈ π) = (−1)n(−2N)2#π−#b−2Tr(ρ(b)kπ,1n(S⊗n)).
Exemple 4.1.3. Si σ ∈ Sn admet k cycles de longueur respective λ1, . . . ,λk,
ϕ−2N,t(σ,π) = (2N)2(#π−1)k#π(tr(Sλ1t ), . . . , tr(Sλkt )).
Par exemple, si σ ∈ Sn admet deux cycles de longueur a et b et π = πσ, alors ϕ−2N,t(σ,π) =
cov(Tr(Sat ),Tr(Sbt )). Si π = 1n, ϕ−2N,t(σ,π) = E[
￿k
i=1 tr(Sλit )].
La formule d’Itô (4.2) se reformule
d
dt
E[S⊗nt ] = E[S⊗nt ]ρ
−n2 (1− 1−2N ) + 1−2N ￿1≤a<b≤n￿a b￿ − (a b)
 . (4.6)
Reconsidérons maintenant le Lemme 3.1.7 du chapitre précédent. Notons ι : A ∈ MN (C) ￿→
A ∈ MN (C) et pour tout s : {1, . . . , n} → {−1, 1}, soit ιs : A1 ⊗ · · · ⊗ An ∈ MN (C)⊗n ￿→
ι(s(1)−1)/2(A1) ⊗ · · · ⊗ ι(s(n)−1)/2(An) ∈ MN (C)⊗n. Introduisons Bsn(z) le sous-espace vectoriel
de Bn(z) engendré par les diagrammes b ∈ PBn, tels que les paires de points (a, εa), (b, εb) ∈
{1, . . . , n}× {−1, 1} reliés par b vérifient εaεb = −s(a)s(b). Il est facile de vérifier que Bsn(z) est
une sous-algèbre de Bn(z) isomorphe à une sous-algèbre de Brauer murée. On dénote de même
PBs(z) la sous-algèbre de PBn(z) dont la projection sur Bn(z) est Bsn(z). On considère pour
tout (b,π) ∈ PBsn,
ϕN,t,s(b,π) = N2(#π−1)−#bTr(bkπ,1n(ιs(U⊗nt ))).
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De la même façon que pour le Lemme 3.1.7 du chapitre précédent, on montre le résultat suivant.
Notons pour tout 1 ≤ i < j ≤ n, T s,±i,j (ou simplement T±i,j quand s = 1) l’élément de Bn valant
(i j), si s(i) = ±s(j) et −￿i j￿, si s(i) = ∓s(j). En outre, on pose T±i,j = (T±i,j , 1{i,j}). Avec
ces notations, T εi,j ∈ PBsn si et seulement si s(i)s(j) = ε. On considère dans le lemme suivant
les fonctions non-normalisées ϕ˜z,t (resp. ϕ˜N,s,t) que l’on définit en posant pour (b,π) ∈ PBn et
z ∈ {N,−2N},
ϕ˜z,t(b,π) = z−2(#π−1)+#bϕz,t(b,π)
et pour (b,π) ∈ PBsn,
ϕ˜N,s,t(b,π) = N−2(#π−1)+#bϕN,s,t(b,π).
Lemme 4.1.4. i) Pour toute paire de partitions V,W ∈ Pn, avec V ≤W,
e
(N−1)nt
2N kV,W(O⊗nt ) =
￿
k≥0
(−t)k
k!
￿
i1<j1,...,ik<jk, ε1,...,εk∈{−1,1}
V∨1{i1,j1}∨...∨1{ik,jk}=W
T ε1i1,j1 · · ·T εkik,jk
et
e
(2N+1)nt
4N kV,W(S⊗nt ) =
￿
k≥0
(−t)k
k!
￿
i1<j1,...,ik<jk, ε1,...,εk∈{−1,1}
V∨1{i1,j1}∨...∨1{ik,jk}=W
ρ
￿
T ε1i1,j1 · · ·T εkik,jk
￿
.
Pour tout ε : {1, . . . , n}→ {−1, 1},
e
nt
2 kV,W(ιε(U⊗nt )) =
￿
k≥0
(−t)k
k!
￿
i1<j1,...,ik<jkV∨1{i1,j1}∨...∨1{ik,jk}=W
T ε,+i1,j1 · · ·T ε,+ik,jk .
ii) Pour tout diagramme de Brauer partiel (b,π) ∈ PBn et z ∈ {−2N,N}
d
dt
ϕz,t(b,π) = −ϕ˜z,t
(b,π)
n
2 (1−
1
z
) + 1
z
￿
1≤i<j≤n,ε∈{−1,1}
T
ε
i,j
 , (4.7)
le produit du membre de droite étant eﬀectué dans l’algèbre PBn(z). Pour diagramme de Brauer
partiel orienté (b,π) et s ∈ Ob,
d
dt
ϕN,t,s(b,π) = −ϕ˜N,t,s
(b,π)
n
2 +
1
N
￿
1≤i<j≤n
T
s,+
i,j )
 , (4.8)
Pour chaque paire ((b,π), x) formée d’un diagramme de Brauer partiel et d’une transposition
ou d’une contraction de Weil agissant non trivialement sur la paire d’entier (i, j), notons
∆((b,π), x) = #b ◦ x−#b+ l(x, b) + 2(#π −#π ∨ 1{i,j}).
L’équation (4.7) se reformule
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d
dt
ϕz,t(b,π) = −n2 (1−
1
z
)ϕz,t(b,π)−
￿
1≤i<j≤n,ε∈{−1,1}
z∆((b,π),(i j))−1ϕz,t(b ◦ (i j),π ∨ 1{i,j})
(4.7’)
+
￿
1≤i<j≤n,ε∈{−1,1}
z∆((b,π),￿i j￿)−1ϕz,t(b ◦ ￿i j￿,π ∨ 1{i,j}).
De même que ∆(b, x), ∆((b,π), x) est à valeur dans {1, 0,−1}. Distinguons les trois cas
correspondant à chacune de ses valeurs. Si i ∼πb j et sb(i)sb(j) = sx(i)sx(j), alors σbx vaut
σb(i j), si sb(i) = sb(j), σb(σ−1b (i) j), si sb(i) = −sb(j) et σb(j) ￿= i et σb si σb(j) = i et
alors l(b, x) = 1 (tandis que dans les deux cas précédents l(b, x) = 0). On en déduit que si
i ∼b j, alors la multiplication par x sépare un cycle de σb en deux cycles ou crée une boucle
et ∆(b, x) = ∆((b,π), x) = 1. En revanche, si i ￿∼πb j alors σbx admet un cycle de moins que
σb donc ∆(x, b) = −1, tandis que ∆((b,π), x) vaut 1, si i ￿∼π j et −1, si i ∼π j. Considérons
maintenant la dernière possibilité où i ∼πb j avec sb(i)sb(j) = −sx(i)sx(j). Alors #σbx = #σb
et ∆(b, x) = ∆((b,π), x) = 0.
Reformulons l’expression (4.7) à l’aide d’opérateurs indépendants de N , sur les fonctions de
PBn. Pour toute fonction φ et (b,π) ∈ PBn, posons
L(φ)(b,π) = −n2φ(b,π) +
￿
φ(b ◦ T εi,j ,π ∨ 1{i,j}),
où la somme porte sur les paires d’entiers i < j et ε ∈ {−1, 1} telles que i et j sont dans deux
blocs disctincts de π ou dans le même bloc de πb avec ε = sb(i)sb(j),
C(φ)(b,π) = n2φ(b,π)−
￿
i<j,ε∈{−1,1}
i∼πbj
φ(b ◦ T sb,−i,j ,π ∨ 1{i,j})
et
D(φ)(b,π) = − ￿
i<j,ε∈{−1,1}
i￿∼πbj,i∼πj
φ(b ◦ T εi,j ,π ∨ 1{i,j}).
Les trois sommes apparaissant dans les trois formules ci-dessus correspondent chacune à des
valeurs prises par ∆(b, T εi,j) et (4.7￿) se reécrit
d
dt
ϕz,t =
￿
L+ 1
z
C + 1
z2
D
￿
(ϕz,t). (4.9)
En outre, il s’ensuit de la définition de ϕz,t que ϕz,0(b,π) = 1, si π = 1n et 0 sinon. Rappelons
que pour tout (b,π) ∈ PBn et V ∈ Pn, 1V(b,π) = δπ,V . On a résolu ci-dessus le problème des
cumulants pour les mouvements brownien orthogonaux et symplectiques et obtenu la proposition
suivante.
Proposition 4.1.5. Pour tout t ≥ 0, z ∈ {N,−2N} et (b,π) ∈ PBn,
ϕz,t(b,π) = exp
￿
t(L+ z−1C + z−2D)
￿
(11n)(b,π).
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On note désormais pour tout nombre complexe z ∈ C, ϕz,t = exp
￿
t(L+ z−1C + z−2D)
￿
(11n).
Pour tout t ≥ 0 et (b,π) ∈ PBn, la fonction z ∈ C ￿→ ϕt,z(b,π) est holomorphe sur C∗, avec une
singularité essentielle en 0. Pour tout s : {1, . . . , n}, φ ∈ PBsn∗ et (b,π) ∈ PBsn, posons
Ls(φ)(b,π) = −n2φ(b,π)−
￿
i￿∼πj ou i∼πbj
φ(b ◦ T s,+i,j ,π ∨ 1{i,j})
et
Ds(φ)(b,π) = −
￿
i∼πj et i￿∼πbj
φ(b ◦ T s,+i,j ,π ∨ 1{i,j}).
Pour tout (b,π) ∈ PBn et s une orientation de b,
ϕN,t,s(b,π) = exp(t(Ls +
1
N2
Ds))(11n)(b,π).
On remarque que les opérateurs L et L1 stabilisent l’espace vectoriel engendré par {(σ, 1n) : σ ∈
Sn} et coïncident sur cet espace . Il s’ensuit que pour toute permutation σ ∈ Sn,
lim
|z|→∞
ϕz,t(σ) = etL(σ, 1n) = etL1(11n)(σ, 1n) = lim
N→∞ϕN,t,1(σ, 1n).
Désignons cette limite par ϕt(σ). Il existe une constante C > 0 telle que pour tout N ≥ 1 et
z ∈ {−2N,N},
max{|ϕz,t(σ, 1n)− ϕt(σ)|, |ϕN,1,t(σ, 1n)− ϕt(σ)|, |ϕz,t(σ × σ,πσ×σ)|, |ϕN,1,t(σ × σ,πσ×σ)|} ≤ CN .
On en déduit que la mesure empirique des valeurs propres des mouvements browniens sur les
trois groupes O(N),Sp(2N) et U(N) convergent faiblement en probabilité vers la même mesure
µt, quand N →∞.
Corollaire 4.1.6 ([35]). Pour tout n ≥ 0, les variables aléatoires tr(Ont ) et tr(Snt ) convergent
en probabilité vers la constante µt,n.
En revanche, les fluctuations de ces suites sont distinctes pour les trois séries de groupes.
De la proposition 4.1.5, on déduit le corollaire suivant. Pour toute famille d’entiers relatifs
λ1, . . . ,λl ∈ Z, et t ≥ 0 fixé, notons
kNt,O(λ1, . . . ,λl) = N2(l−1)kl(tr(Oλ1t ), . . . , tr(Oλlt ))
kNt,S(λ1, . . . ,λl) = (2N)2(l−1)kl(tr(Sλ1t ), . . . , tr(Sλlt ))
et
kNt,U (λ1, . . . ,λl) = N2(l−1)kl(tr(Uλ1t ), . . . , tr(Uλlt )).
Remarquons que les deux premières quantités sont indépendantes du signe de λ1, . . . ,λl.
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Théorème 4.1.7. Pour tout t ≥ 0 fixé, les trois suites de cumulants kNt,O, kNt,S et kNt,U convergent
quand N → ∞. Les deux premières convergent vers la même limite kt, notons k+t la troisième
limite. Pour tout t ≥ 0, λ1, . . . ,λl ∈ Z,
kt(λ1, . . . ,λl) =
￿
ε1,...,εl−1∈{−1,1}
k+t (ε1λ1, . . . , εl−1λl−1,λl).
Exemple 4.1.8. Pour tout n,m ∈ N, on a en particulier
lim
N→∞ cov(Tr(O
n
t ),Tr(Omt )) = lim
N→∞ cov(Tr(S
n
t ),Tr(Smt ))
= lim
N→∞ cov(Tr(U
n
t ),Tr(Umt )) + cov(Tr(Unt ),Tr(U−mt )).
En revanche ces inégalités ne sont pas vérifiées pour tout N . Pour n,m = 1, en appliquant les
formules (4.1) et (4.2), on trouve que
et(1−N
−1)cov(Tr(Ot),Tr(Ot)) = et − 1− t+ (1− 2
N
) t
2
2 +O(
1
N2
)
et
et(1+(2N)
−1)cov(Tr(St),Tr(St)) = et − 1− t+ (1 + 1
N
) t
2
2 +O(
1
N2
),
tandis qu’en appliquant le Lemme 3.1.4 du chapitre précédent, on obtient,
etcov(Tr(Ut, Ut)) + etcov(Tr(Ut, Ut)) = et − t− 1 + t
2
2 +O(
1
N2
).
Preuve. Pour tout λ ∈ Zl, notons σλ la permutation (1 · · · |λ1|)× · · ·× (1 · · · |λl|), n =￿lk=1 |λk|
et s : {1, . . . , n} → {−1, 1} tel que si i appartient au kième cycle de σλ alors λk = s(i)|λk|.
On a alors kNt,O(λ) = ϕN,t(σλ,πσλ), kNt,S(λ) = ϕ−2N,t(σλ,πσλ) et kNt,U (λ) = ϕN,t,s(σλ,πσλ). Les
deux premières suites ont pour limite ϕt(σλ,πσλ) et la troisième tend vers ϕt,s(σλ,πσλ). Notons
PBλn, l’ensemble des diagrammes de Brauer partiels (b,π) tels que π ≥ πσλ et la fonction sb :
{1, . . . , n} → {−1, 1} est constante sur les orbites de σλ. Pour tout (b,π) ∈ PBλn, notons Ob,π
l’ensemble des orientations s de b telles que s|B = ±sb|B pour tout bloc B ∈ π. Posons alors
pour tout (b,π) ∈ PBλn,
ψt(b,π) =
￿
s∈Ob,π ,s(1)=1
ϕt,s(b,π).
Pour montrer la deuxième partie du Théorème, il suﬃt de montrer que ψt(σλ,πσλ) = ϕt(σλ,πσλ).
Pour tout (b,π) ∈ PBλn, ψ0(b,π) = ϕ0(b,π) = 1, si π = 1n et 0 sinon. Montrons que ces deux
fonctions sont solutions de la même équation diﬀérentielle. Notons ◦ l’opération de multiplication
dans PBn(1). Pour tout (b,π) ∈ PBλn et s ∈ Ob, alors pour toute paire i < j, (b,π)T s,+i,j ∈ PBsn ⊂
PBλn et si i ￿∼π j alors (b,π)T s,±i,j ∈ PBλn. En outre, pour tout t ≥ 0,
ψ˙t(b,π) =
￿
s∈Ob,π ,s(1)=1
Ls(ϕt,s)(b,π)
= −n2ψt(b,π)−
￿
1≤i<j≤n
i∼πbj ou i￿∼πj
￿
s∈Ob,π ,s(1)=1
ϕt,s((b,π) ◦ T s,+i,j ). (*)
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Pour chaque paire d’entiers (i, j) de {1, . . . , n}, si i ￿∼π j, alors {s ∈ Ob,π : s(i)s(j) = sb(i)sb(j)} =
O
b◦T sb,+i,j ,π∨π(i j)
et
￿
s∈Ob,π ,s(1)=1
s(i)s(j)=sb(i)sb(j)
ϕt,s((b,π) ◦ T s,+i,j ) =
￿
s∈O
b◦Tsb(i)sb(j)
i,j
,π∨1{i,j}
s(1)=1
ϕt,s((b,π) ◦ T sb(i)sb(j)i,j )
= ψt((b,π) ◦ T sb(i)sb(j)i,j ).
tandis que {s ∈ Ob,π : s(i)s(j) = −sb(i)sb(j)} = Ob◦T sb,−i,j ,π∨π(i j) et￿
s∈Ob,π ,s(1)=1
s(i)s(j)=−sb(i)sb(j)
ϕt,s((b,π) ◦ T s,+i,j ) =
￿
s∈O
b◦T−sb(i)sb(j)
i,j
,π∨1{i,j}
s(1)=1
ϕt,s((b,π) ◦ T−sb(i)sb(j)i,j )
= ψt((b,π) ◦ T−sb(i)sb(j)i,j ).
Supposons maintenant i ∼πb j, alors O(b,π)◦T sb,+i,j = Ob,π et￿
s∈Ob,π ,s(1)=1
ϕt,s((b,π)T s,+i,j ) = ψt((b,π) ◦ T sb(i)sb(j)i,j ).
L’équation (*) se reformule donc comme
ψ˙t(b,π) = −n2ψt(b,π)−
￿
i∼πbj
ψt((b,π) ◦ T sb(i)sb(j)i,j )−
￿
i￿∼πj,ε∈{−1,1}
ψt((b,π) ◦ T εi,j)
= L(ψt)(b,π).
Pour tout n ≥ 1, notons mt,n le résidu en 0 de la fonction méromorphe z ￿→ ϕz,t((1 · · ·n)).
On déduit du Théorème 4.1.7 la proposition suivante.
Proposition 4.1.9. Les vecteurs aléatoires (Tr(Ont ) − Nµt,n)n≥1 et (Tr(Snt ) − 2Nµt,n)n≥1
convergent en loi vers des vecteurs gaussiens de moyenne respective (mt,n)n≥1 et (−mt,n)n≥1 et
de même matrice de covariance (k2,t(p, q))p,q≥1.
Preuve. Il découle du Théorème 4.1.7 que (Tr(Ont )− E[Tr(Ont )])n≥1 et (Tr(Snt )− E[Tr(Snt )])n≥1
convergent vers des vecteurs gaussiens de même matrice de covariance (k2,t(p, q))p,q≥1. En outre,
E[Tr(Ont )]−Nµt,n = NϕN,t((1 · · ·n), 1n)−N [z0] (ϕz,t((1 · · ·n), 1n)) = [z−1] (ϕz,t((1 · · ·n), 1n))+
O( 1N ) =mt,n +O( 1N ) tandis que
E[Tr(Snt )]− 2Nµt,n = 2Nϕ−2N,t((1 · · ·n), 1n)− 2N [z0] (ϕz,t((1 · · ·n), 1n))
= −[z−1] (ϕz,t((1 · · ·n), 1n)) +O( 1
N
) = −mt,n +O( 1
N
).
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D’après le Théorème 4.1.7, pour tout n,m ≥ 1, k2(−n,m) = k2(−n,m)+k2(n,m). Rappelons
que Lt(x) =
￿
n≥1 µt,ne
nt
2 xn et que l’on a obtenu au Théorème 3.1.14 l’expression de G−t (x, y) =￿
n,m≥1 k
+
t (−n,m)e
n+m
2 t x
nym
nm et de G
+
t (x, y) =
￿
n,m≥1 k
+
t (n,m)e
n+m
2 t x
nym
nm . Pour caractériser
les fluctuations des mesures empiriques considérées, il nous reste à déterminer les moyennesmt,n
pour n ∈ N∗.
Lemme 4.1.10. Pour tout n ≥ 1, soit mt,n = ent2 mt,n et µt,n = e
nt
2 µt,n. Alors
m˙t,n = −n
n−1￿
k=1
mt,kµt,n−k + n
￿
1≤2k≤n−1
µt,n−2ketk +
n
2 (µt,n + e
nt
2 1n even).
Preuve. Posons
mt(b) = e
nt
2
￿
U
exp(t(L+ z−1C + z−2D))(11n)(b, 1n)dz
et
µt(b) = exp(t(L+
n
2 ))(11n)(b, 1n).
Alors mt,n = mt((1 · · ·n)) et µt,n = µt((1 · · ·n)), tandis que pour tout b ∈ Bn,
m˙t(b) =
￿
U
(L+ n2 + z
−1C + z−2D) exp(t(L+ n2 + z
−1C + z−2D))(11n)(b, 1n)dz
= (L+ n2 )
￿
U
exp(t(L+ n2 + z
−1C + z−2D))(11n)(b, 1n)dz + C exp(t(L+
n
2 ))(11n)(b, 1n)
= (L+ n2 )mt(b) + Cµt(b). (*)
Comme m0 = 0, pour tout t ≥ 0,
mt =
￿ t
0
exp((t− s)(L+ n2 ))C exp(s(L+
n
2 ))ds(11n). (4.10)
Pour toute paire d’entiers p, q ∈ N∗, telles que p+ q = n, soit γp,q = (1 · · · p)× (1 · · · q), alors
en décomposant l’action de C sur PB∗n et en utilisant (4.10), on obtient que
mt(γp,q) = mt((1 · · · p))µt((1 · · · q)) +mt((1 · · · q))µt((1 · · · p)).
Par ailleurs, l’expression de exp(t(L+ z−1C+ z−2D))(11n)(b, 1n) en terme de mouvement brow-
nien pour z ∈ {−2N,N} permet de montrer que
Cmt((1 · · ·n)) = n2
￿
0≤k≤n−1
µt,|n−2k|e
n−|n−2k|
2 t = n
￿
1≤2k≤n−1
µt,n−2kekt +
n
2 (µt,n + e
nt
2 1n even).
L’équation (*) combinée avec ces deux dernières formules montre le Lemme 4.1.10.
Posons
Mt(x) =
￿
n≥1
e
nt
2 mt,nxn.
Le lemme suivant donne une expression pour la moyenne mt,n qui permet bien de retrouver,
quand t → ∞, l’expression donnée par les Théorèmes 4 et 6 de [19] pour la moyenne des
fluctuations de la mesure empirique des valeurs propres d’une matrice de Haar orthogonale ou
symplectique.
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Lemme 4.1.11. i) Pour tout t ≥ 0,
Mt(x) =
etx2
1− etx2 −
2Q(Lt(x)) + tLt(x)(Lt(x) + 1)
2(1 + tLt(x)(Lt(x) + 1))
,
où Q(x) = 1+x2−x3(1+x)(1+2x) . ii) Pour tout n ∈ N∗, mt,n → 1n even, as t→∞.
Preuve. i) D’après le Lemme 4.1.10,
M˙t(x) = −x∂x (Lt(x)Mt(x)) + x∂x
￿
Lt(x)
etx2
1− etx2
￿
+ x2∂x
￿
Lt(x) +
etx2
1− etx2
￿
.
Soit Ht(x) =Mt(x)− etx21−etx2 − 12 ,
H˙t(x) = −x∂x(Lt(x)Ht(x)).
Pour conclure, considérons Ft(x) = Ht ◦ ft(x). Rappelons que ft(x) = xx+1etx, il s’ensuit que
F˙t(x) = −ft(x)∂x(Lt)(ft(x))Ht(ft(x))
= − ft(x)
∂x(ft(x))
Ft(x) = − x(x+ 1)1 + tx(x+ 1)Ft(x)
et
Ft(x) =
F0(x)
1 + tx(x+ 1) = −
1 + 2Q(x)
2(1 + tx(x+ 1)) ,
avec Q(x) = 1+x2−x3(1+x)(1+2x) . En déroulant le jeux de définitions menant à Ft, on trouve que
Mt(x) =
etx2
1− etx2 −
1 + 2Q(Lt(x))
2(1 + tLt(x)(Lt(x) + 1))
+ 12
= e
tx2
1− etx2 −
2Q(Lt(x)) + tLt(x)(Lt(x) + 1)
2(1 + tLt(x)(Lt(x) + 1))
ii) Les moyennes recherchées sont données parmt,n = [xn]Mt(e−
t
2x). Quand t→∞, Lt(e−t2 x)→
0, et Mt(e−
t
2x)→ x21−x2 .
4.2 Champs maîtres d’ordre supérieur non orientés
On est maintenant en mesure de généraliser les résultats de la deuxième partie du chapitre
précédent. À chaque écheveau de lacets de longueur finie, on associe une quantité invariante sous
l’action des diﬀéomorphismes du plan qui conservent l’aire. Cette quantité est définie à l’aide de
la mesure de Yang-Mills pour les groupes orthogonaux et symplectiques et ne dépend pas de ce
choix de groupes. Par contre, ces quantités diﬀèrent de celles définies avec la série des groupes
unitaires dès que les écheveaux contiennent plus de deux boucles. On peut également définir
deux champs gaussiens associés à ces deux séries de groupes. De même que pour les traces d’un
seul mouvement brownien, ils ont la même fonction de covariance et des espérances opposées.
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4.2.1 Mots finis en des mouvements browniens
On montre ici comment généraliser les résultats de la section précédente pour étudier les
traces de mots en des mouvements browniens indépendants. On note Wq l’ensemble des mots en
les lettres x1, x−11 , x2, x−12 , . . . , xq, x−1q . Deux mots sont dits équivalents si l’on peut obtenir l’un
à partir de l’autre en eﬀaçant ou en ajoutant des mots à deux lettres de la forme x±i x∓i . Chaque
classe d’équivalence d’un mot w ∈ Wq admet un unique élément de longueur minimale qu’on
appelle réduction de w et que l’on le note R(w). Les mots obtenus par réduction sont dits réduits.
Pour tout mot w ∈ Wq, de longueur n, notons sw : {1, . . . , n}→ {−1, 1}, xsw(1)i1 . . . x
sw(n)
in . Pour
tout diagramme de Brauer b, on définit θw(b) comme étant le diagramme de Brauer image de
b par l’application de Z × {−1, 1} qui envoie (i, ε) sur (i, sw(i)ε) pour tout i ∈ {1, . . . , n}. En
particulier, on note bw = θw((1 . . . ￿(w)). Pour toutes matrices A1, . . . , Aq ∈ GLN (C), rappelons
que
w(A1, . . . , Aq) = Asw(1)i1 . . . A
sw(i)
in ,
puis, notons
w⊗(A1, . . . , Aq) = Ai1 ⊗ . . .⊗Ain ,
pour s : {1, . . . , n}
w⊗,s(A1, . . . , Aq) = ι(s(1)−1)/2(Ai1)⊗ . . .⊗ ι(s(n)−1)/2(Ain)
et
w⊗(A1, . . . , Aq) = w⊗,sw(A1, . . . , Aq).
Si O1, . . . , Oq ∈ O(N),
Tr(bww⊗(O1, . . . , Oq)) = Tr(w±(O1, . . . , Oq)),
si U1, . . . , Uq ∈ U(N),
Tr(bww⊗(U1, . . . , Uq)) = Tr(w(U1, . . . , Uq)),
tandis que si S1, . . . , Sq ∈ Sp(2N),
(−1)nTr(ρ(bw)w⊗(S1, . . . , Sq)) = −Tr(w±(S1, . . . , Sq)).
Considérons trois familles (Oi,t)1≤i≤q,t≥0, (Ui,t)1≤i≤q,t≥0 et (Si,t)1≤i≤q,t≥0 formées de q mouve-
ments browniens indépendants sur respectivement O(N), U(N) et Sp(2N). La formule d’Itô et
un raisonnement analogue au Lemme 3.1.7 du chapitre précédent impliquent le lemme suivant.
Pour t ∈ Rq+, notons
w⊗O,t = w⊗(O1,t1 , . . . , Oq,tq),
w⊗S,t = w⊗(S1,t1 , . . . , Sq,tq)
et pour s : {1, . . . , n}→ {−1, 1},
w⊗,sU,t = w⊗,s(U1,t1 , . . . , Uq,tq).
Rappelons que pour tout f ∈ {1, . . . , q}, nw(f) désigne le nombre d’occurrences des lettres xf
et x−1f dans le mot w et notons Xf (w) l’ensemble {i{1, . . . , n} : wi ∈ {xf , x−1f }}.
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Lemme 4.2.1. Pour tout t ∈ Rq+ et toute partitions V ≤W,
e
N−1
2N
￿q
k=1 n¯w(k)tkkV,W(w⊗O,t) =
￿
m≥0
(−1)m
Nmm!
￿
twi1 · · · twimρN
￿
T ε1i1,j1 · · ·T εnim,jm
￿
,
e
2N+1
4N
￿q
k=1 n¯w(k)tkkV,W(w⊗S,t) =
￿
m≥0
(−1)m
(−2N)mm!
￿
twi1 · · · twimρ−2N
￿
T ε1i1,j1 · · ·T εnim,jm
￿
,
la deuxième somme portant dans ces deux égalités, sur les suites de signes ε ∈ {−1, 1}m et les
paires d’entiers i1 < j1, . . . im < jm, telles que pour tout k, wik ∈ {wjk , w−1jk } et 1{i1,j1} ∨ . . . ∨
1{im,jm}∨V =W. Pour s : {1, . . . , n}→ {−1, 1}, le cumulant e
1
2
￿q
k=1 n¯w(k)tkkV,W(w⊗,sU,t ) est égal
à ￿
m≥0
(−1)m
Nmm!
￿
i1<j1,...,im<jmV∨1{i1,j1}∨···∨1{im,jm}=W
wik∈{wjk ,w−1jk }
twi1 · · · twimρN
￿
T s,+i1,j1 · · ·T s,+im,jm
￿
.
Posons dès lors pour tout mot w ∈Wq et tout diagramme de Brauer partiel (b,π) ∈ PBn et
s ∈ Ob,π,
ϕwN,t(b,π) = N2#π−#b−2Tr(bkπ,1n(w⊗O,t)),
ϕw−2N,t(b,π) = (−1)n(−2N)2#π−#b−2Tr(ρ−2N (b)kπ,1n(w⊗S,t))
et pour s : {1, . . . , n}→ {−1, 1},
ϕwN,s,t(b,π) = N2#π−#b−2Tr(bkπ,1n(w⊗,sU,t )).
Ces fonctions contiennent l’information nécessaire pour étudier le comportement asymptotique
des traces de mots en des mouvements browniens. En eﬀet, pour toute permutation σ ∈ Sn,
ϕwN,t(θw(σ),πσ) = N2(#σ−1)k#σ(tr(wj1 . . . wjl(O1,t1 , . . . , Oq,tq)), (j1 · · · jl) cycle de σ)
et
ϕw−2N,t(θw(σ),πσ) = (2N)2(#σ−1)k#σ(tr(wj1 . . . wjl(S1,t1 , . . . , Sq,tq)), (j1 · · · jl) cycle de σ).
En procédant de la même manière que dans le Lemme 3.1.7 du chapitre précédent, on généralise
légèrement le Lemme 4.1.4 en formulant les équations diﬀérentielles suivantes satisfaites par les
fonctions ϕ˜wN,t, ϕ˜w−2N,t et ϕ˜wN,t qui à (b,π) ∈ PBn associent
ϕ˜wz,t(b,π) = z#b−2(#π−1)ϕwN,t(b,π),
avec z ∈ {N,−2N} et
ϕ˜wz,s,t(b,π) = N#b−2(#π−1)ϕwN,t(b,π).
Lemme 4.2.2. Pour tout diagramme de Brauer partiel (b,π) ∈ PBn, f ∈ {1, . . . , q} pour
z ∈ {N,−2N},
d
dtf
ϕ˜wz,t(b,π) = −ϕ˜wN,t
n2 (1− 1z )(b,π) + ￿1≤i<j≤n, i,j∈Xf (w)
ε∈{−1,1}
(b,π)T εi,j
 ,
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où la multiplication est eﬀectuée dans l’algèbre Bn(z), tandis que
d
dtf
ϕ˜wN,s,t(b,π) = −ϕ˜wN,t
n2 (b,π) + ￿1≤i<j≤n
i,j∈Xf (w)
(b,π)T s,+i,j
 .
Définissons pour tout f ∈ {1, . . . , q} et φ ∈ PB∗n,
Lf (φ)(b,π) = −n2φ(b,π)−
￿
φ((b,π) ◦ T εi,j),
la somme étant eﬀectuée sur les paires i < j d’éléments de Xf (w) et les signes ε ∈ {−1, 1} tels
que ∆((b,π), T εi,j) = 1, c’est-à-dire, tels que i ￿∼π j ou i ∼πb j et sb(i)sb(j) = ε,
Cf (φ)(b,π) =
n
2φ(b,π)−
￿
i<j,i,j∈Xf (w)
i∼πbj
φ((b,π) ◦ T sb,−i,j )
et
Df (φ)(b,π) = −
￿
φ((b,π) ◦ T εi,j),
la somme est eﬀectuée sur les paires i < j d’éléments de Xf (w) et les signes ε ∈ {−1, 1} tels que
∆((b,π), T εi,j) = −1, c’est-à-dire, tels que i ￿∼πb j et i ∼π j. On a alors pour tout (b,π) ∈ PBn
et z ∈ {−2N,N},
ϕwz,t(b,π) = exp(
q￿
k=1
tk(Lk +
1
z
Ck +
1
z2
Dk))(11n)(b,π).
Introduisons l’analogue des opérateurs définis ci-dessus pour l’étude de mouvements brow-
niens unitaires. Pour s : {1, . . . , n} → {−1, 1}, f ∈ {1, . . . , q}, φ ∈ PBsn∗ et (b,π) ∈ PBsn,
posons
Ls,f (φ)(b,π) = −n2φ(b,π)−
￿
i<j,i,j∈Xf (w)
i∼πbj ou i￿∼πj
φ((b,π) ◦ T s,+i,j )
et
Ds,f (φ)(b,π) = −
￿
i<j,i,j∈Xf (w)
i￿∼πbj et i∼πj
φ((b,π) ◦ T s,+i,j ).
On a alors pour tout (b,π) ∈ PBsn,
ϕwN,s,t(b,π) = exp
 q￿
f=1
tk(Ls,f +
1
N2
Ds,f )
 (11n)(b,π).
Pour toute famille de mots w1, . . . , wm ∈Wq et t ∈ Rq+, notons
kNO,t(w1, . . . , wm) = N2(m−1)km(tr(w1((Oi,ti)1≤i≤q)), . . . , tr(wm((Oi,ti)1≤i≤q))),
kNU,t(w1, . . . , wm) = N2(m−1)km(tr(w1((Ui,ti)1≤i≤q)), . . . , tr(wm((Ui,ti)1≤i≤q)))
et
kNS,t(w1, . . . , wm) = (2N)2(m−1)km(tr(w1((Si,ti)1≤i≤q)), . . . , tr(wm((Si,ti)1≤i≤q))).
On peut maintenant exprimer la généralisation suivante du Théorème 4.1.7.
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Théorème 4.2.3. Soient w1, . . . , wm ∈ Wq, t ∈ Rq+, les trois suites (kNO,t(w1, . . . , wm))N≥1,
(kNU,t(w1, . . . , wm))N≥1 et (kNS,t(w1, . . . , wm))N≥1 admettent chacune une limite quand N → ∞.
La troisième coïncide avec la première, on les note kt(w1, . . . , wm). On désigne la deuxième par
k+t (w1, . . . , wm). Ces limites sont reliées par l’équation
kt(w1, . . . , wm) =
￿
ε1,...,εm−1∈{−1,1}
k+t (wε11 , . . . , w
εm−1
m−1 , wm).
Preuve. Notons w = w1 . . . wm, n = ￿(w), bS = bw1× . . .× bwm ∈ Bn et πS = πbS . Les trois suites
considérées coïncident avec (ϕwN,t(bS ,πS))N≥1, (ϕwN,sw,t(bS ,πS))N≥1 et (ϕw−2N,t(bS ,πS))N≥1. Pour
(b,π) ∈ PBn, notons ϕwt (b,π) = exp(
￿q
f=1 tfLf )(11n)(b,π) et pour s ∈ Ob,
ϕwt,s(b,π) = exp(
q￿
f=1
tfLs,f )(11n)(b,π).
La première et la troisième suite convergent vers ϕwt (bS ,πS) tandis que la deuxième converge
vers ϕwt,sw(bS ,πS). Notons PBSn le sous-espace vectoriel de PBn engendrée par les diagrammes
de Brauer partiels (b,π) tels que π ≥ πS et sb|B = ±sw |B pour tout bloc B de π. On définit
pour tout t ∈ Rq+, une forme linéaire ψwt ∈ PBS,∗n en posant pour tout (b,π) ∈ PBSn ,
ψwt (b,π) =
￿
s∈Ob,π ,s(1)=1
ψwt,s(b,π).
La seconde partie de l’énoncé du Théorème équivaut à montrer que ψwt (bS ,πS) = ϕwt (bS ,πS). De
même que dans la preuve du Théorème 4.1.7, on montre que les fonctions t ∈ Rq+ ￿→ ψwt ,ϕwt ∈
PBS,∗n satisfont le même système diﬀérentiel avec les mêmes conditions initiales.
Notonsmt(w) le résidu en 0 de la fonction z ￿→ ϕwz,t((1 · · · ￿(w)), 1￿(w)). On en déduit aisément
une généralisation de la Proposition 4.1.9.
Corollaire 4.2.4. Les vecteurs aléatoires (Tr(w(Otk , 1 ≤ k ≤ q))−Nkt(w))w∈Wq et (Tr(w(Stk , 1 ≤
k ≤ q))− 2Nkt(w))w∈Wq convergent vers des vecteurs gaussiens de même matrice de covariance
(kt(w1, w2))w1,w2∈Wq et de moyenne respective (mt(w))w∈Wq et (−mt(w))w∈Wq .
Vitesse de convergence : On obtient maintenant des bornes sur la vitesse de convergence
quand N →∞ des quantités définies ci-dessus en fonction de la complexité des mots auxquelles
elles sont associées. On remarquera que, de même que pour le champ maître d’ordre 1, ces
bornes sont moins bonnes pour les groupes orthogonaux et symplectiques que pour les groupes
unitaires.
Lemme 4.2.5. i)Pour toute famille de mots w1, . . . , wm ∈Wq et t ∈ Rq+, z ∈ {−2N,N},
|kzt (w1, . . . , wm)− kt(w1, . . . , wm)| ≤
2(A(w1) + . . .+A(wm))
|z| e
2(A(w1)+...+A(wm))
et pour tout r ∈ N∗,
max{|∂rαkzα.t(w1, . . . , wm)|, |∂rαkα.t(w1, . . . , wm)|} ≤ 2r(A(w1) + . . .+A(wm))re2(A(w1)+...+A(wm)).
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ii) Pour tout mot w ∈Wq, {|E[Tr(w((Otk)1≤k≤q))]−Nkt(w)−mt(w)| et |E[Tr(w((Stk)1≤k≤q))]−
2Nkt(w) +mt(w)|} sont majoré par
8max{(A(w1) + . . .+A(wm))2, 1}
|z| e
2(A(w1)+...+A(wm))
Preuve. i) Pour tout k ∈ {1, . . . , q}, |z| ≥ 1,
max{￿Lk￿, ￿Ck￿, ￿Dk￿, ￿Ck + 1zDk￿, ￿Lk +
1
z
Ck +
1
z2
Dk￿} ≤ nw(k)2.
On obtient alors le résultat en suivant la même preuve que pour le Théorème 4.2.5 du chapitre
précédent.
ii) Pour tout w ∈Wq, E[Tr(w((Otk)1≤k≤q))] = ϕwN,t(bw, 1￿(w)) tandis que E[Tr(w((Stk)1≤k≤q))] =
ϕw−2N,t(bw, 1￿(w)). Si (Mk) est l’une des familles d’opérateurs (Lk), (Ck) ou (Dk), notons Mw,t =￿q
k=1 tkMk. Notons r2,z,t(w) = ϕwz,t(bw, 1￿(w))− ϕwt (bw, 1￿(w))− z−1mt(w), de sorte que les deux
quantités à majorer sont Nr2,N,t(w) et −2Nr2,−2N,t(w). Pour tout z ∈ C∗, considérons l’opé-
rateur R2,z,t = z(eL+
1
zC+
1
z2D − eL) − ￿ 10 e(1−s)LCesLds agissant sur PB∗n. Alors zr2,z,t(w) =
R2,z,t(11n)(bw, 1￿(w)) et
R2,z,t =
￿ 1
0
(e(1−s)(L+
1
zC+
1
z2D) − e(1−s)L)Ce(1−s)Lds+ 1
z
￿ 1
0
e(1−s)LDesLds
= 1
z
￿
0<u<v<1
e(1−v)(L+
1
zC+
1
z2D)(C + 1
z
D)e(v−u)LCeuLdudv + 1
z
￿ 1
0
e(1−s)LDesLds.
Les bornes données dans la preuve du i) entraînent que
￿R2,z,t￿ ≤ 8max{(A(w1) + . . .+A(wm))
2, 1}
|z| e
2(A(w1)+...+A(wm)).
L’inégalité ￿R2,z,t(11n)￿∞ ≤ ￿R2,z,t￿￿11n￿∞ = ￿R2,z,t￿ conclut la démonstration.
4.2.2 Champ maître non orienté d’ordre supérieur
On désigne ici par YMO(N) et YMSp(2N) la mesure de Yang-Mills sur le plan Euclidien pour
les groupes O(N) et Sp(2N). On note pour tout N ∈ N et tout écheveau S = {l1, . . . , lm},
ΦN (S) = N2(m−2)kYMO(N)m (Tr(Hl1), . . . ,Tr(Hlm)),
Φ−2N (S) = (2N)2(m−2)kYMSp(2N)m (Tr(Hl1), . . . ,Tr(Hlm))
et
ΦN,+(S) = N2(m−2)kYMU(N)m (Tr(Hl1), . . . ,Tr(Hlm)).
Rappelons que EA l’ensemble des écheveaux formés de lacets aﬃnes par morceaux avec un nombre
fini d’intersections. Pour tout S ∈ EA, il existe f ∈ N∗, t ∈ Rf+, w ∈ Wf et b ∈ B￿(w) tels que
Φz(S) = ϕwz,t(b,πb), pour z ∈ {−2N,N} et ΦN,+(S) = ϕwz,+,t(b,πb). On peut en particulier définir
des fonctions holomorphes z ∈ C∗ ￿→ Φz(S),Φz,+(S). On généralise maintenant les résultats de
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la section 3.3 du chapitre précédent grâce aux résultats de la partie 4.2.1. Pour tout écheveau
S ∈ EA, notons
Φ(S) = lim
|z|→∞
Φz(S),
Φ+(S) = lim
|z|→∞
Φz,+(S)
et
m(S) = lim
|z|→∞
z(Φz(S)− Φ(S))
le résidu en 0 de la fonction z ￿→ Φz(S).
Théorème 4.2.6. Soit K > 0. Pour tout écheveau S ∈ EA de lacets de longueur inférieur à
K > 1, à valeurs dans la boule de rayon K centrée en 0, pour z ∈ {−2N,N},
|Φz(S)− Φ(S)| ≤ 72m
2K2
|z| e
72πm2K2
et
|max |N(ΦN (S)− Φ(S))−m(S)|, |2N(Φ−2N (S)− Φ(S)) +m(S)|| ≤ 288m
4K4
|z| e
π72m2K2 .
D’après le Théorème 3.3.12 du chapitre précédent, pour tout écheveau S, ΦN,+(S) converge.
On note ici Φ+(S) sa limite. On en déduit le théorème suivant.
Théorème 4.2.7. Pour tout écheveau S, les deux suites Φ−2N (S) et ΦN (S) convergent vers la
même limite que l’on dénote Φ(S). La fonction Φm : (l1, . . . , lm) ∈ L(R2) ￿→ Φ{l1, . . . , lm} ∈ R
est symétrique, continue 2, indépendante de l’orientation des lacets et vérifie pour tout écheveau
S = {l1, . . . , lm},
Φm(l1, . . . , lm) =
￿
ε∈{−1,1}m−1
Φ+(lε11 , . . . , l
εm−1
m−1 , lm).
En outre, pour tout écheveau S, les suites N(ΦN (S)−Φ(S)) et 2N(Φ(S)−Φ−2N (S)) convergent
vers une même limite m(S). La fonction m : L(R2)m → R2 est symétrique, continue et prolonge
la fonction m : EmA → R définie ci-dessus.
La démontration de ce Théorème est très proche de celle du Théorème 4.12. Esquissons une
preuve.
Preuve. Pour tout écheveau aﬃne par morceaux S ∈ EA, Φ−2N (S) et ΦN (S) converge quand
N → ∞ vers la même limite que l’on note Φ(S). Les fonctions ΦN ,Φ−2N : L(R2) → R sont
continues. Deux applications successives du Théorème 4.2.6 permettent d’en déduire que les
fonctions Φ,m : L(R2)m → R le sont aussi et qu’elles sont respectivement limites de ΦN ,Φ−2N
et N(ΦN (S)− Φ(S)), 2N(Φ(S)− Φ−2N (S)).
Pour tout m ≥ 3, soient l1, . . . , lm m lacets de longeurs finies, les suites de cumulants
kYM
O(N)
m (Tr(Hl1), . . . ,Tr(Hlm)) et kYM
Sp(2N)
m (Tr(Hl1), . . . ,Tr(Hlm)) convergent vers 0, quand
N →∞. On en déduit le Corollaire suivant.
2. Rappelons que l’on considère la topologie de la convergence en variation à extrêmités fixées.
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Corollaire 4.2.8. Les vecteurs aléatoires (Tr(Hl)−NΦ(l))l∈L(R2), sous YMO(N), et (Tr(Hl)−
2NΦ(l))l∈L(R2), sous YMSp(2N), convergent faiblement vers (m(l) + 1√2(φl + φl−1))l∈L(R2) et
(−m(l) + 1√2(φl + φl−1))l∈L(R2).
La fonction de moyenne m peut être déterminée par des équations analogues aux équations
de Makeenko-Midgal.
Théorème 4.2.9. Pour tout lacet l ∈ L(R2) tracé dans un graphe plongé G. Si x est un point
d’intersection simple de l, soit F1, . . . , F4 les quatres faces situées autour de x, où F1 est bordée
par une arête sortante et une arête entrante en x. Désignons par lg et ld les deux lacets basés
en x tels que à changement de point base près l = lgld et notons l˜ = lgl−1d . Alors￿
d
d|F1| −
d
d|F2| +
d
d|F3| −
d
d|F4|
￿
m(l) = Φ(l˜)−m(lg)Φ(ld)− Φ(lg)m(ld). (MM’)
+
+
−
−
￿ ￿˜
Figure 4.1 – Transformation l ￿→ l˜ apparaissant dans l’équation de Makeenko-Migal pour la
moyenne m.
Preuve. Une démonstration analogue à 3.4.2 (une preuve diﬀérente est donnée dans [35]) montre
que
￿
d
d|F1| −
d
d|F2| +
d
d|F3| −
d
d|F4|
￿
EYMO(N) [Tr(Hl)] =
1
N
EYMO(N)
￿
Tr(Hl˜)
￿
− 1
N
EYMO(N)
￿
Tr(Hlg)Tr(Hld)
￿
,
tandis que l’équation de Makeenko-Midgal montre que￿
d
d|F1| −
d
d|F2| +
d
d|F3| −
d
d|F4|
￿
Φ(l) = −Φ(lg)Φ(ld).
Rappelons que m(l) = limN→∞N
￿
EYMO(N) [tr(Hl)]− Φ(l)
￿
et la convergence a lieu dans
C∞(RF+,R). On en déduit que
￿
d
d|F1| − dd|F2| + dd|F3| − dd|F4|
￿
m(l) vaut
Φ(l˜) + lim
N→∞N
￿
Φ(lg)Φ(ld)− EYMO(N)
￿
tr(Hlg)tr(Hld)
￿￿
.
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Cette limite se reformule
lim
N→∞N
￿￿
Φ(lg)− E
￿
tr(Hlg)
￿￿
Φ(ld) + (Φ(ld)− E [tr(Hld)])Φ(lg) +
1
N2
cov(Tr(Hlg),Tr(Hld))
￿
= −m(lg)Φ(ld)− Φ(lg)m(ld).
Lemme 4.2.10. La fonction m : L0(R2)→ R est l’unique fonction continue en 1-variation telle
que m(cst0) = 0 et pour tout lacet l tracé dans un graphe plongé, vu la fonction de RF+ induite
par m(l) est C1, l’équation (MM’) est satisfaite en chaque point d’intersection simple de l, et
pour toute face F de G, voisine de la face infinie,
d
d|F |m(l) = −
1
2m(l). (4.11)
Preuve. Pour tout lacet l tracé dans un graphe plongé G, les fonctions EYMO(N) [tr(Hl)] et Φ(l)
satisfont (4.11) et on en déduit que m la satisfait aussi. Si E désigne l’ensemble des lacets aﬃnes
par morceaux avec un nombre fini d’intersections, toute fonction m˜ continue pour la distance
en 1-variation sur L(R2) est caractérisée par sa restriction à E . Supposons que m˜ vérifie les
hypothèses du lemme. D’après le Lemme 3.4.5 du chapitre 2, si G est le plus petit graphe plongé
contenant l, les dérivées dd|F |m˜(l) où F ∈ F sont caractérisées par les équations (MM’) et (4.11).
Les lacets lg et ld admettent strictement moins de points d’intersection que l. On en déduit par
récurrence sur le nombre de points d’intersection d’un lacet de E que m˜|E =m|E .
Remarquons que si l ∈ L(R2) est un lacet simple alors m(l) = 0.
4.3 Fluctuations microscopiques
On va utiliser dans cette section les outils développés ci-dessus pour estimer d’autres fonc-
tionnelles du mouvement brownien. On va en particulier étudier les sous-matrices principales
d’un mot en des mouvements browniens sur les trois séries de groupes compacts U(N),O(N) et
Sp(2N).
Désignons par (GNl,t)1≤l≤q,t≥0 q mouvements browniens indépendants sur chacun des trois
groupes compacts O(N),U(N) et Sp(2N), quand la lettre G est respectivement remplacée par
O,U ou S. Notons αG l’opérateur d’adjonction sur MN (C) pour les formes R-biliénaires as-
sociées à chacun de ces trois groupes, pour tout A ∈ MN (C), αG(A) vaut respectivement
At, A∗ et J−1AtJ . Pour p ∈ N∗, désignons par Wp,q l’ensemble des mots formés des lettres
x1, x
−1
1 , . . . , xq, x
−1
q et y1, y−11 , . . . , yp, y−1p . Pour A ∈ MN (C)p, B ∈ MN (C)q, introduisons le
morphisme de monoïde w ∈ Wp,q ￿→ wG(A,B) ∈ MN (C) tel que pour 1 ≤ i ≤ p, et 1 ≤
j ≤ q, (xεi )G(A,B) = α(1−ε)/2G (Ai) et (yεj )G(A,B) = α(1−ε)/2G (Bj). À un mot w ∈ Wp,q et
des suites AO, AU ∈ MN (C)p et AS ∈ M2N (C)p, on associe pour tout t ∈ Rq+, les matrices
wGAG,t = wG(AG, (GNti )1≤i≤q). Le résultat suivant permet d’étudier la distribution de la mesure
empirique des valeurs propres de mouvements browniens indépendants mais aussi celle de leurs
sous-matrices de rang fini.
Théorème 4.3.1. Soient AGN trois suites de matrices telles que AGN ∈MN (C)p si G ∈ {O,U},
ASN ∈ M2N (C) et posons tout mot w ∈ Wp, aN,Gw = tr(wG(AGN )). Supposons que pour tout
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w ∈ Wp, les suites de traces aN,Gw admettent une même limite finie aw quand N → ∞, qui ne
dépend pas de G ∈ {O,S, U}. Alors pour tous mots w1, . . . , wm ∈Wp,q,
kN,Gt,aN (w1, . . . , wm) = N
2(m−1)km(tr((w1)GAGN ,t), . . . , tr((wm)
G
AGN ,t
))
pour G ∈ {O,U} et
kN,St,aN (w1, . . . , wm) = (2N)
2(m−1)km(tr((w1)SASN ,t), . . . , tr((wm)
S
ASN ,t
))
admettent une limite kGt,a(w1, . . . , wm) quand N →∞. En outre,
kOt,a(w1, . . . , wm) = kSt,a(w1, . . . , wm) =
￿
ε∈{−1,1}m−1
kUt,a(wε11 , . . . , w
εm−1
m−1 , wm).
Supposons que pour tout w ∈ Wp, il existe un d(w) ∈ R+ tel que aN,Gw = O(Nd(w)). Alors pour
tous mots w1, . . . wm, G ∈ {O,S, U},
kGt,a(w1, . . . , wm) = O(N sup{d(η1)+...+d(ηk)}),
où le supremum est pris sur les familles de mots {η1, . . . , ηk} telles que pour tout l ∈ {1 . . . , p},
nw1...wm(yl) = nη1...ηk(yl).
Remarquons que si (aw)w∈Wp vérifient les conditions de l’énoncé du Théorème alors pour
tout w ∈Wq, aw = aw−1 ∈ R.
Preuve. Pour tout mot w ∈ Wp,q, soit wx ∈ Wq le mot obtenu en eﬀaçant les lettres y, y−1. Si
￿(wx) = n, soit wx,1(y), . . . , wx,n(y) ∈Wp les mots en y, y−1 apparaissant cycliquement dans w,
de sorte que w soit de la forme dnxε1i1w2,x(y)x
ε2
i2 · · ·wx,n(y)xεnin gn, avec gndn = wx,1(y). Utilisons
les notations tensoriels du début de la section 4.2.1. On a alors,
Tr(wOAON ,t) = Tr(w
⊗(AO)bwx(wx)⊗t,O)
Tr(wSASN ,t) = (−1)
n+1Tr(w⊗(AS)ρ(bwx)(wx)⊗t,S)
et
Tr(wUAUN ,t) = Tr(w
⊗(AU )bwx(wx)⊗t,U ).
Soient w1, . . . , wm ∈Wp,q, posons S = ((w1)x, . . . , (wm)x) ∈Wmq ,
S⊗,GA,N = w⊗1 (AG)⊗ · · ·⊗ w⊗m(AG),
pour G ∈ {O,S},
S⊗,UA,N = w⊗1 (AU )⊗ · · ·⊗ w⊗m(AU )
et bS = b(w1)x×· · ·×b(wm)x . Les deux égalités précédentes et une légère modification de la preuve
du lemme 3.1.6 impliquent que
kN,Ot,aN (w1, . . . , wm) =
1
N#b
Tr(S⊗,OA,N bSkπbS ,1n(S⊗t,O)),
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kN,Ut,aN (w1, . . . , wm) =
1
N#b
Tr(S⊗,UA,N bSkπbS ,1n(S
⊗
t,U ))
et
kN,St,aN (w1, . . . , wm) = (−1)n
1
(−2N)#bTr(S
⊗,S
A,Nρ(bS)kπbS ,1n(S⊗t,S)).
Notons PBSn (z) la sous-algèbre de l’algèbre de Brauer murée partielle PB
sbS
n (z) engendrée par
les diagrammes partiels (b,π) tels que π ≥ πbS et sb|B = sbSB pour tout bloc de π. Posons alors
pour tout (b,π) ∈ PBn,
ϕt,N,A(b,π) = N2#π−#b−2Tr(S⊗,OA,N bkπbS ,1n
￿
S⊗t,O
￿
),
ϕt,−2N,A(b,π) = (−2N)2#π−#b−2Tr(S⊗,SA,NbkπbS ,1n
￿
S⊗t,S
￿
)
et si (b,π) ∈ PBSn ,
ϕ+t,N,A(b,π) = N2#π−#b−2Tr(S⊗,UA,N bkπbS ,1n
￿
S⊗t,U
￿
).
La famille (ϕt,z,A)t∈Rq+ de formes linéaires sur PBn vérifie pour tout f ∈ {1, . . . , q},
d
dtf
ϕt,z,AN = (Lf +
1
z
Cf +
1
z2
Df )(ϕt,z,AN ),
tandis que (ϕ+t,N,A)t∈Rq+ considérée comme une famille de formes linéaires sur PBSn vérifie
d
dtf
ϕ+t,AN = (L
+
f +
1
N2
D+f )(ϕ+t,N,AN ).
En outre, pour tout (b,π) ∈ PBSn ,
ϕ0,N,A(b,π) = δπ,1nN−#bTr(w⊗,OA,Nb)
et
ϕ0,−2N,A(b,π) = (−1)nδπ,1n(−2N)−#bTr(w⊗,SA,Nρ(b))
convergent vers une même limite ζa(b,π), tandis que, pour tout (b,π) ∈ PBSn ,
ϕ+0,N,A(b,π) = δπ,1nN−#bTr(w
⊗,U
A,Nb)
convergent vers ζa(b,π). On en déduit que ϕt,N,A,ϕt,−2N,A ∈ PB∗n et ϕ+t,N,A ∈ PBSn ∗ convergent
respectivement vers
ϕt,a = exp(tL)(ζa)
et
ϕ+t,a = exp(tL+)(ζa|PBSn ).
On en déduit la convergence des trois suites de cumulants. Pour tout s : {1, . . . , n} → {−1, 1},
notons θs la bijection de {1, . . . , n} × {−1, 1} telle que pour tout (x, ε) ∈ {1, . . . , n} × {−1, 1},
θs(x, ε) = (x, s(x)ε). Pour tout (b,π) ∈ PBSn , notons
ψt,a =
￿
s∈Ob,π ,s(1)=1
ϕ+t,a(θssb(b),π).
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Remarquons que puisque aw = aw−1 ∈ R, pour tout w ∈ Wq, pour (b,π) ∈ PBSn , ϕ+t,a(b,π) =
ϕ+t,a(θ−1(b),π) et pour tout k ∈ {1, . . . , n}, ψt,a =
￿
s∈Ob,π ,s(k)=sb(k) ϕ
+
t,a(θssb(b),π). Pour montrer
la deuxième partie du théorème, il faut de montrer que
ϕt,a(bS ,πS) = ψt,a(bS ,πS).
Le même argument utilisé dans la preuve du théorème 4.1.7 montre que les deux fonctions
t ∈ Rq+ ￿→ ψt,a,ϕt,a ∈ PBSn ∗ vérifient le même système diﬀérentiel. On vérifie en outre aisément
que les trois formes linéaires ϕ0,a,ψ0,a et ζa coïncident sur PBSn .
Pour p ≤ N deux entiers et A ∈ MN (C), notons Pp(A) la sous-matrice principale de A
formée de ses p premières lignes et de ses p premières colonnes.
Corollaire 4.3.2. Pour tout mot w1, . . . , wm à q lettres, t ∈ Rq+ et p un entier non nul, la
famille de matrices de Mp(C)
√
N (Pp(wk(Gl,tl , l ∈ {1, . . . , q}))− E[Pp(wk(Gl,tl , l ∈ {1, . . . , q}))])1≤k≤m ,
converge vers un champ gaussien centré (φGwk)1≤k≤m à valeur dans Mp(C) vérifiant
(φOwk)1≤k≤m
(loi)= 1√
2
(φUwk + φ
U
w−1k
)1≤k≤m =
√
2(Re (φUwk))1≤k≤m.
et
(φSwk)1≤k≤m
(loi)=
√
2(Re (φwk) + iRe (φ˜wk))1≤k≤m,
où ((φwk)1≤k≤m, (φ˜wk)1≤k≤m) sont deux champs gaussiens indépendants et identiquement dis-
tribués ayant même loi que (φUwk)1≤k≤m.
Preuve. Considérons AGN =
√
N(Ei,j)1≤i,j≤p ∈ MN (C)p2 , pour G ∈ {O,U}, dans le cas sym-
plectique, posons ASN =
√
N(Ei,j + Ei+N,j+N )1≤i,j≤p et BSN =
√
Ni(Ei,j − Ei+N,j+N )1≤i,j≤p ∈
M2N (C)p
2 . Pour tout mot w ∈ Wp2 , les suites tr(wG(AGN )) et tr(wG(ASN )) sont majorées par
CN
|w|
2 −1, où C > 0 est une constante indépendante que N et admettent la même limite aw
si |w| ≤ 2 avec aw = 0 si w = 1. Une application du Théorème 4.3.1 montre que le vec-
teur
￿
Tr((AUN )i,jwk(Ul,tl , 1 ≤ l ≤ q))1≤i,j≤p
￿
1≤k≤m converge vers un vecteur gaussien centré que
l’on note (φUwk)1≤k≤m tandis que les vecteurs
￿
Tr((AGN )i,jwk(Gl,tl , 1 ≤ l ≤ q))1≤i,j≤p
￿
1≤k≤m, avec
G ∈ {O,S} tandis que
￿
Tr((BSN )i,jwk(Sl,tl , 1 ≤ l ≤ q))1≤i,j≤p
￿
1≤k≤m convergent en loi vers
le vecteur
√
2(Re (φUwk))1≤k≤m. En outre, pour tout i, j, l,m ∈ {1, . . . , p}, tr(ASN i,jBSN l,m) =
tr(JASN i,jJBSN l,m) = 0 et quand N → ∞, tr(ASN ), tr(BSN ) → 0. On en déduit que le couple
formé des deux familles de matrices aléatoires
￿
Tr((AGN )i,jwk(Gl,tl , 1 ≤ l ≤ q))1≤i,j≤p
￿
1≤k≤m et￿
Tr((BGN )i,jwk(Gl,tl , 1 ≤ l ≤ q))1≤i,j≤p
￿
1≤k≤m converge vers un couple de champs gaussiens in-
dépendants.
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