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1 Introduction
In standard quantum mechanics in flat space, the standard Fourier transform relates the two (main)
Hilbert space representations in terms of (wave-)functions of position and of momentum, defining a
duality between them.1 The availability of both is of course of practical utility, in that, depending
on the system considered, each of them may be advantageous in bringing to the forefront different
aspects of the system as well as for calculation purposes. Difficulties in defining a Fourier transform
and a momentum space representation arise however as soon as the configuration space becomes
non-trivial, in particular as soon as curvature is introduced, as in a gravitational context2. No such
definition is available in the most general case, that is in the absence of symmetries. On the other
hand, in the special case of group manifolds or homogeneous spaces, when there is a transitive
action of a group of symmetries on the configuration space, harmonic analysis allows for a notion
of Fourier transform in terms of irreducible representations of the relevant symmetry group. This
includes the case of phase spaces given by the cotangent bundle of a Lie group, when momentum
space is identified with the corresponding (dual of the) Lie algebra, as it happens in loop quantum
gravity [3]. However, a different notion of group Fourier transform adapted to this group-theoretic
setting has been proposed [4–9], and found several applications in quantum gravity models (see
[10]). As it forms the basis of our analysis, we will introduce it in some detail in the following. Its
roots can be traced back to the notions of quantum group Fourier transform [6] and deformation
1In fact, since both manifolds, configuration space G = Rn and momentum space, defined as the Pontryagin dual
Ĝ = Rn, coincide, they are kinematically self-dual. However, the dynamics (e.g. Hamiltonian) may then differentiate
between the two by not being symmetric under the exchange of position and momentum variables.
2The (restoration of) momentum-position duality, sometimes referred to as Born principle, has even been sug-
gested as a guiding principle for the construction of theories of quantum gravity, particularly in the context of
non-commutative geometry. See for example the recent work on the so-called “relative locality” [1], and the earlier
idea by Majid on “co-gravity” [2].
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quantization, being a map to non-commutative functions on the Lie algebra endowed with a star-
product. The star-product reflects faithfully the choice of quantization map and ordering of the
momentum space (Lie algebra) variables [11]. As a consequence of this last point, observables and
states in the resulting dual representation (contrary to the representation obtained by harmonic
analysis) maintain a direct resemblance to the classical quantities, simplifying their interpretation
and analysis.
Let us give a brief summary of the LQG framework. For more information about the intricacies
of LQG refer to the original articles [12–15] or the comprehensive monograph [3]. Loop quantum
gravity is formulated as a symplectic system, where the pair of conjugate variables is given by
holonomies he[A] of an su(2)-valued connection 1-form A (Ashtekar connection) smeared along
1-dimensional edges e, and densitized triads E smeared across 2-surfaces (electric fluxes). The
smearing is crucial for quantization giving mathematical meaning to the distributional Poisson
brackets, which among fundamental variables are
{Eaj (x), A
k
b (y)} =
κ
2
δab δ
k
j δ
(3)(x, y) ,
where a, b, c, . . . are tangent space indices, and i, j, k, . . . refer to the su(2) Lie algebra. The same
smearing leads to a definition of the classical phase space as well as of the space of quantum states
based on graphs and associated dual surfaces.
Since the smeared connection variables commute
{he[A], he′ [A]} = 0 ,
LQG is naturally defined in the connection representation. All holonomy operators can be diag-
onalized simultaneously and we thus have a functional calculus on a suitable space of generalized
connections A.
A very important point is that despite the theory being defined on discrete graphs and associated
surfaces, the set of graphs defines a directed and partially ordered set. Hence, refining any graph
by a process called projective limit we are able to recover a notion of continuum limit. We will
come back to this in the following, as we will attempt to define a similar continuum limit in terms
of the conjugate variables.
Even though the triad variables Poisson commute, that is no longer the case for the flux
variables:
E(S, f) =
∫
S
f j Eaj ǫabc dx
b ∧ dxc .
For instance, for operators smeared by two different test fields f, g on the same 2-surface S we have
{E(S, f), E(S, g)} 6= 0
if the Lie bracket [f, g]i = ǫijkf
jgk fails to vanish. Even smearing along two distinct surfaces, the
commutator is again non-zero if the two surfaces intersect and the Lie bracket of the corresponding
test fields is non-zero on the intersection. At first thought to be a quantization anomaly, in [16] it
was shown to be a feature that can be traced back to the classical theory. Thus, a simple definition
of a momentum representation in which functions of the fluxes would act as multiplicative operators
is not available.
In the simplest case, for a given fixed graph, fluxes across surfaces dual to a single edge act
as invariant vector fields on the group, and have the symplectic structure of the su(2) Lie algebra.
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Therefore, after the smearing procedure, the phase space associated to a graph is a product over
the edges of the graph of cotangent bundles T ∗SU(2) ≃ SU(2)× su(2)∗ on the gauge group.
Notwithstanding the fundamental non-commutativity of the fluxes, and taking advantage of
the resulting Lie algebra structure and of the new notion of non-commutative Fourier transform
mentioned above, in [17], a flux representation for loop quantum gravity was introduced. The work
we are presenting here is an attempt to give a characterization of what the momentum space for
LQG, defined through these new tools, should look like and how it can be constructed.
Before presenting our results, let us motivate further the construction and use of such momen-
tum/flux representation in (loop) quantum gravity (for an earlier attempt to define it, see [18]).
First of all, any new representation of the states and observables of the theory will in principle al-
low for new calculation tools that could prove advantageous in some situations. Most importantly,
however, is the fact that a flux representation makes the geometric content of the same states and
observables (and, in the covariant formulation, of the quantum amplitudes for the fundamental
transitions that are summed over) clearer, since the fluxes are nothing else than metric variables.
For the same reason, one would expect a flux formulation to facilitate the calculation of geometric
observables and the coarse graining of states and observables with respect to geometric constraints
[19, 20] (we anticipate that the notion of coarse graining of geometric operators will be relevant
also for our analysis of projective and inductive structures entering the construction of the space
of generalized fluxes). The coupling of matter fields to quantum geometry is also most directly ob-
tained in this representation [21]. Recently, new representations of the holonomy-flux algebra have
been proposed for describing the physics of the theory around (condensate) vacua corresponding to
diffeo-covariant, non-degenerate geometries [22], which are defined in terms of non-degenerate triad
configurations, and could probably be developed further in a flux basis.
As flux representations encode more directly the geometry of quantum states, such represen-
tations might be useful for the coarse graining of geometrical variables [23–25]. In particular, [26]
presents a coarse graining in which the choice of representation and underlying vacuum is crucial.
Finally, we recall that the flux representation has already found several applications in the
related approaches of spin foam models and group field theories [10, 27–32], as well as in the
analysis of simpler systems [9, 33].
This flux representation was found by defining a group Fourier transform together with a
⋆-product on its image, first introduced in [4–7] in the context of spin foam models. In this repre-
sentation, flux operators act by ⋆-multiplication, and holonomies act as (exponentiated) translation
operators. Using the projective limit construction of LQG, the group Fourier transform Fγ was
used to push-forward each level to its proper image, and in [17] the following diagram was shown
to commute
∪γHγ
Fγ
−−−−→ ∪γH⋆,γyπ yπ⋆
(∪γHγ) / ∼
F˜
−−−−→ (∪γH⋆,γ) / ∼
(1.1)
identifying the Hilbert space in the new triad representation as the completion of (∪γH⋆,γ) / ∼. π
and π⋆ are the canonical projections with respect to the equivalence relation ∼ which is inherited
from the graph structure (see section 2). In the connection representation we know that the (kine-
matical) Hilbert space is given by (∪γHγ) / ∼ ≃ L
2(A, dµ0), where A is the space of generalized
connections and dµ0 the Ashtekar-Lewandowski measure. Even if the Hilbert space in the triad
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representation can be defined by means of the projective limit, one would like to have a better char-
acterization of the resulting space in terms of some functional calculus of generalized flux fields.
Hence, the natural question is, can we write (∪γH⋆,γ) / ∼ ≃ L
2(E , dµ⋆,0), for an appropriate space
of generalized fluxes E and measure dµ⋆,0? This is precisely the issue we tackle in this paper.
We will see here that there are several obstructions to such a construction. First of all, when
translating the projective limit construction on the connection side over to the image of the Fourier
transform the notion of cylindrical consistency is violated whenever the gauge group is non-abelian.
Thus, it is not possible to define the relevant cylindrically consistent C∗-algebra. This result is cru-
cial since the space of generalized fluxes would arise as the corresponding spectrum3 of this algebra.
We note that even if it was possible to define such a cylindrically consistent C∗-algebra, the char-
acterization that we are looking for would require a generalization of the Gel’fand representation
theorem to noncommutative C∗-algebras, as the multiplication in the algebra is a noncommutative
⋆-product. Nevertheless, we can still learn something about the space of generalized fluxes by con-
sidering the abelianization of SU(2), that is, U(1)3. In fact, it has been shown that the quantization
of linearized gravity leads to the LQG framework with U(1)3 as gauge group [34]. It is even enough
to work with one single copy of U(1), since the case G = U(1)3 is then simply obtained by a triple
tensor product: not only the kinematical Hilbert space
H
U(1)3
kin = H
U(1)
kin ⊗H
U(1)
kin ⊗H
U(1)
kin
has this simple product structure, but also the respective gauge-invariant subspaces decompose the
same way [35].
The outline of the paper is the following: in the next section we briefly review the projective
limit structure of LQG together with the notion of cylindrical consistency. Section 3 is the bulk
of the paper. In 3.1, we start by showing the non-cylindrical consistency of the ⋆-product for non-
abelian gauge groups, and proceed to the U(1) case. In subsection 3.2 we show that the space of
generalized fluxes for U(1)-LQG cannot be constructed as a projective limit, but in subsection 3.3
we show how it arises as an inductive limit. The space of functions is then determined by pull-back
giving rise to a suitable pro-C∗-algebra. In the conclusion 4 we make some remarks on the analysis
made here, and give an outlook on further work, in particular on the possibility of constructing a
theory of loop quantum gravity tailored to the flux variables, and how the characterization of the
Bohr compactification of the real line as a projective limit opens the way for a similar analysis for
loop quantum cosmology.
2 The notion of cylindrical consistency in a nutshell
After identifying the space of generalized connections, i.e. the set A = Hom(P , G) of homomor-
phisms from the groupoid of paths P to the groupG = SU(2), as the appropriate configuration space
for loop quantum quantum gravity, the next step is to find the measure dµ0 on this space to define
the kinematical Hilbert space H0 = L
2(A, dµ0). This measure, called the Ashtekar-Lewandowski
measure, which is gauge and diffeomorphism invariant, is built by realizing H0 as an inductive limit
(also called direct limit) of Hilbert spaces Hγ = L
2(Aγ , dµγ) associated to each graph γ (for the
definition of and more details on projective/inductive limits, refer to the B). The inductive struc-
ture is inherited by pullback from the projective structure in Aγ = Hom(γ,G), where γ ⊂ P is the
corresponding subgroupoid associated with γ. Aγ is set-theoretically and topologically identified
3The spectrum of a C∗-algebra A is the set of unitary equivalence classes of irreducible ∗-representations or in
the commutative case just the set of all non-zero ∗-homomorphisms from A to C.
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with G|γ|, with |γ| the number of edges in γ, and dµγ defines the Haar measure on G
|γ|. Then, the
identification of A with the projective limit (inverse limit) of Aγ gives
H0 = (∪γHγ) / ∼ , (2.1)
where ∼ is an equivalence relation that determines the notion of cylindrical consistency (indepen-
dence of representative) for the product between functions.
We remark that this result relies heavily on the Gel’fand representation theorem which states
that any commutative C∗-algebra A is isomorphic to the algebra of continuous functions that vanish
at infinity over the spectrum of A, that is, A ≃ C0(∆(A)).
4 The construction in (2.1) is done at
the level of C(Aγ) in the sense that the spectrum of the commutative C
∗-algebra ∪γC(Aγ)/ ∼ (the
algebra of cylindrical functions) coincides with the projective limit of the Aγ ’s. Compactness of Aγ
guarantees C(Aγ) to be dense in L
2(Aγ , dµγ). The existence of the measure is provided by the Riesz
representation theorem (of linear functionals on function spaces) which basically states that linear
functionals on spaces such as C(A) can be seen as integration against (Borel) measures. The linear
functional on C(A) is then constructed by projective techniques through the linear functionals on
C(Aγ).
As already remarked, the existence of the projective limit guarantees the existence of a con-
tinuum limit of the theory despite it being defined on discrete graphs, at least at a kinematical level.
Since it will be important later on, let us describe in more detail the system of homomorphisms
that give rise to the inductive/projective structure. Recall that the set of all embedded graphs in
a (semi-) analytic manifold defines the index set over which the projective limit is taken. A graph
γ = (e1, . . . , en) is a finite set of analytic paths ei with 1 or 2-endpoint boundary (called edges),
and we say that γ is smaller/coarser than a graph γ′ (thus, γ′ is bigger/finer than γ), γ ≺ γ′, when
every edge in γ can be obtained from a sequence of edges in γ′ by composition and/or orientation
reversal. Then (Aγ ,≺) defines a partially ordered and directed set, and we have, for γ ≺ γ
′, the
natural (surjective) projections pγγ′ : Aγ′ → Aγ (restricting to Aγ any morphism in Aγ′). These
projections go from a bigger graph to a smaller graph and they satisfy
pγγ′ ◦ pγ′γ′′ = pγγ′′ , ∀ γ ≺ γ
′ ≺ γ′′ .
We thus have an inverse (or projective) system of objects and homomorphisms. These projections
can be decomposed into three elementary ones associated to the three elementary moves from which
one can obtain a larger graph from a smaller one compatible with operations on holonomies: (i)
adding an edge, (ii) subdividing an edge, (iii) inverting an edge. See Figure 1. Then,
padd : Ae,e′ → Ae : (g, g
′) 7→ g
psub : Ae1,e2 → Ae ; (g1, g2) 7→ g1g2
pinv : Ae → Ae ; g 7→ g
−1 . (2.2)
The pullback of these defines the elementary injections for Hγ
add := p∗add : He → He,e′ ; f(g) 7→ (add · f)(g, g
′) = f(g)
sub := p∗
sub
: He → He1,e2 ; f(g) 7→ (sub · f)(g1, g2) = f(g1g2)
inv := p∗inv : He → He ; f(g) 7→ (inv · f)(g) = f(g
−1) ,
4More precisely, the Gel’fand representation theorem is an equivalence between the category of locally compact
Hausdorff spaces and continuous proper maps and the opposite category of commutative C∗-algebras and proper
C∗-morphisms.
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Figure 1. The three elementary moves on graphs.
which determines the basic elements in H0 in the same equivalence class, i.e. [f ]∼ = {f, add ·
f, sub · f, inv · f, add · sub · f, add · inv · f, . . .}. Since p∗γγ′ : Hγ → Hγ′ go from a smaller graph
to a bigger graph and satisfy
p∗γ′γ′′ ◦ p
∗
γγ′ = p
∗
γγ′′ , ∀ γ ≺ γ
′ ≺ γ′′ ,
we have a direct (or inductive) system of objects and homomorphisms.
Let us check that the pointwise product in H0 is indeed cylindrically consistent. Let f, f
′ ∈ H0.
By definition, we find graphs γ, γ′ and representatives fγ ∈ Hγ , f
′
γ′ ∈ Hγ′ such that f = [fγ ]∼,
f ′ = [f ′γ′ ]∼. Embed γ, γ
′ in the common larger graph γ′′, that is, γ, γ′ ≺ γ′′. Then fγ′′ = p
∗
γγ′′fγ ,
f ′γ′′ = p
∗
γ′γ′′f
′
γ′ , and p
∗
γγ′′fγ = p
∗
γ′γ′′fγ′, p
∗
γγ′′f
′
γ = p
∗
γ′γ′′f
′
γ′. Thus,
p∗γγ′′(fγf
′
γ) = p
∗
γγ′′(fγ) p
∗
γγ′′(f
′
γ) = p
∗
γ′γ′′(fγ′) p
∗
γ′γ′′(f
′
γ′) = p
∗
γ′γ′′(fγ′f
′
γ′) ,
i.e. fγf
′
γ ∼ fγ′f
′
γ′ , and the pointwise product does not depend on the representative chosen. In
terms of add, sub, inv this amounts to
add · (f f ′) = (add · f) (add · f ′)
sub · (f f ′) = (sub · f) (sub · f ′)
inv · (f f ′) = (inv · f) (inv · f ′) , (2.3)
for f, f ′ ∈ He.
For a beautiful account on the structure of the space of generalized connections, refer to the
article [36].
3 The space of generalized fluxes
This section constitutes the main part of the paper. The goal here is to define the analogue of the
space of generalized connections A on the ‘momentum side’ of the LQG phase space, that is the
flux variables. The resulting space will be called the space of generalized fluxes E .
As said in the introduction, the natural approach for constructing such space fails for G = SU(2)
(and any non-abelian group). The cylindrical consistency conditions used in defining the space of
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generalized connections are tailored to operations on holonomies (he1◦e2 = he1he2 , he−1 = h
−1
e ) and
the non-abelianess of the group makes the translation to similar conditions on fluxes ill-defined.
To show explicitly this difficulty is our first result. We are then constrained to work with the
abelianization of SU(2), U(1)3, or rather U(1). Pushing-forward under the Fourier transform the
projective limit construction of the space of generalized connections would lead to a definition of
the space of generalized fluxes also as a projective limit. However, we will show that there is also
an obstacle to this construction hitting again on the fact that the fluxes are significantly different
from the connections.
Luckily, for G = U(1) the space of generalized connections is a true group opening in this way
the possibility for a dual construction where the arrows are reversed. Thus, the projective limit
is traded by an inductive limit and the previous problem disappears. The space of functions is
finally defined by pull-back giving rise to a projective limit of C∗-algebras. Let us also note, at this
point, that the U(1) case carries a further simplification, given by the fact that in this case the flux
representation can be shown to be essentially equivalent to the charge network representation. We
will clarify better in what sense this is true in section 3.3.
3.1 The problems with SU(2)
Let us shortly summarize the commuting diagram from [17]
∪γHγ
Fγ
−−−−→ ∪γH⋆,γyπ yπ⋆
(∪γHγ) / ∼
F˜
−−−−→ (∪γH⋆,γ) / ∼
For a single copy of SO(3) we define the noncommutative Fourier transform as the unitary map
F from L2(SO(3), dµH), equipped with Haar measure dµH (recently generalized to SU(2) [37]),
onto a space L2⋆(R
3, dµ) of functions on su(2) ∼ R3 equipped with a noncommutative ⋆-product,
and the standard Lebesgue measure:
F(f)(x) =
∫
G
dg f(g) eg(x) ,
where dg is the normalized Haar measure on the group, and eg the appropriate plane-waves. The
product is defined at the level of plane-waves as
eg1 ⋆ eg2 = eg1g2 , ∀ g1, g2 ∈ SU(2) .
and extended by linearity to the image of F . As mentioned in the introduction, this non-commutative
product is the result of a specific quantization map chosen for the Lie algebra part of the classical
phase space [11].
The ⋆-product is crucial since it gives the natural algebra structure to the image of F , which
is inherited from the convolution product in L2(SO(3)), that is, for f, f ′ ∈ He
F(f) ⋆ F(f ′) = F(f ∗ f ′) ,
where the convolution product is as usual
(f ∗ f ′)(g) =
∫
G
dh f(gh−1) f ′(h) .
We say that the ⋆-product is dual to convolution.
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Extending to an arbitrary graph gives a family of unitary maps Fγ : Hγ → H⋆,γ labelled by
graphs γ, where Hγ := L
2(Aγ , dµγ) ≃ L
2(SO(3)|γ|, dµγ) and H⋆,γ := L
2
⋆(R
3)⊗|γ|. Thus, we have
the unitary map
Fγ : Hγ → H⋆,γ ,
and we want now to extend this to the full Hilbert space H0 = ∪γHγ/ ∼. First, the family Fγ gives
a linear map ∪γHγ → ∪γH⋆,γ . In order to project it onto a well-defined map on the equivalence
classes, we introduce the equivalence relation on ∪γH⋆,γ which is ‘pushed-forward’ by Fγ :
∀uγi ∈ H⋆,γi , uγ1 ∼ uγ2 ⇐⇒ F
−1
γ1
(uγ1) ∼ F
−1
γ2
(uγ2) .
That is, we have the injections q⋆,γγ′ : H⋆,γ → H⋆,γ′ for all γ ≺ γ
′ defined dually by q⋆,γγ′Fγ :=
Fγ p
∗
γγ′. Using the definition, it is easy to see that they satisfy
q⋆,γ′γ′′ ◦ q⋆,γγ′ = q⋆,γγ′′ , ∀ γ ≺ γ
′ ≺ γ′′ , (3.1)
i.e. we have an inductive system of objects and homomorphisms.
Finally, completion is now given with respect to the inner product pushed-forward by F˜ . That
is, for any two elements u, v of the quotient with representatives uγ ∈ H⋆,γ and vγ′ ∈ H⋆,γ′ the
inner product is given by choosing a graph γ′′ with γ, γ′ ≺ γ′′ and elements uγ′′ ∼ uγ and vγ′′ ∼ vγ′
in H⋆,γ′′ , and by setting
〈u, v〉F˜ := 〈uγ′′ , vγ′′〉Fγ′′ .
Since Fγ are unitary transformations, the r.h.s. does not depend on the representatives uγ , vγ′ nor
on the graph γ′′. We thus have the complete definition of the full Hilbert spaceH⋆,0 = (∪γH⋆,γ) / ∼
as an inductive limit.
In [17], the question of cylindrical consistency of the star product in H⋆,0 was not posed and,
as a Hilbert space, H⋆,0 makes perfect sense. However, to give the desired intrinsic characterization
for H⋆,0 analogous to H0, that is, to write H⋆,0 as L
2(E , dµ⋆,0) for some space of generalized fluxes
E and measure dµ⋆,0, we need to make sure that H⋆,0 is well-defined as a C
∗-algebra, in particular,
that the ⋆-product is cylindrically consistent. As we have seen in section 2 this amounts to the
validity of Eqs. (2.3) for the ⋆-product, or by duality, for the convolution product.
Then, for add we have
(add · (f ∗ f ′))(g, g′) = (f ∗ f ′)(g) ,
and
((add · f) ∗ (add · f ′))(g, g′) =
∫
G2
dh dh′ (add · f)(gh−1, g′h′−1) (add · f ′)(h, h′)
=
∫
G2
dh dh′ f(gh−1) f ′(h) = (f ∗ f ′)(g).
So, it works for add.
sub gives
(sub · (f ∗ f ′))(g, g′) = (f ∗ f ′)(gg′) =
∫
G
dh f(gg′h−1) f ′(h) , (3.2)
and
((sub · f) ∗ (sub · f ′))(g, g′) =
∫
G2
dh dh′ (sub · f)(gh−1, g′h′−1) (sub · f ′)(h, h′)
=
∫
G2
dh dh′ f(gh−1g′h′−1) f ′(hh′)
=
∫
G2
dh dh′ f(gh′h−1g′h′−1)f ′(h) ,
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which matches (3.2) if and only if G is abelian.
Lastly, inv
(inv · (f ∗ f ′))(g) = (f ∗ f ′)(g−1) =
∫
G
dh f(g−1h−1) f ′(h) , (3.3)
and
((inv · f) ∗ (inv · f ′))(g) =
∫
G
dh (inv · f)(gh−1) (inv · f ′)(h)
=
∫
G
dh f(hg−1) f ′(h−1)
=
∫
G
dh f(h−1g−1)f ′(h) ,
which again matches (3.3) if and only if G is abelian.
Thus, the ⋆-product is not cylindrically consistent and consequently H⋆,0 is not a C
∗-algebra.
We emphasize that this result is independent of the specific Fourier transform used or of the specific
form of the plane-waves, that is, any other quantization map chosen for the space of classical fluxes
would have led to the same result. In order to have a well-defined algebra structure on the image of
the Fourier transform we always need the multiplication to be dual to convolution, which, as we have
just seen, is not cylindrically consistent unless the group G is abelian. Let us also stress that similar
issues would arise whenever one tries to define a kinematical continuum limit in variables dual to the
connection and associated to surfaces. In particular, they would appear even using representation
variables resulting from the Peter-Weyl decomposition, as they do in recent attempts to define
refinement limits for the 2-complexes in the spin foam context [38–43].
As already said, the cylindrical consistency conditions are tailored to operations on holonomies,
hence it is not too surprising that fluxes should not satisfy the same ‘gluing’ conditions. Indeed,
LQG kinematics treats connections and fluxes very asymmetrically. To understand better this
asymmetry we will make the framework more symmetric by considering the abelianization of SU(2),
U(1)3, where we can go further with the construction and still learn something about the space of
generalized fluxes.
3.2 The space of generalized fluxes by group Fourier transform: the abelian case
Loop quantum gravity with U(1) as gauge group is simpler in many aspects. In particular, the U(1)
group Fourier transform and the ⋆-product reduce to the usual Fourier transform on the circle and
the pointwise product, respectively. To avoid detouring too much from the main ideas of the text,
we relegate to the A an in-depth analysis of the U(1) group Fourier transform, where this is shown.
Hence, F is the unitary map
F(f)(x) =
1
2π
∫ π
−π
dφ f(φ) e−iφx ,
from L2(U(1)) ∋ f onto ℓ2(Z), the space of square-summable sequences (which has C0(Z) as a dense
subspace), and the product on the image of F is the usual pointwise product (u v)(x) = u(x) v(x)
for u, v ∈ ℓ2(Z). However, bear in mind that the U(1) group Fourier transform is fully defined on
R. That is, the conjugate variables to U(1) connections – the fluxes – are genuinely real numbers.
It happens to be a feature of the U(1) group Fourier transform that it is sampled by its values on
the integers5 – cf. A.
5Notice the slightly analogous result for the SU(2) case, where a radial function on the image of the Fourier
transform can be recovered from its values on the integers – radial sampling theorem [6].
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The extension to an arbitrary graph and the projection onto the equivalence classes works out
as in the previous subsection; the main difference is the abelian ‘⋆-product’ which now coincides
with the pointwise product. It is still dual to convolution, but now that the group is abelian it is
cylindrically consistent. We have the following result:
Theorem 3.1. H⋆,0 is a non-unital commutative C
∗-algebra.
Proof. Strictly speaking, we are now looking at the Hilbert spaces H⋆,γ = ℓ
2(Z|γ|) at the algebraic
level C0(Z
|γ|) (which form dense subspaces). Each of the spaces C0(Z
|γ|) is a non-unital commu-
tative C∗-algebra with respect to complex conjugation, sup-norm, and pointwise multiplication.
Then, it just remains to check that the operations on the full algebra ∪γC0(Z
|γ|)/ ∼, such as the
product and the norm do not depend on the representative in each equivalence class, i.e. they are
cylindrically consistent.
For the (⋆-)product this amounts to
(add⋆ · u) (add⋆ · v) = add⋆ · (u v) ,
(sub⋆ · u) (sub⋆ · v) = sub⋆ · (u v) ,
(inv⋆ · u) (inv⋆ · v) = inv⋆ · (u v) .
The action of add, sub, and inv is given below, Eq. (3.4). Explicitly, for add, we have
((add⋆ · u) (add⋆ · v))(x1, x2) = (add⋆ · u)(x1, x2) (add⋆ · v)(x1, x2) = u(x1) δ0,x2 v(x1) δ0,x2
= (u v)(x1) δ0,x2 = (add⋆ · (u v))(x1, x2) .
sub and inv can be shown similarly.
The norm
||u|| = sup
x∈Zn
|u(x)|
satisfies
||add⋆ · u|| = ||sub⋆ · u|| = ||inv⋆ · u|| = ||u|| ,
and is thus also well-defined.
Hence, ∪γC0(Z
|γ|)/ ∼ is a non-unital commutative C∗-algebra.
The definition of H⋆,0 as an inductive limit of abelian C
∗-algebras sets us almost on the same
footing as the standard kinematical Hilbert space for loop quantum gravity H0. The method used
to determine the spectrum of the C∗-algebra relies heavily on the fact that if (Aα, p
∗
αβ, I) is an
inductive family of abelian C∗-algebras Aα, where I is a partially ordered index set, the inductive
limit A is a well-defined abelian C∗-algebra whose spectrum ∆(A) is a locally compact Hausdorff
space homeomorphic to the projective limit of the projective family (∆(Aα), pαβ , I).
As for the space of cylindrical functions, the inductive system of homomorphisms splits into
three elementary ones defined dually by q⋆,γγ′ := Fγ p
∗
γγ′F
−1
γ :
add⋆ := q⋆,add : H⋆,e → H⋆,e,e′ , (add⋆ · u)(x1, x2) := (F(add · f))(x1, x2) = u(x1) δ0,x2 ,
sub⋆ := q⋆,sub : H⋆,e → H⋆,e1,e2 , (sub⋆ · u)(x1, x2) := (F(sub · f))(x1, x2) = u(x1) δx1,x2 ,
inv⋆ := q⋆,inv : H⋆,e → H⋆,e , (inv⋆ · u)(x) := (F(inv · f))(x) = u(−x) , (3.4)
which again determine the elements in ∪γH⋆,γ/ ∼ in the same equivalence class, i.e. [u]∼ =
{u, add⋆ · u, sub⋆ · u, inv⋆ · u, . . .}.
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Eqs. (3.4) define our inductive system of functions through the injections q⋆,γγ′. Recall that the
usual procedure for LQG starts with the projections (2.2), and the injections at the level of functions
are simply defined by pullback. Here we already have the system of injections (3.4) and, should
they exist, we want to determine the system of projections p⋆,γγ′ that give rise to these injections.
That is, are the injections q⋆,γγ′’s the pullback of some projections p⋆,γγ′’s: q⋆,γγ′ = p
∗
⋆,γγ′? For the
three elementary operations, we are looking for projections p⋆,add, p⋆,sub, and p⋆,inv such that
(p∗⋆,add u)(x1, x2) ≡ u(p⋆,add(x1, x2)) = u(x1) δ0,x2 ,
(p∗⋆,sub u)(x1, x2) ≡ u(p⋆,sub(x1, x2)) = u(x1) δx1,x2 ,
(p∗⋆,inv u)(x) ≡ u(p⋆,inv(x)) = u(−x) ,
holds.
Using the fact that u ∈ C0 and thus vanish at infinity, we can naively define the projections as
p⋆,add(x1, x2) :=
{
x1 if x2 = 0
∞ if x2 6= 0
,
p⋆,sub(x1, x2) :=
{
x1 if x1 = x2
∞ if x1 6= x2
,
p⋆,inv(x) := −x .
(3.5)
However, the above is rather formal and one runs into several technical problems in trying to justify
the use of the infinity as an element of the target space of the projections. First of all, infinity does
not belong to Z, so strictly speaking (3.5) does not define a map. One could consider the one-point
compactification (or Alexandroff extension) of the integers but this amounts to change the algebra
itself (as it now becomes unital) and functions will not vanish at infinity anymore. One could try
to make the limiting procedure precise by using the very definition of u ∈ C0(Z
|γ|), that is, since
Z|γ| is locally compact, there exists a compact set K ⊆ Z|γ| such that |u(x)| < ǫ for every ǫ > 0
and for every x ∈ Z|γ|\K. But this means that the whole procedure would only allow an indirect
characterization of the underlying space (of generalized fluxes) through the behaviour of the space
of functions. As a result, any such definition would fail to provide the intrinsic characterization of
E that we are looking for.
Even though we do not have a proof that such projections p⋆,γγ′ do not exist, it seems rather
unnatural to force such a construction since the structure of connections and fluxes is significantly
different. Indeed, one is the Fourier transform of the other and in the Fourier transform ‘arrows’
are naturally reversed. In particular projections are changed into inductions and vice versa, at least
in this abelian case. Indeed, we will see in the next subsection how reversing the arrows in the
categorical sense makes it possible to define the space of generalized fluxes as an inductive limit6.
3.3 The space of generalized fluxes by duality
The framework of U(1)-LQG provides a different strategy for determining the space of generalized
fluxes. The crucial point here is that for G = U(1) the space of generalized connections A is a
true group, and the following theorem, giving the natural way of trading a projective system by an
inductive system, is applicable.
6It is still not excluded that there might exist other methods of determining the spectrum which do not require
the construction of the projective limit. If we could make sense of the projections and if the projective limit (of the
discrete spaces Z|γ|) could be defined, we would end up with a totally disconnected Hausdorff space, also known as
complete ultrametric or non-Archimedean spaces.
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Theorem 3.2. Suppose Aγ are abelian groups, and let A be the projective limit with projections
pγ : A → Aγ . Then, the dual group Â equals the inductive limit of the dual groups Âγ .
Proof. Let pγ : A → Aγ be the projections. Then,
pˆγ : Âγ → Â
χγ 7→ pˆγ(χγ) ,
such that pˆγ(χγ)(g) := χγ(pγ(g)), g ∈ A, defines the morphisms in the dual system (direct). In
particular, the inverse system of mappings
pγγ′ : Aγ′ → Aγ , γ ≺ γ
′ ,
where, for all γ ≺ γ′ ≺ γ′′, satisfy pγγ′ ◦ pγ′γ′′ = pγγ′′, gives rise to the corresponding direct system
of mappings
pˆγγ′ : Âγ → Âγ′ ,
where pˆγγ′(χγ)(gγ′) := χγ(pγγ′(gγ′)) = χγ(gγ), for gγ′ ∈ Aγ′ . Using the associativity for the inverse
system, it is straightforward to show that
pˆγ′γ′′ ◦ pˆγγ′ = pˆγγ′′ , ∀ γ ≺ γ
′ ≺ γ′′ ,
that is, the mappings pˆγγ′ do indeed define an inductive system.
We are now in position to determine the sought for dual construction, that is, the inductive
system. Recall that Aγ may be identified with U(1)
|γ| and the Pontryagin dual is just Âγ = Z
|γ|
through the identification χx1,...,xγ (z1, . . . , zγ) = z
x1
1 · · · z
xγ
γ , for z1, . . . , zγ ∈ U(1) and x1, . . . , xγ ∈
Z. Therefore, Eqs. (2.2) give
pˆadd : Z→ Z
2 , x 7→ pˆadd(x) ,
pˆsub : Z→ Z
2 , x 7→ pˆsub(x) ,
pˆinv : Z→ Z , x 7→ pˆinv(x) ,
whose actions on z1, z2 ∈ U(1) are, respectively,
pˆadd(χx)(z1, z2) = χx(padd(z1, z2)) = χx(z1) = z
x
1 = z
x
1 z
0
2 = χx,0(z1, z2) ,
pˆsub(χx)(z1, z2) = χx(psub(z1, z2)) = χx(z1 z2) = (z1 z2)
x = zx1 z
x
2 = χx,x(z1, z2) ,
pˆinv(χx)(z1) = χx(pinv(z1)) = χx(z
−1
1 ) = z
−x
1 = χ−x(z1) .
Thus, the embeddings are simply
pˆadd : Z→ Z
2 ; x 7→ (x, 0) ,
pˆsub : Z→ Z
2 ; x 7→ (x, x) ,
pˆinv : Z→ Z ; x 7→ −x , (3.6)
and have a very nice flux interpretation which agrees with our intuition of how fluxes should behave
under coarse-graining of the underlying graph: (i) adding an edge should not bring more information
into the system, so the flux on the added edge is zero, (ii) subdividing an edge does not change
anything and thus the flux through the subdivided edges is the same, (iii) inverting an edge just
changes the direction of the flux, picking up a minus sign. See Figure 2.
– 12 –
Figure 2. Consistency conditions for fluxes across surfaces associated with the three elementary moves on
graphs.
Using Theorem 3.2 we know that Eqs. (3.6) define an inductive system. Hence, we may define
the space of generalized fluxes for U(1)-LQG as the inductive limit of Z|γ|’s which agrees with the
Pontryagin dual E = Â = ̂Hom(P ,U(1)) = Hom(Hom(P ,U(1)),C). The important point here is
not the explicit form, which is not very enlightening, but the fact that it can be defined consistently
as an inductive limit and, above all, the gluing conditions (3.6) from which it arises.
To finish this section we define the corresponding space of functions. The pullback of the
embeddings (3.6) gives the following projections
(pˆ∗add · u)(x) = u(x, 0) ,
(pˆ∗
sub
· u)(x) = u(x, x) ,
(pˆ∗inv · u)(x) = u(−x) , (3.7)
which give the consistency conditions to define the projective limit of the C∗-algebras C0(Xγ)
for Xγ = Z
|γ|. Notice that the partial order for Xγ induces the same partial order for C0(Xγ).
An element (uγ)γ of the projective limit is an element of the product ×γC0(Z
|γ|) subject to the
conditions pˆ∗γγ′(uγ′) = uγ for γ ≺ γ
′, and so a quite complicated object.
A projective limit of C∗-algebras goes by the name pro-C∗-algebra (also known as LMC∗-
algebra, locally C∗-algebra or σ-C∗-algebra). The Gel’fand duality theorem can be extended to
commutative pro-C∗-algebras and from the perspective of non-commutative geometry, pro-C∗-
algebras can be seen as non-commutative k-spaces [44]. Let us also remark that pro-C∗-algebras
are in general not Hilbert spaces, although they might contain Hilbert subspaces. Therefore, they
possess much more information than usual Hilbert spaces, as we detail in the next subsection.
Let us, at this point, emphasize that in this U(1) case, the fluxes can be identified with the charge
network basis, since in a sense their only relevant component is the modulus which corresponds to
the charge. However, their modulus remains valued in the real numbers, as opposed to what we
would have would the flux representation and charge network basis be exactly the same. What
happens next, due to the sampling mentioned at the beginning of 3.2, is that the functions are
fully specified by the evaluation on the integers and, therefore, in this simple U(1) case, working
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in the flux representation is fully equivalent to working with the, a priori different, charge network
representation.
3.4 More on projections and inductions
Let us give more detail on the system of projections and inductions defined above and on the Hilbert
spaces we (would try to) construct from them. In particular, we clarify here in which sense the
pro-C∗-algebra constructed above from the projective system is much bigger than the usual Hilbert
space.
Projective and inductive limit are in general related by duality. That is, a projective system of
labels induces an inductive system of functions simply by pullback, and vice-versa. However, they
can be both defined independently as is done in the B. Here, we deal with a system of projections
πγγ′ and a system of inductions ιγ′γ for one and the same space. First of all, note the following
relation
πγγ′ ◦ ιγ′γ = idγ , (3.8)
for any pair of graphs γ ≺ γ′. It is straightforward to check that the inductions (3.4) and the
projections (3.7) satisfy (3.8). Recall that πγγ′ : Xγ′ → Xγ , ιγ′γ : Xγ → Xγ′, for some collection
of objects {Xγ}γ∈L and L a directed poset. We remark that the reverse equation ιγ′γ ◦ πγγ′ = idγ′
does not generically hold, since when we first project and then embed we are typically throwing
some information away.
With the inductions at hand one may define the inductive limit, while with the projections one
may define the projective limit. Using (3.8) we will see how one can understand an element of the
inductive limit in terms of an element of the projective limit, however, not vice-versa. Recall from
B that elements of the projective limit Xproj are nets (i.e. elements in the direct product over all
graphs) subjected to a consistency condition
Xproj = {(xγ) ∈
∏
Xγ | πγγ′(xγ′) = xγ for all γ ≺ γ
′} .
While elements of the inductive limit consist of equivalence classes of elements of the disjoint union
over all graphs
Xind = ∪γXγ/ ∼ ,
where xγ ∼ xγ′ means that there exists γ
′′ such that ιγ′′γ(xγ) = ιγ′′γ′(xγ′) and γ, γ
′ ≺ γ′′. Now,
given an element y = [y]∼ ∈ Xind we will construct an element x ∈ Xproj, i.e. an assignment γ 7→ xγ
for all graphs γ, such that xγ′ = yγ′ for all γ
′ for which a representative yγ′ in the equivalence class
y exists. In this sense we can embed the inductive limit into the projective limit.
Pick some element yγ in the equivalence class y. Then for any graph γ
′ define the assignment
γ 7→ xγ as follows: choose γ
′′ such that γ, γ′ ≺ γ′′, then
xγ′ = πγ′γ′′ ◦ ιγ′′γ(yγ) ,
gives a consistent definition of an element of the projective limit, is independent of the choice yγ in
y and moreover xγ agrees on all graphs on which a representative yγ of y exists.
In this way, we can map the inductive limit into the projective limit, however not surjectively.
The image of the inductive limit consists of elements x for which there exists a graph γ′′ such that
ιγ′′γ ◦ πγγ′(xγ′) = xγ′′ for all γ, γ
′ with γ, γ′ ≺ γ′′. The existence of such a ‘maximal graph’ γ′′ is
however not guaranteed for generic elements of the projective limit. For this reason we cannot use
the Hilbert space structure of the inductive limit to make the projective limit into a Hilbert space,
confirming the fact that pro-C∗-algebras are much bigger objects than Hilbert spaces.
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4 Conclusion and Outlook
The loop quantum gravity kinematics treats connections and fluxes very asymmetrically. Therefore,
the projective limit construction of the space of generalized connections does not translate trivially
over to the flux side. Let us summarize what we have done.
Using the commuting diagram (1.1) from [17] we set out to give an intrinsic characterization of
the space H⋆,0 = (∪γH⋆,γ) / ∼ in terms of some functional calculus of generalized flux fields. We
have seen that the ⋆-product on the image of the Fourier transform is not cylindrically consistent
unless the gauge group G is abelian, and consequently H⋆,0 is not a C
∗-algebra. This result is
important because it means we cannot make sense of the space of generalized fluxes as the spectrum
of this (would be) algebra. In more physical terms, this result suggests that a definition of the
continuum limit of the theory, even at the pure kinematical level, cannot rely on the cylindrical
consistency conditions coming from operations on holonomies, if one wants it to imply also a
continuum limit in the dual flux representation, and thus coming from a proper coarse-graining of
fluxes. Rather, it seems to suggest that a new construction is needed.
Nevertheless, we were still able to learn something about the space of generalized fluxes by
considering the gauge group U(1). In this setting we found out that the space of generalized fluxes
cannot be constructed as a projective limit, but arises naturally as an inductive limit. The cylindri-
cal consistency conditions for the fluxes (3.6) turned out to have a very nice physical interpretation
(see Figure 2): (i) adding an edge should not bring more information into the system, so the flux on
the added edge is zero, (ii) subdividing an edge does not change anything and thus the flux through
the subdivided edges is the same, (iii) inverting an edge just changes the direction of the flux,
picking up a minus sign. Even though we determined the space of generalized fluxes for U(1)-LQG
to be E = Hom(Hom(P ,U(1)),C), one would like to have a better description of this space. Finally,
the space of functions was defined by pull-back giving rise to a projective limit of C∗-algebras.
We showed that this algebra is in general much bigger than the usual Hilbert space but, it might
still be possible to improve its characterization by noting that the Gel’fand duality theorem can be
extended to pro-C∗-algebras [44].
In light of our results, we conclude with an outlook on two issues worth pursuing further.
LQG from scratch and coarse-graining of fluxes. Loop quantum gravity as it is formulated
is entirely based on graphs. As we have seen the cylindrical consistency conditions do
not translate easily to the flux side, specially because they are tailored to operations on
holonomies. Therefore it seems misguided to force them on the flux variables. In the abelian
case we learned that the fluxes compose according to (3.6), with the aforementioned natural
geometric interpretation. However, this process does not correspond to a coarse-graining in
the same way as the family of projections does for the holonomies: surfaces are added accord-
ing to how their dual edges compose, i.e. the operation of ‘adding’ puts two surfaces ‘parallel’
to each other – but does not add them into a bigger surface. The question arises whether
one can come up with a family of inductions that would rather represent these geometrically
natural coarse-grainings. This direction of thoughts hits however on many difficulties encoun-
tered before: one, is the more complicated geometrical structure of surfaces as compared to
edges; another, is that for a gauge covariant coarse-graining of fluxes one not only needs the
fluxes but also the holonomies to parallel transport fluxes. To avoid these difficulties one could
consider again Abelian groups in 2D space, where fluxes would be associated to (dual) edges.
In this case flux and holonomy representation would be self–dual to each other (for finite
Abelian groups), reflecting the well–known weak–strong coupling duality for 2D statistical
(Ising like) models, see for instance [45]. Whereas the usual LQG vacuum based on projective
maps for the holonomies leads to a vacuum underlying the strong coupling limit, projections
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representing the coarse graining of fluxes could lead to a vacuum underlying the weak coupling
limit, see also [26]. This could be especially interesting for spin foam quantization, as it is
based on BF theory, which is the weak coupling limit of lattice gauge theory.
Loop quantum cosmology. Loop quantum cosmology is the quantization of symmetry reduced
models of classical general relativity using the methods of loop quantum gravity [46–48]. The
classical configuration space is the real line R, while the quantum configuration space is given
by an extension of the real line to what is called the Bohr compactification of the real line
RBohr. This space can be given several independent descriptions. In particular, it can be
understood as the Gel’fand spectrum of the algebra of almost periodic functions, which plays
the role of the algebra of cylindrical functions for LQC. On the other hand, RBohr can also be
given a projective limit description [49].
Let us briefly recall this construction. For arbitrary n ∈ N consider the set of algebraically
independent real numbers γ = {µ1, . . . , µn}, that is
n∑
i=1
miµi = 0 , mi ∈ Z ⇒ mi = 0 ∀ i .
Consider now the subgroups of R freely generated by the set γ
Gγ :=
{
n∑
i=1
miµi , mi ∈ Z
}
.
This induces a partial order on the set of all γ’s: γ ≺ γ′ if Gγ is a subgroup of Gγ′ . The label
set used in describing the projective structure of A consists of subgroupoids of P generated
by finite collections of holonomically independent edges. Here, the label set is exactly the set
of all γ’s: collections of real numbers on a discrete real line. The projective structure of RBohr
is now constructed by defining
Rγ := Hom(Gγ ,U(1)) ,
and the surjective projections
pγγ′ : Rγ′ → Rγ , γ ≺ γ
′ .
Since Gγ is freely generated by the set γ = {µ1, . . . , µn} we can actually identify Rγ with
U(1)n. Finally, the family {Rγ}γ forms a compact projective family, and its projective limit
is homeomorphic to RBohr.
By definition the momentum space for LQC is R with discrete topology. Since each of the
objects Rγ is an abelian group, we are in the setting of Theorem 3.2. Thus, one may identify
R with discrete topology with the inductive limit of the duals R̂γ = Z
n. We easily note the
similarity of LQC and U(1)-LQG from before, the subtlety being the index set over which the
inductive/projective limit is taken.
In [50] it was shown that the configuration space of LQC is not embeddable in the one of
(SU(2)) LQG. The natural question to ask, then, in view of our results, is whether one can
instead embed LQC into U(1)-LQG.
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A The U(1) group Fourier transform and the ⋆-product
Let f ∈ C(U(1)), that is, f is a function of the form
f : U(1)→ C
φ 7→ f(φ) ,
with −π < φ ≤ π (−π and π obviously identified), and pointwise multiplication
(fg)(φ) = f(φ)g(φ) for all f, g ∈ C(U(1)) .
The following theorem allows one to move from C(U(1)) to Lp(U(1)) which is much more
structured.
Theorem A.1 ([51]). Let X be a locally compact metric space and let µ be a σ-finite regular Borel
measure. Then the set Cc(X) of continuous functions with compact support is dense in L
p(X, dµ),
1 ≤ p <∞.
Since U(1) is compact, C(U(1)) = Cc(U(1)) and we are done. L
2 are the only spaces of this
class which are Hilbert spaces. Since we want to do quantum mechanics, we will stick to L2(U(1)).
The inner product is
〈f, h〉 =
1
2π
∫ π
−π
dφ f(φ)h(φ) , for all f, h ∈ L2(U(1)) .
Introduce the map F for any f in L2(U(1)) by
F(f)(x) =
1
2π
∫ π
−π
dφ f(φ) eφ(x) =
1
2π
∫ π
−π
dφ f(φ) e−iφx , (A.1)
where eφ(x) are the usual plane waves but for x ∈ R. If x ∈ Z we would have the usual Fourier
transform. The ImF is a certain set of continuous functions on R, but certainly not all functions
in C(R) are hit by F . The inverse transformation reads
f(φ) =
∑
x∈Z
F(f)(x)eiφx
and converges pointwise.7 Notice here already that only the values of F(f) on the integers are
necessary to reconstruct back f .
Now, instead of the usual pointwise multiplication, we equip ImF with a ⋆-product. It is
defined at the level of plane waves as
(eφ ⋆ eφ′)(x) := e[φ+φ′](x)
7 Set
S
f
N
(φ) =
∫ pi
−pi
dφ f(φ)DN (φ) ,
with DN (φ) the Dirichlet kernel, i.e., DN (φ) =
1
2pi
∑N
−N e
iφx. Then, to prove that limN→∞ S
f
N
(φ) = f(φ), just use
the fact that the Fourier coefficients of Sf
N
(φ)− f(φ) tend to zero as N →∞.
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and extended to ImF by linearity. Here [φ + φ′] is the sum of two angles modulus 2π such that
−π < [φ+ φ′] ≤ π.
Given u = F(f) and v = F(h) we have explicitly
(u ⋆ v)(x) =
∫ π
−π
dφ
2π
∫ π
−π
dφ′
2π
f(φ)h(φ′ − φ) e−iφ
′x
=
∑
x′,x′′∈Z
u(x′) v(x′′)
sin(π(x′ − x′′))
π(x′ − x′′)
sin(π(x′′ − x))
π(x′′ − x)
=
∑
x′∈Z
u(x′) v(x′)
sin(π(x′ − x))
π(x′ − x)
, (A.2)
where for the last line we used that
sin(π(x′ − x′′))
π(x′ − x′′)
= δx′,x′′ , whenever x
′, x′′ ∈ Z .
Then, ⋆ is still commutative for U(1).
In order to have a better characterization of ImF , we will give it a norm
||u|| := sup
x∈Z
|u(x)| , (A.3)
and an involution ∗, u∗ := u¯, i.e. complex conjugation.
Theorem A.2. ImF with the star product (A.2), norm (A.3) and complex conjugation as involu-
tion is a non-unital abelian C∗-algebra.
Proof. First of all, we have to check that (A.3) is indeed a norm. We easily verify ||αu|| = |α| ||u||,
||u + v|| ≤ ||u|| + ||v||, for all u, v ∈ ImF , α ∈ C. To see positive definiteness, notice that the
functions on ImF are already determined by the values of x ∈ Z,
u(n) =
1
2π
∫
dφ f(φ) e−iφn = 0 ∀n ∈ Z
⇒ f = 0 (almost everywhere) ⇒ u(x) = 0 ∀x ∈ R .
The C∗-identity holds,
||u∗ ⋆ u||2 = sup
x∈Z
|(u∗ ⋆ u)(x)| = sup
x∈Z
|(u¯ · u)(x)| = ||u||2 ,
since for x ∈ Z Eq.(A.2) reduces to the usual pointwise product.
Finally, we show that ImF is complete in this norm. Let uα ∈ ImF be a Cauchy sequence,
that is, uα is of the form
uα(x) =
1
2π
∫ π
−π
dφ fα(φ) e
−iφx ,
for some fα ∈ L
2(U(1)). We see that uα is Cauchy iff fα is Cauchy. Since L
2(U(1)) is complete,
fα converges to some f ∈ L
2(U(1)). This means that uα converges to some u of the form
u(x) =
1
2π
∫ π
−π
dφ f(φ) e−iφx ,
that is, u ∈ ImF . Therefore, ImF is complete as well.
Using (A.2) it is easy to convince ourselves that we have no unit function on ImF . Furthermore,
we have no constant functions at all. For instance, u(x) = 1 does not live on ImF since it would
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correspond to f(φ) = 2πδ(φ), a distribution. Distributions do not belong to L2(U(1)), unless we
extend the framework to rigged Hilbert spaces. On the other hand, (A.2) would give us
u(x) =
∑
x′∈Z
u(x′)
sin(π(x′ − x))
π(x′ − x)
. (A.4)
Indeed, the ⋆-product is invariant under this transformation, that is, the ⋆-product does not see
the difference between the l.h.s. and the r.h.s. of (A.4), as on the integers they coincide.
Thus, ImF is a non-unital abelian C∗-algebra.
Using the Gel’fand representation theorem we will now prove that ImF ≃ C0(Z).
Theorem A.3 (Gel’fand representation, [52]). Let A be a (non-unital) commutative C∗-algebra.
Then A is isomorphic to the algebra of continuous functions that vanish at infinity over the locally
compact Hausdorff space ∆(A) (the spectrum of A), C0(∆(A)).
It remains to calculate the spectrum of ImF , that is, the set of all non-zero ∗-homomorphisms
χ : ImF → C.
Theorem A.4. The spectrum of ImF is homeomorphic to Z, ∆(ImF) ≃ Z.
Proof. The ∗-homomorphisms are
χx : ImF → C
u 7→ χx(u) := u(x) .
Clearly, χx(u ⋆ v) = (u ⋆ v)(x) = u(x)v(x) = χx(u)χx(v), and χx(u
∗) = u∗(x) = u(x) = χx(u).
We have to show that
X : Z→ ∆(ImF)
is a homeomorphism (continuous bijection with continuous inverse). Define X (x) := χx.
Continuity of X : let (xα) be a net in Z converging to x, and let u ∈ ImF . First of all, notice
that u(xα)→ u(x) by continuity of the plane waves. Then,
lim
α
[X (xα)](u) = [X (x)](u) ⇐⇒ lim
α
uˇ(X (xα)) = uˇ(X (x))
for all u ∈ ImF , hence X (xα) → X (x) in the Gel’fand topology.8 Actually, any function on Z is
continuous since the only topology available is the discrete one.
Injectivity: suppose X (x) = X (x′), then in particular [X (x)](u) = [X (x′)](u) for all u ∈ ImF .
We want to show that that x = x′. With a bit of logic we can turn this statement into the much
easier one: [x 6= x′] implies [u(x) 6= u(x′) for some u ∈ ImF ]. Just pick u = (1, 0, . . .). Thus, ImF
separates the points of Z.
Surjectivity: let χ ∈ Hom(ImF ,C) be given. We must construct xχ ∈ Z such that X (xχ) = χ.
Since Z is a locally compact Hausdorff space, it is the spectrum of the abelian, non-unital C∗-algebra
C0(Z), hence Z = Hom(C0(Z),C). It follows that there exists x
χ ∈ Z such that χ(u) = u(xχ) for
all u ∈ C0(Z).
Continuity of X−1: let (χα) be a net in ∆(ImF) converging to χ, so χα(u) → χ(u) for any
u ∈ ImF . Then X−1(χα)→ X−1(χ).
Therefore, ImF ≃ C0(Z), where Z is endowed with the discrete topology.
8The Gel’fand isometric isomomorphism isˇ: ImF → C0(∆(ImF)), u 7→ uˇ where uˇ(χ) = χ(u) where the space of
continuous functions on the spectrum is equipped with the sup-norm. The Gel’fand topology is the weakest topology
for which all the uˇ ∈ C0(∆(ImF)) are continuous.
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We now have ImF = C0(Z). Once again we want to map C0(Z) to the much nicer (Hilbert)
space L2(Z) = ℓ2(Z). There are two ways of doing this. The first starts by noticing that Cc(X) =
C0(X), that is the space of continuous functions with compact support is dense in the space of
continuous functions that vanish at infinity. Thus, any function in C0(X) can be approximated by
functions in Cc(X). Using this fact and Theorem A.1 we translate C0(Z) naturally to ℓ
2(Z) with
the inner product
〈u, v〉F =
∑
x∈Z
u(x) v(x) , for all u, v ∈ ℓ2(Z) .
The second method uses the GNS construction. However, this relies on the choice of a state
which, of course, can be chosen appropriately to get ℓ2(Z). Let us then define a state for u ∈ C0(Z)
as
ωF(u) :=
∑
x∈Z
u(x) .
The induced inner product is
〈u, v〉F := ωF(u v) =
∑
x∈Z
u(x) v(x)
for all u, v ∈ C0(Z), and the GNS Hilbert space is just ℓ
2(Z).
Finally, this characterization of ImF upgradesF to an unitary transformation between L2(U(1))
and ℓ2(Z)
〈F(f),F(h)〉F =
∑
x∈Z
u(x) v(x)
=
1
2π
∫ π
−π
dφ f(φ) h(φ) = 〈f, h〉 , for all f, h ∈ L2(U(1)) .
Hence, F is just the usual Fourier transform on U(1).
B Projective and inductive limits
Let L be a partially ordered and directed set, that is, we have a reflexive, antisymmetric, and
transitive binary relation ≺ on the set L such that for any γ, γ′ ∈ L there exists a γ′′ ∈ L satisfying
γ, γ′ ≺ γ′′.
B.1 Inverse or projective limits
Let C be a category. An inverse system in C is a triple (L, {Xγ}, {pγγ′}), where L is a directed poset,
{Xγ}γ∈L a collection of objects of C, and pγγ′ with γ ≺ γ
′ morphisms (projections) pγγ′ : Xγ′ → Xγ
satisfying
(i) pγγ = idXγ for all γ ∈ L,
(ii) pγγ′ ◦ pγ′γ′′ = pγγ′′ whenever γ ≺ γ
′ ≺ γ′′.
An object X ∈ Ob(C) is called an inverse or projective limit of the system (L, {Xγ}, {pγγ′})
and denoted lim
←−
Xγ , if there exist morphisms pγ : X → Xγ for γ ∈ L such that
(i) for any γ ≺ γ′ the diagram
X Xypγ′ ypγ
Xγ′
pγγ′
−−−−→ Xγ
commutes;
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(ii) for any other Y ∈ Ob(C) and morphisms πγ : Y → Xγ with commuting diagram
Y Yyπγ′ yπγ
Xγ′
pγγ′
−−−−→ Xγ
for γ ≺ γ′, there exists an unique morphism m : Y → X such that the following diagram
Y
m
−−−−→ Xyπγ ypγ
Xγ Xγ
commutes. That is, if the inverse limit exists, it is unique up to C-isomorphism.
Finally, we remark that inverse limits admit the following description:
X ≡ lim
←−
Xγ = {(xγ) ∈
∏
Xγ | pγγ′(xγ′) = xγ for all γ ≺ γ
′} . (B.1)
B.2 Direct or inductive limits
Let C be a category. A direct system in C is a triple (L, {Xγ}, {ιγ′γ}), where L is a directed poset,
{Xγ}γ∈L a collection of objects of C, and ιγ′γ with γ ≺ γ
′ morphisms (injections) ιγ′γ : Xγ → Xγ′
satisfying
(i) ιγγ = idXγ for all γ ∈ L,
(ii) ιγ′′γ′ ◦ ιγ′γ = ιγ′′γ whenever γ ≺ γ
′ ≺ γ′′.
An object X ∈ Ob(C) is called a direct or inductive limit of the system (L, {Xγ}, {ιγ′γ}) and
denoted lim
−→
Xγ , if there exist morphisms ιγ : Xγ → X for γ ∈ L such that
(i) for any γ ≺ γ′ the diagram
X Xxιγ xιγ′
Xγ
ιγ′γ
−−−−→ Xγ′
commutes;
(ii) for any other Y ∈ Ob(C) and morphisms iγ : Xγ → Y with commuting diagram
Y Yxiγ xiγ′
Xγ
ιγ′γ
−−−−→ Xγ′
for γ ≺ γ′, there exists an unique morphism m : X → Y such that the following diagram
Xγ Xγyιγ yiγ
X
m
−−−−→ Y
commutes. That is, if the direct limit exists, it is unique up to C-isomorphism.
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We remark here that we may define the inductive limit differently. Let ∼ be the following
relation on ∪Xγ : for x ∈ Xγ and y ∈ Xγ′ , then x ∼ y if there exists γ
′′ ∈ L such that ιγ′′γ(x) =
ιγ′′γ′(y) (identifying each Xγ with its image in ∪Xγ). Since L is a directed set, ∼ is an equivalence
relation and one can show that
X ≡ lim
−→
Xγ = ∪γXγ/ ∼ . (B.2)
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