Bartholdi zeta functions of digraphs  by Mizuno, Hirobumi & Sato, Iwao
European Journal of Combinatorics 24 (2003) 947–954
www.elsevier.com/locate/ejc
Bartholdi zeta functions of digraphs
Hirobumi Mizunoa, Iwao Satob,∗
aDepartment of Electronics and Computer Science, Meisei University, 2-590, Nagabuti, Ome, Tokyo 198-8655,
Japan
bOyama National College of Technology, Oyama, Tochigi 323-0806, Japan
Received 9 September 2002; accepted 21 July 2003
Abstract
We give a determinant expression for the Bartholdi zeta function of a digraph which is not
symmetric. This is a generalization of Bartholdi’s result on the Bartholdi zeta function of a graph
or a symmetric digraph.
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1. Introduction
Graphs and digraphs treated here are finite. Let G be a connected graph and D the
symmetric digraph corresponding to G. Set D(G) = {(u, v), (v, u) | uv ∈ E(G)}. We also
refer D as a graph G. For e = (u, v) ∈ D(G), set u = o(e) and v = t (e). Furthermore, let
e−1 = (v, u) be the inverse of e = (u, v).
A path P of length n in D (or G) is a sequence P = (e1, . . . , en) of n arcs such
that ei ∈ D(G), t (ei ) = o(ei+1)(1 ≤ i ≤ n − 1). Set |P| = n, o(P) = o(e1) and
t (P) = t (en). Also, P is called an (o(P), t (P))-path. We say that a path P = (e1, . . . , en)
has a backtracking if e−1i+1 = ei for some i(1 ≤ i ≤ n − 1). A (v,w)-path is called a
v-cycle (or v-closed path) if v = w. The inverse cycle of a cycle C = (e1, . . . , en) is the
cycle C−1 = (e−1n , . . . , e−11 ).
We introduce an equivalence relation between cycles. Such two cycles C1 =
(e1, . . . , em) and C2 = ( f1, . . . , fm ) are called equivalent if f j = e j+k for all j . The
inverse cycle of C is not equivalent to C . Let [C] be the equivalence class which contains
a cycle C . Let Br be the cycle obtained by going r times around a cycle B . Such a cycle
is called a multiple of B . A cycle C is reduced if both C and C2 have no backtracking.
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Furthermore, a cycle C is prime if it is not a multiple of a strictly smaller cycle. Note
that each equivalence class of prime, reduced cycles of a graph G corresponds to a unique
conjugacy class of the fundamental group π1(G, v) of G at a vertex v of G.
The (Ihara) zeta function of a graph G is defined to be a function of u ∈ C with u
sufficiently small, by
Z(G, u) = ZG(u) =
∏
[C]
(1 − u|C |)−1,
where [C] runs over all equivalence classes of prime, reduced cycles of G (see [6]).
Zeta functions of graphs started from zeta functions of regular graphs by Ihara [6].
In [6], he showed that their reciprocals are explicit polynomials. A zeta function of a
regular graph G associated to a unitary representation of the fundamental group of G
was developed by Sunada [10, 11]. Hashimoto [5] treated multivariable zeta functions of
bipartite graphs. Bass [3] generalized Ihara’s result on the zeta function of a regular graph
to an irregular graph, and showed that its reciprocal is a polynomial.
Theorem 1 (Bass). Let G be a connected graph. Then the reciprocal of the zeta function
of G is given by
Z(G, u)−1 = (1 − u2)r−1 det(I − uA(G) + u2(D − I)),
where r and A(G) is the Betti number and the adjacency matrix of G, respectively, and
D = (di j ) is the diagonal matrix with dii = deg vi (V (G) = {v1, . . . , vn}).
Stark and Terras [9] gave an elementary proof of Theorem 1, and discussed three
different zeta functions of any graph. Furthermore, various proofs of Bass’s Theorem were
given by Foata and Zeilberger [4], and Kotani and Sunada [7].
Let G be a connected graph. For each u, v ∈ V (G), let [u, v] be the set of all (u, v)-
paths in G. We say that a path P = (e1, . . . , en) has a bump at t (ei ) if ei+1 = e−1i (1 ≤
i ≤ n−1). The bump count bc(P) of a path P is the number of bumps in P . Furthermore,
the cyclic bump count cbc(π) of a cycle π = (π1, . . . , πn) is
cbc(π) = |{i = 1, . . . , n | πi = π−1i+1}|,
where πn+1 = π1. Then the Bartholdi zeta function of G is defined to be a function of
u, t ∈ C with u, t sufficiently small, by
ζG(u, t) = ζ(G, u, t) =
∏
[C]
(1 − ucbc(C)t |C |)−1,
where [C] runs over all equivalence classes of prime cycles of G (see [2]). If u = 0, then
the Bartholdi zeta function of G is the (Ihara) zeta function of G.
Bartholdi [2] gave a determinant expression of the Bartholdi zeta function of a graph.
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Theorem 2 (Bartholdi). Let G be a connected graph with n vertices and m unoriented
edges. Then the reciprocal of the Bartholdi zeta function of G is given by
ζ(G, u, t)−1 = (1 − (1 − u)2t2)m−n det(I − tA(G) + (1 − u)(D − (1 − u)I)t2).
In the case of u = 0, Theorem 2 implies Theorem 1.
Mizuno and Sato [8] presented a decomposition formula for the Bartholdi zeta function
of a regular covering of a graph.
In Section 2, we give a decomposition formula of the Bartholdi zeta function of a
digraph which is not symmetric. In Section 3, we prove it.
2. Bartholdi zeta functions of digraphs
Let D be a connected digraph with n vertices and m arcs which is not symmetric. Cycles,
reduced cycles and prime cycles in a simple digraph which is not symmetric are defined
similarly to the case of a symmetric digraph.
Let
m1 = |{(u, v) ∈ A(D) | (v, u) ∈ A(D)}|/2
and
m0 = m − 2m1.
Then we define an n × n matrix A1 = (auv) as follows:
auv =
{
1 if (u, v) and (v, u) ∈ A(D),
0 otherwise.
Furthermore, let
A0 = A(D) − A1.
Let V (D) = {v1, . . . , vn}. Then an n×n matrix S = (si j ) is the diagonal matrix defined
by
sii = |{(vi , v j ) ∈ A(D) | (v j , vi ) ∈ A(D)}|/2.
Note that
∑n
i=1 sii = m1. Set
s(vi ) = sii , 1 ≤ i ≤ n.
Two m × m matrices B = (bef )e, f ∈A(D) and J = (te f )e, f ∈A(D) are defined as follows:
bef =
{
1 if t (e) = o( f ),
0 otherwise. te f =
{
1 if f = e−1,
0 otherwise.
A determinant expression for the Bartholdi zeta function of D is given as follows.
Theorem 3. Let D be a connected digraph with n vertices and m arcs which is not
symmetric. Then the reciprocal of the Bartholdi zeta function of D is
ζ(D, u, t)−1 = det(Im − (B − (1 − u)J)t)
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= (1 − (1 − u)2t2)m1−n det(In − tA1 − (1 − (1 − u)2t2)tA0
+ (1 − u)t2(S − (1 − u)In)).
If D is the symmetric digraph corresponding to a connected graph G, Theorem 3 implies
Theorem 2.
3. A proof of Theorem 3
The argument is an analogue of Bartholdi’s method [2].
3.1. Two series
Let D be a connected digraph with n vertices and m arcs which is not symmetric. Let
 : A∗(D) → C[t] be given by
(P) = t |P|, P ∈ A∗(D),
where A∗(D) is the set of all paths in D. For u, v ∈ V (D), let
G() =
∑
π∈[u,v]
t |π |, F() =
∑
π∈[u,v]
ubc(π)t |π |.
For each x ∈ V (D), let
Kx =

1 − ∑
o(e)=x,∃e−1
(u − 1)t2
1 − (u − 1)2t2


−1
=
(
1 − s(x)(u − 1)t
2
1 − (u − 1)2t2
)−1
.
Furthermore, we define a new labelling ′ : A(D) → C[[u, t]] by
(u, v)
′ =
{
1
1−(u−1)2t2 t Kv if (v, u) ∈ A(D),
t Kv otherwise.
Lemma 1. For each (u, v) ∈ A(D),
F() = Ku · G(′).
Proof. For x, y ∈ V (D), let
Gx,y() =
∑
π∈[x,y]
t |π |, Fx,y() =
∑
π∈[x,y]
ubc(π)t |π |.
Furthermore, an n × n matrix [a]yx = (cuv)u,v∈V (D) is defined as follows:
cuv =
{
a if u = x, v = y,
0 otherwise,
where a ∈ C. Then we have
Gx,y() = δxy +
∑
o(e)=x
tGt (e),y().
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Now, let
A =
∑
e∈A(D)
[t]t (e)o(e).
Then we have
(Gx,y())x,y∈V(D) = 1In − A .
Similarly, we have
Fx,y() = δxy +
∑
o(e)=x
Fx,e,y,
where Fx,e,y is the series counting the paths from x to y that start with the arc e.
Case I. There exists the inverse arc e−1 of e.
Then we have
Fx,e,y = t (Ft (e),y() + (u − 1)Ft (e),e−1,y),
Ft (e),e−1,y = t (Fx,y() + (u − 1)Fx,e,y).
Thus,
Fx,e,y = 11 − (u − 1)2t2 (tFt (e),y() + (u − 1)t
2Fx,y()).
Case II. There does not exist e−1.
Then we have
Fx,e,y = tFt (e),y().
By I, II, it follows that
K −1x Fx,y() = δxy +
∑
o(e)=x,∃e−1
t
1 − (u − 1)2t2 Kt (e) · K
−1
t (e)Ft (e),y()
+
∑
o(e)=x,∃¯e−1
t Kt (e) · K −1t (e)Ft (e),y().
Next, we let
A′ =
∑
e∈A(D)
[e′ ]t (e)o(e). (1)
Then we obtain
(K −1x Fx,y())x,y∈V(D) =
1
In − A′ . 
3.2. Two matrices
Let D be a connected digraph with n vertices and m arcs which is not symmetric.
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M = Im − (B − (1 − u)J)t .
Then the (e, f )-array of M−1 is∑
π :π1=e,t (π)=o( f )
ubc(π f )t |π |,
where π = (π1, . . . , π|π |) and π f = (π1, . . . , π|π |, f ).
Lemma 2. Let
XE = Im + (1 − u)Jt − MMt =
B
Im − (B − (1 − u)J)t .
Then the (e, f )-array of XE is
(XE )e, f =
∑
π :π1=e,t (π)=o( f )
ubc(π)t |π |−1,
where π = (π1, . . . , π|π |).
Now, let
P = In − tA1 − (1 − (1 − u)2t2)tA0 + (1 − u)(S − (1 − u)In)t2.
Then the following result holds.
Lemma 3. Let
XV = (1 − (1 − u)
2t2)In − P
Pt
= A1 + (1 − (1 − u)
2t2)A0 − (1 − u)St
In − tA1 − (1 − (1 − u)2t2)tA0 + (1 − u)(S − (1 − u)In)t2 .
Then the (u, v)-array of XV is
(XV )u,v =
∑
π :o(e)=u,t (e)=v
ubc(π)t |π |−1,
where π = (π1, . . . , π|π |).
Proof. At first, we have
In + XV t = In − (1 − u)
2t2In
In − tA1 − (1 − (1 − u)2t2)tA0 + (1 − u)(S − (1 − u)In)t2
= K
−1
In − A′ ,
where
K = In + (1 − u)(S − (1 − u)In)t
2
1 − (1 − u)2t2 , A
′ = A1K
−1t
1 − (1 − u)2t2 + tA0K
−1.
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But, the matrix K is a diagonal matrix and
Kx,x = K −1x .
While, the matrix A′ is the matrix of (1). By Lemma 1, it follows that
In + XV t = (Kx ) · (K −1x Fx,y())x,y∈V (D) = (Fx,y())x,y∈V (D). 
3.3. A proof of Theorem 3
We use the results of Amitsur [1].
Theorem 4 (Amitsur). Let A1, . . . , Ak be square matrices with the same size. Let L
contain one representative up to cyclic permutation of words over the alphabet {1, . . . , k}
that are “prime”, i.e., such that none of their cyclic permutations are not the power lr of
any other word l for any r ≥ 2. Then
det(I − (A1 + · · · + Ak)t) =
∏
p∈L
det(I − Apt |p|),
where the product runs over all elements in L, and Ap = Ai1 · · · Ain for p = i1 · · · in ∈ L.
Proposition 1 (Amitsur). Let X be a power series in t over a matrix ring, such that
X(0) = I. Then
det X = exp
(
−
∫
tr
(
I − X
Xt
)
dt
)
,
where the integration is the formal linear operation on the power series that maps tr to
tr+1/(r + 1).
Proof of Theorem 3. Let D(G) = {e1, . . . , em}. For each arc er ∈ D(G), let Xer be the
m × m matrix whose r th row is the r th row of B − (1 − u)J, and whose other rows are 0.
Then we have I −∑e∈D(G) Xet = M, and, for any sequence π of arcs,
det(Im − Xπ t |π |) =
{
1 − ucbc(π)t |π | if π is a cycle,
1 otherwise.
By Theorem 4, we have
ζ(D, u, t)−1 = det M.
Next, Lemmas 2, 3 and Proposition 1 imply that
det M
(1 − (1 − u)2t2)m1 = det
M
Im + (1 − u)Jt
= exp
(
−
∫
tr
(
Im + (1 − u)Jt − M
Mt
)
dt
)
= exp
(
−
∫
series counting non-trivial cycles/t dt
)
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= exp
(
−
∫
tr
(
(1 − (1 − u)2t2)In − P
Pt
)
dt
)
= det P
1 − (1 − u)2t2 =
det P
(1 − (1 − u)2t2)n .
Hence
ζ(D, u, t)−1 = (1 − (1 − u)2t2)m1−n det P. 
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