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Reaction-diffusion systems with a Lotka-Volterra-type reaction term, also
known as competition-diffusion systems, have been used to investigate the
dynamics of the competition among m ecological species for a limited resource
necessary to their survival and growth. Notwithstanding their rather simple
mathematical structure, such systems may display quite interesting behaviours.
In particular, while for m = 2 no coexistence of the two species is usually
possible, if m ≥ 3 we may observe coexistence of all or a subset of the species,
sensitively depending on the parameter values. Such coexistence can take the
form of very complex spatio-temporal patterns and oscillations.
Unfortunately, at the moment there are no known tools for a complete
analytical study of such systems for m ≥ 3. This means that establishing
general criteria for the occurrence of coexistence appears to be very hard. In
this paper we will instead give some criteria for the non-coexistence of species,
motivated by the ecological problem of the invasion of an ecosystem by an
exotic species. We will show that when the environment is very favourable
to the invading species the invasion will always be successful and the native
species will be driven to extinction. On the other hand, if the environment is
not favourable enough, the invasion will always fail.
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1 Introduction
The understanding of the mechanisms behind the rich biodiversity observed in nature is
a central problem in theoretical ecology. It is a generally accepted fact that when two or
more species are competing for the same limited resources in a constant and homogeneous
environment which is isolated from external influences, they cannot coexist and all but
one species will become extinct; this is known as the competitive-exclusion principle and
has been experimentally confirmed for cultures of microorganisms [5]. However, in real
ecosystems a high number of coexisting species is often observed also in places where
resources are scarce. A famous example of this apparent contradiction with the principle
is Hutchinson’s paradox of the plankton [7]: a high number of phytoplankton species are
able to coexist, even if they all compete for the same resources. Traditionally theoretical
ecologists have explained this biodiversity by observing that natural environments are
inhomogeneous in space and/or time, so that the principle does not apply. Thus, even
species which are competing for the same resource may coexist, each being dominant in
a particular zone or season, without any equilibrium being reached.
Mathematical models for the competition between species can aid in the understanding
of this problem. In the case where only two species are present, it has been shown
that a reaction-diffusion system with Lotka-Volterra-like reaction terms (from here
on called a competition-diffusion system) with constant parameters (i.e., modeling a
homogeneous environment) always displays competitive exclusion if the space domain is
convex [8, 6]. Non-convex domains may allow for stable coexistence equilibria in which
the species segregate spatially [10], but this can be interpreted ecologically as being
due to immigration effects, a violation of the hypotheses of the competitive-exclusion
principle. Another example of a mechanism which leads to coexistence is the addition of
cross-diffusion [12]; since this amounts to the species avoiding each other and nearly not
competing, it is again a failure of the principle’s hypotheses.
It has been recently shown that, when three or more species are considered, dynamical
coexistence is possible even in convex homogeneous environments with only random
dispersal [1, 11, 4, 3]. This is due to the effect of indirect competition between the species,
under the form of the so-called cyclic competition. The competition-diffusion system in
this case has the form 
ut = ∆u + (r1 − u − b12v − b13w)u,
vt = ∆v + (r2 − v − b21u− b23w) v,
wt = ∆w + (r3 − w − b31u− b32v )w.
In particular, in [11, 4, 3] the following ecological situation is considered. An ecosystem
which is inhabited by two native species u and v which are usually unable to coexist
is invaded by a third, exotic species w from outside. The parameter r3 represents the
suitability of the new environment for the invader. Intuitively, if r3 is very small the
invasion should fail, while if r3 is very large the two native species should be supplanted
by w. Then, coexistence is possible only for intermediate values of r3.
This line of reasoning can be extended to the general case in which we have m different
competing species. Let us choose one species, which without loss of generality can always
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be thought to be the m-th one. If rm, the intrinsic growth rate of the m-th species, is
very large, then the m-th species will be able to invade an ecosystem occupied by the
first m− 1 species, completely replacing them (see the numerical simulation in Figure 1a).
If on the other hand rm is very small, the invasion will not succeed and the m-th species
will go extinct (see Figure 1b). Note that if m > 3 the remaining species may still be
able to coexist. Then, coexistence of all species is possible only for intermediate values of
rm, when the invasion by the m-th species is successful but its strength is not sufficient
to drive the native species to extinction (see Figure 1c).
In this paper we are mainly concerned with studying mathematically (instead of just
relying on numerical simulations) the dependence of the system’s behaviour on the
parameter rm. We will only consider the extreme cases in which such parameter is very
large or very small. The intermediate value case, while very interesting since it allows for
coexistence of all species, is much more challenging to study analytically and will not
be considered here. In Section 2 we recall the basic properties of the solutions of the
m-species competition-diffusion system. In Section 3 we will study the scalar case m = 1,
i.e., the Fisher-KPP equation, and its limiting behaviour. In Section 4 we consider the
case in which rm is large and show that the first m− 1 species become extinct. We study
this case first as a singular limit problem, keeping the time instant fixed and letting rm
go to infinity, and then as a large-time problem, choosing rm sufficiently large but finite
and studying the behaviour of the solutions as time goes to infinity. In Section 5 we
study in the same way the case where rm is small and the m-th species disappears.
2 Basic properties of the m-species competition-diffusion
system
Let us consider the following initial value problem (P) for the m-species competition-
diffusion system:
∂tui = di ∆ui +
ri − m∑
j=1
bijuj
 ui in Ω× (0,∞) , for all i = 1, . . . ,m, (CD)
∂νu = 0 on ∂Ω× (0,∞) , (BC)
u(x, 0) = u0(x) for all x ∈ Ω, (IC)
where
• Ω is an open and bounded subset of Rn with smooth boundary ∂Ω;
• u = (u1, . . . , um) : Ω× [0,∞)→ Rm is the vector-valued function representing the
species densities;
• di > 0, i = 1, . . . ,m, are the diffusion coefficients, representing the degree of motility
of each species;
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(a) Simulation for r4 = 7. The invasion is successful and the native species are driven
extinct.
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(b) Simulation for r4 = 0.3. The invasion fails and u4 goes extinct. For this particular
choice of parameters, the remaining species are able to coexist and no additional
extinction occurs.
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(c) Simulation for r4 = 1. The invasion succeeds, but the native species are not
completely replaced and coexist with the invader.
Figure 1 Numerical simulation of an ecosystem originally inhabited by three native species
ui, i = 1, 2, 3, which is being invaded by a fourth exotic species u4 from the left side. Species
densities are expressed as a fraction of the corresponding carrying capacity, i.e., the maximum
density of each given species the environment can support in absence of its competitors. Each
row represents a run with the same initial conditions but different values of r4, the intrinsic
growth rate of u4. The other parameters are given by d1 = 1.90, d2 = 1.85, d3 = 0.89,
d4 = 1.70, r1 = r2 = r3 = 1, b11 = b22 = b33 = b44 = 1, b12 = 0.70, b13 = 1.67, b14 = 0.44,
b21 = 1.73, b23 = 0.81, b24 = 0.16, b31 = 0.26, b32 = 1.81, b34 = 0.99, b41 = 0.78, b42 = 0.10,
b43 = 0.94.
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• ri > 0, i = 1, . . . ,m, are the intrinsic growth rates, representing the rate of growth
of each species in absence of competition (both inter- and intra-specific);
• bii > 0, i = 1, . . . ,m, are the intra-specific competition coefficients, which measure
the strength of the competition between members of the same species;
• bij ≥ 0, i, j = 1, . . . ,m, i 6= j, are the inter-specific competition coefficients, which
measure the strength of the competition between members of different species;
• (BC) are zero-flux boundary conditions, where ν is the unit vector normal to ∂Ω,
which model the fact that the ecosystem is closed and emigration/immigration is
impossible;
• u0 ∈ C(Ω,Rm) is a given initial condition such that u0 ≥ 0.
Remark 1. In this paper we are concerned with the case of competition in a homogeneous
environment and thus we will suppose that all parameters are constant in space and time.
Remark 2. The value ri/bii is the carrying capacity of the i-th species, i.e., the maximum
density of that species that the ecosystem can support in absence of inter-specific
competition. In particular, if only one species is present, it will eventually reach its
carrying capacity. This is a well known property of (P) for m = 1, i.e., the initial value
problem for the Fisher-KPP equation, and will be reviewed in Section 3.
Regarding the solutions of problem (P), we have the following result.
Theorem 3. Problem (P) has a unique classical solution, namely a function u such that
u ∈ C(Ω× [0,∞) ,Rm) ∩ C2,1(Ω× (0,∞) ,Rm),
which satisfies (CD) pointwise, along with the boundary and initial conditions (BC) and
(IC), respectively. Moreover, for every i = 1, . . . ,m we have
0 ≤ ui ≤ max
{
ri
bii
, ‖u0,i‖C(Ω)
}
=: Mi in Ω× [0,∞) . (1)
In particular, for every i = 1, . . . ,m such that u0,i is not identically equal to zero, we
have that
ui > 0 in Ω× (0,∞) , (2)
and, for every i = 1, . . . ,m such that u0,i ≤ ri/bii and u0,i is not identically equal to
ri/bii, we have that
ui <
ri
bii
in Ω× (0,∞) .
Proof. The existence of a local solution with the required regularity follows from [9,
Proposition 7.3.2]. In order to show global existence, it is then sufficient to prove that
(1) holds. First, for every i = 1, . . . ,m, we apply the comparison principle to the i-th
equation in (CD). By comparing ui with the constant function 0 we can show that ui ≥ 0
on the domain of definition. Then, by using the non-negativity of all ui, i = 1, . . . ,m, we
can apply the comparison principle again for ui and the constant function Mi, completing
the proof of (1). The last part of the theorem follows from the strong comparison
principle.
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3 The scalar case
We start by studying the scalar case, in which (P) reduces to the scalar Fisher-KPP
equation. We first recall the explicit solution for the case when diffusion is absent, i.e.,
for a logistic-type ordinary differential equation. Using this formula we give uniform
in space bounds from above and below for solutions of the Fisher-KPP equation with
constant coefficients. Finally, we introduce a non-constant term K to the expression for
the growth rate and give bounds for the resulting scalar reaction-diffusion equation. The
results obtained for this last form of the Fisher-KPP equation will then be applicable
directly to each scalar equation in (P) by taking K to be equal to the total effect of
inter-specific competition.
The logistic ordinary differential equation models the growth of a population in presence
of intra-specific competition. If the initial population is non-zero, then the population
density will tend monotonically to the carrying capacity. For reasons that will become
apparent later, we also need to treat the case in which the growth rate is negative, which
results in the population going extinct. These results are formalized in the lemma below,
along with singular limit results for the growth rate going to ±∞.
Lemma 4 (Explicit form of logistic growth). Let W (r,b)(t,W0) be the solution of the
following initial value problem for the logistic-type ordinary differential equation{
Wt = (r − bW )W, in (0,∞) ,
W (0) = W0,
(3)
where b > 0 and W0 ≥ 0. If W0 = 0, then W ≡ 0. If W0 = r/b, then W ≡ r/b. If r = 0,
then
W (0,b)(t,W0) =
W0
bW0 t+ 1
.
If r 6= 0 instead (either r > 0 or r < 0), we have
W (r,b)(t,W0) =
r/b
1 +
(
r/b
W0
− 1
)
e−r t
.
Moreover, if r > 0 we have that
lim
t→∞W
(r,b)(t,W0) =
r
b
, (4)
where the convergence is monotone. In particular, W (r,b)(t,W0) is increasing in t if
W0 < r/b and decreasing in t if W0 > r/b. If r ≤ 0 instead, then
lim
t→∞W
(r,b)(t,W0) = 0, (5)
where the convergence is monotone decreasing.
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Finally, for every δ > 0 we have
lim
r→−∞
∥∥∥W (r,b)(t,W0)∥∥∥C([δ,∞)) = 0, (6)
lim
r→∞
∥∥∥∥∥W (r,b)(t,W0)r/b − 1
∥∥∥∥∥
C([δ,∞))
= 0. (7)
We now add diffusion to problem (3), considering the problem of the logistic growth of
a population which moves randomly in space. The resulting partial differential equation is
the well-known Fisher-KPP equation and its limiting behaviour is essentially unchanged
from (3): if the growth rate is positive and the initial data non-zero, then solutions will
tend to the carrying capacity r/b; if instead the growth rate is negative, the population
will go extinct. This is a well known property but nonetheless we give a full proof here,
since we believe that it is a good introduction to the m-species case that will be studied
in the following sections. First, we prove that the higher the growth rate the faster the
population will grow and then we give lower and upper bounds to constrain the solutions,
which allows us to finally prove the convergence to the limit solution.
We will denote by w(r,b,d,0)(x, t, w0) the unique classical solution of the initial value
problem (F-KPP) for (CD) in the case m = 1, that is, the Fisher-KPP equation
wt = d∆w + (r − bw)w in Ω× (0,∞) , (8)
with zero-flux boundary conditions on ∂Ω and non-negative initial conditions w0 ∈ C(Ω).
The reason behind the final 0 superscript will become clear later. In the Fisher-KPP
equation (8) we suppose that d ≥ 0 and b > 0, but as in the logistic equation (3) we allow
r to be arbitrary, possibly negative. Even in the case of negative growth rates, it is easy
to check that the results of Theorem 3 (case m = 1) still hold, so that w(r,b,d,0)(x, t, w0)
is well-defined for any choice of r ∈ R.
Lemma 5. Let w(r,b,d,0)(x, t, w0) be the solution of problem (F-KPP) with initial data
w0 non-negative. Then, w
(r,b,d,0)(x, t, w0) is non-decreasing in r.
Proof. We will apply the comparison principle. Let r′ > r′′ arbitrary. The functions
w(r
′,b,d,0)(x, t, w0) and w
(r′′,b,d,0)(x, t, w0) solve (8) with r = r
′ and r = r′′ respectively.
Moreover, since such solutions are non-negative by (1), w(r
′,b,d,0)(x, t, w0) is a upper
solution of problem (F-KPP) with r = r′′. Then, w(r′,b,d,0)(x, t, w0) ≥ w(r′′,b,d,0)(x, t, w0)
for every (x, t) ∈ Ω× [0,∞).
Theorem 6. Let w(r,b,d,0)(x, t, w0) be the classical solution of problem (F-KPP) with w0
non-negative and not identically equal to zero. Then,
(i) if r > 0, the function w(r,b,d,0)(x, t, w0) converges to r/b uniformly on Ω as t→∞;
(ii) if r ≤ 0, the function w(r,b,d,0)(x, t, w0) converges to 0 uniformly on Ω as t→∞;
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(iii) for any arbitrary δ > 0, we have
lim
r→−∞
∥∥∥w(r,b,d,0)(x, t, w0)∥∥∥C(Ω×[δ,∞)) = 0, (9)
lim
r→∞
∥∥∥∥∥w(r,b,d,0)(x, t, w0)r/b − 1
∥∥∥∥∥
C(Ω×[δ,∞))
= 0. (10)
Proof. The proof consists in finding a couple of uniform in space bounds for the solution
of problem (F-KPP) by using the solutions to the logistic-type ordinary differential
equation (3). Then, the results will follow from the convergence properties stated in
Lemma 4.
Fix δ > 0 and choose τ ∈ (0, δ). Let
W¯0 = max
x∈Ω
w0(x),
W
(r)
0 = min
x∈Ω
w(r,b,d,0)(x, τ, w0).
We have used the superscript (r) to highlight the dependence on the growth rate r. Since
we supposed that w0 is not identically equal to zero, we have that W¯0 > 0. Moreover, by
(2) we also get W
(r)
0 > 0 for every r ∈ R and every choice of τ > 0. We remark that this
is not necessarily the case when τ = 0.
Then, by the comparison principle, for every (x, t) ∈ Ω× [τ,∞) we have that
W (r,b)(t− τ,W (r)0 ) ≤ w(r,b,d,0)(x, t, w0) ≤W (r,b)(t, W¯0), (11)
where W (r,b)(t,W0) is defined as in Lemma 4. Then, points (i) and (ii) immediately
follow from (4) and (5), respectively. Assertion (9) is an immediate consequence of (11)
and (6).
We will now prove (10). Thanks to (11), it is sufficient to prove it separately for the
lower and upper bound. For the lower bound some extra care is needed since the initial
value W
(r)
0 depends on r. However, this difficulty can be easily overcome by observing
that W
(r)
0 is increasing in r by Lemma 5. In particular, Lemma 5 implies that
w(1,b,d,0)(x, τ, w0) ≤ w(r,b,d,0)(x, τ, w0), for all x ∈ Ω, for all r > 1,
so that W
(1)
0 ≤W (r)0 for all r > 1.
Then, by the comparison principle applied to the initial value problem for the logistic-
type differential equation (3), we have that
W (r,b)(t− τ,W (1)0 ) ≤W (r,b)(t− τ,W (r)0 ), for all t ≥ 0, for all r ≥ 1.
This means that for r large enough the inequalities (11) imply that
W (r,b)(t− τ,W (1)0 ) ≤ w(r,b,d,0)(x, t, w0) ≤W (r,b)(t, W¯0).
Since δ > τ and the initial value W
(1)
0 does not depend on r, the left hand side divided
by r/b converges to 1 uniformly on Ω× [δ,∞) by (7). The same can be said for the right
hand side and so the proof of (10) is complete.
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We will now subtract a time and space dependent term K(x, t) ≥ 0 from the growth
rate of the Fisher-KPP equation. Such term may for example represent the competitive
interaction with other species, which results in a lowered growth rate. The equation
which we obtain will be a general form of the equations in (CD) and will be useful in
studying the full system in the next sections. Due to the non-constant effect of the term
K, the solution will not always converge as t→∞ as is the case for problem (F-KPP),
only doing so when the growth rate is small enough. In the other cases, we will only
be able to show that in the long run the solution stays between two time-independent
bounds.
We will denote by w(r,b,d,K)(x, t, w0) the classical solution (if it exists) of the initial
value problem (F-KPP-K) for the following reaction-diffusion equation
wt = d∆w + (r −K − bw)w in Ω× (0,∞) , (12)
with zero-flux boundary conditions on ∂Ω and non-negative initial conditions w0 ∈ C(Ω).
In (12) we suppose that d ≥ 0, r > 0 and b > 0 and that the bounded function K = K(x, t)
is non-negative. In the case K ≡ 0, equation (12) reduces to the standard Fisher-KPP
equation (8).
Remark 7. For the sake of brevity, we do not discuss under which conditions on K the
classical solution of problem (F-KPP-K) exists. This will not be a problem, since we will
always apply the results of this section to single components of the vector solution u of
problem (P), whose existence is guaranteed by Theorem 3.
However, in order to correctly introduce the symbol w(r,b,d,K)(x, t, w0), we need at
least to know that the classical solution of problem (F-KPP-K) is unique if it exists.
This can be easily proven in a completely standard way. Let w1 and w2 be two classical
solutions of problem (F-KPP-K) for the same initial data w0. We will show that they
must coincide, thus proving the uniqueness of the classical solution. By substituting
w = w1 and w = w2 in (12) and subtracting the resulting equations, we obtain
ϕt = d∆ϕ+ (r −K)ϕ− b (w1 + w2)ϕ,
where ϕ = w1 − w2. By multiplication of each side by ϕ we get that
ϕϕt = dϕ∆ϕ+ (r −K)ϕ2 − b (w1 + w2)ϕ2 ≤ dϕ∆ϕ+ r ϕ2,
where the inequality holds since w1, w2 ≥ 0 by the comparison principle and K ≥ 0 by
hypothesis. By integration on Ω and Green’s first identity, we have
1
2
d
dt
‖ϕ(t)‖2L2(Ω) =
∫
Ω
ϕϕt ≤ d
∫
Ω
ϕ∆ϕ+ r
∫
Ω
ϕ2
= −d
∫
Ω
(∇ϕ)2 + r
∫
Ω
ϕ2 ≤ r‖ϕ(t)‖2L2(Ω).
Then, the application of the Gronwall lemma yields that
‖ϕ(t)‖L2(Ω) ≤ e
1
2
rt‖ϕ(0)‖L2(Ω).
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Since the initial value is the same for both w1 and w2, we have that ϕ(0) = w1(0)−w2(0) ≡
0 from which we conclude that ϕ is identically zero at all times, which means that w1
and w2 coincide.
Theorem 8. Let w(r,b,d,K)(x, t, w0) be the classical solution (if it exists) of problem (F-
KPP-K) with w0 non-negative and not identically equal to zero. Let δ > 0 arbitrary and
let K and K¯ be such that 0 ≤ K ≤ K(x, t) ≤ K¯ for every (x, t) ∈ Ω× [δ,∞). Then, for
every (x, t) ∈ Ω× [δ,∞) we have that
w(r−K¯,b,d,0)(x, t, w0) ≤ w(r,b,d,K)(x, t, w0) ≤ w(r−K,b,d,0)(x, t, w0), (13)
Moreover, we have that
(i) if r ≤ K, then w(r,b,d,K)(x, t, w0) converges to 0 uniformly on Ω as t→∞;
(ii) if K < r ≤ K¯, then
0 ≤ lim inf
t→∞
min
x∈Ω
w(r,b,d,K)(x, t, w0)
≤ lim sup
t→∞
max
x∈Ω
w(r,b,d,K)(x, t, w0) ≤ r −K
b
;
(iii) if r > K¯, then
r − K¯
b
≤ lim inf
t→∞
min
x∈Ω
w(r,b,d,K)(x, t, w0)
≤ lim sup
t→∞
max
x∈Ω
w(r,b,d,K)(x, t, w0) ≤ r −K
b
;
(iv) if the upper bound K¯ can be chosen independently of r for r sufficiently large and
if the solution w(r,b,d,K)(x, t, w0) exists for all r sufficiently large, then it holds that
lim
r→∞
∥∥∥∥∥w(r,b,d,K)(x, t, w0)r/b − 1
∥∥∥∥∥
C(Ω×[δ,∞))
= 0.
Proof. We start by proving (13). First, observe that w(r,b,d,K)(x, t, w0) ≥ 0 by the
comparison principle, since w0 ≥ 0 and the constant function 0 is a solution of (12). As
a consequence, by using the fact that r − K¯ ≤ r ≤ r −K by hypothesis, we obtain that
d∆w +
(
r − K¯ − bw)w ≤ wt = d∆w + (r −K − bw)w,
d∆w + (r −K − bw)w = wt ≤ d∆w + (r −K − bw)w,
where we have let w = w(r,b,d,K)(x, t, w0) for the sake of brevity. This means that
w(r,b,d,K)(x, t, w0) is respectively a upper solution of problem (F-KPP) with growth rate
equal to r− K¯ and a lower solution of problem (F-KPP) with growth rate equal to r−K,
so that we have (13) by the comparison principle.
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From (13), by taking the minimum over Ω for the lower bound and the maximum over
Ω for the upper bound, we get
min
x∈Ω
w(r−K¯,b,d,0)(x, t, w0) ≤ min
x∈Ω
w(r,b,d,K)(x, t, w0)
≤ max
x∈Ω
w(r,b,d,K)(x, t, w0)
≤ max
x∈Ω
w(r−K,b,d,0)(x, t, w0).
We can take the liminf on both sides of the leftmost inequality and the limsup on both
sides of the rightmost inequality, obtaining that
lim
t→∞
min
x∈Ω
w(r−K¯,b,d,0)(x, t, w0) ≤ lim inf
t→∞
min
x∈Ω
w(r,b,d,K)(x, t, w0)
≤ lim sup
t→∞
max
x∈Ω
w(r,b,d,K)(x, t, w0)
≤ lim
t→∞
max
x∈Ω
w(r−K,b,d,0)(x, t, w0).
We remark that in the case of the lower and upper bounds, which are solutions of
the Fisher-KPP equation (8), the liminf can be reduced to a regular limit thanks to
Theorem 6. In the case of the solutions to problem (F-KPP-K), the limit may in general
not exist. In particular, Theorem 6 allows us to write explicitly the limit values, yielding
max
{
r − K¯
b
, 0
}
≤ lim inf
t→∞
min
x∈Ω
w(r,b,d,K)(x, t, w0)
≤ lim sup
t→∞
max
x∈Ω
w(r,b,d,K)(x, t, w0) ≤ max
{
r −K
b
, 0
}
. (14)
Then, points (i), (ii) and (iii) are just specialization of (14) for different values of r.
Finally, point (iv) follows from point (iii), since we have that
lim
r→∞
(r − K¯)/b
r/b
= 1 and
r −K
b
≤ r
b
,
where the limit holds thanks to K¯ being independent of r.
4 Behaviour when rm is large
In this section we study the behaviour of the solutions of (P), the m-species competition-
diffusion system, when one of the species has a very large intrinsic growth rate. Without
any loss of generality we can suppose this species to be the m-th one, having growth
rate rm. From ecological considerations we expect all other species to become extinct,
while the density of the m-th one, left alone, reaches its carrying capacity. In Theorem 9
we show that all species but the m-th one go to zero uniformly in space and time if we
let rm tend to infinity. Then, in Theorem 11 we show that extinction of the first m− 1
species also occurs as t tends to infinity if rm is large enough (but still finite).
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In this and the following sections we will denote by Ki the total effect on the growth
rate of the i-th species by the inter-specific competition with the other species. Namely,
Ki(x, t) =
m∑
j=1
j 6=i
bijuj(x, t),
so that (CD) becomes
∂tui = di ∆ui + (ri −Ki − biiui)ui in Ω× (0,∞) , for all i = 1, . . . ,m. (15)
This form allows us to see more clearly that we can apply Theorem 8 to each equation in
(15). In particular, using the notation introduced in the previous section, we have
ui(x, t) = w
(ri,bii,di,Ki)(x, t, u0,i), for all i = 1, . . . ,m. (16)
Now we show that in the limit for rm →∞ the m-th species will converge uniformly
to its carrying capacity, while the others will converge to 0. We remark that in order to
prove the extinction of the i-th species, for i = 1, . . . ,m− 1, it is necessary to suppose
that bim > 0. If this were not the case, the i-th species would not be affected directly by
the m-th one. It would still be affected indirectly through the other species, but, since
no species can be benefited by a stronger invader and since all inter-species interactions
are competitive, the i-th species is never penalized by higher densities of the m-th one.
Theorem 9. Let u be the classical solution of (P) with non-negative initial data u0 ∈
C(Ω,Rm) such u0,m is not identically zero. Suppose that bim > 0 for every i = 1, . . . ,m−1.
Then, for every δ > 0 we have that
lim
rm→∞
‖ui‖C(Ω×[δ,∞)) = 0 for all i = 1, . . . ,m− 1, (17)
lim
rm→∞
∥∥∥∥ umrm/bmm − 1
∥∥∥∥
C(Ω×[δ,∞))
= 0. (18)
Proof. Fix δ > 0. First, we prove (18), namely, that um will converge to its carrying capac-
ity uniformly as rm →∞. By (16), we have that um(x, t) = w(rm,bmm,dm,Km)(x, t, u0,m).
The value K¯ =
∑m−1
i=1 bmiMi, where Mi is defined as in Theorem 3, is an upper bound
for Km independent of rm. Then, by applying Theorem 8 (iv) we obtain (18).
We now prove (17), i.e., that all other components will tend to zero as rm tends to
infinity. Fix i ∈ {1, . . . ,m− 1}. By (16), we have that ui(x, t) = w(ri,bii,di,Ki)(x, t, u0,i).
For every (x, t) ∈ Ω× [δ,∞), the term Ki satisfies
Ki(x, t) =
m∑
j=1
j 6=i
bijuj(x, t) ≥ bimum(x, t) ≥ bim inf
(x,t)∈Ω×[δ,∞)
um(x, t) =: Ki ≥ 0.
The lower bound Ki depends on the value of the parameter rm and by (18) and the strict
positivity of bim it holds that limrm→∞Ki =∞.
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By the upper bound (13) in Theorem 8, for every (x, t) ∈ Ω× [δ,∞) we have that
ui(x, t) = w
(ri,bii,di,Ki)(x, t, u0,i) ≤ w(ri−Ki,bii,di,0)(x, t, u0,i).
Since limrm→∞ (ri −Ki) = −∞, we can conclude by (9) that the right hand side converges
uniformly to 0 on Ω× [δ,∞), and thus so does ui, concluding the proof of (17).
Lemma 10. Let u be the classical solution of (P) with non-negative initial data u0 ∈
C(Ω,Rm). Then, for every ε > 0 there exists a time t1 = t1(ε) ≥ 0 such that
sup
(x,t)∈Ω×[t1,∞)
ui(x, t) <
ri
bii
+ ε,
for all i = 1, . . . ,m.
Proof. Fix i ∈ {1, . . . ,m}. By (16) we have ui(x, t) = w(ri,bii,di,Ki)(x, t, u0,i). Then, since
K := 0 is always a lower bound for Ki, by applying Theorem 8 (ii) we have that
lim sup
t→∞
max
x∈Ω
ui(x, t) ≤ ri
bii
.
In particular, this means that there exists t1,i = t1,i(ε) ≥ 0 such that
sup
(x,t)∈Ω×[t1,i,∞)
ui(x, t) <
ri
bii
+ ε.
Then, we can conclude by taking t1 = max
m
i=1 t1,i.
Theorem 11. Under the same hypotheses of Theorem 9, there exists r∗ > 0, independent
of the initial conditions u0, such that for every rm > r∗ we have that
(i) the function ui converges to zero uniformly on Ω as t→∞, for all i = 1, . . . ,m−1;
(ii) the function um converges to rm/bmm uniformly on Ω as t→∞.
Proof. We define
K¯δ :=
m−1∑
i=1
bmi
(
ri
bii
+ δ
)
,
r˜δ := K¯δ + bmm max
j=1,...,m−1
rj
bjm
. (19)
We will show that for all rm > r˜0 and for all initial values u0 the assertions (i) and (ii)
hold, so that we can take r∗ = r˜0.
Fix rm > r∗ = r˜0. Since r˜δ is continuous in δ, we can find δ > 0 sufficiently small
such that rm > r˜δ. First, we show that the solution becomes bounded independently
of the initial data. This is done by applying Lemma 10, obtaining that there exists
t1 = t1(δ) ≥ 0 such that
sup
(x,t)∈Ω×[t1,∞)
ui(x, t) <
ri
bii
+ δ, for all i = 1, . . . ,m. (20)
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The next step is to show that the density of the m-th species will become larger
than (r˜δ − K¯δ)/bmm for large times. By equation (16), we have that um(x, t) =
w(rm,bmm,dm,Km)(x, t, u0,m). From (20) we get that the value K¯δ is an upper bound
for Km =
∑m−1
i=1 bmiui. Moreover, since bmm > 0 and ri > 0 for every i = 1, . . . ,m− 1,
by definition of r˜δ we have rm > r˜δ > K¯δ. Then, by applying Theorem 8 (iii) we obtain
that
r˜δ − K¯δ
bmm
<
rm − K¯δ
bmm
≤ lim inf
t→∞
min
x∈Ω
um(x, t).
This means that there exists t2 ≥ t1 such that for all (x, t) ∈ Ω× [t2,∞) it holds that
um(x, t) ≥ r˜δ − K¯δ
bmm
. (21)
Now we prove (i), i.e., that the first m− 1 species will disappear in the long run. This
is possible since the lower bound (21) that we found for um is large enough to make the
total growth rates of the first m− 1 species all negative. Fix i ∈ {1, . . . ,m− 1}. By (16),
we have that ui(x, t) = w
(ri,bii,di,Ki)(x, t, u0,i). In view of the lower bound (21) and of the
definition (19), on the set Ω× [t2,∞) the term Ki satisfies
Ki =
m∑
j=1
j 6=i
bijuj ≥ bimum ≥ bim r˜δ − K¯δ
bmm
≥ bim max
j=1,...,m−1
rj
bjm
≥ ri.
Then, we can choose Ki := ri as a lower bound for Ki and we deduce (i) from Theo-
rem 8 (i).
Finally, we prove (ii). Since we have shown that the first m − 1 will go extinct for
large times, we can now show that the last species is free to reach its carrying capacity.
Fix ε > 0 arbitrarily small. By (i) there exists t3 ≥ t2 such that ui(x, t) ≤ ε for all
(x, t) ∈ Ω× [t3,∞) and all i = 1, . . . ,m− 1. Then, for every (x, t) ∈ Ω× [t3,∞), we have
0 ≤ Km(x, t) =
m−1∑
i=1
bmiui(x, t) ≤ ε
m−1∑
i=1
bmi =: K¯
(ε).
Since rm > K¯
(ε) for ε small enough, we can apply Theorem 8 (iii) to obtain
rm − K¯(ε)
bmm
≤ lim inf
t→∞
min
x∈Ω
um(x, t) ≤ lim sup
t→∞
max
x∈Ω
um(x, t) ≤ rm
bmm
.
Since K¯(ε) tends to 0 as ε→ 0 and ε is arbitrary, we conclude (ii).
5 Behaviour when rm is small
In this section we study the behaviour of (P) in the case rm is very small. Our ecological
intuition tells us that the last species will disappear and the behaviour of the other species
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will be described by a (m− 1)-species competition-diffusion system (which may, or may
not, allow for coexistence). As in Section 4, we first examine a singular limit problem
in which time is bounded and the parameter rm tends to zero. Then, we will consider
the large-time behaviour of (P) in the case where rm is small but positive. In the latter
case we will be able to prove our ecologically-motivated prediction only in the case that
all diffusion coefficients are equal. This additional assumption is due to mathematical
reasons and we expect that the same result also holds in the case of unequal diffusivities.
Theorem 12. Let u0,m = u0,m(rm) ∈ C(Ω) be such that
0 ≤ u0,m ≤ rm
bmm
in Ω. (22)
Let u = (v, um) be the classical solution of (P), with initial data u0 = (v0, u0,m) such
that v0 ∈ C(Ω,Rm−1) is non-negative and independent of rm. Then, for every δ, T such
that 0 < δ < T , the solution u converges to (v̂, 0) uniformly on Ω × [δ, T ] as rm → 0,
where v̂ is the classical solution of the initial value problem for the (m − 1)-species
competition-diffusion system
∂tv̂i = di ∆v̂i +
ri − m−1∑
j=1
bij v̂i
 v̂i in Ω× (0,∞) , for all i = 1, . . . ,m− 1, (23)
with zero-flux boundary conditions on ∂Ω and initial conditions v̂(x, 0) = v0(x) for every
x ∈ Ω. Moreover, the following error estimates hold
‖v − v̂‖L∞(0,T ;L2(Ω,Rm−1)) ≤ C rm, (24)
‖um‖C(Ω×[0,T ]) ≤
rm
bmm
, (25)
where C > 0 is independent of rm and δ.
Proof. We first observe that (25) immediately follows from (1) and (22), since they imply
that for every rm > 0 we have
0 ≤ um ≤ rm
bmm
in Ω× [0, T ] . (26)
In particular, this means that um → 0 uniformly on Ω× [δ, T ] as rm → 0.
Now we will prove convergence of the first m− 1 components. In this proof we will
denote by 〈·, ·〉 and |·| the scalar product and the norm of L2(Ω,Rm−1) respectively. For
simplifying the computation, we will use the following vector notation for the system
(23):
v̂t = D∆v̂ + f(v̂, 0) in Ω× (0, T ) , (27)
where D = diag {d1, . . . , dm−1} is the diagonal diffusion matrix and f : Rm → Rm−1 is
the reaction term defined as
fi(v̂, um) =
ri − m−1∑
j=1
bij v̂i − bimum
 v̂i, i = 1, . . . ,m− 1.
15
It can be easily seen that v satisfies instead
vt = D∆v + f(v, um) in Ω× (0, T ) . (28)
Let ϕ = v − v̂. By subtracting (28) and (27) we get
ϕt = D∆ϕ+ f(v, um)− f(v̂, 0).
By taking the scalar product by ϕ in L2(Ω,Rm−1), i.e., by multiplication by ϕ and
integration on Ω, we obtain
1
2
d
dt
|ϕ|2 = 〈ϕt,ϕ〉 = 〈D∆ϕ,ϕ〉+ 〈f(v, um)− f(v̂, 0),ϕ〉 . (29)
By Green’s first identity we have
−〈D∆ϕ,ϕ〉 = 〈D∇ϕ,∇ϕ〉 ≥ dmin 〈∇ϕ,∇ϕ〉 = dmin |∇ϕ|2 ≥ 0, (30)
where dmin = min
m−1
i=1 di, and thus
d
dt
|ϕ|2 ≤ 2 |f(v, um)− f(v̂, 0)| |ϕ| ≤ |f(v, um)− f(v̂, 0)|2 + |ϕ|2,
where in the first inequality we have applied (30) and the Cauchy-Schwarz inequality to
(29).
In the rest of the proof we will suppose that rm < 1; since we are considering the limit
for rm → 0, this can be done without any loss of generality. Then, since v0 is independent
of rm, it follows from (1) that (v, um) assumes values in a bounded set D independent of
rm. Since f is smooth, its restriction to D is Lipschitz continuous. Then, there exists
C ′ > 0 independent of rm such that
d
dt
|ϕ|2 ≤ C ′|(v, um)− (v̂, 0)|2 + |ϕ|2 ≤ C ′|(ϕ, um)|2 + |ϕ|2
= C ′
(
|ϕ|2 + |um|2
)
+ |ϕ|2 ≤ (C ′ + 1) |ϕ|2 + C ′
(
rm
bmm
)2
|Ω| ,
where (26) has been substituted in the last inequality. By applying the Gronwall lemma
and using the fact that |ϕ(0)| = 0 since the initial data is the same for both v and v̂, we
obtain
|ϕ(t)|2 ≤ C
′
C ′ + 1
(
rm
bmm
)2
|Ω|
(
e(C
′+1)t − 1
)
.
Then, for C such that C2 = C ′ b−2mm |Ω| (e(C
′+1)T −1)/(C ′+1) we have that |ϕ(t)| ≤ C rm
for all t ∈ (0, T ), from which the error estimate (24) follows. As a consequence, we have
that v → v̂ in L∞(0, T ;L2(Ω,Rm−1)) as rm → 0.
Moreover, it follows from [9, Theorem 5.1.17] that for every α ∈ (0, 1) there exists a
positive constant C ′′ independent of rm such that
‖v‖Cα,α2 (Ω×[δ,T ]) ≤ C ′′.
Thus {v} is bounded and equicontinuous in C(Ω× [δ, T ]). Applying the Ascoli-Arzela`
theorem, we deduce that v converges uniformly to v̂ on Ω× [δ, T ] as rm → 0.
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We expect that the m-th species will become extinct in the long run even if rm is
positive but sufficiently small. We give a proof of this fact under the additional assumption
that the total density
∑m
i=1 ui becomes bounded from below by a strictly positive value
for large enough times. Such a property roughly means that, at any given space position,
at least one species will survive in the long run, which seems to be a reasonable outcome
for the mathematical model of species competition (CD). Such lower bounds have been
recently proved for the one-dimensional traveling wave equation associated to (CD) by
using an N-barrier comparison principle [2], but, as far as we are aware of, the proof for
the parabolic case is still an open problem. However, if all diffusion coefficients are equal,
we can apply the comparison principle and easily obtain a lower bound.
Lemma 13. Let u be a classical solution of (P) with a non-negative initial function u0
not identically equal to zero, equal diffusion coefficients d1 = · · · = dm = d and intrinsic
growth rates ri depending on space and time. Moreover, suppose that the ri’s are bounded
away from zero, that is, for each i = 1, . . . ,m there exists ri,min > 0 such that ri ≥ ri,min
in Ω× [0,∞).
Let β ∈ Rm be such that βi > 0 for all i = 1, . . . ,m and let ϕ =
∑m
i=1 βiui. Then, there
exists ξ > 0 such that for every δ ∈ (0, ξ) there exists t2 = t2(δ) > 0 such that ϕ > ξ − δ
in Ω× [t2,∞). Moreover, we can choose ξ independent of the initial condition u0 and
depending on the growth rates ri only through their lower bounds ri,min. A possible choice
of the constant ξ is given by
ξ =
(
min
i=1,...,m
ri,min
)(
min
i,j=1,...,m
βj
bij
)
.
Remark 14. We cannot let any βi be equal to zero, because a priori we do not know
which subset of the species will not go extinct.
Remark 15. We will not discuss the existence and uniqueness of classical solutions of
problem (P) in the case the growth rates are allowed to depend on space and/or time.
As was the case for problem (F-KPP-K), this is not really needed since we will always
apply Lemma 13 to a subset of a solution of problem (P) with constant growth rates,
whose existence and uniqueness was already established in Theorem 3.
Proof. By multiplying the equation for ui in (CD) by βi for all i = 1, . . . ,m and then
summing the resulting equations we obtain
ϕt = d∆ϕ+
m∑
i=1
βi
ri − m∑
j=1
bijuj
ui. (31)
Let ϕ be the solution to the initial problem for the Fisher-KPP reaction-diffusion equation
ϕ
t
= d∆ϕ+ ρ
(
1− 1
ξ
ϕ
)
ϕ, (32)
where ρ, ξ > 0, with zero-flux boundary conditions on ∂Ω and initial conditions ϕ(x, 0) =
ϕ(x, 0) for all x ∈ Ω. Since u0 is not identically equal to zero and β > 0 componentwise,
we have that ϕ(x, 0) is not identically equal to zero in Ω.
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We want to find suitable values for ρ and ξ so that ϕ is an upper solution of the initial
value problem associated with (32). Since the initial and boundary conditions coincide,
we just need to find ρ and ξ such that
ϕt ≥ d∆ϕ+ ρ
(
1− 1
ξ
ϕ
)
ϕ.
By substituting (31), we see that this is true if and only if
ρ
(
1− 1
ξ
ϕ
)
ϕ ≤
m∑
i=1
βi
ri − m∑
j=1
bijuj
ui.
By expanding ϕ and performing the multiplications, this becomes
ρ
m∑
i=1
βiui − ρ
ξ
m∑
i,j=1
βiβjuiuj ≤
m∑
i=1
riβiui −
m∑
i,j=1
bijβiuiuj .
Then, in order for ϕ to be an upper solution, it suffices to have each of the sums on the
left-hand side smaller than the corresponding one on the right-hand side. For the first
sum, this is true if ρ ≤ ri in Ω× (0,∞) for every i = 1, . . . ,m. Since the ri are bounded
from below, this can be reduced to ρ ≤ ri,min for every i = 1, . . . ,m, which is satisfied by
ρ = minmi=1 ri,min. In a similar way, the second sum yields ξ = ρmin
m
i,j=1 βj/bij , where
the minimum is taken only on the indices such that bij > 0. Note that since ri,min, βi > 0
for all i = 1, . . . ,m, we also have ρ, ξ > 0.
Then, we obtain that ϕ ≥ ϕ by the comparison principle. Since ϕ = w(ρ,ρ/ξ,d,0) we can
apply Theorem 6 (i) obtaining that ϕ converges to ξ uniformly on Ω as t→∞. Since ϕ
is a lower bound for ϕ, we conclude that for all δ ∈ (0, ξ) there exists t2 = t2(δ) > 0 such
that ϕ > ξ − δ in Ω× [t2,∞).
We conclude by showing that, if the first m−1 diffusion coefficients are equal, the m-th
species will go extinct in the long run whenever its intrinsic growth rate rm is sufficiently
small. We remark that in the proof we do not actually use the equal diffusion hypothesis,
except in order to apply Lemma 13. Proving Lemma 13 in the case of unequal diffusion
coefficients (possibly with a different choice of ξ) is, to the best of our knowledge, still an
open problem, but it would allow us to immediately extend the following theorem to the
general case.
Theorem 16. Let u = (v, um) be the classical solution of (P) with non-negative initial
data u0 = (v0, u0,m) ∈ C(Ω,Rm) such that v0 is not identically equal to 0. Suppose that
d1 = · · · = dm−1 = d and that bmi > 0 for all i = 1, . . . ,m− 1.
Then, there exists r∗ > 0 independent of the initial data such that for every 0 ≤ rm < r∗
the function um converges to zero uniformly on Ω as t→∞.
Proof. We will first show by applying Lemma 13 that if rm is sufficiently small then
the first m − 1 species cannot all go extinct. In particular, their total density will be
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bounded from below, independently of the value of rm. The function u satisfies the
competition-diffusion system (CD), that is
∂tui = di ∆ui +
ri − m∑
j=1
bijuj
ui, for all i = 1, . . . ,m.
Let r˜i = ri − bimum for i = 1, . . . ,m − 1. Then, we rewrite the equations for the first
m− 1 species as
∂tui = d∆ui +
r˜i − m−1∑
j=1
bijuj
ui, for all i = 1, . . . ,m− 1, (33)
where the coupling with the m-th equations is now contained in the non-constant growth
rates r˜i’s. In order to apply Lemma 13 to (33), the r˜i’s must be bounded away from zero.
We will show that this is true, but only when rm is small enough and in general only for
times larger than a certain t1 ≥ 0.
First, we search for r], ρ, ε > 0 satisfying
ri − bim
(
rm
bmm
+ ε
)
> ρ, for all i = 1, . . . ,m− 1, for all rm ∈ [0, r]) .
In the case bim = 0 for all i = 1, . . . ,m− 1, we can choose ρ < minm−1i=1 ri and r] and ε
arbitrarily. Otherwise, bim > 0 for at least one i = 1, . . . ,m− 1 and we can take
r] = bmm
(
min
i=1,...,m−1
ri − ρ
bim
− ε
)
,
where the minimum is taken only on the indices i such that bim > 0. Since ri > 0 for all
i = 1, . . . ,m− 1, if we take ρ and ε sufficiently small we have that r] is strictly positive
as required. Note that r], ρ and ε can be chosen independently of the initial data u0.
Now suppose that rm < r]. By Lemma 10 there exists a time t1 = t1(ε) ≥ 0 such that
um <
rm
bmm
+ ε in Ω× [t1,∞) ,
and thus, for all i = 1, . . . ,m− 1, we have that
r˜i > ri − bim
(
rm
bmm
+ ε
)
> ρ in Ω× [t1,∞) .
We have thus obtained a lower bound for r˜i, i = 1, . . . ,m− 1, which is satisfied when t
is large enough and which is independent of the choice of rm ∈ [0, r]) and of the initial
conditions.
Then, we apply Lemma 13 to the (m− 1)-species competition-diffusion system (33)
with βi = bmi > 0, i = 1, . . . ,m− 1, restarting time from the time t1. This is possible
because of the lower bound for the intrinsic growth rates just obtained and thanks to
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the fact that v(·, t1) is not identically zero by (2). As a result, there exists a value ξ > 0
(independent of rm and of the initial conditions u0) and a time t2 such that
m−1∑
i=1
bmiui > ξ in Ω× [t2,∞) . (34)
We set r∗ = min {r], ξ} or, in the case r] could be chosen arbitrarily, r∗ = ξ. As the
last step, we need to show that if rm ∈ [0, r∗) the m-th species disappears as t→∞. By
(16), we have that um(x, t) = w
(rm,bmm,dm,Km)(x, t, u0,m). By (34) and the definition of
r∗, we have that Km =
∑m−1
i=1 bmiui > ξ ≥ r∗ > rm in Ω × [t2,∞). Then, the proof is
completed by applying Theorem 8 (i) with the lower bound K := ξ for Km.
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