The The purpose of this paper is to evaluate the performance of a PMP FWA system in the context of today's packet based IntServ infiastructure. The evaluation takes into account three scheduling algorithms (FIFO, strict priority, and lead-time) in a number of dgerent configurations. This paper also proposes a set of mechanisms that can be introduced into the IntSew pamework to support the lead-time scheduling algorithm.
INTRODUCTION

Real-Time Packet Traffic in the Packetbased Network
The IP protocol, although very well engineered for -non-real-time traffic, does not stand up to the challenge in the context of today's data traffic imposed by the latest consumer trends. This is because the traditional packet routing mechanisms are based on the best effort service [l] , which is well suited for applications with lax demands for timely and predictable packet delivery. In such a network, the protocols at the transport layer are responsible for timely packet delivery [2], very frequently discarding those which have been received after a short period of congestion, or delivering to the application data packets that have lost relevance in the temporal context of the data stream.
The protocols for negotiating the QoS such as RSVP [3] of the IntServ [4] framework, allow the application to specify the timing requirements of the stream, including the allowed tolerance for the jitter, packet loss, and the packet trip time.
However, these parameters are established at each hop without the a-priori knowledge about the actual amount of time that the packet is going to spend at each individual hop along the path of the stream. The scheduling algorithms, such as EDF, WFQ and different variants of Round-Robin [5] try to approximate the amount of time that a packet should spend in a local router. However, even a serious delay in one of the routers does not necessarily mean that the packet is not going to meet its QoS requirements. This is because the load on the other routers along the path might be much lighter, compensating for the temporary delay at only one of the nodes.
Real-Time Scheduling
Recent work [6] [7] in queuing theory has introduced the concept of lead-time scheduling. In order to meet the timing requirements of each stream, the schedulers keep track of the customer lead-times, where the lead-time is defined as the time remaining until the deadline elapses, that is leadTime= deadline-currentTim Customer lead-time decreases linearly while the customer is in the queue. By keeping track of the total lead time at each of the nodes along the path of the stream, the network can gain a considerable elasticity during the congestion periods, while still being able to satisfy the stringent timing requirements of interactive real-time applications.
Doytchinov et al. [6] analyze this scheduling discipline fkom the point of view of heavy traffic analysis (queuing system in which the traffic intensities at each node approach 1). This type of analysis studies the behavior of queue length and workloads ,rather than focusing on the lead-times of individual customers. Moreover, in their work the authors do not take into account the network behavior based on this algorithm.
Kruk et al. [7] take the work done in [6] further by generalizing the results to acyclic queuing networks. In their analysis, they determined the fraction of customers that exit the system late.
Aims and Motivation of Paper
This paper studies the feasibility of the implementation of the lead-time scheduling algorithm in a typical IntServ network. The paper looks specifically into the possible issues that arise at the level of signaling (RSVP), and scheduling.
The secondary objective of this paper is to simulate the lead-time scheduling algorithm. The simulation is done in the context of an FWA PMP network. The simulation does not take into account the control-plane signaling. The simulated network is configured statically for the whole duration of the simulation. The results are compared with the results obtained using FIFO, and strict-priority scheduling in the same network configurations.
Although the evaluation presented in this paper is not specific to an access network as such, the availability of the performance measurements for voice traffic makes this platform a compelling choice for evaluating this algorithm.
PROBLEM STATEMENT
As it was presented in the survey of the scheduling algorithms, the priorities in the lead-time scheduling algorithm are governed by the following equation
where i and j denote the packet number and the stream number to which the packet belongs. In order for the lead-time scheduling to work in an IntServ multi-hop environment, this equation has to be extended to the following form
where the extra subscript k identifies the node router in the number of N routers which the flow has to travel, and the extra parameter remainingTripTimek is the minimum time required for the packet to go through the N -k remaining routers. The result is the maximum amount of time that the packet can spend waiting to be sent in the router k. This information has to be available at each node through which the flow is going. RSVP provides for admission control of the traffic with given QoS requirements up to a point when the network cannot accommodate the new flows. However, there are no mechanisms in the traffic flow itself to dynamically adjust the priorities of the flows based on their timing requirements that might be influenced by the ever changing load on the network. Transport layer protocols, such as RTP, do have timing information about the temporal relevance of the stream. However, this information is not available to the routers at the network layer protocols. The most obvious reason for this is that the overwhelming majority of the internet infrastructure is based on IPv4, which inherently does not have support for carrying the time information about the packet.
SUPPORT FOR LEAD-TIME SCHEDULING IN INTSERV
In order for the lead-time scheduling algorithm to work in the IntServ framework, we need to have mechanisms in the packet scheduler and the signaling protocol to take into account the timing information of the flow.
Support for Lead-Time Scheduling in IP
One possibility for storing the lead-time, deadline, or a timestamp of the packet could be to use the TTL field. In the case of the voice traffic, the trip time for voice packets should be no more than 100-150ms [8] [9] . Therefore, to use this field for the worst-case scenario, it would be required to introduce a scaling factor for the time value. In order to cover the worst acceptable trip time, this factor would have to be 3, implying that this would be the best resolution of the timer. This might lead to large cumulative errors when the same part of the network is routing traffic for short connections (connections with only a few hops in between) and long connections.
For smaller networks where both ends of the connections are not far away (in terms of the number of hops), for example in the case of large corporate networks or closed networks, the solution of using the TTL field in the IP header might still be acceptable. However, this means that there would have to be two disjoint solutions for small and large networks, causing inconsistencies in the same protocol for networks of different sizes.
Another possibility for computing the lead-time of the packet is to use the Internet Timestamp option of the IP header [ 11. This option records the time (in milliseconds) at each host that the packet is going through. For this purpose, we only need to know the time when the packet has left the source, so only one timestamp is required.
Support for Lead-Time Scheduling in RSVP
Another parameter needed for computing the leadtime is the trip time of the remaining route. RSVP is perfectly suited for collecting and disseminating the remaining trip timer parameter required by the schedulers. In the basic RSVP reservation model [3], a receiver sends a reservation request upstream, and each node in the path either accepts or rejects the request.
When a receiver generates an RESV message to be sent for a reservation request, it must add two objects, LTSTIMESTAMP and LTSTFUPTIME, to the basic RESV message. Following the RSVP object formats, LTSTIMESTAMP contains the 32 middle bits of the NTP time, identifying the instant in time when the RSVP packet has been sent. The object LTSTRIPTIME contains a 32-bit value denoting the cumulative trip time of the RESV message. At each RSVP enabled router k, the LTSTRIPTIMEk is computed from the difference of the local NTP time and the LTSTIMESTAMPk.l. This value corresponds to the remaining TripTimek parameter, which is taken into account by the local lead-time scheduler when computing the ZeadTimek for each packet for each flow. LTSTRIPTIMEk is computed during the session establishment and made subsequently available to the scheduler for computing remaining TripTimek for the user-plane (U-plane) traffic.
This way of computing remainingTripTimek gives meaningful estimates of the remaining trip time only if the RESV messages are processed at the same priority as the U-plane traffic. Otherwise, if the RESV is processed at lower (higher) priority, the estimate will be larger (smaller) than the remainingTripTimek for the U-plane traffic.
Since RSVP is based on the concept of soft state, remainingTripTimek is be recomputed every state refresh cycle, effectively adapting to the changing conditions of the network.
The accuracy of LTSTRIPTIMEk and LTSTIMESTAMPk and ultimately remainingTripTimek depends on the accuracy with which the lead-time scheduling enabled nodes synchronize their network time using protocols such as NTP. In order for the real-time voice traffic to have acceptable QoS characteristics, the maximum packet RTT mxRlT has to be less than 250ms [8] [9] . The cumulative error introduced by the drifting router times at the destination node d has to be less than
Otherwise, the user will perceive an echo.
SIMULATION ENVIRONMENT
The purpose of this simulation is to investigate the impact of different scheduling algorithms, including lead-time scheduling, on the delay and jitter of the voice traffic.
Although there are considerable differences at the MAC layer between the two most popular technologies, CDMA and TDMA [lo] [l 11, this paper does not take into account these details. The advantages of one over the other usually show up in a very noisy environment, and not in the delay characteristics of the packets. Therefore, this topic is outside the scope of this paper.
MAC Layer
The FWA PMP network studied in this paper is based on a variant of IEEE802.16. It is based on an FDMA scheme, where each station is permanently allocated a channel of the frequency spectrum. The framing structure for each channel consists of 8 framing bits, followed by 2 signaling and maintenance bits, followed by 264 bits of user data. The whole frame is repeated every lms, giving the bandwidth of 32kbs per channel. Since each channel is simplex, point-to-point, there are no collisions on the medium. Multiple channels can be aggregated for increasing the bandwidth. The number of channels available for aggregation is usually determined by the network planners when they configure the system.
Configuration of the Simulation System 1
The first system simulated in this experiment has three repeaters and six outstations connected to one router at the base station. Figure 1 shows a simplified diagram of the simulated system. The repeater is a key component in this model, since it is the main source of the delays in the system. Each repeater acts as signal regenerator, at the same time routing packets downstream to the customer premises.
Since the outgoing traffic is transmitted on a channel with a smaller capacity than the incoming traffic, during the periods of burstiness some of the traffic has to be queued, introducing delays in the system. This configuration is most common among the operators that provide service to areas that are far away from the telephone exchange, for example a small remote village. In such a configuration, the majority of the users are far away from the telephone exchange (in the village), with a few occasional users attached between the service provider and the major concentration of the users. Each customer in the simulation is receiving traffic from the data source in the upstream direction only. This is because the simulation channels, just like the real life counterparts, are unidirectional.
The additional downstream traffic generated by the customers on the network would increase the complexity of the simulation without contributing to the results. The second system simulated in this experiment has the same number of network elements as the first system. However, the topology is the inverse of the simulation system 1. See Figure 2 . The majority of the customers in this system are located near the base station. The distribution of the link capacities is identical to the one presented in the simulation system 1.
Such a configuration of the system is found most likely in places where users are very near the service provider. It is deployed very often by CLECs that provide services to businesses in highly populated areas.
u . .
-. Due to a limited number of channels in the licensed radio spectrum, a full-blown FWA system can be configured with only a limited number of radio channels. Since all the users in the system must go through the facilities of the service provider, the amount of traffic in the system increases near the premises of the service provider. Consequently, the majority of the radio channels are assigned for the usage near the premises of the service provider. In a real-world deployment of the system, it would not make sense to allocate only one channel on link 1, because it would generate congestion most of the time.
Simulation Input and Results Generation
For the purpose of this experiment, the number of channels has been arbitrarily set to 10. These channels can be aggregated at the points of the system which are the most likely to become the bottlenecks. In the system simulated in this experiment, links number 1,2, and 3 are the most likely to impact the performance of the system. Consequently, the capacity of these links has been increased by aggregating the number of radio channels. Table 1 above shows the partition of the available channels among all the links in the system.
Configuration of the Simulation System 2
Each customer in the simulated system is receiving a single traffic stream simulated as an ON-OFF source [ 121 with the probabilities of going from talk-spurt to silence state (and vice versa) computed directly from the average periods of talk-spurt and silence. Hence, if the speech stream is segmented into 8ms frames, packets will be generated at a rate of 125 packetdsec. Thus the mean number of packets produced in an active state is The bandwidth required for the establishment and the refreshing of the soft state at each of the nodes for each voice stream is assumed to be negligible when compared to the bandwidth required for a voice conversation. Therefore, for the purpose of this experiment, it is ignored.
The simulation has been implemented as a discrete event simulation for a network of queues, as described by Molloy [13] . At each system tick, the main loop of the simulation schedules the packets for transmission on each of the link in the system. The process is repeated for 100,000 ticks, for three different scheduling algorithms; FIFO, Strict-Priority, and Lead-Time. In the Strict-Priority algorithm, the priority of the stream is directly proportional to the number of hops that the traffic has to go through. At each system tick, the size of each queue in the system is recorded in a log file, along with the total trip time for each packet that has been routed through the system. The post-simulation dataanalysis includes the maximum trip time, average trip time, and variance of the trip time.
SIMULATION RESULTS
Simulation System 1
The tables below show the average, maximum, and the variance of the trip time for each data stream in the network. Comparing the results for different scheduling algorithms we can see that for this particular configuration of the network, the Strict Priority Scheduling spreads the variance across the network most evenly. The same observation can be made about the average packet trip time; the average packet trip time for the destinations further away from the source tends to be smaller than for other types of schedulers at the expense of the packet trip time for the destinations that are closer to the source.
The Lead-time scheduling algorithm, although it behaves similarly to the Strict Priority scheduler, performs worse than the Strict-priority scheduler. This result can be explained by the observation that the leadtime based priority of a packet going to a destination further away from the source can sometimes be smaller than the lead-time based priority of a packet traveling a shorter distance, causing a delay in the scheduling. This increases the trip time, and consequently the variance of the stream.
Simulation System 2
The tables below show the average, maximum, and the variance of the trip time for each data stream in the network. For this particular configuration of the network, the Strict Priority Scheduling spreads the variance across the network most evenly as well. The same observation can be made about the average packet trip time. We are not observing the packet loss because in the simulation system 2 we do not have as much queuing as in the simulation system 1. In simulation system 2, the traffic gets queued only at the routers 1 and 4 (near the source). At other routers, there is enough bandwidth to forward the traffic without queuing.
Just as in the simulation system 1, the lead-time scheduling algorithm performs better than FIFO, but worse than the strict-priority scheduler.
[3] R. Braden, et al., "Resource Reservation Protocol
CONCLUSION
This paper explored the Lead-time scheduling algorithm in the context of a packet-based PMP-FWA network. The first part of the paper gave the current state of the processing of the real-time traffic, and the technological advances that were accomplished during the last few years to accommodate this new type of payload on the existing infrastructure of the Internet.
The second objective of this paper was to evaluate the performance of a lead-time scheduler in the context of a packet based access network for real-time voice.
The simulation has shown that in a configuration where most of the queuing occurs close to the destination, the scheduler does not show as many benefits as hoped. Although it performs better than the FIFO scheduler, it performs worse than the Strict-Priority scheduler.
This paper has presented the lead-time scheduling algorithm in the context of the FWA-PMP network. Further details on the simulations may be found in [14] . Future work might study the algorithm in different applications, such as cellular or satellite networks.
