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Topological solitons can propagate without radiation in discrete media. These solutions are known
as embedded solitons (ES). They come as isolated solutions and exist despite their resonance with
the linear spectrum of the respective lattices. In this paper the properties of embedded solitons in
the discrete double sine-Gordon equation with the next-neighbor and second-neighbor interactions
are investigated. Depending on the sign of these interactions they can be either destructive or
favorable for the ES creation. The ES existence area depends on the width of the linear spectrum:
narrowing of the spectrum widens the ES existence range and vice versa. The application to the
Josephson junction arrays is discussed.
PACS numbers: 05.45.Yv, 63.20.Ry, 05.45.-a, 03.75.Lm
I. INTRODUCTION
The double sine-Gordon (DbSG) equation [1, 2] is
used in many physical systems, including ultrashort op-
tical pulses that propagate in degenerate media [3], spin
waves in superfluid 3He [4], nonlinear waves in the piezo-
electric XY model [5]. It also serves as an approxima-
tion of the non-sinusoidal generalizaitons of the Frenkel-
Kontorova model [6, 7]. In particular, we would like to
highlight the applications of the DbSG equation to the
systems based on the Josephson effect. It is used to de-
scribe the dynamics of long Josephson junctions (JJs)
of the superconducotor-ferromagnet-superconducotor
(SFS) and/or superconducotor-insulator-ferromagnet-
superconducotor (SIFS) type [8, 9]. In these junctions
the current-phase relation differs significantly from the
single-harmonic dependence and the second harmonic is
taken into account[10, 11]. Also the non-local generaliza-
tion of the DbSG has been used to describe the long JJ
where the superconducting layers are thin [12]. The dis-
crete version of the DbSG equation has been introduced
in Ref. [13] for the asymmetric array of JJ SQUIDs (su-
perconducting quantum interference devices). An impor-
tant feature of the spatially distributed JJ systems (both
continuous and discrete) is existence of the topological
solitons. They carry a magnetic flux quantum and are
known as fluxons or Josephson vortices [14, 15].
One important property of the discrete double sine-
Gordon (DDbSG) equation is that it possesses [16] mov-
ing embedded solitons (ESs). Embedded solitons [17] are
solitons that exist in non-integrable systems and are in
resonance with the linear waves of these systems. In
particular, for the discrete media that are modelled by
the equations of the nonlinear Klein-Gordon (NKG) type
[discrete sine-Gordon (DSG), DDbSG, φ4] this resonance
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is the resonance between the soliton velocity and the
phase velocity of the linear waves. As was first pointed
out in Ref. [18] this happens because for the DNKG type
equations the linear spectrum always has a gap, thus for
any soliton velocity v there is at least one non-zero root
of the equation vq = ωL(q), where ωL(q) is the linear
wave spectrum and q is the wavenumber. As a result any
propagating soliton must be accompanied with the linear
wave with the same phase velocity v. These solutions
with the oscillating tails are known in the literature as
nanopterons [19]. Nevertheless, such a resonance can be
avoided if there is only one root of the above-mentioned
equation [20]. Note that acoustic lattices with the gapless
spectrum do not have this problem and have a continuous
velocity spectrum for the moving solitons. [21]. In some
cases the embedded soliton can be found explicitly [22]
and, moreover, systems that support embedded solitons
can be generated in a systematic way [23]. A number
of analytical [24–26] and numerical [27–31] has demon-
strated that discrete ESs are not a isolated effect but a
generic phenomenon that occurs in various lattice mod-
els with the different physical background. The existence
of ESs has been shown experimentally in the JJ arrays
(JJAs) [32]. In this case the ESs were the bound states
of two or more DSG kinks (fluxons) that propagate with
velocities that are significantly different from the indi-
vidual kink velocity. Their existence manifests itself as a
distinct branch of the current-voltage curve of the array.
Continuous ESs have been demonstrated to exist in the
DbSG with the fourth order dispersion [45] and with the
non-local dispersion [12].
The more correct description of the various nonlin-
ear phenomena in lattices requires consideration of not
just the nearest-neighbor interactions but also the next-
neighbor and/or the further distant neighbor interactions
[7, 33–35]. In the case of JJ arrays this means that not
only the coupling due to the self-inductance of each JJ
cell should be accounted for, but also the mutual induc-
tances between the cells [36] should be taken into con-
sideration. In this paper our aim it to study how the
2presence of the next-to-nearest interactions influences the
properties of ESs.
The paper is organized as follows. The model of the
Josephson junction array and the equations of motion
are given in the next section. The linear spectrum is
defined in Sec.III. In Sec. IV we discuss the properties of
the JJA in the hamiltionian (dissipationless) limit. Next
section is devoted to the current-voltage characteristics.
Discussion and conclusions are given in the last section.
II. THE MODEL AND EQUATIONS OF
MOTION
Here we study the resistively and capacitatively
shunted array model (RCSJ) of the small SFS or SIFS
junctions where the intercell inductance is taken into ac-
count. According to [10, 11] for such junctions one should
consider not only the first harmonic of the current-phase
relation, but also the second one: Is(φ) = Ic sinφ +
I
(2)
c sin 2φ. In the RCSJ model the equations of motion
of the JJA are derived from the combined Josephson re-
lations, the Kirchhoff law and the flux quantization rules
[15, 37]. The main dynamical variable is the Josephson
phase φn of the nth junction which is the difference of
the phases of the wavefunctions of the superconducting
electrodes that form tha junction. Below we write down
the equations of motion:
C
~
2e
φ¨n +
~
2eR
φ˙n + Ic(sinφn + η sin 2φn) =
= IB + In−1 − In, η = I
(2)
c
Ic
, (1)
φn+1 − φn = − 2π
Φ0
[L0In + L1(In−1 + In+1)] , (2)
where C is the cell capacitance, R is the junction re-
sistance, Ic is its the critical current, Φ0 = π~/e is the
magnetic flux quantum. The current In is the mesh cur-
rent flowing in the nth cell of the array. In our notations
the nth cell is placed between the nth and (n+1)th junc-
tions. The dimensionless parameter η measures the value
of the second harmonic in the current-phase relation in
the units of the main harmonic. According to the previ-
ous research [8] it can change in the very broad range of
values, both negative and positive. In this paper we will
stick to the positive η.
The more accurate physical approach is to take into
account not only the self-inductance of the junction cell,
but also the mutual inductances between all the cells
[36, 38]. As a result, the flux through the nth cell should
depend on all currents as Φn =
∑
n LmnIm, where Lmn
are the elements of the inductance matrix. The diago-
nal element of this matrix is the self-inductance coeffi-
cient, and the off-diagonal elements are the mutual in-
ductance coefficients. The properties of the inductance
matrix has been studied in detail in the number of pa-
pers [38–40]. Because the mutual inductance coefficient
between the nth andmth cells decays as Lmn ∝ |m−n|−3
we limit ourselves to the mutual inductances between the
neighboring cells. Thus, we denote the self-inductance
as Lnn = L0 > 0, and the mutual inductance between
the neighboring cells as Ln,n±1 = L1. Usually, the mu-
tual inductance in JJAs is negative [38], however may
be positive under some special current properties [39]. If
only the cell self-inductance is taken into account, the
Eqs. (1)-(2) are easily reduced to the discrete double
sine-Gordon (DDbSG) equation with the nearest neigh-
bor couplings [37].
We consider here the circular JJA’s, thus, the periodic
boundary conditions should apply. The curvature effects
are neglected if the number of junctions in the array N
is large.
The second of Eqs. (1)-(2) can be rewritten in the
matrix form
Sˆ~φ = −2πL0
Φ0
Λˆ~I, (3)
~φ = (φ1, φ2, . . . , φN )
T , ~I = (I1, I2, . . . , IN )
T , (4)
where two N × N circulant [41] matrices appear. The
matrix Sˆ is bidiagonal
Sˆ =


−1 1 0 0 · · · 0
0 −1 1 0 · · · 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · −1 1
1 0 0 · · · 0 −1

 , (5)
and the dimensionless inductance matrix Λˆ is symmetric
Λˆ =


1 ν 0 · · · 0 ν
ν 1 ν
. . . 0 0
0 ν 1
. . . 0 0
...
. . .
. . .
. . .
. . .
...
0 0 0 ν 1 ν
ν 0 0 · · · ν 1


. (6)
These matrices are circulant due to the periodicity of the
boundary conditions. For the linear array they would be
standard Toeplitz matrices. The parameter in matrix Λˆ
is the ratio ν = L1/L0, |ν| < 1. It is desirable to express
the mesh currents In as a function of the phases φn and
substitute them into Eqs. (1)-(2). The circulant matrix
(6) can be inverted using the known techniques [41]. As
a result, we obtain the elements of the inverted matrix
Λ−1mn =
1
N
N∑
k=1
eı
2pi
N
(k−1)(n−m)
1 + 2ν cos
(
2π k−1N
) , (7)
where we keep in mind that ν is a small parameter. Next,
we expand the elements of Λˆ−1 into the Taylor series with
respect to the powers of ν. If we ignore the terms smaller
than O(νk), the matrix Λˆ−1 would become circulant with
2k + 1 non-zero diagonals. For example, if we keep only
3the linear terms, we would have a tridiagonal circulant
matrix, if theO(ν2) terms are included the inverse matrix
would become pentadiagonal:
Λ−1mn =


1 + 2ν2, m = n;
−ν, m = n± 1;
m = 1, n = N ;
m = N,n = 1;
ν2, m = n± 2;
m = 1, n = N − 1;
m = 2, n = N ;
m = N,n = N − 1;
m = N − 1, n = 2;
0, else
+O(ν3). (8)
We shall limit ourselves with the O(ν2) terms. Now the
inverse matrix Λˆ−1 should be substituted into Eq. (3).
After that it becomes possible to express the mesh cur-
rents through the Josephson phases explicitly:
In = − Φ0
2πL0
[
ν2(φn+3 − φn−2)+ (9)
+ν(1 + ν)(−φn+2 + φn−1)+
+(1 + ν + 2ν2)(φn+1 − φn) +O(ν3)
]
, n = 1, 2, . . .N.
This expansion is substituted into Eq. (1) and the terms
of the order O(ν3) and weaker are neglected. After in-
troducing the dimensionless variables
t→ tωJ , ωJ =
√
2eIc
C~
, (10)
α =
~ωJ
2eIcR
, γ =
IB
Ic
, κ =
Φ0
2πL0Ic
,
one arrives to the DDbSG equation with the next-to-
nearest and second-to nearest neighbor interactions:
φ¨n − κ

 3∑
j=1
Dj(ν)∆ˆj

φn + αφ˙n + (11)
+ sinφn + η sin 2φn = γ, n = 1, 2, . . . , N ,
∆ˆjφn = φn+j − 2φn + φn−j .
The elements Dj(ν) of the coupling term in the above
equation are as follows:
D1(ν) = 1+2ν+3ν
2, D2(ν) = −(ν+2ν2), D3(ν) = ν2 .
(12)
We will focus on the annular JJAs, therefore, the pe-
riodic boundary conditions will be used: φn+N = 2Qπ+
φn, where Q is the topological charge of the trapped soli-
ton (fluxon).
III. LINEAR DISPERSION LAW
The dispersion law for the small-amplitude waves
(Josephson plasmons) of Eq. (11) can be easily obtained:
ωL(q) =
√√√√√1 + 2η + 4κ

 3∑
j=1
Dj(ν) sin
2
(
jq
2
) . (13)
The law is shown in Fig.1. The bandwidth ∆ωL =
ωL(π) − ωL(0) =
√
1 + 2η + κ[D1(ν) +D3(ν)] − 1 in-
creases as κ increases. It also increases with ν if ν > 0.
For negative ν the opposite situation is observed and
∆ωL decreases, however, not monotonically because the
ν2 and ν term can contribute differently to the final ex-
pression (see curves curves 4 and 5). The situation of
FIG. 1: (Color online). The dispersion law (13) for the plane
waves for ν = 0 (curve 1), ν = 0.3 (curve 2) ν = 0.5 (curve 3),
ν = −0.3 (blue curve, 4) and ν = −0.5 (red curve, 5). The
rest of the parameters are η = 0.5 and κ = 1.
the large |ν|, however, does not correspond to the JJA
array, because the expansion over the powers of ν ob-
viously fails. Nevertheless, it may be relevant to other
physical systems where them DDbSG equation is used.
It will be discussed in the next sections.
IV. EMBEDDED SOLITON PROPERTIES IN
THE HAMILTONIAN LIMIT
In this section we consider an idealized but still very
important limit of the DDbSG equation when the dissi-
pation and the external bias are neglected (α = 0, γ = 0).
In this case we are interested in the existence of the trav-
eling wave solutions that propagate with exactly the same
shape and velocity:
φn(t) = φ(n− vt) ≡ φ(z) , z ≡ n− vt . (14)
4After substituting this ansatz into the equations of mo-
tion (11) one arrives to the differential equation with de-
lay and advance terms:
v2φ′′(z) + sin[φ(z)] + η sin[2φ(z)]− (15)
−κ


3∑
j=1
Dj(ν)[φ(z + j) + φ(z − j)− 2φ(z)]

 = 0 ,
which can be solved only numerically. The appropriate
pseudo-spectral method has been developed in [42–44]
and can trace the traveling wave solution with a de-
sired precision. Using this method we scan all possi-
ble soliton velocities from v = 0 to vmax. The continu-
ous DbSG equation in the dimensionless variables reads
φtt − v20φxx + V ′(φ) = 0, and it is Lorentz-invariant,
thus vmax = v0. Its discrete counterpart is not Lorentz-
invariant but from the numerical simulations we have
observed that a certain maximum soliton velocity ex-
ists. If the continuum approximation of Eq. (11) is per-
formed (see the next section), one can find that the max-
imal kink velocity is close to its continuum counterpart
vmax ∼
√
κ
∑3
j=1 j
2Dj(ν). After scanning the whole ve-
locity interval [0, vmax] with the pseudo-spectral method
we observe the situation typical for the DNKG models
[20, 22, 23, 28, 29]. For all soliton velocities except some
discrete set {v¯n}Mn=1 one obtains a bound soliton-plane
wave state with the non-vanishing oscillating tails. These
solutions are often referred to as nanopterons [19]. The
solutions that belong to the above-mentioned discrete set
(v = v¯n) are exponentially localized with the following
asymptotics:
φ(z)→
{
0 , z → −∞
2πQ , z → +∞ , (16)
where Q is the topological charge. The set of these ve-
locities will be called sliding velocities. As was pointed
out first in Ref. [18], nanopterons or solitons with non-
vanishing tails appear because for any soliton velocity v
there always exists a plane wave with the same phase
velocity. In other words, the resonance condition
ωL(q) = vq, (17)
always has at least one real root for any v 6= 0. Appear-
ance of the ESs means that this resonance can be avoided
for the selected set of velocities {v¯n}Mn=1.
The typical dependence of the nanopteron tail ampli-
tude A on its velocity v is shown in Fig. 2. Existence of
the ES with v¯ ≈ 0.607 at κ = 1 and η = 0.5 is clearly
visible. As it was shown for the nearest-neighbor DDbSG
equation [16], the existence diagram for one member of
the ES set has the following structure. On the param-
eter plane discreteness-asymmetry (κ, η) there exists a
monotonous decaying function ηc(κ), such that
ηc(κ)→
{
0 , κ→ 0
∞ , κ→ +∞ , (18)
FIG. 2: (Color online). Oscillation amplitudeA in the soliton
tail as a function of its velocity for η = 0.5, ν = −0.3, κ = 1
(black) and κ = −0.45 (red).
Everywhere below this function there is no ESs and above
this function there is at least one such soliton. This is
quite natural because the coupling κ should be strong
enough to support the soliton propagation. Also, the
parameter η should be big enough in order to keep the
system far enough from the DSG limit that is known to
have no ESs. This is shown in Fig. 2 where κ = 0.45
is too small to sustain an ES, but there exist an ES for
κ = 1.
We focus on the dependence of the ES velocity (sliding
velocity) v¯ on the coupling constant κ for the fixed value
η. For this purpose we construct the dependence of v¯ on
the renormalized coupling constant
κ′ = D1(ν)κ = (1 + 2ν + 3ν
2)κ . (19)
This constant should be used instead of κ because it is
the correct measure of the nearest-neighbor interaction
if ν 6= 0 [see Eq. (11)]. Thus, by comparing the v¯(κ′)
for the different values of ν we find out how the next-to-
nearest and second-to-nearest neighbor interaction influ-
ences the existence of embedded solitons. In Fig. 3(a)
the dependence of the ES velocity on κ′ is given. In the
case of ν < 0 the next-neighbor interactions increase the
existence range of ESs and their velocity while for ν > 0
the existence range together with the velocity decrease.
The v¯(κ′) dependence is not always purely monotonic and
may consist of several pieces, as for ν = 0 and ν = −0.3
This can be easily understood from the analysis of the
linear spectrum of the array. It is important to recall
the result of Ref. [20] where the lowest bond of the ES
velocity has been determined. This paper states that v¯
cannot lie in the parameter range where the Eq. (17)
has more than one root. As the velocity is decreased,
the qv¯ line can cross the linear spectrum band ωL three,
five or more times. This argument originates from the
idea that the ES appears as a result of the destructive
interference of the plane waves, emitted by the moving
5FIG. 3: (Color online). Dependence of the ES velocity on the
renormalized the coupling parameter κ′ (a,c) and the roots of
Eq. (17) on the dispersion laws (b,d). For all figures η = 0.5.
In Fig. (a) ν = 0 (black), ν = 0.3 (red), ν = −0.3 (blue). In
Fig. (b) the dispersion laws are shown for κ = 0.52 and ν = 0
(black), ν = 0.3 (red) and ν = −0.3 (blue). The solid straight
lines v¯q correspond to the ES velocities pointed by the arrows
in (a) and the colors correspond to the different values of ν in
the same way as in (a). Figures (c) and (d) correspond to the
case when D3(ν) = 0. In Fig. (c) ν = 0.3 (black) and ν = 0.4
(red). In Fig. (d) κ = 0.75 and the color of the dispersion law
and the v¯q correspond to ν = 0.3 (black) and ν = 0.4 (red).
The straight lines correspond to the ES velocities, pointed by
the arrows in (c).
solitons. It was first formulated in Ref. [18] for the bound
state of two or more 0−2π kinks in the DSG equation. In
the DDbSG equation there are two limits when it turns
into the standard DSG equation. The limit η → 0 is
trivial. Another limit is η → ∞. In this case the proper
renormalization of the nonlinear term is necessary (see
Ref. [13]). In this limit the term sin 2φ will dominate
over the sinφ term, and, as a result, the 0 − π kinks
will replace the 0 − 2π kinks. Thus, as was also pointed
out in Ref. [45] for the strongly dispersive continuous
DbSG, in the intermediate situation with η being large
enough but finite, one can speak about the 0− 2π kinks
as weakly coupled pair of two 0 − π kinks. Therefore,
the ES for 0 < η < ∞ is a continuation of the two 0 −
π kink bound state from the limit η = ∞. Of course,
if η decreases down to the critical value ηc this bound
state breaks down and we have no ES. The destructive
interference between these two “virtual kinks” will work
only if there is just one resonance (17) to be avoided.
Therefore, if the vq line crosses the dispersion law more
times, additional resonances appear and they cannot be
suppressed.
In Fig. 3(b) this argument can be clearly demonstrated
as we show how the resonance condition (17) works for
the ES near the edge of its existence area. The disper-
sion laws corresponds to κ = 0.52 in all three cases. The
ν = 0 case is shown by the black line. The correspond-
ing v¯(κ′) dependence is fragmented, and, apart from the
main curve, has two small pieces below it. The ES veloc-
ity value, that corresponds to the black line [v¯ ≈ 0.18098,
pointed by the arrow in Fig. 3(a)] creates one crossing
with the dispersion law in the fourth Brillouin zone (BZ).
For larger κ′ and larger velocity the respective crossing
would occur in the second BZ and that would correspond
to the main curve of the v¯(κ′) dependence. Precisely this
is shown by two other resonances ν = −0.3 (blue curve)
and ν = 0.3 (red curve). In these two cases the disper-
sion law is crossed by the respective v¯q line in the second
BZ. For the ν = −0.3 the the slope of the v¯q line (blue)
crosses the dispersion law once but is very close to the sit-
uation when it will cross the dispersion law three times.
Thus, there exists a small forbidden interval for velocities
where no ES is possible. After passing this interval there
is again one root of Eq. (17), but in the fourth BZ. De-
pending on the width of the spectrum, ∆ωL, there could
be single roots of Eq. (17) in the next even BZs. There-
fore, we observe that positive ν plays a destructive role in
the ES formation because it causes widening of the linear
wave band, and, as a result, reduces the parameter space
for the one-root solutions of the resonance equation (17).
For the same reason, the case of ν < 0 is more favorable
for the existence of ESs, as the linear spectrum becomes
more narrow in comparison to the ν = 0 situation. As
an interesting side observation, we note that the ES ve-
locity always corresponds to the root of (17) that lies in
the even BZ. From the plots it is quite obvious that a
single root is not possible in the 3, 5, . . . , (2n+ 1)th BZ.
However we have not seen any ES that corresponds to
the resonance in the first BZ either. We think that ES
can exist only if the respective group velocity is negative
because then the radiated energy travels backwards and
the soliton can separate itself from it.
To study further the influence of the linear wave spec-
trum on the ES existence we consider the case when the
dispersion law has a local maximum at q = 0 and its min-
imum is placed between q = 0 and q = π, and, in addition
to that ωL(qmin) <
√
1 + 2η. This can be achieved if the
term D2 in (12) dominates over the first term D1. It
should be noted that this situation can not be achieved
if the expansion (8) holds. Thus, it is not directly ap-
plied to the JJ array. We put by hands D3 = 0 and take
ν = 0.3 and ν = 0.4. In this case the dispersion law
takes the shape as in Fig. 3(d). In Fig. 3(c) we observe
the further decrease of the existence area of the ES on
the κ axis. For ν = 0.5 we did not manage to find ES
at all and for ν = 0.6 did not find any traveling-wave
solutions of Eq. (15). This particular case is different
from the dispersion laws discussed in the previous para-
graphs because its lower bond decreases as κ increases.
At some point ωL(qmin) will reach zero, thus, signaling
instability. This is not surprising if we think for a mo-
ment about Eq. (11) as a lattice of interacting particles
and φn’s as their spatial coordinates. Then the nearest-
neighbor interaction term describes attractive interaction
6because D1(ν) > 0 and the next-to-nearest interaction is
repulsive because D2(ν) < 0. If ν is sufficiently large, the
attractive interaction is no longer strong enough to bal-
ance the repulsive term and the whole system becomes
unstable. Even in the parameter range where it stays
stable, the linear spectrum width becomes so big that
it becomes impossible to have one root of the resonance
equation (17) anywhere except the first BZ.
V. CURRENT-VOLTAGE CHARACTERISTICS
OF THE ANNULAR ARRAY
Realistic simulations of the JJAs should take into ac-
count the effects of dissipation that originate from the
normal electron tunneling across each junction. Also, the
external DC bias should be included into consideration.
Thus, the full Eqs. (11) should be solved with α > 0 and
γ 6= 0.
A. Continuous approximation
In the continuous approximation the DDbSG equation
can be written as a standard double sine-Gordon (DbSG)
equation:
φtt − v20φxx + sinφ+ η sin 2φ = −αφt + γ , (20)
v20 = κ
3∑
j=1
j2Dj(ν) .
In order to get the current-voltage characteristics (CVCs)
in this case we use the energy balance approach, devel-
oped previously [46]. According to this approach the
total power V¯ γ, applied to the soliton is compensated
by the dissipation, V¯cγ = −Pdiss. The dissipative losses
can be easily computed if we use the exact solution [1, 2]
of the unperturbed continuous DbSG equation with the
arbitrary velocity v:
Pdiss = −α
∫ +∞
−∞
φ2tdx =
4αΦ(η)
π
√
v20 − v2
, (21)
Φ(η) =
√
1 + 2η
2
[1+
+
1√
2η(2η + 1)
arctanh
√
2η
1 + 2η
]
, (22)
As a result we arrive to the analytical expression for the
average voltage drop:
V¯c =
2πv
N
=
2πv0
N
[
1 + Φ2(η)
(
4α
πγ
)2]−1/2
. (23)
In the limit η → 0 the standard SG equation is restored.
From Eq. (22) one observes that Φ(η)η→0 → 1. Thus,
the equilibrium velocity coincides with the equilibrium
velocity of the SG equation v =
[
1 +
(
4α
piγ
)2]−1/2
[46].
B. Numerically computed current-voltage
characteristics
The CVCs provide the necessary information about the
JJ array dynamics and are accessible through experimen-
tal measurements. The average voltage drop is defined
as
V¯ =
1
N
N∑
n=1
lim
t→∞
1
t
∫ t
0
φ˙n(t
′)dt′ . (24)
If there is a soliton that moves along the array with ve-
locity v it will produce the average voltage drop 2πv/N .
Since Eq. (11) is dissipative, we are going to deal with
its attractor solutions. The numerically computed CVC
curves are shown in Fig. 4. To obtain these figures we
have changed the bias current γ in both directions: from
γ = 0 till γ = 0.06 and in the reverse way. To integrate
Eqs. (11) the 4th order Runge-Kutta method was used.
We remind here the basic difference between the CVCs
in the continuous JJs and in the JJ arrays. In the former
case the CVC is a continuous monotonic function given
by Eq. (23). The soliton dynamics in the continuous
JJ is qualitatively similar to the particle moving in the
viscous liquid under the influence of gravitation, where
the DC bias plays the role of gravitation and α plays
the role of viscosity. Discreteness and periodic boundary
conditions bring the fundamental changes to the shape
of the CVCs. In the JJ array they constitute a series
of separate curves, as can be seen in Fig. 4. The pres-
ence of the periodic boundary conditions means that only
a certain integer number of the plane wave periods can
fit into the array of N junctions [47, 48]. Each branch
corresponds to the distinct number of periods and the
wavelength of each period is defined by the resonance
condition (17). Sometimes it is not possible to identify
separate branches, especially for the large values of γ,
because the JJA dynamics may be quasiperiodic or even
chaotic. The continuous CVCs (23) are given by the solid
lines. It appears that this approximation is in satisfac-
tory agreement with the numerical data only near the
origin of the CVC. Another prominent signature of dis-
creteness is hysteresis of the CVCs. If we start from
the superconducting state (pinned soliton), it will stay
pinned until the bias γ reaches the critical value. This
critical value depends only on the static properties of the
array and does not depend on dissipation. The retrap-
ping current is the minimal current for which soliton mo-
tion is possible. This current decreases with the decrease
of α.
The case when no ESs exist in the hamiltonian limit
is presented in Fig. 4(a). One can observe that the
CVCs occupy almost all accessible voltage range. For
κ = 0.5 the CVC is approximately continuous for the
larger voltages, while for the smaller voltages some ver-
tical branches can be identified. Closer to the origin the
separate branches can hardly be distinguished from each
other. For κ = 0.8 the vertical branches appear more
7clearly because for the larger values of κ the JJ dynam-
ics is less chaotic. The behavior near the origin is similar
to the κ = 0.5 case. The best manifestation of the ESs
FIG. 4: (Color online). Current-voltage characteristics for
the annular JJA with N = 30 junctions. Figure (a) corre-
sponds to κ = 0.5, ν = η = 0 (red ◦) and η = 0.1, κ = 0.8
(black ). In both cases α = 0.02 and ν = 0. Continuous
approximation is shown by the solid black lines. Figure (b)
corresponds to κ = 0.8, η = 0.5, ν = −0.3, α = 0.02 (black
) and α = 0.01 (red ◦). Inset shows the Josephson phase
distribution for γ = 0.01 (◦) and γ = 0.0079 (). Vertical
blue line corresponds to the voltage V = 2πv¯/N , where v¯ is
the ES velocity (see text for details).
is possible if the parameter η is large enough to keep the
system far from the DSG limit. In Fig. 4(b) the case
of η = 0.5 is considered. On the respective CVC one
observes the situation similar to the previously discussed
case of the DDbSG model with just the nearest neigh-
bour interactions (ν = 0) [16]. The general picture looks
more ordered with the distinct separate almost vertical
CVC branches that exist only above some certain value
of V¯ . The inaccessible voltage interval (IVI) [0, VIV I ] is
formed, within which there is no CVC branches. The
upper edge of this range appears to lie close to the volt-
age, produced by the ES in the hamiltonian limit, which
is V¯ = 2πv¯/N ≈ 0.0969 and is shown in the figure by
the vertical blue line. For the respective system param-
eters (η = 0.5, ν = −0.3) the upper bond of the IVI is
VIV I ≈ 0.086, and it weakly depends on dissipation (up
to the fourth decimal for α = 0.01 and α = 0.02). From
Fig. 4 we see that not the lowest but the third lowest
branch of CVC springs off the voltage 2πv¯/N that corre-
sponds to the ES in the hamiltonian limit. The threshold
value of the DC bias at the voltage VIV I decreases as α
tends to zero, what is a principal difference from the sit-
uation when no ESs is possible. The soliton profile at
the edge of the IVI has very small radiating tails [see the
inset of Fig. 4(b)] while the soliton profile from the neigh-
boring branch of the CVC has much better pronounced
oscillating asymptotics. We have computed the detuning
ǫ = 2πv¯/N − VIV I of the IVI edge from the voltage cre-
ated by the moving ES. This detuning parameter is given
in Tab. I for the parameters of Fig. 4 except ν which is
increased up to ν = 0. As we approach to the pure next-
ν ǫ
-0.3 0.0109
-0.2 0.0063
-0.1 0.0045
-0.05 0.0047
0 0.0008
TABLE I: The detuning parameter ǫ = 2πv¯/N − VIV I as a
function of ν. The other parameters are as in Fig.4
neighbor limit (ν), the difference between the upper edge
of IVI and the voltage, produced by the moving ES be-
comes very small. We conclude that in the presence of
small dissipation and for the small values of DC bias γ
the JJA dynamics settles on the attractor that originates
from the ES soliton in the hamiltonian limit.
VI. DISCUSSION AND CONCLUSIONS
In this paper we have investigated how the presence
of the next-to-nearest and second-to-nearest interactions
in the nonlinear discrete Klein-Gordon (NDKG) lattice
influences the properties of the embedded solitons (ES).
We have taken the discrete double sine-Gordon equation
as a working model because of the broad range of its ap-
plication in various fields of modern physics and because
it is known to support ESs in the limit of the nearest-
neighbor interactions [16]. In particular, this equation
is used for modeling of the arrays of JJs, in particular
arrays of SFS or SIFS junctions [8]. The appearance of
the next-to-nearest and second-to-nearest interactions is
due to the fact that the inductive coupling between the
neighboring cells of the array was taken into account. If
this coupling is weak comparing to the self-inductance of
the cell, the resulting equations of motion for the Joseph-
son phase can be rewritten as the DDbSG equation with
the next-neighbor and second-neighbor interactions. The
interaction with the jth neighbor comes as a discrete
Laplasian term with the coefficient of the order O(νj−1),
where ν is the ratio of the mutual inductance between
the neighboring cells of the array to the self-inductance
8of the cell.
We have demonstrated that existence of embedded
solitons (ESs) depends primarily on the properties of the
spectrum of the linear waves of the system. Our results
confirm previous findings [20] where it was shown that
a discrete ES cannot exist with velocities for which Eq.
(17) has more than one root. The case of ν < 0 is more
relevant to the JJ physics and for it the next-to-nearest
and the second-to-nearest interactions create more favor-
able conditions for the ESs formation as compared to the
ν = 0 limit. In particular, the existence range (in the
terms of the nearest-neighbor interaction term) for the
ESs on the increases, the ES velocity increases as well.
For the positive values of ν the situation is opposite. The
ES velocity decreases, as well as the existence range. The
explanation is as follows: in the former case the linear
wave spectrum narrows, thus creating more possibilities
for having just one root of the resonance condition (17).
In the latter case the linear band widens and, as a re-
sult, makes more difficult to have just one root of this
equation.
This research can be further extended into other physi-
cal models that are not connected to the Josephson effect.
Recent research on the nonlinear electric circuits with the
next-neighbor interactions [35] seems to be a promising
field for application of the ideas developed in this article.
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