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ABSTRACT
Our main aim in this paper is to highlight current practice and education in multiple scenario comparison
within DES experimentation and to illustrate the possible benefits of employing false discovery rate
(FDR) control as opposed to strict family-wise error rate (FWER) control when comparing large numbers
of DES experimentation scenarios in an exploratory manner. We present the results of a small survey into
the current practice of scenario analysis by simulation practitioners and academics. Although the survey
was small, the results indicated that the range of scenarios used in DES studies may prohibit the use of
FWER control methods such as the Bonferroni Correction referred to in DES textbooks. Furthermore,
80% of our sample were not familiar with multiple comparison control. We provide a practical example
of the FDR in action and argue that it is preferable to employ FDR instead of no multiple comparison
control in exploratory style studies.
1 INTRODUCTION
Performing multiple comparisons, of simulation scenarios, can cause inflation of the probability of mak-
ing a single type I error - more commonly known as the Familywise Error Rate (FWER) (Hochberg 1988,
Benjamini and Hochberg, 1995). It is therefore advised in most standard discrete-event simulation (DES)
texts to apply multiple comparison control (MCC) using a (classical) Bonferroni Correction to the alpha
level used (see Law, 2007 p537; Robinson, 2004 p180, Banks et al., 2005 p449). A Bonferroni Correc-
tion ensures that the overall probability of making a Type I error remains at level alpha. This control of
the FWER is especially important when choosing the best system design out of n possible designs; for ex-
ample, selecting the process design change that maximises throughput in a factory. However, there are
two issues with its application.
The first, well documented, issue relates to the feasible range of comparisons that can be made with a
Bonferroni Correction. The consensus is that the upper bound is only 10 comparisons (Robinson, 2004;
Swisher et al., 2003). Beyond this range confidence intervals convey little information and type II error
rates drastically increase due to the strictness of hypothesis tests employed. The second issue relates to
how appropriate it is to control the FWER. If a decision maker wishes to understand how (management)
decisions or factors of a system affect the performance of a system then it is desirable to have a better
trade-off between type I and II errors. This is particularly relevant when comparisons are used to explore
a problem rather than to choose a ‘best’ scenario. Strong control of the FWER can produce more type II
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errors and hence lead to the failure to recognise the influence of some experimental factors on perfor-
mance.
An arguably more suitable procedure for this type of exploratory experimentation - False Discovery Rate
(FDR) control - was (re)introduced by Benjamini and Hochberg (1995). Previous work on this concept
had been attempted but unpublished by Elkund, (Benjamini & Hochberg, 2000), and this work was re-
ported by Seeger (1968). Here the problem of multiple comparisons is conceptualised differently to that
seen in the DES literature. This approach controls the proportion of false rejections (discoveries) among
all rejected hypotheses, as opposed to the previous methods that aimed to keep strict control of the
FWER, i.e. making a single type I error (Benjamini and Hochberg, 1995; Verhoeven et al., 2005).
A useful property of FDR is that it also controls the FWER in the weak sense (Benjamini and Hochberg,
1995). Consider an experiment where M comparisons between scenarios are made. If all of the M null
hypotheses are true (i.e. there is no evidence to suggest differences between scenarios) then FDR is
equivalent to Bonferroni. These claims are backed up by several simulation studies (e.g. Benjamini and
Hochberg, 1995, 2000). It has also been shown that the FDR approach can be a more powerful method
than the Bonferroni method (Benjamini and Hochberg, 1995). Since that first paper many ‘improved’ or
otherwise connected methods have been published (e.g. Verhoeven et al., 2005; Benjamini and Hochberg,
2000; Genovese and Wasserman, 2002; Storey, 2002; Storey & Tibshirani, 2003; Benjamini and Yekutie-
li, 2001).
This concept of FDR control has gained popularity in a number of disciplines e.g. evolution, ecology, bi-
ology, genetics (Garcia 2003,2004; Verhoeven et al., 2005; Benjamini et al., 2001), especially those that
are more exploratory in nature, where large numbers of hypotheses are required to be tested, but where
the strict control of the FWER can be relaxed (Black, 2004). It is this idea of exploration that is particu-
larly compelling. In (DES) experimentation it can be argued that two main objectives exist: to explore the
solution space in order to learn more about the ‘important’ factors and solution possibilities and/or to find
the optimal solution or ‘best of a subset’ of possible solutions. It is important when your aim is to find
the ‘best’ scenario, that the probability of making a type I error, an erroneous discovery, is kept to a min-
imum. The Bonferroni type methods strictly control the probably of making one or more type I errors,
but at a cost of power, hence increasing the risk of overlooking ‘real’ differences between scenarios. It
can also be argued that when the main aim is to explore the solution space by comparing large numbers of
scenarios, it is important to try to reduce the number of type II errors, while still keeping some control of
type I errors. The family of FDR controlling methods claim to achieve this aim.
In order to set this discussion in context, a survey of DES users was undertaken to explore the extent and
details of scenario comparison usage in practice. The preliminary results of this survey are presented in
the next section. We continue by describing the FDR method (as first proposed by Benjamini and Hoch-
berg 1995) and one of its adaptations (Benjamini and Hochberg 2000) along with some of the more popu-
lar FWER controlling methods. We then present an example (using artificial data) of the use of several
multiple comparison control methods in order to promote discussion regarding the performance and re-
levance of FDR and FWER techniques for DES scenario comparison.
2 A SURVEY OF THE USEAGE OF MCC IN PRACTICE
Before proceeding to a discussion of MCC procedures, it is important to understand the extent of their
usage in practice. This section presents the results of a survey into the use of multiple comparison con-
trol in practice. The survey explored two main questions: How many scenarios are typically compared in
DES studies? Are MCC procedures typically used in DES, and if not, why not? The survey was sent out
to 60 (UK) simulation practitioners/academics and there was a 42% response rate. The majority of partic-
ipants had experience of 6-20 DES studies (
ticipated in over 30 DES studies (2
2.1 Do simulation studies typically compare a large number of scenarios?
The first objective of the survey was to gauge if the typical range of scenarios
was suitable for the application of classical MCC procedures
tively prohibited use of MCC.
they analyze. Given that the respondents indicated that they frequently used pair
their DES studies (measured on a
the majority of the responses (63%) were above six scenarios (and hence 10 comparisons) the point at
which Bonferroni intervals lose the ability to convey useful infor
that this means that 37% of respondents are typically operating in ranges where Bonferroni can be a
plied.
It is also important to note that 3
where the most scenarios they had analysed
analysis methods such as meta-modelling (measured on a five point scale; 1 = Never, 5 = always; m
= 1) or ranking and selection procedures were in
that direct scenario comparisons are used even with scenarios this high.
Figure
2.2 What if any multiple comparison
Respondents were shown a list of
classical Bonferroni correction found in simulation texts) and asked if they were familiar with them. As
suspected, only 20% of participants had heard of
with the procedures were then asked how frequently they employed them in practice
the only MCC procedure found to be in use was the Bonferroni
quite rare (median = 2.5).
2.3 Why are MCC procedures not used in practice?
The results of section 2.2. are not surprising, given the typical ranges of scenarios analysed by respo
dents (section 2.1). Although other authors
ferroni procedures beyond 10 comparisons
corporated both a statistical and practical worldview
from a multi-choice list. As can be seen a la
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60% of respondents) while a number of respondents had pa
4%).
, such as Bonferroni, or if the range effe
Figure 1 illustrates the typical number of scenarios respondents indicated
five point scale; 1 = Never, 5 = always; media
mation on differences. However, note
6% of respondents stated that they had conducted
exceeded 100. We found very little evidence of alternative
regular use (median = 2); hence it is plausible to assume
1: Typical ranges of scenarios for respondents
control procedures are used?
commonly used multiple comparison control procedures (including the
the MCC procedures listed. The respondents familiar
Correction and this appears to have been
discussing MCC have noted the breakdown of classical Bo
, we wanted to explore other reasons blocking usage that i
. Table 1 presents the results that respondents selected
rge proportion of respondents were not familiar with MCC
r-
analysed in DES studies
c-
-wise comparisons in
n = 4), it is notable that
p-
at least one DES study
edian
. Of the five listed,
n-
n-
n-
at
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all (40%); furthermore a large proportion of respondents were familiar with MCC, but were unfamiliar
with the procedures.
Table 1: Reasons for not using MCC
Answer Responses
I am not familiar with the term 'multiple comparison control' 40%
I am not aware of the need to apply multiple comparison control in DES studies 8%
I am familiar with the term 'multiple comparison control', but not with any of the procedures 20%
The multiple comparison procedures I am familiar with are too strict to be of practical use 16%
I do not have software that provides multiple comparison control functionality 8%
Multiple comparison control is unnecessary in DES studies 0%
Other e.g. “largely unnecessary, clients would not understand” 12%
2.4. Discussion of Survey Results
Clearly, given the sample size of the survey, it should be acknowledged that the results cannot be genera-
lised as the characteristics of scenario analysis in all DES studies. However, as noted in section 2.1, the
respondents were generally experienced DES modelers; hence it is believed that the results may hold
some indications of typical practice worthy of further consideration.
The results showed that DES modelers appear largely unaware of the FWER and procedures that control
it. This is perhaps surprising given in our sample the majority of respondents had a masters degree (56%)
incorporating DES training (there was no evidence of an association between awareness of FWER &
masters level training: ߯ଶ(1) ൌ Ǥ͸ͷǡ݌൐ Ǥͳሻ. As an attempt to clarify the state of current UK DES teach-
ing we contacted Simulation (UG/PG) module leaders at 7 different UK universities and asked whether
formal scenario comparison methods and MCC procedures were covered within their modules. It appears
from this informal survey that most courses do not go any further than formal comparison by t-test (as per
Robinson 2004 or Law 2007) and that most modules do not currently cover MCC methods. Clearly there
is some scope to improve simulation education on MCC.
In general the results show that DES projects typically involve ranges of scenarios outside of those feasi-
ble for classical MCC procedures such as the Bonferroni correction and that they are used rarely. This
suggests that alternative procedures, such as FDR, that provide a better trade-off between Type I and
Type II errors would be a useful addition to the DES literature. To address these points the next section of
this paper provides a brief review of MCC methods to control the FWER and the FDR. This is followed
by an example of the methods in action and how FDR provides a better trade-off between Type I and II
errors than classical MCC procedures.
3 A REVIEW OF FDR AND FWER CONTROLLING METHODS
Firstly, let us clarify the difference between FDR and FWER. Consider carrying out m statistical hypo-
thesis tests. Of these m individual tests, there are m0 true null hypotheses and m1 (= m-m0) false null hy-
potheses. All the possible outcomes of these m tests are shown in table 2 (Benjamini and Hochberg,
1995). Obviously, in reality, only m and r are known. The FDR is defined by Benjamini and Hochberg
(1995) as the expected proportion of type I errors (V) among all the significant results (r), i.e. E[V/r]. The
FWER, however, is defined as the probability that the number of type I errors (V) is greater than or equal
to one, i.e. P(V ≥ 1).  That is, the FWER refers to the probability of making a single type I error in m 
comparisons.
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Table 2: This table displays all possible outcomes of individual statistical hypothesis tests. V = the number of type I
errors; T = the number of type II errors. Only m, r and m-r are observable. U, V, T, S and m1 are unknown.
Truth Decision Total
H0 not rejected H0 rejected
H0 true U V m0
H0 false T S m1
Total m-r r m
Methods devised to control the FDR therefore keep the expected proportion of V/r at a chosen level. Me-
thods devised to control the FWER therefore keep the P(V ≥ 1) at or below a desired level.  Classical 
Bonferroni, is designed to keep the (FWER) probability of making even one type I error to α/m.  As an 
example consider Table 3 that illustrates the individual confidence intervals needed to maintain an overall
5% level of significance when comparing different numbers of scenarios in a full pairwise fashion. The
table illustrates how quickly the Bonferroni Correction effects the practical usefulness of results. For in-
stance, beyond five scenarios the individuals confidence intervals are above 99.5%. Not only is this in-
credibly strict, but any useful information of the mean difference between scenarios is lost. Note that
even if an overall 10% level of significance was set the individual confidence intervals become extremely
strict and difficult to interpret (i.e. approximately 99.5% and above) beyond seven scenarios.
Table 3: Feasible and Infeasible use of a Bonferroni Correction in full pair-wise compar-
isons (α=0.05) 
Scenarios Comparisons (m) α (Bonferroni) CIs 
3 3 0.017 98.3
Interpretable,
but wide CI’s4 6 0.008 99.2
5 10 0.005 99.5
6 15 0.003 99.7
Strict and CIs
of little use
7 21 0.002 99.8
8 28 0.002 99.8
9 36 0.001 99.9
10 45 0.001 99.9
This is an issue present in all comparison problems, not just DES; hence the drive to produce less con-
servative versions of Bonferroni based on a sequential analysis of p-values (Holm, 1979; Hochberg, 1988;
see Appendix for algorithms). However, the general consensus is that these methods are still on the con-
servative side (e.g. Verhoeven et al., 2005). This conservatism is particularly problematic in studies of a
more explorative nature and has therefore led to the search for alternative methods that produce a better
trade-off between type 1 and 2 errors. Thus the family of FDR methods was developed.
Like the step-down and up Bonferroni procedures, FDR is a sequential method that operates on the
ranked p-values. The control algorithm for the original FDR procedure (Benjamini and Hochberg, 1995)
is presented in Figure 2. There are several variations to this approach available and a full review of these
methods is beyond the scope of this paper. However, a simple variation can be inferred by referring back
to Table 2. Recall that the unknown value m0 represents the total number of hypotheses that are ‘true’. If
the value of m0 was in fact known then the FDR could be controlled at exactly level V/r. Hence if some
of the m hypotheses are false (m0 < m) then there is a benefit to statistical power if this number can be es-
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timated (Benjamini and Hochberg, 2000). This estimation can be done empirically based on the resultant
test p-values. A simple way to think of this result is that we are generating extra information based on
test results and hence our tests gain more power. The procedure to perform the ‘adaptive’ FDR algo-
rithm has both an algorithmic and graphical form and is very simple to implement. The algorithm is
summarised in the Appendix; interested readers are referred to Benjamini and Hochberg (2000) for more
details on the approach. Before discussing some theoretical results
Table 4 provides a simple overview of the differences in p-value rejection levels for the Bonferroni and
FDR procedures discussed (adapted from Verhoeven, et al, 2005).
1. Carry out m hypothesis tests (i.e. scenario comparisons) and calculate m corresponding p-
values.
2. Rank the p-values in ascending order: p(1) ≤ p(2) ≤ p(3) ≤ … ≤ p(m)
3. Define H(i) as the null hypothesis associated with the p-value p(i)
4. For i = m, m-1, m-2, … , 1, let n be the largest i for which p(i) ≤ iα/m. 
5. Reject all null hypotheses from H(1) up to and including H(n) (i.e. reject the null hypothesis corre-
sponding to p(n) as well as all those having smaller p-values).
Figure 2: False Discovery Rate Algorithm (Benjamini and Hochberg, 1995)
Table 4: A comparison of p-value rejection levels for five multiple comparison methods (3 FWER controlling me-
thods and 2 FDR controlling methods): (1) Holm, 1979; (2) Hochberg, 1988; (3) Benjamini and Hochberg, 1995;
(4) Benjamini and Hochberg, 2000. (An extension of table from Fig.1 from Verhoeven et al., 2005).
Tests
ranked by
ascending
p-value
Classical
Bonferroni
FWER
control
(Step-down)
Sequentially rejec-
tive Bonferroni
FWER control (1)
(Step-up) Sharper
Sequential
Bonferroni
FWER control (2)
FDR
(3)
Adaptive FDR
control, where
0mˆ is the esti-
mate of m0. (4)
1 α/m α/m α/m α/m α/ 0mˆ
2 α/m α/(m-1) α/(m-1) 2α/m 2α/ 0mˆ
3 α/m α/(m-2) α/(m-2) 3α/m 3α/ 0mˆ
     
k α/m α/(m-k+1) α/(m-k+1) kα/m kα/ 0mˆ
     
m α/m α α α mα/ 0mˆ
4 SOME THEORETICAL RESULTS
When all the null hypotheses are true the FWER  FDR as shown in table 5. When not all of the null
hypotheses are true and S > 0, then the FWER ≥ FDR as shown in table 6 (Benjamini and Hochberg, 
1995). Hence for the cases where S > 0, controlling the FDR at a set level can lead to fewer type II er-
rors than controlling the FWER at the same level. Hence the power of each test can be greater under FDR
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control than equivalent FWER control. This advantage of FDR control increases as the number of false
null hypotheses increases (Benjamini and Hochberg, 1995)
Table 5: The values that the FDR and FWER take when all the null hypotheses are true.
Number of type I errors FDR values FWER values
V = 0 FDR = E[V/r] = E[0] = 0 FWER = P(V ≥ 1) = 0
V > 0 V = r as all rejections of H0
are false i.e. type I errors,
hence FDR = E[1] = 1
FWER = P(V ≥ 1) = 1
Table 6: The values that the FDR and FWER take when not all the null hypotheses are true and S > 0.
Number of type I errors FDR values FWER values
V = 0 FDR = E[V/r] = E[0] = 0 FWER = P(V ≥ 1) = 0
V > 0 Since r = V + S, for V/r to
equal 1, S must be 0. Hence
for S > 0, 0 < FDR = E[V/r]
< 1
FWER = P(V ≥ 1) = 1
This method has been shown to control the FDR when all m tests are independent (Benjamini and Hoch-
berg, 1995) as well as when the tests are positively correlated (Benjamini and Yekutieli, 2001).
Benjamini and Yekutieli (2001) provides an alternative cut-off level for the above procedure that provides
FDR control when the tests are either negatively correlated or have a more complicated dependence struc-
ture. The recommended modification is more conservative than the original procedure (Verhoeven et al.,
2005) and involves substituting the following instruction for line 4 in the original procedure listed in Fig-
ure 1:
 For i = m, m-1, m-2, … , 1, let n be the largest i for which   


m
1i
i
i
1
 m α ip .
5 PRACTICAL EXAMPLE
In order to illustrate the application of the various methods discussed above we created a set of 55 artifi-
cial p-values, to represent the p-values that would be produced from testing differences between 10 scena-
rios in a full pair-wise comparison. Using Verhoeven et al.’s, (2005), artificial example as a guide, we
drew the artificial p-values from two representative distributions: 15 p-values representing true differenc-
es between compared scenarios (true alternative hypotheses) were drawn from a t-distribution with a
mean > 0; 40 p-values representing true null hypotheses (no difference between compared scenarios)
were therefore drawn from a Uniform[0,1] distribution. Normally, the degrees of freedom for a t-test of
the difference between two scenarios would come from the number of replications (or batched means)
used to calculate the overall mean KPI of interest for each scenario. This was set at 29 (for all compari-
sons) for this artificial example. We applied five methods of interest (3 FWER methods and 2 FDR me-
thods) to the set of p-values to sort into significant and non-significant results. The experiment was re-
peated 20 times using different random numbers to create 20 different sets of p-values. The decisions
(mean & standard deviation) of each method are displayed in Figure 3. In these examples, the FDR con-
trol methods produced no type II errors in contrast to the FWER methods that failed to highlight approx-
imately half of the significant alterative results. The FDR methods were predictably less strict regarding
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Type I errors and consistently made more than the expected number, but were relatively close to the ex-
pected values in the majority of cases (see Figure 4).
Step-down sequential Bonferroni (Holm
1979)
FWER DecisionNot Sig Significant
True H0 40 [0] 0 [0]
True Ha 7.2 [1.40] 7.8 [1.40]
Benjamini & Hochberg FDR
(Benjamini & Hochberg, 1995)
FDR DecisionNot Sig Significant
True H0 38.15 [0.88] 1.85 [0.88]
True Ha 0 [0] 15 [0]
Adaptive Benjamini & Hochberg FDR
(Benjamini & Hochberg, 2000)
FDR DecisionNot Sig Significant
True H0 38.05 [0.83] 1.95 [0.83]
True Ha 0 [0] 15 [0]
Classical Bonferroni
FWER DecisionNot Sig Significant
True H0 40 [0] 0 [0]
True Ha 7.8 [1.32] 7.2 [1.32]
Step-up sequential Bonferroni
(Hochberg, 1988)
FWER DecisionNot Sig Significant
True H0 40 [0] 0 [0]
True Ha 7.2 [1.40] 7.8 [1.40]
Figure 3: The significance decisions (mean [sd]) made by five FWER & FDR methods acting upon (20 sets of) 55
artificial p-values, representing 15 true alternatives and 40 true nulls: number of comparisons = 55, number of true
alternatives = 15, number of true nulls = 40, effect size (i.e. true mean difference between scenario means) = 3, no-
minal alpha = 0.05, degrees of freedom for t-tests (i.e. number of replications or batched means – 1) = 29.
Figure 4: Actual Type I error values compared with expected Type I error values, for (A) Benjamini & Hochberg
FDR control method (Benjamini & Hochberg, 1995) and (B) Adaptive Benjamini & Hochberg FDR control method
(Benjamini & Hochberg, 2000).
6 DISCUSSION AND CONCLUSION
Our main aim in this paper was to highlight current practice in multiple scenario comparison and to illu-
strate the possible benefits of employing FDR control when comparing large numbers of DES experimen-
tation scenarios in an exploratory manner. We believe that it is of benefit to simulation users to be aware
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of and be able to access the various techniques discussed in this paper among the many tools available
when experimenting with DES models.
Given the small sample size of the survey detailed in section 2, the survey results should only be viewed
as indications of scenario analysis and comparison in practice. The results highlighted the fact that DES
users are comparing scenarios outside of the feasible region for a classical Bonferroni Correction. It also
suggested that Bonferroni corrections and MCC in general are rarely used and that knowledge of MCC
procedures is low.
In response to the first finding one option in multiple comparison problems in DES studies is to simply
ignore it and perform all comparisons at an individual significance level. As one respondent to the survey
pointed out ‘any unexpected results should be investigated further by making additional runs’. This is an
important difference between DES studies and other empirical sciences; as, for example, psychologists
rarely have the luxury of ‘cheap’ collection of additional data. DES users also have access to the mechan-
ism, i.e. the model, that generated the ‘unexpected results’ and can use it to help manage possible false
discoveries. However, some of this effort could be reduced in exploratory studies, i.e. those that study the
factors that influence performance, if an FDR type procedure was adopted. This provides a good balance
between wrongly concluding differences are present due to an inflated FWER and missing important find-
ings due to an overly conservative Bonferroni procedure.
This discussion also feeds into point three and the education of DES users on strategies to tackle the mul-
tiple comparison problem in practice. We believe that University courses and DES texts should provide
some practical advice to students on the measures that they can take. Clearly the classical Bonferroni
Corrections we found in DES texts are insufficient. One alternative is the FDR which provides an extra
layer of protection against inference errors. To help students and practitioners we have provided a simple
spreadsheet designed to be used in the comparison of scenarios in DES studies. It includes the Bonferroni
and FDR procedures detailed in this paper and can be downloaded from here
[http://www2.warwick.ac.uk/fac/soc/wbs/subjects/orms/people/katyhoad]:
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APPENDIX
Adaptive FDR control algorithm (Benjamini & Hochberg, 2000):
 Specify an acceptable False Discovery Rate, q, prior to carrying out comparisons.
 Carry out m hypothesis tests (i.e. scenario comparisons) and calculate m corresponding p-values.
 Rank the p-values in ascending order: p(1) ≤ p(2) ≤ p(3) ≤ … ≤ p(m)
 Define H(i) as the null hypothesis associated with the p-value p(i)
 For i = m, m-1, m-2, … , 1, if all p(i) ≥ iq/m do not reject any hypotheses (stop). 
 If this is not the case, starting with i = 1, calculate Si = (1 - p(i))/(m+1-i), and continue calculating as long as
Si ≥ Si-1.
 Let n be the smallest i for which Si < Si-1.
 Set 0mˆ = Minimum of 1/ Sn (rounded up to an integer value) and m.
 For i = m, m-1, m-2, … , 1, (starting at i = m), let k be the largest i for which p(i) ≤ iq/ 0mˆ .
 Reject all null hypotheses from H(k) down to H(1).
Classical Bonferonni FWER control (e.g. Banks et al., 2005 p449; Robinson, 2007 p180):
 Choose the desired overall significance level α. 
 Carry out the m hypothesis tests (i.e. scenario comparisons), each at an individual significance level of α/m. 
 Reject any null hypothesis for which the p-value < α/m. 
Hoad and Monks
Sequentially rejective (step-down) Bonferonni FWER control (Holm, 1979):
 Carry out m hypothesis tests (i.e. scenario comparisons) and calculate m corresponding p-values.
 Rank the p-values in ascending order: p(1) ≤ p(2) ≤ p(3) ≤ … ≤ p(m)
 Define H(i) as the null hypothesis associated with the p-value p(i)
 For i = 1, …, m-2, m-1, m, (starting at i = 1) let n be the largest i for which p(i) ≤ α/(m-i+1). 
 Reject all null hypotheses from H(1) up to and including H(n) (i.e. reject the null hypothesis corresponding to
p(n) as well as all those having smaller p-values).
Sharper (Step-up) Sequential Bonferonni FWER control (Hochberg, 1988):
 Carry out m hypothesis tests (i.e. scenario comparisons) and calculate m corresponding p-values.
 Rank the p-values in ascending order: p(1) ≤ p(2) ≤ p(3) ≤ … ≤ p(m)
 Define H(i) as the null hypothesis associated with the p-value p(i)
 For i = m, m-1, m-2, … , 1, (starting at i = m) let n be the largest i for which p(i) ≤ α/(m-i+1). 
 Reject all null hypotheses from H(n) down to H(1) (inclusive).
