Data Envelopment Analysis (DEA) is a non-parametric technique for measuring the efficiency of Decision Making Units (DMUs) with multiple inputs and outputs. DEA for a large dataset with many input/output variables and/or many DMUs would need huge computer resources in terms of memory and CPU time. This paper proposed an Electromagnetism Algorithm (EA) for estimating the efficiency of DMUs in large datasets for the first time. Since the parameters have important roles on the convergence and quality of the algorithms, they are calibrated by means of the experimental design in order to improve their performances. To evaluate the effectiveness of EM, a numerical experiment was conducted using several data sets and compared with simulated annealing (SA) Algorithm as a well-known metaheuristic. Experimental results indicated that EM outperformed SA.
DEA for a large dataset with many input/output variables and/or DMUs would require huge computer resources in terms of memory and CPU time and take a long time even though with a very fast computer [6] . Furthermore, in order to obtain the results, it must be solved as a separated mathematical programming problem for each DMU. The related works of this area are as follows: Udhayakumar et al. [13] developed a GA that employs one-point crossover and perturbation mutation operators for solving the P-model of chance constrained technique. They considered DEA problem for the banking sector in which inputs and outputs are assumed to be stochastic. In their method, the stochastic objective function and chance constraints are used and the feasibility of chance constraints is verified by simulation techniques. Azadeh et al. [1] presented a hybrid GA-DEA for assessment and optimization of critical inputs from two different viewpoints of efficiency and cost in electricity transmission units. They used a specific measure and cost allocation super-efficiency DEA models for sensitivity analysis and to determine the critical inputs based on efficiency and cost. In this paper, to estimate the efficiency of DMUs in large datasets, we proposed and developed the Electromagnetism (EM) algorithm. Besides, we are proposing some new and also modified mutation and crossover operators in EM. Up to now, no one has considered EM algorithm for any kind of DEAs. Hence, we develop and use EM for solving the DEA problem for the first time. This paper is organized as follows: Section 2) briefly describes the DEA technique. Section 3) the proposed EM for estimating the efficiency is explained. Section 4) describes the Taguchi experimental design and compares the computational results. Section 5) conclusion is provided and some areas of further research are then proposed.
Preliminaries
Let we have n observations on n DMUs { }, with input and output vectors , and for j=1, 2, …, n. In the TDT model [12] the relative efficiency score of is obtained by solving the following mathematical programming model: 
Using the Charnes and Cooper's linear transformation technique, the following linear programming problem is obtained as follows:
So, the above multiplier form of CCR model can be used to obtain the relative efficiency score of . In the evaluation of large organization (about millions) by using DEA, even if we employ a high-speed computer, many calculations are needed. Also, it may take a long time to estimate the efficiency of DMUs in these kinds of applications. Besides, because of estimating the efficiency, a linear program must be solved for each DMU. To get rid of this drawback (relative efficiency of each number of DMUs), we proposed EM which be detailed in the following section.
The electromagnetism algorithm
The EM was first introduced to simulate the electromagnetism theory of physics by Birbil and Fang [2] as a new stochastic population-based heuristic optimization tool to solve the problems with lower and upper bound in the form of:
Where
and x 1 , …, x n represent the decision variables. U k and L k represent, upper and lower bounds on the kth variable (k = 1, …, n), respectively, and f (x) is objective function value. EM uses the attraction-repulsion mechanism of the electromagnetism theory to put the sample solutions toward to the optimal solution. By the Coulomb's law, the amount of force is proportional to the product of the particle's charge and inversely proportional to the distance between them. The positions of them are calculated iteratively according to the resultant force exerted by a population of other charged particles. The idea behind the algorithm is that inferior particles prevent a move in their direction by repelling other superior particles and that better particles facilitate moves in their direction. So, the force causes a global movement of all solutions towards the solutions with higher quality. The EM approach has been recently applied to solve several optimization problems such as set covering problem (Naji-Azimi et al. [11] ), project scheduling (Debels et al., [5] ), flow shop (Khalili and TavakkoliMoghaddam, [9] ),cell formation (Jolai et al., [8] ), Nonlinear systems design (Lee and Lee, [10] ), and Maximum Betweenness Problem (Filipović et al., [7] ), etc.
The general structure of the EM algorithm is described in Algorithm 1. The EM algorithm has four main stages. The first step is determination of the initial solutions. In the first phase procedure, population size (popsize) of solutions are randomly generated from the feasible region. The attribute of solutions is assumed to be uniformly distributed among the corresponding upper bound and lower bound. After initialization, the second step is to conduct a local search to improve the solution's quality. The third step is to calculate the total force exerted on each particle according to their charges. The final step includes moving along the direction of the force. After computing the total force of one particle, this particle moves the random step length in the lane of the force to cause the particles to move into any new feasible region along this lane which is uniformly distributed between 0 and 1. The changeable value of every dimension is limited to the corresponding lower upper and bounds. The specific formulas for the FBPM used to calculate charges, forces and the movement action of each solution will be described in 
Encoding scheme and Initialization
In a metaheuristic algorithm, one of the most important decisions is how to represent solutions in an efficient way to the searching space [6] . Solution representation should be easy to decode to reduce the CPU time of the algorithm. The weights of inputs and outputs are considered as the genes of each chromosome, respectively, the length of solutions is equal to the numbers of inputs plus outputs (m + s). The initial generation are produced with these weights in range (0, positive number), randomly.
Local search
The procedure that selects each near random solution (Algorithm 2, lines 4-12) then finds its related their objective value. This new selected solution will replace the current solution when its quality is better than the current solution (Algorithm 2, lines 13-16). Finally the current best point is updated (Algorithm 2, line 21). 
Total forces computation
The charge qi and the total force vector exerted on Xi computed by the superposition principle is (8) And X best is the best solution in the current population.
Movement procedure
After evaluating the total force vector Fi, particle Xi moves in the direction of the total force by a random step length, i.e.
Where RNG j denotes the amount of feasible movement toward the zero or one and the random step length λ = random (0, 1). Since RKs are real numbers between zero and one, the adaptation of Eq. (8) (11) Note that the current best particle does not move because of having the better objective value and attracting all other particles.
Experimental design

Test problems
In this subsection Instances generation are conducted to set the parameters and evaluate the performances of EM. First, we generated random problem instances for n = 50, 100, 150, 200, 400, 600, 800 and 1000
DMUs, respectively. After specifying the number of DMUs in a given instance, for each DMU, four problem types A, B, C, and D of inputs and outputs numbers (m, s) were generated from discrete uniform distribution [10, 50] . The problem details are shown in Table 1 . 
Parameter setting
The performance of the EM is generally sensitive to the parameter tuning which affects the search ability and the convergence quality. Choosing proper parameters is time-consuming and sometimes depends on particular instances. In this section, we investigate the behavior of EM in different levels of parameters and are going to find the optimal level of these parameters and operators. The full factorial design of an experiment is a conventional statistical method used for calibration of parameters and operators. This method evaluates all the possible combinations of factors. The parameters and operators of algorithms and their levels are depicted in Table 2 . where Alg sol is the obtained objective value for a given instance and Max sol is the maximum or the best known solution for each instance. The RPDs are averaged in each level, and its value is plotted against each control factor in Fig. 1 . The better robustness is happened when parameters of factors LSITER and PopSize are obviously 45 and 10, respectively, as depicted in Fig. 1 . 
Experimental results
A computational study was conducted to evaluate the efficiency and effectiveness of the proposed algorithm, which was coded in MATLAB and run on a PC with 2.8 GHz Intel Core 2 Duo and 4 GB of RAM memory. For this purpose, we present and compare the results of EM with the SA algorithm as an effective algorithm in the literature. We use searching time as stopping criterion to be equal for both algorithms which is equal to 1.5 × (n + m + s) milliseconds. Therefore, CPU time is affected by all the problem characteristic n, m and s. The more the number of DMUs, inputs and outputs, the more the rise of CPU time increases. For further comparison, the convergence is investigated. The best results and their convergence are showed in Fig. 2 . The superiority of EM on SA is clear. From this figures, it is concluded that EM has a better convergence than SA on this problems. We generated ten test problems for each thirty two problem type, summing to test problems which are different from the problems used for parameter tuning. The problems have been run five times and the averages of RPDs for each algorithm and each problem size are showed in Fig. 3 . 
Conclusion and future works
We have considered a DEA problem with many input/output and/or many DMUs for obtain the relative efficiency DMUs. Since DEA problems with these structures needs to huge computer in terms of memory and CPU time, so, we have proposed and developed the metaheuristic algorithm, EM, to obtain the relative efficiency of DMUs in large datasets. Because of the dependency of the metaheuristics on the proper choice of parameters, the experimental design method was used. The computational experiments show the convergence and efficiency of EM to solve the generated instances and higher performance in comparison with SA in all problem size. As a suggestion for future research, other metaheuristics such as Genetic Algorithm, Variable Neighborhood Search, particle swarm optimization and Imperialist Competitive Algorithm can be applied to this problem. Furthermore, we can consider ranking of DMUs with the proposed algorithm.
