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Generating economical, high-resolution and high-quality computational grids for Large Eddy Simulation
(LES) of wind ﬂow and convective heat transfer (CHT) around surface-mounted obstacles is not
straightforward. When the grid size is used as ﬁlter, LES grids should ideally consist of cubic cells, while
CHT requires a very high near-wall resolution to resolve the thin viscous sublayer and buffer layer that
represent the largest resistance to CHT. To avoid very high cell numbers and the need for excessive
computational resources, non-conformal grids can be considered. This paper provides a detailed eval-
uation of the performance of non-conformal grids with cubic cells, for wind ﬂow and CHT around a wall-
mounted cubic obstacle. LES results on non-conformal versus conformal grids are compared with each
other and with wind-tunnel measurements of wind speed and surface temperature. Moreover, sensi-
tivity analysis is performed concerning the impact of overall grid resolution, subdomain size and grid
reﬁnement ratio. Average absolute deviations between LES on non-conformal versus conformal grids are
about 0.9% (0.5 C) for surface temperature on all cube surfaces. Comparison with experiments shows for
the non-conformal grid an average and maximum absolute deviation for surface temperature of 2.0%
(1.1 C) and 7.6% (3.6 C), respectively. The sensitivity analysis shows minor impact of subdomain size on
convective heat transfer coefﬁcients (CHTC) where, on average, absolute deviations of less than 2.2% are
observed. This study shows that non-conformal grids can strongly reduce the total cell count (here by a
factor up to 30.2) without signiﬁcantly compromising the accuracy of results.
© 2017 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
With the advancement of computational power and numerical
methods, the use of Computational Fluid Dynamics (CFD) in wind
engineering, also referred to as Computational Wind Engineering,
has seen a rapid growth in the past 50 years, covering a wide range
of topics encountered within the lower part of the atmospheric
boundary layer (ABL) [1e3]. A problem of particular interest in
wind engineering, building physics and urban physics is the anal-
ysis of convective heat transfer (CHT) across building facades and
roofs [4e6]. The knowledge of the so-called convective heat
transfer coefﬁcients (CHTC) is important for the assessment of ur-
ban heat islands (UHI), building energy demand for heating and
cooling, etc.ier Ltd. This is an open access articAccurate analysis of CHT is subject to at least two important
requirements. First, it strictly requires resolving the entire bound-
ary layer, including the very thin viscous sublayer and buffer layer
that dominate the convective surface resistance. This in turn re-
quires computational grids with a very high near-wall resolution, in
the order of 100 mm for building applications, as employed in some
recent studies [7,8]. Second, accurate analysis requires transient
simulations with Large Eddy Simulation (LES) to capture the com-
plex ﬂow patterns around bluff bodies, like buildings [9e12]. In the
framework of implicit ﬁltering in LES, where the grid size is used as
ﬁlter, ideally, grids should consist of cubic cells as they present
equal ﬁlter length in all three directions. The combination of these
two requirements provides an exceptional challenge in grid gen-
eration, certainly for high Reynolds (Re) number ﬂow as encoun-
tered in wind engineering, where the overall dimensions of the
problem under study can easily be ﬁve orders of magnitude larger
than the thickness of the viscous sublayer and hence the size of the
near-wall cells.le under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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(with a very low tolerance) at the formed interfaces, would easily
yield excessively large total numbers of cells and similarly excessive
required computational resources for the assessment of CHTC. In
order to combine grid economy with the requirements of high grid
resolution and high grid quality for CHT on surfaces of wall-
mounted obstacles, non-conformal grids can be considered. In
contrast to conformal grids, non-conformal grids form interfaces
where at least one of the nodes, on the one side of the interface, is
not matched with another node on the other side of the interface.
Non-conformal grids are used as means towards grid economy,
which is needed in order for computationally expensive and/or
large-scale simulations to be performed. Moreover, the employ-
ment of non-conformal grids easily allows providing sufﬁcient
resolution in the regions of the ﬂow where this is actually needed.
This especially holds when LES is employed, where the effects of
the subgrid-scale (SGS) model can be of critical importance [13,14].
However, for SGS models, used for representing the effect of un-
resolved quantities, the ﬁlter width is usually proportional to the
grid resolution. As a result, in case of non-conformal grids, a sudden
reﬁnement or coarsening of the grid may result in discontinuities in
eddy viscosity, which, in turn, can lead to numerical instabilities.
Piomelli et al. [15] investigated the effect of non-conformal grids on
LES statistics in turbulent plane channel ﬂow with different SGS
models. Their study distinguished between two types of non-
conformal interfaces: (i) parallel and (ii) normal to the mean
advection direction. They observed that an interface parallel to the
mean advection did not result in signiﬁcant discontinuities. How-
ever, in case the interface was placed normal to the mean advec-
tion, large jumps in the resolved shear stresses, especially close to
the wall, were observed. Vanella et al. [16] extended the work by
Piomelli et al. [15] and studied a simple case of turbulent ﬂow. Grid
coarsening or reﬁnement by a factor of 2 in all directions was
considered. The results showed that, in the case of sudden grid
reﬁnement, signiﬁcant perturbations were not observed in the
ﬂow, as gradual generation of the small scales and a smooth tran-
sition of the ﬂow across the interfaces occured. On the other hand,
in the case of grid coarsening, a considerable energy pile-up at
small scales was observed near the interfaces. The aforementioned
studies [15,16] focused mainly on the analysis of simple ﬂow con-
ﬁgurations in plane channel and uniform ﬂows across non-
conformal interfaces and did not take into consideration heat
transfer.
In the present paper a detailed evaluation of the performance of
non-conformal grids, consisting entirely of cubic cells, for wind
ﬂow and CHT around a wall-mounted cubic obstacle is provided.
First, a comparison of LES results on non-conformal versus
conformal grids is performed. The differences between the LES
results are quantiﬁed and the related reduction in the total cell
count and associated computational resources due to the use of a
non-conformal grid are reported. Then, a comparison of the LES
results with wind-tunnel measurements of wind speed and surface
temperature is conducted and the accuracy of the numerical pre-
dictions is demonstrated by validation metrics. Finally, a sensitivity
analysis is performed concerning the impact of overall grid reso-
lution, subdomain size and grid reﬁnement ratio on the LES results.
Recommendations are provided to support future CFD studies of
wind ﬂow and CHT around surface-mounted bluff bodies, like
buildings, in turbulent boundary layer ﬂow. It is stressed that the
intention of this paper is not to conduct an LES simulation of wind
ﬂow and CHT that is as accurate as possible. On the contrary, the
intention of this paper is to depart as much as possible in terms of
cell count from the ideal case of a uniform grid consisting exclu-
sively of equally-sized cubes without signiﬁcantly compromising
the accuracy in terms of wind ﬂow and CHT. The main goal is toprovide recommendations on how economical LES grids can be
generated that still provide sufﬁcient accuracy for engineering
analysis. Without such recommendations, LES simulations of wind
ﬂow and CHT around buildings in an actual urban area will remain
practically infeasible due to excessively large total numbers of cells
and the associated excessive computational requirements. It should
be stressed that coarser grids and the use of wall functions are
generally not an option for accurate simulation of surface CHT in
the complex ﬂow ﬁeld around bluff bodies such as buildings.
Indeed, earlier research has shown that the use of wall functions
can easily provide errors up to 60% in wall heat ﬂux and that these
errors can be avoided by proper high-resolution near-wall grids [7].
The structure of the present paper is as follows. In Section 2, the
wind-tunnel experiments are brieﬂy described. In Section 3, in-
formation on the computational models is presented. The CFD
simulations are presented in Section 4. In Section 5, the limitations
of the present study and prospects for future work are given. The
main conclusions of this study and recommendations are presented
in Section 6.
2. Description of wind-tunnel experiment
In this study, the experiments performed by Meinders [17] and
Meinders et al. [18] are employed. In these experiments, the CHT at
the surfaces of a wall-mounted cube placed in turbulent channel
ﬂowwas evaluated. The channel in the experiments had a height of
0.05 m and a width of 0.6 m as shown in Fig. 1a. Measurements
were performed for Reynolds numbers in the range of 2000 to
5000, based on the cube height (H ¼ 0.015 m). Tripping strips were
placed 0.75 m upstream of the cube to accelerate transition from a
laminar to a turbulent boundary layer. The cube had a copper core
with dimensions 12 12 12mm3 aroundwhich an epoxy layer of
thickness equal to 0.0015 m was applied on all surfaces as
demonstrated in Fig. 1b. A dissipating source (resistance wire)
placed inside the core was used to heat the copper core to a con-
stant temperature of 75 C. As a consequence of the high thermal
conductivity of the copper, the interior of the epoxy layer was
characterised by a uniform distribution of temperature. The ther-
mal conductivity of the copper and epoxy were about 390 W/mK
[17] and 0.24 W/mK [17,18], respectively. The temperature of the
approach ﬂow was maintained at a constant value of 21 C for
which the corresponding air thermal conductivity, density and
dynamic viscosity were 0.026 W/mK, 1.225 kg/m3 and
17.9  106 kg/ms, respectively. The external surface temperature
distribution of the epoxy cube surface was measured with infrared
thermography (IR). An IR camera was employed to detect the
electromagnetic energy that was radiated in the IR spectral band
from the object of interest. The electromagnetic energy was then
converted into an electronic video signal [19]. In the experiments
by Meinders [17] and Meinders et al. [18], the IR camera was
mounted at 45-deg scan angle to enable capturing the lateral faces
of the cube. The grid resolution of the infrared thermography
measurements was 30 30 grid cells per cube surface [17]. In order
to increase the accuracy of the IR measurements, the cube surface
was coatedwith a thermal black paint of emissivity 0.95 to enhance
thermal radiation. Afterwards, an in situ calibration was used to
take into account the various environmental contributions (re-
ﬂections and emissions [17]) and relate the local emitted intensity
to the surface temperature distribution [17,18]. The heat balance
between the heat conduction at the boundaries of the epoxy layer
and the heat convection from the outer epoxy layer to the air
yielded the local CHTC. As for the mean and instantaneous ﬂow
ﬁeld characteristics around the wall-mounted cube, these were
measured by a Laser Doppler Anemometry (LDA) system [17,18].
The measurement uncertainty of the surface temperature was
Fig. 1. Experimental setup (modiﬁed from Refs. [17,18]). (a) Perspective view of the wall-mounted cube in the channel and (b) vertical section through the heated cube.
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mean velocities and Reynolds stresses were approximately 5% and
10%, respectively [17,18].
Regarding the numerical analysis of this study, a Reynolds
number of 4440 is considered since measured mean velocities and
Reynolds stresses are available for the aforementioned Reynolds
number. The corresponding averaged bulk velocity is 4.47 m/s (uref)
and the average mass ﬂow rate through the channel is 0.262 kg/s
per unit area [17,18].Fig. 3. Top and side view of the computational domain with indication of subdomains
for non-conformal grid.3. Computational set-up
3.1. Computational domain and grid
A computational domain of the cube (H ¼ 0.015 m) including the
epoxy layer is madewith dimensions LDWD HD¼ 0.225 0.315
0.05m3 (Fig. 2). The cube ispositionedatadistanceof4H(¼0.06m)
from the inlet plane. This value is smaller than the one recommended
by Franke et al. [20] and Tominaga et al. [21], i.e. 5H, in order to limit
the deterioration of the inlet proﬁles as mentioned by Blocken et al.
[22,23]. The height of the domain is set equal to the height of the
channel in theexperiment (3.33H¼ 0.05m). Thewidthof thedomain
is set to 21H resulting in a blockage ratio of 1.4%, which is below the
maximum value of 3.0% recommended by the aforementioned
guidelines [20,21].
For the non-conformal grid, the domain is discretised in three
subdomainsUnc,1, Unc,2 andUnc,3 (Fig. 3). A 1:2 grid reﬁnement ratio
between the adjacent subdomains is used (Fig. 4a and b). For the
subdomain Unc,1, the length of the cubic cells is H/40, resulting in a
total number of 40 cubic cells to discretise the cube edges in all
directions. In this case, 4 cells across the epoxy layer thickness areFig. 2. Perspective view of the computational domain (H ¼ 0.015 m).applied. This subdomain is extended up to a distance of approxi-
mately H/3 away from the cube surfaces. The subdomain Unc,2
consists of cubic cells with a length of H/20, extended up to a dis-
tance of approximately 1.8H away from the windward, leeward and
side surfaces. Above the obstacle, the cubic cells of size H/20 are
extended up to a height of 0.8H in order to limit the total number of
cells. The rest of the domain (Unc,3) is discretised by cubic cells with
a length of H/10. This results in a total cell count of 1,431,789 cubic
cells.
For the conformal grid (Fig. 4c and d), a total number of 40 cubic
cells is used for the cube surfaces in x-, y- and z-directions (with
4 cells across the epoxy layer thickness). The cubic cells are
extended up to a distance of approximately 1.8H away from the
windward, leeward and side surfaces. Similarly to the non-
conformal grid, over the top surface of the cube the cells of size
H/40 are extended up to a height of 0.8H. Beyond that region, a
stretching ratio of 1.05 is applied to limit the total number of cells.
In this case, the total number of cells is 9,710,472. Consequently, the
conformal grid, as opposed to the non-conformal grid, does not
consist entirely of cubic cells. In both cases, the distance from the
centre point of the wall-adjacent cell to the wall for the cube sur-
faces is 1.88  104 m (yp ¼ H/80). In this case, the average value of
the non-dimensional wall distance yþ over all the cube surfaces is
about 3.61 on both grids. Note that this is a rather large value that is
Fig. 4. (a,b) Perspective view of non-conformal grid at cube and part of the ground surface (total number of cells: 1,431,789). (c,d) Same for conformal grid (total number of cells:
9,710,472).
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end of Section 1.3.2. Boundary conditions
In Fig. 2, planes 1 and 3 are the inlet and outlet planes,
respectively, while planes 2 and 4 are the side planes. As the inci-
dent velocity proﬁle is not given by Meinders [17] and Meinders
et al. [18], this needs to be determined for the CFD simulations. In
this study, the approach provided by Montazeri et al. [24] is used
and a three-part proﬁle is considered: a turbulent boundary layer
near the bottom wall (part 1), a uniform core ﬂow (part 2) and a
laminar boundary layer (part 3) near the topwall of the domain. For
the turbulent boundary layer, the air velocity changes from zero to
5.1 m/s (U∞) at the height of 1.53H [17,18]. The velocity at the
uniform core ﬂow is equal to 5.1m/s. At the laminar boundary layer,
the velocity proﬁle is deﬁned as follows [25]:
u3
U∞
¼

2

y
H3



y
H3
2 
(1)
where H3 is the laminar boundary layer thickness. In order to deﬁne
the velocity proﬁle, the heights of the second (H2) and third (H3)
part of the proﬁle need to be deﬁned. These are determined based
on the conservation of mass in the plane perpendicular to the ﬂow:
_mt ¼ _m1 þ _m2 þ _m3, where _mt is the average mass ﬂow rate in the
channel (0.262 kg/s per unit area) and subscripts (1), (2) and (3)
denote the mass ﬂow rate of part 1, part 2 and part 3, respectively.
As for the air mass ﬂow rate of each part, this is determined based
on the average velocity (ruiHi). Note that for the laminar boundary
layer, the average velocity is 2/3(U∞). For turbulent kinetic energy
k, a ﬁtted proﬁle based on the measurements is used. Furtherinformation on the implementation of the ﬁtted proﬁle for k can be
found in Ref. [24]. The turbulence dissipation rate ε is given by Eq.
(2):
ε yð Þ ¼ u
*3
kðyþ y0Þ
(2)
with the aerodynamic roughness length y0 and friction velocity u*
being equal to 7.6  106 m and 0.25 m/s, respectively. The von
Karman constant k is considered to be 0.42.
Symmetry boundary conditions (zero normal velocity and zero
normal gradients of all variables) are imposed at the sides of the
domain. At the outlet, zero static gauge pressure is applied. The
cube, ground surfaces and top of the domain are modelled as no-
slip smooth walls. Note that no special treatment is applied to the
ground surface to take into consideration the roughness. Never-
theless, as mentioned in Section 3.1, the inlet boundary is placed at
a distance of 4H from the inlet plane in order to limit the appear-
ance of longitudinal gradients in the boundary layer proﬁles
[22,23]. In order to impose a time-dependent velocity proﬁle at the
inlet of the domain, the spectral synthesizer is adopted [26]. This
inﬂow method provides a 3D transient velocity ﬁeld based on the
Fourier harmonics (number of harmonics: 100 [27]) with random
coefﬁcients following a normal distribution. The generated velocity
ﬂuctuation ﬁeld is superimposed on the mean ﬁeld.
The thermal boundary conditions are a ﬁxed inlet air tempera-
ture (Tin) of 294 K (21 C) and an adiabatic wall at the top and
bottom of the computational domain. The surface temperature of
the inner surface of the epoxy layer is ﬁxed at 348 K (75 C).
Thermal conductivity of the epoxy and air is set as in the experi-
ments [17,18], i.e. 0.24 W/mK and 0.026 W/mK respectively. At the
bottom of the epoxy layer, a ﬁxed value is used that is the average of
S. Iousef et al. / Building and Environment 119 (2017) 44e6148the surface temperature of the windward surface close to the
ground plane and that of the copper core. Note that heat transfer
across the cube surfaces is evaluated from the solution of temper-
ature in the adjacent cells of the air and epoxy layer. For this study,
the effect of buoyancy is neglected as the ratio of the Grashof
number to Reynolds number squared (Gr/Re2) is signiﬁcantly
smaller than one [17,18] and therefore only forced convection is
considered. The Grashof number is deﬁned as follows:
Gr ¼ gbDTH
3
v2
(3)
where g (¼ 9.81m/s2) is the gravitational acceleration, b (¼ 0.003 K-
1) is the thermal expansion coefﬁcient, DT (¼ 40 K) is the temper-
ature difference between the surface and the ambient [17], H the
height of the cube and v the kinematic viscosity.3.3. Solver settings
For the simulations, the commercial CFD code ANSYS Fluent 15.0
is used [27]. All LES simulations are initialised with the solution of a
preceding Reynolds-Averaged Navier-Stokes (RANS) simulation.
For the 3D steady RANS simulations, the realizable k-ε turbulence
model [28] is used together with the one-equation low-Re number
Wolfshtein model [29]. For pressure-velocity coupling, the SIMPLE
algorithm is used. Pressure interpolation is second order. Second-
order discretisation schemes are used for both the convection
and viscous terms of the governing equations.
For the LES, the standard Smagorinsky SGS model [30] with
model constant Cs ¼ 0.1 is employed. The bounded central-
differencing scheme is used to discretise the convection term in
the ﬁltered momentum equation. Pressure-velocity coupling is
performed using the fractional step method [31,32] in combina-
tion with the non-iterative time advancement (NITA) scheme, as
outlined in Refs. [33e35]. For the NITA scheme, a single outer
iteration for each time step is required while inner iterations are
performed for each set of equations for momentum, pressure
correction equation and energy equation until the convergenceFig. 5. Convergence monitoring: moving-average (over 70,000 time steps) as a function o
streamwise velocity in three points; (b) temperature in one point in the ﬂuid zone; (c) temcriterion is met. In this case each set of equations is segregated
from each other and solved independently one by one. As
opposed to the iterative time advancement (ITA), which requires
a considerable number of outer iterations, the use of the NITA
scheme signiﬁcantly reduces the computational time [27,36].
Time discretisation is second-order implicit. Two time steps are
used: Dt1 ¼ 8  104 s and Dt2 ¼ 4  105 s. The reason for
selecting a higher time step (Dt1) is to speed up the development
of the net heat ﬂux in the epoxy layer. The LES are performed
with Dt1 until the net heat ﬂux into the epoxy layer reaches
approximately 0.02 W, indicating that the energy conservation
between the boundaries of the epoxy layer is sufﬁciently met.
The aforementioned condition is achieved after approximately
530 ﬂow-through-times (tft ¼ LD/uref). Then, the simulations are
continued with Dt2 maintaining the Courant number (CFL) below
one. The LES initialisation period with Dt2 lasts approximately
Tinit ¼ 0.72 s corresponding to 14.3 ﬂow-through times. After the
initialisation period, the statistics are sampled for Tavg ¼ 2.8 s,
corresponding to 55.6 ﬂow-through times.
All simulations are performed on the HPC cluster at the
Department of the Built Environment of the Eindhoven University
of Technology, the Netherlands. A 12-core node is used (Intel(R)
Xeon(R) CPU - X5650 @ 2.67 GHz) with 96 GB of system memory
and x86_64 architecture.4. Computational simulation results
4.1. Monitoring of statistical convergence
In Fig. 5a, the evolution of the non-dimensional moving-average
of the mean streamwise velocity is shown as a function of the
number of ﬂow-through times in the sampling/averaging period
(70,000 time steps) in three monitoring points in the ﬂuid zone for
the LES computation on the non-conformal grid. The same evalu-
ation is performed for the moving-average of the temperature in
one monitoring point (Fig. 5b) in the ﬂuid zone and three moni-
toring points in the solid zone of the epoxy layer (Fig. 5c). For this
part of the analysis, the 70,000 time steps of the averaging periodf number of ﬂow-through times in the averaging period: (a) non-dimensional mean
perature in three points in the solid zone.
Table 1
Convergence monitoring: econv (%) at point 1, point 2 and point 3 in the ﬂuid zone and point 4, point 5 and point 6 in the solid zone for seven successive equal ranges of time
step in the averaging period.
Range of time step u=uref T
point 1 point 2 point 3 point 2 point 4 point 5 point 6
1e10,000 2.31 2.49 65.59 15.03 0.03 0.04 0.10
10,001e20,000 0.32 0.13 7.12 0.66 0.02 0.04 0.09
20,001e30,000 0.26 0.09 2.54 0.29 0.02 0.04 0.06
30,001e40,000 0.11 0.09 2.97 0.23 0.02 0.04 0.07
40,001e50,000 0.09 0.09 2.53 0.15 0.02 0.04 0.07
50,001e60,000 0.05 0.04 1.74 0.20 0.02 0.04 0.07
60,001e70,000 0.07 0.04 1.62 0.16 0.02 0.04 0.07
S. Iousef et al. / Building and Environment 119 (2017) 44e61 49are divided into seven equal intervals. For each value, the conver-
gence is quantiﬁed by econv (%) for a given range of time steps I as
follows:
econv Ið Þ ¼ jQmax  QminjQavg  100 (4)
where Qmax and Qmin are the maximum and minimum values of a
ﬂow variable within an interval I of time steps in the averaging
period. Qavg is the ﬁnal average value. The values of econv are re-
ported in Table 1 for the monitoring points in the ﬂuid and solid
zone. The inﬂuence of the instantaneous ﬂow patterns can be
observed at the beginning of the averaging period, especially in
point 3 which is located in the wake of the cube. In this case econv
presents a high value of 65.59%. However, at the end of the aver-
aging period (I ¼ 7), econv has decreased and reaches relatively low
values (1.62%) indicating sufﬁcient statistical convergence of the
simulation. In Section 4.2 and Section 4.3, the LES results on the
non-conformal grid represent the averaged values of the quantities
over I ¼ 7.
The LES computation on the conformal grid is terminated when
the moving average of the mean streamwise velocity (points 1, 2
and 3) and temperature (points 2, 4, 5 and 6) remains within 1.35%.4.2. Comparison between results on non-conformal and conformal
grid
In this section, the LES results obtained on the non-conformal
and conformal grid are presented and compared. Fig. 6 shows the
proﬁles of normalised mean streamwise velocity u =uref along nine
lines at the top, in the wake and at the side of the cube. The dif-
ference between the results of both cases is relatively small. The
average absolute deviation along all lines is about 0.033. The
highest discrepancies are found in the recirculation area, at the side
of the cube, where the absolute deviation on the non-conformal
grid goes up to 0.35 compared to the conformal grid. This
discrepancy is attributed to the coarser resolution that is used at
the upstream fetch of the cube on the non-conformal grid
compared to the conformal grid. Fig. 7 presents proﬁles of nor-
malised mean streamwise velocity at a distance of 2H (subdomain
Unc,3) and 1.5H (subdomain Unc,2) upstream of the windward sur-
face of the cube for both LES computations. In this case, acceleration
of the ﬂow close to the ground surface is observed for the LES
computation on the non-conformal grid, in subdomain Unc,3.
However, the acceleration on the non-conformal grid becomes less
pronounced compared to the conformal grid after the transition to
subdomain Unc,2.
Fig. 8 provides the proﬁles of normalised Reynolds stressesu02 =u2ref along nine lines at the top, in the wake and at the side of
the cube. At the top and side of the cube, the LES on the non-
conformal grid presents an average absolute deviation of 0.0016
compared to the conformal grid. In the wake of the cube, the ab-
solute deviation increases to about 0.0021. In contrast to the mean
streamwise velocity, discontinuities in the proﬁles of u02 =u2ref on
the non-conformal grid are observed at approximately x/H ¼ 2.8
along the three lines in the wake. This is the position where the
intersection between Unc,2 and Unc,3 is positioned. At the top and
side of the cube no discontinuities are present. This observation is
in line with the ﬁndings of Piomelli et al. [15], who reported sig-
niﬁcant decrease in resolved stresses only in cases where the non-
conformal interfaces are normal to the direction of themean ﬂow. A
possible explanation for this behaviour is insufﬁcient resolution of
the resolved eddies on the coarse grid, but also aliasing and nu-
merical errors due to interpolation and ﬂux reconstruction [15]. In
addition, the observed overshoots of the resolved normalised
Reynolds stresses immediately before the non-conformal interface
of the subdomains Unc,2 and Unc,3 correspond to the accumulation
of energy at the small scales as observed by Vanella et al. [16].
Finally, despite the energy pile-up before the Unc,2 - Unc,3 interface,
the ﬂow adjusts quickly to the grid coarsening [16].
The proﬁles of surface temperature along lines at the intersec-
tion of the cube and planes z/H ¼ 0 and y/H ¼ 0.5 are presented in
Fig. 9a and Fig. 9b, respectively. An average absolute difference of
surface temperature on all surfaces of the cube of about 0.9%
(0.5 C) is observed, between the two LES simulations. The most
pronounced discrepancy of 4.4% (2.1 C) is found at the leeward
surface.
Fig. 10 provides a comparison of the main ﬂow features between
the experimental results and the LES results on the non-conformal
and the conformal grid. Upstream of the windward surface, a dif-
ference of 0.09H is observed for the position of the separation
saddle point Sb (LF1), which is attributed to the difference in the
approach-ﬂow proﬁle shown in Fig. 7. The stagnation point on the
windward surface is found at a height of 0.70H (LF2) for both sim-
ulations, which is also in good agreement with the measurements.
The ﬂow reattaches downstream of the leeward surface (marked C)
at a length, LR1, of 1.53H for the simulation on the non-conformal
grid. On the conformal grid, this value is 1.54H. No qualitative
discontinuities are observed on the non-conformal interfaces
(Fig. 10).
Table 2 presents the computational expense in terms of Central
Processing Unit (CPU) hours required by the LES on the non-
conformal and conformal grid. It can be seen that the LES on the
non-conformal grid required approximately 8.5 times less CPU
hours than the LES on the conformal grid. Note that the difference
in total cell count is of 6.8 (Table 2).
Fig. 6. Comparison of numerical and experimental results of normalised mean streamwise velocity distribution along lines (a,d,g) at the top (plane z/H ¼ 0), (b,e,h) in the wake
(plane z/H ¼ 0) and (c,f,i) at the side (plane y/H ¼ 0.5) of the cube.
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Fig. 7. Normalised mean streamwise velocity distribution along lines at the plane z/H ¼ 0 and at a distance of (a) x/H ¼ 2H and (b) x/H ¼ 1.5H upstream of the windward surface of
the cube. Comparison between LES on non-conformal and conformal grid.
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The LES results on the non-conformal grid are compared with
the experimental data by Meinders [17] and Meinders et al. [18]. In
order to quantify the agreement between the numerical and
experimental results, the validation metrics fraction of prediction
within a factor of 1.05 and 1.3 (FAC1.05 and FAC1.3), normalised
mean square error (NMSE) and hit rate (q) are used.
Fraction of prediction within a factor 1.05 (FAC1.05) and 1.3
(FAC1.3) count the fraction of data points of which the pre-
dictions are respectively within a factor of 1.05 and 1.3 of the
observations, based on the ratio of the predicted and observed
values [37]:
FAC1:05 ¼ 1
N
XN
i¼1
ni with ni ¼
8><
>:
1 for 0:95  Pi
Oi
 1:05
0 else
(5)
FAC1:3 ¼ 1
N
XN
i¼1
ni with ni ¼
8><
>:
1 for 0:77  Pi
Oi
 1:30
0 else
(6)
The normalised mean square error (NMSE) is a measure of the
scatter of the data. The square brackets indicate averaging over all
the measurement points [37]:
NMSE ¼ ½ðO PÞ
2 
O½  P½  (7)
where P and O are the predicted values and the observed/experi-
mental value, respectively.
The hit rate (q) speciﬁes the fraction of predicted results that are
different, within an allowed range Dq or Wq, from the experimental
data [37]:
q ¼ 1
N
XN
i¼1
ni with ni
¼
8><
>:
1 for
Pi  OiOi
  Dq or jPi  Oij  Wq
0 else
(8)
where Pi and Oi are the predicted values and the experimental
values of a given variable for the data point i, respectively; N is the
number of data points; Dq and Wq are the allowed relative and
absolute deviations, respectively. The ideal values of the metricsthat correspond to perfect agreement are 1 for FAC1.05, FAC1.3 and
q, and 0 for NMSE. Note that NMSE cannot be used for variables that
can receive both negative and positive values and therefore is not
used for the analysis of normalised mean streamwise velocity. The
values of the relative and absolute error thresholds for q are taken
equal to Dq ¼ 0.25 andWq ¼ 0.04 for normalised mean streamwise
velocity and Dq ¼ 0.25 and Wq ¼ 0.004 for normalised Reynolds
stresses, respectively. The threshold for absolute and relative error
is based on the uncertainty of the experiment [17,18] and Ref. [38],
respectively.
4.3.1. Flow ﬁeld
Fig. 6 compares the CFD results and the experimental results of
normalised mean streamwise velocity along the nine lines at the
top, in the wake and at the side of the cube. The simulations are
capable of accurately reproducing the reverse ﬂow at the top
(FAC1.3 ¼ 0.80 and q ¼ 0.78) and side (FAC1.3 ¼ 0.72 and q ¼ 0.75)
of the cube. In the wake (Fig. 6b, e and h), LES slightly over-predicts
the experimental results close to the surface but in general it retains
its good performance (FAC1.3 ¼ 0.75 and q ¼ 0.76).
At the top (Fig. 8a, d and g) and side (Fig. 8c, f and i) of the cube,
the proﬁles of normalised Reynolds stresses present certain dis-
crepancies. In this case, the local maxima of the measurements are
under-predicted by the LES. However, the agreement remains fairly
good with FAC1.3 ¼ 0.23, NMSE ¼ 0.40 and q ¼ 0.50 at the top and
FAC1.3 ¼ 0.28, NMSE ¼ 0.27 and q ¼ 0.53 at the side of the cube. A
general good agreement is observed in the wake zone
(FAC1.3 ¼ 0.87, NMSE ¼ 0.03 and q ¼ 0.93).
The validation metrics over all the measurement points are re-
ported in Table 3 for the LES on the non-conformal and conformal
grid. The validation metrics on the non-conformal and conformal
grid are very similar.
4.3.2. Surface temperature
In Fig. 9, the distribution of surface temperature shows lower
values near the top edge of the windward surface. At the lower part
of the surface, the region where the centre of the horseshoe vortex
is found, the surface temperature is overestimated reaching 59.5 C
compared to 56.8 C in the measurements [17,18]. Possible expla-
nations for this observation are the additional heat loss of the epoxy
layer through the tunnel ﬂoor (Fig. 1b) in the experiments, which is
not considered in the simulations [17,18], and the different position
of the horseshoe vortex in LES simulation versus experiments
(Fig.10). The average absolute deviation for thewindward surface is
1.83%. For the top and side of the cube, where ﬂow separation and
reattachment are very complex and intermittent, a large stream-
wise gradient is observed. In the regions of reversed ﬂow, the
Fig. 8. Comparison of numerical and experimental results of normalised Reynolds stresses distribution along lines (a,d,g) at the top (plane z/H ¼ 0), (b,e,h) in the wake (plane z/
H ¼ 0) and (c,f,i) at the side (plane y/H ¼ 0.5) of the cube.
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Fig. 9. (a,b) Comparison of numerical and experimental results of surface temperature
along lines on cube surfaces.
Table 3
Validation metrics for the LES on the non-conformal and conformal grid for u =uref ,
u02 =u2ref and T.
u=uref u02=u2ref
T
FAC1.3 q FAC1.3 NMSE q FAC1.05 NMSE
Ideal value 1 1 1 0 1 1 0
LES non-conformal 0.76 0.76 0.46 0.23 0.65 0.92 0.0013
LES conformal 0.79 0.77 0.48 0.24 0.66 0.93 0.0010
Table 2
Comparison of grid size and CPU hours required by LES on the non-conformal and
conformal grid.
Grid Grid size (cells) CPU hours
Non-conformal 1,431,789 2188
Conformal 9,710,472 18,539
S. Iousef et al. / Building and Environment 119 (2017) 44e61 53simulated surface temperature drops to lower values compared to
the experimented ones. This behaviour can be associated with the
different values of the Reynolds stresses obtained by LES, close to
the cube surfaces, on top and at the side of the cube. The resulting
average absolute deviation of surface temperature on top and sideFig. 10. Comparison of the main ﬂow features around the cube obtained by the LES on the n
LES on the non-conformal grid.surface is 2.06% and 1.63%, respectively. For the leeward surface of
the cube, an almost uniform distribution of the surface temperature
is observed due to the efﬁcient mixing caused by the recirculation
of the ﬂow in the wake of the cube [17,18]. Although the simulated
surface temperatures are slightly higher compared to the mea-
surements, the average absolute deviation for the leeward surface
is 2.17%.
The average and maximum absolute deviation in surface tem-
perature along all lines are 2.0% (1.1 C) and 7.6% (3.6 C), respec-
tively. For the validation metrics, FAC1.05¼ 0.92 and NMSE reaches
a small value of 0.0013 as shown in Table 3.4.4. Sensitivity analysis
A systematic sensitivity analysis is conducted on the non-
conformal grid by varying a single grid characteristic compared toon-conformal and conformal grid and by experiments [17,18]. Streamlines obtained by
Table 4
Average absolute deviations () between LES of Section 4.4 and reference case for normalised mean streamwise velocity, normalised turbulent kinetic energy and normalised
local air temperature. The subscript (rc) denotes the quantity obtained by the reference case.
Grid characteristic Case Grid size (cells) juurc j
uref
jkkrc j
u2ref
jTfluidTfluid;rcj
TwallTin
Grid resolution
(Section 4.4.1)
LES non-conf. 30 622,370 0.080 0.0040 0.0059
LES non-conf. 50 2,888,800 0.090 0.0050 0.0054
Subdomain (Unc,2) size
(Section 4.4.2)
LES non-conf. H 1,259,000 0.069 0.0019 0.0016
LES non-conf. 3H 1,819,000 0.066 0.0018 0.0005
Grid reﬁnement ratio
(Section 4.4.3)
LES non-conf. 1:3 320,526 0.070 0.0050 0.0073
LES non-conf. 1:4 206,416 0.030 0.0060 0.0032
Table 5
Average absolute deviations (%) between LES of Section 4.4 and reference case for CHTC along the cube surfaces. The subscript (rc) denotes the quantity obtained by the
reference case.
Grid
characteristic
Case Grid size
(cells)
jCHTCCHTCrc j
CHTCrc
x 100
Windward Top Side Leeward Overall
Intersection of the cube
and z/H ¼ 0
Intersection of the cube
and y/H ¼ 0.5
Intersection of the cube
and z/H ¼ 0
Intersection of the cube
and y/H ¼ 0.5
Grid resolution
(Section 4.4.1)
LES non-
conf. 30
622,370 8.3 13.9 13.0 11.8 4.7 7.1 9.8
LES non-
conf. 50
2,888,800 5.8 8.9 12.1 6.5 4.6 3.2 6.9
Subdomain
(Unc,2) size
(Section 4.4.2)
LES non-
conf. H
1,259,000 1.7 1.1 2.2 0.6 4.3 3.0 2.2
LES non-
conf. 3H
1,819,000 0.7 1.5 1.1 0.8 1.2 1.4 1.1
Grid reﬁnement
ratio
(Section 4.4.3)
LES non-
conf. 1:3
320,526 3.8 4.4 12.5 9.0 3.7 4.8 6.4
LES non-
conf. 1:4
206,416 6.1 9.8 2.5 8.0 1.9 6.7 5.8
Fig. 11. Computational grids for grid resolution analysis. (a) Coarse grid (total number of cells: 622,370); (b) basic grid (total number of cells: 1,404,653); (c) ﬁne grid (total number
of cells: 2,888,800).
S. Iousef et al. / Building and Environment 119 (2017) 44e6154the reference case. The reference case is the one used in the fore-
going sections, with 40 cells per cube edge, 1.8H of subdomain size
and 1:2 grid reﬁnement ratio. The impact of the overall resolution
of the grid, the size of the middle subdomain (Unc,2), and the
reﬁnement ratio between adjacent subdomains on the CFD results
is investigated. The same computational parameters as reported in
Section 3 are used. To accelerate the simulations, the epoxy layer is
not considered in these simulations and a constant temperature
boundary condition (Twall ¼ 75 C) is imposed at the exterior sur-
face of the cube. In this case, LES for the reference case is performed
on a grid with 1,404,653 cubic cells. For each of the following
sections, a comparison between the results of the LES on the
additional non-conformal grids and that of the reference case iscarried out. For each comparison, the average absolute deviation of
normalised mean streamwise velocity u, normalised turbulent ki-
netic energy k and normalised local air temperature Tﬂuid along
nine lines, as demonstrated in Figs. 6 and 8, is calculated and pre-
sented in Table 4. In addition, average absolute deviations of CHTC
across all the surfaces of the cube are reported in Table 5.4.4.1. Impact of grid resolution
Two additional grids are constructed, a coarser and a ﬁner one,
in order to evaluate the impact of grid resolution. For the coarse and
ﬁne grid, a total number of 30 and 50 cubic cells are used to dis-
cretise the cube edges in all directions, respectively. This results in
grids with 622,370 and 2,888,800 cubic cells, respectively. The
Fig. 12. The impact of grid resolution: (a,b) CFD results of CHTC along lines on the cube
surfaces.
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The results for CHTC, on the three grids, along lines at the
intersection of the cube and planes z/H ¼ 0 and y/H ¼ 0.5 are
compared in Fig. 12. The comparison of the results of the reference
case (basic grid) with the coarse and ﬁne grid shows an average
absolute deviation of 9.8% and 6.9%, respectively. At the windward
surface, the use of a ﬁner grid yields local overestimations of CHTC
up to 40.3% compared to the reference case while the coarser grid
shows, as a result of the larger yþ, underestimation up to 70.3%. For
the top and side surface of the cube, the LES on the coarse and ﬁne
grid present lower and higher values of normalised turbulent ki-
netic energy (Fig. 13), respectively, compared to the reference case.
Consequently, the CHTC receives higher values on the ﬁne grid and
lower on the coarse grid in those regions. On average, the absolute
deviation for CHTC at the top surface is 13.0% and 12.1% on the
coarse and ﬁne grid respectively, while at the side surface this is
11.8% and 6.5%. At the leeward surface a reverse behaviour for the
turbulent kinetic energy (Fig. 13b, e and h) is observed. In this case,
the results show that the LES on the coarse grid presents higher
values of turbulent kinetic energy. As a result, higher values of
CHTC are observed compared to the ones obtained on the reference
case and ﬁne grid. This behaviour is reported in an earlier study [39]
and is attributed to the low values of the resolved strain rate tensor
Sij, due to the coarse resolution, which results in higher resolved
turbulent kinetic energy in the wake of the cube. In this case, the
average absolute deviation of CHTC compared to the reference case
is 5.9% and 3.9% on the coarse and ﬁne grid respectively.
The analysis above shows that grid resolution has a signiﬁcant
impact on the results for the ﬂow ﬁeld and CHTC, while the increase
of the grid resolution presents a decrease of the discontinuities in
the proﬁles of normalised turbulent kinetic energy. Although the
use of 50 cells per cube edge results in large local overestimations
in CHTC, compared to the reference case, the average deviation is of
6.9%. It is therefore concluded that the use of 40 cells per cube edge
(reference case) provides sufﬁcient resolution for the analysis of theﬂow ﬁeld and CHTC.
4.4.2. Impact of subdomain size
In this section, the impact of the size of the middle subdomain,
Unc,2 (Fig. 3), on the CFD results is evaluated. Two additional grids
are constructed in which the middle subdomain Unc,2 is extended
up to a distance of H and 3H (Fig. 14) away from the windward,
leeward and side surfaces, resulting in a total number of 1,259,000
and 1,819,000 cells, respectively. Note that for both cases, the size of
the subdomain Unc,2 over the cube is kept the same as the reference
case, i.e. 0.8H. The average absolute deviations presented in Table 4
show that the simulations on the two additional grids only present
small deviations with the reference case for normalised mean
streamwise velocity u, normalised turbulent kinetic energy k and
normalised local air temperature Tﬂuid.
Fig. 15 shows the CHTC distribution along lines at the intersec-
tion of the cube and planes z/H ¼ 0 and y/H ¼ 0.5. The results of
CHTC between the three LES are very similar indicating negligible
sensitivity to the size of the middle subdomain within the range
investigated. The average absolute deviation between the reference
case and the LES where Unc,2 is extended up to H is 2.2%. It is 1.1%
whenUnc,2 is extended up to 3H. This similarity is also conﬁrmed by
the coinciding proﬁles of normalised turbulent kinetic energy close
to the cube (Fig. 16). Noteworthy is that the transition to the
coarsest resolution at different locations between the three cases
i.e. H, 1.8H and 3H downstream of the trailing surface, has a direct
effect on the turbulent kinetic energy, indicating thus dependence
on the position of the Unc,2 - Unc,3 interface. This can be seen in
Fig. 16b, e and h where close to the non-conformal interfaces, the
results show a sudden decrease. In this case, the sudden decrease is
dependent on the difference between the resolved turbulence ob-
tained on the ﬁne (subdomain Unc,2) and coarse resolution (sub-
domain Unc,3) of the ﬁne-coarse interface. Further downstream of
the trailing surface, however, at a distance of approximately x/
H ¼ 4.2, the three proﬁles present similar values of normalised
turbulent kinetic energy.
It is clear that, within the range investigated, the impact of
subdomain size is negligible with respect to the results for CHTC. As
for turbulent kinetic energy, signiﬁcant deviations are observed
only after theUnc,2 -Unc,3 interface, whilst close to the cube surfaces
deviations are small. Therefore, it is concluded that a subdomain
size equal to H can be used and a reduction of the total cell count by
a factor of 7.7 (compared to a conformal grid) is achieved.
4.4.3. Impact of grid reﬁnement ratio between adjacent subdomains
In this section, the impact of the grid reﬁnement ratio between
adjacent subdomains is evaluated. Two supplementary grids are
constructed with a grid reﬁnement ratio 1:3 (Fig. 17b) and 1:4
(Fig.17c) between adjacent subdomains. The resulting total number
of cells is 320,526 and 206,416 cells, respectively.
The results of the CHTC distribution are shown in Fig. 18. The
average absolute deviation between the results on the grid with
reﬁnement ratio 1:4 and the reference case (i.e. 40 cells per cube
edge, 1.8H of subdomain size, 1:2 grid reﬁnement ratio) is about
5.8%. This is about 6.4% for reﬁnement ratio 1:3. The CHTC proﬁles
at the windward surface show that the use of grid reﬁnement ratio
1:3 can yield a local maximum absolute deviation of 18.0%,
compared to the reference case, while for 1:4 this is 58.4%. Fig. 19
shows the proﬁles of normalised turbulent kinetic energy. At the
top and side surface of the cube the LES with grid reﬁnement ratio
1:4 presents similar values as the reference case while un-
derestimations are observed for 1:3. Average absolute deviations in
CHTC of 12.5% and 2.5% are observed at the top for LES with
reﬁnement ratio 1:3 and 1:4, respectively. At the side, the absolute
deviations are 9.0% and 8.0%, respectively. For the leeward surface,
Fig. 13. The impact of grid resolution: CFD results of normalised turbulent kinetic energy along lines (a,d,g) at the top (plane z/H ¼ 0), (b,e,h) in the wake (plane z/H ¼ 0) and (c,f,i) at
the side (plane y/H ¼ 0.5) of the cube.
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Fig. 14. Computational grids for subdomain size analysis. Subdomain size: (a) H (total number of cells: 1,259,000); (b) 1.8H (total number of cells: 1,404,653); (c) 3H (total number
of cells: 1,819,000).
Fig. 15. The impact of subdomain size: (a,b) CFD results of CHTC along lines on the
cube surfaces.
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with the reference case. It should be noted that, downstream of the
cube, at the position where the transition to the coarsest grid is
found, the results of normalised turbulent kinetic energy (Fig.19b, e
and h) indicate sensitivity to the grid reﬁnement ratio. In this case,
as the reﬁnement ratio increases, larger overshoots immediately
before the interface Unc,2 and Unc,3 and larger drops (immediately
after interface Unc,2 and Unc,3) in the proﬁles of normalised turbu-
lent kinetic energy are observed.
The analysis of the impact of grid reﬁnement ratios 1:3 and 1:4
between adjacent subdomains shows similar average absolute de-
viations of CHTC when compared to the reference case. Despite this
observed similarity, the use of grid reﬁnement ratio 1:4 can,
however, lead to signiﬁcantly larger deviations for CHTC on the
windward surface compared to 1:3. In addition, the increase of grid
reﬁnement ratio to higher than 1:3 is accompanied with
augmented discontinuities of turbulent kinetic energy proﬁles and
energy pile-up downstream of the cube. Consequently, the use of aratio higher than 1:3 is counter-advised. In this case, with the use of
a grid reﬁnement ratio up to 1:3, a reduction of the total cell count
by a factor up to 30.2 (compared to a conformal grid) can be
achieved.5. Limitations and future work
Although the study is based on a large number of LES simula-
tions, it has a set of limitations that can give rise for future work:
 The standard Smagorinsky SGS model with Cs ¼ 0.1 is used. Its
performance has already been investigated for different ﬂows
[36,40,41]. Although a very good agreement between LES and
experiments is shown, future studies should investigate
different SGS models for LES of CHTC.
 Only forced convection is considered. Further research can
include mixed convection.
 Although the comparison between LES on non-conformal and
conformal grid is based on detailed analysis of the resolved
quantities, futurework should focus on further estimation of the
numerical uncertainties that are introduced due to the use of
non-conformal interfaces. Such estimation can be based on the
pioneeringwork by Roache [42], Celik et al. [43], Oberkampf and
Trucano [44] and others [45e47].
 The sensitivity analysis focuses on the impact of the computa-
tional grid resolution, subdomain size and grid reﬁnement ratio.
Future studies could focus on the impact of total number of
subdomains.
 Future studies should consider evaluating the performance of
non-conformal grids for the investigation of CHTC on inclined
surfaces and conﬁgurations and on larger objects and ensembles
that are representative of wider urban settings.
 The present study is intended to support future CFD studies of
wind ﬂow and heat transfer at surfaces of buildings or even
blocks and districts in the urban environment. Despite the fact
that this study shows the results of ﬂow ﬁeld and CHTC around a
wall-mounted obstacle at Re number of 4440, which is too low
for building applications, it should be noted that the main ﬂow
patterns presented here are similar to the ﬂow patterns that
appear around buildings. These ﬂow patterns include
impingement, the horseshoe vortex, roof and side separation
bubble and von Karman vortex shedding in the wake. Given a
sufﬁcient resolution of the viscosity-affected region by the
computational model, conclusions can be applied to ﬂows at
high Reynolds numbers as investigated in Refs. [7,8,24,48].
Fig. 16. The impact of subdomain size: CFD results of normalised turbulent kinetic along lines (a,d,g) at the top (plane z/H ¼ 0), (b,e,h) in the wake (plane z/H ¼ 0) and (c,f,i) at the
side (plane y/H ¼ 0.5) of the cube.
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Fig. 17. Computational grids for grid reﬁnement ratio analysis. Grid reﬁnement ratio: (a) 1:2 (total number of cells: 1,404,653); (b) 1:3 (total number of cells: 320,526); (c) 1:4 (total
number of cells: 206,416).
Fig. 18. The impact of grid reﬁnement ratio: (a,b) CFD results of CHTC along lines on
the cube surfaces.
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LES simulations of the ﬂow ﬁeld and forced convective heat
transfer at the surfaces of a wall-mounted cubic obstacle are per-
formed. The purpose is to evaluate the performance of non-
conformal grids with cubic cells. The evaluation is performed in
three steps. First, a comparison between LES on a non-conformal
grid (40 cells per cube edge, 1.8H of subdomain size, 1:2 grid
reﬁnement ratio) and a conformal grid is carried out for normalised
mean streamwise velocity, normalised Reynolds stresses and sur-
face temperature. The results show a good agreement for the ﬂow
ﬁeld (normalised mean streamwise velocity and normalised Rey-
nolds stresses) and an average absolute difference for surface
temperatures of about 0.9% (0.5 C). In this case, the employment of
a non-conformal grid results in a reduction of the total number of
cells and CPU hours by a factor of 6.8 and 8.5, respectively. Second,results on the non-conformal grid are compared with wind-tunnel
measurements and the agreement is quantiﬁed by validation
metrics (FAC1.05, FAC1.3, NMSE and hit rate). Good average
agreement is observed for the normalised mean streamwise ve-
locity and normalised Reynolds stresses. As for surface tempera-
ture, average and maximum absolute deviation between simulated
and experimental results are 2.0% (1.1 C) and 7.6% (3.6 C),
respectively. In this case, for the validation metrics, FAC1.05 ¼ 0.92
and NMSE ¼ 0.0013. Third, a sensitivity analysis is conducted in
which the inﬂuence of grid-related parameters (grid resolution,
size of subdomain Unc,2 and grid reﬁnement ratio) is evaluated. A
set of conclusions and recommendations is made towards appli-
cation of economic LES on non-conformal grids for wind ﬂow and
convective heat transfer around surface-mounted bluff bodies in
turbulent boundary layer ﬂow. These recommendations aim at
reducing the total number of cells of the computational grids that
employ non-conformal grids with cubic cells and very high near-
wall grid resolution without signiﬁcantly compromising accuracy.
The grid sensitivity analysis shows that the grid resolution has a
signiﬁcant effect on the prediction of the ﬂow ﬁeld and CHTC.
Although an increase of the grid resolution (here to 50 cells per
cube edge) results in a decrease of the discontinuities in the proﬁles
of normalised turbulent kinetic energy, an average deviation of 6.9%
for CHTC is observed with the reference case (40 cells per cube
edge). On the other hand, the analysis of the impact of the middle
subdomain (Unc,2) size shows that only minor differences occur in
the ﬂow ﬁeld and CHTC prediction. In this case, by varying the size
to H and 3H, average absolute deviations of 2.2% and 1.1% are found
for CHTC respectively, compared to the reference case (40 cells per
cube edge, 1.8H of subdomain size, 1:2 grid reﬁnement ratio). In
addition, similar results for turbulent kinetic energy are observed.
This recommends that, within the range investigated, the impact of
middle subdomain size is negligible. Finally, the analysis of the
impact of grid reﬁnement ratio shows that the employment of a
grid reﬁnement ratio higher than 1:3 can result in signiﬁcant local
deviations of CHTC on thewindward surface (up to 58.4%) and large
discontinuities in the proﬁles of turbulent kinetic energy down-
stream of the bluff body compared to the reference case (40 cells
per cube edge,1.8H of subdomain size,1:2 grid reﬁnement ratio). By
considering a non-conformal grid with grid reﬁnement ratio 1:3
(40 cells per cube edge, 1.8H of subdomain size, 1:3 grid reﬁnement
ratio) between adjacent subdomains, average deviations of 6.4% for
CHTC are observed. Considering the above, grid reﬁnement ratios
higher than 1:3 are counter-advised for the analysis of the ﬂow
ﬁeld and CHTC around surface-mounted bluff bodies, like buildings.
Following these recommendations, this study shows that non-
conformal grids can strongly reduce the total cell count (here by
a factor up to 30.2) compared to a conformal grid without signiﬁ-
cantly compromising the accuracy of results.
Fig. 19. The impact of grid reﬁnement ratio: CFD results of normalised turbulent kinetic energy along lines (a,d,g) at the top (plane z/H ¼ 0), (b,e,h) in the wake (plane z/H ¼ 0) and
(c,f,i) at the side (plane y/H ¼ 0.5) of the cube.
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