Abstract. In this paper we consider a class of combined primal-dual and penalty methods often called methods of multipliers. The analysis focuses mainly on the rate of convergence of these methods. It is shown that this rate is considerably more favorable than the corresponding rate for penalty function methods. Some efficient versions of multiplier methods are also considered whereby the intermediate unconstrained minimizations involved are approximate and only asymptotically exact. It is shown that such approximation schemes may lead to a substantial deterioration of the convergence rate, and a special approximation scheme is proposed which exhibits the same rate as the method with exact minimization. Finally, we analyze the properties of the step size rule of the multiplier method in relation to other possible step sizes, and we consider a modified step size rule for the case of the convex programming problem.
1. Introduction. During recent years, penalty function methods (see, e.g., [7] ) have gained recognition as one of the most effective class of methods .for solving constrained minimization problems. Characteristic of such methods is that they require the solution of a sequence of unconstrained minimizations of the objective function of the problem to which an increasingly high penalty term is added. It is well known that these unconstrained minimization problems have increasingly unfavorable structure due to ill-conditioning [7] , [17] , a fact which ofte.n leads to slow convergence despite the use of efficient unconstrained minimization algorithms. Another important class of methods for constrained minimization is the so-called class of primal-dual methods (see, e.g., [17] ). Such methods are, in effect, iterative ascent algorithms for solving the dual problem (defined under suitable local convexity assumptions [17] ). Similar to penalty methods, they involve the solution of a sequence of unconstrained minimizations of a Lagrangian function, each of which yields the value and the gradient of the dual functional at the current value of the Lagrange multiplier. At the end of each minimization, the Lagrange multiplier is updated by means of an ascent iteration. Primal-dual methods are known to have serious disadvantages. First, the problem must have a locally convex structure in order for the dual functional to be defined. Second, it is usually necessary to solve a large number of unconstrained minimization problems since the ascent iteration converges only moderately fast. Thus primal-dual methods have found application only in the limited class of problems where the unconstrained minimizations can be carried out very efficiently due to special structure.
In the last few years, a number of researchers have proposed a new class of methods, often called methods of multipliers, in which the penalty idea is merged with the primal-dual philosophy. In these methods, the penalty term is added not minimized in primal-dual methods. Again, a sequence of unconstrained minimization problems is solved; however, each minimization is followed by an ascent iteration on the Lagrange multiplier which is aimed at solving the dual problem. In contrast with penalty methods, the penalty term need not be increased to infinity, thus avoiding the associated extreme ill-conditioning. In addition, the ascent iteration converges fast, thus necessitating only a few unconstrained minimization cycles. By moderating the disadvantages of both penalty and primaldual methods, multiplier methods have emerged as a very attractive class of algorithms for constrained minimization, a fact substantiated by the limited computational experience presently available. This paper provides an analysis of some aspects of these methods mostly related to their convergence rate and their efficient implementation.
The methods that we consider were initially proposed by Hestenes [12] and Powell [32] , and somewhat later by Haarhoff and Buys [11] . Hestenes gave no interpretation or convergence proof of his method of multipliers, and Powell was motivated by a penalty function viewpoint. The primal-dual interpretation was given later by Luenberger [17] , who in addition gave an argument indicating the fast convergence of the method, and by Buys [6] , who in his recent thesis provided an extensive and well written analysis of multiplier methods. Buys [6] also proved local convergence of the method of multipliers both for the case of exact and approximate unconstrained minimization under the assumption that the penalty parameter is constant but sufficiently large. A similar convergence result for exact minimization was proved by Rupp [41] , [42] . Global convergence results for nonconvex problems were proved recently by the author in [3] and [5] . For quadratic problems with linear constraints, global convergence was also proved by Martensson [19] who in addition proposed some variations on the multiplier method. The method of multipliers, has been applied to the solution of some infinite-dimensional problems by Rupp [39] , [40] , [41] . Some variations of the method of multipliers were proposed by Miele, et al. [20] , [21] , and Tripathi and Narendra [44] . In these particular variations, the Lagrange multiplier is updated at the end of every gradient step or every conjugate gradient cycle in the unconstrained minimization problem. The convergence properties and the precise motivation for such methods is not as yet quite well understood. They seem to be somewhat related to multiplier methods with asymptotically exact unconstrained minimization, as will be explained later on in this paper. They are also related to the Lagrangian algorithms of Arrow, Hurwicz and Uzawa [2] (particularly the chapter by Arrow and Solow)as applied to the "penalized" problem (5)of the next section. Finally we note that multiplier methods as proposed in the above references are mainly applicable to problems with equality constraints. More recently, considerable attention has been directed towards extension of the method to treat inequality constraints. At the same time, the properties of the method when applied to convex programming problems have been analyzed in detail. In this connection, we mention the excellent papers by Rockafellar [34] [35] [36] [37] , the groundwork for which was laid in his early paper [33] , and the work of B. Kort and the author [14] [15] [16] , [4] . Generally [14] , [35] , [15] , [4] . We mention also that there is a very interesting duality theory associated with multiplier methods primarily developed by Rockafellar [33] , [34] , [36] (see also [1] , [3] , [15] , [18] , [28] [18] . We note that Lagrangian methods utilizing the penalty idea have been proposed by Fletcher [8] , [10] , Fletcher and Lill [9] , and by Miele and his associates [22] , [23] . The precise connection of these methods with methods of multipliers is as yet unclear. Finally we mention that some work related to the method of multipliers has been reported recently in [26] and [43] .
The present paper is organized as follows. Consider now the Lagrangian function corresponding to problem (5)" (6) l(x,2, c) f(x) + 2h(x) + 1/2cllh(x)l 2, and its Hessian evaluated at (x*, 2*)" (7) L(x*, 2", c) L(x*, 2*) + cVh(x*)'Vh(x*).
It follows from (3) that (8) convex structure according to the definition of [17] , and thus we can define for each c > c* the dual functional go(2) min l(x, 2, c). 
where L, and V1 denote the Hessian and gradient of the augmented Lagrangian given by (6) and (7) . Taking Hence QZ' has a unique fixed point x(2, c), i.e., Proposition 1 essentially says that by locally minimizing the augmented Lagrangian, one obtains points which are arbitrarily and uniformly close to x* provided 2 is sufficiently close to 2*. Furthermore, the proposition provides a means for defining the dual functional over a domain which is common for all c [c*, el. We define, for all 2 B(2*; 6*) and all c [c*, el, the dual functional as (9) go (2) 
where the minimum over the open ball B(x*; e*) is attained by Proposition 1. It can be easily shown (see also [6] , [17] ) that the scalars e* and 6* in Proposition 1 and Corollary 1.1 can be chosen so that tte dual functional go (2) is twice continuously differentiable and concave in B(2* 6") for all c e [c*, el. We shall assume that e* and 6" have been so chosen. The gradient Vg and Hessian matrix G are given by (10) Vg (2) 
Furthermore, the dual functionals go(2), c e It*, e] have a common maximizing point, the Lagrange multiplier 2", and a common optimal value f* which is equal to the optimal value f(x*) of problem (1):
The method of multipliers is simply a gradient method for maximizing the dual functional by means of the iteration (12) 2k+ 2k + cVg(2k).
The gradient Vg(2k) is given by (10) , where x(2 k, c) is an unconstrained minimum (within B(x*; e*)) of the augmented Lagrangian (13) 
The iteration (12) is a fixed step size gradient method for solving the dual problem which can be shown [6] , [41] to converge to 2* provided the constant c is sufficiently large. This fact will also be proved in the next section in a more general setting where c may vary from one iteration to the next. It should be noted that in order for the method to converge, it is not necessary that the initial Lagrange multiplier estimate 2o is in B(2*; 6"). Since the method can also be viewed as a penalty function method, it can be shown [3] that if the initial penalty parameter c is sufficiently large and the corresponding minimization problem yields a solution close to x*, then the next point 21 will be arbitrarily close to 2*. Thus in the initial Downloaded 01/27/17 to 18.9.61.111. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php iterations, the penalty nature of the method is dominant and provides points sufficiently close to 2", and in subsequent iterations, the gradient nature of the algorithm becomes more pronounced.
It is important to realize that it is not necessary to keep the penalty parameter c fixed during the computation. Each constant c defines a dual functional go(2) via (9) . The collection of all these dual functionals has the same local maximum 2*.
Thus when a different c (say c k) is used at the kth unconstrained minimization, (14) minimize f(x) + kh(X) + 1/2Ckllh(x)ll 2, the iteration
can be viewed as a gradient step for maximizing the corresponding dual functional gc(2), which attains its maximum at 2*. Furthermore, it is possible to let the sequence c increase to infinity. While the intermediate unconstrained minimization problems become increasingly ill-conditioned, the dual iteration (15) has increasingly faster convergence rate, as will be shown in the next section, and on balance, the method performs well. A reasonable method to update c suggested by Powell [32] and Buys [6] , is to multiply e by a constant greater than one (say 5-10) at the end of each unconstrained miminization for which the resulting constraint violation as measured by IIh(x)II is not decreased by a certain factor. An alternative method for updating c has been suggested by Miele, et al. [20] in a somewhat different setting.
The method of multipliers can be easily extended to handle inequality constraints. As shown by Rockafellar [33] [34] [35] [36] , one may use slack variables to convert inequality constraints into equality constraints. However, the minimization with respect to the slack variables can be carried out explicitly, and as a result, the dimension of the unconstrained minimization problem is not increased. We do not further discuss inequality constraints in this paper, and we refer to [3] , [15] and [16] Hence II&x 2"11 _-< Pll2o 2"11 and 21 e B(2*; 6). Proceeding similarly, we prove for all k that 112k A*ll --< pkll20 2"11, and the result follows immediately. Q.E.D.
The most important observation from Proposition 2 is that the sequence II&k-2"11 converges linearly with stepwise convergence ratio r k. Furthermore, r k decreases to zero as c k is increased. Thus a superlinear rate is approached as c k tends to infinity. This is consistent with the argument of Luenberger [17] (22) f(x) + 1/2cllh(x)ll been shown [31] , [24] that such penalty function methods generally exhibit a convergence rate governed by the relation (23) 112-2"11 =<q/Ck Vk>F, where k is some index and q is a constant depending on the problem. By comparing (17) , (18) [3] and [5] . 4 . Etticient implementations of the multiplier method. The multiplier method described in the previous section has the drawback that the unconstrained minimization of the augmented Lagrangian must be carried out exactly in order to update the Lagrange multiplier via the gradient iteration (15). This requires an unreasonably high amount of computation for the unconstrained minimizations. It appears that a more efficient scheme results if only moderate accuracy is demanded in the initial minimizations, and the accuracy is increased at later iterations. Such a procedure has been suggested by Buys [6] in a similar vein as in corresponding penalty function methods [24] , [27] , [31] . In this procedure, the minimization process in the problem (24) minimize l(x, )k, Ck) f (x) + 2kh(X -+-1/2C k Ih(x)l 2 is terminated at a point Xk such that (25) IlVl(xk, k, Ck)l <= k, where {ek} is a preselected decreasing sequence tending to zero. The corresponding dual iteration can take several alternate forms. One possibility is to use the iteration of the previous section (26) ''k+ 2k -+" Ckh(Xk)'. proposed by Miele, et al. [18] [6] , and Miele, et al. [22] .
One way of justifying the iteration (27) is by observing that fig as given by (28) minimizes the quantity IIVl(Xk, 2k, fl) over fl [22] . Hence, lacking further (27) 2+ (29) . It should be mentioned that both iterations (27) and (29) reduce to the basic iteration (26) if the unconstrained minimization (24) is carried out exactly. First let us consider the algorithm with the termination criterion (25) and the updating rule (26) (call it Algorithm A1). Let us consider again the matrix (30) D(x, 2)
Vh(x)[L(x, 2)]-'Vh(x)' defined over B(x* e) x B(fl*; 6 + eLe), where e and 6 are as in Proposition 1, and assume that the algorithm generates a sequence (xk, 2k) converging to (x*, fl*) and that after some index k, the vectors (x,, fl,) are contained in B(x*; e) x B(fl*; 6). By Proposition 1, the exact minimizing point x(fl, c) of l(x, ilk, c,) belongs to B(x*; e).
Let L > 0 be as in Corollary 1.1, i.e.,
IIh ( showing that the convergence of the sequence {2k} is not linear.
In order to preserve the convergence rate of the multiplier method, it is necessary to use an approximation scheme which guarantees that the minimization is sufficiently accurate at least when we are close to the solution. Such a scheme is obtained by using, instead of the termination criterion (25) , the following termination criterion" (35) IIV/(Xk, 2k, C)II _--< lkllh(xk)ll, where {r/k} is a decreasing sequence converging to zero. We shall call the algorithm resulting from use of the criterion (35) and the dual iteration (26) Algorithm A2. We can now prove the following proposition, under the assumptions of Proposition 3 and the additional assumption that M r/kL > 0 for all k >= k. and by using (19) and (38) , (42) 
By combining now (39) , (40) , (41) and (42) , the result follows. Q.E.D.
It is to be noted that Pk is bounded and tends to unity as c k increases, so that for large c k and small r/k, (36) (27) , (28) Since we shall be using results which have been proved in generality [29] , it is a routine matter to extend our analysis to the general case. Consider a multiplier method where c is held fixed for the purpose of unconstrained minimization. The step size now, however, is taken to be rather than c, i.e., the iteration (44) 2k+ 2 k -I-oVgc(,k) Vk is used. Then by [29, [17] .
The convergence ratio corresponding to the step size c is given by (cf. (47), (50) Case (a) (Eo < 0 < eo). Here we assume that the matrix D(x*, 2*) is neither positive semidefinite nor negative semidefinite. In this case, by (51) we must have (-1/Eo) <: c in order to guarantee local convexity (0 < e), in which case there exist some step sizes which achieve convergence (r() < 1). However, the particular step size c guarantees convergence only if (-2/Eo) < c, in which case r(c) < 1 (cf. Corollary 2.1). For values ofc close to -2lEo, equation (52) shows that the convergence ratio r(c) is poor (close to one). However, as c increases, not only does the convergence ratio r(c) improve, but also the ratio r(c)/(r(*)) decreases, and in fact from (52) Thus for the case E o < 0 < eo, not only is the convergence ratio r(c) small for large c, but also r(c) is close to being optimal and can be improved only by a factor of at most 2 by optimal step size choice. Given that r(c) is already low for large c, it appears that for Eo < 0 < eo, there is rather little room for improvement of the performance of the multiplier method by alternative step size choice. This is particularly so since there are no simple ways for finding or approximating the optimal step size without explicit knowledge of the eigenvalues Ec, ec of -G.
Case (b) (0 < eo -<_ Eo). This is the locally convex case, which includes convex programming problems. For this case, the ordinary dual functional g0(2) min {f(x)+ 2h(x)} is well-defined as a concave quadratic function. For any given c > 0, any step size cx with 0 < < 2c satisfies r() < 1 by (47) 
Ck <-Sk <--_ 2Ck. constraints by using slack variables and therefore is fully applicable to the solution of convex programming problems. In fact, for such problems, the iteration can be shown to converge globally, i.e., for an arbitrary starting point 20 [4] . 6 . Computational experience. A limited number of numerical experiments were performed to test the analysis of this paper. As a general rule, the method of multipliers performed considerably better than the corresponding quadratic penalty function method (2k 0 for all k). This was true for both exact and approximate unconstrained minimization. The schemes based on approximate minimization performed considerably better than the schemes based on exact minimization both for the penalty method and the multiplier method. The modified step size rule of the previous section performed better than the regular step size rule of the multiplier method in all runs except one. It was generally found that it is better to increase the penalty parameter c at each iteration rather than to keep it at a fixed value. It is interesting to note that for the approximate minimization schemes, the unconstrained minimizations typically required one cycle of the variable metric method after the first dual iteration. Thus the approximate minimization schemes were, in effect, similar to the conjugate gradient scheme proposed by Miele, et al. [203. We present below some detailed results for the Rosen-Suzuki problem [38] :
Minimize f(x)= x + x + 2x + x 5xl 5x2 21x3 + 7x4 subject to h(x)= 2x + x + x + 2x x 2-x4-5<=0, he(x) x + x + x + x] / X X 2 + X 3 X 4. 8 O, h3(x --x -+-2x + x + 2x]-x --X 4 10 _<_ 0.
The optimal solution is x* (0, 1, 2,-1)', and the Lagrange multiplier is 2* (2, 1, 0) . The In runs 1-5 in Table 1 , accuracy to 7 significant digits of the optimal value of the objective function was attained. In runs 6-8, the accuracy was to 4 significant digits. For the runs with approximate minimization, the termination criterion (25) was used. ( 
