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ПРО НАБЛИЖЕННЯ СПЛАЙНАМИ РОЗВ’ЯЗКIВ СИСТЕМ
ДИФЕРЕНЦIАЛЬНИХ РIВНЯНЬ НА ДIЙСНIЙ ВIСI
Для обмежених на дiйснiй вiсi роз’вязкiв системи лiнiйних диференцiальних рiвнянь, спектр матрицi
якої вiдкремлений вiд уявної вiсi, встановлено можливiсть наближення кубiчними сплайнами на основi
методу сплайн-коллокацiї та отриманнi оцiнки точностi такого наближення. Для випадку системи з
малим параметром при похiднiй виведено локальнi асимптотичнi формули для параметрiв сплайна.
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На дiйснiй вiсi R1 = (−∞,+∞) розглянуто лi-
нiйну систему диференцiальних рiвнянь iз сталими
коефiцiентами
Λy = y′ −Ay = f (t) , (1)
де A — квадратна матриця порядку m, y (t) — не-
вiдома вектор-функцiя iз значеннями в Cm, f (t) —
задана k разiв неперевно-диференцiйовна вектор-
функцiя, тобто f ∈ Ck(R1,Cm),
‖f‖Ck(R1,Cm) = sup
t∈R1
(
‖f (t)‖Cm +
∥∥∥f (k) (t)∥∥∥
Cm
)
.
Норму вектора x ∈ Cm визначимо формулою
‖x‖Cm =
(
m∑
k=1
|xk|2
)1/2
.
Щодо матрицi A припустимо: її власнi числа λk
не лежать на уявнiй вiсi. Тобто
Reλk 6= 0, k = 1,m.
У такому разi
d = inf
λ ∈ σ (A) ,
t ∈ R1
|λ− it| > 0. (2)
Залежно вiд знака дiйсних частин власних чи-
сел λk матрицi A розiб’ємо її спектр σ(A) на двi
складовi σ−(A) та σ+(A). Вiдповiдно до такого по-
дiлу σ(A) простiр Cm дiлиться на два iнварiантнi
вiдносно оператора A пiдпростори V+ i V−. Позна-
чимо через P+ та P− проектори на пiдпростори V+
та V−, вiдповiдно.
За теоремою М. Г. Крейна [1, с. 119] рiвняння
(1) має єдиний обмежнний розв’язок, що допускає
iнтегральне зображення
y (t) =
∫ +∞
−∞
G (t− s) f (s) ds, (3)
де G (t) =
{ −eAtP−, t ≥ 0,
eAtP+, t < 0
— головна фун-
кцiя Грiна рiвняння (1). Зображення (3) запишемо
як суму двох невласних iнтегралiв [1]
y (t) = y− (t) + y+ (t) , (4)
де y+ (t) =
∫ t
−∞ e
−A(t−s)P+f (s) ds,
y− (t) =
∫ +∞
t
e−A(t−s)P−f (s) ds.
Враховуючи умову (2), напiвгрупи операторiв
e−AtP+ й eAtP− (t ≥ 0) є стискаючими з пока-
зником d, а невласнi iнтеграли в (4) є абсолютно
збiжними. Безпосередньою перевiркою можна по-
казати, що при f ∈ Ck (R1,Cm) розв’язок y (t) =(
Λ−1f
)
(t) належить простору Ck+1
(
R1,Cm
)
.
Зауважимо, якщо зняти умову обмеженостi
розв’язкiв рiвняння (1) на дiйснiй вiсi, то втрача-
ється єдинiсть розв’язку завдяки експоненцiально
зростаючим розв’язкам однорiдного рiвняння
y′ −Ay = 0.
Загальний розв’язок рiвнняня (1) допускає зоб-
раження
y (t) = y+ (t) + y− (t) + eAtg,
де g ∈ Cm — довiльний вектор.
Зауважимо, що в [2] зображення обмеженого
розв’язку були узагальненi на випадок бананового
простору з секторiальним оператором A. У випад-
ку додатного оператора в Гiльбертовому просторi
зображення загального розв’язку рiвняння (1) до-
слiджувалися у [3].
Мета цiєї статтi — дослiдження можливостi наб-
лиження обмежених розв’язкiв рiвняння (1) за до-
помогою кубiчних сплайнiв мiнiмального дефекту
[4]. Для побудови таких наближень використовує-
мо метод сплайн-коллокацiї. Ранiше цей метод за-
стосовували в [4] для апроксимацiї розв’язкiв кра-
йових задач на скiнченному iнтервалi для рiвнянь
2-го порядку.
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Тут задача визначення параметрiв сплайна зво-
диться до розв’язання нескiнченної тридiагональ-
ної системи рiзницевих рiвнянь, що є рiзницевим
аналогом рiвняння (1). Для обмежених рiшень цi-
єї системи рiвнянь отримано явне представлення,
що є дискретним аналогом (3). Отримано оцiнки
наближення обмежених розв’язкiв рiвняння (1) ку-
бiчними сплайнами i дано порiвняння з оцiнками
наближень цих розв’язкiв, отриманих у [2, 5–6],
в яких задача наближення обмежених розв’язкiв
рiвняння (1) також зведена до пошуку обмежених
розв’язкiв тридiагональної системи рiзницевих рiв-
нянь.
Для модифiкацiї рiвняння (1) з малим парамет-
ром при похiднiй одержанi локальнi асимптотичнi
формули для визначення параметрiв апроксимую-
чого сплайна.
Метод сплайн-коллокацiї
На прямiй R1 задамо рiвномiрну сiтку вузлiв
∆(h) = {tn : tn = nh, n ∈ Z} , h > 0. Шукаємо
сплайн-наближення обмеженого розв’зку y (t) рiв-
няння (1) у виглядi розвинення
S (t) =
n=+∞∑
n=−∞
anBn (t) (5)
за базисними B-сплайнами Bn (t), якi за допомо-
гою операцiй стиску та зсуву виражаються через
стандартний B-сплайн
Bn (t) = B
(
(t− tn)h−1
)
,
де B (x) = 16 (2− |x|)3+ − 23 (1− |x|)3+,
[(α− |x|)3+ =
{
(α− |x|)3, |x| < α,
0, |x| > α
— зрiзана степеннева функцiя.
Враховуючи фiнiтнiсть сплайна Bn (t)
(sup p Bn (t) = [tn−2,tn+2]), при кожному t ∈ R1
ряд (7) мiстить не бiльше чотирьох доданкiв, вiд-
мiнних вiд нуля, а в вузлах tn не нульових доданкiв
три.
Невiдомi коефiцiєнти an у розвинення (5) є
векторами з Cm. Вiдповiдно до методу сплайн-
коллокацiї [4] у вузлах сiтки ∆(h) сплайн повинен
задовольняти рiвняння (1).
Λ (S (tn)) = S′ (tn)−AS (tn) = f (tn) ,
n ∈ Z. (6)
Пiдставляючи в (6) розвинення (5), враховуючи
властивостi B-сплайнiв, отримаємо систему рiзни-
цевих рiвнянь щодо an:
an+1 − an−1
2h
= A
(
1
6
an+1 +
2
3
an +
1
6
an−1
)
+
+ f (tn) , n ∈ Z. (7)
Помноживши кожне рiвняння системи (7) на
−6h, отримаємо еквiвалентну систему рiзницевих
рiвнянь
(Ah− 3I) an+1 + 4Ahan + (Ah+ 3I) an−1 =
= −6hf (tn) , n ∈ Z, (8)
де I — одиничний оператор вCm. Системи (7) та (8)
є дискретними аналогами(1). При цьому обмежено-
му розв’язку y (t) рiвняння (1) вiдповiдає обмеже-
ний розв’язк a¯ = {an : n ∈ Z, an ∈ Cm} систем(7)
i (8), визначення якого дано в [2].
Простiр усiх послiдовностей
a¯ = {an : n ∈ Z, an ∈ Cm}
позначимо через s (Z,Cm) , m ∈ N .
Простiр усiх обмежених послiдовностей a¯ =
{an : n ∈ Z, an ∈ Cm} позначимо через l∞ (Z,Cm)
i введемо в ньому норму
‖a¯‖l∞(Z,Cm) = sup
n∈Z
‖an‖Cm , m ∈ N.
Для послiдовностей a¯ iз s (Z,Cm) ,m ∈ N або з
l∞ (Z,Cm) визначимо розвинення у виглядi фор-
мального ряду Лорана [2]
a¯ =
n=+∞∑
n=−∞
anω
n, (9)
де ω — комплексна змiнна. Розвинення (9) будемо
називати ω–зображенням послiдовностi a¯. Зважую-
чи на те, що множення ряду на ω означає зсув нуме-
рацїї координат вектора a¯ на одну позицiю вправо,
позначатимемо вiдповiдний оператор зсуву буквою
Ω. Тодi для j ∈ Z оператор Ωj означатимемо зсув
нумерацiї координат на j позицiй вправо при j > 0
i на −j позицiй влiво при j < 0. Тотожний опе-
ратор у s (Z,Cm) i l∞ (Z,Cm) позначимо буквою
E (Ea¯ = a¯). Використовуючи ω–представлення (9),
запишемо систему (8) як операторно-рiзницеве рiв-
няння
La¯ = −6hf¯ , (10)
де f¯ = {f (tn) : n ∈ Z} =
∑+∞
n=−∞ f (tn)ω
n,
L = L (A,Ω, h) = (Ah− 3I)Ω + 4AhE +
(Ah+ 3I)Ω−1 — рiзницевий оператор.
Вiдповiдно до [2] послiдовнiсть a¯ iз l∞ (Z,Cm),
яка задовiльняє (10) при f ∈ l∞ (Z,Cm), назвемо
обмеженим розв’язком рiвняння (10) i вiдповiдно
до систем (7) та (8).
Наступна теорема дає необхiднi й достатнi умо-
ви iснування та єдиностi обмеженого розв’язку рiв-
няння (10), тобто умови iснування обмеженого зво-
ротного оператора L−1.
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Теорема 1. Для того, щоб iснував обмежений у
l∞ (Z,Cm) оператор L−1 = L−1 (A,Ω, h), необ-
хiдно i достатньо, щоб σ (A) — спектр оператора
A не перетинався з iнтервалом
J =
[
−i
√
3h−1,+i
√
3h−1
]
,
що лежить на уявнiй вiсi.
Доведення. Теорема 1 є наслiдком [2]. Для дове-
дення теореми 1 досить показати, що множина то-
чок λ ∈ C1, для яких характеристичне рiвняння
(λh− 3) z + 4λh+ (λh+ 3)z−1 = 0 (11)
має вiдносно z коренi з рiвним одиницi модулем,
збiгається з iнтервалом J .
Для цього знайдемо вираз для λ з (11)
λ =
3
h
· z − z
−1
4 + z + z−1
i пiдставимо замiсть z рiвну за модулем одиницi
величину eiϕ, 0 ≤ ϕ < 2pi:
λ =
3
h
· e
iϕ − e−iϕ
4 + eiϕ + e−iϕ
=
3i
h
· sinϕ
2 + cosϕ
. (12)
Враховуючи, що при ϕ ∈ [0, 2pi] ви-
раз sinϕ (2 + cosϕ)−1 змiнюється в промiжку[
− 1√
3
, 1√
3
]
, доходимо висновку, що належнiсть ко-
ренiв характеристичного рiвняня (11) одиничному
колу S =
{
z ∈ C1 : |z| = 1} означає: λ ∈ J . При
цьому, якщо розглядати J як об’єднання лiвого бе-
рега J− i правого берега J+, то спiввiдношення
(12) встановлює мiж J i S взаємно однозначну вiд-
повiднiсть. Теорема 1 доведена.
Помноживши рiвняння (11) на z, перетворимо
це рiвняння в квадратне
(λh− 3) z2 + 4λhz + (λh+ 3) = 0. (13)
Фiксуючи значення параметра h > 0, визначи-
мо функцiю
w = w (λh) =
√
3λ2h2 + 9
комплексного аргументу λ ∈ C1 \ J так, щоб
lim
λ→∞
w(λh)
λ =
√
3h.
Користуючись цiєю функцiєю, запишемо вираз
для коренiв рiвняння (13):
z1 = z1 (λh) =
2λh− w (λh)
3− λh = −
λh+ 3
2λh+ w (λh)
,
z2 = z2 (λh) =
2λh+ w (λh)
3− λh = (z1(−λh))
−1.
З доведення теореми 1 випливає, що функцiї
z1 (λh) i z2 (λh) здiйснюють взаємно однозначне
вiдображення J = J−
⋃
J+ на S.
Тодi внаслiдок принципу вiдповiдностi границь
[7, с. 208] отримаємо:
Теорема 2. Функцiя z1 = z1 (λh) здiйснює кон-
формне вiдображення C1\J в середину одиничного
круга {z : |z| < 1} (z1 (−3) = 0, z1 (∞) =
√
3 − 2,
z1 (3) = 0, 5).
Функцiя z2 = z2 (λh) здiйснює конформне вi-
дображення C1\J у зовнiшнiсть одиничного круга
{z : |z| > 1} (z2 (−3) = 2, z2 (∞) = −
√
3 − 2,
z2 (3) =∞).
Щоб отримати явне зображення обмеженого
розв’язку рiвняння (10), знайдемо спершу обме-
жений розв’язок рiвняння типу (8) при H = C1,
A = λ ∈ C1 \ J i дельта-подiбною правою части-
ною
(λh− 3)Gn+1 + 4λhGn + (λh+ 3)Gn−1 =
= δn0, n ∈ Z, (14)
де δn0 — символ Кронекера.
Обмежений розв’язок рiвняння (14) сконструю-
ємо з двох геометричних прогресiй zn1 i z
n
2 , n ∈ Z
за формулою
Gn =
{
czn1 , n ≥ 0,
czn2 , n < 0
,
де c — константа, яку треба визначити.
За теоремою 2 G¯ — обмежена послiдовнiсть.
Оскiльки z1 i z2 є коренями характеристичного рiв-
няння (11), то члени послiдовностi G¯ будуть задо-
вольняти усi рiвняння системи (14), окрiм рiвняння
з номером n = 0. Константу c виберемо так, щоб
задовольнити рiвняння з номером n = 0, тобто
c
[
(λh− 3) z1 + 4λh+ (λh+ 3) z−12
]
= 1.
Звiдси маємо
c = 0.5w (λh)−1 .
Таким чином, для значень λ ∈ C1 \ J отримає-
мо:
Gn = 0, 5w (λh)
−1 ·

(
− λh+32λh+w(λh)
)n
, n ≥ 0,(
− λh−32λh+w(λh)
)−n
, n < 0
.
Наступна теорема показує, що для операторно-
рiзницевого рiвняння (10) функцiя Gn = G (n, λh)
дискретного аргументу n ∈ Z вiдiграє таку саму
роль, як i функцiя ГрiнаG (t) для рiвняння (1).
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Теорема 3. Якщо нормальний в H оператор
A задовольняє умовi (2), то оператор L−1 =
L−1 (A,Ω, h) здiйснює неперервне вiдображення
l∞ (Z,Cm) в себе. Його дiя на b¯ =
∑
n∈Z bnω
n
задається виразом
a¯ = (L−1)b¯ =
=
∑
n∈Z
(∑
k∈Z
G (n− k,Ah) bk
)
ωn, (15)
а його норма допускає оцiнку∥∥L−1∥∥ ≤ Ch−1 (16)
Доведення. Iснування оператора L−1 випливає з
теореми 1. Зображення (15) є наслiдком отримано-
го зображення обмеженого розв’язку рiвняння (14).
Оцiнимо норму оператора L−1:∥∥L−1∥∥ =
= sup
b¯ ∈ l∞ (Z,Cm) ,∥∥b¯∥∥
l∞(Z,Cm) = 1
∥∥L−1 (A,Ω, h) b¯∥∥
l∞(Z,Cm)
=
∑
n∈Z
sup
bn ∈ Cm,
‖bn‖Cm = 1
‖G (n,Ah) bn‖Cm
=
∑
n∈Z
‖G (n,Ah)‖L(Cm) .
Вважатимемо, що матриця A подiбна до дi-
агональної A = U−1DU , де U — не виродже-
на матриця, D = diag(λ1, λ2, . . . , λm). Покладемо
K = ‖U‖ · ∥∥U−1∥∥ . (Вважаємо, що матрична нор-
ма узгоджена з евклiдовою нормою в Cm. Якщо A
симетрична, то матрицю U можна вибрати унiтар-
ною, тодi K = 1). Як наслiдок зроблених припу-
щень отримаємо:
∥∥L−1∥∥ ≤ K
2
sup
|Reλ|≥d
|w (λh)|−1
∑
n∈Z
q|n| ≤ K
6
·1 + q
1− q ,
де q = sup
|Reλ|≥d
(|z1 (λh)| , ∣∣z−12 (λh)∣∣) =
sup
Reλ=d
|z1 (λh)| = |z1 (dh)|. Звiдси для малих
значень h маємо
∥∥L−1∥∥ ≤ K
6
·
3dh+ 3
√
3 (dh)2 + 9
dh− 3 +
√
3 (dh)2 + 9
≤
≤ (dh)−1K
(
1 +
dh
2
+
d2h2
4
)
.
Теорему 3 доведено.
Наступна теорема дає оцiнку наближення обме-
женого розв’язку рiвняння (1) методом сплайн-
коллокацiї.
Теорема 4. Якщо матриця A задовольняє умовi (2)
i вектор-функцiя f (t) належить C4
(
R1,Cm
)
, то
обмежеий розв’язок
a¯ = −6h · L−1f¯
визначає кубiчний сплайн S (t), що наближує обме-
жений розв’язок y (t) =
(
Λ−1f
)
(t) рiвняння (1)з
точнiстю O
(
h4
)
.
Доведення. Оскiльки для f ∈ C4 (R1,Cm) обме-
жений розв’язок y(t) рiвняння (1) належить
C5
(
R1,Cm
) ⊂ C4 (R1,Cm), то кубiчний сплайн
S (y, t), що iнтерполює y (t) у вузлах сiтки ∆(h),
наближає y (t) з точнiстю O
(
h4
)
. Для доведення
теореми достатньо показати, що рiзниця S(t) =
S(t)−S(y, t) сплайна S(t), що наближає розв’язок
y(t), i сплайна S(y, t), що iнтерполює розв’язок
y(t), рiвномiрно оцiнюється величиною O(h4).
Пiдставимо в рiвняння (6) замiсть S(t) суму
S(y, t) +S(t) i вiднiмемо рiвняння (1) при t = tk.
Зважаючи, що y(tk = S(y, tk), k ∈ Z, одержимо
S′(tk)−AS(tk) = y′(tk)− S′(y, tk).
Оскiльки за [4, с. 232] рiзниця
δk = y′ (tk)− S′(y, tk) = O(h4), k ∈ Z,
то для параметрiв αk сплайна одержимо систему
рiвнянь
(Ah − 3I)αk+1 + 4Ahyk + (Ah − 3I)αk+2 =
−6hδk, k ∈ Z
з правою частиною, що має оцiнку O(h5). Звiдси
внаслiдок оцiнки (16) одержимо
αk = O(h4) i S = O(h4).
Теорему 4 доведено.
Розширення класу єдиностi розв’язку
Для подальших дослiджень розглянемо питан-
ня про розширення класу єдиностi розв’язку рiв-
няння (1). Деякий простiр E ⊃ C(R1,Cm ) непе-
рервних на R1 вектор-функцiй f(t) iз значеннями
в Cm назвемо класом єдиностi розв’язку рiвнян-
ня (1), якщо на цей простiр може бути продовже-
ний оператор Λ−1, визначений зображенням (3).
При цьому y(t) = (Λ−1f)(t) також належить E i є
в цьому просторi єдиним розв’язком рiвняння (1).
Як зазначено у вступi, за теоремою М. Г. Крейна
[1], класом єдиностi розв’язку рiвняння (1) є про-
стiр C(R1,Cm ). Наступна теорема розширює цей
клас єдиностi розв’язку рiвняння (1) завдяки вклю-
чення вектор-функцiй неперервних по t ∈ R1, для
яких ‖f(t)‖ може прямувати до нескiнченностi при
t→∞ з cубекспоненцiальною швидкiстю.
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Теорема 5. Для будь-якої квадратної матрицi A
порядку m, спектр σ(A) якої задовольняє умовi (2)
при деякому фiксованому d > 0, класом єдиностi
розв’язкiв рiвняння (1) є простiр E = E(R1, Cm)
неперервних по t ∈ R1 вектор-функцiй f(t), для
яких
ρδ(f) = sup
t∈R1
e−δ|t|‖f(t)‖Cm < +∞ (17)
для будь-якого δ > 0.
Доведення. Внаслiдок умови (2) матрична норма
функцiї Грiна G(t) рiвняння (1) допускає оцiнку
‖G(t)‖ 6 Ke−d|t|, де константа K > 1 залежить
вiд матрицi A (якщо A симетрична, то K = 1). То-
дi з урахуванням умови (17) для f ∈ E(R1,Cm), i
δ ∈ (0, d) отримаємо∥∥(Λ−1f(t))∥∥
Cm
=
∥∥∥∥∥ ∫R1 G(t− s)f(s)ds
∥∥∥∥∥
Cm
6
Kρδ(t) ·
∫
R1
e−d|t−s| · eδ|s|ds.
Оскiльки
−d · |t− s|+ δ |s| 6
6 −d · |t− s|+ δ(|s− t|+ |t|) =
= −(d− δ) · |t− s|+ δ |t|,
то∥∥(Λ−1f)(t)∥∥
Cm
≤
≤ Kρδ(f)eδ|t| ·
∫
R1
e−(d−δ)|t−s|ds
= Kρδ(f)
∫
R1
e−(d−δ)|s|ds·eδ(t) = 2K
d− δ ρδ(f)·e
δ|t|.
Звiдси випливає, що для всiх δ ∈ (0, d)
ρδ(Λ−1f) 6
2K
d− δ · ρδ(f).
Це означає, що Λ−1f ∈ E(R1,Cm). Безпосе-
редньою перевiркою переконуємося, що y(t) =
(Λ−1f)(t) є розв’язком рiвняння (1). Оскiльки не-
тривiальнi розв’язки однорiдного рiвняння (1) не
належать E(R1,Cm), то y(t) єдиний розв’язок рiв-
няння (1) у E(R1,Cm).
Теорему 5 доведено.
Нехай P — сукупнiсть всiх многочленiв
Pn(t) =
n∑
k=0
tkαk, n ∈ N,αk ∈ Cm.
Неважко переконатися, що P утворює в
E(R1,Cm) лiнiйний многовид, а диференцiальний
оператор Λ є бiєктивним вiдображенням многови-
ду P в себе, що зберiгає степiнь многочлена. То-
му, якщо права частина рiвняння (1) — многочлен
Pn(t) =
n∑
k=0
tkαk, то коефiцiєнти полiномiального
розв’язку Qn(t) =
n∑
k=0
tkβk можна знайти iз систе-
ми лiнiйних алгебраїчних рiвнянь:
β1 −Aβ0 = α1,
2β2 −Aβ1 = α2,
. . . . . . . . . . . . . . . . . .
mβm −Aβm−1 = αm−1,
−Aβm = αm.
Беручи до уваги, що при виконаннi умови (2)
матриця
−A I 0 0 . . . 0 0
0 −A 2I 0 . . . 0 0
0 0 −A 3I . . . 0 0
. . . . . . . . . . . . . . . . . . . . .
0 0 0 0 . . . −A mI
0 0 0 0 . . . 0 −A

невиродженна, ця система є однозначно розв’я-
зною. Таким чином, якщо f(t) — многочлен, то
розв’язок рiвняння (1) в E(R1,Cm) також є много-
членом.
Зауважимо, що для систем рiзницевих рiвнянь
типу (8) питання про розширення класу єдиностi
розв’язку розглянуто в [8], де встановлено, що про-
стiр послiдовностей a¯, для яких ‖an‖Cm має при
n → ∞ субекспоненцiальне зростання утворює
клас єдиностi розв’язкiв системи (8). Послiдовно-
стi a¯, члени яких є значеннями деякого полiнома
Pn(t) ∈ P у вузлах сiтки ∆(h) будемо познача-
ти символом [Pn(t)] й iнтерпретувати як многочле-
ни дискретного аргумента t ∈ ∆(h). При виконан-
нi умови (2) рiзницевий оператор L(A,Ω, h) поро-
джує бiєктивне вiдображення P в себе, що зберi-
гає степiнь многочлена. Тому, якщо вектор фун-
кцiя f(t) є многочленом Pn(t), розв’язок a¯ си-
стеми (8) зi згаданого класу єдиностi породжує-
ться значеннями на сiтцi ∆(h) деякого полiнома
Qn(t) =
n∑
k=0
tkβk. Тодi мiж коефiцiєнтами αk та βk
iснує лiнiйний зв’язок
Tn~β = ~α,
де Tn — квадратна матриця розмiрностi n+ 1,
~α = (α0, α1, ..., αn)T , ~β = (β0, β1, ..., βn)T .
Таким чином матриця Tn визначає перетворен-
ня многочлена Qn(t) степенi n дискретного аргу-
менту t ∈ ∆(h) пiд дiєю рiзницевого оператора
L(A,Ω, h). Обернена матриця в такому разi T−1n
вiдповiдатиме дiї оберненого оператора L−1, якщо
права частина рiвняння (10) — многочлен Pn(t).
При цьому добуток T−1n
−→α визначатиме коефiцiєн-
ти полiномiального розв’язку рiвняння (10).
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Рiвняння з малим параметром
Розглянемо диференцiальне рiвняння з малим
параметром ε > 0 i матричним коефiцiєнтом A, що
задовольняє умовi (2):
Λ(ε,A) = εy′ +Ay = f(t). (18)
Множенням рiвняння (18) на ε−1 можна прийти
до рiвняння типу (1), яке матиме великий параметр.
Наближений розв’язок рiвняння (18) шукатимемо у
виглядi розвинення (5) методом сплайн-коллокацiї.
При цьому система рiвнянь (7) набуде вигляду
ε
2h ·A−1(an+1−an−1)+ 16an+1+ 23an+ 16an−1 =
= A−1f(tn), n ∈ Z. (19)
При ε = 0 система (19) вироджується в систему
рiвнянь, яка вiдповiдає задачi побудови iнтерполя-
цiйного сплайна для вектор-функцiї A−1f(t) [4].
1
6
an+1 +
2
3
an +
1
6
an−1 = A−1f(tn). (20)
Вiдповiдно до методу локальної сплайн-
апроксимацiї [4] для послiдовностi an запишемо
асимптотичнi формули
an = A−1(− 16f(tn+1) + 43f(tn)−
−1
6
f(tn−1)) +O(h4), n ∈ Z. (21)
Наступна теорема узагальнює асимптотичнi
формули (21) на випадок системи (19) з малим па-
раметром.
Теорема 6. Якщо параметр ε > 0 є малим порiв-
няно з h i вектор-функцiя f(t) в правiй частинi (8)
належить C4(R1, Cm), то для розв’язку системи
рiзницевих рiвнянь (19) мають мiсце асимптотич-
нi формули
an = A−1(− 16f(tn+1) + 43f(tn)−− 16f(tn−1))−− ε2hA−2(f(tn+1)− f(tn−1))+
+ ε
2
h2A
−3(f(tn+1)− 2f(tn) + f(tn−1))−
− ε32h3A−4(f(tn+2)− 2f(tn+1) + 2f(tn−1)−
−f(tn−2)) +O(h4), n ∈ Z. (22)
Формули (22) є точними, за умови що f(t) — кубiч-
ний многочлен.
Доведення. Вважаючи, що m = 1 i A = λ ∈
C1(Reλ 6= 0), визначимо матрицю T3 та обернену
до неї T3
−1. Нехай µ = ε ·h−1. Для цього знайдемо
образи базисних многочленiв [1] , [t] ,
[
t2
]
,
[
t3
]
пiд
дiєю рiзницевого оператора L = L(ε, λ, h).
L[1] = [1],
L[t] = µ · [1] + [t],
L[t2] = h
2
3 [1] + 2µ[t] + [t
2],
L[t3] = µh2[1] + h2[t] + 3µ[t2] + [t3].
Звiдси знаходимо матрицi T3 та T3
−1
T3 =

1 µ h
2
3 µh
2
0 1 2µ h2
0 0 1 3µ
0 0 0 1
 ,
T3
−1 =

1 −µ 2µ2 − h23 6µ3 − µh2
0 1 −2µ 6µ2 − h2
0 0 1 −3µ
0 0 0 1
 .
Якщо праву частину f(t) рiвняння (18) розкла-
сти за формулою Тейлора в околi точки t = tn
f(t) = f(tn) + f ′(tn)(t− tn) + 12f ′′(tn)(t− tn)2 +
1
6f
′′′(tn)(t− tn)3 + O((t− tn)4), то, враховуючи
вигляд матрицi T3
−1, отримаємо
an = f(tn) − µf ′(tn) + (µ2 − h26 )f ′′(tn) + (µ3 −
µh2
6 )f
′′′(tn) +O(h4).
Замiнивши в останньому спiввiдношеннi f ′(tn),
f ′′(tn),f ′′′(tn) центральними роздiленими рiзниця-
ми
f ′(tn) =
f(tn+1)− f(tn−1)
h
− h
2
6
f
′′′
(tn) +O(h4),
f ′′(tn) =
f(tn+1)− 2f(tn) + f(tn−1)
h2
+O(h2),
f ′′′(tn) =
f(tn+2)− 2f(tn+1) + 2f(tn)− f(tn−2)
2h3
+
+O(h2),
отримаємо (22). Теорему 6 доведено.
Висновки
Запропонована модифiкацiя методу сплайн-
коллокацiї адаптована на випадок наближення ку-
бiчними сплайнами обмежених розв’язкiв рiвняння
(1). При цьому задача пошуку обмежених розв’яз-
кiв зводиться до задачi пошуку обмежених розв’яз-
кiв нескiнченної системи рiзницевих рiвнянь (10) iз
тридiагональной матрицею. Зважаючи на те, що ця
матриця взагалi кажучи не має дiагональної пере-
ваги, для вивчення розв’язностi цiєї системи отри-
мано явне представлення (16). При достатнiй глад-
костi вектор-функцiї f (t) f ∈ C4(R1,Cm) пропо-
нований метод забезпечує максимально можливу
за порядком точнiсть O
(
h4
)
наближення кубiчни-
ми сплайнами. Для досягнення такої точностi при
наближеннi розв’язкiв крайових задач для рiвнянь
другого порядку в [4] побудованi п’ятидiагональнi
системи рiзницевих рiвнянь.
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Апроксимацiя обмежених розв’язкiв рiвняння
(1), розглянута в [2, 5, 6], зведена до пошуку обме-
жених розв’язкiв тридiагональної системи рiзнице-
вих рiвнянь типу (10). За достатньої гладкостi f (t)
одержувана точнiсть наближенняO
(
h2
)
вiдповiдає
точностi наближення похiдної центральною роздi-
леною рiзницею.
Зауважимо, що в [8] для тридiаогнальних рiзни-
цевих рiвнянь (10) встановлено аналог теореми 5,
а саме показано що для цiєї системи послiдовно-
стi з субекспоненцiальною швидкiстю зростання на
∞ утворюють клас єдиностi розв’язку. Там також
встановлено iнварiантнiсть полiномiв дискретного
аргументу щодо рiзницевого оператора L(A,Ω, h)
та одержано асимптотичнi наближення для розв’яз-
ку.
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