To investigate the response of real depreciation of ringgit on trade balance of Malaysia, researchers either employed trade data between Malaysia and the rest of the world or between Malaysia and each of her trading partners. Nevertheless, these studies did not provide a conclusive evidence of the effects of currency depreciation on the trade balance, particularly in the case of Malaysia with China. This paper considers 53 industries and investigates the short-run (J-curve pattern) and the long-run effects of the real depreciation of ringgit/yuan on the trade balance of each industry. We use quarterly data over the period of 1993Q1-2009Q4. The results from bounds testing approach and error-correction modelling indicate that whilst depreciation of ringgit has short-run significant effects on the trade balance in majority of the industries, the short-run effects translate into the favorable long-run effects only in 11 of the 53 industries. The results also reveal that J-Curve phenomenon exists only in 10 industries.
Introduction
After the advent of the floating exchange rate system in 1973, governments have tried to manage the effects of exchange rate uncertainty on macroeconomic variables by implementing suitable monetary policies. Some important variables influenced by the exchange rate are inflation, trade flows, foreign direct investment and capital flows, international reserve and remittance of an economy. In small open economies, specifically in emerging economies, the effect of exchange rate fluctuations on trade balance is an important issue as it has a significant effect on the economic growth. However, according to international economic theories a small open economy can improves its trade balance by depreciating her currency. Since experience with currency depreciation has been different between countries, researchers have tried to develop theoretical models that are sensitive to their underlying assumptions.
In recent years, there is a surge in the number of empirical studies to assess the impact of currency depreciation on the trade balance. Earlier studies have followed the indirect approach, Marshall-Lerner condition (ML, hereafter) by estimating price elasticities of imports and exports to induct the effects of devaluation on the trade balance. In an attempt to distinguish the short-run response of currency depreciation from its long-run response on trade balance, researchers moved away from the traditional way, ML condition which is considered as a long-run condition, and tried to formulate a model which relates the trade balance to the exchange rate directly along with other variables. Indeed, this occurred when researchers tried to assess the validity of the J-curve hypothesis.
The J-curve phenomenon which was introduced by Magee (1973) describes that in the short-run the effect on the trade balance of a devaluation or currency depreciation is due to time lags in the adjustment process; it first deteriorates the trade balance and then improves it later, resembling a J-curve pattern. Initially, due to the price effect, the increased value of imports would dominate the increased volume of exports but in the long-run gradually the volume effect takes over and outweighs the effect of price resulting in an improvement in balance of trade.
The common characteristics among related studies to the J-curve phenomenon could be classified into two groups. The first group employs aggregate trade data. Empirical studies such as Karunaratne (1988) , Bahmani-Oskooee and Alse (1994) and Demirden and Pastine (1995) used aggregate data and provided mixed results. The aggregation approach was criticized by Rose and Yellen (1989) . They employed bilateral trade data between the United States (US) and her six major trading partners and argued that the results from aggregation approach could suffer from aggregation bias. To avoid the aggregation bias problem studies in the second category relied upon disaggregated trade data between one country and each of her trading partners separately at the bilateral level. (Note1) Bahmani-Oskooee and Ratha (2004) and Bahmani-Oskooee and Hegerty (2010) provided a comprehensive review of the literature and covered both groups of studies. Since this paper is about Malaysia, we will concentrate on the literature that have tested the J-curve phenomenon on Malaysia.
Bahmani-Oskooee and Alse (1994) tested the J-curve phenomenon by employing cointegration and error-correction modelling on two groups of countries (19 developed and 22 less developed countries) including Malaysia. Lal and Lowinger (2002) also included Malaysia in their study. The results show that only in the study by Lal and Lowinger (2002) that there is a long-run impact of real effective exchange rate on the trade balance in the case of Malaysia. Since, both studies used aggregate data they suffer from the aggregation bias problem. To account for this deficiency, Baharumshah Bahmani-Oskooee and Harvey (2010) also applied bounds testing approach to cointegration and error-correction modelling and used bilateral disaggregated data. They examined the short-run and long-run effects of currency devaluation on trade balance with her 14 largest trading partners (including China). The results showed that J-curve emerges only in the case of Malaysia versus Germany.
Concentrating on Malaysia and China trade, the number of studies that examine the impact of currency depreciation on trade balance is limited. In addition, there is not much support for a successful depreciation or devaluation on bilateral trade between the two countries. This may be due to the lack of significant relation between Malaysia-China bilateral trade balance and the real depreciation ringgit/yuan in a number of industries but not all industries. To identify which industries respond to currency depreciation, in this paper we disaggregated the trade data between Malaysia and China by industries. More precisely, we considered 53 industries and tried to assess the short-run and the long-run effects of the real depreciation of ringgit/yuan on the trade balance of each industry over the period of 1993Q1-2009Q4. The rest of the article is organized as follows: Section 2 introduces the models and the estimation method. Empirical results are presented in Section 3 and a summary and conclusion are given in Section 4. Data definitions and sources are cited in the Appendix.
The model and the method
The trade balance model employed in this paper is adopted from Bahmani-Oskooee and Bolhasani (2008). The long-run model takes the following form:
where i TB is a measure of the trade balance of commodity i defined as the ratio of Malaysia's exports of commodity i to China over her imports of the same commodity from China. Y M is the real income of Malaysia and since an increase in Malaysian economy growth is expected to increase Malaysia's imports of commodity i , an estimate of  is expected to be negative. In the same way, an estimate of  is expected to be positive if an increase in the real income of China denoted by Y C encourages an increase in Malaysia's export of commodity i to China. However, if the increase in real income is due to an increase in production of import substitute goods, the coefficient of real income of Malaysia could be positive and the coefficient of real income of China could be negative (Bahmani-Oskooee, 1986). Finally, REX is the real ringgit-yuan rate and as indicated in the Appendix, it is defined in a way that an increase reflects an appreciation of the yuan or a depreciation of ringgit. If real depreciation of ringgit is to increase the Malaysia's export of commodity i , hence improve the trade balance of industry i , an estimate of is expected to be positive. The equation (1) basically estimates the long-run relationship among the variables. In order to infer the J-curve effect which occurs in the short-run, it is necessary to include the short-run dynamics into equation (1). To this end, following Pesaran et al. (2001) we express equation (1) in an error-correction modelling format as in equation (2): (1). Therefore, if the computed F statistic is higher than the upper-bound critical value the null hypothesis of no cointegration is rejected. According to the ARDL procedures, it is apparent that examining the non-stationarity property (unit-root test) is not necessary. While this is the main advantage of this approach over alternative cointegration methods, the other two strong points of the bounds testing approach are; avoiding failure to test hypothesis on the estimated coefficients in the long-run due to endogeneity problems in the Engle and Granger (1987) method and assessing the short-run as well as the long-run effects of the independent variables on the dependent variable at the same time. Specifically, the short and long-run effects of currency depreciation in equation (2) are inferred by the sign and significance of  k and the size of 4  which is normalized on 1  respectively.
Empirical results
Quarterly data over the period 1993Q1-2009Q4 were used to estimate the basic model outlined by equation ( Table 1 along with the critical values at the bottom of the table.
The results indicate that F-test is sensitive to the lag lengths. Moving from 2 lags to 10 lags, given the upper bound critical value of 3.52 the number of significant industries drops from 28 to 10. The evidence of no cointegration in most of the industries was attributed to the fact that the same numbers of lags were imposed on each of the first-differenced variable arbitrarily (Bahmani-Oskooee & Kantipong, 2001). Following Bahmani-Oskooee and Gelan (2006) we estimate equation (2) by imposing a maximum of eight lags on each first differenced variable and using Akaike's Information Criterion (AIC) to select the optimum lags. F-test results and number of optimal lags for the models are presented in Table 2 . As can be seen from the results we gather that the F statistic is greater than its upper bound critical value of 3.52 in 32 industries.
Insert Table 1 Here   Insert Table 2 Here
We then proceed with the short and long-run results. For brevity, we report only the short-run effects of the real exchange rate in Table 3 . From the short-run coefficient estimates there are a total of 46 industries with at least one significant short-run coefficient at the 5% level of significance for the real exchange rate variable, implying that the real depreciation of ringgit has short-run effects in most of the industries. (Note 3) These short-run effects subscribe to the traditional definition of the J-curve in 9 industries where initially the real exchange rate coefficients are negative but revert to positive subsequently. These industries are coded 48, 621, 651, 653, 743, 745, 762, 785 and 931. However, following Rose and Yellen (1989) we rely on the new definition of the J-curve and define it as a negative short-run effect combined with a positive long-run effect. From the long-run estimates in Table 4 , we gather that the real exchange rate carries a positive and significant coefficient in 11 industries. In 10 out of these 11 industries that are coded 513, 582, 652, 744, 747, 749, 764, 874, 881 and 899 there is at least one negative short-run coefficient attached to the exchange rate. Comparing with old definition of the J-curve, the newer ones receive more support. So, using disaggregated trade data by industries we are able to identify at least 11 industries which benefited from real depreciation of the ringgit. The majority of these 11 industries are durable goods and this is in line with Burda and Gerlach (1992) who argued that durable goods are relatively more sensitive to exchange rate changes than nondurable goods. Also among all the 11 industries there is only one large industry, telecommunications equipment (5.25%) based on its share in Malaysia-China total trade in 2009. (Note 4) Concentrating on the long-run results, it is clear that the real exchange rate carries a significant coefficient in 18 industries. From Table 4 , it also appears that the income coefficient for Malaysia is significant in 15 industries while for China it is significant in 16 industries.
Insert Table 3 Here
Insert Table 4 Here Reported in Table 5 are lagged error-correction model ECMt-1 and other diagnostic statistics. First, following Kremers et al. (1992) who argued that the significant ECMt-1 is a more efficient way of establishing cointegration, concentrating on those industries in which the cointegration is not supported by the F-test, there is a strong support of cointegration in almost all cases based on a negative and significant coefficient obtained for ECMt-1. Second, the Lagrange Multiplier (LM) statistic which tests for serial correlation and has a χ2 distribution with four degree of freedom is also reported in Table 5 . Given the critical value of 9.49, it is clear that the residuals in most optimum models are autocorrelation free. Third, the misspecification is checked by the Ramsey's RESET test which is also distributed as χ2 with one degree of freedom. Since in majority of industries the RESET statistic is less than its critical value of 3.84, most optimal models are correctly specified. Fourth, to establish the stability of short and long-run coefficient estimates we apply the CUSUM and CUSUMSQ tests for the residuals of each optimal model Insert Table 5 Here
Summary and conclusion
Economic theory suggests that a small economy can expect to eliminate its deficit of trade balance by devaluating her currency. To this end, a few studies tried to investigate the effects of real depreciation on trade balance in a small open economy like Malaysia. Previous studies that tested the short-run and the long-run effects of real depreciation of ringgit on trade balance of Malaysia, employed trade data either between Malaysia and the rest of the world or between Malaysia and each of her trading partners. Nevertheless, most of these studies found no significant effect in the short and long-run particularly in the case of Malaysia-China.
The lack of a significant relationship between two variables could be due to aggregation bias. In order to eliminate this problem, in this study, we considered 53 industries and tried to investigate the short-run (J-curve pattern) and the long-run effects of the real depreciation of ringgit/yuan on the trade balance of each industry. We use quarterly import and export data over the period of 1993Q1-2009Q4 and the bounds testing approach to cointegration and error-correction modelling. The empirical results indicate that whilst depreciation of ringgit has short-run significant effects on the trade balance in majority of the industries, the short-run effects translate into the favorable long-run effects only in 11 of the 53 industries. Furthermore, among these 11 industries most of them are durable goods producers which support Burda and Gerlach (1992) findings, who argued that durable goods are relatively more sensitive to exchange rate changes than nondurable goods. There is only one large industry, telecommunications equipment (5.25%) based on its share in Malaysian-China total trade in 2009. Finally, the results reveal the existence of J-Curve phenomenon in only 10 industries.
Appendix

Data Definition and Sources
Quarterly data over the 1993Q1-2009Q4 period are used to carry out the empirical analysis.
The data are obtained from the following sources: LM is the Lagrange multiplier test of residual serial correlation. It is distributed as χ 2 (4). The critical value is 9.49 at the 5% level of significance.
RESET is Ramsey's test for function form. It is distributed as χ 2 (1). The critical value is 3.84 at the 5% level of significance. Stable = "S" and unstable = "U". The term n.e.s. means not elsewhere specified.
