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Resumen
Este documento recoge en detalle las contribuciones realizadas durante el trabajo de final de
grado al proyecto servIoTicy, la plataforma de stream processing desarrollada por el departamen-
to Data-centric Computing del Barcelona Supercomputing Center. Concretamente, se detalla el
desarrollo de una API REST en Node.js y la integracio´n de un sistema de aprovisionamiento
usando Docker containers y Rancher, as´ı como el conjunto de tareas que rodean al proyecto
como el contexto, la planificacio´n y el presupuesto.
Resum
Aquest document recull en detall les contribucions realitzades durant el treball de final de
grau al projecte servIoTicy, la plataforma de stream processing desenvolupada per el departa-
ment Data-centric Computing del Barcelona Supercomputing Center. Concretament, es detalla
el desenvolupament d’una API REST en Node.js i la integracio´ d’un sistema d’aprovisionament
utilitzant Docker containers i Rancher, a´ıxi com el conjunt de tasques que envolten el projecte
com el context, la planificacio´ i el pressupost.
Abstract
This document contains the details of the contributions made during the bachelor’s thesis to
the servIoTicy project, the stream processing platform developed by the Data-centric computing
department of the Barcelona Supercomputing Center. Specifically, contains the detail of the
development process of a REST API developed in Node.js and the integration of a provisioning
system using Docker containers and Rancher, as well as the group of tasks that surround the
project like the context, the planification and the budget.
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En los u´ltimos an˜os se han ido perfeccionando las tecnolog´ıas que permiten la conexio´n ubicua
sin cables de dispositivos inteligentes. Adema´s, el ana´lisis de datos en tiempo real ha permitido
una nueva forma de aprovechar estos datos recolectados. Esto, combinado con el abaratamiento de
la produccio´n de sensores y sistemas embebidos, ha desembocado en una interconexio´n masiva de
dispositivos f´ısicos integrados en, por ejemplo, veh´ıculos, electrodome´sticos y muchas otras cosas
ma´s. Es lo que llamamos el Internet de las cosas, the Internet of Things (IoT).
El nu´mero de dispositivos IoT conectados a Internet ha crecido significativamente. En 2015 se
conectaron alrededor de unos 13.800 millones de dispositivos y los expertos estiman que que para
2020 puede llegar a los 38.500 millones [1].
Los dispositivos IoT generan flujos de datos desde muchas localizaciones que se reciben en una
plataforma para ser tratados en tiempo real o almacenados para ser tratados ma´s tarde. Pero al
ritmo al que crecen estas interconexiones parece muy probable que cualquier entorno de gestio´n IoT
tenga problemas de escalabilidad. Esto explica que haya una gran demanda de sistemas que ofrezcan
una gestio´n de datos IoT que resulte escalable y suficientemente avanzada como para poder procesar
un volumen de datos tan grande y una heterogeneidad de datos tan diversa.
Como solucio´n a la convergencia entre los ecosistemas Internet Of Things, Big Data y Stream
Processing surgio´ servIoTicy.
Este trabajo de final de grado se basa en una contribucio´n a servIoTicy, un proyecto desarrollado
por el equipo de Data-Centric Computing, del departamento Computer Sciences del BSC (Barcelona
Supercomputer Center), con el que el autor colabora. ServIoTicy es una plataforma de almacena-
miento y procesado de datos. Es una solucio´n que integra capacidades de multi-tenant data1 stream
processing2, una API REST (Application Programming Interface), analizado de datos y soporte
1Datos que pertenecen a diferentes propietarios.
2Procesado de flujos de datos en tiempo real.
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multi protocolo en combinacio´n con avanzadas tecnolog´ıas data-centric[2]. ServIoTicy pretende ser
una platforma tecnolo´gica que facilite la creacio´n de servicios para que objetos, servicios y humanos
puedan acceder a los datos creados por los dispositivos conectados a su plataforma.
1.2. Formulacio´n del problema
Actualmente la plataforma servIoTicy esta´ siendo remodelada con el objetivo de usar nuevas
tecnolog´ıas que permitan una mejora en el rendimiento. De esta remodelacio´n surgen una serie de
tareas, algunas de las cuales se han seleccionado para desarrollar durante este trabajo. Estas tareas
son:
Renovacio´n de la API REST: Muchas de las funcionalidades de servIoTicy han cambiado
desde su remodelacio´n y muchas de ellas afectan directamente a la API REST, ya sea por
un cambio de especificacio´n o por un cambio de versiones, por lo que hay que reprogramar
muchas de sus funcionalidades. Partiendo de esto, el equipo decidio´ renovar completamente la
API REST partiendo de cero usando otra tecnolog´ıa que se adecue ma´s a los requisitos de la
nueva plataforma.
Integrar un sistema de aprovisionamiento de la infraestructura en containers: Uno de los nuevos
requisitos es que la plataforma sea desplegable en diferentes entornos, por ejemplo, en el entorno
del cliente o como entorno de desarrollo. Esto dar´ıa una flexibilidad importante a la hora de
realizar pruebas o incluso para un despliegue en produccio´n. Adema´s, debe ser un sistema
basado en Linux Containers.
Evaluar el rendimiento de la API REST: Una vez desarrollada la nueva API, es conveniente
realizar un ana´lisis de rendimiento del entorno para evaluar la solucio´n.
1.3. Objetivos
De las tareas anteriores se extraen los siguientes objetivos para el trabajo de final de grado:
1. Desarrollo de una nueva API REST para servIoTicy.
2. Integracio´n de un sistema de aprovisionamiento en containers para servIoTicy.
3. Ana´lisis de rendimiento de la API REST sobre la nueva plataforma.
1.4. Introduccio´n a las API REST
Una API (del ingle´s, Application Programming Interface) es un conjunto de procedimientos que
realizan diversas funciones con el fin de ser utilizadas por otro software, es decir, es una interfaz
que permite acceder a funcionalidades de otras aplicaciones sin tener que volver a desarrollarlas.
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Muchos programas exponen sus API para permitir al usuario explotar las funcionalidades de forma
programa´tica. Sin embargo, en este trabajo de final de grado se habla de un tipo muy concreto de
API, las API REST.
REST (del ingle´s, Representational State Transfer) es una estilo de arquitectura del software que
define la interaccio´n entre componentes dentro de un sistema hypermedia distribuido, como la World
Wide Web. Una API REST, por tanto, provee de funciones que permiten al cliente hacer uso de un
servicio web desarrollado por un tercero mediante el protocolo HTTP. Por ejemplo, la API REST
de Twitter permite leer y escribir tweets o leer informacio´n de perfiles desde aplicaciones externas a
Twitter.
Entre sus caracter´ısticas se destaca el uso de una identificacio´n uniforme de sus recursos con una
URI, el uso de cabeceras HTTP tipificadas para cada tipo de operacio´n y los mensajes autodescripti-
vos. As´ı, un usuario puede acceder a leer o escribir datos desde una aplicacio´n externa de una forma
intuitiva y fa´cil. Existen otros me´todos que implementan servicios web como RPC, SOAP o WSDL,
pero se intenta favorecer el uso de REST por ser ma´s intuitivo y fa´cil de implementar. Durante este
trabajo de final de grado se realizara´ una nueva API REST sobre Node.js para servIoTicy.
1.5. Introduccio´n a los containers
Linux Containers3 (LXC) es un me´todo de virtualizacio´n para ejecutar mu´ltiples sistemas Linux
aislados sobre un mismo sistema operativo. Los containers desacoplan las aplicaciones de los sistemas
operativos, empaquetando las piezas de software en un sistema de ficheros que contiene todo lo que
necesita para ejecutarse. Docker4 o LXD 5 son implementaciones de LXC. Durante este trabajo de
final de grado se realizara´ la migracio´n de servIoTicy a Docker containers.
1.6. Introduccio´n a los sistemas de aprovisionamiento
Cuando se habla de aprovisionamiento en informa´tica, se habla del proceso de desplegar y confi-
gurar los sistemas necesarios para dar un servicio. Esto se traduce en la automatizacio´n del despliegue
de las herramientas y aplicaciones sobre el hardware que dara´ el servicio, sea cual sea, y este´ donde
este´.
Hace unos an˜os esto se llevaba a cabo con tediosos scripts parametrizados que conectaban con las
ma´quinas remotas y ejecutaban los procesos necesarios para adaptar la infraestructura. No obstante,
con el tiempo, se han ido perfeccionando estos me´todos para abstraer a los usuarios de las partes ma´s
complicadas. Ansible6, Puppet7 o Chef8 son ejemplos de la evolucio´n de estos me´todos, en los que
utilizando programacio´n declarativa se crean plantillas para el aprovisionamiento de infraestructuras








No obstante, en este trabajo de final de grado se realizara´ un aprovisionamiento de de servIoTicy
sobre Docker containers. Esto abre un abanico de herramientas muy interesantes, como por ejemplo
Docker-compose, un lenguaje declarativo como los mencionados anteriormente, pero espec´ıfico para
desplegar containers sobre Docker. Durante este trabajo de final de grado se realizara´ un sistema de
aprovisionamiento de servIoTicy basado en Docker-compose.
1.7. Estructura de este documento
El documento se divide en cinco partes:
La primera parte esta´ dedicada al contexto del proyecto, su gestio´n y la planificacio´n temporal
y econo´mica, as´ı como un glosario de las tecnolog´ıas usadas en el proyecto.
La segunda parte esta´ dedicada a los detalles relevantes del desarrollo de la API REST.
La tercera parte esta´ dedicada a los detalles relevantes de la integracio´n del sistema de aprovi-
sionamiento en containers.
La cuarta parte esta´ dedicada al ana´lisis del rendimiento de la API REST.




2.1. Estado del arte
Aunque los distintos elementos a desarrollar en este Trabajo de Final de Grado forman parte de
una unidad (el proyecto servIoTicy), para analizar el estado del arte de los elementos a estudiar es
necesario dividirlo por partes:
2.1.1. API REST
En la u´ltima de´cada, las empresas han empezado a exponer sus APIs para permitir a terceros
construir funcionalidades nuevas. Las tecnolog´ıas tradicionales como SOAP (Service-oriented archi-
tecture) han ido evolucionando para reducir la interdependencia entre los elementos que la usan,
terminando en la gran adopcio´n de la arquitectura REST para disen˜ar servicios web. Gracias al cre-
cimiento del uso de esta arquitectura, junto al de las tecnolog´ıas asociadas como JSON (JavaScript
Object Notation), el desarrollo y uso de APIs ha acelerado de forma considerable, y servicios como
Twitter, Netflix o Facebook procesan miles de millones de llamadas API al d´ıa [3].
Una de las razones por las que REST ha sido tan ampliamente aceptado es porque permite a
los desarrolladores la habilidad de construir funcionalidades modulares con interfaces muy livianas
que no requieren una compleja integracio´n. Esto ha desembocado en la proliferacio´n de frameworks
REST para el desarrollo simple y ra´pido de APIs para la creacio´n de servicios Web en distintos
lenguajes de programacio´n: Django REST framework1, ExpressJS2 y Slim3 entre otros.
El estado actual del desarrollo de servicios web parece seguir apostando por las API REST, con





2.1.2. Aprovisionamiento en containers
En la transicio´n de la mayor´ıa de servicios hacia el cloud, las operaciones de aprovisionamiento
y despliegue de infraestructuras han ido evolucionando. La necesidad de escalar horizontalmente los
servicios era la oportunidad perfecta para usar la flexibilidad que aportan los containers. Docker
es la tecnolog´ıa de virtualizacio´n de containers con ma´s pu´blico y es probablemente el esta´ndar de
facto y esto ha ocasionado la proliferacio´n de sistemas que orquestan este tipo de containers.
Es el caso de Kubernetes4, un motor de orquestacio´n de containers con una gran comunidad por
detra´s que ha ganado mucha fama en el u´ltimo an˜o [4] El proyecto ha sido desarrollado por Google
con grandes contribuidores como Red Hat, CoreOS o Mesosphere. Amazon AWS ECS es tambie´n un
gestor de containers, con una orientacio´n ma´s hacia el CaaS (Containers As A Service), gestionando
las ima´genes de Docker y orquestando su ejecucio´n en sus propias instancias de computacio´n. Algunas
soluciones van ma´s alla´, DC/OS5 se autodenomina sistema de operacio´n distribuida. Esta´ en una capa
por debajo de la capa de orquestacio´n mencionada antes, gestionando los recursos dina´micamente
de los clusters que corren encima de e´l, siendo por tanto, complementaria a los softwares como
Kubernetes para dar un paso ma´s en el scheduling de recursos [5].
2.2. Actores
Por una parte, el proyecto va dirigido a los clientes del proyecto servIoTicy porque, a la larga,
una vez puesto en produccio´n, el proyecto beneficiar´ıa a empresas TIC que implanten servIoTicy
como plataforma de ana´lisis de flujos de datos, reduciendo el tiempo de despliegue y facilitando su
uso para que los clientes puedan concentrarse en el propio ana´lisis de datos y no en la complejidad
de la plataforma.
Por otra parte, el proyecto tambie´n va dirigido a los desarrolladores del equipo de servIoTicy, ya
que este proyecto ofrece sistemas que facilitan algunas de sus tareas, como por ejemplo, la migracio´n
o nueva implantacio´n de los servicios en diferentes entornos, as´ı como la ejecucio´n de pruebas o
experimentos que actualmente tienen que hacer de forma manual.
2.3. Metodolog´ıa y rigor
Este apartado pretende mostrar los elementos que forman el proceso de desarrollo, seguimiento
y validacio´n de este proyecto.
2.3.1. Metodolog´ıa de trabajo
Este proyecto se lleva a cabo mediante una metodolog´ıa agile, aunque sin ningu´n framework




de iteraciones sobre pequen˜as divisiones del proyecto que minimizan la cantidad de planificacio´n
para las siguientes partes del proyecto. Cada divisio´n del proyecto, o cada feature no es an˜adida al





Al final de cada iteracio´n se presenta la funcionalidad a los interesados, en este caso, al equipo
de servIoTicy y en especial a su coordinador, que es el director de este proyecto, que validara´ la
funcionalidad. As´ı se minimiza el riesgo y permite al producto a adaptarse a los cambios de forma
ra´pida. Puede ser que ma´s de una iteracio´n sea necesaria para diferentes funcionalidades.
Para cada iteracio´n o incluso para algunas fases de la misma, es necesaria una reunio´n con el
equipo y/o el director. Normalmente e´stas ocurren una vez a la semana si la agenda lo permite.
2.3.2. Metodolog´ıa de seguimiento y validacio´n
El seguimiento se lleva a cabo durante las reuniones del equipo, que se organizan mediante la
aplicacio´n Slack, una aplicacio´n de mensajer´ıa que soporta plug-ins como calendarios y la capacidad
de compartir co´digo y gra´ficas de forma sencilla. En estas reuniones pueden realizarse demostraciones
en tiempo real o discusiones ma´s profundas sobre como afrontar algu´n problema en concreto.
A veces puede ser necesaria una evaluacio´n del co´digo. Si se diera el caso, el equipo cuenta con
repositorios online de co´digo fuente en Github.com do´nde se carga la informacio´n del control de
versiones git.
Por u´ltimo, para cuantificar la calidad de la solucio´n proporcionada por el autor, cabe recordar






La duracio´n estimada del proyecto es de unos 6 meses, empezando el 17 de Octubre de 2016 y
finalizando el 15 de Abril (incluyendo la memoria y documentacio´n). E´sta planificacio´n se divide
principalmente en 4 partes:
El desarrollo de la API REST
La integracio´n del sistema de aprovisionamiento.
Un ana´lisis de rendimiento.
Documentar y escribir la memoria y la presentacio´n.
3.2. Tareas
A continuacio´n se detallan las tareas del trabajo de final de grado con tal de tener una visio´n
ma´s espec´ıfica de co´mo se han planificado.
3.2.1. Curso de gestio´n de proyectos (Curso GEP)
Curso de preparacio´n para la gestio´n del proyecto. Se contextualiza y planifica el proyecto.
Duracio´n estimada: 64 horas.
Asignacio´n de rol: Project manager
Recursos: Porta´til proporcionado por el BSC.
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3.2.2. API REST
1. Ana´lisis de requisitos
Duracio´n estimada: 24 horas.
Asignacio´n de rol: Analista
Recursos: Porta´til proporcionado por el BSC.
2. Disen˜o
Duracio´n estimada: 40 horas.
Asignacio´n de rol: Analista
Recursos: Porta´til proporcionado por el BSC.
3. Implementacio´n
Duracio´n estimada: 184 horas.
Asignacio´n de rol: Programador
Recursos: Porta´til proporcionado por el BSC.
4. Testing
Duracio´n estimada: 80 horas.
Asignacio´n de rol: Programador
Recursos: Porta´til proporcionado por el BSC.
3.2.3. Aprovisionamiento
1. Ana´lisis de requisitos
Duracio´n estimada: 40 horas.
Asignacio´n de rol: Analista
Recursos: Porta´til proporcionado por el BSC.
2. Disen˜o
Duracio´n estimada: 16 horas.
Asignacio´n de rol: Analista
Recursos: Porta´til proporcionado por el BSC.
3. Integracio´n
Duracio´n estimada: 184 horas.
Asignacio´n de rol: Programador
Recursos: Porta´til proporcionado por el BSC.
4. Testing
Duracio´n estimada: 56 horas.
Asignacio´n de rol: Programador
Recursos: Porta´til proporcionado por el BSC.
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3.2.4. Ana´lisis de rendimiento
1. Disen˜o del experimento
Duracio´n estimada: 40 horas.
Asignacio´n de rol: Analista
Recursos: Porta´til proporcionado por el BSC.
2. Ejecucio´n de los experimentos
Duracio´n estimada: 56 horas.
Asignacio´n de rol: Programador
Recursos: Porta´til proporcionado por el BSC.
3. Tratamiendo de resultados
Duracio´n estimada: 24 horas.
Asignacio´n de rol: Programador
Recursos: Porta´til proporcionado por el BSC.
3.2.5. Documentacio´n
1. Memoria
Duracio´n estimada: 120 horas.
Asignacio´n de rol: Project manager
Recursos: Porta´til proporcionado por el BSC.
2. Presentacio´n
Duracio´n estimada: 80 horas.
Asignacio´n de rol: Project manager
Recursos: Porta´til proporcionado por el BSC.
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3.3. Diagrama de Gantt
La Figura 3.1 muestra la planificacio´n de las tareas anteriores plasmada en un diagrama de Gantt.
2016 2017



















Figura 3.1: Diagrama de Gantt
3.3.1. Desviaciones
Cuando se realizo´ el curso de gestio´n de proyectos los objetivos no estaban acabados de definir,
as´ı que la planificacio´n de las tareas era considerablemente diferente. Conforme el proyecto cogio´
forma, se acabo´ de definir la planificacio´n que se ve en el diagrama 3.1. Esta planificacio´n resulto´
ser bastante acertada (posiblemente porque se hizo de forma conservadora). No obstante, ha habido
algunas desviaciones debido a agentes externos al proyecto como una baja por enfermedad o otros
proyectos. Sin embargo, se ha conseguido cumplir con el deadline final reorganizando las horas
disponibles segu´n la planificacio´n y al final no ha habido que eliminar ningu´n objetivo cumpliendo




En el siguiente apartado se indica los distintos recursos que se utilizara´n para el desarrollo del
proyecto y sus costes asociados.
4.1. Coste recursos humanos
El valor econo´mico del personal asociado al proyecto es:
Rol Horas Coste por hora (EUR) Coste total (EUR)
Project manager 264 40 10560
Analista 160 30 4800
Programador 584 25 14600
Total 1008 29960
Tabla 4.1: Costes recursos humanos
4.2. Costes hardware
El valor econo´mico de los recursos hardware teniendo en cuenta las horas que se han utilizado
en el proyecto es:
Producto Precio (EUR) Unidades Vida u´til Amortizacio´n (EUR)
Porta´til Dell Latitude E7450 1500 1 4 An˜os 178,9
Total 1500 178,9
Tabla 4.2: Costes hardware
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4.3. Costes software
El valor econo´mico de los recursos software asociado al proyecto es:
Producto Precio Unidades Vida u´til Amortizacio´n
Sistema operativo libre 0 1 1 An˜o 0
Sublime text 0 1 1 An˜o 0
SDK Couchbase 0 1 1 An˜o 0
Node.js 0 1 1 An˜o 0
Docker 0 1 1 An˜o 0
Rancher 0 1 1 An˜o 0
Total 0 0
Tabla 4.3: Costes software
4.4. Costes indirectos
Los costes indirectos asociados al proyecto son:
Producto Precio (EUR/kWh) Unidades (kWh) Coste total (EUR)
Electricidad 0,10620 1008 107
Total 107
Tabla 4.4: Costes indirectos
4.5. Presupuesto total con impuestos
El valor total con impuestos asociado al proyecto es:










Durante el curso de gestio´n de proyectos no se hab´ıan definido exactamente los objetivos, as´ı
que el presupuesto era considerablemente diferente. Al tener definido el proyecto se definio´ un nuevo
presupuesto con una nueva cantidad de horas, que es el que se muestra en esta seccio´n. No ha habido




En este apartado se analiza la sostenibilidad en tres dimensiones distintas: econo´mica, social y
ambiental. Para cada una de ellas se analizan las cuestiones relevantes que pertenecen al hito inicial
del proyecto tanto para su puesta en produccio´n como para su vida u´til. El informe se acompan˜a de
una tabla donde se refleja la puntuacio´n obtenida segu´n la matriz de sostenibilidad.
5.1. Estudio de Impacto Econo´mico
Sobre el impacto econo´mico se debe destacar que se ha elaborado una evaluacio´n de recursos y
sus costes tanto personales como materiales (apartado anterior). No obstante, al ser un proyecto tan
abierto no se ha tenido en cuenta el coste de reparaciones o actualizaciones una vez en produccio´n ya
que, cualquier funcionalidad agregada requerir´ıa de su propio ana´lisis temporal y de costes (cualquier
reparacio´n o actualizacio´n consistir´ıa en gran parte en horas de recursos humanos, ba´sicamente).
El autor cree que este proyecto parece una solucio´n suficientemente econo´mica si tuviera que ser
competitiva frente a otros productos. De hecho, este proyecto esta´ hecho en colaboracio´n con el BSC
y fomara´ parte de servIoTicy, el proyecto open-source candidato a ser un producto que salga a la
venta, por tanto debera´ ser competitivo si pretende tener e´xito.
El equipo considera que no se podr´ıa haber estimado un mejor proyecto en menos tiempo con
los recursos de los que se disponen. De hecho, el desarrollo se basa en sacar el ma´ximo provecho a
tecnolog´ıas existentes con tal de maximizar el esfuerzo de los desarroladores en tareas que requieran
un alto grado de personalizacio´n hacia servIoTicy.
5.2. Estudio de Impacto Social
El Big Data ya forma parte de la sociedad, y cada vez ma´s compan˜´ıas se dedican al ana´lisis
de datos masivos. Herramientas como las que se pretenden crear en este proyecto pueden facilitar
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la extraccio´n de datos a diferentes empresas, sobretodo a pequen˜as. Este proyecto surge de varias
necesidades, la de poder usar los recursos de servIoTicy con una interfaz amistosa, y la de disponer
de un sistema de despliegue que facilite su instalacio´n y desarrollo en empresas de terceros, por
lo tanto, este proyecto facilitara´ y mejorara´ la vida de sus consumidores. Ningu´n colectivo salga
damnificado del desarrollo de este proyecto.
5.3. Estudio de Impacto Ambiental
Los recursos utilizados en este proyecto son mayoritariamente equipos que se donara´n a organi-
zaciones sin a´nimo de lucro posteriormente. Para el proyecto no se necesita ningu´n tipo de materia
primera, ni se fabrica ningu´n tipo de dispositivo, es puramente software.
Se estima que un ordenador puede generar unos 100gr de CO2 de media por hora, y un servidor el
doble. Sin la existencia de este TFG probablemente se generar´ıan ma´s cantidades de CO2 haciendo
uso de servIoTicy, ya que este proyecto trata de generar herramientas automatizadas eficientes para
su uso. Sin estas herramientas, se seguir´ıan usando te´cnicas ma´s largas y laboriosas (ma´s costosas)
que aprovechar´ıan menos los recursos de una ma´quina (o incluso varias), por tanto, generando ma´s
CO2.
Durante la explotacio´n de este software se generara´ un impacto ambiental dependiendo de la
repercusio´n y el uso que se de´ de e´l, pero cabe destacar que este software ayuda a usar servIo-
Ticy, que puede ser utilizado para ana´lisis de datos medioambientales que pueden ayudar a realizar
investigaciones relacionadas con la sostenibilidad y por tanto, disminuyendo potencialmente la con-
taminacio´n.
Despue´s del proyecto se seguira´n usando los recursos que han formado parte del desarrollo, ya
sea para otros proyectos o para donarlos a organizaciones, reduciendo as´ı la huella ecolo´gica.
5.4. Matriz de sostenibilidad
PPP Vida u´til Riesgos
Ambiental 7 [0:10] 14 [0:20] 0 [-20:0]
Econo´mico 8 [0:10] 16 [0:20] 0 [-20:0]
Social 8 [0:10] 16 [0:20] 0 [-20:0]




Antes de pasar a la implementacio´n el autor considera apropiado describir el conjunto de tecno-
log´ıas que se usan
6.1. Node.js
Node.js1 es un entorno de ejecucio´n libre que interpreta el lenguaje Javascript mediante el motor
V8 de Google, utilizado tambie´n en el navegador Chromium[6]. Node.js tiene una arquitectura
basada en eventos capaz de realizar entrada/salida de forma as´ıncrona. As´ı, gracias a su modelo
de ejecucio´n, una API escrita en Node.js puede aceptar una peticio´n que requiere una operacio´n de
entrada/salida, prepararla para ser atendida por un flujo en segundo plano, y, sin esperar, atender a
la siguiente peticio´n (i.e. el flujo principal no se bloquea por entrada/salida). Cuando la primera ha
sido completada, se emite un evento y es entonces cuando se recogen los resultados, sin necesidad
de preguntar continuamente si la operacio´n entrada/salida ya ha terminado. Esto permite tener una
alta concurrencia de flujos que realicen entrada/salida sin bloquear las peticiones. Estas decisiones de
disen˜o tomadas con el objetivo de mejorar el throughput y la escalabilidad se utilizan en aplicaciones
web con muchas operaciones de entrada/salida as´ı como en aplicaciones web en tiempo real. Netflix,
Paypal, Uber, IBM y Microsoft son algunas de las grandes compan´ıas que utilizan este entorno de
ejecucio´n para sus aplicaciones[7].
6.2. Express.js
Express.js2 es un framework para aplicaciones web escrito en Javascript, publicado bajo licencia




Node.js. Su objetivo es ayudar a organizar las aplicaciones web en una arqu´ıtectura Modelo-Vista-
Controlador, simplificando las tareas asociadas a la creacio´n y gestio´n de rutas y peticiones [8].
6.3. MySQL
MySQL3 es un sistema de gestio´n de base de datos relacionales (RDBMS), de licencia open source
GNU GPL, y escrito en C y C++. MySQL es probablemente el motor de base de datos libre ma´s
conocido, y debida a su alta compatibilidad con la mayor´ıa de sistemas (sobretodo Linux) se ha
hecho muy popular a lo largo de los an˜os. Es una opcio´n ideal para gestionar una base de datos de
un taman˜o decente a un coste mı´nimo. Su fa´cil instalacio´n permite tener una base de datos operativa
en muy poco tiempo, y adema´s resulta tener un muy buen rendimiento para el caso medio [9].
6.4. Couchbase
Couchbase 4, antiguamente Membase, es una base de datos NoSQL, open-source distribuida
basada en documentos. Tiene la capacidad de distribuir la carga entre distintos nodos y proporcionar
alta disponibilidad. Al contrario que las bases de datos relacionales, las bases de datos basadas en
documentos guardan toda la informacio´n de un objeto en una u´nica instancia en la base de datos,
y cada objeto almacenado puede ser distinto de otro. Esto permite que el mapeo de objetos a una
base de datos sea una tarea sencilla y lo hace atractivo para la programacio´n de aplicaciones web.
La unidad ba´sica de almacenamiento en Couchbase es un documento JSON asociado a una
clave. El espacio se particiona en unidades lo´gicas llamadas buckets, que se distribuyen entre las
ma´quinas del cluster mediante un mapeo compartido entre los servidores y las librer´ıas del cliente.
As´ı, couchbase proporciona un mecanismo de bu´squeda basado en key-value (clave-valor) muy ra´pido
y eficiente que le permite escalar de forma excelente [10].
Para trabajar sobre estas claves Couchbase proporciona distintos tipos de ı´ndices que pueden
acelerar el acceso para segu´n que tipos de consultas. Las ma´s interesantes son:
1. I´ndice de vista de MapReduce, un indexador de vistas incrementales que usa una funcio´n map
reduce escrita por el usuario (son pre-compiladas, lo que las hace u´tiles cuando hay que realizar
consultas complejas que requieren muchos recursos).
2. Global Secondary Indexes: Son ı´ndices generados a partir de consultas que mezclan otros





Apache Kafka5 es una plataforma de stream processing (procesado de flujos) desarrollada por
Apache Software Foundation, desarrollada en Scala y Java. El objetivo de este software es propor-
cionar una plataforma unificada de alto throughput, baja latencia y gestio´n de datos en tiempo real,
usando un modelo de publicacio´n-suscripcio´n. Es un recurso muy valorado para infraestructuras que
procesan flujos de datos.
La arquitectura de Kafka esta´ organizada alrededor de los siguientes te´rminos: topics, consumers,
producers y brokers. Todos los mensajes de Kafka esta´n organizados en topics. Si se desea enviar
un mensaje, se env´ıa a un topic espec´ıfico y si se desea leer, se lee desde un topic espec´ıfico. Un
consumer de topics pide los mensajes a Kafka, mientras que los producers env´ıan mensajes a un
topic. Por u´ltimo, Kafka como sistema distribu´ıdo, corre en un cluster. Cada nodo se denomina un
broker.
6.6. Apache Storm
Apache Storm6 es un sistema de computacio´n distribuido de datos en tiempo real. Esta´ desarro-
llado en Clojure y fue adquirido y publicado por Twitter [11]. Storm es un cluster distribuido en el
que hay dos tipos de nodos, nimbus y supervisors, master y slave respectivamente.
Storm ejecuta sistemas de computacio´n en tiempo real sobre un framework. La lo´gica de estos
sistemas se denomina Topology (topolog´ıa) y debe enviarse a nimbus para que distribuya las tareas
definidas en esa topolog´ıa entre los diferentes supervisors para poder ser ejecutadas. Estas topolog´ıas
tienen una estructura organizada ba´sicamente en spouts (una fuente de flujos de datos) que leen datos
de una fuente externa y las emiten hacia la topolog´ıa, y bolts donde ocurre todo el procesado de
datos y se ejecutan filtros, funciones, se comunica con bases de datos, etc [12].
6.7. Apache Zookeeper
Apache Zookeeper7 es un servicio centralizado para mantener la coordinacio´n, configuracio´n,
proporcionar sincronizacio´n a equipos distribu´ıdos y proporcionar servicios en grupo. Es u´til para
mantener todas estas caracter´ısticas en sistemas distribuidos y no tener que realizar una imple-







Los Linux Containers8 (LXC) es un me´todo de virtualizacio´n para ejecutar mu´ltiples sistemas
Linux aislados sobre un mismo sistema operativo. Los containers desacoplan las aplicaciones de los
sistemas operativos, empaquetando las piezas de software en un sistema de ficheros que contiene
todo lo que necesita para ejecutarse. Esto se logra gracias a los mecanismos de aislamiento que
proporciona el nu´cleo de Linux como cgroups y namespaces [13]. Docker9 es una derivacio´n de LXC
desarrollada por Docker Inc, que proporciona au´n ma´s flexibilidad, convirtie´ndose en la solucio´n ma´s
popular para sistemas de virtualizacio´n sobre containers.
La gran ventaja de los Docker containers respecto a las ma´quinas virtuales es que proporcionan
una capsula liviana y permite dejar atra´s todo el overhead que supone trabajar con ellas, ya que
con Docker solo se utiliza el sistema operativo del host donde se ejecuta, al contrario que con la
virtualizacio´n cla´sica, en la que se ejecuta un sistema operativo por cada ma´quina virtual (ver figura
6.1).
(a) Virtualizacio´n con ma´quinas virtuales. (b) Virtualizacio´n con containers.
Figura 6.1: Virtualizacio´n de ma´quinas virtuales vs. containers[14] (Adaptacio´n).
Esto aporta flexibilidad para desplegar aplicaciones puesto que libera de la carga que supone
ejecutar diversas instancias de un sistema operativo (que probablemente sean iguales) para cada
aplicacio´n, a la vez que mejora el rendimiento y aumenta la eficiencia.




compose, un sistema de plantillas para definir conjuntos de servicios aprovisionados en containers
para poder ser ejecutados de forma simple, incluso en un cluster si se usa un orquestador.
Adema´s, tambie´n proporciona un repositorio centralizado de containers para que los usuarios y
empresas publiquen las ima´genes de sus software empaquetados. Este repositorio, llamado Docker
Hub10, cuenta con diversas funcionalidades incluyendo la construccio´n de containers en tiempo real
en el cloud a partir del co´digo de la aplicacio´n.
6.9. Rancher
Rancher11 es un orquestador (gestor de cluster) de Docker containers. Tiene la capacidad de
aprovisionar servicios en containers a distintos hosts proporcionados por los propios usuarios y
gestionar diferentes roles para los usuarios que vayan a desplegar esos servicios. Es compatible con
docker-compose y diversos orquestadores.
Se organiza en Stacks (las plantillas de servicios) que se aprovisionan en los hosts an˜adidos a la
infraestructura. Rancher mismo se ejecuta en un container y trae consigo un sistema de monitori-
zacio´n para los hosts en los que se ejecuta as´ı como una interfaz gra´fica servida como pa´gina web





Renovacio´n de la API REST de
servIoTicy
En este apartado se detallan los aspectos ma´s relevantes sobre el primer objetivo de este trabajo:
la renovacio´n de la API REST de servIoTicy.
7.1. Requisitos
A continuacio´n se describen los detalles de la infraestructura y los requisitos que se extraen de
ellos.
7.1.1. Funcionamiento e infraestructura de servIoTicy
El funcionamiento de servIoTicy se basa en la definicio´n de tres categor´ıas de datos:
1. Streams (flujos): Un usuario que desee publicar datos de cualquier tipo debera´ definir pre-
viamente su estructura en un documento JSON. Ese documento JSON sera´ almacenado y
utilizado para comprender que´ datos se esta´n gestionando en cada momento en el procesador
de datos.
2. Subscriptions (Suscripciones): Las subscriptions son documentos JSON donde se registra que´
streams se quieren consumir, que´ tipo de ca´lculo se quiere realizar (se pueden combinar con
otros streams) y en que´ stream aparecera´ el resultado, pudiendo ser objeto de otras subscrip-
tions.
3. Updates (Actualizaciones): Las updates son los datos publicados segu´n la estructura definida
en streams. Las updates tienen el mismo identificador que los streams.
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As´ı, un dispositivo puede estar suscrito a cuatro streams diferentes, realizar un ca´lculo con
ellos, y servir otro stream con los resultados. Por ejemplo, un usuario podr´ıa leer la temperatura
de los distintos barrios de una ciudad (suscribiendose a cada uno de los sensores que publican la
temperatura), hacer la media, y publicar un nuevo stream con la media de la ciudad, que a su vez
podr´ıa ser utilizado para calcular la media de la comunidad auto´noma, etc.
Una vez comprendido co´mo esta´n definidos los datos en la aplicacio´n, es necesario entender co´mo
se gestionan esos datos y en que´ tipos de aplicaciones se usan. Para ello, a continuacio´n se describen
los componentes y funcionalidades relevantes para el desarrollo de la API (la numeracio´n corresponde
a la Figura 7.1).
1. Los dispositivos conectados a la infraestructura de servIoTicy env´ıan y reciben updates al siste-
ma. Para ello, necesitan una interfaz que permita gestionar las subscriptions y las definiciones
de streams, as´ı como un sistema de identificacio´n u´nica que permita identificar tanto los dispo-
sitivos como los flujos de datos. Esta interfaz es la API REST, que recibira´ peticiones HTTP
siguiendo un formato concreto que se explica ma´s adelante.
2. La API REST, una interfaz de comunicacio´n entre los dispositivos y las diversas tecnolog´ıas
de servIoTicy. Su renovacio´n es uno de los objetivos de este trabajo y debe contar con las
cara´cter´ısticas necesarias para poder ingerir y enviar la mayor cantidad de datos posible a
los dispositivos conectados. Debe, tambie´n, proteger esta transmisio´n sin perder demasiado
rendimiento en el proceso. Para ello debe controlar la comunicacio´n con los distintos elementos
de la infraestructura y gestionar de forma correcta los datos que pasan a trave´s de ella. La
tecnolog´ıa de esta API en la versio´n anterior de servIoTicy era un backend desarrollado en
Java, y para la nueva versio´n el equipo del proyecto ha pedido que se desarrolle sobre Node.js.
3. Una base de datos de autenticacio´n, donde se guarda u´nicamente todo lo relativo a la identifi-
cacio´n de los dispositivos del sistema y aislada de la otra base de datos. En la versio´n anterior
de servIoTicy, esta base de datos es y mantenerla entra dentro de los requisitos.
4. Un sistema de colas que gestiona la publicacio´n de datos de los dispositivos y mantiene el
estado en caso de fallo de las bases de datos o el sistema de procesado. Esta tecnolog´ıa viene
predefinida, y es irremplazable. La API debera´ tratar con ella s´ı o s´ı: Kafka.
5. Un sistema de computacio´n en tiempo real que realizara´ las computaciones necesarias de las
updates segu´n las definiciones de los usuarios y luego almacenara´ los resultados en la base de
datos. Este sistema es un software disen˜ado por el departamento que corre sobre Apache Storm.
Esta tecnolog´ıa tambie´n viene predefinida y es irremplazable pero no afecta directamente al
desarrollo de la API porque la conexio´n se realiza a trave´s de Apache Kafka.
6. Una base de datos para almacenar los datos destinados a la computacio´n del sistema y que esta´
aislada de la base de datos que contiene los datos de los usuarios, relativos a la autenticacio´n.
Esta tecnolog´ıa tambie´n viene predefinida y es irremplazable: Couchbase.
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Figura 7.1: Diagrama de la infraestructura.
Nota: Por simplicidad, se ha elidido el software Zookeeper debido a que es un elemento que sirve
para mantener un control de estado de Kafka y Storm y no afecta en ningu´n aspecto al desarrollo
de la API REST (es completamente transparente para el desarrollador). En el apartado dedicado al
sistema de aprovisionamiento s´ı que se tiene en cuenta dada su relevancia en la infraestructura.
7.1.2. Node.js y Express.js
Como se ha visto en los apartados anteriores, servIoTicy se basa en el env´ıo y recepcio´n de muchos
datos que acaban siendo le´ıdos o escritos en bases de datos. Eso significa mucha entrada/salida,
algo que puede suponer un problema si no se busca una solucio´n preparada para lidiar con estos
entornos. Por ello, el equipo require que el backend de la API sea Node.js, una tecnolog´ıa que sigue
el modelo event-driven y non-blocking I/O, es decir, un sistema basado en eventos que no se bloquee
por entrada/salida[15]. Este modelo es altamente eficiente y muy escalable porque el servidor esta´
aceptando peticiones continuamente sin esperar a que las operaciones de entrada/salida terminen,
y encaja perfectamente con las necesidades de la API de servIoTicy, que estara´ constantemente
realizando operaciones entrada/salida.
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Adicionalmente, para facilitar el disen˜o y el mantenimiento del co´digo se precisa el uso del
framework Express.js.
7.1.3. Enrutamiento REST
Para la API se pide mapear funciones a direcciones REST. El modelo de URL REST (Transferen-
cia de Estado Representacional) es un estilo de arquitectura de software para sistemas hipermedia
distribuidos como la World Wide Web. Esto significa que los me´todos y rutas usadas deben ser
autodescriptivas para cada recurso (e.g GET api/streams/ devolvera´ una lista de streams, POST
api/streams/0894 insertara´ el stream 0894 a la lista de streams), que se usen cabeceras espec´ıficas
HTTP para cada me´todo (ver Tabla 7.1 [16]) y que los mensajes que se env´ıen como respuesta sean







Tabla 7.1: Referencia de me´todos REST
7.1.4. Soporte de micro-batching
Micro-batching es una optimizacio´n que se require para mejorar el rendimiento de servIoTicy.
Consistir´ıa en dar soporte para que el cliente pudiera agrupar los mensajes antes de enviarlos a la
API con el objetivo de reducir la cantidad de cabeceras necesarias para enviar un mismo conjunto de
datos. El micro-batching es un mecanismo necesario y utilizado en la mayor´ıa de software dedicado
al stream processing. Es el punto medio entre agrupar una gran cantidad de datos o no agrupar
ninguna, es decir, cuenta con la ventaja de tener una latencia menor que un batching elevado pero
un throughput inferior. Soportando micro-batching se da la habilidad al cliente de enviar un conjunto
de updates en vez de una solo, aumentando el throughput a costa de la latencia. Es por tanto, cuestio´n
de encontrar la relacio´n adecuada entre estas dos variables. Esta relacio´n se buscara´ en el cap´ıtulo
dedicado a las pruebas de rendimiento, el u´ltimo objetivo.
7.1.5. Resumen de requisitos
Con todo lo descrito en los anteriores apartados, se pueden definir los requisitos que debera´
cumplir la solucio´n que el autor propone en el apartado de disen˜o:
Desarrollo en Node.js: La API requiere Node.js para poder contar con las ventajas del para-
digma event-driven y non-blocking I/O.
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Uso del framework Express.js: Para facilitar el disen˜o y el mantenimiento del co´digo en el
futuro, se precisa el uso del framework Express.js.
Uso de rutas estilo REST: Las URL a las que se hacen las peticiones deben seguir lo ma´ximo
posible el modelo REST para conseguir direcciones a recursos de forma autodescriptiva.
Gestio´n de los datos de servIoTicy: La API debe proporcionar la capacidad de gestionar los
diferentes tipos de datos de servIoTicy: Streams, subscriptions y updates.
Gestio´n de usuarios: La API debe proporcionar las funciones necesarias para la gestio´n de los
usuarios de servIoTicy.
Sistema de autenticacio´n: La solucio´n propuesta debe permitir la autenticacio´n y proteccio´n
de los datos de diferentes propietarios.
Conexio´n cifrada: La conexio´n entre las diferentes partes debe ser cifrada para proteger la
privacidad de los usuarios de servIoTicy.
Micro-batching: La API es, por su naturaleza, probablemente el cuello de botella de la apli-
cacio´n. Cuanto mejor sea su rendimiento ma´s se aprovechara´ el resto de la infraestructura. Se
requiere usar micro-batching como optimizacio´n de la comunicacio´n entre la API y el cliente.
Integracio´n con MySQL, Kafka y Couchbase: Estas tres tecnolog´ıas vienen predefinidas y habra´
que lidiar con ellas. Es esencial buscar una solucio´n que permita una integracion con ambas
tecnolog´ıas de la forma menos problema´tica posible siempre que se cumpla el resto de los
requisitos.
Comprender los requisitos de la infraestructura de servIoTicy es esencial para poder disen˜ar una
pieza de software con la que complementar el proyecto. Ahora ya es posible realizar un disen˜o de la
solucio´n.
7.2. Disen˜o
A continuacio´n se detallan las decisiones de disen˜o tomadas durante la fase del desarrollo de la
API.
7.2.1. Arquitectura de mo´dulos
Como se ha visto en la especificacio´n, los datos de ServIoTicy esta´n divididos en tres tipos:
Streams, Subscriptions y Updates. Por esta razo´n, para la API se propone un disen˜o por mo´dulos
separandolos dependiendo de los datos que se gestionen, es decir, uno para cada tipo de datos.
Adema´s, habra´ otros mo´dulos adicionales necesarios para la autenticacio´n y la gestio´n de usuarios,
que se vera´n ma´s adelante. El resultado es una arquitectura muy simple que permitira´ un desarrollo
ra´pido y con pocos problemas (ver Figura 7.2).
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Figura 7.2: Arquitectura de mo´dulos.
7.2.2. Rutas REST para la gestio´n de Streams
Para la gestio´n de Streams se proponen las rutas siguientes:
Nota Todas las rutas usan el identificador del usuario que esta´ realizando la accio´n. Para mantener
el modelo REST, es esencial que este identificador sea implicito en la peticio´n y no forme parte de
la URL. Esto se puede conseguir pasa´ndolo como cabecera HTTP o, en este caso, mediante el token
que se utilizara´ para la autenticacio´n.
Crear streams: Un me´todo que permite la creacio´n de streams en el sistema. La definicio´n del
stream en s´ı debe ser el cuerpo de la peticio´n HTTP. La respuesta debe ser el identificador del
stream creado. El me´todo HTTP designado es POST.
Consultar streams: Un me´todo que permite la consulta de todos los streams de un mismo
propietario. No es necesario ningu´n identificador ni un cuerpo en la peticio´n. La respuesta
debe ser el conjunto de streams creados por el usuario de identificador impl´ıcito. El me´todo
HTTP designado es GET.
Consultar streams compartidos: La definicio´n de los streams en servIoTicy permite escoger
una whitelist y una blacklist. Con este me´todo se permite el listado de los streams a los que se
tiene acceso para poder consumir sus datos. La respuesta debe ser el listado de streams que
pueden ser consumidos por ese tenant. El me´todo HTTP designado es GET.
Consultar stream: Un me´todo que permite la consulta de un stream cuyo identificador formara´
parte de la URL. La respuesta debe ser el stream correspondiente al identificador. El me´todo
HTTP designado es GET.
Modificar stream: Un me´todo que permite la modificacio´n de un stream cuyo identificador
formara´ parte de la URL. Para modificar un stream se incluira´ la nueva definicio´n en el cuerpo
de la peticio´n. La respuesta debe ser un mensaje de confirmacio´n. El me´todo HTTP designado
es PUT.
Eliminar stream: Un me´todo que permite la eliminacio´n de un stream cuyo identificador for-




Crear streams /api/streams POST
Consultar streams /api/streams/ GET
Consultar compartidos /api/streams/shared GET
Consultar stream /api/streams/{ID} GET
Modificar stream /api/streams/{ID} PUT
Eliminar stream /api/streams/{ID} DELETE
Tabla 7.2: Resumen de rutas y me´todos para funcionalidades de gestio´n de streams.
7.2.3. Rutas REST para la gestio´n de Subscriptions
Para la gestio´n de Subscriptions se proponen las rutas siguientes:
Nota Todas las rutas usan el identificador del usuario que esta´ realizando la accio´n. Para mantener
el modelo REST, es esencial que este identificador sea implicito en la peticio´n y no forme parte de
la URL. Esto se puede conseguir pasa´ndolo como cabecera HTTP o, en este caso, mediante el token
que se utilizara´ para la autenticacio´n.
Crear subscriptions: Un me´todo que permite la creacio´n de subscriptions en el sistema. La
definicio´n de la subscriptions en s´ı debe ser el cuerpo de la peticio´n HTTP. Para la creacio´n
de una subscription es necesario que el stream origen y stream destino existan y sean va´lidos.
La respuesta debe ser el identificador de la nueva subscription. El me´todo HTTP designado es
POST.
Consultar subscriptions: Un me´todo que permite la consulta de todas los subscriptions de
un mismo propietario. No es necesario ningu´n identificador ni un cuerpo en la peticio´n. La
respuesta debe ser el conjunto de subscriptions creadas por el usuario de identificador impl´ıcito.
El me´todo HTTP designado es GET.
Consultar subscription: Un me´todo que permite la consulta de una subscription cuyo iden-
tificador formara´ parte de la URL. La respuesta debe ser la subscription correspondiente al
identificador. El me´todo HTTP designado es GET.
Modificar subscription: Un me´todo que permite la modificacio´n de una subscription cuyo
identificador formara´ parte de la URL. Para modificar una subscription se incluira´ la nueva
definicio´n en el cuerpo de la peticio´n. La respuesta debe ser un mensaje de confirmacio´n. El
me´todo HTTP designado es PUT.
Eliminar subscription: Un me´todo que permite la eliminacio´n de una subscription cuyo identi-
ficador formara´ parte de la URL. La respuesta debe ser un mensaje de confirmacio´n. El me´todo
HTTP designado es DELETE.
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Accio´n Ruta Me´todo
Crear subscriptions /api/subscriptions POST
Consultar subscriptions /api/subscriptions/ GET
Consultar subscription /api/subscriptions/{ID} GET
Modificar subscription /api/subscriptions/{ID} PUT
Eliminar subscription /api/subscriptions/{ID} DELETE
Tabla 7.3: Resumen de rutas y me´todos para funcionalidades de gestio´n de susbcriptions.
7.2.4. Rutas REST para la gestio´n de Updates
Para la gestio´n de Updates se proponen las rutas siguientes:
Consultar update: Un me´todo que permite la consulta del u´ltimo dato introducido al stream
con la misma identificacio´n. Es necesario el identificador del stream, que formara´ parte de la
URL del recurso. La respuesta debe ser el contenido de la u´ltima update. El me´todo HTTP
designado es GET.
Insertar update: Un me´todo que permite la insercio´n de updates al stream del mismo iden-
tificador. Se deben insertar los datos como cuerpo de la peticio´n, ya sea en conjuntos de
micro-batching o en objetos simples (ver Figura 7.3). Con micro-batching damos la capacidad
al cliente de realizar una u´nica peticio´n HTTP para el env´ıo de un conjunto de updates, dis-
minuyendo el nu´mero de peticiones necesarias para enviar el mismo nu´mero de datos a costa
de la latencia.
40
Figura 7.3: Comunicacio´n esta´ndar y con micro-batching.
Accio´n Ruta Me´todo
Consultar updates /api/updates/{ID} GET
Insertar updates /api/updates/{ID} PUT
Tabla 7.4: Lista de rutas y me´todos para funcionalidades de gestio´n de updates.
7.2.5. Rutas REST para la gestio´n de Usuarios
Uno de los requisitos para la API es que se puedan gestionar sus usuarios como administrador.
Para ello, se han desarrollado las funciones necesarias para poder crear, consultar y eliminar usuarios
que tienen acceso a la API. No obstante, no entra dentro de este trabajo la diferenciacio´n entre los
usuarios normales y administradores porque au´n se esta´n tomando decisiones acerca de los roles que
va a haber dentro del proyecto.
Crear usuario: Un me´todo que permite la creacio´n de usuarios en el sistema. La definicio´n del
usuario en s´ı debe ser el cuerpo de la peticio´n HTTP. La respuesta debe ser un mensaje de
confirmacio´n. El me´todo HTTP designado es POST.
Consultar usuario: Un me´todo que permite la consulta del username de un usuario dado su
identificador, que formara´ parte de la URL. La respuesta debe ser el username correspondiente
al identificador del usuario. El me´todo HTTP designado es GET.
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Eliminar usuario: Un me´todo que permite la eliminacio´n de un usuario cuyo identificador
formara´ parte de la URL. La respuesta debe ser un mensaje de confirmacio´n. El me´todo
HTTP designado es DELETE.
Accio´n Ruta Me´todo
Crear usuario /api/users POST
Consultar usuario /api/users/{ID} GET
Eliminar usuario /api/users/{ID} DELETE
Tabla 7.5: Lista de rutas y me´todos para funcionalidades de gestio´n de usuarios.
7.2.6. Rutas REST para la autenticacio´n de usuarios.
La API requiere un sistema de autenticacio´n. Una de las formas ma´s sencillas y aceptadas para
llevar a cabo esta funcio´n es con el sistema de intercambio de JSON Web tokens, que se basa en
la transferencia de informacio´n entre dos partes de forma compacta y encriptada, siendo un objeto
JSON la informacio´n a encriptar[17].
Este mecanismo consiste en entregar al usuario un token con el que hacer las llamadas a la API.
Este token tiene una validez y caducidad determinada, periodo tras el que debera´ renovarse el token,
es decir, pedir otro a la API. Es una forma sencilla y elegante de disen˜ar una autorizacio´n y una
forma fa´cil de transferir informacio´n sensible entre las partes en el momento de la autenticacio´n de
los usuarios.
Autenticacio´n: Un me´todo que permita al usuario identificarse mediante usuario y contrasen˜a.
Estos campos deben ir en el cuerpo de la peticio´n HTTP, y la respuesta sera´ el token que
debera´ usarse en las subsecuentes peticiones. El me´todo HTTP designado para esta operacion
es POST.
Accio´n Ruta Me´todo
Autenticacio´n usuario /api/auth/ POST
Tabla 7.6: Lista de rutas y me´todos para funcionalidades de autenticacio´n de usuarios.
7.2.7. Usuarios e identificadores u´nicos
El disen˜o de los usuarios es muy sencillo: una estructura de datos que pueda almacenar un
identificador u´nico, un nombre de usuario y una contrasen˜a. El identificador debe ser un UUID
(Identificador u´nico universal) y la contrasen˜a debe estar encriptada mediante una funcio´n de hash.1
como SHA256 o SHA512.
Los usuarios deber´ıan contar con los siguientes atributos:




hash de la contrasen˜a
7.2.8. Conexio´n cifrada sobre TLS
Para la conexio´n cifrada se usara´ HTTP sobre TLS (Transport Layer Security)[18]. TLS usa lo que
se denomina criptrograf´ıa asime´trica, o criptograf´ıa de llave pu´blica. Este es un sistema esta´ndar
de cifrado en el que el servidor encripta con la llave privada la informacio´n enviada, y el cliente
debe usar su correspondiente clave pu´blica para desencriptarlo, corroborando as´ı su identidad. Al
ser un proyecto en desarrollo, bastara´ con usar un certificado auto-firmado, para poder construir
la infraestructura necesaria para soportar comunicacio´n encriptada. Una vez el proyecto este´ en
produccio´n, ser´ıa recomendable registrarlo en una Autoridad de Certificacio´n.
7.3. Implementacio´n
A continuacio´n se describe la implementacio´n y el funcionamiento de distintas areas del proyecto:
7.3.1. Puntos relevantes sobre el desarrollo en Node.js
La API se ha desarrollado en Javascript con Node.js y Express.js. Esto ha complicado en algu´n
punto el desarrollo de la aplicacio´n. Esto se de debe a que al no ser bloqueante, en el co´digo no se
puede depender de que una aplicacio´n funcione dependiendo de un valor de retorno de otra funcio´n,
puesto que es posible que el valor este´ o no asignado en el momento en que se ejecute (ver Listado
7.1), dependera´ de si la operacio´n se ha completado o no.
1 func t i on imprimirValor ( ) {
2 //Pedimos un r e s u l t a d o a l a base de datos ( operac ion I /O) .
3 var r e s = queryMySQL(SELECT ∗ ) ;
4 // Imprimir por pan ta l l a l a v a r i a b l e r e s .
5 //En e s t e punto no se asegura que ’ res ’ .
6 // tenga e l va l o r esperado .
7 conso l e . l og ( r e s ) ;
8 }
Listado 7.1: Ejemplo de co´digo no bloqueante en Node.js
Para solucionar esto, en los mo´dulos de Node.js se acostumbran a utilizar los callbacks de Ja-
vascript, que son funciones que se ejecutan en el momento en que se sen˜aliza que la operacio´n ha
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terminado gracias al sistema basado en eventos. Los callbacks consisten en pasar como para´metro la
funcio´n que se ejecutara´ cuando la operacio´n termine (ver Listado 7.2).
1 queryMySQL(SELECT ∗ , f unc t i on ( r e s ) {
2 //Esta funcio´n solo se ejecutara´ cuando
3 //la query a MySQL haya terminado.
4 //En este punto s´ı se asegura que ’res’
5 //tenga el valor esperado.console.log(res););
Listado 7.2: Ejemplo de callback en Node.js
Como se puede observar, la estructura del co´digo cambia radicalmente. Escribir co´digo as´ı dista
mucho de las pra´cticas tradicionales y no es intuitivo, y ha requerido un tiempo de adaptacio´n
importante dentro de la implementacio´n de la API.
7.3.2. Puntos relevantes sobre el desarrollo sobre Express.js
Express.js es un framework disen˜ado para hacer enrutamiento de peticiones HTTP. Se define
enrutamiento a la gestio´n de como una aplicacio´n responde a una peticio´n dependiendo de la URL
a la que se dirige. Para ello, de instanciarse un Router y a continuacio´n se definen los me´todos que
se ejecutara´n cuando se llegue a una ruta en concreto (ver ejemplo en Listado 7.3).
1 // Incluir el mo´dulo Express e instanciar el router.
2 var expre s s = r e q u i r e ( ’ express ’ ) ;
3 var route r = expre s s . Router ( ) ;
4 // definir la ruta con el me´todo GET: birds.com/
5 route r . get ( ’ / ’ , f unc t i on ( req , r e s ) {
6 r e s . send ( ’ Birds home page ’ )
7 } ) ;
8 // definir la ruta con el me´todo POST: birds.com/about
9 route r . post ( ’ / about ’ , f unc t i on ( req , r e s ) {
10 r e s . send ( ’ About bi rds ’ )
11 } ) ;
Listado 7.3: Ejemplo de enrutamiendo en Express.js
En el desarrollo de esta API, se crea un Router por cada mo´dulo de rutas, uno para cada tipo
de datos (ver seccio´n 7.3.4).
44
7.3.3. Puntos relevantes sobre la integracio´n con Couchbase
Para realizar la conexio´n se ha utilizado el mo´dulo de Node.js couchbase. Este mo´dulo implementa
una interfaz para Node.js con la que poder desarrollar (es lo que llaman un Software Development
Kit). El mo´dulo es oficial e incluye soporte para conectar con los diferentes bucket donde se almacenan
los distintos tipos de datos de servIoTicy.
Este mo´dulo implementa las denominadas N1QlQuery, unas consultas escritas en N1QL, un
lenguaje declarativo que extiende SQL a JSON [19], con las que se realizan las distintas consultas a
la base de datos de Couchbase. Aunque tambie´n se pueden hacer consultas a Couchbase simplemente
proporcionando una clave (Couchbase usa un modelo key-value), es necesario usar N1QlQuery si se
quieren utilizar los Global Secondary Indexes, una indexacio´n a un nivel superior de la indexacio´n
normal de claves de Couchbase, necesaria para ofrecer un mejor rendimiento a las consultas ma´s
complejas de ma´s de un atributo.
7.3.4. Arquitectura de mo´dulos
En Node.js existe la posibilidad de empaquetar las librer´ıas en mo´dulos. Es una forma sencilla de
dividir funcionalidades y definir una estructura sencilla y reaprovechable de las librer´ıas. Tal y como
se disen˜o´ la API, se pueden mapear fa´cilmente los tipos de datos que utiliza servIoTicy a distintos
mo´dulos en Javascript. Esto en Express.js se traduce en la siguiente estructura de dependencias (ver
Figura ):
routes/auth.js: Mo´dulo que implementa las rutas de autenticacio´n.
routes/streams.js: Mo´dulo que implementa las rutas de gestio´n de streams.
routes/subscriptions.js: Mo´dulo que implementa las rutas de gestio´n de subscriptions.
routes/updates.js: Mo´dulo que implementa las rutas de gestio´n de updates.
routes/users.js: Mo´dulo que implementa las rutas de gestio´n de usuarios.
middleware/auth.js: Mo´dulo que implementa el sistema
app.js: Mo´dulo principal de la aplicacio´n (Main).
cbutils.js: Mo´dulo de utilidades de couchbase que se utilizan en diversos mo´dulos.
utils.js: Mo´dulo de utilidades de diversas que se utilizan en diversos mo´dulos.
7.3.5. Rutas REST para la gestio´n de Streams
A continuacio´n se describen los me´todos de gestio´n de streams. La definicio´n de los streams en
Couchbase son de formato libre y es independiente de la implementacio´n de la API exceptuando los
campos: tenant, whitelist y blacklist.
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Crear streams: La implementacio´n de este me´todo es simple, basta con realizar una insercio´n
mediante el SDK de Couchbase al bucket de streams introduciendo un nuevo UUID genera-
da por el servidor y la definicio´n del stream como cuerpo de la peticio´n. Esto generara´ un
documento en couchbase con el siguiente formato (ver Listado 7.4):
1 {
2 ” channe l s ” : {
3 ” count ” : {
4 ” type ” : ”number”
5 } ,
6 ” o f f s e t ” : {
7 ” type ” : ”number”
8 }
9 } ,
10 ” tenant ” : ” fdd234−919 f−4b682f6d−−a1be477b−f66035 ” ,
11 ” b l a c k l i s t ” : [ ” a1be477b−2f6d−4b68−919 f−f66035fdd234 ” ]
12 }
Listado 7.4: Definicio´n de un stream en servIoTicy
Consultar streams: Para este me´todo hay que realizar una N1qlQuery a Couchbase. Concreta-
mente una consulta que devuelva el documento (meta(streams).id) en el que el campo tenant
(propietario) sea el mismo que el identificador impl´ıcito en el token.
Consultar streams compartidos: Para la comparticio´n de streams se han indexado los campos
whitelist y blacklist de todas las definiciones de los streams. Gracias a esta indexacio´n, para
tener los resultados deseados es suficiente con realizar la siguiente N1qlQuery:
• WHERE ID in whitelist OR ID not in blacklist,
que retornara´ el identificador del documento (meta(streams).id) en esos campos.
Consultar stream: La consulta de streams se realiza mediante una N1QlQuery ide´ntica a la de
consultar streams salvo por filtrar el resultado con el identificador del stream.
Modificar stream: La modificacio´n de streams se realiza mediante la insercio´n de una distinta
definicio´n dentro del mismo documento, cuya identificacio´n se recibe por URL. La implemen-
tacio´n es ide´ntica a la de crear streams salvo por el uso del mismo identificador, sin generar
uno nuevo.
Eliminar stream: La eliminacio´n de los streams es un me´todo ma´s complicado debido a que
no pueden quedar subscriptions a un stream inexistente, por tanto se deben buscar todas las
referencias al stream y eliminar esas subscripciones. La dificultad de este me´todo radica en
el asincronismo de Node.js. No se puede borrar el stream hasta que se hayan borrado tosas
sus suscripciones, pero no se sabe el momento exacto en que va a ocurrir eso. Para solucionar
este problema, se utiliza la librer´ıa async, que lanzara´ un evento cuando se borren todas las
suscripciones que se hayan encontrado y ejecutara´ una callback que borrara´ ese stream.
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7.3.6. Rutas REST para la gestio´n de Subscriptions
A continuacio´n se describen los me´todos de gestio´n de subscriptions. La definicio´n de las subs-
criptions en Couchbase son de formato libre y es independiente de la implementacio´n de la API
exceptuando los campos: origin y destination, que debera´n ser los identificadores de los streams de
origen y destino.
Crear subscriptions: Para la creacio´n de subscriptions a streams se ha de de realizar una
insercio´n mediante el SDK de Couchbase al bucket de subscriptions introduciendo: un nuevo
UUID generado por el servidor y la definicio´n de la subscription como cuerpo de la peticio´n.
Como una subscription se realiza sobre streams, debe corroborarse que son va´lidos. Debido
al as´ıncronismo de Node.js, se usa la librer´ıa async para llamar a una funcio´n que cree la
suscripcio´n una vez haya terminado la verificacio´n de los streams. Esto generara´ un documento
en JSON en Couchbase con el siguiente formato (ver Listado 7.5):
1 {
2 ” o r i g i n ” : ”04324 e09−2fac−41ca−bc79−ae8891a52ec2 ” ,
3 ” d e s t i n a t i o n ” : ”912 ece9d−8f0e−4040−bad1−478cfd899cd0 ” ,
4 ” tenant ” :” fdd234−919 f−4b682f6d−−a1be477b−f66035 ”




Listado 7.5: Definicio´n de una subscription en servIoTicy
Consultar subscriptions: La consulta de subscriptions se realiza de la misma forma que la de
los streams, hay que realizar una N1qlQuery a Couchbase. Concretamente una consulta que
devuelva el documento (meta(subscriptions).id) en el que el campo tenant (propietario)
sea el mismo que el identificador impl´ıcito en el token.
Consultar subscription: La consulta de una subscription se realiza de la misma forma que
la de las subscriptions, excepto por filtrar el resultado con el identificador de la subscription
correspondiente.
Modificar subscription: Para la modificacio´n de suscripciones se utiliza el mismo me´todo que
en la creacio´n excepto por la generacio´n del identificador, que esta vez debera´ ser el mismo
que se ha recibido por URL. Tambie´n es necesaria la verificacio´n de los streams que forman la
subscription, as´ı que se utiliza la librer´ıa async del mismo modo.
Eliminar subscription: La eliminacio´n de una subscription es sencilla, basta con eliminar el
documento de Couchbase con una llamada al SDK de Couchbase utilizando el identificador de
la subscription a eliminar.
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7.3.7. Rutas REST para la gestio´n de Updates
Para la implementacio´n de la gestio´n de updates se ha lidiado adema´s de, con Couchbase, con
Kafka. Para realizar la conexio´n se ha utilizado el mo´dulo kafka-node, una implementacio´n de co´digo
libre disponible en los repositorios oficiales.
Consultar updates: La consulta de updates esta´ implementada mediante una N1qlQuery a
Couchbase. Ma´s concretamente, una consulta que devuelva el contenido de la u´ltima update
con identificador igual al que forma parte de la URL (meta(updates).id).
Insertar updates: Esta funcio´n se hace ı´ntegramente utilizando el mo´dulo de Kafka kafka-node.
Para enviar datos a Kafka, se debe definir un Producer y la direccio´n IP de Kafka. El producer
en este caso sera´ la API REST. Para enviar los datos, primero se ha de generar un KeyedMes-
sage, en que la key sera´ el identificador del stream que forma parte de la URL y el contenido
sera´ un JSON como el del Listado 7.6. Esta estructura esta´ definida con compatibilidad al
software que recibira´ los datos que Kafka env´ıe, el sistema de computacio´n en tiempo real. No
puede ser otra. Esta estructura debe ser rellenada con dos campos:
• El identificador del stream.
• element: El propio valor del update. Esta estructura es libre siempre y cuando cumpla el
formato especificado por servIoTicy. Su estructura no afecta en ningu´n caso al disen˜o de
la API, es decir puede cambiar sin ningu´n inconveniente.
• Un timestamp del momento del env´ıo.
1 {
2 ’ subs c r i p t i on ’ : {
3 ’ de s t i na t i on ’ : req . params . s t ream id // I d e n t i f i c a d o r de l stream .
4 } ,
5 ’ update ’ : {
6 ’ values ’ : element , // El va l o r de l a update .
7 ’ o f f s e t ’ : {
8 ’ timestampMS ’ : (new Date ) . getTime ( )
9 }
10 }
Listado 7.6: Contenido de un mensaje a Kafka en servIoTicy
Una vez definido el mensaje, se utiliza la funcio´n send para enviarlo. Con dicha funcio´n, pueden
enviarse uno o varios mensajes, funcionalidad que se aprovecha para realizar micro-batching.
Adicionalmente, se debe especificar el topic de Kafka que, en este caso, es update por decisio´n
del equipo.
Una vez enviado a Kafka, se devuelve una confirmacio´n al usuario y los datos dejan de ser
gestionados por la API y, por tanto, su gestio´n ya no forma parte del proyecto. Kafka enviara´
los datos al sistema de computacio´n en tiempo real que computara´ los ca´lculos definidos por
los usuarios y enviara´ el resultado a Couchbase (ver Figura 7.4).
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Figura 7.4: Env´ıo de updates en servIoTicy.
7.3.8. Rutas REST para la gestio´n de Usuarios
Para la implementacio´n de las rutas de gestio´n de usuarios se trabaja u´nicamente con MySQL,
a trave´s del mo´dulo mysql para Node.js, un driver de co´digo libre disponible en los repositorios
oficiales.
Crear usuario: Para la creacio´n de usuarios se utiliza una query a MySQL que inserta en la
tabla Users un identificador generado, el nombre de usuario, y el hash de la contrasen˜a. Tanto
el usuario como la contrasen˜a se han de enviar como cuerpo de la peticio´n a la API REST.
Consultar usuario: Consultar el username de un usuario se realiza introduciendo su UUID
co´mo parte de la URL. Esta UUID se cotejara´ con la tabla Usuarios y devolvera´ el username
del usuario.
Eliminar usuario: La eliminacio´n de los usuarios se realiza mediante una query que borra los
usuarios que tengan el mismo UUID que el que forme parte de la URL.
7.3.9. Rutas REST para la autenticacio´n de usuarios
Autenticacio´n: Para que un usuario se autentique contra la API es necesario enviar el usuario y
la contrasen˜a como cuerpo de la peticio´n. Estos dos datos se cotejan contra la tabla de usuarios
de MySQL que extraera´ su UUID. Este UUID se encripta en un token y se env´ıa de vuelta en
la respuesta de la peticio´n para que se utilice en las subsecuentes peticiones.
Una descripcio´n detallada de la autenticacio´n puede verse en el apartado 7.3.11.
49
7.3.10. Middleware
En express.js las funciones middleware son aquellas que tienen acceso a la peticio´n, a la respuesta
y a la siguiente funcio´n dentro del ciclo peticio´n-respuesta HTTP. Para la autenticacio´n de la API
ha sido necesario utilizar un mo´dulo middleware para proteger las rutas u´nicas de cada usuario (ver
figura 7.5).
Figura 7.5: Rutas afectadas por el middleware.
Tal y como se muestra en la figura, las rutas de la API son distintas pero el middleware siempre
es el mismo. Adema´s, no todas las rutas deben pasar por el middleware de autenticacio´n (si no, los
usuarios no podr´ıan autenticarse).
Una explicacio´n ma´s detallada del funcionamiento de este sistema se muestra justo con el sistema
de autenticacio´n en la seccio´n 7.3.11.
7.3.11. Autenticacio´n por JSON Web Tokens
La autenticacio´n de usuarios se disen˜o´ para usar JSON Web tokens. Para adoptar este sistema
de autenticacio´n por token, se ha utilizado el mo´dulo jsonwebtoken, una implementacio´n de JSON
Web Tokens para Node.js de co´digo abierto.
Esta implementacio´n permite encriptar un objeto JSON (ver Listado 7.7) y decodificarlo a la vez
que se verifica su validez y su caducidad (ver Listado 7.8). Para ello es necesario definir un secret, la
clave con la que se encriptara´n todos los tokens de la aplicacio´n. Naturalmente, esta clave no debe
ser revelada.
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1 func t i on ( ) {
2 //Incluir el mo´dulo y definir el secreto
3 var jwt = r e q u i r e ( ’ jsonwebtoken ’ )
4 var s e c r e t = ” c l ave ” ;
5 \\D e f i n i r e l ob j e to a e n c r i p t a r y e n c r i p t a r
6 var payload = {” uuid ” : myuuid } ;
7 var token = jwt . s i gn ( payload , s e c r e t , {
8 e x p i r e s I n : e x p i r a t i o n
9 } ) ;
10 //An˜adirlo a la respuesta
11 r e s . j son ({
12 token : token ,
13 e x p i r e s I n : e x p i r a t i o n
14 } ) ;
15 }
Listado 7.7: Encriptado de un objeto JSON con jsonwebtoken
1 func t i on ( ) {
2 // V e r i f i c a r e l token
3 jwt . v e r i f y ( token , s e c r e t , f unc t i on ( err , decoded ){
4 i f ( e r r ) {
5 //No es va´lido, se deniega el acceso.
6 conso l e . l og ( e r r ) ;
7 re turn r e s . s t a t u s ( 4 0 3 ) . j son ({ApiError : ” I n v a l i d token ”} ) ;
8 }
9 e l s e {
10 //Es va´lido, se deja pasar la peticio´n.
11 req . decoded = decoded ;
12 next ( ) ;
13 }
14 } ) ;
15 }
Listado 7.8: Decodificacio´n de un objeto JSON con jsonwebtoken
Para utilizar este sistema de autenticacio´n ha sido necesario guardar informacio´n sobre los usua-
rios en la base de datos de autenticacio´n. De momento solo ha sido necesario incluir una tabla para
los nombres de usuario, sus identificadores u´nicos y sus contrasen˜as cifradas (ver Listado 7.9).
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1 CREATE TABLE Users (
2 uuid varchar (255) NOT NULL PRIMARY KEY,
3 username varchar (255) NOT NULL UNIQUE,
4 password varchar (255) NOT NULL
5 ) ; ”
Listado 7.9: Tabla Users en MySQL
A continuacio´n se detalla el funcionamiento del sistema de login de la aplicacio´n. La numeracio´n
corresponde a la Figura 7.6
1. El dispositivo env´ıa una peticio´n de autenticacio´n a la API a trave´s de una ruta REST. Esta
peticio´n contiene el usuario y la contrasen˜a, que llega a Auth.js, el mo´dulo encargado de
gestionar las rutas de autenticacio´n.
2. El mo´dulo verifica las credenciales contra la base de datos MySQL, que guarda los nombres
de usuario y las contrasen˜as cifradas de todos los usuarios de servIoTicy.
3. Si las credenciales son correctas, MySQL devuelve como resultado el UUID del usuario.
4. El mo´dulo recoge el UUID, lo codifica y lo manda como token de vuelta al usuario. A partir
de aqu´ı, todas las peticiones que haga el usuario debera´n hacerse con el token como atributo
durante el tiempo que e´ste tenga validez. Una vez caduque, debera´ repetirse este proceso.
Figura 7.6: Sistema de autenticacio´n.
Con el token generado, el usuario queda autenticado y puede realizar peticiones a URLs restrin-
gidas. El encargado de supervisar esta proteccio´n es el middleware de autenticacio´n, un mo´dulo que
procesa todas las peticiones y verifica la validez del token. Si es va´lido, la peticio´n se deja pasar, si
no, se deniega el acceso.
A continuacio´n se describe el funcionamiento del middleware de autenticacio´n. La numeracio´n
corresponde a la Figura 7.7.
1. El dispositivo manda una peticio´n a la API con el token como cabecera. El punto de entrada
a la API es el middleware de autenticacio´n.
2. El middleware procesa el token, lo verifica, decodifica el UUID y lo an˜ade a la peticio´n. A
partir de este momento el UUID esta´ implicito en la peticio´n. La peticio´n sigue su curso hacia
el mo´dulo de la ruta escogida, en este ejemplo, /api/streams. Gracias a que el UUID esta´
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implicito, no hay necesidad de an˜adir otro campo a la URL, lo cual permite un disen˜o mucho
ma´s cercano al marco REST.
3. La peticio´n se procesa en el mo´dulo de la ruta. En este ejemplo, se utiliza el UUID para pedir
a Couchbase los streams del usuario con ese identificador.
4. Couchbase devuelve los datos al mo´dulo. En este punto se crea la respuesta a la peticio´n que
ya no contiene ningu´n token.
5. El mo´dulo env´ıa la respuesta al middleware que no efectua ninguna accio´n sobre ella.
6. El usuario recibe la respuesta a su peticio´n.
Figura 7.7: Funcionamiento del middleware de autenticacio´n.
7.3.12. Pool de conexiones MySQL
La conexio´n con el servidor MySQL se realiza a trave´s del driver2 (controlador) mysql para
Node.js, un mo´dulo de co´digo abierto en Javascript, disponible en los repositorios oficiales. Este
driver permite realizar conexiones al servidor MySQL y realizar consultas a la base de datos, entre
otras muchas funcionalidades que no se van a explotar en este proyecto.
El driver mysql permite crear conexiones a MySQL de dos maneras:
Realizando conexiones u´nicas cada vez, creando un objeto por cada conexio´n. Esta conexio´n
se realiza impl´ıcitamente en el momento que se ejecuta la query y se termina justo despue´s. Se
puede ver un ejemplo de esta implementacio´n en el Listado 7.10.
2Programa informa´tico que permite interaccionar con otro programa informa´tico o dispositivo a trave´s de una
interfaz.
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1 var mysql = r e q u i r e ( ’ mysql ’ ) ;
2 var connect ion = mysql . c reateConnect ion ({
3 host : ’ e jemplo . com ’ ,
4 user : ’ usuar io ’ ,
5 password : ’ contrasena ’
6 } ) ;
7
8 connect ion . query ( ’SELECT ∗ ’ , f unc t i on ( err , res , f i e l d s ) {
9 i f ( e r r o r ) throw e r r o r ;
10 // Obtener r e s u l t a d o s
11 connect ion . end ( ) ;
12 } ) ;
Listado 7.10: Conexio´n simple con MySQL
En un principio se intenta hacer de esta forma hasta que el desarrollo se encuentra con un
problema con esta implementacio´n: si se corta la conexio´n con el servidor por un error, hace
falta crear una conexio´n nueva. Al reconectar se crea otro objeto distinto pero las rutas siguen
apuntando al objeto anterior (el de la conexio´n perdida). Se valora y se decide adoptar la
conexio´n alternativa, explicada en el siguiente punto.
Creando un pool de conexiones que permite reaprovecharlas una vez han acabado, reduciendo
el overhead de creacio´n y establecimiento de una nueva conexio´n. En este caso, se debe pedir
una conexio´n al pool antes de hacer la query. Una vez hecha, las conexiones deben liberarse,
no terminarse. Se puede ver un ejemplo simplificado de co´mo se ha implementado esto en el
Listado 7.11. Si una conexio´n termina por error, se elimina del pool y se crea una nueva (el
driver hace esto automa´ticamente).
Este planteamiento facilita la gestio´n de la conexio´n en el co´digo, puesto que el pool de co-
nexiones es siempre el mismo objeto y todas las rutas apuntara´n a esta referencia. Se decide
utilizar esta versio´n ya que gestionar independientemente cada conexio´n no ocasiona ningu´n
beneficio para nuestra API y el disen˜o de la aplicacio´n se vuelve ma´s complejo.
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1 var mysql = r e q u i r e ( ’ mysql ’ ) ;
2 var pool = mysql . c r ea tePoo l ({
3 host : ’ e jemplo . com ’ ,
4 user : ’ usuar io ’ ,
5 password : ’ contrasena ’
6 } ) ;
7
8 pool . getConnect ion ( func t i on ( err , connect ion ) {
9 // Usar la conexio´n
10 connect ion . query ( ’SELECT ∗ ’ , f unc t i on ( e r ror , r e s u l t s , f i e l d s ) {
11 // Obtener resultados y finalizar conexio´n
12 connect ion . r e l e a s e ( ) ;
13 i f ( e r r o r ) throw e r r o r ;
14 } ) ;
15 } ) ;
Listado 7.11: Pool de conexiones con MySQL
Las consultas se realizan en SQL adaptado al mo´dulo, con los argumentos pasados por para´metro.
De esta manera el mo´dulo despliega de forma segura la query antes de mandarla a la base de datos
y la protege de posibles inyecciones de co´digo. Se puede ver una consulta de este tipo en el extracto
de co´digo de la API del Listado 7.12.
1 mySqlConnection . query ( ’ s e l e c t uuid from ‘ Users ‘ where ‘ username ‘=? and
2 ‘ password ‘=? ’ , [ username , password ] , f unc t i on ( err , r e s u l t s , f i e l d s ) {
3 // Procesar l a r e spue s ta de l a base de datos ( v a r i a b l e r e s u l t s )
4 } ) ;
Listado 7.12: Consulta a MySQL
7.3.13. Conexio´n cifrada sobre TLS
Para la conexio´n cifrada de HTTP sobre TLS, se utiliza el mo´dulo inclu´ıdo en las librer´ıas de
Node.js https. Es necesario tambie´n incluir el mo´dulo fs (filesystem) para poder acceder a los
ficheros que contienen el certificado autofirmado (temporal) y la clave de cifrado.
Una vez cargados los dos ficheros, basta con realizar la llamada a createServer con los ficheros
como para´metro y el puerto por el que se accedera´ a la API (ver Listado 7.13). En este caso es el
8000.
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1 const https = r e q u i r e ( ’ https ’ ) ;
2 const f s = r e q u i r e ( ’ f s ’ ) ;
3
4 const opt ions = {
5 key : f s . r eadFi l eSync ( ’ agent2−key . pem ’ ) ,
6 c e r t : f s . r eadFi l eSync ( ’ agent2−c e r t . pem ’ )
7 } ;
8
9 https . c r e a t e S e r v e r ( opt ions , ( req , r e s ) => {
10 r e s . writeHead ( 2 0 0 ) ;
11 r e s . end ( ’ h e l l o world\n ’ ) ;
12 } ) . l i s t e n ( 8 0 0 0 ) ;
Listado 7.13: Ejecucio´n de la API bajo HTTPS
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Cap´ıtulo 8
Sistema de aprovisionamiento de
servIoTicy sobre containers
A continuacio´n se detallan los aspectos ma´s relevantes sobre el segundo objetivo de este trabajo:
la integracio´n de un sistema de aprovisionamiento en containers para servIoTicy
8.1. Requisitos
El objetivo principal de esta fase es el aprovisionamiento automa´tico de la infraestructura com-
pleta de servIoTicy. No obstante, el equipo ha decidido que se realice mediante el sistema de vir-
tualizacio´n de containers, con los beneficios que comporta (ver Docker containers en Background
de Tecnolog´ıas). Por tanto, la migracio´n de los servicios de servIoTicy a containers es una tarea
necesaria para poder desplegar la infraestructura completa con este sistema.
8.1.1. Migracio´n de los servicios de servIoTicy a Docker containers
Actualmente, servIoTicy se despliega utilizando un sistema basado en ma´quinas virtuales, y se
precisa que funcione sobre containers.
Los motivos de esta eleccio´n son varios: primero, por su flexibilidad. Los containers otorgan una
flexibilidad al entorno que permite intercambiar softwares en cualquier momento de forma sencilla.
Tambie´n, al ser ima´genes predisen˜adas, se gana en velocidad de despliegue, siendo u´nicamente ne-
cesario la descarga de estas ima´genes. Otro de los motivos tambie´n es que en el pasado han habido
problemas con otros sistemas. Puppet, por ejemplo, cuenta con scripts de aprovisionamiento hechos
por la comunidad para los softwares de servIoTicy, pero, o son versiones incompatibles o directamen-
te ya no esta´n mantenidos. El departamento encontro´ en Docker un recurso perfecto para solucionar
varios problemas en uno: software oficial, en que las versiones de los softwares eran muy antiguas.
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Para poder desarrollar un sistema de aprovisionamiento basado en containers, se necesitara´
orquestar un conjunto de containers, con uno (como mı´nimo) para cada software. Habra´ que tener
en cuenta los requisitos especiales de:
Storm: Storm esta´ dividido en diferentes nodos que habra´ que configurar correctamente, y buscar
una buena implementacio´n de ellos en containers. Estos servicios son:
Nimbus: Tipo de nodo master del cluster de Storm.
Supervisor: Tipo de nodo slave del cluste de Storm.
UI: Interfaz gra´fica del cluster.
Adema´s, Storm debera´ leer una topolog´ıa empaquetada en un archivo .jar (desarrollada por el
departamento). Esta topolog´ıa, que se ejecutara´ sobre Storm, esta´ desarrollada en Java y sera´ ne-
cesario el uso de la versio´n propietaria de Oracle, puesto que el rendimiento es mejor en la versio´n
privativa. No es aceptable para el departamento el uso de OpenJDK (versio´n libre de Java). E´ste no
es el u´nico motivo por el que se requiere Java Oracle. La topolog´ıa utiliza Nashorn, un inte´rprete de
JavaScript necesario para ejecutar co´digo de los clientes dentro de servIoTicy, y so´lo se incluye en
la solucio´n privativa de Java.
Couchbase: Couchbase necesita que se definan los bucket y se generen los Global Secondary Inde-
xes (vistos en el apartado de desarrollo de la API REST), necesarios para optimizar el rendimiento
de las bu´squedas en la base de datos. En conjunto, se trata de inicializar Couchbase para que funcione
bajo los para´metros de servIoTicy.
MySQL: Para que la API REST pueda funcionar, se debera´ inicializar MySQL con la base de
datos y las tablas necesarias (requeridas por la API REST, como se ha visto en el apartado de su
desarrollo).
El resto de softwares utilizados para el funcionamiento de servIoTicy no tiene ningu´n requisito







Estos containers debera´n estar interconectados entre s´ı para poder jecutar servIoTicy y se debera´
disen˜ar una red interna para que puedan tener comunicacio´n entre ellos (ver figura 8.1).
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Figura 8.1: Arquitectura de los softwares de servIoTicy y sus conexiones.
Nota: en el apartado de desarrollo de la API REST, por simplicidad, se ha elidido el software
Zookeeper debido a que es un elemento que sirve para mantener un control de estado de Kafka y
Storm y no afecta en ningu´n aspecto al desarrollo de la API REST. En este apartado en cambio,
es relevante tener en cuenta a Zookeeper en la infraestructura porque es un servicio importante sin
el que servIoTicy no podr´ıa funcionar y forma parte del trabajo de final de grado conseguir que
funcione en un entorno basado en containers.
8.1.2. Aprovisionamiento automa´tico de containers con Docker-compose
Una vez se consiga tener la infraestructura ejecuta´ndose en containers, se debera´ conseguir un
sistema de aprovisionamiento automa´tico de la plataforma, es decir, una herramienta que permita
crear la infraestructura desde cero en cualquier sistema operativo compatible con Docker y permita
ejecutar servIoTicy sobre containers.
Para ello, se debera´ disen˜ar una plantilla Docker-compose con los diferentes servicios. Docker-
compose es el sistema de referencia de Docker para orquestar diferentes containers, y el equipo lo
requiere por su flexibilidad, su comunidad, para poder ser mantenido fa´cilmente en el futuro y por
su compatibilidad con Rancher.
Esto tendra´ diferentes usos, y es que docker-compose puede ejecutarse por s´ı solo sin necesidad de
un dashboard que lo gestione desde arriba. Simplemente basta con proporcionar el fichero de plantilla
y ejecutar docker-compose con ella. Esto sera´ usado por algunos desarrolladores para realizar pruebas
de rendimiento y otros temas relacionados con distintas investigaciones. La solucio´n completa debe
integrar Rancher ya que, en un futuro, se pretender´ıa ofrecer esta interfaz gra´fica a los usuarios. De
ah´ı que se deba cuidar la compatibilidad con Rancher y usar versiones compatibles.
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8.1.3. Compatibilidad con Rancher
Rancher es un software propuesto por el equipo de desarrollo de servIoTicy para dotar de interfaz
gra´fica al sistema de aprovisionamiento disen˜ado para servIoTicy. Con Rancher, un usuario podr´ıa
loguearse a la pa´gina web, servida desde los servidores del departamento, an˜adir el host sobre el
que desee ejecutar servIoTicy y automa´ticamente se descargara´n y ejecutara´n los containers en
la ma´quina an˜adida. Para ello, la plantilla de la infraestructura de servIoTicy, disen˜ada con el
formato de docker-compose, debera´ ser an˜adida y publicada a sus usuarios registrados para que
los clientes puedan acceder a ella. Los usuarios tambie´n podr´ıan an˜adir sus propias plantillas o
modificar la proporcionada y desplegar sus servicios en sus ma´quinas. Rancher se encargara´ de
descargar las ima´genes de los containers desde Docker Hub y se comunicara´ con los distintos hosts
para aprovisionar los distintos servicios (ver Figura 8.2).
Figura 8.2: Diagrama del t´ıpico funcionamiento de Rancher con docker-compose.
Rancher es una herramienta muy potente, y ofrece muchas funcionalidades que no forman parte
del trabajo de final de grado, pero es una herramienta con la que el TFG debe ser compatible para
poder usar en el futuro tecnolog´ıas de escalabilidad de containers y orquestacio´n de los servicios de
su plataforma en nodos distribuidos y clusters.
8.1.4. Resumen de requisitos
En resumen, los requisitos que se extraen de estos contenidos son:
Migrar los servicios de servIoTicy a Docker containers.
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Asegurar un funcionamiento correcto entre los distintos elementos de software.
Realizar un aprovisionamiento de servIoTicy con Docker-compose.
Asegurar la compatibilidad con Rancher para su reutilizacio´n en el futuro.
8.2. Disen˜o
A continuacio´n se muestra el disen˜o de la solucio´n proporcionada por el autor.
8.2.1. Arquitectura de los servicios de servIoTicy usando containers
Para poder desplegar servIoTicy en containers es necesario tener en cuenta los distintos servicios
que se ejecutan. Como se ha visto en la especificacio´n de requisitos pre´viamente, los servicios que se









Se propone que cada uno de los servicios se sirva desde un container, maximizando la flexibilidad
que deber´ıa tener una infraestructura servida con este tipo de sistema de virtualizacio´n. De esta
manera, se define el mı´nimo de containers necesarios para que servIoTicy funcione (ver figura 8.3).
Figura 8.3: Arquitectura de servIoTicy en containers
Esta solucio´n permitir´ıa en un futuro escalar los recursos an˜adiendo ma´s hosts y containers. En el
caso de Node.js, se podr´ıa hacer un balance de carga entre API REST, y lo mismo con MySQL. Para
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el resto, los softwares esta´n preparados para poder trabajar en cluster (agrupados), por ejemplo,
Nimbus detecta automa´ticamente todos los nodos Nimbus en la red. La dificultad de esta tarea reside
en decidir que´ proporcio´n de containers es necesaria entre ellos. De todas formas, esta valoracio´n no
entra dentro del trabajo de final de grado, no obstante, forma parte del disen˜o que sea compatible
con la filosof´ıa de una infraestructura escalable.
8.2.2. Containers de soporte e inicializacio´n
En el apartado anterior se muestra una estructura ideal de containers, no obstante, estos contai-
ners contendra´n los servicios en un estado sin inicializar. Esto le otorga una flexibilidad muy impor-
tante al sistema (no hay que recrear los containers cada vez que haya un cambio en los para´metros
de inicializacio´n de los software) a cambio de realizar la inicializacio´n de estos softwares mediante
otros me´todos. Siguiendo una filosof´ıa de containers y microservicios, se podr´ıa crear un container
temporal de soporte que efectu´e los cambios necesarios, y luego fuera destruido.
Segu´n los requisitos, esto ser´ıa necesario para Storm, Couchbase y MySQL, y cada uno realizando
las inicializaciones necesarias para sus containers respectivos. Con esto, se deber´ıa ejecutar un con-
tainer para Storm que cargara la topolog´ıa (.jar), otro container para inicializar los buckets y los
ı´ndices de Couchbase y otro para inicializar la base de datos de MySQL. En conjunto, as´ı quedar´ıan
los softwares ejecutados e inicializados (ver Figura 8.4):
Figura 8.4: Arquitectura final de servIoTicy en containers, con los respectivos containers de soporte.
Una alternativa a este enfoque es la de recrear los containers aplicando las inicializaciones antes de
su ejecucio´n. Este me´todo es completamente viable pero se ha descartado para no tener que realizar
este paso en caso de cambiar los para´metros de inicializacio´n en el futuro, simplificando las tareas a
cambio de ejecutar un container temporal al principio, que no repercutira´ en el funcionamiento una
vez haya terminado sus funciones.
62
8.2.3. Mecanismos de resiliencia y control de orden de arranque
En sistemas distribuidos no se puede asumir que todos los servicios este´n funcionando en todo
momento. Si las ma´quinas pierden conectividad o simplemente sufren una parada inesperada del ser-
vicio, toda la infraestructura podr´ıa sufrir un error no controlado. Con containers, la filosof´ıa debe
ser la misma, puesto que los containers no dejan de ser versiones reducidas de sistemas operativos.
Por este motivo se deben tener en cuenta mecanismos que controlen estos errores y permitan que se
mantenga la ma´xima parte de la infraestructura en estado operativo. Algunos softwares disen˜ados
para trabajar con sistemas distribuidos ya cuentan con este tipo de mecanismos, por ejemplo, Storm,
que esta´ preparado para trabajar en cluster. Sin embargo, algunos de los software que utiliza ser-
vIoTicy no esta´n preparados para trabajar as´ı, y habra´ que adaptarlos. Otros, simplemente sera´
necesario que esperen a ejecutarse en el momento adecuado, sobretodo los containers de soporte,
que solo pueden ejecutarse en el momento en que los containers objetivo este´n listos y desplegados.
A continuacio´n se describen los cambios que debera´n hacerse para conseguirlo:
API REST (Node.js): La API esta´ conectada a Couchbase, MySQL y Kafka. Los mo´dulos
que implementan los clientes de Couchbase y Kafka ya cuentan con este tipo de control, y se
puede recuperar la conectividad sin problema. En cambio, cuando se pierde conectividad con
MySQL, se genera una excepcio´n que interrumpe el proceso de Node.js. Para subsanarlo, se
ha tenido que redisen˜ar la API REST para que funcione con un pool de conexiones. As´ı, las
conexiones pueden perderse o recuperarse de forma transparente y sin necesidad de capturar
errores espec´ıficos (ver seccion 7.3.12).
MySQL Init: El container que inicialice la base de datos, ejecutara´ un script remoto contra el
container de MySQL. Pero este script debera´ ejecutarse cuando MySQL este´ listo para recibir
conexiones. Habra´ que implementar un sistema que espere a que este´n listos los servicios antes
de inicializarlos.
Couchbase Init: Couchbase debe inicializarse de la misma forma que MySQL, as´ı que se debera´
usar el mismo me´todo para esperar a que este´ listo antes de inicializarse.
Topology (Storm): La inicializacio´n de Storm para por cargar la topolog´ıa de computacio´n. E´sta
so´lo se podra´ cargar a Storm cuando el cluster este´ completamente listo para recibir conexiones.
Se debera´ usar el me´todo ya mencionado y esperar a que los servicios se inicialicen.
8.3. Integracio´n
En esta seccio´n se integran sobre Docker, Docker-compose y Rancher las decisiones de disen˜o
previamente explicadas.
8.3.1. Seleccio´n y adaptacio´n de containers
Para realizar la migracio´n de los containers se han escogido containers de los repositorios oficiales
de Docker (Docker Hub). Se ha intentado elegir containers oficiales de cada organizacio´n, en la
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medida de lo posible, para contar con soporte oficial. A continuacio´n se detalla y justifica la eleccio´n
del container para cada servicio y el proceso de adaptacio´n para cumplir los requisitos.
Nimbus, Supervisor y UI: El container oficial de Storm 1 ofrece una solucio´n muy interesan-
te. Un mismo container base cuenta con los tres servicios, pudiendo ejecutar el deseado en
cualquier instancia. El u´nico problema es que la imagen del container usa una instalacio´n de
OpenJDK. Si se recuerdan los requisitos, la versio´n libre de Java no es aceptable. Por ello, se
ha tenido que modificar el Dockerfile de la versio´n oficial y utilizar una imagen base con Java
Oracle.
La imagen escogida es anapsix/alpine-java2, un container base que incluye la versio´n priva-
tiva de Java, creado por Anapsix, un contribuyente de la comunidad. La eleccio´n esta´ basada
en la valoracio´n que la comunidad hace sobre los containers dentro del propio Docker Hub. No
obstante, esta versio´n elimina Nashorn, otro de los requisitos necesarios de la topolog´ıa y hay
que adaptarlo. Por tanto, estos son los pasos necesarios para la adaptacio´n del container de
Storm:
1. Modificar el Dockerfile de anapsix/alpine-java para que no elimine Nashorn. Como se
puede ver en el extracto del Dockerfile (ver Listado 8.1), esta´ ejecutando un rm -rf sobre
algunos binarios, incluyendo Nashorn. Adaptarlo es tan sencillo como eliminar esa l´ınea
del Dockerfile.
1 rm −r f / opt / jdk / j r e / p lug in \
2 / opt / jdk / j r e / l i b / ext / nashorn . j a r \ //Eliminar esta l´ınea.
3 / opt / jdk / j r e / l i b / obl ique−f o n t s \
4 / opt / jdk / j r e / l i b / p lug in . j a r \
5 /tmp/∗ / var / cache /apk/∗ && \
Listado 8.1: Extracto del Dockerfile de anapsix/alpine-java
2. Una vez modificado el Dockerfile, se construye un container temporal que pueda usarse
para la recreacio´n del container oficial de Storm. Para ello se debe ejecutar el siguiente
comando:
$ docker build -t container temporal .
Este comando construye un container usando el Dockerfile modificado. Este container es
una imagen base Alpine que contieneJava Oracle y Nashorn, es decir, ya cumplir´ıa los
requisitos.
3. Una vez se obtiene el container temporal, se procede a generar el nuevo container de








y posteriormente ejecutar el comando que construira´ el container bajo otro identificador.
En este caso, se ha utilizado el usuario del autor: agsergi para marcar el container.
$ docker build -t agsergi/storm .
Una vez creado el container, se publica a Docker Hub con el comando:
$ docker push agsergi/storm
A partir de este instante, el container de Storm corriendo sobre Java Oracle puede ser
utilizado por cualquiera desde Docker Hub.
Kafka: Kafka no cuenta con container oficial, es decir, Apache Kafka no soporta oficialmente el
uso de containers. No obstante, la comunidad valora de forma muy superior al resto la solucio´n
que implementa el usuario wurstmeister3. En este caso no hace falta ninguna adaptacio´n del
container para ejecutar Kafka. Para instalarlo es tan sencillo como hacer pull desde Docker
Hub con el comando:
$ docker pull wurstmeister/kafka
Node.js. En este caso si se cuenta con una implementacio´n y soporte oficial. El me´todo que
propone Node.js para su uso en containers es el siguiente:




donde la primera l´ınea indica el container de base que se va a usar (el oficial) y la segunda
el puerto que se va a exponer en la red.
2. Una vez creado, es suficiente con construirlo y subirlo a Docker Hub con los comandos
build y push como se ha visto en el apartado anterior. En este caso se ha identificado el
container como agsergi/rest.
MySQL, Couchbase y Zookeeper: Estos tres software cuentan con versio´n y soporte oficial de
sus respectivas organizaciones y no requiere ningu´n tipo de adaptacio´n. Para instalarlos es







8.3.2. Adaptacio´n y funcionamiento de los containers de soporte e ini-
cializacio´n
Como se ha visto en la seccio´n de disen˜o, la inicializacio´n de los containers se hara´ a trave´s de
containers temporales de soporte. En este apartado se detalla exactamente el comportamiento de
este tipo de containers.
Topology : Este container es el mismo que el de los servicios de Storm (nimbus, supervisor y
UI) pero en vez de ejecutar uno de esos servicios ejecutara´ el comando storm jar junto con
la ruta de la topologia (otro .jar). Es necesario indicarle el hostname del container en el que
esta´ ejecuta´ndose nimbus para que pueda an˜adir la topolog´ıa al cluster. (El comando exacto
se ve en ma´s detalle ma´s adelante en la seccio´n de la integracio´n con docker-compose).
MySQL init : Este container es el mismo que el utilizado para servir MySQL. Sin embargo, lo
que hara´ es ejecutar un script con los para´metros necesarios para inicializar la base de datos
(ver Listado 8.2).
1 echo ”CREATE TABLE Users ( uuid varchar (255) NOT NULL PRIMARY KEY,
2 username varchar (255) NOT NULL UNIQUE, password varchar (255) NOT NULL ) ; ”
3 | mysql −h mysql rap id s −urap ids −prap ids
Listado 8.2: Co´digo para inicializar la base de datos de MySQL
Couchbase Init: Este container es el mismo que el de los servicios de Couchbase, pero al igual
que MySQL Init, lo que hara´ es inicializarlo con un script que usa los binarios couchbase-cli
y cbq, dos inte´rpretes de l´ıneas de comando que vienen inclu´ıdo en el container para poder
automatizar la inicializacio´n de los bucket y los Global Secondary Indexes (ver Listado 8.3).
1 [ . . . ]
2 / opt / couchbase / bin / couchbase−c l i c l u s t e r− i n i t \
3 −c couchbase :8091 \
4 −−user=admin \
5 −−password=password \
6 −−c l u s t e r−i n i t−username=admin \
7 −−c l u s t e r−i n i t−password=password \
8 −−c l u s t e r−i n i t−ramsize =1200 \
9 −−s e r v i c e =’data ; index ; query ’ \
10 −−wait
11 [ . . . ]
12 / opt / couchbase / bin /cbq −eng ine=http :// couchbase :8093 <<’EOF’
13 CREATE PRIMARY INDEX ON ‘ s u b s c r i p t i o n s ‘ USING GSI ;
14 CREATE INDEX s u b s c r i p t i o n s t e n a n t i n d e x ON ‘ s u b s c r i p t i o n s ‘ ( tenant ) USING GSI ;
15 [ . . . ]
Listado 8.3: Extracto de co´digo para inicializar la base de datos de Couchbase
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8.3.3. Mecanismos de resiliencia y control de orden de arranque
Tal y como se ha explicado en el apartado de disen˜o, la mayor´ıa de software de servIoTicy esta´n
preparados para afrontar adversidades en la conexio´n. No era el caso de Node.js y MySQL, que se
tuvieron que redisen˜ar, como se ha visto en su correspondiente apartado. No obstante, s´ı que ha
habido que realizar una importante integracio´n con respecto al orden de arranque de los containers.
Como se ha comentado previamente, los containers de soporte deben esperar a la inicializacio´n
de aquellos a los que van a inicializar. Este mecanismo requiere que un container espere a que el
otro este´ completamente inicializado, y su servicio completamente operativo. No es suficiente con
esperar a que el container haya terminado de iniciarse, puesto que un servicio puede tardar mucho
ma´s en arrancar que el propio container.
Para llevar a cabo esta tarea, se ha utilizado un sistema que espera a que un determinado puerto
responda de forma correcta a una llamada remota. Docker ya recomienda el uso de estos mecanismos,
y es en su pa´gina web donde directamente recomiendan el uso del script wait-for-it.sh [20].
Este script esta´ implementado por el usuario vishnubob y su implementacio´n es completamente
pu´blica. 8. Su funcionamiento es muy sencillo, espera a que un puerto responda correctamente antes
de ejecutar un comando (ver Listado 8.4).
1 $ . / wait−fo r− i t . sh −t 0 www. goog l e . com:80 −− echo ” goog l e i s up”
2 wait−f o r− i t . sh : wa i t ing f o r www. goog l e . com:80 without a timeout
3 wait−f o r− i t . sh : www. goog l e . com:80 i s a v a i l a b l e a f t e r 0 seconds
4 goog l e i s up
5
6 $ . / wait−f o r− i t . sh www. goog l e . com:81 −−t imeout=1 −−s t r i c t −− echo ” goog l e i s up”
7 wait−f o r− i t . sh : wa i t ing 1 seconds f o r www. goog l e . com:81
8 wait−f o r− i t . sh : t imeout occurred a f t e r wa i t ing 1 seconds f o r www. goog l e . com:81
9 wait−f o r− i t . sh : s t r i c t mode , r e f u s i n g to execute subproces s
Listado 8.4: Ejemplos de funcionamiento del script wait-for-it.sh
La utilizacio´n de este script se ve en ma´s detalle en la integracio´n con Docker-compose para cada
container que lo utiliza.
8.3.4. Definicio´n de los servicios en Docker-compose
Una vez todos los servicios de servIoTicy se han migrado a containers se debe orquestar su fun-
cionamiento mediante un fichero docker-compose. Docker-compose utiliza ficheros .yml para definir
las plantillas, y son compatibles con Rancher. A continuacio´n se muestra cada parte relevante de la
plantilla junto al servicio que representa y los distintos detalles de cada configuracio´n:
Nimbus (Storm): Para realizar la definicio´n de nimbus en el docker-compose.yml basta con
8https://github.com/vishnubob/wait-for-it/blob/master/wait-for-it.sh
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an˜adir los puertos de la aplicacio´n, bajo la directiva ports para que se pueda acceder desde
fuera de la red de containers y el comando a ejecutar, que en este caso es storm nimbus,
con una ristra de para´metros proporcionados por el departamento. La ristra de para´metros
incluye algunas especificiaciones de hardware y de software para la topolog´ıa. Obse´rvese como
el container utilizado no es el oficial de storm si no la imagen modificada por el autor para
cumplir con los requisitos de servIoTicy. Es la siguiente (ver Listado 8.5):
1 nimbus :
2 image : a g s e r g i / storm
3 hostname : nimbus
4 por t s :





10 − worker . heap . memory .mb=4096
11 − −c
12 − topo logy . worker . c h i l d o p t s=−XX:+UseG1GC −Xms4096m
13 −XX: MaxGCPauseMillis=20 −XX: Surv ivorRat io=12
14 −XX: Init iat ingHeapOccupancyPercent=35 −XX:+ DisableExpl ic i tGC
Listado 8.5: Definicio´n en docker-compose del servicio de Storm: nimbus
Supervisor (Storm): En la definicio´n de supervisor no es necesario exponer puertos y basta con
definir el comando a ejecutar, en este caso storm supervisor (ver Listado 8.6).
1 s u p e r v i s o r :
2 image : a g s e r g i / storm
3 hostname : s u p e r v i s o r
4 command :
5 − storm
6 − s u p e r v i s o r
Listado 8.6: Definicio´n en docker-compose del servicio de Storm: supervisor.
UI (Storm): UI es el servicio que ofrece una interfaz gra´fica para Storm. Se debe exponer el
puerto de la aplicacio´n para que se pueda acceder desde fuera de la red de containers, y as´ı
poder ver lo que se esta´ ejecutando dentro de Storm. En este caso, se sirve desde el puerto
8080 y se redirige hacia otro distinto (8081 pero podr´ıa ser otro) ya que en la ma´quina en que
se ejecuta ya hay otro servicio en el 8080 (ver Listado 8.7).
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1 nimbusui :
2 image : a g s e r g i / storm
3 hostname : nimbusui
4 por t s :




Listado 8.7: Definicio´n en docker-compose del servicio de Storm: UI.
Topology (Storm): Este container de soporte env´ıa la topolog´ıa al cluster. Para ello, se debera´
esperar a que este´ completamente inicializado. Aqu´ı se puede ver por primera vez el uso del
script wait-for-it esperando al puerto 6627 de nimbus, definidio en los apartados anteriores.
Concretamente se espera indefinidamente y sin escribir ningun mensaje por pantalla (-t 0
-s). Cuando consigue contactar con nimbus, se ejecuta storm jar, que ya esta´ preparado para
enviar una topolog´ıa al cluster. Esta topolog´ıa, no obstante, debe sacarse de un directorio de
la ma´quina en que se ejecuta. Para mapear estos directorios debe usarse la directiva Volumes,
con la que se monta un directorio externo al container, dentro del container, consiguiendo as´ı
acceder a la topolog´ıa proporcionada por el departamento. En este caso se ha hecho servir la
carpeta de trabajo del autor. La definicio´n es la siguiente (ver Listado 8.8):
1 topology :
2 image : a g s e r g i / storm
3 hostname : topology
4 work ing d i r : / var / rap id s
5 volumes :
6 − /home/ a g s e r g i / workspace / rapids−p r o v i s i o n i n g / docker : / var / rap id s
7 command :
8 − . / wait−f o r− i t . sh nimbus :6627 −t ’0 ’− s −−
9 − storm j a r
10 / var / rap id s / rapids−topology −0.1.0−SNAPSHOT−ja r−with−dependenc ies . j a r
11 es . bsc . r ap id s . Topology
12 −c
13 / var / rap id s / rap id s . p r o p e r t i e s
14 −t
15 topology
Listado 8.8: Definicio´n en docker-compose del servicio de soporte de Storm: Topology.
Kafka: El container de Kafka tiene unos requisitos especiales. A parte de definir los puertos (que
se deben exponer ya que su desarrollador lo disen˜o´ para que pudiera accederse a e´l u´nicamente
desde el exterior) y las carpetas compartidas (que se realizan de la misma forma que en los
apartados anteriores), se deben configurar una serie de variables de entorno para que funcione.
Estas variables de entorno corresponden al hostname del container que servira´ Kafka, el puerto
por el que se servira´, el topic a crear (etiqueta para agrupar todos los mensajes provinientes de
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la API) y la direccio´n y puerto de zookeeper, necesario para el control de estados (ver Listado
8.9).
1 kafka :
2 image : wurstmei s ter / kafka : 0 . 9 . 0 . 1
3 hostname : kafka
4 environment :
5 KAFKA ADVERTISED HOST NAME: kafka
6 KAFKA ADVERTISED PORT: ’9092 ’
7 KAFKA CREATE TOPICS: updates : 1 : 1
8 KAFKA ZOOKEEPER CONNECT: zookeeper :2181
9 por t s :
10 − 9092:9092/ tcp
Listado 8.9: Definicio´n en docker-compose del servicio de Kafka
Node.js: Para Node.js simplemente es necesario exponer los puertos del servicio. Para ello se
mapea el 8082 ya que el 8000 es utilizada por otra aplicacio´n externa. Se puede apreciar como
el container utilizado es el que se ha creado expresamente para servir la aplicacio´n del autor
(ver Listado 8.10).
1 r a p i d s r e s t :
2 image : a g s e r g i / r e s t
3 hostname : r a p i d s r e s t
4 por t s :
5 − 8082:8000/ tcp
Listado 8.10: Definicio´n en docker-compose del servicio de Node.js (API REST).
MySQL. Para este container tambie´n hay que definir una serie de variables de entorno con
la que se consigue preinicializar la base de datos. Ba´sicamente, estas variables de entorno
corresponden a la contrasen˜a de root, el nombre de la base de datos a crear, y un usuario y
contrasen˜a para poder acceder (ver Listado 8.11). Naturalmente, estos datos deben tratarse con
extrema precaucio´n, aunque no deber´ıa haber peligro porque el fichero docker-compose nunca
se deber´ıa poder ver desde el exterior. No´tese que no es necesario exponer ningu´n puerto ya
que no se va a acceder al container desde fuera de la red de containers.
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1 mysql :
2 image : mysql
3 hostname : mysql
4 environment :
5 MYSQL ROOT PASSWORD: pas s roo t
6 MYSQL DATABASE: rap id s
7 MYSQL USER: user
8 MYSQL PASSWORD: pass
Listado 8.11: Definicio´n en docker-compose del servicio MySQL
MySQL Init: La inicializacio´n de MySQL se lleva a cabo con su container de soporte. Se puede
apreciar otra vez el uso del script wait-for-it. En este caso se ejecuta el script mencionado en
la seccio´n anterior, que inicializa las tablas de la base de datos. Para acceder al script desde
el container se han de montar una vez ma´s las carpetas del host de la misma forma que ya se
ha comentado en apartados anteriores (ver Listado 8.12).
1 mysq l i n i t :
2 image : mysql
3 work ing d i r : / var / rap id s / s c r i p t s
4 volumes :
5 − /home/ a g s e r g i / workspace / rapids−p r o v i s i o n i n g / docker : / var / rap id s / s c r i p t s
6 command :
7 − . / wait−f o r− i t . sh mysql :3306 −t ’0 ’ −s −−
8 / var / rap id s / s c r i p t s / m y s q l i n i t . sh
Listado 8.12: Definicio´n en docker-compose del servicio de inicializacio´n de MySQL
Couchbase: Se requiere u´nicamente exponer los puertos necesarios para poder acceder a ellos
desde fuera. Esta exposicio´n podr´ıa ser elidida completamente si no fuera porque a veces se
precisa poder ver el rendimiento de los nodos de couchbase desde su interfaz gra´fica, a la que
se accede mediante estos puertos (ver Listado 8.13).
1 couchbase :
2 image : couchbase : 4 . 1 . 1
3 por t s :
4 − 8091:8091/ tcp
5 − 8092:8092/ tcp
6 − 8093:8093/ tcp
7 − 8094:8094/ tcp
8 − 11210:11210/ tcp
Listado 8.13: Definicio´n en docker-compose del servicio de Couchbase
Couchbase Init: Al igual que MySQL Init, se ejecuta un script desde una carpeta local que
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hay que compartir con el container. Con working-dir se define el directorio desde el que se
ejecutara´ (ver Listado 8.14).
1 couchbase− i n i t :
2 image : couchbase : 4 . 1 . 1
3 work ing d i r : / var / rap id s / s c r i p t s
4 volumes :
5 − /home/ a g s e r g i / workspace / rapids−p r o v i s i o n i n g / docker : / var / rap id s / s c r i p t s
6 command :
7 − sh
8 − / var / rap id s / s c r i p t s / c o u c h b a s e i n i t . sh
Listado 8.14: Definicio´n en docker-compose del servicio de inicializacio´n de Couchbase
Zookeeper: Zookeeper requiere u´nicamente que se expongan los puertos. Esto no ser´ıa necesario
si Kafka no requirie´se que este´ expuesto por razones de disen˜o de su desarrollador. Se puede
observar que la imagen es la oficial (ver Listado 8.15).
1 zookeeper :
2 image : zookeeper
3 hostname : zookeeper
4 por t s :
5 − 2181:2181/ tcp
Listado 8.15: Definicio´n en docker-compose del servicio de Zookeeper
8.3.5. Integracio´n de la solucio´n sobre Rancher
Ahora que ya se dispone de un fichero docker-compose.yml que define la infraestructura con
containers, ya se puede utilizar para desplegar servIoTicy. De hecho, el departamento lo utilizara´
sin la interfaz gra´fica para muchos de sus proyectos de investigacio´n. No obstante, el departamento
tiene la idea de productivizar servIoTicy y para ello se necesita una interfaz gra´fica que facilite el
consumo a clientes no expertos. Ah´ı es donde entra Rancher, la u´ltima plataforma que se integrara´
para esta solucio´n.
La idea se basa en la adaptacio´n de la plantilla docker-compose ya creada, que es compatible con
Rancher [21]. Rancher permite su importacio´n para crear las denominadas Stacks, las plantillas que
podra´n ser desplegadas en los hosts que los usuarios an˜adan.
Para que los usuarios puedan desplegar servIoTicy en sus ma´quinas se ha creado un Stack im-
portanto el archivo docker-compose.yml No obstante, la importacio´n no es satisfactoria sin un nivel
de adaptacio´n de formato previo. Algunos elementos descritos en el fichero docker-compose.yml no
se importan de forma automa´tica, ya que algunos de los comandos que se esta´n definiendo (por
ejemplo, los de Topology o Nimbus) son bastante complejos y muy sensibles a espacios, comillas,
etc. As´ı que, para integrarlo completamente en Rancher se han tenido que realizar algunas pequen˜as
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adaptaciones que se pueden hacer directamente en la interfaz gra´fica y con muy poco esfuerzo, puesto
que no van ma´s alla´ de un cambio de formato (ver Figura 8.5).
Figura 8.5: Captura de pantalla de la definicio´n del servicio Nimbus en Rancher
Una vez creado el Stack, el usuario podra´ encender, apagar y gestionar los diferentes servicios
que esta´n definidos dentro de la plantilla. (ver Figura 8.7).
Para poder probar la integracio´n se ha an˜adido un host (el porta´til de desarrollo del autor). Para
an˜adir un host, basta con seguir el asistente que el propio software da (ver Figura 8.6). Se pueden
an˜adir hosts de distintas clases e incluso de proveedores de cloud como Amazon Web Services o
Microsoft Azure.
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Figura 8.6: Captura de pantalla de la interfaz para an˜adir hosts en Rancher.
Por u´ltimo, solo queda ejecutar toda la plataforma haciendo click en el s´ımbolo de play (ver
Figura 8.7).
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Figura 8.7: Captura de pantalla del Stack de servIoTicy ejecuta´ndose en Rancher.
As´ı, se consigue satisfactoriamente el aprovisionamiento automatizado de servIoTicy en contai-




En este cap´ıtulo se realiza una prueba del rendimiento que ofrece la API REST que se ha
implementado durante el proyecto. Para ello se ha disen˜ado un experimento que reproduce el com-
portamiento que tendr´ıa un entorno de produccio´n.
9.1. Objetivo
El objetivo de este experimento es observar el comportamiento de la API REST mostrando el
nu´mero ma´ximo de updates que puede soportar y la latencia que tienen las peticiones realizadas a
distintos niveles de micro-batching.
9.2. Disen˜o del experimento
El experimento se basa en la extraccio´n de timestamps (marcas de tiempo) mediante un script
en Node.js que realiza peticiones a la API como si se tratara de un dispositivo.
La plataforma en la que se ejecuta el experimento es un porta´til Dell Latitude E7450, que cuenta
con un procesador Core i5-5300U y 8GB de RAM DDR3L. (Nota: El experimento solamente se
ejecuta sobre un nu´cleo del procesador). El sistema operativo usado es Ubuntu 16.04.2 LTS, con la
versio´n de nu´cleo Linux 4.4.0-72generic. La versio´n de Node.js usada es en el servidor 6.10.2 y 7.7.2
en el cliente, la versio´n de Kafka es la 0.9.0.1, y la plataforma corre sobre Docker Engine 1.12.
Para poder valorar el comportamiento, se somete a la API a diferentes niveles de estre´s. Para
ello se env´ıan ra´fagas de 10.000 (diez mil) peticiones separadas por un mismo think time (tiempo
entre env´ıo peticiones) que cambia a cada ra´faga, empezando en 15 milisegundos y reduciendo de
uno en uno hasta 0 milisegundos (sin think time). Se repite el experimento para distintos niveles de
micro-batching. Los niveles de micro-batching son los siguientes:
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Nivel de micro-batching 1: Conjunto de 1 Update (22 bytes)
Nivel de micro-batching 5: Conjunto de 5 Updates (110 bytes)
Nivel de micro-batching 10: Conjunto de 10 Updates (220 bytes)
Nivel de micro-batching 15: Conjunto de 15 Updates (330 bytes)
Nivel de micro-batching 20: Conjunto de 20 Updates (440 bytes)
Nivel de micro-batching 25: Conjunto de 25 Updates (550 bytes)
Nivel de micro-batching 30: Conjunto de 30 Updates (660 bytes)
La extraccio´n de los timestamps se realiza en dos momentos distintos para poder calcular el
tiempo de Round Trip (ida y vuelta):
Justo antes del env´ıo de la peticio´n.
Justo despue´s de recibir la respuesta.
Por tanto, se esta´ midiendo el tiempo que tarda la API en leer una peticio´n, gestionar el con-
tenido, enviarlo a Kafka, y enviar la confirmacio´n al cliente. Como las pruebas se realizan en una
misma ma´quina a trave´s de las interfaces de loopback, el tiempo de transmisio´n de la informacio´n
sera´ ı´nfimo, y por tanto, la aproximacio´n que se realiza al leer los tiempos desde el cliente en vez
de hacerlo desde el servidor es razonable. Las medidas se han llevado a cabo de esta manera para
simplificar las tareas, puesto que instrumentar el servidor es ma´s complicado.
Adema´s de extraer las marcas de tiempo, tambie´n se marca si la peticio´n ha sido erro´nea o no y
el think time con el que se hizo cada peticio´n.
Una vez extra´ıdos los datos, se realiza el ca´lculo del throughput usando la media aritme´tica de
los valores observados, agrupando por de´cima de segundo y eliminando los 1000 primeros y u´ltimos
resultados (esto se hace ya que los valores del principio y del final se extraen en momentos en que
la API au´n no esta´ saturada, y en momentos en que esta´ muy saturada, respectivamente, pudiendo
influir negativamente en la dispersio´n de los resultados).
Tambie´n se realiza el ca´lculo de la latencia usando el percentil 95 % para observar los peores
casos de latencia en cada momento, valor ma´s interesante que la media ya que su valoracio´n debe
contemplarse la calidad de servicio de un hipote´tico conjunto de usuarios (la media daria un valor
de latencia inferior, pero esconder´ıa los peores resultados, y este ana´lisis quiere contemplarse el caso
peor).
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9.3. Discusio´n de resultados
9.3.1. Micro-batching
Un aspecto que se observa claramente en los experimentos es el efecto del micro-batching en la
mejora del throughput. Esto es observable en la curva de batching 30: si se selecciona el punto de
mayor throughput con una latencia y dispersio´n de puntos razonable (ver figura 9.1), se ve que para
un think time de 5 ms, el throughput es unas 30 veces superior (581 updates/ds) a su correspondiente
valor sin batching (19 updates/ds), pero la latencia es solamente 11,3 veces superior (34 ms respecto
a 3ms).
A simple vista puede parecer una mejora muy sustancial, pero sin embargo, esta comparacio´n es
injusta, puesto que el think time esta´ limitando el nu´mero de peticiones que puede realizar la API
sin batching (el think time se podr´ıa considerar como el tiempo necesario para agrupar 30 elementos
antes de enviarlos, y no tiene sentido compararlo as´ı, puesto que una ejecucio´n sin batching no
tendr´ıa que esperar tanto tiempo). Para ver que realmente el micro-batching es efectivo, se debe
buscar el punto de mayor throughput con una latencia razonable pero en los dos casos: con y sin

























(a) Updates por de´cima de segundo, para distintos ni-






















(b) Latencia por de´cima de segundo, para distintos
niveles de batching y think time.
Figura 9.1: Updates por de´cima de segundo y latencia para distintos niveles de batching y think time.
Bajo estos requisitos se encuentra que, para la curva de batching 1 y un think time de 2ms (generar
updates con una frecuencia superior genera latencias altas con una dispersio´n muy elevada), se genera
un throughput de 46 updates/ds con una latencia de 11 ms. Comparando estos valores con los de
batching 30 mencionados anteriormente, se observa que realizar un micro-batching de 30 Updates
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genera un throughput 12 veces superior (581 updates/ds respecto 46 updates/ds) pero una latencia
u´nicamente 3 veces superior (34 ms respecto 11 ms). Por tanto, comparando los dos mejores casos
con y sin micro-batching se observa una clara ventaja en el uso de micro-batching con el objetivo de
mejorar el throughput sin ganar demasiada latencia. Esto se debe a que se generan menos cabeceras
HTTP por cada Update, reduciendo el gasto necesario para gestionarlas, consiguiendo as´ı enviar ma´s
Updates
Cabe mencionar que a partir de un batching de 35 Updates, los resultados tienen una dispersio´n
muy elevada y el servidor empieza a comportarse de forma erra´tica, dando lugar a valores confusos
que podr´ıan llevar a conclusiones equivocadas. Por ese motivo se ha decidido limitar las gra´ficas y
la discusio´n a un batching de 30 Updates.
Esto no significa necesariamente que un batching de 30 sea el nivel o´ptimo para la aplicacio´n,
puesto que el rendimiento que de´ puede verse afectado por diversos factores. Hay que tener en cuenta
que el uso de micro-batching es un balance entre el aumento del throughput y el de la latencia, y se
debe sacrificar uno para tener el otro. Ve´ase en la figura 9.1b, por ejemplo, que es imposible tener
latencias inferiores a 10 ms con batching de 30 Updates, y en cambio, s´ı es posible con batching ma´s
pequen˜os, incluso con think times bajos. Adema´s, dependiendo de la infraestructura que soporte
el software en produccio´n y de la latencia deseada, podr´ıa ser interesante intercambiar este valor
o incluso cambiarlo dina´micamente segu´n la carga del sistema. El nivel o´ptimo de batching y su
throughput dependera´n, por tanto, de la latencia que se desee garantizar a los clientes que env´ıen
datos a servIoTicy. Adema´s, cabe recordar que estos resultados son extra´ıdos de una ejecucio´n en
un porta´til y en un solo nu´cleo, as´ı que las tendencias observadas mejorar´ıan claramente en el uso
de hardware adecuado.
9.3.2. Throughput y latencia
En l´ıneas ma´s generales, los resultados muestran una tendencia muy clara en cuanto a la relacio´n
entre el throughput y la latencia de las peticiones ya comentada en el pa´rrafo anterior. Cuanto ma´s
Updates por de´cima de segundo realiza el sistema, ma´s tardan en servirse las peticiones, puesto que el
servidor esta´ bajo una carga ma´s elevada y e´stas se encolan indefinidamente hasta que se gestionan.
Cuando el servidor se satura (mucho throughput), las latencias se disparan de forma exponencial.
Este comportamiento puede observarse en la figura 9.2 donde se ve que, independientemente del
batching, si se realizan updates a muy alta frecuencia (sin think time) la latencia es varios o´rdenes
de magnitud superior a lo que se podr´ıa considerar razonable en procesado de datos en tiempo real
(alrededor de una cente´sima de segundo). Naturalmente, el nivel de batching afecta desplazando
hacia la izquierda el punto a partir del cual se disparan las latencias, causado por un incremento en
el nu´mero de bytes que la API y Kafka deben procesar.
Con este ejercicio, que incluye la realizacio´n de experimentos, tratamiento de los datos obtenidos




























Figura 9.2: Latencia por de´cima de segundo, para distintos niveles de batching y think time. Se
muestran todos los valores obtenidos.
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Cap´ıtulo 10
Conclusiones y trabajo futuro
En este cap´ıtulo se revisan los objetivos cumplidos durante el trabajo y se comenta el trabajo
futuro a llevar a cabo en relacio´n a la solucio´n propuesta.
10.1. Contribuciones de este trabajo
Durante este trabajo de final de grado se han proporcionado soluciones a problemas reales del
proyecto servIoTicy, la plataforma de stream processing (procesado de flujos de informacio´n) desarro-
llada por el departamento Data-centric Computing del BSC. ServIoTicy requer´ıa una actualizacio´n
de la plataforma para adaptarse a los nuevos tiempos y contar con herramientas que facilitasen su
acceso a diferentes tipos de clientes. Para conseguir este propo´sito se definieron distintos objetivos
para que se llevaran a cabo como parte del trabajo de final de grado del autor, actual trabajador
del departamento.
Dentro de las tareas para realizar la modernizacio´n de servIoTicy se encontraba la renovacio´n
de la API REST. Esta tarea ha comportado la integracio´n y desarrollo sobre diversas tecnolog´ıas,
entre las que se destaca Node.js, que utiliza un paradigma de programacio´n completamente distinto
a los modelos tradicionales y ha requerido un esfuerzo adicional. La solucio´n proporcionada permite
que la plataforma servIoTicy pueda ejecutarse sobre un paradigma de programacio´n completamente
distinto al de la versio´n anterior, algo que repercute directamente en el rendimiento de la aplicacio´n.
Entre otras tecnolog´ıas que se han integrado en la API REST se encuentra tambie´n Couchbase,
una base de datos NoSQL que, aunque ya se utilizara en el proyecto, integrarla en la API ha
requerido tambie´n un esfuerzo extra debido a que no es el modelo tradicional al que el autor estaba
acostumbrado. Tambie´n se han integrado otras tecnolog´ıas como Storm, Kafka y Zookeeper, todas
ellas tecnolog´ıas del estado del arte del stream processing y han sido la primera toma de contacto
con los sistemas distribuidos del autor, sentando las bases del trabajo que se llevara´ a cabo dentro
del departamento despue´s de este trabajo.
La renovacio´n de la API REST no ha sido la u´nica tarea llevada a cabo para la actualizacio´n de
servIoTicy. De nada sirve completar la infraestructura de servIoTicy si no se dan los mecanismos de
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aprovisionamiento adecuados. As´ı, se establecio´ como objetivo proporcionar un sistema que desple-
gara el software directamente en el hardware de los clientes, cosa que ofrecer´ıa flexibilidad tanto al
departamento que no tiene que costear los recursos, como al cliente que recibe la libertad necesaria
para escalar los servicios bajo su propio control. La solucio´n proporcionada no solo proporciona un
sistema automatizado de aprovisionamiento, si no que una vez ma´s acerca el proyecto al estado del
arte gracias a la integracio´n de los Docker containers, una solucio´n de virtualizacio´n que rompe con
los esta´ndares tradicionales sobre el campo.
Por u´ltimo, como ejercicio de evaluacio´n de todo el trabajo realizado se han desarrollado una serie
de experimentos que permiten ver el comportamiento de la API REST y que permiten cuantificar el
rendimiento de la solucio´n propuesta por el autor. Esto no repercute tanto en la mejora del propio
proyecto de servIoTicy, si no en el hecho de poder contrastar la propuesta de este trabajo de final
de grado con las alternativas que hay y que posiblemente haya en el futuro.
As´ı, tras haber cumplido los distintos objetivos antes mencionados, y tras haber integrado com-
petencias te´cnicas propias de un ingeniero, incluyendo conocimientos adquiridos en la carrera y una
importante parte de aprendizaje auto´nomo, se contribuye satisfactoriamente con este trabajo de
final de grado a la plataforma servIoTicy, brinda´ndole rendimiento, innovacio´n y competitividad.
10.2. Trabajo futuro
En primer lugar, una de las lineas de continuacio´n de este trabajo es la de la integracio´n de
mecanismos que mejoren la escalabilidad de servIoTicy y aumenten la disponibilidad. Se trabajara´
en integrar un sistema de balanceo de carga para la API REST, algo cr´ıtico para una solucio´n en
produccio´n. Ahora mismo la API REST es el cuello de botella de la aplicacio´n y es cr´ıtico ofrecer la
capacidad de replicarla y balancear la carga entre ellas de forma sencilla para el usuario. Rancher
ofrece diversos mecanismos para el reparto de carga, pero ser´ıa necesario adaptar la propia API
REST.
En segundo lugar, se trabajara´ en la incorporacio´n de alguno los orquestadores que integra
Rancher como Kubernetes, Mesos o Swarm. E´stos ofrecer´ıan un control a gran escala de servIoTicy
pudiendo trabajar con grandes cantidades de nodos y desplegando los diferentes servicios segu´n la
demanda de la aplicacio´n.
Otra linea de continuacio´n de este trabajo es la de conectar un directorio activo como LDAP
a Rancher para permitir que los usuarios se registren a trave´s de una web y directamente tengan
acceso al panel de control que Rancher proporciona. As´ı, Rancher quedar´ıa finalmente integrado por
completo en el producto final.
Por u´ltimo, una linea de trabajo que no es cr´ıtica pero vale la pena mencionar es la del desarrollo
de un dashboard en el que se visualicen los datos y se gestionen los dispositivos registrados en la
plataforma en tiempo real. Este dashboard ira´ conectado a la API REST ya desarrollada y facilitar´ıa
la gestio´n a los clientes de la infraestructura, algo que le dar´ıa mucha visibilidad al producto y lo
har´ıa muy competitivo.
Esta es la hoja de ruta que seguira´ el equipo de servIoTicy con el objetivo de crear una solucio´n
de stream processing robusta, innovadora, eficiente y competitiva.
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