I. INTRODUCTION
The magnetic-field integral equation (MFIE) [1] - [4] is widely used for electromagnetic modelling of three-dimensional conductor problems with closed surfaces. The MFIE formulation is usually followed by a discretization in order to render the problem amenable to solution with a numerical technique, such as the method of moments (MOM) [5] , the fast multipole method (FMM) [6] , [7] , or the multilevel fast multipole algorithm (MLFMA) [7] , [8] . A popular choice for discretization is to triangulate the surface of the geometry and employ the Rao-Wilton-Glisson (RWG) functions [9] defined on the planar triangular subdomains ( Fig. 1 ) as basis functions (BFs) to expand the unknown induced surface current. Despite the widespread success of similar discretizations of the electric-field integral equation (EFIE), MFIE 1 implementations using the RWG functions are reported to be plagued with accuracy problems [10] , [11] , i.e., for the same discretization, MFIE results are significantly less accurate compared to EFIE results, especially when the geometry of the problem includes sharp wedges and corners. It is demonstrated in Section II that the accuracy problem arises even for relatively smooth geometries, such as a sphere. Similar remarks are also valid for the combined-field integral equation (CFIE) [2] that contains both the MFIE and the EFIE as two components. Careful investigations [11] indicate that neither the numerical evaluation of the singular MFIE integrals [12] , nor the incorrect use of the solid-angle factor [13] , [14] , is the fundamental cause of this accuracy problem. This finding stimulates further studies, especially for a better understanding of how the discretization of the MFIE and the modelling of the surface current affects the accuracy of the results [15] . Therefore, it becomes desirable to employ other types of BFs defined on triangular domains in addition to the RWG functions.
In this paper, we present efficient and reliable schemes for the numerical discretization of the MFIE with the curl-conforming RWG [16] - [21] basis and testing functions (BTFs) defined on planar triangulations. Two different formulations to calculate the elements of the impedance matrix will be given in detail. In the first formulation, the relations between the elements of the impedance matrix obtained by using the and the RWG functions with the Galerkin method will be also established. The second formulation, which also has a counterpart for the RWG functions, will be presented as an alternative and more efficient way to calculate the interactions. Furthermore, the Appendix will outline the factorization of the interactions for the FMM implementations employing the BTFs, similar to the FMM formulations involving the RWG functions [7] . Finally, we will compare the results obtained by using the and the RWG functions, and demonstrate the improvement in the accuracy of the solutions due to the functions.
II. PROS AND CONS OF THE MFIE
In this section, we will point to the disadvantages of using the MFIE (either alone or in a CFIE setting) as well as its advantages. We will emphasize its accuracy problem as one of the most significant among other shortcomings of the MFIE. Finally, we will argue that the advantages of using the MFIE within a CFIE setting are so significant that the MFIE remains indispensable despite its disadvantages.
A. Advantages of the MFIE
Since the MFIE is formulated as a second-kind integral equation, its conditioning properties are superior to those of the EFIE, which is a first-kind integral equation. This is of major importance especially for iterative solutions, i.e., the MFIE usually converges faster than the EFIE. Furthermore, the MFIE does not have the low-frequency breakdown problem that is exhibited by the EFIE. MFIE is also more suitable for hybridization with the physical optics (PO) method since both are based on the same magnetic-field boundary condition. 
B. Disadvantages of the MFIE
The restriction of the MFIE's applicability to only closed surfaces is its greatest shortcoming. Similar to the EFIE, the MFIE also has a nonempty null space that results in the interior-resonance problem in the vicinities of discrete frequencies. Unlike the EFIE, the MFIE produces nonsymmetric matrix equations, even for Galerkin implementations. Another disadvantage of the MFIE is its poor accuracy, which will be demonstrated in the next subsection.
C. Accuracy of the MFIE
Despite the many advantages of the MFIE, it suffers from an accuracy problem [11] . In order to demonstrate that the inherent inaccuracy of the MFIE is not relieved even by refining the mesh at the expense of increasing the number of unknowns, we consider the scattering problem depicted in Fig. 2 . A conducting sphere with radius is illuminated by a plane wave at two different frequencies corresponding to and . In addition to obtaining the analytical solution with the Mie series, the scattering problem is also solved with the EFIE, the MFIE, and the CFIE. For this purpose, the surface of the sphere is discretized with various triangulations of coarse to fine densities, corresponding to 1000 to 30,000 unknowns, respectively.
Figs. 3 and 4 present the backscattered and forward-scattered RCS values, respectively, obtained with various mesh densities. The dots in the plots correspond to the triangulation density at each frequency. Clearly, the EFIE results readily converge to the reference analytical results for mesh densities even smaller than , whereas the MFIE results manifest significant discrepancies with the analytical results not only for triangulation, but also for much higher mesh densities. We confirm that similar accuracy problems are observed in the MFIE solutions of various other geometries, such as a cube that has distinctly different features than a sphere due to its sharp edges and corners.
The CFIE solution is obtained by combining the EFIE and MFIE with multipliers 0.2 and 0.8, respectively. That the CFIE solutions are contaminated with the MFIE inaccuracy according to the 0.2 0.8 ratio is clearly visible in Fig. 4 . Even though the backscattering RCS values presented in Fig. 3 do not display the same level of inaccuracy for CFIE solutions, it should be emphasized that the backscattering and forward-scattering RCS values in Figs. 3 and 4 are obtained from the same CFIE solutions. Therefore, based on the comparison of the Mie Series, EFIE, MFIE, and CFIE solutions presented in Fig. 4 , we conclude that the CFIE solutions bear the inaccuracies caused by the MFIE.
D. Advantages of the CFIE
Although the CFIE is merely a linear combination of the EFIE and the MFIE [2] , it is remarkable that the CFIE has better conditioning properties than both the EFIE and the MFIE [22] . Hence, the need to accelerate the iterative solutions necessitates the use of the CFIE. Furthermore, the CFIE eliminates the interior-resonance problems due to both the EFIE and the MFIE. Therefore, the CFIE is an essential asset for fast iterative solvers, such as the FMM and the MLFMA, which, in turn, makes the MFIE indispensable, too. Even though the inaccuracy problems of the MFIE affects the accuracy of the CFIE results adversely, abandoning the MFIE in favor of the EFIE cannot be an option since a convergent solution may not be available in some cases. Then, we should keep the MFIE and devise ways to improve the accuracy of the MFIE solutions in order to obtain efficient and accurate CFIE solutions.
III. DISCRETIZATION OF THE MFIE
For conducting scatterers with closed surfaces, the MFIE can be formulated by using the boundary condition for the tangential magnetic field on the surface as (1) where the scattered magnetic field is expressed in terms of the induced (unknown) surface current . In (1), the observation point approaches the surface from the outside, is the outwardly directed normal, is the incident magnetic field, and (2) denotes the free-space Green's function in phasor notation with the convention. To discretize the MFIE in (1) , is expanded in a series of BFs as (3) where is the unknown coefficient of the th BF. Then, the boundary condition is tested by using the inner product of the magnetic field and testing functions (TFs) so that an matrix equation is obtained as (4) where is the matrix element derived as (5) and is the element of the excitation vector derived as (6) In (5) and (6), and represent the surfaces, on which the th basis and the th testing functions are defined, respectively. Edge-based BTFs are usually defined on a pair of surfaces sharing a common edge, e.g., both the RWG and the BTFs can be expressed as (7) where the "half functions" on individual triangles are decomposed, i.e., the second subscript denotes either one of the pair of neighboring triangles sharing a common edge with index or . Then, the interaction between the half BF and the half TF for , 2 and , 2 can be written as
The formulation in (1) and the expressions for the elements of the impedance matrix in (5) and (8) are appropriate for both the divergence-conforming and the curl-conforming BTFs since the differential operator is placed on the Green's function. In addition to this "first formulation," there are two other formulations with the differential operator residing on either the BF or the TF [12] . The "second formulation" in [12] is applicable to curl-conforming BFs with no restriction on the TF, whereas the "third formulation" in [12] places no restriction on the BF while requiring the TF to be divergence-conforming. Therefore, it is possible to use curl-conforming basis and/or testing functions with a proper choice of the available MFIE formulations.
In this paper, we will choose both the basis and the testing functions as the curl-conforming functions within the context of the "first formulation" represented by (5) and (8) . This "first formulation" is also widely used in the MOM implementations of the MFIE for the RWG functions [12] , [23] . For sake of brevity, details of computing the singular integrals, singularity extraction, and evaluation of analytical integrals therein [12] , [13] , [23] - [25] will not be included in this paper.
A. Comment on the Choice of BFs
The main idea of a paper [26] published by our group in 1999 was that BFs used for current modelling should also be capable of properly modelling the inherent charge distribution. We proved that the RWG BFs satisfied that requirement unconditionally. Appraised by the same criterion, the functions would have failed since they are not divergence-conforming and would not model the charge distribution correctly. However, as we will show in the present paper, functions model the current distribution even better than the RWG functions, when used to discretize the MFIE. This apparent contradiction needs an explanation. We note that the previous study [26] considered only the EFIE, but not the MFIE. The hypersingular term of the EFIE is customarily evaluated by distributing the double differential operators onto the BTFs. Then, the divergences of the BTFs become explicitly necessary in the EFIE formulation. Moreover, divergence of the BF is even physically interpreted as the charge distribution owing to the continuity equation (9) If an attempt was made to use the functions, which are not divergence conforming, as the BFs in such an EFIE implementation, their divergences would create singular "blade" functions on the edges of the entire triangulation that would mathematically undermine the computations and that could physically be interpreted as artificial line-charge accumulation and gaps in the conducting surface. Consequently, an attempt of employing the BFs in the EFIE would have failed. On the other hand, the three MFIE formulations considered in [12] and in present paper do not explicitly require the divergence of the BF, i.e., neither of those MFIE formulations demands the BF to be divergence-conforming.
Following the line of thinking in the above, it remains to be investigated whether the hypersingular terms of the EFIE can be evaluated differently, i.e., by not placing one of the differential operator on the BF, and whether the EFIE will accept a curlconforming BF under such a modification. This question will be addressed elsewhere.
B. Matrix Elements With BTFs
The functions have the spatial distribution as shown in Fig. 1(b) , which can be expressed as (10) where is the spatial distribution of the associated RWG function shown in Fig. 1(a) and defined as [9] otherwise (11) In (11), and are the areas of the surfaces and , respectively, while is the length of the common edge shared by the triangles. Inserting the definition of the functions into (8), we can obtain the expression for the interaction between the half functions as (12) where and are the half of the RWG functions associated with the th triangle of the th edge and th triangle of the th edge, respectively. We note that (12) reduces to (13) when the testing and the basis triangles are the same, i.e., in the case of the self interaction of a triangle.
A comparison of (12) to (8) shows that the first term obtained by using the functions is the same as the corresponding term that would be obtained by using the RWG functions. In other words, the diagonal elements of the impedance matrices are the same for the implementations of the and the RWG functions: (14) Furthermore, (12) can be rewritten as (15) by interchanging the order of the integrals in the second term. Then, comparison of the second terms in (8) and (15) indicates that (16) when the functions (defined on pairs of triangles) related to edges and do not overlap in space. It should be noted that a combination of (14) and (16) should be used for those nondiagonal elements of the impedance matrices involving interactions between the BTFs overlapping on a triangle. Hence, we observe that all interactions calculated for the and the RWG functions are closely related.
IV. ALTERNATIVE FORMULATION
To derive an alternative formulation for the functions, (12) is manipulated as (17) where we use (18) and take the normal vector in the third term outside the inner integral since it is constant over the basis triangle. For this term, we apply the identity for the scalar and the vector as (19) and change the placement of the differential operator to obtain (20) In (20), can be further simplified since the RWG functions are divergence-conforming, having a constant charge distribution as otherwise (21) To evaluate in (20) numerically, it is desirable to convert the inner integral on the surface to a line integral as (22) where represents the contour around the basis triangle and is the unit vector directed perpendicularly outward the triangle as shown in Fig. 5(a) . Considering the vector distribution of the RWG function, it is obvious that evaluates to zero on two of the edges since the function is defined parallel to these edges. On the other hand, for the edge , on which the BF is defined, and (22) can be written as (23) which is simply the line integral of the Green's function along the edge and singular when the observation point approaches to this edge. This logarithmic singularity, occurring in the case of the near-neighbor (touching) interactions, has been extensively investigated for the RWG functions [11] , [12] , and the functions. To observe this, Fig. 5(b) shows the RWG BF and we note that
It is encouraging to get exactly negative contributions from the two triangles sharing the th edge, however, the annihilation of in (20) occurs only when , i.e., when the two triangles are on the same plane. When the BF is nonplanar, the singular results of (24) and (25), arising as the observation point approaches the common edge as shown in Fig. 5(b) , do not cancel each other. As a result, the continuity of the parallel component of the functions on the edge is not the remedy of the singularity problem [20] , and the contribution of cannot be discarded.
Despite the singularity of the integral in (23), numerical evaluation of is not difficult since the singularity is logarithmic. For the near-neighbor interactions between the touching basis and testing triangles, sufficient number of observation points can be sampled inside the testing triangle to accurately compute the double integration. In addition to this, the order of the integrals can be exchanged as [21] ( 26) where the inner integral is now bounded for every case including the sampling of the testing points on the edge of the basis triangle.
There is also a formulation for the RWG functions that is analogous to the alternative formulation for the functions presented in this section. To observe this, we manipulate the expression in (20) as (27) which is related to (28) according to (14) and (16) . The formulation in (28) is proposed in [12] as the "third formulation" to calculate the interactions of the RWG functions in the MFIE.
V. RESULTS
To compare the accuracy of the solutions obtained by using the RWG and the functions, the first example is a scattering problem of a perfectly conducting sphere of radius and . Figs. 6 and 7 demonstrate the normalized backscattered and forward-scattered values, respectively, obtained by the FMM implementations employing the RWG and the functions. The problem is solved for to the exact results (i.e., analytical Mie-series solutions) faster than those obtained with the RWG functions, i.e., RCS values obtained with the functions are more accurate for all discretization densities. The improvement obtained with the functions over the RWG functions is significant even for the discretization, which is commonly used as a rule of thumb in numerical solutions.
The second example involves a perfectly conducting cube with edges of as shown in Fig. 8 , illuminated by a plane wave propagating in the direction with the polarization of the electric field in the direction. The problem is solved for and with various triangulations from 20 cm to 3 cm, corresponding to approximately 500 to 18,000 unknowns, respectively. Figs. 9 and 10 show the magnitude of the component of the normalized surface current ( , dimensionless) induced on the front surface of the cube (at ). In Fig. 9 , where and the triangulation size is about , and in Fig. 10 , where and the triangulation size is about , we observe that the modelling of the surface current is different for the EFIE and the MFIE implementations using the RWG BFs. Even though the plots look similar, significant differences can be noticed by focusing on the calculated values at , where the induced current is expected to be singular. The combination of the geometry discretization and the RWG BFs does not allow the computed current values to become singular at those two edges of the cube. Since the physically correct solution is singular, the more accurate the computed solutions get, the higher values they would assume at those edges in order to match the singularity as closely as possible. Comparing Fig. 9 (a) to (b) and Fig. 10(a) to (b), EFIE solutions are seen to have consistently higher values than the MFIE solutions in spite of employing exactly the same discretization and the RWG BFs. Since the only difference is in the integral-equation formulation, this comparison demonstrates the inaccuracy of the MFIE relative to the EFIE.
Figs. 9(c) and 10(c) show that, using the functions, the modelling of the surface current is visibly improved compared to the RWG functions, especially in the representation of the singular currents flowing along the edges. We observe that the use of the functions in the MFIE solution provides higher values at than the use of the RWG functions with either the EFIE or the MFIE. It should be remarked that this is merely an indicator for the improved accuracy of the MFIE with the use of the functions, but not an absolute proof since the exact current distribution is not available for comparisons. Nevertheless, the RCS results are also supporting the inferences obtained from the current solutions. values with the functions. The improvement is significant especially for relatively coarse discretizations, even for the commonly used triangulation, as marked on the curves. 
VI. CONCLUSION
In this paper, we consider a novel implementation of the MFIE employing the curl-conforming BTFs for improved current modelling. Both required formulations and numerical schemes for the accurate evaluation thereof in the context of the MOM and the FMM are outlined. The results presented for the sphere and cube problems demonstrate the significant improvement in the accuracy of the solutions obtained with the functions instead of the commonly used RWG functions. In the light of the lessons learned by RWG functions with the functions in this paper, further improvements in the accuracy of the MFIE can be obtained with other BFs resulting in better current modelling. This will be reported elsewhere [27] .
APPENDIX CALCULATION OF THE INTERACTIONS IN THE FMM
In the FMM and the MLFMA, far-field interactions of the MFIE are calculated as [7] (29) where is the translation function expressed as (30) in terms of the spherical Hankel function of the first kind and the Legendre polynomial . Evaluation of (29) is illustrated in Fig. 13 , where the radiation of the half BF with respect to a near point located at
is translated by into an incoming wave at point located at , and then received by the half TF that has a receiving pattern with respect to the close point as (32)
The translation function in (30) is independent of the BTFs; only the radiation pattern in (31) and the receiving pattern in (32) need to be modified for different choices of the BTFs. For BFs, (31) can be evaluated as (33) using the definitions in (10) and (11), and extracting the constant normal outside the integral. Similarly, (32) can be written for the TFs as
where the integral is simply the complex conjugate of the integral in (33). The integrals in (33) and (34) can be evaluated analytically without resorting to any numerical quadrature.
