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Abstract 
Realistic communication is one of the most difficult aspects of simulat-
ing group behavior because the patterns produced by group communication 
are complex and not easily definable. In this paper, we present a model, 
developed using artificial life methodology, for creating simulations of group 
communication. Our model employs autonomous, artificial agents to pro-
duce emergent group behavior that resembles the communication patterns of 
a group, specifically, a flock of birds. Each agent collects information about 
its environment and its neighbors and follows a set of rules designed to meet 
both group goals and individual agent goals. Because we seek to establish 
emergent behavior, all behavioral decisions are made at the level of the indi-
vidual agent, and there is no global control of the interaction among agents. 
Simulations using our model have successfully demonstrated agents issuing 
and heeding warning calls and have shown both the propagation of silence 
in response to a predator's presence and a return to a state of cacophony 
in a predator's absence. Eliciting these responses from the group involved 
introducing factors such as predators and a dominancy relationship into the 
synthetic world. 
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signatures below, by the advisor, a departmental reader, and a representative 
of the departmental honors committee, demonstrate that Jessica Crawford 
has met all the requirements needed to receive honors in computer science. 
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1 Introduction 
The principal goal of the field of artificial life is to investigate biological 
phenomena by recreating them for study in the most controlled laboratory 
setting possible - a computer. Although not a substitute for observation of 
organic life, artificial life studies have some unique strengths. Simulation of 
a real world environment and the living organisms, or agents, found therein 
necessitates distillation of the real world into a clearly defined model. The 
synthetic world represented by the model diminishes extraneous influences 
or unforeseen circumstances which may affect agents' behavior or the condi-
tion of the environment. Therefore, simulation is an excellent way to quickly 
and reliably test a model and its implications. Because so many of the un-
controllable variables in the real world are excluded in a simulation, there 
is no guarantee a model is an accurate representation of reality even if it 
succeeds in producing realistic behavior. However, a successful model does 
offer one possible explanation for a phenomenon and provides insight into 
agent interactions. We chose to use an artificial life model in our study of 
group communication patterns, first, because simulation provided us with 
a fast way to test and modify our model, and second, because only within 
the controlled environment of a computer simulation could we experiment 
with communication patterns by varying agent decision algorithms and en-
vironmental factors without concerning ourselves with possible interactions 
between experimental variables and variables not built into the model. The 
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simulation environment allowed us to isolate and manipulate the elements of 
group communication that were of interest to us while it prevented indirect 
effects caused by unforeseen interactions with non-modeled factors. 
One fundamental artificial life principle which we relied upon in con-
structing our model is emergent behavior. The basic method for establishing 
emergent behavior is to create an artificial environment and artificial agents 
that embody the characteristics of the environment and the agents described 
by a model. Then, allow simulation to proceed without interference. Over 
time, the interactions of artificial agents with the artificial environment and 
with each other may yield emergent behavior. For example, in a group set-
ting, emergent behavior could consist of cooperation to meet some common 
goal. The cooperation would not be evident by observing the activities of 
just one agent, but would be revealed only if the actions of the group are 
considered as a whole. The key point to emergent group behavior is that 
no supervising entity gives directions or causes every individual's behavior 
to conform to a standard. Instead, decision making ability is distributed 
throughout the group and the decisions of individuals combine to produce 
coherent emergent group behavior. Our model employs this type of dis-
tributed decision making to create emergent communication patterns within 
a group. 
A landmark research effort that anticipated the development of the disci-
pline of artificial life was conducted by Craig Reynolds; it led to the discovery 
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and synthesis of rules for effectively simulating the flocking behavior of birds 
and the schooling behavior of fish [7]. This flocking simulation was the first 
simulation of interacting agents that exhibited believable emergent group 
behavior. Today, even more realistic simulation of group behavior has been 
achieved because Reynolds' computer generated animations of flocking and 
schooling inspired others to pursue similar research [3] [10]. 
In a somewhat different vein, several artificial life researchers have consid-
ered agent communication questions. Of particular significance is the work 
of MacLennan [5] and Werner [11]. MacLennan instantiated agents as finite 
state machines and designed a clever local/ global topology to simulate the 
emergence of communication, while Werner and Dyer used a genetic algo-
rithm to demonstrate the emergence of protocols for mate finding. 
In this paper, we attempt to model a more enigmatic global agent phe-
nomenon - the phenomenon which we call "temporal flocking." In our 
temporal flocking model we exhibit local agent rules which lead to realistic 
simulations of the communication gestalt or cacophony of a flock of birds, 
i.e., their aural noise patterns. Stated more directly, through asynchronous 
modeling of intelligent, independent agents we are attempting to produce real 
time simulations of the global aural behavior of a flock of nesting birds. The 
asynchronous aspect of the model is necessary because independent agents 
need the freedom to communicate, gather information, and make behavioral 
decisions at any time, so the simulation program must not impose restric-
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tions on the scheduling of agents' activities. We are quick to observe that 
a successful model might explain or unify a wide range of aural group com-
munication phenomena; for it could equally well be tuned to simulate the 
singing of a pod of whales, the chattering of a troop of chimpanzees, or the 
bellowing of a harem of sea lions. 
In addition, we will explore hypothetical scenarios for how agent com-
munication might take place in a noisy environment. Here too, the goal is 
to demonstrate a plausible set of local rules that, if followed by agents, will 
lead to global communication phenomena such as issuance and propagation 
of warning calls and all-clear signals. 
Taking a long-term, more futuristic point of view, cacophony simulations 
could lead to the development of crowd noise simulations. The ability of a 
synthetic crowd to effect global communication is an objective much sought 
after by those working with the synthetic direction of actors. For example, 
one could imagine a crowd responding with hushed silence and appropriate 
cheers and calls to a speech by a synthetic protagonist. 
A less ambitious, intermediate goal would be to integrate an aural com-
munication simulation like the one we describe with a flocking simulation 
so that coherent visual and auditory flock behavior could be produced in 
an automated fashion. Such an integrated simulation would be capable of 
producing a continuous sequence of flock behavior including flying, landing, 
calling and moving on the ground, being silent in response to an alert call, 
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or taking flight when confronted with a predator. 
As a prototype and a tentative first step toward such lofty aspirations, 
we seek to demonstrate that the use of lightweight autonomous processes -
threads - in an environment that supports asynchronous communication 
can provide the minimal requirements for simulating such behavior. Many 
difficult, interrelated issues must be considered in order to achieve global be-
havior and global communication patterns within a group of asynchronously 
cooperating agents. The eye and ear are exquisitely tuned to detect inco-
herent, inconsistent, or unbelievable behavior of the type we are studying. 
Therefore, acceptable notions of "fitness", i.e., success, are difficult to define. 
Further, the task of monitoring the activities and events which take place 
during this type of simulation poses daunting problems. 
The remainder of this thesis is organized as follows. Section 2 summa-
rizes previous, related research. In section 3 we describe our original agent 
and group model which was capable of establishing a simple cacophony pat-
tern, and then in section 4 we outline the decision algorithm agents used to 
produce cacophony. Section 5 details improvements that were made on our 
original model, including the addition of predators. The agents' strategy for 
issuing and heeding warning calls is explained in section 6, and dominant 
agents and the all-clear signal are introduced in section 7. Section 8 contains 
an examination of the parameter settings. Directions for future work are 
discussed in section 9, and finally, in section 10, conclusions are presented. 
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2 Background 
Returning to Reynolds' seminal work, we note that his success resulted from 
equipping his agents with an extremely limited set of local rules from which 
the flocking behavior of his agents, called Boids, could emerge. The rules for 
Boids are: 
1. Try to match the velocity of the Boids in your neighborhood. 
2. Maintain a minimum distance from all objects in your environment, 
including other Boids. 
3. Try to move toward the perceived center of mass of the Boids in your 
neighborhood. 
The bottleneck one encounters when simulating large collections of autonomous, 
interacting agents is computer processing time; hence all the work referred 
to above is done as discrete-event off-line simulation. 
A more theoretical approach to interacting agents is considered by Shoham 
and Tennenholtz (8]. They are concerned with finding constraints on agent 
actions that would make coexistence possible in a computational environ-
ment. Their model deals with social agents and social laws, where social 
laws are constraints on the actions of social agents. The important fact they 
prove is that the problem of deciding if a collection of social agents in their 
current states can simultaneously develop a plan (a set of actions) to reach a 
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set of target states while obeying the social laws is a NP-complete problem. 
NP-completeness indicates that there is theoretically no perfect solution to 
the problem because any algorithm solving it will require an exponential, 
and therefore unrealistic, amount of processing time. We shall encounter re-
lated difficulties in our study of agents trying to cope with perceived conflicts 
between several local and global aims. 
The research of several biologists suggests the potential benefits of using 
artificial life simulations to better understand the communication patterns 
produced by a flock of birds. McGregor and Dabelsteen [6] emphasize the 
importance of considering bird communication in the context of overlapping 
communication networks, rather than exclusively using a dyad model in at-
tempts to explain the dynamics of bird calls and communication within a 
flock. The dyad model consists of a single sender and a single receiver, and 
has in the past been the most popular model for researchers to work with 
because it is more mathematically tractable than the network model. How-
ever, a model can be successfully simulated even if it is not mathematically 
tractable, and the simulation can produce useful, if not provably correct, 
results. Our model makes use of communication networks similar to those 
described by McGregor and Dabelsteen, and as we explain later, it shows 
that the degree of interconnectedness can have a significant impact on the 
propagation of signals through the group. 
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Predictable daily fluctuations in birds' acoustic signaling are explored by 
ornithologists Staicer, Spector, and Horn [9] who try to sort through the 
multitude of factors that are believed to cause diel patterns, and specifically, 
the dawn chorus. They conclude that detailed studies of the relationship 
between the temporal patterns in birds' vocal interactions and environmental 
cues are needed in order to understand the occurrence of diel patterns such as 
the dawn chorus. Experimentation with live birds will be necessary to prove 
or disprove any hypotheses about these patterns, but again, simulation is an 
excellent method for testing the plausibility of a theory. Our model focuses 
specifically on temporal patterns in acoustic communication, although not 
at the level of diel patterns. Simulations similar to ours, but performed on a 
larger scale, could provide a tool for investigating these flock-wide temporal 
patterns in bird communication. 
3 Agent and Group Model 
In order to examine the emergent behavior of group communication, we de-
veloped a simulation program to create independent agents capable of com-
municating and interacting with each other in an artificial world. As pre-
viously indicated, we selected a flock of birds as our model for the group 
of agents in the simulation program. One reason for this choice is that the 
cacophony of a flock is a prime example of the decentralized communication 
and decision making we wish to study. A flock of birds is a model familiar 
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enough to hypothesize about convincingly, and is also one which lacks much 
of the unfathomable complexity inherent in a model of human interactions. 
In order to further limit the complexity of the model and isolate the factors 
of interest to us, the agents: 
1. Are immobile. 
2. Have the ability to see a finite, but fixed distance around themselves. 
3. Can distinctly hear the sounds of only their immediate neighbors. 
4. Can vocalize a limited repertoire of sounds. 
5. Can detect the volume level of the group as a whole. 
Three sounds are possible: a silent call, a soft call, and a loud call. Obvi-
ously, all agents within a group share the same repertoire of sounds. Agents 
also possess a common definition of a "normal," or ideal volume level, and 
share the same minimum, dmin, and maximum, dmax, duration times (in sec-
onds) for issuing sounds. The range of duration times of calls is the same for 
individual agents because it is realistic for agents to be listening and calling 
with approximately the same frequency. 
In order to form a flock, agents are distributed in a circular region based 
on a set of random polar coordinates. The density of the group is there-
fore higher at the center than at the periphery of the region, but since a 
minimal distance is maintained between all agents, the density is bounded. 
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Agents' activities consist of decision making and vocalizing. In the decision 
making phase, an agent evaluates all the information available to it about 
its environment, chooses a sound to make using an algorithm which will be 
explained later, and then chooses a duration time for the sound. Next, in the 
vocalization phase it produces the decided upon sound. Then it begins the 
cycle again by collecting and evaluating more environmental information. 
The implementation of this model was made possible by the use of threads 
(lightweight processes which execute independently of other threads, but are 
not completely separated from the main program) in the simulation program. 
We used the Solaris threads package running on a SPARC workstation to cre-
ate a thread to manage each agent's behavior. Essentially, a thread runs the 
necessary routines to gather information about neighbors' sound production 
and the global volume, executes the decision algorithm, and updates the 
agent's internal information and the display. Then the thread sleeps for the 
duration of the sound the agent emits and begins the cycle again by gathering 
more information. This use of threads allows the simulation to create truly 
independent, asynchronous agents because each agent can behave as if it has 
its own processor and is running its own program to determine behavior. 
Because only local information is used in decision making, thread use is sim-
plified. There are no global variables to lock and no possible race conditions 
to deal with since an agent only changes its own internal information and its 
own state. In general, each thread can execute while the others sleep without 
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creating significant competition for processor time because vocalization time 
is long in comparison to the computation time required for decision making. 
A primitive color display is used to allow observation of the simulation's 
progress in real time. Each agent is represented on the screen by a square, 
suitably positioned and colored according to the sound the agent is currently 
producing. 
4 Cacophony 
Our first goal in creating the simulation program was to produce artificial 
cacophony. The cacophony "pattern" is achieved by maintaining a global 
volume level, Va, near an ideal level, Vi, in such a way that the volume 
level for any neighborhood is about the same as for the group as a whole. 
Cacophony represents an "all-clear" status quo state in which agents can con-
stantly communicate with each other, and it provides a reference background 
pattern which can be modified in special circumstances. The decision algo-
rithm to produce cacophony was relatively simple in the original simulation. 
The organization was as follows: 
1. Listen to sounds of agents located within a fixed radius of one's position 
and find the average local volume level, VL. 
2. Listen to the global volume level, Va. 
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3. Average the local volume level and the global volume level to obtain 
V= VL+Va 
2 ' 
and then choose the next sound, s (0, 1, or 2), to emit in order to bring 
this average as close as possible to the ideal level. First, calculate 
{ 
Vr - 1 if V > (Vr + c) 
s* = Vr + 1 if V < (Vr - c) 
Vr otherwise 
Where c is a fixed constant, 0 < c < 1. Then, 
{ 
0 ifs* < .5 
s = 1 if .5 < s* < 1.5 
2 if 1.5 :5 s* 
4. The duration, d, of the emitted sound, s, is specified by randomly 
choosing 
or 
where x is a uniformly and randomly chosen integer between 1 and 12, 
and 
J, _ dmin + dmax 
- 2 ' 
This method for setting the duration time is a computationally inexpen-
sive way to very crudely approximate a truncated Gaussian distribution with 
mean d, and "small" variance. The above decision algorithm proved sufficient 
to produce artificial cacophony in groups of agents for the majority of simu-
lation runs. The visual display shows color changes corresponding to changes 
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in an agent's sound production. In these simulations, the pattern of color 
changes did not appear to be random, but rather showed agents reacting 
to each other's sounds, as if in conversation. This artificial cacophony was 
characterized by agents' frequent transitions between sounds and by an aver-
age volume level for the whole group very close to the ideal volume level, as 
judged by the human eye. And although difficult to measure, this cacophony 
pattern also appeared to meet the requirement that neighborhoods within 
the larger group have approximately the same volume levels. Cacophony 
can only be recognized when viewed across some period of time, but for the 
purpose of illustration figure 1 of the Appendix shows a screen capture of a 
group exhibiting the cacophony pattern. 
A few simulation runs with this model failed to meet the cacophony re-
quirements, and the problem with these runs was traced back to the compu-
tation of the local volume level. Sometimes the agents would be distributed 
spatially in such a way that one or more agents had no neighbors within 
their hearing radius, or possibly just one neighbor within their hearing ra-
dius. This situation was problematic because then the agent's own current 
sound production dominated the local volume level. Often this led to repet-
itive patterns in which one or more agents would overcompensate for their 
own sound production or the sound of their neighbor. Agents in this situation 
were observed to produce rhythmic patterns in which they would jump from 
silent to loud, silent to loud. The patterns were not maintained perpetually 
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because the random elements in the duration timing eventually broke the 
cycle. But such extended periods of patterned sound production still did not 
fit with the model of cacophony. 
5 Smarter Agents and Predators 
The solution to the feedback problem was the introduction of neighbor lists. 
Instead of listening to all neighbors located within a fixed distance of them-
selves, agents listen to their closest neighbors, however distant those neigh-
bors happen to be. By paying attention only to a few, say five, of their closest 
neighbors, agents are guaranteed to be part of the communication network. 
The simulation was also improved by introducing a new distribution for-
mula for initially placing the agents in the circular region constituting the 
"Hock". Now we let r be the radius of the group, n be the number of agents 
in the group, and set 
r = k logn 
where k is a constant depending on the physical size of the screen display. 
This method kept the density of the group fairly constant for group sizes 
ranging from five to thirty agents by controlling the space available for the 
group according to the number of agents in the group. Of course, the center 
of the group was still denser than the periphery, but that feature is consistent 
with the model. Real flocks tend to be sparser around the edges. With this 
modification, cacophony could be more reliably simulated. 
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Next, predators were introduced into the artificial world. The predator 
model was considerably simpler than the agent model, as predators need only 
appear at some location. No sound, movement, or other behavior is required 
of a predator because predators are introduced solely as a stimulus for the 
agents, and really should be considered part of the environment, rather than 
agents themselves. Therefore, the major change in our model caused by the 
introduction of predators was in the agents' decision making algorithm for 
determining s. At this point we introduced the concept of an agent state. 
Until now, all the descriptions of agents referred to agents in the cacophony 
state. A second state became necessary when predators were introduced into 
the model. New capabilities were added to the simulation so that agents 
could check for the presence of a predator prior to deciding what sound 
to make, and if some indication of a predator was found, the agent would 
enter an alert state. In the alert state, an entirely new decision algorithm 
for determining s was used. Using this algorithm, an agent might issue an 
initial warning after seeing a predator, but otherwise would maintain a strict 
silence to avoid detection. 
With the addition of predators, the number of sounds an agent could 
make was also increased from three to five, so that in addition to silence, 
four distinct sounds became possible. This gave agents three sounds they 
could use to maintain cacophony without using either the silent call or the 
loudest call. Therefore, the frequency of these extreme sounds was reduced 
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so that they were usually invoked in predator situations, as described below. 
The expanded repertoire of sounds also helped eliminate residual repetitive 
patterns because more gradations of soft and loud sounds were available when 
an agent needed to compensate for some variation and help bring the group 
volume level closer to the ideal volume level. 
6 Issuing and Heeding Predator Alerts 
The new version of the decision algorithm for s provided three ways for an 
agent to detect a predator. An agent.can either directly see a predator, hear a 
warning call issued by a neighboring agent, or notice the persistent silence of 
its neighbors. Any of these conditions are sufficient to send it into the alerted 
state. The first situation, seeing a predator, is simple to test. An agent can 
see if there exist any predators whose position coordinates are within its sight 
radius, and if so, issue a warning call to its neighbors. A warning call consists 
of one short loud call, followed by a short silence, followed by another short 
loud call. After the warning call, the agent falls silent. 
The second situation, heeding a warning call, is slightly more complex. 
Because the warning call is not a separate sound, but rather a sequence of 
three distinct calls, timing becomes a critical issue. Normally, sound dura-
tion times are chosen close to d, yet the calls in a warning sequence have 
the shortest durations possible within the allowed time range [dmin, dmax]· 
Therefore, if an agent hears the first part of what might be a warning, it 
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must pick the shortest duration time and listen again after that duration 
time to see if the rest of the warning sequence is forthcoming. The situa-
tion is further complicated by an implementation detail. A thread may be 
forced to sleep, i.e., emit a sound, slightly longer than it requests because 
of scheduling conflicts between the threads and other processes running on 
the computer, so that even though an agent tries to sleep for only a short 
time, it can wind up sleeping for a longer time. Yet another difficulty arises 
if the initial loud call of the warning is missed because a neighbor happens 
to be speaking instead of listening at the time it is issued. In that case the 
neighbor never hears the complete call and must rely on one of the other 
mechanisms to detect the predator's presence. 
Each time an agent hears a neighbor's call at the loudest volume, it 
must track that neighbor's sounds until the neighbor has either issued a 
complete warning call or has produced a sound inconsistent with a warning 
call sequence. Therefore, in order to keep track of neighbors that may be in 
the process of issuing a warning call, agents must make use of some form of 
primitive memory. Our implementation of this memory is simply a list of 
neighbors who might be issuing a warning. At each decision cycle, when the 
agent listens to its neighbors, the list is updated and if a complete warning 
call is detected the agent enters the alert state and falls silent. 
The third way for an agent to detect a predator's presence is to sense 
the persistent silence of its neighbors. This is what sends the majority of 
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agents into the predator alert state because usually one or two agents see a 
predator first, but only a few of their immediate neighbors pick up a warning 
call. Initially, the algorithm to pick up a warning by silence was based on 
the percentage of an agent's neighbors that were silent. For example, one 
could insert the rule that if more than two-thirds of the neighbors were silent, 
then an agent would enter the alerted state and also be silent. This was an 
unreliable method of monitoring silence. If the critical percentage was set 
too high, silence never spread because the initial warning call does not silence 
very many agents. If the critical percentage was set too low, the agents would 
spontaneously fall into silence because a few neighboring agents randomly 
happened to be silent at the same time, and so .triggered the reaction. After 
some experimentation, we concluded that there was no good value for the 
critical percentage at which these two dangers would be balanced and the 
model would work as desired. The revised approach was to make further 
use of the agents' memory to keep track of silent neighbors and the duration 
of their silences. Agents trying to maintain the cacophony pattern would 
be unlikely to remain silent for an extended period of time. Therefore, if 
an agent has a neighbor that remains silent when the agent listens several 
times in a row, then the agent could conclude that the silence probably exists 
because the neighbor is in the predator alert state. The modifications to the 
decision algorithm allow an agent to keep a list of silent neighbors and check 
each time the agent listens to its neighbors to see if the same one(s) remain 
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silent. If a neighbor remains silent for more than three consecutive checks, 
then the agent enters the alerted state and also falls silent. This algorithm 
proved to be much more reliable. Since only one of an agent's neighbors 
need to be silent in order for the silence to spread, a sighting by just one 
agent is guaranteed to cause an alert to spread through the group, even if 
no agent caught the warning call. The drawback of this algorithm is that 
it is a bit more time consuming. Several minimum duration cycles have to 
pass to alert the first group of agents, and then several more have to pass 
to alert their neighbors. In a large group, this process could take fifteen 
or twenty minimum duration cycles. Combining this new strategy with our 
initial one improves reaction time while retaining reliability. Once the first 
group of agents becomes alert and falls silent, many other agents will detect 
a significant percentage of their neighbors being quiet, and they can use 
the test from the initial algorithm to immediately silence themselves. The 
algorithm using both strategies reliably silences the group within seven or 
eight minimum duration cycles. 
The completed decision algorithm for maintaining cacophony that agents 
began using after predators were introduced is described below. 
To choose a sound to produce: 
1. Look for a predator. If there is a predator within the line-of-sight radius, 
enter the alert state, issue a warning call, and then be silent. 
2. Detect a warning. Listen to the sounds of the closest neighbors, and if 
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a neighbor has completed a warning call, enter the alert state and be 
silent. 
3. Evaluate silence. If a neighbor has been silent more than three cycles, 
or if two-thirds of the closest neighbors are silent, enter the alert state 
and be silent. 
4. Assume safety. If no predator has been detected, decide on a sound to 
produce using the original cacophony algorithm. 
In any event, to choose a duration time: 
If there is a neighbor which might be in the process of issuing a 
warning call, choose the shortest possible duration time, other-
wise 
Choose a duration time using the method given for the original 
cacophony simulation. 
This simulation ran very reliably, causing the entire group to fall silent 
with group sizes ranging from five to thirty and duration intervals [dmax, dmin] 
with widths ranging from .3 seconds to 3 seconds. Figure 2 of the Appendix 
contains a sequence of frames showing a group silencing themselves in re-
sponse to a predator's presence. 
On the few occasions when the group failed to fall silent, the reason was 
again found to be due to the spatial distribution of neighbor groups. Some-
times a peripheral neighborhood would fall silent and the rest of the group 
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would not notice their. silence because agents were only paying attention to a 
small number of neighbors and no agents in the main group were listening to 
agents in the peripheral neighborhood. This problem of semi-isolated neigh-
borhoods can be eliminated by requiring agents to listen to a sufficiently large 
number of neighbors. When agents use neighbor lists of size six or larger, 
the problem rarely occurs. 
7 Dominant Agents and the All-Clear Signal 
A group of agents following our model as described thus far can fall silent 
when a predator appears, but has no ability to return to the nascent ca-
cophony state after a predator has left. Due to the silence detection mecha-
nisms, even if one lone agent began producing sounds, no other agents would 
follow suit because all of their other neighbors would still be silent, thus in-
dicating a predator is near. A solution to this difficulty was the addition of 
yet another state which the agents could assume for the purpose of trying to 
re-establish cacophony. In this new state, the cautious state, an agent ignores 
neighbor silence for a while but compensates by producing quiet sounds while 
listening for warning calls and by looking for predators more frequently. Af-
ter spending several minimum duration decision cycles in the cautious state, 
an agent automatically enters the cacophony state in which persistent silence 
will once again be heeded. Adjusting the length of time spent in the cautious 
state shifts the balance between two risks. If the time spent in the cautious 
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state is too short, the risk is that other agents will not have enough time to 
begin producing sound. Therefore, their silence will cause the agent to return 
to silence in the alert state immediately upon entering the cacophony state. 
However, the amount of time spent in the cautious state must be strictly lim-
ited because while in this state, agents are ignoring persistent silence, their 
most effective means of detecting a predator. Each additional minimum du-
ration cycle they spend in the cautious state increases their risk of missing a 
predator. The decision algorithm agents use while in the cautious state is as 
follows: 
1. If there is a predator in sight, return to the alerted state and be silent. 
2. If a warning call is heard, return to the alerted state and be silent. 
3. If no predator is detected, remain in the cautious state and use a soft, 
short call, and search for a predator again as soon as possible. 
4. If this cycle has been completed three times, move into the cacophony 
state. 
However, the cautious state alone is not sufficient to cause a recovery 
from the alerted state and a return to the cacophony state. Without some 
additional stimulus, no agent has a reason to enter the cautious state and 
initiate sound production while silence prevails. The dominancy relation-
ship was introduced to provide a motivation for a first agent to enter the 
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cautious state. This does not violate the design requirement that there be 
no centralized control mechanisms because a dominant agent has no more 
knowledge or power than any other agent. A dominant agent is simply a 
designated agent which in the alert state can follow a slightly different set of 
rules than non-dominant agents. Specifically, dominant agents can choose to 
break the silence if they are in the alert state, there is no predator in sight, 
and the silence has lasted some specified period of time. The sound from 
the dominant agent will then trigger the other agents to enter the cautious 
state. If the predator is truly absent, then cacophony will be re-established. 
If some member of the group can still see a predator, then silence will quickly 
propagate again. 
The decision algorithm for agents in the alert state now becomes: 
1. If the agent is designated as dominant, there is no predator in sight, 
and sufficient time has passed, then enter the cautious state, otherwise 
remain silent in the alert state. 
2. If the agent is not designated as dominant, no predator is in sight, 
sufficient time has passed, and a neighbor is producing sound, then 
enter the cautious state, otherwise remain silent in the alert state. 
Figure 3 of the Appendix contains a series of frames showing a dominant 
agent's signal and the group's return to cacophony. 
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8 An Examination of the Parameter Settings 
The simulation program running according to this finalized model is sufficient 
to demonstrate issuance and heeding of warning calls and propagation of 
silence in response to a predator's presence, in addition to the subsequent 
return to a state of cacophony in a predator's absence. The reliability of 
the simulation's response is good, but not perfect. As noted previously, the 
number of neighbors an agent is required to pay attention to affects the 
spread of silence. The width of the [dmin, dmax] duration interval used in a 
simulation run also affects response time. Of course, the number of agents 
in a group affects response time as well. Below is some preliminary data 
showing the effect of these parameters on the simulations. 
Sound Duration Interval vs. Time to Achieve Silence after Introduction of Predator 
[dmini dmax] Response Time Response Time 
(seconds) (seconds) (minimum duration cycles) 
[.5, .8] 5.37 8.3 
[.5, 1.0] 5.56 7.41 
[.5, 1.2] 6.86 8.07 
[.5, 1.4] 7.27 7.65 
[.5, 1.6] 8.04 7.66 
[.5, 1.8] 7.09 6.17 
[.5, 2.0] 7.12 5.70 
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Group Size vs. Time to Achieve Silence after Introduction of Predator 
Number of Agents in Group Response Time Response Time 
n (seconds) (minimum duration cycles) 
5 2.14 2.85 
10 3.37 4.49 
15 3.66 4.88 
20 5.90 7.87 
25 7.06 9.41 
30 8.07 10.76 
35 7.26 9.68 
40 8.29 11.05 
9 Directions for Future Work 
Future work in this area could be aimed in several different directions. Im-
provements could be made in the agents' decision making strategy; the model 
could be expanded and made more realistic; and eventually, the auditory sim-
ulation could be combined with visual simulation of group behavior. 
One approach to refinement of the agents' decision making strategy would 
be to allow agents to use different decision making algorithms and then use 
environmental pressures to select the agents using the most effective strate-
gies. For example, the predator in our simulation could be enhanced to 
remove the nearest agent that does not fall silent within a short specified 
period of time. Then the remaining agents could be "bred" using a genetic 
algorithm. Agents would pass on their decision algorithms, with perhaps 
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slight mutations, to their offspring. Eventually, the resulting agent popula-
tion would be using an optimal strategy for detecting predators. Of course, 
the mechanism used to breed agents and pass on decision algorithms could 
be quite complicated. But it would be possible to implement if all allowed 
agent actions were encoded and agents kept an internal table specifying which 
actions to take in particular circumstances. Then breeding would just be a 
matter of copying and combining data from action tables. One specific aspect 
of our simulation that such evolution might improve is the agents' transition 
from the alert state to the cautious state. Currently, the entire group transi-
tions from alert to cautious very quickly, usually within two are three decision 
cycles, while it would be more realistic and safer if the transition occurred 
gradually, a few agents at a time. 
A different, but related approach to improving decision making strategy 
would be to give agents the ability to learn from each other. Agents might 
make more extensive use of memory to keep track of their neighbors' actions 
so that they could imitate more successful neighbors. This would allow the 
best strategies to be shared quickly. Learning would allow more experienced 
agents to make better decisions than less experienced ones, and so would 
also lead to more realistic simulations. A similar combination of genetic 
and learning algorithms was used successfully by Ackley and Littman [1] in 
their artificial life simulations. They concluded that "learning and evolution 
together were more successful than either alone in producing adaptive pop-
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ulations." It seems that the same might hold true for simulations of group 
communication. 
Another ability that would improve decision making strategy is direc-
tional listening. Directional listening refers to discerning the direction a 
sound comes from, and is acco~plished by many animals when they judge 
the location of sound source based on differences between the sound that is 
heard by their right ear and sound that is heard by their left ear. Directional 
listening would clearly provide agents with more relevant information that 
they could use to make decisions. In our simulation, agents hear sounds that 
originate within a certain radius of the agent, but agents cannot tell which 
direction sounds come from. Knowing the direction of a sound's origin would 
allow agents to know whether a predator was moving toward or away from 
them and so would allow agents to formulate a more intelligent response in 
predator situations. 
The second major area future work could focus on is increasing the re-
alism of simulations. Some aspects of improving realism are closely related 
to improving decision making strategy. The binaural listening is such an ex-
ample. Certainly, directional listening ability provides agents with relevant 
information that can lead to improvements in strategy. But because real 
birds have two ears and make use of directional listening, it also makes the 
model more realistic. Another example is the propagation of sound. In our 
current model agents distinctly hear sounds from their immediate neighbors. 
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However, in a realistic model agents would be able to hear loud sounds from 
agents not in their immediate vicinity, such as a piercing warning call from 
an agent several neighborhoods away. 
The implementation of a non-arbitrary way to specify dominance would 
also improve the model's realism. The challenge here would be to create a 
mechanism that determines "pecking order" within the flock based on the 
relative quality of the agents, without adding unmanageable complexity to 
the model. The difficulty in doing this lies in the fact that in real flocks, dom-
inancy is determined by a number of factors such as size, voice quality, and 
mating success. An implementation including such complex behaviors could 
become excessively detailed and risk losing its usefulness, as too many inter-
acting factors can lead to incomprehensible behavior. Therefore, a simpler, 
but still meaningful method of specifying dominance is needed. 
A most important step in producing realistic communication is the pro-
duction of audible patterns. To do this, call sequences must be issued instead 
of simple single calls. This requirement increases the complexity of agents' 
choice of calls because calls containing different volume levels must be cho-
sen and a constant ideal volume level maintained. However, observation of 
real life shows that communication is a complex phenomenon, so that a re-
alistic simulation must contain multiple call sequences. After multiple call 
sequences are implemented, the simulation could easily be altered to pro-
duce audible sounds. Quite simply, a particular sound could be substituted 
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for each color the simulation previously displayed, so that the visual repre-
sentation of cacophony would be transformed into a acoustic representation. 
Then the simulation would be ready for use in the third area for future 
work - integration with a visual simulation of group behavior. The obvious 
visual simulation to use with our model is the flocking simulation. Used to-
gether, these auditory and visual simulations could produce the appearance 
of believable flock behavior. Coherent visual and auditory components would 
make possible the automated flock behavior we described earlier - flying, 
landing, calling, responding to warnings, etc. - in one uninterrupted se-
quence. The main change such integration would require would be dynamic 
updates of the neighbor lists as the agents move about, assuming different 
spatial positions and acquiring new neighbors. 
Eventually, such simulations could be adapted for broader use with syn-
thetic actors. For example, a human director might specify the normal/ 
cacophony pattern for a group, an alert response, a set of cautious state ac-
tions, and conditions for entering and leaving the states. The agents could 
represent entities other than birds, perhaps even people. Then, for example, 
a gun-waving madman could be substituted for a predator, etc. The peo-
ple's response pattern would be similar to that of a flock confronted with a 
predator, so the same basic simulation could be used. The specific actions 
and conditions could vary depending on the particular simulated situation, 
but the reaction patterns would remain unchanged. 
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10 Conclusions 
In this paper, we have developed a model for group communication of agents. 
The resulting simulations have successfully demonstrated agents issuing and 
heeding warning calls and have shown the propagation of silence in response 
to a predator's presence and a return to a state of cacophony in a preda-
tor's absence. On the basis of our artificial life simulations, we conclude 
that collections of agents can produce coherent group communication be-
havior without having any centralized control over individual agents when 
the agents are made truly autonomous and asynchronous communication is 
possible. As long as the agents have common goals and have access to lo-
cal environment information, each agent can play its role without having 
recourse to complete information about all the other agents and without re-
lying on a supervisory entity. If individual agents employ sound decision 
making strategies, the resulting behavior can be nearly as optimal as that 
produced under centralized control. The response time may be slightly slower 
than if each agent responded to the direction of some omnipotent supervisor 
because redundancy is introduced when several agents must collect the same 
information. However, the advantages of distributed decision making are still 
considerable. First, it is a more practical model. In many real world situ-
ations it is impossible to have an omnipotent supervisor because complete 
information is not available to any agent and each one must choose behavior 
using incomplete information. Second, an increase in the number of agents 
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does not pose the same difficulties for a distributed model as it does for a 
centralized model. A centralized communication system quickly gets bogged 
down as the number of agents grows because more communication must take 
place, more information must be gathered, and more factors must be consid-
ered for each decision that is made. A distributed system does not experience 
the same difficulty because each agent, or each node of the system, collects 
local information and then makes a near optimal decision. Therefore, the 
amount of communication and the complexity of decision making does not 
necessarily increase with an increase in group size. 
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Appendix A 
Figure 1 
Cacophony State 
Others hear the warning and begin to fall silent 
1'b.e entire group is silent 
Figure 3 
The whole group is in tb.e cautious state. The group begin to re-establisth cacophony. 
Figure 3 (cont) 
Cacophony is restored. 
