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Abstract
We have generalized the properties with the tensor product, of one 4 × 4
matrix which is a permutation matrix, and we call a tensor commutation
matrix 2 ⊗ 2. Tensor commutation matrices n ⊗ p can be construct with
or without calculus. A formula allows us to construct a tensor permutation
matrix, which is a generalization of tensor commutation matrix, has been
established. The expression of an element of a tensor commutation matrix
n ⊗ p, with n = p , has been generalized in the case of any element of a
tensor permutation matrix. The tensor commutation matrix 3 ⊗ 3 has been
expressed by using the Gell-Mann matrices.
INTRODUCTION
When we had worked on RAOELINA ANDRIAMBOLOLONA idea on
the using tensor product in Dirac equation [1], [2] we had met the unitary
matrix
[U2⊗2] =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1


which has the following properties : for any unicolumns and two rows matrices
[α] =
[
α1
α2
]
∈M2×1(K), [β] =
[
β1
β2
]
∈M2×1(K)
[U2⊗2]·( [α]⊗[β] ) = [β]⊗[α]
1
and [1] for any two 2× 2 square matrices, [A], [B] ∈M2×2(K)
[U2⊗2]·( [A]⊗[B] ) = ( [B]⊗[A] )·[U2⊗2]
This matrix is frequently found in quantum information theory [3], [4], [5]
where one write, by using the Pauli matrices [3],[4],[5]
[U2⊗2] =
1
2
( σ0⊗σ0 + σi⊗σi )
(1)
where,
σ1 =
[
0 1
1 0
]
, σ2 =
[
0 −i
i 0
]
, σ3 =
[
1 0
0 −1
]
are the Pauli matrices, σ0 =
[
1 0
0 1
]
and according to Einstein convention
repeated index denotes summation over the index in question. We call this
matrix a tensor commutation matrix 2 × 2. A tensor commutation matrix
3× 3 has been written by KAZUYUKI FUJII [3] by the following way
[U3⊗3] =



 1 0 00 0 0
0 0 0



 0 0 01 0 0
0 0 0



 0 0 00 0 0
1 0 0



 0 1 00 0 0
0 0 0



 0 0 00 1 0
0 0 0



 0 0 00 0 0
0 1 0




0 0 1
0 0 0
0 0 0




0 0 0
0 0 1
0 0 0




0 0 0
0 0 0
0 0 1




in order to obtain a conjecture of the form of a tensor commutation matrix
n⊗ n, for any n ∈ N⋆.
We have studied the properties of such matrices in the more general case,
according to the RAOELINA ANDRIAMBOLOLONA approach in linear
2
algebra and multilinear algebra [6]. In establishing firstly, the theorems on
linear operators in intrinsic way, that is independently of the basis, and after
that we demonstrate the analogous theorems for the matrices.
Define [Un⊗p] as the tensor commutation matrix n⊗ p, n, p ∈ N⋆, whose
elements are 0 or 1.
In this article we have given two manners to construct [Un⊗p] for any n and
p ∈ N⋆, and we have constructed a formula which allows us to construct the
tensor permutation matrix [Un1⊗n2⊗...⊗nk(σ)], ( n1, n2, . . ., nk ) ∈ N
⋆ and a
formula which gives us the expression of their elements. From (1) it is normal
to think to what about the expression of [U3⊗3] by using Gell-Mann matrices.
But at first we are obliged to talk a bit about the definitions of the types
of matrices, and after that we are going to expose the properties of tensor
product.
Define [In] as the n×n unit matrix. For the vectors and covectors we have
used the RAOELINA ANDRIAMBOLOLONA’s notations[7], with overlining
for the vectors, x, and underlining for the covectors, ϕ.
Throughout this article K = R or C.
1 Matrices. A generalization
If the elements of a matrix are considered as the components of a second
order tensor, we adopt the habitual notation for a matrix, without bracket
inside. Whereas if the elements of the matrix are, for instance, considered as
the components of sixth order tensor, three times covariant and three times
contravariant, then we represent the matrix of the following way, for example
3
[M ] =




[
1 0
1 1
] [
1 1
3 2
]
[
0 0
0 0
] [
1 1
1 1
]




[
1 0
1 2
] [
7 8
9 0
]
[
3 4
5 6
] [
9 8
7 6
]




[
1 1
1 1
] [
0 0
3 2
]
[
4 5
1 6
] [
1 7
8 9
]




[
5 4
3 2
] [
1 0
1 2
]
[
3 4
5 6
] [
7 8
9 0
]




[
1 2
3 4
] [
9 8
7 6
]
[
5 6
7 8
] [
5 4
3 2
]




[
9 8
7 6
] [
5 4
3 2
]
[
1 0
1 2
] [
3 4
5 6
]




[M ] =
(
M i1i2i3j1j2j3
)
i1i2i3 = 111, 112, 121, 122, 211, 212, 221, 222, 311, 312, 321, 322
row indices
j1j2j3 = 111, 112, 121, 122, 211, 212, 221, 222
column indices
The first indices i1 and j1 are the indices of the outside bracket which we
call the first order bracket ; the second indices i2 and j2 are the indices of
the next bracket which we call the second order brackets ; the third indices
i3 and j3 are the indices of the most interior bracket, of this example, which
we call third order brackets. So, for instance, M321121 = 5.
If we delete the third order brackets, then the elements of the matrix [M ]
are considered as the components of a forth order tensor, twice contravariant
and twice covariant.
Consider a more general case [M ] =
(
M i1i2...ikj1j2...jk
)
where the elements of
[M ] are considered as the components of a 2k-th order tensor, k times con-
travariant and k times covariant. The first order bracket is the bracket of a
n1× m1- dimensional matrix ; the second order brackets are the brackets of a
n2× m2- dimensional matrices ; . . . ; the k-th brackets are the the brackets of
the nk× mk-dimensional matrices. [M ] = (γ
s
t )1 ≤ s ≤ n1n2...nk, 1 ≤ t ≤ m1m2...mk if
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the elements of [M ] are considered as the components a second order tensor,
once contravariant and once covariant. Then, [8]
s = nknk−1 . . . n3n2(i1−1)+nknk−1 . . . n3(i2−1)+. . .+nk(ik−1−1)+ik (1.2)
t = mkmk−1 . . .m3m2(j1−1)+mkmk−1 . . .m3(j2−1)+. . .+mk(jk−1+jk (1.3)
The elements of the matrix [N ] = (N ijk ) =


[
1 1
1 1
]
[
0 1
2 3
]
[
4 5
6 7
]
[
8 9
0 1
]


, with interior brack-
ets, can be considered as the components of a third order tensor, twice con-
travariant and once covariant. Then, for example, (N122 ) = 1.
2 Tensor Product of Matrices
Definition 2.1. Consider [A] = (Aij) ∈Mm×n(K), [B] = (B
i
j) ∈Mp×r(K).
The matrix defined by
[A]⊗ [B] =


A11[B] . . . A
1
j [B] . . . A
1
n[B]
...
...
...
Ai1[B] . . . A
i
j [B] . . . A
i
n[B]
...
...
...
Am1 [B] . . . A
m
j [B] . . . A
m
n [B]


obtained by suppressing the brackets after the multiplications by scalar,
Aij [B], is called the tensor product of the matrix [A] by the matrix [B].
[A]⊗ [B] ∈Mmp×nr(K)
Theorem 2.1. Consider the linear operators A ∈ L(E ,F) , B ∈ L(G,H).
[A] is the matrix of A in the couple of basis
(
(ei)1 ≤i ≤n, (fj)1 ≤j ≤m
)
, [B] the
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one of B in
(
(gk)1 ≤k ≤r, (hl)1 ≤l ≤p
)
. Then, [A]⊗ [B] is the matrix of A⊗B in
the couple of basis (B, B1), where
B = (e1⊗ g1, e1⊗ g2, . . . , e1⊗ gr, e2⊗ g1, e2⊗ g2, . . . , e2⊗ gr, . . . , en⊗ g1, en⊗
g2, . . . , en ⊗ gr)
Define
B = (ei ⊗ gk)1 ≤i ≤n,1 ≤k ≤r = ((ei)1 ≤i ≤n) ⊗ ((gk)1 ≤k ≤r)
B1 =
(
fj ⊗ hl
)
1 ≤j ≤m,1 ≤l ≤p =
(
(fj)1 ≤j ≤m
)
⊗
(
(hl)1 ≤l ≤p
)
Let
[A] ⊗ [B] = (γst )1 ≤ s ≤ mp, 1 ≤ t ≤ nr
where,
γst = A
i1
j1
Bi2j2 ,
according to the formulas (1.2) and (1.3)
s = p(i1 − 1) + i2
t = r(j1 − 1) + j2
One can also define elements of tensor product of the matrix [A] by the
matrix [B] by the the following way
[A] ⊗ [B] = (C i1i2j1j2) = (A
i1
j1
Bi2j2)
(cf. for example [3] ) where,
i1i2 are row indices
j1j2 are column indices.
In the first notation the elements of [A]⊗ [B] are considered as components
of a second order tensor , whereas in the second one, the elements of [A]⊗
[B] are considered as components of a forth order tensor. As an example,
[A] =
[
1 0
−1 2
]
,
[
0 1 −1
2 3 4
]
[A] ⊗ [B] =


[
0 1 −1
2 3 4
] [
0 0 0
0 0 0
]
[
0 −1 1
−2 −3 −4
] [
0 2 −2
4 6 8
]


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the result of the calculus for the second notation, whereas
[A] ⊗ [B] =


0 1 −1 0 0 0
2 3 4 0 0 0
0 −1 1 0 2 −2
−2 −3 −4 4 6 8


the result of the calculus for the first notation.
Proposition 2.2. ([B1] · [A1]) ⊗ ([B2] · [A2]) = ([B1]⊗ [B2]) · ([A1]⊗ [A2])
for any matrices [B1], [A1], [B2], [A2] if the habitual matricial products [B1] ·
[A1] and [B2] · [A2] are defined.
Proposition 2.3. [In]⊗ [Im] = [Inm]
Proposition 2.4. Tensor product of matrices is associative.
Theorem 2.5. Consider ([Ai])1≤i≤n×m a basis of Mn×m(K), ([Bj ])1≤j≤p×r a
basis ofMp×r(K). Then, ([Ai]⊗ [Bj ])1≤i≤n×m,1≤j≤p×r is a basis ofMnp×mr(K).
3 Tensor permutation operators
Definition 3.1. Consider k K- vector spaces E1, E2, . . ., Ek, σ a permutation
on {1, 2, . . . , k}. Call σ- tensor permutation operator a linear operator Uσ
from E1⊗ E2⊗. . .⊗ Ek to Eσ(1)⊗ Eσ(2)⊗. . .⊗ Eσ(k), Uσ∈ L(E1⊗ E2⊗. . .⊗ Ek,
Eσ(1)⊗ Eσ(2)⊗. . .⊗ Eσ(k) ), defined by
Uσ(x1 ⊗ x2 ⊗ . . . ⊗ xk) = xσ(1) ⊗ xσ(2) ⊗ . . . ⊗ xσ(k)
for all x1 ∈ E1, x2 ∈ E2, . . ., xk ∈ Ek.
If n = 2, then say that Uσ is a tensor commutation operator.
Remark 3.1. Uσ is an isomorphism and Uσ
−1 is a tensor permutation oper-
ator too.
Theorem 3.2. Consider k K- vector spaces E1, E2, . . ., Ek, σ a permutation
on {1, 2, . . . , k}, Uσ ∈ L(E1 ⊗ E2 ⊗ . . . ⊗ Ek, Eσ(1) ⊗ Eσ(2) ⊗ . . . ⊗ Eσ(k))
σ- tensor permutation operator. Then, for all φ1 ∈ L(E1), φ2 ∈ L(E2), . . .,
φk ∈ L(Ek)
Uσ·(φ1 ⊗ φ2 ⊗ . . . ⊗ φk) = (φσ(1) ⊗ φσ(2) ⊗ . . . ⊗ φσ(k))·Uσ
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Proof. φ1 ⊗ φ2 ⊗ . . . ⊗ φk ∈ L(E1 ⊗ E2 ⊗ . . . ⊗ Ek), thus
Uσ·(φ1 ⊗ φ2 ⊗. . .⊗ φk)∈ L(E1 ⊗ E2 ⊗ . . . ⊗ Ek, Eσ(1) ⊗ Eσ(2) ⊗ . . . ⊗ Eσ(k))
φσ(1) ⊗ φσ(2) ⊗ . . . ⊗ φσ(k) ∈ L(Eσ(1) ⊗ Eσ(2) ⊗ . . . ⊗ Eσ(k)), thus
(φσ(1) ⊗ φσ(2) ⊗. . .⊗ φσ(k))·Uσ∈ L(E1 ⊗ E2 ⊗. . .⊗ Ek, Eσ(1) ⊗ Eσ(2) ⊗. . .⊗
Eσ(k))
If x1 ∈ E1, x2 ∈ E2, . . ., xk ∈ Ek,
Uσ·(φ1 ⊗ φ2 ⊗. . .⊗ φk) (x1 ⊗ x2 ⊗ . . . ⊗ xk) = Uσ[φ1(x1) ⊗ φ2(x2) ⊗. . .⊗ φk(xk)]
= φσ(1)(xσ(1)) ⊗ φσ(2)(xσ(2)) ⊗. . .⊗ φσ(k)(xσ(k))
( Since Uσ is a tensor permutation operator)
= (φσ(1) ⊗ φσ(2) ⊗ . . . ⊗ φσ(k))(xσ(1) ⊗ xσ(2) ⊗ . . . ⊗ xσ(k))
= (φσ(1) ⊗ φσ(2) ⊗ . . . ⊗ φσ(k))·Uσ(x1 ⊗ x2 ⊗ . . . ⊗ xk).
Theorem 3.3. If Uσ is a σ- tensor permutation operator, then its transpose
Uσ
t is a σ−1-tensor permutation operator.
Proof. Let us consider k K- vector spaces E1, E2, . . ., Ek of finite dimen-
sions, Uσ ∈ L(E1 ⊗ E2 ⊗ . . . ⊗ Ek, Eσ(1) ⊗ Eσ(2) ⊗ . . . ⊗ Eσ(k)) σ- tensor
permutation operator. Then Uσ
t ∈ L( Eσ(1)
⋆ ⊗ Eσ(2)
⋆ ⊗ . . . ⊗ Eσ(k)
⋆, E1
⋆ ⊗
E2
⋆ ⊗ . . . ⊗ Ek
⋆).
Let ϕσ(1) ∈ Eσ(1)
⋆, ϕσ(2) ∈ Eσ(2)
⋆, . . .ϕσ(k) ∈ Eσ(k)
⋆, x1 ∈ E1, x2 ∈ E2, . . ., xk ∈ Ek.
Uσ
t ·
(
ϕσ(1) ⊗ ϕσ(2) ⊗ . . .⊗ ϕσ(k)
)
(x1 ⊗ x2 ⊗ . . . ⊗ xk)
= ϕσ(1) ⊗ ϕσ(2) ⊗ . . .⊗ ϕσ(k) [Uσ(x1 ⊗ x2 ⊗ . . . ⊗ xk)]
( by definition of operator transpose [6])
= ϕσ(1) ⊗ ϕσ(2) ⊗ . . .⊗ ϕσ(k)(xσ(1) ⊗ xσ(2) ⊗ . . . ⊗ xσ(k))
= ϕσ(1)(xσ(1))⊗ϕ
σ(2)(xσ(2))⊗. . .⊗ϕ
σ(k)(xσ(k)) = ϕ
σ(1)(xσ(1))ϕ
σ(2)(xσ(2)) . . . ϕ
σ(k)(xσ(k))
(because ϕσ(i)(xσ(i)) are elements of K)
= ϕ1(x1)⊗ ϕ
2(x2)⊗ . . .⊗ ϕ
k(xk)
= (ϕ1 ⊗ ϕ2 ⊗ . . .⊗ ϕk)(x1 ⊗ x2 ⊗ . . . ⊗ xk)
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We have
Uσ
t
(
ϕσ(1) ⊗ ϕσ(2) ⊗ . . .⊗ ϕσ(k)
)
(x1 ⊗ x2 ⊗ . . . ⊗ xk)
= (ϕ1 ⊗ ϕ2 ⊗ . . .⊗ ϕk)(x1 ⊗ x2 ⊗ . . . ⊗ xk)
for all x1 ∈ E1, x2 ∈ E2, . . ., xk ∈ Ek.
Hence,
Uσ
t ·
(
ϕσ(1) ⊗ ϕσ(2) ⊗ . . .⊗ ϕσ(k)
)
= (ϕ1 ⊗ ϕ2 ⊗ . . .⊗ ϕk)
4 Tensor permutation matrices
Definition 4.1. Let us consider k finite dimensional K- vector spaces E1, E2,
. . ., Ek of dimensions n1, n2, . . ., nk respectively, Uσ ∈ L(E1 ⊗ E2 ⊗ . . . ⊗
Ek, Eσ(1) ⊗ Eσ(2) ⊗ . . . ⊗ Eσ(k)) σ- tensor permutation operator. Let
B1 = (e11 ⊗ e12 ⊗ . . . ⊗ e1n1) be a basis of E1
B2 = (e21 ⊗ e22 ⊗ . . . ⊗ e2n2) be a basis of E2
. . .
Bk = (ek1 ⊗ ek2 ⊗ . . . ⊗ eknk) be a basis of Ek
[Uσ] the matrix of Uσ with respect to a couple of basis (B1⊗B2⊗ . . .⊗ Bk,
Bσ(1)⊗ Bσ(2)⊗ . . .⊗ Bσ(k) ). [Uσ] is a square matrix of dimension n1 × n2 ×
. . . × nk independent of the basis B1, B2,. . ., Bk. Call this matrix σ-tensor
permutation matrix n1 ⊗ n2 ⊗ . . .⊗ nk.
Theorem 4.1. [Uσ] a σ-tensor permutation matrix n1⊗n2⊗ . . .⊗nk if only
if, for all [α1] ∈ Mn1×1(K), [α2] ∈ Mn2×1(K),. . ., [αk] ∈ Mnk×1(K)
[Uσ] · ([α1]⊗ [α2]⊗ . . .⊗ [αk]) = [ασ(1)]⊗ [ασ(2)]⊗ . . .⊗ [ασ(k)]
Proof. ” =⇒ ” Let α1 ∈ E1, α2 ∈ E2, . . ., αk ∈ Ek, [α1], [α2],. . ., [αk] unicolumn
matrices formed by the components of α1, α2,. . ., αk respectively with respect
to B1, B2,. . ., Bk.
Uσ(α1 ⊗ α2 ⊗ . . . ⊗ αk) = ασ(1) ⊗ ασ(2) ⊗ . . . ⊗ ασ(k)
The components of α1 ⊗ α2 ⊗ . . . ⊗ αk with respect to B1⊗B2⊗ . . .⊗ Bk
are the elements of the unicolumn matrix [α1] ⊗ [α2] ⊗ . . . ⊗ [αk] and the
ασ(1) ⊗ ασ(2) ⊗ . . . ⊗ ασ(k) ones, with respect to Bσ(1)⊗ Bσ(2)⊗ . . .⊗ Bσ(k),
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are the elements of the unicolumn matrix [ασ(1)]⊗ [ασ(2)]⊗ . . .⊗ [ασ(k)].
Hence,
[Uσ] · ([α1]⊗ [α2]⊗ . . .⊗ [αk]) = [ασ(1)]⊗ [ασ(2)]⊗ . . .⊗ [ασ(k)]
” ⇐= ” Suppose that for all [α1] ∈ Mn1×1(K), [α2] ∈ Mn2×1(K),. . .,
[αk] ∈ Mnk×1(K)
[Uσ] · ([α1]⊗ [α2]⊗ . . .⊗ [αk]) = [ασ(1)]⊗ [ασ(2)]⊗ . . .⊗ [ασ(k)]
Let α1 ∈ E1, α2 ∈ E2, . . ., αk ∈ Ek and B1, B2,. . ., Bk be basis respectively of
E1, E2, . . ., Ek where the components of α1, α2,. . ., αk form the unicolumn
matrices [α1], [α2],. . ., [αk].
Uσ ∈ L(E1 ⊗ E2 ⊗ . . . ⊗ Ek, Eσ(1) ⊗ Eσ(2) ⊗ . . . ⊗ Eσ(k)) whose matrix with
respect to (B1⊗B2⊗ . . .⊗ Bk, Bσ(1)⊗ Bσ(2)⊗ . . .⊗ Bσ(k) ) is [Uσ]. Thus
Uσ(α1 ⊗ α2 ⊗ . . . ⊗ αk) = ασ(1) ⊗ ασ(2) ⊗ . . . ⊗ ασ(k)
This is true for all α1 ∈ E1, α2 ∈ E2, . . ., αk ∈ Ek.
Uσ is a σ- tensor permutation operator and [Uσ] is σ-tensor permutation
matrix.
Theorem 4.2. Let [Uσ] be σ-tensor permutation matrix n1 ⊗ n2 ⊗ . . .⊗ nk.
Then, for all square matrices [A1], [A2],. . ., [Ak], of dimensions respectively
n1, n2, . . ., nk
[Uσ] · ([A1]⊗ [A2]⊗ . . .⊗ [Ak]) = ([Aσ(1)]⊗ [Aσ(2)]⊗ . . .⊗ [Aσ(k)]) · [Uσ]
Proof. Let A1 ∈ L(E1), A2 ∈ L(E2), . . ., Ak ∈ L(Ek) whose matrices with
respect to B1, B2,. . ., Bk are respectively [A1], [A2],. . ., [Ak]. Then [A1] ⊗
[A2]⊗ . . .⊗ [Ak] is the matrix of A1⊗A2⊗ . . . ⊗Ak with respect to B1⊗B2⊗
. . .⊗ Bk.
But, A1⊗A2⊗. . .⊗Ak ∈ L(E1 ⊗ E2 ⊗ . . . ⊗Ek) andAσ(1)⊗Aσ(2)⊗. . .⊗Aσ(k) ∈
L(Eσ(1) ⊗ Eσ(2) ⊗ . . . ⊗ Eσ(k)), thus
Uσ ·(A1⊗A2⊗ . . .⊗Ak), (Aσ(1)⊗Aσ(2)⊗ . . .⊗Aσ(k)) ·Uσ ∈ L(E1 ⊗ E2 ⊗ . . . ⊗
Ek, Eσ(1) ⊗ Eσ(2) ⊗ . . . ⊗ Eσ(k)).
[Aσ(1)]⊗ [Aσ(2)]⊗ . . .⊗ [Aσ(k)] is the matrix of Aσ(1)⊗Aσ(2)⊗ . . .⊗Aσ(k) with
respect to Bσ(1)⊗ Bσ(2)⊗ . . .⊗ Bσ(k), thus ([Aσ(1)]⊗ [Aσ(2)]⊗ . . .⊗ [Aσ(k)]) · [Uσ]
is the one of (Aσ(1) ⊗Aσ(2) ⊗ . . .⊗Aσ(k)) ·Uσ with respect to (B1⊗B2⊗ . . .⊗
Bk, Bσ(1)⊗ Bσ(2)⊗ . . .⊗ Bσ(k) ).
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[Uσ] · ([A1]⊗ [A2]⊗ . . .⊗ [Ak]) is the matrix of Uσ · (A1⊗A2⊗ . . .⊗Ak) with
respect to the same basis.
Employing the Theorem3.2,
Uσ · (A1 ⊗ A2 ⊗ . . .⊗Ak) = (Aσ(1) ⊗ Aσ(2) ⊗ . . .⊗ Aσ(k)) · Uσ
Hence
[Uσ] · ([A1]⊗ [A2]⊗ . . .⊗ [Ak]) = ([Aσ(1)]⊗ [Aσ(2)]⊗ . . .⊗ [Aσ(k)]) · [Uσ]
Example 4.3. Let [α] =

 α
1
α2
α3

 ∈M3×1(K), [β] =
[
β1
β2
]
∈M2×1(K)
[U3⊗2] ∈M6×6(K) is a tensor commutation matrix 3⊗ 2. Using the The-
orem4.1,
[U3⊗2]·( [α]⊗[β] ) = [β]⊗[α]
[U3⊗2] ·


α1β1
α1β2
α2β1
α2β2
α3β1
α3β2


=


α1β1
α2β1
α3β1
α1β2
α2β2
α3β2


=


1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1


·


α1β1
α1β2
α2β1
α2β2
α3β1
α3β2


Using Theorem4.1,
[U3⊗2] =


1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1


(4.1)
[U2⊗3] =


1 0 0 0 0 0
0 0 0 1 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 1 0 0 0
0 0 0 0 0 1


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is the tensor commutation matrix 2⊗ 3.
Using the Theorem4.2, for all [A] ∈M3×3(K), [B] ∈M2×2(K)
[U3⊗2]·( [A]⊗[B] ) = ( [B]⊗[A] )·[U3⊗2]
and
[U2⊗3]·( [B]⊗[A] ) = ( [A]⊗[B] )·[U2⊗3]
Remarks 4.4. 1. Tensor commutation matrices 1 ⊗ 12, 12 ⊗ 1, 2 ⊗ 6,
6 ⊗ 2, 3 ⊗ 4 et 4 ⊗ 3 are 12-dimensional square matrices and are the
only 12× 12 square matrices which are tensor commutation matrices.
2. For n ∈ IN⋆, the tensor commutation matrix 1⊗n is the n-dimensional
unit matrix.
3. For n ∈ IN⋆, the tensor commutation matrix n ⊗ n is a symmetrical
matrix.
4. For n ∈ IN⋆, for p ∈ IN⋆, tensor commutation matrices p ⊗ n et
n⊗ p are inverses and transposes each other.
5. If p is a prime integer number , the only p-dimensional tensor com-
mutation matrix is the p-dimensional unit matrix, which is the tensor
commutation matrix 1⊗ p.
6. Let E be a n-dimensional K-vector space, U ∈ L(E ⊗ E) a tensor
commutation operator
U = U−1
That is U is an involutive endomorphism.
7. For n ∈ IN⋆, for p ∈ IN⋆, the set { [U1⊗np], [Up⊗n], [Un⊗p] } equipped
of the habitual product of matrices is a sous-group of the group of the
permutation matrices np× np.
8. We will remark { [U1⊗12], [U2⊗6], [U6⊗2], [U3⊗4], [U4⊗3] } equipped of
the habitual product of matrices is not a sous-group of the group of
the permutation matrices 12× 12 because [U2⊗6].[U4⊗3] is not a tensor
commutation matrix.
Notation 4.5. If Uσ is a tensor permutation matrix, then αUσ,(α ∈ K)
is a tensor permutation matrix too. So denote [Un1⊗n2⊗...⊗nk(σ)] the σ-tensor
permutation matrix n1 ⊗ n2 ⊗ . . .⊗ nk formed by 0 and 1.
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Example 4.6. σ is the permutation on {1, 2, 3}, such that σ(1) = 3, σ(2) =
2, σ(3) = 1.
For [α] =
[
α1
α2
]
, [β] =
[
β1
β2
]
, [γ] =
[
γ1
γ2
]
∈M2×1(K), using the Theo-
rem4.1,
[U2⊗2⊗2(σ)] · ([α]⊗ [β]⊗ [γ]) = [γ]⊗ [β]⊗ [α]
Using the same method as the one of the Example4.3
[U2⊗2⊗2(σ)] =


1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1


5 Construction of a tensor permutation ma-
trix
For r ∈ IN⋆, define
[
E
(r)
ij
]
as the matrix r× r whose elements are zeros
except the i-th row and j-th column which is equal 1. The tensor commu-
tation matrix n ⊗ p is a linear combination of some [E
(np)
ij ] with coefficient
1.
[
E
(n)
ij
]
⊗
[
E
(p)
kl
]
=
[
E
(np)
[p(i−1)+k][p(j−i)+l]
]
(5.1)
For example, the tensor commutation matrix [U3⊗2] of (4.1) can be written
[U3⊗2] =
[
E
(6)
11
]
+
[
E
(6)
23
]
+
[
E
(6)
35
]
+
[
E
(6)
42
]
+
[
E
(6)
54
]
+
[
E
(6)
66
]
or
[U3⊗2] =
[
E
(2)
11
]
⊗
[
E
(3)
11
]
+
[
E
(2)
22
]
⊗
[
E
(3)
12
]
+
[
E
(2)
12
]
⊗
[
E
(3)
21
]
+
[
E
(2)
21
]
⊗[
E
(3)
23
]
+
[
E
(2)
11
]
⊗
[
E
(3)
32
]
+
[
E
(2)
22
]
⊗
[
E
(3)
33
]
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We are going to determine the relation between i, j, k and l in order that
the matrix
[
E
(n)
ij
]
⊗
[
E
(p)
kl
]
make up the linear combination giving the tensor
commutation matrix n⊗ p. Let [a] and [b] be two column matrices with n, p
rows respectively.
[a] =


a1
...
an

 , [b] =


b1
...
bp


[
E
(n)
ij
]
⊗
[
E
(p)
kl
]
· ([a]⊗ [b]) =
([
E
(n)
ij
]
· [a]
)
⊗
([
E
(p)
kl
]
· [b]
)
=


0
...
aj
...
0


⊗


0
...
bl
...
0


=


0
...
ajbl
...
0


where, in these three last matrices aj , bl, ajbl are respectively at i-th,
k-th, [p(i− 1) + k]-th rows.
On the other hand
[b]⊗ [a] =


b1a1
...
blaj
...
bpan


where blaj is at [n(l − 1) + j]-th row.
Hence
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[p(i− 1) + k] = [n(l − 1) + j] (5.2)
the relation between i, j, k, l in order that
[
E
(n)
ij
]
⊗
[
E
(p)
kl
]
was among the
terms of the sum giving the tensor commutation matrix n ⊗ p. Using the
relation (5.1), for each column γ
γ = p(j − 1) + l (5.3)
the element at p(i− 1)+ k = [n(l− 1)+ j]-th row is equal to 1 and the other
elements of the same column are equals to zero.
According to (5.2) and (5.3) the tensor commutation matrix n⊗p can be
constructed by the following way without doing any calculus :
Rule 5.1. Let us start in putting 1 at first row and first column, after that
let us pass into second column in going down at the rate of n rows and put
1 at this place, then pass into third column in going down at the rate of n
rows and put 1,and so on until there is only for us n− 1 rows for going down
(then we have obtained as number of 1 : p). Then pass into the next column
which is the (p + 1)-th column, put 1 at the second row of this column and
repeat the process until we have only n − 2 rows for going down (then we
have obtained as number of 1 : 2p). After that pass into the next column
which is the (2p + 2)-th column, put 1 at the third row of this column and
repeat the process until we have only n − 3 rows for going down (then we
have obtained as number of 1 : 3p). Continuing in this way we will have that
the element at n × p-th row and n × p-th column is 1. The other elements
are 0.
Example 5.2. We have the tensor commutation matrix 3⊗ 5
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[U3⊗5] =


1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1


Proposition 5.3. We have the following formula
[Un1⊗n2⊗...⊗nk(σ)]
=
(n1,...,nk)∑
(j1,...,jk)=(1,...,1)
E
(n1n2...nk)
[nknk−1...n3n2(i1−1)+nknk−1...n3(i2−1)+...+nk(ik−1−1)+ik ][nk...n3n2(j1−1)+...+nk(jk−1−1)+jk]
Proof. For any [ar] = (ar)1≤jr≤nr ∈ Mnr×1, r = 1, 2, . . . , k
[Un1⊗n2⊗...⊗nk(σ)] · ([a1]⊗ [a2]⊗ . . .⊗ [ak]) = [aσ(1)]⊗ [aσ(2)]⊗ . . .⊗ [aσ(k)]
can be written as a sum of some matrices En1i1j1 ⊗ E
n2
i2j2
⊗ . . .⊗Enkikjk .
Determine the conditions on i1, j1, i2, j2, . . ., ik, jk so that E
n1
i1j1
⊗ En2i2j2 ⊗
. . .⊗ Enkikjk make up the sum [Un1⊗n2⊗...⊗nk(σ)].
[aσ(1)]⊗ [aσ(2)]⊗ . . .⊗ [aσ(k)] =
(
a
jσ(1)
σ(1) a
jσ(2)
σ(2) . . . a
jσ(k)
σ(k)
)
with
a
j1
1 a
j2
2 . . . a
jk
k = a
jσ(1)
σ(1) a
jσ(2)
σ(2) . . . a
jσ(k)
σ(k)
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is found at [nσ(k)nσ(k−1) . . . nσ(3)nσ(2)(jσ(1)−1)+. . .+nσ(k)nσ(k−1) . . . nσ(3)(jσ(2)−
1) + nσ(k)(jσ(k−1) − 1) + jσ(k)]-th row.
En1i1j1 ⊗E
n2
i2j2
⊗ . . .⊗Enkikjk · ([a1]⊗ [a2]⊗ . . .⊗ [ak]) =


0
...
a
j1
1
...
0


⊗


0
...
a
j2
2
...
0


⊗ . . .⊗


0
...
a
jk
k
...
0


=


0
...
a
j1
1 a
j2
2 . . . a
jk
k
...
0


where aj11 , a
j2
2 , . . ., a
jk
k and a
j1
1 a
j2
2 . . . a
jk
k are respectively at i1-th, i2-th, . . .-th,
ik-th and [nknk−1 . . . n3n2(i1−1)+nknk−1 . . . n3(i2−1)+. . .+nk(ik−1−1)+ik]-
th rows. Thus En1i1j1 ⊗E
n2
i2j2
⊗ . . .⊗Enkikjk is among the terms whose sum gives
[Un1⊗n2⊗...⊗nk(σ)] if only if
nknk−1 . . . n3n2(i1 − 1) + nknk−1 . . . n3(i2 − 1) + . . .+ nk(ik−1 − 1) + ik
= nσ(k)nσ(k−1) . . . nσ(3)nσ(2)(jσ(1) − 1) + . . .+ nσ(k)nσ(k−1) . . . nσ(3)(jσ(2) − 1)
+ nσ(k)(jσ(k−1) − 1) + jσ(k).
However,
En1i1j1 ⊗E
n2
i2j2
⊗ . . .⊗Enkikjk
= E
(n1n2...nk)
[nknk−1...n3n2(i1−1)+nknk−1...n3(i2−1)+...+nk(ik−1−1)+ik][nk...n3n2(j1−1)+...+nk(jk−1−1)+jk].
So for the column γ
γ = nk . . . n3n2(j1 − 1) + nk . . . n3(j2 − 1) + . . .+ nk(jk−1 − 1) + jk
the element at [nσ(k)nσ(k−1) . . . nσ(3)nσ(2)(jσ(1)−1)+. . .+nσ(k)nσ(k−1) . . . nσ(3)(jσ(2)−
1) + nσ(k)(jσ(k−1) − 1) + jσ(k)]-th row is equal to 1 and the other elements of
the same column are zeros.
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6 Expression of an element of a tensor per-
mutation matrix
Here n and p are any elements of N⋆. So it is a matter of generalizing
the expression of an element of the tensor commutation matrix n⊗n for any
n ∈ N⋆[3]. At first, study the above example for conjecturing the expression
for the more general case. So we follow the way in the paper [3]. Then write
[U3⊗5] by the following way :
[U3⊗5] =



 1 0 0 0 00 0 0 0 0
0 0 0 0 0



 0 0 0 0 01 0 0 0 0
0 0 0 0 0



 0 0 0 0 00 0 0 0 0
1 0 0 0 0




0 1 0 0 0
0 0 0 0 0
0 0 0 0 0




0 0 0 0 0
0 1 0 0 0
0 0 0 0 0




0 0 0 0 0
0 0 0 0 0
0 1 0 0 0



 0 0 1 0 00 0 0 0 0
0 0 0 0 0



 0 0 0 0 00 0 1 0 0
0 0 0 0 0



 0 0 0 0 00 0 0 0 0
0 0 1 0 0



 0 0 0 1 00 0 0 0 0
0 0 0 0 0



 0 0 0 0 00 0 0 1 0
0 0 0 0 0



 0 0 0 0 00 0 0 0 0
0 0 0 1 0




0 0 0 0 1
0 0 0 0 0
0 0 0 0 0




0 0 0 0 0
0 0 0 0 1
0 0 0 0 0




0 0 0 0 0
0 0 0 0 0
0 0 0 0 1




Consider the rectangular matrices [In×p] =
(
δij
)
1≤i≤n,1≤j≤p, [Ip×n] =(
δij
)
1≤i≤p,1≤j≤n, where δ
i
j is the Kronecker symbol. The matrix
[Ip×n]⊗ [In×p] =
(
δi1i2j1j2
)
=
(
δi1j1δ
i2
j2
)
where,
i1i2 = 11, 12, . . . , 1n, 21, 22, . . . , 2n, . . . , p1, p2, . . . , pn
row indices,
j1j2 = 11, 12, . . . , 1p, 21, 22, . . . , 2p, . . . , n1, n2, . . . , np
column indices,
is a n× p-dimensional square matrix, which suggest us the following propo-
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sition.
Proposition 6.1.
[Un⊗p] =
(
U i1i2j1j2
)
=
(
δi1i2j2j1
)
=
(
δi1j2δ
i2
j1
)
(6.1)
where,
i1i2 = 11, 12, . . . , 1n, 21, 22, . . . , 2n, . . . , p1, p2, . . . , pn
row indices,
j1j2 = 11, 12, . . . , 1p, 21, 22, . . . , 2p, . . . , n1, n2, . . . , np
column indices.
Proof. Let [a] = (aj1)1≤j1≤n ∈ Mn×1 (K), [b] = (b
j2)1≤j2≤p ∈ Mp×1 (K)
([a]⊗ [b])i1i2 −→ ([Un⊗p] · ([a]⊗ [b]))
i1i2 = δi1j2δ
i2
j1
aj1bj2 = δi1j2b
j2δi2j1a
j1 = bi1ai2
= ([b]⊗ [a])i1i2
Now, we are going to generalize the formula (6.1). Let us consider the
matrices
[
Inσ(r)×nr
]
=
(
δirjr
)
1≤ir≤nσ(r),1≤jr≤nr
, r = 1, 2, . . . , k.[
Inσ(1)×n1
]
⊗
[
Inσ(2)×n2
]
⊗ . . .⊗
[
Inσ(k)×nk
]
=
(
δi1i2...ikj1j2...jk
)
=
(
δi1j1δ
i2
j2
. . . δikjk
)
,
is a n1n2 . . . nk×nσ(1)nσ(2) . . . nσ(k)-dimensional square matrix, which suggest
us the following proposition.
Proposition 6.2.
[Un1⊗n2⊗...⊗nk(σ)] =
(
U i1i2...ikj1j2...jk
)
=
(
δi1jσ(1)δ
i2
jσ(2)
. . . δikjσ(k)
)
Proof. For [ar] = (a
jr
r )1≤jr≤nr ∈ Mnr×1 (K), r = 1, 2, . . . , k,
([a1]⊗ [a2]⊗ . . .⊗ [ak])
i1i2...ik −→ ([Un1⊗n2⊗...⊗nk(σ)] · ([a1]⊗ [a2]⊗ . . .⊗ [ak]))
i1i2...ik =
= δi1jσ(1)δ
i2
jσ(2)
. . . δikjσ(k)a
j1
1 a
j2
2 . . . a
jk
k
= δi1jσ(1)a
jσ(1)
σ(1) δ
i2
jσ(2)
a
jσ(2)
σ(2) . . . δ
ik
jσ(k)
a
jσ(k)
σ(k)
= ai1
σ(1)a
i2
σ(2) . . . a
ik
σ(k)
=
([
aσ(1)
]
⊗
[
aσ(2)
]
⊗ . . .⊗
[
aσ(k)
])i1i2...ik
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7 Expression of [U3⊗3] by using the Gell-Mann
matrices
The Gell-Mann matrices[9] are
λ1 =


0 1 0
1 0 0
0 0 0

, λ2 =


0 −i 0
i 0 0
0 0 0

, λ3 =


1 0 0
0 −1 0
0 0 0

,
λ4 =


0 0 1
0 0 0
1 0 0

, λ5 =


0 0 −i
0 0 0
i 0 0

, λ6 =


0 0 0
0 0 1
0 1 0

, λ7 =


0 0 0
0 0 −i
0 i 0

,
λ8 =
1√
3

 1 0 00 1 0
0 0 −2


λ0 denotes the 3-dimensional unit matrix. (λi)0≤i≤8 forms a basis of the
vector spaces of the 3-dimensional square matrices. So according to the
Theorem 2.5 the system (λi ⊗ λj)0≤ i ≤ 8, 0≤ j ≤ 8 is a basis of the set of 9-
dimensional square matrices. Then, [U3⊗3] can be broken down into linear
combination of this system. But being inspired by the expression of [U2⊗2] (
Cf. formula (1)) by using the Pauli matrices, we have directly tried to calcu-
late the sum λi ⊗ λi, i = 1, 2, . . . , 8.
λi ⊗ λi = −
2
3
λ0 ⊗ λ0 + 2


1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1


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Hence,
[U3⊗3] =
1
3
λ0 ⊗ λ0 +
1
2
λi ⊗ λi
CONCLUSION
We can construct a tensor commutation matrix, with or without calculus.
We can also construct a tensor permutation matrix, but this time, by calculus,
and we have the expression of an element of such matrix. So employing these
matrices, a property of tensor product is in addition to we have already
got. As the relation between tensor commutation matrix 2 ⊗ 2 with Pauli
matrices is frequently found in quantum Information theory, we hope that
its analogous, the relation between tensor commutation matrix 3 ⊗ 3 with
the Gell-Mann matrices, will have also its applications in physics.
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