In the article solution of the problem of extremal value of x(τ) is presented, for the n-th order linear systems. The extremum of x(τ) is considered as a function of the roots s 1 , s 2 , ... s n of the characteristic equation. The obtained results give a possibility of decomposition of the whole n-th order system into a set of 2-nd order systems.
Introduction
Let us consider the differential equation with constant and real parameters a i > 0, i = 1, 2, . . . , n d n x(t) dt n + a 1 d n−1 x(t) dt n−1 + · · · + a n−1 dx(t) dt + a n x(t) = 0
with the initial conditions x (i−1) (0) = c i ̸ = 0, i = 1, 2, . . . , n. The solution of equation (1) takes the following form:
where s k are the simple roots of the characteristic equation s n + a 1 s n−1 + · · · + a n−1 s + a n = 0.
Theorem 3 The explicit form of the coefficient A 1 is as follows [2] : 
Problem formulation
Let us determine the extremal times τ 1 , τ 2 , ..., τ n−1 at which the solution x(t) of the equation (1) assumes extremal values x 1 (τ 1 ), x 2 (τ 2 ), ..., x n−1 (τ n−1 ). The conditions for the extremum of x(t) are x (1) (τ) = 0 (5)
We consider x(τ), representing dynamic error of the system, as the function of the roots s 1 
It is concluded from (7) that either
for some values of k from [1, 2, . . . , n]. The relation (10) gives some relations between roots s i and initial conditions c i . From the relation (4) we have that the coefficients A k are given by
for some k = 1, 2, . . . , n. The relation (12) can be transformed, using Vietta's formulae, to show the dependence between one root s 1 and initial conditions c i , i = 1, 2, . . . , n, so
from which we have
Substituting (14), (15),(16) into relation (12) we obtain the following basic theorem. + · · · + a n−1 s 1 + a n = 0. 
Taking into account the Theorem 2 and the relations (11), (12) and (18) we obtain the following theorem. In what follows we will use two theorems: 
In general we can conclude these considerations in the following theorem.
Theorem 10 [2]
The relations
can be decomposed into a system of relations containing a set of relations which have only two terms.
The set contains
relations with only two exponential terms. This can be obtained under the restriction that the two coefficients
. . , n) and the remaining coefficients
Calculation of the extremal time τ
Using the necessary condition for the extremum x(τ), i.e.
and the Theorem 8 we can calculate the extremal time τ.
Theorem 11 Let the roots of the characteristic equation be ordered in the following way
and the coefficients satisfy
Let us denote
Then from (28) we obtain
Usually p = 1, q = 2 and
From (27) using (31), (32) we have
and
has minimum value.
Illustrative example
Let us consider a 3rd order equation
with initial conditions
The coefficients a 0 , a 1 , . . . , a n represent some parameters. The characteristic equation of the equation (35) is
We assume that the coefficients a 0 , a 1 , . . . , a n fulfill the Hurwitz stability conditions and the roots of equation (37) are different and nonzero, so
After dividing equation (37) by a 0 > 0 we obtain
Putting
and dividing the equation (38) by
we obtain the equation with only two parameters
where
and where z k , k = 1, 2, 3 are the roots of equation (40) and coefficients A k are equal
The equation (18) in this case has the form
is the characteristic equation of the equation (35). The common root of the equation (40) and
is obtained using Euclid algorithm. The first division of equation (40) by equation (47) gives that
and from this relation we have
The division of the numerator of (46) by (z − z 1 ) gives
and the rest
which must be zero.
The division of denominator of (46) by (z − z 1 ) gives
and the rest of which must be zero
From equations (50) and (52) we obtain coefficients
The transform (46) takes now the form
The characteristic equation becomes
From (56) and taking into account (48) we obtain
After substitution (53) and (54) we calculate 
The solution of (55) is
Stability analysis
We apply the Hurwitz stability criterion to the characteristic equation (40)
Explicitly
The limit of stability is obtained when
Using the relation (48), the characteristic equation (56) can be written in the following form
From the relations (57) and (58) it is evident that the stability limit is obtained when
Using the relations (53) and (54) we have
Finally using the relation (65) we obtain
In Fig. 1 this relation is shown, where b 1 is the parameter. (43) and (44) into (74) gives
From (75) we obtain that for real z 1 , z 2 , z 3
or explicitly using (57) and (58)
because z 3 < 0. Also we must put
Then (
because z 2 < 0. From (87) we have
Similarly from (89)
But z 3 < z 2 , so finally we have
which ends the proof.
If we assume that inequalities (86) and (88) both change their signs, then the basic assumption is not fulfilled. From the stability condition we know that
and from (92)
In a particular case when z 3 = z 2 = z 1 = z it is easy to prove that inequality (87) holds and
In this case
From the necessary condition we obtain using (101) that
but c 2 c 1 < 0 and z < 0. Finally we obtain the condition for τ > 0, so
The third case arises when the roots z 2 , z 3 are complex conjugate. The relation (74) after substitution A 2 and A 3 from (44) and (45) takes the form
Substitution (105) into (104) gives
From (106) we obtain that
and 
Practical example
Let us consider the optimal choice of gain and time constant of the differential network of the compensator, Fig.8 . Optimal choice ensures the minimal value of dynamic error. The difference between the measured voltage u and that on the potentiometer 5 is fed through the network RC to the galvanometer 1. The light signal from the galvanometer mirror is sent to the photocell 2, which through the amplifier 3 supplies the two-phase motor 4. The motor rotates the potentiometer 5 until the balance between the voltage x on the potentiometer and the measured voltage u is reached.
The compensator is described by the following equations
sX ( Taking into account that the resistance R g is very small we can neglect the time constant T 1 . Assuming that u(t) is the unit step function, we can write the transform of the output as X(s) = 
Conclusions
In the article it is proved that, from the condition A k = 0 for the extremum of x(τ), the method results for decomposition of the nth order system into the set of 2nd order subsystems. It is also proved that the condition A k = 0 is equivalent to the condition that the numerator and denominator of the transmittance X(s) have a common root.
