The roles and functions of top predators have in recent years been an important yet controversial field of biodiversity conservation research. Interrelationships between sympatric species within complex systems can pose enormous challenges for designing studies that gain clear understanding of specific relationships and processes. Teasing out the nature of the relationships is made far more difficult, if not impossible, if the experimental design of the studies is flawed or too limited for the desired inferences, and/or if the observational methods are inappropriate or too unwieldy to obtain the necessary data validly. The most powerful observation methods for understanding the interrelationships among sympatric species require standardized and repeated observations of populations over time, seasons, habitats and geographic space. Yet, the most powerful experimental designs underpinning the observation methods actually rest in fairly straight-forward design concepts. The two general components for collecting such data are the design structure for the study (possible population manipulation, and where and when observations are to be made) and the procedures for making observations (population assessments) in each location at each time. Here, we discuss these and other experimental design concepts which, if followed, will assist in clarifying the ecological roles of top predators and resolving debates about these roles.
. Various studies have reported that large carnivores can indirectly alleviate predation on smaller (and often threatened) fauna and promote vegetation growth by interacting strongly (often negatively) with sympatric carnivore and herbivore species (Ray et al., 2005; Terborgh and Estes, 2010) . It follows, then, that the local extinction of large carnivores and other top predators can be detrimental to biodiversity, and their subsequent reintroduction may produce positive biodiversity outcomes (Hayward and Somers, 2009; Ripple et al., 2014) . However, despite (or perhaps because of) the simplicity of this concept and the wide array of literature on this issue, the function of top predators and their ability to generate these outcomes has attracted much debate and controversy Allen et al., 2017) .
Because food webs are so complex and dynamic, even examples receiving intensive study over many years present challenges for interpretation (Orians et al., 1997; Smith et al., 2016) . When the studies used to assess trophic relationships are flawed in design or have weak inferential ability, the interpretations about predators' roles within the system and the effects human management actions might have on them is perilous at best, and rightly contested. Achieving consensus is important, because the fates of many large predators are depending on the resolution of these debates, made possible only through improved scientific rigor (Allen et al., 2017) .
Sufficient reliable evidence suitable for use in evidence-based management of top predators is presently lacking for almost all top predators (Ripple et al., 2014; Allen et al., 2017) . Moreover, studies on the roles and functions of top predators continue to struggle to implement study designs having the potential to generate the necessary reliable evidence (Allen et al., 2013b; MacNulty et al., 2016) . We describe here concepts and key principles of sound study design and observation methods that are both rigorous and practical for investigating the potential roles of predators in causing trophic cascades. Many general descriptions of high-inference experimental design are already available in textbooks (e.g. Kershaw, 1969; Caughley and Sinclair, 1994; Zar, 1999; Fairweather and Quinn, 2006; Hone, 2007; Krebs, 2008) . However, these can often be difficult to access and understand for many wildlife managers and researchers collecting the empirical data that will someday be used to investigate the six key relationships often discussed regarding on trophic cascades ( Fig. 1 ). If researchers are to unravel the complexities of top predators' ecological roles in a dynamic environment, then the strength of the research needs to permit making inferences with confidence in their validity. Otherwise, decision-makers and land managers will struggle to make sense of incomplete or flawed information in developing management actions and practices (Allen et al., 2011b (Allen et al., , 2013b .
Studies to obtain a sound understanding about the interrelationships among top predators and sympatric species require a breadth of observations over time, seasons, habitat types and geographic space. The scale for study needed to identify relationships may often appear daunting, yet the design concepts for structuring and carrying out observations from which data analyses can produce valid inferences actually rest in fairly straightforward statistical experimental design concepts. A complicating element is that inferences about the relationships among sympatric species require that multiple species are monitored simultaneously across the geographic and temporal breadth of the study. Hence, the scope of the study, coupled with simultaneous monitoring of multiple species, requires the methods to not only be capable of producing quantitatively valid inferences, but that they must also be practical to apply in the field. Accordingly, the two general components for collecting such data are the design structure for the study (possible population manipulation, and where and when observations are to be made) and the procedures for making observations (population assessments) in each location at each time. Each of these two components is addressed in the following sections, followed by a brief conclusion. We do not attempt to discuss methods of data analyses in the context of this review. Once quality data are collected the opportunity will exist to correctly analyze them statistically, but if flawed design or weak observational methods are used to collect the data, then there may be no analyses that can salvage valid information from the study.
Scale of study areas
Animal populations are not usually distributed uniformly across the landscape but are instead clumped, producing areas of higher and lower abundance (Krebs, 2008) . The extent of population clumping often can be influenced by a range of factors, including habitat, season and/or resource availability. Thus, studies at small spatial scales relative to the home range sizes of the studied predator/s may produce severely biased results.
Selecting the appropriate spatial scale should depend on the type of inferences desired from the work. For example, if researchers want to make inferences about the effects of mesopredators on their prey species (R3 in Fig. 1 ), then the minimum size of the study area need only encompass a population of mesopredators and their prey. However, if researchers want to make inferences about the potential cascading effects of broad-scale top predator control on top predators, mesopredators and/or their prey species (R1, R4 and R6 in Fig. 1 ), then the scale of the study should be no less than the scale that top predator control is typically applied. In the cases of dingoes and grey wolves (Canis lupus), this usually requires areas tens of thousands of square kilometers in size (e.g. Eldridge et al., 2002; Hayes et al., 2003; Hervieux et al., 2014) . Spatial scale has been shown to influence the effects observed (i.e. there is an inverse relationship between scale and the likelihood of detecting negative relationships between sympatric predators; e.g. Swanson et al., 2014; Allen et al., 2015) . This means that authors must be diligent to not extend their conclusions beyond the limitations of their data when interpreting and communicating their results, and readers must be vigilant in looking for scale issues when evaluating the reliability and applicability of a given study.
Animal activity is also rarely distributed uniformly over temporal scales. Within a 24-h or daily period, animals may exhibit diurnal, nocturnal or crepuscular behavioral cycles which prevent reliable comparisons from one time to another. This may be most easily understood using birds as an example, where observations collected from one area in the early morning should not be compared to observations collected from another area at noon (Buckland et al., 2001; Johnson, 2008) . Temporal variation in animal activity has also been observed over monthly cycles, often related to lunar effects (e.g. Spence-Bailey et al., 2010; Cozzi et al., 2012; Prugh and Golden, 2014) . Where animals exhibit this variation, observations collected from one area at the new moon should not be compared with observations collected at another area during the full moon, for example. Temporal variation also exists over annual cycles, typically related to seasonal patterns affecting resource availability (e.g. snow cover, spring 'green up' etc.) and breeding cycles. As for daily and monthly variation, observations of animal activity at one area cannot be reliably compared and contrasted with observations from another area taken in different seasons (see below). These are because the influences of area and time period will almost certainly confound observations of 'activity' or 'relative abundance' in unknown ways. The key points when considering spatial and temporal scale is making sure that the scale of the study has the capacity to address the desired inferences, and that scales are taken into account when making inferences.
Features of classical experiments
The use of nil-treatments or experimental control sites is an indispensable component of studies desiring to make inferences about cause (e.g. top predator removal) and effect (e.g. mesopredator release). The replication and randomization of treatments are additional, particularly important design features that can greatly enhance the ability of an experiment to demonstrate causal processes. A key design ingredient for discerning causal relationships among top predators and their sympatric species applies to the concept of comparing areas receiving a treatment (or different levels of treatment) with those not receiving a treatment. Besides the application of treatment(s), the areas should be as similar as possible so that any differences discovered are most likely due to the treatment and not some other background effect (e.g. land use history). The purpose of sampling matched pairs (or more members in a 'block' of members if different levels of treatment are studied) is to control all factors except for the treatment effect of interest. Matching violations, such as paired sub-sites (pair members) containing different habitats and/or historical and contemporary land uses etc., result in confounded inferences. Studies on a broad geographic scale should incorporate the concept of matching untreated and treated areas within the various habitats and regions covered by the study.
The most authoritative conclusions about the influences of top predators are obtained if populations of those predators can be, or have been, manipulated (either as part of study protocol or existing management circumstances). There are two general approaches for treatment application when considering designs that incorporate untreated and treated pairs. One is to locate sets of matched pairs where one pair member can have a treatment applied, most likely as a management action (e.g. augmentation or removal of predators). The other is the case of already existing circumstances, where the investigator does not have as much control over the level and consistency of the treatment application as compared to circumstances where the treatment application was formally incorporated into a planned study protocol. This second, opportunistic approach of examining existing circumstances often is the most practical or only feasible approach available, but therefore requires caution in assuring a consistent meaning for 'treatment' and the confirmation of an actual treatment effect. Ideally, a study would incorporate a BACI (before-after, control-impact) design, with replicated treatments and controls, at scales large enough to permit the occurrence and concomitant detection of animal population changes (Glen et al., 2007) .
There are two general forms of direct population manipulation of top predators: increase (to augment, introduce or relax control of) the population (e.g. wolf introduction to Yellowstone; Bangs and Smith, 2008) or reduce the population size (e.g. dingo control in Australia; Allen et al., 2013a . Both approaches can pose regulatory challenges in their implementation, and both approaches attract controversy. Whether removal or addition experiments are deemed best depends on the context. In general however, removal experiments may be most appropriate for dingoes given that they still occupy 85% of their former range, are naturally recovering in the remaining 15% of their range despite their lethal control there, and are therefore not of conservation concern (Allen and West, 2013). The opposite is true for wolves, which are absent from much of their former range, require assistance to recolonize these areas, and are of international conservation concern (Chapron et al., 2014).
Globally, many top predators are already subjected to control programs, so there exists potential to undertake removal experiments if comparable untreated areas can be identified for pairing. But simply stating that the predator population within a treated area has been subjected to manipulation (e.g. Letnic and Koch, 2010; Wallach et al., 2010; Colman et al., 2014) is grossly insufficient. Confirmation that the manipulation has actually affected the predator in some way (R1 in Fig. 1) is needed before inferences can be reliably made about any trophic effects of manipulation (R4 or R6 in Fig. 1 ; . The intensity, scale and application of management actions can also be highly variable; 'predator control' in one area may not be same as 'predator control' in other areas, and cannot therefore be assumed to be the same treatment. For example, coyotes (Canis latrans) are controlled in many areas of the USA for livestock protection (Wagner and Conover, 1999; Berger, 2006) . Some areas with regular livestock predation receive, often annual, preventative control in advance of lambing/calving, while other areas receive reactive control as a response when predation events take place. Such different control strategies would not be likely to have the same effect on coyotes, and therefore the same cascading effects (if any) on coyote's ecological roles within food webs.
To preclude or minimize a predator treatment on one study site (or paired sub-site) from influencing (biasing) the results on other site(s) in the study, a buffer zone should ideally separate the study sites. Because of the subtle habitat differences that can occur in landscapes that appear similar, a trade-off is likely to exist between treatment independence and treatment similarity when deciding on an appropriate buffer width, especially for large-scale studies. For instance, independence may increase and habitat similarity decrease the further apart two treatments are, and vice versa. It is important not to compare 'apples with oranges', so foundational data should be collected to verify within-pair site similarities, such as rainfall, vegetation types and other such information. This can then be used to identify population responses to variables besides the treatment, and therefore provide greater capacity to identify responses to the treatment. Replication of paired treated and untreated sites helps resolve these issues, especially in the face of background variability.
Experimental design factors
When attempting to design studies for identifying influences top predators have on sympatric species (R2 and R5 in Fig. 1 ), a number of design factors have to be taken into consideration. Not accounting for these factors in the study design can lead to false or misleading inferences due to confounding or bias. Unfortunately, many studies examining the impacts of predators have failed to fully account for these important factors (reviewed for wolves in Mech, 2012 , and for dingoes in Allen et al., 2013b) , resulting in inferences of questionable quality and possibly leading to accepted beliefs about and management of predators which are not supported by robust empirical data (e.g. Allen et al., 2017) . Although accounting for existing factors leads to strengthened inferences about predator influences, those inferences will likely be correlative in nature unless a 'treatment' is included as a design factor where the top predator population is manipulated (see above). For example, if a variety of study areas across geographic space are appropriately sampled through time and show a negative correlation, say, between wolf and coyote abundances (e.g. Newsome and Ripple, 2015) or dingo and red fox (Vulpes vulpes) abundances (e.g. Letnic et al., 2011) , the primary inferential temptation is to presume it is the abundance of the top predator causing the effect, when in fact it could well result from an associated unmeasured variable. Also, for such correlative data, it may be just as appropriate to say that the abundance of mesopredators causes the effect . Where studies use more observational methods, the results should be interpreted and valued as such, and not as equivalent to the results of classical experiments (Hone, 2007 ; but see also Platt, 1964; McArdle, 1996) . Manipulative experiments typically trump correlative studies (Fleming et al., 2013) .
Whether or not manipulation of top predator populations is possible, there are design issues to take into consideration to help assure maximal value from both manipulation and correlative studies. We next consider the incorporation of important factors into the study design so as to minimize the potential for confounding or bias, and we consider the consequences of false inferences if such factors are ignored in the design.
Time
Even with a well thought-out experimental design, observations at a single snapshot in time only indicate a current status and cannot provide information about system dynamics and processes. The dynamics of assessing interrelationships require accounting for the design factors while following each situation through time. Study duration should also be sufficient to differentiate between treatment effects and the expected stochastic variations typical across landscapes, such as rainfall and associated primary productivity (Glen et al., 2007) . Results from snapshot or temporally restricted data cannot be used to make reliable inferences through time. To understand the dynamics of interspecies relationships over time requires observations through seasons within years and also observations in those seasons across years to see how relationships are influenced by different conditions, such as productive versus unproductive years.
The influence of behavior
Animal activity naturally fluctuates throughout the year in response to seasonal patterns and significant, yet normal changes often occur over just a few weeks (as above). Thus, regardless of a treatment, valid comparisons cannot be made between one site sampled in winter and another site sampled in summer, because observed differences are likely to be attributable to behavioral changes or patterns and not abundance changes. The effect of season on species activity is most obvious for species that reduce their activity or hibernate during cooler months. This behavior reflects activity changes, not abundance changes, because animals do not die off each winter, they just become less active.
Top predators often exhibit seasonal activity changes related to periods of courtship, breeding, raising young, and dispersal. Interspecific avoidance behaviors also influence the detection of certain species at different times (e.g. Fancourt, 2016) . For these reasons, comparisons of observations made from different daily, monthly or yearly timeframes cannot be accurately compared or pooled for analysis (Caughley, 1980; Engeman, 2005) . This is because comparisons among different times/seasons would confound relative abundance differences with behavioral differences, whereas pooling across seasons would mask differences that could be more appropriately identified within a season (Allen et al., 2011a) . When attempting to document numerical responses of mesopredators to changes in top predator abundances (R2 in Fig. 1) , the appropriate timeframe should at least be greater than one breeding cycle of all predators involved (often one year), because observed short-term responses may not translate into long-term numerical responses due to compensatory breeding and other effects.
The influence of habitat and land use
Habitat or land use may also influence species activity, implying that comparisons between different habitats are a ready source for confounding due to varying detection probabilities associated with different habitat types (Engeman, 2005; MacKenzie et al., 2006) . For instance, 'open' habitats (such as sandy deserts or grasslands) may afford a more even distribution of activity across the landscape because there are few physical barriers to movement patterns, whereas 'closed' habitats (such as rocky ranges, or dense forest) may direct movements on to travel pathways such as trails, tracks, and roads. Land use patterns are known to influence occupancy or abundance patterns of whole predator communities, where abundances of a given predator are strongly influenced by land use or habitat type and not necessarily the presence or absence of predators at higher trophic levels (e.g. Schuette et al., 2013; Pasanen-Mortensen and Elmhagen, 2015) . Availability and proximity of refugia may also influence the activity of smaller prey species. Other, more subtle differences affecting smaller prey species may occur between land uses within a similar overall habitat, such as the size of the seed bank available to granivorous species. Different habitats also usually have different faunal assemblages, geological and ecological processes, which may influence the ability to observe animals. Similar to the potential confounding influence of time or behavior, ignoring habitat or land use can also render intended comparisons invalid and unreliable.
More on the perils of confounding
Multicausality is a form of confounding where there can be more than one plausible explanation for the observation or result. Our emphasis on the influence of time, behavior and habitat is essentially a plea to remove these common factors from the list of potential factors likely to explain the results described in many studies of predators' roles. Improving and accounting for these design issues can eliminate their confounding influence and focus attention on the harder-to-address issues, like scale or climatic conditions. Should studies be designed with treatments and controls, with replication and randomization where possible, and then use properly paired sites with standardized observation procedures that account for the influence of time, behavior and habitat, then researchers can narrow-in on the true causes for observed cascading changes associated with top predators while avoiding the common pitfalls presently systemic in the literature.
Monitoring animal populations
We have already considered design factors for structuring a study and how study areas are incorporated within it. Now we consider how to monitor sympatric wildlife species within an area, recognizing that such an 'area' is likely to be an individual sampling unit among others in a larger study design where the same observation protocol will be carried out. Wilson and Delahay (2001) and Engeman (2005) have outlined a widely applicable framework for sampling animal populations using common observation methods, such as tracking plots, camera traps, spotlighting, chew cards and other means. They describe the principles and analytical methods governing their proper use for making reliable inferences about species abundance. The principles described in these reports are simple reflections of elementary statistical sampling and design. Hence, studies not accounting for them may offer unreliable evidence due to biased data or confounded inferences.
With a multi-site and multi-year study, appropriate techniques for population monitoring of top predators, predators and potential prey species are required in order to obtain adequate data on the relative dynamics of the interrelationships. Free-ranging animals are typically difficult to survey, especially predators. This is because many predators expressly try to avoid detection, often occur in relatively low numbers in the landscape, and/or occupy terrain and habitat that make them difficult to observe. Various methods of surveying presence/absence, abundance or density are used to assess free-ranging species (e.g. Pollock, 1995; Sutherland, 1996) , with the method chosen being a function of the objectives of the study, the resources available, and the size, abundance and behavior of the target species. We note, however, that accurate knowledge of absolute abundance is near impossible to acquire in the field. Issues of immigration, emigration, births, deaths, various forms of heterogeneity in catchability, loss of identification marks and detection all frustrate valid estimation of absolute numbers of animals. Modern methods to overcome these obstacles often require more data than is feasible or possible to obtain (Caughley, 1980) . However, strict application of certain principles can produce reliable estimates of relative abundance. Direct enumeration or density estimates are often not required or possible for large-scale studies simultaneously involving multiple species. Therefore, indirect counts or indices of relative abundance are frequently employed to monitor population trends, responses to management actions, or relationships between species (e.g. Beier and Cunningham, 1996; Blaum et al., 2008; Johnson, 2008; Evangelista et al., 2009; Sobrino et al., 2009; Bengsen et al., 2011a Bengsen et al., , 2011b Güthlin et al., 2014; Kojola et al., 2014) .
An index is a statistic related to the variable in question (Caughley, 1980; Sutherland, 1996; Krebs, 2008) and specific to the circumstances under which the data were collected (Engeman, 2005) . The greatest value of such indirect relative abundance measures is in monitoring population trends at the same location or from similar locations at the same time. Metrics of population size are maximally informative when placed in context with comparative values to assess trends, changes or differences. The primary driving force for applying indexing procedures is that they can be robust, practical or feasible methods for simultaneous monitoring of multiple animal populations. Statistical theory has been developed for a broad class of indexing approaches (Caughley, 1980; Pollock et al., 2002; Engeman, 2005) and methods for estimating variance and validating indexing procedures have been developed (Engeman et al., 1998; Bengsen et al., 2011b; . Strict application of such sampling techniques can produce a population sampling method that can reliably detect species at low levels of abundance, produce relative abundance values with minimal variance, and capably measure changes in abundance with minimal sampling effort and expertise.
Where to make observations within an area
We generically refer to the locations for making observations within an area as stations. For example, each station might be a sand plot for observing animal tracks, a camera location, bird survey point, or other observation type.
Animal abundance and activity typically are not randomly or uniformly distributed across the landscape (see above), thereby contributing to station-to-station variability (e.g., Engeman, 2005) . Thus, it is also important to consider the overall number and spatial distribution of stations relative to the area for which inferences are being made. To monitor a population within an area, observation stations should be set throughout the survey area of interest. The distribution of observation stations must be carefully considered relative to efficiency in obtaining adequate measurements of the animals being monitored and avoiding bias in the results that could be induced by station placement. It is important to keep in mind that the objective is not to sample the geographical area, but rather the population inhabiting that area. Thus, station locations may take advantage of animal behavioral characteristics by placing stations where they would most likely intersect the usual activities of the target animals (Engeman et al., 2002) . This is similar in concept to the capture of animals, where capture devices are not placed with complete randomness, but rather placed where an animal is most likely to encounter the capture device. While random or systematic (e.g. grid) placement of stations throughout a study area would be acceptable in theory, landscapes and animal behavior are often not consistent with theory. Random or systematic placement of observation stations can be useful placement strategies if landscapes are uniform and animals are equally likely to be anywhere in the area. However, in many circumstances, there are significant downsides to such approaches. True random or systematic station placements may set stations in physically impossible locations (e.g. cliff faces, under water etc.). Moreover, even in smooth or uniform terrain, locating random or systematically-placed stations may be more difficult than other strategies. If animal usage within the study area is predictable, then either random or systematic station placement strategies is likely to be inefficient for obtaining observations (more stations would be needed).
Examples of where stations can be placed to intercept animal activity include roads/tracks, game trails, river banks, sand lines (especially along beaches and dunes), a food or water resource, and many others. Consider a tracking plot example for collecting data. Many species preferentially use the path of least resistance for travel or delineation of territories, which often includes dirt roads or tracks as travel ways. If such travel ways are distributed throughout the area of interest (e.g. a plantation forest dissected with access roads), they can provide a means for station placement that is both efficient and representative for sampling of the population using the surrounding habitat.
Care and common sense must be applied when choosing to take advantage of these behavioral characteristics for monitoring animals. If roads or tracks are not dispersed through the area of interest, then observations only from them would be less likely to be representative of the population throughout the area. If multiple assessments are to be made through time on the same area, then the same station locations should also be used during each repeated survey. If the area of interest is comprised of different habitat types, then it is advisable to stratify station placement according to habitat type, thus helping to insure that the calculated index values reflect the population throughout the area rather than being overly biased towards (or away from) a particular subset of available habitats. Even methods well-established for a broad class of species should still be tested when applied to a new species, even if closely related, and especially if the method also had not been tested in its habitat (Evangelista et al., 2009) .
What measurements to take
There is a wide array of potential methods for making observations suitable for monitoring multiple animal populations. In selecting an observation method or methods to apply at each station a variety of important questions should be asked of each method under consideration:
• Does the method satisfy the study objectives?
• Does the method allow sufficient sensitivity to population changes/ differences? • Is the method practical compared to other approaches?
• Are the resulting data valid for the intended analyses and inferences?
• Is the method tested?
• How reliant is the method on analytical assumptions and are they likely to be fulfilled? • Will the data collected allow multiple analytical approaches, or restrict the potential analytical approaches available?
Many types of measurements can fit the above observational structure, including the general categories of animal counts, measurements of animal sign, and catch per unit effort (e.g. via dung counts, camera traps etc.). Moreover, the observations taken at each station are most valuable if they offer a continuum of possible measurements, rather than being binary (i.e. presence-absence) measurements (e.g. Engeman, 2005; Allen et al., 2011a) . The variety of non-binary indexing measurements at different types of observation stations can include, for example, the number of intrusions by each species of animal onto a dirt tracking plot, the number of photos of a species within a fixed time period, the proportion or amount of bait consumed, the number of individuals (of each species) observed in a (a priori defined) fixed amount of time within a fixed distance at each station, and so on. Often, potentially continuous measures have been neglected in favor of binary observations (i.e. presence-absence measures at each station) due to a belief that binary observations are 'more conservative'. But 'more conservative' is often akin to 'less sensitive'. Binary observations have often been made because a continuous measurement was more difficult to make or was not considered. For example, tracking plots are easier to record as showing activity or not, without accurately recording the intensity of activity at each station. Similarly, it is easier to note that there is at least one photo of a particular species at a camera station than reviewing all photos and counting of the number of times the species was photographed. But reduction of potentially continuous data to binary observations is very easily demonstrated to have less descriptive ability and result in a greater opportunity for erroneous inferences (Engeman et al., 2000; Allen et al., 2011a) .
Regardless of the type of measurement taken, the construction of stations should be consistent. This applies to the dimensions (size and shape) of the stations, as well as to time, weight or any other characteristic of the stations. For example, bait-take stations should each start with the same amount of bait and be observed for the same amount of time (with more bait supplied than is likely to be consumed in the observation period). Note that if baits or lures are used to attract animals to stations, then the same baits or lures must be used throughout the study, otherwise 'lure type' can be unnecessarily introduced as a potential confounding factor. Population indices (say, with cameras or tracks) derived by attracting animals to one bait type are not comparable to those derived using a different bait type. Stations for animal counts should also be observed for the same length of time and within the same distance limit. For example, camera stations should have consistent estimated focal ranges (the area in the camera's view), the same equipment capabilities and settings (such as for minimal time between photos) and with sufficient battery life and memory capacity to obtain and store all potential photographic opportunities (Meek et al., 2012 (Meek et al., , 2014 ).
An animal 'visit' to a station is not always a straightforward observation. To insure consistency among observations, what constitutes a 'visit' should also be defined a priori. For instance, using camera traps as an example, the time set to elapse between successive photos can define individual visits to the station. If individuals are uniquely distinguishable (e.g. by size, sex and coat color), then the number of individuals may be the measure of interest. For tracking plot observations, the number of intrusions by a species into a tracking plot is commonly used to monitor many wildlife species.
Assessment of interspecific relationships
Methods such as cameras and tracking plots allow simultaneous monitoring of multiple species. However, although the data may be collected at the same times in the same places, it is not appropriate to compare and contrast index values from different species. Trends over time and correlations can be used to look for relationships between species, but the magnitudes of values cannot be compared or contrasted between species. For example, consider relative abundance index values of 10 wolf tracks per kilometer and 5 coyote tracks per kilometer collected properly at the same site and time; although it is tempting, one cannot validly infer that coyotes are half as abundant as wolves. This is because a variety of factors (e.g. movement patterns, fine-scale spatial avoidance) may be responsible for the observed index values independent of abundance. Even though magnitudes of index values are not appropriate for comparison between species, the population trends defined by the index values over time can be valid given appropriate study design and data analyses (Engeman, 2005) . When surveys are repeated over several seasons or years, resulting trends may be reliably used to identify relationships between predators. As an example, consider dingoes' influence on mesopredators in Australia using tracking plots to obtain observations (e.g. Allen et al., 2013a . Mesopredator activity on tracking plots may be much lower than those of dingoes for any (or every) given survey, but when surveyed repeatedly over longer timeframes, correlations between dingo and mesopredator population trends can be confidently compared. When dingo abundance is further manipulated in an experimental framework, a divergence of trends between dingoes and mesopredator would be particularly strong evidence for mesopredator release. The corollary of this is that non-divergence of dingo and mesopredator population trends over time would be particularly strong evidence that mesopredator suppression by dingoes is not occurring, which was the case in these large-scale manipulative experiments (Allen et al., 2013a .
Sampling period for making observations at each sampling occasion
Because animal activity is often variable over even very short time frames (see above), the stations are best observed on more than one occasion during an assessment period or survey. Typically, this means taking measurements at each station on multiple consecutive days, but for some applications this could mean taking measurements at other regular times, such as every other day. The time dimension is often referred to as a day effect, representing a common situation where observations at each indexing session would be made on multiple, usually consecutive, days. The time elapsed between successive observations at each station should remain constant. For example, assume observations are to be made at three time points. The time lapsed for accumulation of data should be constant at each of the three observation times. If tracking plots are to be observed 24 h after plot preparation, then each successive observation of the plots should also be made 24 h after plot preparation.
Conclusion
Top predators are difficult to study under even perfect conditions, let alone the imperfect or complex conditions that prevail in nature. Obtaining meaningful data from studies is made even more difficult if invalid, poor quality or low-inference experimental designs and population sampling methods are used. Should this be the case, data analyses often becomes a disappointing 'salvage job' attempting to extract some piece of reliable information from the study. This scenario can be avoided through implementation of rigorous experimental designs and population sampling procedures. Assessing top predator relationships with sympatric species adds to the complexity for producing valid inferences. We have attempted to broadly cover some important and readily applicable concepts to consider when aiming to study relationships between top predators and sympatric species. The information covered is generally useful, but is not intended to discount other useful approaches for designing studies and making observations. Nevertheless, the design concepts described for avoiding the common pitfalls of confounding are quite universal in application.
Although much of what is presented here has already been described in much more detail in many other sources, it can be astonishing just how frequently such concepts are neglected in the literature on top predators' roles in trophic cascades (Allen et al., 2017) . Perfect experimental designs may be executed imperfectly, while imperfect designs may be executed perfectly. But neither promote reliable inference. As White (2001; pg. 383) cautioned, "don't even start the project if you can't do it right." Our hope is that the general information here may be used by those considering future study of top predators to 'do it right', both to avoid unnecessary debates and improve the quality of evidence-based top predator management.
