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In recent  years  Singular  Spectrum  Analysis  (SSA)  has  been  used  to solve  many  biomedical  issues and  is
currently  accepted  as a  potential  technique  in quantitative  genetics  studies.  Presented  in this  article  is
a review  of  recent  published  genetics  studies  which  have  taken  advantage  of  SSA.  Since Singular  Valuevailable online 29 May  2015
eywords:
ingular Spectrum Analysis
Decomposition  (SVD)  is an  important  stage  of  this  technique  which  can also  be  used  as  an  independent
analytical  method  in gene  expression  data,  we  also  brieﬂy  touch  upon  some  areas  of the  application  of
SVD. The  review  ﬁnds  that  at present,  the  most  prominent  area  of  applying  SSA in genetics  is ﬁltering
and  signal  extraction,  which  proves  that  SSA  can be considered  as a valuable  aid and promising  method
for genetics  analysis.iltering
ignal extraction ©  2015  The  Authors.  Published  by Elsevier  GmbH.  This  is an  open  access  article  under  the  CC  BY
license  (http://creativecommons.org/licenses/by/4.0/).
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. Introduction
Nowadays there exists a large amount of datasets in the ﬁeld
f genetics and expression measurement and there are many dif-
erent methods and techniques for analysing these datasets [1–3].
owever, it has been widely accepted that the major difﬁculties
n working with such data no longer is the validity of expression
easurements, but the reliability of inferences from the data as the
chieved data is difﬁcult to understand without the use of proper
nalytical tools [4] and if research result is obtained from an inap-
for parametric approaches led towards the growing popularity of
nonparametric methods. Recently it has been concluded that non-
parametric techniques can be used as an alternative approach for
analysing genetics data because of their inherent nature [8], and
accordingly the applications in biomedical and genetics ﬁelds have
expanded.
Among many non-parametric methods, Singular Spectrum
Analysis (SSA) is a relatively new approach which has proven to be
very successful. SSA has already transformed itself into a standard
tool in the analysis of biomedical, mathematical, geometrical andropriate model it can never be translated into a valid scientiﬁc
ontext [5].
Historically, such data have been analysed using parametric
ethods [6,7]. However, constraining pre-assumptions needed
∗ Corresponding author at: The Statistical Research Centre, Bournemouth Univer-
ity,  UK. Tel.: +44 7703367456; fax: +44 7703367456.
E-mail address: hhassani@bournemouth.ac.uk (H. Hassani).
ttp://dx.doi.org/10.1016/j.bdq.2015.04.001
214-7535/© 2015 The Authors. Published by Elsevier GmbH. This is an open access articseveral other time series [9–11] and recently it has also been
applied in genetics which has illustrated its strong potential for
such studies [12,13].
The emergence of SSA is usually associated with the work by
Broomhead in 1986 [14]. However, the ideas of SSA were indepen-
dently developed in Russia and in several groups in the UK and USA.
Since after, several papers on the methodology and applications of
SSA have been published (see, for example, [15,16]). An introduc-
tion to this technique can be identiﬁed in the paper by Elsner and
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sonis [17] and a comprehensive description with several exam-
les of theoretical and practical aspects of SSA can also be found
8,18].
The main advantages of the SSA technique in the ﬁeld of genetics
an be attributed to its signal extraction and ﬁltering capabilities
19], batch processing of a set of similar series [20] and derivation
f an analytical formula of the signal [21]. The application of SSA
or noise reduction in microarrays, and signal extraction in gene
xpression data has received more interest. The reason underlying
he signiﬁcant interest in the SSA technique’s ﬁltering capabilities
re due to the fact that genetics data is often characterised by the
xistence of considerable noise, ﬁltering this noisy data is consid-
red as one of the most arduous tasks when analysing genetics data
22,23].
For example, microarray is a very useful method for acquiring
uantitative data in genetics and researchers today are conduct-
ng most of their studies using this method. The main advantage
f microarray is the capability of studying thousands of genes
imultaneously. However, microarray data usually contains a
igh level of noise, which can reduce the performance of the
esults [24].
This article categorises and summarises almost all recently pub-
ished articles associated with the application of SSA in genetics.
Presented below, is a short description of SSA technique in doing
o we mainly follow [9] where a more detailed description is made
vailable. Moreover, the R package for this technique including
ecomposition, forecasting and gap ﬁlling for univariate and mul-
ivariate time series can be downloaded via [25]
Consider a set of genetics observations in a series of YN = (y1,
 . .,  yN) with length of N. After choosing a window length L
here (2 ≤ L ≤ N − 1), we construct the L-lagged vectors Xj = (yj,
 . .,  yL+j−1)T, j = 1, . . .,  K where K = N − L + 1. Deﬁne the matrix
 = (xij)L,Ki,j=1 = (X1, . . .,  XK ). Now X is our multivariate data with
 characteristics and K observations. The columns Xj of X, are
he vectors, positioned in an L-dimensional space RL . Deﬁne the
atrix XXT: SVD of XXT gives us the collections of L eigenval-
es (1 ≥ · · · ≥ L ≥ 0) and the corresponding eigenvectors U1 . . . UL
here Ui is the normalised eigenvector corresponding to the
igenvalue i(i = 1, . . .,  L). A group of r (with 1 ≤ r < L) eigenvec-
ors determines an r-dimensional hyperplane in the L-dimensional
pace RL of vectors Xj. By choosing the ﬁrst r eigenvectors U1, . . .,
r, then the squared L2-distance between this projection and X is
qual to L
j=r+1j . Based on the SSA process, the L-dimensional data
re projected onto this r-dimensional subspace and the ﬁnal diag-
nal averaging gives us an appropriate approximation of the ﬁrst
ne dimensional series.
The remainder of this paper is organised as follows. In the
ollowing section we present a review of papers involving the appli-
ation of SSA and SVD1 on signal extraction and noise reduction. The
SA based on minimum variance and a hybrid modelling approach
ombining SSA and autoregressive (AR) model are also discussed in
epth in that section. Section 3 provides theoretical developments
eading to what is termed as “two-dimensional SSA” and the paper
nds with some conclusions in Section 4.
. Signal extraction and ﬁltering
In this section we identify existing applications of SSA for signal
xtraction and noise ﬁltering in genetics.
The ﬁrst such application is reported in 2006 where SSA
as used for signal extraction of Drosophila melanogaster’s gene
1 The SVD algorithms used in this paper are either based on Hankel or Teoplitz
atrix.n and Quantiﬁcation 4 (2015) 17–21
expression proﬁle [19]. The idea of using SSA for signal extraction
was then followed in an approximately similar study in [26] which
led to an improved result. By 2008 a more technical study con-
ducted on the methodology of signal extraction from the noisy
Bicoid (Bcd) protein proﬁle in Drosophila melanogaster was pre-
sented in [21]. The problem under investigation in that study was
complicated by two facts: (i) the data contained outliers and (ii)
that the data was  exceedingly noisy and the noise consisted of
an unknown structure. The author examined two  approaches for
reconstructing signal more precisely: the use of small window
length and improvements to separability by adding a constant to
the series.
In addition, the activation of the hunchback (hb) gene in response
to different concentrations of Bcd gradient was  studied in [27] and
SSA was  applied for ﬁltering two  kinds of noise; experimental noise
and the noise caused by variability in nuclear order [27].
2.1. SSA based on minimum variance
Recently, a modiﬁed version of SSA was examined for ﬁltering
and extracting the bcd gene expression signal [28] and the results
illustrated that SSA based on minimum variance can signiﬁcantly
outperform the previous methods used for ﬁltering noisy Bcd [28].
SSA based on minimum variance mainly relies on the concept
that by dividing the given noisy time series into the mutually
orthogonal noise and signal+noise components, an enhanced esti-
mation of the signal can be achieved. Thus, after performing SVD, by
adapting the weights for different obtained singular components,
an estimation of the Hankel matrix X, will be achieved which in
turn is corresponds to a ﬁltered series.
A short description of the SSA based on minimum variance is
given below. For more details, see [28,29].
Let us begin with the Singular Value Decomposition (SVD) of the
trajectory matrix X:
X = U(W)VT , (1)
where W is the diagonal matrix of the weights to be determined.
The SVD of the matrix X can be written as:














where U1 ∈ RL×r , 1 ∈ Rr×r and V1 ∈ RK×r .
Now, the issue is in selecting the weight matrix W.  If we rep-
resent the SVD of the Hankel matrix related to the signal as S,
by considering different criteria in choosing this matrix, different
estimation of S can be achieved. The LS Estimate of S is the cur-
rent widely used approach in selecting the weight matrix W.  This
approach is based on the idea of removing the noise subspace but
keeping the noisy signal uncorrelated in the signal+noise subspace.
However, the accuracy of this estimator is mainly dependent on
the estimation of the signal rank r since selecting singular values
in LS follows a binary approach. Although in using this estimator,
considering any assumptions is not needed.
In MV  Estimate of S proposed by Hassani in [29], removing the
noise components in the signal + noise subspace has been improved
considerably. However, to obtain the MV  estimate considering
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Sig. 1. Temporal dynamics of Bcd expression, cleavage cycle 14(6). Red and green li



















t should be noted that, U1 and V1, of LS and MV estimates are the
ame, but the singular values are different.
Fig. 1 shows the signal extracted by SSA-MV in [28] along with
tted trend obtained by Synthesis Diffusion Degradation (SDD)
odel as the most widely accepted model in analysing Bcd gra-
ient. As it appears SSA-MV yields more promising result for Bcd
ignal extraction.
.2. SSA combined with AR model
Among many applications of the microarray technique, the
tudy of rhythmic cellular processes has been considered as an
mportant application. Rhythmic cellular processes are mainly reg-
lated by different gene products, and can be measured by using
ultiple DNA microarray experiments. Having a group of gene
xperiments over a time period, a time series of gene expression
elated to the rhythmic behaviour of that speciﬁc gene will be
chieved. Several studies on extracting the regulatory information
rom time-series microarray data and detection of cyclic and non-
niformly sampled short time series of gene expressions can be
ound in [30–32]. The characteristics of the rhythmic gene expres-
ion is as follows [33]: the number of time points and cycles related
o a proﬁle is usually very few. For example, the 14 time point elu-
riation observations may  be in constitution of just one cell-cycle
20], this data set usually contains many missing values which need
o be determined [34], the intervals spaced between time points are
ot equal and the gene expression data is extremely noisy [33].
In 2008, Du et al. implied SSA for analysing microarray results for
xtracting the dominant trend from noisy expression proﬁles and
educing the effect of noise [12]. The authors have also proposed a
ew procedure for analysing the periodicity of the transcriptome
f the intraerythrocytic developmental cycle (IDC) by combining
utoregressive (AR) model and SSA. This combination enabled them
o successfully identify almost 90% of genes (4496 periodic proﬁles)
n P. falciparum,  which was a considerable achievement in terms
f detecting 777 additional periodic genes in comparison to the
esults in [35]. Fig. 2 depicts the improvement yielded by using
SA in analysing periodicity. As shown in this ﬁgure, due to theFig. 2. The AR spectra of the expression proﬁle of Dihydrofolate Reductase–
Thymidylate Synthase with and without SSA ﬁltering [12].
removal of noise using the SSA, spurious peaks are eliminated from
the spectrum.
Four subsequent research works followed this procedure and
successfully improved the capability of detecting periodicity from
60% to 80% [36–39].
According to [33], the periodic proﬁles can be detected by com-
bining SSA and AR as follows:
• At the ﬁrst step SSA is used for the reconstruction of each expres-
sion data. For this aim only those expression proﬁles with sum of
ﬁrst two  eigenvalues over the sum of all eigenvalues greater than
0.6 are selected for reconstruction.
• The second step is devoted to the calculation of the AR spectrum,
frequency fi at peak value point and the ratio of the power in fi
Regions of Interest (ROI) of the reconstructed proﬁles achieved in
the ﬁrst step. It should be noted that to obtain the ratio between
the power of the signal within the frequency band [fi−1, fi+1] and
the total power we follow S = poweri/powertotal.
• If the obtained power ratio S is larger than 0.7, the corresponding
proﬁle would be classiﬁed as periodic [33].Presented below is a summary of the theory combining SSA and
AR based on [39]:
Let the microarray data be g × N matrix (g  N), where g is
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umber of samples. Time series gene expression YN = (y1, . . .,  yN)
an then be written in a form of an AR(p) model by forward-
ackward linear prediction as follows [39]:
i = ˛1yi−1 + ˛2yi−2 + · · · + ˛pyi−p (i = p + 1, . . .,  N). (5)
Using the forward prediction linear system the AR coefﬁcients
˛1, ˛2, . . .,  ˛p) can be estimated and gene expression can be recog-
ised as a linear system. In an AR(p) model, p has to be set in a
ay that the system models the desired trend and avoids redun-
ant data such as noise. By choosing m gene expression proﬁles,
he number of linear equations is equal to m × 2(N − p).
As mentioned above, the SSA technique is often applied prior to
pectral analysis, as a ﬁltering method, in order to achieve a bet-
er accuracy. This is done by ignoring the small singular values in
he reconstruction stage. Removing the noise component from the
riginal noisy signal YN yielding the noise reduced series YˆN which
an consequently be used for estimating the AR coefﬁcients ˛i (i = 1,
 . .,  p), and ultimately estimated ˛i are obtained using Yule–Walker
quations [39].
.3. SVD
Although SVD is an stage of SSA technique, it has also been used
ndependently as a very useful and applicable tool for analysing the
icroarrays data (see for example, [40]) in which the challenging
roblem of eliminating cross hybridization in real-time microar-
ay data was considered. Vikalo et al. in [40] evaluated multiple
echniques such as SVD for separating the components of the com-
ound signal, to ﬁnd a better estimation of the amounts of both
ybridising and cross-hybridising targets.
However, the microarray technology has become increasingly
ffordable, the data is still very complicated to analyse. In 2010
au et al. in [41] presented an algorithm to infer the structure
f gene regulatory networks using an empirical Bayes estimation
rocedure for the hyperparameters of a linear feedback state-
pace model and used SVD of the block-Hankel matrix for model
election. This approach enabled them to signiﬁcantly reduce the
omputation time required for running the algorithm, as it elim-
nates the need to run the algorithm over a wide range of values
or the hidden state dimension. Moreover, as discussed in [42]
he numerical computations in SVD even for a huge data set such
s microarray data is not time extensive. In that study a new
pproach for ranking genes is presented which is based on the
enes degree of regulation and the authors showed that the ranking
f genes according to regulation is genetically more meaning-
ul rather than using the absolute expression or variation over
ime and this method can be a valuable aid in ﬁnding the regu-
atory pathways and networks. In that work SVD was performed
o the block-Hankel matrix of observation autocovariances esti-
ated from the gene expression data, and the number of singular
alues related to the large magnitude was performed as an esti-
ate for the best state space dimension. The singular values of the
stimated Hankel autocovariance matrix were calculated and stan-
ardised to a 0–1 scale. The number of singular values of magnitude
arger than the threshold was used as an estimate for the state space
imension.
Based on the mentioned studies, SSA procedure is a ﬂexible tech-
ique for the signal extraction and gene expression degradation
odelling. The feasibility of capturing the signal from segmenta-
ion genes proﬁle in Drosophila embryos and studying the rhythmic
ehaviour of a speciﬁc gene suggest that this technique may  be
f general use in evaluating other expressional systems. Thus, this
ethod can be a valuable aid in analysing spatially inhomogeneous
oisy data.n and Quantiﬁcation 4 (2015) 17–21
3. Application of two  dimensional SSA
The 2D-SSA approach has been used to process two-dimensional
scalar ﬁelds [8]. The ﬁrst difference between 2D-SSA and SSA is
about the window length. In 2D-SSA analysis we need to choose
two different values for the window length L (L1, L2), whilst in uni-
variate SSA we  only require to select one window length. Note that
if L2 = 1, then 2D-SSA is equivalent to SSA. By choosing L2 = M,  the
interaction among different series is taken into account [43]. For
more information see [44].
It is worthy to mention that the gene expression can be traced
either in just anterior–posterior (AP) axis or both AP and dorso-
ventral (DV) axis which the latter case is the subject to 2D-SSA. The
data points used in 2D-SSA study attributes to the intensity levels
for the positions along both AP and DV axis and are considered as
a sequenced series.
Bcd is a transcriptional regulator of downstream segmentation
genes where the alteration in Bcd gradient shifts the down-
stream patterns [45]. However, it has been accepted that in the
embryos, zygotic gene products are considerably more precisely
positioned than the gradients related to maternal genes, which
indicates an embryonic error depletion process [46]. In 2011 the
anterior–posterior (AP) segmentation of Drosophila was studied in
[47] to determine how gene regulation dynamics control noise. In
this research the activation of the hb gene by the Bcd protein gradi-
ent in the anterior part was studied by modelling the noise observed
in hb regulation using a chemical master equation approach. For
solving this model, the MesoRD software package has been used
which mainly follows a stochastic approach [48] and the results
indicate that Hb output noise is mostly dependent on the transcrip-
tion and translation dynamics of its own  expression, and that the
multiple Bcd binding sites located in the hb promoter also improve
pattern formation[49].
Noise in that study is calculated by:√∑
[(data − trend)/trend]2
m − 1 ,  (6)
where data is background-removed intensity of an energid (nucleus
plus surrounding cytoplasm), trend is the signal extracted using 2D
SSA (AP and DV) and m indicates the positions. This measurement
is obtained for the activated region (15–45% EL).
In 2012 Golyandina et al. used 2D SSA to measure between-
nucleus variability (noise) seen in the gradient of Bcd in Drosophila
embryos [50]. In that paper, they measured the noise using 2D SSA
for comparing the results of ﬁxed immunostained embryos with
live embryos with ﬂuorescent bcd (bcd-GFP).
It should be noted that using SSA for signal extraction gives the
ability of using both dimensions (AP and DV) which leads to a more
reliable result as in this case more detailed information regarding
the data has been considered by the technique to give the results.
4. Conclusion
The aim of this paper was devoted to review the applications of
SSA in genetics studies. Previous research has shown that the SSA
technique is very effective in signal extraction and noise ﬁltering
in genetics data.
Theoretical developments presented here as two-dimensional
SSA and SSA based on minimum variance have also enabled the
researchers to achieve enhanced results and a better estimation of
extracted signal. As a non-parametric method SSA has given us very
promising results which are more reliable than those obtained by
other methods. However, SSA has not revealed its full potential yet,
areas like optimising the embedding dimension and change point
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