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ABSTRACT
To solve the incompressible Navier-Stokes equations in a generalized 
coordinate system, a high order solver is presented. An exact projection 
method/fractional-step scheme is used in this study. Convective terms of 
the Navier-Stokes (N-S) equations are solved using fifth-order WENO 
spatial operators, and for the diffusion terms, a sixth-order compact 
central difference scheme is employed. The third-order Runge-Kutta (R-K) 
explicit time-integrating scheme with total variation diminishing (TVD) 
is adopted for the unsteady flow computations. The advantage of using a 
WENO scheme is that it can resolve applications using less number of grid 
points. Benchmark cases such as, driven cavity flow, Taylor-Green (TG) 
vortex, double shear layer, backward-facing step, and skewed cavity are 
used to investigate the accuracy of the scheme for two dimensional flow.
KEYWORDS: WENO; Incompressible flow; Generalized coordinates; 
Finite difference; Shear layer problem
1.0 iNtrOductiON
The restriction to the incompressible flow introduces the computational 
difficulty that the continuity equation contains only velocity 
components and there is no obvious link with the pressure as there 
is for compressible equations. To overcome this restriction various 
numerical schemes are available to obtain the numerical solution of 
incompressible Navier-Stokes (N-S) equations. These include the 
marker and cell (MAC) method, spectral methods, semi-implicit 
method for pressure linked equations (SIMPLE), methods that use 
stream functions and vorticity variables, and exact projection methods. 
The exact projection method was originally proposed by Chorin (1968) 
for incompressible, unsteady (N-S) equations, and subsequently it was 
further investigated by Drikakis and Rider (2005). This method is stable 
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and can be used in applications with difficult boundary conditions. 
Therefore, in the current effort, a form of projection method, referred 
to as the fractional-step scheme, by Moin and Kim (1984), is adopted 
with the collocated grid. 
Traditional linearly stable schemes, such as spectral methods (Harlow 
and Welsh 1965; Orszag and Israeli, 1974) and high-order spatial central 
difference methods (Moin and Kim 1980; Rogers, 1990) are suitable for 
cases where the solution can be fully resolved, but typically produces 
signs of instability when small-scale features of the flow, such as shears 
and roll-ups, cannot be adequately resolved on the computational 
grid. Although, in principle, one can always overcome this difficulty 
by refining the grid, today’s computer capacity seriously restricts the 
largest possible domain size. For high Reynolds number flows or flows 
with strong shear, these schemes do not provide accurate results. As 
is well known, the high resolution shock capturing schemes, such 
as essentially non-oscillatory (ENO) and weighted essentially non-
oscillatory (WENO) schemes, are based on the philosophy of giving 
up fully resolving rapid transition regions or shocks, just to capture 
them in a stable and somehow globally correct fashion, but, at the same 
time, requiring a high resolution for the smooth part of the solution. 
The success of such an approach for conservation laws is documented 
by several researchers (Shu and Osher, 1989; Shu et al., 1992). The 
conclusion seems to be that, when fully resolving a flow that is either 
impossible or too costly, a capturing scheme such as ENO can be used 
on a coarse grid to obtain at least some partial information about it. 
Thus, it is expected that, for the incompressible flow, one can use high-
order ENO or WENO schemes on a coarse grid, without fully resolving 
the flow, but obtaining useful information.
Pioneering work in applying shock capturing compressible flow 
techniques to incompressible flows was performed by Bell et al. 
(1989), who considered a second-order Godunov type discretization, 
investigated the projection into divergence-free velocity fields 
for general boundary conditions, and discussed the accuracy of 
time discretizations. Higher-order ENO and WENO schemes for 
incompressible flows are extensions of such methods. 
ENO schemes were introduced by Harten et al. (1987) in the form of 
cell averages. Their procedure used an adaptive stencil of grid points, 
and consequently, the resulting schemes were highly non-linear. 
Since the publication of that original paper, the authors and many 
other researchers have followed this pioneering work, improving 
the methodology and expanding the range of its applications. ENO 
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schemes are high order accurate; however, they have some drawbacks, 
as outlined by Jiang and Shu (1996). The stencil may change, even 
by a round-off error perturbation near zeroes of the solution and 
its derivatives. This may cause loss of accuracy when applied to a 
hyperbolic partial differential equation (PDE). The ENO scheme 
was modified to the WENO scheme by Jiang and Shu (1996). In the 
WENO scheme, instead of using only one candidate stencil, a convex 
combination of all candidate stencils is used. Each of the candidate 
stencils is assigned a weight, which determines the contribution of this 
stencil to the final approximation of the numerical flux. Weights are 
defined in such a way that, in smooth regions, they approach certain 
optimal weights to achieve a high order of accuracy, while in the 
region near discontinuities, stencils that contain the discontinuities are 
assigned a nearly zero weight. The WENO scheme has been further 
improved by Arshed and Hoffmann (2009) who improved the accuracy 
of the WENO scheme near the critical points and also reduced the 
severe smearing at contact discontinuities.
The WENO scheme is a shock capturing scheme, however, more 
recently it has been used in solving incompressible flows as well. Chen 
et al. (1999) used implicit WENO schemes to solve incompressible 
Navier-Stokes equations by selecting their algorithm on the artificial 
compressibility formulation. They presented a class of lower-upper/
approximate factorization implicit WENO scheme. Symmetric Gauss-
Seidel relaxation was used to compute steady state solutions, while 
symmetric successive over relaxation was used to treat time dependent 
flows. Hsieh et al. (2008) investigated several variants of WENO 
schemes numerically for Euler equations.
In the current effort, the WENO scheme of Shu (1997) is adopted and 
applied to solve incompressible flow problems. Flux splitting is used, 
and the WENO scheme is applied to the convective terms without 
introducing artificial compressibility. This is the main difference in the 
method as compared to Chen et al. (1999) that makes the implementation 
simpler. In addition, the resulting scheme has been tested not only on 
the simple rectangular geometries but also on complex geometries 
such as skewed cavity where coordinate transformation is required. It 
has been shown that by using WENO scheme the results are obtained 
with lesser number of grids as compared to the grids used in the 
existing literature. A sixth-order compact scheme is applied to solve 
the viscous terms. The fractional-step scheme in conjunction with 
third-order Runge Kutta (R-K) total variation diminishing (TVD) is 
used for the time discretization. The R-K TVD is generally good, since it 
preserves the variation. The present effort does not include supersonic 
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effects; therefore, the sound speed is infinite, and hence, the artificial 
compressibility factor is not required. The resulting scheme is applied 
to standard incompressible flow problems. 
2.0 NumericAl prOcedure 
The conservation of momentum and conservation of mass equations 
can be used to describe any incompressible flow. The N-S equations are 
mathematically expressed as:
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where ui is the non-dimensional velocity with (i = 1, 2) representing two coordinate 
directions, and p is the non-dimensional pressure. The relation Re = UL/ν is the 
Reynolds number based on some characteristic velocity U, characteristic length L, and 
kinematics viscosity ν. In essence, to resolve the incompressible flow, it is necessary to 
solve equation (1) and (2) for velocity and pressure with appropriate boundary and 
initial conditions. However, in practice, the given equations are a set of coupled non-
linear time dependent PDEs for which there are no known analytical solutions, and one 
must resort to numerical techniques to solve them.
In the case of two-dimensional incompressible flows, one needs to solve the Navier-
Stokes equation for two coordinate velocities, say u, v, and the pressure field p.
Equation (1), which represents the momentum along the two coordinate directions, can 
be used to solve for two components of velocity; however, there is no explicit equation 
for pressure. Mathematically speaking, if a correct pressure field is known, equation (1) 
will provide a velocity field, which will be divergence free, or in other words, it will 
satisfy equation (2).
Several algorithms are available that result in pressure and velocity fields satisfying
equation (1) and (2). The exact projection method is one such algorithm originally 
proposed by Chorin (1968) for incompressible, unsteady Navier-Stokes equations. In 
order to satisfy the incompressibility condition, the fractional-step process described in 
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to resolve the incompressible flow, it is necessary to solve equation 
(1) and (2) for velocity and pressure with appropriate boundary and 
initial conditions. However, in practice, the given equations are a set of 
coupled n n-linear time dependent PDEs for which there are no known 
analytical s lutions, and o e must r ort to numerical techniqu s to 
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In the case of two-dimensional incompressible flows, one needs to 
olve the Navier-Stokes equation for two coordinate velocities, say u, v, 
and the pressure field p. Equation (1), which represents the momentum 
along the two coordinate directions, can be used to solve for two 
components of velocity; however, there is no explicit equation for 
pressure. Mathematically speaking, if a correct pressure field is known, 
equation (1) will provide a velocity field, which will be divergence free, 
or in other words, it will satisfy equation (2).
Several algorithms are available that result in pressure and velocity 
fields satisfying equation (1) and (2). The exact projection method 
is one such algorithm originally proposed by Chorin (1968) for 
incompressible, unsteady Navier-Stokes equations. In order to satisfy 
the incompressibility condition, the fractional-step process described 
in the paper of Kim and Moin (1984) is incorporated at each stage of 
Runge Kutta. According to this approach, the goal is to advance the 
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velocity vector field V = V(u,v) by a reasonable mean, disregarding the 
non-solenoidal nature of V (meaning that V will not satisfy equation 
(2)). For this purpose, equation (1) can be used by simply dropping 
the term   and using the previous time step velocities to calculate the 
velocities for the next time step. 
The pressure projection method allows splitting the N-S equation into 
two sets of equations where pressure and velocity are separated. This 
can be achieved by integrating equation (1) in time interval Δt as
the paper of Kim and Moin (1984) is incorporated at each stage of Runge Kutta. 
According to this approach, the goal is to advance the velocity vector field V = V(u,v)
by a reasonable mean, disregarding the non-solenoidal nature of V (meaning that V will 
not satisfy equation (2)). For this purpose, equation (1) can be used by simply dropping 
the term   and using the previous time step velocities to calculate the velocities for the 
next time step. 
The pressure projection method allows splitting the N-S equation into two sets of 
equations where pressure and velocity are separated. This can be achieved by 
integrating equation (1) in time interval Δt as
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where (ui)n is the velocity at time t or at numerical step n, which is known, and (ui)n+1 is 
unknown and is the velocity at the next time step n+1 or, generally, at time t+Δt.
Furthermore, the right side shows an integral that can be found by means of any 
numerical integration (here the Runge-Kutta will be employed) and space derivative of 
mean pressure P in the interval Δt. The two first terms on the right side can be denoted 
by ui*
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and is also called velocity correction. Now taking the divergence of equation 5 as
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Since it is known, from the continuity equation, that the divergence of velocity at any 
time step (specifically here at n+1) is zero, the left side is zero and a relation between 
mean pressure P and intermediate velocity ui* is established as 
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Equation (4) for (ui)* is expressed in a differential form instead of the integral form as, 
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To solve the above system of equations, Runge-Kutta integration is used for the first 
equation in order to obtain (ui)*. Subsequently, the second equation is solved by the 
Poisson solver to obtain pressure P. Finally the last equation is used to calculate 
velocity at the next time step (ui)n+1. This is a brief approach to the solution. A more 
detailed description in a two-dimensional general coordinate system is provided next.
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The derivative operator is used in equation (7) to solve the Poisson 
equation. Therefore, the operator of the second   derivative γ  acting 
on pressure P is on the left side, and the right hand term is constructed 
according to coordinate system transformation as
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Equation (18) and (19) are used in the Poisson solver, and subsequently, equation (5) 
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The spatial discretization of the convective term is performed by using a fifth order 
WENO scheme with local Lax-Friedrichs. Fluxes are computed in the characteristic 
fields and at the interface point. The field’s Jacobian must be estimated by Roe average.  
The objective in the convective portion of the equation is to find derivatives of the 
fluxes:
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Equation (18) and (19) are used in the Poisson solver, and subsequently, 
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The spatial discretization of the convective term is performed by using a fifth order 
WENO scheme with local Lax-Friedrichs. Fluxes are computed in the characteristic 
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and the maximum is taken over seven neighboring points. Once the fluxes are split, the 
WENO interpolation can be performed. However, the interpolation must be performed 
in the local characteristic field. Therefore, right (r) and left (l) eigenvectors of the field 
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The viscous segment of the N-S equation is calculated by means of the sixth order 
compact scheme. For this purpose, a differential operator is created, which acts on the 
velocity field in order to find the derivative. To create the required operator, one begins 
from the definition of compact schemes
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where f is any function, f ′ is its derivative, Δx is grid size, i is the grid node index, and 
values α, a, and b are coefficients depending on the order and type of scheme (for the 
sixth order scheme, α = 1/3, a = 14/9 and b = 1/9). The only unknown is f ′ . The 
equation is written in the matrix form as
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both sides by the inverse of L provides
where L, R are known square matrices and f , f ′ are vectors. Multiplying both sides by 
the inverse of L provides
 
1f L Rf Df−′ = = (35)
Now, 1D L R−= is the differential operator. The D operator is created at the beginning of 
the procedure for both directions ( )Dξξ and ( ).Dηη To calculate ux in the general 
coordinate system, one is performing (according to nested differentiation rules)
( ) ( )x x xu D u D u= +
ξ ηξ η (36)
The same is true for the remaining variables (uy, vx, vy), which are required to calculate 
Ev and Fv defined in equation (13) and are necessary for calculating of ˆvE and vˆF . The 
derivative of the flux is simply calculated by the formula
ˆv
v
E
D E
∂
=
∂
ξ
ξ
(37)
The last step to solving equation (14) is to integrate the equation in time. In this effort, 
the time discretization of the scheme is implemented by the optimal third order TVD 
Runge Kutta method developed by Shu and Osher (1989).
One must remember that, in this case, the N-S equation, without the pressure term, is 
not considered alone but is coupled with the Poisson equation and pressure correction. 
To properly solve such a system of equations, each intermediate step of R-K must be 
accompanied by solution of the Poisson equation and pressure correction. In order to 
solve the Poisson equation, one needs to find the intermediate velocity using the RK 
method. Velocity is used to find the right hand side of equation (16); derivatives are 
calculated by means of compact schemes. The right hand side forms a matrix S. By 
finding an inverse of the derivative operator ϒ , one can resolve equation (16) with 
respect to P as
1P S−= ϒ (38)
To calculate the right hand side S of equation (16) the compact scheme and its operator 
D are used. The operator is applied as described previously, so the right hand side 
becomes 
1
( ( ) ( ) )S D JU JV D
J t
ξ η= +
∆
(39)
The derivative operator ϒ is constructed, based on compact schemes and defined as the 
multiplication of two first order operators. Once the ϒ operator is constructed, the 
Poisson equation can be solved, and the pressure is found by inversing the ϒ operator.
The last step in order to find velocity in the new time level is to perform a pressure 
correction which is completed by calculating equation (5)
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the inverse of L provides
 
1f L Rf Df−′ = = (35)
Now, 1D L R−= is the differential operator. The D operator is created at the beginning of 
the proc dure for both directions ( )Dξξ and ( ).Dηη To calculate ux in the general 
coordinate system, one is performing (according to nested differentiation rules)
( ) ( )x x xu D u D u= +
ξ ηξ η (36)
The same is true for the remaining variables (uy, vx, vy), which are required to calculate 
Ev and Fv d fin d in equat on (13) and are ecessary for calculati g of ˆvE and vˆF . The 
derivative of the flux is simply calculated by the formula
ˆv
v
E
D E
∂
=
∂
ξ
ξ
(37)
The last step to solving equation (14) is to int grate the equation in ti e. In t is effort, 
the time discretization of the scheme is implemented by the optimal third rder TVD 
Rung  Kutta method developed by Shu and O her (1989).
One must remember that, in this case, the N-S equation, without the pressure term, is 
not considered alone but is coupled with the Poisson equati n and pressure correction. 
To properly solve such a system f quation , each intermediate step of R-K must be
accompanied by solution of the Poisson equation and pressure correction. In order to 
solve the Poisson equation, one needs to find the intermediate velocity using the RK 
method. Velocity is used to find the right hand side of equation (16); derivatives are 
cal u ated by means of compact schemes. The rig t hand side for s a matrix S. By 
fin ing an inverse of the derivative operator ϒ , one can resolve equation (16) with 
r spect to P as
1P S−= ϒ (38)
o calculate the right hand side S f quation (16) the c mpact scheme a d its operator
D are used. The operator is applied as d cribed previously, so the right hand side 
becomes 
1
( ( ) ( ) )S D JU JV D
J t
ξ η= +
∆
(39)
The derivative operator ϒ is constructed, based on compact schemes and defined as the 
multiplication of two first order operators. Once the ϒ operator is constructed, the 
Poisson equation can be solved, and the pressure is found by inversing the ϒ operator.
The last step in order to find velocity in the new time level is to perform a pressure 
correction which is completed by calculating equation (5)
o calculat th  rig t hand sid  S of quation (16) the compact schem
and it  o erator D are used. The operator is applied as described 
previously, so the right hand side becomes
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multiplication of two first order operators. Once the ϒ operator is constructed, the 
Poisson equation can be solved, and the pressure is found by inversing the ϒ operator.
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3.0 DISCUSSION OF NUMERICAL RESULTS
The developed computer code is investigated using standard incompressible flow 
problems: driven cavity flow, Taylor-Green (TG) vortex problem, double shear layer, 
backward-facing step, skewed cavity problem.
3.1 Driven Cavity Flow
The driven cavity flow problem is a benchmark problem used to validate the 
incompressible flow solver. It is extensively investigated because of certain flow 
features. Some interesting features of this problem are the following: boundary layer on
the wall, flow separation from one wall and reattachment on the perpendicular wall, 
attachment and separation from the same wall, multiple separation and attachment, 
vortices, and bubbles. Detailed work was performed by Ghia, Ghia, and Shin in 1982. 
They employed second-order accurate central finite difference approximations for all 
the second-order derivatives in the continuity equation. Convective terms were 
represented by a first-order accurate upwind difference scheme including its second 
order accurate term as deferred correction. Two different uniform grid sizes of 129 ×
129 and 257 × 257 were used for various Reynolds numbers. In the current 
computations, a grid size of 80 × 80 is utilized. The velocities u and v are taken to be 
zero on all boundaries except the top surface, where u = 1 and v = 0. As the initial 
condition, u and v are set to zero. Figure 1 illustrates the streamlines for the driven 
cavity flow at Re 100, 1000, and 3200. The primary vortex can be seen in the case when 
Re = 100. Two secondary vortices are also formed at the lower boundary. However, 
there is no upper secondary vortex formation since the Re is not sufficiently high. At Re 
= 1000, which is high, distinct secondary upstream and downstream vortices are 
formed, with the primary vortex moving towards the geometric center of the cavity. As 
the flow velocity is increased, an upper secondary vortex is also formed in the case of 
Re = 3200. Solution of present scheme using 6400 nodes compare well with the 
published solution with 16641 nodes. Figure 2 (a, b, and c) shows the comparison of 
velocity profiles at Re 100, 1000, and 3200; obtained by the current procedure with the 
results of Ghia et al. (1982).
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The developed computer code is investigated using standard 
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Figure 1 illustrates the streamlines for the driven cavity flow at Re 100, 
1000, and 3200. The primary vortex can be seen in the case when Re = 
100. Two secondary vortices are also formed at the lower boundary. 
However, there is no upper secondary vortex formation since the Re 
is not sufficiently high. At Re = 1000, which is high, distinct secondary 
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upstream and downstream vortices are formed, with the primary 
vortex moving towards the geometric center of the cavity. As the flow 
velocity is increased, an upper secondary vortex is also formed in the 
case of Re = 3200. Solution of present scheme using 6400 nodes compare 
well with the published solution with 16641 nodes. Figure 2 (a, b, and 
c) shows the comparison of velocity profiles at Re 100, 1000, and 3200; 
obtained by the current procedure with the results of Ghia et al. (1982).
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velocity profiles at Re 100, 1000, and 3200; obtained by the current procedure with the 
results of Ghia et al. (1982).
Figure 1. Streamlines of driven cavity at Re = 100 (left), 1000 (center) 
and 3200 (right) Grid resolution is 80x80 and time step is 0.001Figure 1. Streamlines of driven cavity at Re = 100 (left), 1000 (center) and 3200 (right) Grid 
resolution is 80x80 and time step is 0.001
Figure 2(a). Comparison of velocity profiles at Re = 100 for the present and Ghia et al. (1982) study
Figure 2(b). Comparison of velocity profiles at Re = 1000 for the present and Ghia et al. (1982) study
Figure 2(c). Comparison of velocity profiles at Re = 3200 for the present and Ghia et al. (1982) study
Table 1 shows the value of the vorticity and the location of the primary vortex center 
obtained by different researchers using different numerical methods. The difference in 
the results of the present study as compared to the highly accurate spectral solutions of 
Botella and Peyret (1998), extrapolated solutions of Schreiber and Keller (1983) and 
fourth order solutions of Erturk and Gokcol (2006), is very small. The current solutions 
are also comparing good with the other results of Wright and Gaskell (1995), Benjamin 
and Denny (1979), Nishida and Satofuka (1992), Erturk, et al. (2005) and Li et al. 
(1995) as shown in the table. The reason of reporting this table is to show that the 
results are obtained using very coarse grid and our proposition that WENO scheme 
resolves the flow with fewer grid points holds. The least amount of data points in the 
above table are 129 × 129 used by Li et al. (1995) whereas the grid points used in 
current study are 80 × 80. All other numerical methods mentioned are using more grid 
Figure 2(a). Comparison of velocity profiles at Re = 100 for the present 
and Ghia et al. (1982) study
Figure 1. Streamlines of driven cavity at Re = 100 (left), 1000 (center) and 3200 (right) Grid 
resolution is 80x80 and time step is 0.001
Figure 2(a). Comparison of velocity profiles at Re = 100 for the present and Ghia et al. (1982) study
Figure 2(b). Comparison of velocity profiles at Re = 1000 for the present and Ghia et al. (1982) study
Figure 2(c). Comparison of velocity profiles at Re = 3200 for the present and Ghia et al. (1982) study
Table 1 shows the value of the vorticity and the location of the primary vortex center 
obtained by different researchers using different numerical methods. The difference in 
the results of the present study as compared to the highly accurate spectral solutions of 
Botella and Peyret (1998), extrapolated solutions of Schreiber and Keller (1983) and 
fourth order solutions of Erturk and Gokcol (2006), is very small. The current solutions 
are also comparing good with the other results of Wright and Gaskell (1995), Benjamin 
and Denny (1979), Nishida and Satofuka (1992), Erturk, et al. (2005) and Li et al. 
(1995) as shown in the table. The reason of reporting this table is to show that the 
results are obtained using very coarse grid and our proposition that WENO scheme 
resolves the flow with fewer grid points holds. The least amount of data points in the 
above table are 129 × 129 used by Li et al. (1995) whereas the grid points used in 
current study are 80 × 80. All other numerical methods mentioned are using more grid 
Figure 2(b). Comparison of velocity profiles at Re = 1000 for the present 
and Ghia et al. (1982) study
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Figure 2(c). Comparison of velocity profiles at Re = 3200 for the present and Ghia et al. (1982) study
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the results of the present study as compared to the highly accurate spectral solutions of 
Botella and Peyret (1998), extrapolated solutions of Schreiber and Keller (1983) and 
fourth order solutions of Erturk and Gokcol (2006), is very small. The current solutions 
are also comparing good with the other results of Wright and Gaskell (1995), Benjamin 
and Denny (1979), Nishida and Satofuka (1992), Erturk, et al. (2005) and Li et al. 
(1995) as shown in the table. The reason of reporting this table is to show that the 
results are obtained using very coarse grid and our proposition that WENO scheme 
resolves the flow with fewer grid points holds. The least amount of data points in the 
above table are 129 × 129 used by Li et al. (1995) whereas the grid points used in 
current study are 80 × 80. All other numerical methods mentioned are using more grid 
Figure 2(c). Comparison of velocity profiles at Re = 3200 for the present 
and Ghia et al. (1982) study
Table 1 shows the value of the vorticity and the location of the primary 
vortex center obtained by iffere t researchers using different 
numerical methods. The difference in the results of the present study 
as compared to the highly accurate spectral solutions of Botella and 
Peyret (1998), extrapolat d solutions of Schreiber and Keller (1983) and 
fourth order solutions of Erturk and Gokcol (2006), is very small. The 
current solutions are also comparing good with the other results of 
Wright an  Gaskell (1995), Benjamin and De ny (1979), Nishida and 
Satofuka (1992), Erturk, et al. (2005) and Li et al. (1995) as shown in 
the table. The reason of reporting this table is to show that the results 
are obtained using very coarse grid and our proposition that WENO 
scheme resolves the flow with fewer grid points holds. The least 
amount of data points in the above table are 129 × 129 used by Li et 
al. (1995) whereas the grid points used in current study are 80 × 80. 
All other numerical methods mentioned are using more grid points 
to achieve the said results. The similar location of the primary vortex 
center and close vorticity value indicates that the WENO scheme use is 
beneficial in getting the solution by using fewer grid points thus in the 
end saving the computational time of the computer and giving useful 
information about the flow characteristics.  
Table 1. Vorticity value and location of the center of primary vortex by 
different studies
points to achieve the said results. The similar location of the primary vortex center and 
close vorticity value indicates that the WENO scheme use is beneficial in getting the 
solution by using fewer grid points thus in the end saving the computational time of the 
computer and giving useful information about the flow characteristics.  
Table 1. Vorticity value and location of the center of primary vortex by different studies
Reference Grid size Accuracy Vorticity x y
Botella & Peyret N=160 N=160 2.067753 0.5308 0.5652
Schreiber & Keller Extrapolated 6th order 2.0677
Ertruk & Gokcol 6012 4th order 2.067760 0.5300 0.5650
Wright & Gaskell 10242 2nd order 2.06997 0.5308 0.5659
Benjamin & Denny Extrapolated High order 2.078
Nishida & Satofuka 1292 8th order 2.068546 0.5313 0.5625
Erturk et al. 5132 2nd order 2.064765 0.5313 0.5645
Li et al. 1292 4th order 2.05876 0.5313 0.5625
Current Study 802 5th order 2.06893 0.5316 0.5642
3.2 Taylor Green Vortex Problem
The Taylor-Green vortex test problem has been widely used for verification of 
incompressible viscous flow solvers. The order of accuracy of the proposed solver is 
established by comparing the numerical results with the analytical values. A two-
dimensional exact solution to the unsteady problem is provided by
2
2
2
( , , ) cos( )sin( ) exp( 2 / Re)
( , , ) sin( ) cos( ) exp( 2 / Re)
1( , , ) (cos( ) cos( )) exp( 4 / Re)
4
u x y t kx ky k t
v x y t kx ky k t
p x y t kx ky k t
= − −
= −
= − + −
(41)
The numerical domain of the numerical solutions is a square of side 2π with periodic 
boundary conditions in both x and y-directions. Uniform grid points of 322, 642, 1282,
2562 and 5122 are used in this convergence rate study. The order of accuracy of the 
proposed scheme is established by numerical simulation of the Taylor-Green vortex test 
at Re = 100, for 100 steps with a fixed time step of 0.001. The maximum error and the 
convergence rates are shown in (Table 2). It can be seen clearly that convergence rate of 
fifth order for the velocity variables is obtained as the grid is refined.
Table 2. Maximum error and convergence rates for TG vortex test
Variable 322 Rate 642 Rate 1282 Rate 2562 Rate 5122
u 8.09e -4 3.7 6.2e -5 4.58 2.85e -6 4.99 0.897e-7 4.99 .0281e-7
v 8.42e -4 3.52 7.3e -5 4.927 2.4e -6 5.01 0.745e-7 5.005 .0232e-7
3.3 Double Shear Layer Test
The shear layer problem is an important numerical test in order to observe whether the 
numerical procedure is working properly when the solution of the problem is not 
smooth. This is a flow with a strong shear/discontinuous initial condition. A periodic 
boundary condition is applied everywhere on the boundaries and the initial condition of 
the jet is:
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The numerical domain of the numerical solutions is a square of side 2π with periodic 
boundary conditions in both x and y-directions. Uniform grid points of 322, 642, 1282,
2562 and 5122 are used in this convergence rate study. The order of accuracy of the 
proposed scheme is established by numerical simulation of the Taylor-Green vortex test 
at Re = 100, for 100 steps with a fixed time step of 0.001. The maximum error and the 
convergence rates are shown in (Table 2). It can be seen clearly that convergence rate of 
fifth order for the velocity variables is obtained as the grid is refined.
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The shear layer problem is an important numerical test in order to 
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Due to the initial condition, two shear layers are formed, since the velocity gradient is 
high at those two particular regions. In this case, the grid size is 256 × 256. Figure 3
provides the vorticity contours at t = 0.4, 0.8, 1.2, and 1.8. These results are compared 
with the pioneering work of Bell et al. (1989). The pattern obtained with the current 
approach is in good agreement with the result previously published for shear layer flow. 
No distortions or oscillations can be observed in the evolution of the flow over the 
specific time period, and no spurious vortices are seen. 
Figure 3. Vorticity contours for double shear layer flow at t = 0.4 (top left), 0.8 (top-right), 1.2 (bottom-
left), and 1.8 (bottom-right) 
In Figure 4, vorticity contours at t = 1.8 are shown for different grid sizes. It can be 
observed that even at the coarser grid the shape, location and number of vortices are 
maintained thus indicating the usefulness of WENO in getting the overall result by 
using fewer grid points. Figure 5 shows the plot of kinetic energy (∫𝑈𝑈.𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 ) versus 
time for the double shear layer at two grid sizes of 1282 and 2562. As the mesh becomes 
finer the kinetic energy stays unchanged for a longer period of time as compared to
coarser grid. On comparing the current result of 2562 grid size kinetic energy plot with 
the (Figure 4) in paper of Bell et al. (1989), it is seen that the kinetic energy is 
decreasing appreciably from the start of the solution whereas in the current solver it is 
constant up to t~1.1. This clearly indicates that the new scheme has less dissipation than 
Due to the initial condition, two shear layers are formed, since the 
velocity gradient is high at those two particular regions. In this case, the 
grid size is 256 × 256. Figure 3 provides th vorticity contours at t = 0.4,
0.8, 1.2, and 1.8. These results are compared with the pioneering work 
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of Bell et al. (1989). The pattern obtained with the current approach is 
in good agreement with the result previously published for shear layer 
flow. No distortions or oscillations can be observed in the evolution 
of the flow over the specific time period, and no spurious vortices are 
seen.
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decreasing appreciably from the start of the solution whereas in the current solver it is 
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In Figure 4, vorticity contours at t = 1.8 are shown for dif erent grid sizes. It can be 
observed that even at the coarser grid the shape, location and number of vortices are 
maintained thus indicating the usefulness of WENO in getting the overall result by 
using fewer grid points. Figure 5 shows the plot of kinetic energ (∫𝑈𝑈.𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 ) versus 
time for the double shear layer at two grid sizes of 1282 and 2562. As the mesh becomes 
finer the kinetic energy stays unchanged for a longer period of time as compared to
coarser grid. On comparing the current result of 2562 grid size kinetic energy plot with 
the (Figure 4) in paper f Bell et al. (1989), it is see  th t the kinetic energy is 
decreasing appreciably from the start of the solution whereas in the current solver it is 
constant up to t~1.1. This clearly indicates that the new scheme has less dissipation than 
 ersus ti  for the double 
sh ar layer at tw  rid sizes of 1282 and 2562. As the m sh becomes 
finer the kinetic energy stays unchanged for a longer period of time as 
compared to coarser grid. On comparing the current result of 2562 grid 
size kinetic energy plot with the (Figure 4) in paper of Bell et al. (1989), 
it is seen that e kinetic en rgy i  decreasing appreciably from the start 
of the solution whereas in the current solver it is constant up to t~1.1. 
This clearly indicates that the new scheme has less dissipation than the 
original scheme of Bell. It is obvious to conclude that at meshes greater 
than 2562 size the kinetic energy will be invariant for even greater time 
than 1.1. 
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the original scheme of Bell. It is obvious to conclude that at meshes greater than 2562
size the kinetic energy will be invariant for even greater time than 1.1. 
Figure 4. Vorticity contours for double shear layer flow at t = 1.8 for grid sizes of 2562 (top left), 
1802(top-right), 1282 (bottom-left) and 642(bottom-right)
Figure 5. Kinetic energy versus time for double shear layer
3.4 Backward-Facing Step
Another commonly utilized benchmark problem is the flow over a backward-facing 
step. The dimensions of the step height and the channel length upstream and 
downstream are taken to be as reported in the experimental study of Armaly, Durst, 
Pereira and Schoung (1983) and the numerical study of Choi and Barakat (2005). The 
dimensions are sufficiently large so that the flow is fully developed when it reaches the 
step. The length of the channel downstream is such that the recirculation zone produced 
behind the step is independent of the rest of the channel length. For this problem, a 
multi-block meshing approach was utilized, and the Navier–Stokes solver was modified 
accordingly. 
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Pereira and Schoung (1983) and the numerical study of Choi and Barakat (2005). The 
dimensions are sufficiently large so that the flow is fully developed when it reaches the 
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accordingly. 
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3.4 Backward-Facing Step
Another commonly utilized benchmark problem is the flow over a 
backward-facing step. The di ensions of the step height and the channel 
l ngth upstream and downstream re taken to be as reported in the 
experimental study of Armaly, Durst, Pereira and Schoung (1983) and 
the nume ical study of Ch i nd Barakat (2005). The dimension  are 
suffici ntly large so that the flow is fully develop d when it reaches the 
step. The length of the channel downstream is such that the recirculation 
zone produced behind the step is independent of the rest of the channel 
length. For this problem, a multi-block meshing approach was utilized, 
and the Navier–Stokes solver was modified accordingly. 
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Geometric model of the back ward facing step used in this problem 
is given in Figure 6. Data points are obtained by digitizing the 
experimental data and comparing them to the numerical results, for a 
Newtonian fluid in Armaly et al. (1983). In order to do the meshing, the 
rectangle (700mm × 10.1mm) has been divided into four sub domains. 
The lower left sub rectangle has been made inactive in the calculations. 
The grid size of the left upper sub rectangle is 60 × 30 and the grid sizes 
of the right upper and right lower sub rectangles are 120 × 30.  Figure 
7 shows the comparison of velocity profiles obtained numerically with 
the experimental profiles at five positions downstream of the step. Two 
conclusions can be made by considering the comparison figures. First, 
the shape of the velocity profile obtained by the computer code is similar 
to the experimental profiles obtained by Armaly et al. (1983). The profile 
is parabolic right at the step, which indicates the fully developed flow. In 
the region where there is a circulation zone, the shape of velocity profile 
changes, but it becomes parabolic again as the flow moves downstream 
of the step. Second, the values of numerical simulation compare well 
with the experimental values. Figure 8 illustrates the comparison 
between the L/S (non-dimensional length of the recirculation zone) at 
different Reynolds numbers. Where L is the length of the channel after 
the step and S is the step height. The numerical values again compare 
well to the experimental values. Figure 9 provides the streamlines over 
the backward-facing step for Re = 50, 100, 200 and 400. It is clear that 
as the Re increases, the recirculation length also increases. The flow 
pattern is consistent with the results published by Choi and Barakat 
(2005) in their numerical study. It is worth mentioning that their 
computational domain consisted of 14,600 rectangular elements for 
the numerical simulations, whereas the current study is using only 
9000 nodes to obtain the same results. The reason for this is that the 
WENO scheme has the inherent property of resolving flow even if a 
coarser grid size is used. Moreover, Choi et al. investigation uses the 
CFD software Fluent, which usually uses a third order solver for the 
spatial derivatives of N-S equations and second order solver for time 
discretization, where the current effort is making use of fifth and sixth 
order schemes to solve spatial derivatives (convective/diffusion) and 
a third order scheme for temporal discretization. The higher order 
schemes result in more accuracy due to less truncation error.
Geometric model of the back ward facing step used in this problem is given in Figure 6. 
Data points are obtained by digitizing the experimental data and comparing them to the 
num rical results, for a Newtonian fluid in Armaly et al. (1983). In order t  do the 
meshing, the rectangle (700mm × 10.1mm) has been divided into four sub domains. The 
lower left sub rectangle has been made inactive in the calculations. The grid size of the 
left upper sub rectangle is 60 × 30 and the grid sizes of the right upper and right lower 
sub rectangles are 120 × 30. Figure 7 shows the comparison of velocity profiles
obtained numerically with the experimental profiles at five positions downstream of the 
step. Two conclusions can be made by considering the comparison figures. First, the 
shape of the velocity profile obtained by the computer code is similar to the 
experimental profiles obtained by Armaly et al. (1983). The profile is parabolic right at 
the step, which indicates the fully developed flow. In the region where there is a 
circulation zone, the shape of velocity profile changes, but it becomes parabolic again as
the flow moves downstream of the step. Second, the values of numerical simulation 
compare well with the experimental values. Figure 8 illustrates the comparison between 
the L/S (non-dimensional length of the recirculation zone) at different Reynolds 
numbers. Where L is the length of the channel after the step and S is the step height. 
The numerical values again compare well to the experimental values. Figure 9 provides 
the streamlines over the backward-facing step for Re = 50, 100, 200 and 400. It is clear 
that as the Re increases, the recirculation length also increases. The flow pattern is 
consistent with the results published by Choi and Barakat (2005) in their numerical 
study. It is worth mentioning that their computational domain consisted of 14,600 
rectangular elements for the numerical simulations, whereas the current study is using 
only 9000 nodes to obtain the same results. The reason for this is that the WENO 
scheme has the inherent property of resolving flow even if a coarser grid size is used. 
Moreover, Choi et al. investigation uses the CFD software Fluent, which usually uses a 
third order solver for the spatial derivatives of N-S equations and second order solver 
for time discr tization, where the current ffort is making use of fifth and sixth order 
schemes to solve spatial derivatives (convective/diffusion) and a third order scheme for 
temporal discretization. The higher order schemes result in more accuracy due to less 
truncation error.
Figure 6. Geometric model of back ward facing stepFigure 6. Geometric mod l of back ward facing step
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Figure 7. Axial velocity comparison for Newtonian steady flow at Re=100 (right) and Re = 389 (left)
Figure 8. Non-dimensionalized length of recirculation region at different Re numbers
Figure 9. Streamlines of Newtonian flow at Re = 50,100,200, and 400
Figure 7. Axial velocity comparison for Newtonian steady flow at 
Re=100 (right) and Re = 389 (left)
Figure 7. Axial velocity comparison for Newtonian steady flow at Re=100 (right) and Re = 389 (left)
Figure 8. Non-dimensionalized length of recirculation region at different Re numbers
Figure 9. Streamlines of Newtonian flow at Re = 50,100,200, and 400
 
Fi re 8. Non-dimensionalized length of recirculation region at 
different Re numbers
Figure 7. Axial velocity comparison for Newtonian steady flow at Re=100 (right) and Re = 389 (left)
Figure 8. Non-dimensionalized length of recirculation region at different Re numbers
Figure 9. Streamlines of Newtonian flow at Re = 50,100,200, and 400Figure 9. Streamlines of Newtonian flow at Re = 50,100,200, and 400
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3.5 Skewed Cavity
Up to this point all the examples analyzed are of rectangular geometry. 
As the problems in real life mostly comprise of non-rectangular 
geometries so to test the developed solver for such kinds of problems 
is very essential. Benchmark problems with non-rectangular grids for 
numerical schemes to compare solution to each other are not many. 
Demirdzic et al. (1992) presented the results for the skewed driven 
cavity for Re 100 and 1000 for the skewed angles of 45and 30 degrees. 
Their results serve as a bench-mark solution for the non-rectangular 
grid test. The solution was obtained by using the multigrid finite volume 
method with grids up to 320 × 320 control volumes. This problem is 
simple to implement, and one can easily verify whether the code is 
functioning properly or not by comparing the results with the skewed 
cavity results of Demirdzic et al.. In the current study, a grid size of 
128 × 128 (16,384 cells) is used, and the numerical results are in close 
agreement to the results of Demirdzic et al. (1992) that were obtained 
at 102,400 cells. Schematic of skewed driven cavity is drawn in (Figure 
10). Figure11 shows the u-velocity along the vertical line and v-velocity 
along the horizontal line passing through the geometric center of the 
skewed cavity for Re 100 and 1000 at the skewed angle of 45 degrees. 
Figure12 illustrates the u-velocity along the vertical line and v-velocity 
along the horizontal line passing through the geometric center for Re 
100 and 1000 at the skewed angle of 30 degrees. Other researchers that 
have performed the skewed driven cavity tests are Erturk and Dursun 
(2007), Oosterlee, Wessling et al. (1993) and Shyklyar and Arbel (2003) 
using the grid size of 5132, 2562 and 3202 respectively. This test clearly 
demonstrates that the proposed scheme is performing properly for the 
generalized coordinates in addition to the rectangular grid obtaining 
results at coarser grids when compared to the grid sizes of above 
mentioned researchers.
3.5 Skewed Cavity
Up to t is point all the exam les analyzed are of rec angular geometry. As the proble s 
in real life mostly co prise of non-rectangular geometries so to test the developed 
solver for such kinds of problems is very essential. Benchmark problems with non-
rectangular grids for numerical schemes to compare solution to each other are not many. 
Demirdzic et al. (1992) presented the results for the skewed driven cavity for Re 100 
and 1000 for the skewed angles of 45and 30 degrees. Their results serve as a bench-
m rk solutio  for the non-rectangular grid test. Th  solution was obt ined by using the 
multigrid finite volume method with grids up to 320 × 320 control volumes. This 
problem is simple to implement, and one can easily verify whether the code is 
functioning properly or not by comparing the results with the skewed cavity results of 
Demirdzic et al.. In the current study, a grid size of 128 × 128 (16,384 cells) is used, and 
the numerical results are in close agreement to the results of Demirdzic et al. (1992) that 
were obtained at 102,400 cells. Schematic of skewed dri n cavity is drawn in (Figure
10). Fi ure11 shows the u-velocity alon  t e vertical line and v-velocity along the 
horizontal line passing through the geometric center of the skewed cavity for Re 100 
and 1000 at the skewed angle of 45 degrees. Figure12 illustrates the u-velocity along the 
vertical line and v-velocity along the horizontal line passing through the geometric 
center for Re 100 and 1000 at the skewed angle of 30 degrees. Other researchers that 
have performed the skewed driven cavity tests are Erturk and Dursun (2007), Oosterlee, 
Wessling et al. (1993) and Shyklyar and Arbel (2003) using the grid size of 5132, 2562
and 3202 respectively. This test clearly demonstrates that the proposed scheme is 
performing properly for the generalized coordinates in addition to the rectangular grid 
obtaining results at coarser grids when compared to the grid sizes of above mentioned 
researchers.
Figure 10. Geometric model of skewed driven cavityFigure 10. Geometric del of skewed driven cavity
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Figure 11. u and v–velocity profiles at Re = 100 and 1000 for skewed angle of 45 degrees
Figure 12. u and v–velocity profiles at Re = 100 and 1000 for skewed angle of 30 degrees
4.0 CONCLUSION
A WENO/compact scheme for solving the two-dimensional incompressible Navier-
Stokes equations has been presented. The convective part of the N-S equations is solved 
Figure 11. u and v–velocity profiles at Re = 100 and 1000 for skewed 
angle of 45 degreesFigure 11. u and v–velocity profiles at Re = 100 and 1000 for skewed angle of 45 degrees
Figure 12. u and v–velocity profiles at Re = 100 and 1000 for skewed angle of 30 degrees
4.0 CONCLUSION
A WENO/compact scheme for solving the two-dimensional incompressible Navier-
Stokes equations has been presented. The convective part of the N-S equations is solved 
Figure 12. u and v–velocity profiles at Re = 100 and 1000 for skewed 
angle of 30 degrees
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4.0 cONcluSiON
A WENO/compact scheme for solving the two-dimensional 
incompressible Navier-Stokes equations has been presented. The 
convective part of the N-S equations is solved using fifth order WENO 
spatial operators, and the diffusion terms are solved with a sixth-order 
compact central difference scheme. The third-order TVD Runge-Kutta 
explicit time-integrating scheme is adopted for the unsteady flow 
computations. Test cases, driven cavity flow, Taylor Green vortex 
test, double shear layer, and backward-facing step are performed to 
investigate the accuracy and efficiency of the scheme. Skewed driven 
cavity has been analyzed in order to study the functioning of proposed 
scheme in generalized coordinates. Bend tube is tested for codes 
functionality in three dimension with non-Newtonian and pulsatile 
flow. Results are compared with available established data in the 
literature and are in good agreement with the published data. It has 
been shown that due to the control adaptive dissipation property of 
WENO, the solver can capture the general flow features with coarser 
grid size. The code is thus grid efficient and fifth order accuracy 
is obtained for velocity variables. Another advantage of using this 
shock capturing scheme is that the developed code when extended 
to three dimensions can be used for the direct numerical simulation 
of the turbulence problems in future. Achieving the results by using 
fewer nodes will be very helpful in such kind of analysis in terms of 
computational efficiency. 
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