Abstract. We suggest a new constructive approach for the solvability analysis and approximate solution of certain types of partially solved Lipschitzian differential systems with two-point nonlinear boundary conditions. The practical application of the suggested technique is shown on a numerical example.
INTRODUCTION AND SUBSIDIARY STATEMENTS
The solvability analysis and approximate construction of solutions of various types of regular and singular boundary value problems were successfully done mainly in case of an explicit form of differential systems
There is a large gap in the study of solutions of boundary value problems given for systems of differential equations of implicit form, in particular partially resolved with respect to the derivative. This work in a certain form fills this shortcoming.
We study the following boundary value problem on a compact interval ; where K 1 ; K 2 are a nonnegative constant matrix of dimension n n:
Here and below, the absolute value sign and inequalities between vectors are understood componentwise. A similar convention is adopted for the operations "max", "min". The symbol 1 n stands for the unit matrix of dimension n, r.K/ denotes a spectral radius of a square matrix K:
If the maximal in modulus eigenvalue of matrix K 2 is less then one r.K 2 / < 1; then from (1.3), if u ¤ v, we obtain where
Moreover, we suppose that for the maximal in modulus eigenvalue of matrix Q D 3.b a/ 10 K (1.5) holds r.Q/ < 1: (1.6) If´2 R n and is a vector with non-negative components, B.´; / stands for the componentwise -neighbourhood of´W B.´; / WD f 2 R n W j ´j Ä g :
Similarly, for the given bounded connected set˝ R n ; we define its componentwise neighbourhood by putting and its componentwise neighbourhood
It is important to emphasize that D and D 1 are supposed to be bounded and, thus, the Lipschitz condition for f is not assumed globally. The boundary conditions (1.2), generally speaking, non-separated and non-linear.
With the function f involved in equation (1.1), we associate the vector
(1.9) We recall some subsidiary statements which are needed below. The idea that we are going to employ is based on the reduction to a family of simple auxiliary boundary value problems [5] . This approach was used also in [2-4, 6, 7] . Namely, we introduce the vectors of parameterś where D is the neighhourhood of the set D a;b defined according to (1.7), (1.8) and ı OEa;b;D;D 1 .f / is given as in (1.9):
Lipschitzian with respect to the second and third variables according to condition (1.3) and for the matrix Q of form (1.5) holds an inequality (1.6).
Then, for all fixed´2 D a ; and Á 2 D b :
1. The functions of the sequence (2.5) belonging to the domain D are continuously differentiable on the interval OEa; b, and satisfy the two-point separated boundary conditions (2.4).
2. The sequence of functions (2.5) for t 2 OEa; b converges as m ! 1 to the limit function uniformly
3. The limit function satisfies the two-point separated boundary conditions (2.4). 4. The limit function x 1 .t;´; Á/ for all t 2 OEa; b is a unique continuously differentiable solution of the integral equation
i.e. it is the solution of the Cauchy problem for the modified system of integrodifferential equations:
where According to the recurrence relation (1.12) and estimation (1.13) from (2.14) and (2.17) follows that where ı OEa;b;D;D 1 .f / is given by (2.8). Since, due to (1.6), the maximum eigenvalue of the matrix (1.5) does not exceed the unity, we have
Therefore, we conclude from (2.19) that, according to Cauchy criterium, the sequence fx m .t;´; Á/g 4) for all values of the introduced parameter´2 D a ; Á 2 D b the limit function x 1 .t;´; Á/ also satisfies these conditions. Passing to the limit as m ! 1 in equality (2.5) we show that the limit function satisfies both the integral equation (2.10) and the Cauchy problem (2.11), where .´; Á/ is given by (2.12). Passing to the limit as j ! 1 in (2.19) we get the estimation (2.13). Proof. The proof can be carried out similarly as in Theorems 2 and 3 from [8] .
Remark 1. The system of equations (3.2) is usually referred to as a determining equations. In such a manner, the original infinite-dimensional problem (1.1)-(1.2) is reduced to a system of 2n equations numerical equations.
The method thus consists of two parts, namely, the analytic part, when the integral equation (2.10) is dealt with by using the method of successive approximations (2.5), and the numerical one, which consists in finding values of the 2n unknown parameters from equations (3.2).
The next statement proves that the system of determining equations (3.2) defines all possible solutions of the original non-linear boundary value problem (1.1)-(1.2). 
SOLVABILITY ANALYSIS BASED ON THE APPROXIMATE DETERMINING

SYSTEM
Although Theorem 2 provides a theoretical answer to the question on the construction of a solution of the original non-linear boundary value problem (1.1)-(1.2), its application faces certain difficulties due to the fact that the explicit form of the limit function x 1 . ;´; Á/ and consequently the explicit form of the functions
2) is usually unknown. This complication can be overcome by using the socalled approximate determining equations In (4.7) the binary relation B @ is defined in [1] as a kind of strict inequality for vector functions and it means that at every point on the boundary @˝at least one of the components of the vector jH m .´; Á/j is greater than the corresponding component of the vector in the right-hand side. The degree in (4.8) is the Brouwer degree because all the vectors fields are finite-dimensional. Likewise, all the terms in the right-hand side of (4.7) are computed explicitly e.g. by using computer algebra system.
Proof. The proof can be carried out similarly as in Theorem 4 from [6] .
EXAMPLE
Let us apply the approach described above to the system of differential equations 8 < : 
This choice of the sets D a and D b is motivated by the fact that the zero-th approximate determining system (i. e., (4.1) with m = 0) has roots lying in these sets (5.3), see the second line in Table 1 . Recall that, in order to obtain it, only function (2.6) are used, and no iteration is yet carried out. We see that this piecewise linear function provides quite reasonable approximate values of the parameters. In this case, according to (1.7), we have Using (2.5) and applying Maple 13 for different values of m to implement the approximations x m .t;´; Á/ D col.x m1 .t;´; Á/ ; x m2 .t;´; Á// and solving the approximate determining system (4.1), we find the following values of introduced parameters, which are presented in Table 1 . The graphs of the exact and approximate solution for m D 9 for the first and second components are shown on the Fig. 1 . 
