This paper deals with a non-standard infinite dimensional linear-quadratic control problem arising in the physics of non-stationary states (see e.g. [6] ): finding the minimum energy to drive a fixed stationary statex = 0 into an arbitrary non-stationary state x. The Riccati Equation (RE) associated to this problem is not standard since the sign of the linear part is opposite to the usual one, thus preventing the use of the known theory.
Introduction
This paper is devoted to the study of a family of non-standard linear quadratic finite horizon minimum energy problems in Hilbert spaces: finding the minimum energy to drive a dynamical system from a fixed equilibrium state 0 (at time t = t 0 ) into an arbitrary non-equilibrium state x (at time t = t 1 ). These problems arise (in particular when t 0 → −∞ and t 1 = 0) in the control representation of the rate function for a class of large deviation problems (see e.g. [12] and the references quoted therein; see also [18, Chapter 8] for an introduction to the subject); it is motivated by applications in the physics of non-equilibrium states and in this context it has been studied in various papers, see e.g. [3, 4, 5, 6, 7] . In such papers the state equation is possibly nonlinear and the energy function can be state dependent. One of the main goals, formulated e.g. in [6] in the infinite horizon case, is then to show that the value function is the unique (or maximal/minimal) solution of the associated Hamilton-Jacobi-Bellman (HJB) equation. Our goal is exactly this one. Due to the difficulty of the problem we restrict ourselves to study the linear quadratic case: hence solving the HJB equation reduces to solve a Riccati Equation (RE). In this paper, as a first step, we consider the finite horizon problem which we describe in the next subsection together with our main results.
The problem and the main results
To better clarify our results we state, roughly and informally, the mathematical problem (see Subsection 2.2 for a precise description). The state space X and the control space U are both real separable Hilbert spaces. We take the linear controlled system in X y ′ (s) = Ay(s) + Bu(s), s ∈ [0, t],
where A : D(A) ⊂ X → X generates a strongly continuous semigroup and B : U → X is a linear bounded operator. Given a point x ∈ X we consider the set U [0,t] (0, x) of all control strategies u(·) that drive the system from the equilibrium state 0 (at time s = 0) into an arbitrary non-equilibrium state x (at time s = t). It is well known (see Subsection 2.2) that the set U [0,t] (0, x) is nonempty if and only if x ∈ H, where H is a suitable subspace of X that can be endowed with its own Hilbert structure (see Subsection 4.1). We want to minimize the "energy-like" cost functional
for every x, y ∈ D(A) ∩ D(R(t)), with the initial condition R(0) = +∞. Since for each t the operator R(t) is unbounded (because V (t, ·) is defined only in H), it is convenient to rewrite (4) in H so that the unknown P (·) becomes a bounded operator, see Subsection 4.3 for explanations.
Note that the sign of the linear part of (4) (the first two terms of the right hand side) is opposite to the usual one (see, e.g., for minimum energy problem in Hilbert spaces, [12] , [15, 16] , [19] , [24] , [27] ). This does not allow us to approach (4) using the standard method (described e.g. in [2, pp. 390-394 and 479-486], see also [24, p.1018] ), which consists in solving the RE using a fixed point theorem and a suitable a priori estimate. For forward RE like ours this is possible when the sign of the linear part is positive (in order to get a suitable semigroup generation property 1 ) and the quadratic term is negative (in order to get the a priori estimate). On the other hand the opposite sign of the linear part comes from the nature of the motivating problem: to look at the minimum energy path from equilibrium to non-equilibrium states (see [6] ), which is the opposite direction of the standard one considered e.g. in [8, 9, 24, 26] , (see also the books [2, 10, 11] ). This means that the value function depends on the final point, while in the above quoted problems it depends on the initial one (see also Remark 4.1 on this). Therefore we are driven to use a different approach, that exploits the structure of the problem; we partially borrow some ideas from [24] and from 2 [21] and [25] . The main idea comes from the fact that the candidate solution of the RE (associated to the value function V is the pseudoinverse of the unique solution of a Lyapunov (linear) equation (which is easier and is studied in Section 3 providing an existence and uniqueness result in Proposition 3.3). We list now our main results. We show, under a null controllability assumption, that the value function solves the associated Riccati Equation (RE) (Theorem 4.12) and that a partial uniqueness holds (Theorem 4.13). When A is selfadjoint and A and BB * commute we can go deeper, finding more insights on the structure of the family of solutions (Theorems 4.14, 4.15 and 4.16).
Plan of the paper
Section 2 is devoted to the presentation of our finite horizon minimum energy problem: after the description of our assumptions (Subsection 2.1) we provide the general formulation of the problem is in Subsection 2.2. Section 3 is devoted to the study of the associated Lyapunov equation, a key tool for the analysis of our RE. The main result of this section (Proposition 3.3) is more general than what we found in the literature and is then completely proved. Section 4 is devoted to the analysis of the RE and to the presentation of the main results. It is divided in 5 subsections.
• In the first (Subsection 4.1), we study the properties of the space H which seems the good one where to study the RE. • Subsection 4.2 concerns the study the regularity properties of V .
• In Subsection 4.3 we prove that V solves the RE (Theorem 4.12).
• In Subsection 4.4 we present our partial uniqueness result (Theorem 4.13).
• In Subsection 4.5 we refine our results in the special case of selfadjoint commuting operators.
Finally, Section 5 contains two significant examples. At the end there is an Appendix divided in 4 parts. In the first three where we collect some preliminary results on pseudoinverses (A) on commuting operators (B), and controllability operators (C). In the last one we collect the proofs of several lemmas and propositions (D).
Minimum energy problems

Assumptions
Let −∞ < s < t < +∞. Consider the abstract linear equation
under the following assumption.
Assumption 2.1.
(i) X, the state space, and U , the control space, are real separable Hilbert spaces;
, where L(U, X) is the space of bounded linear operators from U to X;
(iv) u, the control strategy, belongs to L 2 (s, t; U ). Proposition 2.2. For −∞ < s < t < +∞, z ∈ X and u ∈ L 2 (s, t; U ), the mild solution of (5), defined by
is in C([s, t], X).
In the sequel we will always assume that Assumption 2.1 holds. Moreover, to prove most of the results of the paper we will also need the assumption below. We state it now and we will say explicitly when we will use it. Before all we need to define the so-called controllability operator.
and, for t = +∞,
Note that Q ∞ is well defined by Assumption 2.1-(ii).
It is well known (see e.g. [14, Appendix D] ) that this assumption is equivalent to assume null controllability at time T 0 for the system (5) below: this means that for each z ∈ X there exists a control u ∈ L 2 (0, T 0 ; U ) such that the solution of (5) Remark 2.5. We have supposed in Assumption 2.1 that the semigroup {e tA } has negative type: this allows us to obtain more accurate results, also in view of a future study of the infinite horizon case. Anyway, if we only assume that e tA L(X) ≤ M e γt with γ ≥ 0, most results of this paper are still true with suitable modifications. More specifically, since the operator Q ∞ is not well defined, one has the following:
• the space H changes from H = R(Q
T ), for suitable large T > 0.
• Proposition 4.8 modifies as follows:
Note that, in the commuting case, the proof of most results does not work as it is. This is the case for Proposition C.2(iii), Theorem 4.14 and Theorem 4.15.
General formulation
Suppose that Assumption 2.1 holds. Given a time interval [s, t] ⊂ R, an initial state z ∈ X and a control u ∈ L 2 (s, t; U ) we consider the state equation (5) and its mild solution y(·; s, x, u), given by (7) . We define the class of controls u(·) bringing the state y(·) from a fixed z ∈ X at time s to a given target x ∈ X at time t:
We recall our cost functional, namely the energy:
The minimum energy problem at (s, t; z, x) is the problem of minimizing the functional
. The value function of this control problem (the minimum energy) is
with the agreement that the infimum over the empty set is +∞. The following easy proposition, straightforward consequence of (7), allows to reduce the number of variables.
Proposition 2.6. Under Assumption 2.1 we have
and then
From now on we will set, for simplicity of notation,
Now we look at the set where V is finite: this is the reachable set in the interval [0, t], starting from 0, defined as R
Defining the operator
hence the set where V is finite is R (L t ).
We now recall a fundamental, and well known, result, which establishes the relationship between the family of operators {Q t , t ∈ [0, +∞]} and our minimum energy problem (see e.g. [27, Theorem 2.3, p.210]).
Theorem 2.7. Suppose that Assumption 2.1 holds and let x ∈ X.
, there is exactly one minimizing strategyû t,x for the functional
, and moreover
where, for t > 0, Q
⊥ is the pseudoinverse of Q t .
Since V is quadratic the HJB equation associated to our problem becomes a differential Riccati Equation, namely (4). Our main aim is then to prove that the linear symmetric operator R associated to V is a solution of such Riccati Equation and prove a kind of uniqueness result. We will do this in Section 4.
Remark 2.8. It is possible to extend the above minimum energy problem to the case when s = −∞ or when t = +∞. The energy functional becomes then an integral over a half line. In the first case we have to take the initial datum z = 0 and, properly defining the mild solutions in the left half-line (requiring that (7) is satisfied for all r ≥ s = −∞), we have to define the set of control strategies as follows:
In the second case the problem is trivial. Indeed formally one should define
However it is easy to show that for every u ∈ L 2 (s, +∞; U ) we have lim t→+∞ y(t; s, z, u) = 0, so that the class U [s,+∞] (z, x) is empty unless x = 0; in this case the optimal control strategy is clearly u ≡ 0. In a subsequent paper we will study the infinite horizon problem when the starting time is −∞ and the arrival time is 0: the value function of this problem is formally V 1 (−∞, 0; 0, x) = V (+∞, x). Some results about it will be also given in the present paper. For simplicity we will use the notation
In Proposition 4.8 we will prove that, under Assumption 2.1, we have
The Lyapunov equation
We want now to show that the function t → Q t , from [0, +∞) to L(X), solves a suitable Lyapunov equation. To this purpose we prove first the following lemma.
Lemma 3.1.
, then for every t ∈ [0, +∞] we have x ∈ D(AQ t ) and
(
, they all are dense in X, and
. Then we can write, integrating by parts:
and (i) follows.
(ii) The first inclusion follows from the very definition of the adjoint. Next, if x ∈ D((AQ t ) * ) we can write for each y ∈ D(A * ), by (20) ,
, and (22) holds. This proves the claim for t ∈ [0, +∞[. For the case t = +∞ we argue in a similar way: let x ∈ D((AQ ∞ ) * ); then for each y ∈ D(A * ), by (21) we have,
, and (23) holds.
(iii) By assumption we have x = Q t z with z ∈ D((AQ t ) * ). Let w ∈ ker Q t . By Proposition C.1 and its proof we get B * e sA As a consequence, Ax ∈ [ker Q ∞ ] ⊥ . Similarly, if t = +∞, we have for every w ∈ ker Q ∞ , by (23) ,
and the claim follows.
(iv) We just consider the case t = ∞, since the case 0 < t < ∞ is quite similar. Fix
there is a sequence of elements x n ∈ R(Q ∞ ) such that x n → x. Hence there exists {z n } ⊂ X such that Q ∞ z n → x in X. Since D(A * ) is dense in X, for each n ∈ N + we can find y n ∈ D(A * ) such that y n − z n X < 1/n, so that Q ∞ y n → x in X, too. For the last statement, observe first that, since
is a solution of the differential Lyapunov equation
if:
• for each t ≥ 0 the operator Q(t) is positive and selfadjoint and Q(0) = 0;
Similarly an operator Q ∈ L(X) is a solution of the algebraic Lyapunov equation
• Q is positive and selfadjoint;
Proposition 3.3. The operator Q t defined by (8) is a solution of the differential Lyapunov equation (24) . Similarly the operator Q ∞ solves the algebraic Lyapunov equation (25) . Moreover, for all t ≥ 0, let Q(t) be positive and selfadjoint, and such that it solves the Lyapunov equation (24) in weak sense, i.e. Q(0) = 0, the map t → Q(t)x, y X is differentiable for every x, y ∈ D(A * ) and
Then Q(t) = Q t for all t ≥ 0. Similarly let Q be positive and selfadjoint, and such that it solves the Lyapunov equation (25) in weak sense, i.e. for all x, y ∈ D(A * )
Qx, A * y X + A * x, Qy X + B * x, B * y U = 0.
Proof. We give the proof for the reader's convenience since we did not find it in the literature. Indeed, in [11, Theorem 5. (24) . By the definition of Q t we obviously have
Then the existence result follows from Lemma 3.1-(i).
Concerning uniqueness, we observe that, if Q 1 (t) and Q 2 (t) are two functions with values in the space of bounded, selfadjoint, positive operators, and they both solve (24) in weak sense, then the difference Q(t) := Q 1 (t) − Q 2 (t) satisfies the homogeneous equation
with Q(0) = 0. Now take any x ∈ D(A * ) and t 0 > 0 and observe that, by simple computations,
t0A * x X = 0.
Since Q(t 0 ) is selfadjoint, we can use polarization to get Q(t 0 ) = 0 for every t 0 > 0 and so the claim. Now we look at the algebraic Lyapunov equation (25) . From (21) it follows that Q ∞ solves (25) . To show uniqueness, similarly for the case of the differential Lyapunov equation, we observe that, if Q 1 and Q 2 are two bounded, selfadjoint, positive operators which solve (25) in weak sense, then the difference Q := Q 1 − Q 2 satisfies the homogeneous equation
Hence, for any x ∈ D(A * ) as before we deduce
tA * x X = 0, so that it must be, since A is of negative type,
tA * x X = 0.
As above, since Q is selfadjoint, we use polarization getting Q = 0 and so
Remark 3.4. If A is selfadjoint and commutes with BB * , then, by Proposition C.1-(v), it also commutes with Q t , t ∈ [0, +∞]. Moreover, by the Lyapunov equation (24) we have, for all
and, by (25), we have, for all x ∈ D(A),
Indeed, this last equality holds for all x ∈ X, as it follows from (58). Finally, from the last one we easily get, for all
The Riccati equation
From Theorem 2.7 above we know that the value function V (t, ·) is finite only in the set R(Q 1/2 t ) and is given by V (t, x) =
So V is a quadratic form on X, defined however only for x ∈ R(Q 1/2 t ); thus we expect that the associated operator Q −1 t solves 4 our Riccati equation (4), which we rewrite here for the reader's convenience:
for every x, y ∈ D(A) ∩ D(R(t)), with the initial condition R(0 + ) = +∞. This is indeed the case, as we will prove later (see Theorem 4.12 below). Note that the initial condition has to be properly interpreted and that we cannot expect uniqueness of the RE without any initial condition as, obviously, R ≡ 0 is a solution. Equation (26) is hard for several reasons: the infinite initial condition (arising also in [24] ), the negative sign of the linear part (which does not arise in [24] ) and the unboundedness of the expected solution (which is also not present in [24] ). Indeed the difference due to the negative sign is substantial: even in the simplest diagonal case (see Subsection 5.2) there is no semigroup associated to the linear part of (26) on the whole space X, so that the equation cannot be rewritten in mild form as usual (see e.g [27, Theorem 4.1, p. 234]). Note that, if we change the sign of the linear part, then we are exactly in the case treated by [24] , and the solution, when the null controllability Assumption 2.4 holds, just coincides with the operator-valued function on X given, formally, by e
Remark 4.1. We observe that performing a time inversion in the state equation, or in the RE, does not change the difficulty of the problem, which lies in the fact that the equation is forward and the linear part is negative. Of course this is not true if A generates not just a C 0 -semigroup but a C 0 -group (this includes the case of bounded A). We do not want to assume this, since our examples, in particular the diagonal one (which arises in our motivating application to physics, see [6] and Subsection 5.2) does not possess such property.
The space H and its properties
In order to study equation (26) it will be useful to rewrite it in a different form and in a different space, which we call H: under the null controllability assumption (Assumption 2.4) it is the reachable set of the control system (5), hence the set where the value function V of (15) is well defined. Then we define
Of course it holds
The inclusion is in general proper. Define in H the inner product
We provide now some useful results on the space H which will form the ground for our main results. We divide them in six Lemmas, whose proofs are collected in Appendix D. The first three concern the structure of the space H and the behaviour in H of the operators Q t .
Lemma 4.2.
(i) The space H introduced in (27) , endowed with the inner product (28), is a Hilbert space continuously embedded into X.
(ii) The space R(Q ∞ ) is dense in H.
∞ ] ⊥ , and in particular
Lemma 4.3. For 0 < t ≤ ∞ let Q t be the operator defined by (8) .
Lemma 4.4. For 0 < t ≤ ∞ let Q t be the operator defined by (8) . Then
Suppose now that Assumption 2.4 holds. The next two lemmas deal with the operators Q
∞ . By Proposition C.2, we have
Similarly, we have:
The last lemma describes the adjoint in
where
∞ . Moreover, for a subspace V of H we will write V * H for the topological dual of V when H is identified with its dual. We remark that, under Assumption 2.
Consequently, under Assumption 2.4 we may write, by Lemma 4.7,
Properties of the value function
We now state the main properties of the value function V (t, x) defined by (15) . The proofs are in Appendix D.
Proposition 4.8. The value function V given by (15) has the following properties:
(ii) For every t > 0 the function V (t, ·) is quadratic with respect to x ∈ R(Q 1/2 t ), i.e. there exists a linear positive selfadjoint operator
moreover we have
(iii) Assume now that Assumption 2.4 holds. Then:
(a) the operator P V (t) belongs to L(H) and
in particular,
In addition
(c) Finally, we have
Remark 4.9. The equations (32) and (34) show that the operator
, i.e. P (t).
The value function solves the Riccati equation
We want now to show that the operator P V (t), given by (32) or (34), satisfies for t ≥ T 0 the Riccati equation (26) . To do this we first rewrite it in the space H. The unknown is now, for all t ∈ [0, T ], an operator P (t) ∈ L(H) which is, formally, Q ∞ R(t) where R is the unknown of (26), while the equation is
Note that the term in the left-hand side is written using the inner product of the space H while the first two in the right-hand side are written with the inner product in X: they could be written in H, too, but at the price of requiring more regularity on the points x, y (since Ax, Ay in this case should belong to H).
Definition 4.10. Let 0 < t 0 < +∞.
is a solution of the Riccati equation (37) if it is strongly continuous and for all t ≥ t 0 there is a set D P (t) ⊂ H, dense in H, such that for every x, y ∈ D P (t) there exists d dt P (t)x, y H , all terms of (37) make sense and the equation holds.
(ii) A function R, defined on [t 0 , +∞[ with values in the set of closed, densely defined, unbounded, positive operators in X, is a solution of the Riccati equation (26) if for all t ≥ t 0 there is a set (26) ⊥ and not in X, since its natural choice (see the next theorem) is R(Q t ) which is indeed dense in [ker Q ∞ ] ⊥ and not in X, in general.
(ii) Note that we wrote equation (37) without the initial condition: the reason is that we are interested to study all solutions of such equation, also in view of the study of the infinite horizon case, where the initial condition disappears. Clearly, looking at our original minimum energy problem (see Theorem 2.7-(iii)), the natural condition for (37) (respectively (26)) is P (0 + ) = +∞ (respectively R(0 + ) = +∞); this condition, more precisely, reads as
for seme δ > 0 (and similarly for R(t)).
We present now the following existence result. Proof. Fix t ≥ T 0 and x ∈ R(Q t ); then P V (t)x ∈ R(Q ∞ ) since, using (34), P V (t)x = Q ∞ Q −1 t x for all x ∈ R(Q t ). Moreover from the definition of Q t and Assumption 2.4 it follows that [ker Q t ] ⊥ is constant in t for t ≥ T 0 , so that Q −1 s Q s reduces to the identity on [ker Q t ] ⊥ for s and t greater than T 0 . Hence for h = 0 sufficiently small we can write for x, y ∈ R(Q t )
Now we easily deduce, since Q −1/2 ∞ e tA ∈ L(X) by Assumption 2.4,
y is continuous by Proposition 4.8 (iii)(b), we readily obtain
Finally, using Proposition 3.3, for all x, y ∈ R(Q t ) ∩ D(A) we can compute for every t ∈ [T 0 , ∞[ :
This completes the proof of the first statement. The proof of the second one is completely similar and we omit it.
A partial uniqueness result
We are not able to prove a satisfactory uniqueness result; here is our statement which establishes uniqueness in a restricted class of solutions. 
* H , ∃S(t) −1 ∈ L(H) and the maps t → S(t), t → S(t) −1 are strongly continuous;
is bounded in a neighborhood of 0;
(iv) for every x, y ∈ S(t) −1 (R(Q ∞ )) ∩ D(A) the following equation holds:
Proof. For fixed t ≥ T 0 , the above equation holds in particular for every x, y ∈ S(t) −1 (Q ∞ (D(A * ))). Set now ξ = S(t)x, η = S(t)y: then we have ξ, η ∈ Q ∞ (D(A * )) and, replacing x and y into (iii) above, we get
Now we want to compute, whenever possible,
The second term clearly converges to
whereas the first term goes to 0: indeed its first factor is bounded by assumption (iii), while the second one goes to 0 in view of the strong continuity of assumption (i). Hence we have
∞ η: by definition of pseudoinverses, we have
and, of course, Q ∞ u = ξ and Q ∞ v = η. The above equation then becomes
Observe now that, by Proposition C.1-(ii), we have B * u 0 = B * v 0 = 0. In addition, using assumption (ii) and the fact that
This proves that S(t) −1 Q ∞ solves the Lyapunov differential equation (24) in weak sense. Note that S(t) −1 Q ∞ ∈ L(X), since, using also Lemma 4.2-(iv),
L(H) x X , and it is selfadjoint, too, in view of
Now we recall that by (34) it follows that P V (t 0 )
∞ x for every x ∈ R(Q ∞ ); then from the assumption S(t 0 ) = P V (t 0 ) we deduce
Hence the operators S(t) −1 Q ∞ and Q t solve the Lyapunov equation and coincide for t = t 0 : thus they must coincide in [T 0 , ∞[:
Thus for x ∈ R(Q ∞ ), i.e. x = Q ∞ z with z ∈ [ker Q ∞ ] ⊥ , we may write
By density, we get S(t) −1 x = P V (t) −1 x for every x ∈ H, and finally S(t)z ≡ P V (t)z for every z ∈ H.
The selfadjoint commuting case
We consider now the case where A is selfadjoint and commutes with BB * . As a consequence, A commutes with Q ∞ and is selfadjoint in H, too. More specifically, from Proposition C.1-(v) we know that BB * Q −1 ∞ = −2A; hence in (37) the term
can be simply rewritten as 2 AP (t)x, Q −1 ∞ P (t)y X ; if in addition AP (t)x ∈ H, it just becomes AP (t)x, P (t)y H . Similarly, if Ax, Ay ∈ H, in (37) the terms Ax, Q −1 ∞ P (t)y X and Q −1 ∞ P (t)x, Ay X can be rewritten as Ax, P (t)y H and P (t)x, Ay H . Hence, in this case, we can rewrite (37) as
which makes sense for x, y ∈ D P (t), where
We give now some statements about the solutions to this equation. The first one (Theorem 4.14)
is an existence result under the null controllability assumption. 
it is dense in H, since it contains Q ∞ (D(A)), which is dense in H by Lemma 4.3: indeed, if 
This shows that P solves (39) with D P (t) = D for every t > T 1 . Note that
The second statement is a uniqueness result. 
Proof. Set again D = {z ∈ D(A) ∩ H : Az ∈ H} and define
Obviously, U (T * ) = (S * ) −1 . Moreover, for every t > T * and x, y in the set S(t)(D S (t)), which is dense in H, we have by (ii)
This is a linear equation, governed by the semigroup P → e tA P e tA : by the variation of constants formula we have for each x, y ∈ S(t)(D S (t))
By density this shows that
which is our claim.
In the next result we look at non-invertible solutions obtained through projections. Proof. We start by observing that the existence of a projection P in H such that AP = P A implies that A maps D(A) ∩ H into H: indeed if z ∈ D(A) ∩ H we have Az = AP z + A(I − P )z = P Az + (I − P )Az and both the terms of the last member belong to H.
As S(t) solves (39), we have for x, y ∈ D S (t)
where, as we know,
Now, if z ∈ D (i.e z ∈ D(A) ∩ H and Az ∈ H) then, by (40), P z ∈ D(A) with AP z = P Az ∈ H, and in addition S(t)P z ∈ R(P ) ∩ D(A), so that AS(t)P z = AP S(t)P z = P AS(t)P z ∈ H. Thus P z ∈ D S (t) for each t > T * and z ∈ D. Hence, setting
and replacing in (41) x, y by P x, P y, we have for every x, y ∈ D P SP (t) and t > T * d dt S(t)P x, P y H = − AP x, S(t)P y H − S(t)P x, AP y H + 2 AS(t)P x, S(t)P y H , i.e. d dt P S(t)P x, y H = − Ax, P S(t)P y H − P S(t)P x, Ay H + 2 AS(t)P x, S(t)P y H .
Now we remark that S(t)P x = P S(t)P x and S(t)P y = P S(t)P y; hence we obtain, for every x, y ∈ D P SP (t) and t > T * , d dt P S(t)P x, y H = − Ax, P S(t)P y H − P S(t)P x, Ay H + 2 AP S(t)P x, P S(t)P y H .
This shows that P S(t)P solves (39) in ]T
* , ∞[ .
Suppose conversely that P ∈ L(H) is an orthogonal projection, such that AP = P A, S(t)P (D(A)∩ H) ⊆ D(A) for every t > T * and P S(t)P solves (39) in ]T * , ∞[ . Assume by contradiction that for some t > T * there exists v ∈ S(t)P (D(A)∩H)\R(P ): we can write v = S(t)P z with z ∈ D(A)∩H. Then w = (I − P )S(t)P z belongs to D(A) ∩ R(P )
⊥ , w = 0 and Aw = (I − P )AS(t)P z ∈ R(P ) ⊥ . As D P SP (t) is dense in H, there exists {z n } ⊂ D P SP (t) such that z n → z in H; then w n = (I − P )S(t)P z n → w in H and consequently w n = 0 for sufficiently large n. Now by assumption we have for every x, y ∈ D P SP (t) d dt P S(t)P x, y H + Ax, S(t)y H + P S(t)P x, Ay H − 2 AP S(t)P x, P S(t)P y H = 0, whereas for every x, y ∈ D S (t) it holds d dt S(t)x, y H + Ax, S(t)y H + S(t)x, Ay H − 2 AP S(t)P x, P S(t)P y H = 0.
We may choose x = y = z n in the first equation and x = y = P z n in the second one: indeed, as z n ∈ D P SP (t), we have P z n ∈ D(A) ∩ H and AP z n = P Az n ∈ H; hence S(t)P z n ∈ D(A) and consequently, as remarked at the beginning of the proof, AS(t)P z n ∈ H: this shows that P z n ∈ D S (t). Thus we get d dt P S(t)P z n , z n H + Az n , P S(t)P z n H + P S(t)P z n , Az n H − 2 AP S(t)P z n , P S(t)P z n H = 0 and d dt S(t)P z n , P z n H + AP z n , S(t)P z n H + S(t)P z n , AP z n H − 2 AS(t)P 2 z n , S(t)P 2 z n H = 0.
The second equation can be rewritten as d dt P S(t)P z n , z n H + Az n , P S(t)P z n H + P S(t)P z n , Az n H − 2 AS(t)P z n , S(t)P z n H = 0.
Subtracting the second equation from the first one, we get AS(t)P z n , S(t)P z n H − AP S(t)P z n , P S(t)P z n H = 0.
On the other hand 0 = AS(t)P z n , S(t)P z n H − AP S(t)P z n , P S(t)P z n H = A(I − P )S(t)P z n , S(t)P z n H + AP S(t)P z n , (I − P )S(t)P z n H = A(I − P )S(t)P z n , (I − P )S(t)P z n H + P AS(t)P z n , (I − P )S(t)P z n H = Aw n , w n H + 0 = Aw n , w n H .
Now we recall that A is of negative type and selfadjoint in H: thus, since w n = 0,
this is a contradiction.
Examples
Delay state equation
Consider the following linear controlled delay equation
where the initial datum 
We denote by e tA the C 0 -semigroup generated by A:
The control operator B is bounded and defined as
In this setup, equation (42) is equivalent (in the sense that the first component of y is the solution of (42)) to the equation in H:
For this system the null controllability Assumption 2.4 holds for any T 0 > r, see e.g. [13, Theorem 10.2.3] or [22] . Hence Theorems 4.12 and 4.13 hold in this case. Now we compute the adjoints and the controllability operator. We denote by A * the adjoint operator of A:
Similarly, denoting by e tA * = (e tA ) * the C 0 -semigroup generated by A * , we have for (x 0 , x 1 ) ∈ H e tA * (x 0 , x 1 ) = (x(t; (y 0 , y 1 ), 0), x(t + ·; (y 0 , y 1 ), 0)) ∈ H (47) where y 0 = x 0 , and y 1 (r) = a
The adjoint of the control operator is
It follows that BB * e tA * (x 0 , x 1 ) = b (48) and g(t) = x(t; (1, 0), 0) (which is a given piecewise polynomial function that may be computed recursively). We can then finally write, for (x 0 , x 1 ) ∈ H,
where (y 0 , y 1 ) is as in (48). It is not obvious to compute R(Q t ) and R(Q 1/2 t ). However we can at least say that R(Q t ) ⊆ D(A): indeed the boundary condition x 0 = x 1 (0) is obviously satisfied for all elements of R(Q t ) by continuity of translations in L 2 ; on the other hand the second element of Q t (x 0 , x 1 ) belongs to W 1,2 ([−d, 0], R) by direct verification simply using the continuity of x(s; (y 0 , y 1 ), 0). Hence the sets D P (t) and D R (t) in Theorem 4.12 are equal to R(Q t ) in this case.
Diagonal cases
Let {e n } n∈N be a complete orthonormal system in the Hilbert space X, and let {λ n } n∈N be a strictly increasing sequence of strictly positive numbers such that λ n → +∞ as n → ∞. We define on the space X the semigroup S(t) = n∈N e −λnt x, e n X e n , t ≥ 0.
It is easily verified that S is an analytic semigroup of negative type −ω, where ω = min n∈N λ n = λ 0 > 0, with norm S ( t) L(X) = e −ωt . Its generator is the self-adjoint, dissipative, densely defined operator A : D(A) ⊂ X → X, given by
(see [27, pp. 178 and 198] ). Note that 0 ∈ ρ(A) and that A −1 is selfadjoint and compact. As A is dissipative, the fractional powers (−A) α of −A are well defined (see [2, Proposition 6.1, page 113]). Concerning the operator B, we assume that B : U → X is such that BB * is diagonal in X:
BB * e n = b n e n ∀n ∈ N, with b n ≥ 0 for all n ∈ N. By Assumption 2.1 B is bounded, hence the sequence {b n } must be bounded, too. However here we generalize a bit the setting, allowing BB * to be unbounded. Since S(t) = e tA commutes with BB * we have, see (58),
in particular, for t > 0,
Thus, if BB * is possibly unbounded, we need to assume
in order that Q t , Q ∞ ∈ L(X) for all t > 0. The null controllability holds for a given t > 0 if and only if there exists c t > 0 such that
This is equivalent to
Hence Assumption 2.4 holds for every T 0 > 0 if and only if b n > 0 for every n ∈ N and
Now, we look at R(Q ∞ ) and R(Q 1/2 ∞ ) (observe that, by Proposition C.2-(iii), these are equal to R(Q t ) and R(Q
• If b n = 0 only for a finite number of n ∈ N then, clearly,
In this case the RE is substantially finite dimensional: the function t → Q −1 t is a solution on D P (t) = D R (t) = R(BB * ) and, by Theorem 4.16, P Q −1 t P is a solution for every projection generated by some elements of the basis {e n }.
• If b n = 0 for every n ∈ N 1 , where N 1 is an infinite subset of N, then, clearly,
In this case the RE is infinite dimensional. Again the function t → Q −1 t is a solution on D P (t) = D R (t) = D(A) ∩ R(Q ∞ ) and, by Theorem 4.16, P Q −1 t P is a solution for every projection generated by some elements of the basis {e n }.
We now look closely at the second case above, when
Thus, if both BB * and (BB * ) −1 are bounded we have R(
Now we consider a special case which fits into the application studied e.g. in [6] in the case of the Landau-Ginzburg model. We take X = H −1 (0, π; R) and A the Laplacian in X with Dirichlet boundary conditions. We also take U = X and B = I. Using what said just above we see that
Given a linear operator F : X → Y , where X and Y are Hilbert spaces, we define, as in [27, p. 209 ] (see also [14, p. 429] ), the pseudoinverse F −1 of F as the linear operator
:
2 ) ⊆ E 2 → E be the respective pseudoinverses. Then we have: (i) R(A 1 ) ⊆ R(A 2 ) if and only if there exists a constant k > 0 such that
2 ) and
B Some properties of commuting operators
Given a real separable Hilbert space X, let A : D(A) ⊆ X → X be a generator of a strongly continuous semigroup e tA and, for any λ ∈ ρ(A), denote by R(λ, A) the resolvent operator (λ − A) −1 .
Definition B.1. Consider an operator K ∈ L(X). We say that K commutes with A if, for all x ∈ D(A) we have Kx ∈ D(A) and AKx = KAx. In particular this means that K maps D(A) into itself 5 .
The following result is known but, for the reader's convenience, we provide the complete proof as we could not find it in the literature.
Lemma B.2. Let X be a Hilbert space, K ∈ L(X), and A : D(A) ⊆ X → X be the generator of a strongly continuous semigroup e tA . The following statements are equivalent:
(ii) For every λ ∈ ρ(A) it holds R(λ, A)K = KR(λ, A).
(iii) K commutes with A.
(iv) K * commutes with A * .
(v) For all t > 0 we have e tA K = Ke tA .
Proof. (i) ⇐⇒ (ii).
We only prove (i) =⇒ (ii), as the other direction is obvious. Let λ ∈ ρ(A). Then
and so, using the so-called resolvent identity, and the fact that K commutes with R(λ 0 , A),
Then it follows that
Since I − (λ 0 − λ)R(λ 0 , A) = (λ − A)R(λ 0 , A) we can apply R(λ, A) to both sides of the above equality which, thanks to the injectivity of R(λ, A) is equivalent to
this, using the injectivity of R(λ 0 , A), gives the claim.
(ii) =⇒ (iii).
For sufficiently large n ∈ N, consider A n := nAR(n, A) = −n+n 2 R(n, A), the Yosida approximants of A. By (iii) we immediately have KA n x = A n Kx for all x ∈ X. Let now x ∈ D(A). By the properties of Yosida approximants [23] we have A n x → Ax and x n := nR(n, A)Kx → Kx as n → +∞. Now Ax n = A n Kx = KA n x → KAx as n → +∞. Since A is closed, we have Kx ∈ D(A) and AKx = KAx, which is the claim.
and, since A commutes with K,
By the injectivity of λ − A this implies that R(λ, A)Kx − KR(λ, A)x = 0.
(iii) ⇐⇒ (iv). We only prove (iii) =⇒ (iv), as the other direction follows simply by taking the adjoints and using the relations A * * = A and K * * = K. Let x ∈ D(A) and y ∈ D(A * ). Then
We now let n → ∞ and use the fact that, by the properties of Yosida approximants [23] , e tAn x → e tA x for all x ∈ X, as n → +∞. This implies the claim.
(v) =⇒ (ii). We know [23] that, for all sufficiently large λ ∈ ρ(A) and for all x ∈ X, R(λ, A)x = We will need also the following result on pseudoinverses.
Lemma B.3. Let E be a Hilbert space and let
2 the pseudoinverse of A 2 , the two operators
2 can be extended to all of E. Proof. Take z ∈ R(A 2 ) and set
Applying A 2 we get
where in the first equality we have used the commuting assumption. This means that A 2 (u − v) = 0, i.e. u − v ∈ ker A 2 . Now by the definition of pseudoinverse we have u ∈ (ker A 2 ) ⊥ , while
⊥ , since A 2 is selfadjoint. Hence it must be u − v = 0 and the result follows.
C Controllability operators and minimum energy
Following [27, p. 209] , we collect some basic properties of the controllability operators Q t defined in (8):
Proposition C.1. Let Q t be defined by (8) .
(i) The operator Q t is linear, bounded, selfadjoint and non-negative.
(ii) For 0 ≤ s ≤ t ≤ +∞ it holds
and each inclusion becomes an equality when BB * and A commute.
(iv) For 0 ≤ t ≤ τ ≤ +∞ we have
(v) Finally, if A is selfadjoint, and A and BB * commute, we have for all x ∈ X Q t x = 1 2 A −1 e 2tA − I BB * x, t > 0;
This, in particular, implies that for every t ∈ [0, +∞] the operator Q t commutes with A and that
Proof. The statement (i) is immediate by definition of Q t .
We prove now (ii). Indeed, for every t ∈ [0, +∞], since Q t is selfadjoint we have 
for all x ∈ D(A). Finally, for any given y ∈ R(Q ∞ ) we set
⊥ ⊆ X and we write, using the last formula
∞ y, which, by the properties of the pseudoinverses, gives (59).
Finally we provide the following, partly well known result, concerning the images of the controllability operators. Proposition C.2. Assume that Assumption 2.1 holds.
(ii) If, in addition, the system (5) is null-controllable at time T 0 , i.e. Assumption 2.4 holds, then [27] ; for point (ii) the proof of Theorem 2.2 in [12] . We now prove (iii). For all 0 < t < τ ≤ ∞ we have, using (57), the selfadjointness of A and the commutativity,
hence, if τ = ∞ we get, for all x ∈ H and t ≥ 0,
Thus we immediately get R(Q t ) ⊆ R(Q ∞ ) for all t ≥ 0. On the other hand we have, for x ∈ H and t ≥ 0,
which implies, for all x ∈ H and t ≥ 0,
Let T 1 ≥ 0 be such that M e −2ωT1 = 1. Then for all t > T 1 the above implies
We have, taking τ = 2t in (60),
This implies that R(Q 2t ) ⊆ R(Q t ). Iterating this argument we see that it must be R(Q 2 k t ) ⊆ R(Q t ) for all k ∈ N. Takingk such that 2kt > T 1 we then get R(Q ∞ ) = R(Q 2kt ) ⊆ R(Q t ). This proves the claim. Concerning the last statement we observe that, by (61) and since e tA commutes with Q
1/2
∞ , too, we may write
If T 2 = 0 the claim follows. Otherwise, using (62), we have
X . Hence, arguing as above we get R(Q
We have the following result about the optimal pairs when x ∈ R(Q t ).
We now give a counterexample 6 in the case where the null controllability Assumption 2.4 does not hold.
Example C.5. Let us consider the Hilbert spaces X = L 2 (0, 1) and U = R. The operator 
or, in other words,
Consider the state equation
By the definition of B and the explicit form of e tA we easily get
so that necessarily f (s) = 0 for all s ∈ ]1/2, 1]. On the other hand, take t = 1 and u ≡ 1 ∈ L 2 (0, 1);
This shows that f cannot belong to
and in particular, the system cannot be null controllable at any T ∈ ]0, 1/4]. 6 We are indebted to Giorgio Fabbri for this example.
D Proofs
Proof of Lemma 4.2. We start proving (i). Let {x n } be a Cauchy sequence in H: then for each n we have
⊥ is uniquely determined, and by (28) {Q −1/2 ∞ x n } = {z n } is a Cauchy sequence in X, so that it converges to some z ∈ [ker Q
∞ ∈ L(X), {x n } is a Cauchy sequence in X, too, and it converges to some x ∈ X. It follows that Q 1/2 ∞ z = x, so that x ∈ H and x n → x in H. This shows that H is complete. To prove that H is continuously embedded into X, take x ∈ H: then x = Q 1/2 ∞ y for a unique
⊥ . Thus
Concerning (ii), let x ∈ H. Then there exists a unique z ∈ [ker Q To prove the statement (iv) we observe first that, for all x ∈ H with x = Q 1/2 ∞ z, z ∈ X,
∞ L(X) . On the other hand, if z n ∈ X is such that F is a well defined closed linear operator from X to X and applying the closed graph theorem.
Proof of Lemma 4.3
We just consider the case t = ∞, since the case T 0 ≤ t < ∞ is quite similar. ∞ z n → z in X. Since D(A * ) is dense in X, for each n ∈ N + we can find y n ∈ D(A * ) such that y n − z n X < 1/n, so that Q (ii) Formula (19) shows that V is quadratic with respect to x. Moreover (19) , rewritten in 
In order to check (76), we fix z ∈ R(Q ∞ ) with z H ≤ 1. ∀x ∈ R(Q ∞ ).
By selfadjointness of P V (t) and polarization, we also have lim t→∞ P V (t)x, y H = x, y H ∀x, y ∈ R(Q ∞ ).
Since, by (35), P V (t) − I is uniformly bounded, by density (Lemma 4.2) we deduce that lim t→∞ P V (t)x, y H = x, y H ∀x ∈ R(Q ∞ ), ∀y ∈ H, and using again that P V (t) is selfadjoint we get lim t→∞ x, P V (t)y H = x, y H ∀x ∈ R(Q ∞ ), ∀y ∈ H.
With the same argument we then obtain lim t→∞ x, P V (t)y H = x, y H ∀x, y ∈ H, and the result follows.
