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Resumo
Esta dissertac¸a˜o trata da homogeneizac¸a˜o de uma equac¸a˜o hiperbo´lica com um
termo de pressa˜o com condic¸o˜es de fronteira de Dirichlet homogeˆneas em um domı´nio
perfurado com pequenos buracos, periodicamente distribu´ıdos na direc¸a˜o de cada eixo
coordenado. Mostramos, para esse problema, a convergeˆncia do processo de homo-
geneizac¸a˜o e resultados de correc¸a˜o. As demonstrac¸o˜es esta˜o baseadas no quadro abs-
trato introduzido por Gregoire Allaire para o estudo da homogeneizac¸a˜o das equac¸o˜es
de Stokes estaciona´rias, em domı´nios perfurados com pequenos buracos, que e´ baseado
no uso adequado de func¸o˜es testes adaptadas a` geometria do problema.
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Abstract
This work is mainly devoted to the homogenization of the hyperbolic equation
with a pressure term with homogeneous Dirichlet boundary conditions in domains
perforated with small holes, periodically distributed in each direction of the axis. For
this problem we prove the convergence of the homogenization process and corrector
results. The proofs are performed in the abstract framework introduced by Gregoire
Allaire for the study of the homogenization of steady-state Stokes equations in perfo-
rated domains with small holes, which is based on the use of suitable test functions
adapted to the geometry of the problem.
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Introduc¸a˜o
O objetivo desta dissertac¸a˜o e´ estudar a homogeneizac¸a˜o de uma equac¸a˜o hiperbo´-
lica com um termo de pressa˜o com condic¸o˜es de fronteira de Dirichlet homogeˆneas em
um domı´nio perfurado com pequenos buracos, periodicamente distribu´ıdos na direc¸a˜o
de cada eixo coordenado, verificando a convergeˆncia do processo de homogeneizac¸a˜o
e resultados de correc¸a˜o.
O me´todo de homogeneizac¸a˜o e´ uma te´cnica que pode ser utilizada em diversas
aplicac¸o˜es, principalmente na modelagem de fenoˆmenos f´ısicos. Por exemplo, pode-se
usa´-la para modelar o escoamento de um fluido em um rio ou lago, com obsta´culos,
ou em uma regia˜o com a´rvores. O tratamento matema´tico se da´, em geral, em duas
abordagens.
Um exemplo da primeira e´ visto em J. Lions [15], onde estuda-se o problema
 −∆uε = f em Ωεuε satisfazendo a certas condic¸o˜es de fronteira, (1)
onde Ωε denota um domı´nio “perfurado” do RN , aberto e limitado, obtido de Ω por
meio da extrac¸a˜o de buracos distribu´ıdos periodicamente com per´ıodo ε > 0.
E´ claro que, para cada ε > 0 fixado, poder´ıamos resolver o problema (1) usando
me´todos variacionais, mas o procedimento dependeria de ε, ou melhor, o espac¸o onde
se aplicaria os me´todos dependeria de ε. Ale´m disso, para obter-se uma soluc¸a˜o apro-
ximada de (1), para ε muito pequeno, despender´ıamos de um esforc¸o muito grande
do ponto de vista da ana´lise nume´rica e computacional. Se faz necessa´rio, portanto,
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um me´todo que nos proporcione uma soluc¸a˜o aproximada do problema (1), e que na˜o
dependa de ε. Um me´todo que nos proporciona isso e´ o me´todo da homogeneizac¸a˜o.
Para obter-se a homogeneizac¸a˜o do problema (1), atrave´s de expansa˜o assinto´tica,
realiza-se um desenvolvimento de ordem qualquer em ε para uε, como segue
uε(x) = u0(x, y) + εu1(x, y) + ε
2u2(x, y) + ...+ ε
mum(x, y) + ...,
onde y =
x
ε
, sendo x uma varia´vel macrosco´pica e y uma varia´vel microsco´pica, e as
func¸o˜es u0, u1, u2, ... sa˜o constru´ıdas independentes de ε, de modo que se tenha algum
controle de erro, isto e´,
‖uε − (u0 + εu1 + · · ·+ εmum)‖ ≤ Cεm,
ou ainda, que o erro seja de ordem εm num espac¸o de Sobolev sobre Ωε, para todo
m ∈ N. A determinac¸a˜o das func¸o˜es um se da´ impondo-se que uε seja soluc¸a˜o do
problema (1) e, com isso, resolve-se problemas similares a (1) para cada poteˆncia de
ε, com a vantagem destes problemas estarem agora definidos em todo domı´nio Ω e
na˜o apenas em Ωε.
Um exemplo da segunda abordagem e´ visto nos trabalhos [7] e [8], onde em vez
de uma expansa˜o assinto´tica para uε, utiliza-se sequ¨eˆncias. Em [8], D. Cioranescu e
F. Murat, em 1982, consideraram o seguinte problema el´ıptico
 −∆uε = f, em Ωεuε = 0, sobre Γε, (2)
onde f e´ dada em H−1(Ω).
Utilizando a extensa˜o de uε a todo Ω, por zero nos buracos, extensa˜o essa denotada
por u˜ε, demonstra-se nesse artigo que
u˜ε ⇀ u, fraco em H
1
0 (Ω),
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quando ε → 0, onde u˜ε e´ a u´nica soluc¸a˜o do problema (2), para cada ε > 0 fixado,
estendida por zero nos buracos, e u e´ a u´nica soluc¸a˜o do problema homogeneizado
 −∆u+ µu = f, em Ωu = 0, sobre Γ, (3)
onde µ e´ uma medida de Radon, na˜o-negativa, pertencente a H−1(Ω). Essa medida
aparece nesse estudo e esta´ ligada ao comportamento da capacidade do conjunto Sε,
quando ε→ 0. Uma condic¸a˜o necessa´ria para isso e´ que os buracos sejam “pequenos”,
isto e´, que o diaˆmetro dos buracos, denotado por aSεi , seja assintoticamente menor ou
igual ao “diaˆmetro cr´ıtico”aε, dado por
aε =
 C0ε
( N
(N−2) ), para N ≥ 3,
δε exp(
−C0
ε2
), para N = 2,
onde C0 > 0 esta´ fixado e ε
2 log δε → 0, quando ε → 0. Essa condic¸a˜o possibilita a
construc¸a˜o de um quadro funcional de hipo´teses, sobre os buracos, que e´ fundamental
na demonstrac¸a˜o dos resultados. No caso citado acima, µ e´ uma constante estrita-
mente positiva, quando o diaˆmetro dos buracos for o cr´ıtico. Neste caso, aparece na
equac¸a˜o limite o termo adicional de ordem zero µu.
Em [8] aparecem ainda resultados de correc¸a˜o, a saber
u˜ε = wεu+ rε, com rε → 0, forte em H10 (Ω),
ou seja, wεu e´ uma boa aproximac¸a˜o para a soluc¸a˜o de (2).
No artigo apresentado por D. Cioranescu, P. Donato, F. Murat e E. Zuazua, [7],
3
estudou-se a homogeneizac¸a˜o da equac¸a˜o da onda

u′′ε −∆uε = fε, em Ωε × (0, T ), T > 0
uε = 0, sobre Γε × (0, T )
uε(x, 0) = u
0
ε, em Ωε
u′ε(x, 0) = u
1
ε, em Ωε,
(4)
com u0ε ∈ H10 (Ωε), u1ε ∈ L2(Ωε), fε ∈ L1(0, T ;L2(Ωε)), e
u˜0ε ⇀ u0, fraco em H
1
0 (Ω),
u˜1ε ⇀ u1, fraco em L
2(Ω),
f˜ε ⇀ f, fraco em L
1(0, T ;L2(Ω)).
Em [7], mostrou-se tambe´m que
u˜ε ⇀
∗ u, fraco-estrela em L∞(0, T ;H10 (Ω)) ∩W 1,∞(0, T ;L2(Ω)),
onde u˜ε e´ a u´nica soluc¸a˜o do problema (4), para cada ε > 0 fixado, estendida por zero
nos buracos, e u e´ a u´nica soluc¸a˜o do problema homogeneizado

u′′ −∆u+ µu = f, em Ω× (0, T ), T > 0
u = 0 sobre Γ× (0, T )
u(x, 0) = u0, em Ω
u′(x, 0) = u1, em Ω,
(5)
onde µ e´ uma medida de Radon na˜o-negativa, sendo positiva quando o tamanho dos
buracos e´ o cr´ıtico. Nesse artigo aparecem ainda resultados de correc¸a˜o, isto e´,
rε → 0, forte em C0([0, T ];W 1,10 (Ω)).
Um outro exemplo interessante e´ visto em G. Allaire, [1], de 1989, e em [2], de 1990,
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onde se faz a homogeneizac¸a˜o de problemas envolvendo escoamentos com obsta´culos.
No trabalho apresentado em [2], considera-se o sistema de Stokes

Encontrar (uε, pε) ∈ [H10 (Ωε)]N × [L2(Ωε)/R];
∇pε −∆uε = f, em Ωε
div uε = 0, em Ωε.
(6)
O sistema (6) da´ a descric¸a˜o do fluxo de um fluido viscoso e imcompressivel,
no domı´nio Ωε, sob a ac¸a˜o de uma forc¸a exterior f , com condic¸o˜es de fronteira de
Dirichlet, sem deslizamento. Ω ⊂ RN esta´ sendo considerado um aberto regular,
limitado, e Ωε = Ω −
N(ε)⋃
i=1
Sεi , com S
ε
i ⊂ Ω representando conjuntos fechados (os
buracos); a velocidade do fluxo esta´ sendo representada por uε, a pressa˜o do fluido
por pε, e a forc¸a por fε, com fε ∈ [L2(Ωε)]N ; e ainda, a viscosidade e a densidade do
fluido esta˜o sendo consideradas iguais a 1.
Consideram-se ainda os seguintes sistemas, definidos em todo o domı´nio Ω:
o sistema que descreve a Lei de Brinkman:

Encontrar (u, p) ∈ [H10 (Ω)]N × [L2(Ω)/R];
∇p−∆u+Mu = f, em Ω
div u = 0, em Ω,
(7)
onde M e´ uma matriz sime´trica e positiva que depende da forma dos buracos
Sεi , e Mu e´ um termo linear da velocidade, de ordem zero;
o sistema de Stokes:
Encontrar (u, p) ∈ [H10 (Ω)]N × [L2(Ω)/R];
∇p−∆u = f, em Ω
div u = 0, em Ω;
(8)
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e o sistema que descreve a Lei de Darcy:

Encontrar (u, p) ∈ [L2(Ω)]N × [H1(Ω)/R];
u =M−1(f −∇p), em Ω
div u = 0, em Ω
u · η = 0, em Γ.
(9)
O problema homogeneizado consiste em se tomar o limite do problema (6) quando
ε→ 0. Levando-se em conta o tamanho dos buracos, e fazendo-se algumas hipo´teses
sobre eles, obte´m-se os seguintes resultados:
Definindo-se aε como o diaˆmetro “cr´ıtico” dos buracos, e aSεi como o tamanho dos
buracos, teremos treˆs situac¸o˜es:
1a) O diaˆmetro dos buracos e´ da mesma ordem que o diaˆmetro “cr´ıtico”, isto e´,
aSεi
∼= aε. Neste caso, temos
(u˜ε, Pε(pε))⇀ (u, p), fraco em [H
1
0 (Ω)]
N × [L2(Ω)/R],
onde (u, p) e´ a u´nica soluc¸a˜o de (7), Pε e´ uma extensa˜o da pressa˜o pε, e u˜ε e´ a
extensa˜o de uε por zero em Ω− Ωε. Sintetizando, ter´ıamos que o problema (6)
converge para o problema (7) (Lei de Brinkman), quando ε→ 0.
2a) O diaˆmetro dos buracos e´ assintoticamente menor que o “cr´ıtico”, isto e´, aSεi < aε
(buracos pequenos). Neste caso, temos
(u˜ε, Pε(pε))→ (u, p), forte em [H10 (Ω)]N × [L2(Ω)/R],
onde (u, p) e´ a u´nica soluc¸a˜o de (8). Sintetizando, ter´ıamos que o problema (6)
converge para o problema (8) (Stokes), quando ε→ 0.
3a) O diaˆmetro dos buracos e´ assintoticamente maior que o “cr´ıtico”, isto e´, aSεi > aε
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(buracos grandes), pore´m preservando certas proporc¸o˜es. Neste caso, temos
( u˜ε
σ2ε
, Pε(pε)
)
→ (u, p), forte em [L2(Ω)]N × [L2(Ω)/R],
onde (u, p) e´ a u´nica soluc¸a˜o de (9), e σε =
aε
aSεi
. Sintetizando, ter´ıamos que o
problema (6) converge para o problema (9) (Lei de Darcy), quando ε→ 0.
O trabalho que desenvolveremos segue na direc¸a˜o de [8] e esta´ fundamentalmente
baseado nas refereˆncias [1], [2] e [7].
Neste trabalho, estudaremos a homogeneizac¸a˜o de um problema de contorno com
condic¸o˜es de fronteira de Dirichlet em domı´nios periodicamente perfurados com “pe-
quenos” buracos.
O problema a ser estudado e´ o problema misto para a equac¸a˜o hiperbo´lica com
um termo de pressa˜o no cilindro Qε

u′′ε −∆uε +∇pε = fε, em Qε = Ωε × (0, T ), T > 0
div uε = 0, em Qε
uε = 0, sobre Σε = Γε × (0, T ), Γε = ∂Ωε
uε(x, 0) = u
0
ε, e u
′
ε(x, 0) = u
1
ε, em Ωε,
(10)
onde as fronteiras Γ e Γε sa˜o de Lipschitz, e os dados u
0
ε, u
1
ε e fε satisfazem:
u0ε ∈ Vε ∩ [H20 (Ωε)]N ,
u1ε ∈ Vε,
fε ∈ W 1,1(0, T ;Hε),
com 
u˜0ε ⇀ u
0, fraco em V ∩ [H2(Ω)]N ,
u˜1ε ⇀ u
1, fraco em V,
f˜ε ⇀ f, fraco em L
1(0, T ;H),
f˜ ′ε e f˜ε(0) uniformemente limitadas, respect., emL
1(0, T ;H) e emH,
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onde os espac¸os Vε, V, Hε e H sa˜o como definidos no cap´ıtulo 1.
Um resultado devido a Lions (ver [16]) garante a existeˆncia e a unicidade de soluc¸a˜o
fraca uε = uε(x, t) da equac¸a˜o (10), na classe
uε ∈ C0([0, T ];Vε) ∩ C1([0, T ];Hε).
A equac¸a˜o (10) aparece em J. C. Saut, [28], e foi estudada em [16] por J. L. Lions,
onde se mostra a existeˆncia e a unicidade de soluc¸o˜es para tal equac¸a˜o, em [30] por
J. S. Souza, onde se aborda a homogeneizac¸a˜o, em [25] por A. Rocha, onde se estuda
a controlabilidade exata em um domı´nio Ω, e em [5] por M. Cavalcanti, V. N. D.
Cavalcanti, A. Rocha e J. A. Soriano, onde se estuda a controlabilidade exata da
equac¸a˜o com um termo de memo´ria.
Equac¸o˜es desse tipo aparecem em modelos simples de equac¸o˜es de elasticidade
dinaˆmica para materiais incompressiveis, e em problemas acoplados de termo-elasti-
cidade, onde um dos paraˆmetros tende a infinito. O estudo da homogeneizac¸a˜o desse
problema e´ feito utilizando-se algumas te´cnicas estabelecidas por Luc Tartar, desde
1977, conforme [32].
Em todo este trabalho, supomos que os conjuntos Ωε satisfazem as condic¸o˜es do
quadro funcional abstrato introduzido por G. Allaire em [1] e [2] (ver (1.1)), para o
estudo da homogeneizac¸a˜o dos problemas de Stokes, em domı´nios perfurados com
“pequenos” buracos, com condic¸o˜es de fronteira de Dirichlet homogeˆneas.
O caso modelo e´ provido por um domı´nio perfurado periodicamente por buracos
de diaˆmetro aSεi , onde aSεi e´ assintoticamente igual ao tamanho “cr´ıtico” aε, sendo o
per´ıodo de 2ε, na direc¸a˜o de cada eixo. Esta condic¸a˜o e´ fundamental na construc¸a˜o
do quadro funcional de hipo´teses sobre os buracos. As demonstrac¸o˜es que da˜o corpo
a esse trabalho esta˜o baseadas na existeˆncia de tal quadro funcional de hipo´teses.
Este trabalho e´ concebido somente para condic¸o˜es de fronteira de Dirichlet ho-
mogeˆneas. Observamos que o caso com condic¸o˜es de Neumann, homogeˆneas, conduz
a resultados completamente diferentes, com o diaˆmetro cr´ıtico neste caso sendo aε = ε
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(ver D. Cioranescu e P. Donato, [6], para a homogeneizac¸a˜o desse problema).
O presente trabalho esta´ organizado como segue: No cap´ıtulo 1 apresentamos, na
primeira sec¸a˜o, o quadro funcional abstrato, dado em [1] e [2], sobre a geometria dos
buracos; na segunda sec¸a˜o, resultados preliminares para demonstrar o resultado de
homogeneizac¸a˜o e alguns resultados de compacidade.
O Cap´ıtulo 2 e´ dedicado a mostrar a existeˆncia e unicidade de soluc¸o˜es fracas,
utilizando-se para isso o me´todo de Galerkin, o Teorema 1.1 e as hipo´teses iniciais;
e a dar a regularidade das soluc¸o˜es. Esses resultados sera˜o obtidos para um domı´nio
Ωε, com ε > 0 fixado.
No cap´ıtulo 3 apresentamos o principal resultado deste trabalho, o Teorema 3.1,
que nos da´ a convergeˆncia do processo de homogeneizac¸a˜o da equac¸a˜o (6). Neste
cap´ıtulo e´ tambe´m demonstrada a semicontinuidade inferior da energia.
O cap´ıtulo 4 apresenta os resultados de correc¸a˜o. Sa˜o feitas hipo´teses adicionais
sobre os dados iniciais, e apresenta-se o termo Wεu, chamado de corretor, que e´ uma
boa aproximac¸a˜o da soluc¸a˜o uε.
O cap´ıtulo 5 e´ dedicado a estudar o caso onde o tamanho dos buracos e´ inferior
ao cr´ıtico. Ha´ uma modificac¸a˜o no quadro abstrato de hipo´teses, os resultados dos
cap´ıtulos 4 e 5 continuam verdadeiros, e a convergeˆncia forte dos dados implica agora
na convergeˆncia forte das soluc¸o˜es.
Finalmente, o Apeˆndice e´ dedicado a` apresentac¸a˜o de alguns resultados ba´sicos de
ana´lise funcional e espac¸os de Sobolev, u´teis para o estudo das EDP‘s.
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Cap´ıtulo 1
Contexto geome´trico
Este cap´ıtulo esta´ dividido em duas sec¸o˜es. Na sec¸a˜o 1.1 descrevemos a geometria
do problema e o quadro abstrato de hipo´teses introduzido por G. Allaire, no qual o
presente trabalho esta´ baseado. Na sec¸a˜o 1.2 apresentamos resultados que sera˜o u´teis
para a homogeneizac¸a˜o da equac¸a˜o hiperbo´lica com um termo de pressa˜o, e alguns
resultados de compacidade.
1.1 Contexto geome´trico
Seja Ω um conjunto aberto, conexo e limitado do RN , para N ≥ 2, localmente lo-
calizado de um mesmo lado de sua fronteira Γ. Seja {ε} um conjunto de nu´meros reais
estritamente positivos, cuja sequ¨eˆncia tende a zero, enquanto N(ε), um paraˆmetro
que representa o nu´mero de buracos, tende ao infinito. Para cada ε > 0 fixado con-
sideramos uma famı´lia de conjuntos fechados (Sεi )1≤i≤N(ε) (os buracos), distribu´ıdos
periodicamente com per´ıodo 2ε na direc¸a˜o de cada eixo coordenado, e definimos um
conjunto perfurado Ωε do seguinte modo:
Ωε = Ω−
N(ε)⋃
i=1
Sεi .
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Ωε definido dessa forma e´ tambe´m um conjunto aberto, conexo e limitado do RN , para
N ≥ 2, localmente localizado de um mesmo lado de sua fronteira Γ. A figura 1.1 nos
da´ uma ide´ia de como e´ o domı´nio Ωε, para N = 2.
Figura 1.1: domı´nio Ωε
A a´rea hachurada na figura 1.1 representa uma ce´lula com dimensa˜o 2ε × 2ε, e
esta´ detalhada na figura 1.2, onde Sεi e´ um buraco e aSεi representa o tamanho dos
buracos.
Figura 1.2: ce´lula
Em vez de fazermos hipo´teses geome´tricas diretas sobre os buracos Sεi , adotaremos
aqui o quadro funcional abstrato introduzido por G. Allaire, onde a hipo´tese sobre a
geometria dos buracos e´ feita admitindo-se a existeˆncia de uma famı´lia adequada de
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func¸o˜es testes.
Suponha que existe uma sequ¨eˆncia de func¸o˜es (wεk, q
ε
k, µ
ε
k)1≤k≤N , tais que:
(i) wεk ∈ [H1(Ω) ∩ L∞(Ω)]N , ‖wεk‖[L∞(Ω)]N ≤M0; qεk ∈ L2(Ω),
(ii)
 ∇.w
ε
k = 0, em Ω
wεk = 0, nos buracos S
ε
i ,
(iii)

wεk ⇀ ek, fraco em [H
1(Ω)]N , e q.s em Ω, onde ek e´ o
k-e´simo vetor da base canoˆnica do RN ,
qεk ⇀ 0, fraco em L
2(Ω)/R,
(iv) µk ∈ [W−1,∞(Ω)]N ,
(v)

Para cada sequ¨eˆncia vε e para cada v tal que vε ⇀ v, fraco em [H
1(Ω)]N ,
vε = 0, sobre os buracos S
ε
i ,
e para cada φ ∈ D(0, T ), temos〈
∇qεk −∆wεk, φvε
〉
Ω
→
〈
µk, φv
〉
Ω
,
(vi) Existe uma aplicac¸a˜o linear Rε tal que
Rε ∈ L([H10 (Ω)]N , [H10 (Ωε)]N),
u ∈ [H10 (Ω)]N ⇒ Rεu˜ = u, em Ωε,
∇.u = 0, em Ω⇒ ∇.(Rεu) = 0, em Ωε,
‖Rεu‖[H10 (Ωε)]N ≤ c.‖u‖[H10 (Ω)]N , e c na˜o depende de ε.
(1.1)
Em (1.1), e daqui por diante, 〈· , ·〉Ω denotara´ o par dualidade entre H−1(Ω) e
H10 (Ω), enquanto que 〈· , ·〉Ωε denotara´ o par dualidade entre H−1(Ωε) e H10 (Ωε).
Observac¸a˜o: Exemplos onde as hipo´teses de (1.1) sa˜o satisfeitas podem ser vistos
em [1] e [2].
Observac¸a˜o: Nos exemplos acima, o diaˆmetro dos buracos aε e´ menor que ε, e
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satisfaz  ε
2 log aε −→ −C0, se N = 2,
aε ε
−N/N−2 −→ C0, se N ≥ 3,
(1.2)
para um dado C0 > 0.
O diaˆmetro aε e´ cr´ıtico no seguinte sentido: quando o diaˆmetro dos buracos e´ aSεi ,
com aSεi << aε, isto e´, quando
ε2 log aSεi → − ∞, se N = 2
ε
−N
(N−2)
aSεi
→ + ∞, se N ≥ 3,
(1.3)
a hipo´tese (1.1) e´ satisfeita, mas em (1.1)(iii) temos que w
ε
k converge fortemente para 0,
em [H1(Ω)]N , e que qεk converge fortemente para 0, em L
2(Ω)/R. Assim, em (1.1)(vi)
〈∇qεk −∆wεk, φvε〉Ω converge para zero, ou seja, temos µk = 0, o que implica que
M = 0 na equac¸a˜o homogeneizada.
Por outro lado, se aε << aSεi (o que corresponde a substituir∞ por 0 em (1.3)), se
tornam necessa´rias mudanc¸as maiores sobre todas as hipo´teses de (1.1), para provar
a convergeˆncia do processo de homogeneizac¸a˜o. Neste caso, obtemos a convergeˆncia
das soluc¸o˜es para o par (u, p) satisfazendo a Lei de Darcy (ver (9)). Um estudo sobre
esse caso, para a equac¸a˜o de Stokes, pode ser visto em [2].
O tamanho aε dado por (1.2) e´, portanto, o u´nico para o qual o quadro abstrato
de hipo´teses (1.1) e´ satisfeito com convergeˆncias fracas (e na˜o fortes) de wεk e de q
ε
k
para 0, na hipo´tese (1.1)(iii).
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1.2 Resultados preliminares
Definic¸a˜o: Dadas duas matrizes A e B de ordem N , define-se o produto interno
entre A e B da seguinte forma:
A : B =
N∑
j=1
Aj ·Bj,
onde Aj · Bj e´ o produto interno usual do RN , sendo Aj e Bj as j-e´simas colunas de
A e de B, respectivamente.
Lema 1.1 Sejam (wεk, q
ε
k, µ
ε
k)1≤k≤N func¸o˜es que satisfac¸am as hipo´teses (1.1)(i)−(v).
SejaM a matriz definida por suas colunas (µk)1≤k≤N , e com seus elementos (µik)1≤k≤N
definidos por µik = µk · ei. Enta˜o, para cada φ ∈ D(Ω), temos
〈
µik, φ
〉
D′(Ω),D(Ω)
= lim
ε→0
∫
Ω
φ∇wεk : ∇wεi , (1.4)
com cada entrada µik sendo uma medida de Radon.
Assim M e´ uma matriz sime´trica e positiva no seguinte sentido:
〈
Mφ, φ
〉
Ω)
≥ 0, ∀ φ ∈ [D(Ω)]N . (1.5)
Demonstrac¸a˜o:
Da hipo´tese (1.1)v obtemos
vε = w
ε
i ⇀ v = ei, fraco em [H
1(Ω)]N .
Deduz-se enta˜o que
〈
∇qεk −∆wεk, ϕiwεi
〉
Ω
→
〈
µk, ϕiei
〉
Ω
, ∀ ϕi ∈ D(Ω), (1.6)
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mas, integrando por partes, temos
〈
qεk −∆wεk, ϕiwεi
〉
Ω
= −
∫
Ω
qεkw
ε
i∇ϕi
+
∫
Ω
∇wεk : wεi∇ϕi +
∫
Ω
ϕi∇wεk : ∇wεi
pois 〈
∇qεk, ϕiwεi
〉
Ω
= −
∫
Ω
qεk∇· (ϕiwεi )
= −
∫
Ω
qεk
(
wεi∇ϕi + ϕi∇· wεi
)
= −
∫
Ω
qεkw
ε
i∇ϕi,
ja´ que div wεi = 0 em Ω, e
〈
∆wεk, ϕiw
ε
i
〉
Ω
= −
〈
∇wεk,∇(ϕiwεi )
〉
Ω
= −
〈
∇wεk,
(
wεi∇ϕi + ϕi∇wεi
)〉
Ω
= −
〈
∇wεk, wεi∇ϕi
〉
Ω
−
〈
∇wεk, ϕi∇wεi
〉
Ω
= −
∫
Ω
∇wεk : wεi∇ϕi −
∫
Ω
∇wεk : ϕi∇wεi .
Agora, ∫
Ω
qεkw
ε
i∇ϕi → 0,
pois qεk ⇀ 0, fraco em L
2(Ω)/R, e wεi → ei, forte em [L2(Ω)]N , grac¸as ao Teorema
A.5.2 (Rellich).
Tambe´m, ∫
Ω
∇wεk : wεi∇ϕi → 0,
pois wεk ⇀ ek, fraco em [H
1(Ω)]N , e como H1(Ω) ↪→ D′(Ω), enta˜o wεk ⇀ ek, fraco
em [D′(Ω)]N . Dα e´ um operador cont´ınuo em D′(Ω), em particular para α = 1,
Dwεk ⇀ Dek fraco, da´ı ∇wεk ⇀ 0, fraco em [D′(Ω)]N2 . Como wεk ∈ [H1(Ω)]N , enta˜o
∇wεk ∈ [L2(Ω)]N2 , logo, ∇wεk ⇀ 0, fraco em [L2(Ω)]N2 . (∗)
Como wεk converge em [H
1(Ω)]N , (wεk) e´ limitada em [H
1(Ω)]N e, por Rellich, e´
limitada em [L2(Ω)]N , sendo (∇wεk) tambe´m limitada em [L2(Ω)]N2 . como L2(Ω) e´
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reflexivo, pode-se extrair uma subsucessa˜o, ainda denotada pelo mesmo s´ımbolo, tal
que ∇wεk ⇀ ξ, em [L2(Ω)]N2 . (∗∗)
De (∗) e de (∗∗), temos que ξ = 0. Isso nos diz que ∇wεk ⇀ 0, fraco em [L2(Ω)]N2 .
Agora, como wεi ⇀ ei, fraco em [H
1(Ω)]N , e H1(Ω) esta´ contido compactamente em
L2(Ω), enta˜o wεi ⇀ ei, forte em [L
2(Ω)]N .
Assim, resulta que
∫
Ω
ϕi∇wεk : ∇wεi →
〈
µk, ϕiei
〉
Ω
=
〈
eTi µk, ϕi
〉
Ω
=
〈
µik, ϕi
〉
Ω
.
(1.7)
De (1.7) deduz-se que a matriz M , definida por Mek = µk, e´ sime´trica, por ser
limite de uma sequ¨eˆncia de matrizes sime´tricas (∇wεk : ∇wεi )1≤i,k≤N .
Por outro lado, tem-se que
〈
Mφ, φ
〉
[D′(Ω)]N ,[D(Ω)]N
= lim
ε→0
N∑
i,k=1
∫
Ω
ϕiϕk∇wεi : ∇wεk
= lim
ε→0
∫
Ω
∣∣∣ N∑
k=1
ϕk∇wεk
∣∣∣ ≥ 0
∀ φ ∈ [D(Ω)]N , com φ = (ϕ1, ..., ϕN), onde M e´ positiva no seguinte sentido:
〈
Mφ, φ
〉
[D′(Ω)]N ,[D(Ω)]N
≥ 0, ∀ φ ∈ [D(Ω)]N .
Ale´m disso, deduz-se de (1.7) que
µik = e
T
i µk = lim
ε→0
∇wεk : ∇wεi , em D′(Ω),
onde (∇wεk : ∇wεi ) e´ uma sequ¨eˆncia limitada de [L1(Ω)]N2 , e µik e´ uma medida de
Radon. ¤
Teorema 1.1 Seja Ω um aberto do RN , limitado e com fronteira regular. Suponha
que f e´ uma forma linear e cont´ınua em [H10 (Ω)]
N , isto e´, f ∈ [H−1(Ω)]N , e suponha
que 〈f, v〉 = 0, ∀ v ∈ [H10 (Ω)]N , div v = 0.
Enta˜o existe p ∈ L2/R tal que f = −∇p.
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Demonstrac¸a˜o:
A demonstrac¸a˜o sera´ feita por etapas.
Primeira etapa:
Seja
a(u, v) =
N∑
i,j=1
∫
Ω
∂ui
∂xj
∂vi
∂xj
dx =
∫
Ω
∇u.∇v dx.
Pelo Teorema A.1.4 (Lema de Lax-Milgram), como a(u, v) e´ uma forma bilinear,
cont´ınua, sime´trica e coerciva de [H10 (Ω)]
N× [H10 (Ω)]N → R, tem-se que o problema
a(u, v) = 〈 f, v 〉
tem u´nica soluc¸a˜o u ∈ [H10 (Ω)]N , para cada f ∈ [H−1(Ω)]N , qualquer que seja v ∈
[H10 (Ω)]
N .
Como a(u, v) = 0, ∀ v ∈ [H10 (Ω)]N que satisfac¸a div v = 0, (pois por hipo´tese
f ∈ [H−1(Ω)]N) e 〈 f, v 〉 = 0, ∀ v ∈ [H10 (Ω)]N , tal que div v = 0, isto e´, a(u, v) se
anula num subespac¸o de [H10 (Ω)]
N), segue do Corola´rio A.1.2 (de Hahn-Bannach) que
a(u, v) = 0, ∀ v ∈ [H10 (Ω)]N ,
o que implica que u ≡ 0.
Segunda etapa:
Afirmac¸a˜o: Dados α > 0 e f ∈ [H−1(Ω)]N , existe um u´nico uα ∈ [H10 (Ω)]N tal que
a(uα, v) +
1
α
(div uα, div v) = 〈f, v〉, ∀ v ∈ [H10 (Ω)]N . (1.8)
17
Para provar a afirmac¸a˜o, basta mostrar que a forma a(uα, v) +
1
α
(∇.uα,∇.v) e´
cont´ınua e coerciva. De fato,
∣∣∣ 1
α
(∇.uα,∇.v)
∣∣∣ ≤ 1
α
(∫
Ω
( N∑
i=1
∣∣∣∂uαi
∂xi
∣∣∣2)dx)1/2(∫
Ω
( N∑
i=1
∣∣∣∂vi
∂xi
∣∣∣2)dx)1/2
≤ c
α
(∫
Ω
N∑
i=1
∣∣∣∂uαi
∂xi
∣∣∣2 dx)1/2(∫
Ω
N∑
i=1
∣∣∣∂uαi
∂xi
∣∣∣2 dx)1/2
=
c
α
‖uα‖[H10 (Ω)]N .‖v‖[H10 (Ω)]N ,
o que prova que a forma a(uα, v) +
1
α
(∇.uα,∇.v) e´ cont´ınua.
Ale´m disso,
a(uα, uα) +
1
α
(∇.uα,∇.uα) = a(uα, uα) + 1
α
|∇.uα|L2(Ω)2
≥ a(uα, uα)
≥ c
α
‖uα‖2[H10 (Ω)]N ,
o que prova que a forma e´ coerciva.
Logo, pelo Lema de Lax-Milgram, segue a afirmac¸a˜o.
Terceira etapa:
Seja pα =
1
α
div uα.
Como uα ∈ [H10 (Ω)]N , segue que pα ∈ L2(Ω), e
∫
Ω
pα dx =
1
α
∫
Ω
∇.uα dx = 1
α
∫
Γ
uα.ν dΓ = 0.
Isto implica que ∃ vα ∈ [H10 (Ω)]N (ver Tartar, [32], pg. 30) satisfazendo
pα = div vα e ‖vα‖[H10 (Ω)]N ≤ c |pα|L2(Ω), (1.9)
isto e´, a aplicac¸a˜o L2(Ω) → [H10 (Ω)]N
pα 7→ vα
e´ linear e cont´ınua.
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Fazendo-se v = uα em (1.8), obte´m-se
‖uα‖2[H10 (Ω)]N +
1
α
|∇.uα|2L2(Ω) ≤ ‖f‖[H−1(Ω)]N .‖uα‖[H10 (Ω)]N
e da´ı
1
2
‖uα‖2[H10 (Ω)]N +
1
α
|∇.uα|2L2(Ω) ≤ c,
onde c e´ uma constante independente de α. Logo,
‖uα‖[H10 (Ω)]N ≤ c
e, portanto, existe uma subsucessa˜o de (uα), ainda denotada por (uα), tal que
uα ⇀ w, fraco em [H
1
0 (Ω)]
N . (1.10)
Fazendo-se v = vα em (1.8), tem-se
a(uα, vα) + |pα|2 = 〈f, vα〉,
o que implica que
|pα|2L2(Ω) ≤ c‖vα‖[H10 (Ω)]N .
Da´ı e de (1.9), tem-se que
|pα| ≤ c.
Logo, existe uma subsucessa˜o de (pα), ainda denotada por (pα), tal que
pα ⇀ p, fraco em L
2
0(Ω), (1.11)
onde
L20(Ω) =
{
g ∈ L2(Ω) ;
∫
Ω
g dx = 0
}
.
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Por (1.10) e (1.11), e tomando-se o limite em (1.8), obte´m-se
a(w, v) + (p,∇.v) = 〈f, v〉, ∀ v ∈ [H10 (Ω)]N ,
sendo w e p os limites fracos das subsucesso˜es (uα) e (pα).
Supondo-se div v = 0, seque que
a(w, v) = 〈f, v〉.
Da primeira etapa (unicidade) segue que u = w. Logo, tem-se que
a(u, v) + (p,∇.v) = 〈f, v〉, ∀ v ∈ [H10 (Ω)]N ,
mas,
(p,∇.v) =
(
p,
N∑
i=1
∂vi
∂xi
)
=
N∑
i=1
(
p,
∂vi
∂xi
)
= −
N∑
i=1
〈 ∂p
∂xi
, vi
〉
= 〈−∇p, v〉.
Assim,
〈−∇p, v〉 = 〈f, v〉, ∀ v ∈ [H10 (Ω)]N ,
logo,
−∇p = f, p ∈ L2loc(Ω) ≈ L2(Ω)/R. ¤
Observac¸a˜o: Interpretando-se o resultado acima, conclui-se que sendo Ω um aberto
limitado do RN com fronteira regular, e sendo L uma forma linear e cont´ınua sobre
[H10 (Ω)]
N que se anula no subespac¸o de [H10 (Ω)]
N de vetores de divergeˆncia zero, enta˜o
existe p ∈ L2(Ω)/R, tal que
L(v) =
∫
Ω
p.div v dx = −
∫
Ω
∇p.v dx.
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Teorema 1.2 Seja Ω um aberto do RN , limitado e com fronteira regular. Enta˜o:
(i) Se uma distribuic¸a˜o p tem todas suas primeiras derivadas Dip, 1 ≤ i ≤ N em
L2(Ω), enta˜o p ∈ L2(Ω) e
‖p‖L2(Ω)/R ≤ c(Ω)‖∇p‖L2(Ω). (1.12)
(ii) Se uma distribuic¸a˜o p tem todas suas primeiras derivadas Dip, 1 ≤ i ≤ N em
H−1(Ω), enta˜o p ∈ L2(Ω), e
‖p‖L2(Ω)/R ≤ c(Ω)‖∇p‖H−1(Ω). (1.13)
Nos dois casos, se Ω e´ um conjunto qualquer do RN , enta˜o p ∈ L2loc(Ω).
Demonstrac¸a˜o:
O ı´tem (i) e´ provado em Deny & Lions, [9], para um conjunto aberto Ω limitado
e estrelado. O ı´tem (ii) e´ provado em Magenes & Stampacchia, [18], se Ω e´ de classe
C1, e em Nec˘as, [22], se Ω e´ somente lipschitziano. Para um conjunto sem qualquer
regularidade, aplicamos os resultados anteriores em cada bola fechada contida em Ω,
e obtemos apenas que p ∈ L2loc(Ω). ¤
Observac¸a˜o: Combinando os resultados dos Teoremas 1.1 e 1.2, vemos que se
f ∈ H−1(Ω) (ou L2loc(Ω)) e (f, v) = 0, ∀ v ∈ V , enta˜o f = ∇p com p ∈ L2loc(Ω).
Se, ale´m disso, Ω for um conjunto aberto limitado e lipschitziano, enta˜o p ∈ L2(Ω)
(ou H1(Ω)).
Observac¸a˜o: O ı´tem (ii) do teorema 1.2 implica que o operador gradiente e´ isomor-
fismo de L2(Ω)/R em H1(Ω). Lembrar que (como Ω limitado) L2(Ω)/R e´ isomorfo ao
subespac¸o de L2(Ω) ortogonal a`s constantes, isto e´,
L2(Ω)/R =
{
p ∈ L2(Ω) ;
∫
Ω
p(x) dx = 0
}
.
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Operador de extensa˜o para a pressa˜o
Seguindo a ide´ia de L. Tartar (ver [31]), baseados na hipo´tese (1.1)vi podemos
construir um operador de extensa˜o para a pressa˜o.
Proposic¸a˜o 1.1 Se existe um operador linear Rε satisfazendo (1.1)vi, enta˜o o opera-
dor Pε definido por 〈
∇[Pε(pε)], u
〉
Ω
=
〈
∇pε, Rεu
〉
Ωε
(1.14)
para cada u ∈ [H10 (Ω)]N , e´ um operador linear cont´ınuo de L2(Ωε)/R em L2(Ω)/R,
tal que para cada pε ∈ L2(Ωε)/R tem-se
(i) Pε(pε) = pε, em L
2(Ωε)/R,
(ii) ‖Pε(pε)‖L2(Ω)/R ≤ C ‖pε‖L2(Ωε)/R,
(iii) ‖∇[Pε(pε)]‖[H−1(Ω)]N ≤ C ‖∇pε‖[H−1(Ωε)]N ,
onde C e´ uma constante que na˜o depende de pε ou de ε.
Demonstrac¸a˜o:
Ver em G. Allaire, [1], proposic¸a˜o I.2.5, pg. 25, e [2], proposic¸a˜o 1.1.4, pg. 9. ¤
Homogeneizac¸a˜o do Sistema de Stokes
Proposic¸a˜o 1.2 Seja (uε, pε) soluc¸a˜o do sistema de Stokes

Encontrar (uε, pε) ∈ [H10 (Ωε)]N × [L2(Ωε)/R] tal que ∇pε −∆uε = fε, com f ∈ [L
2(Ω)]N
∇· uε = 0, em Ωε.
(1.15)
Seja u˜ε o prolongamento da velocidade por 0 em Ω\Ωε.
Seja Pε(pε) o operador prolongamento da pressa˜o, Pε definido na Proposic¸a˜o 1.1.
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Supondo-se que a hipo´tese (1.1) seja satisfeita, e notando-se que M e´ a matriz
composta pelos vetores coluna (µk)
N
k=1 (ver Lema 1.1), enta˜o
(
u˜ε, Pε(pε)
)
⇀ (u, p), fraco em [H10 (Ω)]
N × [L2(Ω)/R],
onde (u, p) e´ a u´nica soluc¸a˜o do sistema homogeneizado

Encontrar (u, p) ∈ [H10 (Ω)]N × [L2(Ω)/R] tal que ∇p−∆u+Mu = f, em Ω,∇· u = 0, em Ω,
(1.16)
e
|∇u˜ε|2[L2(Ω)]N2 → |∇u|2[L2(Ω)]N2 + 〈Mu, u〉Ω. (1.17)
Demonstrac¸a˜o:
Ver em G. Allaire, [1], pg. 50, e [2], pg. 16. ¤
Temos o seguinte resultado sobre a semicontinuidade inferior fraca da energia:
Proposic¸a˜o 1.3 Suponha que as hipo´teses de (1.1)i a (1.1)v sa˜o satisfeitas. Enta˜o,
para toda sequ¨eˆncia zε tal que
zε ⇀ z, fraco em [H
1
0 (Ω)]
N ,
∇· zε ⇀ ∇· z, forte em L2(Ω),
zε = 0, nos buracos (Si)1≤i≤N(ε),
(1.18)
temos
lim inf
ε→0
∫
Ω
|∇zε|2 ≥
∫
Ω
|∇z|2 +
〈
Mz, z
〉
Ω
. (1.19)
Demonstrac¸a˜o:
Ver em G. Allaire, [1], pg. 45, e [2], pg. 16. ¤
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Alguns resultados de compacidade
Sejam X e Y dois espac¸os de Banach reflexivos tais que X ⊂ Y , sendo a imersa˜o
compacta e densa. Sejam X ′ o espac¸o dual de X e Y ′ o espac¸o dual de Y .
Temos os seguintes resultados:
Teorema 1.3 Seja (gε) uma sequ¨eˆncia tal que gε ⇀
∗ g, fraco− estrela em L∞(0, T ;X),
gε → g, forte em C0([0, T ];Y ).
(1.20)
Enta˜o, gε → g, forte em C0s ([0, T ];X), isto e´, ∀ v ∈ X ′, a func¸a˜o
hε : t 7→ 〈gε(t), v〉X,X′ (1.21)
pertence a C0([0, T ]) e satisfaz
hε → h, forte em C0([0, T ]) (1.22)
onde h esta´ definida por
h : t 7→ 〈g(t), v〉X,X′ . (1.23)
Demonstrac¸a˜o:
De acordo com [17] (Lema 8.1, pg. 297), temos
L∞(0, T ;X) ∩ C0s (0, T ;Y ) = C0s (0, T ;X).
Portanto, por (1.20), gε ∈ C0s (0, T ;X) e assim hε definida por (1.21) esta´ em C0([0, T ]).
Como C0([0, T ]) e´ um espac¸o completo, para demonstrar (1.22) basta mostrar que (hε)
e´ uma sequ¨eˆncia de Cauchy em C0([0, T ]).
Para um dado v̂ ∈ Y ′, introduzamos a func¸a˜o ĥε : t 7→ 〈gε(t), v̂〉Y,Y ′ .
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Temos, portanto,
|hε(t)− hε ′(t)| ≤
∣∣∣hε(t)− ĥε(t)∣∣∣+ ∣∣∣ĥε(t)− ĥε′(t)∣∣∣+ ∣∣∣ĥε′(t)− hε′(t)∣∣∣
=
∣∣∣〈gε(t), v − v̂〉X,X′∣∣∣+ ∣∣∣〈gε(t)− gε′(t), v̂〉Y,Y ′∣∣∣+ ∣∣∣〈gε′(t), v − v̂〉X,X′∣∣∣
≤
(
‖gε‖L∞(0,T ;X)+‖gε′‖L∞(0,T ;X)
)
.‖v−v̂‖X′+‖gε−gε′‖C0([0,T ];Y ).‖v̂‖Y ′ .
(1.24)
Combinando (1.20)2 e (1.24), e levando em considerac¸a˜o a densidade de Y
′ em X ′,
deduzimos que hε e´ uma sequ¨eˆncia de Cauchy em C
0([0, T ]). ¤
Teorema 1.4 Seja (gε) uma sequ¨eˆncia tal que gε ⇀ g, fraco em L
1(0, T ;X),
g′ε ⇀ g
′, fraco em L1(0, T ;Y ).
(1.25)
Enta˜o, gε → g, forte em C0([0, T ];Y ).
Demonstrac¸a˜o:
De acordo com J. Simon (ver [29], teorema 3), e´ suficiente demonstrarmos que
‖gε(·+ h)− gε(·)‖L∞(0,T−h;Y ) → 0, quando h→ 0, (1.26)
uniformemente em ε.
Temos que ∫ t+h
t
g′ε(s)ds = gε(t+ h)− gε(t)
e ∥∥∥ ∫ t+h
t
g′ε(s)ds
∥∥∥ ≤ ∫ t−h
t
‖g′ε(s)‖ds,
portanto
‖gε(t+ h)− gε(t)‖L∞(0,T−h;Y ) =
∥∥∥∫ t+h
t
g′ε(s)ds
∥∥∥
Y
≤ sup
t∈[ 0,T−h]
∫ t−h
t
‖g′ε(s)‖Y ds.
(1.27)
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Por outro lado, J. Diestel e J. J. Uhl, Jr (ver [10], teorema 4, pg. 104) estabelece
que a norma em Y de uma sequ¨eˆncia que converge fracamente em L1(0, T ;Y ) e´ uni-
formemente integra´vel sobre [0, T ]. Assim, o lado direito de (1.27) converge para zero
quando h→ 0, uniformemente em ε, o que demonstra (1.26). ¤
Teorema 1.5 Seja (gε) uma sequ¨eˆncia tal que gε ⇀
∗ g, fraco− estrela em L∞(0, T ;X),
gε
′ ⇀ g ′, fraco em L1(0, T ;Y ).
(1.28)
Enta˜o, gε −→ g, forte em C0s ([0, T ];X), isto e´,
〈gε(·), v〉X,X ′ → 〈g(·), v〉X,X ′ , em C0([ 0, T ]), ∀ v ∈ X ′. (1.29)
Demonstrac¸a˜o:
Do teorema 1.4, temos que gε → g, forte em C0([0, T ];Y ). Isso, junto com
(1.28)1, aplicados no Teorema 1.3, nos da´ o resultado. ¤
Observac¸a˜o: (1.29) implica, em particular, que
gε(t)→ g(t), fraco em X, ∀ t ∈ [ 0, T ] fixado.
Utilizaremos para o Lema 1.2, e no decorrer do trabalho, os espac¸os abaixo
definidos:
Definic¸a˜o: Seja Ω um domı´nio limitado do RN . Define-se
Vε = {v ; v ∈ [H10 (Ωε)]N , div v = 0 sobre Ωε}, e
Hε = {v ; v ∈ [L2(Ωε)]N , div v = 0 sobre Ωε, com v.ν = 0 sobre Γε},
sendo ν o vetor unita´rio normal a Γε, dirigido para o exterior de Ωε.
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Os espac¸os Vε e Hε podem tambe´m ser descritos da seguinte maneira:
Hε = Vε[L
2(Ωε)]N
e Vε = Vε[H
1
0 (Ωε)]
N
,
onde Vε = {ϕ ; ϕ ∈ [D(Ωε)]N , div ϕ = 0 em Ωe}.
Analogamente, se definem os espac¸os H, V e V .
Lema 1.2 Suponha que
 v˜ε ⇀
∗ v, fraco− estrela em L∞(0, T ;V ),
v˜′ε ⇀
∗ v′, fraco− estrela em L∞(0, T ;H) ↪→ L1(0, T ;H).
Enta˜o,
〈θ, v˜ε(.)〉Ω → 〈θ, v(.)〉Ω, em C0([0, T ]), ∀ θ ∈ V ′.
Demonstrac¸a˜o:
Temos que V ↪→ H compacta e densamente; assim, fazendo gε = v˜ε, X = V e
Y = H, no Teorema 1.5, obtemos o resultado. ¤
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Cap´ıtulo 2
Existeˆncia, unicidade e
regularidade de soluc¸o˜es fracas
Neste cap´ıtulo sera˜o obtidos resultados de existeˆncia, unicidade e regularidade de
soluc¸o˜es fracas, para um domı´nio Ωε, com ε > 0 ficado..
O problema consiste em achar uε e pε definida a menos de uma constante aditiva,
tais que se verifiquem as equac¸o˜es do problema misto para a equac¸a˜o hiperbo´lica com
um termo de pressa˜o no cilindro Qε

u′′ε −∆uε +∇pε = fε, em Qε = Ωε × (0, T ), T > 0
div uε = 0, em Qε
uε = 0, sobre Σε = Γε × (0, T ), Γε = ∂Ωε
uε(x, 0) = u
0
ε, e u
′
ε(x, 0) = u
1
ε, em Ωε,
(2.1)
onde as fronteiras Γ e Γε sa˜o de Lipschitz, e ε > 0 esta´ fixado.
Precisamos tambe´m saber em que sentido teremos u′′ε −∆uε +∇pε igual a fε, em
Qε. Em um primeiro momento, diremos que u
′′
ε−∆uε+∇pε = fε em um sentido fraco,
a ser precisado posteriormente, em contraposic¸a˜o a` igualdade pontual quase-sempre
em Ωε. Tambe´m as condic¸o˜es uε = 0 em Σε e div uε = 0 em Qε sera˜o entendidas
ao determinarmos o espac¸o correto onde sera´ encontrada a soluc¸a˜o uε. Finalmente,
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salientamos o fato de que a escolha dos dados u0ε, u
1
ε e fε vai determinar o espac¸o onde
sera´ encontrada a soluc¸a˜o uε do problema (2.1).
Teorema 2.1 Suponha que

u0ε ∈ Vε ∩ [H20 (Ωε)]N ,
u1ε ∈ Vε,
fε ∈ W 1,1(0, T ;Hε).
Enta˜o, existe um u´nico par (uε, pε) satisfazendo
uε ∈ L∞(0, T ;Vε),
u′ε ∈ L∞(0, T ;Vε),
u′′ε ∈ L∞(0, T ;Hε),
pε ∈ L1(0, T ;L2(Ω)/R)
e  u
′′
ε −∆uε +∇pε = fε, em L1(0, T ; [H−1(Ωε)]N),
uε(x, 0) = u
0
ε(x); u
′
ε(x, 0) = u
1
ε(x), em Ωε.
(2.2)
com a soluc¸a˜o uε satisfazendo
uε ∈ C0([0, T ];Vε) ∩ C1([0, T ];Hε).
Observac¸a˜o: Para a obtenc¸a˜o da existeˆncia e unicidade de soluc¸o˜es, seria suficiente
supor que 
u0ε ∈ Vε,
u1ε ∈ Hε,
fε ∈ L1(0, T ;Hε).
Supusemos uma maior regularidade sobre os dados iniciais tendo em vista que
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para a demonstrac¸a˜o do Teorema 3.1 sera´ necessa´rio termos u0ε ∈ [H20 (Ωε)]N .
Demonstrac¸a˜o (do Teorema 2.1):
A demonstrac¸a˜o consiste em aproximar a soluc¸a˜o que se deseja encontrar por
soluc¸o˜es de problemas ana´logos, pore´m em dimensa˜o finita. Utilizaremos, para isso,
o me´todo de Faedo-Galerkin, e realizaremos a demonstrac¸a˜o em oito etapas:
(i) Construc¸a˜o de soluc¸o˜es aproximadas em subespac¸os de dimensa˜o finita;
(ii) Estimativas a priori;
(iii) Passagem ao limite;
(iv) Introduc¸a˜o da pressa˜o;
(v) Verificac¸a˜o das condic¸o˜es iniciais;
(vi) Unicidade;
(vii) Regularidade da soluc¸a˜o; e
(viii) Final da demonstrac¸a˜o.
Etapa (i): Construc¸a˜o das soluc¸o˜es aproximadas.
Considere o espac¸o V˜ε = Vε∩[H20 (Ωε)]N . Notar que V˜ε e´ um subespac¸o separa´vel de
Vε e, portanto, existe uma subsucessa˜o de vetores (w
ε
i )i∈N, base de V˜ε, onde para cada
m fixo, os vetores wε1, w
ε
2, ..., w
ε
m sa˜o linearmente independentes, e qualquer combinac¸a˜o
linear finita dos wεi e´ densa em V˜ε.
Considere agora o subespac¸o m-dimensional denotado por V˜εm = [w
ε
1, w
ε
2, ..., w
ε
m],
gerado pelos m primeiros vetores wεi , i = 1, 2, ...,m.
Enta˜o, propomos o seguinte problema aproximado: Encontrar uεm : (0, T ) 7−→ V˜εm
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soluc¸a˜o do problema

(
u′′εm(t), v
)
+ a
(
uεm(t), v
)
=
(
fε(t), v
)
, ∀ v ∈ V˜εm
uεm(0) = u
0
εm → u0ε, forte em Vε ∩ [H20 (Ωε)]N
u′εm(0) = u
1
εm → u1ε, forte em Vε,
(2.3)
onde a(u, v) =
∫
Ωε
∇u.∇vdx.
Substituindo v por wi em (2.3)1, 0 < i ≤ m, resulta que as func¸o˜es t 7→ (uεm(t), wi)
devem satisfazer
(
u′′εm(t), wi
)
+ a
(
uεm(t), wi
)
=
(
fε(t), wi
)
, i = 1, 2, ...,m. (2.4)
Como u0ε ∈ V˜ε, temos que u0ε pode ser aproximada pelos wj. Assim, existem
αjm ∈ R tais que
u0ε = lim
m→∞
m∑
j=1
αεjmwj. (2.5)
Como uεm ∈ V˜εm, podemos escrever
uεm(t) =
m∑
j=1
gεjm(t)wj, (2.6)
de onde resulta que
uεm(0) =
m∑
j=1
gεjm(0)wj. (2.7)
Fazendo u0εm =
m∑
j=1
αεjmwj em (2.5) e comparando com (2.7), deduzimos que (2.3)2
equivale a
gεjm(0) = αεjm, j = 1, 2, ...,m. (2.8)
Temos que u1ε ∈ Vε. Como V˜ε e´ denso em Vε, segue que u1ε pode tambe´m ser
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aproximada pelos wj. Portanto, existem βεjm ∈ R, com j = 1, 2, ...,m, tais que
u1ε = lim
m→∞
m∑
j=1
βεjmwj.
Assim, fazendo u1εm =
m∑
j=1
βεjmwj, obtemos que a condic¸a˜o (2.3)3 equivale a
g′εjm(0) = βεjm, j = 1, 2, ...,m. (2.9)
Ainda, substituindo (2.6) em (2.4) obtemos
( m∑
j=1
g′′εjm(t)wj, wi
)
+ a
( m∑
j=1
gεjm(t)wj, wi
)
=
(
fε(t), wi
)
, i = 1, 2, ...,m. (2.10)
O sistema formado por (2.10), (2.8) e (2.9), isto e´,

( m∑
j=1
g′′εjm(t)wj, wi
)
+ a
( m∑
j=1
gεjm(t)wj, wi
)
=
(
fε(t), wi
)
, i = 1, 2, ...,m,
gεjm(0) = αεjm, j = 1, 2, ...,m,
g′εjm(0) = βεjm, j = 1, 2, ...,m,
e´ um sistema linear de equac¸o˜es ordina´rias. Logo, existe a soluc¸a˜o aproximada uεm(t),
para t ∈ [0, T ).
Etapa (ii): Estimativas a priori.
Estimativa 1:
Fazendo v = u′εm(t) ∈ V˜εm em (2.3), resulta que
1
2
d
dt
(
|u′εm(t)|2 + ‖uεm(t)‖2
)
=
(
fε(t), u
′
εm(t)
)
, 0 < t < T.
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Integrando de 0 a t, para 0 < t < T , obtemos
|u′εm|2 + ‖uεm‖2 = |u1εm|2 + ‖u0εm‖2 + 2
∫ t
0
(
fε(s), u
′
εm(s)
)
ds
≤ C + 2
∫ t
0
|fε(s)|.|u′εm(s)|ds
= C + 2
∫ t
0
|fε(s)| 12 .|fε(s)| 12 .|u′εm(s)|ds
≤ C+
∫ T
0
|fε(s)|ds+
∫ t
0
|fε(s)|.|u′εm(s)|2ds,
onde |.| = |.|[L2(Ωε)]N e ‖.‖ = ‖.‖[H20 (Ωε)]N .
Do Lema A.2.2 (Gronwall) segue que
 uεm e´ limitada em L
∞(0, T ;Vε), independente de m, e
u′εm e´ limitada em L
∞(0, T ;Hε), independente de m,
portanto existe subsucessa˜o, ainda denotada pelo mesmo s´ımbolo, tal que
 uεm ⇀
∗ uε, fraco-estrela em L∞(0, T ;Vε), e
u′εm ⇀
∗ u′ε, fraco-estrela em L
∞(0, T ;Hε).
(2.11)
Estimativa 2:
Fazendo t = 0 na equac¸a˜o aproximada (2.3), obtemos
(
u′′εm(0), v
)
+ a
(
uεm(0), v
)
=
(
fε(0), v
)
, ∀ v ∈ V˜εm. (2.12)
Como fε ∈ W 1,1(0, T ;Hε), temos que fε ∈ C0([0, T ];Hε) e, portanto, faz sentido
calcular fε(0), e fε(0) ∈ [L2(Ωε)]N .
Tomando-se v = u′′εm(0) em (2.12), resulta que
|u′′εm(0)|2 =
(
∆u0εm, u
′′
εm(0)
)
+
(
fε(0), u
′′
εm(0)
)
≤
(
|∆u0εm|+ |fε(0)|
)
· |u′′εm(0)|,
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o que implica que
|u′′εm(0)| ≤ |∆u0εm|+ |fε(0)| < C, (2.13)
com C independente de m.
Agora, derivando em t a equac¸a˜o aproximada (2.3), obtemos
(
u′′′εm(t), v
)
+ a
(
u′εm(t), v
)
=
(
f ′ε, v
)
, ∀ v ∈ V˜εm. (2.14)
Tomando-se v = u′′εm(t) em (2.14), resulta que
1
2
d
dt
(
|u′′εm(t)|2 + ‖u′εm(t)‖2
)
=
(
f ′ε(t), u
′′
εm(t)
)
. (2.15)
Integrando-se (2.15) de 0 a t, obtemos
|u′′εm(t)|2+‖u′εm(t)‖2= |u′′εm(0)|2+‖u1εm‖2+
∫ T
0
|f ′ε(s)|ds+
∫ t
0
|f ′ε(s)|.|u′′εm(s)|2ds.
Pelo Lema A.2.2 (Gronwall), de (2.13) e de (2.3)3 resulta que
|u′′εm(t)|2 + ‖u′εm(t)‖2 ≤ C,
com C independente de m.
Portanto, u′εm e´ limitada em L
∞(0, T ;Vε), e u′′εm e´ limitada em L
∞(0, T ;Hε), in-
dependente de m.
Logo, existe subsucessa˜o, ainda denotada pelo mesmo s´ımbolo, tal que
 u
′
εm ⇀
∗ u′ε, fraco-estrela em L
∞(0, T ;Vε), e
u′′εm ⇀
∗ u′′ε , fraco-estrela em L
∞(0, T ;Hε).
(2.16)
Etapa (iii): Passagem ao limite.
Conforme observac¸a˜o anterior, a estimativa 1 ja´ seria suficiente para a passagem
ao limite.
34
Mostraremos aqui que uε e´ soluc¸a˜o da equac¸a˜o em (2.3), no sentido de D′(0, T ).
Fixando-se m0, considerando m > m0, multiplicando-se a equac¸a˜o aproximada
(2.3)1 por θ ∈ D(0, T ) e integrando de 0 a T , obte´m-se que
∫ T
0
(
u′′εm(t), v
)
θ(t)dt+
∫ T
0
a
(
uεm(t), v
)
θ(t)dt =
∫ T
0
(
fε(t), v
)
θ(t)dt, (2.17)
para todo v ∈ V˜εm0 .
Integrando-se por partes a primeira integral, obte´m-se que
−
∫ T
0
(
u′εm(t), v
)
θ ′(t)dt+
∫ T
0
a
(
uεm(t), v
)
θ(t)dt =
∫ T
0
(
fε(t), v
)
θ(t)dt. (2.18)
Tomando-se o limite quando m tende para o infinito, observando-se (2.11) e a
continuidade das formas bilineares utilizadas e da integral, conclui-se que
−
∫ T
0
(
u′ε(t), v
)
θ ′(t)dt+
∫ T
0
a
(
uε(t), v
)
θ(t)dt =
∫ T
0
(
fε(t), v
)
θ(t)dt, (2.19)
para todo v ∈ V˜εm0 . Sendo os V˜εm0 densos em Vε, conclui-se que (2.19) e´ va´lida para
toda v ∈ Vε, θ ∈ D(0, T ).
De (2.19), temos ainda que
−
∫ T
0
(
u′ε(t), v
)
θ ′(t)dt+
∫ T
0
〈
−∆uε(t), v
〉
V ′ε ,Vε
θ(t)dt =
∫ T
0
(
fε(t), v
)
θ(t)dt, (2.20)
para toda v ∈ Vε, θ ∈ D(0, T ). Enta˜o, definindo-se
gε(t) = fε(t) + ∆uε(t), gε ∈ V ′ε ,
de (2.20), obtemos
−
∫ T
0
u′ε(t)θ
′(t)dt =
∫ T
0
gε(t)θ(t)dt, em V
′
ε . (2.21)
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Visto que uε ∈ W 1,∞(0, T ;Vε) e fε ∈ L1(0, T ; [L2(Ωε)]N), segue-se que u′ε e g
pertencem a L1(0, T ;V ′ε ) e satisfazem (2.21).
Enta˜o, pelo Lema A.2.1, resulta que
u′ε(t) = ξ +
∫ t
0
gε(s)ds, ξ ∈ V ′ε , constante; t ∈ [0, T ]. (2.22)
Portanto,
u′ε ∈ C0([0, T ];V ′ε ). (2.23)
Ainda de (2.22), obtemos que
〈u′′ε , θ〉 = 〈gε, θ〉, para todo θ ∈ D(0, T ), (2.24)
o que significa que u′′ε ∈ L1(0.T ;V ′ε ) e u′′ε = gε, em L1(0, T ;V ′ε ), isto e´,
u′′ε −∆uε = fε, em L1(0, T ;V ′ε ). (2.25)
Etapa (iv): Introduc¸a˜o da pressa˜o.
De (2.19) temos que
d
dt
(∂uε
∂t
, v
)
+ a(uε, v) = (fε, v), para qualquer v ∈ Vε, q.s. em [0, T ]. (2.26)
Definamos agora
Uε(t) =
∫ t
0
uε(s)ds e Fε(t) =
∫ t
0
fε(s)ds.
Assim, Uε ∈ C0([0, T ];Vε) e Fε ∈ C0([0, T ]; [L2(Ωε)]N).
Integrando (2.26) de 0 a t, obtemos
∫ t
0
d
dt
(∂uε
∂t
, v
)
dt+
∫ t
0
a(uε, v)dt =
∫ t
0
(fε, v)dt.
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Do primeiro termo, temos que
∫ t
0
d
dt
(∂uε
∂t
, v
)
dt =
(∂uε
∂t
, v
)∣∣∣t
0
=
(∂uε(t)
∂t
− u1ε, v
)
,
do segunto termo, aplicando o Teorema A.2.9 (Fubini), temos que
−
∫ t
0
∫
Ωε
uε∆v dx dt = −
∫
Ωε
∫ t
0
uε(s)ds∆v dx
= −
∫
Ωε
Uε(t)∆v dx
=
∫
Ωε
∇Uε(t)∇v dx
= a(Uε, v),
e do terceiro membro, aplicando Fubini, temos que
∫ t
0
∫
Ωε
fε v dx dt =
∫
Ωε
∫ t
0
fε(s)ds v dx
=
∫
Ωε
Fε(t) v dx
= (Fε, v).
Da´ı, juntando os termos temos que
(∂uε(t)
∂t
− u1ε, v
)
+ a(Uε, v) = (Fε, v),
para qualquer v ∈ Vε, para qualquer t ∈ [0, T ].
Segue-se que 〈∂uε(t)
∂t
− u1ε −∆Uε(t)− Fε(t), v
〉
V ′ε ,Vε
= 0,
para qualquer v ∈ Vε, para qualquer t ∈ [0, T ].
Pelo Teorema 1.1, temos que para cada t ∈ [0, T ], existe Gε(t) ∈ D(Ωε) tal que
∂uε(t)
∂t
− u1ε −∆Uε(t)− Fε(t) = ∇Gε. (2.27)
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Pelo Teorema 1.2, temos que Gε(t) ∈ L2(Ωε), pois ddxi Gε(t) ∈ H−1(Ωε). Assim,
∇Gε ∈ C0([0, T ; [H−1(Ωε)]N ]) e, portanto,
Gε ∈ C0([0, T ];L2(Ωε)).
Isto nos diz que podemos diferenciar (2.27), na varia´vel t, no sentido das dis-
tribuic¸o˜es em Qε. ao fazer isso, obtemos
∂
∂t
(∂uε(t)
∂t
)
− ∂u
1
ε
∂t
− ∂
∂t
(
∆
∫ t
0
uε(s)ds
)
− d
dt
(∫ t
0
fε(s)ds
)
=
∂
∂t
∇Gε.
Definindo
pε = −∂Gε
∂t
,
obtemos
u′′ε −∆uε +∇pε = fε, em D′(0, T ; [D′(Ωε)]N). (2.28)
Pela regularidade dos termos que aparecem em (2.28), temos que
u′′ε −∆uε +∇pε = fε, em L1(0, T ;V ′ε ). (2.29)
Etapa (v): Verificac¸a˜o das condic¸o˜es iniciais.
Pelo Lema 1.2 e por (2.11), temos que
〈
θ, uεm(t)
〉
V ′ε ,Vε
→
〈
θ, uε(t)
〉
V ′ε ,Vε
, ∀ θ ∈ V ′ε , ∀ t ∈ [0, T ].
Em particular para t = 0, temos que
〈
θ, uεm(0)
〉
V ′ε ,Vε
→
〈
θ, uε(0)
〉
V ′ε ,Vε
, ∀ θ ∈ V ′ε .
Mas de (2.3)2,
uεm(0)⇀ u
0
ε, fraco em Vε, isto e´,
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〈
θ, uεm(0)
〉
V ′ε ,Vε
→
〈
θ, u0ε
〉
V ′ε ,Vε
, ∀ θ ∈ V ′ε .
A unicidade do limite nos diz que uε(0) = u
0
ε.
Ainda pelo Lema 1.2, e por (2.16), temos que
〈
θ, u′εm(t)
〉
V ′ε ,Vε
→
〈
θ, u′ε(t)
〉
V ′ε ,Vε
, ∀ θ ∈ V ′ε , ∀t ∈ [0, T ].
Em particular para t = 0, temos que
〈
θ, u′εm(0)
〉
V ′ε ,Vε
→
〈
θ, u′ε(0)
〉
V ′ε ,Vε
, ∀ θ ∈ V ′ε .
Mas de (2.3)3,
u′εm(0)⇀ u
1
ε, fraco em Vε, isto e´,
〈
θ, u′εm(0)
〉
V ′ε ,Vε
→
〈
θ, u1ε
〉
V ′ε ,Vε
, ∀ θ ∈ V ′ε .
A unicidade do limite nos diz que u′ε(0) = u
1
ε.
Etapa (vi): Unicidade da soluc¸a˜o.
Para provarmos a unicidade da soluc¸a˜o, suponha que (uε, pε) e (ûε, p̂ε) sa˜o duas
soluc¸o˜es dadas pelo Teorema 2.1. Enta˜o, o par (wε, qε) = (uε − ûε, pε − p̂ε) e´ uma
soluc¸a˜o de 
w′′ε −∆wε +∇qε = 0, em L1(0, T ; [H−1(Ωε)]N)
div wε = 0, em Qε
wε = 0, sobre
∑
ε
wε(0) = 0 = w
′
ε(0).
(2.30)
De (2.16)1 temos que w
′
ε ∈ L∞(0, T ;Vε). Como L∞(0, T ;Vε) ↪→ L∞(0, T ; [H10 (Ωε)]N),
faz sentido compor (2.30)1 com w
′
ε, e assim obter
〈
w′′ε −∆wε +∇qε, w′ε
〉
Ωε
= 0.
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Podemos tambe´m integrar em relac¸a˜o a t, assim:
∫ t
0
〈
w′′ε −∆wε +∇qε, w′ε
〉
Ωε
ds = 0, para qualquer t ∈ (0, T ).
Resulta da´ı que
1
2
∫ t
0
d
ds
|w′ε(s)|2ds+
1
2
∫ t
0
d
ds
‖wε(s)‖2ds−
∫ t
0
(qε,∇w′ε)ds = 0,
de onde obtemos
|w′ε(t)|2 + ‖wε(t)‖2 = 0,
ja´ que
∫ t
0
(qε,∇ · w′ε)ds = 0 (pois w′ε ∈ L∞(0, T ;Vε)), o que mostra que wε = 0 em
[0, T ] e, portanto, a soluc¸a˜o uε dada pelo Teorema 2.1 e´ u´nica.
Tambe´m, como encontramos que wε = 0, em (2.30)1 resta apenas ∇qε = 0, isto e´,
∇(pε − p̂ε) = 0, ou ainda, pε − p̂ε = c(t). Ou seja, pε e´ u´nica a menos de adic¸a˜o de
uma func¸a˜o de t.
Etapa (vii): Regularidade da soluc¸a˜o.
Por (2.11)1 e por (2.16)1 temos que uε e u
′
ε ∈ L∞(0, T ;Vε), logo uε ∈ C0([0, T ];Vε).
Por (2.16) temos que u′ε ∈ L∞(0, T ;Vε) e u′′ε ∈ L∞(0, T ;Hε), logo u′ε ∈ C0([0, T ];Hε).
Assim,
uε ∈ C0([0, T ];Vε) ∩ C1([0, T ];Hε). (2.31)
Etapa (viii): Final da demonstrac¸a˜o.
Demonstramos que e´ poss´ıvel extrair uma subsucessa˜o de soluc¸o˜es do problema
aproximado (2.3), ainda denotada por (uem), satisfazendo (2.11)1 e (2.16)1, ou seja,
satisfazendo
uεm ⇀
∗ uε, fraco-estrela em W 1,∞(0, T ;Vε),
e que o limite uε satisfaz (2.2).
A unicidade da soluc¸a˜o do problema (2.2) nos diz que toda a sucessa˜o (uεm) satisfaz
(2.11)1 e (2.16)1.
Isto completa a demonstrac¸a˜o do Teorema 2.1. ¤
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Cap´ıtulo 3
Resultado de homogeneizac¸a˜o
O objetivo deste cap´ıtulo e´ mostrar a convergeˆncia do processo de homogeneizac¸a˜o
da equac¸a˜o hiperbo´lica com um termo de pressa˜o. A semicontinuidade inferior da
energia sera´ tambe´m demonstrada.
Apo´s termos obtido, no cap´ıtulo 2, a soluc¸a˜o da equac¸a˜o hiperbo´lica com um
termo de pressa˜o no domı´nio Ωε, para ε > 0 fixado, vamos agora obter a soluc¸a˜o
desta equac¸a˜o em todo o domı´nio Ω. Vamos para isso fazer ε → 0. Isto e´ o que
chamamos de resultado de homogeneizac¸a˜o, e que e´ enunciado no seguinte teorema:
Teorema 3.1 Supor que (1.1) e´ satisfeita. Considere uma sequ¨eˆncia de dados satis-
fazendo

u˜0ε ⇀ u
0, fraco em V ∩ [H2(Ω)]N ,
u˜1ε ⇀ u
1, fraco em V,
f˜ε ⇀ f, fraco em L
1(0, T ;H),
com f˜ ′ε e f˜ε(0) uniformemente limitadas,
respectivamente, em L1(0, T ;H) e em H.
(3.1)
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Enta˜o, a sequ¨eˆncia de soluc¸o˜es (uε, pε) dada pelo Teorema 2.1 satisfaz u˜ε ⇀
∗ u, fraco-estrela em W 1,∞(0, T ;V ),
Pε(pε)⇀ p, fraco em L
1(0, T ;L2(Ω)/R),
(3.2)
onde Pε e´ o operador prolongamento da pressa˜o, definido na Proposic¸a˜o 1.1, e o par
(u, p) e´ a u´nica soluc¸a˜o do sistema homogeneizado

u′′ −∆u+Mu+∇p = f, em Q = Ω× (0, T )
div u = 0, em Q
u = 0, sobre
∑
= Γ× (0, T )
u(0) = u0, u′(0) = u1, em Ω
u ∈ C0([0, T ];V ) ∩ C1([0, T ];H),
(3.3)
onde M e´ a matriz definida no Lema 1.1.
Demonstrac¸a˜o:
Prodederemos a demonstrac¸a˜o em seis etapas:
(i) Estimativas a priori;
(ii) Passagem ao limite;
(iii) Verificac¸a˜o das condic¸o˜es iniciais;
(iv) Unicidade;
(v) Regularidade da soluc¸a˜o; e
(vi) Final da demonstrac¸a˜o.
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Etapa (i): Estimativas a priori.
Temos, de (2.11)1 e de (2.16), que existe uma subsucessa˜o (uεm)m∈N tal que
uεm ⇀
∗ uε, fraco-estrela em L∞(0, T ;Vε),
u′εm ⇀
∗ u′ε, fraco-estrela em L
∞(0, T ;Vε),
u′′εm ⇀
∗ u′′ε , fraco-estrela em L
∞(0, T ;Hε).
(3.4)
Enta˜o, pelo Teorema A.1.3 (Banach-Steinhaus), temos que

‖u˜ε‖L∞(0,T ;V ) ≤ lim infm→∞ ‖uεm‖L∞(0,T ;Vε) ≤ C, ∀ ε > 0,
‖u˜′ε‖L∞(0,T ;V ) ≤ lim infm→∞ ‖u
′
εm‖L∞(0,T ;Vε) ≤ C, ∀ ε > 0,
‖u˜′′ε‖L∞(0,T ;[L2(Ω)]N ) ≤ lim infm→∞ ‖u
′′
εm‖L∞(0,T ;[L2(Ωε)]N ) ≤ C, ∀ ε > 0,
(3.5)
onde C na˜o depende de ε devido a`s condic¸o˜es em (3.1). Assim,temos que

u˜ε e´ limitada em L
∞(0, T ;V ), independente de ε > 0,
u˜′ε e´ limitada em L
∞(0, T ;V ), independente de ε > 0,
u˜′′ε e´ limitada em L
∞(0, T ; [L2(Ω)]N), independente de ε > 0.
Logo, existe uma subsucessa˜o, ainda denotada pelo mesmo s´ımbolo, tal que

u˜ε ⇀
∗ u, fraco-estrela em L∞(0, T ;V ),
u˜′ε ⇀
∗ u′, fraco-estrela em L∞(0, T ;V ),
u˜′′ε ⇀
∗ u′′, fraco-estrela em L∞(0, T ; [L2(Ω)]N).
(3.6)
Do Teorema 2.1, podemos ver que
∇pε = −u′′ε +∆uε + fε, em L1(0, T ; [H−1(Ωε)]N).
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Obtemos enta˜o que
‖∇pε‖L1(0,T ;[H−1(Ωε)]N ) ≤ c
∫ T
0
|u′′ε(t)|[L2(Ωε)]Ndt
+ c
∫ T
0
‖uε(t)‖[H10 (Ωε)]Ndt+ c
∫ T
0
|fε(t)|[L2(Ωε)]Ndt.
(3.7)
Da´ı, aplicando o Teorema 1.2, temos que
‖pε‖L1(0,T ;L2(Ωε)/R) ≤ ‖∇pε‖L1(0,T ;[H−1(Ωε)]N ) ≤ c. (3.8)
Afirmac¸a˜o: O conjuntoK = {Pε(pε) ; ε > 0} e´ relativamente compacto na topologia
fraca de L1(0, T ;L2(Ω)/R).
Obteremos esse resultado em treˆs etapas, utilizando o Teorema A.2.4 (Dunford):
(i) K e´ limitado em L1(0, T ;L2(Ω)/R).
De fato, da Proposic¸a˜o 1.1ii, e de (3.8) temos
‖Pε(pε)‖L1(0,T ;L2(Ω)/R) ≤ c‖pε‖L1(0,T ;L2(Ωε)/R) ≤ c,
independente de ε.
(ii) t 7→ |Pε(pε(t))|L2(Ω)/R e´ uniformemente integra´vel sobre [0, T ], isto e´,
∫
E
∣∣∣Pε(pε(t))∣∣∣
L2(Ω)/R
dt→ 0, quando µ(E)→ 0, E ⊂ [0, T ],
uniformemente em K.
De fato, da Proposic¸a˜o 1.1ii, de (3.7) e de (3.8), temos que
∫
E
∣∣∣Pε(pε(t))∣∣∣
L2(Ω)/R
dt ≤ c
∫
E
|pε(t)|L2(Ωε)/R ≤ c
∫
E
‖∇pε(t)‖[H−1(Ωε)]Ndt
≤ c
∫
E
|u′′ε(t)|[L2(Ωε)]Ndt+ c
∫
E
‖uε(t)‖[H10 (Ωε)]Ndt+ c
∫
E
|fε(t)|Hεdt
≤ cµ(E) + cµ(E) + c
∫
E
|f˜ε(t)|Hdt.
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Mas, de (3.1)3, tem-se que o conjunto {f˜ε, ε > 0} e´ relativamente compacto
na topologia fraca de L1(0, T ;H), portanto, as func¸o˜es t 7→ |f˜ε(t)|H sa˜o uni-
formemente integra´veis sobre [0, T ] (ver Proposic¸a˜o A.2.2). A afirmac¸a˜o e´ assim
satisfeita.
(iii) {∫
E
Pε(pε(t))dt, ε > 0} e´ relativamente compacto na topologia fraca de L2(Ω)/R,
para todo subconjunto E ⊂ [0, T ], mensura´vel.
Da Proposic¸a˜o 1.1ii, e por (3.8), temos que
∣∣∣ ∫
E
Pε(pε(t))dt
∣∣∣
L2(Ω)
≤
∫
E
∣∣∣Pε(pε(t))∣∣∣
L2(Ω)
dt ≤ c
∫
E
|pε(t)|L2(Ωε)dt
≤ c
∫ T
0
|pε(t)|L2(Ωε)dt ≤ c,
uniformemente em ε. Portanto, {∫
E
Pε(pε(t))dt, ε > 0} e´ relativamente com-
pacto na topologia fraca de L2(Ω)/R, ∀ E ⊂ [0, T ], mensura´vel.
Agora, aplicando o Teorema de Dunford, obtemos que K={Pε(pε), ε>0} e´ relati-
vamente compacto na topologia fraca de L1(0, T ;L2(Ω)/R). Logo, existe subsucessa˜o,
ainda denotada pelo mesmo s´ımbolo, tal que
Pε(pε)⇀ p, fraco em L
1(0, T ;L2(Ω)/R). (3.9)
Etapa (ii): Passagem ao limite.
Do teorema 2.1, temos que
 u
′′
ε −∆uε +∇pε = fε, em L1(0, T ; [H−1(Ωε)]N)
div uε = 0, em Qε.
(3.10)
Compondo a equac¸a˜o (3.10)1 com ψ(t)w
ε
k(x)ϕ(x), onde ψ ∈ D(0, T ), ϕ ∈ D(Ω) e
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wεk e´ como no quadro de hipo´teses (1.1), obtemos
〈
u′′ε , ψ(t)w
ε
k(x)ϕ(x)
〉
Qε
+
〈
−∆uε, ψ(t)wεk(x)ϕ(x)
〉
Qε
+
〈
∇pε, ψ(t)wεk(x)ϕ(x)
〉
Qε
=
〈
fε, ψ(t)w
ε
k(x)ϕ(x)
〉
Qε
,
(3.11)
onde 〈·, ·〉Qε denota, aqui e daqui em diante, o par dualidade entre L1(0, T ; [H−1(Ωε)]N)
e L∞(0, T ; [H10 (Ωε)]
N).
Integrando por partes, na varia´vel x, o segundo termo de (3.11), obtemos
〈
−∆uε, ψwεkϕ
〉
Qε
=
∫
Qε
∇uε : ∇(ψwεkϕ)dxdt
=
∫
Qε
∇uε : ψ∇wεkϕdxdt+
∫
Qε
∇uε : ψwεk∇ϕdxdt.
(3.12)
Por outro lado, temos que
〈
−∆wεk, ψuεϕ
〉
Qε
=
∫
Qε
∇wεk : ∇(ψuεϕ)dxdt
=
∫
Qε
∇wεk : ψ∇uεϕdxdt+
∫
Qε
∇wεk : ψuε∇ϕdxdt.
Da´ı, como o produto interno e´ comutativo, segue que
∫
Qε
∇uε : ψ∇wεkϕdxdt =
〈
−∆wεk, ψuεϕ
〉
Qε
−
∫
Qε
∇wεk : ψuε∇ϕdxdt. (3.13)
Substituindo (3.13) em (3.12), obtemos
〈
−∆uε, ψwεkϕ
〉
Qε
=
〈
−∆wεk, ψuεϕ
〉
Qε
−
∫
Qε
∇wεk : ψuε∇ϕdxdt+
∫
Qε
∇uε : ψwεk∇ϕdxdt.
(3.14)
Integrando por partes, na varia´vel x, o terceiro termo de (3.11), obtemos
〈
∇pε, ψwεkϕ
〉
Qε
= −
∫
Qε
pεψw
ε
k ·∇ϕdxdt, (3.15)
pois div wεk = 0, em Qε.
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Substituindo (3.14) e (3.15) em (3.11), obtemos
〈
u′′ε , ψw
ε
kϕ
〉
Qε
+
〈
−∆wεk, ψuεϕ
〉
Qε
−
∫
Qε
∇wεk : ψuε∇ϕdxdt
+
∫
Qε
∇uε : ψwεk∇ϕdxdt−
∫
Qε
pεψw
ε
k : ∇ϕdxdt =
〈
fε, ψw
ε
kϕ
〉
Qε
.
(3.16)
Agora, multiplicando (3.10)2 por ψq
ε
kϕ e integrando em Qε, obtemos
∫
Qε
ψqεkϕ∇· uεdxdt = 0.
Integrando por partes, na varia´vel x, obtemos
〈
∇qεk, ψuεϕ
〉
Qε
+
∫
Qε
ψqεk∇ϕ· uεdxdt = 0. (3.17)
Somando (3.16) e (3.17), resulta
〈
u′′ε , ψw
ε
kϕ
〉
Qε
+
〈
∇qεk −∆wεk, ψuεϕ
〉
Qε
−
∫
Qε
∇wεk : ψuε∇ϕdxdt
+
∫
Qε
∇uε : ψwεk∇ϕdxdt−
∫
Qε
pεψw
ε
k :∇ϕdxdt+
∫
Qε
qεkψuε ·∇ϕdxdt =
〈
fε, ψw
ε
kϕ
〉
Qε
.
(3.18)
Ana´lise dos termos em (3.18):
1o termo: Aplicando o Teorema A.2.9 (Fubini), obtemos
〈
u′′ε , ψw
ε
kϕ
〉
Qε
=
∫ T
0
∫
Ω
u˜′′ε · ψwεkϕdxdt
=
∫
Ω
wεkϕ ·
(∫ T
0
u˜′′εψdt
)
dx.
(3.19)
Da hipo´tese (1.1)(iii)1 e do Teorema A.5.2 (Rellich-Kondrachoff), para uma sub-
sucessa˜o ainda denotada pelo mesmo s´ımbolo, temos que
wεk → ek, forte em [L2(Ω)]N , (3.20)
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e de (3.6)3 temos que
∫ T
0
u˜′′εψdt ⇀
∫ T
0
u′′ψdt, fraco em [L2(Ω)]N . (3.21)
Assim, de (3.20) e (3.21), obtemos a seguinte convergeˆncia, em (3.19):
〈
u′′ε , ψw
ε
kϕ
〉
Qε
→
∫
Ω
ekϕ
(∫ T
0
u′′ψdt
)
dx. (3.22)
2o termo: Temos que
〈
∇qεk −∆wεk, ψuεϕ
〉
Qε
=
〈
∇qεk −∆wεk,
(∫ T
0
ψu˜εdt
)
ϕ
〉
Ω
. (3.23)
Agora, definindo Uε(x) =
∫ T
0
ψu˜εdt, resulta que

Uε(x)⇀
∫ T
0
ψu dt, fraco em [H10 (Ω)]
N , e
Uε(x) = 0, em Sε =
N(ε)⋃
i=1
Siε.
(3.24)
Assim, de (3.24)1 e da hipo´tese (1.1)v, obtemos a seguinte convergeˆncia em (3.23):
〈
∇qεk −∆wεk, ψuεϕ
〉
Qε
→
〈
µk,
(∫ T
0
ψudt
)
ϕ
〉
Ω
. (3.25)
3o termo: Aplicando Fubini, obtemos que
∫
Qε
∇wεk : ψuε∇ϕdxdt =
∫
Ω
∇wεk :
(∫ T
0
ψu˜εdt
)
∇ϕdx. (3.26)
Da hipo´tese (1.1)iii1, para uma subsucessa˜o ainda denotada pelo mesmo s´ımbolo,
segue que
∇wεk → 0, fraco em [L2(Ω)]N
2
,
e de (3.24)1 e do Teorema de Rellich-Kondrachoff, para uma subsucessa˜o ainda deno-
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tada pelo mesmo s´ımbolo, temos que
Uε(x)→
∫ T
0
ψudt, forte em [L2(Ω)]N . (3.27)
Assim, obtemos a seguinte convergeˆncia em (3.26):
∫
Qε
∇wεk : ψuε∇ϕdxdt→ 0. (3.28)
4o termo: Aplicando Fubini, obtemos que
∫
Qε
∇uε : ψwεk∇ϕdxdt =
∫
Ω
wεk∇ϕ :∇
(∫ T
0
u˜εψdt
)
dx. (3.29)
De (3.24)1, para uma subsucessa˜o ainda denotada pelo mesmo s´ımbolo, temos
∇
(∫ T
0
ψu˜εdt
)
⇀ ∇
(∫ T
0
ψudt
)
, fraco em [L2(Ω)]N
2
. (3.30)
Assim, de (3.20) e de (3.30), obtemos a seguinte convergeˆncia em (3.29):
∫
Qε
∇uε : ψwεk∇ϕdxdt→
∫
Ω
ek∇ϕ :∇
(∫ T
0
ψudt
)
dx. (3.31)
5o termo: Aplicando Fubini, obtemos
∫
Qε
pεψw
ε
k ·∇ϕdxdt =
∫
Ω
wεk ·∇ϕ
(∫ T
0
ψPε(pε)dt
)
dx, (3.32)
pois Pε(pε(t)) ≡ pε(t) em Ωε, q.s. em [0, T ], e wεk ≡ 0 em Ω\Ωε.
De (3.9), segue que
∫ T
0
ψPε(pε)dt ⇀
∫ T
0
ψp dt, fraco em L2(Ω). (3.33)
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Assim, de (3.20) e de (3.33), obtemos a seguinte convergeˆncia em (3.32):
∫
Qε
pεψw
ε
k ·∇ϕdxdt→
∫
Ω
ek ·∇ϕ
(∫ T
0
ψpdt
)
dx. (3.34)
6o termo: Aplicando Fubini, obtemos que
∫
Qε
qεkψuε ·∇ϕdxdt =
∫
Ω
qεk∇ϕ ·
(∫ T
0
ψu˜εdt
)
dx. (3.35)
Da hipo´tese (1.1)(iii)2 e de (3.27), obtemos a seguinte convergeˆncia, em (3.35):
∫
Qε
qεkψuε ·∇ϕdxdt→ 0. (3.36)
7o termo: Mais uma vez, aplicando Fubini, obtemos
∫
Qε
fε · ψwεkϕdxdt =
∫
Ω
wεkϕ ·
(∫ T
0
ψf˜εdt
)
dx. (3.37)
Da hipo´tese (3.1)3, resulta que
∫ T
0
ψf˜εdt ⇀
∫ T
0
ψfdt, fraco em [L2(Ω)]N . (3.38)
Assim, de (3.20) e de (3.38), obtemos a seguinte convergeˆncia, em (3.37):
∫
Qε
fε · ψwεkϕdxdt→
∫
Ω
ekϕ ·
(∫ T
0
ψfdt
)
dx. (3.39)
Agora, fazendo ϕ = ϕk e somando em k, considerando φ =
N∑
k=1
ϕkek, φ ∈ [D(Ω)]N ,
passando o limite na equac¸a˜o (3.18) ao fazer ε→ 0, e aplicando Fubini, obtemos
〈(∫
Ω
u′′ · φdx
)
, ψ
〉
D′(0,T ),D(0,T )
+
〈〈
Mφ, u
〉
Ω
, ψ
〉
D′,D(0,T )
+
〈∫
Ω
∇u : ∇φdx, ψ
〉
D′,D(0,T )
+
〈〈
∇p, φ
〉
Ω
, ψ
〉
D′,D(0,T )
=
〈∫
Ω
f · φdx, ψ
〉
D′,D(0,T )
.
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Como M e´ sime´trica, resulta que
(u′′, φ) + 〈Mu, φ〉Ω + a(u, φ) + 〈∇p, φ〉Ω = (f, φ), em D′(0, T ), ∀ φ ∈ [D(Ω)]N .
Como D(Ω) e´ denso em H10 (Ω), segue que
(u′′, v) + 〈Mu, v〉Ω + a(u, v) + 〈∇p, v〉Ω = (f, v), em D′(0, T ), ∀ v ∈ [H10 (Ω)]N .
Etapa (iii): Verificac¸a˜o das condic¸o˜es iniciais.
Pelo Lema 1.2 e por (3.6)1, temos que
〈
θ, u˜ε(t)
〉
V ′,V
→
〈
θ, u(t)
〉
V ′,V
, ∀ θ ∈ V ′, ∀ t ∈ [0, T ].
Em particular para t = 0, temos que
〈
θ, u˜ε(0)
〉
V ′,V
→
〈
θ, u(0)
〉
V ′,V
, ∀ θ ∈ V ′.
Mas de (3.1)1,
u˜ε(0)⇀ u
0, fraco em V, isto e´,〈
θ, u˜ε(0)
〉
V ′,V
→
〈
θ, u0
〉
V ′,V
, ∀ θ ∈ V ′.
A unicidade do limite nos diz que u(0) = u0.
Ainda pelo Lema 1.2, e por (3.6)2, temos que
〈
θ, u˜′ε(t)
〉
V ′,V
→
〈
θ, u′(t)
〉
V ′,V
, ∀ θ ∈ V ′, ∀ t ∈ [0, T ].
Em particular para t = 0, temos que
〈
θ, u˜′ε(0)
〉
V ′,V
→
〈
θ, u′(0)
〉
V ′,V
, ∀ θ ∈ V ′.
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Mas de (3.1)2,
u˜′ε(0)⇀ u
1, fraco em V, isto e´,〈
θ, u˜′ε(0)
〉
V ′,V
→
〈
θ, u1
〉
V ′,V
, ∀ θ ∈ V ′.
A unicidade do limite nos diz que u′(0) = u1.
Etapa (iv): Unicidade.
Para provarmos a unicidade da soluc¸a˜o, suponha que (u, p) e (û, p̂) sa˜o duas
soluc¸o˜es dadas pelo Teorema 3.1. Enta˜o, o par (w, q) = (u− û, p− p̂) e´ uma soluc¸a˜o
de 
w′′ −∆w +Mw +∇q = 0, em L1(0, T ; [H−1(Ω)]N)
div w = 0, em Q
w = 0, sobre
∑
w(0) = 0 = w′(0).
(3.40)
De (3.6)2 temos que w
′ ∈ L∞(0, T ;V ). Como L∞(0, T ;V ) ↪→ L∞(0, T ; [H10 (Ω)]N),
faz sentido compor (3.40)1 com w
′, e assim obter
〈
w′′ −∆w +Mw +∇q, w′
〉
Ω
= 0.
Podemos tambe´m integrar em relac¸a˜o a t, assim
∫ t
0
〈
w′′ −∆w +Mw +∇q, w′
〉
Ω
ds = 0, ∀ t ∈ (0, T ).
Resulta da´ı que
1
2
∫ t
0
d
ds
|w′(s)|2ds+ 1
2
∫ t
0
d
ds
‖w(s)‖2ds
+
1
2
∫ t
0
d
ds
〈
Mw(s), w(s)
〉
Ω
ds−
∫ t
0
(
q(s),∇.w′(s)
)
ds = 0,
de onde obtemos
|w′(t)|2 + ‖w(t)‖2 +
〈
Mw(t), w(t)
〉
Ω
= 0,
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ja´ que div w′(s) = 0 (pois w′(s) ∈ L∞(0, T ;V )), o que mostra que w = 0 em [0, T ], uma
vez que 〈Mw(t), w(t)〉Ω ≥ 0. Portanto, o par soluc¸a˜o (u, p) dado pelo Teorema 3.1 e´
u´nico, com p sendo u´nica a menos de adic¸a˜o de uma func¸a˜o relativa a t.
Etapa (v): Regularidade da soluc¸a˜o.
De (2.31), obtemos que u˜ε ∈ C0([0, T ];V ) e que u˜′ε ∈ C0([0, T ];H). Assim, das
convergeˆncias (3.6)1 e (3.6)2, segue que
u ∈ C0([0, T ];V ) e u′ ∈ C0([0, T ];H).
Etapa (vi): Final da demonstrac¸a˜o.
Demonstramos atrave´s da extrac¸a˜o de uma subsequ¨eˆncia de soluc¸o˜es (ainda deno-
tada por ε), que as subsequ¨eˆncias uε e Pε(pε) satisfazem (3.2), com o limite
(u, p) ∈ W 1,∞(0, T ;V ) ∩W 2,∞(0, T ;H) × L1(0, T ;L2(Ω)/R)
satisfazendo (3.3).
Pela unicidade da soluc¸a˜o de (3.3) deduzimos que a sequ¨eˆncia inteira satisfaz (3.2).
Isto completa a demonstrac¸a˜o. ¤
O pro´ximo passo e´ demonstrar um resultado de convergeˆncia pontual, no tempo,
e a propriedade de semicontinuidade inferior da energia, o que e´ feito com o seguinte
teorema:
Teorema 3.2 Suponha que o quadro abstrato de hipo´teses (1.1) seja satisfeito. Enta˜o
para todo t ∈ [0, T ] fixado, temos
u˜ε(t)⇀ u(t), fraco em V, (3.41)
u˜′ε(t)⇀ u
′(t), fraco em H, (3.42)
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∫
Ω
|∇u(x, t)|2dx+
〈
Mu(x, t), u(x, t)
〉
Ω
≤ lim inf
ε→0
∫
Ω
|∇uε(x, t)|2dx, (3.43)∫
Ω
|u′(x, t)|2dx ≤ lim inf
ε→0
∫
Ωε
|u′ε(x, t)|2dx, (3.44)
E(t) ≤ lim inf
ε→0
Eε(t), (3.45)
onde, ∀ t ∈ [0, T ], temos as seguintes definic¸o˜es para as energias Eε(·) e E(·):
Eε(t) =
1
2
|u′ε(t)|2[L2(Ωε)]N +
1
2
|∇uε(t)|2[L2(Ωε)]N2 , (3.46)
E(t) =
1
2
|u′ε(t)|2[L2(Ωε)]N +
1
2
|∇uε(t)|2[L2(Ωε)]N2 +
1
2
〈
Mu(t), u(t)
〉
Ω
.
Demonstrac¸a˜o:
Temos por (3.6), que
 u˜ε ⇀
∗ u, fraco-estrela em L∞(0, T ;V ), e
u˜′ε ⇀
∗ u′, fraco-estrela em L∞(0, T ;V ) ↪→ L∞(0, T ;H).
Utilizando o Lema 1.3, resulta que
u˜ε(t)⇀ u(t), fraco em V, ∀ t ∈ [0, T ],
isto e´, temos (3.41).
De (2.16) e pelo Lema 1.3, resulta que
u′εm(t)⇀ u
′
ε(t), fraco em Vε, ∀ t ∈ [0, T ].
Da´ı, pela convexidade e semicontinuidade inferior da norma, segue-se que
‖u˜′ε(t)‖V = ‖u′ε(t)‖Vε ≤ lim inf
m→∞
‖u′εm(t)‖Vε ≤ C,
com C independente de ε, ∀ t ∈ [0, T ].
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Assim, para uma subsucessa˜o ainda denotada pelo mesmo s´ımbolo, obtemos que
u˜′ε(t)⇀ u
′(t), fraco, em V, ∀ t ∈ [0, T ],
o que nos da´ (3.42), uma vez que V ↪→ H.
Para obtermos (3.43), observar que

u˜ε(·, t) ∈ V,
u˜ε(x, t) = 0, sobre Sε, e
u˜ε(·, t)⇀ u(·, t), fraco em V, ∀ t ∈ [0, T ].
(3.47)
Logo, pela proposic¸a˜o 1.3, segue a desigualdade (3.43).
De (3.42) obtemos |u′(t)|[L2(Ω)]N ≤ lim infε→ 0 |u′ε(t)|[L2(Ω)]N , de onde segue que
|u′(t)|2[L2(Ω)]N ≤
[
lim inf
ε→0
|u′ε(t)|[L2(Ω)]N
]2
≤ lim inf
ε→0
|u′ε(t)|2[L2(Ω)]N ,
o que nos da´ (3.44).
Agora, somando as desigualdades (3.43) e (3.44), obtemos
∫
Ω
|u′(x, t)|2dx+
∫
Ω
|∇u(x, t)|2dx+
〈
Mu(x, t), u(x, t)
〉
Ω
≤ lim inf
ε→0
∫
Ωε
|u′ε(x, t)|2dx+ lim inf
ε→0
∫
Ωε
|∇uε(x, t)|2dx
≤ lim inf
ε→0
(∫
Ωε
|u′ε(x, t)|2dx+
∫
Ωε
|∇uε(x, t)|2dx
)
,
e assim obtemos que
E(t) ≤ lim inf
ε→0
Eε(t),
ou seja, temos (3.45).
Isto conclui a demonstrac¸a˜o do Teorema 3.2. ¤
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Cap´ıtulo 4
Resultados de correc¸a˜o
Este cap´ıtulo e´ dedicado a enunciar e demonstrar resultados de correc¸a˜o para a
equac¸a˜o hiperbo´lica com um termo de pressa˜o. As demonstrac¸o˜es seguem na linha de
S. Brahim-Otsmane, G. A. Francfort e F. Murat [3], e de D. Cioranescu, P. Donato, F.
Murat e E. Zuazua [6], que adaptaram para a equac¸a˜o da onda as ide´ias introduzidas
por L. Tartar [32] no caso el´ıptico.
Precisaremos das seguintes hipo´teses sobre o dado inicial u0ε:

(u0ε, p
0
ε) ∈ [H10 (Ωε)]N × [L2(Ωε)/R],
existe f 0 ∈ [L2(Ω)]N tal que ∇p
0
ε −∆u0ε = f 0, em Ωε
∇· u0ε = 0, em Ωε.
(4.1)
Como uma consequ¨eˆncia da Proposic¸a˜o 1.2, deduzimos que
(
u˜0ε, Pε(p
0
ε)
)
⇀ (u0, p0), fraco em [H10 (Ω)]
N × [L2(Ω)/R], (4.2)
onde (u0(x), p0(x)) e´ a soluc¸a˜o de
 ∇p
0 −∆u0 +Mu0 = f 0, em Ω
∇· u0 = 0, em Ω,
(4.3)
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e|∇u˜0ε|2[L2(Ω)]N2 → |∇u|2[L2(Ω)]N2 +
〈
Mu, u
〉
Ω
. (4.4)
Observac¸a˜o: Da definic¸a˜o da energia Eε(t) dada em (3.46), obte´m-se a seguinte
identidade da energia:
Eε(t) = Eε(0) +
∫ t
0
∫
Ωε
fε(x, s)u
′
ε(x, s)dxds, q.s. em [0, T ].
Uma das principais etapas da demonstrac¸a˜o do resultado de correc¸a˜o e´ a con-
vergeˆncia da energia em C0([0, T ]). Assim, antes de enunciarmos tal resultado,
mostraremos a convergeˆncia forte da enertia em C0([0, T ]).
Proposic¸a˜o 4.1 Suponha que as hipo´teses do Teorema 3.1 sejam satisfeitas. Con-
sidere a sequ¨eˆncia de dados u0ε satisfazendo a hipo´tese (4.1) e
f˜ε → f, forte em L1(0, T ; [L2(Ω)]N). (4.5)
Enta˜o,
Eε(t)→ E(t), forte em C0([0, T ]). (4.6)
Demonstrac¸a˜o:
Temos as seguintes identidades:
Eε(t) = Eε(0) +
∫ t
0
∫
Ωε
fε(x, s)u
′
ε(x, s)dxds, (4.7)
E(t) = E(0) +
∫ t
0
∫
Ω
f(x, s)u′(x, s)dxds, (4.8)
com
Eε(0) =
1
2
∫
Ωε
|u1ε|2dx+
1
2
∫
Ωε
|∇u0ε|2dx, e (4.9)
E(0) =
1
2
∫
Ω
|u1|2dx+ 1
2
∫
Ω
|∇u0|2dx+ 1
2
〈
Mu0, u0
〉
Ω
. (4.10)
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Em virtude de (3.6)1 e da hipo´tese (4.5), temos
∫ t
0
∫
Ωε
fε(x, s)u
′
ε(x, s)dxds→
∫ t
0
∫
Ω
f(x, s)u′(x, s)dxds. (4.11)
Por outro lado, pela imersa˜o compacta de V em [L2(Ω)]N , de (4.4) e de (3.1)2,
temos que
Eε(0)→ E(0). (4.12)
Portanto, de (4.11) e de (4.12), temos que
Eε(t)→ E(t), pontualmente em [0, T ]. (4.13)
Ale´m disso, dado qualquer t ∈ [0, T ] e h > 0 suficientemente pequeno, temos
∣∣∣Eε(t+ h)− Eε(t)∣∣∣ ≤ ∫ t+h
t
∫
Ω
|f˜ε(x, s)|.|u˜′ε(x, s)|dxds
≤ ‖u˜′ε‖L∞(0,T ;[L2(Ω)]N )
∫ t+h
t
|f˜ε(s)|[L2(Ω)]Nds.
Visto que u˜′ε e´ limitada em L
∞(0, T ; [L2(Ω)]N) e f˜ε converge forte em L1(0, T ; [L2(Ω)]N),
isso implica que
∣∣∣Eε(t+ h)− Eε(t)∣∣∣→ 0, quando h→ 0, uniformemente em ε, (4.14)
o que mostra que a famı´lia de func¸o˜es {Eε, ε > 0} e´ equicont´ınua.
Logo, de (4.13), de (4.14) e do Teorema A.1.2 (Arzela´-Ascoli) segue (4.6). ¤
Definic¸a˜o: para v ∈ C0([0, T ]; [H10 (Ωε)]N) ∩ C1([0, T ]; [L2(Ωε)]N), define-se
eε(v)(t) =
1
2
∣∣∣v′(t)∣∣∣2
[L2(Ωε)]N
+
1
2
∣∣∣∇v(t)∣∣∣2
[L2(Ωε)]N
2
, (4.15)
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e para v ∈ C0([0, T ]; [H10 (Ω)]N) ∩ C1([0, T ]; [L2(Ω)]N) define-se
e(v)(t) =
1
2
∣∣∣v′(t)∣∣∣2
[L2(Ω)]N
+
1
2
∣∣∣∇v(t)∣∣∣2
[L2(Ω)]N2
+
1
2
〈
Mv(t), v(t)
〉
Ω
. (4.16)
A partir destas definic¸o˜es, apresentamos o seguinte resultado:
Proposic¸a˜o 4.2 Suponha que as hipo´teses da Proposic¸a˜o 4.1 sejam satisfeitas. Enta˜o,
eε(uε −Wεϕ) → e(u− ϕ), em C0([0, T ]), (4.17)
para toda ϕ ∈ D(0, T ; [D(Ω)]N), onde a matriz Wε e´ a matriz formada pelos vetores
coluna wεk, 1 ≤ k ≤ N .
Demonstrac¸a˜o:
Temos que
eε(uε −Wεϕ)(t) = eε(uε)(t) + eε(Wεϕ)(t)
−
∫
Ω
u˜′ε(x, t) ·Wε(x)ϕ′(x, t)dx
−
∫
Ω
∇u˜ε(x, t) : ∇(Wε(x)ϕ(x, t))dx.
(4.18)
Passaremos ao limite cada um dos termos do lado direito de (4.18).
1o termo: Como eε(uε)(t) = Eε(t), temos, da Proposic¸a˜o 4.1, que
eε(uε)(·)→ eε(u)(·), em C0([0, T ]). (4.19)
2o termo: Derivando-se no tempo, mostra-se que a func¸a˜o |Wεϕ(·)|2[L2(Ωε)]N e´ limitada
em W 1,∞ ↪→c C0([0, T ]), pelo Teorema A.6.2 (Rellich-Kondrachoff).
Assim, usando (1.1)iii, obtemos que
∣∣∣Wεϕ′(·)∣∣∣2
[L2(Ωε)]N
=
∣∣∣Wεϕ′(·)∣∣∣2
[L2(Ω)]N
→
∣∣∣ϕ′(·)∣∣∣2
[L2(Ω)]N
, (4.20)
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em C0([0, T ]). Tambe´m, temos que
∣∣∣∇(Wεϕ)(t)∣∣∣2
[L2(Ωε)]N
2
=
∣∣∣∇(Wεϕ)(t)∣∣∣2
[L2(Ω)]N2
=
= −
∫
Ω
|Wε|2ϕ(t)∆ϕ(t)dx− 2
∫
Ω
∇Wε∇ϕ(t) ·Wεϕ(t)dx−
〈
∆Wεϕ(t),Wεϕ(t)
〉
Ω
.
Observando que cada termo do lado direito e´ limitado em W 1,∞(0, T ), podemos
passar o limite em cada termo, obtendo assim
−
∫
Ω
|Wε|2ϕ(t)∆ϕ(t)dx → −
∫
Ω
ϕ(t) ·∆ϕ(t)dx, em C0([0, T ]), (4.21)
e
−2
∫
Ω
∇Wε∇ϕ(t) ·Wεϕ(t)dx → 0, em C0([0, T ]), (4.22)
sendo que as convergeˆncias (4.21) e (4.22) decorrem do quadro de hipo´teses (1.1).
Para passar o limite no terceiro termo, notar que
−
〈
∆Wεϕ(t),Wεϕ(t)
〉
Ω
= −
〈 N∑
i=1
ϕi(t)∆w
ε
i ,
N∑
j=1
ϕj(t)w
ε
j
〉
Ω
= −
N∑
i,j=1
〈
ϕi(t)∆w
ε
i , ϕj(t)w
ε
j
〉
Ω
=−
N∑
i,j=1
[〈
ϕi(t)
(
∇qεi−∆wεi
)
, ϕj(t)w
ε
j
〉
Ω
−
〈
ϕi(t)∇qεi , ϕj(t)wεj
〉
Ω
]
.
De (1.1)v, temos que
〈
∇qεi −∆wεi , ϕiϕjwεj
〉
Ω
→
〈
µi, ϕiϕjej
〉
Ω
,
pois de (1.1)iii, temos que ϕiϕjw
ε
j → ϕiϕjej, fraco em [H1(Ω)]N , e de (1.1)ii, temos
que ϕiϕjw
ε
j = 0, nos buracos S
ε
i .
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Tambe´m, por (1.1)iii, temos a seguinte convergeˆncia:
−
〈
∇qεi , ϕiϕjwεj
〉
Ω
=
∫
Ω
qεi∇ · (ϕiϕjwεi )dx
=
∫
Ω
qεi
[
ϕiϕj∇ · wεi + wεi∇(ϕiϕj)
]
dx
=
∫
Ω
qεiw
ε
i · ∇(ϕiϕj)dx → 0.
Assim, resulta que
−
〈
∆Wεϕ(t),Wεϕ(t)
〉
Ω
→
〈
Mϕ(t), ϕ(t)
〉
Ω
, em C0([0, T ]). (4.23)
Combinando (4.20)− (4.23), deduzimos que
eε(Wεϕ)(·) → e(ϕ)(·), em C0([0, T ]). (4.24)
3o termo: Por (3.6), utilizando o Teorema 1.5, temos que
∫
Ωε
u′ε(x)ψ(x)dx →
∫
Ω
u′(x)ψ(x)dx, em C0([0, T ]),
para todo ψ ∈ [L∞(Ω)]N . Da´ı, deduzimos que
∫
Ωε
u˜′ε(xi) ·Wε(x)ψ(x)dx →
∫
Ω
u′(xi) · ψ(x)dx, em C0([0, T ]), (4.25)
visto que
sup
t∈[0,T ]
∣∣∣ ∫
Ω
u˜′ε(x, t)
(
Wε(x)− I
)
ψ(x)dx
∣∣∣ ≤
≤ ‖u˜′ε‖L∞(0,T ;[L2(Ω)]N )‖ψ‖[L∞(Ω)]N )‖Wε − I‖[L2(Ω)]N → 0,
em virtude de (1.1)iii.
Aproximando ϕ′(x, t) em C0([0, T ]; [L2(Ω)]N) por func¸o˜es da forma
k∑
i=1
ηi(t)ψi(x),
onde ηi sa˜o func¸o˜es cont´ınuas sobre [0, T ] e ψ ∈ [L∞(Ω)]N , ∀ i ∈ {1, ..., k}, deduzimos
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de (4.25) e da limitac¸a˜o de Wε em [L
∞(Ω)]N
2
que
∫
Ω
u˜′ε(x, t)Wε(x)ψ
′(x, t)dx →
∫
Ω
u′(x, t)ψ′(x, t)dx, em C0([0, T ]). (4.26)
4o termo: Considerando o u´ltimo termo em (4.18), obtemos que
∫
Ω
∇u˜ε(x, t) : ∇
(
Wε(x)ϕ(x, t)
)
dx =
〈
−∆Wεϕ(t), u˜ε(t)
〉
Ω
−2
∫
Ω
u˜ε(x, t) · ∇Wε(x)∇ϕ(x, t) dx−
∫
Ω
u˜ε(x, t) ·Wε(x)∆ϕ(x, t) dx.
(4.27)
Consideremos agora a func¸a˜o
t 7→ −2
∫
Ω
u˜ε(x, t) · ∇Wε(x)∇ϕ(x, t) dx−
∫
Ω
u˜ε(x, t) ·Wε(x)∆ϕ(x, t) dx.
Do Teorema 3.1, u˜ε e´ limitada em W
1,∞(0, T ; [L2(Ω)]N). Assim, a famı´lia de
func¸o˜es em considerac¸a˜o e´ limitada em W 1,∞(0, T ) e, portanto, relativamente com-
pacta em C0([0, T ]) devido a` imersa˜o W 1,∞(0, T ) ↪→c C0([0, T ]). Isto implica que
− 2
∫
Ω
u˜ε(x, t) · ∇Wε(x)∇ϕ(x, t) dx−
∫
Ω
u˜ε(x, t) ·Wε(x)∆ϕ(x, t) dx→
→ −
∫
Ω
u(x, t) ·∆ϕ(x, t) dx =
=
∫
Ω
∇u(x, t) · ∇ϕ(x, t)dx,
(4.28)
em C0([0, T ]).
Considere agora o termo resultante 〈−∆Wε(x)ϕ(t), u˜ε(t)〉Ω. Temos que
〈
−∆Wε(x)ϕ(t),u˜ε(t)
〉
Ω
= −
〈 N∑
i=1
ϕi(t)∆w
ε
i , u˜ε(t)
〉
Ω
=
N∑
i=1
[〈
ϕi(t)
(
−∆wεi +∇qεi
)
, u˜ε(t)
〉
Ω
−
〈
ϕi(t)∇qεi , u˜ε(t)
〉
Ω
]
.
(4.29)
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De (1.1)v, resulta que
〈(
−∆wεi +∇qεi
)
, ϕi(t)u˜ε(t)
〉
Ω
→
〈
µi, ϕi(t)u(t)
〉
Ω
, (4.30)
pois pelo Teorema 1.5 temos que
ϕi(t)u˜ε(t)⇀ ϕi(t)u(t), fraco em [H
1
0 (Ω)]
N ↪→ [H1(Ω)]N , ∀ t ∈ [0, T ],
e tambe´m que ϕi(t)u˜ε(t) = 0, nos buracos S
ε
i .
Temos tambe´m que
〈
−∇qεi , ϕi(t) u˜ε(t)
〉
Ω
=
∫
Ω
qεi ∇· (ϕi(t) u˜ε(t)) dx
=
∫
Ω
qεi ∇ϕi(t) u˜ε(t) dx → 0,
(4.31)
sendo a convergeˆncia decorrente de (1.1)iii e do Lema 1.2, pois V ↪→c [L2(Ω)]N .
Combinando (4.29) a (4.31), deduzimos que
〈
−∆Wε ϕi , u˜ε(t)
〉
Ω
→
〈
Mϕ , u
〉
Ω
, em C0([0, T ]). (4.32)
De (4.18), (4.19), (4.24), (4.26), (4.28) e (4.32), obtemos (4.17).
Isto completa a demonstrac¸a˜o da Proposic¸a˜o 4.2. ¤
Resultado de correc¸a˜o para a soluc¸a˜o uε
Teorema 4.1 Suponha que as hipo´teses do Teorema 1.1 sejam satisfeitas. Se u de-
nota a u´nica soluc¸a˜o da equac¸a˜o homogeneizada (3.3), enta˜o a sequ¨eˆncia de soluc¸o˜es
(uε) de (2.1) satisfaz
u˜′ε → u′, em C0([0, T ]; [L2(Ω)]N), (4.33)
u˜ε = Wεu+ rε, com (4.34)
rε → 0, em C0([0, T ]; [W 1,10 (Ω)]N). (4.35)
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Ale´m disso, se u ∈ C0([0, T ]; [C0(Ω)]N), enta˜o
rε → 0, em C0([0, T ]; [H10 (Ω)]N). (4.36)
Observac¸a˜o: Combinando (3.43) e (3.44) com (4.6), obtemos, ∀ t ∈ [0, T ], que
 |u
′
ε(t)|2[L2(Ωε)]N → |u′(t)|2[L2(Ω)]N , e
|∇u′ε|2[L2(Ωε)]N2 → |∇u|
2
[L2(Ω)]N
2 + 〈Mu, u〉Ω.
(4.37)
Por outro lado, de (3.42) e (4.37)i, pelo Teorema de Riesz, em [23], obtemos que
u′ε(t)→ u′(t), forte em [L2(Ω)]N , (4.38)
para qualquer t ∈ [0, T ] fixado. Esta afirmac¸a˜o na˜o e´ ta˜o forte quanto (4.33), mas e´
o primeiro passo nessa direc¸a˜o.
Demonstrac¸a˜o (do Teorema 4.1):
Do Teorema 3.1 sabemos que
u ∈ C0([0, T ]; [H10 (Ω)]N) ∩ C1([0, T ]; [L2(Ω)]N). (4.39)
Considere uma sequ¨eˆncia ϕk em D([0, T ]; [D(Ω)]N) tal que
ϕk → u, forte em C0([0, T ]; [H10 (Ω)]N) ∩ C1([0, T ]; [L2(Ω)]N), (4.40)
quando k →∞.
Da Proposic¸a˜o 4.2 temos
lim sup
ε→0
{
‖(u˜ε −Wεϕk)′‖2L∞(0,T ;[L2(Ω)]N ) + ‖∇(u˜ε −Wεϕk)‖2L∞(0,T ;[L2(Ω)]N2 )
}
≤ 2 ‖e(u− ϕk)‖L∞(0,T ),
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e assim
lim
k→∞
lim sup
ε→0
{
‖(u˜ε−Wεϕk)′‖2L∞(0,T ;[L2(Ω)]N ) + ‖∇(u˜ε−Wεϕk)‖2L∞(0,T ;[L2(Ω)]N2 )
}
= 0.
(4.41)
Agora, observamos que
‖u˜ε − u′‖L∞(0,T ;[L2(Ω)]N ) ≤ ‖u˜′ε −Wεϕ′k‖L∞(0,T ;[L2(Ω)]N )
+‖(Wε − I)ϕ′k‖L∞(0,T ;[L2(Ω)]N ) + ‖ϕ′k − u′‖L∞(0,T ;[L2(Ω)]N ).
(4.42)
Combinando (4.40), (4.41), (4.42) e a hipo´tese (1.1)iii, deduzimos que
u˜′ε → u′, em C0([0, T ]; [L2(Ω)]N).
(4.33) esta´ demonstrado.
Por outro lado, temos
‖∇(u˜ε −Wεu)‖L∞(0,T ;[L1(Ω)]N2)
≤ ‖∇(u˜ε −Wεϕk)‖L∞(0,T ;[L1(Ω)]N2 ) + ‖∇(Wε(ϕk − u))‖L∞(0,T ;[L1(Ω)]N2)
≤ c‖∇(u˜ε −Wεϕk)‖L∞(0,T ;[L2(Ω)]N2 ) + ‖∇Wε(ϕk − u)‖L∞(0,T ;[L1(Ω)]N2 )
+‖Wε∇(ϕk − u)‖L∞(0,T ;[L1(Ω)]N2 )
≤ c‖∇(u˜ε −Wεϕk)‖L∞(0,T ;[L2(Ω)]N2 ) + ‖∇Wε‖[L2(Ω)]N3‖ϕk − u‖C([0,T ];[L2(Ω)]N )
+c ‖Wε‖[L2(Ω)]N2‖ϕk − u‖C0([0,T ];[H10 (Ω)]N ).
(4.43)
Por (1.1), (4.40), (4.41) e (4.43), conclu´ımos que
∇rε = ∇(u˜ε −Wεu)→ 0, em C0([0, T ]; [L1(Ω)]N2).
Assim, (4.35) esta´ demonstrado.
Vamos, finalmente, considerar o caso onde u ∈ C0([0, T ]; [C0(Ω)]N). Em tal caso,
a sequ¨eˆncia aproximante ϕk pode ser escolhida de modo a satisfazer, ale´m de (4.40),
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a hipo´tese
ϕk → u, em C0([0, T ]; [C0(Ω)]N). (4.44)
Neste caso, podemos estimar ∇(u˜ε−Wεu) em L∞(0, T ; [L2(Ω)]N2), e na˜o somente
em L∞(0, T ; [L1(Ω)]N
2
), como em (4.43). De fato, temos
‖∇(Wε(ϕk − u))‖L∞(0,T ;[L2(Ω)]N2 )
≤ ‖∇Wε(ϕk − u)‖L∞(0,T ;[L2(Ω)]N2 ) + ‖Wε∇(ϕε − u)‖L∞(0,T ;[L2(Ω)]N )
≤ ‖∇Wε‖[L2(Ω)]N3‖ϕε − u‖C0([0,T ];[C(Ω)]N ) + ‖Wε‖[L∞(Ω)]N2‖ϕk − u‖L∞(0,T ;[H10 (Ω)]N ).
Similarmente a (4.43), isto implica que
∇rε = ∇(u˜ε −Wεu)→ 0, em C0([0, T ]; [L2(Ω)]N),
o que da´ o resultado desejado (4.36).
A demonstrac¸a˜o do Teorema 4.1 esta´ completa. ¤
Observac¸a˜o: De (4.6), (4.33) e das definic¸o˜es de Eε e E, tem-se realmente que |u˜
′
ε(·)|2[L2(Ωε)]N → |u′(·)|2[L2(Ω)]N , em C0([0, T ]), e
|∇u˜ε(·)|2[L2(Ωε)]N2 → |∇u(·)|
2
[L2(Ω)]N
2 + 〈Mu(·), u(·)〉Ω, em C0([0, T ]).
(4.45)
Resultado de correc¸a˜o para a pressa˜o
Teorema 4.2 Suponha que as hipo´teses de (1.1) sa˜o satisfeitas. Suponha que a
soluc¸a˜o u do problema homogeneizado (3.3) e´ suave, isto e´,
u ∈ C0([0, T ]; [C0(Ω)]N). (4.46)
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Enta˜o, a pressa˜o pε soluc¸a˜o da equac¸a˜o (2.1) satisfaz
∫ T
0
Pε(pε − p− u · qε)ψ(t)dt→ 0, forte em L2(Ω)/R, (4.47)
para todo ψ ∈ W 1,10 (0, T ), onde qε e´ o vetor definido por qε · ek = qεk, (u, p) e´ a
soluc¸a˜o do problema homogeneizado (3.3), e Pε e´ o operador de extensa˜o da pressa˜o
introduzido pela Proposic¸a˜o 1.1.
Temos que (4.47) implica
∥∥∥∫ T
0
Pε(pε − p− u · qε)ψ(t)dt
∥∥∥
L2(Ω)/R
→ 0. (4.48)
Demonstrac¸a˜o:
Basta provar que
∇
(∫ T
0
Pε(pε−p−u·qε)ψ(t)dt
)
→ 0, forte em [H−1(Ω)]N , ∀ ψ ∈ W 1,10 (0, T ). (4.49)
Para isso, seja (vε) uma sequ¨eˆncia limitada em [H
1
0 (Ωε)]
N . Definimos uma sequ¨eˆncia
real ∆ε por
∆ε =
〈
∇
[∫ T
0
Pε(pε − p− u · qε)ψ(t)dt
]
, vε
〉
Ω
. (4.50)
Usando Fubini e a definic¸a˜o do operador Pε dada na Proposic¸a˜o 1.1, obtemos
∆ε =
∫ T
0
〈
∇pε, ψ(t)Rεvε
〉
Ωε
dt−
∫ T
0
〈
∇p, ψ(t)Rεvε
〉
Ωε
dt−
∫ T
0
〈
∇(u · qε), ψ(t)Rεvε
〉
Ωε
dt.
(4.51)
Para simplificar a notac¸a˜o, usaremos Rεvε para representar tanto a func¸a˜o em
[H10 (Ωε)]
N quanto a sua extensa˜o por zero em Ω− Ωε sobre [H10 (Ω)]N .
Usando as equac¸o˜es (2.1)1 e (3.3)1 para substituir∇pε e∇p em (4.51), e integrando
67
por partes, obtemos
∆ε =
∫ T
0
〈
u′′ − u˜′′ε , ψ(t)Rεvε
〉
Ω
dt+
∫ T
0
〈
f˜ε − f, ψ(t)Rεvε
〉
Ω
dt
+
∫ T
0
∫
Ω
(∇u−∇u˜ε) · ψ(t)∇(Rεvε)dx dt+
∫ T
0
〈
Mu,ψ(t)Rεvε
〉
Ω
dt
−
∫ T
0
〈
∇(u · qε), ψ(t)Rεvε
〉
Ω
dt.
(4.52)
Agora, usando a equac¸a˜o (4.34) para substituir u˜ε em (4.52), e integrando por
partes, obtemos
∆ε =
∫ T
0
〈
u′′ − u˜′′ε , ψ(t)Rεvε
〉
Ω
dt+
∫ T
0
〈
f˜ε − f, ψ(t)Rεvε
〉
Ω
dt
+
∫ T
0
∫
Ω
(I −Wε)∇u · ψ(t)∇(Rεvε)dx dt−
∫ T
0
∫
Ω
∇rε · ψ(t)∇(Rεvε)dx dt
+
∫ T
0
∫
Ω
∇Wε∇u · ψ(t)Rεvεdx dt−
∫ T
0
∫
Ω
∇uqε · ψ(t)Rεvεdx dt
−
∫ T
0
〈
(∇qε −∆Wε)u, ψ(t)Rεvε
〉
Ω
dt+
∫ T
0
〈
Mu,ψ(t)Rεvε
〉
Ω
dt
(4.53)
A hipo´tese (4.46) nos diz que (4.36) e´ va´lido, enta˜o segue de (4.53) que lim
ε→0
∆ε = 0,
para toda sequ¨eˆncia limitada (vε) ∈ [H10 (Ω)]N . Isto e´ equivalente a (4.49) e, portanto,
a demonstrac¸a˜o do Teorema 4.2 esta´ completa. ¤
68
Cap´ıtulo 5
O caso dos buracos menores que o
tamanho cr´ıtico
Neste cap´ıtulo vamos estudar o caso particular onde os buracos sa˜o menores que
o tamanho cr´ıtico, isto e´,

lim
ε→0
ε2 log aSεi → −∞, se N = 2
lim
ε→0
ε(
N
N−2 )
asεi
→ −∞, se N ≥ 3.
(5.1)
Com isso, definimos as func¸o˜es (wεk, q
ε
k)1≤k≤N como no caso dos buracos com tamanho
igual ao cr´ıtico, pore´m no lugar de (1.1)(iii) temos que
 w
ε
k → 0, forte em [H1(Ω)]N ,
qεk → 0, forte em L2(Ω)/R.
(5.2)
Assim, combinando (1.1)(v) com (5.2), temos que 〈∇qεk −∆wεk, φvε〉Ω converge para
zero. Temos portanto µk = 0, o que implica queM = 0. Neste caso, continuam va´lidos
os resultados de homogeneizac¸a˜o e de correc¸a˜o, apresentados nos capitulos 3 e 4.
Exemplos onde a hipo´tese (5.2) e´ satisfeita podem ser encontrados em [2].
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Com a hipo´tese (5.2), ale´m de os resultados obtidos nos cap´ıtulos 3 e 4 per-
manecerem verdadeiros, temos que a convergeˆncia forte dos dados implica agora em
convergeˆncia forte das soluc¸o˜es, o que e´ visto no seguinte teorema:
Teorema 5.1 Suponha que vale o quadro abstrato de hipo´teses (1.1), com (5.2) no
lugar de (1.1)(iii), e considere uma sequ¨eˆncia de dados satisfazendo (3.1). Seja (uε, pε)
a u´nica soluc¸a˜o do sistema (2.2). Enta˜o,
 u˜ε → u, forte em W
1,∞(0, T ;V ),
Pε(pε)→ p, forte em L1(0, T ;L2(Ω)/R),
onde o limite (u, p) e´ a u´nica soluc¸a˜o do sistema homogeneizado

u′′ −∆u+∇p = f, em Q = Ω× (0, T )
∇ · u = 0, em Q
u = 0, sobre Σ = Γ× (0, T )
u(0) = u0, u′(0) = u1, em Ω
u ∈ C0([0, T ];V ) ∩ C1([0, T ];H).
Demonstrac¸a˜o:
A demonstrac¸a˜o deste teorema e´ feita de forma semelhante a` demonstrac¸a˜o do
Teorema 4.1, pore´m usando-se a hipo´tese (5.2) no lugar de (1.1)(iii). ¤
Observac¸a˜o: A demonstrac¸a˜o deste resultado, para a equac¸a˜o de Stokes, o caso
estaciona´rio, pode ser vista em [2].
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Apeˆndice
Apresentaremos aqui alguns resultados ba´sicos que foram utilizados nos cap´ıtulos
anteriores. As demonstrac¸o˜es sera˜o omitidas por se tratarem de resultados conhecidos.
A.1 Ana´lise funcional
Seja X um espac¸o vetorial normado sobre K (R ou C). Um funcional linear so-
bre X e´ uma aplicac¸a˜o f : X → K, linear.
Denotamos por X ′ o espac¸o dual de X, dado por
X ′ =
{
f : X → K ; f e´ linear e cont´ınua
}
.
O espac¸o X ′ e´ um espac¸o vetorial sobre K, com as operac¸o˜es usuais de soma e
produto, e com norma dada por
‖f‖X′ = sup
x∈X
{
|f(x)| ; ‖x‖X ≤ 1
}
,
sendo (X ′; ‖ · ‖X′) um espac¸o de Banach.
Quando f ∈ X ′ e x ∈ X, denota-se 〈f, x〉 no lugar de f(x). Dizemos que 〈·, ·〉 e´
um produto escalar na dualidade X ′, X.
Pode-se tambe´m tomar o dual de X ′, denotado por X ′′, e denominado o bidual
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de X. A norma em X ′′ e´ dada por
‖ζ‖X′′ = sup
f∈X′
{〈
ζ, f
〉
; ‖f‖X′ ≤ 1
}
.
Sejam X e Y dois espac¸os de Banach. Designa-se por L(X, Y ) o espac¸o dos
operadores lineares e cont´ınuos de X em Y , munido com a norma
‖T‖L(X,Y ) = sup
x∈X
{
|T (x)|Y ; ‖x‖X ≤ 1
}
.
Teorema A.1.1 Se uma sequ¨eˆncia equ¨icont´ınua de func¸o˜es fn : X → R converge
simplesmente num subconjunto denso D ⊂ X, enta˜o fn converge uniformemente em
cada parte compacta K ⊂ X.
Demonstrac¸a˜o: Ver [14], p. 327. ¤
Teorema A.1.2 (Arzela´-Ascoli) Se uma sequ¨eˆncia equ¨icont´ınua de func¸o˜es
fn : X → R converge simplesmente num subconjunto denso D ⊂ X, enta˜o fn converge
uniformemente em cada parte compacta K ⊂ X.
Demonstrac¸a˜o: Ver [14], p. 327. ¤
Teorema A.1.3 (Banach-Steinhauss) Sejam X e Y dois espac¸os de Banach.
Seja {Ti}i∈I uma famı´lia (na˜o necessariamente enumera´vel) de operadores lineares e
cont´ınuos de X em Y . Suponha que sup
i∈I
‖Ti(x)‖ <∞, ∀ x ∈ X. Enta˜o,
sup
i∈I
‖Ti‖L(X,Y ) ≤ ∞.
Dito de outro modo, existe uma constante C tal que
‖Ti(x)‖ ≤ C‖x‖, ∀ x ∈ X, ∀ i ∈ I.
Demonstrac¸a˜o: Ver [4] p. 16. ¤
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Corola´rio A.1.1 Seja {Tn}n∈N ⊆ L(X, Y ), com X e Y espac¸os de Banach. Suponha
que para cada x ∈ X existe lim
n→∞
Tn(x) =: T (x). Enta˜o, temos
(i) sup
n
‖Tn‖L(X,Y ) <∞
(ii) T ∈ L(X, Y )
(iii) ‖T‖L(X,Y ) ≤ lim inf
n→∞
‖Tn‖L(X,Y )
Demonstrac¸a˜o: Ver [4] p. 17. ¤
Definic¸a˜o: Diz-se que a(u, v) e´ coerciva, quando ∃ α > 0 tal que a(v, v) ≥ α‖v‖2,
∀ v ∈ V . (Isso evita casos degenerados onde a(u, v) = 0, ∀ u, v ∈ V ).
Teorema A.1.4 (Lema de Lax-Milgran) Seja a(u, v) uma forma bilinear, cont´ınua
e coerciva. Seja f uma forma linear cont´ınua em V . (f ∈ V ′). Enta˜o existe u ∈ V
soluc¸a˜o do problema variacional abstrato a(u, v) = 〈f, v〉 , ∀ v ∈ V , e a aplicac¸a˜o
τ : V ′ 7→ V
f 7→ τf = u
e´ linear e lipschitziana, com constante de Lipschitz 1
α
, isto e´,
‖τf‖ = ‖u‖ ≤ 1
α
‖f‖V ′ ,
onde α e´ a constante de coercividade de a(u, v).
Demonstrac¸a˜o: Ver [12]. ¤
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Teorema A.1.5 (Hahn-Banach) Seja X um espac¸o vetorial real, p : X → R um
funcional subaditivo e homogeˆneo positivo, e M um subespac¸o vetorial de X. Seja
f0 : M → R um funcional linear tal que f0(x) ≤ p(x), ∀ x ∈ M . Enta˜o, existe um
funcional linear f : X → R tal que f(x) = f0(x), ∀ x ∈ M , e f(x) ≤ p(x), ∀ x ∈ X
(f e´ a extensa˜o de f0).
Demonstrac¸a˜o: Ver [12], p. 214. ¤
Corola´rio A.1.2 Seja X um espac¸o vetorial normado, e F um subespac¸o de X.
Enta˜o:
F e´ denso em X ⇐⇒ [f ∈ X ′ e f(F ) = 0]⇒ f = 0.
Demonstrac¸a˜o: Ver [12]. ¤
Topologias fraca e fraca-estrela
Definic¸a˜o: Seja X um conjunto na˜o vazio e τ ⊂ P(X). Suponha que
(i) φ,X ∈ τ ,
(ii)
⋃
α∈I
Aα ∈ τ, se Aα ∈ τ, ∀ α ∈ I,
(iii)
N⋂
i=1
Aα ∈ τ, se Aα ∈ τ, i = 1, 2, · · · , N,
onde P(X) denota o conjunto das partes de X. Nesse caso, dizemos que τ forma uma
topologia sobre X e o par (X, τ) e´ chamado de espac¸o topolo´gico.
Definic¸a˜o: Seja X um espac¸o de Banach. A topologia fraca sobre X, denotada por
σ(X,X ′), e´ a topologia menos fina sobre X, que torna cont´ınuas todas as aplicac¸o˜es
f ∈ X ′.
Notac¸a˜o: Dada uma sequ¨eˆncia {xn}n∈N em X, denota-se a convergeˆncia de xn para
x, na topologia fraca σ(X,X ′), por xn ⇀ x.
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Proposic¸a˜o A.1.1: Seja {xn}n∈N uma sequ¨eˆncia em X. Enta˜o
(i) xn ⇀ x em σ(X,X
′)⇐⇒ 〈f, xn〉 → 〈f, x〉 , ∀ f ∈ X ′,
(ii) xn → x forte =⇒ xn ⇀ x fraco em σ(X,X ′),
(iii) xn ⇀ x fraco em σ(X,X
′) =⇒ ‖xn‖ e´ limitada, e ‖x‖X ≤ lim inf
n→∞
‖xn‖X ,
(iv) xn ⇀ x fraco em σ(X,X
′), e fn → f forte em X ′ (isto e´, ‖f − fn‖X′ → 0)
=⇒ 〈fn, xn〉 → 〈f, x〉.
Demonstrac¸a˜o: Ver [4]. ¤
Definic¸a˜o: Seja X um espac¸o de Banach. Seja x ∈ X, fixado. Define-se a aplicac¸a˜o
Jx : X
′ → K, por 〈Jx, f〉 = 〈f, x〉. As aplicac¸o˜es Jx sa˜o lineares e cont´ınuas, logo,
Jx ∈ X ′′, ∀ x ∈ X. Define-se a aplicac¸a˜o canoˆnica J : X → X ′′, por J(x) = Jx.
Dizemos que X e´ reflexivo se J(X) = X ′′. Em geral, temos J(X) ⊂ X ′′.
Proposic¸a˜o A.1.2: Seja X um espac¸o de Banach reflexivo. Seja {xn}n∈N uma
sequ¨eˆncia em X, limitada. Enta˜o, existe uma subsequ¨eˆncia {xnk}k∈N convergindo na
topologia fraca σ(X,X ′).
Demonstrac¸a˜o: Ver [4]. ¤
Definic¸a˜o: A topologia fraca-estrela, denotada por σ(X ′, X), e´ a topologia menos
fina sobre X ′, que torna cont´ınuas todas as aplicac¸o˜es Jx.
Notac¸a˜o: Dada uma sequ¨eˆncia {fn}n∈N em X ′, denota-se a convergeˆncia de fn para
f , na topologia fraca-estrela σ(X ′, X), por fn ⇀∗ f .
Proposic¸a˜o A.1.3: Seja {fn}n∈N uma sequ¨eˆncia em X ′. Enta˜o
(i) fn ⇀
∗ f em σ(X ′, X)⇐⇒ 〈fn, x〉 → 〈f, x〉 , ∀ x ∈ X,
(ii) fn → f forte =⇒ fn ⇀ f fraco em σ(X ′, X ′′),
fn ⇀ f fraco em σ(X
′, X ′′) =⇒ fn ⇀∗ f em σ(X ′, X),
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(iii) fn ⇀
∗ f em σ(X ′, X) =⇒ ‖fn‖ e´ limitada, e ‖f‖ ≤ lim inf
n→∞
‖fn‖,
(iv) fn ⇀
∗ f em σ(X ′, X), e xn → x forte em X (isto e´, ‖x− xn‖X → 0)
=⇒ 〈fn, xn〉 → 〈f, x〉.
Demonstrac¸a˜o: Ver [4] p. 41. ¤
Definic¸a˜o: Seja X um espac¸o me´trico. Dizemos que X e´ separa´vel se existe um
subconjunto K ⊂ X, K enumera´vel e denso em X.
Proposic¸a˜o A.1.4: Seja X um espac¸o de Banach separa´vel. Seja {fn}n∈N uma
sequ¨eˆncia em X ′, limitada. Enta˜o, existe uma subsequ¨eˆncia {fnk}k∈N que converge
fraco-estrela em X ′.
Demonstrac¸a˜o: Ver [4]. ¤
Teorema A.1.6 (Alaoglu-Bourbaki) Seja X um espac¸o de Banach. Enta˜o, o
conjunto BX′ = {f ∈ X ′ ; ‖f‖ ≤ 1} e´ compacto na topologia fraca-estrela σ(X ′, X).
Demonstrac¸a˜o: Ver [4], p.43. ¤
A.2 Espac¸os LP
Seja Ω ⊂ RN , aberto.
Definic¸a˜o: Define-se o espac¸o Lp(Ω), para 1 ≤ p < ∞, como sendo o espac¸o das
func¸o˜es u definidas em Ω com valores em K, mensura´veis, tais que |u|p e´ integra´vel
no sentido de Lebesgue em Ω, isto e´
Lp(Ω) =
{
u : Ω→ K ; u e´ mensura´vel e
∫
Ω
|u(x)|pdx <∞
}
.
Definic¸a˜o: Se p = ∞, L∞(Ω) representa o conjunto das func¸o˜es u : Ω → K men-
sura´veis e essencialmente limitadas em Ω, isto e´
L∞(Ω) =
{
u : Ω→ K ; u e´ mensura´vel e |u(x)| ≤ c, q.s. em Ω
}
.
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Os espac¸os Lp, para 1 ≤ p < ∞, e L∞ sa˜o espac¸os de Banach, com as seguintes
normas, respectivamente:
‖u‖Lp(Ω) =
(∫
Ω
|u(x)|pdx
) 1
p
; e
‖u‖L∞(Ω) = sup
x∈Ω
ess |u(x)| = inf
{
c ; |u(x)| ≤ c, q.s. em Ω
}
.
Temos que L2(Ω) (p = 2) e´ um espac¸o de Hilbert, com o produto interno
(u, v)L2(Ω) =
∫
Ω
u(x)v(x)dx, ∀ u, v ∈ L2(Ω).
Temos tambe´m que Lp(Ω) e´ reflexivo para todo p tal que 1 < p <∞, e que Lp(Ω)
e´ separa´vel para todo p tal que 1 ≤ p <∞.
Definic¸a˜o: Define-se o espac¸o Lploc(Ω), 1 ≤ p < ∞, como o espac¸o das func¸o˜es per-
tencentes a Lp(Ω), localmente integra´veis sobre cada subconjunto compacto K ⊂ Ω,
isto e´
Lploc(Ω)=
{
u : Ω→ R; u e´ mensura´vel e
∫
K
|u(x)|pdx <∞, ∀ K ⊂ Ω, compacto
}
.
O Teorema abaixo identifica o dual de Lp(Ω) com Lq(Ω), onde
1
p
+
1
q
= 1, para p
tal que 1 ≤ p <∞:
Teorema A.2.1 (Representac¸a˜o de Riesz) Sejam Ω ⊂ RN aberto, 1 < p <∞, e
ϕ ∈ (Lp(Ω))′. Enta˜o, existe uma u´nica u ∈ Lq(Ω), com 1
p
+
1
q
= 1, tal que
〈
ϕ, f
〉
=
∫
Ω
uf, ∀ f ∈ Lp(Ω), e
‖ϕ‖(Lp(Ω))′ = ‖u‖Lq(Ω).
Demonstrac¸a˜o: Ver [4] p. 61 ou [24] p. 52 ¤
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Se p =∞, temos:
Teorema A.2.2 Sejam Ω ⊂ RN , um aberto, e ϕ ∈ (L1(Ω))′. Enta˜o, existe uma u´nica
u ∈ L∞(Ω), tal que 〈
ϕ, f
〉
=
∫
Ω
uf, ∀ f ∈ L1(Ω); e
‖ϕ‖(L1(Ω))′ = ‖u‖L∞(Ω).
Demonstrac¸a˜o: Ver [4], p. 63. ¤
Observac¸a˜o: Daqui por diante, a menos de indicac¸a˜o contra´ria, estaremos con-
siderando Ω um aberto do RN .
Desigualdade de Ho¨lder
Teorema A.2.3 Supor pi ≥ 1 (i = 1, 2, · · · ,m) tais que
m∑
i=1
1
pi
= 1.
Se fi ∈ Lpi(Ω) (para i = 1, 2, · · · ,m), temos que
m∏
i=1
fi ∈ L1(Ω), e ainda
∫
Ω
∣∣∣ m∏
i=1
fi
∣∣∣dx ≤ m∏
i=1
(
|fi(x)|pi
) 1
pi .
Demonstrac¸a˜o: Ver [24], p. 40. ¤
Desigualdade de Cauchy-Schwarz para func¸o˜es L2(Ω)
Sejam u, v : Ω→ K duas func¸o˜es de quadrado integra´vel. Enta˜o,
∣∣∣(u, v)L2(Ω)∣∣∣ = ∣∣∣ ∫
Ω
u(x)v(x)dx
∣∣∣ ≤ (∫
Ω
|u(x)|2dx
) 1
2 ·
(∫
Ω
|v(x)|2dx
) 1
2
= ‖u‖ · ‖v‖.
78
Resultados de integrac¸a˜o
Teorema A.2.4 (Dunford) Seja (Ω,
∑
, µ) um espac¸o medida finito, e X um espac¸o
de Banach tal que X e X ′ tem a propriedade de Radon-Nikodim. Um subconjunto K
de L1(µ,X) e´ fracamente relativamente compacto se
(i) K e´ limitado (em L1(µ,X)),
(ii) K e´ uniformemente integra´vel, isto e´,
∫
E
‖f‖Xdµ → 0, quando µ(E) → 0,
uniformemente em K, e
(iii) para cada E ∈ ∑, o conjunto {∫
E
fdµ, f ∈ K} e´ fracamente relativamente
compacto (em X).
Demonstrac¸a˜o: Ver em J. Diestel e J.J.Uhl, Jr, [10], pg 101. ¤
Proposic¸a˜o A.2.1 (Phillips) Espac¸os de Banach reflexivos tem a propriedade de
Radon-Nikodym.
Demonstrac¸a˜o: Ver em [10], corola´rio 13, pg. 76. ¤
Proposic¸a˜o A.2.2 Um subconjunto K ∈ L1(µ;X) fracamente compacto e´ necessari-
amente uniformemente integra´vel.
Demonstrac¸a˜o: Ver em [10], pg. 104. ¤
Teorema A.2.5 Sejam {fn}n∈N uma sequ¨eˆncia de func¸o˜es em Lp(Ω), e f ∈ Lp(Ω),
tais que ‖fn − f‖Lp(Ω) → 0. Enta˜o, existe uma subsequ¨eˆncia {fnk}k∈N tal que
(i) fnk(x)→ f(x) q.s. em Ω,
(ii) |fnk(x)| ≤ h(x), ∀ k, e q.s. em Ω, com h ∈ Lp(Ω).
Demonstrac¸a˜o: Ver [4], p. 58. ¤
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Teorema A.2.6 (Lema de Fatou) Seja {un}n∈N uma sequ¨eˆncia de func¸o˜es per-
tencentes a L1(Ω) tal que
(i) Para cada n, un(x) ≥ 0 q.s. em Ω, e
(ii) sup
n
∫
Ω
un(x)dx <∞.
Para cada x ∈ Ω seja u(x) = lim inf
n→∞
un(x). Enta˜o, u ∈ L1(Ω) e
∫
Ω
u(x)dx ≤ lim inf
n→∞
∫
Ω
un(x)dx.
Demonstrac¸a˜o: Ver [4], p. 54. ¤
Teorema A.2.7 (Convergeˆncia dominada de Lebesgue) Seja {fn}n∈N uma
sequ¨eˆncia de func¸o˜es em L1(Ω). Suponha que
(i) fn → f q.s. em Ω,
(ii) existe h ∈ L1(Ω) tal que para cada n, |fn(x)| ≤ h(x) q.s. em Ω.
Enta˜o, f ∈ L1(Ω) e ‖fn − f‖L1(Ω) = 0.
Demonstrac¸a˜o: Ver [4], p. 54. ¤
Teorema A.2.8 (Densidade) O espac¸o C0(Ω), espac¸o das func¸o˜es cont´ınuas em Ω
com suporte compacto em Ω e´ denso em L1(Ω). Isto e´, ∀ u ∈ L1(Ω) e ∀ ε > 0, existe
v ∈ C0(Ω) tal que ‖u− v‖L1(Ω) ≤ ε.
Demonstrac¸a˜o: Ver [4], p. 61. ¤
Teorema A.2.9 (Fubini) Supor que f ∈ L1((0, T ) × Ω). Enta˜o, para quase todo
t ∈ (0, T ), temos
f(t, x) ∈ L1x e
∫
Ω
f(t, x)dx ∈ L1t ((0, T )).
Igualmente, para quase todo x ∈ Ω, temos
f(t, x) ∈ L1t e
∫ T
0
f(t, x)dt ∈ L1x(Ω).
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Portanto, se verifica∫ T
0
∫
Ω
f(t, x)dxdt =
∫
Ω
∫ T
0
f(t, x)dtdx =
∫
(0,T )×Ω
f(t, x)dtdx.
Demonstrac¸a˜o: Ver [4], p. 55. ¤
Os espac¸os C([0, T ];X) e Lp(0, T ;X)
Sejam X um espac¸o de Banach, T > 0 um nu´mero real e 1 < p <∞.
Definic¸a˜o: Define-se o espac¸o Ck([0, T ];X) como sendo o conjunto das func¸o˜es
u : [0, T ] → X tais que u e suas k primeiras derivadas sa˜o cont´ınuas em [0, T ]. A
norma em C([0, T ];X) e´ dada por
‖u(t)‖C([0,T ];X) = max0≤t≤T ‖u(t)‖X .
Observac¸a˜o: O espac¸o Ck([0, T ]) tem definic¸a˜o ana´loga, pore´m em vez de X temos
K (R ou C).
Definic¸a˜o: Define-se o espac¸o C0s (0, T ;X), introduzido em [17], cap´ıtulo 3, como
C0s (0, T ;X) =
{
f ∈ L∞(0, T ;X) : t→ 〈f(t), v〉X,X′ e´ cont´ınua
de [0, T ] em R, para qualquer v ∈ X ′ fixado } .
Definic¸a˜o: Define-se o espac¸o Lp(0, T ;X) como sendo o conjunto das func¸o˜es
u : (0, T ) → X tais que u e´ mensura´vel, e ‖u(t)‖X ∈ Lp((0, T )). A norma em
Lp(0, T ;X) e´ dada por
‖u‖Lp(0,T ;X) =
(∫ T
0
‖u(t)‖pX
) 1p
.
O espac¸o Lp(0, T ;X), munido da norma acima, constitui um espac¸o de Banach.
Se p = 2 e X e´ um espac¸o de Hilbert, enta˜o L2(0, T ;X) e´ tambe´m um espac¸o de
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Hilbert, com produto interno e norma dados por
(u, v)L2(0,T ;X) =
∫ T
0
(
u(t), v(t)
)
X
dt, e ‖u‖2L2(0,T ;X) =
∫ T
0
‖u(t)‖2Xdt.
Definic¸a˜o: Quando p = ∞, define-se o espac¸o L∞(0, T ;X) como sendo o conjunto
das func¸o˜es u : (0, T ) → X mensura´veis e essencialmente limitadas em X, ou seja,
com sup ess‖u(t)‖X <∞. A norma em L∞(0, T ;X) e´ dada por
‖u‖L∞(0,T ;X) = sup ess‖u(t)‖X .
Observac¸a˜o: Se 1 < p < ∞ e X e´ reflexivo, enta˜o Lp(0, T ;X) tambe´m e´ reflexivo.
Se X e´ separa´vel, enta˜o Lp(0, T ;X) e´ tambe´m separa´vel, para 1 ≤ p <∞.
Observac¸a˜o: O espac¸o Lq(0, T ;X ′) e´ dito ser o dual topolo´gico do espac¸o Lp(0, T ;X),
onde X ′ e´ o dual de X, e q e´ tal que
1
p
+
1
q
= 1, para 1 ≤ p <∞.
Lemas de Gronwall
Lema A.2.1 Seja X um espac¸o de Banach, e X ′ seu dual. Sejam u e g ∈ L1(a, b;X).
Sa˜o equivalentes:
(i) u e´ q.s. igual a` primitiva da func¸a˜o g, isto e´,
u(t) = ξ +
∫ t
0
g(s) ds, ξ ∈ X, q.s., t ∈ [a, b ].
(ii) Para cada func¸a˜o teste φ ∈ D(a, b), onde φ ′ = d
dt
φ, temos que
∫ b
a
u(t)φ ′(t) dt = −
∫ b
a
g(t)φ(t) dt.
(iii) Para cada η ∈ X ′, temos que d
dt
〈u, η〉 = 〈g, η〉, no sentido escalar da dis-
tribuic¸a˜o, em (a, b).
Se (i) − (iii) sa˜o satisfeitas, u, em particular, e´ igual a uma func¸a˜o cont´ınua de [a, b]
em X.
Demonstrac¸a˜o: Ver [33]. ¤
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Lema A.2.2 (Gronwall) Suponha que m, g e ϕ sa˜o func¸o˜es positivas satisfazendo
ϕ(t) ≤ g(t) +
∫ t
0
m(s)ϕ(s) ds, ∀ t ∈ [0, T ].
Enta˜o, teremos que
ϕ(t) ≤ g(t) +
∫ t
0
m(s) g(s) e
R t
s m(r)drds.
Demonstrac¸a˜o: Ver [24]. ¤
Corola´rio A.2.1 Com as mesmas hipo´teses do Lema A.2.1, assumindo que g e´ uma
func¸a˜o crescente, temos que
ϕ(t) ≤ g(t) e
R t
0 m(r)dr.
Demonstrac¸a˜o: Ver [24]. ¤
Lema A.2.3 (Gronwall) Seja m ∈ L1(0, T ;R) tal que m ≥ 0 q.s. em ]0, T [, e
a ∈ R+ constante. Suponha que g ∈ L∞(0, T ), g ≥ 0 sobre ]0, T [, verificando
1
2
g(t)2 ≤ 2 a2+ 2
∫ t
0
m(s)g(s)ds,
para todo t ∈ ]0, T [. Enta˜o,
g(t) ≥ 2
(
a +
∫ t
0
m(s)ds
)
, em [0, T ].
Demonstrac¸a˜o: Ver [24]. ¤
Observac¸a˜o: Se g(t) = C, constante, no Corola´rio A.2.1 teremos
ϕ(t) ≤ C e
R t
0 m(r)dr.
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A.3 Medidas de Radon
Medidas
Sejam φ o conjunto vazio, X 6= φ um conjunto qualquer e P(X) o conjunto das
partes de X. Uma σ-a´lgebra em X e´ uma colec¸a˜o M⊂ P(X) tal que
 (i) S ∈M⇒ X\S ∈M(ii) {Si}∞i=1 ⊂M⇒ ⋃∞i=1Si ∈M
O par (X,M) e´ chamado um espac¸o mensura´vel.
Para introduzir o conceito de medida, e´ conveniente introduzir o intervalo [0,∞].
Seja enta˜o ∞ um s´ımbolo que satisfac¸a as seguintes propriedades:

x <∞, ∀ x ∈ R,
x+∞ =∞, ∀ x ∈ R ou x =∞,
x · ∞ =∞, ∀ x ∈ R, x > 0,
0 · ∞ = 0.
O intervalo [0,∞] consiste do intervalo [0,∞) acrescido do s´ımbolo ∞ com as
propriedades acima e munido da ordem usual estendida pela relac¸a˜o x <∞, ∀ x ∈ R.
Definic¸a˜o: Uma medida positiva no espac¸o mensura´vel (X,M) e´ uma func¸a˜o
µ : M → [0,∞], tal que

(i) µ(φ) = 0,
(ii) µ
( ∞⋃
i=1
Si
)
=
∞∑
i=1
µ(Si), para qualquer colec¸a˜o {Si}∞i=1 ⊂M
tal que Si ∩ Sj = φ se i 6= j.
A tripla (X,M, µ) e´ dita um espac¸o com medida. Se S ∈ M e µ(S) = 0, diz-se
que S tem medida nula. Se a propriedade P vale para x fora de um conjunto de
medida nula, diz-se que P vale quase-sempre e escreve-se Pµ− q.s..
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Medidas de Radon
Seja K um subconjunto compacto de Ω. O espac¸o
Cc(Ω) = {ϕ ∈ C(Ω) : supp ϕ ⊆ K},
munido com a norma
‖ϕ‖K = max {|ϕ(t)| : t ∈ K},
e´ um espac¸o de Banach.
Definic¸a˜o: Seja {ϕn}n∈N uma sequ¨eˆncia em Cc(Ω). Escrevemos ϕn ³ 0 se:
(i) Existe um conjunto compacto K ⊂ Ω contendo o suporte de ϕn, para todo n,
(ii) ϕn → 0, uniformemente, em Ω.
Dizemos enta˜o que {ϕn}n∈N tende para zero, em (ou no sentido de) Cc(Ω).
Definic¸a˜o: Uma medida de Radon real µ, em Ω, e´ uma forma linear em Cc(Ω), que e´
cont´ınua no sentido em que {ϕn}n ⊂ Cc(Ω) e ϕ³ 0, juntos, implicam lim
n→∞
µ(ϕn) = 0.
Analogamente define-se medidada de Radon complexa.
E´ fa´cil verificar que uma forma linear em Cc(Ω) satisfaz as condic¸o˜es da definic¸a˜o
anterior, se, e somente se, a cada conjunto compacto K em Ω, corresponder um
nu´mero mK tal que
‖µ(ϕ)‖ ≤ mK‖ϕ‖∞,
para cada ϕ ∈ Cc(Ω), com suporte contido em K.
Definic¸a˜o: Uma medida de Radon real µ, em Ω, e´ positiva no seguinte sentido: para
toda ϕ ∈ Cc(Ω), com ϕ(x) ≥ 0, para todo x ∈ Ω,
∫
Ω
ϕ(x)dµ(x) ≥ 0.
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Nesse caso
µ(ϕ) = sup{µ(ψ) : ψ ∈ Cc+(Ω), ψ ≤ ϕ},
para cada ϕ em Cc+(Ω), conjunto das func¸o˜es positivas em Cc(Ω).
Sa˜o exemplos de medidas de Radon:
• medida de Lebesgue
• medida atoˆmica
• densidades
• medida de Lebesgue-Stieljes .
A.4 Distribuic¸o˜es e espac¸os de Sobolev
Distribuic¸o˜es
Definic¸a˜o: Seja f : Ω → K.Definimos suporte de f como sendo o fecho, em Ω, do
conjunto {x ∈ Ω ; f(x) 6= 0}. Denota-se supp f .
Definic¸a˜o: Chamamos de C∞0 (Ω)ao espac¸o das func¸o˜es f : Ω→ K de classe C∞ em
Ω, e que possuam suporte compacto contido em Ω.
Definic¸a˜o: Dados α = (α1, α2, · · · , αN) ∈ NN , e x = (x1, x2, · · · , xN) ∈ RN , repre-
sentaremos por Dα o operador de derivac¸a˜o de ordem α, definido por
Dαu =
∂|α|u
∂xα11 · · · ∂xαNN
,
onde |α| = α1 + α2 + · · ·+ αN .
Se α = (0, 0, · · · , 0), definimos D0u = u.
Em C∞0 (Ω), introduz-se a seguinte noc¸a˜o de convergeˆncia:
Definic¸a˜o: Dizemos que uma sequ¨eˆncia{ϕn}n∈N ⊂ C∞0 (Ω) converge para zero, e
denotamos ϕn → 0, se e somente se existe um subconjunto compacto K ⊂ Ω tal que:
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(i) supp ϕn ⊂ K, ∀ n ∈ N, e
(ii) Dαϕn → 0, uniformemente em Ω, ∀ α ∈ NN .
Dizemos que uma subsequ¨eˆncia {ϕn} ⊂ C∞0 (Ω) converge para ϕ ∈ C∞0 (Ω) quando
a sequ¨eˆncia {ϕn − ϕ} converge para zero no sentido definido acima.
Definic¸a˜o: O espac¸o C∞0 (Ω),com essa noc¸a˜o de convergeˆncia, denomina-se espac¸o
das func¸o˜es testes, e e´ representado por D(Ω).
Denominamos distribuic¸a˜o sobre Ω, a toda forma linear e cont´ınua em D(Ω). O
conjunto de todas as distribuic¸o˜es sobre Ω e´ um espac¸o vetorial sobre K, com as
operac¸o˜es usuais de soma de func¸o˜es e produto por escalar, e e´ representado por
D′(Ω).
Definic¸a˜o: Em D′(Ω), dual de D(Ω), temos a seguinte noc¸a˜o de convergeˆncia: dize-
mos que uma sequ¨eˆncia {Tn}n∈N ⊂ D′(Ω) converge para T em D′(Ω) se
〈Tn, ϕ〉 → 〈T, ϕ〉 em K, ∀ ϕ ∈ D(Ω).
Definic¸a˜o: Definimos a derivada de ordem α de uma distribuic¸a˜o T sobre Ω, como
sendo o funcional DαT , em D(Ω), dado por
〈DαT, ϕ〉 = (−1)|α| 〈T,Dαϕ〉 , ∀ ϕ ∈ D(Ω).
Temos que DαT e´ tambe´m uma distribuic¸a˜o. Assim, temos que toda distribuic¸a˜o
sobre Ω possui derivadas de todas as ordens, as quais sa˜o ainda distribuic¸o˜es sobre Ω.
Espac¸os de Sobolev
Definic¸a˜o: Sejam m ∈ N e 1 ≤ p < ∞. Representamos por Wm,p(Ω) o espac¸o
vetorial de todas as func¸o˜es u ∈ Lp(Ω), tais que Dαu ∈ Lp(Ω), com |α| ≤ m, sendo
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Dαu a derivada no sentido das distribuic¸o˜es sobre Ω, isto e´,
Wm,p(Ω) =
{
u ∈ Lp(Ω) ; Dαu ∈ Lp(Ω), ∀ α ∈ NN , com |α| ≤ m
}
.
O espac¸oWm,p(Ω) e´ chamado de espac¸o de Sobolev de ordem m, relativo ao espac¸o
Lp(Ω).
O espac¸o Wm,p(Ω) e´ um espac¸o de Banach com a norma
‖u‖Wm,p(Ω) =
(∑
|α|≤m
∫
Ω
|Dαu|p
) 1
p
.
Definic¸a˜o: Quando p = 2, escrevemos Hm(Ω) no lugar de Wm,2(Ω).
O espac¸o Hm(Ω) e´ um espac¸o de Hilbert, com o produto interno
a(u, v)Hm(Ω) =
∑
|α|≤m
(
Dαu,Dαv
)
L2(Ω)
, ∀ u, v ∈ Hm(Ω).
Definic¸a˜o: Seja X um espac¸o de Banach. Define-se o espac¸o Wm,p(0, T ;X) como
Wm,p(0, T ;X) =
{
u : (0, T )→ X ; u, Dαu ∈ Lp(X), ∀ α ∈ NN , com |α| ≤ m
}
.
Definic¸a˜o: Define-se o espac¸o Wm,p0 (Ω) como sendo o fecho de D(Ω) em Wm,p(Ω),
ou seja,
D(Ω)W
m,p(Ω)
= Wm,p0 (Ω).
Definic¸a˜o: Sejam p e q tais que 1 ≤ p < ∞ e 1
p
+
1
q
= 1. Representamos por
W−m,q(Ω) o dual topolo´gico de Wm,p0 (Ω). Consequ¨entemente, representamos o dual
topolo´gico de Hm0 (Ω) por H
−m(Ω).
Definic¸a˜o: Quando m = 1, temos o espac¸o de Hilbert H1(Ω), com produto interno
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e norma induzida dados por
(u, v)H1(Ω) = (u, v) + (∇u,∇v), e
‖u‖H1(Ω) =
(
|u|2 + |∇u|2
) 1
2
.
Desigualdade de Poincare´-Friedrichs
Seja Ω um aberto limitado do RN . Se v ∈ H10 (Ω), enta˜o
|v|L2(Ω) ≤ c|∇v|[L2(Ω)]N ,
onde c e´ uma constante que depende somente de Ω.
A demonstrac¸a˜o dessa desigualdade pode ser vista em [4], p. 91.
Como consequ¨eˆncia dessa desigualdade, consideramos como norma de H10 (Ω) como
sendo ‖v‖H10 (Ω) = ‖∇v‖L2(Ω), onde as normas ‖v‖H1(Ω) e ‖∇v‖L2(Ω) sa˜o equivalentes.
Teorema da divergeˆncia e fo´rmula de Green
Teorema A.4.1 Seja Ω um aberto limitado do RN , com fronteira de classe C1.
Enta˜o, valem as seguintes fo´rmulas:
(i)
∫
Ω
∇ · (F (x))dx =
∫
∂Ω
F (x) · η(x)dx, F ∈ [H1(Ω)]N ,
(ii)
∫
Ω
v∆udx = −
∫
Ω
∇v · ∇udx, v ∈ H10 (Ω), u ∈ H2(Ω).
Demonstrac¸a˜o: Ver [12]. ¤
A.5 Imerso˜es em espac¸os de Sobolev
Definic¸a˜o: Sejam V e H espac¸os de Hilbert, tais que V ⊂ H, e seja i : V → H a
injec¸a˜o canoˆnica de V em H, que associa cada v ∈ V a i(v), elemento de H. Dizemos
que o operador linear i e´ o operador de imersa˜o de V em H.
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Diz-se que i : V → H e´ uma imersa˜o cont´ınua, e denota-se por ↪→, quando existe
uma constante c > 0 tal que ‖v‖V ≤ c‖i(v)‖H , ∀ v ∈ V .
Sa˜o exemplos simples os casos V = H10 (Ω) e H = L
2(Ω); V = H1(Ω) e H = L2(Ω);
e V = Hm(Ω) e H = L2(Ω).
Definic¸a˜o: Dizemos que i : V → H e´ uma imersa˜o compacta e a denotamos por ↪→c ,
quando a imagem dos limitados de V , por i, sa˜o conjuntos relativamente compactos
de H, ou ainda, quando as sequ¨eˆncias limitadas em V sa˜o levadas por i em sequ¨eˆncias
que possuem subsequ¨eˆncias convergentes, em H.
Teoremas de compacidade
Teorema A.5.1 (Sobolev) Se 1 ≤ p < N , tem-se Wm,p(Ω) ↪→ Lq(Ω), para
1
q
=
1
p
− m
N
> 0.
Demonstrac¸a˜o: Ver [24], p. 120. ¤
Corola´rio A.5.1 Seja Ω um aberto de classe C1 com fronteira Γ limitada, e seja
1 ≤ p ≤ ∞. Enta˜o,

Se 1 ≤ p < N, tem-se que W 1,p(Ω) ↪→ Lp∗(Ω), onde 1
p∗
=
1
p
− 1
N
,
Se p = N, tem-se que W 1,p(Ω) ↪→ Lq(Ω),∀ q ∈ [p,∞),
Se p > N, tem-se que W 1,p(Ω) ↪→ L∞(Ω).
Demonstrac¸a˜o: Ver [4], p. 168, ou [24], p. 117. ¤
Teorema A.5.2 (Rellich-Kondrachoff) Suponha Ω ⊂ RN , aberto, limitado e de
classe C1. Enta˜o,

Se p < N, tem-se que W 1,p(Ω) ↪→c Lq(Ω), ∀ q ∈ [1, p∗), onde 1
p∗
=
1
p
− 1
N
,
Se p = N, tem-se que W 1,p(Ω) ↪→c Lq(Ω), ∀ q ∈ [p,∞),
Se p > N, tem− sequeW 1,p(Ω) ↪→c C(Ω).
Demonstrac¸a˜o: Ver [4]. ¤
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