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ON THE LAW OF THE MINIMUM OF THE SOLUTIONS TO A CLASS OF
UNIDIMENSIONAL SDES
GIUSEPPE DA PRATO, ALESSANDRA LUNARDI, AND LUCIANO TUBARO
Abstract. We prove that the law of the minimum m := mint∈[0,1] ξ(t) of the solution ξ to a
one-dimensional ODE with good nonlinearity has continuous density with respect to the Lebesgue
measure. As a byproduct of the procedure, we show that the sets {x ∈ C([0, 1]) : minx > r} have
finite perimeter with respect to the law ν of the solution ξ(·) in L2(0, 1).
1. Introduction
Let B(·) be a standard Brownian motion in a probability space (Ω,F ,P). We consider a one
dimensional SDE,
dξ(t) = b(ξ)dt+ dB(t), ξ(0) = 0, (1.1)
where b ∈ C2b (R), the space of the bounded twice differentiable functions with bounded first and
second derivative. It is well known that the trajectories t 7→ ξ(t)(ω) are continuos for P-a.e. ω.
The main aim of this note is to prove the following theorem.
Theorem 1.1. The law of
m := min
t∈[0,1]
ξ(t)
is absolutely continuous with respect to the Lebesgue measure in (−∞, 0), with a continuous density.
The result is well known in the case b ≡ 0, where ξ(t) = B(t) for every t and the law of m is
given by (e.g., [17, Thm. 6.9])
(P ◦m−1)(dr) =
√
2
π
e−
r2
2 1l(−∞,0](r)dr. (1.2)
In the case of general b, we proceed in two steps. As a first step, using the Girsanov theorem, we
show that the law ν of ξ(·) in C([0, 1]) is absolutely continuous with respect to the Wiener measure
PW with a smooth (unbounded) density Ψ.
In the second step we use the construction of surface integrals of [6] for Gaussian measures in
Hilbert spaces. Here the Hilbert space is L2(0, 1), still endowed with the Wiener measure, and
we play with the fact that the Wiener measure on C([0, 1]) is just the restriction of the Wiener
measure on the Borel sets of L2(0, 1) to the Borel sets of C([0, 1]). Such construction yields that
the density of ΨPW ◦ g−1, with g(x) = minx, is continuous, provided that Ψ belongs to some
Sobolev space W 1,p(C([0, 1]),PW ) for some p > 1. Our density Ψ is shown to belong to all spaces
W 1,p(C([0, 1]),PW ) with p ∈ [1,+∞), and this allows to conclude.
In the last section we use the previous results to show that for every r < 0 the set {x ∈ C([0, 1]) :
minx > r} has finite perimeter with respect to the measure ν. We remark that for r ≥ 0 the
question is not relevant, since such a set is ν-negligible. This gives an example of a nontrivial finite
perimeter set with respect to a non-Gaussian (in general, not log-concave) differentiable measure
in an infinite dimensional space.
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2. The main result
2.1. Notation and generalities. For the general theory of Gaussian measures we refer to [3].
Here we recall just the notation used in this paper.
Let X be a separable Banach space, with norm ‖ · ‖ (and scalar product 〈·, ·〉, if it is a Hilbert
space). The σ-algebra of the Borel sets in X is denoted by B(X).
We consider a centered Gaussian measure µ in B(X), and we denote by H (or by HX , to avoid
confusion when different Banach spaces are considered) the corresponding Cameron-Martin space.
It is a Hilbert space continuously embedded in X, whose scalar product is denoted by 〈h, k〉H . If X
is a Hilbert space and Q is the covariance of µ, the Cameron-Martin space coincides with Q1/2(X),
and its norm is given by ‖h‖H = ‖Q
−1/2h‖.
C1b (X) denotes the space of all Fre´chet differentiable ϕ : X 7→ R, with continuous Fre´chet
derivative ϕ′. For every h ∈ H there exists a unique element hˆ ∈ X∗ (the closure of X∗ in
L2(X,µ)) such that ∫
X
∂ϕ
∂h
(x)µ(dx) =
∫
X
ϕ(x)hˆ(x)µ(dx), ϕ ∈ C1b (X).
Every hˆ is a Gaussian random variable, so that it belongs to Lp(X,µ) for every p ∈ [1,+∞). The
Cameron-Martin space is isometric to X∗, since 〈h, k〉H := 〈hˆ, kˆ〉L2(X,µ) for every h, k ∈ H.
If ϕ ∈ C1b (X), for every x ∈ X the mapping h 7→ ϕ
′(x)(h) belongs to H∗, and therefore there
exists a unique y ∈ H such that ϕ′(x)(h) = 〈h, y〉H . Such y is denoted by ∇Hϕ(x). For every
p ∈ [1,+∞) the operator ∇H : C
1
b (X) 7→ L
p(X, ν;X), considered as an unbounded operator in the
space Lp(X,µ), is closable in Lp(X,µ). Its closure is still denoted by ∇H , and the domain of the
closure is denoted by W 1,p(X,µ).
If X is a Hilbert space, the symbol ∇ denotes the usual gradient, namely if ϕ is Fre´chet dif-
ferentiable at x ∈ X, ∇ϕ(x) is the unique z ∈ X such that ϕ′(x)(h) = 〈h, z〉 for every h ∈ X.
For every p ∈ [1,+∞) the operator Q1/2∇ : C1b (X) 7→ L
p(X, ν;X), considered as an unbounded
operator in the space Lp(X,µ), is closable in Lp(X,µ). Denoting by Mp its closure, it turns out
that D(Mp) =W
1,p(X,µ), and ∇Hu = Q
1/2Mpu, for every u ∈W
1,p(X,µ).
In this paper we shall consider the spaces
X := L2(0, 1), E := C([0, 1])
endowed with the Wiener measure. Usually, the Wiener measure PW is considered in B(E);
equivalent constructions of it are e.g. in [3, p. 54-56]. In particular, for every Brownian motion
{W (t) : 0 ≤ t ≤ 1} in any probability space (Ω,F ,P), the image measure P ◦W (·)−1 in B(E)
coincides with PW . PW is centered, Gaussian, and it concentrated in E0 := {f ∈ E : f(0) = 0};
the restriction of PW to B(E0) is a centered nondegenerate Gaussian measure in B(E0).
However, in the following we shall use some results about Gaussian measures in Hilbert spaces,
and therefore it is convenient to extend PW to B(X). Denoting by i the natural immersion
i : E 7→ X, the image measure PW ◦ i−1 in B(X) turns out to be the Gaussian measure NQ with
mean 0 and covariance operator Q given by
(Qx)(t) =
∫ 1
0
min{t, s}x(s) ds, x ∈ L2(0, 1), t ∈ (0, 1).
Since Q is one to one, NQ is nondegenerate. Moreover, i(B) is a Borel set in X and P
W (B) =
NQ(i(B)), for every B ∈ B(E); in particular, NQ(i(E)) = 1.
As usual, we shall neglect the immersion i and we shall write E ⊂ X, NQ(B) = P
W (B) for any
B ∈ B(E). In this sense, NQ is an extension of P
W to B(X).
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The corresponding Cameron-Martin spaces HE, HX = Q
1/2(X) do coincide; they are equal to
{x ∈ H1(0, 1) : x(0) = 0} (e.g., [3, Lemmas 2.3.14, 3.2.2]). By the characterization of Sobolev
spaces through weak derivatives along Cameron-Martin directions, (e.g. [3, Lemma 5.4.7, Theorem
5.7.2]), it follows that the Sobolev spaces W 1,p(E,PW ) and W 1,p(X,NQ) coincide for every p ∈
[1,+∞).
2.2. Continuity of the law of m. Set
q(t) = exp
(
−
1
2
∫ t
0
b(ξ(s))2ds−
∫ t
0
b(ξ(s)) dB(s)
)
, t ≥ 0, (2.1)
and define
Q(dω) = q(1)(ω)P(dω).
Since EP(q(t)) = 1 for every t, by the Girsanov Theorem (e.g. [17, Thm. 17.8]), {ξ(t) : t ∈ [0, 1]}
is a Brownian motion in (Ω,F ,Q) (notice that Q is a probability measure in (Ω,F )).
Therefore Q ◦ (ξ(·)−1) = PW and so, for any ϕ : E → R bounded and Borel measurable we have∫
Ω
ϕ(ξ(·)(ω))Q(dω) = EQ(ϕ(ξ(·))) =
∫
E
ϕ(x)PW (dx). (2.2)
Since
EP(ϕ(ξ(·))) = EQ(ϕ(ξ(·))/q(1)),
we have ∫
Ω
ϕ(ξ(·)) dP =
∫
Ω
ϕ(ξ(·)) exp(1/q(1)) dQ. (2.3)
We define the probability measure νE in B(E) by
νE := P ◦ ξ(·)
−1. (2.4)
Proposition 2.1. We have
q(1) = exp
(
− v(ξ(1)) +
1
2
∫ 1
0
b2(ξ(s))ds +
1
2
∫ 1
0
b′(ξ(s))ds
)
, (2.5)
where
v(η) =
∫ η
0
b(r)dr, η ∈ R. (2.6)
Therefore, the density of νE with respect to P
W is the function
Ψ(x) := exp
(
v(x(1)) −
1
2
∫ 1
0
b2(x(s))ds −
1
2
∫ 1
0
b′(x(s))ds
)
, x ∈ E, (2.7)
which belongs to C1(E) ∩W 1,p(E,PW ) for every p ∈ [1,+∞).
Proof. By Itoˆ’s formula we have
d(v ◦ ξ) = b(ξ(t))dξ(t) +
1
2
b′(ξ(t))dt = b2(ξ(t))dt+ b(ξ(t))dB(t) +
1
2
b′(ξ(t))dt,
so that
v(ξ(t)) =
∫ t
0
b2(ξ(s))ds +
∫ t
0
b(ξ(s))dB(s) +
1
2
∫ t
0
b′(ξ(s))ds
and (2.5) holds. Replacing in (2.3), for every bounded and Borel measurable ϕ : E 7→ R we obtain∫
Ω
ϕ(ξ(·)) dP =
∫
Ω
ϕ(ξ(·)) ev(ξ(1))−
1
2
∫ 1
0 b
2(ξ(s))ds− 1
2
∫ 1
0 b
′(ξ(s))ds dQ.
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Since {ξ(t) : t ∈ [0, 1]} is a Brownian motion in (Ω,F ,Q), the law Q ◦ ξ(·)−1 of ξ(·) in B(E) is
equal to PW . Therefore,∫
Ω
ϕ(ξ(·)) dP =
∫
E
ϕ(x) ev(x(1))−
1
2
∫ 1
0
b2(x(s))ds− 1
2
∫ 1
0
b′(x(s))ds PW (dx), (2.8)
namely, ν is absolutely continuous with respect to PW , with density Ψ given by (2.7). Notice
that |Ψ(x)| ≤ C1 exp(C2‖x‖∞), for some C1, C2 > 0, and therefore Ψ ∈ L
p(E,PW ) for every
p ∈ [1,+∞), although it is not bounded. Ψ is obviously C1, with Fre´chet derivative given by
Ψ′(x)(y) := Ψ(x)
(
b(x(1))y(1) −
∫ 1
0
b(x(s))b′(x(s))y(s)ds −
1
2
∫ 1
0
b′′(x(s))y(s)ds
)
, x, y ∈ E.
Moreover, there is C3 > 0 such that
‖Ψ′(x)‖C([0,1])∗ ≤ C3Ψ(x), x ∈ E.
By [3, Lemma 5.7.10], Ψ ∈W 1,p(E,PW ) for every p ∈ [1,+∞). 
By the considerations at the end of subsection 2.1, Ψ also belongs to W 1,p(X,NQ) for every
p ∈ [1,+∞).
We want to use now some results of [6] that were proved under the following hypothesis, called
“local Malliavin condition”.
Hypothesis 2.2. Let X be a separable Hilbert space endowed with a nondegenerate centered Gauss-
ian measure µ, let g ∈W 1,p(X,µ) for every p ∈ [1,+∞), and let I ⊂ R be an open interval. Assume
that there are two random variables U : X 7→ X, γ : X 7→ R such that 〈Mg(x), U(x)〉 = γ(x), for
a.e. x ∈ g−1(I), γ(x) 6= 0 for a.e. x ∈ g−1(I), and U/γ ∈ D(M∗p ) ∀ p ∈ [1,+∞).
Lemma 2.2 and Proposition 3.3 of [6] yield the following propositions.
Proposition 2.3. Let Hypothesis 2.2 be satisfied. If Ψ ∈W 1,q(X,µ) for some q > 1, the function
FΨ(r) :=
∫
{x: g(x)≥r}
Ψ(x)µ(dx), (2.9)
is continuously differentiable at any r ∈ I.
Proposition 2.4. Let X = L2(0, 1) be endowed with the Wiener measure NQ. Then the function
h(x) := ess sup0≤s≤1 x(s) satisfies Hypothesis 2.2 in every interval I ⊂ (0,+∞).
Propositions 2.1, 2.3, 2.4 are the tools to prove Theorem 1.1.
Proof of Theorem 1.1. Let X = L2(0, 1) be endowed with the Wiener measure NQ, and set
g(x) := ess inf x, x ∈ X.
Since g(x) = −h(−x) with h(x) = ess sup0≤s≤1 x(s), g satisfies Hypothesis 2.2 in every interval
I ⊂ (−∞, 0), by Proposition 2.4. Applying Proposition 2.3 to the constant function Ψ ≡ 1, we
obtain that the level sets {x ∈ X : g(x) = r} are NQ-negligible for every r ∈ R. Applying it to the
function Ψ defined in (2.7), we obtain that
FΨ(r) =
∫
{x: g(x)≥r}
Ψ(x)NQ(dx)
is continuously differentiable in (−∞, 0). Therefore, for a < b < 0 we have FΨ(a) − FΨ(b) =∫
{x: g(x)∈[a,b)}Ψ(x)NQ(dx) =
∫
{x: g(x)∈[a,b]}Ψ(x)NQ(dx).
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On the other hand, by Proposition 2.1 for a < b < 0 we have∫
{ω∈Ω:m(ω)∈[a,b]}
dP =
∫
{x∈E: g(x)∈[a,b]}
Ψ(x)PW (dx)
and therefore∫
{ω∈Ω:m(ω)∈[a,b]}
dP =
∫
{x∈X: g(x)∈[a,b]}
Ψ(x)NQ(dx) = FΨ(a)− FΨ(b) = −
∫ b
a
F ′Ψ(r)dr.
This implies that the law of m is absolutely continuous with respect to the Lebesgue measure in
(−∞, 0), with continuous density −F ′Ψ.
3. An application to geometric measure theory
Fixed any r ∈ R, we consider here the sets
Or := {x ∈ L
2(0, 1) : ess inf x > r}, Or ∩ E := {x ∈ C([0, 1]) : minx > r}.
They have different topological properties, since Or ∩ E is open in E while Or is neither open or
closed and it has empty interior in X. However they differ by a NQ-negligible set, so that they have
the same measure theoretic properties as far as the measures NQ and ν := ΨNQ are considered.
We are going to make this sentence more precise, dealing with perimeters.
3.1. Notation and basic results. The notion of perimeter and of perimeter measure is well
known for Gaussian centered nondegenerate measures in separable Banach spaces ([13, 14, 1]) and
it has been extended more recently to more general classes of differentiable measures, see e.g.
[2, 15, 4, 5, 16, 9]. Here we use the definitions and some results of [9], restricted to Gaussian and
weighted Gaussian measures that is the case under consideration here.
Let µ be a centered Gaussian measure in a separable Hilbert space X, and let w be a nonnegative
weight function, such that
w, logw ∈
⋂
p>1
W 1,p(X,µ). (3.1)
The weighted measure ν is defined as
ν(dx) = w(x)µ(dx). (3.2)
The operator Q1/2∇ : C1b (X) ⊂ L
p(X, ν) 7→ Lp(X, ν;X) is closable, as an unbounded operator in
Lp(X, ν), for every p ∈ [1,+∞). Its closure is denoted by Mp,ν, and the domain of the closure is
denoted by W 1,p(X, ν). For every z ∈ X and ϕ ∈ C1b (X), the integration formula∫
X
〈Mp,νu, z〉ϕdν = −
∫
X
u〈Q1/2∇ϕ, z〉+
∫
X
u vzϕdν (3.3)
holds, with vz(x) = (Q
1/2z)∧(x) +Mp,µ(logw). By (3.1), vz ∈ L
p(X, ν) for every p ∈ [1,+∞),
although it is not bounded. (For more details and further properties, see [11, 12]).
By (3.3), good vector fields with finite dimensional range, F (x) =
∑n
i=1 fi(x)zi with fi ∈ C
1
b (X)
and zi ∈ X, belong to the domain of the adjoint operator M
∗
p,ν for every p > 1, and M
∗
p,νF (x) =
−
∑n
i=1(〈Q
1/2∇fi, zi〉 − vzifi) is independent of p. We denote by C˜
1
b (X,X) the set of all such
vector fields, and by M∗F the common value of M∗p,νF for all p > 1. The total variation of any
u ∈ Lq(X, ν) with q > 1 is defined by
V (u) := sup
{∫
X
uM∗F dν : F ∈ C˜1b (X,X), ‖F (x)‖ ≤ 1 ∀x ∈ X
}
(3.4)
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The condition V (u) < +∞ is equivalent to the existence of a Borel X-valued vector measure m
such that, setting mz(B) := 〈m(B), z〉 for every z ∈ X and for every Borel set B ⊂ X, we have∫
X
u(〈Q1/2∇ϕ, z〉 − vzϕ) dν = −
∫
X
ϕdmz, z ∈ X, ϕ ∈ C
1
b (X). (3.5)
If u satisfies one of such equivalent conditions, we say that it has bounded variation, and we write
u ∈ BV (X, ν). If for some Borel set B the function u = 1lB has bounded variation, the total
variation measure |m| is called perimeter measure and |m|(X) is called perimeter of B.
Notice that if two Borel sets B1, B2 differ by a negligible set (namely, ν(B1\B2) = ν(B2\B1) = 0),
1lB1 is of bounded variation if and only if 1lB2 is of bounded variation, and in this case the perimeter
measures of B1 and of B2 do coincide. If ν(B) = 0, or ν(B) = 1, we have V (1lB) = 0 and the vector
measure m is trivial, m ≡ 0. So, the notion of perimeter is meaningful only if ν(B) ∈ (0, 1).
Of course we can take w ≡ 1 in (3.1), (3.2). With this choice, the notion of bounded variation
function with respect to the Gaussian measure µ coincides with the one of [13, 1], although different
notations are used. We recall that if X is a separable Banach space endowed with a centered non-
degenerate Gaussian measure µ, the definition of total variation of [13, 1] is
V˜X,µ(u) := sup
{∫
X
udivµF˜ dν : F˜ ∈ C˜
1
b (X,H), ‖F (x)‖H ≤ 1 ∀x ∈ X
}
(3.6)
where the space C˜1b (X,H) consists of the vector fields F˜ of the type F˜ =
∑n
i=1 fi(x)hi with
fi ∈ C
1
b (X) and hi ∈ H, for some n ∈ N. The Gaussian divergence divµ is still defined by duality:
given a vector field Φ ∈ L1(X,µ;H), a function β ∈ L1(X,µ) is called Gaussian divergence of Φ,
and denoted by divµΦ, if ∫
X
〈∇Hϕ,Φ〉Hdµ = −
∫
X
ϕβ dµ, ϕ ∈ C1b (X).
In the case that X is a Hilbert space, we have F˜ ∈ C˜1b (X,H) iff F = Q
−1/2F˜ ∈ C˜1b (X,X), and
the Gaussian divergence divµF˜ is equal to −M
∗
p,µF for every p > 1. Therefore, V (u) = V˜X,ν(u) for
every u ∈ Lq(X,µ) with q > 1. See [9].
3.2. Perimeters of the sets Or. As in Section 2, we set here X = L
2(0, 1), E = C([0, 1]),
H = {f ∈ H1(0, 1) : h(0) = 0}. X and E are endowed with the Wiener measure, and H is their
common Cameron-Martin space.
By (1.2), PW ({x ∈ E : min(x) ≥ 0}) = NQ({x ∈ X : ess inf(x) ≥ 0}) = 0, and therefore
ν({x ∈ X : ess inf(x) ≥ 0}) = 0. Therefore we consider the sets Or, Or ∩ E only for r < 0.
As far as the perimeter of Or ∩ E with respect to P
W is concerned, we recall that the general
theory of BV functions in Banach spaces endowed with Gaussian measures has been developed only
for nondegenerate Gaussian measures. We already remarked that PW is degenerate in E, while its
restriction to E0 = {f ∈ E : f(0) = 0} is non degenerate. This is why in the next considerations
we replace E by E0.
Or∩E0 is a convex open set in E0. Since P
W is a nondegenerate centered Gaussian measure in E0,
by [8, Prop.4.2] we have PW (∂Or) = P
W {x ∈ E0 : minx = r} = 0, and the perimeter (with respect
to PW , in the sense of [13, 14, 1]) of Or ∩E0 is finite. The same argument cannot be applied to Or
(considered as a subset of X with the Wiener measure) because Or has empty interior part in X.
However, since E0 is continuously embedded in X, every F ∈ C
1
b (X,H) belongs also to C
1
b (E0,H)
(to be more precise: the restriction to E0 of any F ∈ C
1
b (X,H) belongs to C
1
b (E0,H)), and since E0
is dense in X, supx∈X ‖F (x)‖H = supx∈E0 ‖F (x)‖H . Therefore, V˜X,NQ(u) ≤ V˜E0,PW (u) for every
u ∈ Lq(X,NQ) = L
q(E0,P
W ). In particular, taking u = 1lOr , we obtain that Or has finite perimeter
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with respect to ν. An expression of the related integration formula (3.5) along suitable z may be
found in [7].
Let us consider now the measure ν. We shall prove that the sets Or have finite perimeter with
respect to ν; to this aim we use the next lemma.
Lemma 3.1. The function g(x) := ess inf x belongs to W 1,p(X, ν) for every p ∈ [1,+∞). The set
of all x ∈ E that have a unique minimum point has full measure, and for every x ∈ E having a
unique minimum point τx we have
Mp,νg(x) = 1l[0,τx]. (3.7)
Proof. Setting h(x) = ess supx, we already know that h ∈ W 1,p(X,NQ) for every p ≥ 1, and so
does g since g(x) = −h(−x).
It is well known that NQ({x ∈ E : x has a unique maximum point}) = 1; moreover, for every
x ∈ E having a unique maximum point ηx we have Mp,NQh(x) = 1l[0,ηx], (e.g., [6, Prop. 3.2]). It
follows that g ∈W 1,p(X,NQ) for every p ≥ 1, and for every x ∈ E having a unique maximum point
τx we have Mp,NQg(x) = 1l[0,τx].
We recall that ν = ΨNQ, where the weight Ψ belongs to W
1,p(X,NQ) for every p ∈ [1,+∞),
and also its logarithm
log Ψ(x) = v(x(1)) −
1
2
∫ 1
0
b2(x(s))ds −
1
2
∫ 1
0
b′(x(s))ds
does. By [12, Prop. 3.5], g ∈W 1,p(X, ν) for every p, and Mp,νg(x) =Mp,NQg(x), for ν-a.e. x ∈ X.
The statement follows. 
Now we are ready to prove the main result of this section.
Proposition 3.2. For every r < 0, Or has finite ν-perimeter.
Proof. Let us estimate V (1lOr). We claim that for every F ∈ C˜
1
b (X,X) we have∫
Or
M∗F dν = lim
ε→0+
1
ε
∫
g−1([r,r+ε])
〈Mg,F 〉 dν, (3.8)
where we set Mg = Mp,νg for every p ≥ 1. Once (3.8) is established, we estimate its right hand
side recalling that by (3.7) we have ‖Mg(x)‖ ≤ 1 for ν-a.e.x, and therefore∣∣∣∣∣1ε
∫
g−1([r,r+ε])
〈Mg,F 〉 dν
∣∣∣∣∣ ≤ 1ε ν(g−1([r, r + ε]))‖F‖L∞(X,X).
On the other hand,
1
ε
ν(g−1([r, r + ε])) =
1
ε
∫
g−1([r,r+ε])
Ψ(x)NQ(dx)
has finite limit l as ε→ 0, by Proposition 2.3 (using the notation of Prop. 2.3, we have l = −F ′Ψ(r)).
Therefore, ∫
Or
M∗F dν ≤ l‖F‖L∞(X,X),
which implies that V (1lOr) < +∞.
To prove that (3.8) holds we use an argument taken from [10, Prop. 3.8], that we reproduce here
adapting it to the present context. For ε > 0 we use the approximation of 1l[r,+∞) given by
θε(ξ) =


0, ξ ≤ r
(ξ − r)/ε, ξ ∈ [r, r + ε]
1, ξ ≥ r + ε
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Then θǫ ◦ g ∈W
1,p(X, ν) for every p ∈ [1,+∞), and
Mp,ν(θǫ ◦ g) = (θ
′
ǫ ◦ g)Mp,νg =
1
ε
1lg−1([r,r+ε])Mp,νg, (3.9)
see e.g. [11, Lemma 2.2] (notice that the sets g−1(r) and g−1(r+ε) are NQ-negligible and therefore
ν-negligible).
Now, for every F ∈ D(M∗p,ν) and for every ϕ ∈W
1,p(X, ν) we have∫
X
〈Mp,νϕ,F 〉dν =
∫
X
ϕM∗p,νF dν.
Taking F ∈ C˜1b (X,X), ϕ = θǫ ◦ g, and recalling (3.9) we get
1
ǫ
∫
g−1([r,r+ε])
〈Mg,F 〉 dν =
∫
X
(θǫ ◦ g)M
∗(F ) dν.
As ǫ→ 0 the right hand side converges to
∫
g−1([r,+∞))M
∗(F ) dν =
∫
Or
M∗(F ) dν, and so does the
left hand side. Therefore, (3.8) holds. 
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