The Capacitated Multi-facility Weber Problem (CMWP) is concerned with locating I capacitated facilities so as to satisfy the demand of J customers with the minimum total transportation cost of a single commodity. This is a non-convex optimization problem and is difficult to solve. This work focuses on a multi-commodity extension and considers the situation where K distinct commodities are shipped to the customers subject to capacity and demand constraints. Customer locations, demands, and capacities for each commodity are known a priori. The transportation costs, which are proportional to the distance between customers and facilities, depend on the commodity type. A mathematical programming formulation of the problem is presented and two alternate locationallocation heuristics and a discrete approximation method are proposed and subsequently used to statistically estimate confidence intervals on the optimal objective function values. Computational experiments on standard and randomly generated test instances are also presented. and receive more than one type of commodity. Namely, we deal with the Multi-commodity Capacitated Multi-facility Weber Problem (MCMWP), which is concerned with optimally locating I capacitated facilities in order to satisfy the demand of J customers for K types of commodities.
Introduction
Given the locations of J customers and their demands, the Multi-facility Weber Problem (MWP) is concerned with locating I uncapacitated facilities and allocating them to the customers in order to satisfy their demand at a minimum total cost. The MWP, which was shown to be NP-hard by Meggido and Supowit (1984) , was first formalized by Cooper (1963) . The objective function of the MWP is neither convex nor concave, which makes it difficult to solve exactly. The MWP becomes the so-called (single-facility) Weber problem when I = 1; i.e., one single facility is to be located. In some situations, facilities can have capacity constraints, which gives rise to the Capacitated Multifacility Weber Problem (CMWP). In an optimal solution of the uncapacitated problem each customer is served from the nearest facility, which is not the case for the more restricted CMWP because of the capacity constraints. The demand of a customer can be satisfied from different facilities. Sherali and Nordai (1988) have shown that CMWP is NP-hard even if all customers are located on a straight line. In this work, we consider the multi-commodity extension of the CMWP where facilities and customers can send 826 Akyüz et al. (1964) and the p-median heuristic for the (uncapacitated) MWP by Hansen et al. (1998) . Other ALA-based heuristics for the CMWP have been proposed by Zainuddin and Salhi (2007) and Luis et al. (2009) . The work by Brandeau and Chiu (1993) is somewhat different than the above mentioned papers. The authors experimentally studied the worst-case behavior of Cooper's ALA heuristic and also used it to create a random sample which was then used to statistically estimate confidence intervals for the optimal objective function value of the MWP.
In this work, we follow this line of research: we first propose three approximate solution procedures which can be randomized through their initial conditions. One of them is the Multi-commodity and Capacitated version of the ALA (MCALA). This heuristic alternately solves the location and multi-commodity transportation problems after being initialized at random facility locations. The second heuristic generalizes the discrete approximation strategy proposed by Aras et al. (2007) for the LCMWP. It is essentially based on the solution of an approximating Mixed-Integer Linear Programming (MILP) problem formulated using a large candidate location set within the convex hull of the customer locations. Lastly, the recent ALA-based heuristic developed by Luis et al. (2009) for the CMWP is adopted for the multi-commodity case. All these approximate solution procedures are then combined with statistical methods to estimate confidence intervals for the optimal objective function value of the MCMWP.
The rest of this article is organized as follows. We give the formulation of the MCMWP and develop three approximate solution procedures in Section 2. This is followed by Section 3 where we present the statistical procedures for estimating confidence intervals on the optimal objective function values of Combinatorial Optimization Problems (COPs). In Section 4, we combine them with new heuristics to statistically estimate confidence intervals on the optimal objective function values of the MCMWP. Conclusions are drawn in Section 5.
The MCMWP

A mathematical programming formulation
A mathematical programming formulation of MCMWP can be stated as MCMWP:
s.t.
J j =1
w i jk = s ik , i = 1, . . . , I, k = 1, . . . , K,
w i jk = q jk , j = 1, . . . , J, k = 1, . . . , K,
K k=1 w i jk ≤ u i j , i = 1, . . . , I, j = 1, . . . , J,
w i jk ≥ 0, i = 1, . . . , I, j = 1, . . . , J, k = 1, . . . , K,
where I stands for the number of facilities to be located, J is the number of customers, and K denotes the number of commodity types. q jk and s ik stand for the demand of customer j and the capacity of facility i for commodity k, respectively. a j = (a j 1, a j 2 ) T denotes known coordinates of customer j and x i = (x i 1, x i 2 ) T indicates the unknown coordinates of facility i . The allocations w i jk are also unknown and represent the amount of commodity k to be shipped from facility i to customer j with the unit shipment cost per unit distance being c i jk . Constraints (2) make sure that the total amount of commodity k produced by facility i should be exactly shipped. Constraints (3) state that the total amount of commodity k required by customer j should be exactly satisfied. We assume that, according to regulations, the total amount of allocations on a road connecting facility i with customer j should not be larger than the given upper bound u i j . These regulations may be legislative stipulations such as narrow straits which have limitations on the size of ships that can pass, the restrictions on the total amount of hazardous materials that can be shipped, etc. For instance, there may be capacity and cost restrictions on the transportation fleet of companies. Furthermore, business contracts between suppliers and customers may also impose some upper bounds. These situations can be formulated with the road capacity constraints or the bundle constraints (4). In this formulation we assume that the problem is balanced; i.e., that J j =1 q jk = I i =1 s ik holds for k = 1, . . . , K and the equalities in Equations (2) and (3) can be replaced with "≤" and "≥", respectively without changing the optimal solution. For the case where the problem is not balanced, say the total capacity of facilities is greater than or equal to the demand of customers, then the problem can be transformed into a balanced form by using dummy customers with zero transportation costs. Moreover, note also that, whenever bundle constraints (4) are relaxed the remaining problem cannot be decomposed into K subproblems because the facility location variables x i are common for each subproblem.
It can be easily shown that an optimal solution of MCMWP always occurs at an extreme point of the polyhedron defined by Equations (2) to (5) for any type of monotonous increasing distance function d(x i , a j ) that measures the distance between facility i and customer j. Starting with the seminal work of Cooper (1972) , various distance functions have been used in the literature to model the distances as discussed by Alpaydın et al. (1996) and Brimberg et al. (2007) . We highlight the use of Euclidean, squared Euclidean, rectilinear, and r distances. In this article, we particularly focus on the general case; namely, the
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Approximate solution methods
When the upper bounds u i j are arbitrarily large and K = 1 (i.e., for the single-commodity case), the MCMWP reduces to the CMWP, which is known to be very hard to solve exactly. Therefore, the more general MCMWP is expected to be even more difficult. For that reason, one way to deal with MCMWP may be to resort to heuristic algorithms. Three heuristic procedures are proposed in the following sections.
The MCALA heuristic
Pursuing the basic ideas proposed by Cooper (1972) , the MCALA heuristic is described in this section. Observe that once a feasible transportation plan is given, MCMWP reduces to solving I Weber problems:
for each facility i = 1, . . . , I. Here c i j = K k=1 w i jk c i jk . Note that each of these I Weber problems can be solved by Weiszfeld's algorithm (Weiszfeld, 1937) and its generalizations (Brimberg and Love, 1993) . Although the summation is taken over all customers, it only considers I i of them, which is the size of the set defined by I i = |{( j, k) : w i jk > 0}|. Clearly, I i =1 I i ≥ J × K holds since a customer can be served by more than one facility. In short, when a feasible assignment of w i jk variables is given, the problem reduces to optimally locating single facilities with respect to I i customers. Consequently, it is possible to tailor Cooper's ALA heuristic (Cooper, 1964) to produce a good feasible solution for MCMWP. We give below a formal outline of the MCALA heuristic.
Algorithm 1. The MCALA heuristic
Step 1. Locate I facilities at randomly selected points x i = (x i 1 , x i 2 ) T for i = 1, . . . , I.
Step 2. For each facility i and customer j calculate the distance d(x i , a j ) between them and set the new unit transportation costs as c i jk = c i jk d(x i , a j ).
Step 3. Determine feasible allocations w * i jk by solving the Multi-commodity Transportation Problem (MTP):
Step 4. Solve I Weber problems of the type of Equation (6) to relocate I facilities.
Step 5. Repeat Steps 3 and 4 until either facility locations x i = (x i 1 , x i 2 ) T for i = 1, . . . , I or allocations w * i jk for i = 1, . . . , I; j = 1, . . . , J; and k = 1, . . . , K remain unchanged.
In their work on dominance and convexity in location theory, Hansen et al. (1980) showed that for many distance functions satisfying the norm properties (rectilinear, Euclidean, and l r distance functions with 1 ≤ r ≤ 2), the optimal facility locations lie within the convex hull of customers for the MWP case. Based on this result it seems reasonable to initialize the MCALA heuristic by randomly choosing the facility locations within the convex hull of customer locations. Wendell and Hurter (1973) showed that the Weber problem with rectilinear distance always has an optimal solution with facilities located at the intersection points of vertical and horizontal lines drawn through the customer locations. This result was generalized for the MWP case by Hansen et al. (1980) . Using this property, Aras et al. (2008) devised an equivalent MILP formulation of the RCMWP. Although this property is not shared by the ECMWP, SECMWP and LCMWP, an approximate solution can still be obtained by solving an approximating MILP formulation. The formulation uses an arbitrary number of points in the convex hull of the customer locations that represent candidate facility locations (Aras et al., 2007) . Clearly, as the number of candidate facility locations increases, the approximation quality becomes better.
Discrete approximation heuristic
In the following we propose an approximating MILP formulation of MCMWP (AMCMWP). Let p = 1, . . . , P denote the set of candidate facility locations selected in the convex hull of customer locations. The continuous decision variables y i jkp indicate the amount of commodity k shipped to customer j from facility i located at point p. Binary decision variables v i p denote whether facility i is located at point p. c i jkp values are computed as a product of c i jk and d(x p , a j ). That is, c i jkp = c i jk d(x p , a j ) where c i jk is the unit shipment cost of commodity k per unit distance from facility i to customer j and d(x p , a j ) stands for the distance between candidate point p and customer j . Then, the formulation of the approximating MILP; namely, AMCMWP can be given as AMCMWP:
Constraints (8) ensure that the total amount of commodity k shipped from facility i located at point p is equal to its capacity. The binary variables v i p guarantee that whenever a facility i is opened at a candidate point p * then y i jkp are set to zero for j = 1, . . . , J; k = 1, . . . , K; and p ∈ {t : t = 1, . . . , P and t = p * }. Clearly, when there is no open facility at point p then no shipment can originate from there. Constraints (9) enforce that each facility i is located at exactly one of the candidate points p = 1, . . . , P. Constraints (10) state that the demand of each customer j for each commodity type k is satisfied.
Indeed, Constraints (9) become redundant when AMCMWP is balanced. To see this, aggregate Constraints (8) and (10), which results in
respectively. Because the left-hand sides of both equalities are the same, it follows that:
since AMCMWP is balanced. The last equality is clearly satisfied if and only if P p=1 v i p = 1 holds for i = 1, . . . , I. Without loss of generality AMCMWP can be transformed into a balanced form by using dummy facilities or customers with zero transportation cost. On the other hand, Constraints (9) are valid equalities for AMCMWP and according to our observations their existence considerably improves the linear programming relaxation bounds. Therefore, we keep Constraints (9), which makes the AMCMWP formulation stronger.
It is also possible to model a discrete approximation as a bilinear programming problem by using the approach proposed for RCMWP by Sherali et al. (1994) . This will require an additional linearization effort, resulting in an increase in the number of variables and constraints. Although AMCMWP can be optimally solved by a general-purpose MILP solver, the required computation time increases exponentially with its size. When we consider a problem with I facilities, J customers, K commodities, and P candidate points, this results in I × P binary variables v i p and I × J × K × P continuous variables y i jkp .
The formulation of AMCMWP allows locating more than one facility at a candidate point p. Moreover, the unit shipment cost does not only depend on the location of a facility but also on the facility itself. This means that transporting the same amount of a commodity k to a customer j from two different facilities located at point p may incur different costs. The formulation becomes more compact when these facilities are uniform and the unit shipment cost is only location and commodity dependent. In this case, we redefine flow variables y jkp as the amount of commodity k shipped to customer j from point p and cost coefficients c jkp as the unit shipment cost of commodity k from point p to customer j . The latter is obtained by multiplying the unit shipment cost per unit distance of commodity k, which is independent of facility i , with the distance between point p and customer j . In fact, this second formulation can be directly obtained from AMCMWP by setting c i jkp = c jkp for all i = 1, . . . , I and using the aggregated flow variables y jkp = I i =1 y i jkp in the objective function as well as Constraints (8) and (10).
An optimal solution of AMCMWP entails an optimal solution of MCMWP only if the optimal facility locations are already included in the set of discrete points. As the number of candidate points increases, we expect that the objective function value of AMCMWP becomes closer to the optimal solution value of the original MCMWP. Hence, we experience a trade-off between the quality of the solution provided by AMCMWP and the required computational effort. It is possible to randomize AMCMWP by randomly selecting the candidate points in the convex hull of customer locations. Furthermore, as the final step of the Discrete Approximation (DA) procedure, immediately after solving AMCMWP the MCALA can be run as a subprocedure to improve the current solution. Luis et al. (2009) devised region-rejection-based heuristics for the CMWP. Their heuristics randomly initialize facility locations within the smallest rectangle covering customer locations. Once a set of facilities is randomly located, regions that are close to these facilities are not considered to be possible locations for a new facility. They impose the constraint that a new facility cannot be located within circles centered at each of the previously located facilities. The radius of these circles is iteratively adjusted until all facilities are initially located. With this initialization of facilities a capacitated version of the ALA heuristic is followed to produce heuristic solutions. Luis et al. (2009) suggested two strategies: dynamic adjustment of the circle radius and a fixed circle radius and showed that the dynamic radius version of the heuristic performed better than the fixed radius version. Therefore, we have confined our attention to the dynamic radius version of their heuristic. We have adopted their heuristics for MCMWP and denote it as the Luis-Salhi-Nagy (LSN) heuristic.
Region-rejection-based heuristic with dynamic radius
Algorithm 2. The LSN (dynamic radius)
Step 1. Initialization: Let δ and γ denote the number of iterations and the number of trials for radius adjust-
Step 2. Choose a random point (within the convex hull of customers) and draw a circle with radius r = min( /2I, /2I). Increase δ by one.
Step 3. If δ does not exceed J set γ = 0 and go to Step 4.
Otherwise go to Step 6.
Step 4. If the total demand of customers within the circle is between 70 and 100% of the corresponding facility capacity accept and fix the facility location and go to
Step 1 for the next facility (if all facilities are fixed go to Step 7). Otherwise go to Step 5.
Step 5. Adjust the radius with an adjustment factor of = Total capacity of the corresponding facility Total demand within the corresponding circle , increase γ by one. If γ does not exceed J|I go to Step 4. Otherwise apply the bisection method between the previous and current circles adjusting their radii.
Step 6. Randomly locate (i.e., within the convex hull of customers) the remaining facilities, if any.
Step 7. Apply the MCALA heuristic initialized with the current facility locations.
We have used the parameters suggested by Luis et al. (2009) in their original form with a slight modification. Instead of selecting facility locations from the smallest rectangle covering the customer locations, we propose to change random facility locations within the convex hull of customers since the optimum facility locations lie within the convex hull of customers (Hansen et al., 1980) . Then, the MCALA heuristic is used as a finalization step.
The MCALA heuristic selects initial locations randomly and does not distinguish whether or not an initial random location should be assigned to a particular facility. On the other hand, the DA heuristic solves a MILP to obtain the optimal assignment of candidate facility locations to facilities. Similarly, with its region-rejection-based strategy, the LSN heuristic enforces facilities to be located such that they meet a certain level of total customer demand within their restricted regions (i.e., within the circle centered on the facility with adjusted radius).
Estimating statistical bounds on optimal objective values
Heuristics can be used to generate a random sample of objective values. The estimation of lower and upper bounds on the optimal objective value z * of the problem can be achieved by taking advantage of this random sample of objective values.
For this purpose one approach may be to use the Extreme Value Theory (EVT) and benefit from the Fisher-Tippett theorem (Fisher and Tippett, 1928) . According to this theorem, consider N independent samples, each of size m, obtained from the same continuous distribution bounded from below (above) by a. Let z l denote the minimum (maximum) value of sample l, then for m being large enough, the z l are Weibull distributed with location parameter a. Recall that the Weibull probability distribution function is
where a, b, and c denote the location, scale, and shape parameters, respectively. Note that the location parameter of the Weibull distribution gives the minimum value of the distribution. The Fisher-Tippett theorem is valid for any continuous distribution from which the sampling is performed. Hence, it is possible to treat an objective value obtained by a randomly initialized run of the heuristic as the minimum of a large random sample and claim that the distribution of the objective values calculated by the heuristic is approximately Weibull. Then, any point estimate of the location parameter of the Weibull distribution estimated using these heuristic objective values yields a point estimate on the minimum objective value. Moreover, the bounds of any interval estimate of the location parameter give a lower and an upper bound for the optimum objective value of the problem with a certain confidence level.
Several researchers have used this result to provide point and interval estimators of z * for various difficult COPs. Based on the early study of McRoberts (1971) , the first systematic procedure of the point estimation using EVT was proposed by Golden (1977) for the famous traveling salesman problem. This procedure was later improved by Golden and Alt (1979) to compute confidence intervals for the optimal value of large COPs. The authors defined z ub = min{z l : 1 ≤ l ≤ N}, where z l is the minimum objective value in sample l, and showed that
which in fact means that [z ub − b, z ub ] is a 100(1 − e −N )% confidence interval for the location parameter a; namely, z * . Notice that the confidence level is almost equal to one even for small values of N. Los and Lardinois (1982) suggested the use of a subset of size N ≤ N local optima with distinct values z 1 , z 2 , . . . , z N to fit a Weibull distribution as an alternative. The reason for this suggestion is that the Fisher-Tippett theorem assumes the independence of N samples; nevertheless, having identical local optima in the set of N samples is equivalent to repeating the same sample several times. Additionally, Golden and Alt (1979) considered a local optimum solution to be the extreme values of a sample when they applied a randomly initialized heuristic and treated the intermediate heuristic step solutions to constitute the corresponding sample. However, Los and Lardinois (1982) indicated that those samples can have different sizes because the number of intermediate heuristic steps can be different until the convergence of the heuristic. Consequently, avoiding identical local optima within the samples, Los and Lardinois (1982) suggested taking N samples each having m distinct local optima to ensure the equality of the sample sizes and developed the formula:
where T is any real number. The main advantage of this formula over Equation (15) is its explicit dependency on the confidence level. In other words, a 100(1 − α)% confidence interval [z ub − b/T, z ub ] for the location parameter a can be achieved by letting T = (−N /ln α) 1/c . On the other hand, there is a specific problem with the Los-Lardinois formula (Equation (16)): it involves the shape parameter c, which can make the confidence interval wider or narrower than it should be due to the direct dependence on c. Moreover, Wilson et al. (2004) stated that two heuristic solutions having the same objective value need not necessarily indicate that they are repetitions of the same sample since they may stand for two different feasible solutions. Furthermore, the authors have argued that considering only distinct local optima can prevent us from revealing the actual sampling distribution. Consequently, we consider taking samples (not necessarily distinct) of equal size and apply the Golden-Alt procedure in order to avoid direct dependence of the confidence interval on the Weibull shape parameter as a remedy.
The estimation of the Weibull parameters is a critical issue in the application of the EVT. The Simple Point Estimators (SPEs) or analytic estimators are frequently used within the confidence interval calculations for the COPs (e.g., Golden and Alt (1979) and Altınel et al. (2000) ). Zanakis (1979) indicated that they are good approxima-tions of the true Weibull parameters and that it may be preferable to use only them when the sample size is small.
Let z 1 ≤ z 2 ≤ . . . ≤ z N be an ordered sample from a Weibull distribution. Zanakis (1979) stated that the following SPEs produce the most accurate estimates for the Weibull parameters among 17 analytic estimators:
where z h and z g are the observations with h = 0.16731N and g = 0.97366N , respectively. Detailed information on other Weibull parameter estimation procedures can be found in Akyüz et al. (2008) .
Computational experiments
The experiments were performed on a Dell Server PE2900 with two 3.16 GHz Quad Core Processors and a 16 GB RAM operating within a Microsoft Windows Server 2003 environment. The MCALA, DA and LSN heuristics were implemented in C ++ . Cplex 11.0 with default options was used as a subroutine to solve the MTPs and the AM-CMWPs, which are part of the MCALA and DA heuristics, respectively. In the literature, there is no standard test library for MCMWP and hence we produced test instances to carry out computational experiments. For this purpose, we made use of the available data of CMWP test instances generated by Al-Loughani (1997), Sherali and Tunçbilek (1992) , Sherali et al. (1994) , and Sherali et al. (2002) . The new set of test instances can be downloaded from the site http://bs.gsu.edu.tr/akademik/ ytoncan/MCMWP.zip.
In total we generated 30 MCMWP instances of various sizes. The values of I were chosen to be between four and ten and the values of J were selected to be between eight and 30 by taking into account the sizes of the standard CMWP test instances. The values of K were chosen to be between two and five considering the inherent difficulty of CMWP. Although we performed our experiments on the same MCMWP instances, the terms rectilinear-MCMWP and Euclidean-MCMWP will be used to refer a MCMWP test instance employing the rectilinear and Euclidean distance functions, respectively.
For each of the MCALA, DA, and LSN heuristics, the initial facility locations were randomly selected within the convex hull of the customer locations. That is to say, the MCALA and LSN heuristics were initialized with I random facility locations and the DA heuristic started with I random candidate facility locations. We performed two sampling schemes: the McRoberts' Approach (MRA; McRoberts, 1971 ) and the Los-Lardinois Approach (LLA; Los and Lardinois, 1982) . In the MRA, intermediate solutions obtained during the run of our randomly initialized heuristics constitute the samples. However, Los and Lardinois (1982) have claimed that the sample generation method of MRA may harm the independence of the samples and they have suggested the use of m × N distinct observations. Actually, as we discussed in Section 3, the requirement that all observations should be distinct is not necessary. In the LLA sampling scheme the samples can be constructed of m observations that are not necessarily distinct (Wilson et al., 2004) .
Using both MRA and LLA sampling approaches, we generated samples from three parent populations which included randomly initialized solutions with the MCALA, DA, and LSN heuristics. In our MRA implementation, we considered samples of size N = 20, 30, and 40, each consisting of the intermediate feasible solutions of a randomly initialized heuristic (i.e., MCALA, DA or LSN). In our LLA implementation, again samples of size N = 20, 30, and 40 were taken, with each of them consisting of m = 10 randomly initialized heuristic solution outputs obtained with one of the MCALA, DA, or LSN heuristics.
In order to test the independence of the samples we used the runs test over the sample minimums with a 95% confidence level. These instances that passed the independence test were further subjected to the Kolmogorov-Smirnov (K-S) test with a 95% confidence level to check the hypothesis that the sample minimums fit the Weibull distribution (Beyer, 1968) . When the sample minimums passed both of these tests, a confidence interval could be determined based on the Fisher-Tippett theorem. If, however, one of the sample minimums failed at least one of the tests, we do not report a confidence interval.
In order to validate the confidence interval estimation using EVT, we considered CMWP and MCMWP and we used three heuristics on each test instance. Once confidence intervals were produced, their validity could be confirmed by comparing the lower and upper end points of the intervals with the optimum value of a test instance. For that purpose we considered the ECMWP test instances with known best known or optimum solutions from the literature (Sherali et al., 2002) and the results obtained on the rectilinear-MCMWP test instances. Note that the optimum solutions for the rectilinear-MCMWP instances could be calculated using a commercial MILP solver when the candidate point set of the AMCMWP was selected as the intersection points of the vertical and horizontal lines drawn on the customer locations (Wendell and Hurter, 1973; Aras et al., 2008) . After the validation of the confidence interval estimation using EVT, we use it to estimate the confidence intervals of the objective function values of the Euclidean-MCMWP test instances for which we do not know optimum values. The detailed computational results for confidence intervals obtained with the MCALA, DA, and LSN heuristics on ECMWP instances, rectilinear-MCMWP instances, and Euclidean MCMWP instances are reported in the Appendix.
A summary of our computational experiments is now presented. First, we considered 13 ECMWP instances with best known or optimum solutions. In all of the 13 × 3 × 6 = 234 samples formed for ECMWP instances with best known or optimum solutions, eight samples failed to pass the independence test and 28 samples did not fit the Weibull distribution. Consequently, the Golden-Alt procedure could not produce confidence intervals in 15.38% of the samples (36 out of 234) for ECMWP instances. Among the remaining 198 confidence intervals produced by the EVT approach, 71.72% of the intervals (142 out of 198) covered the best known or optimum solution within the lower and upper limits and in 28.28% of the intervals (56 out of 198) the lower bounds exceeded the optimum value.
The independence test was failed only by the samples generated by the DA heuristic that used the LLA sampling. Note that the samples that failed to pass the independence test were those for which the corresponding heuristics generated relatively fewer local optima. These results indicate that the MCALA heuristic applied with the MRA sampling produces a valid (i.e., covering the best known or optimum solution) confidence interval in 89.74% of the cases (35 out of 39). A comparison of the sampling approaches and the algorithms is presented in Table 1 . The used heuristics are shown in the first column. The second column lists the sampling approaches. The sizes of the extreme value samples are presented in the third column. The fourth column denotes the mean confidence interval width, which is calculated by taking the average of 100 × (z ub − z lb )/z * values over all intervals produced for the corresponding heuristic and sampling method pair. Here, z lb and z ub indicate the lower and upper limits of the corresponding confidence intervals, respectively. z * denotes the corresponding best known or optimum value of the test instance. The fifth column presents the mean absolute gaps between the lower limit of the confidence interval and the best known or optimum value for the produced confidence intervals. Similar to the interval width, they are calculated by taking the average of 100 × |z * − z lb | /z * over all intervals. The average of the interval widths and absolute gaps are also presented for each heuristic and sampling method pair. The sixth column includes the number of instances which have passed the K-S test and for which the best known or optimum solution is covered by the interval. The smallest mean absolute gaps and the largest number of covering intervals are produced by the MCALA heuristic. However, it can be observed that the tightest confidence intervals are produced with the DA heuristic. The LSN did not perform well for ECMWP test instances in general. It can also be observed that the MRA sampling generates wider intervals than does the LLA. Fortunately, the MRA performed better in terms of both the mean absolute gaps between the best known or optimum solution value and interval lower bound and the number of covering intervals. Although the sample sizes do not significantly affect the mean interval widths, there is a tendency that increasing the sample size also increases the absolute gap between the interval lower bound and the best known or optimum solutions. However, the MCALA with the MRA sampling with N = 30 (medium sample size) samples produced the closest lower bounds, which are within 2.01% of the best known or optimum solution value on average for ECMWP test instances. Hence, we can say that the confidence interval approach using EVT outputs quite reasonable lower bounds on the objective function values of ECMWP.
The validation of our confidence interval estimation approach using EVT was also applied to rectilinear-MCMWP test instances for which optimal solution values could be obtained. According to our experiments we can say that the confidence interval estimation approach using EVT performs better in the rectilinear-MCMWP case compared to the ECMWP case. First, all samples passed the independence test. Second, in only six out of 30 × 3 × 6 = 540 samples could a confidence interval not be produced due to failing the K-S test. Only three intervals produced lower bounds larger than the optimum value. The EVT approach using the Golden-Alt procedure produced covering intervals in 98.33% of the samples (531 out of 540) generated by three heuristics, in total. The results are summarized in Table 2 for the rectilinear-MCMWP case. Note that Table  2 is organized in the same way as Table 1 .
The results indicate that both the MCALA and LSN heuristics that use the MRA sampling outperform the other cases in terms of both the mean absolute gap between the optimum value and the interval lower limit and the number of covering intervals produced. The DA heuristic yields tighter confidence intervals than other heuristics using each of the sampling methods. For all heuristics, it can be observed that MRA sampling produces both a smaller mean absolute gap between interval lower bounds and the optimum and a greater number of covering intervals than does the LLA sampling. On the other hand, the LLA sampling yields tighter intervals than does the MRA sampling. Furthermore, the performance of the heuristics is generally higher for the sample size of N = 20 than for the sample size of N = 30 or 40 in terms of all performance measures (i.e., mean interval width, absolute gap and number of covering intervals). Finally, we note that the confidence interval approach using EVT applied to the rectilinear-MCMWP instances produces lower bounds within 0.09% of the optimum solution value on average. Hence, we can say that the confidence interval approach using EVT outputs quite good lower bounds on the objective function values of the rectilinear-MCMWP. Encouraged by the results obtained on the ECMWP and rectilinear-MCMWP, we applied the confidence interval approach using EVT in order to obtain acceptable limits on the objective function values of the Euclidean-MCMWP test instances. Although the optimum values of Euclidean-MCMWP instances are not initially known, confidence interval approaches, which give successful results for ECMWP and rectilinear-MCMWP test instances, can still be applied in order to obtain interval estimates for the optimum objective function values of the Euclidean-MCMWP. For this purpose, we ran each of the MCALA, DA and LSN heuristics 20 000 times. We also performed a variation of the DA heuristic where the candidate sets were chosen as the customer locations. Aras et al. (2007) observed that this variation of the DA heuristic yields more accurate solutions for CMWP than does the original DA heuristic. Then, by considering the best of these solutions (i.e., the DA with a candidate set chosen as the customer locations and 20 000 × 3 random heuristic solutions obtained with the MCALA, DA, and LSN) we found the benchmark global minimums. For the Euclidean-MCMWP, the quality of the confidence intervals was evaluated with respect to these benchmark global minimums.
We will only present a summary of these results. Out of 30 × 3 × 6 = 540 samples formed for Euclidean-MCMWP instances, 12 samples failed to pass the independence test and 41 samples did not belong to the Weibull distribution as shown by failing of the K-S test. Consequently, the Golden-Alt procedure could not produce confidence intervals for 9.81% of the samples (53 out of 540) for Euclidean-MCMWP instances. Of the remaining 487 confidence intervals produced by the EVT approach, in 6.78% of the intervals (33 out of 487), lower limits are larger than the benchmark global minimum value. Since the solutions are not known, we cannot exactly say that the optimum is covered by the remaining 93.22% of the intervals (454 out of 487). However, we believe that the lower bounds are good approximations for the optimum solutions of the test instances as in the ECMWP and rectilinear-MCMWP cases. All the independence test failures occurred for samples that use the DA heuristic with the LLA sampling method as in the ECMWP test instance. We again observe that the samples that fail pass the independence test are those for which the corresponding heuristic has generated a relatively small numbers of local optima.
The results are summarized in Table 3 . All but the fourth and fifth columns are organized in the same way as in Tables 1 and 2. The fourth column denotes the mean confidence interval width which is calculated by taking the average of 100 × (z ub − z lb )/z bch over all intervals produced for the corresponding heuristic and sampling method pair. Here, z bch denotes the corresponding benchmark global minimum value of the test instance. The fifth column presents the mean absolute gaps between the lower limits of the confidence intervals and the benchmark global minimum values for the produced confidence intervals. Similar to the interval width, they are calculated by taking the average of 100 × |z bch − z lb |/z bch over all intervals. The LSN heuristic applied with the MRA sampling produces the closest mean lower bounds to the benchmark global minimums. On the other hand, the DA heuristic generates the tightest intervals for each sampling method. We again observe that the MRA sampling generates wider intervals than does the LLA. However, the MRA performs better in terms of the mean absolute gaps between the benchmark global minimums and the interval lower bounds. Although there are some exceptional instances, smaller sample sizes result in widths of the confidence intervals and absolute gaps between the lower bounds and the benchmark minimums that are smaller. As a final remark, we note that the confidence interval approach applied to Euclidean-MCMWP instances produces lower bounds within 2.07% on average. Hence, we can say that the confidence interval approach using EVT outputs quite reasonable lower bounds on the objective function values of the Euclidean-MCMWP.
Conclusions
We have addressed the MCMWP, which is a multicommodity capacitated variant of the MWP. Three approximate solution procedures (i.e., MCALA, DA, and LSN) have been devised for its solution and they have been combined with statistical estimation procedures. Initialized by random starting solutions, the proposed approximate solution procedures are run to produce random objective function values. Using the Fisher-Tippett theorem we have produced confidence intervals for the optimal solutions of the randomly generated MCMWP test instances. Computational experiments have shown that a confidence interval approach employing the EVT has performed well on the instances with known optimum solutions. This result motivates us to apply it to any r distance function with 1 ≤ r ≤ 2, although we have only performed experiments for the rectilinear and Euclidean distance function cases.
According to our computational experiments on standard CMWP and randomly generated MCMWP test instances we have observed that both the sampling method and the sample size affect the efficiency of the confidence interval approach using EVT. Generally, the MRA sampling produces more reliable confidence intervals, smaller absolute gaps, and a larger number of covering intervals than does the LLA on test instances. In addition, a small sample size (i.e., N = 20) is often enough to obtain reasonable bounds with the Golden-Alt approach on the optimum (or benchmark minimum) value for CMWP and MCMWP. It is also interesting to observe that an optimal (or good) initial assignment of random candidate locations to facilities (e.g., the DA or LSN heuristic) does not always produce better results than a totally random initialization of facilities (e.g., MCALA heuristic). Indeed, although the DA heuristic yields narrower confidence intervals than do the others, the MCALA and LSN heuristics have produced more reliable intervals, smaller absolute gaps, and a larger number of covering intervals than the DA heuristic. Overall, the MCALA is a better choice for CMWP and MCMWP since it produces the largest number of covering intervals in all cases.
LSN heuristics on the ECMWP instances, the Rectilinear-MCMWP instances and the Euclidean-MCMWP instances are presented in Tables A1 to A3, respectively. For the ECMWP instances, we have maintained the instance numbers in the instance names as in the original paper by Sherali et al. (2002) but we have added a prefix of "P" to them. For the MCMWP instances we have added a prefix "I" and a number for each instance. In Table A1 , the first column denotes the instance names and their sizes, i.e., (I, J) . In Tables A2 and A3, the first columns include the instances names and their sizes, i.e., (I, J, K) . In Tables A2 and A3 , optimum (or best known) solutions are reported for each instance in the second column. In Tables A3, we report benchmark global minimums for each instance in the second column. In Tables A1 to A3, the number of distinct local optima produced over 20 000 runs of each heuristic, i.e., MCALA, DA and LSN, is shown in the third, fourth and fifth columns, respectively. The letter F indicates that the sample has failed to pass the independence test and the symbol N/A is used to indicate samples which do not fit the Weibull distribution. In Tables A1 to A3, the extreme value sample sizes, which are selected as N = 20, 30 and 40, are presented in the sixth column. Confidence intervals obtained with the MCALA, DA and LSN heuristics using the MRA and LLA samplings are given in columns seven to 12. 
