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REGULARITY THEORY OF ELLIPTIC SYSTEMS
IN ε-SCALE FLAT DOMAINS
JINPING ZHUGE
Abstract. We consider the linear elliptic systems or equations in divergence form
with periodically oscillating coefficients. We prove the large-scale boundary Lipschitz
estimate for the weak solutions in domains satisfying the so-called ε-scale flatness con-
dition, which could be arbitrarily rough below ε-scale. This particularly generalizes
Kenig and Prange’s work in [32] and [33] by a quantitative approach.
1. Introduction
1.1. Motivation. This paper is devoted to the boundary regularity of elliptic sys-
tem/equation in a bounded domain whose boundary is arbitrarily rough at small scales.
Precisely, let Dε be a bounded domain and 0 ∈ ∂Dε. Consider the following linear
elliptic system/equation {∇ · (Aε∇uε) = 0 in Dε2,
uε = 0 on ∆
ε
2,
(1.1)
where Dεt = D
ε ∩ Bt(0), ∆εt = ∂Dε ∩ Bt(0) and Aε(x) = A(x/ε). As usual, in order
to prove the uniform regularity for the solution uε, we must assume some self-similar
structure for the coefficient matrix A, such as periodicity, almost-periodicity or ran-
domness.
The pioneering work of the uniform regularity estimates in periodic homogenization
dates back to the late 1980s by Avellaneda and Lin in a series of papers [14, 15, 13].
In particular, by a compactness method, they proved that if A is periodic and Ho¨lder
continuous, and the (non-oscillating) domain D is C1,α, then
‖∇uε‖L∞(D1) ≤ C‖∇uε‖L2(D2). (1.2)
This estimate is called the uniform Lipschitz estimate since the constant C is uni-
form in ε > 0. In the setting of almost-periodic or stochastic homogenization, the
Lipschitz estimate for elliptic system in divergence form has been established in, e.g.,
[40, 12, 7, 6, 10, 9, 41, 44, 43]. On the other hand, for the Neumann problem, the
boundary Lipschitz estimate was first obtained by Kenig, Lin and Shen [34] with sym-
metric coefficients. The symmetry assumption was finally removed by Armstrong and
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Shen in [10]. Analogous results have been extended to a variety of equations, such as
parabolic equations [3, 22], Stokes or elasticity systems [27, 28, 29, 30], higher-order
equations [38, 39], nonlinear equations [11, 12, 5], etc. We should point out that, in
any work mentioned above, if we assume no smoothness on the coefficients, the point-
wise Lipschitz estimate (1.2) should be replaced by the so called large-scale Lipschitz
estimate ( 
Dr
|∇uε|2
)1/2
≤ C
(  
D2
|∇uε|2
)1/2
, for any r ∈ (ε, 2), (1.3)
where C is independent of r and ε. This estimate does not hold uniformly for r  ε
because, by a blow-up argument, the elliptic systems/equations may have unbounded
|∇uε|. But (1.3) claims that |∇uε| is bounded in the averaging sense above ε-scale.
This phenomenon is physically natural as macroscopic (large-scale) smoothness of a
solution for a PDE in an oscillating material should be expected if the material is
well-structured microscopically.
Note that for all the aforementioned work, the domain is assumed to be smooth,
namely, in C1,α class. This class of domains is mathematically nearly sharp1 for (1.2)
even for Laplacian operator. However, it is not necessary for the estimate (1.3). Par-
ticularly, one may consider the boundaries that are rough or rapidly oscillating only at
or below ε-scale, which appear naturally in reality. The study of PDEs with rapidly os-
cillating boundaries is currently an very active research area with various applications
(particularly in fluid dynamics); see [2, 16, 23, 24, 20, 21] for example and reference
therein. In terms of the uniform regularity in homogenization, some recent work has
been done for the boundaries without any structure [32, 33, 31]. In particular, Kenig
and Prange [33] proved the large-scale Lipschitz estimate when Dε is given by the
graph of
xd = εψ(x
′/ε), where ψ ∈ W 1,∞(Rd−1). (1.4)
The originality of this result is that they made no assumption more than the Lipschitz
regularity on the boundary (In their earlier work [32], ψ is assumed to be in C1,α),
which definitely bypasses the classical C1,α assumption on the boundary. We point
out that the Lipschitz estimate in [32, 33] was proved by the compactness method,
following Avellaneda and Lin [14]. Then more recently, Higaki and Prange [31] used
the similar idea to obtain the large-scale Lipschitz and C1,α estimates for stationary
Navier-Stokes equations over bumpy Lipschitz boundary given by (1.4). A nontrivial
generalization of the boundary (1.4) has been studied by Gu and Zhuge for the system
of nearly incompressible elasticity [30], which particularly includes the graph given by
xd = ψ0(x
′) + εψ1(x′/ε), where ψ0 ∈ C1,α(Rd−1), ψ1 ∈ W 1,∞(Rd−1). (1.5)
This boundary could be viewed as a classical C1,α graph with a small Lipschitz per-
turbation. Note that (1.5) is still a Lipschitz graph.
1The sharp class is C1,Dini domains [35], yet C1 domains are not sufficient.
3The purpose of this paper is to generalize the large-scale Lipschitz estimate in rough
domains without any regularity assumption (thus the boundary could be arbitrarily
rough, including fractals and cusps), except for a quantitative large-scale flatness as-
sumption defined below.
Definition 1.1. Let Dε be a bounded domain with ε > 0. We say Dε is ε-scale flat
with a modulus ζ : (0, 1]× (0, 1] 7→ [0, 1], if for any y ∈ ∂Dε and r ∈ (ε, 1), there exists
a unit (outward normal) vector nr = nr(y) ∈ Rd so that
Br(y) ∩ {x ∈ Rd : (x− y) · nr < −rζ(r, ε/r)}
⊂ Dεr(y) ⊂ Br(y) ∩ {x ∈ Rd : (x− y) · nr < rζ(r, ε/r)},
(1.6)
where Dεr(y) = D
ε ∩Br(y).
In other words, if Dε is ε-scale flat, ∆εr is locally contained between two parallel
hyperplanes whose distance is at most 2rζ(r, r/ε). Hence, (1.6) may be viewed as a
large-scale (since r ≥ ε) quantitative Reifenberg flatness condition. The reason that
we write ζ as a function of r and ε/r, instead of r and ε, may be seen in Definition 1.2
and the examples after. Clearly, Definition 1.1 is a local property.
Figure 1. A non-Lipschitz domain with arbitrary roughness at microscopic scales
Absolutely, the modulus ζ involved above will play a critical role in this paper and
additional quantitative condition is necessary for our purpose.
Definition 1.2. Let η : (0, 1] × (0, 1] → (0, 1] be a continuous function. We say that
η is an “admissible modulus” if the following conditions hold:
• Flatness condition:
lim
t→0+
sup
r,s∈(0,t)
η(r, s) = 0. (1.7)
• A Dini-type condition:
lim
t→0+
sup
ε∈(0,t2)
ˆ t
ε/t
η(r, ε/r)
r
dr = 0. (1.8)
Moreover, we say η is “σ-admissible” if ησ is an admissible modulus.
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We give three typical examples of σ-admissible moduli in the following.
Example 1: If Dε is uniformly C1,α, then ζ(r, s) = Crα.
Example 2: If the boundary of Dε is locally given by the graph of xd = εψ(x
′/ε)
with ψ ∈ C0∩L∞(Rd−1), then ζ(r, s) = Cs. If ψ(x′) is uniformly Cβ-Ho¨lder continuous
in Rd−1 (not necessarily bounded), then ζ(r, s) = Cs1−β. Observe that either case here
is a class much broader than (1.4).
Example 3: A typical microscopically oscillating boundary could be given by a
graph xd = ψ0(x
′) + εψ1(x′/ε), where ψ0 is a C1,α function (capturing the macroscopic
profile of the boundary) and ψ1 satisfies either condition in Example 2 (capturing
the microscopic details of the boundary). This is a combination of the previous two
examples and ζ(r, s) = Crα + Csβ.
1.2. Assumptions and main result. We consider a family of oscillating elliptic op-
erators in divergence form
∇ · (A(x/ε)∇) := ∂
∂xi
{
aαβij
(x
ε
) ∂
∂xj
}
, (1.9)
with 1 ≤ i, j ≤ d, 1 ≤ α, β ≤ m (Einstein’s summation convention is used here
and throughout), where d represents the dimension and m represents the number of
equations. We assume that the coefficients matrix A = (aαβij ) satisfies the following
conditions:
• Ellipticity: there exists Λ > 0 such that
Λ−1|ξ|2 ≤ aαβij ξαi ξβj ≤ Λ|ξ|2, for any ξ = (ξαi ) ∈ Rm×d. (1.10)
• Periodicity:
A(y + z) = A(y) for any z ∈ Zd, y ∈ Rd. (1.11)
Suppose {Dε : ε > 0} is a family of bounded domains and 0 ∈ ∂Dε. Let Dεt =
Dε ∩ Bt(0),∆εt = ∂Dε ∩ Bt(0) and Aε(x) = A(x/ε). We now give a definition for the
weak solution of (1.1). We say uε ∈ H1(Dε2;Rd) is a weak solution of (1.1) if for any
φ ∈ C∞0 (Dε2), ˆ
Dε2
Aε∇uε · ∇φ = 0 (1.12)
and uεϕ ∈ H10 (Dε2;Rd) for any ϕ ∈ C∞0 (B2;Rd).
Now, we state the main theorem of this paper.
Theorem 1.3. Suppose Dε is ε-scale flat with a σ-admissible modulus ζ for some
σ ∈ (0, 1/2). Let uε be a weak solution of (1.1). Then for any r ∈ (ε, 1),(  
Dεr
|∇uε|2
)1/2
≤ C
(  
Dε2
|∇uε|2
)1/2
, (1.13)
5where C depends only on Λ, d,m and ζ.
The above theorem justifies a physically and experimentally expected phenomenon:
the macroscopic (large-scale) smoothness of the boundary implies the macroscopic
(large-scale) smoothness of the solutions of PDEs. In other words, if the boundary of a
domain is arbitrarily rough only at and below a certain small scale, then the solution (of
a PDE) should be “smooth” near the boundary, in the averaging sense, above the same
scale. Compared to Kenig and Prange’s work [32, 33], one of the main contributions
of this paper is that we completely remove the Lipschitz regularity assumption on the
boundary, which therefore could be arbitrarily rough at microscopic scale.
Remark 1.4. The Reifenberg flat domains has been extensively studied in the past
twenty years for the Caldero´n-Zygmund estimates; see, e.g., [17, 16, 18, 19, 37] and
reference therein. The ε-scale flat domains defined above obviously are closely related
and in some sense they could be viewed as a large-scale quantitative version of the
Reifenberg flat domains. Because our domains have stronger flatness at large scales,
instead of only Caldero´n-Zgymund estimate, we have the Schauder estimate (1.13).
Remark 1.5. To the best of our knowledge, Theorem 1.3 is the most general result (i.e.,
large-scale boundary Lipschitz estimate) so far in periodic homogenization for either
oscillating or non-oscillating domains. Even for non-oscillating domains, Theorem 1.3
gives new results for C1,Dini-type domains. More precisely, if the boundary of a domain
is given by the graph xd = ψ(x
′) and the continuity modulus of ∇ψ, denoted by η(r),
satisfies ˆ 1
0
η(r)σ
r
dr <∞, (1.14)
for some σ ∈ (0, 1/2), then (1.13) holds by Theorem 1.3. This result is new since, as we
have mentioned, previous results in homogenization all dealt with C1,α domains with
α > 0. The range of the exponent σ may not be optimal, compared to the Lipschitz
estimate for Laplacian; see, e.g., [35, 36, 1]. But this is an acceptable loss as we often
encounter in homogenization theory.
Remark 1.6. In this final remark, we point out that, in scalar case (i.e., m = 1),
Theorem 1.3 may be strengthened to the domains with ε-scale convex points by the
maximum principle. This will recover the Lipschitz estimate in convex domains for
scaler elliptic equations. The precise definition and corresponding result are contained
in Section 4.
1.3. Outline of the proof. Now, we describe the key ideas of the proof of Theo-
rem 1.3. Instead of the compactness method, we will use a quantitative approach,
the excess decay method, originating from [12]; see recent monographs [8, 42] for a
comprehensive investigation. The key step in this approach is to establish an algebraic
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rate of convergence for the local homogenization problem, namely,{∇ · (Aε∇uε) = 0 in Dεr,
uε = 0 on ∆
ε
r,
(1.15)
where uε ∈ H1(Dεr;Rd) and r ∈ (ε, 1). However, since ∆εr could be arbitrarily rough
and has no self-similar structures, no a priori regularity estimate, such as the usual
Meyers’ estimate, is known for ∇uε. This means that the rate of convergence may not
be obtained obviously. Actually, the main challenge of this paper is how to get rid of
the arbitrary roughness of the boundary at small scales. To overcome this difficulty,
we first approximate (1.15) by a local problem in a nicer domain T ε,+r := Br ∩ {x ∈
Rd : x ·nr < rζ(r, ε/r)}. Note that T ε,+r ⊃ Dεr is now a Lipschitz domain. Let wε solves{
∇ · (Aε∇wε) = 0 in T ε,+r ,
wε = uε on ∂T
ε,+
r ,
(1.16)
where uε has been extended to the entire ball Br ⊃ T ε,+r with uε ≡ 0 in Br \Dεr. By the
definition of “admissible modulus”, T ε,+r \Dεr is contained in a slim layer. Hence, it is
possible to estimate the error between wε and uε in terms of the “admissible modulus”.
Again, this estimate will depends on some a priori estimate of ∇uε which turns out
to be an interesting byproduct of this paper. Actually, under condition (1.7) only, we
are able to show the so-called large-scale Caldero´n-Zygmund estimate (or the reverse
Ho¨lder inequality), namely(  
Br
|Mt[∇uε]|p
)1/p
≤ C
(  
B20r
|Mt[∇uε]|2
)1/2
, (1.17)
for t ∈ (ε/ε0, ε0), where
Mt[F ](x) =
( 
Bt(x)
|F |p0
)1/p0
, (1.18)
and p0 = 2d/(2 + d). The averaging operator Mt plays an essential role in getting
rid of the boundary roughness at small scales and the estimate (1.17) is optimal in
the sense that it does not hold uniformly for t  ε. The proof of (1.17) is roughly
two steps. In the first step, we prove a large-scale Meyers’ estimate with p = 2 + δ
and δ > 0 being tiny. This step has nothing to do with homogenization since it
follows from the Gehring’s inequality (a large-scale self-improvement property). In the
second step, we take advantage of the uniform boundary Lipschitz estimate for wε
in periodic homogeniztion and a real-variable argument by Shen [42, Chapter 3] to
improve p = 2 + δ to any p < ∞. We should mention that a similar estimate in C1,α
domains was also obtained by Armstrong and Daniel [4] (also see [8, Chapter 7]). With
(1.17) at our proposal, we can show that, for any σ ∈ (0, 1/2), r ∈ (ε/ε0, ε0)(  
Br
|∇uε −∇wε|2
)1/2
≤ C{ε/r + ζ(r, ε/r)}σ(  
B20r
|∇uε|2
)1/2
. (1.19)
7This reduces the excess decay estimate of uε into that of wε with a controllable error.
The excess decay method to tackle the main theorem involves two critical quantities
Φ(t) =
1
t
(  
Dεt
|uε|2
)1/2
, H(t) =
1
t
inf
q∈Rd
(  
Dεt
|uε − (nt · x)q|2
)1/2
. (1.20)
Note that Φ(t) is almost equivalent to the L2 average of |∇uε| over Dεt , in view of
the Poincare´ and Caccioppoli inequalities. The structure of quantity H(t) is novel
and critical due to the lack of smoothness of the boundary. Recall that nt is defined
in Definition 1.1 which represents the approximate normal vector at t-scale. Thus
(nt ·x)q is a directional linear function changing values only in the approximate normal
direction. This kind of linear functions could approximate wε well. Thus, using the
rate of convergence for wε, the smoothness of the homogenized solution w0 and (1.19),
we are able to show that there exists some constant θ ∈ (0, 1/4) so that
H(θr) ≤ 1
2
H(r) + C
(
ε/r + ζ(r, ε/r)
)σ
Φ(20r), (1.21)
for any r ∈ (ε/ε0, ε0). This estimate is called the excess decay estimate which leads
to the main theorem by an iteration lemma (see Lemma 3.5, which generalizes [41,
Lemma 8.5]) in which both conditions in Definition 1.2 are needed. Large part of the
proof of (1.21) nowadays has been rather standard in homogenization theory, although
the special structure of H(t) and the treatment of the discrepancy between the domains
Dεr and T
ε,+
r give additional technical difficulties.
Finally, we shall emphasize that, throughout this paper, we will use C and c to denote
constants that vary from line to line. Moreover, they depend at most on d,m, p,Λ, ζ
and other non-scale parameters and never depend on ε, r and t, etc.
1.4. Organization of the paper. The organization of the paper is as follows: In
Section 2, we prove the large-scale Caldero´n-Zygmund estimate and (1.19). In Section
3, we prove Theorem 1.3. In Section 4, we show the large-scale Lipschitz estimate in
ε-scale convex domains for scalar elliptic equations.
2. Caldero´n-Zygmund Estimate
This section is devoted to the large-scale Caldero´n-Zygmund estimate and the ap-
proximation of the system (1.1) at various scales.
2.1. Large-scale self-improvement. In this subsection, we assume Dε is an ε-scale
flat domain with a modulus ζ satisfying (1.7) only. Let uε ∈ H1(Dε2;Rd) be a weak
solution of ∇ · (Aε∇uε) = 0 in Dε2 with vanishing Dirichlet boundary condition on ∆ε2.
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Note that we may extend the uε naturally to B2 by
u˜ε(x) =
{
uε(x) if x ∈ Dε2
0 if B2 \Dε2.
(2.1)
However, for convenience, we will still denote the extended function u˜ε by uε. Note
that ∇uε = 0 in B2 \Dε2.
The following is the well-known Caccioppoli inequality.
Lemma 2.1 (Caccioppoli inequality). Let t ∈ (0, 1) and B2t(x) ∈ D2. Then( 
Bt(x)
|∇uε|2
)1/2
≤ C
t
(  
B2t(x)
|uε|2
)1/2
, (2.2)
where C depends only on d,m and Λ.
By Definition 1.1 and (1.7), we may assume rζ(r, ε/r) is a nondecreasing function
and ζ(r, ε/r) ≤ 1/2 for r ∈ (ε, 1) without loss of generality.
Lemma 2.2. Let ε∗ := εζ(ε, 1) and t ∈ (ε∗, 1) and B4t(x) ⊂ B2(0). Then(  
Bt(x)
|∇uε|2
)1/2
≤ C
(  
B4t(x)
|∇uε|p0
)1/p0
, (2.3)
where 1/p0 = 1/2 + 1/d.
Proof. We consider three cases separately.
Case 1: Bt(x) ∈ B2(0) \Dε. This is trivial.
Case 2: B2t(x) ⊂ Dε. The classical interior Caccioppoli inequality and the Sobolev-
Poincare´ inequality [26, pp 164] imply that(  
Bt(x)
|∇uε|2
)1/2
≤ C inf
k∈R
1
t
(  
B2t(x)
|uε − k|2
)1/2
≤ C
(  
B2t(x)
|∇uε|p0
)1/p0
. (2.4)
Case 3: B2t(x) ∩∆2 6= ∅. In this case, by our assumptions that ζ(r, r/ε) ≤ 1/2 and
rζ(r, ε/r) is nondecreasing, uε ≡ 0 on B4t(x) \ Dε and |B4t(x) \ Dε| ≥ c|B4t(x)| for
t ∈ (ε∗, 1). Now, by Lemma 2.1 and the Sobolev-Poincare´ inequality [26, pp 164], one
arrives at (  
Bt(x)
|∇uε|2
)1/2
≤ C
(  
Dε2t(x)
|∇uε|2
)1/2
≤ C
t
(  
B4t(x)
|uε|2
)1/2
≤ C
(  
B4t(x)
|∇uε|p0
)1/p0
,
(2.5)
9where C depends only on d,m and Λ. 
The above inequality is a reverse Ho¨lder inequality. The problem is that it does not
hold for all range of t ∈ (0, 1). If it does, the Gehring’s inequality directly implies that
|∇uε| ∈ L2+δ(Br/2) for some δ > 0 (the usual Meyers’ estimate). To overcome this
difficulty, we will establish a “large-scale self-improving property” which is sufficient
for our application.
Let uε and p0 be as above. For t ∈ (ε∗, 1), define
Mt[F ](x) =
(  
Bt(x)
|F |p0
)1/p0
. (2.6)
Lemma 2.3. Fix t ∈ (ε∗, 1).
(i) For any s ∈ (0, t) and Bs(x) ∈ B1(0),
Mt[∇uε](x) ≤ C
(  
Bs(x)
|Mt[∇uε]|p0
)1/p0
. (2.7)
(ii) For s ∈ (t, 1) and B10s(x) ∈ B1(0),(  
Bs(x)
|Mt[∇uε]|2
)1/2
≤ C
(  
B10s(x)
|Mt[∇uε]|p0
)1/p0
(2.8)
Proof. (i) This part has nothing to do with equations and may be proved for general
F instead of ∇uε. By the definition and the Fubini’s theorem 
Bs(x)
|Mt[F ](y)|p0dy =
 
Bs(x)
 
Bt(y)
|F (z)|p0dzdy
=
 
Bs(x)
|Bt(x)|−1
ˆ
Bt+s(x)
|F (z)|p0χ{z:|z−y|≤t}dzdy
= |Bt(x)|−1
ˆ
Bt+s(x)
|F (z)|p0
 
Bs(x)
χ{y:|z−y|≤t}dydz.
(2.9)
Now, if z ∈ Bt(x) and s ∈ (0, t), then 
Bs(x)
χ{y:|z−y|≤t}dy =
|Bs(x) ∩Bt(z)|
|Bs(x)| ≥ c > 0, (2.10)
where c is an absolute constant. This implies 
Bs(x)
|Mt[F ](y)|p0dy ≥ c
 
Bt(x)
|F (y)|p0dy = c
(
Mt[F ](x)
)p0
. (2.11)
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(ii) The second part is proved by Lemma 2.2. Using the Ho¨lder inequality and the
Fubini’s theorem, we have(  
Bs(x)
|Mt[∇uε](y)|2dy
)1/2
=
(  
Bs(x)
(  
Bt(y)
|∇uε(z)|p0dz
)2/p0
dy
)1/2
≤
(  
Bs(x)
 
Bt(y)
|∇uε(z)|2dzdy
)1/2
=
(
1
|Bt(x)||Bs(x)|
ˆ
Bt+s(x)
ˆ
Bs(x)
|∇uε(z)|2χ{y:|y−z|≤t}dydz
)
.
(2.12)
Now, observe that ˆ
Bs(x)
χ{y:|y−z|≤t}dy ≤ |Bt(x)|. (2.13)
It follows from the above estimates and our assumption s > t that(  
Bs(x)
|Mt[∇uε](y)|2dy
)1/2
≤ Cd
(  
B2s(x)
|∇uε|2
)1/2
≤ C
(  
B8s(x)
|∇uε|p0
)1/p0
.
(2.14)
It suffices to show(  
B8s(x)
|∇uε|p0
)1/p
≤
(  
B10s(x)
|Mt[∇uε]|p0
)1/p0
. (2.15)
The idea is the similar as part (i). The Fubini’s theorem implies 
B10s(x)
|Mt[∇uε]|p0 =
 
B10s(x)
 
Bt(y)
|∇uε(z)|p0dzdy
= |Bt(x)|−1
ˆ
B10s+t(x)
|∇uε(z)|p0
 
B10s(x)
χ{y:|y−z|≤t}dydz
(2.16)
Now if z ∈ B8s(x) and t < sˆ
B10s(x)
χ{y:|y−z|≤t}dy = |Bt(x)|. (2.17)
This implies  
B10s(x)
|Mt[∇uε]|p0 ≥
 
B8s(x)
|∇uε(z)|p0dz. (2.18)
The proof is complete. 
Corollary 2.4 (Large-scale self-improvement). There exists δ > 0, depending only on
d,m and Λ, so that for any t ∈ [ε∗, 1] and Br(x) ∈ B1(0)(  
Br/2(x)
|Mt[∇uε]|2+δ
)1/(2+δ)
≤ C
(  
Br(x)
|∇uε|2
)1/2
. (2.19)
11
Proof. Lemma 2.3 shows that the function Mt[∇u] satisfies the reverse Ho¨lder inequal-
ity (  
Bs(x)
|Mt[∇uε]|2
)1/2
≤ C
( 
B10s(x)
|Mt[∇uε]|p0
)1/p0
, (2.20)
for all x ∈ B2r(0) and s > 0 with B10s(x) ⊂ B2r(0), where p0 = 2d/(d+ 2) < 2. Then,
the standard Gehring’s inequality (see [25, Theorem 6.38]) implies that there exists
δ > 0 (depending only on the constant C in the last inequality) so that(  
Br/2(x)
|Mt[∇uε]|2+δ
)1/(2+δ)
≤ C
(  
Br(x)
|Mt[∇uε]|2
)1/2
. (2.21)
This and the first inequality in (2.14) lead to the desired estimate. 
2.2. Approximation. Suppose Dε is an ε-scale flat domain with a modulus ζ satis-
fying (1.7). Let uε be the weak solution (1.1) in D
ε
2. Recall that uε may be extended
naturally to the entire B2 by zero-extension. For short, we denote
T ε,+r := Br ∩ {x ∈ Rd : x · n < rζ(r, ε/r)} (2.22)
and
T ε,−r := Br ∩ {x ∈ Rd : x · n < −rζ(r, ε/r)}. (2.23)
We construct an approximate solution of uε. Let wε = w
r
ε (we will drop the super-
script r for simplicity, if there is no ambiguity) be the weak solution of{
Lεwε = 0 in T ε,+r ,
wε = uε on ∂T
ε,+
r .
(2.24)
Lemma 2.5. For every r ∈ (ε, 1)(  
Br
|∇uε −∇wε|2
)1/2
≤ Cζ(r, ε/r)γ
(  
B4r
|∇uε|2
)1/2
, (2.25)
where γ = 1/2− 1/(2 + δ).
Proof. First of all, note that wε − uε ∈ H10 (T ε,+r ;Rd). Then, by testing wε − uε on the
system (2.24), we have ˆ
T ε,+r
Aε∇wε · ∇(wε − uε) = 0. (2.26)
Let φ ∈ C∞0 (Rd) is a smooth function so that φ = 1 on T ε,+r \Dεr. Then (1−φ)(wε−uε) ∈
H10 (D
ε
r;Rd). Thus, since uε is a weak solution in Dεr,ˆ
Dεr
Aε∇uε · ∇
(
(1− φ)(wε − uε)
)
= 0. (2.27)
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Combining (2.26) and (2.27), we have
ˆ
T ε,+r
Aε∇(wε − uε) · ∇(wε − uε) = −
ˆ
Dεr
Aε∇uε · ∇(φ(wε − uε)). (2.28)
Now, we choose φ properly. Observe that T ε,+r \ Dεr ⊂ T ε,+r \ T ε,−r . In view of the
definitions of T ε,+r and T
ε,−
r , then we may choose φ so that φ = 1 on T
ε,+
r \ T ε,−r and
φ = 0 in T ε,+r ∩ {x : nr · x < −2rζ(r, ε/r)}. Moreover, |∇φ| ≤ C(rζ(r, ε/r))−1.
Denote the set T ε,+r ∩ {x · nr > −2rζ(r, ε/r)} by Pr. Note that Pr is a lamina-like
region whose radius is r and thickness 3rζ(r, ε/r). Thus |Pr| ≤ Crdζ(r, ε/r). By the
ellipticity condition, we have
Λ−1
ˆ
T ε,+r
|∇wε −∇uε|2 ≤ Λ
( ˆ
Pr
|∇uε|2
)1/2( ˆ
Pr
|∇(φ(wε − uε))|2
)1/2
. (2.29)
On one hand, the Poincare´ inequality implies( ˆ
Pr
|∇(φ(wε − uε))|2
)1/2
≤ C
( ˆ
T ε,+r
|∇(wε − uε)|2
)1/2
. (2.30)
On the other hand, we estimate
J :=
(
1
|Dεr|
ˆ
Pr
|∇uε|2
)1/2
. (2.31)
Let t = rζ(r, ε/r) ≥ ε∗. By the Fubini’s theorem, Lemma 2.3 and Corollary 2.4, we
have
J ≤ C
(
1
|Dεr|
ˆ
Pr
 
Bt(x)
|∇uε(y)|2dydx
)1/2
≤ C
(
1
|Dεr|
ˆ
Pr
(  
Bt(x)
|∇uε(y)|p0dy
)2/p0
dx
)1/2
= C
(
1
|Dεr|
ˆ
Pr
|Mt[∇uε](x)|2dx
)1/2
≤ C
( |Pr|
|Dεr|
)1/2−1/(2+δ)(  
Br
|Mt[∇uε](x)|2+δdx
)1/(2+δ)
≤ Cζ(r, ε/r)γ
(  
Dε4r
|∇uε|2
)1/2
,
(2.32)
where we have used (2.4) in the last inequality.
Inserting this into (2.29) and using (2.30), we obtain the desired estimate. 
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2.3. Large-scale Caldero´n-Zygmund estimate. Recall the assumption (1.7) on ζ:
lim
t→0+
sup
r,s∈(0,t)
ζ(r, s) = 0. (2.33)
Thus, given any ρ > 0, there exists ε0 > 0, depending only on the modulus ζ, σ,Λ,m
and d, so that for any r ∈ (ε/ε0, ε0) (so we need to assume ε ≤ ε20),
ζ(r, ε/r)γ < ρ. (2.34)
Lemma 2.6. Fix t ∈ (ε/ε0, ε0). For any r ∈ (0, ε0), let r′ = max{r, 2t}. Then(  
Br/2
|Mt[∇uε]−Mt[∇wr′ε ]|2
)1/2
≤ Cρ
(  
B20r
|Mt[∇uε]|2
)1/2
, (2.35)
where wr
′
ε is the weak solution of (2.24) with r replaced by r
′.
Proof. By the triangle inequality,
|Mt[∇uε](x)−Mt[∇wr′ε ](x)| ≤
(  
Bt(x)
|∇uε −∇wr′ε |p0
)1/p0
≤
(  
Bt(x)
|∇uε −∇wr′ε |2
)1/2
.
(2.36)
Hence,(  
Br/2
|Mt[∇uε]−Mt[∇wr′ε ]|2
)1/2
≤
(  
Br/2
 
Bt(x)
|∇uε −∇wr′ε |2dx
)1/2
≤
(  
Br′
|∇uε −∇wr′ε |2
)1/2
≤ Cρ
(  
B4r′
|∇uε|2
)1/2
.
(2.37)
where we have used Lemma 2.5 and (2.34) in the last inequality. Finally, using the
same idea for (2.14) and (2.15), we have(  
B4r′
|∇uε|2
)1/2
≤ C
(  
B20r
|Mt[∇uε]|2
)1/2
. (2.38)
This completes the proof. 
Lemma 2.7. Fix t ∈ (ε/ε0, ε0). Let r ∈ (0, ε0) and r′ = max{r, 2t}. Then
‖Mt[∇wr′ε ]‖L∞(Br/4) ≤ C
(  
B8r
|Mt[∇uε]|2
)1/2
. (2.39)
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Proof. Using the large-scale Lipschitz estimate of wr
′
ε in Br′ , we have
‖Mt[∇wr′ε ]‖L∞(Br/4) ≤ C
(  
Br′
|∇wr′ε |
)1/2
≤ C
(  
Br′
|∇uε|2
)1/2
≤ C
(  
B8r
|Mt[∇uε]|2
)1/2
,
(2.40)
where we used (2.38) in the last inequality. 
Remark 2.8. The above two lemmas was proved for r ∈ (0, ε0) and Br centered at the
origin 0 ∈ ∆ε2. However, it is obvious that it can be proved for any balls center at
y ∈ ∆ε1 or at y ∈ Dε1 with B20r ∈ Dε2 (interior estimate). By the zero-extension, we see
that these two lemmas actually hold in any balls with B20r ∈ B2.
Theorem 2.9 (A real-variable argument [42]). Let B0 be a ball in Rd and F ∈ L2(αB0).
Let q > 2. Suppose that for each ball B ⊂ 2B0 with |B| ≤ c0|B0|, there exist two
measurable functions FB and RB on 2B such that |F | ≤ |FB|+ |RB| on 2B, and(  
2B
|RB|q
)1/q
≤ C1
(  
αB
|F |2
)1/2
,(  
2B
|FB|2
)1/2
≤ η
(  
αB
|F |2
)1/2
,
(2.41)
where C1 > 1, α > 2 and 0 < c0 < 1. Then for any 2 < p < q there exists η0 > 0,
depending only on C1, c0, α, p, q, with the property that if 0 ≤ η ≤ η0, then F ∈ Lp(B0)
and (  
B0
|F |p
)1/p
≤ C
(  
αB0
|F |2
)1/2
,
where C depends at most on C1, c0, α, p and q.
The following is the main result of this section which may be viewed as a large-scale
Caldero´n-Zygmund estimate.
Theorem 2.10. Given any p ∈ (2,∞), there exists a constant ε0 > 0, depending on
ζ, p,Λ,m and d, so that for any t ∈ (ε/ε0, ε0) and r ∈ (0, ε0), we have(  
Br
|Mt[∇uε]|p
)1/p
≤ C
(  
B20r
|Mt[∇uε]|2
)1/2
. (2.42)
Proof. This is a corollary of Lemma 2.6, 2.7 and Theorem 2.9. To see this, first note
that the constant C in Lemma 2.6 and 2.7 is independent of ε0 or ρ. Then we may
choose ε0 sufficiently small so that Cρ ≤ η0, where η0, depending on C and p only,
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is given by Theorem 2.9. Fix this ε0. Then Lemma 2.6 and 2.7 implies the condition
(2.41) with F = ∇uε, FB = ∇uε − ∇wr′ε and RB = ∇wr′ε , for each t ∈ (ε/ε0, ε0) and
each ball 2B = Br/4 with r ∈ (0, ε0). Hence, the desired estimate follows from Theorem
2.9. 
2.4. Improved approximation. In the following theorem, we use Theorem 2.10 to
improve the estimate in Lemma 2.5. Precisely, we improve the small exponent γ =
1/2− 1/(2 + δ) to any σ ∈ (0, 1/2).
Theorem 2.11. For any σ ∈ (0, 1/2), there exist ε0 > 0 and C > 0, depending only
on ζ, p,Λ,m and d, so that for any r ∈ (ε/ε0, ε0),(  
Br
|∇uε −∇wε|2
)1/2
≤ C{ε/r + ζ(r, ε/r)}σ(  
B20r
|∇uε|2
)1/2
, (2.43)
where wε = w
r
ε the weak solution of (2.24).
Proof. Given σ ∈ (0, 1/2), let p be given by σ = 1/2− 1/p. With this p, let ε0 be the
constant given in Theorem 2.10. As in the proof of Lemma 2.5, it suffices to improve
the estimate of J∗ in the proof of Lemma 2.5, where
J∗ :=
(
1
|Dεr|
ˆ
P ∗r
|∇uε|2
)1/2
, (2.44)
where P ∗r = T
ε,+
r ∩ {x ∈ Rd : x · nr > −2t} and t = max{ε/ε0, rζ(r, ε/r)} ∈ (ε/ε0, ε0).
Note that t ≤ r for r ∈ (ε/ε0, ε0). Now, the Fubini’s theorem and Lemma 2.3 implyˆ
P ∗r
|∇uε|2 ≤ C
ˆ
P ∗r
 
Bt/4(x)
|∇uε(y)|2dydx
≤ C
ˆ
P ∗r
(  
Bt(x)
|∇uε(y)|p0dy
)2/p0
dx
≤ C
ˆ
P ∗r
|Mt[∇uε](x)|2dx.
(2.45)
It follows that
J∗ ≤ C
( |P ∗r |
|Dεr|
)1/2−1/p(  
Br
|Mt[∇uε](x)|pdx
)1/p
≤ C(t/r)σ
(  
Dε20r
|∇uε|2
)1/2
≤ C{ε/r + ζ(r, ε/r)}σ(  
B20r
|∇uε|2
)1/2
,
(2.46)
where we have used Theorem 2.10 and the fact |P ∗r | ' trd−1. This implies the desired
result by an argument as in the proof of Lemma 2.5. 
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3. Lipschitz Estimate
3.1. Boundary geometry. Let Dε be a bounded ε-scale flat domain with 0 ∈ ∂Dε.
As usual, define Dεt = D
ε ∩ Bt(0) and ∆εt = ∂Dε ∩ Bt(0). By Definition 1.2, for any
t ∈ (ε, 1), there exists a unit “outer normal” vector nt ∈ Sd−1 such that
T ε,−t := {x ∈ Rd : x · nt < −tζ(t, ε/t)} ∩Bt(0)
⊂ Dεt ⊂ T ε,+t := {x ∈ Rd : x · nt < tζ(t, ε/t)} ∩Bt(0),
(3.1)
where ζ(t, s) is a σ-admissible modulus. This particularly implies that both T ε,−t and
T ε,+t approximate D
ε
t well at almost all scales with ε t 1. Moreover,
|T ε,+t \ T ε,−t | ≤ Cdtdζ(t, ε/t) = Cdζ(t, ε/t)|Dεt |. (3.2)
The outer normal nt of the flat boundary of T
±
t will play an important role in our
proof. Intuitively, it represents a macroscopically approximate direction perpendicular
to the boundary near 0 at t-scale and coincides with the usual outer normal if the
boundary is smooth (say, C1,α). The following lemma shows that nt changes gently
with t ∈ (ε, 1).
Lemma 3.1. Let ε ≤ s ≤ r ≤ 1, then
|nr − ns| ≤ C rζ(r, ε/r)
s
. (3.3)
The proof is a simple geometric observation and is omitted here.
3.2. Excess quantities. Let uε ∈ H1(Dε2;Rd) be the weak solution of{∇ · (Aε∇uε) = 0 in Dε2,
uε = 0 on ∆
ε
2.
(3.4)
We define two quantities Φ and H as follows: for any v ∈ H1(Dεt ;Rd)
Φ(t; v) =
1
t
(  
Dεt
|v|2
)1/2
(3.5)
and
H(t; v) =
1
t
inf
q∈Rd
( 
Dεt
|v − (nt · x)q|2
)1/2
(3.6)
Put Φ(t) = Φ(t;uε), H(t) = H(t;uε) for short. in view of the Poincare´ and Caccioppoli
inequalities, the large-scale Lipschitz estimate is equivalent to the estimate of Φ(t) for
t ∈ (ε, 1).
We need some basic properties of Φ and H. First of all, it is clear that for any r > 0
H(r) ≤ Φ(r). (3.7)
17
Using the flatness of Dε, it is not hard to see
sup
r≤s≤2r
Φ(s) ≤ CΦ(2r), (3.8)
for any r ∈ (ε, 1).
Lemma 3.2. There exists a function h : (0, 2) 7→ [0,∞) so that for any r ∈ (ε, 1)
h(r) ≤ C(H(r) + Φ(r))
Φ(r) ≤ H(r) + h(r)
sup
r≤s,t≤2r
|h(s)− h(t)| ≤ CH(2r) + Cζ(2r, ε/2r)Φ(2r).
Proof. We only prove the third inequality here and the first two inequalities are obvious.
Let qr be the vector that minimizes H(r), namely,
H(r) =
1
r
(  
Dεr
|uε − (nr · x)qr|2
)1/2
. (3.9)
Define h(r) = |qr|. Then h(r) ≤ C(H(r) + Φ(r)) ≤ CΦ(r). Now, since r ∈ (ε, 1), the
flatness condition implies that |Dεr| ' rd and |n2r · x| ≥ C > 0 in a subset of Dεr with
volume comparable to rd. Therefore, for any s, t ∈ [r, 2r], one has
|qs − qt| ≤ 1
r
(  
Dεr
|(n2r · x)(qs − qt)|2
)1/2
≤ 1
r
(  
Dεr
|uε − (n2r · x)qs)|2
)1/2
+
1
r
(  
Dεr
|uε − (n2r · x)qt)|2
)1/2
.
(3.10)
We estimate the first term. Using Lemma 3.1 and (3.8), we have
1
r
(  
Dεr
|uε − (n2r · x)qs)|2
)1/2
≤ C
r
( 
Dεs
|uε − (ns · x)qs)|2
)1/2
+ |n2r − ns||qs|
≤ C
s
inf
q∈Rd
(  
Dεs
|uε − (ns · x)q)|2
)1/2
+ Cζ(2r, ε/2r)Φ(2r)
≤ C
s
( 
Dεs
|uε − (ns · x)q2r)|2
)1/2
+ Cζ(2r, ε/2r)Φ(2r)
≤ C
2r
(  
Dε2r
|uε − (n2r · x)q2r)|2
)1/2
+ |n2r − ns||q2r|+ Cζ(2r, ε/2r)Φ(2r)
≤ CH(2r) + Cζ(2r, ε/2r)Φ(2r),
(3.11)
18 JINPING ZHUGE
The estimate for the second term of (3.10) is similar. Hence, for any s, t ∈ [r, 2r],
|h(s)− h(t)| ≤ |qs − qt| ≤ CH(2r) + Cζ(2r, ε/2r)Φ(2r), (3.12)
as desired. 
3.3. Excess decay estimate. In this subsection, we will prove a convergence rate for
the system (2.24). Since uε ∈ H1(B2r;Rd) for any r ∈ (0, 1), by the co-area formula,
without loss of generality, we may assume uε|∂T ε,+r ∈ H1(∂T ε,+r ;Rd). Moreover, note
that T ε,+r is a Lipschitz domain. Let wε = w
r
ε be the weak solution of (2.24). By a
standard result of the convergence rate in periodic homogenization [41], we have
‖wε − w0‖L2(T ε,+r ) ≤ Cr(ε/r)1/2‖∇uε‖L2(Dε2r), (3.13)
where w0 = w
r
0 is the solution of the homogenized system in T
ε,+
r :{
L0w0 = 0 in T ε,+r ,
w0 = uε on ∂T
ε,+
r .
(3.14)
Let
H˜(r, a;wε) = inf
q∈Rd
1
ar
(  
T ε,+r ∩Bar
|wε − (nr · x)q|2
)1/2
. (3.15)
By using the smoothness of w0 nearly the flat boundary, we may show
Lemma 3.3. There is a constant θ ∈ (0, 1) such that for any r ∈ (ε, 1)
H˜(r, θ;wε) ≤ 1
2
H˜(r, 1;wε) + C
(
(ε/r)1/2 + ζ(r, ε/r)
)
Φ(4r). (3.16)
Proof. By the C1,1 regularity of w0 on the flat boundary, we know
‖∇2w0‖L∞(Tr∩Br/4) + r−1‖∇w0‖L∞(Tr∩Br/4) ≤ Cr−1
(  
T ε,+r ∩Br/2
|∇w0|2
)1/2
. (3.17)
Let xr be the point on the flat boundary ∂T
ε,+
r ∩ Br so that it is the closest to the
origin. By our assumption, |xr| ≤ Crζ(r, ε/r). Clearly, since w0 is identically 0 on the
flat boundary, the tangential derivatives vanish at xr, i.e.,
(I − nr ⊗ nr)∇w0(xr) = 0. (3.18)
Hence,
∇w0(xr) = (nr ⊗ nr)∇w0(xr) = nr(nr · ∇w0(xr)). (3.19)
Consequently, by the Taylor expansion of w0 at xr
|w0(x)− w0(xr)− (x− xr) · ∇w0(xr)| ≤ C|x− xr|2‖∇2w0‖L∞(Tr∩Br/4), (3.20)
we have that for any x ∈ T ε,+r ∩Br/4
|w0(x)− (x · nr)(nr · ∇w0(xr))| ≤ C
{ |x− xr|2
r
+ |xr|
}( 
T ε,+r ∩Br/2
|∇w0|2
)1/2
. (3.21)
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Therefore, for any θ ∈ (0, r/4),
inf
q∈Rd
1
θr
(  
T ε,+r ∩Bθr
|w0 − (nr · x)q|2
)1/2
≤ (Cθ + Cθζ(r, r/ε))(  
T ε,+r ∩Br/2
|∇w0|2
)1/2
.
(3.22)
On the other hand, observe that, for any q ∈ Rd, w0− (nr · (x− xr))q is also a weak
solution, i.e., {
L0(w0 − (nr · (x− xr))q) = 0 in T ε,+r ,
w0 − (nr · (x− xr))q = 0 on ∂T ε,+r ∩Br.
(3.23)
Then, the boundary Caccioppoli inequality gives(  
T ε,+r ∩Br/2
|∇w0|2
)1/2
≤ C inf
q∈Rd
1
r
(  
T ε,+r ∩B3r/4
|w0 − (nr · (x− xr))q|2
)1/2
≤ C inf
q∈Rd
1
r
(  
T ε,+r ∩B3r/4
|w0 − (nr · x)q|2
)1/2
+
C|xr|
r2
(  
T ε,+r ∩B3r/4
|w0|2
)1/2
≤ C inf
q∈Rd
1
r
(  
T ε,+r
|w0 − (nr · x)q|2
)1/2
+ Cζ(r, ε/r)
(  
T ε,+r
|∇w0|2
)1/2
.
(3.24)
Inserting this into (3.22), we arrive at
inf
q∈Rd
1
θr
(  
T ε,+r ∩Bθr
|w0 − (nr · x)q|2
)1/2
≤ Cθ inf
q∈Rd
1
r
(  
T ε,+r
|w0 − (nr · x)q|2
)1/2
+ Cζ(r, ε/r)
(  
T ε,+r
|∇w0|2
)1/2
.
(3.25)
Using (3.13), we have
inf
q∈R
1
θr
(  
T ε,+r ∩Bθr
|wε − (nr · x)q|2
)1/2
≤ Cθ inf
q∈R
1
r
(  
T ε,+r
|wε − (nr · x)q|2
)1/2
+ C
(
(ε/r)1/2 + ζ(r, ε/r)
)(  
Dε2r
|∇uε|2
)1/2
,
(3.26)
where we also used the fact(  
T ε,+r
|∇w0|2
)1/2
≤ C
(  
T ε,+r
|∇wε|2
)1/2
≤ C
(  
T ε,+r
|∇uε|2
)1/2
. (3.27)
Choosing θ so that Cθ = 1
2
, we obtain the desired estimate. 
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Combining Theorem 2.11 and Lemma 3.3, we have
Lemma 3.4. Let σ ∈ (0, 1/2). There are θ ∈ (0, 1) and ε0 ∈ (0, 1) such that if
r ∈ (ε/ε0, ε0)
H(θr) ≤ 1
2
H(r) + C
(
ε/r + ζ(r, ε/r)
)σ
Φ(20r). (3.28)
Proof. Observe that the triangle inequality for H implies
|H(t; f)−H(t; g)| ≤ H(t; f − g), (3.29)
for any f, g ∈ L2(Dεt ;Rd). Applying this to uε and wε, we obtain
H(θr;uε) ≤ H(θr;wε) +H(θr;uε − wε)
≤ H˜(r, θ;wε) + (H(θr;wε)− H˜(r, θ;wε)) +H(θr;uε − wε)
≤ 1
2
H˜(r, 1;wε) + (H(θr;wε)− H˜(r, θ;wε)) +H(θr;uε − wε)
+ C
(
η(ε/r) + ζ(r, ε/r)
)
Φ(4r)
≤ 1
2
H(r;uελ) + (H(θr;wε)− H˜(r, θ;wε)) +
1
2
(H˜(r, 1;wε)−H(r;wε))
+H(θr;uε − wε) +H(r;uε − wε) + C
(
(ε/r)1/2 + ζ(r, ε/r)
)
Φ(4r).
(3.30)
We first estimate
I := H(θr;wε)− H˜(r, θ;wε)
=
1
θr
inf
q∈Rd
(  
Dεθr
|wε − (nθr · x)q|2
)1/2
− 1
θr
inf
q∈Rd
(  
T ε,+r ∩Bθr
|wε − (nr · x)q|2
)1/2
≤ 1
θr
inf
q∈Rd
(  
Dεθr
|wε − (nr · x)q|2
)1/2
− 1
θr
inf
q∈Rd
(  
T ε,+r ∩Bθr
|wε − (nr · x)q|2
)1/2
+
C|nr − nθr|
θr
(  
T+r
|wε|2
)1/2
.
(3.31)
Using Lemma 3.1, the Poincare´ and Caccioppoli inequalities, we see that the last term
in the above inequality is bounded by Cζ(r, ε/r)Φ(2r). Now, observe that
inf
q∈Rd
(  
Dεθr
|wε − (nr · x)q|2
)1/2
≤ |T
ε,+
r ∩Bθr|1/2
|Dεθr|1/2
inf
q∈Rd
( 
T+r ∩Bθr
|wε − (nr · x)q|2
)1/2
.
(3.32)
By the definition of T ε,+r and our assumption
|T ε,+r ∩Bθr|1/2
|Dεθr|1/2
=
(
1 +
|T ε,+r ∩Bθr \Dεθr|
|Dεθr|
)1/2
≤ 1 + Cζ(r, ε/r)1/2. (3.33)
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Consequently,
I ≤ Cζ(r, ε/r)1/2Φ(2r). (3.34)
Next, we estimate
II := H˜(r, 1;wε)−H(r;wε)
=
1
r
inf
q∈Rd
( 
T ε,+r
|wε − (nr · x)q|2
)1/2
− 1
r
inf
q∈Rd
(  
Dεr
|wε − (nr · x)q|2
)1/2
.
(3.35)
To this end, let qr be the vector so that
H(r;wε) =
1
r
(  
Dεr
|wε − (nr · x)qr|2
)1/2
. (3.36)
Recall that |qr| ≤ CΦ(2r). Hence,
1
r
inf
q∈Rd
(  
T ε,+r
|wε − (nr · x)q|2
)1/2
≤ 1
r
(  
T ε,+r
|wε − (nr · x)qr|2
)1/2
=
1
r
(  
Dεr
|wε − (nr · x)qr|2
)1/2 |Dεr|1/2
|T ε,+r |1/2
+
1
r
(
1
|T ε,+r |
ˆ
T ε,+r \Dεr
|wε − (nr · x)qr|2
)1/2
.
(3.37)
Note that Dεr ⊂ T ε,+r and T ε,+r \Dεr ⊂ T ε,+r \ T ε,+r . The Poincare´ inequality implies(ˆ
T ε,+r \Dεr
|wε|2
)1/2
≤ Crζ(r, ε/r)
( ˆ
T ε,+r \T ε,−r
|∇wε|2
)1/2
. (3.38)
Combining this with (3.37) and the estimate of |qr|, we obtain
1
r
inf
q∈Rd
(  
T ε,+r
|wε − (nr · x)q|2
)1/2
≤ 1
r
(  
Dεr
|wε − (nr · x)qr|2
)1/2
+ Cζ(r, ε/r)Φ(2r),
(3.39)
which yields
II ≤ Cζ(r, ε/r)Φ(2r). (3.40)
Finally, we estimate H(r;uε − wε), while the estimate of H(θr;uε − wε) is similar.
Indeed, using Theorem 2.11 and the Poincare´ inequality, we have that for any r ∈
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(ε/ε0, ε0),
H(r;uε − wε) = 1
r
inf
q∈Rd
(  
Dεr
|uε − wε − (nr · x)q|2
)1/2
≤ 1
r
(  
Dεr
|uε − wε|2
)1/2
≤ C(ε/r + ζ(r, ε/r))σ(  
Dε20r
|∇uε|2
)1/2
≤ C(ε/r + ζ(r, ε/r))σΦ(8r),
(3.41)
where σ ∈ (0, 1/2). Combining this with (3.30) and the estimates of I and II, we
obtain the desired estimate. 
3.4. Iteration. To prove the main theorem, we need an iteration lemma which gener-
alizes [41, Lemma 8.5].
Lemma 3.5. Suppose η : (0, 1]× (0, 1] 7→ [0, 1] is an admissible modulus. Let H,Φ, h :
(0, 2] 7→ [0,∞) be nonnegative functions. Suppose that there exist θ ∈ (0, 1/4), ε0 ∈
(0, θ) and C0 > 0 so that H,Φ and h satisfy:
• for every r ∈ (ε/ε0, ε0),
H(θr) ≤ 1
2
H(r) + C0
{
η(r, ε/r)
}
Φ(20r) (3.42)
• for every r ∈ (ε, 1),
H(r) ≤ C0Φ(r) (3.43a)
h(r) ≤ C0
(
H(r) + Φ(r)
)
(3.43b)
Φ(r) ≤ C0
(
H(r) + h(r)
)
(3.43c)
sup
r≤t≤2r
Φ(t) ≤ C0Φ(2r) (3.43d)
sup
r≤s,t≤2r
|h(s)− h(t)| ≤ C0H(2r) (3.43e)
Then ˆ 1
ε
H(r)
r
dr + sup
ε≤r≤1
Φ(r) ≤ CΦ(2), (3.44)
where C depends on the parameters except ε.
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Proof. We start from an estimate of h. The assumption (3.43e) on h implies h(r) ≤
h(2r) + CH(2r). Hence, given any t ∈ (ε, 1)ˆ 1
t
h(r)
r
dr ≤
ˆ 1
t
h(2r)
r
dr + C0
ˆ 1
t
H(2r)
r
dr
=
ˆ 2
2t
h(r)
r
dr + C0
ˆ 2
2t
H(r)
r
dr.
(3.45)
It follows from (3.43b), (3.43a) and (3.43d) in sequence thatˆ 2t
t
h(r)
r
dr ≤ CΦ(2) + C
ˆ 2
2t
H(r)
r
dr. (3.46)
Hence, by using (3.43e) again, for every t ∈ (ε, 1),
h(t) ≤ CΦ(2) + C
ˆ 2
t
H(r)
r
dr. (3.47)
Let α ∈ (0, ε0) be a small number to be determined. Without loss of generality,
assume ε < α2 ≤ ε20. Integrating (3.43a) over the interval [ε/α, α] ⊂ [ε/ε0, ε0], we haveˆ α
ε/α
H(θr)
r
dr ≤ 1
2
ˆ α
ε/α
H(r)
r
dr + C0
ˆ α
ε/α
η(r, ε/r)Φ(20r)
dr
r
. (3.48)
Using the condition (3.43c), we haveˆ α
ε/α
η(r, ε/r)Φ(20r)
dr
r
≤ C0
ˆ α
ε/α
η(r, ε/r)(H(20r) + h(20r))
dr
r
. (3.49)
Now, we observe that (3.47) impliesˆ α
ε/α
η(r, ε/r)H(20r)
dr
r
≤
(
sup
r,s∈(0,α)
η(r, s)
)ˆ α
ε/α
H(20r)
dr
r
=
(
sup
r,s∈(0,α)
η(r, s)
)ˆ 20α
20ε/α
H(r)
dr
r
,
(3.50)
and ˆ α
ε/α
η(r, ε/r)h(20r)
dr
r
≤ CΦ(2)
ˆ α
ε/α
η(r, ε/r)
dr
r
+ C
ˆ α
ε/α
η(r, ε/r)
ˆ 2
20r
H(s)
s
dsdr.
(3.51)
Combining the last four inequalities, we obtainˆ θα
θε/α
H(r)
r
dr
≤ CΦ(2) +
[
1
2
+ C
{
sup
r,s∈(0,α)
η(r, s) + sup
ε∈(0,α2)
ˆ α
ε/α
η(r, ε/r)
dr
r
}]ˆ 2
ε/α
H(r)
r
dr
(3.52)
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Now, by the hypothesis of η, namely, η is an admissible modulus, we may choose
and fix an α sufficiently small so that
1
2
+ C
{
sup
r,s∈(0,α)
η(r, s) + sup
ε∈(0,α2)
ˆ α
ε/α
η(r, ε/r)
dr
r
}
≤ 3
4
. (3.53)
It is quite important to note that α is independent of ε. Consequently, it follows from
(3.52) that ˆ 2
θε/α
H(r)
r
dr ≤ CΦ(2) + 3
ˆ 2
θα
H(r)
r
dr ≤ CΦ(2), (3.54)
where we also used (3.43a) and (3.43d) in the last inequality. Of course, the constant C
above depends on θ and α. This is harmless since they are fixed constants independent
of ε. In view of (3.47), this gives
h(r) ≤ CΦ(2), for any r ∈ (θε/α, 2). (3.55)
Therefore, for any t ∈ (θε/α, 2), by (3.43d), (3.54) and (3.55),ˆ 2t
t
Φ(r)
r
dr ≤ C0
ˆ 2t
t
H(r)
r
dr + C0
ˆ 2t
t
h(r)
r
dr ≤ CΦ(2). (3.56)
In view of (3.43d) again, this implies that
Φ(r) ≤ CΦ(2), for any r ∈ (θε/α, 2). (3.57)
Note that (3.54) and (3.57) almost give the desired estimate (3.44), except for the
uncovered interval (ε, θε/α). However, since θ/α is a fixed number depending only on
C0, ε0 and η, by repeatedly using (3.43d) finitely many times, we recover the estimate
(3.57) for r ∈ (ε, θε/α). Also, using (3.43b), we recover
ˆ θε/α
ε
H(r)
r
dr ≤ C0
ˆ θε/α
ε
Φ(r)
r
dr ≤ C0(θ/α− 1) sup
r∈(ε,θε/α)
Φ(r) ≤ CΦ(2). (3.58)
This completes the proof. 
Proof of Theorem 1.3. Let Φ and H be defined as in (3.5) and (3.6). Let h be given in
Lemma 3.2. Define
H∗(r) = H(r) + ζ(r, ε/r)Φ(r). (3.59)
Then, one sees from Lemma 3.2 and 3.4 that Φ, H∗ and h satisfy the hypothesis of
Lemma 3.5 (with H replaced by H∗) with η(r, s) = sσ + ζ(r, s)σ + ζ(θr, ε/(θr)) for
r ∈ (ε, 1). Now, since ζ is a σ-admissible modulus, then η(r, s) is an admissible
modulus and Lemma 3.5 implies
sup
ε≤r≤1
Φ(r) ≤ CΦ(1). (3.60)
Finally, the Poincare´ and the Caccioppoli inequalities lead to the desired estimate. 
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4. Local ε-scale Convexity
The ε-scale flat domains do not include convex domains in which the boundary
Lipschitz estimate actually exists for scalar elliptic equations due to the maximum
(comparison) principle. In this section we consider the domains that are “nearly con-
vex” at a certain point above ε-scale. This particularly covers both the ε-scale flat
domains and the convex domains.
Definition 4.1. Let Dε be a domain and 0 ∈ ∂Dε. We say that Dε is ε-scale convex
at 0 in the neighborhood DεR(0) with a modulus ζ, if there exists a domain Q
ε, such
that DεR ⊂ Qε, 0 ∈ ∂Qε and Qε is ε-scale flat with modulus ζ.
Suppose uε ∈ H1(Dε2) is a weak solution of (1.1) in Dε2. Again, we extend uε
to a function in H1(B2) by zero-extension. By [26, Lemma 7.6], we know |uε| ∈
H1(B2), ‖uε‖H1(B2) = ‖|uε|‖H1(B2) and particularly |uε| ∈ H1/2(∂B2). Now, let Qε be
given as in Definition 4.1 and Qεt = Q
ε ∩Bt(0). Let wε be the weak solution of{Lεwε = 0 in Qε2,
wε = |uε| on ∂Qε2.
(4.1)
To see the well-posedness of the above equation, we let vε be the weak solution of{∇ · Aε∇vε = −∇ · Aε∇(|uε|) in Qε2,
vε = 0 on ∂Q
ε
2.
(4.2)
Clearly, this vε exists because of the Lax-Milgram theorem. Then, wε = vε + |uε|
solves (4.1). Moreover, the energy estimate gives ‖wε‖H1(Qε2) ≤ C‖uε‖H1(Dε2). Now, the
maximal principle implies wε ≥ 0 in Qε2. Since −wε = −|uε| ≤ uε ≤ |uε| = wε on ∂Dε2,
the maximal principle yields
|uε(x)| ≤ wε(x), for any x ∈ Dε2. (4.3)
Now, suppose ∂Qε is ε-scale flat with a σ-admissible modulus ζ for some σ ∈ (0, 1/2).
Note that in this case, |Qεt | ' |Bt \ Qεt | ' td. Then Theorem 1.3 implies that for any
r ∈ (ε, 1)
1
2r
(  
Qε2r
|wε|2
)1/2
≤ C
(  
Qε2r
|∇wε|2
)1/2
≤ C
( 
Qε2
|∇wε|2
)1/2
≤ C
(ˆ
Dε2
|∇uε|2
)1/2
,
where we have used the Poincare´ inequality and the fact |Qε2| ' 1. Now, in view of
(4.3) and the Caccioppoli inequality, we have( ˆ
Dεr
|∇uε|2
)1/2
≤ C
r
( ˆ
Dε2r
|uε|2
)1/2
≤ C
r
(ˆ
Qε2r
|wε|2
)1/2
≤ Crd/2
( ˆ
Dε2
|∇uε|2
)1/2
.
(4.4)
This proves the following theorem.
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Theorem 4.2. Suppose Dε is ε-scale convex at 0 in Dε2(0) with a σ-admissible modulus
ζ for some σ ∈ (0, 1/2). Then, for every r ∈ (ε, 1),( ˆ
Dεr
|∇uε|2
)1/2
≤ Crd/2
( ˆ
Dε2
|∇uε|2
)1/2
, (4.5)
where C depends only on ζ, d,m and Λ.
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