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Abstract
This paper presents boundary observer design for space and time
dependent reaction-advection-diffusion equations using backstepping
method. The method uses only a single measurement at the boundary
of the systems. The existence of the observer kernel equation is proved
using the method of successive approximation.
1 Introduction
Many physical phenomena can be described by partial differential equa-
tions (PDEs). Some examples include model of flexible cable in an overhead
crane [1], automated managed pressure drilling [2, 3, 4], and battery man-
agement systems [5, 6]. Stabilization of PDEs with boundary control is
considered as a challenging topic. After the introducing of the backstep-
ping method, it becomes an emerging area [7]. The backstepping method
has been successfully used for estimation and control of many PDEs, such
as the Korteweg-de Vries equation [8, 9], Benjamin-Bona-Mahony equation
[10], Schrodinger equation [11], Ginzburg-Landau equation [12], and 2×2
linear hyperbolic PDEs [13, 14]. In engineering, the backstepping method
can be found in several applications, such as in gas coning control [15],
flow control in porous media [16], slugging control in drilling [17], and lost
circulation control [18, 19].
In spite of the fact that the infinite-dimensional backstepping is lim-
ited to Volterra nonlinearities [20, 21], local stabilization of nonlinear PDE
systems shows promising results in recent years. As an example, feedback
control design for a 2×2 quasilinear hyperbolic PDEs is presented in [22]. An
early research on control of Burgers’ equation may be found in [23]. In the
paper, the authors derived the nonlinear boundary control laws that achieve
1
global asymptotic stability using Lyapunov method. In [24], the unstable
shock-like equilibrium profiles of the viscous Burgers equation was stabi-
lized using control at the boundaries. Recent results on control of Burgers’
equation could be found in [25, 26, 27]. In [28], a linear coupled hyperbolic
PDE-ODE system is studied. Other works in control of coupled PDE-ODE
systems include control with Neumann interconnections [29], coupled ODE-
Schrodinger equation [30], and adaptive control of PDE-ODE cascade sys-
tems with uncertain harmonic disturbances [31]. Other researchers studied
coupled systems of linear PDE-ODE systems [32, 33, 34] and nonlinear ODE
and linear PDE cascade systems [35].
In this paper, we consider boundary observer design for a reaction-
advection-diffusion (RAD) equation with variable coefficients in space and
time. The RAD equation can be used to model chemical and biological
processes in flowing medium, e.g., fluid flow through porous medium. The
evolution equation combines three processes and can be derived from mass
balances equation.
2 Problem Formulation
We consider the following space and time dependent reaction-advection-
diffusion equations with mixed boundary conditions
∂u
∂t
(r, t) = D(r, t)
∂2u
∂r2
(r, t) + b(r, t)
∂u
∂r
(r, t) + φ(r, t)u(r, t) (1)
u(0, t) = 0 (2)
∂u
∂r
(1, t) = u(1, t) + U(t) (3)
where u(r, t) is the system state, r ∈ [0, 1] is the spatial variable, and t ∈
[0,∞) is the time variable. The coefficients for diffusion, advection, and reac-
tion, are denoted byD(r, t) ∈ C2,1 ((0, 1) × (0,∞)), b(r, t) ∈ C1,1 ((0, 1) × (0,∞)),
and φ(r, t) ∈ C ((0, 1) × (0,∞)), respectively. We assume these coefficients
and the input function U(t) are known, and in particular D(r, t) > 0. To
simplify the equation, the advection term ∂u
∂r
can be eliminated using a sim-
ple transformation. Let us define a new state variable
c(r, t) = u(r, t)e
∫ r
0
b(τ,t)
2D(τ,t)
dτ
(4)
2
The derivatives of (4) with respect to t and r are given by
∂u
∂t
(r, t) =
∂c
∂t
(r, t)e
−
∫ r
0
b(τ,t)
2D(τ,t)
dτ
−
(
1
2
∫ r
0
∂
∂t
(
b(τ, t)
D(τ, t)
)
dτ
)
c(r, t)e
−
∫ r
0
b(τ,t)
2D(τ,t)
dτ
(5)
∂u
∂r
(r, t) =
∂c
∂r
(r, t)e
−
∫ r
0
b(τ,t)
2D(τ,t)
dτ
−
b(r, t)
2D(r, t)
c(r, t)e
−
∫ r
0
b(τ,t)
2D(τ,t)
dτ
(6)
∂2u
∂r2
(r, t) =
∂2c
∂r2
(r, t)e
−
∫ r
0
b(τ,t)
2D(τ,t)
dτ
−
b(r, t)
D(r, t)
∂c
∂r
(r, t)e
−
∫ r
0
b(τ,t)
2D(τ,t)
dτ
+
b(r, t)2
4D(r, t)2
c(r, t)e
−
∫ r
0
b(τ,t)
2D(τ,t)
dτ
−
1
2
(
br(r, t)
D(r, t)
−
b(r, t)Dr(r, t)
D(r, t)2
)
c(r, t)e
−
∫ r
0
b(τ,t)
2D(τ,t)
dτ
(7)
Substituting these equations into (1)-(3), yields
∂c
∂t
(r, t) = D(r, t)
∂2c
∂r2
(r, t) + λ(r, t)c(r, t) (8)
c(0, t) = 0 (9)
∂c
∂r
(1, t) = H(t)c(1, t) +M(t) (10)
where
λ(r, t) = φ(r, t) −
b(r, t)2
4D(r, t)
−
br(r, t)
2
+
b(r, t)Dr(r, t)
2D(r, t)
+
1
2
∫ r
0
∂
∂t
(
b(τ, t)
D(τ, t)
)
dτ (11)
M(t) = U(t)e
∫ 1
0
b(τ,t)
2D(τ,t)
dτ
(12)
H(t) = 1 +
b(1, t)
2D(1, t)
(13)
The objective is to estimate the state c(r, t) using only one boundary mea-
surement c(1, t).
3 Boundary Observer Design
We design the state observer for (8)-(10) as the copy of the plant plus an
output injection term as follow
∂cˆ
∂t
(r, t) = D(r, t)
∂2cˆ
∂r2
(r, t) + λ(r, t)cˆ(r, t) + p1(r, t) (c(1, t) − cˆ(1, t))(14)
cˆ(0, t) = 0 (15)
∂cˆ
∂r
(1, t) = H(t)cˆ(1, t) +M(t) + p10(t) (c(1, t) − cˆ(1, t)) (16)
3
where p1(r, t) and p10(t) are observer gains to be determined later. If we
define c˜(r, t) = c(r, t)− cˆ(r, t), then the error system is given by
∂c˜
∂t
(r, t) = D(r, t)
∂2c˜
∂r2
(r, t) + λ(r, t)c˜(r, t) − p1(r, t)c˜(1, t) (17)
c˜(0, t) = 0 (18)
∂c˜
∂r
(1, t) = H(t)c˜(1, t) − p10(t)c˜(1, t) (19)
We employ a Volterra integral transformation
c˜(r, t) = w˜(r, t)−
∫ 1
r
p(r, s, t)w˜(s, t) ds (20)
to transform the error system (17)-(19) into the following target system
∂w˜
∂t
(r, t) = D(r, t)
∂2w˜
∂r2
(r, t) + µw˜(r, t) (21)
w˜(0, t) = 0 (22)
∂w˜
∂r
(1, t) = −
1
2
w˜(1, t) (23)
where the free parameter µ can be used to set the desired rate of stability.
The transformation (20) is invertible and the transformation kernel p(r, s, t)
is used to find the observer gains p1(r, t) and p10(t).
Lemma 1. The error system (21)-(23) is exponentially stable in the L2(0, 1)-
norm under the condition
µ < −
{
max |Drr(r, t)|
2
+
D2m
min |D(r, t)|
}
(24)
where
Dm = max
{
0,−
(
D(1, t) +Dr(1, t)
2
)}
(25)
Proof. Consider the following Lyapunov function
W (t) =
1
2
∫ 1
0
w˜(r, t)2 dr (26)
The derivative of (26) with respect to t along (21)-(23) is
W˙ (t) = −
(
D(1, t) +Dr(1, t)
2
)
w˜(1, t)2 −
∫ 1
0
D(r, t)
(
∂w˜
∂r
(r, t)
)2
dr
+
∫
1
0
(
Drr(r, t)
2
+ µ
)
w˜(r, t)2 dr (27)
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Using Young’s and Poincare’s inequalities, we have
W˙ (t) ≤ Dmw˜(1, t)
2 −
∫ 1
0
D(r, t)
(
∂w˜
∂r
(r, t)
)2
dr
+
∫ 1
0
(
max |Drr(r, t)|
2
+ µ
)
w˜(r, t)2 dr (28)
≤
∫
1
0
(
max |Drr(r, t)|
2
+
D2m
min |D(r, t)|
+ µ
)
w˜(r, t)2 dr (29)
where Dm is given by (25). Choosing µ as in (24) completes the proof.
Let us calculate the derivative of (20) with respect to r
∂c˜
∂r
(r, t) =
∂w˜
∂r
(r, t) + p(r, r, t)w˜(r, t)−
∫
1
r
pr(r, s, t)w˜(s, t) ds (30)
∂2c˜
∂r2
(r, t) =
∂2w˜
∂r2
(r, t) +
d
dr
p(r, r, t)w˜(r, t) + p(r, r, t)
∂w˜
∂r
(r, t)
+pr(r, r, t)w˜(r, t) −
∫ 1
r
prr(r, s, t)w˜(s, t) ds (31)
Furthermore, we calculate the derivative of (20) with respect to t
∂c˜
∂t
(r, t) = D(r, t)
∂2w˜
∂r2
(r, t) + µw˜(r, t)−
∫ 1
r
µp(r, s, t)w˜(s, t) ds
−p(r, 1, t)D(1, t)
∂w˜
∂r
(1, t) + p(r, r, t)D(r, t)
∂w˜
∂r
(r, t)
+ (p(r, 1, t)D(1, t))s w˜(1, t)− (p(r, r, t)D(r, t))s w˜(r, t)
−
∫
1
r
(p(r, s, t)D(s, t))ss w˜(s, t) ds
−
∫ 1
r
pt(r, s, t)w˜(s, t) ds (32)
Substituting (31) and (32) into (17)-(19), the following system need to be
satisfied
pt(r, s, t) = D(r, t)prr(r, s, t) − (D(s, t)p(r, s, t))ss
− (µ− λ(r, t)) p(r, s, t) (33)
d
dr
p(r, r, t) = −
Dr(r, t)
2D(r, t)
p(r, r, t) +
(µ− λ(r, t))
2D(r, t)
(34)
p(0, s, t) = 0 (35)
Furthermore, the state observer gains are obtained as
p1(r, t) = −
1
2
p(r, 1, t)D(1, t) − (p(r, 1, t)D(1, t))s (36)
p10(t) =
1
2
+H(t)− p(1, 1, t) (37)
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The second boundary condition (34) can be simplified further. First,
multiplying it by
√
2D(r, t), we have
√
2D(r, t)
d
dr
p(r, r, t) +
Dr(r, t)√
2D(r, t)
p(r, r, t) =
µ− λ(r, t)√
2D(r, t)
(38)
alternatively, this equation can be written as
d
dr
(√
2D(r, t)p(r, r, t)
)
=
µ− λ(r, t)√
2D(r, t)
(39)
Integrating the equation above, and from the fact that p(0, 0, t) = 0, the
kernel equation become
pt(r, s, t) = D(r, t)prr(r, s, t) − (D(s, t)p(r, s, t))ss
− (µ− λ(r, t)) p(r, s, t) (40)
p(r, r, t) =
1
2
√
D(r, t)
∫ r
0
µ− λ(τ, t)√
D(τ, t)
dτ (41)
p(0, s, t) = 0 (42)
The result from this section could be stated as follow.
Theorem 1. Let p(r, s, t) be the solution of system (40)-(42). Then for any
initial condition c˜0(r) ∈ L
2(0, 1) system (17)-(19) with p1(r, t) and p10(t) are
given by (36) and (37), respectively, has a unique classical solution c˜(r, t) ∈
C
2,1 ((0, 1) × (0,∞)). Additionally, the origin c˜(r, t) ≡ 0 is exponentially
stable in the L2(0, 1)-norm.
4 Proof of Theorem 1
The existence of a kernel function satisfy (40)-(42) is hard to be proved
due to the state dependency of of the diffusion coefficient, as can be seen
from the second term of the right hand side of (40). In order to handle
this problem, we can change the equation (40) into a standard form. Let us
define
p˘(r¯, s¯, t) = D(s, t)p(r, s, t) (43)
r¯ = φ(r) =
√
D(0, t)
∫ r
0
1√
D(τ, t)
dτ (44)
s¯ = φ(s) =
√
D(0, t)
∫ s
0
1√
D(τ, t)
dτ (45)
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Using these definitions, we compute1
p˘t = D(s, t)pt +
Dt(s, t)
D(s, t)
p˘ (46)
p˘r¯ = D(s, t)pr
√
D(r, t)√
D(0, t)
(47)
p˘r¯r¯ = D(s, t)prr
D(r, t)
D(0, t)
+
Dr(r, t)
2
√
D(r, t)D(0, t)
p˘r¯ (48)
p˘s¯ = Ds(s, t)p
√
D(s, t)√
D(0, t)
+D(s, t)ps
√
D(s, t)√
D(0, t)
(49)
p˘s¯s¯ = Dss(s, t)p
D(s, t)
D(0, t)
+ 2Ds(s, t)ps
D(s, t)
D(0, t)
+D(s, t)pss
D(s, t)
D(0, t)
+
Ds(s, t)
2
√
D(s, t)D(0, t)
p˘s¯ (50)
Rearrange (46), (48), and (50), we have(
p˘t −
Dt(s, t)
D(s, t)
p˘
)
1
D(s, t)
= pt (51)(
p˘r¯r¯ −
Dr(r, t)
2
√
D(r, t)D(0, t)
p˘r¯
)
D(0, t)
D(s, t)
= D(r, t)prr (52)
(
p˘s¯s¯ −
Ds(s, t)
2
√
D(s, t)D(0, t)
p˘s¯
)
D(0, t)
D(s, t)
= (D(s, t)p)ss (53)
Plugging (51)-(53) into (40), we have
p˘t = D(0, t) (p˘r¯r¯ − p˘s¯s¯) +
(
Dt(s, t)
D(s, t)
− (µ− λ(r, t))
)
p˘
−
(
Dr(r, t)
2
√
D(0, t)
D(r, t)
p˘r¯ −
Ds(s, t)
2
√
D(0, t)
D(s, t)
p˘s¯
)
(54)
The boundary conditions become
p˘(r¯, r¯, t) =
1
2
√
D(r, t)
D(0, t)
∫ r¯
0
(
µ− λ(φ−1(τ), t)
)
dτ (55)
p˘(0, s¯, t) = 0 (56)
The advection term in (54) can be eliminated like in the second section of
this paper using the following transformation
p¯(r¯, s¯, t) = (D(r, t)D(s, t))−
1
4 p˘(r¯, s¯, t) (57)
1for simplicity p˘ = p˘(r¯, s¯, t) and p = p(r, s, t).
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Computing the derivatives of (57) with respect to t, r¯, and s¯, we have2
p¯t = (D(r, t)D(s, t))
− 1
4 p˘t −
1
4D(r, t)D(s, t)
∂
∂t
(D(r, t)D(s, t)) p¯ (58)
p¯r¯ = (D(r, t)D(s, t))
− 1
4 p˘r¯ −
Dr(r, t)
4
√
D(r, t)D(0, t)
p¯ (59)
p¯r¯r¯ = (D(r, t)D(s, t))
−
1
4 p˘r¯r¯ −
Dr(r, t)
2
√
D(r, t)D(0, t)
p¯r¯
−
(
1
4
∂
∂r
(
Dr(r, t)√
D(r, t)
)
1√
D(0, t)
+
Dr(r, t)
2
16D(r, t)D(0, t)
)
p¯ (60)
p¯s¯ = (D(r, t)D(s, t))
− 1
4 p˘s¯ −
Ds(s, t)
4
√
D(s, t)D(0, t)
p¯ (61)
p¯s¯s¯ = (D(r, t)D(s, t))
− 1
4 p˘s¯s¯ −
Ds(s, t)
2
√
D(s, t)D(0, t)
p¯s¯
−
(
1
4
∂
∂s
(
Ds(s, t)√
D(s, t)
)
1√
D(0, t)
+
Ds(s, t)
2
16D(s, t)D(0, t)
)
p¯ (62)
Rearrange (58), (60), and (62), we have
p˘t = (D(r, t)D(s, t))
1
4
(
p¯t +
1
4D(r, t)D(s, t)
∂
∂t
(D(r, t)D(s, t)) p¯
)
(63)
p˘r¯r¯ = (D(r, t)D(s, t))
1
4
(
p¯r¯r¯ +
Dr(r, t)
2
√
D(r, t)D(0, t)
p¯r¯
)
+L(r, t) (D(r, t)D(s, t))
1
4 p¯ (64)
p˘s¯s¯ = (D(r, t)D(s, t))
1
4
(
p¯s¯s¯ +
Ds(s, t)
2
√
D(s, t)D(0, t)
p¯s¯
)
+L(s, t) (D(r, t)D(s, t))
1
4 p¯ (65)
where
L(y, t) =
1
4
∂
∂y
(
Dy(y, t)√
D(y, t)
)
1√
D(0, t)
+
Dy(y, t)
2
16D(y, t)D(0, t)
(66)
Substituting (63)-(65) into (54), we have
p¯t(r¯, s¯, t) = D(0, t) (p¯r¯r¯(r¯, s¯, t)− p¯s¯s¯(r¯, s¯, t)) + λ¯(r, s, t)p¯(r¯, s¯, t) (67)
2for simplicity p¯ = p¯(r¯, s¯, t).
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where
λ¯(r, s, t) = −
Dr(r, t)
2
8D(r, t)
+
Ds(s, t)
2
8D(s, t)
+D(0, t) (L(r, t)− L(s, t))
−
1
4D(r, t)D(s, t)
∂
∂t
(D(r, t)D(s, t)) +
Dt(s, t)
D(s, t)
−(µ− λ(r, t)) (68)
The boundary conditions become
p¯(r¯, r¯, t) =
1
2
√
D(0, t)
∫ r¯
0
(
µ− λ(φ−1(τ), t)
)
dτ (69)
p¯(0, s¯, t) = 0 (70)
We prove the existence of a kernel function satisfy (67) with boundary
conditions (69)-(70) using the method of successive approximation. First,
we convert the differential equation into an integral equation. We introduce
the following change of variables
p¯(r¯, s¯, t) = ψ(ξ, η, t) (71)
ξ = r¯ + s¯ (72)
η = r¯ − s¯ (73)
This transformations give
p¯r¯(r¯, s¯, t) = ψξ(ξ, η, t) + ψη(ξ, η, t) (74)
p¯r¯r¯(r¯, s¯, t) = ψξξ(ξ, η, t) + 2ψξη(ξ, η, t) + ψηη(ξ, η, t) (75)
p¯s¯(r¯, s¯, t) = ψξ(ξ, η, t) − ψη(ξ, η, t) (76)
p¯s¯s¯(r¯, s¯, t) = ψξξ(ξ, η, t) − 2ψξη(ξ, η, t) + ψηη(ξ, η, t) (77)
Thus, from (67) and (69)-(70) we have
ψξη(ξ, η, t) =
1
4D(0, t)
(
ψt(ξ, η, t) − λ¯(φ
−1(ξ, η), t)ψ(ξ, η, t)
)
(78)
ψ(ξ, 0, t) =
1
2
√
D(0, t)
∫ ξ
2
0
(
µ− λ(φ−1(τ), t)
)
dτ (79)
ψ(ξ,−ξ, t) = 0 (80)
Integrating (78) with respect to η from 0 to η, we get
ψξ(ξ, η, t) =
1
4
√
D(0, t)
(
µ− λ
(
φ−1
(
ξ
2
)
, t
))
+
1
4D(0, t)
∫ η
0
(
ψt(ξ, s, t)− λ¯(φ
−1(ξ, s), t)ψ(ξ, s, t)
)
ds(81)
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Next, integrating the above equation with respect to ξ from −η to ξ, yields
ψ(ξ, η, t) =
1
4
√
D(0, t)
(
µ− λ
(
φ−1
(
ξ
2
)
, t
))
(ξ + η)
+
1
4D(0, t)
∫ ξ
−η
∫ η
0
ψ¯t(τ, s, t) dsdτ (82)
where
ψ¯t(τ, s, t) = ψt(τ, s, t)− λ¯(φ
−1(τ, s), t)ψ(τ, s, t) (83)
We are ready to prove the existence of a kernel function satisfy (82) using
the method of successive approximation. Let us set up the recursive formula
for (82) as follow
ψ0(ξ, η, t) =
1
4
√
D(0, t)
(
µ− λ
(
φ−1
(
ξ
2
)
, t
))
(ξ + η)
≪ C
(
1−
t
tf
)−1
(ξ + η) (84)
ψn+1(ξ, η, t) =
1
4D(0, t)
∫ ξ
−η
∫ η
0
ψ¯nt (τ, s, t) dsdτ (85)
for t < tf , C > 0, and n ≥ 0. The symbol ≪ denotes domination. If (85)
converges, the solution can be written as follows
ψ(ξ, η, t) =
∞∑
n=0
ψn(ξ, η, t) (86)
For n = 1, we have
ψ1(ξ, η, t) ≪ CC0
(
1−
t
tf
)−2
ξη (ξ + η)
2
(87)
where
C0 = max
t0≤t≤tf
∣∣∣∣ 14D(0, t)
∣∣∣∣ (88)
Using induction, we have
ψn(ξ, η, t) ≪ CCn0
(
1−
t
tf
)−n−1
ξnηn (ξ + η)
(n+ 1)!
(89)
Therefore, the series (86) could be proved to be absolutely and uniformly
convergent.
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