Abstract-Network communities refer to groups of vertices within which their connecting links are dense but between which they are sparse. A network community mining problem (or NCMP for short) is concerned with the problem of finding all such communities from a given network. A wide variety of applications can be formulated as NCMPs, ranging from social and/or biological network analysis to web mining and searching. So far, many algorithms addressing NCMPs have been developed and most of them fall into the categories of either optimization based or heuristic methods. Distinct from the existing studies, the work presented in this paper explores the notion of network communities and their properties based on the dynamics of a stochastic model naturally introduced. In the paper, a relationship between the hierarchical community structure of a network and the local mixing properties of such a stochastic model has been established with the large-deviation theory. Topological information regarding to the community structures hidden in networks can be inferred from their spectral signatures. Based on the above-mentioned relationship, this work proposes a general framework for characterizing, analyzing, and mining network communities. Utilizing the two basic properties of metastability, i.e., being locally uniform and temporarily fixed, an efficient implementation of the framework, called the LM algorithm, has been developed that can scalably mine communities hidden in large-scale networks. The effectiveness and efficiency of the LM algorithm have been theoretically analyzed as well as experimentally validated.
variety of applications can be represented as NCMPs, ranging from social network analysis [1] , [2] , [3] , [4] , biological network analysis [10] , [11] , [12] , [13] , [14] , [15] to web mining and web searching [16] , [17] , [18] , [19] . Thus, how to effectively and efficiently solve such NCMPs is of fundamental importance for both theoretical research and practical applications.
Related Work
Many methods addressing NCMPs have been developed. In view of the fact that the NCMP is an application-oriented problem, i.e., what structure should be mined will depend on specific applications, it can be stated that all the proposed methods for NCMPs have been heuristic in nature. That is to say, their methodologies would rely more or less on human intuitive observations. So far, most of the existing methods can be classified into two main categories, in terms of whether or not explicit optimization objectives are being used.
The methods with explicit optimization objectives solve an NCMP by transforming it into an optimization problem and trying to find an optimal solution for a predefined objective function, such as different kinds of cut criteria adopted by different spectral methods [5] , [6] , [7] , [8] , [9] , the evaluation function used in the Kernighan-Lin algorithm [20] , the Q function proposed by Newman [21] and employed in several algorithms [7] , [11] , [15] , [21] , [22] , [23] , the energy function of a Potts model with multiple states [24] , and the likelihood of a hierarchical random graph [25] .
On the other hand, the methods without using explicit optimization objectives solve the NCMP based on predefined assumptions or heuristic rules. For example, the heuristic rule used in the maximum flow community (MFC) algorithm [16] is that the "flows" through intercommunity links should be larger than those of intracommunity links. Similarly, the heuristic rule employed by the GN algorithm [1] is that the "edge betweenness" of intercommunity links should be larger than that of intracommunity links. The Wu-Huberman algorithm [26] , Clique Percolation method [2] , the Radicchi algorithm [27] , and the Finding and Extracting Communities (FEC) algorithm [28] adopted different assumptions, respectively.
Besides the above mentioned two main categories, there exist some other methods for solving the NCMP. For instance, we can cluster a network through a bottom-up means by repetitively joining pairs of current groups based their similarities, such as correlation coefficient, euclidean distance, or Pearson correlation [30] , which are defined in terms of their linkage relations.
Motivation
What is the nature of network communities? So far, there is no standard answer to this question. In fact, this is the reason why more and more attentions have been paid to deal with this interesting as well as challenging question. In the literature, many efforts can be found that attempt to model and detect communities by introducing predefined optimization objectives or heuristic rules relying on the human intuitive observations of certain characteristic structures or behaviors as exhibited by networks containing community structures, as discussed in the above section. Now the question becomes whether or not it is possible to introduce a new dimension that is distinct from those addressed in the existing work, for the purpose of further exploring and describing the nature of network communities, and thereafter, to offer a new perspective on how to effectively and scalably solve the NCMP. In order to provide an answer to this question, in this paper, we present a novel model for characterizing network communities by means of introducing a stochastic process on networks and analyzing its dynamics based on the largedeviation theory. Within the framework of the proposed model, we aim to further address the following issues concerning network community structures:
. Are there any relationships between the community structures and other phenomena as demonstrated by networks, such as the stability or the metastability of stochastic processes on them? . Are there any hidden yet significant relationships between the community structures and the characteristic features of networks, such as the eigenvalues of their adjacency matrices? . What kinds of topological information of community structures can we infer from a given network, before actually clustering it by an algorithm? . Can we propose a computationally scalable algorithm for mining communities from large-scale and realworld networks based on the newly proposed model?
Our Contributions
Unlike the heuristics as adopted by the existing methods, this paper attempts to explore the notion of network communities by understanding the dynamics, instead of the statics, of networks. Previously, we have proposed a heuristic algorithm to partition signed social networks based on a proposed Markov random walk model [28] . We have found that the dynamics of such a stochastic process on a network with a well-formed community structure can exhibit local mixing behaviors [29] . Based on such an observation, we conjecture that the observable community structures are actually an external phenomenon explicitly demonstrated by, as well as implicitly resulted from, the metastability of networks.
Starting from this heuristic, in this work, we will discuss the connection between the community structure of a network and the metastable states of the Markov chain on it. Based on the hitting and exiting times of such metastable states, we will propose a new measurement, i.e., spectral signature, to characterize and analyze network communities. For a given network, without clustering it using any particular algorithms, one could infer, from its spectral signature, certain topological information as related to its community structure, such as the cohesion and separability of communities, the number of communities, and the hierarchical structure of communities. Based on the above connection and new metrics, we will present a framework for characterizing, analyzing, and mining communities. Utilizing the basic properties of local mixing, we will then propose an efficient implementation for this framework, called the LM (Network community mining based on Local Mixing properties) algorithm, to practically solve large-scale NCMPs. As to be demonstrated and discussed later, the LM is both scalable and effective.
The remainder of the paper is organized as follows: Section 2 presents a stochastic model and discusses its dynamics. Section 3 gives the concept of network spectral signature, and discusses its implications to the topological information related to network communities. Then, a general framework for characterizing, analyzing, and mining communities in networks is proposed. Section 4 proposes a scalable community mining algorithm, and analyzes its time complexity theoretically. Section 5 provides the experimental results of testing and validating the performances of the above algorithm. Section 6 discusses the distinctions of this work from others as well as its applicability and limitations. Finally, Section 7 concludes the main results and contributions of this work.
A STOCHASTIC MODEL AND ITS DYNAMICS

Basic Idea
In this section, we will discuss the connection between the community structure of a network and the local mixing properties demonstrated by a stochastic model introduced for the network.
The basic idea behind this model can be described as follows: before its dynamics reaches its global mixing state (i.e., a globally stable state), it will go through a hierarchy of local mixing states (i.e., metastable states) first, and in each of them, locally uniform transition distributions will be observed. Important topological information related to network communities can be inferred from the hitting and exiting times of local mixing states. Such times can be computed based on the large-deviation theory in the case of the potential functions corresponding to networks being explicit. However, network potential functions are all implicit and hard to find out. For this reason, we will turn to approximately estimate these times in terms of networks' spectra based on some corollaries of the large-deviation theory. Since the estimated times are asymptotic but exact, the proposed model in terms of networks' spectra for characterizing and analyzing network community structures is heuristic.
The large-deviation theory is one of the most successful frameworks in temporary mathematics, was developed by Varadhan, Freidlin, and Wenzel. In this work, we follow the results of Freidlin and Wenzel which are actually a generalization of the classical Cramer formula in physics (a well-known result). Consider a particle moves in a potential well with a noise intensity . The Cramer formula tells us that the first exiting time is proportional to expðH=Þ where H is the energy barrier. Freidlin and Wenzel generalized the result to a general nonlinear system with multipotential wells. Intuitively speaking, one potential well is one community in our understanding here. The large-deviation theorem is rigorously proved in the limit that the noise intensity goes to zero.
A Stochastic Model
Let N ¼ ðV ; EÞ denote a network, where V is the set of vertices and E is the set of edges (or links). Consider a stochastic process defined on N, in which an agent freely walks from one vertex to another along the links between them. After the agent arrives at one vertex, it will randomly select one of its neighbors and move there.
Let X ¼ fX t ; t ! 0g denote the agent positions, and P fX t ¼ i; 1 i ng be the probability that the agent hits the vertex i after exact t steps. For i t 2 V , we have
That is, the next state of the agent is determined only by its previous state (Markov property). So, this stochastic process is a discrete Markov chain and its state space is V . Furthermore, X t is homogeneous because of P ðX t ¼ jj X tÀ1 ¼ iÞ ¼ p ij , where p ij is the transition probability from vertex i to vertex j. In terms of the adjacency matrix of N, A ¼ ða ij Þ nÂn , p ij is defined by
denotes the degree of vertex i. Let P be the transition probability matrix, we have
Let p ðtÞ ij be the probability of hitting vertex j after t steps starting from vertex i, we have
A network is called ergodic if the Markov chain associated with it is ergodic. Most real networks, such as social networks, biological networks, and web, are ergodic due to their high clustering coefficients (it means they contain triangles, and thus their corresponding Markov chains are aperiodic). Particularly, for an undirected ergodic network, it is easy to show
where the stationary distribution is generally defined as a vector satisfying P ¼ , which is known to coincide with any row of lim t!1 P t for regular Markov chains. 
The Dynamics and Its Spectral Transitions
where H is the potential function of a given Markov chain, H s is the sth maximum barrier of this potential, and is a predefined constant denoting the noise intensity.
In general, when P is reversible, it has a potential H. To avoid introducing the reversibility, let us consider a very simple case. With a given probability matrix P on its state space S ¼ . . . ; 1; 2; . . . ; satisfying P ði; jÞ > 0; i 2 S; j ¼ i þ 1; i À 1 and 0 elsewhere, if we can find a function H such that P ði; jÞ / exp½ðHðiÞ À HðjÞÞ=, where is a constant and represents the noise strength, H is the potential function of P . When is small, we have P ði; jÞ $ 1 if HðiÞ > HðjÞ and P ði; jÞ $ 0 if HðiÞ < HðjÞ. In other words, it almost becomes a deterministic process. The Markov process moves downhill of the energy function H. In general, for a movement in one-dimensional case, it can be described by an ordinary differential equation dX t ¼ fðX t Þdt where f is a function. When f ¼ ÀH 0 , H is the potential function and the noise version is defined by a stochastic differential equation dY t ¼ fðY t Þdt þ dB t where B t is the Brownian motion. When is small enough, Y t is close to X t . All the definitions above can be generalized to the high-dimensional case.
The large-deviation theory can be applied to a network with or without an explicit potential function. For a network with an implicit potential function, we can also estimate all local mixing times by using the spectrum of its Markov generator Q ¼ I À P , where I is the identity matrix. For an undirected network, Q is positive semidefinite and has n nonnegative real-valued eigenvalues 0 ¼ 1 2 Á Á Á n 2. Refer to [31 
Equation (6) says that for a given Markov chain, T ext s may fluctuate around 1= s with a fixed error oð1Þ, which will be determined by the network itself (actually the spectrum of its Markov generator Q). More specifically, the largest of the values i = iþ1 gives the control on the error term oð1Þ. That is, there exists a constant (depend at most on the cardinality of the set of low-lying eigenvalues of Q) such that the error is bounded by the constant times the maximum over all those ratios. Reasonably, we can use the exiting time of the ðs þ 1Þst local mixing state to estimate the hitting time of the sth local mixing state, that is,
is the exiting time of the global mixing state. 1= 2 is the exiting time of the second local mixing state or the hitting time of the global mixing state, and so on.
SPECTRAL SIGNATURES OF NETWORKS
Characterizing a Two-Community Structure
For a network containing two communities, its Markov chain will go through only one local mixing state before hitting the global mixing state. If both communities are close to each other, the chain will hit its local mixing state in a short time. Otherwise, it will be a slow process. After entering the local mixing state and if the two communities separate very well, it will take a long time to exit the state and mix together (corresponding to a metastable state). Otherwise, the chain will exit the state very rapidly and hit its global mixing state (corresponding to a unstable transition state). The cohesion and the separability of a two-community structure can be characterized by the hitting time (estimated by 1= 3 ) and the mixing time (estimated by 1= 2 À 1= 3 ) of the local mixing state. Definition 1. In terms of spectral transitions, the cohesion (C 2 ) and the separability (S 2 ) of a two-community structure are defined as follows:
and
A smaller C 2 means better cohesion, and larger S 2 means better separability. Note that C 2 þ S 2 ¼ 1= 2 , which means the cohesion of each community will be implicitly improved if the separability of two communities is explicitly improved, and vice versa.
Definition 2. The two-community quality (CQ 2 ) to measure how well formed a two-community structure of a given network is defined as
Note that
It is easy to show that 0 CQ 2 1, and a smaller CQ 2 will result in a smaller C 2 =S 2 , which means better cohesion as well as better separability. Therefore, networks with small CQ 2 approaching to 0 will have well-formed twocommunity structures, and those with large CQ 2 approaching to 1 will have ambiguous or no community structures. In the extreme cases, the CQ 2 of an unconnected network that contains two completely separated communities is equal to 0. While the CQ 2 of a clique is equal to 1. Fig. 1 shows an evolving process of a dynamic network growing from a completely separated two-community structure to a clique as well as their corresponding CQ 2 values.
Recall
That means the quality of a two-community structure will be exponentially influenced by increasing or decreasing the potential barrier, or the link density, between two communities.
Characterizing a K-Community Structure
Generally, we have n eigenvalues and intend to find the community number K. Let us enumerate the communities according to its corresponding eigenvalues. We can define the K-community quality (CQ K ) to measure how well formed it is. For a well-formed K-community structure, each community should be cohesive, which means it is easy for the Markov chain to hit the Kth state, in which K communities local mixed, respectively. The hitting time of the Kth state should be early. On the other hand, communities should stand clear from each other, which means it is hard for the Markov chain to exit the Kth state by mixing them through only a few intercommunity links. In other words, the mixing time should be long. So, there should be a big gap between 1= K and 1= Kþ1 . This point can be understood with the help of implicit network potential function. For a network with a K-community structure, in its corresponding potential function, there will be K À 1 barriers much larger than others to separate K wells, i.e., Á Á Á < H Kþ1 
ÀHs= . Then, we should have a significant gap between 1= K and 1= Kþ1 .
Definition 3. The cohesion and the separability of the Kcommunity structure of a given network are defined as
and Definition 4. The K-community quality (CQ K ) to evaluate how well formed a K-community structure of a given network is defined as
Similarly, it is easy to show 0 CQ K 1, and a small CQ K implies a better K-community structure with better cohesion as well as better separability. If a K-community structure is well formed, the barriers between K wells should be very large, and thus s ð1 s KÞ should approach to zero. This indicates that we can infer the number of communities simply by counting the number of eigenvalues close to zero. While, for real networks with noises, we can use the following method to estimate the number of well-formed communities in a network.
Definition 5. The spectral signature of a network is defined as the train of CQ k ð1 k < nÞ.
Example 2. Figs. 2a and 2b show two simple but wellknown real-world social networks, respectively. They are the karate club network [33] (containing two actual communities denoted by circles and squares, respectively) and the dolphin network [34] (containing two actual communities split by a solid line). Figs. 2c and 2d show the spectral signatures of the two networks. In both cases, CQ 2 is the minimum value. Also, one can note that the CQ 2 value of the dolphin network is much smaller than that of the karate network, which means the twocommunity structure of dolphin network is much better than that of the karate network, as we intuitively observe from these two visualized networks. Fig. 2e shows a small web containing three web communities. Fig. 2f shows the spectral signature of this web, in which CQ 3 is the minimum value.
Equation (13) is robust for networks with community structures. In these cases, the spectral structures of networks will be stable against noises (a few of noisy links between communities), and thus the number of communities can be robustly estimated by finding the most significant gap of consecutive eigenvalues. On the other hand, the spectral structures of networks with inexplicit community structures might be sensitive to noises since their low-lying eigenvalues are far from zero and consequently there are no significant gaps between consecutive eigenvalues.
Characterizing a Hierarchical Community Structure
The information about the hierarchical community structure of a network can also be inferred from its spectral signature.
Example 3. Fig. 3 gives the example networks with different community structures, respectively. For a network without a community structure, its spectral signature should look like the one shown in Fig. 3a , in which all CQ k ðk > 1Þ will be very close to 1. For a network with a single level of community structure containing exact KðK > 1Þ communities, its spectral signature should look like the one shown in Fig. 3b , in which CQ K will be approach to 0 and all others (except CQ 1 ) will be very close to 1. While, for a network with a hierarchical community structure on multiple scales, its spectral signature will look like the one shown in Fig. 3c , in which a number of CQ k ðk > 1Þ will be approach to 0, and again all others (except CQ 1 ) will be very close to 1. In the last case, the number of CQ k ðk > 1Þ approaching to zero reveals the actual number of hierarchical levels hidden in a network, and furthermore, the significance of such levels can be quantified by their corresponding values of CQ k . The partition of the whole network corresponding to the level with the largest CQ in its dendrogram will be the most significant in terms of finding most well-formed communities. For the network shown in Fig. 3c , it most likely contains two big communities, and each of which contains two moderate communities, and in turn each of which contains three small communities.
A Framework for Characterizing and Mining Communities
From the above analysis, we have uncovered the connection between the community structure of a network and the spectrum of its corresponding Markov generator. For any given network, without clustering it using a particular algorithm, one can characterize and analyze its communities by answering some questions related to its topological structures through observing and inferring its spectral signature. For example,
. Does a network have a well-formed community structure? , is the minimum CQ K close to zero? . How many well-formed communities are hidden in a network? , what is the position of the minimum CQ K ? . Do these communities stand clear from each other?
, is S K large? . Are they close to each other, respectively? , is C K small? . Does a network have a reasonable hierarchical community structure? , are there multiple CQ K much smaller than others and approaching to zero? Specifically, we can also answer the question of whether or not a network is stable. We believe that the community structure externally demonstrated by a social or biological network is essentially rooted at the stability of its corresponding social or biological system. For a very stable system, its network will contain a unique community. While, if a system is not stable, its network will demonstrate obvious community structure, in which different levels of dendrogram correspond to different metastable states of the system. So, CQ could also be used to characterize the stability of a real social or biological system. Larger CQ means better stability of such a system. Therefore, like existing quantities, such as average path length, clustering coefficient, and degree distribution, a network's spectral signature could serve as an important one to characterize the topological features of networks with community structures.
We have established a general framework for characterizing and analyzing communities for a given network. Now, we can further extend it to a more general framework for mining communities with a hierarchical structure for a given network by inferring its spectral signature and one of its metastable states. Its main steps are summarized in Table 1 .
For a network with a multilevel community structure, one can find all community structures on different levels by selecting the next minimum CQ K close to zero and repeating step 5. In this way, a dendrogram, as the one shown in Fig. 3c , can be built.
Different strategies can be adopted to implement step 5 of the above framework. For example, one can define the similarity between vertices based on P 1= Kþ1 since vertices within the same communities will have very similar row distributions. Then, a similarity based clustering method can be used to find out all K communities.
In what follows, we will present an efficient implementation for the above framework to scalably mine communities, without the need of calculating eigenvalues/ eigenvectors and multiplying the transition matrix, which can be extremely expensive especially for processing very large-scale networks.
A SCALABLE ALGORITHM
The Basic Idea
Our basic idea in implementing a scalable algorithm can be stated as follows: to cluster a network is to calculate and infer a single column distribution rather than to deal with the whole transition matrix. Each column distribution of a locally uniform transition matrix will also be locally uniform (the locally uniform property of metastability). Based on the observation, we can develop an efficient implementation of the above framework to uncover all communities from a given network.
In this section, we will discuss how to infer communities from a single column distribution by addressing three questions: 1) how to select a column; 2) how to quickly calculate a column distribution at a local mixing time; and 3) how to infer communities from a single column distribution.
Column Selection
For a practical application, we hope to identify all communities as well as their respective centers. From the perspective of random walk, the attractors (most stable states) of a Markov chain are likely the centers of respective communities because random walks within different communities will be attracted by them with big chance wherever they set out. So, we select the column corresponding to the most stable state of a network, which can be identified as follows: 
Now, the problem is how to estimate a suitable local mixing time t without calculating the spectrum of I À P . For the sake of speed, we hope to estimate the first local mixing time (denoted as T hit K ), in which all communities mix together, through the metastability of local mixing states.
After a Markov chain enters its global mixing state, its transition matrix will keep fixed for ever. Correspondingly, after it goes into a local mixing state, its transition matrix will keep fixed temporarily until it exits this state (the temporarily fixed property of metastability). During that time, if one partitions all vertices by the mean of one column distribution, the obtained bipartition will keep stable until the chain leaves that local mixing state. Based on this property, T hit K can be estimated as follows: Definition 6. Let B t be the bipartition of P . So, the time of OTD computing is bounded by Oððn þ mÞ= Kþ1 Þ.
Inferring Communities from OTD
Theoretically, we can estimate the exact number of communities by finding the minimum eigen-gap according to (13) . In practice, however, in order to avoid expensive eigenvalue computation, we will approximately estimate this quantity by adopting a recursive bisection strategy, together with a predefined stopping criterion. Additionally, with such a bisection strategy, we can obtain a binarytree-like hierarchical structure of communities. In this way, communities and their hierarchy can be inferred from an 
Stopping Criterion
The stopping criterion of the recursive bisections is: the local bipartition in question will degenerate the quality of the global partition already obtained.
Q-function proposed by Newman [7] is chosen to evaluate the quality of partitions, which is defined as
where e ij denotes the fraction of all weighted edges in networks that link the vertices in community i to those in community j, and a i ¼ P j e ij . It is expected that better partitions of a given network will be with bigger Q-values. Table 2 summarizes the main steps of the proposed implementation of the framework in Section 3.4, taking the adjacency matrix of a network as its input.
The LM Algorithm
In each bipartition, finding the node with maximum degree needs OðnÞ time; computing an OTD needs Oððn þ mÞ= Kþ1 Þ time; dividing an OTD by its mean needs OðnÞ time; and computing Q-value needs OðmÞ time (in our implementation, Q-value is incrementally computed, which takes time much less than OðmÞ). So, the worst time of LM is equal to the total time required by the first bipartition multiplied by the total number of recursively callings. For finding out all K communities, exactly 2K À 1 recursive callings are required. Therefore, the worst time of LM is bounded by OðKðn þ mÞ= Kþ1 Þ. Recall that Kþ1 is the hitting time of the Kth metastable state, and will be decided by the cohesion of communities rather than the scale of network. The scalability of LM will be demonstrated in Section 5.
EXPERIMENTS
In this section, we will test the performances of the LM algorithm. We have designed and implemented experiments oriented toward three main objectives:
1. To evaluate the accuracy of the LM. 2. To test its actual runtime. 3. To apply it to real-world and large-scale networks.
Evaluating the Accuracy of the LM
We have compared the accuracy of the LM with five most well-known algorithms, including: the GN algorithm [1] , the FN algorithm [21] , two spectral methods (the Ncut algorithm [6] and the Mincut algorithm [5] ), and the GA algorithm [11] in terms of a widely used random network model, which can produce a randomly synthetic network containing four predefined communities and each of them contains 32 vertices. The average degree of vertices is 16, and the ratio of intracommunity links is denoted as P in . As P in decreases, the community structures of such synthetic networks become more and more ambiguous, and correspondingly, their CQ 4 values climb from 0 to 1, as shown in the left panel of Fig. 6 . Communities are considered to be correctly discovered if all vertices are clustered into four original groups.
Here, we briefly introduce the five competing algorithms. Mincut(minimum cut) and Ncut(normalized cut) are two typical spectral methods, which, respectively, aim to optimize "cut" and "normalized cut" criteria by computing the K smallest eigenvectors of Laplacian and normalized Laplacian Fig. 4 . The mean separates the karate network into two communities which are exactly same as reported by Zachary [33] . The vertices above the mean compose the community denoted as circles and those below the mean compose the community denoted as squares as shown in Fig. 2g . Fig. 5 . Left: a point set generated by a mixed Gaussian distribution. Set A containing 100 points denoted by triangles is generated by a Gaussian distribution with mean 0 and variance 6, and set B containing 150 points denoted by squares is generated by a Gaussian distribution with mean 20 and variance 6. Middle: the network generated by adding weighted links between points according to the Gaussian kernel function a ij ¼ expðÀkx i À x j k 2 =Þ and removing the ones with weights close to zero. Right: the ordering time distribution in terms of a randomly selected vertex from set A. Using its mean, one can perfectly separate set A from B, as shown in the middle.
TABLE 2
The LM Algorithm matrices. Generally, the time complexity of spectral methods is Oðn 3 Þ. A detailed comparison between LM and spectral methods can be found in Section 6.1. FN and GN are two optimization-based algorithms, which optimize same objective, i.e., the Q-function defined by (16) . FN uses a bottom-up greedy method to obtain an approximately optimal solution, which takes OðmnÞ time. While, GA tries to find a globally optimal partition that uses a simulated annealing (SA)-based local search method. GA runs very slowly with an exponential time. GN is a heuristic method, which repeatedly partitions a network by finding and cutting links with the biggest "edge betweenness"; its runtime is Oðnm 2 Þ. Fig. 6 presents the experimental results, in which Qfunction is adopted to compare the qualities of partitions obtained by different algorithms. Each point in curves was obtained by taking the average over the best 50 results of running 100 synthetic networks. In the case of p in ! 0:65, the Q-values obtained by five algorithms are quite close. On average of 0:5 p in 1, the ranking is GA, Ncut, Mincut, LM, FN, and GN. One thing should be noticed that, in this experiment, two spectral methods know the number of communities beforehand in order to determine how many eigenvectors they should compute. Fig. 7 shows the actual runtime of six algorithms with respect to different network scales. In this experiment, all algorithms are run on a workstation with a 2 GHz CPU and a 4 GB memory. The operating system was Windows XP, and the simulation software was programmed by Matlab 7.0. Since most of real-world networks are sparse, in this experiment, we use sparse synthetic networks to estimate the asymptotic runtime of respective algorithms. Given an n, a network containing m ¼ OðnÞ links and a predefined multiple community structure will be randomly generated. As we see, 1) the LM is much faster than others when the scale of network is larger than 10 5 ; and 2) the runtime of the LM is scalable to the scales of networks, and it can efficiently manipulate a very large network with size of n þ m ¼ Oð10 7 Þ within Oð10 4 Þ seconds.
Asymptotic Runtime of Algorithms
Analyzing Real-World and Large-Scale Networks
We have tested the LM against some real-world networks including social, biological, and technical networks, and compared its performance in terms of efficiency and effectiveness with other algorithms. The experimental environment is same as described in Section 5.2. The results are shown in Table 3 , in which the data are, respectively, karate club network [33] , dolphin network [34] , football association network [1] , semantic network [2] , scientific collaboration network [4] , webs of nd.edu domain, actor coappearance network (IMDB) (above two are from www.nd.edu/ networks/resources), protein homology network, webs of Stanford and UC Berkeley, webs of google, Amazon-product network, and Pennsylvania road network (above networks are from cs-www.cs.yale.edu/homes/ mmahoney/NetworkData). Each entry of this table is Time/Q, which, respectively, denotes actual running time and Q-value. "À" denotes "unavailable" due to "out of memory" or "runtime over seven days." Q-value is widely used to evaluate the quality of obtained partitions. As mentioned before, it is expected that better partitions of a given network will be with bigger Q-values. Table 3 also shows the order time (OT) of networks with different scales.
From Table 3 , we can observe the following facts: 1) the order time of networks is not proportional to their scales; for very small networks such as karate club network with 34 nodes, T ord is comparable with n; in the cases of large-scale networks, T ord ( n; 2) LM is not as efficient as spectral methods in the cases of small networks with hundreds of nodes; and it is much efficient than others in the cases of large-scale networks with more than Oð10 3 Þ nodes; and 3) in terms of Q-value, GA performs best, and LM performs better than two spectral methods against real-world networks. Fig. 8 shows the outputs of LM against four large-scale networks. The outputs of LM turn to be approximately diagonal matrices, in which communities are distributed along diagonal lines. As an example, we present the statistical information of communities of scientific collaboration network. This network codes research collaborations among 56,276 physicists in terms of their coauthored papers posted on the Physics E-print Archive at arxiv.org. The weights of edges between physicist are proportional to the numbers of papers coauthored by them. Totally, this network contains 3,15,810 weighted edges. From the output of LM, one can observe a quite strong community structure, or a group-oriented collaboration pattern, among these physicists, in which three biggest research communities are self-organized regarding to three main research fields: condensed matter, high-energy physics (including theory, phenomenology, and nuclear), and astrophysics. Totally, 160 communities are detected; the maximum size is 711; the minimum size is 3; and the average size is 352. 
DISCUSSIONS
A Comparison with Spectral Methods
In the literature, a large body of works have dedicated their efforts to partitioning a graph by calculating the eigenvectors of its Laplacian matrix, normalized Laplacian matrix, or other variants. However, the work of this paper is completely distinct from the existing spectral graph partition methods in three main aspects.
First, spectral graph partition methods are essentially optimization-based methods, which try to optimize different kinds of predefined "cut" criteria, such as "Minimum cut" [5] , "normalized cut" [6] , "ratio cut" [36] , and others with specific constraints like [8] , [9] . Based on the matrix theory, spectral methods transform those tasks into kinds of constraint quadratic optimization problems, and their approximately optimal solutions can be estimated by the second smallest eigenvector of different versions of the Laplacian matrices. While, in this paper, we try to uncover the intrinsic connections between network community structures and networks' spectral properties by inferring the dynamics of a stochastic process based on the local mixing theory and the large-deviation theory.
Second, most of the existing spectral methods utilize the connections between networks' eigenvectors and their optimal partitions, but rarely discuss or make clear the deep meaning of networks' eigenvalues with the implications to network communities. While, this work has taken much effort to discover such hidden connections.
Finally, the rationales behind spectral methods and the LM are completely distinct from the viewpoint of practical calculation. Spectral methods partition graphs into K communities by first calculating the smallest K eigenvectors of the Laplacian matrices, which generally takes Oðn 3 Þ time or ðK Á nþm 3À2 Þ for sparse networks by using some spectral techniques, such as the Lanczos methods [37] , and then clustering n K-dimension vectors into K clusters with the K-means method, which will cost OðInK 2 Þ time, where I denotes the number of iterations required by K-means to converge. On the other hand, the LM discovers all K communities by first calculating the OTD, one column distribution of a transition matrix, within a time of Oð nþm Kþ1 Þ, and then splits it by its means with a time of OðnÞ. As shown in Fig. 7 and Table 3 , the LM is much efficient than spectral methods in practice. As to effectiveness, spectral methods perform better than LM against predefined synthetic networks as shown in Fig. 6 , and LM outperforms spectral methods when dealing with real-world networks as shown in Table 3 . 
A Comparison with Newman's Modularity
Also, we should emphasize the distinctions between two quantities, the CQ proposed in this paper and the Q proposed by Newman [7] . The Q is a widely used criterion for evaluating a specific partition scheme of a network, which is defined by (16) [21] . Different partitions will get different Q values for the same network, and larger ones mean better partitions in terms of community structure. On the other hand, the CQ tries to characterize and evaluate networks in terms of community structures based on networks' spectra, rather than a specific network partition based on a predefined function. Therefore, a network has exactly only one CQ value regardless of how many partition schemes it would have, and the smaller the CQ, the better the community structure it has. With CQ, we can quantitatively compare different networks in terms of their community structures.
Applicability and Limitations
One should note that constructing an objective mathematical model based only on the intrinsic features of network so as to understand, characterize, and analyze network communities remains an open challenge. This is because no standard definition of network community structures exists today. In this work, we will not claim that we have completely solved this problem. Instead, we stress that the main motivation of this work is to show a connection between a community structure and a network's spectrum from the viewpoint of the dynamics of a Markov chain, which is completely different from the existing spectral methods.
It also should be noticed that the approach of characterizing networks by their spectral signatures, as shown in Table 1 , is not proposed oriented toward arbitrary networks. In this work, we are particularly interested in the networks with community structures. For these kinds of networks, the metastable behaviors of their Markov chains will be demonstrated, and can be mathematically characterized and analyzed in terms of their low-lying eigenvalues.
As to the implementation issue, the efficiency of LM depends on the value of 1= Kþ1 of its Markov generator, which is estimated by the ordering time in our method. 1= Kþ1 , the hitting time of the first metasatble state, is determined the cohesion of communities. LM will be very efficient if the hitting time is very small compared with network scales. Otherwise, it might be slow. For example, for small networks in Table 3 , LM runs not as efficient as spectral methods in that ordering time is comparable with networks' scale.
Another point that should also be explicitly stated is that, as an efficient implementation of the framework given in Table 1 , the LM algorithm is proposed by emphasizing more the computational scalability against large-scale networks than the computational accuracy. Nevertheless, the experiments so far using both synthetic and real-world networks have shown that in terms of Q-value (the most widely used evaluation index), the accuracy of the LM algorithm is still quite competitive with other well-known counterparts.
CONCLUSIONS
This work has uncovered the connection between network community structures and network's spectrum properties, and proposed the concept of network's spectral signature.
One can infer a lot of important information related to community structure from a network's spectral signature, such as the quality of community structure, the cohesion and separability of communities, the number of communities, and the hierarchical structure of communities. Based on the concept of spectral signature, this work has presented a theoretical framework for characterizing, analyzing, and mining communities of a given network by inferring its spectral signature and one of its metastable states. Utilizing the basic properties of metastability, i.e., being locally uniform and temporarily fixed, a scalable implementation for this framework, called the LM algorithm, has been proposed, which is oriented toward large-scale networks. Its time complexity in theory has been analyzed, and its performances in practice, including effectiveness and efficiency, have been demonstrated and verified using networks of different types/scales. In the present work, the actual number of communities is estimated by using a recursive bisection strategy, together with a predefined stopping criterion. In our future work, we will address how to estimate this quantity by efficiently determining the minimum eigen-gap without explicitly computing eigenvalues.
