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Much interest has been focused recently on bifurcation theorems 
(cf. [I] for bibliography), which state, for example, that if the linearization 
around a critical point of a differential equation satisfies some conditions, 
then the (nonlinear) equation has some special solutions near the 
critical point, e.g., other critical points or periodic solutions. A well 
known bifurcation theorem (e.g., [l, 2]), can be stated, in its simplest 
form, as follows: 
THEOREM 1. Let Xt = F(X, ,u) be a one-parameter family of autono- 
mous dazerential equations on Rn, F depending smoothly (e.g., Cz) on all 
of its n + 1 arguments, such that X = 0 is a critical point for each TV 
with 1 p 1 suficiently small (i.e., F(0, p) = 0). Let A, be the linearization 
(with respect to X) around X = 0 of F(X, t.~). Suppose that for y = 0, 
h = 0 is a simple eigenvalue of A, and let X(p) be the eigenvalue of A, which 
reduces to h = 0 for t.~ = 0. Suppose further that (dh/dp)(O) # 0. 
Then in every suficiently small neighborhood of (0,O) there is a curve 
in the n + 1 dimensional (X, p) space passing through X = 0, TV = 0, and 
distinct from the p axis, each of whose X components is a critical point 
for X, = F(X, p). Th ere are no other critical points in a neighborhood of 
x = 0, p = 0. 
This particular bifurcation theorem really just concerns the zeroes 
of a family of vector valued-functions. However, its main interest is 
in connection with solutions to differential equations. This form of 
274 
Copyright Q 1974 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
BIFURCATIONS UNDER NONGENERIC CONDITIONS 275 
the theorem was stated by Hopf [2], and is parallel to the “Hopf 
bifurcation theorem” [l, 2, 91 h’ h w rc concerns periodic orbits arising 
when a pair of simple eigenvalues transversely cross the imaginary axis. 
Ruelle [4] proves a generalization of this theorem to equations whose 
linearization is equivariant under a group action. He uses as a hypothesis 
the same nondegeneracy conditions as above, e.g., that h = 0 is a 
simple eigenvalue of A,. In some cases, however, symmetry require- 
ments rule out that condition. For example, the critical points of 
Hamiltonian vector fields have eigenvalues which occur conjugate 
about the real axis as well as the imaginary axis [5]. There is no 
Hamiltonian vector field which has a simple eigenvalue X = 0; for a 
one-parameter family X1 = F(X, p) of Hamiltonian vector fields, 
eigenvalues must pass through X = 0 in pairs. This illustrates the fact 
that what is non-generic in the space of all vector fields may be generic 
for those satisfying some symmetry conditions. 
The purpose of this paper is to prove the conclusion of Theorem 1 
under hypotheses that are considerable weaker. In particular, we allow 
A, to have h = 0 as a K-fold eigenvalue. The nondegeneracy condition 
@w4(0) # 0 is replaced by another condition which is equivalent 
if K = 1, namely: (d/+)[det A,](O) # 0. The result applies to Hamil- 
tonian systems, but is more general, It also applies where there is no 
underlying symmetry of the operator. However, it is shown here that 
the condition (d/&)(det A,)(O) # 0 implies some symmetry of the 
spectrum: the K branches of the eigenvalues of the A, which pass 
through A = 0 are asymptotically like the roots of Ak - p = 0. We 
also discuss the behavior of the differential equation near the new 
critical points. 
For other related bifurcation theorems, see [3, 61 and [7]. 
THEOREM 2. Let X, = F(X, p) be a one-parameter family of autono- 
mous dt$erential equations on Rn such that F depends C2 smoothly on 
its n + 1 arguments and F(0, ,u) = 0 for 1 TV 1 su$iciently small. Let A, 
be as dejined in Theorem 1. Let D(p) = det A, . Assume that D(0) = 0, 
and 
2 D(O) # 0. (1) 
Then the conclusion of Theorem 1 holds. 
Proof. Since D(0) = 0, there is a vector v such that A,(v) = 0; 
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we may assume that v = (1, O,..., 0). We first show that the hypothesis 
(d/&) D(0) + 0 implies that for some I, 1 ,< I < 71, 
a(F, ,..., PI ,..., F,) 
qx2 ,..a, x,) 
(0,O) # 0. 
where fll denotes the omission of FI , and 
(4 
where F = (Fl ,..., F,) and Fi = F,(X, I”), This is true because of the 
following: D(p) = (a(F, ,..., Fn)/3(x1 ,..., x,))(O, p). If we use the for- 
mula for differentiating a determinant by columns, we find that, with 
the above choice of coordinates, the only (possibly) nonzero terms are 
those coming from differentiating the first column, i.e., those of the 
form (a2F,/8x1 +)(O, O)(d(F, ,..., 13, ,..., Fn)/iY(x2 ,..., x,))(O, 0). (All other 
terms involve a determinant whose first column is identically zero.) 
Hence (1) implies (2) and (3). 
Now (2) implies that the (n - 1) equations F,(X, p) = 0, j # I, 
may be solved for x2 ,..., x, in terms of xi and p (for X, p small), i.e., 
xi = hj(xl , p). Also, hi(x, , p) has the form 
where gj and & are continuous. (For the linear terms in x1 are missing 
from the equations F,(X, p) = 0, except where multiplied by p.) Hence 
It remains to solve the equation F,(X, cl) = 0 for a curve of critical 
points. We wish to get a curve other than (X, p) = (0, p). We first 
notice that the equation F,(X, p) = 0 is divisible by x1 . For F,(O, p) = 0, 
so FI = Cj”=r x&(X, p). Since xi is divisible by xi , this shows that 
F, has the form xlg(x, , p). 
The curve x,g(x, , p) = 0 has two branches: x1 = 0, which is the 
curve (x1 , P) = (0, ~1, and g(x, , p) = 0. To solve g(x, , p) for a unique 
curve p = p(x,) (near x1 = 0) it is sufficient that (ag/+)(O, 0) # 0. But 
(ag/+)(o, 0) = (swap am4 0) + C w,ia~ ado, W~j/axl)P~ 0) 
j#l 
= (a2wacL ax,)(o, 0) f 0 
by (3) and (4). 
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REMARKS 
1. Hypothesis (1) implies that A, has rank n - 1. (Otherwise all 
(n - 1) dimensional minors of A, would vanish.) This condition means 
that the linear system X, = A,X has exactly one line of critical points. 
It has been pointed out to us by P. Rabinowicz that Theorem 2 is 
equivalent to the finite dimensional case of Theorem 1.7 of [3]. In 
our terminology, the hypotheses of 1.7 would be that A, has rank n - 1 
and ((d/&) A, j,,=a)v not in range A, . The proof that these hypotheses 
are equivalent to (dD/&)(O) # 0 makes use of arguments somewhat 
similar to those in the proof given above. 
2. The index of the critical point X = 0 of X, = F(X, CL) is 
sgn det A,, if det A, # 0. Hence (d/dp) D(0) # 0 implies that the 
critical point X = 0 changes its index as p changes sign; this implies, 
by topological methods, that there must be new critical points in a 
neighborhood of (X, cc) = (0, 0) [6, 81. The transversality condition 
(1) implies that there is at most one other curve of critical points. 
3. First order systems of equations which come from a single 
higher order equation may satisfy the hypothesis of Theorem 2 without 
satisfying that of Theorem 1. Consider the l-parameter family of nth 
order equations 
p) + %-,(p)Y’n-l’ + -** + q&Y + N(y, y’,...,p+l), p) = 0, 
where a&) and N( y, y’,..., y+l), p) are smooth and N = o(C 1 yci) 1). 
The equation can be made into a system in the usual way: let x1 = y 
andxS+,=xi’forl <iin--l.Then 
x,’ = -%-l(P)%-1 - *** - %(P> Xl - w% ,*.*,%I 3 II). 
If N(0, II) = 0 for all CL, x1 = ..* = x, = 0 is a critical point for all ~1. 
The system satisfies (1) if u,‘(O) # 0. Note that if ~~(0) = 0 Vi, A,, has 
an n-fold eigenvalue, so the system does not satisfy the hypothesis of 
Theorem 1. 
4. The hypothesis of Theorem 2 is satisfied by many Hamiltonian 
systems. The simplest example has Hamiltonian 
ff(x1, x2) = @12/2) - (r/2) xa2* 
Then & = -(W/ax,) = pxa , A, = (aH/&v,) = x1 . 
278 KOPELL AND HOWARD 
5. Note that the multiplicity k of the zero eigenvalue in Theorem 2 
may be any integer k. This contrasts with the phenomena considered 
by Rabinowitz [6, Theorem 1.31 in which k odd was needed. 
RELATED RESULTS 
1. Further conclusions can be drawn about the nature of the new 
critical points whose existence is asserted by Theorems 1 and 2. We 
denote these new critical points by x(q), p(q), (%i = xi). Under the 
(simple eigenvalue) hypothesis of Theorem 1, the following was 
essentially reported by Hopf [2]: Let h(p) be the (real) eigenvalue 
of A, which satisfies h(0) = 0. There is an eigenvalue A(x,) at the 
critical point x(x,), ,E(x,), such that (1(x1) -+ 0 as x1 -+ 0. Then 
4x1) xl dF - = 
:ffi h(,c(x,)) + i; dx, [ I ” 
Hopf actually dealt only with the cases 
ji = KX, + O(X12) or p = KX1’ + O(Xi3). 
He stated the result as: (&4/&,)(O) = -(@/d~i)(O)(dh/+)(O) if ,C - KX, 
and (dA/dx,)(O) = -(2d,~/d~i)(O)(dA/d~)(O) if F - KX~~. The other 
eigenvalues at X(X,), &xi) are close to the remaining eigenvalues at 
x = 0, 1” = #c(q). 
From the above some facts about stability of the critical points 
X(x,), ii(q) emerge: If p(Xi) = KX~P + 0(x:+‘), for any p > 0, then 
(~llP)(ww -+ -P* Hence the eigenvalues A(q) and X(,~(xi)) have 
opposite signs, so if x = 0, ,u = &xi) is a stable critical point (all 
eigenvalues in the left half-plane), then x(x,), ,G(x,) is not. If x = 0 
is stable for p < 0 and unstable for p > 0, this is often expressed 
by saying that the new critical points are stable (respectively unstable) 
if the bifurcation is “supercritical,” i.e., p > 0 (respectively “sub- 
critical,” i.e., p < 0). 
Under the weaker hypotheses of Theorem 2, there is an analog to 
the above results: 
PROPOSITION. Let D(p) be the determinant of the linearization at 
w = 0, with D(0) = 0 and D’(0) # 0 as in Theorem 2. Let the linearixa- 
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tion at the other family of critical points (8(x,), @(xl)) haae determinant 
D(x,). Then 
(5) 
Proof. We use the same notations as in the proof of Theorem 2, 
and recall from that proof that p = 0(x,) and S$ = O(x12) for i > 1. 
Also, as noticed there, 
1 a2Fl aFl - - . . . ar;, 
axlap ax, ax, 
D'(0) = i . 
@Fn a& 
axlap '*' ax, 
(at X = 0, p = 0). (6) 
Let A = [(az(X., ,%)/ax,)] be th e matrix of the linearization at the 
critical paint X, CL. Then differentiating the relations F,(X, p) = 0 
with respect to x1 gives: 
.$+E$=o. 
1 1 
We now multiply (7) by the classical adjoint of 2, and look at the 
first component of the resulting vector equation. (This amounts to 
solving (7) for (d%Jdxl) (= 1) by C ramer’s rule, except that we do not - - 
divide by the coefficient determinant.) This is, since (adj A)A = III, 
dF a(F,,F, ,...,Fn) 
D(x1) +d,l[ a(p,x2,...,x,) 1 zv-,=o- (8) 
(The Jacobian here, if expanded by its first column, is evidently equal 
to the product ofthe first row of adj A by the column (aF/&).) 
Now, (aFJ+)(X, ,fi) = xl(i32Fj/~x, +)(O, 0) + O(x12) since 
(W/%4(0, PI = 0 
and all 2j for j > 1 are O(x12). Thus, recalling (6), we see that 
1 
W, ,Fa ,...,F,J 
3 %4x2,...,%J x,z 
= x,D'(O) + 0(x,2). 
Divl’ding (8) by D(p(xr)) = &x,)[D’(O) + 0(x,)] and letting xl -+ 0 we 
obtain the asserted result (5). 
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This last result does not say as much about stability as the corre- 
sponding result for the simple eigenvalue case. If 1z is even and the 
determinant of the linearization at a new critical point is negative, 
then at least one eigenvalue is real and positive, so the critical point 
is unstable. Similarly, one gets instability if n is odd and the deter- 
minant is positive. In the other two cases, neither stability nor instability 
can be ruled out. 
2. The requirement that D(0) = 0 and (d/&) D(0) # 0 forces the 
eigenvalues of A,, to have some symmetry. Assume for definiteness 
that A,, has an B-fold zero eigenvalue. (Otherwise we should restrict 
our attention to those branches of the eigenvalues of A, which go 
through h = 0.) The simplest such system has A, given by 
y”. P A= l.:.o, 
( i 
- 1 
with characteristic polynomial P,(h) = h” - CL. The eigenvalues are the 
nth roots of p. For ,LC > 0 they are of the form X = plin exp(2jti/n), 
where i2 = -1; for TV < 0 they have the form 
X = 1 p I1ln exp((2j + l&/n). 
For n = 2, as p passes from negative to positive the eigenvalues cross 
from pure imaginary to real and opposite. 
The following proposition says that the condition (1) forces the 
eigenvalues of A,, to behave very similarly to those of the above simple 
examples. 
PROPOSITION. Let A,, be a one-parameter family of n x n matrices 
whose elements are continuously d$ferentiable functions of TV. Let a,(p) = 
(- 1)” det A, , and let P@(X) = h” + a,-,(p) Xn-l + *** + a&u) be the 
characteristic polynomial of A, . Suppose that h = 0 is an n-fold root 
of I’,, and that C E a,‘(O) # 0. Then for any E > 0 there is a p such 
that whenever 0 < 1 p 1 < p, for each of the n-th roots v = (-Cp)l/” 
there is an eigenvalue of A, of the form h = v(1 + g) where 1 g 1 < E. 
As p -+ 0 from above or below these eigenvalues approach the origin along 
curves which are smoothly parameterixed by TV for j p / > 0. 
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Proof. We consider first the polynomial equation 
en - 1 = j3#) +/II6 + *** +16,-,Bn-r (9 
and note that for every E > 0 there exists a a(~) such that whenever 
all I& ) < 6, (9) has a root 8, = 1 + 4, where I# 1 < E. 
Now, since the a&) are Cl differentiable and zero at p = 0 and 
since C # 0, we can write a&) = &b&) where the b, are continuous 
and b,,(O) = 1. Then given E > 0, choose p so that 1 p I < p implies 
I b&)1 1 CCL J41n < S(B) for 1 < i < 7t and ) b&p) - 1 I < 8(e). 
For a tied p (positive or negative) satisfying 0 < 1 TV I < p let u 
be any one of the nth roots of -Cp, and set X = ow in the charac- 
teristic equation P&l) = 0, which then becomes 
(av)” + q&(p) + Wbl + *** + (cw”-%n-l) = 0 
or, cancelling the factor Cr. = -vn: 
CP - 1 = b, - 1 + or(Vb,) + *.. + Oln--l(v+-lbn-J. (10) 
Since I p I < p all the coefficients on the right in (10) are smaller than 
6 in absolute value, and comparing with (9) we see that (10) has a root 
cur = 1 + g where 1 g I < E. This means that there is an eigenvalue 
as asserted for each of the n choices of v. Assuming that E is small enough, 
the different choices evidently must give distinct eigenvalues, so for 
small enough non-zero p there are n distinct eigenvalues of the asserted 
form. 
If p is now allowed to vary and approach zero (from either the right 
or the left) we see that the eigenvalues must vary smoothly with TV, 
since simple roots of manic polynomials vary smoothly with the coef- 
ficients, which here depend smoothIy on p. 
3. Condition (1) is the weakest condition that can be placed purely 
on the linear part of F(X, p) (with respect to X) and still have the 
conclusion of Theorem 2 hold (for all possible higher order terms). 
More precisely: 
PROPOSITION. Let A, be a one-parameter family of n x n matrices 
whose entries depend smoothly (f?) on J.L. Let D(p) = det A, . Suppose 
that D(0) = 0 and (d/dp) D(0) = 0. Then there are mappings F(*, p): 
Rn + Rn such that F(0, p) = 0, (aF/aX)(O, II) = A,, and the set of 
critical points in (X, p) space, near X = 0, p = 0, consists of at least 
two curwes other than (0, p). 
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Proof. Since D(0) = 0, we may assume, as in Theorem 2, that 
the first column of A, is identically zero. First suppose that the rank 
of A, is less than n - 1, so the null-space N of A, has at least two 
dimensions. Then we may let F(X, p) = A,X; the critical points of 
X, = F(X, p) contain the two dimensional set N x {0} in (X, p) space. 
Hence we may assume that A, has rank n - 1. 
This implies that n - 1 of the n equations A,X = 0 in the 
n + 1 unknowns x1 ,..., x, , p may be solved for xa ,..., x, in terms of 
xi and p (near x1 = p = 0). Substituting for x2 ,..., x, in the unused 
equation (say it is the ith), this equation takes the form &)x1 = 0, 
where a(p) = O(p2). (This follows from arguments in the proof of 
Theorem 2, using the fact that D(0) = 0 and D’(0) = 0.) 
To finish the proof and construct F(X, p) we argue by cases. In all 
cases, F,(X, p) = A,iX, j # i, where A,j is the jth row of A,. 
i. Suppose p = 0 is not an isolated zero of a(p). Then for each CL.+ 
satisfying a(~.+) = 0, and any xi , (x1 , x2(x1 , p*) ,..., x,(x1 , p*), p) is a 
critical point for X, = A,X. Hence there are infinitely many curves 
of such critical points in any neighborhood of X = 0, p = 0. Therefore 
we may let F,(X, p) = AUiX. 
ii. Suppose y = 0 is an isolated zero and a(p) > 0 (respectively 60) 
for all 1 p 1 sufficiently small. Let F,(X, p) = AUiX - xl3 (respectively 
AUiX + x13). Th e zeroes of F(X, p) satisfy xj = +(x1 , p), j + 1, and 
AUiX - xl3 = 0, i.e., &.)x1 - x1 3 = 0 (respectively &6)x, + xi3 = 0). 
This last equation has two distinct curves of solutions, giving critical 
points different from the curve X = 0. Note that if F,(X, p) = 
A,iX + xi3 (respectively AwiX - xi3), there are no critical points other 
than X = 0. 
iii. Suppose cr. = 0 is an isolated zero and sgn a(p) = sgn p (respec- 
tively -sgn p). LetF,(X, p) = AUiX - pxr3 (respectively AUiX + px13). 
Then, as before, the zeroes of F(X, p) satisfy xi = xj(xl , p), j # 1 and 
4P)Xl - Pl 3 = 0 (respectively u(p)xl + px13). The last equation is 
equivalent to (u(p)/p) - xl2 = 0 (respectively a(p)/p + xl2 = 0) and 
u(p)/p > 0 (respectively 60). Hence, there are two distinct curves of 
solutions. 
It remains an open question whether there is an analog to Theorem 2 
concerning periodic orbits, i.e., is there a simple condition, analogous 
to (1), allowing multiple pairs of eigenvalues to cross the imaginary 
axis, (all at the same value of p and all having the same imaginary 
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values &iu), which still yields the conclusion of the Hopf theorem: 
the existence of a one-parameter family of periodic solutions (with 
period near 2417) ? 
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