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An extension of the linear Markovian representation called the bilinear Markovian representa- 
tion is introduced, and is shown to provide representations of all sub-diagonal bilinear time series 
models. Some properties of the bilinear Markovian representation are also given. 
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1. Introduction 
In the theory of linear time series model, the Markovian representation plays an 
important role, especially in connection with Kalman filtering. It has been shown 
(Akaike, 1974a) that the well known autoregressive moving average model admits 
a Markovian representation and vice versa. Recently, there has been much interest 
in nonlinear time series modelling and various nonlinear time series have been 
proposed. It would be helpful to generalise the linear Markovian representation to 
provide representations of a class of nonlinear time series models. We are mostly 
interested in the so called bilinear models introduced by Granger and Andersen 
(1978) and Subba Rao (1981), and we introduce a class of Markovian representation, 
called bilinear Markovian representation, which can represent all sub-diagonal 
bilinear models. These representations are models of nonlinear processes in their 
own right and as such are studied in some details. 
2. Bilinear Markovian representation 
One can introduce the bilinear Markovian representation by explicitly giving the 
corresponding formula, but we find it more appealing to introduce the representation 
through the notion of predictor space in a similar manner to Akaike (1974a, 1974b), 
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by showing that such representation arises naturally from certain general assump- 
tions on the process. Let X(t), t =. . . , -1, 0, 1, . . . , be a zero mean (strictly) 
stationary process with finite second moment and denote by H, the space of square 
integrable random variables measurable with respect to the a-field F, generated by 
X(s), s G t, and by ?( u 1 H,) the conditional expected value of the random variable 
(or vector) Y(u) given Hr We define the (nonlinear) predictor space as the closed 
space spanned by the X(t+klH,), k=l,2,.... By analogy with the linear case, 
we introduce the following assumption: 
AO: The predictor space is of finite dimension. 
Let Z,, . . . , 2, be the elements of a basis of P, and let Z(t) be the vector with 
components Zi( t). Then A0 implies that X( t 1 H,) = HZ( t - l), Z( t 1 H,_,) = 
AZ( t - 1) for some row and square matrices H, A (which are independent of t by 
stationarity). However, unlike the linear case, this assumption is not enough to yield 
a useful representation, since in the nonlinear case the random vector Z(t) - 
Z(tl H,_,) is not generally a multiple of the innovation e(t) as in the linear case. 
The only thing one can say about this vector is that its components belong to the 
space I, spanned by the X(.S H,)-rz(.~ Hrpl), s > t, and that the last space is 
orthogonal to H,_, (in the sense of the L2 metric). Thus it is necessary to introduce 
additional assumptions on the structure of the space I,. A simple assumption could 
be that its elements can be written as a product of e(t) and some random vector 
Y( t - 1) belonging, up to a constant, to H, (the last condition ensures that Z, is 
orthogonal to H,). We consider however a weaker assumption: 
Al: The elements of I, can be written in the form 
where e(t) =X(t) -X(t 1 H,_,), Y(t - 1) belongs to Hr_,, c, d are constants and 
CT’= E[e(t)‘I F,_,], which is assumed to be constant. 
The quadratic term in the above assumption is actually introduced in order to be 
able to represent certain bilinear processes. Now if Y(t) is allowed to vary arbitrarily 
in H,, then the space Z, cannot be specified by a finite number of parameters and 
one cannot expect to get a representation with a finite number of parameters. Thus 
we need to restrict the range of Y(t). A simple assumption is: 
A2: 7;he random variables Y(t) of Assumption Al belong to the sub space P,(m) 
spanned by P, and X(t), . . . , X( t - m + 1) (P((O) = P,), for some m > 0. 
Take Z(t) the vector with components the elements of a basis of P,(m), from the 
earlier arguments, A0 implies that X( t 1 H,_,) = HZ( t - l), Z( t ) H,_,) = AZ( t - 1). 
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Using A2, A3, it is easy to obtain the following representation: 
X(t)=HZ(t-l)+e(t), 
(2.1) 
where e(t) is a stationary sequence of random variables with E[ e( t) 1 Z( t - I), . . . ] = 
0, E[e(t)21Z(t-l),. . . ] = CT* and H, A, B, C and D are row, square, square, column 
and column matrices respectively. We shall call such a representation with e(t) 
satisfying the stated conditions the bilinear Markovian representation. The e(t) will 
be referred to as the noise, and the Z(t) and its components as the state vector and 
state variables. Strictly speaking, the process Z(t) is Markovian only if e(t) is 
independent of Z(s), s < t. We use the term Markovian because it has been used 
in Akaike (1974a) and because the above independence is usually assumed in 
practice. 
Note that if A2 holds for some m then its it also holds for m’> m. However, 
using this m’ would lead to a representation with higher dimension (of the state 
vector) and introduce more constraints on to the matrices A, B, C, D, H, since 
unless m = 0, there exists a row matrix K such that 
KA”=H, 
KA’B=O, Osj<m, 
KAjC=O, O<j<m-1, KA”-‘C=l, 
KA’C=O, O<j<m. 
(2.2) 
These constraints arise from the fact that the state space, that is the space spanned 
by the state variables, at time t contains X( t - m + 1). Indeed this fact implies that 
X( t - m + 1) = KZ( t) for some row matrix K and hence 
X(t-m+l)-X(t--m+lIH,_,)= KBZ(t-l)e(t)+KCe(t)+KD[e(t)2-~2] 
and since the above left hand side equals 0 for m > 1 and e(t) for m = 1, we get 
thatKB=O,KC=KD=OandX(t-m+2)=KAZ(t)ifm>landKB=O,KC=l, 
KD = 0 if m = 1. By repeating this argument, we obtain (2.2). Conversely, let X(t) 
admit a bilinear Markovian representation (2.1), not necessarily the one derived 
from AO-A3 above. Then, provided that this representation is invertible in the sense 
that Zi( t) E H,, the fact that the matrices A, B, C, D, H satisfy the constraints (2.2) 
means that X(t), . . . , X( t - m + 1) belong to the state space at t, since then 
X(t)=KA”-‘{AZ(t-l)+BZ(t-l)+Ce(t)+D[e(t)*-u2]} 
= KAmplZ( t) =. * . = KZ( f + m - 1). 
To distinguish between representations with same dimension (of the state vector) 
but having different numbers of free parameters, we associate with a given representa- 
tion (2.1) an index i, which is the largest integer m 3 0 for which (2.2) holds for 
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some K. (This is also the largest m 2 0 for which X( t - rn + 1) belongs to the state 
space at t.) Note that by the last equality, the class of processes admitting the 
representation (2.1), with index at least 1, is the same as those admitting the 
representation of the form 
X(t) = Ki( t), 
&)=A&-l)+B&t-l)k(~)+Ce”(t)+D[P(t)2-a2], 
with same dimension. The representations (2.1) with index 0 can also be put in the 
last form but at the expense of increasing the dimension. 
As we have seen, a process satisfying AO-A2 admits a bilinear Markovian rep- 
resentation. The converse is not true in general. Actually, if the process admits a 
bilinear Markovian representation, then A0 holds and if this representation is 
invertible then Al holds too, but A2 may not hold. Also, unlike the linear case, the 
choice of the state variable as elements of a basis of P,(m) does not guarantee the 
obtaining of a minimal representation unless m = 0 or X( t - m + 1) belongs to the 
space Zy spanned by the Y(t) of Assumption Al. (By minimal we mean that there 
exist no equivalent representation with less number of state variables.) The last 
result follows from the fact that the state space at r must contain 1: and hence 
P,(m). A strong point of the representation (2.1) is that it can be studied analytically 
to some extent, whereas for most nonlinear models analytical results seem out of 
reach. Also, (2.1) provides representations for a large class of bilinear processes 
and is similar to the deterministic bilinear models widely used in control theory. 
We conclude this section by mentioning the nonzero mean bilinear Markovian 
representation which can be obtained in a similar way to the above: 
X(t)=HZ(t-l)+e(t), 
(2.1’) 
where A, B, C, D, H are as before and E is a column matrix. This is more adapted 
to the representing of bilinear processes since these have nonzero mean. It can be 
reduced to (2.1) by subtracting means from X(t), Z(t). 
3. Bilinear Markovian representation of bilinear model 
Recall that the general bilinear process of order p, q, P, Q is defined by 
X(f)= 5 a,X(t-j)+,(t)+ 5 b,e(t-j)+: g b,&(t-j)e(t-k) 
J=l j=l j=l k=l 
where e(t) is a sequence of independent identically distributed random variables 
with zero mean and variance a’. We shall restrict ourselves to the so-called sub- 
diagonal models for which bkj = 0 if j < k. For convenience, we change the definition 
D. T Pham / Bilinear models 299 
of the b, and P and add zero coefficients eventually to transform the model into 
X(t)= t ujX(t-j)+,(t)+ 5 bje(t-j) 
j=l j=1 
+ z i b,X(t-j-k)e(t-k). 
k=l j=O 
(3.1) 
(3.2) 
Theorem 3.1. There exists a bilinear Markovian representation for the bilinear process 
(3.1) with n = max(p, P+ q, P-C Q) state variables, of index at least m = 
n -max(q, Q), given explicitly by 
X(t)=Z,(t-l)+e(t), 
Z,(t)=Z,+,(t-1), lGi<m, 
Z,(t)=Z,+,(r-l)+e(t), 
Zm+i(t)=aiZm+,(t-l)+Zm+,+l(t-l)+(ai+b,)e(’) 
+ f bikZm+l(t-l)e(t)+bioe(t)2, lSi<n-m, 
k=O 
??I+, 
z,,(t)= c a,+,-kzk(t-l)-t(a,-,-tb”~,)e(t) 
k=l 
+ kto bnvn,k&n+~~k(~ - lb(t)+ bnOe(t)2 
where, by convention, a, bi, b, equal zero whenever i exceeds p, q, Q respectively, or 
k exceeds P. Also, the process satisfies Al, A2 provided that it is nonanticipative (e(t) 
independent ofX( t - I), . . . ) and invertible (e(t) E H,). 
Proof. Let Pi(t)=bi+bioX(t)+’ . . + blpX( t - P), po( t) = 1. Then (3.1) becomes 
X(t)= i aiX(t-i)+nim/3i(t-i)e(t-i). 
I=, i=O 
Put Z,(t)=X(t-m+i) for lGi<m and 
Z,,,+i(t)= f akX(t+i-k)+fli*/3k(t+i-k)e(t+i-k), l<iGn-m. 
k=i k=i 
Then it can be checked that 
Z,+r(t) = Zfn+,+, (t-l)+a,X(t)+p,(t)e(t), lSi<n-m, 
mtl 
Z(t)= c a,+,_,X(t+k-m-l)+&_,(“)e(t). 
k=l 
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ByreplacingX(t)andX(t-k),l~k~P,byZ,(~-l)+e(t)andbyZ,+,_,(t-l) 
respectively, we obtain the representation in the Theorem, and it is straightforward 
to check that this representation has index at least m. To show that the process 
satisfies Al, A2, observe that 
E[/%(t)e(t) I Ft-,l= h&[X(t)e(t) I Ft-,l= biou2. 
Thus, for s > t, 
EU%(s)e(s) I Ftl= E{EIIPi(s)e(s) IF,-,1 IF,I = bi,a2 
and therefore 
min(p,k) 
= 1 a,~(t+k-iIH,)-rZ(f+k-iIH,_,)+pk(t)e(f)-bkO(T’. 
i=l 
This recurrence relation shows that the elements of I, are linear combinations of 
e(t) and the Pi(t)e(t) - bi002, which gives the result. 
Note. The vector bilinear model 
X(t) = HY( t), Y(t)=AY(t-l)+BY(t-l)e(t-l)+Ce(t) 
considered in Pham and Tran (1981) and Subba Rao (1981) can be transformed to 
(2.1) by putting Z(t) = [A+ Be(t)] Y(t). 
4. Some properties of the bilinear Markovian representation 
We give here some properties of the bilinear Markovian representation. For ease 
of reading, the proofs of results are relegated to the appendix. Consider first the 
existence of a stationary solution of (2.1). By this we mean the existence of two 
stationary processes X(t), Z(t) satisfying (2.1) for a given stationary sequence e(t) 
such that E[e(t)le(t-l),...]=O, E[e(t)2/e(t-1),...]=cr2. 
Theorem 4.1. Suppose that the e(t) are independent with finite fourth moment. Then 
a necessary and sujicient condition for the existence of a stationary solution of (2.1) 
is that either one of the following equivalent conditions hold, 2 denoting the covariance 
matrix of Ce(t)+De(t)2: 
(i) 7’he matrix equation Q = AQA’+ BQB’ u* + E admits a positive solution in Q. 
(ii) The sequence Qk defined by Q. = 0, Qk+, = AQ,A’+ BQkB’a2 + 2 is convergent. 
Under the above condition, a stationary solution of (2.1) is given by 
X(t)=HZ(t-l)+e(t), 
(4.1) 
Z(t)= f [A+Be(t)] * * .[A+Be(t+l-j)][Ce(t-j)+De(t-j)-a’] 
j=O 
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with the above series converging in mean square and almost surely. The solution is 
unique if the equation Q = AQA’+ BQB’ u2 admits no positive nontrivial solution. 
Note. Using tensor product notation, it can be shown (by an approach as in Nicholls 
and Quinn, 1982) that a sufficient condition for the existence of a stationary solution 
of (2.1) is that the eigenvalues of AOA+ 02BOB have moduli strictly less than 
unity. However, the existence of such solution does not necessarily entail the above 
condition, since the matrix 1 may be degenerate. With regard to the sufficient 
condition, one actually needs only to consider the eigenvalues of Ao2 + a2 Bo2 where 
Ao2 denotes the matrix associated with the linear transformation Q + AQA’, defined 
on the space of symmetric matrices (the eigenvalues of Aa2+ 02B02 form a subset 
of that of AOA + (r2B0 B). Moreover, if the above eigenvalues have moduli strictly 
less than unity, then the condition that the e(t) are independent and have finite 
fourth moment can be dropped. The following result is similar to that of Bhaskara 
Rao, Subba Rao and Walker and is slightly stronger. 
Theorem 4.2. If the matrix Aa2+ Bo2u2 has all its eigenvalues of modulus strictly less 
than 1, then the series (4.1) is convergent in the mean, and, if the e(t) are independent, 
almost surely, and defines the unique solution of (2.1). 
Uniqueness of solution can also be achieved if we restrict ourselves to regular 
solutions, in the sense that Z(t) depends on e(s), s < t only, provided that the e(t) 
are independent. Indeed, any regular solution of (2.1) has its state vector differing 
from that of (4.1) by some U(t) = [A+ Be( t)] U( t - 1) and hence can be expressed 
as function of e(t), . . . , e( t - n), U( t - n - l), implying that U(t) is independent of 
any function of e(t), . . . , e( t - n) for all n. This is impossible unless U(t) = 0. Note 
that the above regularity requirement implies the strong regularity of the process 
in the sense that EZ, reduces to the space of constants. The last conditions seem to 
be more natural, but we do not know if it is enough to ensure uniqueness of the 
solution of (2.1). 
Hannan (1982) has considered the existence of bilinear models of a form similar 
to (3.1). His condition is however not as explicit as ours. A first example of application 
of Theorem 4.1 is the model (3.1) with p = q = Q = 1, P = 0, giving the same result 
as in Pham and Tran (1980, 1981). A more difficult example is model (2.1) with 
p = q = P = Q = 1. By Theorem 3.1, this model admits a representation of the form 
(2.1) with A having 0 on the first column and 1, a, on the second column, and B 
having 0 on the first row and b,,, bIO on the second row. A direct computation 
shows that the characteristic polynomial of 
Aa2+Ba202 is -h3+(a~+b~,a2)h2+b,,(b,,+2a,n,,)02A 
which has roots of modulus less than 1 if and only if 
-1<b,I(bII+2alb,,Jo2<1-(a~+b~,02). 
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We now turn to the minimality of the representation. The notion of minimality 
is however rather awkward to work with, so we consider a weaker notion called 
quasiminimality. A representation is said to be quasiminimal if there is no other 
representation with the same noise and with state vector being a linear transformation 
of the original state vector and having smaller dimension. If we restrict ourselves 
to invertible representations, this notion is the same as the minimality notion. Indeed, 
the intersection V, of all the state spaces at t of invertible representations clearly 
contains P, and the random variables Y(f) of Assumption Al. Thus any representa- 
tion which is minimal among the invertible ones, as well as any quasiminimal 
representation which is invertible, can be obtained by the same construction as in 
Section 2, by taking as state variables the elements of a basis of V,. 
Theorem 4.3. Suppose that the representation (2.1) is regular (i.e. X(t) is giuen by 
(4.1)). Let n be the number of state variables, Qk be as in Theorem 4.1, Pk be dejined 
by PO=O, Pk+, = A’P,A + B’ PkBa2 + H’H and C, and Ok be respectively the matrices 
formed by the columns of A”IB”I . . . A”rB”‘,Z and by Ihe rows vectors 
HA”IB”I . . . A”rB”,, E being as in Theorem 4.1 and n,, m,, . . . , n, m, being nonnega- 
tive integers with E( ni + mi) < k. Then the representation is quasiminimal if and only 
if (C) and (D) hold, where (C) is one of the following equivalent conditions: 
(Cl): Qk is nonsingular for some ks n. 
(C2): C, is of rank n for some k< n. 
and (0) is one of Ihe following equivalent conditions: 
(01): Pk is nonsingular for some kc n. 
(02): Ok is of rank n for some ks n. 
We now study the moments of processes admitting a bilinear Markovian rep- 
resentation. The covariance function can be computed quite easily. Suppose that 
X(t) admits the representation (2.1). Then R(0) = EX(t)‘= HQH’+a*, Q being 
the covariance matrix of Z(t). From (2.1), J?( t + k / H,) = HAk-‘Z( t 1 H,) and hence 
R(k) = EX( t -t k)X( t) = HAk-‘EZ( t)X( t). By replacing X(t), Z(t) by the right 
hand sides of (2.1), we finally get the covariance function 
R(0) = HQH’+ a*, R(k) = HAkQH’+ HAkm’Cg2+ HAk-1DE[e(t)3], ka 1, 
where Q is the positive solution of 
Q = AQA’+ BQB’a* + 2, I= CC’a2+DD’var[e(t)2]+(CD’+D’C)E[e(t)3] 
being the covariance matrix of Ce( t) + De(t)‘. 
The above result shows that the covariance function of a process admitting a 
bilinear Markovian representation has the same form as that of an autoregressive 
moving average (ARMA) process. In case of the bilinear process (3.1), this result 
can be made more precise. 
Theorem 4.4. The covariance function of the bilinear process (3.1) is the same as that 
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of an ARMA process of autoregressive coeficients a,, . . . , aP and max(q, Q) moving 
average coeficients, functions of the a,, bi, brk 
Computation of higher order moments is in principle possible. However, the 
algebra is very tedious, so we consider only the case where Z(t) is scalar as an 
illustration of the method. We shall assume that the e(t) are independent and have 
moments of all orders. Since we are interested in bilinear models, we shall consider 
the representation (2.1’) which we write as 
X(t)=Z(t-l)+e(t), Z(t)=a(t)Z(t-l)+&,(t) (4.2) 
where a(t) = A + Be(t), i(t) = C + ZIe( t)2 + E. From this, the n-th moment p,, of 
Z(t), if it exists, is seen to satisfy 
n! 
cn -j)! wn-j2jpn-jT wl,k = E[a(t)‘6(t)kl 
(4.3) 
and hence can be computed recursively starting with pLo = 1, provided that wj,O # 1, 
j=l,..., n. Let V(t), v(t) have components Z(t)‘, l(t)‘, j = 1, . . . , then, from (4.2), 
V(t) = A(t) V( t - 1) + v(t) where A(t) is some lower triangular random matrix 
independent of V(t - 1). The arguments in the proof of (i) of Theorem 4.1, with 
minor modifications, show that V(t) has finite second moment if and only if the 
matrix equation 
where v = EV( t), admits a solution Q 2 w. By induction, it is seen that, assuming 
wj,,#l,j=l ,..., the solution of the above equation is Qjk = pjliiti Thus, V(t) admits 
second moments if and only if the v x v matrix of general element P,+~ is not less 
than the one with general element pipP Hence, Z(t) admits moments up to order 
2n if and only if this condition holds for I/ = 1,. . . , n, which is the same as its 
holding for Y = n (assuming wj,O # 1, j = 1,. . . , n). This condition is rather difficult 
to check in practice. However, the simple condition Iw2n,01 < 1 is sufficient for the 
existence of moments of order 2n, since Z(t) =Cy a(t) . * . a( t - i-t l){( t - i) with 
the general t&m of the series having 2n-th moment equal to w& W0,2n. 
Once the moments of Z( t) have been computed, those of X( t) follow easily from 
(4.2). Lagged moments can also be computed, by first conditioning on the sub-field 
F, for appropriate t and then using the relation 2(t+ kl H,) = [EA(t)lkV(t). 
Appendix: Proofs of Theorems 4.1-4.4 
Proof of Theorem 4.1. Clearly (ii) implies (i) since the limit Q of Qk, if it exists, 
satisfies the equation of(i). Conversely, suppose that this equation admits a positive 
solution Q. Then, Qk being defined as in (ii), we have 0 = Q,,s Q and hence 
Q1 = AQoA’ + BQ,,B’(T* + E s AQA’ + BQB’a2 + xI5 = Q 
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and by repeating this argument, Qk < Q for all k. The same argument, starting with 
Q. G Qi gives Qk G Qk+, for all k. Thus the sequence Qk converges. Now, Qk is the 
covariance matrix of 
Z(f, k)= ; [A+Be(t)] . ..[A+Be(t-i+1)]{Ce(t-k)+D[e(t-k)2-~2]} 
i=Il 
and since Cc(s) + De(s) - u2 has zero mean and is independent of e(s + l), 
e(s + 2), . . . , for any vector X, the sequence x’Z( t, k), k = 1,2, . . . is a martingale 
sequence with second moment bounded by x’Qx and hence converges in mean 
square and almost surely to a limit x’Z(t)x, say. It is easy to check that Z(t) is the 
solution of (2.1). Conversely, if (2.1) admits a stationary solution, then (i) holds 
since the covariance matrix Q of Z(t) clearly satisfies Q = AQA’+ BQB’a2+ Z2. To 
show the uniqueness of the solution (4.1), observe that any solution of (2.1) has its 
state vector differing from Z(t) of (4.1) by some U(t) satisfying U(t) = 
[A+ Be( t)] U( t - 1) and thus has covariance matrix Q, a solution of Q = 
AQA’+ BQB’u’, which must be zero by assumption. 
Proof of Theorem 4.2. We shall show that the general term U(t, i) of the series in 
(4.1) satisfies E 11 U( t, i)ll < MP”~ where M is a constant, p is the maximum modulus 
of the eigenvalues of Aa2+ Bo2u2 and (1. II d enotes the Euclidean norm. As in the 
proof of Theorem 4.1, this would imply that the series converges in the mean, and 
if the e(t) are independent, almost surely. To establish the above assertion, observe 
that U( t, i), by stationarity, has the same distribution as 
U(i)=[A+Be(i)]+. . [A+ Be(l)]{Ce(0)+D[e(0)2-a2]}. 
Let W(i) = U(i) U(i)‘; by Jensen’s inequality 
Let vech W(i) be the vector with components W( i)jk, j s k, arranged in a prescribed 
order and put 1x1 =C Ix,1 f or any vector x. The above right-hand-side is less than 
lvech E[ W(i) I Fo]l. Since 
E[W(i)(F,_,]=AW(i-l)A’+BW(i-1)B’a2, 
vech E[ W(i) I F,] = (Aa + BQ2a2) vech E[ W( i - 1) I F,] 
= (Aa2+ Ba2a2)’ vech E[ W(0) I F,,]. 
Hence, putting I TI =C, maxj Iz-,I for any matrix T, E[ II U(i)/1 IF,,] is bounded by 
](AO’+ Ba2)’ / “‘lvech W(0)/1’2. But lvech W(O)1 s C I ui(O)I fJj(O)l= [Ci I ui(O)Il’, 
U,(O) being the components of U(0) which are integrable. The result follows. TO 
show the uniqueness of the solution of (2.1), observe that (2.1) implies Z(f) = 
C: U(t, i)+[A+ Be(t)] + * - [A + Be( t - k+ l)]Z( t - k) and the last term, by the 
same argument as above tends to 0 as k + ~0. 
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Proof of Theorem 4.3. We first show the equivalence of (Cl) and (C2) and of (01) 
and (02). For this, observe that Qk is the sum of all matrices of the form 
A”~(uB)~~ . . . A”r(aB)mr C (a,‘)“,‘“~. . . (&‘)m~,4’n~ 
withn,~l,ni~O,l<i~~,mi~O,l~i<r,m, ?=land~(ni+rni)~k.Since,x’Tx= 
0 implies x’T = 0 if T is a positive matrix, the singularity of Qk is equivalent to the 
existence of a vector orthogonal to all the columns of A”lB”l * . . A”,B”‘r, the ni, mi 
being as above. This proves the equivalence of (Cl) and (C2). The proof for the 
equivalence of (01) and (02) is similar. 
We now show that if the representation (2.1) is not quasiminimal then either (Cl) 
or (02) does not hold. If (Cl) does not hold, there is nothing to prove, so suppose 
that it holds, hence the covariance matrix of Z(t) is non-singular. By assumption, 
there is a second representation 
x(t)=M(t-l)+e(t), 
i(t)=AZ(t-l)+E(t-l)e(t)+&(t)+be(t)2-a2, 
with i(t) = SZ(t). By comparison with (2.1), we get fiS = H, AS = SA, &= SB, 
e = SC, fi = SD. Since, S has less row than columns, there is a vector x # 0 such 
that Sx = 0, giving Hx = fiSx = 0, HAx = fihx = 0,. . . and hence (02) does not 
hold. Conversely, if either (Cl) or (02) does not hold, then the representation is 
not quasiminimal. If (Cl) does not hold, then the kernels Ker( Qk), k = 1, . . . , n, do 
not reduce to (0) and since Ker(Qk) = Ker( Qk+,), there is a p < n such that 
Ker( Q,+,) = Ker( 0,). But then for any x E Ker( Qp+,), 0 = x’Qptlx = x’AQ@x+ 
x’BQ,B’x + x’.Zx SO that x E Ker(E) and Ax and Bx belong to Ker( Q,) = Ker( Q,+,). 
By repeating this argument, Ker( Qk) = Ker( Q,) for k > p and hence Q is singular. 
Thus one can construct an equivalent representation by retaining only the linearly 
independent components of Z(t). On the other hand, if (02) does not hold, then 
in the same way to the above, Pk is singular for all k and hence the row vectors 
HA”IB”I . . . A”rB”v can be expressed as linear combinations of p < n among them. 
Let S be the matrix formed by these vectors, then H = fiS, SA = A.!?, SB = 6s and 
hence we have a second representation with state vector SZ(t). 
Proof of Theorem 4.4. By Theorem 3.1, the bilinear model (3.1) admits a representa- 
tion of the form X(t) = HZ(t- l)+ e(t), Z(t) = AZ(t- 1)+5(t) where H, A are 
column and square matrices and c(t) is a random vector, which can be obtained 
from the equation (3.2). Since (e(t), l(t))’ . IS uncorrelated with X(s), s < t, by linear 
Kalman filtering, X(t)= Hi(t-l)+e(t), i(t)=A.?(t-l)+G~(t) where I is 
the linear innovation, Z(t) is the orthogonal projection of Z(t) onto the space 
spanned by X(s), s < t and G is the gain vector. Since Z,(t) = X( t - m + i) for 
1 s i G m, the first m components of Z(t) - A.?f( t - 1) are 0,. . . , 0, c(t) and hence 
thatofGareO,... ,0,1.LetthelastI=n-mcomponentsofGbea,+~,,...,a,+~,. 
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Then from the form of the matrices H, A, 
X(t)=zn+,(t-l)+4t), 
Z,+i(t)=CZiZ,+~(t-l)+Z,+,+~(t-l)+(Cli+/3i)&(t), l=GiGl, 
zn(f)= i aiz~+l-i(t-l)+(al+PI)E(t). 
,=I 
Thus X(t)=Cy=, aiX(t-i)+c(t)+~f=l/?,e(t-i), giving the result. 
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