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CHAPTER I. INTRODUCTION 
The purpose of this study was to use a technique intro­
duced by Almon (1965) and a suggested modification by 
Modiglianni and Sutch (19 66) to estimate distributed lags in 
the demand for money function. Simultaneously, elasticities 
of demand with respect to the independent variables were 
estimated. The only a priori assumption made about the lag 
structure was that it could be approximated well by a poly­
nomial of fourth degree or smaller. In this Chapter, the 
place of distributed lags in monetary analysis is discussed. 
Some examples of various types of distributed lags that have 
been used in empirical monetary studies are presented in Chap­
ter II- The model for this study is given in Chapter III. 
Chapter IV contains the explanation of the general computa­
tional approach used. Chapter V presents the statistical 
procedure, and Chapter VI, the results and discussion. The 
conclusions and suggestions for further research are contained 
in Chapter VII. 
Ackley (1951) states the "naive version" of the quantity 
theory of money as the following: 
"People spend on goods whatever cash they can 
get ahold of. Money burns holes in people's pockets. 
If they have it, they spend it. Money turns over 
automatically against goods, at a predetermined 
maximum speed." (Ackley, 1961, p. 139) 
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The luore sophisticated Keynesian nodel of the monetary 
sector c^hough, according to Starleaf and Keimer [196 7] noc 
exactly that of Keynes himself) is considered to be: 
= m^  = L^ (y^ ) + (r^ ) , > 0 (1.1) 
Lg < 0 
where 
Ci' 
= the desired nominal stock of money 
= the nominal money supply 
= current nominal income 
= the current interest rate 
Equation 1.1 says that the demand for money is determined 
by current income and current interest rates and that the 
demand for money equals the supply. If the supply of money 
were to change, changes in the income or interest rate or both 
would occur until the money market reached equilibrium. 
One possible mechanism for the adjustments to occur could 
be described in the following way: 
1. Suppose that the money stock is exogenously increased 
by the monetary authorities by large scale buying of 
U.S. Government Securities from private bondholders 
for example, placing money in the hands of the public. 
2. The money supply is now greater than the demand for 
money balances by the wealth owners and their port­
folios need reajustment. 
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3. Wealth owners go out and buy bends of differing 
maturities and risks with the excess money balances, 
driving up tnose bone prices and lowering yields. 
4. At the lower yields and interest rates, investment is 
stimulated and income grows through a multiplier 
effect. 
5. The demand for money is now greater because of higher 
income and because of lower interest rates. 
o. s 6. Then m, = m, with the result that the interest rates t t 
are lower and nominal income is higher, within the 
period of observation. 
The empirical problem is to find the coefficients of the demand 
for money function. 
Hamburger (1966), with respect to household money balances 
in the period 1952-1960 (quarterly), found evidence of lags in 
the demand for money response to changes in the "independent 
variables". Using annual data. Chow (1966) also found evidence 
of substantial lags. Freidman and Schwartz (1963) have hypo­
thesized that the demand for money is a function of permanent 
income v = a [BY^  t- (1 - B)Y ] where 3 is the discrete time 
Pt t^-1 
analogue of the continuous decay factor in an exponential 
weighting pattern to be applied to present and past incomes Y^ . 
Laidler (1966) found that permanent income gave a much better 
2 
statistical fit, as measured by R , than did current income. 
Laidler reasoned this result to be an indication that the 
demand for money is a function of wealth as measured by per­
manent income. This means that the demand for money may not 
be as responsive to changes in current income as assumed in 
4 
in the "naive quantity theory" or the described Keynesian 
model. 
Most economists now agree that permanent income should 
have a role in the explanation of the monetary mechanism. In 
summarizing that role. Figure 1 is used. In a simple diagram­
matic fashion. Figure 1 illustrates a skeletal monetary mech­
anism with permanent income included. The numbers on the 
diagram correspond with the numbered statements below: 
1. Suppose that the money stock is greater than the 
demand for money by households and businesses. 
2. Economic units will adjust by buying physical goods 
or financial assets or both which lead to: 
a. the current GN? rising because of spending on 
goods. 
b. the rate of interest on financial assets falling. 
3. Through some process, whether it be that envisioned 
by Tobin (1958, 1961), of Friedman and Schwartz (1963) 
or the simple one described as being Keynesian and 
presented earlier in this chapter, current income 
increases because of the lower interest rates. 
4. If the demand for money is a function of some weighted 
average of present and past incomes (permanent income), 
permanent income will increase, but only by a fracrion 
of the increase in current income. 
5. The demand for money would then rise, but perhaps 
not enough for the demand to equal the supply of 
money. If not, then the current income will keep 
rising until the permanent income is increased enough 
to bring the demand for money into equality with the 
supply. This may not be a smooth adjustment. The 
current income may rise too much and generate a cycle, 
but assume for this sketch that there is no overshoot. 
2 a 
2 b 
y^ Rupply > d^emand 
A A 
V 
r ( 4 ) — 
financial 
y ( I )  ^Y ( f ) 
current permanent 
V 
[ ( + ) 
permanent 
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Figure 1. Sketch of tlie effect of a money stock increase 
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6. If the demand for money is a function of "permanent"^  
interest rates rather than current interest rates/ 
the dec-line in current interest rates vrill have to be 
large in response to an increase in the money supply 
by an argument similar to that used in part 5. 
As pointed out by Konig (1968)/ there is no a priori 
reason why the weights applied to present and past incomes 
should be exponentially declining or that the weighting system 
used in computing some concept of permanent interest rates 
should be the same shape or extend back in time (lag length) 
for the same number of quarters as the lag for income. 
~The concept of a permanent interest rate is discussed in 
more detail on page 83. The word "permanent" is meant to 
indicate the weighted average of present and past interest 
rates as an empirical definition. 
CHAPTER II. DISTRIBUTED LAGS IN THE DEb'J^ D FOR MONEY 
There are several ways of constructing a weighted average 
of current and past values of the variables. The weights, 
Wq/ w^ , W2/.../ w^  (where the w^ th weight is the value applied 
to the Y, .th values of the independent variable and n is the 
number of periods back that the variable has an effect on the 
current value of the dependent variable) could for exaraple be 
distributed according to an arithmetic progression, a geometric 
decaying structure, a log-normal distribution, or a polynomial 
function. 
i  - 2  
In the arithmetric progression, w^  = w^  (1- for 
2 ^  i £ n. The first two weights, Wq and w^  could have any 
value, but after that the w^  values would be decreasing in the 
way shown in the equation. 
The geometric distribution, w^  = (l-X)À^ , gives a geo­
metric decrease in the weights with a parameter X, 0 < X < 1, 
to be determined. The parameter X is actually 1 - Wg. Two 
actual uses of this lag distribution in monetary studies will 
be presented to clarify how it is used and the problems 
involved. 
Starleaf and Stephenson (1969) assume a demand function 
which is linear in the natural logarithms: 
(2.1) 
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where 
Y = (l-Xy)[Y^  + (Ay) t^-2^  ^^ y^  * 
R — (1-À ) [R. T (X )R _^  + (?c^ )''R^ _^ +...T(A. i"' R^ _ +...Î 
( 2 . 2 )  
r' """t • ' '^^ r' "t-2" '•'^ r' '"t-n' 
(2.3) 
and 
is real income II •p In >
1 
r
.
^
 
II In ^
t' ^ t 
In m^ . < 
and t is the time period. 
" ^ 
Letting A = À = X and assuming that m equals the actual 
r p 
stock of money m the formula actually stated as possible for 
regression is 
= ka^  + ka,Y -r ka_R^  + (1-k) -, (2.4) C> U X  ^ 6 u, u. 
where k is = (1-X).^  Equation (2.4) can be obtained from the 
above model, i.e.. Equations (2.1), (2.2), and (2.3) in a 
manner similar to the following. Assume that the weights w^  
are written as = {1-X)A^  SO that 
U^sing ordinary least squares estimation, the (ka . ) ,  
(ka^ ), (kCg)' and (1-k) can be estimated. Once (1-k) is 
estimated, the estimate for k can be found and a^ , and 
can be recovered. 
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Wq = (1-X) 
w- = (1-X) 
= (l-X)X^  
= (l-X)X^  
Suppose "that the laodel we are trying to estimate with = In 
and Y. = In is 
t -1 
= ûq + a^Y^ (2.5) 
with 
* 
Y = w^ Y. + w-j Yj_ , -f w_Y. „ + w-,Y^   ^-r. , , 0 Û. 1 t-x 2 X.-2 J Û-3 
where 
00 
0 < w. < 1/ and S w. = 1. 
 ^ i=0  ^
Equation (2.5) can be rewritten as 
-r a, [ (1-X) (Y^ T XY_, ^ -r X^Y^_^ +...)] (2.6) 
10 
First differencing 2.6 yields 
= (M^  - + a^ [(l-A) (Y^  X^ Y^ _2+...)] 
- cXq + a^ [(l-X) ÀY__„+ X*'Y^ _2+-«-] 
= a^ (l-X){[Y_ 4- XY^ _^  + ^ ^^ t-2^  -
[Y^ _^  + ÀY^ _ 2  + (2.7) 
Ecruation 2.7 can be further reduced to 
4 = a^ Cl-XiY^ -a^ fX-l) (1-A)[Y^ _^  + +...] 
( 2 . 8 )  
Since 
= Og + L(l-X) (Y^ _^  + XY^ _2 % -t3 
Equation 2.8 can be rewritten as 
= a^ (l-X)Y^ 4-(X-l) [yij_ 3 _  - Kq] (2.9) 
Adding to both sides of Equation 2.9 yields 
= a, (l-X)Y^  + (X-1) - (X-Da.  -U J -  U  U X  W U i .  
= a^ (l-X)Y^  + ^ t^-1 ^  (l-X)aQ (2.10) 
11 
If k = (1-X), then X = (1-k) and Equation 2.10 can be written, 
—  ^  -  -  —  —  —  — ^ ^  
 ^ "C t t-x c-1 
M. = ka» + k a,Y, + (1-k) M. , (2.11) 
X. 0 1 z. û-x 
which is the Equation 2.4 to which least squares is applied to 
obtain the estinate of k. Since X = (1-k), it is then easy 
to go back and find out the weights w^ , v;^ , by using 
the fomula - (l-À)X^ . 
The V7^  may approach, but never does reach zero, so there 
is no way to determine how far the lag extends into the past. 
Liviatan (1963) pointed out that economists, when using "chis 
technique seem to forget that they are working with a stochas­
tic model and that there should be an error term on the end. 
Starleaf and Stephenson's equations which appear here as 
Equations 2.1, .2.2, and 2.3 should actually be, respectively, 
4 = =0 + + "2-\ + "t 
wnere 
= (l-À)Y^  -r XY^ _^  V. 
R_ = (I-A)R^  + XR^  - -r 2^ . U U U"" _L U 
and u, V, and z are random error terms. 
The error term for equation 2.4 then becomes 
(a^ v^  + + u^  - Xu^ _^ ). 
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Since u, - Xu. , is serially dependent on u. , - Xu. . (because û c-1 c-l T:-2 
both contain u^ _-) , then cannot be considered as pre­
determined unless the autocorrelation coefficient p in a first 
order autoregressive scheme happens to equal A. Starleaf and 
Stephenson (19 69) employ two-stage least squares to fit a 
similar model in a simultaneous equation framework to solve 
this problem. 
It is also pointed out by Laidler (1969) chat once k, 
that is (1-x)/ is known, there is still no proof whether the 
weighted average leads to an expectation of wealth hypothesis 
or to an adjustment hypothesis. Edgar Peige (1967) tried a 
technique to seperate out the effects of a lag in the adjust­
ment of money demand to the money supply and concluded that 
there was no significant lag in the achievement of equality 
between the demand and supply of money. Moreover, with a 
quarterly model, it seems reasonable to assume that there is no 
lag in adjustment and that the demand will equal the supply. 
This is confirmed by Teigen (1965), who found little difference 
in the income or interest rate coefficients in the demand for 
money when he used a simultaneous equation model with the money 
supply considered endogenous. Another problem with this 
technique is that a declining lag laust be assumed from the 
beginning. This allows only one independent variable to be 
lagged with any one equation, unless the lag structure is 
assumed to be the same for both variables. 
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Hainburger (19 56) in an empirical study of the household 
demand for money used the following model 
In = InYg + Yg In + T?ln p_ + Tyln -f y^ ln (2.12) 
t fc 
where the y parameters are the long-run elasticities of the 
demand for money with respect to income, wealth, and the yields 
on bonds and equities, and where 
* t^ 
/ 
PI 
* 
is aggregate household money holdings, is price level, 
if * 
is weighted average of past bond rates, is weighted 
* 
average of past equity yields, Y is weighted average of past 
income and W is weighted average of past wealth. Hamburger 
used the following lag formula for all of his variables : 
< = (1 -  ^ %1-L 
1= 1  
where is a weighted average of past and current values of 
with weights given %o all past values except the current, 
by 6_„(1 - where is a weighting factor between 0 
and 1, L will be either 0 or 1 and is the period back in which 
the lag begins, and t is the length of the total lag. 
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For example. 
X—X 
~ ®LX^  0^ ~ ®LX^  1^ (2.14) 
®LX^  ^ ®LX^  2^ °LX^  ^~ °LX^  *10 
where 0^  ^is the weight given to the current period t. In 
this example if L = 0, X^ q is the current quarter. 
•X 
Then, trying many different values for 6^ .^, the X^  values 
are computed and plugged into equation 2.12 until a value is 
found that maximizes the coefficient of determination. Al­
though this allows him a different lag length of each variable, 
the pattern of the lag is forced to be of a geometrically 
decaying form. 
Bierv/ag and Grove (1965) showed that if expectations 
relevant to a model represent an aggregation of the expectations 
of individual transactors, and if each individual's function is 
like the ones illustrated in -the last two examples, then the 
aggregate expectation function is not a Koyck function unless 
the expectations of individual transactors are identical. 
They suggest that the Pascal distribution is more appropriate. 
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Malinvaud (1966) calls this the "negative binomial distribu-
W J VV  ^  ^ aU «A» Vti O W-A M mtm M «M* W W» Sw « « •« W — * «W.» «— 'W — M 
2. fall. The negative binomial can be written as w_. = il-X) 
where is the combinations of r things taken (r+i) 
at a time. Jorgenson (1965) gives a reduced form which can be 
solved for in an econometric model. Xaddala and Vogel (196 9), 
after becoming discouraged with other approaches, used the 
Pascal distribution as applied by Jorgenson (1965) in studying 
the demand by corporations for liquid assets. They say that it 
is desirable to keep the degree of the polynomials used to a 
low level, and the results they got from more the complicated 
technique of Jorgenson were not much better than a simple 
Soyck type. 
The technique on which this study is based is to lez the 
weights Wq, w^ , w^ in computing the weighted average as a 
function with respect to quarters back in time, be a polynomial 
of any desired degree. A third degree polynomial would be 
written as 
r a^i^ W-
^0 • ^1^ • ^2~ 
I at 
^0 *0 
"'l ai -r • ^2 " 
W2 = *0 + 2ai -t" 4s.^  
2 . 3 
w = a_ + na, ? n a. - n a^  
n u ± z o 
in her first presentation, of this technique, Alraon (1965) 
cons "C.ITo.i.IltitÀ "CâX^   ^ ciXlU. uiici CV iJci c:^ Uc^ -L i-O 2*ôî.O/ âïiC* "ûSôCl â. 
very clever technique of Lagrangian interpolating polynomials 
to determine the exact shape of the lags. This process will 
be explained in more detail in explaining the model used in 
this study. Maddala and Vogel (1969) objected to this method 
because the zero restrictions dictate the lag shape to be of 
an inverted v formation, and her method offers no way to test 
1 for the validity of those restrictions. They also found that 
1) The Almon estimates were sensitive to the choice 
of the length of the range over which the polynomial 
was fitted, 
2) The zero restriction often changed the shape of the 
lag distribution 
3) Tests applied to their version of her model showed 
that the restrictions are not valid 
4) The Durbin-Watson statistics showed substantial 
positive serial correlation in the residuals. 
They go on to say 
"Since our results were inconclusive and very erratic, 
we do not report them here". 
Modiglianni and Sutch (19So) suggested that there was no 
need to restrict the w_^  to zero. Despite the complaints of 
I'laddala and Vogel (19 69) this technique was used, with the 
modification suggested by Xodiglianni and Sutch (1966) that 
the first weight be allowed to determine itself without the 
zero restriction on the w.. weight. 
M^addala and Vogel (1959, p. 55). 
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CHAPTER III. THE MODEL 
Definition, Notation, and Restrictions of the Model 
The quarterly model specified for the deraand function for 
money is assumed to be of the following general" form. 
d * * ^ r 
* (P^) " * (3.1) 
where 
(5, 
m^  = the per capita desired nominal stock of money 
* 
n 
(y^ (3.2) 
i=0 
ana 
r* = # (r__.)^r(^) (3.3) 
 ^ i=0  ^
p^  = the implicit GNP price deflator in quarter t 
y^ _^  = the per capita annual Gross National Product (GN?) 
 ^~ in quarter t-i 
r^  = some rate or interest on a chosen financial asset in 
cruarter t 
"The example given here is not the most general form. In, 
fact it is a very specific form, chosen "co represent the fact 
that both lagged and non-lagged variables are included. The 
prices could, in fact be included as a lagged value. In this 
study, computational capabilities are for up to eight lagged 
variables and two non-lagged variables for a third degree 
polynomial lag distribution or three non-lagged variables for a 
fourth degree lag distribution assumed on the lagged variables. 
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8 = the elasticity of demand for raonev with respect to 
3^  = the elasticity of demand for rr.oney with respect to r^  
3 = the elasticitv of demand with respect to p. 
= the error tern 
* 
The fact that 3^  is an elasticity with respect to y^ , 
defined to be the percent change in the demand for money given 
a one percent change in the weighted average of present and 
past incomes, can be shown with the following iTianipulation: 
* 
= p>. 
m. 
(Pt) 9 ! T^-u 
_j L_ 
t| (3.4) 
= 3. 
r ^  3 - 1  *  
 ^ * (y^ )•(r^ ) 
u u 
* Pr-
•  ( ? ^ )  
'"t 
= 3. 
, * * 
So (y^ ) . (r^ ) (P^ ) 
m, 
= gyEl] 
= 3, 
V 
Likewise, 3^  is the per cent change in the demand for money 
•k 
given a one per cent change in the r^ , other things equal. 
3^  is the per cent change in the demand for money given a one 
19 
per cent change in p^ . The exponential weights w^ (i), i = 0/. 
,n are also elasticities. weight w lij zs the per cent 
"change in the weighted geometric average, y , given a one per 
cent change in the income (GN?) of the ith quarter in the past 
Recalling that y^  = (y^ ) 
( 0 )  w_(l) 
y 'ït-n ' ^ 
the elasticity of y^  with respect to income in the t-y quarter 
is defined as 
dV 
t-y 
t-y _ 
Wy(Y) 
n 
i=0 
irY 
- I ! 
y- - .  
V. 
(3.5) 
w^ (y)-l 
- = 
jtY 
i=0 
iry 
I Yt-i 
= Wy(y)j 
L 
V. 
) I 
= Wy (y )  [1 ]  
= fy) . 
Similarly, the w^ (i) weights are the per'cent change in r , 
given a one per cent change in r^  i = 0, 1, 2, 3,..., n. 
20 
Note that if 
3yZ y»_  
— = w„(i) 
s^ t-i y* y 
then 
X 
= (i) 
I 
°yt-i y I Yt-
t^ i 
' (3.6) 
and that if the mean of y, . and the mean of y. are close, 
"c-x t 
which seems likely with 60 observations, then 
>r 
3y^  
= w„(i) (3.7) 
ayt_i y 
which means that the w(i) is not only an elasticity, bat also 
* 
approximately a weight close to what would be found if the y 
were an arithmetic weighted average. The data used in estima­
tion of this model was quarterly from 19 49, 1st quarter, to 
196 6, 4th quarter. The actual period for which the conclusions 
hold will be 1952 to 1965. The data used for the various terms 
in the general model is found in Appendix A. To simplify 
further calculations, take the natural logarithm of both sides 
of equation 3.1 to see that the general model is linear in the 
logarithms. This has been the model traditionally used in 
monetary studies. Zarembka (1963) challenges this tradition 
and relates that if money is defined to be currency in the 
hands of the public plus demand deposits, the function is 
specified correctly; but if money is defined to also include 
2] 
tine deposits, the function is noc correctly specified. Untii 
WOjTK. 2.5 ClOri-ci Xil c—nè ITtGC-cii "UO wc LIS G.C*. 
here is wrizzen as follows : 
In m": = a. -i- 3„ln -i- &_ln 4- 2 In + e_ (3.8) 
wnere 
^0 " '^C 
e^  = In u_ 
U. i_ 
d. ^ ^ 
and y^ , r^  and p^  are as defined above. Henceforth, lei 
capital letters correspond to the natural logarirhr. of zhe 
variables originally in soall letters. 
r r 
:'l. = In m. 
X X V ±11 
X* X 
= In r^  
 ^ U 
?. = In 3. 
so tnar 
,d 
= GQ +  (3 .9 )  U 
Z-w (i) In V. . = I-w (i) .. (3-10) TT — T T r . i=0 ^  1=U i  n -
S. = (i) In r_ = Z-^ s'd) (3-11) 
i=Q -  i=U 
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The purpose of this study is to estimate -che V7^ (i), 
i = 0 , . . . , n^ , the v/^ Ci) , i = U , .. . ,n^ , and . (Lhe uurciber 
of periods back the lag is to extend for Y and R respectively). 
At the sarae time the intercept and the elasticities, 3^ , 3^ / 
will be estimated. 
Assume that the w^ (i) and w^ (i) are values of either a 3rd 
or 4th degree polynomial in For explanatory purposes, 
assume that they are both 3rd degree polynomials with rhe 
restrictions that: 
1) both must be of the same degree polynomial; 
2) (a ) = 0, w^ (n^ ) = 0; and 
n 
3) w, (i) = 1 
i=0  ^
n 
Z" w.^ (i) = 1 
i=0 
Restriction 1 makes the programming much simpler, although, 
at times it would have been useful to allow the two to be of a 
different degree. Restriction 2 is necessary to bring the lag 
to a definite end. One disadvantage of the Koyck-type func­
tions illustrated in a previous section was that the lag length 
could not be determined. Restriction 3 is equivalent to saying 
that the weighted average of the lags is homogeneous of degree 
one. Multiplying all of the values (logarithms) in the weighted 
average by a constant k, will lead to the weighted average 
23 
being k times greater. If a 3rd degree is used, but the true 
lag function is a 2nd degree, the 3rd degree coefficient v;ill 
be close to zero, and the appropriate weights will still be 
computed. The lag function in ^  that is to be fitted, then, 
is 
w(i) = a« -t- a-i + a„i~ + a^ i^  = z a,, i'"^  (3.12) 
0 12 O J._Q ."W 
Polynomial Interpolation 
A polynomial of degree q has (q + 1) coefficients and 
q -t- 1 conditions will determine the coefficients uniquely. In 
the current case of a 3rd degree polynomial, four conditions 
are then required. A simple way to meet these conditions is 
to require the polynomial to pass through four specified 
points w (i^ ) ). Suppose that we know four points (i^ , 
w(ij)). In the example shown in Figure 2, the set of known 
points would be [(0, 0.3), (3, 0.4), (5, 0.3), (7, 0)j. To 
solve for the general 3rd degree equation passing through the 
known points, the following equations could be set up: 
9 3 
w(i-) = a. -r a,i, -r a_ir -r a^ i^  (3.13a) 
J. U J-X Z. ±. OO. 
wd^ ) = Gg ^  2^^ 2 3^^ 2 (3.13b) 
wfig) =  ^a^ ig + ^ 213 + ^ 3^ 3 (3.13c) 
w(i,) = Gg + a^ i^  -f- 2^^ 4 ^^ 3^ 4 (3.13d) 
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w (i) 
5 --
,4 
3  ^
I 
2 -
1 --
-T— 
8 
Figure 2. Example of points for the polynomial to pass through 
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In. matrix notation, this could be written as 
W = AÀ 
where 
W — 
'w(I^R 
wCi^)  
wCig) 
'J 
A = 
a. 
a. 
a-
a. 
C i 
X = 
1 i. 
1 i, 
.2 .3 
^1 ^1 
3 . 2  
^2 
i: 3^ 
.2 .3 1. 1, 
The solution of the coefficients a^ , a^ , give a 
polynoroial which would interpolate between the known points, 
is simply: 
A = (3.14) 
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In the example shown in Figure 1, the solution would be 
a. 
a-
a. 
a. 
1 0 0 0 
1 3 9 27 
1 5 25 125 
1 7 49 343 
I -1 
.3 
.4 
.3 
0 
(3.15) 
Since 
adjoint X = 
and X 
^'l 
et-. 
= 1680 
1680 
680 
-1135 
240 
-16 
0 
2450 
-840 
70 
1 
1630 
1680 0 
-1136 2450 
240 -840 
-16 70 
504 
110 
-12 
- 2  
0654 
-.0071 
I - .00111 
0 
-1764 
840 
-84 
0 0 
-1764 500 
840 240 
-84 301 
0 
500 
240 
30 
".3l 
.4! 
.3 
0 
(3.16) 
the polynoiaial curve passing through all points in Figure 1 
could be written as: 
w(i) = 0.3 4- 0.0654 (i) - 0.0071 (i^ ) - O.OOlll(i^ ) (3.17) 
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This method is not difficult, but the problem in this study is 
to determine what the weiyhcs aiTc in such a function and there 
fore none of the points, except w(i^ ) = 0, (because of the 
restriction that the last weight be zero) are known in ad­
vance. Almon (19 65) suggested using the method of LaGrange 
for the polynomial interpolation together with ordinary least 
squares regression to estimate the weights in a distributed 
lag function. 
Lagrangian Polynomials 
Morsund and Duris (1957) explain how the Lagrangian inter 
polating polynomial is derived. The approach is somewhat 
different from that explained in the last section. The idea 
is to come up with a polynomial of degree q, f(i), where, 
continuing with the example in Figure 2, f(i^ J = w(i^ ), k -
1,...,4 at the known values of w(i) for the kth arbitrarily 
chosen i. In the case of distributed lag function w(i), the i 
represent the number of quarters in the past, where i^  = 0 
means that the first arbitrarily chosen point was i = 0. In 
the Figure 2 framework, i2 = 3, because the 2nd arbitrarily 
chosen quarter in the past was the 3rd quarter. Likewise, 
i^  = 5 and i^  = 7. Then it can be written that w(i^ ) = 0.3, 
wd^ ) = 0.4, wfig) = 0.3, w(i^ ) = 0 to illustrate the notation 
The polynomial now sought is a third degree polynomial 
f(i) = pf^ (i)w(i^ )+pf2(i)w(i2) + P^ fiïwfig) + j2f, (i)w(i^ ) . (3.18) 
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Since P(i^ ) mst equal w(i^ ), the function 0^ (i) nust have the 
piropeirtitis txicit wiicii û. — rciust — 1 anci all otneir 
0^ (i)'s must = 0. Referring to Figure 1, 
fCO) = ^ r^ (0)w(0) + #2(0)w(3) + 02(O)w(5) + 0^ {O)wa) (3.19) 
= w (0) = .3 
In order to guarantee that, f(0) = w(0) = .3, (0) luust equal 
1 and 0^ (0), and 0^ (0) must equal zero. A polynomial 
can be constructed which is zero at its roots in the following 
way 
0(x) = c (x - r^  ) (x - ^ 2) (x - (3.20) 
where x ^  r and c is a constant to be determined. In the 
notation of this section, an example of a third degree 
polynomial for the lag distribution needs 
q+l=4 
j2r, (i) = c n (i - i.) for i ^  i, . (3.21) 
 ^ j=i : 
The c is to be selected so that 0^  (i, ) = 1 so 
 ^(i ) = c ÏÏ (i - i ) = 1 (3.22) iC K  ^ J 
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and therefore 
c = 
IT 
j=i (^ k - ij' 
so that substituting this c into Equation 3.22, 
0^a) = 1 4 
• E (i 
I 3=1 
(i -
k - i J M 
j=l 
(3 
J L 
Equation 3.23 can be written more easily by adopting the 
notation suggested by Hamming (1962) of letting the prime 
the product mean that j ^  k. The Lagrangian coefficient 
polynomial is then 
(q-rl=4) 
li ' (i - ij) 
li '(i. - i.) 
j=l  ^ 3 
and more specifically for the Figure 2 example 
as specified in this discussion of Equation 3.18 
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Also, 
 ^ (0-0) (0-5) (0-7) 
*2^ '^ (3-0) (3-5) (3-7) " 
as desired, but note that 0^ (1), 0^ {2) , and: 0^ (6) are not 
necessarily one or zero. For example: 
a n \ = (1~3) (1-5) (1-7) _ (-2) (-4) (-6) _ -48 
1^^  ' (0-3) (0-5) (0-7) (-3) (-5) (-7) 105 
According to Hamming, 
"...given the n + 1 sample points, the corresponding 
nth degree polynomial passing through these points is 
uniquely (within round off errors) determined, regard­
less of how it is constructed or the particular notation 
used." (Hamming, 1962, p. 95) 
If calculated out. Equation 3.18, with the known weights of 
Figure 2 
P(i) = (0.3)^ f^ (i) + (0.4)02(1) + (0.3)^ 3(i) + (0.0)0^  (i) 
(3.24) 
should give the same solution as the simultaneous equation 
method of the previous section. Recall that the equation of 
the polynomial which passed through the points shown in Figure 
2 was found to be 
P(i) = 0.3 -r 0.0654 (i) - 0.0071 (i^ ) - O.OOll(i^ ). 
Rather than calculating out Equation 3.24 to notice how the 
same solution results, the same thing can be seen by calculat­
ing the value of w(2) by both techniques. By the simultaneous 
equation method and the resulting Equation 3.17 
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w(2) = 0.3 + 0.0654(2) - 0.0071(4) - 0.0011(3) 
= 0.3 + 0.1308 - 0.0284 - 0.0088 
= 0.3836. 
To find w(2) by the Lagrangian formula of Equation 3.24: 
P(2) = 0^ (2)w(O) + 0^ (2)wC3) -i- 0^ (2)w(5) 4- 0^ (2)w(7) 
= #i(2) [0.3] + 0 ^ ( 2 )  [0.4] 4- 0 ^ ( 2 )  [0.3] 4- 0 , ( 2 )  [0]. 
The Lagrangian polynomial coefficients can be calculated as 
(2 - i^ ) (2 - i ) (2 - i^ ) 
1^^ 2) = (i^  - ig) (^ 1 - ^ 3) - 14) 
_ (2-3) (2-5) (2-7) _ -15 _ 
" (0-3) (0-5) (0-7) - %ÏÔ5 - '"4^ * 
(2 - i^ ) (2 - i^ ) (2 - i^ ) 
2^ (^ 2 ~ ^ 1^  ^ 2^ ~ ^ 3^  ^ 2^ ~ "^ 4^  
- (2-0) (2-5) (2-7) _ 30 _ , 
(3-0) (3-5) (3-7) 24 
(2 - i^ )(2 - i,)(2 - i^ ) 
*3(2) = (i^  - i^ ) (i3 - ±2) (±5 - ±4) 
- (2-01 (2-3) (2-7) _ 10 _ _ 
(5-0) (5-3) (5-7) -20 ~ 
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Then. ; 
?(2) = 0.1429 10.3) + 1.25 10.4) - 0.5(0.3) 
= 0.04287 4- 0.5 - 0.15 
= 0.39287 
which is different frora the simultaneous equation, solution only 
by round off error. All of the weights could be found without 
ever knowing the exact equation of the lag function. It will 
be seen, on the future pages of this chapter that this is the 
property that makes the Lagrangian interpolating polynomial the 
desirable technique to use. When using this technique it must 
be assumed that the weights do not fluctuate violently between 
the points that are assumed to be known. Another technique of 
polynomial curve fitting is the method of least squares, but 
like any method other than the Lagrangian, it would involve 
many values of the lagged endogenous variable in the regression 
equation. Extreme multi-collinearity problems could result 
and regression analysis may not work without some knowledgeable 
altering of the data. Also, as noted, only the Lagrangian 
technique allows the calculation of each weight without knowl­
edge of the exact distributed lag equation. The model can be 
completed as below. 
Let b, = 3w(i, ) for some selected i, periods in the past, so 
that 
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1^ = 3w(ij_) 
2^ = 3w (ig) 
3^ = gw (i^ ) 
4^ = 3w (i^ ) 
Then, knowing the b^ r b^ , b^ , for third (q=3) degree 
polynomial 
(q=3) 
gw(i) = n (i)b, (3.25) 
"t_ -1 Jv iv k=l 
where 
(q+l=4) 
ri ' (i - ij) 
3^ 1 ' - ij' 
Now considering Equation 3.9 
4 = *0 + 
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Equation 3.28 can be rewritten as; 
(q=3) (q=3) 
kL * k=i — —t 
«t = "0 + <y'=k>y\, + 'A>rV + ®p^ t + 
r^^ 2^  (r^ 2^ ) "*" r^^ S^ r^ S^  ^ p^^ t ®t (3.29) 
The 0^ (i) are constants that can be computed independent 
of the data. The Y^ _^ f t^-i' ^ t values are directly observable. 
Note that only three Almon variables are computed. The fourth 
is left out. Modiglianni and Sutch (1966) suggested the last 
weight be tied to zero but left free on the current end, rather 
than restricted to zero at i = -1 as Almon (1965) did. The 
way to tie the last weight to zero is to leave the fourth Almon 
variable out of the equation. 
is not directly observable. Assume that the demand 
for money equals the supply of money on the average during the 
current quarter, so that there is no lag in adjustment to 
changes in actual money balances longer than one quarter. That 
is, let 
= Mf U .U 
where the stock of money, M^ , however defined, is observable 
on a quarterly basis so that 
36 
0^ v^ 2W'^ 2. ^ v^ 3^ v^ 3. ^ r^ l^ r^ l ,  ^
• c - - - c - - t :  u  
r^ 2 r^ 3 p^^ t ®t C3.30) 
Equation 3.30 can be run as a multiple linear regression of 
M| on yA3_^ , yAj^ , ?t "=^ "9 
method of least squares in order to get the values and the 
b^-^  values (which are the estimates of the "known" 3^ ,Wy(i) 
values and S^ w^ (i) values through which the curve must pass) 
and p^ . Then using Lagrangian polynomial interpolation, the 
rest of the g^ w(i) and g^ w(i) values can be found. The w(i) 
values are the values being sought, so the 3^  and must be 
calculated in the process and then divided out to get the w(i)a 
n 
i = 0,...,n. The restriction that w (i) = 1 and 
i=0  ^
Z" w (i) = 1 was imposed, so 
i=0  ^
i Z w (i) = 3 
 ^i=0  ^  ^
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Sinv 
/y ,, v n 1 
- /'v L, 
k=l 'y~k/ 
Sr«r(i'= tA!' 
then 
w^ (i) = (3.35) 
w_(i) = 
S„ 
(3.36) 
Any one value Sw(i) can be recognized as a linear combination 
of the b^ 's estimated from regression and according to Johnston 
(1963), the t-test is appropriate to test the null hypothesis 
that w(i) = 0 against the alternative hypothesis that w(i) > 0. 
Let 
^ = yf3(ii 
0 
0 
3 
L 
0 
0 
0 
rfl(i) 
rfzti) 
and [b] = 
y^ 2 
1 
y^ 3! 
Ai 
If the model for regression is written in matrix form as 
14 = A [b] + £ (3.37) 
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where 
A = 
60  60  
M = 
-X 
60 
= Pil 
' 6 0  
where .A, , (j = y, r; k = 1, 2, 3; t = 1/ 2,...,60) is the 
 ^ t 
deviation from the mean of the t th observation of the k th 
Almon variable of the j ^  economic variable. 
Then 
* * — 1 * ^  (3.38) 1 *b = (A'A) A'M) 
so the 
Var(^ ) = #'V(b) # = #' (A'A)"^  = Va^ y CoVyrj (3  22 )  
Covyr Var^  | 
2 2 Since a is not known, it will be estimated by s which is the 
sum of the residuals squared, divided by the degrees of free­
dom. The degrees of freedom equal the number of observations 
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n\inus the number of independent variables in the regression 
equation. 
Var(2b) = 0 '  Var(b) 0  =  0 '  (A'A) ^  0  =  
vary Covy^ l 
Cov^  ^ Var^  
(3.40) 
Var^  and Var^  give the variance of S^ w^ Ci) and 3^ w^ (i) 
respectively, but what is needed is the variance of w^ Ci) and 
w^ (i). Since and 3^  are both constants 
Var (PyWy(i)) = 3 y Var (w^  (i) ) (3.41) 
Var (3^ w^ (i)) = g  ^Var(w^ (i)) (3.42) 
The standard errors of the weight estimates (i) and w^ (i) 
can ne written as 
Var 
StE (w ) = 
V 
(3.43) 
Var 
StS(w^ ) = (3.44) 
["he calculated t statistics can then be written as 
y^ a,df StE (w ) 
(3.45) 
w (i) - w(L) 
-J- = f ~ 
r ci/df StE (w ) (3.46) 
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If the Kq ; Wy(i) = 0 
H_: w (i) > 0 
a. y 
and 
Eg: w^ (i) = 0 
H : w (i) > 0 
are being tested, then a level of significance a, is chosen 
and a tabulated t is found for t^  The degrees of freedom 
2 (df) are the same used in computing s . The tabulated t is 
then compared to 
w (i) w (i) 
and „t y a,df StE(w^ ) r a,df StE(w^ ) 
If t. , < t or t. , < t then reject the hvoothesis 
•cao y a,of rab y a,ax' 
that this particular weight is not significantly different from 
zero at the a level of significance. Other hypotheses can be 
tested in a similar fashion for different values of w^ (i) and 
w^ (i). For example, the null hypothesis that w^ (C) - 0.3 
could be tested against the alternative hypothesis (0) < 0.3. 
These additional hypotheses can easily be tested once the 
standard errors of the weights are known-
If a fourth degree polynomial is assumed, the equations 
given only differ by making q = 4 in those places where, for the 
example of a third degree in the preceding formulas, q = 3. 
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Econometric Problems 
It was thought trom the beginning of this study that if 
the regression coefficients were not unbiased or if the vari­
ance- covariance was not properly stated, the resulting 
weights would not be accurate and that even if the weights 
were accurate, the t-statistic would not lead to proper con­
clusion at the supposed probability levels. Many months were 
spent trying to revise the program, use new data and check for 
errors but the weights came out to be negative in some places 
and greater than one in others. This process certainly helped 
produce an errorless program, but was not encouraging. Others 
using this technique became discouraged at this point and quit. 
Even Almon (1967) may have committed the same error in report­
ing negative weights in a capital appropriations model, 
although she tried to rationalize them as indicating an accel­
erator model which may have economic significance when the 
dependent variable of the equlation is a "flow" concept as 
with investment in her analysis rather than a "stock" concept 
such as the stock of money. Shapiro (1967), using the Almon 
technique, found negative weights in analyzing the term struc­
ture of interest rates. 
Since,in this study, the negative weights could not be 
justified, econometric problems were considered. It was noted 
that the Durbin-Watson statistic was extremely low (0.2 to 0.4) 
which indicates serious serial correlation of the residuals. 
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It seems especially serious since, as pointed out by Nerlove 
and wallis (1966), when using lagged values of uhe endogenous 
variables, the Durbin-Watson statistic is biased toward 2. 
Lagged values of the endogenous variable are included indirect­
ly in the regression Equation 3.30, so a low Burbin-Watson 
definitely indicates serial correlation. Also if one looks 
1 
at the correlation among the Almon variables , multicollinear-
ity is indicated. For these reasons, it was decided to apply 
an approximation to the technique of generalized least squares. 
This technique is presented in many econometric texts, e.g., 
Johnston (1963) and Christ (1965). The idea is to estimate 
the autocorrelation coefficient p from the residuals, e^ , 
obtained in the ordinary least squares regression Equation 3.30. 
The p is estimated by the following regression if a first order 
autoregressive scheme is used. 
®t+l = + "t (3-47' 
SO 
P = (e^  e^ ) ^  • e^  • ^ t+l (3.48) 
Then all variables (X^ ) in the regression Equation 3.30 includ­
ing the dependent variable are transformed by subtracting pX^  
T^o see an example, see Appendix C, page 157. Note, 
for example, the correlation between variables 5, 6. 
from to get The resulting regression of the trans­
formed dependent variable on the transforr:.ed independent vari­
ables should give similar regression coefficients and substan­
tially reduce the serial correlation. The method described 
above did raise the Durbin-Watson statistic from 0.3 to 0.3. 
The lag structure was more smoothed and economically justifi­
able. Most econometric texts suggest that if the Durbin-Watson 
statistic is too low, as 0.8 is, that an autoregressive scheme 
of higher order may be more appropriate. Higher order schemes 
were tried, but only succeeded in raising the Durbin-VJatson 
statistic to 0.9, which was well below the required 1.5. 
Another technique tried was to choose many different values for 
p and pick the one that gives the highest value for the Durbin-
Watson statistic. Since this procedure didn't succeed in 
raising the Durbin-Watson statistic above unity, a method that 
does result in a sufficiently high Durbin-Watson to indicate 
the absence of serial correlation is to transform the trans­
formed data and proceed. This approach seems to be a combina­
tion of finding the proper p along with the appropriate auto­
regressive order. It also eliminated the high correlation 
between the independent variables. Suppose that two iterations 
are carried out, as is shown in Appendix C. Then, the 
resulting autoregressive scheme seems to be of the second 
order. If the Durbin-Watson statistic is high enough and if 
the new p is not significantly different from zero, as tested 
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by the t-statistic, then iterations are stopped. Assume 
the regression equation has only one independent variable and 
can be written as : 
= gg + + e (3.49) 
is found by the regression 
®t+l = *0 * Pl®t ""t (3-501 
The transformation is made and the new regression equation 
becomes : 
+ - PG.) (3.51) 
Equation 3.51 can be written 
= 3^ -5- el (3.52) 
The Durbin-Watson statistic is still low, so 
+ Pje: + -u. (3.53) 
Again, the transformation is made and the regression now is 
(-W - = °5 + - P2Y:) + (e:_i - pa^ ) (3.54) 
which can be abbreviated as 
M7 = g: + 4- e" (3.55) 
in which case, the Durbin-Watson statistic is up to acceptable 
levels at the a = 0.05 level of significance. In order to see 
how to state Equation 3.55 in terzis of the original data, it 
is only necessary to.look at any one variable. 
 ^^ t^+2 ~ ^ l^ t+1^  ~ 2^^ ^^ t+l ~ l^^ t^  ^ 
t^-i-2 ~ ^ l^ t+1 ~ 2^^ t4-l 1^^ 2^ t^ 
= - (Pi + + PlPz^ t (3.56) 
Equation 3.56 appears to be just a transformation, 
K = '\+2 - Pa'^ 't+1 + 
where and are obtained from the regression 
t^+2 " ^0 ^  Pa^ t-1 b^^ t-2 • t^ C3.37) 
However, when such a regression is tried, p_ does not equal 
(Pl -r ç>2^  and  ^does not equal equation because 
of the iterative procedure used. 
If a 3rd iteration is performed, the variables in terms 
of the original data would be, for example 
®t" " ''^ 1 ^  ^ 2 * (^ 2^ 1 •*" P3P1 '3^ 2'^ t+l 
- PjPjP^  
whe re Pg is obtained from the regression 
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®t-rl = Gg + 
To get the proper value of 3g for the regression, it is 
necessary to divide Sq by [1 - (p^  + P2) + pip2^  
[(1 - p^ )(1 - p^ )] in the case of the 2nd order autoregressive 
/N /\ /S /N A»  ^
Structure, or divide Sq' by [1 - (p^  -f p^  + P^ ) + (P?Pi P^ P^  
<*v/\ /vrfvys /N ^ w 
+ PgP.) - (p^ P2P3)] or [ (1 - p^ ) (1 - p^ ) (1 - P 3 ) ]  in the case 
where 3 iteration; and therefore a 3rd order structure is 
needed. ' 
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CHAPTER IV, COMPUTATION 
Equations Used in the Computation 
The formulas and equations to be used in direct computa­
tion of distributed lag weights that were developed in Chapter 
III are summarized and identified here. The Lagrangian poly­
nomial coefficient for the ith quarter in the past is 
where i^  are the q + 1 selected values of past period, and q 
is the degree of the polynomial. The £ prescript denotes that 
the Lagrangian polynomial coefficients differ with lag length. 
Since w(i^ _^) must equal zero, i^ ,^  ^must always equal the 
length of the distributed lag for the variable referred to in 
the equation. The £ has not been subscripted because the 
polynomial coefficients vary only with lag lengths and the 
particular lag length involved can be determined within the 
context of the equation where it appears. 
The "Almon Variables" are 
q-1 
= iff (4.1) 
n 
k=l " 
(4.2) 
(4.3) 
k=l 
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where and must be specified but can be different and of 
any length. There are q Almon variables for each lagged 
econonic variable in the regression 
^t = Go + ) + (YbaiCyâ? ) + ''' + (Ybg)(YÂq ) 
R^^ l^  ^ R^ l. ^ H^^ 2. ^ 
"C "C "C 
k=l "c r. 
(4.4) 
where À represent deviations from the mean of the Almon vari­
able, could be any other lagged variable and any other 
non-lagged variable that should be included in the regression. 
The 3j for the jth lagged economic variable in the equa­
tion 
s * * * 
t^ 0^ Gy^ t ^  ^ R\ • X^l^ t • 2^^ t ®t 
can be calculated by 
g. = (.b^if nP: (i)) + (.b_)( ZJ n07(i))+...+ (.b_)( z: c^cXi)) ] ] ^ i=0 ^  ^  ] 2 i=o ^  j " i=0 ^  S 
(4.5) 
Once the elasticity given above for the jth lagged economic is 
estimated Equation 3.3, the weight for each of the i quarters 
in the past can be estimated by 
J" 
w.(i) = (4.6) 
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The standard error of each weight are 
V. 
StE. (z) = —77^  (4.7) 
where the variance of g^ w^  (i) can be written as 
Vj =  0 '  (Al Aj) 1 p (4.3) 
•k 
where A^  is the matrix of the deviations of the means of the 
Almon variables for economic variables for economic variable j. 
2 The s is the sum of the squared residuals divided by the 
degrees of freedom, and 0 is the vector of the q Lagrangian 
polynomial coefficients for the _ith quarter in the past of the 
appropriate lag length. The t-statistic for testing whether 
or not the w^ (i) is significantly different from zero at the 
a = .05 level of significance. 
w_. (i) 
"(I) n-v degrees of freedom = , (4.9) 
where v is the number of Almon variables in the Equation 4.2. 
The transformation for the generalized least squares 
iteration technique discussed in Chapter III is 
Xl = X. - pX. (4.10) 
3  ^(t-hl) J (t) 
where p is obtained from the least squares regression of e^ ^^  
on e_:_. 
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The Coiuputer Prograia 
The prograirjuing was done in Fortran IV for the IBM 350 -
Model 65 at the Iowa State University Coniputation Center. The 
following requirements of the program were identified as: 
1. The ability to do the entire set of computations for 
a particular set of distributed lag weights from the 
beginning to the results, in one job. 
2. To perform the computations in sections to avoid 
duplication if different combinations of lag lengths 
and variables were desired for given polynomial 
coefficients or given data. 
3. To handle a large number of equations at one time. 
4. To allow the lag length to vary on all lagged economic 
variables. 
5. To allow the independent variables other than the 
lagged variables to enter the regression equation, so 
the elasticities for those variables could be shown 
along with the computed elasticities of the lagged 
variables. 
The programming problem was simplified by the inclusion 
of the subroutine written by the author and shown in Appendix 
3 into a "program package" developed by vl. 2. Primus, Program­
mer at the Iowa State Computation Center, Iowa State University, 
Ames, Iowa (private communication 1969). This package is 
designed Lo allow -Lhe calling of certain subroutines and oper­
ations within those subroutines with only a few selected 
numerical parameter card instructions. Because of the many 
variables and the large amount of data manipulation, a data 
set was established to be stored on disk and could be called 
with one job card. A data set was composed of 600 "files" 
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with up to 84 observations per file. Each file could be called 
Oi' filled within the aub^ uutiae by cl tiiuiple BZAD Or WRZTZ 
statement; 
READ(J9' (file number)) N, YL, ((XX(I), 1=1, X) 
WRITE(J9' (file number)) N, YL, ((X(I), I = 1,X) 
where J9 is the data set code name, X is the number of obser­
vations in its file, YL is some description heading. 
The major advantage of this package of subroutines is 
that the entire computational process can be done in one job 
run. A description of the subroutines in the package and a 
discussion of the steps taken in order to arrive at the weights 
for the distributed lags according to Equations 4.1 to 4.10, 
that fulfill the requirements listed as desirable for the pro­
gram, will be given. 
Description of the program package 
Main program In the main program the first parameter 
card is read and the computer is directed to the proper sub­
routines and in the proper order, because each subroutine is 
identified with a 2-digit number. 
Transformation subroutine The transformation sub­
routine has within it, the capability of adding, subtracting, 
promoting, demoting, taking logarithms, and computing weighted 
moving averages of columns of data located in the disk storage 
files. Data in a file can be added to, subtracted, multiplied 
and divided by a constant. Also^  first order generalized least 
squares can be computed by calling this subroutine and then 
filling out a few parameter cards with nunerical instructions, 
including the file location of the estimated autocorrelation 
coefficient. 
Regression subroutine The regression routine that 
meets all the challenges of Longley (196 7) reads the data as 
presented and then converts the data to deviations froia the 
means. Working with the deviations from the means helps re­
duce the possibility of ill-condition that could be lead to 
wrong coefficients when the regression equation has independent 
variables which are highly correlated, or even no coefficients 
at all. 
Card reading subroutine The data can be placed from 
cards into the data set in various ways, but this subroutine 
allows the data to be read from cards onto the disk storage 
within the framework of the program package and therefore 
avoids time wasted in running separate job runs to make sure 
that the data was read in correctly before proceeding with the 
task. 
Column printing subroutine If it is desired to have 
the data printed out from files, then the subroutine for print­
ing columns is available. A few numbers on a parameter card 
describing the data plus the data file numbers where the data 
is located is all that is needed to have it printed. 
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Miscellaneous subroutine The subroutine referred to 
as ADDER is a "catch-all" for routines which are used to per­
form. less common tasks. This is the subroutine which appears 
in Appendix B. In Appendix B all of the Fortran IV statements 
are shown along with a brief identification of the purpose of 
the statements that appear below the identifying statements. 
Also given is the meaning of the variables J (I) which are read 
by the subroutine from a parameter card by statement 14. 
Statements 40 and 60 are the beginning statements for the 
routines that compute the Lagrangian polynomial coefficients 
for a fourth degree and a third degree polynomial lag function, 
respectively. Statement 30 is where the routine for the 
creation of the Almon variables begins. Statement 50 is where 
the program for the calculation of the weights, standard errors 
of the weights, elasticities, and the t-statistics begins. 
The detailed discussion of how to write instructions for these 
routines are given in Appendix C along with the sample output. 
The Steps to Computing the Lag Weights 
The first step is to compute the Lagrangian polynomial 
coefficients 0^^ (i). There will be q sets of these for each 
lag length for a polynomial of degree q since there is no 
restriction on the current quarter's weight. Alm.cn (1965) used 
q - 1 sets since her weight for i, = -1 was set equal to zero. 
To compute q sets, q -r 1 of the past quarters must be selected 
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for the values in formula 4.1. To avoid calculation of the 
polynomial coefficients every time a regression of aquation 
4.4 is desired, an Almon variable is created, and every time a 
weight w(i) is calculated, they are stored in separate data 
set files. There is a file for each different lag length. 
The sums 
n_. 
'-k 0^Ci) for k = 1, 2,..., a i=0 
which are used in computing the gj,as in Equation 4.5, are 
calculated and printed out along with each different lag length 
n^ , but are stored together in a single file to conserve file 
space. See Appendix C for how to set up the main parameter 
card to call the miscellaneous unit to do this job. Also in 
Appendix C are instructions for accomplishing the creation of 
these Lagrangian polynomial coefficients. The-Sample Instruc­
tion section of Appendix C has some sample instructions that 
will give the results printed out in the Sample Output section. 
Data 
The data used must be read off cards into the files before 
further steps can be initiated. Once read in, there is no 
need to read them again unless new data is needed or the files 
get erased through an error. A record must be kept of where 
data and any other variables created are located. It's also 
a good idea to have the data being used printed out to verify 
that the files the data was read into are the same as the 
5Ô 
record sheet indicates. Errors are often made in recording 
and/or punching the data and this can be spotted at this time. 
Periodically, when the program is in constant use, it is a 
good idea to print out the columns as a check. Appendix C 
contains the instructions and sample output respectively for 
this step. 
Taking natural logarithms 
If the data is to be transformed into natural logarithms, 
now is the most efficient time to do it. The natural loga­
rithms of the data used in a sample problem are printed out 
in the sample output of Appendix C, page 149 . Printing the 
natural logarithms of the data are not necessary if the 
Fortran statements have been checked thoroughly by the user. 
Demoting and promoting 
Note that in Equations 4.2 and 4.3 that the values In y^_^ 
i = for 60 observations are needed in the computation. 
The n can be any size up to 30, but for this study 12 quarters 
was the maximum lag length considered. To be able to do any 
lag length while working with the same basic logarithmic data, 
it is necessary, in order to implement Equations 4.2 and 4.3, 
to create thirteen files. In y^. In y^_^. In ^t-3'** 
., in accomplish this, the demote process is used. 
In the demote process, all observations in the file containing 
In y^ are shifted down one space and the top space left is 
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filled in with a zero. To get the next column (In y, 2^ / shift 
tlie lac rile (In y^) uOV/u 2 spaces âiiu fill iu Lue tOp witu 
zeros. This process is repeated until the first file (In y^) 
containing 72 observations of quarterly data ( 49-1 to 66-4) 
of the independent lagged variable that is being considered, 
has been demoted and placed in the next file twelve successive 
times. To illustrate, suppose that file 10 contains the nine 
observations shown in Figure 3 • The demoted data for n = 5 
has been created in files 11, 12, 13, 14, and 15. If the 
period of concern is 52-1 to 52-4, and if for example, the 
regression subroutine takes the first 4 observations of the 
files to be regressed, then it is necessary to shift all files 
up until the first observation for regression is the first 
observation in the file. To do this in the example in Figure 
3 files 10-15 (obtained by demoting file #10 once each round 
for five rounds) must all be promoted (shifted up) by 5 spaces, 
to get the results which appear in Figure 4. There is a 
numbering system built into the regression program that allows 
the user to indicate that only the first 4 observations in 
these files are to be used. Note the values in the row for 
quarter 52-1. In letter form they are, 
X_, ^, X_, ,, X_- ., which is X^ ., i = 0, 5. The same result 
D X — Z  D X — X  D U  — 4  i _ — X  
is desired for the 60 observations of this study. So, once 
the file with In y^ has been demoted once and placed.in 
successive files for twelve times, the thirteen files with the 
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File 
Quarter 10 11 12 13 14 15 
50-4 1.0 0.0 0.0 0.0 0.0 0.0 j 
51-1 5.0 1.0 0.0 0.0 0.0 0.0 j 
51-2 3.0 5.0 1.0 0.0 0.0 0.0 
51-3 2.0 3.0 5.0 1.0 0.0 0.0! 
51-4 6.0 2.0 3.0 5.0 1.0 0.0 j 
52-1 7.0 6.0 2.0 3.0 5.0 1.0 1 
52-2 8.0 7-0 6.0 2.0 3.0 3.0 1 1 
52-3 10.0 8.0 7.0 6.0 2.0 
1 
3.0; 
52-4 12.0 10.0 8.0 7.0 6.0 2.01 
Figure 3. Example of demoted files of data 
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File 
Quarter 10 11 12 13 14 15 
52-1 7.0 6.0 2.0 3.0 5.0 1.0 j 
52-2 8.0 7.0 6.0 2.0 3.0 5.0! i 
52-3 10.0 8.0 7.0 6.0 2.0 3.0! 
1 
52-4 12.0 10.0 8.0 7.0 1 ' 6.0 1 2.0| 
12.0 10.0 8.0 7.ol 6.0| 
; ; 
12.ol10.0 
! 
8.0 7.0| 
1 112.0 1 10.0 8.0 ! 1 
12.0 i 10.0 i 
i 
12.01 
Figure 4. Example of promoted files of data 
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demoted data are promoted 12 times, so that the row 52-1 con­
tains In i = 0, 12. This process of demoting and pro­
moting must be repeated for each lagged economic variable that 
is to be included in the regression equation. There are 
instructions on how to fill out the parameter cards, sample 
cards and the printed output of the results in Appendix C. 
The procedure described above allows the solving of Equations 
4.2 and 4.3 for the creation of the Almon variables to be 
done quite easily. 
The creation of the Almon variable 
There will be q Almon variables ,k — 2, ...,q 
-* • t 
created for each jth economic variable to be used as an 
independent lagged variable in the regression equation. Note 
Equations 4.2 and 4.3. Since the (i), i = 0, n^ have been 
calculated and stored in a file particular to the lag length 
nj, the q Almon variables can be created by calling that file, 
multiplying according to the Equations 4.2 or 4.3, and placed 
in some q specified files. These Almon variables, described 
in more detail in Appendix C, are the data for the regression 
subroutine that is used in the next step. 
Regression 
The variables are read by the regression subroutine 
according to data set files. The number of observations must 
be indicated so that the complete file is not read. Also 
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specified is the number of variables used in this set of 
regressions and the number of regression selections. in rae 
sample problem, of Appendix C, two selections were desired. 
All the files to be used are included in the next parameter 
card. In this set of regression selections/ a variable is 
referred to in the regression selection according to the loca­
tion it has on the parameter card. 
The beginning locations of the files where the regression 
coefficients .b, of Equation 4.4 and the var-covariance matrix 
of Equation 4.8 are to be stored for future use must be 
specified. These two file numbers indicate where the storing 
is to begin. If there is more than one regression selection 
at one time, these items will be stored in the contiguous 
files following the original file indicated. For a 3rd 
degree polynomial there must be three Almon variables of 
Equation 4.2 for each lagged economic variable. If using a 
third degree polynomial lag function, there may be up to two 
additional non-lagged variables. If a 4th degree polynomial 
is used, there may be up to 3 additional non-lagged variables 
included and there must be four Almon variables for each 
economic lagged variable. The degree of the polynomial must 
be specified if the regression coefficients and the variance-
covariance matrix are to be stored. The instruction pertain­
ing to operations in this step are included in Appendix C. 
Up to 8 lagged economic variables may be included in any 
one regression selection. When punching the regression 
selection card, the following information Kiust be included as 
described in Appendix C; the file where the residuals are to 
be suored; if residuals are stored or not; the total number of 
independent variables in the selection and the location, on a 
previous parameter card containing all variables of the depen­
dent and the independent variables. 
Calculation of the weights 
When a generalized least squares iterative procedure is 
desired to correct for autocorrelation, this will not be the 
next step. However, in preliminary work, it would be desirable 
to see what the weights look like, even though the Durbxn-Watson 
statistic is very low, for a comparison of what the weights 
look like before and after the iterative procedure. 
The card used to instruct this subroutine must contain 
the length of the distributed lag for each of the lagged 
economic variables in the equation. The location of the re­
gression coefficients ^b, resulting from Equation 4.4 must be 
3 
specified as must the location of the SUMS 
i!i A'" 
for use in calculating the .S . values in Ecuation 4.5. The 
J 
location of the first file containing lagrangian coefficients 
must be stored along with the smallest lag length that lag­
rangian polynomial coefficients have been calculated for most 
recently. This information, along with the length of the lag 
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is enough to direct the program to the file containing the 
^ f \ 1" = 1 O ^ 1 -ry 4-?^ a -r*r ^ Ck t.t 4-}^ 
regression coefficients in the calculation of the (i) as 
shown in Equation 4.6. Since all of the "SUMS" were stored in 
one file, these are all read into a matrix and the proper ones 
are picked according to the lag length. It is important not 
to make an error when specifying the lag length. As a check, 
the number of Almon variables that were in the regression must 
be stated on the parameter card. This makes sure that a lag 
length has been stated for each variable. If it hasn't, the 
program will go on to the next selection of weights, and print 
out an error message. The file containing the variance-
covariance matrix used to compute the standard errors of the 
weights must be listed on this card. The degree of the lag 
polynomial must be included, and also, the selection number 
which corresponds to the selection number of the regression. 
If the weights are to be stored in a file for use in 
computing weighted averages, such a file must be specified. 
However, this step was generally not used. Finally, since the 
program was also set up to do the Almon technique with the lag 
starting one quarter in the past rather than in the current 
quarter, a notation must be made to indicate which process is 
being used. In this study the weights start with the current 
quarter. 
This routine will compute and print out as shovm in the 
Sample Output section of Appendix C, the following inrormation: 
1. Number of lagged econo^xc variables xn thxs sectxon. 
2. The rsgrsssicr., cccfficier.ts used in the calculations-. 
3. The values for each of the lagged variables in the 
selection. 
4. The degree of the polynomial of the lag function. 
5. The weights, w(i), for each lagged economic variable. 
6. The standard errors of those weights. 
7. The calculated t-statistic. 
S. The selection number of the regression selection 
where the regression results are presented. 
Iterative generalized least squares 
If the Durbin-Watson statistic is low, the following 
technique will raise it to an acceptable level and tends to 
give more reliable weights. 
Since the residuals from the regression step for each 
regression selection were stored, e^ is simply promoted by one 
observation and placed in another file that would then have 
e^_^-j in it. This is done for each of the regression selections. 
The regression of e^^^ on e^ is carried out for each of the 
selections. There will be two resulting coefficients, the 
intercept and the estimate of p, p in Equation 4.10. The 
transformation subroutine has an option called QUD. This will 
take a file specified to have in it and store in any other 
file desired, the transformed observations - pX^. This 
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was done in the sample program in Appendix C. 
The new regression equation using transformed variables 
obtained above is then regressed in the regression routine 
exactly the same as before, and new weights are calculated. 
If the Durbin-Watson statistic is still low, then the trans­
formation is repeated until it is at the desired level. It 
generally took two iterations and sometimes three. It is a 
very time-consuming process, but the only one found to work 
consistently. In future work, this process could be programmed 
for the package in a separate subroutine. The results of the 
iterative transformation process can be seen in the Sample 
Output of Appendix C. 
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CHAPTER V. STATISTICAL PROCEDURE 
The Dependent Variables 
It was decided to narrow the study to estimating the 
distributed lags in the demand for money by the economy as a 
whole rather than by sectors of the economy. Both the ml and 
m2 definitions of money as described in Appendix A were used. 
The ml definition is the usual demand deposits and currency in 
the hands of the public. The m2 definition includes time 
deposits. 
The Independent Variables 
The large volume of demand-for-money studies since IS65 
have, with very few exceptions, included an income variable. 
Since demand for money is for tne economy as a whole, the Net 
National Product would seem to be the appropriate data. How­
ever, the Capital Consumption Allowances component that is 
subtracted from the Gross National Product (GN?) to get the 
Net National Product (NNP) is of low reliability. Therefore, 
GN? was chosen as the income variable. Both the per capita and 
the total money supply and income were used. Both deflated and 
nominal GNP were used in different equations. 
Friedman and Schwartz (1963) do not include interest rates 
as an independent variable in their empirical demand for money 
function. Many other studies have included interest rates, but 
not in a lagged fashion- It was decided to include interest 
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rates in a lagged fashion and eliminate the lag or the interest 
rates only if %hey did not add signifiua^tlv to t-vulainiuy Llïê 
variation in the demand for money. The yield on 4-6 month 
prime commercial paper was chosen as the representative short-
term interest rate. The yield on 3-5 year Government securi­
ties provided an intermediate term interest rate, and the U.S. 
Treasury bond rate was used for the long-term interest rate. 
The Aaa Bond Rate is computed in a manner which could lead to 
different rates of interest simply because the time to maturity 
of the set of bonds included in the rating has changed, as 
noted in Appendix A. Therefore the Aaa rate was used with 
caution. 
Prices were entered as a separate independent variable in 
order to determine whether the money stock should be deflated 
by the lagged prices or by the current prices. 
Determining the Best Set of Independent Variables 
The following steps were taken for discovering the "best" 
formulation of the demand for money within the framework of 
the general model specified in Chapter III. First, any vari­
able to be included in the equation was e<fcered as a weighted 
geometric average of the original data with a 10 quarter lag. 
If the additional variable (in the lagged form) increased the 
squared multiple correlation coefficient adjusted for degrees 
of freedom, R-Bar Squared, (after the iteration process 
described in Chapter II for dealing with serial correlation) 
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further lag investigation was carried out. Once it was decided 
to keep the eoorioraic variable, the proper lag length had tc be 
determined. If the t-statistics discussed in Chapter III and 
IV were all significant, at the a - 0.05 level for a one-tailed 
test, for all of the weights up to, but not including, the 
i = n.g quarter back, then the lag length was shortened so that 
w(n^ + 1) = 0. If the wCn^) was still not significant, the lag 
length was shortened until w(n^) =0, with a lag length deter­
mined to be of n cruarters. 
s " 
If the weight for the tenth quarter was still significant­
ly different from zero, longer lag lengths were tried. First 
approximation of the correct length of the lag to try could 
generally be decided from the size of the t-statistic for the 
tenth quarter weight. 
If the lagged variable seemed to aid in explaining a 
portion of the variation in the demand for money, but gave no 
indication of a meaningful or significant lag structure of 
more than two quarters, the lagged variable was removed and 
replaced with the non-lagged form. 
At an earlier date, when computer time seemed plentiful 
and with a different form of program than the one described in 
Chapter IV, all possible combinations of the lag lengths from 
5 to 12 quarters were tried for all lagged variables. This 
costly experience proved that the method described above 
achieved the same results in a much less expensive fashion-
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CHAPTER VI. RESULTS AND DISCUSSION 
The major results of the study that are discussed in this 
chapter appear in table form in Appendix D and in the sample 
output of Appendix C. The topics covered are the results with 
respect to the application of the Almon technique to monetary 
data, the definition of money, the per capita versus total 
values, the choice of an interest rate and the historical time 
period chosen to investigate. The economic interpretation and 
the policy implications will be discussed concurrently with the 
results. 
The Applicability of the Almon 
Technique to Monetary Data 
A glance at page 153 of Appendix C will show why the 
generalized squares iterative transformation process was 
necessary. The weights appearing on page 162, calculated using 
the regression coefficients from page 16 0 are hard to explain, 
indeed. In selection one, where the per capita Ml definition 
of money was used as the dependent variable, the weights on 
variable one, per capita Y, go down, up, and down with the 
t-statistic not being significant at the .05 level for the 
first quarter back. The lag distribution for interest rates 
seems to be sensible, but it doesn't seem possible that income 
three quarters ago has a greater effect on the demand for money 
today than one or two quarters ago when the current quarter has 
the largest effect. The income elasticities seem consistent 
7Q 
with those presented by Chow (1566, p. 124) but not those 
presented by Teigen (1965, p. 54). The Durbin-Watson statistic 
for selection one in the sample problem is only .3956. At the 
ct = .05 level of significance, the hypothesis of no autocor­
relation the residuals cannot be accepted. Griliches (1961, 
p. 72) suggests that 
"The research strategy should be directed uoward 
eliminating the serial correlation by indicating 
i-cs causes explicitly within our models, rather 
than devising new methods to live with iz." 
Griliches (1967) also points out that it is not so bad to apply 
some procedure for elimination of the serial correlation if 
the researcher knows what he is doing. What is bad is when a 
procedure is applied in blissful ignorance. Many variables 
were added in an attempt to account for the serial correlation, 
but it soon became apparent that the highest Durbin-Watson 
statistic achievable was approximately 0.4. The technique 
suggested in Chapter III for the quarterly 1952 to 1366 data 
results in economically justifiable weights. The elasticities 
for income and interest rates were less than 20% different 
from those reported by Teigen (19 65) using a simultaneous 
equation model, and an acceptable (at a = .05 level of signifi­
cance) Durbin-Watson statistic was achieved. 
The degree of the lag polynomials was chosen to be a 
third degree. All of the results presented in Appendix D 
except for Table 16, page 196 were obtained from specifying a 
third degree polynomial. Table 16 in Appendix D shows the 
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results of specifying a fourth degree polynomial. The lag 
funccions are all of the sa:i;e shape / bu-c the R-3cix was» 
slightly lower for the fourth degree and since the lag lengths 
for Ml definition of lûoney were so short, a third degree had 
to be used. A third degree polynomial requires less computing 
time because there is one less Almon variable for each lagged 
economic variable. Since it requires less time, gives a 
slightly better fit for the %2 definition of money, and is 
needed for the K1 definition of money, the third degree was 
used for most of the work. 
Note the section where the calculation of the Lagrangian 
polynomial coefficients is done in the sample output on page 
142 Appendix C. Notice the four quarters back selected as the 
place where gw(i.) equals the b. which are the coefficients of 
the Almon variables in the regression equation. These selected 
periods are said throughout this study, to be selected arbi­
trarily except for the last number. The arbitrariness was 
checked by running a program that was identical to that appear­
ing in the Appendix C except for selecting different periods 
back. Table 1, page 72, summarizes the detailed results from 
Table 18, page 158. The left hand side of the table shows the 
•X * * 
results of the regression of Ml on, Y , 4-cR , TDR , and t 
using the selected periods back as shown in the sample output. 
The right hand side of Table 1 shows that changing the 1.0 to 
2.0 makes absolutely no difference in the computed distributed 
ïnb.lo 1. Compel ri .".on of the distributed Ici go and elasticities for Ml v/hen using 
different periods back (ij^) as the "known" points on the polynomial to be 
fitted to those points 
Dependent Ml per capita Ml per cap it; 
variable 
Known points for 
lag length 4 0.0 1.0 3.0 4.0 0.0 2.0 3.0 
Independent GNP GNP 
variable^ per capita 
i 1 ! 
TDR 
'^t per capita 4-6R TDR 
Elasticity 0.71 -0.066 -0.136 . 295 .70 -0.066 -0.136 
Weights 
w (0) 0.199 0.302 0.238 0.19 9 0.302 0.237 
(O.OWl) (0.075) (0.280) (0.001) (0.075) (0.286) 
w ( 1 ) 0.332 0.297 0. 371 0. 332 0.297 0.371 
(0.074) (0.0GB) (0.135) (0.074) (0.068) (0.135) 
w(2) 0.300 0.249 0.28.1 0.300 0.249 0.281 
(0. 0(.B) (0.062) (0.094) (0.068) (0,062) (0.094) 
w(3) 0. lf)9 0.152 0.111 0.169 0.152 0. Ill 
(0.075) (0.060) (0.054) (0.075) (0.060) (0.054) 
w (4 ) 0.000 0.000 0.000 0.000 0.000 0.000 
^The coefficient for t, not an elasticity was -0.0029 in botli cases. 
lag weights. Table 17, page 1S7, in Appendix D shows that when 
K2 is the dependent variable and different arbitrary periods 
are picked for a ten quarter lag on income and an eight quarter 
lag on the 4-5 mo. interest rate, the weights still are exactly 
the same to three decimal places. The values for the quarters 
back to select in computing the Lagrangian polynomial coeffi­
cients for a ten quarter lag were 0.0, 2.0, 6.0 and 10.0 as 
compared to 0.0, 1.0, 9.0 and 10.0 for the sample output in 
Appendix C, page 144. 
The Definition of Money 
The equations for Ml and M2 were determined to be the 
following according to the statistical procedure of Chapter V: 
-r p t -r e_ 
= So - Sy?2 - ^ ^ 
These two forms seem to be the best for the ln(4-6r), ln(3-5r), 
or In (ustr) as R, where is the natural logarithm of per 
capital nominal GN? and is the natural logarithm of the per 
capita deflated GNP. The time deposit interest rate in the Ml 
equation improved the fit, as can be seen by comparing the 
results in Table 14 (page 19 4) where the time deposit interest 
rate was left out with Table 6 (page 126) with the time deposit 
rate in. The income lag structure is the same length and shape. 
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except that the 1st two weights of the lag were reversed. The 
v-i-L j-cj-oixs-io ^ouwccîii vv\= ;.i ûa _L a j.l<j z> ^ y i_ CL c L.^iL= 
a = .05 level of significance because the difference is only 
0.02 with an average standard error of C.C74. 
The difference in the lag structures between the Ml and 
M2 demand for ooney equations are shown in Table 2. The 
results of the more detailed Tables 6 and 7 in Appendix D are 
summarized in Table 2. The indication is that the weight 
structures to use in computing the weighted average of loga­
rithms of the lagged economic variables should be different 
for the different definitions of money. Both of uhe income 
lags peak, but the 1-11 income lag peaks at one quarter back, 
and the 2''I2 income lag peaks at five quarters back. The fact 
that deflated GNP was used for the income variable in the X2 
equation did not make the difference. Deflating made no dif­
ference in the shape of the income lag. Fox (IS58} suggests 
that time deposits are held for expenditures on the more 
durable consumer goods from the point of view of the house­
holds. Decisions to buy these larger items are not made 
hastily and changes in current income would not greauly deter 
Lesired building up of time deposit balances for such 
purchases. The Fox suggestion is not tz 
ing wealth in the form of the very liquid time deposits. It 
appears that the "rainy day" or precautionary motive for hold­
ing money may be satisfied mostly, but not entirely, by the 
time deposits and the transactions motive is satisfied by 
Table 2. Comparisons of the distributed lags and elasticities for tv/o definitions of 
money, Ml and M2 
Dependent Ml per capita M2 per capita 
variables 
Independent Per capita Per capita 
variables GNP 4-6R TDR P^ deflated 4-6R P^ 
GNP 
Elasticity 0.71 -0.066 -0.136 0.295 1.89 -0.174 0.453 
Weights 
w (0) 0.199 0. 302 0.238 0.079 0.162 
(0.081) (0.075) (0.286) (0.027) (0.027) 
w (1) 0.332 0.297 0.371 0.091 0.150 
(0.074) (0.068) (0.135) (0.020) (0.026) 
w(2) 0.300 0. 249 0.281 0.104 0.144 
(0.068) (0.062) (0.094) (0.022) (0.029) 
w (3) 0.169 0.152 0.111 0.115 0.140 
(0.075) (0.060) (0.054) (0.022) (0.026) 
w (4) 0.000 0.000 0.000 0.123 0.133 
(0.019) (0.024) 
w (5) 0.125 0.119 
(0.018) (0.026) 
w (6) 0.121 0.095 
(0.020) (0.028) 
W(7) 0.108 0.057 
(0.024) (0.021) 
w (8) 0.085 0.000 
(0.024) 
w (9) 0.050 
(0.017) 
w(10) 0.000 
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holding demand deposits and cash. In this case, the economic 
units may be slow to recognize -char changes in real income 
has an effect on their financial status. This interpretation 
does not imply that they slow to adjust their money balances, 
but implies that they are slow to realize that the money 
balances need adjusting. 
The elasticities with respect to the weighted average of 
income for the two different money definitions are different. 
Part of this difference is because the income variable in the 
Ml equation is nominal income, but the income in the M2 equation 
is real output. Even when nominal income is used in the M2 
equation as it was to get the results in Table 16, page 196 
of Appendix D, the income elasticity is still higher. The M2 
money is more responsive to changes in the weighted average 
than is Ml. The same conclusion will hold for interest rate 
elasticities. The elasticity of demand for money with respect 
to the current income and current interest rates can be computed 
by multiplying the elasticity with respect to the weighted 
average times the weight on the current quarter. When this is 
done it can be seen that the elasticities with respect to 
current income for the two definitions of money are not 
significantly different. Even though the elasticity with 
respect to the weighted income is large, the current quarter's 
weight is small for the M2 equation. The elasticity for Ml 
balances with respect to the weighted income is low, but the 
weight in the current quarter is high. The set of arbitrary. 
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declining weights (0.3, 0.2, 0.15, 0.10, 0.05, 0.02, 0.015, 
Û.010, 0.005, 0.003, 0.002, 0.001) were used to construct a 
weighted average of income, and used with the current 4-6 mo. 
rate on commercial paper in an M2 equation. The elasticity 
with respect to current income was higher than that found in 
this study. This test was done to make sure that the elasticity 
wouldn't automatically adjust to the weighting system to give 
a particular elasticity of the demand for money with respect 
to current income. Since, in this case, the current weight 
was higher and the elasticity also came out higher, a contra­
diction was provided. 
From a monetary policy viewpoint, the non-responsiveness 
of the money demand with respect to current income and current 
interest rates means that a given change in the money supply 
will have a large effect on the current income and/or interest 
rates. Since changes in the current values of the variables 
do not affect the demand for money substantially, it will take 
large changes in those variables before money equilibrium 
is reached. The price level, as approximated by the implicit 
GNP Price Deflator, fit into both Ml and M2 equations, but with 
no lag. The weight for the current quarter was the only one of 
any significance, so it was not lagged. Prices did add to the 
H-Bar squared, as did the variable t which was just a time 
trend from 0 to 60. In the Mi equation, it would have been 
expecred that the lag in price should be the same as the one 
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for income. If 
ml 
P4-
= a, 
—1 p. 
'pt'* 
r" —t p. 
(5.1) 
then, taking the natural logarithms. 
"^ t * * In ml - In p = Bq + S^ln (—} -r In r 
n n 
In ml = T B ( 2^ w(i) In y. . - w(i) In p._.) 
^ y i=o i=0 ^ ^  
+ 3^ In r* + In p. 
n 
Bn + w(i) In y^_.) - w(i) In (p. _ - ) 
^ y i=0 ^ y i=0 ^ ^  
+ In r^ + In p^ 
So + y! - 3y ?; + 3r R* + Pt (6.2) 
But since the coefficients on P_^ were very close to bexng 
(1 - 3 ) r when only was included, it appears that P^ is a y t_ L. 
* 
proxy variable for ?^. In that case 
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Ml = 6n + 6, Y - e, + Br a + P, 
= 3q + GyY* + g^R* + (1 - 2 )Pt (6.3) 
The actual equation fitted was 
= So + + BX + ' + 3pPt 
+ St " + 
Since 3 = (1 - 3 ) it can also be concluded that there is no 
P y 
money illusion for ml money. When the price goes up by one 
per cent, desired "real" money balances remain unchanged because 
the nominal money balances will go up by one per cent. The rr.2 
equation is a different story. 
Suppose 
Taking the natural logarithm of Equation 6.4 
Y- * * 
M2 = gg + 3^ (In + S^R -Î- (1) + 3^t (6.5) 
P 
If the equation fitted were 
r rtl* 
«2 = So + I in 5: ! + Sr» + ^ 
•n L_ —i 
it should result that 3^ was close to unity. The results of 
Table 2 show that g = .453. This says that if current prices 
go up by one per cent, real output and interest rates constant, 
the nominal demand for money would only rise by .453 per cent. 
If no money illusion existed, the change in the nominal 
money balances would be the same percentage. The price index 
is probably one of the less accurate economic indices available. 
The low responsiveness of the nominal demand for money to 
changes in current price level may indicate that people are not 
aware immediately that the prices are rising and that more 
money is needed to satisfy their goals. This rationale indi­
cates a lag, but the price index did not enter the equations 
with a lag. This may be because of the poor quality of the 
index as a true measure of the prices. Another interpretation 
would be that people do recognize price increases and react 
by switching out of time deposits into other assets, but m2 
also includes demand deposits and they need more demand deposits 
for transactions purposes. Further investigation of the price 
level relationship to time deposits, to demand deposits and 
cash is needed before this question can be resolved. The trend 
coefficient 3^ is the percentage change in the demand for money 
given a one per cent change in e^, so is not the elasticity of 
the demand for money with respect to time. A look at the fourth 
and fifth columns of data on page 151 and 152 may give a clue 
about the reason for including trend in the equation for Ml and 
not for M2. In column four is the In ml and in column 5 is 
Table 3. Comparison of the distributed lag weights and elasticities between using 
total and per capita data for M2 
Dependent 
variable M2 total M2 per capita 
Independent GNP GNP 
variable deflated 3-5R deflated 3-5R 
Elasticity 1.536 -0.199 0.293 1.63 -0.203 0.572 
Weights 
w (0) 
w(l) 
w(2) 
w(3) 
w (4) 
w(5) 
w (6) 
w(7) 
w(8) 
w (9) 
w(10) 
1 
0.100 0.128 
(0.038) (0.035) 
0.120 0.159 
(0.022) (0.030) 
0.130 0.176 
(0.022) (0.034) 
0.133 0.177 
(0.022) (0.035) 
0.129 0.160 
(0.020) (0.032) 
0.118 0.120 
(0.018) (0.030) 
0.102 0.073 
(0.018) (0.023) 
0.082 0.000 
(0.020) 
0.057 
(0.021) 
0.030 
(0.015) 
0.000 
0.120 0.136 
(0.042) (0.040) 
0.128 0.163 
(0.024) (0.032) 
0.131 0.176 
(0. 023) (0.036) 
0.129 0.175 
(0.024) (0.035) 
0.123 ' 0.157 
(0. 023) (0.035) 
0.112 0.123 
(0.021) (0.034) 
0.096 0.071 
(0.021) (0.025) 
0.077 0.000 
(0.022) 
0.055 
(0.022) 
0.0 29 
(0.015) 
0.000 
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In ir.2. The M2 goes froiu 6.9 in 1952 to 7.08 in 1961, but from 
7.0 8 in 1961 to 7.4 in 196 6, whereas the Ml seems to be 
oscillating around a slightly downward trend. 
The intercept of the equations is of no particular econom­
ic importance, so is only reported for statistical completeness. 
Per Capita vs. Total Values 
Table 3 summarizes the results presented in Tables 11, 
page 191, and 13, page 193. The discussion is also strengthened 
by information in Tables 10, page 19 0, and 12, page 192. Other 
things equal, using the total value for all of the variables 
gives the same lag distribution for the variables as using per 
capita data. The R-3ar Squared for the equations using total 
values are much higher. It was originally thought that since 
money and income data includes the Alaska and Hawaii for only 
part of the period, as indicated in Appendix A, that the 
appropriate data would be per capita. However, dividing by 
the population may be an arbitrary number to divide by. Not 
all demanders of money are people as counted by the population. 
The number of households and business (economic units) may be 
the appropriate divisor. Likewise, the age distribution of the 
population could also be an important consideration that future 
studies should consider, because a jump in new births would not 
lead to more transactors immediately. Since there are arguments 
both ways, and the lag results differ so little per capita data 
was used. 
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Interest Rates 
11. IkkL* L. L-jr  ^ Cll^ S a-U.Xi.C i^.l.S^ A.ClU. CLOO<Sw W a W v^ O 
included as the interest rate variable appeared to alter the 
results of the lags, and elasticities. Table 4 coirbines the 
results of the results of Tables 6/ 8, and 9 of Appendix D, 
on pages 186, 188, 189. The interest elasticity with respect 
to the weighted average of interest rates gets larger with the 
longer maturities. However, the longer the maturity of the 
asset, the lower is the income elasticity and the lower is the 
weight for the current quarter interest rate. The elasticity 
of demand for money with respect to the current quarter interest 
rates, then, is very low in the ÎXL1 equation and a check of 
Tables 7 and 11 on page 187 and 191 of Appendix D shows that 
the same is true for the M2 equation. Interest rates do 
however, enter the equation significantly and in a lagged 
fashion. The lag is longer in the M2 than the Ml equation. 
The 4-6R and the 3-5 year rate give the best R-Bar 
Squared. The AAA yield was tried and as shown in Table 10, 
page 190, the R-3ar Squared was very low. The t values for 
the weights are superior when the 4-5R is used. The concept of 
a "permanent" interest rate is harder to grasp than a "permanent" 
income. One rationale could be that business and households 
only recognize slowly that enough of a change in interest rates 
has occurred to make it worthwhile for them to adjust their 
portfolios to get their intermediate-term securities bought or 
Table 4. Comparison of the distributed lag weights for Ml using (4-6R) , or (3-5R) , 
* * * 
or (U8TR) along with per capita Y , TDR , and t as a comparison of 
interest rates 
Dependent 
variables Ml per capita Ml per capita Ml per capita 
Independent GNP 
variables p.c. 4-6R TDR 
a GNP 
p.c. 3-5R TDR 
b GNP 
p.c. USÏR TDR 
c 
Elasticity 0,71 -0. 066 -0.136 0 .295 0.686 -0. 098 -.10 0 .289 0.519 -0. 194 -.106 . 156 
Weights 
w (0) 0.199 0. 
(0.081) (0. 
302 0.238 
F/T) (0.286) 
0.206 0. 
(0.101) (Ô. 
149 0.170 
073)(0.418) 
0.278 0. 
(0.137) (0. 
139 0.209 
095) (0.437) 
w (1) 0.332 0. 
(0.074) (0. 
297 0.371 
068)(0.135) 
0.333 0. 
(0.085) (0. 
265 0.382 
0V9)(0.186) 
0.319 0. 
(0.121) (0. 
193 0.390 
094) (0.199) 
w (2) 0.300 0. 
(0.060) (0. 
249 0.2W1 
062)(0.094) 
0.297 0. 
(0.075) (0. 
273 0.315 
069) (0.140) 
0.261 0. 
(0.098) (o; 
241 0.296 
101)(0.144) 
w (3) 0.169 0. 
(0.075)(0. 
152 0.111 
060)(0.054) 
0.164 0. 
(0.086) (0. 
208 0.132 
066)(0.085) 
0.141 0. 
(0.121)(b. 
248 0.105 
104) (0.084) 
w (4) 0.000 0^ 00^ 0.000 0.000 0. 
(0. 
106 0.000 
057) 
0.000 0. 
(b. 
179 0.000 
094) 
w(5) 0.000 0. 000 
®The coefficient for t, not an elasticity, was -0.0029. 
^The coefficient for t, not an elasticity, was -0.0033. 
^Tlie coefficient for t, not an elasticity, was -0.00087. 
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sold. However, since the 4-5 raonth commercial paper matures 
in the yields when deciding what to do with the funds at 
maturity date. The empirical result that a lag does exist 
would provide evidence of lack of an aggregate speculative 
demand for money hypothesis. If a speculative demand existed 
the economic units would be very familiar with the market 
conditions. 
The time deposit interest rate helped the R-Bar Squared 
for the Ml equation. The rationale for including this variable 
was that the maximum rate is set by the Regulation Q statute 
and provides a constraint on the return available on the very 
close substitute, time deposits. Since it was regulated during 
the 1952-66 period, it can be considered an independent 
variable. The lag structure on the rate may not be reliable 
because the quarterly data was interpolated from annual data 
as described in Appendix A. 
The Historical Time Period of Analysis 
All of the results presented above hold for the time 
period 1952 to 1965. Once the Almon variables are created, it 
is possible to shift the data files containing the Almon vari­
ables up or down and therefore regress on the number of 
observations for the desired period. The results for the 1960 
to 1966 period, from Table 19, page 199, in Appendix D is 
summarized in Table 5 with a comparison of the 1952 to 1966 
Table 5. Comparison of the distributed lag v/eights and elasticities for M2 in twij 
different time periods of analysis, the 1952-66, and 1960-66 
Dependent 
variables 
M2 per 
1952-
capita 
66 
M2 per 
1960-
capita 
66 
Independent 
variables 
GNP 
per capita 
deflated 
4-6R 
GNP 
per capita 4-6R 
Elasticity 1.89 -0.174 0.453 2.53 -0.246 -0.294 
Weights 
w(0) 0.079 0.162 0.106 0.203 
(0.027) (0.027) (0.042) (0.062) 
w (1) 0.091 0.150 0.113 0.175 
(0.020) (0.026) (0.023) (0.030) 
w(2) 0.104 0.144 0.119 0.153 
(0.022) (0.029) (0.024) (0.032) 
w (3) 0.115 0.140 0.122 0.135 
(0.022) (0.026) (0.026) (0.031) 
w (4) 0.12 3 0.133 0.121 0.118 
(0.019) (0.024) (0.024) (0.026) 
w (5) 0.125 0.119 0.116 0.099 
(0.010) (0.026) (0.021) (0.028) 
w (6) 0.121 0.095 0.106 0.075 
(0.020) (0.028) (0.021) (0.033) 
w(7) 0.108 0.057 0.091 0.043 
(0.024) (0.021) (0.023) (0.027) 
w(8) 0.085 0.000 0.068 0.000 
(0.024) (0.023) 
w (9) 0.050 0.038 
(0.017) (0.017) 
w(10) 0.000 0.000 
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period. The M2 equation gives the highest R-Bar Squared of 
anything tried. The first three weights are larger during the 
sixties and the last ones smaller during the sixties. The 
elasticities are much larger for the 1960 to 1966 period. 
These results indicate that the demand for money has been much 
more responsive to changes in weighted and current income and 
interest rates in the 1960's. The economic units have apparent­
ly become less hesitant about reacting to current changes in 
economic activity. There were no major recessions during this 
period and since 1964 there has been steady economic growth. 
The 1950's did not give consistent and well-behaved results. 
The larger period is more representative of a wide variety 
of changes in economic activity. A look at the GNP data 
presented in the sample output shows several downturns in GNP 
during the period. The 1952 to 1966 results appear to be more 
smoothed as an averaging process occurs over the larger number 
of observations. Further investigations of differing time 
periods could shed light on the changing structure of the 
financial sector. Many studies have analyzed the postwar 
period and the degrees of freedom are greater with the longer 
period, but more work is needed before the results can be 
applied to the future or to prewar data. Those who do study 
the postwar period should use the weights derived or the method 
presented to determine the weights before blissfully using an 
arbitrary lag structure because the structure does vary with 
the data. 
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CHAPTER VII. SUMMARY AND CONCLUSIONS 
The Lagrangian interpolating polynomial was used as 
suggested by Almon (19 65) to estimate the weights to apply to 
present and past observations of selected economic variables 
for computing a weighted average to use as independent vari­
ables in the demand for money. The weight in period t + 1 
was not forced to zero. A generalized least squares technique 
of transforming the logarithmic data by subtracting the least 
squares regression estimate of the autocorrelation coefficient 
multiplied by the observation in period t from the observa­
tion in period t + 1 was used to eliminate the serial correla­
tion. Since one transformation wasn't enough, the transformed 
data was retransformed by the same technique until the auto­
correlation coefficient became insignificant- As a result the 
Durbin-Watson statistic was improved and the distributed lags, 
which were previously sensitive to the slightest change in any 
of the independent variables, and were often of economically 
irrational shapes became stable and economically sound. A 
program was devised to compute the weights and the elastici­
ties of the demand for money with respect to each of eight 
possible lagged independent variables with any lag length 
between 4 and 30 quarters. A different polynomial lag function 
for each lagged variable may appear, but the degree of the 
polynomial was here specified as a third degree or a fourth 
degree. The total money demand equation gave a better fit than 
pei Oapx cd./ bub w'ei'é Lhë saïûé. Ci Lhe per 
capita money equations, those including a short or intermediate 
term lagged interest rate worked best. When money was defined 
to include time deposits, the lags in income and interest rate 
were longer and the income lag peaked two to three quarters 
later than the distributed lag for money defined only as 
currency in the hands of the public and demand deposits. The 
elasticities of the demand for money, defined either way, with 
respect to income and interest rates in the current quarter 
appear to be very inelastic for the 1952 to 1965 period and 
inelastic, but not as much,for the 1960-1966 period. For the 
estimated quarterly model using the 1952 to 1966 period, the 
weights applied to nominal income for the ml demand equation 
were (0.199, 0.332, 0.300, 0.169, 0.00) and on the 4-6 month 
commercial paper rates by (0.302, 0.297, 0.249, 0.152, 0.000). 
The weights applied to real income for the m2 money demand 
equation should be (0.079, 0.091, 0.104, 0.115, 0.123, 0.125, 
0.121, 0.108, 0.0 85, 0.030, 0.000) with the weights (0.162, 
0.050, 0.144, 0.140, 0.133, 0.119, 0.095, 0.057, 0.000) 
applied to yields on 4-6 month commercial paper for present and 
past values. The major finding of the study is that weights 
can be and should be determined in monetary studies by the 
equation being fitted and the time period of analysis rather 
than some arbitrary, "reasonable" sounding weight structure. 
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Suggestions for Further Study 
j-iic uc >ax£>v^~u.;>E>cu. Xii. c-iixo v^wu.x>-i. juc J-IA 
Studying the demand for money by particular sectors of the 
economy. Since the evidence indicates tnat the lags are not 
the same over time, an analysis of many different time periods 
would be useful. The model should be tested with annual and 
monthly data to see if the conclusions for quarterly data about 
a 4 quarter lag on income for ml and a 10 quarter lag on income 
for iu2 hold with an aggregation or disaggregation of the period 
of observation. The suggested form of the demand function for 
m2 given by Zarembka (1968) should be tried rather than just 
the traditional logarithmic transformation. Perhaps an easier 
way of eliminating the serial correlation could be found with a 
more detailed study. If not, then the way suggested in this 
study should be programmed to do the job with the use of one 
parameter card. The method used here was expensive and time 
consuming. Altering the program to consider a polynomial lag 
function of higher than a fourth degree would provide evidence 
for skeptics who think that the assumption of either a third 
or fourth degree polynomial is too restrictive. It would take 
an alteration in the program, but allowing the polynomial to 
be of a different degree for each lagged independent variable 
would make the program more general and the results may be 
more exact. The results that were obtained merit more thorough 
economic justification. The result of a lagged interest rate 
could be an entire study in itself. 
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Sources and Description of the Data 
Population: Estimated total population, including armed 
forces overseas, by mid-quarters 19 49-1965, for the United 
States. A table was specially prepared for this study by 
Harmon Miller, Chief of the Population Division of the Bureau 
of the Census, U.S. Department of Commerce, Washington, D-C. 
(private communication, 1968). The figures in that table 
included the population of Alaska and Hawaii for all years. 
Since GNP and money supply statistics do not include Alaska 
and Hawaii prior to 1960, the population of Alaska and Hawaii 
was excluded from the totals provided by the Bureau of the 
Census for 1952 through 1959. 
ml: A quarterly series of daily averages of the seasonal­
ly adjusted money supply, defined to be equal to demand 
deposits at all commercial banks (other than those due to 
domestic commercial banks and the U.S. Government) minus cash 
items in process of collection, minus the federal reserve float, 
plus coins and currency outside of the treasury, FED banks, and 
the vaults of commercial banks. This series is available in 
Business Statistics (1967, pp. 100 and 240). 
m2: A quarterly series of daily averages of ml plus 
seasonally adjusted time deposits. Time deposits are time plus 
savings deposits at all commercial banks. The time deposit 
series is available in Business Statistics (1967, pp. 100 and 
240) . 
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y: The seasonally adjusted annual rate of the Gross 
National Product (GNP) in a quarterly series found on page 4 
and 195 of Business Statistics (1967). Beginning in 1960, the 
estimates include data for Alaska and Hawaii. 
y/p: Deflated GNP, obtained by dividing the GNP by the 
implicit price deflator and multiplying by 100. Where the 
implicit price deflator is 100 for 1958. 
4-6r: Averages of daily offering rates of the money 
market dealers on prime 4-6 month commercial paper. Available 
Business Statistics (1967, page 90). 
3-5r: The yield, at annual rates, on 3-5 year taxable 
U.S. Government Securities, based on averages of closing bid 
quotations on the over-the-counter market. 
AAA: A quarterly series of the average annual yield on 
bonds rated by Moody's as Aaa. The average yields of approxi­
mately 10 bonds (but the composition changes through time, 
both in number and maturity) in each of the groups (public 
utility, railroad, and industrial) are computed. Then the 
arithmetic average of all the groups is figured. Page 104 and 
242 of Business Statistics contain the monthly series from 
which quarterly averages were computed. 
E/P: The earnings-price ratio of common stocks on the 
New York Stock Exchange. Prepared for this study by Kerin D. 
Fenster. Economist, Capital Markets Section of the Federal 
Reserve System (private communication, 1968). 
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tdr: time deposit interest rate. The quarterly series was 
was constructed from annual data obtained from the following 
Annual Reports of the Federal Deposit Insurance Corporation: 
1956 — page 118 
1962 — page 144 
1966 — page 160. 
The series was constructed from, annual data by assuming that 
the annual rate was for mid-year. The average of the mid-year 
t rates and the mid-year t + 1 rates were computed to get 
the rate for the middle of the 4th quarter of year t. A proc­
ess of averaging in this fashion was continued until a rate 
for each quarter has been calculated from the average of the 
previous and future quarter rates. This method seemed superior 
to the alternative of using the same rate for all four quarters. 
There were, at times, fairly large changes in the year-to-
year rates and it is unlikely that the rate changed each time 
only at the end of the year. 
Price index: The seasonally adjusted quarterly series of 
the GNP implicit price deflator (1958 = 100) is a weighted 
average of many different classes of products composing the 
GNP, and not just those purchased most often by wage-earners 
as is the Consumer Price Index. The series for 1949 to 1962 
can be found on pages 52-52 of the August 1965 Survey of Cur­
rent Business. The 1963 to 1966 data can be found on pages 
13 and 43 of the July 1967 issue. 
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APPENDIX B. FORTRAN STATEMENTS FOR THE 
MISCELLANEOUS SUBROUTINE TO FIT 
INTO A PROGRAM PACKAGE 
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JiO KO UN I 0 
DG 361 1^1,'i 
IF(J( n.H^ .O) GU ru 361 
KUUiM-iOJU.M" »• 1 
361 GUNllNU.,: 
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UcAU(J>-J'J(9) )N1-,YL,MU, ((J( I ) ,1 = 1,NO 
NO=NC/KX 
IlMKLUM.tQ.Ni)) GU TU 'jO^I 
362 WKni:(3,363) 
363 FCj!(MAT{'i«tlOX,»COMTRAUICriUN»,3X,'Diri- UCrWCLN THc NU. fJP RLGRtSS 
IVAk AND TH^ NO. OH VAX CALLED I-UR IN THIS STliP») 
GU TU 14 
364 WRIT I; (3,363) M,0,KU 
365 r0KMAT('0',//////,ZX,l3,^%,'NU. VAR IN Tlil-i TKIAL =',I3) 
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00 36ii 1^1, NU 
KD-J( n-Kl .  
IP(K/.Nl:.3) GO TU 7Ul 
KG=(34i)-2 
KIM(3':1)-1 
KJ^(3tl) 
KL=40 
GO TO 702 
7ul KG^(4:l)-3 
K r ^ ( 4 ^ 1 ) - Z  
KJM^i i I )-l 
KL ==-•('•»-I ) 
y'J 2 li (IW. GO Til 703 
G (Kb,4):^ v..) 
110 
o 
m 
o 
!I 3 
+ «k. 
c • 
• #* O 
N #» » 
O r—J U #k Q o X 
#» LL.' CO 
• a il 
3 03 -A ii w -
< 
O X C3 X 
-_ - •K* CO 
en 
M m czl • 
>r 
-3 N 3 #* H- • ii m •» 
• • < X 
O r—i LO 3 33 » 
<- il r» C7 vX 
'3 - — l/) * #—4 
m ii + 10 rf~ «• 
M » #» 
O «h X ii X ii 5 O 3 #k 
< m 
'—i •3 -u •—4 li » w rsi > ( 
rQ •» •J» m • ii N m X •» 
rn •JJ X X 
5 *—s 3 ;i #* ce 
o ii m * ii m 4» 
v: #* #* ^>4 O 
C3 w 3 m î>H 
-N! •»—» c 
4- !U X #& O ;.o -A ay X 21 #* CO 
•'J5 m 3 O *1^  :3 1-4 3 O m 
#» #» ^ 2C • c\ 
-J3 
Si 
:3 
li Cû 
o 
» ' 3-
>-
I—* 
c > 
• j 
— -3 Z) + 
O O 
!J O —i 
-?• O D 
•• (i 
ii _! 3 —' -3 
—• n 
t/5 —' it LL % 
X Cî C3 ^  ii 
.-^  O 
m z :3 r i W t» 
—• -~ "3 i—e "•" 3 -O 
-)—!-) li /) -%. 
I — ^  a r: 
—3 - — nT 
'-f + 3\ «— » ^  
-I -3 -3 l! 3 ^ 3 — -J 
-j il O m 3 —' :c !î -3 < i; 00 — 
-3 -3 '-U 3 — ~ •-i 
s s: Ci 3 :3 — -, 
r-« 
en 
a 
m 
I: 
o 
=: -3 vi » 
•• X iC x: 
—* -H- 3 O Q "-4 PH 
O ~3 O • r-< » 
s; - r- --iS -4 — - .-rj 3 -r; o 
r-4 I »- • • 
a. —4 3 II -3 -n ^  -q »— 
:5COO—•>—>—î— — '— 
O :< 3 _f u < -u < 
tî li *— h- % y- TC 
o o «— "-t >-i .'X •-« ûî 
3 o 3 '-1- -•i 3 3 h:3hC:a3Z:u_3u_ 
r-l o 3 -4 
o r~ >• 
o >• rn 
X * 3 -n 
-i- X >i —i 
^ CD —' »« 
X «. ?: X 
O - — o 
—. D3 
•• •  ^ •• 
m •» >• • 
m o X XI 
» » CO * • 
• -n 
_J < .>- JJ < 
^ «— o 
itC —« 
- :c 
ii -r 3 -% 
^ 00 
X 
.n 
-o 
3 
w1 
X 
.13 -> 
bî -3 #» m 
.fN ^"4 —4 
-i :i u 3 
I U 3 
—' i— ! 3 
Il U < 
. " !— Z i! ."^  M z: » —< =1 
c: 3 X c: 3 2 20 -S L!_ 3 -n 3 3: 
rvj 
r» 
r<y 
P— 
-O 
•.TJ 
-n 
«- o."t m 
—• ci il 
ii ùl -3 s 3 
o 
m 
JA-JAH 
S( Jj,JU)=-Y( JA) 
3'JO 6(JC,JU) :Y(JA) 
b-AUS(d) 
DO 391 JA=1,KN 
UU 39^ JB=1,KZ 
A—0*0 
DO 393 JC=1,KZ 
393 A=HS ( J A , JC ) '.•'$ ( J a » JC ) t-A 
39% X(J.j)=A 
A=0,0 
UD 394 JU=1,KZ 
394 A^AtHS(JA,JB)*X(JU) 
IlMA) 4iU,391,391 
41U WKIiKt3,411) 
411 f-OkMAÏl'OS'GÙOi-—VA!< Of- WGT IS NLG.') 
G(J TU 36a 
391 Z{JA)"SvjK l ( A) /il 
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AKl-S, .1 JWA 
1969 
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APPENDIX C. INSTRUCTIONS, SAMPLE INSTRUCTIONS 
AND SAMPLE OUTPUT FOR A TYPICAL COMPUTER RUN 
113 
Introduction 
This appendix is designed to give "che spirit of -che 
programming approach used to get the results, so that anyone 
wishing to do a similar task can get an idea of where to start, 
or so anyone at Iowa State can operate the program within the 
Primus Program Package. 
The instructions will be given on how to fill out each 
card. Reference should be made to the sample instructions in 
the section of this appendix on the sample instructions. Those 
instructions have been numbered for easy reference, but those 
numbers would not be punched when punching up the instructions 
on key-punch cards. After the instructions have been read, 
the sample instruction checked and understood, the ,sample out­
put section should be consulted to see the result of that 
instruction. The sample output included here gives the result 
for the best estimated equations for the two definitions of 
money. Selection one is the Kl equation and selection two is 
the M2 equation. 
The sample instructions will be referred to as S.I. # 
and the sample output will be referred to in this appendix as 
S.O., page . 
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Instructions 
Calling the program 
The top statements (not numbered) of the first page of 
the S.I. are the cards (one line of the S.I. represents one 
key-punch card) needed to call the program and data set frora 
disk storage. Normally the //FT03P001 card would have SYSOUT = 
A instead of SYSOUT = 5 on it. The SYSOUT = 5 statement was 
used to get a special form of output. 
Main program 
The main program parameter card will contain some identi­
fication numbers and then in the format 3512, the subroutines 
are called in order with the following code numbers : 
SUBROUTINES : CODE : 
READER 01 
COLUMN PRINTING 07 
TRANSFORMATION 04 
REGRESSION 03 
MISCELLANEOUS 06 
The first card after the job cards calling the disk data 
set is the parameter that is made up in the following way 
(where CC means "card column"): 
CC 1- 2 ; identification (the data set number) 
CC 3- 6 :number of observations allowed in each data file 
CC 7-10:total number of possible files in the data set 
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CCll-12:the code number of the first subroutine to call 
CC13-80:34 more 2 digit code numbers allowed 
Instruction 1 in the S.I. says that the author's I.D. number 
is 09. There are 84 possible observations in each file, and 
600 available files. The subroutines to be called, in order 
are, MISCELLANEOUS, READER, READER COLUMN PRINT, ARITHMETIC,.., 
MISCELLANEOUS, as identified above. 
Each set of parameter cards giving the subroutine instruc­
tions must end with a 9999 except for the READER. 
Computing the Lagrangian polynomial coefficients 
This is done in the MISCELLANEOUS UNIT (06) Card 1: 
CC -'l:a 4 if the lag function is to be fourth degree 
a 6 if the lag function is to be a third degree 
CC 2- 4:the shortest lag length desired. "Lag length" is 
number of quarters back where the weight is zero 
CC 5- 7;the longest lag length considered 
CC 8-10:file in which to store the "SUMS" of the Lag­
rangian polynomial coefficients. The print-out 
of these sums can be seen in the S.O., page 144. 
CCll-13:file where the Lagrangian coefficients start. 
This is the location of the coefficients for the 
shortest lag length 
CC14-16:001 if want the present quarter's weight 
calculated 
000 if want the weight, calculation to start with 
one quarter back. 
For this study, 001 is used. 
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Instruction 2 of the S.I. is to indicate that; 
 ^  ^«vV  ^  ^^  W ^  \»/  ^ Wfc %,» ^   ^WW 
2. smallest lag length is four and largest is twelve 
quarters 
3. the polynomial coefficient sums are to be stored in 
file 385 
4. the 27 polynomial coefficient sums will be stored in 
files 336 to 394 
5. the weights will be calculated for the current quarter 
on back. 
Card 2, etc., until the 9999 card. 
Selected values for the periods back go in here. The choice 
is arbitrary, but there must be four values if the lag poly­
nomial is a third degree and five values if the polynomial is 
a fourth degree. These values are entered in a format of 
4F4.1 or 5F4.1. There must be a card of values for each lag 
length and the last number in each card must be the length of 
the lag. The S.I. # 3-11 show these cards for lag lengths 
four to twelve for a third degree lag polynomial. For a fourth 
degree, just include another number on each card. For example, 
use (_0.0_1.0_2.0_3.0_4.0) for the lag length 4 of a fourth 
degree polynomial. Notice the 9999 card ending the routine. 
The first five pages of the S.O. is a print out of all the 
Lagrangian polynomial coefficients, (i), and the Lagrangian 
n 
polynomial coefficient SUMS, Z (i). In the S.O., the 
i=0 ^  ^  
length of the lag is called K. 
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Reading the data froia cards 
Card reading is done in the READER subroutine (code number 
01). Once the data has been punched and very carefully checked 
for comraon errors like leaving out an observation or putting 
a { in place of a 1, then it can be read in: 
Card 1; 
CCI ; 1 if the observations are in column form (i.e., 
one observation of this variable per card) 
0 if the observations are in row form (one after 
another on a single card) 
CC 2- 3:the number of variables read by the format state­
ment 
CC 4- 7:the number of observations 
CC 8- 9 :the same number as in CC2-3 
Card 2 : the data set files where the observations are to 
be read three spaces for each file number 
CC 1- 3:file number for the first variable 
CC 4- 5:file number for the second variable, etc. 
Card 3: the label that goes on the data file must use 20 
spaces for each label, although they may be blank, 
the 20 spaces must be there 
CC 1-19:any written label desired for the description of 
the first variable 
CC20-39zany label to describe the second variable, etc. 
Card 4 : put in parenthesis, the FORMAT statement for 
reading in the data. Start in CC-1 with the left 
hand paranthesis and don't write out the word 
FORMAT. 
Check S.I. #13. This says to read in from columns (one obser­
vation of the variable per card), two variables of seventy-two 
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observations each. There had better be 72 cards of data or 
îOiueLiiiuy else will get read. Cn the S.C,, page 145, it vas 
acknowledged by the program that all the data was read into 
the desired files. The S.I.# 14 says that the data is to be 
read into files 002 and 003, #15 tells the label desired, and 
#16 is the format statement. The S.I. #17 is the first card 
of the deck of 72 data cards. The rest of the cards were 
deleted when this print-out was made. If this job were 
actually being run, the S.I. #18 would be removed and replaced 
with the rest of the data. 
In S.I. #19-24 another variable was read in. Notice that 
there is no 9999 card at the end of the instructions for this 
unit. 
The rest of the data used in the sample program run had 
been stored in the data files in previous runs and didn't need 
to be read in again. 
Printing data in columns 
Printing data in columns is done with the subroutine 
COLUÎ-DÎ PRINT (07) . 
CC 1 :1 
CC 2 :3 to indicate quarterly data 
CC 3- 6:the year in which the data printed starts 
CC 7- 8:01 
CC 9-11:leave blank 
CC13-15:file number of the first file that is to be print­
ed out 
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CC16-36;any other files that should be printed. Three 
spaces for each file are allowed on the card. A 
maximum of eight columns can be printed with one 
card. If more columns are desired, use more 
cards, but when done, end with a 9999 in the first 
four columns. 
The S.I. #25 will cause whatever is in file 2, 3, 80, 14, 87, 
12, 18, and 9 to be printed. The time column will start at 
1949 and proceed quarterly. The columns printed out as a 
result of this S.I. appear on page 147 of the S.O. The money 
supply data, AMI and AM2 are in billions of dollars and popula­
tion is in billions of people. The GN? is also in billions of 
dollars. 
Transforming the data 
Transformations are done in the TRANSFOKyL^ TION subroutine 
(04) . The following transformations were done, but what to do 
in this step depends upon the model specification. 
Dividing by the population The instructions for 
getting the per capita values are examples of how any file can 
be divided by another. 
CC 1 :a code number. For most arithmetic transforma­
tions, this will be 4 
CC 2- 4:leave blank 
CC 5- 7:the file in which the transformed data is to be 
stored 
CC 8-10:the file to be transformed 
CCll :+ 
CC14-16:0.0 
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CC21 : the operation to be performed in the transfora­
tion. In this case use a / for division. If it 
were multiplication it would have been * or adding, 
-h 
CC24-26îthe file to divide by 
CC27-38: the label describing what was done. This is not 
necessary. 
In the S.I. #27, the constant 0.0 was added to file 002 and 
then file 002 was divided by file 080 that had the population 
in billions, and the result was placed in file 395. In the 
S.O., page 148, the instructions are printed out again. 
Promoting Promoting (shifting up of the file) is done 
in this same subroutine 
CC 1 :code for promoting, 3 
CC 2- 4:the number of observations the file is shifted up 
CC 5- 7:the file number where the answer goes 
CC 8-10:the file number to be promoted. 
In the S.I., #31-33, files 395, 396, and 012 where promoted by 
twelve observations and placed into files 399, 400, and 401. 
The implicit price deflator (in file 012), Ml (in file 2) and 
M2 (file 3) were all reduced from 72 to 60 observations for use 
in the regression equation coming later. The observations for 
the regression equation are for the time period 1952, first 
quarter, to 1966, fourth quarter. 
So far, the following files have the following information 
in them: 
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File Variable No. of observations 
Oi?;? ruux ijei vapj. va / 6 
396 AM2 per capita 72 
397 GNP per capita 72 
39 8 Deflated GNP per capita 72 
399 AMI per capita 50 
400m. AM2 per capita 60 
401 Price index 60 
014 4-6 mo. rate on commercial 
paper 7 2 
087 Time deposit interest rate 72 
Taking the natural logarithms The instructions for 
taking natural logarithms are punched in this way: 
CC 1 :the code for the logarithm and other transforma­
tions is 4 
CC 2- 4:leave blank 
CC 5- 7:file where the answer goes 
CC 8-10:file where the original data to be transformed 
is located 
CCll-13:the instruction LOE for taking of natural 
logarithms. 
The S.I., #34-40 are examples of taking natural logarithms. 
Now the list of files with something in can be expanded: 
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File Variable No. of observations 
uii Ai.ul pêr capZLta £0 
403 Ln A242 per capita 60 
404 Ln Price index 60 
405 Ln GNP per capita 72 
420 Ln Deflated GNP per capita 72 
435 Ln 4-6 mo. commercial 
paper rate 72 
450 Ln time deposit interest rate 72 
Note that the logarithms of the variables to be lagged (GNP, 
deflated GNP, 4-6R, TDR) were all put into files that were 15 
files apart. This is so they can be demoted in a later step. 
To end the transformation instructions, a 9999 card is used. 
Files 395, 396, 397, 398, 399, 400, 401, 402, 403, 404, 405, 
420 and 435 containing the data described above were printed 
on pages 149, 150, 151, and 152 as a result of the instructions, 
S.I. #42 and 43. 
Demoting and promoting the lagged economic variables 
This step can also be handled with the TRANSFORiSIATION 
subroutine. 
Card 1: 
CC 1 :8 indicates that a repetitive step is to be taken 
CC 2- 4:number of times through the loop 
CC 5- 7:the number of instructions executed in order 
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Card 2 : demoting instruction 
CC 1 :1 is the code for demoting 
CC 2-  4 ; the amount to demote 
CC 5- 7:the result file 
CC 8-10:the file to be demoted 
Card 3; increment card # 
CC 4 :1 the amount to increment the file number in 
CC2-4 of the previous card 
CC 7 :1 amount to increment what is in the file in CC5-7 
of the previous card 
Card 4 ; 
CC 1 :8 to indicate a repetition of the next card 
CC 2- 4:number of times through the loop 
CC 5- 7:number of instructions executed in order 
Card 5 : promoting instruction 
CC 1 :3 the code for promoting 
CC 2- 4 : the amount to promote 
CC 5- 7:file that is to be promoted 
Card 6 : 
CC 7 :1 amount to increment the file in CC2-4 of card 
#5 
CCIO :1 amount to increment the file in CC5-7 of card 
#5. 
A 9999 card must be at the end of these instructions. 
The S.I., #45 through 50 will set up thirteen columns of 
data with 50 observations each. They "set up" the In GNP per 
capita for the creation of the Almon variables as described in 
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Chapter IV. S.I. #45 says to do the one following instruction 
twelve tirr.cc scccrding to the increment card (S.I. =47). The 
S.I. #46 says to demote (shift down) file 405 by one observa­
tion and put in file 406. As this instruction is repeated, 
the next step would be to demote file 405 by 2 observations 
into file 407. 
Notice in S.I. #48 that the promoting done by S.I. #49 is 
done thirteen times, once for each of the twelve files of 
demoted data and the file 405 which was not demoted. Instruc­
tions #48-#50 accomplishes the shifting up by twelve observa­
tions of all thirteen files of data. The instructions #51 to 
#65 do the demoting and promoting for In deflated per capita 
GNP, 4-6R, and TDR. S.I. #51 says to repeat the next three 
instructions(#52, #54, and #56) according to their increment 
cards (#53, #55, and #57). A maximum of nine instructions in 
a row can be looped any given number of times. The S.O., page 
152 contains these instructions, also. Then by using the 
column printing instruction in the S.I. #42, file 405 with 60 
observations of the In of GNP per capita along with the demoted 
In GNP per capita in files 406, 407, 408, 409, 410, 411, 412 
are printed on page 153 and 154 of the S.O. Note the relation­
ship between the first file and the rest of the files on page 
153 and 154 - Note that the row for quarter t contains (In 
GNP per capita)for i = 0, 1, 2, 3, 4, 5, 6, 7. 
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Creation of the Almon variables 
There rr.ust be a set of three (for a third degree polynom­
ial) or four (for a fourth degree polynomial) Almon variables 
for each economic variable to be lagged and for each separate 
lag length of the variable. One parameter card with a 3 in 
column one under the MISCELLANEOUS subroutine (06) will trigger 
the calculation of three Almon variables. 
CC 1 :3 code for indicating this process within the 
MISCELLANEOUS subroutine 
CC 2- 4;the file location of the Lagrangian polynomial 
coefficients for this lag length 
CC 5- 7;the file where the demoted values of the lagged 
variables begin. Actually, this file is not 
demoted, but the ensuing twelve files are 
CC 8-10;the file where the first Almon variables of these 
three is to be stored. The other two will auto­
matically be stored in the next two files 
CCll-13:the degree of the polynomial lag function will be 
either third or fourth degree 
Again, a record must be kept of what Almon variables are in 
the files. These variables are the data for the regression 
equation. 
Sample : Recall that the polynomial coefficients for the 
indicated lag lengths are in the following files: 
file no. lag length 
386 4 
387 5 
388 6 
389 7 
126 
390 8 
391 9 
392 10 
393 11 
394 12 
One instruction can be written as the S.I. #6 3 which says to 
use the polynomial coefficients for lag length 4_(^ f^j^ (i)) in 
file 3 89 to multiply according to the equation 
/k"' 
as told in Chapter III of the text, times the variables start­
ing in file 405. The results are to be stored in file 405 for 
a third degree polynomial. The rest of these instructions for 
the sample output are given in S.I. #69 to #72. 
The Almon variables have been stored as follows: 
465, 66, 67 In GNP per capita -4 quarter lag 
468, 69, 70 In GNP deflated per capita -10 quarter lag 
471, 72, 73 In 4-6 mo. commercial paper rate -4 quarter lag 
474, 75, 76 In 4-6 mo. commercial paper rate -8 quarter lag 
477, 78, 79 In Time deposit interest rate -4 quarter lag 
Using COLUMN PRINTING (07), the first two of these groups 
were printed according to instruction #74 in the S.O., page 
155. 
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Regression 
This step is clone with the REGRESSION subioubiue (03) 
Card 1; 
CC 1- 4:nuraber of observations for each variable 
CC 5- 6 :number of variables read in. for this group of 
selections 
CC 7- 8:the .number of selections 
CCIO :if want the correlation matrix printed out, l_ 
CCl8-20:file location where regression coefficients are 
to be stored 
CC21 : a negative sign if the variance-covariance 
matrix is to be stored 
CC22-23:degree of the lag function polynomial 
CC24-26rwhere to start storing the variance-covariance 
matrix 
CC27 ;a description of what is being done in these 
regressions 
Card 2: list all the variables by file number that will be 
used in this set of regressions. The number of 
these should match the number indicated in CC7-8 
of card one 
CC 1- 3:first file that will be used in the regression 
CC 4- 6:second file that will be used in the regression 
etc. 
There can be only 25 file numbers on a card. There can be a 
maximum of 99 file numbers listed here. There may be several 
cards full of these, but in the S.I., there is only one. 
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Card 3 and on: the regression equations or selections. 
CC 1- 3;file in -«hich tc ctcrc the residuals. If don't 
want residuals stored, leave it blank 
CC 4 :1 if want just the DW calculated and printed 
2 if also want the residuals printed out and 
stored 
CC 5- 6:the number of independent variables in the equation 
CC 7- 8:give a number to each file appearing on card #2 of 
this parameter card set, called the R-card #. Here 
put the dependent variable's R-card number 
CC" 9-10:the total number of independent variables used in 
this regression selection. This will be the 
same as what appears in CC7-8 of this card 
CCll-12:R-Card # of the file for the first independent 
variable 
CC13-14:R-card # of the file for the second independent 
variable 
etc. 
The non-lagged variables must go in last. There can be only 
two non-lagged. A 9999 card must go at the end of the unit 
instructions. Sample: The card statements of S.I. #75-79 
will regress 
1. AMI on the Almon variables for GNP per capita -4, 
the Almon variables for 4-6 rate -4, 
the Almon variables for time deposit rate -4, P^ ,t. 
Where are the observations of the natural log­
arithms of current prices and t is 1, 2, 3,...50 
for the time trend. 
2. AM2 on the Almon variables of GNP per capita, deflated 
-10 and 4-6 rate -8, and the non-lagged observa-
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tion of the natural logs of prices. 
This is done in the MISCELLANEOUS subroutine (06) . One 
card is needed for each regression selection. 
CC 1 :5 the code to trigger the routine within 
MISCELLANEOUS for doing this 
CC 2- 4:the length of the lag for the first variable 
CC 5- 7:the length of the lag for the second variable 
CC 8-25:free to put the length of lag for any other lagged 
variables (up to eight total lagged variables) in 
the equation 
CC26-28:file location of the regression coefficients for 
this equation 
CC29-31:file location of the Lagrangian coefficient "SUi4S" 
CC32-34:file location of Lagrangian polynomial coefficients 
for the shortest lag length 
CC35-37:file location of the place to start storing the 
calculated weights. If they are not to be stored, 
leave blank. 
CC38-40:the shortest lag length that the Lagrangian 
polynomial coefficients have been computed for. 
This lag length should correspond to the lag 
length of the polynomial coefficients located in 
the file stated in CC32-34. 
CC41-43:the number of Almon variables in the equation 
CC44-46:file location of the variance-covariance matrix 
from regression for this selection 
CC47-49:the degree of the polynomial that is being worked 
with 
CC50-52:the selection number corresponding to the regres­
sion equation used for the calculations of these 
weights 
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CC53-55:001 if the weights are to start with the current 
quarter 
OùO if "che weights are to staxrt yuax tci' back. 
Check S.I. #81 and 82 to see how the instructions for each of 
the set of weights on pages 161, 162 , and 16 3 of the S.O. 
were prepared. A description of what appears on those pages 
will be given. The number 1 at the left indicates the selec­
tion number of the regression selection that corresponds to 
these results. There are three lagged economic variables in 
this equation. The regression coefficients used in the calcu­
lation of the weights for this equation are printed as a check 
to make sure the instructions were right- Variable number one 
is the In of per capita GNP with a lag length of 4. The 
elasticity of the demand for money with respect to the weighted 
average of per capita GNP is .954. Next appear the weights 
for a third degree polynomial lag function. The sum of the 
weights is given to make sure they sum to one. The standard 
error of the weight and the t statistic for testing the 
hypothesis that the weight is not significantly different from 
zero are given below each weight. Variable 2 the In of the 
4-6 mo. rate on commercial paper. Variable _3 is the In of the 
time deposit interest rate. To get the elasticity for price 
and the coefficient for the time trend t, the regression results 
must be re-examined. The regression section of the sample out­
put starts on page 157 of the S.O. Given on page 157 is the 
correlation matrix for all of the variables where the variable 
numbers are the following: 
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1: In AMI per capita 
2: In AM2 per capita 
3; In prices 
3: time trend, t = 0,...,60 
5,6/7; iVlmon variables for In GNP per capita, four 
quarter lag 
8,9 10: Aliaon variables for In deflated GNP per capita, 
ten quarter lag 
11,12,13: Almon variables for In 4-6 mo. commercial paper 
rate, four quarter lag 
14,15,16: Almon variables for In 4-6 mo. commercial paper 
rate, eight quarter lag 
17,18,19: Almon variables for the time deposit interest 
rate, four quarter lag 
Notice the high correlation between the income Almon variables. 
The regression selection results are given on the next two 
pages. The regression coefficients of the Almon variables 
which were stored, according to S.I. #76, in file 481 will be 
used in the next step to calculate the weights. Also, accord­
ing to S.I. #76, the variance-covariance matrix has been placed 
in file 491 for use in computing the standard error of the 
weights. 
Iterative procedure 
The following steps will eliminate the serial correlation 
probelm indicated by the Durbin-Watson statistic in the first, 
regressions. A brief explanation of each step is given since 
most of the steps are routines already used in previous steps. 
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One idea for future researchers is to program this procedure 
into one step. 
Promoting the residuals Use the TRANSFORMATION sub­
routine (0 4) to promote the residuals e^  into another file 
e^ _^  ^to prepare for the regression. The S.I. #34 and #85 
promote the residuals that were stored in files 500 and 502 by 
one into files 501 and 503. 
Regression The residuals (in files 501 and 503) 
and regressed on the residuals e^  (in files 500 and 502) by 
S.I. §86, 87, 88, 89 and 90. On the S.O. page 164 can be 
found the results of the regression which gives an estimate of 
P/ the autocorrelation coefficient. The regression coefficient 
p was stored in file 505 for the first equation and 505 for 
the second equation according to S.I. #87 and will be used in 
the next step. 
Transforming the variables Each variable in the 
regression equation must be transformed by the appropriate p 
according to the equation - pX^  ^ This is done in 
the TRANSFORMATION subroutine (04) with the instruction QUD 
where; 
CC 1 ;4 
CC 2- 4;file where the p was stored 
CC 5- 7:file where transformed data is to be placed 
CC 8-10:the file to be transformed 
CC11-13:QUD 
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See S.I. #92 through 109 acconiplish this using the repetition 
Sw*  ^6 S—/ .L LoXXV? diliS J>  ^ V  ^•_/ \w» <w« «W* *w  ^  ^* 
Regression of the transformed variables Keeping track 
of where all of the transformed variables are stored, the re­
gression on 59 observations instead of 60, is run as instructed 
in S-I. #110 with the results given on page 174 of the S.O. 
The variables in the regression equations appear in the saiae 
order as in the first regression on the original data. The 
weights can then be - calculated again, just as before. In fact, 
the cards can be duplicated on a card reproducer. If the 
Durbin-watson statistic is still to low, find and proceed. 
Repeating the process In the MISCELLANEOUS subroutine 
(04), promote the residuals as shown in S.I. #118 and #119. 
Regress e_^ ^^  on e^  as in S.I. #121, 122, 123, and 124. The 
generalized least squares transformation is made on the pre­
viously transformed data as instructed by S.I. #126 through 
#133. Note instruction #128. The same instruction is repeated 
eleven times. Next, regress (03) the transformed variables 
(58 observations) according tp instructions #135 through #139. 
Calculate the weights (06). The results of these instructions 
are presented in the S.O., pages 164 through 157 . The Durbin-
Watson statistic is now in the indeterminate range, so a third 
iteration is attempted. 
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Third iteration To do a third iteration, just 
duplicate the cards for the second iteration, change the number 
of observations in the regressions from 58 to 57. This has 
been done in the S.I. #143 through 167. The results of the 
third iteration are presented on pages 178 through 183 of the 
sample output (S.O.). Note that are not significantly 
different from zero, so it is not necessary to perform the 
third iteration in this case. 
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Tables of Results 
The results in the following tables are the results of 
computer runs relevant to the text discussion. The intercept 
form for the transformed data is given along with the 
generalized least squares p values, P2 and p^ and with 
their standard errors. The standard errors of the elasticities 
of the weighted averages were not computed within the program. 
Some were computed separately by running a regression with the 
weighted average of the lagged variables as the independent 
variables and were found to be significantly different from 
zero at the a = .05 level of significance. The standard errors 
are reported for the non-lagged variables. In some cases, the 
and t coefficients, which entered the initial regression 
with smaller errors, have larger standard errors after those 
iterations. 
Table 6. Regression of the per capita money supply (defined to include currency ;i.n 
the hands of the public plus demand deposits) on lagged per capita GNP, 
laqged yield on 4-6 mo. commercial paper, prie, and time trends 
Lag polynomial degree: 3 
Before iterations; R-Bar Squared: 
After iterations: R-Bar Squared: 
0. 889 
0.461 
Elasticities : Py = 0.71, 3^ 
3. = -0.0029 
( 0 . 0 0 2 0 )  "  
= -0.066, 
4-6 ^ 
0.0986; p, = 0.825, py 
(0.083) 
3 rtd 
0 . 6 0 2  
(0.108) 
Number of iterations; 2 
Durbin-Watson Statistic:' 
Durbin-Watson Statistic: 
-0.136, 3 = 0.295 
^ (0.170) 
0.3956 
1.595 
Lagged independent 
variables 0 
Quarters 
1 
in the past 
2 3 4 
GNP per capita 
w (i) 0.199 0.332 0.300 0.169 0.000 
StE(i) 0.081 0.074 0.068 0.075 
t 2.469 4.462 4.423 2.239 
4-6 mo. rate 
w (i) 0.302 0.297 0.249 0.152 0.000 
StE(i) 0.075 0.068 0.062 0.060 0.000 
t 4.011 4.383 4.019 2.554 
Time deposit rate 
w (i) 0.238 0.371 0.281 0.111 0.000 
StE (i) 0.286 0.135 0.094 0.054 
t 0.831 2.740 2.981 2.049 
a All data in natural logarithms except t. 
Iterations refer to technique described in Chapter III, 
Table 7. Regression of the money supply (defined as currency in the hands of the 
public plus demand deposits plus time deposits) on lagged per capita 
deflated GNP, lagged yield on 4-6 rno. commercial paper, and prices.^ 
Lag polynomial degree: 3 Number of iterations: 2 , 
Before iterations ; R-Bar Squared; 0. 9 07 Durbin-Watson Statistic: 0.2 50 8 
After iterations ; R-Bar Squared; 0.821 Durbin-Watson Statistic: 1.53 
Elasticities: p = 1.89, 3^ = -0.174, g = 0.453 Also: B%=0.453,p.=0,864,p.-0.369 
y ^4-6 P (0.148) ^ -^(0.064) ^^(0.114) 
Lagged 
independent Quarters in the past 
variables 0123456789 10 
GNP 
w(i) 0.079 0.091 0.104 0.115 0.123 0.125 0.121 0.108 0.085 0.050 0 
StE(i) 0.027 0.020 0.022 0.022 0.019 0.018 0.020 0.024 0.024 0.017 
t 2.937 4.550 4.648 5.243 6.461 7.127 5.972 4.520 3.528 2.890 
4-6 mo. rate 
w(i) 0.162 0.150 0.144 0.140 0.133 0.119 0.095 0.057 0.000 
StE(i) 0.027 0.026 0.029 0.026 0.024 0.026 0.028 0.021 
t 5.958 5.6 76 4.977 5.2 77 5.4 71 4.5 38 3.4 23 2.674 
^All data in natural logarithms. 
^Iterations refer to technique described in Chapter III. 
Table 8. Regression of the per capita money supply (defined as currency in the hcinds 
of the public plus demand deposits) on lagged per capita GNP, lagged yield 
on 3-5 yr. U.S. Government Securities, lagged time deposit interest rate;, 
prices and time trend for the indicated lag lengths^ 
Lag polynomial degree; 3 Number of iterations: 2 , 
Before iterations; R-Dar Squared: 0.8G7 Durbin-Watson Statistic: 0.397 
After iterations; R-Bar Squared : 0. 484 Durbin-Watson Statistic : 1.51 
Elasticities: 3^ = 0.686, Pj. = -
^3-5 
0.098, 3 = -0.10 
^td ' «P 
= 0.287 
(0.198) 
3^ = -0.0033 Also; ^0 = 0.154, p 1 - 0.797, 
(0.083) 
Po = 0. 
(0. 
514 
116) 
Lagged independent 
variables 0 1 
Quarters 
2 
in the past 
3 4 !i 
GNP 
w (i) 0 .206 0.333 0.297 0.164 0.000 
StE (i) 0 .101 0.085 0.075 0.086 0.000 
t 2 .047 3.943 3.959 1.903 0.000 
3-5 yr. rate 
w (i) 0 .149 0.265 0.273 0.208 0.106 0.000 
StE(i) 0 .073 0.067 0.069 0.066 0.057 
t 2 .030 3,938 3.930 3.142 1. 868 
Time deposit rate 
w (i) 0 .170 0.382 0.315 0.132 0.000 
StE (i) 0 .418 0.186 0.140 0.085 
t 0 .407 2.052 2.256 1.558 
^All data in natural logarithms except t. 
^Iterations refer to technique described in Chapter III. 
Table 9. Regression of the per capita money supply (defined as currency in the hands 
of the public plus demand deposits) on lagged per capita GNP, lagged yields 
on U.S. Treasury lîonds, lagged time deposit interest rate, prices and t;.me 
trend for the indicated lag .lengths^ 
Lag polynomial degree: 3 Number of iterations: 2 , 
Before iterations; R-Bar Squared: 0.868 Durbin-Watson Statistic: 0.397 
After iterations: R-Bar Squared: 0.336 Durbin-Watson Statistic; 1.4 87 
Elasticities: 3,, = 0.519, 3 = -0.194, 3 = -0.106, 3„ = 0.156 
y ^USTR , ^td^ P 
3. - 0.00087 Also: 3% = 0.241, p, - 0.803, p„ = 0.574 
^ (0.00219) ^ (0.080) ^ (0.110) 
Lagged independent Quarters in the past 
variables 0 12 3 4 5 
GNP 
w(i) 0.278 0.319 0.261 0.141 0.000 
StE(i) 0.137 0.121 0.098 0.121 
t 2.031 2.639 2.665 1.168 
U.S. Treasury Bond rate 
w(i) 0.139 0.193 0.241 0.248 0.179 O.OOO 
StE(i) 0.095 0.094 0.101 0.104 0.094 
t 1.465 2.054 2.396 2.383 1.906 
Time deposit rate 
w(i) 0.209 0.390 0.296 0.105 0.000 
StE(i) 0.437 0.199 0.144 0.084 
t 0.478 1.961 2.055 1.254 
^All data in natural logarithms except t. 
^Iterations refer to technique described in Chapter III. 
Table 10. Regression of the per capita money supply (defined as currency in tlie 
hands of the public plus demand deposits) on the per capita lagged 
GNP; lagged Aaa bank rate, lagged time deposit interest rate, prices, and 
time trend^ 
Lag polynomial degree: 3 Number of iterations; 2 , 
Before iterations; R-Bar Squared; 0.861 Durbin-Watson Statistic; 0.306 
After iterations; R-Bar Squared: 0.334 Durbin-Watson Statistic; 1.5 47 
Elasticities: 3 == 0.467, p,, = -0.153, 6 = -0.091, = 0.217 
y ^Aaa ^td . P (0.207) 
3. - -0.00089 Also: 3)! 0.256, = 0.570, = 0.820 
(0.109) (0.076) 
Lagged independent Quarters in the past 
variables 0 12 3 4 
GNP 
w(i) 0.239 0.363 0.280 0.117 0.000 
StE(i) 0.153 0.123 0.101 0.129 
t 1.562 2.957 2.777 0.911 
AAA 
w(i) 0.112 0.372 0.344 0.172 0.000 
StE(i) 0.145 0.127 0.126 0.139 0.000 
t 0.776 2.922 2.730 1.241 
ÏDR t-
w(i) 0.160 0.398 0.320 0.122 0.000 
StE(i) 0.528 0.250 0.171 0.098 
t 0.303 1.593 1.247 
^All data in natural logarithms except t. 
^Iterations refer to technique described in Chapter III. 
Table 11. Regression of the per capita money supply (defined as currency in hand;.; 
of public pluH demand deposits plus time deposits) on the lagged per 
capita deflated GNP, lagged yield on 3-5 yr. U.S. Government Securiticn 
and prices^ 
Lag polynomial degree; 3 Number of iterations: 2 , 
Before iterations; R-Dar Squared; 0. 989 Durbin-Matson Statistic: 0.:L86 
After iterations; R-Bar Squared: 0.794 Durbin Watson Statistic;. 1.456 
Elasticities; 3 = 1.63, 3 = -0.203, g = 0.572 Also; P%=-0.271,p]=0.896,p2=U.523 
y ^3-5 P (0.174) -^(0.055) ^(0.121 ) 
Lagged 
independent Quarters in the past 
variables 0123456789 10 
GNP 
W(i) 0.120 0.120 0.131 0.129 0.123 0.112 0.096 0.077 0.055 0.029 0 
StE(i) 0.042 0.024 0.023 0.024 0.023 0.021 0.021 0.022 0.022 0.015 
t 2.849 5.362 5.708 5.293 5.301 5.319 4.647 3.494 2.528 1.874 
3-5R 
w(i) 0.136 0.163 0.176 0.175 0.157 0.123 0.071 0.000 
StE(i) 0.040 0.032 0.036 0.035 0.035 0.034 0.025 | 
t 3.383 5.072 4.940 4.921 4.516 3.646 2.809 
^All data in natural logaritlinis . 
b 
Iterations refer to technique described in Chapter III. 
Table 12. Regression of the total money supply (defined as currency in the hands of 
the public pluB demand deposits) on the lagged total GNP, lagged yields 
of the 3-5 year U.S. Government Securities, lagged time deposit interest 
rate, price, time trend& 
Lag polynomial degree; 3 
Before iterations; R-Bar Squared: 0.99 
After i'teratioiVs : R-Bar Squared: 0.859 
Number of iterations ; 2 , 
Durbin-Watson Statistic: 
Durbin-Watson Statistic; 
Elasticities: (Ï, 0.616, 3, = -0.089, = -0.103, 3, 
3-5 , td^ J 
p. = -0.0012 Also; 3q = 0.1384, = 0.797, = 0.506 
0.287 
(0.195) 
(0.0025) (0.083) (0.117) 
0.4201 
1.577 
Liaggea independent 
\lariables 
Quarters in the past 
2 3 
GNP 
w (i) 
StE (i) 
t 
3-5R 
w (i) 
StE(i) 
t 
TDR 
w (i) 
StE(i) 
t 
0 .  2 2 6  
0.109 
2 . 0 6 8  
0.134 
0.079 
1,686 
0.204 
0. 399 
0.513 
0.308 
0.093 
3.322 
0.253 
0.073 
3.443 
0.367 
0.176 
2 . 0 8 6  
0.287 
0.083 
3.447 
0.273 
0.075 
3.648 
0.298 
0.133 
2.235 
0.179 
0.093 
1.935 
0.220 
0.071 
3.105 
0.131 
0 . 0 8 2  
1.596 
0 . 0 0 0  
0.121 
0.061 
1.983 
0 . 0 0 0  
0 , 0 0 0  
^All data in natural logarithms except t. 
^Iterations refer to technique described in Chapter III. 
Table 13. Regression of the total money supply (defined as currency in the hands of 
the public, demand deposits, plus time deposits) on the lagged total 
deflated GNP, lagged yield on 3-5 yr. U.S. Government Securities, and 
prices^ 
Lag polynomial degree: 3 Number of iterations; 2 , 
Before iterations; R-Bar Squared; 0.994 Durbin-Matson Statistic; 0.128 
After iterations; R-Bar Squared: 0.821 Durbin-Matson Statistic: 1.52 2 
Elasticities; 3 = 1.536, 3 =-0.199 , 3 =0.293 Also; 3%= -0.158, p.,=0. 868, p.=0 .673 
y ^3-5 P (0.215) (0.053) (0.306) 
Lagged 
independent Quarters in the past 
variables 0 12 3 4 5 6 7 8 9 10 
GNP 
w(i) 0.100 0.120 0.130 0.133 0.129 0.118 0.102 0.082 0.057 0.030 
StE(i) 0.038 0.022 0.022 0.022 0.020 0.018 0.018 0.020 0.021 0.015 
t 2.616 5.332 6.029 5.990 6.364 6.604 5.607 3.996 2.786 2.011 
3-5R 
w(i) 0.128 0.159 0.176 0.177 0.160 0.126 0.073 0.000 
StE(i) 0.035 0.030 0.034 0.033 0.032 0.030 0.023 
t 3.625 5.299 5.243 5.337 5.030 4.156 3.246 
^All data in natural logarithms» 
^Iterations refer to technique described in Chapter III. 
Tabla 14. Regression of the per capita money supply (defined as currency in the 
hands of the public plus demand deposits) on the lagged per capita GNP, 
lagged yields on 4-6 commercial paper, prices and time trend^ 
Lag polynomial degree: 3 Number of iterations; 2 , 
Before iterations; R--J3ar Squared: 0.831 Durbin-Watson Statistic; 0.3 57 
After iterations; R~Bar Squared: 0.419 Durbin-Watson Statistic: 1.5 2 
Elasticities; 3 ^ 0.724, p = -0.068, 3 = -0.251 
y ^4-6^ P, (0.188) 
3 = -0.0061 Also:3% = 0.103, p, = 0.789, p» = 0.602 
^ (0.0016) " ^ (0.075) (0.107) 
Lagged independent Quarters in the past 
variables 0 1 2 3 4 5 
GNP 
w(i) 0.238 0.305 0.281 0.177 0.000 
StE(i) 0.078 0.076 0.068 0.077 
t 3.030 3.990 4.144 2.305 
4-6R 
w(i) 0.279 0.310 0.243 0.134 0.035 0.000 
StE(i) 0.073 0.067 0.063 0.055 0.048 
t 3.804 4.596 3.838 2.422 0.728 
^All data in natural logarithms except t. 
^Iterations refer to technique described in Chapter III. 
Table 15. Rogrofislon of the per capita money supply (defined as currency in the 
hands of the public plus demand deposits) lagged per capita GNP, lagged 
yield on U.S. Treasury bonds, prices and time trend^ 
Lag polynomial degree; 3 Number of iterations; 2 , 
Before iterations; R-Bar Squared: 0.81 Durbin-Watson Statistic: 0.3021 
After iterations : R-Bar Squared: 0.264 Durbin-Watson Statistic: 1.51 
Elasticities; 3„ = 0.564, 3^ = -0.163, p. = 0.1136 
y ^USTR ^ P .(0.199) 
$. = -0.0034 Also: (3% = 0.183, p, = 0.825, p„ = 0.589 
^ (0.0016) " (0. 069) (0.095) 
Lagged independent Quarters in the past 
variables 0 12
GNP 
w(i) 0.318 0.294 0.241 0.147 *.000 
StE(i) 0.114 0.114 0.092 0.112 
t 2.796 2.586 2.610 1.311 
USTR 
w(i) 0.204 0.200 0.298 0.218 0.000 
StE(i) 0.111 0.112 0.101 0.107 
t 1.836 2.503 2.944 2.033 
^All data in natural logarithms except t. 
^Iterations refer to technique described in Chapter III. 
Table 16. Regression of the per capita money supply (defined as currency in the 
hands of the public plus demand deposits plus time deposits) on lagged 
per capita GNP, lagged yield on 4-6 mo. commercial paper, prices and ]n 
of t^ 
Lag polynomial degree; 4 Number of iterations: 2 , 
Before iterations: R-Bar Squared: 0.99 Durbin-Watson Statistic: 0.24 
After iterations: R-Bar Squared: 0.74 Durbin-Watson Statistic: 1. Ei2 
Elasticities: 3 = 1.3, 6 = -0.16, 6 = -0.064, 3, = -0.016 
^ 4-6 P (0.016)- ^  (0.027) 
3" = -0.092, p. = 0.888, p. = 0.744 
" (0.064) (0.105) 
GNP 
w(i) 0.040 0.102 0.125 0.126 0.119 0.113 0.109 0.105 0.095 0.066 
StE(i) 0.030 0.035 0.036 0.032 0.030 0.031 0.032 0.032 0.032 0.026 
t 1.034 2.929 3.418 3.961 4.035 3.655 3.443 3.315 2.959 2.505 
4-6R 
w(i) 0.165 0.155 0.147 0.140 0.130 0.115 0.092 0.055 0.000 
StE(i) 0.029 0.033 0.033 0.032 0.032 0.030 0.028 0.022 
t 5.735 4.735 4.525 4.438 4.086 3.785 3.284 2.441 
Lagged 
independent Quarters in the past 
variables 0 1 2 3 4 5 6 7 8 9 10 
^All data in natural logarithms except t. 
^Iterations refer to technique described in Chapter III. 
Table X7. Regression of the per capita money supply (defined as currency plus demand 
deposits plus time deposits) on lagged per capita deflated GWP, lagged 
yield on 4-G mo. commerical paper and prices with arbitrary periods beck 
selected as starting points that arc different than those used for pre-
vious tables^ 
Lag polynomial degree: 3 . Number of iterations: 2 , 
Before iterations; R-Bar Squared: 0.987 Durbin-Watson Statistic: 0./508 
After iterations; R-Bar Squared; 0.82 Durbin-Watson Statistic: 1.5E29 
Elasticities: p = 1.89, P = -0.174, 3 = 0.454 Also: 3^= 0. 453 , p., =0. 864 , p^=0 .669 
y ^4-6 P (0.148) -^(0.064) ^(C.114) 
Lagged 
independent Quarters in the past 
variables 0123456789 10 
GNP 
w(i) 0.079 0.091 0.104 0.115 0.123 0.125 0.121 0.108 0.085 0.050 0 
StE(i) 0.027 0.020 0.022 0.022 0.019 0.018 0.020 0.024 0,024 0.017 
t 2.936 4.548 4.647 5.242 6.461 7.127 5.972 4.520 3.528 2.891 
4-6R 
w(i) 0.162 0.150 0.144 0,140 0.133 0.119 0.095 0.057 0.000 
StE(i) 0.027 0.026 0.029 0.026 0.024 0.026 0.028 0.021 
t 5.959 5.676 4.977 5.278 5.472 4.539 3.424 2.675 
^All data in natural logarithms-
^Iterations refer to te clinique described in Chapter III. 
Table IB. Regression of the money supply (defined as currency in the hands of the 
public plus demand deposits) on lagged per capita GNP, lagged yields on 
4-6 rate, lagged time deposit interest rates, prices and time trend for 
different arbitrary periods back selected as starting points than other 
3 degree results^ 
Lag poîynomicïl degree: 3 ~ Number of iterations; 2 , 
Before iterations ; R-Bar Squared; 0.889 Durbin-Watson Statistic; 0.396 
After rterations: R-Bar Squared; 0.46 Durbin-Watson Statistic: 1.59 
Elasticities: ii = 0.71, 3 -• -0.066, g - -0.136 , 3 - 0.295 
y ^ '4-6 ^ ^td P (0.170) 
3. = -0.0029 3" =0.0986, p. = 0.825, p. = 0.602 
^ (0.0020) (0.083) (0.108) 
Lagged independent Quarters in the past 
variables 0 1 2 3 4 
GNP 
w(i) 0.199 
StE(i) 0.081 
t 2.468 
4-6R 
w(i) 0.302 
StE(i) 0.075 
t 4.011 
ÏDR 
w(i) 0.237 
StF. (i) 0.286 
t 0. 830 
^All data in natural logarithms except t. 
^Iterations refer to technique described in Chapter III. 
0.332 
0.074 
4.463 
0.297 
0 . 0 6 8  
4.384 
0.371 
0.135 
2.740 
0. 300 
0 . 0 6 8  
4.425 
0.249 
0 . 0 6 2  
4.020 
0.281 
0.094 
2.982 
0.169 
0,075 
2.240 
0.152 
0 . 0 6 0  
2.555 
0 . Ill 
0.054 
2.049 
0 ,  0 0 0  
0 .  0 0 0  
0 , 0 0 0  
Table 19. Regression of the per capita money supply (defined as currency in the 
hands of the public plus demand deposits plus time deposits) on lagged 
per capita deflated GNP, lagged yield on 4-6 mo. commercial paper, and 
prices. 1960-66 period only^ 
Lag polynomial degree; 3 
Before iterations; R-Bar Squared: 0.998 
After .Iterations; R-Bar Squared: 0.977 
Number of iterations: 3 j 
Durbin--Watson Statistic: 
Durbin-Watson Statistic: 
O.Sll 
1.583 
Elasticities; 3 = 2.53, 6 y ^ 
Also; " -2.174, p, = 0.543, p« = 0.398, p ^  = 0. 
(0.175) (0.199) (0. 
= -0.246, 6 = -0.297 
4-6 P (0.380) 
370 
198) 
Lagged 
independent 
variables 0 
Quarters in the past 
3 4 5 6 
GNP 
w (i) 
StE (i) 
t 
4 - 6R 
w (i) 
StU(i) 
t 
0.106 0.113 0.119 0.122 0.121 0.116 0.106 0.091 0.068 0.038 
0.042 0.023 0.024 0.026 0.024 0.021 0.021 0.023 0.023 0.017 
2.549 4.906 4.950 4.710 5.052 5.495 5.048 3.895 2.923 2.274 
0.203 0.175 0.153 0.135 0.118 0.099 0.075 0.043 0.000 
0.062 0.030 0.032 0.031 0.026 0.028 0.033 0.027 
3.256 5.888 4.819 4.402 4.517 3.518 2.288 1.591 
a 
10 
All data in natural logarithms. 
Iterations refer to te clinique described in Chapter III. 
