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We study the spin and charge accumulation in a superconductor when a normal-superconductor
tunnel junction is subjected to a Zeeman magnetic field and taken out of equilibrium by applying
either a DC or AC voltage bias. We focus on a configuration which allows one to measure non-
locally the spin-accumulation using a second ferromagnetic electrode. Our main result is that, in the
presence of an AC bias, the time average of the detected non-local signal is frequency dependent, and
the frequency at which the saturation occurs is directly related to the inverse of the spin-relaxation
time. For a DC bias we address also the effect of the spin accumulation in the normal leads and we
investigate the out-of-equilibrium spin susceptibility of the SC, which we show to deviate drastically
from its equilibrium value.
PACS numbers:
I. INTRODUCTION
Superconductors’ (SC) potential as spintronics materials is based on the possibility either of manipulating the
constituent spins of Cooper pairs in the condensate (to form spin-aligned triplet pairs) or else of spin-polarising
quasiparticle excitations.1 Recent experiments have shown a non-equilibirum chargeless spin accumulation in a thin-
film mesoscopic superconductor in the presence of a Zeeman magnetic field2–4 enabling an estimate of the spin
relaxation time in mesoscopic superconductors. This is on the order of nanoseconds, significantly longer than the
charge-relaxation time2,5–13. The spin imbalance relaxation length has also been measured up and can be up to
10µm.3 These developments have revived interest among theorists in this topic14–16.
While taking into account all the microscopic physical effects associated with the spin accumulation (such as the
modifications of the spin-dependent density of states, or of the out-of-equilibrium distribution function for each spin,
and their spatial dependence,...), may be quite a complex endeavour and can be performed, for instance, by using
the Usadel equation for describing the behavior of the Keldysh Green’s function as it has been shown in Ref. 17, we
have chosen to rely here on a reasonable simplified model which captures the essential physics and enables a good
quantitative description of the experimental results.
Thus we describe the out-of-equilibrium spin imbalance as symmetric shifts in the chemical potentials of the two
opposite spins, and we assume a uniform temperature for the whole system. Given the fact that the SC is tunnel-
coupled to the ferromagnetic (FM) and the normal-metal probes we neglect the processes of Andreev reflection and
we focus solely on the quasiparticle tunnelling processes. We use the Fermi Golden rule to write down the form of the
tunnel current18–20 in the presence of a Zeeman field, which is crucial for transforming the SC into a spin-sensitive
material, as it splits its density of states (DOS) for the up and down quasiparticles21,22. We compare our results to
those obtained from the simpler, semiconductor model for the SC.20.
Secondly we use the derived form for the spin current and we combine it with time-dependent semiclassical equations
of motion for the spin accumulation to calculate the spin accumulation in a SC, in the presence of both an applied
DC and AC voltage, for which we calculate also the corresponding time-dependence. We also study a configuration
which allows one to measure non-locally such spin-accumulation using a second ferromagnetic electrode. Moreover
we consider second order effects such as the possible spin accumulation in the leads, as well as we calculate the
out-of-equilibrium spin susceptibility of the SC, which we show to deviate drastically from its equilibrium value.
We also consider an applied AC bias and we focus on the time-dependence of the spin accumulation as well as on
the possible information that can be obtained from the associated relevant time-scales and frequencies, in particular
in what concerns the spin-relaxation time in the SC. Thus our most important result is that the spin-relaxation
time can be obtained by examining the dependence of frequency of the measured non-local voltage; we note that
such dependence is conditioned by the existence of non-linearities in the detector DOS, here taken to be BCS-like.
Our results are qualitatively consistent with a recent experiment13. We also focus on the possibility of detecting the
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2difference between a spin-accumulation time and a spin-relaxation time via applying an AC signal made of rectangular
pulses.
The paper is organized as follows. In Sec. II we present the theory of spin injection into a SC, and we write down
the relation between the injection electric, charge, and spin current as a function of the applied voltage. In Sec. III
we present the experimental setup, and we write down the semi-classical equations of motion for the spin. In Sec. IV
we solve these equations for a DC bias, and in Sec. V we study sinusoidal and rectangular AC biases. We conclude
in section VI.
II. TUNNELLING CURRENTS BETWEEN A SC AND A FERROMAGNET OR A NORMAL METAL
In this section we introduce the model used to describe the Ferromagnet|Insulator|Superconductor (FIS) junction,
and we compute the tunnelling currents flowing across it. As described below, in certain limits this formalism also
applies to a Normal|Insulator|Superconductor junction.
A. Theoretical model
The total Hamiltonian for the junction is : H = HF + HS + HT , with HF (S) the Hamiltonian for the ferromagnetic
(superconducting) lead, and HT the tunnelling Hamiltonian between the two. We discuss each term below.
HF =
∑
q,σ
(
qσ − µF
)
c†q,σcq,σ, (1)
with qσ = ~2q2/2m and µF the chemical potential in the FM.
HS =
∑
p,σ
(
p − µs − σµBH
)
c†p,σcp,σ −
∑
p
(
∆c†p,↑c
†
−p,↓ + h.c.
)
, (2)
with p = ~2p2/2m, ∆ is the superconducting energy gap and µBH is the Zeeman energy.
HT =
∑
p,q,σ
(
T σp,qc†p,σcq,σ + h.c.
)
. (3)
The first term describes the tunneling of electrons with spin σ and momentum q, with amplitude T σp,q. We assume
that spin but not momentum is conserved in these processes. The “ferromagnetic” character of the lead is encoded in
the spin-dependent tunnel amplitude. The case of a normal metal can be recovered by making the tunnel amplitude
spin independent.
HS and HT can be more conveniently expressed in terms of quasiparticle operators. We use Josephson’s definition
of the Bogoliubov-Valatin transformation23,24
c†p,↑ = upγ
†
e,p↑ + vpγh,p↓, (4)
c†−p,↓ = upγ
†
e,p↓ − vpγh,p↑, (5)
where the γ†e(h),p are creation operators of electronlike (holelike) excitations. Note that, as quasiparticles have proba-
bility u2p (v
2
p) of being an electron (hole), the quasiparticle charge is qp = u
2
p − v2p. When an electron tunnels into the
superconductor, the corresponding charge carried by the condensate is thus 2v2p = 1− qp.18
The Hamiltonian for the superconductor can be written as
HS = µs
∑
p,σ
c†p,σcp,σ +
∑
p,σ
Ep,σ
(
γ†e,pσγe,pσ + γ
†
h,pσγh,pσ
)
, (6)
3where
up =
1
2
1 + p√
2p + ∆
2
 ,
vp =
1
2
1− p√
2p + ∆
2
 ,
and Ep,σ =
√
2p + ∆
2 − σµBH the excitation energy.21,22 Introducing σ¯ = −σ, the tunneling Hamiltonian becomes
HT =
∑
p,q,σ
(
T σp,q
[
upγ
†
e,pσcq,σ + vpγh,pσ¯cq,σ
]
+ h.c.
)
. (7)
B. Tunnel current
Next we calculate the charge, spin and quasiparticle charge currents flowing through the junction using the Fermi’s
Golden rule.18,25 Table I depicts the allowed tunneling processes and their corresponding probabilities. For example,
the probability for a γ†e,pσcq,σ process (annihilation of an electron cq,σ in the FM and creation of a quasiparticle γ
†
e,pσ
in the SC) is a product of the tunnel probability given by the tunnel Hamiltonian, |T σp,q|2u2p; the probability of having
a filled state in the FM to tunnel from, f(q); and the probability of having an empty state in the SC to tunnel into,
1− fpσ(Ep,σ).
The average tunneling current through the junction for a given spin can be written as
Iσ = 2pi~
∑
p,q
|T σp,q|2
{
u2pδ(q − Ep,σ + eV )
[
f(q)− fpσ(Ep,σ)
]− v2pδ(q + Ep,σ¯ + eV )[1− f(q)− fpσ¯(Ep,σ¯)]}, (8)
where we assumed T σp,q = T σq,p. To simplify this formula we note that for each state with p+ > kF , energy Ep+,σ and
up+ , there exists another state p
− < kF with the same energy Ep−,σ = Ep+,σ (note however that p+ = −p− . This
implies for the coherence factors that u2p± = v
2
p∓ . Moreover we can reasonably assume that |Tp+,q| = |Tp−,q|. For the
distribution functions in the superconductor, on the other hand, we can write:
fT,Cp,σ = fp+σ(Epσ)± fp−σ(Epσ) , (9)
where f
T, (C )
p,σ is the total (branch imbalanced) quasiparticle distributions for spin σ. Note that for fCp,σ = 0 the
distribution function on hole and electron branches is the same and thus there is no associated charge imbalance. By
separating the sum over p into two sums over p±, and by noting that only the coherence factors depend on p± (with
up± = vp∓ , u
2
p± + v
2
p± = 1) we obtain
Iσ = 2pi~
∑
p+,q
|T σp+,q|2δ(q − Ep+,σ + eV )
[
f(q)− fTp+σ(Ep+,σ)
]
− δ(q + Ep+,σ¯ + eV )
[
1− f(q)− fTp+σ¯(Ep+,σ¯)
]}
− 2pi
~
∑
p+,q
|T σp+,q|2q2p
[
δ(q − Ep+,σ + eV )fCp+σ(Ep+,σ) + δ(q + Ep+,σ¯ + eV )fCp+σ¯(Ep+,σ¯)
]
, (10)
Process Probability Electrons added Quasiparticle charge Condensate charge Spin added
γ†e,pσcq,σ |T σp,q|2u2p[1− fpσ(Ep,σ)]f(q) +1 +qp 1− qp σ
c†q,σγe,pσ |T σp,q|2u2p[1− f(q)]fpσ(Ep,σ) −1 −qp −1 + qp σ¯
γh,pσ¯cq,σ |T σp,q|2v2pfpσ¯(Ep,σ¯)f(q) +1 −qp 1 + qp σ
c†q,σγ
†
h,pσ¯ |T σp,q|2v2p[1− fpσ¯(Ep,σ¯)][1− f(q)] −1 +qp −1− qp σ¯
TABLE I: Tunneling processes in excitation representation.18,19
4where qp = (u
2
p−v2p) is the quasiparticle charge. Typically, the contribution of the charge imbalance to the currents is
negligible, so that we will neglect it in the following. In such a case, the second line in the above expression vanishes
(this, however, does not imply that such a current cannot lead to a charge imbalance, a feature discussed later on).
In the following the sign + of the momentum p will be omitted for brevity. We can now convert the momentum
summation into an energy integral, using∑
q
→
∫
dq ρ(q)︸︷︷︸
(L/2pi)d
→
∫
dEρ(E). (11)
For the energy range we consider, it is reasonable to assume that the FM DOS and the tunneling probabilities are
roughly independent of energy. Performing the momentum-energy conversion for the
∑
q in the FM, and subsequently
the resulting energy integral, we obtain
Iσ = 2pi~
∑
p
ρF |T σ|2
[
f(Ep,σ − eV )− fTpσ(Ep,σ) + fTpσ¯(Ep,σ¯)− f(Ep,σ¯ + eV )
]
, (12)
Here ρF is the total density of states of the ferromagnetic lead (integrated over the volume of the FM). The conversion
of the summation over the momentum p in the SC into an energy integral is more tricky. This is because the two first
terms of the above expression correspond to the injection of an electron as an electron-like excitation of energy Ep,σ.
The last two terms correspond to the conversion of an electron into a hole-like excitation at energy −Ep,σ¯. The SC
densities of states are different for the two processes, due to the presence of the Zeeman field: ρS(Ep,σ) 6= ρS(−Ep,σ¯).
Converting the momentum summation over p into an energy integral thus leads to
Iσ = 2pi~ ρF ρ0|T
σ|2
∫ +∞
−∞
dE
{
ρ(Eσ)
[
f(E − eV )− fσ(E)
]
+ ρ(Eσ¯)
[
fσ¯(E)− f(E + eV )
]}
,
(13)
where Eσ = E − σµBH, ρ0 is the DOS of the superconductor at the Fermi energy, and
ρ(E) = θ(E −∆) E√
E2 −∆2 , (14)
is the usual normalized BCS density of states, with θ(x) the Heaviside step function.
The DOS of real superconductors can deviate slightly from the BCS DOS: Magnetic impurities, supercurrents or
orbital magnetic fields can round off the BCS singularity (Abrikosov-Gorkov depairing)26–30, while states can appear
in the gap due e.g. to strong electron-phonon coupling or Andreev reflection at the interface with the (normal) tunnel
electrode31,32. In numerical calculations, one can also use an experimentally-measured DOS. In the following, we will
assume that the departure from equilibrium for all the distribution functions is encoded in Fermi-Dirac distributions
with shifted chemical potentials. Under this assumption, the total spin and electric tunneling current can be written
Ie = e
∑
σ Iσ and Is = (~/2)
∑
σ σIσ where
Iσ = pi~ρF ρ0|T
σ|2
∫ +∞
−∞
dE
{
ρ(Eσ)
[
f(E − eV )− f(E − σµs)
]
+ ρ(Eσ¯)
[
f(E + σµs)− f(E + eV )
]}
, (15)
where µs refers to the shift of the chemical potential due to the spin imbalance. Explicitly, we obtain for the charge
and spin currents:
Ie = e
∑
σ
Iσ, (16)
=
2pie
~
ρ0ρF
∫ +∞
−∞
dE
{[|T↑|2ρ(E↑) + |T↓|2ρ(E↓)]f(E − eV )− [|T↑|2ρ(E↓) + |T↓|2ρ(E↑)]f(E + eV )
− [|T↑|2 − |T↓|2][ρ(E↑)f(E − µs)− ρ(E↓)f(E + µs)]},
Is = ~
2
∑
σ
σIσ = piρ0ρF
∫ +∞
−∞
dE
{[|T↑|2ρ(E↑)− |T↓|2ρ(E↓)]f(E − eV )
− [|T↑|2ρ(E↓)− |T↓|2ρ(E↑)]f(E + eV )− [|T↑|2 + |T↓|2](ρ(E↑)f(E − µs)− ρ(E↓)f(E + µs))} , (17)
5Using Table I and the above expressions we can also write down the form for the quasiparticle current:
Iqpe =
pi
~
ρF ρ0
∑
σ
|Tσ|2
∫ +∞
−∞
dE
{
q2(Eσ)ρ(Eσ)
[
f(E − eV )− f(E − σµs)
]
+ q2(Eσ¯)ρ(Eσ¯)
[
f(E + σµs)− f(E + eV )
]}
. (18)
where q(E) = e[u(E)2 − v(E)2] is the quasiparticle charge in the energy domain. To understand the meaning of the
quasiparticle current, we should note that we take into account only electron tunnelling from and to the SC, and not
Andreev reflection processes, thus the charge transfer associated with each tunnelling processes is e. However, after
entering the SC the electron is being ’decomposed’ into a quasiparticle with the same energy (the elementary excitation
of the SC), which is a mixture of an electron and a hole, and thus carries a different charge: q(E) = e[u(E)2− v(E)2]
(u and v the components of the Bogoliubov transformation which correspond to the probability to have an electron or
a hole). The rest of the charge of the electron transferred goes into the condensate. See Ref. 33 for a comprehensive
review. While the charge current has a clear physical significance - the number of the electron injected in the SC
per unit of time - the quasiparticle current is a bit more subtle, and is defined only as the number of quasiparticles
added to the SC due to the polarization of the junction, per unit of time. So the quasiparticle current is not an
actual measurable electrical current, but is rather an artefact current introduced to quantify the dynamics of the
quasiparticles in the SC, and thus can be different from the charge current, even in the absence of Andreev reflection.
In the limit of a normal metal coupled to a superconductor (Tσ ≡ T ), we obtain:
Ie = 2pie~ ρ0ρF |T |
2
∫ +∞
−∞
dE
[
ρ(E↑) + ρ(E↓)
][
f(E − eV )− f(E + eV )] , (19)
Is = piρ0ρF |T |2
∫ +∞
−∞
dE
{[
ρ(E↑)− ρ(E↓)
]
[f(E − eV ) + f(E + eV )]
− 2[ρ(E↑)f(E − µs)− ρ(E↓)f(E + µs)]} , (20)
Iqpe =
2pie
~
ρ0ρF |T |2
∫ +∞
−∞
dE
[
q2(E↑)ρ(E↑) + q2(E↓)ρ(E↓)
][
f(E − eV )− f(E + eV )] . (21)
C. Relation to the semiconductor model
We compare the results of the previous section with those obtained from a simplified, ‘semiconductor’ model (SM),
in which an electron injected into the superconductor enters as a quasiparticle with the same spin, and consequently
accesses solely one spin density of states. (In other words, the superconducting quasiparticles are treated like electrons.)
The electron particle current for a given spin in the semiconductor model reads:
ISMσ =
pi
~
ρF ρ0|Tσ|2
∫ +∞
−∞
dEρSM (Eσ)
[
f(E − eV )− f(E − σµs)
]
, (22)
where
ρSM (E) = θ(E2 −∆2) |E|√
E2 −∆2 . (23)
Note that in the SM the DOS is defined, in the electron representation, for both positive and negative energies, while
in our model this is positive-defined in the excitation representation. To compare the results from both models, we
rewrite the SM to correspond to the same positive-defined energy as in the excitation model. We start by separating
the integral into two:
ISMσ =
pi
~
ρF ρ0|Tσ|2
∫ ∞
−∞
dEρ(Eσ)
[
f(E − eV )− f(E − σµs)
]
+
pi
~
ρF ρ0|Tσ|2
∫ ∞
−∞
dEρ(−Eσ)
[
f(E − eV )− f(E − σµs)
]
(24)
6and obtain
ISMσ =
pi
~
ρF ρ0|Tσ|2
∫ ∞
−∞
dE
{
ρ(Eσ)
[
f(E − eV )− f(E − σµs)
]
+ ρ(Eσ¯)
[
f(E + σµs)− f(E + eV )
]}
, (25)
which is precisely the expression for the current obtained from the excitation model. We note that in deriving this
expression, we made the change of variables E → −E which for the quasiparticles energies means Eσ → −Eσ¯, since
Eσ = E − σEZ (with EZ = µBH). However, in the expression for the current only |Eσ| matters, so that |Eσ| → |Eσ¯|
and this is how the spin density of states ρEσ¯ appears in the expression for the current Iσ. Such a comparison holds
only in the case of zero charge imbalance.
In sum, the two models give identical results for electrical and spin currents; however, the former cannot properly
account for imbalances in quasiparticle number nor for quasiparticle charge; a careful calculation of these quantities
requires the excitation model described in the previous section.
III. CHARGE AND SPIN ACCUMULATIONS
FIG. 1: (Color online) A) The experimental setup: The left junction between a normal metal and the Zeeman-split supercon-
ductor is voltage biased, which gives rise to charge and spin currents. The detection, on the other hand, is performed with a
ferromagnet. B) The spin current (in arbitrary units) at the normal (left) injector as a function of the applied voltage V and
Zeeman splitting EZ = µBH. C) The charge current flowing into the ferromagnet detector (in arbitrary units), as a function
of voltage and spin accumulation µS , along with the voltage bias (in red) corresponding to the condition of zero current. All
quantities are expressed in terms of the SC gap energy ∆
In this section we investigate the spin and charge currents, as well as the resulting spin accumulation in the
superconductor and the detector signal — both as a function of time (in the case of a time-varying injector voltage)
and in the steady state where the injector voltage is time-independent.
We consider the non-local setup in Fig. 1 A. A voltage bias V is applied between a ferromagnetic (or normal) lead
and the SC at point A (injection junction). This voltage drop is accompanied by charge and spin currents that can
lead to spin accumulation S(t) in the superconductor. The spin current is finite even for a normal injector, as shown
in Fig. 1 B, but vanishes at zero Zeeman splitting. S(t) cannot be detected locally, as the charge current at the
7injection junction is insensitive to this quantity (see Fig. 1 C); however it can be measured nonlocally, as a voltage
VDET between a ferromagnetic lead and the superconductor at point B as shown in Fig. 1 A. Note that both injection
and detection junctions obey the same equations, but with different parameters and boundary conditions.
A. Semiclassical equations of motion for the spin imbalance
We assume that the (total) time dependent spin accumulation S(t) in the superconductor satisfies a simple equation
of motion
dS(t)
dt
= Iis(t)−
S(t)
τs
, (26)
where τs is the spin relaxation time in the SC. As described in the previous section, Iis, the spin current in the injection
junction, is a function of the applied voltage V between the SC and the injection lead. Unless otherwise stated, the
injection lead is a normal metal (i.e. T i↓ = T i↑ = T i), so that the spin current is given by Eq. (20). Moreover, we
assume infinite diffusion length in the superconductor, which is a good approximation for samples of the order of
micrometer, as found experimentally.
The out-of-equilibrium spin accumulation in the superconductor can be written as
S(t) = (~/2)
∑
k
[fk↑(Ek,↑)− fk↓(Ek,↓)]− Seq = (~/2)ρ0
∫
dE [ρ(E↓)f↓(E)− ρ(E↑)f↑(E)]− Seq
= (~/2)ρ0
∫
dE [ρ(E↓)f(E + µs)− ρ(E↑)f(E − µs)]− Seq , (27)
where
Seq = (~/2)ρ0
∫
dE [ρ(E↓)− ρ(E↑)] f0(E) , (28)
is the equilibrium (thermodynamic) magnetization (which does not contribute to the electronic signal). Note that
this equation can be written in such a way only for temperature very low where the Fermi function f0(E) can be
modeled by a step function. We can write the solution for the spin accumulation S(t) as follows:
S(t) = e−t/τs
∫ t
0
dt′Iis(t′)et
′/τs . (29)
The equations (20), (27), and (29) form a self-consistent system of integral equations which can be solved numerically
to determine µs as a function of V for all times t. (Note that Iis is also a function of µs.) For very small values of µs
we can neglect the dependence of Iis on µs and calculate S(t) and µs directly from Eq. (29), as was done in Ref. 2.
In the case of a time-independent injection voltage, a dynamic equilibrium appears between the injected spin current
and the the spin relaxation in the superconductor, such that dS(t)/dt = 0. Imposing this condition yields Iis = S/τs,
with both S and Iis time-independent. Equations (20) and (27) then form a self-consistent system of equations which
can be solved numerically to determine µs as a function of V .
The detector voltage VDET as a function of µs (or V ) is determined by imposing the condition of zero total electrical
current Ide = 0 at the detector junction. (Ide is given in Eq (44), with the tunneling parameters corresponding to
the detector ferromagnet.) Here, the ferromagnetic character of the detector (T d↑ 6= T d↓ ) is crucial; were for non-
ferromagnetic detectors, VDET = 0 for all accumulated µs. Conversely, the measured VDET value depends strongly
on the polarization of the detector P d = (|T d↑ |2 − |T d↓ |2)/(|T d↑ |2 + |T d↓ |2), with a typical experimental P d ≈ 10% for
cobalt.
B. Charge imbalance in a Zeeman split superconductor
To obtain the charge imbalance, we first calculate the quasiparticle charge current using Eq. (18):
Iqpe =
2pie
~
ρF ρN |T |2
∫ +∞
−∞
dEp
[
q2(E↑)ρ(E↑) + q2(E↓)ρ(E↓)
][
f(E − eV )− f(E + eV )] , (30)
8and therefore the charge imbalance (induced by Iqpe ) is independent of the spin imbalance We assume that the total
quasiparticle charge accumulation Q(t) in the superconductor obeys a similar equation of motion as for the the spin
accumulation:
dQ(t)
dt
= Iqpe (t)−
Q(t)
τQ
, (31)
where τQ is the charge relaxation time in the SC. Note that the superconductor as a whole stays neutral as the
condensate absorbs the charge difference.
The quasiparticle charge accumulation in the superconductor can be written
Q(t) = e
∑
k,σ
qk[fkσ(Ekσ)− f0(Ekσ)] ≡ e
∑
k+,σ
qk+f
C
k+σ(Ek+σ)
=
2pie
~
∑
σ
∫ ∞
−∞
q(Eσ)ρ(Eσ)f
C
σ (E) , (32)
where we recall that fCσ (E) is the distribution function imbalance for spin orientation σ and f0(E) the Fermi-Dirac
distribution function. The latter quantity is symmetric with respect to the branch index; thus, its effect vanishes
(since qk is odd).
C. Spin accumulation in the leads
In the previous sections, we focused on the superconductor, assuming that the leads were ’inert’. Here we extend
our theory to include spin accumulation in the leads (normal and/or ferromagnetic) and its influence on the system
as a whole.
The non-local voltage detection of the spin accumulation in the superconductor was assumed to be performed well
within the relaxation length λSC , and thus we neglected the spatial dependence of the spin accumulation. However,
in the normal metals the spin relaxation time τN (and thus the diffusion length λN ) is much shorter, and we are
obliged to use the full diffusion equation in order to properly describe the resulting spin accumulation. For generality,
we write down the diffusion equation corresponding to a ferromagnet, and take the limit of the normal metal when
necessary. This reads:
∂nασ
∂t
= Dασ∇2nασ −
(
nασ
τασ
− n
α
σ¯
τασ¯
)
, (33)
where nασ ≡ nασ(x, t), Dασ , and τασ are the out-of-equilibrium electronic population, diffusion constant, and relaxation
time, respectively, for spin orientation σ in lead α = INJ,DET . From equilibrium analysis, one can infer that ρα↓ /τ
α
↓ =
ρα↑ /τ
α
↑ . These equations need to be supplemented by boundary conditions at the interface with the superconductor,
which here implies that the diffusion current equals the spin current over the interface:
Dασ∇nασ = −Iασ , (34)
where Iασ is the current in lead α and for spin σ, previously calculated (Eq. (13)). Solving the one-dimensional
diffusion equations for the spin accumulation in the stationary regime ∂nασ/∂t = 0, we obtain:
nασ(x) = a
α
σe
−x/λαD + bασe
x/λαD , (35)
where λαD = λ
α
↑λ
α
↓ /
√
(λα↑ )2 + (λ
α
↓ )2, with λ
α
σ =
√
Dασ τ
α
σ being an effective diffusion length, and a
α
σ and b
α
σ are
coefficients are to be found from the boundary conditions (BCs). Assuming that at infinity nασ(−∞) = 0, we get that
aασ = 0. Moreover, we obtain that D
α
↑ n
α
↑ + D
α
↓ n
α
↓ = 0. From the conservation of currents at the interface between
the lead α and the superconductor (i. e. x = 0) we get that bασ = −(λαD/Dασ )T ασ . The relation between the spin
density nασ(x) and the resulting chemical potential µ
α
σ(x) is given by µ
α
σ(x) = n
α
σ(x)/ρ
α
σ , so that we can relate the
spin chemical potentials in the lead α at x = 0 to the corresponding spin currents as follows:
µασ(0) = −
λαD
ρασD
α
σ
Iασ = −
τασ λ
α
σ
ρασ(λ
α
D)
2
Iασ . (36)
9The currents Iασ themselves depend on the chemical potentials µασ(0) (via the Fermi’s Golden rule), and thus we need
to find them self-consistently. The chemical potential can be written as:
µασ = µ
α
c + σµ
α
s , (37)
where µαc and µ
α
s stand for the charge and spin chemical potentials, respectively. For the currents on the other hand
we can write:
Iασ =
pi
~
ρF ρ0|T σ|2
∫ +∞
−∞
dE
{
ρ(Eσ)
[
f(E − eVα − σµαs )− f(E − σµs)
]
+ρ(Eσ¯)
[
f(E + σµs)− f(E + eVα + σµαs )
]}
, (38)
where Vα is the sum of the applied and the induced voltages over contact α. There are thus two more parameters
µINJ,DETs that need to be found, along with the spin accumulation µs in the superconductor and VDET the voltage
drop on the second contact when the condition of zero current current IDETc = 0 is imposed. There are a total of five
equations, three of which were already put forward in the previous section [Eqs. (20), (27), and (29)], while the two
new ones read:
µαs (0) = −
∑
σ
σ
τασ λ
α
σ
ρασ(λ
α
D)
2
Iασ , (39)
where α = INJ,DET . Note that assuming τασ = 0 reduces to the case studied in the previous section, without any
spin accumulation in the leads. Moreover, even when the two leads are perfect spin sinks, and thus µINJ,DETs = 0,
there is a contribution from the detector to µs; however, this can be neglected when VDET  V , as it is usually the
case.
It is worth mentioning that the spin accumulation in the leads can affect the charge imbalance in the superconductor.
To see that, let us write explicitly the quasiparticle charge current in the presence of spin accumulation in the leads:
Iqpe =
2pie
~
ρ0ρN |T |2
∑
σ
∫ +∞
−∞
dEq2(Eσ)ρ(Eσ)[f(E − eV − σµINJ)− f(E + eV − σµINJ)] , (40)
which, as stated, leads to a dependence of the charge imbalance on the spin accumulation in the normal lead. However,
the detailed study of such dependence is beyond the scope of this paper.
In what follows, unless otherwise stated, the injector is a normal metal, and the detector is a ferromagnet with a
variable polarization (which can be zero).
IV. RESULTS FOR AN APPLIED DC VOLTAGE
In Fig. 2 we present a typical dependence of VDET on V . Similar to Ref. 2 this follows qualitatively the form of
Is(V ) which exhibits the same main features as the BCS DOS2 (e.g. two coherence peaks, a null value at small V ’s
and a saturation at large V ’s). Note that we do not take into account the renormalization of the superconducting gap.
This would be interesting to explore, but is beyond the scope of this work. Below we take into account separately
the effects of two important factors, self-consistency and non-linearity of the detector junction. This will allow us to
understand the difference between our approach and previous approximations. Self-consistency take into account the
back-action of the accumulated µs on the injection current; this is negligible when µs is small with respect to the
applied voltage and can be neglected in Eq. (20). The detector non-linearity comes into play when H and µs are
large, and the above current formulae cannot be Taylor expanded in these parameters.
A. Self-consistency
In the left plot in Fig. 2 we present the dependence of VDET on V obtained both self-consistently (full line) and
non-self-consistently (dashed line). It would appear that the main difference is quantitative, i.e. the self-consistency
introduces an overall correcting factor which does not depend strongly on V .
To check this, we write down the self-consistent and non-self-consistent solutions of the equations of motion in the
linear limit (small µs). In this regime we can perform a Taylor expansion of Eq. (27) in µS , S = ~ρ0ρ(µBH)µnscs ,
which together with the condition Iis = S/τs yields
µnscs = τs[~ρ0ρ(µBH)]−1Iis(V ). (41)
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FIG. 2: Left: The detector voltage VDET (in meV) as a function of the applied chemical potential V (also in meV ) calculated
in a self-consistent manner (full line) and non-self consistent manner (dashed line) for parameter values of ∆ = 0.22 meV,
P d = 2%,and τs = 0.1 in the normalized units described in the text. The DOS is considered to be of BCS Dynes type with a
δi = 7 µV for the injection DOS, δd = 1 µV for the detector DOS (experimentally the DOS inside the SC can be inhomogenous
and differ between the injection and detection points, as noted in Ref. 13). Right: The calculated accumulated spin-chemical
potential µs as a function of the applied voltage using the self-consistent formalism (full line), and the non-self-consistent
formalism [multiplied by a factor of 1/(1− 2τs)] (dashed line). The temperature is taken to T = 270 mK. The magnetic field
is H = 0.2T.
We can also solve the equations of motion self-consistently by making a Taylor expansion of Eq. (20) in µs
Iis = Iis(V ) + (2gns~/e2)ρ(µBH)µscs = S/τs, (42)
with gns = (2pie
2/~)ρF |T i|2ρ0 is the normalized conductance of the injection junction. Noting that S =
2~ρ0ρ(µBH)µscs , we find
µscs =
τs[~ρ0ρ(µBH)]−1Iis(V )
1− 2τsgns/e2ρ0 (43)
and µscs /µ
nsc
s = 1/(1− 2τsgns/e2ρ0). In our numerical calculations we will set gns/e2ρ0 = 1, so that τs is measured in
units of e2ρ0/gns. Indeed, it seems that in the linear limit, the non-self-consistent and self-consistent approaches differ
by a simple numerical factor, which converges to 1 when τs  1. This observations has been checked numerically in
the right plot in Fig. 2 where we have plotted the accumulated µs calculated using the non-self-consistent and the
self-consistent approach (with a correcting factor of 1/(1− 2τs) taken into account). Indeed we see that the two give
the same result in the linear (small V ) regime.
It appears thus that the effect of solving the equations of motion in a self-consistent or non-self-consistent manner
is mainly quantitative (an overall numerical factor), which is however very important if we are interested in extracting
the value of the spin relaxation time from a fit of the experimental data for an applied DC voltage.
B. Detector non-linearity
Both the chemical potential describing the spin accumulation µs and the detector voltage VDET depend qual-
itatively on the injector voltage V in a similar way; any differences come from the non-linearity of the detection
junction. To understand this, we have plotted in Fig. 3 the measured VDET as a function of the accumulated µs.
Note the pronounced non-linearity of the detection junction, thus for V ≤ ∆/2, corresponding to a small µs, we
have a linear dependence of VDET on µs, VDET ∝ P dµs as expected, while for V > ∆/2 the linearity does not hold
(as a reminder: ∆ = 0.22 meV and P d = 2%). We should also note that, as we will show in the next section, the
non-linearities in the system are a crucial ingredient in observing a frequency dependence of the measured non-local
signal, i.e VDET depends on the frequency of the applied AC voltage only because of the non-linear form of the SC DOS.
11
!0.2 !0.1 0.0 0.1 0.2
!0.02
!0.01
0.00
0.01
0.02
Μs
V m
µs[meV ]
V
D
E
T
[m
eV
]
FIG. 3: The measured voltage VDET (in meV ) as a function of µs (full line). The dashed line corresponds to VDET = P
dµs.
The parameters are the same in Fig. 2.
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FIG. 4: The spin accumulations and non-local voltage as a function of the applied voltage at the injection V . Left: X =
µINJ , µDET , µs, and VDET as a function of the voltage V . The black (full), red (dashed), blue (dotted), and brown (dot-
dashed) curves correspond to µs, VDET , µINJ , and µDET , respectively. Right: the induced non-local voltage VDET when
neglecting the spin accumulation in the leads (black-full curve) and when taking into account such accumulations (red-dashed
curve). All energies are expressed in terms of the superconducting gap ∆, and we assumed H = 0.38T, T = 220mK, P = 20%
(polarization of the right lead).
C. The effect of spin accumulation in the leads
Physically, spin accumulation in the leads (parametrized by µINJ and µDET ), which has an opposite sign to that in
the superconductor (µs) will tend reduce the latter; one can think of this as spin accumulation in the superconductor
‘leaking out’ to the leads. Including µINJ and µDET increases the complexity of the problem drastically — we
now have four equations with four unknowns. We solve the equations numerically, using the same values for the
spin relaxation in the superconductor as before, and assume τασ ≡ τN = 0.1. In Fig. 4 we plot the resulting spin
accumulations and non-local voltage as a function of the applied voltage V (left plot) and the comparison between
the induced voltage VDET when neglecting the accumulation in the leads, and when such accumulations are taken
into account.
We see that the voltage becomes slightly reduced as compared to the approximate result, as some of the spin
accumulation leaks into the leads. However, for short spin relaxation times in the leads τN  τS in the leads, we can
safely neglect such effects, and we proceed with this approximation in the following sections.
We already proved that for accessing the spin accumulation in the superconductor one needs a non-local type of
measurement, as the local conductance measurement is independent of such accumulation. However, that is not the
case of the spin accumulation in the leads, which is revealed in such local measurements. Specifically, we mention
that the charge current in such a case is given by:
Ie = e
∑
σ
Iσ = 2pie~ ρ0ρN |T |
2
∑
σ
∫ +∞
−∞
dEρ(Eσ)[f(E − eV − σµINJ)− f(E + eV − σµINJ)] , (44)
where it appears clearly that the spin accumulation µs in the superconductor dropped out of the formula. However,
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FIG. 5: The charge current (left) and the differential conductance (right) in arbitrary units as a function of the applied voltage
for various values of the spin chemical potential µINJ in the normal lead. The black, red, blue, and brown curves correspond
to µINJ = 0, 0.1, 0.2, and 0.4, respectively. We assume EZ = 0 for all the plots, and all energies are expressed in terms of the
superconducting gap energy ∆.
the spin accumulation in the normal lead is still present in the expression for the charge current, and leads to a change
in the differential conductance
GNS(V, µINJ) =
dIe
dV
. (45)
We mention also that if the superconductor is in the normal state, the spin accumulation also drops out of the final
expression after the integration. In Fig. 5 we plot the charge current (left) and the differential conductance (right),
respectively, as a function of the applied bias for different values of the spin accumulation µINJ . We assume, for
simplicity, EZ = 0 for all plots. However, the effect of the magnetic field is trivial: it can be taken into account by
only shifting the spin chemical potentials µS → µS−EZ , with S = INJ, s (that is only the case when the imbalance is
taken into account as just shifting the equilibrium distribution functions. For more complicated distribution functions,
such a identification should not hold). There is a clear dependence of both the current and the differential conductance
on the spin accumulation, especially when the voltage bias is comparable to the superconducting gap ∆ (note that
all energies are expressed in terms of this scale).
D. Out-of-equilibrium spin susceptibility
The spin susceptibility of the superconductor is given by:
χSs (V,H) =
∂S
∂H
, (46)
where the spin accumulation S was defined in Eq. (27). In order to simplify the discussion, we will neglect here
any spin accumulation in the leads (µαs = 0). We note in passing that for a superconductor at equilibrium, the spin
susceptibility is zero for Zeeman splittings EZ < ∆/2 (and at T = 0), as it is impossible to create any spin imbalance
because of the superconducting gap. In the right plot in Fig. 6 we show χSs as a function of the Zeeman splitting
EZ for several values of the applied voltage, while in the left plot we show the spin susceptibility as a function of the
voltage V for various values of the applied field H. As expected, the spin susceptibility vanishes as V vanishes. On
the other hand, this is finite at zero magnetic field and finite voltage, as the system is very susceptible to build up
spin polarization. The spin susceptibility is also a witness of the best strategy in terms of external parameters (i. e.
voltage and magnetic field) to magnetize the superconductor.
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FIG. 6: The out-of-equilibrium spin susceptibility χSs . Left: χ
S
s as a function of the magnetic field H for various values of the
applied voltage V . The black (full), red (dashed), and blue (dotted) curves correspond to V = 0.5, 1, and 2, respectively. Right:
χSs as a function of the applied voltage V for various values of the applied external field H. The black (full), red (dashed), and
blue (dotted) curves correspond to EZ = 0, 0.2, and 0.4, respectively. Both EZ and V are expressed in terms of the gap energy
∆.
V. RESULTS FOR AN APPLIED AC VOLTAGE
A. Time-dependent behavior
1. Numerical results
We now apply a time-dependent (AC) sinusoidal voltage of frequency ω and amplitude Vrf on the injector, such that
V (t) = V + Vrfcos(ωt). The expressions for the spin currents do not change [see Eq. (17)]. The only change comes
from the dependence on time of the spin imbalance. We can solve numerically the self-consistent integral equations
of motion [Eqs. (26)-(44)] to obtain the time-dependent VDET (t), µs(t) and accumulated spin S(t), as a function of
applied V for various values of frequencies and AC amplitudes.
We begin by plotting the accumulated spin S(t) as a function of time. The time-dependence of the spin accumulation
can be understood easily by thinking of the superconductor as a capacitor (its charge could be viewed as the spin
imbalance). Indeed, for large frequencies the capacitor is loading (the spins are accumulating up to a maximal value)
but its decreasing never happens because the spin relaxation time is larger than the period of the oscillations. On the
contrary, for small frequencies voltage the spins can relax because of the large period of the oscillations. In the left
plot in Fig. 7 we plot S(t) for three values of frequency, ω = 0.8/τs, ω = 0.2/τs and ω = 0.04/τs. All other parameters
are the same as in the previous section. We note that the average of the oscillations is independent of frequency,
while their amplitude is not. The larger the frequency, the more the behavior of S(t) approaches that of a charging
capacitor with smaller and smaller oscillations around the saturation value.
It would thus seem that experimentally one cannot see a frequency dependence for the time-averaged spin accumu-
lation. However, in an actual experiment one does not measure S but VDET , which can exhibit a strong non-linear
behavior with S. We should then expect that if the amplitude of the oscillations in S(t) depends on frequency the
time average of VDET depends on frequency via rectification effects. In the right plot in Fig. 7 we plot the time
dependence of VDET for three different frequencies and we see that indeed both the amplitude of the oscillations and
the time average depend on frequency.
2. Taylor expansion
To understand the above numerical results we study a few limiting cases that can be solved analytically. For a small
applied AC voltage (Vrf  V ), with V (t) = V +Vrfcos(ωt), we can use a Taylor expansion, and the spin current can
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FIG. 7: (Color online) Left: Spin imbalance (in arbitrary units) as a function of time (in units of τs) Right: Calculated VDET
(in meV ) as a function of time (in units of τs). Here, the the parameters are Vrf = 0.2meV , V = 0.1meV and ω = 0.8/τs
(blue), ω = 0.2/τs (black), and ω = 0.04/τs (red). In the left plot, the average of the oscillations (denoted by the dotted line)
is independent of frequency, while their amplitude is not, while on the right both the averages (denoted by the corresponding
dashed lines) and the amplitude of the oscillations depend on frequency.
be expressed as
Is(t) = Is[V + Vrfcos(ωt)]
≈ Is[V ] + ∂Is
∂V
∣∣∣∣
V
.Vrfcos(ωt)
+
1
2
∂2Is
∂V 2
∣∣∣∣
V
.[Vrfcos(ωt)]
2 + ... (47)
Inserting Eq. (47) into Eq. (29) gives us an expansion for the spin imbalance in powers of Vrf : S(t) = S0(t) +S1(t) +
S2(t) + .... We focus on the first two terms in the expansion, but the next orders can be studied in a similar fashion.
For times much more larger than τs we obtain (see Appendix A).
S(t) = Is(V )τs
+
∂Is
∂V
∣∣∣∣
V
.Vrf
τs
1 + τ2sω
2
[cos(ωt) + ωτssin(ωt)] . (48)
We see from the above formula that the average accumulated spin is independent of frequency, consistent with
the numerical analysis in the previous section (see Fig. 7). However, the amplitude of the oscillations does depend
on frequency, with a cutoff/crossover at a frequency ω ≈ 1/τs. However this analysis in valid only when Vrf is
very small, and in the regime in which the system is well described by the non-self-consistent calculation. Also,
since the timescales involved are very short, it is much harder to have experimentally access to the amplitude of the
oscillations than to the time averages, and in what follows we will focus rather on time-averaged quantities than on
time-dependent ones. We expect that the non-linearity will give rise to a frequency dependence even when averaging
over time, allowing us to detect directly this spin relaxation time in the frequency domain.
B. Time-averaged quantities
In general, time-averaged measurements are easier to perform experimentally than time-domain ones. Here we
study the dependence of the average measured VDET as a function of the applied voltage for different AC amplitudes
and frequencies. We begin by plotting VDET and S as a function of V for different frequencies at fixed AC amplitude
(see Fig. 8). We have checked that while the measured VDET and µs do depend on the frequency (because of the
non-linearities in the system), the accumulated spin S does not, as described also in the previous section. We have
calculated the accumulated spin S (see right plot in Fig. 8) for different values of V and frequency and we have seen
that S is indeed unaffected by the frequency. All frequencies are given in units of 1/τs. Subsequently, in the top plots
in Fig. 9 we show derivative of the average dVDET /dV as a function of applied V for various values of the frequency
(left) and AC amplitudes (right).
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FIG. 8: (Color online) Dependence of VDET (in meV ) and S (in arbitrary units) as a function of the applied V (in meV ) for
various frequencies (in units of 1/τs), at fixed AC amplitude (Vrf = 0.2 meV). Note that all curves overlap on the right plot.
FIG. 9: (Color online) Top: Dependence of dVDET /dV (in arbitrary units) as a function of the applied V (in meV ) for various
values of the frequency ω at fixed Vrf = 0.2 meV) amplitude (left), and for various values of the AC amplitude at a fixed
frequency of ω = 0.2/τs (right). Bottom: Dependence of VDET (in meV ) on the AC frequency (in units of 1/τs) at fixed AC
voltage amplitude Vrf = 0.2meV , for various applied voltage V (in meV ).
We note that the main features that we observe, i.e a flattening of the VDET dependence on V , with an eventual
extra peak arising at V = 0, a doubling of the peaks in the dVDET /dV dependence on V , whose position depend
quasi-linearly on Vrf , and a saturation of VDET and dVDET /dV with increasing the frequency, are qualitatively similar
to what is measured in Ref. 13, even if our working assumptions are not necessarily the same. The frequency at which
the saturation occurs seems thus to be directly related to the inverse of the spin-relaxation time.
C. Rectangular voltage pulses
To get an analytical understanding of the numerical results presented in the previous section we consider also a
different type of AC signal, for example a chain of rectangular pulses. In this case we can also calculate analytically
the form of the spin imbalance, if we make the assumption that the self-consistent effects are negligible. The pulse
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has the following shape
Vrf (t) =
N∑
i=0
Vrf
[
Θ
(
t− 2pii
ω
)
−Θ
(
t− − 2pii
ω
)]
, (49)
with T = 2pi/ω the period of the signal, Vrf its amplitude, and  the width of the pulse. The difference of spin
imbalance between the stationary regime (Vrf = 0) and the time-dependent one (Vrf 6= 0) can be calculated exactly
using Eq. (29):
δS(t) = S[Vrf (t)]− S[Vrf (t) = 0]
= e−t/τs
∫ t
0
ex/τs [Iis[V + Vrf (x)]− IiS(V )]dx. (50)
Performing the integral over time (see Appendix B) leads to
δS(t) = {Iis(V + Vrf )− IiS(V )}τse−t/τs
[
(e/τs − 1)e
2piN/ωτs − 1
e2pi/ωτs − 1
+ Θ
(
t− 2piN
ω
− 
)(
e2piN/ωτs+/τs − e2piN/ωτs
)
+ Θ
(2piN
ω
+ − t
)(
et/τs − e2piN/ωτs
)]
. (51)
The average of Eq. (51) can be written as δS¯ = 1/T
∫ T
0
δS(t)dt and leads to
δS¯ = [Iis(V + Vrf )− IiS(V )]
ωτs
2pi
+O
(
e−2pi/ωτs
)
. (52)
If the pulse constitutes a constant fraction of the period (ω is constant), the accumulated average S should be
independent of frequency. We have checked that is indeed the case by a numerical analysis. Also this is consistent
with our previous observations for the sinusoidal signal. An interesting observation that we make is that, as it can be
seen from Eq. (52) the dependence of δS¯ on V is given generically by Iis(V + Vrf ) − IiS(V ). In Fig. 10 we plot the
dependence of the excess accumulated spin δS¯ as a function of V obtained numerically for a specific value of Vrf and
of frequency. We also sketch the behavior of Iis(V + Vrf ) − IiS(V ), showing that indeed, to first approximation, the
behavior of δS¯ follows qualitatively the behavior of Iis(V + Vrf )− IiS(V ).
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FIG. 10: Excess accumulated spin (in arbitrary units) (full line), and Iis(V + Vrf )−IiS(V )(dashed line), as a function of V for
Vrf = 0.2meV and the frequency ω = 0.04/τs. Note the qualitatively similar behavior of the two curves (a constant has been
introduced to uniformize the two curves).
A simple generalization can be made to understand qualitatively the behavior of δS¯ with V for the sinusoidal signal.
To first approximation a sinusoidal signal is equivalent to a superposition of two Vrf and−Vrf pulses, with an ω = 1/2.
We would then expect an overall dependence of δS¯ qualitatively similar with Iis(V + Vrf ) + Iis(V − Vrf ) − 2IiS(V ).
In Fig. 10 we plot the dependence of the excess accumulated spin as a function of V obtained numerically for
a specific value of Vrf = 0.2meV and ω = 0.04/τs for a sinusoidal signal, and we also sketch the behavior of
Iis(V + Vrf ) + Iis(V − Vrf ) − 2IiS(V ), showing that, remarkably enough, the two behaviors are indeed qualitatively
similar.
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1. Differences between accumulation and relaxation times
In this section we consider the possibility that the time for accumulation (loading) and relaxation (unloading) are
different. Such phenomenon could be detected by applying a time dependent voltage with the following shape (see
Fig. 11)
Vrf (t) =
N∑
i=0
A1
[
Θ
(
t− 2pii
ω
)
−Θ
(
t− 1 − 2pii
ω
)]
+
N∑
i=0
A2
[
Θ
(
t− 1 − 2pii
ω
)
−Θ
(
t− 1 − 2 − 2pii
ω
)]
. (53)
This is because if A1 > 0 and A2 < 0 the first step corresponds to the loading of the superconductor and is controlled
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FIG. 11: (Color Online) Applied time dependent voltage for A1 = −A2 = 1, 1 = 0.3 and 2 = 0.2.
by τ1, and the second one to the unloading and is controlled by τ2. A similar calculation as before can be performed
leading to the following form for the average spin imbalance
δS¯
Iis(V + Vrf )− IiS(V )
=
ω(A11τ1 +A22τ2)
2pi
. (54)
By setting 1 = 2 = , A1 = A2 = A and τ1 = τ2 = τ we effectively restore the previous situation
δS¯ = [Iis(V + Vrf )− IiS(V )]
2τω
2pi
, (55)
with τs being replaced by 2τ = τ1 + τ2. We can see that in this limit the dependence is still linear with frequency.
One important observation to make is that the difference between τ1 and τ2 can be measured directly by applying
an AC voltage with A1 = −A2 and 1 = 2. If the two times are different, the average excess accumulation will be
non-zero, which is not the case when τ1 = τ2.
VI. CONCLUSIONS
We have calculated the spin accumulation induced in a SC in the presence of a Zeeman field in an NS junction
taken out of equilibrium, as well as the possibility to measure it non-locally using a second ferromagnetic probe. We
have found that for an applied DC voltage, the dependence of the non-local signal has the same qualitative behavior
as the BCS NS non-linear conductance, i.e. a reduced value at low voltages and peaks at voltages close to the SC
gap. Most importantly, we have shown that in the presence of an AC voltage the time average of the non-local signal
is frequency dependent, and we have noted that this is mainly due to the non-linear response of the detector. Our
theoretical predictions for such frequency dependence show a very good qualitative agreement with the experimental
measurements in Ref. 15, and may allow one to estimate experimentally the value of the spin-relaxation time. Also
we have studied the effect of the spin accumulation in the normal leads and we have calculated the out-of-equilibrium
spin susceptibility of the SC, which we have shown to be very different from its equilibrium value.
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Appendix A - Taylor expansion of S(t).
Calculate S0(t)
S0(t) =
[∫ t
0
et
′/τsIs(V )dt′
]
e−t/τs
= τsIs(V )(et/τs − 1)e−t/τs
= Is(V )τs − τse−t/τsIs(V ) (56)
where the second term corresponds to the transient term which vanishes after t τs. The average of S0(t) over one
period yields S
(0)
M = Is(V )τs which does not depend on ω.
Calculate S1(t)
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S1(t) =
∂Is
∂V
∣∣∣∣
V
.
[∫ t
0
et
′/τsVrfcos(ωt
′)dt′
]
e−t/τs
=
∂Is
∂V
∣∣∣∣
V
.Vrfe
−t/τs
∫ t
0
et
′/τscos(ωt′)dt′
=
∂Is
∂V
∣∣∣∣
V
.Vrfe
−t/τs τs
1 + τ2sω
2
{−1
+ et/τs [cos(ωt) + ωτssin(ωt)]
}
=
∂Is
∂V
∣∣∣∣
V
.Vrfe
−t/τs −τs
1 + τ2sω
2
+
∂Is
∂V
∣∣∣∣
V
.Vrf
τs
1 + τ2sω
2
. [cos(ωt) + ωτssin(ωt)]
=
∂Is
∂V
∣∣∣∣
V
.Vrf
τs
1 + τ2sω
2
. [cos(ωt) + ωτssin(ωt)] .
(57)
Note the dependence on frequency of the prefactor τs1+τ2sω2
, corresponding to a frequency dependence for the amplitude
of the oscillations in S(t).
Appendix B - Analytical calculation of S(t) for a rectangular pulse.
Eq. (29) can be integrated analytically if the applied AC signal is a rectangular pulse. This yields
δS(t) = [Iis(V + Vrf )− IiS(V )]e−t/τs
{
N−1∑
i=0
∫ 2pii/ω+
2pii/ω
ex/τsdx
+
∫ 2piN/ω+
2piN/ω
ex/τsΘ
(
t− 2piN
ω
− 
)
+
∫ t
2piN/ω
ex/τsΘ
(
2piN
ω
+ − t
)
. (58)
Performing those integrals leads to
δS(t) = [Iis(V + Vrf )− IiS(V )]τse−t/τs
{(
e/τs − 1
) e2piN/ωτs − 1
e2pi/ωτs − 1
+ Θ
(
t− 2piN
ω
− 
)(
e2piN/ωτs+/τs − e2piN/ωτs
)
+ Θ
(
2piN
ω
+ − t
)(
et/τs − e2piN/ωτs
)}
. (59)
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The last part of the calculation is the average over one period of the oscillations, δS¯ = 1/T
∫ T
0
δS(t)dt, which leads to
δS¯ = [Iis(V + Vrf )− IiS(V )]
ωτs
2pi
∫ 2pi(N+1)/ω
2piN/ω
dt
.
(
e/τs − 1
) e2piN/ωτs − 1
e2pi/ωτs − 1 e
−t/τs
+[Iis(V + Vrf )− IiS(V )]
ωτs
2pi
∫ 2piN/ω+
2piN/ω
dte−t/τs
(
et/τs − e2piN/ωτs
)
+[Iis(V + Vrf )− IiS(V )]
ωτs
2pi
∫ 2pi(N+1)/ω
2piN/ω+
dt
.e−t/τs
(
e2piN/ωτs+/τs − e2piN/ωτs
)
, (60)
which gives
δS¯ = [Iis(V + Vrf )− IiS(V )]τs
{ωτs
2pi
e−2pi/ωτs
(
e/τs − 1
)
+
ω
2pi
+
ωτs
2pi
(
e−/τs − 1
)
+
−ωτs
2pi
(
e−2pi/ωτs − e−/τs
)(
e/τs − 1
)}
. (61)
Summing all contributions give us the final result for the average spin imbalance
δS¯ = [Iis(V + Vrf )− IiS(V )]
τsω
2pi
+O(e−2piN/ωτs). (62)
