Abstract. We show that a bounded quasinilpotent operator T acting on an infinite dimensional Banach space has an invariant subspace if and only if there exists a rank one operator F and a scalar α ∈ C, α = 0, α = 1, such that T + F and T + αF are also quasinilpotent. We also prove that for any fixed rank-one operator F , almost all perturbations T +αF have invariant subspaces of infinite dimension and codimension.
Introduction
One of the most important unsolved problem in Operator Theory is the Invariant Subspace Problem: Does every bounded operator on an infinite dimensional, separable, complex Hilbert space have a non-trivial invariant closed subspace? Von Neumann important papers, without attempting to provide an exhaustive list: Apostol and Voiculescu [AV74] , Herrero [H78] , Foiaş and Pearcy [FP74] , Foiaş, Jung, Ko, and Pearcy, [JKP03, FJKP04, FJKP05] .
In Section 2 we develop a method of investigating invariant subspaces for quasinilpotent operators on complex Banach spaces by examining the resolvent function. In our main result in this section, Theorem 2.3, we prove a necessary and sufficient condition for a quasinilpotent operator to have invariant subspaces, a condition which is related to the stability of the spectrum under rank-one perturbations.
Next we examine the existence of invariant half-spaces for rank-one perturbations of quasinilpotent operators. By a half-space we understand a closed subspace which is both infinite dimensional and infinite codimensional. A method of examining invariant half-spaces for finite rank perturbations was introduced by Androulakis, Popov, Tcaciuc, and Troitsky in [APTT09] , where the authors showed that certain classes of bounded operators have rank-one perturbations which admit invariant half-spaces. In [PT13] Popov and Tcaciuc showed that every bounded operator T acting on a reflexive Banach space can be perturbed by a rank-one operator F such that T + F has an invariant half-space. Moreover, when a certain spectral condition is satisfied, F can be chosen to have arbitrarily small norm. Recently these results were extended to general Banach spaces in [T17] . In this line of investigation, Jung, Ko, and Pearcy [JKP17, JKP18] adapted this theory to operators on Hilbert spaces, where the presence of additional structure and specific Hilbert space methods allowed them to prove important results regarding the matricial structure of arbitrary operators on Hilbert spaces. For algebras of operators this type of problems have been studied in [P10] , [MPR13] , and [SW16] . More control on the construction of rank-one perturbation that have invariant half-spaces was achieved in [TW17] . In that paper the authors showed that for any bounded operators T with countable spectrum acting on a Banach space X, and for any non-zero x ∈ X, one can find a rank one operator with range span{x} such that T + F has an invariant subspace.
In Section 3, we refine the method developed in the previous section to show that almost all (in a sense that is made precise in Theorem 3.3 below ) rank-one perturbations of quasinilpotent operators have invariant half-spaces.
Invariant subspaces for quasinilpotent operators
For a Banach space X, we denote by B(X) the algebra of all (bounded linear) operators on X. When T ∈ B(X), we write σ(T ), σ p (T ),σ ess (T ), and ρ(T ) for the spectrum of T , point spectrum of T , the essential point spectrum of T , and the resolvent set of T , respectively. The closed span of a set {x n } n of vectors in X is denoted by [x n ].
For T ∈ B(X), the resolvent of T is the function R : ρ(T ) → B(X) defined by R(z) = (zI − T ) −1 . When |z| > r(T ), where r(T ) is the spectral radius of T , the resolvent is given by the Neumann series expansion
In particular, when T is quasinilpotent this expansion holds for all complex numbers z = 0. The resolvent R is analytic on ρ(T ), hence on C \ {0} when T is quasinilpotent.
We first prove a simple lemma which gives sufficient and necessary conditions for λ ∈ ρ(T ) to be an eigenvalue for some fixed rank-one perturbation.
Lemma 2.1. Let X be a separable Banach space, T ∈ B(X), and F := e * ⊗ f a rank one operator. Fix λ ∈ ρ(T ) and α ∈ C \ {0}. Then the following are equivalent:
Proof. i)⇒ ii) We are going to show that y := R(λ)f is an eigenvector for T + αF , corresponding to the eigenvalue λ. Note that T y = λy − f . Then:
Let y ∈ X be an eigenvector for T + αF corresponding to λ. Hence T y + αe * (y)f = λy. Note that since λ ∈ ρ(T ), it follows that e * (y) = 0. We have:
Applying e * to both sides of the last equality, we get that
and since e * (y) = 0 it follows that e * (R(λ)f ) = α −1 .
Remark 2.2. Note that when e * (R(λ)f ) = α −1 , from the proof of the previous lemma it follows that R(λ)f is an eigenvector for T + αF corresponding to the eigenvalue λ.
We are now ready to prove the main theorem of this section.
Theorem 2.3. Let X be a separable Banach space and T ∈ B(X) a quasinilpotent operator. Then the following are equivalent:
(ii) There exists a rank one operator F such that for any α ∈ C, T + αF is quasinilpotent. (iii) There exists a rank one operator F and α ∈ C, α = 0, α = 1, such that T + F and T + αF are quasinilpotent.
Proof. Note first that since σ ess (T ) = {0}, and the essential spectrum is stable under compact perturbations, it follows that for any α ∈ C, σ ess (T + αF ) = {0}. Therefore σ(T + αF ) is at most countable with 0 the only accumulation point, and any λ ∈ σ(T + αF ) \ {0} is an eigenvalue((see e.g. [AA02] , Corollary 7.49 and 7.50). Hence, the condition that T + αF is quasinilpotent, it equivalent to
Suppose Y is a non-trivial invariant subspace for T . Pick f ∈ Y , and e * ∈ X * such that e * (Y ) = 0. Let F be the rank one operator defined by F := e * ⊗ f . Then, since Y is T -invariant and f ∈ Y , we have that the orbit (T n f ) is contained in Y , hence for all n ∈ N, e * (T n f ) = 0. It follows that, for any z ∈ C \ {0} we have:
Fix α = 0, arbitrary. From (1) and Lemma 2.1 it now follows that for any z ∈ C\{0} we have that z / ∈ σ p (T +αF ). Therefore, for any α = 0 we have that σ p (T +αF )\{0} = ∅, hence T + αF is quasinilpotent.
ii) ⇒ iii) obvious iii) ⇒ i) Assume by contradiction that T has no invariant subspaces, and fix F := e * ⊗ f an arbitrary rank one operator. Since T has no invariant subspaces it follows that e * (T n f ) = 0 for infinitely many values of n. Indeed, otherwise there exist k ∈ N such that e * (T j f ) = 0 for all j ≥ k. However this means that the closed span of (T j f ) j≥k is contained in the kernel of e * , thus it would be a non-trivial T -invariant subspace, contradicting the assumption. For ease of notations, denote by g : C \ {0} → C the analytic function defined by g(z) = e * (R(z)f ). Note that g has an isolated singularity at z = 0 and its Laurent series about z = 0 is
Since e * (T n f ) = 0 for infinitely many values of n, it follows that the Laurent expansion of g will have infinitely many non-zero terms of the form 1 z i+1 e * (T i f ). Therefore z = 0 is an isolated essential singularity for g. From Picard's Great Theorem it follows that g attains any value, with possibly one exception, infinitely often, in any neighbourhood of z = 0. Hence, for all α = 0, with possibly one exception, the set {z ∈ C : g(z) = α −1 } is infinite. Note that this set is in fact countably infinite, as it is easy to see that in Picard's Theorem the values can be attained at most countably many times. Therefore
for all α, with possibly one exception, so T + αF is quasinilpotent for at most one non-zero value α. Since F was arbitrary, this contradicts iii), and the implication is proved.
The techniques employed in the proof of the previous theorem also gives the following characterization of the spectrum of rank-one perturbation of quasinilpotent operators. (i) For all α ∈ C, T + αF is quasinilpotent.
(ii) For all non-zero α ∈ C, with possibly one exception,
Proof. From the proof of Theorem 2.3 the options (i) and (ii) hold when e * (T n f ) = 0 for all n, and when e * (T n f ) = 0 for infinitely many values of n, respectively. It remains to examine the case when e * (T n f ) = 0 for finitely, non-zero, values of n. Let k > 0 be the smallest natural number such that e * (T k f ) = 0 and e * (T j f ) = 0 for all j > k.
With the notations from Theorem 2.3 it follows that:
Therefore z = 0 is a pole of order k + 1 for g. In this case it is easy to see that for any α = 0, the equation g(z) = α −1 has at most k + 1 solutions, hence the cardinality of the non-empty set σ p (T + αF ) \ {0} is at most k + 1, and (iii) holds.
We will show in the next example that the second option in Proposition 2.4 can indeed hold, and that the one exception is in general unavoidable.
Example. Let H be a separable Hilbert space, denote by (e n ) n an orthonormal basis, and define T ∈ B(H) to be the weighted shift defined by T e n = 1 n e n+1 , for n = 1, 2, . . .
It is easy to see that T is a compact quasinilpotent operator. Consider the rank one operator F ∈ B(H) defined by F (x) := x, f e 1 , where f = ∞ n=1
1 n e n . We are going to show that T − F is quasinilpotent, and that for any α = −1 we have σ p (T + αF ) is countably infinite. From the previous considerations this is equivalent to showing that the function g(z) := R(z)e 1 , f is analytic on C \ {0}, has an essential singularity at 0, and g(z) = −1 for all z ∈ C \ {0}. We have
Clearly g has an essential singularity at z = 0 and g(z) = −1 for any z ∈ C \ {0}.
Invariant half-spaces for rank one perturbations
We next turn our attention to the study of invariant half-spaces of rank-one perturbations of quasinilpotent operators. First recall some standard notations and definitions.
A sequence (x n ) ∞ n=1 in X is called a basic sequence if any x ∈ [x n ] can be written uniquely as x = ∞ n=1 a n x n , where the convergence is in norm (see [LT77,  When X is reflexive, a companion result, [TW17, Proposition 2.12], controls (separately) for the kernel of the perturbation. Our main result in this section shows that for quasinilpotent operators we can control for both the range and the kernel at the same time, in a very strong way: with at most two exceptions, all perturbations by scalar multiples of a fixed rank-one operator have invariant half-spaces. Also note that this results holds in general Banach spaces, no reflexivity condition is needed. Proof. It is easy to check that σ p (T ) = ∅ if and only if T has no non-trivial finite dimensional invariant subspaces, and that σ p (T * ) = ∅ if and only if T has no nontrivial finite codimensional invariant subspaces. Therefore we can conclude from the hypotheses that any non-trivial invariant subspace of T must be a half-space. Let F = e * ⊗ f be a rank-one operator, and consider the orbit (T n f ). If there exists
for T , contained in the kernel of F . Therefore Y is a T -invariant half-space, and it is also invariant for T + αF , for any α ∈ C. Remains to consider the situation when e * (T n f ) = 0 for infinitely many values of n. In this case it follows from the proof of Theorem 2.3 that for all non-zero α ∈ C, with possibly one exception, σ p (T + αF ) is countably infinite. Moreover, 0 is the only accumulation point for σ p (T + αF ). Denote by C 0 the set of all these values α; in other words, C 0 does not contain 0, and at most one more other value, depending on F . For any α ∈ C 0 , define the set S α as
Note from Remark 2.2 that S α is a set of (linearly independent) eigenvectors corresponding to all distinct eigenvalues from σ p (T +αF )\{0}. For any z ∈ σ p (T +αF )\{0} we have that e * (R(z)f ) = α −1 , hence R(z)f ≥ (|α| e * ) −1 . Therefore, for any α ∈ C 0 , S α is bounded below. Define the following sets:
A := {α ∈ C 0 : S α is not bounded} B := {α ∈ C 0 : S α is bounded and S α w is not w-compact} C := {α ∈ C 0 : S α is bounded and S α w is w-compact} Clearly C 0 = A ∪ B ∪ C, and the union is disjoint. We are going to show that for any α ∈ A ∪ B, T + αF has an invariant half-space, and that |C| ≤ 1. Let first α ∈ A. Denote σ p (T + αF ) = (λ n ) n , and we have that λ n → 0. We are going to show that S α contains a basic sequence. Since S α is not bounded above, by eventually passing to a subsequence we may assume that R(λ n )f → ∞. For any n ∈ N, denote by x n := R(λ n )f / R(λ n )f , and put W α := {x n : n ∈ N}.
The set W α is bounded, and if W α w is not weakly-compact, then we can apply Kadets-Pe lczyński criterion (Theorem 3.1) to conclude that W α contains a basic sequence. Therefore, by eventually passing to a subsequence, we can assume that (x n ) is a basic sequence in X. Then Y := [x 2n ] is a half-space which is invariant for T + αF .
If W α w is weakly compact, then it is weakly sequentially compact by EberleinSmulian theorem, and by passing to a subsequence we can assume that x n w −→ x ∈ X.
It is easy to see that
Since T x n w * −→ T x, λ n x n w * −→ 0, and R(λ n )f w * −→ ∞, it follows from (2) that T x = 0. However 0 is not an eigenvalue for T , so we must have x = 0. Hence 0 ∈ W α w , and again by Kadets-Pe lczyński criterion we have that W α contains a basic sequence, and we finish up as in the case when W α w is not weakly-compact.
When α ∈ B, therefore S α is bounded and S α w is not weakly compact, we can again apply Kadets-Pe lczyński criterion to conclude that S α contains a basic sequence, and again finish up as before. Therefore, we have shown that for α ∈ A ∪ B, T + αF has an invariant half-space. Remains to show that |C| ≤ 1. Assume towards a contradiction that there exist α = β in C. Denote by (λ n ) and by (µ n ) the eigenvalues in σ p (T + αF ) \ {0} and σ p (T + βF ) \ {0}, respectively, and note that both (λ n ) and (µ n ) converge to 0. For each n ∈ N, denote by h n := R(λ n )f , and by k n := R(µ n )f . We have
Since S α w and S β w are weakly compact, we can assume, by passing to subsequences, that h n w −→ h and k n w −→ k. Note that for any n ∈ N we have that
Therefore, e * (h) = α −1 and e * (k) = β −1 , and since α = β, it follows that h = k.
Taking weak limits in (3), and taking into account that λ n → 0 and µ n → 0, we get that T h = −f and T k = −f . Therefore T (h − k) = 0, and since h − k = 0 it follows that 0 is an eigenvalue for T , which is a contradiction since σ p (T ) = ∅. It follows that |C| ≤ 1, and this completes the proof.
While not explicitly stated in the previous theorem, note that, in particular, we can obtain rank-one perturbations of arbitrarily small norms that have invariant halfspaces. Indeed, since for a fixed rank-one F almost all perturbations T + αF have invariant half-spaces, for any given ε > 0 we can take a "good" α < ε/ F . We summarize this in the following corollary:
Corollary 3.4. Let X be a separable Banach space and T ∈ B(X) a quasinilpotent operator such that σ p (T ) = σ p (T * ) = ∅. Then for any non-zero f ∈ X, e * ∈ X * , and ε > 0, we can find rank-one F ∈ B(X) with Range(F ) = [f ], ker F = ker e * , and F < ε such that T + F has an invariant half-space.
In the Hilbert space setting we get more specific information about the structure of a quasinilpotent operator. Proof. Fix a rank one operator F ∈ B(H). From Theorem 3.3 we have that for all non-zero α ∈ C, with possibly two exceptions, T − αF has an invariant half-space. Fix such an α ∈ C, let Y be an invariant half-space for T − αF , and let P ∈ B(H) be the orthogonal projection onto Y (which clearly has infinite rank and co-rank). Since Y is invariant for T − αF it is easy to see that P ⊥ (T − αF )P = 0, and the conclusion follows.
