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ABSTRACT 
Lam (1990,1993) has developed a model of a single sampling plan for 
exponential variable with Type 11 and Type I censoring. In this thesis, we 
generalize Lam's work by developipg a model ,for a single variable sampling 
plan with random censoring. The quality of an item in a batch is measured 
by the time to failure which is assumed to be an exponentially distributed 
random variable. A polynomial loss function is considered. Based on the 
Bayes decision theory, an explici t expression for the Bayes risk is 
derived. Then we suggest an algorithm to determine an optimal sampling 
plan within finite s ,teps of search approximately. With numerical example, 
- -
efficiencies of the sampling plans will ' be discussed. Moreover, an 
efficient method Is suggested to search for optimal sampling plans wi th 
Type I censoring. Finally, comparisons amongst sampling plans with Type I, 
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CHAPTER 1 , INTRODUCTION & REVIEW· 
§ 1.1 Introduction 
In quality control, many statisticians are working on the problems of 
obtaining optimal single samplin~ plans. Basically, sampling plans can be 
divided into inspection by attributes and by variables. For a batch of 
items, each item is classified into either defective or of good quality in 
the case of inspection by attributes. Our objective is to minimize the 
;. 
cost by determining two integers nand c where n is the sample size and c 
is such that we accept the batch if the number of defectives in the sample 
of size n is less than c; otherwise, we reject the batch. Whereas, in the 
case of inspection by variables, the quality of an item is measured by a 
continuous variable. We have to choose an integer n and some specification 
limits which correspond to the smallest cost. 
There are many schemes -available for choosing a sampling plan such as 
the producer's and consumer's " risk point schemes, the defence sampling 
schemes, Dodge &- Romig's schemes, and the decision theory schemes etc. 
(see Wetherill, 1977). Amongst these schemes, decision theory schemes 
assess the costs and losses inC?urred in the sampling plan. These take the 
sampling plan with minimum cost. From the economical point of view, 
decision theory _schemes are considered to be a scientific method and 
therefore are widely employed by many 'statisticians. Wetherill & Campling 
(1966) and Kollerstrom & Wetherill (1981) apply decision theory approach 
c;-., 
and consider the utility function for the sampling plans by attributes, as 
well as ,by variables. Hald (1967,1981) and Wetherill & Kollerstrom (1979) 
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inv~stigate the asymptotic results of the sampling plans. However, most of 
these statisticians deal with the case of linear loss fupction. Moreover, 
the optimal sample size is not an integer. Lam (1988a,1988b) and Lam & Lou 
(1990) develop models for the optimal sampling plans with polynomial loss 
function and obtain explici t "expressions for the Bayes risks. In their 
models, optimal sample sizes are integers. 
In all of the above papers, measurements of items are assumed to be 
normally distributed. Although normal distribution appears to fit well in 
many situations, exponential distribution, and other related distributions 
such as the gamma, weibull and log-normal distributions are more 
frequently used for life testing problems. Actually, ~ exponential 
distribution plays an important role in survival analysis. If the quality 
of an item is measured by the time to failure, it is better to model it by 
an exponentially distributed random variable. 
In testing life times of light bulbs, expensive electronic components 
and patients who suffer from cancer etc., it is impractical to wait until 
the components fail or the" patients die. Measurements are always censored. " 
There are three main kinds of 'censoring. If the i terns are sophistica"ted 
and are expensive, we may put n items on inspection and terminate the test 
when a pre-assigned number of items, say r «n), have failed. We accept 
, , 
the batch if the mean life time is longer than some minimum acceptance 
time. "This is Type 11 censoring. If the inspection cost increases heavily 
with time or because of time limit, we may use Type I censoring. In this 
case, we put n ~ i terns on test and the survival. time of each i tern is 
measured. Items wi th survival time longer than a pre-assigned censoring 
( , ... 
time t are censored~ Eventually, by comparing the mean ' life time of the n 
items ~ith a . pre-assigned minimum acceptance time, we will decide to 
- 2 
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accept the whole batch of items if the mean life time is longer than the 
minimum acceptance time; otherwi.se, we reject the batch.. Correspondingly, 
the samples are called failure-censored sample and time-censored sample. 
If an extraneous factor affects the life time of a item, random censoring 
is then adopted. In which case; censoring time is no longer deterministic 
but a random variable having known distribution and parameters. 
In this thesis, we generalize Lam's work to the case of variable 
sampling plans with random censoring. In next Chapter, a decision model is 
developed. We then derive an explicit expression for the Bayes risk. In 
Chapter 3, by estimating an upper bound of the · optimal sample size, we 
introduce a ' fini te' algori thm to determine the optimal sampling .-plah. An 
example will be given for illustration and sensitivity -analysis will also 
be performed. In Chapter 4, we suggest the sequential number-theoretic 
method , as . an al ternative and effective method for the optimization of 
sampling plans with Type I censoring. Moreover, comparisons amongst Type 
I, Type ·11 and random censorings are made in Chapter 5. Finally, a brief 
discussion on results and difficulties arise in computational aspect will 
appear in the final Chapter. 
§ 1.2 Review 
Lam (1990,'1993) has studied single sampling plans with Type 11 and 
Type I censoring respectively. In his models, the lifetime of an item in a 
batch, X, has an exponential distribution EXp(A) with probability density 
function 
, -AX f(x;A) = Ae I x ~ 0 and A > O. 
c;-' 
He- further assumed that A has a gamma prior . distribution r(~,~) with known 
~ and ~ and den~ity 
3 
. ." .,~ . 
.. 
i-
--=~(3_~~ ~~-1 e-(3A g(A;~,(3) - r(~) 1\ A, ~ and (3 > O. 
A random sample X =( X , .... ,X ) of size n is drawn from the batch. 
1 n 
Using Type I I censoring, the sampling is curtailed after r items 
have fai led. Let X ~ ••.• ~ X ) be the order statistics of X , .••• , X . (1) (n 1 ' n 




i = 1, .... ,r 
i = r+1, .... ,n. 
( 1.2.1 ) 
The uniformly minimum variance unbiased estimator ( UMVUE ) for the mean 
average life ' time ~= A- 1 is given by (see-Miller, 1981) 
r 
~ X + (n-r)X ). 




( 1.2.2 ) 
1=1 





if f} ~ T 
r ( 1 .. 2.3 ) 
otherwise. 
where d deno.tes the decision of accepting the batch while d rejecting 
o 1 , 
it, and T is known as the minimum acceptance time. A polynomial loss 
function of the following form is studied. 
L(A,o(x) ) { 
nC + C + C A +C A2+ 
sOl 2 
= 
nC + C 
s r 
o(X) = d 
o 
o (x) = d 
1 
( 1.2.4 ) 
where C, C, · . C , ..... C, C,_ C are constants, C and C are the 
o 1 2 . k s r s r 
inspection cost per item and the cost of rejecting a batch respectively. 
It is assumed that 
.' 2 k C+CA+CA+ ...... + ' CA ' ~O 
o 1 2 k 
for alIA> o. ( 1.2.5 ) 
Lam (1990) gives some suggestions on how to choose ' ~ and (3 in the prior 
distribution of A and C., C , C , ..... C , C , C in the loss function. 
. '_ 1 1 2 k s r 
Lam (1990), also derives an expression for the Baye.s risk R(n, r, T). 
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For k = 2, it is given by 
R(n,r,T) = nC + C + -C cx.f3- 1 + C a. (a.+1 )~-2 - (C - ' C )1 (r,a.) 
sOl 2 0 r y 
- C I (r,a.+1)cx.f3-1 - C I (r,a.+2)a.(a.+1)~-2 
1 y 2 y ' 
where y = rT rT+~ and I (r,a.) is the beta distribution function (see e.g. y 
Abramowitz & Stegun, 1965) which is available on the computer (e.g. IMSL, 
1989). By solving the equation :~ = 0, a minimum Bayes risk for fixed n 
is easily obtained. Lam (1988a, 1988b, 1990 & 1993) proposes the following 
theorem to determine an upper bound for the optimal sample size. , 
Theorem 1.2.1 




( 1.2.6 ) 
k 
where [xl is ' the ' the integer part of x and 11 denotes the k-th moment 
about zero. 
Proof See Lam (1990) with a minor modification. QED. 
The searching algorithm for an optimal sampling plan is to move n -from 1 
to the above upper bound with a unit step size and then, by comparison, 
choose the sampling plan corresponds to the smallest Bayes risk. 
If_ Type I censoring is adopted, the observations are time-censored. 
Then ( 1.2.1 ) becomes 
if X ~ t (1) 
if X > t (1) 
where t is the - cen~oring time. The maximum likelihood estimator of ~ is 
r 
( 




n 1 r L y - -- ( L x + (n-r)t ) r ~ 1 1 r (1) ( ) 'f}= 1=1 1=1 1.2.7 
r 
r = 0 
where r = my-x { i: X (1 ) ~ t r-is the number of uncensored items. However, 
'f} is no longer an UMVUE of 'f}. It is well-known that the joint density of 
r 
n! Am exp {-A m (n-mlt) } 
= { 
(n~m) ! ( L x + m = 1,2, ... ,n (1) 
f(x ) 1=1 0 ~ x ::::s ••• ::::s x ::::s t 
m ( 1 ) (m) 
0 otherwise. 
From ( 1.2.7 ), it follows that 0 ::::s 'f} ::::s nt/m. In order to accept the 
m 
j 
batch, we require that 0 s T s nt. If T = 0, we shall accept the batch 
without sampling. A polynomial loss function as in ( 1.2.4 ) is also used. 
Lam (1993) discusses the behaviour of Bayes risk for sampling plans 
with Type I censoring. In his paper, he derives an explicit expression for 
the Bayes risk R(n,t,T). In general, Let 
m = [ n t ] + l ' m = [ n t ] and m = m + 1 
1 T+t . ' 2 T 3 2 
where [xl denotes I the integer ,part ofx. Wi thout loss of generali ty, 
assume that k = 2 and 
then 
R(n,t,T:) 
o < m ::::s m < m ::::s n, 
123 
,.., 
( 1.2.8 ) 
- g~{(nC + C + C A + C A2)Pr('f} ~ T) + (nC + C )Pr('f) < °T)} 
1\ s 0 1 2 r s r r 
.... 
= g~ {nC + C + C A + CA 2 + (C - C - C A 
1\ " sO 1 2 r 0 1 
C A 2 ) Pr ('f) < T)} 
2 r 
= nC + C + C cx.[3-1+ C (X«X+l)~-2 + g {(C - C - C A C A2) 
sO 1 2 A r 0 1 2 0 
m 







where R = nC + C + C cx.(3-1+ C «(<<+1){3-2 
1 sOl 2 
n I 
R - = 8 {( C - C - C A - C A 2) L n. exp { -A (n-m) t} G (a , t) } 
3 A r 0 1 2 (n-m) ! m m and 
m=m 
3 
with a ~ mT-(n-m)t and by using the Fourier transform and the residual 
m 
theorem, Lam (1993) shows that 
o x ~ 0 
G (x,t) = 
A m [x/ t ] m x- j t 





( 1 - exp(-At) )m x ~ mt 
( 1.2.9 ) 
When 0 < a ~ mt or m ~ m ~ m , 
m 1 2 
let [-+] = t so tha t a = l t + u , m m m m 





2 - m 
" . = L 
m=m j=O 
1 
( ~ ) ( ~ ) 
{ 





= L L 
m=m J=O 
1 
a - jt J m 
o 
(m-I)! r ( «) 
C r (Jil+«+ 1 ) 
1 
. m+«+1 {u+(n-m+j)t+{3} 
. «+2 {(n-m+j)t+{3} 
m-l 
U 
. 2 . . C r(m+«+2) ' } 
. m+«+2 {u+ (n-m+j) t+/3} 
{ '. } . y
mC. 1-Y)«} IC ·{Cn-m+J)t+{3} ~ + C (<<+1) + C (m+~)(1-y) . 
. 1 2 2 
- .' B(m,«) 
7 
du 
a - jt 
m 
where y = ----~~~~ 
a +(n-m)t+t3 · 
m 
When a :i!: mt or m :i!: m, 
m 3 
n m 





{ CC -C ){(n-m+j)t+t3}2- C a.{(n-m+j)t+t3} - C a.(a.+l)} r 0 1 " 2. 
' If, ( 1.2.8 ) is not true, then the Bayes risk is either the sum of Rand 
1 
R or the sum of Rand R . 
2 1 3 
Obviously, the expression for the Bayes risk is not continuous and 
thus classical methods for optimization cannot be used. Lam (1993) 
proposes the DM approach and then the 2-dimensional optimization problem 
is reduced' to a 1-dimensional problem. Then, Bayes risks for a ' number of 
sampling plans can , be obtained. By using the searching algori thm as in 
Type 11 censoring case, we can get an approximate optimal sampling plan. ' 
To do this, it is necessary to find an interval [t ,t ] for t such that 
L U 
Pr( t ~ x ~ t ) = 1 - v 
- L U ' . where 0 < v < 1. 
Without loss of generality, we can choose 
-- J 00 J tL ' ~ exp(-~x) Now" Pr ( x < t ) I\. I\. 
L 
o 0 
13 a. a.-l ~r~(~a.--:-)- A exp ( -t3x) dx d u 
t 
L , ) _ ' v 
= 1 - ( 1 + ---13- --Z-
1 
- --
t - ' 13 ( ( 1 - v ) a. 1 ) . , 2 L Hence 
1 
- -$imilarly, t = 13 ( (~) a. ' 1 ). U 2 
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CHAPTER 2 MODEL AND BA YES RISK FOR RANDOM CENSORING 
§ 2.1 Model and Likelihood Function 
Suppose that a batch of industrial products of size N is presented 
for an acceptance inspection. The quali ty of an i tern in the batch is 
measured by the time X to failure. Assume that X has an exponential 
distribution EXp(A). Furthermore, A is assumed unknown but has a gamma 
prior distribution r(a,~) with known parameters a and ~. 
Suppose n out of N items are drawn for the inspection process. If 
random censoring is adopted, let 0, 0 , ..... ,0 be identically and 
1 2 n 
independently distributed random variables and are known as the censoring 
times associated wi th the true life times X , X ...... X . We here assume 
1 2 n 
that 0 's and X's are independent and 0 ( i=l, ... , n ) is uniformly 
i i i 
distributed over an interval [ t-c, t+c ] for some known t and c where 
t ~ c > o. Here t is the mean censoring time. This is an example of 
non-informative censoring because the distribution function of the 
censoring time does not depend on A. The true observations are ( Y -, 0 ) 
i i 













X :S 0 
i i 
X > 0 . 
1 1 
Let r be the number of uncensored items. Then 
n 
r = L o. 1 
1=1 
Clearly, r has a binomial distribution B(n,p) with 
- 9 -
p = Pr ( X ~ Q ) 
1 1 
c 
= J Pr( X ~ Q 
1 1 
-c 
Q = t+w ) 
1 
1 ~2=---c- dw 
J c. J t+w = ~2~1-c- A exp(-Ax) dx dw 
-c 0 
= 1 - 2~C ( exp{-A(t-C)} - exp{-A(t+C)} ) 
The maximum likelihood estimator of the average life time e -1 = A is given 
by (see Miller 1981 or Sinha 1986) 
1 n 
,..., {-I: Y r 1 
11-r = 00 1=1 
r = 1,2, ... , n, 
( 2.1.1 ) 
r = O. 
Suppose there are r = m uncensored items. After rearrangement, we can then 
rewrite the observations as ( Y ,1, ...... ,Y ,1,Y ,O,. ~ .. Y,O 
. 1 m m+ 1 . n 
the joint density function is given by 
f (y ,1, ...... ,y ,1,y ,0, .... y,0 m) 
m 1 . m m+1 n 
o ~ y ~ t+C 
1 
t-c s Y ~ t+C 
1 
i = 1, .... , m; 
i = m+1, .... , n 
m ) , and 
o otherwise. ( 2.1.2 ) 
If o ~ Y s t-c, 
f(y,l) fly = Pr( X s Q Y ~ Y < y+/ly ) 
= Pr( y s X < y+/ly ) 
= A exp("';'AY) fly. 
If t-c s Y ~ t+c, 
f(y,l) fly = Pr( X s Q Y s Y < y+/ly ) 
= Pr( y < Q Y s X < y+/ly ) 
= A exp(-AY) , t+c-y fly, 2 c 
f(y,O) fly = Pr( X > Q y s Y < y+/ly ) , 
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= Pr( x > y , y ~ Q < y+~y ) 
= exp(-AY) 1 
--='2-e- ~y,-
It can be easily checked that this is a proper joint density function, 
i. e. J t+£ 
o 
f(y,1) dy + J t+£ 
t-e 
f(y,O) dy = 1 
Therefore, the joint density function ( 2.1.4 ) becomes 
f ( Y , 1 , ....•. , y , 1 , Y ,,0, .... y , 0 ; m ) 
m 1 m m+l n 
= 0 ~ y ~ t+e i = 1 
t-e ~ y ~ t+e i = 1 
0 otherwise. 
§ 2.2 Decision Function and Loss Function 
1 , .... , m 
m+1, ... , n 
( 2.1.3 ) 
Suppose we have only two decisions: either to accept the batch, d or 
o 
- to reject~ t .he -batch, d . Then based on the observation x , the one-sided 
1 
decision function is 
<s(x) = { do 
d 
1 
if f} ~ T 
m 
if f} < T 
m 
where T is the minimum acceptance time. 
From equation ( 2~1.1 ), it follows that 
(n-m)(t-e) ~ , ; ~ n(t+e) 
m m m 
( 2.2.1) 
and in order to not to reject the batch immediately, it requires that 
0- ~ -T- ~ n( t+e). ( 2.2.2 ) 
- 11 
If T ,= 0, we shall acc~pt the batch without sampling. 
As in Lam's (1990) paper,· a .-polynomial loss function of form ( 1.2.4) 
with constraint ( 1.2.5 ) is ' studied. 
§ 2.3 Bayes Risk for Random Censoring with Uniformly Distributed Censoring 
Time. 
The Bayes risk of the model is given by 
R(n,T) = B{L(~,5(X)} 
( 2.3.1 ) 
where BA(h(A)) is the expectation of heAl with respect to A. Without loss 
of generality, we may consider the case of quadratic loss function. With 
( 2. 1 . 1 ), (. 2. 3. 1 ) becomes 
R (n, T) = B"\ { (nC + C + C A + C A 2 ) Pr (~ ~ T) + (nC + C ) Pr (~ < T)} 





+ C + C A + C ~ 2 + CC - C - .C A - C A 2 )Pr (~ < T)} 
I\. 0 1 2 r 0 1 ,2 r 
I 
C m~opr(;/ T,r=m»)} 
m < m :s m < m :s n. 
123 4 
( 2.3.2 ) 
( 2~3.3 ) 




m . m 
(m~:pr(;,.< T, r=ml) + (m~:pr(;,.< T, r=m)) + (mtPr(; r < T, r=m)) } 
. 2 4 
( 2.3.5 ) 
n 
Obviously, for 0 ~ m ~ m, 
. 1 




L Pr(~r<T,r=m) = L Pr(~r<Tlr=m) Pr(r=m) = 0 
m=O . m=O 









RCn,T) = nC + C + C a(3-1+ C a.(a.+l){3-2 + 8 {CC - C - C A -C A2) 





=R + R + R 
123 
C + C a(3-1+ 
0 1 . 
g {(C - C - C ;>. A r 0 1 
-2 C a. (a.+ 1 ) {3 , 
2 
m 
3 - } 
- C2;>.2)(m~mpr(~r< T,r=m)) ( 2.3.6 ) 
2 
R3 =. g;>.{(Cr- Co- C1;>.- C2;>.2)(m~mpr(;r< T,r=m))} 
4 
( 2.3.7 ) 
6 = {Cy , .... y ):0 ~ y ~ t+c i=l(l}m; t-c ~ 
m 1 n 1 
n 
y ~ t+C i=m+l(l)n; L Y < 
1 1=1 1 · 
Equation (2.3.6) gives 
m ~ 
. 3 . . 
L J .... -~ J f (y , 1 , .... ~ . , y , 1 , y ,0, · · .. y ~ 0; m) dy .... dy } 
m=m 6 - m , 1 ( m _ m+1 n 1 n 
2 m 
C 2.3.8 ) 
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From Theorem A3 in Ap~endix A, we have 
D E (_1)j+k' mT j,mT n-m+j G (mT) = Am L L ' ( ~ .) ( ) m,n k (2£) j (n+ j-1) ! j=O k=O 
mT-d J .. un+ j-l .exp{ -A (u+d)} du 
o 
( 2.3.9 ) 
where d = (n-m+ j) (t-£) + 2£k. DmT = min { [~_~ ] -n+m. m } and 
By substituting (2.3.9) into (2.3.8), we have 
, (-1 ) j + k J mT-d 
(2£ )n-m+ j (n+ j-1)! ' 0 
m D 
3 mT 
= L L 
m=m j=O 2 
m DE , 
u exp{-A(u+d)} du n+j-1 } 
n-m+j 
k 
(-1 ) j + k J mT-d ) un~j~l 
(2£)n-m+ j (n+j-1)! 0 
3 mT j , mT . (-1) j + k f3a. 
= L L L (nm) ( mj ) ( n-mk +
J ) 
m=m- j=O k=O (2£)n-m+ j (n+j-1)! r(a.) 
2 





__ 2 ____ ) dUo 
(u+d+f3)m+a.+2 
(2.3.10 ) 
A number of numerical methods can be employed to compute the integrals in 










(u+d+l3)n+ j-1-m-a-1 du 
n+ J-1( n+j-1 
= L i) (-1) 1 (d+l3) 1 Hn+ j-1-m-a-1 
1=0 
there 
Hn+ j -l-m-IX-l = { 
( mT+13 ) log d+13 
(mT+I3)n+ j -m-a-1 _' (d+l3)n+j~m-a-1 
n+J-m-a-i 
if n+j-m-a-i = 0 
otherwise 
Hence ( 2.3.10 ) can be expressed as 
m D E 
3 mT j ,mT n-m+j R - L L L (~)(~)( k 2 
m=m j=O k=O 2 
) (2e)n-m+ j (n+j-1)! rea) 
( (C - C )r(m+a)J ~- C r(m+a+1)J - C r(m+a+2)J ) r 0 m+a 1 m+a+1 2 m+a+2 
( 2.3.11 ) 
When mT ~ n(t+e), Theorem A3 in Appendix A gives 
G~. n (mT) = i: (~) (-1) j (2c)n-m exp{ - (n-m+ J)At} ( exp(Ac) 2~C exp( -Ac) t-m+ j 
j=O 
C-2.3.12 ) 
By substituting equation ( 2.3.12 ) ,into equation ( 2.3.7 ) , we get 
n m (-l)j l3a J<O R = L L (n)(~) CC - C - C A - C A2) Aa- 1 3 m . J 
rea) r 0 1 2 m=m j=O 0 
4 
.... 
exp{-(n-m+J)At+~A}( exp(Ac)2~Cexp(-AC) )n-m+j dA ( 2.3.13 ) 
The integral in the above expression for R is not in a nice form and thus 
, 3 ' 
numerical method is employed to calculate its value ' (see IMSL,'1987). 
If equation ( 2.3.3' ) is not satisfied, then the Bayes risk R(n,t,e,T) is 
either the , sum of Rand R' or Rand R . 
, 1 2 l ' 3 
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CHAPTER 3 SEARCHING FOR OPTIMAL SAMPLING PLANS 
§ 3.1 Algorithm 
In the previous chapter, explicit expression for the Bayes risk has 
been derived. We must now supply an algorithm of searching for an optimal 
sampling plan which corresponds to the minimum Bayes risk. Since the Bayes 
risk is in a complicated form, classical methods such as Newton-Gauss, 
quasi Newton-Gauss, fast-descent and conjugate gradient methods are not 
applicable for the optimization process. The discretization method (DM) 
discussed in the next section is then suggested. 
In this chapter., we use the following procedures to search for an 
optimal sampling plan .-
1. Fix the sample size n. 
2. Generate a set of values for T using the DM approach and calculate the 
Bayes risk Ren,T) for each T. 
3. Record--thevalue of T, T , which corresponds to the minimum Bayes risk. 
n 
4. Move n to n+1 and repeat steps 2 and 3. 
5. By comparison, choose the smallest Bayes risk R(n, T) and the pair 
o 0 
(n ,T ) is the optimal sampling plan. 
o 0 
This algorithm is 'finite', i.e. the. process. will terminate when the 
upper bound of the optimal sample size has reached. Theorem 1.2.1 gives an 
upper bound for the optimal sample number n. However, once ·, we start 
o 
sampling from n=l, a smaller Bayes risk R(n, T) may · be obtained. Thus we 
can update the upper bound for the optimal sample size. 
- 16 
Corollary 3.1.1 
The optimal sample size satisfies 
n ~ 
o {[ 
( T )] [ er] [ Co + C 11l + ..... + C kll k ] } 
min R ~: . --C~s-- ----------~C~s-----------
where n ~ n . 
o 
This adaptive formulae can save considerable computing time when a smaller . 
Bayes risk is found. 
§ 3.2 Discretization Method (DM) for Generating a Set of Values for T 
Given t and e, an interval for T can be determined. The rationale of 
the DM approach is to divide the interval for T into m equally spaced sub-
intervals and we then choose the end-points of the sub-intervals to form a 
set of equally spaced values for T, i.e. 
T = l(t+e)lm 1 = 1,2, ... ,nm, ID E~. 
This is . equivalent to consider a particular class of sampling plan 
(n,l(t+c)lm). Afterwards, we compare all these sampling plans and choose 
the one with minimum Bayes risk as the optimal sampling plan. Meanwhile, 
it can be easily seen that smaller Bayes risks can be reached as m' grows. 
However, computer executi0n time will increase dramatically as a drawback. 
§ 3.3 Example for Random Censoring 
A manufacturer produces various types of watches. A large batch of 
digital watches of a particular model is inspected under a tight scheme. 
Our objective is to design an optimal decision rule to classify the batch. 
The breakdown of electronic components and the use out of the battery are 
the only two independent causes of the failure of a watch. Therefore, 
- 17 
random censoring is adopted. 'On testing a particular batch, we shall 
lose a cost of C = $50.00 if - the batch is rejected withput sampling. The 
r 
unit inspection cost is C = $0.50. Moreover, the failure time of a digital 
s 
watch due to electronic breakdown, X, is assumed to be exponentially 
distributed with an unknown parameter A. From past experience, A has a 
prior gamma distribution r(3. 6, 2. 0) and the life time of a battery is 
uniformly distributed over [ t-e, t+e l. Furthermore, the loss function is 
supposed to be quadratic, i.e. 
) = { : 
C + C + C A + C A2 if the batch is accepted 
L( A,O(X) s 0 1 2 
C + C if the batch is rejected. 
s r 
In using the DM approach, we consider a particular sampling plan (n,T) 
where 
T = l(t+e) 1 = 0.01,0.02, ..... ,n. 
Tables 1.1 - 1.9 summarize the changes in minimum Bayes risks and 
optimal sampling plans against the changes in parameters ~, ~, t, and £ 
and coefficients C, C, C, C and C. (n, T ) and R(n ,T ) are the 
o 1 2 r S 00 00 
optimal sampling plan and the corresponding minimum Bayes risk whereas 
(0,0) and (O,eo) denote the sampling plans of accepting and - reject~ng the 
batch without sampling respectively. From Figs. 1.1 - 1.9, it can be seen 
that both minimum Bayes risk and minimum acceptance time, T are monotone 
in all parameters and coefficients except t. 
In addition, we wish to investigate the sensitivity of the Bayes risk 
on the parameters -and coefficients if they cannot be estimated accurately. 
For example, suppose the true values for ~, ~, t, e, C , C , C , C and C 
o 1 2 r S 
at 3.6, 2, 1.5, 0.5, $20, $10, $10, $50 and $1.5 respectively, the optimal 
sampling plan is then (4,0.50) and the corresponding minimum Bayes risk is 
- 18 
$45.0184. It means that we sample four watches and the censoring time for 
each watch is chosen uniformly from the interval [1 .. 0, 2.0]. If ' the 
average life time of these four watches is longer than 0.50 unit, we will 
then accept the batch; otherwise, we reject it. However, if, for example, 
(X is estimated inaccurately to "be 2.8, · the optimal sampling plan will be 
(3,0.36). When we use this plan to calculate the Bayes risk at (X = 3.6, 
the 'estimated' Bayes risk is $4S.5440.A measure of this discrepancy is 
the efficiency which is defined as the ratio of the optimal Bayes risk 
under true parameter/ coefficient to the estimated Bayes risk. In the 
above case, the efficiency is 0.9885 which is very close to unity. In 
fact, a number of examples show that efficiencies will not be less than 



















2.6 2.8 3 3.2 3.4 3.6 3.8 4 4.2 4.4 4 .6 4.8 5 5.2 5.4 
Fig.1.1 Minimum Bayes risk against the change in ~ 
. -
( ~ = 2, t = 1.5, c = 0.5, C = 20, C = C = 5, C = 50, C = 0.5 ). 
a 1 2 r s 
TABLE 1.1 The minimum Bayes risk and optimal sampling plans as ~ varies 
(~ = 2.0, t = 1.5, c = O. 5 , C = 20. 0 , C = 5. 0 " C =5. 0 , C = 50. 0 , C = O. 5 ) 
a 1 2 r s 
Para. Bayes Risk 




















* True Parameter 
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Bayes risk 




































1 . 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 
~ .. -- . -'~ 
Fig.1.2 Minimum Bayes risk against the change in f3 
( a = 3.6, t = 1.5, £ = 0.5, C = 20, C = C = 5, C = 50, C = 0.5 ). 
. 012 r s 
TABLE 1.2 The minimum Bayes risk and optimal sampling plans as f3 varies 
(a = 3.6, t = 1.5, £ = 0.5, C = 20.0, C = 5.0, C = 5.0, C = 50.0, C = 0.5) · 























* True Parameter 
** Optimal Bayes Risk 





























































0.6 0.9 1.2 ·1.5 1.8 2.1 2.4 2.7 3 3.3 3.6 
t 
Fig.1.3 Minimum Bayes risk against the change in t 
( ~ - 3 6 Q = 2 E = 0.5 C = 20 C = C = 5 C = 50, C= 0.5 ). - .,~ , . '0 · ' 1 2 'r s 
TABLE 1.3 The minimum Bayes risk and optimal sampling plans as t varies 
.(a = 3.6, (3 = 2.0, E = 0.5, C = 20, C = 5.0, C = 5.0, C = 50.0, C = 0.5) 
























* True Parameter 
** Optimal. Bayes Risk 





























































0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 
Fig.1.4 Minimum Bayes risk against the change in £ 
( a = 3.6, ~ = 2, t = 1.5, C = 20, C = C = 5, C = 50, C ·~ 0.5 ). 
a 1 2 r s 
TABLE 1.4 The minimum Bayes risk and optimal sampling plans as £ varies 
(a = 3.6, ~ = 2.0, t = 1.5, C = 20.0, C = 5.0, C = 5.0, C = 50.0, C = 0.5) · a 1 2 r s 
Para. Bayes Risk Optimal Sampling Plan Bayes risk Efficiency 
£ R(n ,T ) n T if £ = 0.5 
0 0 0 0 
0.2 45.0029 4 0.493 45.0189 1.0000 
0.3 45.0068 4 0.504 45.0191 1.0000 
0.4 45.0118 4 0.494 45.0195 1.0000 
0.5* 45.0184 4 0.500 45.0184** 1.0000 
0.6 45.0291 4 0.504 45.0191 1.0000 
0.7 45.0432 4 0.506 45.0206 1.0000 
0.9 45.0772 4 0.504 45.0191 1.0000 
1.1 45.1259 4 0.494 45.0195 1.0000 
1.3 45.1954 4 0.504 45.0191 1.0000 
* True Parameter 
















4 8 12 16 20 24 28 32 36 
Fig.1.5 Minimum Bayes risk against the change in C 
o 
( Cl = 3. 6, (3 = 2, t = 1. 5,£ = o. 5, C = C = 5, C = 50, C "= o. 5 ). 
- 1 2 r s 
TABLE 1.5 The minimum Bayes risk and optimal sampling plans as Co varies 
(<< = 3.6, (3 = 2.0, t = 1.5, £ = 0.5, C = 5.0, C = 5.0, C = 50.0, C = 0.5) 

























* True Coefficient 
** Optimal Bayes Risk 





























































0 2 4 :. 6 8 10 12 14 16 18 20 
C 
1 
Fig.1.6 Minimum Bayes risk against the change in C 
1 
( « = 3.6, ~ = 2, t = 1.5, € = 0.5, C = 20, C = 5, C = 50, C = 0.5 ). 
. 0 2 r s 
TABLE 1.6 The minimum Bayes risk and optimal sampling plans as C varies 
1 
(<< = 3.6, ~ = 2.0, t = 1.5, € = 0.5, C = 20.0, C = 5.0, C = 50.0, C = 0.5) 

























* True Coefficient 
** Optimal- Bayes Risk 
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Bayes risk 


































3 5 7 9 
C 
2 
11 13 15 '--
Fig.1.7 Minimum Bayes risk against the change in C 
2 
( « = ~ = 2, t = 1.5, e = 0.5, C = 20, C = 10, C = SO, C = 0.5 ). 
- 0 1 r s 
TABLE 1.7 The minimum Bayes risk and optimal sampling plans as C varies 
2 
(<< = 3.6, ~ = 2.0, t = 1.5, £ = 0.5, C = 20.0, C = 5.0, C = 50.0, C = 0.5) , 

























• True Coefficient 
•• Optimal Bayes Risk 
































































40 45 50 55 60 65 
C 
r 
Minimum Bayes risk against the change in C 
r 
70 
( « = 3.6, ~ = 2, t = 1.5, £ = 0.5, C = 20, C = C = 5, C = 0.5 ) . 
. 0 1 2 s 
TABLE 1.8 The minimum Bayes risk and optimal sampling plans as C varies 
r 
(<< = 3.6, ~ = 2.0, t = 1.5, £ = 0.5, C = 20.0, C = 5.0, C = 5.0, C = 0.5) 

























* True Coefficient 
** Optimal Bayes Risk 
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Bayes risk 




































0.2 0.25 0 ~3 0.35 0.4 0.45 0.5 0.55 0.6 
C 
s 
Fig.1.9 Minimum Bayes risk against the change in C 
s ( ~ = 3.6, ~ = 2, t = 1.5, £ = 0.5, C = 20, C = C = 10, C = 50 ). 
. 012 r 
TABLE 1.9 The minimum Bayes risk and optimal sampling plans as C varies 
s 

























• True Coefficient 
•• Optimal Bayes Risk 
1.5, £ = 0.5, C = 20.0, C = 5.0, C = S.O, C = 50.0) 
o 1 2 r 















































CHAPTER 4 SEQUENTIAL NUMBER-THEORETIC METHOD FOR TYPE I CENSORING , 
§ 4.1 Introduction 
In Chapter 1, an explicit expression for the Bayes risk of sampling 
plan has been derived by Lam (1993). He proposes the DM approach to search 
for the optimal sampling plan. In this chapter, we suggest an alternative 
approach, the sequential number-theoretic method, for optimization. Then, 
comparisons of these two approaches 'will be made via an example. 
§ 4.2 Number-Theoretic Method for Generating a Set of Uniformly Scattered 
Points 
Fang and Wang (1990) and Wang and Fang (1991) propose an algori thm 
for the optimization of a continuous function in a mul ti-dimensional 
rectangle. Suppose V denotes a bounded domain in as-dimensional Euclidean 
space ~s (s>1) and f is a continuous function on V. The rationale of the 
number-theoretic method, NTM, (quasi Monte Carlo method) is to generate a 
set of points x's which are uniformly scattered over the domain V and have 
a good representation of f by using the number theory approach. Then, 
* choose the point x at which the objective function f attains its maximum 
or minimum. For convenience, we consider the minimization problem. Unlike 
other methods for optimization such as the Newton-Gauss method, the 
fast-descent method and the conjugate gradient method, the NTM does not 
require f to be unimodal and differentiable. Continui ty is the only 
condition for NTM to ensure the global minimum to be attained. 
Let x, x , .... , x be a set of uniformly scattered points over nand 
' "",1 "",2 "",P ' . . 
* suppose that ~ = f(x ) is the global minimum of f. The application of NTM 
- 29 -
* is to find M and x where 
p ""P 
* M = f(x ) = min 
p ""P 1~k~p 
f(x ). 
k 
Obviously, M and x are approximated values for M and x respectively. 
p ~p 
Niederreiter (1983) points out that 
M ~ M ~ M + P d (V), 
p p p 




= max min d(x,x ) 
k 
xeV 1~k~p "" "" 
with d(x,.x ) denotes the Euclidean distance between the points x and x . 
k k 
When V is a s-dimensional unit cube, i.e. V = [0,1]8, Niederreiter (1983) 
shows that 
where ~ = {x: i =, 1, .... ,p} and V(p,~ ) is the discrepancy of ~ in the 
p 1 . P P 
sense of Weyl (1916). Then the discrepancy is given by 
V(p,~ ) = sup IF (x) - U(x)1 
P xeV P,." 
where F (x) denotes the empirical distribution function of ~ and U(x) is 
P P 
the uniform distribution function on [0,1]8. Hua and Wang (1981) proposed 
a number of point sets, ~ . They are called the p set, the 9P (good point) 
P 
set and the qip (good lattice point) set according to the order of the 
discrepancy of ~ . Fang and Wang (1990) recommend the Halton set and the 
P 
Korobov-Hua-Wang set of uniformly scattered points. The Halton set is not 
suggested for high , dimensional optimization problems because of costly 
computation. Therefore, we use the Korobov-Hua-Wang set as the set of 
pairs (t, T) . I 
Korobov-Hua-Vang set: Suppose (h
1
, •. o., h 8; p) be an integral vector where 
l=h < ... < h < p and p is the number of points chosen from as-dimensional 
1 8 
- 30 -
domain V = [O,l]s ~ ~s. Tables of integral vectors for 2 ~ s ~ 18 can be 
found in the appendix of Hua and- Wang (1981). Now we let 
and 
q = k h (mod p) 
kl 1 
2q - 1 
. k 1 
X = ----,,----
kl 2 P 
where 0< q ~ p 
kl 
k=1,2, ... ,p, i = 1,2, ... ,s. 
Then x = (x ... ,x ) is a point in 7) and the set l' = { x: k=l, ... ,p } 
k kl, k, s .' . . P k 
contains the uniformly scattered points over [0,1] S and is called the 
Korobov-Hua-Wang set. 
§ 4.3 Sequential Number-Theoretic Method for Optimization - SNTO 
and 
Suppose the domain 7) is [c d lx ... x[c ,d l. Let 
1, 1 s s 
y = c +(d - c ) X 
kl 1 1 i kl 
Y
k 
= (y , .... , y ). kl ks 
k = 1, ... ,p i = 1, ... ,s 
Then the set of points y 's is uniformly scattered over V. The procedures 
k . . 
of the sequential number-theoretic method for optimization, SNTO, are as 
following:-
(1) (1) (1) 1. Choose a set of p points and search for the point y = (y .... ,y ) 
1 1, s 
where M = f(y(l») = min f (y ). 1 k l=Sk=Sp 
1 
2. Let (1 ) 1 (1) max(c , ( 1 ) 1 e (1») e = -Cd -c ) c = Yl 2 and i 2 i i ' i i i 
(1). (1) 1 (1) • d = mln(d , y + ---2 e ) 1= 1, ... ,s. Then the domain 7) diminishes i i i i 
to V (2) = [c (1) , d (1) 1 x ..... [c (1) , d (1) l. Afterwards, choose another set of 
. 11 s s 
. (2) ( 2 ) 
P2 points from 7) . and find the point y which corresponds to the 
minimum value of f, M . 
. 2 
3. Repeat the domain diminutIon step until the t-step where 
31 -
m· ax e
Ct ) 1 (d Ct- 1 ) c Ct- 1 ») cid . ti number 1 = max 2 1 - 1 < "::J, a pre-ass gne POSl ve 
1 1 
for the termination of the procedures. 
4. Finally, by comparing M
1
, •.• ~. Mt' we take the smallest value Mp and the 
corresponding point yCp) as the approximate solution. 
In practice, Fang and Wang(1990) suggest that Pl »p = p = ... = P 
2 3 t. 
Wang & Fang (1991) exhibit some examples on the applications of this 
sequential method in maximum likelihood estimation and in regression 
analysis. They point out that the program for SNTO . is very simple and can 
be used at different si tuations wi th a minor modification. Moreover, the 
calculations of derivatives, as required by many classical optimization 
methods, can be eliminated when using SNTO. Results are comparative to· 
those obtained from classical methods but less computing time is involved. 
§ 4.4 Example for Type I Censoring 
Now we consider a batch of electronic components under the inspection 
process. The components are time-censored. A loss of C = $10.0 is incurred 
r 
if the batch is immediately rejected. The unit sampling cost is now $0.5. 
We again assume a quadratic loss function as in the random censoring case. 
Both the DM and the NTM approaches are used. An interval for the censoring 
time is chosen such that 
Pr ( t ~ X ~ t ) = 0.95. 
L U ( 4.4.1 ) 
For the DM approach, we consider a particular family of sampling plans of 
the form (n,t,lt) where 1 = 0.1,0.2, .... ,n. 
Tables 2.1 to 2.7 exhibi t the minimum Bayes risks · and the optimal 
sa~pling plans against the changes in parameters and coefficients. The 
purpose is to compare the minimum Bayes risks obtained from the two 
- 32 -
approac~es. it can be noticed that smaller minimum Bayes risks can be 
obtained by using the NTH approach. It is due to the fact that DM approach 
considers a particular family of sampling plans. Hence, the optimal plans 
are always missed. Hence, if we can divide the interval of the censoring 
time into a large number of small sub-intervals, sampling plan wi th 
smaller Bayes risks will be obtained. However, rapid increase in computer 
execution time should bear in mind. ,Experience tells that the NTH approach 
uses less computing time for searching optimal sampling plans and the 
corresponding minimum Bayes risks. In this example, DM takes 110 seconds 
CPU time to search for the first six sampling plans wi th minimum Bayes 
































0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 
a. 
Fig.2.1 Minimum Bayes risk against the change in a. 
( (3 = 1, C = 1, C = 1, C = 2, C = 10, C = 0.5 ). 












. ( a. = 
0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 
Minimum Bayes risk against the change in (3 
1.6, C = 1, C = 1, C = 2, C = 10, C = 0.5 ) . 
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C 
a 













(ex. = 1.6, f3 = 1, C= 1, C= 2, C= 10, C= 0.5). 
1 2 r s 
0 1 2 3 ' 4 5 
C 
1 
6 7 8 , 9 10 
Fig.2.4 'Minimum Bayes risk against the change in C 
1 
( ex. = 1.6, f3 = 1, ' C = 1, C = 2, C = 10, C = 0.5 ). 
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C 
2 
8 9 10 11 12 13 14 
Fig.2.5 - Minimum Bayes risk against the change in C 
2 
( a = 1.6, ~ = 2, C = 1, C = 1, C = 10, C = 0.5 ). 














5 7.5 10 12.5 15 17.5 
C 
r 
Fig.2.6 Minimum Bayes risk against the change in C 
r 
( a = 1.6, ~ = 1, C = 1, C = 1, C = 2, C = 0.5 ). 























0.1 0.2 0.3 0.4 0.5 
C 
s 
0.6 0.7 0.8 
Fig.2.7 Minimum Bayes risk against the change in C 
( « = 1.6, ~ = 1, C = 1, C = 1, C = 2, C = 10 ). 
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CHAPTER 5 COMPARISONS AMONGST TYPE I, TYPE 11 AND RANDOM CENSORINGS 
Lam (1990) has developed a similar model for sampling plan with Type 
11 censoring. In that case, the test is terminated when a pre-specified 
number of defective items, r, has been found. The sampling plan is (n,r,T) 
where n is the sample size and T ,is the minimum acceptance time. A batch 
of items is accepted when the average life time of the n sampled items is 
longer than T (see (1.2.2) and (1.2.3)). Compared with Type I and random 
censoring, the expression for the Bayes risk of Type 11 censoring is 
continuous and simple. 
As an example, we may consider a loss function of the following form: 




n C + C 
s r 
2 if the batch is accepted 
if the batch is rejected. 
As in last chapter, NTM approach is more precise and efficient than the 
DM approach. Therefore, NTM approach is used here to search for optimal 
sampling plans wi th Type I cen~oring. Tables 3.1 - 3.5 exhibi t optimal 
sampling plans with Type I, Type 11 and random censorings together with 
their corresponding minimum Bayes risks. Although the minimum Bayes risks, 
the optimal sample sizes and t~e minimum acceptance times of the models 
with these three different censoring techniques 'are very close. We can see 
that the minimum Bayes risks of sampling plans with random censoring will 
never be smaller than those with Type I censoring. 
Theroem 5.1 minimum Bayes risks of sampling plans with random censoring 
will never be smaller than those with Type ' 1 censoring, i.e. 
R(n ,T ) ~ R(n ,t ,T ) 
o 0 , 0 0 0 
- 45 
Proof: R(n,T) = t;{L(A,O(X)} V n, T 
= t;O{t;{L(A,O(X)IO}} 
,.., 
~ min t;{L(A,O(X)lt} 
t 
~ R(n ,t ,T ) 
0 0 . 0 
Hence, R(n ,T ) ~ R(n ,t ,T ) QED. 
0 0 0 0 0 
Tables 3.1 - 3.5 show that using Type · I censoring 1s preferred in some 
cases and using Type 11 is expected in the other cases. Therefore, the 
conclusion that Type I censoring is definitely better than Type 11 
censoring or vice verse cannot be drawn. In fact, the coefficients in the 
loss function should be modified for different censoring techniques. In 
the cases of Type I and random censoring, whether the , censored items can 
be sold at a reduced price ( not applicable for exponentially distributed 
life time due to the lack of memory property ) and how the unit sampling 
cost increases as the censoring time is getting longer should be 
considered. On the other hand, defective items mayor may not be sold at a 
low price in the case of Type 11 censoring will also affect the Bayes risk 
calculated .. In addition, it may take a long time until an item fails and a 
large cost for manpower and other resources will be incurred. Using Type I 
censoring, we do not have to wai t until the i terns fail and the cost of 
manpower and other resources might be reduced. In practice, all relevant 
information for the cost structure should be considered so that more 
accurate expressions for the Bayes risks are available for comparison. As 
a matter of fact, which censoring method to be used depends on the actual 
si tuation. If the decision maker cannot decide to use ei ther Type I or 
Type 11 censoring, such a comparison of minimum Bayes risks may 
be helpful to make a decision. 
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'I. 
TABLE 3.1 Comparisons of minimum Bayes risks for Type I, Type I I and 
random censorings as « varies (13 = 2.5, C = C = 0, C = 15, C = 30, C = 0.5). 
o 1 2 r s 








































































# 1 = Type I Censoring using Number-Theoretic Method 


























3 = Random Censoring with censoring time uniformly distributed over [2,4] 
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TABLE 3.2 Comparisons of minimum Bayes risks for Type I, Type 11 and 
random censorings as Q varies (ex = 2.5, C = C = 0 C = 15, C = 30, C = 0.5). 
fJ 0 1 '2 r s 









































































# 1 = Type I Censoring using Number-Theoretic Method 



























3 = Random Censoring with censoring time uniformly distributed over [2,4] 
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TABLE 3.3 Comparisons of minimum Bayes risks for Type I, Type 11 I and 
random censorings as C varies(cx. = f3 = 2.5, C = C = 0 C = 30 C = 0.5). 
2 o 1 'r ' s 
Coefficient Censoring Bayes Risk Optimal Sampling Plan 
C Methods# n r 
2 0 0 
10.0 1 14.00000000 0 
2 14.00000000 0 0 
3 14.00000000 0 
12.0 1 16.74693002 3 
2 16.74694221 3 3 
3 16.74942677 3 
15.0 1 18.91093296 4 
2 18.91093285 4 4 
3 18.91147768 4 
20.0 1 21.45759724 4 
2 21.45759724 4 4 
3 21.46059114 4 
30.0 1 24.50323671 4 
2 24.50323588 4 4 
3 24.56471218 4 
40.0 1 26.23668542 4 
2 26.23668539 4 4 
3 26.39489224 4 
# 1 = Type I Censoring using Number-Theoretic Method 





















3 = Random Censoring with censoring time uniformly distributed over [2,4] 
- 49 ~ 
TABLE 3.4 Comparisons of minimum Bayes risks for Type I, Type I I and 
random censorings as C varies (ex = f3 = 2.5, C = C = 0, C = 15, C = 0.5). 
r 0 1 2 s 









































































# 1 = Type I Censoring using Number-Theoretic Method 





























3 = Random Censoring with censoring time uniformly distributed over [2,4] 
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1· 
TABLE 3.5 Comparisons of minimum Bayes risks for Type I, Type 11 and 
random censorings as C varies (<< = ~ = 2.5, C = C = 0, C = 15, C = 30). 
sOl 2 r 










































































# 1 = Type I Censoring using Number-Theoretic Method 





























3 = Random Censoring with censoring time uniformly distributed over [2,4] 
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CHAPTER 6 DISCUSSIONS 
Unlike Type I and Type· 11 censorings, the expression for the Bayes 
risk is rather complicated. A -large number of calculations is required and 
thus more computing time is needed. However, a complete search of optimal 
sampling plans is not always possible because the number of calculations 
increases sharply with sample size and hence the search for optimal plans 
is very costly. For any set of values for parameters and coefficients, we 
can obtain the quantity min R(n,T). Luckly, we find that this quantity is 
T 
monotonic in n and the minimum Bayes risk is always located at small n. 
The algorithm proposed in section 3.1 is simple and efficient. For a 
particular set of values of parameters and coefficients, an upper bound 
for t~e optimal sample size can be determined. With Corollary (3.1.1), we 
may update this upper bound while the searching algorithm is proceeding. 
Considerable computer execution time can be then saved. From the example, 
the minimum Bayes risks and the minimum acceptance times seem to be 
monotonic -in parameters a and ~ of the prior and coefficients in the loss 
function. 
In the sensitivity analysis, efficiencies will not be less than 0.9 
in the example. In particular ~ the efficiencies are almost 100% al though 
the parameters in the distribution of censoring time are estimated 
inaccurately. Actually, these are true in most cases after investigating 
on a number of examples. Therefore, sampling plans are not sensi tive to 
parameters and coefficients. 
For Type I censoring, the DM and the NTM approaches for generating 
- 52 · .... 
triples have their own defects. The DM requires to take many triples from 
the domain in order to obtain more accurate results. However, computing 
time will increase sharply. The underlying theory of the NTM requires a 
continuous objective function. Since equation (1.2.9) is not continuous at 
mt, the expression of the Bayes risk does not meet this requirement. 
Therefore, the set of pairs may not be good enough to represent the Bayes 
risks. By increasing the number of pairs in the domain, the effect of 
discontinuity is minimized. In fact, the NTM approach for generating pairs , 
is more efficient than the DM approach. From the example, optimal sampling 
plans with smaller Bayes risks are always searched by using the NTM 
approach and we are therefore confident that , the NTM approach is also 
applicable. In practice, both methods can be used together to make up each 
other's deficiency. 
In chapter 5, we have made comparisons on sampling plans with Type I, 
Type 11 and random censoring based on the model studied in chapter 2. In 
fact, we should use different censoring methods at different si tuations'. 
If the decision maker is unable to choose between using Type I and Type 11 
censoring -methods, such a comparison of minimum Bayes risks is suggested. 
However, he should ensure that the co.efficients of the loss f .unction are-
estimated accurately. Moreover, the scrap value of selling defective items 
or censored i terns and the. cost of manpower involved in the inspection 
process should be taken into account and thus more reasonable and reliable 
comparisons can be made. 
Although we are concentrated at the sampling plans with quadratic 
loss function, it is quite straightforward to generalize the model and the 
technique to the case of polynomial loss function by adding suitable terms 
into equations ( 2.3.11 ) and ( 2.3 ~ 17 ). 
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APPENDIX A 
In order to obtain an explicit expression for the Bayes risk R(n,T) in the 
random censoring case, we define 
G (x) 
m,n 
= J -----J Am 
II 
n m t+£-y 
exp( -Al~l y 1) 1~1 (-2..,...-£_1- A 1) dY1··· dy n 
m 
( A. 1 ) 
where II = { y , ... ,y I 0 ~ y ~ t+£ i = 1, ... ,m; 
m 1 n 1 
n 
i = m+l, ... ,n; L Y < X }. 1=1 1 
To evaluate G (x), let 
m,n 
A exp(-AY) o ~y ~ t-c 
gl( y ) = ( t;£~y ) A exp(-AY) t-£ ~ Y ~ t+£ 
0 otherwise 
{ exp(-AY) and _ h ( y ) = 1 0 t-£ ~ Y ~ t+£ otherwise. 
Hence the -j-fold convolutions of g and h with themselves are given by 
1 1 
y -
g j (y) = J gl (u) g (y-u) du 
0 
j-1 i = 1, ... ,m 
and h (y) = J Y h
1
(u) h (y-u) du j . j-1 
0 
i = 1, ... ,n-m 
respectively. We also define 
Then 
G (x) = J -----J gl (Y1) ... g (y ) h (y ) ... h (y ) dy .. · dy 
m, n ll · 1 m 1 m+1 1 n . 1 n 
m 
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f (u) duo ( A.2 ) 
n 
Theorem A1. 
E j+k n+j-l 
f'Y ( m ) ( n-~+j ) (-1) (y-d) exp(-;>.y) yO!:(n-m) (t-cl 
k=O J (2e)j (n+J-l)! . 
y«n-m) (t-c) 





= min { [y-(n;m:j)(t-C) ]. n-m+j } with [a] denotes the integer part 
of a. 





(p) = I gl (y) exp( -py) dy 
o 
t-e 
= I ;>. exp[-(;>'+p)y] dy + 
o I 
t+c t 
A ( ;e~y) exp[-(A+p)y] dy 
t-e 
= -A-~-P-( 1- 2C(~+P) (expJ-(;>.+p)(t-c)] - exp[-(;>'+p)(t+c)] )) 
Thus, by the convolution property of Laplace transform, we have 
Similarly, 
H1 (p) = ;>.~p ( exp[-(;>'+p) (t-c)] - exp[-(;>.+p) (t+c)] ) 
Hence the Laplace Transform of f (y) is given by 
n 
F (p) = G (p) H (p) 





( exp[-(A+p) (t-c)] _ exp[-(A+p) (t+c)] )n-m 
( 1 - --=---r:::1~ 2e(A+p) ( e~[-(A+p)(t-c)] - eXP[-(A+P)(t+C)])]m 
Am m ( ; ) , (-1) j = L (A+p)n j=O ( 2e(A+p») j 
( exp[-(A+p) (t-e)] - exp[-(A+p) (t+e)] r-m+J 
m n-m+j 
( ; )( n-~+j ) (_1)j+k = Am L L j=O k=O (2e ) j (A +P ) n+ j 
exp(-(A+p)[(n~m+j-k)(t-~)+k(t+c)]). ( A.3 ) 






1 1'+ioo J . F/p) exp(py) dp 21[1 1'-100 
m m n-m+j 
A L L 
J=O k=O 
_____ 1- J 1'+ 1.· (X) 
21[i 1'-100 
( ; )( n-~+ j ) (_1)j+k exp(-Ad) 
(2e)J 
1 exp{(y-d)p} dp 
n+j (A+p) -- . 
( A.4 ) 
where d = (n-m+j) (t-e) + 2ck and l' is greater than the real parts of all 
singularities of F (p). In order to solve the integral in equation (A.4), 
n 
the technique of complex contour integration is used. Let 
f} (p) = __ 1 __ exp{ (y-d)p} 
j,k (A+p)n+J and write p = l' + iw. 
For y ~ d, cons~der the following contour integration ( see Fig. 1 ). As 
w ~ 00, 




2 1[ i lim dn+ j-l ( A +p ) n + j fj- ( p ) 
= (n+j-l)! P-+-A ' dpn+ j-l j,k 
2 1[ i lim (y_d)n+ j-l exp{(y-d)p} = (n+ j-l)! P-+-A 
2 1[ i (y_d)n+ j -l exp{-A(y-d)}' ( A.S ) = (n+j-l) ,! 
Fig.l 
For y ~ d, we consider the other contour integration ( see Fig.2 ). 
Similarily, as w ~ ~, 
~ (p) dp = 0 j, k ( A.6 ) 
since there is no singularity point in the contour. 
-A 
FIg. 2 
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Hence, combining equations ( A.4 ), ( A.S ) and ( A.6 ), we obtain 
E j+k n+j-l 
r"y ( ~ )( n-~+ j ) (-1) (y-d) exp( -AY) y~(n-m)( t-c) 
k=O (2c) j (n+ j -1 ) ! 
y«n-m) (t-c) 
( A.7 ) 
QED. 
Case 1 If x ~ (n-m) (t-c), then it follows that 
G (x) = 0 
m,n ' 
Case 2: If (n-m) (t-c) ~ x ~ n(t+c), then substitute equation ( A.7 ) 
into ( A.4 ) to get 
x x 
G (x) = I f (u) du = I f (u) du 
m,n n n o (n-m) (t-C) 
D E j+k 
= Am I x r.U r"U (; ) ( n-m+j ) (-1) (u-d)n+ j -lexp (-AU) du 




( A.8 ) 
Corollary A2. IX 
j,x I x L ~ k (u) du 
k=O - d j, , (n-m) (t - C) j =0 
Proof: 
= 
(n-m+1) (·f-c) (n-m+D )(t-c) 
x 
I~-----------I~-------~-------~I --------------I~-----------~ 
o (n-m) (t-c) (n-m+2) (t-c) x 
D E 
IX 
u j, u 
t L ~j,k(U) du 
(n-m) (t-C) j=O k=O 
D E D E 
I(n-m+D ) (t-C) U j, u x x j, u 
, x , L L ~ ' (u) du 









D -1 E j , 'u x 1 fn-m+ 1 + 1) (t-E) 
L L L ~j,k(U) du + 
1=0 j=O (n-m+ 1 ) (t-E) k=O 
D E 
x IX j,u L L ~ (u) du j',k j=O (n-m+D) (t~E) k=O 
X 
D -1 D -1 E 
X X I(n-m+l+ll (t-E) j, u 
L L L ~ (U) du + j=O 1=j (n-m+ 1 ) (t-E) k=O j,t 
D E 
X X j, u 
L 
I(n-m+D 
L ~j,t(u) du j=O ) (t -E) k=O 
X 
D -1 E D 
X I(n-m+D
x
) (t-E) j, u X X 
L L ~ (U) du + L 
I(n-m+D j, k j=O (n-m+j) (t-E) k=O j=O 
D E 
X X j, u 
L I (n-m+ j) (t-E) L ~ (u) du j=O k=O j,k 
Similarly, it can be shown that for any j, 
E E 
. L . ~ (u) du = 
) (t -E) 
X 
I X j,u _ - j,k (n-m+j) (t-E) k=O r'X J x k=O (n-m+j) (t-E)+2Ek 
Hence, the proof is completed straightforwardly. 
Hence ( A.8 ) becomes 
G (x) 
m,n 
D E j+k 
E j, u 
L ~j,k(U) 
k=O 




m X j, X 
L 
k=O 
___ (-_1_) ____ I X (u_d)n+ j -1 exp(-AU) du 
(2E)j(n+J-1)! d 










___ (-_1_) ____ I XO-d un+j- 1 exp{-A(u+d)} du 
(2E ) j (n + j -1 ) ! 
( A.9 ) 
Case 3 : If x ~ -n(t+E), then ( A.2 ) gives 
G (x) 
m,n 
= r 00 
o 
f (u) du 
n 
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= { 1 - 2~e ( exp{-ACt-e.)} - exp{-ACt+e)}) r 
{ 
1 . }n-m 
-x-( exp{-A(t-e)}- exp{-A(t+e)}) 
m 
= L (m) (-1)j(2e)n-m exp{-(n-m+j)At}( exp(Ae) - exp(-Ae) )n-m+j j , 2Ae j=O 
In conclusion, 
Theorem A3. 
G (x) = 







E j, x 
L 
k=O 
( A.l0 ) 
x~ (n-m)(t-e) 
j+k 
( ~ )( n-~+j ) __ (_-1_) __ 
(2e ) j (n + j -1 ) ! 
U exp{-A(u+d)} du J n+ j-1 (n-m)(t-e) ~ X ~ n(t+e) 
m L ( ~ ) (-l)J (2e)n-m exp{-(n-m+j)At} ( eXp(Ae)-eXp(-Ae) )n-m+J 
J=O J 2Ae 
x ~ n(t+e) . 
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