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Abstract
Background:: Networks Biology allows the study of complex interactions between biological systems using
formal, well structured, and computationally friendly models. Several different network models can be created,
depending on the type of interactions that need to be investigated. Gene Regulatory Networks (GRN) are an
effective model commonly used to study the complex regulatory mechanisms of a cell. Unfortunately, given their
intrinsic complexity and non discrete nature, the computational study of realistic-sized complex GRNs requires
some abstractions. Boolean Networks (BNs), for example, are a reliable model that can be used to represent
networks where the possible state of a node is a boolean value (0 or 1). Despite this strong simplification, BNs
have been used to study both structural and dynamic properties of real as well as randomly generated GRNs.
Results:: In this paper we show how it is possible to include the post-transcriptional regulation mechanism (a
key process mediated by small non-coding RNA molecules like the miRNAs) into the BN model of a GRN. The
enhanced BN model is implemented in a software toolkit (EBNT) that allows to analyze boolean GRNs from
both a structural and a dynamic point of view. The open-source toolkit is compatible with available
visualization tools like Cytoscape and allows to run detailed analysis of the network topology as well as of its
attractors, trajectories, and state-space. In the paper, a small GRN built around the mTOR gene is used to
demonstrate the main capabilities of the toolkit.
Conclusions:: The extended model proposed in this paper opens new opportunities in the study of gene
regulation. Several of the successful researches done with the support of BN to understand high-level
characteristics of regulatory networks, can now be improved to better understand the role of
post-transcriptional regulation for example as a network-wide noise-reduction or stabilization mechanisms.
Introduction
In the last ten years the sequencing of the genome
of several living organisms [1], as well as the identi-
fication and functional annotation of thousand of the
proteins that these genomes encode [2, 3], allowed re-
markable advances in molecular biology. The identi-
fication of the genome is only the first step in un-
derstanding how cells work, and researchers are now
switching to the next major challenge consisting in
studying how the different actors (genes, proteins, and
other cellular components) interact together and reg-
ulate each others to balance and synchronize all the
biological activities of a cell [4]. The biggest method-
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ological problem is that these type of interactions are
typical of complex (or non-linear) systems, where im-
portant properties emerge from the interaction of their
components, and cannot be predicted only from the
study of the parts taken individually. In fact, in bio-
logical systems, decisions are reached and actions are
taken by methods that are exceedingly parallel and ex-
traordinarily integrated [5]. Complex Systems Biology
aims at systematically studying complex interactions
among components of biological systems, by means of
theoretical instruments provided by the science of com-
plex systems [6]. Consequently, to understand the na-
ture of cellular functions, it is necessary to study the
behavior of genes in a holistic rather than in an in-
dividual manner because the expressions and activi-
ties of genes are not isolated or independent of each
other [7]. In this context, the definition of models and
computational methods supporting the study of Gene
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Regulatory Networks (GRN) is a primary objective.
GRNs are a general model, derived from the graph
theory, used to represent regulatory interactions be-
tween genes, proteins, and other regulatory elements
like, for example, small non-coding RNAs.
The more complex a network is, the simpler its
model has to be in order to make its computational
analysis feasible. Several computational approaches
have been proposed and developed in literature [8] to
model GRNs, and they mostly differ in the way they
model the interaction between nodes: partial differen-
tial equations, ordinary differential equations, linear
models [9–11], Bayesian networks [12,13], Boolean Net-
works [14] and Petri nets [15]. Depending on the cho-
sen approach, the state of each network node can be
considered as discrete or continuos. In the first case,
each network node, i.e., genes/proteins, is supposed to
assume only a small number of discrete states, avoid-
ing intermediate expression levels. Consequently, the
regulatory interactions between nodes are described
by logical functions. Bayesian, Boolean and Petri net-
works support this approach. Instead, if the states are
considered to be continuous functions in time, then
their evolution is modeled by differential rate equa-
tions. Their punctual value is a function of the ex-
pression of the input components. Partial differential
equations, (nonlinear) ordinary differential equations
and linear models support this latter approach.
Each approach has limits in the size of the network
and the type of computation that is able to handle.
Consequently the choice of the best model depends on
the type of analysis that needs to be performed. In this
paper we concentrate on the study of the equilibrium
states of GRNs and on the analysis of the dynamics
that allow the network to evolve from an initial state
to one or more of its steady states. Equilibrium states
(known, in complex systems theory, as attractors) are
particularly important because, in GRNs, they have
been correlated with the gene expression profiles ob-
tained by microarrays and other genomic experiments
( [16–19]).
On of the simplest yet effective models that can
be used to study a complex network dynamics are
Boolean Networks (BNs). Introduced by Kauffman [14]
in 1969, they repeatedly proved successful in modeling
real regulatory networks (see [4, 20–25], and further
references therein). A BN is a directed graph in which
each node (gene) receives inputs from a fixed number
of selected nodes (genes). The state of a gene is de-
scribed by a Boolean variable that is active (ON, 1
value) or inactive (OFF, 0 value). The value of the
state of each gene is computed by means of a Boolean
function whose inputs are the state of its input nodes.
Transitions between states are deterministic, which
means that a single output state is the consequence
of a given input. Although the approach seems to set
a strong simplification towards reality, BNs enable to
study high-level properties of a network, like its state-
space, its robustness to background noise, or its behav-
ior under different initial conditions. Recent researches
suggest that also several realistic biological questions
may be studied by looking at this simple Boolean for-
malism and in particular computing and analyzing the
related network attractors (i.e., a state or a set of states
towards which a system, that is moving according to
its dynamic, evolves over time) [19, 26, 27]. However,
most published models focus on the classic Gene/Pro-
tein model, neglecting other regulatory mechanisms
like, for example, post-transcriptional regulation me-
diated by small non-coding RNA sequences such as
microRNA (miRNA). miRNA and non-coding RNA
have demonstrated to play a central role in how the
genome is regulated and how traits are passed on or
eliminated by environmental and genetic factors.
In this paper we show how post-transcriptional regu-
latory interaction mediated by miRNA can be included
in a Boolean Network model. We present a software
tool, previously introduced in [28], able to simulate
and analyze these models and to study the influence of
post-transcriptional regulation on the dynamic prop-
erties of the networks like state-space, basins of at-
traction, and robustness. The main contribution of the
paper is therefore a tool supporting an extended BN
model that allows a more realistic representation of the
cell regulatory activity that, in turn, allows improving
the exploratory power of the BN formalism.
Background
Boolean networks
The attempt to model the most general aspects of gene
regulatory networks dates back to the end of 1960s
when Kauffman in [14] proposed a first idealized rep-
resentation of a typical gene network. He modeled the
regulatory interaction among genes as a directed graph
in which each gene receives inputs from a fixed number
of selected genes. The state of each regulatory entity,
i.e., a gene, is represented as a Boolean value, either 1,
representing the activation of the entity (e.g., a gene
is expressed), or 0 representing its inactivation (e.g., a
gene is not expressed). Connections between genes are
directed, and an edge from node x to node y implies
that x influences (activates or silences) the expression
of y. Formally, given a set of N entities, such as genes,
proteins etc., the state of the GRN is then naturally
represented as a Boolean vector Xˆ = [x1, · · · , xN ],
that generates a space of 2N possible states. The be-
havior of the state of each node xi is described using
a Boolean function fi, which defines the value of the
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next state of xi using, as inputs, the states of its input
nodes, i.e., those which directly affect its expression.
Since the simulation of a BN is done in discrete time
steps, the dynamics of a Boolean network modelling a
regulatory system are described by:
Xˆ (t + 1) = Fˆ
(
Xˆ (t)
)
(1)
where Xˆ (t + 1) is the next GRN state given the Fˆ
vector of all functions fi that map the transition of a
single node from the current state to the next one.
The transition between two states of a BN can be
modeled in two ways: asynchronously, where each en-
tity updates its state independently from the others,
or synchronously, where all entities update their states
together. The synchronous approach is the most widely
used in literature [29, 30]. In the synchronous model,
a sequence of states connected by transitions forms a
state-space trajectory. All trajectories always end into
a steady state or a steady cycle. These steady (or equi-
librium) states are commonly referred to as point or
dynamic attractors, respectively. Point attractors con-
sist of only one state: once the system reaches that
state, it is ”frozen” and no longer able to move else-
where. On the contrary, dynamic (or periodic) attrac-
tors reveal a cyclic behavior of the system: once a tra-
jectory falls into one of the states belonging the dy-
namic attractor, the system can only move between
states belonging to the same attractor. For each at-
tractor, the set of initial states that leads to it is called
basin of attraction [31]. The analysis of the attractors
characteristics (such as their size, or the size of their
basin of attraction and their trajectories) are very im-
portant clues used to infer general GRN characteris-
tics [31,32].
Post-transcriptional modeling
The starting point to model gene regulatory activi-
ties with Boolean Networks is the Gene Protein/Prod-
uct Boolean Network model (GPBN) proposed by [32].
Differently from the previous approaches where reg-
ulatory networks were modeled using only genes, in
this work the authors detail the regulatory genes’ in-
teractions by explicitly separating genes from their
protein products (as separate nodes in the network).
We now know that also miRNAs participate, post-
transciptionally, in the regulation of almost every cel-
lular process like, for instance, cell metabolism, sig-
nal transduction, cell differentiation, cell fate, and
so on [33, 34]. In the present work , with the intro-
duction of miRNAs, we show how it is possible to
include post-transcriptional regulation in the GPBN
model. In general, miRNAs target mRNA molecules
by interfering, using still poor understood mechanisms,
with their translation, stability, or both [35]. Starting
from the GPBN model, we extended the interaction
between genes by explicitly introducing, as separate
network nodes, also their non-coding RNA products
[36, 37]. In our extended GPBN model nodes are la-
beled in three possible ways: (1) genes (circular nodes),
(2) mRNA Protein pairs (rectangular nodes), and (3)
miRNA (rhomboidal nodes). There are consequently
four possible types of edges between nodes (see Fig-
ure 1):
1 transcription/translation: an edge from a gene to
a protein product; it represents the process that
from the gene activation leads to the protein ex-
pression;
2 gene activation: an edge from a protein to a gene;
it represents the activation of a gene by one or
more protein products (Transcription Factors);
3 miRNA transcription: an edge from a host gene
to a miRNA node; it means that the expression
of the gene implies the transcription of miRNA
molecules encoded in the DNA transcript;
4 post-transcriptional regulation: a (silencing) edge
from a miRNA to a protein; it means that the
protein is a miRNA target and therefore the pro-
tein translation is inhibited by the presence of the
miRNA.
In order to properly model the post-transcriptional
regulation mechanisms, it is necessary to carefully de-
sign the set of boolean functions that define the (next)
state of each transcriptional product targeted by a
miRNA node. Post-transcriptional regulation acts at
mRNA level, hence, considering the final protein prod-
uct, it has higher priority compared to gene expression
activity. In terms of boolean networks, it can be mod-
eled by placing the miRNA expression state in Boolean
AND with the mRNA expression state.
As already mentioned in [32], the introduction of
gene products also requires to take into account the
time each product is synthesized in the BN timeline of
states evolution. Since the update of inner node values
is synchronous [31], the synthesis products require s
time steps to be ready (expressed). In the same way,
once a gene is no longer expressed, its related products
are silenced after d time steps. In our work synthesis
and decay times (s and d) are defined as unitary for all
the entities so that, if a given gene is turned ON/OFF
at time t, all its products will be accordingly turned
ON/OFF at time t+1. The lifecycle of miRNAs is the
same as all other gene products.
Although the introduction of miRNAs activity into
the BN makes it possible to include their post-
transcriptional effects into the dynamics of the sys-
tem, it is not enough to properly model the whole
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Figure 1 Modeling regulatory mechanisms: 1)
transcription/translation - 2) gene activation - 3) miRNA
transcription - 4) post-transcriptional regulation
post-transcriptional activity. At this point, not all the
states are biologically valid. Even though, if well de-
signed, the dynamics of the GRN makes it impossible
to evolve into a biologically illegal state, there is no
guarantee that an illegal state is not used as the initial
state when simulating the network.
To avoid illegal states, the description of the BN is
expanded to include a set of conditions identifying all
illegal states of the network. These conditions are rep-
resented by an additional set of Boolean equations that
must be evaluated every time an initial state of the
network is considered. Using boolean basics, a state
is considered legal if all conditions return zero, illegal
otherwise. As an example, let us consider a gene Gx
and its related protein mRNAx Px. The protein can
be synthesized only if the related gene has been ex-
pressed. So, any state in which mRNAx Px is equal to
1 (expressed), while Gx is equal to 0 (not expressed)
is considered as an illegal state.
Methods
There are a number of software applications for ex-
perimenting with BNs [38–40]. Some of them are
too narrow in scope, inefficient or difficult to cus-
tomize. Since our primary goal was to integrate the
post-transcriptional BN model into a flexible pro-
gramming environment, we modified the Boolean Net-
work Toolkit (BNT) presented in [30], which was
very easy to customize thanks to the C++ open
implementation of its core engine. The resulting
toolkit, named Extended BN Toolkit (EBNT), is un-
der development under GPL license and available at
http://www.testgroup.polito.it/index.php/bio-menu-
tools/item/208-boolean-regulatory-network-simulator.
The code is supported by the BOOST C++ cross plat-
form and multithread library [41], which allows high
computational performances and code portability.
The input GRN description is a simple text file de-
scribing the nodes names, types, and interconnections.
A separate text file contains the functional constraints
described in the previous section. After being loaded
in the BNT core, a boolean network is represented as
a direct graph using adjacent lists. Each node is repre-
sented as a data structure containing different informa-
tion such as the node name, type (e.g., gene, protein
or miRNA), and other parameters useful to charac-
terize the node from both a functional and graphical
point of view. Any network output file is in xgmml for-
mat, an xml-like open format compatible with several
visualization tools like Cytoscape [42], a flexible and
open-source software platform for visualizing complex
networks. This solution also allows to use the outputs
of our tool with the many available Cytoscape plugins
for network enrichment and topological analysis.
The EBNT is currently composed of three main mod-
ules (see Figure 2): a Network Enrichment module de-
signed to help the researcher in modeling a more real-
istic network, a GRN Simulator, implemented to run
dynamic analysis on the network, and a Topology Ana-
lyzer, able to compute static analysis on the considered
GRN network.
GRN 
constraints
GRN Simulator
xgml: GRN
xgml: state space
xgml: attractors
Topology 
Analyzer
GRN 
description
GRN Report
Enrichment
Analysis
Extended BN Toolkit
Figure 2 The EBNT conceptual architecture: the Network
Enrichment module, the GRN Simulator, and the Topology
Analyzer
• Network Enrichment: this module is designed to
create a more reliable representation of the net-
work. It is particularly useful when the goal is to
analyze a realistic regulatory network (and not to
analyze random networks with topological charac-
teristics resembling the ones of real biological net-
works). The module is able to verify the correct
representation of the post-transcriptional mech-
anism. According to [43], if the transcription/-
translation is active, mRNAs/proteins are synthe-
sized in one time step. Thus, if the BN includes a
miRNA node targeting a gene instead of a protein,
a new protein node is generated. This node is then
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connected to the parent gene and the miRNA tar-
get becomes the protein instead of the gene. Also,
all gene outgoing edges (that represent the synthe-
sis of gene products) are re-arranged accordingly.
The final resulting network still respects the as-
sumption that transcription factors and proteins,
undergoing post-transcriptional modification, de-
cay in one time step if the corresponding mRNA
is not anymore expressed [43]. Figure 3 shows the
BN post-transcriptional enrichment process. The
second task of this module (currently under devel-
opment also as a standalone Cytoscape 3.0 plugin)
is to analyze the post-transcriptional interactions
modeled in the network against available online
repositories. Existing miRNA targets can be ver-
ified or additional targets suggested in order to
make the network as realistic and complete as pos-
sible (at least according to the available data).
miRNA G1_mRNA_P
G1
G2
miRNA
G1
G2
G2_mRNA_P
Figure 3 The post-transcriptional BN enrichment process is
able to verify the correct representation of the
post-transcriptional mechanism. If the BN includes a miRNA
node targeting a gene instead of a protein, a new protein node
is generated. This node is then connected to the parent gene
and the miRNA target becomes the protein instead of the gene
• GRN Simulator: the simulator has been designed
to compute the network dynamics by identifying
its attractors and by mapping all network simu-
lation trajectories into a state-space diagram. A
state-space diagram is one of the only ways to
provide a graphical output of the set of possible
states of a network. Ideally, a realistic state-space
representation should be done on an N-dimension
diagram, where N is the number of network nodes.
Since this is graphically unfeasible, a 2D graph
representation is used, where each network state
is represented by a node, and two nodes are con-
nected if they represent two consecutive states in
the network evolution (e.g., if node A is connected
to node B, it means that the network can directly
pass from state A to state B). In a synchronous
network like the ones modeled in this work, in the
state-space diagram it is possible to identify sepa-
rate sets of connected nodes. Each set represents a
set of trajectories (state sequences) ending in the
same point or periodic attractor. Each separate
set of connected nodes is called ”basin of attrac-
tion”, and the analysis of its size and characteris-
tics can provide interesting additional clues on the
original network dynamics (like robustness and re-
sistance to gene expression noise). Figure 4 shows
the Cytoscape rendering of the state-space of an
example network where it is possible to identify
the basins of attraction, and the corresponding
network attractors (red nodes). To provide a bet-
ter exploratory capability to the user, we also im-
plemented a Cytoscape plugin that allows to easily
navigate the network state-space and to identify
trajectories and states of interest, and to zoom
into each state or attractor to analyze the corre-
sponding detailed network configuration in terms
of expressed and silenced nodes. Figure 5 shows
the overall attractor search process, modified to
work with the extended BN model. The attractor
search procedure is an iterative process involving
probes network simulations. Probes is the num-
ber of initial states from which the network is
evolved to identify its attractors. If the number
of network nodes (N) makes considering all pos-
sible (2N ) initial state candidates computationally
unacceptable, then a reduced number of random
initial state candidates can be selected. At each
iteration, a new initial state is selected among the
set of candidates, and its validity against the tran-
scriptional and post-transcriptional constraints is
verified. If the state is marked as legal, the network
dynamics are simulated to search for an attractor
on the selected trajectory; if instead at least one
of the constraints is true, it means the given state
is not valid and it needs to be discarded.
• Topology Analyzer: this module, under contin-
uous development, integrates custom and freely
available Cytoscape plugins to perform several
topological analysis on both the original regula-
tory network and the state-space networks ob-
tained during the simulations. It can be used,
for example, to identify network bottlenecks and
hubs, or measure the network diameter (the max-
imum distance between any two nodes in a net-
work), the network sensitivity and robustness [44],
or the clustering coefficient (the percentage of ex-
isting links among the neighborhood of one node).
An useful capability is the ability to merge two
state-spaces to highlight their differences in terms
of attractors and simulation trajectories (see an
example in the Results section).
Results and discussion
To demonstrate the performances of the presented
toolset, we performed two set of experiments. In the
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Figure 4 Cytoscape rendering of the state-space of an example
network where it is possible to identify the basins of attraction,
and the corresponding network attractors (red nodes)
Data: the Gene Regulatory Network
Result: a Set which contains the attractors
input : probes the number of initial condition to test
forall the probes do
σ ← generateRandomState;
isV alid← isValidBooleanState(σ,C);
if isV alid = true then
anAttractor ← findAttractor(σ);
grnAttractorSet.add(anAttractor);
else
continue;
end
end
Figure 5 Pseudocode of the attractors search algorithm,
modified to work with the extended BN model. The attractor
search procedure is an iterative process involving probes
network simulations. Probes is the number of initial states
from which the network is evolved to identify its attractors
first, designed to better profile its scalability and
the manageable network size, we applied the attrac-
tors search algorithm on a set of artificially gener-
ated GRNs that include post-transcriptional regula-
tion mechanisms. The second experiment was per-
formed to give readers an example of the type of analy-
sis that the tool allows to perform on a small but real-
istic regulatory network involving the mTOR pathway.
Performance characterization
Experiments were performed on a 8-core workstation
featuring multithreading programming on three differ-
ent network types:
• dense networks: each node has an average in/out
degree (number of input/output edges) equal to
25;
• sparse networks: each node has an average in/out
degree equal to 5;
• scale-invariant networks: each node has an aver-
age in/out degree equal to 5; a select number of
nodes are hubs with in/out degree greater than
25;
For each class we generated four networks with in-
creasing number of nodes: 10, 20, 50, and 100 nodes.
For each network we applied the attractor search algo-
rithm considering increasing number of initial probes,
and each experiment has been repeated 10 times to
account for the casualty of the initial state genera-
tion (Figure 6). The attractor search algorithm is a
multithreaded function able to explore the network
states exploiting all available microprocessor cores. In
this way, the search is 8-times faster then in a single-
core implementation. The only actual limitation is the
memory consumption since the search complexity con-
siderably increases with the number of nodes and edges
of the network. With 8GB of available RAM we no-
ticed a performance breakdown when the GRN con-
figuration reaches 100 nodes with an average number
of incoming edges per node higher than 29. The results
reported in Figure 6 show that attractors of networks
up to 100 nodes are computed in a very reasonable
time (Real Time is lower than CPU Time thanks to
the multithreading approach).
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Figure 1: Boolean Network Toolkit (running on 9 threads) —
HW : Intel(R) Core(TM) i7-2670QM CPU @ 2.20GHz ; 8GB RAM 1333MHz
Figure 6 Time performances of the network attractors search
algorithm. Experiments were performed on three different
network types (Sparse, Dense, and Scale Free) with different
number of nodes (10, 20, 50, and 100). For each network
experiments were repeated with 10K, 100K, and 1M initial
random states. Each bar represents the average of 10
experiments with the same number of random initial states;
Reference Hardware: Intel(R) Core(TM) i7-2670QM CPU @
2.20GHz ; 8GB RAM 1333MHz
Benso et al. Page 7 of 10
Simulation of the mTOR pathway
To show an example of how the presented tool can
provide biologically meaningful information, we per-
formed a set of simulations on a slightly modi-
fied version of the mTOR pathway (#hsa04150 -
http://www.genome.jp/kegg-bin/show pathway?hsa04150),
whose dysregulation is considered as a key factor in
several malignancies. The mTOR signaling pathway
combines the signals produced by several upstream
pathways, like insulin, growth factors and amino acids
[45], as well as cellular nutrition, energy levels and re-
dox status [46]. Targeting this pathway with selected
drugs showed promising results in the treatment of
several types of cancer (e.g., leukemia, glioblastoma,
myelodysplasia breast, hepatic and pancreatic [47,48]),
in which the mTOR pathway has been found dysregu-
lated [49]. In the following experiments we used a sub-
set of the mTOR pathway of Figure 7; the pathway
contains two main complexes: mTORC1 (composed of
mTOR, GBL, and RAPTOR), and mTORC2 (com-
posed of mTOR, GBL, and RICTOR). Our exper-
iment focused on the mTORC2 complex (regulated
by insulin, growth factors, serum, and nutrient lev-
els [50]). In literature, several works suggest that the
RICTOR gene is a possible responsible for metasta-
sis and inhibition of growth factors [51]. When down-
regulated, it seem to reduce the phosphorylation of
AKT and PKC that impairs the differentiation of Th2
cells. These cells are important because they produce
cytokines like IL-4, IL-5, IL-10, and IL-13, responsible
for several protective functions as antibody produc-
tion, eosinophil activation, and inhibition of several
macrophage functions [52]. In a previous work ( [53]),
we hypothesized that the down-regulation of RICTOR
could be caused by a cascading effect caused by the
disruption of a protective feedback loop involving the
RSK gene that hosts an intragenic miRNA (miR-1976)
which is able to inhibit the expression of the MLL
transcription factor. MLL is responsible for the tran-
scription of HOXA9, which hosts miR-196b that, if
expressed, would target RICTOR dysregulating the
mTORC2 complex.
The analysis of this complex regulatory mechanism
seemed an excellent candidate to test the proposed
EBNT toolkit.
To setup the experiments we designed two versions
of the yellow shaded portion of the mTOR pathway
of Figure 7: the first version is fully working, whereas
in the second we deleted the down-regulatory edge be-
tween miR-1976 and MLL (see Figure 7, edge marked
”1”). Such modification mimics a set of known patho-
logical MLL translocations (t(4;11), t(11;19), t(9;11)
and t(1;11)), which may impair the inhibition capabil-
ity of miR-1976. In fact, the MLL translocation may
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Figure 7 The mTOR default network (empty nodes) enhanced
with the PPL (filled nodes). For simulating misbehaviors we
removed the edge marked as 1, thus impairing the miR-1976
post-trascriptional regulation of MLL. This acts as common
pathological rearrangements of MLL, which lead to several
malignancies.
cause modifications in its miRNAs binding sites, fur-
ther causing the ectopic expression of miR-196b ( [54]).
For the simulated pathway to be active, the RSK/ERK
and PDK1 (driven respectively by interferon and in-
sulin) have to be expressed. Moreover, to see the effect
of the regulatory loop, MLL has to be expressed; in this
way it is possible to see the effect of miR1976 that, if
working correctly, is able to inhibit the translation of
the MLL mRNA into the MLL protein, thus blocking
the expression of HOAX9 and of its intragenic miRNA
miR196b that is then not able to down-regulate RIC-
TOR.
After modeling both networks, we run the Network
Enrichment module to add, for each gene, their related
proteins and possible co-transcribed miRNAs; the fi-
nal result, containing 22 nodes, is shown in Figure 8.
For each node of the network the figure reports its
name (the UNIPROT Id in case of proteins) and the
implemented boolean function used, during the simu-
lation, to compute the value of the next state of the
node. In the top-right corner it is also possible to see
the constraints applied to validate the initial random
probes, as explained in the Methods section. In the
figure is also evident the silencing edge (marked ”1”)
from mir1976 to the MLL protein (Q03164), which is
missing in the Faulty version of the network.
The simulation of the Control network allowed to
identify 92 attractors, whereas the simulation of the
Faulty network reported 73 attractors. In both exper-
iments we exhaustively simulated all the possible 222
probes (initial states), and the simulations took less
than 243 seconds for both networks (see Table 1).
In the Additional file 1 and Additional file 2 it is
possible to see all of the identified point and periodic
attractors, including the number of initial states that
led to each of them (Hits).
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Constraints:
C1 = NOT(Q03164 AND mir1976) 
C2 = NOT(Q6R327 AND mir196b)
MLL: 414897
Lysine N-
methyltransferase 2A: 
Q03164
RSK:6197
S6K-alpha-1:
Q15418
PDK1: 5163
PDH kinase 1: 
Q15118
AKT: 207
RAC-alpha serine/
threonine-protein 
kinase:
P31749
HOXA9: 3205
RHEB: 6009
GTP-binding protein 
Rheb:
Q15382
ERK: 5594
MAP kinase 3: 
P27361
GBL: 64223
TORC subunit LST8:
Q9BVC4
RICTOR: 253260Rapamycin-insensitive 
companion of mTOR:
Q6R327
mTOR: 2475
Serine/threonine-
protein kinase mTOR:
P42345
TSC1: 7248
TSC2: 7249
mir-1976
mir-196b
1
mTORCH2
TSC1/2 = NOT(P27361 AND Q15418) AND NOT(P31749) RHEB = NOT(TSC1/2)
AKT = Q15118 AND 
Q6R327 AND
P42345 AND
Q9BVC4
P31749 = AKT
Q15118 = PDK1
HOAX9 = Q03164
Q03164 = MLL AND NOT(mir-1976)
Q15418 = RSK
mir-1976 = RSK
P27361 = ERK
mir-196b = HOAX9
RICTOR = Q15382
mTOR = Q15382
GBL = Q15382
Q15382 = RHEB
P42345 = mTOR
Q6R327 = RICTOR 
AND NOT(mir-196b)
Q9BVC4 = GBL
Figure 8 The actual simulated network(s) with all the
next-state boolean functions and the constraints used to
validate the initial probes.
Table 1 Summary of the mTOR pathway simulations: number of
nodes, attractors, and execution time for the fully functional
(Control) and modified (Faulty) network
Control Faulty
# nodes 22 22
# attractors 92 73
Time 242.37 241.12
Since we did not set any constraint on the value
of the nodes that do not have any input node (those
nodes that are not controlled by any other node), some
of the identified attractors are not biologically signif-
icant for the experiment because they correspond to
states where neither the pathway nor the regulatory
loop are activated.
Given the set of attractors of the Control network,
we focused on the first one, because it describes a sta-
ble state in which both the pathway and the regula-
tory loop are fully activated and is compatible with
the information available from the literature concern-
ing the correct expression of the mTOR pathway: the
activating signals of the mTOR pathway (RSK/ERK
and PDK1), all subunits of mTORC2 complex (GBL,
mTOR, and RICTOR), and both AKT and RHEB are
expressed; in this context, even if MLL is expressed, we
have the malignant regulatory path composed by the
MLL protein, HOXA9, and miR-196b blocked thanks
to the protection of miR-1976 that, co-expressed by
RSK, is able to inhibit the translation of the MLL pro-
tein that would activate the regulatory cascade that
would eventually down-regulate RICTOR.
Looking at the attractors of the Faulty network,
again only the fist attractor corresponds to a situa-
tion in which both the pathway and the regulatory
loop are activated (MLL, RSK/ERK, and PDK1 ex-
pressed). This time, as expected, the absence of a sin-
gle regulatory edge, leads to the complete impairment
of the mTORC2 complex. The malignant MLL’s cas-
cade, without the protective binding of miR-1976, ex-
presses miR-196b, which interferes with the RICTOR
protein translation, so inhibiting the mTORC2 com-
plex formation. As already said RICTOR inhibition
and the resulting mTORC2 knock-off, are two effects
of the reduced phosphorylation of AKT and the im-
paired differentiation of Th2 cells [52].
The simulations results seem compatible with the
data available in literature; they highlight the impor-
tance of MLL, the HOXA cluster (HOXA9), and both
miR-196b and miR-1976, as presented by Schotte at
al. [55, 56] regarding Acute Lymphoblastic Leukemia
(ALL). Also Popovic et al. [54] suggest that ”miR-196b
function is necessary for MLL fusion-mediated immor-
talization and it may justify the fact that the mTOR
pathway protects itself (with miR1976) by not allow-
ing its expression. Similarly, the same work shows that
the level of miR-196b is decreased up to 14-fold in the
absence of MLL, thus confirming the down-regulatory
role of miR-1976 on MLL”.
To better visualize the different behavior of the two
networks, we run another experiment in which we used
a reduced amount of probes (2000), and added a set of
constraints that forced the expression of ERK/RSK,
PDK1, and MLL. In this case we obtained only one
attractor for each network, exactly corresponding to
the ones discussed previously in this section. As an
additional step, we used one of the latest functionali-
ties of the Topology Analyzer to merge the two state-
space diagrams obtained by the simulations. The re-
sult is presented in Figure 9: the nodes marked in green
(labeled ”2”) correspond to states of the default net-
work; the nodes marked in red (labeled ”1”) are states
which belong to the network without the protective
edge; nodes marked in blue (labeled ”M”) are the set of
states that are common in the two networks (theoreti-
cally the two networks should have the same 222 states,
but in this simulation we used 2000 random probes and
therefore some of the initial states may be different be-
tween the two networks). Interestingly, all the common
states (”M”) are at the top of the resulting merged
state-space diagram. However, after no more than two
transitions, the control and faulty network trajecto-
ries appear completely disjunct, resulting in the two
previously discussed attractors. This is a good clue of
how deeply the pathway may be influenced by a single
modification (i.e., MLL rearrangements modeled by a
single edge deletion), which eventually leads to distinct
attractors describing completely different phenotypes.
Conclusions and future work
The BNT presented in this paper is an important step
towards a more realistic analysis of the high-level func-
tional and topological characteristics of GRNs. Resort-
ing to the tool facilities, such as multicore implemen-
tation and support for common input/output formats,
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Figure 9 State-space comparison between default and
modified mTOR pathway. Nodes in green (labeled ”2”) refer
to states belonging to the default pathway, in red (labeled
”1”) states of the network without the protective edge, and in
blue (labeled ”M”) the set of common states between the two
state-spaces.
the dynamics of real networks of significant size can be
analyzed. Thanks to the extended model that includes
post-transcriptional regulation, exciting new research
scenarios are opening up because the EBNT offers now
a way not only to simulate a realistic size network, but
also to gather new insights on the role of miRNAs from
a functional as well as structural point of view. Our
current efforts are geared toward verifying and bet-
ter understanding the role of post-transcriptional reg-
ulation (and miRNAs in particular) as network-wide
noise-reduction or stabilization mechanism.
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