Abstract. We prove a Bishop volume comparison theorem and a Laplacian comparison theorem for a natural sub-Riemannian structure defined on Sasakian manifolds. This generalizes the earlier work in [6, 5, 1] for the three dimensional case.
Introduction
Bishop volume comparison theorem and Laplacian comparison theorem are basic tools in Riemannian geometry and geometric analysis. In this paper, we prove an analogue for a natural sub-Riemannian structure defined on a Sasakian manifold.
Recall that a Sasakian manifold is a 2n + 1-dimensional manifold M equipped with the an almost contact structure (J, α 0 , v 0 ) and a Riemannian metric ·, · satisfying certain compatibility conditions (see Section 3 for the definitions). The restriction of the Riemannian metric on the distribution D := ker α 0 defines a sub-Riemannian structure. Let B x (R) be the sub-Riemannian ball of radius R centered at x and let η be the Riemannian volume form of the Riemannian metric ·, · . The Heisenberg group and the complex Hopf fibration are well-known Sasakian manifolds (see Section 7 for more detail). Their volume forms are denoted, respectively, by η 0 and η H . We also denote their subRiemannian balls by and B 0 (R) and B H (R), respectively. The following Bishop type volume comparison theorems generalize the earlier three dimensional case in [6, 5, 1] . Theorem 1.1. Assume that the Tanaka-Webster curvature Rm * of the Sasakian manifold satisfies
where v is any vector in D and w 1 , ..., w 2n−2 in an orthonormal frame of {v 0 , v, Jv} ⊥ . Then η(B x (R)) ≤ η 0 (B 0 (R)).
Moreover, equality holds only if (1) Rm * (Jv, v)v, Jv = 0, (2)
on B x (R). 
where v is any vector in D and w 1 , ..., w 2n−2 in an orthonormal frame of {v 0 , v, Jv} ⊥ . Then
η(B x (R)) ≤ η H (B H (R)).
Moreover, equality holds only if 
for some constants k 1 and k 2 , where v is any vector in D and w 1 , ..., w 2n−2 in an orthonormal frame of {v 0 , v, Jv} ⊥ . Then
where k 1 (r, z) = z 2 + k 1 r 2 , k 2 (r, z) = 1 4 z 2 + k 2 r 2 , and
A version of Hessian comparison theorem as in [1] also hold. The proof is very similar to and simpler than that of Theorem 1.3. We omit the statement since it is rather lengthy.
The paper is organized as follows. In section 2, we recall the construction of the canonical frame introduced in [8] . In section 3, we recall the definition of Sasakian manifolds. We also recall the definition of parallel adapted frame introduced in [7] which simplifies the computation of the canonical frame, which is done in section 5. In section 6, we prove a first conjugate time estimate under the lower bounds on the Tanaka-Webster curvature. In section 7, we discuss the Heisenberg group, the complex Hopf fibration, and their sub-Riemannian cut locus. The volume estimate and the proof of Theorem 1.1 and 1.2 are done in section 8. Finally, section 9 is devoted to the proof of Theorem 1.3.
Canonical frames and curvatures of a Jacobi curve
In this section, we recall how to construct canonical frames and define the curvature of a curve in Lagrangian Grassmannian. We will only do the construction in our simplified setting. For the most general discussion, see [8] . For completeness, we will also include the full proof of the results in our case.
Let t → J(t) be a curve in the Lagrangian Grassmannian of a symplectic vector space V. Let g 0 t be the bilinear form on J(t) defined by g 0 t (e, e) = ω(ė(t), e), where e(·) is any curve in J such that e(t) = e.
T is a symplectic basis for each t,
, where
and R(t) is symmetric.
is called a canonical frame of the curve J and the coefficients R ij are the curvatures of the curve J. We also write the above equations aṡ
Proof. Let g 1 t be the bilinear form on J −1 (t) defined by
where e(·) is any curve in J −1 such that e(t) = e. The bilinear form g 1 t is well-defined. Indeed, let e 1 (·) and e 2 (·) be two curves in J −1 (·) such that e 1 (t) = e 2 (t). Let e 3 (·) be a curve in J 1 . Since J −1 is the skew-orthogonal complement of J 1 , we have ω(e 1 (s) − e 2 (s), e 3 (s)) = 0.
By differentiating the above expression, we have
Since e 3 (t) is arbitrary, we see thatė 1 (t)−ė 2 (t) is contained in J −1 (t). On the other hand, sinceė 1 (s) andė 2 (s) are contained in J(s) and J(s) is Lagrangian, we have
we have, by differentiating the above expression,
and g 1 t is well-defined. Next, we claim that g 1 t is an inner product and there exists a family of basis
which is orthonormal with respect to g 1 such that
Here if E = (E 1 , ..., E k ) and F = (F 1 , ..., F k ) are two vectors, then ω(E, F ) denotes the matrix with ij-th entry equal to ω(E i , F j ). Moreover, the family E 1 (·) is unique up to multiplication by an orthogonal matrix (independent of time t). Indeed letĒ(·) be a family of
T is an orthonormal basis of J −1 with respect to g 1 t .
Then any other such family is given by E(t) = O(t)Ē(t). Therefore,
Here, the first equality holds since E 1 (t) is contained in J −1 (t) anḋ E 1 (t),Ë 1 (t) are contained in J 1 (t). The second equality holds since
The last equality holds since O(t) is orthogonal.
It follows that E 1 satisfies ω(Ë 1 ,Ë 1 ) = 0 if and only if O is a solution to the equationȮ
This finishes the construction of
An almost contact structure is normal if the following tensor vanishes
A Riemannian metric ·, · is compatible with a given almost contact manifold if
for all tangent vectors v and w in T M.
If, in addition, the Riemannian metric satisfies the condition
then we say that the metric is associated to the given almost contact structure. Finally, a Sasakian manifold is a normal almost contact manifold with an associated Riemannian metric. The following results can be found in [3] . Since the sign conventions in [3] is different, we include the proof in the appendix. 
for all tangent vectors v and w.
Let Rm denotes the Riemann curvature tensor. 
The Tanaka connection ∇ * is defined by
The corresponding curvature operator is denoted by Rm * and we call it Tanaka-Webster curvature.
Theorem 3.4. Assume that the tangent vectors X, Y , and Z are contained in ker α 0 . Then
where the superscript X h denotes the the component of X in ker α 0 . If the manifold is Sasakian, then
Finally, we introduce the parallel adapted frames. 
is contained in Rv 0 for each t, wherev i (t) denotes the covariant derivative of v(·) along γ(·) and i = 1, ..., 2n.
The moving frame defined in Lemma 3.5 is called parallel adapted frame introduced in [7] . Using this frame, we obtain the following convenient local frame. Lemma 3.6. Suppose that (J, v 0 , α 0 ) defines an almost contact structure on M and let ·, · be an associated Riemannian metric. For each point x in M, there is orthonormal frame v 0 , v 1 , ..., v 2n defined in a neighborhood of x such that the following conditions hold at x.
(1)
If, in addition, the manifold M together with (J, v 0 , α 0 ) is Sasakian, then the followings hold at x.
The following will be useful for the later sections.
be a frame defined by Lemma 3.6, let J ij = Jv i , v j , and let
Proof of Lemma 3.5. Let w 0 (t) := v 0 (γ(t)), w 1 (t), ..., w n (t) be an orthonormal frame defined along γ(·). Let O(·) be a family of 2n × 2n orthogonal matrices and let K ij = ẇ i (t), w j (t) , and let v i (t) := 2n j=1 O ij (t)w j (t). By differentiating with respect to time t, we have
Therefore, by settingȮ(t) + O(t)K(t) = 0, we have thatv i is vertical.
Proof of Lemma 3.6. We fix a neighborhood of x on which any point in it can be connected to x by a unique geodesic. We then define v i to be the vector field on this neighborhood such that v i (γ(t)) is a parallel adapted frame along each geodesic γ(·) with γ(0) = x. It follows immediately that ∇ v k v i is vertical, where i = 1, ..., 2n and k = 0, ..., 2n. Therefore,
Since |v 0 | = 1, we also have
It also follows that
Since the Riemannian metric is associated to the almost contact structure,
The third relation follows from the property of the frame v 0 , ..., v 2n and Theorem 3.2.
Finally, we have
Sub-Riemannian geodesic flows and Jacobi curves
In this section, we give a quick review on some basic notions in subRiemannian geometry. In particular, we will introduce Jacobi curves corresponding to the sub-Riemannian geodesic flow and its induced geometric structures.
A sub-Riemannian manifold is a triple (M, D, ·, · ), where M is a manifold of dimension n, D is a distribution (sub-bundle of the tangent bundle T M), and ·, · is a sub-Riemannian metric (smoothly varying inner product defined on D). Assuming that the manifold M is connected and the distribution D satisfies the Hörmander condition (the sections of D and their iterated Lie brackets span each tangent space, also called "bracket-generating" condition). Then, by Chow-Rashevskii Theorem, any two given points on the manifold M can be connected by a horizontal curve (a curve which is almost everywhere tangent to D). Therefore, we can define the sub-Riemannian distance d as
where the infimum is taken over the set Γ of all horizontal paths γ : [0, 1] → M satisfying γ(0) = x 0 and γ(1) = x 1 . The minimizers of (4.1) are called length minimizing geodesics (or simply geodesics).
As in the Riemannian case, reparametrizations of a geodesic are also geodesics. Therefore, we assume that all geodesics have constant speed.
These constant speed geodesics are also minimizers of the kinetic energy functional
where | · | denotes the norm w.r.t. the sub-Riemannian metric. Let H : T * M → R be the Hamiltonian defined by the Legendre transform:
and let
be the Hamiltonian vector field. Assume, through out this paper, that the vector field H defines a complete flow which is denoted by e t H . The projections of the trajectories of e t H to the manifold M give minimizers of (4.2).
In this paper, we assume that the sub-Riemannian structure is given by a Sasakian manifold. More precisely, assume that the almost contact structure (J, v 0 , α 0 ) together with the Riemannian structure ·, · form a Sasakian manifold. The distribution D is given by D = ker α 0 and the sub-Riemannian metric is given by the restriction of the Riemannian metric to D. In this case all minimizers of (4.2) are given by the projections of the trajectories of e t H (see [10] for more detail). Next, we discuss a sub-Riemannian analogue of Jacobi fields. Let ω be the symplectic form on the cotangent bundle
Let π : T * M → M be the canonical projection and let V be the vertical sub-bundle of the cotangent bundle T * M defined by
The family of Lagrangian subspaces
the Jacobi curve at (x, p) of the flow e t H . Assuming that the manifold is Sasakian. Then Theorem 2.1 applies and we let
. This defines a splitting of the vertical space V (x,p) and the cotangent space T (x,p) T * M. More precisely, let
and H 2 are all 1-dimensional. V 3 and H 3 are (2n − 2)-dimensional. Let α and h be, respectively, a 1-form and a function on T * M. Let α and h be the vector fields defined, respectively, by ω( α, ·) = −α and ω( h, ·) = −dh.
Theorem 4.1. Let x be in M. The above splitting of the cotangent bundle is given by the followings
The vertical splitting can be written in a coordinate free way. For this, we identify the tangent bundle T M with the vertical bundle V using the Riemannian metric via
Under this identification, we have Theorem 4.2. Let x be in M. The above splitting of the cotangent bundle is given by the followings 
Proof of Theorem 4. 
.., α 2n be the dual frame of v 0 , ..., v 2n and let h i (x, p) = p(v i ). Then π * α 0 , ..., π * α n , dh 0 , ..., dh n forms a local co-frame of the cotangent bundle. We will also denote π * α i simply by α i . The proof of the following two lemmas will be postponed to the appendix. (
Here, the phrase "mod vertical" means the that the difference of the two vectors is contained in the vertical bundle V.
The relations reduce to the following ones at x Lemma 4.5. The following relations hold at x.
(
Now, we apply the above lemmas to prove the theorem. Since [ H, α 0 ] is vertical, α 0 is in J −1 (0). Therefore, α 0 = f E 1 (0) for some function f on the cotangent bundle. It follows from Theorem 2.1 that
It follows from this and Lemma 4.4 that
. This gives the characterizations of V 1 , V 2 , and H 2 .
Suppose that a b α b is contained in V 3 . Since V 3 and H 2 are skeworthogonal,
Since V 3 and H 1 are skew-orthogonal, we also have
This gives the characterizations of V 3 . It also follows that
Suppose that a i h i + c a α a is contained in H 3 . Then it follows from Lemma 4.4 and the characterization of V 3 that
It also follows from this that
On the other hand, it follows from (4.5) that
Therefore, by (4.4), we have r i = rJ ij h j for some r, where i = 1, ..., 2n.
Since H 2 is also skew orthogonal to H 1 , we also have
Therefore r = 0. Finally, since 2H h 0 − h 0 H + r 0 α 0 is in H 1 , it follows from the structural equation that
Hence, r 0 = 0 and this gives H 1 .
Curvatures of sub-Riemannian geodesic flows
In this section, we will focus on the computation of the curvature R ij (0), where the Jacobi curve is given by the sub-Riemannian geodesic flow. For this, let R ij : V i → V j be the operator for which the matrix representation with respect to bases E i (0) and E j (0) of V i and V j , respectively, is given by R ij (0). More precisely,
where R ij kl (0) is the kl-th entry of R ij (0).
Theorem 5.1. Assume that the manifold is Sasakian. Then, under the identifications of Theorem 4.2, R is given by
Proof. Let Λ V i H j : V i → H j be the operator defined by
where V is a section in V i and the subscript H j denotes the H jcomponent of the vector. It follows from (2.1) that Λ V i H j is tensorial and so well-defined. We also define operators Λ V i V j , Λ H i V j , and Λ H i H j in a similar way. By (2.1), we have Lemma 5.2. The following relations hold.
Clearly, Λ H 1 V 1 ≡ 0 and Λ H 1 V 3 ≡ 0. For the rest, we need a lemma for which the proof is given in the appendix.
Lemma 5.3. The following holds at x
Let a i h i + c a α a be a vector in H 3 . A computation shows that the followings hold at x.
On the other hand, we have
Another computation shows that
where
This finishes the proof of the last four assertions. Let
be a section of the bundle H 2 . Then
It follows that
H, h j J jk h k − h 0 h k α k + H α 0 + h j h l Γ k 0l J jk α 0 + h j h l J js Γ s kl α k V = −h 2 0 h i J ik α k − Hh j J jk α k + h j h i J jk b a ik α a + h j h l h i (v i Γ k 0l )J jk α 0 + h j h l h i (v i Γ s kl )J js α k = −h 2 0 h i J ik α k − Hh j J jk α k + h j h i h s J jk (v i Γ s 0k ) α 0 + h j h l h i (v i Γ k 0l )J jk α 0 − h s h j h k J ji (v k Γ s il − v k Γ s li − v i Γ s kl + v k Γ s li ) α l = −h 2 0 h i J ik α k − Hh j J jk α k − h s h j h k J ji (v k Γ s il − v i Γ s kl ) α l = − h 2 0 + 1 2 H h i J ik α k − h j h k h s J ji Rm kils α l .
Conjugate time estimates and Bonnet-Myer's type theorem
In this section, we give estimates for the first conjugate time under certain curvature lower bound. Let ψ t : T * x M → M be the map defined by ψ t (x, p) = π(e t H (x, p)), where π : T * M → M is the projection. Let us fix a covector (x, p). The first conjugate time is the smallest t 0 > 0 such that the linear map (dψ t 0 ) (x,p) is not bijective. The curve t → ψ t (x, p) is no longer minimizing if t > t 0 (see [2] ). Theorem 6.1. Assume that the Tanaka-Webster curvature Rm * of the Sasakian manifold satisfies
for some non-negative constants k 1 and k 2 , where w 1 , ..., w 2n−2 is an orthonormal frame of {p h , Jp h , v 0 } ⊥ . Then the first conjugate time of the geodesic t → ψ t (x, p) is less than or equal to
Then the first conjugate time of the geodesic t → ψ t (x, p) is equal to the minimum of
) be a canonical frame of the Jacobi curve J (x,p) (t). Let A(t) and B(t) be matrices defined by
On the other hand, if we differentiate the equation (6.1) with respect to t, then
=Ȧ(t)E(t) + A(t)Ė(t) +Ḃ(t)F (t) + B(t)Ḟ (t) =Ȧ(t)E(t) +
with initial conditions B(0) = 0 and A(0) = I.
If we set S(t) = B(t) −1 A(t), then S(t) satisfies the following Riccati equation
where S 1 (t) is a 2 × 2 matrix and S 6 (t) is 1 × 1. Theṅ 
R 2 (t) is the (2n − 2) × (2n − 2) matrix with ij-th entry equal to R 33 ij (t). Note that U(t) = S(t) −1 also satisfies U(0) = 0 and the Riccati equationU
By using this expansion and S(t)U(t) = I, we obtain
(For instance, one can take the dot product of the first row
of S(t) with the third, fourth, ..., 2n-th columns of U(t). This gives the order of the dominating terms of (S 1,3 (t), ..., S 1,2n+1 (t)) in terms of that of S 1,2 (t). By taking the dot product of s(t) with the first and second column of U(t), we obtain the leading order terms of S 1,1 (t) and S 1,2 (t). Similar procedure works for other entries of S(t).) By applying the comparison principle of Riccati equations in [12] to S(t), we have S 1 (t) ≥ Γ 1 (t), where Γ 1 (t) is a solution of the following Riccati equatioṅ
with the initial condition lim t→0 Γ −1 1 (t) = 0. (Of course, one needs to apply the comparison principle to S(t) and Γ(t + ǫ) and let ǫ to zero as usual). Here
For the term S 4 (t), we can take the trace and obtain
. Now applying the comparison principle in [12] again we have
Finally, for the term S 6 (t), we havė
which implies
By combining this with (6.5) and (6.6), we obtain
Therefore,
and hence
and
Using (6.2) and the definition of determinant, we see that
The first assertion follows. Let S k 1 ,k 2 (t) be a solution of (6.3) with R(t) replaced by
with the initial condition lim t→0 (S
A calculation similar to that of Theorem 6.1 shows that
where τ t = √ k 1 t and s(t) = 2 − 2 cos(τ t ) − τ t sin(τ t ). The rest follows as the proof of the previous assertion (with all inequalities replaced by equalities).
Model Cases
In this section, we discuss two examples, the Heisenberg group and the complex Hopf fibration which are relevant to the later sections. Proof. Since M → B is a Riemannian submersion, we have (see [11] )
SinceZ projects to Z, we also have
The first example is the Heisenberg group. In this case the manifold M is the Euclidean space R 2n+1 . If we fix a coordinate system (x 1 , ..., x n , y 1 , ..., y n , z), then the 1-form α 0 and the vector field v 0 , are given, respectively, by
The Riemannian metric is the one for which the frame
is orthonormal. The tensor J is defined by
The quotient B is C n equipped with the standard complex structure and Euclidean inner product.
Let (x, p) be a covector with |p h | = 1. Assume that t → ψ(x, tǫp) is length minimizing between its endpoints for some ǫ > 0. Then, we define the cut time of (x, p) to be the largest such ǫ. The following is well-known. We give the proof for completeness. x i p z . A computation as in [10] shows that
If (w, z) and (w,z) are unit speed geodesics with the same length L and end-points, theñ
By taking the norms, it follows that
Using w j (0) =w j (0) and w j (L) =w j (L), we also have
where P j (0) = e iθ andP j (0) = e iθ . Therefore,
Finally, since z(L) =z(L), a computation together with the above implies that
By investigating the graph of
, then P j (0) =P j (0) and the two geodesics coincide. Hence, the result follows from Theorem 6.1.
The second example is the complex Hopf fibration. We follow the discussion in [4] . In this case, the manifold is given by the sphere S 2n+1 = {z ∈ C n+1 ||z| = 1}. The 1-form α 0 and the vector field v 0 are given, respectively, by
The tangent space of S 2n+1 is the direct sum of ker α 0 and Rv 0 . The Riemannian metric is defined in such a way that v 0 has length one, v 0 is orthogonal to ker α 0 , and the restriction of the metric to ker α 0 coincides with the Euclidean one. The (1,1)-tensor J is defined analogously by the conditions Jv 0 = 0 and the restriction of J to ker α 0 coincides with the standard complex structure on C n . The base manifold B is the complex projective space CP n and the induced Riemannian metric is given by the Fubini-Study metric. It follows from Lemma 7. Proof. The sub-Riemannian geodesic flow is given by
where a is the initial point of the geodesic and v is the initial (co)vector (see [10, 4] ). By the choice of the complex coordinate system, we can assume a = (1, 0, ..., 0) . Let v = (v 1 , ..., v n ). Then the real part of v 1 equal 0. Moreover, v h = (0, v 2 , ..., v n ) is the horizontal part of v. Assume that |v h | = 1 and let w be another such covector such that the corresponding geodesic has the same end point and the same length L as that of v.
Under the above assumptions, we have
Im(w 1 ) .
It follows that
Im(w 1 ) and
for all i = 1. By taking the norm of the second equation, we obtain
If we sum over i = 1, then we have
If both |v| and |w| are less than or equal to π L , then |v| = |w|. It follows that Im(v 1 ) = ±Im(w 1 ).
If Im(v 1 ) = Im(w 1 ), then either v i = w i for all i which implies that the two geodesics coincide or sin(L|v|) = 0 = sin(L|w|). In this case
It follows that tan(|v|)
Im(v), we have a contradiction. Therefore, the result from this and Theorem 6.1.
Volume growth estimates
In this section, we prove a volume growth estimate and the proof of Theorem 1.1 and 1.2. Let Ω be the set of points (x, p) in the cotangent space T * x M such that the curve t ∈ [0, 1] → ψ t (x, p) is a length minimizing. Let Σ = {p ∈ Ω||p h | = 1 and ǫp ∈ Ω for some ǫ > 0}.
For each p in Σ, we let T (p) be the cut time which is the maximal time T such that t ∈ [0, T ] → ψ t (x, p) is length minimizing. Finally, let us denote the ball centered at x of radius R with respect to the sub-Riemannian distance by B R (x) and the Riemannian volume form by η.
Theorem 8.1. Assume that the Tanaka-Webster curvature Rm * of the Sasakian manifold satisfies
for some constants k 1 and k 2 , where w 1 , ..., w 2n−2 is an orthonormal frame of span{p
where (r, z) denotes the cylindrical coordinates defined by r = |p h | and
The function k is A computation as in the proof of Theorem 6.1 shows thaṫ S(t) − S(t)C 2 S(t) + C T 1 S(t) + S(t)C 1 − R(t) = 0. Therefore, by applying similar computation as in the proof of Theorem 6.1 to S(1 − t), we obtain estimates for S(0). Since ∆ H f (x) = tr(C 2 S(0)), the result follows.
Appendix I
In this section, we give the proof of various known results in Section 3.
Proof of Lemma 3.1. Since the almost contact manifold is normal, we have
It follows that L v 0 (J) = 0. Since the metric is associated to the almost contact structure,
Since the metric is associated to the almost contact structure and L v 0 (J) = 0, we also have
Therefore, L v 0 g = 0 as claimed.
By Lemma 3.7, we have
δ ij v 0 . First, by the properties of the frame v 1 , ..., v n , we have
By normality and properties of the frame v 1 , ..., v 2n , we have
It follows from Lemma 3.7 that 0 = ( The eighth relation follows from the fifth and the sixth. Indeed, 
, and
