INTRODUCTION
A circular observation may be regarded as a unit vector in a plane, or as a point on a circle of unit radius. Each circular observation may be specified by the angle from the initial direction to the point on the circle corresponding to the observation, once an initial direction and an orientation of the circle have been chosen. Data are usually measured in degrees or in radians. The most popular example is the data of wind directions, which provides a natural source of circular data.
The distribution of the directions may arise either as a conditional distribution for a given speed, or as a marginal distribution of the wind speed and direction (Mardia & Jupp 2000) . Besides, in physics, angular data is used in experiments with a bubble chamber, where points representing events are observed through circular window (Mardia 1972) meanwhile the geologists are studying in the direction of the earth's magnetic pole (Batschelet 1981) . In medical application, Jammaladaka et al. (1986) have discussed about the angle of knee flexion to assess the recovery of ortheopaedic patients (Jammaladaka & Sengupta 2001) .
Circular data refers to a set of observations measured by angles in the intervals of [0, 2π) radians or [0°, 360°). Circular data are not able to escape very far from each other and certainly not able to hide from view (Fisher 1993) .
The von Mises distribution is said to be the most practicable distribution on the circle (Mardia & Jupp 2000) . The distribution is analogous to the normal distribution because it has some similar characteristics with the normal distribution (Hassan et al. 2012) .
The von Mises distribution VM(μ, κ) is first used by von Mises (1918) to study the deviations of atomic weights from integer values. Since then, it has been applied in studies of wildlife movement, for example, Kendall (1974) studied the bird navigation, where the von Mises variables are used for the distribution of angular errors when a bird is lost to sight over the horizon (Best & Fisher 1979) .
The von Mises distribution has the probability density function (1) where I 0 (κ) is the modified Bessel function of the first kind; and order zero, which can be defined by : (2) where μ is the mean direction; and κ is the concentration parameter.
The distribution is influenced by the concentration parameter κ inversely as the Normal distribution N(μ, σ 2 ) is influenced by σ 2 . Thus, a concentrated von Mises distribution will have high concentration parameter, and a dispersed von Mises distribution will have a low concentration parameter (Caires & Wyatt 2003) .
MATERIALS AND METHODS

SIMULTANEOUS CIRCULAR FUNCTIONAL RELATIONSHIP MODEL
The error-in-variables model differs from the ordinary linear regression model in that the true independent variables or the explanatory variables are not observed directly, but are masked by measurements error (Hussin et al. 2009) . In this paper, we are considering a type of error-in-variables model, namely a functional relationship model for circular variables that is developed to be simultaneous. Suppose the variables Y ji (j = 1,…, q: i = 1,…,n) and X i (i = 1,…,n) are related by the linear functional relationship of Y j = α j + β j X(mod 2π). Let (x i , y ji ) be the observed values and these observations correspond to measurement of the actual values of (X i , Y ji ) made with some random errors of (δ i , ε ji ). The random errors δ i and ε ji are assumed to be distributed independently with von Mises distribution δ i ~ VM(0, κ) and ε ji ~ VM(0, v j ), respectively. The model of simultaneous linear functional are can be written as:
where Y j = α j + β j X(mod 2π) for j = 1,…, q; 1,…,n.
PARAMETER ESTIMATION
In this case, the variances of the error term are not necessarily equal and the ratio of the concentration parameter λ = is not necessarily 1. The log likelihood function of the von Mises distribution is given in (3). (4) and by setting , we obtain (5) Rearranging the terms in (5), we get (6)
or (9) Therefore,
where is the arc tangent of in the range [0, 2π), that is
Differentiating (3) with respect to X i , we obtain
. (12) Setting , we get .
X i may be solved iteratively with some "initial guess", suppose is an initial estimate of . Then,
We may also have Thus, the partial derivative equation above becomes:
. (16) where is an improvement of .
MAXIMUM LIKELIHOOD ESTIMATION OF Κ
From the log likelihood function of the von Mises distribution in (3), the equation is differentiated with respect to κ and we get
For the value of κ near to 1, Dobson (1978) gives the approximation as in (19) ,
whereas when the value of λ j = 1, Fisher (1993) gives the approximation (20) However, in this case, the value of λ j is not necessarily 1. Hence, we rearrange (18) 
and .
Therefore
Equation (26) is then simplified and it becomes a cubic expression as in (27) (27) Equation (27) is then being solved by using the polyroot function available in Splus software to find the estimation of κ. The function gives three values root where one of them is a real root and another two values are complex roots. The real root was chosen to be and was corrected by multiplying with the correction factor of to be the estimation of the concentration parameter. This is because in circular case, the estimation of a concentration parameter needs to be corrected by multiplying it by where q is the number of simultaneous equation . In this case, the correction factor becomes since q=2. Thus, indeed gives a better approximation to the value of κ.
RESULTS AND DISCUSSION
Simulation study was carried to assess the accuracy and the biasness of the estimation of concentration parameter κ obtained by using the proposed method. The number of simulation is set to be s, meanwhile the values of n and κ for the error terms have been generated. The following are the bias measures of . The measures of biasness of are mean, absolute relative estimate bias, estimated root mean square error and estimated standard error. The following are the measures.
(a) Mean of (b) Absolute relative estimate bias, (AREB) (%) = × 100%, Tables 1, 2 and 3 represent the result of the simulation when the ratio of concentration parameter, λ =1, λ =1.5 and λ =2, respectively. The trend of the bias measures may not be too obvious when κ is small; for example, for λ =1, we can see that when κ = 5, the mean value of is closer to the real value only when n is small. This is also true for the AREB values. However, when the values of κ are larger, say, κ value is above 15, for any fixed κ, as n increases, the mean gets closer to the real value of κ and the AREB decreases. The ESE and ERMSE both show a clear decreasing trend as n increases for any fixed value of κ. The same can be made for other values of λ, namely for λ = 1.5 and λ = 2, respectively.
In summary, we note that for any fixed κ, all the bias measures, namely AREB, ERMSE and ESE decrease as n increases.
APPLICATION TO REAL DATA
The model is illustrated by the wind and wave direction data collected from the Humberside coast of the North Sea, United Kingdom (Mokhtar 2016) . With the sample size of 49, the wave direction data measured by the HF radar system, developed by UK Rutherford and Appleton Laboratories, is addressed as the variable x. Variable y 1 is the wind data measured by anchored wave buoy and the variable y 2 is for the data of the wind direction which was measured by HF radar system. Table 4 shows the parameter estimates and the variance of parameter estimates for the real data set with the Akaike Information Criterion (AIC). The relationship between the variables x, y 1 and y 2 can be expressed for example for λ = 1, y 1 , 0.2083 + X(mod 2π) and y 2 = 0.3008 + X(mod 2π) where = 13.6884.
The variance of the parameter estimates were calculated by using the bootstrapping method. Meanwhile AIC was used to identify the optimum model in a class of competing models. It is based on the maximum likelihood function, which is unbiased. The best approximating model is the one with minimum AIC in the class of competing models (Mutua 1994) . The formula of calculating AIC is: AIC = -2log (maximized likelihood for model) +2 (number of fitted parameter)
In the application of the proposed method to the real data set, it is shown that the model with λ =1 or equal error variances has the smallest value of AIC. This indicates that the best model for the real data set is Y 1 = 0.2083 + X(mod 2π) and Y 2 = 0,3008 + X(mod 2π) with = 13.6884.
The variances of and are relatively small, which are 0.00083, 0.00085 and 0.12138, respectively.
CONCLUSION
This study proposes the estimation of the concentration parameter for simultaneous circular functional relationship model when the variances of the error term are not necessarily equal. The modified Bessel function was extended by considering the asymptotic power series that is of a cubic equation of κ. Roots of the cubic equation of κ were obtained by using the polyroot function in SPlus statistical software. Simulation was done to study the biasness of the estimation of the concentration parameter. From the simulation study, large concentration parameter and sample size show that the estimated concentration parameter has smaller bias measures. An illustration to a real wind and wave data set is given to show its practical applicability and we can say that the absolute relative estimate bias of the data is small which is less than 2 percents.
