Abstract. Considering SL(2, R) skew-product maps over circle rotations, we prove that a renormalization transformation associated with the golden mean α * has a nontrivial periodic orbit of length 3. We also present some numerical results, including evidence that this period 3 describes scaling properties of the Hofstadter butterfly near the top of the spectrum at α * , and scaling properties of the generalized eigenfunction for this energy.
Introduction
We consider a renormalization transformation that arises in the study of the spectrum of Schrödinger operators (H α u) n = u n+1 + u n−1 + V (x n )u n , n ∈ Z , (1.1)
acting on sequences u ∈ ℓ 2 (Z). Here, V is a suitable potential, and x n = x 0 + nα for some given real number α. Potentials for which n → V (x n ) is quasiperiodic lead to interesting spectra and have attracted considerable attention. The equation H α u = Eu for an eigenvector or generalized eigenvector of H α can be written as
The motivating example for the work presented here is the almost Mathieu (AM) operator, which corresponds to a potential V (x) = 2λ cos(2π(x + ξ)). Two reviews can be found in [14, 24] . By adding 1 / 2 to ξ, if necessary, we may assume that λ ≥ 0. A quantity of interest here is the rotation number rot(α, E) = lim 3) where Σ N (α, E) denotes the number of sign changes of a nontrivial solution u, as n ranges from 1 to N . For any fixed value of x 0 + ξ, the rotation number rot(α, E) is independent of u and depends continuously on α and E. If α is irrational, then rot(α, E) is independent of the choice of x 0 + ξ as well, by ergodicity. For proof of these and other properties (mentioned below) of the rotation number, we refer to [6, 7, 9] . The AM Hamiltonian H α is a "reduced" form of the Hofstadter Hamiltonian [1, 2] , which describes Bloch electrons moving on Z 2 , under the influence a magnetic flux 2πα through each unit cell. For λ < 1 the system is conducting (purely ac spectrum), and for λ > 1 it is insulating (purely pp spectrum), for almost every value of α and x 0 + ξ. For details, including proofs and references, see [19] . The Hofstadter Hamiltonian has an obvious duality transformation, which corresponds to replacing λ by λ −1 . In the self-dual case λ = 1, the spectrum of H α is included in the interval [−4, 4] , and when plotted as a function of α ∈ [0, 1], it is known as the Hofstadter butterfly [2] . It has zero Lebesgue measure [12] and interesting topological properties [21] . The spectrum itself is purely singular-continuous [17] , for almost every value of α and x 0 + ξ.
The Hofstadter butterfly is symmetric with respect to the reflections α → 1 − α and E → −E. The positive-energy part is shown in Figure 1 . The solid regions represent gaps in the spectrum, which are open intervals for fixed α; and their colors encode the so-called gap index k ∈ Z. To be more precise, the function α → rot(α, E) is constant on the gap with index k, where it satisfies 2 rot(α, E) ≡ kα (mod 1) .
(
1.4)
The left hand side of this congruence can also be identified with the integrated density of states [5, 7, 13, 25] , which makes (1.4) a purely spectral relation. A solution u of the equation (1.2) defines an orbit n → (x n , (u n , u n−1 )) for the following map G:
G(x, y) = (x + α, A(x)y) , x ∈ X , y ∈ R 2 .
(1.5)
Here, X denotes the real line R or the circle T = R/Z, depending on the situation being considered. A map of this type will be referred to as a skew-product map over a translation of X, or a skew-product (map) for short. Given this connection with dynamics, the Hofstadter butterfly can be viewed as a two-dimensional analogue of the Arnold tongues, which characterize resonances in circle maps. In particular, it exhibits interesting selfsimilarity properties [18, 30] . This strongly suggests the use of renormalization techniques. Renormalization group (RG) transformations for maps that involve irrational rotations have been studied for a variety of systems, from circle maps and area-preserving maps of the plane, to skew-products of the type (1.5). Among the many references that could be listed here are [3, 4, 16, 23, 27, 28] . In essence, these RG transformations lift the Gauss map (defined on [0, 1], mapping α > 0 to the fractional part of 1/α, and zero to zero) to a space of dynamical systems. In order to allow for scaling, they are usually formulated for pairs of commuting maps.
In this paper, we focus on the inverse golden mean α * = ( √ 5 − 1)/2, which is a fixed point of the Gauss map. This allows us to consider a single RG transformation R. Possible applications include a description of the generalized eigenfunction of the self-dual AM Hamiltonian H α * for the largest energy value E * in its spectrum. Another possible application concerns the self-similarity and scaling property of the Hofstadter butterfly, as α approaches α * and E approaches E * . This self-similarity is depicted in Figure 2 . It shows 4 successive enlargements of the Hofstadter butterfly, zooming in on the point (α * , E * ). The largest spectrum-free region in the n-th magnification corresponds to a gap index k n = (−1) n f (n + 1), where f (m) denotes the m-th Fibonacci number. In order to simplify notation, a skew-product map G of the form (1.5) will be written as (α, A). Given a second map F = (β, B) of the same type, we define the renormalized pair as
Here, Λ 1 is a map on R × R 2 of the form Λ 1 (x, y) = α * x, L(x)y , where L depends on the pair P as described below.
The scaling x → α * x of the first component is canonical and standard. In order to motivate our choice of L, let us consider the AM map G = (α, A), with A given by (1.2) and V (x) = 2λ cos(2π(x + ξ)). Since A is periodic with period 1, G commutes with F = (1, 1), where 1 denotes the 2 × 2 identity map. This property is preserved under renormalization: if P is a commuting pair, then so is R(P ). Another noteworthy property of the transformation R is that it commutes with the inversion (F, G) → F −1 , G −1 for commuting pairs, modulo a trivial conjugacy. This property has the potential of producing non-uniqueness, in the sense that every RG orbit comes in pairs. There should be no real distinction between such orbits. This brings us to an interesting property of the AM map G: it is reversible, in the sense that
with c = α − 2ξ. Notice that S c is an involution, meaning that S 2 c = I . One of the lesson learned from the RG analysis of area-preserving maps [16, 27] is that reversibility should be preserved under renormalization, if possible. Thus, we choose Λ 1 to commute with S c . For simplicity, we consider c = 0 and set
The constant σ 1 = σ 1 (P ) is chosen in such a way that the renormalized pair R(P ) satisfies a suitable normalization condition (defined later). Unless specified otherwise, we assume now that α = α * and β = 1. This pair of translations reproduces under renormalization, in the sense that R(P ) = 1, B 1 , α * , A 1 for two matrix functions A 1 and B 1 . We remark that F (x, y) and G(x, y) need not be defined for all x ∈ R. Formally, if F and G commute, then we can identify F (x, y) with (x, y) and consider G to be a map on the resulting quotient space. In any case, as far as renormalization is concerned, it suffices that the domains of A 1 and B 1 include the domains of A and B, respectively.
Our main result is the following theorem.
Theorem 1.1. There exists a function A * that is analytic on the complex disk x− α * 2 < 2, and a function B * that is analytic on x − 1 2 < 3, both non-constant and taking values in SL(2, R) for real arguments, such that the following holds. The skew-product maps F * = (1, B * ) and G * = (α * , A * ) are reversible and commute with each other. Furthermore, the pair P * = (F * , G * ) is a fixed point of the transformation R 3 , and the three-step scaling factor (defined later) is given by e σ * = 1.7000157758867897671921936150581734037633645686725 . . .
(1.9)
To our knowledge, the existence of such a 3-periodic RG orbit has not been described before in the literature. Some numerical and approximate RG computations can be found in [8, 15, 20, 22] , to mention just a few.
It is possible that the transformation R has other nontrivial periodic orbits, including one for zero energy. We have not looked at this question yet. The most prominent accumulation phenomenon in the Hofstadter butterfly occurs at the point (α, E) = (0, 0). But this may not be within the scope of renormalization, since the accumulation is linear, not geometric. A scaling conjecture and some related work can be found in [10, 11, 12] .
Our proof of Theorem 1.1 relies on estimates that have been carried out with the aid of a computer; see Sections 3, 4, and 6. As a by-product, we obtain highly accurate estimates on various relevant quantities, including the function A * and B * . Some bounds are given in Lemma 3.1. To be more precise about the scaling factor (1.9), we note that R 3 is given by
Here, Λ 3 is a composition of three scalings (1.8) and thus of the form
The scaling parameter σ 3 = σ 3 (P ) is determined by a suitable normalization condition for the pair R 3 (P ). For the precise definition we refer to Section 3. The constant σ * that appears in (1.9) is the value of σ 3 (P * ). It is independent of the choice of normalization.
Following an idea that was used in [16, 27] , we solve the fixed point equation for R 3 by first solving the fixed point equation for the following "palindromic" modification:
Clearly, R 3 (P ) agrees with R 3 (P ), if P is a commuting pair. The advantage of the transformation R 3 is that it preserves reversibility, even for pairs that do not commute. The condition F G = GF is very inconvenient to work with, so we drop it while solving the fixed point equation for R 3 . Once a solution P * is found, it is not too hard to show that F * and G * have to commute.
At this time, our evidence that the behavior of R near P * describes properties of the spectrum and generalized eigenfunctions for the self-dual AM model is purely numerical. Our numerical results are described in Section 2. In particular, they indicate that the following applies to the self-dual AM model with α = α * and E = E * .
To be more precise, write P n = R n (P ) as
Assume that the sequence n → A n (x) is bounded for some x, and that σ 3 (P 3k ) > 0 for large k. Then G has a nontrivial orbit that returns infinitely often to some fixed bounded set. In particular, if A is of the form (1.2), then E belongs to the spectrum of the corresponding Schrödinger operator (1.1).
A proof of Theorem 1.2 is given in Section 5. We note that the asymptotic condition σ 3 (P 3k ) > 0 holds e.g. if B 3k → B * and A 3k → A * , uniformly on the interval (−2, 2). Figure 3 shows the matrix A * described in Theorem 1.1 as a function of x. To be more specific, let us first change basis and write A new = M A old M and S new = M S old M , with M = M −1 as defined below. The matrices A = A new and S = S new are of the form
Some numerical results and observations
From now on, reversibility is defined with respect to this new matrix S. Notice that the matrix part of the scaling Λ 3 is diagonal in these new coordinates, with eigenvalue entries e σ 3 S and −e −σ 3 S . In this representation, the Schrödinger matrix (1.2) corresponds to t = (E − V )/2, u = t + 1, v = t − 1, and s = 0. If A is the second component of a map G = (α, A), then we usually work with the translated matrix
, so that G is reversible if and only if the components t 0 , u 0 , v 0 of A 0 are even, and s 0 is odd. These components for the matrix A * are shown in Figure 3 . Judging from a few thousand Taylor coefficients, these functions have much larger domains than those described in Theorem 1.1, and we suspect that A * and B * are in fact entire analytic. Our proof of Theorem 1.1 involves the use of an approximate fixed pointP for R 3 . A first rough approximation was found by computing iterates P n = R n (P ) for the selfdual AM model with α = α * , while adjusting the energy (via bisection) to get k → P 3k to converge numerically. Better approximations are then obtained easily by using the contraction M described in Section 3.
The approximate eigenfunction u mentioned in Theorem 1.2 is shown in Figure 4 , for the self-dual AM map with α = α * , energy E * = 2.5975151853767716484693511092199 . . ., and starting point x 0 + ξ = α/2. The vector y n = (u n−1 , u n ) for n = 0 is the expanding eigenvector 
The RG period 3 is clearly visible in these data. Notice that n(m) ∼ α −3m *
, and the corresponding peaks in Figure 4 grow like e 2mσ * . The sequence (2.2) appears in other contexts as well and is listed as A049651 in the On-Line Encyclopedia of Integer Sequences. References and links can be found at [32] .
Another property of the orbit u depicted in Figure 4 is that u n ≥ 0 for all n. This indicates that the AM map G for E = E * has a zero rotation number. For values of E below E * , we find positive rotation numbers. Our proof of Theorem 1.1 also involves the use of of a modest-size matrix approximation for the derivative DR 3 (P * ). By increasing the dimension to get a more accurate approximation, the eigenvalues of modulus larger than 1/10 are found to be
The largest eigenvalue, µ 1 , is almost certainly related to the (three generation) scaling of the Hofstadter butterfly in the energy direction. The scaling seen in Figures 1 and 2 , averaged over 4 generations, agrees quite well with µ 1/3
1 . The scaling in the α-direction over 3 generation is trivially α −3 * . But our current RG analysis is for fixed α = α * , so there is no room for an eigenvector of DR 3 (P * ) in the direction of a change of α.
Concerning the eigenvalue µ 2 , we conjecture that its value is equal to α −3 * . But despite its "trivial" value, it is not associated with a coordinate change or a non-commuting direction. We believe that µ 2 is related to variations in the strength of the x-dependence. In the AM model, such a change characterizes the transition between the conducting phase λ < 1 and the insulating phase λ > 1. So far, we have not found a way to prove that this eigenvalue is indeed α −3 * . But some formal arguments are given in Section 6. Our program finds an additional eigenvalue −1 that we have omitted from the list (2.3). We believe that this eigenvalue is associated with a non-commuting direction, which makes it irrelevant for commuting pairs of maps.
A more curious observation is that many (if not all) eigenvalues of modulus less that 1/10 appear in pairs of opposite sign. This is not unusual for some "trivial" eigenvalues, as will be described in Section 6, but we have no explanation why the same might occur more generally.
The fixed point problem
In this section we reformulate the equation R 3 (P ) = P as a fixed point problem for a contraction, acting on a suitable space of pairs.
Normalization
Since the transformation R 3 involves the composition and inverses of skew-product maps, let us first describe these two operations. As mentioned in the last section, the matrix part 
Our normalization condition that determines σ 3 is that e −2σ 3 u 0 (0) and e 2σ 3 v 0 (0) have the same absolute value. Clearly, other normalization conditions would work equally well. The same value of σ 3 is used to scale
In other words, only the first component of the pair R 3 (F, G) is being "re-normalized". But of course, this affects both components when R 3 is being iterated.
An extension
Given the constructive nature of our analysis, an important question is how to deal with a constraint like det(A) = 1. Typical SL(2, R) methods, including an Iwasawa-type decomposition for real matrices, involve quantities that have singularities in the complex plane. The resulting bounds were not sufficient for our purpose. For the problem considered here, it is better to consider PSL(2, C), via Möbius transformations
In particular, our involution is represented by
Notice that the transformation a is well-defined as long as ad − uv = 0. Our maps G = (α, A) involve matrices A ∈ SL(2, R), so the corresponding Möbius transformations a map the upper half of the extended complex plane C ∪ {∞} into itself. As long as ad − uv = 0, we have A) . We say that G is reversible if
. For the translated quantities described after (2.1) and at the beginning of this section, reversibility means that
In other words, the functions t 0 = (a 0 + b 0 )/2, u 0 , v 0 are even, and s 0 = (a 0 − b 0 )/2 is odd. Notice that this does not require that A 0 has determinant 1. And the same applies to the expression
for the matrix representing the inverse a −1 . So for all practical purposes, the constraint det(A) = 1 has been eliminated, albeit at the cost of having more degrees of freedom than necessary.
Motivated by the above, we extend our RG transformation R 3 to pairs of maps P = (F, G) that need that need not be area-preserving. (We call (α, A) area-preserving if A has determinant 1.) Still, it is preferable for the fixed point of R 3 to be are-preserving. This can be done e.g. by composing R 3 with the normalization map
If the determinant of A is close to 1, then [det(A)] −1/2 is well-defined, and N (A) has determinant 1. Notice also that, if (α, A) is reversible, then det(A 0 ) is an even function, so (α, N (A)) is still reversible. The derivative of N at A is given by
Our extension of R 3 is now defined as
We consider this map F in a neighborhood of an approximate fixed pointP . In what follows, the domain of R 3 is restricted to pairs P = (F, G) whose components F = (β, B) and G = (α, A) are reversible, with β = 1 and α = α * . The maps F and G need not be area-preserving. But by construction, F(P ) is a pair of reversible area-preserving maps.
The contraction
As is common in many computer-assisted proofs, we convert the fixed point problem for the given map F to a fixed point problem for a quasi-Newton map M associated with F. To be more specific, let I −M be an approximate inverse of I −DF P . Then we define
Here, the sum of map-pairs is defined component-wise, and (α, A 1 ) + (α, A 2 ) is defined as (α, A 1 + A 2 ). IfP is close to being a fixed point of F, and if M is chosen properly, we can expect M to be a contraction in some neighborhood ofP . Notice that, if p is a fixed point of M, then P =P + ( I −M )p is a fixed point of F. Now we need to define some function spaces. Given ρ > 0, denote by A ρ the space of all real analytic functions f on (−ρ, ρ) that have a finite norm
Of course, every f ∈ A ρ extends to an analytic function on the complex disk |x| < ρ. Furthermore, A ρ is a Banach algebra under the pointwise product of functions. The space of matrix functions A 0 whose components t 0 , u 0 , v 0 , and s 0 belong to A ρ will be denoted by A . In order for R to be defined as a map on B ρ , it is necessary and sufficient that
These inequalities are easily satisfied e.g. with 2 = ρ G ≤ ρ F ≤ 3. But it should be noted that, if P belongs to B ρ with ρ satisfying (3.12), then the components of R(P ) are defined on significantly larger domains. Those larger domains are not disks; however, they improve the domain of iterates of R. If we restrict to ρ G ≤ ρ F , then the analogue of the condition (3.12) for the transformation R 3 is
This condition is significantly weaker than (3.12). 
14)
where B δ denotes the open ball of radius δ in B r ρ , centered at the origin. Furthermore, for every pair p ∈ B δ , the matrix components of P =P + ( I −M )p are non-constant, e σ 3 (P ) satisfies the bound defined by the right hand side of (1.9), and P −P ρ < 10 −280 .
Our proof of Lemma 3.1 is computer-assisted and will be described in Section 7. We note that much higher precisions than the one described in this lemma can be achieved quite easily.
Proof of Theorem 1.1
Assume that Lemma 3.1 holds. By the contraction mapping principle, the given bounds imply that M has a unique fixed point p * in B δ . The corresponding function P * =P + ( I −M )p * is a fixed point of F, and the last statement in Lemma 3.1 applies to p = p * .
What remains to be proved is that the maps F * and G * commute. To this end, consider the commutator Θ = F G(GF ) −1 for a general pair P = (F, G). The commutator for the renormalized pairP = R 3 (P ) is easily found to bẽ
If we write Θ = (0, C), thenΘ = 0,C , with
Consider a change of variables x = 1 2α
Let now P = P * , so thatC 1 = C 1 . We need the identity (4.3) in some (arbitrary small) complex open neighborhood of the origin. It is straightforward to check that all these matrix functions are being evaluated only at points in their domain. Taking the trace on both sides of (4.3) yields tr(C 1 (ξ)) = tr(C 1 α 3 ξ ). By analyticity, this implies that the trace of C 1 (ξ) is independent of ξ, and the same holds then for the eigenvalues.
Assume now that the following holds for our fixed point P * . Applying (4.3) twice, we also have
In other words, C 1 (0) commutes with A 1 (0)
2 . Consider now a basis in C 2 where A 1 (0) is diagonal. By Proposition 4.1, such a basis exists. Then A 2 (0) is diagonal as well, and its eigenvalues are non-real by Proposition 4.1. So the matrix C 1 (0) has to be diagonal as well; and in particular, it commutes with A 1 (0). Now (4.3) implies that C 1 (0) is its own inverse. And C 1 (0) has no eigenvalue −1 by Proposition 4.1. So C 1 (0) must be the identity matrix. Given that C 1 (ξ) is independent of ξ, we conclude that Θ = (0, 1), or equivalently, that F * and G * commute.
This concludes the proof of Theorem 1.1, conditioned on the validity of Lemma 3.1 and Proposition 4.1.
Recurrent orbits
The main goal here is to give a proof of Theorem 1.2. Let P = (F, G) be a commuting pair of skew-products F = (1, B) and G = (α * , A), where A and B are functions with values in SL(2, R). Assume that the renormalized maps
are all well-defined. This involves a condition on the (real) domains of A and B. It suffices e.g. that F be defined on I F = (−ρ F , ρ F ) and G on I G = (−ρ G , ρ G ), with ρ F and ρ G satisfying (3.12). But in order to avoid domain issues when re-arranging factors, assume that F and G are skew-products on T × R 2 . Let n → q n be the Fibonacci sequence, defined recursively via q 0 = 0, q 1 = 0, and q n+1 = q n + p n for n ≥ 1, where p n = q n−1 . Given that F and G commute, we have
with a Λ n being a scaling of the form
Here, σ n is a sum of scaling exponents. More specifically, if n is a multiple of 3, say n = 3k, then σ n is the sum of all exponents σ 3 (P 3m ) with m < k. If n is even, then (5.2) yields
A similar identity is obtained if n is odd. But in order to prove Theorem 1.2, it suffices to consider even n. Let y = 1 0 , so that Sy = y. Then the second component in (5.4) is given by
Assume now that the sequence n → A n (x) is bounded for some fixed value of x in the domain of the functions A n . Assume furthermore that σ n is positive for sufficiently large n. This holds e.g. if B 6k → B * and A 6k → A * , uniformly on I F and I G , respectively, since σ * is positive by (1.9). Given that S − 1 ≤ 0, we see from (5.5) that the sequence n → y n returns infinitely often to a fixed bounded set in R 2 . Assume now that F = (1, 1) . In this case, G q n (x, y) = α n * (x + α), y n . So the above implies that G has an orbit that returns infinitely often to a fixed bounded set in T × R 2 , as was claimed in Theorem 1.2. The assertion concerning Schrödinger operators is an immediate consequence of this recurrence.
Some trivial eigenvalues
A well-known source of trivial eigenvalues in the renormalization of dynamical systems are coordinate changes. For pairs of maps, another source can be the scaling behavior of the commutator; see e.g. [31] . For the skew-product maps considered here, there may be another quantity whose scaling produces a trivial value α −3 for the eigenvalue µ 2 . A possibility will be mentioned at the end of this section. Since the spectrum of DR 3 (P * ) is not the main topic of this paper, we shall keep this section short and thus mostly formal.
Coordinate changes
For simplicity, let us replace the scaling Λ 3 in the definition (1.12) of R 3 by the scaling Λ * for the fixed point P * . This produces some extra eigenvalues for DR 3 (P * ), but these can easily be identified. Under a change of coordinates H ε we have
Setting H ε = I +εḢ + O(ε 2 ) and differentiating with respect to ε yields Taking the trace and using analyticity, we find that
with c n = 0, unless the trace ofĊ is identically zero. These eigenvalues κ n are indeed observed, but only for even n > 0. If the trace ofĊ vanishes, then the largest possible eigenvalues for constantĊ are κ = 1 or κ = −e ±2σ * . But these values are not observed.
Commutators
Consider now the equation (4.3) that relates the commutator 0,C for the renormalized pairP = R 3 (P ) to the commutator (0, C) for P . Substituting C 1 = 1 + εC + O(ε 2 ) and
, and equating terms of order ε, we obtaiñ
Let now C be an eigenvector of C →C with eigenvalue η. Then the left hand side of (6.5) is η C(ξ). Taking the trace and using analyticity, we find that 6) with c n = 0, unless the trace of C is identically zero. This shows e.g. that non-commuting perturbations contract under renormalization, with the possible exception of a direction with eigenvalue η 0 = −1. Such an eigenvalue is indeed observed in our computations, as we mentioned at the end of Section 2.
Remark 1. The equations (6.4) and (6.6) are merely restrictions on eigenvalues that could arise from coordinate transformations and commutators, respectively. To find out more, one needs to determine the associated eigenvectors. If an eigenvector violates a constraint like reversibility, or if it is due to having replaced Λ 3 by Λ * , then it is not observed in our analysis.
The second largest eigenvalue
We conclude this section with two formal arguments supporting the conjecture that the derivative of R 3 at P * has an eigenvalue α −3 * associated with a change of the strength of the x-dependence.
Consider the RG iterates (F n , G n ) for a commuting pair (F, G), as described by the equation (5.1). Taking F = (1, 1), the matrix part A n of G n has the trace
Here q n denotes the n-th Fibonacci number. Let now G be the AM map with λ ≤ 1, and with ξ = 0 for simplicity. Based on our findings described in Section 2, we can expect the trace (6.7) to be arbitrarily close to tr(A * (x)), if n is chosen sufficiently large and (α, E) sufficiently close to (α * , E * ). Then the eigenvalues of A n (x) have to cover a nontrivial range of values near ±1, as x is varied, since the same is true for A * (x).
In order to determine these eigenvalues approximately, let us use the well-known Chambers formula: if gcd(p, q) = 1, then 8) where E denotes the value of the left hand side for x = (4q) −1 . Consider α = p/q. Choose q = q m and p = q m−1 with m ≫ n, say m − n constant but large. Then α is the mth continued fractions approximant for α * , and q m ∼ α −n * . Presumably, we can choose E = E n (λ) near E * in such a way that E = 3, and such that G = (α, A) has a zero rotation number for at least one starting point x.
Notice that G has a nonzero rotation number rot(G) for a given x if and only the trace (6.8) takes values between ±2. But, unless λ is sufficiently close to 1, this trace is larger than 2 for all x, in which case G is purely hyperbolic. In order to avoid this, consider taking a limit λ = λ n → 1, in such a way that the right hand side of (6.8) approaches 2 for x = 0. (Recall that E = 3.) Then
This accumulation rate suggests that DR 3 (P * ) has an unstable direction with eigenvalue α −3 * , related to the variation of the parameter λ in the AM model.
Another formal argument involves the fluctuations f n and g n of the rotation number rot(F n ) and rot(G n ), respectively, around their mean values. Here, consider a pair P close to the fixed point P * of R 3 . Then the rotation numbers are close to zero, and we may assume that rot F n G −1 n = rot(F n ) − rot(G n ). Assuming furthermore that f n g n has mean zero, we find that the variances of f n and g n satisfy
(6.10)
Given that the matrix in this equation has an eigenvalue α −1 * , this is another indication that DR 3 (P * ) has an eigenvalue α −3 * , associated with the strength of the x dependence.
Computer estimates
What remains to be done is to verify Lemma 3.1 and Proposition 4.1. This is carried out with the aid of a computer. This part of the proof is written in the programming language Ada [34] and can be found in [33] . The following is meant to be a rough guide for the reader who wishes to check the correctness of our programs. Included in [33] are two files approx-Fix and ContrMat.134, which contain the approximate fixed pointP and the (finite rank) operator M , respectively, that enter the definition (3.10) of the transformation M.
The main parts of the proof are described in the Ada package Taylors1.Skews.Pairs, using procedures defined in several lower-level packages. The main program Check Fixpt first instantiates the required packages with the appropriate parameters, then readsP and M from the above-mentioned files, and finally handles control to the procedure ContrFix in Taylors1.Skews.Pairs. To give a rough idea of what happens next: ContrFix first computes an upper bound ε on the norm of M(0), and an upper bound K on the norm of DM(p) that holds for all p of norm 4ε or less. After checking that K < 3/4, a number δ < 4ε is chosen in such a way that ε + Kδ < δ.
These steps yield accurate and rigorous bounds on all quantities involved. So the last statement in Lemma 3.1, as well as Proposition 4.1, are trivial to verify in this process. In this context, a "bound" on a map f : X → Y is a function F that assigns to a set X ⊂ X of a given type (Xtype) a set Y ⊂ Y of a given type (Ytype), in such a way that y = f (x) belongs to Y for all x ∈ X. In Ada, such a bound F can be implemented by defining an appropriate procedure F(X: in Xtype; Y: out Ytype).
Enclosures for real numbers are defined by data of type Ball. For common finitedimensional spaces we use types Vector, Matrix, and Polynom1. Our type Taylor1 provides enclosures for functions in our spaces A ρ . Basic bounds for this type are defined in the package Taylors1. For a detailed description we refer to [29] , where the same type has been used. Enclosures for matrix function in A 4 ρ are implemented by the type Skew defined in the package Taylors1.Skews. And for pairs in B ρ we use a type Skew2 defined in Taylors1.Skews.Pairs.
Among the procedures defined in Taylors1.Skews is a bound Prod GFG on the product (F, G) → GF G for reversible matrix functions. Notice that the result is again reversible. Combined with a bound Inv on F → F −1 , Prod GFG is used to compute the composed map GF −1 G that appears in the first component of R(P ). The second component involves F G −1 F G −1 F , which can be computed by applying Prod GFG twice. A bound on the scaling (F, G) → Λ −1 3 F Λ 3 , Λ −1 3 GΛ 3 is defined by the procedure Equalize. The normalization map N and its derivative (3.8) are bounded via Normalize and DNormalize, respectively. A bit more complex are the derivative bounds DProd GFG and DEqualize. But it should not be difficult to understand the code and verify its correctness.
Bounds on the transformations R 3 , F, and M and their derivatives are obtained simply by composing the bounds described above.
We will not explain here the more basic ideas and techniques underlying computerassisted proofs in analysis. This has been done to various degrees in several other papers, including [27, 29] . As far as our proof of Lemma 3.1 and Proposition 4.1 is concerned, the ultimate reference is the source code of our programs [33] . For the center of the type Ball we use high precision [37] floating-point numbers (type MPFloat), and for the radii we use standard [36] extended floating-point numbers (type LLFloat). Both types support controlled rounding. Our programs were run successfully on a standard desktop machine, using a public version of the gcc/gnat compiler [35] . Instructions on how to compile and run these programs can be found in the file README that is included with the source code in [33] .
