A standing assumption in the literature on proportional transaction costs is efficient friction. Together with robust no free lunch with vanishing risk, it rules out strategies of infinite variation, as they usually appear in frictionless markets. In this paper, we show how the models with and without transaction costs can be unified.
Introduction
In frictionless markets, asset price processes have to be semimartingales unless they allow for an "unbounded profit with bounded risk" (UPBR) with simple strategies (see [8] ). With semimartingale price processes, the powerful tool of stochastic calculus can be used to construct the gains from dynamic trading. A trading strategy specifying the amounts of shares an investor holds in her portfolio is a predictable process that is integrable w.r.t. the vector-valued price process. Strategies can be of infinite variation since in the underlying limiting procedure, one directly considers the (book) profits made rather than the portfolio regroupings.
On the other hand, under arbitrary small transcation costs also non-semimartingales can lead to markets without "approximate arbitrage opportunties". Guasoni [10] and Guasoni, Rásonyi, Schachermayer [12] derive the sufficient condition of "conditional full support" of the mid-price process, that is satisfied, e.g., by a fractional Brownian motion, and arbitrary small constant proportional costs. Guasoni, Rásonyi, Schachermayer [13] derive a fundamental theorem of asset pricing for a family of transaction costs models. with simple strategies. With transaction costs, this is a delicate issue. Namely, under pointwise convergence of the strategies alone, one should not expect that portfolio processes converge. By the strict Fatou-type inequality (see Theorem A.9(iv) of [11] ), some variation/costs can disappear in the limit. On the other hand, without efficient friction, one cannot expect that a sequence of variation processes is dominated by a finite process.
Thus, roughtly speaking, we postulate the following: first, the limit strategy is better than all (almost) pointwise converging simple strategies and second, for each strategy there exists a special sequence of approximating simple strategies s.t. the portfolio processes converge. This characterizes the self-financing condition (see Corollary 3.21) . Especially, the self-financing riskless position does not depend on the choice of the semimartingale we use in the construction (see Corollary 3.22) .
The paper is organized as follows. In Section 2, we show the existence of a semimartingale price system (Theorem 2.7). In Section 3, we construct the cost process which allows us to introduce the self-financing condition, which is justified by Theorem 3. 19 . A counterexample is given in Example 3.24. Technical proofs are postponed to Section 4 and Appendix A.
2 Existence of a semimartingale price system Throughout the paper, we fix a terminal time T ∈ R + and a filtered probability space (Ω, F, (F t ) t∈[0,T ] , P) satisfying the usual conditions. The predictable σ-algebra on Ω×[0, T ] is denoted by P, bounded predictable processes by bP. To simplify the notation, a stopping time τ is allowed to take the value ∞, but [[τ ]] := {(ω, t) ∈ Ω × [0, T ] | t = τ (ω)}. Especially, we use the notation τ A , A ∈ F τ , for the stopping time that coincides with τ on A and is infinite otherwise. Var b a (X) denotes the pathwise variation of a process X on the interval [a, b] . A process X is called làglàd iff all paths possess finite left and right limits (but they can have double jumps). We set ∆ + X := X + − X and ∆X := ∆ − X := X − X − , where X t+ := lim s↓t X s and X t− := lim s↑t X s . For a random variable Y , we set Y + := max(Y, 0) and Y − := max(−Y, 0).
The financial market consists of one risk-free bond with price 1 and one risky asset with bid price S and ask price S. Throughout the paper, we make the following assumption. Assumption 2.1. (S t ) t∈[0,T ] and (S t ) t∈[0,T ] are adapted processes with càdlàg paths. In addition, S t ≤ S t for all t ∈ [0, T ] and S is locally bounded from below.
In this section, we only consider simple trading strategies in the following sense. Definition 2.2. A simple trading strategy is a stochastic process (ϕ t ) t∈[0,T ] of the form
where n ∈ N is a finite number, 0 = T 0 ≤ T 1 ≤ · · · ≤ T n = T is an increasing sequence of stopping times and Z i is F T i -measurable for all i = 0, . . . , n − 1.
The strategy ϕ specifies the amount of risky assets in the portfolio. The next definition corresponds to the self-financing condition of the model. It specifies the holdings in the risk-free bond given a simple trading strategy.
Proof. We assume that Theorem 2.8 holds true.
Step 1: Let S be locally bounded from below, S ≤ 1, and (S, S) satisfies (NUPBR). Thus, there is an increasing sequence (σ n ) n∈N of stopping times with P(σ n = ∞) → 1 such that S ≥ −n on 0, σ n for all n ∈ N. With (S, S), a fortiori ((S σ n + n)/(n + 1), (S σ n + n)/(n + 1)) satisfies (NUPBR). By Theorem 2.8, there is a semimartingale S n for each n ∈ N such that (S σ n + n)/(n + 1) ≤ S n ≤ (S σ n + n)/(n + 1). The process S := ∞ n=1 ½ σ n−1 ,σ n ((n + 1)S n − n), where σ 0 := 0, lies between S and S. S is a local semimartingale and thus a semimartingale. Consequently, Theorem 2.8 holds true under the milder condition that S is only locally bounded from below instead of nonnegative.
Step 2: Let S be locally bounded from below and (S, S) satisfies (NUPBR) for simple longonly strategies. Consider the stopping times τ n := inf{t ≥ 0 : S t > n}, n ∈ N. One has that P(τ n = ∞) = P(S t ≤ n ∀t ∈ [0, T ]) → 1 as n → ∞. With short-selling constraints, liquidation value processes that are attainable in the market ((S τ n /n) ∧ 1, (S τ n /n) ∧ 1) can be dominated by those in (S, S). Indeed, for t < τ n , one has (S τ n t /n) ∧ 1 = S t /n, and a purchase at time τ n cannot generate a profit in the market ((S τ n /n)∧1, (S τ n /n)∧1). Thus, ((S τ n /n)∧1, (S τ n /n)∧1) satisfies (NUPBR) with simple long-only strategies and by Step 1 there exist semimartingales S n with (S τ n /n) ∧ 1 ≤ S n ≤ (S τ n /n) ∧ 1 for all n ∈ N. Then, S := ∞ n=1 ½ τ n−1 ,τ n nS n , where τ 0 := 0, shows the assertion.
For the remainder of the section, we work under the assumptions of Theorem 2.8. More specifically we assume the following. Assumption 2.10. We assume 0 ≤ S ≤ S ≤ 1 and that (S, S) satisfies (NUPBR) for simple long-only strategies for the remainder of the section.
In addition, we set w.l.o.g. T = 1. We now proceed with the proof of Theorem 2.8. The candidate for the semimartingale will be the value process of a Dynkin zero-sum stopping game played on the bid and ask price, i.e., let (S t ) t∈[0,1] be the right-continuous version of
where T t,1 is the set of [t, 1]-valued stopping times for t ∈ [0, 1]. The existence of such a process and the non-trivial equality in (2.6) is guaranteed by Theoreme 7 & 9 and Corollaire 12 in [21] . Obviously, S = (S t ) t∈[0,1] satisfies S ≤ S ≤ S. Thus, we only have to show that (NUPBR) for simple long-only trading strategies implies that S is a semimartingale. We note that all arguments remain valid for a different terminal value of the game between S 1 and S 1 .
Next, we recall the notion of a quasimartingale and Rao's Theorem (see, e.g., Theorem 17 in [24, Chapter 3] or Theorem 3.1 in [2] ). Definition 2.11. Let X = (X t ) t∈[0,1] be an adapted process such that E(|X t |) < ∞ for all t ∈ [0, 1]. Given a deterministic partition π = {0 = t 0 < t 1 < · · · < t n = 1} of [0, 1] the mean-variation of X along π is defined as
and the mean variation of X is defined as
Finally, X is called a quasimartingale if M V (X) < ∞. Theorem 2.12 (Rao) . Let X be an adapted right-continuous process. Then, X is a quasimartingale if and only if X has a decomposition X = Y − Z where Y and Z are each positive right-continuous supermaringales. In this case, the paths of X are a.s. càdlàg.
Remark 2.13. Usually, Rao's theorem is formulated for an adapted càdlàg process X. However, to show that X can be written as the difference of two right-continuous supermartingales, the existence of the finite left limits of X is not needed (see the proofs of Theorem 8.13 in [14] or Theorem 14 in [24, Chapter 3])). On the other hand, right-continuous supermartingales possess a.s. finite left limits (see Theorem VI.3 in [9] ). This means that the theorem can be formulated for an a priori only right-continuous quasimartingale that turns out to be càdlàg.
If we can show that the right-continuous process S is a local quasimartingale, Rao's theorem (in the version of Theorem 2.12) yields that S can locally be written as the difference of two supermartingales, and it admits a càdlàg modification. Thus, S is a semimartingale by the Doob-Meyer-Theorem (Case without Class D) [24, Chapter 3, Theorem 16 ]. Hence, we now want to show that S is a local quasimartingale.
For this, we consider a discrete time approximation S n = (S n t ) t∈Dn of S on the set D n := {0, 1/2 n , . . . (2 n − 1)/2 n , 1} of dyadic numbers defined by S n 1 = S 1 and
Indeed, it is well-known (see, e.g., [23, Proposition VI-6-9]) that 
Proof. Let n ∈ N with n ≥ m and t ∈ D m . The pair of {t, t + 1/2 n , . . . , 1}-valued stopping times
is a Nash equilibrium of the discrete time game started at time t, i.e.,
where R(τ, σ) := S τ ½ {τ ≤σ} + S σ ½ {τ >σ} . This follows from [23, Proposition VI-6-9] and its proof with the observation that in finite discrete time the assertion also holds for ε = 0 by dominated convergence. For any τ ∈ T t,T , we let D n (τ ) := inf{t ≥ τ : t ∈ D n } and
This yields the estimates
Let ε > 0. For the continuous time game, the pair of stopping times
is an ε-Nash equilibrium, i.e.,
This is shown in Corollaire 12 and its proof in [21] . Combining the first inequality in (2.9) with τ = D n (τ * t ), the first inequality in (2.10) and the second inequality in (2.11) yields
. Similar, applying the second inequality (2.9) with σ = D n (σ * t ), the second inequality in (2.10) and the first inequality in (2.11), yields the corresponding upper estimate on S n t . Putting together, we get
Finally, as η n (τ * t ) → 0 and η n (σ * t ) → 0 a.s. by the right-continuity of S and S, the dominated convergence theorem for conditional expectations implies
which is the assertion as ε > 0 is arbitrary.
In the following, we will consider the discrete-time Doob-decomposition of the processes (S n ) n∈N , i.e., we write S n t = S n 0 + M n t + A n t with
for t ∈ D n . In particular, we have (with a slight abuse of notation)
The following observation is at the core of why our approach works. Lemma 2.15. Let n ∈ N and t = 0, 1/2 n , . . . , (2 n − 1)/2 n . Then, we have
Proof. From definition (2.12) we get E S n t+1/2 n | F t − S n t = A n t+1/2 n − A n t , which together with S n t = median S t , S t , E S n t+1/2 n | F t yields the assertion.
We now want to establish (after some stopping) a uniform bound on (2.14) . Proof. Before we begin, we roughly sketch the idea of the proof. If {sup t∈Dn |M n t | : n ∈ N} failed to be bounded in probability, the same would hold in some sense for the sequence (A n ) n∈N . Indeed, this is a consequence of S n = S n 0 + M n + A n and the fact that |S n | ≤ 1. Keeping Lemma 2.15 in mind, we show that by suitable long-only investments in the bid-ask market, one can earn the increasing parts of A n without suffering from the decreasing parts. In doing so, we would achieve an (UPBR) since the gains from A n are of a higher order than the potential losses from the martingale part M n . The proof of the latter relies on the brilliant ideas of Delbaen and Schachermayer [8, Lemma 4.7] , which we adapt to the present setting. The present setting is easier than in [8, Lemma 4.7] since the jumps of S n are uniformly bounded.
Step 1: Assume that the claim does not hold true, i.e., there is a subsequence (sup t∈Dm n |M mn t |) n∈N and α ∈ (0, 1/10) such that
In the following, we write (sup t∈Dn |M n t |) n∈N instead of (sup t∈Dm n |M mn t |) n∈N in order to simplify the notation. For this, it is important to note that from now on, we do not use properties of M n that do not hold for M mn . Let T n := inf{t ∈ D n : |M n t | ≥ n 3 } and define the process ( S n t ) t∈Dn by S n t := 1 n 2 S n t∧Tn . Note that the (discrete-time) Doob decomposition of S n is given by
where ( M n t ) t∈Dn = ( 1 n 2 M n t∧Tn ) t∈Dn denotes the martingale part and ( A n t ) t∈Dn = ( 1 n 2 A n t∧Tn ) t∈Dn the predictable part. In addition, we have
Next, we define T n,0 := 0 and, recursively,
Since |A n t − A n t−1/2 n | ≤ 1 and thus
we get
where k n := ⌊(n − 1)/3⌋ denotes the integer part of (n − 1)/3. Next, we establish a lower bound in L 0 (P) on ( M n T n,i ∧1 − M n T n,i−1 ∧1 ) − for i = 1, . . . , k n . The martingale property of M n together with (2.18) implies
and thus by (2.17) P (B n,i ) > α for n ∈ N and i = 0, . . . , k n .
We now turn our attention to the increments (
for all n ≥ √ α and i = 1, . . . , k n . In particular, if we define ( A n,↑ t ) t∈Dn by
we also get
for all all n ≥ 1/ √ α and i = 1, . . . , k n .
Step 2: In the second part of the proof, we construct an (UPBR) by placing smart bets on the process ( A n,↑ t ) t∈Dn . This is similar to the second part of [8, Lemma 4.7] with the major difference that we cannot invest directly into S n . We define two sequences of D n ∪ {∞}-valued stopping times (σ n k ) 2 n k=1 and (τ n k ) 2 n k=1 by
and, recursively,
for k = 2, 3, . . . , 2 n . Next, define a sequence of simple trading strategies (ϕ n ) n∈N by
By Lemma 2.15, the strategies ϕ n only buy if S n t = S t and sell if S n t = S t , despite of a possible liquidation at T n,kn Together with S n t i − S t ≤ 1 for all t i ∈ D n , t ∈ [0, 1], this implies that V liq (ϕ n ) can be bounded from below by
This means that the strategy allows us to invest in A n,↑ , but we still do not know if it actually allows for an (UPBR) as we need to get some control on the martingale part in (2.21). Therefore notice that
Thus, Doob's maximal inequality yields sup t∈Dn, t≤T n,kn t i ∈Dn,0<t i ≤t
Consequently, we get the estimate
by Tschebyscheff's inequality. Thus, let us define the stopping times
which satisfy P (U n < T n,kn ) ≤ 36/ √ k n . We now pass to the strategy ϕ n := (k n ) −3/4 ϕ n ½ 0,Un .
The left and right jumps of V liq ( ϕ n ) are bounded from below by −k 3/4 n n −2 , which is a direct consequence of 0 ≤ S ≤ S ≤ 1. We obtain inf t∈[0,T n,kn ∧1] 
It follows that
Putting (2.21), (2.24), (2.25), and (2.26) together yields that ( ϕ n ) n∈N is an (UPBR).
Lemma 2.17. Let Assumption 2.10 hold. For each ε > 0, there exists a constant C > 0 and a sequence of D n ∪ {∞}-valued stopping times (τ n ) n∈N such that P(τ n < ∞) < ε and the stopped processes S n,τn = (S n t∧τn ) t∈Dn , A n,τn = (A t∧τn ) t∈Dn satisfy
Proof. The idea of the proof is akin to the proofs of Proposition 3.1 and Lemma 3.4 in Beiglböck et al. [3] . We first claim that t i ∈Dn A n t i+1 − A n t i + | n ∈ N is bounded in probability. Suppose otherwise, i.e., there exists an ε > 0 s.t. for each K ∈ N there is a n ∈ N such that
We fix such an ε > 0. By Lemma 2.16 and (2.16), there exists a K 1 ∈ N s.t. for all n ∈ N the stopping times T n := inf{t ∈ D n :
Analogously to the previous proof, we define two sequences of D n ∪ {∞}-valued stopping times (σ n k ) 2 n k=1 and (τ n k ) 2 n k=1 by
and, inductively,
Lemma 2.15 yields, that this sequence of simple trading strategies allows us to invest in
while only making potential losses in the martingale part M n and at liquidation. After some elementary but tedious calculations akin to those in step 2 in the proof of Lemma 2.16, we arrive at
| n ∈ N , and we are done.
In order to finish the proof of Theorem 2.8 we still need a couple auxiliary results, which give us some more information about M V (S n , D n ) in comparison to M V (S m , D m ). Given a partition π = {0 = t 0 < t 1 < · · · < t n = 1} of [0, 1] and a stopping time τ , we have the following notation π(τ ) := inf{t ∈ π : t ≥ τ }. Recall the following useful result from [2] . 
Compared to the frictionless case with S n = S = S, the analysis is complicated by the fact that in general S m t = S n t for t ∈ D n . We have nevertheless the following monotonicity result. Lemma 2.19. Let Assumption 2.10 hold. In addition, let n, m ∈ N with m > n and let τ m be a D m ∪ {∞}-valued stopping time. For any s ∈ D n , we have
In particular, for s = 0 this yields
In addition, we have
Proof.
Step 1: In a first step, we keep the grid D n but replace S n with S m . Thus, we want to show
(2.31)
We start by showing the one-step estimate
for all s = 1 − 1/2 n , 1 − 2/2 n , . . . , 0. The equality in (2.32) can be checked separately on the F smeasurable sets
On the other hand, S m s ≤ S s , which implies the equality on B 1 . On the set B 2 ⊆ {S n s = S s }, the situation is completely symmetric. Finally, on B 3 = {S n s = E S n s+2 −n | F s }, the equality is obvious. The inequality in (2.32) follows from Jensen's inequality for conditional expectations and the triangle inequality. Now, we show (2.31) by a backward-induction on s = 1 − 1/2 n , 1 − 2/2 n , . . . , 0. For the initial step s = 1 − 1/2 n , we only have to multiply (2.32) for s = 1 − 1/2 n by ½ {1−2 −n <τm} and use that
33)
where we take on both sides of (2.31) for s + 1/2 n the conditional expectation under F s and use that {s + 1/2 n < τ m } ⊆ {s < τ m }. Multiplying (2.32) by ½ {s<τm} and adding (2.33) yields (2.31).
Step 2: We still need to pass from D n to D m for the process S m , i.e., we now want to show that
(2.34) This is less tricky: for τ m = 1, it directly follows from the triangle inequality together with Jensen's inequality for conditional expectations and the second summand on the RHS is not needed. However, in the general case there is the problem that τ m can stop in D m \ D n . Thus, for every i ∈ {s2 n , s2 n + 1, . . . , 2 n − 1}, we have to make the following calculations
For the second summand, we can use the estimate For the convenience of the reader, we recall the following result from [2] . Lemma 2.20 (Lemma 4.2 in [2] ). Assume that (τ n ) n∈N is a sequence of [0, 1] ∪ {∞}-valued stopping times such that P(τ n = ∞) ≥ 1 − ε for some ε > 0 and all n ∈ N. Then, there exists a stopping time τ and for each n ∈ N convex weights µ n n , . . . , µ n Nn , i.e., µ n k ≥ 0, k = n, . . . , N n and Nn k=n µ n k = 1, such that P(τ = ∞) ≥ 1 − 3ε and
(2.37)
We are now in the position to prove Theorem 2.8.
Proof of Theorem 2.8. Let Assumption 2.10 hold. Let ε > 0, (τ n ) n∈N and C > 0 as in Lemma 2.17.
In addition, let τ such as in Lemma 2.20. We have 
The self-financing condition
As already discussed in the introduction, we use the semimartingale to define the self-financing condition in the bid-ask model for general strategies. A self-financing condition can be identified with an operator ϕ → Π(ϕ) that maps each amount of risky assets to the corresponding position in the risk-less bank account (if the later exists). Here, we assume that the initial position and the risk-less interest are zero. The aim is to define Π(ϕ) as ϕ • S − ϕS − "costs". The process ϕ is bounded (see Remark 3.23 how the general case can be reduced to this). The costs are caused by the fact that the trades are carried out at the less favorable bid-ask prices. Since the gains in the semimartingale are finite, they cannot compensate infinite costs and the latter lead to ruin.
Construction of the cost term
We construct the cost associated to a strategy ϕ ∈ bP path-by-path, i.e., in the following, ω ∈ Ω is fixed and ϕ, S, S, S are identified with functions in time.
We follow a two-step procedure. First, we calculate the costs on intervals in which the left limit of the spread is bounded away from zero by means of a modified Riemann-Stieltjes integral. The integral turns out to always exist (but it can take the value ∞). In the second step, we exhaust the set of points with positive spread by finite unions of such intervals and define the total costs as the supremum of the costs along these unions. One may see a vague analogy between the second step and the way a Lebesgue integral is constructed.
This approach leads to a well-founded self-financing condition under the additional Assumption 3.18 on the behaviour of the spread at zero. Very roughly speaking, there should not occur costs if the investor builds up positions at times the spread is zero and the positions are already closed before the spread reaches any positive value (cf. Example 3.24 for a counterexample). Since for the construction itself of our cost process, the assumption is not needed, we introduce it later on.
In order to introduce the integral, we need the following notation.
(iii) If P, P ′ are two partitions of I, the common refinement P ∪ P ′ is the partition obtained by ordering the points of {t 0 , .
(v) Let ϕ ∈ bP, P = {t 0 , . . . , t n } be a partition of I and λ = {s 1 , . . . , s n } by an modified intermediate subdivision of P , the modified Riemann-Stieltjes sum is defined by (ii) In the case of C(ϕ, I) = ∞, we have |R(ϕ, P, λ)| > 1 ε . The next proposition establishes the existence of the cost term on an interval I where the spread is bounded away from zero.
Then, the cost term C(ϕ, I) in Definition 3.2 exists and is unique. In addition, we have
where Var b a (ϕ) denotes the pathwise variation of ϕ on the interval [a, b].
We postpone the technical proof of Proposition 3.3 to Appendix A.
Remark 3.4. First note that a priori, ϕ need not be of finite variation. Thus, we cannot decompose it into its increasing part ϕ ↑ and decresing part
. Instead, we consider the increasing and decreasing parts of ϕ along grids and weight them with the corresponding prices before passing to the limit.
However . This is weaker than the existence in the norm-sense, that is guaranteed for the usual Riemann-Stieltjes integral with a continuous integrator of finite variation. A straight forward adaption of the existence in the norm-sense of the usual Riemann-Stieltjes integral to the present context would read:
The cost term is said to exist and equal to C(ϕ, I) ∈ R + if for each ε > 0 there is δ > 0 such that |C(ϕ, I) − R(ϕ, P, λ)| < ε for all partitions P = {t 0 , . . . , t n } with sup i=1,...,n |t i − t i−1 | < δ and all intermediates subdivision λ = {s 1 , . . . , s n } with s i ∈ [t i−1 , t i ).
But, the following example, similar to Guasoni et al. [11, Example A.3] shows that C(ϕ, I) does in general not exist in the norm sense: let T = 2, S − S = ½ [1, 2] and ϕ = ½ (1, 2] . Namely, if t i = 1 is not included in the partition P , R(ϕ, P, λ) can oscillate between 0 and 1. have to be considered. In the limit, the choice of the price in [t i−1 , t i ) does not matter. Indeed, a well-known way to guarantee the existence of Riemann-Stieltjes integrals in the case of simultaneous jump discontinuities of integrator and integrand is to exclude the boundary points (see Hildebrandt [15, Section 6] ).
Finally, we mention that in the case of Var b a (ϕ) < ∞, the integrals are the same as in Guasoni et al. [11, Section A.2] . But, besides considering different processes, we introduce the integrals in a different way.
The next proposition shows that the cost is additive with regard to the underlying interval.
Proof. Taking a partition P of [a, b], we pass to the refinement P := P ∪ {c}. Then, for any intermediate subdivision λ of P , we have
Using this fact, it can easily be seen that the claim holds.
Having defined the costs for all subinterval I = [a, b] ⊆ [0, T ] with inf t∈[a,b) (S t − S t ) > 0, we now proceed to define the accumulated costs as a process. Therefore, we let (Note that {0} ∈ I with C(ϕ, {0}) = 0 and thus the supremum is nonnegative). If it is clear from the context, we also write (C t ) t∈[0,T ] for the cost process associated to ϕ. Proposition 3.9. Let ϕ ∈ bP. The cost process (C t (ϕ) t∈[0,T ] ) is [0, ∞]-valued, increasing and, consequently, làglàd (if finite). In addition, the following assertions hold.
The assertions above follow directly from Definitions 3.2 and 3.8. Thus, we leave the easy proof to the reader.
The next proposition determines sequences of partitions whose corresponding Riemann-Stieltjes sums converge to the cost term on an interval where the spread is bounded away from zero. This will be crucial to show that the cost term is predictable. For this purpose, recall that the oscillation osc 
In addition, let (P n ) n∈N be a refining sequence of partitions of I, i.e., P n = {t n 0 , . . . , t n mn } with a = t n 0 ≤ t n 1 ≤ · · · ≤ t n mn = b and P n+1 ⊇ P n , such that
Then, for any sequence λ n = {s n 1 , . . . , s n mn } of modified intermediate subdivision, we have
In addition, such a sequence (P n ) n∈N always exists.
The proof of Proposition 3.10 is closely related to the proof of Proposition 3.3. Thus, we also postpone it to Appendix A. We now conclude the subsection with a first approximation result. Proof. We carry out the proof by dividing it into two cases.
Case 1: Let's first consider the case, that C(ϕ, I) < ∞. Let ε > 0, there is a partition
Using the pointwise convergence of (ϕ n ) n∈N , we can find N ∈ N such that for all n ≥ N , we have
Keeping this in mind, for each n, we choose a partition P n such that for all refinements P of P n and intermediate subdivisions λ of P , we have C(ϕ n , I) ≥ R(ϕ n , P, λ) − ε. Now, we let P n := P ε ∪ P n and write P n = {t n 0 , . . . , t n mn }. Denoting by t i−1 = t n i 1 ≤ · · · ≤ t n i j = t i the points of P n in between t i−1 and t i , we have which tantamount to the claim as ε ↓ 0. Case 2: We now treat the opposite case, i.e., C(ϕ, I) = ∞. Therefore, let ε > 0 and we now can choose a partition P such that
Repeating the same arguments as in the first step leads us to lim inf n→∞ C(ϕ n , I) ≥ 1/ε − 2ε, which implies the claim as ε ↓ 0.
The cost term as a stochastic process
Until now we kept ω ∈ Ω fixed, i.e., the construction is path-by-path. To show some measurability properties of the cost term, we now consider it as a stochastic process. In order to prove Proposition 3.12, we need the following lemma, whose proof relies on some deep results of Doob [7] and thus is postponed to Appendix A.
Lemma 3.13. Let ϕ ∈ bP and σ ≤ τ two stopping times such that inf σ(ω)≤t<τ (ω) (S t (ω) − S t (ω) > 0 for all ω ∈ Ω. Then, the process C(ϕ, [σ ∧ ·, τ ∧ ·]) coincides with a predictable process up to evanescence.
In order to establish Proposition 3.12, we still need to approximate the supremum in Definition 3.8 in a measurable way. Therefore, we define for each n ∈ N a sequence of stopping times by τ n 0 := 0 and
Note, that only a finite number of {τ n k (ω)} k∈N is less than infinity as the process S − S has càdlàg sample paths, τ n 2k < τ n 2k+1 on {τ 2k < ∞}, and
for all ω ∈ Ω. In particular, this means that the process C n (ϕ)
is well-defined and predictable for each n ∈ N by Lemma 3.13.
Lemma 3.14. Let ϕ ∈ bP and (C n (ϕ)) n∈N as above. Then, C n (ϕ) → C(ϕ) pointwise.
Proof. We write C n instead of C n (ϕ) to not overburden the notation. Let (ω, t) ∈ Ω × [0, T ]. For C t (ω) < ∞, we claim: for each ε > 0 there is N = N (ω) ∈ N such that
Thus, let us prove (3.6) . It is obvious from Definitions 3.8, that we have C t (ω) ≥ C n t (ω) for all n ∈ N. To prove the other inequality, let ε > 0 and choose 0 ≤ a 1 < b 1 ≤ a 2 < · · · ≤ a n < b n ≤ t such that inf t∈[a i ,b i ) (S t (ω) − S t (ω)) > 0 for i = 1, . . . , n and
) > 0 and choose N ∈ N such that 2 −N < δ. Then, it follows from the definition of the stopping times (3.4 
Combining (3.7) this with Propostition 3.7, we find C t (ω) − ε ≤ C n t (ω) for all n ≥ N, which proves (3.6). Of course, for C t (ω) = ∞ the arguments are completely analogous.
Proof of Proposition 3.12. Applying Lemma 3.13, we find that C n coincides with a predictable process up to evanescence. Together with Lemma 3.14 this yields that C does the same.
Next, we want to calculate the cost of an "almost simple" trading strategy (cf. Guasoni et al. [11] for a detailed discusson).
Definition 3.15. A predictable stochastic process ϕ of finite variation is called an almost simple strategy if there is a sequence of stopping times (τ n ) n≥0 with τ n < τ n+1 on {τ n < ∞} and #{n : τ n (ω) < ∞} < ∞ for all ω ∈ Ω, such that ϕ = ∞ n=0 (ϕ τn ½ τn + ϕ τn+ ½ τn,τ n+1 ). Proposition 3.16. Let ϕ be an almost simple strategy. We have
Proof. For ω ∈ Ω fixed, there is some n ∈ N 0 with τ 0 (ω) < . . . < τ n−1 (ω) ≤ T and τ n (ω) = ∞. Now, it is sufficient to consider partitions containing
. . , n − 1 and δ > 0 small. We leave the details to the reader.
At last, we show how a ϕ ∈ bP, which incurs finite cost on a stochastic interval where the spread is bounded away from zero, can be approximated by almost simple strategies on this interval such that the cost terms converges as well. While interesting on its own, the result will be central for the characterization of our self-financing condition, which is introduced in the next subsection. Proposition 3.17. Let ϕ ∈ bP and σ ≤ τ two stopping times such that inf σ(ω)≤t<τ (ω) (S t (ω) − S t (ω) > 0 for all ω ∈ Ω and C(ϕ, [σ, τ ]) < ∞ a.s. Then, there exists a uniformly bounded sequence (ϕ n ) n∈N such that ϕ n ½ σ,τ is almost simple with ϕ n σ = ϕ σ and |ϕ − ϕ n | ≤ 1/n on σ, τ (up to evanescence) for all n ∈ N, and such that
The proof is postponed to Appendix A.
Definition and characterization
For the remainder of the paper, we make the following assumption on the bid-ask spread.
In Example 3.24, we show what can go wrong without this assumption.
Given a semimartingale S, we can define the operator Π that maps a strategy from bP to the associated risk-less position by
. If stock positions are evaluated by the semimartingale S, the wealth process is given by
The following theorem characterizes the process V (ϕ) as the limit of wealth processes associated with suitable almost simple strategies. Note that for almost simple strategies, V coincides with the intuitive wealth process that can be written down without any limiting procedure.
We still have to introduce a measure that give some information about the convergence of integrals w.r.t. S. There exists a probability measure Q ∼ P s.t. the semimartingale S possesses a decomposition S = M + A, where M is a Q-locally square integrable martingale and A a Q-locally integrable process of finite variation. We introduce the σ-finite measure
Theorem 3.19. Let ϕ ∈ bP and let µ be a σ-finite measure on the predictable σ-algebra with µ S ≪ µ.
(i) For all uniformly bounded sequences of predictable processes (ϕ n ) n∈N , the following implication holds: Remark 3.20. In Theorem 3.19 (i), one cannot expect convergence "uniformly in probabiltity" as in the frictionless case. Indeed, consider S = 1, S = 2, and ϕ n = 1 ]]1/n,1]] which converges pointwise to ϕ = 1 ]]0,1]] but V (ϕ n ) − V (ϕ) = 1 ]]0,1/n]] .
The following corollary states that, the other way round, an operator Π which coincides with Π from (3.9) for all almost simple strategies and that possesses the properties of Theorem 3.19 has to coincide with Π. 
(3.10)
(b) For all bounded ϕ and uniformly bounded sequences of almost simple strategies (ϕ n ) n∈N , the following implication holds: Then, one has that
Note that the formulation of (b) is a bit complicated since ϕ n t does in general not converge pointwise to ϕ t on {S t− = S t− }. Thus, on this set, the bank account cannot be separated from the risky asset position. 
. This means that the sequence converges to ϕ a.s. at time t, which simplifies the RHS in (b). Together with (b) for the operator Π, this implies P ( Π t (ϕ) ≤ ϕ • S t − C t (ϕ) − ϕ t S t ) = 1. By symmetry, this yields the assertion. Corollar 3.21 provides a characterization of the self-financing condition for general strategies: (1) The limit strategy is better than all (almost) pointwise converging almost simple strategies and (2) there exists a special approximating sequence s.t. the limit coincide. For (1), on {S − = S − }, the convergence has to hold almost everywhere w.r.t. a measure depending on the operator but not on the strategies. In (2), the approximating strategies have to be found s.t. the convergence on {S − = S − } holds almost everywhere w.r.t. arbitrary "fine" σ-finite measures.
An immediate consequence is the following. Proof. Let C S = C and C S be the cost processes w.r.t. the semimartingale price systems S and S. For an almost simple strategy ϕ, one has that
at least P -a.s. for all t ∈ [0, T ]. Thus, Corollary 3.21 implies that (3.11) holds for arbitrary bounded predictable strategies.
Remark 3.23. Once the self-financing condition is defined for all bounded strategies, one can proceed as in the theory of stochastic integration. One requires (!) that the portfolio processes for median(−K, ϕ, K) converge in some sense for K → ∞. Observe that the cost process of the strategy median(−K, ϕ, K) is nondecreasing in K. This means that the cutting of the strategy does not produce artificial trading costs.
The following example shows that our approach does not work without Assumption 3.18. Indeed, assume that Π satisfies (a),(b),(c). For µ in (c), we choose a measure that dominates
. First, we consider the strategy ϕ = 1 {B=0} . For any simple sequence (ϕ n ) n∈N s.t. ϕ n → 0 pointwise on {B = 0} and ϕ n → 1 on {B = 0} µ-a.e., we get Π t (ϕ n ) ≤ ϕ n • S t − ϕ n t S t → −L B t in probability for n → ∞. Together with property (c) this implies that
s. for all t. With the same argument, but now doing the accounting with S instead of S, we get Π(−1 {B=0} ) ≤ −L B . On the other hand, we must have that Π(1 {B=0} ) + Π(−1 {B=0} ) = 0 since the cost terms C disappear for both strategies. This is a contradiction.
Proof of Theorem 3.19
We start with two lemmas that prepare the proof of Theorem 3.19. In the following, we set X := S − S with the convention that X 0− := 0. Let M be the set of starting points of excursions of the spread away from zero, i.e.,
For a stopping time τ , we define the associated stopping time Γ 2 (τ ) by Γ 2 (τ ) := inf{t > τ | X t = 0 or X t− = 0}. Lemma 4.1. There exists a sequence of stopping times (τ n 1 ) n∈N with P ({ω ∈ Ω | τ n 1 (ω) < ∞, τ n 1 (ω) ∈ M }) = 0 for all n ∈ N, P (τ n 1 1 = τ n 2 1 < ∞) = 0 for all n 1 = n 2 , and
Proof. We define a finite measure µ on the predictable σ-algebra by µ(A) := ∞ k=1 2 −k P ({ω | (ω, q k ) ∈ A}), where (q k ) k∈N is a counting of the rational numbers. Let M be the set of finite unions of intervals ]]τ, Γ 2 (τ )]], where τ runs through all stopping times satisfying P ({ω | τ (ω) < ∞, (ω, τ (ω)) ∈ M }) = 0. The essential supremum w.r.t. µ can be written as
where τ n 2 = Γ 2 (τ n 1 ). Now consider the stopping time σ := inf{t ∈ (0, T ] | X t− > 0 and t ∈ ∪ n∈N (τ n 1 , τ n 2 ]}. By the definition of the infimum, we must have that X σ = 0 or X σ− = 0 on the set {σ < ∞}. Together with Assumption 3.18, this means that in σ there starts an excursion, and it is not yet overlapped. By the definition of the essential supremum, one has µ(]]σ, Γ 2 (σ)]]) = 0. Since Γ 2 (σ) > σ on {σ < ∞}, this is only possible if P (σ < ∞) = 0 and thus P ({ω ∈ Ω | ∃t ∈ (0, T ] X t− (ω) > 0 and t ∈ ∪ n∈N (τ n 1 (ω), τ n 2 (ω)]}) = 0.
Next, we analyze the time the spread spends at zero. Define
M 1 ∪ M 2 can be seen as the ending points of an excursion, with the convention that an excursion also ends if only the left limit is zero. For a stopping time τ , we define the starting point of the next excursion after τ by (Γ 1 (τ ))(ω) := inf{t ≥ τ (ω) | (ω, t) ∈ M }, which is by Assumption 3.18 a stopping time.
Lemma 4.2. There exists a sequence of stopping times (σ n 1 ) n∈N with P ({ω ∈ Ω | σ n 1 (ω) < ∞, σ n 1 (ω) ∈ M 1 ∪ M 2 }) = 0 such that (σ n 1 ) {X σ n 1 − =0} are predictable stopping times for all n ∈ N, P (σ n 1 1 = σ n 2 1 < ∞) = 0 for all n 1 = n 2 , and
up to evanescence. for Γ 1 from above.
(4.2) can be interpreted as follows. If the spread approaches zero continuously at some time t, the investment between t− and t already falls into the "frictionless regime". On the other hand, if the spread jumps to zero at time t, the frictionless regime only starts immediatelly after t (if at all).
Proof of Lemma 4.2. We take the starting points τ n 1 of the excursions from Lemma 4.1 and define the measure µ(A) := ∞ n=1 2 −n P ({ω | (ω, τ n 1 (ω)) ∈ A}) + P ({ω | (ω, T ) ∈ A}) for all predictable A. Consider the essential supremum w.r.t. µ of the predictable sets [[σ {X σ− =0} ]]∪]]σ, Γ 1 (σ)]], where σ runs through the set of stopping times satisfying P ({ω | σ(ω) < ∞, (ω, σ(ω)) ∈ M 1 ∪ M 2 }) = 0 with the further constraint that σ {X σ− =0} is a predictable stopping time. The supremum can be written as
Consider the stopping time σ := inf{t ≥ 0 | X t− = 0 and t ∈ ∪ n∈N {X σ n 1 − = 0} × [σ n 1 ] ∪ (σ n 1 , σ n 2 ] }, where σ n 2 := Γ 1 (σ n 1 ). We have that P ({ω | σ(ω) < ∞, (ω, σ(ω)) ∈ M 1 ∪M 2 ) = 0 and σ {X σ− =0} is a predictable stopping time. By the maximality of the supremum, one has µ([[σ {X σ− =0} ]]∪]]σ, Γ 1 (σ)]]) = 0. Since the intervals overlap T or some τ n 1 (ω) if they are nonempty, we arrive at P (σ < ∞) = 0, and thus (4.2) holds.
Proof of Theorem 3.19. Ad (i): Let (ϕ n ) n∈N satisfy ϕ n → ϕ pointwise on {S − > S − }. For any I ∈ I, Proposition 3.11 yields that lim inf n→∞ C(ϕ n , I ∩ [0, t]) ≥ C(ϕ, I ∩ [0, t]) for all (ω, t). It follows that lim inf n→∞ C t (ϕ n ) ≥ sup J∈I C(ϕ, J ∩ [0, t]) = C t (ϕ) for all (ω, t). If in addition ϕ n → ϕ µ S -a.e. on {S − = S − }, we have that ϕ n • S → ϕ • S uniformly in probability. Putting together, we arrive at (i).
Ad (ii): The following analysis is based on the stopping times (τ n 1 ) n∈N and (σ n 1 ) n∈N from Lemma 4.1 and Lemma 4.2, respectively. Consider the set
A is predictable. In addition, for all ω ∈ Ω, {t | (ω, t) ∈ A} is countable since for each t with (ω, t) ∈ A there exists an ε > 0 s.t. (ω, s) ∈ A for all s ∈ (t, t + ε) . Thus, by Theorem 7.5.2 in Cohen and Elliott [6] , there exists a sequence of predictable stopping times with
First, we approximate ϕ by the strategies ϕ n 0 := ϕ1 ∪ n≤n 0 (B n ∪ B n ∪∪ m≤n 0 C n,m ) .
(4.4)
Excursions away from zero are either included by B n with the forerunner B n or one buys the position already at X − = 0, i.e., at zero costs. This means that there exists a σ k 2 with σ k 2 = τ n 1 or the trader is already invested at τ n 1 −.
Step 1: Let E ∈ F T be a set with P (E) = 1 s.t. the properties from Lemma 4.1, Lemma 4.2, and (4.3) hold for all ω ∈ E. This implies that ϕ n 0 → ϕ for all t ∈ [0, T ] and ω ∈ E. Indeed, we only have to show that (τ n 1 (ω), Γ 2 (τ n 1 (ω)) is overlapped by some sets B m or C n,m . This holds true since either τ n 1 (ω) = Γ 1 (σ m 1 (ω)) for some m, i.e., τ n 1 (ω) = 0 or there exists a last excursion before τ n 1 (ω), or (ω, τ n 1 (ω)) ∈ A, i.e., τ n 1 (ω) is an accumulation point of exursions starting shortly before. Thus, we arrive at ϕ n 0 • S to ϕ • S uniformly in probability for n 0 → ∞.
Step 2: Let us show that
If the left endpoint s of an interval B n or C n,m is included, then one has that X s− = 0. If not and s = 0, one has that X s = 0. If the right endpoint t of B n or C n,m is included, then one has that X t = 0. If not, one has that X t− = 0. This means that "the strategy ϕ n 0 does not produce costs which do not occur for ϕ". there exists an I ∈ I such that sup t∈[0,T ] (C t (ϕ) − C(ϕ, I ∩ [0, t])) ≤ ε. I is overlapped by finitely many B n and C n,m . Thus, for n 0 large enough, one has I ⊂ ∪ n≤n 0 (B n ∪ B n ∪ ∪ m≤n 0 C n,m ) and
This implies (4.5) . We arrive at V (ϕ n 0 ) → V (ϕ) for n 0 → ∞ uniformly in probability.
Step 3: By Steps 1 and 2, it remains to approximate strategies of the form ϕ := ϕ n 0 by almost simple strategies. It is important to note that this simplification works since for all (ω, t) with X t− (ω) > 0, one has that ϕ n 0 t (ω) = ϕ t (ω) for n 0 large enough. W.l.o.g we can assume that P (τ n 1 = Γ 1 (σ m 1 ) < ∞) = 0 for all n, m ≤ n 0 . For given ε > 0 define ε := ε/(8n 2 0 + 10n 0 ). W.l.o.g. S, S, ϕ take values in [−1/2, 1/2] to get rid of further constants. In the following, we construct an almost simple strategy step by step on disjoint stochastic intervals. We start with the construction of an almost simple strategy on [[(τ n 1 ) {τ n 1 =T m } , τ n 2 ]]. There exists a stopping time τ n 1 with τ n 1 = τ n 1 on {X τ n 1 > 0} and τ n
≤ ε, where we use the notation Y ⋆ := sup t∈[0,T ] |Y t |. This follows from the right-continuity of the processes X and (ϕ − ϕ τ n 1 ) dS and from the definition of the cost process. In addition, since (τ n 2 ) {X τ n 2 −=0 } is a predictable stopping time (an announcing sequence is inf{t > τ n 1
By Proposition 3.17, there exists an almost simple strategy ψ n,m with ψ n,m We get
Indeed, there are 3 error terms before τ n 1 , 2 error terms between τ n 1 and τ n 2 , and 3 error terms between τ n 2 and τ n 2 . Note that the right endpoint τ n 2 is only included in C n,m if X τ n 2 − > 0 but in this case we must have that X τ n 2 = 0. This means that the terminal liquidation is for free. A strategy with support B n has zero costs, and we find an almost simple strategy ψ n with P (( (ψ n − ϕ)1 B n dS) ⋆ > ε) ≤ ε. ψ n can be chosen s.t. P (|ψ n
, we proceed as in (4.6) with the only difference that the almost simple strategy buys/sells the "small" difference ϕ Γ 1 (σ n 1 ) − ψ n
Since C n,m and B n ∪ B n are disjoint, (4.6) and (4.7) can be used to define an almost simple strategy on Ω × [0, T ]: for n, m ≤ n 0 , we define ψ as above and set ψ := 0 on (Ω × [0, T ])\∪ n≤n 0 (B n ∪ B n ∪ ∪ m≤n 0 C n,m ). By construction, there occur no costs when updating the almost simple ψ between the intervals C n,m and B n ∪ B n . Summing up the error terms from above and using that V 0 (ψ) = V 0 (ϕ) = 0, we obtain the estimate P (sup
A Technical results: Construction of the cost term Proof of Proposition 3.3 and Proposition 3.10. As the two propositions are interrelated, we give their proofs together. Recall that the arguments below are path-by-path, i.e., ω ∈ Ω is fixed.
Step 1: We begin by establishing the uniqueness of the cost term. Therefore, assume that there are exist C 1 , C 2 ∈ [0, ∞] satisfying the condition in Definition 3.2. This means that for each i ∈ {1, 2}, ε > 0, we find a partition P i ε such that for all refinements P of P i ε and all modified intermediate subdivision λ of P , we have d(C i , R(ϕ, P, λ)) < ε, where d(x, y) := | arctan(x) − arctan(y)| with arctan(∞) := π/2, which defines a metric on [0, ∞]. But, letting λ denote an arbitrary modified intermediate subdivision of
, which means C 1 = C 2 as the above holds for all ε > 0.
Step 2: We now turn towards existence. We start by showing that there exists a refining sequence of partitions (P n ) n∈N satisfying assertions (i) and (ii) of Proposition 3.10. Let (δ n ) n∈N , (η n ) n∈N ⊆ (0, ∞) be sequences with δ n ↓ 0 and η n ↓ 0. It follows from a minor adjustment of [22, Lemma 2.1] that for each n ∈ N there is a partition
for i = 1, . . . , m n . Obviously, (A.1) also holds for all refinements of G ′ n . Hence, we can pass to a refinement G n = {t n 0 , . . . , t n kn } of G ′ n such that
and osc(S − S, [t n i−1 , t n i )) < δ n and osc(S − S, [t n i−1 , t n i )) < δ n , i = 1, . . . , k n .
Finally, as the properties (A.2) and (A.3) hold for all refinements of G n , we may consider P n := ∪ m≤n G m to obtain a refining sequence of partitions satisfying (A.2) and (A.3).
Step 3: In the next step, we show that the sequence of partitions from step 2, that satisfies the assumptions (i) and (ii) of Proposition 3.10, can be used to show the existence of the cost term. We denote this refining sequence of partitions by P n = {t n 0 , . . . , t n kn } and assume that (A.2) and (A.3) hold with sequences δ n ↓ 0 and η n ↓ 0. To show this, for each i ∈ {1, . . . , n}, we denote by t ′ i 1 , . . . , t ′ in i the elements of P ′ with t n i−1 = t ′ i 1 ≤ · · · ≤ t ′ in i = t n i and obtain that
and, similar,
(here we need that s i , s ′ i k are strictly smaller than t n i ). Hence, using this together with (A.2) yields
Now, let (λ n ) n∈N be arbitrary modified intermediate subdivisions of (P n ) n∈N . Then, as the sequence (P n ) n∈N is refining, (A.4) yields sup m≥n |R(ϕ, P m , λ m ) − R(ϕ, P n , λ n )| ≤ η n M + δ n Var b a (ϕ).
Thus, the sequence (R(ϕ, P n , λ n )) n∈N is Cauchy in R + and C := lim n→∞ R(ϕ, P n , λ n ) ∈ R + exists.
It remains to show that C satisfies Definition 3.2 (i). Therefore, let ε > 0 and choose n ∈ N such that η n M + δ n Var b a (ϕ) < ε/2 and |C − R(ϕ, P n , λ n )| < ε/2. Together with (A.4), this implies that for all refinements P ′ of P n and subdivisions λ ′ of P ′ , we have
Thus, C satisfies Definition 3.2 (i).
Case:
We now treat the case Var b a (ϕ) = ∞. In this case, we will show that the cost term exists and C(ϕ, I) = ∞. Recall that we assumed δ := inf t∈[a,b) (S t −S t ) > 0. We define a sequence (σ k ) k≥0 by σ 0 = a and
As S, S, and S are càdlàg, we have σ k = b for k large enough. Hence, let K ∈ N denote the smallest number such that σ K = b. In addition, note that we also have σ 0 ≤ σ 1 < σ 2 < · · · < σ K = b and, per construction,
Since K < ∞ and ϕ is bounded, this implies that for at least one k ∈ {0, 1, . . . , K − 1}, we have
which, again by the boundedness of ϕ, implies that t n i ,t n i−1 ∈Pn t n i ,t n i−1 ∈[σ k ,σ k+1 ] (ϕ t n i − ϕ t n i−1 ) + → ∞ and t n i ,t n i−1 ∈Pn t n i ,t n i−1 ∈[σ k ,σ k+1 ] (ϕ t n i − ϕ t n i−1 ) − → ∞, n → ∞. (A.6) By (A.5), this implies that R(ϕ, P n , λ n ) → ∞ as n → ∞ for arbitrary subdivisions λ n of P n . Since the sums in (A.6) get even bigger if P n are replaced by refining partitions G n , the cost term C(ϕ, I) exists and is ∞. This finishes the proof of Propositions 3.3 and 3.10. Indeed, in step 3 above, we showed that if there exists a refining sequence of partitions satisfying the assumptions of Proposition 3.10, then the cost term exists and the Riemann-Stieltjes sums along this sequence converges to the cost term. Finally, recall that in step 2, we showed that there actually exists a sequence of partitions with the required properties, which implies the existence of the cost term.
We now turn to the proof of Lemma 3.13. This will rely on the following concept and result of Doob [7] . i.e., the graph of the sample function t → ϕ t (ω) is the closure of the graph restricted to the set {T n (ω) : n ∈ N}. A stochastic process ϕ having a predictable separability set is called predictably separable.
Theorem A.2 (Doob [7] , Theorem 5.2). A predictable process coincides with some predictably separable predictable process up to evanescence.
Proof of Lemma 3.13. By Theorem A.2, we have to show that for a predictably separable predictable process ϕ, the process C(ϕ, [σ ∧ ·, τ ∧ ·]) is predictable. Let {T n : n ∈ N} denote the predictable separability set for ϕ. By (A.7), we can find a sequence of finite sequences of (not necessarily predictable) stopping times σ = T n 0 ≤ T n 1 ≤ · · · ≤ T n mn = τ such that Var τ ∧t σ∧t (ϕ) = lim n→∞ mn i=1 |ϕ T n i ∧t − ϕ T n i−1 ∧t |, pointwise, t ∈ [0, T ].
Next, we define for each n ∈ N and i ∈ {1, . . . , m n } a sequence (V n,i l ) l∈N of stopping times by V n,i 0 = T n i−1 and recursively V n,i l := inf{t > V n,i l−1 :|S t − S t − (S V n,i
This leads to the sequence of random partitions P n := k≤n i=1,...,m k l∈N 0 {V i,k l }, n ∈ N, which is for each ω refining. Note that for ω and n fixed, P n is finite. Rearranging the resulting stopping times in increasing order yields a refining sequence of increasing sequences of stopping times (ν n k ) k∈N , n ∈ N, such that #{k : ν n k (ω) < ∞} < ∞ for all n ∈ N, Var τ ∧t σ∧t (ϕ) = lim n→∞ ∞ k=0 |ϕ ν n k ∧t −ϕ ν n k−1 ∧t | for all t ∈ [0, T ], and max(osc(S−S, [ν n k , ν n k+1 )), osc(S−S, [ν n k , ν n k+1 ))) ≤ 1/n for all k ∈ N 0 and n ∈ N. In particular, this means that for each ω ∈ Ω and t ∈ [0, T ] the sequence of partitions (P n (ω)) n∈N defined by P n (ω) := {ν n k (ω) ∧ t : k ∈ N} satisfies the assumptions of Proposition 3.10. Hence, Proposition 3.10 implies that the sequence of predictable processes Step 1. We start by constructing the sequence (ϕ n ) n∈N . Therefore, we define T n 0 := σ, T n k := inf{t ∈ (T n k−1 , τ ] : |ϕ t − ϕ T n k−1 + | ≥ 1/n}, k ∈ N, (A.9)
which are obviously stopping times. In addition, we have T n k−1 < T n k on {T n k−1 < ∞} and #{k : T n k (ω) ≤ τ } < ∞ for all ω ∈ Ω as Var τ σ (ϕ) < ∞. Since the infimum may or may not be attained, we have to define further stopping times: π n 0 := σ, π n k := (T n k ) {|ϕ T n k −ϕ T n k−1 + |≥1/n} , k ∈ N and note that π n k is a predictable stopping time for all k ∈ N. Indeed, for k ≥ 1 we have π n k = 0, T n k ∩ {(ω, t) : Y t (ω) ≥ 1/n} ∈ P since the process Y t := |ϕ t − ϕ T n k−1 + |½ T n k−1 ,τ is a predictable. Hence, we may define (ϕ n ) n∈N by ϕ n := ∞ k=0 ϕ π n k ½ π n k + ϕ T n k + ½ T n k ,T n k+1 \ π n k+1 which satisfies ϕ n σ = ϕ σ and ϕ n ½ σ,τ is predictable and, consequently, almost simple. In addition, the definition ensures |ϕ − ϕ n | ≤ 1/n on σ, τ .
Step 2: Let us show that sup t∈[σ,τ ] |Var t σ (ϕ) − Var t σ (ϕ n )| → 0 pointwise. Let ω ∈ Ω and ε > 0 be fixed. We take a partition P = {t 0 , . . . , t m } such that Var τ σ (ϕ(ω)) ≤ m i=1 |ϕ t i (ω) − ϕ t i−1 (ω)| + ε. This yields Var t σ (ϕ(ω)) ≤ Now, recall from Step 1, that ϕ n (ω) → ϕ(ω) uniformly on [σ(ω), τ (ω)]. Thus, we may choose N ∈ N large enough such that for all n ≥ N we have |ϕ t (ω) − ϕ n t (ω)| ≤ ε/(2m) for all t ∈ [σ(ω), τ (ω)]. Therefore, we get
|ϕ n t i ∧t (ω) − ϕ n t i−1 ∧t (ω)| + 2ε − Var t σ (ϕ n (ω)) ≤ 2ε
for all t ∈ [σ(ω), τ (ω)]. Hence, we have proven the claim as we have Var t σ (ϕ(ω)) ≥ Var t σ (ϕ n (ω)) by construction.
Step 3: We now show that (3.8) holds. We again argue path-by-path, i.e., ω ∈ Ω is fixed without explicitly mentioning it. Therefore, note that the jumps of the cost term on [σ, τ ] are given by
In the following, we use the notation C(ϕ, (T n k−1 , T n k ]) := C(ϕ, [T n k−1 , T n k ]) − ∆ + C T n k−1 (ϕ) and C(ϕ, (T n k−1 , T n k )) := C(ϕ, (T n k−1 , T n k ]) − ∆C T n k (ϕ) for k ≥ 1. In particular, this means that for ϕ n , we have C(ϕ n , (T n k−1 , T n k ]) = (S T n k − − S T n k − )(ϕ n
