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INTRODUCTION
Soient K un groupe de Lie ompat onnexe et T un tore ompat maximal de K
d'algèbre de Lie t. On note X = K/T la variété de drapeaux assoiée à es données
(plus généralement, on s'intéressera aux variétés de drapeaux des groupes de Ka-
Moody).
La ohomologie équivariante des variétés de drapeaux a été dérite par Alberto
Arabia dans [1℄ et Kostant et Kumar dans [22℄. Dans [6℄, Bott et Samelson expliquent
le lien entre la ohomologie ordinaire des variétés de drapeaux et elle des variétés de
Bott-Samelson. L'idée initiale de e travail était de mieux omprendre e lien dans le
adre de la ohomologie équivariante.
Soit Γ une variété de Bott-Samelson, et soit g : Γ→ X l'appliation naturelle de Γ
dans la variété de drapeaux X . Le tore ompat T agit sur Γ et X , et l'appliation g
est T -équivariante. On alule les restritions aux points xes d'une base de la oho-
mologie T -équivariante de Γ (on fait e alul plus généralement pour toute tour de
Bott), et on dérit la struture multipliative de H∗T (Γ). En expliitant le morphisme
g∗, on retrouve une base de H∗T (X).
La même stratégie nous permet d'expliiter une base de laK-théorie T -équivariante
de Γ et d'en déduire des résultats sur KT (X).
Grâe à es résultats en ohomologie équivariante, on donne une méthode de alul
des onstantes de struture de H∗T (X) (alul de Shubert équivariant).
Dans le hapitre 1, on xe les notations sur les variétés de drapeaux d'un groupe
de Ka-Moody.
Dans le hapitre 2, on rappelle les dénitions et les résultats de [20℄ sur les tours de
Bott et leur lien ave les variétés de Bott-Samelson. Les tours de Bott sont des variétés
toriques partiulières munies de l'ation d'un tore D. Une variété de Bott-Samelson
Γ munie de l'ation du tore T peut être vue omme une tour de Bott Y , et l'ation de
T sur Γ s'identie à elle d'un sous-tore de D sur Y . On dénit des déompositions
ellulaires de es variétés, et on préise le lien entre les variétés de Bott-Samelson et
les variétés de Shubert Xw, indexées par les éléments w du groupe de Weyl W .
Le hapitre 3 est onsaré à la ohomologie. On alule les restritions aux points
xes d'une base de la ohomologie D-équivariante des tours de Bott (théorème 3.2.3),
et on ommene à dérire la struture multipliative de es algèbres (théorèmes 3.2.5
et 3.2.6). Par restrition, on obtient des résultats similaires pour la ohomologie T -
équivariante des variétés de Bott-Samelson (théorèmes 3.3.3, 3.3.4 et 3.3.5). Grâe à
es résultats et à la desription du morphisme g∗, on retrouve l'expression des restri-
tions aux points xes de la base {ξˆw}w∈W de H∗T (X) (théorème 3.4.2) démontrée par
Sara Billey dans [5℄.
Le hapitre 4 est onsaré à la K-théorie. On onstruit une base de la K-théorie
D-équivariante des tours de Bott, et on expliite les restritions aux points xes
des éléments de ette base (proposition 4.2.1 et théorème 4.2.2). Par restrition, on
obtient une base de la K-théorie T -équivariante des variétés de Bott-Samelson (propo-
sition 4.3.1 et théorème 4.3.2). Ces résultats et la desription du morphisme g∗ nous
permettent de aluler les restritions aux points xes de la base {ψˆw}w∈W de KT (X)
dénie par Kostant et Kumar dans [23℄ (théorème 4.4.5). Dans le as ni, on expliite
la matrie de hangement de base entre {ψˆw}w∈W et la base {∗[OXw ]}w∈W deKT (X),
où [OXw ] est déni à partir du faiseau strutural de Xw, et où ∗ désigne la dual-
ité en K-théorie induite par la dualité des brés vetoriels (théorème 4.5.4). Dans la
setion 4.6, on explique le théorème 4.4.5 à l'aide des algèbres de Heke.
Dans le hapitre 5, on préise la struture multipliative de la ohomologie T -
équivariante des variétés de Bott-Samelson (théorème 5.2.2), et on en déduit une
formule pour aluler les onstantes de struture de H∗T (X) (théorème 5.3.1), i.e. les
polynmes pwu,v ∈ S(t
∗
C
) vériant :
ξˆuξˆv =
∑
w∈W
pwu,v ξˆ
w.
Pour aluler es polynmes pwu,v, on envoie H
∗
T (X) dans H
∗
T (Γ) où les multipli-
ations sont plus failes. Le théorème 5.3.1 généralise la formule donnée par Haibao
Duan pour la ohomologie ordinaire [12℄.
Je remerie Alberto Arabia de m'avoir fait omprendre la struture des variétés de
Bott-Samelson et de leur ohomologie.
En rédigeant les textes [30℄, [29℄, et [31℄ qui donnent une partie des résultats des
hapitres 3 et 4, j'ai eu onnaissane de résultats de William Graham qui prouve le
théorème 4.4.5 grâe à d'autres méthodes dans la prépubliation [19℄.
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CHAPITRE 1
PRÉLIMINAIRES ET NOTATIONS
1.1. Algèbres de Ka-Moody
Les dénitions et les résultats qui suivent sur les algèbres de Ka-Moody sont
exposés dans [16℄ et [25℄. Soit A = (aij)1≤i,j≤r une matrie de Cartan généralisée
('est-à-dire telle que aii = 2, −aij ∈ N si i 6= j, et aij = 0 si et seulement si aji = 0).
On hoisit un triplet (h, π, π∨) (unique à isomorphisme près), où h est un C-espae
vetoriel de dimension (2r − rg(A)), π = {αi}1≤i≤r ⊂ h∗, et π∨ = {hi}1≤i≤r ⊂ h
sont des ensembles d'éléments linéairement indépendants vériant αj(hi) = aij . On
notera aussi hi par α
∨
i . L'algèbre de Ka-Moody g = g(A) est l'algèbre de Lie sur C
engendrée par h et par les symboles ei et fi (1 ≤ i ≤ r) soumis aux relations [h, h] = 0,
[h, ei] = αi(h)ei, [h, fi] = −αi(h)fi pour tout h ∈ h et tout 1 ≤ i ≤ r, [ei, fj] = δijhj
pour tout 1 ≤ i, j ≤ r, et :
(adei)
1−aij (ej) = 0 = (adfi)
1−aij (fj) ∀ 1 ≤ i 6= j ≤ r.
L'algèbre h s'injete anoniquement dans g. On l'appelle la sous-algèbre de Cartan
de g. On a la déomposition suivante :
g = h⊕
∑
α∈∆+
(gα ⊕ g−α),
où pour λ ∈ h∗, gλ = {x ∈ g tels que [h, x] = λ(h)x, ∀h ∈ h}, et où on dénit ∆+
par ∆+ = {α ∈
∑r
i=1 Nαi tels que α 6= 0 et gα 6= 0}. On pose ∆ = ∆+ ∪ ∆− où
∆− = −∆+. On appelle ∆+ (respetivement ∆−) l'ensemble des raines positives
(respetivement négatives). Les raines {αi}1≤i≤r sont appelées les raines simples.
On dénit une sous-algèbre de Borel b de g par b = h⊕
∑
α∈ ∆+
gα.
Au ouple (g, h), on assoie le groupe de Weyl W ⊂ Aut(h∗), engendré par les
réexions simples {si}1≤i≤r dénies par :
∀λ ∈ h∗, si(λ) = λ− λ(hi)αi.
Si on note S l'ensemble des réexions simples, le ouple (W,S) est un système de
Coxeter. On a don une notion d'ordre de Bruhat qu'on notera u ≤ v et une notion
de longueur qu'on notera l(w). On notera 1 l'élément neutre de W et dans le as ni
(i.e. W ni ⇔ g de dimension nie), on note w0 le plus grand élément de W .
On obtient une représentation de W dans h par dualité. Plus préisément, pour
tout 1 ≤ i ≤ r, on a :
∀h ∈ h, si(h) = h− αi(h)hi.
Le groupe de Weyl préserve ∆. On pose R = Wπ, 'est l'ensemble des raines
réelles. On pose R+ = R ∩∆+, et pour β = wαi ∈ R+, on pose sβ = wsiw−1 ∈ W
(qui est indépendant du hoix du ouple (w,αi) vériant β = wαi) et β
∨ = whi ∈ h.
Pour (v, w) ∈W 2, on note v → w si les deux onditions suivantes sont vériées :
(i) il existe β ∈ R+ tel que w = vsβ ,
(ii) l(w) = l(v) + 1,
et pour un tel ouple, on pose β(v, w) = β (ette raine est bien uniquement déter-
minée par la donnée de v et de w) et β∨(v, w) = β∨.
Pour tout élément w de W , on dénit l'ensemble ∆(w) des inversions de w par
∆(w) = ∆+ ∩ w−1∆−.
On xe un réseau hZ ⊂ h tel que :
(i) hZ ⊗Z C = h,
(ii) hi ∈ hZ pour tout 1 ≤ i ≤ r,
(iii) hZ/
∑r
i=1 Zhi est sans torsion,
(iv) αi ∈ h∗Z = Hom(hZ,Z) (⊂ h
∗
) pour tout 1 ≤ i ≤ r.
On hoisit des poids fondamentaux ρi ∈ h
∗
Z
(1 ≤ i ≤ r) qui vérient ρi(hj) = δi,j ,
pour tout 1 ≤ i, j ≤ r. On pose ρ =
∑r
i=1 ρi.
1.2. Groupes de Ka-Moody et variétés de drapeaux
On note G = G(A) le groupe de Ka-Moody assoié à g par Ka et Peterson dans
[17℄. On notera e l'élément neutre de G. Dans le as ni, G est un groupe de Lie
semi-simple omplexe onnexe et simplement onnexe. On note H ⊂ B ⊂ G les sous-
groupes de G assoiés respetivement à h et b. Soit K la forme unitaire standard de
G et T = K ∩H le tore maximal de K assoié à h. On notera t ⊂ h l'algèbre de Lie
de T . Les raines αi et les poids fondamentaux ρi appartiennent à it
∗
Soit NG(H) le normalisateur de H dans G, le groupe quotient NG(H)/H s'identie
à W . On pose X = G/B = K/T . C'est une variété de drapeaux généralisée. On
fait agir H sur X par multipliation à gauhe, e qui induit une ation de T sur X .
L'ensemble des points xes de T dansX s'identie àW . Pour toute raine simple α, on
noteGα le sous-groupe onnexe deG assoié à la sous-algèbre de Lie g−α⊕h⊕gα ⊂ g et
on pose Kα = K∩Gα. Pour w ∈W , on dénit C(w) = B∪BwB et pour toute raine
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simple α, on dénit le sous-groupe Pα de G par Pα = C(sα). Le groupe Kα ⊂ Pα
est un sous-groupe ompat maximal de Pα et Kα ∩ B = T . On a la déomposition
de Bruhat G =
⊔
w∈W BwB et si on pose Xw = BwB/B, X =
⊔
w∈W Xw. Pour
tout w ∈ W , la ellule de Shubert Xw est isomorphe à R2l(w). On obtient ainsi une
déomposition ellulaire T-invariante de X où toutes les ellules sont de dimension
paire.
Pour tout w ∈ W , la variété de Shubert Xw est l'adhérene de la ellule Xw.
C'est une sous-variété irrédutible et T -invariante de X de dimension réelle 2l(w).
Les variétés de Shubert ne sont pas lisses en général. Pour tout w ∈W , on a :
Xw =
⊔
w′≤w
Xw′ .
1.3. Le monoïde W
On dénit le monoïde W omme le monoïde engendré par les éléments {si}1≤i≤r
soumis aux relations s2i = si et aux relations de tresses de W :

s2i = si
si sj · · ·︸ ︷︷ ︸
mi,j termes
= sj si · · ·︸ ︷︷ ︸
mi,j termes
simi,j <∞ ,
où mi,j est l'ordre de sisj dans W .
D'après l'étude générale des algèbres de Heke (voir [21℄), l'ensemble W s'identie
à l'ensemble W . Pour un élément w de W , on notera w l'élément orrespondant dans
W déni par w = si1 · · · sil si w = si1 · · · sil est une déomposition réduite de w, et
pour v ∈ W , on notera v l'élément assoié dans W .
Dans W , on a les relations suivantes :
(1)
{
w si = wsi si wsi > w,
w si = w si wsi < w.
(2)
{
siw = siw si siw > w,
siw = w si siw < w.
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CHAPITRE 2
TOURS DE BOTT, VARIÉTÉS DE BOTT-SAMELSON ET
VARIÉTÉS DE SCHUBERT
SoitN ≥ 1 un entier naturel. On pose E = {0, 1}N . Pour ǫ = (ǫ1, ǫ2, . . . , ǫN ) ∈ E , on
note π+(ǫ) l'ensemble des entiers i ∈ {1, 2, . . . , N} tels que ǫi = 1 et π−(ǫ) l'ensemble
des entiers i ∈ {1, 2, . . . , N} tels que ǫi = 0. On appelle longueur de ǫ, notée l(ǫ),
le ardinal de π+(ǫ). Pour 1 ≤ i ≤ N , on note (i) ∈ E l'élément de E déni par
(i)j = δi,j . On dénit l'élément (1) de E par (1)j = 1 pour tout j. On munit E d'une
struture de groupe en identiant {0, 1} ave Z/2Z. Pour tout entier 1 ≤ n ≤ N , on
pose (n) = (1) + (2) + · · ·+ (n) ∈ E .
On dénit un ordre partiel sur E par :
ǫ ≤ ǫ′ ⇔ π+(ǫ) ⊂ π+(ǫ
′).
2.1. Tours de Bott
Les dénitions et les résultats des setions 2.1.1 et 2.1.2 sont exposés dans [20℄.
2.1.1. Dénition.  Les tours de Bott sont des variétés omplexes ompates et
lisses onstruites de la manière suivante :
Soit L2 un bré en droites holomorphe sur CP
1
. On pose Y2 = P(1⊕L2), où 1 est
le bré en droites trivial au dessus de CP 1. La variété Y2 est un bré au dessus de
Y1 = CP
1
de bre CP 1 ; 'est une surfae de Hirzebruh. On peut itérer e proessus
à l'aide de brés en droites notés L2,L3, . . . ,LN . A haque étape, la variété Yj est
un bré au dessus de Yj−1 de bre CP
1
. On obtient alors le diagramme suivant (où
pour tout 2 ≤ j ≤ N , Lj est un bré en droites au dessus de Yj−1) :
P(1⊕ LN ) = YN
↓ πN
YN−1
.
.
.
P(1⊕ L2) = Y2
↓ π2
CP 1 = Y1
↓ π1
{un point} = Y0
A haque étape, on a deux setions partiulières s0j : Yj−1 → Yj et s
∞
j : Yj−1 → Yj
dénies par s0j(x) = (x, [1, 0]) et s
∞
j (x) = (x, [0, 1]).
Par dénition, une tour de Bott de dimensionN est une famille {Yj , πj , s0j , s
∞
j }1≤j≤N
issue d'un diagramme du type préédent.
On dit que deux tours de Bott {Yj , πj , s0j , s
∞
j }1≤j≤N et {Y
′
j , π
′
j , s
′0
j , s
′∞
j }1≤j≤N
sont isomorphes s'il existe N diéomorphismes holomorphes {Fj : Yj → Y ′j}1≤j≤N
qui ommutent ave les appliations πj , s
0
j , s
∞
j et π
′
j , s
′0
j , s
′∞
j .
Exemple 2.1.1.  CP 1 × · · · ×CP 1 (N fois) est une tour de Bott de dimension N .
2.1.2. Classes d'isomorphisme des tours de Bott.  On se donne une
liste d'entiers C = {ci,j}1≤i<j≤N . On onsidère RN muni de sa base anonique
(e1, e2, . . . , eN ), et on dénit N éléments v1, v2, . . . , vN de R
N
par les formules
suivantes :
vN = −eN ,
vN−1 = −eN−1 − cN−1,NeN ,
.
.
.
v1 = −e1 − c1,2e2 − · · · − c1,NeN .
On dénit l'éventail ΣC de R
N
omme la réunion de tous les nes engendrés par
les veteurs de sous-ensembles Λ de {e1, e2, . . . , eN , v1, v2, . . . , vN} tels que si ei ∈ Λ,
alors vi /∈ Λ. On note alors YC la variété torique assoiée à l'éventail ΣC (voir [10℄,
ou [3℄ hapitre 6), 'est-à-dire le quotient de (C2 \ (0, 0))N par l'ation à droite de
(C∗)N où le i-ème fateur de (C∗)N agit sur (C2 \ (0, 0))N par :
(3)
(z1, w1, . . . , zi−1, wi−1, zi, wi, zi+1, wi+1, . . . , zN , wN )ai =
(z1, w1, . . . , zi−1, wi−1, ziai, wiai, zi+1, wi+1a
ci,i+1
i , . . . , zN , wNa
ci,N
i ).
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On obtient ainsi une variété omplexe de dimension N . La variété YC est ompate
ar l'éventail ΣC est omplet dans R
N
(i.e. la réunion des nes de ΣC est égale à
RN ), et lisse ar l'éventail ΣC est régulier (i.e. les nes de ΣC sont engendrés par
des éléments du réseau ZN ⊂ RN qui peuvent être omplétés en une base de ZN ).
On notera [z1, w1, . . . , zN , wN ] la lasse de (z1, w1, . . . , zN , wN ) dans YC .
Soit ǫ ∈ E . On note {i1 < i2 < · · · < ik} les éléments de π+(ǫ). On dénit alors
une liste d'entiers C(ǫ) = {di,j(ǫ)}1≤i<j≤k par dl,m(ǫ) = cil,im . En partiulier, pour
tout entier 1 ≤ n ≤ N , on pose Cn = C((n)) = {ci,j}1≤i<j≤n.
Pour tout 2 ≤ n ≤ N , YCn est un bré au dessus de YCn−1 de bre CP
1
.
En eet, on dénit un bré en droites L(Cn−1, c1,n, c2,n, . . . , cn−1,n) sur YCn−1 par
L(Cn−1, c1,n, c2,n, . . . , cn−1,n) = (C
2 \ (0, 0))n−1 ×(C∗)n−1 C, où le i-ème fateur de
(C∗)n−1 agit par :
((z1, w1, . . . , zn−1, wn−1), v)ai = ((z1, w1, . . . , zn−1, wn−1)ai, a
ci,n
i v).
Ii l'ation de ai sur (z1, w1, . . . , zn−1, wn−1) est donnée par :
(z1, w1, . . . , zi−1, wi−1, zi, wi, zi+1, wi+1, . . . , zn−1, wn−1)ai =
(z1, w1, . . . , zi−1, wi−1, ziai, wiai, zi+1, wi+1a
ci,i+1
i , . . . , zn−1, wn−1a
ci,n−1
i ).
On vérie immédiatement qu'on a bien P(1 ⊕ Ln) = YCn , où 1 désigne
le bré en droites trivial au dessus de YCn−1 , et où on note Ln au lieu de
L(Cn−1, c1,n, c2,n, . . . , cn−1,n). Si on dénit πn : YCn → YCn−1 par
πn([z1, w1, . . . , zn−1, wn−1, zn, wn]) = [z1, w1, . . . , zn−1, wn−1],
la variété YC est alors onstruite à l'aide de brations suessives de bres CP
1
selon
le diagramme suivant :
P(1⊕ LN ) = YCN = YC
↓ πN
YCN−1
.
.
.
P(1⊕ L2) = YC2
↓ π2
CP 1 = YC1
↓ π1
{un point} = Y0
Si on dénit s0j : Yj−1 → Yj et s
∞
j : Yj−1 → Yj omme dans la setion préédente,
alors la famille {YCj , πj , s
0
j , s
∞
j }1≤j≤N est don une tour de Bott de dimension N , et
on obtient ainsi une appliation :
(4) Z
N(N−1)/2 → { lasses d'isomorphisme de tours de Bott de dimension N},
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qui à C ∈ ZN(N−1)/2 assoie YC , et pour toute tour de Bott YC dans l'image de 4,
une appliation :
(5) Z
N → { lasses d'isomorphisme de brés en droites holomorphes sur YC},
qui à (m1,m2, . . . ,mN ) ∈ ZN assoie le bré L(C,m1,m2, . . . ,mN ) sur YC .
Le résultat suivant est alors prouvé dans [20℄ :
Proposition 2.1.2.  Les appliations 4 et 5 sont des bijetions.
Remarque 2.1.3.  Dans la proposition préédente, il s'agit de lasses d'isomor-
phisme de tours de Bott et non de variétés omplexes ayant une telle struture. Par
exemple, pour tout entier k, les tours de Bott Y{k} et Y{−k} représentent la même
variété omplexe.
Dans toute la suite on suppose donnée une liste d'entiers C et on note Y (au lieu
de YC) la tour de Bott assoiée à C.
On fait agir DC = (C
∗)N (d'algèbre de Lie dC ≃ C
N
) sur Y par :
(eλ1(d), eλ2(d), . . . , eλN (d))[z1, w1, z2, w2, . . . , zN , wN ] =
[z1, e
−λ1(d)w1, z2, e
−λ2(d)w2, . . . , zN , e
−λN (d)wN ],
où λi ∈ d∗C est dénie par λi((d1, d2, . . . , dN )) = di.
Soit S3 = {(z, w) ∈ C2 : |z|2 + |w|2 = 1}. La variété Y s'identie au quotient de
(S3)N par (S1)N où l'ation de (S1)N sur (S3)N est donnée par la formule 3.
L'ation de DC sur Y induit une ation de D = (S
1)N (d'algèbre de Lie d ≃ iRN ⊂
dC) sur Y . Les λi sont dans id
∗
.
2.1.3. Déomposition ellulaire.  On dénit une déomposition ellulaire de
Y indexée par E de la manière suivante :
Pour ǫ ∈ E , on note Yǫ ⊂ Y l'ensemble des lasses [z1, w1, . . . , zN , wN ] qui vérient
pour tout entier i ompris entre 1 et N :
{
wi = 0 si ǫi = 0,
wi 6= 0 si ǫi = 1.
On vérie immédiatement que ette dénition est bien ompatible ave l'ation 3
de (C∗)N sur (C2 \ (0, 0))N .
Pour ǫ ∈ E et 1 ≤ k < l ≤ N , on pose :
ck,l(ǫ) =
∑
i0 = k < i1 < · · · < im = l
m > 0, ij ∈ π+(ǫ)
(−1)mci0,i1ci1,i2 · · · cim−1,im .
Pour ǫ ∈ E et i ∈ {1, 2, . . . , N}, on dénit λi(ǫ) ∈ d∗C par :
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λi(ǫ) = (−1)
ǫi+1
(
λi +
∑
j<i,j∈π+(ǫ)
cj,i(ǫ)λj
)
,
où, par onvention,
∑
∅ = 0.
On démontre alors failement la proposition suivante :
Proposition 2.1.4. 
(i) Pour tout ǫ ∈ E, Yǫ est un espae ane omplexe de dimension l(ǫ) stable sous
l'ation linéaire du tore DC.
(ii) Pour tout ǫ ∈ E, Yǫ =
∐
ǫ′≤ǫ Yǫ′ .
(iii) Y =
∐
ǫ∈E Yǫ.
(iv) Pour tout ǫ ∈ E, la sous-variété Yǫ s'identie à la variété YC(ǫ) et est don
une sous-variété irrédutible lisse de Y .
De plus, nous allons avoir besoin du lemme suivant dont la démonstration est
immédiate.
Lemme 2.1.5. 
(i) L'ensemble Y D des points xes de Y sous l'ation de D est onstitué des 2N
points :
[z1, w1, z2, w2, . . . , zN , wN ], ou` (zi, wi) ∈ {(1, 0), (0, 1)}.
On identiera don Y D ave E en identiant (1, 0) ave 0 et (0, 1) ave 1. Le point
xe ǫ ∈ Y D est l'unique point xe de Yǫ.
(ii) Soit (ǫ, ǫ′) ∈ E2, alors :
ǫ ∈ Yǫ′ ⇔ ǫ ≤ ǫ
′,
et dans e as si on note T ǫǫ′ l'espae tangent à Yǫ′ en ǫ, les poids de la représentation
de D dans T ǫǫ′ induite par l'ation de D sur Y sont les {λi(ǫ)}i∈π+(ǫ′).
2.2. Variétés de Bott-Samelson
On utilise les notations du hapitre 1.
2.2.1. Dénition.  Considérons une suite de N raines simples µ1, . . ., µN non
néessairement distintes. On dénit :
Γ(µ1, . . . , µN ) = Pµ1 ×B Pµ2 ×B · · · ×B PµN /B,
omme l'espae des orbites de BN dans Pµ1 × Pµ2 × · · · × PµN , sous l'ation à droite
de BN dénie par :
(g1, g2, . . . , gN )(b1, b2, . . . , bN ) = (g1b1, b
−1
1 g2b2, . . . , b
−1
N−1gNbN), bi ∈ B, gi ∈ Pµi .
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On obtient ainsi une variété projetive irrédutible et lisse. On notera [g1, g2, . . . , gN ]
la lasse de (g1, g2, . . . , gN) dans Γ(µ1, . . . , µN ). On note gµi ∈ Pµi un représentant
quelonque de la réexion de NPµi (H)/H ≃ Z/2Z.
On dénit de même ΓK(µ1, . . . , µN ) omme l'espae des orbites de T
N
dans Kµ1×
Kµ2 × · · · ×KµN , sous l'ation à droite de T
N
dénie par :
(k1, k2, . . . , kN )(t1, t2, . . . , tN ) = (k1t1, t
−1
1 k2t2, . . . , t
−1
N−1kN tN ), ti ∈ T, ki ∈ Kµi .
Les inlusions Kµi ⊂ Pµi et T ⊂ B induisent une appliation :
i : ΓK(µ1, . . . , µN )→ Γ(µ1, . . . , µN ).
Comme pour tout i les inlusions Kµi ⊂ Pµi et T ⊂ B induisent un isomorphisme
de variétés C∞ : Kµi/T
∼= Pµi/B, l'appliation i est un isomorphisme de variétés
C∞.
On notera la variété Γ(µ1, . . . , µN) par Γ lorsqu'il n'y aura pas d'ambiguïté.
On dénit une ation à gauhe de B sur Γ par :
b[g1, g2, . . . , gN ] = [bg1, g2, . . . , gN ], b ∈ B, gi ∈ Pµi .
Par restrition, on obtient ainsi une ation de H et de T .
2.2.2. Déomposition ellulaire.  Pour ǫ ∈ E , on note Γǫ ⊂ Γ l'ensemble des
lasses [g1, g2, . . . , gN ] qui vérient pour tout entier i ompris entre 1 et N :
{
gi ∈ B si ǫi = 0,
gi /∈ B si ǫi = 1.
On vérie immédiatement que ette dénition est bien ompatible ave l'ation de
BN .
Pour ǫ ∈ E et 1 ≤ i ≤ N , on dénit :
vi(ǫ) =
∏
1 ≤ k ≤ i,
k ∈ π+(ǫ)
sµk ,
où, par onvention,
∏
∅ = 1. On pose v(ǫ) = vN (ǫ).
Pour i ≤ j, on dénit également :
vji (ǫ) =
∏
i ≤ k ≤ j,
k ∈ π+(ǫ)
sµk .
Ce sont des éléments de W .
De plus, on pose αi(ǫ) = vi(ǫ)µi, 'est une raine.
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On dénit de même :
v(ǫ) =
∏
1 ≤ k ≤ N,
k ∈ π+(ǫ)
sµk ∈ W.
On démontre alors failement la proposition suivante :
Proposition 2.2.1. 
(i) Pour tout ǫ ∈ E, Γǫ est un espae ane omplexe de dimension l(ǫ) stable sous
l'ation de B, et ette ation induit une ation linéaire du tore H sur Γǫ.
(ii) Pour tout ǫ ∈ E, Γǫ =
∐
ǫ′≤ǫ Γǫ′ .
(iii) Γ =
∐
ǫ∈E Γǫ.
(iv) Pour tout ǫ ∈ E, Γǫ s'identie à la variété Γ(µi, i ∈ π+(ǫ)) et est don une
sous-variété irrédutible lisse de Γ.
Remarque 2.2.2.  Dans [15℄, Stéphane Gaussent dénit d'autres déompositions
ellulaires des variétés de Bott-Samelson.
Soit ΓT l'ensemble des points xes de T dans Γ, on peut identier ΓT ave E grâe
au lemme suivant :
Lemme 2.2.3. 
(i) L'ensemble ΓT est onstitué des 2N points :
[g1, g2, . . . , gN ], où gi ∈ {e, gµi}.
On identiera don ΓT ave E en identiant e ave 0 et gµi ave 1.
(ii) Pour tout ǫ ∈ E, le point xe ǫ est l'unique point xe de Γǫ.
2.2.3. Une autre struture omplexe.  On va dénir une struture omplexe
sur ΓK(µ1, . . . , µN ) diérente de elle déduite de l'isomorphisme de variétés C
∞
entre
ΓK(µ1, . . . , µN ) et Γ(µ1, . . . , µN ). Cette struture permettra d'identier les variétés
de Bott-Samelson à des tours de Bott en tant que variétés omplexes.
La projetion b → h induit un homomorphisme de groupe de Lie Θ : B → H . On
dénit alors Γ∞(µ1, . . . , µN ) omme l'espae des orbites de B
N
dans Pµ1×Pµ2×· · ·×
PµN , sous l'ation à droite de B
N
dénie par :
(6)
(g1, g2, . . . , gN)(b1, b2, . . . , bN) =
(g1b1,Θ(b1)
−1g2b2, . . . ,Θ(bN−1)
−1gNbN), bi ∈ B, gi ∈ Pµi .
Comme préédemment, la variété Γ∞(µ1, . . . , µN) est isomorphe (en tant que
variété C∞) à ΓK(µ1, . . . , µN ) et don aussi à Γ(µ1, . . . , µN ). On fait agir H sur
Γ∞(µ1, . . . , µN ) de la même manière que sur Γ(µ1, . . . , µN )
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2.2.4. Les variétés de Bott-Samelson sont des tours de Bott.  Pour iden-
tier les variétés de Bott-Samelson à des tours de Bott, on proède par réurrene sur
N ≥ 1.
Pour N = 1, on va expliiter un isomorphisme entre Γµ et X = CP
1
. On note k ∈
{1, 2, . . . , r} l'indie tel que µ = αk. On dénit alors un homomorphisme sl(2,C)→ pµ
en envoyant
(
0 1
0 0
)
sur ek,
(
0 0
1 0
)
sur fk, et
(
1 0
0 −1
)
sur hk. On obtient
ainsi un homomorphisme SL(2,C)→ Pµ et un diéomorphisme holomorphe :
SL(2,C)/BSL(2,C) ∼= Pµ/B,
où BSL(2,C) désigne le sous-groupe de SL(2,C) des matries triangulaires supérieures.
De plus, l'appliation
(
a b
c d
)
7→ [a, c] dénit un diéomorphisme holomorphe :
SL(2,C)/BSL(2,C) ∼= CP
1.
On obtient ainsi bien un diéomorphisme φ∞µ : Γµ
∼= CP 1.
On montre maintenant que Γ∞(µ1, µ2, . . . , µN) peut s'érire P(1⊕LN ) où LN est
un bré en droites sur Γ∞(µ1, µ2, . . . , µN−1).
On note CµN l'espae vetoriel C muni de l'ation de B triviale sur la partie
unipotente de B et dénie pour h ∈ H par la multipliation par eµN (h). On munit
CµN d'une ation de B
N−1
en faisant agir seulement la dernière omposante de BN−1.
On pose alors LN = (Pµ1 × Pµ2 × · · · × PµN−1)×BN−1 CµN , où l'ation de B
N−1
sur
Pµ1 × Pµ2 × · · · × PµN−1 est donnée par l'équation 6 (en remplaçant N par N − 1).
On a alors :
P(1⊕ LN ) = (Pµ1 × Pµ2 × · · · × PµN−1)×BN−1 P(C⊕ CµN )
et :
Γ∞(µ1, µ2, . . . , µN ) = (Pµ1 × Pµ2 × · · · × PµN−1)×BN−1 (PµN /B),
où l'ation de BN−1 sur Pµ1 × Pµ2 × · · · × PµN−1 est donnée par l'équation 6 (en
remplaçant N par N − 1), et où (b1, b2, . . . , bN−1) ∈ BN−1 agit sur PµN /B par
multipliation à gauhe par (Θ(bN−1))
−1
.
Il sut maintenant de trouver un diéomorphisme holomorphe BN−1-équivariant
entre PµN /B et P(C⊕CµN ). Comme seule la dernière omposante de B
N−1
agit sur
PµN /B et sur P(C⊕CµN ), et omme la partie unipotente de ette dernière omposante
agit trivialement sur PµN /B et sur P(C⊕CµN ), il sut de trouver un diéomorphisme
H-équivariant : PµN /B → P(C⊕ CµN ), où h ∈ H agit sur PµN /B par multipliation
à gauhe par h−1 et sur P(C ⊕ CµN ) par multipliation de la deuxième omposante
par eµN (h). On montre failement que le diéomorphisme φ∞µN onvient.
On a ainsi identié les variétés de Bott-Samelson à des tours de Bott et le résultat
suivant, prouvé dans [20℄, nous donne la liste d'entiers assoiée à ette onstrution :
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Proposition 2.2.4.  La onstrution préédente dénit un diéomorphisme holo-
morphe φ∞ entre Γ∞(µ1, µ2, . . . , µN ) et la tour de Bott YC , ave C = {cj,k}1≤j<k≤N ,
où cj,k est déni par cj,k = µk(µ
∨
j ).
La liste C est don un ensemble de nombres de Cartan dépendant du hoix de la
suite µ1, µ2, . . . , µN .
Soit τ : d∗
C
→ h∗ l'appliation dénie par τ(λi) = µi. Elle envoie d∗ dans t∗. Soit
s∗ ⊂ t∗ l'image de d∗ par τ et soit s∗
C
⊂ h∗ l'image de d∗
C
. On a les deux suites suivantes
(où les premières èhes sont surjetives et les deuxièmes injetives) :
d∗
τ // // s∗
  // t∗ ,
d∗
C
τ // // s∗
C
  // h∗ .
On en déduit la suite suivante sur les tores omplexes :
H // // SC
  γ // DC .
On ontinue à noter γ le morphisme de H dans DC ainsi déni.
On a alors la suite suivante sur les tores ompats :
T // // S
  γ // D .
L'ation de h ∈ H sur Γ∞ étant donnée par la formule :
h[g1, g2, . . . , gN ] = [hg1h
−1, hg2h
−1, . . . , , hgNh
−1],
le tore H agit sur Γ∞ via son image SC. De plus, d'après la onstrution de φ
∞
:
∀(h, x) ∈ H × Γ∞, φ∞(hx) = γ(h)φ∞(x),
et l'ation de H sur Γ∞ s'identie don à elle d'un sous-tore de DC sur YC .
On note φ : Γ → YC l'isomorphisme (de variétés C
∞
) induit par φ∞. On vérie,
grâe à la onstrution de φ∞, que φ envoie Γǫ sur Yǫ et le point ǫ ∈ ΓT sur le point
ǫ ∈ Y D.
Le tore T agit sur Γ via son image S, et on a :
∀(t, x) ∈ T × Γ, φ(tx) = γ(t)φ(x).
L'ation de T sur Γ s'identie don à elle d'un sous-tore de D sur YC .
Remarque 2.2.5.  L'ation holomorphe de DC sur Γ
∞
ne dénit pas en général
une ation holomorphe de DC sur Γ.
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2.3. Variétés de Bott-Samelson et variétés de Shubert
Soit µ1, . . . , µN une suite quelonque de N raines simples. On dénit une
appliation gµ1,...,µN de Γ(µ1, . . . , µN ) dans X par multipliation ('est-à-dire
gµ1,...,µN ([g1, . . . , gN ]) = g1 ∗· · ·∗gN [B], où ∗ désigne la multipliation dans le groupe
G). Cette appliation est T -équivariante. Nous aurons besoin du lemme suivant :
Lemme 2.3.1.  Soit µ1, . . . , µN une suite quelonque de N raines simples et soit
w = sµ1 · · · sµN , alors l'image de l'appliation gµ1,...,µN est égale à Xw.
Démonstration.  On pose Xµ1,...,µN = gµ1,...,µN (Γ(µ1, . . . , µN )). Les variétés Γ
étant ompates, Xµ1,...,µN est fermée.
Pour démontrer e lemme, on utilisera les relations suivantes, valables pour tout
v ∈ W (voir [25℄, hapitre 5 sur les systèmes de Tits) :
(7)
{
C(si)C(v) = C(siv) si siv > v,
C(si)C(v) = C(v) ∪ C(siv) si siv < v.
On a en partiulier : {
C(siv) ⊂ C(si)C(v) si siv > v,
C(v) ⊂ C(si)C(v) si siv < v.
En utilisant es dernières relations et les relations 2, on onstate que BwB ⊂
C(w) ⊂ Pµ1Pµ2 · · ·PµN , et on a don Xw ⊂ Xµ1,...,µN , d'où Xw ⊂ Xµ1,...,µN .
Pour démontrer l'inlusion réiproque, on proède par réurrene sur N . Le résul-
tat étant trivial pour N = 1, on le suppose vrai pour toute suite de N − 1 raines
simples. On note w′ l'élément de W tel que w′ = sµ2 · · · sµN . Par hypothèse de
réurrene Pµ2Pµ3 · · ·PµN ⊂
∐
v≤w′ BvB. Il sut don de montrer que pour tout
v ≤ w′, C(sµ1)C(v) ⊂
∐
u≤w BuB.
Distinguons deux as.
Tout d'abord si sµ1w
′ > w′, alors, d'après les relations 2, w = sµ1w
′
et le résultat
est alors une onséquene immédiate des relations 7, en remarquant que si v ≤ w′
alors sµ1v ≤ w.
Si sµ1w
′ < w′, alors, d'après les relations 2, w = w′. Soit v un élément de W tel
que v ≤ w.
Si sµ1v < v, alors, d'après les relations 7, C(sµ1)C(v) = C(v) ∪ C(sµ1v) ⊂∐
u≤w BuB.
Si sµ1v > v, C(sµ1)C(v) = C(sµ1v) et il faut don montrer que sµ1v ≤ w. Cela
provient du fait que w = sµ1x ave sµ1x > x et v ≤ x ar auune déomposition
réduite de v ne ommene par sµ1 puisque sµ1v > v.
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De plus, le résultat suivant est prouvé dans [8℄ et [11℄ dans le as ni (voir [25℄,
proposition 7.1.15 pour la généralisation aux variétés de Shubert des groupes de
Ka-Moody) :
Proposition 2.3.2.  Si w = sµ1 · · · sµN est une déomposition réduite de w, l'ap-
pliation gµ1,...,µN : Γ(µ1, . . . , µN ) → Xw est une désingularisation de Xw. Cette
appliation est un isomorphisme au dessus de la ellule de Shubert Xw.
Remarque 2.3.3.  Même quand la variétéXw est lisse, l'appliation gµ1,...,µN per-
met de omprendre plus failement la géométrie de Xw, les variétés de Bott-Samelson
ayant une struture plus simple que les variétés de Shubert.
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CHAPITRE 3
COHOMOLOGIE ÉQUIVARIANTE
3.1. Préliminaires
Soit UC un tore omplexe d'algèbre de Lie uC et soit U ⊂ UC le tore ompat
maximal de UC.
On note u ⊂ uC l'algèbre de Lie de U , et S(u∗C) l'algèbre symétrique de u
∗
C
. C'est
l'algèbre des fontions polynomiales à oeients omplexes sur u.
Soit M un espae topologique muni d'une ation ontinue de U . Notons EU → BU
le bré universel de U et EU×UM l'espae topologique obtenu en quotientant EU×M
par l'ation de U dénie par u(p,m) = (pu−1, um) pour tous u ∈ EU , m ∈ M et
u ∈ U . Pour tout anneau ommutatif A, on dénit la ohomologie U -équivariante
de X à oeients dans A, notée H∗U (M,A), omme la ohomologie singulière de
EU ×U M à oeients dans A. C'est une H∗U (pt, A)-algèbre. Dans toute la suite
on prendra pour A le orps des nombres omplexes, et on notera H∗U (M) au lieu de
H∗U (M,C). Dans e as, H
∗
U (pt) s'identie à S(u
∗
C
).
Toute appliation g : M → N ontinue et U -équivariante entre deux espaes
topologiques munis d'une ation ontinue de U induit un morphisme de S(u∗
C
)-algèbres
g∗ : H∗U (N)→ H
∗
U (M).
3.1.1. Intégration et restrition aux points xes.  On suppose que M est
un CW omplexe orienté de dimension paire n, ne possédant pas de ellule de odi-
mension 1. Alors, la bration U -équivariante triviale : M → {pt} et l'intégration sur
les bres (voir [1℄ pour es dénitions) permettent de dénir un homomorphisme de
S(u∗
C
)-modules gradués : ∫
M
: H∗U (M)→ S(u
∗
C),
de degré −n.
Si N est une sous-variété U -invariante deM admettant une telle struture, on peut
dénir le morphisme de S(u∗
C
)-modules gradués :∫
N
: H∗U (M)→ S(u
∗
C),
obtenu en restreignant µ à N puis en intégrant sur N .
Si on note MU l'ensemble des points xes de U dans M , l'inlusion MU ⊂ M
fournit un morphisme i∗U : H
∗
U (M) → H
∗
U (M
U ) appelé restrition aux points xes.
Si MU est disret, H∗U (M
U ) s'identie à la S(u∗
C
)-algèbre des fontions sur MU à
valeurs dans S(u∗
C
) de degré borné munie de l'addition et de la multipliation point
par point. On notera ette algèbre Fb(M
U ;S(u∗
C
)).
Remarque 3.1.1.  Si MU est ni, omme 'est le as pour les tours de Bott et les
variétes de drapeaux dans le as ni, toute fontion sur MU à valeurs dans S(u∗
C
) est
de degré borné.
Si M admet une struture de CW -omplexe U -équivariant (non néessairement
ni) orienté M =
∐
f∈F Mf , ne omportant auune ellule de dimension impaire et
seulement un nombre ni de ellules en haque dimension paire, et si MU est disret,
les propositions 2.5.1 et 2.6.1 de [1℄ nous donnent la proposition suivante :
Proposition 3.1.2. 
(i) La ohomologie U -équivariante de MU s'identie à Fb(M
U ;S(u∗
C
)).
(ii) La restrition aux points xes i∗U : H
∗
U (M)→ F (M
U ;S(u∗
C
)) est injetive.
(iii) La ohomologie U -équivariante de M est un S(u∗
C
)-module libre qui admet
omme base la famille {σˆUf }f∈F d'éléments homogènes de degré dim(Mf ) aratérisés
par : ∫
Mf′
σˆUf = δf ′,f ,
où δ désigne le symbole de Kroneker.
3.1.2. Formule de loalisation.  SiM est une variété diérentiable munie d'une
ation diérentiable de U , la ohomologie U -équivariante de M s'identie à la oho-
mologie du omplexe des formes diérentielles µ(Y ) à oeients omplexes sur M
dépendant polynomialement de Y ∈ u et vériant une ondition de U -équivariane
évidente muni de la diérentielle D = d− 2iπ ι(Y ) (voir [1℄).
De plus, si M est ompate, onnexe, et orientée, pour toute forme µ(Y ), on peut
dénir le polynme
∫
M
µ(Y ) ∈ S(u∗
C
) qui induit un morphisme en ohomologie. Ce
morphisme s'identie à l'intégration topologique dénie dans la setion 3.1.1 (voir [1℄),
et on notera don enore
∫
M : H
∗
U (M)→ S(u
∗
C
) e morphisme de S(u∗
C
)-modules.
On suppose que M est une variété diérentiable ompate de dimension 2n munie
d'une struture presque omplexe préservée par l'ation de U . On suppose de plus
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queMU est ni. En haque point xe m ∈MU , l'ation de U surM induit une ation
de U sur TmM , l'espae tangent à M en m muni de sa struture omplexe. On note
(αm1 , . . . , α
m
n ) ∈ (iu
∗)n ⊂ (u∗
C
)n les poids de la représentation de U dans TmM . Dans
e as, la formule de loalisation (voir [4℄) s'érit de la manière suivante :
Proposition 3.1.3.  Pout toute forme σˆU ∈ H∗U (M), on a :∫
M
σˆU =
∑
m∈MU
i∗U (σˆ
U )(m)∏
1≤i≤n α
m
i
.
3.1.3. Evaluation à l'origine et restrition.  La projetion anonique EU ×
M → EU ×U M induit un homomorphisme de C-algèbre v0 : H∗U (M) → H
∗(M)
appelé évaluation à l'origine.
On suppose que M admet une déomposition ellulaire U -équivariante orientée
M =
∐
f∈F Mf , ne omportant auune ellule de dimension impaire et seulement un
nombre ni de ellules en haque dimension paire. On note σˆUf la base de H
∗
U (M) (en
tant que S(u∗
C
)-module) donnée par la proposition 3.1.2.
La déomposition M =
∐
f∈F Mf fournit une base yf sur C de la ohomologie
ordinaire de M . La proposition 2.5.1 et le lemme 5.5.1 de [1℄ nous donnent le résultat
suivant :
Proposition 3.1.4.  L'évaluation à l'origine v0 est l'homomorphisme de C-
algèbres : H∗U (M)→ H
∗(M) déni par :
∀f ∈ F , et ∀h ∈ S(u∗C), v0(hσˆ
U
f ) = h(0)yf .
Soit VC un sous-tore de UC d'algèbre de Lie vC ⊂ uC et soit V = VC ∩ U le
tore ompat maximal de V . On a alors un morphisme de restrition pUV : H
∗
U (M)→
H∗V (M). L'intégration ommutant à la restrition, on obtient failement la proposition
suivante :
Proposition 3.1.5.  L'appliation pUV est l'homomorphisme de S(u
∗
C
)-algèbres
H∗U (M)→ H
∗
V (M) déni par :
∀f ∈ F , et ∀h ∈ S(u∗C), p
U
V (hσˆ
U
f ) = p˜
U
V (h)σˆ
V
f ,
où l'appliation p˜UV : S(u
∗
C
)→ S(v∗
C
) est déduite de l'inlusion vC ⊂ uC.
3.2. Cohomologie équivariante des tours de Bott
On reprend les notations de la setion 2.1. Soit N ≥ 1 un entier naturel, E =
{0, 1}N , et soit C = {ci,j}1≤i<j≤N une liste d'entiers. Soit Y = YC la tour de Bott
assoiée à ette liste.
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3.2.1. Restritions aux points xes.  La déomposition Y =
∐
ǫ∈E Yǫ munit
Γ d'une struture de CW -omplexe orienté D-équivariant ni où toutes les ellules
sont de dimension paire ; de plus l'ensemble des points xes de l'ation de D sur Γ est
ni et s'identie à E . On peut don appliquer la proposition 3.1.2, et on a le résultat
suivant :
Proposition 3.2.1. 
(i) La ohomologie D-équivariante de Y D s'identie à Fb(E ;S(d∗C)).
(ii) La restrition aux points xes i∗D : H
∗
D(Y )→ Fb(E ;S(d
∗
C
)) est injetive.
(iii) La ohomologie D-équivariante de Y est un S(d∗
C
)-module libre qui admet
omme base la famille {σˆDǫ }ǫ∈E d'éléments homogènes de degré 2l(ǫ) aratérisés par :∫
Yǫ′
σˆDǫ = δǫ′,ǫ.
Dénition 3.2.2.  Pour ǫ ∈ E , on dénit σDǫ ∈ Fb(E ;S(d
∗
C
)) par :


σDǫ (ǫ
′) =
∏
i∈π+(ǫ)
λi(ǫ
′) si ǫ ≤ ǫ′,
σDǫ (ǫ
′) = 0 sinon.
On a alors le théorème suivant :
Théorème 3.2.3.  Pour tout ǫ ∈ E, on a :
i∗D(σˆ
D
ǫ ) = σ
D
ǫ .
Les restritions aux points xes sont don des produits de formes linéaires.
Démonstration.  En utilisant les propositions 3.1.3 et 2.1.4 et le lemme 2.1.5 , on
obtient pour tout σˆD ∈ H∗D(X) :
(8)
∫
Yǫ
σˆD =
∑
ǫ′≤ǫ
i∗D(σˆ
D)(ǫ′)∏
i∈π+(ǫ)
λi(ǫ′)
.
Soit ǫ0 ∈ E , et soit σ˜Dǫ0 = i
∗
D(σˆ
D
ǫ0). Montrons par réurrene sur la longueur de ǫ
que pour tout ǫ ∈ E , σ˜Dǫ0(ǫ) = σ
D
ǫ0(ǫ).
Grâe à la formule 8 et à la aratérisation de σˆDǫ0 , on démontre failement par
réurrene sur l(ǫ) que si ǫ n'est pas plus grand que ǫ0, on a bien σ˜
D
ǫ0(ǫ) = 0.
On peut don se limiter au as où ǫ0 ≤ ǫ. Si ǫ = ǫ0, la formule 8 et le fait que∫
Yǫ0
σˆDǫ0 = 1 nous donne bien σ˜
D
ǫ0(ǫ0) = σ
D
ǫ0(ǫ0).
Soit ǫ > ǫ0. On suppose le résultat vérié pour tout ǫ
′
de longueur stritement plus
petite que ǫ, on applique la formule 8 et le fait que
∫
Yǫ
σˆDǫ0 = 0 pour obtenir :
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∑
ǫ0≤ǫ′<ǫ
∏
i∈π+(ǫ0)
λi(ǫ
′)∏
i∈π+(ǫ)
λi(ǫ′)
+
σ˜Dǫ0(ǫ)∏
i∈π+(ǫ)
λi(ǫ)
= 0,
d'où : ∑
ǫ0≤ǫ′<ǫ
1∏
i∈π+(ǫ)\π+(ǫ0)
λi(ǫ′)
+ σ˜Dǫ0(ǫ)
∏
i∈π+(ǫ)
λi(ǫ) = 0.
Si on pose ǫ˜ = ǫ− (j), où j est le plus grand élément de π+(ǫ) \π+(ǫ0), on a alors :∑
ǫ0 ≤ ǫ
′ < ǫ
ǫ′ 6= ǫ˜
1∏
i∈π+(ǫ)\π+(ǫ0)
λi(ǫ′)
−
1∏
i∈π+(ǫ)\π+(ǫ0)
λi(ǫ)
+
σ˜Dǫ0(ǫ)∏
i∈π+(ǫ)
λi(ǫ)
= 0.
En eet, omme j est le plus grand élément de π+(ǫ) \ π+(ǫ0), pour tout i ∈
π+(ǫ) \ π+(ǫ0), i 6= j, λi(ǫ) = λi(ǫ˜) et λj(ǫ) = −λj(ǫ˜). Pour les mêmes raisons, on
s'aperçoit, en distinguant les termes qui ont un 1 en jème position et eux qui ont
un 0 en jème position, que la première somme est nulle, et on obtient alors bien
σ˜Dǫ0(ǫ) =
∏
i∈π+(ǫ0)
λi(ǫ).
Exemple 3.2.4.  Dans le tableau i dessous, on expliite es formules dans le as
de la surfae de Hirzebruh H−1 = Y{−1} :
1 1 1 1
0
0
0
0λ1 λ1
0
(0, 0) (1, 0) (0, 1) (1, 1)
0 0
λ1 + λ2
λ1(λ1 + λ2)
λ2
σD(1,0)
σD(0,0)
σD(0,1)
σD(1,1)
Figure 1. Restritions aux points xes pour la surfae de Hirzebruh H−1
3.2.2. Struture multipliative.  L'algèbre H∗D(Y ) est une algèbre de
polynmes (où les indéterminées représentent des lasses de degré 2) quotientée
par des relations de degré 2 que l'on va expliiter.
On pose σDi = σ
D
(i) et σˆ
D
i = σˆ
D
(i). On a alors :
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Théorème 3.2.5.  Pour tout ǫ ∈ E, on a :
σˆDǫ =
∏
i∈π+(ǫ)
σˆDi .
De plus, on a les formules de multipliation suivantes :


σˆDi σˆ
D
ǫ = σˆ
D
ǫ+(i) si i ∈ π−(ǫ),
σˆDi σˆ
D
ǫ = σ
D
i (ǫ) σˆ
D
ǫ +
∑
j<i,j∈π−(ǫ)
cj,i(ǫ) σˆ
D
ǫ σˆ
D
j si i ∈ π+(ǫ).
Démonstration.  Par injetivité de la restrition aux points xes, il sut de dé-
montrer es formules pour σDi et σ
D
ǫ .
La première formule se voit immédiatement sur la dénition des σDǫ .
Pour la deuxième formule, on érit le produit σDi σ
D
ǫ sous la forme :
(9) σDi σ
D
ǫ =
∑
ǫ′∈E
Cǫ′σ
D
ǫ′ .
Soit ǫ′ ∈ E tel que ǫ′ 6≥ ǫ. On montre que pour tout ǫ′′ ≤ ǫ′, Cǫ′′ = 0. Pour ela,
on proède par réurrene sur l(ǫ′′) en évaluant l'égalité 9 en ǫ′′. On obtient ainsi que
Cǫ′ = 0 si ǫ
′ 6≥ ǫ.
De plus, pour des raisons de degré, Cǫ′ = 0 si l(ǫ
′) > l(ǫ) + 1, et l'égalité 9 s'érit
don sous la forme :
σDi σ
D
ǫ = Ci σ
D
ǫ +
∑
j 6=i,j∈π−(ǫ)
Cj σ
D
ǫ+(j).
En évaluant en ǫ, on trouve Ci, puis en évaluant en ǫ+ (j), on trouve Cj .
En partiulier, on a les relations suivantes :
(σˆDi )
2 = λi σˆ
D
i −
∑
j<i
cj,i σˆ
D
i σˆ
D
j .
Si on pose xi = σˆ
D
i , on a don le théorème suivant :
Théorème 3.2.6.  L'algèbre H∗D(Y ) est l'algèbre de polynmes S(d
∗
C
)[x1, . . . , xN ]
(où les indéterminées sont de degré 2) quotientée par les relations :
x2i = λixi −
∑
j<i
cj,ixixj .
Exemple 3.2.7.  On onsidère la liste d'entiers C = {ci,j}1≤i<j≤3 dénie par :{
c1,2 = c2,3 = −1,
c1,3 = 2,
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et on pose Y = YC . Alors, H
∗
D(Y ) s'identie au quotient de l'algèbre de polynmes
C[λ1, λ2, λ3][x1, x2, x3] par les relations :
x21 = λ1x1
x22 = λ2x2 + x1x2
x23 = λ3x3 + x2x3 − 2x1x3
Exemple 3.2.8.  On onsidère la liste d'entiers C = {ci,j}1≤i<j≤4 dénie par :

c1,2 = c1,4 = c3,4 = −2,
c1,3 = c2,4 = 2,
c2,3 = −1,
et on pose Y = YC . Alors, H
∗
D(Y ) s'identie au quotient de l'algèbre de polynmes
C[λ1, λ2, λ3, λ4][x1, x2, x3, x4] par les relations :
x21 = λ1x1
x22 = λ2x2 + 2x1x2
x23 = λ3x3 + x2x3 − 2x1x3
x24 = λ4x4 + 2x3x4 − 2x2x4 + 2x1x4
3.2.3. Cohomologie ordinaire.  La déomposition ellulaire Y =
∐
ǫ∈E Yǫ four-
nit une base (yǫ)ǫ∈E de la ohomologie ordinaire de Y . Si on pose yi = y(i), la proposi-
tion 3.1.4 et le théorème 3.2.6 nous donnent la desription suivante de la ohomologie
ordinaire de Y :
Proposition 3.2.9.  La ohomologie ordinaire de Y est engendrée par des élé-
ments (yi)1≤i≤N de degré 2 soumis aux relations :
y2i +
∑
j<i
cj,iyiyj = 0.
3.3. Cohomologie équivariante des variétés de Bott-Samelson
On reprend les notations de la setion 2.2. On hoisit N raines simples µ1, . . . , µN
non néessairement distintes, et on pose Γ = Γ(µ1, . . . , µN ). Pour 1 ≤ i < j ≤ N , on
pose bi,j = µj(µ
∨
i ) et B = {bi,j}1≤i<j≤N .
3.3.1. Restritions aux points xes.  Les résultats de ette setion ne dépen-
dant pas de la struture omplexe sur Γ, on peut identier Γ ave la tour de Bott
Y = YB, la déomposition Γ =
∐
ǫ∈E Γǫ ave la déomposition Y =
∐
ǫ∈E Yǫ, et
le point xe ǫ ∈ ΓT ave le point xe ǫ ∈ Y D à l'aide de l'isomorphisme φ de la
setion 2.2.4. Le tore T agit sur Γ via son image S, et le tore S s'identie, par l'ho-
momorphisme γ, à un sous-tore du tore D qui agit sur Y (voir setion 2.2.4).
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Pour tout ǫ ∈ E , on dénit σˆSǫ ∈ H
∗
S(Γ) par σˆ
S
ǫ = p
D
S (σˆ
D
ǫ ). D'après la proposi-
tion 3.1.5, la famille {σˆSǫ }ǫ∈E est une base du S(s
∗
C
)-module libre H∗S(Γ) vériant :
∀(ǫ, ǫ′) ∈ E2,
∫
Γǫ′
σˆSǫ = δǫ′,ǫ.
Comme T agit sur Γ via image dans S, H∗T (Γ) = H
∗
S(Γ)⊗S(s∗C) S(h
∗).
Pour tout ǫ ∈ E , on dénit alors σˆTǫ ∈ H
∗
T (Γ) par σˆ
T
ǫ = σˆ
S
ǫ ⊗ 1. Pour tout ouple
(ǫ, ǫ′) ∈ E2 : ∫
Γǫ′
σˆTǫ =
∫
Γǫ′
σˆSǫ = δǫ′,ǫ.
On obtient ainsi la proposition suivante :
Proposition 3.3.1. 
(i) La ohomologie T -équivariante de ΓT s'identie à Fb(E ;S(h∗)).
(ii) La restrition aux points xes i∗T : H
∗
T (Γ)→ Fb(E ;S(h
∗)) est injetive.
(iii) La ohomologie T -équivariante de Γ est un S(h∗)-module libre qui admet
omme base la famille {σˆTǫ }ǫ∈E d'éléments homogènes de degré 2l(ǫ) vériant :∫
Γǫ′
σˆTǫ = δǫ′,ǫ.
Dénition 3.3.2.  Pour ǫ ∈ E , on dénit σTǫ ∈ Fb(E ;S(h
∗)) par :


σTǫ (ǫ
′) = (−1)l(ǫ)
∏
i∈π+(ǫ)
αi(ǫ
′) si ǫ ≤ ǫ′,
σTǫ (ǫ
′) = 0 sinon.
On a alors le théorème suivant :
Théorème 3.3.3.  Pour tout ǫ ∈ E, on a :
i∗T (σˆ
T
ǫ ) = σ
T
ǫ .
Démonstration.  On a le diagramme ommutatif suivant :
H∗S(Γ) _
i∗S

H∗D(Y )
pDS
oo
 _
i∗D

Fb(E ;S(s∗C)) Fb(E ;S(d
∗
C
))
τ˜
oo
où l'appliation τ˜ : Fb(E ;S(d∗C))→ Fb(E ;S(s
∗
C
)) est déduite de τ : d∗
C
→ s∗
C
.
28
Pour tout ouple (ǫ, ǫ′) ∈ E2, on a don :
i∗T (σˆ
T
ǫ )(ǫ
′) = i∗S(σˆ
S
ǫ )(ǫ
′) = i∗Sp
D
S (σˆ
D
ǫ )(ǫ
′) = τ˜ (σDǫ )(ǫ
′).
D'après l'expression de σDǫ (voir dénition 3.2.2), il sut alors de prouver que pour
tout ǫ ∈ E et tout i ∈ {1, 2, . . . , N} :
αi(ǫ) = −τ(λi(ǫ)).
Comme sνsνs = −νs, il faut vérier que pour toute suite ν1, ν2, . . . , νs de raines
simples, on a la relation suivante :
(10) sν1sν2 · · · sνs−1νs = νs +
∑
1≤i<s
biνi,
ave bi =
∑
i0 = i < i1 < · · · < im = s,
m > 0
(−1)ma(νi0 , νi1)a(νi1 , νi2) · · ·a(νim−1 , νim),
où a(ν, ν′) est le nombre de Cartan assoié aux raines simples ν et ν′ (i.e. a(ν, ν′) =
ν′(ν∨)). Cette relation est une onséquene immédiate de la dénition des réexions
simples à l'aide des nombres de Cartan et se démontre par réurrene sur s : pour
s = 1, ela traduit la relation sνν
′ = ν′ − a(ν, ν′)ν.
3.3.2. Struture multipliative et ohomologie ordinaire.  On pose σTi =
σT(i) et σˆ
T
i = σˆ
T
(i). La struture multipliative de H
∗
T (Γ) est donnée par le théorème
suivant :
Théorème 3.3.4.  Pour tout ǫ ∈ E, on a :
σˆTǫ =
∏
i∈π+(ǫ)
σˆTi .
De plus, on a les formules de multipliation suivantes :


σˆTi σˆ
T
ǫ = σˆ
T
ǫ+(i) si i ∈ π−(ǫ),
σˆTi σˆ
T
ǫ = σ
T
i (ǫ)σˆ
T
ǫ +
∑
j<i,j∈π−(ǫ)
αij(ǫ)(µ
∨
j ) σˆ
T
ǫ σˆ
T
j si i ∈ π+(ǫ),
où on a posé αij(ǫ) = v
i
j+1(ǫ)(µi).
Démonstration.  Pour démontrer es formules, on peut remplaer σˆTi et σˆ
T
ǫ par σˆ
S
i
et σˆSǫ . On utilise alors les résultats analogues pour les tours de Bott et l'homomor-
phisme de restrition pDS .
La proposition 3.1.5 et le théorème 3.2.5 donnent immédiatement la première for-
mule.
Pour prouver la deuxième formule, il faut montrer :
sjα
i
j(ǫ)− α
i
j(ǫ) = −τ˜ (cj,i(ǫ))µj = −cj,i(ǫ)µj .
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Cette formule est une onséquene immédiate de l'équation 10.
En partiulier, on a l'expression suivante des arrés des éléments de degré 2 :
(σˆTi )
2 = µiσˆ
T
i −
∑
j<i
bj,iσˆ
T
i σˆ
T
j .
Si on pose xi = σˆ
T
i , on a don le théorème suivant :
Théorème 3.3.5.  L'algèbre H∗T (Γ) est l'algèbre de polynmes S(h
∗)[x1, . . . , xN ]
(où les indéterminées sont de degré 2) quotientée par les relations :
x2i = µixi −
∑
j<i
bj,ixixj .
De plus, on retrouve alors le résultat suivant prouvé dans [6℄ :
Proposition 3.3.6.  La ohomologie ordinaire de Γ est engendrée par des éléments
(yi)1≤i≤N de degré 2 soumis aux relations :
y2i +
∑
j<i
bj,iyiyj = 0.
Exemple 3.3.7.  Dans le as A2, on prend Γ = Γ(α1, α2, α1). Alors, Γ s'identie
à YC où C est dénie dans l'exemple 3.2.7.
On a alors les mêmes relations dans H∗T (Γ) que dans H
∗
D(Y ) en remplaçant λ1 par
α1, λ2 par α2, et λ3 par α1.
L'algèbre H∗T (Γ) s'identie don à l'algèbre de polynmes C[α1, α2][x1, x2, x3] quo-
tientée par les relations :
x21 = α1x1
x22 = α2x2 + x1x2
x23 = α1x3 + x2x3 − 2x1x3
Exemple 3.3.8.  Dans le as B2, on prend Γ = Γ(α1, α2, α1, α2). Alors, Γ s'iden-
tie à YC où C est dénie dans l'exemple 3.2.8.
On a alors les mêmes relations dans H∗T (Γ) que dans H
∗
D(Y ) en remplaçant λ1 par
α1, λ2 par α2, λ3 par α1, et λ4 par α2.
L'algèbre H∗T (Γ) s'identie don à l'algèbre de polynmes C[α1, α2][x1, x2, x3, x4]
quotientée par les relations :
x21 = α1x1
x22 = α2x2 + 2x1x2
x23 = α1x3 + x2x3 − 2x1x3
x24 = α2x4 + 2x3x4 − 2x2x4 + 2x1x4
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3.4. Cohomologie équivariante des variétés de drapeaux
La déomposition X =
∐
w∈W Xw munit X d'une struture de CW -omplexe
orienté T -équivariant ne omportant auune ellule de dimension impaire et seulement
un nombre ni de ellules en haque dimension paire. De plus, l'ensembleXT ≈W des
points xes de T dansX étant disret, on peut à nouveau appliquer la proposition 3.1.2
pour obtenir le résultat suivant établi dans [1℄ et [22℄ :
Proposition 3.4.1. 
(i) La ohomologie T -équivariante de XT s'identie à Fb(W ;S(h
∗)).
(ii) La restrition aux points xes i∗T : H
∗
T (X)→ Fb(W ;S(h
∗)) est injetive.
(iii) La ohomologie T -équivariante de X est un S(h∗)-module libre qui admet
omme base la famille {ξˆw}w∈W d'éléments homogènes de degré 2l(w) aratérisés
par : ∫
Xw′
ξˆw = δw′,w.
On pose ξw = i∗T (ξˆ
w). Soit (w, v) ∈ W 2 et soit v = si1 · · · sil une déomposition
non néessairement réduite de v, pour 1 ≤ j ≤ l, on dénit un élément βj de S(h
∗)
par βj = si1 · · · sij−1αij . La formule suivante est prouvée par Sara Billey dans [5℄ :
Théorème 3.4.2.  Soient w et v deux éléments de W tels que w ≤ v et m = l(w),
on a alors :
ξw(v) =
∑
βj1 · · ·βjm ,
où la somme porte sur l'ensemble des entiers 1 ≤ j1 < · · · < jm ≤ l tels que w =
sij1 · · · sijm .
Exemple 3.4.3.  Plaçons nous dans le as A4 et alulons ξ
w(v) ave w = s3s2 et
v = s2s3s2s1s2. Il y a 2 façons de trouver w en dessous de v : w = si2si3 , w = si2si5 ,
et on trouve don :
ξw(v) = (α2 + α3)α3 + (α2 + α3)(α1 + α2) = α1α2 + α1α3 + α
2
2 + 2α2α3 + α
2
3.
Retrouvons le théorème 3.4.2 grâe aux résultats préédents.
Soit v = sµ1 · · · sµN une déomposition non néessairement réduite d'un élément v
de W . On pose Γ = Γ(µ1, . . . , µN ) et g = gµ1,...,µN . La proposition suivante va nous
permettre de retrouver le théorème 3.4.2 :
Proposition 3.4.4.  Soit w ∈ W , on a :
g∗(ξˆw) =
∑
ǫ ∈ E, l(ǫ) = l(w)
et v(ǫ) = w
σˆTǫ .
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Démonstration.  Pour démontrer la formule, il faut montrer :
∫
Γǫ
g∗(ξˆw) = δv(ǫ),wδl(ǫ),l(w).
Distinguons deux as :
Si ǫ orrespond à une déomposition réduite de v(ǫ), omme g∣∣Γǫ : Γǫ → X s'iden-
tie à l'appliation gµi,i∈π+(ǫ), d'après la proposition 2.3.2 :∫
Γǫ
g∗(ξˆw) =
∫
Xv(ǫ)
ξˆw = δv(ǫ),w.
Si ǫ n'est pas une déomposition réduite de v(ǫ), alors, d'après le lemme 2.3.1, g
envoie Γǫ dans Xv(ǫ) qui est de dimension stritement plus petite que Γǫ, et don∫
Γǫ
g∗(ξˆ) = 0 pour tout élément ξˆ de H∗T (X), et en partiulier :∫
Γǫ
g∗(ξˆw) = 0.
Démonstration du théorème 3.4.2.  Si on note u˜ : Fb(W ;S(h
∗)) → Fb(E ;S(h∗))
l'appliation induite par u : E → W dénie par u(ǫ) = v(ǫ), on a le diagramme
ommutatif suivant :
H∗T (Γ)
i∗T

H∗T (X)g∗
oo
i∗T

Fb(E ;S(h∗)) Fb(W ;S(h∗))
u˜
oo
Ce diagramme nous donne en partiulier pour tout élément w ∈ W :
ξw(v) = (u˜i∗T (ξ
w))((1)) = i∗T g
∗(ξˆw)((1)),
et don grâe à la proposition 3.4.4 :
ξw(v) =
∑
ǫ′ ∈ E, l(ǫ′) = l(w)
et v(ǫ′) = w
σTǫ′ ((1)),
e qui nous redonne bien le théorème 3.4.2 à l'aide de l'expression de σTǫ′ ((1)) (déni-
tion 3.3.2), en remarquant que pour tout entier i ompris entre 1 et N , αi((1)) = −βi.
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Exemple 3.4.5.  On onsidère le as A2, Γ = Γ(α1, α2, α1) la variété de Bott-
Samelson assoiée à la déomposition w0 = s1s2s1 du plus grand élément du groupe
de Weyl W . On reprend les notations du théorème 3.3.5, et on a alors :
g∗(ξˆs1 ) = x1 + x3
g∗(ξˆs2 ) = x2
g∗(ξˆs1s2) = x1x2
g∗(ξˆs2s1) = x2x3
g∗(ξˆs1s2s1) = x1x2x3
On peut vérier alors failement, grâe aux relations expliitées dans l'exem-
ple 3.3.7, que g∗(H∗T (X)) est bien une sous-algèbre de H
∗
T (Γ).
Exemple 3.4.6.  On onsidère le as B2, Γ = Γ(α1, α2, α1, α2) la variété de Bott-
Samelson assoiée à la déomposition w0 = s1s2s1s2 du plus grand élément du groupe
de Weyl W . On reprend les notations du théorème 3.3.5, et on a alors :
g∗(ξˆs1) = x1 + x3
g∗(ξˆs2) = x2 + x4
g∗(ξˆs1s2) = x1x2 + x1x4 + x3x4
g∗(ξˆs2s1) = x2x3
g∗(ξˆs1s2s1) = x1x2x3
g∗(ξˆs2s1s2) = x2x3x4
g∗(ξˆs1s2s1s2) = x1x2x3x4
Comme préédemment, on peut vérier, grâe aux relations expliitées dans l'ex-
emple 3.3.8, que g∗(H∗T (X)) est bien une sous-algèbre de H
∗
T (Γ).
Illustrons le théorème 3.4.2 sur et exemple, et alulons ξs1(s1s2s1s2) :
ξs1(s1s2s1s2) = σ
T
1 ((1)) + σ
T
3 ((1)) = α1 + s1s2α1 = α1 + (α1 + α2) = 2α1 + α2.
On peut utiliser e plongement de H∗T (X) dans H
∗
T (Γ) pour aluler des produits.
En eet, si on veut aluler par exemple ξˆs1s2 ξˆs2s1 , on a :
g∗(ξˆs1s2 ξˆs2s1) = (x1x2 + x1x4 + x3x4)x2x3 =
x1x3(α2x2 + 2x1x2) + x1x2x3x4 + x2(α1x3 + x2x3 − 2x1x3)x4 =
(2α1 + α2)x1x2x3 + x1x2x3x4 + α1x2x3x4 + (α2x2 + 2x1x2)x3x4 − 2x1x2x3x4 =
(2α1 + α2)x1x2x3 + (α1 + α2)x2x3x4 + x1x2x3x4,
et don ξˆs1s2 ξˆs2s1 = (2α1 + α2)ξˆ
s1s2s1 + (α1 + α2)ξˆ
s2s1s2 + ξˆs1s2s1s2 .
On généralisera ette méthode dans le hapitre 5.
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CHAPITRE 4
K-THÉORIE ÉQUIVARIANTE
4.1. Préliminaires
4.1.1. Dénitions.  Soit UC un tore omplexe d'algèbre de Lie uC, et soit U ⊂ UC
le tore ompat maximal de UC. On note u ⊂ uC l'algèbre de Lie de U . On note X [U ]
le groupe des aratères de U , et on pose R[U ] = Z[X [U ]]. On note Q[U ] le orps des
frations de R[U ].
Pour tout poids entier α ∈ iu∗ ⊂ u∗
C
, on note eα : U → S1 le aratère orrespon-
dant.
Soit Z un espae topologique ompat muni d'une ation ontinue de U . On
dénit la K-théorie U -équivariante de Z omme le groupe onstruit à partir du semi-
groupe des lasses d'isomorphisme de brés vetoriels omplexes de dimension nie
U -équivariants au dessus de Z. On munit e groupe d'une struture d'anneau dénie
à l'aide du produit tensoriel. De plus, omme la K-théorie U -équivariante du point
s'identie à R[U ], on obtient une struture de R[U ]-algèbre qu'on notera KU (Z).
Toute appliation g : Z1 → Z2 ontinue et U -équivariante dénit un morphisme de
R[U ]-algèbre g∗ : KU (Z2) → KU (Z1). En partiulier, l'inlusion ZU ⊂ Z dénit un
morphisme i∗U : KU (Z) → KU (Z
U ) appelé restrition aux points xes. Si l'ensemble
des points xes ZU est disret, KU (Z
U ) s'identie de manière évidente à F (ZU ;R[U ])
la R[U ]-algèbre des fontions de ZU à valeurs dans R[U ] munie de l'addition et de
la multipliation point par point. On obtient alors un morphisme i∗U : KU (Z) →
F (ZU ;R[U ]).
4.1.2. Formule de loalisation.  On suppose que Z est une variété omplexe
projetive lisse de dimension n munie d'une ation de UC. Cette ation induit alors
une ation de U sur Z.
La variété Z étant lisse, le groupe K0(UC, Z) onstruit à partir du semi-groupe des
lasses d'isomorphisme de faiseaux UC-équivariants ohérents sur Z est isomorphe
au groupe K0(UC, Z) onstruit à partir du semi-groupe des lasses d'isomorphisme de
faiseaux UC-équivariants loalement libres sur Z (voir [9℄, hapitre 5). On identie
don es deux groupes.
On a un morphisme anonique :K0(UC, Z)→ KU (Z). On suppose que e morhisme
est un isomorphisme ('est le as pour les tours de Bott et les variétés de drapeaux
dans le as ni), et on identie es deux groupes.
Pour toute sous-variété UC-invariante Z
′
et tout faiseau F ∈ K0(UC, Z), l'ation
de UC sur Z induit une ation de UC sur H
k(Z ′,F/Z′), et on dénit χ(Z
′,F) ∈ R[U ]
par :
∀u ∈ U, χ(Z ′,F)(u) =
∑
k
(−1)kTr(u; Hk(Z ′,F/Z′)).
On suppose de plus que ZU est ni. En haque point xe m ∈ ZU , on note
(αm1 , . . . , α
m
n ) ∈ (iu
∗)n ⊂ (u∗
C
)n les poids de la représentation de U dans TmZ, l'espae
tangent à Z en m. Dans e as, la formule 5.11.9 de [9℄ s'érit de la manière suivante :
Proposition 4.1.1.  Pour tout faiseau F loalement libre et UC-équivariant au
dessus de Z, χ(Z,F) se alule grâe à la formule suivante :
χ(Z,F) =
∑
m∈ZU
i∗U (F)(m)∏
1≤i≤n(1− e
−αmi )
.
4.2. K-théorie équivariante des tours de Bott
On reprend les notations de la setion 2.1. Soit N ≥ 1 un entier naturel, et soit
C = {ci,j}1≤i<j≤N une liste d'entiers. On pose Y = YC .
Pour un poids entier λ ∈ ⊕1≤k≤NZλk ⊂ id∗, on note eλ : D → S1 le aratère
orrespondant.
On montre par réurrene sur la dimension de Y (voir [23℄ où le résultat est
démontré dans le as partiulier des variétés de Bott-Samelson) que le morphisme
anonique : K0(DC, Y ) → KD(Y ) est un isomorphisme. Dans la suite, on identie
don es deux groupes.
Tout omme dans le as de la ohomologie équivariante, on a la struture suivante
de la K-théorie D-équivariante de Y :
Proposition 4.2.1. 
(i) La K-théorie D-équivariante de Y D s'identie à F (E ;R[D]).
(ii) La restrition aux points xes i∗D : KD(Y )→ F (E ;R[D]) est injetive.
(iii) La K-théorie D-équivariante de Y est un R[D]-module libre de rang 2N .
Démonstration.  Le point (i) est immédiat.
Le point (ii) est une onséquene de (iii). En eet, d'après le théorème de loali-
sation (voir [28℄), le morphisme : KD(Y )⊗R[D]Q[D]→ F (E ;Q[D]) induit par i
∗
D est
36
un isomorphisme. De plus, omme KD(Y ) est un R[D]-module libre, KD(Y ) s'injete
dans KD(Y ) ⊗R[D] Q[D], et on a don le diagramme ommutatif suivant qui prouve
que i∗D est injetive :
KD(Y )
i∗D

  // KD(Y )⊗R[D] Q[D]
≃

F (E ;R[D]) // F (E ;Q[D])
Pour démontrer (iii), on va expliiter une base {µˆDǫ }ǫ∈E du R[D]-module KD(Y ).
On proède par réurrene sur N ≥ 1.
Pour N = 1, KS1(P
1) est un R[S1]-module libre engendré par le bré en droites
trivial 1 et par le bré E déni omme le bré en droites tautologique sur P1 (voir
[2℄, orollaire 2.2.2). On pose µˆD(0) = E et µˆ
D
(1) = 1−E.
On suppose le résultat vérié pour toute tour de Bott de dimension N − 1. Soit
Y = YC et Y
′ = YCN−1 . Alors Y = P(1 ⊕ LN ), où LN est un bré en droites
au dessus de Y ′ (voir la setion 2.2.1 pour la dénition de YCN−1 et LN ). On note
πN : Y = P(1 ⊕ LN ) → Y ′ la projetion de Y sur Y ′ et E ∈ KD(Y ) le bré
tautologique au dessus de Y = P(1⊕ LN ).
Soit D′ = (S1)N−1, par hypothèse de réurrene, KD′(Y
′) est un R[D′]-module
libre engendré par une base {µˆD
′
f }f∈{0,1}N−1. On dénit une ation de D = (S
1)N sur
Y ′ en faisant agir la dernière omposante trivialement sur Y ′. On a alors KD(Y
′) =
KD′(Y
′) ⊗Z R[S1] (voir [28℄), et KD(Y ′) est don un R[D]-module libre qui admet
omme base la famille {µˆDf }f∈{0,1}N−1, où pour tout f ∈ {0, 1}
N−1
, on a posé µˆDf =
µˆD
′
f ⊗ 1.
La projetion πN munit KD(Y ) d'une struture de KD(Y
′)-module. Comme Y =
P(1⊕LN ), KD(Y ) est un KD(Y ′)-module libre de rang 2 engendré par le bré trivial
1 et le bré tautologique E (voir [2℄ théorème 2.2.1, ou [28℄). Soit p : E = {0, 1}N →
{0, 1}N−1 la projetion selon les N − 1 premières oordonnées, on obtient don une
base du R[D]-module KD(Y ) en posant :
{
µˆDǫ = π
∗
N (µˆ
D
p(ǫ))E si ǫN = 0,
µˆDǫ = π
∗
N (µˆ
D
p(ǫ))(1−E) si ǫN = 1.
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On va expliiter la base {µˆDǫ }ǫ∈E dénie dans la démonstration de la proposition
préédente. On reprend le diagramme de la setion 2.2.1 :
P(1⊕ LN ) = YC
↓ πN
YCN−1
.
.
.
P(1⊕ L2) = YC2
↓ π2
CP 1 = YC1
↓ π1
{un point} = Y0
Pour 1 ≤ i ≤ N − 1, haque variété YCi étant munie d'une ation de (S
1)i, on
dénit une ation de D = (S1)N sur YCi en faisant agir trivialement les dernières
omposantes de D. Pour 1 ≤ i ≤ N , on pose Πi = πi+1πi+2 · · ·πN : Y → YCi
(ΠN = IdY ). De plus, on note Ei ∈ KD(YCi) ≃ K(S1)i(YCi) ⊗Z R[(S
1)N−i] le bré
tautologique sur YCi , et on pose Fi = 1−Ei.
Pour tout ǫ ∈ E , on vérie alors que µˆDǫ ∈ KD(Y ) est donné par la formule :
µˆDǫ =
∏
i∈π+(ǫ)
Π∗i (Fi)
∏
i∈π−(ǫ)
Π∗i (Ei).
Le théorème suivant donne la valeur des restritions aux points xes des lasses
µˆDǫ . Si on pose µ
D
ǫ = i
∗
D(µˆ
D
ǫ ), on a la formule suivante :
Théorème 4.2.2.  Pour (ǫ, ǫ′) ∈ E2 :


µDǫ (ǫ
′) =
∏
i∈π+(ǫ′)
e−λi(ǫ
′)
∏
i∈π+(ǫ)
(eλi(ǫ
′) − 1) si ǫ ≤ ǫ′,
µDǫ (ǫ
′) = 0 sinon.
Démonstration.  Pour démontrer e théorème, il sut de aluler les restritions
aux points xes des brés Π∗i (Ei). Pour 1 ≤ i ≤ N , on pose pi : E = {0, 1}
N →
{0, 1}i la projetion selon les i premières oordonnées. On a alors pour tout ǫ′ ∈ E ,
i∗D(Π
∗
i (Ei))(ǫ
′) = i∗D(Ei)(pi(ǫ
′)).
Or, pour e ∈ {0, 1}i, i∗D(Ei)(e) = 1 si ei = 0, et i
∗
D(Ei)(e) = e
−λi(ǫ
′)
si ei = 1. On
obtient don pour tout ǫ′ ∈ E :
{
i∗D(Π
∗
i (Ei))(ǫ
′) = 1 si ǫ′i = 0,
i∗D(Π
∗
i (Ei))(ǫ
′) = e−λi(ǫ
′) si ǫ′i = 1,
et :
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{
i∗D(Π
∗
i (Fi))(ǫ
′) = 0 si ǫ′i = 0,
i∗D(Π
∗
i (Fi))(ǫ
′) = 1− e−λi(ǫ
′) si ǫ′i = 1.
Comme pour tout ǫ ∈ E , µˆDǫ =
∏
i∈π+(ǫ)
Π∗i (Fi)
∏
i∈π−(ǫ)
Π∗i (Ei), on obtient bien
µDǫ (ǫ
′) = 0 si ǫ′ 6≥ ǫ, et si ǫ′ ≥ ǫ :
µDǫ (ǫ
′) =
∏
i∈π+(ǫ)
(1−e−λi(ǫ
′))
∏
i∈π−(ǫ)∩π+(ǫ′)
e−λi(ǫ
′) =
∏
i∈π+(ǫ′)
e−λi(ǫ
′)
∏
i∈π+(ǫ)
(eλi(ǫ
′)−1).
Exemple 4.2.3.  On onsidère la surfae de Hirzebruh H−1 = Y{−1}. On pose :

ǫ1 = (0, 0),
ǫ2 = (1, 0), ǫ3 = (0, 1),
ǫ4 = (1, 1).
Si on dénit la matrie M = {µi,j}1≤i<j≤4 par µi,j = µDǫi (ǫj), alors :
M =


1 e−λ1 e−λ2 e−2λ1−λ2
0 1− e−λ1 0 e−λ1−λ2(1− e−λ1)
0 0 1− e−λ2 e−λ1(1− e−λ1−λ2)
0 0 0 (1− e−λ1)(1− e−λ1−λ2)

 .
La base {µˆDǫ }ǫ∈E est reliée à la déomposition ellulaire Y =
∐
ǫ∈E Yǫ par le
théorème suivant :
Théorème 4.2.4.  La famille {µˆDǫ }ǫ∈E est une base du R[D℄-module KD(Y ) ar-
atérisée par :
∀(ǫ, ǫ′) ∈ E2, χ(Yǫ′ , µˆ
D
ǫ ) = δǫ,ǫ′ .
Démonstration.  On sait déjà que la famille {µˆDǫ }ǫ∈E est une base de KD(Y ). Pour
(ǫ, ǫ′) ∈ E2, on va aluler χ(Yǫ′ , µˆDǫ ) grâe à la formule de loalisation.
En utilisant la proposition 4.1.1, et le lemme 2.1.5, on obtient pour tout µˆD ∈
KD(Y ) et tout ǫ ∈ E :
(11) χ(Yǫ, µˆ
D) =
∑
ǫ′≤ǫ
i∗D(µˆ
D)(ǫ′)∏
i∈π+(ǫ)
(1− e−λi(ǫ′))
.
Cette formule et le théorème 4.2.2 nous montrent immédiatement que χ(Yǫ, µˆ
D
ǫ ) = 1
et χ(Yǫ, µˆ
D
ǫ0) = 0 si ǫ0 6≤ ǫ.
Soit ǫ0 ∈ E tel que ǫ0 ≤ ǫ et ǫ0 6= ǫ. Alors, la formule 11 et le théorème 4.2.2 nous
donnent :
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χ(Yǫ, µˆ
D
ǫ0) =
∑
ǫ0≤ǫ′≤ǫ
∏
i∈π+(ǫ′)
e−λi(ǫ
′)
∏
i∈π+(ǫ0)
(eλi(ǫ
′) − 1)
∏
i∈π+(ǫ)
(1 − e−λi(ǫ
′))
,
d'où :
χ(Yǫ, µˆ
D
ǫ0) =
∑
ǫ0≤ǫ′≤ǫ
∏
i∈π+(ǫ′)\π+(ǫ0)
e−λi(ǫ
′)
∏
i∈π+(ǫ)\π+(ǫ0)
(1 − e−λi(ǫ
′))
.
Soit j le plus grand élément de π+(ǫ) \ π+(ǫ0), on a alors :
χ(Yǫ, µˆ
D
ǫ0
) =
∑
ǫ0 ≤ ǫ
′ ≤ ǫ
ǫ′j = 0
∏
i∈π+(ǫ
′)\π+(ǫ0)
e
−λi(ǫ
′)
∏
i∈π+(ǫ)\π+(ǫ0)
(1− e−λi(ǫ
′))
+
∑
ǫ0 ≤ ǫ
′ ≤ ǫ
ǫ′j = 1
∏
i∈π+(ǫ
′)\π+(ǫ0)
e
−λi(ǫ
′)
∏
i∈π+(ǫ)\π+(ǫ0)
(1− e−λi(ǫ
′))
,
d'où :
χ(Yǫ, µˆ
D
ǫ0
) =
∑
ǫ0 ≤ ǫ
′ ≤ ǫ
ǫ′j = 0


∏
i∈π+(ǫ
′)\π+(ǫ0)
e
−λi(ǫ
′)
∏
i∈π+(ǫ)\π+(ǫ0)
(1− e−λi(ǫ
′))
+
∏
i∈π+(ǫ
′+(j))\π+(ǫ0)
e
−λi(ǫ
′+(j))
∏
i∈π+(ǫ)\π+(ǫ0)
(1− e−λi(ǫ
′+(j)))

.
Chaque terme de ette somme est nulle. En eet, soit ǫ′ un élément de la sommation,
omme j est le plus grand élément de π+(ǫ) \ π+(ǫ0), pour tout i ∈ π+(ǫ) \ π+(ǫ0),
λi(ǫ
′ + (j)) = λi(ǫ
′) si i 6= j, et λj(ǫ′ + (j)) = −λj(ǫ′). Le terme de la somme assoié
à ǫ′ est don : ∏
i∈π+(ǫ′)\π+(ǫ0)
e−λi(ǫ
′)
∏
i∈π+(ǫ−(j))\π+(ǫ0)
(1− e−λi(ǫ
′))
[
1
1− e−λj(ǫ′)
+
eλj(ǫ
′)
1− eλj(ǫ′)
]
.
Ce terme est bien nul d'après la relation
1
1−e−x +
ex
1−ex = 0, et on obtient don
χ(Yǫ, µˆ
D
ǫ0) = 0.
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4.3. K-théorie équivariante des variétés de Bott-Samelson
On reprend les notations de la setion 2.2. On hoisit N raines simples µ1, . . . , µN
non néessairement distintes, et on pose Γ = Γ(µ1, . . . , µN ). Pour 1 ≤ i < j ≤ N , on
pose bi,j = µj(µ
∨
i ) et B = {bi,j}1≤i<j≤N .
Comme dans le as de la ohomologie, les résultats de ette setion ne dépendent
pas de la struture omplexe de Γ, et on identie don Γ ave la tour de Bott Y = YB ,
la déomposition Γ =
∐
ǫ∈E Γǫ ave la déomposition Y =
∐
ǫ∈E Yǫ, et le point xe
ǫ ∈ ΓT ave le point xe ǫ ∈ Y D.
Le tore T agit sur Γ via son image S, et l'ation de S sur Γ s'identie à elle d'un
sous-tore de D sur Y . Pour tout ǫ ∈ E , on note alors µˆSǫ l'élément de KS(Γ) obtenu à
partir de µˆDǫ par restrition à S de l'ation de D. Ces éléments s'obtiennent à l'aide
des brés de Hopf de la même manière que les lasses µˆDǫ , et ils forment don une
base du R[S]-module KS(Γ).
De plus, pour tout ouple (ǫ, ǫ′) ∈ E2 :
χ(Γǫ′ , µˆ
S
ǫ ) = δǫ′,ǫ.
Comme le tore T agit sur Γ via son image S, on a R[S] ⊂ R[T ], et KT (Γ) s'identie
à KS(Γ)⊗R[S]R[T ]. Si on pose µˆ
T
ǫ = µˆ
S
ǫ ⊗ 1, on a don la proposition suivante :
Proposition 4.3.1. 
(i) La K-théorie T -équivariante de ΓT s'identie à F (E ;R[T ]).
(ii) La restrition aux points xes i∗T : KT (Γ)→ F (E ;R[T ]) est injetive.
(iii) La K-théorie T -équivariante de Γ est un R[T ]-module libre admettant omme
base la famille {µˆTǫ }ǫ∈E qui vérie :
χ(Γǫ′ , µˆ
T
ǫ ) = δǫ′,ǫ.
Pour tout ǫ ∈ E , on pose µTǫ = i
∗
T (µˆ
T
ǫ ). Le théorème 4.2.2 et une démonstration
analogue à elle du théorème 3.3.3 nous donnent alors le résultat suivant :
Théorème 4.3.2.  Pour ǫ ∈ E, on a :


µTǫ (ǫ
′) =
∏
i∈π+(ǫ′)
eαi(ǫ
′)
∏
i∈π+(ǫ)
(e−αi(ǫ
′) − 1) si ǫ ≤ ǫ′,
µTǫ (ǫ
′) = 0 sinon.
4.4. K-théorie équivariante des variétés de drapeaux
4.4.1. Dénitions.  La variété de drapeaux X n'étant pas ompate en général,
on dénit KT (X) de la manière suivante :
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Pour tout entier n ≥ 0, on dénit Xn =
⋃
w ∈ W
l(w) ≤ n
Xw. Soit F la ltration :
F : ∅ = X−1 ⊂ X0 ⊂ X1 ⊂ · · · ,
alors :
(1) haque Xn est un sous espae ompat T -stable de X et,
(2) la topologie de X est la topologie limite induite par la ltration F .
Grâe à ette ltration, on dénit alors la K-théorie T -équivariante de X , notée
KT (X), par KT (X) = lim
← n→+∞
KT (Xn). Cette dénition est indépendante de la ltration
F vériant (1) et (2).
On note F (W ;Q[T ])) la R[T ]-algèbre des fontions deW à valeurs dansQ[T ]munie
de l'addition et de la multipliation point par point. Pour un poids entier λ ∈ it∗, on
note eα : T → S1 le aratère orrespondant. Pour tout 1 ≤ i ≤ r, on dénit alors un
opérateur de Demazure Di sur F (W ;Q[T ]) par :
(Dif)(v) =
f(v)− f(vsi)e
−vαi
1− e−vαi
.
Dans [23℄, Kostant et Kumar montrent que es opérateurs de Demazure vérient les
relations de tresses deW . Pour tout w ∈W , on peut don dénir un opérateurDw sur
F (W ;Q[T ]) déni par Dw = Di1Di2 · · ·Dil si w = si1si2 · · · sil est une déomposition
réduite de w.
De plus, pour tout 1 ≤ i ≤ r, D2i = Di. Don, si pour u ∈ W , on note Du = Du,
alors pour tout ouple (v, w) ∈W 2, DvDw = Dv w.
On note Ψ la sous-algèbre de F (W ;R[T ]) dénie par :
Ψ = {f ∈ F (W ;R[T ]), telles que ∀w ∈ W, Dwf ∈ F (W ;R[T ])}.
L'ensemble des points xes XT ≈ W étant disret, on peut identier KT (XT )
ave F (W ;R[T ]) et on obtient ainsi un morphisme i∗T : KT (X) → F (W ;R[T ]). On
notera ∗ l'involution de KT (X) dénie par la dualité des brés, et on notera de
la même façon l'involution de R[T ] dénie sur les aratères par ∗(eλ) = e−λ, e qui
induit une involution de F (W ;R[T ]). Pour tout élément τ ∈ KT (X), ∗i∗T (τ) = i
∗
T (∗τ).
Le résultat suivant est prouvé dans [23℄ :
Proposition 4.4.1.  L'appliation i∗T est injetive, et l'image de KT (X) par ette
appliation est égale à Ψ. De plus, Ψ =
∏
w∈W R[T ]ψ
w
, où les fontions ψw sont
uniquement déterminées par les relations :
∀(v, w) ∈ W 2, Dv(ψ
w)(1) = δv,w.
De plus, les fontions ψw vérient les propriétés suivantes :
(i) ψw(v) = 0 sauf si w ≤ v,
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(ii) ψw(w) =
∏
β∈∆(w−1)(1− e
β),
(iii)
{
Diψ
w = ψw + ψwsi si wsi < w,
Diψ
w = 0 si wsi > w,
(iv) ∀v ∈W,ψ1(v) = eρ−vρ.
Remarque 4.4.2.  Un élément f = (aw)w∈W de
∏
w∈W R[T ]ψ
w
est bien une
fontion de W à valeurs dans R[T ]. En eet soit v ∈ W , d'après la propriété (i),∑
w∈W awψ
w(v) est une somme nie où les termes éventuellement non nuls orre-
spondent aux éléments u de W qui vérient u ≤ v.
Remarque 4.4.3.  Les fontions ψw sont uniquement déterminées par les pro-
priétés (i), (ii), (iii) et (iv) de la proposition préédente.
On pose ψˆw = (i∗T )
−1(ψw), et pour v ∈ W on note Dˆv : KT (X) → KT (X)
l'appliation induite par Dv : Ψ→ Ψ.
Remarque 4.4.4.  Dans le as ni, KT (X) s'identie à K
0(H,X) (voir [23℄), et
Kostant et Kumar montrent dans [23℄ que la base {ψˆw}w∈W de KT (X) ≃ K0(H,X)
est réliée aux variétés de Shubert par les relations :
∀(v, w) ∈ W 2, χ(Xv, ∗ψˆ
w) = δv,w.
Dans [23℄, Kostant et Kumar omposent i∗T ave φ : F (W ;Q[T ]) → F (W ;Q[T ])
dénie par φ(f)(w) = f(w−1) pour tout élement f de F (W ;Q[T ]) et tout w ∈W . Ils
trouvent alors la sous algèbre Ψ′ (notée Ψ dans [23℄) de F (W ;R[T ]) :
Ψ′ = {f ∈ F (W ;R[T ]), telles que ∀w ∈ W, D′wf ∈ F (W ;R[T ])},
où les opérateurs D′w sont dénis à partir des opérateurs D
′
i donnés par :
(D′if)(v) =
f(v)− f(siv)e−v
−1αi
1− e−v−1αi
.
Ils onsidèrent la base ψ′w (notée ψ
w
dans [23℄) de Ψ′ reliée à la base ψw de
la proposition 4.4.1 par la relation ψ′w = φ(ψ
w−1). Pour tout ouple (w, v) ∈ W 2,
ψ′w(v) = ψ
w−1(v−1).
4.4.2. Restritions aux points xes.  Soit v ∈ W et soit v = si1 · · · sil une
déomposition non néessairement réduite de v. Comme dans la setion 3.4, pour
1 ≤ j ≤ l, on notera βj l'élément de h∗ déni par βj = si1 · · · sij−1αij .
Théorème 4.4.5.  Si w ∈W est tel que w ≤ v, on a la formule suivante :
ψw(v) = eρ−vρ
∑
l(w)≤m≤l
∑
(e−βj1 − 1) · · · (e−βjm − 1),
où la deuxième somme porte sur l'ensemble des entiers 1 ≤ j1 < · · · < jm ≤ l tels que
sij1 . . . sijm = w.
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Donnons quelques exemples de aluls pour expliiter ette formule.
Tout d'abord pour tout v ∈ W , on retrouve bien ψ1(v) = eρ−vρ, puisque la seule
façon de trouver 1 en dessous de v est de prendre la suite vide.
Plaçons nous dans le as A4 et alulons ψ
w(v) ave w = s3s2 et v = s2s3s2s1s2. Il
y a 3 façons de trouver w en dessous de v : w = si2 si3 , w = si2 si5 , w = si2 si3 si5 ,
et on trouve don :
ψw(v) = eα2+(α2+α3)+α3+(α1+α2+α3)+(α1+α2)[(e−(α2+α3) − 1)(e−α3 − 1)
+(e−(α2+α3) − 1)(e−(α1+α2) − 1) + (e−(α2+α3) − 1)(e−α3 − 1)(e−(α1+α2) − 1)]
= e2α1+4α2+3α3 [1 + e−(α1+2α2+2α3) − e−(α2+α3) − e−(α1+α2+α3)]
= e2α1+4α2+3α3 + eα1+2α2+α3 − e2α1+3α2+2α3 − eα1+3α2+2α3 .
Pour démontrer le théorème, nous aurons besoin du lemme suivant :
Lemme 4.4.6.  Soit v = sµ1 · · · sµN une déomposition non néessairement réduite
d'un élément v de W . On pose Γ = Γ(µ1, . . . , µN ) et g = gµ1,...,µN : Γ → X. Pour
tout ǫ ∈ E, on a alors :
∀τ ∈ KT (X) , χ(Γǫ, g
∗(∗τ)) = ∗(Dv(ǫ)i
∗
T (τ))(1).
Démonstration.  Soit τ ∈ KT (X), on proède par réurrene sur l(ǫ). Le résultat
est trivial si l(ǫ) = 0.
Supposons le résultat vérié pour tout ǫ′ de longueur stritement inférieure à p, et
soit ǫ de longueur p. En utilisant la formule 11, on obtient :
χ(Γǫ, g
∗(∗τ)) =
∑
ǫ′≤ǫ
i∗T (g
∗(∗τ))(ǫ′)∏
i∈π+(ǫ)
(1− eαi(ǫ′))
=
∑
ǫ′≤ǫ
∗i∗T (τ)(v(ǫ
′))∏
i∈π+(ǫ)
(1− eαi(ǫ′))
.
Soit j le plus grand élément de π+(ǫ), et soit ǫ˜ = ǫ−(j). En distinguant les éléments
ǫ′ tels que ǫ′j = 0 et eux tels que ǫ
′
j = 1, on obtient :
χ(Γǫ, g
∗(∗τ)) =
∑
ǫ′≤ǫ˜
∗i∗T (τ)(v(ǫ
′))
(1− eαj(ǫ′))
∏
i∈π+(ǫ˜)
(1− eαi(ǫ′))
+
∑
ǫ′≤ǫ˜
∗i∗T (τ)(v(ǫ
′)sµj )
(1− e−αj(ǫ′))
∏
i∈π+(ǫ˜)
(1− eαi(ǫ′))
,
d'où :
χ(Γǫ, g
∗(∗τ)) =
∑
ǫ′≤ǫ˜
1∏
i∈π+(ǫ˜)
(1 − eαi(ǫ′))
[
i∗T (τ)(v(ǫ
′))− e−v(ǫ
′)αj i∗T (τ)(v(ǫ
′)sµj )
1− e−v(ǫ′)αj
]∗
=
∑
ǫ′≤ǫ˜
∗i∗T (Dˆsµj τ)(v(ǫ
′))∏
i∈π+(ǫ)
(1 − eαi(ǫ′))
,
i.e., d'après la formule initiale :
χ(Γǫ, g
∗(∗τ)) = χ(Γǫ˜, g
∗(∗Dˆsµj τ)),
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et don par hypothèse de réurrene (ǫ˜ étant de longueur p− 1) :
χ(Γǫ, g
∗(∗τ)) = ∗(Dv(ǫ˜)i
∗
T (Dˆsµj τ))(1) = ∗(Dv(ǫ˜)Dsµj i
∗
T (τ))(1) = ∗(Dv(ǫ)i
∗
T (τ))(1).
Démonstration du théorème 4.4.5.  Soit v = sµ1 · · · sµN une déomposition non
néessairement réduite d'un élément v de W . On pose Γ = Γ(µ1, . . . , µN ) et g =
gµ1,...,µN . Soit w un élément quelonque de W .
D'après le lemme 4.4.6 :
∀τ ∈ KT (X) , χ(Γǫ, g
∗(∗τ)) = ∗(Dv(ǫ)i
∗
T (τ))(1).
Or, d'après la aratérisation de la base {ψw}w∈W (proposition 4.4.1) :
∀(u,w) ∈ W 2, (Du(ψ
w))(1) = δu,w.
On déduit des deux formules préédentes que pour tout ǫ ∈ E , on a
(12) χ(Γǫ, g
∗(∗ψˆw)) = δv(ǫ),w.
D'après la aratérisation de la base {µˆTǫ }ǫ∈E , on a don :
g∗(ψˆw) =
∑
ǫ∈E, v(ǫ)=w
∗µˆTǫ .
Or, omme en ohomologie, on a le diagramme ommutatif suivant :
KT (Γ)
i∗T

KT (X)
g∗
oo
i∗T

F (E ;R[T ]) F (W ;R[T ])
uˆ
oo
où l'appliation uˆ est déduite de l'appliation u : E →W dénie par u(ǫ) = v(ǫ). On
en déduit don pour tout w ∈W :
ψw(v) = (uˆi∗T (ψˆ
w))((1)) = i∗T g
∗(ψˆw)((1)) =
∑
ǫ∈E, v(ǫ)=w
∗µTǫ ((1)),
e qui nous donne bien le théorème 4.4.5 à l'aide du théorème 4.3.2 et de la formule
suivante :
(13) ρ− vρ =
k∑
j=1
βj .
Cette formule est une onséquene immédiate de la proposition 29 de la setion
VI.1.10 de [7℄ qui arme que pour tout 1 ≤ i ≤ r :
si(ρ) = ρ− αi.
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4.5. Une autre base de KT (X)
Dans e paragraphe, on se plae dans le as ni (i.e. W ni ⇔ g de dimension
nie). On note w0 le plus grand élément de W . On hoisit w0 = sµ1 · · · sµN une
déomposition réduite de w0 et on pose Γ = Γ(µ1, . . . , µN ) et g = gµ1,...,µN : Γ→ X .
Comme X est une variété omplexe projetive lisse, K0(H,X) s'identie à
K0(H,X). De plus, dans [23℄, Kostant et Kumar montrent que le morphisme anon-
ique K0(H,X) → KT (X) est un isomorphisme. Dans la suite, on identie don es
trois groupes.
On sait alors que la déomposition en ellules de Shubert X =
∐
w∈W Xw fournit
une base {[OXw ]}w∈W de K0(H,X). Les lasses [OXw ] sont dénies par le faiseau
strutural de Xw prolongé par 0 sur X \Xw. Pour w ∈ W , on pose γˆw = ∗[OXw ] ∈
KT (X), et γ
w = i∗T (γˆ
w).
Le but de ette setion est de déterminer les éléments avw ∈ R[T ] dénis par :
γˆw =
∑
v∈W
avwψˆ
v.
Pour ela, on a besoin du résultat suivant prouvé dans [23℄ :
Proposition 4.5.1.  Pour tout w ∈ W et tout entier 1 ≤ i ≤ r,
Di(γ
w) =
{
γw si wsi < w,
γwsi si wsi > w.
Soit w ∈ W et soit si une réexion simple telle que wsi > w. Si on applique
l'opérateur Di à la déomposition γ
w =
∑
v∈W
avwψ
v
, on obtient :
γwsi = Di(γ
w) =
∑
v∈W
avwDiψ
v.
En utilisant les relations vériées par les fontions ψv, on trouve alors :∑
v∈W
avwsiψ
v =
∑
v∈W,vsi<v
avw(ψ
v + ψvsi) =
∑
v∈W,vsi<v
avwψ
v +
∑
v∈W,vsi>v
avsiw ψ
v.
On obtient don la relation de réurrene suivante sur les oeients avw :
avwsi =
{
avw si vsi < v,
avsiw si vsi > v.
De es relations, on déduit en utilisant les relations 1 et 2 :
(14) ∀(w, v) ∈W 2, avw = a
v w−1
1 ,
où pour u ∈W , on a posé a
u
1 = a
u
1 . Il sut don de trouver la déomposition de γ
1
.
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Pour ela, on aura besoin des valeurs de γ1 :{
γ1(1) =
∏
α∈∆+
(1 − e−α),
γ1(v) = 0 si v 6= 1.
La valeur de γ1(1) est alulée à l'aide de la formule d'auto-intersetion (voir [9℄,
proposition 5.4.10), et les autres valeurs sont nulles par le théorème de loalisation.
Comme on a γˆ1 =
∑
v∈W a
v
1ψˆ
v
, soit v ∈ W et ǫ ∈ E tel que u(ǫ) = v, d'après la
formule 12, le oeient av1 est donné par :
av1 = ∗χ(Γǫ, g
∗(∗γˆ1)).
En utilisant la formule 11 et les valeurs de ∗γ1 = ∗i∗T γˆ
1
, on obtient alors :
av1 =
∑
ǫ′≤ǫ,u(ǫ′)=1
∏
α∈∆+
(1 − e−α)∏
i∈π+(ǫ)
(1− e−αi(ǫ′))
.
On a don la proposition suivante :
Proposition 4.5.2.  Soit v ∈ W et soit v = si1 · · · sil une déomposition réduite
de v. Pour tout sous-ensemble I de {1, . . . , l} et tout entier 1 ≤ i ≤ l, on pose
βi(I) = (
∏
j∈I,j≤i
sij )αi ( βi(I) = αi si I ∩ {1, . . . , i} = ∅). Alors
l∑
k=1
∑ ∏
α∈∆+
(1− e−α)∏l
i=1(1− e
−βi({j1,...,jk}))
,
où la deuxième somme porte sur l'ensemble des indies 1 ≤ j1 < · · · < jk ≤ l
tels que sij1 · · · sijk = 1, est un élément de R[T ] qui ne dépend pas du hoix d'une
déomposition réduite de v. Si on note bv et élément, alors av1 = b
v
.
Remarque 4.5.3.  La proposition préédente est enore valable si on prend une
déomposition non réduite de v.
Si on utilise la relation 14, et si pour v ∈ W , on pose bv = bv, on obtient alors le
théorème suivant :
Théorème 4.5.4.  Soit w ∈W , alors :
∗[OXw ] =
∑
v∈W
bv w
−1
ψˆv.
Soit QW le Q[T ]-module libre qui admet pour base la famille {δw}w∈W et qu'on
munit d'une struture d'anneau dénie par :
(q1δw1).(q2δw2) = q1(w1q2)δw1w2 , ∀(q1, q2) ∈ Q[T ]
2, et (w1, w2) ∈ W
2,
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où l'ation de W sur Q[T ] est déduite de elle de W sur T . Dans [23℄, B. Kostant et
S. Kumar introduisent des éléments {yi}1≤i≤r de Q[T ] dénis par :
yi =
1
1− e−αi
(δ1 − e
−αiδsi).
Les yi vériant les relations de tresses, on peut dénir un élément yw ∈ QW pour
tout w ∈ W . On dénit alors des éléments {bv,w}(v,w)∈W 2 de Q[T ] par :
yv−1 =
∑
w∈W
bv,wδw−1 .
D'après l'expression ombinatoire de bv,w donnée par le lemme 3.5 de [24℄ :
bv = bv−1,1
∏
α∈∆+
(1− e−α).
De plus, dans [24℄ S. Kumar montre que quand Xv est lisse :
bv,1 =
∏
γ∈S(v)
(1 − e−γ)−1,
où pour u ∈ W , S(u) = {α ∈ R+, sα ≤ u}. En partiulier bw0 = 1, et don d'après le
théorème 4.5.4 :
∗[OXw0
] =
∑
w∈W
ψˆw.
4.6. Lien ave les algèbres de Heke
Dans ette setion, on va donner une démonstration purement ombinatoire du
théorème 4.4.5. On se limite au as d'une déomposition réduite de v.
Cette démonstration est similaire à elle donnée par Sarah Billey dans [5℄ dans le
as de la ohomologie équivariante. Le théorème 4.6.2, dont on va donner une idée de
la démonstration, est démontré pour le type A dans [26℄. Contrairement à e qu'on a
fait préédemment, on doit d'abord démontrer que l'expression du théorème 4.4.5 est
indépendante du hoix d'une déomposition de v ∈ W . C'est pour ela qu'on utilise
les algèbres de Heke.
Soit A un anneau ommutatif. On dénit H omme la A-algèbre engendrée par
{ui}1≤i≤r soumis aux relations de tresses dénissant W et aux relations u2i = ui.
C'est une algèbre de Heke (voir [21℄). Soit w ∈ W , on peut dénir uw ∈ H par
uw = ui1 · · ·uil où w = si1 · · · sil est une déomposition réduite quelonque de w. Les
éléments {uw}w∈W forment une base du A-module H.
Soit si1 , . . . , sik une suite de réexions simples et soit w = si1 · · · sik ∈ W . D'après
les relations vériées par les ui, ui1 · · ·uik = uw.
Pour tout 1 ≤ i ≤ r, on dénit la fontion :
hi :
A→ H
x 7→ 1 + (x− 1)ui.
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On vérie que es fontions hi satisfont les relations suivantes (énonées sous une
forme diérente dans [14℄) :
Proposition 4.6.1.  Soient 1 ≤ i, j ≤ r des entiers distints, deux éléments quel-
onques x et y de A vérient les équations suivantes :


hi(x)hj(y) = hj(y)hi(x) si (sisj)
2 = 1,
hi(x)hj(xy)hi(y) = hj(y)hi(xy)hj(x) si (sisj)
3 = 1,
hi(x)hj(xy)hi(xy
2)hj(y) = hj(y)hi(xy
2)hj(xy)hi(x) si (sisj)
4 = 1,
hi(x)hj(x
3y)hi(x
2y)hj(x
3y2)hi(xy)hj(y)
= hj(y)hi(xy)hj(x
3y2)hi(x
2y)hj(x
3y)hi(x) si (sisj)
6 = 1.
Dans la suite, on prendra pour A l'anneau R[T ]. Soit w ∈W et w = si1 · · · sil une
déomposition réduite de w. On dénit un élément de H par :
Ri1,...,il =
l∏
j=1
hij (e
−βij ).
A l'aide de la proposition 4.6.1, une démonstration analogue à elle donnée par S.
Billey dans [5℄ dans le as de l'algèbre nil-Coxeter (voir la dénition dans [5℄) nous
donne le résultat suivant :
Théorème 4.6.2.  Soit w ∈W . L'élément Ri1,...,il de H est indépendant du hoix
d'une déomposition réduite w = si1 · · · sil de w. Il ne dépend que de w et on le notera
don Rw.
Donnons une idée de la démonstration. D'après la dénition de Ri1,...,il et
d'après la onnexité du graphe des déompositions réduites de w (qui est une
onséquene immédiate de la propriété d'éhange énonée par exemple dans [7℄,
IV.1.5), on peut se ontenter de regarder e qui se passe pour un élément w orre-
spondant à une relation de tresses. Prenons par exemple w = sisjsi = sjsisj . Alors
Ri,j,i = hi(e−αi)hj(e−αi−αj )hi(e−αj ) et Rj,i,j = hj(e−αj )hi(e−αi−αj )hj(e−αi), et
en utilisant la deuxième relation de la proposition 4.6.1, on obtient le résultat. Les
autres as se traitent de la même manière.
Le terme
∑
l(w)≤m≤l(v)
∑
(e−βj1 − 1) · · · (e−βjm − 1) du théorème 4.4.5 est le oef-
ient de Rv sur uw dans la base {uw}w∈W de H et est don bien indépendant de la
déomposition réduite de v hoisie.
Notons ψ˜w l'élément de F (W,R[T ]) déni par la formule du théorème 4.4.5 (on
pose ψ˜w(v) = 0 si v n'est pas plus grand que w). Pour démontrer e théorème,
il sut de montrer que les fontions (ψ˜w)w∈W vérient les quatre propriétés de la
proposition 4.4.1. Les propriétés (i) et (iv) sont immédiates.
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Pour démontrer la propriété (ii), rappelons tout d'abord le lemme suivant (voir
[7℄, VI.1.6, orollaire 2) :
Lemme 4.6.3.  Soit v ∈W et v = si1 · · · sik une déomposition réduite de v, alors
∆(v−1) = {βj, 1 ≤ j ≤ k}.
D'après e lemme et la formule 13, on a don :
ψ˜w(w) =
∏
β∈∆(w−1)
eβ
∏
β∈∆(w−1)
(e−β − 1) =
∏
β∈∆(w−1)
(1− eβ) = ψw(w),
e qui nous donne la propriété (ii).
Montrons maintenant que les (ψ˜w)w∈W vérient la propriété (iii) de la proposi-
tion 4.4.1.
Soit w ∈W et si une réexion simple.
Supposons tout d'abord wsi > w. Il faut alors montrer que pour tout v ∈ W , on
a :
ψ˜w(v) = ψ˜w(vsi)e
−vαi .
On peut supposer vsi > v.
Si v n'est pas plus grand que w, vsi non plus. En eet, w n'a pas de déomposition
réduite qui nit par si ar wsi > w. Si vsi est plus grand que w, toute déomposition
réduite de v admet don une sous-déomposition réduite égale à w, e qui ontredit
le fait que v n'est pas plus grand que w.
On peut don supposer w ≤ v < vsi. Comme w n'a auune déomposition qui nit
par si, la somme est la même à gauhe et à droite de l'égalité. Il sut don de vérier
eρ−vρ = eρ−vsiρe−vαi , e qui est une onséquene immédiate de la formule 13.
Supposons maintenant wsi < w. Il faut montrer que pour tout v ∈W , on a :
(15)
ψ˜w(v)− ψ˜w(vsi)e−vαi
1− e−vαi
= ψ˜w(v) + ψ˜wsi(v).
Supposons tout d'abord vsi > v. On se plae dans le as où w ≤ vsi (sinon le
résultat est trivial). On hoisit une déomposition réduite v = si1 · · · sil de v. On
prend pour vsi la déomposition vsi = si1 · · · silsi. On trouve alors (en utilisant la
formule 13) :
ψ˜w(vsi)e
−vαi = ψ˜w(v) + (e−vαi − 1)(ψ˜w(v) + ψ˜wsi(v)),
le premier terme venant des sous-déompositions de v égales à w, le deuxième des
mêmes sous-déompositions de v auxquelles on rajoute si à la n et qui redonnent
don w (ar wsi < w et don w si = w), et le troisième des sous-déompositions de v
égales à wsi. On trouve alors bien la formule 15.
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Supposons maintenant vsi < v. On peut appliquer e qui préède à v
′ = vsi ar
v′si > v
′
et on trouve :
ψ˜w(vsi)− ψ˜w(v)evαi
1− evαi
= ψ˜w(vsi) + ψ˜
siw(vsi).
De plus, on peut appliquer le as wsi > w à w
′ = wsi et on obtient : ψ˜
wsi(vsi) =
evαiψ˜wsi(v). En substituant ainsi ψ˜wsi(vsi) dans l'expression préédente, on obtient
la formule 15.
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CHAPITRE 5
CALCUL DE SCHUBERT ÉQUIVARIANT
On reprend les notations de la setion 3.4. Le alul de Shubert équivariant herhe
à omprendre la struture multipliative de H∗T (X) en alulant les polynmes p
w
u,v ∈
S(h∗) qui vérient :
ξˆuξˆv =
∑
w∈W
pwu,v ξˆ
w.
On voit failement, par réurrene sur l(w) et grâe aux relations ξu(w) = 0 si
w 6≥ u, que pwu,v = 0 sauf si w ≥ u et w ≥ v.
Dans le as où u = si est une réexion simple, la formule de Pieri-Chevalley (voir
[22℄) donne les valeurs de pwsi,v :
ξˆsi ξˆv = ξsi(v)ξˆv +
∑
v→w
ρi(β
∨(v, w))ξˆw .
Dans [27℄, Shawn Robinson généralise ette formule pour le type A dans le as où
u =
∏
i≤k≤j sk (pour i ≤ j) est un produit de réexions simples suessives.
Dans [22℄, Kostant et Kumar donnent une formule générale pour es oeients
pwu,v. On note Q(h
∗) le orps des frations de S(h∗) et F (W ;Q(h∗)) la Q(h∗)-algèbre
des fontions de W à valeurs dans Q(h∗) munie de l'addition et de la multipliation
point par point. Pour tout 1 ≤ i ≤ r, on dénit un opérateur Ai : F (W ;Q(h∗)) →
F (W ;Q(h∗)) par :
∀u ∈ W,Ai(f)(u) =
f(usi)− f(u)
uαi
.
Les opérateurs Ai vériant les relations de tresse, on peut dénir un opérateur Aw
pour tout w ∈ W . De plus, on dénit l'opérateur si : F (W ;Q(h∗)) → F (W ;Q(h∗))
par :
∀u ∈W, si(f)(u) = f(usi).
Les fontions {ξw}w∈W vérient alors les relations suivantes :{
Aiξ
w = ξwsi si wsi < w,
Aiξ
w = 0 si wsi > w.
Soit w ∈ W et soit w = si1 · · · sin une déomposition réduite de w. Alors, pour
tout ouple (u, v) ∈ W 2, les polynmes pwu,v sont donnés par la formule suivante :
(16) pwu,v =
∑
1 ≤ j1 < · · · < jm ≤ n
tels que sij1
· · · sijm
= u
Ai1 ◦ · · · ◦
ˆˆ
Aij1 ◦ · · · ◦
ˆˆ
Aijm ◦ · · · ◦Ain(ξ
v)(1),
où m = l(u), et où la notation
ˆˆ
Aij1 signie qu'on remplae l'opérateur Aij1 par
l'opérateur sij1 .
On va donner une formule un peu plus expliite pour aluler es oeients. Cette
formule généralise elle donnée par Haibao Duan pour la ohomologie ordinaire [12℄.
Pour trouver ette formule, il faut mieux omprendre la struture multipliative de
la ohomologie équivariante des variétés de Bott-Samelson.
5.1. Généralités
SoitA un anneau ommutatif unitaire, et soitN ≥ 1 un entier naturel. On onsidère
une liste D = {di,j}1≤i≤j≤N d'éléments de A. Pour 1 ≤ k ≤ N , on dénit le polynme
Qk ∈ A[X1, . . . , XN ] par :
Qk = X
2
k − dk,kXk −
∑
l<k
dl,kXkXl,
et on dénit alors la A-algèbre AD par :
AD = A[X1, . . . , XN ]/ < Q1, . . . , QN >,
où < Q1, . . . , QN > désigne l'idéal de A[X1, . . . , XN ] engendré par Q1, . . . , QN . On
note xi ∈ AD l'image de Xi dans AD et pour ǫ ∈ E = {0, 1}N , on pose xǫ =∏
i∈π+(ǫ)
xi.
Proposition 5.1.1.  La famille {xǫ}ǫ∈E est une base du A-module AD qui est don
un A-module libre de rang 2N .
Démonstration.  On proède par réurrene sur N ≥ 1. Pour N = 1, le résultat est
immédiat.
Supposons le résultat vérié au rang N − 1, et soit D = {di,j}1≤i≤j≤N une liste
d'éléments de A. Alors, omme pour 1 ≤ k ≤ N − 1, Qk ∈ A[X1, . . . , XN−1] :
AD ≃
(
A[X1, . . . , XN−1]/ < Q1, . . . , QN−1 >
)
[XN ]/QN ,
où QN désigne l'image de QN dans (A[X1, . . . , XN−1]/< Q1, . . . , QN−1 >) [XN ].
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On onlut alors en utilisant le as N − 1 pour l'anneau A, puis le as N = 1 pour
l'anneau A[X1, . . . , XN−1]/ < Q1, . . . , QN−1 >.
On va expliiter la struture multipliative de AD. On note qǫǫ1,ǫ2 les éléments de
A dénis par :
xǫ1xǫ2 =
∑
ǫ∈E
qǫǫ1,ǫ2x
ǫ.
Plus généralement, pour tout polynme P ∈ A[x1, . . . , xN ], on note P ǫ les éléments
de A dénis par :
P =
∑
ǫ∈E
P ǫxǫ,
où on ontinue à noter P l'élément de AD déni par P .
Dénition 5.1.2.  Soit ǫ ∈ E . On note {i1 < · · · < il} les éléments de π+(ǫ). On
dénit alors l'appliation T ǫ : A[x1, x2, . . . , xN ]→ A de la manière suivante :
(i) T ǫ est A-linéaire,
(ii) si P est un monme qui n'est pas dans A[xi1 , xi2 , . . . , xil ], alors T
ǫ(P ) = 0,
(iii) si P ∈ A[xi1 , xi2 , . . . , xil−1 ], alors T
ǫ(P ) = 0,
(iv) T (i1)(xsi1) = d
s−1
i1,i1
,
(v) Si Q ∈ A[xi1 , xi2 , . . . , xil−1 ], alors pour s ≥ 1 :
T ǫ(Qxsil) = T
ǫ−(il)
[
Q(dil,il +
∑
j<l
dij ,ilxij )
s−1
]
.
Ces inq relations dénissent omplètement (réursivement) les appliations T ǫ.
Exemple 5.1.3.  Prenons N = 2, d1,2 = 1 et ǫ = (1) = (1, 1). Alors :
T (1)(xs1) = 0 pour tout s, T
(1)(x2) = 0,
si t ≥ 1 et s ≥ 1, T (1)(xs1x
t
2) = T
(1,0)
(
xs1(d2,2 + x1)
t−1
)
= ds−11,1 (d1,1 + d2,2)
t−1
,
et si t ≥ 2, T (1)(xt2) = T
(1,0)
(
(d2,2 + x1)
t−1
)
=
∑t−2
k=0 C
k
t−1d
k
2,2d
t−2−k
1,1 .
Proposition 5.1.4.  Pour tout ǫ ∈ E et tout polynme P ∈ A[x1, x2, . . . , xN ] :
Pǫ = T
ǫ(P ).
En partiulier, pour tout ouple (ǫ1, ǫ2) ∈ E2 :
qǫǫ1,ǫ2 = T
ǫ(xǫ1xǫ2).
Démonstration.  Il faut vérier les inq relations qui dénissent les opérateurs T ǫ.
La première est immédiate.
Pour tout 1 ≤ k ≤ N , on a la formule suivante :
(17) x2k = dk,kxk +
∑
l<k
dl,kxlxk.
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Les relations (ii) et (iii) se déduisent de l'équation 17.
De plus, on démontre par réurrene sur s ≥ 1, grâe à la formule 17, que pour
tout 1 ≤ k ≤ N , et tout s ≥ 1 :
xsk =
( s−1∑
i=0
Cis−1d
i
k,k
(∑
l<k
dl,kxl
)s−1−i)
xk =
(
dk,k +
∑
l<k
dl,kxl
)s−1
xk.
Cette formule nous permet alors de montrer les relations (iv) et (v).
5.2. Struture multipliative de H∗T (Γ)
Soit µ1, . . . , µN une suite de N raines simples non néessairement distintes. On
pose Γ = Γ(µ1, . . . , µN ). On peut appliquer les résultats de la setion préédente à
H∗T (Γ) (plus généralement à H
∗
D(Y ), où Y est une tour de Bott).
En eet, si on pose pour 1 ≤ l < k ≤ N , dl,k = −µk(µ∨l ), et dk,k = µk, alors,
d'après le théorème 3.3.5, H∗T (Γ) s'identie à l'algèbre AD, où on prend pour A
l'anneau S(h∗). De plus, pour tout ǫ ∈ E , σˆTǫ s'identie à x
ǫ
.
Dénition 5.2.1.  Soit ǫ ∈ E . On note {i1 < · · · < il} les éléments de π+(ǫ).
On dénit alors l'appliation T ǫµ1,...,µN : S(h
∗)[x1, x2, . . . , xN ] → S(h
∗) de la manière
suivante :
(i) T ǫµ1,...,µN est S(h
∗)-linéaire,
(ii) si P est un monme qui n'est pas dans S(h∗)[xi1 , xi2 , . . . , xil ], alors
T ǫµ1,...,µN (P ) = 0,
(iii) si P ∈ S(h∗)[xi1 , xi2 , . . . , xil−1 ], alors T
ǫ
µ1,...,µN (P ) = 0,
(iv) T
(i1)
µ1,...,µN (x
s
i1 ) = µ
s−1
i1
,
(v) Si Q ∈ S(h∗)[xi1 , xi2 , . . . , xil−1 ], alors pour s ≥ 1 :
T ǫµ1,...,µN (Qx
s
il ) = T
ǫ−(il)
[
Q(µil −
∑
j<l
µil(µ
∨
ij )xij )
s−1
]
.
De plus, on pose Tµ1,...,µN = T
(1)
µ1,...,µN .
D'après la proposition 5.1.4, la struture multipliative de H∗T (Γ) est donnée par
le théorème suivant :
Théorème 5.2.2.  Pour tout ouple (ǫ1, ǫ2) ∈ E
2
:
σˆTǫ1 σˆ
T
ǫ2 =
∑
ǫ∈E
T ǫµ1,...,µN (x
ǫ1xǫ2) σˆTǫ .
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5.3. Calul de Shubert équivariant
Soit w ∈W et soit w = sµ1 · · · sµN une déomposition quelonque de w. La propo-
sition 3.4.4 et le théorème 5.2.2 nous donnent la formule suivante :
Théorème 5.3.1.  Pour tout ouple (u, v) ∈ W 2 :
(18) pwu,v = Tµ1,...,µN
[( ∑
ǫ ∈ E, l(ǫ) = l(u)
et v(ǫ) = u
xǫ
)( ∑
ǫ′ ∈ E, l(ǫ′) = l(v)
et v(ǫ′) = v
xǫ
′)]
.
Dans ette formule, on somme a priori sur plus de termes que dans la formule 16,
mais haque terme est beauoup plus faile à aluler. De plus, ette formule exprime
diretement les polynmes pwu,v en fontion des raines simples et des nombres de
Cartan.
Exemple 5.3.2.  On prend le as A5, u = s5s2, v = s4s5s3s4 et w = s4s5s2s3s4.
Alors :
pwu,v = Tα4,α5,α2,α3,α4
[
(x2x3)(x1x2x4x5)
]
= Tα4,α5,α2,α3,α4(x1x
2
2x3x4x5) = T
(1,1,0,0,0)
α4,α5,α2,α3,α4(x1x
2
2) = α4 + α5.
Exemple 5.3.3.  On onsidère le as G2, et on prend u = s2s1s2, v = s1s2s1, et
w = s1s2s1s2. Alors :
pwu,v = Tα1,α2,α1,α2
[
(x2x3x4)(x1x2x3)
]
= Tα1,α2,α1,α2(x1x
2
2x
2
3x4) = T
(1,1,0,0)
α1,α2,α1,α2
[
x1x
2
2(α1 + 3x2 − 2x1)
]
= α1T
(1,0,0,0)
α1,α2,α1,α2
[
x1(α2+x1)
]
+3T (1,0,0,0)α1,α2,α1,α2
[
x1(α2+x1)
2
]
−2T (1,0,0,0)α1,α2,α1,α2
[
x21(α2+x1)
]
= α1(α2 + α1) + 3(α
2
2 + 2α1α2 + α
2
1)− 2(α1α2 + α
2
1)
= 2α21 + 5α1α2 + 3α
2
2.
Exemple 5.3.4.  Pour aluler un produit dans le as ni, au lieu de aluler
haque oeient pwu,v ave la formule 18, on peut aussi utiliser le plongement g
∗ :
H∗T (X)→ H
∗
T (Γ), où Γ est la variété de Bott-Samelson assoiée à une suite de raines
simples orrespondant à une déomposition réduite de w0, le plus grand élément du
groupe de Weyl.
On se plae par exemple dans le as A3, et on prend w0 = s3s2s1s3s2s3 pour
déomposition réduite de w0.
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Alors H∗T (Γ) est l'algèbre de polynmes S(h
∗)[x1, x2, x3, x4, x5, x6] quotientée par
les relations :
x21 = α3x1
x22 = α2x2 + x1x2
x23 = α1x3 + x2x3 + x1x3
x24 = α3x4 + x2x4 − 2x1x4
x25 = α2x5 + x4x5 + x3x5 − 2x2x5 + x1x5
x26 = α3x6 + x5x6 − 2x4x6 + x2x6 − 2x1x6
De plus, on a en partiulier :
g∗(ξˆs3s2s1) = x1x2x3
g∗(ξˆs3s2) = x1x2 + x1x5 + x4x5
g∗(ξˆs3s2s1s2) = x1x2x3x5
g∗(ξˆs3s2s1s3s2) = x1x2x3x4x5
Si on veut aluler ξˆs3s2s1 ξˆs3s2 , on utilise g∗ :
g∗(ξˆs3s2s1 ξˆs3s2) = x1x2x3(x1x2 + x1x5 + x4x5)
= α3x1(α2x2 + x1x2)x3 + α3x1x2x3x5 + x1x2x3x4x5
= (α23 + α2α3)x1x2x3 + α3x1x2x3x5 + x1x2x3x4x5,
et don :
ξˆs3s2s1 ξˆs3s2 = (α23 + α2α3)ξˆ
s3s2s1 + α3ξˆ
s3s2s1s2 + ξˆs3s2s1s3s2 .
Remarque 5.3.5.  En évaluant es polynmes pwu,v en 0, on retrouve la formule
donnée par Haibao Duan dans [12℄ pour la ohomologie ordinaire. Cette formule est
utilisée par Duan et Zhao dans [13℄ pour proposer un algorithme de alul de Shubert
ordinaire.
Le nombre de termes à aluler dans la formule 18 dépend du hoix de la déomposi-
tion de w, et il arrive que ertains termes s'annulent. En eet, un théorème de William
Graham [18℄ arme que les polynmes pwu,v sont positifs dans le sens où ils sont
ombinaisons linéaires à oeients positifs de termes de la forme αI =
∏
1≤i≤r α
ni
i
pour I ∈ Nr. Or, la formule 18 peut omporter des termes négatifs.
Donnons un exemple très simple pour illustrer e problème : on se plae dans le as
A2, et on veut aluler p
w
s2,s1s2 où w = s1s2s1 = s2s1s2 est le plus grand élément deW .
Si on prend la première déomposition de w, on voit immédiatement que pws2,s1s2 = 0.
En revanhe, si on prend la deuxième déomposition, on doit faire le alul suivant :
ps2s1s2s2,s1s2 = Tα2,α1,α2
[
(x1 + x3)x2x3
]
= 1 + Tα2,α1,α2(x2x
2
3)
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= 1 + T (1,1,0)α2,α1,α2
[
x2(α2 + x2 − 2x1)
]
= 1 + 1− 2 = 0.
Exemple 5.3.6.  Donnons un dernier exemple de alul. On onsidère le as A6,
et on prend u = s1s3s5s6, v = s2s5s6 et w = s1s2s3s4s5s6. Alors :
pwu,v = Tα1,α2,α3,α4,α5,α6
[
(x1x3x5x6)(x2x5x6)
]
= Tα1,α2,α3,α4,α5,α6(x1x2x3x
2
5x
2
6)
= T (1,1,1,1,1,0)α1,α2,α3,α4,α5,α6
[
x1x2x3x
2
5(α6 + x5)
]
= α6 + T
(1,1,1,1,0,0)
α1,α2,α3,α4,α5,α6
[
x1x2x3(α5 + x4)
2
]
= α6 + 2α5 + T
(1,1,1,1,0,0)
α1,α2,α3,α4,α5,α6(x1x2x3x
2
4) = α1 + α2 + α3 + α4 + 2α5 + α6.
59

BIBLIOGRAPHIE
[1℄ A. Arabia   Cohomologie T-équivariante de la variété de drapeaux d'un
groupe de Ka-Moody , Bulletin de la Soiété Mathématique de Frane 117
(1989), p. 129165.
[2℄ M. Atiyah  K-theory, Benjamin, 1967.
[3℄ M. Audin  The topology of torus ations on sympleti manifolds, Progress in
Mathematis, vol. 93, Birkhäuser, 1991.
[4℄ N. Berline & M. Vergne   Classes aratéristiques équivariantes. Formules
de loalisation en ohomologie équivariante , C.R.A.S. 295 (1982), p. 539541.
[5℄ S. Billey   Kostant polynomials and the ohomology of G/B , Duke Math-
ematial Journal 96 (1999), p. 205224.
[6℄ R. Bott & H. Samelson   Appliations of the theory of Morse to symmetri
spaes , Amerian Journal of Mathematis 70 (1958), p. 9641028.
[7℄ N. Bourbaki  Groupes et algèbres de Lie, hap. 4-6, Hermann, Paris, 1968.
[8℄ H. C. Hansen   On yles in ag manifolds , Mathematia Sandinavia 33
(1973), p. 269274.
[9℄ N. Chriss & V. Ginzburg  Representation Theory and Complex Geometry,
Birkhäuser, 1997.
[10℄ D. A. Cox   The homogeneous oordinate ring of a tori variety , Journal of
Algebrai Geometry 4 (1995), no. 1, p. 1750.
[11℄ M. Demazure   Désingularisation des variétés de Shubert généralisées ,
Annales sientiques de l'Eole normale supérieure 7 (1974), p. 5388.
[12℄ H. Duan  Multipliative rule of Shubert lasses ,Math.AG/0306227 (2003).
[13℄ H. Duan & X. Zhao   A program for multiplying Shubert lasses ,
Math.AG/0309158 (2003).
[14℄ S. Fomin & A. N. Kirillov   Universal exponential solution of the Yang-
Baxter equation , Letters in mathematial Physis 37 (1996), p. 273284.
[15℄ S. Gaussent   The ber of the Bott-Samelson resolution , Indagationes Math-
ematiae 12 (2001), p. 453468.
[16℄ V. G. Ka  Innite dimensional Lie algebras, Cambridge University Press,
1985.
[17℄ V. G. Ka & D. H. Peterson   Regular funtions on ertain innite dimen-
sional groups , Arithmeti and Geometry-II, Birkhäuser, 1983, p. 141166.
[18℄ W. Graham   Positivity in equivariant Shubert alulus , Duke Mathemat-
ial Journal 109 (2001), p. 599614.
[19℄ ,  Equivariant K-theory and Shubert varieties , preprint (2002).
[20℄ M. Grossberg & Y. Karshon   Bott towers, omplete integrability, and the
extended harater of representations , Duke Mathematial Journal 76 (1994),
p. 2358.
[21℄ J. E. Humphreys  Reetion Groups and Coxeter Groups, Cambridge studies
in advaned mathematis, vol. 29, Cambridge University Press, 1990.
[22℄ B. Kostant & S. Kumar   The Nil Heke ring and ohomology of G/P for
a Ka-Moody group G , Advanes in Mathematis 68 (1986), p. 187237.
[23℄ ,  T-equivariant K-theory of generalized ag varieties , Journal of Dif-
ferential Geometry 32 (1990), p. 549603.
[24℄ S. Kumar   The nil-Heke ring and singularities of Shubert varieties , In-
ventiones Mathematiae 123 (1996), p. 471506.
[25℄ , Ka Moody Groups, their Flag Varieties and Representation Theory,
Progress in Mathematis, vol. 204, Birkhäuser, 2002.
[26℄ A. Lasoux, B. Leler & J.-Y. Thibon   Flag varieties and the Yang-
Baxter equation , Letters in mathematial Physis 40 (1997), p. 7590.
[27℄ S. Robinson   A Pieri-type formula for H∗T (SLn(C)/B , Journal of Algebra
249 (2002), no. 1, p. 3858.
62
[28℄ G. Segal   T-equivariant K-theory , Publiations Mathématiques de l'Institut
des Hautes Etudes Sientiques 34 (1968), p. 129151.
[29℄ M. Willems   Cohomologie et K-théorie équivariantes des variétés de Bott-
Samelson et des variétés de drapeaux , Bulletin de la Soiété Mathématique de
Frane (à paraitre).
[30℄ ,  Cohomologie équivariante des variétés de Bott-Samelson ,
Math.GR/0201050 (2002).
[31℄ ,  K-théorie équivariante des variétés de drapeaux et des variétés de
Bott-Samelson , Math.AG/0204265 (2002).
63
