ABSTRACT
Insulin injection plays a very important role in diabetes treatment, but it is pretty hard to monitor injection sites in practical due to the difficulty to remember the previous injection sites correctly on a daily basis. If a patient injects insulin on the same tissue (or same spot of the skin)
repeatedly, there can be many side effects like lipodystrophy which means abnormal storage of fat at the same place and will lead to erratic glucose control. In this thesis, we develop an innovative smartphone-based system that can effectively monitor the location of every injection site, and provide feedback for enforcing a new insulin injection attempt. Furthermore, as a smartphonebased system, it is convenient for nurses or patients to use. The system achieves monitoring under a combination of image processing, data analytics, and other advance technologies. We successfully implement a prototype of our system, which can run on any device with Android environment and a default camera, and we also evaluate its performance in terms of correct detection probability, response delay, and deviation of location estimation.
CHAPTER 1. OVERVIEW
Insulin Injection Background
The population of insulin-requiring type 2 diabetes mellitus (T2DM) has surged due to fast food and sedentary lifestyles, resulting in a corresponding increase in insulin therapy for the medical community. Insulin injection is a routine part of daily life for those patients with diabetes. For convenience, most of them prefer self-dosing and self-injection. However, some common errors in injection technique may increase the likelihood of serious adverse events, including lipodystrophy, hypoglycemia and uncontrolled glycated hemoglobin (A1C) (De Coninck et al., 2010; Karges et al., 2005; Strauss et al., 2002) . Therefore, it's necessary to understand these issues that patients encounter and to develop novel solutions to deal with them.
One of the most critical issue of insulin injection is poor rotation of injection sites. Research shows that repeated injections into the same tissue without appropriate healing time can lead to lipodystrophy, which is the most common cutaneous complication of insulin therapy (Johansson et al., 2005) . A study indicates that lipodystrophy occurs in approximately 48.8% of patients with diabetes (Vardar and Kizilci, 2007) . Sometimes patients may prefer an area of lipohypertrophy to reduce injection pain or discomfort since it's less sensitive over time. However, from clinical experience, patients should pay special attention to previous injection site and avoid injecting in areas of lipohypertrophy, which impairs the absorption of insulin into the systemic circulation and reduces absorption by up to 25% (Johansson et al., 2005; Alemzadeh et al., 2003; Seyoum and Abdulkadir, 1996; Young et al., 1984) . Even if in the same area, the new injection site still needs to be at least 1 inch away from the last injection site for safety.
Therefore, proper management of the rotation pattern of insulin injection sites is critical, and an easy, reliable, and flexible injection site management solution is needed.
Current Approaches of Injection Management
Currently, the insulin injection site selection issue has not been addressed appropriately within the healthcare field. The most common method is that the patients use a marker to manually draw a cross on each injection site on their belly and the mark should be kept until next new injection is taken. In this case, patients have to be very careful in their daily life and feel inconvenient since even taking a shower may erase the marks. Therefore, it's really necessary to develop such an insulin injection site management system to help diabetic patients.
Motivation of Smartphone-based System Development
The emergence of smartphone have brought enormous benefits to human beings and promoted great development to the society. Advanced mobile technologies allow smartphone-based medical devices to become products and come into people's daily life in many medical areas, including heart rate monitoring (Gregoski et al., 2012; Jonathan and Leahy, 2012; Kwon et al., 2012) , pulmonology (Larson1 et al., 2012) , sleep monitoring (Nandakumar et al., 2015) , point-of-care diagnostics (Thompson, 2015) , and a variety of telemedicine systems (Kaplan, 2006; Woodward et al., 2001 ).
Powerful capabilities of sensing, computing and communicating on current smartphone make it possible to get rid of extra hardware devices and achieve goals by leveraging only the existing sensors on a smartphone (e.g., the microphone (Larson1 et al., 2012) and camera (Gregoski et al., 2012; Jonathan and Leahy, 2012; Kwon et al., 2012) ). This may also be a trend in the future since smartphone becomes increasingly universal and it's really convenient for people to use a system that only relies on smartphone hardwares. So far, there are some of research focusing on smartphone-based glucose monitoring/controlling (Bae et al., 2017) . However, there has been little work on performing insulin injection site management on smartphones. These facts greatly arouse our interest in developing such an system based on smartphones so that millions of patients with diabetes can use it easily to conduct injection by themselves and live a more comfortable life.
Our Contribution and Organization of this Thesis
In this thesis, we develop an innovative smartphone-based system that can effectively monitor the location of every injection site, and provide feedback for enforcing a new insulin injection attempt. Furthermore, as a smartphone-based system, it is convenient for nurses or patients to use. Except the basic hardwares on smartphone and a syringe, no extra device is needed. Given a particular type of syringe, whose specification is known, our system is able to detect the tip of the syringe from an image which includes a patient's belly as the background, and then compute the actual location of the syringe tip on the geometry belly plane of the patient in real-scale metrics, such as millimeter. This is achieved by multiple image processing and data analytic algorithms including RGB/HSV space detection, statistical analysis, data clustering, and SIFT/SURF/BRISK features matching and etc. The image is captured by the existing camera on the smartphone. In the basic version, all the image processing algorithms are implemented on smartphone, while in the extension version, a few additional parts run on a cloud server, which is mainly related to multiple verification of the syringe tip detection. After obtaining the real location of injection sites, the data is stored locally. In the extension version, it will be uploaded to the cloud as well, and a real-time database is set up on the cloud that can be accessed by any device with the special patient's ID and password.
Patients are able to view their previous injection sites through smartphone for monitoring and management. We also conduct an performance evaluation of our initial prototype implemented on Motorola Nexus 6 with 7.1.1 Android version, in terms of correct detection probability, response delay, and deviation of location estimation.
Our main contribution comes in three parts:
(1) We come up with a novel smartphone-based insulin management system framework to help patients of diabetes monitor previous insulin injection sites and conduct new injections.
(2) By combining multiple image processing and data analytic technologies, we develop a fast and efficient method to detect a syringe tip on the image and estimate its real location on belly plane in real length.
(3) We successfully implement a prototype of our system on any device with Android environment and a default camera, (in extension version) Firebase real-time database and a remote server.
We evaluate its performance in terms of correct detection probability, response delay, and deviation of location estimation.
This thesis is organized as follows: In chapter 2, we discuss related work at different aspects.
In chapter 3, we give a formal statement of the system model as well as our design goals. Next, we present possible solutions for our problem statement, give a brief overview of the system framework, and introduce each module of our system in chapter 4. Then in chapter 5, we analysis the results of the performance evaluation of our implementation. Finally, we present our conclusion in chapter 6.
CHAPTER 2. RELATED WORK
The ubiquity of smartphones with increasing intelligence and various creative functions supports the idea that it may become a good platform to run medical and health care system in patients' daily life, especially for non-clinical settings. Inspired by such an idea, we consider an innovative smartphone-based solution to help patients with diabetes effectively monitor the rotation of injection sites, which does not require extra hardware devices. In this section, we organize our summary of related work as three parts: examples of smartphone-based medical devices, insulin management on smartphones, and related algorithms of image processing in our system.
Smartphone-based Medical Device Examples
Generally speaking, smartphone-based medical devices are classified into two classes: a smartphone with a self-contained device that may collect data and communicate with smartphone, and an app using only the phone's built-in hardware to obtain and process data.
For the first class, self-contained medical devices provide the hardware level support for systems to collect data or perform medical analysis. In this class, the smartphone may play a role as a system controller, communication hub, or user interface, which are likely to be popularized among users since they may prefer to access the system through a familiar smartphone rather than directly operate a professional medical device with a datasheet of hundreds of pages. Typical systems includes blood pressure monitors (Bae et al., 2017) , where Bluetooth is used as the communication method. The second example is a medical system that integrates the imaging cytometry and fluorescent microscopy on a cell phone based on an optofluidic attachment working with the smartphone camera, which illuminates a flow cytometer test strip (Zhu et al., 2011) . The system can provide users with point of care blood tests. Another example is Smartphone Attachment for Stethoscope Recording (Thompson, 2015) , which is able to record sound from an off-the-shelf acoustic stethoscope with the help of a 3D-printed extension attachment of iPhone. The sound can be processed by smartphone software later for automated diagnostics.
For the second class, existing hardwares on smartphone are the only hardware the systems use.
The most significant advantage of this kind of systems is that they can be immediately deployed through software installation in AppStore of a smartphone because of their low cost and easy operation. One successful example is SpiroSmart (Larson1 et al., 2012) , a low-cost mobile phone application that performs spirometry monitoring using the built-in microphone of smartphone. It greatly overcomes the barrier (expensive cost and usability) to use a conventional spirometers at home.
Beside lung functions, sleep disorders can also be monitored through a smartphone (Nandakumar et al., 2015) . It's achieved by a combination of speaker and microphone which are transformed into a sonar system to detect breathing. In addition, a smartphone digital dermoscopy application is developed to monitor skin condition and get feedback about the likelihood of malignancy by processing the high-resolution images of skin (Zouridakis et al., 2015) . The research is helpful to us since the key algorithms of our system are image processing, which are also implemented through the smartphone camera.
Smartphone Aided Insulin Management System
Although there are already a various kinds of health/medical devices based on smartphone so far, few are related to insulin management/injection. What's more, even within those related topics, most of them focus on determining when to conduct an insulin injection rather than where to choose a proper injection site.
CloudConnect may be a significant cloud-based smartphone application to help patients with Type 1 Diabetes (T1D) (Bae et al., 2017 Glucose Monitoring (CGM) data and those data will be used in the precision medicine treatment of adolescent patients with T1D, such as prompting them to have a meal or bolus. The developers of CloudConnect also state the main barrier to enhance user adoption and maintain long-term user engagement, including the disruption caused by the constantly update of personal health data, the lack of features that attract users, and unfriendly user interface. These are still the critical challenges that we need to overcome when developing our insulin injection site management system.
Beside academic researchers, patients with diabetes also contribute to this area. A T1D patient develop an android application by himself (An Android App, 2014). The app aims to those patients who always forget which site they used last time and can help them remember which injection site to rotate to next for an optimal spread. Each user is supposed to create a profile at the first time.
Then they are asked to add the injection sites they use by clicking on the image and select the way it rotates the sites. The app will save the selection on the profile. Once the profile is finished, the app will automatically check the next rotation every time the user access the profile and need to conduct a new injection. It is also possible that a user has multiple profiles: one for each part of the body.
Related Algorithms of Image Processing
The most critical part of our system is to figure out the injection site on image by detecting the syringe tip, and then compute the actual location of injection site on belly plane. Both tasks are achieved by image processing. Although no prior literature exists that describes syringe tip detection on images, it is possible to relate these two tasks to other object recognition/localization in computer vision. Many prior approaches for object recognition are based on hand crafted image descriptors that can characterize the object.
Famous traditional features include histogram of oriented gradients (HOG) (Dalal and Triggs, 2005; Felzenszwalb et al., 2009) , scale invariant feature transform (SIFT) (Lowe, 2004; Uijlings et al., 2013) , and Speeded Up Robust Features (SURF) (Bay et al., 2006) . These algorithms provide robust matching between two images with the same object regardless of translation, rotation, as well as a certain range of scaling. Inspired by these algorithms, we design one module in our system to compute information about the syringe in input image by matching it with a reference image known in advance, using SIFT/SURF features.
As the mobile technique develops rapidly, binary features become more and more popular in smartphone-based image processing due to their fast computation and efficient storage. Successful examples are Binary Robust Invariant Scalable Keypoints(BRISK) (Leutenegger et al., 2011) and
Oriented FAST and Rotated BRIEF(ORB). However, as a tradeoff, the accuracy of these binary features is generally worse than traditional features. Over the recent years, the idea of Convolutional Neural Networks (CNNs) has been developed into a novel method that can achieve state-of-the-art performance for image recognition (Long et al., 2015; Krizhevsky et al., 2012; Szegedy et al., 2015; Simonyan and Zisserman, 2014) . Whereas, the over complex architecture results in a fact that it may still be a very challenging approach for mobile application, at least so far. Considering the difficulty of implementation on smartphone, we never try CNNs in our study.
RGB/HSV colorful features detection and filtering also play an important role in our algorithms due to the fact that color detection is usually a popular solution to recognize object in the field of computer vision. Beyond the traditional color analysis methods, the emergence of Artificial
Intelligence greatly reinforce the accuracy. There are some prior research related to these areas.
In algorithm "A Fast HSV Image Color and Texture Detection Algorithm" (Monika and Sharma, 2014) , with the help of Artificial Intelligence, the detection of image color is successfully integrated with detection of texture. As another example, a color and texture based algorithm is presented to locate on-tree apples in a single image (Krizhevsky et al., 2012) . After the redness measurements, the edges of target apple are detected based on the texture properties. In order to improve the performance under severely cluttered environments, Laplacian filters are used to intensify the texture differences between the foliage and the apples, making it separated more easily.
CHAPTER 3. SYSTEM MODEL AND PROBLEM STATEMENT
Insulin Injection and Management Situation
In this section we will discuss how our system is expected to work and interact with patients with diabetes. Before an injection, patients first fill up the syringe with medication and prepare a backup syringe at the same time, which is the same type as the one currently used but the cap is not removed yet. The backup syringe only plays a role as an indicator since compared to a needle tip, a syringe with cap is much more easier to be detected by image recognition technologies and can achieve a much higher accuracy of location computed from images.
While opening the app on smartphone, it is an option for patients to check the previous injection sites on belly using navel as a reference so that they will know approximately which areas are available for a new injection. Then they are supposed to use the backup syringe to point to a new injection site they want to try and take a photo with the help of our app on smartphone. In a few seconds, our system will return feedback to patients about whether the current attempt is safe or not. For a safe attempt, patients can click the "confirm" button on the app, note the chosen site and then finish the injection using the medication-filled syringe. For a unsafe attempt, patients are asked to either retake photos or choose another injection site.
Design Goals
As a practical insulin injection management system to help patients, effectiveness and practicality are always the most important factors we are considering. In general, our system is expected to fulfil the following goals:
• High accuracy detection and computation: Our system is supposed to detect a new injection site on a photo with a high accuracy, which can be figured out by the syringe tip. After the detection, the actual location of the injection site on belly surface should be computed from its pixel location on the image with high accuracy as well. This is the primary design goal of our system since the computed actual locations will be used to check safety and we need to ensure the result about safety is with high confidence.
• Real-time response and monitoring: When users attempt to conduct a new insulin injection, the system should immediately check safety of that entry and return feedback to user in real time, which means the response time is expected to be as short as possible.
Besides, users are also able to view the actual location of all their previous injection sites as a high level monitoring of the procedure of their insulin treatment.
• User-friendly interface: It is also very important to design a user-friendly interface of our system which is easy for patients to use. The platform is supposed to be a universal device without any expensive hardware requirement. Smartphone is a good choice for us. Besides, in order not to annoy users, the operation on the interface shouldn't be too complex and the whole process of insulin injection under the monitor of our system tends to be as simple as possible.
CHAPTER 4. SYSTEM DESIGN
System Overview
As is illustrated in Figure 4 .1, the system consists of four basic modules: Camera module (helps users take photos in the app), Image processing module (processes the photos obtained from that camera module), Monitoring and control module (checks the safety of a new injection site and also controls the app), and the Display and interaction module (receives commands from users and provides feedback).
In the basic version of our system, everything is processed locally and the user does not need to be connected to the internet. In the expanded version of our app, internet connection is needed to ensure the communication between the smartphone and the cloud. 
Camera Module
The cameras on patients' smartphones are the key hardware component of the system. Many smartphones have the digital camera features and we will capitalize on this in our system. The system will use an OpenCV camera handle that will access the camera on the smartphone. With this technique, we can apply further processing methods to images right after taking a photo. These image processing methods will be introduced in the following subsection. Additionally, our camera user interface is quite different from the regular system camera app on smartphones. For example, as can be seen in Figure 4 .2, users are able to align the circle to their belly buttons easily using this kind of interface.
Image Processing Module
Image processing is a critical component of our system. The input image of this module is the raw photo taken by the camera module and a detailed figure of this module can be seen in Figure 4 .3. Generally speaking, this module has two tasks: (1) to detect the location of syringe tip on the image and (2) to obtain a length reference from the input image. Due to the fact that the syringe tip is on one end of the cap and the real length of the cap is a known constant specified by the type of syringe, identifying the location of the syringe cap can help to address the above concerns. Mathematically, the syringe cap on the images taken by our system can be considered to be a perspective projection of a rigid body on a 2-D plane, which has 4 degrees of freedom (x and y coordinates of centroid, rotation angle on the plane, a length reference of the belly on the image). The length reference of the belly on the image is important because it converts the pixel distance between two ends of the cap into real length in millimeters. In order to calculate the length reference, we first need to obtain the pixel location of the two ends of syringe cap, denoted
by (x e1 , y e1 ) and (x e2 , y e2 ) respectively, and then compute the distance between them. In other words, the 4 degrees of freedom above can be equivalent to the following 4 parameters on the input image:
(i) The geometry center of the cap, which is denoted by (x c , y c ) in pixel value;
(ii) The angle between the line through the two ends of the cap and a horizontal line, which is denoted by θ cap ;
(iii) A direction from the syringe body to its tip;
(iv) The pixel length of syringe cap, denoted by L pixel .
Once those 4 parameters are figured out, the location of syringe cap on the image can be specified uniquely. In order to achieve this goal, we divide the image processing module into 4 sub-modules.
After receiving the image of a new injection attempt, Syringe Cap Recognition sub-module will try to percept the syringe cap and then compute its detail information, including (x c , y c ), (x e1 , y e1 )
and (x e2 , y e2 ) we mention above. Next in Image Cropping sub-module, parameters θ cap and L pixel will be computed and the image will be cropped based on these information. As is illustrated in Figure 4 .6, the cropped image only includes the syringe cap and a few pixels around it. Generally speaking, the size of cropped image is about 5% -10% of the original image, which greatly reduces the computation of the following process algorithms. Then in Syringe Body Detection sub-module, the last unknown parameter, a direction from the syringe body to the syringe tip, is supposed to be found. In this sub-module, there are two parallel algorithms called simultaneously to achieve this purpose. Finally, by summarizing all the parameters we get above, the pixel location of syringe tip can be estimated, which is the output from the image processing module. Details of each sub-module will be introduced below. 
Syringe Cap Recognition
The input of this sub-module is a raw image represented by a matrix of pixel values in RGB color space. First, in order to reduce the computation complexity, we downsample the image using a rescaling factor α, which means the height and width of the downsampled image is 1/α of the original one. In practical, we often choose α = 2 or α = 3. Next step is to detect the orange part of the syringe cap. Following the downsampling, each pixel in RGB color model is converted to HSV model due to the fact that pixels in HSV model are more linear-separable in terms of hue. The image matrix in HSV moddel is denoted by I. The specific "orange" color space of the syringe cap O is defined by the intersection of a few half-spaces:
where the lower/upper bound h l , h u , s l , s u , v l , and v u are determined preliminarily in our training experiment. Then we apply a filter to the image matrix in HSV model to pick up the all the pixels that belongs to the "orange" space and take down all their location on image. Denote the is obtained:
.., n. Note that there is actually a challenge to detect the syringe cap if there are some other objects which have the same color as the syringe cap. We will discuss how to deal with this problem later (in the extension sub-section). Now we first assume that there are no "orange" noise in our basic version.
Once the center of cap is figured out, we are able to computed the location of two ends of the cap. One of the most important fact is that the geometric shape of the syringe cap on image is similar to a rectangle with aspect ratio (length/width) of 5 approximately. Therefore, this problem can be converted to another problem which is easier to deal with: To find out those cap pixels that are the most far away from the center. We compute the Euclidean distance of each pixel on cap and j=1, 2, 3 , ..., n. To find out the "far away" pixels on cap, those pixels whose distance between q lower and q upper quantile of the array {d j } above are selected. In practical, we choose q lower = 85% and q upper = 98%. The reason why the pixels with distances larger than q upper are also ignored is that they're most likely the noise, or some extreme values. Based on the location of the "far away" pixels, they can be easily divided into two groups, and the center location of these two groups are considered as (x e1 , y e1 ) and (x e2 , y e2 ), both of which can be computed pretty similar to the cap center. Besides, the pixel length of syringe cap, is exactly the Euclidean distance between two ends: L pixel = (x e1 − x e2 ) 2 + (y e1 − y e2 ) 2 . To overview this sub-module, we manage to get the parameter (i) and (iv) from the image.
Image Cropping
In image cropping sub-module, a sub-image with pixels only around the syringe cap will be cropped for syringe body detection in next sub-module. In this case, we greatly reduce the complexity of following algorithms and therefore save the processing time. The cropped image is a rectangle whose width is a little larger than the cap width and whose length is about 3 to 5 times of the cap length. To crop the image, at first, the the parameter (ii), θ cap , need to be computed based on the location of the two cap ends:
In some special cases, we also have: θ cap = π/2, for x e1 = x e2 , y e1 > y e2 , and θ cap = −π/2, for x e1 = x e2 , y e1 < y e2 . It's obvious that the location of the two ends cannot be totally the same in normal situations, so it's reasonable to assume that the condition x e1 = x e2 , y e1 = y e2 is impossible.
Since the syringe cap on image is a rectangle with fixed aspect ratio, and the length L pixel is estimated above, we will be able to compute the cap width in pixels as well, which is denoted as W pixel . To generate the required sub-image, we first rotate the raw image with center (x c , y c ) and angle −θ cap , and then select a rectangle sub-image with length β 1 L pixel and width β 2 W pixel , whose center is exactly at the center of syringe cap. The constants β 1 and β 2 are pre-determined. 
Syringe Body Detection
The last part of image processing module is to figure out the direction from syringe body to cap, which is the parameter (iii) we discuss above. This problem is actually equivalent to detecting the general location of syringe body relative to syringe cap on the image. In this sub-module, the cropped image is used in two parallel methods to achieve the goal. If the results of these two methods are consistent, which means most likely the results are correct, then a final result will be outputted from image processing module. On the other hand, if they are not consistent, both of the syringe cap locations will be outputted and they will be plotted on the screen in display and interaction module.
The first method to detect syringe body is using BRISK features matching (Leutenegger et al., 2011) . Based on the cropped image, a scale-space pyramid is constructed. A keypoint is detected by comparing its own FAST (Rosten and Drummond, 2006) score with the all neighboring scores in its own octave layer as well as in layers in-between. Once the keypoint is detected, its scale will be computed by quadratic function fitting on scale-axis. Then its location on image is re-interpolated between the patch maxima closest to the determined scale.
In addition to those information, a BRISK descriptor of the detected keypoint is obtained by concatenating the results of simple brightness comparison tests. The descriptor of one keypoint is a binary string which greatly saves memory and reduces the complexity in later analysis. Besides, there are r reference images of the given type syringe, which are taken from different angles, stored on the smartphone (as the internal files of the app). Similar to the cropped image, BRISK keypoints and descriptors are extracted from these reference images before users take photos of new injection attempt.
Given the set of keypoints and their descriptors from cropped image as well as one reference image, a Brute-Force matcher is set up to conduct kNN matching on the descriptor sets. Denote For each descriptor s i ∈ S c , two of its nearest neighbors in the reference descriptor set will be found out:
Then we apply ratio test (Lowe, 2004) to find out good matches: if s i1 − s i 2 γ s i2 − s i 2 , we consider it as a good match for the keypoint with respect to s i , where γ ∈ (0, 1) is a constant ratio.
Based on the locations of the good-matched pixels on cropped image, the average distance from these pixels to each cap end is computed, and the end with larger average distance indicates the syringe tip location. By this way, the direction from syringe body to the tip is figured out which is the last parameter we need to estimate.
The second method is detecting pixels in a new defined color space, which is quite similar to syringe cap recognition module. In terms of the syringe we are studying, we use the black color for detection due to the fact that it's the most significant color on that type of syringe body, but in general, the color to use is not unique, and it's dependent on syringe type. Furthermore, it can even be any self-defined space in HSV color model. After we detect those pixels with specific color, the center of them is computed. By comparing the distance from the center to each of the cap end, the direction can be figured out similarly.
Monitoring and Control Module
On receiving the estimated injection site location from image processing module, the monitoring and control module will check safety of this injection attempt. Using the pixel length reference L pixel obtained from the image processing module and the real length of the given syringe type, we are able to compute the actual location of each injection site on belly plane. All the actual location of previous injection sites are saved in our database. By comparing the distance between this new attempt injection site and each previous injection site with a given safe distance threshold (e.g. 20 mm), if the distance to new injection attempt is larger than the threshold for all previous injection sites, then the system will consider the new injection attempt to be safe. Otherwise, an alarm will be raised so that users can know the current attempt is not safe and they may choose a new location for injection.
Display and Interaction Module
This module plays a role as user interface. Generally, it receives all the commands from user and provides the corresponding feedback for them. After getting result of new injection site location from image processing module, it will display the estimated injection site on the photo which is in a camera view on the screen. As is showed in Figure 4 .7, the users will have the option to confirm if the estimated injection site is correct on the input image. If not, they can choose "deny" to retake a photo.
Besides, this module also allows user to look at their previous injection sites in an ideal geometry plane that resembles the belly plane. Users are able to see the most recent m injection sites on the plane, where m is an integer with range 1 to 14 chosen by users in the setting page. If users click an injection site plotted on the geometry plane, the detail information of this injection site will be displayed on the screen. Figure 4 .8 shows an example display of this module.
Extension

Cloud Database
It is important that we save the resources of the mobile (in which the app is running) as much as we can by utilizing the cloud resources we have. There are many constraints which restrict us in developing an mobile and making it as flexible as we can. One such constraint is limited storage.
Users will not use the app if it consumes lots of storage on the device. This is where the cloud comes into the scene. Cloud allows us to store the data safe and secure online and facilitates us to store and retrieve as much as we can without wasting the resources on phone like storage, battery, and etc. For our mobile app, we use Firebase, which is a platform used for many web and mobile applications that provides many features for the developers to fit their needs. Every time the image pre-process is finished, we send all the results to our real-time database, including cropped images, keypoints and corresponding descriptors, primary injection site results and additional information of this injection (e.g. time). This database will also have the data of the previous injection sites which can be downloaded to smartphones when the "previous injection site view" function is called.
Remote Computing Module
The remote server module is to implement the image-matching-based injection detection part.
Since the CPU computation capacity of the smartphone is pretty limited, it may be very timeconsuming to use the image matching locally (in the phone) to compute the injection site. Therefore, a remote server is setup and can keep sensing the cloud database every second. Once there is a new entry in the database, the remote server will immediately read the data from this entry, launch the As a improvement, we use SURF (Bay et al., 2006) features instead of BRISK due to the fact that the descriptors of SURF kepoints contain more detailed information about the keypoints and, therefore, are more robust in image matching. The complexity of using SURF features is a little higher than BRISK, but based on the powerful hardware of remote server, the algorithm still runs pretty fast.
In this module, there is another algorithm to detect the syringe tip, which is totally different from the basic version. This algorithm is optional and can be used for multiple verification of the syringe tip detection. Based on the matched keypoints on the cropped image and each reference image, a transformation matrix T from the reference image to the cropped image can be computed (T ∈ R 3×3 ). Demote T k as the a transformation matrix of the kth reference image, k = 1, 2, 3,..., r. For the kth reference image, suppose there are N k matched keypoints on it. We apply the transformation matrix to every matched keypoint (x i , y i ) on the reference image and compare the The average distance error of the image matching of this reference image is defined as:
By finding out the minimum average distance error of image matching among all the r reference images, we can know the best reference image for this particular cropped image and define k best = arg min k Ave Err k as the index of it. As the location of syringe tip on reference images are known in advance, which can be checked and saved when we take these images, we are able to estimate the location of syringe tip on the cropped image: (x tip , y tip , 1) ≈ (x tip , y tip , 1) · T k best , where (x tip , y tip )
is the location of syringe tip on the best reference image.
CHAPTER 5. EVALUATION
Implementation Detail
Theoretically, any smartphone running in Android environment can be a platform for our system and the only hardware requirement of the smartphone is a camera. In our evaluation, we use Motorola Nexus 6 with 7.1.1 Android version to test the performance of our system, which has 2.9
GB of memory and 29.12 GB of storage. The camera of Motorola Nexus 6 provides a few possible resolutions: 1920x1080, 1080x960, and 1080x768.
The app is developed under Android Studio 2.3 version. In our Android Studio project, the basic libraries of android development are all needed. The most important library dependency of the app is OpenCV Library 3.20, mainly including the package of OpenCV camera, core image processing, features detection, high-level GUI, and etc. In order to enable these OpenCV functions on smartphone, a software named OpenCV Manager is required, which can be downloaded from App Store easily. Besides, we also need to include some common packages like Java I/O, Java text and Java utility.
In the extension version of our system, the Firebase library dependency is needed.
App Performance
After finishing the implementation of our system on smartphones, we consider evaluating the performance of our system in practical. Three of the most important factors we are concerned about are:
(a) Correct Detection Probability: Given a raw photo as input, the probability that our system obtains the location of the syringe tip on the photo correctly. This is also equivalent to the situation where users do not need to deny the output and retake a photo. Once we launch the app on smartphone and take a photo for new injection attempt, first we care about whether the the system can detect the syringe tip correctly on the photo, which is the premise of all the remaining modules to work normally. To indicate this problem, we use the probability of correct detection as the first key factor. We use our system to take many photos of a syringe with cap in different backgrounds, which include various kinds of noise, and check whether the syringe tip can be detected correctly for each photo. First, to test it in the simplest situation, we put the syringe on a white paper. Then, as a simulation, we search anonymous belly images from internet and then print it out as background of the syringe. Third, we drop the syringe on the floor or table in a noisy background with some other objects randomly placed. What's more, we also test it in the background of real skin, including belly, arms, and thighs. As can be seen in Table 5 .1, the correct detection of syringes in white background, belly printed on papers and noisy background reaches a pretty high probability. Our image processing module is quite robust to most kinds of noisy backgrounds. However, The image type of real skin in noisy background and belly is more practical and their corresponding probabilities are a little bit lower, compared to the first three situations. One possible reason is that the color of skin on belly, especially under light of a certain intensity, may looks similar to the syringe cap on image occasionally. Generally speaking, the rarer the color of syringe cap is (in the environment), the more likely the detection is correct. Therefore, how to choose a unique color to detect may be a interesting problem in our future works. Unlike the color detection, BRISK and SURF features matching are pretty robust to color so that they can achieve high performance regardless of the skin/environment color , but they are more sensitive to other kinds of noise such as skin spots. which corresponds to reference image pre-processing sub-module in Figure 4 .3. Since it only occurs at the first time users take a photo, we don't count it as part of total response delay (for processing one new image).
During our experiment, we also find that the response delay varies sightly based on the success or failure of each sub-module of image processing. All the data in the table above is from normal situations, in which all the sub-modules succeed. If at least one sub-module fails to achieve its goal, we consider it as an abnormal situation. Generally speaking, the delay in most of abnormal situations is shorter than a normal one. This is reasonable since in most abnormal situations, those failure sub-modules may not have enough valid data and some programs are skipped. we can consider a example in which the BRISK image matching fails whereas the other parts of image processing all succeed. The most likely reason why BRISK fails is that there are not enough keypoints on the cropped image(sometimes even no keypoint), so in this situation, the elapsed time of BRISK sub-module is much less than the time under a normal situation where all parts succeed.
However, there is an exception: if the HSV color space detection fails due to noise with similar "orange" color in the background, the delay will be much larger than a normal situation.
To evaluate the accuracy of real location estimation of injection sites on belly plane, we choose a few 2-D planes and 3-D low curvature surfaces simulating the belly with different noisy backgrounds.
For each plane/surface, a circle is located at the center simulating the bell button and a Cartesian coordinate system is set up on it. We mark some specific points on it and manually measure their coordinate in real length (mm) as ground truth. After launching the app on smartphone, we point to each marked location using a syringe with cap and take photos to obtain the estimated location of it computed by our system.
For each point we calculate the Euclidean distance between the actual location and the computed location. By repeating the process for multiple times, we are able to get the statistical results of the accuracy of location estimation. Figure 5 .1 shows a distribution of deviation of location estimation in 100 times measurement. It can be considered as an approximation of the Probability Distribution Function (PDF) of the deviation of location estimation. The mean of all the measurements is 5.23 mm and the standard deviation is 2.71 mm. From the distribution, we can see that with over 90% probability, the deviation is less than 8 mm and with about 100% probability, it's less than 16
mm. This will be helpful when we choose a proper threshold of distance to check safety of a new injection attempt.
Discussion about Limitation
Although our system achieves a pretty good performance in terms of correction detection and response delay, there are still a little limitation which we will discuss in this section.
First, the syringes in our system are required to have a cap with distinguished color which should be rare in people's living environment. This adds an extra requirement to the types of syringe that can be used in our system. The requirement is actually satisfied by most of the traditional syringes used for insulin injection, but there are still a few novel syringe only with all the common colors in the environment. For those types of syringes, our system may not be applicable. Second, our system need the pre-knowledge of the syringe type so that it can choose the best parameters in HSV color space detection as well as store the reference images of the specific type of syringe from different angle, which will be used for BRISK feature matching. All the information about the syringe types need to be obtained preliminarily when we develop the system, so if users want to choose a new kind of syringe whose information is not included in our system before, they have to contact us and ask for the system update.
Third, to ensure the computation of actual location of injection sites on belly works, users have to keep the smartphone plane parallel with belly button (suppose it is also a 2D plane), and align the virtual circle on camera to belly button. This may cause a little inconvenience when users take a photo. During the period of developing the system, we have considered about this drawback and tried several methods to simplify the procedure of taking a photo, but none of them works well in terms of the accuracy of computing the actual location of injection sites on belly plane. So far, the current approach is still the best one to get the accurate location of injection sites. Maybe in the future, we will have other solutions that can achieve both accuracy and simplicity.
Future Work
As we mention in the app performance section, one of the most serious reasons that may cause the failure of our image processing module is the appearance of noise with the same color as the syringe cap in the background. To improve our image processing module, basically there are two solutions in different aspects which are included in our future work.
For the first solution, we may consider how to choose a better parameters in HSV color detection sub-module. In our current system, those parameters (the boundary of the specific color of syringe cap in HSV space in 4.3.1: h l , h u , s l , s u , v l , and v u ) are manually determined preliminarily in our training experiment by testing many images with the syringe cap. We may use machine learning technologies to train these parameters automatically so that the number of correct detected pixels can be maximized over all the training images.
Next we discuss the second solution. After HSV color detection, it is possible that there are still some pixels whose (h, s, v) value is exactly same as the syringe cap. However, we note that the syringe cap on the image has a pre-known geometric shape, which is pretty close to a rectangle but with one end a little narrow, whereas the noise with the same color is most likely scattered and irregular. Based on this fact, we plan to build a model of the distribution of those pixels composed of the syringe cap after the HSV color detection through some statistical methods or machine learning technologies. Then, we partition the pixels with the specific color into many clusters, and match the distribution of pixels in each cluster with the distribution model of syringe cap. By finding out the best match, we are able to obtain the cluster corresponding to the syringe cap correctly.
User interface is another aspect we may work on in the future. We are going to explore novel solutions to compute the actual location of injection sites on belly automatically instead of asking users to align every time they take a photo. This is important since it will greatly simplify the procedure of operation for users. Besides, providing more functional options for users in the setting page is also necessary.
Last but not the least, we may develop more functions of the local database as well as the cloud database so that it will become more user-friendly. Also, the doctors are expected to access the real-time database of each of their patients and therefore, can achieve a better monitoring of their patients' conditions.
CHAPTER 6. CONCLUSION
Because of popularization of fast food and people's irregular living habits, there are a increasing number of patients with diabetes every year. However, doctors, nurses, and medical equipments in hospital are always limited, and it's almost infeasible to ask each patient with diabetes to conduct insulin injection on hospital everyday. Therefore, how to help those patients finish insulin injection by themselves easily becomes a very crucial problem we need to solve out. Our system is a pretty suitable approach to solve it since the only hardware requirement, smartphone with a camera, is very common in people's daily life and the patients just need to download the app on their smartphone, which is very convenient and simple. This is the most significant meaning of our system to diabetes treatment.
