Abstract-In this work, the problem of spectrum allocation in cognitive radios is shown to be similar to the load balancing problem in distributed computer systems. Spectrum Load Balancing (SLB) algorithm based on the non-cooperative load balancing problem in computers is proposed, and is applied to a cognitive radio system. The capability of SLB to support QoS in the presence of other competing cognitive networks is evaluated via simulations and compared with the existing Spectrum Load Smoothing (SLS) algorithm. SLB is more efficient than SLS and it provides a Nash Equilibrium.
I. INTRODUCTION
F LEXIBLE and dynamic spectrum usage requires an intelligent medium access, especially in the face of QoS support. Radios designed for efficiently using a shared spectrum and at the same time not causing significant interference to the incumbent (primary license holding) radio systems are referred to as Cognitive (spectrum agile) radios [1] . They identify radio spectrum when it is unused by the incumbent radio system and use this spectrum in an intelligent way based on spectrum observation. A method referred to as Spectrum Load Smoothing (SLS) to coordinate and optimize the usage of radio spectrum is introduced in [2] , [3] . SLS uses an opportunistic spectrum usage framework which causes no interference to primary users of the spectrum (either because the primary user is not currently active, or because it is unlicensed spectrum), and is applied to TDMA like channels which are shared by multiple devices. The principle of SLS was derived from the idea of Waterfilling [4] , a well known method in the field of multiuser information theory and communications engineering.
We note that the problem of optimizing the usage of radio spectrum shared by different devices in at least one of the following dimensions: space, time, frequency, carrier, spreading code is similar to the load balancing problem in the computers [5] . The load balancing problem in computers is stated as follows: given a large number of jobs, find the allocation of jobs to computers optimizing a given objective function. In this work, we develop an algorithm for spectrum load smoothing in the time domain based on a non-cooperative game theoretic load balancing problem described in [5] .
II. SPECTRUM LOAD SMOOTHING AND LOAD BALANCING First, we outline SLS ( [2] , [3] ) in time domain for a single fixed frequency. Also, the frame structure is fixed and SLS is applied once per frame by each requesting device. SLS allocates (time) lengths on n (time) slots to m (competing) devices over several iterations per frame (in round robin mode) as follows. Each slot has a (total) fixed slot length and the sum of its allocated lengths cannot exceed the slot length. The aggregate slots length is sufficient to accommodate all the devices' requirements. For every frame, each device considers the available slot length (remaining from previous iterations) and tries to get a portion for its requirement. The goal is to leave the slots at approximately the same load level (where load is the allocated slot length).
Remark: The time complexity of SLS algorithm is
where n is the number of slots, m is the number of devices, and iter i is the number of iterations taken by device i = 1, ..., m for SLS to converge for a single frame. For each frame, the average complexity per device is O(n × iter avg ), where
In a distributed computer system consisting of n heterogeneous computers shared by m users [5] , the goal of each user is to find an allocation of her/his jobs on the computers so that the average response time of her/his own jobs is minimized.
From the description of the preceding two systems, we note that the spectrum load smoothing in time domain is analogous to the load balancing in distributed system of computers [5] . The time slots of the channel in which the devices transmit their data can be thought as computers and the devices which require portions of the time slots can be thought as users. We replace 'computers' by 'time slots' (or simply 'slots') and 'users' by 'devices' in the load balancing model. We then formulate the problem for spectrum allocation as a load balancing problem in analogy to [5] .
Problem Statement: Let us denote by ( The total time length that all the devices occupy in slot i is m j=1 s ji φ j . Thus, the total amount of unused time in slot i is
To achieve load balancing each device j must calculate the fraction s ji so that F i (s) is maximized subject to the following constraints on (1) (analogous to [5] ):
The reasons are: (i) the fraction cannot be negative, (ii) for user j, the sum of fractions in all the slots should equal 1, (iii) the sum of all allocations in a slot cannot exceed the slot length.
. Therefore optimization over all slots implies that
must be minimized. We consider this formulation to make use of the related existing game theory [5] . In particular, this allows the proof of fairness guarantees.
Therefore, here the goal of each device j can thought as selecting the strategy s so that the payoff function D j (s) is minimized. Also note that (3) is similar to the function to be optimized in load balancing problem in [5] . We formulate this problem as a non-cooperative game among devices assuming that the devices are selfish. In a non-cooperative game for spectrum allocation each device (player) with a requirement of φ j determines its strategy profile s j in order to minimize its corresponding payoff D j (s). The optimization problem associated with device j can be described as follows:
Nash equilibrium is defined as the strategy profile for which every device's load balancing strategy is a best reply to other devices' strategies. This best reply for a device will find the minimum of the payoff function given the strategies of the other devices. We need to determine the strategy profile of device j which must be optimal with respect to the other devices' strategies. The solution of the optimization problem in (4) and the algorithm for calculating the optimal solution (best reply algorithm) and finding the Nash equilibrium was given in [5] .
Best Reply Algorithm (Device-j)
Input: Available slot lengths: µ 
1 φj 6) Allocate in each slot i = 1, 2, ..., n s ji φ j , j = 1, 2, ..., m In order to obtain the equilibrium allocation, we need an iterative algorithm where each device updates his strategies (by computing his best response) periodically by fixing the other devices' strategies. The devices iteratively apply the best reply algorithm to compute the Nash equilibrium as shown below.
SLB Algorithm
Each device j = 1, . . . , m performs the following steps in each iteration:
1. Receive a message containing the current strategies of all other devices. 2. If the message indicates a termination, then broadcast the termination message and EXIT. 3. Update the strategies (s ji φ j ) by calling the Best Reply algorithm. 4. Check if the desired error norm is reached. 5. Broadcast the updated strategies and the error norm. The algorithm is executed during the coordination period of each frame assuming that each device has received the allocations of all other devices before starting its allocations in the current frame as in the case of SLS. Otherwise, the less accurate allocations of the last frame are considered. The broadcast is implemented via in a base station in a cellular network or by a broadcast algorithm in ad hoc networks.
Remark: (a) The time complexity of the best reply algorithm is O(n log n) [5] . (b) The time complexity of SLB algorithm is O(m × n log n × iter) where n is the number of slots, m is the number of devices, and iter is the number of iterations taken by the algorithm to converge to the Nash equilibrium. We note that iter is the same for all devices unlike SLS.
III. SIMULATIONS
In this section, we compare the spectrum load balancing (SLB) introduced in the section above with the spectrum load smoothing (SLS) algorithm based on reservation [3] in terms of the achieved throughput. The normalized throughput Θ j (n) represents the share of capacity a device j demands in framen, and is defined in [3] . The simulations were performed using Matlab. It is assumed that there are four devices (users) in the system and a frame structure of four time slots with a maximum load capacity of 0.8 is considered as in [3] . The remaining capacity is left unallocated to enable the additional SLB using devices or legacy devices. The maximum load level is respected by all devices and they abort their allocations if it is exceeded. The SLB is achieved over the complete frame. Fig. 1 shows the requested allocation (frame 0) and the allocations at frames 1, 26 and 75 of the SLS iteration. Fig. 2 shows the requested allocation (frame 0) and the allocations at frames 1, 26 and 75 of the SLB iteration. Device-j, (j = 1, 2, 3) share the medium during the initial frame-0 and their demanded allocations are not coordinated, i.e. they overload the first time slot leading to a shortened observed allocation for device-2 and no allocation for device-3 as depicted in Fig. 1 and Fig. 2 , both in the case of SLS and SLB. During this frame the observed throughput of both the devices-j (j = 2, 3) is less as seen from Fig. 3 . The SLB leads to mutually coordinated output of the demanded allocations during frame-1, although in a different pattern from the SLS as seen in Figs. 1 and 2 .
Device-4 initiates its transmission in frame-25, demanding a share of 0.2 from the capacity. This leads to a noncoordination among the devices and a decrease in throughput of all the devices using SLS, but in SLB, since the demanded allocations is divided into parts and allocated in the same step. This effect does not occur as it is seen in Fig. 3 . All the devices follow SLB and redistribute their allocations in a coordinated way and reach a steady point of interaction which is the Nash equilibrium of the game. At frame-50, device-4 terminates its transmissions, and this results in the re-distribution of allocations as seen in Fig. 1 and Fig. 2 . Table I shows the number of iterations and computations for SLS and SLB (computed using the time complexities discussed in the above remarks) with increasing number of devices. It can be observed that the devices take significantly fewer iterations in SLB compared to the SLS. Thus, the 
