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Abstract
In the last 15 years, network science has established itself as a leading scientific tool
for the study of complex systems, describing how components in a system interact
with one another. Understanding the structure and dynamics of these networks of
interactions is the key to understanding the global behaviour of the systems they
represent, with a wide range of applications to fundamental societal problems; from
designing stable and resilient infrastructures which are critical to our sustainability,
to identifying topological patterns in interactome networks that are associated with
breast cancer.
Most studies so far have focused on isolated single networks that do not interact with
or depend upon other networks, while in reality networks rarely live in isolation and
are often just one component in a much larger complex multilevel network. Together
with the increased availability of richer, bigger and multi-relational datasets, the
analysis of coupled networks has been recently attracting many researchers, and
has exposed a multitude of new features and phenomena that were not observed for
isolated networks.
In this thesis, we present analytical, numerical and empirical studies of coupled
complex networks, aiming to understand the implications of coupling to the
functionality and behaviour of complex systems.
First, we present a theoretical framework for studying the robustness of modular or
interconnected networks, providing the critical concentration of interconnections
between modules, above which the internal structure of each module is inseparable
from the system as a whole. Second, we present another theoretical framework to
study epidemic spreading in interconnected adaptive networks, discovering a new
stationary state that only emerges in the case of weakly coupled networks, where
the epidemic localise in the coupled nodes. In order to obtain the exact quantitative
behavior of the new state from the analytical model, one must account for the actual
second-order moments of the system, even for homogeneous networks, where in
single networks it is usually sufficient to treat such higher-order terms by a uniform
approximation. Thirdly, we present a numerical study on the effect of correlated
coupling on spreading dynamics in the presence of resource constraints, finding
that positive correlation between coupled nodes can impede flow process through
contention, and thus constitute a less spreading-efficient structure than negatively
correlated networks. Finally, we complete the thesis with a large-scale empirical
study of interacting transportation networks in the entire metropolitan areas of both
London and New York. We find that coupling can strongly affect the structure, and
consequently the behaviour, of such multilayer transportation systems.
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1CHAPTER ONEINTRODUCTION
Complexity is a young discipline which can help us understand the world around us. Self-
organising emergent complex systems, in which large networks of components with no central
control and simple rules of operation give rise to complex collective behaviour, are ubiquitous
across disciplines [160]. In a cell, the complex network of chemical constituents and reactions
play a key role in sustaining cellular functions [135]; our society is shaped by a network of
repeated local interactions among individuals, which give rise to global regularities such as
spontaneous formation of a common language and culture or the emergence of consensus
about a specific issue [62]; even large-scale engineered systems, such as energy distribution
networks [9], transportation networks [26] and the Internet [94], often evolve from the bottom up
in a decentralised manner, growing complex structural patterns resulting from local optimisations
and decision-making at different scales.
Although very different in nature, the systems mentioned above can all be abstracted into
networks (or graphs), by describing which components in a system interact with one another,
thus hiding the complexity of their constituting parts and concentrating on their connectivity
patterns instead. The analysis of networks of interactions has proven useful in a wide range
of systems and have recently become the focus of a dedicated research field called “network
science”. But the idea of abstracting complex problems away from their details into the language
of graphs and then use general mathematical tools to manipulate them, is not new. It was
originally invented in 1736 by one of the best-known mathematicians, Leonhard Euler, using
which he solved the famous Königsberg Bridges problem (consisting in finding a round trip
that traversed each of the bridges of the prussian city of Königsberg exactly once), and founded
modern graph theory [44, 93]. Since its birth, graph theory has been established as a branch of
discrete mathematics with stimulating problems such as graph colouring, covering and max-flow
problems.
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Recent years, however, have witnessed a substantial new movement in network research, with the
focus shifting away from the analysis of networks small enough to be described in full, with all
their nodes, edges and other details written down, to general statements about the properties of
large-scale networks, whose complete details might not be known. It began with the introduction
of random graphs by the Hungarian mathematicians Paul Erdo˝s and Alfred Rényi, who studied
the statistical properties of graphs generated by a random process [45, 89, 90]. Erdo˝s and Rényi
random graph model has guided our thinking about complex networks for decades since its
introduction and is still widely used in many fields and serve as a benchmark for many modelling
and empirical studies. But with the recent availability of large databases of various real networks,
coupled with an increased computational ability to analyse them, the topology of real networks
has been found to largely deviate from a random graph, calling for new tools and measurements to
quantify their underlying organising principles, and leading the emergence of “network science”.
Remarkably, it was discovered that the connectivity patterns of fundamentally different systems,
including the World Wide Web [12] and the Internet [94], scientific coauthorship and citation
networks [170], and neural and metabolic networks [55, 135], display common universal features,
such as very large fluctuations in the number of connections – most of their nodes are very
low connected, but there exists some nodes of very extreme connectivity (hubs). This is in
contrast to random graphs where the majority of nodes have approximately the same number of
connections. These discoveries have led to the development of new network formation models,
based on various mechanisms such as preferential attachment and local optimisations to grow the
irregular connectivity patterns found in many real networks, instead of random processes used to
generate the random graphs that were used so far. Later, equipped with a better understanding of
their complex structure, the focus has turned to investigate the dynamical behavior of networks,
with a special emphasis on how the network structure affects the properties of a networked
dynamical system. Indeed, nontrivial connectivity patterns were found to have tremendous
dynamical implications, and network science has rapidly evolved and established itself as a
leading scientific field in the description of complex systems [11, 42, 169].
But although the significant advances in our understanding of the structure and behaviour
of complex systems, many challenges still remain in providing a comprehensive modelling
framework that account for their important realistic features [122]. In particular, most studies
so far have focused on isolated single networks that do not interact with or depend upon other
networks, while in reality, networks rarely live in isolation and are often just one component in a
much larger complex multilevel network. Examples include mutually dependent infrastructures,
interactions between cells and cortical areas in our body, and people involved in more than one
social network. Together with the increased availability of richer, bigger and multi-relational
3datasets, in the last four years, coupled networks have been widely investigated and shown to
give rise to a multitude of new features and phenomena that were not observed for isolated
networks [103, 139].
In this thesis, we present analytical, numerical and empirical studies of coupled complex
networks, aiming to understand the implications of coupling to the functionality and behaviour
of complex systems, while tackling timely and important challenges in the network science
literature. While in some cases there is an obvious separation into distinct coupled networks, in
others, the mathematical advantage of multiple over single networks might not be evident. We
demonstrate the opportunities that open up with the new degrees of freedom that result from
the introduction of multiple layers, enabling the analytical study of heterogeneous multiscale
networks, providing a clear and detailed picture into their behaviour that is often not possible
to obtain within the mathematical framework of single networks. Throughout this thesis, we
hope to maintain a stimulating discussion about what is expected to lead to a paradigm shift
in the study of networks, moving from single to interacting networks, which is currently an
extremely hot and active topic with new results published on a daily basis, attracting the attention
of abundance of network scientists.
1.0.1 Contributions of this thesis
In the main part of this thesis, we present three theoretical models followed by an extensive
empirical study of coupled transportation networks. The contributions of this thesis can be
summarised as follows:
I A theoretical framework, based on generating functions, for studying the robustness of
modular networks to attacks on interconnected and high betweenness centrality nodes.
II A theoretical framework, based on nonlinear ordinary differential equations, to study
epidemic spreading in coupled adaptive networks, using which we discover a new
equilibrium that was not seen before in single adaptive networks.
III A numerical study on the effect of nonrandom coupling on the behaviour of coupled
networks, contradicting recent results on the topic, thus providing an important new
insight.
IV An application of coupled networks approach to the study coupled transportation networks,
providing the first empirical result on the interplay between the topologies of street and
underground networks in metropolitan areas.
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1.0.2 Structure
This thesis is organised as follows: in chapter 2 we review the main advances in the field of
network science, providing a literature review while concentrating on the most relevant topics for
the purpose of the present work. First, we review the qualitative measures used to characterise the
large-scale organisation of complex networks, and the main network formation models, which
aim to generate the structural features observed in real networks. Then we discuss in detail the
two most widely used network dynamics models, percolation and epidemic spreading, while
highlighting some of the striking mathematical results arising when “running” processes on
networks with nontrivial connectivity patterns. We complete the chapter with a literature review
on the recent advances made in the study of coupled networks.
In chapter 3 we present a theoretical framework for studying the robustness of modular or
interconnected networks, exhibiting a multiscale structure consisting of tightly connected groups
of nodes (models) with relatively few interconnections. We develop a simple model to generate
modular networks with a varying number of modules and densities of interconnected nodes,
and find a critical concentration of interconnections between modules, above which the internal
structure of each module is inseparable from the system as a whole. We discuss the computer
simulation used both to verify the analytical prediction, and to provide a more detailed picture
of the dynamics, such as visualisation of the network at different stages and other statistical
quantities not given by the analytical model. We conclude the chapter with a discussion about
the implications of our results and possible directions in which they can be extended.
In chapter 4 we present a theoretical framework to study epidemic spreading in interconnected
adaptive networks, which have the ability to adapt their topology dynamically in response to
the dynamic states of nodes. We extend an existing analytical framework, based on nonlinear
differential equations, from single to coupled adaptive networks, demonstrating the process of
generalising “traditional” single networks results to account for the interaction and dependencies
between networks. In particular, we discover a new equilibrium that only emerges in the case
of weakly coupled networks, which in order to obtain its exact quantitative behavior from the
analytical model, one must account for the actual second-order moments of the system, even for
homogeneous networks, where such higher-order terms may generally be treated by a uniform
approximation. Therefore, while tackling a specific problem, we demonstrate in this chapter
that multilayer networks often require a more careful treatment than the one that is normally
sufficient for isolated single networks.
In chapter 5 we present a numerical study on the effect of correlated coupling, accounting for
correlations between the local properties of interconnected nodes, on the behaviour of coupled
5networks, and in particular, how efficient correlated structures are in spreading flows. We present
a model of constrained epidemic spreading, aiming to capture the resource constraints existing in
coupled networks where, unlike connected nodes in a single network, coupled nodes often share
resources, like time, energy, and memory. Using an extensive computer simulation, we analyse
the model dynamics on networks with various topologies, revealing a qualitatively different result
than the one obtained in recent studies, thus questioning their robustness, while also providing a
possible explanation for the random coupling found in biological networks, which according
to previous studies was considered less spreading-efficient. We complete the chapter with a
discussion, calling for more future work about this topic, and especially more theoretical results.
To complement the theoretical work considered in the previous chapters, in chapter 6 we
present a large-scale empirical study of interacting underground and street networks in the entire
metropolitan areas of both London and New York. While intermodality was largely considered
in the transportation science literature, most studies on the topic do not provide a topological
analysis of the network’s graph, a fact that has yet to be addressed in the complex networks
literature. We aim to fill this gap in the literature while exploring the utility of coupled complex
networks modelling, as well as demonstrating that they can deal with the scale and empirical
complexity of real-world network exemplars.
Finally, we summarise our findings in chapter 7 comparing the different models presented in this
thesis, and discussing current limitations and required future work both in the context on this
thesis and in the more general context of coupled networks research.

2CHAPTER TWOBACKGROUND
Over the past fifteen years network scientists have developed many mathematical tools for
understanding and predicting the behaviour of interconnected complex systems. These tools
have found wide applicability to datasets taken from life sciences, social sciences, and physical
sciences, as well as from engineered systems. In this chapter we review the main developments
in this field, which are most relevant for the purpose of the present work. First, in section 2.1, we
describe the mathematical structure of networks and review quantitative measures developed to
characterise common properties observed in the topology of real networks. In section 2.2, we
describe the main network formation models and their structural characteristics based on the
measures presented in the previous section. In section 2.3 we discuss the most studied dynamical
processes over networks, namely percolation and epidemic spreading, which will be repeatedly
used throughout this thesis. Finally, in section 2.4, we review recent advances made in the study
of coupled multilayer networks, which are the main focus of this thesis, before concluding in
section 2.5.
2.1 Basic concepts in network theory
A network is an abstract representation of a set of entities or components in a system and the
relations between them. The interconnected entities are called nodes or vertices and the relations
between them are called edges or links. Mathematically, a network G, also called a graph, is
defined by a pair of sets G = (V,E) where V is a set of nodes and E is a set of links. The number
of nodes in the network, also called the network size, is denoted by N = |V |. In a undirected
graph, each of the links is defined by a couple of nodes i, j ∈V , and is denoted by (i, j) meaning
that the nodes i and j are connected, see Fig 2.1. In this thesis, as mostly the case in the complex
network literature, we only deal with undirected simple networks which do not contain loops, i.e.
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links from a node to itself, nor multiple links, i.e. couples of nodes connected by more than one
link.
Both the nodes and links can be associated with additional variables, such as node states or
link weights. For example, nodes could be assigned with one of two labels S or I representing
susceptible and infected nodes in a network where epidemic is spreading. Links in this example
could be assigned with a weight corresponding to the frequency of interactions which can pass a
disease between the two nodes connected by the link. In the following we discuss some of the
main statistical properties used to characterise the structure and behavior of networked systems.
I	  
S	  
node	  i	  
node	  j	  
link	  (i,j)	  
I	  
S	  
S	  
degree(j)	  =	  3	  
Figure 2.1: Schematic illustration of an undirected network with N=5 nodes, three of which are in S state
(susceptible) and two are in I state (infected).
2.1.1 Degree distribution
The degree ki of node i ∈V is its number of connections, see Fig 2.1. The most basic topological
characterisation of a graph can be obtained in terms of the degree distribution, pk, defined as
the probability that a node chosen uniformly at random has degree k or, equivalently, as the
fraction of nodes in the graph having degree k. The degree distribution offers a simple means
to separate networks into classes. For example, many real networks, such as WWW [22, 49],
collaboration networks [20, 170] and cellular networks [134, 135], have been shown to display
power law degree distribution pk ∼ k−λ with a scaling exponent between 2 ≤ λ ≤ 3. Thus,
unlike homogeneous networks such as regular lattices or random graph, these networks, having
a highly inhomogeneous degree distribution, result in the simultaneous presence of a few nodes
(the hubs) linked to many other nodes, and a large number of poorly connected elements. Such
networks have been named scale-free networks, because power-laws have the property of having
the same functional form at all scales, see Fig. 2.2.
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Figure 2.2: Degree distribution of the electric power grid of Southern California (figure adapted from [16])
and a network of documents connected by URLs obtained from the complete map of the nd.edu domain
(figure adapted from [22]). Power-law distribution is characterised by a straight line in a log-log plot,
thus also called scale-free distribution. The exponential decay observed in the power grid network is
common in networks where constraints such as space and energy are preventing the formation of extremely
high-degree nodes [16].
A very interesting property of scale-free networks, and even networks where the power law
behaviour holds only in the tail, is that if the scaling exponent of the degree distribution is in the
range 2 < λ ≤ 3, then in the limit of large network size (N→ ∞), its first moment (i.e. mean
degree) is finite, while its second moment (related to the dispersion of the degree distribution)
diverges [176]. Suppose we have degree distribution, pk, that has a power-law tail for k ≥ kmin.
Then, its mth moment is given by
〈km〉=
kmin−1
∑
k=0
km pk +C
∞
∑
k=kmin
km−λ︸ ︷︷ ︸
pk=Ck−λ
'
kmin−1
∑
k=0
km pk +C
∫ ∞
kmin
km−λdk
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=
kmin−1
∑
k=0
km pk +
C
m−λ +1 [k
m−λ+1]∞kmin (2.1)
The first term is a finite number and the second term diverges for m−λ + 1 ≥ 0. Thus, for
2 < λ ≤ 3, we obtain that the first moment is finite and the second moment diverges.
2.1.2 The small-world effect
The distance between two nodes i, j ∈V , di j, is defined as the number of links in the shortest
path from one node to the other (if there is any). The maximum value of di j is called the diameter
of the graph, denoted by Diam(G). A measure of the typical separation between two nodes in
the graph is given by the average shortest path length, also known as characteristic path length,
defined as the mean distance over all couples of nodes
L =
1
N(N−1) ∑i, j∈V,i6= j
di j. (2.2)
In regular d-dimensional lattices, the average path length grows with the lattice size as L ∼
N
1
d [42]. In contrast, in most of the real networks, despite their often large size, there is a
relatively short path between any two nodes. This property is known as the “small-world” effect
and is mathematically characterized by slow scaling L∼ lnN [241]. Another related notation
is the “six degrees of separation”, which refers to Milgram’s experiments, where a path of
first-name acquaintances with a typical length of about six was found between most pairs of
people in the United States [157, 240].
But, although found in various types of real networks [241], including biological and technologi-
cal ones, the small-world effect does not imply a particular organisation principle, rather it is
an obvious mathematical property in some network models, including totally random networks
obtained by randomly placing links among a given number of nodes, which will be introduced in
section 2.2.1. Scale-free networks are considered “ultra-small”, since their characteristic path
length scales even slower with the system size L∼ ln lnN [68].
2.1.3 Clustering
In contrast to random graphs, the small-world property in real networks is often associated with
the presence of clustering, meaning that in social networks, for instance, two friends of someone
are often also friends with each other. This is property can be quantified by the clustering
coefficient defined as the number of links among the neighbours of node i, normalised by the
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possible number of links [241]
Ci =
2Ei
ki(ki−1) (2.3)
where ki is the degree of node i (i.e. number of friends),
ki(ki−1)
2 is the maximum number of links
possible among the neighbours of node i, and Ei counts how many of these links actually exists
(i.e. how many friends of node i are also friends with each other). The clustering coefficient of
the whole network is the average of all individual Ci’s.
An alternative measure, called transitivity measures the fraction of triples that have their third
link filled in to complete the triangle
T =
3 x number of triangles in the network
number of connected triples of nodes
(2.4)
In other words, T measures ratio of the means, rather than the mean of ratios, giving less weight
to contributions of low-degree nodes [169].
Regardless of which definition, most real networks exhibit a significant amount of clustering
compared to random networks with the same number of nodes and links [169]. Moreover, it is
suspected than real networks have a nonzero clustering limit when the network becomes infinitely
large, so that C = O(1) as N→ ∞, in contrast to random networks where C = N−1 [10].
2.1.4 Giant component
A connected component of a network is a maximal subset of nodes that are connected by paths
through the network. The size of the largest connected component is an important quantity, and
in the limit of large network size (N→ ∞) is equated with the giant component which contains a
constant fraction of nodes of an infinite network. The existence of a giant component indicates
that most nodes in the networks, O(N), are reachable from one another, such that a rumour, for
example, could spread from one person to almost everyone else, unlike in networks composed of
many small components, not connected to one another (i.e. no giant component exists), where
the rumour could only spread within each component separately without invading the network
“globally”. Since one isolated node with no links is already enough to make a network not
connected (a connected network is one in which all nodes are connected to one another), the
existence of a giant component is an important statistical property used to measure connectivity
in a network.
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2.2 Network models
In this section we present some of the main network formation models aim at generating specific
topologies that reproduce observed statistical features of real-world networks.
2.2.1 The Erdo˝s-Rényi model
The classical Erdo˝s-Rényi (ER) model of random graphs generates a random undirected network
with N labeled nodes connected by M edges, which are chosen randomly from the N(N−1)/2
possible edges [89, 90]. The random graph ensemble with exactly N nodes and M links is
sometimes denoted as G (N,M), forming a probability space in which every realisation out of
the possible CMN(N−1)/2 is equiprobable.
An alternative and equivalent definition of a random graph, which is easier to analyse
mathematically, is the binomial model, G (N, p), where every pair of nodes being connected with
probability p. Since the presence or absence of edges is independent, the resulting network has
Poisson degree distribution with mean z = p(N−1)
pk =
(
N−1
k
)
pk(1− p)N−1−k ' z
ke−z
k!
(2.5)
with the last approximate equality becoming exact in the thermodynamic limit of large N and
fixed z [169].
The structural properties of ER random graphs vary as a function of p, showing, in particular, a
phase transition at a critical probability pc = 1N above which an extensive (i.e., O(N)) fraction
of all nodes are joined together in a single giant component (see section 2.1.4), and the rest
of the nodes occupying smaller components with exponential size distribution and finite mean
size [42, 169]. This result will be discussed in detail in section 2.3.1, where we present site and
bond percolation processes.
ER random graphs are small-worlds - almost all graphs with the same N and p have precisely the
same diameter concentrated around Diam= lnNlnz , and characteristic path length behaves the same
L ∼ lnNlnz [11]. However, in almost all other respects, random graphs do not reproduce typical
features of real-world networks such as a scale-free degree distribution or strong clustering. Due
to the independent placement of links, they have clustering coefficient C = p which tends to zero
as N−1 in the limit of large system size. Nonetheless, ER random graphs are an attractive baseline
model for various applications. Their simplicity makes them easy to analyse mathematically,
and more importantly, they constitute the basic building blocks of network theory, and our
understanding about the way networks behave.
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2.2.2 Watts-Strogatz small-world networks
In order to capture the observed strong clustering in real networks together with short path
lengths, Watts and Strogatz (WS) generated a network interpolating between a regular graph and
a random graph [241], see Fig 2.3. Starting with a ring lattice with N nodes in which every node
is symmetrically connected to its m (m/2 on either side) nearest neighbors for a total of M = mN2
edges, create shortcuts by randomly rewire each link of the lattice with probability p such that
self-connections and duplicate edges are excluded.
For p = 0 we have a regular lattice with characteristic path length L(0)' N2m  1 and clustering
coefficient C(0) ' 34 . On the other hand, for p = 1 the model produces a random graph with
L(1)∼ lnNlnm and C(1)∼ mN . For intermediate values of p between these limits, Watts and Strogatz
found an interval where L(p) is close to L(1) yet C(p)C(1), thus producing a network with
both the small-world property and a non-trivial clustering coefficient [11].
Figure 2.3: Construction of the Watts-Strogatz small-world model: interpolation between a regular graph
(p = 0) and a random graph (p = 1). Watts and Strogatz showed that for intermediate values of p, the
obtained network has both a small characteristic path length and a high clustering coefficient. Figure
adapted from [241].
2.2.3 Barabási-Albert preferential attachment model
Both the ER and the WS model discussed above produce networks with narrow degree
distributions (see Fig. 2.4), unlike most real-world networks (see section 2.1.1). The Barabási-
Albert (BA) model [21] overcomes this flaw while attempting to provide an explanation to the
origin of the highly skewed degree distributions of real-world networks. The model incorporates
two essential ingredients, growth and preferential attachment, to produce scale-free networks.
Starting with a small number of nodes, m0, at every time step, a new node with m≤ m0 links
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is added to the network. The new node connects to nodes already present in the network with
probability proportional to their degree, i.e. according to linear preferential attachment. This
model has been shown to produce a network with degree distribution pk ∼ k−3 in the limit of
large networks [11]. The characteristic path length is smaller than in ER networks with the
same number of nodes and links [11], and has been shown to scale with the number of nodes
L∼ lnNln lnN [45]. The clustering coefficient decays slower than in random graphs C ∼ N−0.75, but
still vanishes with the system size.
Substituting the linear preferential attachment with sub-linear, super-linear or constant attachment
probability, has been shown to produce networks which are no longer scale-free [141], thus
suggesting that linear preferential attachment is essential to the formation of scale-free networks.
But Barabási and Albert were not the first to point this out. Already in 1965, Derek de Solla
Price found that citation networks have power-law degree distributions [79], and consequently
developed a model where the probability that a new published paper cites a previous one is taken
to be proportional to kin+1, where kin is the number of times that the paper has already been
cited [190]. Price’s model itself is built on ideas developed in the 1950s by Herbert Simon, who
showed that power laws, which appear in a wide range of empirical data, arise when “the rich get
richer” [212]. However, Barabási and Albert were the first to realise the enormous potential of
the model and its relevance for a wide range of real-world networks. Moreover, having neglected
the direction of links and fixing the number of links added with each new node, the BA model is
simpler than the one proposed by Price and is thus more intuitive and attractive. For that reason,
the preferential attachment model is usually referred to as the BA model.
2.2.4 Configuration model
The configuration model, introduced by Bender and Canfield [36], is a generalisation of the ER
random graph model, which allows to generate graphs with arbitrary degree distributions. Given
a degree sequence D = {k1,k2, . . .kN}, each node i is attached with ki “stubs" sticking out of it,
which are the ends of links-to-be. Then, the graph is constructed by randomly choosing pairs
of stubs and connecting them together. This procedure generates, with equal probability, every
possible topology of a graph with the given degree sequence [161]. D is chosen in such a way
that the fraction of nodes with degree k will tend to the desired degree distribution for large N,
for example, by drawing a random sample from the degree distribution. The obtained graphs
may have loops and multiple links, but these can be neglected or discarded in the large network
limit, N→ ∞.
The configuration model is widely used to generate random uncorrelated networks, especially
with scale-free degree distributions, see Fig. 2.4. Its simplicity makes it an attractive model to
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study analytically. For example, the exact condition for the existence of a giant component and
its expected size was provided by Molloy and Reed [161, 162]. Newman et al. [175] studied the
average size of non-giant components, and Chung and Lu [132] studied the average distances
between nodes.
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Figure 2.4: Visualisation of random networks with N = 500 nodes and mean degree 〈k〉= 8, obtained
through the ER model, WS model with p = 0.1, BA model, and the configuration model using a degree
sequence drawn from a scale-free degree distribution with scaling exponent λ = 2.5. Nodes sizes and
colours correspond their degree. The graph in the middle shows the obtained degree distributions for
larger graphs (N = 100000) generated in the same way. As expected, the degree of nodes in the WS
network, which is based on a regular-degree lattice, is most narrowly distributed (all nodes have almost
exactly the same colour and size), with a maximum node degree in the visualised network equal to 11
(only 3 more than the average 8). The ER network displays slightly more fluctuations in degree (we can
see some larger nodes in the core of the network), but the degree distribution has a very short tail (see
inset). However, the BA and scale-free networks both have heavy-tailed degree distributions (see inset),
with extremely well connected nodes, especially in the scale-free network since its scaling exponent is
2.5, where for the BA it is 3.
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2.3 Dynamics on networks
As described in the previous two sections, network science initially revolved around developing
quantitative tools to characterise the structure of real-systems, following by the development of
network formation models which generate their observed statistical features. With the advances
in our understanding of their complex structure, the focus of network science has turned to
investigate the implications of such structures to the behaviour and functionality of networked
dynamical system. This still remains the ultimate goal and thus the main focus of network
science, and in the following, we describe the two most important and widely used models of
networks dynamics, which are also repeatedly used throughout this thesis.
2.3.1 Percolation and network resilience
One of the first examples to be studied thoroughly of a process taking place on a network has
been site and bond percolation processes. A site (bond) percolation process is one in which
nodes (links) are removed from the graph with failure probability f . The probability to remain in
the graph, p = 1− f , is often called the occupation probability, since we could think of removed
nodes (links) as “unoccupied” (i.e. nonfunctional or nonoperational), and the remaining nodes
(links) as “occupied”.
When the occupation probability is small, the network is composed of a large number of very
small connected components, unreachable from each other through occupied nodes. But as the
occupation probability increases, it reaches a critical value, pc, called the percolation threshold,
above which a giant component emerges, connecting a positive finite fraction of the nodes in the
network [46]. The percolation threshold can be used as a measure for network resilience - the
smaller it is the more robust is the network since a small fraction of occupied nodes is already
enough for the giant component to emerge, i.e. to have global connectivity.
One of the most interesting results in the study of complex networks is that infinitely large
networks with power-law degree distributions pk ∼ k−α for some constant 2 ≤ α ≤ 3 have
a critical value pc = 0, indicating that the network always has a giant component, or in the
language of physics, the network always percolates [67]. To gain a better understanding of this
striking results, in the following we present the generating functions approach developed by
Newman et al. [175] to analytically study a site percolation process on random networks.
2.3.1.1 Generating functions
Consider a random graph with a large number of nodes, N, and structure of the configuration
model described in section 2.2.4, i.e. nodes are randomly assigned with degrees independent
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identically distributed from some degree distribution pk, and are randomly connected with the
only constraint that a node with degree k has exactly k links. The generating function of the
degree distribution pk is a power series whose coefficients are the degree probabilities p1, p2, . . .
G0(x) =
∞
∑
k=0
pkxk (2.6)
where |x| ≤ 1, and the distribution pk is assumed correctly normalized, so that G0(1) = 1.
Generating functions are an extremely powerful tool in combinatorial enumeration problems
allowing us to use functional manipulations to study, for example, the average number of nodes
in a network component [244]. In the following we review some of their properties that will
prove useful in subsequent development, and especially in chapter 3. First, we observe that the
generating function G0 given in 2.6 indeed “generates” the probability distribution pk, meaning
that given G0, we can retrieve the component probabilities of pk. The probability that a node has
k connections is given by the kth derivative of G0 according to
pk =
1
k!
dkG0
dxk
|x=0 (2.7)
The next useful property of the generating function is that we can use it to extract summary
statistics directly. The mean of the distribution, which corresponds to the mean degree, 〈k〉 is
given by
〈k〉=
∞
∑
k=0
kpk = G′0(1) (2.8)
Higher moments of the distribution can be calculated from higher derivatives also, and in general,
we have
〈kn〉=
∞
∑
k=0
kn pk =
[(
x
d
dx
)n
G0(x)
]
x=0
(2.9)
Finally, generating functions have a “powers” property, that if the distribution of a property α
of an object is generated by a given generating function, then the distribution of the total of α
summed over m independent realizations of the object is generated by the mth power of that
generating function. For example, the distribution of the sum of the degrees of m nodes chosen
at random from a network with degree distribution pk, is generated by
[
G0(k)
]m [175].
We continue by defining the generating function for the excess degree distribution defined as
follows. Consider the probability of following a randomly selected link to reach a node with
an additional k links, apart from the one by which it has been reached. This probability is
proportional to the degree, k+1, of the node since there are k+1 links that arriving at this node
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(which makes it k+1 times more likely to be arrived at than a 1 degree node). Therefore, the
distribution of the remaining degrees of nodes reached by following a random link, called the
excess degree, is q(k) = (k+1)p(k+1)∞
∑
k=1
kp(k)
and the associated generating function is given by
G1(x) =
∞
∑
k=0
(k+1)pk+1xk
〈k〉 =
1
〈k〉G0
′(x). (2.10)
2.3.1.2 Connected components
Let us now consider the distribution of the sizes of connected components in the graph. Let
H1(x) be the generating function for the distribution of the sizes of components that are reached
by choosing a random link and following it to one of its ends. Note that the giant component,
if there is one, is excluded from H1(x). Thus, component sizes are finite and the chances of a
component containing a closed loop of links goes as N−1 which can be neglected in the limit of
large N. In other words, each component is treelike in structure, consisting of the single node v,
we reach by following our initial link, plus any number plus (including zero) of other treelike
components, with the same size distribution, joined to it by single links. Summing over all the
types of connectivity possible for v leads to the self consistency equation for H1(x)
H1(x) = x q0︸︷︷︸
node v has no additional links
+ x q1 H1(x)︸ ︷︷ ︸
node v has 1 additional link
+ x q2 [H1(x)]
2︸ ︷︷ ︸
node v has 2 additional link
+ . . . (2.11)
However, qk is nothing other than the coefficient of xk in the generating function G1(x), see
equation 2.10, and hence equation 2.11 can also be written
H1(x) = xG1(H1(x)). (2.12)
Starting from a randomly chosen node, rather than link, we have one such component at the
end of each link leaving that node, and hence the generating function for the size of the whole
component is
H0(x) = xG0(H1(x)). (2.13)
Using the equations developed above we can now find properties of interest such as the mean
component size to which a randomly chosen node belongs. According to Eq. 2.8, this quantity
can be extracted from the generating function for the distribution of components sizes according
to
〈s〉= H0′(1) = 1+G0′(1)H1′(1). (2.14)
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From equation 2.12 we have
H1′(1) = 1+G1′(1)H1′(1) (2.15)
and by substituting into equation 2.14 we obtain
〈s〉= 1+ G0
′(1)
1−G1′(1) . (2.16)
The point where the average component diverges, G1′(1) = 1, marks the phase transition at
which a giant component first emerges. This yields a critical occupation probability, above
which the giant component exists, pc = 1G1′(1) =
〈k〉
〈k2〉 , where 〈k2〉 is the second moment of the
degree distribution pk. Therefore, in scale-free networks where the first moment is finite and
second moment diverges in the limit of large network (see equation 2.1), pc goes to zero with the
network size, i.e., the network contains a giant component when any finite fraction of the nodes
or links are removed.
At the point where the giant component first emerges, H0(1) is no longer unity (since it excludes
the giant component) but is equal to 1−S, where S is the fraction of nodes in the giant component.
Thus, we obtain
S = 1−H0(u) = 1−G0(H1(u)) (2.17)
where u≡ H1(1) is the smallest non-negative real solution of
G1(u) = u (2.18)
since by definition u = H1(1) = G1(H1(1)) = G1(u).
2.3.1.3 Attack tolerance
Finally, we would like to briefly discuss the extension of Callaway et al. [57] to the approach
presented here. In their method, the occupation probability is no longer fixed across the network,
but instead it is a function of the degree of nodes. Let rk be the occupation probability of a node
with degree k. We define the generating functions for the distribution of the degree and excess
degree of occupied nodes:
F0(x) =
∞
∑
k=0
pk rk xk, F1(x) =
F ′0(x)
〈k〉 (2.19)
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Then, the probability distribution of the size of the component of occupied nodes to which a
randomly chosen node belongs is generated by J0(x), where
J0(x) = 1−F0(1)+ xF0(J1(x)), J1(x) = 1−F1(1)+ xF1(J1(x)) (2.20)
and the mean component size is given by
〈s〉= F0(1)+ F0
′(1)F1(1)
1−F1′(1) . (2.21)
Once the giant component emerges, which happens at F1′(1) = 1, its size is given by
S = F0(1)−F0(u), u = 1−F1(1)+F1(u) (2.22)
Using this approach, Callaway et al. [57] studied the resilience of networks to attack in which
nodes are removed in order from highest degree to lowest degree, and confirmed previous
numerical studies showing that scale-free networks are highly susceptible to this kind of attack,
much more than networks with narrow degree distributions such as ER networks [13, 49], see
Fig. 2.5. We further demonstrate an application of this approach to study attacks in multiple
networks in chapter 3.
2.3.2 Epidemic spreading
The second set of processes that have been widely investigated, together with bond and site
percolation described above, is epidemiological processes. Here we are interested in what are the
network topologies that give rise to disease, information, and rumour spreading over them. We
begin by describing the two most studied models in epidemiology, susceptible-infected-recovered
(SIR) and susceptible-infected-susceptible (SIS) models of epidemic disease [17, 19, 124]. The
SIR model describes diseases resulting from permanent immunisation or death of infected
individuals. In this model, each individual can be in one of three possible states: (S) susceptible
corresponds to healthy individuals who do not have the disease but can catch it if exposed to
infected individuals, (I) infected corresponds to individuals who have the disease and can pass it
on, and (R) recovered or removed corresponds to individuals who recovered from disease and
have permanent immunity, or individuals who died from the disease, and they can never get it
again or pass it on. The SIR model has been shown to describe diseases such as chickenpox,
HPV, seasonal influenza, and H1N1 [17, 70], as well as rumour-spreading [164, 247] and the
spread of computer viruses [150]. It is based on two parameters, infection rate, β (i.e. infection
probability per unit time) in which susceptibles can catch the disease from infected, and recovery
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Figure 2.5: Robustness of scale-free (SF) and exponential (E) networks to attack and random failure. As
demonstrated using both random networks models (a) and real-world networks (b)-(c), scale-free networks
are extremely resilient to random nodes failure, where the network diameter is almost unaffected in the
range shown. However, the diameter of scale-free networks is increasing very rapidly when attacking
nodes in order from highest degree to lowest degree, much more than exponential networks. Figure
adapted from [13].
rate, γ , in which infected recover and become immune to the disease. Under the fully mixed
assumption, where one assumes that any susceptible can catch the disease from any infected (i.e.
individuals they make contact with are randomly chosen from the whole populations), the time
evolution of the disease is given by
ds
dt
=−β is, di
dt
= β is− γi, dr
dt
= γi (2.23)
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where s, i, and r is the fraction of susceptible, infected and recovered individuals respectively.
In other words, s, i, and r is the probability that a node is susceptible, infected or recovered
respectively, and therefore multiplying generates the compound probability of having both in
any pair chosen at random, with full mixing guaranteeing no bias in terms of node adjacencies.
In some spreading processes, individuals (or other entities such as computers) can catch the
same disease more than once, and thus in the SIS model, infected individuals recover in rate γ
and become susceptible again, describing diseases such as tuberculosis, gonorrhea and common
cold [17, 19, 124], as well as computer viruses in systems with no automatic updated antivirus
programs [183, 184]. Again, under the fully mixed assumption, the time evolution of a SIS
spreading process is given by
ds
dt
=−β is+ γi, di
dt
= β is− γi (2.24)
The most important point is that the dynamical equations of both SIR and SIS always yields
a non-zero epidemic threshold (also called basic reproduction number) corresponds to critical
infection rate above which the disease persists (in case of SIS), or the disease spreads and infects
a non-zero fraction of the population in the limit of large system size (in case of SIR).
But unlike the fully mixed assumption, in reality, diseases can only spread between people who
have physical contact. Therefore it is important to consider the structure of the contact network,
especially in cases like sexually transmitted diseases where there is a large heterogeneity in
degrees of sexual activity within the overall population [17, 19, 124]. When a disease is spreading
over a network, individuals, represented by nodes, can only catch the disease from their network
neighbours. Thus, moving from differential equations to processes over a network allows
us to consider the structure of interactions, which is otherwise neglected by the fully mixed
assumption. Grassberger showed that SIR spreading over a network can be mapped exactly onto
bond percolation on the same network [111]. Then, the percolation threshold corresponds to
the epidemic threshold; the distribution of percolation clusters (i.e., components connected by
occupied links) corresponds to the distribution of the sizes of disease outbreaks that start with
a randomly infected node; and the size of the giant component corresponds to the size of the
epidemic outbreak. Therefore, the result discussed in section 2.3.1, where scale-free networks
with scaling exponent 2 ≤ λ ≤ 3 always percolate, means that in these networks there is no
non-zero epidemic threshold. In other words, diseases will always propagate in these networks,
regardless of the infection and recovery rates [153].
Although the SIS model cannot be solved exactly on a network as can the SIR model,
Pastor-Satorras and Vespignani provided a mean-field approximation based on differential
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equations [183, 184]. In short, the idea is to allow the rate of infection to vary among nodes
based on their degree, replacing i and s with ik and sk representing the fraction of nodes of degree
k that are infected or susceptible. The advantage of this approach is that it can tell not only the
long time behaviour of the outbreak (e.g. finial outbreak size, critical infection rate), but also
the time evolution of an outbreak. Pastor-Satorras and Vespignani showed that also in the SIS
case, where the network has power-law degree distribution with scaling exponent 2 < λ ≤ 3, the
disease will never die out regardless of the infection and recovery rates.
Obviously, real systems are always finite and thus even in scale-free networks there is always an
effective non-zero epidemic threshold, below which the epidemic will not spread. In addition,
scale-free networks with high clustering coefficients [88], as well as networks embedded in
regular Euclidean space [197, 237], have also been shown to exhibit non-zero epidemic thresholds.
But although the absence of non-zero epidemic threshold does not hold in various types of
systems, scale-free networks are still proved to be very good spreaders. For example, it has been
shown that the epidemic threshold scales with system size as β (N)∼ 1lnN and is therefore very
small even for not very large networks, and is significantly smaller than that of a random graph
with the same size [185]. Therefore, various immunisation strategies on scale-free networks have
been examined [17, 81, 186]. Uniform immunisation has been shown to be totally ineffective on
scale-free networks, since it depresses the infection prevalence too slowly, and thus, in the limit
of infinite system size, the critical fraction of nodes to immune such that an epidemic will not
break is one, i.e. all nodes need to be vaccinated. But even for finite systems, unrealistically high
densities of randomly immunised individuals are required to stop the epidemic from breaking.
However, targeted immunisation based on the node connectivity is highly effective and can
potentially eradicate a virus.
And fortunately, there is even an easy way to find high-degree nodes without global knowledge
of the network, which is very important in cases like sexual contact networks, where it is hard to
obtain data. Cohen et al. [69] have pointed out that the probability of reaching a particular node
by following a randomly chosen link is proportional to the nodes degree (see excess degree in
section 2.3.1). Therefore, by choosing a random person from a population and vaccinating one of
their friends, an efficient targeted immunisation can be achieved. And in fact, the “contact tracing”
method, that has been widely effective in controlling STDs [65, 95] and SARS [149, 193], is
taking a very similar approach.
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2.4 Coupled networks
The exploding body of work that has been described in previous sections is providing a firm
basis to the evolution of network science. The major challenge at this point is to account for
more realistic features of networks such as strong coupling between networks (networks are not
isolated), the time evolution of networks (networks are not static), the coevolution of structure
and dynamics (structure is affected by dynamics), other classes of links including different signs
of interactions, and spatial properties including geographical aspects of networks [122].
And indeed, in recent years there has been a great effort to tackle some of these challenges. For
example, while most of the studied until now assumed that networks are not changing over time,
or that the time-scale of structural changes is much slower than the dynamics taking place, the
emerging topic of temporal networks is examining networks where links are generated, disappear
and reappear over time, developing methods for analysing topological and temporal structure
and models for explaining their relation to the behavior of dynamical systems [126].
Adaptive networks, combining dynamics on a network with dynamical adaptive changes of the
underlying network topology have only recently started to get attention [115, 116]. Examples
include social networks where links with ill people (dynamics) might be temporarily removed
(structure) in order to avoid infection, or repeating traffic congestions (dynamics) on a given road
could lead to formation of new roads (structure). In these networks, a feedback loop between the
state and topology of the network is formed, giving rise to a remarkably rich dynamical behaviors,
which are very difficult to study analytically. We will expand on this topic in chapter 4.
Different types of interactions between entities in a system, such as negative and positive social
links [147], as well as dependency links representing strong local relations [181], have been
recently suggested explaining social phenomena and dynamics that could not be addressed
before.
Finally, research on spatial networks aims to understand how the spatial constraints affect the
structure and properties of networks which are embedded in space, such as the Internet, mobile
phone networks, power grids, and neural networks [26].
But undoubtedly, the topic that has been getting most attention since the revolutionary paper
of Buldyrev et al. [53] that was published in 2010, is coupled multilevel networks. Both
natural and engineered systems are rarely isolated. They interact with the environment and
one another constituting a part of a much larger complex multilevel system. Such examples
include people involved in more than one social network [238], proteins in a cell interacting
with other proteins through both Protein-Protein Interaction (PPI) and metabolic pathways [23],
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and critical infrastructures depending both on one another [195] and on political and social
processes [61]. As technology has advanced, the coupling between individual networks, that
were treated as isolated systems until now, is becoming stronger and stronger. Aside from
physical, logical and geographical interdependencies, most systems today, including critical
infrastructures such as power-grids, exhibit cyber-dependency, where normal functioning relies
on information technology [194, 195, 234].
And the reason that these strong couplings and interdependencies are attracting so much attention,
is that they seem to give rise to completely new phenomena, that have never been observed in
isolated single networks. Havlin et al. [122] compares this paradigm shift from single networks
to coupled multilevel networks, to the interactions between particles in physics: “As in physics,
when only the individual particles were studied it was made possible to understand the properties
of gas; however, when the transition was made to study the interactions between these particles,
it was finally made possible to understand and describe liquids and solids. Thus, such a transition
in network science will lead to a significant paradigm shift, which will reveal a multitude of new
features and phenomena.”
2.4.1 Interdependent networks
In an attempt to provide a mathematical framework for analysing the consequences of cascades
of failures occurring in interdependent critical infrastructures [194, 195], Buldyrev et al. [53]
defined a new class of networks called interdependent networks, and studied a percolation process
in a system of two interdependent networks. In these networks, unlike the connectivity links
within each networks, the networks are interconnected by dependency links, representing the fact
that the function of a given node in one network depends crucially on nodes in other networks.
Thus, when a node from one network is removed in a percolation process, its dependent node
from the other network is automatically removed as well.
This model was designed to capture the situation observed in real-world data from a power
network and an Internet network (a supervisory control and data acquisition system). The data
was extracted from an electrical blackout that affected much of Italy in 2003, where the shutdown
of power stations directly led to the failure of nodes in the Internet communication network
(since switches rely on electricity), which in turn caused further breakdown of power stations
(since they rely on the Internet for control and recovery) [195].
In their model, Buldyrev et al. consider two equal size networks with arbitrary degree distribution,
where each node from one network is mutually dependent on a randomly selected node from
the other network. Using a generating function approach, they show that the resulting networks
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are significantly more vulnerable than their non-interacting counterparts, where small failure
in one network may lead to catastrophic consequences that breaks the whole system. This
behavior is characteristic of a first-order phase transition, in contrast to the second-order
phase transition characterising percolation of a single network, where the size of the giant
component is decreasing continuously as the number of removed nodes increases, see Fig. 2.6.
Here, instead, when a critical number of nodes are removed, the giant component suddenly
(i.e. discontinuously) collapses, resulting in a first order percolation transition. Perhaps more
importantly that the qualitative change in the percolation transition, the authors show that in
contrast to single networks, interdependent networks with broader degree distributions are more
vulnerable. Specifically, the result where single scale-free networks always percolate in the limit
of large networks (see section 2.3.1), is no longer valid for interdependent scale-free networks.
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Figure 2.6: Second order vs. first order percolation transition. (a) In two weakly interdependent networks
(with few interdependency links between them), the size (fraction of nodes) of the largest connected
component is changing continuously with the fraction of occupied nodes in the network. However,
in strongly interdependent networks, the transition is discontinuous “jumping” from 0 to ≈ 0.4 at the
percolation threshold. In other words, the giant component suddenly forms in this case, where in weakly
interdependent networks it forms gradually. (b) n fully interdependent networks (all nodes mutually
depend on nodes in other networks). As the number of networks n increases, the “jump” in the size of the
largest connected component is bigger. Figure adapted from [103].
As stated earlier, the model of Buldyrev et al. has attracted considerable attention and
consequently has been extended in various ways [103]. For example, in a system of two
interdependent ER networks where only part of the nodes are interdependent (called partially
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instead of fully interdependent networks), there exists a critical fraction of interdependent nodes
above which the system is very fragile, exhibiting a first order percolation transition [180]. In
case the networks are scale-free, a very interesting “hybrid” phase between first and second order
was found, where the size of the giant component has a sharp drop from finite value to a much
smaller, yet a nonzero value [249]. This “hybrid” transition was also found in a system of two
ER networks interconnected by both connectivity and dependency links [127].
A theoretical framework for understanding the robustness of interdependent networks under
targeted attacks on specific degree nodes was developed in [130], and it was found that even
when hubs have low failure probability (i.e. nodes are attacked in order from lowest degree to
highest degree), interdependent scale-free networks have percolation threshold much larger than
zero. This is because high-degree nodes often depend on the more common low-degree nodes
in the other network. And indeed, interdependent networks where nodes depend on similar-
degree nodes (i.e. when the inter-degrees are positively correlated), called intersimilar networks,
are much more robust [54, 128, 179]. However, degree correlation within a single network
(i.e., the likelihood of nodes with similar degree to be connected), as well as high clustering
coefficient, has been shown to decrease the robustness of the entire system [131, 206, 239, 250].
Recently, there has been several efforts to extend the theory of interdependent networks from two
networks to a network of interdependent networks (NON) [40, 41, 101, 102]. Also, recent papers
examine design strategies for mitigating risk in systems of interdependent networks, which can
be done at a very low cost with careful selection of autonomous nodes (nodes which are not
interdependent) [202, 229].
Finally, since one of the main motivation for the work of Buldyrev et al. was to address
catastrophic cascade of events in critical infrastructures, and these are often spatially embedded
(e.g. power grids, Internet), several models of interdependent networks were developed taking
spatial constraints into account. For example, it has been shown that in a system composed of
two interdependent square lattice networks placed on the same Cartesian plane, there exist a
critical length of dependency links (i.e. the maximum distance between a node in one network
and the node that it depends on in another network), rc, above which the system is very fragile,
characterized by an abrupt collapse of the giant component (first order transition) [75, 148]. In a
system of n interdependent networks, rc has been shown to rapidly decrease with n [209]. This
result was also verified in a system of two identical random regular graphs (instead of lattices),
where networks with long dependency distances (shortest path between a pair of interdependent
nodes) are much more vulnerable than networks with short dependency distances [140]. A
very strong result was obtained in [30], where interdependent spatially embedded networks
with randomly assigned interdependency links (i.e. with no length constraint) were found to be
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extremely vulnerable: the failure of any small fraction of interdependent nodes leads to an abrupt
collapse. Finally, Berezin et al. [37] studied localised geographical attacks in two interdependent
spatially embedded networks and found a critical attack size above which it will spread through
the entire system and lead to its complete collapse.
2.4.2 Interacting, modular, and multiplex networks
The exciting discoveries made in the burst of studies of interdependent networks described
above, have raised the need to consider other scenarios where interactions between networks, and
between networks and their environment occur. One of the most useful models, called interacting
networks or interconnected networks is considering a set of networks in which some of the nodes
from the various networks are adjacent to each other (also called coupled nodes) [85, 146]. But
unlike interdependent networks, intra-network edges (connecting nodes within the same network)
and inter-network edges (connecting nodes from different networks) are semantically equal, both
representing connectivity relations just like in a single network. Examples for such networks
include interconnected power grids owned by different utilities [50], coupled climate networks
represent different isobaric surfaces [85], and interacting transportation networks such as an
underground and a railroad network [223] or an airport and port network [179].
A special case of interacting networks, called multiplex networks, is when the node sets are the
same across the different networks, representing the case where a set of elementary units are
connected by relationships of different kinds [34, 39]. Examples include banks connected through
various credit relations [24], airports connected through different commercial airlines [58] and
YouTube users connected through various types of sharing activities (e.g. shared subscriptions,
shared favourite video) [76].
Both multiplex and interacting networks are not fundamentally different than single networks,
and could be mathematically treated as ones. A multiplex network, for example, could be studied
by examining one layer at a time or by aggregating layers. Similarly, interacting networks
could be simply thought as subgraphs of the same network. However, modelling systems as
coupled networks has been shown to be extremely useful in some cases. For example, treating
an heterogeneous system as a multiple interacting networks allows its analytical study, which
might otherwise be impossible. This observation is not entirely new and the need to analyse
heterogeneous systems was raised in previous studies (before the “interdependent networks era”),
mainly in the context of modular networks [15, 86, 106, 155, 172, 213, 231]. Modular networks
are consisting of tightly-connected groups of nodes (modules) with less connections between the
groups, which often results in heterogeneous degree distributions [86, 106], degree correlation
(the tendency of similar-degree nodes to be connected) [155, 172, 213, 231], and occupation
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probability among modules [15]. Similarly, in cases where the behaviour of nodes is different
among subnetworks, such as power grids owned by different utilities with different policies, the
separation into networks can be very useful [50]. Multiplex networks are also not a new concept.
In social systems for example, the need categorise edges based on the nature of the relationships
was already expressed in the 70s [47, 233, 242].
But although some aspects of coupled networks were occasionally studied before, it is only
recently that network scientists are making extensive and collective efforts to develop analytical
frameworks to study coupled complex systems [139]. And indeed, as we demonstrate in this
section, the structure and function of coupled networks can not be explained by reducing them to
single networks. The new degrees of freedom that result from the introduction of multiple layers
often give rise to completely“new physics” than in single networks [139].
And just like the network science “revolution” that took place in the late 90s with the availability
of large data sets, which were found to be very different than random graphs, the increasing
availability of empirical data for fundamentally multilevel systems is one of the main driving
forces behind the growing interests in coupled networks. Considering the interplay and the
interactions between the different layers in a system, can often reveal a lot of valuable information
about its structure and evolution. For example, the structural properties of the European Air
Transportation Network are generally not present in single layers, correspond to commercial
airlines, rather they are the consequence of an emerging phenomenon intimately related to the
multilayer character of the system [58]. In the international trade network, commodity-specific
trade relations among world countries were found to exhibit a very rich and different structure,
suggesting that the multinetwork is emerging as a nontrivial aggregation of several interdependent
layers [25]. By separating climate networks, where geographical locations are connected via
correlation relationship, into different isobaric surfaces, Donges et al. identified regions which
are particularly important for mediating vertical wind field interactions [85]. In chapter 6, we
apply a multilayer network approach to the study of underground and street networks in the
metropolitan areas of New York and London, revealing important structural features that arise
from the interplay between transportation systems in urban areas.
Once realising that the structure of coupled multilevel systems is a result of nontrivial interplay
between its layers, it is pressing to understand how this complex structure affects dynamical
processes taking place on coupled networks. One of the first attempt to develop new analytical
tools that describe the behaviour of coupled networks was made by Leicht and D’Souza [146].
They introduced an analytical framework, based on generating functions, to study percolation
process in interacting networks, and showed that the percolation threshold in an individual
network can be significantly lowered once interconnections to other networks are considered,
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meaning that interconnections could enhance the robustness of interacting networks. We have
later extended their framework to study the resilience of modular networks to international
attacks, revealing an interesting behaviour characterised by two percolation regimes, see chapter 3.
Brummitt et al. studied cascades of load shedding in interacting power grids and found that
coupling could mitigate large avalanches in the individual networks, as the coupled networks
provide reservoirs to absorb excess load. However, yet when compared to isolated networks,
interconnected networks more frequently suffer avalanches that are large in both networks [50].
This result was also confirmed by Tan et al. [227], who studied cascading failures of loads in
interconnected networks under intentional attack and found that for sparse coupling, enhancing
the coupling probability can make interconnected networks more robust against intentional
attacks, but to keep increasing the coupling probability has the opposite effect for dense coupling.
Percolation processes were also extended to multiplex networks, and it was suggested that
interlayer degree correlations (where nodes who have high degree in one layer are likely to
have high degree in another layer) increase the robustness of multiplexes to random failure [64,
145, 159]. Motivated by the striking difference in the interlayer degree correlations that were
found in biological networks compared to other networks [64, 179], we later showed that this
result might not hold in certain situations, providing a possible explanation to the uncorrelated
randomized structure found in protein networks, see chapter 5. Finally, Watts cascade dynamics,
where nodes are activated if a fraction of their active nodes is exceeding a threshold, was studied
on a multiplex in [51], showing that layers unsusceptible to global cascades can cooperatively
achieve them if coupled, meaning that multiplex networks are generically more vulnerable to
global cascades than simplex networks.
The extension of spreading processes to coupled networks has been shown to yield reach and
complex dynamics that can not be obtained in single networks. For example, unlike in single
networks where the epidemic either breaks or dies out, in interacting networks, a mixed phase
can emerge, where an epidemic occurs in one network but does not spread to the coupled
network [82]. We have shown that in case of adaptive networks, where the epidemic spreading
is coupled to a rewiring process between susceptible and infected nodes, interconnections can
result in a localise epidemic breakout only in the coupled nodes, see chapter 4. In another
study, it was shown that a global endemic state may arise in the coupled system even though
the epidemics is not able to propagate on each network separately and even when the number
of coupling connections is small [198]. These studies have important implications for disease
prevention policies, for example, by determining the effectiveness of travel restrictions, which
can be modelled as interconnection between geographically distance populations. Multiplex
networks can also be used to study the interrelation between the spreading of an epidemics, and
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the information awareness to prevent its infection [99, 110].
Other types of diffusion processes were studied on coupled networks, further illustrating the
physical implications of multilayer structure. For example, a super-diffusive behavior was found
in multiplex networks, where the time scales of diffusion associated to the multiplex are shorter
than in any particular individual layer network [107, 216]. Morris et al. [165] studied the utility
of coupled spatial networks and found two regimes depending on the distribution of sources
and sinks between which a flow process is taking place. When the flows go from many sources
to a small number of sinks, the network utility is largest when the coupling is at its maximum.
However, when many sources correspond to many sinks, the optimal coupling is no longer
maximal as flow congestions must be taken into account. Link overlap (where links between two
nodes exist in more than one layer or network) and inter- and intra-degree correlation (where the
degrees of a node and its coupled node and or the degrees of the same node in different layers are
correlated), were found to have dramatic dynamical consequence [191, 192, 203, 226]. Halu et al.
showed that spatial multiplex ensembles naturally develop a significant overlap of the links, and
demonstrate this finding in an interacting airport and railway networks in India [120]. Finally, the
coupling of multiple networks have been shown to promote cooperation in evolutionary games,
such as the Prisoner’s Dilemma [108, 109], and to provide stabilisation and synchronization
mechanism, even when individual layers work on the chaotic regime, raising the need for a
conceptual transition from the physics of single-layered networks to the physics of coupled
networks [71, 217].
2.5 Conclusions
In the last 15 years, network science, the study of the structure and dynamics of complex
networks, has rapidly evolved and established itself as a leading scientific field in the description
of complex systems. Understanding networks of interactions has been repeatedly shown as the
key to understanding emergent collective phenomena in the complex systems they represent.
By looking at real data, network scientists discovered that real networks have very different
connectivity patterns from their homogeneous random counterparts that were widely used before,
and these complex nontrivial patterns have tremendous dynamical implications, such as the lack
of percolation threshold in scale-free networks.
In today’s world of big-data, it has become possible to empirically observe the interactions,
growth and evolution of networks. Existing network science tools are no longer sufficient to
describe the phenomenon we observe. Large-scale electrical blackouts, resulting from tight
interdependencies between infrastructures, can not be explained using the traditional single
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isolated network models. In an attempt to tackle this challenge, in the past four years we are
observing a paradigm shift in the study of networks. Coupled networks are the next generation
network models, used to describe and study the behaviour of coupled multilevel complex systems,
common in nature and engineering. This new type of networks has been shown to give rise to
completely new phenomena, thus attracting so many network scientists, including myself, to
contribute to this significant transition in the history of network science.
By design, coupled networks contain more information than single isolated networks, and are
bound to give a more detailed description of the systems they represent. But where for some
applications, there might be an obvious way to identify the subnetworks or layers consisting a
system, in others, one could face a challenging model selection task. This is one of the problems
typical to such a young and active field, where researchers are still exploring the new and exciting
opportunities it offers, in a combining effort to understand the complex systems all around us.
This thesis is hopefully a valuable contribution to this collective effort.
3CHAPTER THREERESILIENCE OF MODULARNETWORKS
Many real networks including social, technological, and biological networks have been
shown to exhibit a modular structure, where a number of tightly-connected groups of nodes
(modules) have relatively few interconnections. While empirical and numerical studies have
repeatedly demonstrated the importance of modularity structure for the functionality of systems,
comprehensive theoretical frameworks explaining its effects are still lacking. Based on recent
breakthroughs in the understanding of coupled multilayer networks, we are able to systematically
study modularity structure, and its effect on the vulnerability of networks. In this chapter, we
study analytically and numerically the resilience of modular networks to attacks on interconnected
nodes, those connecting between the modules, which are often more exposed to failure. The
chapter is based on the author’s work [205].
3.1 Introduction
Modularity, also called community structure, corresponds to the multipartite organisation of
large-scale systems consisting of cohesive groups on nodes, called modules of communities,
see Fig. 3.1. The are several different ways in which the structural cohesion of nodes can
be quantified, for example, Newman’s modularity [173] measures the number of links falling
within modules (intralinks) minus the expected number in an equivalent network with links
placed at random. But the important point here is that the heterogeneous division of nodes into
modules, or into subnetworks in a system of interacting networks, is playing a key role in the
global behaviour of the system. The modular organisation of the Internet, and other large-scale
infrastructures, tremendously enhances scalability and diffusion processes [91, 118]. Modules
33
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Figure 3.1: A schematic representation of a modular network consisting of three groups of nodes
(modules) with dense internal connections and sparser connections between groups.
of protein complexes and dynamic functional units constitute the building blocks of molecular
networks [218]. Individuals are divided into social or geographical regions with strong local ties
promoting economic development and knowledge creation [38, 104]. Finally, the non-random
modular architecture of neural networks is considered crucial for the brain’s functional demands
of segregation and integration of information [31, 56], and disrupted brain modular organisation
is related to neuropathology, such as schizophrenia [14], autism [29], Alzheimer [230] and
impulsivity [77].
Although most research so far has focused on the detection of modularity structure [96], a few
studies have examined its affect on the functionality and dynamics of networks. For example,
Wu et al. [245] studied numerically cascade propagation in modular networks, where heavy
loaded nodes fail and redistribute their load to other nodes, and found that networks with a
distinct partition into modules are more robust to such dynamics. Some analytical approaches
were developed to study dynamics on networks with assortativity structure, which divides the
network into groups of nodes with similar properties [106, 155, 172]. They found that networks
that are assortatively mixed by degree (i.e. divided into modules of similar degree nodes) are
more robust to both random failure and targeted attack of the highest-degree nodes, although
recently it has been shown that the case is different in interdependent networks [250]. Finally,
Bagrow et al. [18] have studied a percolation process on a network of modules, where a module
becomes nonfunctional if a critical fraction of its nodes fail, leading to the isolation of modules
long before the network itself falls apart.
But despite these recent advances, many questions regarding the implications of modularity
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structure to networks dynamics still remain. In particular, empirical and numerical studies of
brain and interactome networks suggest that the deletion of nodes connecting between modules
can have a deleterious effect on the network integrity [121], efficiency [220], and stability [123].
However, an analytical framework for understanding this observed phenomena and predicting
the vulnerability of these systems is still lacking. Through recent advances in the understanding
of coupled multilayer networks [53, 78, 103, 139, 146] however, it is now possible to study
systematically both modularity and its effects on network vulnerability.
In this chapter, we develop an analytical framework for studying the robustness of modular
networks in the presence of attack on interconnected nodes, those connecting between the
modules, which are often more exposed to failure. We study a percolation process on networks
consisting of a varying number of modules, m, and a varying number of interconnected nodes.
The analytical solution reveals two percolation regimes separated by a critical number of modules
m∗: for m < m∗ one needs to remove all interconnected nodes to break the system, while the
modules are almost unaffected internally. In contrast, for m > m∗ one needs to remove only a
fraction of the interconnected nodes, before the system collapses. This is due to the fact that
for m > m∗ the number of interconnected nodes is high and partial removal of these breaks the
modules internally, which helps to bring about the rapid collapse of the whole system. In other
words, our analytical formalism provides the critical concentration of interconnections between
modules, above which the internal structure of each module is inseparable from the system
as a whole. Our approach can also be used to study analytically attacks on high betweenness
centrality nodes, which in modular structures, correspond to interconnected nodes. Such attacks,
which have only been studied numerically so far, are considered to be among the most harmful
attack strategies [125, 201].
The rest of this chapter is organised as follows: in section 3.2 we present a model for generating
random modular networks with a varying number of modules. In section 3.3 we present an
analytical formalism based on generating functions for studying percolation processes in these
networks. In section 3.4 we discuss the analytical predictions and verify them with extensive
computer simulation, and finally, in section 3.5 we summarise our findings and discuss their
implications.
3.2 Model of random modular networks
We consider a random modular network with N nodes divided into m equal sized modules.
Similarly to [174], we define pintra as the probability to connect nodes in the same module
and pinter as the probability to connect nodes in different modules. Thus, the total number of
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intra-module (inter-module) links is given by the probability for a link pintra (pinter) multiplied
by the number of possible links yielding
Mintra = pintra
N(Nm −1)
2
, (3.1)
Minter = pinter
N(m−1)Nm
2
. (3.2)
We define α to be the ratio between the probabilities for an intra- and inter-module link
α =
pintra
pinter
. (3.3)
Note that the ratio between the number of inter-modules links and intra-module links depends
not only on α , but also on the number of modules
Mintra
Minter
=
pintra(Nm −1)
pinter(m−1)Nm
∼ pintra
pinter(m−1) =
α
m−1 (3.4)
with the approximation correct for large modules size Nm → ∞. Thus, our model is taking into
consideration that systems comprised of more modules have more inter-links accordingly, as
illustrated in Fig. 3.2.
The model described above can be used to produce any random modular network with a given
number of nodes, links, modules and a ratio between the density of intra- and inter-links. It
thus provides, similar to other network formation models, an alternative for having a network
with modular structure given to us up-front from which we can then extract the topology. In
this chapter we focus on modular Erdo˝s-Rényi (ER) networks where both the intra-module and
inter-module connectivity are Poisson distributed with means kintra and kinter respectively. At end
of the chapter we also show numerical results for modular scale-free networks. Given N, M, m
and α , we generate a modular ER network in the following way
• Compute the number of inter- and inter-module links : we extract Mintra and Minter from
Eq. 3.4 and the fact that Mintra+Minter = M.
• Build each module internally : we build m ER networks, each with Nm nodes and
Mintra
m links,
using the networkX graph generator method fast_gnp_random_graph, which implements an
algorithm for efficient generation of large sparse random networks [33].
• Connect between the modules : we randomly choose Minter couples of nodes from two
different modules, and connect them.
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Figure 3.2: (a)-(c) Illustration of the effect of α on the obtained modular network using Gephi with
force atlas layout [32, 178], on a network of size N = 10000 with mean degree k = 8 divided into m = 5
modules. (d) Average inter-module degree, kinter, as a function of the number of modules, m, for different
mean degrees, k, and α , calculated from Eq. 3.2.
In Fig. 3.2(a)-(c) we present an example of modular networks generated with different values
of α , and visualised using force-directed layout, which has been shown to demonstrate
network modularity [178]. To illustrate the effect of the number of modules on the number of
interconnected nodes (see Eq. 3.4), in Fig. 3.2(d) we show the increase of the mean inter-degree,
kinter, as a function of m. As m goes to infinity, the mean inter-degree is converging to the total
mean degree of the network k = kintra+ kinter at a rate affected by α .
3.3 Analytical framework
In the following we study the percolation properties of the model described above. First, we
describe the formalism developed [146] to study a percolation process in systems comprised of
multiple interconnected networks (i.e. network of networks), and we provide a full analytical
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solution for modular ER networks. Then, using the extension of the generating functions
approach to general attacks developed by Callaway et al. [57], we study the percolation properties
of modular networks in case of attack on interconnected nodes.
3.3.1 Generating functions for networks of networks
We begin by describing the formalism developed by Leicht et al. [146], which extends the
generating function approach for single networks (described in details in section 2.3.1) to
interacting and modular networks, which are essentially the same mathematical entity. Consider
a system with m≥ 2 interacting networks (which can also be considered as modules), described
by a set of degree distributions. Each individual network is characterized by a multi-degree
distribution, {pik1k2...km}, where pik1k2...km is the fraction of all nodes in the network i that have k1
links to nodes in network 1, k2 links to nodes in network 2, etc. The multi-degree distribution for
each network may be written in the form of a generating function
Gi(x1x2 . . .xm) =
∞
∑
k1k2...km=0
pik1k2...kmx1
k1x2k2 . . .xmkm . (3.5)
Note that this function is simply an extension of the single-network generating function defined
in Eq. 2.6. The partition of a node’s degree into m degrees, corresponding to its number of
connections in each subnetwork, allows a finer analysis of heterogeneous systems, which is
essentially the objective of studying modular or interacting networks.
Similarly to the excess degree in a single network defined in section 2.3.1, we define the multi
excess degree, qi jk1...k j...km as the probability of following a randomly chosen i j-link (i.e. a link
falling between a node in network i and a node in network j) and arrive to an i-node (node in
network i) with additional k j links apart from the one by which it has been reached (also called
outgoing links), to nodes in network j. This probability is proportional to k j (since the i-node has
k j possible links through which we can arrive), and therefore the associated generating function
is given by
Gi j(x1x2 . . . ,xm) =
∞
∑
k1k2...km=0
qi jk1k2...,kmx1
k1x2k2 . . .xmkm
=
∞
∑
k1k2...km=0
(k j +1)pik1...(k j+1)...kmx1
k1x2k2 . . .xmkm
∞
∑
l1l2...lm=0
(l j +1)pil1...(l j+1)...lm
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=
( ∂
∂x j
∞
∑
l1l2...lm=0
pil1l2...lm︸ ︷︷ ︸
Gi(1)
)−1 ∂
∂x j
∞
∑
k1k2...km=0
pik1k2...kmx1
k1x2k2 . . .xmkm︸ ︷︷ ︸
Gi(x)
=
(∂Gi
∂x j
(1)
)−1∂Gi
∂x j
(x) (3.6)
where x = (x1,x2, . . . ,xm) and 1 = (1,1, . . . ,1). Note that the second transition from sum to
partial derivative is a “shift left” of the function, just as the one done in Eq. 2.10.
Let us now consider the distribution of the sizes of components reachable by following a
randomly chosen i j-link to a i-node and then following its additional outgoing links, and let
Hi j(x) be the associated generating function. Summing over all the types of connectivity possible
for the i-node leads to the self consistency equation (see [146] for full details)
Hi j(x) = xi
∞
∑
k1k2...km=0
qi jk1k2...,kmH1i(x)
k1 . . .Hmi(x)km
= xiGi j(H1i(x),H2i(x), . . . ,Hmi(x)). (3.7)
Starting from a randomly chosen i-node, rather than a random i j-link, the distribution of the
sizes of components reachable by following its additional outgoing links is generated by
Hi(x) = xiGi[H1i,H2i, . . . ,Hmi]. (3.8)
Using the generating function Hi(x), we can now calculate the average number of j-nodes in the
component of a randomly chosen i-node
〈si〉 j =
∂Hi
∂x j
(x)|x=1 = δi j +
m
∑
l=1
∂Gi
∂xl
(1)
∂Hli
∂x j
(1) (3.9)
where δi j denotes the Kronecker delta.
3.3.2 Solution for modular ER networks
We proceed now to find the percolation threshold (the critical occupation probability above
which the giant component emerges) for modular ER networks, consisting of m modules, as
described before. Assuming that the intra-module and inter-module degrees are uncorrelated, the
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joint degree distribution of the network is given by
pik1,k2,...,km =
kintrakie−kintra
ki!
∏
j 6=i
kinter
m−1
k je−
kinter
m−1
k j!
. (3.10)
By the Taylor series expansion for exponential function, we obtain that the generating function
of a Poisson degree distribution is with mean z is ez(x−1), and similarly in our case
Gi(x) = ekintra(xi−1)e
∑
j 6=i
kinter
m−1 (x j−1)
. (3.11)
From Eq. 3.6, the generating function for the excess degree distribution is given by
Gi j(x) =

∂Gi
∂x j
(x)
∂Gi
∂x j
(1)
= kinterm−1Gi(x)
m−1
kinter
= Gi(x), if j 6= i
∂Gi
∂x j
(x)
∂Gi
∂x j
(1)
= kintraGi(x) 1kintra = Gi(x), otherwise
(3.12)
yielding Gi j(x) = Gi(x) for all j. Thus, we obtain Hi j(x) = Hi(x), and then equation 3.9 can be
written as
〈si〉 j = δi j + kintra
∂Hi
∂x j
(1)+
kinter
m−1
m
∑
l=1
l 6=i
∂Hl
∂x j
(1) (3.13)
where
∂Hi
∂x j
(1) = δi j + kintra
∂Hi
∂x j
(1)+
kinter
m−1
m
∑
l=1
l 6=i
∂Hl
∂x j
(1). (3.14)
For example, using the notation hi = ∂Hi∂x1 (1), the system obtained for 〈s1〉1 is:
h1 = 1+ kintrah1+
kinter
m−1(h2+h3+ · · ·+hm)
h2 = kintrah2+
kinter
m−1(h1+h3+ · · ·+hm)
...
hm = kintrahm+
kinter
m−1(h1+h2+ · · ·+hm−1) (3.15)
3.3. ANALYTICAL FRAMEWORK 41
Summing equations for h2, . . .hm, we obtain:
h2+h3+ ...+ . . .hm = kinterh1+(kintra+
m−2
m−1kinter)(h2+h3+ · · ·hm)
⇒ h2+h3+ · · ·hm = kinterh1
1− kintra− m−2m−1kinter
(3.16)
Substituting into 3.15, we obtain:
h1 = 1+ kintrah1+
kinter
m−1(h2+h3+ · · ·+hm)
=1+ kintrah1+
kinter
m−1(
kinterh1
1− kintra− m−2m−1kinter
)
⇒ h1(1− kintra−
k2inter
m−1
1− kintra− m−2m−1kinter
) = 1
⇒ h1 =
1− kintra− m−2m−1kinter
(1− kintra)(1− kintra− m−2m−1kinter)− kinter
2
m−1
. (3.17)
h1 diverges when (1−kintra)(1−kintra− (m−2)kinterm−1 )− kinter
2
m−1 = 0, which yields k= kintra+kinter = 1
for every m. This is also where all hi diverge, marking the point where the giant component
emerges, recovering the standard result for single networks without modules (see section 2.3.1).
Thus, in the case of random node failure the percolation threshold only depends on the mean
degree, k. This result has been shown in [146] for a system of two networks and here we provided
the equation for general m.
3.3.3 Attack on interconnected nodes
But in contrast to random node failure, in real systems the interconnected nodes are often more
exposed to failure than other nodes. For example, it has been shown that ageing and schizophrenia
could result in a damage to the interconnected nodes in brain networks [156, 210]. In addition, it
is often the case where interconnected nodes are considered to be important, such as airport hubs
like the New York City and London airports, which provide an attractive target for attacks [118].
Finally, as we mentioned in the introduction, empirical studies of biological networks suggest that
these are very susceptible to the removal of interconnected nodes. Therefore, in the following,
we consider an attack on modular ER networks where the interconnected nodes are randomly
removed.
We extend Callaway et al.’s approach [57] for studying the robustness of networks to intentional
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attacks, from single to multiple networks in a similar manner that was done by Leicht et al. [146].
In this approach the occupation probability of nodes is not constant as before, but is a function
of the node’s degree (see also section 2.3.1). Consider a node from module i with k1 links in
module 1, k2 links in module 2 and etc, and let ri(k1,k2, . . . ,km) denote its occupation probability.
When interconnected nodes (i.e. nodes with at least one interconnection) are randomly removed,
this probability is given by
ri(k1,k2, . . . ,km) =

1, if
m
∑
j=1
j 6=i
k j = 0
q, otherwise
, (3.18)
where q is the probability that a randomly chosen interconnected node is occupied, i.e. the
fraction of occupied interconnected nodes. In other words, nodes with no interconnections are
never removed (i.e. occupied with probability 1) while interconnected nodes are removed with
probability 1−q. Let p be the general occupation probability, i.e. the probability that a randomly
chosen node is occupied. Since the probability for a node to be interconnected is 1− e−kinter (one
minus a Poisson distribution with mean kinter at 0), we obtain
q =
p− e−kinter
1− e−kinter . (3.19)
We define the generating functions for the degree and excess degree distributions of occupied
nodes (which is, once again, an extension of Eq. 2.19 for a single network)
Fi(x1,x2, . . . ,xm) =
∞
∑
k1,k2,...,km=0
pik1,k2,...,km r
i
k1,k2,...,km x1
k1x2k2 . . .xmkm (3.20)
Fi j(x1,x2, . . . ,xm) =
∞
∑
k1,k2,...,km=0
qi jk1,k2,...,km r
i
k1,k2,...,km x1
k1x2k2 . . .xmkm. (3.21)
By substituting the occupation probability defined in 3.19 into equation 3.20 we obtain
Fi(x) =
∞
∑
ki=0
pi0...ki...0 xi
ki
︸ ︷︷ ︸
inter-degree is zero
+ ∑
k1,k2,...,km=0
(k1,...,ki−1,ki+1,...,km)6=0
pik1k2...km x1
k1x2k2 . . .xmkm
︸ ︷︷ ︸
inter-degree is not zero
=e−kinterekintra(xi−1)+q(Gi(x)− e−kinterekintra(xi−1))
=ekintra(xi−1)−kinter(1−q)+qGi(x). (3.22)
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By substituting 3.22 into equation 3.21, we obtain
Fi j(x) =

∂Fi
∂x j
(x)m−1kinter = qGi(x), if i 6= j
∂Fi
∂xi
(x) 1kintra = Fi(x), otherwise.
(3.23)
Let Ji j(x) be the generating function for the distribution of the number of occupied nodes in the
component reachable by following a randomly chosen i j-link to a i-node and then following its
additional outgoing links. This component contains zero nodes if the node at the end of the link
in question is unoccupied, which happens with probability 1−Fi j(1), or the link may lead to an
occupied i-node with k j other links leading out of it to nodes in module j, distributed according
to Fi j(x). Thus Ji j(x) satisfies the self-consistency condition:
Ji j(x) = 1−Fi j(1)+ xiFi j[J1i,J2i, . . . ,Jmi]. (3.24)
And similarly, the distribution of the number of nodes reachable from a randomly chosen i-node
is generated by:
Ji(x) = 1−Fi(1)+ xiFi[J1i,J2i, . . . ,Jmi] (3.25)
Using Ji(x) we can now calculate the average number of occupant j-nodes in the component of
a randomly chosen i-node,
〈si〉 j =
∂Ji
∂x j
(x)|x=1
= δi jFi(1)+
∂Fi
∂x j
(1)
∂Jii
∂x j
(1)+
m
∑
l=1
l 6=i
∂Fi
∂xl
(1)
∂Jli
∂x j
(1)
= δi jFi(1)+ kintraFi(1)
∂Jii
∂x j
(1)+q
kinter
m−1
m
∑
l=1
l 6=i
∂Jli
∂x j
(1) (3.26)
For example, using the notation jst = ∂Jst∂x1 (1), the system obtained for 〈s1〉1 is:
j11 = F1(1)+ kintraF1(1) j11+q
kinter
m−1( j21+ j31+ · · ·+ jm1)
j12 = q+q kintra j11+q
kinter
m−1( j21+ j31+ · · ·+ jm1)
...
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j1m = q+q kintra j11+q
kinter
m−1( j21+ j31+ · · ·+ jm1)
j21 = q kintra j22+q
kinter
m−1( j12+ j32+ · · ·+ jm2)
j22 = kintraF2(1) j22+q
kinter
m−1( j12+ j32+ · · ·+ jm2)
...
j2m = q kintra j22+q
kinter
m−1( j12+ j32+ · · ·+ jm2)
...
jm1 = q kintra jmm+q
kinter
m−1( j1m+ j2m+ · · ·+ j(m−1)m)
jm2 = q kintra jmm+q
kinter
m−1( j1m+ j2m+ · · ·+ j(m−1)m)
...
jmm = kintraFm(1) jmm+q
kinter
m−1( j1m+ j2m+ · · ·+ j(m−1)m)
(3.27)
Since F1(1) = Fi(1) = e−kinter(1−q)+q for all i, we can sum all equations for jss obtaining:
m
∑
s=1
jss = F1(1)+ kintraF1(1)(
m
∑
s=1
jss)+q
kinter
m−1(
m
∑
s,t=1
s 6=t
jst) (3.28)
Summing for all equations jst for s 6= t we obtain
m
∑
s,t=1
s6=t
jst = (m−1)q+(m−1) q kintra(
m
∑
s=1
jss)+q kinter(
m
∑
s,t=1
s6=t
jst)
⇒
m
∑
s,t=1
s6=t
jst =
(m−1)q+(m−1) q kintra(
m
∑
s=1
jss)
1−q kinter (3.29)
And by substituting 3.29 into 3.28, we obtain
j11+ · · ·+ jmm = F1(1)+ kintraF1(1)+ q
2 kinter
1−q kinter +
q2 kintra kinter( j11+ · · ·+ jmm)
1−q kinter
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⇒ j11+ · · ·+ jmm = F1(1)(1−q kinter)+q
2 kinter
(1− kintraF1(1))(1−q kinter)−q2 kintra kinter (3.30)
leading to the following critical occupation probability of interconnected nodes (in which the
average component size diverges):
qc =
−b+√b2−4ac
2a
(3.31)
where a = kintrakintere−kinter
b = kintra+ kinter− kintrae−kinter− kintrakintere−kinter
c = kintrae−kinter−1
From these solutions, we obtain the critical occupation probability pc, using Eq. 3.19.
Finally, once the giant component emerges (p > pc), Ji(x) gives the distribution of i-nodes which
are not in the giant component, which means that Ji(1) is equal to the fraction of i-nodes which is
not occupied by the giant component. The fraction of i-nodes belonging to the giant component,
Si, is therefore given by
Si = 1− Ji(1) = Fi(1)−Fi(u1i,u2i, . . . ,umi) (3.32)
where u ji is the probability that an i-node arrived by following a randomly chosen i j-link is not
in the giant component. This probability is precisely equal to the probability that none of the
neighbours of that node are themselves members of the giant component, and hence it satisfies
the self-consistency condition
u ji = 1−Fi(1)+Fji(u1 j,u2 j, . . . ,um j) (3.33)
Due to symmetry, the size of the giant component, S, equals to the fraction of occupied nodes
from module i in the giant component, Si, and thus the u ji which satisfies equation 3.33 is
u ji = 1−S yielding
S = e−kinter(1−q)(1− e−kintraS)+q(1− e−(kintraS+kinterS)). (3.34)
3.4 Results
We confirm the analytical results obtained above with extensive numerical simulation of ER
modular networks of size N = 600000, which are generated as explained in section 3.2. In
Fig. 3.3 we show the percolation threshold as a function of the number of modules m where
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the mean degree is kept fixed k = 4 and α = 100. Green points (blue points) represent results
obtained from at least 1000 simulation runs where nodes are randomly removed (where attacking
interconnected nodes). Red solid lines represent analytical result obtained in 3.31. Note that
apart from this solution, the trivial solution qc = 0 always exists (and represented by a black
line), meaning that no interconnected nodes remain in the network and therefore the modules are
isolated. In the numerical simulation, at every iteration we remove a fraction 0.01 of the nodes,
and estimate the percolation threshold as the point where the second largest component obtains
its maximum.
pc	  
m	  
 0
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 0.4
 0.6
 0.8
 1
 10  1002
simulation (attack)
simulation (random)
qc = 0
Eq. (3.31)
Figure 3.3: Percolation threshold, pc as a function of the number of modules, m calculated for networks
with fixed mean degree k = 4 and α = 100. Simulation points and error bars (if larger than the marker
size) obtained from at least 1000 simulation runs of networks of size N = 600000. Black line represents
the trivial analytical solution qc = 0 and red line represents the analytical solution obtained in 3.31
Let m∗ be the transition point where the two analytical solutions (red and black lines in Fig. 3.3)
cross each other. In the regime where m < m∗ the only physical solution is qc = 0 meaning
that only the removal of all the interconnected nodes breaks down the giant component. The
percolation threshold in this case is much higher than for random node removal indicating that
the network is extremely fragile due to the inter-connected nodes gluing the system together. As
the number of modules and nodes connecting them increases, the network is becoming more
robust exhibiting percolation properties similar to single-module networks. For m > m∗, it is
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enough to remove some of the interconnected nodes to break the system, i.e. the modules’
connectivity is affected even before the giant component disappear. This is due to the fact that for
m < m∗ the attack on interconnected nodes mainly breaks the connectivity between the modules
leaving them connected internally, where for m < m∗ the interconnected nodes play an important
role also in the internal structure of modules and therefore there is no need to remove all of them
in order to break down the giant component.
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Figure 3.4: Visualisation is shown for networks of size N = 12000 with mean degree k = 4 and α = 10,
at the point where the giant component contains 10% of the nodes (S = 0.1) (a),(c) for random node
removal, (b),(d) for attack on interconnected nodes. (e)-(f) Distribution of the number of modules in
the giant component and second largest component at S = 0.1. A module is considered to be part of a
component if at least one of its nodes are part of the component. (g) Distribution of the size of modules
in the giant component at S = 0.1, normalized by the initial module size. Note that in (g), the size of
modules is measured by reconstructing the graph of each module in the giant component, and counting its
number of nodes in this graph. In other words, interconnected nodes that have been detached from their
original module are not considered. Results obtained by at least 1000 simulation runs of networks of size
N = 600000 with mean degree k = 4.
In order to illustrate this effect, in Fig. 3.4 we visualise the giant component at S = 0.1 (i.e.
when the giant component contains 10% of the nodes, which is close to total collapse) with
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interconnected nodes shown in black and all other nodes coloured according to the module they
belong to. Thus, we run the numerical simulation starting close to S = 0.1 with very small steps
of 0.001 and when the giant component first goes below 0.1, we count the number of components
which appear in it (Fig. 3.4(e)-(f)) and their size (Fig. 3.4(g)). We repeat this computation 1000
times and present the obtained distribution from all runs. In addition, we randomly choose one
simulation run, and visualise the obtained network.
For a network with m = 4 < m∗, random node failure destroys the internal structure of the
modules evenly, see Fig. 3.4(a). In this random failure case, all the modules always appear in the
giant component (i.e. there is always at least one node from each module in the giant component)
as shown in Fig. 3.4(e), and the size of modules is very narrowly distributed, see Fig. 3.4(g). In
contrast to random failure, when attacking the interconnected nodes (at S = 0.1), see Fig. 3.4(b),
not all the modules remain in the giant component (for example, in Fig. 3.4(b) there are only
two of them). However, the modules that do remain, are almost intact, containing 14.6% of their
initial nodes, significantly more than in the random case.
For m > m∗ the interconnected nodes play an important role in the internal structure of modules,
but nevertheless, the attack still leaves them more complete than in the case of random removal,
see Fig. 3.4(c)-(d). Furthermore, in the case of attack, usually all modules appear in the giant
component (see Fig. 3.4(f)), and thus their relative size is smaller compared to the m < m∗
case (see Fig. 3.4(g)). As m increases, the difference between attack and random case becomes
smaller, and as a result the percolation threshold converges to the one obtained for random
failure.
In Fig. 3.5 we show the fraction of nodes in the largest cluster, S, and second largest cluster Ssecond
as the fraction of occupied nodes p increases. In the regime m < m∗, the attack on interconnected
nodes has a weak effect on the internal structure of the modules, and their removal results in
an abrupt decrease in the size of the giant component. In addition, while for m = 100 > m∗
(Fig. 3.5(b)) we observe a regular second order percolation transition characterized by the
continuous decrease of S and the sharp peak in Ssecond , the case of m < m∗ demonstrates an
abrupt, first order transitions. The reason is that the second largest cluster contains large
connected subgraphs corresponding to modules who “dropped” from the giant component, see
Fig. 3.4(e). Therefore, with the emergence of the giant component, these modules become part
of it, leading to a sudden drop in the size of the second largest cluster.
In Fig. 3.6(a), we show the critical number of modules, m∗, as a function of α for networks
with mean degree k = 4. It is seen that m∗ is increasing with α , and the percolation threshold
at this point is pc∗ ≈ 0.3417 independent of α , meaning the transition takes place at a fixed
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Figure 3.5: Fraction of nodes in the largest cluster, S and fraction of nodes in the second largest cluster,
Ssecond, as a function of occupation probability, p, for networks with mean degree k = 4 and α = 100.
Simulation points and error bars (if larger than the marker size) obtained from at least 1000 simulation
runs of networks of size N = 600000. Solid lines represent the analytical result obtained in 3.34 and
computed using rootSolve [214], an R package [215].
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Figure 3.6: (a) Critical number of modules m∗, defined as the point where the analytical solutions (black
and red lines in Fig. 3.3) cross each other, as a function of α in networks with mean degree k = 4. pc∗ and
kinter∗ are the percolation threshold and the mean inter-degree at this point respectively. (b)-(c) Change in
the critical percolation threshold, p∗c , and the critical concentration of inter-nodes, kinter
∗ as a function of
the mean degree k. Both quantities are independent of α .
inter-module average degree kinter∗ =− ln(pc∗)≈ 1.0738. In Fig. 3.6(b)-(c), we show how the
critical percolation threshold pc∗ and the critical mean inter-degree kinter∗ are changing with the
mean-degree k. Note that in Fig. 3.6(a) the results are for networks with fixed mean degree k = 4,
which is marked with a black vertical line in Fig. 3.6(b)-(c).
In order to further demonstrate the transition in the pc behaviour, in Fig. 3.7 we show the
percolation threshold as a function of kinter for networks with mean intra-degree kintra = 2 and
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Figure 3.7: Percolation threshold, pc as a function of the mean inter-degree, kinter calculated for networks
with m = 10 modules, mean intra-degree kintra = 2 and α = 100. Simulation points and error bars (if
larger than the marker size) obtained from at least 1000 simulation runs of networks of size N = 600000.
The black line represents the trivial analytical solution qc = 0 and the red line represents the analytical
solution obtained in 3.31.
number of modules m = 10 fixed. Here we see a similar transition in pc as before, but the
critical point is now a function of the concentration of interconnected nodes. At a critical
k∗inter = kinter ≈ 0.693, pc changes from qc = 0 behaviour to Eq. 3.31 behaviour.
Finally, in modular structures the interconnected nodes have high betweenness centrality, defined
as the fraction of shortest paths in the network that pass through a node [97, 98], and thus, our
framework also provides an analytical tool of studying attacks on high betweenness centrality
nodes, where only numerical simulations currently exist that suggest such an attack is one of
the most harmful attack strategies [125, 201]. Figure 3.8 compares the betweenness centrality
of nodes with inter-module connections (called inter-nodes) and nodes with only intra-module
connections (called intra-nodes) for networks of size N = 100000 with m = 10 modules. First,
we show that the average betweenness centrality of interconnected nodes is significantly higher
than for nodes without interconnections in networks with mean intra-degree kintra = 2 and a
varying number of interconnections, see Fig. 3.8(a). Then, for kinter = 2, we show that the
betweenness centrality distribution of interconnected nodes has a broader tail, meaning that
interconnected nodes are much more likely to have high betweenness centrality. Thus, our
analytical results of attack on interconnected nodes can be regarded as a theory for attacking
high betweenness nodes.
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(a) Mean betweenness centrality as a function of kinter in networks with kintra = 2. (b) Distribution of
betweenness centrality in networks with kintra = kinter = 2.
Although throughout this chapter we have only considered modular ER networks, in the following
we would like to discuss numerical results for scale-free networks. In Fig. 3.9(a)-(b) we
show numerical results for scale-free networks with scaling exponent 2.5 and 3.5 respectively,
generated using the configuration model. In particular, similarly to the construction of the
modular ER networks described in section 3.2, we start by building m scale-free networks of
size Nm using the R method “degree.sequence.game” which implements an algorithm to generate
undirected, connected simple graphs (with no self-edges and multi-edges) with a given degree
sequence [8, 158, 221]. We create the degree sequence (for each module) by drawing Nm random
numbers from a power-law degree distribution with a given scaling exponent [66], and then
normalise each number such that their sum would equal to twice the number of required edges,
Mintra
m . Once we have built each module internally, we connect between the modules by creating
another degree sequence as before, and randomly connecting Minter couples of nodes from two
different modules, with sampling probability of a node proportional to its inter-degree obtained
from the degree sequence.
For scale-free networks with scaling exponent 2.5, see Fig. 3.9(a), random node failure results in
a very small percolation threshold, which we suspect (and also observe in other numerical results
not shown here) that is converging to zero as the size of modules Nm is increasing, in agreement
with the analytical result obtained in section 3.3.2 where modular networks behaves similarly
to single-module networks in the presence of random failure. The behaviour is much different,
however, when considering attack on interconnected nodes (blue points). In this case, for scaling
exponent 3.5, see Fig. 3.9(b), we observe a similar qualitative behaviour as in Fig. 3.3, where at
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Figure 3.9: Percolation threshold, pc as a function of the number of modules, m calculated for modular
scale-free networks with scaling exponent 2.5 (a) and 3.5 (b), mean degree k = 4 and α = 100. Simulation
points and error bars (if larger than the marker size) obtained from at least 1000 simulation runs of
networks of size N = 600000.
some critical m, the percolation threshold is suddenly changing its behaviour. We hypothesise
that this critical m, just like m∗ is marking the point where the modules are affected internally
as a result of the attack, and thus the system collapses before removing all the interconnected
nodes. This behaviour is not observed for scaling exponent 2.5 (Fig. 3.9(a)) since in this case the
critical m would be very high (outside the range shown in the image). This is because modules
with scale-free structure with scaling exponent 2.5 are very robust, and thus in order to damage
their internal structure, there needed to be a very high concentration of interconnected nodes,
which happens only at larger m.
3.5 Conclusion
To summarise, in this chapter we presented a theoretical framework to study the resilience of
modular networks to attack on interconnected nodes, those connecting between the modules.
The robustness of heterogeneous systems consisting of interconnected modules (or networks)
has received much attention in recent years, due to their importance for the functionality of
biological systems, including brain networks. However, only recently, with the new analytical
tools developed in the exploding body of work on coupled networks, are we able to systematically
study modularity structure, and its effect on the vulnerability of networks.
We discover two percolation regimes separated by a critical concentration of interconnections
between modules, above which the internal structure of each module is inseparable from the
system as a whole. In particular, when the number of modules and interconnections between them
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is below a certain threshold, the only way to break the system is removing all the interconnections
since the modules themselves are unaffected by this kind of attack. However, above a certain
threshold, the removal of interconnected nodes already breaks the modules internally which
helps to break the whole system, i.e. it is enough to remove some interconnected nodes such that
the whole system collapses.
Since in both percolation regimes the percolation threshold obtained from attacking the
interconnected nodes is higher than the case of random failure, our study offers an efficient
immunisation approach, where epidemic spreading can be prevented at a low cost by immunising
interconnected nodes. At the regime where the interconnected nodes are not playing a significant
roles in the internal structure of modules, this can be done at an extremely low cost as the
percolation threshold is very high. Thus, in geographically distant social networks, it is worth
vaccinating people that link between different communities such as businessmen traveling a lot
between countries (which are likely to found at airports for example).
Our approach can also be used to study analytically attacks on high betweenness centrality nodes,
which in modular structures, correspond to interconnected nodes. Such attacks, which have only
been studied numerically so far, are considered to be among the most harmful attack strategies.
Finally, our results provide essential insights for the interplay between the number of modules
(or sub-networks), m, their intra and inter-connectivity patterns α , and the percolation threshold,
which could be utilised to find an optimal partition of large-scale systems into sub-networks in
order to maintain both robustness and scalability.
There are many interesting directions in which to extend the analytical framework developed
here, and examine the stability of the two percolation regimes that we found. First, following the
numerical results we presented in the last figure, scale-free networks seem to exhibit the same
qualitative behaviour as homogeneous ER networks, a result which we would like to validate
analytically. Second, the case of more heterogeneous networks where each module can be of
different size, degree distribution and etc, is very important, but would require a more refine
analysis than the one considered here. In particular, symmetry arguments as the one used to
derive Eq. 3.34 will need to be revised. Finally, with the new analytical tools presented here, it
would be interesting to consider other types of attacks, mainly those exist in biological networks
where modular structure is so crucial to the global collective behaviour of the network.

4CHAPTER FOUREPIDEMIC SPREADING ONCOUPLED ADAPTIVENETWORKS
Most real-world networks are adaptive, they have the ability to adapt their topology dynamically
in response to the dynamic states of nodes. However, networks rarely live in isolation, but instead
interact with or depend on other networks, resulting in coupled adaptive networks. In order
to understand the implications of interconnection between otherwise independently adaptive
networks, in this chapter, we present an analytical framework to study epidemic spreading in
coupled adaptive networks. The chapter is based on the author’s work [204].
4.1 Introduction
Adaptive networks, which combine topological evolution of the network with dynamics on the
network, are ubiquitous across disciplines [115]. Social, biological and technological networks
all have the ability to adapt their topology dynamically in response to the dynamic states of nodes.
For example, in distribution networks, such as the vascular system, transportation networks,
power grids and the Internet, the nodes and links are subject to high loads which can lead to
failures e.g. traffic jam, electrical line failure. But repeating failures can in turn lead to the
formation of new nodes and links to relieve this load. In the vascular system, for instance,
increasing shear stress on the arteries as a result of an increasing flow velocity, can lead to the
formation of new arteries in a process called arteriogenesis, in order to prevent a dangerous
restriction in blood supply (ischemia) [200]. The mutual interaction between an evolving network
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topology and the nodes’ dynamics has been shown to give rise to rich behaviours including self-
organising criticality [48, 154], spontaneous division of labor (the emergence of distinct classes
of nodes from an initially homogeneous population) [83, 133] and cooperation [87, 225, 251].
However, most real-world networks are not isolated but interact with or depend on other networks,
resulting in coupled adaptive networks in which there are links between otherwise independent
networks. For example, brain networks consisting of synaptic connections linking neural units
can be divided into separate cortical areas coupled together through interregional pathways [219].
Technical distribution networks are often divided into subsystems where each subsystem is
adaptive and interconnected to other subsystems (e.g. data centres). Finally, distant populations
are linked via people traveling (e.g. by flights) between the networks, creating interacting
networks [146]. It is therefore essential to understand how interlinks between adaptive networks
are affecting their behaviour. We used the term “coupled” in this chapter, and not modular
as in previous chapter, as we consider the case of two adaptive networks where the interlinks
connecting them are behaving differently from the links within each network. But apart from
this, they are mathematically the same, both representing a system where multiple networks are
interacting with each other.
In this chapter, we present an analytical framework, based on nonlinear ordinary differential
equations, to study coupled adaptive networks, using which we demonstrate that inter-network
links between adaptive networks can give rise to nontrivial behaviours, and thus must be taken in
consideration. By applying bifurcation analysis, we study the stable equilibria of an epidemic
spreading taking place on a system of two adaptive networks coupled together by inter-network
links, which can also spread the disease. We find that stability is increased by increasing the
number of inter-network links (i.e. higher coupling), in the sense that the range of parameters
over which both endemic and healthy states coexist (both stable states are reachable depending
on the initial conditions) becomes smaller. And perhaps more importantly, we find a new stable
state that does not appear in the case of a single adaptive network but only in the case of weakly
coupled networks. While in single networks, the epidemic either breaks to the entire network or
dies out, interconnections can result in a localise epidemic breakout only in the coupled nodes
that does not break out into the wider network.
The rest of this chapter is organised as follows: in section 4.2 we present our model of SIS
epidemic spreading in coupled adaptive networks. In section 4.3 we present an analytical
formalism, based on nonlinear differential equations, to study the time evolution and stationary
disease prevalence in each network. Then, in section 4.4, we provide details on the computer
simulation used to verify the analytical predictions. In section 4.5 we compare the analytical
and numerical results, and discuss the limitations of our analytical framework, and finally, in
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section 4.6 we summarise our findings and discuss their implications.
4.2 Model
We consider two networks A and B with the same number of nodes NA = NB = N, where
a randomly-chosen fraction of nodes pcoup (the coupling probability) from each network are
coupled together through randomly-assigned inter-network connections. Each coupled node has
exactly one interconnection to a randomly chosen coupled node in the other network. This is a
similar model to the one of partially interdependent networks studied by Parshani et al. [180], but
in our model the inter-network links are regular connectivity links instead of dependency links,
representing interaction between networks, such that an epidemic or rumor that is spreading in
one network, for example, can spread to the other. Though simple, this model already gives rise
to nontrivial behaviours, and can be extended to account for more general cases, for example by
using an arbitrary inter-network degree distribution [82, 198].
The dynamics we consider is an extension of the well established adaptive SIS epidemic spreading
model of Gross et al. [112]. In this model, similarly to SIS epidemic spreading in static
(nonadaptive) networks (see section 2.3.2), nodes can be in either one of two states – susceptible
or infected – where susceptible nodes can get infected from their infected neighbors and infected
nodes can recover and become susceptible again. In addition, the network is adaptive in the
sense that susceptible nodes can rewire their links from infected neighbors to randomly selected
susceptible ones. In a human-contact network, for example, this corresponds to not meeting
a friend one knows to be ill. This dynamics has been shown [112] to lead to the emergence
of new epidemic thresholds and the coexistence of two stable equilibria where both endemic
and disease-free states are attractive while in static networks only one stable equilibrium is
observed. Recent studies consider more realistic scenarios extending Gross et al.’s model such as
susceptible-infected-recovered-susceptible (SIRS) epidemic dynamics where infected nodes are
recovered (and temporarily immune to the disease) before they become susceptible again [207],
susceptible-infected-vaccinated (SIV) dynamics where vaccination occurs in Poisson-distributed
pulses [208] and the effect of different rewiring rules [243]. These models result in similar
dynamics that is not observed in static network model.
In our model, each of the networks, A and B, follows the dynamics rules of Gross et al.’s model,
and in addition, the coupled nodes can also get infected from their inter-network neighbours.
However, the inter-network links are permanent (nonrewireable), accounting for a common
situation in coupled networks: while the individual networks are independently adaptive, their
dependencies – the links between them – are often permanent (nonadaptive). This limits an
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individual network’s ability to adapt in the face of challenges, since it can change its own
topology but not its dependence on other networks. In geographically distant social networks, for
example, long-distance links are often family links which are not subject to rewiring compared
to short-distance friend and acquaintance links. The inter-network links between the networks
create an interesting situation where nodes in each network change their links according to the
states of their neighbors in the same network, but are also affected by the states of the nodes in
the coupled network. Using the human-contact example again, there are some people one cannot
avoid even if one knows them to be ill.
The dynamics rules of the whole system can be described as follows. Starting with two
networks of susceptible nodes, we introduce a seed proportion of infected nodes in each network
0≤εA,εB≤1. Then at every time step infected nodes can pass the disease to their intra and inter-
network neighbors at some rate (the infection rate), while they recover and become susceptible
again at some other rate α (the recovery rate). Let βA, βB, βinter be the infection rates within
network A, B and between the networks respectively. For every intra-network link connecting an
infected with a susceptible in network A (respectively network B), the susceptible node becomes
infected with infection rate βA (βB). Also, for every inter-network link connecting an infected
node from network A (network B) with a susceptible from network network B (network A), the
susceptible node becomes infected with infection rate βinter. In addition, we allow susceptible
nodes to protect themselves by rewiring their intra-network links. For every intra-network link
connecting a susceptible node with an infected node in network A (network B), the susceptible
node rewires the link with rewiring probability γ: it breaks the link to the infected node and
forms a new intra-network link to another randomly-selected susceptible node, where double-
and self-connections are prohibited, thus conserving the number of intra and inter-network links.
4.3 Formalism
We proceeded by studying the time evolution and stationary disease prevalence arising from the
local transformation rules described above. Let [IA] and [SA] denote the fraction of infected and
susceptible nodes in network A respectively, and similarly [IB] and [SB] in network B. By the
conservation of the number of nodes we obtain
[IA]+[SA]=1
[IB]+[SB]=1
Let [SASA], [IAIA], [IASA] denote the densities per node of intra-network links in network
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A connecting susceptible to susceptible, infected to infected and infected with susceptible
respectively. Note that [IASA] accounts for all the links connecting either susceptible to infected
or infected to susceptible in network A. In other words, we do not distinguish between [IASA]
and [SAIA], or between [IBSB] and [SBIB]. By the conservation of the number of intra-network
links we obtain
[SASA]+[IAIA]+[IASA]=
〈kA〉
2
[SBSB]+[IBIB]+[IBSB]=
〈kB〉
2
where 〈kA〉, 〈kB〉 are the mean degree of nodes in networks A and B respectively. Note that the
mean degrees only account for intra-network links while ignoring inter-network links. The latter
are considered in the coupling probability pcoup.
Finally, let [SASB], [IAIB], [IASB], [IBSA] denote the densities per node of inter-network links
connecting susceptible A node to susceptible B node, infected A node to infected B node,
infected A node to susceptible B node and infected B node to susceptible A node respectively.
By the conservation of the number of inter-network links we obtain
[SASB]+[IAIB]+[IASB]+[IBSA]=pcoup
where pcoup, the coupling probability, is the fraction of nodes that are connected to nodes in the
other network through inter-network links.
We may now derive a system of ordinary differential equations (ODEs) describing the time
evolution of the model. The time evolution of the fraction of infected nodes in each network is
given by
d[IA]
dt
=βA[IASA]+βinter[IBSA]−α[IA] (4.1)
d[IB]
dt
=βB[IBSB]+βinter[IASB]−α[IB] (4.2)
The first and second terms in Eq. 4.1 describe the infection of susceptible nodes in network A
due to intra- and inter-network links respectively, while the third term describes recovery, and
similarly for network B.
Since the equations describing the time evolution of nodes depending on the time evolution of
links, we proceed by developing the latter. The time evolution of the densities of intra-network
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links connecting infected to infected per node is given by
d[IAIA]
dt
=βA[IASA]+2βA[IASAIA]+βinter[IASAIB]−2α[IAIA] (4.3)
d[IBIB]
dt
=βB[IBSB]+2βB[IBSBIB]+βinter[IBSBIA]−2α[IBIB] (4.4)
The first and second terms in Eq. 4.3 correspond to the conversion of SAIA links into IAIA links
as a result of new infections through intra-network connections, while the third describes the
conversion of these links as a result of infections through inter-network links. The fourth term
represents the conversion of IAIA links into SAIA links as a result of recovery. Similarly, we can
write the evolution of links connecting susceptible to susceptible as
d[SASA]
dt
=(α+γ)[IASA]−βA[SASAIA]−βinter[SASAIB] (4.5)
d[SBSB]
dt
=(α+γ)[IBSB]−βB[SBSBIB]−βinter[SBSBIA] (4.6)
The first and second terms in Eq. 4.5 correspond to the conversion of IASA links into SASA links
as a result of recovery and rewiring, and the third and fourth terms describe the conversion
of SASA links into IASA links as a result of infection through intra- and inter-networks links
respectively.
Finally, we describe the time evolution of the densities of inter-network links per node
d[IAIB]
dt
=βinter[IASB]+βinter[IBSA]+βA[IASAIB]+βB[IBSBIA]−2α[IAIB] (4.7)
d[SASB]
dt
=α[IASB]+α[IBSA]−βA[IASASB]−βB[IBSBSA] (4.8)
d[IASB]
dt
=α[IAIB]+βA[IASASB]−α[IASB]−βinter[IASB]−βB[IBSBIA] (4.9)
The first and second terms in Eq. 4.7 correspond to the conversion of inter-links connecting
susceptible to infected into IAIB links as a result of infection through inter-network connections,
while the third and fourth describe the same conversion due to infection through intra-network
connection. The last term corresponds to the recovery of either an A or B node. Similarly,
the first and second terms in Eq. 4.8 correspond to recovery while last two terms correspond
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to infection through intra-network links. Note that infection due to inter-network links is not
possible here since both nodes are susceptible. Finally, the first and second terms in Eq. 4.9
describe the gain of inter-network links connecting susceptible A node with infected B node due
to recovery of a B node and the infection of an A node through intra-network neighbour. The
last three terms describe the loss of IASB links due to recovery of an A node and the infection of
a B node through inter- and intra-network links respectively.
Similarly to equations 4.1-4.2, where the time evolution of nodes depend on the time evolution
of links, here we obtain that the equations describing the time evolution of links densities depend
on the time evolution of triplets. In other words, in order to know how the density of IS-links
(connecting an infected node to a susceptible node) for example is changing in time, we need to
know how the density of triplets involving IS-links, i.e. IIS, SIS, ISS and ISI triplets, is changing
in time. This is a typical problem in such contact processes, describing the transmission of
distinct properties of nodes via the links of a network [116]: the dynamics of subgraphs with n
nodes depends on the dynamics of the larger subgraphs in which they are contained, resulting
in an infinite cascade of ODEs. A common approach to solve the infinite cascade of ODEs is
to simply truncate it at some order n, meaning that instead of writing the dynamical equations
for subgraphs with n nodes, they are approximated by the density the of the smaller subgraphs
constituting them [116].
In the following we are using the pair approximation method [112, 114, 137], where the density
of triplets is expressed in terms of links and nodes. For example, given an IS-link in network A (a
link connecting a susceptible node to an infected node in network A), which is of density [IASA],
we can approximate [IASAIA] by deriving the expected number of infected nodes which are
connected to a susceptible node at the end of an IS-link. Such susceptible node has by definition
〈qA〉 additional links, where 〈qA〉 is the mean excess degree of network A (see section 2.3.1).
Each of these links is an SI-link with probability [IASA]〈kA〉[SA] . Therefore, the density of IASAIA
triplets can be approximated by 〈qA〉[IASA][IASA]〈kA〉[SA] . For the sake of simplicity, we will only consider
Erdo˝s-Rényi (ER) networks, for which the mean excess degree is equal to the mean degree,
meaning that 〈kA〉 and 〈qA〉 are cancelling each other [114, 175]. Extending to other network
models is possible by deriving an expression for the mean excess degree (see section 2.3.1).
Similarly, the expected number of infected coupled nodes from network B connecting to an SI-
link in network A to create a IASAIB triplet is pcoup, which is also the average inter-connectivity,
and thus the density of IASAIB triplets can be approximated by
[IASA][IBSA]
[SA]
. Similarly to how we
derived the expression for [IASAIA] and [IASAIB], we can now approximate the density of all
triplets by
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[IASAIA]=
[IASA][IASA]
2[SA]
; [IBSBIB]=
[IBSB][IBSB]
2[SB]
[SASAIA]=
2[SASA][IASA]
[SA]
; [SBSBIB]=
2[SBSB][IBSB]
[SB]
[IASAIB]=
[IASA][IBSA]
[SA]
; [IBSBIA]=
[IBSB][IASB]
[SB]
[SASAIB]=
2[SASA][IBSA]
[SA]
; [SBSBIA]=
2[SBSB][IASB]
[SB]
[IASASB]=
[IASA][SASB]
[SA]
; [IBSBSA]=
[IBSB][SBSA]
[SB]
This first-order approximation assumes – similarly to the mean-field approximation, where S
and I nodes are assumed to be homogeneously distributed in the network – the homogeneous
distribution of links of any kind in the network. This assumption might not be valid at the
beginning of the spreading process where only a seed of infected nodes exist in the network
(thus, SI-links for example, are concentrated around this seed), but usually gives a good
approximation for the situation at equilibrium. However, in coupled adaptive networks, we find
a new equilibrium where the epidemic localise only at the coupled nodes, thus breaking the
homogeneous link distribution assumption, resulting in a disagreement between the analytical
solution and the computer simulation. In this case, as we show in the results section, we substitute
the pair approximation with the densities of triplets extracted straight from the simulation.
This indeed solves the problem (thus also proving that the disagreement is rooted at the pair
approximation), but is computationally very expensive, which is a major motivation of having
the analytical solution in first place. Gross et al. [113] suggested a more efficient algorithm
to compute the densities of triplets numerically on-demand from short bursts of appropriately
initialized numerical simulations.
In addition, there are several analytical approaches that attempt to provide a more accurate
approximation than the pair approximation [80]. One of them is to simply truncate the analytical
model at higher order, i.e. developing the dynamical equations describing the time evolution of
densities of larger subgraphs [151, 187]. However, this is usually very difficult, as the number of
equations in the model grows combinatorially with the order of the expansion and the number
of states in the model [114]. Another more recent approach, inspired by the computation of
epidemic thresholds, assumes a low density of active links (connecting nodes in different states)
close to transition points, which allows more careful handling of long range correlations [43].
We chose the pair approximation method for its simplicity, in order to show the potential of our
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analytical formalism. More complicated approaches can, however, be applied easily within the
framework of our model.
Equations 4.1-4.9 together with the conservation rules and the pair approximation can now be
solved given the density of nodes and links at t = 0. As stated previously, we start the epidemic
spreading by initially infecting a fraction εA of nodes in network A and εB in network B, and
thus, the initial conditions for Eqs. 4.1-4.9 are given by
[IA](0)=εA ; [IB](0)=εB
[IAIA](0)=εA2
〈kA〉
2
; [IBIB](0)=εB2
〈kB〉
2
[SASA](0)=(1−εA)2 〈kA〉2 ; [SBSB](0)=(1−εB)
2 〈kB〉
2
[IAIB](0)=pcoup εAεB
[SASB](0)=pcoup(1−εA)(1−εB)
[IASB](0)=pcoup εA(1−εB)
We are interested to study how the stationary disease prevalence, i.e. the stationary
points of the analytical model given above, depend on the spreading parameters: in-
fection rate, rewiring rate, and number of internetwork links. In particular, let x =
([IA], [IB], [IAIA], [IBIB], [SASA], [SBSB], [IAIB], [SASB], [IASB]) represent a multidimensional dy-
namical variable, whose time evolution depends on the parameters µ =(α,βA, βB, βinter,γ, pcoup)
in the following way
x˙ =
∂x
∂ t
= f (x,µ) (4.10)
When the model is analytically solvable, it is possible to find a closed formula for the stationary
points x0, in which f (x0,µ) = 0, as a function of µ (i.e. curve of solutions x(µ) in which
f (x(µ),µ) = 0), and then analyse their stability by exploring the Jacobian at x0, J f (x0,µ) =( ∂ fi
∂x j
)|x=x0 . Generally, small perturbations of µ result in slight changes in the phase space, which
is spanned by all possible system trajectories x(t). There are, however, certain parameter values
at which a qualitative change occurs, i.e. a change in the topology of the phase space, such as
the birth or death of a stationary point or a change in stability. Such points in parameter space
are called bifurcation points at which the system undergoes a qualitative change in its long-term
behaviour [142].
However, generally in nonlinear systems, and also in our case, it is hard to obtain closed
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formulas for stationary points x(µ) (the same dynamics is not analytically solvable even in a
single network [112]), and therefore in the following we use the dynamical systems analysis
software XPPAUT [92], which implements numerical methods for studying nonlinear differential
questions. There are many sophisticated numerical methods for exploring the stability of
stationary points as the system parameters vary, and their choice depend on the specific problem
in hand, but the general idea is the following. First, we need to numerically solve the equation
f (x,µ0) = 0 for some µ0, in order to find a stationary point. If the system has a stable stationary
point, then it can be found by numerical integration of f (x,µ0), which will converge to the stable
point as t→ ∞. Otherwise, if the stationary point is known approximately, then one could use
Newton’s iteration to correct the approximation. Once a stationary point x0 is found, we are
now interested to reveal the whole solution branch as a function of µ . This can be done using
parameter continuation – a numerical method for finding the equilibrium curve f (x,µ) = 0 that
goes through (x0,µ0). By the Implicit Function Theorem, if the Jabobian matrix has full rank
at (x0,µ0), then locally there is a smooth curve M passing through (x0,µ0) [142]. We can now
approximate M with a desired accuracy using a sequence of points (x1,µ1),(x2,µ2) . . ., which
can be found in the following way. Starting with the initial point (x0,µ0), the tangent vector to the
curve M at this point, v0, is computed and is used to find a new point (x˜1, µ˜1) = (x0,µ0)+h0v0,
where h0 is a small step size. The new point (x˜1, µ˜1) is not on the curve (i.e. it is not a solution
for f (x,µ) = 0), but it is close to it, and can thus be used as an initial guess for the Newton’s
iteration method, which will eventually converge to a point (x1,µ1) on the curve M. This process
is repeated, and given that the steps hi are small enough, M can be found with a high accuracy.
4.4 Simulation
We confirm results computed analytically by explicitly simulating the dynamics over a system of
two coupled adaptive networks using the Largenet2 C++ library [252], which provides suitable
data structures that allow efficient implementation of asynchronous network simulation. More
specifically, the local transformation rules described in section 4.2, can be applied in more than
one way. Synchronous (or parallel) updating schemes are the most widely used in simulation
of epidemic spreading [183, 184, 185, 186], where the state of all nodes is updated at discrete
time steps, i.e. the state of each node at time t depends on the state of the network at time
t−1. However, in adaptive networks, simultaneous modifications of local network topologies
at more than one place may cause conflicting results that are inconsistent with each other, and
thus asynchronous continuous updating is the more common choice [199]. Although different
updating schemes might result in different time evolutions of the disease, they both generally
lead to the same long-term behaviour [7, 100, 106], and moreover, it has been shown that
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asynchronous automata networks can emulate any synchronous automata networks, and thus
our result here cover the whole class of dynamics that can be observed under the synchronous
updating scheme [168, 199].
We implement the widely-used Gillespie’s algorithm [105], which was originally invented for the
stochastic simulation of chemical reaction networks, and can be described by the four following
steps
(i) Given the current state of the network and the events’ probabilities (i.e. inter-infection,
intra-infection, rewiring and recovery), we determine the next event to be applied. For
example, the probability to apply inter-infection is proportional to βinter multiplied by the
number of inter-links connecting susceptible node from one network with an infected
node from the other network.
(ii) Given the next event to be applied, we randomly choose an appropriate subgraph to
which the event can be applied. In the example above, we randomly choose a inter-link
connecting susceptible with infected. In Largenet2, this can be done in a constant time
unlike other libraries used so far, like networkX, where the complexity would be an order
of the number of edges thus significantly slowing down the simulation.
(iii) Apply the event to the subgraph. In the example above, we change the state of the
susceptible node to infected.
(iv) Increment the time by a random number drawn from an exponential distribution with
mean 1Rtot , where Rtot is the sum of all events’ probabilities. In other words, the algorithm
assumes an exponential decay of the probability that an event has not occurred yet.
Note that in contrast to the synchronous step-based simulation, Gillespie’s algorithm is event-
based meaning that it jumps directly from event to event, skipping over time steps in which
no event takes place. Our simulation results were obtained by averaging at least 25000 values
corresponding to the prevalence at equilibrium (at least 5000 time steps) of 50 simulation runs
for each of the initial values, similarly to the approach used in [113, 151]. We use two ER
networks with NA=NB=100000 nodes and average connectivity 〈kA〉=〈kB〉=20 (as in [113])
and recovery rate α=0.002, (as in [113, 151]).
4.5 Results
Fig. 4.1 shows bifurcation diagrams of the stationary disease prevalence I∗B in network B as a
function of the infection rate β=βA=βB=βinter for different values of the coupling probability
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Figure 4.1: Bifurcation diagram of the stationary disease prevalence in network B, I∗B as a function of the
intra and inter-network infection rate, β when no rewiring is taking place for coupling probabilities (a)
pcoup=0 (b) pcoup=0.01 (c) pcoup=0.1 (d) pcoup=0.9. Stable (thick black) branches have been computed
analytically from Eqs. 4.1-4.9 using the dynamical systems analysis software XPPAUT [92]. Analytical
results were confirmed using numerical simulation of two ER networks of 105 nodes and 106 edges (red
diamonds). Points and error bars (if larger than marker size) were obtained by averaging at least 25 000
values corresponding to the prevalence at equilibrium (at least 5000 time steps) of 50 simulation runs for
each of the initial values: εA=0.001;εB=0.001, εA=0.999;εB=0, εA=0.999;εB=0.999.
pcoup when no rewiring is taking place (γ=0). In this case, all coupling probabilities result in a
single stable branch corresponding to continuous dynamical transition from healthy to endemic
state which occurs at the epidemic threshold. The coupling has almost no effect in this case as
the epidemic threshold is already very small in the case of a single network.
Fig. 4.2 shows the bifurcation diagrams obtained for rewiring rate γ=0.04. In the case where
pcoup=0, our model recovers the result obtained in [112]: the two networks are separated and
the resulting bifurcation diagram has two stable branches corresponding to lower and upper
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Figure 4.2: Bifurcation diagram of the stationary disease prevalence in network B, I∗B as a function of the
intra and inter-network infection rate, β for rewiring probability γ=0.04 and coupling probabilities (a)
pcoup=0 (b) pcoup=0.01 (c) pcoup=0.1 (d) pcoup=0.9. Analytical computations of stable (thick black) and
unstable (thin green) branches as well as numerical values (red diamonds) were obtained in the same way
as in Fig. 4.1. The insets show a zoom of a new stable state in the cases of pcoup=0.01 and pcoup=0.1.
transition depending on the initial number of infected nodes. Numerical simulation is in good
agreement with the results computed analytically.
In the cases of coupling probability pcoup=0.01,0.1, both the results obtained analytically and
numerically (shown more obviously in the inset) show a new stable state of intermediate I∗B
values, where the epidemic does not spread to all nodes in network B, but does not die out either.
This state is obtained by starting the numerical simulation with no infected nodes in network
B, εB=0, and almost all the nodes infected in network A, εA=0.999. In the following we show
that this state describes the case where the epidemic does not spread equally to all the nodes in
network B, but mostly to the coupled ones.
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Figure 4.3: Fraction of infected nodes (red diamonds) and coupled infected nodes (blue squares) in
network B at the end of the epidemic outbreak as a function of the intra and inter-network infection rate,
β , for rewiring rate γ=0.04 and coupling probabilities (a) pcoup=0.01 (b) pcoup=0.1. Red diamonds show
the fraction of infected nodes at the end of the epidemic outbreak, and the blue ones show how many of
these nodes are coupled (see Eq. 4.11). Results obtained from numerical simulation of two ER networks
of 105 nodes and 106 edges starting with initial values εA=0.999;εB=0. Mean and error bars (if larger
than marker size) were obtained by averaging at least 25 000 values corresponding to the prevalence at
equilibrium (at least 5000 time steps) of 50 simulation runs. The figures show that in the range where
intermediate values of the disease prevalence are obtained, the fraction of coupled infected nodes is close
to 1 and not to the coupling probability as expected. In other words, in this range mostly the coupled
nodes are the ones who remain infected.
We define IBcoupled
∗, the fraction of coupled nodes in network B that remain infected at the end of
the epidemic outbreak, as
IBcoupled
∗ =

NBcoupled infected
∗
NBinfected
∗ , if NBinfected
∗ > 0
0, otherwise
(4.11)
where NBinfected
∗ and NBcoupled infected
∗ are respectively the number of infected and coupled infected
nodes in network B at the end of the epidemic outbreak.
Fig. 4.3 shows IBcoupled
∗ and I∗B as a function of the infection rate β when starting with initial
conditions εA=0.999 and εB=0. In a network where the infected nodes are equally distributed,
we would expect the fraction of infected coupled nodes IBcoupled
∗ to constitute the same part of
the infected nodes as the fraction of coupled nodes of all of the nodes. In other words, we would
expect IBcoupled
∗ to be close to pcoup (unless there are no infected nodes, where it would be 0).
Indeed, the graph starts with y values close to 0, indicating that there are no infected nodes. But,
in the range of β where intermediate I∗B values are obtained (0.0008<β<0.002 for pcoup=0.01
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Figure 4.4: Fraction of infected nodes in network B at the end of the epidemic outbreak as a function
of the intra and inter-network infection rate, β , for rewiring rate γ=0.04 and coupling probabilities (a)
pcoup=0.01 (b) pcoup=0.1 starting with initial conditions εA=0.999;εB=0. Red diamonds correspond to
results obtained from numerical simulation of two ER networks of 105 nodes and 106 edges (same as in
Fig. 4.2). Mean and error bars (if larger than marker size) were obtained by averaging at least 25 000
values corresponding to the prevalence at equilibrium (at least 5000 time steps) of 50 simulation runs.
Black points correspond to results obtained analytically from Eqs. 4.1-4.9, where pair approximation of
the triplets [IASAIB], [SASAIB], [IASASB] is substituted with the mean values obtained from the simulation.
and 0.0008<β<0.0014 for pcoup=0.1), the fraction of infected coupled nodes IBcoupled
∗ is close
to one, indicating that almost all infected nodes are coupled. For larger β values, the expected
result is obtained and IBcoupled
∗ is close to the coupling probability pcoup.
This explains the quantitative disagreement between the analytical solution and the numerical
simulation. Recall that the pair approximation assumes homogeneous distribution of links in
the network. Therefore, just as the approximation does not hold during the initial phases of the
dynamics, in a partially invaded network (as shown in Fig. 4.3) correlations exist that are not
captured by the approximation. The emergence of this new stable state, observed both numerically
and analytically for the case of coupling probability pcoup=0.01,0.1, is a consequence of the
fact that the coupled nodes can not rewire their inter-network links. Therefore, for low infection
rates, the disease can be established in one network while not invading the other but instead
reaching only to the coupled nodes, since the nodes that are not coupled can protect themselves
by rewiring their links. This is not possible for larger infection rates where the new stable state is
no longer reachable and only the two other states of endemic and disease-free remain stable.
In the following we confirm the deviation of the simulation from the analytical solution (shown in
Fig. 4.2) originates from the pair approximation of the triplets [IASAIB], [SASAIB], [IASASB]. We
do this by substituting the pair approximation of these triplets with the actual densities obtained
70 CHAPTER 4. EPIDEMIC SPREADING ON COUPLED ADAPTIVE NETWORKS
from the simulation, and leave everything else in Eqs. 4.1-4.9 the same.
Fig. 4.4 shows both numerical and analytical results for γ=0.04 and pcoup=0.01,0.1 starting with
initial conditions εA=0.999 and εB=0. Following the observation above that the assumption
of homogeneous distribution of links in the network does not hold in this case (since the
epidemic persists only in the coupled nodes) we substitute the pair approximation of all
the triplets involving nodes from both networks with the values obtained numerically. The
graph shows a very good agreement between results obtained numerically and analytically,
indicating that the deviation in Fig. 4.2 was indeed as a result of the pair approximation for
these triplets. As mentioned in section 4.3, there are other methods to overcome the inadequacy
of the pair approximation in the presence of long range correlations, such as higher order
approximation [151] or using epidemic threshold calculation [43, 112]. This is not in the scope
of the current work but can be addressed in future more accurate models.
The third stable state shown in Fig. 4.2 for the cases of coupling probability pcoup=0.01,0.1,
becomes unstable again for strongly coupled networks (pcoup=0.9). This result is expected since
in tightly coupled networks, there exist a larger number of coupled nodes that can not protect
themselves from infection due to inter-network links even at small infection rates. Therefore,
any epidemic persisting in one network, will eventually spread and persist in the other network
as well.
Finally, we see in Fig. 4.2 that the width of the multistability area becomes smaller as the coupling
probability increases. In other words, the range of β values for which more than one stable state
is reachable depending on the initial conditions becomes smaller with more inter-network links
meaning that a system of tightly coupled networks is more stable and depends less on the initial
conditions.
4.6 Conclusion
In this chapter, we have developed an analytical formalism to study epidemic spreading in
coupled adaptive networks, where intra-network links are rewired based on the states of the
nodes. We have demonstrated that inter-network links between otherwise independently adaptive
networks can result in qualitative changes in the networks dynamics, and thus should be taken
into consideration in future models. In particular, we find a new stable state (that does not exist
in the case of a single isolated adaptive network) where in one network the epidemic persists
throughout the network and in the other it only persists in the coupled nodes and does not
break-out into the rest of the network. We also show that a system of coupled adaptive networks
is more stable (less dependent on initial conditions) with the existence of more inter-network
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links.
Our analytical formalism is flexible allowing each network to have different intranetwork
infection rates as well as different starting configurations, and it also allows different infection
rates between (inter-) and within (intra-) the networks, accounting for limited cases of time-scale
separation between the intra- and internetwork disease-spreading processes. However, even in
the simple case of homogeneous ER networks, one must account for the actual second-order
moments of the system in order to obtain the exact quantitative behaviour of the new observed
equilibrium. In section 4.3 we discussed possible approaches to extend the model in order to
describe the behaviour of more complex systems, such as coupled scale-free networks. But
although limited, our model provides a starting point for future more complicated models and
hopefully opens new avenues in the study of interconnected adaptive networks, which represent
most real-world systems [39].
Our current study already raises some interesting future questions. For example, how does
rewiring of inter-network links affect the dynamics? In the example mentioned earlier of coupled
nodes representing people who travel a lot, rewiring of inter-network links corresponds to the
imposition of travel restrictions. In this case, we expect the new stable state discovered to
disappear for sufficiently high rewiring rates of the inter-network links. The effect of time
scale separation between the epidemic spreading processes taking place within and between the
networks is also a very important point. Finally, it would be very interesting to study a system
consisting of any number of coupled adaptive networks within this model, and not just two as
in the current work, and see if more networks will lead to more stable states, as happened with
the extension from one to two networks. We suspect that there might be more stable states, for
example, in the case where some nodes are coupled with more than one network (i.e. there is an
overlapping between the groups of nodes that are chosen to be coupled with each network). In
this case, there might be a stable state for each group of nodes that are coupled with more than a
certain number of networks, thus revealing dependency groups (nodes tightly coupled) in the
system.

5CHAPTER FIVECONSTRAINED EPIDEMICSPREADING ONCORRELATED COUPLED
NETWORKS
Positive correlations between the local properties of interconnected nodes, e.g. intra-network
degree, in a system of coupled networks have been suggested to increase the connectivity of
the overall system, thus enhancing the spreading of flows. Indeed, many real-world networks,
including social, transportation and financial networks, have been found to display strong positive
correlations, however, the random correlations found in coupled biological networks still remain
a mystery. Inspired by this observation, in the current chapter we demonstrate that in the presence
of resource constraints, as is often the case in coupled networks, positive correlation can impede
flow processes through contention, thus providing a possible explanation for the random coupling
observed in biological networks, and illustrating the importance of incorporating more realistic
scenarios in future models for coupled complex networks. The chapter is based on the author’s
work [203].
5.1 Introduction
Coupled networks are often formed by positively correlated networks, resulting in nonrandom
but structured coupling called intersimilarity [179], where nodes are coupled according to some
regularity. In particular, in many real-world systems, the degree of a node is positively correlated
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with the degrees of its coupled nodes. For example, Parshani et al. [179] studied a system
composed of an interdependent world wide port network and a world wide airport network and
showed that well-connected ports tend to couple with well-connected airports. The international
trade multiplex networks, where countries are connected by various commodity trades, has been
shown to display strong positive correlations between the number of connections a country
has in each commodity-specific layer [25]. Finally, the degrees of nodes in different layers of
interactions in a multirelational social network extracted from a massive multiplayer online game,
were found to be highly correlated, i.e. players who communicate with many others via one type
of social interaction are likely to communicate with many others also via other types of social
interactions [224].
Motivated by these empirical findings, recent studies examine the effect of intersimilarity on the
behaviour of coupled networks. Parshani et al. [179] showed that positive correlations between
the degrees of interdependent nodes increase the robustness of a system of two interdependent
networks to random failure. Buldyrev et al. [54] showed that when mutually dependent nodes
have the same number of intra-network connectivity links, the resulting percolation threshold
is always smaller than the one for randomly interdependent networks with the same degree
distribution. Positively correlated multiplex networks, where nodes’ degrees are positively
correlated across layers, have been shown to promote the emergence of the giant component [64,
145].
The studies mentioned above suggest that intersimilarity between coupled networks increases the
connectivity of the overall system, thus enhancing the spreading of flows in the system (a result
that we confirm here, and was also confirmed later by Zhao et al. [248]). However, the random
coupling observed in several biological networks suggests that there might be another competing
mechanism, leading to a trade-off between negative and positive correlations. The multiplex
cellular network of a bacterium called Mycoplasma pneumoniae, in which proteins are connected
through both physical bindings and by sharing metabolites, has been found to behave similarly to
its randomized version (obtained by randomly shuffling the node identities in the two layers) [64].
This is in contrast to a world-trade network, studied in the same paper, which was found to
behave similarly to its maximally positively correlated version (obtained by ordered-matching of
degree ranks in the two layers). Pocock et al. [188] studied a multiplex ecological network of
multiple species’ interactions (e.g. flower–flower visitor network, flower–butterfly network) and
found no significant correlations between the importance of nodes in different layers.
Indeed, we note that unlike connected nodes in a single network, coupled nodes often share
limited resources, and this will clearly affect any flow process operating over the network. This
is obviously the case where the coupled nodes represent the same entity, as in a multiplex,
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but it is also true in the case where the coupled nodes represent different entities that interact
with or depend on each other. The coupled nodes play a “role” in more than one network, and
typically have limited resources available. For example, in the case where an overlay node in a
communication network is coupled with a router through a physical device (i.e. a host computer)
the router’s packet queue handles both the packets that are routed to the host and those in the
network layer that do not intersect with the host. Counter-intuitively it might be better to couple
a central overlay node with a non-central router, so that the router is “dedicated” to the overlay
node and is not being heavily loaded with routing general network packets. Similarly, in the case
where a person is involved in more than one social network through different types of social links,
the person shares his/her time between contacts in different social groups and thus might not
be able to play a central role in spreading (for example) news equally amongst all the different
social groups.
We consider a model of constrained epidemic spreading in a multiplex network, where nodes
are constrained to interact with (and therefore potentially infect) a maximum number of their
neighbours at each epidemic time step. This is equivalent to the case whereby a person can
only meet a certain number of his/her friends in a period of time: it seems clear that in the
case of frequency-dependent processes (such as for sexually-transmitted diseases [228]) such
contact limitations will potentially affect the spread of the disease through the network. Our
results show that, in the absence of constraints (i.e. “regular” epidemic spreading), positive
correlation results in a smaller epidemic threshold than negative, in agreement with previous
studies showing that positive correlation increases the robustness of network, and thus results in
better connectivity [64, 145, 179]. This result was also confirmed later by another study [248].
However, in the presence of constraints, the result is qualitatively different, where the epidemic
threshold obtained through positive correlation is larger than the one obtained through negative
correlation: intersimilar coupled networks spread less efficiently than negatively correlated
networks in the presence of constraints. As a consequence of these results we suggest that future
work must account for real-world limitations when considering coupled networks.
The rest of this chapter is organised as follows: in section 5.2 we present our model of constrained
epidemic spreading over a correlated multiplex, and in section 5.3 we describe the computer
simulation used to numerically study the suggested model. In section 5.4 we analyse the obtained
results and provide a mathematical explanation based on the degree distribution and the degree-
degree correlations that emerge in the multiplex network as a result of the constraints. We finally
summarising our findings in section 5.5.
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5.2 Model
The structure of the coupled network we consider is a multiplex consisting of two networks
sharing the same set of N nodes, also called duplex. For simplicity and clarity of the results, we
consider only the two extreme cases of maximally positive or maximally negative correlations.
Imperfect correlation can be considered, for example, by coupling a fraction of the nodes in a
maximally correlated manner, and the rest in an uncorrected manner, as done in [145]. In order
to construct a maximally positively (negatively)-correlated duplex, we sort the nodes according
to their degree in each network, and match two nodes from each network in order (in opposite
order) of the degree rank [64, 145]. The degree of a node in the obtained multiplex is the sum of
degrees in each network minus the number of overlapping links in the two networks, which can
be neglected in the limit N→ ∞ for random, sparse networks with the largest degree of at most
order
√
(N) [167]. Therefore, the way in which the two initial network layers are overlaid one
another to construct the interlaced network, could affect the connectivity of the obtained duplex.
In particular, correlated coupling, as considered here, can introduce higher-order correlations,
such as degree-degree correlations, corresponding to the correlations between the degrees of
connected nodes in the duplex. But generally, correlated coupling does not necessarily imply
degree-degree correlations in the obtained system of coupled networks, for example, in the case
of maximally correlated coupled ER networks with the same degree distribution, the degree-
degree correlation in the obtained duplex is close to zero [145]. However, this is an important
issue, on which we expand in section 5.4. Finally, in order to distinguish between the effects of
constraints and correlated coupling, we also consider an uncorrelated duplex where nodes are
randomly coupled.
The dynamics that we consider is a constrained SIR epidemic spreading. Recall that in the
well-established SIR model described in chapter 2, each node exists in one of three discrete
states: susceptible (S), infected (I), or recovered (R). Starting with a network of susceptible
nodes and introducing a seed of infected nodes, at each time step, each susceptible (healthy) node
is infected with infection rate λ if it is connected to one or more infected nodes in the duplex.
At the same time, infected nodes recover with recovery rate µ , after which they are immune to
further infection. In our model of constrained epidemic spreading, nodes are limited to interact
with a maximum number of their neighbors m (called interaction limit) at each epidemic time
step. In order to apply this limit, at each time step, we extract an interaction graph from the
original duplex network, called the original graph, by successively selecting a node at random
from the original graph that has not yet reached its interaction limit, and randomly choosing one
of this node’s neighbors that has also not reached its own interaction limit. We continue until
no interactions can be added. To prevent the first nodes from exhausting their interaction limit
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early we shuffle the node order before each selection. The choice of neighbors with which to
interact is made independently of their epidemic state S, I or R. Given this interaction graph,
we update the state of each node according to the SIR rules: susceptible nodes with infected
neighbors becoming infected with a probability λ , and infected nodes recovering at a rate µ .
Note that if we were to pick nodes below the limit and then apply the SIR rules immediately, we
might double-up on applying rules twice to one node. Moreover, we later analyse the properties
of the resulting interaction graphs in order to understand the implications of the interaction limit,
and differentiate them from the implications of correlated coupling.
5.3 Simulation
We consider a duplex consisting of either two ER or two BA networks of size N = 100000 and
average connectivity 〈k1〉 = 〈k2〉 = 6, similar parameters to the ones used in other epidemic
spreading studies [183, 184]. We first consider interaction limits m ranging from 10 to 14, which
is two links less or more than the approximate mean degree of the duplex, 〈k〉= 12. Later, we
also examine how changing the interaction limit from 0 to 100, while keeping the infection rate
constant, affects the results. Without loss of generality we set the recovery rate to unity, µ = 1,
as different recovery rates can be considered by a proper re-scaling of λ , m and time. Note that
at this point we assume that the interaction limit and the disease are taking place on the same
timescale, i.e. both are carried out using the same discrete time steps of length ∆t. The more
general case of separate timescales might also be addressed by an appropriate re-scaling of m.
For example, in case of a disease evolving over months though a population limited to meeting
a certain number of friends in a week, the interaction limit can be re-scaled in order to obtain
the number of friends a person is limited to meet in a month. However this re-scaling is not
always possible, and depends on the nature of the dynamics. We performed 1000 simulation
runs, our results obtained by averaging over 100 random starting configurations, on 10 different
realizations of the random networks (a common approach in simulation of epidemic spreading
on networks [183, 184, 186]).
In order to obtain reproducible results, and since the construction of the interaction graph is
computationally expensive, we first create a collection of interactions graphs for each network
seed and epidemic time step. Thus, for each network parameters and a given network seed, we
create, in a loop, 500 interactions graphs (which we assume as the number of epidemic time
steps required), where each iteration is initialising the pseudorandom number generator based
on the given network seed and the current time step. Note that 500 time steps is generally more
than enough for the dynamics to halt (with all nodes either recovered or susceptible) under the
synchronous updating scheme (where nodes states are updated in parallel at each time step), as
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Figure 5.1: Fraction of infected nodes at the end of the epidemic outbreaks R∞ as a function of the infection
rate λ for constrained and non-constrained epidemic spreading, running on a positively-correlated (black
squares), negatively-correlated (red circles) and uncorrelated (green triangles) networks consisting of
two ER or BA networks of size N = 100000 and mean degree 6. Points and error bars (if larger than
marker size) correspond to the mean and standard deviation computed over 10000 simulation runs. (a)-(b)
non-constrained epidemic on coupled ER and BA networks respectively. (c)-(d) constrained epidemic
with interaction limit m=12 on coupled ER and BA networks respectively.
the epidemic develops exponentially in homogeneous networks and even faster in heterogeneous
ones [27, 163]. If, however, infected nodes still remain in the network, we continue by using the
previous interactions graphs created (using the current time step modulo 500).
5.4 Results
In Fig. 5.1 we show the fraction of recovered nodes at the end of an epidemic outbreak R∞ as
a function of the infection rate λ in the cases of constrained and regular epidemic spreading,
starting with a fraction of 0.01 infected nodes. Points and error bars (where shown) correspond
to the mean and standard deviation computed over 1000 simulation runs; where error bars are
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not shown, they would be smaller than the marker size. In the cases of regular non-constrained
epidemic spreading, see Fig. 1(a)-(b), the curve for positive correlation (black squares) is going
up earlier than the curve for negative correlation (red circles) for both ER and BA networks.
In other words, the epidemic threshold of positively-correlated coupled networks is smaller
than that for the negatively-correlated case. If we define the epidemic threshold as the largest
infection rate in which R∞ < 0.1, then we obtain from the simulation that the epidemic threshold
for positively-correlated coupled networks is λc ≈ 0.07 for ER and λc ≈ 0.05 for BA, while that
for negatively-correlated networks is λc ≈ 0.08 for ER and λc ≈ 0.06 for BA.
However, in the case of constrained epidemic spreading with interaction limit m = 12, see
Fig. 1(c)-(d), both positively-correlated ER and BA networks exhibit larger epidemic thresholds
(λc ≈ 0.1 and λc ≈ 0.14 respectively) than in the negatively-correlated cases (λc ≈ 0.08 and
λc ≈ 0.12 respectively). Finally, in the case of regular epidemic spreading, once the infection
rate is larger than the threshold, it grows more abruptly in the negative-correlation case than in
the positive (the red curve crosses the black curve and stays above it). This result agrees with
earlier work [64, 145] showing that the giant component in a positively-correlated multiplex
emerges at lower link densities than for the negatively-correlated multiplex but, once formed,
grows much more gradually.
As expected, in all 4 figures above, the green curve, representing uncorrelated networks, is
between the red and black curves. However, uncorrelated coupled ER networks behave more
similarly to positively-correlated coupled ER networks, where for BA networks it is the opposite.
This is as a result of the obtained degree distributions when coupling ER or BA networks. In the
following we examine the degree distributions of the original and interaction graphs obtained
from the simulation. Recall that the original graph is the duplex consisting of two random
networks, and interactions take place by constraining the maximum number of neighbors in
the original graph with which a node can interact at each time step. Fig. 5.2 shows the degree
distributions obtained by averaging over all the original and interaction graphs. The original
graph of positively-correlated networks display a zigzag pattern (see Fig. 2(a)-(b)) originating
in the fact that for large enough networks (N → ∞), each node has exactly the same degree
in both networks [145]. The original graph consisting of uncorrelated coupled ER networks
behaves more similarly to the positively-correlated original graph than the negatively-correlated
one. This is due to the narrow degree distribution of a single ER network, where most of the
nodes have degree close to the mean (6 in this case). Therefore, when coupling the nodes in a
negatively-correlated manner, there is a very large peak at the mean degree of the duplex (12
in this case). However, uncorrelated or positively-correlated coupling yields a higher chance to
degrees further away from the mean to be obtained resulting in a broader degree distribution. In
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the case of BA networks, the opposite process is happening: as the degree distribution of a single
BA network is broad, positively-correlated coupling gives rise to very high degrees that have
very small chance to be obtained in the case of negatively-correlated and uncorrelated coupling.
By introducing a constraint on a network, we narrow its degree distribution, reducing the high
fluctuations in connectivity. Therefore, networks with narrow degree distribution in the first
place (as the negatively-correlated original graph) are less affected by this process.
Recall that the mean field approximation for the epidemic threshold in the thermodynamic limit
N→ ∞ is given by
λc =
〈k〉
〈k2〉 (5.1)
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Figure 5.2: Degree distributions of the original and the interaction graphs, obtained from a positively-
correlated (black squares), negatively-correlated (red circles) and uncorrelated (green triangles) networks
consisting of two ER or BA networks of size N = 100 and mean degree 6. Results obtained by averaging
all the graphs. (a)-(b) original graphs consisting of two ER networks and two BA networks respectively.
(c)-(d) interactions graphs with interaction limit m = 12 obtained from coupled ER and BA networks
respectively.
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where 〈k〉 and 〈k2〉 are the first and second moments of the network degree distribution
respectively [163]. This result is also demonstrated in chapter 2 where we derive the percolation
threshold, which can be mapped exactly to the SIR epidemic threshold [111]. The epidemic
threshold is the critical infection rate in which larger infection rates λ > λc result in a finite
fraction of infected nodes, and smaller infection rates λ < λc result in an infinitesimally small
number of infected nodes in the limit of very large networks. Networks with strongly-fluctuating
connectivity distributions, like scale-free networks, show a vanishing epidemic threshold for
increasing network sizes, 〈k2〉 → ∞ for N→ ∞.
Thus, by applying a constraint on a positively-correlated network, we decrease its degree
fluctuations i.e. the second moment, which is the denominator in Eq 5.1. But since positively-
correlated networks have more high-degree nodes, the constraints also result in a decrease in
the mean degree (the numerator in Eq 5.1). However, the decrease in the second moment is
more significant, resulting in original moments for the ER networks of 〈k〉〈k2〉 ≈ 12168.08 = 0.071 for
positively-correlated network and 〈k〉〈k2〉 ≈ 12144.46 = 0.083 for negatively-correlated. After applying
the constraint, the new values are 〈k〉〈k2〉 ≈ 9.5197.21 = 0.098 for positively-correlated network and
〈k〉
〈k2〉 ≈ 11.82139.94 = 0.084 for negatively-correlated.
In both constrained and regular epidemic spreading on a duplex of ER networks, the mean field
gives a good approximation for the values obtained from the numerical simulation yielding
epidemic threshold of λc ≈ 0.07, λc ≈ 0.08 for regular epidemic spreading, and of λc ≈ 0.1,
λc ≈ 0.08 for constrained epidemic spreading on positively- and negatively-correlated networks
respectively. Also, the values obtained from the simulation and the approximation both show
a small difference between constrained and non-constrained epidemic spreading on negatively
correlated coupled ER networks. The reason is that most of the nodes in a duplex of negatively-
correlated ER networks have degree equal to or smaller than 12, which is the interaction limit.
Therefore, the constraint does not affect most of the nodes, and a similar epidemic threshold is
obtained.
In the case of regular epidemic spreading on a duplex of BA networks, although qualitatively
in agreement, the values obtained from simulation λc ≈ 0.05, λc ≈ 0.06 deviate from those
obtained by Eq. 5.1 〈k〉〈k2〉 ≈ 11.99564.26 = 0.021,
〈k〉
〈k2〉 ≈ 11.99339.45 = 0.035 for positively- and negatively-
correlated networks respectively. In the case of constrained epidemic spreading on coupled
BA networks, the values obtained from the mean field approximation are 〈k〉〈k2〉 ≈ 6.8555.37 = 0.123
and 〈k〉〈k2〉 ≈ 8.373.53 = 0.11 for the positively- and negatively-correlated networks respectively.
These values are closer (especially for the negative correlation) to the values obtained from
the simulation: λc ≈ 0.14 and λc ≈ 0.12 for positively- and negatively-correlated networks
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Figure 5.3: Nearest neighbors average connectivity (NNAC) as a function of node degree for a positively-
correlated (black squares), negatively-correlated (red circles) and uncorrelated (green triangles) networks
consisting of two ER or BA networks of size N = 100 and mean degree 6. Results obtained by averaging
all the graphs.(a)-(b) original graphs consisting of two ER networks and two BA networks respectively.
(c)-(d) interactions graphs with interaction limit m = 12 obtained from coupled ER and BA networks
respectively.
respectively.
In order to explain these differences, we examine the effect of degree correlated coupling and
interaction limit on the degree-degree correlations of the obtained original and interaction graph,
which are not taken into consideration in the mean field approximation. As mentioned before,
degree-degree correlation is the tendency of nodes to connect with similar degree nodes, where
degree correlated coupling is the tendency of nodes to couple with similar degree nodes. We
use both the nearest- neighbors average connectivity (NNAC) curve [182] and the Pearson
correlation coefficient of the degrees of nodes at either end of a link in the duplex [171] as
a measure for degree-degree correlation. Figures 5.3(a) and 5.3(b) show the NNAC curves
obtained for the original graphs (only correlated or uncorrelated coupling, no interaction limit)
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Figure 5.4: Nearest neighbors average connectivity (NNAC) as a function of node degree for a single BA
network of size N = 100000 and mean degree 6. Results obtained by averaging 1000 networks.
consisting of ER and BA networks respectively. In the case of coupled ER networks, see
Fig. 5.3(a)), all 3 curves show almost no degree-degree correlations. This is also confirmed by
the obtained Pearson correlation coefficients: −5.288×10−5±0.0013, 4.346×10−5±0.0012
and −2.236×10−5±0.0012 for positively-correlated, negatively-correlated and uncorrelated
ER networks respectively. This result is in agreement with [145], showing that the positive
degree-degree correlations of a multiplex network consisting of two correlated coupled ER
networks vanishes at 〈k1〉= 〈k2〉, which is exactly what happens in our simulation.
The non-constrained original graph consisting of two BA networks display very similar degree-
degree correlation to the one obtained for the single BA network (see Fig. 5.4): the NNAC curve
shows power-law dependence, in agreement with [232], while the Pearson correlation coefficient
(−0.02±0.001,−0.013±0.001,−0.017±0.0014 and−0.018±0.002 for positively-correlated,
negatively-correlated and uncorrected duplex and a single BA network respectively) is close to
zero, in agreement with [171]. The power-law behavior of the NNAC curve might explain the
deviation from the mean field approximation, as the approximation neglects the connectivity
correlations in the network.
Figures 5.3(c) and 5.3(d) show the NNAC curves obtained for the interaction graphs constrained
by interaction limit m = 12 consisting of ER and BA networks respectively. Pearson correlation
coefficients obtained are −0.055±0.001 and −0.34±0.002 in case of positively-correlated ER
and BA networks respectively, and −0.002± 0.001 and −0.12± 0.001 in case of negatively-
correlated ER and BA networks respectively. In both the case of ER and BA networks, the
positively-correlated graphs exhibit stronger negative degree-degree correlations than negatively-
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Figure 5.5: Fraction of infected nodes at the end of the epidemic outbreaks R∞ as a function of the
interaction limit m for constrained epidemic spreading with infection rate λ = 0.1, running on a positively
(black squares) and negatively (red circles) correlated networks consisting of two ER (a) or BA (b)
networks of size N = 100000 and mean degree 6. Points and error bars (if larger than marker size)
correspond to the mean and standard deviation computed over 1000 simulation runs.
correlated graphs. This is due to the construction of the interaction graph which creates a
tendency of high-degree nodes to have lower-degree nodes as neighbors and has a stronger effect
on broad degree distribution: In order to have a degree closer to the interaction limit, a node needs
its neighbors not to reach their limit before it chooses to interact with them. As lower-degree
nodes have fewer neighbors with which to interact, they “wait” to interact with the node. By
analogy, a person whose friends are high-degree nodes might want to meet them at the end of the
week, but might find them are too tired since they have met many friends during the week (they
have reached the limit). In contrast, his/her low-degree friends will be happy to meet him/her
since they have not yet exhausted their limits. This process produces stronger degree-degree
correlation in cases where the original graph has broad degree distribution, as in the case of
positively-correlated BA networks. And indeed, the deviation of the simulation values from the
mean-field approximation is more signifiant in the case of constrained epidemic spreading on
positively-correlated BA networks (0.14 vs 0.123), than in the case of negatively-correlated BA
networks (0.12 vs 0.11). The uncorrelated case, as in previous figures, behaves more similarly to
the positively-correlated case for ER networks and the opposite for BA networks.
Finally, we examine how changing the interaction limit m affects the results. Until now we
have used an interaction limit of m = 12. In Fig. 5.5, we show R∞, the fraction of recovered
nodes at the end of the epidemic outbreaks, as a function of m where λ = 0.1. Both graphs start
with the red curve (corresponds to negative coupling) above the black curve (positive coupling),
which means that negatively-correlated coupled ER and BA networks result in a larger number
of infected nodes using the same interaction limit and the same infection rate. At some point,
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m = 17 in case of ER and m = 55 in case of BA, the curves cross each other, and afterwards the
positively-correlated networks become more efficient in spreading the epidemics. This means
that the interaction limit is no longer impeding the spreading of the epidemic: it is sufficiently
high not to function as a limit per se, and does not limit nodes’ interactions in the network.
5.5 Conclusion
In this chapter we have studied the behaviour of multiplex networks obtained by correlated
coupling of two random networks, which received much focus in recent studies. We propose a
model of constrained SIR epidemic spreading capturing a common situation in coupled networks,
and in multiplex networks in particular, where coupled nodes share limited resources such as
time, energy, and memory. First we confirm that “regular” non-constrained epidemic is more
easily spread in positively correlated multiplex, as suggested by previous studies showing that
positive correlation increases the connectivity of the overall network. However, in contrast with
recent studies, positively-correlated coupled networks are less efficient in spreading the epidemic
than negatively-correlated networks in the presence of constraints. By obtaining a qualitatively
different result when considering constraints, we illustrate the importance of incorporating more
realistic scenarios in future models for coupled complex networks. In particular, when extending
models from single to multiple networks, such as percolation or epidemic spreading, it is of great
importance to carefully consider the qualitative differences between single isolated networks and
their coupled interacting counterparts.
The effect of correlations and nonrandom coupling on the behaviour of coupled networks is
still a very active research topic. More recently, researchers have been examining the formation
of overlapping links, where two friends, for example, communicate both via email and via
mobile phone, or in transportation networks two cities connected by a main road are likely to be
connected also by a railway [63]. Links overlap has also been found to increase the robustness
of the whole system [63, 128], and various coupled networks formation models demonstrate that
significant links overlap is a natural feature of coupled networks that coevolve together, and can
emerge through different mechanisms [39, 120, 138].
Thus, it is important to develop mathematical tools beyond the mean filed approximation to
study higher-order correlations which naturally emerge in coevolving coupled networks. While
this has partially been done with the standard percolation process [63, 128], we should also
consider other dynamics that better model the behaviour of coupled networks. For example, in
such systems, important (high-degree) nodes are often better protected against failures than less
important (low-degree) nodes, and thus it would interesting to consider a percolation process
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where failure probability is inversely proportional to the degree of a node.
Finally, as we mentioned earlier, it might be the case that biological networks exhibit closer
to random inter-network coupling than other networks, as a result of constraints and other
limitations. This is definitely something that should be further explored. While for single
networks, we know that certain constraints, such as space, highly affect the structure of networks
(see for example Fig. 2.2), this issue has hardly been investigated for coupled networks, which
are likely face other restrictions than single isolated networks.
6CHAPTER SIXEMPIRICAL STUDY OFCOUPLEDTRANSPORTATION
NETWORKS
Robust and efficient transportation systems are critical to our society, playing an important role in
human mobility, the exchange of goods and the spread of diseases. As such, and with the recent
availability of massive data sets, the structure of transportation networks has been extensively
studied using network science techniques, revealing some striking universal features, which have
been the focus of many recent studies. However, an increasing number of cities are spanned
by multiple interacting transportation networks, a fact that has been neglected by most studies
so far. To fill the gap in the literature, in this chapter, we complement the theoretical work
presented in previous chapters with a large-scale empirical study of interacting underground
and street networks in the entire metropolitan areas of both London and New York. The goal
of this chapter is therefore to explore the utility of coupled complex networks modelling, as
well as demonstrating that they can deal with the scale and empirical complexity of real-world
network exemplars. We find that coupling can strongly affect the structure and consequently
the behaviour of multilayer transportation systems, suggesting that previous findings should be
taken with care and calling for more empirical and theoretical studies on the topic. The chapter
is based on the author’s work [223].
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6.1 Introduction
The networks discussed in previous chapters only existed in an abstract “network space” where
the precise positions of the network nodes have no particular meaning. But many networks,
including transportation and mobility networks, the Internet, mobile phone networks, power
grids, social and contact networks, and neural networks, live in a real space. Such networks,
called spatial networks, are networks for which the nodes are located in a space equipped with a
metric, where for most practical applications, the space is the two-dimensional space and the
metric is the usual Euclidean distance [26]. The links may either be spatially embedded, such as
in roads or railway lines in transportation networks or cables in a power grid, or abstract entities,
such as friendship relations in social networks, but in both cases, space intervenes in the fact that
the connection probability between two nodes usually decreases with the distance between them,
and this has important effects on the topological properties of spatial networks, and consequently
on the processes which take place on them.
Spatial networks were actually long ago the subject of many studies in quantitative geography,
aiming to understand the evolution of transportation networks and their role in sustainable urban
forms [119]. But with the recent advances in our understanding of complex networks, and perhaps
more importantly, the availability of datasets of large networks and larger computer capabilities,
the interest in spatial networks was renewed in recent years, discovering surprising similarities
in the connectivity patterns of a wide range of spatially embedded systems. For example, an
immediate consequence of spatial constraints is the restriction of large degrees resulting in a
shorter tail or even peaked degree distributions. Another consequence of the cost associated with
the length of links is that long-range links must be justified for good economical reasons resulting
in several non-linear correlations between topology, traffic and distance [26]. For example,
empirical studies of the airline transportation network connecting airpots in the world through
direct flights, have found super-linear scaling relations between airports’ degrees, the length
of links connected to them, and the amount of traffic going through those links, meaning that
larger airports have longer connections, which also convey more traffic [16, 117, 118]. Similar
behaviour was also found in the cargo ship network, where ports are connected through direct
routes [129, 136]. Connection costs also favour the formation of cliques between spatially close
nodes and thus increase the clustering coefficient [26]. Finally, the distribution of nodes is often
not uniform in space, as in the case of the Internet, where the density of routers and autonomous
systems has been shown to increase monotonically with the population density [246].
But unlike the networks mentioned above such as the Internet and airline networks, for many
infrastructure networks, planarity is unavoidable. Roads, rail, and other transportation networks
are spatial and to a good accuracy planar networks, meaning they can be drawn in the plane
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in such a way that its links do not intersect (alternatively, they are forming nodes whenever
two links cross) [26]. These networks possess many features similar to lattices: their degree
distribution is extremely peaked and is thus of little interest, they are no longer small-worlds, i.e.
the average shortest path between pairs of nodes scales faster than logarithmic with the system
size, usually as
√
N, and the distribution of links length is rapidly decreasing [52, 59, 144, 152].
For many applications, planar spatial networks are the most important, and most studies have
focused on these examples, and especially on street and road networks, where nodes represent
street junctions and links represent the street segments connecting them [26]. These networks
play a central role at the functionality and sustainability of cities, which are one of the most
import self-organising complex systems to our society, especially as more than 50% of the world
population lives today in cities and this figure is bound to increase [6].
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Figure 6.1: Spatial (left) and statistical (right) distribution of cells sizes, defined as the areas enclosed by
roads, in London street networks. On the left we show a map of the metropolitan area in London where
cells are coloured according to their size, and on the right we show the resulting distribution of cells sizes.
In contrast to a regular lattice, the size of cells is broadly distributed, and often scales as p(A)∼ Aα , with
α close to 2 [143]. Note that the statistical distribution does not appear as a single line, as is often the
case in real data, since there is a lot of variability at a small scale.
But although planarity strongly constrains their heterogeneity, urban street networks often display
very distinctive features that are not captured in standard 2D models such as regular lattices.
This could be a result of their self-organising structure – product of a stream of rational but
usually uncoordinated decisions taking place through time [35, 196]. Remarkably, some irregular
patterns emerge in the street patterns of very different cities that have been shaped by peculiar
geographical, historical, and social-economical mechanisms. For example, the size of areas
enclosed by the roads, called cells, have been found to display a broad distribution, in sharp
contrast with the simple picture of an almost regular lattice, which would predict a distribution
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peaked around the lattice edge length [143], see Fig. 6.1. The statistical and spatial distribution of
betweenness centrality in street networks, characterising the importance of a node in the network
(the more central the node and the larger the number of shortest paths going through this node),
have also been found to differ from regular planar structures, with broad statistical distribution
and distinctive spatial distribution where not only nodes close to the gravity centre have high
centrality (as in lattice) [72, 73, 143], see Fig. 6.2. In particular, the betweenness centrality has
been shown to highly correlate with microeconomic activities [189], urban growth [222] and
land use intensity [236]. Other interesting features of street networks include their high local and
global efficiency, compared to other planar networks with the same ‘meshedness’ (being equal to
0 for a tree and to 1 for a maximal planar graph) [52, 59]; varied accessibility accounting for
the probability that an agent performing a self-avoiding random walk (i.e. does not visit the
same point more than once) reaches a node after a certain number of steps [74]; and non-uniform
distribution of nodes [28, 211].
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Figure 6.2: Spatial (left) and statistical (right) distribution of betweenness centrality in the street network
of New York. Note that the high-centrality nodes are not necessarily concentrated around the geographical
centre, as one would expect in a regular planar network. Specifically in New York, the bridges (circled in
black) are the most central, but this structure may vary across different cities.
The common features found in empirical studies of street networks of different cities have
attracted a lot of interest in recent years, and have partially been captured in various network
formation models such as spatial Erdo˝s-Rényi networks, and networks growth models with
local optimisations rules. But despite these various advances, the study of spatial networks is
not nearly as well-established as “standard” network science concepts and there are still many
open problems, as discussed in the recent review by Barthélemy [26]. In particular, most large
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cities today are spanned by more than one transportation systems, and underground systems are
especially becoming popular, existing in all UN cities with above 10 million people [196]. The
coexistence of multiple transportation systems in metropolitan areas can have a great impact
on their behaviour, for example, by introducing congestions in streets close to underground
stations and change the criticality of the system. However, this issue have hardly been dealt with
in the complex networks literature, with no city-scale empirical studies yet published on the
topic, as far as we aware, and very few theoretical ones [165, 166]. In the transportation science
literature, traffic and congestion problems related to intermodality were largely considered, but
these studies seems to ignore the relevance, in this context, of a correct topological analysis of
the network’s graph.
The aim of this chapter is therefore to fill the gap in the literature, providing a first empirical study
of the structure of coupled transportation systems, while exploring the utility of coupled networks
techniques to real-world problems. In particular, we analyse the interplay between the street and
underground networks in the metropolitan areas of London and New York, examining how the
existence of an underground system is affecting the structural properties, and consequently the
behaviour of street networks. Both cities, although resulting from very different urban processes,
are highly affected by the the nontrivial interactions between the transportation networks, which
lead to great changing in their efficiency and robustness, both on local and global scales. The rest
of this chapter is organised as follows: in section 6.2 we present the dataset from which we extract
the coupled networks, compare their basic characteristics, and discuss some implementation
details of the algorithm used to analyse the data. The main results of our empirical study are
presented in section 6.3, while highlighting the commonality and differences between the two
case studies of London and New York. We summarise out findings in section 6.4 and discuss
possible directions in which they can be extended.
6.2 Data and methods
We exported the geo-referenced street and underground networks of New York and London
from Open Street Map [2], see Fig 6.3(a)-(b), and following a series of data hygiene operations
(e.g. combining multiple entries to underground stations, combining multiple railroad tracks),
extracted two connected networks for each city (i.e. we only consider the largest connected
component). Let Gs = (Vs,Es) denote a connected street network where street junctions (nodes)
are connected by street segments (links), and Gu = (Vu,Eu) denote a connected underground
network where underground stations (nodes) are connected by railroad tracks (links). We define
the coupled network Gc = (Vs∪Vu,Es∪Eu∪Ec), where Ec is the set of links connecting each
underground station with its closest (in Euclidean distance) street junction, see illustration in
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Fig 6.3(c).
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Figure 6.3: (a)-(b) The spatial extent of the two metropolitan cases (a) London and (b) New York. The
two urban systems are intrinsically different where London is a typical mono-centric metropolitan region
in which the underground developed branches in a semi-radial way from the city core to the peripheries,
while New York presents an atypical shape with the street network mainly composed of separated islands
connected by bridges and the underground. (c) schematic illustration of the resulting coupled network.
In Fig. 6.4, we show some basic characteristic of each network and the resulting degree
distribution. First, in both cases of London and New York, the street network is significantly
larger with 324536 nodes compared to 263 in London and 68417 compared to 454 in New York.
Due to strong spatial constraints, the average degrees of the underground and street networks is
relatively small, equal to 2.25 (underground) and 2.63 in London, and 2.15 (underground) and
3.29 in New York. The literature often divides cities into two categories, self-organized cities,
such as Ahmedabad, Cairo, and Venice, grown throughout a largely self-organised, fine-grained
historical process, out of the control of any central agency, and planned cities, such as Los
Angeles, Richmond, and San Francisco, realized over a short period of time as the result of
a single plan, usually exhibiting a regular grid like structure [59, 72]. London is a typical
self-organised city, where most nodes have degree equal to 3, unlike New York where most nodes
have degree equal to 4 (see degree distribution in Fig. 6.4), typical to grid-like structures. The
underground as well is slightly different, where in New York, it is mostly organised as chains
with more than 80% of underground stations have degree equal to 2. The cost, defined as the
total length of links, of the underground system is only 1.1% percent in London and 3.4% in New
York, but the average cost of links in the underground is much larger in both cases, where the
average edge length is 0.85 km in New York and 1.3 km in London. This is due to the fact that
the underground network is less dense, covering a large area with only a few hundreds of nodes
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Figure 6.4: Basic quantitative analysis of London (top) New York (bottom) street and underground
networks. The table shows the number of nodes, N, number of links, M, cost, defined as the total length
of all links, average shortest path length, L and maximum shortest path length, Diam. The figures on the
right show the resulting degree distribution.
and links. Finally, we show the average shortest path length, L and the maximum shortest path
length, Diam between every pair of nodes. In spatial networks, the shortest path is a path with
minimum length, in contrast to a path with minimum number of hops in topological (abstract)
networks, and there is usually only one shortest path. Note that paths in the coupled network can
traverse both underground and street links and are therefore always shorter than in the single
networks. However, the gain of using underground links instead of only streets is not significant,
500 meters in London and 300 meters in New York on average, an expected result since the
street network is very dense and thus follow closely underground paths.
Indeed, the efficiency of underground systems is rooted at their speed, compared to roads
which are subject to congestions, and thus a distant place which is easily accessible through the
underground appears to be closer than a near one with a longer time to access. Therefore, in
the following, we measure the travel cost as time units, associating to underground links with a
parameter 0 < β ≤ 1, meaning that the number of time units it takes to traverse an underground
link of length l meters is β l, which is 1β times faster than the time it takes to traverse the same
length on the street network. Thus, smaller β corresponds to relatively faster underground
speeds.
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6.2.1 Computing quickest paths
In order to compute quickest paths, i.e. paths with a minimum number of time units, we associate
each link e = (i, j) in the coupled network with a weight w defined as
w(e) =

l(e), if i, j ∈Vs
β l(e), if i, j ∈Vu
de(i, j) otherwise.
where l(e) is the length of link e (i.e. length of a street segment or railroad track) and de(i, j)
is the Euclidean distance between i and j. Then, we run the Dijkstra’s algorithm starting from
each node in the network and obtain all the shortest paths between any pair of nodes. However,
since the networks are quite large, one run of the Dijkstra’s algorithm from a single source takes
about 9.4 seconds for London and 1.6 for New York, meaning it would take more than a month
(approximately 35 days) to compute all quickest paths in London for example. Therefore, we
automatically divide the network into subsets of nodes, based on how many available cores are
in the system at the moment, and each core is assigned with a set of nodes from which to start
the network’s crawl. For example, in a system of 64 cores, as we usually used here, a single run
(i.e. for a given β value) takes around 13 hours for London and half an hour for New York. Note
that each core still needs to store all the network in memory, but in our case it is only 300MB for
New York and 1.28 GB for London, and thus does not constitute a problem. In larger networks,
it might be possible to divide the network into “local areas” thanks to the fact that spatial planar
networks are “large-worlds”, i.e. there are no shortcuts which make it difficult to define the
local environment of a node, but, once again, this was not an issue in our case. Finally, once all
processes are finished, we collect the results and compute global quantities, as discussed in the
next section.
6.3 Results
6.3.1 Quickest paths
Let τs(i, j) denote the travel cost (i.e. number of time units) of the quickest path between street
nodes i, j ∈ Vs, and τc(i, j) correspond to the quickest path between i and j in the coupled
network (i.e. a path which can traverse both street and underground links). The average travel
cost to reach from a street node i ∈Vs to all other street nodes in the street and coupled network
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respectively is denoted by
τstreet(i) =
1
Ns−1 ∑j∈Vs
τs(i, j)
τcoupled(i) =
1
Ns−1 ∑j∈Vs
τc(i, j)
where Ns = |Vs| is the number of street nodes. Note that we only count the cost of travel
between i to other street nodes and not underground nodes, thus assuming that trip’s targets
are street junctions and not underground stations. This assumption will hold throughout this
chapter, treating the underground as an auxiliary network, studying its effect on the coupled street
network and not vice versa. Next, in order to quantify the time gained by using the underground,
we define for each street node i ∈Vs the average ratio between the travel costs from i to other
street networks through the coupled network and through the street network
qms(i) =
1
Ns−1 ∑j∈Vs
τc(i, j)
τs(i, j)
(6.1)
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Figure 6.5: Distribution of quickest paths costs in the coupled network of London (a) and New York (b).
(c) Average and standard deviation of qms, defined in Eq. 6.1, as a function of β .
In Fig. 6.5 we show the distribution of the cost of travel along quickest paths in the coupled
network, τc, for different β , and the average qms, defined in Eq. 6.1, a function of β . First, we
observe that as the underground becomes quicker (smaller β ), the distribution of quickest paths
is becoming more narrow and peaked meaning that more nodes are reachable within a small
travel cost (higher peak) and all nodes are reachable within a medium travel cost (shorter tail).
However, in New York, the change in the distribution is much more significant, with a 3.56 times
higher peak for β = 0.1 than for β = 1, where in London the figure is only 2.033. This difference
could be rooted at the fact that New York is composed of islands connected by underground links
96 CHAPTER 6. EMPIRICAL STUDY OF COUPLED TRANSPORTATION NETWORKS
and some congested bridges, and therefore when the underground is very efficient, then the city
is “collapsing” into a very small place in terms of travel cost. Another reason is the extent of the
areas considered, see Fig. 6.3, where New York is almost entirely covered by the underground
network while in London the underground only spans the city centre. Finally, in Fig. 6.5(c) we
show the average gain in terms of travel cost of having an underground system, as a function of
its speed, β . When the underground network is only less than 1.5 times faster than the street
network (β = 0.7), we already observe a gain of more than 10 percent. Considered that the cost
of the underground network is about 1% percent of the cost of the street network (or 3% in New
York), see Fig. 6.4, this is a very dramatic gain in terms of travel cost.
6.3.2 Interdependence
To quantify the added value of coupling to the reachability of nodes, in our case the contribution
of the underground network to the reachability of street nodes, recent studies have introduced a
quantity called interdependence [34, 165, 177]. The interdependence of a street node i ∈Vs is
defined as
λ (i) =
1
Ns
∑
j∈Vs
λ (i, j) =
1
Ns
∑
j∈Vs
σ coupledi, j
σi, j
(6.2)
where σi, j is the total number of quickest paths between i and j, among them σ
coupled
i, j use
links in both networks. Thus, interdependence is accounting for how much a street node is
relying on the underground network to reach other street nodes. In Fig. 6.6 we show the average
interdependence among all street nodes as a function of β (a) and the spatial distribution of
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Figure 6.6: (a) Average and standard deviation of interdependence, as defined in 6.2, among all street
nodes as a function of β . (b)-(c) Spatial distribution of interdependence in New York for β = 0.4 and
β = 1 respectively.
6.3. RESULTS 97
interdependence in New York (b)-(c). In both cities, the existence of the underground has a very
strong impact, for example, for β = 0.8, we obtain λ around 0.7, meaning that even when the
underground is only 1.25 times faster than the street network, already about 70% percent of the
quickest paths are going through the underground. We also observe a very quick increase for
small speed ratio (larger β ), with a more than 20% percent jump between β = 1 and β = 0.9,
and a slightly smaller jump between from β = 0.9 to β = 0.8. Thus, in this range of β , a
slight increase in the speed of the underground would already move 20% of the traffic to the
underground, assuming that people travel along quickest paths, a point on which we further
elaborate in the next section. Finally, from the spatial distribution of interdependence, see
Fig. 6.6(b)-(c), we observe that even when there is no speed difference between the networks
(β = 1), Manhattan for example, exhibits interdependence values larger than 0.5, meaning that
more than 50% percent of the trips to Manhattan are shorter when using the underground. But we
already know from previous results, see Fig. 6.5(c) for example, that on average these shortcuts
are not significant. For β = 0.4, all places on the map have interdependence values larger than
0.66 meaning that even places not near the underground rely on its functionality in 66% of their
quickest paths to other places.
In order to obtain a more detailed picture of nodes’ interdependence at different scales, we define
the interdependence profile
Qλ (d) =
1
N(d) ∑i, j∈Vs
de(i, j)=d
λ (i, j) (6.3)
where de(i, j) is the Euclidean distance between i and j and N(d) is the number of pairs of nodes
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Figure 6.7: Interdependence profile, defined as the average interdependence of paths between nodes in a
certain distance, see Eq. 6.3, in London (a) and New York (b).
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at Euclidean distance d. In Fig. 6.6 we show the interdependence profile for various β in London
(left) and New York (right). Both cities exhibit a very similar interdependence profile, especially
for small β values, and given the different structure and evolution of these cities, this result might
suggest a universal behaviour where the longer the trips (large d), the more beneficial it is to
take the underground. As the rapidity factor gets larger, for example β = 0.1, the curve is going
up very quickly meaning that already in very short distances, it is worth using the underground.
In this case of β = 0.1, almost all trips longer than 1.5 kilometres in New York are faster when
using the underground. If the underground is twice as fast (β = 0.5) than the street network,
instead of 10 times faster (β = 0.1), then for trips longer than 2.9 kilometres it is almost always
(99% percent) more cost effective to use the underground. The important point is that in both
cities, medium range trips are almost always faster when using the underground, and when the
rapidity of the underground is significantly larger compared to roads, e.g. twice as fast, then even
for trips between near street junctions, “hopping” on the underground would make them faster.
6.3.3 Centralities
The results above suggest that the existence of an underground system has a very strong impact
on the quickest paths in both cities, and therefore might lead changes in the distribution of
traffic loads, and consequently to changes in the robustness and criticality of street networks.
Betweenness centrality is one of the most well studied concept in networks in general and in
spatial networks in particular, quantifying the importance of nodes in the networks as the amount
of traffic going through them, assuming that traffic between all nodes is the same and only
traversing shortest paths [72, 73, 97, 98]. Even if the underlying assumptions are not correct, the
spatial distribution of the betweenness centrality gives important information about the coupling
between space and the structure of the road network, and has been shown to highly correlate with
micro economic activities [189], urban growth [222] and land use intensity [236]. We define the
betweenness centrality of a street node v ∈Vs in the street network as
bcs(v) =
1
(Ns−1)(Ns−2)︸ ︷︷ ︸
number of pairs of street nodes
∑
i, j∈Vs
σ streeti, j (v)
σ streeti, j
(6.4)
where σ streeti, j is the total number of quickest paths between i and j in the street network, among
them σ streeti, j (v) going through street node v. Similarly, we define the betweenness centrality of a
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street node v ∈Vs in the coupled network as
bcc(v) =
1
(Ns−1)(Ns−2)︸ ︷︷ ︸
number of pairs of street nodes
∑
i, j∈Vs
σ coupledi, j (v)
σ coupledi, j
(6.5)
where σ coupledi, j is the total number of quickest paths between i and j in the coupled network,
among them σ coupledi, j (v) going through street node v. In order to quantify the relative change in
the betweenness centrality of street nodes with the introduction of an underground system, we
define
α(v) =
bcc(v)−bcs(v)
bcs(v)
. (6.6)
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Figure 6.8: Spatial distribution of betweenness centrality of street nodes in New York (top) and London
(bottom). (a),(e) betweenness centrality in the street network, bcs. (b),(f) betweenness centrality in the
coupled network, bcc for β = 0.5. (c),(g) betweenness centrality in the coupled network, bcc for β = 0.1.
(d),(h) Average α , defined in 6.6, over all β ∈ {0.1,0.2, . . . ,1}.
In Fig. 6.8 we show the spatial distribution of betweenness centrality in the street network (a),(e),
the coupled network for β = 0.5 (b),(f) and β = 0.1 (c),(g), and the relative increase in centrality
α averaged over all β ∈ {0.1,0.2, . . . ,1} (d),(h). These maps clearly display a dramatic change
in the spatial distribution of central places when introducing an underground system, shifting
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from internal street routes and bridges to intermodal places located at the terminal points of the
underground networks, which are used as doors for suburban flows to reach the core urban areas.
Remarkably, in both cities, these places are located in urban areas that do not overlap with the
underground system, thus possibly creating congestions in totally unexpected places. In other
words, the introduction of underground networks seem to create congestions in places located at
the end of underground lines, and not for example, in the city centre, as one might expect. This
can also been seen in the relative change in the centrality of nodes, see Fig. 6.8(d),(h), where blue
areas are places in which the betweenness centrality decreases as a result of coupling, and red
areas are the opposite. The maps show a complex process of loose-gain centrality in which the
red nodes, that in average increase they centrality over all β , are spatially located in a very sparse
manner and not only in the proximity of the underground network, suggesting that coupling can
have a global effect on the distribution of traffic.
In order to quantify the effect of coupling on the criticality and robustness of street networks, we
use to Gini coefficient to measure the statistical dispersion of the distribution of betweenness
centrality in the coupled network as a function of β , see Fig. 6.9. The Gini coefficient G ∈ [0,1],
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Figure 6.9: (a),(c) Distribution of betweenness centrality in the street network (pink) and in the coupled
network for β = 0.1 (red), β = 0.5 (green) and β = 0.9 (blue) in London (top) and New York (bottom).
(b),(d) Gini coefficient of the distribution of betweenness centrality in the coupled network, defined in 6.7,
as a function of β .
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typically used in economics for the purpose of describing the distribution of wealth within a
nation, measures the inequality among values of a frequency distribution. In transportation
systems, it is often used to characterise the disparity in the assignment of flows to the nodes or
edges of a network, and is defined as [143, 165]
G =
1
2 Ns 〈bcc〉 ∑i, j∈Vs
|bcc(i)−bcc( j)| (6.7)
where 〈bcc〉 is the average betweenness centrality of street nodes in the coupled network. For
example, if all flows were concentrated onto one node, G would be one, while if the flows
were spread evenly across all nodes, G would be zero. In Fig. 6.9 we show the distribution of
betweenness centrality and the resulting Gini coefficient in London (top) and New York (bottom).
From both quantitates, we observe that as the rapidity of the underground increases (decreasing
β ), more quickest paths are moving to the underground, and the distribution is becoming less
homogeneous, in agreement with the spatial distribution shown in Fig. 6.2, where we observed
that intermodal points are becoming enormously more important. In other words, there is a
trade-off between congestion on roads and congestion in intermodal points, and as cities increase
their efficiency, at the same time, their robustness is decreasing since the traffic is concentrated at
a very few intermodal places. In London, we observe a nontrivial optimal β for which flows are
most homogeneously distributed across street junctions. In New York, however, there seem to be
room for smaller and smaller β . Remarkably, this result was suggested in a recent theoretical
model of coupled transportation networks, where depending on the distribution of trip’s targets,
two regimes were observed, one in which the optimal coupling is trivially the maximum, an
another one where a nontrivial optimal coupling exists [165].
6.3.4 Local outreach
So far, we have considered the effect of coupling on global quantities such as quickest paths
between all pair of nodes. In order to quantify the efficiency of coupled transportation networks
on a local scale, we define the outreach of a street node i ∈ Vstreet as the average Euclidean
distance from i to all other street nodes that are reachable within a given travel cost, τ∗
L(i) =
1
N(τ∗) ∑j|τc(i, j)<τ∗
de(i, j) (6.8)
where de(i, j) is the Euclidean distance between node i and j, and N(τ∗) is the number of nodes
reachable within a given travel cost τ∗. Given a certain threshold τ∗, we define a subgraph
containing all the street nodes, which their outreach is in the 4th quintile (i.e. approximately
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20 percent of the nodes with the highest outreach), and count the number of component in the
obtained subgraph, see Fig 6.10. As β decreases, the nodes having a high local outreach are
concentrated at the centre, where the underground is most accessible, and the graph consisting of
high-outreach nodes (red nodes on the map) is becoming less fragmented containing a smaller
number of larger components. In other words, as the underground becoming more efficient, a
continuous area of high-outreach nodes is emerging, meaning that a person can travel to this area
(e.g. city centre) from far away places (large Euclidean distance) at a small travel cost, τ∗.
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Figure 6.10: (a)-(c) Spatial distribution of local outreach in New York for travel cost τ∗ = 1000 and
rapidity factor β = 0.8 (a), β = 0.4 (b) and β = 0.2 (c). (e)-(g) Spatial distribution of local outreach in
London for travel cost τ∗ = 2000 and rapidity factor β = 0.8 (e), β = 0.4 (f) and β = 0.2 (g). (d),(h)
Number of components in the graph containing only nodes with high outreach (red nodes in the maps) as
a function of β in New York (top) and London (bottom).
Finally, in Fig 6.11, we show the average local outreach in London (left) and New York (right). As
β increases the errors bars correspond to the standard deviation are becoming smaller, meaning
that the distribution is becoming more peaked and almost all nodes can reach about the same
Euclidean distance within a given travel cost. Also, larger travel costs result in a more dramatic
decrease of the average with the increase of β , meaning that for large distances, the underground
has a larger effect on the efficiency of trips, in agreement with the interdependence profile
discussed in section 6.3.2.
6.4. DISCUSSION 103
 0
 2000
 4000
 6000
 8000
 10000
 12000
 0.1  0.2  0.3 0.4  0.5  0.6  0.7 0.8  0.9  1
<L
>
?
?=1000
?=2000
?=3000
?=4000
β	  
 0
 1000
 2000
 3000
 4000
 5000
 6000
 7000
 8000
 9000
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
<L
>
?
?=1000
?=2000
?=3000
?=4000
London	   New	  York	  
<	  L	  >	  <	  L	  >	  
β	  β	  
Figure 6.11: Average and standard deviation of local outreach in London (left) and New York (right).
6.4 Discussion
In this chapter, we have presented a large-scale empirical study of coupled transportation
networks in the metropolitan areas of London and New York, two cities with very different
characteristics resulting from different evolutionary processes. In particular, we have examined
the effect of underground systems on the efficiency and robustness of street networks, which
play a key role in the functionality and sustainability of cities and are thus of great importance to
modern society. In order to account for the rapidity of underground networks compared to roads
which are subject to congestions, we have associated underground links with a rapidity factor β
meaning that the underground is 1β times faster than the street network. In reality, the β value for
New York can be approximated for example by 0.55 which is the average speed of underground
trips, 17.4 mph [1], divided by the average speed of taxi trips over weekdays, 9.7 mph [3]. For
London, the average speed of underground trips is 20.5 mph [4], compared with car trips, 10
mph [5], yielding β = 0.48, very similar o the one obtained for New York, and of the same order
as the values considered in this work.
Our results suggest that coupling can have a great impact on the behaviour of street networks,
and therefore must be taken into consideration in future studies, and perhaps even question the
validity of well-established current studies. First, we find that the reachability of street junctions
in both cities highly depends on the underground network, with close to 60% of quickest paths
between street junctions are using the underground network already for β = 0.9, see Fig. 6.6.
Moreover, the longer the trips, the more cost effective it is to “hop” on the underground, see
Fig. 6.7, providing a mathematical support for our intuition.
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Our most significant finding is the change in the distribution and dispersion of flows in street
networks as a result of their coupling with faster underground systems. We have observed a
trade-off between congestion on roads and congestion in intermodal points, which are the door
for suburban flows to the city centre. As the rapidity of the underground is increased compared to
roads, intermodal points are becoming enormously more important, subject to high congestions,
and thus an attractive point for attacks on the system. In London, we have observed a nontrivial
optimal speed ratio β = 0.8 (see Fig. 6.9), for which the flows are most evenly distributed across
street junctions, and yet people can take advantage of a fast underground network, while in
New York there seem to be a room for smaller and smaller β . Surprisingly, the existence of
an underground network also seem to influence the betweenness centrality of places located in
a very sparse manner and not only in the proximity of the underground network, see Fig. 6.8,
suggesting a more complicated global effect which needs further investigation.
On a local scale, we discover that as β decreases, a continuous area of places that are reachable
within a small travel cost (i.e. commutable zone) is emerging, see for example Manhattan in
Fig. 6.10, creating opportunity for social and economic developments.
The work presented in this chapter provides the first empirical study on the effect of coupling on
the structural properties of street networks. Using a coupled networks approach, we were able to
account for the interplay between two very different transportation networks, street networks
which are very dense and costly (in terms of total links length), and underground networks that
are more sparse, efficient and usually concentrated mainly in the city centre. Studying these
network separately, or alternatively treating them as one aggregated transportation network,
would have provided a misleading topological picture, for example missing their most important
nodes. By design, coupled networks contain more information than single isolated networks, and
are bound to give a more detailed description of the systems they represent. This is obviously
the cost that is associated with more comprehensive modelling techniques. In this chapter, we
have shown the great return of using such approach, while demonstrating that it can also deal
with the scale and empirical complexity of real-world network exemplars.
Our study raises many interesting research directions, that we hope would encourage more
empirical and theoretical studies on the topic. First, to account for more realistic situations, it is
important to consider constrained paths, for example, with only one subway line change, or only
one change of transport mode. This can be accommodated within our framework by a version of
w(e) that is bounded in the number of changes of transport mode, or alternatively associating
such routes with a relatively large cost.
Second, recent studies have consider simplest paths [235], those containing smallest number of
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turns, instead of shortest paths or in our case quickest paths. This is also something that would
be interesting to consider in the framework of coupled network, since underground networks
often simplify the amount of information required to complete a trip. This is especially notable
in the case of tourists which often use the underground not necessarily to save time, but just
because it is simpler. As mentioned in sections 6.3.1-6.3.2, New York seems to be more affected
by the existence of the underground, where more quickest paths are using the underground
even on short trips. Since the underground is usually also simpler to use, this might explain the
conception of people that New York is easier to get around than London.
Finally, perhaps the most important extension of our study would be to consider other traffic
distributions, instead of the homogeneous assumption made when using betweenness centrality.
This can be done either by using real traffic data, or by approximating the amount of traffic
on an aggregated level (e.g. how many people are travelling from Manhattan to Queens every
day) based on the population, and then apply the generalised betweenness centrality recently
suggested by Carvalho et al. [60].

7CHAPTER SEVENCONCLUSIONS
In this thesis, we have considered the structure and dynamics of coupled complex networks, an
emerging and promising topic in network science aims at studying a wide range of complex
multilayer heterogeneous systems. In the last few years, network scientists have been making a
great collective effort to characterise and study the behaviour of interacting and interdependent
networks, which are highly common in nature and engineering. These networks have often been
found to behave very differently from isolated single networks, and thus may not be modelled as
such. We have presented three different models, each tackling an important and timely challenge
in the study of coupled networks, and lastly presented a large-scale study of real interacting
transportation networks.
In chapter 3 we developed a theoretical framework to tackle a top network science challenge of
understanding the robustness of modular or interconnected networks to attacks on interconnected
and high betweenness centrality nodes. Our analytical formalism provides the critical concentra-
tion of interconnections between modules, above which the internal structure of each module
is inseparable from the system as a whole. The applications of this formalism are wide spread
and relevant to many real world complex systems in different disciplines. It can be also utilised
for developing efficient immunisation strategies in geographically distant social networks, and
evaluating the effectiveness of travel restrictions (which can be modelled as interconnections).
Our formalism provides new insights into the resilience of social, biologic and economic systems,
and provide critical information into how structure can affect the resilience of these systems,
which in turn provides new strategies into planning and optimising such systems. Finally, the
problem of attacks on high-betweenness nodes is very difficult to deal analytically and have
only been studied numerically. Such attacks are considered to be among the most harmful
attack strategies, thus providing new insights into the resilience and vulnerabilities of real world
networks (i.e. infrastructure, transportation, internet, etc.).
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In chapter 4 we considered the behaviour of coupled adaptive networks, describing a wide
spectrum of systems, from brain networks consisting of coupled adaptive cortical areas, to social
networks consisting of coupled adaptive distant populations. Using bifurcation analysis and
extensive computer simulation, we find a new stable equilibrium that appears only in the case of
weakly coupled networks and not at all in the case of a single adaptive network. Our analytical
model provides the exact number of nodes that, if their state were synchronised across two
networks (i.e. if they were coupled), a process spreading in one network would spread to the
other. This approach could be used to determine optimum firewall placement to resist cyber
attacks and to determine the maximum number of people that can travel between two countries
such that an epidemic spreading in one will not spread to the other. Our work is also providing
an important insight into the future efforts needed to take place in order to analytically describe
the behaviour of coupled networks.
In chapter 5 we tackle a timely an ongoing question in the coupled networks literature, namely the
effect of nonrandom correlated coupling on the behaviour of coupled systems. The vast majority
of recent studies on this topic suggest that “standard” networks dynamics, such as percolation
and epidemic spreading, are better operating on positively coupled networks than randomly or
negatively coupled networks. While this result supports the strong positive correlations found
in technological, social and economical networks, it fails to explain other network datasets,
mainly ones extracted from biological data, which do not follow this seemingly optimal structure.
Inspired by the robustness and stability usually found in biological systems, we suggest that
the proposed optimal structure found in recent studies, is no longer optimal when considering
that unlike connected nodes in a single network, coupled nodes play a “role” in more than one
network, and therefore often share limited resources such as time, energy and memory. We
studied a model of constraints epidemic spreading where nodes are limited to interact with a
certain number of neighbours at each time step, and obtained qualitatively different results from
previous studies, demonstrating the importance to carefully consider the new situations arise in
coupled systems.
In chapter 6 we conducted a large-scale analysis of interacting spatial transportation networks
in the entire metropolitan areas of both London and New York City. This is the first study
of its kind analysing the interplay between the structure of mutually connected transportation
networks, and their implications to multimodal cities, which are a critical element of social
interaction. While filling an important gap in the literature, we explore the utility of coupled
complex networks modelling, demonstrating that they can deal with the scale and empirical
complexity of real-world network exemplars. We find that the nontrivial interaction patterns,
arising in multilayer transportation systems, can have a profound effect on their behaviour,
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demonstrating the insufficiency of existing models, which focus on single isolated transpiration
networks: these are simply not sufficient to explain the complex urban forms observed today.
Our study uncovers some of the most basic mechanisms affecting the stability, resilience and
efficiency of cities, and could thus provide a great step towards design principles for optimal
transportation networks.
7.0.1 Contributions
The contributions made in this thesis can be summarised as follows:
I A theoretical framework for studying the robustness of modular networks to attacks on
interconnected and high betweenness centrality nodes. In particular, we provide a full
solution for Erdo˝s-Rényi modular networks.
II A theoretical framework to study epidemic spreading in coupled adaptive networks, using
which we demonstrate that inter-network links between adaptive networks can give rise to
nontrivial behaviours. In particular, we discover a new stationary state that only emerges
in the case of weakly coupled networks.
III Numerical study of a constrained epidemic spreading model on correlated coupled
networks, demonstrating that in contrast to recent studies on the topic, positively-correlated
multiplexity structures are less spreading-efficient than negatively-correlated ones in the
presence of constraints.
IV Large-scale empirical study of coupled underground and street networks in the metropoli-
tan areas of London and New York, providing the first empirical result on the interplay
between the topologies of coupled transportation networks, which significantly differs
from previous results on isolated street networks.
7.0.2 Discussion
The results presented in this thesis illustrate the usability and application of coupled complex
networks as a modelling framework for studying the behaviour of complex systems with separate
but interacting concerns. In particular, the network perspective allows us to abstract complex
dynamical and structural features into sets of microscopic local rules, which can then be studied
numerically and analytically, to provide a macroscopic high-level description of the system.
The more recent mathematical tools offered by coupled networks extend the standard models
of isolated single networks to study richer and more realistic situations of interacting and
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interdependent systems. However, it is often the question of how can one knows that the system
in hand consists of one or multiple networks?
The standard, simple models often suffice to model system behaviour despite their strong
assumptions. However many real-world systems have enough heterogeneous structure to disrupt
these assumptions, making coupled networks an essential, complementary modelling framework.
In chapter 3 for example, the multiple networks analytical approach allowed us to study the
resilience of modular networks, consisting of tightly connected subnetworks (or modules) to the
failure of the nodes connecting between the networks, which result in very different behaviour
than the standard percolation model. In some cases, the study of interacting coexisting networks
is crucial for understanding their impact on one another and thus their behaviour. In chapter 6
for example, we have shown that centrality of street junctions in large-scale street networks can
not be explained without considering the interaction and dependency on other transportation
systems, such as subway networks.
However, our analytical tools are still quite limited, and often fail to provide an accurate
quantitative picture even in the most simple cases, such as homogeneous random networks, as
we have seen in chapter 4: neither the mean field (zeroth order) approximation, nor the first order
pair approximation, were enough to describe one of the observed equilibria in coupled adaptive
networks. Dobson [84] compares such cases with the Halting Problem which essentially says that
there are problems for which the code that computes the solution is the most concise description
available. Numerical methods are indeed more flexible, constrained only by processing power
and memory space, which can easily scale up to hundreds of thousands and even millions nodes
using of–the–shelf libraries such NetwrokX and igraph. But although simple code can simulate
the temporal and long-term behaviour of almost any process running on any network, it hardly
provides an insight into why a given equilibrium behaviour occurs.
Thus, the pursuit for mathematical tools must continue, with the support of scaleable compu-
tational tools, which helps us to gain intuition and initial understanding about the questions
we wish to answer. In a very short time, coupled networks have already been proved as a very
useful abstraction of complex heterogeneous multilayer systems. Throughout this thesis, we have
demonstrated the advantages of the coupled networks perspective to study modular, interacting,
and multiplex systems, while tackling timely challenges in the complex networks literature. We
strongly believe that the work presented in this thesis could open new avenues in understanding
the interplay between the structure and function of complex coupled networks, which occur in
all sects of today complex techno-social-economic world.
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