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a r b i t r a r y  degree  can be  found f o r  polynomials i n  one v a r i a b l e .  
vergence is  shown t o  occur  always i f  a c e r t a i n  Jacobian  does no t  
van i sh  and i f  t h e  i n i t i a l  approximation t o  a f a c t o r  i s  near  enough 
t o  a n  a c t u a l  f a c t o r .  The process  i s  of t h i r d  o r d e r  and uses  t h e  
second-order p a r t i a l  d e r i v a t i v e s  of cer ta in  a s s o c i a t e d  polynomials.  
Because of t h e  s p e c i a l  n a t u r e  of t h e s e  a s s o c i a t e d  polynomials and 
t h e  technique  developed,  t h e  computation t i m e  of a s i n g l e  i t e r a t i v e  
s t e p  i s  no t  excess ive .  
An i te ra t ive  technique  is d i sp layed  whereby f a c t o r s  of 
Con- 
1. D e s c r i p t i o n  of t h e  Process  
L e t  a polynomial of degree  n i n  z b e  
L e t  1 5 m < n and l e t  f ( z )  be  f a c t o r i z a b l e  as f ( z )  = s ( z ) t ( z )  where 
L e t  t h e  s u p e r s c r i p t  k r e f e r  t o  t h e  k t h  s t e p  i n  an i t e r a t i v e  
p r o c e s s ,  based on an  i n i t i a l  (somewhat a r b i t r a r y )  cho ice  of t h e  m 
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(1) ... (l). For a l l  v a l u e s  of k w e  cons ide r  (1) 1 9 p 2  ’ ’ pm numbers p 
(k) = 1. The process  c o n s i s t s  i n  e s t a b l i s h i n g  a sequence of polynomials PO 
(k)  Zm- i  P P i  
i = O  
which have s ( z )  as a l i m i t  provided a c e r t a i n  Jacobian  does no t  vanish  
m 
i-0 
(1) Zm- i  i s  11 nea r  enough” t o  s ( z )  . and provided t h e  i n i t i a l  estimate 1 p 
i 
The process  presented  h e r e  i s  a th i rd -o rde r  ex tens ion  of a pro- 
cedure  p rev ious ly  e s t a b l i s h e d  by Newton-Raphson i t e r a t i o n  [l]. 
(k) = (k) (k) ... (k) i t  
[ P l  p2 pm S t a r t i n g  wi th  t h e  column vec to r  P 
a new v e c t o r  P (k+l) i s  b u i l t  i n  four  s t a g e s .  
(0 L s I n)  (k) I n  t h e  f i r s t  s t a g e ,  numbers b (k)  , c (k) and ds S S 
are  b u i l t  by t h e  r e c u r s i o n  r e l a t i o n  
( 3 )  
( 4 )  
(k) is  known and d (k) can Observe t h a t  c (k) can b e  found a s  soon as b 
j j j 
b e  found as soon as c (k) i s  known. This  means t h a t  s t a g e  one can be 
j 
3 
c a r r i e d  o u t  i n  a s i n g l e  loop.  
d(k)  are n o t  needed .) 
(It i s ,  however, t r u e  t h a t  c ( ~ ) ,  d (k )  and n n 
n- 1 
Next l e t  a n  mxm matrix b e  def ined  as  
Here i i s  t h e  row index and J i s  t h e  column index.  The second s t a g e  
c o n s i s t s  i n  f i n d i n g  t h e  i n v e r s e  of ( 6 ) ,  which i s  denoted by 
( 7 )  
It i s  observed t h a t  (6)  i s  Symmetric, t h e r e f o r e  ( 7 )  i s  symmetric. 
It i s  a matter of i n t e r e s t  r h a t  t h e  m a t r i x  i n  (6) i s  persymmetric,  
No f u r t h e r  matrix i n v e r s i o n s  are needed; m a t r i x  m u l t i p l i c a t i o n  
s u f f i c e s  t o  f i n i s h  t h e  p r o c e s s .  It i s  observed t h a t  t h e  computations 
t h u s  f a r  (except  f o r  (5)) are  those  needed f o r  t h e  Newton-Raphson 
approach [l, p.  1091. 
For t h e  t h i r d  s t a g e ,  f i r s t  d e f i n e  t h e  mxm persymmetric matrices 
Here r i s  t h e  row index and s i s  t h e  column index.  
Next d e f i n e  (see ( 3 ) )  t h e  column matrix 
4 
and l e t  
wh i l e  
This  completes  t h e  t h i r d  s t a g e .  
For t h e  f o u r t h  and f i n a l  s t a g e  l e t  
(Were w e  t o  use  P (k) - K(k)B(k) f o r  t h e  r i g h t  member of ( 1 2 ) ,  
t h e  r e s u l t  would be  a Newton-Raphson i t e r a t i o n .  This  f e a t u r e  i s  
u s e f u l  i n  a p p l i c a t i o n ,  s i n c e  appa ren t ly  t h e  second-order technique  
l o c a t e s  some f a c t o r  more r e a d f l y . )  
By t h e  pa rame t r i c  u s e  of f u n c t i o n s ,  t echniques  can be  found 
which i n f l u e n c e  both  t h e  ra te  of convergence and t h e  c h a r a c t e r  of 
t h e  r e g i o n  from which convergence t o  a g iven  f a c t o r  occur s .  L e t  
gl(P) and g2(P)  have d e r i v a t i v e s  of t h e  necessa ry  o r d e r s  i n  t h e  
neighborhood of a s o l u t i o n  p o i n t P =  [ p  p 
p l a c e  of (12) u s e  
e . .  pm] t [see ( 2 ) )  . I n  1 2  
Then t h e  s i t u a t i o n  i s  as fo l lows .  
I f  g2(P)  i s  a r b i t r a r y  (probably zero  i s  a good choice)  and 
g (D) f a l l s  between ze ro  and two, t hen  (13) converges l i n e a r l y .  1 
I 
l -  
5 
If g (P) i s  a r b i t r a r y  and gl(B) i s  one,  t h e n  (13)  h a s  q u a d r a t i c  2 
convergence. 
a s p )  
2 1 JPi 
I f  g (D) i s  one w h i l e  g (P) i s  one and -= 0 f o r  1 2  i -in 
t h e n  (13) i s  a c u b i c  i t e r a t i v e  process .  
2 .  Related Processes  and Proof of Convergence 
L e t  a polynomial of degree  n i n  z b e  descr ibed  by ( 1 ) .  L e t  
m n-m 
i= 0 i = O  
m- i n-m-i g ( z )  = c PiZ Y P o  = 1; h ( z )  = 1 biz , bo = 1. 
m 
1 pibj-i = a b = 0 f o r  s 0. j’ s i = O  
m- j -1 
0 2 j ~m - 1. Then i t  i s  known and e a s i l y  
v e r i f i e d  t h a t  
m-1 
i = O  
f ( z )  = g ( z ) h ( z )  + 1 rizi. 
L e t  p = [pl p2  pm] t . Then i t  i s  c lear  t h a t  b .  (P) , 0 1. j 2 J 
i s  a polynomial i n  P.  
polynomial  i n  P .  
f o r  0 
n - m  + 1 < j n .  
It i s  a l s o  clear t h a t  r o ( P ) ,  0 2 3. L m  - 1, i s  a 
J 
Moreover, f a c t o r i z a t i o n  o c c u r s  i f  and o n l y  i f  r . ( P )  = 0 
J 
j 2 m - 1, o r  e q u i v a l e n t l y ,  i f  and o n l y  i f  b o  (P) = 0 ,  
J 
- -
6 
L i n ' s  method and r e l a t e d  methods [ 2 ] ,  [a], a r e  f i r s t - o r d e r  
i t e r a t i o n  techniques  based on equat ions  r ( P ) ,  Convergence o c c u r s  
o n l y  f o r  s p e c i a l  polynomials f ( z ) .  
J 
Bai rs tow's  method f i n d s  q u a d r a t i c  f a c t o r s  o n l y ,  and i s  a second- 
o r d e r  p r o c e s s  based on t h e  a p p l i c a t i o n  of Newton-9aphson t o  r (P)  and 
r,(P) .pd [4, p. 4 7 2 1 .  
0 
One of t h e  p r e s e n t  a u t h o r s  h a s  extended t h i s  
t o  f a c t o r s  of a r b i t r a r y  o r d e r ,  and i t  i s  hoped t o  s e r v e  i n  conjunc- 
t i o n  w i t h  a f u t u r e  a r t i c l e .  
A second-order technique  f o r  f a c t o r s  of a r b i t r a r y  d e g r e e ,  based 
on t h e  e q u a t i o n s  b , , (P )  and Newton-Raphson, i s  found i n  [l]. 
J 
It i s  known, and from ( 1 4 )  i t  i s  easy  t o  show t h a t  i f ,  f o r  
m 
i = O  
1 p i ~ j - i  = -b j '  c s = 0 f o r  s ;' 0 ,  
ab 0 (PI 
t h e n  c (P) = , 11 Q ~ m ,  0 1 3  1". 
j-!L 3Pg 
It may have passed unobserved, b u t  from (15) i t  i s  e a s y  t o  show 
t h a t  i f ,  f o r  0 5 j 2 n ,  
m 
1 pidj-i = - 2 c j ,  ds = 0 i f  s 0 ,  
i=O 
then d (PI = , 1 5  r ,s  I m ,  0 5 j - n .  
j -r-s aPraPs 
Indeed,  s t i l l  h i g h e r  d e r i v a t i v e s  can b e  s i m i l a r l y  found. More- 
o v e r ,  t h e i r  computat ional  e v a l u a t i o n  i s  s imple ,  as i n d i c a t e d  i n  conjunc- 
t i o n  w i t h  r e l a t i o n s  ( 3 ) ,  ( 4 )  and ( 5 ) .  Thus i n  t h i s  i n s t a n c e ,  t h e  
7 
es tab l i shment  of high-order i t e r a t i o n  techniques  seems more e a s f l y  
accomplished by u s e  of high-order  d e r i v a t i v e s  t h a n  by m u l t i p o i n t  itera- 
t i o n .  ( I n  t h i s  connec t ion  see 16, p.  2151 .) 
To e s t a b l i s h  (12) and (13) proceed as f o l l o w s .  L e t  
... a 3  (P + e Z 5 l t  aPiap. apk bn-m+l m 
J 
Because B(P) = 0 ( s e e  12 )  , by Taylor ’s  Theorem 
+ - 1 1 (P, - Pr)(Ps - PSI 0 B(P) 
2! aPraPs r , s=l 
* 
B (P,P) 
a 3  m 
r , s , t= l  
1 
3-  
3 !  1 (Pr - Pr)(P, - Ps)CPt - p t )  aprap s t  
(P ) ]  where i i s  t h e  row index a If w e  w r i t e  J ( P )  = [ - a p bn+l - i 
and j i s  t h e  column index t h e n  t h e  f i r s t  term on t h e  r i g h t  
s i d e  of ( 1 7 )  i s  
8 
I n  similar f a s h i o n ,  us ing  the  n o t a t i o n  of (81, t h e  second t e r m  
of t h e  r i g h t  s i d e  of (17 )  i s  
(19) 
where 
and 
(PI 
2 
s i n c e  d n+l- i-r - s (') = a bn+l-i  apraps ( ( s e e  (16)) .  
Thus from (17)  
1 
21 -B(P) = J ( P )  (P- P) + - Q(P) + R1(P) (20)  
where R (P) may be  viewed as a vec to r  of cub ic  forms i n  t h e  p - pr .  1 r 
Next cons ide r  (see ( 8 ) ,  (91, (10)  and (11)) 
t 
(21)  'U(P> = [Q1(P)rn2(P) * . *  Qm(P>l 
Since  BGP) = 0 ,  from Tay lo r ' s  expansion 
( 2 2 )  -B(P) = J ( P ) ( P -  P) -I- R2(P) 
P r  * where R (PI  may be  viewed as a vec to r  of q u a d r a t i c  forms i n  t h e  p 
- 
2 r 
. 
9 
Then s i n c e  K(P) = .J-l(P) and i s  symmetric, 
where R (P) c o n t a i n s  only t h i r d  and f o u r t h  o rde r  terms i n  t h e  p - pr .  3 i  r 
Thus [see ( 1 2 ) ) ,  from (20) and (23 ) ,  
where R(P) i s  a column v e c t o r  each of whose e n t r i e s  c o n t a i n s  on ly  
terms of t h i r d  and f o u r t h  degree  in t h e  p - pr .  r 
I f  J(P) i s  n o t  s i n g u l a r ,  t h e r e  e x i s t s  a c losed  r eg ion  6? having 
P a s  an i n t e r i o r  po in t  and w i t h i n  which t h e  c o e f f i c i e n t s  of t h e  terms 
k-  
\ 
\ 
- p,)(ps - p,)(pt - p,) i n  R(P) are bounded. I f ,  f o r  a column 
v e c t o r  Z w i th  elements  z i ,  by l lZ l l  w e  mean max IzJ, i t  fo l lows  t h a t  
t h e r e  i s  a c o n s t a n t  M such t h a t  f o r  P E tj( 
i 
\ (pr  
Now l e t  P ( l )  be so  chosen t h a t  lip- P'l'Ii < 0 f f i  where 0 < 0 < 1 
and P(') lies i n  a. Then i n d u c t i v e l y  see ((12) , ( 2 4 )  and (25)) 
Thus l i m  P(k) = P  and t h e  process  is a th i rd -o rde r  p rocess .  
k=co 
J 
The t r u t h  of t h e  statements involv ing  (13) fo l lows  from similar 
c o n s i d e r a t i o n s .  
. .  
1 .  
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