In this paper, we consider bifurcation of limit cycles in near-Hamiltonian systems. A new method is developed to study the analytical property of the Melnikov function near the origin for such systems. Based on the new method, a computationally efficient algorithm is established to systematically compute the coefficients of Melnikov function. Moreover, we consider the case that the Hamiltonian function of the system depends on parameters, in addition to the coefficients involved in perturbations, which generates more limit cycles in the neighborhood of the origin. The results are applied to a quadratic system with cubic perturbations to show that the system can have five limit cycles in the vicinity of the origin.
Introduction
There have been many studies on the Hopf bifurcations of limit cycles, see [Bautin, 1952; . In general, there are two types of such bifurcations leading to limit cycles: either by perturbing a focus point or by perturbing a center. In this paper, we study a C ∞ system of the forṁ x = H y +εp(x, y, δ),ẏ = −H x +εq(x, y, δ),
where H (x, y), p(x, y, δ), q(x, y, δ) are C ∞ functions, ε ≥ 0 is small and δ ∈ D ⊂ R m is a vector parameter with D compact. When ε = 0, system (1) becomeṡ
which is a Hamiltonian system, and thus (1) is called a near-Hamiltonian system. Now suppose that the Hamiltonian system (2) has an elementary center at the origin, namely the function H satisfies H x (0, 0) = H y (0, 0) = 0, and
Thus, without loss of generality, we may assume that the expansion of H at the origin can be expanded as
Then, the Hamiltonian system (2) has a family of periodic orbits, given by
such that L h approaches the origin as h → 0. Take h = h 0 ∈ (0, β) and A(h 0 ) ∈ L h 0 . Let l be a cross-section of system (2) passing through A(h 0 ). Then, for h near h 0 the periodic orbit L h has a unique intersection point with l, denoted by A(h), i.e. A(h) = L h ∩ l. Consider the positive orbit γ(h, ε, δ) of system (1) starting from A(h). Let B(h, ε, δ) denote the first intersection point of the orbit with l. Then, we have
H(B) − H(A)
where
The function F (h, ε, δ) in (4) is called a bifurcation function of system (1). The resulting map from A(h) to B (h, ε, δ) is called a Poincaré map of system (1). Obviously, for small ε system (1) has a limit cycle near the origin if and only if the function F (h, ε, δ) has a positive zero in h near h = 0. On the analytical property of the function M and the number of limit cycles near the origin by the function, we have the following theorems (see [Han, 2000] for more details).
there exist a constant ε 0 > 0 and a neighborhood V of the origin such that for all 0 < |ε| < ε 0 and |δ − δ 0 | < ε 0 (1) has at most k limit cycles in V . Moreover, for any neighborhood V 1 of the origin there exists (ε, δ) near (0, δ 0 ) such that system (1) has k limit cycles in V 1 . In other words, system (1) has Hopf cyclicity k for all (ε, δ) near (0, δ 0 ).
In light of the above theorems, a key step in studying the Hopf bifurcation problem of system (1) is to find an efficient method to compute the coefficients b l . The formulas for the first three coefficients b j (δ), j = 0, 1, 2 were obtained by Hou and Han [2006] by using the double integral in (5). However, such method and computation are hard to be used to establish an algorithm to compute higherorder coefficients b j . In this paper, we develop a new approach to prove Theorem 1 and then establish a computationally efficient algorithm to systematically compute b j (δ), j = 0, 1, 2, 3, . . . . Moreover, we consider the case where the Hamiltonian function H depends on parameters and obtain a generalization of Theorem 2. This paper is organized as follows. In the next section, we give a new proof for Theorem 1 and further show a generalization of Theorem 2. An efficient algorithm based on the new proof is also developed in this section. Then in Sec. 3 we apply the generalized theorem and the program to discuss the number of limit cycles for a class of cubic systems.
Main Results
In this section, we first present a new proof for Theorem 1, and then give a generalization of Theorem 2. Finally, we establish an algorithm based on the new proof and code programs using the computer algebra system -Maple.
A new proof of Theorem 1
To develop a new proof for Theorem 1, we first introduce a change of variables to make the form of the Hamiltonian function simpler. By (3) and using the implicit function theorem, we can show that a unique C ∞ function ϕ(x) exists such that H y (x, ϕ(x)) = 0 for |x| small. Thus, we can write
By introducing a new variable v = y − ϕ(x), system (1) can be rewritten aṡ
Further, by (7) and noticing H y (x, ϕ(x)) = 0, we have
It follows from (3) that there exist a family of periodic orbits surrounding the origin defined by the equation
With (7), (9) and (13), if
then
Following the proof of Lemma 2.1 [Han et al., 2009] , we have
In fact, by (10) the equation
Introduce an equation of the form
Noticing that [H(x, v)]
1 2 ∈ C ∞ for |x| + |v| small the implicit function theorem implies that the above equation has a unique solution in v, denoted by v * (x, u). Obviously, the solution is
Then, v 1 (x, w) and v 2 (x, w) are the only solutions of (17) for v > 0 and v < 0, respectively, with Further, we write
Then, combining (17) and (10) results in
Balancing the terms w j in the above equation, we have
Let x 1 (h) > 0 and x 2 (h) < 0 be the solutions of the equation
By Lemma 1, the function q (x, v 1 ) − q (x, v 2 ) is odd in w. Thus, we can write
and hence,
In order to compute the above integral, we change the limits of integration. Let 2 . Therefore, we may introduce the new variable u = ψ(x) to obtain
It is easy to see that we can assumẽ
Then,
Lemma 2. Let
Then
This ends the proof.
Now by (23) and Lemma 2, we have
Finally based on (20)- (22), we know that if system (1) 
A generalization of Theorem 2
In many cases the Hamiltonian system (2) contains some coefficients which can be varied. If we take them as parameters and change them suitably, we may find more limit cycles. More precisely, suppose H(x, y, a) with a ∈ R n satisfies (3), where the coefficients h ij depend on a. Then by Theorem 1, we have
For simplicity, suppose the functions p and q in system (1) are linear in δ. Then, the coefficients b l (δ, a) are linear in δ. Suppose there exist an integer k > 0, and vectors δ 0 ∈ R m , a 0 ∈ R n such that
Then, the linear equations b j = 0, j = 0, . . . , k − 1 of δ have a unique solution in the form of
for a near a 0 . Obviously, ξ is linear in δ k+1 , . . . , δ m . Further, let
We have the following theorem. 
and
Then, for all (ε, δ, a) near (0, δ 0 , a 0 ), system (1) has at most k + n limit cycles near the origin, and for some (ε, δ, a) near (0, δ 0 , a 0 ) system (1) can have k + n limit cycles near the origin.
Then noticing that b j = 0 for j = 0, . . . , k − 1 as (δ 1 , . . . , δ k ) = ξ(δ k+1 , . . . , δ m , a), by (27)- (29), we have
Due to (31), we can change a near a 0 such that
which implies that the functionM in (32) has n positive simple zeros h * n < · · · < h * 1 near h = 0. Having obtained a satisfying (33), by (28) we can change
which indicates that the function M given by (27) has k simple zeros in the interval (0, h * n ). Clearly, under (34) the zeros h * n , . . . , h * 1 keep to exist. Thus, under (33) and (34) the function M has n + k positive simple zeros altogether. Hence, by (4) the function F can have n + k positive zeros in h near h = 0 which give n + k hyperbolic limit cycles.
Finally, using (28)- (30), we have
Following the proof of Theorem 1 given in [Han, 2000] , one can show that system (1) has at most n + k limit cycles near the origin for all (ε, δ, a) near (0, δ 0 , a 0 ). This completes the proof.
Programs for computing {b j }
Based on the formulas given in Sec. 
Application to a Class of Cubic Systems
From [Bautin, 1952; Llibre, 2004; Schlomiuk, 1993] , we know that a quadratic Hamiltonian system having an elementary center can be transformed into the following forṁ x = y + bx 2 − 2axy + cy 2 , y = −x − ax 2 − 2bxy + ay 2 , where a, b and c are parameters. We perturb the above system by cubic polynomials to obtain a near-Hamiltonian system, given bẏ x = y + bx 2 − 2axy + cy 2 + εp(x, y), y = −x − ax 2 − 2bxy + ay 2 + εq(x, y), For system (35), there are two cases: a = 0 and a = 0, which will be discussed separately in the following. First let a = 0. Without loss of generality, we assume a = 1 (otherwise, we can introduce a suitable rescaling of (x, y)). Further, we can assume b ≥ 0 (otherwise, we need only to change the sign of y and t). Then, system (35) becomeṡ x = y + bx 2 − 2xy + cy 2 + εp(x, y), y = −x − x 2 − 2bxy + y 2 + εq(x, y). 
