Fixing two concordant links in 3-space, we study the set of all concordances between them, as knotted annuli in 4-space. We show that, when regarded up to surface-link concordance or link-homotopy, the set C(L) of concordances from a link L to itself forms a group, and we analyse the interplay between these groups when we let the link L vary. We define and study Milnor-type invariants of C(L), which are integers defined modulo some indeterminacy given by Milnor invariants of L. For a slice link L, we show that these invariants classify C(L) up to link-homotopy, and yield a surjection from the concordance classes of C(L) to the group of conjugating-automorphisms of the kth nilpotent quotient of the free group, for all k ≥ 1.
Introduction
Let L = (L i ) i and L = (L i ) i be two ordered and oriented n-component links in the interior of the 3-ball B 3 . The links L and L are concordant if there exists an embedding C : i (S 1 × [0, 1]) i → B 3 × [0, 1] of n disjoint oriented annuli in B 3 × [0, 1] such that, for each i, the image of the ith copy of S 1 × [0, 1] intersects B 3 × {0} along L i , and B 3 × {1} along L i , respecting the orientation. The image of such an embedding is called a concordance from L to L . Concordance defines an equivalence relation on the set of n-component links, which is widely studied in the literature.
In this paper, we study link concordance from a different point of view, by considering the set of all concordances between two given links. We denote by C(L, L ) the set of all concordances from L to L , up to ambient isotopy fixing the boundary. Note that this means in particular that L and L are fixed links in B 3 , hence cannot be deformed by an ambient isotopy of B 3 . Clearly, C(L, L ) is nonempty if and only if the links L and L are concordant.
We will also consider the larger set C s (L, L ) of self-singular concordances from L to L , that is, concordances where we allow each component to self-intersect but where distinct component are disjoint. 1 Note that C s (L, L ) is nonempty if and only if the links L and L are link-homotopic, i.e. are related by a sequence of self-crossing changes and isotopies; see for example Lemma 3.1 in [11] and the discussion preceeding it.
In the case L = L , we simply denote C(L) = C(L, L) and C s (L) = C s (L, L).
Let L, L and L be three concordant links. For C ∈ C(L, L ) and C ∈ C(L , L ), identifying the upper boundary of C with the lower boundary of C yields the stacking product C ·C , which is an element of C(L, L ). In particular, this operation endows C(L) with a structure of monoid, with L × [0, 1] as identity element. In the special case where L is the boundary O n of n Euclidian disks in a plane of B 3 , then C(O n ) is the monoid of 2-string links introduced and studied in [3] . The stacking product is more generally defined for self-singular concordances, and in particular C s (L) also enherits a monoid structure in this way.
Equivalence relations. We consider the following two natural equivalence relations on these objects.
On one hand, two elements C, C of C(L, L ) are (surface-link) concordant if there exists an embedding W : 1] such that, for each i, the image of the ith copy of (S 1 × [0, 1]) × [0, 1] intersects (B 3 × [0, 1]) × {0}, resp. (B 3 × [0, 1]) × {1}, along the ith component of C, resp. C . This defines an equivalence relation on C(L, L ), which we denote by c ∼. On the other hand, two elements of C s (L, L ) are (surface-)link-homotopic if they are homotopic through self-singular concordances, that is, if there exists a continuous deformation of one into the other such that distinct components remain disjoint at all time, but where self-intersections may occur. This defines another equivalence relation on C s (L, L ) and C(L, L ), which we denote by lh ∼. (iii) For any two link-homotopic links L, L , there is an isomorphism C s (L) / lh ∼ C s (L ) / lh ∼, which restricts to an isomorphism C(L) / lh ∼ C(L ) / lh ∼.
Part (i) is shown in Section 1.2, and relies on two main ingredients: on one hand, we give a general decomposition result for (self-singular) concordances, involving surfaces in normal form in the sense of Kawauchi, Shibuya and Suzuki [10] and we use, on the other hand, a result of Bartels and Teichner [4] stating that concordance implies link-homotopy for surfaces in 4-space. Parts (ii) and (iii) are shown in Section 1.3, in a slightly more general form (Theorem 1.7).
The rest of the paper addresses the problem of classifying these quotients, by defining and studying some invariants for concordances. For simplicity of exposition, in this introduction we restrict ourselves to the case L = L , but we emphasize that, in this paper, the constructions and most of the results are given in the more general context of two concordant links L and L .
Artin-type invariants. We first define representations of the concordance and link-homotopy groups, that are modelled on Artin's representation of the braid group as automorphisms of the free group.
For each k ≥ 1, denote by N k G = G Γ k G the kth nilpotent quotient of a group G, where Γ k G is the kth term of the lower central series of G, which is defined inductively by
Let C ∈ C(L). Denote by π L the fundamental group of B 3 \L; recall that the kth nilpotent quotient of π L is generated by n elements, given by the choice of a meridian for each component [6] . As developped in Section 2.1, by considering the natural inclusions of this link complement at the 'top' and 'bottom' of (B 3 × [0, 1]) \ C, and by using a theorem of Stallings [17] , one obtains for each k ≥ 1 a map ϕ L k : C(L) −→ Aut (N k π L ) . More precisely, ϕ L k takes values in the subgroup Aut c (N k F n ) of automorphisms acting by 'conjugation on each meridian' -see Section 2.1.2.
Theorem 2. Let k ≥ 1 be an integer.
(i) The map ϕ L k is a surface-link concordance invariant. (ii) If L is slice, then the induced map C(L) / c ∼ → Aut c (N k π L ) is surjective.
Note that, if L is a slice link, then N k π L identifies with the kth nilpotent quotient of the free group on n elements, although this identification is not canonical [14] .
In order to obtain a link-homotopy invariant, we consider reduced groups. Recall that, the reduced version of π L , denoted by Rπ L , is the quotient of π L by the normal closure of all relations [m i , x −1 m i x], where m i is any meridian and x is any element of π L [13] . This is the 'maximal' quotient of π L where each generator commutes with any of its conjugates. A similar construction as above then yields a map
. We obtain the following classification result.
i.e. ϕ L R classifies C(L) up to link-homotopy. This generalizes a result obtained in the special case L = O n in [3, 2] . Again, we note that, for a slice link L, Rπ L identifies with the reduced free group on n elements, in a noncanonical way.
Milnor-type invariants. Next, we define numerical invariants of concordances, which can be extracted from the previous invariants.
Let C ∈ C(L). For each component C i of C, there is a notion of preferred longitude, which is represented by an arc running 'parallel to C i ', from bottom to top. We emphasize however that, unlike in the classical link case, there is not a unique preferred longitude for C i . As explained in Section 3, a preferred longitude can be expressed as an element in N k π L , and taking the Magnus expansion of this element yields a formal power series in non commuting variables X 1 , · · · , X n . Denote by µ (4) C (i 1 · · · i m i) the coefficient of X i1 · · · X im in this power series. Milnor µ (4) -invariants of the concordance C are given by the following: Theorem 4. Let I be any sequence of at most k elements of {1, · · · , n}. The residue class µ (4)
Here, the indeterminacy ∆ L (I) is given by Milnor invariants of the link L (reviewed in Section 3.1); this interplay between 3-dimensional and 4-dimensional invariants seems quite remarkable.
Properties of these µ (4) -invariants are investigated. In particular, we show in Lemma 3.4 that these invariants are determined by our Artin-type invariants, and that in the case of slice links, these two classes of invariants are actually equivalent. It follows in particular that Milnor µ (4) -invariants are surface-link concordance invariants, and that, in the slice case, µ (4) -invariants indexed by sequences without repetition form a complete link-homotopy invariant.
Conventions. Throughout this paper, we work in the smooth category. We shall make use of some results stated for PL and locally flat surfaces in 4-space, using implicitely the fact that locally flat surfaces can always be approximated by smooth ones. The terminologies for the two equivalence relations introduced above, namely surfacelink concordance and surface-link-homotopy, emphasize the fact that these are relations for surface-links. This avoids possible confusions with the concordance and link-homotopy relations for classical links, which are also involved in the discussion. In the rest of the paper, however, we shall simply use the shorter terms 'concordance' and 'link-homotopy' for surface links when the context is explicit.
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Normal forms, concordance and link-homotopy
In this section, we prove Theorem 1. For this, we need essentially two key lemmas. The first one, Lemma 1.3, is a general decomposition lemma for (selfsingular) concordances which involves the notion of normal form for surfaces in 4-space; the second one, Lemma 1.5, provides an explicit inverse up to concordance or link-homotopy.
1.1. Normal forms. The following notion originates from the work of Kawauchi, Shibuya and Suzuki [10] ; see also Section 13.1 in [9] . 5 < 1 such that the following holds:
• N has a 'product structure' away from
• for i = 1, · · · , 5, N ∩(B 3 ×{d i }) is the union of the link N ∩ The following is the first key lemma of this paper. Lemma 1.3. For any S in C s (L, L ), resp. in C(L, L ), there is some link L , isotopic to L , such that S = N · I, for some N in C s (L, L ), resp. in C(L, L ), which is in normal form, and some I ∈ C(L , L ) which is the trace of an isotopy from L to L .
Proof. By following Kawauchi-Shibuya-Suzuki's proof of Lemma 2.8 in [10] , there exists an isotopy ϕ t :
The argument given in [10] is for closed embedded surfaces, but can be straighforwardly adapted to the context of concordances; 2 see also the proof of [9, Thm. 13.1.8] for a good outline of the argument. For self-singular concordances, the only new ingredient is the presence of several self-intersection points; these can be threated similarly to minimal points, to produce a normal form with minimal singular disks in a fixed level B 3 × {d}. Setting L := (ϕ 1 ) |B 3 ×{1} (L) and
Remark 1.4. Using Remark 1.2 and Lemma 1.3, we have the following consequence for classical links up to concordance, which improves a result of [8] : Suppose that L and L are two concordant links in B 3 , then there exists two concordant string links σ and σ such thatσ = L andσ is isotopic to L . (Recall that a string link is a pure tangle in D 2 × [0, 1] without closed component, and that the usual braid-closure operation turns a string link σ into a linkσ in B 3 . ) 1.2. Proof of Theorem 1 (i). The following is the second key lemma of this paper. Lemma 1.5. For a (self-singular) concordance X, we denote by X its image by the involution of
(1) For any concordance C in C(L, L ), we have
(2) For any self-singular concordance (and, in particular, any concordance)
This lemma readily implies Theorem 1 (i). More generally, this result endows (self-singular) concordances up to link-homotopy with a structure of groupoid, in the categorical sense. In other words, the category with objects given by the set of all links of B 3 and with morphisms given by the (possibly empty) set of linkhomotopy classes of (self-singular) concordances between two given links, has the property that every morphisms are invertible.
The rest of this section is devoted to the proof of Lemma 1.5. We will actually only show the first half of statements (1) and (2), the other case being strictly equivalent. We treat successively several cases.
1.2.1.
Proof of Lemma 1.5 (1): concordances up to surface-link concordance. Starting with C ∈ C(L, L ), we know by Lemma 1.3 that there exists a link L isotopic to L , an element N ∈ C(L, L ) in normal form, and an element I ∈ C(L , L ) which realizes an isotopy from L to L , such that C = N · I. We clearly have that
Let us first show that N · N is concordant to L × [0, 1]. For i = 1, 2, 3, 4, set d i = i 10 and d i = 1 2 + i 10 . We may assume that the intersection of N · N with
Following an idea of Yanagawa given in [18, Lem. 5.8] in the context of 2-knots, we build an explicit concordance from N · N to L × [0, 1], which is given by a sequence of surfaces (N i ) 0≤i≤4 , obtained by successive handle surgeries, such that
This shows that C · C c ∼ L × [0, 1], thus completing the proof of Lemma 1.5 (1).
1.2.2.
Proof of Lemma 1.5 (2) for concordances up to link-homotopy. Let us for now prove Lemma 1.5 (2) in the case of a condordance C ∈ C(L, L ). In order to show that C · C lh ∼ L × [0, 1], we build on the previous proof and use a general result of Bartels and Teichner [4, Thm. 5], stating that 'concordance implies linkhomotopy' for surface-links; since our context is somewhat simpler than the general case threated in [4] , we outline the argument for the reader's convenience.
Since N 2 above belongs to C(L), from the previous argument, we have explicit concordances f : 1] . Moreover, up to isotopy, these concordances can be freely assumed to be in 'general position' in the sense of Lemma 7 of [4] . In what follows, for any subset X of [0, 1], we denote by f | X , resp. g| X , the restriction of f , resp. g, to (∪ n S 1 × [0, 1]) × X.
We first focus on the concordance f . By the construction above, we have that f | [0,1/2] corresponds to surgery along 1-handles, while f | [ (2) for self-singular concordances up to link-homotopy. We finally give the proof of Lemma 1.5 (2) in full generality, i.e. in the case of a self-singular concordance. We freely use to the notation and operations used in the above two proofs, and emphasize the main new ingredient, which is the threatment of the self-singular points.
As in Section 1.2.1, starting with a self-singular concordance S ∈ C s (L, L ) and using Lemma 1.3, there exists a link L isotopic to L and a self-singular concordance N ∈ C s (L, L ) in normal form such that S · S = N · N . Furthermore, we can assume, as in 1.2.1, that each type of critical disks in N and N all lie in disjoint levels: all nonsingular critical disks lie in B 3 × {d i } or B 3 × {d i } (i = 1, 2, 3, 4), and all mimimal singular disks lie in
Next, we apply the first two steps of the successive handle surgeries used in 1.2.1, namely we consider the self-singular surface N 2 obtained from N · N by surgery along the 1-handles [d 4 , d 1 ] × ∆ max and along
The key observation here is that, in N 2 , each minimal singular disk in B 3 × {d 3/2 } contains an arc α running from its boundary to the the self-singular point in its interior, such that the product α × [d 3/2 , 1 − d 3/2 ] is disjoint from all saddle disks in N 2 , and hence that α × [d 3/2 , 1 − d 3/2 ] forms an embedded Whitney disk. We can thus remove all self-singular points, to obtain an embedded surface N 2 in normal form, which is link-homotopic to N 2 . Performing surgery on N 2 along the 2-handles ∆ l × [d 2 , d 3 ] and along the 3-handles ∆ min × [d 1 , d 4 ] , as in 1.2.1, then produces L × [0, 1]. Summarizing, we have the following sequence of topological equivalences
We can then use Bartels and Teichner's argument that concordance implies linkhomotopy, outlined in Section 1.2.2, to conclude that S · S lh ∼ L × [0, 1], thus completing the proof.
1.3. Stacking and conjugation maps: Proof of Theorem 1 (ii) and (iii). We introduce two maps, defined by stacking operations, and which encode the interplay between the sets of (self-singular) concordances when we let the boundary link vary. Definition 1.6. Let X ∈ C s (L, L ) be a self-singular concordance. We define two maps
We have the following result, which in particular implies Theorem 1 (ii) and (iii). Theorem 1.7. Let X ∈ C s (L, L ) be a self-singular concordance. The maps ξ X and η X descend, respectively, to a group isomorphism and a bijection
Proof. This is a rather immediate consequence of Lemma 1.5. Let us briefly outline the proof for, say, the map ξ c X (the argument is strictly similar for the other maps). By Lemma 1.5, we have that
for any C, C ∈ C(L ). Hence ξ c X is a homomorphism. Lemma 1.5 also shows that the maps ξ c X and ξ c X satisfy ξ c
More on surface-link concordance vs. link-homotopy. The result of [4] used in the proof of Lemma 1.5, saying that concordance implies link-homotopy, gives a surjective group homomorphism C(L) / c ∼ −→ C(L) / lh ∼. (More generally, we have a surjective map C(L, L ) / c ∼ → C(L, L ) / lh ∼ for two concordant links L and L .) We conclude this section by observing that this epimorphism is not injective, by exhibiting a nontrivial element of C(L) / c ∼ which becomes trivial up to link-homotopy.
For this, we use the language of welded knotted objets, which are a diagrammatic generalization of usual knot diagrams: these are planar immersions of some 1-manifold with transverse double points, which are labeled either as classical crossings (as for usual diagrams) or virtual crossings, regarded up to an extended family of Reidemeister moves. See Figure 1.2 for an example.
Satoh defined in [16] the Tube map, which turns welded knotted objets into knotted surfaces in 4-space. In particular, the Tube map turns welded string links into elements of C(O n ); see [2] for details. We will not review the definition of this map here (we refer the reader to [1] for a good introduction), but only recall from [2] the fact that two welded knotted objets have link-homotopic images by Tube if they differ by a self-virtualization move, which is the replacement of a classical crossing involving two strands of a same component by a virtual one.
Consider the 2-component welded string link L shown in Figure 1 The conclusion follows from the fact that µ (4) (211) is a surface-link concordance invariant. This latter fact will be shown in Corollary 3.5 below; as a matter of fact, the invariants defined and studied in the second half of this paper are a vast generalization of those defined in [2, § 5.1] and [3, § 4.1] for (a submonoid of) C(O n ).
Invariants and Classification results
As before, let L and L be two ordered, oriented n-component links in the interior of the 3-ball B 3 . Fix a point p in ∂B 3 .
2.1.
Artin-type invariants of concordances. Let C ∈ C(L, L ). Denote by π C the fundamental group of (B 3 × [0, 1]) \ C based at p × {0}. Denote also by π L , resp. π L , the fundamental group of B 3 \ L, resp B 3 \ L , based at p.
We denote by ι L , resp. ι L , the inclusion map of
2.1.1. Action on nilpotent quotients. Recall from the introduction that N k G denotes the kth nilpotent quotient of a group G. By a theorem of Stallings [17, Thm. 5.2], the inclusion maps ι L and ι L induce isomorphisms
for all integers k ≥ 1. Hence, Recall from [6] that the nilpotent quotient N k π L , resp. N k π L , is generated by n elements, which are given by the choice of a meridian for each component of L, resp. L : Definition 2.2. A meridian for the ith component L i of L, resp. L i of L , is the union of an arc running from the basepoint p to a fixed point p i,0 near L i , resp p i,1 near L i , and a small loop based at p i,0 , resp p i,1 , enlacing this component positively. A system of meridians for L, resp. L is a union of meridians, one for each component of L, resp. L , which are mutually disjoint except at the basepoint p.
A basing for C ∈ C(L, L ) is the choice of a system of meridians for both L and L .
Denote respectively by {m 1 , · · · , m n } and {m 1 , · · · , m n } a generating set for N k π L and N k π L given by such a basing. Then ϕ C,k expresses each m i as a conjugate of m i ; 1 ≤ i ≤ n. In other words, there exists elements l 1 , · · · , l n in N k π L such that Let λ i ∈ N k π L be given by a parallel copy of the ith component of L having linking number zero with it. The fact that (2.2) holds for any longitude follows from the fact that the relation [m i , λ i ] = 1 holds in N k π L , see [14, Thm. 4] , and the following claim (which is also a consequence of this result of [14] ):
Claim 2.4. Let l i ∈ N k π L be defined by another choice of ith longitude for C. There exists u, v ∈ Z such that
Now, it is not difficult to check that an element of Iso(N k π L , N k π L ) which 'acts by conjugation' in the sense of Equation (2.2) for a given basing, also acts by conjugation on any other choice of basing. Hence it make sense to define the subset Iso c (N k π L , N k π L ) of Iso(N k π L , N k π L ) of elements acting by conjugation on any choice of basing for C, and the above discussion shows that we actually have, for all k ≥ 1, a map ϕ L,L k : C(L, L ) −→ Iso c (N k π L , N k π L ) .
Notice that, in the case L = L , the map ϕ L k := ϕ L,L k thus takes its values in the subgroup Aut c (N k π L ) of automorphisms of N k π L acting by conjugation on each generator, for any choice of system of meridians for L.
Reduced version.
Recall from the introduction that the reduced quotient Rπ L of the group π L is the maximal quotient where each meridian commutes with any of its conjugates. By [7, Lem. 1.3], the reduced groups Rπ L and Rπ L are nilpotent groups (of order at most n). This and (2.1) show that the inclusion maps ι L and ι L also induce isomorphisms
Hence a group isomorphism As in Section 2.1.2, this map acts by conjugation, that is, we actually have a map
where Iso c (Rπ L , Rπ L ) denotes the subset of Iso (Rπ L , Rπ L ) of elements satisfying a conjugation formula of the type of (2.2) for any choice of basing for C.
In the case L = L , we get in this way a map
where, as above, the subscript c stands for automorphisms acting by conjugation on any choice of system of meridians for L. We note that, by definition, ϕ L,L R is determined by ϕ L,L k for k > n.
Topological properties and classification results.
In the rest of this section, we investigate some of the properties of the invariants defined above. In particular, we prove slightly more general versions of Theorems 2 and 3 stated in the introduction.
First basic properties.
In what follows, let us use the symbol * for denoting either the letter R or any integer k (k ≥ 1). It is rather clear that the above-defined invariants map the stacking product of two concordances to the composition of their images: Lemma 2.6. For all links L, L and L , and for all C ∈ C(L, L ) and C ∈ (L , L ), we have ϕ L,L *
We say that ϕ L,L * acts trivially on a concordance C ∈ C(L, L ) if, in the notation of Section 2.1, we have ϕ C, * (m i ) = m i , for all i. Recall from Section 1.1 that a concordance of C(L, L ) is in normal form if it has a product structure, except at some critical levels where some critical disks are added. Proof. As a consequence of Remark 1.2, a concordance C in normal form admits, for each component, a longitude which is trivial in π C , hence in all nilpotent quotients N k π C and in the reduced group Rπ C . Remark 2.8. Recall from Lemma 1.3 that, for any concordance C ∈ C(L, L ) there exists a link L isotopic to L and concordant to L such that C decomposes as a product N · I, with N ∈ C(L, L ) in normal form and I ∈ C(L , L ) the trace of an isotopy. Combining this fact with the two lemmas above, we obtain that ϕ L,L * (C) = ϕ L ,L * (I), meaning that ϕ L,L * only sees the 'isotopy part' of C.
Concordance invariance.
Consider two concordant elements C and C in C(L, L ), and pick a concordance W :
As in Section 2.1.1, we can consider the upper and lower inclusions of the complements of C and C into the complement of W in (B 3 × [0, 1]) × [0, 1]. By a Mayer-Vietoris argument, and using Stallings' theorem [17] , these inclusions induce isomorphisms at the level of the nilpotent quotients of the fundamental group. Hence, denoting by π W the fundamental group of the complement of W , we have the following commutative diagram, for all k ≥ 1:
This shows the following, which contains Theorem 2 (i).
Theorem 2.9. The map ϕ L,L k is a surface-link concordance invariant (k ≥ 1).
Remark 2.10. By [7, Lem. 1.3] , the reduced groups Rπ L , Rπ L , Rπ C , Rπ C and Rπ W are all nilpotent groups of order at most n. This shows that (2.4) induces a similar commutative diagram involving these reduced groups, thus proving that ϕ L,L R is also a concordance invariant. Theorem 2.15 below refines this latter observation.
Recall that, if L is a slice link, then N k π L N k F n ; this isomorphism is not canonical, as it comes from (2.1) and thus relies upon the choice of a concordance from L to O n . The following is a generalized version of Theorem 2 (ii). 
Proof. Pick some concordances X ∈ C(O n , L) and X ∈ C(L , L). By Theorem 1.7, we have a bijection Φ X,X := ξ c X • η c X from C(L, L ) / c ∼ to C(On) / c ∼, and the induced identifications of N k π L and N k π L with N k F n yield a commutative diagram
. So we only have to prove the result in the case L = L = O n , i.e. that the bottom horizontal map ϕ On k is surjective. By Theorem 2.9, this is actually a consequence of the surjectivity of the map
itself, which can be seen as follows. Any element f of Aut c (N k F n ) is completely characterized by an n-tuple of elements in N k F n , which are the conjugating elements l i from (2.2). Now, each of these l i is represented by a word in the free generators x j , and the techniques of [2, § 4] can be used to build a welded string link D f such that C f := Tube(D f ) satisfies ϕ On k (C f ). (See Section 1.4 for welded string links and the Tube map.) We do not recall the machinery from [2] here, but rather illustrate the procedure for defining D f on a simple example in Figure 2 .1 (to be compared with Figure 4 .6 and 4.7 of [2] ). As the figure suggests, only the successive over-arcs met when running along each strand of D f is relevant, and these can be connected by virtual arcs in any arbitrary way.
f : Recall that an immersed surface S in 4-space can be represented by a broken surface diagram D S , as follows. Consider the image of S by a projection onto 3space; generically, its singular set only contains lines and/or circles of double points, which may intersect at triple points and may contain singular or branch points, and the diagram D S encodes the over/under information along the lines of points by erasing a neighborhood of the preimages with lower coordinate along the projection axis, see [5] . Each singular point of S projects to an isolated singular point of D S , lying on a line of double points where the over/under information swaps. The regions of D S are the connected components of D S with these singular points removed; in particular, there are locally three regions near a regular double point, 3 as illustrated in Figure 2 . This result was extended to surfaces up to linkhomotopy in [3] , by adding three singular Roseman moves.
Recall that a surface diagram G-coloring is a map c from the set of all regions of D S to some group G such that near each regular double point, if denote by R 1 , R 2 and R 3 the three regions according to the orientation of S as in Figure 2 
The color of a region is simply its image by c. Now, let D L be a diagram of the link L. Consider a π L -coloring of D L that respects the usual Wirtinger conjugacy relation at each crossing, and that is compatible with the system of meridians {m i }, in the sense that for each i, the arc of D L enlaced by the meridian m i is colored by its image in π L . Let us fix an Rπ Lcoloring of D L which is the image of such a π L -coloring by the natural projection π L → Rπ L . It is well-known that a coloring is preserved by any Roseman move: each of these moves is supported in a 3-ball, the coloring remains unchanged outside this ball and can be recovered inside unequivocally [5] . As noted in [3] , this is also true for each of the singular Roseman moves. In particular, since in our context isotopies and link-homotopies are assumed to fix the boundary, we observe that the terminal coloring is preserved by any (singular) Roseman move.
Any element C of C(L, L ) admits an R-coloring, called Wirtinger R-coloring, as follows. It is well-known that a Wirtinger presentation for the fundamental group π C of the complement of C can be given from a broken surface diagram [5, Proof. Suppose that there exists at least two R-colorings with two different terminal colorings, for some surface diagram of C ∈ C(L, L ). Then C · C is an element of C(L ) with a different coloring at B 3 × {0} and B 3 × {1}. But by Lemma 1.5, we know that C · C is link-homotopic to L × [0, 1], which cannot admit different colorings at the top and bottom boundaries. This leads to a contradiction, since C · C and L × [0, 1] are related by a sequence of Roseman and singular Roseman moves, and since each of these moves preserves the colorings at the boundary. We can now state the following link-homotopy invariance result, which in particular contains Theorem 3 (i). Proof. We first prove the result in the case L = L . Suppose that two elements C and C of C(L) are link-homotopic, and pick surface diagrams D C and D C for these elements. Consider some R-coloring for D C . By [3] , there is a finite sequence of Roseman and singular Roseman moves from D C to D C : each of these moves preserves the terminal coloring, thus showing that D C has same terminal coloring as D C . Since by Corollary 2.14, the terminal coloring determines ϕ L R , this concludes the proof.
Let us now consider the general case of two concordant links L and L , and pick some concordance X ∈ C(L , L). Suppose that C, C ∈ C(L, L ) are link-homotopic. Then C · X and C · X are two link-homotopic elements of C(L). We just showed that ϕ L R is a link-homotopy invariant, hence by Lemma 2.6 we have
Composing by the inverse of the isomorphism ϕ L ,L R (X) then simply yields the desired result.
We now observe that, in the case where L and L are slice links, the induced map ϕ L,L R : C(L, L ) / lh ∼ → Iso c (Rπ L , Rπ L ) 4 We emphasize that the isomorphism (2.3) used here to obtain a Wirtinger R-coloring only holds for elements of C(L, L ), but doesn't hold in general for self-singular concordances.
is a bijection. This follows, on one hand, from the fact that we have a commutative diagram similar to (2.5) involving the reduced groups Rπ L and Rπ L and, on the other hand, the fact that the lower horizontal map ϕ On R : C(On) / lh ∼ → Aut c (RF n ) of this diagram is an isomorphism, as proved in [3] . Hence we have the following, which implies Theorem 3 (ii). 
Milnor invariants of concordances
As (2.2) shows, the Artin-type invariants defined in Section 2.1 are completely determined by the choice of a longitude for each component of C. In this section, we explain how to extract numerical invariants of concordances from these longitudes, by adapting the definition of Milnor link invariants of [14] to the 4-dimensional setting. This widely generalizes [2, § 5] , where such a construction was given for a submonoid of C(O n ).
As before, throughout this section, L and L are two concordant n-component links, C is an element of C(L, L ), and {m i } and {m i } are systems of meridians for L ⊂ (B 3 × {0}) and L ⊂ (B 3 × {1}), respectively.
3.1. Review of Milnor invariants for links. Before we proceed with the definition of Milnor invariants of concordances, it is useful to recall the original construction for links, in the case of the link L .
Let k ≥ 1 be fixed. As before, we denote by λ i the element of N k π L represented by a parallel copy of the ith component of L having linking number zero with it, called the ith preferred longitude of L . By [14, Thm. 4] , λ i can be expressed as a word in the (images of the) meridians m j , which we still denote by λ i .
Recall that the Magnus expansion E(λ i ) of λ i is the formal power series in the noncommuting variables X 1 , · · · , X n obtained by substituting 1 + X j for m j , and 1 − X j + X 2 j − X 3 j + · · · for (m j ) −1 , for all j [12] . For each sequence I = i 1 i 2 ...i k−1 i of (possibly repeating) elements of {1, · · · , n}, we denote by µ L (I) the coefficient of X i1 ...X i k−1 in the Magnus expansion E(λ i ). We also denote by ∆ L (I) the greatest common divisor of the integers µ L (J), for all sequences J obtained from I by deleting at least one index and permuting cyclicly.
It is shown in [14] that the residue class µ L (I) of the integer µ L (I) modulo ∆ L (I) is an isotopy invariant of L , for any sequence I of ≤ k integers. These invariants are called Milnor invariants of the link L .
It is well-known that, for two concordant links L and L , then ∆ L (I) = ∆ L (I) for any sequence I, and that all Milnor invariants coincide, see [17] . Now, a preferred ith longitude of C is an ith longitude having linking number zero with the ith component of C. We stress that, unlike for links in 3-space, there is not a unique preferred longitude for a given component; indeed, as stressed in Claim 2.4, various preferred longitudes may differ by copies of λ i , the preferred longitude of L .
For each k ≥ 1, the choice of a preferred ith longitude for C induces an element of N k π C , and we denote by l 0 i ∈ N k π L its image by the isomorphism (ι k L ) −1 of (2.1); this element of N k π L can be expressed as a word in the meridians m j , also denoted by l 0 i . Let I = i 1 i 2 ...i m i be a sequence of elements of {1, · · · , n}. We denote by µ The main result of this section is Theorem 4, stated in the introduction: for any sequence I of at most 5 k elements of {1, · · · , n}, the residue class µ (4)
is an invariant of C. , and we recover in this way the invariants defined in [2, 3] .
Proof of Theorem 4. We must prove that the residue class µ (4) C (I) is independent of the choices made in the construction. There are two types of choices to discuss here: the choice of preferred longitudes of C, and the choice of a word representing these longitudes in N k π L . For the latter point, recall that we fixed here a basing, meaning in particular that we have a generating set {m i } for N k π L . By [14, Thm. 4] , two words representing a given preferred longitude of C may only differ by terms in Γ k m i , where m i denotes the free group generated by {m i } i , and/or copies of [m i , λ i ], where λ i is a word representing the ith preferred longitude of the link L . Following the proof of Theorem 5 in [14] , we have that these ambiguities, as well as the ambiguities in chosing these words λ i , are controlled by the indeterminacy ∆ L (I). It thus remains to verify the independence under the choice of preferred longitudes for C. As pointed out above, two choices of preferred ith longitude for C may differ by a power of λ i . So it suffices to observe that, for any x ∈ N k π L , the coefficient of any monomial X i1 · · · X im in E(λ i × x) is given by coeff. of X i1 · · · X im in E(λ i ) =µ L (i1···imi) + coeff. of X i1 · · · X im in E(x)
thus proving that 6 coeff. of X i1 · · · X im in E(λ i × x) ≡ coeff. of X i1 · · · X im in E(x) mod ∆ L (i 1 · · · i m i).
This completes the proof. 5 Since k can be chosen arbirarily, note that this condition is not restrictive. 6 Notice in particular that the first term in the above sum explains why the definition of the indeterminacy ∆ L (I) involves µ L (I).
3.3. Some properties. The following result relates Milnor µ (4) -invariants to the Artin-type invariants ϕ * . These relations, which are quite natural, will allow to easily transport the topological properties of ϕ * to Milnor invariants. Lemma 3.4. Let C, C be two concordances in C(L, L ), and let k ≥ 1.
(1 k ) If ϕ k (C) = ϕ k (C ), then all Milnor µ (4) -invariants of C and C of length at most k coincide. (1 R ) If ϕ R (C) = ϕ R (C ), then Milnor µ (4) -invariants indexed by non-repeated sequences coincide for C and C . (2) If L is slice, then the converse of both (1 k ) and (1 R ) hold.
Proof. If ϕ k (C) = ϕ k (C ), then for each i, there are preferred ith longitudes for C and C whose images in π L are congruent modulo elements in the kth term of its lower central series. Implication (1 k ) then follows from the basic fact that the Magnus expansion of such an element is of the form 1 + (terms of degree ≥ k) [12] . Implication (1 R ) is proved similarly, by using the fact that the Magnus expansion of any commutator [m j , x −1 m j x], for some j and some element x in the free group on m 1 , · · · , m n , is of the form 1 + (repeated terms), where a monomial X i1 · · · X im is called repeated if i j = i k for some j = k. The converse implication of (1 k ) in the slice case is a simple consequence of the injectivity of the Magnus expansion [12] . The converse implication of (1 R ) is quite similar; it is given in [3, Lem. 4.1] in the case L = L = O n , and applies verbatim to the more general case of slice links.
We thus have the following, as a consequence of Theorems 2.9, 2.15 and 2.16.
Corollary 3.5.
(1) Milnor µ (4) -invariants are surface-link concordance invariants, (2) Milnor µ (4) -invariants indexed by non-repeated sequences are link-homotopy invariants, and form a complete link-homotopy invariant for C(L, L ) when L and L are slice.
We also have the following additivity property.
Lemma 3.6. Let C ∈ C(L, L ) and C ∈ C(L , L ) such that all Milnor µ (4)invariants of C, resp. C , of length ≤ l, resp. ≤ l , vanish. Then Proof. Denote by {m i } and {m i } a generating system for N k π L and N k π L , given by a system of meridians for the link L and L , respectively. For all j = 1, · · · , n, denote by w j , resp. w j , a word in {m i }, resp. {m i }, representing the image in N k π L , resp. in N k π L , of a preferred jth longitude of C, resp. C .
For a sequence I with final index j, Milnor invariant µ (4) (I) of C ·C is computed from the Magnus expansion E of a word W j representing the image in N k π L of an ith preferred longitude of C · C . We can take E(W j ) = E(w j ) · E(w j ), wherẽ w j is obtained from E(w j ) by substituting E(w i m i (w i ) −1 ) − 1 for X i , for each i. Since all terms of degree < l in E(w i ) are zero, for each i, we have that E w i m i (w i ) −1 − 1 = X i + (terms of degree ≥ l ).
Moreover, since the Magnus expansion of w j is the form E(w j ) = 1+(terms of order ≥ l), we have that E(w j ) = 1+ l+l −1 d=l E d (w j )+(terms of degree ≥ (l + l )), where E d (w) denotes the degree d part of the Magnus expansion of a word w. It follows that E(W j ) = 1 + d<l+l E d (w j ) + E d (w j ) + (terms of degree ≥ (l + l )) , thus completing the proof.
