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a b s t r a c t
This paper derives the joint density of a particular trivariate non-central χ2 distribution
corresponding to the diagonal elements of a 3 × 3 complex non-central Wishart matrix.
This distribution is important for a number of practical statistical signal processing
applications, including synthetic aperture radar, extra-solar planet detection, and multi-
antennawireless communications. The density expression is in the formof an infinite series
representation which converges rapidly and is easy to compute. The joint density of the
diagonal elements of a 2×2 complex non-central Wishart matrix is also derived by simple
reduction of the trivariate result.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let W denote a 3 × 3 complex non-central Wishart matrix with n degrees of freedom, Hermitian positive-definite
correlation matrix 9, and non-centrality matrix2; i.e.W ∼ CW3(n,9,2). In this paper, we derive the joint distribution
of the diagonal elements of W. This distribution is equivalent to a trivariate non-central χ2 distribution derived from
complex Gaussian variables, with correlation structure induced by9, and with each marginal χ2 variate having 2n degrees
of freedom. Such distributions are important for a number of practical signal processing applications including synthetic
aperture radar (SAR), direct imaging of extra-solar planets, and multi-antenna wireless communications.
Specifically, for certain SAR applications employing tri-polarized antennas, it is well known that the diagonal elements
of 3 × 3 complex Wishart matrices model the received signal intensities in each polarization [1,2]. The Wishart matrices
are typically non-central when there exists a strong scatterer embedded in weak clutter [3,4]. For such SAR applications,
analytical expressions for the joint intensity statistics are necessary for various kinds of subsequent processing of the SAR
signals, such asmaximum-likelihood andmaximumaposteriori image estimation, change detection, and image registration,
classification, and segmentation (see e.g. [1,2,5–8]).
For the application of direct imaging of extra-solar planets, the diagonal elements of complex non-central Wishart
matrices characterize the joint statistics of multi-dimensional signal intensities in the presence of atmospheric turbulence
[3,9]. In such applications, obtaining analytical expressions for the joint intensity statistics is necessary for characterizing the
multi-variate photon statistics of an image (via the so-called Poisson–Mandel transform) [3], and for parameter estimation
and formulation of hypothesis test procedures for planet detection (see, e.g. [10], for the univariate case).
For the application of multi-antenna wireless communications, the diagonal entries of complex Wishart matrices are
required for characterizing the signal-to-noise (SNR) statistics at the output of certain linear multi-antenna receiver
structures (see, e.g. [11]). In this context, the 3×3 complex non-centralWishart is particularly relevant when the receiver is
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equippedwith three antennas which are closely spacedwith respect to thewavelength of the radio signal (a highly practical
scenario), andwhen there exists a line-of-sight path between the transmitter and receiver. In this case, analytical expressions
for the SNR statistics are required for evaluating important systemperformancemeasures, such as bit-error rate and capacity
[12–14].
From these examples, we see that there is strong practical need for analytical characterizations of the joint distribution
of the diagonal elements of complex non-centralWishart matrices; equivalently, multi-variate non-central χ2 distributions
derived from complex Gaussian variables. Such distributions are not available in the literature.
In the general area of multi-variate χ2 distributions there is a rich body of existing results, with the majority of these
considering multi-variate central χ2 distributions derived from real Gaussians; equivalently, the joint distribution of the
diagonal elements of real central Wishart matrices (see, e.g. [15–20]). Only very recently, Hagedorn et al. have derived
corresponding results for 3 × 3 complex central Wishart matrices [21]. A related multi-variate exponential distribution is
also presented in [22].
For the non-central case, there are far fewer results, with prior work in this area focusing exclusively on χ2 distributions
derived from real Gaussians. Specifically, various forms of the bivariate and trivariate non-central χ2 densities have been
obtained in [18,19,23,24] and [25,26] respectively. It is clear, however, that these existing trivariate (and bivariate) results
cannot be extended from the real domain to the more general complex domain.
In this paper, to derive the new trivariate non-central χ2 distribution based on complex Gaussian variables, we employ
a general surface-integration method advocated in [19]. The major technical challenge in our case is to integrate a complex
non-zero mean multi-variate Gaussian distribution over certain multi-dimensional surfaces. To solve these integrals, we
exploit a number of remarkable properties of classical ultraspherical polynomials, such as Dougall’s identity, and utilize
powerful surface-integration techniques from [19] wherever possible. We assume for the sake of analytical tractability (as
in [25,26]) that the underlying covariance structure has a tri-diagonal inverse. We note that this structure embraces some
of the most common covariance models employed in the literature for various applications. A prominent example includes
the exponential correlation structure, which is commonly employed in the multi-antenna communications literature [27,
28], and also in the context of image processing [8]. It is important to note, however, that for specific cases which do
not meet this criterion it is generally possible to obtain accurate tri-diagonal approximations. For example, two such
approximation methods discussed in the literature include the Green’s matrix approach [29] and the constrained least
squares approach [30]. The derived trivariate density is in the form of an infinite series expression which converges rapidly
and is fast and easy to compute.
In addition to the trivariate density, we also present as a reduced special case a new bivariate non-centralχ2 distribution,
corresponding to the joint distribution of the diagonal elements of a 2× 2 complex non-central Wishart matrix. This result
also has a number of important applications, for example in the study of the temporal dynamics of the mutual information
of multi-antenna wireless communication channels [31].
The paper is organized as follows. Section 2 presents the main derivation of the new trivariate non-central χ2 density,
and the corresponding bivariate result is established in Section 3. In Section 4, we demonstrate how the trivariate density
reduces to prior results for two special cases. Then, in Section 5, we present numerical results to confirm the validity of the
analytical expressions, before giving a summary of the main contributions in Section 6.
The following notation is used throughout the paper: E (·) denotes mathematical expectation, (·)T and (·)H represent
matrix transpose and Hermitian operations respectively, det(·) stands for the matrix determinant, and ‖ · ‖ is the vector
Euclidean norm. Also, R(·) and =(·) denote the real and imaginary parts of a complex number or complex vector, j stands
for
√−1, and |z| and z¯ represent the modulus and complex-conjugate of the complex number z. The gamma function is
denoted by 0(·), and (·)n is the Pochhammer symbol defined for n ∈ Z+ ∪ {0} as follows
(a)n =

0(a+ n)
0(a)
for a 6∈ Z− ∪ {0}
(−1)n(−a)!
(−a− n)! for a ∈ Z
− ∪ {0} and 0 ≤ n ≤ (−a)
0 for a ∈ Z− and n > (−a).
2. Derivation of the new trivariate non-central χ2 distribution
Let W, defined above, be decomposed as W = GHG, where G is a n × 3 complex Gaussian matrix. The columns of G,
denoted by Xi = (x1,i · · · xn,i)T , i = 1, . . . , 3, are assumed to have a non-zero mean vector µ = (µ1 · · ·µn)T ∈ Cn×1. The
rows of G, denoted by Vi = (xi,1 xi,2 xi,3), i = 1, . . . , n, are mutually independent random vectors, each with covariance
matrix9 whose inverse we define as
8 = 9−1 =
(
ϕ11 ϕ12 ϕ13
ϕ12 ϕ22 ϕ23
ϕ13 ϕ23 ϕ33
)
. (1)
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As discussed in the Introduction, throughout this paper we make the common assumption (e.g. as in [28,29]) that 8 has a
tri-diagonal structure, such that ϕ13 = 0. Our key objective is to obtain the distribution of the diagonal elements ofW, i.e.
diag(W) = (‖X1‖2, ‖X2‖2, ‖X3‖2) . (2)
To this end, the direct approach of integrating over the complex non-central Wishart p.d.f. of W appears to be a highly
challenging task. As such, we adopt a different procedure based on manipulating the underlying matrix-variate complex
Gaussian distribution (i.e. the distribution of G).
We start by exploiting the independence of the rows of G to write the joint p.d.f. as follows
f (G) =
n∏
i=1
f (Vi)
= 1
pi3ndetn(9)
exp
{
−
n∑
j=1
(
Vj − µj13
)
8
(
Vj − µj13
)H} (3)
where 13 = (1 1 1). Expanding the quadratic form in (3) and interchanging Vi’s with Xi’s, we obtain the joint p.d.f. in terms
of the column vectors {X1,X2,X3} given by
f (X1,X2,X3) = exp
{− (ϕ11‖X1‖2 + ϕ22‖X2‖2 + ϕ33‖X3‖2 + d‖µ‖2)}
pi3ndetn(9)
exp
{
2R
[
XH1 (aµ− ϕ12X2)
]}
× exp {2R [XH3 (cµ− ϕ23X2)]} exp (2R [bXH2µ]) (4)
where
a = ϕ11 + ϕ12
b = ϕ22 + ϕ12 + ϕ23
c = ϕ33 + ϕ23
d = ϕ11 + ϕ22 + ϕ33 + 2R (ϕ12 + ϕ23) .
We can obtain the p.d.f. of the diagonal elements ofW, given in (2), by first integrating (4) to obtain the joint p.d.f. of
‖X1‖, ‖X2‖, and ‖X3‖ as follows
f (x, y, z) =
∫
‖X1‖=x
∫
‖X2‖=y
∫
‖X3‖=z
f (X1,X2,X3)dσX1dσX2dσX3 , (5)
and then applying a simple transformation. Note that dσX1 , dσX2 , and dσX3 represent complex surface elements.
Unfortunately, directly evaluating (5) in its current form is highly challenging since it requires manipulations involving
complex, pseudo (Kasner’s), Hermitian and Kähler angles associatedwith complex vector spaces [32,33]. As such, to simplify
the problem, it is convenient at this stage to transform the problem entirely into the real domain. To this end, let us denote
Xi = R(Xi)+ j=(Xi), i = 1, 2, 3, µ = R(µ)+ j=(µ), and define the following 2n× 1 real vectors
X = (R(XT1) =(XT1))T
Y = (R(XT2) =(XT2))T
Z = (R(XT3) =(XT3))T
ϒ = (R(µT ) =(µT ))T . (6)
Then we can write the inner product of complex vectorsR
(
aXH1µ
)
in (4) in terms of real vectors as follows
R
(
aXH1µ
) = R(a)XTϒ + =(a)XTϒP (7)
where
ϒP = (−=(µT ) R(µT ))T . (8)
It is important to note that ϒ and ϒP are orthogonal, which plays a major role in subsequent calculations. The remaining
complex inner products in (4) can be transformed into the real domain in a similar manner to (7). As such, the joint p.d.f. in
(4) can be expressed in the following form
f (X1,X2,X3) = f (X, Y, Z)
= exp
{− (ϕ11‖X‖2 + ϕ22‖Y‖2 + ϕ33‖Z‖2 + d‖ϒ‖2)}
pi3ndetn(9)
× exp {2XTV} exp {2ZTU} exp {2YT (R[b]ϒ + =[b]ϒP)} (9)
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where
V = R(a)ϒ + =(a)ϒP −R(ϕ12)Y− =(ϕ12)YP
U = R(c)ϒ + =(c)ϒP −R(ϕ23)Y− =(ϕ23)YP
YP = (−=(XT2) R(XT2))T .
(10)
Remark. At this point it is worth mentioning that if we did not assume a tri-diagonal structure for the inverse correlation
matrix 8 (i.e. if ϕ13 6= 0), then the exponential factors in (9) would involve additional cross-terms, which would make
subsequent manipulations intractable.
Using (9), we can re-express the joint p.d.f. in (5) as
f (x, y, z) =
∫
‖X‖=x
∫
‖Y‖=y
∫
‖Z‖=z
f (X, Y, Z)dσXdσYdσZ
= 1
pi3ndetn(9)
exp
{− (ϕ11x2 + ϕ22y2 + ϕ33z2 + d‖ϒ‖2)}
×
∫
‖Y‖=y
∫
‖X‖=x
exp
{
2XTV
}
dσX
∫
‖Z‖=z
exp
{
2ZTU
}
dσZ exp
{
2YT
(
R[b]ϒ + =[b]ϒP)} dσY (11)
where dσX, dσY and dσZ represent elements of the surface area of real 2n-dimensional spheres. The integral over ‖X‖ can
be easily evaluated with the aid of [18, Eq. (2.29)] to give∫
‖X‖=x
exp
{
2XTV
}
dσX = 2 (pix)n ‖V‖−(n−1)In−1 (2x‖V‖) (12)
where In(·) is the modified Bessel function of the first kind and order n. The integral over ‖Z‖ follows in the same way. As
such, (9) can be written as
f (x, y, z) = 4(xz)
n
pindetn(9)
exp
{− (ϕ11x2 + ϕ22y2 + ϕ33z2 + d‖ϒ‖2)}
×
∫
‖Y‖=y
‖V‖−(n−1)In−1 (2x‖V‖) ‖U‖−(n−1)In−1 (2z‖U‖) exp
{
2YT
(
R[b]ϒ + =[b]ϒP)} dσY. (13)
The remaining integral over Y poses a major technical challenge since, unlike the two surface integrals over X and Z
considered above, the integrand in (13) involves products of both modified Bessel functions and exponential functions.
To our knowledge, integrals of this form have not been evaluated previously in the literature.
To proceed, we start by re-expressing the products ‖V‖−(n−1)In−1 (2x‖V‖) and ‖U‖−(n−1)In−1 (2z‖U‖) using the classical
generalized Neumann addition formula [34]. (For completeness, this formula is reproduced in (80) in Appendix A.) However,
for the generalized Neumann addition formula to apply, we must first re-express the vector norms ‖V‖ and ‖U‖ using the
standard cosine formula for a triangle. As such, first considering ‖V‖, we use (10) to obtain
‖V‖2 = [R(a)ϒ + =(a)ϒP ]T [R(a)ϒ + =(a)ϒP ] + [R(ϕ12)Y+ =(ϕ12)YP ]T [R(ϕ12)Y+ =(ϕ12)YP ]
− 2[R(a)ϒ + =(a)ϒP ]T [R(ϕ12)Y+ =(ϕ12)YP ]
= |a|2‖ϒ‖2 + |ϕ12|2y2 − 2|a||ϕ12|‖ϒ‖y cos θ (14)
where θ is the angle betweenR(a)ϒ+=(a)ϒP andR(ϕ12)Y+=(ϕ12)YP . Furthermore, using orthogonality relations along
with the properties(
ϒP
)T YP = YTϒ
ϒTYP = −YTϒP
we can express (14) in the alternative form
‖V‖2 = |a|2‖ϒ‖2 + |ϕ12|2y2 − 2YTQ (15)
where
Q = [(R(a)R(ϕ12)+ =(a)=(ϕ12))ϒ + (=(a)R(ϕ12)−R(a)=(ϕ12))ϒP] .
It is important to note that the angle θ , defined above, also corresponds to the angle between Y and Q.
In a similar manner, we use (10) to obtain
‖U‖2 = |c|2‖ϒ‖2 + |ϕ23|2y2 − 2|c||ϕ23|‖ϒ‖y cosψ
= |c|2‖ϒ‖2 + |ϕ23|2y2 − 2YTR (16)
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where
R = [(R(c)R(ϕ23)+ =(c)=(ϕ23))ϒ + (=(c)R(ϕ23)−R(c)=(ϕ23))ϒP]
with ψ corresponding to the angle between Y and R.
Now, from (15) and (16), application of the generalized Neumann addition formula for the case n > 1 leads to
(‖V‖)−(n−1) In−1 (2x‖V‖) = 0(n− 1)
(|a|‖ϒ‖|ϕ12|xy)n−1
∞∑
k=0
(−1)k(n+ k− 1)
× In+k−1 (2|a|‖ϒ‖x) In+k−1 (2|ϕ12|xy) Cn−1k (cos θ) (17)
and
(‖U‖)−(n−1) In−1 (2z‖U‖) = 0(n− 1)
(|c|‖ϒ‖|ϕ23|zy)n−1
∞∑
l=0
(−1)l(n+ l− 1)
× In+l−1 (2|c|‖ϒ‖z) In+l−1 (2|ϕ23|yz) Cn−1l (cosψ) (18)
respectively, with Cn−1k (·) denoting an ultraspherical (Gegenbauer) polynomial, defined in (79) in Appendix A. For the case
n = 1, (17) and (18) give indeterminate forms. However, the corresponding expressions can be obtained from (17) and (18)
by taking limits as n→ 1 (see e.g. [34]), which yields
I0 (2x‖V‖) =
∞∑
k=0
(−1)kεkIk (2|a|‖ϒ‖x) Ik (2|ϕ12|xy) cos kθ (19)
I0 (2z‖U‖) =
∞∑
l=0
(−1)lεlIl (2|c|‖ϒ‖z) Il (2|ϕ23|yz) cos lψ (20)
where εk is the Neumann factor defined as ε0 = 1, εk = 2, k 6= 0. In the following we will find it convenient to apply the
following equivalent expression for (20)
I0 (2z‖U‖) =
∞∑
l=−∞
(−1)lIl (2|c|‖ϒ‖z) Il (2|ϕ23|yz) cos lψ. (21)
Due to the differences between the generalized Neumann expressions for the cases n > 1 and n = 1, from this point
onwards we find it convenient to consider the two cases separately.
2.1. Case: n > 1
Substituting (17) and (18) into (13) yields
f (x, y, z) = 4xz0
2(n− 1) exp {− (ϕ11x2 + ϕ22y2 + ϕ33z2 + d‖ϒ‖2)}
pindetn(9)
(|a||c||ϕ12||ϕ23|‖ϒ‖2y2)n−1
×
∞∑
k,l=0
(−1)k+l(n+ k− 1)(n+ l− 1)In+k−1 (2|a|‖ϒ‖x)
× In+k−1 (2|ϕ12|xy) In+l−1 (2|c|‖ϒ‖z) In+l−1 (2|ϕ23|yz) J1(k, l) (22)
where
J1(k, l) =
∫
‖Y‖=y
Cn−1k (cos θ) C
n−1
l (cosψ) exp
{
2YT
(
R[b]ϒ + =[b]ϒP)} dσY. (23)
The integral in (23) can be simplified by following an approach advocated in [19], based on introducing a multi-
dimensional polar coordinate transformation; the details of which are provided in Appendix B. This approach yields
J1(k, l) = 2pi
n−1yn−1
0(n− 1)
∫ pi
0
∫ pi
0
exp {2y|b|‖ϒ‖ (sinα sin θ cosφ + cos θ cosα)}
× Cn−1k (cos θ) Cn−1l (sin θ sinβ cosφ + cos θ cosβ) sin2n−3 φ sin2n−2 θdφdθ (24)
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where α and β are constant angles, defined in Appendix B in terms of the vectors Q , R and S in (84). Note that cosα and
cosβ in (24) can be easily obtained in terms of elementary parameters via
cosα = Q
TS
‖Q‖‖S‖
= R(b)
[
R(a)R(ϕ12)+ =(a)=(ϕ12)
]+ =(b) [=(a)R(ϕ12)−R(a)=(ϕ12)]
|a||b||ϕ12|
cosβ = Q
TR
‖Q‖‖R‖
=
[
R(a)R(ϕ12)+ =(a)=(ϕ12)
]
[R(c)R(ϕ23)+ =(c)=(ϕ23)]
|a||c||ϕ12||ϕ23|
+
[=(a)R(ϕ12)−R(a)=(ϕ12)] [=(c)R(ϕ23)−R(c)=(ϕ23)]
|a||c||ϕ12||ϕ23| . (25)
In contrast, the evaluation of sinα and sinβ requires more careful consideration. This issue is discussed further in
Appendix C, where we propose a simple method for computing sinα and sinβ .
The remaining polar integrals in (24) are still difficult to evaluate, mainly due to the summation of cosines within the
argument of the second ultraspherical polynomial. As such, we make use of an addition theorem (see (81) in Appendix A)
to decompose the second ultraspherical polynomial as follows
Cn−1l (sin θ sinβ cosφ + cos θ cosβ) =
0(2n− 3)
02(n− 1)
l∑
m=0
22m(l−m)!02(m+ n− 1)
0(2n+ l+m− 2)
× (2n+ 2m− 3)Cn+m−1l−m (cosβ) sinm βCn+m−1l−m (cos θ) Cn−
3
2
m (cosφ) sinm θ. (26)
Substituting (26) into (24), and then substituting the resulting expression into (22) yield
f (x, y, z) = 8xyz0(2n− 3) exp
{− (ϕ11x2 + ϕ22y2 + ϕ33z2 + d‖ϒ‖2)}
pidetn(9)0(n− 1) (|a||c||ϕ12||ϕ23|‖ϒ‖2)n−1
×
∞∑
k,l=0
l∑
m=0
(−1)k+l 2
2m(l−m)!02(m+ n− 1)
0(2n+ l+m− 2) (n+ k− 1)
× (n+ l− 1)(2n+ 2m− 3)Cn+m−1l−m (cosβ) sinm βIn+k−1 (2|a|‖ϒ‖x)
× In+k−1 (2|ϕ12|xy) In+l−1 (2|c|‖ϒ‖z) In+l−1 (2|ϕ23|yz) J2(k, l,m) (27)
where
J2(k, l,m) =
∫ pi
0
∫ pi
0
exp {2y|b|‖ϒ‖ sinα sin θ cosφ} Cn− 32m (cosφ) sin2n−3 φdφ
× exp {2y|b|‖ϒ‖ cosα cos θ} sin2n+m−2 θCn−1k (cos θ) Cn+m−1l−m (cos θ) dθ.
We can now evaluate the inner integral of J2(k, l,m) using [34, Eq. (3.32.1)] as follows∫ pi
0
exp {2y|b|‖ϒ‖ sinα sin θ cosφ} Cn− 32m (cosφ) sin2n−3 φdφ
=
√
pi0(n− 1)0(2n+m− 3)
0(2n− 3)m! (|b|‖ϒ‖ sinα sin θy)n− 32
In+m− 32 (2|b|‖ϒ‖ sinα sin θ) . (28)
Substituting (28) into J2(k, l,m) and after some algebraic manipulations we obtain
J2(k, l,m) =
√
pi0(n− 1)0(2n+m− 3)
0(2n− 3)m! (|b|‖ϒ‖ sinαy)n− 32
∫ pi
0
exp {2y|b|‖ϒ‖ cosα cos θ}
× In+m− 32 (2|b|‖ϒ‖ sinα sin θ) C
n−1
k (cos θ) C
n+m−1
l−m (cos θ) sin
n+m− 12 θdθ. (29)
Next, we exploit classical results from the theory of orthogonal polynomials to reduce (linearize) the product of
ultraspherical polynomials in (29). Specifically, we employ the connection relation (Appendix A, Eq. (82)) along with
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Dougall’s identity (Appendix A, Eq. (83)), to write
Cn−1k (cos θ) C
n+m−1
l−m (cos θ) =
min(m,bk/2c)∑
p=0
Bp,kCn+m−1k−2p (cos θ) C
n+m−1
l−m (cos θ)
=
min(m,bk/2c)∑
p=0
Bp,k
min(k−2p,l−m)∑
q=0
Aq,k−2p,l−mCn+m−1k+l−m−2p−2q (cos θ) (30)
where A and B are auxiliary constants, defined as
Bξ,η = (−m)ξ (n− 1)η−ξ (η − 2ξ + νm)
(n+m)η−ξνmξ ! (31)
Aξ,η,κ = (η + κ − 2ξ + νm)(νm)ξ (νm)η−2ξ (νm)κ−ξ (2νm)η+κ−ξ (η + κ − 2ξ)!
(η + κ − ξ + νm)ξ !(η − ξ)!(κ − ξ)!(νm)η+κ−ξ (2νm)η+κ−2ξ (32)
for integers ξ , η, and κ , and νm = n+m− 1. Substituting (30) into (29) yields
J2(k, l,m) =
√
pi0(n− 1)0(2n+m− 3)
0(2n− 3)m! (|b|‖ϒ‖ sinαy)n− 32
×
min(m,bk/2c)∑
p=0
Bp,k
min(k−2p,l−m)∑
q=0
Aq,k−2p,l−m
∫ pi
0
exp {2y|b|‖ϒ‖ cosα cos θ}
× In+m− 32 (2|b|‖ϒ‖ sinα sin θ) C
n+m−1
k+l−m−2p−2q (cos θ) sin
n+m− 12 θdθ. (33)
In this form, we may now solve the remaining integral using [19, Eq. (3.9)]∫ pi
0
exp {2y|b|‖ϒ‖ cosα cos θ} In+m− 32 (2|b|‖ϒ‖ sinα sin θ) C
n+m−1
k+l−m−2p−2q (cos θ) sin
n+m− 12 θdθ
=
√
pi
|b|‖ϒ‖y sin
n+m− 32 αCn+m−1k+l−m−2p−2q (cosα) Ik+l+n−2p−2q−1 (2|b|‖ϒ‖y) (34)
to write J2(·, ·, ·) in closed-form as follows
J2(k, l,m) = pi0(n− 1)0(2n+m− 3) sin
m α
0(2n− 3)m! (|b|‖ϒ‖y)n−1
×
min(m,bk/2c)∑
p=0
Bp,k
min(k−2p,l−m)∑
q=0
Aq,k−2p,l−mCn+m−1k+l−m−2p−2q (cosα) Ik+l+n−2p−2q−1 (2|b|‖ϒ‖y) . (35)
Finally, we substitute (35) into (27) and use the relation ‖ϒ‖ = ‖µ‖ to yield the desired closed-form expression for the
joint p.d.f. of ‖X1‖, ‖X2‖, ‖X3‖ for the case n > 1 given by
f (x, y, z) = 8xyz exp
{− (ϕ11x2 + ϕ22y2 + ϕ33z2 + d‖µ‖2)}
detn(9)
(|a||b||c||ϕ12||ϕ23|‖µ‖3y)n−1
×
∞∑
k,l=0
l∑
m=0
min(m,bk/2c)∑
p=0
min(k−2p,l−m)∑
q=0
(−1)k+lKk,l,m,p,qCνm
ν
p,q
k,l
(cosα)
× Cνml−m (cosβ) sinm α sinm βIνk (2|a|‖µ‖x) Iνk (2|ϕ12|xy)
× Iνl (2|c|‖µ‖z) Iνl (2|ϕ23|yz) Iν′p,qk,l (2|b|‖µ‖y) (36)
where νλ = n+ λ− 1, νp,qk,l = k+ l+m− 2p− 2q, ν
′p,q
k,l = k+ l+ n− 2p− 2q− 1 and Kk,l,m,p,q is a constant defined as
Kk,l,m,p,q = 2
2m(l−m)!0(2n+m− 3)02(νm)νkνl(2νm − 1)
m!0(νm + νl) Bp,kAq,k−2p,l−m
with B and A given by (31) and (32) respectively.
The expression given above corresponds to a new generalized trivariate Rician distribution. Although this contribution is
useful in its own right, our main objective is to obtain an exact expression for the joint distribution of ‖X1‖2, ‖X2‖2, ‖X3‖2;
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i.e. the trivariate non-central χ2 distribution derived from complex Gaussian vectors. Clearly, this result is obtained from
(36) by applying the simple variable transformations r1 = x2, r2 = y2, r3 = z2, which leads to the final result
g(r1, r2, r3)= exp
{− (ϕ11r1 + ϕ22r2 + ϕ33r3 + d‖µ‖2)}
detn(9)
(|a||b||c||ϕ12||ϕ23|‖µ‖3√r2)n−1
∞∑
k,l=0
l∑
m=0
min(m,bk/2c)∑
p=0
min(k−2p,l−m)∑
q=0
(−1)k+lKk,l,m,p,qCνm
ν
p,q
k,l
(cosα)
× Cνml−m (cosβ) sinm α sinm βIνk
(
2|a|‖µ‖√r1
)
Iνk
(
2|ϕ12|√r1r2
)
× Iνl
(
2|c|‖µ‖√r3
)
Iνl
(
2|ϕ23|√r2r3
)
I
ν
′p,q
k,l
(
2|b|‖µ‖√r2
)
. (37)
Remark. It is important to emphasize that although this joint p.d.f. expression is seemingly complicated due to the presence
of the two nested infinite summations, our numerical investigations have demonstrated that these summations typically
converge very rapidly (e.g. within 8 terms). As such, the joint p.d.f. in (37) can be easily and efficiently evaluated.
2.2. The case n = 1
Substituting (19) and (21) into (13) yields
f (x, y, z) = 4xz
det(9)
exp
{− (ϕ11x2 + ϕ22y2 + ϕ33z2 + d‖ϒ‖2)}
×
∞∑
k=0
∞∑
l=−∞
(−1)k+lεkIk (2|a|‖ϒ‖x) Ik (2|ϕ12|xy) Il (2|c|‖ϒ‖z) Il (2|ϕ23|yz) J3(k, l) (38)
where
J3(k, l) = 1
pi
∫
‖Y‖=y
cos kθ cos lψ exp
{
2YT
(
R[b]ϒ + =[b]ϒP)} dσY. (39)
Here, all vectors are 2-dimensional and as such the integral (39) is performed over the circumference of a circle. Omitting
details, we can simplify this integral by following an analogous approach to that in Appendix B. This yields
J3(k, l) = y
pi
∫ 2pi
0
exp {2y|b|‖ϒ‖ cos (θ − α)} cos kθ cos l (θ − β) dθ (40)
where α and β are defined as in Appendix B.
We can further simplify by observing the periodicity of the cosine term within the exponent and using a standard
trigonometric identity (i.e. the product-sum formula for cosines) to give
J3(k, l) = y2pi
(∫ 2pi
0
exp {2y|b|‖ϒ‖ cos θ} cos [(k+ l)θ + kα + l(α − β)] dθ
+
∫ 2pi
0
exp {2y|b|‖ϒ‖ cos θ} cos [(k− l)θ + kα − l(α − β)] dθ
)
. (41)
The two integrals in (41) can be solved via [38, Eq. (7.34)]. Substituting the resulting expression for J3(k, l) into (38) and
using the relation ‖ϒ‖ = ‖µ‖ yield the desired joint p.d.f. of ‖X1‖, ‖X2‖, ‖X3‖ for the case n = 1 given by
f (x, y, z) = 8xyz
det(9)
exp
{− (ϕ11x2 + ϕ22y2 + ϕ33z2 + d‖µ‖2)}
×
∞∑
k=0
∞∑
l=−∞
(−1)k+lεk cos [kα + l(α − β)] Ik (2|a|‖µ‖x)
× Ik (2|ϕ12|xy) Il (2|c|‖µ‖z) Il (2|ϕ23|yz) Ik+l (2|b|‖µ‖y) . (42)
Applying the transformations r1 = x2, r2 = y2, r3 = z2, we obtain the desired trivariate non-central χ2 p.d.f. (distribution
of ‖X1‖2, ‖X2‖2, ‖X3‖2) for the case n = 1 as follows
g(r1, r2, r3) = 1det(9) exp
{− (ϕ11r1 + ϕ22r2 + ϕ33r3 + d‖µ‖2)}
×
∞∑
k=0
∞∑
l=−∞
(−1)k+lεk cos [kα + l(α − β)] Ik
(
2|a|‖µ‖√r1
)
× Ik
(
2|ϕ12|√r1r2
)
Il
(
2|c|‖µ‖√r3
)
Il
(
2|ϕ23|√r2r3
)
Ik+l
(
2|b|‖µ‖√r2
)
. (43)
Again we note that, as for the n > 1 case, the infinite series in the above expression converges very rapidly. As such, the
joint p.d.f. in (43) can be calculated numerically easily and efficiently.
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3. New bivariate non-central χ2 distribution
In this section, we employ our main results given in Section 2 to obtain a new exact closed-form expression for
bivariate non-central χ2 distribution derived from complex Gaussian vectors; equivalently, the joint distribution of the
diagonal elements of a 2 × 2 complex non-central Wishart matrix. Specifically, we consider the case n > 1, for which the
corresponding bivariate distribution does not appear to be available in the literature.
We start by setting ϕ23 = 0 in (37) and recognizing that the resulting trivariate density function must then decompose
into the product of a bivariate and univariate non-central χ2 density. Direct substitution of ϕ23 = 0 into (37) however,
yields an indeterminate form. Therefore we take limits using
lim
s→0
In+l−1
(
2s
√
z
)
sn−1
=
 z
n−1
2
0(n)
, l = 0
0, l > 0.
(44)
Subsequently, all terms in (37) corresponding to l > 0 vanish, leaving only terms with l = 0,m = 0, p = 0, and q = 0.
Upon noting that A0,k,0 = 1, we can then easily decompose (37) in the desired form as follows
g (r1, r2, r3) = g(r1, r2)g(r3) (45)
where g(r3) denotes the standard univariate non-central χ2 distribution, i.e.
g(r3) = ϕ33‖µ‖n−1 r
n−1
2
3 exp
{−ϕ33 (r3 + ‖µ‖2)} In−1 (2ϕ33‖µ‖√r3) (46)
and g(r1, r2) represents our new bivariate non-central χ2 distribution (for n > 1), given by
g (r1, r2) = 0(n− 1) exp
{− (ϕ11r1 + ϕ22r2 + d2‖µ‖2)}
detn(92)
(|a2||b2||ϕ12|‖µ‖2)n−1
×
∞∑
k=0
(−1)kνkCn−1k (cosα1) Iνk
(
2|a2|‖µ‖√r1
)
Iνk
(
2|ϕ12|√r1r2
)
Iνk
(
2|b2|‖µ‖√r2
)
(47)
where
9−12 =
(
ϕ11 ϕ12
ϕ12 ϕ22
)
and
a2 = ϕ11 + ϕ12
b2 = ϕ22 + ϕ12
d2 = ϕ11 + ϕ22 + 2R (ϕ12)
and
cosα1 = R(b2)
[
R(a2)R(ϕ12)+ =(a2)=(ϕ12)
]+ =(b2) [=(a2)R(ϕ12)−R(a2)=(ϕ12)]
|a2||b2||ϕ12| .
Note that for the case n = 1, the corresponding bivariate distribution (i.e. the bivariate Rician distribution) has a well-
known expression given in [23]. We do not reproduce this prior expression here, however we mention that it can be easily
extracted from our new trivariate Rician distribution in (43) by following an analogous procedure to that used for the n > 1
case above.
4. Reduction of the joint P.D.F. to some known special cases
In this sectionwe demonstrate how our trivariate non-centralχ2 distribution reduces to known forms for two important
special cases. We will specifically present results for the case n > 1, however corresponding results for the case n = 1 are
easily obtained by following analogous methods.
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4.1. Real trivariate non-central χ2 density
Here we consider the reduction of (37) for the special case where X, Y, and Z are constructed from identically distributed
N × 1 real Gaussian vectors XR1, XR2, and XR3 respectively, each with real mean vector µR. To this end, let 9R denote the
(common) real 3 × 3 covariance matrix of the corresponding elements of XR1, XR2, and XR3, and let 8R denote its inverse. As
for the more general complex case,8R is assumed tri-diagonal with the form
8R = (9R)−1 =
ϕR11 ϕR12 0ϕR12 ϕR22 ϕR23
0 ϕR23 ϕ
R
33
 . (48)
The joint distribution of ‖XR1‖2, ‖XR2‖2 and ‖XR3‖2 in this case can be obtained by making the following substitutions in (37):
n = N/2, 8 = 128R, 9 = 29R, µ = µR, cosα = cosβ = 1 (consequently, sinα = sinβ = 0). Then, simplifying using
Cλn (1) =
(
2λ+n−1
n
)
and
( n
r
) = ( nn−r ), and applying some algebraic manipulations, we obtain the desired joint p.d.f. given by
gR(r1, r2, r3) = 2
N−502
(N
2 − 1
)
exp
{− 12 (ϕR11r1 + ϕR22r2 + ϕR33r3 + dR‖µR‖2)}
det
N
2 (9R)
(
aRbRcRϕR12ϕ
R
23‖µR‖3
√
r2
) N
2 −1
×
∞∑
k=0
∞∑
l=0
min(k,l)∑
q=0
(−1)k+l
(
N + k+ l− 2q− 3
N − 3
)
Aq,k,l
×
(
N
2
+ k− 1
)(
N
2
+ l− 1
)
I N
2 +k−1
(
aR‖µR‖√r1
)
I N
2 +k−1
(
ϕR12
√
r1r2
)
× I N
2 +l−1
(
cR‖µR‖√r3
)
I N
2 +l−1
(
ϕR23
√
r2r3
)
I N
2 +k+l−2q−1
(
bR‖µR‖√r2
)
(49)
where we have defined
aR = ϕR11 + ϕR12
bR = ϕR22 + ϕR12 + ϕR23
cR = ϕR33 + ϕR23
dR = ϕR11 + ϕR22 + ϕR33 + 2ϕR12 + 2ϕR23. (50)
Eq. (49) exactly coincides with the real trivariate non-central chi-squared density given in [26, Eq. (14)].
4.2. Uncorrelated densities
Here we consider the reduction of the joint distribution (37) for the special case where X1, X2, and X3 are mutually-
uncorrelated complex Gaussian random vectors. It follows that the covariance matrix9 and its inverse8 are both diagonal,
and consequently ϕ12 = 0, ϕ23 = 0. Direct substitution of these values into (37) however, yields an indeterminate form.
As such, we take limits of (37) as ϕ12 → 0 and ϕ23 → 0 by employing the relation (44). Subsequently, only those terms in
(37) corresponding to the indices k = 0, l = 0, m = 0, p = 0 and q = 0 are non-zero. Then, using the relations Cλ0 (z) = 1,
A0,0,0 = 1, and det(9) = 1ϕ11ϕ22ϕ33 , along with some basic algebraic manipulations, we obtain the reduced version of (37) as
follows
g(r1, r2, r3) =
3∏
i=1
ϕii
‖µ‖n−1 r
n−1
2
i exp
{−ϕii (ri + ‖µ‖2)} In−1 (2ϕii‖µ‖√ri) . (51)
This is the product of univariate non-central χ2 distributions as expected.
5. Convergence and truncation error properties
In this section we investigate the convergence and truncation error properties of the infinite series within our trivariate
non-central χ2 distribution. These properties are important for confirming the validity and numerical tractability of the
series. Again, we will explicitly present results for the case n > 1, however corresponding results for the case n = 1 can be
obtained using the same methods.
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5.1. Convergence
Here we consider the convergence issue. Directly proving convergence of the series representation in (37) is a highly
challenging task. As such, we find it convenient to deal with an equivalent expression which we obtain by applying to (22)
the same transformation used in going from (36) to (37), i.e. r1 = x2, r2 = y2, r3 = z2, which yields
g(r1, r2, r3) = 0(n− 1) exp
{− (ϕ11r1 + ϕ22r2 + ϕ33r3 + d‖µ‖2)}
pidetn(9)
(|a||c||ϕ12||ϕ23|‖µ‖2)n−1
×
∞∑
k=0
∞∑
l=0
(−1)k+lνkνlIνk
(
2|a|‖µ‖√r1
)
Iνk
(
2|ϕ12|√r1r2
)
× Iνl
(
2|c|‖µ‖√r3
)
Iνl
(
2|ϕ23|√r2r3
)
J∗1 (k, l) (52)
where
J∗1 (k, l) =
∫ pi
0
∫ pi
0
exp
{
2
√
r2|b|‖µ‖ (sinα sin θ cosφ + cos θ cosα)
}
× Cn−1k (cos θ) Cn−1l (sin θ sinβ cosφ + cos θ cosβ) sin2n−3 φ sin2n−2 θdφdθ. (53)
We aim to show that the double infinite sum in (52) converges absolutely for all r1, r2, r3 ≥ 0. To this end, we first trivially
upper bound (52) as follows
g(r1, r2, r3) <
0(n− 1) exp {− (ϕ11r1 + ϕ22r2 + ϕ33r3 + d‖µ‖2)}
pidetn(9)
(|a||c||ϕ12||ϕ23|‖µ‖2)n−1
×
∞∑
k=0
∞∑
l=0
νkνlIνk
(
2|a|‖µ‖√r1
)
Iνk
(
2|ϕ12|√r1r2
)
× Iνl
(
2|c|‖µ‖√r3
)
Iνl
(
2|ϕ23|√r2r3
) | J∗1 (k, l)|. (54)
Next, rather than evaluating the double integral in (53) to yield a closed form solution, it is convenient to bound the
absolute value of that integral as follows
|J∗1 (k, l)| <
∫ pi
0
∫ pi
0
exp
{
2
√
r2|b|‖µ‖ (sinα sin θ cosφ + cos θ cosα)
}
× |Cn−1k (cos θ) ||Cn−1l (sin θ sinβ cosφ + cos θ cosβ) | sin2n−3 φ sin2n−2 θdφdθ. (55)
The current form of (55) is still quite unwieldy for further manipulations. To simplify it further, we make use of the
following inequality associated with the ultraspherical polynomials [37]
|Cλn (cos ξ) | ≤ Cλn (1) (56)
along with the fact that cosω = sinα sin θ cosφ + cos θ cosα < 1 (see Eq. (85)) to yield
|J∗1 (k, l)| < exp
(
2
√
r2|b|‖µ‖
)
Cn−1k (1)C
n−1
l (1)
∫ pi
0
sin2n−3 φdφ
∫ pi
0
sin2n−2 θdθ
= exp (2√r2|b|‖µ‖) Cn−1k (1)Cn−1l (1)B(n− 1, 12
)
B
(
n− 1
2
,
1
2
)
= pi
(n− 1) exp
(
2
√
r2|b|‖µ‖
)
Cn−1k (1)C
n−1
l (1) (57)
where B(·, ·) is the beta function and the last equality is due to the relationship B(x, y) = 0(x)0(y)
0(x+y) . Now we can write (54)
with the aid of (57) as
g(r1, r2, r3) <
0(n− 1) exp {− (ϕ11r1 + ϕ22r2 + ϕ33r3 − 2√r2|b|‖µ‖ + d‖µ‖2)}
(n− 1)detn(9) (|a||c||ϕ12||ϕ23|‖µ‖2)n−1
×
∞∑
k=0
νkIνk
(
2|a|‖µ‖√r1
)
Iνk
(
2|ϕ12|√r1r2
)
Cn−1k (1)
×
∞∑
l=0
νlIνl
(
2|c|‖µ‖√r3
)
Iνl
(
2|ϕ23|√r2r3
)
Cn−1l (1). (58)
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Applying the generalized Neumann addition formula, we can now re-sum and simplify the two remaining infinite series in
(58) as follows
∞∑
k=0
νkIνk
(
2|a|‖µ‖√r1
)
Iνk
(
2|ϕ12|√r1r2
)
Cn−1k (1) =
(
2|a|‖µ‖√r1
)n−1 (2|ϕ12|√r1r2)n−1
2n−10(n− 1) (2|a|‖µ‖√r1 + 2|ϕ12|√r1r2)n−1
× In−1
(
2|a|‖µ‖√r1 + 2|ϕ12|√r1r2
)
(59)
and
∞∑
l=0
νlIνl
(
2|c|‖µ‖√r3
)
Iνl
(
2|ϕ23|√r2r3
)
Cn−1l (1) =
(
2|c|‖µ‖√r3
)n−1 (2|ϕ23|√r2r3)n−1
2n−10(n− 1) (2|c|‖µ‖√r3 + 2|ϕ23|√r2r3)n−1
× In−1
(
2|c|‖µ‖√r3 + 2|ϕ23|√r2r3
)
. (60)
Substituting (59) and (60) into (58) and applying some basic algebraic manipulations yield
g(r1, r2, r3) <
(√
r1r22 r3
)n−1
exp
(
−
3∑
i=1
ϕiiri + 2√r2|b|‖µ‖ − d‖µ‖2
)
0(n)detn(9)
(|a|‖µ‖ + |ϕ12|√r2)n−1 (|c|‖µ‖ + |ϕ23|√r2)n−1
×In−1
(
2|a|‖µ‖√r1 + 2|ϕ12|√r1r2
)
In−1
(
2|c|‖µ‖√r3 + 2|ϕ23|√r2r3
)
. (61)
For the sake of notational convenience, let us denote the right-hand side of the inequality (61) by gU (r1, r2, r3). We easily
establish the following important properties of gU (r1, r2, r3):
gU (r1, r2, r3) ≥ 0, ∀r1, r2, r3 ∈ [0,∞)
gU (0, 0, 0) = 0
lim
r1,r2,r3→∞
gU (r1, r2, r3) = 0.
(62)
Furthermore, we see that no singularities occur in the domain of definition of r1, r2, r3. Therefore, since the function
g(r1, r2, r3) given by the double infinite series (37) is upper bounded by thewell-behaved function gU(r1, r2, r3), we conclude
that the infinite series in (37) converges absolutely ∀r1, r2, r3 ∈ [0,∞).
5.2. Truncation error bound
Here we derive an upper bound for the error which stems from truncating the infinite series in (37) with finite numbers
of terms in each of the indices k and l. Again, we find it convenient to deal with the equivalent expression (52), rather then
dealing directly with (37). Let us assume that the index k is truncated with K terms and the index l is truncated with L terms.
The remaining terms contribute to the truncation error, which is given by
ETR = An(r1, r2, r3)
( ∞∑
k=0
∞∑
l=L
(−1)k+lTk,l +
∞∑
k=K
∞∑
l=0
(−1)k+lTk,l
)
(63)
where
An(r1, r2, r3) = 0(n− 1) exp
{− (ϕ11r1 + ϕ22r2 + ϕ33r3 + d‖µ‖2)}
pidetn(9)
(|a||c||ϕ12||ϕ23|‖µ‖2)n−1 (64)
and
Tk,l = νkνlIνk
(
2|a|‖µ‖√r1
)
Iνk
(
2|ϕ12|√r1r2
)
Iνl
(
2|c|‖µ‖√r3
)
Iνl
(
2|ϕ23|√r2r3
)
J∗1 (k, l). (65)
We can upper bound (63) as follows
ETR < An(r1, r2, r3)
( ∞∑
k=0
∞∑
l=L
|Tk,l| +
∞∑
k=K
∞∑
l=0
|Tk,l|
)
= An(r1, r2, r3)
( ∞∑
k=0
∞∑
l=0
|Tk,l+L| +
∞∑
k=0
∞∑
l=0
|Tk+K ,l|
)
. (66)
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Now using (57) we can further simplify (66) as
ETR <
pi exp
(
2
√
r2|b|‖µ‖
)
(n− 1) An(r1, r2, r3)
( ∞∑
k=0
νkIνk
(
2|a|‖µ‖√r1
)
Iνk
(
2|ϕ12|√r1r2
)
Cn−1k (1)
×
∞∑
l=0
νl+LIνl+L
(
2|c|‖µ‖√r3
)
Iνl+L
(
2|ϕ23|√r2r3
)
Cn−1l+L (1)
+
∞∑
k=0
νk+K Iνk+K
(
2|a|‖µ‖√r1
)
Iνk+K
(
2|ϕ12|√r1r2
)
Cn−1k+K (1)
×
∞∑
l=0
νlIνl
(
2|c|‖µ‖√r3
)
Iνl
(
2|ϕ23|√r2r3
)
Cn−1l (1)
)
. (67)
The first and last infinite summations can be simplified using (59) and (60) with (64) to yield
ETR <
pi exp
(
2
√
r2|b|‖µ‖
)
0(n)
An(r1, r2, r3)
( (|a||ϕ12|‖µ‖√r1r2)n−1(|a|‖µ‖ + |ϕ12|√r2)n−1 In−1
(
2|a|‖µ‖√r1 + 2|ϕ12|√r1r2
)
Sl(r2, r3)
+ Sk(r1, r2)
(|c||ϕ23|‖µ‖√r2r3)n−1(|c|‖µ‖ + |ϕ23|√r2)n−1 In−1
(
2|c|‖µ‖√r3 + 2|ϕ23|√r2r3
))
= Bn1(r1, r2, r3)Sl(r2, r3)+ Bn2(r1, r2, r3)Sk(r1, r2) (68)
where
Bn1(r1, r2, r3) =
(√
r1r2
)n−1 exp(− 3∑
i=1
ϕiiri − d‖µ‖2 + 2√r2|b|‖µ‖
)
detn(9)(n− 1) (|c||ϕ23|‖µ‖)n−1
(|a|‖µ‖ + |ϕ12|√r2)n−1
× In−1
(
2|a|‖µ‖√r1 + 2|ϕ12|√r1r2
)
Bn2(r1, r2, r3) =
(√
r2r3
)n−1 exp(− 3∑
i=1
ϕiiri − d‖µ‖2 + 2√r2|b|‖µ‖
)
detn(9)(n− 1) (|a||ϕ12|‖µ‖)n−1
(|c|‖µ‖ + |ϕ23|√r2)n−1
× In−1
(
2|c|‖µ‖√r3 + 2|ϕ23|√r2r3
)
(69)
and
Sl(r2, r3) =
∞∑
l=0
νl+LIνl+L
(
2|c|‖µ‖√r3
)
Iνl+L
(
2|ϕ23|√r2r3
)
Cn−1l+L (1) (70)
Sk(r1, r2) =
∞∑
k=0
νk+K Iνk+K
(
2|a|‖µ‖√r1
)
Iνk+K
(
2|ϕ12|√r1r2
)
Cn−1k+K (1).
Let us consider the infinite summation Sl(r2, r3)which can be rewritten as
Sl(r2, r3) =
2n−4∑
l=0
νl+LIνl+L
(
2|c|‖µ‖√r3
)
Iνl+L
(
2|ϕ23|√r2r3
)
Cn−1l+L (1)
+
∞∑
l=2n−3
νl+LIνl+L
(
2|c|‖µ‖√r3
)
Iνl+L
(
2|ϕ23|√r2r3
)
Cn−1l+L (1). (71)
We can now use the following important inequality (see Appendix D for the proof)
Cn−1l+L (1)
Cn−1+Ll (1)
< 1, if l ≥ 2n− 3 (72)
to subsequently upper bound (71) as
Sl(r2, r3) <
2n−4∑
l=0
νl+LIνl+L
(
2|c|‖µ‖√r3
)
Iνl+L
(
2|ϕ23|√r2r3
)
Cn−1l+L (1)
+
∞∑
l=2n−3
νl+LIνl+L
(
2|c|‖µ‖√r3
)
Iνl+L
(
2|ϕ23|√r2r3
)
Cn−1+Ll (1). (73)
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Note that we can further upper bound (73) by starting the summation index l of the second infinite series from l = 0, rather
than l = 2n− 3. Hence, changing the initial value of the index l in the second summation to 0 and using (60) we arrive at
Sl(r2, r3) <
2n−4∑
l=0
νl+LIνl+L
(
2|c|‖µ‖√r3
)
Iνl+L
(
2|ϕ23|√r2r3
)
Cn−1l+L (1)
+
(|c||ϕ23|‖µ‖√r2r3)νL
0(νL)
(|c|‖µ‖ + |ϕ23|√r2)νL IνL (2|c|‖µ‖√r3 + 2|ϕ23|√r2r3) . (74)
Following a similar procedure, we can also obtain an upper bound expression for Sk(r1, r2) as follows
Sk(r1, r2) <
2n−4∑
k=0
νk+K Iνk+K
(
2|a|‖µ‖√r1
)
Iνk+K
(
2|ϕ12|√r1r2
)
Cn−1k+K (1)
+
(|a||ϕ12|‖µ‖√r1r2)νK
0(νK )
(|a|‖µ‖ + |ϕ12|√r2)νK IνK (2|a|‖µ‖√r1 + 2|ϕ12|√r1r2) . (75)
Using (74) and (75) in (68) yields the following desired truncation error bound
ETR < Bn1(r1, r2, r3)
(
2n−4∑
l=0
νl+LIνl+L
(
2|c|‖µ‖√r3
)
Iνl+L
(
2|ϕ23|√r2r3
)
Cn−1l+L (1)
+
(|c||ϕ23|‖µ‖√r2r3)νL
0(νL)
(|c|‖µ‖ + |ϕ23|√r2)νL IνL (2|c|‖µ‖√r3 + 2|ϕ23|√r2r3)
)
+ Bn2(r1, r2, r3)
(
2n−4∑
k=0
νk+K Iνk+K
(
2|a|‖µ‖√r1
)
Iνk+K
(
2|ϕ12|√r1r2
)
Cn−1k+K (1)
+
(|a||ϕ12|‖µ‖√r1r2)νK
0(νK )
(|a|‖µ‖ + |ϕ12|√r2)νK IνK (2|a|‖µ‖√r1 + 2|ϕ12|√r1r2)
)
= ETR(U). (76)
Note that this result is a simple closed-form upper bound expression for the truncation error which can be easily and rapidly
computed. In the following section we will employ this bound to show that the infinite series (37) can be evaluated with a
very high level of accuracy by retaining only a small number of terms (i.e. small K and L).
6. Numerical results
This section presents some numerical results to confirm the validity of our main analytical results, given by the joint
p.d.f. expressions in (37) and (43), and to investigate the convergence of the corresponding infinite series. We assume an
exponential covariance structure of the following form
9 =
 1 ς ς2ς 1 ς
ς2 ς 1
 (77)
where ς = ρ(1+ j)with |ρ| < 1√
2
. (Note that the inverse of9 has a tri-diagonal structure.) We also assume for the sake of
simplicity that ‖µ‖ = 1.
Table 1 shows the number of terms needed in each of the summation indices k and l in (37) to achieve a very high
accuracy of four significant figures. Results are shown for different values of r1 = r2 = r3 and for different correlation
coefficients ρ. The results reveal that the infinite series converges rapidly, in most cases requiring less than 4 terms in each
summation index. We also see that the required number of terms varies monotonically with both the level of correlation
and the p.d.f. variable r1 = r2 = r3. Interestingly, when the p.d.f. variables are small (i.e. corresponding to p.d.f. values
around the origin), the results in Table 1 indicate that only a single term is required in each of the summation indices k and
l to achieve high accuracy.
As an aside, we note that this asymptotic p.d.f. region around the origin has significance for various signal processing
applications, see e.g. [13,14]. In this region, by considering only the first terms of the infinite series in (37) (i.e. corresponding
to k = 0, l = 0) along with the fact that Iν(x) ≈ (x/2)ν0(ν+1) , as x→ 0, we can obtain a very simple first-order expansion for the
p.d.f. around the origin as follows
g(r1, r2, r3) ≈ (r1r2r3)
n−1
detn(9)03(n)
exp
{− (ϕ11r1 + ϕ22r2 + ϕ33r3 + d‖µ‖2)} . (78)
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Table 1
Number of terms needed in each of the indices k and l in (37) to achieve four significant figure accuracy
r1 = r2 = r3 ρ = 0.1 ρ = 0.3 ρ = 0.5
0.1 K = 1, L = 1 K = 1, L = 1 K = 1, L = 1
1 K = 1, L = 1 K = 2, L = 1 K = 3, L = 3
5 K = 3, L = 3 K = 4, L = 4 K = 7, L = 6
10 K = 4, L = 4 K = 7, L = 7 K = 10, L = 10
Results are shown for different values of ρ and r1 = r2 = r3 , with n = 3.
Fig. 1. Behavior of truncation error upper bound ETR(U) given by (76). Results are shown for different values of ρ, r1 = r2 = r3 and K = L, with n = 3.
(a) n = 3. (b) n = 1.
Fig. 2. Comparison of simulated data points and the analytical p.d.f. g(r1, r2, r3), for r2 = 1, r3 = 1, and ρ = 0.3.
The truncation error upper boundpresented in (76) can also be employed to investigate the approximate number of terms
needed for a predefined accuracy. The behavior of (76) is shown in Fig. 1. Again, we see that the number of terms required
to achieve a predefined accuracy varies monotonically with the level of correlation and the p.d.f. variable r1 = r2 = r3.
Fig. 2 compares our analytical results with simulated data; presenting example 1-dimensional slices of the joint
p.d.f. g (r1, r2, r3). The simulatedpointswere obtainedby generating 108 samples of {r1, r2, r3} and computing 3-dimensional
normalized histograms. The analytical results for the case n = 3were calculated based on (37), while for the case n = 1 they
were calculated based on (43). We clearly see an accurate match between the analytical curves and the simulated data. It is
important to note that when evaluating the analytical curves in Fig. 2, a maximum of 8 terms were used in the summations
in (37) and (43) to obtain this high level of accuracy. Fig. 3 depicts the analytical p.d.f. g (r1, 1, 1) for different values of ρ.
We see that as n increases, the mean of the density shifts to larger values.
Fig. 4 compares our analytical results with simulated data; presenting example 2-dimensional slices of the joint
p.d.f. g (r1, r2, r3). Again, the simulated p.d.f.swere constructed via a 3-dimensional normalizedhistogram, and the analytical
results for the cases n = 3 and n = 1 were computed from (37) and (43) respectively. The analytical surfaces are seen to
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(a) n = 3. (b) n = 1.
Fig. 3. Analytic p.d.f. g(r1, r2, r3), for r2 = 1, r3 = 1 and different values of ρ.
(a) Analytical, n = 3. (b) Simulation, n = 3.
(c) Analytical, n = 1. (d) Simulation, n = 1.
Fig. 4. Comparison of analytical p.d.f. g(r1, r2, r3) and the corresponding simulated histogram, for r3 = 1, ρ = 0.3.
closelymatch the simulated surfaces. Once again, this high accuracywas obtained by truncating the summations in (37) and
(43) to as little as 8 terms.
7. Conclusions
A new trivariate non-central χ2 distribution has been derived, corresponding to the joint distribution of the diagonal
elements of a 3 × 3 complex non-central Wishart matrix. This joint density was expressed in the form of an infinite series
which converged rapidly, and permits fast and easy numerical computation. As such, the derived density provides a useful
tool to facilitate further developments in the various statistical signal processing applications in which such distributions
arise; for example, image processing problems in polarimetric multi-look SAR and performance analysis of multi-antenna
communication systems. By a simple reduction of the main trivariate result, we also obtained a new expression for the
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distribution of the diagonal elements of a 2× 2 complex non-central Wishart matrix. In addition, the trivariate density was
shown to reduce to some known special cases, and was numerically validated by comparison with simulated data.
Appendix A. Definitions and useful properties of ultraspherical polynomials
This appendix collects some definitions and classical properties of ultraspherical (Gegenbauer) polynomials which are
useful for the main derivations in the paper.
(1) Ultraspherical polynomials, denoted Cλn (z), are defined via the following generating function
∞∑
n=0
Cλn (z)t
n = (t2 − 2zt + 1)−λ , λ > −1
2
. (79)
(2) Generalized Neumann addition formula for modified Bessel functions of the first kind1 [18]
Iν (‖ω14− ω2‖)
‖ω14− ω2‖ν = 2
ν0(ν)
∞∑
m=0
(−1)m(ν +m) Iν+m(ω1‖4‖)
ων1‖4‖ν
Iν+m(ω2‖‖)
ων2‖‖ν
Cνm(cosφ) (80)
where4, ∈ Rn×1, ω1, ω2 ∈ R and φ is the angle between4 and.
(3) Addition theorem for ultraspherical polynomials [35, Eq. (8.934.3)]
Cλn (sinψ sinϑ cosϕ + cosψ cosϑ) =
0(2λ− 1)
02(λ)
n∑
k=0
22k(n− k)!02(λ+ k)
0(2λ+ n+ k)
× (2λ+ 2k− 1) sink ψ sink ϑCλ+kn−k (cosψ) Cλ+kn−k (cosϑ) Cλ−
1
2
k (cosϕ) (81)
where λ 6= 12 .
(4) Connection relation for ultraspherical polynomials [36, Eq. (9.1.2)]
Cλn (z) =
b n2 c∑
k=0
(λ− s)k(λ)n−k
k!(s+ 1)n−k
(
s+ n− 2k
s
)
C sn−2k(z) (82)
where s ∈ R. If λ− s ∈ Z− then the upper limit of the summation index becomes min(−[λ− s], b n2c).
(5) (Dougall’s Identity) Linearization of a product of two ultraspherical polynomials [37, Eq. (6.8.4)]
Cλm(z)C
λ
n (z) =
min(m,n)∑
k=0
Ak,m,nCλm+n−2k(z) (83)
where
Ak,m,n = (m+ n+ λ− 2k)(λ)k(λ)m−k(λ)n−k(2λ)m+n−k(m+ n− 2k)!
(m+ n+ λ− k)k!(m− k)!(n− k)!(λ)m+n−k(2λ)m+n−2k .
Appendix B. Simplification of the Surface Integral in (23)
Here we describe how the powerful integration techniques proposed on [19] can be applied to simplify the surface
integral in (23). To this end, let us recall the definitions of Q,R and define S as
Q = (R(a)R(ϕ12)+ =(a)=(ϕ12))ϒ + (=(a)R(ϕ12)−R(a)=(ϕ12))ϒP
R = (R(c)R(ϕ23)+ =(c)=(ϕ23))ϒ + (=(c)R(ϕ23)−R(c)=(ϕ23))ϒP
S = R[b]ϒ + =[b]ϒP .
(84)
It is important to observe that each of these vectors are co-planer. As such, the vectors Q , S, and Y span a 3-dimensional
subspace of 2n-dimensional space. Let us select the direction of Q as the z axis and let the xz plane be spanned by Q and S.
Moreover, let α denote the angle between Q and S, β the angle between Q and R, ω the angle between S and Y, and φ the
angle between the projection of Y on the xy plane and the x axis. Then we have the following relations
cosψ = sin θ sinβ cosφ + cos θ cosβ
cosω = sinα sin θ cosφ + cos θ cosα. (85)
1 Note that this result is an extended version of the Generalized Neumann addition formula given in [34, Eq. (11.41.6)] to allow for vector arguments.
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With the above formulation, we are now in a position to utilize the generalized polar coordinate transformation method
described in [18,19] to transform the surface integral J1(k, l) in (23). In particular, we select Q as the polar axis and employ
an orthogonal transformation followed by a generalized spherical coordinate transformation given by
R1 = y cos θ
R2 = y sin θ cosφ
Ru = y sin θ sinφ
(
u−2∏
k=2
sinφk
)
cosφu−1, u = 3, 4, . . . , 2n− 1
R2n = y sin θ sinφ
(
2n−2∏
k=2
sinφk
) (86)
where 0 ≤ φu−1, θ, φ ≤ pi, u = 3, 4, . . . , 2n − 2, 0 ≤ φ2n−2 < 2pi , 0 ≤ y < ∞, with the Jacobian of this transformation
given by
det(J) = y2n−1 sin2n−2 θ sin2n−3 φ
(
2n−3∏
k=2
sin2n−2−k φk
)
. (87)
As a result, J1(k, l) in (23) becomes
J1(k, l) = y2n−1
∫ pi
0
∫ pi
0
exp {2y|b|‖ϒ‖ (sinα sin θ cosφ + cos θ cosα)}
× Cn−1k (cos θ) Cn−1l (sin θ sinβ cosφ + cos θ cosβ)
× sin2n−3 φ sin2n−2 θdφdθ
∫ 2pi
0
dφ2n−2
2n−3∏
k=2
∫ pi
0
sin2n−2−k φkdφk. (88)
The integrals on the last line can be evaluated as
2n−3∏
k=2
∫ pi
0
sin2n−2−k φkdφk =
2n−3∏
k=2
B
(
2n− k− 1
2
,
1
2
)
= pi
n−2
0(n− 1) . (89)
Expression (24) is obtained after some basic manipulations.
It is worth noting that proper selection of the polar axis plays a significant role in the above transformation. For
example, if S was selected as the polar axis instead of Q , then the transformation would lead to an expression in which
both ultraspherical polynomial factors have trigonometric sums as their arguments. This would dramatically increase the
mathematical complexity of the resulting integral compared with (24).
Appendix C. Calculation of sinα and sinβ in (24)
From the definition of α and β in Appendix B, it is obvious that these angles can lie in the interval (0, 2pi ], and hence
sinα and sinβ can be either positive or negative. However, attempting to calculate these angles via the scalar product of two
vectors, as in (25), always leads to relative values in the range [0, pi]. As such, although the cosines of the angles calculated
with (25) have the correct sign (positive or negative); this is not true if we calculate sine ratios based on (25), since it would
always produce positive values. To resolve this ambiguity, we propose the following simple solution.
It is clear from (84) that Q , R, and S are each composed of a linear combination of the orthogonal vectorsϒ andϒP . Due
to this orthogonality, we canmake use of the direct correspondence between complex numbers and 2-dimensional vectors.
To this end, let us represent Q , R, and S by
ZQ = (R(a)R(ϕ12)+ =(a)=(ϕ12))+ j (=(a)R(ϕ12)−R(a)=(ϕ12))
ZR = (R(c)R(ϕ23)+ =(c)=(ϕ23))+ j (=(c)R(ϕ23)−R(c)=(ϕ23))
ZS = R[b] + j=[b].
(90)
By expressing these complex variables in polar form as ZQ = |ZQ | exp(jωQ ), ZR = |ZR| exp(jωR), and ZS = |ZS | exp(jωS), it
is easy to see that α = ωS − ωQ and β = ωR − ωQ . The sine ratios calculated with the above angles give the correct signs
with no ambiguity.
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Appendix D. Proof of Inequality (72)
Since Cλn (1) = (2λ)nn! , we can write
Cn−1l+L (1)
Cn−1+Ll (1)
= (2n− 2)l+Ll!
(2(n+ L− 1))l(l+ L)!
=
2L∏
i=1
(2(n+ L− 1)− i)
L∏
i=1
(2(n+ L− 1)+ l− i) (l+ L− (i− 1))
=
L∏
i=1
(
2(n+ L− 1)− i
2(n+ L− 1)+ l− i
)
︸ ︷︷ ︸
ui
(
2(n− 1)+ L− i
l+ L− (i− 1)
)
︸ ︷︷ ︸
vi
=
L∏
i=1
uivi. (91)
It is obvious that the term ui ≤ 1,∀l ≥ 0 and the inequality vi ≤ 1 can be achieved if we select l such that l ≥ 2n−3. Hence
by putting them together we get (72).
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