In this paper, we incorporate clustering techniques into distributed consensus algorithms for faster convergence and better energy efficiency. Together with a simple distributed clustering algorithm, we design cluster-based distributed consensus algorithms in forms of both fixed linear iteration and randomized gossip. The time complexity of the proposed algorithms is presented in terms of metrics of the original and induced graphs, through which the advantage of clustering is revealed. Our cluster-based algorithms are also shown to achieve an Ω(log n) gain in message complexity over the standard ones.
I. INTRODUCTION
The distributed consensus problem where nodes try to reach consensus on the average value 1 through iterative local information exchange has been vigorously investigated recently (see [1] , [2] and references therein). In contrast to traditional centralized schemes, such distributed algorithms scale well as the network grows, and exhibit robustness to node and link failures. Distributed consensus is typically realized in a linear iteration framework with a graph conformant This research was supported in part by the National Science Foundation under Grant CCF-0515164 and CNS-0721815.
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weight matrix, either fixed or time varying. The optimal fixed iteration is studied in [1] . In [2] , a randomized gossip algorithm 2 is proposed, which is more robust to network dynamism and can be implemented in an asynchronous manner. Concerns on this set of fully-distributed algorithms, however, include the incurred delay, and sometimes the associated energy consumption as well.
In this paper, taking a hybrid approach, we incorporate clustering techniques into distributed consensus algorithms to achieve faster convergence as well as reduce communication and computational complexity. This is motivated by two main observations. First, clustering usually improves the connectivity of a network, thus facilitate the convergence of distributed algorithms.
Second, the broadcast nature of the wireless medium can be exploited for better energy efficiency.
After introducing a simple and effective distributed clustering algorithm, we design cluster-based fixed iteration and randomized gossip consensus algorithms, for which computations are carried out by cluster-heads and some gateway nodes, and nodes in a cluster maintain the same value at any time from the broadcast of the cluster-head, effectively behaving as a single entity. The time complexity of the proposed algorithms is presented in terms of metrics of the original and induced graphs, through which the advantage of clustering is revealed. Our cluster-based algorithms are also shown to achieve an Ω(log n) 3 gain in message complexity 4 over the standard ones.
The rest of this paper is organized as follows. In Section II, we formulate the problem, describe the distributed clustering algorithm, and lay the foundation for analysis. In Section III, we propose cluster-based distributed averaging algorithms with fixed iteration and randomized gossip, whose performance is analyzed and verified with simulation results. Section IV concludes this paper. 2 In gossip algorithms, a node can communicate with only one neighbor at any time instant. 3 Let f (n) and g(n) be nonnegative functions for n ≥ 0. We say f (n) = O(g(n)) and g(n) = Ω(f (n)) if there exists some k and c > 0, such that f (n) ≤ cg(n) for n ≥ k. We will mainly use the geometric random graph G(n, r(n)) [3] to model a wireless network in our analysis, where n nodes are uniformly and independently distributed on a unit square, and r(n) is the common transmission range of all nodes. It is known that the choice of r(n) ≥ 2 log n n is required to ensure the graph is connected with high probability [3] .
II. PROBLEM FORMULATION AND CLUSTERING

A. Problem Formulation
B. Distributed Clustering
We assume that clusters are formed in such that 1) each node belongs to one and only one cluster and 2) in each cluster, there is a cluster-head which is adjacent to all the remaining nodes.
Two clusters are said to be neighbors if there is a direct link joining them. If more than one such links exist, one of them is activated. The end nodes of active links are called gateway nodes.
The set of cluster-heads by our assumption is a dominating set, i.e., a subset of nodes which are at most 1 hop away from any node. The minimum dominating set (MDS) problem is NP-hard [4] . As the complexity of MDS approximation is not justified in large dynamic networks, we introduce a simple non-iterative decentralized clustering algorithm as follows.
We assume each node i has an initial seed s i which is unique within its neighborhood. This can be realized through, e.g., drawing a random number from a common pool, or simply using nodes'
IDs. From time 0, each node i starts a timer with length t i = s i , which is decremented by 1 at each time instant as long as it is greater than 0. If node i's timer expires, it becomes a cluster-head, and broadcasts a "cluster initialize" message to all its neighbors. Each of its neighbors with a timer greater than 0 signals its intention to join the cluster by replying with a "cluster join" message, and also sets the timer to 0. If a node receives more than one "cluster initialize" messages at the same time, it randomly chooses one cluster-head. At the end, clusters are formed such that every node belongs to one and only one cluster. Note that the uniqueness of seeds within the neighborhood ensures that cluster-heads are at least of distance r from each other, which will be used in Lemma 2.1 below. To balance the energy consumption and maximize the network lifetime, re-clustering as well as gateway node rotation can be performed at predetermined times or whenever necessary. Nevertheless, it is assumed that the configurations remain static over a long time period, and the clustering overhead is amortized over multiple computation tasks.
C. Notations and Auxiliary Graphs
Denote the set of neighbors of node i in G by N (i), and the degree of i by
in nonincreasing order. The Gerschgorin circle theorem [5] guarantees that λ 1 (L) ≤ 2d max , with
Let K be the number of clusters formed by the distributed clustering algorithm above. Define the induced graph by H = (V H , E H ), where V H consists of the set of clusters, and (kl) ∈ E H if and only if cluster k and l are adjacent. Let C k denote the set of nodes in cluster k, n k = |C k |, and c(i) denote the index of the cluster that node i belongs to. Let N k denote the set of neighboring clusters of cluster k, and
The following lemma will be used in performance analysis of cluster-based algorithms.
Lemma 2.1: Using Distributed Clustering algorithm on G(n, r) with r(n) = Ω
log n n , we
.
Proof: The lower bound D k ≥ 1 follows from the connectivity of the network. Since the cluster-heads are at least at a distance r from each other, the circles with the cluster-heads as the centers and radius 0.5r are non-overlapping. Note also that, a pair of neighboring clusters must be joined by at least one link, hence the cluster-heads of neighboring clusters must lie within distance 3r from each other. Within the neighborhood of radius 3.5r of a cluster-head, there are no more than clusters. On the other hand, in order to cover the whole unit square, there must be at least π
clusters.
LetĜ kl denote the clique (complete group) formed by the nodes in cluster k and l. Define graphĜ = (V,Ê) = (kl)∈E HĜ kl . It is easy to see that G is a subgraph ofĜ. Moreover, since nodes in the same cluster and adjacent clusters all become neighbors, we shall expect that the new graphĜ is much better-connected than G. We denoteN (i) andd i as the neighbor set and degree of node i inĜ,d max = max i∈Vdi , andL the Laplacian ofĜ.
III. CLUSTER-BASED CONSENSUS ALGORITHM
The initialization of both cluster-based averaging algorithms is as follows. Each node transmits its value to the corresponding cluster-head. The cluster-head computes the average value within the cluster and broadcasts it to all members. Let
T be the average values each cluster agrees on at time t. We have
and node i obtains after initiationx i (0) = y c(i) (0). Through information exchange of gateway nodes, each cluster-head obtains the sizes of neighboring clusters.
A. Fixed Linear Iteration
For fixed linear iteration, all nodes in the network share a global schedule. At time instant t, t = 0, 1, · · · , each gateway node exchanges its value with neighboring gateway nodes. It then forwards the received values to the cluster-head. The cluster-head of cluster k updates the common value in the cluster with
where 0 < α < 1/d max . This value is then broadcasted to all nodes in the cluster. Node i updates its current value withx i (t) = y c(i) (t).
Definition 1. For deterministic algorithms, the -averaging time is defined as
T ave ( ) = sup
where
, the -averaging time of the cluster-based fixed linear iteration algorithm satisfies
where η sup
is the convergence rate. In particular, the choice of
gives the optimal
Proof: From node i's point of view, we have at time t,
In matrix form we havex
For a symmetric stochastic W, the convergence rate is given by its second largest eigenvalue, i.e., η = λ 2 (W). Given W = I − αL, the theorem follows readily.
Remark: Since λ 1 (L) ≤ 2d max , a sufficient condition for convergence is 0 < α < 1/d max .
In the following, we compare the performance of the above algorithm with the standard linear iteration with constant edge weights on the original graph [1] , i.e., the weight matrix is given
, then the convergence rate of the standard and cluster-based fixed linear iteration with optimal constant edge weights are respectively given by ). Therefore, we obtain the following theorem.
Theorem 3.2:
The cluster-based fixed linear iteration algorithm achieves a gain of Ω (nr 2   ) in message complexity to achieve -accuracy compared with the standard fixed linear iteration algorithm.
Thus, for the typical value of r = Θ log n n , an Ω(log n) gain in message complexity can be achieved through clustering.
B. Randomized Gossip
The gossip algorithms [2] , [6] are designed under the practical constraint that each node communicates with no more than one neighbor in each time slot for interference avoidance. In randomized gossip algorithms [2] , neighbors are chosen at random, thus they suit the case where nodes lack unique identity and enjoy great simplicity. Compared to fixed iterations, gossip-based algorithms also allow asynchronous operation, and achieve high stability in dynamic networks.
In this section, we describe a cluster-based gossip variant, which improves the time and message complexity.
The cluster-based gossip works as follows. Assume that the cluster-head of cluster k (1 ≤ k ≤ K) has a clock ticking at a rate D k Poisson process, and different clocks are independent.
Suppose the t-th tick belongs to the cluster-head of cluster k. It randomly picks one of its neighboring cluster l with probability 1/D k , and communicates with it through the active link between them. The cluster-head of k and l update their values with
The new value is then broadcasted, and nodes in cluster k and l update their values with x i (t) = y c(i) (t). The number of message transmissions per round is at most 6 (which may be smaller if the gateway node is also the cluster-head).
Definition 2. For randomized algorithms, the -averaging time is defined as the earliest time (number of clock ticks) such that the estimation is -accurate with probability 1 − :
Theorem 3.3: The -averaging time of the cluster-based gossip algorithm satisfies
Proof: See Appendix I.
In the following, we demonstrate the performance gain of the cluster-based gossip algorithm over the standard gossip algorithm. To facilitate analysis and comparison, we consider a random gossip algorithm similar to the natural averaging algorithm in [2] , but each edge is assumed to be activated uniformly 5 . Thus, using the notations in [2] , the expectation of the update matrix is
By Theorem 3 in [2] , the -averaging time is lower bounded by
Comparing the upper bound in (10) This accounts for a reduction in the numerator by a factor of Θ (nr
2
). This is mainly because the value of each node is updated more often under the cluster-based gossip algorithm. The second reason lies in the improved connectivity ofĜ relative to G (the denominator). As an example, on G(100, r(100)) with r(n) = 2 log n n , the algebraic connectivity increases from 1.98
for G to 28.08 forĜ on average. Fig. 1 shows the relative error
as a function of the number of iterations for the standard gossip algorithm and the cluster-based gossip algorithm.
It is evident that clustering significantly speeds up the convergence.
Finally, the -message complexity of asynchronous gossip algorithms is of the same order as the -averaging time, since the number of transmissions per time instant is bounded by a constant independent of n. Therefore, like the cluster-based fixed linear iteration, our cluster-based gossip algorithm provides a gain of Ω(nr The reduction in the potential if cluster k and l are activated is given by
Thus, the expected reduction in the potential at each clock tick is
The relative decrement is lower bounded by
Let a = 1 − 
The desired result follows from log a 
