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Abstract-The extreme values of the empirical autocorrelation function offer an appealing possi- 
bility connected with the detection of dependencies occurring between random numbers. We propose 
tests based on such statistics and calculate their asymptotic distributions. 
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1. INTRODUCTION 
A sequence of random numbers x1, x2,. . . can be modeled as a realization of a sequence 
x1,x2,*-- of random variables. An important aspect of the stochsstical dependence structure 
onXl,Xz,... is revealed by the empirical autocorrelation function. In this paper, we utilize this 
observation statistically by considering a process which is related to the empirical autocorrelation 
function and by investigating the asymptotic behavior of the k th largest value of the considered 
process, k being a fixed integer. The obtained asymptotic distribution is related to the well 
known Gumbel distribution with the distribution function 
R(z) := exp (- exp(-2)) , z E R, 
and allows the construction of a test which is suitable for detecting stochastical dependencies in 
the sequence X1, X2, . . . . 
2. SOME PRELIMINARY RESULTS 
We first cite a result from the extreme value theory: 
LEMMA 2.1. (cf. [l, Theorems 4.3.3 and 5.3.41) Let (Y,)gl b e a standardized stationary normal 
sequence with covariances rt = cov(Y1, Yl+t) satisfying the condition 
rt 1ogt - 0, t -+ 00. (1) 
Let k E N be fixed and put 
Z(“) := k - I&C Yt, T T E N, (2) 
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where k - I$: Yt denotes the kth largest value in {YI, . . . , YT}. Then 
z$!) 
as T -+ cm where 
(3) 
‘-I exp( -sz) 
Adz) := exp(- w(-z)) C s! 7 z E IR, 
s=o 
aT :=(210gT)l12, T E N, 
and 
bT :=(2 logT)“2 - ;(2logT)-1/2(loglogT + log4n), T E N. I 
REMARK 2.2. Here, we stress the fact that (3) holds for a large class of possible covariance struc- 
tures imposed on the stationary sequence (Y,) and that the limiting distribution of aT(Z!$’ - bT) 
does not depend on the particular covariance structure. 
Now we establish an integral representation of probabilities of certain events. 
LEMMA 2.3. Let < : (C&d, P) --+ (Rl,dl) and 77 : (&A, P) - (%,d2) be two independent 
random variables on the probability space (a, A, P) and let S : 521 x 02 - R be a measurable 
function. Then 
p (S(C,V) L z) = J P(S(G71) 5 z) @(W, z E IR, 
% 
where PC denotes the image of the probability measure P by [. 
PROOF. Fix an arbitrary z E Iw and put 
T := l(-,-.+,I o S, 
where I(_,,,] denotes the indicator function of the interval (-co, z]. Using a well-known property 
of the factorized conditional distribution (cf. [2, Satz 5.3.22]), we obtain 
P (S(t,v) I 2) = E (U&v)) 
= E QV(5,v) I <)I 
= ELW(t,rl) I t = .)oE) 
= s E P’(t, 77) I 5 = x> PEW % = s E (T(z,rl)) PEW 
a1 
= 
s 
P(S(z,r]) L 2) Pqdz). 
n1 
I 
3. THE TEST STATISTIC AND 
ITS ASYMPTOTIC DISTRIBUTION 
Throughout this section, (Xj)TEo=, denotes an i.i.d. sequence of standardized normal random 
variables on the probability space (0, A, P) and n denotes an integer 2 2. For p = 1,2,. . . let 
[(p, n) denote the segment (X,, X,+1, . . . , XP+n_l) of the sequence XI, X2, . . . , where p denotes 
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the index of the first component and n denotes the length of the segment [(p, n). Let us define 
the normed covariances 
( 1 
-l/2 
st:=(5(1,n),~(n+t,n)) 2X; , t E N, (4) 
j=l 
where (., .) denotes the standard inner product on RF. 
REMARK 3.1. The sequence (gt) can be viewed as an estimator of the autocorrelation function 
of the process (Xj)JT,. 
We fix a k E N and define the test statistic 
A’(“) := k - $&gt, T T E N, 
and prove the following theorem. 
THEOREM 3.2. Put 
oT :=(210gT)1’2, T E N, 
and 
bT :=(210gT)“2 - ;(210gT)-‘/2(loglogm + log47r), T E N. 
With the above notation, the sequence (A$‘) has the following limiting distribution: 
(5) 
PROOF. Define the function SF) : lRn x lRnT -t R by 
for T E N. Since 
Sg’ (<(I, n) C(n + 1, n) 7 ,...,t(n+T,n))=a~(.$)-bT), 
Lemma 2.3 yields 
P (a, (&? - b) 5 Z) = / P (S$!) (z,<(n + 1, n), . . . ,C(n + T,n)) 5 2) f’<(l+)(dz), (6) 
IR” 
for z E IR where S’$!’ (z c(n + 1, n) 7 , . . . , <(n + T, n)) is the stabilized kth maximum 
of the moving average process 
for 2 E IF; since 
E (Gt(s)) = 6 and g2 (Gt(x)) = 1, 
the moving average process (Gt(z))& fullfills the assumptions of Lemma 2.1 for z E IF; we 
obtain 
T”rnW P (S$!) (5, <(n + 1, n), . . . , t(n + T, n)) 5 Z) = Ak(z), zEW”;ZEW 
* 
which in view of (6) implies the assertion. I 
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4. THE CONSTRUCTION OF THE TEST 
A random number generator usually generates numbers ‘1~1, us, . . . that are to be viewed as 
realizations of a sequence Ur, Us, . . . of independent random variables that are uniformly distrib- 
uted over the interval (0,l). Such a sequence can be transformed into a sequence (Xj)~=, of 
independent random variables with Xj being normally distributed (cf. [3]). 
Then, we can, w.l.o.g., start with the hypothesis that the random number generator produces 
realizations 1cr,22, . . . of an i.i.d. sequence (Xj) of standardized normal random variables. Fix 
Ic E N. Under the above hypothesis, the statistic 
aT 2:’ - bT> 
( 
from Section 3 is approximately Gumbel-distributed with the distribution function 
k-l 
h,&(z) :=exp(-exp(z)) c exp(s~sz), 
s=o 
z E lw. 
Now choose n, 7’ E N and fix an CY. E (0,l); calculate the (%)-quantil q- := A,‘(q) and the 
(1 - $)-quantil q+ := Agl(l - 4) f rom the distribution function A,, and define the test 
cp ((Xj)j”=,) := 
1, if a,(,%?$’ - bT) 4 [4-T q+] 
0, if aT(@!) - bT) E [q-,q+]. 
cp is an asymptotic cr-test for the hypthesis considered above. 
REMARK 4.1. Since the rate of convergence in Lemma 2.1 is rather slow (cf. [4] for details), the 
number T should be chosen sufficiently large in order to ensure that the significance level of the 
test ‘p is kept close enough to the prescribed number a. 
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