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LARGE-SCALE REGULARITY IN STOCHASTIC HOMOGENIZATION WITH
DIVERGENCE FREE DRIFT
BENJAMIN FEHRMAN
Abstract. We provide a simple proof of quenched stochastic homogenization for random envi-
ronments with a mean zero, divergence free drift under the assumption that the drift admits a
stationary Ld-integrable stream matrix in d ≥ 3 or an L(2+δ)-integrable stream matrix in d = 2.
In addition, we prove that the environment almost surely satisfies a large-scale Ho¨lder regularity
estimate and first-order Liouville principle.
1. Introduction
In this paper, we prove the quenched homogenization of the equation
(1.1) −∇ · a(x/ε, ω)∇uε + 1
ε
b(x/ε, ω) · ∇uε = f in U with uε = g on ∂U,
for a uniformly elliptic matrix a and a mean zero, divergence free drift b. The coefficients are
jointly measurable, stationary, and ergodic random variables defined on some probability space
(Ω,F ,P). Stationarity asserts that the random environment is statistically homogenous: there
exists a measure preserving transformation group {τx : Ω→ Ω}x∈Rd such that
(1.2) (a(x, ω), b(x, ω)) = (A(τxω), B(τxω)) for random variables A : Ω→ Rd×d and B : Ω→ Rd.
The ergodicity is a qualitative form of mixing: for g ∈ L∞(Ω),
(1.3) g(ω) = g(τxω) almost surely for every x ∈ Rd if and only if g is almost surely constant.
In terms of the coefficients, we will assume that the matrix A is bounded and uniformly elliptic:
there exist λ,Λ ∈ (0,∞) such that, almost surely for every ξ ∈ Rd,
(1.4) |Aξ| ≤ Λ |ξ| and Aξ · ξ ≥ λ |ξ|2 .
And we will assume that, for some δ ∈ (0, 1), the random drift B admits a stationary Ld∨(2+δ)-
integrable stream matrix: there exists a skew-symmetric random variable S ∈ Ld∨(2+δ)(Ω;Rd×d)
which satisfies
(1.5) ∇ · S = B for (∇ · S)i = ∂kSik,
fixed by the choice of gauge
(1.6) ∆Sij = ∂iBj − ∂jBi.
We prove in Proposition 2.6 below that a stream matrix exists in d ≥ 3 if B is Ld-integrable and
satisfies a finite range of dependence. A stationary stream matrix does not exist in general if d = 2,
and for this reason the homogenization of (1.1) in d = 2 remains largely an open problem.
In the symmetric case, for sufficiently regular coefficients and a sufficiently regular domain,
solutions of (1.1) are related by the Feynman-Kac formula to a rescaling of the stochastic differential
equation
(1.7) dXt = σ (Xt, ω) dBt +
(∇ · at (Xt, ω)− b (Xt, ω)) dt,
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for σσt = 2a. Indeed, for the exit time τ ε from the dilated domain U/ε,
uε(x) = Ex
ε
,ω
[
g (εXτε) + ε
2
ˆ τε
0
f (εXs) ds
]
.
The homogenization of (1.1) is therefore equivalent to characterizing the asymptotic behavior of
the exit distributions and exit times of (1.7) from large domains. Furthermore, in the case A = I,
equation (1.7) is the passive tracer model
dXt =
√
2 dBt + b (Xt, ω) dt,
which is a simple approximation for the transport of a passive tracer particle in a turbulent, incom-
pressible flow. This model has applications to hydrology, meteorological sciences, and oceanography,
and we point the reader, for instance, to Csanady [17], Frish [28], and Monin and Yaglom [41, 42]
for more details.
The stream matrix allows equation (1.1) to be rewritten in the form
(1.8) −∇ · (aε + sε) · ∇uε = f in U with uε = g on ∂U,
for sε(x, ω) = S(τx/εω). The transformation (1.8) formally justifies the two-scale expansion familiar
from the homogenization of divergence form equations without drift. That is, for the standard
orthonormal basis {ei}i∈{1,...,d} of Rd, we expect the corrector φi to be defined by a stationary
gradient ∇φi that solves
(1.9) −∇ · (A+ S) (∇φi + ei) = 0,
and we expect the homogenized coefficient a ∈ Rd×d to be defined by
aei = E [(A+ S)(∇φi + ei)] .
Indeed, if S is bounded, then the methods of Papanicolaou and Varadhan [46] and Osada [45] yield
readily that, for the solution
(1.10) −∇ · a∇v = f in U with v = g on ∂U,
we have weak H1-convergence of uε to v, and strong H1-convergence of the two-scale expansion in
the sense that almost surely
lim
ε→0
‖uε − (v + εφεi∂iv)‖H1(U) = 0,
for the rescaled correctors φεi = φi(x/ε, ω), where here and throughout the paper we use Einstein’s
summation convention over repeated indices.
The case of an unbounded stream matrix S is fundamentally different. Proving the existence of
a solution to (1.9) is essentially straightforward, arguing by approximation and the skew-symmetry
of S. Uniqueness is however not clear and was posed as an open problem in Avellaneda and Majda
[9]. The reason for this is that, while the equation defines S∇φi as an element of the dual for any
solution ∇φi, it is not clear that this rule extends to a skew-symmetric operator on the solution
space. Issues related to this fact explain the strong regularity assumptions used in Oelschla¨ger [43]
and form the technical core of the more recent work Kozma and To´th [38]. In this paper we take a
different approach based on the methods of [43]. In Proposition 2.3 below, assuming the existence
of a square integrable stream matrix, we prove that there exists a unique stationary gradient ∇φi
satisfying (1.9). Furthermore, under the higher Ld∨(2+δ)-integrability assumption, the Liouville
theorem and Proposition 2.1 below prove the quenched uniqueness of sublinear solutions to the
corrector equation.
Our first result is the quenched homogenization of (1.8) under the assumptions of uniformly
ellipticity and the existence of a Ld∨(2+δ)-stream matrix:
(1.11) Assume (1.2), (1.3), (1.4), (1.5), and (1.6).
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This result provides a new approach to the results of [43] and [9], proves the strong convergence of
the two-scale expansion in H1, and explains how the integrability condition arises naturally after
introducing the homogenization flux correctors σi satisfying
(1.12) ∇ · σi = (a+ s)(∇φi + ei)− aei.
The flux correction was used originally in the context of stochastic homogenization by Gloria,
Neukamm, and Otto [31], and allows the residuum of the two-scale expansion to be written in the
form
−∇ · (aε + sε)∇(uε − v − εφεi∂iv) = ∇ · [(εφεi (aε + sε)− εσεi )∇(∂iv)] .
The Ld∨(2+δ)-integrability of S is exactly the threshold which guarantees, using the sublinearity
of φi and σi proven in Proposition 2.1 below, that the righthand side vanishes strongly in L
2 as
ε→ 0. Furthermore, these methods apply without change to the elliptic and parabolic settings, and
thereby establish an invariance principle on the whole space while also characterizing asymptotically
the exit times and exit distributions of (1.7) from large domains.
Theorem (cf. Theorem 3.3 below). Assume (1.11). For some α ∈ (0, 1) let U ⊆ Rd be a bounded
C2,α-domain, let f ∈ Cα(U), and let g ∈ C2,α(∂U). For each ε ∈ (0, 1) let uε ∈ H1(U) be the
unique solution of (1.1) and let v ∈ H1(U) be the unique solution of (1.10). Then, almost surely
as ε→ 0,
lim
ε→0
‖uε − v − εφεi∂iv‖H1(U) = 0.
The second main result of this work is an almost sure large-scale α-Ho¨lder regularity estimate
for whole space solutions u ∈ H1loc(Rd) of the equation
(1.13) −∇ · (a+ s)∇u = 0 in Rd.
Following [31], based on the equivalence of Morrey, Campanato, and Ho¨lder spaces (cf. eg. Giaquinta
and Martinazzi [29]), we introduce a version of the large-scale α-Ho¨lder semi-norm defined with
respect to the intrinsic (a+ s)-harmonic coordinates (xi + φi): the excess Exc(u;R) is defined by
(1.14) Exc(u;R) = inf
ξ∈Rd
(
R−2α
 
BR
|∇u− ξ −∇φξ|2
)
,
for φξ = ξiφi. The following theorem proves that there exists an almost surely finite radius R0 ∈
(0,∞) after which point the solutions of (1.13) enter the regime of α-Ho¨lder regularity. The radius
R0 is quantified precisely by the sublinearity of the correctors in Proposition 4.5 below.
Theorem (cf. Proposition 4.5, Theorem 4.6 below). Assume (1.11). On a subset of full probability,
for every α ∈ (0, 1) there exists a random radius R0 ∈ (0,∞) and a deterministic c ∈ (0,∞)
depending on α such that, for every weak solution u ∈ H1loc(Rd) of (1.13), for every R1 < R2 ∈
(R0,∞),
R−2α1 Exc(u;R1) ≤ cR−2α2 Exc(u;R2),
for the excess Exc(u;R) defined in (1.14).
The final result of this work is a first-order Liouville theorem. In analogy with the classical
first-order Liouville theorem, the (a+ s)-harmonic coordinates (xi + φi) are the linear functions in
the random geometry of the space, and every subquadratic (a+s)-harmonic function is a corrector.
The sublinearity is quantified with respect to the L2∗ -norm, for 2∗ > 2 defined below, as opposed
to the L2-norm used in [31]. This stronger condition is necessary for our arguments due to the
unboundedness of the stream matrix. In combination, the Liouville theorem and Proposition 2.1
below prove the quenched uniqueness of the homogenization correctors and thereby provide a strong
answer to the original question of [9] on the physical space.
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Theorem (cf. Theorem 5.2 below). Assume (1.11), let qd = d ∨ (2 + δ), and let 1/2∗ = 1/2 − 1/qd.
Then, on a subset of full probability, every weak solution u ∈ H1loc(Rd) of (1.13) that is strictly
subquadratic in the sense that, for some α ∈ (0, 1),
lim
R→∞
1
R1+α
( 
BR
|u|2∗
) 1
2∗
= 0,
satisfies u = c+ ξ · x+ φξ in H1loc(Rd) for some c ∈ R and ξ ∈ Rd.
1.1. The organization of the paper. In Section 2, we describe how equations (1.5), (1.6),
and (1.9) are lifted to the probability space: in Section 2.1 we construct the homogenization
correctors, in Section 2.2 we construct the homogenization flux correctors, and in Section 2.3
we prove the existence of a stationary stream matrix. The proof of quenched homogenization is
presented in Section 3, where we also prove the well-posedness of (1.1) and the uniform ellipticity of
the homogenized coefficient. In Section 4, we first obtain an energy estimate for the homogenization
error in Proposition 4.4 and then prove the large-scale regularity estimate. We prove the Liouville
theorem in Section 5, which is a consequence of the large-scale regularity estimate and a version of
the Caccioppoli inequality adapted to the divergence free setting.
1.2. Overview of the literature. The foundational theory of homogenization for elliptic and
parabolic equations with periodic coefficients can be found in the references Bensoussan, Lions, and
Papanicolaou [14] and Jikov, Kozlov, and Ole˘ınik [33]. The stochastic homogenization of divergence-
form equations, and non-divergence form equations without drift, was initiated by Papanicolaou
and Varadhan [46, 47], Osada [45], and Kozlov [37]. In the absence of additional assumptions on
the drift, the general question of stochastic homogenization for diffusion equations of the type
(1.15) −∇ · a(x/ε, ω)∇uε + 1
ε
b(x/ε, ω) · ∇uε = f in U with uε = g on ∂U
remains open. The difficulty lies in constructing the invariant measure for the process from the
point of view of the particle. Thus far, the construction of this measure has required additional
assumptions on the drift, such as the case when b = ∇U is the gradient of a stationary field, which
has been treated, for instance, by Olla in [44], and the case when b is divergence free, which will be
discussed in detail below. The only other known results apply to a perturbative, strongly mixing,
and isotropic regime in d ≥ 3, which have been obtained in the discrete case by Bricmont and
Kupiainen [16], Bolthausen and Zeitouni [15], Baur and Bolthausen [11], and Baur [10] and in the
continuous case by Sznitman and Zeitouni [51] and the author [23, 24, 25] where [24] constructs the
invariant measure. A general overview can be found in the reference [44] and the book Komorowski,
Landim, and Olla [34].
The homogenization of (1.15) with divergence free drift was initiated by [45], who considered the
case of a bounded stream matrix, and Oelschla¨ger [43], who proved an annealed invariance principle
and the annealed homogenization of equations like (1.1) on the whole space assuming the existence
of an L2-integrable, C2-smooth stream matrix. More recently, in the discrete case, To´th and Kozma
[38] have proven an annealed invariance principle for the analogous discrete random walk under the
so-called H−1-condition, which is equivalent to the existence of a stationary, L2-integrable stream
matrix. The higher Ld∨(2+δ)-integrability assumption was introduced in Avellaneda and Majda
[9] to prove the quenched homogenization of the parabolic version of (1.1) on the whole space
with A = I. In [9] correctors are constructed by approximation, and therefore lack an intrinsic
characterization. Related problems under more restrictive integrability assumptions have been
considered by Fannjiang and Komorowski [20], and time-dependent problems have been considered
by Landim, Olla, and Yau [39], Fannjiang and Komorowski [21, 22], and Komorowski and Olla [35].
The annealed homogenization of (1.1) assuming only the existence of a square-integrable stream
matrix remains an open problem. Komorowski and Olla [36] have provided a counterexample to
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the annealed homogenization of equations like (1.1) on the whole space for drifts that do not admit
a square-integrable stream matrix.
The relationship between Schauder estimates and Liouville theorems for constant-coefficient
elliptic equations was shown by Simon [48]. In the context of periodic homogenization Avellaneda
and Lin [8] obtained a full hierarchy of Liouville theorems based on the large-scale regularity theory
in Ho¨lder and Lp-spaces of the same authors Avellaneda and Lin [6, 7]. Armstrong and Smart [5]
first adapted the approach of [7] to the stochastic case and obtained a large-scale regularity theory
for environments satisfying a finite range of dependence. Their methods are based on the variational
characterization of (1.1) and quantify the convergence of certain sub- and super-additive energies.
Armstrong and Mourrat [4] extended the results of [5] to more general mixing conditions and
these works have given rise to a significant literature on the subject. A complete account of these
developments can be found in the monograph Armstrong, Kuusi and Mourrat [3], which includes
applications to percolation clusters Armstrong and Dario [2] and time-dependent environments
Armstrong, Bordas, and Mourrat [1].
The results of this work are most closely related to those of Gloria, Neukamm and Otto [31],
who established a large-scale regularity theory and first-order Liouville principle for (1.1) under the
qualitative assumption of ergodicity. In particular, the homogenization flux-correction introduced
in [31] is used essentially in the proof of every result in this work, and their introduction of an
intrinsic excess decay with respect to the (a+ s)-harmonic coordinates is used to obtain the large-
scale regularity estimate and Liouville theorem. Marahrens and Otto [40] had previously obtained a
Liouville theorem assuming a quantified form of ergodicity. Fischer and Otto [26, 27] extended the
results of [31] to obtain a full hierarchy of Liouville theorems for (1.1) under a mild quantification
of ergodicity. Degenerate environments were considered by Bella, the author, and Otto [13] and
time-dependent environments by Bella, Chiarini, and the author [12]. The work [31] has similarly
given rise to a substantial literature on the subject including, for instance, Gloria and Otto [32]
and Duerinckx, Gloria, and Otto [18].
2. The extended homogenization corrector
In this section, we will describe how the equations (1.5), (1.6), and (1.9) are lifted to the proba-
bility space. Following [46], the transformation group {τx}x∈Rd is used to define so-called horizontal
derivatives {Di}i∈{1,...d}: for each i ∈ {1, . . . , d},
D(Di) = {f ∈ L2(Ω): lim
h→0
f(τheiω)−f(ω)/h exists strongly in L2(Ω)},
and Di : D(Di) → L2(Ω) is defined by Dif = limh→0 f(τheiω)−f(ω)/h. The Di are closed, densely
defined operators on L2(Ω). We define H1(Ω) = ∩di=1D(Di) and we will write H−1(Ω) for the dual
of H1(Ω). For φ ∈ H1(Ω) we will write Dφ = (D1φ, . . . ,Ddφ) for the horizontal gradient.
A natural class of test functions can be constructed by convolution. For each ψ ∈ C∞c (Rd) and
f ∈ L∞(Ω) we define ψf ∈ L∞(Ω) as the convolution
ψf (ω) =
ˆ
Rd
f(τxω)ψ(x) dx,
and we will write D(Ω) for the space of all such functions. The space D(Ω) is dense in Lp(Ω) for
every p ∈ [1,∞). We will write D′(Ω) for the dual of D(Ω), and we will understand distributional
inequalities in D′(Ω) in the sense that, for f ∈ L1(Ω),
Dif = 0 if and only if E[fDiψ] = 0 for every ψ ∈ D(Ω).
For a vector field V = (Vi)i∈{1,...,d} ∈ L2(Ω;Rd) we define the distributional divergence D·V = DiVi.
The space of vector fields L2(Ω;Rd) then admits the following Helmoltz decomposition. The space
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of potential or curl-free fields on Ω is defined by
L2pot(Ω) = {Dψ ∈ L2(Ω;Rd) : ψ ∈ H1(Ω)}
L2(Ω;Rd)
,
which is the L2(Ω;Rd)-closure of the space of H1-gradients. The space of solenoidal or divergence
free fields is defined by
L2sol(Ω) = {V ∈ L2(Ω;Rd) : D · V = 0}.
The space L2(Ω;Rd) then admits the orthogonal decomposition
L2(Ω;Rd) = L2pot(Ω)⊕ L2sol(Ω),
which can be deduced from Proposition 2.4 below. We will now use this framework to lift equations
like (1.5), (1.9), and (1.12) to the probability space.
2.1. The homogenization corrector. We will construct the homogenization corrector as a sta-
tionary gradient Φi in L
2
pot(Ω) satisfying
(2.1) −D · (A+ S)(Φi + ei) = 0 in D′(Ω).
The solution is identified by approximation. We first prove that for every α ∈ (0, 1) there exists a
unique Φi,α ∈ H1(Ω) satisfying the equation
(2.2) αΦi,α −D · (A+ S)(DΦi,α + ei) = 0,
where here, in comparison to (2.1), the proof of uniqueness is simpler and relies crucially on the
stationarity of Φi,α itself. We will then show that the DΦi,α converge along the full sequence α→ 0
in L2pot(Ω) to the unique solution of (2.1).
The subsection is organized as follows. We will first present a general proof of sublinearity for
the homogenization correctors in Proposition 2.1 below. We analyze (2.2) in Proposition 2.2 below.
Finally, in Proposition 2.3 below, we prove that there exists a unique stationary gradient satisfying
(2.1). The proof of Proposition 2.3 is strongly motivated by [43, Lemma 3.27] and extends [43,
Lemma 3.27] to the case of a general L2-integrable stream matrix. The proof of sublinearity is
essentially well-known, but we include details here, in particular, to handle the less standard case
q = p∗ below. The existence of the flux correctors is a variation of [13, Lemma 1].
Proposition 2.1. Assume (1.11). Let p ∈ (1,∞), let F ∈ Lp(Ω;Rd) satisfy
DiFj = DjFi for every i, j ∈ {1, . . . , d} and E [F ] = 0,
and let φ : Rd × Ω → R almost surely satisfy φ ∈ W 1,p
loc
(Rd) with ∇φ(x, ω) = F (τxω). If p < d and
1/p∗ = 1/p − 1/d we have almost surely that, for every q ∈ [1, p∗],
(2.3) lim
R→∞
1
R
( 
BR
|φ|q
) 1
q
= 0.
If p ≥ d then (2.3) holds for every q ∈ [1,∞). If p > d then limR→∞ ‖φ‖L∞(BR)/R = 0.
Proof. We will first consider the case p < d and q = p∗. After rescaling we observe that
(2.4) lim sup
R→∞
1
R
( 
BR
|φ|p∗
) 1
p∗
= lim sup
ε→0
( 
B1
|φε|p∗
) 1
p∗
,
for φε(x) = εφ(x/ε). We will first prove that
(2.5) lim sup
ε→0
( 
B1
∣∣∣∣φε −
 
B1
φε
∣∣∣∣
p∗) 1p∗
= 0,
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and then show that (2.5) implies (2.3). For every δ ∈ (0, 1) let ρδ be a standard convolution kernel
of scale δ, and for every ε, δ ∈ (0, 1) let φε,δ = φε ∗ρδ. The triangle inequality proves that, for every
ε, δ ∈ (0, 1),( 
B1
∣∣∣∣φε −
 
B1
φε
∣∣∣∣
p∗) 1p∗ ≤ ( 
B1
∣∣∣∣φε,δ −
 
B1
φε,δ
∣∣∣∣
p∗) 1p∗
+
( 
B1
∣∣∣∣
(
φε −
 
B1
φε
)
−
(
φε,δ −
 
B1
φε,δ
)∣∣∣∣
p∗) 1p∗
.
The Sobolev inequality proves that there exists c ∈ (0,∞) such that, for each ε, δ ∈ (0, 1),( 
B1
∣∣∣∣φε −
 
B1
φε
∣∣∣∣
p∗) 1p∗ ≤ c
(( 
B1
∣∣∣∇φε,δ∣∣∣p)
1
p
+
( 
B1
∣∣∣∇(φε − φε,δ)∣∣∣p)
1
p
)
.(2.6)
For the first term on the righthand side of (2.6), since Jensen’s inequality proves that, for every
x ∈ B1 and ε, δ ∈ (0, 1),∣∣∣∇φε,δ(x, ω)∣∣∣p = ∣∣∣∣
ˆ
Rd
∇φε(y)ρδ(y − x) dy
∣∣∣∣
p
≤
∥∥∥ρδ∥∥∥
L∞(Rd)
ˆ
B2
|∇φε|p ,
the ergodic theorem and F ∈ Lp(Ω;Rd) prove that, almost surely for each δ ∈ (0, 1),
(2.7) sup
ε∈(0,1)
(
sup
x∈B1
∣∣∣∇φε,δ(x, ω)∣∣∣) <∞.
Since the ergodic theorem and E[F ] = 0 prove almost surely that, as ε→ 0,
∇φε(x, ω) ⇀ 0 weakly in Lploc(Rd;Rd),
we have, almost surely for every δ ∈ (0, 1) and x ∈ B1,
(2.8) lim
ε→0
∣∣∣∇φε,δ(x)∣∣∣p = lim
ε→0
∣∣∣∣
ˆ
Rd
∇φε(y)ρδ(y − x) dy
∣∣∣∣
p
= 0.
The dominated convergence theorem, (2.7), and (2.8) then prove that, almost surely for every
δ ∈ (0, 1),
(2.9) lim sup
ε→0
( 
B1
∣∣∣∇φε,δ∣∣∣p)
1
p
= 0.
For the second term on the righthand side of (2.6), the ergodic theorem proves almost surely for
every δ ∈ (0, 1) that
(2.10) lim
ε→0
( 
B1
∣∣∣∇(φε − φε,δ)∣∣∣p)
1
p
= E
[∣∣∣F − F δ∣∣∣p] 1p ,
for F δ(ω) =
´
Rd
F (τyω)ρ
δ(y) dy. Returning to (2.6), it follows from (2.9) and (2.10) that
lim sup
ε→0
( 
B1
∣∣∣∣φε −
 
B1
φε
∣∣∣∣
p∗) 1p∗ ≤ E [∣∣∣F − F δ∣∣∣p] 1p .
It follows from F ∈ Lp(Ω;Rd) that limδ→0 E
[∣∣F − F δ∣∣p] 1p = 0, which complete the proof of (2.5).
It remains to prove that (2.5) implies (2.3). The following argument appears in [13, Lemma 2].
Due to the equivalence (2.4), almost surely for every δ ∈ (0, 1) there exists R0 ∈ (0,∞) such that,
for every R ≥ R0, ( 
BR
∣∣∣∣φ−
 
BR
φ
∣∣∣∣
p∗) 1p∗ ≤ Rδ.
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By the triangle inequality, for every R ∈ [R0, 2R0], for c ∈ (0,∞) independent of R,∣∣∣∣∣
 
BR
φ−
 
BR0
φ
∣∣∣∣∣ ≤
( 
BR0
∣∣∣∣φ−
 
BR
φ
∣∣∣∣
p∗
) 1
p∗
+
( 
BR0
∣∣∣∣∣φ−
 
BR0
φ
∣∣∣∣∣
p∗) 1p∗
≤
(
R
R0
) d
p∗
Rδ +R0δ ≤
(
2
d
p∗
+1 + 1
)
R0δ = cR0δ.
Therefore, for every R ∈ [R0, 2R0],∣∣∣∣ 1R
 
BR
φ
∣∣∣∣ ≤
(
R0
R
) ∣∣∣∣∣ 1R0
 
BR0
φ
∣∣∣∣∣+ c
(
R0
R
)
δ.
It then follows inductively that, for every R ∈ [2k−1R0, 2kR0],∣∣∣∣ 1R
 
BR
φ
∣∣∣∣ ≤
(
2k−1R0
R
) ∣∣∣∣∣ 12k−1R0
 
B
2k−1R0
φ
∣∣∣∣∣+ c
(
2k−1R0
R
)
δ
≤
∣∣∣∣∣ 1R
 
BR0
φ
∣∣∣∣∣+ c

 ∞∑
j=0
2−j

 δ =
∣∣∣∣∣ 1R
 
BR0
φ
∣∣∣∣∣+ 2cδ.
Since δ ∈ (0, 1) was arbitrary, we have almost surely that
(2.11) lim sup
R→∞
∣∣∣∣ 1R
 
BR
φ
∣∣∣∣ = 0.
The triangle inequality, (2.5), and (2.11) prove almost surely that
lim sup
R→∞
1
R
( 
BR
|φ|p∗
) 1
p∗ ≤ lim sup
R→∞
1
R
( 
BR
∣∣∣∣φ−
ˆ
BR
φ
∣∣∣∣
p∗) 1p∗
+ lim sup
R→∞
∣∣∣∣ 1R
 
BR
φ
∣∣∣∣ = 0,
which completes the proof for the case p < d and q = p∗. The fact that (2.3) holds for the cases
p < d and q ∈ [1, p∗) and p ≥ d and q ∈ [1,∞) is then a consequence of Ho¨lder’s inequality. If p > d,
returning to (2.5), the Sobolev embedding theorem implies that the sequence {φε − ´B1 φε}ε∈(0,1)
is almost surely bounded in Cα(B1) for α = 1 − d/p. The Arzela`-Ascoli theorem, (2.8), and (2.11)
then prove almost surely that
lim
ε→0
‖φε‖L∞(B1) = limR→∞
1
R
‖φ‖L∞(BR) = 0. 
Proposition 2.2. Assume (1.11) under the weaker assumption S ∈ L2(Ω;Rd×d). Let F ∈
L2(Ω;Rd) and α ∈ (0, 1). Then there exists a unique Φ ∈ H1(Ω) satisfying the equation
αΦ−D · (A+ S)DΦ = −D · F in D′(Ω).
Furthermore, Φ satisfies the energy identity
(2.12) E
[
αΦ2 +ADΦ ·DΦ] = E [F ·DΦ] .
Proof. We will write S = (Sij)i,j∈{1,...,d} ∈ L2(Ω;Rd×d) and for every n ∈ N we define
Sn = ((Sij ∧ n) ∨ (−n))i,j∈{1,...,d}.
The Lax-Milgram theorem proves that there exists a unique Φn ∈ H1(Ω) which satisfies
αΦn −D · (A+ Sn)DΦn = −D · F in H−1(Ω).
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The boundedness and anti-symmetry of Sn, the uniform ellipticity of A, Ho¨lder’s inequality, and
Young’s inequality prove that there exists c ∈ (0,∞) such that, for each n ∈ N,
(2.13) E
[
αΦ2n + |DΦn|2
]
≤ cE
[
|F |2
]
.
It follows from (2.13) that there exists Φ ∈ H1(Ω) such that, after passing to a subsequence, as
n→∞,
(2.14) Φn ⇀ Φ weakly in H1(Ω).
Since Sn → S strongly in L2(Ω,Rd×d), it follows from (2.14) and D(Ω) ⊆ H1(Ω) that Φ solves
(2.15) αΦ−D · (A+ S)DΦ = −D · F in D′(Ω).
Uniqueness is an immediate consequence of the linearity, the uniform ellipticity of A, and the energy
estimate. Therefore, it remains only to prove the energy estimate (2.12). The skew-symmetry of S
and D · (D · S) = 0 prove that, for every ψ ∈ D(Ω),
(2.16) E [SDΦ ·Dψ] = −E [(D · S) ·DψΦ] = E [((D · S) ·DΦ)ψ] .
For each n ∈ N let Φn = (Φ∧n)∨ (−n) and for every ε ∈ (0, 1) let ρε denote a standard convolution
kernel of scale ε ∈ (0, 1). For every n ∈ N and ε ∈ (0, 1) let
Φn,ε(ω) =
ˆ
Rd
Φn(τxω)ρ
ε(x) dx.
It follows by definition that the Φn,ε are admissible test functions for (2.15) and, after using the
boundedness of Φn to pass to the limit ε→ 0, it follows from (2.15) and (2.16) that
(2.17) E [αΦΦn +ADΦ ·DΦn] = −E [(D · S)DΦΦn] + E [F ·DΦn] .
Since the distributional equalityDΦΦn = D
(
ΦΦn − 1/2Φ2n
)
, the boundedness of Φn, andD·(D·S) =
0 prove that
(2.18) E [(D · S)DΦΦn] = E
[
(D · S) ·D (ΦΦn − 1/2Φ2n)] = 0,
it follows from (2.17), (2.18), and the distributional inequality DΦn = DΦ1{|Φ|≤n} that
(2.19) E
[
αΦΦn +ADΦ ·DΦ1{|Φ|≤n}
]
= E
[
F ·DΦ1{|Φ|≤n}
]
.
The energy estimate (2.12) then follows by the dominated convergence theorem, after passing to
the limit n→∞ in (2.19). This completes the proof. 
Proposition 2.3. Assume (1.11) under the weaker assumption S ∈ L2(Ω;Rd×d). Let F ∈
L2(Ω;Rd). Then there exists a unique Φ ∈ L2pot(Ω) which satisfies the equation
(2.20) −D · (A+ S)Φ = −D · F in D′(Ω).
Furthermore, Φ satisfies the energy identity
(2.21) E [AΦ · Φ] = E [F · Φ] .
Proof. For every α ∈ (0, 1) let Φα ∈ H1(Ω) be the unique solution of
(2.22) αΦα −D · (A+ S)DΦα = −D · F in D′(Ω).
It follows from (2.12), the uniform ellipticity, Ho¨lder’s inequality, and Young’s inequality that, for
some c ∈ (0,∞) independent of α ∈ (0, 1),
E
[
α(Φα)
2 + |DΦα|2
]
≤ cE
[
|F |2
]
.
Therefore, after passing to a subsequence α→ 0, there exists Φ ∈ L2pot(Ω) such that
(2.23) aΦα → 0 strongly in L2(Ω) and DΦα ⇀ Φ weakly in L2pot(Ω).
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It follows from (2.22) and (2.23) that
(2.24) −D · (A+ S)Φ = −D · F in D′(Ω).
This completes the proof of existence.
We will now prove the energy identity (2.21). Since Φ ∈ L2pot(Ω) is curl-free and satisfies (2.24),
by integration let φ : Rd × Ω → R be the unique function almost surely satisfying fflB1 φ = 0,
φ ∈ H1loc(Rd) with ∇φ(x, ω) = Φ(τxω), and, for every ψ ∈ C∞c (Rd),ˆ
Rd
(a+ s)∇φ · ∇ψ =
ˆ
Rd
f · ∇ψ,
for a(x, ω) = A(τxω), s(x, ω) = S(τxω), and f(x, ω) = F (τxω). Since ∇ · (∇ · s) = 0 almost surely
on Rd, a repetition of the argument from Proposition 2.2 proves that, for every ψ ∈ C∞c (Rd),ˆ
Rd
s∇φ · ∇ψ =
ˆ
Rd
(∇ · s) · ∇φψ.
Therefore, almost surely for every ψ ∈ C∞c (Rd),
(2.25)
ˆ
Rd
a∇φ · ∇ψ + ((∇ · s) · ∇φ)ψ =
ˆ
Rd
f · ∇ψ.
Let η : Rd → [0, 1] be a smooth function satisfying η = 1 on B1 and η = 0 on Rd \B2 and for every
R ∈ (0,∞) let ηR(x) = η(x/R). For every ε ∈ (0, 1) let ρε ∈ C∞c (Rd) be a standard convolution
kernel of scale ε ∈ (0, 1). For every n ∈ N let φn = (φ ∧ n) ∨ (−n). Then for every R ∈ (0,∞),
ε ∈ (0, 1), and n ∈ N, the function (φn ∗ ρε)ηR is an admissible test function for (2.25). Using the
boundedness of φn to pass to the limit ε→ 0, we have almost surely for every n ∈ N that
(2.26)
ˆ
Rd
a∇φ · ∇φnηR + a∇φ · ∇ηRφn + ((∇ · s) · ∇φ)φnηR =
ˆ
Rd
f · ∇φnηR + f · ∇ηRφn.
The distributional equality ∇φφn = ∇
(
φφn − 1/2φ2n
)
, the fact that (∇ · s) is divergence free, and
the skew-symmetry of s prove that
(2.27)
ˆ
Rd
((∇ · s) · ∇φ)φnηR = −
ˆ
Rd
((∇ · s) · ∇ηR)
(
φφn − 1/2φ2n
)
=
ˆ
Rd
(s∇φ · ∇ηR)φn.
It then follows from (2.26), (2.27), and the distributional equality ∇φn = ∇φ1{|φ|≤n} thatˆ
Rd
a∇φ · ∇φ1{|φ|≤n}ηR −
ˆ
Rd
f · ∇φ1{|φ|≤n}ηR(2.28)
=
ˆ
Rd
f · ∇ηRφn − a∇φ · ∇ηRφn − (s∇φ · ∇ηR)φn.
For each R ∈ (0,∞) let cR =
´
Rd
ηR. It follows from the definition of ηR that |BR| ≤ cR ≤ |B2R|.
We now make the choice n = R. It then follows from the definition of ηR, the definition of cR, the
definition of φn, the uniform ellipticity, (2.28), and Ho¨lder’s inequality that, for some c ∈ (0,∞)
independent of R,∣∣∣∣c−1R
ˆ
Rd
a∇φ · ∇φ1{|φ|≤R}ηR − c−1R
ˆ
Rd
f · ∇φ1{|φ|≤R}ηR
∣∣∣∣(2.29)
≤ c
(
1
R
( 
B2R
|φ|2
) 1
2
( 
B2R
|f |2 + |∇φ|2
) 1
2
+
1
R
( 
B2R
|s|2
) 1
2
( 
B2R
|∇φ|2 φ2R
) 1
2
)
.
The difficulty in the proof is that, since φ is not itself stationary, it is not obvious for instance that
(2.30) lim
R→∞
c−1R
ˆ
Rd
a∇φ · ∇φ1{|φ|≤R}ηR = E [aΦ · Φ] ,
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as is formally suggested by the ergodic theorem. We will prove (2.30) using the sublinearity of φ.
For each R ∈ (0,∞) we write
c−1R
ˆ
Rd
a∇φ · ∇φ1{|φ|≤R}ηR = c−1R
ˆ
Rd
a∇φ · ∇φηR − c−1R
ˆ
Rd
a∇φ · ∇φ1{|φ|>R}ηR.
Since the ergodic theorem proves almost surely that
E [AΦ · Φ] = lim
R→∞
c−1R
ˆ
Rd
a∇φ · ∇φηR,
it remains only to prove almost surely that
(2.31) lim
R→∞
c−1R
ˆ
Rd
a∇φ · ∇φ1{|φ|>R}ηR = 0.
Chebyshev’s inequality and the definition of ηR prove that, for c ∈ (0,∞) independent of R ∈ (0,∞),
c−1R |{|φ| > R} ∩ Supp(ηR)| ≤ c−1R |{|φ| > R} ∩B2R| ≤
c
R2
 
B2R
|φ|2 ,
from which we almost surely conclude using Proposition 2.1 that
(2.32) lim sup
R→∞
c−1R |{|φ| > R} ∩ Supp(ηR)| ≤ lim sup
R→∞
c
R2
 
B2R
|φ|2 = 0.
We now exploit the stationarity of ∇φ. For each R ∈ (0,∞) and K ∈ N, the uniform ellipticity
and the definitions of ηR and cR prove that, for some c ∈ (0,∞) independent of R and K,∣∣∣∣c−1R
ˆ
Rd
a∇φ · ∇φ1{|φ|>R}ηR
∣∣∣∣ ≤
∣∣∣∣c−1R
ˆ
Rd
a∇φ · ∇φ1{|φ|>R,|∇φ|≤K}ηR
∣∣∣∣(2.33)
+ c
∣∣∣∣
 
B2R
|∇φ|2 1{|∇φ|>K}
∣∣∣∣ .
After applying the dominated convergence theorem, the ergodic theorem, the stationarity of ∇φ,
and (2.32) to (2.33), we have almost surely for every K ∈ N that
lim sup
R→∞
∣∣∣∣c−1R
ˆ
Rd
a∇φ · ∇φ1{|φ|>R}ηR
∣∣∣∣ ≤ cE [|Φ|2 1{|Φ|>K}] .
Therefore, since Φ ∈ L2pot(Ω), after passing to the limit K → ∞ we conclude the proof of (2.31)
and therefore the proof of (2.30). The identical proof shows almost surely that
(2.34) lim
R→∞
c−1R
ˆ
Rd
f · ∇φ1{|φ|≤R} = E [F · Φ] .
It remains to treat the two terms on the righthand side of (2.29). Proposition 2.1, F,Φ ∈ L2(Ω;Rd),
and the ergodic theorem prove almost surely that
(2.35) lim
R→∞
[
1
R
( 
B2R
|φ|2
) 1
2
( 
B2R
|f |2 + |∇φ|2
) 1
2
]
= 0.
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For the final term on the righthand side of (2.29), it follows from the definition of φR and the
triangle inequality that, for each K ∈ N and R ∈ (0,∞),
1
R
( 
B2R
|s|2
) 1
2
( 
B2R
|∇φ|2 φ2R
) 1
2
≤ 1
R
( 
B2R
|s|2
) 1
2
( 
B2R∩{|∇φ|≤K}
|∇φ|2 φ2R
)1
2
+
1
R
( 
B2R
|s|2
) 1
2
( 
B2R∩{|∇φ|>K}
|∇φ|2 φ2R
) 1
2
≤ K
R
( 
B2R
|s|2
) 1
2
( 
B2R
φ2
)1
2
+
( 
B2R
|s|2
) 1
2
( 
B2R∩{|∇φ|>K}
|∇φ|2
) 1
2
.
The ergodic theorem, the stationarity of ∇φ, S ∈ L2(Ω;Rd×d), and Proposition 2.1 then prove
almost surely that, for some c ∈ (0,∞) independent of K ∈ N,
lim sup
R→∞
1
R
( 
B2R
|s|2
) 1
2
( 
B2R
|∇φ|2 φ2R
) 1
2
≤ cE
[
|Φ|2 1{|Φ|>K}
]
.
Since Φ ∈ L2pot(Ω), after passing to the limit K →∞ we conclude almost surely that
(2.36) lim sup
R→∞
1
R
( 
B2R
|s|2
)1
2
( 
B2R
|∇φ|2 φ2R
) 1
2
= 0.
In combination (2.29), (2.30), (2.34), (2.35), and (2.36) prove that
(2.37) E [AΦ · Φ] = E [F · Φ] ,
which complete the proof of the energy identity.
It remains only to prove uniqueness. Suppose that Φ1,Φ2 ∈ L2pot(Ω) satisfy (2.20) and (2.21).
Then by linearity the difference Φ1 − Φ2 satisfies both (2.20) and (2.21) with F = 0. The uniform
ellipticity and the energy identity (2.37) prove that
λE
[
|Φ1 − Φ2|2
]
≤ E [A · (Φ1 − Φ2) · (Φ1 − Φ2)] = 0,
which proves that Φ1 = Φ2 in L
2
pot(Ω) and completes the proof. 
2.2. The homogenization flux corrector. We will now construct the skew-symmetric flux cor-
rectors σi satisfying (1.12). Let pd ∈ (1, 2) denote the integrability exponent
(2.38) pd =
2d
d+ 2
if d ≥ 3 and pd = 4 + 2δ
4 + δ
if d = 2,
and for each i ∈ {1, . . . , d}, using Ho¨lder’s inequality, let Qi ∈ Lpd(Ω;Rd) be the flux defined by
Qi = (A+ S)(Φi + ei).
We will identify the flux correctors σi = (σijk) by their stationary gradients Σijk satisfying the
equation
−D · Σijk = DjQik −DkQij in D′(Ω).
We construct the Σijk in Proposition 2.4 below and prove that the resulting skew-symmetric ma-
trices σi defined on R
d by integration almost surely satisfy ∇·σi = qi for qi(x, ω) = Qi(τxω)−E[Qi]
in Proposition 2.5 below.
Proposition 2.4. Assume (1.11). Let p ∈ (1,∞) and let F ∈ Lp(Ω;Rd). Then there exists a
unique weak solution Φ ∈ Lp(Ω;Rd) of the equation
(2.39) −D · Φ = −D · F in D′(Ω),
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with E[Φ] = 0 and such that, for every i, j ∈ {1, 2, . . . , d},
(2.40) DiΦj = DjΦi in D′(Ω).
Proof. Let p ∈ (1,∞). We will first consider a smooth righthand side F = (F1, . . . , Fd) ∈ D(Ω)d.
The Lax-Milgram theorem proves that, for every α ∈ (0, 1), there exists a unique solution Φα ∈
L2pot(Ω) of the equation
αΦα −D ·DΦα = −D · F in D′(Ω).
Since Φα ∈ L2pot(Ω) is mean zero and curl-free, define by integration φα : Rd×Ω→ R which almost
surely satisfies φα ∈ H1loc(Rd), ∇φα(x, ω) = Φα(τxω), and
aφα −∆φα = −∇ · f in Rd,
for f(x, ω) = F (τxω). Due to the C
1-boundedness of f , it follows from the Feynman-Kac formula
that
φα(x, ω) =
ˆ ∞
0
ˆ
Rd
e−αs(4πs)−d/2 exp(−|x−y|2/4s) (−∇y · f(y, ω)) dy ds,
from which a direct computation proves almost surely that, for c ∈ (0,∞) independent of α ∈ (0, 1),
(2.41) ‖∇φα‖L∞(Rd;Rd) ≤
c
α
.
Therefore, almost surely,
∇φα(x, ω) =
ˆ ∞
0
ˆ
Rd
e−αs(4πs)−d/2∇x∇y
(
exp(−|x−y|2/4s)) f(y, ω) dy ds
=
ˆ
Rd
∇x∇yKα(x, y)f(y, ω) dy,
for Kα(x, y) =
´∞
0 e
−αs(4πs)−d/2 exp
(−|x−y|2/4s) ds. A direct computation proves that, for c ∈
(0,∞) independent of α ∈ (0, 1),
|∇xKα(x, y)| + |∇yKα(x, y)| ≤ c |x− y|1−d e−
√
α|x−y|,
and, for c ∈ (0,∞) independent of α ∈ (0, 1),
(2.42) |∇x∇yKα(x, y)| ≤ c |x− y|−d e−
√
α|x−y|.
Therefore ∇x∇yKα(x, y) defines a Calderon-Zygmund kernel (cf. eg. Stein [49]). Let η : Rd → [0, 1]
be a smooth function satisfying η = 1 on B1 and η = 0 on R
d \ B2, and for every R ∈ (0,∞) let
ηR(x) = η(x/R). For each R ∈ (0,∞) let
∇φα,R(x, ω) =
ˆ
Rd
∇x∇yKα(x, y)ηR(y)f(y, ω) dy.
It follows almost surely from (2.42) that, for constants c1, c2 ∈ (0,∞) independent of α ∈ (0, 1),
(2.43) sup
x∈BR/2
|∇φα(x, ω)−∇φα,R(x, ω)| ≤ c1 ‖F‖L∞(Ω) (
√
αR)−1 exp(−c2
√
αR).
It follows from (2.42) and the Calderon-Zygmund estimate (cf. eg. [49]) that there exists c ∈ (0,∞)
depending on p and d such that
(2.44)
ˆ
Rd
|∇φα,R|p ≤ c
ˆ
Rd
|ηRf |p .
In combination (2.43), (2.44), and the definition of ηR prove almost surely that, for every R ∈ (0,∞),
for c ∈ (0,∞) depending on p and d but independent of R ∈ (0,∞), 
BR
2
|∇φα|p ≤ c
 
B2R
|f |p + c1 ‖F‖L∞(Ω) (
√
αR)−1 exp(−c2
√
αR).
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Therefore, after passing to the limit R → ∞, the ergodic theorem and (2.41) prove that, for
c ∈ (0,∞) depending on p and d,
(2.45) E [|DΦα|p] ≤ cE [|F |p] .
Then, after passing to a subsequence α → 0, the weak lower-semicontinuity of the Sobolev norm
proves that there exists Φ ∈ L2pot(Ω) satisfying, for c ∈ (0,∞) depending on p and d,
−D · Φ = −D · F in D′(Ω) with E [|Φ|p] ≤ cE [|F |p] .
The proof of existence for F ∈ Lp(Ω;Rd) then follows from the density of D(Ω) in Lp(Ω), the
definition of L2pot(Ω), and the weak lower-semicontinuity of the Sobolev norm. It remains to prove
uniqueness.
By linearity, it suffices to prove that the only Φ ∈ Lp(Ω;Rd) satisfying (2.39) and (2.40) with
F = 0 is Φ = 0. Since Φ is mean zero and curl free let φ : Rd ×Ω→ R be the unique function that
almost surely satisfies
ffl
B1
φ = 0, that φ ∈W 1,ploc (Rd) with ∇φ(x, ω) = Φ(τxω), and that φ is a weak
solution of −∆φ = 0 on Rd. For every ε ∈ (0, 1) let ρε ∈ C∞c (Rd) be a standard convolution kernel
of scale ε and let φε = u ∗ ρε. Then φε is almost surely harmonic on Rd and the Feynman-Kac
formula proves that there exists c ∈ (0,∞) such that, for every ε ∈ (0, 1) and t ∈ (0,∞),
|∇φε(0)| =
∣∣∣∣
ˆ
Rd
φε(y)(4πt)−d/2
y
2
exp
(−|y|2/4t) dy∣∣∣∣(2.46)
≤ c
(ˆ
Rd
φε(
√
ty)√
t
|y| exp (−|y|2/4) dy) .
For each R ∈ (0,∞) there exists c ∈ (0,∞) independent of R such that
(2.47) |∇φε(0)| ≤ c
(
Rd
 
BR
φε(
√
ty)√
t
dy +
ˆ ∞
R
(
φε(0)√
t
+
 
Br
∣∣∣∇φε(√ty)∣∣∣ dy) r2de− |r|24 dr) .
Proposition 2.1, the ergodic theorem, and Φ ∈ Lp(Ω;Rd) prove almost surely for some c ∈ (0,∞)
that, after passing to the limit t→∞,
|∇φε(0)| ≤ cE [|Φε|]
ˆ ∞
R
r2de−
r2
4 dr,
for Φε(ω) =
´
Rd
Φ(τxω)ρ
ε(x) dx. After passing to the limit R → ∞, we conclude almost surely
that |∇φε(0)| = 0 and therefore by stationarity that Φε = 0. After passing to the limit ε → 0, we
conclude that Φ = 0. This completes the proof. 
Proposition 2.5. Assume (1.11). Let pd ∈ (1,∞) be defined in (2.38). For every i, j, k ∈ {1, . . . , d}
let Σijk ∈ Lpd(Ω;Rd) be the unique solution of
−D · Σijk = DjQik −DkQij in D′(Ω),
defined in Proposition 2.4 and let σijk : R
d × Ω → R be the unique function that almost surely
satisfies
ffl
B1
σijk = 0, σijk ∈W 1,pdloc (Rd) with ∇σ(x, ω) = Σijk(τxω), and, for every ψ ∈ C∞c (Rd),ˆ
Rd
∇σijk · ∇ψ =
ˆ
Rd
∂kψqij − ∂jψqik,
for qi(x, ω) = Qi(τxω) − E[Qi]. Then for every i ∈ {1, . . . , d} the matrix σi = (σijk)j,k∈{1,...,d} is
skew-symmetric and almost surely satisfies
(2.48) ∇ · σi = qi in Rd for (∇ · σi)j = ∂kσijk.
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Proof. Let i, j, k ∈ {1, . . . , d}. It follows from the uniqueness of Proposition 2.4 that Σijk = −Σikj
and therefore it follows from the definition of σijk that σijk = −σikj. This proves that σi is skew-
symmetric. It remains only to prove the equality (2.48). This will follows from the distributional
equality, for every j ∈ {1, . . . , d},
∆ ((∇ · σi)j − qij) = 0.
Indeed, using the equation satisfied by the σijk and the fact that qi is divergence free, for each
j ∈ {1, . . . , d} we have as distributions that
(2.49) ∆ ((∇ · σi)j − qij) = ∂s∂s (∂kσijk − qij) = ∆qij − ∂k∂jqik −∆qij = −∂j(∇ · qik) = 0.
Equation (2.49) proves that, for standard convolution kernels ρε ∈ C∞c (Rd) of scale ε ∈ (0, 1), for
every j ∈ {1, . . . , d} and ε ∈ (0, 1),
∆ [((∇ · σi)j − qij) ∗ ρε] = 0 in Rd.
A repetition of the arguments leading to (2.46) and (2.47) in the proof of Proposition 2.4 proves
that, for each j ∈ {1, . . . , d} there exists cεj ∈ L∞(Ω) such that almost surely
[((∇ · σi)j − qij) ∗ ρε](x, ω) = cεj(ω) for every x ∈ Rd.
Since the gradient fields Σijk are mean zero, the stationarity of the gradient, the stationarity of
the flux, and the definition of the qi prove almost surely with the ergodic theorem that, for every
j ∈ {1, . . . , d},
0 = lim
R→∞
 
BR
((∇ · σi)j − qij) ∗ ρε = cεj(ω).
Therefore, after passing to the limit ε→ 0, we have almost surely that
∇ · σi = qi in Rd. 
2.3. The stream matrix. In Proposition 2.6 below, we will prove that every mean zero, divergence
free, Lp-integrable stream matrix B satisfying a finite-range of dependence admits an Lp-integrable
stream matrix provided p ∈ [2,∞) and the dimension d ≥ 3. We assume a finite range of dependence
for simplicity: that is, there exists R ∈ (0,∞) such that for subsets A1, A2 ⊆ Rd the sigma algebras
σ(B(τxω) : x ∈ A1) and σ(B(τxω) : x ∈ A2) are independent whenever d(A1, A2) ≥ R.
In the case p = 2, for instance, the same proof yields the existence of a stationary stream matrix
provided the spatial correlations of B decay faster than a square.
Proposition 2.6. Assume (1.11). Let d ∈ [3, 4, . . .), let p ∈ [2,∞), and let B ∈ Lp(Ω;Rd) satisfy
E[B] = 0, D ·B = 0, and, for some R ∈ (0,∞), for every A1, A2 ⊆ Rd,
(2.50) σ(B(τxω) : x ∈ A1) and σ(B(τxω) : x ∈ A2) are independent whenever d(A1, A2) ≥ R.
Then there exists skew-symmetric matrix S = (Sjk)j,k∈{1,...,d} ∈ Lp(Ω;Rd×d) that satisfies
D · S = B in Lp(Ω;Rd).
Proof. Let FB denote the sigma algebra generated by B and consider the space (Ω,FB ,P). It follows
from (2.50) that every FB-measurable random variable satisfies a finite range of dependence. Let
X = (Xi)i∈{1,...,d} ∈ L∞(Ω;Rd) be FB-measurable and for every α ∈ (0, 1) let Sα ∈ H1(Ω) denote
the unique Lax-Milgram solution of the equation
αSα −D ·DSα = D ·X.
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Due to the boundedness of X, we have the representation
Sα(ω) =
ˆ ∞
0
ˆ
Rd
(4πs)−
d
2 e−αs−
|x|2
4s
x
2s
·X(τxω) dxds(2.51)
= (4π)−
d
2
ˆ ∞
0
ˆ
Rd
|x|1−d s−(d2+1)e−α|x|2− 14s x
2 |x| ·X(τxω) dxds.
Let q ∈ {2, 4, 6, . . .} be a nonzero even integer and let Iq denote the collection of partitions of
{1, 2, . . . , q} of the form
Iq =

β = (β1, . . . , βN(β)) : N(β) ∈ N, βj ∈ {2, 3, . . .} ∀ j ∈ {1, . . . , N(β)}, and
N(β)∑
j=1
βj = q

 ,
which are exactly the partitions of {1, 2, . . . , q} that contain no singletons. We define for every
β ∈ Iq the integral
Iβ =
N(β)∏
j=1
ˆ
Rd
ˆ
BRq(xβj )
βj−1
βj∏
k=βj−1+1
|xk|1−d dxβj−1+1 . . . dxβj
and observe from the assumption d ≥ 3 and the fact that βj ≥ 2 for every j ∈ {1, . . . , N(β)} that,
for some c ∈ (0,∞) independent of α ∈ (0, 1), for every β ∈ Iq,
Iβ ≤ c
N(β)∏
j=1
ˆ
Rd
(
1 ∧ ∣∣xβj ∣∣1−d)βj dxβj ≤ c
(ˆ ∞
0
(1 ∧ r(1−d)) dr
)N(β)
<∞.
It then follows from the FB-measurability of X, (2.50), the fact that transformation group preserves
the measure, Ho¨lder’s inequality, and an explicit calculation based on (2.51) that, for some c ∈
(0,∞) independent of α ∈ (0, 1),
(2.52) E [Sqα] ≤ cE [|X|q]
∑
β∈Iq
Iβ ≤ cE [|X|q] .
Since it follows from (2.45) that, for some c ∈ (0,∞) independent of α ∈ (0, 1),
(2.53) E [|DSα|q] ≤ cE [|X|q] ,
it follows after passing to a subsequence α → 0 that there exists S ∈ Lq(Ω) ∩ H1(Ω) with DS ∈
Lq(Ω;Rd) such that
Sα ⇀ S weakly in L
q(Ω) and DSα ⇀ DS weakly in L
q(Ω;Rd).
It follows from Proposition 2.4, (2.52), (2.53), and the weak lower-semicontinuity of the Sobolev
norm that DS ∈ Lq(Ω;Rd) is the unique curl free, mean zero solution of
(2.54) −D ·DS = D ·X in D′(Ω),
and that, for some c ∈ (0,∞) depending on q ∈ {2, 4, 6, . . .} but independent of X,
(2.55) E [|S|q + |DS|q] ≤ cE [|X|q] .
The density of bounded functions in Lq(Ω) for every q ∈ {2, 4, 6, . . .} proves that, for every FB-
measurable X ∈ Lq(Ω;Rd) there exists a unique S ∈ Lq(Ω) ∩ H1(Ω) with DS ∈ Lq(Ω;Rd) that
satisfies (2.54) and (2.55). Finally, since q ∈ {2, 4, 6, . . .} was arbitrary, it follows from the Riesz-
Thorin interpolation theorem applied to the spaces Lp(Ω,FB) for p ∈ [2,∞) that for every FB-
measurable X ∈ Lp(Ω;Rd) there exists a unique S ∈ Lp(Ω)∩H1(Ω) with DS ∈ Lp(Ω;Rd) satisfying
(2.54) and (2.55).
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Now let B = (Bi)i∈{1,...,d} ∈ Lp(Ω;Rd) for some p ∈ [2,∞) be mean zero and divergence free in
the sense that E[B] = 0 and D · B = 0, and let B satisfy a finite range of dependence. For every
j, k ∈ {1, . . . , d} let Sjk ∈ Lp(Ω) ∩H1(Ω) be the unique solution of
−D ·DSjk = DjBk −DkBj.
The uniqueness proves that Sjk = −Skj for every j, k ∈ {1, . . . , d} and it follows from Proposition 2.5
and E[B] = 0 that for S = (Sjk)j,k∈{1,...,d} we have D · S = B in Lp(Ω;Rd). This completes the
proof. 
3. Quenched stochastic homogenization
In this section, we will prove the quenched stochastic homogenization of the equation
(3.1) −∇ · (aε + sε)∇uε = f in U with uε = g on ∂U.
The proof is based on estimating the energy of the two-scale expansion
wε = uε − v − εφεi∂iv,
where, for the gradient fields Φi ∈ L2pot(Ω) constructed in Proposition 2.3, the physical correctors
φi are the unique functions that almost surely satisfy
ffl
B1
φi = 0, φi ∈ H1loc(Rd) with ∇φi(x, ω) =
Φi(τxω), and, for every ψ ∈ C∞c (Rd),
(3.2)
ˆ
Rd
(a+ s)(∇φi + ei) · ∇ψ = 0,
and where φεi (x, ω) = φ(x/ε, ω). The limit v ∈ H1(U) solves the homogenized equation
(3.3) −∇ · a∇v = f in U with u = f on ∂U,
for the homogenized coefficient field a ∈ Rd×d defined for each i ∈ {1, . . . , d} by
(3.4) aei = E [(A+ S)(Φi + ei)] .
Motivated by the analogous computation in [31], after introducing the flux correctors σi we will
prove that, up to boundary terms,
−∇ · (aε + sε)∇wε = ∇ · [(εφεi (aε + sε)− εσεi )∇(∂iv)] .
The strong convergence of ∇wε to zero in the ε→ 0 limit then follows formally from the Ld∨(2+δ)-
integrability of the stream matrix, Proposition 2.1, and the regularity of a-harmonic functions.
This section is organized as follows. We prove the well-posedness of (3.1) in Proposition 3.1
below. We prove that a is uniform elliptic in Proposition 3.2 below which relies on the energy
identity (2.21). Finally, we prove the quenched homogenization of (3.1) in Theorem 3.3 below.
Proposition 3.1. Let U ⊆ Rd be a bounded C2,α-domain for some α ∈ (0, 1), let a ∈ L∞(U ;Rd×d)
be uniformly elliptic, and let s = (sjk) ∈ H1(U ;Rd×d) be skew-symmetric. Then for every f1 ∈
L2(U), f2 ∈ L2(U ;Rd), and g ∈ W 1,∞(∂U) there exists a unique weak solution u ∈ H1(U) of the
equation
(3.5) −∇ · (a+ s)∇u = f1 +∇ · f2 in U with u = g on ∂U.
Proof. The regularity of the domain U and the tubular neighborhood theorem prove that there
exists a globally Lipschitz continuous function g : Rd → R such that g|∂U = g. Then by considering
u˜ = u− g it follows that u ∈ H1(U) solves (3.5) if and only if u˜ ∈ H10 (U) solves
−∇ · (a+ s)∇u˜ = f1 +∇ · f˜2 in U with u = 0 on ∂U,
for f˜2 = f2 + a∇g + s∇g ∈ L2(U ;Rd). It is therefore sufficient to consider the case g = 0.
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Let f1 ∈ L2(U) and f2 ∈ L2(U ;Rd) and for each n ∈ N let sn = (snjk) be defined by snjk =
(sjk ∧ n) ∨ (−n). The Lax-Milgram theorem proves for every n ∈ N that there exists a unique
solution un ∈ H10 (U) of the equation
(3.6) −∇ · (a+ sn)∇un = f1 +∇ · f2 in U with u = 0 on ∂U,
which due to the skew-symmetry of sn, the uniform ellipticity, and the Poincare´ inequality satisfies
the energy equality, for some c ∈ (0,∞) independent of n,
(3.7)
ˆ
U
|∇un|2 ≤ c
ˆ
U
|f1|2 + |f2|2 .
Therefore, after passing to a subsequence n → ∞, it follows from (3.6), (3.7), and the strong
convergence of sn to s in L
2(U ;Rd×d) that there exists u ∈ H10 (U) such that un ⇀ u weakly in
H10 (U) and such that, for every ψ ∈ C∞c (U),ˆ
U
(a+ s)∇u · ∇ψ =
ˆ
U
f1ψ − f2 · ∇ψ.
It remains to prove the uniqueness of u. By linearity, it suffices to prove that the only u ∈ H10 (U)
that solves (3.8) with f1 = 0 and f2 = 0 is u = 0. Since s ∈ H1(U ;Rd×d) is skew symmetric and
since ∇ · s is divergence free, we have, for every ψ ∈ C∞c (U),ˆ
U
s∇u∇ψ = −
ˆ
U
(∇ · s) · ∇ψu =
ˆ
U
(∇ · s) · ∇uψ.
Therefore, for every ψ ∈ C∞c (U),
(3.8)
ˆ
U
a∇u · ∇ψ +
ˆ
U
(∇ · s)∇uψ = 0.
It follows as in the proof of Proposition 2.3 that for each n ∈ N the function un = (u∧ n)∨ (−n) is
an admissible test function for (3.8). The distributional equalities ∇un = ∇u1{|u|≤n} and ∇uun =
∇(uun − 1/2u2n) and the fact that ∇ · s is divergence free then prove, for each n ∈ N,ˆ
U
a∇u · ∇u1{|u|≤n} = 0.
After passing to the limit n → ∞, we conclude using the uniform ellipticity and the monotone
convergence theorem that ∇u = 0 and therefore that u = 0. This completes the proof. 
Proposition 3.2. Assume (1.11). Let a ∈ Rd×d be defined by (3.4). Then, for every ξ ∈ Rd,
|aξ| ≤ 2
(
Λ+ E
[
|S|2
]1
2
)( d∑
i=1
E[|Φi + ei|2]
) 1
2
|ξ| and aξ · ξ ≥ λ |ξ|2 .
Proof. The uniform ellipticity, Ho¨lder’s inequality, the linearity, and the definition of a prove that,
for every ξ ∈ Rd,
|aξ| = |ξiE [(A+ S)(Φi + ei)]| ≤ 2
(
Λ+ E
[
|S|2
] 1
2
)
|ξi|E
[
|Φi + ei|2
] 1
2
≤ 2
(
Λ+ E
[
|S|2
] 1
2
)( d∑
i=1
E[|Φi + ei|2]
) 1
2
|ξ| .
Similarly it follows by definition that
aξ · ξ = ξ2i E [(A+ S)(Φi + ei) · ei] ,
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and it follow from the skew-symmetry of S, the energy identity (2.21), the fact that −D·(A+S)Φi =
0 in L2pot(Ω), the uniform ellipticity, Jensen’s inequality, and E[Φi] = 0 that
aξ · ξ = ξ2i E [(A+ S)(Φi + ei) · (Φi + ei)] = ξ2i E [A(Φi + ei) · (Φi + ei)] ,
≥ λξ2i E
[
|Φi + ei|2
]
≥ λξ2i |E[Φi + ei]|2 = λ |ξ|2 . 
Theorem 3.3. Assume (1.11). Let α ∈ (0, 1), let U ⊆ Rd be a bounded C2,α-domain, let f ∈
Cα(U), and let g ∈ C2,α(∂U). For every ε ∈ (0, 1) let uε ∈ H1(U) be the unique solution of (3.1)
and let v ∈ H1(U) be the unique solution of (3.3). Then, almost surely as ε→ 0,
lim
ε→0
‖uε − v − εφεi∂iv‖H1(U) = 0.
Proof. We will essentially study the equation satisfied by the homogenization error
(3.9) wε = uε − v − εφεi∂iv,
after introducing a cutoff to ensure that wε vanishes along the boundary. Using the fact that
U ⊆ Rd is a bounded C2,α-domain, for each ρ ∈ (0, 1) we define ηρ : U → [0, 1] to be a smooth
cutoff function satisfying ηρ(x) = 1 if d(x, ∂U) ≥ 2ρ, ηρ(x) = 0 if d(x, ∂U) < ρ, and |∇ηρ(x)| ≤ c/ρ
for some c ∈ (0,∞) independent of ρ ∈ (0, 1). For each ε, ρ ∈ (0, 1) we define
wε,ρ = uε − v − εφεiηρ∂iv in H10 (U).
It follows by definition that
∇wε,ρ = ∇uε −∇v − ηρ∂iv∇φεi − εφεi∇(ηρ∂iv).
Distributionally, using the equation satisfied by uε,
−∇ · (aε + sε)∇wε,ρ = f +∇ · (aε + sε)∇v +∇ · (aε + sε) (ηρ∂iv∇φεi + εφε∇(ηρ∂iv)) ,
and, using the equation satisfied by v,
−∇ · (aε + sε)∇wε,ρ = ∇ · [(1− ηρ) ((aε + sε)− a)∇v](3.10)
+∇ · [((aε + sε)(∇φi + ei)− aei) ηρ∂iv]
+∇ · [(aε + sε)εφεi∇(ηρ∂iv)] .
The second term on the righthand side of (3.10) is defined for each i ∈ {1, . . . , d} by qεi (x, ω) =
Qi(τx/εω)− E [Qi] for the flux Qi defined by
Qi = (A+ S)(Φi + ei) in L
pd(Ω;Rd),
for pd defined in (2.38). The q
ε
i do not vanish in a strong sense as ε → 0, and it is for this
reason that we introduce the flux correctors defined in Proposition 2.5. For each i ∈ {1, . . . , d}
let σi = (σijk) ∈ W 1,pdloc (Rd;Rd×d) be as in Proposition 2.5 and let σεi (x, ω) = σi(x/ε, ω). Then, for
every ψ ∈ C∞c (U),ˆ
Rd
qεi ηρ∂iv · ∇ψ =
ˆ
Rd
(ηρ∂iv)q
ε
ij∂jψ =
ˆ
Rd
(ηρ∂iv)∂k(εσ
ε
ijk)∂jψ = −
ˆ
Rd
εσεijk∂k(ηρ∂iv)∂jψ,
where the final inequality relies on the skew-symmetry. So, as distributions on Rd,
∇ · [qεi ηρ∂iv] = −∇ · [εσεi∇(ηρ∂iv)] .
Returning to (3.10), we conclude that
(3.11) −∇·(aε+sε)∇wε,ρ = ∇· [(1− ηρ) ((aε + sε)− a)∇v]+∇· [(εφεi (aε + sε)− εσεi )∇(ηρ∂iv)] .
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The uniform ellipticity, Ho¨lder’s inequality, Young’s inequality, and the definition of ηρ prove that,
for some c ∈ (0,∞) independent of ε, ρ ∈ (0, 1), for qd = d ∨ (2 + δ) and 1/2∗ = 1/2− 1/qd,ˆ
U
|∇wε,ρ|2 ≤ c ‖∇v‖2L∞(U ;Rd)
(ˆ
U
(1− ηρ)2
(
|aε|2 + |sε|2
))
+ c ‖∇(ηρ∂iv)‖2L∞(U ;Rd)
(ˆ
U
|aε|qd + |sε|qd
) 2
qd
(ˆ
U
|εφεi |2∗
) 2
2∗
+ c ‖∇(ηρ∂iv)‖2L∞(U ;Rd)
(ˆ
U
|εσεi |2
)
.
The regularity of the domain and Schauder estimates (cf. eg. Gilbarg and Trudinger [30, Chapter 6])
prove that, for some c ∈ (0,∞) depending on U ,
(3.12) ‖v‖C2,α(U) ≤ c
(
‖f‖Cα(U) + ‖g‖C2,a(∂U)
)
.
It follows almost surely from Proposition 2.1, (3.12), Φi ∈ L2pot(Ω), Σijk ∈ Lpd(Ω;Rd), S ∈
Lqd(Ω;Rd×d), the uniform ellipticity, the ergodic theorem, and the definition of ηρ that, for each
ρ ∈ (0, 1), for c ∈ (0,∞) depending on U but independent of ρ ∈ (0, 1),
(3.13) lim sup
ε→0
ˆ
U
|∇wε,ρ|2 ≤ cρ ‖∇v‖2L∞(U ;Rd) E
[
|A|2 + |S|2
]
.
Then for each ε ∈ (0, 1) let wε ∈ H1(U) be defined by (3.9) and for every ρ ∈ (0, 1) observe that
∇wε = ∇wε,ρ +∇φεi (1− ηρ)∂iv + εφεi∇ ((1− ηρ)∂iv)) .
It then follows from (3.13), the triangle inequality, and Young’s inequality that, for c ∈ (0,∞)
independent of ε, ρ ∈ (0, 1),
ˆ
U
|∇wε|2
≤ c
(ˆ
U
|∇wε,ρ|2 + ‖∂iv‖2L∞(U)
ˆ
U
(1− ηρ)2 |∇φεi |2 + ‖∇((1− ηρ)∂iv)‖2L∞(U ;Rd)
ˆ
U
|εφεi |2
)
.
Proposition 2.1, (3.12), the definition of ηρ, and the ergodic theorem therefore prove almost surely
that for every ρ ∈ (0, 1), for c ∈ (0,∞) depending on U but independent of ρ,
lim sup
ε→0
ˆ
U
|∇wε|2 ≤ cρ
(
‖∇v‖2L∞(U ;Rd)E
[
|A|2 + |S|2
]
+ ‖∂iv‖2L∞(U) E
[
|Φi|2
])
.
Passing to the limit ρ→ 0, we conclude that, almost surely as ε→ 0,
(3.14) ∇wε → 0 strongly in L2(U ;Rd).
Finally, since Proposition 2.1 and Φi ∈ L2pot(Ω) prove that, almost surely as ε→ 0,
εφεi∂iv → 0 strongly in L2(U),
it follows from the uniform boundedness of the uε − v in H10 (U), the Sobolev embedding theorem,
and (3.14) that, almost surely as ε→ 0,
(3.15) wε → 0 strongly in L2(U).
In combination (3.14) and (3.15) complete the proof. 
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4. The large-scale regularity estimate
In this section, motivated by the methods of [31], we will establish an almost sure intrinsic
large-scale C1,α-regularity estimate for solutions u ∈ H1loc(Rd) of
(4.1) −∇ · (a+ s)∇u = 0 in Rd.
In analogy with the the characterization of Ho¨lder spaces by Morrey and Campanato, for each
α ∈ (0, 1) and R ∈ (0,∞) we define the excess Exc(u;R) to be the large-scale C1,α-Campanato
semi-norm with respect to the intrinsic (a+ s)-harmonic coordinates (xi + φi):
Exc(u;R) = inf
ξ∈Rd
1
R2α
 
BR
|∇u− ξ −∇φξ|2 .
Formally the homogenization of (4.1) in H1(U) and the ergodic theorem imply that the excess is
well-controlled for large radii R by the regularity of an a-harmonic function and the energy of the
random gradient fields Φi. The arguments of this section make this precise.
The section is organized as follows. In Propositions 4.2 and 4.3 below we recall some standard
results from constant-coefficient elliptic regularity theory. We estimate the energy of the two-scale
expansion in Proposition 4.4 below. We then prove the large-scale Ho¨lder estimate and excess
decay in Proposition 4.5 and Theorem 4.6 below. The proof of excess decay is most closely related
to the methods of [31] in the uniformly elliptic setting, and shares aspects of the work [13] in the
degenerate elliptic setting. Here, in analogy with the degenerate setting, the regularity estimate
comes into effect after controlling both the sublinearity of the correctors and the large-scale averages
of the unbounded stream matrix. In this way Propositions 4.4 and 4.5 are wholly analytic and
essentially deterministic, taking as input only this large-scale behavior. Theorem 4.6 combines
these statements with the probabilistic input of Proposition 2.1 and the ergodic theorem to obtain
the complete statement.
Remark 4.1. In this section, we will write a . b if a ≤ cb for a constant c depending only on the
dimension and ellipticity constants.
Proposition 4.2. Let a ∈ Rd×d be uniformly elliptic and let v ∈ H1loc(Rd) be a weak solution of
the equation
(4.2) −∇ · a∇v = 0 in B1.
Then, for each r1 < r2 ∈ (0, 1) and c ∈ R,ˆ
Br1
|∇v|2 . 1
(r2 − r1)2
ˆ
Br2
(v − c)2.
And, for every ρ ∈ (0, 1),
sup
B(1−ρ)
(∣∣∇2v∣∣2 + 1
ρ2
|∇v|2
)
.
1
ρ2(d+1)
ˆ
B1
|∇v|2 .
Proof. Let r1 < r2 ∈ (0, 1) and let η : Rd → [0, 1] be a smooth cutoff function satisfying η = 1 on
Br1 and η = 0 on R
d \Br2 with |∇η| ≤ 2/(r2−r1). After testing (4.2) with η2(v − c),ˆ
B1
(a∇v · ∇v) η2 = −2
ˆ
B1
(a∇v · ∇ηr) (v − c)η.
The uniform ellipticity, Ho¨lder’s inequality, and Young’s inequality prove using the definition of η
that
(4.3)
ˆ
Br1
|∇v|2 . 1
(r2 − r1)2
ˆ
Br2
(v − c)2.
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Let K ∈ N and ρ ∈ (0, 1). Since for every multi-index α = (α1, . . . , αd) ∈ Nd0 the partial derivative
∂α11 . . . ∂
αd
d v satisfies (4.2), a repeated application of (4.3) on the subintervals of length
ρ/2K proves
that, for every k ∈ {1, . . . ,K},ˆ
B(1−ρ)
∣∣∣∇kv∣∣∣2 . 4K2
ρ2
ˆ
B
(1−ρ+ ρ2K )
∣∣∣∇k−1v∣∣∣2 . . . . . (4K)k−1
ρ2(k−1)
ˆ
B(
1−ρ+
(k−1)ρ
2K
)
|∇v|2 .
After choosing K = d+ 2 the Sobolev embedding theorem proves that
sup
B(1−ρ)
(∣∣∇2v∣∣2 + 1
ρ2
|∇v|2
)
.
1
ρ2(d+1)
ˆ
B1
|∇v|2 . 
Proposition 4.3. Let a ∈ Rd×d be uniformly elliptic, let ψ ∈ C∞(B1), and let v ∈ H1(B1) be a
weak solution of the equation
−∇ · a∇v = 0 in B1 with v = ψ on ∂B1.
Then, for every p ∈ [2,∞) there exists c1, c2 ∈ (0,∞) depending on p such that
‖∇v‖Lp(B1) ≤ c1
∥∥∇tanψ∥∥
Lp(∂B1)
≤ c2
∥∥∇tanψ∥∥
L∞(B1)
,
where ∇tan denotes the tangential derivative on ∂B1.
Proof. We may assume without loss of generality that
ffl
∂B1
ψ = 0 since subtracting a constant does
not change the gradient. Let η : R → [0, 1] be a smooth function satisfying η = 1 on [3/4,∞) and
η = 0 on (−∞, 1/4]. Then ψ(x) = ψ(x/|x|)η(|x|) is a smooth extension of ψ into B1 that satisfies,
using the fact that ψ has average zero on ∂BR,∥∥∇ψ∥∥
Lp(B1)
.
∥∥∇tanψ∥∥
Lp(∂B1)
.
∥∥∇tanψ∥∥
L∞(∂B1)
.
It then follows from [29, Theorem 7.1] and p ≥ 2 that, for some c1, c2 ∈ (0,∞) depending on p,
‖∇v‖Lp(B1) ≤ c1
∥∥∇tanψ∥∥
Lp(∂B1)
≤ c2
∥∥∇tanψ∥∥
L∞(∂B1)
. 
Proposition 4.4. Assume (1.11). Let R ∈ (0,∞) and let u ∈ H1(BR) be a distributional solution
of
−∇ · (a+ s)∇u = 0 in BR.
Then there exists c ∈ (0,∞) so that for every ε ∈ (0, 1) there exists an a-harmonic function
vε ∈ H1(B1/2) such that, for every ρ ∈ (0, 1/4), for qd = d ∨ (2 + δ) and 1/2∗ = 1/2− 1/qd, 
BR/4
|∇ (u− vε − φi∂ivε)|2
≤ c
(
ε+ ε
1− d−1
qd
( 
BR
|s|qd
) 1
qd
) 
BR
|∇u|2
+ cε−(d−1)ρ
1
2∗
(
1 +
( 
BR
|s|qd
) 2
qd
) 
BR
|∇u|2
+ cρ−2(d+1)R−2
[(
1 +
( 
BR
|s|qd
) 2
qd
)( 
BR
|φi|2∗
) 2
2∗
+
( 
BR
|σi|2
)] 
BR
|∇u|2 .
Proof. We will first consider the case R = 1 and obtain the general result by scaling. Let u ∈
H1loc(B1) be an arbitrary distributional solution of the equation
−∇ · (a+ s) · ∇u = 0 in B1.
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We will first prove that for every ε ∈ (0, 1) there exists an a-harmonic function vε ∈ H1(B1/2) such
that the homogenization error wε = u− vε − φi∂ivε satisfies, for every ρ ∈ (0, 1/4),
ˆ
B1/4
|∇wε|2 .
(
ε+ ε
1− d−1
qd
(ˆ
B1
|s|qd
) 1
qd
)ˆ
B1
|∇u|2(4.4)
+ ε−(d−1)ρ
1
2∗
(
1 +
(ˆ
Br
|s|qd
) 2
qd
)ˆ
B1
|∇u|2
+ ρ−2(d+1)
[(
1 +
(ˆ
Br
|s|qd
) 2
qd
)(ˆ
Br
|φi|2∗
) 2
2∗
+
(ˆ
Br
|σi|2
)] ˆ
B1
|∇u|2 ,
for the correctors φi defined in (3.2). Using Fubini’s theorem, fix r ∈ (1/2, 3/4) such that
(4.5)
ˆ
∂Br
|∇u|2 ≤ 4
ˆ
B1
|∇u|2 and
ˆ
∂Br
|s|qd ≤ 4
ˆ
B1
|s|qd ,
and for every ε ∈ (0, 1) let uε denote a standard convolution of scale ε of u on ∂Br. For each
ε ∈ (0, 1) let vε ∈ H1(Br) solve
(4.6) −∇ · a∇vε = 0 in Br with vε = uε on ∂Br.
It then follows from Dirichlet-to-Neumann estimates Fabes, Jodeit and Rivie`re [19, Theorem 2.4]
and Stein [50, Chapter 7], (4.5), and the fact that the convolution preserves the L2-norm that
ˆ
∂Br
|ν · ∇vε| .
ˆ
∂Br
∣∣∇tanvε∣∣2 = ˆ
∂Br
∣∣∇tanuε∣∣2 ≤ ˆ
∂Br
|∇u|2 .
ˆ
B1
|∇u|2 ,
for the outward unit normal ν to ∂Br. Finally, for each ρ ∈ (0, 1/4) let ηρ : Rd → [0, 1] be a smooth
function satisfying ηρ = 1 on B1−ρ, satisfying ηρ = 0 on Rd \ B1−ρ/2, and satisfying |ηρ(x)| ≤ c/ρ
for some c ∈ (0,∞) independent of ρ ∈ (0, 1/4). The first step will be to estimate the energy of the
homogenization error wε,ρ ∈ H10 (Br) defined by
wε,ρ = u− vε − φiηρ∂ivε.
A repetition of the derivation leading to (3.11) proves that
−∇ · (a+ s)∇wε,ρ = ∇ · [(1− ηρ)((a+ s)− a)∇vε] +∇ · [(φi(a+ s)− σi)∇(ηρ∂ivε)]
in Br with boundary condition w
ε,ρ = u− uε on ∂Br, for the flux correctors σi defined in Proposi-
tion 2.5. It follows from Ho¨lder’s inequality, Young’s inequality, the triangle inequality, the uniform
ellpticity, the definition of ηρ, and a repetition of the argument leading to (3.8) that
ˆ
Br
|∇wε,ρ|2 .
∣∣∣∣
ˆ
∂Br
(u− uε)ν · ((a+ s)∇u− a∇v)
∣∣∣∣(4.7)
+ ρ
1
2∗
(
1 +
(ˆ
Br
|s|qd
) 2
qd
)(ˆ
Br
|∇vε|2·2∗
) 1
2∗
+
(
sup
B(1−ρ/2)
|∇(∂ivε)|2 + 1
ρ2
|∂ivε|2
)[(
1 +
(ˆ
Br
|s|qd
) 2
qd
)(ˆ
Br
|φi|2∗
) 2
2∗
+
(ˆ
Br
|σi|2
)]
.
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Ho¨lder’s inequality proves that, for the first term on the righthand side of (4.7),∣∣∣∣
ˆ
∂Br
(u− uε)ν · ((a+ s)∇u− a∇v)
∣∣∣∣(4.8)
.
((ˆ
∂Br
|∇u|2
) 1
2
+
(ˆ
∂Br
|∇v|2
) 1
2
)(ˆ
∂Br
|u− uε|2
) 1
2
+
(ˆ
∂Br
|s|qd
) 1
qd
(ˆ
∂Br
|∇u|2
) 1
2
(ˆ
∂Br
|u− uε|2∗
) 1
2∗
.
Since for each p ∈ [1,∞) we have the convolution estimate(ˆ
∂Br
|u− uε|p
) 1
p
. ε
(ˆ
∂Br
∣∣∇tanu∣∣p) 1p ,
it follows from (4.5) that the first term on the righthand side of (4.8) is bounded by
(4.9)
((ˆ
∂Br
|∇u|2
) 1
2
+
(ˆ
∂Br
|∇v|2
) 1
2
)(ˆ
∂Br
|u− uε|2
) 1
2
. ε
ˆ
∂Br
|∇u|2 . ε
ˆ
B1
|∇u|2 .
For the second term on the righthand side of (4.8), since the definition of the convolution proves
that
ffl
Br
(u− uε) = 0, it follows from the Sobolev inequality, the fact that the convolution does not
increase Lp-norms for p ∈ [1,∞), and the triangle inequality that
(4.10)
(ˆ
∂Br
|u− uε|2∗
) 1
2∗
.
(ˆ
∂Br
∣∣∇tan(u− uε)∣∣q) 1q . (ˆ
∂Br
|∇u|q
)1
q
,
for q ∈ (1, 2) defined by 1q = 12∗ + 1d−1 . Interpolating between the the convolution estimate with
p = 2∗ and (4.10) proves with (4.5) that
(4.11)
(ˆ
∂Br
|u− uε|2∗
) 1
2∗
. ε
1− d−1
qd
(ˆ
∂Br
|∇u|2
) 1
2
. ε
1− d−1
qd
(ˆ
Br
|∇u|2
) 1
2
.
In combination (4.5) and (4.11) prove that the second term on the righthand side of (4.8) satisfies(ˆ
∂Br
|s|qd
) 1
qd
(ˆ
∂Br
|∇u|2
) 1
2
(ˆ
∂Br
|u− uε|2∗
) 1
2∗
. ε
1− d−1
qd
(ˆ
B1
|s|qd
) 1
qd
ˆ
B1
|∇u|2 .
Returning to (4.8), it follows from (4.9) that
(4.12)
∣∣∣∣
ˆ
∂Br
(u− uε)ν · ((a+ s)∇u− a∇v)
∣∣∣∣ .
(
ε+ ε
1− d−1
qd
(ˆ
B1
|s|qd
) 1
qd
) ˆ
B1
|∇u|2 .
For the second term on the righthand side of (4.7), since it follows from Ho¨lder’s inequality, the
definition of the convolution kernel, and (4.5) that
(4.13) sup
∂Br
∣∣∇tanuε∣∣ . ε− d−12 (ˆ
∂Br
∣∣∇tanu∣∣2) 12 . ε− d−12 (ˆ
B1
|∇u|2
) 1
2
,
it follows from Proposition 4.2 and (4.13) that
(4.14)
(ˆ
Br
|∇vε|2·2∗
) 1
2∗
. ε−(d−1)
ˆ
B1
|∇u|2 .
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Therefore, using (4.14), the second term on the righthand side of (4.7) is bounded by
(4.15) ρ
1
2∗
(
1 +
(ˆ
Br
|s|qd
) 2
qd
)(ˆ
Br
|∇vε|2·2∗
) 1
2∗
. ε−(d−1)ρ
1
2∗
(
1 +
(ˆ
Br
|s|qd
) 2
qd
)ˆ
B1
|∇u|2 .
For the final term of (4.7), it follows from Proposition 4.2 that(
sup
B(1−ρ/2)
|∇(∂ivε)|2 + 1
ρ2
|∂ivε|2
)[(
1 +
(ˆ
Br
|s|qd
) 2
qd
)(ˆ
Br
|φi|2∗
) 2
2∗
+
(ˆ
Br
|σi|2
)]
(4.16)
. ρ−2(d+1)
[(
1 +
(ˆ
Br
|s|qd
) 2
qd
)(ˆ
Br
|φi|2∗
) 2
2∗
+
(ˆ
Br
|σi|2
)]ˆ
B1
|∇u|2 .
For every ε ∈ (0, 1) let wε = u − vε − φi∂ivε. It follows from ρ ∈ (0, 1/4) and the definition of ηρ
that wε = wε,ρ in B1/4 and therefore it follows from (4.7), (4.12), (4.15), and (4.16) that, for each
ρ ∈ (0, 1/2),
ˆ
Br/4
|∇wε|2 .
(
ε+ ε
1− d−1
qd
(ˆ
B1
|s|qd
) 1
qd
) ˆ
B1
|∇u|2
(4.17)
+ ε−(d−1)ρ
1
2∗
(
1 +
(ˆ
B1
|s|qd
) 2
qd
)ˆ
B1
|∇u|2
+ ρ−2(d+1)
[(
1 +
(ˆ
B1
|s|qd
) 2
qd
)(ˆ
B1
|φi|2∗
) 2
2∗
+
(ˆ
B1
|σi|2
)]ˆ
B1
|∇u|2 ,
which completes the proof of (4.4) with vε ∈ H1(B1/2) defined by (4.6). It then follows by scaling
that, for each R ∈ (0,∞), for any u ∈ H1(BR) that is a weak solution of
−∇ · (a+ s) · ∇u = 0 in BR,
there exists for every ε ∈ (0, 1) an a-harmonic function vε ∈ H1(BR/2) such that the homogenization
error w = u − vε − φi∂ivε satisfies, for every ρ ∈ (0, 1/4), for some c ∈ (0,∞) independent of R, ε,
and ρ,
 
BR/4
|∇wε|2 ≤ c
(
ε+ ε
1− d−1
qd
( 
BR
|s|qd
) 1
qd
) 
BR
|∇u|2
(4.18)
+ cε−(d−1)ρ
1
2∗
(
1 +
( 
BR
|s|qd
) 2
qd
) 
BR
|∇u|2
+ cρ−2(d+1)R−2
[(
1 +
( 
BR
|s|qd
) 2
qd
)( 
BR
|φi|2∗
) 2
2∗
+
( 
BR
|σi|2
)] 
BR
|∇u|2 .
Indeed, the proof follows by considering the rescalings uR(x) = R−1u(Rx), φRi (x) = R
−1φi(Rx),
and σRi (x) = R
−1σi(x) and by repeating the argument leading to (4.17) to obtain an a-harmonic
function v˜ε in H1(B1/2) such that the homogenization error w
R,ε(x) = uR − vε − φRi ∂iv˜ε satisfies
(4.17) with φRi , σ
R
i , and s
R(x) = s(Rx). We then define vε(x) = Rv˜ε(x/R) and obtain (4.18) from
(4.17) after a rescaling. This completes the proof. 
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Proposition 4.5. Assume (1.11) and let qd = d ∨ (2 + δ). For every α ∈ (0, 1) there exist
cα, Cα ∈ (0,∞) such that if for any R1 < R2 ∈ (0,∞) we have, for every R ∈ [R1, R2] and
i ∈ {1, . . . , d},
1
R
( 
BR
|φi|2∗
) 1
2∗
+
1
R
( 
BR
|σi|2
) 1
2
≤ 1/Cα,
and we have, for every R ∈ [R1, R2],( 
BR
|s|qd
) 1
qd ≤ E [|S|qd ]
1
qd + 1 and
d∑
i=1
 
BR
|Φi + ei|2 ≤
d∑
i=1
E
[
|Φi + ei|2
]
+ 1,
then every weak solution u ∈ H1loc(Rd) of the equation
−∇ · (a+ s)∇u = 0 in Rd,
satisfies
R−2α1 Exc(u;R1) ≤ cαR−2α2 Exc(u;R2).
Proof. Let u ∈ H1loc(Rd) be a distributional solution of −∇ · (a + s)∇u = 0 in Rd, let R ∈ (0,∞),
and for each ε ∈ (0, 1) let wε be defined in (4.18) on BR/2. Let δ0 ∈ (0, 1) and R ∈ (0,∞). We will
first show that there exists C1 ∈ (1,∞) depending on δ0 such that if( 
BR
|s|qd
) 1
qd ≤ E [|S|qd ]
1
qd + 1,
and such that if
d∑
i=1
(
1
R2
( 
BR
|φi|2∗
) 2
2∗
+
1
R2
 
BR
|σi|2
)
≤ 1
C1
,
then there exists a deterministic ε0 ∈ (0, 1) depending on δ0 such that
(4.19)
 
BR/4
|∇wε0 |2 ≤ δ0
 
BR
|∇u|2 ,
for wε0 defined in (4.18). First fix ε0 ∈ (0, 1) such that
(4.20) c
(
ε0 + ε
1− d−1
qd
0
(
E [|S|qd ]
2
qd + 1
))
< δ0/3.
Then fix ρ0 ∈ (0, 1/4) such that
(4.21) c
(
ε
−(d−1)
0 ρ
1
2∗
0
(
2 + E [|S|qd ]
2
qd
))
< δ0/3.
Finally fix C1 ∈ (1,∞) satisfying
(4.22) cρ
−2(d+1)
0
(
2 + E [|S|qd ]
2
qd
)
< C1δ0/3.
The claim (4.19) then follows from Proposition 4.4, (4.20), (4.21), and (4.22).
We will now prove that there exists θ0 ∈ (0, 1/4) and C2 ∈ (1,∞) such that for any R ∈ (0,∞)
satisfying, for every r ∈ [θ0R,R],
(4.23)
d∑
i=1
1
r
( 
Br
|φi|2∗
) 1
2∗
+
1
r
( 
Br
|σi|2
) 1
2
≤ 1/C2,
and, for every r ∈ [θ0R,R],
(4.24)
( 
Br
|s|qd
) 1
qd ≤ E [|S|qd]
1
qd + 1 and
d∑
i=1
 
Br
|Φi + ei|2 ≤
d∑
i=1
E
[
|Φi + ei|2
]
+ 1,
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we have the exact inequality
(θ0R)
−2αExc(u; θ0R) ≤ R−2αExc(u;R).
For each ε ∈ (0, 1) let ξε = ∇vε(0) ∈ Rd for vε defined in (4.18) and observe that
u− ξε −∇φξε = ∇wε + (∇vε −∇vε(0)) +∇φi(∂ivε − ∂ivε(0)) + φi∇(∂ivε) on BR/2,
for wε defined in (4.18). For every r ∈ (0,R/4) the triangle inequality, Young’s inequality, and the
mean value theorem prove thatˆ
Br
|u− ξε −∇φξε |2 .
ˆ
BR/4
|∇wε|2 + r2 sup
Br
|∇∂ivε|2
ˆ
Br
|ei +∇φi|2 + sup
Br
|∇∂ivε|2
ˆ
Br
|φi|2 .
Proposition 4.2 proves thatˆ
Br
|u− ξε −∇φξε |2 .
ˆ
BR/4
|∇wε|2 +
(
r2
R2
ˆ
Br
|ei +∇φi|2 + 1
R2
ˆ
Br
|φi|2
) 
BR
|∇u|2 .
And, after dividing by rd, for some c ∈ (0,∞) independent of ε, r, and R,
 
Br
|u− ξε −∇φξε |2 ≤ c
(
Rd
rd
 
BR/4
|∇wε|2 +
(
r2
R2
( 
Br
|ei +∇φi|2 + 1
R2
 
Br
|φi|2
)) 
BR
|∇u|2
)
.
Since α ∈ (0, 1) fix θ0 ∈ (0, 1/4) such that
(4.25) cθ20
(
d∑
i=1
E
[
|Φi + ei|2
]
+ 2
)
≤ θ2α0 /2,
then fix δ0 ∈ (0, 1) such that
(4.26) cθ−d0 δ0 ≤ θ2α0 /2,
and let C2 ∈ (1,∞) and ε0 ∈ (0, 1) satisfy the conclusion of (4.19) for this δ0. The definition of the
excess, C2 ∈ (1,∞), (4.19), (4.23), and (4.24) then prove after choosing r = θ0R that
Exc(u; θ0R) ≤
 
Bθ0R
|u− ξε0 −∇φξε0 |2(4.27)
≤ c
(
δ0θ
−d
0 + θ
2
0
(
d∑
i=1
E
[
|Φi + ei|2
]
+ 2
)) 
BR
|∇u|2 .
In combination (4.25), (4.26), and (4.27) prove that
(4.28) Exc(u; θ0R) ≤ θ2α0
 
BR
|∇u|2 .
We now observe that for every ξ ∈ Rd the function u− ξ · x− φξ ∈ H1loc(Rd) solves
(4.29) −∇ · (a+ s)∇(u− ξ · x− φξ) = 0 in Rd,
and by definition of the excess and linearity we have
Exc(u; θ0R) = Exc(u− ξ · x− φξ; θ0R) for every ξ ∈ Rd.
Therefore, since u ∈ H1loc(Rd) solving (4.29) was arbitrary, we have from (4.28) and the definition
of the excess that
(4.30)
Exc(u; θ0R) = inf
ξ∈Rd
Exc(u− ξ · x− φξ; θ0R) ≤ θ2α0 inf
ξ∈Rd
( 
BR
|∇u− ξ −∇φξ|2
)
= θ2α0 Exc(u;R).
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We will now use the exact inequality (4.30) to conclude. For R1 ≤ R2 ∈ (0,∞) suppose that (4.23)
and (4.24) are satisfied for every r ∈ [R1, R2]. We will prove that there exists c ∈ (0,∞) depending
on α but independent of R1, R2 ∈ (0,∞) such that
Exc(u;R1) ≤ c (R1/R2)2α Exc(u;R2).
For θ0 ∈ (0, 1/4) defined in (4.26), if R1/R2 ≥ θ0 then by definition of the excess
Exc(u;R1) ≤ (R2/R1)d Exc(u;R2) ≤ θ−d0 Exc(u;R2) ≤ θ−(d+2α)0 (R1/R2)2α Exc(u;R2).
If R1/R2 < θ0 let n ∈ N be the unique positive integer satisfying θn0 ≤ R1/R2 < θn−10 and observe by
induction, the previous step, and (4.30) that
Exc(u;R1) ≤ θ−(d+2α)0 Exc(u; θn−10 R2) ≤ θ−(d+2α)0 θ2α0 Exc(u; θn−20 R2)
≤ θ−(d+2α)0 (θn−10 )2αExc(u;R2) ≤ θ−(d+4α)0 (R1/R2)2αExc(u;R2). 
Theorem 4.6. Assume (1.11). On a subset of full probability, for every α ∈ (0, 1) there exists
a deterministic c ∈ (0,∞) and a random radius R0 ∈ (0,∞) such that, for every weak solution
u ∈ H1loc(Rd) of the equation
−∇ · (a+ s)∇u = 0 in Rd,
for every R1 < R2 ∈ (R0,∞),
R−2α1 Exc(u;R1) ≤ cR−2α2 Exc(u;R2).
Proof. The proof is an immediate consequence of the ergodic theorem, Proposition 2.1, and Propo-
sition 4.5. 
5. The Liouville theorem
In this section, we will prove the first-order Liouville theorem for subquadratic solutions u ∈
H1loc(R
d) of the equation
−∇ · (a+ s)∇u = 0 in Rd.
That is, in analogy with the Liouville theorem for harmonic functions on Euclidean space, the space
of subquadratic (a + s)-harmonic functions is spanned by the (a + s)-harmonic coordinates. The
section is organized as follows. We prove in Proposition 5.1 below a version of the Caccioppoli
inequality adapted to the divergence free setting. We prove the Liouville theorem in Theorem 5.2
below, which is a consequence of the large-scale regularity estimate of Theorem 4.6 and the Cac-
cioppoli inequality. These methods are motivated by the analogous results in [13, 31] from the
elliptic setting.
Proposition 5.1. Assume (1.11). Let qd = d ∨ (2 + δ), let 1/2∗ = 1/2 − 1/qd, and let u ∈ H1loc(Rd)
be a weak solution of
(5.1) −∇ · (a+ s)∇u = 0 in Rd.
Then, for every R ∈ (0,∞), for some c ∈ (0,∞) independent of R,
 
BR
|∇u|2 ≤ c
R2
( 
B2R
|u|2 +
( 
B2R
|s|qd
) 2
qd
( 
B2R
|u|2∗
) 2
2∗
)
.
Proof. Let η : Rd → R be a smooth cutoff function satisfying η = 1 on B1, satisfying η = 0 on
R
d \ B2, and for each R ∈ (0,∞) define ηR(x) = η(x/R). A repetition of the argument leading to
(3.8) proves that, after testing (5.1) with η2Run for un = (u ∧ n) ∨ (−n) and passing to the limit
n→∞, ˆ
BR
a∇u · ∇uη2R = −2
ˆ
BR
a∇u · ∇ηRuηR − 2
ˆ
BR
s∇u · ∇ηRuηR.
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It then follows by definition of ηR, the uniform ellipticity, Ho¨lder’s inequality, and Young’s inequality
that, for some c ∈ (0,∞) independent of R,
 
BR
|∇u|2 ≤ c
R2
( 
B2R
|u|2 +
( 
B2R
|s|qd
) 2
qd
( 
B2R
|u|2∗
) 2
2∗
)
. 
Theorem 5.2. Assume (1.11). Let qd = d∨ (2+ δ) and 1/2∗ = 1/2− 1/qd. Then almost surely every
weak solution u ∈ H1loc(Rd) of the equation
(5.2) −∇ · (a+ s)∇u = 0 in Rd,
that is strictly subquadratic in the sense that, for some α ∈ (0, 1),
(5.3) lim
R→∞
1
R1+α
( 
BR
|u|2∗
) 1
2∗
= 0,
satisfies u = c+ ξ · x+ φξ on Rd for some c ∈ (0,∞) and ξ ∈ Rd.
Proof. By the ergodic theorem and E[Φi] = 0 for each i ∈ {1, . . . , d} let Ω1 ⊆ Ω be the subset of
full probability satisfying, for every ξ ∈ Rd,
(5.4)
lim
R→∞
 
BR
|∇φξ + ξ|2 = E
[
|Φξ + ξ|2
]
= E
[
|Φξ|2
]
+ |ξ|2 ≥ |ξ|2 and lim
R→∞
 
BR
|s|qd = E [|S|qd ] .
Let Ω2 ⊆ Ω be the subset of full probability satisfying the conclusion Theorem 4.6, and let Ω3 =
Ω1∩Ω2. For ω ∈ Ω3 let R0 ∈ (0,∞) be such that every weak solution u ∈ H1loc(Rd) of (5.2) satisfies,
for every R1 < R2 ∈ (R0,∞), for a deterministic c ∈ (0,∞) depending on α,
(5.5) R−2α1 Exc(u;R1) ≤ cR−2α2 Exc(u;R2),
and such that, for every R ∈ (R0,∞) and ξ ∈ Rd,
(5.6)
 
BR
|∇φξ + ξ|2 ≥ |ξ|2/2.
The definition of the excess, u ∈ H1loc(Rd), and (5.6) prove that, for every R ∈ (R0,∞),
(5.7) Exc(u;R) = inf
ξ∈Rd
(
R−2α
 
BR
∇u− ξ −∇φξ2
)
= min
ξ∈Rd
(
R−2α
 
BR
∇u− ξ −∇φξ2
)
.
Fix R1 ∈ (R0,∞). We have by definition of the excess, Proposition 5.1, and (5.5) that, for every
R ∈ (R1,∞),
R−2α1 Exc(u;R1) ≤ cR−2α
 
BR
|∇u|2 ≤ cR−2(1+α)
( 
B2R
|u|2 +
( 
B2R
|s|qd
) 2
qd
( 
B2R
|u|2∗
) 2
2∗
)
.
Ho¨lder’s inequality, the ergodic theorem, 2∗ ∈ (2,∞), (5.3), and (5.4) prove almost surely that
R−2α1 Exc(u;R1) ≤ c lim sup
R→∞
R−2(1+α)
( 
B2R
|u|2 +
( 
B2R
|s|qd
) 2
qd
( 
B2R
|u|2∗
) 2
2∗
)
= 0.
It then follows from (5.7) that there exists ξR1 ∈ Rd such that
∇u− ξR1 −∇φξR1 = 0 in L
2(BR1 ;R
d),
and hence there exists cR1 ∈ R such that
u = cR1 + ξR1 · x+ φξR1 in H
1(BR1).
30 BENJAMIN FEHRMAN
Since the linearity and (5.6) prove that cR1 = cR2 and ξR1 = ξR2 whenever R1 ≤ R2 ∈ (R0,∞),
there exists ξ ∈ Rd and c ∈ R such that
u = c+ ξ · x+ φξ in H1loc(Rd). 
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