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Abstract 
This thesis reports results of a research study into the usefulness of a user-centred 
approach for designing information retrieval interfaces. The main objective of the 
research was to examine the usability of an existing Web-based IR system in order 
to design a user-centred prototype Web interface. This research used the Web of 
Science available at http: //wos. mimas. ac. uk. 
A series of usability experiments was carried out with the Web of Science. The first 
experiment was carried out using both novice and experienced users to see their 
performance and satisfaction with the interface. A set of search tasks was obtained 
from a user survey and was used in the study. The results showed that there were 
no significant differences in the time taken to complete the tasks, and the number 
of different search terms used between the two search groups. Novice users were 
significantly more satisfied with the interface than the experienced group. However, 
the experienced group was significantly more successful, and made fewer errors 
than the novice users. 
The second experiment was conducted on novices' learning and retention with 
the Web of Science using the same equipment, tasks and environment. The results 
of the original learning phase of the experiment showed that novices could readily 
pick up interface functionality when a brief training was provided. However, 
their retention of search skills weakened over time. Their subjective satisfaction 
with the interface also diminished from learning to retention. These findings 
suggested that the fundamental difficulties of searching IR systems still remain with 
the Web-based version. 
A heuristic evaluation was carried out to find out the usability problems in the 
Web of Science interface. Three human factors experts evaluate the interface. The 
heuristic evaluation was very helpful in identifying some interface design issues for 
Web IR systems. The most fundamental of these was increasing the match between 
system and the real world. 
The results of both the usability testing and the heuristic evaluations served as a 
baseline for designing a prototype Web interface. The prototype was designed 
based on a conceptual model of users' information seeking. Various usability 
evaluation methods were used to test the usability of the prototype system. After 
each round of testing, the interface was modified in accordance with the test findings. 
A summative evaluation of the prototype interface showed that both novice and 
experienced users improved their search performance. Comparative analysis with 
the earlier usability studies also showed significant improvements in performance 
and satisfaction with the prototype. These results show that user-centred methods 
can yield better interface design for IR systems. 
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Chapter 1 
Introduction and Background 
1.1 Introduction 
Use of information retrieval (IR) systems has traditionally been the domain of 
librarians and information professionals (Harter and Hert, 1997). IR systems have 
been used almost exclusively by such search experts for several reasons, such as 
the number of search systems available, cost, and the complexity of use requiring 
command language searching (Micho and Lee, 1987). However, with the rapid 
growth of the Internet, together with tools like World Wide Web (also known as 
WWW, or simply the Web), there have been significant changes and improve- 
ments in online information retrieval environments. These include a broad and 
diverse existence of both IR systems and various user interfaces and functions. 
New and diverse ways and possibilities of interacting with IR systems are now 
emerging. At the same time, existing online database vendors are 
increasingly 
developing Web-based versions of their products in an effort to enhance usability 
and increase user numbers (Xie and Cool, 2000b). However, 
despite technological 
advances over the years, information systems continue to 
be difficult to learn and 
to use (Borgman, 2000). The need for user interfaces that contribute as much as 
possible to ease of use and ready learnability of these systems remains. 
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1.2 Background 
Introduction and Background 
Online information systems were introduced in the early 1970s (Harter, 1986) as 
high-performance replacements for off-line, batch-processing systems operated 
by database publishers, government agencies, universities, and other organisations. 
During the 1960s, experimental systems were developed by libraries for the storage 
and retrieval of their own in-house information resources. In 1964, the US National 
Library of Medicine (NLM) offered on-demand batch searching (i. e., off-line) of 
the MEDLARS system (Bourne, 1980). By the following year, Lockheed (Dialog), 
System Development Corporation (SDC), and Chemical Abstracts Service (CAS) 
began work on their own online search services (Chowdhury, 1999). In 1968, the 
first online search service began operation from the State University of New York/ 
Biomedical Communications Network (SUNY/BCN) in Albany to the MEDLARS 
database in Bethesda, Maryland, using dedicated lines (Saffady, 2000). By 1969, 
the first packet-switched data communications network (ARPANET) had begun 
test operation at UCLA (Lynch and Preston, 1990) and the necessary components 
for more general online communication had fallen into place. 
In the 1970s, the information retrieval industry began to shift from off-line, 
batch-processing services to the development of online services that process 
requests for information entered at remote terminals in a time-sharing mode 
(Lancaster, 1978). The first major online search service was the NLM's MEDLINE, 
the online version of MEDLARS system, which began operation in 1971 (McCarn, 
1980). It was quickly followed by the commercial online search services offered 
by Dialog in 1972 (Walker and Janes, 1999) and SDC Orbit in 1973 (Borgman et al., 
1984). Mead Data Central introduced the LEXIS service in 1973 (Hartley et al., 1990). 
Several other commercial search services were introduced in swift succession. 
The West Publishing Company introduced Westlaw in 1975 (West Group, 2001). 
European host services, such as European Space Agency's ESA-IRS, and BLAISE 
from the British Library, were launched during the mid-1970s (Orton, 1995). 
Bibliographic Retrieval Services (BRS) began commercial search service in 1977 
(Borgman et al., 1984). The Dow Jones News/Retrieval service, the first online 
business information service, was also introduced in the same year (Moulton, 1979). 
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These early systems used complicated command language interfaces, and most of 
their use was delegated to professional online searchers as intermediaries in library 
settings. The end-user movement progressed slowly as the information retrieval 
industry advanced throughout the 1980s and the 1990s. 
The first intensive marketing to end-users came in the early 1980s after IBM 
introduced its PC (Tenopir, 1995). Several online services introduced new products 
and services to attract the end-user market. Some services offered simplified 
versions of their search interfaces and subsets of their databases, available only 
after business hours and at a significant discount. For example, BRS/After Dark 
and Dialog's Knowledge Index offered low-cost access to anyone with a dial-up 
terminal to a variety of databases in evenings and weekend hours (janke, 1984). 
Some vendors and database producers offered off-line `front-ends' software to 
their search systems specifically to serve the end-user market. The capabilities and 
purposes of these interfaces varied considerably. Some offered merely automatic 
dial-in and logon facilities, some provided extensive augmentation of one system 
or of one or a few databases, and others offered more limited assistance for 
multiple systems and databases (Borgman et al., 1989). These front-ends, however, 
had not been well accepted, mostly because the underlying systems were difficult 
for end-users to use successfully in searching (Harman, 1992b). In the 1980s, 
efforts were also made to apply expert systems and natural language techniques to 
online searching (Marchionini and Komlodi, 1998). Several operational prototypes 
were built, but they all had little influence on commercial online searching. 
There was a continued development of commercial search services in the 1980s. 
Mead Data Central introduced its NEXIS service in 1980 (Provenzano, 1981). In 
the same year, DataStar was launched by a consortium led by Radio Suisse, and 
became one of the most important online vendors for business and bio-medical 
information in Europe (Convey, 1989). In 1984, H. W. Wilson began offering 
online access to its popular indexes via WILSONLINE (Seale, 1989). By the mid- 
1980s, several online search services were commercially available to libraries. 
Commercial search services had also increased in sophistication and in capabilities 
offered, and continued to add databases regularly. By 1983, Dialog offered over 170 
databases; SDC and BRS offered more than 70 databases (Borgman et al., 1984). 
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In the mid-1980s, databases were also published on CD-ROMs for mounting at 
user sites. They provided unlimited end-user access to databases. Some CD-ROMs 
also offered menu-based search interfaces which led to a marked increase in end- 
user searching (Armstrong and Hartley, 1997). 
There was much commercial activity amongst online service vendors in the 1980s. 
Pergamon Infoline, a Maxwell Company acquired Orbit in 1987 (Lambert, 2000). 
In 1988, Knight-Ridder purchased Dialog Information Services (Hartley et al., 1990). 
Maxwell bought BRS Information Technologies and renamed the whole group as 
Maxwell Online in 1989 (Orton, 1995). However, despite end-user movement in the 
1980s, the complicated pricing policies and unfriendly search interfaces largely 
restricted online searching to professional searchers. In all this time, very little was 
done to enhance the interfaces. Rather, online search services concentrated on 
loading more and more databases. 
In the early 1990s, a few attempts were made to enhance the search interfaces to 
encompass more than Boolean operators. Westlaw introduced Westlaw Is Natural 
(WIN), the first natural language application in the commercial online environment 
in 1992 (Paris and Tibbo, 1998). Mead Data Central quickly followed with its 
FREESTYLE features in 1993 (Basch, 1997). Dialog's similar offering, TARGET 
was also launched in the same year (Losee and Paris, 1999). All these three systems 
provided ranked lists of retrieved documents. These systems became popular with 
novice users, but professional searchers remained sceptical about natural 
language 
searching and preferred Boolean searches (Wiley, 1998a). 
The proliferation of online search services continued into the 1990s. OCLC 
laun- 
ched its EPIC service in 1990 (Whitcomb, 1990). Several vendors also 
introduced 
multidisciplinary search services intended for direct end-user searching 
in public, 
academic and school libraries. In 1991, OCLC 
introduced FirstSearch, a menu- 
based search service designed for end-user 
information searching (Kennedy, 1993). 
EBSCOhost from EBSCO Information Services and Proquest Direct 
from UMI 
were introduced in 1995 (Saffady, 2000). 
In the same year, Profound, a business- 
oriented search service, was 
introduced by MAID (Basch, 1997). Northern Light 
Technology began its Northern Light Search Engine in 1997 
(Notess, 1998a). 
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Online Search services were also sold and consolidated in the 1990s. Maxwell 
Online became InfoPro Technologies in 1992 (Questel-Orbit, 2000). Thomson 
Corporation acquired ISI in the same year (Institute for Scientific Information, 
2001). In the following year, Knight-Ridder acquired the DataStar service from 
Radio Suisse (Dialog Corporation, 2001). Reed-Elsevier bought LEXIS and NEXIS 
services from Mead Data Central in 1994 (Reed-Elsevier, 2001). In the same year, 
InfoPro Technologies sold its three divisions - Orbit, BRS, and BRS Software - 
to Questel, CD Plus, and DataWare respectively (Orton, 1995). CD Plus changed 
its name to Ovid Technologies in 1995 (Ovid Technologies, 2001). West Publishing 
Company merged with Thomson Legal Publishing to form West Group in 1996 
(Thomson Corporation, 2000). The Dialog Corporation was formed through the 
merger of MAID and Knight-Ridder in 1997 (Large et al., 1999). Thomson acquired 
Dialog's Information Services Division, including Dialog, DataStar, and Profound 
services in 2000 (Thomson Corporation, 2000). 
Since mid-1990s, several Web-based search services began their operation. Some 
online services reconfigured their services for Web implementations that replaced 
or coexisted with earlier versions. OCLC's FirstSearch is an example of an existing 
search system which was reconfigured for Web access. The Web-based version 
of FirstSearch was released in 1996 (Perlman, 2000). This replaced FirstSearch's 
original text-based, menu-driven interface. The NLM replaced its conventional 
search service with two Web-based offerings: PubMed and Internet Grateful Med 
(Saffady, 2000). DataStar Web was launched in December 1996 (Barker, 1997). ISI 
introduced a Web interface to its citation databases in 1997 (Oxley, 1998). Dialog 
released Web-based services DialogWeb and DialogClassic on the Web in 1997 and 
1998 respectively as alternatives to its Classic Dialog service (Dialog Corporation, 
2001). The Proquest Direct service introduced its Web access in 1996 (Basch, 1997). 
Ovid Technologies released the Ovid Web Gateway in the same year (Ovid Tech- 
nologies, 2001). By the following year, WilsonWeb was launched as the Web- 
based successor to the WILSONLINE (H. W. Wilson, 2001). Dow Jones introduced 
Web version of News/Retrieval service in the same year (Marcus, 1998). West 
Group launched the Web-based access to Westlaw in 1998 (West Group, 2001). 
Today, almost all major online search systems have Web access to their services. 
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Some Web-based services are optimised for effective use by naive searchers. For 
example, OCLC FirstSearch, EBSCOhost, and WilsonWeb display lists of available 
databases with brief descriptions to help users select appropriate information 
resources. With some services, databases are grouped by subject category. Several 
Web-based search services provide an easy search mode for novice users or simple 
queries and an advanced mode for experienced searchers or complex retrieval 
operations. In the easy search mode, users select a database, complete a formatted 
screen by entering a word or phrase into a text box, and specify whether the word 
or phrase is to be matched in keywords or in all searchable text fields. A browse 
capability permits selection of search terms from scrollable lists of field values. 
Advanced retrieval mode supports field-based searches, Boolean operators, term 
truncation, and proximity in search terms. Searches can also be limited by date, 
language, or document type. Most Web-based IR services also rank search results 
by relevance order that facilitate end-user searching. 
Since the introduction of Web-based systems, many search services abandoned 
the traditional connect-time pricing model that charges users for the amount of 
time they were connected to a given database. Some search services offered users 
a choice of pricing models. For example, LEXIS-NEXIS and Westlaw offer an 
extensive choice of pricing plans to satisfy a variety of customers, ranging from 
individual users with occasional access requirements to large academic institutions 
and corporations with hundreds of concurrent users (Saffady, 2000). Several Web- 
based services provide free searching of all or selected databases. The best-known 
examples of such services are the NLM's PubMed and Internet Grateful Med. 
These search services provide free access to MEDLINE and other NLM databases. 
Recently, flat-rate pricing model has become popular with Web-based services. 
These offer unlimited access for a specified time period to specific information 
resources for fixed fee. Compared to connect-time pricing model, flat-rate pricing 
eliminated risk in end-user searching where libraries have little or no control 
over the duration or characteristics of an online session. 
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The rate of growth of all aspects of online information searching has been truly 
extraordinary since the beginning in the early 1970s. Williams (2001) estimated that 
from 1975 to 2000, the number of online databases increased from 301 to 12,417; 
producers had increased from 200 to 4,017; and vendors had grown from 105 to 
2,891. In addition, the estimated number of online searches had increased from 
approximately 7.5 million in 1982 to 90 million in 1998 (Williams, 2000). It is hardly 
an understatement to say that the world of online searching has changed drama- 
tically with the development of the Web. As Saffady (2000) pointed out, "the Web 
has prompted the development of new online search service, forced existing 
services to reconfigure their offerings and improve their user interfaces, and 
catalyzed other industry trends, such as end-user searching and the development 
of new pricing models. " 
The Web also posed a new set of challenge for information retrieval (IR) and 
human-computer interaction (HCI) to face: how to design interfaces to access the 
huge quantity of structured information which is available to a variety of users 
with different information needs. To meet this challenge, user interface designers 
must evaluate their design with real users to see if the usability is at the desired 
or required level. Some typical usability criteria include (Shneiderman, 1998): 
9 how long does it takes for a typical user to learn how to use the commands 
relevant to a set of tasks? 
0 how long does it takes to carry out the benchmark tasks? 
" how many and what kinds of errors do users make in carrying out the 
benchmark tasks? 
" how well do users retain their knowledge after their initial learning to use 
the system? 
" how much did users like using various aspects of the system? 
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It is clear that these questions are very practical criteria for evaluating the usability 
of Web-based IR interfaces. The first question addresses the need of naive users 
as it relates to task specific queries. However, this is not necessarily true that a 
user interface that is most effective in this sense will also be the one which most 
users are comfortable with. Similarly, if the rate of errors is to be kept extremely 
low, then speed of performance may have to be sacrificed. Also, if users' long time 
usage of the application is considered, the user interface that is most effective at 
initial learning might not offer the greatest aid to continued skill acquisition. 
However, in order to optimise these attributes of an IR system, the design of the 
interface, as well as the process of designing the interface, must focus on the users 
and their needs. This thesis investigates the usability of a Web-based IR interface 
in order to design a user-centred prototype IR interface. 
1.3 Research significance 
Typically, an IR system has a module-based architecture, consisting of a set of 
components or subsystems. Common properties of an IR system include document 
selection, indexing, vocabulary, searching, matching, and user interface. This thesis 
is concerned with the user interface subsystem, i. e., the features that support the 
interaction between an IR system and its users. 
Although it is a widely recognised important system design issue, the user interface 
has received surprisingly limited attention from previous IR researchers (Croft, 
1995). The traditional view of IR research considers information searching from a 
system perspective (Kuhlthau, 1991; Borgman, 2000). Many of these studies have 
focused on measuring different techniques, methods and tools as solutions to the 
IR interaction problem. Although these traditional issues are clearly important, 
research on IR techniques and tools solely cannot provide the understanding and 
knowledge of the interaction between the users and IR systems (Belkin et al., 1995; 
Ingwersen, 1996; Saracevic, 1996). 
8 
Chapter 1 Introduction and Background 
Some critiques of the traditional methods used for evaluation of IR systems and 
users include: 
" few studies have been carried out on users performing real information 
seeking tasks with real information needs; 
" few studies are done in real-world online information retrieval setting; 
" few studies focus on what users really want to do and what they really do 
are investigated; and 
" few studies have been conducted that directly involve the interface and 
what implications the user behaviour and information seeking strategies 
have on the user interface design. 
Recently, the need to develop improved user interfaces to online databases has 
been recognised by both HCI and IR communities (Spink and Saracevic, 1998; 
Savage-Knepshield and Belkin, 1999; Dunlop, 2000). In HCI research, the main 
goal is to investigate and improve the usability of computer systems and the 
interaction between the user and the computer. The research focus in HCI is on 
evaluating and designing systems, including user interfaces using different methods 
and techniques (Nielsen, 1993a; Hix and Hartson, 1993; Preece et al., 1994; 
Shneiderman, 1998). One key issue within IR interaction research today is how 
systems and user interfaces should be designed in order to support interactive 
information searching. Thus, there is a need to establish a link between research 
in HCI and the design of user interfaces for IR systems. Integrating HCI into IR 
research is necessary for a user interface design to cope with a variety of users 
having different information needs. This research used HCI evaluation methods 
on an existing Web-based IR interface before designing a prototype Web interface. 
This allows improved usability in the prototype interface design and gives an 
understanding of the problems that the prototype 
interface is trying to solve. 
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1.4 Research objectives 
This research used the Web of Science system available at http: //wos. mimas. ac. uk. 
This choice was made because Web of Science is one of the best known and most 
widely used bibliographic services for the academic community in the UK. Also, 
it was free at the point of use, allowing extensive experimentation to take place. 
The objectives of this research project were: 
" to examine usability of the Web of Science to perform empirical usability 
testing and heuristically according to established usability guidelines; 
" to perform task analysis based on user tasks during usability tests; 
0 to design and test a user-centred prototype of a Web-based IR interface 
based on task analysis and a model of users' information seeking; and 
" to suggest guidelines for designing user interfaces for IR systems. 
1.5 Thesis outline 
This Chapter is a general introduction to the research and provides brief historical 
developments of the IR industry, significance of the current research, and what 
the research aims to achieve. 
Chapter 2 reviews the literature of previous research relevant to this research work. 
This includes a number of diverse areas, such as HCI, IR interfaces, cognitive 
engineering in IR, and interface engineering. Various HCI concepts, interaction 
styles, screen design, and online help systems are discussed. The major section of 
this Chapter deals with the IR interfaces. Cognitive engineering discusses the mental 
models and individual differences in IR. The interface engineering describes the 
guidelines, usability evaluation methods, and interface engineering techniques. 
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Chapter 3 is divided into two sections. The first section reports the results of a 
survey conducted with Web IR users. The survey results provided an opportunity 
to obtain some typical search queries which were used in usability testing. The 
second section presents an overview of the Web of Science system used in this 
thesis. A comprehensive overview of different search features and facilities of the 
system is presented. 
Chapter 4 describes the research methods, experimental design, data collection 
and analysis techniques employed in this thesis. The methodology of a user-centred 
design of a prototype IR interface is presented and discussed. The method is based 
on performing a competitive analysis with the Web of Science. A combination of 
both usability testing and the expert evaluation has been applied. The usability 
test results are then used to design a prototype IR interface. 
Chapter 5 discusses the usability test results on users' performance and satisfac- 
tion with the Web of Science. Both novice and experienced users took part in this 
test. Their interaction with the interface was recorded through transaction logs 
and computer screen recordings. 
Chapter 6 describes the results of a similar experiment on learning and retention 
with the Web of Science. Only novice searchers took part in this usability test. 
They participated in two sessions. The first session measured their original learning 
with the interface after a brief training session. Their retention of the search skill 
was measured four weeks after the initial learning. 
Chapter 7 discusses the findings of a heuristic evaluation of the Web of Science 
interface conducted with three human factors experts. They were all provided with 
a set of heuristic guidelines for their evaluation. 
Chapter 8 focuses on the design and evaluation of a prototype Web IR interface. 
A task analysis was performed based on user tasks followed during usability tests 
reported in Chapter 5 and Chapter 6. This produced a conceptual model of users' 
information seeking and provided interface requirements for a prototype interface. 
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These requirements were implemented in a prototype IR interface where their use 
was evaluated within an iterative design process. After each round of testing, the 
prototype interface was modified in accordance with test findings, and finally a 
comparative evaluation with the earlier usability test results was performed 
Chapter 9 presents a discussion of the research results, conclusions arrived at, and 
principles of designing IR interfaces and suggestions for further research. 
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Human-Computer Interfaces for IR Systems: 
A Review of the Literature 
2.1 Introduction 
The study of human-computer interaction (HCI) originated in the early 1970s 
(Shackel, 1997). During the first decade, the research emphasis was primarily on 
the physical issues of HCI. These issues involved assessing factors such as the 
efficiency of keyboard and workstation design. In the 1980s, researchers started 
to address the cognitive issues of HCI. The design of interfaces is a core topic of 
HCI research. There has been extensive research in several areas of user interface 
design. Chignell (1990) categorised the user interface terminology into four broad 
branches: (1) the basic user interface models; (2) cognitive engineering; (3) user 
interface engineering; and (4) applications. Each branch is further divided into 
numerous sub-braches and sub-topics. 
This Chapter first focuses on the basic human-computer interaction (HCI) issues; 
topics related to interaction styles, screen design, colour, and online help systems. 
Information retrieval (IR) interfaces are explored in the second part. The third 
part deals with cognitive engineering in IR, including mental models and 
indi- 
vidual differences. Finally, the topics on user 
interface engineering are covered. 
These included user interface guidelines and style guides, usability evaluation 
methods, and interface engineering techniques. 
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2.2 Human-computer interaction (HCI) 
The term HCT is used in a broad context and needs to be clarified. Baecker and 
Buxton (1987) defined it as "[a] set of processes, dialogues, and actions through 
which a human user employs and interacts with a computer. " A broader definition 
was provided by the ACM SIGCHI (1996): "human-computer interaction is a 
discipline concerned with the design, evaluation and implementation of interactive 
computing systems for human use and with the study of major phenomena 
surrounding them. " 
Usability is a key concept in HCI. This is mainly concerned with making systems 
easy to learn and easy to use (Mulhem and Nigay, 1996). To design computer 
system which is easy to use and learn, designers have to think beyond merely 
what capabilities the system should have. They also need to consider the interaction 
that goes on between users and a computer system. During the 1970s, the notion 
of the user interface became of concern to both system designers and researchers. 
Moran (1981) defined the term as "those aspects of the system that the user comes 
in contact with. " Myers (1995) defined it as a "part of a computer program that 
handles output to the display and input from the user. " 
The importance of good user interface design has been recognised in the HCI 
literature. Smith and Mosier (1984) surveyed 201 people concerned with computer 
systems design, many of them involved in human factors engineering. The 83 who 
replied to the survey estimated that on average 30-35% of operational software is 
devoted to user interface design. In another survey, Myers and Rosson (1992) 
drew 74 responses from software developers, who estimated that an average of 
48% of application code, and that about 50% of the implementation time was 
devoted to the interface design. However, despite the recognition of its impor- 
tance, user interface design is often one of the most poorly understood aspects 
of many computer systems. 
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There are several reasons as to why interfaces are hard to design and implement. 
The foremost among them is the difficulty in understanding the users and their 
tasks. There have been several attempts to study the factors, both in users and 
applications that affect the design and implementation of user interfaces. All 
these studies have concluded that users are extremely diverse, that programmers 
have difficulty thinking like end-users (Gillan and Breedin, 1990), and that deep 
application specific knowledge, which is required to build large systems, is held 
only by a few developers and is difficult to acquire (Curtis et al., 1988). Further, 
it is clearly impossible for an application with many functionalities to have an 
interface that is simple or easy to learn (Carroll et al., 1988). 
2.2.1 Interaction styles 
Shneiderman (1998) categorised the major types of human-computer interaction 
styles as: command mode; menu-selection; form fill-in; direct manipulation; and 
natural language. 
2.2.1.1 Command mode 
Command mode (typified by the early online host command languages such as 
Dialog or Orbit) is the oldest and was for a time the most common dialogue style. 
Command mode interfaces are operated by the user typing a command string in 
the vocabulary and syntax recognised by the system. Harter (1986) noted that the 
major disadvantage of a command-driven system is the fact that the users must 
be quite familiar with the command language of the system to use it effectively. 
This type of interface is generally preferred by experienced users doing frequ- 
ently performed tasks. This is no doubt why early command systems remained 
popular with skilled online searchers over a number of decades. 
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Command languages may consist of single commands or may have complex syntax. 
A typical form is a verb followed by a noun object with qualifiers or arguments 
for the verb or noun. Command abbreviations are often used for command names. 
Benbasat and Wand (1984) noted that command abbreviations increase the 
general efficiency of users by reducing input time and entry errors. A number of 
techniques have been proposed in the literature for constructing abbreviations, 
including truncation, contraction, abbreviations formed by consensus, and their 
combinations (Hirsh-Pasek et al., 1982; Benbast and Wand, 1984). Some user 
interfaces also offered users brief prompts of available commands in a format called 
command menus to relieve the burden of remembering commands. For example, 
the early version of WORDSTAR presented naive users help menus containing 
commands with one or two word descriptions. Experts could turn off the display 
of help menus, thereby gaining more screen space for additional text. 
2.2.1.2 Menu-selection 
Menu-selection is a type of interaction style in which the user selects one item 
out of a list of displayed alternatives (Smith and Mosier, 1986). Early systems used 
full-screen menus with numbered items. Modern menus are usually pull-down or 
pop-ups, check boxes or radio buttons in dialog boxes, or embedded links on 
Web pages selectable by mouse clicks. 
A number of studies have been conducted about menu organisation. For example, 
Liebelt et al. (1982) designed a simple menu tree with three levels and 16 target 
items in both meaningfully organised and disorganised forms. In the case of the 
meaningfully organised form, user thinking time (time from menu presentation 
to user's selection of an item) and error rates were reduced compared to the 
disorganised form. In another study, McDonald et al. (1983) also showed that 
meaningful categories in menu-selection 
led to shorter response times compared 
to random or alphabetic menu organisations. These studies suggest that classified 
organisation of menu items 
is superior to alphabetical organisation. 
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Another aspect of menu structure is depth (number of levels) versus breadth 
(number of items per level). Several empirical studies have dealt with the depth- 
breadth trade-off. Miller (1981) found that short-term memory is a limitation of 
the increased depth of the hierarchy. His experiment examined four structures: 
26 (six levels of depth each with two items of breadth); 43 (three levels of depth 
each with four items of breadth); 82 (two levels of depth each with eight items 
of breadth); and 641(64 top-level items). The study showed that as menu depth 
increased, so did time to select the desired item. 
Kaiger (1984) extended Miller's research by conducting an experiment that provided 
users with five modes of varying menu designs of 64 end nodes (26,43,82,41+161, 
and 16'+4'). The results of the experiment showed that the time and number of 
errors increased with the depth of the menu structure. In another study, Jacko 
and Salvendy (1996) tested six structures (22,23) 26 , 
82,83, and 86) for reaction 
time, error rates, and subjective preference. They also showed that as depth of a 
computerised, hierarchical menu increased, perceived complexity of the menu 
increased significantly. In a more recent study, Zaphiris et al. (1999) also found 
that reducing the depth of hierarchies improved performance in terms of speed 
and search efficiency. All these studies provide strong evidence that breadth should 
be preferred over depth in menu hierarchies. 
Several studies also compared performance of and user preference for different 
types of menus. Schuerman and Peck (1991) compared the use of pull-down menus 
with traditional menus in a computer-assisted instruction program. They found 
that the use of pull-down menus did not encourage learners to randomly access 
instructional components, and that the pull-down menus performed better in 
respect of browsing and sub-menu display time when compared to traditional menus. 
Carey et al. (1996) also compared the performance of pull-down with traditional 
menus. Sixty novice and experienced computer users were asked to complete a set 
of banking tasks similar to automatic teller machines (ATM) using 
both types of 
menus. They found that traditional menus elicited 
fewer errors than did pull- 
down menus. However, no significant difference was 
found in time to complete 
the banking tasks. Experienced users outperformed novice users regardless of 
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menu types, although no difference was found in the number of errors among 
user groups. 
2.2.1.3 Form fill-in 
Form fill-in employs the metaphor of filling in a printed form (Norman and Chin, 
1989). Rowley and Slack (1998) noted that the user had little control over the form 
fill-in dialogue, but the approach has the advantage that the users rarely need to 
remember commands or their syntax. 
There is a paucity of empirical research on form fill-in dialogue. In one study, 
Ogden and Boyle (1982) compared database update by a form fill-in dialogue and 
by a command language. The study demonstrated a significant speed advantage for 
the form fill-in dialogue, and that 11 of the 12 users expressed a preference for the 
form fill-in approach. In another study, Jeffries and Rosenberg (1987) compared 
a form fill-in interface to a programming language interface. Programmers using 
the form interface performed 50% faster than programmers using the language 
and 24% faster than non-programmers using the form. Non-programmers using 
the form performed as fast as programmers using the language. 
These studies clearly illustrated the basic advantages of form-based interaction. 
Novices perform faster using forms than using a formal command language-based 
interface. Expert users may also find form fill-in as a useful technique for simple 
task specifications, especially for casual and infrequent use. However, the advan- 
tages of form fill-in interface seem to be greatest for non-experts. 
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2.2.1.4 Direct manipulation 
Human-Computer Interface for IR Systems 
Direct manipulation interfaces allow users to carry out computer operations as 
if they are working on the actual objects of interest in the real world. This type 
of interface style is also referred to as a graphical user interface (GUI), although 
it is possible to have a GUI which does not use direct manipulation. Shneiderman 
(1983) argued that direct manipulation interfaces have performance advantages 
because they closely resemble the `real-world' task environment that they were 
designed to support. Norman (1986) suggested that such interfaces reduce the 
psychological distance between the system and the users, making it easier to 
perform tasks by requiring less adaptation on the part of the user. 
A number of studies have directly compared direct manipulation interfaces to 
non-direct manipulation interfaces to empirically determine the relative advantages 
and disadvantages of different dialogue styles. For example, Roberts and Moran 
(1982) produced data comparing command language with direct manipulation 
interfaces. The data gathered for this study suggested that direct manipulation 
interfaces were easier to use for experts and easier to learn for novices than 
non-direct manipulation interfaces. 
Whiteside et al. (1985) compared several different dialogue styles and came up with 
contradictory results. Seven different systems were tested, four with command 
language interfaces, two with icon-based direct manipulation divided into three 
groups based on their experience: (1) new users who were computer novices; 
(2) transfer users who had regularly worked with computers, but never with the 
system being tested; and (3) system users who were experienced computer users, 
and who had used the system being tested for at least several months. Scores 
were based upon the percentage of a task completed per five-minute interval. It 
was found that new users performed equally poorly on all systems, whereas 
transfer and system users performed better with command language 
interfaces. 
They concluded that the interface style was less important than the care with 
which the interface was crafted, and that new user 
interface styles alone are not 
the solution to all issues with user interfaces. 
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Margono and Shneiderman (1987) compared file manipulation operations on the 
Apple Macintosh, which had a direct manipulation interface, with the IBM PC, 
which had at that time just a command interface. The authors concluded that 
novices using the Apple Macintosh could perform the manipulations faster with 
fewer errors, and were more satisfied with the interface. 
In a similar study, Morgan et al. (1991) compared computer users' performance 
and preferences in both command line and WIMP interfaces using a database 
program. The WIMP system comprised a graphical interface with the standard 
windowing layout of pull down menu bars. They found that keyboard literate 
computer naive users made more than twice as many errors with the command 
line interface. No significant differences in the time were found. Users preferred 
the WIMP interface overall, and rated it as more stimulating, easier, faster, and 
less error prone than the command line interface. 
Rauterberg (1992) compared a desktop interface (GUI) with a menu-selection 
(CUI) interface in a relational database system. A total of 24 users (six novices 
and six experts with GUI; six novices and six experts with CUI) were given 20 
benchmark tasks. The results showed that the GUI version of the database was 
significantly superior to the CUI version for the tasks performed. The novice 
users in the GUI needed only 62% of the task completion time required by the 
novice users in the CUI to solve the same tasks. The experts in the GUI needed 
51% less time to complete the tasks as compared to experts using CUI. In another 
study, Benbasat and Todd (1993) examined the performance of casual users on 
direct manipulation and menu interfaces using an electronic mail system. They 
found that users with the direct manipulation interface consistently completed 
the tasks faster than those with the menu-based interface. 
Some studies have also examined the influence of interaction style and experience 
on user perceptions of computer systems. For example, Davis and Kostrom (1993) 
found that perceptions of ease of use were higher for novice users trained on a 
direct manipulation interface than for users trained on a command-based system. 
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In another study, Wiedenbeck and Davis (1997) compared direct manipulation, 
menu-driven and command-language interfaces to see how the interaction style 
and prior experience with similar software packages affect users' perceptions. In 
the first session, novice users were trained in a word processing software using 
one of the three interfaces. The results showed that the interaction style had a 
reliable but small effect on their perceptions of ease of use. The direct manipulation 
interface was judged easier to use than the command style. The interaction style, 
however, did not affect learners' perceptions of the usefulness of the software. 
In the second training session, users who had used a direct manipulation interface 
in the first session learned either the menu-based or command-based software. 
The perceptions of these users were compared to those of learners who had used 
the menu or command software in the initial training session. The results showed 
that both interaction style and the prior experience with a direct manipulation 
interface affected perceptions of ease of use. Users with prior experience of a direct 
manipulation interface tended to have very negative attitudes toward a less direct 
interface style. The interaction style did not affect perceptions of usefulness of 
the package, but the prior experience did. in a later study, Davis and Wiedenbeck 
(1998) also found that direct manipulation aids initial learning and that previous 
experience is a moderate aid in learning a subsequent package, but only when 
the interaction style is similar. 
These studies illustrated some evidence of the superiority of direct manipulation 
interfaces over other interaction styles. Direct manipulation has great intuitive 
appeal and has been observed to provide performance and learning advantages, 
especially for the naive users. For expert users, taking a hand off the 
keyboard 
to move a mouse may be slower than typing the relevant command. Moreover, 
menu-selection, form fill-in, or command mode may be more appropriate 
for 
some applications. The design of mixed-mode interfaces could 
be a solution 
when the required tasks and users are diverse. Many current 
direct manipulation 
interfaces incorporate different interaction styles which were earlier viewed as 
alternatives. 
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2.2.1.5 Natural language 
Natural language as an interaction style permits users to express their requests to 
a software application in some natural language (such as English). There have been 
numerous informal tests of natural language systems, but only a few have involved 
controlled experimental comparison against some other design. 
Shneiderman (1978) compared natural language to SQL, the well-known query 
language. Although participants posed approximately equal numbers of valid 
queries with either facility, natural language users made significantly more invalid 
queries that could not be answered from the database. Small and Weldon (1983) 
also compared the performance on systems with natural language and SQL. The 
SQL produced faster performance than did natural language on a benchmark set 
of tasks. In a later study, Jarke et al. (1985) also found the performance advantages 
of SQL over the natural language in a field trial with a database application. 
Ogden (1988) reviewed a number of studies that sought to evaluate the usability 
of prototype commercial natural language systems. The results consistently indi- 
cated a fairly high rate of conceptual, functional, syntactic, and lexical errors 
among users. This was particularly the case when users were untrained in the 
task domain and language restrictions and when they were performing tasks of 
their own choice, rather than pre-defined tasks. However, since the goal of most 
natural language systems is to provide an interface that minimises the learning 
burden, these results reflect more on the design of the restricted natural language 
interface than on the user. 
In a study comparing a restricted natural language to a menu-based interface, 
Napier et al. (1989) found that the natural language showed both performance 
advantages (significantly more users successfully solved the given problems) and 
satisfaction advantages over the menu-based interface. The performance increase 
became greater as the user became more experienced. Napier et al. proposed two 
possibilities for the performance advantage of natural language interface. Either 
the commands, being more like English, are more familiar and better remembered, 
or the natural language took advantage of context in interpreting a command, 
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allowing the user to give instructions at a relatively high level, avoiding the need 
for a series of detailed commands. Though these results are impressive, the authors 
cautioned in generalising the results to more complex problems, more experi- 
enced users, or even application domains that are different to the one studied in 
this experiment (e. g., spreadsheets). 
Turtle (1994) compared a natural language interface to a Boolean query system. 
In this study, experienced attorneys developed a set of natural language statements 
to represent the type of information problems lawyers would research. These natural 
language statements were then used as input to a number of commercial search 
systems. The top twenty documents retrieved by each system were independently 
rated for relevance. The natural language statements were given to experts of a 
Boolean query system. Experts wrote Boolean queries and were allowed to iterate 
each against a test database until they were satisfied with the results. The set of 
documents obtained using Boolean queries contained fewer relevant ones than 
those sets obtained by the natural language systems. However, for some search 
queries Boolean search provided better results. Furthermore, some users preferred 
Boolean queries. Based on these findings, Turtle concluded that commercial 
systems would need to support both query types to be successful. 
These studies with natural languages do not provide an encouraging picture. With 
the exception of Napier et al. and Turtle's study, there is no convincing evidence 
that natural language interfaces have any advantages over other interaction styles 
(Ogden and Bernick, 1997). It is clear that users do not necessarily benefit from 
natural language systems. Moreover, when systems use restricted natural language 
to limit ambiguity, it is assumed that the users will be required to learn what 
structures are acceptable, making natural language no more useful or learnable 
than formal command language. 
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2.2.1.6 Speech recognition 
Human-Computer Interface for IR Systems 
Speech recognition is a data input method that translates spoken words into 
digital signals recognisable by a computer. Booth (1989) identified a number of 
speech input advantages over other input methods: 
" since speech is a natural from of communication, training new users is 
much easier than with other input devices; 
" since speech input does not require the use of hands or other limbs, it 
enables operators to carry out other actions and to move around more 
freely; and 
" speech input offers disabled people such as the blind and those with 
severe motor impairments the opportunity to use new technology. 
Early studies of speech input focused on determining performance differences 
when speech input replaced traditional keyboard input in restricted applications. 
Performance measures for these studies were usually speed and error rates, and 
the results were often contradictory and inconclusive. 
Studies performed more recently have focused on the utility of voice input as an 
additional input channel in multimodal interfaces. Martin (1989) compared speech 
input to typed, full-word input, single key presses, and mouse clicks for entering 
commands in a graphic VLSI chip design package. He found that speech input 
was a more efficient input channel, since users completed 65% of the tasks when 
speech was available along with the other input modes as compared to 38% when 
it was not available. Martin further concluded that speech improved efficiency 
because it added another input response channel. 
Schmandt et al. (1990) investigated the utility of using speech input to control 
window navigation in an X Window system while allowing keyboard and mouse 
input for other tasks, such as interaction with direct manipulation interfaces in 
application programs. There was no significant difference in speed between speech 
input and mouse input in navigating between the exposed windows, however, 
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speech was superior to the mouse when windows were partially or completely 
obscured. Further, users of speech tended to use more windows and allow more 
and greater degree of window overlap. 
Pausch and Leatherby (1990) assessed the utility of speech input for a graphical 
editor. An experimental group used speech input to enter commands and the 
mouse for pointing and selecting graphical objects, while a control group used 
only the mouse. They showed that voice used in parallel with mouse input decr- 
eased task completion time by 21.23% as compared with the mouse alone. In a 
follow-up study, Pauch and Leatherby (1991) measured the time taken to 
complete the same graphical editing tasks using keyboard accelerators. A novice 
group of users who had not memorised the keyboard commands worked 9.92% 
faster than using mouse input, while an advanced group who had memorised 
the commands worked 14.51% faster. On the basis of these findings, the authors 
concluded that voice input provides a significant reduction in task completion 
time for a graphical editor when compared to the traditional alternatives. 
Karl et al. (1993) showed the advantages of using voice-activated command over 
mouse-activated commands for word processing applications when, in both cases, 
the keyboard was used for text entry and the mouse for direct manipulation. 
Sixteen users were trained to issue eighteen voice-activated commands to perform 
four simple word processing tasks. For most tasks, performance times were 
significantly faster when using speech to activate commands as opposed to using 
the mouse. However, one task required memorisation of mathematical symbols, 
followed by a `page down' command. The users then had to retype the symbols 
from memory. Voice-command users had greater difficulty with this task than 
mouse users. Voice users repeatedly scrolled back to review the symbols, because 
speaking the commands appeared to interfere with their retention. 
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Molnar and 1K. letke (1996) compared the effect on performance and satisfaction 
of a menu and a front-end voice interface using the spreadsheet software package 
Lotus 1-2-3. Both expert and novice users used one of the two interface methods 
(i. e., standard keyboard/mouse use of menus or keyboard/mouse with a voice 
front-end) to solve three business problems. The overall results suggest that the 
menu interface users completed the problems in less time than did users of the 
voice front-end. The number of errors was significantly related to the level of 
Lotus 1-2-3 expertise, but not on the type of interface used. Menu users had more 
favourable attitudes toward the software than did the voice front-end users. 
Karat et al. (1999) studied user performance and satisfaction in completion of a 
set of text composition and transcription tasks using either speech or keyboard- 
mouse input. Three commercially available continuous speech recognition systems 
were used in this study: IBM Via Voice 98 Executive, Dragon Naturally Speaking 
Preferred 2.0, and L&H Voice Xpress Plus. Users of speech systems were free to 
use keyboard and mouse for cursor movements or to make corrections they felt 
they could not make using speech commands. The results of the study indicated 
that users took longer time in completing the tasks when using speech recognition 
systems, and felt that they would be less productive with speech input than with 
keyboard-mouse input. 
A follow up study (Halverson et al., 1999) investigated user strategies for correcting 
errors. They identified two common strategies: spiral depths, where users re- 
dictate misinterpreted words; and cascades, where misrecognition caused addi- 
tional errors which needed to be corrected before the original error could be 
dealt with. It was found that when novice users try to fix errors, they often get 
caught in cascades of errors, while more experienced users learned to switch to 
keyboard correction. Based on the observed errors, Halverson et al. suggested 
that designers should increase recognition accuracy for re-dictation, and should 
recognise novice users' error correction strategies in speech system design. 
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The application of speech technology to information retrieval applications is 
only advancing slowly. However, these systems have generally paid little attention 
to user needs. Shneiderman (2000) noted that use of speech recognition techno- 
logies outside disabled community has been slow compared to visual interfaces. 
More research is needed to create robust, usable speech interfaces and to deter- 
mine how best to integrate speech into efficient, successful multimodal systems. 
2.2.2 Screen design 
The displays are a key component to successful human-computer interaction. A 
wide variety of studies have shown the importance of effective screen design on 
users' performance. Tullis (1981) found that a redesign of the main display from 
a system for testing telephone lines resulted in a 40% reduction in the time requ- 
ired by the users to interpret the display. 
Burns et al. (1986) compared two screens from NASA's space shuttle system with 
two redesigned screens. Aspects of the original screens that were redesigned 
included: captions for all data fields, grouping related items, consistent placement, 
etc. Data from the search task by novice users revealed a 31% improvement in 
search time and a 28% reduction in errors on the redesigned screens. In addition, 
a set of expert users of the original screens was also tested. They also showed 
some improvements in performance on the redesigned screens. In a follow up 
study, Donner et al. (1991) found reductions of up to 28% in the time that it took 
users to find the relevant items on the reformatted space shuttle screen. 
It is also important to maintain consistent location, structure, and terminology 
across displays. Experimental studies have shown that inconsistencies in the user 
interface reduce users' performance and subjective satisfaction. For example, 
Teitelbaum and Granda (1983) conducted a study on consistent location in a menu- 
based system using forty novice computer users. The position of the title, page 
number, topic heading, instruction line, and data entry area were varied across 
interfaces for one-half of the users, whereas the other half saw constant positions. 
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The results of this study showed that the mean response time to questions about 
these items for users in the varying condition was 2.54 seconds, but was only 1.47 
seconds for those seeing constant position 
Chimera and Shneiderman (1993) also tested the effects of inconsistency on user 
performance. This experiment used two interactive computer systems at the US 
National Library of Medicine (NLM) that were an original inconsistent version 
and a revised consistent version. The original system had many problems, including 
inconsistent wording of screen titles, menu items being computer-oriented rather 
than task-oriented, and a clutter of function key descriptions at the bottom of 
the screen, etc. The revised version had consistent screen layout and colours, and 
used consistent task-oriented phrases for the description of menu items. An 
empirical evaluation with 19 users showed that there was a statistically significant 
difference favouring the revised interface for five out of twenty tasks. One task 
favoured the original interface. In the revised interface, the function key approach 
to printing had been accidentally removed which made the task difficult to 
complete. Also, the revised interface received a higher satisfaction rating. 
Bajwa (1995) studied the effect of inconsistencies in colour, location, and size of 
buttons on user's performance and satisfaction. For a billing system interface, 
three inconsistent versions were created with 33% inconsistency in colour, location, 
and size. The experiment was divided into three phases, inconsistent colour 
versus consistent interface, inconsistent location versus consistent interface, and 
inconsistent size versus consistent interface. For every phase of the experiment, 
participants used both the consistent and inconsistent version with 50% of the 
participants using the inconsistent version first and the other 50% using the 
consistent version first. The results of the experiment showed that inconsistency 
significantly effects a user's performance speed by about 5%. 
Mahajan and Shneiderman (1997) showed that inconsistent interface terminology 
also slowed user performance by 10-25%. This study used three versions of a 
graphical interface. The original version 
had a consistent interface. Terminological 
inconsistencies were introduced in the medium and high inconsistency 
versions. 
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In the medium inconsistency version, at least one terminological inconsistency 
was introduced for each search task. In the high inconsistency version, 50% more 
inconsistency was introduced than the medium inconsistency version. An experi- 
ment with 60 users showed that terminology inconsistencies introduced in the 
interface significantly slowed users' performance regardless of their level of 
expertise. The results of these studies support the encouragement to `strive for 
consistency' and support the case for including consistency as one of the prime 
guidelines when designing user interfaces. 
In a more recent study, Szabo and Kanuka (1998) showed that violating screen 
design principles also affect users' learning process. Their study found that users 
who used interface with good design principles completed the lesson in less time 
(21%) and had higher completion rate (74% vs. 45%) than those who used the 
interface with poor design principles. 
2.2.2.1 Colour 
Colour displays are becoming the norm, and interface designers make extensive 
use of colour in screen display. Rowley and Slack (1998) noted that colour can 
be 
an effective mechanism for communicating alerts, drawing attention and defining 
relationships. For example, related items could be grouped together 
by using 
similar colour backgrounds and strong contrasting colours can be used to 
focus 
attention on critical information. 
Hoadley (1990) discussed the studies on the use of colour and summarised that 
colour could improve performance in the following kinds of tasks: 
"a recall task, in which the user must retrieve something 
from memory; 
"a search and locate task, in which the user must scan the screen to 
locate 
specific information; 
"a retention task; and 
"a decision Judgement task. 
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A basic use of colour is in the background and the text on the screen. Studies into 
the physical abilities of the human eye have found that the outer edges of the 
retina are not sensitive to red and green colours and have very few blue colour 
receptors (Marcus, 1986). Oborne (1995) noted that about 6% of men and 0.5% of 
women have some form of colour blindness; red-green and blue-green are being 
the most common. From these two facts, GUI designs should use the following: 
" reds and greens only in the central area of the screen; and 
" blues for large areas (screen backgrounds) and not for screen text or thin 
lines. 
In summary, screen display is a key component to successful design of a computer 
system. Effective screen designs must provide all necessary data in the proper 
sequence to carry out the task. Meaningful groupings of items in a way that is 
natural and comprehensible to user, consistent format from one display to another, 
and orderly formats help task performance. Colour could be used for grouping 
information, differentiating between information, and coding a simple message. 
Colour can also improve some displays and can lead to more rapid task perfor- 
mance with higher satisfaction, but improper colour use could be misleading 
and slow users' performance. 
2.2.3 Online help systems 
Online help systems are provided because people often find it difficult to use the 
computer systems that are intended to help them complete their tasks quickly 
and efficiently (Schneider and Thomas, 1983). A number of early studies have 
favoured printed manual over online help facilities (Cohill and Williges 1985; 
Baxter and Oatley 1991). However, these studies were carried out when display 
technology and the required programming facilities for designing interactive 
online help systems were not available as they are today. Even more recent 
studies (Hertzum and Frokjaer, 1996; Abdullahi and Alty, 1998) 
found that users 
preferred paper manuals compared to online help. 
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There are certain advantages of online help systems which may not be practical 
in printed documentation. Shneiderman (1998) offered the following advantages 
of online help facilities: (a) help information is available whenever the computer 
is available; (b) information can be electronically updated rapidly; (c) specific 
information necessary for a task can be located rapidly if the online system offers 
electronic indexing or text searching; and (d) it is possible to use graphics, sound, 
colour, and animation that may be helpful in explaining complex actions and 
creating an engaging experience for users. 
Houghton (1984) reviewed online help facilities and pointed out the great difficulty 
in helping the novice users to get started, as well as helping the expert users 
who need specific information on a particular topic. Trenner (1989) reviewed 
online help in a number of IR systems. She also found that online help systems 
were at that time often inadequate. Using her own scoring scheme, she found that 
the average score for all systems, out of a possible total of 15, was 7.2 (i. e., less 
than 50%). 
Kearsley (1988) offered empirical data about online help systems and suggested 
the following guidelines for designers: 
" make the help system easy to access and easy to return from; 
" make the help as specific as possible; 
" collect data to determine what helps are needed; 
" give user as much control as possible over the help system; 
" supply different helps for different types of users; 
" make help messages accurate and complete; and 
" do not use help to compensate for poor interface design. 
These guidelines, although more than a decade old, are still not 
fully implemented 
in many online help systems. Many existing online 
help systems are, however, 
easy to access and return from. This may perhaps 
be the only guideline that has 
been regularly followed by designers of online 
help systems. 
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Some studies showed that users are often reluctant to make use of online help 
available to them (Nickerson, 1981; Goodall, 1991) and those that are used are 
often used inefficiently (Jerrams-Smith, 1987; Jerrams-Smith, 1989). Rieman (1996) 
found that many users wish to avoid online help, and prefer to learn system features 
by exploration. A variety of reasons have been suggested for this. Head (1998) 
reported that users experience great difficulty translating their questions into the 
technical computing jargon that use of the help index requires. As a result, they 
tend to conclude early on that online help is slow, tedious, and ineffective. She 
identified five complaints common to users in regards to online help systems: 
(a) difficulty locating needed information; (b) perceived failure of the system to 
deliver relevant information; (c) difficulty switching between the help system 
and the work environment; (d) help systems are perceived to be too complicated; 
and (e) quality and layout of the help system is perceived to be poor. 
A number of studies have used improved, and more varied methods for providing 
online help facilities. Magers (1983) described how he tested a version of the 
VAX/VMS operating system using 30 computer novices in a file manipulation 
task. The improvements included providing a help key, providing context-sensitive 
help, more flexible syntax of help commands, additional tutorial information, 
elimination of computer jargon, use of examples, directory of synonyms, paging 
information and rewriting help messages to be task-oriented. The results showed 
that users of the improved system completed the tasks faster, used more commands, 
made fewer errors, used help more often and asked less questions. Subjective 
satisfaction scores also strongly favoured the revised help facility. 
Carroll and Aaronson (1988) used a simulated model for intelligent help facility, 
called the `Wizard-of-Oz' technique, where users interacted with a computer system 
through a standard interactive dialogue at a terminal in the belief that they are 
conversing with the computer. However, users' command lines were sent to 
another monitor, where a human expert, known as `wizard', sent back replies to 
the users. The authors used this technique to monitor users' terminal activity and 
provided error recovery when necessary. The wizard provided two types of 
help 
information: how-it-works; and how-to-do-it. This system was then tested with 
eight users, each receiving one of the two types of 
help information provided. 
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A total of 164 help messages were generated; 73 of them were drawn from an 
inventory of expected error conditions, and 91 were generated during transactions. 
Based on this finding, the authors noted that "people are incredibly creative in 
generating errors and misconceptions, and incredibly fast. " They concluded "the 
development of intelligent help systems faces serious usability challenges. " 
Harrison (1995) used still, animated and non-illustrated online help with written 
or spoken instructions in a graphical user interface. A total of 176 undergraduates 
received online help instructions for completing seven HyperCard authoring tasks. 
Instructions were provided in either written or spoken form with or without still 
graphics or animated visuals. The results of the study indicated that illustrated 
(either still graphic or animated) online help instructions enabled the users to 
perform significantly more tasks in less time and with fewer errors than did 
users who did not have these help instructions. Two reasons were given as to 
why the users with illustrated online help outperformed the non-illustrated users. 
First, the visuals contained pictures of the objects in the graphical user interface 
that were to be used in performing the procedure. Second, the visuals provided 
an example of the system response to the user input, so the user was not surprised 
by the screen image displayed. 
Roesler and McLellan (1995) used a taxonomy of online help queries to design a 
modified online help system for an application program. They carried out three 
separate tests. Test 1 used the Wizard-of-Oz technique to capture how users 
formulated their requests for help as they encountered problems or questions as 
they carried the assigned tasks. Five users with varying experience in using an 
application were asked to perform a set of 15 tasks, and "think-aloud" as they 
perform these tasks. Test 2 involved six participants, consisting of application 
developers and technical writers, to categorise 209 questions along with 131 
errors gathered during Test 1, based on the taxonomy. They were asked to 
indicate the location in the help where they would first go in order to find the 
answer. Participants were able to classify 80% of the 
help queries, when they were 
given additional information for the remaining 20%, categorisation rose to 
97%. 
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Test 3 repeated Test 1, except the wizard was replaced by a prototype online 
help system. Only three users performed this test. Preliminary results of Test 3 
showed that all users easily learned how to use the help system and referenced it 
as needed, and no user failed to find the information needed from the help 
system. There were 44% fewer errors than in Test 1. The results suggest that a 
general taxonomy of information needs made it easy both for help providers to 
understand what information they need to supply and for help users to find the 
help they need quickly. Although these findings are interesting, it is difficult to 
make any generalisation because of the small number of participants in these tests. 
The main advantage of online help systems is their potential for rapid retrieval of 
a help topic. However, little empirical research has been done on how to offer this 
advantage to the user. User interface designers need to pay more attention to the 
provision of online help, developing it as integral parts of the application. This 
might result in a significant reduction in the need for the user manual as well as a 
reduction in the training period required for such applications. 
2.3 Information retrieval (IR) interfaces 
The first IR systems allowing online searching were introduced in the early 1970s. 
Walker (1971) showed an early interest in user interfaces for information retrieval 
systems. This volume is based upon the 1971 American Federation of Information 
Processing Societies (AFIPS) workshop on user interface for interactive search of 
bibliographic databases. It included papers about the pioneering systems of the 
period such as NASA/RECON, the precursor of Dialog; and AIM/TWX, the 
precursor of MEDLINE and other NLM databases. These early search systems 
served as the foundations for commercial online searching in the 1970s. A number 
of vendors introduced online searching of databases. The users of these services 
were largely information professionals within commercial and academic sectors. 
34 
Chapter 2 Human-Computer Interface for IR Systems 
Williams (1974) reviewed software for database searching and examined both 
batch and online database searching software, some of which included user aids 
such as online thesauri. Williams (1978) again briefly reviewed the state of the art 
as of late 1977 and identified several trends for the future. Among these were a 
more `transparent user interface' to help users avoid the need for understanding all 
the specific differences of databases, systems, command languages, vocabularies 
and access protocols. She argued that such systems would greatly increase the 
usability of online databases both by professionals and end-users. Hawkins (1981) 
reviewed the history of commercial IR services until 1981, including interface 
aspects. He noted that most searches required a human intermediary because of 
the complexity of the interfaces and differences between systems. Micho and Lee 
(1987) identified similar problems. 
Simplified end-user interfaces such as BRS/After Dark, and Dialog's Knowledge 
Index emerged in the early 1980s. At the same time, front-end software packages 
were developed to make online searching more accessible to end-users (Shaw, 1991). 
Williams (1985) introduced a classification that grouped software packages into 
three groups: (1) gateway systems; (2) front-ends; and (3) intermediary systems. 
Hawkins and Levy (1985) consolidated the terminology by dividing them into 
gateway software and front-end software. In this scheme, a gateway was defined 
as a software interface that automatically logs on to a database vendor via a 
communications network; it might also provide for uploading of search statements 
and downloading of citations. Front-ends, as defined, extended the 
features of a 
gateway by simplifying and performing some of the steps of the search process. 
They attempted to make the online searching transparent to the user 
by, typically, 
assisting in or providing database selection and transferring the user search 
request into the language of the vendor. Williams (1986) 
described the advantages 
of and design requirements for these `transparent 
information systems' to provide 
unified multiple system access, automatic database selection and 
location, search 
facilitation, output reformatting, removal of duplicates 
from search output, auto- 
matic dial-up and logon, and protocol conversion. 
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In the 1980s, online search systems used a variety of interaction styles to make 
online searching more accessible to end-users. For example, After Dark subscribers 
used menus; Knowledge Index subscribers could choose to search with simplified 
commands or with menus (Kennedy, 1993). Some commercial search systems 
offered a subset of commands which was easier to learn (e. g. BRS/BRKTHRU), 
or offered a common command language to facilitate searching on heterogeneous 
retrieval systems (e. g. EasyNet), or provided the user with the option to choose 
one language from a predefined set of host languages and to use it to search all 
online hosts accessed by the search system (e. g. ProSearch) (Efthimiadis, 1990). 
Crawford and Edwards (1985) described a front-end software implemented on an 
Apple Macintosh that took advantage of direct manipulation interface to retrieve 
drug-related information from Dialog. The FIRSTUSER interface used a combined 
menu and form fill-in interface (Crawford and Becker, 1986). 
In the 1990s, IR interface development was influenced by rapid technological 
developments in both hardware and software. Graphical interfaces have become 
the norm for a wide range of end-user information products and services, and 
some of these features have been introduced in IR systems. Since the mid-1990s, 
several Web-based IR systems have been introduced. Notess (1998b) further 
pointed out increased consolidation of Web-based systems and greater sophis- 
tication from database vendors in their delivery of database information via the 
Web. A fundamental characteristic of Web-based systems is that they are inherently 
interactive and provide a variety of ways for users to interact with both information 
and systems. Xie and Cool (2000a) identified the following advantages of Web IR 
systems: (a) guide user access to a variety of databases; (b) facilitate multiple 
interactive search strategies; (c) assist mapping to thesaurus terms; (d) offer 
interactive help mechanisms; (e) afford multiple manipulations of output; and 
(f) provide iterative movement of links. Shneiderman (1997), however, noted 
that many Web-based search interfaces are neither simple nor clear. They are 
often needlessly complex, and they very often hide key features. This resulted in 
confusion, frustration, and failure for both novice and experienced users. 
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There have been some studies comparing the effectiveness of different interaction 
styles in IR systems. For example, Williams et al. (1986) compared command, menu, 
and associative (in which the system would expand or narrow the search if the 
initial retrieved set was too small or too large) interfaces to perform three searches 
in a subset of the MEDLINE database. There were no differences in retrieval 
precision across three interfaces; however, users achieved higher recall with the 
associative interface than with the other two interfaces. 
Canter et al. (1986) found that a menu-based interface is more effective than 
command mode or natural language front-ends for novice users navigating a full- 
text database. The advantage of menu interfaces was also reported in Spavold 
(1990). She found that students rapidly understood menu choices and felt secure 
in navigating databases. When switched to command mode, they had major 
problems with syntax and terminology; they were frustrated in attempting to 
translate a query into the command language. Shaw and Czaja (1992) found that 
physicians using menu-driven access to a full-text cancer database completed 
their searches in 7-13 steps and found complete answers to the queries for 23 of 
the 39 searches conducted (and partial answers for an additional 15 questions). 
Using a command-driven system, physicians completed their searches in 6-8 
commands and found complete answer for 13 of the 39 searches conducted (and 
partial answer for an additional 24 searches). While they made no explicit compa- 
rison between systems, it appeared that the menu system was more effective in 
terms of searches completed, but less efficient in terms of number of steps. 
A few studies have also compared Web and non-Web interfaces in IR systems. 
Koehler and Mincey (1996) compared the dial-up access and Web access methods, 
and concluded that FirstSearch Web was a major improvement over the 
dial-up 
access. Bates (1997) compared Web-based packages Dialog Web and 
DataStar Web, 
with the Classic, ASCII, dial-up version of Dialog. She noted the 
benefits of the 
Web-based version, but also considered the Web-based product to 
be less efficient 
and responsive for the experienced users than the 
ASCII product. 
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Barker (1998) compared online searching on DataStar using the Classic command 
language with access via the Web interface DataStar Web. The functionality of 
the two search interfaces was compared in terms of entering the system, selecting 
a database, searching, output and display, terminating the search session, error 
messages and help pages, and support, training and documentation. She concluded 
that although both search interfaces offer access to the same databases, there were 
significant differences. Many of these differences may affect retrieval effective- 
ness among both novice and experienced searchers. 
In a more recent study comparing Web and non-Web interfaces of online databases, 
Xie and Cool (2000a) found that some of the functions of Web-based interfaces 
outperformed non-Web interfaces, but at the same time they were not universally 
preferred. Experienced searchers preferred both greater user control and greater 
ease of use in the search process. They concluded with an argument that greater 
attention should be paid to the tension between user control and ease of use in 
the design of effective and useful interactive IR systems. 
In summary, online search systems have developed from early batch-processing 
systems with machine-centric interfaces to interactive systems with interfaces for 
both novice users and direct manipulation. In addition to the development of 
direct manipulation, the development of the Web has already left a tremendous 
mark on user access to information systems. Information retrieval systems are now 
increasingly migrating to the Web. However, in spite of the recent development of 
Web-based interfaces to IR systems, little empirical research has been carried out 
about the usability of these systems with respect to user interface features and 
functionalities. 
2.3.1 Information seeking models 
Most information seeking models assume an interaction cycle consisting of 
query formulation, retrieval and examination of results, and then either stop or 
reformulate the query and repeat the process until a suitable result set 
is found. 
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Hearst (1999) described the following sequence of steps in a standard information 
seeking model: 
1) start with an information need; 
2) select a system and collections to search on; 
3) formulate a query; 
4) send the query to the system; 
5) receive the results in the form of information items; 
6) scan, evaluate, and interpret the results; 
7) either stop, or; 
8) reformulate the query and go to step 4. 
This simple interaction model used by IR systems is the only model that most 
users see today. The model assumes that the user's information need is static and 
the information seeking process is one of successively refining a query until it 
retrieves all and only those documents relevant to the original information need. 
However, users learn during the search process. They browse through retrieved 
results, viewing lists of topics related to their query terms, and navigating within 
the result pages. The recent advances in Web-based systems make it no longer 
feasible to ignore browsing and navigation within the search process itself. 
Thus, while useful for describing the basics of information seeking process, this 
simple interaction model has been challenged by many researchers. Bates (1989) 
proposed a `berry-picking' model of information seeking, which stands in contrast 
to the traditional information seeking models. She pointed out the strengths of 
this model, such as its use of a dynamic, modified search versus a single unitary 
query and static search; and the iterative, evolving nature of the problem versus 
a one-time conception of the information problem. End-users may begin with just 
one feature of a broader topic, or just one relevant reference, and move through 
a variety of sources. Each new piece of information they encounter gives new 
ideas and directions to follow, and consequently a new conception of the query. 
This is in contrast to the theory that the main goal of the search process is to find 
out the set of documents matched to the original 
information need. 
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Ellis (1989) proposed a general model of information seeking behaviours based 
on empirical studies of information seeking patterns of academic social scientists. 
Eight primary behaviours in information searching were identified: 
" starting - initial ways taken by a user to start a search, e. g., reviewing literature 
or consulting an experienced colleague; 
" chaining - following and connecting new leads found in an initial source; 
backward chaining through references and forward chaining through indexes; 
" browsing - scanning contents of identified sources of potential interest; 
" differentiating - filtering and assessing sources for usefulness; 
" monitoring - keeping up-to-date by following current developments in a 
given subject area; 
0 extracting - selecting relevant items in the resources; 
" verifying - validating the accuracy of the information; and 
" ending - concluding the searching process. 
Ellis's (1997) following empirical research on engineers and research scientists 
has enhanced his model. Starting is changed to `surveying', a more specific activity 
of acquiring an overview with a new domain field or consulting key people of the 
field. Differentiating is redefined as `distinguishing' with the nature of relevance 
feedback, where individual perceptions are applied to evaluate the importance 
of the resources. `Filtering' is another new feature added into the model, where 
certain criteria are used to increase precision. Examples of filtering are keyword 
or author searching. In the new model, the distinguishing and filtering features 
are probably derived from the differentiating feature in the previous model 
because the differentiating feature includes the activities of ranking and filtering 
items. This new model has moved closer to the general considerations of IR 
systems in which the relevance feedback and filtering techniques are widely used 
to improve precision and recall. 
Kuhlthau (1991) provided a model of users' Information Search Process (ISP) 
which complements Ellis's model by attaching associated feelings, thoughts and 
actions, and the appropriate tasks to various stages in the search process. 
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Stages Feeling Thoughts Actions Appropriate task 
in ISP common to common to common to according to 
each stage each stage each stage Kuhlthau model 
Initiation Uncertainly General/ Seeking Recognise 
vague background 
information 
Selection Optimism Identify 
Exploration Confusion/ Seeking Investigate 
frustration/ relevant 
doubt information 
Formulation Clarify Narrowed/ Formulate 
clearer 
Collection Sense of Increased Seeking Gather 
direction/ interest relevant or 
Confidence focused 
information 
Presentation Relief/ Clearer or Complete 
satisfaction or Focused 
disappointment 
Table 2.1: Kuhlthau's model of Information Search Process (1991) 
Marchionini (1995) proposed model of information seeking process which includes 
eight sub-processes: 
" recognize and accept a problem - the awareness of the problem; 
" define and understand the problem - identifying the key concepts and 
relationships associated with the search task; 
" choose a search system - select an information system to begin a search; 
" formulate a query - select terms or phrases to represent the problem and 
the strategies that the system can recognise; 
" execute search - executing physical actions (e. g., typing a query or 
follow- 
ing links in the hypertext environment); 
" examine results - making relevance judgements 
based on results thereby 
determining the next step in the process; 
" extract information - extracting relevant items for the solution; and 
" reflect/iterate/stop - determining when and how to start another search, 
or whether the search is completed. 
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Shneiderman et al. (1997; 1998) proposed a four-phase framework for information 
seeking. These phases include: formulation (what happens before the user starts a 
search); action (starting the search); review or results (what the user sees resulting 
from the search); and refinement (what happens after review of results and before 
going back to formulation). 
1. Formulation: 
" specify appropriate databases to search; 
" limit search to specific fields such as author, title, abstract, publication 
date, etc; 
" allow multiple words as phrase; 
" allow users control over search constraints such as case sensitivity, 
stemming, partial matches, phonetic variations, abbreviations, or syno- 
nyms from a thesaurus. 
2. Action: 
" explicitly by a button with consistent label (such as `Search'), location, 
size, and colour; 
" implicitly by changes to a parameter of the formulation phase which 
immediately produces a new set of search results. The dynamic queries, 
in which users adjust query widgets to produce continuous updates, 
have proven to be effective and satisfying. 
3. Review of results: 
" read explanatory messages; 
" view textual lists; 
" manipulate visualizations; 
" control of the size of the result set and which fields are displayed; 
" change sequencing (alphabetical, chronological, relevance ranked); 
explore clustering (by attribute value, topics, etc. ). 
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" provide relevance feedback on search results with informative messages; 
" enable successive queries 
" search history to review earlier searches 
" save search results to files, or sent by email. 
Shneiderman (1997) claimed that this four-phase framework can be applied to 
make the search process more visible, comprehensible, and controllable by users. 
However, this framework addresses only interfaces for querying information by 
searching. Browsing is ignored in this framework. 
Spink (1997) proposed another model of the search process which identified user 
judgements, search tactics or moves, interactive feedback loops, and cycles as 
constituting the search process. This model is shown in Figure 2.1. 
Search tactic Search tactic Search tactic Search tactic 
or move or move or move ... or move 
User User User User 
judgement judgement judgement judgement 
Figure 2.1: Elements of the interactive search process (Spink, 1997) 
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" one or more search strategies constitute an interactive search process; 
" each strategy may comprise one or more cycles; 
" each cycle may include one or more interactive feedback loops: user input, 
system outcomes, user explanation and judgement and user input; 
0 an input may be considered as a move (change) in search strategy or a 
search tactic of the advanced search; and 
"a user input or query indicates a move. 
Several authors have also proposed cognitive models of information seeking. 
For example, Belkin et al. (1982) proposed a model of information seeking based 
on the users' Anomalous State of Knowledge (ASK). The model considers user 
interaction with an IR system as a sequence of differing interactions in an episode 
of information seeking. Ingwersen (1992) offered a framework for modelling 
information retrieval in his polyrepresentation theory, and noted the need for 
improved cognitive theories of information retrieval. Saracevic (1996) described 
a `stratified interaction model. ' The model assumed that users interact with IR 
systems in order to use information, and that the use of information is connected 
with cognition and then the situational application. 
The models described above are all based on different assumptions and means of 
analysing user activities in the information search process. While some models are 
concerned with behavioural patterns in the actual search activity (Ellis, 1989); 
others present stages of activity within which the behavioural patters may occur 
(Kuhlthau, 1991); still others present cognitive theories in information seeking 
(Belkin, 1995; Ingwersen, 1992; Saracevic, 1996). The various models of infor- 
mation seeking represent different aspects of the overall problem. Recent studies 
have tended to integrate these models to reach a more complete information 
seeking model. For example, Wilson (1999) merged Ellis's model with Kuhlthau's 
framework to address the similarities between them regarding the different type 
of activities. Choo and Turnbell 
(2000) also extended Ellis's model into a beha- 
vioural model of information seeking on the 
Web. 
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2.3.2 End-user searching 
Early studies found that new users can perform simple searches. In two studies, 
Lancaster and his colleagues attempted to discover whether medical researchers 
could satisfactorily use interactive systems to retrieve relevant citations. In one 
study (Lancaster, 1972), the AIM/TWX system was used to search for citations 
indexed via a hierarchical category structure. In the other study (Lancaster et al., 
1972), abstracts were searched directly using the EARS database. For both systems, 
they concluded that inexperienced searchers can do successful searching. 
Vollaro and Hawkins (1986) trained patent attorneys to search Dialog and found 
that the attorneys tended to limit their searching to a few files used regularly. 
They mentioned difficulties finding search items, remembering specific database 
features, and remembering commands. However, they tended not to pursue ways 
around these problems commonly used by intermediaries. While the attorneys 
were reasonably satisfied with their results, they recognised that their searches 
were less comprehensive than if done by an intermediary. 
Case et al. (1986) reported that end-user searching on the US Department of 
Energy's RECON system was so infrequent that they searched only a few times 
per year, tended not to seek formal training, and used very broad, general search 
strategies. The end-users interviewed were satisfied with the results of their 
searches, but expressed concern that they did not know whether they "got 
everything. " 
Several studies have compared the results of searches performed by end-users 
with the results of searches conducted by trained intermediaries. Fenichel (1980) 
reviewed earlier research on search process between novice end-users and search 
intermediaries and found that end-users or novices tended to be slower than 
skilled intermediaries, did simple searches, and did not use the more sophisticated 
commands. In a later study, Fenichel (1981) compared novice online searchers to 
skilled intermediaries on Dialog. The study also found that the novices were 
slower, made more errors, and achieved lower recall. 
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Marcus (1983) found that end-users on the CONIT interface took roughly twice 
as long as did intermediaries performing the same search on the system. Using 
participants from an academic library environment, Hurt (1983) found that end- 
users were significantly more satisfied when searches were performed by expert 
intermediaries rather than by themselves. The preference for search intermediaries 
appeared to be associated with perceived difficulties in system search protocols. 
Kirby and Miller (1985) trained bio-medical professionals to search on BRS 
Colleague. A skilled searcher repeated each end-user's search and the end-user 
was asked to judge whether it "added anything essential. " Although most (37 of 52) 
of the searches had initially been judged successful, 60% of the mediated searches 
produced additional important items. The same searches redone by expert inter- 
mediaries were performed twice as fast, used more search terms, and more search 
commands. The intermediaries' searches resulted in more output, higher recall, 
and similar precision. Further analysis of the searches showed that most end-user 
retrieval failures were due to problems with search strategy. 
Penhale and Taylor (1986) compared students' and librarians' online search results. 
They found that in the same amount of search time, the librarians retrieved five 
times as many highly relevant citations and about twice as many moderately 
relevant citations as did the students. The investigators observed that the major 
problem faced by student searchers was the development of good search strategy. 
They also found that students used fewer search terms and print commands than 
librarians, and did not use many alternatives to narrow or broaden searches. 
Sullivan et al. (1990) compared searching on a command language to searching 
with a commercial front-end, end-user searching to mediated searching, and end- 
user searching in an educational database to end-user searching in an engineering 
database. The study was conducted using the Dialog and the Sci-Mate front-end 
systems. Forty doctoral students were trained to search Inspec or ERIC on Dialog 
using either the Sci-Mate Menu or commands. They were randomly assigned to 
one of the three conditions (Dialog, Sci-Mate, or mediated search). Results of this 
showed that end-user groups retrieved 
fewer references than did the mediated 
search groups, but judged their retrievals as 
having higher relevance. Moreover, 
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end-users were just as satisfied with their retrievals as the mediated groups were 
with the retrieval of trained librarians. The authors found that end-users could 
learn to perform their own searches effectively, and they found no compelling 
reason to favour one type of searching over the other. 
Nicholas (1995) compared journalists searching with professional searchers using 
a newspaper database. The main findings of the study were that journalist searchers 
were typically straightforward in that they used a very limited range of commands. 
When searching styles and strategies were compared, it was found that librarians 
look more to increase recall through the use of truncation, the Boolean OR, and 
synonyms and related terms. 
In a more recent study, Sutcliffe et al. (2000) compared novice and expert medical 
students' searching using the WinSPIRS interface for MEDLINE database. The 
students carried out four search tasks and their recall and precision was recorded. 
Although overall search performance was poor, expert users had better recall than 
novices. Expert students used more query iterations and used broadening and 
narrowing strategies while novices favoured trial and error until suitable results 
were produced. These results are seen by the authors as indicating the failure of 
current user interfaces to assist the searcher. 
In summary, the results of these studies showed that end-users could perform 
simple searches using a limited set of operators and search terms. They tend to 
rely on the most basic search features. Expert users, on the other hand, use a 
combination of search features in sophisticated ways appropriate to a problem. 
With the rapid growth of Web-based information retrieval systems, users of such 
systems have changed radically from a relatively small number of expert search 
intermediaries to a large number of end-users who have access to the network. 
As more end-users are using online search systems to locate potentially pertinent 
information, improvements are needed, especially in the design of user interfaces 
to facilitate access and minimising the technical details of query formulation. It is 
essential, therefore, to examine the 
design of Web-based search interfaces from 
a usability standpoint to make them more effective 
for the typical users. 
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Many so-called `expert systems' for information retrieval have been developed 
in the past years to help end-users. Just how close some are to being true expert 
systems is, however, debatable. One of the earliest expert systems was CONIT 
(Marcus and Reintjes, 1981a; 1981b). CONIT carried out some of the functions 
that would normally have been undertaken by a human search intermediary. The 
system could be used to access three different host systems, including MEDLINE, 
Orbit, and Dialog. CONIT translated searcher requests into the different command 
languages of the various systems, and similarly translated the different system 
responses into a common language (Marcus, 1983). In addition, CONIT supported 
facilities for search history reconstruction, automatic keyword searching, and 
individualised database searching. 
Another interesting early example of an expert system was CANSEARCH (Pollitt, 
1987) which was designed to enable doctors to formulate queries to retrieve cancer 
therapy documents from the MEDLINE database. The MEDLINE database was 
indexed with Medical Subject Headings (MeSH) and effective searching of the 
database requires knowledge of the MeSH thesaurus. CANSEARCH provided the 
users with a hierarchy of menus, guiding them in query formulation and choice of 
appropriate MeSH terms. While search intermediaries generally provided better 
searches, doctors using CANSEARCH were often able to search effectively and 
sometimes outperformed trained intermediaries. The system contained knowledge 
of a single domain, rather than search strategies in general. 
Vickery and Brooks (1987) described PLEXUS, a prototype expert system to help 
users find information about gardening. The initial query formulation consisted 
of a dialogue with the user for building a user model and getting a natural language 
description of user's need. This was processed to remove stopwords and to 
reduce the remaining subject terms down to stems. The resulting stems were 
then matched against terms in the PLEXUS dictionary. The system used 
different 
strategies to deal with query terms that 
it did not recognise. If PLEXUS only 
recognised a small portion of the terms, 
it would deal term-by-term asking ques- 
tions designed to elicit the subject category to which the unknown term 
belonged. 
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Once the category had been identified the unknown term could be assigned to 
that category and incorporated into the PLEXUS dictionary. If PLEXUS recog- 
nised none of the terms then the searcher was invited to browse the dictionary to 
select appropriate terms. Once PLEXUS knew enough of the terms in the problem 
statement, it proceeded to carry out a semantic analysis on them. Finally, PLEXUS 
formulated a Boolean search strategy which was employed to search the database 
and which could be reformulated by narrowing or broadening the search until a 
manageable set of referral sources (usually 1-10) was identified. 
13R (Croft and Thompson, 1987) took a similar approach like PLEXUS. It first 
attempted to create an accurate picture of the user's information need in the form 
of a `request model. ' The request model was then employed to retrieve documents 
using different statistical techniques. Following the initial search, the user examines 
the documents retrieved and identifies which terms describing the documents are 
important. The user identifies these terms by highlighting them on the screen. 
This information is then used to refine the request model. Alternatively, the user 
can commence the search by specifying a particular document and information 
concerning this document can be used to start building the request model. The 
search results are presented as a ranked list of documents from which the user 
identifies any new keywords of interest. 
Some of the more recent expert systems for library and information services include: 
FIRE which helps end-users during their query reformulation (Brajnik et al., 1996); 
CINDI, a system for cataloguing and searching documents in a distributed virtual 
library environment (Desai et al., 1999); and E-referencer, an expert system Web 
interface to help users effective search and reformulation strategies to retrieve 
relevant records (Poo et al., 2000). 
Three small expert systems have also been developed at Loughborough University: 
ODA, MOSS, and SEARCHMOD (Morris, 1991). ODA helped users select hosts 
and databases appropriate to their information needs. MOSS assisted searchers to 
modify their search statement to obtain 
improved results. SEARCHMOD had the 
same objectives of modifying the search statement. 
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The research that has been carried out on expert systems for information retrieval 
has had a number of different objectives. However, they all have the common goal 
of automating some of the routine operations performed by search intermediaries 
(Ellis, 1996). They provided interfaces which shield the users from the mechanics 
of search, allowing them to concentrate on the conceptual issues. These expert 
systems have been developed over the years, but none have been converted into 
commercially viable systems so far. 
2.3.4 Query formulation 
The focus of much IR research has been on the problems end-users have in query 
formulations. Most bibliographic systems until recently supported only Boolean 
queries (Jones and Willett, 1997; Hearst, 1999). A number of studies have shown 
that end-users have great difficulty in Boolean query formulation (Michard, 1982; 
Borgman, 1986a; Young and Shneiderman, 1993). 
One of the most common criticisms of Boolean-based IR systems is that users 
must be familiar with Boolean logic in order to form queries (i. e., the logical 
operator AND, which is the conjunction of two conditions; the logical operator 
OR, which is the disjunction of two conditions; and the logical operator NOT, 
which is the negation of a condition). Many English-speaking users assume 
everyday semantics are associated with Boolean operators when expressed using 
the English words AND and OR, rather than their logical equivalents. To naive 
users, using AND implies the widening of the scope of the query, because more 
kinds of information are being requested. This kind of conceptual problem of 
Boolean query formulation is mentioned in a number of studies (Michard, 1982; 
Young and Shneiderman, 1993; Jones, 1998). Alternative symbol of Boolean logic 
is sometimes used. For example, AND is commonly represented with + or &; 
OR by / or ,; 
NOT by ! or -. However, lack of consistency in use of these 
symbols across systems and their lack of 
direct relationship to their meaning 
creates further difficulties for novice users. 
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Some Web search engines (e. g., HotBot, Google) have come up with more intuitive 
approaches to overcome the problem of Boolean query formulation. Instead of 
forcing users to specify complex combination of ANDs and ORs, these systems 
allow users to choose from a selection of common simple ways to combine query 
terms, including `all words' (place all terms in a conjunction) and `any word' 
(place all terms in disjunction). 
Several researchers have proposed the use of Venn diagrams for simplifying 
Boolean query formulation (Michard, 1982; Hertzum and Frokjaer, 1996; Jones, 
1998). In such interfaces, each chosen attribute is represented by a circle and 
users form queries by pointing at the desired portion of the intersecting circles. 
Studies showed that these interfaces are more effective than their command 
language syntax. The problem is that the user must be familiar with Venn diagrams 
and the operations that they represent. 
Young and Shneiderman (1993) described a graphical prototype of filter/flow 
interface for Boolean queries. The user is shown a scrollable list of attribute 
types shown across the top of the screen. Clicking on an attribute name causes a 
list box containing values for those attributes to be displayed in the main 
portion of the screen. The user then selects which values of the attributes to let 
the flow go through. Placing two or more of these attributes horizontally 
represents AND operator, and the attributes listed vertically represent OR. The 
number of documents that match the query at each point is indicated by the 
width of the `water' flowing from one attribute to the next. The items that match 
the full query are shown on the far right hand side. An experiment with twenty 
users showed that fewer errors were made using the filter/flow model than a 
standard SQL database query. However, the examples and study relate only to 
database querying rather than information access, since the possible query terms 
for information access cannot be represented realistically in a scrollable list. Hearst 
(1999) suggested that this interface can be modified by having the user supply 
initial query terms, and using the attribute selection facility to show those terms 
that are conceptually related to the query terms. 
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Anick et al. (1990) developed another direct manipulation interface for Boolean 
queries. Initially the user types a natural language query which is translated into a 
Boolean representation in which each query term is represented within a block. 
The blocks are arranged into rows and columns. If two or more blocks appear 
along the same row they are considered to be ANDed together. Two or more 
blocks within the same column are ORed. Users can quickly experiment with 
different combinations of terms within Boolean queries simply by activating and 
deactivating blocks. This facility allowed users to have multiple representations 
of the same term in different places throughout the display, thus allowing rapid 
feedback on the consequences of specifying various combinations of query terms. 
An informal evaluation of the system found that users were able to learn to use 
the interface quickly. 
The concepts of dynamic queries and query previews were also tested in effective 
query formulation. Dynamic queries are principally concerned with the provision 
of immediate feedback (within 10 milliseconds) resulting from amendments to 
query parameters (Williamson and Shneiderman, 1992; Shneiderman, 1994). This 
has several reported advantages: (a) users can gain a sense of control over the 
database; (b) patterns of data can be quickly perceived; and (c) new queries can 
be generated based on what is discovered through incidental learning. Studies 
on dynamic queries have shown performance advantages. Ahlberg et al. (1992) 
found that users made queries significantly faster using dynamic queries compared 
to form fill-in interfaces. However, dynamic queries require immediate access to 
data so that continuous immediate feedback is always given to users. This high 
system resource demands make such interfaces less applicable to networked infor- 
mation collection. To overcome this problem, query previews (Doan et al., 1996; 
Plaisant et al., 1999) provide the number of matching items before the details are 
visualised. Tanin et al. (2000) found significant advantage of query preview 
interfaces compared to without previews. However, query preview displays only 
the number of matching items to the user. It provides no information to support 
the user in determining the relevance of returned 
items, which is a key issue in 
document retrieval. 
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Despite much research that has been carried out in query formulation, Boolean 
searching has remained the most common access method offered by database 
vendors. Some studies (Korfhage 1997; Frants et al., 1999) argued that Boolean 
searching has many positive features that overcome the shortcomings of the 
Boolean systems. They noted that these systems are cost effective and already 
indispensable to the user. Chui and Dillon (1999) found that traditional Boolean 
query systems provide the most accurate and efficient method of query formu- 
lation for naive users compared to Venn diagrams or filter/flow interfaces. In 
recent years, many Boolean systems have added visual metaphors that can help 
naive searchers to pose complex queries. Many Boolean systems also support a 
form of natural language input with ranked output processing into the system. 
2.3.5 Relevance feedback 
It is evident that query formulation is not transparent to many users. In particular, 
without detailed knowledge of the database, and of the retrieval environment, 
many users find it difficult to formulate queries. To overcome these problems, 
researchers have focused on relevance feedback techniques to help users refor- 
mulate their query. In its original form, relevance feedback refers to an interaction 
cycle in which the user selects a small set of documents that appear to be relevant 
to the query, and the system uses features derived from these selected relevant 
documents to revise the original query. This revised query is then executed and 
a new set of documents is retrieved. Salton and Buckley (1990) noted the following 
main advantages of relevance feedback mechanism: 
" it shields the user from the details of the query reformulation process 
because all the user has to provide is a relevance judgement on documents; 
" it breaks down the whole searching task into a sequence of small steps 
which are easier to grasp; and 
" it provides a controlled process designed to emphasise some terms 
(relevant 
ones) and de-emphasise others 
(non-relevant ones). 
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A standard IR interface for relevance feedback consists of a list of titles with 
checkboxes beside the titles that allow the user to mark relevant documents. This 
implies that unmarked documents are not relevant or no opinion has been made 
about them. After the user has made a set of relevance judgments, the system 
automatically re-weights the query terms and re-executes the search. Relevance 
feedback in its original form has been shown to be an effective mechanism for 
improving search performance in a variety of studies (Salton and Buckley, 1990; 
Harman, 1992a). In recent years, however, the scope of ideas that can be classified 
under this term has widened greatly. 
Standard relevance feedback assumes the user is involved in the interaction process 
by specifying the relevant documents. Given that users of IR systems tend to 
express their information needs with one or two broad terms (Jansen et al., 1998), 
a large amount of documents are returned and those documents contain various 
topics to be focused. Standard relevance feedback is often designed to pick up 
the most frequent topics from them no matter what preference the users have in 
mind. To overcome this problem, some interfaces generate a list of terms for the 
user to select from in order to augment the original query. It was argued that 
providing more control in term selection might increase search performance. 
Hancock-Beaulieu and Walker (1992) found that users performed better using a 
relevance feedback mechanism that allowed manual term selection. The added 
query led to at least one potentially useful record in 60% cases, which had not been 
seen by the user in the original search. A follow up study (Hancock-Beaulieu et al., 
1995), however, did not find overall success with this form of relevance feedback. 
The authors attribute these results to a poor design of new graphical interface. 
These results may also be due to the fact that searchers often selected only one 
relevant document before performing the feedback operation, although they were 
using a system optimised for multiple document selection. 
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Koenemann and Belkin (1996) tested four versions of relevance feedback mechanism 
to see to what degree user control of the feedback is beneficial. 
" Baseline - no relevance feedback, no term suggestion, and no term selection 
by users; 
0 Opaque - relevance feedback only, no term suggestion, and no term 
selection; 
" Transparent - relevance feedback and term suggestion, no term selection; 
and 
" Penetrable - relevance feedback, term suggestion, and term selection by 
users. 
The study showed that users were much more effective with relevance feedback 
than without it. The relevance feedback process yielded 10% of improvements 
at 30 retrieved documents. The penetrable group performed 15% better than the 
opaque and transparent groups. The penetrable group also required significantly 
fewer iterations to achieve better queries than the other groups. Most users pre- 
ferred relevance feedback over the baseline search, and some expressed their 
desire to "see and control. " 
In a more recent study, Efthimiadis (2000) found that one-third of the terms 
presented to users in a list of candidate terms for relevance feedback was identified 
by the users as potentially useful. These search terms when added to the query 
provided additional useful items. The initial search produced on average three 
highly relevant documents; the added search produced on average nine additional 
highly relevant documents. 
Some studies (Hancock-Beaulieu et al., 1995; Beaulieu and Jones 1998), however, 
discussed potential pragmatic limits of increased relevance feedback and control 
over query reformulations. Specifically, they raise the possibility that increased 
feedback and user control may increase users' cognitive load. Thus, providing more 
feedback and more control will not necessarily improve users' ability to harness 
a particular information retrieval system. 
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Query reformulation is not a typical occurrence. Jansen et al. (2000) found that a 
considerable majority of Excite users (67%) did not submit more than one query, 
and only 5% users utilised relevance feedback. In addition, the notion of relevance 
feedback is unfamiliar to most users. To avoid such problem, some Web search 
engines have adopted the terminology of `more like this' or `similar page' as a 
simpler way to indicate that the user is requesting documents similar to the selected 
one. This "one click" approach is simpler than the standard relevance feedback 
dialogue which requires users to rate a small number of documents and then 
request a re-ranking. However, in most cases relevance feedback requires many 
relevance judgements in order to work well. 
2.3.6 Browsing 
Conventional IR systems have been designed for query formulations rather than 
browsing. The more recent hypertext and hypermedia systems support a browsing 
approach, which in some applications eliminates the need for the user to create 
a query altogether (Marchionini and Shneiderman, 1993). 
Browsing relies on the initiative of users, feedback from users and decisions for 
subsequent progress based on such feedback. Lin (1997) noted that browsing is 
particularly useful for information retrieval when: 
" there is a good underlying structure so that items close to one another 
can be inferred to be similar; 
" users are unfamiliar with the content of a collection; 
" users have limited understanding of how a system is organised and prefer 
the less cognitively loaded method of exploration; 
" users have difficulty verbalising their underlying information need; and 
" relevant information is easier to recognise than to describe. 
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In a study on searching a full-text electronic encyclopaedia, Marchionini (1989a) 
examined the information searching strategies used by elementary school students. 
Twenty-eight third and fourth graders and twenty-four sixth graders in an urban 
school setting participated in the study. They were exposed to two forty-five 
minute exploration/ demonstration sessions on how to use the electronic encyclo- 
paedia. They were then assigned to pairs to perform two search tasks. Results 
demonstrated the tendency to use low cognitive load browsing strategies. The 
students used the system successfully even though their application of Boolean 
connectives was weak or incorrect. Their success came from the system itself; 
results of queries were displayed as alphabetical lists of titles with frequency of 
term occurrence. A single keystroke would then retrieve a full article with the 
query terms highlighted. This interface facilitated a scan and select strategy. 
Students simply entered a query; scanned the resulting list of articles for titles 
that were semantically relevant or had high frequency of term occurrence; and 
then selected the full text of the article and scanned for term occurrences to 
locate relevant selections. Thus, the hypertext features of the system compensated 
for some of the formal search inadequacies of these school students. 
Browsing alleviates most users from the difficulty in query formulations. Bawden 
(1993), however, argued that while browsing may be more attractive particularly 
to naive users, it is not necessarily the most efficient way to retrieve information 
from large databases. Large et al. (1999) noted that browsing can be time consuming 
especially if the information set is large and can often result in disorientation. 
Furthermore, Hert (1996) showed that searchers use an information system with 
a goal for the particular interaction in mind, and that they actively held to their 
goal throughout the search. These findings do not support the idea that online 
search services will necessary benefit from having browsing features. On the other 
hand, querying as a conceptual and procedural task is difficult, particularly for 
naive users, and can lead to poor interaction as well as poor retrieval. A number 
of studies have suggested that good information retrieval system design combines 
both browsing and querying into the interface (Henninger and Belkin, 1996; 
Beaulieu and Jones, 1998). 
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2.3.7 Information visualisation 
While much research has been carried out on how to improve end-users' search 
performance, relatively little effort has been directed toward how to present 
search results. The most common way to show search results for a query is to list 
documents in order of their relevance to the query. Typically, the document list 
consists of document's author, title, source, and date. In most interfaces, users 
are provided with a choice between short and detailed views. The detailed view 
typically contains a summary or abstract in addition to bibliographic details. Some 
interfaces highlight the occurrences of the query terms in retrieved documents. 
A number of alternative document organisation approaches have been developed 
over recent years. These approaches are normally based on visualisation of some 
relationships among the documents, terms and a user's query. One such approach 
is document clustering. This is based mostly on cluster hypothesis: "closely 
associated documents tend to be relevant to the same request" (van Rijsbergen, 
1979). Numerous studies suggest that clustering can be a better way of organising 
the retrieval results. For example, Chalmers and Chitson (1992) constructed 3D 
representations of document clusters. They used physically-based modelling 
techniques to position documents; physical proximity was used to represent 
document similarity. However, the complexity of the layout algorithms made 
this visualisation technique impractical for large collections of data. The authors 
reported that it took 150 minutes to layout 301 articles. Clearly several orders of 
magnitude of improvement in computing time are required to make this interface 
useful for interactive tasks. 
Hearst and Pedersen (1996) found that their scatter/gather clustering algorithms 
can significantly improve retrieval results. Their system was capable of grouping 
5,000 short documents into five clusters in about a minute. 
Thus, it could be 
reasonably efficient for grouping a 
few hundred articles retrieved by a single 
query. However, it would 
become progressively less efficient to organise the 
combined results of several successive queries. 
It is precisely these large volumes 
of data that would 
benefit most from appropriate graphical representations. 
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The visualisation techniques discussed above attempt to characterise similarities 
among all documents in a collection. These visualisations rely on precompiled 
similarity measures to achieve near real time performance. They do not provide 
the user with adequate feedback regarding the results of any particular search. 
Although these algorithms may be used to visualise subsets of documents retrieved 
by a particular query, they do not necessary help users to understand why specific 
documents matched the query. 
TileBars interface (Hearst, 1995) is an attempt to visualise the results of each query 
the user submits. It uses position and density coding to represent degrees of 
relevance of each document section to each query component. A bar is used to 
represent each document; the bar is sub-divided into thinner horizontal bars, 
each corresponding to a query term set. The horizontal bars are sub-divided into 
vertical blocks that represent document sections. The shading density of each 
block represents the degree of relevance of the corresponding document section. 
In response to a query, the system generates a ranked list of matching documents, 
and displays a TileBar for each document. TileBars provided the user with a quick 
summary of the retrieval results, broken down by document segments. it worked 
well for small results sets typical of interactive settings. In the TileBars display, 
the length of each bar is proportional to the length of the corresponding document. 
Thus results sets that contain large variations in document size may generate 
displays in which it is difficult to match the bars with the corresponding tides. 
Other visualisation techniques have been developed to show a different kind of 
information about relationships between query terms and retrieved documents. 
Rather than showing how query terms appear within individual documents, 
these systems display an overview of the retrieved documents according to which 
subset of query terms they contain. For example, InforCrystal 
(Spoerri, 1993) 
shows how many documents contain each subset of terms. It uses a graphical 
query language consisting of lines joining geometric shapes to reveal the number 
of query terms present 
in each retrieved document. Visualisations that operate 
on similar principles are VIBE 
(Korfhage, 1991) and LyberWorld (Hemmje et al., 
1994). In these displays, query terms are placed 
in an abstract graphical space. 
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After the search, icons are created that indicate how many documents contain 
each subset of query terms. The subset status of each group of documents is 
indicated by the placement of the icon. For example, in VIBE a set of documents 
that contain three out of five query terms are shown on an axis connecting these 
three terms, at a point midway between the representations of the three query 
terms in question. Lyberworld presented a 3D version of this idea. Tabular displays 
are another approach for showing relationships among retrieved documents. Such 
visualisation techniques include Envision (Fox et al., 1993), Table Lens (Rao and 
Card, 1994), and SensMaker (Baldonado and Winograd, 1997). 
2.4 Cognitive engineering in IR 
A vital foundation of user interface design is to understand the cognitive and 
perceptual abilities of the users. This section deals with users' mental models and 
their abilities, styles, and preferences in IR interaction. 
2.4.1 Mental Models 
A mental model is "Knowledge that the user has about how a system works, its 
component parts, the processes, their interactions, and how one component 
influences another " (Fein et al., 1993). It is also important to distinguish other 
types of models from a mental model. Norman (1983) described 
four possible 
models within a system: 
" the user's mental representation of the system - the mental model; 
" the designer's conceptual framework for the description of the system - 
the user model; 
" the image which the system presents to its user - the system model; and 
" the psychologist's conceptual model of the user's mental model - 
the 
conceptual model. 
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Norman claimed that the user would develop a mental model of the system that the 
designer wants to be compatible with the underlying conceptual model (Norman, 
1986). If the user's model and the designer's model differ in any respect, then 
the user will experience some level of problems when interacting with the system. 
Moran (1981) questioned whether people would indeed make the effort to build 
a model of a complex mechanism. Rather, they may just use trial and error, never 
fitting the pieces together. 
Several studies (Borgman, 1986b; Marchionini, 1989b; Dimitroff, 1992) examine 
the role of user's mental model of an information retrieval system in contributing 
to search results. These studies argued that users must have an appropriate mental 
model of an information system in order to be able to use the system to its full 
potential. They hypothesised that some of the problems which users experience 
in using an information system result from a poor understanding of how the 
system operates. Some of these studies argued that if a user were provided with 
training based on what they regard as an appropriate conceptual model of the 
system, those problems would be reduced. 
In an early experiment of mental models in IR systems, Borgman (1986b) trained 
two groups of naive users with two training conditions (model and procedural) 
to use a prototype Boolean logic-based online catalogue. The model group was 
trained using a conceptual model based on a card catalogue. The procedural group, 
on the other hand, received step-by-step procedure which was based on the 
mechanics of the system. Task performance was measured through time taken 
to complete tasks, and number of tasks completed without errors. No significant 
differences between the groups were found on simple benchmark tasks, but on 
more complex transfer tasks, the model group performed significantly 
better. 
The verbal descriptions of the system obtained 
from interviews showed that users 
in both groups were able to develop models to some 
degree indicating that users 
do construct models. However, users 
from both groups were largely unable to 
describe the online catalogue in terms of a conceptual model. 
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Borgman offered several explanations for the model group's failure to refer to 
the taught model. The first reason was that eliciting user's models might be more 
difficult than anticipated. The second explanation was that users preferred to 
construct their own models. However, users in the model group may have failed 
to adopt the model because it did not support their interaction with the system. 
The model presented to them was "an analogical model of the card catalog", 
chosen "because of its obvious relation to the online catalog". The relationship 
between a card catalogue and an online retrieval system may be obvious to a 
user who is familiar with both tools, but a card catalogue is not analogous to an 
electronic retrieval system. Whilst both a card catalogue and an online retrieval 
system allow users to find literature by author, title and subject, not all features 
of the system can be explained in terms of the card catalogue. The advantage of 
an online retrieval system is its ability to handle multiple search criteria in one 
query, where use of a card catalogue would require a cumbersome sequence of 
find-and-match operations. Because the mapping between the two domains was 
incomplete, the analogy would break down at some point and would then be 
discarded by a majority of users. 
Marchionini (1989b) investigated 16 high school students' adaptation of mental 
models from a paper-based to an electronic encyclopaedia. Students were observed 
using a paper-based encyclopaedia to conduct an information search. They were 
then introduced to an electronic encyclopaedia to carry out a search using the 
electronic version. Search performance was evaluated in terms of search time, 
number of queries entered, and number of successful queries. Marchionini noted 
that 80% of the searches in the printed encyclopaedia, and 67% of searches using 
the electronic system were successful. On average, searches in the electronic 
encyclopaedia took almost twice as long as those in the printed encyclopaedia. 
Students in general took minimal advantage of the electronic search features. 
Nine students made no use of Boolean search capabilities at all, seven used the 
simplest connective AND, the connectives OR or NOT were not used by any 
students. Marchionini concluded that users have problems integrating these novel 
features into their existing model of the printed version. 
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Dimitroff (1992) studied the relationship between a user's mental model of an 
online catalogue and the search performance. The search system used was the 
University of Michigan's MIRLYN system. According to Dimitrioff, an accurate 
mental model of the MIRLYN included eight components: (1) the content of the 
database; (2) the interactive nature of the system; (3) the availability of more than 
one database; (4) knowledge of multiple fields within records; (5) knowledge of 
multiple indexes and/or inverted files; (6) Boolean search capability; (7) keyword 
search capability; and (8) use of a "controlled vocabulary. In contrast to Borgman's 
study, users were not provided with training. The users were required to have at 
least one experience using the MIRLYN so that they would have a mental model 
of the system which could be tested. 
Interviews were conducted to assess users' mental model of the MIRLYN system. 
Dimitroff found that only 6.3% of users were able to describe a complete mental 
model (8 components) but 25.4% had good mental models (6 or 7 components). 
Another 25.4% had incomplete mental models (4 or 5 components) and 42% 
had poor mental models (fewer than 4 components). Post-interview showed that 
users with more complete mental models made significantly fewer errors and 
found significantly more items. However, it may be unrealistic to expect novice 
users to be able to describe the online catalogue according to Dimitoff's eight 
components. In particular, the idea of all library users being able to understand 
about the existence of indexed or inverted files and being able to conduct Boolean 
searches is questionable. 
These studies suggest that users develop mental models of the system they are 
interacting with. One main barrier when studying mental models is the fact that 
they are not directly observable, but must be studied by observing users' 
behaviour 
and is therefore hard to identify. Cognitive data such as users' 
knowledge, experi- 
ence and expectations and how users cope with their 
information problem and 
interact with the information system and interfaces are very 
important for the 
understanding of the users' model of such system. 
Consequently, successful IR 
systems will be those that 
bring the system designer's model into harmony with 
the user's mental model. 
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2.4.2 Individual differences 
An increasing number of studies are being conducted to understand end-users 
with diverse background. Dumas and Redish (1993) noted that users' performance 
on information systems could be greatly affected by their previous experience 
and knowledge. Therefore, a `one-size-fits-all' approach to designing information 
systems is less likely to be successful (Allen, 1996). Individual difference has been 
recognised as a crucial aspect of study for understanding users and developing 
more usable systems (Dillon and Watson, 1996). 
Several factors, including users' preferences, cognitive abilities and limitations, 
domain knowledge, search tasks, and the search system, interactively determine the 
information searching process (Narayanan et al., 1999). Search experience is one 
such individual difference that may have a strong impact on searching. Fenichel 
(1981) found that users' previous search experience influenced search performance 
in an online system. Jacobson and Fusani (1992) found that system knowledge 
and computer experience critically influenced search performance on an online 
search system. Yuan (1997) investigated the effect of search experience on search- 
ing behaviour in the use of a full-text legal database over a one-year period. 
Search experience was measured by the total length of time a user had spent 
interacting with the search system. The study also showed that experience had 
positive impact on end-user repertoires of commands and features. Users with 
higher levels of experience used a greater variety of commands and features than 
those with lower levels of experience. These studies clearly show that experience 
has a positive impact on search performance. 
Knowledge that users have of the topic being searched, or of the general subject 
area from which that topic is drawn, can also affect search performance. 
Allen 
(1991) found that users who knew a lot about a topic used more search terms 
than users who knew little about the topic. Marchionini et al. 
(1990) found that 
expertise in subject areas and 
in online searching have similarly positive effects 
on the search performance. 
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Hsieh-Yee (1993) found that among different kinds of experience and expertise, 
users' search experience affected their use of search strategies and played a 
more important role than subject knowledge. Experienced searchers were found 
to include more synonyms and try out more combinations of search terms when 
they searched for a known item. When questions outside their subject areas were 
posed, experienced searchers relied more on the thesaurus for term suggestion, 
made more effort for preparing the search, included more synonyms and tried 
out more combinations of terms, whereas novice searchers relied more on their 
own terms. No matter which topic was searched, novice searchers displayed no 
difference in their use of search tactics. These results show that search experience 
affected searchers' use of many search tactics, and suggested that subject know- 
ledge became a factor only after a certain amount of search experience. 
Users' academic background seems to be a factor affecting search performance. 
In a study using a Boolean logic-based information system, Borgman (1986b) found 
that students who were enrolled in mathematics, science and computing courses 
scored higher in the benchmark tests than those enrolled in social sciences and 
humanities courses. Zhang and Chignell (2001) found that science and engineering 
students performed better than social science and humanities students. 
The user's gender is another factor which may have an impact on online search 
performance. In a study comparing search patterns on a hypertext system, Qiu 
(1993) found a difference between male and female users in their search patterns. 
Another variable that might influence online search behaviour is the user's age. 
Marchionini (1989a) found that among elementary school children, older students 
retrieved information on a full-text electronic encyclopaedia more efficiently and 
took less time than the younger students. Czaja et al. (1989) found that older adults 
learning to perform a variety of computerised tasks showed slower learning and 
poorer performance compared to younger adults. However, it should be noted 
that the age factor tends to be confounded with other variables, which makes it 
hard to study. 
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Mead et al. (2000) examined the effects of general computer experience and age 
on search performance among novice library users. Twenty younger adults (10 
with high computer experience; 10 with low computer experience) and 20 older 
adults (10 with low computer experience; 10 with no computer experience) 
performed 10 search tasks. Younger novices with high computer experience 
performed slightly better than novices with low computer experience. Among 
older novices, having some computer experience was associated with much better 
performance than no computer experience. Older computer users showed lower 
overall success rates, made more syntax and field specification errors, and demon- 
strated poorer understanding of Boolean logic and keyword matching algorithms 
than younger adults with similar computer experience. 
In summary, there are differences in knowledge and search skills, preferences, and 
abilities that impact how users interact with an information retrieval system. It is 
evident that users with varying levels of experience or knowledge adopt different 
strategies for searching information. These differences need to be identified and 
supported in the user interface design. Borgman (1996) suggested that a more 
robust understanding of the users and their search process is needed to design an 
effective information retrieval system. 
2.5 User interface engineering 
This section deals with guidelines and techniques for designing user interfaces. 
Research into published sources of user interface guidelines, usability evaluation 
methods, and interface engineering techniques are discussed. 
2.5.1 User interface guidelines 
There is little question as to the benefits of user interface design guidelines. They 
exist in many different 
forms and are applicable to a wide area of the user interface 
design. There are generally two categories of guidelines: 
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" those that are general and apply to all interface environments; and 
" those that are specific to particular interface environments (style guides). 
A number of different general user interface guidelines are available. Smith and 
Mosier (1986) produced 944 individual guidelines. Each guideline included an 
example of how the guideline should be applied, exceptions to the guideline, useful 
comments, and references for further information. Several interactive software 
packages are also available to facilitate searching the guidelines. Hix and Hartson 
(1993) stated that the major limitation of the Smith and Mosier guidelines is that 
they were largely oriented towards character-based user interfaces and did not 
address issues common with graphical user interfaces. Also, some of the guidelines 
can be viewed as being contradictory (Myers, 1994) and the large number of 
guidelines in the collection made it difficult to find guidelines that are applicable 
to a given kind of problem (Henninger, 2000). 
Mayhew (1992) compiled another extensive set of user interface guidelines. She 
provided 288 guidelines and discussion of the experimental results available to 
support different guidelines. Mayhew intended her collection of guidelines to be 
used as a reference during design and organised her book containing the guidelines 
into chapters dedicated to specific topics in user interfaces. Each chapter contained 
a survey of experimental results for the particular interface topic followed by 
concrete guidelines derived from these experimental results. 
Some authors suggested guidelines and principles for graphical user interfaces. 
Marcus (1992) provided guidelines for designing graphical user interfaces. He 
discussed topics such as screen layout, typography, the use of symbolism and the 
use of colour. Mullet and Sano (1995) presented guidelines for designing graphical 
user interfaces. They took numerous figures from commercial GUI programs to 
illustrate both good graphic design and bad graphic design. For each graphic 
design topic, they defined the important design principles, identify the common 
errors, and discuss useful design techniques. 
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Many different authors have provided short lists of guidelines for designing user 
interfaces. Shneiderman (1998) offered `eight golden rules' for design: (1) strive 
for consistency; (2) provide shortcuts for skilled users; (3) offer informative 
feedback; (4) design for closure; (5) offer error prevention and simple error hand- 
ling; (6) permit easy reversal of actions; (7) support user control; and (8) reduce 
short-term memory load. Molich and Nielsen (1990) argued that small sets of 
guidelines are a better basis for design than large sets since large sets are often 
not consulted during the design process because of their sheer size. However, 
the main problem with such short guidelines is that the intuition, experience 
and skill of the designer are still the main components used in interpreting and 
implementing such guidelines. 
Several hardware and software manufacturers have developed commercial style 
guides for specific interface environments. Apple (1992) published the guidelines 
for developing user interfaces for Macintosh software. IBM (1992) published its 
Common User Access (CUA) guidelines. Microsoft (1995) published its own style 
guide for the Microsoft Windows environment. The main advantage of using these 
style guides is that usability can be enhanced through consistency as they maintain 
the same "look and feel" across product lines. 
Despite the many different sets of user interface guidelines, some authors have 
questioned the value of user interface guidelines or at least cautioned against 
relying too much on guidelines. Grudin (1989) argued that too much emphasis 
on user interface consistency, which is a key guideline in many set of interface 
guidelines, can actually detract from usability and divert focus from acquiring a 
real understanding of the users' tasks. Tetzlaff and Schwartz (1991) found that 
designers had significant difficulty in interpreting the design guidelines. De Souza 
and Bevan (1990) conducted an experiment with three designers using a 
draft 
design guideline document for designing menu interfaces. They reported that 
the designers violated 11% of the rules and had difficulties in interpreting 30% of 
the rules. Thovtrup and Nielsen (1991) also found that designers at one company 
using the company's style guide were only able to 
find 4 out of 12 style deviations 
in a sample system. Furthermore, three of the company's actual products violated 
from 7 to 12 of the 22 mandatory rules contained in the style guide. 
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A number of authors recommended that each organization develop its own 
customised style guide that defines specific user interface guidelines for the 
organisation's internal programs or commercial products. Hix and Hartson (1993) 
suggested starting out with a simple style guide which contains: (a) a description 
of the basic interface paradigm; (b) input and output devices; (c) representative 
screen templates; (c) sections describing different interaction objects and inter- 
action style; and (d) suggestions on message content and format. 
2.5.2 Usability evaluation methods 
There has been extensive research within the usability evaluation area. Various 
usability evaluation methods have been created and prompted. These methods 
are used to evaluate the interaction of the human with computer for the purpose 
of identifying aspects that can be improved to increase usability. 
Usability evaluation methods can be classified in numerous ways. For example, 
Hix and Hartson (1993) classified the methods into two categories: formative and 
summative. Formative evaluation methods are used during the design process, 
whereas summative methods are carried out with some more-or-less final version 
of interaction design. Gray and Salzman (1998) categorised the usability evaluation 
methods as empirical and analytical. Empirical methods include a wide range of 
techniques and procedures that often referred to as usability testing. Analytical 
methods include techniques such as heuristic evaluation, cognitive walkthroughs, 
and guidelines review and others. 
2.5.2.1 Usability testing 
Usability testing means gathering information about the usability of products or 
their prototypes from users who are not involved in the design of the products 
(Holleran, 1991). Because usability is too abstract a term to study directly, it is 
usually divided into attributes. These 
five basic usability attributes are common to 
most usability testing (Nielsen, 1993a; Shneiderman, 1998): 
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" Learnability - how easy it is to learn the main system functionality and 
gain proficiency to complete the job; this attribute is very important for 
novice users; 
" Efficiency - the number of tasks per unit of time that the user can perform 
using the system; the higher the system usability is, the faster the user 
can perform the task and complete the job; 
" Retention over time - the system should be easy to remember, so that 
the casual user is able to return to the system after some period of not 
having used it, without having to learn everything all over again; 
" Error rate - the system should have a low error rate, so that users make 
few errors during the use of the system; good usability implies low error 
rates; and 
" Satisfaction - this shows a user's subjective satisfaction of the system. 
Usability test always involves real users as participants in the tests. Potosnak (1988) 
mentioned a usability test has three main ingredients: (a) real users; (b) real tasks; 
and (c) real products. The number of participants in a usability test depends on how 
many sub-groups should be covered, how much time and money can be used and 
how important it is to get statistically significant results (Dumas and Redish, 1993). 
Studies have showed that the first few participants provided the most information 
and additional participants are likely to reveal less and less problems (Virzi, 1992; 
Nielsen, 1994). In Virzi's (1992) experiments, 80% of the usability problems were 
identified with four or five participants. This study also showed that as problem 
severity increases the likelihood that it is found within the first few participants 
also increases. Nielsen (1994) found 77-85% of the problems with five test users. 
Based on this finding, Nielsen recommended having 4±1 users in a think-aloud 
usability test. However, a small sample size may be too small to identify significant 
differences between groups. Spyridakis (1992) argued that for a true experimental 
design, a minimum of 10 to 12 participants per condition must be utilised. 
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Many usability tests take place in specially equipped usability laboratories (Dumas 
and Redish, 1993; Nielsen, 1994). Participants are brought into the laboratory 
where they perform a set of benchmark tasks. Nielsen (1993a) suggested that the 
test tasks should be representative as possible of the uses to which the system will 
eventually be put into the field. The tasks should also provide reasonable coverage 
of the most important parts of the user interface. The test tasks can be designed 
based on a task analysis or test tasks used in similar user testing. 
An effective technique during usability testing is to invite users to `think-aloud' 
about what they are doing. User remarks obtained in usability tests can provide 
significant insight into the best way of designing the system interaction. To think 
out loud seems very unnatural to most people, and it can also impact the results. 
The need to verbalise can slow the user, thus making any performance measure- 
ments less representative of the users' regular working speed. 
Videotaping is often used for capturing participants performing tasks for later 
review and for showing designers the problems that users encounter (Lund, 1985). 
Reviewing videotapes is a tedious job, so careful logging and annotation during 
the test is vital to reduce the time spent finding critical incidents. 
A particularly useful technique is transaction logging which provides a way of 
unobtrusively observing user's actions and creates a record of how the user has 
performed a search task (Penniman and Dominick, 1980; Jones et al., 1997). 
Typically, an interface log contains statistics about the frequency with which 
each user has used each features. A major problem with logging data is, however, 
it only shows what the user did but not why they did it. 
Questionnaires have long been used to assess users' subjective satisfaction with 
the interface. The Questionnaire for User Interface Satisfaction (QUIS) has been 
applied in a number of usability experiments and proved useful (Chin et al., 1988; 
Shneiderman, 1998). Other measurement scales include the Software Usability 
Measurement Inventory (SUMI) developed by Kirakowski and Corbett (1993) 
and the Web site Analysis and MeasureMent Inventory 
(WAMMI) developed by 
Kirakowski and Cierlik (1998). 
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2.5.2.2 Heuristic evaluation 
Human-Computer Interface for IR Systems 
Heuristic evaluation (Nielsen, 1992; Nielsen, 1993a; Nielsen, 1994) is a usability 
inspection method. It uses a short list of heuristic guidelines and few evaluators. 
Using Nielsen's approach, each evaluator is given a short list of usability heuristics 
as a starting point and then goes through the interface independently to identify 
usability problems. In addition to the short list of heuristic guidelines, evaluators 
are also free to identify usability problems on the basis of their own experience 
and intuition. All evaluations must be completed before the evaluators are allowed 
to communicate with each other. The theory behind the independent evaluations 
is that a single evaluator will miss out the majority of the problems in an interface 
but different evaluators will find different problems. Thus, much better results 
can be obtained by combining the results from several independent evaluators. 
A list of heuristic guidelines that has been frequently used in heuristic evaluations 
is the one developed by Nielsen (1994). This list contains the following ten 
usability heuristics that represent what any system with good usability is expected 
to have: (1) visibility of system status; (2) match between system and the real 
world; (3) user control and freedom; (4) consistency and standards; (5) error 
prevention; (6) recognition rather than recall; (7) flexibility and efficiency of use; 
(8) aesthetic and minimalist design; (9) help user recognise, diagnose, and recover 
from errors; and (10) help and documentation. 
In one of the early heuristic evaluations, Nielsen and Molich (1990) looked at the 
effectiveness of using non-experts to evaluate usability in four experiments. The 
results showed that individual evaluators did not find many of the usability 
problems. The proportion of problems each evaluator found varied between 
20% and 51%. Nielsen and Molich then statistically aggregated the results from 
the individual evaluators into groups of varying sizes and found that groups of 
five evaluators working separately would have found between 55% and 90% of 
the usability problems. On the basis of these findings, they recommended using 
heuristic evaluation with three to five evaluators. 
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In another study, Nielsen (1992) used three groups of evaluators: 
" "Novice" evaluators, who had no experience in usability engineering; 
" "Regular" usability specialists, who were experts in usability engineering 
but with no special expertise in the usability of the type of interface they 
were evaluating -a telephone voice response system; and 
" "Double" usability specialists, who were experts in usability engineering 
and who had experience working with telephone voice-response systems. 
The novices found only 22% of the problems in the interface, the regular usability 
specialists found 41%, and the double specialists found 60% of the problems. 
Nielsen statistically aggregated the individual evaluators into groups and found 
that five novice evaluators would find 50% of the usability problems, five regular 
usability specialists would find about 80%, and five double usability specialists 
would find about 98% of the problems. The study recommended the use of single 
experts for many practical purposes and use of double experts when optimal 
performance is necessary. 
2.5.2.3 Cognitive walkthrough 
Cognitive walkthrough (Lewis et al., 1990; Poison et al., 1992; Wharton et al., 1994; 
Lewis and Wharton, 1997) is another usability evaluation method that focuses on 
exploratory learning. In exploratory learning, users try to infer what to do next 
using cues that the system provides. With `walk-up-and-use' systems, learning by 
exploration is the only alternative. Lewis et al. (1990) tested the method with 
walk-up-and-use systems. They compared their results with data obtained from 
extensive user tests. The results showed that about half of the observed user 
errors in user tests were also identified in the cognitive walkthrough. 
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In the walkthrough, designers simulate users walking through the interface to carry 
out typical tasks. The walkthroughs always follow the right sequence of actions, 
i. e., the sequence that the designer has planned the user to follow. If problems 
arise in this sequence, they are recorded for further improvement. Because the 
walkthrough gives insight into the cause of usability problems as well as their point 
of occurrence, designers can use results to make precise improvements (Rieman 
et al., 1991). A serious flaw in walkthroughs is that the designers specify the tasks 
against which the interface is to be evaluated, in addition to the paths supported 
by the interface. Therefore, omissions made by the designers cannot be correctly 
identified in walkthroughs. 
2.5.2.4 Comparing usability evaluation methods 
There have been several studies that compared the effectiveness of different 
usability evaluation methods. For example, Jeffries et al. (1991) compared four 
evaluation methods in a software application: 
" Heuristic evaluation - four evaluators with HCI knowledge evaluated the 
software user interface during a two-week period. They were not told what 
basis they were to use to conduct the evaluation; 
" Usability test -a human factors expert conducted a usability test with six 
participants. They spent about four hours learning to use the system and 
two hours doing a set of ten usability tasks; 
" Applying guidelines - software engineers were given a set of 
62 guidelines 
drawn from Smith and Mosier's (1986) guidelines. The engineers studied 
the guidelines in order to evaluate the interface; and 
" Cognitive walkthroughs - software engineers were taught 
how to do a 
walkthrough of the user 
interface. They conducted a group walkthrough 
and identified usability problems. 
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The results of the Jeffries et al. study showed that heuristic evaluation found most 
problems, compared with applying guidelines, the walkthrough, and the usability 
test. The distribution across the methods is shown in Table 2.2. 
Heuristic Usability Guidelines Cognitive Total 
evaluation test walkthrough 
Total number of 152 38 38 40 268 
problems reported 
Filtered number 121 32 35 35 223 
of problems 
Unique usability 105 31 35 35 206 
problems 
Table 2.2: Number of problems found in Jeffries et al. (1991) study 
Jeffries et al. also computed the severity of the problems found and the cost in 
terms of time taken to perform the evaluation. The heuristic evaluation found one- 
third of the most severe problems, but also found two-thirds of the least severe 
problems. Usability testing, on the other hand, identified serious problems and 
avoided low priority problems. In cost-benefit analysis, heuristic evaluation 
proved the most effective method. The four experts took a total of 20 hours to 
do their heuristic evaluation, whereas the usability test took nearly 200 hours. 
Karat et al. (1992) compared usability testing with walkthroughs in two graphical 
interfaces. They were referred to as System 1 and System 2. For both systems, 
there were six individual participants in the usability test, six individual evaluators 
in a walkthrough, and six pair of evaluators in the team walkthrough. Table 2.3 
presents the results of this study. 
Usability 
test 
Team 
walkthrough 
Individual 
walkthrough 
System 1 
Usability problems 421 115 78 
Problem types 159 68 49 
System 2 
Usability problems 401 107 68 
Problem types 130 54 39 
Table 2.3: Usability problems found (Karat et al., 1992) 
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The results showed that usability tests uncovered about twice as many problems 
as the team walkthroughs, and three times as many as the individual walkthrough. 
Karat et al. also measured the cost-effectiveness of the evaluation methods and 
problem types found in the evaluations. Like the Jeffries et al. study, this study 
found that the usability test required the most time to conduct, but required less 
time per usability problem than the other methods. The usability test also found a 
significant number of severe problems that were missed by walkthroughs. 
Desurvire et al. (1992) compared heuristic evaluation and cognitive walkthroughs 
to usability test results on a telephone-based interface. They had three different 
types of evaluators in the cognitive walkthrough and the heuristic evaluation 
conditions: human factors experts, non-experts, and software engineers of the 
system under evaluation. Each group had three evaluators. The heuristic evaluators 
first worked individually and then presented their results to other group members. 
After a group discussion, the heuristic evaluators had a chance to modify their 
lists of problems. The cognitive walkthrough was a group process. The usability 
test involved 18 participants. 
Desurvire et al. counted how many of the usability problems identified in usability 
test were actually identified by the evaluators in heuristic evaluation and cognitive 
walkthrough. Table 2.4 presents the number of problems found in the usability 
testing and the percentage of these problems found in both heuristic evaluation 
and cognitive walkthrough. 
Evaluators Occurred 
problems 
Usability test Observed with participants 25 
Heuristic Experts 44% 
Evaluation Software engineers 16% 
Non-experts 8% 
Cognitive Experts 28% 
walkthrough Software engineers 16% 
Non-experts 8% 
Table 2.4: Problems uncovered in Desurvire et al (1992) study 
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The results showed that expert evaluators using heuristic evaluation found the 
highest number of problems (44%) that actually occurred in the usability testing, 
followed by the experts using cognitive walkthrough (28%). Desurvire et al. also 
studied how well the evaluation methods helped in predicting problems with 
different severity. The experts were best at predicting the most severe problems, 
especially with heuristic evaluation. They were also better than other groups at 
predicting problems of all severity types. 
Cuomo and Bowen (1994) compared heuristic evaluation with guidelines review 
and cognitive walkthrough in a graphical user interface. Five human factors experts 
conducted the evaluations: one evaluator used the Smith and Mosier guidelines, 
two evaluators made heuristic evaluations independently, and two used the cognitive 
walkthrough method as a pair. Table 2.5 summarises the number of problems and 
problem types for each method after different levels of filtering. 
First Second Combined Guidelines Cognitive 
heuristic heuristic heuristic review walkthrough 
evaluation evaluation results 
Total number 47 32 - 216 46 
of problems 
Filtered number 29 28 - 113 43 
of problems 
Number of 16 26 32 47 24 
problem types 
Table 2.5: Number of problems identified (Cuomo and Bowen, 1994) 
The first tow presents the total number of usability problems found. The results 
of heuristic evaluations are first presented individually and after that as combined 
results. The results of guidelines review present the number of guidelines that 
were violated in the system. The second row shows the number of problems after 
subtracting evaluators' errors, known system bugs, alternative solutions to non- 
problems, and problems referring to parts not yet implemented. The last row 
shows the number of problem types within each evaluation methods. 
77 
Chapter 2 Human-Computer Interface for IR Systems 
Cuomo and Bowen also studied whether the problems found would actually 
cause problems to the users. To do this, they compared the results with a usability 
test where six participants completed ten tasks. Instead of instances of a usability 
problem, they studied number of problem types confirmed by the usability test. 
The results of the comparison showed that the cognitive walkthrough performed 
best in identifying problems that actually affected users' performance (58%), 
compared with heuristic evaluation (46%), and guidelines (22%). This finding is 
consistent with the Jeffries et al. (1991) study which concluded that guidelines 
found general and recurring problems, but missed many severe problems. 
A few studies also compared different usability evaluation methods in IR systems. 
In one study, Doubleday et al. (1997) compared heuristic evaluation with user 
testing using the INTUITIVE interface. Five HCI experts took part in the heuristic 
evaluation compared to twenty students in the user testing. The expert evaluators 
identified 86 usability problems, as against 38 problems identified in the user 
testing. However, none of the 38 problems found by user testing were identified 
by the heuristic evaluators. In another study, Cogdill (1999) used both heuristic 
evaluation and usability testing in the evaluation of the MEDLINEpIus interface. 
While he made no efforts to compare the results between methods, the heuristic 
evaluators found 27 interface problems compared to 21 problems found in the 
usability test. Cogdill noted that using both heuristic evaluation and usability test 
resulted in a high degree of comprehensiveness in the study. 
The studies presented in this section compared different sets of usability evaluation 
methods and have different points of view to the comparison. Although these 
methods share the same goal, that is, to identify usability problems in a user 
interface, the actual results produced by each technique are quite different in kind. 
However, different usability evaluation methods tend to uncover complementary 
information, and it is often recommended that researchers combine a number of 
usability evaluation methods to ensure broader coverage (Jeffries and Desurvire, 
1992; Nielsen, 1994; Doubleday et al., 1996). 
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2.5.3 Interface engineering techniques 
The final sub-branch of interface engineering refers to techniques that can enhance 
the interface engineering process. These include user-centred design, prototyping, 
and iterative design. 
2.5.3.1 User-centred design 
Early software design and user interfaces were completely driven by the technologies. 
Since the 1980s, the focus has been on user-centred design (Norman and Draper, 
1986). An early reference to a user-centred methodology was offered by Gould 
and Lewis (1985). They described an approach involving three global strategies: 
(a) early focus on the users and the tasks they perform to achieve their goals; 
(b) empirical measurement of the usability using simulations and prototypes; 
and (c) iterative design, where a cycle of design, usability evaluation, and redesign 
should be repeated as many times as necessary. 
Since Gould and Lewis's article, many authors have offered general frameworks 
for user-centred design (Mantel and Teory 1988; Hix and Hartson, 1993; Nielsen, 
1993a; Allen, 1996; Shneiderman, 1998; Mayhew, 1999). They all embody the same 
principles although they differ in certain issues such as steps in the approach, 
notion, naming etc. This section focuses on the "Usability Engineering Lifecycle" 
model proposed by Nielsen (1993a). In this approach, Nielsen described a series 
of activities for creating usable systems. These activities can 
be divided into three 
stages: 
1. A pre-design stage, which should provide essential concepts to 
be used 
throughout the lifecycle of the system. This stage comprises the 
following 
activities: 
a) user and task analysis; 
b) performing competitive analysis; 
c) setting usability goals. 
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2. A design stage, which guides the design of the user interface. This stage 
comprises the following activities: 
a) performing parallel design; 
b) involve users in design; 
c) coordinating the total interface of the system; 
d) applying guidelines and heuristic rules; 
e) prototyping; 
f) empirical testing; and 
g) iterative design 
3. A post-design stage, in which feedback from the use of the system in the 
field is collected. 
User and task analysis means analysing the intended user population of the system 
in order to learn about them as well as the tasks with which the system is intended 
to help. A task analysis is important as early input to the system design. The goal 
of task analysis is to acquire a better understanding of how people interact with 
the system and system components and should lead to a more efficient and effective 
integration of human knowledge in terms of system design and operations. 
A wide range of techniques exists for task analysis (Lansdale and Ormerod, 1994). 
Hierarchical Task Analysis (HTA), developed by Annett et al. (1971), is one such 
technique that is well established. It is a process of developing a description of 
tasks in terms of operations and plans (Shepherd, 2001). Operations are things 
people do to reach goals and plans are statements of conditions that tell them 
when each operation is to be carried out. Although HTA was defined as "a 
process of developing .... 
", the process part was hardly explicitly defined. The 
main idea was to iteratively develop HTA models by collecting data 
from real 
users during the evaluation and analysis of the system. 
80 
Chapter 2 Human-Computer Interface for IR Systems 
Performing a competitive analysis refers to analysing similar products according 
to established usability guidelines. User testing with other products can also serve 
to see how the functionality of the other system supports the user tasks. This can 
provide ideas for the new system. Lewis and Rieman (1993) listed some points in 
favour of using another product's ideas: (a) it is not easy for developers to come 
up with design ideas as good as those already implemented in high quality products; 
(b) using ideas from other known products could improve the learning of the 
intended system because they are more likely to be already known by users; and 
(c) it can save design time. 
Setting usability goals refers to establishing concrete goals that the system ideally 
has to comply with before it is released. A trade off often exists between different 
usability attributes. Therefore, the goals must be based on the results of the user 
and the task analysis. Ideally, the intended system should perform better in these 
goals than other similar products. Nielsen (1993a) suggested that one performs a 
financial impact analysis to estimate the cost-benefits that will be provided by 
these usability goals. 
Performing parallel design means creating different design ideas and then merging 
them into one. In parallel design, the goal is to generate as much diversity as possible. 
Therefore, developers should work independently until they have completed the 
first draft of the ideas. Then all the ideas are merged together into one design that 
comprises the best from all. Nielsen (1993a) claimed that parallel design could 
save development time by exploring many ideas at the same time. 
Including users in design refers to have some users (a) criticising developers' design; 
(b) capturing problems with current developers' concepts; and (c) contributing 
with their own ideas. This step usually succeeds in capturing mismatches 
between 
users' actual tasks and the developer's models of tasks. Also, users seem to 
be very 
good at reacting to designs they do not 
like. However, Nielsen (1993a) noted that 
"users are not designers. " Therefore, this step should not 
involve asking users 
what they want. It is much 
better to show users paper mock-ups or some screen 
designs presenting the ideas. 
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Coordinating the total interface of the system means to review the design in order 
to provide consistency among all its parts. Consistency should apply to all parts 
of the design, including the user interface, documentation, training courses, etc. 
The application of standards can help in achieving consistency. 
Applying guidelines and heuristic rules has as its objective to implement well- 
known principles in the current system design in order to improve usability. There 
are many principles and guidelines (discussed in section 2.5.1) that can provide 
improvements in the usability of a system. 
Prototyping, testing, and iterative design are key activities in user-centred design. 
Prototyping (see section 2.5.3.2 below) has several advantages. It can save time 
and cost and can be tested with real users. Based on the usability problems and 
opportunities disclosed by the testing, a new version of the interface can be created 
through an iterative process (see section 2.5.3.3 for details) Nielsen (1993a) 
noted that the designer should not `waste users' by performing elaborate tests of 
every single design idea, since test users are normally hard to come 
by and 
should therefore be conserved for testing of major iterations. He suggested the 
use of heuristic evaluation with the initial designs and user testing with more or 
less the final interface. 
Finally, once the system has been released, it is necessary to 
keep collecting data 
from its use in the field. This information should 
be used to plan for future 
versions of the system or for other products. 
User-centred design contrasts with traditional development methodologies that 
follow the waterfall model (Nielsen, 1993a). In the waterfall model, 
the designer 
tried to go in a series of sequential stages where each stage 
is completed before 
the next one starts. For example, the system specification 
is completed before 
implementation starts. On the other hand, user-centred 
design assumes that usa- 
bility problems will appear 
in the first specification of the system and therefore 
a prototype is necessary to 
discover such problems. 
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2.5.3.2 Prototyping 
A key step in developing usable systems is the development of an early prototype 
of the interface. Hardgrave (1995) reported 71% of respondents from a sample 
of US companies were using prototyping. Most interface designers use proto- 
typing because of the great cost savings. Making changes in the prototype is much 
cheaper than making them after product release. Pressman (1992) estimated that 
the cost of changes is 1.5 to 6 times greater during development than during 
design and 60 to 100 times greater after product release. Figure 2.2 below shows 
a comparison of the traditional software development process and one with 
prototyping included. 
Design II Prototype design 
Implementation 
Test I Implementation 
User testing 
Figure 2.2: Traditional and prototypical development 
Although prototyping has been recognised as an efficient and effective way of 
developing user interfaces, the optimum method of prototyping has not yet been 
agreed upon. Rudd et al. (1996) grouped prototypes into two categories: low- 
fidelity and high-fidelity. A low-fidelity prototype can be as simple as a paper- 
and-pencil mock-up that shows general flow throughout the screens. Because 
they are created with paper and pencil, low-fidelity prototypes can save time and 
effort and require little or no programming skill on the part of the designer. In 
contrast, high-fidelity prototypes are not as quick and easy to create as low-fidelity 
prototypes. They are typically built with software tools and can be programmed 
to simulate the functionality in the final product. Users can enter 
data in entry 
fields, respond to messages, select icons to open windows, and in general interact 
with the user interface as though 
it were a real product. 
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Rudd et al. (1996) summarised the advantages and disadvantages of low- and high- 
fidelity prototypes: 
Type Advantages Disadvantages 
Low-fidelity " lower development cost; " limited error checking; 
prototype " evaluate multiple design " poor detailed 
concepts; specification to code to; 
" useful communication " facilitator-driven; 
device; " limited utility after 
" address screen layout requirements established; 
issues; " limited usefulness for 
" useful for identifying usability tests; 
market requirements; " navigational and flow 
" proof-of-concept. limitations. 
High-fidelity " complete functionality; " more expensive to 
prototype " fully interactive; develop; 
" user-driven; " time-consuming to create; 
" clearly defines " inefficient for proof-of- 
navigational scheme; concept designs; 
" use for exploration and " not effective for 
test; requirements gathering. 
" look and feel of final 
product; 
" serves as a living 
specification; 
" marketing and sales tool. 
Table 2.6: Relative effectiveness of low- vs. high-fidelity prototypes 
A few studies compared the effectiveness of low- and high-fidelity prototypes in 
identifying usability problems. Nielsen (1990) compared the effectiveness of using 
a high-fidelity interactive prototype with that of a static paper prototype. Two 
groups of evaluators were asked to evaluate each of the two prototypes. There 
were 50 usability problems with each prototype, 15 of which were considered as 
`major. ' Nielsen found that the evaluators who used the high-fidelity prototype 
found significantly more major problems. In a more recent study, Virzi et al. 
(1996), however, did not find any difference between low- and high-fidelity 
prototypes in two experiments. In both experiments, substantially the same sets 
of problems were identified 
in low and high-fidelity conditions. 
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Prototypes are also classified by the types of functionality they provide. Nielsen 
(1993a) made a distinction between different types of prototypes. A horizontal 
prototype includes the entire user interface but none of the underlying function- 
ality of the system. A vertical prototype implements in-depth functionality but only 
includes selected areas of the interface. A scenario prototype fully implements a 
few selected paths in the interface only as long as the user fulfils the scenario by 
staying on the selected paths. 
A general requirement for a user interface prototype is that it can be developed 
quickly and modified with a minimum of effort. Therefore, the software tool 
chosen for developing a prototype can be crucial in determining if this require- 
ment is satisfied. Lewis and Rieman (1994) suggested that a good prototyping 
tool should have following characteristics: (a) ease of learning and use; (b) visual 
programming capabilities that allow screens to be designed and modified easily; 
(c) extensibility, meaning new interface objects are easily added; (d) full support 
for the interface being developed; (e) support for modular coding practices; and 
(f) support for turning the prototype into the final program. 
2.5.3.2.1 Software tools 
There are numerous software tools available to help developers design prototypes 
and the user interfaces. Myers (2000) noted that software tools help reduce the 
amount of code that programmers need to produce when creating a user interface, 
and they allow user interfaces to be created more quickly. Some tools provide 
program libraries, often called "toolkits" that offer common "widgets", such as 
menus, buttons, windows, scroll bars, data-entry fields, and dialog boxes. Using 
a toolkit has the advantage that the final user interface will 
look and act similarly 
to other user interfaces created using the same toolkit. A problem 
is that the styles 
of interaction are limited to those provided. Moreover, toolkits can 
become 
complex since they may contain 
hundreds of procedures, and it is not often clear 
how to use the procedures to create a 
desired interface (Myers, 1995). 
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An interface builder is a more sophisticated type of tool, allowing properties of 
the interface to be specified. Interface builders allow the designer to place pre- 
defined items (from an interface toolkit) on the screen and to specify behavioural 
aspects of the system. They can generate source code, which can be used further 
during application development. There are a number of interface builders on the 
market, including InterfaceBuilder for NeXT, and UIM/X for the OSF/Mofit 
toolkit. 
Many commercial systems, including interface toolkits and limited interface builders, 
have claimed to be User Interface Management Systems (UIMSs). This has led to 
considerable confusion over the meaning of the term. A UIMS is a high-level 
interactive software application that facilitates the efficient development of high 
quality user interfaces. A UIMS mediates the interaction between the end-user of 
an application and the application code itself. This results in a separation of the 
responsibility between the UIMS and the application, with the application being 
responsible for carrying out the `work' while the UMIS handles all details of the 
communication with the end-user. 
Some software tools offer visual representation of a program code in order to 
facilitate understanding the code. Examples of such visual development tools 
include Microsoft Visual Basic, Borland Delphi, and Symantec Cafe. Programming 
languages such as C or C++ also enable experienced software engineers to build 
user interfaces with a richer variety of features. 
Many software tools have been developed in the past few years, and have radically 
changed the nature of the software development process. Selection of a tool 
for 
use in an interface development can have a tremendous impact on the software 
development process, as well as the ultimate success of the product. The rapid 
growth of software tools requires that designers stay 
informed, and they make 
fresh choices for each project. 
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2.5.3.3 Iterative design 
Most user interface designers recommend iterative approaches to designing software 
and user interfaces. Iterations are anticipated due to (a) the limitations of current 
psychological theory in predicting human behaviour, and (b) an insufficient under- 
standing by the developers at the start of a project of the complete context in 
which a program will be used (Hix and Hartson, 1993). Both these factors lead 
to an iterative design process, where an interface may go through many cycles of 
redesign and usability evaluation. 
Studies showed that iterative design methodology can improve the usability of a 
product. Nielsen (1993b) provided four different case studies on iterative interface 
design. The interfaces in the study went through three to five successive iterations, 
with usability measured in the same way after each iteration. Overall, the study 
found an average usability improvement between each iteration of 38%, although 
there was a lot of variability from this percentage in the different case studies. 
Bailey (1993) also found that the iterative methodology alone can improve designs 
within a limited range. He asked eight designers to design a prototype system. 
Three users were tested on each of the eight prototype designs. Each user was 
given seven tasks to complete using one of the prototype systems. The eight 
designers then took the observations from the first test of their systems and 
made improvements. The redesigns were then tested with three additional volun- 
teers. This test led to another redesign and this process continued until the 
designers felt the system would be adequate to send into production. All designers 
stopped after three to five iterations. A significant difference was found on the 
tasks completed variable when comparing the first iteration to the last. The last 
iteration approached was faster per task than the first. The number of repeated 
serious errors was also reduced in the last iteration. The same data also showed 
that while iterating on a poor design does improve it, iteration never gets it to 
be as good as an interface that was originally well designed. Iterative design does 
not obviate the need for good designers. 
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It is likely that many design decisions will be made during the course of iterating 
the interface. In order to keep an accurate record of each iteration, Nielsen (1993a) 
recommended maintaining a `design rationale' document that captures all the 
explicit decisions made in the interface and the rationale behind those decisions. 
During development of the interface, the design rationale can serve both as an 
audit trail and as a tool for communicating the interface design. Furthermore, once 
the interface is completed, the design rationale can serve as a guide for future 
modification of the interface. 
2.6 Conclusions 
The main conclusion that can be drawn from this review is that there is insufficient 
integration of HCI into IR interaction research. Although HCI has matured as a 
separate discipline in the past decade, an appropriate integration with IR research 
has not been accomplished. 
The IR literature suggests that there has been a general lack of attention given to 
interface issues by database vendors. Early IR systems used very structured command 
mode interfaces. Attempts have been made to develop better interface design for 
end-users using features such as menu-selection, form fill-in, natural language, 
and direct manipulation interfaces. Despite all these efforts, studies showed that 
online searching is still difficult to learn and use. Conversely, the general user 
interface has been moving beyond the traditional WIMP paradigm to involve 
elements like speech, pen and gesture recognition, animation and multimedia, 
visualisation, and highly portable computers with cellular and wireless commu- 
nication capabilities. Some of the problems that IR faces today can obviously 
benefit from the previous research in HCI. In particular, the maturity of user- 
centred design and the advent of software tools can benefit usability engineering 
in information retrieval systems. 
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A number of attempts to investigate end-user searching in IR have been reported 
in the literature. Even though the approaches and methods used in these studies 
differ considerably, the results emphasise the difficulties end-users have using 
online databases, the inefficiency of their searching techniques and the poor results 
they get. It is agreed that this is caused not only by the lack of searching skills or 
training but also by the inadequacies of the user interfaces. Although these studies 
demonstrated an awareness of the problems, they merely suggest the need for 
improving the user interfaces and retrieval systems and fail to provide specific 
recommendations. 
The studies of mental models and individual differences have received attention 
recently. The quality of end-user searching appears to vary depending on the 
individual user. Some users are stronger than others because of skills they bring 
to searching or gain from using online databases over time. However, the studies 
suggest that most end-users could be doing better. Even the studies that recorded 
a high level of users' satisfaction observed that end-users rely on overly simple 
searches, make frequent errors, and fail to attain satisfactory results. 
The development of Web-based IR systems has had a tremendous impact on 
users' access to such systems. First, the Web has made vast quantities of infor- 
mation resources available globally. Second, it has made cheaper and wider end- 
user access to various sources of information. In spite of these improvements, 
little empirical studies have been conducted on the usability of these systems. 
Moreover, reviews of Web IR systems have been uncritical in their discussion of 
the interface, or have been limited to subjective general comments. Thus, the 
importance of evaluating the user interface and end-user's searching is crucial 
for the future development of the technology and its use in information access. 
The traditional evaluation of IR systems focused primarily on recall and precision. 
The user interfaces for IR application are rarely evaluated with users. A 
few efforts 
have been reported to date, but user-centred design and usability evaluation as a 
practice lags. The different usability engineering models and techniques presented 
in this Chapter are established and enable an effective approach to usability. The 
attributes to usability are well 
known and can be effectively measured, evaluated 
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and improved. The main activities of the user-centred design are identified and 
provide a broad framework for introducing HCI techniques in IR research. A 
user-centred design approach can help in developing more flexible IR systems and 
assessing how these systems are adapting to user demands. Usability evaluation 
methods have become an increasingly important tool for user-centred design. The 
various techniques that can be used in evaluating interfaces are discussed in this 
Chapter. This research seeks to apply some of these techniques in order to design 
a user-centred IR prototype. In the next Chapter, the results of a brief survey 
conducted with Web IR users and the Web of Science system are discussed. 
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A Survey of Web IR Use and the Web of Science Search 
Facilities 
3.1 Introduction 
This Chapter is divided into two sections. The first section presents the results 
of a brief survey conducted with typical users of the Web-based IR systems at 
Loughborough University. The second section presents the Web of Science search 
facilities and features. 
3.2 A survey of Web-based IR use 
The main objective of the survey was to identify users and their tasks in Web IR 
systems. A simple, small questionnaire was devised for the survey. A copy of the 
questionnaire is available in Appendix 1. This questionnaire was distributed from 
the Pilkington Library's Enquiry Desk to enquirers after the Web IR systems. 
The questionnaire was designed to determine: 
" typical users of Web IR systems; 
" their frequency of use; 
" the type of information they search; and 
" the type of queries for which they search IR systems. 
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3.2.1 Typical users of Web IR systems 
25 respondents completed the survey questionnaire. Of the 25 respondents, 10 
were research students, 10 were postgraduates, four were research staff, and one 
was an undergraduate student. Table 3.1 shows the number of respondents and 
their percentage. 
Status Number of 
respondents 
Percentage 
Staff 4 16 
Research students 10 40 
Postgraduate students 10 40 
Undergraduate students 1 4 
Table 3.1: Number of respondents and their percentage 
3.2.2 Frequency of Web IR use 
When asked about their frequency of use, 11 (44%) respondents replied that 
they used the Web-based IR systems regularly, i. e., at least once a month. Four 
(16%) respondents used the databases rarely, i. e., no more than once a month, 
while another four (16%) used such systems occasionally. Six (24%) participants 
stated that they had not used the Web-based systems before. Table 3.2 presents 
users' frequency of Web IR use. 
Frequency of use Number of 
respondents 
Percentage 
This is the first time 6 24 
Rarely - no more than once a month 
4 16 
Regularly - at least once a month 
11 44 
Occasionally 4 16 
Table 3.2: Frequency of Web IR use 
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3.2.3 The type of information search 
Respondents were asked about the types of information they generally look for 
on Web IR systems. The largest numbers (22,88%) of respondents replied that 
they look for journal articles, followed by abstracts (15,60%), recent develop- 
ments (8,32%), and bibliographic citations (7,28%). Table 3.3 presents the type 
of information users generally look for on Web IR systems. 
Type of information Number of 
respondents 
Percentage 
Journal articles _ 22 88 
Recent development 8 32 
Older materials 3 12 
Bibliographic citations 7 28 
Abstracts 15 60 
Table 3.2: The type of information search on Web-based systems 
3.2.4 Search tasks 
Respondents were asked to state some typical queries for which they have used 
the Web IR systems. Some of these tasks have been used in the usability studies 
discussed in this thesis. These search tasks were: 
0 Find information on the topic of computer-aided design 
" Find information on artificial neural network 
" Find information about e-commerce 
" Find information on concurrent engineering in construction 
" Find information about applications of fibre optics 
" Find works of Lawrence R Rabiner 
" Find information on IT and training needs. 
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3.2.5 Finding information in Web-based IR systems 
Respondents had a very positive opinion towards the Web-based IR systems. 
The majority of the respondents (23,92%) replied that they generally find the 
information they seek on Web-based systems. Only 2 (8%) replied that they had 
difficulties in finding information 
3.3 Web of Science: Search Facilities and Features 
This section presents an overview of the Web of Science system used in this 
research. Introduced in April 1997, the Web of Science offered ISI's three major 
database products (Wiley, 1998b): 
" Science Citation Index Expanded (SCI-EXPANDED) 
" Social Sciences Citation Index (SSCI) 
" Art & Humanities Citation Index (A&HCI) 
Each citation database indexes the core journals in its wide general area including, 
in addition to research and scholarly articles, other significant items such as book 
and other reviews, editorials, letters, and biographical material. Combined, these 
three databases provide access to article citations from about 8,000 journals. The 
databases hold over 10 million records and are updated weekly. These citation 
databases are indexed so that the user can search for specific articles by subject, 
author, journal, and/or author address. Because the Web of Science stores the 
cited reference list, users can also search the databases for articles that cite a 
known author or work. Figure 3.1 shows the navigation in the Web of Science. 
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Citing papers 
Topic or cited AR'IZCLE meted records author search (biblihic record) 
Gtmg papers 
Figure 3.1: Navigating the Web of Science 
Copyright © 1998 CHEST 
Access to the Web of Science has been available to the UK academic community 
since 1991 through the search interface originally provided by Bath Information 
and Data Services (BIDS) (Blagbrough, 2000). These services were developed with 
support from the joint Information Systems Committee (DISC) of the UK Higher 
Education Funding Councils. The Web-based service from ISI in the UK is now 
hosted by MIMAS (Manchester Information and Associated Services) at the 
University of Manchester (CHEST, 1999). MIMAS is also supported by JISC. 
The Web of Science interface has more functionality and easier access than any 
other version of ISI products (Wiley, 1998b). Two different search interfaces are 
available: 
1. Easy Search - offers a simplified Topic, Person, or 
Place search that returns 
a maximum of 100 results; and 
2. Full Search - offers the 
full range of General search and Cited reference 
search options. 
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Figure 3.2: Web of Science home page 
3.3.1 Easy Search 
With the Easy Search option, the system first prompts the user to select which 
databases to search, Science Citation Index Expanded (SCI-EXPANDED), Social 
Science Citation Index (SSCE), and/or Arts & Humanities Citation Index (A&HCI) 
by checking the appropriate box(es). It is suggested that the users should choose 
database(s) closest to their subject area to reduce irrelevant hits. If no database 
is selected, the default is to search all three databases. The Easy Search automa- 
tically searches all the years. Figure 3.3 shows the Easy Search screen. 
96 
Chapter 3 Web IR Use and Web of Science Search Facilities 
Re Echt j[rew Froribas IC(* Help 
a0Qa li Back 5r... A. -. k 
of SCIENCE' PO . dh m kfYn- 
ramy Seu 
I. Pick one or more eenesel search areas: 
r Science CitthonIndex Expanded(SCI)D: PANDEDI-1981pre9ent 
r Social ScrencesCdehonIndex (SS<Iý 1981 rasen 
r Arts& Hum_ uLiesCitationludet(A&HC-1981-p eI 90nt 
2 Whet doyouwmttofindmfn nit non" 
, 4, coptable Um Fbltcý 
Copyn& 0 2002lnshfute for Sci ific Infbrma on 
Figure 3.3: Easy Search 
Choosing Easy Search permits the following searches to be performed: 
3.3.1.1 Topic search 
Topic search retrieves articles on a specific subject by looking for title, keyword 
or abstract matches in the database. Clicking the Topic button, searchers can enter 
a word, or a combination of words that describes his subject in a search box. 
The default treats multiple words as a phrase. 
The user can also use the Boolean operators such as AND, OR, NOT, and SAME 
or SENT (in the same sentence), and parse the search query using parentheses 
(nesting) to combine two or more search terms. All terms joined by AND must 
occur in the field for a record to be selected. OR is used to widen the scope of 
search by including alternate terms or synonyms. Any one of the terms joined by 
OR must occur for a record to be selected. The term following NOT must be 
absent from the field for the record to be selected. 
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The Web of Science uses two proximity operators, SAME and SENT, which have 
identical definitions and yield identical results. The terms combined with SAME 
or SENT must occur within the same sentence for the records to be retrieved. 
Wildcard characters such as the question mark (? ) and asterisk (*) are used to search 
for variants of words. ? is used to replace a single letter, so WOM? N would find 
either WOMAN or WOMEN. * is used to represent any number of characters, so 
ROBOT* would find records containing the words ROBOT, ROBOTS, ROBOTIC, 
ROBOTICS, etc. Similarly, COL*R would find both COLOR and COLOUR. 
Parentheses are used to arrange search terms in a logical order when combining 
terms using Boolean operators. Without parentheses, the operators are executed 
in the following order: SAME, NOT, AND, OR. 
98 
Chapter 3 Web IR Use and Web of Science Search Facilities 
3.3.1.2 Person search 
The Person search option retrieves articles that a person has authored, that cites 
a person's work, or are about a person. Clicking the Person button in Easy Search 
presents a box in which the searcher can enter a person's name. Conveniently, it 
states right above this text box the format that should be used - last name space 
initials. 
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Back Slap Rehash Home Search Prell Rawl rirn G. w a.. 
Person Seerrb 
1. Enter one or mo: e author names as O'BRIAN C' OR OHRIAN C' 
2 Shwvme ell of the art clee mtAe database tthatt g pezsonhes evthored les 
r Show me all of the e&Ccles m the database that cite this persads wo%ic Exwwlti 
r Show me mticles that we %bwt tia p e" oa 
1 
Ac-ap Qb! Usa Folic 
Copyng¢tC2002InjuWeto7Sriennfic orm 1Qn 
Cý" Dom _.... !: ý INemet 
Figure 3.5: Person search 
Searching on a last name alone retrieves all occurrences of that name. Last name 
plus one initial gives just one initial. Last name plus one initial plus * gives trun- 
cation to get one or more initials. The searcher can also use Boolean operators 
AND, OR, NOT to combine two or more authors. Radio buttons then let the user 
choose whether to search for this person (1) as an author of a paper; (2) to get all 
the articles in the database that cite the person's work; or (3) as a subject of the 
paper. The user must click on the search button to initiate the search. 
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3.3.1.3 Place search 
A Place search allows the user to seek works being done at a particular institution 
(such as a university) or geographic area (such as town or postcode). The search 
is automatically limited to the author address field. Clicking the place button, 
the user can enter data in a box, and help screens provide advice and examples 
for the many abbreviations used in the address field. 
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city postal code, etc) 
Fýcýanoles 
Accgi bla Use I"i 
Copyrigid 02002 Imbfute foz Scientific Information 
Figure 3.6: Place search 
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Easy Search also provides many example buttons hyper-linked directly to help 
screens for more detailed guidance on the topic being searched. In addition, Easy 
Search permits a searcher to have a Topic search sorted by relevance (as default), 
or in reverse chronological order. It should be noted here that in the Web of 
Science, reverse chronological order is actually reverse database date order. The 
most recent records entered in the database, regardless of cover date, display 
first. 
The only option in a Person or Place search displays results 
by reverse chrono- 
logical order. 
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3.3.2 Full Search 
Full Search allows a user to perform a search that combines aspects of topic, 
person, or place. With the Full Search option, the system prompts the user to 
select which databases to search as in Easy Search. But here the users can also 
choose which years they want to search. The options are: all years, this week's 
update, latest 2 weeks and 4 weeks, or any choice of years. The default is to check 
all the databases and all the years of subscription. The system remembers the date 
selected, so when refining searches or running them in another category, there is 
no need to enter it again. Full Search allows General search and Cited reference 
search. Figure 3.7 shows the Full Search screen. 
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Figure 3.7: Full Search 
3.3.2.1 General search 
General search offers text boxes where the searcher can enter words 
for topic, 
author, source title, and address searches. 
Using General search option, the user 
can enter either a single search 
filed or fill-in any of the information fields. 
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The system automatically links these terms with the AND operator. The user can 
also limit a search to a particular language or document type by selecting a choice 
from a scroll box. It is also possible to sort the results by latest date (the default), 
relevance, first author, or source title. 
A topic search will search all the words in the title, abstract, author's keywords, 
and automatically generated KeyWords Plus. KeyWords Plus consists of words 
or phrases that frequently appear in the titles of an article's references, but do 
not appear in the title of the article itself. A checkbox lets the user limit the search 
to just the title. An author search seeks through all the authors of an article. 
The source field includes the name of the original source document, which may 
be heavily abbreviated. There is an option to select from the complete list of 
journal titles to get the exact name. This list is very long - over 8,000 journals 
broken into alphabetic segments, and the searcher can copy and paste (or type) 
the name from the list into the search box. 
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Figure 3.8: General search 
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The address search looks only in the author address field, where again data are 
heavily abbreviated. The help screens show a long list of common abbreviations 
to help the users find what they want. 
3.3.2.2 Cited reference search 
The Full Search option allows the users to specify exactly which citations they 
want to use. Easy Search simply retrieves all articles that cite a particular author. 
Clicking the Cited Reference search button leads to a screen with text boxes to 
specify author, source title, and year. To display a list of cited references, the user 
then needs to click Look up. 
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B 
A kess 14] httr /)Yta e mmmes xucKsxg/CrW cg 
Chapter 3 Web IR Use and Web of Science Search Facilities 
3.3.3 Related records 
Besides citation searching, the system offers additional ways to get articles that 
share references. For each article with a list of references attached, the searcher 
can click on the Related records link to retrieve other articles that cite at least one 
of the same references. These are sorted by relevancy so that articles with the 
most cited references in common appear at the top of the list. It is possible to 
use the entire list of cited references to find related records, or to mark particular 
references to use. The default is to use all the references, so they are all marked. 
The related records searching technique lets the users surf through the database. 
3.3.4 Saving search query 
The Full Search option provides an opportunity to save a search query to any 
local disk, directory, or folder for a later use. To run the saved search query, the 
user needs to open the file from the stored location. 
3.3.5 Display results 
The result screen is shown in Figure 3.10. The results are 
displayed in groups of 10 
records at a time in summary form, showing the title, author, and source. 
Each 
record can be marked by clicking the checkbox to the 
left of the record for later 
printing or downloading. Clicking on the hyper-linked title 
displays the full record 
and author's abstract, if available. The 
full record states the number of references 
and also indicates if this article itself 
has been cited by other articles. Clicking on 
this link displays the appropriate list of references. 
Any article listed in the refe- 
rences that also appears referenced 
in the database is hyper-linked for instant 
access. 
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Figure 3.10: Displaying search results 
After marking individual records from the summary list, the searcher must press 
the Submit button before proceeding to the next 10 or previous 10 records. To 
mark all 10 records, the user can click on the Mark Page button. However, the 
Mark Page button will tag the 10 records currently displayed. If the search has 
retrieved more than 10 results, the user can use Mark All button to mark all records 
retrieved. Once all records have been marked, the searcher must click on the 
Marked list button to display the cited list to either view the list on screen, format 
for printing, save to files, or export or format for document delivery. Users can 
email search results from the Marked records page to any email address. 
At the top and bottom of the full record display are buttons to move to Previous 
and Next full records, and back to the display of Summary records. The total 
number of search results is found in the very bottom left 
hand corner of the 
display. The user can use > and < buttons, which appear at the top and 
bottom 
of the display, to view more results. 
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3.3.6 Documentation and help 
Web IR Use and Web of Science Search Facilities 
The Web of Science provides very through and well written help screens. It links 
to context sensitive help in various areas, especially related to examples of search 
techniques or field options. It is also possible to pull all the help pages together 
in a format suitable for printing. Detailed documentation can be downloaded from 
http: / /wos. mimas. ac. uk. 
3.4 Conclusions 
The survey result presented in this Chapter was useful in determining the typical 
users and the type of tasks that they follow in existing Web-based IR systems. 
The potential IR users were postgraduates, research students, and staff. Some of 
them were experienced in the search process while others were naive searchers. 
The results also showed that users had a very positive attitude towards Web- 
based systems. One obvious question from this finding is why did such a large 
number of users feel that they generally find information in Web IR systems? 
Several factors may have contributed this, among which is the fact that Web-based 
versions are apparently easier than non-Web services. Despite this positive opinion, 
it is important to evaluate the effectiveness and desirability of Web-based IR 
systems with respect to user interface features and functionalities. 
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Research Design and Methodology 
4.1 Introduction 
This Chapter discusses the user-centred design and data collection methodology 
used in this thesis. The user-centred design followed the "usability engineering 
lifecycle" model proposed by Nielsen (1993). Prototyping is an important part 
of the user-centred design, and competing products are often tested to design 
user-centred prototypes. Figure 4.1 illustrates the methodology for user-centred 
design of a prototype Web interface for IR interaction: 
1) a competitive analysis of an existing Web-based IR interface to perform 
both empirical usability testing and heuristic evaluation; 
2) a user task analysis based on user activities during usability tests; 
3) an interactive prototype design, drawn from task analysis; 
4) heuristic evaluations of the prototype by human factors experts using 
usability heuristics; 
5) a Web-based version of the prototype design, incorporating input from 
heuristic evaluation; 
6) a formative user-centred evaluation of the web-based prototype using task 
scenarios; 
7) a revised prototype design based on formative evaluations; and 
8) a summative evaluation of the revised prototype design and compare the 
results with earlier usability studies 
for performing the same user tasks. 
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Figure 4.1: Methodology for user-centred design of a prototype IR interface 
This research performed a competitive analysis of the usability of the Web of 
Science interface in order to design a user-centred prototype. The combination of 
both usability testing and expert evaluation was applied. The five most common 
usability measurements are: time to learn, speed of performance, rate of errors 
by users, retention over time and subjective satisfaction. It was not possible to 
test all these attributes in a single usability test. Thus, two separate but similar 
usability experiments were carried out. The first test was designed to determine 
users' performance and satisfaction with the Web of Science interface. The second 
test examined novices' learning and retention with the interface. An expert review 
panel was then assembled to conduct a heuristic evaluation of the Web of Science. 
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task analysis was performed based can user tasks followed during usability tests 
with the Web of Science. The prototype IR interface was designed. based. on task 
analysis and a conceptual model of information seeking. The prototype interface 
evolved over several iterations. A heuristic evaluation was carried out early in the 
design process. A suinmati ve evaluation of the prototype interface was conducted 
using task scenarios, and finally a comparative analysis with the earlier usability 
test results Was performed.. 
4.2 Experiment with Web of Science I: Performance and Satisfaction 
4.2.1 Participants 
The first usability test was carried out with two groups of users recruited from 
various departments at Loughborough University. These two users groups were: 
novice and experienced. The novice group (10 participants) had no prior search 
experience, and had never attended a training programme on online searching. 
The experienced group (12 participants), on the other hand, were experienced in 
the search process and some had formal training in conducting online searching. 
4.2.2 Experimental procedures 
A notice announcing the usability study was placed in the General Notice board on 
the Loughborough University Website (http: //www. lboro. ac. uk/news/notices/) 
asking for volunteers for the usability test. All interested participants were cont- 
acted through emails and asked about their online search experience. They were 
not told that the IR interface being evaluated was the Web of Science until they 
arrived for the test. The test took place in a special 
laboratory set up for this 
purpose in the information Science Department at Loughborough University. 
Participants came one at a time for the usability test. They were asked to 
fill in a 
recruitment questionnaire which assessed their experience with computer and 
online search systems, as well as their age, gender, status and research 
interests. 
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A copy of the recruitment questionnaire is available in Appendix 2. At the start 
of each search session, each participant was given a brief description of the 
experimental procedures of the session that would be followed. Since novice 
searchers had not performed any searches before the usability experiment, they 
were given 15 minutes for free exploration of the Web of Science interface. The 
objective was to familiarise them with the interface so that they felt comfortable 
in performing the actual tasks. For experienced users, this preliminary exploration 
was not needed, since they were already familiar with the search process. 
All participants were then given the search tasks (see section 4.2.3 below) and 
told to try to work on their own. They were told to conduct the searches in the 
order shown below. They were also told that if any task took more than twenty 
minutes to complete, they would be stopped and asked to proceed to the next 
task. If the participants felt that they would be unable to complete a task and 
wanted to move on, this would be allowed. They were also free to consult 
online help available in the Web of Science. After completion of all search tasks, 
participants were asked to complete a questionnaire on their satisfaction with the 
Web of Science interface. 
4.2.3 Search tasks 
The first five out of the following seven search tasks were obtained 
from a survey 
discussed in Chapter 3. Task 6 and Task 7 were taken from the Web of Science: 
Questions & Workbook: (http: //wos. mimas. ac. uk/documentation. html). 
Task 1: Find information on the topic of computer-aided design 
Task 2: Find information about e-commerce 
Task 3: Find information on concurrent engineering in construction 
Task 4: Find information about applications of fibre optics 
Task 5: Find works of Lawrence R Rabiner 
Task 6: Find work produced by the researchers 
in the Chemical 
Engineering department at UMIST 
Task 7: Find articles citing work by M Smith published 
in the journal 
of "Addictive Behaviors" 
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As can be seen, Task 1 constituted a phrase and Task 2 consisted of a single word. 
Task 3 and Task 4 required the use of Boolean logic. Task 5 required the use of 
author/person searching. Most of the task queries were about general themes, but 
some dealt with specific topics (e. g., Task 3 and Task 4). In addition, truncation, 
proximity, and spelling variations could be tested in several cases (e. g., Task 4 and 
Task 6). Since the Web of Science allows address and cited reference searching, 
Task 6 and Task 7 could be used to test these search facilities. 
4.2.4 Data collection 
The usability testing used a combination of data collection methods. These were: 
transaction logs, computer screen recordings, and a questionnaire. 
4.2.4.1 Transaction logs 
Data were collected from the database transaction log capturing each user's server 
request. The logging information was obtained from MIMAS at the University of 
Manchester. Data recorded by transaction logs included: database used, search 
type used (Easy Search or Full Search), search terms used, and system response 
(number of hits, error message, etc). 
4.2.4.2 Computer screen recordings 
Lotus ScreenCam, a show-and-tell communication software, was used to capture 
each user's entire search session. Because the ScreenCam is essentially `invisible', 
it was not expected to influence users' normal searching behaviours. It recorded 
how each participant was using the Web of Science interface. After capturing a 
search session, the recordings were analysed and compared with transaction 
logs 
data. Screen recording worked as a supplement to transaction logs. 
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4.2.4.3 Questionnaire for User Interface Satisfaction (QUIS) 
After completing all seven search tasks, participants were asked to complete a 
questionnaire about the interface. The questionnaire was designed taking items 
from the Questionnaire for User Interface Satisfaction (QUIS) (Chin et al., 1988). 
A copy of the questionnaire is available in Appendix 3. It measured satisfaction 
attributes on a 7-point scale. The questions covered included overall reaction to 
the system, screen design, terminology and system feedback, learning, and system 
capabilities. Moreover, there were open-ended questions, where the participants 
could list both positive and negative aspects of the interface. The open-ended 
questions provided valuable information in addition to the statistical data. This 
way the data collected through the QUIS could be analysed both qualitatively 
and quantitatively. 
4.2.5 Variables studied 
The following variables were tested in the first experiment on performance and 
satisfaction with the Web of Science: 
4.2.5.1 The independent variables 
This study included one major independent variable, i. e., users' previous experience 
in online searching. The recruitment questionnaire was analysed to 
determine users' 
experience in information searching. Other independent variables studied were 
age, gender, training, computer experience, and status. 
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4.2.5.2 The dependent variables 
The two groups of dependent variables studied were the performance variables, 
and users' subjective satisfaction with the Web of Science interface. 
4.2.5.2.1 Performance variables 
Four performance measures were calculated for each task. 
" Task completion time: The total time taken to complete each task. These 
times were extracted from the users' interaction with the system, and the 
computer screen recordings. 
" Search terms used: The number of different search terms used for each 
task was calculated from transaction logs. 
" Success score: Successful completion of each search task, as well as 
requested termination, and termination as a result of the twenty-minutes 
time limit was counted from screen recordings. 
" Error rates: Number of errors made was tabulated from transaction logs 
and computer screen recordings. 
4.2.5.2.2 Subjective satisfaction 
The Questionnaire on User Interface Satisfaction (QUIS) was used to determine 
users' subjective satisfaction with the Web of Science interface. Responses to the 
open-ended items in the questionnaire were analysed to find out both positive 
and negative aspects about the interface. 
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4.2.6 Data analysis techniques 
The quantitative data collected through transaction logs and questionnaire were 
analysed using the Statistical Package for Social Sciences (SPSS). Frequency counts 
were performed on data to obtain the descriptive measures. 
4.2.6.1 The independent sample t-test 
An independent samples t-test compares two groups of scores from two groups 
of individuals to assess whether the average score of one group is significantly 
higher than that of the other group. The basic theoretical assumption underlying 
the use of the t-test involves the characteristics of the null hypothesis about the 
equality of the two group means. If the test shows significance, the null hypothesis 
is rejected to conclude that there is a difference between the two group means. 
However, the scores from two groups should be roughly similar in terms of the 
shapes of their distributions. It is important, therefore, to verify the data for 
anomalies before conducting the t-test. One way to check the normality is to plot 
the data with a histogram or a normal probability plot to visually inspect whether 
the distribution is approximately normal. Since the first usability test was carried 
out with novice and experienced users, independent sample t-tests were run to 
see the difference between their search performances. 
4.2.6.2 Mann-Whitney U-test 
The most common nonparametric statistical test for unrelated samples of scores 
is the Mann-Whitney U-test. This test is used for similar research design as the 
independent t-test. In other words, it can be used on two groups of scores that 
are independent of each other. The null hypothesis tested by the Mann-Whitney 
U-test is that there is no difference between the two groups in terms of location, 
focusing on the median as a measure of central tendency. This test was cond- 
ucted to compare the subjective satisfaction with the Web of 
Science between the 
novice and experienced users. 
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4.2.6.3 Analysis of variance (ANOVA) 
Analysis of variance (ANOVA) is a method of testing the null hypothesis that 
several group means are equal in the population by comparing the sample variance 
estimated from the group means to that estimated within the groups. This test was 
conducted to see performance difference among different gender, age, computer 
experience, training, and status groups. To perform ANOVA, two assumptions 
regarding the data must hold: 
" the variances of the groups are equal (test for homogeneity of variance); 
and 
each group is an independent random sample from a normal population 
(test for normality). 
Numerous tests are available to test the assumption that all groups come from 
populations with equal variances. Many of these tests, however, are dependent on 
the data being from normal population. The Levene test is a homogeneity of 
variance test that is less dependent on the assumption of normality than most 
tests and thus is particularly useful with ANOVA. It is obtained by computing, in 
each case, the absolute difference from its cell mean and performing a one-way 
ANOVA on these differences. The Levene test is used to test the null hypothesis 
that the groups come from populations with unequal variance. If Levene's test 
result is significant, that is it has probability of <. 05, then the variances are 
unequal, and hence the null hypothesis is accepted that the groups have unequal 
variances. The test showed that the groups are from populations with equal 
variances. To test the normality of data, a one-sample Kolmogorov-Smirnov test 
was run. This result also showed that the data are from a normal distribution. 
Thus, it was possible to proceed with the ANOVA. 
Once the differences among the means were identified, post-hoc Duncan's tests 
were run using significance level . 05. The test 
identified homogeneous subsets 
of means that are not different from each other. 
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4.3 Experiment with Web of Science II: Learning and Retention 
The second usability test measured novices' learning and retention with the Web 
of Science. The equipment and the tasks used in the second test were same as 
those discussed in the first test. The experimental procedure was also identical 
to the one discussed earlier, except that all naive users participated in two sessions 
spaced four weeks apart. The first session measured their original learning with 
the Web of Science interface. The second session measured their retention of 
search skills. This experiment was also conducted in the same laboratory in the 
Information Science department at Loughborough University. 
4.3.1 Participants 
Ten naive searchers were recruited from various departments at Loughborough 
University. They all had no previous online search experience. None of them 
had taken part in the first usability test. This was because previous experience 
would have familiarised them with the search tasks. 
4.3.2 Experimental procedures 
A similar experimental procedure as discussed in section 4.2.2 was followed in 
this experiment. Similarly, the same set of tasks as outlined in the section 4.2.3 
was used. The data collection method used was also similar to the one outlined 
and discussed in section 4.2.4. However, all naive searchers participated in two 
sessions spaced four weeks apart. In the first session, they were asked to fill in 
the same recruitment questionnaire which assessed their age, gender, status and 
computer experience. They were then given a 15 minutes `hands-on' training to 
learn the basic conventions of the Web of Science interface. 
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Novices worked through each task in the same order. After completion of all 
search tasks, they completed the same interface satisfaction questionnaire (QUIS). 
In the second session, held four weeks later, the same procedure was followed 
except that the training tutorial was not repeated. The task set was the same as 
in the first session. Subjective satisfaction with the Web of Science interface was 
measured at the end of the session. 
4.3.3 Variables studied 
The variables studied in the second usability study included novices' learning 
and retention with the Web of Science. The same performance and satisfaction 
variables discussed in 4.5.2.2 were measured in both search sessions. 
4.3.4 Data analysis techniques 
4.3.4.1 The related t-test 
The related t-test compares the means of two related samples of scores to see 
whether the means of two samples differ significantly. The test was carried out to 
see the differences between learning and retention sessions in terms of task time, 
the number of different search terms used, success of the tasks performed, and 
the number of errors made. 
4.3.4.2 The Wilcoxon test 
The Wilcoxon test was carried out to compare novices' satisfaction with the user 
interface between two sessions. This test is like the related t-test in that 
it takes 
the differences between the two related samples of scores. However, the 
difference 
scores are calculated and then ranked ignoring the sign of the 
difference. 
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4.3.4.3 Two-way mixed model ANOVA 
A two-way mixed ANOVA has one unrelated factor and one related factor. Factors 
are independent variables. An example of this type of design is when a pre-test 
has been given on the dependent variable before the experimental treatments 
and a post-test given afterwards (Howitt and Cramer, 2000). For age, gender, 
computer experience, and status, separate two-way mixed model ANOVAs were 
run. Performance variables in both sessions were within subject factors, whereas 
age, gender, computer experience, and status were between subject factors. 
4.4 Heuristic evaluation of the Web of Science 
Three members of an expert panel conducted a heuristic evaluation of the Web 
of Science interface. These expert members were Martin Maguire, Anne Morris, 
and John Richardson. Two of the panel members (Maguire and Richardson) were 
affiliated with the Human Sciences and Advanced Technology (HUSAT) Research 
Institute at Loughborough University. The other member (Morris) was a Reader 
in the Department of Information Science at Loughborough University. They all 
had experience in designing and evaluating a variety of interfaces and services. 
Each member of the expert panel performed an independent evaluation of the 
Web of Science interface. Before conducting independent evaluations, they were 
provided with Nielsen's (1994) ten heuristics to guide their evaluations. 
Table 4.1 
describes a version of Nielsen's usability heuristics. In addition to these 
heuristics, 
the experts were told to consider any additional usability principles that came 
to 
their mind that may be relevant to the Web of Science 
interface. 
Each expert member commented on the usability problems 
identified in the 
Web of Science interface, annotated with reference to those usability principles 
that were violated in their opinion. After completing their 
individual evaluations, 
the findings were aggregated and discussed with the expert members 
to reach 
consensus on the usability issues that emerged 
from the evaluations. 
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1) Visibility of system status: The system should always keep users informed 
about what is going on through appropriate and timely feedback. 
2) Match between the system and the real world: The system should use the 
user's language rather than system-oriented terminology. Follow real-world 
conventions and make information appear in a natural and logical order. 
3) User control and freedom: Users often choose functions by mistake and will 
need a clearly marked "emergency exist" to leave the unwanted state without 
having to go through an extended dialogue. Support undo and redo. 
4) Consistency and standards: Uses should not have to wonder whether different 
words, situations, or actions mean the same thing. Follow uniform and/or 
platform conventions. 
5) Error prevention: A careful design that prevents a problem from occurring 
is better than good error messages. 
6) Recognition rather than recall: Make objects, actions, and options visible. 
The user should not have to remember information from one part of the 
dialogue to another. Instructions for use of the system should be visible or 
easily retrievable whenever appropriate. 
7) Flexibility and efficiency of use: Accelerators, which are not seen by novice 
users, may often speed up the interaction for the expert user such that the 
system can cater to both inexperienced and expert users. Allow users to tailor 
frequent actions. 
8) Aesthetic and minimalist design: Dialogues should not contain information 
that is irrelevant or rarely needed. Every extra piece of information in a dialogue 
box competes with the relevant pieces of information and diminishes their 
visibility. 
9) Help user recognise, diagnose, and recover from errors: Error messages 
should be expressed in plain language (no codes), precisely indicate the problem, 
and constructively suggest a solution. 
10) Help and documentation: Even though it is better if the system can 
be used 
without documentation, it may be necessary to provide 
help and documen- 
tation. Any such information should be easy to search, 
focused on the user's 
task, list concrete steps to be carried out, and not 
be too large. 
Table 4.1: Nielsen's ten usability heuristics 
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4.5 User task analysis 
The user survey results, discussed in Chapter 3, provided information about Web 
IR users and a set of search tasks followed in Web-based systems. These search 
tasks were used in usability tests with the Web of Science. Hierarchical Task 
Analysis (HTA) for different search queries was performed by observing user 
tasks in the usability tests. The HTA generated a list of detailed task descriptions, 
sequence, and relationships, user work, and information flow. 
4.6 The prototype IR interface design 
Based on the task analysis and a conceptual model of users' information seeking, 
a prototype interface was proposed. The initial design of the prototype interface 
was sketched on paper and then mocked-up in Microsoft PowerPoint using 
Visual Basic. To optimise the effectiveness of the prototype design, a series of 
usability evaluations were conducted. After each round of testing, the prototype 
interface was modified and re-tested through an iterative process. 
4.6.1 Heuristic evaluation 
A heuristic evaluation was the first assessment of the prototype design using the 
PowerPoint presentation. During the heuristic evaluation, the same three expert 
members assessed the evolving user interaction design for the prototype system. 
They evaluated the prototype interface individually using Nielsen's heuristics. 
After their independent evaluations, the findings were combined to design a 
modified Web-based version of the prototype interface. 
The heuristic evaluations had revealed and remedied as many design flaws as 
possible. The prototype PowerPoint presentation was then saved in HTML for 
Web implementation. The final Web-based version of the prototype design can be 
found at: http: //www-staff. lboro. ac. uk/-lssmza/index. htm. 
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4.6.2 Formative evaluation 
A set of user task scenarios was created for formative evaluations. Six users 
carried out the formative evaluations. During each of three formative evaluation 
sessions, a formal protocol was followed. This consisted of welcoming the user, 
giving an overview of the evaluation about to be performed, and explaining the 
prototype interface. Then the user was asked to play with the system to find out 
the search tasks. Each user was timed as they attempted to carry out each task 
and comments they made and any critical incidents that occurred were noted. 
For summative evaluation of the prototype interface, sample results pages were 
created in HTML for tasks discussed in 4.2.3. To compare users' input and to 
provide specific output, Perl was used. In this process, CGI was introduced to 
pass the data from HTML to Perl files. All input from the prototype interface 
was compared with the Perl statement. If a user's query is correct, the CGI 
allowed viewing of the appropriate result page for a search. 
4.6.3 Summative comparative evaluation 
During summative evaluation, an empirical assessment was made for performing 
the same user tasks described in section 4.3. To see any possible influence caused 
by different search groups, two groups of users were recruited for the summative 
evaluation. These users groups were novice and experienced. The novice group 
(10 participants) had no previous online search experience. The experienced 
group (10 participants), on the other hand, had previous search experience. None 
of these participants had taken part in the earlier usability tests. 
The experimental procedure followed in the summative evaluation was identical 
to the first usability experiment. Similarly, the same set of search tasks was used. 
The data collection technique was also similar except transaction logs was not 
available. The variables studied were users' performance and satisfaction with the 
prototype design. Independent sample t-tests were run to find out the difference 
in search performance between novice and experienced users with the prototype. 
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Subjective satisfaction with the prototype interface between the two groups was 
compared using Mann-Whitney U-test. Moreover, separate ANOVAs were run to 
see performance among different gender, age, computer experience, training, 
and status groups. Numerous tests were carried out to test the homogeneity and 
normality data before conducting the ANOVA. 
Finally, a comparative analysis of the entire experimental results was performed. 
The purpose was to statistically compare users' performance and satisfaction in 
earlier experiments and the prototype interface. An independent sample t-test was 
performed to see the performance differences in experienced groups. ANOVA was 
run for novices' performance across all experiments. The Mann-Whitney U-test 
revealed the interface satisfaction among search groups. 
4.7 Conclusions 
This Chapter describes a user-centred methodology for designing a prototype 
Web-based IR interface. While similar methodologies have been applied to design 
traditional GUI-based computer systems, this particular methodology is novel 
because it was designed specifically for and applied to a Web-based IR interface. 
The next Chapter will discuss the results of the first usability experiment on users' 
performance and satisfaction with the Web of Science interface. 
122 
Chapter 5 
Experiment with Web of Science I: 
Performance and Satisfaction 
5.1 Introduction 
This Chapter discusses the results of the first usability test with the Web of Science. 
The participants who took part in this experiment were postgraduates, research 
students and research staff recruited from various departments at Loughborough 
University. The purpose was to examine their performance and satisfaction with 
the Web of Science interface. A set of search tasks was used in the study. User 
interaction with the interface was recorded, both by transaction logs and computer 
screen recording, and they provided a clear picture if a user was successful or 
not on a search task, as well as time taken to complete the task, errors made, and 
the number of different search terms used. 
5.2 User background, gender and computer experience 
Twenty-two volunteers took part in this usability test. They filled in a recruitment 
questionnaire which assessed their experience with computer and search systems, 
as well as their age, gender, and research interests. Two different search groups 
emerged from the recruitment questionnaire analysis: novice and experienced. 
Appendix 4 shows data about participants' demographic characteristics, and their 
experience in using computer experience and online searching. 
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The novice group (10 participants) comprised six postgraduates, three research 
students, and one research staff. None of them reported having used online IR 
systems prior to the test. There were five male and five female participants in 
the novice group. The experienced group (12 participants), on the other hand, 
consisted of four research staff, one postgraduate, and seven research students. 
There were six male and six female participants in the group. They all had repor- 
ted having varying levels of online search experience. Five experienced users 
reported having had formal training in conducting online searching, and three 
used online search systems regularly. Two experienced users had not used the 
Web of Science before, but had experience in other search systems. 
5.3 Data Analysis 
The methods used in this experiment created a large amount of data that had to 
coded, structured, and analysed. The data gathered from the study were analysed 
according to the following measurement criteria: 
" Task completion time 
" Number of search terms used 
" Success score 
" Number of errors made 
" Subjective satisfaction with the interface. 
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5.4 Test hypotheses 
Web of Science: Performance and Satisfaction 
The null hypotheses explored were: 
Hi: There is no difference between novice and experienced searchers 
in total time taken to complete search tasks. 
H2: There is no difference between novice and experienced searchers 
in total number of search terms used. 
H3: There is no difference between novice and experienced searchers 
in total success score of search tasks. 
H4: There is no difference between novice and experienced searchers 
in total number of errors made. 
H5: There is no difference between novice and experienced searchers 
in subjective satisfaction with the Web of Science interface. 
Participants were further grouped according to their age, gender, online search 
training, computer experience, and status. Further hypotheses tested were: 
H6: There is no difference in search performance among different age 
groups. 
H7: There is no difference in search performance among different 
gender groups. 
H8: There is no difference in search performance among different 
training groups. 
H9: There is no difference in search performance among different 
search groups in terms of computer experience. 
H10: There is no difference in search performance among different 
search groups in terms of status of the users. 
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5.5 Results of the study 
5.5.1 Task completion time 
The time taken to complete each search task was rounded to the nearest minute. 
The task completion time included both task completion time, instances of requ- 
ested termination, and termination as a result of the twenty minute time limit. 
Table 5.1 shows the average time taken to complete each search task by both 
novice and experienced searchers while Figure 5.1 shows the actual distribution. 
Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Task 7 
Novice 6.20 4.50 5.80 4.90 5.60 8.30 8.60 
n=10) (4.02) (5.34) (6.16) (3.41) (3.37) (4.24) (5.64) 
Experienced 7.50 4.33 4.08 4.33 4.00 10.5 8.08 
n=12) (4.62) (2.70) (2.67) (3.05) (2.17) (4.54) (4.60) 
Table 5.1: Means and (standard deviations) of task completion time 
12 
10 
8 
6 
EINovice 
Q   Experienced 
l 2 LY1 
0 
Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Task 7 
Figure 5.1: Average time taken to complete each task 
It can be seen that experienced searchers took less time than novice searchers in 
searching five out of seven search tasks. However, novice searchers required 
less time in completing Task 1 and Task 6. 
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5.5.2 Number of search terms used 
The number of search terms that were used by both novice and experienced groups 
was calculated. Table 5.2 shows the average number of search terms used by each 
group in completing each search task. Figure 5.2 shows the distribution. 
Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Task 7 
Novice 1.90 2.30 2.30 2.80 4.00 3.40 3.20 
(n=10) (1.37) 2.21 (1.34) (1.69) 1.49 (1.26) (1.87) 
Experienced 2.67 1.58 1.83 3.25 1.75 4.33 3.83 
n=12) (1.67) (0.67) 1.27 2.09 (1.06) 2.46 1.64 
Table 5.2: Means and (standard deviations) of terms used 
Figure 5.2: Average search terms used 
As shown in Table 5.2, the novice group used more search terms in searching 
three out of seven search tasks, whereas the experienced users used more search 
terms in completing four of the search tasks. 
5.5.3 Success score 
"Success" of a search task was scored as 1 if the search task was successful or 0 
if it unsuccessful. No partial credit was given. So, the maximum average success 
score for a task was 1, if all searchers in the group were successful. Table 5.3 
shows the average score by each group. Figure 5.3 shows the distribution. 
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Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Task 7 
Novice 0.90 1.00 0.00 0.20 0.60 0.10 0.60 
(n=10) 0.32) (0.00) 0.00 0.42 (0.52) (0.32) (0.52) 
Experienced 1.00 1.00 0.58 0.67 0.92 0.17 0.83 
n=12) 0.00) (0.00) (0.51) (0.49) 0.29) (0.39) (0.39) 
Table 5.3: Means and (standard deviations) of success score 
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Figure 5.3: Average success score 
A copy of the search tasks used in this experiment can be found in Chapter 4. 
The first two tasks were quite simple and straightforward. All participants were 
able to complete these tasks, except one in the novice search group. The third 
and fourth tasks were the most challenging for the novice group, as they 
required them to use Boolean AND. No novice searcher was successful in the 
third task, and one exceeded the 20-minute time limit without success. In the 
experienced group, seven searchers were successful in completing the third task. 
In the fourth task, participants were asked to find information about the 
applications of fibre optics. Only one novice searcher was successful in completing 
the task, whereas seven experienced searchers completed the task successfully. 
The topic of the fifth search was to find out the works of author Lawrence R 
Rabiner. Five users in the novice group completed this task successfully compared 
to eleven users in the experienced group. In the sixth task, participants were 
told to find publications by researchers in the chemical engineering department 
at UMIST. This task was the most difficult for both search groups. The criterion 
for successful completion of this task required the use a proximity operator. 
One novice and two experienced users were successful in completing the task. 
Finally, participants were asked to search cited references. Five novice searchers 
were successful in completing this task compared to eleven searchers 
in the 
experienced group. 
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5.5.4 Number of errors made 
Web of Science: Performance and Satisfaction 
The number of errors made by two search groups was counted separately. Table 
5.4 shows the average number of errors made by novice and experienced group. 
Figure 5.4 shows the actual distribution. 
Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Task 7 
Novice 0.20 0.10 1.30 0.90 3.10 2.30 2.10 
n=10) 0.63 (0.32) (0.67) (0.32) (1.73) 1.57 (2.33) 
Experienced 0.25 0.00 0.58 0.83 0.50 2.33 1.17 
n=12 0.45 0.00 (1.16) 0.94) (0.80) 0.98 1.03) 
Table 5.4: Means and (standard deviations) of errors made 
Figure 5.4: Average errors made 
The novice group made most errors in completing Task 5 followed by Task 6 
and Task 7. On the other hand, experienced users made most errors in searching 
Task 6 followed by Task 7. Experienced users did not make any errors in comp- 
leting Task 2. 
Overall, experienced searchers performed better than the novice users. Table 5.5 
presents overall performance data by both novice and experienced groups. 
Time taken 
(mins) 
Search 
terms used 
Success 
score 
Errors 
Made 
Novice 43.90 19.80 3.40 10.00 
Experienced 42.83 20.00 5.17 5.67 
Table 5.5: Overall performance data 
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On average, the novice group took 43.90 minutes to complete all search tasks, 
whereas experienced group took 42.83 minutes. In terms of number of different 
search terms used, the novice group used 19.80 search terms on average while 
the experienced users used 20.00 search terms. Overall, experienced users were 
more successful than novice searchers. Experienced group scored 5.17 overall, 
whereas novice group scored 3.40. The novice group made 10 errors overall to 
complete search tasks whereas experienced users made 5.67 errors. 
5.5.5 Subjective satisfaction with the Web of Science 
Means and standard deviations (in parentheses) of data collected through the 
Questionnaire for User Interface Satisfaction (QUIS) are shown in Table 5.6. 
Participants rated their satisfaction with the Web of Science on a 7-point scale. 
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Question Novice Experienced Question Novice Experienced 
n=10 n=12 n=10 n=12 
Overall Terminology and 
reactions System feedback 
Terrible vs. 4.70 4.42 Simple and 4.80 4.25 
wonderful 0.82) 0.79) natural dialogue (2.20) (1.06) 
Unimpressive 4.90 4.42 Terms used in 5.10 4.58 
vs. impressive (0.99) (1.00) the system (1.60) (1.62) 
Difficult vs. 4.70 4.17 Position of 5.40 4.75 
Easy (1.64) (1.34) message (1.58) (1.14) 
Inefficient vs. 4.70 4.42 Prompts for 4.30 4.08 
efficient 1.42) (1.56) input (2.16) (1.31) 
Useless vs. 5.40 5.58 Inform about 4.20 4.50 
useful 1.58) (0.90) work p ogress 1.75) (1.38) 
Unfriendly vs. 4.60 4.17 Error messages 4.11 3.30 
friendly 1.78) (1.27) (2.09) (1.49) 
Frustrating vs. 4.90 4.33 Learning 
satisfying (1.60) (1.30) 
Ineffective vs. 4.89 5.25 System 5.60 4.67 
powerful (1.54) (1.14) learning (1.35) (1.30) 
Dull vs. 4.70 3.92 Exploring by 5.40 5.42 
stimulating (1.34) (1.38) trial and error (1.35) (1.31) 
Rigid vs. 4.56 4.09 Remembering 5.33 4.64 
flexible 1.51 (1.22) commands 1.32) (1.57) 
Screen Performing tasks 4.67 4.42 
is simple 1.66) (1.08) 
Reading 5.60 5.83 Help messages 4.89 4.73 
characters (1.84) (1.03) on the screen (1.45) (1.10) 
Onscreen 4.50 4.25 Help access 5.11 5.00 
information (1.35) (1.36) 2.15 (0.94) 
Information 5.20 4.17 System 
arrangement (1.32) (1.34) capabilities 
Easy to find 4.60 3.92 System 4.80 4.83 
information (1.65) (1.24) speed 1.75) (1.59) 
Screen 4.70 4.33 System 5.11 5.27 
sequencing (1.89) (1.30) reliability 1.62) (1.19) 
Screen back 4.60 4.50 Correcting 4.80 5.50 
track 1.58 (1.62) mistakes (1.14) (1.17) 
Back to main 5.40 5.33 Designed for all 4.44 4.25 
screen (1.78) (1.56) levels of users (1.67) (1.48) 
Table 5.6: Users' subjective satisfaction rating for the Web of Science 
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Analysis of the QUIS data revealed that users held neither highly positive not 
highly negative perceptions of the Web of Science interface. The most favourable 
responses among novice searchers were related to learning to operate the system 
(M=5.60, SD=1.35), and reading characters on the screen (M=5.60, SD=1.84). 
The least favourable response was about error messages (M=4.11, SD=2.08). 
For the experienced group, the most favourable responses were about reading 
characters on the screen (M=5.83, SD=1.02), usefulness of the system (M=5.58, 
SD=0.90), correcting mistakes (M=5.50, SD=1.17), and exploring new features 
by trial and error (M=5.41, SD=1.31). However, the most negative response was 
again about error messages (M=3.30, SD=1.49). 
5.6 Tests for statistical significance 
5.6.1 The independent sample t-test 
Tests were conducted to check the normality of data before conducting the t-tests. 
The resulting histograms are shown in Appendix 5, where it can be seen that each 
variable showed a reasonably normal distribution. Similarly, the probability plot 
graphs (see Appendix 6) show a straight line through the plot indicates that the 
data are from a normal distribution. Hence, this further confirms that the data 
come from a reasonably normal distribution. 
5.6.1.1 Task completion time 
Table 5.7 shows the summary of the results of the comparison between the novice 
and experienced searchers in terms of total task completion time. 
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Novice Experienced 2-tailed 
Mean Mean t-value df sig. 
S. D. S. D. 
Task time 43.90 42.83 
17.63 11.79 -. 
169 20 
. 867 
Table 5.7: Independent sample t-test for task completion time 
The result showed that there was no significant difference in total time taken to 
complete search tasks between novice and experienced searchers (H1). 
5.6.1.2 Search terms used 
Table 5.8 shows the summary of the results of the comparison between novice 
and experienced searchers in total number of different search terms used. 
Novice Experienced 2-tailed 
Mean Mean t-value df sig. 
S. D. S. D. 
Search terms 19.80 20.00 
. 082 
20 
. 936 used 5.87 5.61 
Table 5.8: Independent sample t-test for search terms used 
The results showed that there was no significant difference in total number of 
different search terms used by novice and experienced searchers (H2). 
5.6.1.3 Success score 
Table 5.9 shows the summary of the results of the comparison between novice and 
experienced searchers in success score. 
Novice Experienced 2-tailed 
Mean Mean t-value df sig. 
S. D. S. D. 
Success score 3.40 5.17 2.915 20 . 009 1.51 1.33 
Table 5.9: Independent sample t-test for success score 
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The results showed that there was a significant difference between novice and 
experienced searchers in terms of success score. Thus, the null hypothesis (H3) 
is rejected. 
5.6.1.4 Number of errors made 
Table 5.10 shows the summary of the results of the comparison between novice 
and experienced searchers with respect to total number of errors made. 
Novice Experienced 2-tailed 
Mean Mean t-value df sig. 
S. D. S. D. 
Errors made 10 00 67 5 . . -3.061 20 . 006 4.29 2.19 
Table 5.10: Independent sample t-test for errors made 
The results showed that there was a significant difference between novice and 
experienced searchers in terms of total number of errors made. Thus, the null 
hypothesis (H4) is rejected. 
5.6.2 Mann-Whitney U-test 
The Mann-Whitney U-test was carried out to test the significance of difference 
between novice and experienced searchers regarding subjective satisfaction with 
the Web of Science interface. The results of the test are shown in Table 5.11. 
Group Mean 
Rank 
Sum of 
Ranks 
Mann- Asymp. Sig. 
Whitney U (2-tailed) 
Subjective Novice 39.83 1314.50 500 . 007 335 
satisfaction Ex erienced 27.17 896.50 
. 
Table 5.11: Mann-Whitney U-test for satisfaction with the Web of Science 
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The results showed that subjective satisfaction by the novice and experienced 
users with the Web of Science differed significantly. Novice users were signi- 
ficantly more satisfied (p<. 05) with the interface than the experienced group. 
Thus the null hypothesis (H5) is rejected. 
5.6.3 Analysis of variance (ANOVA) 
Numerous tests were carried out to check the homogeneity and normality of data 
before conducting the ANOVA. The homogeneity of variance test for different 
groups showed that there is not enough evidence to suspect that the variances are 
unequal (see Appendix 7). The results of the one-same Kolmogorov-Smirnov test 
also showed that the data are from a normal distribution. The result of the test 
is shown in Appendix 8. 
Based on the above results, it can be seen that the two assumptions regarding 
the data hold. These are that each group is an independent random sample from 
a normal population, and the variances of the groups are equal. This makes it 
possible to perform the analysis of variance. The tests were carried out to see the 
difference in search performance among different age, gender, status, computer 
experience, and training groups. 
5.6.3.3 Age differences 
The ANOVA test results for search performance among different age groups 
(18-24 vs. 25-34 vs. 35-44 vs. 45 or above) showed that there is no significant 
difference in searching the Web of Science among different age groups 
(H6). For 
detailed breakdown of the results, see Appendix 9. 
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5.6.3.4 Gender differences 
Comparisons were made in search performance among different gender groups. 
The results of the test are shown in Table 5.12. 
Sum of 
S uares 
df Mean 
Square 
F Sig. 
Completion Between Groups 873.306 3 291.102 
time Within Groups 3459.467 18 192.193 1.515 . 245 
Total 4332.773 21 
Search terms Between Groups 115.818 3 38.606 
used Within Groups 540.000 18 30.000 1.287 . 309 
Total 655.818 21 
Success Between Groups 25.958 3 8.653 
score Within Groups 31.133 18 1.730 5.003 . 011 
Total 57.091 21 
Errors made Between Groups 116.824 3 38.941 
Within Groups 204.267 18 11.348 3.432 . 039 
Total 321.091 21 
Table 5.12: Analysis of variance for gender difference 
The results showed there were no differences in the task completion time or the 
number of different search terms used, although there were significant differences 
in the success score and the number of errors made among different gender 
groups (experienced male vs. experienced female vs. novice male vs. novice 
female). It does not necessarily imply that all the means in success score and 
errors were significantly different from each other. 
The post-hoc Duncan's test was carried out to see where the differences between 
groups lay. The results of the test are shown in Appendix 10. The test showed 
subsets of the groups that did not differ significantly from each other. For 
success score, subset 1 data indicated that means among novice male (2.80), 
novice female (4.00), and experienced male (4.50) did not differ significantly, 
whereas subset 2 data showed that means of experienced male 
(4.50) and 
experienced female (5.83) did not differ significantly. This suggests that there 
was a significant difference between novices and experienced 
female searchers 
in success score. 
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A similar trend was also observed in error means. The mean of novice male (11.20) 
was significantly different than experienced male (5.67) and experienced female 
(5.67) groups. There was no significant difference between novice male and 
novice female groups. Thus, the null hypothesis H7 is rejected. 
5.6.3.5 Online search training 
As mentioned earlier, five experienced searchers had previous training in online 
searching. Table 5.13 shows the summary of the results of the comparison among 
trained, untrained and novice searchers. 
Sum of 
Squares 
df Mean 
Square 
F Sig. 
Completion Between Groups 479.816 2 239.908 
time Within Groups 3852.957 19 202.787 1.183 . 328 
Total 4332.773 21 
Search terms Between Groups 34.504 2 17.252 
used Within Groups 621.314 19 32.701 . 528 . 598 
Total 655.818 21 
Success Between Groups 18.177 2 9.088 
score Within Groups 38.914 19 2.048 4.437 . 026 
Total 57.091 21 
Errors made Between Groups 103.377 2 51.688 
Within Groups 217.714 19 11.459 4.511 . 025 
Total 321.091 21 
Table 5.13: Analysis of Variance for online search training 
The results indicated that there were significant differences in the success score 
and the number of errors among trained, untrained and novice searchers. The 
Duncan's test results showed that novice (3.40) and trained (4.80) means were 
not significantly different in terms of success score. Also, the trained 
(4.80) and 
untrained (5.43) means did not differ significantly. This means there was a signi- 
ficant difference between untrained and novice groups in success score. 
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The Duncan's test also showed that error means between trained (6.00) and 
untrained (5.42) group did not differ significantly, whereas the mean errors made 
by the novice group (10.00) differed significantly from the means of both trained 
and untrained group. Thus, the hypothesis H8 is rejected. 
5.6.3.6 Computer experience 
A separate ANOVA was run to find out if there was any difference in search 
performance among searchers with different levels of computer experience. The 
results of the test are shown in Appendix 11. The results showed that there is no 
significant difference in search performance among searchers with different levels 
of computer experience (H9). 
5.6.3.7 Status of the users 
Results of the ANOVA for search performance among different status groups 
indicated that there was no significant difference among postgraduates, research 
students and research staff in searching the Web of Science (H10). The result is 
shown in Appendix 12. 
5.7 Analysis of open-ended questions in QUJS 
Participants were asked to list both positive and negative aspects of the Web of 
Science. Their responses to these open-ended items in the questionnaire were 
analysed and are presented below: 
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5.7.1 Web of Science: positive features 
Participants listed a number of positive features of the Web of Science interface. 
There was a general consensus among the participants about the coverage of the 
Web of Science. They noted that the Web of Science covered a broad scope of 
literature and up to date publications. A number of participants also described the 
system as easy to use. They mentioned that the system was generally accessible 
and not very difficult to learn as a beginner. Two participants noted the system 
as flexible. They commented that there is a range of input options available to 
address the typical needs of the users. 
Several participants commented about the search facilities in the Web of Science. 
They noted that the interface is in conjunction with the general Internet search 
engines such as AltaVista, Excite and Lycos. Some participants found the Easy 
Search simple and effective. A number of users mentioned the advantages of 
cited reference searching and they found it very helpful. Also, some users noted 
the advantages of Place search that facilitated to search publications being done 
at a particular institution or geographic region. 
A number of participants commented on the speed with which the search results 
were presented. Although it is largely dependent on the type of the Internet conn- 
ection, they suggested that it was also attributed by the careful use of graphics in 
the Web of Science interface. One novice user commented, "It is mostly text - 
there are few graphics to confuse layout and slow loading time. " 
The summary list presented links to related records that share at least one of the 
same references cited by the original article. Several users noted that the 
link that 
appears in the summary list was helpful to browse similar records through the 
database. Two experienced users also noted the advantage of emailing search 
results option of the Web of Science. 
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5.7.2 Web of Science: negative features 
Participants also listed a number of negative features and pointed to a number 
of opportunities for enhancing the Web of Science search interface. For example, 
a number of participants expressed their dissatisfaction with the Web of science 
interface. They found the system very complex and confusing. One experienced 
searcher commented "... system is unstimulating - not very inviting. When using 
for a longer periods, users will give up due to boredom. " Several naive users also 
noted that the system designers did not consider users of different level of search 
experience. 
A number of participants commented about the use of Boolean search operators. 
They mentioned that users must know about Boolean operators in advance to 
get the most out of the Web of Science. Two naive searchers also found author 
searching difficult and confusing. They noted that on the author search, there 
appeared to be no space between author's initials. This, they thought, is a devi- 
ation from standard practice. 
The Web of Science interface uses abbreviation of journal titles for cited reference 
searching. Several participants commented that the abbreviation lists for journal 
titles are tedious and confusing. Some participants noted that they had to return 
to either Easy Search or Full Search to change search parameters, e. g., database 
selection, and/or year. One experienced user stated "It is annoying not being able 
to reset the database or year easily if they were restricted in the initial search. " 
The display result shows a group of 10 records at a time in a summary form. 
Several participants commented on the lack of flexibility in displaying results. 
They suggested that Web of Science interface should offer flexibility to specify 
the number of records to be displayed and in which format. In addition, after 
marking record(s) from a summary list, users must click the "submit" 
button to 
submit the marked records back to the server. One experienced searcher noted 
"... marking and submitting is not obvious and only previous experience 
helped 
here. " The amount of onscreen information also emerged as an obstacle 
for 
some users. They noted that they 
had to scroll down the screens constantly. 
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In addition, the total number of hits appeared at the bottom of the result screen 
which they had to scroll down for. 
The search interface does not maintain search history of previous search sets. 
Two experienced searchers stated "... the lack of search history and combining 
previous sets will certainly affect users who will not be able to see a search 
pattern. " Two experienced users noted that there is no search index provided 
with the Web of Science. They commented that on more complex searches, it is 
not always obvious what keywords or subject terms to use. Several participants 
noted that the error messages should be properly documented. They suggested 
that more help is required in using abbreviations, wild cards, and alternative 
spelling. 
5.8 Discussion of results 
This study focused on performance and satisfaction with a Web-based IR system 
by both novice and experienced users. Although overall search performance was 
poor, both search groups completed the simple tasks without any difficulty. 
Examples of such tasks that caused no major difficulty were Task 1 and Task 2. 
On the other hand, there were some tasks that even the experienced users found 
them difficult to carry out and also could not retrieve relevant documents from 
the databases. The major difficulty that both search groups had was in using 
Boolean and proximity operators. Novices were particularly poor in using Boolean 
operators. Most of them entered search terms as they appeared in the search 
tasks. Their free-text terms often resulted in no matches in the databases. A 
number of studies have also noted users' problems with Boolean searching (Janke, 
1984; Trzebiatowski, 1984; Young and Shneiderman, 1993; Borgman, 1996). 
The test results showed significant performance differences between novice and 
experienced searchers in terms of success score and errors. However, there were 
no significant differences in task completion time or search terms used 
between 
the two groups. Novices were significantly 
less successful in completing tasks 
and made more errors, whereas the experienced group was more successful, 
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and made fewer errors. This result is consistent with other studies in the field 
that found similar performance differences on command and menu-based search 
interfaces (Fenichel, 1981; Sullivan et al., 1990). It was expected that Web-based 
interfaces would indeed improve users' searching ability. The result showed that 
fundamental difficulties in online searching remain with the Web-based versions. 
The study of individual difference showed significant performance difference on 
factors such as gender and online search training. Experienced female searchers 
performed best in terms of success score whereas the novice male group perfor- 
med worst. Similarly, the novice male group made significantly more errors than 
experienced female searchers. In terms of online search training, experienced 
untrained searchers performed better than the experienced trained group. Untrained 
searchers were more successful and made fewer errors than the trained group, 
although the differences were not significant. This suggested that training in one 
search system was not of much help, as IR search interfaces differ considerably 
from one another. Moreover, training may have helped users develop mental 
models of a search interface which subsequently affected their interaction with 
the current interface. 
The QUIS results showed that novices were significantly more satisfied with the 
interface than the experienced group. It was expected that users who are more 
proficient with the system are more likely to be satisfied with the user interface 
(Simon et al., 1996). However, novices had not used any online search system 
prior to this usability test. Their initial use of the system may have positively 
influenced their attitude to the Web of Science interface. 
5.9 Conclusions 
The study showed that users, both novice and experienced, 
have considerable 
difficulty in searching the Web of Science. It is evident that the 
interface failed 
to assist the searchers in their retrieval activity, as even experienced users were 
unable to retrieve a high proportion of the relevant 
information in the database. 
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Experiment with Web of Science II: 
Learning and Retention 
6.1 Introduction 
The experiment discussed in this Chapter builds upon that reported in Chapter 5. 
Since it was observed that users, both novice and experienced, had considerable 
difficulty searching the Web of Science, it was decided to carry out the second 
experiment outlined in Chapter 4. The basic aim of this experiment was to study 
novices' learning and retention with the Web of Science. A similar experiment as 
that discussed in Chapter 5 was carried out, using the same equipment, tasks and 
environment. However, the participants who took part in this experiment were 
all novice online searchers. They participated in two sessions. The first session 
measured their original learning with the interface after a brief training session. 
The second search session was run four weeks after the initial learning session 
to measure the retention of searching skills. Novices also rated their satisfaction 
with the Web of Science interface at the end of both sessions. 
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6.2 User background, gender and computer experience 
Ten novice volunteers took part in the study. None of them participated in the 
first test reported in the preceding Chapter, since having them participating in 
both experiments would have affected the results. Appendix 13 shows data about 
novices' demographic characteristics and their computer experience. 
6.3 Data analysis 
Novices' performance data from both search sessions were analysed according 
to the following measurement criteria: 
" Task completion time 
" Search terms used 
" Success score 
" Errors made 
" Subjective satisfaction with the interface 
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6.4 Test hypothesis 
The null hypotheses explored were: 
H1: There is no difference between learning and retention in terms 
of total time taken to complete search tasks. 
H2: There is no difference between learning and retention in total 
number of search terms used. 
H3: There is no difference between learning and retention in terms 
of total success score of search tasks. 
H4: There is no difference between learning and retention in total 
number of errors made. 
H5: There is no difference between learning and retention in 
subjective satisfaction with the Web of Science interface. 
Novices were grouped according to their age, gender, status, and computer 
experience. Further hypotheses tested were: 
H6: There is no difference in search performance among novices in 
terms of age groups. 
H7. There is no difference in search performance among novices in 
terms of gender groups. 
H8: There is no difference in search performance among novices in 
terms of their previous computer experience. 
H9: There is no difference in search performance among novices in 
terms of their status. 
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6.5 Results of the study 
6.5.1 Task completion time 
Means and standard deviations were calculated for the time taken to complete 
each search task. Table 6.1 shows the task completion time for both learning and 
retention sessions. Figure 6.1 shows the distribution. 
Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Task 7 
Learning 2.90 1.70 2.50 2.20 2.50 7.30 4.70 
1.29) (0.95) (1.35) (1.14) (1.58) (4.57) (3.37) 
Retention 2.90 1.60 2.00 2.00 1.80 7.80 3.50 
1.85) 0.84 (0.94) (1.05) (0.92) 4.39) 0.97 
Table 6.1: Means and (standard deviations) of task completion time 
Figure 6.1: Average time taken to complete each task 
It can be seen that original learning phase required longer time in searching five 
out of seven search tasks. For Task 6, the mean time taken was lower for learning 
than for retention. Task 1 was tied for both sessions. Statistical significance of 
all the results can be found in Section 6.6. 
6.5.2 Number of search terms used 
Table 6.2 shows the average number of search terms used by naive searchers in 
completing each search task. Figure 6.2 shows the distribution. 
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Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Task 7 
Learning 1.30 1.00 1.30 1.70 1.80 3.20 2.20 
0.48 0.00) 0.48 (1.25) 1.14 (1.14) 2.10 
Retention 1.30 1.20 1.50 2.00 1.40 2.80 1.20 
0.95) (0.42) (0.53) (1.15) 0.70) 1.55) 0.42) 
Table 6.2: Means and (standard deviations) of search terms used 
Figure 6.2: Average search terms used 
As shown in Figure 2, novice searchers used more search terms in completing 
the last three search tasks in the learning session. However, the number of search 
terms used for Task 1 was tied in both sessions. For the remaining tasks, novices 
used more search terms in the retention session. 
6.5.3 Success score 
Similar to the first experiment, "success" of a search task was scored as 1 if the 
search task was successful or 0 if it unsuccessful. No partial credit was given. So, 
the maximum average success score for a task was 1, if all naive searchers in a 
session were successful. Table 6.3 shows the average success score for each 
session. Figure 6.3 shows the distribution. 
Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Task 7 
Learning 1.00 1.00 0.60 0.60 0.80 0.60 0.80 
0.00 (0.00) 0.52 (0.52) (0.42) 0.52) 0.42 
Retention 1.00 0.90 0.50 0.60 0.70 0.20 0.70 
(0.00) 0.32) (0.53) (0.52) (0.48) (0.42) (0.48) 
Table 6.3: Means and (standard deviations) of success score 
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Figure 6.3: Average success score 
As can be seen, novices were quite successful in searching Task 1 and Task 2 in 
both learning and retention sessions. Only one searcher failed to complete Task 
2 in the retention phase. Task 3 and Task 4 required searchers to use Boolean 
operators. Six searchers could complete both these tasks in the initial learning 
session. In the retention session, however, the success score declined as five 
searchers were successful in completing Task 3. 
A similar pattern could be observed for Task 5 in which eight novices were 
successful in the initial learning stage compared to seven in the retention phase. 
However, the situation was worse in the case of Task 6 where six searchers were 
initially successful, but only two searchers retained the skill for the later session. 
The success score for the cited reference search (Task 7) also declined in the 
retention session. 
6.5.4 Number of errors made 
The number of errors made in both learning and retention sessions was counted 
separately. Table 6.4 shows the average number of errors made in both sessions. 
Figure 6.4 shows the distribution. 
Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Task 7 
Learning 0.20 0.00 0.60 0.60 0.90 2.00 0.70 
(0.42) 0.00 0.70 (0.70) (0.99) 1.33) 1.89 
Retention 0.20 0.30 0.80 0.70 0.70 1.50 0.30 
(0.63) (0.48) (0.63) (0.67) (0.82) (0.97) 0.48) 
Table 6.4: Means and (standard deviations) of errors made 
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Figure 6.4: Average errors made 
The novices started off well with relatively low error rates. Their error rates began 
to climb from Task 3 in both sessions. Task 6 resulted in the most errors in both 
sessions. 
In general, novices performed better in the learning session than the retention. 
Table 6.5 presents their overall performance data for each search session. 
Time taken 
(mins) 
Search 
terms used 
Success 
score 
Errors 
made 
Learning 23.80 12.50 5.40 5.20 
Retention 21.60 11.40 4.60 4.50 
Table 6.5: Overall performance data 
Novices required 23.80 minutes to complete all search tasks in the initial session. 
They took 21.60 minutes in the retention session. In terms of search terms, they 
used 12.50 terms on average in learning while they used 11.40 search terms in the 
retention phase. Overall, novices were more successful in learning than retention. 
They scored 5.40 in learning compared to 4.60 in retention session. Novices made 
5.20 errors on average in learning compared to 4.50 errors in the retention session. 
6.5.5 Subjective satisfaction with the interface 
Data collected through the QUIS at the end of both learning and retention tests 
are summarised in Table 6.6. The subjective satisfaction with the Web of Science 
was measured on a 7-point scale. 
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Question Learning Retention Question Learning Retention 
Overall Terminology and 
reactions System feedback 
Terrible vs. 5.30 5.20 Simple and 4.90 4.90 
wonderful (0.48) (0.92) natural dialogue (0.88) (1.20) 
Unimpressive 4.90 5.10 Terms used in 5.10 5.20 
vs. impressive . 10) (0-88) the system (1.14) 
Difficult vs. 5.40 5.10 Position of 5.20 5.50 
Easy (1.26) (1.60) message (0.71) 
inefficient vs. 4.90 5.20 Prompts for 4.70 4.90 
efficient 
-(0.99) 
(1.48) input (1.83) (1.29) 
Useless vs. 5.90 5.50 Inform about 4.70 5.20 
Useful 
_(1.10) 
(1.08) 
_ 
work progress (1.57) (1.03) 
Unfriendly vs. 5.30 4.50 Error messages 3.50 4.10 
friendly (1.49) (1.72) 1.72) (0.74) 
Frustrating vs. 5.60 4.80 Learning 
satisfying (1.17) (1.93) 
Ineffective vs. 5.30 5.30 System 5.60 5.10 
power (0.95) (1.05) learning (1.51) (1.91) 
Dull vs. 4.40 4.50 Exploring by 4.60 4.30 
stimulating (0.97) (1.65) trial and error (1.51) (1.83) 
Rigid vs. 4.70 4.60 Remembering 4.90 4.20 
flexible (1.34) (1.58) commands (1.20) (1.87) 
Screen Performing tasks 5.40 4.90 
is simpl (1.51) (0.88) 
Reading 5.90 4.90 Help messages on 4.90 4.30 
characters (0.88) (1.60) the screen (1.29) (0.95) 
Onscreen 5.00 5.20 Help access 4.44 4.40 
information (1.49) (1.03) (0.8 (1.35) 
Information 5.60 5.00 System 
arrangement (0.84) (1.05) capabilities 
Easy to find 5.00 4.78 System 3.80 4.50 
information (0.82) (1.48) speed (1.75) (1.58) 
Screen 5.60 4.60 System 4.90 4.10 
sequencing . 84) 
(1.35) reliability (1.7 (1.79) 
Screen back 4.20 3.90 Correcting 4.40 4.10 
track (1.81) (1.91) mistakes (0.84) (1.45) 
Back to main 5.33 5.89 Designed for all 4.30 4.20 
screen 41) (1.05) 
_ 
levels of users (2.04) 
Table 6.6: Novice users' satisfaction rating for the Web of Science 
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The data showed that novices were generally more satisfied with the Web of 
Science in their initial learning session. Most of their mean satisfaction rating 
ranges between 4 and 6. However, their attitudes towards the interface changed 
greatly in the retention stage of the experiment. Most of their mean satisfaction 
ratings were lower in the retention stage compared to the earlier learning stage. 
6.6 Tests for statistical significance 
6.6.1 The related t-test 
The test was carried out to see the differences between learning and retention 
sessions in terms of task completion time, the number of different search terms 
used, success of the tasks performed, and the number of errors made. 
6.6.1.1 Task completion time 
Table 6.7 shows the summary of the results of the comparison between learning 
and retention sessions in terms of total task completion time. 
Learning Retention Sig. (2- 
Mean Mean t-value df tailed) 
S. D. S. D. 
Task time 23.80 21.60 1.002 9 . 342 9.46 6.62 
Table 6.7: The related t-test for task completion time 
There was no significant difference in total time taken to complete search tasks 
between learning and retention (H1). 
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6.6.1.2 Search terms used 
Web of Science: Learning and Retention 
Table 6.8 shows the summary of the results of the comparison between learning 
and retention sessions regarding the total number of different search terms used. 
Learning Retention Sig. (2- 
Mean Mean t-value df tailed) 
S. D. S. D. 
Search terms 12.50 11.40 
used 3.66 1.71 
1.000 9 
. 343 
Table 6.8: The related t-test for search terms used 
Again, there was no significant difference in total number of different search 
terms used by naive searchers in both sessions (H2). 
6.6.1.3 Success score 
Table 6.9 shows the summary of the results of the comparison between learning 
and retention sessions in terms of total success score of the search tasks. 
Learning Retention Sig. (2- 
Mean Mean t-value df tailed) 
S. D. S. D. 
Success score 5.40 4.60 2.449 9 . 037 2.07 1.78 
Table 6.9: The related t-test for success score 
The results showed that there was a significant difference between learning and 
retention sessions in success score of the search tasks. Thus, the null hypothesis 
(H3) is rejected. 
152 
Chapter 6 Web of Science: Learning and Retention 
6.6.1.4 Number of errors made 
Table 6.10 shows the summary of the results of the comparison between initial 
learning and retention sessions with respect to total number of errors made. 
Learning Retention Sig. (2- 
Mean Mean t-value df tailed) 
S. D. S. D. 
Errors made 5.20 4.50 
3.97 1.51 . 
685 9 
. 511 
Table 6.10: The related t-test for errors made 
The results showed that while naive searchers made fewer errors in retention 
than the learning, this difference was not statistically significant (H4). 
6.6.2 The Wilcoxon Matched Pairs test 
The Wilcoxon test was carried out to see the difference between learning and 
retention sessions in subjective satisfaction with the interface. The results of the 
test are shown in Table 6.11. 
N 
Mean 
Rank 
Sum of 
Ranks Z 
Asymp. Sig. 
(2-tailed) 
Retention - Negative Ranks 20 17.52 350.50 
Learning Positive Ranks 11 13.23 145.50 
-2.01 . 044 Ties 2 
Total 33 
Table 6.11: The Wilcoxon test for satisfaction with the Web of Science 
The results showed that there are twenty cases, which were negatively signed 
after ranking and eleven cases, which were positively signed after ranking. There 
were two cases where the ranking was tied. It seems clear that retention session 
tends to have lower values than initial learning. The Z value is -2.01, which has a 
two-tailed probability of p<. 044. This means that the difference between novices' 
subjective satisfaction with the interface in learning and retention was 
significant at the 5% level. Thus the null hypothesis (H5) is rejected. 
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6.6.3 Two-way mixed model ANOVA 
A two-way mixed model ANOVA was run individually for age, gender, general 
computer experience, and status of the users. Search sessions were within subject 
factors, while age, gender, computer experience, and status were the between 
subject factors. 
6.6.3.1 Age differences 
The results showed that age difference was significant for task completion time. 
The summary results of the age differences are shown in Table 6.12. Detailed 
results are shown in Appendix 14. 
Source of variance Sums of 
squares 
df Mean 
square 
F-ratio Sig. 
Between-subjects factor 697.49 3 232.49 4.88 . 047 
Between subjects error 285.70 6 47.61 
Within-subjects factor 67.33 1 67.33 4.02 . 092 
Within subjects error 100.38 6 16.72 
Interaction 116.42 3 38.80 2.32 . 175 
Table 6.12: Summary of two-way mixed ANOVA for age differences 
The between subject factors was significant for task completion time. Thus, the 
null hypothesis H6 is rejected. However, a post-hoc test was not possible as the 
age group (35-44) had only one case. 
6.6.3.2 Gender differences 
The two-way ANOVA results for gender difference showed that there was no 
significant difference between male and female naive searchers in terms of search 
performance (H7). See Appendix 15 for detailed results. 
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6.6.3.3 Computer experience 
The ANOVA results showed that success score was significant in between-subject 
factor among novices with different levels of computer experience. Summary of 
the results of computer experience is shown is Table 6.13. A detailed breakdown 
of the results is given in Appendix 16. 
Source of variance Sums of df Mean F-ratio Sig. 
squares square 
Between-subjects factor 42.81 2 21.40 7.81 . 016 
Between subjects error 19.18 7 2.74 
Within-subjects factor 2.00 1 2.00 3.52 . 103 
Within subjects error 3.98 7 . 57 
Interaction . 82 
2 
. 41 . 72 . 521 
Table 6.13: Summary of two-way mixed ANOVA for computer experience 
The post-hoc Duncan's test showed that novices with 3-5 years and 6-10 years of 
computer experience scored significantly better than novices with 1-2 years of 
previous computer experience. Thus, the null hypothesis H8 is rejected. 
6.6.3.4 Status of the users 
The novices' status results showed that status did not have any have significant 
effect on their search performance (H9). The results are shown in Appendix 17. 
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6.7 Discussion of results 
Web of Science: Learning and Retention 
This phase of the research was intended to find out if differences exist between 
novices' learning and retention with a Web-based IR interface. The study examined 
original learning immediately following training and retention of the interface 
functionality four week after the initial learning. The results of the original learning 
phase of the experiment showed that novices could readily pick up the interface 
functionality when some training was provided. However, their retention of search 
skills weakened over time. The results showed a significant decrease in success 
score in the retention session. Moreover, novices' satisfaction with the interface 
also diminished significantly in the retention phase. 
The key question arising from these results is why novices performed reasonably 
better in the initial learning than the retention session. Assuming that the training 
did contribute to success, there are several possible explanations. The training was 
provided "hands-on", which is largely agreed to as the best method of teaching 
computer applications. Studies have showed that the trainees who received hands- 
on training had more complete and accurate mental models of the computer 
system, which suggested that users more completely understand both the 
concepts and functions of the computer system (Olfman and Mandviwalla, 1994; 
Santhanam and Sein, 1994; Simon et al, 1996). Most important, perhaps, the one- 
to-one training certainly boosted naive searchers' confidence in searching online 
databases. In the first session, novices were trained in Boolean and proximity 
operators. Evidently the approach had worked, as they were reasonably succ- 
essful in using them in the initial learning session. However, as time passed, and 
the training became more distant, novices' success score declined significantly. 
The study looked at error rates as another test of learning. It was expected that 
novices would start with high error rates and then their error rates might go 
down from that initial high rate. The training appeared to have stood the novices 
in good stead because most started their search with a low error rate. However, 
error rates did not fall off much in the retention phase, which suggested that 
they forgot from one session to another. Task completion time and the use of 
search terms also did not change much over time. 
156 
Chapter 6 Web of Science: Learning and Retention 
The study of individual differences also provided some interesting results. The 
. results showed that the general computer experience and age influenced search 
performance. Novices with higher levels of computer experience in general were 
significantly more successful than novices with lower levels of computer expe- 
rience. Younger novices performed better than older novices in time taken to 
complete the tasks. These findings are similar to those from other studies on end- 
user information searching (Rousseau et al, 1998; Mead et al., 2000). However, 
the result of age differences was not compelling as one of the age groups had 
only one case. 
It would be interesting to see if performance differences exist between naive 
users in this experiment compared with the novice group in the first experiment. 
An independent sample t-test showed that the naive users in the learning stage 
performed significantly better than novices in the earlier set. The same test 
between the retention session and the novice group showed a similar trend, 
although no significant difference was found in terms of success score. Again, 
training appeared to have been useful for novices in learning online searching. 
Novices succeeded reasonably well in constructing searches and getting results 
immediately after training, but it was evident that training was not enough to 
make them into successful searchers. Novices' success score in the first usability 
experiment and retention suggested that the Web-based IR interface was not 
easy to learn and use. 
The user interface satisfaction questionnaire also provided some interesting results. 
The study showed that subjective satisfaction with the interface decreased from 
initial learning to retention. It is clear that novices through hands-on training 
become more proficient at manipulating the search system. As a result, they 
become more satisfied with the interface. It may also appear that in the earliest 
stage of learning, users> perceptions may be formed both by the surface look of 
the interface, including preconceptions attached to a certain look, and by the 
result of hands-on experience with the interface (Davis, 1989; Wiedenbeck, 1999). 
However, novices' satisfaction rating with the interface declined sharply as they 
forgot the system functionality from one session to another. 
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6.8 Conclusions 
The study has showed that even with a brief training session, novices were able 
to perform searches in the Web-based IR system in their early stage of learning. 
However, retention of search skills between the initial learning and the retention 
session was poor. Likewise, the subjective satisfaction with the interface became 
more negative in the retention session. Clearly, the interface did not help novices 
to remember the system functionality. It is important, therefore, to determine 
what factors lead to such failure in searching. The next Chapter will discuss the 
findings of the heuristic evaluation of usability problems in the Web of Science. 
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Heuristic Evaluation of the Web of Science 
7.1 Introduction 
This Chapter discusses the results of the heuristic evaluation of the Web of Science 
interface. Three human factors experts independently reviewed the interface. They 
were all provided with Nielsen's (1994) heuristic guidelines for their evaluations. 
After completing their independent evaluations, the findings were aggregated and 
discussed with the expert members to reach a consensus on the usability issues 
that emerged from the evaluations. 
7.2 Results of the evaluations 
The goal of the heuristic evaluation is to cite violations of usability heuristics in the 
user interface. Thus, the result is a list of usability problems in the Web of Science 
interface. There were also many aspects of good design in the interface identified 
by the expert reviewers. The results will first discuss the positive features in the 
interface, followed by the findings of usability problems in the interface. 
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7.2.1 Web of Science: positive features 
The experts' evaluation of the Web of Science was generally favourable. They all 
noted that ISI has succeeded in creating an interface that featured a sninple layout, 
maintained a high degree of internal consistency, and was carefully organised. The 
experts identified the following good features in the interface: 
7.2.1.1 Layout 
The interface showed a general appreciation of HCI issues, usability requirements, 
and the tasks that its users wish to complete. The model used was fairly simple and 
outlined on the home page. The home page described what services are available. 
The interface followed standard conventions and most information appeared in 
a natural and logical order. The use of graphics was also conservative, minimising 
the time needed to download pages. 
7.2.1.2 Internal consistency 
Consistency is one of the most powerful usability heuristics. When things always 
behave the same way, users do not have to think about what will happen. Instead, 
they know what will happen based on their earlier experience. overall, the Web 
of Science maintained a consistent look and feel throughout the search system. 
The Web of Science banner appeared in consistent location throughout the system. 
Likewise, the text justification was consistent across pages. 
7.2.1.3 Navigation 
Navigation throughout the Web of Science was relatively consistent. All of the pages 
have 'Home', 'Help' and 'Logoff buttons at the top. The interactive principle of 
Web browsing was readily suited to the information search process 
in the Web 
of Science. A search on topic, person or place 
listed papers that satisfy the 
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search criteria. The title hyper-linked to the full record, which included links to 
'Cited references', 'Find Related Records', and 'Times Cited' options. The first 
revealed the list of references that the author has cited to produce the paper. 
Many of these references have links associated with them, which if activated, 
revealed the full record. This process could be continued repeatedly to explore 
deeper into the knowledgebase. The 'Find Related Records' link retrieved articles 
whose reference list included at least one of the sources cited by the original 
article. The 'Times Cited' option indicated how many times the current article 
has been cited by other papers. This link could be activated to reveal exactly who 
had cited the work. This is also a crude indicator of the "quality" of a research 
paper. The paper that has been cited many times probably has significant impact 
in the field of research. 
7.2.1.4 Organisation 
The Web of Science interface used a conventional form fill-in interface. This type 
of interface is considered to be convenient for novice searchers as all options are 
presented in their context) and the users only need to fill-in the relevant boxes. 
The Full Search option allowed sophisticated search queries for improved and 
better targeted results. 
7.2.1.5 Writing Style 
The narrative positions of the Web of Science as well as the text accompanying 
each link were written in a style that is readily comprehensible to users. 
The fonts, 
font sizes and colours were consistent across pages. 
There was also consistency 
in the use of key terms. 
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7.2.1.6 Help and documentation 
Results of Heuristic Evaluation 
The Web of Science was well documented, with users having access to context 
sensitive help on request when entering search terms. The Help Contents button 
in each section of the help facility was very useful. Moreover, the users have the 
opportunity to email. feedback (http: //wos. n-iimas. ac. uk/feedback. httnl) about their 
experiences with the systern. There was also good support from MIMAS Helpdesk 
at the University of Manchester. 
7.2.2 Web of Science: violations of usability heuristics 
The expert evaluators identified a number of usability problems in the Web of 
Science interface. All usability problems found were analysed against one of the 
ten heuristic guidelines. Suitable solutions to the problems were also identified 
where possible. Sometimes solutions could be drawn from the nature of the 
problem itself. 
7.2.2.1 Visibility of system status 
7.2.2.1.1 The interface used selectable coloured buttons for the user to issue basic 
commands (Home, Help, Log off, etc. ). However, these buttons did not give strong 
feedback that they were selected. The searchers may not realise that they have 
not accurately selected a button for some time if the network is slow. 
7.2.2.1.2 There was little feedback when the system responded to a search request 
except the windows hourglass. A representation of activity would be helpful, 
although it is difficult to indicate rate of work progress or completion time since 
network traffic volumes affect all these. 
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7.2.2.2 Match between system and the real world 
7.2.2.2.1 The system used Information Science jargon to refer to databases e. g., 
4citation index', 'cited references', etc. Experienced searchers may be familiar with 
these terms, but more background information should be given for naive users 
7.2.2.2.2 The initial Easy Search and Full Search option asked users to specify the 
databases to be searched before entering any search terms. This was counter 
intuitiVe. The user would presumably choose to expand the scope of the initial 
search if it was not successful. The search interface did not allow users to change 
databases without going out from the search and back in from the Easy Search 
or Full Search screen. 
7.2.2.2.3 The search interfaces were divided into horizontal bands which either 
provided information, allowed users to enter search terms, or input commands. 
These bands could be differentiated by colours to emphasise the actions required 
by the users. 
7.2.2.2.4 The Easy Search did not offer any significant advantages over the Full 
Search and in many respects would frustrate even novice users. This is especially 
true in Cited reference searching since all the citing papers would be mixed 
together. 
7.2.2.2.5 The date limit in the Full Search was based on the date the article was 
added to the database rather than its date of publication. Thus, limiting search 
to 1998, for example, would ignore many of the articles published in 1998. 
7.2.2-2.6 The word 'Summary' on the top of search results was inappropriate. 
This implies a summary of the articles whereas the system was displaying a Est of 
retrieved records. Similarly, the use of the word "Lookup" in cited reference 
search was rather odd. 
7.2.2.2.7 The Place/Address searching required users to use abbreviations, e. g., 
'dept' for department, 'univ' for university, etc. The help screens provided users 
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with a long list of common abbreviations for their search. Likewise, Cited Work 
included the name of the original source document, which was abbreviated. This 
list was very long, and users must copy and paste (or type) the name from the Est 
into the search box. The Web of Science should make these features easier to 
handle for novice users. 
7.2.2.2.8 The Web of Science did not provide a session history. The lack of a 
search history would certainly affect new and less frequent users who will not be 
able to see a search pattern build up easily developing into a complex search. 
7.2-2.2.9 The Web of Science interface did not show the number of hits per term 
in search string. The users must search the keywords individually if they want to 
undertake sub-set searching. 
7.2.2.2-10 The Web of Science allowed users to mark records on the search results 
for later printing or downloading. However, it was not very clear whether the 
users have to 'submit' for each page, or whether they could 'submit' at the end 
after marking on several pages. A short overview of the 'search/ mark/ submit' 
process would be helpful. 
7.2.2.3 User control and freedom 
There was no clear path for refining a search. The user had to navigate back to 
the search page using the browser's back button. A general navigation bar or back 
button within the pages would be helpful rather than relying solely on the user's 
browser controls. 
7.2.2.4 Consistency and standards 
7.2.2.4.1 The command buttons were given a consistent screen 
location which 
was helpful, but their absolute position changed 
depending on the number of 
buttons displayed on a given screen. This could be confusing for novice users. 
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7.2.2.4.2 The number of hits for a search appeared at the bottom of the search 
results screen. It would be useful to see the number of hits at the top of the search 
results. The search result pages displayed title information sometimes in upper 
and sometimes in lower case letters. 
7.2.2.4.3 The Cited reference list provided links between articles, but clearly such 
links did not exist unless the works are included in the Web of Science databases. 
However, it was not necessarily clear why some records are not highlighted in 
the Cited reference list from a particular paper. 
7.2.2.5 Recognition rather than recall 
Users are constantly forced to take the initiative due to the lack of prompts or 
guidance. The availability of search operators (Boolean, proximity, or other search 
techniques) should be presented visually to the users by including the operators 
as options to select in a template. 
7.2.2.6 Flexibility and efficiency of use 
7.2.2.6.1 The Full Search allowed users to save searches that could be used in a 
later session, although the users have to go into the databases and perform searches 
themselves. it would be useful if the search query could be run automatically 
and results sent via email as an alerting service. 
7.2.2.6.2 The search results are shown in blocks of 10 records at a time. The 
interface supplied no way to display all these records at one time in full record 
format. The users must see them one at a time. The Web of Science should offer 
more flexibility in designating the number of records users want displayed and 
in which format. 
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7.2.2.7 Aesthetic and minimalist design 
7.2.2.7.1 The navigation skipped certain levels in the hierarchy. For example, the 
home page gave access to Easy Search and Full Search. Topic, Person and Place 
searches were accessible from Easy Search. It is important, however, to make 
sure that if the users could access Topic search from Easy Search, then they should 
also access Easy Search from Topic search. Navigation could also occur within a 
level of hierarchy, but should not jump between levels. Navigation throughout 
the Web of Science required all users to return to the home page for no obvious 
reason. It was also impossible to move from Easy Search to Full Search - rather 
the user needed to return to the home page and then navigate down to Full 
Search. 
7.2.2.7.2 The Full Search screen was cluttered, and contained too much infor- 
mation. Every extra unit of information reduces their relative visibility. 
7.2.2.8 Help users recognise, diagnose, and recover from errors 
The treatment of error messages was generally poor and inadequate. A help 
button should be included in the error message to offer the possibility of further 
guidance to the user. 
7.2.2.9 Help and documentation 
The system treated multiple words in a topic search as a phrase. However, it was 
not obvious from the help that the users need to type in brackets as part of their 
search e. g., "(A or B) and C" or whether phrases, e. g., "Information 
Technology" 
would count as a single search term without needing enclosing 
brackets or 
quotes. Examples on this would be useful. 
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7.3 Recommendations 
Specific recommendations for some of the major violations of Nielsen's usability 
heuristics were discussed in the previous section. Experts also identified a number 
of minor problems and made some general recommendations for the enhance- 
ment of the Web of Science interface: 
* The Easy Search button should appear at the top of the list in the horne 
page rather than the Full Search. 
* The users should be allowed to move within and across different levels 
in the hierarchy. 
9 The CD type page navigation on the search results worked well although 
they could be spaced apart more. 
The representations conveyed by the icons on a page should be obvious 
to the user. For example, the icon displaying the Web of Science banner 
on the home page provided no real information to the user. The 
icons 
should convey some information when selected. 
The 'examples' link took the users to a section in the full help. It would 
be useful to give a short page of examples with a following 
link to the 
full help. 
9 The users might expect, when they press 'Help), to go to the 
help 
contents rather than the full help text. 
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7.4 Conclusions 
The heuristic evaluation helped identify some interface design issues for Web- 
based IR systems. The most fundamental of these is increasing the match between 
system and the real world. Clearly, a more user-centred design approach would 
build on the anticipated needs and goals of users. The results of the heuristic 
evaluation together with the results of usability testing, discussed in the previous 
two chapters, will serve as a baseline for designing a prototype IR interface. The 
next Chapter will discuss the design and evaluation of a prototype IR interface 
based on these findings. 
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A Prototype 
Evaluation 
Web-based IR Interface Design and 
8.1 Introduction 
This Chapter discusses the design and evaluation of a prototype Web IR interface. 
The usability tests, reported in Chapter 5 and Chapter 6, showed the performance 
of Web IR users in two separate but similar experiments. They examined the way 
in which both novice and experienced users interacted with the system. Their 
performance of different tasks produces task analysis and initial user interface 
design requirements for a prototype IR interface. The heuristic evaluation results, 
discussed in Chapter 7, also provided the interface requirements for such systems. 
These requirements were implemented in a prototype IR interface where their 
use was evaluated within an iterative design process. After each round of testing, 
the prototype interface was modified in accordance with test findings, and finally 
a comparative evaluation with the earlier usability test results was performed. 
8.2 Hierarchical Task Analysis (HTA) 
The hierarchical task analysis detailed the users' tasks discussed in the usability tests. 
The search tasks can be searched either through an Easy Search or a Full Search, 
while for cited reference searching just one solution exists. The HTA of different 
search queries are shown below: 
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0 Topic search 
Plan 0: 2 
when session is over-3 
1 Full Search 112 Easy Search 113 Log off 
Plan 2: 1 -2 
1 Select database(s) 
Plan 2.1: if needed-1; 
if not selected-2 
I Obtain database 
information 
2 Select Topic 
to search 
2 Search all 
databases 
Plan 2.2: 1; if 
needed-2 then-3 
1 Enter topic 
in textbox 
1 Type topics 
2 Set sort 
results 
Plan 2.2.1: 1 
if needed-2 
2 Use Boolean 
operators 
3 Search 
Plan 2.2.3: 1; then 
as necessary 2-3-4 
1 Show 2 Show full 3 Mark/clear 4 Save, print, 
results recordýLj 
I 
records email results 
Plan 2.2.3.2: as 
necessary 1-2-3 
1 Cited references] 2 Times cited 
Show similar IIP 
records 
Figure 8.1: HTA of topic search using Easy Search 
The topic search in Figure 8.1 shows a sequence of activity commencing with the 
procedures of selecting a search interface at the start of a session and finishing 
with the task of logging off when the session is over. Operation 2 focuses on 
dealing with topic search. The search starts with selecting appropriate database(s). 
If no database is selected, the default is to search all databases. Query formulation 
for different topics need different responses and these are shown in plan 2.2.1. 
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0 Topic search 
Plan 0: 2 
when session is over-3 
1 Easy Search 112 Full Search 13 Log off 
Plan 2: 1-2-3 
II Select database(s) 2 Sele t year 3 General search 
Plan 2.1: if needed-1; 
if not selected-2 
II 
Fý , 
--] 
btain database 2 Search all 
7in 
form ation 
-dSata 
bases 
P Ian 2.2: 1; 
if not selected-2 
I Choose 2 Select all 
search vear(s) 
II 
vears 
Plan 2.3: 1; if 
needed-2 then-3 
1 Enter topic 2 Set limits and 3 Search 
in textbox 
II 
sort option 
Plan 2.3.1: 1 
if needed-2 
1 Type topics 
2 Use Boolean 
operators 
Plan 2.3.3: 1; then 
as necessary 2-3-4 
1 Show 2 Show full 3 Mark/clear 4 Save, print, 
results reci 
-11 
records email results 
Plan 2.3.3.2: as 
necessary 1-2-3 
F Cited references 2 Times cited 3 Show similar i IF II rece 
I 
Figure 8.2: HTA of topic search using Full Search 
The HTA for topic search using the Full Search interface is shown in Figure 8.2. 
In addition to select databases, the Full Search allows years to be searched. Query 
formulation for different topic search is shown in plan 2.3-1. Boolean operators 
combine two or more topics. Full Search also allows combining topic with author, 
source and address search. 
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0 Person search 
Plan 0: 2 
when session is over-3 
1 Full Search 112 Easy Search 113 Log off 
Plan 2: 1-2 
1 Select database(s) 
Plan 2.1: if needed-1; 
if not selected-2 
1 Obtain database 
informat 
I 
2 Select Person 
to search 
I 
2 Search all I 
databa 
I 
Plan 2.2: 1-2 
I Show 
results 
1 Enter author 2 Search in textbox 
Plan 2.2.2: 1; then 
as necessary 2-3-4 
2 Show full 3 Mark/clear 4 Save, print, 
record 
r 
records email results 
Plan 2.2.2.2: as 
necessary 1-2-3 
1 Cited references 2 Times cited 
3 Show similar III 
records 
Figure 8.3: HTA of author search using Easy Search 
The person/author search using Easy Search is shown in Figure 8.3. Operation 2 
details the search. The convention for author searching is to enter the last name 
space and then the initials. An example above the text box shows how to enter 
author search. Radio buttons then allow selecting one of the three options to 
search for this person - either as an author or as a cited author or as a subject. 
Boolean operators combine two or more authors. 
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0 Author search 
Plan 0: 2 
when session is over-3 
1 Easy Search 112 Full Search 113 Log off 
Plan 2: 1-2-3 
1 Select database 2 Sele t year 3 General search 
Plan 2.1: if needed-1; 
if not selected-2 
btain database 2 Search all 
Foinformation I 
databases 
I S 
Plan 2.2: 1; 
if not selected-2 
1 Choose 
search vear(s) 
2 Select all I 
vears 
I 
1 Enter author I 
in textbox 
I 2 Set limits and 
sort ovtion 
I 
Plan 2.3: 1; if 
needed-2 then-3 
3 Search 
Plan 2.3.3: 1; then 
as necessary 2-3-4 
1 Show 2 Show full 3 Mark/ lear 4 Save, print, 
record records email results results 
11 11 11 
Plan 2.3.3.2: as 
necessary 1-2-3 
ited references 2 Times cited 
3 Show similar F1 cII records 
Figure 8.4: HTA of author search using Full Search 
Figure 8.4 shows the HTA for author search using the Full Search. Similar to the 
author search in Easy Search, an example illustrates how to enter author search. 
Boolean operators combine two or more authors. Full Search also combines 
author search with topic, source title, and address. 
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1 Full Search 
0 Place search 
Plan 0: 2 
when session is over-3 
2 Easy Search 
1 Select database(s) 
Plan 2.1: if needed-1; 
if not selected-2 
Plan 2: 1-2 
2 Select Place I 
to search 
I 
1 Obtain database 2 Search all 
information 
II 
databases 
Plan 2.2: 1-2 
1 Enter place 
in textbox 
Plan 2.2.1: 1 
if needed-2 
1 Type places 
2 Use Boolean II 
onerators 
3 Log off 
2 Search 
P Ian 2.2.2: 1; th en 
as necessary 2-3-4 
1 Show 2 Show full 3 Mark/clear 4 Save, print, 
results record! 
ýý ý 
records 
H 
em all results 
Plan 2.2.2.2: as 
necessary 1-2-3 
F- II [1 -Cited 
referenc 
F2 
Times cite-d-] 
F Show similar 
records 
I 
Figure 8.5: HTA of place search using Easy Search 
Figure 8.5 shows the HTA for place search using the Easy Search. Operation 2 
deals with address search. Hyper-linked examples show how the common place 
names were abbreviated. The user must enter the appropriate abbreviated form 
to search an address field. 
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0 Address search 
Plan 0: 2 
when session is over - 
1 Easy Search 112 Full Search 113 Log off 
Plan 1: 1-2-3 
1 Select database(s) 2 Select year L! General search 
Plan 1.1: if needed-1; 
if not selected-2 
btain database earch all 
Fin 
fo rm a tio nI 
F-ýdSatabases 
Plan 1.2: 1; 
if not selected-2 
1 Choose 
search vear(s) 
2 Select all I 
vears 
I 
Plan 1.3: 1; if 
needed-2 then-3 
1 Enter address I 
in textbox 
I 2 Set limits and 
sort ontion 
I 
3 Search 
Plan 1.3.1: 1 
if needed-2 
1 Type places 
2 Use Boolean II 
ot)erators 
Plan 1.3.5: 1; then 
as necessary 2-3-4 
1 Show 2 Show full 3 Mark/clear 4 Save, print, 
results record 
II 
records email results 
Plan 2.2.2.2: as 
necessary 1-2-3 
ited references 2 Times cited 
3 Similar FCII records 
I 
Figure 8.6: HTA of address search using Full Search 
Figure 8.6 shows the HTA for address search using the Full Search. An onscreen 
example shows how to enter address search. A hyper-linked abbreviations list 
shows a long list of con-nnon abbreviations for addresses search. The searcher can 
copy and paste (or type) the name from the list into the search box. 
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0 Cited reference 
search 
I 
Plan 0: 2 
when session is over-3 
1 Easy Search 112 Full Search 113 Log off 
Plan 2: 1-2-3 
1 Select database(s) 2 Select year 
3 Cited reference III 
search 
Plan 2.1: if needed-1; 
if not selected-2 
I 
E-- 
IP 1 Obtain database 2 Search all 
information 
-dattabases 
Plan 2.2: 1; 
if not selected-2 
1 Choose 
search vear(s) 
2 Select all I 
vears 
I 
Plan 2.3: as necessary 
1-2-3; then 4 
1 Enter cited I 
author 
I 2 Enter cited I 
work 
I 3 Enter cited I 
vear 
I 
4 Lookup 
Plan 2.3.4: 1; then 
as necessary 2-3-4 
1 Show 2 Show full 3 Mark/clear 4 Save, print, 
cited results record 
II 
records email results 
Plan 2.3.4.2: as 
necessary 1-2-3 
F-I 
F Cited references 2 Times cited 3 Show similar 1 11 111 records 
Figure 8.7: HTA of Cited reference search using Full Search 
The HTA for cited reference searching is shown in Figure 8.7. Plan 1.3 shows the 
cited searching. An example illustrates how to enter the cited author. It is also 
possible to combine two or more authors using Boolean operators. The searcher 
needs to enter abbreviated titles for a cited work from a list. The user can copy 
and paste (or type) the name from the list into the search box. 
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This section showed HTA of different search queries. It is important, however, to 
note that the HTA has set out what users should do to carry out the search tasks. 
it did not describe how users actually searched these tasks. The usability tests, 
discussed in Chapter 5 and Chapter 6, explored the ways in which both novice 
and experienced users interacted when they carried out these search tasks. 
The results of the usability studies showed that information retrieval in Web-based 
interfaces remains difficult. They showed while skills necessary for performing 
simple tasks were readily available to users, considerably more experience was 
needed for more complex searching. This suggests that IR systems should provide 
both a 'simple' search interface for straightforward queries and a more elaborate 
interface as the 'advanced' search for complex searching. Several guides designed 
to teach students how to look for information on the Internet also recognised the 
importance of differentiating between the situations when looking for general 
information as opposed to looking for specific details (Braham, 1997). Moreover, 
novices can be taught a minimal subset of commands and actions with which to 
get started. They are most likely to make correct choices when a few options are 
shown. After gaining confidence from hands-on experience, these users would 
venture on to more complex searching as they become familiar with the interface. 
The results of performance and satisfaction test showed that experienced users 
were significantly more successful and made fewer errors than novice users. ince 
experienced users had experience in using IR applications, it is quite reasonable 
to assume that they would perform better than the naive searchers. The study of 
individual differences also showed significant performance difference on factors 
such as gender and search training. Experienced untrained searchers were more 
successful and made fewer errors than the trained group, although the differences 
were not statistically significant. This indicates that training was not of much 
help, as search interfaces differ considerably from one another. The differences 
between novices and experienced users in search performance together with the 
results of individual differences, suggest that consistency can improve search 
performance as users move from one search system to another. Consistency across 
multiple interfaces could bring faster learning, and increased comprehension, 
leading to more effective searches and higher satisfaction with the interface. 
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The results of learning and retention test showed that novices could readily learn 
to use the Web-based interface when a brief training was provided. They were 
reasonably successful in query formulations using Boolean operators. However, 
their retention of search skills weakened over time. Moreover, novices' satisfaction 
with the interface also diminished with time. The interface did not help users to 
remember the system functionalities. This finding suggests that functions within 
the interface should be more visible and easier to understand. 
Most users did not take advantage of the more sophisticated capabilities of the 
Web-based IR system like Boolean logic, truncation, and proximity and instead, 
performed simple searches. Overall, users have a poor understanding of search 
strategy and lack suitable mental models as evidenced by the users who enter 
actual sentences to query the system. There is no doubt that query formulation in 
Boolean form is relatively difficult for users. One possible solution to this problem 
may be giving up the Boolean logic entirely and using alternative retrieval models. 
A number of studies, however, showed that Boolean search is no worse than any 
other known approach (Frants et al, 1999). Visual query formulation may be an 
important step towards improving the Boolean systems. The heuristic evaluation 
results-, discussed in Chapter 7, also suggested visual queries by including the 
operators to users as options to select in a template. 
The usability results indicated that only a few users tried alternative terms in their 
search queries. Some experienced searchers only used Boolean ANDs to express 
relationships between topics rather than developing more complex queries using 
OR relationships. A number of studies have mentioned that the semantic differ- 
ence between a user's articulation of information needs and the search index is 
one of the most common problems of online information retrieval (Brooks, 1995; 
Ingwersen, 1996). This suggests that search experience alone cannot overcome the 
more fundamental problem of semantic difference. Helping users in query arti- 
culation could lead to improved search performance. Thus, it is important to 
incorporate index browsing to overcome difficulties arising from matching user 
and system vocabularies. Also, index browsing would help users overcome the 
problem of complex query formulations. 
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The usability tests showed that users had real difficulties in using abbreviations 
for source titles. This list was very long, and they had to copy and paste (or type) 
the name from the list into the source text box. The address field also appeared 
heavily abbreviated. The help screens gave a long list of common abbreviations 
to help find what users want. Information retrieval interfaces should really make 
these features easier to handle, perhaps avoiding using abbreviations altogether. 
Moreover, relevance feedback was not well supported. The only link to "find 
related records" appeared in the full record displays. Search interfaces need to 
actively encourage users to use such features by providing more visible links from 
result pages. 
While spreading information over several screens may be graphically appealing, 
the burden of navigating from one screen to another was evident during usability 
tests. Compact presentations may take longer time to scan, but much less time 
than scanning several screens (Shneiderman et al., 1997). Compact screen design 
that minimises scrolling and jumping and anchors users in a screen space that 
tightly couples search and result may be highly beneficial. 
From the open-ended questions filled in by users, many users indicated their 
dissatisfaction with the Web-based search interface. They felt that that the search 
interface assumed too much user knowledge about the system. Others expressed 
their dissatisfaction with the inflexibility of the interface. Some users mentioned 
that they require search histories to combine previous search sets. The experts 
also noted that the lack of search history would certainly affect naive users who 
will not be able to see a search pattern build up easily developing into a complex 
search. Thus, it may be important to incorporate search histories that encourage 
and assist query reuse and diagnosis of inappropriate searches. 
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8.3 An information seeking model for Web-based IR systems 
Based on task analysis and usability results, this research propose a model of users' 
information seeking that incorporates some of the findings reported here as well 
as drawing on theories and models in the literature (Bates, 1989; Ellis, 1989,1997; 
Kuhlthau, 1991; Marchionini, 1995; Shneiderman et al., 1997). This led to the design 
of a prototype interface. It is important to note that the prototype is not meant 
as a design that was fully implemented but rather a means to explore different 
design problems and suggest principles for designing IR interfaces. 
There have been a number of models published which contributed differing views 
of the information seeking process. None of these models, however, have been 
able to suggest how the search process should be organised into a user interface 
for optimal performance. Thus, two components are proposed: first, higher-level 
activities that describes the information seeking process; and second, interface- 
level activities to deal with specific aspects of the information search process. 
External task/ 
to search 
Figure 8.8: A model of information seeking process 
The model showed possible primary activities in the information seeking process: 
(1) identify problem; (2) articulate needs; (3) query formulation; and (4) examine 
results. These activities are discussed in more details below: 
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1) Identify problem 
This involves identifying the initial goal or information need. This activity may 
form a part of the external task or become general problem solving task. If the 
information need is complex, decomposition methods are used to break down 
the problem into smaller components. 
Articulate needs 
Once a need has been identified, it may be expressed as concepts or high-level 
semantics. These are refined into lower-level terms that are utilised in querying the 
search system. Terms may be acquired from the user's knowledge of the infor- 
mation problem or from external sources, such as an index. Unwanted terms and 
inappropriate keywords have to be filtered out by the user at this stage. 
3) Query formulation 
This depends on the complexity of the search task and the user's skin in form- 
ulating queries. Two sub-processes are involved at this stage. First, identification 
of search terms relevant to the information problem and then transforming these 
into the query language supported by the interface. 
4) Exanune results 
Once the results are retrieved,, the user has to decide whether to accept the results 
or to continue searching. Three sub-processes are involved. First, the user has to 
scan the result set or examine the contents in detail. Second, a decision has to 
be reached as to how useful the retrieved results are and whether they are 
sufficient to meet the need. Third, the user has to decide to either accept the 
results or decide how the query should be changed. 
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it is emphasised here that these activities are not sequential, but are non-linear, 
evolving, iterative, and opportunistic. This is supported by earlier studies by 
Bates (1989) and Marchionini (1995). For example, a search may create new ideas, 
enabling users to change direction or even the original focus of their search. 
They may then initiate a new search and examine results. When users could not 
locate information they wanted, they went back on their problem definition, 
rearticulated needs, or reformulated the query. 
The interface-level model illustrated the details of search process and associated 
activities. The model is shown in Figure 8.9. 
Result dialogues 
Marked records Record list Full record Previous searches 
Brovýse index Advanced search Cited search 
Simple search 
Query/browse dialogues 
Figure 8.9: Interface-level model of information seeking 
The model assumes that the information search process in a Web IR is carried out 
on two different interface-levels: query/browse dialogues and results dialogues. 
However, before performing a search task, users must consider their *information 
need and clarify their search goals. 
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1) Query/browse dialogues 
Query/browse dialogues consist of interfaces for either searching or browsing the 
system. The interfaces need to support different information seeking strategies 
to let the users have more control over their searches. Moreover, browsing helps 
users articulate their information needs. 
Query formulation starts with selecting sources to search. The sources are often 
multiple databases accessed through a network. The task of choosing an appro- 
priate database is inherently complex. This is particularly difficult for novice users 
who do not know what the keyresources in a given fields are. Another cause of 
difficulty is the fact that many topics are multidisciplinary, and do not fit into the 
disciplinary structure in which databases are often grouped. 
A query against a large database can produce many potentially useful hits. When 
users are confident they know where the relevant material is, they often prefer 
to limit the scope of their searches to a specific database. In most cases, users 
decide 'by inspection' where to search. However, this decision can also be made 
by an instance of exactly the same procedure as the final search. Some systems 
(such as C)CLC's FirstSearch) support a process called 'collection selection', in 
which the searcher's query is run against a special database that describes the 
contents of all known databases (Callan et al., 1995). The result, instead of a list 
of best matching documents, is a list of best matching databases. The user can 
then tun their query against one or more databases in the list. 
The query dialogues consist of different search interfaces for different types of 
queries. A simple search interface allows for straightforward queries, an advanced 
search interface to combine two of more fields. Most Web-based IR systems and 
search engines offer both a single text-box entry as simple search and a more 
elaborate interface as the advanced search. 
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Users must translate their information needs into a description of the information 
sought, relying on their own knowledge of the problem, and their understanding of 
the tools the system provides to assist in describing the problem. IR interfaces 
allow searchers to enter whatever fragments of the idea are available as a starting 
point, providing various tools to assist in exploring the information need. Using 
phrases will generally increase precision at the expense of recall. The only real 
solution to this kind of ambiguity is with feedback informing the user of how 
the system interpreted their queries, but it is very difficult to give this kind of 
feedback in a way that will be clear to non-technical persons. in all cases, the 
search interface should make it clear how variants are handled. 
2) Result dialogues 
The result dialogues respond to a query by returning a number of records that 
matched the query. The results are shown in a certain representation (typically 
author, title, and source of the information item). Clicking on the hyper-linked 
title displays the full record of that item. 
An IR system which allows for browsing results and relevance feedback would 
offer more possibilities than a simple display interface (Allen, 1991). The user 
forms a judgement whether an item is useful. Alternatively, the user continues 
by scanning other item representations (titles) to look for useful items. This 
continues until all of the returned items are considered or the user decides to 
abandon title viewing. Depending on the degree to which the information need is 
satisfied, the user decides to stop or to have another try with a different query. 
The result dialogues also allow users to set result size, sequencing of documents 
(alphabetically, chronologically, or relevance rank order). The searches can be 
saved for later use, sent by email or downloaded into a local disk. It is essential 
to be able to email records with the search statement in the body of the email 
for efficient record identification. 
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Now that a model has been proposed, it needs to be tested. The next section 
discusses the design and implementation of a model-based prototype interface. 
8.4 Designing the prototype IR interface 
Based on the task analysis and the model of users' information seeking, the initial 
design of a prototype was proposed. The initial design was sketched on paper and 
then mocked-up in Nficrosoft PowerPoint using Visual Basic objects. Figure 8.10 
shows a simple search interface for straightforward queries. 
Fie Edit View Favorites Tools Help 
4- -4 ly, Stop Refresh H ome Fayorites Print DA 
Ajckess J; M about blank jv'Go Links 
Search for: 
Sa arch in: (- Topic 110 
Search limit: AU words 
Sea rch 
r' Author 10 
Any word 
cwar 
I 
r' Address 
As phrase 
-I 
Figure 8.10: SimPle search screen 
From the simple search screen, the users can begin a search, or jump directly to 
an advanced or citedreference screen or browse index. The navigation bar at the 
left side of the screen provides basic navigation within the site, as well as links 
to help and information about databases. The user survey reported in Chapter 3, 
showed that search for topic and author were the most common task; thus a set 
of filters were mocked-up to allow users to specify the scope of their searches. 
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The siMple search interface also enables users to choose from a selection of 
common simple ways to combine Boolean operators into their queries. 
The advanced search screen is shown in Figure 8.11. This screen was designed to 
allow users to search for more complex queries. The users can select appropriate 
indexes from drop-down menus, choose search limits from onscreen options, and 
use Boolean and other search operators to combine searches. 
File Edit 
17 
AJdiess 
View FavotRes 
about: blank 
Tools Help 
Advanced Search 
C> Go Links 
T. P";: -] 
Fand 
Tthor 
d 
Figure 8.11: Advanced search screen 
Advanced search offered text boxes where the searcher can enter words for topic) 
author, source title, and address search. Search limits options allowed to restrict 
the search to specific language or document type. In addition, the searcher can C), C1 
limit the number of retrieved documents to be displayed per result page and sort 
results (alphabetical, chronological or relevance) from scroll box. 
Cited reference searching enables a user to find articles from journals that have 
cited another article. Figure 8.12 shows the Cited reference interface. It offered 
text boxes to specify author, source title, and cited year. 
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Figure 8.12: Cited reference search screen 
The prototype interface offered an index browsing feature. The browsing box lists 
available midexes. Figure 8.13 shows the index browsing screen. 
Fie Edit View Fay(xkes Tools Help 
Stop Reftesh Horne Fayorites Print CIA 
A. ddress about blank _:, 
j cý'Go 
Browseindex 
Brows@ for: 
Indexed in: 
Internet 
Figure 8.13: Browse index screen 
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Figure 8.14 shows the search results for a matched query. The query statement 
appeared in a text box which allowed users to enter a complete search statement 
including Boolean and proximity operators, and appropriate field labels (Topic=) 
for efficient searching. The previous searches are available from both the search/ 
browse screens and the result screen. Users can use the previous searches to recall 
previously searched items and to further refine the search. 
r- 12 
Bass A, Aspinait J, Walters G., Stanton N 
A 5oftxare toolkit for hierarchica[ task ana[ysis 
Applied Ergonomics, 26 ý2): 147-151,1995 
Cited references; 5 Times cited; 2 Show 5imilar record5 
Shepherd A 
HTA as a framework for task analysis 
Ergonomics, 41(11): 1537-1552,1998 
Cited references: 20 Times cited: 3 Show similar records 
r- 13 Richardson J, Ormero d TC, Shepherd A 
The role of task anaIysis in capturinR requirements for interface desien 
Interacting with Computers, 9(4): 367-384,1998 
Cited refýrences: 29 Times cited: 3 Show simitar records 
ClGar me <<Back 12345 Next>> 
Figure 8.14: Search results screen 
The results are displayed 10 results at a time for simple search or as defined by 
the users in advanced search. The tides are hyper-linked to the full records. "Show 
similar records" link to retrieve other articles that cite at least one of the same 
references. The user can mark individual records for printing or downloading. 
The "Mark all" button marks all records retrieved during a search. 
For convenience and flexibility, the prototype interface had two different help 
features; context sensitive help (? ), which covers system-oriented quest-tons, and 
on-demand help, available at any time while using the interface. Additionally, 
all of the icons had tool tips which explain what the icon means and what it does, 
when the cursor was placed over the icon. 
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8.5 Prototype heuristic evaluation 
Three expert members carried out the heuristic evaluation using the PowerPoint 
version of the prototype design. These expert members were drawn from the 
same review panel used for the Web of Science evaluation discussed in Chapter 7. 
They all first carried out individual evaluation of the prototype interface using 
Nielsen's (1994) heuristics. The findings were then combined and used to design 
a Web-based version of the prototype design. 
Experts comments on the prototype interface were overwhelmingly favourable. 
They all noted that the prototype presented a clear and simple interface which 
most users should find highly usable. Their comments on different usability issues 
in the prototype interface were analysed according to Nielsen's heuristics. 
8.5.1 Visibility of system status 
Experts commented that the prototype is generally well sign-posted, with titles on 
all screens. The highlighting of the current option selected on the navigation bar 
was also helpful. In addition, radio button selection indicated the choices made. 
8.5.2 Match between system and the real world 
Although the language used was simple and straightforward; experts suggested 
that some terms such as 'cited reference' and 'index' need to be explained within 
help. They commented that the 'search limits' instructions are too concise, i. e., 
the phrase 'all words' could apply to the search term or retrieved records. The 
experts recommended to explain these options by using 'P' keys on simple search 
interface. 
189 
Chapter 8A Prototype IR Interface Design and Evaluation 
8.5.3 User control and freedom 
Experts mentioned that the prototype presented a good range of search functions 
and options in a simple way, which most users should be able to control fairly 
easily. The options were available on the navigation bar so searchers know where 
they are at all times. On advanced search, the drop-down menus provided good 
flexibility and the different default (topic, author, source, address, etc. ) was a 
good way to highlight the options available. The search limits were also useful. 
8.5.4 Consistency and standards 
Experts noted that the prototype presented a fixed screen format which provided 
the user with a consistent look. All options were presented either as a button or 
underlined link throughout. However, they noted that there were a few instances 
where the interface consistency could be enhanced. These are discussed below: 
The difference between the 'help' and '? ' was not clear. Also, there was a 'help' 
link on simple search in the main working area but not on other screens. 
Experts suggested lining up the check boxes on the Simple search and search 
limit options on the advanced search screens. Search and Clear buttons should be 
aligned on each screen. Also, the use of blue for the box on the browse index 
was odd with the use of blue on the other screens. 
8.5.5 Error prevention 
The prototype was based on a simple 'point and click' interaction style which 
would help reduce errors. However, a means of detecting possible misspellings 
in search terms or author names could be useful. 
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8.5.6 Recognition rather than recall 
Experts commented that the prototype interface assists the user in recognition 
rather than having to recall commands. The user was required to respond to prompts 
not generate search terms and fields. Information was clearly visible and help was 
readily available. For radio buttons, however, experts suggested that the interface 
select one option by default to show users what to do and to indicate the most 
common option. 
8.5.7 Flexibility and efficiency of use 
The experts noted that the prototype provided a flexible and efficient interface 
where a search can be performed with Just a few user actions. The user can move 
flexibly between options using the navigation bar. For a long list of hits, however, 
the user may not realise that the 'mark all' and 'clear all' buttons are present at 
the bottom of the results page. Experts suggested that these buttons should also 
appear at the top of the results page. 
8.5.8 Aesthetic and minimalist design 
Experts commented that the design is admirably concise - only the critical options 
were included and the labelling and layout were clear. Redundant coding (colour 
and grouping) were used to good effect. it also works in greyscale, which would 
help users with restricted colour vision. 
8.5.9 Help user recognise, diagnose, and recover from errors 
Experts noted that the prototype helps the user to undo actions and to recover 
from errors. They recommended that a help option explaining the various types 
of link on the search records screen could be useful. 
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8.5.10 Help and documentation 
The expert members noted that the prototype provided readily accessible help 
(both general and contextual) which should help users overcome errors that may 
occur. 
8.6 Designing the Web-based prototype IR interface 
Based on the findings of the heuristic evaluation results, a Web-based version of 
the prototype design was proposed. The Web-based prototype remedied many of 
the design flaws revealed in the heuristic evaluations. The prototype is available 
at: http: //www-staff. lboro. ac. uk/-Issmza/index. htm. Figures 8.15 - 8.19 show 
the screenshots for different interface components of the prototype design. 
Select data6ase or leawe 61ank if unsure 
Type search terms and choose limits 
Click on Search 
(-- All words 
Se 
Local intranet 
Figure 8.15: Simple search interface 
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8.7 Formative evaluation 
Six volunteers took part in the formative evaluations with the prototype design. 
They were all postgraduate research students at Loughborough University. Three 
of them were experienced in online searching. Others were novice users. None 
of these participants had volunteered in earlier usability studies. 
During each of six formative evaluation sessions, a formal protocol was followed. 
This consisted of welcoming the user, giving them an overview of the evaluation 
to be performed, and then explaining the prototype interface. At the beginning of 
the session, users were asked to fill in the recruitment questionnaire (Appendix 2). 
They were then allowed to play with the prototype interface for about 15 minutes. 
This was done to help users familiarise themselves with the prototype interface. 
Once a user had successfully figured out how to use the prototype, they were 
asked to perform three scenarios. They were given written instructions on how 
to complete the scenarios (Appendix 18). Users were observed while performing 
the task scenarios and their interaction was recorded by Lotus ScreenCam. Their 
critical incidents were recorded for both positive and negative reactions to the 
prototype design. Interviews were also conducted with the participants following 
each observation to extract additional information and feedback. 
8.7.1 Task scenarios 
Using task analysis as well as heuristic evaluation results, the following scenarios 
were created to represent the tasks for which the prototype interface might be 
used: 
1) Nick wants to find information about mad cow disease or BSE 
2) Sue is looking for articles by Bernard J. Jansen 
3) Ben wants to search articles by researchers at Loughborough University 
4) Gemma wants to find cited articles by j Jordan published in Information 
Processing & Management 
195 
Chapter 8A Prototype IR Interface Design and Evaluation 
8.7.2 Results of formative evaluations 
Since the evaluation was not meant to be statistically analysed, the observations 
from the formative evaluations can only be explained qualitatively. From a usabi- 
lity standpoint, the results were quite satisfactory. All volunteers completed the 
task scenarios. After only a few minutes of exploration, participants were able to 
produce appropriate mental models to complete the task scenarios. 
Much of the comments obtained in the formative evaluations were also positive 
and complimentary toward the prototype interface. Though the positive reactions 
were gratifying, they were not overly useful for making revisions to the prototype 
design. However, a few of the user comments did help identify areas needing 
improvement. For example, two experienced users commented that the feedback 
offered by the interface was ineffective; i. e., the response given on retrieval of a 
null set was basic. They suggested that the interface could indicate methods of 
diagnosing search failure and provide hints for more successful strategies. Some 
users also noted that the text size used in the prototype interface was too small. 
The users in formative evaluations expressed an overall positive reaction to the 
colour scheme. Since most of the users felt the use of colours were appropriate, 
the colour scheme was left unmodified. 
After formative evaluations, a few changes were made to the prototype design. 
FoHowmg is a description of those revisions: 
1) search error screen appeared when the user types a query terms which 
does not match any items in the databases. It shows a list of search tips 
for effective queries. At the bottom of the screen is a link back to the 
search page to modify the query. Figure 8.20 illustrates the error screen. 
2) Although text sizes were specified for each item, it also depends on the 
Internet settings. However, font sizes were enlarged to help those users 
who have limited or low vision. 
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No data matches to display 
Use AND, OR or NOT to combine two or more word 
Example: 
Enter HEPATITIS AND HEMODIALYSIS for records containing both these words 
Enter HEPATITIS B OR HEPATITIS C for records containing either of these 
phrases 
Enter HEPATITIS B NOT HEPATITIS C to search for hepatitis B not Hepatitis C 
If searching for an author, enter the last name space and then initials 
Example: 
Enter CHANDLER DB to search for articles authored by David Bilhe Chandler 
Enter OTRIAN C* OR OBRIAN C* to search for articles authored by C. D. O'Brian 
Enter terms for an address as YALE UNIVERSITY SAME CHEMISTRY 
Click Back 
Figure 8.20: Search error screen 
8.8 Summative comparative evaluation 
The results presented in this section are based on the usability test carried out 
using the modified Web-based version of the prototype interface. As With other 
usability tests discussed earlier, all interactions with the interface were recorded 
and analysed. To compare the results with earlier usability tests, sample results 
pages were generated in HTML for task-specific queries discussed in section 4.2.3. 
Users were able to see the appropriate result page if the query is correct. 
8.8.1 User background, gender and computer experience 
Twenty volunteers were recruited for the surnmative evaluation. None of them 
had taken part in the earlier usability studies reported in Chapter 5 and Chapter 6. 
They all filled out a recruitment questionnaire (Appendix 2) which assessed their 
search experience, as weU as their age, gender, status, and computer experience. 
Two different search groups were identified from the questionnaire analysis: 
noVice and experienced. Appendix 19 presents their demographic characteristics, 
and their experience in using computers and online search systems. 
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The novice group (10 participants) included three postgraduates, six research 
students, and one member of research staff. They all reported not having used 
online search services prior to the experiment. There were four male and six 
female users in this group. The experienced group (10 participants), on the other 
hand, consisted of four postgraduates, four research students, and two members 
of research staff. There were six male and four female users in this group. They 
all had reported having varying levels of online search experience. Three of the 
experienced searchers reported having had formal training on online searching. 
8.8.2 Procedure, tasks and task completion questionnaire 
The software and equipment used in this experiment were the same as those used 
in the earlier usability tests. The experimental procedure was also identical except 
that the users were not allowed to play with the system before the evaluation. 
Similarly, the same set of search tasks as outlined in section 4.2.3 was used. The 
questionnaire used to collect users' subjective satisfaction with the prototype 
interface was also similar to the one outlined in section 4.2.4.3. 
8.8.3 Data analysis 
As reported in Chapter 5 and Chapter 6, the data from the prototype evaluation 
were analysed according to the following measurement criteria: 
* Task completion time 
* Number of search terms used 
0 Success score 
0 Number of errors made 
Subjective satisfaction with the prototype interface 
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8.8.4 Test hypotheses 
The following null hypotheses were tested during the prototype evaluation: 
Hl: There is no difference between novice and experienced searchers 
in total time taken to complete search tasks. 
H2: There is no difference between novice and experienced searchers 
in total number of search terms used. 
H3: There is no difference between novice and experienced searchers 
in total success score of search tasks. 
H4: There is no difference between novice and experienced searchers 
in total number of errors made. 
HS: There is no difference between novice and experienced searchers 
in subjective satisfaction with the prototype interface. 
Participants were further classified according to their age, gender, computer 
experience, onhne search training, and status. Further hypotheses tested were: 
H6: There is no difference in search performance among different age 
groups. 
H7: There is no difference in search performance among different 
gender groups. 
H8: There is no difference in search performance among trained and 
untrained searchers. 
H9-, There is no difference in search performance among different 
search groups in terms of previous computer experience. 
H10: There is no difference in search performance among different 
search groups in terms of status of the users. 
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8.8.5 Results of summative evaluation 
8.8.5.1 Task completion time 
As with other usablty tests, the tune taken to complete each task was rounded to 
the nearest minute. Table 8.1 gives the average time taken to complete each task 
by both noVice and experienced users. Figure 8.21 shows the distribution. 
Task I Task 2 Task 3 Task 4 Task 5 Task 6 Task 7 
Novice 2.00 1.50 2.30 3.10 3.40 3.90 3.70 
(n=10) 82) (0.71) (0.82) . 45) . 32) (3.03) (2.58) 
Experienced 2.10 1.80 2.10 2.10 2.10 4.30 2.10 
(n=10) (0 74) 
__(1.03) 
(0.57) (0.57) ( 
. 74) 
(1.64) (0.57) 
Table 8.1: Means and standard deviations (parentheses) of completion time 
Figure 8.21: Average time taken to complete each task 
It can be seen that experienced searchers took less time than novice users M 
completing four out of seven search tasks. However, novice searchers took less 
time in completing Task 1, Task 2, and Task 6. 
8.8.5.2 Number of search terms used 
The number of different search terms used by both novice and experienced 
groups was counted individually. Table 8.2 shows the average number of search 
terms used by each group in completing different search tasks. Figure 8.22 shows 
the distribution. 
200 
Chapter 8A Prototype IR Interface Design and Evaluation 
Taskl Task2 Ta3k3 Task4 Task5 Task6 Task7 
Novice 1.10 1.10 1.40 1.60 _ 2.20 1.50 1.30 
(n=10) 32) 0.32) 
-j- 
0.70) (0.97) 
. __ý0.79) 
(0.53) (0.67) 
Experienced 1.30 1.30 1.10 1.40 1.80 2.10 1.00 
(n=10) 67) 0.48) 
--L - 
(0.32) (0.70) 
. 63) . 99) (0.00) 
Table 8.2: Means and standard deviations (parentheses) of search terms used 
2.5 
2 
1.5 MNovice 
SExperienced 
E-4 I lll T l 0.5 - ý -- E 
0 ' i Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Task 7 
Figure 8.22: Average search terms used 
As shown in Table 8.2, the novice group used more search terms in completing 
three out of seven search tasks, whereas the experienced searchers used more 
search terms in completing four of the search tasks. 
8.8.5.3 Success score 
Similar to the earlier usability tests, "success" of a search task was scored as 1 if the 
search task was successful or 0 if it was unsuccessful. No partial credit was given. 
So, the maximum average success score for a task was 1, if all searchers in the 
group were successful. Table 8.3 shows the average success score by each search 
group. Figure 8.23 shows the distribution. 
Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Task 7 
Novice 1.00 1.00 1.00 0.90 0.70 0.50 0.60 
(n=10) . 00) 
(0.00) (0.00) (0.32) (0.48) (0.53) 
- 
(0.52) 
Experienced 1.00 1.00 1.00 0.90 0.90 0.80 1.00 
(n=10) . 00) - 
(0.00) (0.00) (0.2) (0.32) (0.42) (0.00) 
Table 8.3: Means and standard deviations (parentheses) of success score 
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Figure 8.23: Average success score 
As can be seen from the Table 8.3, both search groups were overwhehningly 
successful in carrying out the tasks. The experienced group was completely 
successful in four search tasks, while the novice group completed three tasks 
successfully. The success score was tied for Task 4. Only one novice and one 
experienced user were unsuccessful in this task. 
8.8.5.4 Number of errors made 
The number of errors made by two search groups was calculated. Table 8.4 shows 
the average number of errors made by both the novice and experienced groups. 
Figure 8.24 shows the distribution. 
Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Task 7 
Novice 0.10 0.10 0.10 0.10 1.10 0.40 0.20 
(n=10) (0.32) (0.32) (0.32) . 32) (0.99) 0.70) (0.42) 
Experienced 0.00 0.00 0.00 0.00 0.80 0.80 0.30 
(n=10) (0.00) (0.00) (0.00) 0.42) (0.92) (0.67) 
Table 8.4: Means and standard deviations (in parentheses) of errors made 
Figure 8.24: Average errors made 
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Both search groups made most errors in completing Task 5 foRowed by Task 6 
and Task 7. Experienced searchers did not make any errors in completing first 
four search tasks. 
On average, both search groups vastly improved their search performance using 
the prototype interface. Table 8.5 shows average performance data by both novice 
and experienced groups. 
Time taken 
(mins) 
Search 
terms used 
Success 
score 
Errors 
made 
Novice 19.90 10.20 5.70 2.10 
Experienced 16.60 10.00 6.60 1.90 
Table 8.5: Overall performance data 
The novice group took 19.90 minutes in completing the search tasks while the 
experienced group took 16.60 Minutes. The novice group used 10.20 search terms 
on average whereas the experienced users used 10.00 search terms. Experienced 
searchers were more successful than novice searchers overall. The experienced 
group scored 6.60 on average while the novice group scored 5.70. The experienced 
group also made fewer errors in completing the tasks. 
8.8.5.5 Subjective satisfaction with the prototype interface 
The data collected through the Questionnaire for User Interface Satisfaction 
(QUIS) are summarised in Table 8.6. Participants rated their satisfaction with the 
prototype interface on a 7-point scale. 
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Question Novice Experienced Question Novice Experienced 
- 
(n=10) (n=1 (n=10) (n=10) 
Overall Terminology and 
reactions System feedback 
Terrible vs. 5.20 5.00 Simple and 4.80 5.20 
wonderful (1.03) (0-67) natural dialogue . 62) (1.32) Unimpressive 5.10 4.90 Terms used in 5.33 5.60 
vs. impressive (0.74) (0.88) the system (1.41) (1.17) 
Difficult vs. 5.10 5.40 Position of 5.56 5.80 
Easy 
.. 
(1.85) (1.26) message (1 59) (1.48) 
inefficient vs. 5.00 5.20 Prompts for 5.30 5.00 
efficient (1.15) (1.5 5) input (1.25) (2.21) 
Useless vs. 5.10 5.70 Inform about 4.67 4.13 
useful (1.52) (1-06) work progress (1.66) (2.42) 
Unfriendly vs. 5.20 5.40 Error messages 4.25 4.67 
friendly 
- - 
(0.63) (1.43) (2.05) (2.12) 
Frustrating vs. 4.50 5.00 Learning 
satisfyin (1.18) (1.49) 
Ineffective vs. 5.00 5.10 System 6.00 5.90 
powerful (0.67) (0.99) learning (1.56) (1.60) 
Dull vs. 4.70 4.90 Exploring by 5.40 5.80 
stimulating (0.95) (0.74) trial and error (1.51) (1.55) 
Rigid vs. 4.80 5.20 Remembering 5.90 5.50 
flexible (1.32) (0.79) commands . 37) (1.35) Screen Performing tasks 5.70 5.70 
is simple (1.64) (1.57) 
Reading 5.00 4.60 Help messages 4.75 5.25 
characters (1.94) (1.43) on the screen (2.19) (1.17) 
Onscreen 5.20 4.80 Help access 5.50 4.67 
information (1.48) (1.99) (2.0 (2.16) 
Information 5.40 5.50 System 
arrangement (1.35) (1.65) capabilities 
Easy to find 4.80 5.20 System speed 5.00 6.00 
information (1.40) (0.92) . 33) (1.22) 
Screen 5.00 5.50 System 5.11 4.67 
sequencing (1.76) (1.35) reliability (1.27) (2.16) 
Screen back 4.70 5.30 Correcting 5.38 5.40 
track (2.11) (1.95) mistakes 0) (1.58) 
Back to main 5.60 5.70 Designed for all 5.20 5.10 
screen (1.90) (2.26) levels of users . 14) (1.60) 
Table 8.6: Users' subjective satisfaction rating for the prototype 
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8.8.6 Tests for statistical significance 
Sunilar to what was observed in the earlier usability tests, this section presents a 
number of statistical tests to check the significance of the results reported in the 
previous section. These test results are presented below: 
8.8.6.1 The independent sample t-test 
Numerous tests were carried out to check the normal distribution of data before 
conducting the independent sample t-test. The test results show that the data are 
from a reasonably normal distribution (see Appendix 20). 
8.8.6.1.1 Total task completion time 
Table 8.7 shows the summary of the results of the comparison between the novice 
and experienced searchers M terms of total task completion time. 
Novice Experienced t-value df 2-tailed 
Mean Mean Sig. 
S. D. S. D. 
Task time 19.90 16.60 1.410 18 . 176 6.59 3.37 
Table 8.7: Independent sample t-test for task completion time 
The result showed that there was no significant difference in total time taken to 
complete search tasks between noViCe and experienced searchers (Hl). 
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8.8.6.1.2 Search terms used 
Table 8.8 shows the results of the comparison between novice and experienced 
users regarding the total number of different search terms used. 
Novice Experienced t-value df 2-tailed 
Mean Mean Sig. 
S. D. S. D. 
Search terms 10.20 10.00 
used 1.48 1.76 . 
275 18 . 786 
Table 8.8: Independent sample t-test for search terms used 
The results showed that there was no significant difference in total number of 
different search terms used by novice and experienced searchers (H2). 
8.8.6.1.3 Success score 
Table 8.9 shows the summary of the results of the comparison between novice 
and experienced searchers in success score. 
Novice Experienced t-value df 2-tailed 
Mean Mean Sig. 
S. D. S. D. 
Success score 5.70 6.60 -2.415 18 . 027 1.06 0.52 
Table 8.9: Independent sample mest for success score 
The results showed that there was a significant difference between novice and 
experienced searchers In terms of success score 
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8.8.6.1.4 Number of errors made 
Table 8.10 shows the summary of the results of the comparison between novice 
and experienced searchers in total number of errors made. 
Novice Experienced t-value df 2-tailed 
Mean Mean Sig. 
S. D. S. D. 
Errors made 2.10 1.90 
0.99 0.88 . 
477 18 . 639 
Table 8.10: Independent sample t-test for errors made 
The results showed that there was no significant difference between novice and 
experienced searchers M terins of total number of errors made (H4). 
8.8.6.2 Mann-Whitney U-test 
This test was used to find out the significance of difference between noViCe and 
experienced users regarding subjective satisfaction with the prototype interface. 
The results of the test are shown in Table 8.11. 
Group Mean 
Rank 
Sum of 
Ranks 
Mann- Asymp. Sig. 
Whitney U (2-tailed) 
Subjective Novice 30.83 1017.50 456 258 500 
satisfaction Experienced 36.17 1193.50 . . 
Table 8.11: Mann-Whitney U-test for satisfaction with the prototype 
The results showed that there was no significant difference in satisfaction by the 
noVice and experienced searchers With the prototype interface (H5). 
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8.8.6.3 Analysis of variance (ANOVA) 
The following is the ANOVA results of the prototype evaluation data. A detailed 
discussion of the numerous tests carried out to test the normality and homo- 
geneity of the data is given in Appendix 21. 
8.8-6-3.1 Age differences 
The ANOVA test for the search performance among different age groups showed 
that there was no significant difference in error rates among different age groups 
(H6). For a detailed breakdown of the results, see Appendix 22. 
8.8.6.3.2 Gender differences 
Comparisons were made to find out if differences exist in search performance 
between male and female users. The results showed there was no difference in 
performance (H7). The results of gender differences are shown in Appendix 23. 
8.8.6.3.3 Online search training 
Three experienced searchers reported having formal training in conducting online 
searching. The ANOVA results showed that there was no significant difference 
in performance among trained, untrained and novice searchers (H8). Appendix 24 
shows the results of the test. 
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8.8.6.3.4 Computer experience 
A separate ANOVA was run to see the difference in performance among users 
with different levels of computer experience. The results showed that there was 
no significant difference in performance among searchers with different levels of 
computer experience (H9). The results of the test are shown in Appendix 25. 
8.8.6.3.5 Status of the users 
Results of the ANOVA for search performance among different status groups also 
showed that there was no significant difference among postgraduates, research 
students and research staff (H10). For detail results of this test, see Appendix 26. 
8.8.7 Comparative analysis of results 
The results of the prototype evaluation are discussed in the previous section. in 
this section, a comparative analysis of the entire experimental results is presented. 
The three experiments carried out were: 
1) Novice and experienced searchers performance and satisfaction with the 
Web of Science; 
2) Novices initial learning and retention of the Web of Science; and 
3) Novice and experienced users performance With the prototype interface. 
In all experiments, users have shown differences in their time taken, terms used, 
success in tasks, errors, as well as other parameters. The key question is: how did 
user performance vary over these three experiments. Given that the search tasks 
to be carried out were identical, any difference observed should be due to the 
quality of the interface and different levels of users' experience. 
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Experiments Search 
groups 
Time 
taken 
Search 
terms 
Success 
score 
Errors 
made 
First Novice 43.90 19.80 3.40 10.00 
experiment Experienced 42.83 20.00 5.17 5.67 
Sec nd Learning 23.80 12.50 5.40 5.20 
experiment Retention 21.60 11.40 4.60 4.50 
Prototype Novice 19.90 10.20 5.70 2.10 
evaluation Experienced 16.60 10.00 6.60 1.90 
Table 8.12: Comparison of overall performance data in three experiments 
Table 8.12 above shows that in general, there is a noticeable reduction in the time 
taken by users of the prototype evaluation as compared to the earlier usability 
expernnents. As can be seen from the Table, both novice and experienced users 
achieved noticeable improvements with the prototype. They made fewer errors 
and were more successful with the prototype compared with the earlier tests. 
8.8.7.1 Tests for statistical significance 
in the previous section, the various user groups were shown to have compared 
favourably With the prototype Web IR interface. The statistical significance of the 
three experimental conditions is discussed in this section. 
8.8.7.1.1 The independent sample t-test: experienced across experiments 
An independent sample t-test was run to see the difference between experienced 
users M the first usability test and the prototype evaluation data. The results of the 
comparison are shown in Table 8.13. The results of various tests carried out to test 
the normality of data is given in Appendix 27. 
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First Prototype t-value df 2 tailed 
experiment evaluation Sig. Mean Mean 
S. D. S. D. 
Time taken 42.83 16.60 
11.80 3.37 6.782 20 . 000 
Search terms 20.00 10.00 
used 5.61 1.76 
5.401 20 
. 000 
Success 5.17 6.60 
score 1.34 0.52 -3.187 
20 
. 005 
Errors made 5.67 1.90 
2.19 0.88 
5.097 20 . 000 
Table 8.13: The independent sample Mest for experienced users' performance 
This shows that experienced searchers in the prototype experiment performed 
significantly better in all performance measures than the experienced group in the 
fitst usabihty test. 
8.8.7.1.2 Analysis of variance (ANOVA): novices across experiments 
The following is the ANOVA test results of the novices' performance data across 
all experitnental conditions. The results of the test are shown in Table 8.14. The 
results of normality and homogeneity of the data are iven in Appendix 28. 9 
Sum of 
Squares 
df Mean 
Square 
F Sig. 
Time Between Groups 3750.600 3 1250.200 
taken Within Groups 4387.800 36 121.883 10.257 . 000 
Total 8138.400 39 
Search Between Grou s 559.875 3 186.625 
terms used Within Groups 476.100 36 13.225 14.112 . 000 
Total 1035.975 39 
Success Between Groups 31.675 3 10-558 
score Within Groups 97-300 36 2.703 3.905 . 016 
Total 128.975 39 
Errors Between Grou S 328-900 3 109.633 
made Within Groupý 337.000 36 9.361 11.712 . 000 __ Total 665.900 39 
Table 8.14: ANOVA for novices' performance across experiments 
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The results of ANOVA show that there exist significant differences in novices' 
performance in all experiments. 
8.8.7.1.3 Mann Whitney U-test: subjective satisfaction across experiments 
The Mann Whitney U-test results were obtained when the subjective satisfaction 
among different groups was compared across the three experimental conditions. 
The test results showed that both novice and experienced users in the prototype 
evaluation were significantly more satisfied (p<. 05) with the prototype interface 
than their counterparts in the first usability study. There was significant difference 
between novices' satisfaction in the retention experiment and the prototype 
evaluation (p<. Ol) although no significant difference was found between novices' 
satisfaction in learning experiment and the prototype evaluation. The results of the 
Mann-Whitney U-test are shown in Appendix 29. 
8.9 Discussion of results 
The summative evaluation reported in this Chapter examined users' performance 
and satisfaction while interacting with the prototype interface in searching for 
task-specific queries. The comparative analysis of results showed that the prototype 
enabled both novice and experienced users significantly to improve their search 
performance compared to earlier usability tests with the Web of Science interface. 
Similarly, both user groups in the prototype evaluation were significantly more 
satisfied with the interface than the earlier usability tests. The prototype interface 
also successfully diminished the results of individual differences among different 
gender, age and training groups. 
It is clear that users of the prototype evaluation had significantly improved their 
performance. Whereas users of the earlier tests, took more time to complete the 
tasks., the users of the prototype took much less time. They were also significantly 
more successful and made fewer errors compared with earlier studies. These 
results confirmed the efficacy of the user-centred approach. 
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9.1 Introduction 
This Chapter first outlines the main conclusions drawn frorn this research work. 
Interpretations of the research findings and the implications for researchers and 
practitioners, including limitations, are discussed. The principles that have been 
developed for designing Web-based IR interface as a part of the research project Cýl C. ), 
are discussed. Finally, suggestions for some possible future work based on the 
research findings are outlined. 
9.2 Conclusions 
The current research project has confirmed that online searching is still hard to do. 
More than fifteen years ago, Borgman (1986a) asked: "Why are online catalogs 
hard to use? " Ten years later Borgman (1996) again asked: "Why are online 
catalogs still hard to use? " She noted that many of the design challenges identified 
in the 1980s have yet to be resolved. It was expected that the development of 
Web-based search interfaces would improve end-users' ability to search online 
databases. However, rapid technological changes do not necessarily contribute 
to the development of more usable information retrieval systems. 
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it is clear that online searching is difficult because IR system design does not 
incorporate sufficient understanding of users' information seeking behaviour into 
user interfaces. To design effective interfaces for information retrieval, two distinct 
development domains must be combined: behavioural and constructional. The 
behavioural domain represents the views of the users and how they interact with 
such systems, while the constructional domain represent the views of the system 
developers and the overall system. The user interaction component is developed 
in the behavioural domain, i. e., the look and feel together with behaviour as a 
user interacts with an IR interface. The user interfaces and rest of the application 
are developed in the constructional domain. The user interfaces for IR applications 
often emphasise only the constructional domain and ignore the behavioural domain. 
As a result, many information retrieval interfaces suffer from usability problems 
which make them difficult to use and learn. 
The literature review revealed that the design of a perfect IR interface is difficult 
to achieve due to the diversity of users that such a system is expected to cater or. 
The users differ in many respects, i. e., search experience, computer experience, 
subject knowledge, as weR as other characteristics such as academic background, 
age, or gender. As a result of such factors, each user may employ different stra- 
tegies for searching information in an IR application. Despite this diversity, a 
good user interface design compensates for individual differences by anowing 
users to explore the system in whatever fashion is most suitable to them. 
Early information retrieval applications used very structured command mode 
interfaces and most of their use was delegated to professional searchers who were 
well trained in the information search process. With the proliferation of Web-based 
IR interfaces since mid-1990s, millions of users now have access to such services. 
These users typically have little or no formal training on how to construct search 
queries. Although studies have showed that most users have a positive opinion 
about Web-based systems, the speed with which such interfaces have been deve- 
loped has resulted in search interfaces that often reflect little care for usability. 
Web-based search interfaces should be easy to use, to learn, and to remember, 
and should be flexible in adapting to a diverse user population. 
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Designing an interactive system is a difficult task. User-centred design is a method 
for designing such complex interactive systems. IR systems are characterized by 
having several kinds of users that are involved with the system. The user-centred 
design is intended to handle such cases. The main idea behind the method is that 
understanding the users and their tasks is the proper basis for interactive systems 
development. With a systematic process of designing systems to support users in 
their tasks, a higher level of usable and useful systems can be achieved. 
This research adopted a user-centred methodology for the design and evaluation 
of a prototype Web IR interface. The method was based on an interdisciplinary 
research approach that combined both IR interaction perspective and user- 
centred design in HCL The objective was to examine the usability of the Web of 
Science interface in order to perform empirical usability testing and heuristically 
according to established usability guidelines. This demonstrated how wen the 
Web of Science functionality and interaction techniques support the kinds of 
tasks the users are expected to research on such systems. Observations of users' 
behaviour during usability tests provided hierarchical task analysis of different 
tasks and a model of information seeking in Web-based IR systems. This led to 
the design of a prototype interface. To optimise the effectiveness of the interface, 
and the extent to which it improved on the previous interface, a series of 
usability evaluations were conducted with the prototype interface designs. The 
heuristic evaluation identified usability problems with the prototype which could 
be improved. The formative evaluations identified changes to be made in the 
prototype by using task scenarios. Finally, a summative comparative evaluation 
validated the design by both novice and experienced users. 
Hierarchical task analysis was performed using user tasks during usability tests. 
It should be noted that whilst an HTA shows information concerning users' tasks 
in Web-based IR interfaces, it does not provide user interface requirements for 
such systems. However, by focusing upon the analysis of user activities rather 
than an existing task implementation, HTA encourages novel and apt design. 
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This research proposed a model that described users' activities during information 
:1 seeking process and interface-level activities to support that information seeking. 
The model involves a layered structured approach into the search interface to 
accommodate different knowledge-level of users. Furthermore, the model implies 
that the early phases of articulating search needs and forming queries should be 
supported by an index browsing facility, while results examination phase requires 
visualisation of retrieved results with relevance feedback. It was expected that 
the provision of index browsing would enable users to get round the vocabulary 
problem by having access to a rich set of terms in context which they can 
process, browse until a suitable match is found. 
A prototype interface was Unplernented incorporating many of these features. The 
initial design of the prototype interface was sketched on paper and then mocked- 
up for PowerPoint using Visual Basic. An advantage of using PowerPoint as a 
prototyping tools is that it can be developed quickly and modified with a mini- 
murn of efforts. Moreover, it can be saved in HTML for Web implementation. 
heuristic evaluation was carried out with the PowerPoint version of the 
prototype interface. Experts were satisfied with the prototype design. They noted 
that the prototype presented a clear and simple interface which most users should 
find highly usable. A formative evaluation was conducted with the Web-based 
version of the prototype interface using task scenarios. During this experiment, 
users were observed as they interacted with the prototype. They suggested several 
improvements to make the prototype more usable. The users' ability to produce 
design solutions with so little instruction indicates that exploration of these 
scenario-based tools could help in usability engineering in IR interfaces. 
A summative evaluation of the prototype interface was conducted with a group 
of users. The comparative analysis with the earlier usability experiments showed 
that the prototype interface performed better than the Web of Science interface. 
The result showed that the prototype interface enabled the users to solve most 
of their task-related queries and had significantly improved their performance 
across all performance measures. They took less time, made fewer errors, and 
had higher success scores than even those achieved in the learning experiment 
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with the Web of Science interface. The users of the prototype evaluation were 
also significantly more satisfied with the interface than the earlier usability studies. 
These results confirm that integrating user-centred methods into IR interaction 
research can bring better interface design for IR systems. 
This research was interesting in many ways. First, the research was based upon 
understanding current Web IR users. This is in contrast to many current research 
efforts on IR interfaces that often make assumptions about the users and their 
tasks. Second, the prototype interface was not driven from the system perspective 
but was oriented toward users' behaviour and their information seeking process. 
Third, the principles of IR interface design discussed below were devised not 
from assumptions but from practical experience with the prototype design. 
9.3 Principles of effective IR interface design 
This section discusses princi les that have been developed for designing Web-based Ip C? 
information retrieval interfaces as part of this research. Many of these guidelines, 
however, have appeared in the literature (Van House, 1996; Shneiderman et al., 
1997; Denning et al., 1998; Hearst, 1999). The emphasis here is to offer designers 
general guidelines for effective user interfaces for information retrieval. 
9.3.1 Strive for consistency 
Studies have shown time and time again that inconsistency in a user interface can 
affect users' performance and satisfaction significantly. It is, therefore, important 
to make sure that layout, terminology, instructions, colour, and fonts are used 
consistently across search interfaces. User interfaces for IR applications also need 
to be consistent among thernselves (Shneiderman et al., 1997). Consistency across 
multiple search interfaces can bring faster learning, and increased comprehen- 
sion, leading to more effective searches and higher satisfaction. 
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9.3.2 Support both novice and experienced users 
When both novice and experienced searchers must be accommodated in an IR 
interface, the basic strategy is to permit a layered structured approach to learning. 
Recognising that not all users have the same level of proficiency, a varied search 
experience interface is essential. Designers should consider developing a set of 
search screens to support their unique needs. For example, novices can be pres- 
ented with a simple search interface that provides the basic functionality of the 
application. Alternative interfaces can be offered for more experienced users 
giving them more control, more options, and more features. Good user interface 
designs also ptovide intuitive btidges between diffetent seatch intetfaces 
In addition, expert searchers need the power and precision of a command mode 
interface that offers sophisticated search techniques for subrnitting queries. Thus 
users who already know about the search interface should not have to perform a 
time-consuming search and navigate through a lengthy series of dialogues. These 
users should be allowed to use shortcuts or a command line interface for entering 
their command rapidly and directly, perhaps even bypassing much of the feedback 
and error checking that should be supplied to novice users (Shneiderman, 1998). 
9.3.3 Make the system actions explicit to the users 
The query formulation process needs to be clarified. Explicit categories are useful 
in formulating a search. Showing the available search categories (labelled buttons) 
gives users a way to match their own description of the topic to vocabularies used 
by the indexes. Displaying terms included in a query is a common standard for 
results lists, but few systems indicate whether or how Boolean operators were 
used. Not only should the searcher see the terms used in the query, but also the 
operators used to form the query. 
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9.3.4 Assist the user in refining the search query 
The designers can employ a number of techniques. First, they should provide clear 
and simple ways to modify a query, and the ability to reset the query statement. 
Second, the query can be summarised on the results page so that the user can be 
reminded exactly what was searched for. Once a search is made, the query terms 
can be displayed in a window on the top of the result screens. This also allows the 
searcher to modify the query terms, thus reducing the need to navigate to search 
screens for query modification. 
9.3.5 Offer informative feedback 
The user should be informed about all aspects of search: the database, fields, what 
is being searched for, and relationships among retrieved documents. When the 
search is complete, it should be obvious to the user what happened and why. 
Results lists should be structured in such a way that the contents of the returned 
records are clear. The information most important to users should be clearly 
displayed in the results. The inclusion of the query statement in the result and the 
highlightin of search terms are essential. These features do much to ensure that 4i C) 9 
the users are able to keep focused on their searches at all stages of the process. 
They also guide the users not only in selecting which records might be of interest, 
but also whether the search resulted in the types of information desired. 
9.3.6 Offer simple error handling 
All error messages should be specific, constructive, uncritical of the user, and 
should offer no more technical detail than necessary. The error messages should 
also indicate methods of diagnosing search failures and provide hints on more 
successful strategies. Users will find ways to make errors. Therefore, in order to 
increase the user's feeling of being in control, the user interface should always 
offer the users an easy way out from the system. This would encourage users to 
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perform exploratory learning since they could always try out unknown options, 
knowing they have the ability to get out of trouble without repercussions. 
9.3.7 Permit easy reversal of actions 
Every action should be reversible so users can go back to a previous state in a 
session. In this context, the best example is probably keeping a history of queries 
and letting users reissue them. The user should be able to keep track of all searches 
within a current session, and to return to search set results without re-keying the 
search. This gives searchers the flexibility to refine searches as they gain greater 
understanding of the topic being researched. 
9.3.8 Avoid complex navigation 
Reduce the amount of required navigation by making the functions available on 
the screen. The navigation buttons should always present while the users build 
the query. In the case of the prototype design a navigation menu containing the 
different search options is always available while the users builds the query. 
A trade-off exists between having users scroll down a page as they complete a 
longer query form and designing the screen so that the query fits on one page. 
The prototype interface showed a flexible workplace that rMnimised scrolling or 
paging around. Frames divide the screen into work areas. 
9.3.9 Reduce short-term memory load 
Information seeking is an iterative process, the goal of which might change as 
information is encountered. It is, therefore, important to keep a session history, 
so users can always go back and reuse their previous searches. Another memory- 
aiding device is to provide a compact design that minimises scrolling and jumping 
and anchors users in a screen space that tightly couples search and result. 
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Displaying Boolean operators allows users to select items through recognition. 
in addition, whenever users are asked to provide input, the system should describe 
the required format and, if possible, provide an example of legal input, such as a 
default value. For example, a system asking the user to enter year(s) should do it 
as follows: 'ýA'yy or YYYY-YYYY. 
The guidelines presented above are not intended to be an exhaustive list of prin- 
ciples to follow when developing Web-based IR interfaces. Rather, they highlight 
some high-level concepts that should be considered in order to promote the 
usability of such systems. Some of these principles were followed in the prototype 
interface design and resulted in improved performance and satisfaction both by 
novice and experienced users. 
9.4 Implications of the research 
This research has illustrated the application of user-centred method for designing a 
prototype IR interface. The results have shown that such a methodology can bring 
a significant improvement in the design of a prototype Web-based IR interface. 
Specifically, it has demonstrated that such changed interfaces can offer significant 
performance and user acceptability results over traditional interfaces. 
This research has demonstrated that opportunity exists to improve usability of 
Web-based interfaces for bibliographic searching dramatically. It can serve as a 
baseline for introducing user-centred process in developing effective interfaces 
for online searching. It also provided models and principles that IR researchers 
and practitioners can exploit in designing interfaces for information retrieval. 
It is essential that online search systems pay more attention to users' need when 
designing interfaces for their services. Usability evaluation methods can be used 
to gather users' needs and how these interfaces can be improved. Task analysis, 
prototyping and iterations could run continuously, until a satisfactory level of 
design has been reached. As enhancements are implemented, it is important to 
assess their impact and to identify new opportunities for improving the interface. 
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There were a number of limitations with the design of the usability experiments, 
which concerned the allocation of participants to the experimental groups, and the 
query topics used. In particular during usability testing, only limited pilot studies 
were conducted to test the experimental method before conducting the actual 
experiments due to the non-availability of volunteers. It should be noted, however, 
that the pilot tests were carried out in all cases with users although they were not 
always representative of the target user groups. Furthermore, the usability tests 
used a set of search tasks gathered from a user survey discussed in Chapter 3. 
Several participants complained about the query topics, remarking that they were 
unfamiliar and too technical. However, most users were able to complete the tasks. 
This validated the appropriateness of the search tasks for the usability tests. 
Another limitation was the scope of the prototype interface. The interface was 
relatively simpler in terms of design complexity when compared to any existing 
Web-based IR systems. In addition, it was implemented with limited functionality, 
although most basic information for the tasks was included. This may occasionally 
have caused users to ask for fringe information which was not always available. 
In particular, the users were not able to use the index browsing facility. Instead, 
they added query terms relevant to task-specific queries from their own knowledge 
of the information problems. This must have affected their choice of search terms. 
Furthermore, the prototype only allowed searching task-specific queries used in 
usability tests. It displayed a default result page if a user's query was accurate. The 
users were not able to interact with the result pages, nor could they observe the 
context in which the results list appeared. A number of users commented that 
the absence of actual search results made it difficult to assess the relevance of the 
search terms, as they could not see the effect query terms had on the documents 
retrieved. In order to overcome these problems, the prototype would have to be 
fully functional and implemented in a real information retrieval environment. 
Despite these limitations, the result of prototype evaluation has showed significant 
improvements in users' performance and satisfaction. The user-centred approach 
helped in the successful design of the prototype interface. 
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9.6 Thesis contributions to knowledge 
9.6.1 Literature review 
The review revealed that there is insufficient integration of HCI techniques into 
IR research. Most IR systems have been created in an ad-hoc manner) and only a 
few publications describe how these systems perform in terms of user interface 
functions and features. The importance of user-centred design and usability engi- 
neering is rarely noted. The review provided a broad framework for introducing 
different HCI methods into IR research. 
9.6.2 User-centred approach 
This research described a user-centred methodology for designing a prototype 
Web-based IR interface. The methods consist of performing usability evaluations 
of a Web-based IR interface in order to design a user-centred prototype. While 
similar methodologies have been applied to design traditional GUI-based systems, 
this particular methodology is novel because it was designed specifically for and 
applied to an information retrieval interface. The user-centred methodology has 
resulted in a prototype IR interface for which I have provided empirical evidence 
of effectiveness and usability. 
9.6.3 Detailed and structured experimental study 
The usability tests undertaken and reported in this thesis are detailed and structured. 
The experimental design, from equipment employed to the procedures and tasks, 
was unique. This facilitated the measurement and analysis of several parameters 
that would otherwise be difficult to capture and analyse. 
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9.6.4 Information seeking model 
The thesis presented an information seeking model for Web-based IR systems. 
The model described higher-level activities in information seeking and interface- 
level activities to support that information seeking. The model highlighted several 
desirable features of a Web-based IR system. This model can be used by designers 
in improved user interfaces for IR applications. 
9.6.5 The prototype IR interface 
The most important contribution is the design of the prototype interface. The 
use, extension, and refinement of this prototype can address many of the problems 
of users' information searching in Web-based information retrieval systems. 
9.6.6 Principles of IR interface design 
User interface design is a large and growing discipline. Commercial guidelines are 
widely available containing hundreds of good suggestions. Several authors have 
also provided short list of 'golden rules' for interface design. This thesis described 
principles that have been developed specifically for designing IR interfaces. They 
were drawn from the practical experience with the prototype design. 
9.7 Future research directions 
There is still a great deal of interesting work to be carried out, which was beyond 
the scope of the current research. Several areas of research in user interface design 
for IR applications seern appropriate for consideration in the immediate future. 
Particular areas of interest are discussed below: 
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The prototype interface was designed for only a small portion of the functionality 
of the IR design. This allowed for searching only the task-specific queries discussed 
in the summative evaluation. One of the first enhancements that can be done to 
the prototype design is to incorporate databases to cater for the entire application. 
This will go a long way in showing the efficacy of the user-centred approach. 
The prototype interface was used to explore some of the basic issues that affect 
users" search performance. Thus, in the formative evaluation of the prototype, some 
limitations and conventions were inevitable. For example, the experiment conducted 
was based on the comparison of specific-queries in the prototype with the earlier 
studies. Further studies are warranted with alternative tasks,, more diverse users, 
and with more functionality within the interface. 
Researchers should actively engage in developing interfaces for a variety of infor- 
mation sources. In addition to bibliographic databases, many other information 
resources in the Web should be made more easily accessible and usable. The 
importance of multimedia interfaces demands special attention (Hartley, 2001). 
Researchers must determine how such sources are different from bibliographic 
sources and what approach best supports end-user access and use. 
Developing intelligent interfaces for information retrieval is a difficult activity, 
and no well-established models of the functions that such systems should possess 
are available. Despite this difficulty, many intelligent interfaces for information 
retrieval have been implemented in the past years. Researchers must continue to 
develop and study expert systems that collaborate with end-users in information 
retrieval. 
New input/output modalities must be tested and integrated into end-user interfaces. 
Speech recognition and other technologies could provide alternative input modes 
for users, enriching the vocabulary of problem articulation and accommodating 
individual differences. More significantly, multimodal interfaces provide a wider 
channel for expression and feedback. 
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Researchers should work to develop interfaces that can accommodate individual 
differences and cultural diversity. Whenever possible, standards and techniques for 
representation, selection, interaction, and input/output devices should be adaptable 
to individual physical, cognitive, and cultural characteristics. Multilingual interfaces 
are particularly important as the IR systems continue to become more global. 
User studies have long been part of library and infortnation science. Studies of 
online database users provided important corrections to the design of such systems. 
This research observed users interacting with an existing IR system. More such 
user-cent-red studies are necessary to gain greater knowledge and understanding of 
the complexities of human information seeking behaviour. 
Task analysis is essential to create a better adaptation between a user's knowledge, 
tasks and goals. A very important factor is the issue of different kinds of tasks and 
how they affect user behaviour. This research recognised the tasks offered by the 
system and the user interface and the different levels of tasks of the users. More 
such task-oriented research is needed. 
As a result of the continuous increase in the complexity and sophistication of IR 
applications, making the user interface adaptive may increase its usefulness. Future 
research should involve a more focused methodological framework for acquiring 
knowledge of how users, on a general and individual level perform during an IR 
interaction. This way, the design of the IR search interfaces could adapt to users' 
needs and support them in their information searching tasks (Brusilovsky, 1996). 
In the longer term, this knowledge should be implemented in IR applications and 
interfaces to improve human-computer interaction. 
This research has showed that the user-centred methodology can have a major 
impact on designing interfaces for online searching. IR interface designs need to be 
user-centred to support users' needs and their information seeking behaviour. 
Until designers apply such user-centred methods, most IR interface designs win 
be driven by the constructional domain, and possibly by computer scientists, 
rather than by the needs of the users for whom these systems are intended. 
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Survey of Web-based IR Use 
Please tick boxes where appropriate 
1- Name: 
Department: 
3. Status: Fý Staff El Postgraduate student R Research student Ej Undergraduate student E] Others, please specify 
4. How often do you look for information on Web-based information retrieval 
systems? 
Fý This is the first time 
FlRarely - no more than once a month 
0 Regularly - at least once a month 
F-I Occasionally 
5. What information do you look for on Web IR systems? Please check all that 
apply. 
F-I Books Djournal articles 
E] Recent developments F-I Older materials 
Ej Bibliographic citations F] Full-text 
Fý Abstracts 
6. Do you generally find the information you need? 
F-I Yes F-I No 
7. Please state some typical queries for which you have used Web-based 
databases: 
iv) 
V) 
8. We hope to undertake a number of experiments with users of these 
services. Would you be willing to participate in such an experiment? 
F-I Yes F-I No 
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Recruitment Questionnaire 
Please tick boxes where appropriate 
1. Name: 
Department: 
3. What subjects do you need information about: 
4. Status: M Staff Ej Postgraduate student 
M Research student Ej Others (please specify) 
Age: 18-24 
35-44 
25-34 
45 or above 
6. Sex: F] Male Fý Female 
7. How long have you been using computers? 
F1 Less than 1 year 1-2 years 
F1 3-5 years 6-10 years 
F] More than 10 years 
8. Do you have any experience on how to conduct searches on an information 
retrieval system, such as FirstSearch, Dialog, or LEXIS/NEX1S, etc.? 
Fý Yes Fý No 
9. Have you received any training on online information searching? 
7 Yes 7 No 
10. Have you ever used the ISI Web of Science databases? 
F-I Yes M No 
11. If yes, how long have you been using the Web of Science databases? 
Less than 1 year Fý 1-2 years 
3-5 years 0 Over 5 years 
12. if yes, how often do you use the Web of Science? 
r-ý only used once before 0 Regularly, up to 4 times per month 
M Rarely F-ý More than 5 times per month 
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Questionnaire for User Interface Satisfaction (QUIS) 
Please circle the numbers, which most appropriately reflect your impressions 
about using the system. Try to respond to all the items and for items that are 
not applicable, use: NA. 
overall reactions 
to the system 
1. terrible 0 1 2 3 4 5 6 7 wonderful NA 
2. unimpressive 0 1 2 3 4 5 6 7 impressive NA 
3. difficult 0 1 2 3 4 5 6 7 easy NA 
4. inefficient 0 1 2 3 4 5 6 7 efficient NA 
5. useless 0 1 2 3 4 5 6 7 useful NA 
6. unfriendly 0 1 2 3 4 5 6 7 friendly NA 
7. frustrating 01234567 satisfying NA 
8. ineffective 01234567 powerful NA 
9. dull 0 1 2 3 4 5 6 7 stimulating NA 
10. rigid 0 1 2 3 4 5 6 7 flexible 
NA 
Screen 
1. Reading hard 01234567 easy 
NA 
characters on the 
screen 
12. Onscreen inadequate 01234567 adequate 
NA 
information 
13. Arrangement of illogical 01234567 
logical NA 
information 
14. Items are easy never 01234567 always 
NA 
to find 
Appendices 
15. Screen Confusing 01234567 very clear NA 
sequencing 
16. Screen back difficult 01234567 easy NA 
track 
17. Back to main difficult 01234567 easy NA 
screen 
Terminology and 
system feedback 
18. Simple and never 01234567 always NA 
natural 
dialogue 
19. Use of terms inconsistent 01234567 consistent NA 
throughout 
the system 
20. Position of inconsistent 01234567 consistent NA 
messages 
on screen 
21. Prompts for confusing 01234567 clear NA 
input 
22. System never 01234567 always NA 
informs about 
work progress 
23. Error unhelpful 01234567 helpful NA 
messages 
Learning 
24. Learning to difficult 01234567 easy NA 
operate the 
systern 
25. Exploring new difficult 01234567 easy NA 
features by 
trial and error 
26. Remember difficult 01234567 easy NA 
commands 
Appendices 
27. Performing tasks never 01234567 always NA 
is straightforward 
28. Help messages confusing 01234567 clear NA 
on the screen 
29. Help access difficult 01234567 easy NA 
System capabilitie6 
30. Systern speed 
31. System 
reliability 
32. Correcting 
mistakes 
33. Designed for 
all levels of 
users 
too slow 01234567 fast enough NA 
unreliable 01234567 reliable NA 
difficult 01234567 easy NA 
never 01234567 always 
NA 
34. List the most negative aspects(s): 
i) 
ii) 
iii) 
35. List the most positive aspects(s): 
i) 
36. Any other comments: 
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Characteristics of Novice Participants 
Participant Department Status Age Gender Computer 
grou use 
1 Manufacturing Research 25-34 Male 6-10 years 
Engineering student 
2 Chemistry Research 25-34 Female 1-2 years 
student 
3 civil Postgraduate 25-34 Male 1-2 years 
Engineering 
4 civil Research 25-34 Male More than 
Engineering student 10 years 
5 Chemistry Postgraduate 25-34 Male 1-2 years 
6 Human Postgraduate 25-34 Female More than 
Sciences 10 years 
7 Manufacturing Postgraduate 25-34 Male 6-10 years 
Engineering 
8 Information Postgraduate 35-44 Female 3-5 years 
Science 
9 LISU Research 18-24 Female 3-5 years 
associate 
10 information Postgraduate 25-34 Female 1-2 years 
Science I I 
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Characteristics of Experienced Participants 
Participant Department Status Age Gender Computer 
group use 
Sleep Research Research 18-24 Male More than 
Lab associate 10 years 
? Chemical Postgraduate 25-34 Male More than 
E. ngineering 10 years 
3 Human Research 18-24 Female More than 
Sciences student 10 years 
4 Information Research 25-34 Female 6-10 years 
Science associate 
5 Human Research 35-44 Female More than 
Sciences student 10 years 
6 ICE Research 25-34 Male 6-10 years 
Ergonomics associate 
7 Computer Research 18-24 Male More than 
Science student 10 years 
8 Social Research 25-34 Female 3-5 years 
Sciences student 
9 Human Research 35-44 Female More than 
Sciences student 10 years 
10 CREST Research 25-34 Female 6-10 years 
associate 
11 Electrical Research 25-34 Male 6-10 years 
Engineering student 
12 information Research 25-34 Male More than 
Science student 10 years 
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Histograms for Normality of Data 
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Probability Plots for Normality of Data 
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Tests for Homogeneity of Variances 
Test of Homogeneity of Variances for Age Groups 
Levene 
Statistic dfl df2 Sig. 
time taken 
. 967 2 19 . 398 search terms used . 518 2 19 . 604 success score 3.944 2 19 . 037 errors made 1 1.868 2 19 . 182 
Test of Homogeneity of Variances for Gender Groups 
Levene 
Statistic dfl df2 Sig. 
time taken 2.643 3 18 . 081 
search terms used 2.433 3 18 . 098 
success score . 972 3 18 . 427 
errors made 1.572 3 18 . 231 
Test of Homogeneity of Variances for Training 
Levene 
Statistic dfl df2 Sig. 
time taken 1.652 2 19 . 218 
search terms used 1.286 2 19 . 299 
success score . 223 2 19 . 802 
errors made 2.223 2 19 . 136 
Test of Homogeneity of Variances for Computer Experience 
Levene 
Statistic dfl df2 Sig. 
time taken 2.988 3 18 . 058 
search terms used 1.221 3 18 . 331 
success score 7.641 3 18 . 002 
errors made . 597 3 18 . 
625 
Test of Homogeneity of Variances for Status Groups 
Levene 
Statistic dfl df2 Sig. 
time taken 2.764 2 19 . 088 
search terms used 3.178 2 19 . 064 
success score 1.160 2 19 . 335 
errors made 3.907 2 19 . 038 
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Kolmogorov-Smirnov test for Normality 
One-Sample Kolmogorov-Smirnov Test 
time taken 
search 
terms used 
success 
score errors made 
N 22 22 22 22 
Normal Parametersa, b Mean 43.3182 19.9091 4.3636 7.6364 
Std. Deviation 14.3639 5.5883 1.6488 3.9102 
Most Extreme Absolute . 173 . 137 . 
158 . 253 
Differences Positive . 173 . 108 . 
115 . 253 
Negative -. 074 -. 137 -. 158 -. 131 
Kolmogorov-Smirnov Z . 813 . 643 . 
740 1.187 
Asymp. Sig. (2-tailed) . 523 . 
803 . 645 . 
119 
a. Test distribution is Normal. 
b. Caiculated from data. 
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ANOVA for Age Differences 
ANOVA 
Sum of 
Squares df Mean Square F Sig. 
time taken Between Groups 316.423 2 158.211 . 748 . 487 
Within Groups 4016.350 19 211.387 
Total 4332.773 21 
search terms used Between Groups 11.885 2 5.942 . 175 . 841 
Within Groups 643.933 19 33.891 
Total 655.818 21 
success score Between Groups 11.408 2 5.704 2.372 . 120 
Within Groups 45.683 19 2.404 
Total 57.091 21 
errors made Between Groups 46.608 2 23.304 1.613 . 225 
Within Groups 274.483 19 14.446 
Total 321.091 21 
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Duncan's Test for Gender Difference 
success score 
Duncan a, b 
Subset for alpha = . 05 
sex differnce N 1 2 
novice male 5 2.8000 
novice_female 5 4.0000 
experienced_male 6 4.5000 4.5000 
experienced_female 6 5.8333 
Sig. 
. 057 . 111 
Means for groups in homogeneous subsets are displayed. 
a. Uses Harmonic Mean Sample Size = 5.455. 
b. The group sizes are unequal. The harmonic mean 
of the group sizes is used. Type I error levels are not 
guaranteed. 
errors made 
Duncan a, b 
Subset for alpha = . 
05 
sex diffemce N 1 2 
experienced 
- 
male 6 5.6667 
experienced - 
female 6 5.6667 
noviceJernale 5 8.8000 8.8000 
novice_male 5 11.2000 
Sig. 1 . 162 
,: ) r, r, 
Means for groups in homogeneous subsets are displayed. 
a. Uses Harmonic Mean Sample Size = 5.455. 
b. The group sizes are unequal. The harmonic mean 
of the group sizes is used. Type I error levels are not 
guaranteed. 
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ANOVA for Computer Experience 
ANOVA 
Sum of 
Squares df Mean Square F Sig. 
time taken Between Groups 1485.606 3 495.202 3.131 . 051 Within Groups 2847.167 18 158.176 
Total 4332.773 21 
search terms used Between Groups 37.568 3 12.523 . 365 . 779 Within Groups 618.250 18 34.347 
Total 655.818 21 
success score Between Groups 11.369 3 3.790 1.492 . 250 
Within Groups 45.722 18 2.540 
Total 57.091 21 
errors made Between Groups 64.841 3 21.614 1.518 . 244 
Within Groups 256.250 18 14.236 
Total 321.091 21 
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ANOVA for Status 
ANOVA 
Sum of 
Squares df Mean Square F Sig. 
time taken Between Groups 393.073 2 196.536 . 948 . 405 
Within Groups 3939.700 19 207.353 
Total 4332.773 21 
search terms used Between Groups 112.861 2 56.431 1.975 . 166 
Within Groups 542.957 19 28.577 
Total 655.818 21 
success score Between Groups 1.391 2 . 695 . 237 . 
791 
Within Groups 55.700 19 2.932 
Total 57.091 21 
errors made Between Groups 77.891 2 38.945 3.043 . 071 
Within Groups 243.200 119 12.800 
Total 321.091 21 
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Characteristics of Novice Participants 
Participant Department Status Age Gender Computer 
group use 
1 Chemistry Staff 45 or Male 1-2 years 
above 
2 Sports Research 18-24 Female 6-10 years 
Science student 
3 Computing Staff 25-34 Female 3-5 years 
Services 
4 Information Postgraduate 25-34 Female 3-5 years 
Science 
5 CRSP Staff 45 or Female 6-10 years 
above 
6 Economics Research 35-44 Female 3-5 years 
staff 
7 Mathematics Research 18-24 Male 3-5 years 
student 
8 WEDC Postgraduate 25-34 Male 3-5 years 
9 Economics Postgraduate 25-34 Male 3-5 years 
10 Electrical Research 45 or Male 3-5 years 
Engineerm student above 
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Two-way ANOVA for Age Differences 
Multivariate Testf 
Effect Value F Hypothesis df Error df Sig Between Intercept Pillai's Trace 
. 993 11 1.609a 4.000 3.000 
. 
001 Subjects Wilks'Lambda 
. 007 111.609a 4.000 3.000 
. 
. 001 Hotelling's Trace 148-812 11 1.609a 4.000 3.000 . 001 Roy's Largest Root 148.812 111.609a 4.000 3.000 . 001 AGE Pillai's Trace 1.516 1.277 12.000 15.000- . 323 Wilks'Lambda 
. 062 1.276 12.000 8.229 . 372 Hotelling's Trace 6.196 
. 861 12.000 5.000 . 618 Roy's Largest Root 4.170 5.212 b 4.000 5.000 . 050 Within Subjects FACTOR1 Pillai's Trace 
. 785 2.741 a 4.000 3.000 . 217 Wilks'Lambda 
. 215 2.741 a 4.000 3.000 . 217 Hotelling's Trace 3.655 2.741 a 4.000 3.000 . 217 Roy's Largest Root 3.655 2.741 a 4.000 3.000 . 217 FACTOR1*AGE Pillai's Trace 1.182 
. 813 12.000 15.000 . 637 Wilks'Lambda 
. 171 . 652 12.000 8.229 . 757 Hotelling's Trace 2.962 . 411 12.000 5.000 . 904 Roy's Largest Root Z209 2.761 b 4.000 5.000 . 148 
a. Exact statistic 
b. The statistic is an upper bound on IF that yields a lower bound on the significance level. 
C. 
Design: Intercept+AGE 
Within Subjects Design: FACTOR1 
Mauchly's Test of Sphericitp 
Epsilon a 
Approx. Greenhous 
Within Subjects Effect Measure Mauchl)(s W Chi-Square df Sig. e-Geisser Huynh-Feldt Lower-bound 
FACTOR1 TIME 1.000 . 000 0 
1.000 1.000 1.000 
TERMS 1.000 . 000 0 1.000 1.000 
1.000 
SUCCESS 1.000 . 000 0 1.000 1.000 
1.000 
ERRORS 1.000 . 000 0 
1.000 1.000 1.000 
Tests the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variables is proportional to an identity 
matrix. 
a. May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are displayed in the Tests of 
Wthin-Subjects Effects table. 
b. 
Design: lntercept+AGE 
Within Subjects Design: FACTOR I 
MultivariateF, d 
ithin SubLýcts Effect Value F_ Hypothesis df Error df Sig. 
FACTOR1 Pillai's Trace . 785 2.741 
a 4.000 3.000 . 217 
Wilks'Lambda . 215 2.741 
a 4.000 3.000 . 217 
Hotelling's Trace 3.655 2.741 a 4.000 3.000 . 217 
Roy's Largest Root 3.655 2.741a 4.000 3.000 . 217 
FACTOR1*AGE Pillai's Trace 1.182 _ . 813 
12.000 15.000 . 637 
Wilks'Lambda . 171 . 652 
12.000 8.229 . 757 
Hotelling's Trace 2.962 . 411 
12.000 5.000 . 904 
Roy's Largest Root 2.209 2.76 1b 4.000 5.000 . 148 
a. Exact statistic 
b. The statistic is an upper bound on F that yields a lower bound on the significance level. 
C. 
Design: lntercept+AGE 
Within Subjects Design: FACTOR1 
d. Tests are based on averaged variables. 
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Tests of Within-Subjects Contrasts 
Source Measure FACTOR1 
FACTOR1 TIME Lhnear 
Type III Sum 
of Squares 
67.335 
df 
1 
Mean Square 
67.335 
F 
4.025 
Sig. 
. 092 TERMS Linear 2.940 1 2.940 
. 560 . 483 SUCCESS Linear 1.707 1 1.707 2.363 
. 175 ERRORS Linear 
. 427 1 . 427 . 082 . 785 FACTORI*AGE TIME Linear 116.425 3 38.808 2.320 . 175 TERMS Linear 22.950 3 7.650 1.457 . 317 SUCCESS Linear 
. 467 3 . 156 . 215 . 882 ERRORS Linear 15.717 3 5.239 1.003 . 454 Error(FACTORl) TIME Linear 100.375 6 16.729 
TERMS Linear 31.500 6 5.250 
SUCCESS Linear 4.333 6 . 722 ERRORS Linear 31.333 6 5.222 
Tests of Between -Su bj ects Effects 
Transformed Variable: Averaqe 
Type III Sum 
Source Measure of Squares df Mean Square F Sig. 
Intercept TIME 7957.042 1 7957.042 167.101 . 000 
TERMS 2360.167 1 2360.167 508.778 . 000 
SUCCESS 447.207 1 447.207 81.723 . 000 
ERRORS 358.827 1 358.827 43.641 . 001 
AGE TIME 697.492 3 232.497 4.883 . 047 
TERMS 64.617 3 21.539 4.643 . 052 
SUCCESS 29.167 3 9.722 1.777 . 251 
ERRORS 65.717 3 21.906 2.664 . 142 
Error TIME 285.708 6 47.618 
TERMS 27.833 6 4.639 
SUCCESS 32.833 6 5.472 
ERRORS 49.333 6 8.222 
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Two-way ANOVA for Gender Differences 
Multivariate TWO 
Effect Value F Hypothesis df Error df Sig. 
Between Intercept Piilai's Trace 
. 985 79.927a 4.000 5.000 . 000 Subjects Wilks'Lambda 
. 015 79.927a 4.000 5.000 . 000 Hotelling's Trace 63.942 79.927a 4.000 5.000 . 000 Roy's Largest Root 63.942 79.927a 4.000 5.000 . 000 SEX Pillai's Trace 
. 463 1.0785 4.000 5.000 . 456 Wilks'Lambda 
. 537 1.078a 4.000 5.000 . 456 Hotelling's Trace 
. 863 1.078a 4.000 5.000 . 456 Roy's Largest Root 
. 863 1.078' 4.000 5.000 . 456 Within Subjects FACTORI Pillai's Trace 
. 774 4.271 a 4.000 5.000 . 072 Wilks'Lambda 
. 226 4.271 a 4.000 5.000 . 072 Hotelfing's Trace 3.416 4.27111 4.000 5.000 . 072 Roy's Largest Root 3.416 4.271 a 4.000 5.000 . 072 FACTOR1*SEX Pillai's Trace 
. 273 . 470a 4.000 5.000 . 758 Wilks'Lambda 
. 727 . 470a 4.000 5.000 . 758 Hotelling's Trace 
. 376 . 470a 4.000 5.000 . 758 Roy's Largest Root 
. 376 . 470a 4.000 5.000 . 758 
a. Exact statistic 
b. 
Design: Intercept+SEX 
Within Subjects Design: FACTORI 
Mauchly's Test of SphericitP 
Epsilon a 
Approx. Greenhous 
Within Subjects Effect Measure MauchlZs W Chi-Square df Sig. e-Geisser Huynh-Feldt Lower-bound 
FACTOR1 TIME 1.000 
. 
000 0 1.000 1.000 1.000 
TERMS I 
ý000 . 
000 0 1.000 1.000 1.000 
SUCCESS 1.000 
. 
000 0 1.000 1.000 1.000 
ERRORS 1.000 
. 
000 0 1.000 1.000 1.000 
Tests the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variabies is proportional to an identity 
matrix. 
a. May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are displayed in the Tests of 
Within-Subjects Effects table. 
b. 
Design: Intercept+SEX 
Within Subjects Design: FACTOR1 
Multivariateb, c 
Within Subjects Effect Value F Hypothesis df Error df Sig. 
FACTOR1 Pillai's Trace . 774 4.271 
a 4.000 5.000 . 072 
Wilks'Lambda . 226 4.271 
a 4.000 5.000 . 072 
Hotelling's Trace 3.416 4.271 a 4.000 5.000 . 072 
Roys Largest Root 3.416 4.271 a 4.000 5.000 . 072 
FACTOR1*SEX Pillai's Trace . 273 . 
4705 4.000 5.000 . 758 
Wilks'Lambda . 727 . 
470a 4.000 5.000 . 758 
Hotelling's Trace . 376 . 
470a 4.000 5.000 . 758 
Roys Largest Root . 376 . 
470a 4.000 5.000 . 758 
a. Exact statistic 
b. 
Design: Intercept+SEX 
Within Subjects Design: FACTOR1 
C. Tests are based on averaged variables. 
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Tests of Within-Subjects Contrasts 
Source Measure FACTOR1 
Type III Sum 
of Squares df Mean Square F Sig. 
FACTOR1 TIME Linear 24.200 1 24.200 1.005 . 345 TERMS Linear 6.050 1 6.050 1.000 . 347 SUCCESS Linear 3.200 1 3.200 5.565 . 046 ERRORS Linear 2.450 1 2.450 . 478 . 509 FACTOR1*SEX TIME Linear 24.200 1 24.200 1.005 . 345 TERMS Linear 6.050 1 6.050 1.000 . 347 SUCCESS Linear 
. 200 1 . 200 . 348 . 572 ERRORS Linear 6.050 1 6.050 1.180 . 309 Error(FACTOR1) TIME Linear 192.600 8 24.075 
TERMS Linear 48.400 8 6.050 
SUCCESS Linear 4.600 8 . 575 ERRORS Linear 41.000 8 5.125 
Tests of Between -Su bi ects Effects 
Transformed Variable: Averaae 
Type III Sum 
Source Measure of Squares df Mean Square F Sig. 
Intercept TIME 10305.800 1 10305.800 93.967 . 00 
TERMS 2856.050 1 2856-050 248.352 . 000 
SUCCESS 500.000 1 500-000 105.820 . 000 
ERRORS 470.450 1 470.450 40.469 . 000 
SEX TIME 105.800 1 105.800 . 965 . 
355 
TERMS . 450 
1 . 450 . 
039 . 848 
SUCCESS 24.200 1 24.200 5.122 . 053 
ERRORS 22.050 1 22.050 1.897 . 206 
Error TIME 877.400 8 109.675 
TERMS 92.000 8 11.500 
SUCCESS 37.800 8 4.725 
ERRORS 93.000 8 11.625 1 
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Two-way ANOVA for Computer Experience__ 
Multivarlate Testsdl 
Effect Value F Hypothesis df Error df Siq Between Intercept Pillai's Trace 
. 989 87.3813 4.000 4.000 
. 
000 Subjects Wilks'Lambda 
. 011 87.381a 4.000 4.000 
. 
. 000 Hotelling's Trace 87.381 87.381 a 4.000 4.000 
. 000 Roy's Largest Root 87.381 87.381a 4.000 4.000 1 . 000 COM-EX Pillai's Trace 1.031 1.331 8.000 10-000 
. 330 Wilks'Lambda 
. 136 1.710a 8.000 8.000 . 232 Hotelling's Trace 5.113 1.917 8,000 6.000 
. 222 Roy's Largest Root 4.860 6.075b 4.000 5.000 
. 037 Within Subjects FACTORI Pillai's Trace - 
. 743 2.894a 
-- 4.000 4.000 
. 164 Wilks'Lambda 
. 257 2.894a 4.000 4.000 . 164 Hotelling's Trace 2.894 2.894a 4.000 4.000 
. 164 Roy's Largest Root 2.894 2.894a 4.000 4.000 
. 164 FACTOR1 * COM_EX Pillai's Trace 
. 732 . 721 8.000 10.000 . 672 Wilks'Lambda 
. 363 . 661 
a 8.000 8.000 . 714 Hotelling's Trace 1.497 
. 561 8.000 6.000 . 780 Roy's Largest Root 1.296 1.620b 4.000 5.000 
. 302 
a- Exact statistic 
b- The statistic is an upper bound on F that y ields a lower bound on the s ignificance level. 
C. 
Design: Intercept+COM 
- 
EX 
Within Subjects Design: FACTOR1 
Mauchly's Test of Sphericitp 
Epsilon a 
Approx. Greenhous 
Within Subjects Effect Measure Mauchlys W Chi-Square df Sig. e-Geisser Huynh-Feldt Lower-bound 
FACTOR1 TIME 1.000 
. 
000 0 1.000 1.000 1.000 
TERMS 1.000 . 
000 0 1.000 1.000 1.000 
SUCCESS 1.000 . 
000 0 1.000 1.000 1.000 
ERRORS 1.000 . 
000 0 1.000 1.000 1.000 
Tests the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variables is proportional to an identity 
matrix. 
a. May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are displayed in the Tests of 
Within-Subjects Effects table. 
b. 
Design: lntercept+COM-EX 
Within Subjects Design: FACTOR1 
Multivariatep, d 
Within Subjects Effect Value F Hypothesis df Error df Sig. 
FACTOR1 Pillai's Trace . 743 2.894a 
4.000 4.000 . 164 
Wilks'Lambda . 257 2.894a 
4.000 4.000 . 164 
Hotelling's Trace 2.894 2.894a 4.000 4.000 . 164 
Roy's Largest Root 2.894 2.894a 4.000 4.000 . 164 
FACTOR1 * COM-EX Pillai's Trace . 732 . 721 
8.000 10.000 . 672 
Wilks' Lambda . 363 . 661 
a 8.000 8.000 . 714 
Hotelling's Trace 1.497 . 561 8.000 
6.000 . 780 
Roy's Largest Root 1.296 1.620b 4.000 5.000 . 302 
a. Exact statistic 
b. The statistic is an upper bound on F that yields a lower bound on the significance level. 
C. 
Design: Intercept+COM_EX 
Within Subjects Design: FACTOR1 
d. Tests are based on averaged variables. 
Appendices 
Tests of Wthin-Subjects Contrasts 
Source Measure FACTOR1 
FACTORI TIME Linear 
Type III Sum 
of Squares 
16.465 
df 
1 
Mean Square 
16.465 
F 
. 569 
Sig. 
. 475 TERMS Linear 9.944 1 9.944 2.341 . 170 SUCCESS Linear 2.001 1 2.001 3.516 . 103 ERRORS Linear 5.815 1 5.815 1.646 . 240 FACTOR1 * COM-EX TIME Linear 14.217 2 7.108 . 246 . 789 TERMS Linear 24.717 2 12.358 2.909 . 120 SUCCESS Linear 
. 817 2 . 408 . 718 . 521 ERRORS Linear 22.317 2 11.158 3.158 . 105 Error(FACTORl) TIME Linear 202.583 7 28.940 
TERMS Linear 29.733 7 4.248 
SUCCESS Linear 3.983 7 . 569 ERRORS Linear 24.733 7 3.533 
Tests of Between-Subjects Effects 
Transformed Variable: Averaqe 
Type III Sum 
Source Measure of Squares df Mean Square F Sig. 
Intercept TIME 9006.801 1 9006.801 87.544 . 000 
TERMS 2439.194 1 2439.194 196.257 . 000 
SUCCESS 394.865 1 394.865 144.086 . 000 
ERRORS 416.344 1 416.344 42.650 . 000 
COM-EX TIME 263.017 2 131-508 1.278 . 336 
TERMS 5.450 2 2.725 . 219 . 808 
SUCCESS 42.817 2 21.408 7.812 . 016 
ERRORS 46.717 2 23.358 2.393 . 161 
Error TIME 720.183 7 102.883 
TERMS 87.000 7 12.429 
SUCCESS 19.183 7 2.740 
ERRORS 68.333 1 7 9.762 
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Two-way ANOVA for Status 
Multivariate Testf 
Effect Value F Hypothesis df Error df Sig. 
Between Intercept Pillai's Trace 
. 988 84.322a 4.000 4.000- 
' 
. 000 Subjects Wilks'Lambda 
. 012 84.322a 4.000 4.000 . 000 Hotelling's Trace 84.322 84.322a 4.000 4.000 . 000 Roy's Largest Root 84.322 84.322" 4.000 4.000 . 000 STATUS Pillai's Trace 
. 797 . 828 8.000 10.000 . 597 Wilks'Lambda 
. 308 . 802a 8.000 8.000 . 619 Hotelling's Trace 1.907 . 715 8.000 6.000 . 678 Roy's Largest Root 1.707 2.134b 4.000 5.000 . 214 Within Subjects FACTOR1 Pillai's Trace 
. 812 4.309a 4.000 4.000 . 093 Wilks'Lambda 
. 188 4.309a 4.000 4.000 . 093 Hotelling's Trace 4.309 4.309a 4.000 4.000 . 093 Roy's Largest Root 4.309 4.309a 4.000 4.000 . 093 
FACTOR1 STATUS Pillai's Trace 
. 783 . 804 8.000 10.000 . 614 
Wilks'Lambda 
. 366 . 652a 8.000 8.000 . 720 
Hotelling's Trace 1.324 . 496 8.000 6.000 . 823 
Roy's Largest Root 1 . 838 1 1.048b 1 4.000 1 5.000 1 . 467 
a- Exact statistic 
b. The statistic is an upper bound on F that yields a lower bound on the significance level. 
C. 
Design: Intercept+STATUS 
Within Subjects Design: FACTORI 
Mauchly's Test of Sphericitp 
Epsilona 
Approx. Greenhous 
Within Subjects Effect Measure Mauchl)(s W Chi-Square df Sig. e-Geisser Huynh-Feldt Lower-bound 
FACTOR1 TIME 1.000 . 
000 0 1.000 1.000 1.000 
TERMS 1.000 . 
000 0 1.000 1.000 1.000 
SUCCESS 1,000 '000 
0 1.000 1.000 1.000 
ERRORS 1.000 . 
000 0 1.000 1.000 1.000 
Tests the null hypothesis that the error covariance matrix of the orthonormalized transtormea aepenaent vanaoies IS PFOPUI LIOndl LU dil lue, ILILY 
matrix. 
a. May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are 
displayed in the Tests of 
Wthin-Subjects Effects table. 
b, 
Design: Intercept+STATUS 
Within Subjects Design: FACTOR1 
Multivariatd:, d 
Within Subiects Effect Value F Hvpothesis df Error df Sig. 
FACTOR1 Pillai's Trace . 
812 4.309a 4.000 4.000 . 
093 
Wilks'Lambda . 
188 4.309a 4.000 4.000 . 
093 
Hotelling's Trace 4.309 4.309a 4.000 4.000 . 
093 
Roy's Largest Root 4.309 4.309a 4.000 4.000 . 
093 
FACTOR1 *STATUS Pillai's Trace . 
783 . 
804 8.000 10.000 . 
614 
Wilks'Lambda . 
366 . 
652a 8.000 8.000 . 
720 
Hotelling's Trace 1.324 . 
496 8.000 6.000 . 
823 
Roy's Largest Root . 
838 
_1.048 
b 4.000 5.000 . 467 
a. Exact statistic 
b. The statistic is an upper bound on F that yields a lower bound on the significance 
level. 
C. 
Design: Intercept+STATUS 
Within Subjects Design: FACTOR1 
d- Tests are based on averaged variables. 
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Tests of Within-Subjects Contrasts 
Source Measure FACTOR1 
Type III Sum 
of Squares df Mean Square F Sig. 
FACTOR1 TIME Linear 12.742 1 12.742 . 732 . 421 TERMS Linear 6.367 1 6.367 . 830 . 393 SUCCESS Linear 3.409 1 3.409 5.303 . 055 
ERRORS Linear 2.970 1 2.970 . 480 . 511 
FACTOR1 * STATUS TIME Linear 94.967 2 47.483 2.728 . 133 
TERMS Linear 
. 742 2 . 371 . 048 . 953 
SUCCESS Linear 
. 300 2 . 150 . 233 . 798 
ERRORS Linear 3.717 2 1.858 . 300 . 750 
Error(FACTOR1) TIME Linear 121.833 7 17.405 
TERMS Linear 53.708 7 7.673 
SUCCESS Linear 4.500 7 . 643 
ERRORS Linear 43.333 7 6.190 
Tests of Between-Subjects Effects 
Tr, qn--, fnrmt-ri Vqrinhlp- Averane 
Type Ili Sum 
Source Measure of Squares df Mean Square F Sig. 
Intercept TIME 9648.545 1 9648.545 100.356 . 000 
TERMS 2756.095 1 2756.095 239.042 . 000 
SUCCESSý 480.061 1 480.061 57.607 . 000 
ERRORS 458.727 1 458.727 29.016 . 001 
STATUS TIME 310.200 2 155.100 1.613 . 265 
TERMS 11.742 2 5.871 . 509 . 
622 
SUCCESS 3.667 2 1.833 . 220 . 
808 
ERRORS 4.383 2 2.192 . 139 . 
873 
Error TIME 673.000 7 96.143 
TERMS 80.708 7 11.530 
SUCCESS 58.333 8.333 
ERRORS 110.667 7 15.810 
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Instructions for Task Scenarios 
Task 1. Nick wants to find information about mad cow disease or BSE 
Select either Simple Search or Advanced Search 
Select the databases you wish to search 
From the Simple Search, type mad cow disease or BSE then select topic 
and any word 
From the Advanced Search, type mad cow disease or BSE and select 
topic from the drop-down list 
Click on Search 
Task 2. Sue is lookingfor articles by Bernard J. Jansen 
" Select either Simple Search or Advanced Search 
" Select the databases you wish to search 
" From the Simple Search, type Jansen J then select author and any word 
" From the Advanced Search., type Jansen J and select author from the 
drop-down list 
" Click on Search 
Task 3. Ben wants to search articles by researchers at Loughborough 
University 
0 Select either Simple Search or Advanced Search 
" Select the databases you wish to search 
" From the Simple Search, type Loughborough University then select 
address and any word 
" From the Advanced Search, type Loughborough University and select 
address from the list 
" Click on Search 
Task 4. Gemma wants to find cited articles by J Jordan published in 
Information Processing & Management 
Select Cited Reference Search 
Select all three databases 
Type Jordan J in the Cited author box 
Type Information Processing and Management in the source box 
Click on Search 
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Characteristics of Novice Participants 
Participant Department Status Age Gender Computer 
group use 
1 Information Research 35-44 Female 3-5 years 
Science student 
1) Computer Postgraduate 25-34 Female 6-10 years 
Science 
3 Manufacturing Research 25-34 Male 6-10 years 
Engineering student 
4 Aeronautical Research 35-44 Male More than 
Engineering student 10 years 
5 Mechanical Staff 25-34 Female 6-10 years 
Engineering 
6 Mathematics Research 18-24 Male 3-5 years 
student 
7 Mathematics Research 18-24 Female 6-10 years 
student 
8 Physics Postgraduate 25-34 Female More than 
10 years 
9 Computer Postgraduate 25-34 Female 3-5 years 
Science 
10 Mathematics Research 18-24 Male 3-5 years 
student 
Appendices 
Characteristics of Experienced Participants 
Participant Department Status Age Gender Computer 
group use 
I Information Staff 45 or Male More than 
Science above 10 years 
2 civil Research 25-34 Male 6-10 years 
Engineering student 
3 Human Postgraduate 18-24 Female 6-10 years 
Sciences 
4 Human Postgraduate 18-24 Male More than 
Sciences 10 years 
5 Information Research 35-44 Male More than 
Sciences student 10 years 
6 Manufacturing Research 35-44 Female More than 
Engineering student 10 years 
7 Human Postgraduate 18-24 Male 6-10 years 
Sciences 
8 Human Postgraduate 18-24 Male More than 
Sciences 10 years 
9 Mechanical Research 18-24 Female 6-10 years 
Engineering student 
10 Economics Research 35-44 Female 3-5 years 
staff 
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Histograms for Normality of Data 
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Probability plots for Normality of Data 
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Tests for Homogeneity of Variance 
Test of Homogeneity of Variances for Age Groups 
Levene 
Statistic dfl df2 Sig. 
time taken 1.025 3 16 . 408 search terms used 1.837 3 16 . 181 success score 1.726 3 16 . 202 errors made 1.122 1 3 16 . 370 
Test of Homogeneity of Variances for Gender Groups 
Levene 
Statistic dfl df2 Sig. 
time taken . 687 3 16 . 573 
search terms used 3.245 3 16 . 050 
success score 6.246 3 16 . 005 
errors made . 295 3 16 . 828 
Test of Homogeneity of Variances for training 
Levene 
Statistic dfl df2 Sig. 
time taken 2.595 2 17 . 104 
search terms used . 011 2 17 . 989 
success score 1.452 2 17 . 262 
errors made . 592_ 
12 
1 17 . 564 
Test of Homogeneity of Variances for Computer Experience 
Levene 
Statistic dfl df2 Sig. 
time taken 3.363 2 17 . 059 
search terms used 4.858 2 17 . 021 
success score 1.690 
1 2 17 . 214 
errors made . 457 2 
17 . 641 
Test of Homogeneity of Variances for Status Groups 
Levene 
Statistic dfl df2 Sig. 
time taken 2.015 2 17 . 164 
search terms used . 043 2 
17 . 958 
success score . 362 
2 17 . 702 
errors made . 268 2 
17 . 768 
Appendices 
Kolmogorov-Smirnov Test for Normality 
One-Sample Kolmogorov-Smirnov Test 
time taken 
search 
terms used 
success 
score errors made 
N 20 20 20 20 
Normal Parameters a, b Mean 18.2500 10.1000 6.1500 2.0000 
Std. 'Deviation 5.3693 1.5861 . 9333 . 
9177 
Most Extreme Absolute . 222 . 225 . 
286 . 212 
Differences Positive 
. 222 . 
225 . 181 . 
212 
Negative -. 114 -. 144 -. 286 -. 162 
Kolmogorov-Smirnov Z . 994 
1.007 1.280 . 948 
Asymp. 
_Sig. 
(2-tailed) . 277 . 
263 . 076 . 
329 
a. Test distribution is Normal. 
Calculated from data. 
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ANOVA for Age Differences 
ANOVA 
Sum of 
Squares df Mean Square F Sig. 
time taken Between Groups 20.117 3 6.706 . 203 . 893 Within Groups 527.633 16 32-977 
Total 547.750 19 
search terms used Between Groups 8.725 3 2.908 1.191 . 345 Within Groups 39.075 16 2.442 
Total 47.800 19 
success score Between Groups 1.417 3 . 472 . 499 . 688 Within Groups 15.133 16 . 946 
Total 16.550 19 
errors made Between Groups 2.499 3 . 831 . 984 . 425 
Within Groups 13.508 16 . 844 
Total 16.000 19 
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ANOVA for Gender Differences 
ANOVA 
Sum of 
Squares df Mean Square F Sig. 
time taken Between Groups 67.417 3 22.472 . 749 . 539 Within Groups 480.333 16 30.021 
Total 547.750 19 
search terms used Between Groups 6.883 3 2.294 . 897 . 464 
Within Groups 40.917 16 2.557 
Total 47.800 19 
success score Between Groups 5.550 3 1.850 2.691 . 081 
Within Groups 11.000 16 . 688 
Total 16.550 19 
errors made Between Groups 1.417 3 . 472 . 518 . 676 
Within Groups 14.583 16 . 911 
Total 16.000 19 
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ANOVA for Online Search Training 
ANOVA 
Sum of 
Squares df Mean Square F Sig. 
time taken Between Groups 103.993 2 51.996 1.992 . 167 Within Groups 443.757 17 26.103 
Total 547.750 19 
search terms used Between Groups 7.819 2 3.910 1.662 . 219 
Within Groups 39.981 17 2.352 
Total 47.800 19 
success score Between Groups 4.069 2 2.035 2.771 . 091 
Within Groups 12.481 17 . 734 
Total 16.550 19 
errors made Between Groups 1.005 2 . 502 . 570 . 576 
Within Groups 14.995 17 . 882 
Total 16.000 19 
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ANOVA for Computer Experience 
ANOVA 
Sum of 
Squares df Mean Square F Sig. 
time taken Between Groups 56.828 2 28.414 . 984 . 394 Within Groups 490.922 17 28.878 
Total 547.750 19 
search terms used Between Groups 13.767 2 6.883 3.438 . 056 
Within Groups 34.033 17 2.002 
Total 47.800 19 
success score Between Groups 2.778E-02 2 1.389E-02 . 014 . 986 
Within Groups 16.522 17 . 972 
Total 16.550 19 
errors made Between Groups 1.078 2 . 539 . 614 . 553 
Within Groups 14.922 17 . 878 
Total 16.000 19 
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ANOVA for Status 
ANOVA 
Sum of 
Squares df Mean Square F Sig. 
time taken Between Groups 49.826 2 24.913 . 851 . 445 Within Groups 497.924 17 29.290 
Total 547.750 19 
search terms used Between Groups 2.105 2 1.052 . 392 . 682 Within Groups 45.695 17 2.688 
Total 47.800 19 
success score Between Groups 1.555 2 . 777 . 881 . 432 Within Groups 14.995 17 . 882 
Total 16.550 19 
errors made Between Groups 2.019 2 1.010 1.228 . 318 
Within Groups 13.981 17 . 822 
Total 16.000 19 
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Histograms for Normality of Data 
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Probability Plots for Normality of Data 
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Tests for Homogeneity of Variances 
Test of Homogeneity of Variances for Status Groups 
Levene 
Statistic dfl df2 Sig. 
time taken 3.840 2 27 . 034 
search terms used 3.967 12 27 . 031 
success score 2.811 2 27 . 078 
errors made 9.046 2 27 . 001 
Test of Homogeneity of Variances for Computer Experience 
Levene 
Statistic dfl df2 Sig. 
time taken 4.675 4 25 . 006 
search terms used 1.386 4 25 . 268 
success score 2.097 4 25 . 111 
errors made 1.135 141 25 1 . 363 
Test of Homogeneity of Variances for Gender Groups 
Levene 
Statistic dfl df2 Sig. 
time taken 3.160 1 28 . 086 
search terms used 6.305 1 28 . 018 
success score . 555 
1 28 . 463 
errors made 1 2.186 1 28 . 150 
Test of Homogeneity of Variances for Age Groups 
Levene 
Statistic dfl df2 Sig. 
time taken 1.054 3 26 . 385 
search terms used 1.634 3 26 . 206 
success score 1.577 3 26 . 219 
errors made 3.330 13 1 26 . 035 j 
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Kolmogorov-Smirnov test for Normality 
One-Sample Kolmogorov-Smirnov Test 
time taken 
search 
terms used 
success 
score errors made 
N 40 40 40 40 
Normal Parametersa, b Mean 27.3000 13.4750 4.7750 5.4500 
Std. Deviation 14.4457 5.1540 1.8185 4.1321 
Most Extreme Absolute . 179 . 213 . 
200 . 193 
Differences Positive 
. 168 . 213 . 
115 . 193 
Negative -. 179 -. 144 -. 200 -. 141 
Kolmogorov-Smirnov Z 1.130 1.345 1.263 1.223 
Asymp. Sig. (2-tailed) . 156 _. 
054 
_& _ . 
082 . 100 
a. Test distribution is Normal. 
b. Calculated from data. 
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Mann Whitney U-tests for Subjective Satisfaction 
Ranks 
GROUP N Mean Rank Sum of Ranks 
RATING novice_lst-experiment 33 27.61 911.00 
novice_prototype 33 39.39 1300.00 
Total 66 1 1 
Test StatisticsP 
RATING 
Mann-Whitney U 350.000- 
Wilcoxon W 911.000 
z -2.499 
Asymp. Sig. (2-tailed) 
. 012 
a. Grouping Variable: GROUP 
Novice users' satisfaction (first experiment vs. prototype evaluation) 
Ranks 
GROUP N Mean Rank Sum of Ranks 
RATING expert-Ist-experiment 33 23-17 764.50 
experienced_prototype 33 43.83 1446-50 
Total 66 1 1 1 
Test StatisticsP 
RATING 
Mann-WMtney U 203.500 
Wilcoxon W 761500 
z -4.376 
Asymp. Sig. (2-tailed) -000 
a. Grouping Variable: GROUP 
Experienced users' satisfaction (first experiment vs. prototype evaluation) 
Appendices 
Ranks 
GROUP N Mean Rank Sum of Ranks 
RATING learning 33 30.79 1016.00 
novice_prototype 33 36.21 1195.00 
Total 66 1 1 1 
Test StatisticsP 
RATING 
Mann-Whitney U 455.000 
Wilcoxon W 1016.000 
z -1.150 
Asymp. Sig. (2-tailed) 1 . 250 
Grouping Variable: GROUP 
Novice users' satisfaction (learning vs. prototype evaluation) 
Ranks 
GROUP N Mean Rank Sum of Ranks 
RATING retention 33 26.92 888.50 
novice_prototype 33 40.08 1322.50 
Total 66 1 1 
1 
Test StatisticsP 
I RATING 
Mann-Whitney U 327.500 
Wilcoxon W 888.500 
z -2.790 
Asymp. Sig. (2-tailed) . 005 
a. Grouping Variable: GROUP 
Novice users' satisfaction (retention vs. prototype evaluation) 
