In the problems of Genome-Wide Association Study (GWAS), the objective is to associate subsequences of individual's genomes to the observable characteristics called phenotypes. The genome containing the biological information of an individual can be represented by a sequence of length G. Many observable characteristics of the individuals can be related to a subsequence of a given length L, called causal subsequence. The environmental affects make the relation between the causal subsequence and the observable characteristics a stochastic function. Our objective in this paper is to detect the causal subsequence of a specific phenotype using a dataset of N individuals and their observed characteristics. We introduce an abstract formulation of GWAS which allows us to investigate the problem from an information theoretic perspective. In particular, as the parameters N, G, and L grow, we observe a threshold effect at Gh(L/G) N , where h(.) is the binary entropy function. This effect allows us to define the capacity of recovering the causal subsequence by denoting the rate of the GWAS problem as Gh(L/G) N . We develop an achievable scheme and a matching converse for this problem, and thus characterize its capacity in two scenarios: the zero-error-rate and the ϵ−errorrate.
I. INTRODUCTION
DNA sequencing is a modern technology that allows the researchers to access the genomic information of a vast number of individuals. The genome is a very high dimensional mathematical object which encodes all of the biological functions of an individual. Finding the relations between the elements of the genome and the individual's characteristics is a challenge which requires huge amount of data. Fortunately, DNA sequencing technologies are growing so rapidly that the cost of generating massive genomic datasets is affordable for many research institutes.
In the upstream analysis of DNA sequencing datasets, the target is to recover an individual's genome from a set of reads produced by a sequencer. The information theoretic aspects of this problem are addressed in [1] , where the fundamental limits of the reconstructing the genome are characterized. For further studying the problem, please see in [2] - [4] .
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Abolfazl S. Motahari is with the Department of Computer Engineering, Sharif University of Technology, Tehran, Iran (email:motahari@sharif.edu). genomes and the real world observable characteristics or phenotypes. This problem is known as Genome-Wide Association Studies (GWAS), where given the genomes sequences of a population of individuals and their observed phenotypes, the objective is to learn the sites in the genome that cause or relate to the observed characteristics. In other word, in a genome of length G, only a subsequence of length L, called causal subsequence, is correlated with the observed phenotype.
Being a fundamental problem in biology and medicine, GWAS has been studied extensively and novel biological results have been discovered (see for instance [5] - [11] ). Despite all of these progresses, addressing the problem from an abstract level where reliability in inference is the main objective is missing. We aim at filling this gap by providing the first fundamental limits on this problem. In particular, we study GWAS problem from an information theoretic perspective.
In this paper, an abstract probabilistic model is proposed where it is assumed that a dataset of N individual's genomes and their corresponding phenotypes is given 1 . The phenotypes are assumed to take two states, 0 or 1. Any individual's genome is also represented by a sequence of length G. It is assumed that the genome sequence is the result of G independent and uniformly distributed random trials and individuals are sampled independently. It is also assumed that only L sites in the genome sequence are correlated with the target phenotype. This subsequence of length L of genomes, referred as causal subsequence, causes the observed phenotype.
To model more closely the real-world phenomenon, we note that the phenotypes can come from two different sources: genome and environment. For the modeling of the environmental effect in the observed phenotype, we assume that the mapping of the genomes to the phenotypes is stochastic, i.e. a susceptible individual based on her genome may show the phenotype with some probability related to her environment. Here, we treat these features as an additive noise. Although this assumption may be not realistic in cases that the environmental and genomic effects are dependent, this simplification allows us to analyze the problem in an efficient way and to derive non-trivial results.
This paper revolves around answering the following question. What is the required sample complexity N that implies the reliable learning of the causal subsequence? Our main contribution is that in a biological plausible model, we characterized the fundamental limits of learning the causal subsequence exactly. We define the rate as Gh(L/G) N , where h(.) is the binary entropy function. We are interested in maximizing the rate for the given problem. A rate is said to be achievable if it is possible to learn the causal subsequence reliably enough, as N, G and L → ∞. The capacity is defined as the supremum of all achievable rates.
We define that notion of the zero-error-rate and the ϵ−errorrate estimation of the causal subsequence. In the zero-errorrate estimation, we fully characterize the capacity region. The capacity is proven to be a finite positive number, which shows that the parameters scaling is correct. In the ϵ−error-rate regime, we show that for small enough ϵ, the capacity is the same as the zero-error-rate case. This shows that, eventually, the problems of estimation of the causal subsequence, with the zero-errorrate and with the ϵ−error-rate are equivalent in the asymptotic regimes.
The rest of the paper is organized as follows. In Section II, we define the problem in a mathematical model and define the capacity region. In Section III, we present the main results of the paper. The proofs are in Sections IV and V. Finally, Section VI concludes the paper. Due to the space constraints, we ignore to prove the theorems completely and only give sketches of their proofs in this manuscript. The complete proofs are available in the full version of this work [12] .
II. PROBLEM FORMULATION

A. Notation
In this paper, random variables are represented by capital letters, such as X, and their realizations are represented by lower case letters, such as x. The exceptions of this notation are the nonrandom numbers N , G and L. We denote the sequences by bold letters, like x, and capital bold letters represent random sequences, like X. 
where △ means the symmetric difference of sets. The set of all strictly increasing sequences of length L with entries in [G] is denoted by S L,G . Given a finite set X , we define
B. System Model
We are interested in associating a specific phenotype with the genotype of a population of N individuals. In our problem, each individual's genotype can be represented by a sequence of length G with elements from a finite set X . Moreover, the phenotype of each individual can take only two states, which can be represented by {0, 1}. There is a stochastic map F : y n = F (x n ), which associates the genotype of the n th individual, denoted by x n ∈ X G , to its phenotype y n ∈ {0, 1}. Fig. 1 represents the set of biologically plausible functions that we are interested in. In particular, for generating the phenotype y n , first a subsequence of length L of x n , represented by x n,s = x s1 x s2 . . . x s L is chosen. Then, x n,s passes through a deterministic binary-valued function f (.) and the result is f (x n,s ) ∈ {0, 1}. Finally, f (x n,s ) meets an additive noise and makes the label y n . More precisely, y n = f (x n,s ) ⊕ Z n , where Z n is a Bernoulli random variable with parameter α. We assume that the additive noise is independent for distinct individuals and it is also independent of the sequences of the individuals. The existence of this additive noise in the problem setup is due to the effect of the other factors in the observed phenotype, such as environment. Note that this model is robust. In one extreme, the observed phenotype is very correlated with the genome (α ≈ 0). In the other extreme, the labels are approximately independent of the genome (α ≈ 1/2). Note that α ∈ [0, 1/2) is given in the problem.
In our model, the sequence s and the deterministic function f (.) are unknown but they are same for all N individuals. It is assumed that L is given and also L/G ∈ (0, 1/2). We also assume that the deterministic function f (.) is chosen uniformly and randomly from F L,m , for a given positive integer m. Note that the parameter m denotes the number of causal factors of the target phenotype. The sequence s is selected randomly and uniformly from the set of all strictly increasing sequences of length L with the entries of [G] denoted by S L,G . The entries of the sequence s represent the sites in the genome that affect the observed labels. In is worth mentioning that the uniform sampling of s is only needed for the converse proofs. The achievability argument holds for any prior distribution on the set S L,G .
The dataset of N individuals sequences is assumed to be sampled uniformly and independently of the set X G . We define the parameter β := P(Y n = 1) in the proposed data generation model. It is assumed that β is known 2 . Note that β ∈ (α, 1−α).
In this paper, our objective is to estimate s, given N sampled sequences {x n } n∈ [N ] and their corresponding observed labels {y n } n∈ [N ] . In the following, we formally define the GWAS algorithms. Definition 1. Algorithm A (G,L,N,α,β,m) is a mapping from the set of all possible input datasets, (X G ) N × {0, 1} N , to the set S L,G . When there is no ambiguity, we denote an algorithm by
) denotes the output of the algorithm.
Next, we formally define the error event and also the probability of error for an algorithm. The average probability of error is also defined as P AVG The parameter ϵ is a threshold for the normalized distance between s and its estimationŝ. Notice that for any algorithm
. Also by the definition of the error event, it is obvious that if ϵ 1 ≥ ϵ 2 then E A,ϵ1 ⊆ E A,ϵ2 and thus P WC ϵ1 (A) ≤ P WC ϵ2 (A) and P AVG ϵ1 (A) ≤ P AVG ϵ2 (A). In this paper, we want to characterize the fundamental limits of this problem, i.e. the region for the parameters of the problem that the reliable estimation of s is possible. For this purpose, we derive the fundamental limits in two cases. First we study the problem in the case that we want to estimate s with zero-errorrate, which will be defined formally later. Second, we study the problem of approximation of s, where a positive error-rate of ϵ is allowable. In the following definitions, first we define the achievable rates and then we define the capacity region of the problem in two cases. Now we are ready to define the capacity region of the problem. C(α, β) . Also, for any positive ϵ, the ϵ−capacity is defined as the supremum of all ϵ−achievable rates and is denoted by C ϵ (α, β). Remark 1. Note that the inverse of the capacity is the minimum number of required sampled data, normalized by Gh(L/G), such that the reliable estimation of s is asymptotically possible. We notice that in the definition of the zero-error-rate capacity, any positive error-rate must be omitted asymptotically, while in the ϵ−capacity the error-rate of at most ϵ is acceptable. Also, 3 Assume that G i , N i and L i are strictly increasing functions of i.
Definition 6. The zero-error-rate capacity is defined as the supremum of all achievable rates and is denoted by
the assumption m = o(N ) means that the number of sampled data N is very greater than the number of causal factors. The reliable learning is impossible, when the size of the dataset is in the same order with the number of causal factors.
III. MAIN RESULTS
In this section, we state the main results. In the following theorem, we characterize the capacity C(α, β).
where h(.) is the binary entropy function.
Remark 2. Theorem 1 characterizes the capacity of the zeroerror-rate estimation of the causal subsequence. This shows that we have a threshold effect at Gh(L/G)/N , in the asymptotic regimes.
Remark 3. For the achievability, we examine all of the subsequences of length L of genome and choose the one for which two binary vectors (f (x n,ŝ )) n∈ [N ] and (y n ) n∈[N ] are jointly typical for some f ∈ F L,m . Note that unlike the channel coding, there is no codebook in this setup and the sequences are produced by nature. This changes drastically the proof techniques. However, we prove that the probability of error in the proposed scheme tends to zero, using some approximation methods ignoring the dependency among some events and bounding the effect of this assumption.
Remark 4. For the converse, we cannot directly use Fano's inequality due to the definition of the error. Instead, we develop some inequalities similar to it. The need for this new bound is due to the fact that in our case, if we have an approximation of the causal subsequence with at an error rate of at most ϵ, then we can not determine it exactly.
We are also interested in finding the number of required samples to find an approximation for the causal subsequence, rather than zero-error-rate estimation of it. In the following theorem, we state the result for the ϵ− error-rate capacity. Theorem 2. There is a positive ϵ 0 ∈ (0, 1/2), such that for any ϵ ∈ (0, ϵ 0 ) we have
(2)
Remark 5. It may be surprising that the ϵ−capacity is the same as the zero-error-rate capacity. This shows that there is no difference between the approximation of the causal subsequence and the zero-error-rate learning of it in the asymptotic regimes, from the perspective of the required sample complexity.
Remark 6. To prove Theorem 2, we develop a complementary procedure to convert any algorithm that approximates the causal subsequence, with respect to the error rate of at most ϵ, to another algorithm that learns it with the zero-error-rate condition. Hence, using Theorem 1, we conclude the desired result.
IV. PROOF OF THEOREM 1
A. Achiveability
Let R < h(β) − h(α) be a positive real number. We aim to prove that R is achievable. In particular, for any positive ϵ, we want to show that R is ϵ−achievable. For this purpose, we introduce an algorithm that achieves this rate. The algorithm is a jointly typical decoder. First for any positive τ , define T N τ as the set of all jointly typical binary sequences of length N , with respect to the pmf p (f (X S ),Y ) (., .). In other words, T N τ is the set containing all of the pairs of binary sequences of length N with empirical entropies τ −close to the true entropies with respect to the pmf p (f (X S ),Y ) (., .) (see [13, chapter 7] ). The proposed algorithm is as follows. ) ∈ T N τ . If there are more than one suchŝ with this property, the algorithm chooses one of them at random. If there is no suchŝ, the algorithm chooses an element of S L,G randomly as the output. We denote the proposed algorithm by A G .
2) Analysis of the algorithm: For any fixed positive ϵ, we aim to prove that any R < h(β) − h(α) is ϵ−achievable using the proposed algorithm. In particular, we are interested to show that P W C ϵ (A G ) → 0 as N, G, L → ∞. In other words, for any s ∈ S L,G , we want to prove that P(d(Ŝ, S)/L > ϵ|S = s) tends to zero in the asymptotic regimes. Consider two events E 1 and E 2 as follows. E 1 is the event that the causal subsequence s has not the acceptance properties of the algorithm. Also E 2 is the event that there is a t ∈ S L,G such that t has the acceptance properties of the algorithm and d(s, t) > Lϵ. Note that for the proof of the ϵ−achievability of R, it just suffices to prove that P(E 1 ∪ E 2 ) → 0. Using the union bound, it suffices to show that P(E 1 ) and P(E 2 ) vanish in the asymptotic regimes. We note that P(E 1 ) vanishes in the asymptotic regimes, using the law of large numbers. Hence, for the proof of the achievability, it suffices to show that P(E 2 ) vanishes asymptotically.
First we state two lemmas. Using Lemma 1, for the analysis of the algorithm A G , it just suffices to check at most (eN/m) m functions. This bound is useful when we use the union bound for the analysis of the algorithm. Let us denote the event that the subsequence t has the acceptance conditions of the algorithm using the function g(.) by E t,g . Also denote the event in the argument of Lemma 2, which holds with probability 1 − o(1), by E 3 . Now we write
where (a) follows by the two above lemmas and also by using the union bound. Using [13, Chapter 11, p. 353] ,
Hence, P(E 2 ) vanishes asymptotically, if
This shows that by choosing small enough ζ, any R < h(β) − h(α) is ϵ−achievable. This holds for any positive ϵ and thus completes the proof.
B. Converse
In this part, we prove the converse of Theorem 1. First we need a lemma.
Lemma 3. For any positive ϵ ∈ (0, 1/2), let R be an ϵ−achievable rate. Then, we have
where δ(.) is a function that is defined as δ(ϵ) := sup x∈(0,1/2)
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The proof of this lemma is available in the full version of this work [12] .
Note that lim ϵ→0 δ(ϵ) = 0. Now consider an achievable rate R. This implies that for any positive ϵ, R is ϵ−achievable. Using Lemma 3, we conclude that R ≤ h(β)−h(α) 1−δ(ϵ) , for any positive ϵ. Hence,
and this completes the proof of the converse.
V. PROOF OF THEOREM 2
The achievability proof of Theorem 2 directly follows from Theorem 1. Hence, we focus on the proof of the converse of Theorem 2.
Let that R be an ϵ−achievable rate. We prove that R ≤ h(β)−h(α). First we note that using lemma 3,
h (x) . Now consider a sequence of algorithms {Ã Gi } i∈N , with vanishing probability of errors, i.e. P W C ϵ (Ã Gi ) → 0. We define a complementary procedure as follows. Assume that the output of the algorithmÃ Gi iss. Let Bs ,ϵ be a ball of radius Lϵ in S L,G arounds, with respect to the distance measure d(., .). Apply the proposed algorithm in the achievability proof of Theorem 1 to find someŝ ∈ Bs ,ϵ as the estimation of s. We prove that the output of this complementary algorithm is a zero-error-rate estimation of s, with high probability. In particular, for any ϵ ′ ∈ (0, ϵ), we show that the output of the complementary procedure has at most ϵ ′ −error-rate, with high probability in the asymptotic regimes. Note that by the assumption, d(s, s) ≤ Lϵ, with high probability. This yields that P(E 1 ), which is defined similar to the achievability proof of Theorem 1, vanishes asymptotically. Hence, we want to show that P(E 2 ) tends to zero asymptotically. Now note that the event P(E 2 ) is defined with respect to the parameter ϵ ′ (see Section IV for more explanations). Similar to the analysis of the proposed algorithm in Theorem 1, we conclude that
and it just suffices to prove that it vanishes asymptotically. It can be shown that [12] log(|Bs ,ϵ |) ≤ log(Lϵ) + Gh( 2ϵL G ),
Hence, we have , for small enough ζ. Hence, we conclude that if R is ϵ−achievable, then it is ϵ ′ −achievable for any ϵ ′ ∈ (0, ϵ). This means that R is achievable. Hence, using Theorem 1, we conclude that R ≤ h(β) − h(α) and this completes the proof. Note that based on the fact that δ(ϵ) is an increasing function of ϵ and lim ϵ→0 δ(ϵ) = 0, there is a positive ϵ 0 such that for any ϵ < ϵ 0 , we have δ(ϵ) < 1/2. We are done.
VI. CONCLUSION
In this paper a biological data analysis problem known as Genome-Wide Association Study (GWAS) has been studied from an information theoretic view. In the proposed probabilistic model, we fully characterized the fundamental limits of learning of the causal subsequence. It is shown that two problems of the ϵ−error-rate and the zero-error-rate estimation of the causal subsequence are equivalent. For the future, some extensions can be considered for this work. First it is better to assume that the environmental effect is not as an additive noise. Another extension of this work is to consider the GWAS problem in the case that the labels or phenotypes are not binary-valued. Also modeling the genome sequence by a more realistically probabilistic model is of the future of this work.
