Abstract. We show that a modi cation of preconditioned gradient-type iterative methods for partial generalized eigenvalue problems makes it possible to implement them in a subspace. We propose such methods and estimate their convergence rate. We also describe iterative methods for nding a group of eigenvalues, propose preconditioners, suggest a practical way of computing the initial guess, and consider a model example.
AMS(MOS) subject classi cations. 65F35 1. Introduction. We rst explain the notion of \an iteration in a subspace" in In practice a direct solution of this system often requires very considerable computational work, so iterative methods of the form u k+1 2 = u k 2 ? k S ?1 B (S L u k 2 ? g 2 ) with some preconditioner S B = S B > 0 are of great importance.
Methods of this type are called \iterative methods in a subspace" and are most e ective for the solution of systems of equations arising from simple discretizations of elliptic operators with piece-wise constant coe cients in domains composed of rectangles or parallelepipeds. The iterative process is carried out on the interfaces between the subdomains. For an appropriate choice of S B ; the convergence does not slow down when the mesh is getting ner and each iteration has a minimal cost. The whole computational procedure can therefore be very e ective. These methods have recently became popular under the name \Domain Decomposition Methods" and are well developed for the solution of systems of equations; see e.g. 1, 3, 6, 12] . For the eigenvalue problems, this approach was introduced in 11]. We now state the problem, which will be discussed, and describe \gradient-type" methods.
Let H be a nite-dimensional real linear space with the scalar product (?; where k are some iteration parameters, and k a functional of u k chosen so that k ! 1 ; as k ! 1: A common choice is k = (u k ) = (Mu k ; u k )=(Lu k ; u k ); the Rayleigh quotient for the problem (1) . Then the vector w k is collinear to the gradient of the Rayleigh quotient at the point u k in the scalar product (?; ?) B = (B?; ?); and the methods (2) are called \gradient methods". We will call the methods (2), for which k is not necessary equal to (u k ); gradient-type methods.
The idea of gradient methods with an auxiliary operator, a preconditioner, is due to L.V. Kantorovitch and for eigenvalue problems it was considered by his graduate student B.A. Samokish in 1958 13] . Gradient-type methods (2) for simultaneous computation of several leading eigenvalues and the corresponding invariant subspace were developed in 4, 15] . For a wide class of grid problems (1), the convergence rate of all these methods, with suitable preconditioners B; does not decrease when the mesh is getting ner 5].
Let now the operators L and M be of two-by-two block form. The goal is to construct iterations in a subspace for the problem (1) with the same convergence property.
For regular eigenvalue problems, i.e. with M = I, the authors proposed in 10] a modi cation of the gradient-type methods (2) and a special preconditioner B; such that both u k and u k+1 lie in the subspace of M 1 ? k L 1 harmonic functions. Then a standard parametrization provides an implementation of these methods in a space of the same dimension. We also proved the required convergence rate estimates in 10].
A direct extension of 10] to generalized eigenvalue problems was done in 9], and steepest ascent and conjugate gradient methods of the same type were also presented. Unfortunately, we were not able to obtain the same convergence results as in 9] for the general case M 6 = I: As we now understand it, the reason was that a special preconditioner was used in 9]; see (8) .
Here we establish that it is not necessary for both vectors u k and u k+1 to lie in the same subspace, and that any preconditioner can be used for the modi ed preconditioned gradient-type methods of 9, 10] . We propose a new choice of preconditioner that enables us to estimate the convergence rate for generalized eigenvalue problems (1) . In comparison with the preconditioner of 10], the new one leads to more expensive calculations of k but the convergence might be faster even for the regular case, M = I; see Section 4.
As in 4,15], we also suggest simultaneous iterations for nding a group of the largest eigenvalues 1 ; ; p :
The paper is organized as follows. In Section 2, we propose iterative methods in a subspace for nding the largest eigenvalue of generalized eigenvalue problems and prove a convergence theorem.
In Section 3, we describe the simultaneous iterations in a subspace for nding several of the largest eigenvalues.
In Section 4, we discuss our old preconditioner and propose a new one. In Section 5, we describe a way of choosing the initial guess in the methods of Section 2 and present numerical results for an L-shaped domain.
The authors are grateful to N.S. 
We note that the orthogonal sum, here and below, refers to the special case of an ordinary sum where terms are orthogonal to each other: u 1 u 2 = u 1 +u 2 ; with u 1 ?u 2 :
Our operator block representation is isomorphic to the traditional matrix block used in the Introduction, but it is not the same. Operator notations appear to be more convenient here. 
Below we will propose iterative methods in the subspace H 2 : We rst give a description of these methods using the \long" vectors u 2 H and then one using the \short" vectors u 2 2 H 2 : Note that the rst version is given only for theoretical reasons and in practice one can apply the iterative scheme in the subspace H 2 :
We consider a class of preconditioned one-step methods, cf. Methods 2,3 of 10]. Method 2.1.(The preconditioned one-step method). 
where k is some iteration parameter; (c) compute the Rayleigh quotient (u k+1 ) and set k+1 = (u k+1 ):
Here and below we do not normalize the vectors in the iterative processes. A normalization, though necessary in practice, is not essential for the theory.
We note that the step b) above is not one of a gradient method, because (u( k )) generally di ers from k : Lemma 2.1 guarantees the inequality (u( k )) k only.
We now explain how Method 2.1 has an equivalent description in the subspace
In distinction with the class of methods (2), there is a step a) in which the vector u k is corrected using the computed value k : Therefore, the Rayleigh quotient (u k+1 ) is a functional of u k 2 ; k = 0; 1; . . .; only, i.e. (u k+1 ) =^ (u k 2 ); which is equal to
Formulae for computing^ (?) for the preconditioner B of 10] and for our new one will be given in Section 4.
We now describe the same method using only elements of the subspace H 2 : In fact, here we hide the H 1 A practical approach to computing the initial guess u 0 2 6 = 0 and a number 0 will be o ered in Section 5. In Section 5, we will also discuss the e ectiveness of the implementation of the proposed algorithms for model grid problems. 
and let = 0 = 1 : We note that 0 < 1:
The following statement holds for Methods 2.1 and 2.1a. 
Then a 1 = k and max = k+1 : All the elements of the matrices M and L can be computed using only elements from the subspace H 2 ; e.g.
As We rst consider the case < min :
The problem (1) But this is exactly a preconditioned gradient type step using the method of 4]. Because of Lemma 2.1, we have the inequality which makes possible to apply the approach of that paper. ?+1 ? : (7) To simplify, we increase the ratio in the right-hand side by omitting the expression (1 ? ) ?1 q ? ?1 and get the estimate (5).
In the case = min ; the estimate (5) is valid because of the continuous dependence of all the values in the inequality (7) on the parameter at the point min :
Proof. Theorem 2.2. We rewrite the estimate (6) using the original notations of the proof of Theorem 2.1:
The statement of the Theorem 2.2 is readily apparent from this estimate. Proof. Theorem 2.3. According to the previous estimate, we have
To estimate the left-handside from below, we use a variant of a result of Kato 16] We form the subspaces U 2 = P 2 U and U( ) = (C( ) + I)U 2 ; where = (U):
The following generalization of Lemma 2.1 holds. 
where k is some iteration parameter; (c) compute (U k+1 ) applying the Rayleigh-Ritz method and set k+1 = (U k+1 ):
Note that dimU k = p; according to Lemma We note that, in general, k p?1 does not tend to p?1 at all, but in analogy with the results in 4], we expect that the di erence k p?1 ? p can be estimated from below by a positive constant when k is close to p :
We also expect that theorems analogous to Theorem 2.2 and Theorem 2.3 are valid for Methods 3.1 and 3.1a. Proof. Theorem 3.1. We nd, in the subspace U k+1 ; a vector for which the value (U k+1 ) is achieved and set u( k ) 2 U( k ) as the pre-image of this vector. The rest of the proof is the same as that of Theorem 2.1.
Proof. Corollary 3.1. For these variational techniques the estimates of Theorem 3.1 hold because of the variational principle and the inclusion
with every : We choose k = 1 ( k ? min ):
To nd the value p?1 ; we apply the proposed method with subspaces of dimension p ? 1; etc. 4. Preconditioners. In this section, we propose two types of preconditioners B.
We require that the constants 0 of (3) and 1 of (4) We note that here 1 can be large when k is near : This means that the rate of convergence of Method 2.1 is slowing down if the initial guess is chosen inappropriately.
For this B; it is possible to nd the value^ (u k 2 ) using only the vector u k+1 2 just computed:
We now propose the preconditioner For mesh problems, the use of formula (11) is more expensive than that of formula (9) (12) where is the Laplacian and is a piece-wise constant function = i in 2 i :
We cover L with a mesh, uniform in both directions, with the step h = 1=(n + 1): We note, that there are n mesh points on ?: We will use our previous notations for the corresponding mesh objects.
Let H be a space of mesh functions de ned at nodes of the mesh L with the natural scalar product. Problem (1) corresponds to (12) The ratio 0 = 1 is independent of the mesh step h and the system of equations related to the operator S B can be solved e ciently using the Fast Fourier Transfor-
We now estimate the computational cost of the methods of Section 2 for our model problem. Using FFT, the product S ?1 B S( )u 2 ; u 2 2 H 2 ; dimH 2 = n requires O(n ln n) arithmetic operations. The cost of computing^ (u 2 ) either by formula (9) or (11) is about the same, while that of formula (11) is about 2.5 times greater than that of formula (9) . The convergence of the proposed algorithms is still the same as h ! 0: Therefore, to achieve an accuracy of the order h ; > 0; we have to spend O(n ln n) arithmetic operations using O(n) memory locations which is much less than the total number of points N n 2 in the mesh region L:
We now suggest an approach of computing an initial guess. 
