Distribution mixtures are used as models to analyze grouped data. The estimation of parameters is an important step for mixture distributions. The latent class model is generally used as the analysis of mixture distributions for discrete data. In this paper, we consider the parameter estimation for a mixture of logistic regression models. We know that the expectation maximization (EM) algorithm Wcis most used for estimating the parameters of logistic regression mixture models. In this paper, we propose a new type of fuzzy class model and then derive an algorithm for the parameter estimation of a fuzzy class logistic regression model. The effects of the explanatory variables on the response variables Eire described. The focus is on binary responses for the logistic regression mixture analysis with a fuzzy class model. An algorithm, called a fuzzy CIEISsification maximum likelihood (FGML), is then created. The mean squared error (MSE) based accuracy criterion for the FGML and EM algorithms to the parameter estimation of logistic regression mixture models are compared using the samples drawn from logistic regression mixtures of two classes. Numerical results show that the proposed FGML algorithm presents good eiccuracy and is recommended as a new tool for the parameter estimation of the logistic regression mixture models.
Introduction
The latent class model was first proposed in the 1950s by Lazarsfeld [15] and Anderson [2] . It has been widely used in many areas, for example, in psychology, sociology and economics (see Everitt [8] ). The latent class model has also been effectively used for the analysis of grouped categorical data. Distribution mixtures are used as models in statistical studies and also have applications in clustering (see Everitt and Hand [10] and McLachlan and Ba,sford [19] ). A mixture of multivariate multinomial distributions is used as a latent class model for categorical data.
Since Zadeh [27] proposed fuzzy set theory which produced the idea of partial membership described by a membership function, fuzziness has received more attention. The use of fuzzy sets can provide a method for extending a latent class model into a fuzzy class model. This allows embedding fuzzy classification methods into fuzzy class models for categorical or discrete data. Recently, Yang and Yu [25] proposed an approach to estimate the parameters in fuzzy class models using a fiizzy clustering algorithm for the analysis of grouped categorical data. They demonstrated that their algorithm for estimating the parameters of multivariate multinomial mixtures based on fuzzy class models is more accuracy and robustness than those based on latent class models.
In this paper, we will propose a fuzzy class logistic regression model and then derive an algorithm for this regression analysis to describe the effects of the explanatory variables on the response variables. This paper focuses on binary responses for logistic regression mixture analysis with latent and fuzzy class models. The remainder of the paper is organized as follows. Section 2 introduces the logistic regression model based on the logit transformation of a proportion which is the most important one of the generalized linear model. In Section 3, we review the latent class logistic regression model and also give its most used Expectation-Maximazation (EM) algorithm. In Section 4, we propose the fuzzy logistic regression model and then derive its corresponding algorithm called a fuzzy classification maximum hkelihood (FCML). Section 5 gives numerical comparisons between the EM and FCML algorithms. Conclusions are made in Section 6.
Logistic regression model
In this section, we describe a logistic regression model with the explanatory variables effects on the response variables. Let us consider the Bernoulli distribution for a binary response variable Y with probabilities P{Y = 1) = p, P{Y = 0) = 1 -p. The response variable Y has the probability density function of the form
which is in the form of a natural exponential family with the natural parameter Q{p) = ln( j^), called the logit of p. A generalized linear model using the logit link is called a logit model.
For a binary response variable Y, the regression model E{Y) = p(x) = ^ xiPi
1=1
with the covariate vector x = (xi,...,it) is called a linear probability model. A function having the following form is called a logistic regression function (see Agresti [1] ). The principal objective is to investigate the relationship between the response probability p and the vector of covariates x. In other words, the probability p of the response variable F = 1 is a and the log odds have a linear relationship witĥ
The appropriate link is the log odds transformation, called the logit link. This logit model is usually referred to as the logistic regression model (see Jobson [13] ). In next sections, we will consider this logistic regression with latent and fuzzy class models and then provide algorithms for the estimation of parameters of these latent and fuzzy class logistic regression models.
Latent class logistic regression model and EM algorithm
The response variables Yi are considered to be the results of events, measured in a sample of n individuals. They can be classified into two mutually exclusive categories A and B. The associated probabilities of each category are p and (1 -p) respectively. For example, when we answer any question from a questionnaire, the categories A and B might represent the results Yes and No for each question. We can define the variable Yi to indicate the two categories by letting Yi = \ for Yes and yj = 0 for No. We may assume that there are t independent covariate variables that will affect the results of events. Because we want to assess the effects of the covariate variables on the binary response variables, we assume that the observations are drawn from a finite Bernoulli distribution mixture. The point masses of this distribution can be then interpreted as latent classes of individuals (see Desarbo et al. [7] ). We assume that the mixture distribution consists of one latent variable with c unknown latent classes.
Let the indexes i = 1, ...,n denote individuals; fc = 1, ...,c denote latent classes; l -\,...,t denote covariate variables. Let Y = {y\,Y2,...,Fn) be the Bernoulli reindom variables. The latent class logistic regression model can then be constructed as follows (see DeSarbo et al. [6, 7] , Agresti [1] ). It is assumed that each individual follows a distribution that is a mixture of finite number of c classes in proportion a = {OL\, ..., a^, where it is not known in advance that each individual will arise from which class and the constraint X]fc=i a*; = 1 is submitted. Now, the conditional probability density function of each individual Yi = yi coming from class fc is
where pk gives the probability of the individual i in class fc. Let pk be an expected value for Yi, conditional on class fc with E{Yi) = pk for i = l,...,n. Comparing In .
-Pfc
We specify a linear predictor Tjk and a link function g{-) in class fc with Let X = {xi,...,Xt) be the covariate variable and let /3 = {0i,02,--,Pc) be an unknown coefficient with /3fc = {0ki) in class fc. The linear predictor is produced by the t covariates and the parameter vectors f3k in class fc with
1=1
For each individual i, the linear predictor rjki and a link function ff(.)in class fc is /t|fc(yi|Pfc) = (l-pfci)exp(yilD^'" ). (6) 1 -Pfci We express the probability density function (6) in the following form:
1=1 1=1
which is conditional on class fc for each individual J/J. The unconditional probability density function of Yi can therefore be expressed in a finite mixture form (see Everitt and Hand [10] with
fc=i under the constraint YL'k=i O' fc -^• To estimate the parameters ajtand /3fc, given yi and xu, we formulate the likelihood function for a and /3 as follows:
The estimates of a and 0 can be obtained by maximizing the likelihood function (9) or log-likelihood lnL with respect to a and P, subject to the constraint YTk=i ^k = 1. However, to directly maximize the likelihood function (9) or lnL is complicated and difficult. It is known that the EM algorithm had been used as an effective method for approximating maximum likelihood estimates of the parameters in latent class models (e.g. Celeux and Govaert [4] , Everitt [9] ). Next, we will derive the EM algorithm for latent logistic regression models. Its derivation is similar to Desarbo and Wedel [6] about a mixture likelihood approach for generalized linear models.
In the EM algorithm, we introduce non-observed variables Zki which indicate that if the individual i belongs to latent class fc, then Zki = 1 and Zki = 0 otherwise. It is assumed that Zki are independently and identically distributed (iid) multinomial distribution with probabilities ak as follows:
where the vector z, = {zu,Z2i,...,Zd)' and a = (ai,...,ac)'. In general, the vectors {zi,...,Zc) are called the latent class variables. We denote the matrix Z = {zi,...,Zn)' and the data matrix X == (xi,...,xt), where xi = (xii,X2i,...,ini)'. Furthermore, it is assumed that yi given Zj are conditionally independent, and that yi given Zi has the probability with fc=i When Zki are considered as missing data, a complete likelihood function for Y and Z can be formulated as follows:
The log-likelihood function of equation (10) is
An iterative algorithm is applied to approximate the maximization for the complete log-likelihood function (11) subject to the constraint YTk=i (^k = I-The algorithm includes two steps, called E(expectation) and M(maximization), so that it is called the EM algorithm. In E-step, because the latent class {zi,..., Zc} is missing, we then use the expectation E{zki\Y,a,l3) to estimate the Zki. Because which is identical to the posterior probability that the individual i arises from the class fc of latent class variables via Bayes' rule. So, once estimates of Qfe and Pk are obtained, then the estimates of Zki can be obtained by where fi\k{yi\(3k) is described as equation (7).
In M-step, to majdmize the expectation of lnL with respect to ak and Pk , the non-observed latent class variables {zi,...,Zc} in equation (11) are replaced by their estimates Zki of equation (12) . Thus,
where Zki is obtained by equation (12) . Maximizing equation (13) with respect to ak, subject to the constraint X)fe=i <^fe = 1, is equivalent to maximizing the Lagrajigian
where A is a Lagrange multiplier. We derive it with respect to ak aŝ^ -A = 0.
We have Note that 1 = YX=i "^fc ~ X 13fc=i 23r=i ^ki = \-n. Thus, A = n is then obtained. Updating ak, we can get the current estimate of ak with ti-
Maximizing equation (13) Note first that the derivative of equation (6) and the second derivative with respect to Pki' is
The expectation of second derivative with negative sign is where Wk is an n x n diagonal matrix of weights given by
According to equation (4), we have
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Thus, the diagonal matrix of weights reduces to
Following the line of the general Newton-Raphson procedure, the estimate of Pk can be obtained in the following way. The Newton-Raphson process with expected derivatives for a random sample gives
A5pk = C
where Ais a,t xt matrix with i=l and C is an / X 1 vector with
The matrix A becomes jhe weighted products matrix of covariates with weights and the new estimate Pk = P + SP shall satisfy the equation APk = APk + A6Pk + C. We then have
The new estimate Pk satisfies
where pfcj is described in equation (5). We then have {APk)i = ^"=i WkiXn'yki. We write it to a matrix form with where A = X WkX. We have
The estimate Pk is then obtained by
where all quajitities appearing on the right are computed using the initials /3^ and Zf^ . Thus the solution for (17) usually requires an iterative calculation. We somehow give initials P^°^ of Pk and 4°^of Zk to get wl°'' and j^^K We then solve (17) to get solution Pf. and use it to get WJ^ \JI ', and so on. ..,Zc} are considered to be non-overlapping clustering and crisp class variables with a probability sense. However, in the social and behavioral sciences, some concepts are not well defined that may have vagueness over the real meaning of terms such as social classes and public opinions with overlapping clustering cases. To consider overlapping clustering with vagueness, it is better to extend latent class variables to fuzzy class variables based on the fuzzy set concept.
The fuzzy set in Zadeh [27] indicated the ideal of partial membership which was described by a membership function. In a latent class model, the latent class variables {zi,...,Zc} are indicator functions such that Zfc(j/
Thus, {/^i, ...,/ic} become fuzzy sets on the set B according to Zadeh [27] . Here we call {/ii, ...,/ic} the fuzzy class variables which are the fuzzy extention of the latent class variables {zi, ...,Zc}. In fact, we extend a hard c-partition {2i,...,Zc} to a fuzzy c-partition {^i,---,fic} of B. In fuzzy clustering literature, Ruspini [20] first applied the fuzzy c-partition {/xi,...,/Xc} for clustering. Now fuzzy clustering has been widely studied and applied in various areas (see Bezdek et al. [3] and Yang [22] ). Next, we shall extend the latent class logistic regression model to the fuzzy class logistic regression model and then derive its algorithm.
Consider a fuzzy c-partition {ni,---,iic}-We now extend the log-likelihood equation (11) (11) and (19) , the only difference is that Zki G {0,1} in (11) but fiki e [0,1] in (19) . Since equations (11) and (19) are linear in Zki and Hki, the optimal solutions occur at the end point 0 or 1 in both (11) and (19) . Therefore, the optimization problem in (19) should be equivalent to that in (11). If we want to make a fuzzy extension of the optimization in Xi {fi,a,P), it is necessary to increase the power of iiki to /x^, for which m > 1 represents the degree of fuzziness. Thus, we make the fuzzy extention of equation (11) to be fc=i t=i fc=i i=i
Based on the concept of Yang's fuzzy classification maximum likelihood (FCML) [23] , we may add a constant w to the term ^^=1 XI"=i Mfciln^fc. Thus, a new optimization objective function is created as fc=it=i where m > 1 and lu > 0 are fixed constants. We mention that the weighting exponent m is used to handle the fuzziness of the fuzzy c-partition {fj,i, ---,fJ,c}. In general, when m tends to 1, the fuzzy c-partition will tend to the hard c-partition, and when m tends to infinite, the {fii,---,Hc} will tend to the constant i, i.e. Mfc = ^ for all /c = 1, • • •, c. The constant w is used to adjust the bias with the penalty term Y^^=i Yl7=i Mfct lno^fc-The influence of u; to the FCML procedure was studied in Yang and Su [24] . Based on the FCML procedure, a penalized fuzzy cmeans (PFCM) clustering algorithm had been proposed by Yang [23] . This PFCM had been applied in image segmentation and vector quantization (see Lin et al. [16, 17] ). The optimality test and parameter selection about w and m of the PFCM algorithm was recently investigated by Yu and Yang [26] . Now, we use this FCML objective function (21) Maximizing (21) with respect to Pk is equivalent to maximizing each of the k expressions t=i
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To take the derivatives with respect to Pki and set them to be zero, we have Similar to the derivation in Section 3, we have the first derivative with respect to
Pki as i and the second derivative with respect to /?^j' as
The expectation of second derivative with negative sign is
where Wk is an n x n diagonal matrix of weights given by
Following the lines of the general Newton-Raphson procedure, we can obtain the parameter estimates as follows. Given the initial estimates ^ , we may compute the vectors p^ and jjj. . Using these values, the adjusted dependent variate, 7fc, is defined with components
Pfci(l-Pfci) where pfcj is described in equation (5) To summarize the proposed algorithm for fitting fuzzy class logistic regression models, we have the FCML algorithm as follows:
FCML algorithm
Step 1: Fix 2 < c < n and fix any e > 0. Civen initial value fj,^ and P^ and let s = 1.
Step 2: Compute p^.""^^ with p['~'^'' by (5).
Step 3: Compute a[^^ with fx['~^^ by (26).
Step 4: Compute WJ;^'^ with Mfc^'^and pi'~^^ by (28).
Step 5: Compute j^^^ withp^""^^ by (29).
Step 6: Update p^"^ with W^^'and 7^"^ by (31)
Step 7: Update ^1"^ with a['^ and pi''^ by (27) Step 8 
Numerical results
In this section, we produce some numerical data from a mixture of two logistic regression models using FORTRAN and implement these data sets to the EM and FCML algorithms. In general, m = 2 in FCML is recommended (see [16, 17, 23] ). Thus, we choose m = 2 in all simulations. For the constant w in FCML, we choose w = 0 with no penalty term for Examples 1 and 2. On the basis of the accuracy criterion, we make numerical comparisons of the EM and FCML algorithms in these two examples. The accuracy criterion is measured by the mean squared errors (MSE) that is the average sum of squared errors between the estimate and true parameter. Since the constant w controls the penalty term, we take w = 0 and w = 0.3 to compare its effect to FCML in Example 3. Let Berip) denote a Bernoulli distribution with a proportion p. We consider a mixture of two logistic regression models with Let the random samples be drawn from the mixture distribution (32). We use FOR-TRAN to get the random samples (xj, yi). To make the log odds log y^ available, we first fix the upper bound and lower bound of the probability p, for example, 0.05 < p < 0.95. We then input the given values of parameters /?oi,/3ii,/9o2,/9i2-According to the log odds transformation
we can derive the upper bound and lower bound of the explanatory variable x. We set Xu as the upper bound and XL as the lower bound of x. We take a random sample data xi,---,Xq from the uniform distribution \J{xi,xu)-For each given Xi, we produce a random sample Zii,---,Zir from U(O,1) such that, if zy < a, we choose the model 1 of Ber{ i^exi^ft)t+^'i'ix))' otherwise we choose the model chosen Bernoulli distribution, we produce a sajnple point j/y using the IMSL in FORTRAN. Thus, we generalize the random sample data (a;i,i/ii),- • •, (a;i,yir),-••, {xq,yqi),--• ,{xq,ygr) with a total sample size n = q X r from the logistic regression mixture model (32).
To demonstrate the accuracy of parameter estimation for logistic regression mixture models, we use the MSE criterion for three examples. In all our simulations, we generalize 5 sets of random samples {{xi, yu), ---,{xi, yir), --•, {xq,yqr)} with a sample size n = q x r = 400 for each given test. We run each sample with 10 groups of different initial values and then calculate MSEs based on all 5 sets with 10 groups of parameter estimates. On the basis of these MSEs with diflFerent given parameters, we can see the accuracy of the EM and FCML algorithms about different logistic regression mixture models. These numerical results and comparisons are presented in the following examples. Example 1. We consider four different sets of parameters {Po\,Pii,Po2,Pi2} with two different mixing proportions of a as shown in Table 1 . In each test of Ai D l and A2 ~ D2, we take 5 sets of random samples that each sample has 400 observations. We implement the EM and FCML algorithms for these random samples and use 10 different initial values for each random sample. We then compute the MSEs of these 50 parameter estimates for each given test. The resulting MSEs of parameter estimates are shown in Tables 2 and 3 . We mention that we implement FCML with no penalty term of to = 0 in this example. We know that the penalty term Sfc=i 5Zr=i Mfci 111 Ofc can ajust the bias and improve the accuracy of FCML. We will present this improvement of FCML in Example 3. To simplify the comparisons, we only compare FCML with «; = 0 to the EM algorithm. According to the results from Tables 2 and 3 , we find that both of EM and FCML with m = 2 and w = 0 (i.e. no penalty term) have almost the same accuracy. That is, the EM can be considered as producing a fuzzy result exactly as FCML and that only the degree of fuzziness m and the penalty scale w of FCML can be varied. On the other hand, when the logistic model has smaller slopes Pn and P12, the MSEs of EM are smaller than those of FCML. However, when the slopes Pu and P12 become larger, the MSEs of FCML become smaller than those of EM. Moreover, we find that the larger slopes Pn and P12 of the explanatory variable x have larger effects to the changes of x so that their MSEs get larger. This phenomenon will be also demonstrated in the next example. Totally, the accuracy of both algorithms are acceptable. Thus, except using EM, we may use FCML as another good tool for the estimation on logistic regression mixture models.
Example 2.
In this example, we fix the mixing proportion with a = 0.5 and consider three different parameters of P with tests Ei, E2 and E3 as shown in Table 4 . Although we had seen that different parameters of models affect the MSEs of parameter estimation using EM and FCML in Example 1, we would like to advancedly demonstrate its effects to our proposed FCML algorithm in this example. The procedure of random sampling and simulation here is similar to Example 1. The resulting MSEs of FCML are shown in Table 5 . We see that the larger shopes Pn and P12 of the explanatory variable x have larger effects to the changes of i so that their MSEs get larger. However, the accuracy of estimation using our FCML algorithm is still stable. [24] had studied it on the normal mixture parameter estimation. In this example, we would like to demonstrate the influence of the penalty term to our FCML estimation for logistic regressiom mixture models. We consider two cases of lu = 0 and w = 0.3. The tests are shown in Table 6 . We mention that u; = 0 in FCML is the case of without the penalty term that had been used in the numerical comparisons to EM in Example 1. The MSEs of tests Fi, F2, Gi and G2 are shown in Table 7 . We find that MSEs with m = 0.3 are almost smaller and more stable than those with m = Q. This is because the penalty term can adjust the bias of FCML estimation. In our more simulation experiments, we suggest that the values of w are chosen better between 0 and 0.7 for logistic regression mixture models. 
Conclusions
In this paper, cluster analysis on latent class and fuzzy class logistic regression models for categorical response data was studied. It is known that the EM algorithm had been used for the latent class logistic regression model. In general, the latent class variables are considered as non-overlapping clustering and crisp class variables with a probability sense. However, some concepts in the social and behavioral sciences may not be well defined with vagueness and also with overlapping 778 M.S. Yang & H.-M. Chen clustering cases. To consider overlapping clustering with vagueness, we extended latent class variables to fuzzy class variables based on the fuzzy set concept in this paper. We then extended the log-hkelihood equation of EM for the latent class logistic regression model to the fuzzy log-likelihood equation for the fuzzy class logistic regression model. Based on the extended objective function, we created an FCML algorithm and then used the algorithm to the parameter estimation for a fuzzy class logistic regression model. According to numerical results, we found that the FCML algorithm can be well used as a tool for estimating the parameters of logistic regression mixture models. In van Rees et al. [21] , they used latent class models to analyze the relation between the response variable of reading behavior and explanatory variables of readers' background such as Age, Education, Gender, Activity and Time Costs. In marketing research, market segmentation has become a central concern of top management and strategic plarmers (see Datta [5] ). Cluster analysis has been considered in market segmentation (see Green and Krieger [11] , Hruschka and Natter [12] and Kuo et al. [14] ). To apply the proposed fuzzy class models and the FCML algorithm to market segmentation and on the analysis of the relation between the response variable and explanatory variables in logigstic regression mixture models will be our further research topic.
