Abstract-Frameproof codes are used to fingerprint digital data. They can prevent copyrighted materials from unauthorized use. In this paper, we study upper and lower bounds for w-frameproof codes of length N over an alphabet of size q. The upper bound is based on a combinatorial approach and the lower bound is based on a probabilistic construction. Both bounds can improve one of the previous results when q is small compared with w, say cq ≤ w for some constant c ≤ q. Furthermore, we pay special attention to binary frameproof codes. We show a binary w-frameproof code of length N cannot have more than N codewords if N < w+1 2 .
decoder x was confiscated. A set C ⊆ A N of fingerprints is a w-frameproof code if any coalition of at most w users can not frame another user not in this coalition.
A. Previous Work
Consider a code C ⊆ A N . Without loss of generality, we set A = {0, 1, . . . , q − 1} throughout this paper. We call this code an (N, n, q) code if |C| = n. Each codeword c ∈ C can be Let C be an (N, n, q) code and let w ≥ 2 be an integer. C is called a w-frameproof code if we have desc(D) ∩ C = D for all D ⊆ C with |D| ≤ w. In the literature, there are a lot of papers about the properties and applications of frameproof codes, see for example [3] , [7] , [9] - [14] , [16] . It is also worth mentioning that frameproof codes were widely considered as having no traceability for generic digital fingerprinting. However, Cheng and Miao [10] showed that frameproof codes have very good traceability for multimedia fingerprinting, in the sense that binary w-frameproof codes can be used to trace back to all the colluders in time O(n N), provided that there are at most w colluders. There are also many objects related to frameproof codes, such as identifiable parent property codes [1] , [4] , traceability codes [5] and separating hash families [2] , [6] , [15] .
The determinations of upper and lower bounds for frameproof codes are crucial problems in this research area. When q is sufficiently large (say, as large as N) many strong upper bounds can be found in [3] , [12] , and [16] . Let M w,N (q) be the largest cardinality of an (N, n, q) w-frameproof code and let R w,N = lim q→∞ M w,N (q) q N/w . It has been determined by Blackburn [3] that lim q→∞ log q M w,N (q) = N/w , R w,N = 1 when N ≡ 1 mod w, R w,N = 2 when w = 2 and N is even. Known constructions are usually based on error-correcting codes with large minimum distance (for example, Reed-Solomon codes). Let us define the code rate of an (N, n, q) w-frameproof code as α w,q = lim N→∞ 1 N log q M w,N (q), where q is a fixed positive integer. On one hand, due to the Plotkin bound in coding theory, in order to construct large frameproof codes using errorcorrecting codes the alphabet size q should be sufficiently large (for example, q ≥ N for Reed-Solomon codes). Thus error-correcting codes with large minimum distance are not 0018-9448 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
good candidates for frameproof codes over small alphabets. Indeed, when q is relatively small (say, cq ≤ w for some constant c), in the literature much less is known about the upper or lower bound. On the other hand, it is well-known that real-world applications prefer large codes over small alphabets. Therefore, there have been great interests from both academia and industry to study the bounds of frameproof codes over small alphabets. In this paper we will concentrate on this theme. The only known general upper bound is the one given by Blackburn in [3] . For the lower bound, in [15] Stinson, Wei and Chen presented a general result by the probabilistic method. Previous bounds are restated as follows. Theorem 1 [3] : Let t ∈ {1, . . . , w} be an integer such that t ≡ N mod w. If there exists an (N, n, q) w-frameproof code, then
Theorem 2 [15] : There exists an (N, n, q) w-frameproof code provided that
Remark 3: In the original paper [15] In a recent paper [11] , Guo et al. paid particular attention to binary frameproof codes with small code length. They showed that if there exists an (N, n, 2) w-frameproof code C with w ≥ 3 and w + 1 ≤ N ≤ 3w, then it always holds that n ≤ N. The equality holds if and only if the representation matrix (whose definition is postponed to Section IV) of C in standard form is a permutation matrix of degree N.
Theorem 4 [11] : For all w ≥ 3 and for all w + 1 ≤ N ≤ 3w, an (N, n, 2) w-frameproof code exists only if n ≤ N. If n = N, then the representation matrix in standard form must be equivalent to a permutation matrix of degree N.
B. Main Results
In this paper, we mainly investigate the bounds for frameproof codes. We focus on the situation when q is relatively small compared to w. There are few results on this case in previous papers. We study the behavior of the code rate α w,q = lim N→∞ 1 N log q M w,N (q) as N approximates infinity. Our upper and lower bounds are both better than previous results when cq ≤ w, where c is some constant. Given an alphabet size q and if w satisfies the above condition, the upper bound of α w,q can be improved from O( This paper is organized as follows. In Section II we present some definitions and lemmas. In Section III, we prove our upper bound by a combinatorial counting argument. In Section IV, we present a tight bound for binary w-frameproof code with code length bounded by w+1 2 . For the lower bound, we present our probabilistic construction in Section V. Section VI presents some final discussions and problems.
II. PRELIMINARIES
We will first give some definitions and notations. In Section I we already present a definition of frameproof code in terms of the descendant set, which is the most common one in the literature. But in this paper we prefer an alternative definition in terms of distance.
Definition 5: For an (N, n, q) code C, the distance between any codeword c ∈ C and any collection of codewords D ⊆ C is defined as follows:
It is easy to verify that this definition is equivalent to the original one. Recall that a codeword c ∈ C is denoted as
We can associate each codeword c with a set of two tuples For a set S ⊆ {1, . . . , N} and |S| = t,
c has at least one own t-pattern} and H t = C \ C t . We have the following two easy lemmas.
Lemma 8: Suppose C ⊆ A N is an (N, n, q) w-frameproof code and let C t be the set defined as above. Then we have
Proof: Just notice that every codeword c ∈ C t is uniquely identified by its arbitrary own t-pattern.
Lemma 9: Suppose C ⊆ A N is an (N, n, q) w-frameproof code and let H t be the set defined as above. Suppose c ∈ H t . Then for any 1 ≤ j ≤ w and any distinct c 1 
. . , c w+1 ∈ H t and the corresponding F c i , by Lemma 9 one has
The right hand side of above formula exceeds q N for t >
. Then we get If the alphabet size q is given, the previous known results often give an upper bound of the code rate as α w,q = O(
where is some small quantity related to w. This difference is quite reasonable since in the literature there exist good constructions only when q ≥ N, using some finite fields with size at least N. If q is relatively small, there exist no such good constructions and the explicit upper bound is still far from known. In Section V, we will present a probabilistic construction with α w,q = ( N, n, 2) w-frameproof code with w + 1 ≤ N ≤ 3w and w ≥ 3, then it always holds that n ≤ N. We will show n ≤ N still holds even when N < w+1 2 . Note that our result is an improvement of theirs when w ≥ 6.
We begin with some definitions which are original from [11] . We can depict an (N, n, q) code as an N × n matrix on q symbols, where each column of the matrix corresponds to one of the codewords. This matrix is called the representation matrix of the code. Consider the representation matrix of any frameproof code. If we permute the entries in each row separately, i.e. a permutation of the elements {0, 1, . . . , q − 1}, we get new frameproof codes which can be considered to be in the same equivalence class with the original one. We say a binary code is in standard form if every row of its representation matrix has at most n/2 entries of 1.
Recall that C = C t ∪ H t . The following theorem is proved by considering the situation of t = 1, in other words, the 1-patterns.
Theorem 12: Suppose C is an (N, n, 2) w-frameproof code with w ≥ 2 and N < w+1
. Then it always holds that n ≤ N. The equality holds if and only if the representation matrix of C in standard form is equivalent to a permutation matrix of order N.
We will present a few lemmas before presenting our proof.
Lemma 13: Suppose C is an (N, n, 2) w-frameproof code with N ≤ w. Then it always holds that
Proof: The conclusion holds since if there is any c ∈ H 1 , then for each 1 ≤ i ≤ N we can find some
Then it always holds that n ≤ N. The equality holds if and only if the representation matrix of C in standard form is equivalent to a permutation matrix of order N.
Proof: If C = C 1 , then for every codeword c ∈ C, there exists some i , 1
Consider the representation matrix of C. Since each c i ∈ {0, 1}, then we can set this special c i to be 1 and other entries in row i to be 0. Thus n ≤ N since there is at least one such row for each c ∈ C 1 . The equality holds if and only if for each column of the matrix there exists exactly one row which has 1 in this column and 0 in all other columns. The resulting representation matrix is a permutation matrix of order N. Now we can prove Theorem 12.
Proof of Theorem 12:
The case N ≤ w follows from 
which violates the assumption N < 
where the first column represents c and * denotes a symbol in {0, 1}. We denote this matrix by M. By deleting the first row and first column of M, we can get a new matrix M (1) . It is easy to verify that M (1) is the representation matrix of an (N − 1, n − 1, 2) w-frameproof code. Let us denote this code by C (1) . 3) One can observe that N − 1 < w+1 2 by our assumption of the theorem. Thus by applying the induction hypothesis for N − 1 one can conclude that N − 1 ≤ n − 1 and hence N ≤ n. Now it remains to characterize the situation when the equality holds. Note that a necessary condition for N = n is |C (1) | = N − 1. By induction hypothesis it holds if and only if the representation matrix of C (1) in standard form is equivalent to an (N − 1) × (N − 1) permutation matrix, which implies that each row of the original representation matrix M (1) contains either N − 2 1s and one 0 or N − 2 0s and one 1 (recall that M (1) is an (N − 1) × (N − 1) binary matrix). However, taking into account the fact that M (1) is a submatrix of M and M is in standard form, then the number of 1s in each row of M (1) is at most one less than the number of 0s. Thus by N ≥ 5 we can conclude that each row of M (1) must contain N − 2 0s and one 1. Therefore, |C (1) | = N − 1 if and only if M (1) itself is a permutation matrix of order N − 1. If n = N, then by rearranging the columns we can conclude that M must have the following form
By the w-frameproof property, it is easy to verify that when N ≥ 5 and w ≥ 3 the remaining symbols of M (the *s) must be all equal to 0. In other words, M is equivalent to a permutation matrix of order N. Therefore, the theorem is established. Denote N(w) the minimal N such that there exists an (N, n, 2) w-frameproof code with n > N. It was proved that N(w) ≥ w + 1 in [3] . Guo et al. [11] actually verified N(2) = 3 and N(w) ≥ 3w + 1 for w ≥ 3. In this paper it is improved to N(w) ≥ w+1 2 for all w ≥ 2. In the following we will present an example that gives rise to N(w) ≤ w 2 + o(w 2 ) for sufficiently large w.
Definition 15: An affine plane is an incidence system of points and lines such that • (AP1) For any two distinct points, there is exactly one line through both points. • (AP2) Given any line l and any point P not on l, there
is exactly one line through P that does not meet l.
• (AP3) There exist four points such that no three are collinear. For a detailed introduction of affine plane, the readers are referred to [8] . In an affine plane, any two lines have the same number of points, finite or infinite. The order of an affine plane is the number of points on any given line of the plane. If P is an affine plane of finite order r , then it is proved that every point of P lies on exactly r + 1 lines and P has exactly r 2 points and r 2 + r lines. Let M be the incidence matrix of P. Then M is an r 2 × (r 2 + r ) matrix whose rows are indexed by points of P and columns are indexed by lines of P. The entry M(P, l) = 1 if point P is on line l and M(P, l) = 0 otherwise. By property (AP1), any two columns of M can agree with at most one 1 in their coordinates. Consider the binary frameproof code with representation matrix M. It is easy to show this code is an (r 2 , r 2 + r, 2) (r − 1)-frameproof code. For every prime power, it is known that there exists an affine plane of this order. Let q be the smallest prime power no less than w + 1. Then the existence of an affine plane of order q gives rise to a (q 2 , q 2 + q, 2) w-frameproof code. Together with Theorem 12 we have the following corollary.
Corollary 16: Let N(w) be the minimal N such that there exists an (N, n, 2) w-frameproof code with n > N. Then for sufficiently large w, it holds that
V. THE LOWER BOUND
In this section, we use the standard probabilistic method to give an existence result for frameproof codes. The technique we employ is commonly termed the deletion method, also called the expurgation method. Note that the expurgation method is a standard proof technique for these types of structures. However, the previous applications of this method (see for example, [15] ) often employ a uniform probability distribution. The novelty of our approach is to choose a nonuniform probability distribution, which sometimes can induce better bounds than those using the uniform distribution. 
w , the expected number of pairs c and D ⊆ C 0 \ { c} violating the property of w-frameproof code is bounded by 
VI. CONCLUSIONS
In this paper we investigate the bounds of frameproof codes. To prove the upper bound we use a purely combinatorial approach. For the lower bound, we use a probabilistic method. Our main ideas are from the new definition of frameproof codes based on the distance setting (see Definition 5 and Lemma 6). Compared with previous bounds, it is easy to find out that the cardinality of frameproof codes differs widely according to the numerical relationship of frameproof property w, alphabet size q and code length N. For large q, Blackburn [3] presents several good constructions that achieve the upper bound. But this is not the case for small q, where the gap between the lower and the upper bound is still large. For applications, it is desirable to construct frameproof codes over small alphabets with high code rate. For binary w-frameproof codes, denote by N(w) the minimal N such that there exists an (N, n, 2) w-frameproof code satisfying n ≥ N +1. Theorem 12 implies that N(w) ≥ w . Note that the left side of the last inequality is monotonically increasing and right side is monotonically decreasing. By direct computation one can show the inequality holds for w ≥ 8.
