In this paper we put forward a Bayesian Model Averaging method dealing with model uncertainty in the presence of potential spatial autocorrelation. The method uses spatial ltering in order to account for dierent types of spatial links. We contribute to existing methods that handle spatial dependence among observations by explicitly taking care of uncertainty stemming from the choice of a particular spatial structure. Our method is applied to estimate the conditional speed of income convergence across 255 NUTS-2 European regions for the period 1995-2005. We show that the choice of a spatial weight matrix -and in particular the choice of a class thereof -can have an important eect on the estimates of the parameters attached to the model covariates. We also show that estimates of the speed of income convergence across European regions depend strongly on the form of the spatial patterns which are assumed to underlie the dataset. When we take into account this dimension of model uncertainty, the posterior distribution of the speed of convergence parameter appears bimodal, with a large probability mass around no convergence (0% speed of convergence) and a rate of convergence of 1%, approximately half of the value which is usually reported in the literature.
Introduction
In this paper we propose a framework for analyzing spatially correlated data under model uncertainty concerning both the covariates of the specication and the spatial links existing in the data. Recently, a branch of literature which uses Bayesian tools for the analysis of spatially correlated data under model uncertainty (in terms of variable choice) has developed, mainly around the work of James P. LeSage and coauthors. LeSage and Parent (2007) introduce Bayesian Model Averaging (BMA) methods for spatial econometric models, and the methods are applied in LeSage and Fischer (2007) to study determinants of income in EU regions. These methods are also used by LeSage and Parent (2008) to evaluate the existence of knowledge spillovers from patent activity in the EU.
Most empirical studies in the spatial econometrics literature model spatial spillovers in the framework of spatial autoregressive (SAR) specications (see Anselin (1988) ) conditional on a given spatial weight matrix which parametrizes the geographical links among cross-sections.
On the other hand, not much research is existing about the eects of misspecication in the spatial weights matrix on the estimates of the model parameters. Most of the existing studies stick to a single spatial weights matrix and build the econometric model conditioning on the choice of such a spatial structure. Given a spatial structure, some empirical studies perform robustness checks where the estimation is repeated for dierent spatial link matrices (see Crespo Cuaresma et al. (2009) for a recent example using European regional growth data). A noteworthy exception is the work by LeSage and Fischer (2007) , which considers uncertainty in the spatial link matrix. LeSage and Fischer (2007) concentrate on a single class of spatial weight matrices (K nearest neighbor matrices) and consider uncertainty concerning the measurement of distance and the number of neighbors considered. The method put forward by LeSage and Fischer (2007) uses numerical integration techniques to obtain posterior model probabilities, thereby limiting the applicability to very large datasets, which would prove computationally too costly. In this piece of work we develop a simple BMA method to obtain parameter estimates after integrating out the uncertainty over the matrix of spatial weights by means of spatial ltering. Using spatial ltering based on the eigenvector approach (see Getis and Grith (2002) and Tiefelsdorf and Grith (2007) ), the Markov chain used to obtain BMA estimates can rely on standard (non-spatial) estimation methods to reconstruct the posterior distribution over the model space. This implies that larger sets of covariates and/or spatial weight matrices can be easily incorporated to the analysis.
We apply the BMA method to check the robustness of economic growth determinants among European regions and to obtain estimates of the speed of income convergence in the presence of uncertainty about both the nature of the covariates entering the model and the matrix of spatial weights. Researchers have spent a great deal of eort in trying to assess and quantify the income convergence process across economic units (usually, countries, see Barro (1991) and Barro and Sala-i-Martin (1991) ). A vast amount of the existing empirical literature focuses on estimating the income convergence speed using cross-sectional data, with a theoretical setting based on neoclassical economic growth models (see Mathunjwa and Temple (2007) , for a thorough analytical account of convergence in the Solow model). Many authors have also approached the issue of income convergence using regional datasets (see Sala-iMartin (1996) ). The use of regional data, however, poses an extra problem to the study of income convergence and the measurement of the speed of convergence. There is widespread evidence (see e.g. Fischer and Stirböck (2006) , Niebuhr (2001) ) that spatial spillovers have a signicant inuence on economic growth and therefore observations from regional growth datasets cannot be regarded as independently generated, even after controlling for regionspecic determinants. Spatial interactions, such as technological spillovers or factor mobility, both being important forces for the process of convergence, need therefore to be specied explicitly in order to obtain estimates of the speed of income convergence within a group of regional units. In the presence of positive spatial autocorrelation in economic growth data, estimates of the speed of income convergence across geographical units will tend to be biased upwards if the spatial structure of the data is left unmodeled.
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In our empirical application, we obtain the posterior distribution of the speed of income convergence across European regions in the presence of model uncertainty concerning the choice of regressors and spatial links. In particular, we average over models containing 16 possible spatial weight matrices corresponding to 4 dierent classes (Queen contiguity, nearest neighbor, exponential decay and distance band matrices). Our results indicate that the speed of income convergence across regional units is around 1%, approximately half of the value which tends to be obtained with models conditioning on a single spatial weight matrix. This paper is organized as follows. Section 2 considers the issue of uncertainty about the spatial correlation structure and embeds the problem in a general Bayesian Model Averaging setting where uncertainty about the variables entering the specication is also assumed.
Section 3 applies the methodology to a dataset on European regions in order to obtain estimates of the speed of income convergence in Europe. Section 4 concludes.
2 Spatial autocorrelation, spatial ltering and model uncertainty
The econometric setting
Consider a cross-sectional growth regression from which we aim at extracting the speed of (conditional) income convergence across N geographical units. We explicitly model the potential existence of spatial autocorrelation by using a model of the class of spatial regression models (Anselin (1988) ), namely a spatial autoregressive (SAR) model,
where y is an N -dimensional column vector whose elements correspond to the annualized income growth of each geographical unit, α is the intercept term, ι N is an N -dimensional column vector of ones, X k = (x 1 . . . x k ) is a matrix whose columns are stacked data for k explanatory variables and χ k = (χ 1 . . . χ k ) is the k-dimensional parameter vector corresponding to the variables in X k . We specify the spatial autocorrelation structure using the matrix W, with its corresponding coecient ρ reecting the degree of spatial autocorrela-1 The patterns of regional growth and convergence in Europe have also been investigated by Boldrin and Canova (2001) .
3 tion. One of the potential variables in X k is the initial income level at the beginning of the period in which the growth rate of income is calculated. Equation (1) constitutes a parametric spatial model where the spatial parameter ρ is often interpreted as a spillover parameter,
with positive values indicating the existence of spillovers from neighboring observations. Let us denote the parameter associated to initial income per capita by β. Evidence of conditional convergence is found whenever β is negative, thus implying that, after controlling for other factors, economies with low initial income levels grow on average faster than others having relatively higher initial income. The speed of convergence can be computed using a log-linearization around the steady-state of the Solow model as
where τ is the length of the period considered in the growth variable (see for instance Barro and Sala-i-Martin (2003) ).
Since growth theory is ambiguous about the set X k of explanatory variables to include, we are confronted with a classical situation of model uncertainty concerning the covariates which should enter the model. If the estimate of the coecient of interest (in our case β)
depends on the covariates entering the model, we will eventually overestimate the degree of precision of our estimate if we do not account for this particular source of uncertainty.
In our setting, an extra degree of uncertainty arises if we do not know the actual nature of the spatial interactions which we model through the spatial autoregressive term in (1), that is, if we conduct inference conditional on W. However, besides reecting the degree of spatial interaction across the data, Anselin (1988) notes that ρ might pick up a range of misspecications of the general model. Spatial autocorrelation will be observable whenever the phenomenon under study is a spatial process or omitted variables cause spatial variation in the residuals (Tiefelsdorf and Grith (2007) ). Note that both arguments typically apply to economic cross-section data, where economic units interact with each other and omitted variables decrease the level of condence in econometric analysis. Since inference from the SAR model is conditional on the weight matrix W, which has to be exogenously specied, and in most applications there is little theoretical guidance on which structure to put on the weight matrix, explicitly accounting for this source of model uncertainty is a natural generalization to uncertainty in the nature of X k in the framework of BMA.
Spatial ltering
The spatial ltering literature seeks to remove residual spatial autocorrelation patterns prior to estimation and is in principle not interested in directly estimating ρ in (1). Getis and Grith (2002) propose two (nonparametric) approaches of ltering the data before applying regression analysis. The method utilizes a local spatial statistic (the G i statistic, see Anselin (1988) ) to decompose the data into a purely spatial and a non-spatial part. Limitations to this approach are that (a) it is restricted to non-negative data and (b) each variable entering the regression has to be ltered separately. The approach put forward by Getis and Grith (2002) and Tiefelsdorf and Grith (2007) , on the other hand, is based on an eigenvector decomposition of a transformed W matrix, where the transformation depends on the underlying spatial model.
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Assume that the data follows a SAR model as in equation (1) and thus can be written as y = (I − ρW)
Spatial ltering methods aim at nding a good approximation for the last term in (2) which allows to remove the residual spatial autocorrelation induced by either a pure spatial autoregressive process or omitted variables that tie the residuals spatially together. The spatial link matrix is rst transformed to satisfy symmetry and then multiplied by the demeaning (1) we may estimate
where each eigenvector e i spans one of the spatial dimensions. By introducing the eigenvectors into the regression, we explicitely take care of (remaining) spatial patterns in the residuals. Furthermore spatial commonalities among the covariates in X k are conditioned out. This reduces the degree of multicollinearity and further separates spatial eects from the intrinsic" impact the employed regressors exert on the dependent variable.
The fact that the transformation of the spatial weight matrix does not involve the design matrix X k is an important advantage in the framework of model uncertainty, since the calculation of the eigenvectors has to be carried out only once.
2 In our application, we identify the set of eigenvectors needed (E) with the algorithm proposed by Tiefelsdorf and Grith (2007) . This algorithm identies the minimal subset of eigenvectors until the residual spatial correlation as measured by Moran's I statistic (see Anselin (1988) ) drops below a certain threshold value.
Bayesian Model Averaging with uncertain spatial eects
From a Bayesian perspective, the problem of obtaining estimates of the parameter associated to a covariate under uncertainty in both the nature of W and X k can be handled in a straightforward manner using spatial ltering techniques. Let us assume that we are interested in the parameter corresponding to the initial income level, β. Denote the set of potential models by M = {M
where K stands for the number of potential explanatory variables and Z the number of potential 2 Notice that this would not be the case for models involving spatially lagged errors (see Tiefelsdorf and Grith (2007) ). In this case, the projection matrix used is a function of X k . Although our method is not aected by the use of this projector, the implementation for large datasets can be computationally very costly. 5 spatial weighting matrices W z , z = 1, . . . , Z each with associated set of eigenvectors E z . 
with y denoting the data and β the coecient of interest. Inference on β is based on single inferences under models j = 1, . . . , 2 K × Z weighted by their respective posterior model probabilities, p(M z j |y), which in turn depend on the corresponding matrix of spatial weights.
We can construct (4) making use of the fact that
where p(M Factor with the prior odds. In order to obtain (5) and thus (4), we need to specify priors for the regression coecients, for the variance σ and over the model space M. As is common practice in the applied literature, we use Zellner's g-prior structure on the regression slopes, which merely requires the choice of one hyper parameter g, thus specifying
. Following Ley and Steel (2009) , we move away from assuming an uninformative prior over the model space, as many other BMA studies tend to do.
Instead, we assume that the prior on the model space (p(M )) is a binomial-beta prior, which we elicit by anchoring the prior on an expected model size. The technical appendix presents a discussion on the specic prior choices for g and on the model space.
In many applications, such as the one we present here, the cardinality of the model space renders the evaluation of (4) intractable. Several methods have been proposed to overcome this problem and Markov Chain Monte Carlo Model Composition (MC 3 ) algorithms have become a useful tool to evaluate subsets of the model space which account for a large posterior model probability mass (see Fernández et al. (2001b) for an application to economic growth determinants). Throughout the paper we rely on a random walk MC 3 search algorithm to evaluate the model space. We slightly modify the usual MC 3 method in order to account for uncertainty over a set of spatial weight matrices. Our algorithm proceeds in the following modied way:
1. Starting with a model as dened by a group of regressors and the set of eigenvectors E z associated to a spatial weight matrix W z , in each iteration step a candidate regressor is drawn from the set of potential covariates. We add the candidate regressor to the current model M z j if that model did not already include it. On the other hand, the 3 For a textbook introduction to BMA, see for instance Koop (2003) , chapter 11. 6 candidate regressor is dropped from the model if it is already contained in M z j . Note that both models are conditional on the same set of eigenvectors E z . The candidate model is thus always drawn from a neighborhood of the current one, dened as the subset of the model space formed by models which dier only by a single regressor.
The candidate model M z c is then subject to the following acceptance probability:
Notice that the potential punishment for model size is embedded in both the model prior and the Bayes Factor.
2. In the second step a candidate weighting matrix W c (and hence its associated set of eigenvectors E c ) is drawn uniformly from the set of remaining matrices W (−z) :=
Since we are interested in handling uncertainty across dierent specications of W the eigenvectors belonging to E c are always forced to enter the regression jointly. The accepted model from step 1), denote it by M z j , is then compared with the model containing the same regressors but a dierent set of eigenvectors E c . The acceptance probability is given by:
Since both models consist of the same number of regressors subject to sampling the prior odds on model size cancel. The reward for parsimonity with respect to the spatial weight matrix is solely governed by the Bayes Factor. It is straightforward to introduce a further informative prior on the space of weight matrices instead of the uniform prior employed in our analysis.
We repeat steps 1) and 2) a large number of times and compute the corresponding BMA statistics based on the set of models visited, instead of the full model space. We are especially interested in the posterior distribution of the parameters of the covariates in (1), their posterior variance and the posterior inclusion probability (PIP) of the covariates. The latter one is dened as the sum of posterior model probabilities of the specications including a particular covariate, PIP l =
The performance of this method is assessed in the following subsection by means of a simulation study.
A simulation study
In order to test the ability of our sampler to both identify model covariates and unveil spatial structures present in the data we conduct a small simulation study. Our focus is the posterior distribution over the spatial link matrices and we choose a rather simple setting for the data generating process. We draw 10 potential explanatory variables (x 1 , . . . , x 10 ) using N =255 draws from a standard normal distribution for each covariate, so as to match the sample size of our empirical application. The spatial autocorrelation level is xed at ρ = 0.6, a typical level of spatial dependence present in economic data sets. Data on the dependent variable are generated according to 7 y = ρW z y + 1.5x 1 + 2x 4 − 0.5x 10 + 0.5ε, (8) where ε is a standard normal variable. We restrict our space of potential weighting matrices to three dierent classes (for a textbook discussion on weighting schemes see Anselin (1988) ):
Queen contiguity matrices, K-nearest neighbor matrices and distance band matrices.
Queen contiguity matrices assign equal positive weights to observations sharing a common border (including cases where the common border is just a vertex). We will consider a rst-order contiguity denition for neighbors in this class, and denote the spatial weighting matrix as W Q 1 .
4 The K-nearest neighbor coding scheme evaluates airline-distances between all observations and assigns a positive weight to the K nearest neighbors. From this class of weighting matrices, we consider a weighting scheme based on four neighbors (W K−N N 4 ) for the simulation. Finally, distance band matrices regard geographical units that lie within a distance band of d kilometers as neighbors. Our space of spatial weight matrices in the simulation includes a distance band matrix based on a band of 400 kilometers (W b 400 ). All these alternative space weighting matrices belong to the class of binary weight matrices and solely dier with respect to the denition of the set of neighbors.
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We impose the spatial weights corresponding to each matrix computed on the dataset of 255 NUTS-2 regions, and thus replicate spatial patterns in our simulated data which reproduce the geographical structure of the European regional dataset analyzed in section 3. For the simulation we consider ve cases, each corresponding to a W z matrix in (8):
• case z = 1: W z is a rst order Queen contiguity matrix (W Q 1 ),
• case z = 2: W z is a four nearest neighbor weight matrix (W
• case z = 3: W z is a 400 km distance band weight matrix (W b 400 ),
• case z = 4: W z is given by 0.3W
• case z = 5: W z is given by 0.5W
The set of potential covariates in the simulation has cardinality 10, and the set of potential spatial weighting schemes has a cardinality of 3 (W Q
and W b 400 ), thus leading to a model space composed by 3072 models. We repeat the exercise for 50 simulated datasets for each setting z, using an MC 3 search method over the model space with 5000 replications each time. The averaged results by case are presented in Table 1 . Since the inclusion probabilities of the variables included in the model were all very close to one, and the estimated parameters also very close to the true values, we do not report them and concentrate exclusively on the inclusion probabilities (percentage of models visited by the MC 3 algorithm by W matrix) for each one of the spatial weighting matrices. 6 4 Note that this weighting scheme might create "spatial islands" (i.e. observations without any neighbors).
5 All matrices used in the analysis are row-standardized.
6 We use the BRIC prior (Fernández et al., 2001a) Case j = 1 The results in each case refer to averages over 50 simulated datasets. Percentage visited" is the percentage of times a model with a given spatial weight matrix was visited in the MC 3 algorithm, and is thus interpreted as the corresponding posterior inclusion probability. Adj. R 2 " is the average adjusted R 2 of regressions based exclusively on the eigenvectors corresponding to a particular spatial weighting matrix, and # eigenvectors"
is the average number of eigenvectors extracted using the method by Tiefelsdorf and Grith (2007) . −φ , where d ij is the (airline) distance between observations i and j and the parameter φ governs the decay of the weighting scheme. We consider four possible exponential decay matrices, given by φ = 1, 2, 3, 4. A unit φ parameter implies that observations are weighted according to inverse distances, while higher values of φ lead to a sharper decay of weights as distance increases. We apply the spatial lter proposed by Tiefelsdorf and Grith (2007) to each of our W matrices and extract the relevant subsets of eigenvectors based on a cut-o of 0.1 in Moran's I statistic. Table 4 shows the number of selected eigenvectors for each spatial link matrix and the adjusted R 2 resulting from the regression of the dependent variable solely on a constant and the full set of eigenvectors. The results reveal that a large part of variation in the data can be explained exclusively by spatial patterns as proxied by the eigenvectors. This complicates the estimation of the pure" speed of income convergence, free from the spatial eects created by economic growth poles. In a rst stage, we obtain BMA estimates for the eect of the covariates on economic growth conditioning individually on each one of the dierent classes of spatial weighting matrices 7 .
Since sensitivity analyses reported in the spatial econometric literature are often restricted to one particular class of spatial weight matrices, the dierences in inference resulting across classes of weighting matrices is of particular interest. We therefore assess the dependence of the relative importance of dierent covariates with respect to spatial weighting matrices. For that purpose, we obtained posterior inclusion probabilities for each variable in our dataset in six dierent BMA settings. We rst obtain BMA statistics based on a linear model without spatial interactions (equation (1) with the constraint ρ = 0 imposed or, alternatively, equation (3) with γ i = 0 for i = 1, . . . , E). Secondly we obtain BMA statistics based on spatial weight uncertainty but constraining the spatial links to belong to each one of the individual classes of spatial weight matrices (Queen, exponential decay, K-neighborhood and distance band). Finally we calculate BMA statistics where the space of spatial weight matrices is composed by all 4 classes and hence 16 W matrices. Table 3 presents the results in terms of posterior inclusion probability (PIP), mean (PM) and standard deviation (PSD) of the posterior distribution of the parameters. Figure 2 plots the posterior inclusion probability of the variables which achieve the highest values in this statistic for the BMA exercises conditioning on dierent classes of spatial weight matrices. Table 4 presents the posterior inclusion probabilities for each one of the spatial weight matrices in the analysis.
The results in Figure 2 and Table 3 present interesting dierences across estimates depending on the class of spatial weight matrices which is conditioned upon. The choice of a particular class of spatial weight matrices as a parametrization of the links across regions may have an important eect on the resulting posterior inclusion probabilities, as can be seen in Figure   7 The benchmark BRIC prior implies setting g = 1/K 0.8 2 for the case of the human capital variable ShSH (share of working age population with high education). The results of BMA using the class of K-nearest neighbor matrices and BMA using distance band spatial weight matrices imply that the importance of ShSH as an explanatory factor of dierences in income growth is small to negligible. On the other hand, the results based on BMA using one of the remaining spatial weight matrices (Queen and exponential decay), as well as the results based on models without spatial autoregression, depict ShSH as one of the most important variables for explaining income growth in European regions. The results of our preferred specication, where uncertainty is generalized to take place both within and across classes of spatial weight matrices imply that the human capital variable is indeed a robust determinant of economic growth in European regions.
Similarly, the results for AccessAir (potential air accessibility) dier extremely if the spatial link is parametrized using a spatial weight matrix with exponential decay as compared to any of the other classes.
The posterior probabilities of models averaged across spatial weighting matrices are presented in Table 4 . There are three individual weighting matrices which receive practically all of the evidence in terms of posterior probability: W matrices present a relatively dierent number of links (see Figure 1) . The eects of spatial weight uncertainty on the relative importance of explanatory variables as determinants of regional growth can be grasped by examining the joint posterior inclusion distribution of covariates and spatial weight matrices, which is depicted in Figure 3 .
8 Figure 3 shows that the importance of regressors in terms of posterior inclusion probability tends to remain similar across spatial structures. An interesting exception is the physical capital investment variable (shGFCF), whose relevance as a robust determinant of growth is exclusively concentrated in models including the exponential decay weighting matrix with φ = 3, W e 3 . The result sheds a particularly interesting light on the modeling choice of spatial links for cross-sectional regional growth regressions, since most empirical applications blindly condition on one of the elements of the W space, and the choice in the case of economic growth applications tends to be a spatial weighting matrix with exponentially decaying weights with distance.
The choice of a spatial weight matrix (or a group of them) is particularly important when it comes to obtaining an estimate for the speed of income convergence, embodied in the esti-8 Figure 3 is constructed with estimates based on the 3,000 models with highest inclusion probability, while the results reported in Table 4 are based on MC 3 frequencies. This implies that some small quantitative dierences exist between the two.
13 mate of the parameter attached to the initial level of income per capita in the regional growth regression. In Figure 4 we present the posterior density of the speed of income convergence parameter computed over the whole model space (unconditional distribution) and over the set of models which include initial income as a regressor (conditional distribution), averaged over dierent conditioning sets of spatial weighting matrices. In particular, in order to exemplify the dierences depending on the conditioning set in terms of W matrices, Figure 4 shows the results for the BMA exercise in three dierent settings for the spatial links: (a) models without spatial weighting matrix, (b) models with spatial weighting matrices of the class of distance bands matrices and (c) models with spatial weighting based on all classes put forward above. PIP stands for posterior inclusion probability", PM stands for posterior mean" and PSD stands for posterior standard deviation". All calculations based on MC 3 sampling using 2 million posterior draws.
PIPs over 10% in bold. The form of the dierent weight matrices is presented in the text. Table 4 : Posterior inclusion probability over space of weighting matrices (in %)
The convergence speed estimates for the model space which does not include spatial eects appear systematically higher than in the cases where spatial spillovers are explicitly modeled, as is expected if unmodeled positive spatial autocorrelation is present in the data. As we allow for more exibility when modeling spatial autocorrelation patterns, the estimate of the pure" speed of convergence (free of the eect of spatial autocorrelation) decreases. The dierences are quantitatively very large. If we concentrate on the median of the conditional posterior distributions in Figure 4 , the estimate of the speed of convergence falls from levels above 2% (a value which has become something of a stylized fact when it comes to crosssectional growth regressions) in the posterior distribution based on models without spatial eects to 1% when the full set of 16 spatial weight matrices is conditioned upon. If a smaller set of spatial weighting matrices is conditioned upon, the resulting posterior distribution over the speed of convergence parameter lies somewhat between the two extremes, with a modal value of 2%.
We obtain an interesting insight to the importance of assessing model uncertainty in the framework of spatially autocorrelated data by comparing conditional and unconditional posterior distributions of the speed of convergence across European regions in Figure 4 . While the two distributions do not dier strongly for the BMA estimates based on standard OLS and those based on the class of distance band matrices, as we allow for more exibility when modeling spatial links a bimodal unconditional distribution with a zero mode emerges. This is the case since some of the spatial structures allow us to model the growth dierences between rich and poor regions based on purely geographical patterns, without the need of including conditional convergence. This results in a group of models which do not include the initial level of income per capita as a regressor but are able to explain growth dierentials relatively well. Table 3 and Table 4 show that such an eect is related to the inclusion of Queen contiguity matrices in the conditioning set.
This implies that the estimates obtained in previous research concerning the regional speed of income convergence using models which condition on a single spatial link matrix tended to overestimate the extent of the income convergence process. This result is particularly important for economic policy exercises implying the ceteris paribus condition in models with spatial autocorrelation. The interpretation of the income convergence speed in neoclassical economic growth models is based on the assumption that all factors aecting economic growth remain constant with the exception of income itself. In the framework of models with spatial spillovers in the form of spatial autoregressive specications, an extra assumption for the interpretation of the speed of convergence is that the income levels of other regions remain constant, so that ensuring the lack of spatial correlation in the residuals of the growth regression is an important prerequisite for the analysis. Our results give strong evidence that the quantitative assessment of income convergence across regions requires a 16 systematic treatment of uncertainty in the nature of spatial growth spillovers.
Conclusions
We put forward a Bayesian Model Averaging method for dealing with model uncertainty in the presence of potential spatial autocorrelation of unknown form. We propose using spatial ltering methods to, on the one hand, exploit large sets of possible classes of spatial weighting matrices and, on the other hand, achieve computational gains as compared to the direct estimation of spatial autoregressive models. Using simulations, we show that the method is able to identify correctly covariates and spatial patterns present in the data.
We use our method to evaluate the robustness of growth determinants across European regions for the period 1995-2005 and, in particular, to estimate the speed of income convergence. We show that the choice of a type of specication in terms of a particular class of spatial weighting matrices can have an important eect on the estimates of the parameters attached to the model covariates. We also show that estimates of the speed of income convergence across European regions depend strongly on the form of the spatial patterns which are assumed to underly the dataset. When we take into account this dimension of model uncertainty, the posterior distribution of the speed of convergence parameter appears bimodal, with a large probability mass around no convergence (0% speed of convergence) and a rate of convergence of 1%, approximately half of the value which is usually reported in the literature. Our results indicate that previous research concerning the regional speed of income convergence in models which condition on single spatial link matrices tended to overestimate the catching-up process in income levels. 
