Electrohydraulic servosystem have been used in industry in a wide number of applications. Its dynamics are highly nonlinear and also have large extent of model uncertainties and external disturbances. In order to increase the reliability, controllability and utilizing the superior speed of response achievable from electrohydraulic systems, further research is required to develop a control software has the ability of overcoming the problems of system nonlinearities. In This paper, a Proportional Integral Derivative (PID) controller is designed and attached to electrohydraulic servo actuator system to control its angular position. The PID parameters are optimized by the Genetic Algorithm (GA). The controller is verified on the state space model of servovalve attached to a rotary actuator by SIMULINK program. The appropriate specifications of the GA for the rotary position control of an actuator system are presented. It is found that the optimal values of the feedback gains can be obtained within 10 generations, which corresponds to about 200 experiments. A new fitness function was implemented to optimize the feedback gains and its efficiency was verified for control such nonlinear servosystem.
Introduction
Electrohydraulic servosystems are widely used in many industrial applications because of their high power-toweight ratio, high stiffness, and high payload capability, and at the same time, achieve fast responses and high degree of both accuracy and performance [1, 2] . However, the dynamic behavior of these systems is highly nonlinear due to phenomena such as nonlinear servovalve flow-pressure characteristics, variations in trapped fluid volumes and associated stiffness, which, in turn, cause difficulties in the control of such systems.
Control techniques used to compensate the nonlinear behavior of hydraulic systems include adaptive control, sliding mode control and feedback linearization. Adaptive control techniques have been proposed by researchers assuming linearized system models. These controllers have the ability to cope with small changes in system parameters such as valve flow coefficients, the fluid bulk modulus, and variable loading. However, there is no guarantee that the linear adaptive controllers will remain globally stable in the presence of large changes in the system parameters, as was demonstrated experimentally by Bobrow and Lum [3] . Variations of sliding mode controllers have also been developed for electrohydraulic servosystems. These controllers are robust to large parameter variations, but the nearly discontinuous control signal excites unmodeled system dynamics and degrades system performance. This can be reduced by smoothing the control discontinuity in a small boundary layer bordering the sliding manifold as introduced in simulations [4, 5] . The nonlinear nature of the system behavior resulting from valve flow characteristics and actuator nonlinearities have been taken into account in application of the feedback linearization technique [6] . The main drawback of the resulting linearizable control law is that it relies on exact cancellation of the nonlinear terms.
A. Aly [7] presented a nonlinear mathematical model which allows studying and analysis of the dynamic characteristic of an electrohydraulic position control servo. Response for the angular displacement of motor shaft due to large amplitude step input were obtained by applying velocity feedback control strategy. To improve the dynamics response characteristics and based on the mathematical model driven, the implementation of self tuning fuzzy logic controller (STFLC) technique was investigated in [8] for positioning the servo motor system as a nonlinear plant. Feasibility and robustness of such application was assured. However, it is still extremely difficult to establish a systematic standard design method for fuzzy logic control system like PID controller which is forward linear differential equation.
Over the past a few years, many different techniques have been developed to acquire the optimum control parameters for PID controllers. The academic control community has developed many new techniques for tuning PID controllers. They have not been slow in seeking to exploit the emerging methods based on the principles of evolution. A GA is one such direct search optimization technique which is based on the mechanics of natural genetics. An advantage of the GA for autotuning is that it does not need gradient information and therefore can operate to minimize naturally defined cost functions without complex mathematical operations, [9] .
This article describes the application of GA Technique based on new fitness function to optimally tune the three terms of the classical PID controller to regulate a valve controlled hydraulic servosystem as a nonlinear process.
The paper has been organized as follows: Section 2 describes the system dynamic model. Section 3 reviews the PID tuning methods and introduces the new techniques for PID tuning method. Section 4 presents a simulation of the system with GPID controller. Finally, a conclusion of the proposed GPID technique is presented in Section 5.
System State Space Dynamic Model
The hydraulic position control system consists of a pressure compensated vane pump, a two-stage servovalve (Moog Model 761 [10] ) a servoamplifier, and a fixed displacement hydraulic motor with an inertial load attached to the motor shaft, Figure 1 . A shaft encoder is attached to the motor shaft for position measurement. This type of hydraulic system is typically applied to mixer drives, centrifuge drives and machine tool drives where accurate control with fast response times is required and large changes in load can be expected.
The control signal is the voltage to the servoamplifier, the resulting servoamplifier current actuating the servovalve. The dynamic model is developed under the following assumptions:
1) The supply pressure is constant.
2) Servovalve orifices are symmetrical.
3) Valve flow is modeled by turbulent flow through sharp-edged orifices.
4) Motor external leakage is negligible.
The nonlinear dynamic equations describing the system may then be written in a compact state-space form, the control input being the voltage to the servoamplifier. Definitions of the state variables and inputs of the system are given below:
States:
Inputs:
Applying the states definition to the system, after manipulation, results in the state variable model as follows: 
The state variables model represented by (1-3) is of the nonlinear form:
The initial conditions of the state variables are given by:
More details in the system dynamics model and its parameters are given in Appendix A.
The objective of the controller is to keep the angular position of the motor following a desired trajectory as precisely as possible.
PID Controller Tuning
The popularity of PID controllers in industry stems from their applicability and due to their functional simplicity and reliability performance in a wide variety of operating scenarios. Moreover, there is a wide conceptual understanding of the effect of the three terms involved amongst non-specialist plant operators. In general, the synthesis of PID can be described by,
where e(t) is the error, u(t) the controller output, and K P , K I , and K D are the proportional, Integral and derivative gains.
There is a wealth of literature on PID tuning for scalar systems, [11] [12] [13] . Good reviews of tuning PID methods are given in Tan et al. [14] and Cominos and Munro [15] . Among these methods are the well known Ziegler and Nichols [16] Cohen and Coon [17] . Many researchers have attempted to use advanced control techniques such as optimal control to restrict the structure of these controllers to PID type.
Recently, Hao et al. [18] have illustrated a simple approach for PID control of select the parameters of single neutron adaptive PID controller designing. Using adaptive PID controller based on neuron optimization, they show that the genetic optimize algorithm can get better control characteristics.
GPID Tuning Strategy
Genetic programming (Koza, et al. [19] ; Koza, et al. [20] and Reeves [21] ) is an automated method for solving problems. Specifically, genetic programming progressively breeds a population of computer programs over a series of generations. Genetic programming is a probabilistic algorithm that searches the space of compositions of the available functions and terminals under the guidance of a fitness measure. Genetic programming starts with a primordial ooze of thousands of randomly created computer programs and uses the Darwinian principle of natural selection, recombination (crossover), mutation, gene duplication, gene deletion, and certain mechanisms of developmental biology to breed an improved population over a series of many generations.
Genetic programming breeds computer programs to solve problems by executing the following three steps: 1) Generate an initial population of compositions of the functions and terminals of the problem.
2) Iteratively perform the following substeps (referred to herein as a generation) on the population of programs until the termination criterion has been satisfied: a) Execute each program in the population and assign a fitness value using the fitness measure. b) Create a new population of programs by applying the following operations. The operations are applied to program selected from the population with a probability based on fitness (with reselection allowed). 3) Designate the individual program that is identified by result designation (e.g., the best-so far individual) as the result of the run of genetic programming. This result may be a solution (or an approximate solution) to the problem. The specification of the designed GA technique is shown in Table 1 . Figure 2 shows the flowchart of the parameter optimizing procedure using GA. For details of genetic operators and each block in the flowchart, one may consult literature [22].
Fitness Measure
The fitness measure is a mathematical implementation of the problem's high level requirements. That is, our fitness measure attempts to optimize for the integral of the time absolute error (ITAE) for a step input and also to optimize for maximum sensitivity. Figure 3 shows the block diagram for adjusting the PID parameters via GA on line with the SIMULINK model. To begin with, the GA should be provided with a population of PID sets. The initial population for choosing PID parameters are derived from the trial-and-error 
Here the goal is to find a set of PID parameters that will give a minimum fitness value over the period [0,t] . When this cycle is completed, are produced new sets of PID values which ideally will be at the fitness level higher than the initial population of PID values. These new fitter sets of PID values are then passed to the fitness evaluation function again where the above-mentioned process is repeated. This way the process is cycled unceasingly until the best fitness is achieved. If the predefined termination criterion is not met, again a new population is obtained using various operators that would have better gene. The termination criterion may be formulated as the magnitude of difference between index value of previous generation and present generation becoming less than a prespecified value. The process continues till the termination criterion is fulfilled.
Simulation of the System with GPID Controller
The closed loop control system was solved using numerical integration technique of Runge-Kutta method with sampling time of 0.001 s. The simulation method combines SIMULINK module and M functions where, the main program is realized in SIMULINK and the optimized PID controller is predicted using M function. Figure 4 shows the step responses of the rotary actuator obtained by using the optimized feedback. The optimal gains of PID controller are calculated to minimize the fitness function which was described in (7). Therefore some oscillations or offset in the transient response may be shown with the implemented PID control parameters. In order to reduce steady state error and oscillations in the transient response, the fitness function must be modified in order to include steady state error and the 
where α and β are weighting factors equal to 1.5 and 5 respectively, imposed by the user to achieve desired response characteristics; M p is the overshoot and e ss is the steady-state error. The optimized PID parameters results at the assumed population of 20 are: K P = 1.438, K I = 0.053 and K D = 0.537. At the same time, the nonlinear characteristics of the hydraulic motor and the hydraulic pump are also the reasons of steady state error and oscillations in the transient response. The settling time of the modified fitness function is significantly shorter than that achieved by the ITAE schemes. The fitness distribution is computed by (8) and the plots in the K P , K I and K D ranges are shown in Figures 5  and 6 , respectively. From the fitness distribution with respect to the number of generation plot, we can see that the near optimal values of feedback gains can obtain with in 10 generations, which corresponds to about 200 experiments. More than this number of experiments would be needed for manual tuning by an experienced technician. The optimal values of feedback gains are clearly defined in a given gain space. These figures also indicate that it would be very hard to determine optimal gains by manual tuning, because of the contrast behaviors of the controller parameters.
One of the important properties of any controller tuning method is its robustness to model errors. As a change in dynamics of the hydraulic servo systems, when the motor displacement is varied, the position responses also varied as shown in Figure 7 . So that re-tuning of feedback gains must be carried out to obtain the desired control performance. However, the system remains stable in the presence of these changes. Figure 8(a) shows the ability of the system to track the a rectangle reference input with steady state error of 0.0027 rad., rise time of 0.115 s., and zero overshooting while, Figure 8(b) illustrates the controller signal achieved by the proposed design technique and the last parts shows that the servo valve flow rate kept under the saturation limit.
In Figures 9 and 10 , a different reference signals have been used with this system and nearly similar results being achieved each time. 
Conclusions
This paper presents an optimization method of PID control parameters for the position control of nonlinear electrohydraulic servosystem by GA as a search technique with minimum information specific to the system such as the defined fitness function.
From the results, it is demonstrated that the optimized PID improve the performances of the hydraulic servosystem in order to achieve minimum settling time with no overshoot and nearly zero steady state error. The reciprocal of ITAE criterion is modified to be an appropriate fitness function for GA to evaluate the control performance of the given feedback gains. A disadvantage of the proposed method is the necessity of the definition of parameters for a performance index by the user, which impedes the procedure to be fully automatic. It seems to be easy to adapt the method presented here to tune other controller types, where some optimization is involved, such LQR, LQG or pole placement controllers, when weighting parameters or weighting functions can be searched.
The dynamic performance of the servovalve sc is deribed by a first-order time lag and is given by:
Equations (A-1, A-2) are combined to yield a dynamic va Q lve model as
where v x is the valve drive voltage, k x = -1.36 × tor is modeled by considering the ro The hydraulic mo tary motor arrangement shown in Figure 1 , as well as by taking into account oil compressibility and leakage across the motor. Using the principal conservation of mass yields:
The equation of motion of the load can be given by: 
