NP-complete problems should be hard on some instances but these may be extremely rare. On generic instances many such problems, especially related to random graphs, have been proven easy. We show the intractability of random instances of a graph coloring problem: this graph problem is hard on average unless all NP problem under any samplable (i.e. generateable in polynomial time) distribution are easy.
average. Moreover, [Gurevich 87 ] has shown, average case completeness of a random graph problem is unlikely (i.e., unless DEXP=NEXP) without introducing randomizing reductions as we do here.
To motivate our problem, we restate that the standard edge coloring problem in terms of the 3-node induced colored subgraphs (called colored 3-graphs for short) of such an edge colored graph: Given a graph and m colors, edge color it such that every colored 3-graph does not contain two edges of the same color. We generalize the notion of coloring by allowing the list C ′ of permissible types of colored 3-graphs to be arbitrary. The usual edge coloring problem needs m to be unbounded in general, while a given C ′ may need only constantly many colors. As C ′ poses only local restrictions, we specify an additional global parameter: an integer k for the number of times a special "blank," or "absent" color (or more generally one for every color) is used. Set C = (C ′ , k). Now this formalism gains notable power to express many graph problems. Our first example is the bipartite matching problem on a 2n node graph using colors green and blank: choose C ′ to contain colored 3-graphs each with at most one blank edge and (the distinguished color) blank be used exactly n times. As a second example, one can specify t-clique problem by choosing C ′ using blank between those and only those nodes with blank self-loops and specify that blank be used t 2 times. Our graphs will be directed and we will use three (beside blank) colors grey, green, red. A random choice of C consists of picking C ′ as a random subset of all possible 5 9 colorings and choosing an integer k at random [1, n 2 ] . Note that in the examples above a random C ′ will be good with constant probability and a random k with probability 1/n 2 . Now, our problem admits a simple statement: Given a random digraph and a randomly chosen (C ′ , k), color the graph so that every colored triangle is in C ′ and the distinguished color blank is used k times. Using a randomizing reduction we show the completeness of the problem in the average case; it easily follows from the definitions that if this problem is easy on average, complexity theory based cryptography will be impossible. We hope the techniques used here may be useful in analyzing some other random graph problems.
Basic Concepts and Claims

Remarks On Some Definitions
We briefly review the motivations behind the definitions. [Johnson 84 ] (also see [Gurevich 91 ]) gives a good account of some of the issues in average case analysis of NP-problems. Recall that a reduction A ≤ f B between two NP problems preserves the worst case hardness in the sense that some instances of B ⊃ f (A) are at least as hard as those of A. This can fail in the average case. For example, let A be the discrete logarithm problem (dlog) over integers modulo a prime p (i.e., given (g, g x , p) find x), B be the Hamilton Path problem over graphs and f be the standard reduction guaranteed by NP-completeness. Best known dlog algorithms using advanced number field sieve methods (see [Lenstra, Lenstra 91] ) run in conjectured time exp ((logp) 1/3 (loglogp) 2/3 ), whereas relatively simple algorithms [Gurevich Shelah 87] solve Hamilton Path problem in linear time for all but negligible fraction of instances. In contrast, dlog should be hard on all but negligible fraction of instances if it is hard on some polynomial fraction, since it is random self-reducible.
Average case completeness studies NP problems with distributions on its inputs and allows one to compare average case hardness of a pair of problems using reductions that preserve average case complexity. A condition for this is that reductions must map typical instances of one problem into typical instances of another. But new difficulties arise with the definitions of distributions and averaging runtimes. We point out some of them next, and the definitions in section 2.2 are chosen to circumvent them.
To state and prove completeness results, it is enough to consider distributions defined on all finite binary strings. For example, instead of the uniform distribution on {0, 1} n , one may consider λ over S = {0, 1} * defined as follows: choose the length n with probability 1 n(n+1) and then a string in {0, 1} n with probability 2 −n . One may wish to further quantify the fraction of hard instances of length n of a specific complete problem precisely by focusing on distributions {0, 1}
n and the structure of the problem. Our completeness results are only up to polynomial factors in probability and, thus, in average running time. This is similar to the worst case reduction theory, which ignores polynomial factors in run times.
It is essential to consider reductions to (or hardness of) problems with specific distributions. As noted earlier if A is hard on average under some distribution, and A ≤ f B, then so is B under the induced distribution of f 's outputs; but this may not correspond to any interesting distribution. If B is a problem on graphs, it will be desirable, to show the reducibility under common distributions (e.g. uniform)
In the absence of spectacular progress (beyond settling P = N P and its average case version) to prove concrete lower bounds on hard problems for specific input lengths, such reductions may be the only recourse e.g., for cryptography.
Notations: We use O, o, Ω, Θ notations in the usual sense and all our strings and logarithms are binary. We shall write a f (n) = 1/o(1) if f tends to ∞. We denote by x, y the pair x, y. We allow probability distributions to sum to < 1 by assuming that our algorithms output a nil symbol with some probability. A distribution µ is samplable if there is a randomized algorithm which outputs string x in time |x| O(1) with probability µ({x}). The set of all finite binary strings we denote S.
Random Inversion Problems and Reductions.
We use a constructive version of NP: the witnesses must be explicitly produced. It is convenient to refer to them in the inversion form: for an algorithm f with |w| = |f (w)| O(1) , given an instance x, find a "witness" w ∈ f −1 (x). E.g. f ( a, b ) may output the graph a, if b is its Hamiltonian cycle (or a dirty swear, otherwise). A random inversion problem is a pair (µ, f ) where f is computable in polynomial time and the distribution µ of the instances is samplable. So, our random inversion problems are the NP problems whose instances are generated by coin-flipping polynomial time algorithms. The choice of a particular distribution µ is significant, since two different distributions may concentrate on different subsets of instances thus specifying completely unrelated problems.
Our reductions require explicit mappings between witnesses. We define reductions and randomizations of random inversion problems slightly simplifying [Venkatesan, Levin 88] . A reduction of an inversion problem (µ, f ) to an inversion problem (ν, g) is a pair of polynomial time algorithms R, Q such that:
1. the probability that any y = nil is output by R on µ−distributed inputs is O(ν({y})). I.e. typical instances are mapped into typical instances;
2. R maps a solvable instance x of (µ, f ) into a solvable instance y of (ν, g):
3. a witness for an instance produced by R can be efficiently transformed by Q into a witness for x: if R(x) = g(w), x ∈ D then x = f (Q(w)).
1
Reductions are closed under composition and any fast on average algorithm for (ν, g) yields a fast on average algorithm for (µ, f ). ByR(µ), we denote the output distribution of R when the input distribution is µ. We now modify problems by supplementing the instances with coin flips which can be used in reductions. We say (µ ′ , f ′ ) is a randomization of (µ, f ), if there is some constant c and a set S x of strings of length |x|
when ω ∈ S x , and zero otherwise and
Remark 1 S x consists of those "helpful" strings ω which allow R to output instances x ′ whose witnesses w ′ can be transformed by Q into witnesses w of x, if any. It is not necessary to be able to test in polynomial time if ω ∈ S x . But a random ω has a polynomial probability to be in S x and the trials can be repeated to make the probability of failure exponentially small. If we do not find an inverse for f this way, we know that it has no inverses at all.
A main goal of these definitions is to guarantee the following, which by now should be obvious: any fast on average deterministic or randomized algorithm for a randomization B of an inversion problem A yields a fast on average randomized algorithm for A. Hence there is no need to require that w be transformed into w ′ efficiently. Note that S x and thus µ ′ itself need not be polynomial time computable. In fact, some properties of the outputs of our reductions are not known to be efficiently verifiable.
Definition: A random inversion problem (µ, f ) is complete if every random inversion problem has a randomization reducible to (µ, f ).
The average complexity of (µ, f ) is an upper bound T (k) for the time needed to compute y ∈ f −1 (x) expressed in terms of k(x) = |x|r(x), where the instance's "rareness" or "exceptionality" r, as in section 2, satisfies µ({x})r(x) < ∞. Reductions and randomizations preserve average complexity (up to a polynomial) as well as completeness. Note that complete problems must have many easy instances, since both hard and easy problem are reducible to them. Note also that two problems under two distributions µ and
is bounded by at most a polynomial in |x| then they have the same randomization since the polynomial factors in distributions can be absorbed by definition. For example, here one can take µ(x) as uniform distribution on primes of length n and µ ′ (x) be uniform distribution of all numbers of length n.
Main Result
Our graphs are directed and a node may have a self-loop, which may be colored as well. Let G be an edge colored digraph. An edge may be colored with one of the three colors red, green, gray or left blank. Blank like any other color and we distinguish it in the sense that we (implicitly) specify how many of the edges must use blank; we do this by explicitly specifying the total number of colored edges that use the other three colors. More generally we could have specified how many times each color is used.
A spot in G is a 3-node subgraph with induced colored edges and the nodes unlabeled (i.e. replaced by 1, 2, 3). So there are 5 9 distinct spots. The coloration C(G) is the set of all spots in G and an integer specifying the number of blank edges; G = G is the G uncolored. As noted in the introduction, standard graph coloring restricts the set of spots so that all edges in a spot have different colors. We choose a random restriction instead.
We similarly have 2-node spots called links. A triangle is a spot with the node labels preserved.
Graph Coloration Problem:
Invert the function R(G) = G, C(G) , i.e. color the edges of a given graph to achieve the given coloration.
Distribution: Uniform. I.e. choose a length with probability 1 n(n+1) and then digraph on n nodes with probability 1/2 n 2 , a set of spots among all possible ones with probability 1/2 5 9 , and the number of colored (i.e, non-blank) edges with probability n −2 . We could use as well the monotone variation of the coloration requirement: to achieve the coloration which is a subset of the specified one.
Theorem 1 Graph Coloration is a complete random inversion problem.
Outline of the paper. The rest of the paper is devoted to proving the theorem. In the next section we discuss a tiling problem which we reduce to our graph coloring problem. (Strictly speaking, we define a more specialized version in the last section 7 that we reduce, but its details are not necessary for the intervening sections.) Since we need to represent a tiled-square (a solution for the Tiling problem) as a colored graph, we next prove random graph lemmas (in section 3) useful for finding necessary 2-dimensional grid structures which can be suitably edge colored to display a tiling solution. Then,we present our reduction in section 4.1. This can be viewed as an algorithm that generates an almost uniformly distributed (Proposition 1) random graph with an embedded instance of a random tiling problem.
Then what remains is to show (Proposition 2) that any adversary coloring our graph instance will necessarily embed a solution for the tiling problem in the colored graph. Intuitively, the tournament allows us to assign a unique label to each node (based on its edges to the tournament) and thus in some sense orient the whole graph; the tournament plays a crucial boot-strapping role in forcing the adversary to identify the necessary grid structures including some for which no polynomial time algorithms are known to exist(see lemma 3). In section 7.5 we show that all the structures that we just mentioned and additional ones needed to force the adversary to color as we desire exist jointly in random graphs with desired probability; these structures are described incrementally throughout the paper. Our proofs can be somewhat simplified by using more colors; in the first reading one may wish to use a new set of colors in sections 5 and 6.
Random Graph Lemmas
We describe the structures needed for the reductions and prove that they exist on a polynomial fraction of graphs. Such questions, when restricted to properties of almost all graphs, are addressed in the theory of random graphs (see [Bollobas 85]) .
A transitive tournament is an acyclic (except for self-loops at each node) complete digraph. Here we simply refer to them as tournaments. E µ (Y ) stands for the expected value of the random variable Y w.r.t the distribution µ. Unless stated otherwise, our random graphs have edges drawn independently with probability 1/2. In this section we consider distributions on graphs with a given (not chosen at random) number of nodes. Let the graph G be chosen at random w.r.t. some distribution µ. A property P of graphs G = (V (G), E(G)) on n = |G| nodes is satisfied almost everywhere or for µ-almost every (a.e.) graph if its µ-probability is 1 − o(1). We omit µ when the distribution is understood. When two functions of integers f and g satisfy f (n) = (1 + o(1))g(n) we write f ∼ g.
Remark 2
We use the following facts on probability and approximations: 
2. Assume that the random variable Y = i with probability p i , i ∈ {1, . . . , s}.
Let y i be the number of occurrences of i in n independent Bernoulli trials of Y . Then, from Remark 1(a) and the central limit theorem:
Proof of item 2c:
The number of ways in which the event [y i = k i , i := 1, . . . , s] can occur is n!/ i≤s (k i !) and each of these has probability
. Now the result follows using log(1 + t) ≤
Proof: We use standard second moment methods here. First, note that X 2 k = l N l where N l is the number of ordered pairs of k-node tournaments sharing k −l nodes. By linearity of expectation, E(X 2 k ) = l E(N l ). There are k l ways to choose the positions of shared nodes in each tournament in a pair and n k+l (k + l)! ways to map this structure in our graph. The probability of each pair to form the tournaments is 2
. Using Remark 1(b) and substituting n ∼ 2 k−c below,
Let 1/o(k) < c < o(k) be positive and λ c be the probability distribution of a ⌊2 k−c ⌋-node graph G generated as follows: First we choose randomly a sequence of k nodes of G and force a tournament T on them. Then, we choose at random the set of all other edges (i, j) ∈ V (T )
2 . The following corollary implies that a random graph on ⌊2 k−c ⌋ nodes has a unique largest k-node tournament with a polynomial probability if and only if c = O(1).
Corollary 1
1. For those G with unique k-node tournaments,
2. λ c -almost every G has only one tournament of size ≥ k.
Proof: First note that, under λ c distribution, all pairs (T, G) have the same (or 0) probability. Thus,
Then, the expected number of tournaments
In other words, the expected number of tournaments other than the forced one is m −c ∼ 0. Using Markov's inequality, P rob[Z ≥ 1] ≤ E(Z) we get the result.
We now prove a lemma which we use to show that a.e. G contains any bounded (i.e. O(1)) degree graph (e.g. Hamilton path, grids) as a spanning subgraph. We first prove a claim on matchings in random undirected bipartite graphs. Our bipartite graphs have vertex classes V 1 and V 2 , |V 1 | = |V 2 | = n and edges chosen with probability b/n. If G has no complete matching then there exists a set A ⊂ V i , i ∈ {1, 2} such that |A| = a and the set Γ(A) of its neighbors has size a − 1. No edges go from A to V 2 − Γ(A). Moreover if A is minimal, a ≤ (n + 1)/2 and at least 2a − 2 edges go from A to Γ(A). Our proof follows the method in [Bollobas 85, p.158-159], where the existence of matchings is established with probability 1 − o(1). Here, however, we need to quantify this measure more precisely.
Lemma 2 Let G be an undirected bipartite graph generated by choosing its edges randomly and independently with probability b/n. Then the probability that G has no perfect matching is O(n)/e b .
Using n k ≤ (ne/k) k , we get from the remark above that the expected number of such sets A is
The ratio of (a + 1)-th term over the a-th term in the sum is
n ) and this is < 1 if b > 20. Thus the term in the summation reaches the maximum for a = 1 when its value is ≤ 2e 3 n e b . All the terms corresponding to a ≥ 2 form a falling geometric sequence, and hence their sum is within a constant factor of the first term. From this the lemma follows. Now we state a result first conjectured by P. Erdos and proven by Hajnal and Szemeredi. See [Bollobas 82] for a proof. We know of no polynomial time algorithm yet.
Lemma 3 (Partitioning Lemma) Any graph of maximal degree < d can be partitioned into d independent sets whose sizes differ at most by one.
Next we use this lemma to find embeddings of some structures we need in random graphs. We first describe these embeddings. Write H < G if H is an induced subgraph of G and ω n for a function of n that asymptotically goes to infinity. When one, both, or none of the edges (u, v), (v, u) exist we refer to the nodes u, v as connected by a single or double edge, or non-adjacent respectively. A graph di-embedding is a one-to-one map g : V (G) → V (H) which is an isomorphism on each connected 2-node subgraphs of G. Note that nodes that are disconnected in G can be mapped into connected nodes in H. We say a graph F is compatible with a graph G if it has the same number of looped and un-looped nodes as G. For a directed graph G, we define the degree deg(u) of a node u is the total number of incident edges, whether incoming (i.e., directed into u), outgoing (i.e., directed out of u), or double (i.e., both incoming and outgoing edges with the end points), and deg(G) is the maximum degree of the nodes.
Lemma 4 (Embedding Lemma) Let
Consider random directed graphs G with H < G that are compatible with F . For a.e. such graphs, there exists a di-embedding g of F into G where g is an identity on H.
Proof:
Initialization: We reduce the task of constructing g to that of finding perfect matchings in a sequence of random bi-partite graphs. Using the lemma 3, we partition F −H into independent sets I j , j ≤ d 2 + 1, where each I j consists of either only looped nodes or only un-looped nodes with m ′ := ⌊m/d 2 ⌋ ≤ |I j |. This is feasible since the graphs are compatible. We extend F to a graph F ′ of degree ≤ d 2 by adding edges between nodes in F − H that share a neighbor in H. Now, F ′ can be partitioned into independent sets as required. Next, split V (G−H) into disjoint V j , |V j | = |I j |. Repeat the following step for j := 1, 2, . . ., until the extension of g is completed.
Extension Step(j): Let H ′ be set of nodes on which g is defined (i.e. di-embedding is found). Call v ∈ V j a candidate for u ∈ I j if setting g(u) := v extends g as a di-embedding over H ′ ∪ {u}. For this, v must satisfy at most 2d many connectivity constraints. Now we construct a bipartite graph G ′ j by connecting every node in I j to all of its candidates in V j . We find a perfect matching in this graph; this finds for every node in I j a node in V j satisfying the connectivity requirements, extending g over H ′ ∪ I j .
Analysis:
In G ′ j the probability of an edge {u, v} is 4 −deg (u) . Also the edges are chosen independently: the conditional probability of v being a candidate for u is the same, given the set of all the edges from v to Γ(I j − {u}) ∩ H ′ , since Γ(I j − {u}) and Γ({u}) have no nodes in common in G ′ j ∪ H ′ . The property we need is monotone i.e. it remains true if we add edges between two previously nonadjacent nodes. So, we may assume the edges in G ′ j to be of the same probability 4
Then, using lemma 2, the probability that one of the d 2 matching steps fails is
4 The Reduction Algorithm R A tile is a square with the corners marked with Latin letters both upper case and lower case letters. In the tiling S of an n by n square, letters on the touching corners of adjacent tiles match. T (S) returns (n, I, s), where I is the set of those tiles (called legal) appearing in S and s is the "starting" string of 2(n − 2 ⌊log n⌋ ) tiles appearing at the left in the bottom row of S.
Problem: Invert T , i.e. extend a string of tiles into a square. Distribution: Uniform: choose n randomly with probability 1 n(n+1) and the set of tiles randomly among all possible 2 52 4 and choose each successive tile of the "bottom row" string with equal probability from the legal tiles matching the previously chosen.
To keep the number of colors in Theorem 1 small, we actually reduce to GCP a special (but still complete) case of RTP described in section 7.1.
The description of R
The reduction produces G, C from an RTP instance. We show that any such coloring of G satisfying C easily yields a solution of the underlying RTP instance.
Recall that X = (p, I, s) is the RTP instance, and by supplementing it with ω of p 7 random bits, we get a randomization of Y = X, ω which is the input to the reduction R. Our reduction will sample a set of graphs whose probability is approximately 1/p 7 and so to make its output almost uniform it does the following. R(ω, X) aborts and outputs nil if ω starts with < ⌈log |ω|⌉ zeros. Otherwise, it uses the remaining random bits of ω to construct a graph G as below and supplements it with a standard coloration C described in the following sections.
Remark 3
We here alert the reader about a strategy used in our presentation. Recall from introduction that the conditions for the usual edge coloring problem can be specified by the set of permissible colored spots. Similarly, we can list the spots needed to enforce our coloring restrictions, but it is more convenient to describe how to color the graph, and infer the set of permissible spots from its descriptions. We need also to show that our coloration specification forces the adversary to color the graph as described and this is a main part of our proof. In addition, we need to show how the adversary is forced to solve a tiling problem instance our choice to successfully accomplish such a graph coloring. So, we first describe how to transform a given solution to a tiling instance into a colored digraph G ′ (in section 5) of special form. Then we embed this G ′ into a random graph G. We describe the coloring details incrementally in the entire paper. The checking of consistency and the feasibility of these specifications is straightforward and somewhat tedious but the enclosed figures may be helpful and can be viewed in color on the web. The reader may initially simplify some of this task by increasing the number of colors used by one or two.
Then R randomly orders T as t 1 , t 2 , . . . , t k and by randomly adding edges extends it into a graph of 2n + k − 1 nodes which is random except that [P1]-[P4] are enforced:
P1 the sequence of nodes t k , t k−1 , . . . , t 1 forms a tournament P2 T ∪ L is the set of all nodes with self-loops and U is the set of all un-looped nodes P3 U T ∪ L T is the set of all nodes connected to every node in T P4 U 0 is the set of all un-looped nodes with no uni-directional edge into T .
Following [Babai, Erdos, Selkow 80], we define the code of a node u as the binary string of length 2|T |, whose i-th bit reflects the presence of the code edge (u, t i/2 ) or (t (i+1)/2 , u). The reduction arranges the nodes in U T (called input nodes hereafter) in the decreasing order of codes as v 1 , v 2 , . . . , v |UT | and connects t 1 and v 1 with an edge (t 1 , v 1 ). Then R adds or deletes the edges between |s| successive input nodes v i , v i+1 to encode the initial string s of X. The four possibilities for connectivities between v i , v i+1 encode the symbols from {0, 1, * , A}, which are the only symbols that appear in bottom row of the Tiling patterns of the particular RTP we work with (see section 7). The resultant graph is G.
Let X k (H) be the number of k-node tournaments in H. Denote by N p (or N when there is no confusion) the set of graphs satisfying X k = 1, and having the numbers |U | of un-looped, |L| of looped nodes, |L T |, |U T |, |U 0 | as specified in (1-2). 
the distribution of graphs G output by R is at most that of the uniform distribution.
Proof: ω starts with the required number of zeros with probability 1/O(|ω|)). Thus we need to show that any graph H will be generated by R with probability ≤ |ω| · λ({H}).
Altering edges between successive nodes in U T to encode random s according to the conventions preserves the distribution. Thus we need only show that other constraints enforced by the reduction are satisfied by a noticeable fraction of graphs.
By Corollary 1, λ c -a.e. H has X k (H) = 1 and all such H have equal probability ∼ 2 kc λ({H}) = λ({H}) · O(n c ). Given that a graph has a unique tournament, all the other quantities (1-2) are well defined. Since R generates graphs with the distribution λ c modified by imposing H ∈ N , its output distribution is a modification of λ c by a factor of 1/λ c (N / / X k = 1). So, it suffices to show that Prob(N / /X k = 1) = n c /O(|ω|). But the set sizes required by (1-2) differ by O(1) from their expected values and hence by item 2(c) of Remark 2 are satisfied jointly with probability 1/O(p 3 n 1/2 ). The theorem follows from these two propositions. The rest of this paper is devoted to proving Proposition 2. Q reads off the Tiling from a coloring of G in a straightforward way.
In the next section, we describe the inverse transformation Q −1 : how to color the graph given a solution of tiling. The coloration of this graph will be the one specified by R. But what we need is item (3) of the definition of reduction: that a witness of coloring problem can be transformed into a witness of tiling by Q. Fortunately, the coloration specified by R forces the graph G (which will be proved in section 6 where both the coloration and some random graph properties play a role) be colored as specified by the transformation Q −1 .
Outline of the Construction
Proceeding as outlined in Remark 3, we now map a given finite tiled square, into a coloring of G in two stages. First, we transform the tiling into a colored graph G ′ , which serves as a template. Then we embed G ′ into G, transfer the colors from G ′ and then color some extra links in G. Any coloring of G will be guaranteed to either contain these structures or violate the coloration conditions.
The mapping of a tiled square, say located in the integer plane with left bottom corner at the origin, into G ′ is easy to visualize and the geometric meanings associated with coloring of edges are used heavily. So we describe it in a leisurely pace. Each of our tile will be a 2 by 2 square.
We need to first define some graphs with a grid structure. By a grid (respectively toroidal grid) we mean a graph obtained by adding at most one of the diagonals to each of the smallest squares in the product graph of two directed paths (respectively cycles). If the paths have equal length, we call it a square grid. Let AC 2n be a cycle of even length with nodes with alternating looped and un-looped nodes.
Our G ′ will contain a toroidal grid AC 2n × AC 2n as a subgraph: it has a looped node corresponding each tile corner, each of which is connected to a node corresponding to a neighboring tile corner by edges and is colored to encode horizontal,vertical or other directions as well as some information about the letters on the tiles. These looped nodes have both co-ordinates even and make up a grid we call secondary grid. The un-looped nodes will be located so that at least one co-ordinate is odd and we call the finer grid AC 2n × AC 2n as primary grid. We use symbolic names to identify such information and call them links (defined in section 2.3 and described below) denote them in bold face.
Embedding lemma guarantees that the above structures will exist in a.e. random graph G, but to force the adversary to color out a subgraph as G ′ , we will need G ′ to have more gadgets. To this end, G ′ will contain tournament T ′ which we will map to some T in G. To orient the graph G uniquely relative to T , we will define a label for each node and seek to arrange a uniquely defined subset of those in a monotone order using the labels (or codes) and connect them in a chain (called input chain later). Furthermore, as we shall see, we will seek the adversary to exhibit a proof of this ordering via specifications of coloration. We shall use the names of the structures in G ′ (e.g. primary grid, input chain described below) later while referring to their counterparts in G.
The code of u with respect to (w.r.t.) t i ∈ T is the restriction of its code (defined in section 4.1) to the digits 2i and 2i + 1.
We denote the induced subgraph of two nodes as [v, t]. As indicated above,we divide the links into many classes and assign each a symbolic name that reflect directions in a grid or information Turing Machine state transitions encoded on the coloring of the grid edges. Some of the links are named by the function they are associated with. For example, we write u h −→ v and this is read as " the node u is connected to the node v by an h-link". By a red edge we mean an edge colored red and by a red node one with a red loop (similarly for other colors). Some of the links we will define and frequently refer are: h, H (for horizontal), v, V, (for vertical), 
Some of the links (e.g., directional ones such as h) induce a permutation on a subset of nodes, when at each node there is exactly one outgoing and one incoming links of that class. We then write, for example, v = h(u) and u = h −1 (v) accordingly. We would use only those links that are directed (i.e. asymmetric), except for the default links in which the edges between the two nodes are grey or absent.
We associate a type name with each non-loop blank which is simply the type (i.e. class) of the link it is in. For example, a blank edge in a h as h-blank edge, and a one occurring in a M-link encoding a turing machine state by M-blank. If (u, v) ∈ E(G), it is sometimes convenient to refer to it as being colored "absent". A down-edge from a node u is a single edge from u into a blank node and an up-edge goes in the reverse direction.
Remark 5 1. It is essential to our construction that any non-blank node has at most one incoming and/or outgoing link of each type, except C and default.
Those edges not specifically used in the construction are colored gray. It will turn out that the number of blank edges cannot be increased without creating new types of colored triangles. This is important for enforcing our coloring specifications. The essential part of the colored graph will be restricted to the nodes in
Other nodes have all incident edges colored the default color grey, except for the double edges between U 1 and T which are colored blank-grey.
The grids and the Input chain on G ′
We now encode the solution for tiling on to G ′ by coloring its edges appropriately. Our G ′ contains a unique tournament T ′ and the sets U figure 3) . The smallest squares on the grid are equipped with diagonal links d 1 = hv and d 2 = h −1 v between un-looped nodes and d 3 = hv links between some of the looped nodes. Consider this grid to be in x−y plane with a blank looped node at origin and such that a node at (x, y) is looped iff x + y is even. We say a node belongs to the even grid if both x and y are even. Only looped nodes belong to the even grid. We use top, bottom, left, right, left border etc. in a natural way with respect to the grid.
We create H links on the even grid using the following rule: u H −→ w whenever u h −→ v h −→ w and u is a looped node. Similarly v-links yield V-links. All pairs u, v of un-looped nodes with v = H(u) := h 2 (u) or v = V(u) := v 2 (u) will be connected by a single red or green edge respectively. Successive looped nodes z ′ i on the input chain will be connected by the grid links H or d 3 . The input chain starts at the origin, passes through all p looped nodes in the bottom row, climbs to successive rows via d 3 -diagonals in the rightmost column and then eventually passes through all the nodes in L ′ T and U ′ T . We disallow H, V links be incident at any blank node except t ′ 1 : so it will be the only blank node on the input chain and on the grid (i.e. at the origin).
The coloring of the even grid will represent the Tiling. We sometimes directly refer to the corresponding Universal Turing Machine (UTM) computation encoded by the tiling pattern. Recall that G itself encodes the starting string of RTP as connectivities between successive input nodes. So, we add the corresponding edges between successive un-looped nodes v From the tiling pattern, we infer the movement or the trajectory of the head of the UTM in the corresponding space-time history. Now we paint "transfer" links L i , R i , Z i which encode only this movement (see section 7.2 for details) on the grid. Next, we color the outgoing H,V, or C-links at each looped node in the even grid to encode a letter shared by four adjacent tiles. We postpone the description of some less regular edges.
Coloring the links: We will choose and exhibit the permutations (and thus the grid pattern) by marking out the corresponding grid edges. These are distinguished by coloring the forward edge blank and the parallel edges with grey (for h), blank (for outgoing v-links at a node in U 0 ′ ), red (for d 1 ), green (for outgoing v at z ′ i ); the parallel edge for d 2 will be absent. The forward edges in I are blank and the reverse edges may be green, red, or absent. At t ′ 1 , the outgoing I 1 -link is a single blank.
Embedding into random graphs: The key fact is that all nodes in G ′ except those of T ′ will have bounded degree. In section 7.4, we prove the existence of a di-embedding g X of G ′ into in a.e. G such that Proof: The codes of nodes in U T are independent and uniformly distributed for graphs in N . There are 3 k possible code words for U T , and |U T | ∼ (
Item 1(c) of remark 2, yields the result. The proof of moreover part is similar.
So, in a.e. G, a monotone ordering of the codes of the input nodes as v 1 , v 2 . . . would result in a unique sequence. We exhibit such a decreasing order as follows. For each i, we choose l(i) and exhibit it by coloring a K-link from v i to t l(i) . The coloring of the edges between input nodes and the tournament nodes will indicate (see section 6.1 for details) that the code of v i+1 w.r.t. t j is at most that of v i for j > l(i), and strictly less for j = l(i). To each v i we assign a distinct intermediate node z i ∈ L T which is connected to v i , v i+1 and satisfies some constant number of connectivity conditions described in (A) of section 6. Intuitively, there a huge number of ways of picking these intermediate nodes in a random graph, and one can almost surely find them using the embedding lemma.
Forcing the Blank Skeleton
In this section we show how a selection of spots containing blank edges can enforce a toroidal grid of size 2p by 2p, the tournament and the input chain. We argue that if the adversary who colors a random graph uses a tournament of size even one less than k, he would lose θ(n) blank edges (between U and T ) which cannot be compensated by coloring edges of other types which all together are fewer in order of magnitude. Since it is the only k-node tournament, the adversary ends up using T . The main idea is to pose suitable condition on spots and use the following: there are eight types of blank edges and each can occur at most b i , i ≤ 8 times in a.e. random graph. We require the total number of blank edges to be b i , which forces the adversary to use each type exactly b i times. This strategy crucially depends on the fact that the graph is random.
Let T be the set of nodes in G colored blank. Let U T , L T respectively be the sets of nodes in U and L T connected to every node in T . Let U 0 be the set of un-looped nodes with no down edges to T . Any link with a blank non-loop edge (i.e., an edge that is not a self-loop) falls into one of the following disjoint directed types: h, v, A The coloration of T is that of a k-node tournament with all loops blank and the other edges green.
This coloration forces T to actually form a tournament with blank self-loops and all other edges green. Let t 1 be the sink node.
B Any non-blank node has at most one link of each of the types: K, M, incoming and outgoing h,
By definition, T has no incoming I-links and I, v, and h-links alternate between a looped and an un-looped node while d 1 , d 2 links are between like nodes.
C Any K-link is between U T and T .
It is either a blank down edge or a double edge with both edges blank. u C −→ v, if u ∈ U, v ∈ T , both edges are present, and exactly one of them is blank. In the case of the double-blank edge from an un-looped node u to T , both K-link and the C-links are combined into one link and u must be in U T .
Here at least one of the two nodes is non-blank. We also allow M-links between two green or gray nodes in . To color ≥ b blank edges, one has to compensate by painting extra blank edges of other types, whose total number ≤ 6 ·8( respectively. Finally, the maximum number of blank edges possible on T is k.
Monotone Ordering of the Input Chain
I-edges are restricted to U T ∪ L T ∪ {t 1 } and b 6 of them can fit only by spanning this set. The existence of b 5 K-edges implies that every v i ∈ U T has a K-link to t j , l(i) def = j. The conditions described in the next paragraph imply that the code of v i is greater than the code of v i+1 . Thus, the input nodes are arranged in the decreasing order of their codes along the input chain of I-links, which must form a simple path (without any cycles).
All edges from T to v i and up edges from v i are to be colored red, blank or grey depending on j > l(i), j = l(i) or j > l(i). The code of v i w.r.t. t j was defined as 01, 10 and 11 respectively depending on whether v i has a down, up and double edge to t j . For j > l(i), this ternary code is to be exhibited on the edges between z i and t j by coloring them red, green or grey respectively. For j = l(i), 10 or 01 is to be encoded on the edges between z i and t j if v i has a code 11 w.r.t. t j , and otherwise 01 must be encoded. For all i, j, in the triangle z i , v i+1 , t j the code of v i+1 must be less or equal to the digit encoded on z i 's edge to t j . For j < l(i), the edge(s) between z i and t j encode an 11, by either being grey or forming a M-link.
Forcing the toroidal grid
We first describe some more conditions related to input chain and the bottom row.
F Successive looped nodes z i , z i+1 on the input chain are connected by an
Only t 1 has both B and L links incident. (So t 1 will be connected to all the un-looped nodes in the bottom of the grid via B (for bottom) edges and to the nodes in the left border via L (for Left Border) edges)
The subclasses L and B of C-links are distinguished by coloring the non-blank edge red into t 1 and green respectively. Triangles with h, v links together with the diagonals d 1 or d 2 exhibit the commutativity of h and v. Commutativity implies that any node u connected to t 1 via h, v links is of the form
, yields the co-ordinates for nodes in a rectangular grid. h i (t 1 ) = v j (t 1 ) = t 1 for some i, j, since h, v permute the finite set V . Then ij = 4p 2 and both i, j are even, as h and v alternate between looped and un-looped nodes. But i, j > 2, otherwise both h, h −1 (or respectively v, v −1 ) links between some two nodes must exist using separate blank edges; to do this without reducing the number of blank edges requires four edges between two nodes since h and v links require a double edge each. So i = j = 2p and the grid is toroidal.
Marking the bottom row We partition I-links into two types I 2 (single blank), I 1 . z i is not in the bottom row if and only if it has an incoming I 2 link. We next define the position link of h(z i ) ∈ U 0 connecting it to v i+1 that would reflect the information if z i if it is in the bottom row or not.
We now force I 1 -links to start at t 1 and pass through all the looped nodes in the bottom row: First, we ensure an outgoing I 1 -link at t 1 = z 0 by disallowing any outgoing I 2 -link; also we disallow a transition from I 2 to I 1 along the input chain and require that
In the triangle z i , h(z i ), v i+1 the type of the outgoing I-link at z i is to be copied on the position link of h(z i ); and if this is I 2 , we forbid t 1 B −→ h(z i ). This guarantees that the bottom row looped nodes have no I 2 -links incident. The position link of v = h −1 (t 1 ) must encode I 2 and the outgoing I-link at Ih −1 (v) must be I 2 .
The position links are double edges colored red-grey to encode I 2 ; they are colored red-green or grey-green to encode I 1 .
Remark 6
Using no knowledge of the witness, section 5 specified the colors of all edges except some of those on the even grid and between even grid and T . These will be described in the next section. Note that the conditions on spots for primary grid, input chain, code edges, and tournament do not affect the even grid links.
Coloring the Tiled Square
Restrictions on RTP
We give a reduction to GCP from a restricted version of RTP (called RRTP). RRTP is restricted in the sense that the tiled square has a prime size; moreover, it is derived from a TM halting problem version in which the machine tape has some special formatting criteria and the head is in the same position in the top and bottom rows of tiles. These restrictions enable us simplify and economize our constructions below. First we describe RRTP and show its completeness by reducing the bounded halting problem of a Universal Turing Machine (UTM) under random inputs.
Given a UTM with a quadratic time bound u, a random binary string x, the halting problem is to decide if there is a y so that u(x, y) converges. We describe a UTM next. It is crucial that the UTM simulation preserves polynomial time since our reductions are polynomial time machines. Many small UTM's were found in [Shannon 56 All our TM's M 1 , M 2 , . . . are deterministic and have one tape. In one transition of M i the head changes the state, writes a new symbol on the tape and moves left or right. We use the UTM W from [Watanabe 61 ] which has tape characters {0, 1, * , 0 ′ , 1 ′ }, states {A − H} and simulates a deterministic turing machine M i with at most quadratic slow down. The tape alphabet for M i 's is {0, 1} with no blank symbol. Let M be the simulated machine with the states {1, . . . , q} where q is the halting state. We assume M 's head never attempts to fall off the tape's left end. Throughout the simulation, the tape of W stores I β • I α • ω. Here, the strings I α , I β retain initial lengths throughout the simulation and encode the transition table and the current state of M ; ω is the tape of M . Both I α and I β consist of segments representing the states 1, . . . , q−1 ordered from right to left. Initially, I α , I β are over {0, 1, * } and the head of W looks at exactly the same cell of ω as M . When M halts by entering the state q, W attempts to read the (missing) segment for q in the I β region, tries to move out of the tape and traps to a halt. W marks the current position of the head of M , moves in between this and the encoding I α , I β of M , and simulates the transitions of M stepwise. W simulates one step of M in 4τ + d steps, where d depends on the state, symbol being read, and the encoding of M , but not on the distance τ of M 's head from the end of the program segment I β • I α .
Since the tape alphabet has no "blank" symbol, we use a self-delimiting prefix code x to delimit inputs x. To obtain x, repeat each digit of its length |x| (in binary) twice and change the last bit, then append x. Let x i , i ≥ 1 denote the i-th bit of x and A(y) be an algorithm checking some "instance-witness" relation R A = {(00x, w)} in |x| 3 steps, where even digits of x and w are paddings and they are encoded as follows:,
• w 2m . M A encodes the symbols 0, 1, #, $ respectively by writing 00, 10, 11, 01 in two consecutive cells. Using this convention, for 0 < i < m, x ′ 2i = w 2i and x ′ 2m = w 2m , which makes the entire y self-delimiting. In our reduction to GCP, x is random and the formats of R A and y chosen to meet the reduction's needs. A(.) halts if the answer is "no" and enters an infinite loop otherwise. Now, W (M A • y) simulates A(y) for |x| 4 steps. The head of M A is initially at the left end of its tape. First, it writes a #; then using the space containing the encoding of |x| in x for counting, M A checks if |x| is indeed as specified by x. Next, it overwrites x ′ 0 w 0 by $; Then, it transforms the tape contents to #x$w 1 $w 3 $w 5 · · · w 2m−1 # and then to #x$w 1 , w 3 · · · w 2m−1 #.
We now outline a method to ensure that for some prime p > 2|x| 4 that (on a "Yes" instance) the head of W can be back, in the same cell it started with after (p − 1)/2 steps. Suppose M A enters a loop of writing/reading a 0 in cells τ and τ + 1. Since W works in cycles where it simulates one step of M at cell number τ in 4τ + d steps, we proceed as follows. Assume W is off by δ (can be positive or negative) at instant (p − 1)/2 from where it started at the initial step. Then we modify the starting position of the head of W by moving it ⌊δ/2⌋ squares. Then the head of W would reach the same cell as the new starting position at the required instant.
The table of space-time history of simulation of A(y) by W for ν steps consists of the configurations of W at instants i ≤ ν in the i-th row . Here, a cell in the configuration consists of a tape alphabet or the state, together with the information to which side (left or right) of the head the cell lies. The state transition of the head depends on the contents of the cell to its left. Modify the table in the first row cells where the witness bits in y are expected by entering the symbol ?, which change (non-deterministically) into a witness in the next instant; also, add a new 0-th row with every cell containing a new symbol %. Given such a table (where y is a "Yes" instance), for each point shared by four cells, create a tile with the cell-contents written in the respective corners of the tile. This yields the set of legal tiles for RRTP and the bottom two rows of the table yield a "starting" string of tiles. In RRTP, the tiling size is (p − 1)/2 and the tiling patterns correspond to the space-time history of this simulation of M A by W .
RRTP is complete: Let u be any UTM and x be random. We find p (by exhaustive search), choose x ′ at random and pad w as above, so that |y| = (p − 1)/2. Now, the resulting tiling instance has a solution if and only if u has an accepting computation on x.
Displaying the UTM computations on the even grid
In this section we will refer only to the nodes on the even grid, unless we indicate otherwise. The reader may wish to consult the figures 1.Left and 1.Right throughout this section. We represent a cell in the space-time history by a node z i ∈ V in the even grid: the symbol in the cell is encoded on the outgoing H and V links from z i . We divide the links between two even grid nodes into classes: σ, S, L i , R i , Z i . Here σ, S encode the tape and state symbols, and they form subclasses of M. For simplicity, we omit the directions of these links (e.g. horizontal, vertical), and they will be clear from the context. To facilitate transfer of information between rows of the even grid, we use transfer links L i , R i , Z i that carry no information besides their type; in addition transfer links help enforce proper transitions involving left and right movements of the head as we shall see later.
Every even row of the even grid, from left to right, has a sequence of grey nodes, a red node, and a sequence of green nodes. In odd rows, this order of colors is reversed. The red node corresponds to the position of the head. Every even row of the tiling pattern represents a moment of time in the space-time history. Every odd row is used to copy the contents of the tape cells in the previous even row to the next even row; in the neighborhood of the red node (i.e. the head) the odd rows participate in enforcing and displaying proper state transitions (See figures 1.Left, 1.Right).
While the space-time history of a UTM is planar, our even grid is toroidal. To enable wrap around, we use between the bottom row and the topmost row special V-links that can appear between only these two rows. To economize our usage of the colors, the special V-links connect like colored nodes, and so the head of W must look at cells in the same column in the top and bottom rows. We now describe how localizing the special V-links only in the top and bottom rows. We have split the input chain into two parts ic 1 and I 2 so that the nodes in the bottom row have no incoming I 2 -links while all other nodes in the even grid do. Then it suffices that we choose the standard coloration so that any node with a special incoming V-link cannot have an incoming I 2 -links. Furthermore, to enable the vertical wraparound, we allow these V-links to be consistent with any H-links, so that the symbol and state information encoded in the bottom and the topmost rows need not have any relation unlike other adjacent rows in the even grid.
We now describe how to color nodes not on the even grid. We color every such node z i and for all such z i , there are two edges between z i , h 2 (z i ) which are colored red-blank and there is single red edge between z i and v 2 (z i ). We allow the grey/green transition of self-loops at the vertical border.
We now describe how a state transition of (S 1 , σ 1 ) −→ (S 2 , σ 2 , D), where D = Left or Right (See figures 1.Left, 1.Right) of the UTM W will be displayed on the even grid. In essence, we will be simulating the Turing Machine computations using the coloring rules admissible under the standard coloration. The simulation is self-enforcing due to the rules 1-5 below. First, (see section 7.3) the bottom row is colored to encode the simulated program, its input and non-deterministic guess symbols for the witness in that order. The rules in section 7.4 force the moment i + 1 in UTM computation to be encoded on row 2i + 2 of the even grid, assuming row 2i of the even grid properly encodes moment i. Inductively, the whole computation must appear on the even grid.
−→ z j , and t l σ 2 −→ z i . Similar to the left move, R 1 and R 2 force the copying of S 2 to the node
Our choice of standard coloration implies the following rules which make sure that any coloring of G yields a correct simulation of W . The first item describes state transitions. Rules [2 − 4] enforce that the symbols encoded by even grid edges not adjacent to a red node are copied to the nodes in next row without any change. This is since the TM tape cells not being visited by the head should not change. Rules [5] and E in section 6 guarantee that M-edges which the simulation makes use.
Then, z i , z j , z k are consecutive nodes in a row of the even grid, z j is red and the choices in (1−3) below are determined by D =Left or D =Right respectively. We now indicate how a motif of transfer links surrounding the red nodes in the even grid is guaranteed. First the M-links are ensured by [5] below and E in section 6, which when incident on a red node on the even grid forces an outgoing L 0 or R 0 type V-link depending on the direction of the head movement. These two links enforce the Z 1 , Z 2 links in the figures, which in turn enforce the L i or R i links shown in the figures. The L i , R i , Z i links have fixed directions and induce a connected subgraph, and they can be verified using conditions on spots.
Either z
In either case, all the L i , Z i links in figure 1 .Left or all the R i , Z i links in the figure 1.Right must be present as shown.
If t
unless the incoming V-link is of the type special to the bottom row.
3 Let z i be green or grey and t j We now detail how any sequence of transitions can be handled even though the computation simulates more steps than tournament has nodes Moreover, we do not want too many links be required to exist between any particular t l or t r and a number of the z i that are adjacent to the trajectory of the red nodes encoding the state; else we will be unable to embed such a structure in a random graph.
From the figures it is clear that after a transition the next even numbered row in the even grid reflects a new TM configuration using the same conventions as the previous even row. Also, the TM state before the transition is encoded on the M-link to the tournament node t l and the new state is on the M-link to the node t r . One may choose as t r any t j distinct from t l and t 1 . This is also important for showing that the structures required for the simulation can be embedded in random graphs: Given the knowledge of the witness for the tiling problem, in G ′ one can choose any suitable set of t ′ r 's so that 1 < r < 0.9k. The range of r also enables us ensure that the M-links do not interfere with the coloring rules that enforce monotone ordering of the input chain as follows. A link from z i to t j contains a blank if and only if it encodes a state. If z i S −→ t j , j < l(i), z i is treated as having all edges grey to t j (i.e. a "don't-care" condition) for the purposes of comparing codes in section 6. In a.e. G, one can take l(i) > 0.9k, for all i, since ( by proposition 3) the codes of nodes in U T are distinct even when truncated to trailing 0.9k digits. At any even grid node that is not adjacent to a red node in the even grid, we allow M-links to encode the tape symbols on V-links between two gray or green nodes. All the S i , σ i , L i , R i , Z i links between even grid nodes are colored with non-blank colors.
Existence of di-embeddings into a random graph
Recall that a.e. graph G sampled by the reduction R(X, ω) is in N , which by definition is the set of graphs that have unique largest tournaments and the number of looped and un-looped nodes as required (see the paragraphs preceding Remark 4) and that λ(N ) = 1/O(n 2 ). Here the tiling instance X determines the edges between successive input nodes, while apart from the sets and sizes in P1-P4 in section 4.1, ω determines all other edges not contained in the tournament. We need to account for the fact that for a graph G ∈ N with a largest tournament T , the codes of the nodes in U T need not be distinct while our reduction needs them to be.
Let X be fixed. We have described the graph G ′ (with a tournament T ′ ) and its coloration that would encode the tiling pattern. From its construction, it can be seen that the degree of nodes in the graph G ′ − T ′ defining the di-embedding g X in section 5.1 is O(1). We now show that G ′ can be embedded in a.e. G. Now, we say G is strongly compatible with G ′ (and write G ′ ≈ G) if G has a tournament T of size |T ′ | = k and has the sizes of the sets of nodes in P1-P4 are as require Letλ be the distribution of graphs generated by the reduction. Forcing the tournament is necessary since the reduction needs to know the largest tournament but it would be hard to find it. Forcing the sizes of the various un-looped and looped nodes is not necessary but we do so for convenience. We leave all other required properties to chance. We now show that for a.e. graph thus generated has [X k (G) = 1] ∧ [∃g :
, where D denotes the event "the input node codes w.r.t. the forced tournament are distinct" and [∃g : G ′ → G] denotes the event the required di-embedding exists. We now consider each of these events. 
