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Abstrat
In pratie there are temporary arbitrage opportunities arising from the fat
that pries for a given asset at dierent stok exhanges are not instantaneously
the same. We will show that even in suh an environment there exists a fairest
measure (instead of a martingale measure), albeit not neessarily unique. For
this end, we dene and analyse quantitative notions of unfairness in omplete
as well as inomplete market settings.
1 Introdution
Assets that are traded simultaneously at several dierent stok exhanges, suh
as urrenies, attain dierent pries at the very same moment. This entails a
short-term arbitrage opportunity whih an be exploited with positive proba-
bility. On the other hand, there is of ourse a very strong orrelation among
the asset prie vetors of dierent stok exhanges.
In this framework of loal arbitrage, we are going to show the existene of
a measure that, although not being a martingale measure for the asset pries,
minimises the distane of the asset prie vetors from being a martingale.
Although we will not onstrut this fairest measure on the original prob-
ability spae
(
Γ, (Gt)t∈[0,1],P
)
, we will show that there is suh a measure on
an adapted probability spae
(
Ω, (Ft)t∈[0,1],Q
)
whih is equivalent [7, 11℄ to
Γ. Informally this equivalene relation means that in some sense every rea-
sonable probabilisti assertion that holds on
(
Γ, (Gt)t∈[0,1],P
)
is also true on
(
Ω, (Ft)t∈[0,1],Q
)
(and vie versa).
To the knowledge of the author, no attempt has been made so far to develop
quantitative notions of unfairness for prie proesses. The theory of fairness
funtionals for surfaes [18, 12℄ is not suitable for our purposes in a straight-
forward manner, sine our prie proesses will have rough paths and therefore
do not even allow to apply the surfae notion of fairness pathwise. However, it
is well possible to generalise the approah taken for the denition of omplete-
market unfairness measures in this paper and apply, given a disounted prie
proess z with natural ltration F and a starting time t0 ≥ 0, fairness fun-
tionals pathwise to the proess t 7→ E [zt+t0 | Ft0 ]. In order to make this def-
inition independent from the hoie of a starting point, t0, it is neessary to
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integrate over t0. That said, if we require our measures of unfairness to be
1-homogneneous (as we do in the omplete market ase) or even to remain un-
hanged under multipliation with onstants (as is the ase for our notion of
unfairness in inomplete markets), the theory of fair surfaes does not give us
many new suggestions for natural methods of quantifying unfairness.
In any ase, this paper aims at a rigorous generalisation of the ommonly
aepted view that fair disounted prie proesses should be martingales (as
they do not admit arbitrage) and vie versa, thus we will not be able to refrain
from an irreduibly probabilisti denition of unfairness.
Our proofs will employ tehniques from nonstandard analysis; these have al-
ready been suessfully applied to mathematial nane in the work of Cutland,
Kopp and Willinger [6℄.
2 Denitions and main results
Theorem 2.1. Let n ∈ N, p > 0 and c,N > 0. Consider an adapted probability
spae (Γ,G,P) and B[0, 1] ⊗ G1-measurable geometri Brownian motions with
onstant multipliative drift g˜i : Γ × [0, 1] → R
d·n
, i ∈ {1, . . . , n}. Then there
exist proesses gi, i ∈ {1, . . . , n} on an adapted probability spae (Ω,F ,Q),
equivalent to the proesses g˜i on Γ (in the sense of adapted equivalene [7℄),
suh that there is a probability measure Mm on Ω minimising
Q 7→ mΩ(Q, g) :=
n∑
i=1
∫ 1
0
∫ 1
s
∫
Ω
|(gi)s − EQ [ (gi)t| Fs]|
p
dQ dt ds
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in the lass of measures
C(Ω, g) :=


Q : F1 → [0, 1] :
Q probability measure,
∀A ∈ F1
1
N
·Q(A) ≤ Q(A) ≤ N ·Q(A),
∀i 6= j ∈ {1, . . . , n}
∫ 1
0
CovQ((gi)s,(gj)s)
EQ|(gigj)s|
ds ≥ c


.
Analogously, there is a probability measure Mn minimising
Q 7→ nΩ (Q, g) =
∫ 1
0
EQ
∣∣∣∣ 1gt
d
du
∣∣∣∣
u=0
E [gt+u | Gt]
∣∣∣∣ dt
(where nΩ(Q, g) is dened to be +∞ if the derivative in 0 in this denition does
not a.s. exist as a ontinuous funtion in t) in the lass C(Ω, g). Moreover,
inf
C(Ω,g)
mΩ(·, g) ≤ inf
C(Γ,g˜)
mΓ (·, g˜)
as well as
inf
C(Ω,g)
nΩ(·, g) ≤ inf
C(Γ,g˜)
nΓ (·, g˜) .
The proof for this Theorem an be split into the following Lemmas whih
might also be interesting in their own right:
Lemma 2.1. Using the notation of the previous Theorem 2.1, for any hyper-
nite adapted spae Ω [11℄,
inf
C(Ω,g)
mΩ(·, g) ≤ inf
C(Γ,g˜)
mΓ (·, g˜) .
Lemma 2.2. Under the assumptions of Theorem 2.1 and hoosing Ω to be any
hypernite adapted spae, the inmum of mΩ(·, g) on C(Ω, g) is attained by some
measure Mm ∈ C(Ω, g).
Although they look very similar, it is tehnially slightly more demanding to
prove the following to Lemmas (whih in turn obviously entail the seond half
of the Theorem, i.e. the assertions onerned with the map n):
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Lemma 2.3. Using the notation of the previous Theorem 2.1, for any hyper-
nite adapted spae Ω [11℄,
inf
C(Ω,g)
nΩ(·, g) ≤ inf
C(Γ,g˜)
nΓ (·, g˜) .
Lemma 2.4. Under the assumptions of Theorem 2.1 and hoosing Ω to be any
hypernite adapted spae, the inmum of nΩ(·, g) on C(Ω, g) is attained by some
measure Mn ∈ C(Ω, g).
Easy results are
Lemma 2.5. A semimartingale x is a P -martingale on Ω if and only if mΩ(P, x) =
0. The funtion mΩ(P, ·)
1
p
on the spae of measurable proesses of Ω satises
the triangle inequality and is 1-homogeneous. For p = 2, it denes an inner
produt on the spae
E :=
{
x : Ω× [0, 1]→ Rd : x measurable, m(P, x) < +∞
}
whih beomes a Hilbert spae by this onstrution.
Lemma 2.6. A semimartingale x is a P -martingale on Ω if and only if nΩ(P, x) =
0. The funtion mΩ(P, ·)
1
p
on the spae of measurable proesses of Ω remains
unhanged when multiplying the argument by onstants (sale invariane).
We an generalise this to a
Denition 2.1. Let Ω be an adapted probability spae. Dene
L
(
Ω,Rd
)
:=
{
x : Ω× [0, 1]→ Rd : x measurable
}
.
A funtion Υ : L
(
Ω,Rd
)
→ [0,+∞) is an inomplete market notion of un-
fairness if and only if it satises the triangle inequality, is 1-homogeneous, and
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assigns 0 to a semimartingale y if and only if y is a martingale. Υ is said to be a
omplete market notion of unfairness if and only if it remains unhanged under
multipliation by onstants and Υ vanishes exatly for those semimartingales
that are in fat maritngales.
Remark 2.1. The distintion between omplete and inomplete markets an be
justied by the following reasoning: If it is, under assumption of ompleteness,
possible to buy as muh of an asset as on eintends to, multipliation by a on-
stant does not enhane the arbitrage opportunity at all; therefore, for omplete
markets, a suitable notion of unfairness should be sale invariant in that it does
not hange under multipliation of the argument by onstants. Conversely, if
we work in an inomplete market, there are restritions on the aquisition of
assets, therefore one has by generiity to assume that one will only be onerned
with the development of one stok's prie. Thus, a 1-homogeneous notion of
unfairness is most suitable in this situation.
3 Proofs
Proof of Lemma 2.1. One applies Fajardo's and Keisler's model theory of stohas-
ti proesses [11, 7℄. It is suient to nd an Rd·n-valued proess g suh that
there is for any P ∈ C (Γ, g˜) a Q ∈ C(Ω, g) satisfying mΓ (P, g˜) = mΩ(Q, g). Due
to the universality of hypernite adapted probability spaes [7, Adapted Univer-
sality Theorem℄, there is a proess g on Ω with the property that (Γ, g˜) ≡ (Ω, g)
(where ≡ denotes adapted equivalene). Now onsider any P ∈ C (Γ, g˜). Due to
the (even uniformised) P-ontinuity of all elements of C (Γ, g˜), there exists  due
to the Radon-Nikodým Theorem  a P-density dP
dP
for P . Now, Ω is saturated as
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an adapted probability spae [7, Saturation Theorem 3A.3℄, hene there exists
a funtion f : Ω→ R suh that
(
Γ,
(
g˜,
dP
dP
))
≡ (Ω, (g, f)) .
Hene the ovarianes of the omponents of g and g˜ oinide and the nite-
dimensional distribution of g˜ under P is the same as the nite-dimensional
distribution of g under Q. Thus
(g˜,Γ, P ) ≡0 (g,Ω, Q)
in the notation of Hoover and Keisler [9℄ or Fajardo and Keisler [7℄. Now,
aording to Girsanov's Theorem, ln gi and ln g˜i are Brownian motions with
onstant drift with respet to P and Q, respetively, for any i ∈ {1, . . . , n}.
Hene, all the gi, g˜i are Markov proesses with respet to the measures P and
Q, respetively, as well. However, due to Hoover and Keisler [9℄, ≡0 and ≡
oinide for Markov proesses and we do already know (g,Ω, Q) ≡0 (g˜,Γ, Q).
Thus,
(g,Ω, Q) ≡ (g˜,Γ, Q)
whih nally yields
mΩ(Q, g) = mΓ (P, g˜) .
This sues to prove the Lemma.
Proof of Lemma 2.2. Use the Transfer Priniple and a lifting argument. For
nite probability spaes and nite time lines, the desired probability measure
is the solution of a nite-dimensional optimisation problem on a losed subset
of the respetive unit ube for a ontinuous funtion; hene the existene is
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lear. Transfer yields the generalisation to hypernite adapted spaes and the
existene of optimal internal probability measures Q minimisingMΩ(·, G) where
G is internal and M is the straightforward internal analogue of M . To exploit
that result for our ase, one needs to onsider liftings G for g and F for the
Q-density f of any measure Q ∈ C(Ω, g). Then one has to ahieve
◦mΩ (Fdµ,G) = mΩ (fdQ, g) (1)
(µ denoting the internal normalised ounting measure on Ω, i.e. L(µ) = Q) via
the Adapted Lifting Theorem [7℄ and the following
Auxiliary Lemma 3.1. For all probability spaes (Ω,G,Q), random variables
x, Q-probability densities f and σ-subalgebras H of G,
EfdQ [x|H] =
EQ [fx|H]
EQ [f |H]
Q-almost surely.
Proof of the Auxiliary Lemma 3.1. First of all, we need to show that  after
hoosing a representative of the onditional Q-expetation of f with repet to
H  A := {EQ [f |H] = 0} is a Q-null set. Observe however, that A is a Q-null
set if and only if A is fdQ-null set, sine fdQ ∈ C(Ω, g) (and thus fdQ and Q
are  even uniformly  equivalent). Now,
(fdQ)(A) =
∫
A
fdQ =
∫
A
EQ [f |H] dQ
=
∫
{EQ[f |H]=0}
EQ[f |H]dQ = 0.
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The rest of the proof is as easy a alulation: For all B ∈ H,
∫
B
EQ[fx|H]
EQ[f |H]
· fdQ =
∫
B
EQ
[
f ·
EQ[fx|H]
EQ[f |H]
∣∣∣∣H
]
dQ
=
∫
B
EQ[fx|H]
EQ[f |H]
· EQ[f |H]dQ =
∫
B
EQ[fx|H]dQ
=
∫
B
fxdQ
Now for the proof of equation (1), onsider any i ∈ {1, . . . , n} and let Ps be
the internal partition generating the internal algebra As for any s ∈ T, T being
the hypernite time line suh that Ω = Ω0
T
for some internal Ω0. Then, due to
the shape of internal onditional expetations, we have
◦mΩ(Fdµ,G)
= ◦
∫
T
∫
T∩{·≥s}
∫
Ω
∣∣∣∣∣(Gi)s −
∑
A∈Ps
χA
∑
ω′∈A(Gi)t(ω
′)F (ω′)µ{ω′}∑
B∈Ps
χB
∑
ω′′∈B F (ω
′′)µ{ω′′}
∣∣∣∣∣
p
Fdµ dt ds
and we observe that
(∑
C∈Ps
χC
∑
ω′′′∈C
µ{ω′′′}
) ∑
D∈Ps
χD
∑
ω(4)∈D F
(
ω(4)
)
µ
{
ω(4)
}
∑
ω(5)∈D µ
{
ω(5)
}
=
∑
B∈Ps
χB
∑
ω′′∈B
F (ω′′)µ{ω′′}.
Therefore, using the well-known Loeb integration theory as developed by Loeb[13℄
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and Anderson [5℄, as well as the previous Auxiliary Lemma 3.1,
◦mΩ(Fdµ,G)
= ◦
∫
T
∫
T∩{·≥s}
∫
Ω
∣∣∣∣(Gi)s − Eµ [F · (Gi)t| As]Eµ [F |As]
∣∣∣∣
p
Fdµ dt ds
=
∫ 1
0
∫ 1
s
∫
Ω
∣∣∣∣(gi)s − EL(µ) [f · (gi)t| Fs]EL(µ) [f |Fs]
∣∣∣∣
p
fdL(µ) dt ds
=
∫ 1
0
∫ 1
s
∫
Ω
∣∣∣∣(gi)s − EQ [f · (gi)t| Fs]EQ [f |Fs]
∣∣∣∣
p
dQ dt ds
=
∫ 1
0
∫ 1
s
∫
Ω
|(gi)s − EfdQ [ (gi)t| Fs]|
p
dQ dt ds
=
∫ 1
0
∫ 1
s
∫
Ω
|(gi)s − EdQ [ (gi)t| Fs]|
p
dQ dt ds.
This proves equation (1).
For the proof of Lemmas 2.3 and 2.4 we will have to use the following Auxil-
iary Lemma that is neessary beause there is nothing like an immediate internal
analogue N for the map n as it was the ase with M and m.
Auxiliary Lemma 3.2. Suppose Ω = Ω0
TH
where T is the hypernite time
line of ardinality H ! + 1. Then there is an h ∈ ∗N \ N suh that h ≤ H and
L(µ)-a.s. ∀s ∈
{
0,
1
h!
, . . . , 1−
1
h!
}
∀i ∈ {1, . . . , n} ⊂ N
◦

E
[
F · (Gi)s+ 1
h!
∣∣∣As] 1(Gi)s − E [F |As]
1
h!E[F |As]


=
d
du
∣∣∣∣
u=0
1
(gi)◦sE [f |F◦s]
E [f · (gi)◦s+u| F◦s]
Proof of the Auxiliary Lemma 3.2. The proof is a saturation argument whih
we an exploit by using the fat that by denition of n, u 7→ EfdQ[(gi)t+u|Ft]
must be a.s. dierentiable in 0 for all t ∈ [0, 1] and i ∈ {1, . . . , n} with the
derivative behaving ontinuously in t if fdQ should be any andidate for min-
imising n. By virtue of the Auxiliary Lemma 3.1 we an dedue from this
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fat that u 7→ EQ [f · (gi)t+u|Ft] must be a.s. dierentiable as well  and the
derivative will again behave ontinuously in t, sine (E[z|Gt])t∈[0,1] is a ontin-
uous martingale for any G1-measurable random variable z, and any ltration G
oming from a ontinous martingale itself.
With this Auxiliary Lemma 3.2, the proofs of Lemmas 2.3 and 2.4 an be
arried out exatly in the same manner as we have proven Lemmas 2.1 and 2.2.
Also, the uniform equivalene ondition implies that we may assume that the
fairest internal measure ν on the hypernite adapted spae does not assign 0 to
any of the elementary events {ω} for ω ∈ Ω = Ω0
T
. Therefore, on this measure
the loal minimum of m is attained for nite (bounded) |T|. Thus we obtain
rst order onditions on the density of Q = L(ν) with respet to Q = L(µ) for
the ase of nite T whih we an then generalise to the hypernite ase.
4 Final remarks
Albeverio and Steblovskaya [3, 4℄ have introdued models of nanial markets
in whih the asset pries are not independent from eah other but satisfy 
up to a Brownian motion  some linear equation. In this framework, after
imposing ertain assumptions on the oeients in the governing equations of
the market, the existene of a martingale measure and hene the existene of
(pseudo-)pries ould be shown. However, in general there is no reason to expet
the (empirial) pries of an asset traded at several stok exhanges to satisfy
suh a linear relation  even up to a Brownian motion. Espeially, we intend
to deal with ases where there is, indeed, arbitrage. We have got no advantage
as far as the uniqueness of the fairest measure is onerened. Neither in the
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setting of Albeverio and Steblovskaya nor in ours an uniqueness be expeted
in general.
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