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FAST COMPUTATION OF SPECTRAL DENSITIES FOR
GENERALIZED EIGENVALUE PROBLEMS
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Abstract. The distribution of the eigenvalues of a Hermitian matrix (or of a Hermitian matrix
pencil) reveals important features of the underlying problem, whether a Hamiltonian system in
physics, or a social network in behavioral sciences. However, computing all the eigenvalues explicitly
is prohibitively expensive for real-world applications. This paper presents two types of methods to
efficiently estimate the spectral density of a matrix pencil (A,B) when both A and B are Hermitian
and, in addition, B is positive definite. The first one is based on the Kernel Polynomial Method
(KPM) and the second on Gaussian quadrature by the Lanczos procedure. By employing Chebyshev
polynomial approximation techniques, we can avoid direct factorizations in both methods, making
the resulting algorithms suitable for large matrices. Under some assumptions, we prove bounds that
suggest that the Lanczos method converges twice as fast as the KPM method. Numerical examples
further indicate that the Lanczos method can provide more accurate spectral densities when the
eigenvalue distribution is highly non-uniform. As an application, we show how to use the computed
spectral density to partition the spectrum into intervals that contain roughly the same number of
eigenvalues. This procedure, which makes it possible to compute the spectrum by parts, is a key
ingredient in the new breed of eigensolvers that exploit “spectrum slicing”.
Key words. Spectral density, density of states, generalized eigenvalue problems, spectrum
slicing, Chebyshev approximation, perturbation theory.
AMS subject classifications. 15A18, 65F10, 65F15, 65F50
1. Introduction. The problem of estimating the spectral density of an n × n
Hermitian matrix A, has many applications in science and engineering. The spectral
density is termed density of states (DOS) in solid state physics where it plays a key
role. Formally, the DOS is defined as
φ(t) =
1
n
n∑
j=1
δ(t− λj), (1.1)
where δ is the Dirac δ-function or Dirac distribution, and the λj ’s are the eigenvalues
of A, assumed here to be labeled increasingly. In general, the formal definition of the
spectral density as expressed by (1.1) is not easy to use in practice. Instead, it is often
approximated, or more specifically smoothed, and it is this resulting approximation,
usually a smooth function, that is sought.
Estimating spectral densities can be useful in a wide range of applications apart
from the important ones in physics, chemistry and network analysis, see, e.g., [6, 8, 20].
One such application is the problem of estimating the number η[a, b] of eigenvalues in
an interval [a, b]. Indeed, this number can be obtained by integrating the spectral
density in the interval:
η[a, b] =
∫ b
a
∑
j
δ(t− λj) dt ≡
∫ b
a
nφ(t)dt . (1.2)
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Fig. 1.1. An illustration of slicing a spectrum into 8 subintervals [ti, ti+1] (i = 0, . . . , 7). The
solid blue curve represents a smoothed density of states (DOS) and the dotted red lines separate the
subintervals.
Thus, one can view φ(t) as a probability distribution function which gives the proba-
bility of finding eigenvalues of A in a given infinitesimal interval near t and a simple
look at the DOS plot provides a sort of sketch view of the spectrum of A.
Another, somewhat related, use of density of states is in helping deploy spectrum
slicing strategies [16, 18, 37]. The goal of such strategies is to subdivide a given
interval of the spectrum into subintervals in order to compute the eigenvalues in each
subinterval independently. Note that this is often done to balance memory usage
rather than computational load. Indeed, load balancing cannot be assured by just
having slices with roughly equal numbers of eigenvalues. With the availability of the
spectral density function φ, slicing the spectrum contained in an interval [a, b] into ns
subintervals can be easily accomplished. Indeed, it suffices to find intervals [ti, ti+1],
i = 0, · · · , ns − 1, with t0 = a and tns = b such that∫ ti+1
ti
φ(t)dt =
1
ns
∫ b
a
φ(t)dt, i = 0, 1, · · · , ns − 1.
See Fig. 1.1 for an illustration and Section 5.3 for more details.
A non-standard and important use of spectral densities is when estimating nu-
merical ranks of matrices [32, 33]. In many applications, a given m×n data matrix A
(say with m>n) is known to correspond to a phenomenon that should yield vectors
lying in a low-dimensional space. With noise and approximations the resulting data
is no longer of low-rank but it may be nearly low-rank in that its numerical rank is
small. It may be important in these applications to obtain this numerical rank. In
[32, 33] the authors developed a few heuristics that exploit the spectral density for
this task. The main idea is that for a nearly low-rank matrix, the spectral density
should be quite high near the origin of the matrix ATA and it should drop quickly
before increasing again. The numerical rank corresponds to the point when φ starts
increasing again, i.e., when the derivative of the DOS changes signs. This simple
strategy provides an efficient way to estimate the rank.
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A straightforward way to obtain the spectral density of a given matrix A is to
compute all its eigenvalues but this approach is expensive for large matrices. Effective
alternatives based on stochastic arguments have been developed, see, [20] for a survey.
Essentially all the methods described in the literature to compute the DOS rely on
performing a number of products of the matrix A with random vectors. For sparse
matrices or dense structured matrices with almost linear complexity matrix-vector
products [4, 13], these products are inexpensive and so a fairly good approximation
of the DOS can be obtained at a very low cost. On the other hand, not much work
has been done to address the same problem for generalized eigenvalue problems
Ax = λBx. (1.3)
This paper focuses on this specific issue as well as on the related problem on im-
plementing spectrum slicing techniques [18, 24]. From a theoretical viewpoint the
problem may appear to be a trivial extension of the standard case. However, from a
practical viewpoint several difficulties emerge, e.g., it is now necessary to solve a lin-
ear system with B (or A) each time we operate on vectors in the stochastic sampling
procedure or in a Lanczos procedure. For large-scale problems discretized from 3D
models, factorizing B (or A) tends to be prohibitively expensive and so this naturally
leads to the question: Is it possible to completely avoid factorizations when computing
the density of states for (1.3)? As will be seen the answer is yes, i.e., it is possible to
get the DOS accurately without any factorizations and at a cost that is comparable
with that of standard problems in many applications. For example, the matrix B is
often the mass matrix in discretizations such as the Finite Element Method (FEM).
An important observation that is often made regarding these matrices is that they
are strongly diagonally dominant.
In the remainder of the paper we will assume that A and B are Hermitian while,
in addition, B is positive definite. We will call λj , j = 1, 2, · · · , n the eigenval-
ues of the pencil (A,B), and assume that they are labeled increasingly. We also
denote by uj the eigenvector corresponding to λj , so if U = [u1, u2, · · · , un] and
Λ = diag(λ1, λ2, · · · , λn), then the pencil (A,B) admits the eigen-decomposition
UTAU = Λ (1.4)
UTBU = I . (1.5)
The rest of the paper is organized as follows. Section 2 discusses a few techniques
to avoid direct factorizations when extending standard approaches for computing the
DOS to the generalized eigenvalue problem. Section 3 presents the extension of the
classical Kernel Polynomial Method (KPM) and Section 4 studies the Lanczos method
from the angle of quadrature. We provide some numerical examples in Section 5 and
draw some concluding remarks in Section 6.
2. Symmetrizing the generalized eigenvalue problem. A common way to
express the generalized eigenvalue problem (1.3) is to multiply through by B−1:
B−1Ax = λx. (2.1)
This is now in the standard form but the matrix involved is non-Hermitian. However,
as is well-known, the matrix B−1A is self-adjoint with respect to the B-inner prod-
uct and this observation allows one to use standard methods, such as the Lanczos
algorithm, that are designed for Hermitian matrices.
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Another way to extend standard approaches for computing the spectral density
is to transform the problem (1.3) into a standard one via the Cholesky factorization.
First, assume that the Cholesky factorization of B is available and let it be written
as B = LLT. Then the original problem (1.3) can also be rewritten as
L−1AL−Ty = λy, with y = LTx, (2.2)
which takes the standard form with a Hermitian coefficient matrix. This allows us to
express the density of states from that of a standard problem. This straightforward
solution faces a number of issues. Foremost among these is the fact that the Cholesky
factorization may not be available or that it may be too expensive to compute. In
the case of FEM methods, the factorization of B may be too costly for 3D problems.
Note that the matrix square root factorization can also be used in the same way.
Here the original problem (1.3) is transformed into the equivalent problem:
B−1/2AB−1/2y = λy, with y = B1/2x, (2.3)
which also assumes the standard form with a Hermitian coefficient matrix. The square
root factorization is usually expensive to compute and may appear to be impractical
at first. However, in the common situation mentioned above where B is strongly
diagonally dominant, the action of B−1/2 as well B−1 on a vector can be easily
approximated by the matrix-vector product associated with a low degree polynomial
in B. This is discussed next.
2.1. Approximating actions of B−1 and B−1/2 on vectors. As was seen
above computing the DOS for a pair of matrices requires matrix-vector products with
either B−1A, or L−1AL−T or with B−1/2AB−1/2. Methods based on the first two
cases can be implemented with direct methods but this requires a factorization of B.
Computing the Cholesky, or any other factorization of B is not always economically
feasible for large problems. It is therefore important to explore alternatives based on
the third case in which polynomial approximations of B−1/2 are exploited.
All we need to apply the methods described in this paper is a way to compute
B−1/2v or B−1v for an arbitrary vector v. These calculations amount to evaluating
f(B)v where f(λ) = λ−1/2 in one case and f(λ) = 1/λ in the other. Essentially
the same method is used in both cases, in that f(B)v is replaced by fk(B)v where
fk is an order k polynomial approximation to the function f obtained by a least-
squares approach. Computing B−1/2v, is a problem that was examined at length in
the literature – see for example [2, 5, 14] and references therein. Here we use a simple
scheme that relies on a Chebyshev approximation of the square root function in the
interval [a, b] where a>0.
Recall that any function that is analytic in [a, b] can be expanded in Chebyshev
polynomials. To do so, the first step is to map [a, b] into the interval [−1, 1], i.e., we
impose the change of variables from λ∈ [a, b] to t∈ [−1, 1]:
t =
λ− c
h
with c =
a+ b
2
, h =
b− a
2
.
In this way the function is transformed into a function f with variables in the interval
[−1, 1]. It is this f that is approximated using the truncated Chebyshev expansion:
fk(t) =
k∑
i=0
γiTi(t) with γi =
2− δi0
pi
∫ 1
−1
f(s)Ti(s)√
1− s2 ds, (2.4)
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where Ti(s) is the Chebyshev polynomial of the first kind of degree i. Here δij is the
Kronecker δ symbol so that 2− δk0 is equal to 1 when k = 0 and to 2 otherwise.
Recall that Ti’s are orthogonal with respect to the inner product
〈p, q〉 =
∫ 1
−1
p(s)q(s)√
1− s2 ds. (2.5)
We denote by ‖.‖∞ the supremum norm and by ‖.‖C the L2 norm associated with
the above dot product:
‖p‖C =
[∫ 1
−1
p(s)2√
1− s2 ds
]1/2
. (2.6)
Note in passing that Ti’s do not have a unit norm with respect to (2.6) but that the
following normalized sequence is orthonormal:
Tˆi(s) =
√
2− δi0
pi
Ti(s), (2.7)
so that (2.4) can be rewritten as fk(t) =
∑k
i=0 γˆiTˆi(t) with γˆi = 〈f(t), Tˆi(t)〉.
The integrals in (2.4) are computed using Gauss-Chebychev quadrature. The
accuracy of the approximation and therefore the degree needed to obtain a suitable
approximation to use in replacement of f(B)v depends essentially on the degree of
smoothness of f . One issue here is to determine the number of integration points
to use. Recall that when we use Gauss-Chebyshev quadrature with ν points, the
calculated integral is exact for all polynomials of degree ≤ 2ν − 1.
The reasoning for selecting ν is as follows. Let pK be the truncated Chebyshev
expansion of f , with K  k. Then for i ≤ k the coefficients γˆi for i ≤ k are the same
for pk and for pK and they are:
γˆi =
〈
f, Tˆi
〉
=
〈
f − pK , Tˆi
〉
+
〈
pK , Tˆi
〉
=
〈
pK , Tˆi
〉
.
The last equality is due to the orthogonality of the error to the Ti’s, when i ≤ K. Now
observe that since pK(t)Tˆi(t) is a polynomial of degree ≤ K + k the integral 〈pK , Tˆi〉
will be computed exactly by the Gauss-Chebyshev rule as long as K+k ≤ 2ν−1, i.e.,
for ν ≥ (K + k+ 1)/2. For example, when K = 2k then for ν ≥ (3k+ 1)/2, γˆi will be
the exact coefficient not for f(t), but for p2k the degree 2k Chebyshev expansion which
is usually much closer to f than pk. While ν = d(3k + 1)/2e is usually sufficient, we
prefer a lower margin for error and select ν = 4k bearing in mind that the cost of
quadrature is negligible.
2.2. Analysis of the approximation accuracy. Consider the two functions
f1(λ) = λ
−1/2 and f2(λ) = λ−1 over λ ∈ [a, b] where a > 0. It is assumed that the
interval [a, b] contains the spectrum of B - with ideally a = λmin(B), b = λmax(B).
We set c = (a + b)/2, h = (b − a)/2. As mentioned above we need to transform the
interval [a, b] into [−1, 1], so the transformed functions being approximated are in
fact
g(t) = (c+ ht)−1/2, (2.8)
q(t) = (c+ ht)−1, (2.9)
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with the variable t now in [−1, 1]. These two functions are clearly analytic in the
interval [−1, 1] and they have a singularity when c+ ht = 0, i.e., at ts = −c/h which
is less than −1. Existing results in the literature will help analyze the convergence of
the truncated Chebyshev expansion in situations such as these, see, e.g., [31].
We can apply the result of Theorem 8.2 in the book [31] to show a strong con-
vergence result. The Joukowsky transform (z + 1/z)/2 maps the circle C(0, ρ) into
an ellipse Eρ, with major semi-axis (ρ+ ρ
−1)/2 and focii −1, 1. There are two values
of ρ that give the same ellipse and they are inverses of each other. We assume that
ρ>1. The ellipse Eρ is called the Bernstein ellipse in the framework of the theorem
in [31] which is restated below for the present context. See Fig. 2.1 for an illustration
of Bernstein ellipses corresponding to different ρ’s.
Theorem 2.1. [31, Theorem 8.2] Let a function f analytic in [−1, 1] be analyt-
ically continuable to the open Bernstein ellipse Eρ where it satisfies |f(t)| ≤M(ρ) for
some M(ρ). Then for each k ≥ 0, its truncated Chebyshev expansion fk (eq. (2.4))
satisfies:
‖f − fk‖∞ ≤ 2M(ρ)ρ
−k
ρ− 1 . (2.10)
−1 −0.5 0 0.5 1
−0.4
−0.2
0
0.2
0.4
0.6
ρ =1.2
ρ =1.4
ρ =1.6
Bernstein Ellipses for ρ = 1.2, 1.4,  1.6
Fig. 2.1. Bernstein ellipses for ρ = 1.2, 1.4, 1.6.
The Bernstein ellipse should not contain the point of singularity. Therefore, for
the two functions under consideration, we should take any ρ > 1 such that (ρ +
ρ−1)/2<c/h, i.e., ρ must satisfy:
1 < ρ <
c
h
+
√( c
h
)2
− 1. (2.11)
The next ingredient from the theorem is an upper bound M(ρ) for |f(t)| in Eρ. In
fact the maximum value of this modulus is computable for both functions under
consideration and it is given in the next lemma.
Lemma 2.2. Let ρ be given such that (2.11) is satisfied. Then the maximum
modulii of the functions (2.8) and (2.9) for t∈Eρ are given, respectively, by
Mg(ρ) =
1√
c− hρ+ρ−12
, (2.12)
Mq(ρ) =
1
c− hρ+ρ−12
. (2.13)
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Proof. Denote d = c + ht the term inside the parentheses of (2.8) and (2.9) and
write t∈Eρ as: t = 12 [ρeiθ + ρ−1e−iθ]. Then d = c+ h(ρeiθ + ρ−1e−iθ)/2 and
|d|2 = (c+ ht)(c+ ht¯) = c2 + hc(t+ t¯) + h2tt¯
= c2 + hc(ρ+ ρ−1) cos θ +
h2
4
[ρ2 + ρ−2 + 2 cos(2θ)].
Observe that ρ2 + ρ−2 = (ρ+ ρ−1)2 − 2 and cos(2θ) = 2 cos2 θ − 1. Therefore,
|d|2 = c2 + hc(ρ+ ρ−1) cos θ + h
2
4
[(ρ+ ρ−1)2 − 2(1− cos(2θ))]
= c2 + hc(ρ+ ρ−1) cos θ +
h2
4
[(ρ+ ρ−1)2 − 4(1− cos2 θ)]
=
[
c+ h
ρ+ ρ−1
2
cos θ
]2
+
h2
4
[
(ρ+ ρ−1)2 − 4] (1− cos2 θ)
=
[
c+ h
ρ+ ρ−1
2
cos θ
]2
+ h2
[(
ρ+ ρ−1
2
)2
− 1
]
sin2 θ.
Since (ρ + ρ−1)/2 > 1, the second term in brackets is positive and it is then clear
that the minimum value of |d|2 is reached when θ = pi and the corresponding |d| is
c − h(ρ + ρ−1)/2. Inverting this gives (2.13). Taking the inverse square root yields
(2.12) and this completes the proof.
Note that, as expected, both maxima go to infinity as ρ approaches its right
(upper) bound given by (2.11). We can now state the following theorem which simply
applies Theorem 2.1 to the functions (2.8) and (2.9), using the bounds for M(ρ)
obtained in Lemma 2.2.
Theorem 2.3. Let g and q be the functions given by (2.8) and (2.9) and let ρ be
any real number that satisfies the inequalities (2.11). Then the truncated Chebyshev
expansions gk1 and qk2 of g and q, respectively, satisfy:
‖g − gk1‖∞ ≤
2ρ−k1
(ρ− 1)
√
c− hρ+ρ−12
, (2.14)
‖q − qk2‖∞ ≤
2ρ−k2
(ρ− 1)
(
c− hρ+ρ−12
) . (2.15)
Theorem 8.1 in [31], upon which Theorem 2.1 is based, states that the coefficients
γi in (2.4) decay geometrically, i.e.,
|γk| ≤ 2M(ρ)ρ−k. (2.16)
Based on the above inequality, it is now possible to establish the following result for
the approximation error of gk1 and qk2 measured in the Chebyshev norm.
Proposition 2.4. Under the same assumptions as for Theorem 2.3, the trun-
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Fig. 2.2. Degree 10 Chebyshev polynomial approximations to 1/
√
λ and 1/λ on the interval
[0.5, 10].
cated Chebyshev expansions gk1 and qk2 of g and q, satisfy, respectively:
‖g − gk1‖C ≤
√
2pi
ρ2 − 1
ρ−k1√
c− hρ+ρ−12
, (2.17)
‖q − qk2‖C ≤
√
2pi
ρ2 − 1
ρ−k2(
c− hρ+ρ−12
) . (2.18)
Proof. For any function f expandable as in (2.4), we have
f(t)− fk(t) =
∞∑
i=k+1
γiTi(t).
Because of the orthogonality of the Chebyshev polynomials and the inequality (2.16),
we obtain
‖f(t)− fk(t)‖2C =
∞∑
i=k+1
|γi|2‖Ti(t)‖2C ≤
∞∑
i=k+1
4M(ρ)2ρ−2i
pi
2
≤ 2M(ρ)2piρ−2(k+1) 1
1− ρ−2 = 2M(ρ)
2piρ−2k
1
ρ2 − 1 .
Taking the square root and replacing the values of M(ρ) from Lemma 2.2 yield the
two inequalities.
Both Theorem 2.3 and Proposition 2.4 show that the Chebyshev expansions gk1
and qk2 converge geometrically. The plot in Fig. 2.2 indicates that a low degree is
sufficient to reach a reasonable accuracy for the needs of computing the DOS.
2.3. Bounds involving the condition number of B. Theorem 2.3 shows
that the asymptotic convergence rate increases with ρ. However, the “optimal” value
of ρ, i.e., the one that yields the smallest bounds in (2.14) or (2.15), depends on ki
and is hard to choose in practice. Here, we will discuss two simple choices for ρ that
will help analyze the convergence. First, we select ρ = ρ0 ≡ c/h which satisfies the
bounds (2.11). It leads to
Mg(ρ0) =
√
2√
c− h2/c , Mq(ρ0) = (Mg(ρ0))
2 . (2.19)
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Note that in the context of our problem, if we denote by λmax(B), λmin(B) the largest
and smallest eigenvalues of B and by κ its spectral condition number, then
ρ0 = c/h =
λmax(B) + λmin(B)
λmax(B)− λmin(B) =
κ+ 1
κ− 1 ,
and therefore, for this choice of ρ, the bounds of the theorem evolve asymptotically like
(κ−1κ+1 )
k. A slightly more elaborate selection of ρ is the value for which (ρ+ ρ−1)/2 =√
c/h which is ρ1 =
√
c/h +
√
(c/h)− 1. For t ≥ 1, t + √t2 − 1 is an increasing
function and therefore, 1 ≤ ρ1 ≤ (c/h) +
√
(c/h)2 − 1 and so the bounds (2.11) are
satisfied. With this we get:
Mg(ρ1) =
1√
c−√hc
, Mq(ρ1) = (Mg(ρ1))
2 .
In addition, we note that ρ1 can also be expressed in terms of the spectral condition
number κ of B as follows: ρ1 = [
√
κ+ 1 +
√
2]/[
√
κ− 1]. The resulting term ρ−k1
in (2.14) and (2.15) will decay much faster than ρ−k0 when κ is larger than 2. Both
choices of ρ show that for a fixed degree k, a smaller κ will result in faster convergence.
If B is a mass matrix obtained from a FEM discretization, κ can become very
large for a general nonuniform mesh. One simple technique to reduce the value of κ
is to use diagonal scaling [17, 35, 36]. Suppose D = diag(B), then by congruence, the
following problem has the same eigenvalues as (1.3)
D−1/2AD−1/2z = λD−1/2BD−1/2z, with z = D1/2x. (2.20)
It was shown in [35, 36] that, for any conforming mesh of tetrahedral (P1) elements in
three dimensions, κ(D−1/2BD−1/2) is bounded by 5 and for a mesh of rectangular bi-
linear (Q1) elements in two dimensions, κ(D−1/2BD−1/2) is bounded by 9. Moreover,
this diagonal scaling technique has also been exploited to reduce the spectral condition
number of graph Laplacians in the network analysis [3]. As a result, we will always
preprocess the matrix pencil (A,B) by diagonal scaling before computing the DOS.
With the approximations in (2.4), we obtain
B−1 ≈ gk1(B) :=
k1∑
i=0
γiTi[(B − cI)/h], (2.21)
B−1/2 ≈ qk2(B) :=
k2∑
i=0
βiTi[(B − cI)/h]. (2.22)
Using the above approximations to replace B−1 and B−1/2 in (2.1) and (2.3), will
amount to computing the DOS of the modified problem
gk1(B)Ax˜ = λ˜x˜. (2.23)
Therefore, it is important to show that the distance between λ˜ and λ is small when
gk1 and qk2 reach a certain accuracy. We will need the following perturbation result
for Hermitian definite pencils.
Theorem 2.5. [21, Theorem 2.2] Suppose that a Hermitian definite pencil (A,B)
has eigenvalues λ1 ≤ λ2 ≤ · · · ≤ λn. If ∆A,∆B are Hermitian and ||∆B||2 <
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λmin(B), then (A + ∆A,B + ∆B) is a Hermitian definite pencil whose eigenvalues
λˆ1 ≤ λˆ2 ≤ · · · ≤ λˆn satisfy
|λi − λˆi| ≤ ||∆A||2
λmin(B)
+
|λi|λmin(B) + ||∆A||2
λmin(B)(λmin(B)− ||∆B||2) ||∆B||2. (2.24)
In the context of (2.23), the perturbation ∆B in Theorem 2.6 corresponds to the
approximation error of gk1(B) to B
−1. This implies that we can rewrite (2.23) in the
form of
Ax˜ = λ˜(B + ∆B)x˜ with ∆B = (gk1(B))
−1 −B,
and then apply Theorem 2.5 to prove the following perturbation bound for (2.23).
Theorem 2.6. Let λ1 ≤ λ2 ≤ · · · ≤ λn be the eigenvalues of B−1A and λˆ1 ≤
λˆ2 ≤ · · · ≤ λˆn be the eigenvalues of gk1(B)A. If ||g − gk1 ||∞ ≤ τ and ||B||2 ≤ 1/τ ,
then we have
|λi − λˆi| ≤ |λi|
λmin(B)− ||∆B||2 ||∆B||2, (2.25)
with ||∆B||2 ≤ ||B||
2
2
1−||B||2τ τ .
Proof. Denote by θ1, θ2, . . . , θn the eigenvalues of B
−1 and θˆ1, θˆ2, . . . , θˆn the eigen-
values of gk1(B). Since ||g − gk1 ||∞ ≤ τ , we have
||B−1 − gk1(B)||2 = max
i
|θi − θˆi| ≤ τ. (2.26)
On the other hand, we know that
||∆B||2 = ||B − (gk1(B))−1||2 = max
i
|1/θi − 1/θˆi| ≤ τ
θ1(θ1 − τ) =
||B||22
1− ||B||2τ τ.
(2.27)
Substituting ||∆A||2 and ||∆B||2 in (2.24) with 0 and (2.27), respectively, we obtain
the bound (2.25).
Theorem 2.6 indicates that if the degree of the Chebyshev expansions is chosen
in such a way that the bounds (2.12–2.13) are less than or equal to τ , the eigenvalues
of (2.23) would be close enough to those of (2.1). In the next two sections, we will
show how to extend the standard algorithms for computing the DOS to generalized
eigenvalue problems of the form (2.23).
3. The Kernel Polynomial Method. The Kernel Polynomial Method (KPM)
is an effective technique proposed by physicists and chemists in the mid-1990s [7, 22,
27, 28, 29, 34] to calculate the DOS of a Hermitian matrix A. Its essence is to
expand the function φ in (1.1), which is a sum of Dirac δ-functions, into Chebyshev
polynomials.
3.1. Background: The KPM for standard eigenvalue problems. As is
the case for all methods which rely on Chebyshev expansions, a change of variables
is first performed to map the interval [λmin, λmax] into [−1, 1]. We assume this is
already performed and so the eigenvalues are in the interval [−1, 1]. To estimate
the spectral density function (1.1), the KPM method approximates φ(t) by a finite
expansion in a basis of orthogonal polynomials, in this case, Chebyshev polynomials
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of the first kind. Following the Silver-Ro¨der paper [27], we include, for convenience,
the inverse of the weight function into the spectral density function, so we expand
instead the distribution:
φˆ(t) =
√
1− t2φ(t) =
√
1− t2 × 1
n
n∑
j=1
δ(t− λj). (3.1)
Then, we have the (full) expansion
φˆ(t) =
∞∑
k=0
µkTk(t), (3.2)
where the expansion coefficients µk are formally defined by
µk =
2− δk0
pi
∫ 1
−1
1√
1− t2Tk(t)φˆ(t)dt =
2− δk0
npi
n∑
j=1
Tk(λj).
Thus, apart from the scaling factor (2− δk0)/(npi), µk is the trace of Tk(A) and
this can be estimated by various methods including, but not limited to, stochastic
approaches. There are variations on this idea starting with the use of different or-
thogonal polynomials, to alternative ways in which the traces can be estimated.
The standard stochastic argument for estimating Trace(Tk(A)), see [15, 27, 30],
entails generating a large number of random vectors v
(1)
0 , v
(2)
0 , · · · , v(nvec)0 with each
component obtained from a normal distribution with zero mean and unit standard
deviation, and each vector is normalized such that ‖v(l)0 ‖2 = 1, l = 1, . . . , nvec. The
subscript 0 is added to indicate that the vector has not been multiplied by the matrix
A. Then we can estimate the trace of Tk(A) as follows:
Trace(Tk(A)) ≈ 1
nvec
nvec∑
l=1
(
v
(l)
0
)T
Tk(A)v
(l)
0 , (3.3)
where the error decays as 1√nnev [15]. Then this will lead to the desired estimate:
µk ≈ 2− δk0
npinvec
nvec∑
l=1
(
v
(l)
0
)T
Tk(A)v
(l)
0 . (3.4)
Consider the computation of each term vT0 Tk(A)v0 (the superscript l is dropped
for simplicity). The 3-term recurrence of the Chebyshev polynomial: Tk+1(t) =
2tTk(t)−Tk−1(t) can be exploited to compute Tk(A)v0, so that, if we let vk ≡ Tk(A)v0,
we have
vk+1 = 2Avk − vk−1. (3.5)
The approximate density of states will be limited to Chebyshev polynomials of
degree m, so φ is approximated by the truncated expansion:
φ˜m(t) =
1√
1− t2
m∑
k=0
µkTk(t). (3.6)
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It has been proved in [19] that the expansion error in (3.6) decays as ρ−m for some
constant ρ>1.
For a general matrix A whose eigenvalues are not necessarily in the interval
[−1, 1], a linear transformation is first applied to A to bring its eigenvalues to the
desired interval. Specifically, we will apply the method to the matrix
A˜ =
A− cI
h
, (3.7)
where
c =
λmin + λmax
2
, h =
λmax − λmin
2
. (3.8)
It is important to ensure that the eigenvalues of A˜ are within the interval [−1, 1].
In an application requiring a similar approach [38], we obtain the upper and lower
bounds of the spectrum from Ritz values provided by a standard Lanczos iteration.
We ran m Lanczos steps but extended the interval [λmin, λmax] by using the bounds
obtained from the Lanczos algorithm. Specifically, the upper bound is set to λ˜m + η
where η = ‖(A − λ˜mI)u˜m‖2, and (λ˜m, u˜m) is the (algebraically) largest Ritz pair of
A. In a similar way, the lower bound is set to λ˜1 − β where β = ‖(A− λ˜1I)u˜1‖2 and
(λ˜1, u˜1) is the (algebraically) smallest Ritz pair of A. To summarize, we outline the
major steps of the KPM for approximating the spectral density of a Hermitian matrix
in Algorithm 1.
Algorithm 1 The Kernel Polynomial Method
Input: A Hermitian matrix A, a set of points {ti} at which DOS is to be eval-
uated, the degree m of the expansion polynomial
Output: Approximate DOS evaluated at {ti}
1: Compute the upper bound and the lower bound of the spectrum of A
2: Compute c and h in (3.8) with those bounds
3: Set µk = 0 for k = 0, · · · ,m
4: for l = 1 : nvec do
5: Select a new random vector v
(l)
0
6: for k = 0 : m do
7: Compute Tk((A− cI)/h)v(l)0 using 3-term recurrence (3.5)
8: Update µk using (3.4)
9: end for
10: end for
11: Evaluate the average value of {φ˜m((ti−c)/h)} at the given set of points {ti} using (3.6)
3.2. The KPM for generalized eigenvalue problems. We now return to the
generalized problem (1.3). Generalizing the KPM algorithm to this case is straight-
forward when the square root factorization B = S2 or the Cholesky factorization
B = LLT is available: we just need to use Algorithm 1 with A replaced by S−1AS−1
or L−1AL−T . In this section we only discuss the case where a square root factoriza-
tion is used. The alternative of using the Cholesky factorization can be carried out
in a similar way. Clearly S−1AS−1 needs not be explicitly computed. Instead, the
product S−1AS−1w that is required when computing Tk((S−1AS−1 − cI)/h)v(l)0 in
Line 7 of Algorithm 1, can be approximated by matrix-vector products with qk2(B)
in (2.22) and the matrix A.
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The important point here is that if we simply follow the 3-term recurrence (3.5)
and let vk ≡ Tk((S−1AS−1 − cI)/h)v0, we have
vk+1 = 2
S−1AS−1 − cI
h
vk − vk−1. (3.9)
This implies that the computation of each vk will involve two matrix-vector products
with S−1 and one matrix-vector product with A. On the other hand, premultiplying
both sides of (3.9) with S−1 leads to
S−1vk+1 = 2S−1
S−1AS−1 − cI
h
vk − S−1vk−1
= 2
B−1A− cI
h
S−1vk − S−1vk−1.
Denoting by wk := S
−1vk, we obtain another 3-term recurrence
wk+1 = 2
B−1A− cI
h
wk − wk−1 with w0 = S−1v0. (3.10)
Now the computation of each wk only involves one matrix-vector product with B
−1
and one matrix-vector product with A. Since Theorem 2.3 shows that both the
approximation errors of gk1 and qk2 decay as ρ
−ki , this indicates that the same ap-
proximation accuracy will likely lead to roughly the same degree for gk1 and qk2 . As
a result, recurrence (3.10) is computationally more economical than recurrence (3.9)
when we replace B−1 and S−1 with gk1(B) in (2.21) and qk2(B) in (2.22), respectively.
In the end, vT0 Tk((S
−1AS−1 − cI)/h)v0 in (3.4) is computed as wT0 Bwk.
Similarly, if Cholesky factorization of B is applied, then the following 3-term
recurrence is preferred in actual computations
wk+1 = 2
B−1A− cI
h
wk − wk−1 with w0 = L−T v0. (3.11)
4. The Lanczos method for Density of States. The well-known connection
between the Gaussian Quadrature and the Lanczos algorithm has also been exploited
to compute the DOS [20]. We first review the method for standard problems before
extending it to matrix pencils.
4.1. Background: The Lanczos procedure for the standard DOS. The
Lanczos algorithm builds an orthonormal basis Vm = [v1, v2, · · · , vm] for the Krylov
subspace: Span{v1, Av1, · · · , Am−1v1} with an initial vector v1. See Algorithm 4.1 for
a summary.
Algorithm 2 Lanczos algorithm for a Hermitian matrix A
1: Choose an initial vector v1 with ‖v1‖2 = 1 and set β1 = 0, v0 = 0
2: for j = 1, 2, . . . ,m do
3: w := Avj − βjvj−1
4: αj = (w, vj)
5: w := w − αjvj
6: Full reorthogonalization: w := w −∑i(w, vi)vi for i ≤ j
7: βj+1 = ‖w‖2
8: If βj+1 == 0 restart or exit
9: vj+1 := w/βj+1
10: end for
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At the completion of m steps of Algorithm 4.1, we end up with the factorization
V TmAVm = Tm - with
Tm =

α1 β2
β2 α2 β3
β3 α3 β4
. . .
. . βm
βm αm
 .
Note that the vectors vj , for j = 1, · · · ,m, satisfy the 3-term recurrence
βj+1vj+1 = Avj − αjvj − βjvj−1.
In theory the vj ’s defined by this recurrence are orthonormal. In practice there is a
severe loss of orthogonality and a form of reorthogonalization (Line 6 in Algorithm 2)
is necessary.
Let θi, i = 1 · · · ,m be the eigenvalues of Tm. These are termed Ritz values. If
{yi}i=1:m, are the associated eigenvectors, then the vectors {Vmyi}i=1:m are termed
Ritz vectors and they represent corresponding approximate eigenvectors of A. Typ-
ically, eigenvalues of A on both ends of the spectrum are first well approximated by
corresponding eigenvalues of Tm (Ritz values) and, as more steps are taken, more and
more eigenvalues toward the inside of the spectrum become better approximations.
Thus, one can say that the Ritz values approximate the eigenvalues of A progressively
from ‘outside in’.
One approach to compute the DOS is to compute these θi’s and then get approx-
imate DOS from them. However, the θi’s tend to provide poor approximations to
the eigenvalues located at the interior of the spectrum and so this approach does not
work too well in practice. A better idea is to exploit the relation between the Lanc-
zos procedure and the (discrete) orthogonal polynomials and the related Gaussian
quadrature.
Assume the initial vector v1 in the Lanczos method can be expanded in the
eigenbasis of A as v1 =
∑n
i=1 ωiui. Then the Lanczos process builds orthogonal
polynomials with respect to the discrete (Stieljes) inner product:∫ b
a
f(t)q(t)dµ(t) ≡ (f(A)v1, q(A)v1), (4.1)
where the measure µ(t) is a piecewise constant function defined as
µ(t) =

0, if t<a = λ1,∑i−1
j=1 ω
2
j , if λi−1 ≤ t<λi, i = 2 : n,∑n
j=1 ω
2
j , if b = λn ≤ t.
(4.2)
In particular, when q(t) = 1, (4.1) takes the form of∫ b
a
f(t)dµ(t) ≡ (f(A)v1, v1), (4.3)
which we will refer to as the Stieljes integral of f . Golub and Welsh [12] showed how
to extract Gaussian-quadrature formulas for integrals of the type shown above. The
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integration nodes for a Gaussian quadrature formula with m points, are simply the
eigenvalue values θi, i = 1, · · · ,m of Tm. The associated weights are the squares of
the first components of the eigenvectors associated with θi’s. Thus,∫ b
a
f(t)dµ(t) ≈
m∑
i=1
aif(θi) , ai =
[
eT1 yi
]2
. (4.4)
As is known, such an integration formula is exact for polynomials of degree up to
2m− 1, see, e.g., [11, 12]. Then we will derive an approximation to the DOS with the
quadrature rule (4.4).
The Stieljes integral
∫ b
a
f(t)dµ(t) satisfies the following equality:∫ b
a
f(t)dµ(t) = (f(A)v1, v1) =
n∑
i=1
ω2i f(λi).
We can view this as a distribution φv1 applied to f :
(f(A)v1, v1) ≡ 〈φv1 , f〉 with φv1 ≡
n∑
i=1
ω2i δ(t− λi). (4.5)
Assume for a moment that we are able to find a special vector v1 which satisfies
ω2i = 1/n for all i. Then the above distribution becomes φv1 =
1
n
∑n
i=1 δ(t−λi) which
is exactly the DOS defined in (1.2). Next, we consider how φv1 can be approximated
via Gaussian-quadrature. Based on (4.4) and (4.5), we know that
〈φv1 , f〉 ≡ (f(A)v1, v1) =
∫ b
a
f(t)dµ(t) ≈
m∑
i=1
aif(θi) ≡
〈
m∑
i=1
aiδ(t− θi), f
〉
.
Since f is an arbitrary function, we obtain the following approximation expressed for
the DOS:
φv1 ≈ φ˜v1 :=
m∑
i=1
aiδ(t− θi). (4.6)
In the next theorem, we show that the approximation error of the Lanczos method
for computing the DOS decays as ρ−2m for a constant ρ>1. Here, we follow (2.5) in
[20] to measure the approximation error between φ and φ˜v1 as
| 〈φ, g〉 −
〈
φ˜v1 , g
〉
|, with g(t) being an analytic function on [−1, 1].
Theorem 4.1. Assume A ∈ Cn×n is a Hermitian matrix with its spectrum inside
[−1, 1]. If v1 ∈ Rn is a unit vector with equal weights in all eigenvectors of A, then
the approximation error of a m-term expansion (4.6) is
| 〈φ, g〉 −
〈
φ˜v1 , g
〉
| ≤ 4ρ
2M(ρ)
(ρ2 − 1)ρ2m , (4.7)
where ρ>1 and M(ρ) are constants.
16 YUANZHE XI, RUIPENG LI, AND YOUSEF SAAD
Proof. Let p2m−1 be the Chebyshev polynomial approximation of degree 2m− 1
to g(t):
p2m−1(t) =
2m−1∑
k=0
γkTk(t) ≈ g(t) =
∞∑
k=0
γkTk(t).
Since the quadrature formula (4.4) is exact for polynomials with degree up to 2m−1,
we have ∫ b
a
p2m−1(t)dµ(t) =
m∑
i=1
aip2m−1(θi).
Therefore, we get
| 〈φ, g〉 −
〈
φ˜v1 , g
〉
| = | 1
n
n∑
i=1
g(λi)−
m∑
j=1
ajg(θj)| = |
∫ b
a
g(t)dµ(t)−
m∑
j=1
ajg(θj)|
≤ |
∫ b
a
g(t)− p2m−1(t)dµ(t)|+ |
∫ b
a
p2m−1(t)dµ(t)−
m∑
j=1
ajg(θj)|
≤
∫ b
a
|g(t)− p2m−1(t)|dµ(t) +
m∑
j=1
aj |p2m−1(θj)− g(θj)|
≤
∞∑
k=2m
∫ b
a
|γk||Tk(t)|dµ(t) +
m∑
j=1
aj
∞∑
k=2m
|γk||Tk(θj)|.
Based on (2.16), we know that
∞∑
k=2m
|γk||Tk(θj)| ≤
∞∑
k=2m
2M(ρ)ρ−k|Tk(θj)| ≤
∞∑
k=2m
2M(ρ)ρ−k.
Since
∑m
j=1 aj =
∫ b
a
dµ(t) = (v1, v1) = 1, we have
m∑
j=1
aj
∞∑
k=2m
|γk||Tk(θj)| ≤ 2ρ
2M(ρ)
(ρ2 − 1)ρ2m
m∑
j=1
aj =
2ρ2M(ρ)
(ρ2 − 1)ρ2m . (4.8)
For the first term, we have∫ b
a
|Tk(t)|dµ(t) = 1
n
∑
j
|Tk(λj)| ≤ 1,
and therefore,
∞∑
k=2m
∫ b
a
|γk||Tk(t)|dµ(t) ≤
∞∑
k=2m
2M(ρ)ρ−k ≤ 2ρ
2M(ρ)
(ρ2 − 1)ρ2m . (4.9)
Adding the bounds in (4.8) and (4.9), we obtain (4.7).
Theorem 4.1 indicates that the approximation error from the Lanczos method for
computing the DOS decays as ρ−2m, which is twice as fast as the KPM method with
degree m.
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The approximation in (4.6) is achieved by taking an idealistic vector v1 that has
equal weights (±1/√n) in all eigenvectors in its representation in the eigenbasis. A
common strategy to mimic the effect of having a vector with µi = 1/
√
n, ∀i, is to use
s random vectors v
(k)
1 , called sample vectors, and average the results of the above
formula over them:
φ ≈ 1
s
s∑
k=1
m∑
i=1
a
(k)
i δ(t− θ(k)i ). (4.10)
Here the superscript (k) relates to the k-th sample vector and θ
(k)
i , a
(k)
i are the nodes
and weights of the quadrature formula shown in (4.4) for this sample vector.
4.2. Generalized problems. A straightforward way to deal with the general-
ized case is to apply the standard Lanczos algorithm (Algorithm 2) described in the
previous section to the matrix S−1AS−1 (or L−1AL−T ). This leads to the relation:
S−1AS−1Vm = VmTm + βm+1vm+1eTm. (4.11)
If we set Wm = S
−1Vm, and multiply through by S−1, then we get
B−1AWm = WmTm + βm+1wm+1eTm, (4.12)
where it is important to note that Wm is B-orthogonal since
WTmBWm = V
T
mS
−1BS−1Vm = V TmVm = I.
It is possible to generate a basis Vm of the Krylov subspace Km(v1, S
−1AS−1) if we
want to deal with the standard problem with S−1AS−1. It is also possible to generate
the basis Wm of the Krylov subspace Km(w1, B
−1A) directly if we want to deal with
the standard problem with B−1A using the B-inner product. From our discussion at
the end of Section 3.2, we know that the second case is computationally more efficient.
Now let us focus on the case (4.12). If we start the Lanczos algorithm with a
vector w1 where ‖w1‖B = 1, we could generate the sequence wi through Algorithm
3, which is described as Algorithm 9.2 in [23, p.230].
Algorithm 3 Lanczos algorithm for matrix pair (A,B)
1: Choose an initial vector w1 with ‖w1‖B = 1. Set β1 = 0, w0 = 0, z0 = 0, and
compute z1 = Bw1
2: for j = 1, 2, . . . ,m do
3: z := Awj − βjzj−1
4: αj = (z, wj)
5: z := z − αjzj
6: Full reorthogonalization: z := z −∑i(z, wi)zi for i ≤ j
7: w := B−1z
8: βj+1 =
√
(w, z)
9: If βj+1 == 0 restart or exit
10: wj+1 := w/βj+1
11: zj+1 := z/βj+1
12: end for
It is easy to show that if we set vi = Swi, then the vi’s are orthogonal to each
other and that they are identical with the sequence of vi’s that would be obtained
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from the standard Lanczos algorithm applied to S−1AS−1 (or L−1AL−T ) starting
with v1 = Sw1 (or v1 = L
−Tw1). The two algorithms are equivalent and going from
one to other requires a simple transformation.
The 3-term recurrence now becomes
βm+1wm+1 = wˆm+1 = B
−1Awm − αmwm − βmwm−1, (4.13)
and βm+1 = (Bwˆm+1, wˆm+1)
1/2. Note that the algorithm requires that we save the
auxiliary sequence zj ≡ Bwj in order to avoid additional computations with B to
calculate B-inner products.
On the surface the extension seems trivial: we could take a sequence of random
vectors w
(k)
1 and compute an average analogue to (4.10) over these vectors. There
is a problem in the selection of the initial vectors. We can reason with respect to
the original algorithm applied to S−1AS−1. If we take a random vector v(k)1 and
run Algorithm 2 with this as a starting vector, we would compute the exact same
tridiagonal matrix T
(k)
m as if we used Algorithm 3 with w
(k)
1 = S
−1v(k)1 . Using the
same average (4.10) appears therefore perfectly valid since the corresponding θ
(k)
i and
a
(k)
i are the same. The catch is in the way we select the initial vectors w
(k)
1 . Indeed,
it is not enough to select random vectors w
(k)
1 with mean zero and variance 1/n, it is
the associated v
(k)
1 that should have this property. Selecting w
(k)
1 to be of mean zero
and variance 1/n, will not work, since the corresponding v
(k)
1 ≡ Sw(k)1 will have mean
zero but not the right variance.
The only modification that is implied by this observation is that we will need to
modify the initial step of Algorithm 3 as follows:
1. Choose v1 with components ηi ∈ N (0, 1) and let w1 = S−1v1 (or w1 =
L−T v1); z1 = Bw1. Compute t =
√
(w1, z1) and z1 := z1/t;w := w1/t. Set
β1 = 0; z0 = w0 = 0.
5. Numerical Experiments. In this section we illustrate the performance of
the KPM and Lanczos methods for computing the DOS for generalized eigenvalue
problems. Both algorithms have been implemented in MATLAB and all the exper-
iments were performed on a Macbook Pro with Intel i7 CPU processor and 8 GB
memory.
In order to compare with the accuracy of the DOS, the exact eigenvalues of each
problem are computed with MATLAB built-in function eig. We measure the error of
the approximate DOS using the relative L1 error as proposed in [19]:
ERROR =
∑
i |φ˜σ(ti)− φσ(ti)|∑
i |φσ(ti)|
, (5.1)
where {ti} are a set of uniformly distributed points and φσ(·) and φ˜σ(·) are the
smoothed (or regularized) DOS with δ(t) replaced by 1√
2piσ
e
−t2
2σ2 . A heuristic criterion
to select σ as suggested in [20] is to set
σ =
λmax − λmin
60
√
2 log(1.25)
, (5.2)
where λmax and λmin are the largest and smallest eigenvalues of the matrix pencil
(A,B).
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5.1. An example from the earth’s normal mode simulation. The first
example is from the study of the earth’s normal modes with constant solid materials.
The stiffness matrix A and mass matrix B result from the continuous Galerkin finite
element method and have size of n = 3, 657. Details about the physical model and
the discretization techniques used can be found in [25, 26].
The numbers of nonzero entries are A and B are 145, 899 and 48, 633, respectively.
The eigenvalues of the pencil are ranging from λmin = −2.7395×10−13 to λmax =
0.0325. Fig. 5.1 displays the sparsity patterns of A,B as well as the histogram of the
eigenvalues of (A,B).
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(i) Sparsity of A (ii) Sparsity of B (iii) Histogram of eigenvalues
Fig. 5.1. For the earth’s normal mode matrix pencil, the sparsity pattern of A, B and the
histogram of the eigenvalues of (A,B) with 250 bins.
In Fig. 5.2, we first compare the computed accuracy of the KPM with that of
the Lanczos method when the number of random vector nnev was fixed at 50. The
Cholesky factorization of B was used for operations involving B. We observe that the
Lanczos method outperforms the KPM when m varies from 20 to 60. This is because
the eigenvalues of this pencil are clustered near the left endpoint of the spectrum
(See Fig. 5.1 (iii)) and the KPM method has a hard time capturing this cluster (See
Fig. 5.3).
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Fig. 5.2. A comparison of approximation errors of the KPM and Lanczos method applied to the
earth’s normal mode matrix pencil for different m values. The Cholesky factorization is performed
for operations involving B and nnev is fixed at 50.
Fig. 5.4 shows the error of the Lanczos method with an increasing number of
random vectors nnev and fixed m = 30. It indicates that a large number of nnev helps
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Fig. 5.3. For the earth’s normal mode matrix pencil, the computed DOS by the KPM (left)
and the Lanczos method (right) when m = 30 and nnev = 50, compared to the exact DOS. Cholesky
factorization is performed for operations involving B.
reduce the error through the randomization.
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Fig. 5.4. For the earth’s normal mode pencil, the error of the Lanczos method with respect to
an increasing number of random vectors nnev when m = 30. Cholesky factorization is performed
for operations involving B.
Then we consider replacing the Cholesky factorization of B with Chebyshev poly-
nomial approximations gk1(B) and qk2(B) as proposed in Section 2.1. One way to
determine the degree of gk1 (or gk2) is to use the theoretical result of Theorem 2.3.
However, the theorem has a parameter ρ which is free and the selection of optimal ρ
may be harder than the selection of ki by simpler means. Since g(t), q(t) and their
approximations are smooth and a simple heuristic is to select ki to be the smallest
number for which the computed ‖(g−gk1)/g‖∞ and ‖(q−qk2)/q‖∞ are small enough.
To evaluate the norm we can discretize the interval under consideration very finely
(higher degrees will require more points). This will yield an estimate rather than an
exact norm and this is enough for practical purposes.
For the original matrix pencil (A,B), the eigenvalues of B are inside [3.80e+
07, 1.46e+10] and κ(B) = 382.91. In this case, we can estimate the convergence based
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on ρ1 = [
√
κ+ 1 +
√
2]/[
√
κ− 1] = 1.0750. Since ρ1 is close to 1, one should expect a
slow convergence for gk1(B) (or qk2(B)) to B
−1 (or B−1/2). In Table 5.1, we report
the computed norms ‖(g − gk)/g‖∞ and ‖(q − qk)/q‖∞ when k increases from 30 to
60. As we can see, the error associated with gk is larger than 10
−3 even when k reaches
60.
Degree k ‖(g − gk)/g‖∞ ‖(q − qk)/q‖∞
30 8.62×10−1 1.92×10−2
40 3.10×10−1 6.00×10−3
50 1.12×10−1 2.00×10−3
60 4.01×10−2 6.45×10−4
Table 5.1
Computed error norms for the order k Chebyshev polynomial approximations to g = 1/λ and
q = 1/
√
λ on the interval [3.8017×107, 1.4557×1010], which contains the spectrum of the original
mass matrix B.
We then applied the diagonal scaling technique to the mass matrix B. The
eigenvalues of D−1/2BD−1/2 are now inside [0.5479, 2.500] and κ(D−1/2BD−1/2) =
4.5629. In this case, ρ1 = 1.9988 and gk1(B) and qk2(B) converge much faster. This
is confirmed in Table 5.2 where the error norms are smaller than 6×10−6 for both
approximations when k reaches 12.
Degree k ‖(g − gk)/g‖∞ ‖(q − qk)/q‖∞
6 2.60×10−2 3.73×10−4
8 3.36×10−4 4.32×10−5
10 4.42×10−5 5.13×10−6
12 5.80×10−6 6.19×10−7
Table 5.2
Computed error norms for the order k Chebyshev polynomial approximations to g = 1/λ and
q = 1/
√
λ on the interval [0.5479, 2.500], which contains the spectrum of the mass matrix B after
diagonal scaling.
Fig. 5.5 shows the error of the Lanczos method when the operations B−1v and
B−1/2v are approximated by gk1(B)v and qk2(B)v, respectively. The number of sam-
ple vectors nnev was fixed at 50 and the degree m was fixed at 30. The degrees of gk1
and qk2 are determined to be the smallest integers for which the following inequalities
hold
‖(g − gk1)/g‖∞ ≤ τ, ‖(q − qk2)/q‖∞ ≤ τ. (5.3)
Although the exact DOS curve is indistinguishable from those obtained from the
Lanczos method, the error actually decreases as we reduce the value of τ . The errors
are 1.41×10−2, 5.61×10−3, 4.70×10−3 and 4.30×10−3 when τ = 10−1, 10−2, 10−3
and 10−4, respectively. In the following experiments, we will fix τ at 10−3 to select
the degree for gk1 and qk2 based on (5.3).
5.2. An example from a Tight-Binding calculation. The second example is
from the Density Functional-based Tight Binding (DFTB) calculations (Downloaded
from http://faculty.smu.edu/yzhou/data/matrices.htm). The matrices A and B have
dimension n = 17, 493. The matrix A has 3, 927, 777 nonzero elements while B has
22 YUANZHE XI, RUIPENG LI, AND YOUSEF SAAD
−0.005 0 0.005 0.01 0.015 0.02 0.025 0.03 0.035
0
50
100
150
200
250
300
λ
DOS from Lanczos method
Exact DOS
−0.005 0 0.005 0.01 0.015 0.02 0.025 0.03 0.035
0
50
100
150
200
250
300
λ
DOS from Lanczos method
Exact DOS
(i) τ = 10−1 (ii) τ = 10−2
−0.005 0 0.005 0.01 0.015 0.02 0.025 0.03 0.035
0
50
100
150
200
250
300
λ
DOS from Lanczos method
Exact DOS
−0.005 0 0.005 0.01 0.015 0.02 0.025 0.03 0.035
0
50
100
150
200
250
300
λ
DOS from Lanczos method
Exact DOS
(iii) τ = 10−3 (iv) τ = 10−4
Fig. 5.5. For the earth’s normal mode matrix pencil, the computed DOS by the Lanczos method
when m = 30 and nnev = 50, compared to the exact DOS. The operations B−1v and B−1/2v are
approximated by gk1 (B)v and qk2 (B)v, respectively. The degrees k1 and k2 are selected to be the
smallest integers for which (5.3) hold. The approximation errors are 1.41× 10−2, 5.61× 10−3,
4.70×10−3 and 4.30×10−3 when τ equals 10−1, 10−2, 10−3 and 10−4, respectively.
3, 926, 405 nonzero elements. The eigenvalues of the pencil are ranging from λmin =
−0.9138 to λmax = 0.8238.
Compared with the earth’s normal mode matrix pencil, both A,B in this TFDB
matrix pair are much denser. Fig. 5.6 displays the sparsity patterns of B and of its
Cholesky factor, where nz stands for the number of non-zeros. Even with the help of
AMD ordering [1], the number of non-zeros in the Cholesky factor of B still reaches
48, 309, 857, which amounts to having 5.5233×103 non-zeros per row/column. This will
cause two issues. First, a huge amount of memory may be needed to store the factors
for a similar problem of larger dimension. Second, applying these factors is also very
inefficient. These issues limit the use of Cholesky factorization for realistic large-scale
calculations. On the other hand, after diagonal scaling the matrix B has eigenvalues
in the remarkably tight interval [0.5756, 1.4432], which allows a polynomial of degree
as low as 6 for gk1 and 5 for qk2 when τ = 10
−3. Thus, we will only test the KPM
and Lanczos method with Chebyshev polynomial approximation techniques for this
problem.
In the experiment, we fixed m = 30 and nnev = 50 in both methods. Fig. 5.7
shows that the quality of the computed DOS by the KPM method is clearly not as
good as the one obtained from the Lanczos method. The error for the KPM is 0.2734
while the error for the Lanczos method is only 0.0058. This is because the spectrum of
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Fig. 5.6. The sparsity patterns of the matrix B (left) and its Cholesky factor (right) for the
TFDB matrix pencil. AMD ordering is applied to B to reduce the number of non-zeros in its factors.
(A,B) has four heavy clusters, which causes difficulties for polynomial-based methods
to capture the corresponding peaks on the DOS curve.
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Fig. 5.7. For the TFDB matrix pencil, the computed DOS by the KPM (upper left) and Lanczos
method (upper right) when m = 30 and nnev = 50, compared to the exact DOS and the histogram
of the eigenvalues with 200 bins (lower middle). Chebyshev polynomial approximations are used for
operations involving B.
5.3. Application: Slicing the spectrum. This section discusses the spectrum
slicing techniques implemented in the EVSL package [9]. First, the Lanczos method
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is invoked to get an approximate DOS φ˜ of the input matrix pencil (A,B):
φ˜(t) =
1
s
s∑
k=1
m∑
i=1
a
(k)
i gσ(t− θ(k)i ) with gσ(t) =
1√
2piσ
e
−t2
2σ2 . (5.4)
Suppose the users would like to compute all the eigenvalues located inside a target
interval [a, b] as well as their associated eigenvectors with ns slices. The interval [a, b]
will first be finely discretized with N + 1 evenly spaced points x0 = a < x1 < . . . <
xN−1<xN = b, followed by the evaluation of φ˜i := φ˜(xi) at each point xi.
Then a numerical integration scheme is used to approximate the following integral
based on the computed {φ˜i}
yi ≈
∫ xi
a
φ˜(t)dt.
Each yi serves an approximation to the number of eigenvalues falling inside [a, xi]. In
particular, we know there are roughly yN eigenvalues inside [a, b] and should expect
an ideal partitioning yielding yN/ns eigenvalues per slice.
The endpoints {ti} are identified as a subset of xi. Start with t0 = x0. The next
ti+1 for i = 0, . . . ,K − 2 is found by testing a sequence of xj starting with ti = xk
until yj − yk is approximately equal to yK/ns, yielding the point ti+1 = xj . In the
end, the points {ti} separate [a, b] into ns slices.
We illustrate the efficiency of this slicing mechanism with one example. The test
problem is to partition the interval [0.003, 0.01] into 5 slices for the earth’s normal
mode matrix pencil. Based on Fig. 5.3, we know that eigenvalues are distributed
unevenly within this interval. Therefore, a naive uniform partitioning in which all
sub-intervals have the same width will cause some slices to contain many more eigen-
values than others. We fixed m at 30 and varied the number of sample vectors nnev
to estimate the DOS for this matrix pencil. The resulting partitioning results are
tabulated in Table 5.3. As we can see, even a small number nnev can still provide
a reasonable partitioning for the purpose of balancing the memory usage associated
with each slice.
nnev = 10 nnev = 20 nnev = 30
i [ti, ti+1] ni [ti, ti+1] ni [ti, ti+1] ni
1 [0.0030, 0.0036] 84 [0.0030, 0.0036] 84 [0.0030, 0.0036] 84
2 [0.0036, 0.0045] 90 [0.0036, 0.0045] 90 [0.0036, 0.0045] 90
3 [0.0045, 0.0059] 105 [0.0045, 0.0059] 105 [0.0045, 0.0060] 113
4 [0.0059, 0.0077] 113 [0.0059, 0.0078] 119 [0.0060, 0.0079] 115
5 [0.0077, 0.0100] 110 [0.0078, 0.0100] 104 [0.0079, 0.0100] 98
Table 5.3
Partitioning [0.003, 0.010] into 5 slices [ti, ti+1] for the earth’s normal mode matrix pencil.
The computational times for the Lanczos method are 0.53s, 0.96s and 1.58s as the number of sample
vectors nnev increases from 10 to 30. ni is the exact number of eigenvalues located inside the ith
partitioned slice [ti, ti+1].
6. Conclusion. Algorithms that require only matrix-vector multiplications can
offer enormous advantages over those that rely on factorizations. This has been ob-
served for polynomial filtering techniques for eigenvalue problems [10, 18], and it
has also just been illustrated in this paper which described two methods to estimate
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spectral densities of matrix pencils. These two methods use Chebyshev polynomial
approximation techniques to approximate the operations involving B and so they only
operate on (A,B) through matrix-vector multiplications.
The bounds that were established suggest that the Lanczos method may converge
twice as fast as the KPM method under some assumptions and it was confirmed exper-
imentally to produce more accurate estimation when the spectrum contains clusters.
The proposed methods are being implemented in C in the EVSL package [9] and will
be made available in the next release.
This study suggested that it is also possible to compute eigenvalues and vectors of
matrix pairs without any factorization. Theorem 2.6 indicates that rough approxima-
tions of the eigenpairs can be obtained by using a low-degree polynomial for B−1/2.
These approximations can be improved in a number of ways, e.g., by a Rayleigh-Ritz,
or a subspace iteration-type procedure. We plan on exploring this approach in our
future work.
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