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Abstract
L’evoluzione dei servizi nel settore IT, la continua crescita di do-
manda da parte degli utenti e le nuove esigenze di mercato, hanno
portato le reti di telecomunicazioni ad essere sempre piu` complesse
e difficili da gestire. Per far fronte a questi rapidi e continui cambia-
menti, e` sorta la necessita` di creare un nuovo paradigma di rete che
semplifichi notevolmente la struttura e che si adatti meglio ai requi-
siti delle applicazioni moderne. A tal proposito e` nato il concetto di
Software Defined Networking (SDN) che consiste fondamentalmente
nel disaccoppiare il piano di controllo dal piano dati, semplificando
l’infrastruttura di rete e centralizzando il piano di controllo in un
dispositivo, chiamato controller, principalmente software.
Il controller, mediante gli algoritmi di routing, crea le entry per
le Flow Table e le invia ai dispositivi abilitati, mediante il protocollo
Openflow. Tra quelli disponibili, e` stato preso in esame il controller
Floodlight ed analizzate le sue funzioni relative al routing ed alla
Quality of Service (QoS).
Allo stato dell’arte, Floodlight, durante la creazione degli Short-
est Path con l’algoritmo di Dijkstra, assegna un peso costante per
tutti i link della topologia. Questo approccio risulta essere “sub-
ottimo” poiche´ non tiene conto dello stato dei link e talvolta, lo
Shortest-Path, non riflette le specifiche degli algoritmi di tipo Link-
State.
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In questo lavoro di tesi e` stata superata questa limitazione, at-
traverso la progettazione e l’implementazione di un algoritmo di Di-
jkstra orientato alla QoS che tiene conto dello stato di occupazione
delle code associate a ciascuna interfaccia: il controller, quando la
QoS e` abilitata, assegna a ciascun link un peso proporzionale al
traffico medio attivo in una coda specifica; tipicamente quella asso-
ciata al traffico “privilegiato”. In questo modo, gli Shortest-Path
che verranno creati attraverseranno i link “piu` convenienti” con un
conseguente miglioramento delle prestazioni complessive dovute ad
un miglior bilanciamento del traffico.
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Introduzione
In questo lavoro di tesi, verra` affrontato il problema del routing
in ambiente SDN utilizzando il controller Floodlight. In partico-
lare, partendo dall’algoritmo implementato nativamente per il cal-
colo degli Shortest-Path, verrano riportate le motivazioni che hanno
portato al progetto e all’implementazione di un algoritmo di rout-
ing, orientato alla qualita` del servizio, che rifletta il concetto di base
degli algoritmi Link-State sfruttando le statistiche dei link fornite
dagli switch.
Nel primo capitolo vengono presentate le problematiche che han-
no portato all’introduzione del concetto di SDN ed ai suoi possibili
utilizzi; vengono quindi discussi gli elementi architetturali di questo
nuovo paradigma di rete, riportando alcune possibili applicazioni del-
lo stesso. Come elemento “indispensabile” dell’archittetura, viene
anche presentato il protocollo Openflow facendo una panoramica
sulle sue funzionalita` di base, e l’integrazione con gli switch che lo
supportano.
Nel secondo capitolo viene descritto il ruolo del controller all’in-
terno di SDN, con particolare attenzione al controller Floodlight,
alle sue applicazioni per la qualita` del servizio, ed alle funzion-
alita` di routing implementate. Viene inoltre presentato e descrit-
to l’ambiente di lavoro Mininet, indispensabile per la validazione
dell’algoritmo progettato e sviluppato in questo lavoro di tesi.
1
i
i
“tesi” — 2014/2/8 — 9:27 — page 2 — #8 i
i
i
i
i
i
Nel terzo capitolo viene analizzato il problema del routing nel
controller Floodlight implementato nativamente e le ragioni che han-
no portato alla progettazione di un algoritmo di routing alternativo
orientato alla Qualita` del Servizio. Segue quindi una descrizione det-
tagliata di tutte le funzionalita` progettate ed implementate in questo
lavoro di tesi.
Nel quarto capitolo vengono riportati una serie di test effettuati
(con l’ausilio di Mininet) per la validazione dell’algoritmo proposto,
confrontandolo con la versione allo stato dell’arte, e descrivendo i
vantaggi di questa nuova implementazione.
Chiudono il tutto, le conclusioni tratte da questo lavoro di tesi,
la bibliografia e la “linkografia” consultata.
2
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Capitolo 1
SDN (Software Defined
Networks) e Openflow
1.1 La necessita` di una nuova architet-
tura di rete
L’aumento dei dispositivi mobili e dei contenuti, la virtualizzazione
dei server, e l’avvento dei servizi cloud sono alcuni dei motivi che han-
no portato l’industria del networking a riesaminare la tradizionale
architettura di rete. La maggior parte delle reti convenzionali sono
di tipo gerarchico, costruite con diversi strati di switch Ethernet a
formare una struttura ad albero. Questo tipo di struttura ha senso
quando e` dominante un’architettura di tipo client-server, ma si adat-
ta male alle esigenze attuali dei datacenter aziendali, dei campus e
all’elaborazione dinamica. Questi nuovi “trend” necessitano di un
nuovo paradigma di rete che presti attenzione ai seguenti aspetti:
• Adattamento a nuovi modelli di traffico: All’interno dei Data-
Center aziendali i modelli di traffico sono notevolmente cam-
3
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biati. In contrasto con le applicazioni client-server, dove la
maggior parte delle comunicazioni si realizza tra un client e
un server, le applicazioni di oggi accedono a diversi database e
server, creando un burst di traffico “orizzontale” tra i diversi
server prima di restituire i dati all’utente finale. Allo stesso
tempo, anche gli utenti hanno modificato le modalita` con cui
accedono ai contenuti aziendali e alle applicazioni: la diffusione
dei dispositivi mobili ha fornito agli utenti la possibilita` di ac-
cedere alle risorse web in qualsiasi luogo e in qualsiasi istante.
Le aziende si sono adattate a questa nuova frontiera ed han-
no iniziato ad offrire ai propri dipendenti nuove funzionalita`
(Cloud personale e aziendale), con l’obiettivo di incrementare
la produttivita` e con il conseguente incremento di traffico verso
la rete WAN.
• La “consumerization of IT”: gli utenti utilizzano sempre piu`
spesso i propri dispositivi personali come smartphone, tablet e
notebook per l’accesso ai contenuti aziendali. Questo necessi-
ta di un’estrema attenzione da parte dell’azienda agli aspetti
riguardanti la sicurezza, al fine di proteggere i propri dati.
• L’aumento dei servizi cloud: le aziende hanno accolto con en-
tusiasmo i servizi Cloud (sia pubblici che privati), con una
crescita senza precedenti di tali servizi. Le aziende desidera-
no la facilita` di accesso alle applicazioni, alle infrastrutture e
alle risorse IT. Queste applicazioni, necessitano di un ambien-
te di lavoro con dei precisi requisiti di sicurezza, conformita` e
controllabilita`; il risultato e` un incremento della complessita`
del sistema. Tutto cio` richiede inoltre una scalabilita` elastica
dell’elaborazione, della memorizzazione, e delle risorse di rete.
• “Tanti dati” significano “piu` banda”: gestire tanti dati richie-
de un elaborazione possibilmente di migliaia di server, che de-
4
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vono essere direttamente connessi tra loro. Questo incremento,
sta alimentando una costante domanda di capacita` di rete nei
Data-Center. Gli operatori si trovano ad affrontare il difficile
compito di espandere la rete in modo continuo, mantenendo la
connettivita` uno a uno dei dispositivi e senza causare guasti.
1.2 Limitazioni delle attuali tecnologie di
rete
Soddisfare le attuali esigenze di mercato e` praticamente impossibile
con le tradizionali architetture di rete. Di fronte a bilanci ridotti, i
dipartimenti IT delle aziende stanno cercando di ottenere il massimo
dalle loro reti utilizzando strumenti e processi manuali a livello di
dispotivo per la configurazione e l’ottimizzazione delle risorse. Le
reti esistenti non sono state progettate per soddisfare i requisiti degli
utenti delle aziende di oggi, e i progettisti di rete sono vincolati dalle
limitazioni delle reti attuali, tra cui:
• Complessita` : La tecnologia di rete fino ad oggi e` consistita,
in gran parte, da un set discreto di protocolli progettati per
connetere host in modo affidabile su qualsiasi distanza, veloc-
ita` di link, e topologia. Per soddisfare le esigenze commerciali
e tecniche, nel corso degli ultimi decenni, l’industria ha evo-
luto i protocolli di rete per fornire prestazioni e affidabilita`
superiori, connettivita` piu` ampia e sicurezza piu` rigorosa. I
protocolli tendono ad essere definiti in modo isolato, con cias-
cuno di essi atto a risolvere un particolare problema e senza
il beneficio di nessun tipo di astrazione. Questo ha portato
ad uno dei limiti fondamentali per le reti di oggi: la comp-
lessita`. Ad esempio, per aggiungere o spostare qualsiasi dis-
positivo, devono essere “toccati” piu` switch, router, firewall,
portali web per l’autenticazione, ecc. . . Devono inoltre essere
5
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aggiornati ACL (Access Control List), VLAN (Virtual-LAN),
QoS (Quality of Service) ,e altri meccanismi “protocol-based”
utilizzando strumenti di managment a livello di dispositivo.
Inoltre la topologia di rete, l’utilizzo di switch proprietari, e
versioni di software complicano ulteriormente la situazione. A
causa di questa complessita`, le reti di oggi sono relativamente
statiche per cercare di minimizzare il rischio di interruzione del
servizio. La natura statica delle reti e` in netto contrasto con
la natura dinamica dell’ambiente dei server, dove la virtua-
lizzazione ha notevolmente aumentato il numero di host che
richiedono connettivita` di rete e modificato sostanzialmente
le ipotesi circa la loro posizione. Prima della virtualizzazio-
ne, le applicazioni risiedevano su un unico server e sopratutto
scambiavano traffico con un certo set di client. Oggigiorno, le
applicazioni sono distrubuite su piu` macchine virtuali (VM)
che si scambiano flussi di traffico a vicenda. Le VM vengono
migrate per ottimizzare e riequilibrare il carico dei server, e
cio` provoca lo spostamento di flussi nel tempo tra diversi end-
point fisici. La migrazione delle VM mette in discussione molti
aspetti del networking tradizionale: dagli schemi di indirizza-
mento, ai namespaces. Oltre all’adozione di tecnologie di vir-
tualizzazione, molte aziende oggi hanno una rete IP unica per
dati, voce e video. Mentre le reti esistenti possono fornire livel-
li di QoS differenziati per le diverse applicazioni, l’allocazione
di tali risorse e` manuale. Le risorse e i parametri (banda e
QoS) devono essere configurate manualmente e in modo dif-
ferente a seconda del modello di apparato sul quale si agisce.
A causa della sua natura statica, la rete non puo` adattarsi ai
cambiamenti di traffico, applicazioni e richieste degli utenti.
• Policy inconsistenti: Per implementare una politica a livello di
rete, puo` essere necessario configurare numerosi componenti e
6
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meccanismi. Per esempio, ogni volta che una nuova macchi-
na virtuale viene spostata, possono occorrere ore e in alcu-
ni casi giorni, per riconfigurare le ACL in tutta la rete. La
complessita` delle reti rende molto difficile, per gli amminis-
tratori, applicare un consistente sistema di accessi, sicurezza,
QoS, ecc. . . per far fronte all’aumento di utenti mobili che las-
ciano la rete aziendale vulnerabile a falle di sicurezza e con
conseguenze negative.
• Bassa scalabilita`: Al crescere delle richieste nei Data-Center,
e` necessario che cresca anche la rete. Tuttavia, la rete diven-
ta molto piu` complessa con l’aggiunta di centinaia di migliaia
di dispositivi di rete che devono essere configurati e gestiti.
Gli amministratori di rete hanno fatto affidamento sul “link
oversubscription” (ovvero l’allocazione di un maggior numero
di risorse rispetto a quelle che si possiedono effettivamente,
fiduciosi nel fatto che non verranno mai utilizzati completa-
mente) per scalare la rete e basandosi su modelli di traffico
noti; tuttavia, nei Data-Center virtualizzati di oggi, i modelli
di traffico sono incredibilmente dinamici e quindi imprevedi-
bili. I grandissimi operatori, come Google, Yahoo!, e Face-
book, sono l’esempio tipico di una sfida nei confronti di una
scalabilita` efficiente. Per rispondere alle esigenze degli uten-
ti, essi utilizzano algoritmi di elaborazione parallela su larga
scala; quest’ultimi devono essere in grado di fornire i risultati
di una ricerca in modo immediato, e il numero di elementi che
elaborano le informazioni “esplode” a causa di uno scambio
di dati tra essi che puo` nche raggiungere il Petabyte. Queste
aziende necessitano delle cosiddette reti “hyperscale” in gra-
do di fornire alte prestazioni e connettivita` a basso costo tra
centinaia di migliaia di server fisici. Per rimanere competi-
tivi, le aziende proprietarie delle infrastrutture, devono fornire
7
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un servizio sempre maggiore e meglio differenziato tra i cli-
enti. Il “multi-tenancy” (affitto delle linee) complica ulterior-
mente il loro compito poiche´ si ha la necessita` di servire diversi
gruppi di utenti con diverse applicazioni e con diverse esigen-
ze prestazionali. Funzioni che appaiono relativamente semplici
come, ad esempio, instradare il traffico degli utenti o fornire
delle prestazioni personalizzate, sono molto complesse da im-
plementare nelle reti esistenti, specialmente nelle reti “carrier”.
Quest’ultime richiedono dispositivi altamente specializzati, con
conseguente aumento delle spese e del tempo necessario per
l’introduzione di nuovi servizi.
• Dipendenza dai produttori: le aziende “carrier”, ovvero quelle
che forniscono i servizi di connettivita` e che sono proprietarie
dell’ infrastruttura di rete, e le imprese, cercano di imple-
mentare nuove funzionalita` e servizi in risposta al rapido cam-
biamento delle esigenze commerciali e degli utenti. Tuttavia,
la loro capacita` di rispondere alle esigenze e` ostacolata dai cicli
produttivi dei fornitori di apparati, che possono richiedere an-
che alcuni anni. La mancanza di standard e interfacce aperte,
limita la capacita` degli operatori di rete di adattare la rete alle
loro esigenze personali. Questa mancata corrispondenza tra
le richieste di mercato e le capacita` della rete hanno portato
il settore ad un punto di svolta. In risposta, l’industria ha
creato l’architettura Software Defined Networking (SDN) e sta
sviluppando gli standard associati (come Openflow). [1]
1.3 Software Defined Networking
Secondo l’OpenNetworkFoundation (ONF): “E` la separazione fisica
tra il piano di controllo della rete (Control Plane) e il piano dati
(Data Plane), e dove il Control Plane controlla molti dispositivi. [2]”
8
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Per comprendere meglio questa formulazione e` bene chiarire quali
sono i compiti del control plane e del data plane in un’architettura
convenzionale:
• il Control Plane e` la parte del router che si concentra sul
modo in cui deve interagire con i router adiacenti per scam-
biare le informazioni topologiche. Il RIB (Routing Information
dataBase) e` processato via software e utilizzato per popolare il
FIB (Forwarding Information dataBase). I produttori di appa-
rati possono implentare questi in modo diverso a seconda della
istanza di routing che si sta considerando. Ad esempio, un
router che ha delle adiacenze BGP e OSPF, avra` anche diversi
algortmi per determinare quale path deve scegliere all’interno
della rete. Il control plane “alimenta” il Data Plane con le in-
formazioni per creare le proprie tabelle di inoltro e aggiornare
le informazioni relative alla topologia qualora si verifichino dei
cambiamenti.
• Il Data Plane definisce la parte dell’architettura del router che
si occupa di instradare i pacchetti provenienti da un’interfac-
cia d’ingresso. In pratica, facendo riferimento alle tabelle di
routing, viene cercata la entry corrispondente alle informazioni
contenute nell’header del pacchetto (IP sorgente, IP destina-
zione, ecc. . . ) e lo inoltra attraverso la corretta interfaccia
d’uscita indicata nella entry. In alcuni casi, la tabella FIB
puo` specificare che il pacchetto deve essere scartato. In questi
casi, il router puo` restituire un ICMP reply di tipo “destina-
tion unreachable”. Puo` anche accadere che i router scartino il
pacchetto senza restituire nessun messaggio, in che non venga
notificato, in caso di attacco, che il destinatario e` protetto (in
accordo con le politiche di sicurezza). In generale il passag-
gio diretto dall’interfaccia di ingresso a quella di uscita con le
minime modifiche, viene chiamato “fast path” del router. Se
9
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il pacchetto necessita di un elaborazione significativa , come la
segmentazione o la crittografia, puo` essere inviato attraverso
lo “slow path” al Control Plane che si occupera` di processarlo
adeguatamente, in accordo con le politiche ad alto livello, e
restituire le informazioni elaborate al Data Plane. [3]
In linea generale SDN, e` un’architettura di rete emergente dove il
controllo della rete e` disaccoppiato dal forwarding ed e` direttamente
programmabile. La migrazione della logica di controllo, strettamente
legata ai singoli dispositivi di rete, verso dispositivi informatici ac-
cessibili, consente di astrarre la sottostante infrastruttura lasciando,
ad applicazioni e servizi, una visione virtuale della rete. La Figura1.1
illustra l’architettura SDN da un punto di vista logico.
Figura 1.1: Architettura SDN
L’intelligenza di rete e` centralizzata in un controller SDN pretta-
mente software e mantiene una visione globale della rete. Come
risultato, la rete appare alle applicazioni e ai meccanismi per le poli-
10
i
i
“tesi” — 2014/2/8 — 9:27 — page 11 — #17 i
i
i
i
i
i
cy come un unico switch logico. Con SDN e` quindi possibile ottenere
il controllo della rete, da un singolo punto, a prescindere dai for-
nitori degli apparati; semplificando notevolmente la progettazione
della rete e il suo funzionamento. SDN semplifica notevolmente il
funzionamento degli stessi dispositivi di rete, poiche´ non devono
piu` comprendere e processare migliaia di protocolli standard, ma
semplicemente devono accettare istruzioni dal controller SDN.
1.4 Applicazioni di SDN
Ancora piu` importante e` il fatto che, gli amministratori e gli opera-
tori di rete, possono programmare e configurare in modo piu` semplice
questa astrazione della rete piuttosto che programmare manualmen-
te un grande numero di dispositivi in modo manuale. Inoltre, sfrut-
tando il fatto che il Control Plane (gestito dal controller SDN) e`
centrallizato, gli amministratori di rete possono modificare il com-
portamento della rete in tempo reale e sviluppare nuove applicazioni
e servizi di rete in breve tempo anziche´ seguire i lenti processi delle
aziende che forniscono i dispositivi. La centralizzazione del livel-
lo di controllo nell’architettura SDN, offre agli amministratori di
rete la flessibilita` di configurare, gestire, proteggere, e ottimizzare le
risorse di rete; gli sviluppatori invece possono creare le proprie appli-
cazioni per SDN senza dover attendere che i produttori di apparati
inseriscano delle funzionalita` per “interpretare” questi programmi.
A tal proposito, l’architettura SDN supporta un set di API (Ap-
plication Programming Interface) che consentono di implementare
servizi di rete comuni: inclusi il routing, il multicast, la sicurezza,
il managment della banda, la qualita` del servizio, l’ingegneria del
traffico, e tutta la gestione delle policy necessarie a soddisfare gli
obiettivi di un business specifico. A titolo di esempio, elenchiamo
una serie di possibili contesti dove puo` trovare un efficiente impiego
11
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l’architettura SDN:
• Campus: Il modello centralizzato di SDN, i controlli automati-
ci, e i modelli per la gestione delle risorse, supportano la con-
vergenza di dati, voce e video e consentono agli amministratori
di applicare policy consistenti in tutta l’infrastruttura, sia wire-
less che wired. Questo scenario appena descritto e` tipico dei
campus, dove per la moltitudine di accessi e tipologie di traffi-
co, e` di fondamentale importanza implementare delle policy a
livello di rete. Allo tal proposito, SDN, fornisce una gestione
delle risorse di rete in modo automatico a seconda dell’utente
e/o delle esigenze applicative, in accordo con i vincoli imposti.
• Data Center: l’architettura SDN facilita la virtualizzazione di
rete che consente l’hyper-scalabilita` nei Data-Center, la mi-
grazione automatica delle Virtual Machine, forte integrazione
con lo storage, una migliore impiego dei server e un miglior
utilizzo della banda.
• Cloud: Sia che venga utilizzato per supportare un ambiente
cloud privato o ibrido, SDN permette di allocare le risorse di
rete modo altamente elastico, consentendo una rapida fornitura
di servizi cloud e un passaggio piu` flessibile ad un altro provider
cloud, qualora l’utente lo desideri.
• Carrier e Service Provider: SDN offre alle aziende proprietarie
delle infrastrutture, ai service provider e agli operatori cloud,
la scalabilita` e l’automazione necessaria per implementare un
modello “IT-as-a-Service”, ovvero “l’infrastruttura come un
servizio”, semplificando il lancio di servizi personalizzati e su
richiesta. Il modello centralizzato di SDN, i controlli auto-
matici e i modelli per la gestione delle risorse, facilitano an-
che il “multi-tenancy”, garantendo un utilizzo ottimizzato delle
12
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risorse, riducendo le spese e incrementando le prestazioni e la
qualita` del servizio per l’utente finale.
1.5 Network Virtualization
L’introduzione delle tecnologie di virtualizzazione, ha permesso di
condividere e partizionare le risorse hardware di un server attraver-
so le macchine virtuali e con la possibilita` di avere piu` istanze di
sistemi operativi. Lo stesso concetto puo` essere applicato pensando
anche alle risorse di rete. Nell’ambito di SDN, quindi, quello che
si vuole fare e` ricavare delle partizioni virtuali dall’infrastruttura di
rete fisica, in modo tale da consentire a piu` istanze di controllo e alle
loro applicazioni di utilizzare la propria “astrazione” della rete come
se fosse l’unica presente sull’infrastruttura e quindi operare in modo
totalmente isolato dalle altre. Il vantaggio appare immediato: i di-
versi soggetti che utilizzano diverse istanze potranno implementare
ed utilizzare i propri protocolli e gli schemi di indirizzamento, senza
influire sul resto della rete. In quest’ottica, nei Data Center attuali
e nel cloud computing, la virtualizzazione gioca un ruolo fondamen-
tale nell’evoluzione delle soluzioni e delle possibili applicazioni. Per
quanto riguarda invece la parte interessante delle aziende “carrier”,
l’introduzione di diversi livelli di astrazione della rete, insieme al-
la virtualizzazione integrata delle risorse IT, potrebbe consentire di
estendere alla rete i paradigmi oggi utilizzati nei Data Center. La
migrazione della logica di controllo potrebbe portare alla nascita di
nuovi software-router ad alte prestazioni (nell’ordine dei 100 Gbps)
ma basati su dell’hardware standard, dato che comunque il throug-
put degli stessi e` proprio limitato dalla parte riguardante la parte di
controllo. [4]
In sostanza, i vantaggi del Network virtualization sono:
• la condivisione: e` possibile avere piu` router logici su una sin-
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gola piattaforma, ed in generale e` possibile istanziare piu` reti
logiche basandosi sulla stessa infrastruttura fisica. La condivi-
sione richiede allo stesso tempo che le risorse (CPU, memoria,
banda, tabelle di forwarding) siano isolate.
• La personalizzazione: si ha la possibilita` di implementare le
proprie logiche di forwarding e di routing, utilizzando delle
CPU general-purpose per il Control Plane e magari dei proces-
sori di rete o delle FPGA per il Data Plane.
La Figura1.2 rappresenta, a titolo di esempio, il concetto di network
virtualizzation.
Figura 1.2: Architettura SDN
Le linee in bianco rappresentano le connessioni fisiche tra i vari appa-
rati di rete, che costituiscono l’infrastruttura fisica della rete. Questa
infrastruttura e` condivisa da delle istanze virtuali (segnate in rosso)
che costituiscono una propria rete virtuale (con i link in rosso) e che
accedono alle risorse di rete sottostante in modo isolato. Allo stesso
tempo delle atre istanze virtuali (segnate in blu) creeranno un ulte-
riore rete virtuale (con i link in blu) con una struttura totalmente
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diversa dalla precedente, ma pur sempre basandosi sulla medesima
infrastruttura fisica.
1.6 Funzionamento di base dell’architet-
tura SDN
Il funzionamento di base dell’architettura SDN richiede l’ausilio di
un protocollo standard per la l’invio dei messaggi tra le varie entita`
della rete, nella fattispecie tra gli switch e il controller che dovranno
essere in grado di decifrarli e processarli correttamente. Il protocollo
piu` “avanzato” e comunque ancora in fase di sviluppo, e` il protocollo
Openflow che verra` ampiamente trattato in seguito. Il controller
Openflow comunica con gli switch Openflow attraverso un canale
sicuro (tipicamente SSH). Il protocollo Openflow serve ad istruire
gli switch su come trattare i flussi di traffico che li attraversano. Il
Control Channel ha quindi lo scopo di aggiornare le Flow Table degli
switch a seconda della logica eseguita dal controller. In seguito gli
switch inoltreranno il traffico attraverso le proprie porte di uscita, in
accordo con le regole dettate dal controller. Lo switch e` composto
da due parti:
• Flow Table: sono necessarie per svolgere le funzioni di ricerca;
in particolare, tutti i pacchetti sono confrontati con le entry
delle Flow Table. Se il confronto con una qualche entry ha
esito positivo, allora verra` intrapresa l’azione associata a quella
particolare entry. Se non si ha nessuna entry associata, allora
i pacchetti vengono inviati al controller.
• Secure Channel: e` utilizzato per inviare, dagli switch al con-
troller, i pacchetti dei quali non si hanno entry nella Flow Table
o per i quali e` stato disposto questo trattamento.
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Una volta che lo switch avra` una regola associata ai campi del
pacchetto potra` intraprendere diverse azioni:
• Forward: il pacchetto potra` essere inviato con una delle seguen-
ti modalita`:
– All: il pacchetto viene inviato a tutte le interfacce, eccetto
quella da cui e` stato ricevuto.
– Controller: il pacchetto viene incapsulato ed inviato al
controller.
– Local: il pacchetto viene inviato allo stack di rete dello
switch.
– Table: vengo eseguite le azioni presenti nella Flow Table.
– In Port: il pacchetto viene inviato alla porta da cui e` stato
ricevuto.
• Drop: se una entry non ha specificata nessuna azione da in-
traprendere, allora il pacchetto verra` scartato.
• Modify: e` un opzione che consente di modificare alcuni campi
dell’header del pacchetto. Ad esempio settare il VLAN ID, la
priorita`, l’indirizzo IP di destinazione, ecc. . .
• Enqueue: e` un opzione che consente di inviare il pacchetto
attraverso una coda collegata ad una specifica porta. Questa
operazione e` utilizzata qualora si vogliano utilizzare meccanis-
mi per la gestione della qualita` del servizio, traffic shaping o
load balancing.
Una volta che lo switch avra` una regola per uno specifico pacchetto, i
successivi pacchetti verranno inviati attraverso il data-path, senza la
necessita` che vengano reinviati al controller (a meno di meccanismi
di timeout utili per l’aggiornamento delle entry delle Flow Table).
Il processamento da parte dei router viene cos`ı ridotto al minimo,
16
i
i
“tesi” — 2014/2/8 — 9:27 — page 17 — #23 i
i
i
i
i
i
incrementando le prestazioni complessive della rete, per i motivi di-
scussi precedentemente. Per quanto riguarda gli switch di rete, le
caratteristiche desiderabili che devono avere, affinche gli utenti finali
e gli sviluppatori possano“convivere” nella stessa rete sono:
• performance elevate e bassi costi di implementazione.
• capacita` di supportare una vasta gamma di ricerche.
• assicurare l’isolamento del traffico sperimentale dal traffico degli
utenti finali.
• consistenza con la necessita` dei produttori di avere piattaforme
chiuse.
Queste caratteristiche rispecchiano quelle fornite dagli switch orien-
tati verso SDN.
1.7 Protocollo Openflow
L’idea di base e` semplice: si sfrutta il fatto che i piu` moderni switch
Ethernet e i router contengono delle Flow Table e con le quali e`
possibile implementare meccanismi di firewall, NAT, QoS e raccolta
delle statistiche. Ciascun produttore implementa le Flow Table in
modo differente, ma tutti quanti utilizzano un set di funzioni comu-
ni. OpenFlow sfrutta questo set comune di funzioni e fornisce un
protocollo aperto per programmare le Flow Table in diversi switch e
router. In questo modo e` possibile suddividere il traffico complessi-
vo in traffico utenti e traffico di sperimentazione. Gli sviluppatori
potranno controllare i propri flussi scegliendo i percorsi che devono
seguire i loro pacchetti e il trattamento che devono ricevere senza in-
fluire sul trattamento standard riservato agli utenti finali. In questo
modo e` possibile sperimentare nuovi protocolli di routing, modelli
di sicurezza e schemi di indirizzamento sulla stessa rete. Il Data
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Path di uno switch Openflow e` costituito da una Flow Table e da
un’azione associata a ciascuna entry della tabella. Il set di oper-
azioni supportate da uno switch Openflow e` estensibile e di seguito
verranno descritti dei requisiti minimi per tutti gli switch. Vale la
pena precisare che, i pacchetti, non possono essere modificati arbi-
trariamente, ma e` possibile comunque eseguire un set predefinito di
operazioni. Questa scelta e` stata appositamente studiata al fine di
aumentare le prestazioni mantenendo comunque un certo grado di
flessibilita`.
Uno switch che supporta Openflow, e` formato almeno da tre
parti:
• Una Flow-Table con un’azione associata a ciascuna entry della
tabella, che dice allo switch come processare il flusso.
• Un canale sicuro che collega lo switch al controller, per mezzo
del quale vengono scambiati pacchetti e istruzioni utilizzando
il protocollo Openflow.
• Il protocollo Openflow che fornisce un modo Open e standard
per le comunicazioni tra switch e controller. Specificando un
interfaccia standard (il protocollo Openflow), attreverso cui le
entry nella Flow Table possono essere definite esternamente,
si elimina la necessita` per gli sviluppatori di programmare gli
switch in modo manuale.
E` opportuno differenziare gli switch Openflow dedicati che non sup-
portano il normale processing di livello 2 e livello 3, dagli switch
Openflow abilitati, ovvero switch ethernet commerciali nei quali il
protocollo Openflow e le interfacce di comunicazione sono state ag-
giunte come funzionalita` aggiuntiva.
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1.7.1 Switch Openflow dedicati
Uno switch Openflow dedicato si limita ad inoltrare i pacchetti seguen-
do le regole dettate dal controller. La Figura1.3 mostra un esempio
di switch Openflow.
Figura 1.3: Struttura switch Openflow
19
i
i
“tesi” — 2014/2/8 — 9:27 — page 20 — #26 i
i
i
i
i
i
In questo contesto i flussi sono ampiamente definiti e sono limitati
soltanto dalle capacita` della particolare implementazione delle Flow
Table. Per flusso si intende, ad esempio, una connessione TCP, tutti
i pacchetti con un VLAN tag, o tutti i pacchetti proveniente da una
porta dello switch. Ciascuna entry nella Flow Table ha una semplice
azione associata ad esso. Le tre azioni base (che tutti gli switch
Openflow dedicati devono supportare) sono:
• Inoltrare i pacchetti del flusso ad una determinata porta (o
porte). Questo consente ai pacchetti di essere instradati at-
traverso la rete.
• Incapsulare ed inoltrare i pacchetti relativi al flusso al con-
troller: i pacchetti, dopo essere stati incapsulati, sono conse-
gnati tramite il canale sicuro instaurato in precedenza. Tipi-
camente viene inviato il primo pacchetto di ogni flusso ed il
controller decide se per il flusso deve essere aggiunta (oppure
no) una entry nella Flow Table. Puo` anche accadere che tutti
i pacchetti vengano inviati al controller per essere processati.
• Scartare i pacchetti associati ad un flusso. Questa funzione
puo` essere utilizzata per funzioni di sicurezza, per contrastare
attacchi di tipo DoS (Denial of Service), o per ridurre il traffico
di tipo broadcast spurio da parte di utenti finali.
Ciascuna entry nella Flow Table ha tre campi:
• Packet Header: definisce il flusso.
• Azione: definisce come il pacchetto deve essere processato.
• Statistiche: tengono traccia del numero di pacchetti e di byte
di ciascun flusso, oltre al tempo trascorso dall’ultimo pacchetto
che ha “matchato” una particolare entry. Questo campo e` utile
per rimuovere le regole riguardanti flussi non piu` attivi.
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Negli switch di prima generazione, denominati switch “Type 0”, l’-
header del flusso e` composto da 10 campi mostrati nella Figura1.4.
Figura 1.4: Header del Flusso
Ad esempio, un flusso TCP potrebbe essere rappresentato da tutti e
10 i campi, mentre un flusso IP non avra` definiti i campi relavi alle
porte. Ciascun campo d’intestazione puo` anche essere “wildcard”
(jolly) per consentire l’aggregazione dei flussi, come ad esempio il
caso in cui e` definito solo ’VLAN ID’: la regola si applichera` a tutto
il traffico di una particolare VLAN.
1.7.2 Switch Openflow abilitati
Alcuni switch, router commerciali, e access point verranno estesi con
le funzionalita` di Openflow aggiungendo la Flow Table, il canale si-
curo con il controller e supportando il protocollo Openflow stesso.
Tipicamente, la Flow Table utilizzera` l’hardware esistente. Il canale
sicuro e il protocollo saranno supportati per funzionare sul sistema
operativo dello switch. Nella Figura1.5 e` mostrata una rete con la
presenza di switch (e access point) abilitati a Openflow. In questa
rappresentazione, tutte le Flow Table sono amministrate dallo stes-
so controller. Il protocollo Openflow consente agli switch di essere
controllati anche da due o piu` controller a favore delle performance e
della solidita` del sistema ad eventuali guasti. Ricordando una delle
quattro specifiche citate prima, ovvero quella di isolare il traffico
utente da quello di sperimentazione, ci sono due modi per realiz-
zare questa separazione. La prima e` quella di aggiungere una quarta
azione a quelle dette in precedenza per gli switch Openflow: inoltrare
i pacchetti del traffico attraverso la normale pipeline di processamen-
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Figura 1.5: Sistema con switch abilitati a Openflow
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to dello switch. L’altro modo e quello di definire diversi set di VLAN
a seconda del traffico a cui si appartiene. Tutti gli switch apparte-
nenti a questa categoria devono supportare l’uno o l’altro approccio
e alcuni li supportano entrambi. Il vantaggio di questo approccio ad
SDN risiede nel fatto che: se si dovesse perdere la connettivita` con
il controller, la rete continuerebbe comunque a funzionare poiche` gli
switch hanno il loro Control Plane che permette di far funzionare
tutto secondo gli attuali paradigmi di rete.[5]
1.8 Open vSwitch
Open vSwitch (OvS) e` un software multilivello opensource sotto li-
cenza Apache2. Il suo scopo e` quello di avere degli switch che sup-
portino interfacce di managment standard e aprano le funzioni di
forwarding ad estensioni programmabili e controllabili. OvS e` adat-
to a funzionare come uno switch virtuale in una Virtual Machine.
OvS e` stato progettato per supportare piu` distribuzioni su piu` serv-
er fisici e supporta le tecnologie Linux di virtualizzazione multipla
incluse Xen/XenServer, KVM e Virtualbox. La maggior parte del
codice e` scritto in C, e` indipendente dalla piattaforma e puo` essere
facilmente trasferito in altri ambienti. La versione attuale di OvS
supporta, tra le tante, le seguenti caratteristiche:
• Modello standard 802.1Q VLAN con porte di accesso a com-
mutazione di pacchetto.
• Configurazioni per la QoS, incluse le policy.
• OpenFlow 1.0 e sue estensioni.
• Configurazione dei database con C e Python.
• Inoltro ad alte prestazione utilizzando moduli del kernel Linux.
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Il modulo del kernel Linux incluso supporta Linux 2.6.32 e ver-
sioni successive. OvS puo` anche funzionare, pagando in termini
di prestazioni, completamente nell’userspace, senza l’assistenza del
modulo del kernel. Questa implementazione dovrebbe essere piu`
facile da trasferire rispetto a quella kernel-based. I principali com-
ponenti sono:
• ovs-vswitchd: e` il demone che implementa lo switch, ed
insieme ad un altro modulo del kernel Linux si occupa di effet-
tuare lo switching dei pacchetti.
• ovs-dbserver: e` un server con un un database leggero al
quale ovs-vswitchd effettua delle richieste per ottenere le
sue configurazioni.
• ovs-dpctl: e` uno strumento per la configurazione del modulo
kernel dello switch.
• ovs-vsctl: e` un programma di utility per l’interrogazione e
l’aggiornamento della configurazione di ovs-vswitchd. Con
questo programma, fondamentale in questo lavoro di tesi, e`
possibile aggiungere le code agli switch e implementare la con-
figurazione base relativa alla QoS.
• ovs-appctl: e` una utility che invia comandi ai demoni OvS
che stanno funzionando.
• ovsdbmonitor: e` uno strumento grafico per la visualizzazione,
da remoto, del database OvS e le Flow Table di Openflow.
• ovs-ofctl: una utility per interrogare e controllare gli switch
Openflow e i controller.
• ovs-pki: e` una utility per la creazione e la gestione dell’in-
frastruttura relativa alla chiave pubblica per gli switch Open-
flow.
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• patch per tcpdump: consente di interpretare correttamente e
processare i messaggi Openflow. [6]
La struttura di OvS puo` essere rappresentata dalla Figura1.6
Figura 1.6: Struttura concettuale di Open vSwitch
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Capitolo 2
L’ambiente Mininet e il
controller Floodlight
2.1 Introduzione
Il termine SDN, come detto in precedenza, nasce da un’idea molto
ambiziosa di rivoluzionare la rete cos`ı come la conosciamo. Dall’ar-
chitettura di reti agli schemi di indirizzamento, da protocolli per la
mobilita` alla possibilita` di aggiungere funzionalita` aggiuntive agli
switch, dalla necessita` di semplificare l’amministrazione agli aspetti
riguardanti la sicurezza. A sostegno di questo enorme bagaglio di
idee, e di una community mondiale costantemente in crescita inte-
ressata all’argomento, e` necessario disporre di un ambiente di pro-
totipazione nel quale testare le proprie idee e che sia alla portata di
tutti, o almeno di chiunque disponga di un laptop. Le caratteristiche
desiderabili che deve avere l’ambiente di lavoro sono:
• Flessibile: nuove topologie e nuove funzionalita` devono es-
sere definite in software, usando un linguaggio e un sistema
operativo comune.
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• Estensibile: lo sviluppo di nuove funzionalita`, e la loro prototi-
pazione su una rete hardware, non deve richiedere modifiche al
codice o riconfigurazioni.
• Interattivo: gestire e far funzionare la rete deve accadere in
modo real-time, come se si interagisse con una rete reale.
• Scalabile: l’ambiente di prototipazione deve scalare bene anche
con centinaia (o migliaia) di switch su un singolo laptop.
• Realistico: il comportamento del prototipo deve rappresentare,
con un elevato grado di affidabilita`, il comportamento nel mon-
do reale. Ad esempio, le applicazioni e lo stack protocollare
devono essere utilizzabili senza modifiche.
• Condivisibile: il prototipo deve poter essere facilmente condi-
viso con altri collaboratori che devono avere la possibilita` di
modificare l’esperimento.
2.2 Mininet
Gli ambienti di prototipazione attualmente disponibili hanno i loro
pro e i loro contro. Quelli specializzati sono molto costosi ed al di
sopra delle possibilita` di molti utenti. Simulatori, come ns-2 oppure
Opnet, sono interessanti poiche´ possono funzionare sui laptop, ma
sono distanti dalla realta`: il codice che viene sviluppato nel simu-
latore e` diverso da quello che verra` successivamente utilizzato nelle
reti reali; inoltre non sono interattivi. A prima occhiata, una rete
di macchine virtuali sembra interessante. Utilizzando una macchi-
na virtuale (VM) per ciascun host, una VM per ciascuno switch, e
delle interfacce virtuali, e` possibile avere l’astrazione di una topolo-
gia reale. Le macchine virtuali sono pero` troppo pesanti: l’overhead
di memoria per ciascuna VM, limita la scalabilita` ad alcuni switch e
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host. Un’altra delle caratteristiche che abbiamo citato sopra e` la pos-
sibilita` di spostare, una volta ultimata la sperimentazione, il nostro
prototipo in una infrastruttura reale.
Grazie a Mininet, gli utenti possono implementare una nuova fun-
zionalita` di rete o una nuova architettura, testarla su una topologia
abbastanza estesa (applicandogli del traffico) e successivamente uti-
lizzare lo stesso codice sviluppato su una rete reale. Mininet sfrutta
alcune funzionalita` di Linux come i processi e gli accoppiamenti di
connessioni Ethernet virtuali nei Network Namespaces. Per com-
prendere meglio i Newtork Namespaces bisogna ricordare che, tipi-
camente, Linux condivide un singolo set di interfacce di rete e un
unico set di voci nella tabella di routing. Queste voci possono essere
modificate usando delle politiche di routing, ma questo non cambia
il fatto che le interfacce di rete e le tabelle di routing sono condi-
vise su tutto il sistema operativo. I Network Namespaces, cambiano
questo principio poiche´ e` possibile avere differenti istanze di interfac-
ce di rete e tabelle di routing che operano indipendentemente l’una
dall’altra. [7]
L’intera rete puo` essere costruita e racchiusa all’interno di una
VM, in questo modo altri utenti possono scaricarla, farla funzionare,
esaminare e modificare secondo le proprie preferenze. Ultimo as-
petto fondamentale di Mininet e` il supporto ad SDN poiche´ da` la
possibilita`, grazie ad una CLI (Command Line Interface) e alle API
estensibili, di creare, interagire, personalizzare e condividere una
rete SDN che potra` funzionare su dell’hardware reale senza grossi
cambiamenti. In questo lavoro di tesi, e` stato utilizzata una VM
“ preconfezionata ” che include al suo interno l’ambiente Mininet
(Versione 2.1) basata sul sistema operativo “Linux Ubuntu Serv-
er 12.10 - 64 bit”. La versione e` liberamente scaricabile dal sito
mininet.org/download. Una volta scaricata la versione e` nec-
essario installare un sistema di virtualizzazione che permettera` il
funzionamento della VM. Nello specifico, la scelta e` ricaduta su
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VirtualBox (Versione 4.2.18 r88780) poiche´ e` gratis e funziona su
qualsiasi sistema operativo.
2.2.1 Operazioni con Mininet
Una volta avviata la macchina virtuale contenente Mininet, per creare
una nuova topologia, il comando da utilizzare e` semplicemente:
sudo mn
al quale possono seguire delle opzioni a seconda delle caratteristi-
che di rete che si vogliono in termini di: topologia, tipo di con-
troller ecc. . . A titolo di esempio, si consideri la rete creata mediante
il comando:
sudo mn ---controller=remote,ip=192.168.1.10
In questo caso verra` creata una rete con topologia composta da 2
host e da 1 switch e il controller della rete sara` di tipo remoto ed
avra` indirizzo ip 192.168.1.10. Per la creazione di questa rete
Mininet simula link, host e switch e il collegamento al controller.
Nello specifico abbiamo:
• Link: un accoppiamento di interfacce Ethernet virtuali (veth),
funzionano come una connessione Ethernet via cavo a tutti
gli effetti. I pacchetti inviati da una interfaccia sono conse-
gnati all’altra, e ciascuna interfaccia appare a tutto il sistema
come una porta Ethernet cos`ı come la conosciamo, con tutte
le funzionalita` e applicazioni software.
• Host: ciascun host avra` il suo network namespace con le sue
interfacce, le sue porte e le sue tabelle di routing (ARP e IP).
Ad esempio, due web server in due network namespace possono
coesistere all’interno dello stesso sistema, ciascuno ascoltando
sulla propria interfaccia (es: eth0) e alla propria porta (es:
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80). Un host in Mininet e` un processo shell (es: bash) sposta-
to nel suo network namespace con le sue interfacce ethernet
virtuali e una pipe con il processo padre, ovvero mn, che invia
comandi e ne monitora l’output.
• Switch: Gli switch Openflow software (utilizzati in Mininet)
forniscono la stessa semantica della consegna dei pacchetti di
quella che viene fornita dagli switch hardware. Gli switch
presenti in Mininet di default sono di tipo Open vSwitch.
• Controller: possono essere ovunque nella rete, sia che essa
sia simulata, sia che essa sia reale, finche´ l’host su cui gira
la rete simulata ha una connessione IP funzionante con l’host
controller.
Le componenti e le connessioni in una rete formata da due host, in
ambiente Mininet, sono illustrati nella Figura2.1.
Ciascuno switch Openflow e` composto da due processi distinti:
• ofdatapath: si occupa di prelevare i dati dalle interfacce,
memorizzare le regole di inoltro nella Flow Table ed effettuare
l’inoltro. Se non e` presente una regola per il flusso in ingresso,
invia il flusso al processo ofprotocol.
• ofprotocol: si occupa di comunicare con il controller e in-
viare i flussi sconosciuti al controller. Una volta che il controller
avra` deciso come trattare il flusso, ofprotocolcomunichera`
ad ofdatapath le decisioni prese dal controller.
ofprotocol e ofdatapath comunicano attraverso i socket
Unix.
Il controller e` l’unica mente del sistema. Solo e soltanto lui puo`
prendere le decisioni. [8]
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Figura 2.1: Struttura di Mininet
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2.2.2 CLI di Mininet
Mininet, dispone anche di una CLI che consente agli sviluppatori di
controllare e gestire l’intera rete da una singola console. Poiche´ la
CLI e` informata sul nome dei nodi e sulla configurazione della rete,
puo` automaticamente sostituire l’indirizzo IP di un host con il suo
nome (es: h1). Ad esempio il comando:
mininet> h1 ping h2
dice all’host h1 di pingare l’indirizzo IP dell’ host h2. Questo co-
mando e` inviato al processo bash che emula l’host 1, che inviera`
un messaggio ICMP di echo-request che uscira` dall’interfaccia eth0
privata di h2 ed entrera` nel kernel attraverso la coppia di veth.
La richiesta e` processata da uno switch nel namespace principale e
successivamente inviata a un’altra coppia di veth dell’altro host. Se
il pacchetto deve attraversare piu` switch per raggiungere la destina-
zione, non verranno create ulteriori copie del messaggio nel kernel.
Per ciascun host inoltre e` possibile aprire una console con la quale e`
possibile far funzionare dei veri e propri programmi. Il comando per
avviare la console comandi di due host e`:
mininet> xterm h1 h2
In questo modo sara` possibile effettuare un ping-test (ad esempio)
direttamente dalla console dell’host 1, solo che in questo caso dovre-
mo specificare l’indirizzo IP dell’host desiderato, invece che dello
pseudonimo assegnato tramite mininet. Un altro comando presente
in mininet e`:
mininet> link s1 h1 down
Questo comando e` utile nel caso in cui si vuole simulare una connes-
sione tra un host ed uno switch che viene interrotta. Per ripristinare
il collegamento il comando analogo e`:
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mininet> link s1 h1 up
Nel caso in cui si vogliono informazioni su tutti i nodi della rete e
delle loro connessioni il comando da digitare e`
mininet> net
In questo caso per ciascun host o switch si avranno informazioni circa
le loro connessioni. Ad esempio nel caso della topologia precedente,
l’ouput sara`:
s1 lo: s1-eth1:h1-eth0 s1-eth2:h2-eth0
h1 h1-eth0:s1-eth1
h2 h2-eth0:s1-eth2
Come si puo` ben notare, la prima riga e` relativa alle connessioni dello
switch s1 che ha, oltre alle due interfacce connesse con gli host h1
e h2, ha anche un’interfaccia di loopback. Le altre due righe invece
sono relative rispettivamente alle connessioni dell’host h1 e h2. [9]
2.2.3 Le API Python
Mininet esporta anche delle API in Python che consentono di creare
topologie personalizzate definendo tutti gli elementi della rete e le
loro connessioni in modo semplice e rapido. Una volta completato
lo script, potra` essere richiamato come opzione del comando mininet
per creare la topologia desiderata. Un esempio di script in python
e`:
from mininet.topo import Topo
class TopoTest (Topo):
def __init__ (self):
Topo.__init__( self )
h1 = self.addHost (’h1’)
h2 = self.addHost (’h2’)
s1 = self.addSwitch (’s1’)
self.addLink (h1,s1)
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self.addLink(h2,s1)
topos = { ’TopoTest’ : (lambda : TopoTest()}
Data la semplicita` di python, lo script e` altamente autoesplica-
tivo. Lo script crea semplicemente una topologia con 2 host connes-
si ad un unico switch. Possono essere aggiunte e specificate molte
opzioni riguardanti i link. Ad esempio:
self.addLink(h1, s1, bw=10, delay=’5ms’, loss=10,
max_queue_size=1000, use_htb=True)
specifica che tra l’host h1 e lo switch s1 si vuole una banda di 10
Mbps, con un ritardo massimo di 5ms, una perdita massima del 10
percento e una coda massima di 1000 pacchetti. L’opzione use_htb
indica il tipo di scheduler da utilizzare per i pacchetti. E` inoltre
possibile effettuare svariati test e script eseguibili anche dai singoli
host. [9]
Successivamente per richiamare la topologia all’interno di mininet
bastera` eseguire il comando:
sudo mn --custom TopoTest.py --topo TopoTest
--controller=remote,ip=<ip controller>
2.2.4 Iperf
Quando si vogliono valutare le prestazioni di una particolare con-
nessione o si vuole simulare del traffico reale all’interno della rete,
l’applicazione che ci aiuta in questo compito e` iperf. Le caratteri
principali di questa applicazione sono:
• Consente agli utenti di specificare un set di parametri che
possono essere utilizzati per testare e/o ottimizzare la rete.
• Puo` funzionare come client o come server per valutare il through-
put tra due host, sia in modo unidirezionale che in modo bidi-
rezionale.
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• E` open-source e funziona su molte piattaforme incluse Linux,
Unix e Windows.
• E` in grado di creare uno stream TCP e/o UDP e misurare il
throughput della rete che lo sta trasportando.
Per quanto riguarda quest’ultimo punto, bisogna fare delle precisazioni
riguardo al traffico che si sta utilizzando nel test:
• TCP: Quando viene utilizzato per testare le capacita` TCP,
iperf misura il througput del payload. E` da notare che
iperf utilizza una scala per 1024 per i multipli dei byte e
una scala per 1000 per i multipli dei bit.
• UDP: Quando viene utilizzato per testare le capacita` UDP,
iperf consente di specificare la dimensione del datagram e
fornisce i risultati per il troughput dei datagram, il jitter e i
pacchetti persi. La dimensione dei datagram predefinita e` 1470
byte. La dimensione del buffer UDP e` di 208 Kilobyte.
Per capire meglio il funzionamento consideriamo il caso in cui si
vogliono testare le prestazioni della rete, per quanto riguarda una
connessione UDP tra due host, di cui uno fa da server, e uno fa da
client:
• Nell’ host server il comando che andremo a digitare e`:
iperf -s -u -fk -i 10
In questo caso, iperf fara` da server (opzione -s) per delle
connessioni UDP (opzione -u). Inoltre restituira` i risultati nel
formato kilobit/sec (opzione -fk) ogni 10 secondi (opzione -i
10). Vengono anche fornite informazioni relative sulla porta di
ascolto del server.
• Nell’host client il comando che andremo a digitare e`:
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iperf -c 10.0.0.4 -u -b 65000 -fk -i 10 -t 300
In questo caso, iperf fara` da client per il server con indi-
rizzo ip 10.0.0.2 (opzione -c 10.0.0.2), avviera` una connessione
UDP (opzione -u) con banda 65000 bit/sec (opzione -b 65000).
Inoltre restituira` i risultati in formato kilobit/sec (opzione -fk)
ogni 10 secondi (opzione -i 10) per un periodo di 300 secondi
(opzione -t 300)
2.2.5 Limitazioni in Mininet
Benche´ mininet sia uno strumento potente e conveniente, bisogna
tenere conto di alcune limitazioni. Per esempio:
• Il funzionamento su un singolo sistema e` conveniente, ma im-
pone anche dei limiti sulle risorse: se il server ha 3 GHz di
CPU, e puo` switchare circa 3 Gbps di traffico simulato, queste
risorse necessitano di essere bilanciate e suddivise tra tutti gli
host e gli switch.
• Mininet utilizza un singolo kernel Linux per tutti gli host vir-
tuali; questo vuol dire che non e` possibile far funzionare soft-
ware che dipende da kernel di altri sistemi operativi come
Windows o BSD.
• Qualora siano necessarie funzionalita` personalizzate, ad esem-
pio relative al routing o al comportamento dello switch, e`
necessario trovare e/o sviluppare un controller o funzionalita`
aggiuntive che si richiedono al sistema.
• Al momento, mininet non consente il NAT nativamente. Questo
vuol dire che gli host virtuali sono isolati dalla rete LAN al
quale e` connesso il notebook. Questa e` generalmente una
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cosa buona, ma cio` vuol dire che non e` possibile parlare di-
rettamente con Internet finche´ non si fornisce un metodo che
permetta di farlo.
• Al momento, tutti gli host di mininet condividono lo stesso file
system e il PID; questo vuol dire che bisogna fare attenzione
se si utilizzano dei demoni che richiedono una configurazione
nella cartella /etc.
• Diversamente dai simulatori, Mininet non ha una forte nozione
del tempo virtuale, il che significa che le misure di timing saran-
no basate sul tempo reale, e che questi risultati “piu` veloci
del tempo reale” non possono essere facilmente emulati (ad
esempio reti a 100 Gbps). [9]
2.3 Il controller SDN Floodlight
2.3.1 Classificazione dei controller
Nel mondo SDN e` di fondamentale importanza la presenza del con-
troller, ovvero il “cervello” dell’intero ecosistema, il quale ha i com-
piti di ascoltare le richieste provenienti dagli switch di rete, ese-
guire la sua logica e le sue applicazioni, e rispondere agli switch
con le istruzioni che devono essere eseguite dagli stessi, ovvero ag-
giornare le Flow Table che dovranno essere utilizzate per l’instrada-
mento dei pacchetti. Le applicazioni che possono essere implemen-
tate ed eseguite dal controller sono praticamente limitate dalla fan-
tasia. Affinche´ gli switch e il controller possano comunicare, e` nec-
essario che vi sia un canale sicuro di comunicazione e che utilizzino
lo stesso protocollo. Il protocollo di comunicazione e` chiaramente
Openflow, trattato ed utilizzato in questo lavoro di tesi. L’indirizzo
al quale il controller risponde alle richieste degli switch puo` essere
impostato secondo le proprie esigenze. Tra gli switch ed il controller
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verra` ad instaurarsi lo “Slow Path” ovvero il percorso attreverso cui
gli switch invieranno i pacchetti sui quali non si hanno informazioni,
oppure per i quali e` stato predisposto un trattamento particolare,
come ad esempio una “deep-inspection” del pacchetto; operazione
con la quale viene analizzato il payload dei pacchetti alla ricerca di
eventuali sottosequenze di interesse, ad esempio per scopi di sicurez-
za. Esistono diverse tipologie di controller che, seppur accomunati
da caratteristiche e funzionalita` analoghe di base, offrono vantaggi,
svantaggi e prestazioni differenti. Per la scelta del controller bisogna
prendere in considerazione alcuni aspetti:
• Linguaggio di programmazione: a seconda del linguaggio con
il quale e` scritto e implementato il controller, si avranno per-
formance differenti.
• Curva di apprendimento: la scelta del linguaggio di program-
mazione con il quale e` scritto il controller, implica una curva di
apprendimento molto variabile in funzione dello stesso. Ci sono
alcuni linguaggi di facile comprensione e facilmente leggibili, ed
altri che richiedono uno studio approfondito dello stesso.
• Comunita` di supporto: aspetto fondamentale in fase di svilup-
po e` la comunita` a supporto di un progetto ed il numero
degli utenti che vi lavorano, poiche´ sara` piu` semplice trovare
soluzioni a problemi comuni e/o collaborazioni.
• Area di interesse: le possibili aree di interesse sono le Nort-
bound API (interfaccia tra il controller e le applicazioni ad
alto livello), Southbound API (interfaccia tra il controller e gli
switch), il supporto ad OpenStack, e l’area di utilizzo (Istruzione,
Ricerca, Produzione).
I controller piu` utilizzati sono:
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• NOX: e` un controller OpenFlow di prima generazione di tipo
open source, stabile e largamente utilizzato. Esistono due
tipologie di NOX: NOX-Classic, scritto sia in C++ che in
Python (non piu` supportato) e NOX, scritto esclusivamente in
C++, molto performante, supportato ed aggiornato. Supporta
OpenFlow 1.0, e il modello di programmazione e` il seguente:
il controller si basa sugli eventi che vengono registrati. I pro-
grammatori si “limitano” a scrivere come gestire questi eventi.
NOX e` consigliato se si conosce C++ o se si e` interessati ad
utilizzare strumenti e la semantica a basso livello di OpenFlow,
l’area di interesse e` quindi la Soutbound API.
• POX: e` un controller scritto in Python e supporta soltanto la
versione OpenFlow 1.0. I vantaggi del suo utilizzo derivano
dal largo utilizzo, il supporto e l’aggiornamento. Il linguaggio
Python inoltre semplifica la lettura e la scrittura del codice. Il
grosso svantaggio di questo controller sono le prestazioni. L’u-
tilizzo di questo controller e` consigliato se si conosce (o si vuole
imparare) il linguaggio Python e non si e` concentrati sulle per-
formance del controller, o se si vogliono effettuare rapide pro-
totipazioni o esperimenti; si sposa quindi bene con la ricerca,
le sperimentazioni o per imparare i concetti base di SDN.
• Ryu: e` anch’esso un controller open source scritto in Python
che supporta le versioni di OpenFlow 1.0, 1.2, 1.3 e funziona
anche con OpenStack. OpenStack e` un software utilizzato nel
Cloud Computing per gestire l’allocazione delle risorse (stor-
age, memoria, risorse di rete). I vantaggi sono l’integrazione
con Openstack e il supporto alle versioni piu` moderne di Open-
Flow. Lo svantaggio (anche in questo caso) sono le perfor-
mance.
• Floodlight: e` un controller OpenSource scritto in Java e che
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supporta (attualmente) la versione OpenFlow 1.0. E` una “ se-
parazione ” dal controller Beacon, ed e` sostenuto dalla Big
Switch Networks. I vantaggi di questo controller sono una
buona documentazione, l’integrazione con le REST API e le ot-
time prestazioni; inoltre supporta anche OpenStack. Lo svan-
taggio di questo controller e` dato dalla curva di apprendimento
ripida del linguaggio Java. Il controller Floodlight e` consiglia-
to se si conosce il linguaggio di programmazione Java, se si
ha la necessita` di avere elevate performance e supporto, o se si
vogliono utilizzare le REST API per interagire con il controller.
[10]
2.3.2 Floodlight
Il controller Floodlight supporta, oltre ad una serie di switch hard-
ware, anche gli switch virtuali Open vSwitch (OvS), e si presta bene
per i lavori di ricerca e sperimentazione. Per quanto riguarda le pos-
sibili topologie supportate, bisogna precisare che Floodlight attual-
mente dispone di due applicazioni per l’inoltro dei pacchetti di tipo
“reattivo”, che hanno dei funzionamenti diversi descritti di seguito:
• Con meccanismo di forwarding: abilitato di default, consente
l’inoltro dei pacchetti tra due dispositivi nelle seguenti topolo-
gie:
– All’interno di una isola OpenFlow: quando qualsiasi dis-
positivo A invia un pacchetto verso il dispositivo B nel-
la stessa isola OpenFlow, il meccanismo di Forwarding
calcola lo shortest-path tra A e B. Vedi Figura2.2.
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Figura 2.2: Topologia consentita, e Shortest-Path all’interno
dell’isola.
– Due isole Openflow, con un isola non Openflow tra loro:
ciascuna isola Openflow puo` avere un solo link con un isola
non OpenFlow. In aggiunta, l’isola Openflow e l’isola non
OpenFlow non possono formare loop. Vedi Figura2.3:
Figura 2.3: Topologia NON consentita, e Shortest-Path tra due isole
differenti.
• Learning switch: funziona come i normali learning switch L2
ed ha le seguenti caratteristiche:
– Si puo` utilizzare con qualsiasi numero di isole Openflow,
anche con isole non Openflow L2 in mezzo.
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– Non puo` funzionare se gli switch in un isola formano dei
loop, o se l’isola forma un loop.
– E` molto meno efficiente degli altri approcci nel forward-
ing.
In aggiunta, Floodlight fornisce due applicazioni che consentono agli
utenti di installare dei path per il forwarding in modo “proattivo”.
Queste applicazioni sono:
• Static Flow Entry Pusher: consente di installare delle
entry all’interno degli switch al fine di creare dei path basati
sulle scelte esplicite degli utenti.
• Circuit Pusher: basato sull’applicazione Static Flow En-
try Pusher, Device Manager e i servizi di routing basati sulle
REST API per la costruzione di uno shortest path all’interno
di un isola OpenFlow.
I termini isola e cluster sono intercambiabili. Un’isola/cluster Open-
flow e` un set di switch Openflow connessi tra loro. [11]
2.3.3 Le applicazioni in Floodlight
Floodlight non e` semplicemente un controller OpenFlow. Floodlight
e` un controller OpenFlow ed una collezione di applicazioni costruite
su di esso. Il controller Floodlight realizza un set di funzionalita`
comuni per controllare e gestire una rete Openflow, mentre le appli-
cazioni costruite su di esso realizzano differenti funzioni per soddis-
fare le esigenze degli utenti per quanto riguarda le funzionalita` della
rete. La Figura2.4, mostra la relazione tra il controller Floodlight e
le applicazioni costruite sotto forma di moduli Java e compilati con
Floodlight, e le applicazioni costruite sulle REST API di Floodlight.
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Figura 2.4: Relazione tra Floodlight e le sue applicazioni.
2.3.4 Installazione e utilizzo di Floodlight
Per sviluppare, analizzare e utilizzare il controller Floodlight, e` possi-
bile importarlo sotto forma di progetto all’interno di Eclipse. Eclipse
e` un ambiente di sviluppo integrato multi-linguaggio e multipiattafor-
ma. Esso oltre a disporre di un IDE (Integrated Development Envi-
ronment) per Java. Il controller Floodlight e` liberamente scaricabile
dal sito:
http://www.projectfloodlight.org/download
Una volta scaricato ed estratto dall’archivio compresso, da terminale
bisogna spostarsi all’interno della directory, e digitare il comando
ant eclipse
In questo modo verranno creati i file necessari per importare il con-
troller Floodlight all’interno di Eclipse. Una volta completata questa
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Figura 2.5: Schermata di Eclipse versione 3.8
operazione, bisogna aprire Eclipse e creare un nuovo workspace, ed
importare il progetto Floodlight (creato dal comando ant eclipse)
all’interno del workspace. A questo punto avremo a disposizione il
controller Floodlight all’interno di un ambiente di sviluppo integrato
e dotato di una console con la quale e` possibile svolgere principal-
mente operazioni di debugging. Il progetto Floodlight e` molto arti-
colato ma ben schematizzato, ed appare molto ben definito a chi ha
una buona dimestichezza con questi ambienti di programmazione.
Esso e` suddiviso in diversi package che svolgono ciascuno funzioni
diverse. Di seguito, ne vengono citati alcuni che sono stati analizzati
in questo lavoro di tesi.
• net.floodlight.core : contiene il main di tutto il pro-
getto Floodlight, ed e` necessario per avviarlo.
• net.floodlight.qos: si occupa di gestire i meccanismi per
la QoS, inclusi la sua abilitazione. Questo pacchetto e` disponi-
bile come funzionalita` aggiuntiva per il controller Floodlight.
Essa e` inclusa all’interno del progetto
44
i
i
“tesi” — 2014/2/8 — 9:27 — page 45 — #51 i
i
i
i
i
i
floodlight-qos-beta. L’intero controller Floodlight che
include questo pacchetto, e che e` stato utilizzato in questo
lavoro di tesi, ed e` liberamente scaricabile. [12]
• net.floodlight.topology: si occupa della costruzione
della topologia della rete: comprende l’algoritmo di Dijksta,
il calcolo dello shortest path, ecc. . .
• org.openflow.protocol: si occupa della gestione dei mes-
saggi Openflow da (e verso) gli switch OpenFlow.
Il controller Floodlight e` anche dotato di un’interfaccia Web, con
diverse funzionalita` (chiaramente estensibili) con le quali e` possibile
monitorare ed effettuare piccole operazioni. Tramite il browser (con
il quale si accede all’interfaccia web) e` possibile anche visualizzare
le REST API, che sono consigliate per l’implementazione di fun-
zionalita` aggiuntive. L’interfaccia web, e` visualizzabile all’indirizzo
IP dell’ host sul quale e` presente il controller alla porta 8080 (di
default). La homepage, dalla quale si puo` navigare e` la seguente:
http://localhost:8080/ui/index.html
Alla keyword localhost puo` anche essere sostituito con l’indirizzo
IP dell’ host dove e` presente il controller. Per quanto riguarda invece
le funzioni disponibili via REST, esse possono essere visualizzate sul
browser web all’indirizzo
http:/localhost:8080/wm/<funzionalita` che si richiede>
A titolo di esempio, alcune funzionalita` disponibili sono:
• /core/controller/switches/json : questo indirizzo,
mostra la lista di tutti gli switch connessi al controller.
• /core/switch/all/<statType>/json: questo indirizzo
mostra le statistiche di tutti gli switch, a seconda della key-
word
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<statType> selezionata. Le possibili <statType> sono:
port, queue, flow, aggregate, desc, table,
features. [13]
I risultati di queste richieste sono visualizzati sotto forma di oggetto
JSON facilmente gestibile dalle strutture dati di Java.
2.3.5 La qualita` del servizio con Floodlight
Floodlight offre la possibilita` di implementare semplicemente ed in
modo efficiente meccanismi per la gestione della qualita` del servizio.
Per fare cio` e` possibile utilizzare un’applicazione presente all’interno
del controller Floodlight denominanta qosmanager2.py [12] che
consente di eseguire le seguenti funzioni:
• abilitare la QoS: utilizzando come argomento -e.
• disabilitare la QoS: utilizzando come argomento -d.
• controllare lo stato della QoS: utilizzando come argomento -s.
• aggiungere/eliminare/modificare una policy/servizio: utilizzan-
do come argomento -A per aggiungere -D per eliminare -M per
modificare e -t per specificare se si tratta di una policy o di un
servizio. Inoltre vanno specificati i “termini” della policy o del
servizio, utilizzando la sintassi degli oggetti JSON di JAVA, e
utilizzando l’argomento -J.
– Le classi di servizio piu` comuni sono: “Best Effort” (DSCP:
0), “Expedited Forwarding” (DSCP: 46), “Voice Admit”
(DSCP: 44), e la sintassi da utilizzare per aggiungere un
servizio e` (ad esempio):
sudo ./qosmanager2.py --add -t service -J
’{"name":"Expedited Forwarding","tos":"46"}’
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– Per aggiungere delle policy si hanno due possibili alterna-
tive:
∗ Installare le policy in ciascuno switch: in tal caso
potranno essere specificati i parametri che caratteriz-
zano la policy in ciascuno switch secondo le proprie
preferenze. Un esempio di sintassi per a ggiungere
una policy e`:
sudo ./qosmanager2.py --add -t policy
--json ’{"name": "1to4_1:4_sw1", "ip-src":
"10.0.0.1","ip-dst": "10.0.0.4",
"sw": "00:00:00:00:00:00:00:01",
"queue":1, "enqueue-port":4,
"eth-type": "0x0800"}’
∗ Installare le policy end-to-end: in tal caso dovra` es-
sere utilizzato un altro script denominato , che ag-
giungera` le policy lungo tutto il percorso che va dalla
sorgente alla destinazione, in accordo con lo shortest
path calcolato dall’algoritno di Dijkstra. In questo
caso dovra` essere specificato semplicemente l’indiriz-
zo del sorgente e del destinatario, e i parametri che
caratterizzano la policy. Un esempio di policy end-
to-end e`:
sudo ./qospath2.py -a -S 10.0.0.1
-D 10.0.0.4 -N 1to4_q1
--json ’{"eth-type":"0x0800",
"protocol":"6", "queue":"1"}’
In entrambi i casi i parametri della policy sono: IP sorgente ip-src,
IP destinazione ip-dst, indirizzo ethernet sorgente eth-src, in-
dirizzo ethernet destinazione eth-dst, porta sorgente src-port,
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porta destinazione dst-port, Type of Service tos, switch sul quale
installare la policy sw ed identificato dal suo PMAC, coda queue,
porta di uscita enqueue-port, tipo di interfaccia ethernet
eth-type, protocollo protocol.[14]
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Capitolo 3
Algoritmo proposto
3.1 Idee di base per l’algoritmo
In questo lavoro di tesi, vengono messe alla luce le potenzialita` del-
l’ambiente SDN e del controller Floodlight, rivolgendo particolare
importanza alla QoS in ambito SDN ed agli algoritmi di routing
implementati nativamente.
3.1.1 Qualita` del Servizio
Nelle reti moderne, assume particolare importanza il concetto di
QoS inteso come garanzie offerte dalla rete a particolari applicazioni.
Le possibili applicazioni che richiedono una QoS, attualmente piu`
utilizzate, sono ad esempio lo streaming multimediale, la telefonia
VoIP, applicazioni critiche per la sicurezza come ad esempio la tele-
medicina, e particolari aziende che richiedono certe garanzie sul traf-
fico per i propri scopi produttivi. Allo stato attuale, come si e` dis-
cusso nei precedenti capitoli, per implementare un servizio di QoS, e`
necessario agire su diversi apparati apparati di rete ed il lavoro per
gli amministratori risulta essere complicato e facilmente predisposto
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ad errori. Inoltre, tutto cio` non si adatta alla dinamicita` della rete e
ai possibili guasti che possono verificarsi. I possibili meccanismi per
la gestione della QoS sono:
• Overprovisioning: ovvero il sovradimensionamento delle risorse
di rete rispetto a quelle realmente necessarie, in modo tale da
far fronte ai picchi di traffico e ad eventuali richieste. Per
quanto questo approccio possa sembrare semplice ed efficace,
viola un requisito indispensabile, ovvero l’economicita` della
soluzione: inserire risorse di rete capaci di gestire enormi quan-
tita` di traffico, dove non sono necessarie, risulta essere uno
spreco di denaro e risorse che potrebbero essere impiegate al-
trove. Inoltre la domanda non sara` facilmente prevedibile e
potra` discostarsi anche notevolmente dal valore atteso.
• Priorita`: ovvero trattare in modo differente i pacchetti che
giungono ad un nodo in accordo con alcune politiche. Per
perseguire questo scopo occorre:
– Identificare i pacchetti: per identificare un traffico da
privilegiare esistono due metodi:
∗ Integrated services: e` un sistema basato sulle preno-
tazioni ovvero prima di iniziare una sessione che ri-
chiede una QoS, l’applicazione deve chiedere alla rete
se ha le risorse necessarie a garantire determinate
prestazioni; se la rete dispone di queste risorse ne-
cessarie allora la rete concede il servizio richiesto
(admission control).
∗ Differentiated services: e` un sistema basato su dei
contratti stipulati a priori che definiscano delle quan-
tita` massime di traffico privilegiato che ciascun utente
puo` generare e quindi marchino questo traffico utiliz-
zando il campo Type of Service dell’header IP.
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– Applicare una disciplina di coda: di default i router che
non implementano una QoS, trasmettono i pacchetti sulle
porte di uscita nell’ordine in cui sono arrivati. Una disci-
plina di coda invece, consiste nell’implementare diverse
code per ciascuna porta di uscita a seconda della clas-
sificazione che si vuole. Successivamente la disciplina di
coda stabilira` l’ordine in cui i pacchetti verranno prelevati
dalla coda. [15]
3.1.2 Algoritmo di Dijkstra in Floodlight
Nelle reti di telecomunicazioni, per calcolare il percorso piu` breve
tra una sorgente ed una destinazione (Shortest-Path) viene utilizza-
to l’algoritmo di Dijkstra. Nell’esecuzione dell’algoritmo di Dijkstra
a ciascun link viene assegnato un peso ed a ciascun nodo viene as-
segnato un peso iniziale infinito. Per illustrare il funzionamento di
questo algoritmo consideriamo la topologia di rete della Figura3.1:
Figura 3.1: Topologia di rete esaminata
Supponendo di assegnare il peso 1 a tutti i collegamenti, valutiamo il
caso in cui l’host h1 rappresenta la sorgente e l’host h4 rappresenta
la destinazione. h1 e` connesso a s1, ed h4 e` connesso a s4, quindi
lo Shortest-Path dovra` essere connesso dallo switch s1 allo switch
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s4. s1 inizia ad esaminare il link verso s2 ed aggiorna il costo per
raggiungere s2 con il valore 1, ed analogamente con il nodo s3. Da
s2, per raggiungere s3, si avra` un costo totale di 2, ma poiche´ il
valore assegnato da s1 a s3 in precedenza e` pari a 1, allora il valore
non viene aggiornato. Da s2 per raggiungere s4 si avra` un costo
pari a 1, e quindi viene aggiornato il valore di s4 con il valore 2.
Stesso procedimento verra` fatto da s3 che aggiornera` il valore per
raggiungere s4 con il valore 2. Infine da s4 si raggiungera` diretta-
mente h4 tramite il link che li collega. A questo punto si avra` un
albero di inoltro dal nodo h1 al nodo h4 attraverso i nodi s1-s3-
s4. Quello che si verifica in questa particolare topologia e` che da h1
ad h4 abbiamo teoricamente due percorsi esattamente equivalenti:
il primo seguendo il percorso s1-s2-s4, ed il secondo seguendo il
percorso s1-s3-s4. Dei due quello che viene scelto dall’algoritmo
di Dijkstra, come il piu` conveniente, e` quello che viene analizzato
per ultimo (e che sovrascrive il precedente) ovvero quello attraverso
s3. Quello che si vuole fare e` trovare una logica alternativa, per
assegnare un certo valore dinamico a ciascun link in funzione di al-
cuni parametri legati alla qualita` del servizio. In questo lavoro di
tesi, si e` proprio cercato di unire il concetto di Shortest-Path legato
all’algoritmo di Dijkstra con il concetto di priorita` legato alla QoS,
in modo tale da realizzare un algoritmo di routing differenziato.
3.2 Schema concettuale dell’algoritmo
Il funzionamento dell’algoritmo proposto puo` essere schematizzato
come in Figura3.2:
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Figura 3.2: Schema concettuale dell’algoritmo
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Le operazioni che vengono eseguite sono:
1. L’utente installa manualmente le code sugli switch Openflow.
Le dimensioni delle code possono essere scelte secondo le pro-
prie preferenze.
2. L’utente abilita la QoS sul controller mediante l’apposito script
(./qosmanager2.py -e).
3. Il controller Floodlight acquisisce periodicamente le statistiche
relative alle code dagli switch Openflow e le rende disponibili
mediante le REST API.
4. L’algoritmo legge le statistiche dal controller e le organizza in
una struttura dati per il successivo processamento.
5. Le statistiche vengono utilizzate per calcolare i pesi di cias-
cun link e i percorsi a costo minimo mediante l’algoritmo di
Dijkstra.
6. Viene creato l’albero di inoltro per tutti gli switch della topolo-
gia che verra` utilizzato dal controller per creare le entry delle
Flow Table da inviare agli switch.
7. Il controller invia ai vari switch, mediante il protocollo Open-
flow, le regole che andranno a popolare le Flow Table degli
stessi.
3.3 Floodlight
Per quanto riguarda il lavoro svolto sulla logica di controllo, e` stato
inizialmente preso in esame la parte riguardante la creazione del-
la topologia e il calcolo degli Shortest-Path. Allo stato dell’arte, il
controller Floodlight assegna il peso 1 a ciascun link ma, come prece-
dentemente introdotto, si vorrebbe assegnare a ciascun link un peso
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che sia proporzionale al traffico attivo in un certo istante. Abbiamo
utilizzato un approccio che sia il meno invasivo possibile nei confron-
ti della logica di controllo attualmente istanziata, in modo tale da
consentire agli utenti se utilizzare o meno la parte integrativa del-
l’algoritmo. L’algoritmo si snoda attraverso piu` classi di oggetti e
metodi integrativi che consentono di realizzare le funzioni volute ed
e` rappresentato nella Figura3.3 :
Figura 3.3: Schema di funzionamento dell’algoritmo.
L’algoritmo puo` essere descritto come segue:
1. La classe TopologyManager.java, responsabile della ges-
tione delle informazioni relative alla topologia di rete, crea un
oggetto della classe TopologyInstance.java che rappre-
senta l’insieme di tutti gli switch e dei loro collegamenti a costo
minimo; di questa classe ne esegue la funzione compute che si
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occupa proprio di eseguire le operazioni relative alla creazione
della topologia di rete.
2. Dalla funzione compute, viene richiamata la funzione
calculateShortestPathTreeInClusters, che si occupa
di creare l’albero l’inoltro per tutti gli switch della topologia.
3. calculateShortestPathTreeInClusters esegue la fun-
zione isQoSEnabled che si occupa di controllare periodica-
mente se la QoS e` abilitata sul controller. Se non e` abilitata,
allora verra` eseguito il normale algoritmo di Dijkstra in cui il
peso dei link e` sempre posto pari a 1. Se e` abilitata allora verra`
eseguito l’algoritmo sviluppato in questo lavoro di tesi.
4. Viene invocata la funzione dijkstra_qos che si occupa di
eseguire l’algoritmo di Dijkstra basato sullo stato delle code.
5. La funzione dijkstra_qos richiama la funzione
getMeanStats che si occupa di calcolare le statistiche me-
die relative alle interfacce di tutti gli switch della topologia,
seguendo una funzione simile al RTT del TCP.
6. La funzione getMeanStats richiama la funzione getStats
che si occupa di leggere le statistiche della topologia mediante
le REST API del controller.
7. La funzione getStats crea degli oggetti della classe
PortStatistics (uno per ogni interfaccia di rete) e li in-
serisce all’interno di una struttura dati creata all’interno della
funzione getStats e che verra` passata successivamante alla
funzione getMeanStats.
8. Viene richiamata la funzione getWeight per ciascuna inter-
faccia di rete basandosi sui risultati restituiti dalla funzione
getMeanStats e vengono calcolati i costi di ciascuna inter-
faccia seguendo l’andamento di una funzione a gradino.
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9. Viene creato il BroadcastTree utilizzando i pesi calcolati
dalle precedenti funzioni.
10. Il flusso delle operazioni termina, e la funzione compute resti-
tuisce alla classe TopologyManager.java, che l’ha richia-
mata, le statistiche medie prodotte dalla funzione
getMeanStats. Quest’ultima operazione viene effettuata per
utilizzare le statistiche medie come punto di partenza quando
verra` creata in futuro una nuova istanza topologica.
Le funzioni implementate e modificate in questo lavoro di tesi ver-
ranno discusse in dettaglio nei seguenti paragrafi.
3.3.1 isQosEnabled
Una volta avviato, il controller, deve verificare periodicamente se e`
attiva la QoS. La verifica avviene ogni volta che vengono aggiornate
le informazioni topologiche per mezzo degli LLDP. La QoS viene
abilitata digitando dal controller:
sudo ./autoqosmanager2.py -e
In questo modo verra` settato un flag allo stato true nel controller,
reperibile sotto forma di oggetto Json all’indirizzo web:
http://localhost:8080/wm/qos/tool/status/json
A questo punto bisogna leggere lo stato di questo flag e renderlo
disponibile all’interno del controller per decidere se utilizzare l’al-
goritmo di Dijkstra basato sullo stato delle code oppure no. La
funzione restituisce un booleano che verra` successivamente utilizza-
to in un’altra funzione. Inizialmente la variabile locale enabled
viene settata allo stato false, successivamente si legge il contenuto
all’indirizzo precedentemente specificato e se il suo contenuto e` la
parola true allora la variabile locale enabled viene settata allo
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stato true, e quindi si potra` procedere all’esecuzione dell’algorit-
mo desiderato. Questa funzione e` presente all’interno del package
net.floodlightcontroller.topology, all’interno della classe
TopologyInstance.java ed e` costituita dal seguente codice:
protected boolean isQosEnabled () {
boolean enabled = false;
try {
URL url = new URL("http://localhost:8080/wm/qos/
tool/status/json");
InputStream is = url.openStream();
BufferedReader br = new BufferedReader(new
InputStreamReader(is));
while ( (line = br.readLine()) != null)
if (line.equalsIgnoreCase("true")) {
enabled = true;
}
br.close();
is.close();
} catch (Exception e) {
e.printStackTrace();
}
return enabled;
}
3.3.2 calculateShortestPathTreeInClusters
All’interno di questa funzione sono state inserite delle modifiche per
differenziare i casi in cui debba essere utilizzato l’algoritmo di Dijk-
stra che sfrutta le informazioni delle code (dijkstra_qos) oppure
quello implementato di default (dijkstra). In particolare, viene
richiamato il risultato della funzione isQoSEnabled, all’interno
della variabile locale qos e successivamente imposta una condizione
sul suo stato:
• Se e` false: allora per tutti i nodi all’interno di tutti i cluster,
viene creato l’albero di inoltro seguendo l’algoritmo di Dijkstra
58
i
i
“tesi” — 2014/2/8 — 9:27 — page 59 — #65 i
i
i
i
i
i
classico implementato nel controller.
• Se e` true: allora per tutti i nodi all’interno di tutti i cluster
viene creato l’albero di inoltro seguendo l’algoritmo di Dijkstra,
sviluppato in questo lavoro di tesi, che si basa sullo stato delle
code e che verra` discusso piu` avanti.
Il codice inserito nel controller, e` descritto di seguito e rimpiaz-
za la funzione calculateShortestPathTreeInClusters pre-
sente di default. Questa funzione e` presente all’interno del package
net.floodlightcontroller.topology, all’interno della classe
TopologyInstance.java ed e` costituita dal seguente codice:
protected void calculateShortestPathTreeInClusters() {
pathcache.clear();
destinationRootedTrees.clear();
Map<Link, Integer> linkCost = new HashMap<Link, Integer>();
int tunnel_weight = switchPorts.size() + 1;
for(NodePortTuple npt: tunnelPorts) {
if (switchPortLinks.get(npt) == null) continue;
for(Link link: switchPortLinks.get(npt)) {
if (link == null) continue;
linkCost.put(link, tunnel_weight);
}
}
boolean qos = isQosEnabled();
if (!qos) {
for(Cluster c: clusters) {
for (Long node : c.links.keySet()) {
BroadcastTree tree = dijkstra(c, node,
linkCost, true);
destinationRootedTrees.put(node, tree);
}
}
}
else {
for(Cluster c: clusters) {
for (Long node : c.links.keySet()) {
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BroadcastTree tree = dijkstra_qos(c, node,
linkCost, true;
destinationRootedTrees.put(node, tree);
}
}
}
}
3.3.3 dijkstra qos
Questa funzione implementa l’algoritmo di Dijkstra e si occupa di
creare l’albero di inoltro per tutti i nodi del cluster. Come ingresso,
vengono forniti:
• Cluster c: il cluster di riferimento.
• Long root: il nodo che rappresenta la radice dell’albero.
• Map<Link, Integer> linkCost: una mappa la cui chiave
e` uno specifico link (nodo sorgente, porta sorgente, nodo de-
stinazione, porta destinazione) e come valore associato il peso
del link.
• boolean isDstRooted: ci dice se il link e` diretto verso la
radice (false) oppure no (true).
La funzione restituisce un albero di inoltro associato allo specifico no-
do. Inizialmente vengono create le strutture dati che consentiranno
di analizzare passo passo i link verso i next hop (nexthoplinks) e
i relativi costi (cost). Successivamente vengono fatti scorrere tutti
i nodi all’interno del cluster e per ciascuno di essi vengono inizial-
izzati l’ HashMap dei next hop e l’ Hasmap dei costi (associando
il costo massimo). Viene creata, inoltre, la struttura dati HashMap
switchDijkstraStats la cui chiave primaria rappresenta l’id del-
lo switch (variabile di tipo Long), e come valore associato alla chi-
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ave abbiamo una seconda Hashmap in cui la chiave primaria rap-
presenta il numero di porta (variabile di tipo Short) e alla quale
e` associato un valore che rappresenta il bitrate attualmente attivo
sulla porta stessa (variabile di tipo Integer) . Successivamente
l’ Hashmap switchDijkstraStats viene riempita con le stati-
stiche medie attraverso la funzione getMeanStats, ampiamente
trattata nell’apposito paragrafo. Successivamente, vengono inizializ-
zate due strutture dati necessarie ad indicare se un nodo e` gia` stato
visitato oppure no (HashMap<Long, Boolean> seen) ed una al-
tra (PriorityQueue<NodeDist> nodeq) che indica la distanza
da uno specifico nodo, e fa si che in cima alla lista ci sia sempre
quello piu` conveniente. Infatti, successivamente, viene inizializzata
la coda con priorita` inserendo in cima alla lista proprio la radice ed
associando ad essa la distanza 0, e ponendo il costo per raggiunger-
lo pari a 0. Il prossimo step e` prelevare i nodi dalla nodeq finche´
essa non e` vuota. Il nodo prelevato dalla nodeq, lo inseriamo nel-
la stuttura dati dei nodi visitati. Successivamente scorriamo tutti
i link del cluster associati al nodo preso in esame ed inizializziamo
una variabile neighbor che sara` la sorgente del link se esso e` diretto
verso altri nodi (isDstRooted = true) oppure la destinazione del
link se il link e` diretto verso se stesso (isDstRooted = false).
Nell’algoritmo, la variabile neighbor sara` sempre la sorgente del
link poiche´ isDstRooted e` un parametro settato al valore true.
Successivamente viene prelevata la statistica associata alla porta ne-
cessaria per raggiungere la destinazione del link e viene associata
alla variabile portWeight. Se non si ha nessun peso associato al
link o il peso e` nullo, allora viene invocata la funzione getWeight
che si occupa di calcolare in base a certi parametri specificati dal-
l’utente il peso del link. Essa puo` essere sintetizzata dicendo che la
funzione assegna ogni 50 Kilobit/s di traffico medio sul link il peso
5, e puo` essere modificata semplicemente agendo sui parametri argo-
mento della stessa. Poiche´ il risultato restituito da questa funzione
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puo` anche essere 0, allora si preferisce associare il valore 1 qualora
cio` si verifichi. Il valore 1 rappresenta chiaramente il minimo peso
del link. Ai fini del debug, e per comprendere meglio l’algoritmo,
viene stampata nella console una stringa che indica le specifiche del
link (sorgente, porta sorgente, destinazione, porta destinazione) e
il peso associato al link. Successivamente viene effettuato un con-
trollo sul nuovo costo, calcolato aggiungendo al costo associato al
nodo, quello per raggiungere il vicino. Se il costo e` inferiore a quello
precedentemente inserito nella struttura dati contenente i costi per le
destinazioni, allora il costo per raggiungere quella destinazione viene
aggiornato, cos`ı come le informazioni relative al link per raggiunger-
lo. Una volta completato lo scorrimento di tutti i link, e dei pesi
a loro associati, la funzione termina restituendo proprio l’albero di
inoltro associato al nodo considerato. Questa funzione e` presente al-
l’interno del package net.floodlightcontroller.topology,
all’interno della classe TopologyInstance.java ed e` costituita
dal seguente codice:
protected BroadcastTree dijkstra_qos(Cluster c, Long
root,Map<Link, Integer> linkCost, boolean isDstRooted) {
HashMap<Long, Link> nexthoplinks = new HashMap<Long,
Link>();
HashMap<Long, Integer> cost = new HashMap<Long,
Integer>();
int w=1;
for (Long node: c.links.keySet()) {
nexthoplinks.put(node, null);
cost.put(node, MAX_PATH_WEIGHT);
}
HashMap <Long, HashMap<Short, Integer>>
switchDijkstraStats = new HashMap <Long,
HashMap<Short, Integer>>();
switchDijkstraStats = getMeanStats();
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HashMap<Long, Boolean> seen = new HashMap<Long,
Boolean>();
PriorityQueue<NodeDist> nodeq = new
PriorityQueue<NodeDist>();
nodeq.add(new NodeDist(root, 0));
cost.put(root, 0);
while (nodeq.peek() != null) {
NodeDist n = nodeq.poll();
Long cnode = n.getNode();
int cdist = n.getDist();
if (cdist >= MAX_PATH_WEIGHT) break;
if (seen.containsKey(cnode)) continue;
seen.put(cnode, true);
for (Link link: c.links.get(cnode)) {
Long neighbor;
if (isDstRooted == true) neighbor =
link.getSrc();
else neighbor = link.getDst();
HashMap<Short,Integer> neighborPorts =
switchDijkstraStats.get(neighbor);
Integer portWeight =
neighborPorts.get(link.getSrcPort());
if (linkCost == null ||
linkCost.get(link)==null)
w = getWeight(portWeight, 50, "Kilobit", 5);
else
w = linkCost.get(link);
if (w==0)
w=1;
log.debug("from linkSrc: " + link.getSrc()+
"(port " + link.getSrcPort() +")" + "\t to
linkDst: " + link.getDst() + "(port " +
link.getSrcPort() + ")" + "\tLink weight
is: " + w);
int ndist = cdist + w;
if (ndist < cost.get(neighbor)) {
cost.put(neighbor, ndist);
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nexthoplinks.put(neighbor, link);
nodeq.add(new NodeDist(neighbor, ndist));
}
}
}
BroadcastTree ret = new BroadcastTree(nexthoplinks,
cost);
return ret;
}
3.3.4 getWeight
Questa funzione permette di calcolare il peso dei link a partire dalle
statistiche medie; essa viene invocata all’interno dell’algoritmo di
Dijkstra per calcolare il peso del link. In pratica, per rendere sta-
bile nei confronti delle fluttuazioni di traffico che si possono avere
su un certo link, e` stata implementata una funzione a gradino che
si puo` adattare alle esigenze del caso, semplicemente specificando i
parametri argomento della funzione. I parametri sono:
• int portWeight: rappresenta la statistica media di parten-
za, calcolata a partire dal traffico attivo su un particolare
link.
• int multiplier: rappresenta il numero per il quale vogliamo
moltiplicare il fattore bitType.
• String bitType: rappresenta il fattore per il quale il pe-
so deve essere diviso. Esso puo` essere Kilobit, Megabit,
Gigabit o default, a seconda dei volumi di traffico che si
hanno o delle esigenze degli utenti. Nel caso si specifichi una
stringa non riconosciuta, allora il fattore sara` posto pari a 1.
64
i
i
“tesi” — 2014/2/8 — 9:27 — page 65 — #71 i
i
i
i
i
i
• int weight: e` il peso che vogliamo assegnare per ogni unita`
intera risultante dell’operazione della funzione gradino, calco-
lata con i parametri elencati.
La funzione restituisce un intero w che rappresenta il peso del link
risultante dalla seguente funzione a gradino:
w = weight ∗ b portWeight
bitMultiplier ∗multiplier c (3.1)
Questa funzione puo` essere spiegata come segue:
“Ogni bitMultiplier x multiplier bit al secondo di traffico
portWeight, fornisci un peso pari a weight.”
Se ad esempio vogliamo che la funzione restituisca un peso w pari a
5 ogni 60 kilobit al secondo di traffico, ed il bitrate attivo e` pari a
72 Kilobit/s allora la funzione eseguira` il calcolo:
w = 5 ∗ b 72000
60 ∗ 1000c = 5 (3.2)
Questa funzione e` presente all’interno del package
net.floodlightcontroller.topology, all’interno della classe
TopologyInstance.java ed e` costituita dal seguente codice:
protected int getWeight(int portWeight, int multiplier,
String bitType, int weight) {
int bitMultiplier;
switch (bitType){
case "Kilobit": bitMultiplier=1000;
break;
case "Megabit": bitMultiplier=1000000;
break;
case "Gigabit": bitMultiplier=1000000000;
break;
default: bitMultiplier=1;
break;
}
Integer w = weight*(portWeight/(bitMultiplier*multiplier));
return w;
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3.3.5 getStats
Questa funzione si occupa di acquisire le statistiche degli switch,
elaborarle e renderle disponibili per le altre funzioni. Prima del-
la funzione vengono dichiarate delle variabili globali che verranno
utilizzate anche successivamente da altri metodi: statsTime rapp-
resenta l’istante in cui e` stata letta la statistica, il formato Long sara`
piu` chiaro avanti, ma e` stato scelto per semplificare i calcoli relativi
agli intervalli di tempo; line e` una stringa temporanea utilizzata
anche dagli altri metodi. Questa funzione ritorna una struttura dati
di tipo HashMap, la cui chiave rappresenta il numero dello switch in
formato Long, ed il valore associato alla chiave e` un’altra HashMap
la cui chiave rappresenta il numero di porta dello switch ed il valore
associato alla chiave e` il rate attivo sulla porta. Viene inizializzata
proprio quest’ultima struttura dati ed, insieme ad essa, una secon-
da struttura dati HashMap la cui chiave e` una stringa che ci da
informazioni sulla statistica in generale e che andremo a comporre
in seguito; il suo significato e` comunque irrilevante, ed e` necessaria
per avere chiavi differenti all’interno dell’HashMap switchStats.
Per ciascuna chiave avremo un oggetto PortStatistics i cui det-
tagli sono specificati nel paragrafo apposito. In questa struttura dati
inseriremo le statistiche di tutta la topologia, e successivamente le
andremo ad ordinare all’interno dell’HashMap switchStats. Ini-
ziamo un ciclo for che verra` eseguito per 2 volte e con una pausa di
1 secondo. All’interno del ciclo for avviene la lettura delle statisti-
che da parte del controller. Poiche´ le statistiche fornite dal controller
sono semplicemente dei valori storici dei Bytes, pacchetti, ed errori
trasmessi, per avere un valore che abbia senso, ovvero il bitrate at-
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tivo, effettuiamo 2 letture consecutive delle statistiche, intervallate
da una pausa di 1 secondo, e contiamo i pacchetti che sono stati
trasmessi in quest’ intervallo. Dividendo per la durata dell’intervallo
intercorso tra le due letture avremo ottenuto il bitrate attivo sul-
l’interfaccia. Ricordiamo che nell’ambiente mininet abbiamo abilita-
to due code per ciascuna interfaccia degli switch, altrimenti queste
statistiche che andremo a trattare non sarebbero disponibili. Le
statistiche sono disponibili, sotto forma di Array JSON all’indirizzo:
http://localhost:8080/wm/core/switch/all/queue/json
A questo indirizzo troviamo elencati, sotto forma di oggetti Json,
tutte le statistiche di tutte le code, relative alle intefacce di tutti gli
switch. Una statistica e` composta dai seguenti campi:
• transmitPackets: ovvero i pacchetti trasmessi sull’inter-
faccia.
• transmitBytes: ovvero i byte trasmessi sull’interfaccia.
• transmitErrors: ovvero il numero dei pacchetti peri i quali
si sono verificati errori, sull’interfaccia.
• queue: ovvero la coda alla quale si riferiscono le statistiche.
• switch: lo switch di riferimento.
• port: la porta di riferimento.
Per prima cosa acquisiamo, per mezzo di una lettura, il contenuto
del link e lo assegniamo all’oggetto JSON chiamato JsonTopology.
Questo oggetto contiene appunto le statistiche di tutta la topologia.
JsonTopology avra` tanti elementi quanti sono gli switch presenti
all’interno del cluster. A questo punto facciamo un ciclo for per
un numero di volte pari al numero degli switch: per ciascuno switch
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componiamo il suo PMAC sfruttando l’indice del ciclo for, ed asseg-
nandolo alla stringa jsonSwitch. Per leggere soltanto le statisti-
che relative a questo switch, utilizziamo il metodo get, degli oggetti
JSON e passando come argomento proprio la stringa jsonSwitch.
Il risultato di questa funzione sara` proprio un Array i cui elementi
sono proprio le statistiche relative a tutte le code di tutte le inter-
facce dello switch stesso. Queste statistiche le inseriamo all’interno
dell’array Json chiamato jsonPorts. A questo punto eseguiamo
un ciclo for sugli elementi dell’array e memorizziamo all’interno di
variabili temporanee il loro valore: per fare cio` riutilizziamo il meto-
do get degli oggetti json, al quale passiamo come parametro il nome
del campo di interesse. Con i dati letti andremo a creare un oggetto
della classe PortStatistics passando come argomenti del meto-
do costruttore proprio le statistiche lette. Poiche´ siamo interessati ad
una coda in particolare, dovendo gestire la QoS, facciamo un control-
lo sull’id della coda e prendiamo in considerazione soltanto le statisti-
che relative alla coda 1 (oppure alla coda 0, a seconda dei contesti).
A questo punto, per identificare la statistica abbiamo la necessita`
di creare un identificativo unico per poterlo utilizzare come chiave
primaria dell’Hashmap switchStats. Per fare cio` componiamo la
stringa statsKey insenendo il numero dello switch, il numero della
porta, e l’istante in cui e` stata letta sfruttando il metodo getTime
della classe PortStatistics che restituisce l’istante in cui essa e`
stata creata nel formato Long. Questo numero Long rappresenta
il numero di millisecondi trascorsi dal 1 gennaio 1970 (GMT), ed e`
un formato molto comodo per calcolare degli intervalli di tempo. La
chiave avra` il formato:
<switch>.<porta>.<istante_di_lettura>.
A questo punto la inseriamo all’interno dell’HashMap stats, as-
sociando la chiave alla statistica che abbiamo creato, e ripetiamo
l’operazione per tutte le statistiche della topologia. Il ciclo for suc-
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cessivo serve per calcolare il rate attivo ed ordinare i dati all’interno
della struttura che restituira` la funzione. Il ciclo for verra` effettua-
to ancora una volta su tutti gli switch. Inizializziamo due variabili
di appoggio port_temp e node_temp che serviranno rispettiva-
mente per conteggiare il numero di porte dello switch, e il numero
dello switch che stiamo considerando. Creiamo quindi il vettore
v_temp che conterra` soltanto le statistiche relative ad una speci-
fica porta dello switch. Diciamo “le statistiche”, e non “la statisti-
ca” proprio perche´ come abbiamo detto in precedenza, ne avremo
bisogno di 2 per effettuare il calcolo del bitrate. A questo punto
scorriamo le statistiche dell’ HashMap switchStats alla ricerca
di quelle che ci interessano. Assegnamo l’oggetto che stiamo con-
siderando ad una variabile temporanea p_stats. Leggiamo il nodo
alla quale appartiene, attraverso il metodo getNodeId della classe
PortStatistics, ed assegnamolo alla variabile node_temp. Il
prossimo passo e` calcolare quante porte ha ciascuno switch, poiche´
non vi e` modo di risalire ad esso in modo agevole. Il perche´ di questa
necessita` sara` chiaro in seguito. Per fare cio` facciamo un controllo
sia sul numero del nodo che sul numero di porta della statistica tem-
poranea s_temp. Se il numero della porta e` superiore del valore
port_temp, allora aggiorniamo il valore di port_temp. In questo
modo ci disinteressiamo dell’ordine in cui vengono lette le statistiche
relative alle porte ed avremo il numero di porte corretto per cias-
cuno switch. A titolo di esempio, se uno switch ha 4 porte e vengono
letti in sequenza i valori 1, 2, 3 ,4 avremo il numero di porte cor-
retto all’ultimo ciclo for. Se invece vengono letti nella sequenza
2, 1, 4, 3 allora avremo il numero di porte corretto al terzo ciclo
for. A questo punto, effettuiamo un altro controllo sull’id dello
switch della statistica e se e` pari a quello dello switch che stiamo
considerando allora aggiungiamo la statistica al vettore temporaneo
v_temp. A questo punto facciamo un ciclo for per scorrere tutte
le porte del nodo, che saranno in numero pari a port_temp. Per
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ciascuna porta, inizializziamo 2 variabili che rappresentano il tempo
piu` recente ed il tempo piu` lontano della statistica; queste variabili
sono rispettivamente high_temp (che inizializziamo al valore 0) e
low_temp (che inizializziamo al massimo valore possibile per un
Long). Analogamente inizializziamo 2 variabili che rappresentano il
numero di Byte della statistica piu` recente e di quella piu` lontana;
queste variabili sono rispettivamente high_byte_temp (inizializ-
zata al massimo valore possibile per un Long) e low_byte_temp
(inizializzata a 0). Successivamente scorriamo tutte le statistiche del
vettore v_temp riempito in precedenza alla ricerca delle statistiche
che ci interessano, ovvero quelle relative ad una specifica porta. Fac-
ciamo quindi un ciclo for sul vettore v_temp e per ogni ciclo for
andiamo a considerare, in modo crescente, una statistica diversa,
che andiamo a memorizzare all’interno della variabile temporanea
s_temp1. Di questa s_temp1, ne leggiamo il numero della porta e
lo andiamo a confrontare con l’indice k del ciclo for. Se sono uguali
allora siamo in presenza di una statistica che ci interessa e dobbiamo
processarla adeguatamente. In particolare, come gia` detto in prece-
denza, abbiamo bisogno di 2 tempi per poter calcolare un intervallo
temporale e 2 valori di byte per poter calcolare il numero di byte
intercorsi nel medesimo tempo. Per fare cio` sfruttiamo le 4 vari-
abili temporanee dichiarate ed inizializzate in precedenza. Poiche´
per ciascuna porta avremo 2 statistiche dobbiamo vedere qual’e` il
valore piu` grande ed il valore piu` piccolo per poter fare la differenza
correttamente. Aggiorniamo la variabile high_temp con il massi-
mo valore tra quello con cui l’avevamo inizializzato e quello della
statistica corrente. Poiche´ il valore e` sicuramente piu` grande di 0,
allora la variabile high_temp avra` il valore della statistica che sti-
amo considerando. Il valore di questa variabile, si aggiornera` se, e
solo se, il tempo letto nelle successive statistiche risultera` maggiore.
Aggiorniamo la variabile low_temp con il minimo valore tra quel-
lo con cui l’avevamo inizializzato e quello della statistica corrente.
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Poiche´ il valore e` sicuramente minore del massimo valore consen-
tito con un Long, di conseguenza la variabile low_temp avra` il
valore della prima statistica letta. Il valore di questa variabile, nei
successivi cicli for, si aggiornera` se, e solo se, il valore letto sara`
inferiore di quello attualmente memorizzato in questa variabile. In
questo modo si riesce ad avere una misura del tempo trascorso tra
le due statistiche relative alla medesima porta, semplicemente sot-
traendo dalla variabile high_temp il valore low_temp. Le stesse
identiche considerazioni, e calcoli, vengono effettuati con le variabili
low_byte_temp e high_byte_temp, solo che in questo caso in-
vece di essere millisecondi si tratta di byte. A questo punto inizial-
izziamo la variabile active_rate nel quale andremo a memorizzare
il rate relativo alla porta considerata e che andremo subito dopo ad
inserire nella struttura dati appropriata. Effettuiamo un controllo
sulla differenza tra il valore di high_temp e low_temp, poiche´ al
primo ciclo for i loro valori saranno identici (vedi considerazioni
fatte in precedenza) e quindi nel calcolo del rate attivo si avrebbe
una divisione per 0 (che non vogliamo e non possiamo fare). Se
la loro differenza e` diversa da 0, allora calcoliamo la variabile bit
come differenza tra high_byte_temp e low_byte_temp e molti-
plichiamo per 8 per trasformare i byte in bit. Questi saranno i bit
intercorsi sull’interfaccia nell’intervallo temporale delle due letture.
L’intervallo temporale, espresso in secondi, si ottiene lo memoriz-
ziamo all’interno della variabile sec effettuando la differenza tra
high_temp e low_temp e dividendo il tutto per 1000, poiche´ la
loro differenza e` espressa in millisecondi. A questo punto dividia-
mo bit per sec ed otteniamo il tanto ricercato rate attivo sulla
porta. Infine inseriamo il rate calcolato all’interno dell’ Hashmap
portStats, inserendo come chiave l’indice k del ciclo for e che
rappresenta il numero di porta che stiamo considerando, e come va-
lore associato alla chiave il valore active_rate che abbiamo cal-
colato convertendolo al formato intero . Una volta completato il
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ciclo for relativo a tutte le porte dello switch condiderato, avremo
l’HashMap portStats che conterra` tutte le statistiche relative alle
porte dello switch considerato. Il passo successivo e` associare questa
HashMap allo switch corrispondente per mezzo dell’indice i del ciclo
for che sta scorrendo tutti gli switch. Alla fine di tutto abbiamo
la struttura switchStats che conterra` le statistiche relative alla
topologia. Quello che ci resta da fare, per effettuare le due letture
consecutive, e` fare una pausa di 1 secondo e ripetere tutte le oper-
azioni che abbiamo detto fino ad ora, concludendo quindi anche il
primo ciclo for che avevamo cominciato. Come ultima cosa, fac-
ciamo restituire alla funzione l’HashMap switchStats che verra`
utilizzata dalla funzione getMeanStats per calcolare le statisti-
che medie. La funzione si conclude aggiornando il valore della va-
riabile globale statsTime che ricordiamo tiene traccia dell’istante
in cui e` stata effettuata la lettura e verra` utilizzata anche questa
nella funzione getMeanStats. Questa funzione e` presente all’in-
terno del package net.floodlightcontroller.topology, al-
l’interno della classe TopologyInstance.java ed e` costituita dal
seguente codice:
Long statsTime;
String line=null;
public HashMap<Long, HashMap<Short, Integer>> getPortStats() {
HashMap<Long, HashMap<Short, Integer>> switchStats = new
HashMap<Long, HashMap<Short, Integer>>();
HashMap<String, PortStatistics> stats = new
HashMap<String, PortStatistics>();
for (int l=0;l<2; l++) {
JSONParser jsonParser = new JSONParser();
JSONObject jsonTopology=null;
try {
URL url = new URL("http://localhost:8080/wm/core/
switch/all/queue/json");
InputStream is = url.openStream();
BufferedReader br = new BufferedReader(new
InputStreamReader(is));
72
i
i
“tesi” — 2014/2/8 — 9:27 — page 73 — #79 i
i
i
i
i
i
while ( (line = br.readLine()) != null)
jsonTopology = (JSONObject)
jsonParser.parse(line);
br.close();
is.close();
} catch (Exception e) {
e.printStackTrace();
}
for (long i = 1; i<=jsonTopology.size(); i++) {
String jsonSwitch="00:00:00:00:00:00:00:0"+i;
JSONArray jsonPorts = (JSONArray)
jsonTopology.get(jsonSwitch);
for (Object o : jsonPorts) {
JSONObject jsonStats = (JSONObject) o;
Long transmitPackets = (Long)
jsonStats.get("transmitPackets");
Long transmitBytes = (Long)
jsonStats.get("transmitBytes");
Long transmitErrors = (Long)
jsonStats.get("transmitErrors");
Long queueId = (Long) jsonStats.get("queueId");
Long portNumber = (Long)
jsonStats.get("portNumber");
if (queueId==0) {
PortStatistics ps = new PortStatistics(i,
portNumber, queueId, transmitPackets,
transmitBytes, transmitErrors);
String statsKey =
i+"."+portNumber+"."+ps.getTime();
stats.put(statsKey, ps);
}
}
}
for (long i = 1; i<= jsonTopology.size(); i++) {
long port_temp=0;
long node_temp=0;
Vector<PortStatistics> v_temp = new
Vector<PortStatistics>();
for (String s: stats.keySet()) {
PortStatistics s_temp = stats.get(s);
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node_temp = s_temp.getNodeId();
if (s_temp.getPortNumber()>port_temp &&
node_temp==i) {
port_temp=s_temp.getPortNumber();
}
if (node_temp==i){
v_temp.add(s_temp);
}
}
HashMap<Short, Integer>portStats = new
HashMap<Short,Integer>();
for (short k=1; k<=port_temp;k++) {
long high_temp = 0;
long low_temp = Long.MAX_VALUE;
long low_byte_temp = Long.MAX_VALUE;
long high_byte_temp=0;
PortStatistics s_temp1 = null;
for (int j=0; j<v_temp.size(); j++) {
s_temp1 = v_temp.get(j);
if (s_temp1.getPortNumber()==k) {
high_temp=Math.max(high_temp,
s_temp1.getTime());
low_temp=Math.min(low_temp,s_temp1.getTime());
high_byte_temp=Math.max(high_byte_temp,
s_temp1.getTransmitBytes());
low_byte_temp=Math.min(low_byte_temp,
s_temp1.getTransmitBytes());
}
}
Double active_rate = 0.0;
if ((high_temp-low_temp)>0) {
double bit =
(double)((high_byte_temp-low_byte_temp)*8);
double sec =
(double)((high_temp-low_temp)/1000);
active_rate=(double)(bit/sec);
}
portStats.put(k, active_rate.intValue());
}
switchStats.put(i, portStats);
}
try {
Thread.sleep(1000);
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} catch (InterruptedException e) {
e.printStackTrace();
}
}
statsTime = new Date().getTime();
return switchStats;
}
3.3.6 getMeanStats
Considerare le statistiche istantanee di link puo` risultare poco ac-
curato. Questo poiche´ potrebbe verificarsi un picco di traffico che
farebbe cambiare il costo del link, e di conseguenza anche le infor-
mazioni sul percorso a costo mimino che cambierebbe ad ogni sin-
gola variazione di traffico, rendendo instabile il sistema. Per evitare
questo problema si implementa questa funzione che, tenendo conto
dei dati letti dalla funzione getStats, calcola una media del traf-
fico sulla singola interfaccia. Inoltre, a seconda delle caratteristiche
del traffico, sarebbe preferibile scegliere la frequenza con cui calco-
lare queste statiche medie e aggiornare le informazioni topologiche
pesandole opportunamente. In questo modo si rende l’algoritmo re-
sistente alle fluttazioni di traffico. Inoltre, poiche´ ad ogni timeout
del meccanismo degli LLDP, viene creata una nuova istanza topo-
logica che azzera tutte le statistiche, si vuole anche tener conto della
storia dell’utilizzazione del link al fine di rendere le statistiche istan-
tanee piu` ponderate. Per fare cio`, quello che si puo` fare, e` rendere
disponibili queste informazioni all’interno di un’altra classe che crea
l’istanza topologica, in modo tale da tenerne traccia anche negli is-
tanti successivi. Vediamo in dettaglio cosa fa questa funzione. Per
prima cosa dichiariamo la variabile globale meanStatsTime. Ques-
ta variabile rappresenta il momento in cui e` stata creata la topologia.
Questo valore viene passato dalla classe TopologyManager.java.
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Quando il controller viene avviato, questa variabile assume il valore
dell’istante di partenza. Successivamente, a seconda della variabile
TIMEOUT_STATISTICS che abbiamo settato, il valore di questa va-
riabile viene resettato al nuovo istante temporale in cui l’evento e` oc-
corso. Il motivo per cui si fa cio` sara` chiaro tra poco, ma si puo` antic-
ipare che viene fatto per pesare adeguatamente le statistiche istanta-
nee. Dichiariamo successivamente l’HashMap switchMeanStats
che svolgera` i seguenti ruoli:
• Viene utilizzata da TopologyManager.java per fornire al-
l’istanza topologica in corso informazioni sull’istanza topolog-
ica precedente per quanto riguarda le statistiche medie. Per
passare all’istanza topologica questa struttura dati, e` stata
modificata la funzione compute che fa da tramite tra le due
classi e che vedremo in seguito.
• Viene ritornata alla classe TopologyManager.java passan-
dola come argomento alla funzione compute.
• Viene utilizzata dalla funzione dijkstra_qos per il calcolo
del peso dei link della topologia.
Dichiariamo successivamente l’HashMap newStats che conterra` le
nuove statistiche lette con la funzione getPortStats. Dichiariamo
anche la variabile MIN_UPDATE_TIME che rappresenta il minimo in-
tervallo di tempo che deve trascorrere tra due aggiornamenti delle
statistiche medie. In questo caso e` stato settato al valore 10000 che
corrisponde a 10 secondi, ma puo` essere cambiato secondo le proprie
preferenze. Dichiariamo anche la variabile updateTime che ci serve
per tener traccia di quando e` stato fatto l’ultimo aggiornamento alle
statistiche e per settare il nuovo istante per cui le statistiche lette
sono valide. La funzione, come anticipato in precedenza, restituisce
l’ HashMap switchMeanStats che svolge le funzioni sopraelen-
cate. All’inizio della funzione acquisiamo le statistiche istantanee
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per mezzo della funzione getStats ed assegnamole all’HashMap
newStats. Successivamente calcoliamo la differenza di tempo che e`
intercorso tra la lettura di queste statistiche e la creazione dell’istan-
za topologica. Questa differenza di tempo, l’assegnamo alla variabi-
le diffTime. Successivamente, facciamo un controllo sul contenuto
della struttura dati switchMeanStats. Se siamo all’inizio dell’ese-
cuzione, allora le statistiche medie non sono state create e la struttura
risulta essere vuota. Se cio` accade, allora poniamo le statistiche me-
die pari al valore delle statistiche appena lette (quelle istantanee)
e settiamo l’updateTime al valore minimo per l’aggiornamento.
Successivamente, se il tempo trascorso dalla creazione dell’istanza
topologica al momento in cui vengono lette le statistiche istantanee
e` superiore al valore dell’updateTime, allora e` possibile calcolare
le statistiche medie con il seguente algoritmo: scorriamo ad uno ad
uno gli switch della topologia contenuti all’interno delle nuove sta-
tistiche lette. Creiamo l’HashMap tempStats e riempiamola con
le statistiche relative a questo switch. Allo stesso modo, leggiamo
le statistiche medie associate allo stesso switch ed assegnamole al-
l’HashMap portMeanStats. Quello che si deve fare adesso, per
ciascuna porta dello switch (e per tutti gli switch), e` calcolare le
nuove statistiche medie, partendo da quelle vecchie e considerando
anche quelle nuove. La funzione che utilizziamo per effettuare questo
calcolo e` simile a quella utilizzata per il calcolo del RTT nel TCP,
ad eccezione che in questo caso il peso delle statistiche variano ad
ogni istante. La funzione e` cos`ı fatta:
MeanStats(i) = MeanStats(i− 1) + d(i) ∗ deltaStats(i) (3.3)
dove
deltaStats(i) = [NewStats(i)−MeanStats(i− 1)] (3.4)
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Le statistiche al passo i sono pari alla somma tra le statistiche al
passo i-1 e la differenza tra le nuove statistiche e le statistiche al
passo i-1, moltiplicata per un parametro d(i). In questo modo
se il valore delle nuove statistiche e` pari a quello vecchio, la dif-
ferenza sara` nulla e il nuovo valore medio sara` pari al vecchio valore
medio, altrimenti peseremo la differenza per un parametro d(i) che
e` calcolato come segue:
d(i) =
MIN UPDATE TIME
diffT ime(i)
(3.5)
Il MIN_UPDATE_TIME e` la variabile dichiarata in precedenza che e`
praticamente una costante. diffTime invece varia ad ogni passo ed
e` stato calcolato in precedenza. In questo modo il parametro d pesera`
in modo diverso la differenza, a seconda dell’istante in cui sono state
lette. In pratica peseranno di piu` le statistiche che sono state lette
all’inizio del periodo che intercorre tra due TIMEOUT delle statistiche
e peseranno sempre meno andando avanti nel tempo. Questa scelta
e` stata fatta affinche´ si tenga conto di piu` del valor medio che era
stato calcolato durante le precedenti istanze topologiche. A livello
implementativo quindi, scorriamo tutte le statistiche legate alle porte
contenute all’interno dell’HashMap tempStats e memorizziamo il
valore corrente all’interno della variabile newWeight. Questo valo-
re newWeight corrisponde alla variabile NewStatistics(i) del-
la precedente formula. Il valore MeanStatistics(i-1) invece
lo leggiamo dall’ HashMap portMeanStats e lo assegnamo alla
variabile oldWeight. Ne facciamo quindi la differenza e la me-
morizziamo all’interno della variabile diffWeight. Il parametro
delta invece lo calcoliamo esattamente come enunciato nella formu-
la ovvero dividendo MIN_UPDATE_TIME per diffTime. A questo
punto calcoliamo il valore MeanStatistics(i) e lo memorizzia-
mo all’interno della variabile meanWeight. Infine sovrascriviamo il
precedente valore contenuto nell’HashMap portMeanStats con il
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nuovo valore appena calcolato e cos`ı via per tutte le porte di tutti
gli switch. La funzione ritornera` quindi l’ HashMap aggiornata e
contenente le nuove statistiche medie di tutta la topologia. Questa
funzione e` presente all’interno del package
net.floodlightcontroller.topology, all’interno della classe
TopologyInstance.java ed e` costituita dal seguente codice:
Long meanStatsTime;
HashMap<Long, HashMap<Short, Integer>> switchMeanStats;
HashMap<Long, HashMap<Short, Integer>> newStats;
final double MIN_UPDATE_TIME = 10000;
double updateTime;
protected HashMap<Long, HashMap<Short, Integer>>
getMeanStats() {
newStats = getPortStats();
double diffTime = statsTime-meanStatsTime;
if (switchMeanStats.isEmpty()) {
updateTime = MIN_UPDATE_TIME;
switchMeanStats = newStats;
log.debug("switchmeanStats never
updated.\nSwitchmeanstats is: " + switchMeanStats
+ "\nupdateTime = " + (updateTime/1000) + " sec");
}
if (diffTime>(updateTime)) {
updateTime = diffTime+MIN_UPDATE_TIME;
for (Long l : newStats.keySet()) {
HashMap<Short, Integer>tempStats = new
HashMap<Short, Integer>();
tempStats = newStats.get(l);
HashMap<Short, Integer> portMeanStats = new
HashMap<Short, Integer>();
portMeanStats = switchMeanStats.get(l);
for (Short s : tempStats.keySet()) {
Integer newWeight = tempStats.get(s);
Integer oldWeight = portMeanStats.get(s);
Integer diffWeight = newWeight - oldWeight;
Double delta = MIN_UPDATE_TIME/diffTime;
Double meanWeight = oldWeight +
delta*diffWeight;
portMeanStats.put(s, meanWeight.intValue());
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}
switchMeanStats.put(l, portMeanStats);
}
log.debug("\nnew Stats: " + switchMeanStats);
}
return switchMeanStats;
}
3.3.7 compute
Come anticipato in precedenza, si ha la necessita` di interagire con
la classe esterna TopologyManager.java, che istanzia la classe
TopologyInstance.java e ne utilizza le funzioni. Allo stato
dell’arte, la funzione compute viene richiamata all’interno della
classe TopologyManager.java, senza alcuna interazione con essa.
Questa funzione svolge i seguenti compiti:
• Identifica i domini Openflow per mezzo della funzione
identifyOpenflowDomains().
• Aggiunge i link ai domini Openflow per mezzo della funzione
addLinksToOpenflowDomains().
• Implementa lo Shortest-Path tree per il routing unicast in cias-
cun cluster e per mezzo della funzione
calculateShortestPathTreeInClusters().
• Implementa il broadcast tree in ciascun cluster per mezzo della
funzione calculateBroadcastNodePortsInClusters().
I costo dei tunnel link e` settato ad un alto valore per “scorag-
giare” l’uso di questi link.
La funzione ha come argomenti:
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• Long time: viene passato dalla classe
TopologyManager.java e rappresenta l’istante in cui e` sta-
ta creata la topologia. Inoltre si aggiorna al nuovo istante,
qualora scada il TIMEOUT implementato sempre dalla stessa
classe.
• HashMap <Long, HashMap<Short, Integer»
topologyStatistics: in questa struttura dati sono pre-
senti le statistiche medie create durante la precedente istan-
za topologica, e verranno utilizzate come punto di partenza
per calcolare le nuove statistiche medie all’interno del metodo
getMeanStats.
Quando la funzione termina, restituisce alla classe
TopologyManager.java che l’ha richiamata, una Struttura dati
HashMap<Long, HashMap<Short, Integer» che rappresenta
le statistiche medie che devono essere memorizzate nella successiva
istanza topologica come punto di partenza per il calcolo delle nuove
statistiche. Come si puo` ben notare si ha questa ciclicita` della strut-
tura dati che contiene le statistiche, che permette di tenere traccia
delle statistiche durante la vita del controller, il tutto senza modi-
ficare radicalmente la precente funzione compute implementata di
default nel controller. Le uniche modifiche che sono state apportate,
sono:
• Il risultato restituito dalla funzione compute , e gli argomenti
che passiamo (elencati in precedenza).
• L’assegnazione degli argomenti della funzione, alle variabili
locali meanStatsTime e switchMeanStats, utilizzate en-
trambi nella funzione getMeanStats.
Questa funzione e` presente all’interno del package
net.floodlightcontroller.topology all’interno della classe
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TopologyInstance.java sostituisce quella presente di default
nel controller, ed e` costituita dal seguente codice:
public HashMap<Long, HashMap<Short, Integer>> compute(Long
time, HashMap<Long, HashMap<Short, Integer>>
topologyStatistics) {
identifyOpenflowDomains();
addLinksToOpenflowDomains();
meanStatsTime = time;
switchMeanStats = topologyStatistics;
calculateShortestPathTreeInClusters();
calculateBroadcastNodePortsInClusters();
return switchMeanStats;
}
3.3.8 modifiche alla funzione createNewIstance
della classe TopologyManager.java
Anche in questo caso, le modifiche apportate sono state minime e
vengono fatte per complentare il meccanismo di interazione con la
classe TopologyIstance.java e memorizzare le statistiche. In
particolare, sono state dichiarate le variabili globali:
• HashMap<Long, HashMap<Short, Integer> >
topologyStatistics nella quale memorizziamo le statisti-
che che sono fornite dalla funzione compute().
• Long time che inizializziamo all’istante in cui la variabile
viene creata e viene passato come argomento alla funzione
compute per le ragioni descritte in precedenza;
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• final long TIMEOUT_STATISTICS rappresenta il timeout
che fa resettare il valore della variabile time; il suo utilizzo e`
stato spiegato nella funzione getMeanStats. A questa va-
riabile, assegniamo il valore 100000 che corrispondono a 100
secondi.
La parte del codice che riguarda la dichiarazione delle variabili e`:
HashMap<Long, HashMap<Short, Integer>> topologyStatistics =
new HashMap<Long, HashMap<Short, Integer>>();
Long time = new Date().getTime();
final long TIMEOUT_STATISTICS = 100000;
La parte modificata, riguarda la funzione compute che e` sta-
ta sostituita per adeguarla al formato utilizzato in precedenza. La
struttura dati restituita dalla funzione compute, e che rappresenta
le statistiche medie calcolate, vengono assegnate alla struttura dati
newTopologyStatistics. Subito dopo assegnamo questa alla
struttura dati topologyStatistics che la conservera` fino a che
verra` richiamata di nuovo la funzione compute. Successivamente
dichiariamo una nuova variabile newTime necessaria per calcolare
se e` scaduto il timeout oppure no. Infatti, se il tempo trascorso dal-
la creazione della variabile time a quella newTime e` superiore al
timeout, allora aggiorniamo il valore della variabile time con quel-
lo della variabile newTime. Inoltre stampiamo nella console una
stringa che ci da informazioni sul fatto che il timeout sia scaduto,
ed il nuovo istante temporale di inizio del timeout. La parte che
riguarda la modifica del codice si trova alla fine della funzione, ed e`
riportata di seguito:
HashMap<Long, HashMap<Short, Integer>> newtopologyStatistics
= nt.compute(time, topologyStatistics);
topologyStatistics = newtopologyStatistics;
Long newTime = new Date().getTime();
if ((newTime-time)>TIMEOUT_STATISTICS) {
time = newTime;
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log.debug("timeout statistics!");
}
3.3.9 classe PortStatistics.java
Questa classe di oggetti, serve per memorizzare le statistiche della
topologia, adattandosi a quelle dell’oggetto JSON fornite dal con-
troller. Questa classe viene richiamata all’interno del metodo
getStats della classe TopologyInstance.java. L’oggetto e`
composto da diverse variabili che rispecchiano le statistiche fornite
dal controller e sono:
• queueId: ovvero il numero della coda.
• transmitPackets: il numero dei pacchetti trasmessi.
• transmitBytes: il numero di byte trasmessi.
• transmitErrors: il numero di errori verificati in trasmis-
sione.
• portNumber: il numero di porta.
• time: l’istante in cui e` stata creata la statistica.
• node: il numero dello switch.
Nella classe oltre al metodo costruttore, vengono istanziati anche i
metodi necessari per leggere il contenuto dei campi della statistica, e
i metodi set per eventualmente settare o modificare dei campi della
statistica letta. Inoltre viene fatto l’override del metodo toString,
qualora sia necessario stampare in modo ordinato e leggibile il con-
tenuto della statistica. Il codice di questa classe e` riportato di seguito
ed e` incluso nel package
net.floodlightcontroller.topology:
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package net.floodlightcontroller.topology;
import java.util.Date;
public class PortStatistics {
private long queueId;
private long transmitPackets;
private long transmitBytes;
private long transmitErrors;
private long portNumber;
private long time;
private long node;
public PortStatistics (long node, long portNumber, long
queueId, long transmitPackets, long transmitBytes,
long transmitErrors) {
this.queueId=queueId;
this.transmitPackets=transmitPackets;
this.transmitBytes=transmitBytes;
this.transmitErrors=transmitErrors;
this.portNumber = portNumber;
this.node=node;
this.time = new Date().getTime();
}
public long getNodeId() {
return this.node;
}
public long getQueueId() {
return this.queueId;
}
public long getTransmitPackets() {
return this.transmitPackets;
}
public long getTransmitBytes() {
return this.transmitBytes;
}
public long getTransmitErrors() {
return this.transmitErrors;
}
public long getPortNumber() {
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return this.portNumber;
}
public long getTime() {
return this.time;
}
public void setQueueId(long queueId) {
this.queueId = queueId;
}
public void setTransmitPackets(long transmitPackets) {
this.transmitPackets = transmitPackets;
}
public void setTransmitBytes(long transmitBytes) {
this.transmitBytes = transmitBytes;
}
public void setTransmitErrors(long transmitErrors) {
this.transmitErrors = transmitErrors;
}
public void setPortNumber(long portNumber) {
this.portNumber = portNumber;
}
@Override
public String toString() {
return "Node id" + this.node + " | PortNumber: " +
this.portNumber +" | QueueId: " + this.queueId + "
| TransmitBytes: " + this.transmitBytes + " |
TransmitPackets: " + this.transmitPackets + " |
TransmitErrors: " + this.transmitErrors + " |
Time: " + this.time;
}
}
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Capitolo 4
Validazione algoritmo
4.1 Elementi del Framework
Per testare il funzionamento dell’intero sistema e` stato utilizzato un
Framework costituito dai seguenti elementi:
• Ambiente Mininet 2.1, nel quale e` stata creata una topologia
di riferimento.
• Switch virtuali Open vSwitch versione 1.9, presenti di default
all’interno dell’ambiente Mininet.
• Protocollo Openflow 1.0, l’unico attualmente supportato dal
controller Floodlight.
• controller Floodlight, in quanto, per le ragioni ampiamente
trattate, risulta essere il piu` efficiente e flessibile.
4.2 Topologia Mininet
Per testare il funzionamento dell’algoritmo proposto in questo lavoro
di tesi e` stato utilizzato l’ambiente Mininet per i vantaggi e le ca-
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ratteristiche ampiamente discussi in precedenza. Come prima cosa
e` stata importata all’interno di Virtualbox (versione 4.2.18 release
88780) la macchina virtuale preconfezionata contenente mininet 2.1
e basata sul sistema operativo Ubuntu Linux 13.04. Alla macchina
virtuale e` stata associata un’interfaccia di rete alla quale si puo` ac-
cedere tramite connessione SSH ed e` necessaria per la connessione
con il controller, come discusso nei precedenti capitoli. Dal terminale
dell’host controller si puo` accedere digitando:
sudo ssh -X mininet@192.168.56.10
dove 192.168.56.10 e` l’indirizzo che e` stato assegnato alla scheda di
rete di tipo “solo host” vbox0 dal server DHCP. Questa scheda di
rete consente proprio di accedere alla macchina virtuale dal termi-
nale. Una volta effettuato l’accesso alla macchina virtuale contenente
mininet, bisogna creare una topologia di rete con la quale potere ef-
fettuare tutti i test necessari al verificare l’effettivo funzionamento
dell’algoritmo proposto. La topologia di riferimento e` stata creata
con l’ausilio di uno script in Python cos`ı fatto:
from mininet.topo import Topo
import os
class Topo2( Topo ):
def __init__( self, ipbase = ’10.0.0.0/8’ ):
Topo.__init__( self )
h1 = self.addHost( ’h1’ )
h2 = self.addHost( ’h2’ )
h3 = self.addHost( ’h3’ )
h4 = self.addHost( ’h4’ )
s1 = self.addSwitch( ’s1’ )
s2 = self.addSwitch( ’s2’ )
s3 = self.addSwitch( ’s3’ )
s4 = self.addSwitch( ’s4’ )
self.addLink( h1, s1 )
self.addLink( h2, s2 )
self.addLink( h3, s3 )
self.addLink( h4, s4 )
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self.addLink( s1, s2 )
self.addLink( s1, s3 )
self.addLink( s2, s3 )
self.addLink( s2, s4 )
self.addLink( s3, s4 )
topos = { ’Topo2’: ( lambda: Topo2() ) }
Questo semplice script crea la topologia mostrata nella Figura4.1.
Figura 4.1: Topologia per i test
Questo script viene successivamente utilizzato per creare una topolo-
gia custom con mininet digitando da terminale:
sudo mn --custom Topo2.py --topo Topo2
--controller=remote,ip=<ip controller> --mac
La topologia avra` quindi la struttura dei nodi e dei link in accordo
con lo script; sara` gestita dal controller Floodlight che ha l’ indirizzo
IP specificato; i vari host e switch avranno dei MAC address sequen-
ziali (l’host h1 avra` indirizzo MAC 00:00:00:00:00:00:00:01
ecc. . . ).
Il passo successivo e` quello di aggiungere delle code a tutte le
interfacce in accordo con i meccanismi di gestione della QoS. Le
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code associate a ciascuna interfaccia avranno caratteristiche diffe-
renti a seconda del traffico. In particolare sono state implementate
le seguenti code:
• coda 0: sara` associata al traffico di tipo Best Effort ed avra` un
massimo bitrate di 20Mbit/s.
• coda 1: sara` associata al traffico di tipo VoIP ed avra` un
minimo bitrate di 10Mbit/s ed un massimo bitrate di 10Mbit/s.
Per implementare le code con queste caratteristiche, ricordando che
gli switch implementati (e che andiamo ad utilizzare) sono Open
vSwitch utilizziamo un altro script Python che, mediante un ciclo
for, assegna queste code a tutte le interfacce di tutti gli switch. In
particolare, viene utilizzato il comando ovs-vsctl (vedi paragrafo
Open vSwitch) che assegna a ciascuno switch le politiche scelte. Nel-
la parte iniziale dello script vengono richiesti i permessi di root per
eseguire lo switch; benche´ questo non sia necessario e` consigliato
poiche´ si va ad agire su porzioni di memoria delicati. Successiva-
mente, vengono eliminate eventuali code e QoS presenti nel database.
Successivamente lo script cerca tutti gli switch presenti nella topolo-
gia e le porte ad esso associato, e per ciascuna porta viene creata la
QoS, chiamata Topo2qos caratterizzata da due code come descritto
precedentemente.
Una volta avviato lo script, vengono create le code ed associate
a tutte le porte di tutte gli switch. Le code, oltre a svolgere un ruolo
fondamentale nella gestione della QoS, forniscono al controller delle
statistiche sulle stesse che verrano utilizzate successivamente dal con-
troller per rilevare eventuali flussi presenti su ciascuna interfaccia e
la loro portata. Come descritto in precedenza, mininet offre molti
vantaggi: con semplici script e` stato possibile creare una topologia di
rete complessa a piacere con il solo ausilio di una macchina virtuale.
Il passo successivo e` stato quello di connettere la rete implemen-
tata al controller floodlight che si occupera` di gestire la parte di
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controllo della rete. Lo script e` contenuto all’interno del pacchetto
floodlight-qos-beta ed e` costituito dal seguente codice [12]:
import os
import sys
import time
import subprocess
cmd = "ovs-vsctl -- --all destroy qos"
p = os.popen(cmd).read()
cmd = "ovs-vsctl -- --all destroy queue"
p = os.popen(cmd).read()
cmd = "ovs-vsctl show"
switches = []
for bn in brdgs:
sw = p[(bn+8):(bn+10)]
switches.append(sw)
ports = find_all(p,"Port")
print ports
prts = []
for prt in ports:
prt = p[(prt+6):(prt+13)]
if ’"’ not in prt:
print prt
prts.append(prt)
config_strings = {}
for i in range(len(switches)):
str = ""
sw = switches[i]
for n in range(len(prts)):
if switches[i] in prts[n]:
port_name = prts[n]
str = str+" -- set port %s qos=@Topo2qos" % port_name
config_strings[sw] = str
print config_strings
for sw in switches:
queuecmd = "sudo ovs-vsctl %s -- --id=@Topo2qos create qos
type=linux-htb queue=0=@q0,1=@q1 -- --id=@q0 create
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queue other-config:max-rate=20000000 -- --id=@q1 create
queue other-config:min-rate=10000000
other-config:max-rate=10000000"
q_res = os.popen(queuecmd).read()
print q_res
4.3 Parametri utilizzati in Floodlight
Nella fase di validazione dell’algoritmo e` stato messo a confronto
il funzionamento del controller allo stato dell’arte con l’algoritmo
sviluppato in questo lavoro di tesi. Per prima cosa, e` stata aggiun-
ta una porzione di codice all’interno del controller che permette di
scrivere su file, i vari valori registrati dal controller per poi poterli
spiegare e commentare. Inoltre sono stati settati opportunamente
i parametri introdotti nel precedente capitolo. I parametri settati
sono:
• TIMEOUT_STATISTICS: il parametro e` stato settato al valore
di 10 secondi. Questo poiche´ , essendo breve la durata delle
simulazioni, vogliamo che i pesi delle statistiche medie calcolate
convergano velocemente al valor medio effettivo.
• MIN_UPDATE_TIME: Il parametro e` stato settato al valore di
1 secondo. Questo poiche´ vogliamo registrare piu` statistiche
possibili, in virtu` della breve durata delle simulazioni e per
meglio catturare le variazioni di traffico.
• getWeight(portWeight, 50, “Kilobit”, 5): Poiche´
abbiamo lavorato con piccoli volumi di traffico, i parametri
settati nella funzione getWeight ci dicono che verra` assegnato
un peso pari a 5 per ogni 50 Kilobit di traffico. Questo poiche´
il traffico utilizzato nei test si basa su connessioni UDP a 60
Kbit/s, per simulare (indicativamente) delle chiamate VoIP.
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Nel caso in cui, ad esempio, avremo una sola chiamata su una
porta dello switch allora avremo un peso pari a 5, se ce ne
saranno due allora avremo un peso pari a 10 e cos`ı via.
• Nella classe LinkDiscoveryManager.java (del package
net.floodlightcontroller.linkdiscovery), sono stati
decrementati i valori relativi ai timeout degli LLDP. Questo
poiche´ si vuole che eventuali modifiche alla topologia vengano
rilevate il piu` velocemente possibile. In particolare, i valori
modificati sono:
– LINK_TIMEOUT = 6. Il valore di default era 35 (secon-
di).
– LLDP_TO_ALL_INTERVAL = 2. Il valore di default era
15 (secondi).
– LLDP_TO_KNOW_INTERVAL = 4. Il valore di default
era 20 (secondi).
La topologia utilizzata in mininet e` quella mostrata in precedenza.
Inoltre e` stato utilizzato il programma iperf per generare il traffico
ed il programma wireshark per analizzarlo.
4.4 Test 1
Nel primo test effettuato, l’host h4 ha svolto il ruolo di server per le
connessioni UDP con i client h3 ed h1. Per avviare le varie console
e` stato digitato da mininet il seguente comando:
mininet > xterm h1 h3 h4
Nell’host h4: e` stato avviato il server digitando il comando:
iperf -s -u -i 5
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In questo modo verranno stampati i risultati relativi al funziona-
mento ogni 5 secondi (-i 5). Nell’host h3: sono state avviate 4
connessioni UDP parallele da 60 Kbit/s con l’host h4 digitando il
comando:
iperf -c 10.0.0.4 -u -b 60K -P 4 -i 5
In questo modo l’host h3 avvia 4 connessioni UDP con l’host h4 che
ha indirizzo 10.0.0.4 e stampa i risultati ogni 5 secondi. Nell’host
h1: dopo circa 20 secondi viene avviata una connessione UDP da 60
Kbit/s con l’host h4 digitando il comando:
iperf -c 10.0.0.4 -u -b 60K -i 5
In questo modo l’host h1 avvia una connessione UDP con l’host h4
che ha indirizzo 10.0.0.4 e stampa i risultati ogni 5 secondi. Con
wireshark andiamo a catturare i pacchetti che transitano sull’inter-
faccia s3-eth4 che e` quella che collega lo switch s3 allo switch
s4. E` stata scelta proprio questa interfaccia poiche´, come detto in
precedenza, per l’algoritmo di Dijkstra implementato nativamente
nel controller, lo Shortest-Path che va dall’host h1 all’host h4 pas-
sa proprio attraverso lo switch s3. Ricordiamo che tecnicamente
il percorso attraverso lo switch s2 e` del tutto equivalente a quello
attraverso s3 e quindi andrebbe preferito qualora quest’ultimo sia
impegnato a processare un volume di traffico maggiore.
4.4.1 Funzionamento allo stato dell’arte
Allo stato dell’arte il controller attribuisce il peso 1 a tutti i link
a prescindere dal loro stato di utilizzazione. Una volta avviata la
connessione da h3 verso h4, su wireshark quello che si nota e`
proprio il volume di traffico generato e che viene inoltrato attraverso
l’interfaccia s3-eth4 diretta verso lo switch s4. Successivamente,
avviamo la connessione da h1 verso h4 e quello che notiamo sull’in-
terfaccia s3-eth4 e` proprio il volume di traffico generato da h1.
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Questo e` in accordo con quanto detto in precedenza e giustifica le
modifiche apportate al controller in questo lavoro di tesi. Infatti
poiche´ questa interfaccia e` gia` occupata dal traffico generato da h4,
sarebbe piu` efficiente se il traffico generato da h1 venisse indirizza-
to all’host h4 attraverso lo switch s2 che e` attualmente inattivo. I
risultati sono visibili dalla traccia wireshark registrata sull’inter-
faccia s3-eth4 mostrata nella Figura4.2:
Figura 4.2: Traccia wireshark su s3-eth4 allo stato dell’arte
Sull’asse delle ordinate e` bitrate del traffico attraverso l’interfaccia
s3-eth4. Sull’asse delle ascisse invece e` rappresentata l’evoluzione
temporale del traffico. Inizialmente non registriamo nessun traffico
attivo. Successivamente abbiamo un picco fino a 240 Kbit/s che cor-
risponde proprio alle 4 connessioni da 60 Kbit/s in parallelo avviate
da h3. Poco dopo registriamo un altro incremento fino a quota 300
Kbit/s dovuto al traffico generato da h1, proprio perche´ il traffico e`
stato diretto su quest’interfaccia. Dopo un po` di tempo, terminiamo
la sessione dell’host h3, e rimane attiva soltanto quella dell’host h1.
Dopo qualche secondo, terminiamo anche questa sessione di traffico
ed interrompiamo la simulazione.
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4.4.2 Funzionamento con l’algoritmo proposto
Per prima cosa, bisogna abilitare la QoS sul controller digitando sul
controller (nella directory dov’e` posizionato lo script):
sudo ./qosmanager2.py -e
A questo punto viene richiamato l’algoritmo di Dijkstra basato
sullo stato dei link, ovvero la funzione dijkstra_qos. In base
ai parametri scelti in precedenza e alle caratteristiche del traffico
simulato ci aspettiamo che:
• Il traffico da h3 verso h4, venga indirizzato attraverso gli
switch s3-s4 ed il peso associato a questo link, converga al
valore 20. Questo poiche´ abbiamo avviato 4 connessioni UDP
da 60 Kbit/s ed abbiamo scelto come parametri della funzione
getWeight un peso pari a 5 per ogni 50Kbit/s.
• Il traffico da h1 verso h4, venga indirizzato attraverso gli
switch s1-s2-s4. Questo poiche´, essendo il link da s3 ad
s4 occupato a processare del traffico e lo switch s2 invece
risulta inattivo, e` preferibile utilizzare quest’ultimo invece del
precedente.
• Analizzando con wireshark il traffico attraverso l’interfaccia
s3-eth4, l’unico traffico che vediamo e` quello dell’host h3,
ovvero le 4 connessioni UDP per un volume totale di circa
240 Kbit/s, mentre non abbiamo alcuna traccia del traffico
UDP generato da h1 poiche´, come detto in precedenza, e` stato
diretto verso un altro link.
I risultati che ci aspettavamo, sono confermati dalla Figura4.3.
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Figura 4.3: Traccia wireshark su s3-eth4 con l’algoritmo
Vediamo come varia il traffico istantaneo e quello medio associ-
ato all’interfaccia s3-eth4 nella Figura4.4: in rosso e` riportato il
traffico istantaneo rilevato dal controller ed utilizzato per il calcolo
delle statistiche. Come possiamo ben notare, il controller riesce a
misurare con un ottimo margine di precisione il traffico attivo sul-
l’interfaccia analizzata. In blu e` riportato il traffico medio rilevato
dal controller e con il quale andiamo a calcolare il peso dei link. Si
nota che la funzione media converge lentamente al suo valore medio
anche se, grazie alla funzione gradino, il peso del link corretto, viene
raggiunto molto prima.
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Figura 4.4: Andamento traffico istantaneo e medio su s3-eth4
I risultati che mostrano come evolve il peso del link, sono mostrati
in Figura4.5:
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Figura 4.5: Evoluzione peso dell’interfaccia s3-eth4
Come possiamo ben notare, il peso dei link evolve con lo stesso an-
damento del peso medio del link, ma poiche´ si tratta di una funzione
a gradino, il peso corretto viene raggiunto in anticipo. Come ulterio-
re conferma, andiamo a controllare come variano le informazioni sul
percorso a costo minimo fornito dal controller per quanto riguarda i
percorsi da h1 ad h4 e da h3 ad h4. Per controllare qual’e` il per-
corso a costo minimo, ricorriamo ancora una volta alle REST API
del controller Floodlight che e` in grado di fornirci in modo chiaro le
informazioni ricercate. In particolare seguendo una certa sintassi, e`
possibile richiedere al browser un percorso specifico. Nella fattispecie
se vogliamo vedere lo shortest path da h1 ad h4 andremo a digitare
nel browser:
http://localhost:8080/wm/topology/route/
00:00:00:00:00:00:00:01/1/00:00:00:00:00:00:00:04/1/json
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In pratica verra` restituito l’intero percorso dalla porta s1-eth1
( 00:00:00:00:00:00:00:01/1) alla quale e` connesso h1 al-
la porta s4-eth1 (00:00:00:00:00:00:00:04/1) alla quale e`
connesso h4. Un potenziale risultato e` il seguente:
[{"switch":"00:00:00:00:00:00:00:01","port":1},
{"switch":"00:00:00:00:00:00:00:01","port":2},
{"switch":"00:00:00:00:00:00:00:02","port":2},
{"switch":"00:00:00:00:00:00:00:02","port":4},
{"switch":"00:00:00:00:00:00:00:04","port":2},
{"switch":"00:00:00:00:00:00:00:04","port":1}]
Che e` proprio l’elenco delle interfacce che forniscono il percorso a
costo minimo. Per quanto riguarda il percorso da h1 ad h4 ci aspet-
tiamo che cambi non appena viene raggiunto un peso maggiore di 1
sul link che va da s3 ad s4. Infatti analizzando i risultati mostrati
nella Figura4.6, possiamo notare come variano le informazioni sul
percorso.
Figura 4.6: Evoluzione del percorso da s1 ad s4
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I risultati illustrati vanno interpretati come segue: dove il grafico
vale 3, allora il percorso a costo minimo passa attraverso lo switch
s3; dove il grafico vale 2, allora il percorso a costo minimo passa
attraverso lo switch s2. Come possiamo notare dal grafico, inizial-
mente il percorso a costo minimo e` attraverso lo switch s3, ma non
appena il peso del link oltrepassa la soglia, il percorso da preferire e`
quello attraverso lo switch s2. Inoltre possiamo notare che le infor-
mazioni sul percorso a costo minimo vengono aggiornate con qualche
secondo di ritardo rispetto alla variazione di peso del link, ma cio` e`
semplicemente dovuto ai normali tempi di processamento e di ese-
cuzione della logica. Come ultima cosa andiamo a controllare come,
e se, variano le informazioni relative al costo minimo da h3 ad h4.
In prima analisi ci aspettiamo che il percorso rimanga invariato visto
il traffico registrato sulla porta s3-eth4 con wireshark, invece se
andiamo a controllare le informazioni fornite dal controller, quello
che andiamo ad ottenere e` mostrato nella Figura4.7:
Figura 4.7: Evoluzione del percorso da s3 ad s4
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Il grafico appare praticamente identico al precedente, ma e` stato
ottenuto richiedendo al controller lo shortest path da h3 ad h4
all’indirizzo:
http://localhost:8080/wm/topology/route/
00:00:00:00:00:00:00:03/1/00:00:00:00:00:00:00:04/1/json
Dove il grafico vale 3, allora lo shortest path e` quello attraverso gli
switch s3 ed s4. Dove il grafico vale 2 invece lo shortest path e` quello
attraverso gli switch s3-s2-s4. In pratica vengono modificate le
informazioni sul percorso a costo minimo in modo tale che, qualora
venga avviata una nuova connessione dall’host h3 all’host h4, venga
scelto il percorso attraverso lo switch s2.
4.5 Test 2
In questo test vogliamo valutare l’effettivo funzionamento dell’algo-
ritmo nel caso in cui vogliamo installare dei path per la QoS in diversi
contesti. La topologia presa in esame e` sempre quella presentata ad
inizio capitolo. Le statistiche per il calcolo del peso dei link, questa
volta, si basano sui dati letti dalla coda 1. Questo poiche´ abbiamo
scelto di dedicare questa coda al traffico privilegiato, mentre il traf-
fico “Best Effort” verra` inoltrato sulla coda 0. La situazione e` la
seguente:
• Vengono create delle policy che garantiscono, da h3 ad h4, un
path per trasmettere il traffico UDP sulla coda 1. Per fare cio`,
una volta che e` stata abilitata la QoS dal controller, installiamo
la policy con il comando:
sudo ./qospath2.py -a -S 10.0.0.3 -D 10.0.0.4
-N 3to4_q1 -J ’{"eth-type":"0x0800","protocol":"17",
"queue":"1"}’
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• h3 inizia a trasmettere del traffico UDP (1 Mbit/s) verso l’host
h4.
• Vengono create delle policy che garantiscono, da h1 ad h4, un
path per trasmettere il traffico UDP sulla coda 1. Per fare cio`,
una volta che e` stata abilitata la QoS dal controller, installiamo
la policy con il comando:
sudo ./qospath2.py -a -S 10.0.0.1 -D 10.0.0.4
-N 1to4_q1 -J ’{"eth-type":"0x0800","protocol":"17",
"queue":"1"}’
4.5.1 funzionamento allo stato dell’arte
Allo stato dell’arte, ovvero con il controller che assegna il peso 1 a
tutti i link indipendentemente dallo stato di occupazione delle code,
il path che viene istallato da h3 ad h4 e` attraverso gli switch s3
ed s4. Invece, il path che viene istallato da h1 ad h4, e` attraver-
so gli switch s1-s3-s4. Questa soluzione risulta essere sub-ottima,
poiche´ istallare il path attraverso gli switch s1-s2-s4 sarebbe risul-
tato piu` conveniente (essendo lo switch s2 inutilizzato). I risultati
di questo test sono mostrati in Figura4.8.
103
i
i
“tesi” — 2014/2/8 — 9:27 — page 104 — #110 i
i
i
i
i
i
Figura 4.8: Policy installate sul controller allo stato dell’arte
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Come possiamo ben vedere inizialmente sono state istallate le
policy relative al path h1-h3 e poi quelle relative al path Come
ulteriore conferma di questo risultato, la Figura4.9 mostra il traffico
catturato con wireshark sull’interfaccia s3-eth4, ovvero quella che
collega s3 ad s4: inizialmente infatti abbiamo il traffico generato
da h3 (1 Mbit/s) al quale, successivamente, va ad aggiungersi quello
generato da h1 (1 Mbit/s).
Figura 4.9: Traffico catturato sull’interfaccia s3-eth4
4.5.2 funzionamento con l’algoritmo proposto
L’algoritmo proposto supera questa limitazione poiche´, istallando le
regole relative al path da h3 ad h4, una volta che il link e` occupato
il suo peso cresce e quindi il path migliore diventa quello attraverso
lo switch s2. Infatti, come mostrato in Figura4.10, le policy per il
path da h1 ad h4 verranno istallate sugli switch s1-s2-s4.
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Figura 4.10: Policy installate sul controller grazie all’algoritmo
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Ad ulteriore conferma del funzionamento, la Figura4.11 mostra
il traffico catturato sull’interfaccia s3-eth4 e si puo` notare che e`
presente solamente un flusso di 1 Mbit/s, ovvero quello proveniente
da h3.
Figura 4.11: Traffico catturato sull’interfaccia s3-eth4
La Figura4.12 mostra invece che il traffico generato da h1 e` sta-
to effettivamente inoltrato attraverso l’interfaccia s1-eth2, proprio
come ci aspettavamo.
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Figura 4.12: Traffico catturato sull’interfaccia s1-eth2
4.6 Test 2 bis
In riferimento al test precedente poniamo adesso il caso in cui sia
per primo l’host h1 a richiedere un path verso l’host h4 e successi-
vamente sia l’host h3 a richiedere un path verso l’host h4.
4.6.1 funzionamento allo stato dell’arte
Allo stato dell’arte, il funzionamento rimane analogo al caso prece-
dente ovvero: il path da h1 ad h4 verra` installato attraverso gli
switch s1-s3-s4; cos`ı come il path da h3 ad h4 verra` installato
attraverso gli switch s3-s4. Come conferma di quanto appena det-
to, sia il traffico proveniente da h1 (prima) sia il traffico proveniente
da h3 (dopo) verranno inoltrati attraverso l’interfaccia s3-eth4,
come dimostra la Figura4.13.
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Figura 4.13: Traffico catturato sull’interfaccia s3-eth4
4.6.2 funzionamento con l’algoritmo proposto
Con l’algoritmo proposto, il path attraverso gli switch s1-s3-s4 e`
occupato dal traffico UDP tra h1 ed h4, come mostrato in Figura4.14.
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Figura 4.14: Traffico catturato sull’interfaccia s3-eth4
Quando h3 richiede un path verso l’host h4 esso verra` installato
attraverso gli switch s3-s2-s4 poiche´ quest’ultimo risulta essere il
piu` conveniente. I risultati, sono mostrati in Figura4.15:
110
i
i
“tesi” — 2014/2/8 — 9:27 — page 111 — #117 i
i
i
i
i
i
Figura 4.15: Policy installate sul controller grazie all’algoritmo
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Ad ulteriore conferma di quanto appena detto, ci aspettiamo che il
traffico da h3 ad h4 (1 Mbit/s), venga inoltrato attraverso l’inter-
faccia s3-eth3, ovvero l’interfaccia che connette s3 ad s2, proprio
come mostrato nella Figura4.16
Figura 4.16: Traffico catturato sull’interfaccia s3-eth3
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4.7 Test 3
In questo test, la situazione e` simile alle precedenti e vogliamo met-
tere ancora in evidenza la capacita` dell’algoritmo proposto di scegliere
ancora una volta il percorso piu` conveniente in base allo stato di
occupazione delle code. La situazione e` la seguente:
• Creiamo delle policy che garantiscono, da h2 ad h4, un path
per trasmettere il traffico UDP sulla coda 1. Per fare cio`, una
volta che e` stata abilitata la QoS dal controller, installiamo la
policy con il comando:
sudo ./qospath2.py -a -S 10.0.0.2 -D 10.0.0.4
-N 2to4_q1 -J ’{"eth-type":"0x0800","protocol":"17",
"queue":"1"}’
• Creiamo delle policy che garantiscano, da h3 ad h4, un path
per trasmettere il traffico UDP sulla coda 1. Per fare cio`, una
volta che e` stata abilitata la QoS dal controller, installiamo la
policy con il comando:
sudo ./qospath2.py -a -S 10.0.0.3 -D 10.0.0.4
-N 3to4_q1 -J ’{"eth-type":"0x0800","protocol":"17",
"queue":"1"}’
• L’host h2 avvia una connessione UDP da 1 Mbit/s con l’host
h4.
• L’host h3 avvia una connessione UDP da 2 Mbit/s con l’host
h4.
4.7.1 funzionamento allo stato dell’arte
Il traffico dell’host h2 e` mostrato in Figura4.17.
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Figura 4.17: Traffico catturato sull’interfaccia s2-eth4
A questo punto richiediamo un path da h1 verso h4 ed iniziamo
a trasmettere un traffico UDP (pari a 1 Mbit/s); il percorso che
viene istallato da h1 ad h4 e` attraverso gli switch s1-s3-s4 come
confermato dalla Figura4.18 che mostra il traffico proveniente da h3
(pari a 2 Mbit/s) al quale va a sommarsi, successivamente, il traffico
proveniente da h1 (pari a 1 Mbit/s).
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Figura 4.18: Traffico catturato sull’interfaccia s3-eth4
4.7.2 funzionamento con l’algoritmo proposto
Con l’algoritmo proposto, il path da h1 verso h4, viene installato
attraverso gli switch s1-s3-s4, poiche´ il link e` occupato da un
traffico minore rispetto a quello attraverso gli switch s1-s2-s4; Le
policy istallate sono mostrate in Figura4.19:
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Figura 4.19: Policy installate sul controller grazie all’algoritmo
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Ad ulteriore conferma di quanto appena detto, analizziamo il
traffico sulle varie interfacce. Il traffico da h2 verso h4 lo misuriamo
sull’interfaccia s2-eth4 e sara` pari ad 1 Mbit/s, al quale andra`
a sommarsi il traffico proveniente da h1 (pari a 1 Mbit/s), come
mostrato in Figura4.20.
Figura 4.20: Traffico catturato sull’interfaccia s2-eth4
Il traffico da h3 verso h4 lo misuriamo sull’interfaccia s3-eth4 e
sara` pari a 2 Mbit/s come mostrato in Figura4.21.
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Figura 4.21: Traffico catturato sull’interfaccia s3-eth4
4.8 Test funzione getMeanStats
In questo test abbiamo messo alla prova l’utilita` della funzione
getMeanStats nel calcolo del peso medio di un link. Come detto
nel precedente capitolo, questa funzione e` implementata per evitare
che dei picchi improvvisi di traffico producano un peso del link molto
diverso da quello che e` il suo valor medio. In pratica potrebbe ac-
cadere che, quando andiamo a richiedere un path per la QoS che
attraversa un certo link, un picco renda “sconveniente” questo per-
corso. Per provare questo concetto e` stata focalizzata l’attenzione
su una particolare interfaccia, ed e` stato generato un traffico con le
seguenti caratteristiche:
• Una connessione UDP da 60 Kbit/s dell’intera durata della
simulazione.
• Delle connessioni UDP di banda, intervalli e durata pseudo-
casuale. Lo scopo di questo traffico e` appunto generare dei
picchi di traffico.
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Inoltre, vale la pena ricordare che, i parametri impostati per questa
simulazione sono gli stessi introdotti ad inizio capitolo. Il profilo di
traffico catturato tramite wireshark e` rappresentato nella Figura4.22
e mostra proprio un certo traffico medio con dei picchi di durata ed
entita` diversa.
Figura 4.22: Traffico istantaneo catturato con wireshark
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Il profilo del traffico istantaneo e di quello medio (calcolato mediante
la funzione getMeanStats) registrato dal controller e` rappresenta-
to nella Figura4.23 e mostra un andamento del tutto analogo a quello
effettivo registrato mediante wireshark direttamente sull’interfaccia.
Figura 4.23: Traffico istantaneo e medio registrato dal controller
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Come possiamo ben notare, il traffico medio si mantiene sempre
intorno allo stesso valore proprio grazie alla funzione getMeanStats,
e non e` condizionato dai vari picchi di traffico. Inoltre mantiene lo
stesso valore anche il peso associato all’interfaccia presa in esame,
proprio come mostrato nella Figura4.24.
Figura 4.24: Evoluzione temporale del peso del link sull’interfaccia
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4.9 Test isolamento code
Nell’ottica della QoS, un requisito fondamentale e` quello dell’iso-
lamento delle code ovvero: qualora in una coda specifica vengano
violate le condizioni imposte dalla stessa in termini di rate mas-
simo consentito, allora i pacchetti che verranno ad essere scartati
devono essere solamente quelli relativi alla stessa. L’altra coda quin-
di, se rispetta le condizioni imposte, continuera` a funzionare senza
alcun problema. Per dimostrare questo concetto, abbiamo apportato
delle modifiche alla topologia considerata in precedenza. La nuova
topologia in esame e` mostrata nella Figura4.25.
Figura 4.25: Topologia considerata in questo test
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La sequenza delle operazioni e` la seguente:
• Creiamo delle policy che garantiscono, da h3 ad h4, un path
per trasmettere il traffico UDP sulla coda 1. Per fare cio`, una
volta che e` stata abilitata la QoS dal controller, installiamo la
policy con il comando:
sudo ./qospath2.py -a -S 10.0.0.3 -D 10.0.0.4
-N 3to4_q1 -J ’{"eth-type":"0x0800","protocol":"17",
"queue":"1"}’
• Creiamo delle policy che garantiscano, da h5 ad h2, un path
per trasmettere il traffico UDP sulla coda 0. Per fare cio`, una
volta che e` stata abilitata la QoS dal controller, installiamo la
policy con il comando:
sudo ./qospath2.py -a -S 10.0.0.5 -D 10.0.0.2
-N 5to2_q0 -J ’{"eth-type":"0x0800","protocol":"17",
"queue":"0"}’
Il risultato delle policy istallate e` mostrato in Figura4.26.
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Figura 4.26: Policy installate in questo test
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Una volta che abbiamo istallato le policy, avviamo i server sugli host
h2 e h5 digitando il comando:
ifconfig -s -u -i 5
Per quanto riguarda i client invece, l’host h3 avviera` una connessione
da 5 Mbit/s che non supera la capacita` della coda. Come risultato
quindi ci aspettiamo di non avere nessuna perdita sulla coda 1. La
connessione viene creata digitando il comando:
ifconfig -c 10.0.0.4 -u -b 5M -i 5 -t 300
L’host h5, invece, avviera` una connessione da 50 Mbit/s che su-
pera la capacita` della coda. La connessione viene creata digitando il
comando:
ifconfig -c 10.0.0.2 -u -b 50M -i 5 -t 300
Come risultato ci aspettiamo quindi di registrare delle perdite di
pacchetti sulla coda 0. Abbiamo analizzato il traffico sulla porta
s3-eth4 differenziando il traffico proveniente dall’host h3 inoltrato
sulla coda 1, ed il traffico proveniente dall’ host h5 inoltrato sulla
coda 0. L’andamento del traffico sulle due code e` mostrato nella
(Figura4.27).
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Figura 4.27: Traccia wireshark del traffico proveniente da h3
Abbiamo analizzato inoltre il traffico sull’interfaccia s2-eth1
rappresentato in (Figura4.28)
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Figura 4.28: Traccia wireshark del traffico proveniente da h3
sull’interfaccia s2-eth1
Poiche´ entrambi le connessioni saranno dirette attraverso l’interfac-
cia s3-eth4, andremo a memorizzare le statistiche riguardanti i
pacchetti persi sia sulla coda 0 che sulla coda 1. Il risultato che
ci aspettiamo e` di 0 errori sulla coda 1 (Figura4.29) ed un numero
diverso da 0 di errori sulla coda 0 (Figura4.30).
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Figura 4.29: Errori sulla coda 1 dell’interfaccia s3-eth4
Figura 4.30: Errori sulla coda 0 dell’interfaccia s3-eth4
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Per quanto riguarda invece gli errori, sempre sulla coda 0 ma
sull’interfaccia s2-eth1, quello che ci si aspetta e` che non si abbia
nessuna perdita poiche´ si sono gia` registrate all’uscita della prima
interfaccia. I risultati sono confermati dalla Figura4.31.
Figura 4.31: Errori sulla coda 0 dell’interfaccia s2-eth1
Grazie a questo test e` stato possibile confermare quanto ci aspettava-
mo (e desideravamo) dal funzionamento delle code, che garantiscono
quindi un perfetto isolamento tra loro.
4.10 Risultati
I risultati dei test dimostrano i vantaggi di questo nuovo approc-
cio nei confronti della logica standard. In particolare nel “Test1”,
mentre di default il peso di un link rimane invariato al crescere del
traffico che lo attraversa, con l’algoritmo proposto il peso del link
aumenta gradualmente “costringendo” una seconda connessione, che
debba attraversare lo stesso link, a scegliere un percorso alternativo
che abbia un peso minore. Nel “Test2” e “Test2bis” viene mostrato
come questo nuovo approccio fornisca un enorme contributo qualora
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si debbano installare dei path “statici” per la qualita` del servizio.
Infatti, mentre di default puo` accadere che vengano installate delle
policy (da due sorgenti differenti e per la stessa destinazione) sulle
stesse interfacce degli switch, con l’algoritmo proposto questo non si
verifica poiche´, se la coda di un’interfaccia e` gia` occupata a proces-
sare del traffico, il peso associato a questo link crescera`, rendendolo
meno conveniente rispetto ad un percorso nel quale il volume di traf-
fico e` inferiore. Nel “Test3” viene mostrato come, in presenza di due
link con del traffico attivo, ma di volume diverso, l’algoritmo imple-
mentato porta alla scelta di quello con un volume di traffico minore
garantendo quindi, anche in questo caso, una migliore utilizzazione
delle risorse. Per quanto riguarda il test relativo al compito svolto
dalla funzione per il calcolo del peso medio, e` stato dimostrato come,
in presenza di picchi di traffico all’uscita di un’interfaccia, il peso
del link rimane stabile nei confronti di queste fluttuazioni. Infine,
nel test riguardante l’isolamento delle code, e` stato dimostrato che,
qualora si verifichino delle perdite su una coda, cio` non ha impatto
sulle prestazioni delle altre code, garantendo un perfetto isolamento
tra i vari flussi.
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Conclusioni
L’obiettivo iniziale di questo lavoro di tesi, era quello di progettare
un algoritmo di routing differenziato in ambiente SDN. E` stato anal-
izzato, inizialmente, il problema che ha portato all’introduzione del-
l’architettura SDN e sono stati descritti gli elementi architetturali
che la compongono (controller, protocollo Openflow, Open vSwitch).
E` stato preso in esame il controller Floodlight e sono state anal-
izzate le funzionalita` relative all’algoritmo di routing per il calco-
lo degli Shortest-Path. Di default, l’algoritmo, assegna un peso
costante (pari a 1) a tutti i link della topologia, indipendentemente
dai parametri che caratterizzano la rete. Questo approccio, non ri-
flette la logica degli algoritmi di tipo Link-State, secondo la quale
ciascun link puo` avere un peso diverso a seconda di certi parametri.
Per questo motivo, e` stato progettato ed implementato un algorit-
mo che, partendo dalle statistiche associate ai link della topologia,
permette di calcolare un peso variabile a seconda del traffico medio
attivo su ciascun link. I test effettuati dimostrano che, grazie a
questo nuovo approccio, e` possibile bilanciare il traffico all’interno
della topologia, sfruttando al meglio le risorse di rete . Inoltre le
applicazioni per la creazione delle policy per la qualita` del servizio,
permettono di ottenere un isolamento tra i flussi grazie alle code
implementate negli switch, garantendo quindi un miglioramento in
termini prestazionali del traffico privilegiato.
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