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While phase transitions between magnetic analogs of three states of matter — a long-range ordered state,
paramagnet, and spin liquid — have been extensively studied, the possibility of “liquid-liquid” transitions,
namely, between different spin liquids, remains elusive. By introducing the additional Ising coupling into the
honeycomb Kitaev model with bond asymmetry, we discover that the Kitaev spin liquid turns into a spin-
nematic quantum paramagnet before a magnetic order is established by the Ising coupling. The quantum phase
transition between the two liquid states accompanies a topological change driven by fractionalized excitations,
the Z2 gauge fluxes, and is of first order. At finite temperatures, this yields a persisting first-order transition line
that terminates at a critical point located deep inside the regime where quantum spins are fractionalized. It is
suggested that similar transitions may occur in other perturbed Kitaev magnets with bond asymmetry.
Quantum spin liquids (QSLs) have been the subject of great
interest since Anderson’s inspiring proposal [1]. In QSLs, lo-
calized spins do not solidify into a long-range magnetic order
even at zero temperature (T ) despite strong interactions, anal-
ogous to a quantum fluid state of liquid helium. The inten-
sively discussed candidates include some organic salts [2–4]
and transition metal compounds [5–7] with geometric frus-
tration. QSLs have brought rich physics as done by liquid he-
lium. For instance, topological orders need to be introduced to
characterize gapped QSLs [8, 9], in which fractionalization of
quantum spins yields excitations with emergent statistics [10].
For certain gapless QSLs, emergent fermionic excitations can
be regarded as a hallmark, which has motivated to investigate
asymptotic low-T behavior of the specific heat and thermal
conductivity [11, 12].
In his seminal work [13], Kitaev proposed the canonical
model of QSLs. This simple S = 1/2 model with bond-
dependent interactions provides exact realizations of QSLs
with topological order and fractional excitations [13]. By in-
troducing Majorana fermions, it can be shown that the ground
state is a Z2 QSL either gapped or gapless depending on the
exchange parameters [14]. Moreover, exchange interactions
in some transition metal compounds with strong spin-orbit
coupling may be dominated by the Kitaev-type ones [15].
The exact solvability enables us to examine experimentally-
accessible properties at both zero and finite T [16–24], provid-
ing a good starting point to understand QSLs and transitions
into different phases.
To compare against candidate materials, such as iri-
dates [25, 26] and α-RuCl3 [27, 28], it is essential to in-
clude residual interactions to study the competition between
the Kitaev QSL and magnetically ordered phases [29–40].
This interest has created intense research activities to identify
a trace of the Kitaev QSL at finite temperature in a system
whose ground state is on the ordered side though close to the
QSL [39–42]. However, as exemplified by the quantum Hall
states, a phase bordering on the QSL is not limited to magnet-
ically ordered states but can be another liquid-like state. Nev-
ertheless, such a magnetic analog of a “liquid-liquid (LL)”
transition remains elusive in the context of the Kitaev model,
not to mention its signature at finite temperatures.
In this Letter, we present for the first time an extension
of the Kitaev model undergoing a topological LL transition
at T = 0, and discuss the finite-T phase diagram from the
standpoint of fractionalization of quantum spins. Specifically,
we consider the honeycomb-lattice Kitaev model with bond
asymmetry by adding the Ising interaction. We find that the
competition between the Kitaev QSL and the magnetically or-
dered phases in this model gives rise to a new intermediate
liquid-like state. We show that the new nonmagnetic state is
well described by a spin-nematic wavefunction without topo-
logical order. The phase diagram is obtained by using comple-
mentary methods: numerical calculations for finite-size clus-
ters, the mean-field (MF) approximation, and the analyses of
effective models. We show that the topological LL (i.e., QSL-
nematic) transition is discontinuous, and the first-order tran-
sition line persists at finite T , terminating at a critical point.
The LL transition is driven by the fractionalized excitations,
Z2 gauge fluxes, and the critical point locates deep inside the
low-T peculiar paramagnet, dubbed “fractionalized paramag-
net,” which is set apart from the conventional paramagnet by
a crossover driven by the spin fractionalization [19].
We consider the Hamiltonian given by
H = −
∑
γ=x,y,z
∑
〈 jk〉γ
Jγσ
γ
jσ
γ
k − JI
∑
〈 jk〉
σzjσ
z
k, (1)
where σx,y,zj denotes Pauli matrices representing the S = 1/2
spin at site j, Jγ is the Kitaev interaction on the γ-bond 〈 jk〉γ
of the honeycomb lattice [see Fig. 1(a)], and JI > 0 is the
ferromagnetic Ising coupling for all the nearest neighbors
(NNs); we call this the Kitaev-Ising model. We investigate
not only the isotropic case Jx = Jy = Jz [43] but also the
range of anisotropy covering both gapped and gapless QSL
regimes. Hereafter, we parametrize the Kitaev interactions as
Jx = 1−2α/3 and Jy = Jz = α/3 taking Jx + Jy + Jz = 1 as the
unit of energy (Jγ ≥ 0). For JI = 0, the gapless-gapped phase
boundary is located at α = 3/4 [Fig. 1(b)].
We investigate the phase diagram of the model in Eq. (1)
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FIG. 1. (a) 24-site cluster of the honeycomb lattice with periodic boundary conditions, where blue, green, and red lines represent x-, y-, and z-
bonds, respectively. The six-site loop with the dashed line represents Wp = σz1σ
y
2σ
x
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z
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x
6. (b) Ground-state phase diagram of the pure Kitaev
model on the basal plane of Jx + Jy + Jz = 1. The α- and the vertical axes parametrize the bond asymmetry (see the text) and JI , respectively. (c)
Ground-state phase diagram of the Kitaev-Ising model obtained by the ED at T = 0. The circles represent the phase boundary determined by
the peaks of −JId2E/dJ2I (see Fig. 2). The dashed-dotted line shows the asymptotic phase boundary, JI = J2y J2z /(16J3x ), between the Kitaev and
the spin-nematic liquids in the large-Jx limit. The small arrow on the vertical axis indicates the Ising transition point JI = 0.3258(1) for α = 0
(see the text). The solid (dotted) line shows the first- (second-)order phase boundary in the MF approximation. (d) Finite-T phase diagram
at α = 0.7 obtained by the TPQ state approach in the 24-site cluster in (a). The intensity map shows −JId2F/dJ2I , the peaks of which imply
the phase boundaries. The circles represent the peaks of the specific heat (see Fig. 3) and the hatched area corresponds to the fractionalized
paramagnetic regime.
by several complementary methods. One is the numerical cal-
culations of a small-size cluster: we perform the exact diago-
nalization (ED) at T = 0 and the thermal pure quantum (TPQ)
state approach for T > 0 [44–46] for the 24-site cluster shown
in Fig. 1(a). We also perform the MF calculation following
Ref. [43], which is based on a Majorana fermion representa-
tion of Eq. (1) [47–49],
H = −i
∑
γ=x,y
∑
〈 jk〉γ
Jγc jck + Jz
∑
〈 jk〉z
c jckc¯ jc¯k + JI
∑
〈 jk〉
c jckc¯ jc¯k, (2)
where c and c¯ represent Majorana operators, and j and k de-
note sites on different sublattices represented by filled and
open circles, respectively, in Fig. 1(a). For JI = 0, the Ma-
jorana fermions c¯ are localized on z bonds giving rise to the
static Z2 gauge fluxes, which commute with H [13]; e.g.,
Wp = σz1σ
y
2σ
x
3σ
z
4σ
y
5σ
x
6 = c¯2c¯3c¯5c¯6 [see Fig. 1(a)]. In addi-
tion, we analyze two effective models derived in appropriate
limits, which provide complementary information on the ther-
modynamic limit.
Figure 1(c) shows the ground-state phase diagram obtained
by the ED method on the (α, JI) plane corresponding to the
shaded plane in Fig. 1(b) [50]. The QSL remains stable up
to nonzero JI , and a ferromagnetic phase appears for large
enough JI as expected. Remarkably, however, we find another
nonmagnetic phase between the QSL and the ferromagnetic
phase. Figure 2(a) shows the JI-derivative of the ground state
energy, −dE/dJI , evaluated with the ED calculation at α =
0.7. It shows steeper slopes around JIc1 ∼ 0.01 and JIc2 ∼
0.1, which can be more clearly seen as peaks in −JId2E/dJ2I
[Fig. 2(b)]. Such peaks are known to be a good indicator of
a phase transition even in small-size cluster calculations [29],
suggesting three phases separated by transitions at JIc1 and
JIc2.
To characterize these phases, first we calculate the mean
square of magnetization 〈m2〉 = 〈[(1/N) ∑i σzi ]2〉 and W =|〈Wp〉|. For JI = 0, the exact ground state corresponds to
W = 1, while 〈m2〉 → 1 is expected as JI → ∞ because
of the ferromagnetic order. The JI dependences of 〈m2〉 and
W for α = 0.7 are presented in Fig. 2(c). W abruptly decreases
from 1 to 0 around JIc1 with increasing JI , which implies that
the topological order is lost at JI = JIc1, whereas the rapid
increase of 〈m2〉 around JIc2 implies the onset of the ferro-
magnetic long-range order. The Majorana fermion MF calcu-
lations yield qualitatively similar results [Figs. 2(e)–2(g)], and
the topology of the MF phase diagram is the same as the ED
results [Fig. 1(c)]. Hence, neither W nor 〈m2〉 can fully char-
acterize the intermediate phase in the range JIc1 < J < JIc2.
To clarify the nature of the intermediate phase, a key obser-
vation is that the new phase is widely extended in the small α
regime (Jx  J⊥ ≡ Jy = Jz), as shown in Fig. 1(c). This sug-
gests that one can derive an effective model in the anisotropic
limit. As Kitaev demonstrated [13], such a large-Jx effective
model for JI = 0 is the toric code appearing at the fourth
order in J⊥, which acts on the low-energy subspace spanned
by direct products of |→ j→k〉 and |← j←k〉 defined on each x-
dimer 〈 jk〉x, where |→〉 and |←〉 are the eigenstates of σx with
eigenvalues +1 and −1, respectively. For small nonzero JI ,
the leading O(JI) contribution is to mutually flip |→ j→k〉 and
|← j←k〉 on each x dimer due to the operator σzjσzk. Thus, to
O(J4⊥/J3x , JI), the effective Hamiltonian is the toric code in an
effective transverse field. This perturbative argument suggests
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FIG. 2. (a)–(d) Ground state properties at α = 0.7 obtained with
the ED in the 24-site cluster shown in Fig. 1(a): (a) the first and (b)
the second derivatives of the ground state energy in terms of JI , (c)
mean square of the magnetization 〈m2〉 and the flux density W, and
(d) the dimensionless measures of kinetic energy of the Majorana
fermions c¯, 〈K¯x〉, 〈K¯y〉, 〈K¯〉 = 〈K¯x〉 + 〈K¯y〉, and the squared fidelity
FsqN (see the text). (e)–(h) Majorana fermion MF results for the same
or related observables (except for FsqN ) for α = 0.5: (e) −dE/dJI , (f)−JId2E/dJ2I , (g) 〈m〉 = (1/N)
∑
i〈σzi 〉 and 〈η〉 = (2/N)
∑
〈i j〉z 〈c¯ jc¯k〉,
and (h) 〈K¯x〉, 〈K¯y〉, and 〈K¯〉. We note W ≈ 〈η〉2 in the MF approxima-
tion because of the relation Wp = ηrηr′ for each plaquette p [47–49],
where r, r′ represent two z bonds of the plaquette p.
that the instability of the gapped QSL for large Jx leads to a
different ground state well approximated by
|ψN〉 =
∏
〈 jk〉x
1√
2
(
|→ j→k〉 + |← j←k〉
)
, (3)
which has no magnetic moment but has a spin quadrupole
moment constructed from the tensor operator σαjσ
β
k (α, β =
x, y, z) for each x-bond 〈 jk〉x, and hence is called the spin-
nematic state [51]. Here, 〈ψN|σyjσyk |ψN〉 = −1 on the x bonds
〈 jk〉x despite the absence of the interaction of σyjσyk on the
corresponding x bonds in the Hamiltonian in Eq. (1). The
quadrupole moment is not a spontaneous one but dictated by
the symmetry of the bond-asymmetric Hamiltonian: |ψN〉 is
not a quadrupolar ordered state but just a quantum paramag-
net.
The spin-nematic nature is indeed confirmed by comput-
ing the squared fidelity FsqN = |〈ψN|ψgs〉|2, where |ψgs〉 is
the ground-state wave function. As shown in Fig. 2(d), FsqN
obtained by ED shows a substantial nonzero value only for
JIc1 < JI < JIc2, which indicates that the intermediate phase
is well described by |ψN〉. We note that FsqN is considerably re-
duced from the unity due to quantum corrections induced by
the next-to-leading O(J⊥JI/Jx) and higher order effects [52].
In the spin-nematic quantum paramagnet, the quadrupole
moment enhances 〈K¯x〉 = −(2/N) ∑〈 jk〉x〈σyjσyk〉. Interestingly,
〈K¯y〉 = −(2/N) ∑〈 jk〉y〈σxjσxk〉 is also enhanced due to quantum
fluctuations, as shown in Fig. 2(d). These are the dimension-
less measures of the kinetic energy of the Majorana fermions
c¯ producing the static Z2 gauge fluxes for JI = 0, because
K¯x(y) = (2/N)
∑
〈 jk〉x(y) ic¯ jc¯k. Such enhanced kinetic energy of
c¯ is also captured by the Majorana fermion MF calculation
[Fig. 2(h)], which is due to the term, −JI〈c jck〉c¯ jc¯k. Thus, c¯ is
delocalized in the spin-nematic region, while it is completely
localized in the Kitaev limit.
As both the Kitaev QSL and the spin-nematic states break
no symmetry, the conventional Landau theory dictates no
phase transitions between them. Nevertheless, the two states
can be distinguished in terms of topology; thus we expect a
topological phase transition at zero T . From the mapping to
the transverse-field toric code, which undergoes a first-order
topological transition [53], we conclude that the QSL-nematic
LL transition is also of first order, at least, in the large Jx limit.
Indeed, our MF calculation indicates the first-order nature [see
Figs. 2(e) and 2(f)], and our ED results also show a rather
sharp change in the energy at the phase boundary [Figs. 2(a)
and 2(b)]. In addition, the asymptotic phase boundary in the
large-Jx limit can be predicted as JI ∼ J2y J2z /(16J3x ) based on
the same mapping [53], which is plotted as the dashed-dotted
line in Fig. 1(c). The deviation of our ED results from this
expected behavior is semi-quantitatively accounted by con-
sidering the finite-size effect [52], similar to the one in the
pure Kitaev model [54]. Thus, the large-Jx analysis provides
crucial information on the nature of the topological LL tran-
sition in the thermodynamic limit, complementary to the ED
and MF results.
Regarding the nematic-ferromagnetic transition, both the
ED [Figs. 2(a) and 2(b)] and the MF approximation [Figs. 2(e)
and 2(f)] suggest a continuous transition. In this case also,
complementary information on the thermodynamic limit is
brought by the analysis of an effective model for Jy = 0 and
JI > 0 [52]. The analysis predicts a continuous transition at
JI = 0.3285(1) for α = 0 (Jy = Jz = 0), consistent with the
ED results [see Fig. 1(c)].
Given the first-order topological transition at T = 0, an in-
teresting question must concern the fate of the LL transition at
finite T . We determine the finite-T phase diagram [Fig. 1(d)]
by calculating −JId2F/dJ2I (F is the free energy), which is
an extension of the approach for the T = 0 case. The T de-
pendence is evaluated by the TPQ state approach in the 24-
site cluster. While the ferromagnetic phase is surrounded by
the peak of −JId2F/dJ2I associated with the symmetry break-
ing, the topological LL transition at T = 0 yields a first-order
transition line persisting at T > 0, as suggested by the peak
emanating from it. This line disappears at finite T ∼ 10−2,
indicating a critical point. The persistence of the first-order
transition line at T > 0 is supported by the effective model for
large Jx, which retains the same thermodynamic feature [55].
Notably, the critical point lies well inside the “fractional-
ized paramagnet” inherited from the pure Kitaev model. In
the pure Kitaev model (JI = 0), the fractionalization is known
to affect the thermodynamics: the Majorana fermions c release
their entropy a half of ln 2 per spin at a high T ∼ 0.5, while the
4T
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FIG. 3. (a)–(c) T dependences of (a) the specific heat, (b) normal-
ized entropy, and (c) the dimensionless measures of kinetic energy
〈K〉 and 〈K¯〉 of c and c¯, respectively, at JI = 0.001 and α = 0.7, where
the ground state is the Kitaev QSL; K = (2/N)
∑
γ=x,y
∑
〈 jk〉γ σ
γ
jσ
γ
k =
(2/N)
∑
γ=x,y
∑
〈 jk〉γ ic jck. (d)–(f) Corresponding data for JI = 0.03
and α = 0.7, where the ground state is spin-nematic. The shaded
broadening represents errors associated with the TPQ state approach.
Z2 fluxes release the remaining half at very low T . 10−2 [21].
The fractionalized paramagnet originally refers to the low-
T regime set apart from the conventional paramagnet by the
high-T crossover. In the present study, we find that the pe-
culiar regime remains intact up to a finite deviation from the
pure Kitaev model. As shown in Fig. 1(d), the crossover line
determined by the higher-T broad peak in the specific heat
associated with the entropy release of (1/2) ln 2 continue for
JI > 0 [see Figs. 3(a), 3(b), 3(d), and 3(e)], reaching the re-
gion where the ground state is the spin-nematic state. Also,
as in the Kitaev limit [20, 21], the kinetic energy of the Ma-
jorana fermion c is enhanced below the higher-T crossover at
T ∼ 0.5 [see Figs. 3(c) and 3(f)]. Thus, the LL critical point at
T ∼ 10−2 locates deep inside the fractionalized paramagnetic
regime, and the two liquid regions are adiabatically connected
at finite T through the fractionalized paramagnetic regime by
bypassing the critical point. This does not contradict with the
Landau theory as both liquids preserve the full global symme-
try ofH .
The low-T crossover corresponds to the emergence of the
distinct characterizations of the two liquids, and the appear-
ance of the LL critical point at this T scale is its direct conse-
quence. Here, the Majorana fermions c¯ take the leading role.
To see this, we show the dimensionless measure of their ki-
netic energy K¯ = K¯x + K¯y with K¯x,y defined previously. When
the ground state is the Kitaev QSL, 〈K¯〉 is very small at any T
[Fig. 3(c)]. On the other hand, when the ground state is spin-
nematic, 〈K¯〉 starts to develop around the low-T crossover
[Fig. 3(f)]. These observations are consistent with the fact that
the two spin liquids are of different origins, as discussed above
for T = 0: while the Majorana fermions c¯ are localized at any
T in the Kitaev QSL, they become delocalized in the spin-
nematic liquid below the low-T crossover. Note that the lower
crossover temperature increases with JI almost linearly in the
nematic case [Fig. 1(d)]. This is consistent with the MF pic-
ture that the itinerant behavior of c¯ is driven by −JI〈c jck〉c¯ jc¯k.
Thus, separated by the first-order transition line, c¯ is localized
(delocalized) for smaller (larger) JI , indicating that the driv-
ing force of the LL transition is delocalization of emergent
fractional particles c¯.
In summary, we investigated the Kitaev-Ising model at both
zero and finite T and found the liquid-liquid transition be-
tween the Kitaev QSL and the newly-identified spin-nematic
quantum paramagnet. The QSL-nematic transition is of first
order, driven by delocalization of c¯ composing Z2 gauge
fluxes. While the two liquids can be distinguished at T = 0
in terms of topological order, we demonstrated that the first-
order transition line persists at finite T and terminates inside
the fractionalized paramagnetic regime. We emphasize that
the Kitaev-Ising Hamiltonian is not a prerequisite for the pro-
posed liquid-liquid transition; similar transitions may occur in
other extended Kitaev models, such as the Kitaev-Heisenberg
model [29] and the J-K-Γ model [56], with large bond asym-
metry. We hope our work will promote further studies for
unveiling new quantum phases proximate to the Kitaev QSL
and stimulate experimental efforts on candidate materials.
This work is supported by Grants-in-Aid for Scientific
Research under Grants No. JP24340076, JP26800199,
JP15K13533, JP16K17747, and JP16H02206. Parts of the
numerical calculations were performed in the supercomput-
ing systems in ISSP, the University of Tokyo. The TPQ state
calculations were performed using theHΦ package [57].
—Supplemental Material—
I. Finite-size effect near the QSL-nematic transition
In this section, we explain the origin of the rather
strong finite-size effect seen in the QSL-nematic transition in
Fig. 1(c) in the main text. While this transition can be best
understood through the mapping to the transverse-field toric
code model as discussed in the main text, additional topo-
logical boundary terms appear in finite-size clusters from the
perturbation processes passing through the boundary of the
cluster. The additional terms are also conserved quantities
at JI = 0 as the usual toric code terms, hence lowering the
ground state energy in the QSL phase. Consequently, it is ex-
pected that the QSL region can be overestimated in finite-size
clusters. Below we confirm this expectation, showing explic-
itly that the strong finite-size effect exists in the N = 24 clus-
ter [Fig. 1(a)] used to construct our phase diagram in the main
text, due to such boundary terms appearing at the same order
as the usual toric code terms.
We assume Jx  J⊥ ≡ Jy = Jz  JI > 0. In the thermody-
namic limit, the effective Hamiltonian to O(J4⊥/J3x , J⊥JI/Jx)
comprises the four-pseudospin toric code term JTC, the effec-
tive transverse field term heff, and the Ising term Jτz on the y
5TABLE SI. The dimer-site indices R1–R4 contributing to
HR1R2R3R4eff, boundary (1) in Eq. (S4).
R1 R2 R3 R4
1 3 6 10
2 4 7 11
6 5 8 12
7 10 9 3
8 11 1 4
9 12 2 5
3 6 5 9
4 7 10 1
5 8 11 2
10 9 12 6
11 1 3 7
12 2 4 8
TABLE SII. The dimer-site indices R1–R4 contributing to
HR1R2R3R4eff, boundary (2) in Eq. (S5).
R1 R2 R3 R4
1 3 7 10
2 4 8 11
6 5 9 12
3 6 10 9
4 7 11 1
5 8 12 2
bonds, as
H eff, bulk = − JTC
∑
R
τ
y
Rτ
z
R+aτ
y
R+a+bτ
z
R+b − heff
∑
R
τxR
+ Jτz
∑
R
τzRτ
z
R+b + c(Jx, J⊥, JI), (S1)
with JTC = J4⊥/(16J3x ) [13], heff = JI , and Jτz = J⊥JI/(2Jx),
where R runs over the Jx dimers. τx,y,z are the pseudospin
Pauli matrices acting on the low-energy subspace spanned by
direct products of |→→〉R and |←←〉R, namely,
τz =
(
1 0
0 −1
)
, τx =
(
0 1
1 0
)
, τy =
(
0 −i
i 0
)
, (S2)
in this dimer basis. Here, |→→〉R = |→ j→k〉 for the dimer R
composed of sites j and k in the main text. For JI = 0, the
ground state energy per unit cell (of the honeycomb lattice) is
EJI=0eff, bulk = −JTC + O(J6⊥/J5x ) apart from the constant term in
Eq. (S1),
c(Jx, J⊥, JI) = − Jx − J2⊥/(4Jx) − (J2⊥ + 2J⊥JI)/(4Jx)
+ J4⊥/(32J
3
x ) + O(J6⊥/J5x , (J⊥/Jx)2JI). (S3)
For Jτz = 0, the Hamiltonian (S1) coincides with the
transverse-field toric code studied in Ref. [53].
In the N = 24 cluster shown in Fig. 1(a) or Fig. S1, there
are additional contributions at the same order as the toric
FIG. S1. Schematic pictures of the additional perturbation pro-
cesses in the N = 24 cluster. (a) and (b) correspond to Eqs. (S4) and
(S5), respectively. See Tables SI and SII for the complete lists of the
dimers belonging to the categories (a) and (b), respectively.
code terms arising from the perturbation processes through
the boundary of the cluster, as illustrated in Figs. S1(a) and
S1(b). The perturbation corresponding to Fig. S1(a) gives rise
to the additional term,
HR1R2R3R4eff, boundary (1) = 5JTCτyR1τxR2τ
y
R3
τxR4 , (S4)
where R1–R4 are the dimer sites contributing to the pertur-
bation process; we summarize the list of R1–R4 in Table SI.
Similarly, the perturbation corresponding to Fig. S1(b) leads
to
HR1R2R3R4eff, boundary (2) = −5JTCτyR1τ
y
R2
τ
y
R3
τ
y
R4
, (S5)
with the associated sites R1–R4 in this category are summa-
rized in Table SII. All of these additional terms (18 terms in
total) are conserved binary quantities, which we call the topo-
logical boundary terms. Thus, the ground-state energy density
in this cluster at JI = 0 is lowered by
∆EJI=0eff, bulk = −
15
2
JTC + O(J6⊥/J5x ), (S6)
which in fact dominates the bulk contribution from Eq. (S1).
In Fig. S2, we compare the ground state energy per unit
cell for several values of J⊥/Jx as a function of JI evaluated
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FIG. S2. Ground-state energy density E for (a) J⊥/Jx = 1/8, (b) J⊥/Jx = 2/11, and (c) J⊥/Jx = 1/4 (α = 0.3, 0.4, and 0.5, respectively)
evaluated with the different approaches (i)–(iii) (see the text). The inset in (a) shows the change ∆E = E |Jτz ,0 − E |Jτz =0 induced by the Jτz term
in the extended toric code Hamiltonian in a transverse magnetic field [Eq. (S1)].
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with different approaches: (i) the 10th-order perturbation the-
ory presented in Ref. [53] for the transverse-field toric code
model H eff, bulk|Jτz =0, which is expected to be accurate enough
(the Jτz term gives a negligible contribution as discussed later),
(ii) the effective Hamiltonian including the topological bound-
ary terms H eff = H eff, bulk + ∑(R1,R2,R3,R4)HR1R2R3R4eff, boundary (1) +∑
(R1,R2,R3,R4)HR1R2R3R4eff, boundary (2) for N/2 = 12 pseudospins derived
from the N = 24 cluster, and (iii) the original Kitaev-Ising
model on the N = 24 cluster. We find that for all the cases
shown in Figs. S2(a)–S2(c), the results of (ii) and (iii) agree
very well with each other, demonstrating the validity of our
strong coupling approach including the topological boundary
terms. Meanwhile, these results largely deviate from the bulk
effective model (i) especially in the Kitaev QSL region for
small JI , where their ground state energies are lowered be-
cause of the boundary effect. In the main text, the phase
boundary between the QSL and the spin-nematic phases is
estimated from the first peak in −JId2E/dJ2I [see Fig. 2(b)],
which corresponds to the kinks seen in E as a function of JI in
Figs. S2(a)–S2(c). Because E turns out to be almost insensi-
tive to the boundary effect in the spin-nematic phase for large
JI , the lowering of the energy in (ii) and (iii) for small JI re-
sults in the shift of the critical point estimated in the present
finite-size cluster to larger values of JI , hence overestimating
the QSL phase.
However, because the boundary terms like Eqs. (S4) and
(S5) become increasingly higher order corrections on larger
clusters and thus are negligible in the thermodynamic limit,
this result indicates that Eq. (S1) is a very good effective the-
ory in the regime of the QSL-nematic transition. Thus, the
asymptotic form of the QSL-nematic phase boundary men-
tioned in the main text corresponds to not the kinks in (ii) or
(iii) but rather to the one in (i) in Fig. S2.
We note that the effect of the additional Jτz term is al-
most negligible in usual observables like energy. Indeed, the
same degree of agreement can be achieved also by considering
H ′eff ≡ H eff
∣∣∣
Jτz =0
= H eff, bulk
∣∣∣
Jτz =0
+
∑
(R1,R2,R3,R4)HR1R2R3R4eff, boundary (1)+∑
(R1,R2,R3,R4)HR1R2R3R4eff, boundary (2), as illustrated in the inset of
Fig. S2(a).
On the other hand, the Jτz term and even higher order correc-
7tions are important to reproduce the behavior of the squared
fidelity FsqN in the Kitaev-Ising model (see Fig. S3). It is found
that FsqN in the spin nematic phase of the Kitaev-Ising model
is more reduced than that of the transverse-field toric code for
Jτz = 0 with the finite-size term (Heff|Jτz =0) and the Jτz term
modifies FsqN in the right direction in the effective model. Still,
discrepancies are left, which are more significant for larger
values of α, implying that FsqN is sensitive to the accuracy of
the effective model description.
II. Reduced model for the nematic-magnetic transition
To discuss the transition between the spin nematic and the
ferromagnetic phases, we construct a reduced model assuming
Jy = 0 and JI > 0. In this case, σzjσ
z
k on each x bond is con-
served, and the reduced Hamiltonian is block-diagonalized
in subspaces specified by the eigenvalues of σzjσ
z
k on each x
bond. By introducing a new x-bond basis |⇑〉R = |↑ j↑k〉(|↑ j↓k〉)
and |⇓〉R = |↓ j↓k〉 (|↓ j↑k〉) for σzjσzk = +1 (−1) on each x-
bond R = 〈 jk〉x (here |↑〉 and |↓〉 are the eigenstates of σz), the
Hamiltonian in a subspace V characterized by a configuration
of {σzjσzk = ±1} for x bonds is given by
HVeff = H˜Veff + E˜V , (S7)
where
H˜Veff = − JI
∑
〈RR′〉y
cVRR′ τ˜
x
Rτ˜
x
R′ − (Jz + JI)
∑
〈RR′〉z
cVRR′ τ˜
x
Rτ˜
x
R′
− Jx
∑
R
(τ˜zR + 1), (S8)
E˜V = −JI
(N
2
− 2n
)
+
JxN
2
. (S9)
Here, the pseudospin Pauli matrices τ˜x,y,zR are given for the
bases |⇒〉R = 1√2 (|⇑〉R + |⇓〉R) and |⇐〉R = 1√2 (|⇑〉R − |⇓〉R),〈RR′〉y (〈RR′〉z) stands for a NN x-dimer sites connected by a
y (z) bond, and n is the number of x bonds with σzjσ
z
k = −1.
The coefficient cVRR′ taking ±1 for each y or z bond is given
by cVRR′ = 〈ψVup|σzjσzk |ψVup〉, where j and k are NN sites on the
corresponding y or z bond of the original honeycomb lattice
and |ψVup〉 =
∏
R|⇑〉R, which depends on V in terms of bases
written by |↑〉 and |↓〉. Particularly, all cVRR′ take +1 in the sub-
space with σzjσ
z
k = +1 for all x bonds. We term this subspace
Vm hereafter.
In the matrix representation on the basis of the di-
rect product states |⇒〉R and |⇐〉R, all matrix elements of
H˜Vmeff are negative. Using the relation
∑
i j v∗i Ai jv j/|v|2 ≥∑
i j |vi|(−|Ai j|)|v j|/|v|2 for an arbitrary Hermitian matrix A and
vector v, we find that the ground state energy of H˜Vmeff is the
smallest. Moreover, E˜V , which is constant in each subspace,
is the smallest for the subspace Vm. Thus, the ground state is
always in the subspace Vm.
Finally we obtain the two-dimensional transverse-field
Ising model after the projection to the subspace Vm,
HVmeff = − JI
∑
〈RR′〉y
τ˜xRτ˜
x
R′ − (Jz + JI)
∑
〈RR′〉z
τ˜xRτ˜
x
R′
− Jx
∑
R
τ˜zR −
JI N
2
. (S10)
This model undergoes a second-order phase transition be-
tween the ferromagnetic phase 〈τ˜x〉 , 0 and the quantum para-
magnet with 〈τ˜z〉 = 0, which corresponds to the spin-nematic
liquid. Indeed, our MF results show a continuous transition,
as shown in Fig. 1(c) and Figs. 2(e)–2(f) of the main text.
Particularly, the case with Jy = Jz = 0 is mapped to the quan-
tum Ising model on the perfect square lattice, in which case
the quantum critical point is at JI = 1/3.044(1) [58], as indi-
cated by the small arrow on the vertical axis in Fig. 1(c) of the
main text. The result is consistent with our ED results. We
therefore conclude that the transition from the spin nematic to
ferromagnetic phase is of second order.
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