ABSTRACT This paper summarizes the major improvements and developments that have taken place during the last year for FEFLO, a general-purpose CFD code based on adaptive, unstructured grids. All aspects of a comprehensive CFD capability: gridding, solvers, mesh movement techniques, e ective use of supercomputer architectures and design saw important a d v ances, and are treated.
INTRODUCTION
FEFLO was conceived as a general-purpose CFD code based on the following general principles:
-Use of unstructured grids (automatic grid generation and mesh re nement) -Finite element discretization of space -Separate ow modules for compressible and incompressible ows -ALE formulation for moving grids -Edge-based data structures for speed -Optimal data structures for di erent architectures -Bottom-up coding from the subroutine level to assure an open-ended, expandable architecture. The code has had a long history of relevant applications Bau91, Bau93, Ram93, Bau94, Luo94, Bau95, Bau96, Bau97, Luo98, Bau99, Luo99, Ram99, Bau00, Luo00, Bau01, L oh01] . During the second half of the 1990's, FEFLO has been ported to both shared memory L oh98, Tus98, Sha00] and distributed memory Ram93, L oh95, Ram96] machines. This paper summarizes the major developments that have taken place during the year 2001 for FEFLO. The topics covered include:
-Pre-Processing: -Boolean operations of discrete surfaces -Grid generation:
-Advances in the gridding of surfaces given as discrete data -Improvements in RANS gridding -Incompressible solver modules:
-Inclusion of vorticity con nement to track vortices over large distances Copyright c 2002 by the authors. Published by the AIAA with permission.
-Combination of Baldwin-Lomax and Smagorinsky turbulence models -Compressible solver modules:
-Arbitrary-gas equation of state lookup -Combustion modeling -Body/mesh movement modules:
-Local remeshing for simulations with topology change and -Embedded grids for complex uid-structure interaction applications -Supercomputing:
-Porting to OpenMP -Porting to NEC-SX5 -New renumbering techniques to minimize indirect addressing -Design:
-Approximate mixed adjoint formulation -Pseudo-shell formulation for smooth surface deformation and -Mesh movement procedure for RANS grids.
PRE-PROCESSING

Boolean Operations of Discrete Surfaces
The rapid, user-friendly de nition of CFD surfaces has been an important goal during the last decade. CFD surfaces can be de ned either analytically (using B-Splines, NURBS, Coon's patches, etc.) or via triangulations. The latter option is particularly interesting for data sets stemming from remote sensing data (e.g. geographical data) or medical imaging. An interesting observation made over the last years is that an increasing number of data sets used to de ne the geometry of CFD domains is given in the form of triangulations, even though the CAD data is available. The reason for this shift in data type is that a watertight triangulation de nes in a unique way t h e domain considered, and does not require any futher geometric cleanup operations. This is not the case with native CAD datasets, in which we frequently encounter very large numbers of patches, overlapping patches, gaps, and other geometric pathologies that require user intervention. The use of triangulations as a means to de ne geometry immediately implies the necessity to perform Boolean operations (e.g. union, intersection, subtraction, etc.) on such data sets. In a rst attempt, a direct geometric intersection of triangulations was performed Sho99]. The resulting triangulations exhibited highly deformed elements. A more elegant w ay, based on the isodistance concept, was subsequently tried and found to be far superior Ceb01, Ceb02] .
Figure 1 Measuring Distance to Surface
The idea is illustrated in Figure 1 . Given n t triangulations, a background grid is built that covers completely the region occupied by the triangulations. This background grid may subsequently be adaptively re ned close to the triangulations to improve spatial resolution. In order to capture very small objects and edges, additional background grid points are introduced using a Delauney-based procedure Geo98]. For each triangulation, the closest signed distance to a face is computed for each point o f t h e b a c kground grid. Given these distances, the isosurface of distance zero can be evaluated for the desired Boolean operation. Figure 2 shows the merging of several triangulations de ning buildings and a grid terrain. The superposition of the terrain and building triangulations may be seen in Figure 2a . The resulting isodistance zero triangulation, shown in Figure 2b , was then used to generate the surface triangulation of a mesh of approximately 900K tetrahedra ( Figure 2c ) that was used for a ow s i m ulation (Figure 2d ). For more details on Boolean operations for discrete surfaces, see Ceb01, Ceb02] . 3.1 Advances in the Discrete Surface Gridding As stated before, the number of datasets that de ne the domain to be gridded in the form of triangulations as opposed to CAD (e.g. NURBS) entities has been steadily inceasing. This has renewed interest in robust surface meshing of these so-called discrete surfaces (DS). Of the many innovations introduced during the last year, we mention: -Automatic preprocessing/improvement of the DS -Introduction of a visibility horizon lter for close points/ sides -Strict enforcement o f c o n tinuous topology -Improved 2D cross-check and -Adaptive background grid element size de nition. In the sequel, we expand on a few of these. For a detailed description, see Til02]. Visibility Horizon: The advancing front method adds a new surface triangle by removing a side from the active front. Among the decisions required is whether to take an existing point to form the new triangle, or to introduce a new point. The list of close (i.e. possible) existing close points is obtained from a proximity search. This list of possible close points is reduced by s e v eral tests (visibility, angles, etc.) . Perhaps the most important v alidation test is based on the neighbour to neighbour search o n t h e g i v en DS. The starting face for the search i s g i v en by the underlying DS face at the midpoint of the side being removed from the active front. The direction is given by t h e close point. Any close point that can not be reach e d o n t h e given DS using the neighbour to neighbour search i s removed from the list. A similar procedure is used to lter close sides, which are required to test if the new triangle crosses the existing active f r o n t of sides. Continuous Topology: A t ypical neighbour to neighbour search will not stop at internal DS geometry lines (given by sharp edges). Therefore, a so-called visibility horizon was introduced for the neighbourto neighbour search. All neighbour to neighbour edges given by internal geometry lines or angles beyond a certain tolerance are marked. In this way, the neighbour to neighbour search can recognize them. The neighbour to neighbour search stops at these internal geometry lines. The close point i s m a r k ed as unreachable and removed from the list of candidates. Adaptive B a c kground Grid Based on DS: For complex geometries, the speci cation of desired element size can be a tedious, time-consuming process. Adaptive background grids L oh96, L oh97] o er the possibility to reduce drastically the required level of human input. DS o er, by their way of de ning the surface, a natural way to re ne the background grid and to de ne the mesh size required for a proper de nition of the geometry. With the notation de ned in Figure 3 , the angle between two faces is given by h 2r = tan( 2 ) : (
This implies that for a given element size h g and angle g , the element size for a prescribed angle p should be:
(2) For other measures of surface accuracy, similar formulae will be encountered. Given a prescribed angle p , the point-distances of the given DS surface triangulation are compared to those obtained from Eqn.(2) and reduced appropriately: i = m i n ( i h p ) : (3) These new point-distances are then used to adjust and/or re ne the background grid. As an example of the e ective use of adaptive b a c kground grids, we consider with the air ow in the bronchii and lungs. A segmented image, together with the cuts at the extremities of the smaller branches, is shown in Figure 
Improvements in RANS Gridding
The generation of high-quality grids suitable for RANS calculations of ows in and around complex geometries continues to be an active area of research. One way of obtaining such grids is by rst generating an isotropic grid suitable for Euler runs, and then to enrich this mesh in the regions of high shear (boundaries, wakes, etc.) L oh99]. An improvement t o t h i s basic technique technique was obtained by considering the layer-number of the points when performing diagonal/face swapping in 3-D. The quality of elements that cross several point-layers is reduced, leading to swaps that favour elements with minimal layer jump. The improvement i s s h o wn in Figure 5 , where a corner is considered. v t + vrv + rp = r rv ; n ! (4) where v p and ! denote, respectively, the density, velocity, pressure, viscosity and vorticity o f the uid, a user-de ned number and n is a`normal'
vector. Note that this additional force acts in the direction normal to the vorticity a n d n, t h us convecting vorticity b a c k t o wards the centroid as it di uses away.
A t ypical choice for n is:
From dimensional analysis, one can see that must have the dimension of a velocity. One could either use jvj, hj!j or h 2 jrj!jj. Considering Eqn.(2), the last form is particularly appealing, leading to:
v t + vrv + rp = r rv ; c 1 h 2 rj!j ! (6) where c 1 is now a true constant, regardless of the grid. One can see immediately that the vorticity con nement t e r m i s o f t h e f o r m of an anti-di usion, and that it will disappear as the grid gets ner and ner (h ! 0). points on the boundary. Vorticity and helicity ( v !) are comprared in two planes downstream of the wing. The e ect of vorticity con nement is clearly visible. Without vorticity con nement, the vortex is dissipated after only one chord length of the airfoil. The path to high-delity, high Reynolds-number simulations always leads to impossibly high numbers of gridpoints if all temporal and spatial wavelengths present in the ow are resolved. In order to obtain tractable numbers of gridpoints, either temporal averaging (via Reynolds-Averaged Navier-Stokes (RANS)) or some form of spatial averaging (via Large Eddy Simulations (LES)) is required. A relative new and promising approach is Detached Eddy Simluation (DES), which merges the best of RANS and LES. RANS is used near the wall where there is no separation. LES is used in the core ow where it works well Spa97, Con00] . In this spirit, the two simplest algebraic models: Baldwin Lomax Bal78] and Smagorinsky Sma63] were combined in such a w ay that each o n e i s u s e d i n t h e r e g i o n o f t h e o w i t w as devised for Cam01]. The Baldwin Lomax (BL) turbulence model is used close to walls, where it is known to give v ery good results. Smagorinsky (SMA) is used for regions of separation and core ow. In a rst pass, the SMA viscosity is computed from the vorticity or second invariant of the deformation rate tensor, as well as the local mesh size. In a second pass, the BL viscosity is computed as usual, i.e. by dividing the boundary layer into an inner and outer layer. For the inner layer, the BL viscosity i s k ept. In the outer layer, the BL viscosity is used until it falls below the value of the SMA viscosity. In the remainder of the ow d omain, the SMA viscosity i s u s e d . . The main di culty here was the conversion from one set of units (e.g. density and temperature) to the set FEFLO requires (density and internal energy). The resulting table is output in the Los Alamos SESAME format, and read in at the beggining of the run. The table look-up requires less than 5% of the total CPU time for explicit solvers on RISC machines, but has not yet been ported to vector machines.
Combustion Modeling
During 2001, we implemented both equilibrium and nite rate models. The core modules follow closely the techniques of CONCHAS Clo82] and KIVA. The sti ODE integrator decomposes the reactions into fast and slow ones, and applies di erent integration techniques depending on the speed. This work will continue in 2002, when industrial cases are to be run.
BODY/MESH MOVEMENT MODULES
Topology Change with Local Remeshing
One of the distinguishing feature of FEFLO has been its ability to carry out automatic element removal, remeshing and interpolation for problems with considerable body/surface motion Bau93, Bau94, Bau95, Bau96, Bau99, Sha00, Bau01] . For cases where the topology of the problem does not change, the combination of (frequent) local remeshing L oh90] and (less frequent) global remeshing represents the best accuracy/CPU balance. More demanding problems, such as shock-object interaction or weapon fragmentation, require frequent topology change. This prompted the development of options to remesh locally only the zones in close proximity to the surfaces that undergo a change in topology. Given the current mesh and surface de nition, as well as the new surface de nition, the complete sequence of steps required may b e summarized as follows (see Figure 8) Lagrangean-Eulerian (ALE) frame of reference, the mesh is moved in such a w ay as to minimize distortion, if required the topology is reconstructed, the mesh is regenerated and the solution reinterpolated as needed. While used extensively Bau93, Bau94, Bau95, Bau96, Bau99, Sha00, Bau01] this solution strategy exhibits some shortcomings: the topology reconstruction can sometimes fail for singular surface points, and there is no way t o r e m o ve subgrid features from surfaces, leading to small elements due to geometry reliable parallel performance beyond 16 processors has proven elusive for most general-purpose grid generators the interpolation required between grids will invariably lead to some loss if information and there is an extra cost associated with the recalculation of geometry, w all-distances and mesh velocites as the mesh deforms. b) Embedded Fixed Meshes: here, the mesh is not body-conforming and does not move. At every timestep, the edges crossed by CSD faces are identi ed and proper boundary conditions are applied in their vicinity. While used extensively Zee91, Mel93 ,Kar95, Aft00] this solution strategy also exhibits some shortcomings: the boundary, which has the most profound in uence on the ensuing physics, is also the place where the solution accuracy is worst no stretched elements can be introduced to resolve boundary layers adaptivity i s e s s e n tial for most cases there is an extra cost associated with the recalculation of geometry (when adapting) and the crossed edge information. The development o f a n e m bedded CSD capability i n FEFLO was prompted by the inability of CSD codes to ensure strict no-penetration during contact. Several blast-ship interaction simulations revealed that the amount o f t wisted metal was so considerable that any enforcement of strict no-penetration (required for consisted topology reconstruction) was hopeless. The embedded surface technique used was the simplest possible. Given the CSD triangulation and the CFD mesh, the CFD edges cut by CSD faces are found and deactivated. If we consider an arbitrary eld point i, the time-advancement of the unknowns uvec i is given by:
For any edge ij crossed by a CSD face, the coecients C ij are set to zero. This implies that for a uniform state u = const: the balance of uxes for interior points with cut edges will not vanish. This is remedied by de ning a new boundary point to impose total/normal velocities, as well as adding a`boundary contribution', resulting in:
The point-coe cients C i ; are obtained from the condition that u = 0 for u = const: The mass-matrix M i of points surrounded by cut edges must be modi ed to re ect the reduced volume due to cut elements. Again, the simplest possible modi cation of M i is used. In a pass over the edges, the smallest cut edge fraction' for all the edges surrounding a point is found. The modi ed mass-matrix is then given by:
Note that the value of the modi ed mass-matrix can never fall below half its original value, implying that timestep sizes will always be acceptable. The embedded CSD technique is demonstrated by comparing the results on the Sod shock-tube problem ( 1 = p 1 = 1 :0, 2 = p 2 = 0 :1) for a`clean-wall', body tted mesh and an equivalent e m bedded CSD mesh. Figure 9b shows the results for the two t e c hniques. Although the embedded technique is rather primitive, the results are surprisingly good. The main di erence is little bit more noise in the contact discontinuity region, which m a y be expected, as this is a linear discontinuity. For cases with moving bodies, all the face-edge intersections checks are carried out incrementally, a n d p o i n ts that`cross states' due to CSD face movement need to be extrapolated appropriately. Figure 10 shows the interaction of an explosion with a generic ship hull. For this fully coupled CFD/CSD run, the structure was modeled with quadrilateral shell elements, the uid as a mixture of HE and air, and mesh embedding was employed. The structural elements were assumed to fail once the average strain in an element exceeded 60%. As the shell elements fail, the uid domain underwent topological changes. Figure 10 shows the structure as well as the pressure contours in a cut plane at two times during the run. The in uence of bulkheads on surface velocity can clearly be discerned. Note also the failure of the structure, and the invasion of high pressure into the chamber.
AIAA-02-1024 All the Silicon Graphics shared memory compiler directives were translated to OpenMP. While most of this translation could be done globally using sed-commands in shell scripts, the reduction operations were quite tedious. It took nearly a week to translate the complete code to OpenMP. Figure 11 shows the speed-up obtained using the shared-memory paradigm for incompressible ow past a sphere (projection solver, linelets, 1 . 4 M t e t ) o n a n I B M -P ower4 with 16 processors. 6.2 Port to NEC-SX5 While the US has abandoned vector computing, several Japanese vendors are still actively pursuing it.
AIAA-02-1024
A number of large manufacturing companies do a considerable amount o f time-critical CFD and CEM simulations on machines of this kind, and therefore we w elcomed the opportunity t o t e s t F E F L O o n t h e NEC-SX5. This is a direct-memory machine that requires fairly large vectors (> 250, preferably as long as possible) to operate at near-peak performance. Most of the porting work concentrated on compiler directives, but some interesting point and edge renumbering techniques resulted from this collaboration L oh02]. A single NEC-SX5 processor run incompressible problems at the rate of 80 SGI R10K processors. Moreover, the parallel e ciency was above 3 . 7 5 for 4 processors. It is not di cult to see why these machines are still preferred for time-critical simulations.
Minimization of Indirect Addressing
Most of the CPU-intensive calculations in FEFLO are carried out in edge-loops. As an example, consider the typical right hand side (RHS) evaluation based on edges for the Laplacian, which m a y be written as follows:
Here edpas, lnoed, geoed, unkno and rhspo denote the edge-pass array, edge-point connectivity, edge-Laplacian, point-unknowns and point-rhsides respectively. It is furthermore assumed that within every group of edges nedg0:nedg1 the points are never accessed more than once, i.e. no memory contention is present. Inspection of Loop 1 (which a c c o u n ts for 70% of typical incompressible ow simulation run-time), indicates that it requires 4 indirect addressing (i/a) fetches, 2 i/a stores and (only) 4 FLOPS per edge. An immediate way to reduce the amount of i/a is to store the edges according to points, processing each edge twice. The central loop than takes the form:
This loop requires 1 i/a fetch per edge. Given that each edge is processed twice as compared to the original Loop 1, a saving factor of 3:1 in i/a operations is achieved. However, the number of FLOPS has been increased by 50%, and for more FLOP-intensive l o o p s would have doubled. This does not represent a problem for the Laplacian loop. Indeed, timings on the NEC and CRAY indicate that even with twice the number of FLOPS, Loop 2 runs approximately twice as fast as Loop 1. This will not be the case for loops with more FLOPS per i/a, e.g. approximate Riemann solvers for CFD codes. Suppose the edges are de ned in such a w ay that the rst point a l w ays has a lower point-nr. than the second point. Furthermore, assume that the rst point of each edge increases with stride one as one loops over the edges. In this case, Loop 1 may be rewritten as:
Compared to Loop 1, the number of i/a fetch and store operations has been halved while the number of FLOPS remains unchanged. Moreover, the basic connectivity arrays remain unchanged, implying that a progressive rewrite of codes is possible. The key step is then to devise a point and edge renumbering scheme that seeks to maximize the number of (suciently long) loops of this kind that can be obtained for tetrahedral grids. The points are renumberedaccording to the numb e r o f a vailable neighbours. In this way, the most connected points have the lowest number, and the least connected the highest. Renumbering the edges according to point numbers, together with standard coloring techniques to avoid memory contention L oh01], leads to a high percentage of loops that are of type 3. Figure 12 , taken from L oh02], shows a sphere in close proximity to a wall. This case had 49,574 points, 272,434 elements and 328,634 edges. Table 1 shows the number of edges processed in reduced i/a mode as a function of the desired vector length chosen. The table contains two v alues: the rst is obtained if one insists on the vector length chosen the second is obtained if the usual i/a vector groups are examined further, and snippets of suciently long (>64) reduced i/a edge-groups are extracted from them. Observe t h a t e v en with considerable vector lengths, more than 90% of the edges can be processed in reduced i/a mode. Figure 12 Sphere in Wall Proximity:
Mesh in Cut Plane Since the compiler cannot exclude that ipoi1 and ipoi2 are identical, the fetch of rhspo(ipoi2) in Loop 5 has to wait until the store of rhspo (ipoi1) has nished. The introduction of the dual RHS enables the compiler to schedule the load of rhsp1(ipoi2) earlier and to hide the latency behind other operations. We remark that if rhsp0 and rhsp1 are physically identical, no additional initialization or summation of the two arrays is required. Table 3 shows the relative timings recorded for a desired edge-group length of 2048 on the SGI Origin2000, CRAY-SV1 and NEC-SX5. One can see that gains are achieved in all cases, even though these machines vary in speed by approximately an order of magnitude, and the SGI has an L1 and L2 cache, i.e. no direct memory access. The biggest gains are achieved on the NEC-SX5. . This e ort was focused primarily on incompressible ow problems, and is presently being extended to compressible ow problems. The last year saw three key developments: an approximate mixed adjoint f o rmulation, the use of a pseudo-shell formulation for smooth surface deformation, and an improved mesh movement procedure for RANS grids. These three equations are solved in a staggered manner to obtain new values for u respectively, u ntil convergence is achieved. Due to geometric singularities (e.g. corners), complex physics (e.g. sti turbulence models) or advanced numerics (high-order schemes), the gradients I can exhibit noise, leading to wavy surfaces and other undesirable e ects. In order to mitigate this noise, one may smooth the objective function I c Nar95], the gradients I Jam01] or use a low-order numerical scheme for the adjoint Sot02]. We tried all of these. At present, we f a vour the last of these, as it leads to extremely fast solution of the adjoint, has no tuneable parameters and gives smooth gradients. The adjoint equations are obtained directly from the discretization of R(u), but the boundary conditions for are imposed from the continuum formulation. 7.2 Pseudo-Shell Approach One of the main objectives of the present design effort was to keep the algorithms as general as possible. This led to the decision to allow every point on the surface to be a design parameter. In order to obtain smooth surfaces with C 1 and C 2 continuity, a pseudoshell approach w as adopted. In this way, the e ect of a normal displacement for an arbitrary surface point i on all the surface points can be obtained. Once these in uence coe cients have been obtained, the gradients I can be evaluated by nite di erences. The LU decomposition of the pseudo-shell matrix is obtained once and stored, speeding up the evaluation of gradients. -Boolean operations of discrete surfaces -Advances in the gridding of surfaces given as discrete data -Improvements in RANS gridding -New implicit-advection projection solver for incompressible ows -Inclusion of vorticity con nement to track vortices over large distances -Combination of Baldwin-Lomax and Smagorinsky turbulence models -Arbitrary-gas equation of state lookup -Combustion modeling -Local remeshing for simulations with topology change -Embedded grids for complex uid-structure interaction applications -Complete port to OpenMP -Port to NEC-SX5 -New renumbering techniques to minimize indirect addressing. -Advances in general design methodologies Planned future developments include:
-Proper treatment o f v ery large values of porosity -Higher delity HE and afterburn models -Improved RANS gridding -Implicit incompressible ow s o l v ers -Higher order boundary conditions for embedded CSD triangulations -Parameter space scoping interface for distributed computing environments -User-friendly design and optimization modules that can be used as post-processors by the nonexpert user and -Automatic construction of skeletons for tubular domains.
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