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Abstract
Let (X, τ) be a countable compact Hausdorff space and let F :X → X be continuous. We
investigate the distributional chaos introduced in [B. Schweizer, J. Smítal, Trans. Amer. Math. Soc.
344 (1994) 737–754] for the case of a countable dynamical system (X,F).
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0. Introduction
The aim of this paper is to investigate chaos of a dynamical system (X,F ), that is given
by a countable compact Hausdorff space (X, τ) and a continuous map F :X→ X—we
will call it the countable dynamical system (shortly c-system).
Most of definitions of chaos used for uncountable spaces do not work in this case. It is
well known that each c-system has the topological entropy equal to zero [2], and it cannot
carry chaos due to Devaney [1]. Also the properties of invariant measures are very simple
since they are all supported by cycles [2]. On the other hand there exist countable dynamics
of sufficiently complicated behaviour [3].
In [5] so-called distributional chaos has been introduced. In this article we present
several results connected with this notion in the context of c-system. In order to describe
them in more details, we need to introduce several definitions.
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Let (X, τ) be a compact Hausdorff space. The set of all continuous maps, respectively
homeomorphisms on X is denoted C(X), respectively H(X). Let F ∈ C(X). For any
integer n Fn denotes the nth iterate of F . The following is due to [5]. Let ρ be a metric on
X that induces the topology τ (shortly τ -metric). For any two points x, y from X and any
positive integer n, we define a distribution function Φ(n)xy (t) :R→[0,1] by
Φ(n)xy (t)=
1
n
#
{
0 i  n− 1: ρ(F i(x),F i(y))< t}.
Obviously, Φ(n)xy is a left-continuous nondecreasing function, Φ(n)xy (0)= 0 and Φ(n)xy (t)= 1
for all t greater than the maximum of numbers ρ(F i(x),F i(y)), 0 i  n− 1. Put
Φxy(t)= lim inf
n
Φ(n)xy (t), Φ

xy(t)= lim sup
n
Φ(n)xy (t).
The functionΦxy is called the lower distribution, and Φxy the upper distribution of x and y .
We call (Φxy,Φxy) the distribution pair of (X,F ) (of x, y) with respect to ρ. The measure
of (distributional) chaos of (X,F ) with respect to ρ is the number
µ(X,F,ρ)= sup
x,y∈X
1
ρX
∞∫
0
(
Φxy(t)−Φxy(t)
)
dt ∈ [0,1], (1)
where ρX is (finite) diameter of the metric space (X,ρ). We say that (X,F ) is distri-
butionally chaotic (briefly, d-chaotic) with respect to ρ if µ(X,F,ρ) > 0. We also define
the topological d-chaos µ(X,F) of (X,F ) as the quantity
sup
ρ
µ(X,F,ρ) ∈ [0,1], (2)
where the supremum in (2) is taken over all metrics inducing the topology τ on X.
For a topological space (X, τ) denote by I (X) the set of all isolated points of X and
by L(X)=X \ I (X) the derived set of X in (X, τ). Obviously we can consider the spaces
(X, τ), (L(X), τ |L(X)), (L2(X), τ |L2(X)) whenever the sets L(X) and L2(X)= L(L(X))
are nonempty. For brevity the last two spaces will be denoted (L(X), τ ) and (L2(X), τ ).
Theorem 0.1 [4]. A countable compact Hausdorff space is homeomorphic to [0, nωα] for
suitable countable ordinals n,α.
Let (X, τ) be a countable compact Hausdorff space (shortly cct-space). It follows from
Theorem 0.1 that if #L2(X) > 1 then the cct-space (L(X), τ ) is homeomorphic to a cct-
space (BX,σ) such that
(B1) BX ⊂R, minBX = 0, maxBX = 2, the topology σ is induced by the usual Euclidean
metric,
(B2) minL(BX)= 0,maxL(BX)= 1,
(B3) ∀x ∈ (0,2)∩L(BX): x is a bothside limit point of BX .
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For (BX,σ) satisfying (B1)–(B3) we denote E(BX) the set of all left-continuous non-
decreasing functions ε :R→ [0,1] constant on connected components of R \ L(BX) and
such that
ε(t)=
{
0, t  0,
1, t > 1.
For ε0, ε1 ∈ E(BX) we write ε0  ε1 if ε0(t) ε1(t) for each t ∈ L(BX) and ε0 ≺ ε1 if
ε0  ε1 and ε0 = ε1. The set E2(BX) is defined by{
(ε0, ε1) ∈ E(BX)×E(BX): ε0  ε1
}
.
Since the spaces (L(X), τ ) and (BX,σ) are homeomorphic it is also true for the spaces
(L2(X), τ ) and (L(BX),σ ).
In the sequel we suppose that the cardinality of the empty set is equal to zero.
Our main results are the following.
Theorem 3.1. Let (X, τ) be a cct-space. The following is true.
(i) If #L2(X)  1 then for each F ∈ C(X) the c-system (X,F ) has the topological d-
chaos equal to zero.
(ii) Let #L2(X) > 1. For every at most countable E ⊂ E2(BX) there is an F ∈H(X) and
a τ -metric ρ on X such that every pair from E is a distribution pair of (X,F ) with
respect to ρ.
(iii) If #L2(X) > 1 then there exists F ∈ H(X) and a τ -metric ρ on X such that
µ(X,F,ρ)= µ(X,F)= 1.
In particular, the statement Theorem 3.1(ii) says—in a sense—that d-chaos of some c-
system on a cct-space (X, τ) can be as complicated as the topological structure of L2(X).
The paper is organized as follows:
• In Section 1 we give further needed notation and definitions.
• Section 2 is devoted to the lemmas used throughout the paper.
• In Section 3 we prove our main results summarized in Theorem 3.1.
1. Background
We use the notationN, respectively Z for the set of all positive, respectively all integers;
for n ∈N we denote N(n)= {0, . . . , n− 1}.
Let (X, τ) be a compact topological space. As above the set of all continuous maps,
respectively homeomorphisms on X is denoted C(X), respectively H(X). Let F ∈ C(X)
and x ∈X. The set ω(F,x) of all limit points of sequence {Fn(x)}∞n=0 is the ω-limit set of
x . A set Y ⊂X is minimal if for each x ∈ Y it holds ω(F,x)= Y . A point x ∈X is said to
be periodic (fixed) if Fn(x)= x (F(x)= x) for some n ∈N. In particular, for any periodic
point x the ω-limit set ω(F,x) is minimal and we call it the cycle.
If F maps a topological space X into itself, and G maps a topological space Y into
itself, then the dynamical systems (X,F ) and (Y,G) are topologically conjugate if there is
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a homeomorphism h from X onto Y such that h ◦F =G ◦h. Obviously, two topologically
conjugate dynamical systems have the same topological d-chaos.
Let (X,F ) be a dynamical system on a compact topological space (X, τ). A normalized
Borel measure µ on X is F -invariant if for every Borel set A it holds µ(A)= µ(F−1(A)).
The support of µ will be denoted suppµ.
2. Lemmas
In this section we state several lemmas that will be useful when proving our results. The
first one recalls known properties of dynamical system. We are not going to reprove them
here.
Lemma 2.1 [2]. Let (X,F ) be a dynamical system, ω ⊂X be an ω-limit set.
(i) ω is closed and F(ω)= ω.
(ii) If ω is finite then it is a cycle.
(iii) If ω is infinite and y ∈ ω is periodic then y is not an isolated point in ω.
(iv) If for some y ∈X and a closed set U ⊂X it holds
lim sup
n→∞
#{i ∈N(n): F i(y) ∈ U}
n
> 0,
then there exists an F -invariant measure µ on X such that µ(U) > 0.
(v) There exists Y ⊂X such that Y is minimal.
(vi) If for some x ∈ X and an F -invariant measure µ we have µ({x}) > 0 then x is a
periodic point.
(vii) If (X,F ) is a c-system then {Fn(x)}∞n=0∩ω(F,x) = ∅ if and only if x is an eventually
periodic point.
Let {αn}n∈N be a sequence of numbers from (0,1) converging to zero and satisfying
∀n,m ∈N: n =m ⇒ αn
αm
irrational. (3)
Using αn ∈ (0,1) we define the map g(·, n) :Z→ (0,1) by
g(i, n)= αn|i| + 1 . (4)
Denote G = {g(·, n): n ∈N}. Some needed properties of maps from G are given by
Lemma 2.2. The following is true.
(i) ∀g ∈ G: limi→∞ g(i, n)= limi→−∞ g(i, n)= 0.
(ii) ∀n,m ∈N: n =m⇒ g(Z, n) ∩ g(Z,m)= ∅.
(iii) ∀ε > 0 ∃j ∀n > j : g(Z, n)⊂ (0, ε).
Proof. It follows directly from the definition of G (use (3) to see (ii)). ✷
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Definition 2.3. Let (X,ρ) be a metric space, ε > 0. A subset F of X is said to ε-span a
subset G of X if for every x ∈G there is a y ∈ F such that ρ(x, y) < ε.
In the following lemma we use the notation f (i) = o(g(i)) if limi→∞ f (i)g(i) = 0. For
simplicity we omit the proof.
Lemma 2.4. Let G⊂ R be bounded in (R, | · |), {g(i)}i∈N be a sequence of positive real
numbers. Then there exists a sequence {F(i)}i∈N of subsets of G such that F(i) g(i)-spans
G for each i ∈N and #F(i)= o(i/g(i)).
3. Results
In this section we prove our main results summarized in Theorem 3.1. In particular, we
get that a cct-space (X, τ) can carry a d-chaotic c-system if and only if #L2(X) > 1, i.e.,
for spaces where the derived set has at least two accumulation points. As the reader will
see, for fixed (X, τ) the structure of distribution functions (pairs) strongly depends on the
topological structure of L2(X). Roughly speaking, the set of points of discontinuity of any
distribution function can be as complicated as the set L2(X).
Theorem 3.1. Let (X, τ) be a cct-space. The following is true.
(i) If #L2(X)  1 then for each F ∈ C(X) the c-system (X,F ) has the topological d-
chaos equal to zero.
(ii) Let #L2(X) > 1. For every at most countable E ⊂ E2(BX) there is an F ∈H(X) and
a τ -metric ρ on X such that every pair from E is a distribution pair of (X,F ) with
respect to ρ.
(iii) If #L2(X) > 1 then there exists F ∈ H(X) and a τ -metric ρ on X such that
µ(X,F,ρ)= µ(X,F)= 1.
Proof of Theorem 3.1(i). Consider a c-system (X,F ) on a cct-space (X, τ) such that
#L2(X) 1, let ρ be a τ -metric on X. Let us take any two points x, y ∈X and show that
∀t ∈R: Φxy(t)=Φxy(t). (5)
Obviously it is sufficient to consider t ∈ (0, ρX].
If ω(F,x) is infinite then x is not eventually periodic and by Lemma 2.1(vii),{
Fn(x)
}∞
n=0 ∩ ω(F,x) = ∅
hence ω(F,x)⊂ L(X) and #L2(X)= 1. It implies that ω(F,x) is a convergent sequence;
from Lemma 2.1(i), (v), (iii) we can see that if {p} = L2(X) ∩ ω(F,x) then F(p) = p
and ω(F,x) does not contain any other periodic point. Now using Lemma 2.1(iv), (vi) the
reader can verify that
∀t ∈R: Φxp(t)=Φxp(t)= 1. (6)
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Summarizing, for each x ∈X we have either ω(F,x) is finite and then by Lemma 2.1(ii) a
cycle or ω(F,x) is infinite, L2(X)= {p}, F(p)= p and for Φxp, Φxp (6) holds. It easily
gives (5), i.e., (X,F ) is not d-chaotic with respect to ρ. Since ρ was arbitrary τ -metric,
µ(X,F)= 0.
Proof of Theorem 3.1(ii). We present the proof that contains the construction of c-
system (X(M),F ) (before Lemmas 3.2 and 3.3), Lemmas 3.2–3.4 and the last paragraph
that finishes the proof. The key dependence of (X(M),F ) on a set M is described in
Lemma 3.4.
First, we will construct a cct-space (X(M), τ2) homeomorphic with the space (X, τ);
in our construction X(M)⊂R2 and τ2 is induced by the metric ρ2 defined as
ρ2
(
(x1, y1), (x2, y2)
)=max{|x1 − x2|, |y1 − y2|}. (7)
Let (BX,σ) be a cct-space satisfying (B1)–(B3) and homeomorphic with (L(X), τ ).
(see Introduction). In what follows we fix a decomposition {Y,Z} of I (BX) such that for
each W ∈ {Y,Z} it holds W ⊃ L(BX) (in (BX,σ)) and
∀x ∈ (0,2)∩L(BX): x is a bothside limit point of W.
For every g ∈ G (compare with (3), (4) and Lemma 2.2) we define a sequence
{Mg(i)}i∈Z of subsets of I (BX) satisfying the conditions (see Definition 2.3):
(M1) Each Mg(i) is a nonempty finite subset of Z, respectively Y for i odd, respectively
even.
(M2) The set Mg(i) g(i)-spans Z, respectively Y for i odd, respectively even.
A set M = {Mg(i): g ∈ G, i ∈ Z} is admissible if every sequence {Mg(i)}i∈Z satisfies
(M1), (M2). The set X(M) is given by an admissible set M; we put
X(M)= BX × {0} ∪
⋃
g∈G
⋃
i∈Z
Mg(i)×
{
g(i)
}
.
By virtue of Lemma 2.2 and our choice of an admissible M the pair (X(M), τ2) is a cct-
space. We have the following.
Lemma 3.2. Let M be admissible. The cct-spaces (X(M), τ2) and (X, τ) are homeomor-
phic.
Proof. We suppose that (BX,σ) and (L(X), τ ) are homeomorphic. Since L(X), respec-
tively BX×{0}) is the derived set in (X, τ), respectively (X(M), τ2), we obtain from The-
orem 0.1 that both countable compact Hausdorff spaces are homeomorphic to the same
[0, nωα] with some countable ordinals n,α. This proves the lemma. ✷
Now, for an admissible set M we construct a bijection F :X(M)→ X(M). Let M be
arbitrary admissible but fixed. For U ⊂ Y ∪Z (for the sets Y,Z see the paragraph after (7))
we denote
[U ] =U \ {inf(U ∩ Y ), sup(U ∩Z)},
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and the map FU : [U ] → U is defined by FU(x)= max(Y ∩ U ∩ [0, x)) for x ∈ [U ] ∩ Y
and FU (x)=min(Z ∩U ∩ (x,1]) if x ∈ [U ] ∩Z. Now, let us put for (x,0) ∈BX × {0}
F(x,0)=


(x,0), x ∈L(BX),(
FY∪Z(x),0
)
, x ∈ [Y ∪Z],
(maxY,0), x =maxZ,
(8)
and for each g ∈ G and (x, y) ∈⋃i∈ZMg(i)× {g(i)}
F(x, y)=


(FMg(i)(x), y), x ∈ [Mg(i)], y = g(i),(
maxMg(2i), g(2i)
)
, x =maxMg(2i − 1), y = g(2i − 1),(
minMg(2i + 1), g(2i + 1)
)
, x =minMg(2i), y = g(2i).
(9)
The following lemma is true.
Lemma 3.3. For each admissible M and (X(M), τ2) we have F ∈ H(X(M)), hence the
pair (X(M),F ) is a c-system.
Proof. Let us fix some admissible M . By the previous part the map F :X(M)→X(M) is
a bijection. Thus it is sufficient to show that F is continuous.
I. F is continuous at (x, y) ∈ X(M) \ (BX × {0}). It is true since by our construction
(x, y) is an isolated point of X(M).
II. F is continuous at (x,0) ∈ L(BX)× {0}. For ε > 0 let Uε(x,0) be the opened ε-ball
with the center at (x,0), i.e.,
Uε(x,0)=X(M)∩ (x − ε, x + ε)× [0, ε).
We show the continuity at each point (x,0) ∈ L(BX)× {0} when x = 0. The continuity
of F at the point (0,0) can be dealt with similarly using onesided neighbourhoods.
So we have F(x,0)= (x,0). Fix ε > 0. By virtue of (4) and (8) we can find a positive
δ < ε such that g(i + 1, n) ∈ (0, ε) whenever g(i, n) ∈ (0, δ) and for some points xY ∈ Y ,
xZ ∈ Z
x − ε < xY < x − δ < x < x + δ < xZ < x + ε,
δ < min
{ 1
2 |x − xY |, 12 |x − xZ|, ε− |x − xY |, ε− |x − xZ|
}
. (10)
Now, let (u, v) ∈ Uδ(x,0). Then either v = 0 or v = g(i, n) ∈ (0, δ) for some i ∈ Z and
n ∈N (g(·, n) ∈ G). In any case if (u1, v1)=F(u, v) then by the definition (8), (9) ofF we
get either v1 = g(i, n) or v1 = g(i + 1, n), hence v1 ∈ [0, ε). Since each Mg(i) g(i)-spans
(and also δ-spans) Z, respectively Y for i odd, respectively even we obtain from (9) and
(10) that x − ε < u1 < x + ε. Summarizing, it implies (u1, v1) ∈ Uε(x,0) which proves
the continuity of F at the point (x,0) with x = 0.
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III. F is continuous at (x,0) ∈ I (BX)×{0}. Let (x1,0)=F(x,0). Fix for some positive
ε the neighbourhood Uε(x1,0) of (x1,0). Since by (8) x1 ∈ I (BX) we can find a positive
δ < ε such that
(x − δ, x + δ)∩BX = {x}, (x1 − δ, x1 + δ)∩BX = {x1}. (11)
Now let (u, v) ∈ Uδ(x,0) \ {(x,0)}. Then u = x and v = g(i, n) ∈ (0, δ) for some i ∈ Z
and n ∈N (g(·, n) ∈ G). Again we know that each Mg(i) g(i)-spans (and also δ-spans) Z,
respectively Y for i odd, respectively even. In view of (11) x1 ∈Mg(i) hence by (8), (9) we
have F(u= x, v)= (u1 = x1, v1 = g(i, n)). It means, (u1, v1) ∈ Uε(x1,0) which finishes
the proof of the lemma. ✷
In the following part of proof of Theorem 3.1(ii) we show that the d-chaos of c-system
(X(M),F ) with respect to the metric ρ2 (see (7)) depends very sensitively on the choice
of an admissible set M . We use the following notation. For t ∈R, g ∈ G and i ∈N we put
n(i, t, g)= #Mg(i)∩ (−∞, t) and n(i, g)= #Mg(i).
Lemma 3.4. For every at most countable E ⊂ E2(BX) there exists an admissible M such
that every pair from E is a distribution pair of (X(M),F ) with respect to ρ2.
Proof. We will show how to construct an admissible M for which in (X(M),F )
∀(ε0, ε1) ∈E ∃g ∈ G:
(
Φab(g),Φ

ab(g)
)= (ε0, ε1), (12)
where a = (0,0) and b(g)= (minMg(1), g(1)).
I. First suppose that E = {(ε, ε)} for some fixed ε ∈ E(BX). In this case the choice of
sets Mg(i), i ∈ Z will be the same for all g ∈ G.
For i ∈ Z \N we can choose any sets Mg(i) satisfying the conditions (M1), (M2).
In order to define Mg(i) for i ∈ N we will put L(BX) ∪ {2} = ⋃i∈N T (i), where
T (i)⊂ T (i + 1) and
T (i)= {0= ti,0 < ti,1 < · · ·< ti,i = 2}.
Note that by (4) we have g(i)= C
i+1 for some positive C ∈R. Now using Lemma 2.4 we
can choose the sets Mg(i) satisfying (M1), (M2) and such that for i ∈N and each j ∈N(i)
#Mg(i)∩
(
ti,j , c(ti,j , ti,j+1)
)≈ i4(ε(ti,j+1)− ε(ti,j )),
#Mg(i)∩
[
c(ti,j , ti,j+1), ti,j+1
)= o(i2), (13)
where for x, y ∈ R we put c(x, y) = x+y2 and x ≈ y if |x − y|  1. Let us compute
for t ∈ (0,2] and i ∈ N the numbers n(i, t) = n(i, t, g) and n(i) = n(i, g). If we denote
t =min(L(BX)∪ {2})∩ [t,2] then by virtue of (13) we have
n(i, t) = n(i, t)+ o(i2)
= o(i3)+ ∑
ti,j+1t 
i4
(
ε(ti,j+1)− ε(ti,j )
)= i4ε(t)+ o(i3). (14)
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Using the definitions of (X(M),F ) and Φ(n)ab(g) we get that for each positive integer
k > 1/t and n ∈N such that
k∑
i=1
n(i) < n <
k+1∑
i=1
n(i)
the inequalities
∑k
i≈1/t n(i, t)∑k+1
i=1 n(i)
Φ(n)ab(g)(t)
∑k+1
i=1 n(i, t)∑k
i=1 n(i)
hold. Further, in view of (14) we have
A(k, t) = ε(t
)
∑k
i≈1/t i4 +
∑k
i≈1/t o(i3)∑k+1
i=1 i4 +
∑k+1
i=1 o(i3)
Φ(n)ab(g)(t)

ε(t)
∑k+1
i≈1/t i4 +
∑k+1
i≈1/t o(i3)∑k
i=1 i4 +
∑k
i=1 o(i3)
= B(k, t), (15)
hence we immediately obtain
lim
k→∞A(k, t)= limk→∞B(k, t)= limn→∞Φ
(n)
ab(g)(t)= ε
(
t
)= ε(t); (16)
the last equality in (16) holds since the function ε ∈ E(BX) is left-continuous and constant
on connected components of R \ L(BX). Moreover, the reader can see from (15) that the
convergence in (16) is uniform in t on the set [ 1
n
,∞) for each n ∈N. Clearly, the c-system
(X(M),F ) given by M = {Mg(i): g ∈ G, i ∈ Z} satisfies the conclusion of the lemma
for E = {(ε, ε)}.
II. Let us suppose that E = {(ε0, ε1)} ⊂ E2(BX). Similarly as above the choice of sets
Mg(i), i ∈ Z will be the same for all g ∈ G.
Let us fix some decreasing sequence {δn}n∈N of positive real numbers converging to
zero. For every increasing sequence I = {1 = i(1) < i(2) < · · ·} of positive integers we
can find the sets Mg(i) satisfying (M1), (M2) and such that (13) holds for εl , l ∈ {0,1} and
i satisfying i(2n+ l − 1) i < i(2n+ l) for each n ∈N. By virtue of (16) we can choose
a sequence I in such a way that
∀n ∈N ∀t ∈
[
1
n
,∞
)
∀l ∈ {0,1}:
∣∣∣∣∣
∑i(2n+l)−1
i=1 n(i, t, g)∑i(2n+l)−1
i=1 n(i, g)
− εl(t)
∣∣∣∣∣< δn.
Since (ε0, ε1) ∈ E2(BX) and
∀a, b, c, d ∈ (0,∞): a
b
 c
d
⇒ a
b
 a + c
b+ d 
c
d
,
we have for each g ∈ G the equality Φab(g) = ε0 and Φab(g) = ε1. Again, the c-system
(X(M),F ) given by M = {Mg(i) :g ∈ G, i ∈ Z} satisfies the conclusion of the lemma for
E = {(ε0, ε1)}.
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III. Finally let us assume general case of at most countableE ⊂ E2(BX). We can consider
a set G0 ⊂ G for which #G0 = #E and a bijection J :E→ G0. For each (ε0, ε1) ∈E we can
use the construction from II made for (ε0, ε1) and g = J (ε0, ε1). The choice of sets Mg(i),
i ∈ Z for g ∈ G \ G0 can be the same as for some g ∈ G0. Clearly, c-system (X(M),F )
given by M satisfies the conclusion of the lemma. ✷
Let us now complete the proof of Theorem 3.1(ii) by showing how to construct a map
F ∈H(X) and a τ -metric ρ with the required properties.
Let M and (X(M),F ) be such that (12) is satisfied for E ⊂ E2(BX). If H :X(M)→
X is a homeomorphism of (X(M), τ2) and (X, τ) introduced in Lemma 3.2 we have
F = H ◦ F ◦ H−1 ∈ H(X). Obviously the metric ρ on X defined by ρ = ρ2 ◦ H−1
(see (7)) induces the topology τ on X. Let us take (ε0, ε1) ∈ E. By (12) there is
some g ∈ G such that (Φab(g),Φab(g)) = (ε0, ε1) with respect to ρ2. Then we have also
(ΦH(a)H(b(g)),Φ

H(a)H(b(g)))= (ε0, ε1) with respect to ρ, i.e., (ε0, ε1) is a distribution pair
of (X,F ) with respect to ρ. This proves Theorem 3.1(ii).
Proof of Theorem 3.1(iii). The conclusion in Theorem 3.1(iii) can be considered as a
special consequence of the previous one. In order to prove it we consider some new metric
π on X(M) defined by π(x, y)=min{1, ρ2(x, y)}. Obviously the metric π is a τ2-metric.
Let us take the pair (ε0, ε1) ∈ E2(BX) such that εi(t) = i for t ∈ (0,1]. By
Theorem 3.1(ii) there exists an admissible set M such that (ε0, ε1) is a distribution pair
of (X(M),F ) with respect to ρ2. By the definition of the metric π it is also a distribution
pair with respect to π and from (1) (πX(M) = 1) we get
µ
(
X(M),F ,π)= sup
x,y∈X(M)
∞∫
0
(
ε1(t)− ε0(t)
)
dt = 1.
Then also µ(X,F =H ◦F ◦H−1,π ◦H−1)= 1, whereH was ensured in Lemma 3.2. ✷
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