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Figure 1.1: Development of the indium price in the
last 50 years according to [1].
The chalcopyrite Cu(In,Ga)Se2 is by now an es-
tablished semiconductor for thin film solar cells. Its
band gap between 1.05-1.73 eV is a good match to
the maximum of the solar energy distribution avail-
able on the earth’s surface [22]. Additionally it shows
a high absorption coefficient, compared to other di-
rect band gap semiconductors. The high absorption
coefficient of the direct band gap, allows the use of
a thin absorber layer of several µm. Several meth-
ods of absorber manufacturing (vapour deposition,
electrodeposition, epitaxy or printing techniques) are
available. Compared to the silicon solar cells, widely
used so far, whose absorber layer are prepared by slic-
ing a crystal grown from the melt, less energy for the
manufacturing process of the absorber layer is needed.
Along with the smaller thickness required, this offers
the possibility of reducing costs in the production of
solar cells.
Efficiencies up to 20.3% on the laboratory scale
[23] and up to 14.3% for modules [24] are reported.
13 companies produce Cu(In,Ga)Se2 modules at
Figure 1.2: Development of the efficiency of
Cu2ZnSnS(e)4 solar cells ([2]- [21])
present [25] and in 2009 172MW of thin-film modules
were produced [26]. A distinctive feature of chalcopy-
rites is their high tolerance for deviations from stoi-
chiometry, while still keeping the chalcopyrite struc-
ture. The low defect formation enthalpy allows com-
pensation for deviations from stoichiometry by the
formation of native defects, for example copper vacan-
cies VCu, or antisite defects, such as a gallium atom in
place of copper GaCu. As these intrinsic defects also
govern the electrical properties of the chalcopyrites,
they play a crucial role for the properties of the de-
vice. However despite the good efficiencies, not much
is known about the chemical nature of the defects
responsible for the doping. The symmetry of the de-
fects might be one way to determine their chemical
nature and will be investigated in the following.
One major concern in fabricating thin film solar
cells from the chalcopyrite Cu(In,Ga)Se2 as a lower-
cost alternative to silicon solar cells is the indium
price. As can be seen in figure 1.1, the indium price
is highly volatile. There are several reasons for this:
On one hand indium is only mined as a by-product,
mainly of ZnS ores. On the other hand the indium
reserves are concentrated in only few countries and
there exists uncertainty of the indium yield of the
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known reserves. Furthermore, the demand for in-
dium increased recently, at it is used in flat screen
displays as well as in thin film photovoltaics. For the
future, due to increasing demand, a further increase
in the indium price is expected. One possibility to
overcome this drawback is to replace the group III
element indium by isoelectrical substitution by more
abundant, non-toxic elements like zinc (Zn) and tin
(Sn), from the second and fourth group of the periodic
table. This leads from the chalcopyrite CuInSe2 to
the kesterite Cu2ZnSnSe4. The resulting band struc-
ture is expected to remain similar to that observed
in the chalcopyrite material, leading to similar band
gaps and absorption coefficients. In recent years the
interest in kesterite as a solar cell material has in-
creased as can be seen in figure 1.2 and efficiencies
up to 9.6% are reported [13].
Cu2ZnSnS(e)4 is a new material, and at present
not much is known about adapted synthesis routes
or material properties. One important issue is the
detection of secondary phases. In Cu2ZnSnSe4 the
additional phases CuxSey, ZnSe or Cu2SnSey are
likely to occur, especially as the Cu : Zn : Sn ratio
region in which only kesterite forms, is reported to
be small [27]. Secondary phases are detrimental to
the solar cell device: highly conductive secondary
phases at the grain boundaries can lead to a shunting
of the solar cell, whereas a highly resistive secondary
phase within the current path, will increase the series
resistance. In any case the secondary phase will de-
crease the available volume of the absorber material.
Therefore methods to identify the secondary phases
are needed. In this thesis photoluminescence and
X-ray diffraction measurements are investigated as
possible methods for phase analysis. As kesterite,
similar to the chalcopyrites, is expected to be a
natively doped semiconductor, the defects will play
a crucial role for the device properties. Therefore
photoluminescence measurements are used to gain
information about defects in kesterites.
The thesis will be organised as follows
Chapter 2 introduces the crystal structure of the
materials investigated and describes the observ-
able transitions in photoluminescence measure-
ments.
Chapter 3 explains the different synthesis methods
used to make the samples, examined in this the-
sis.
Chapter 4 introduces the measurement techniques.
Chapter 5 describes the possible secondary phases
in the Cu · Zn · Sn · S and Cu · Zn · Sn · Se
systems and demonstrates how XRD and photo-
luminescence measurements can be used to iden-
tify the secondary phases, which can occur dur-
ing synthesis of Cu2ZnSnS4 and Cu2ZnSnSe4
samples.
Chapter 6 presents first results of photolumi-
nescence measurements on polycrystalline
Cu2ZnSnSe4 samples.
Chapter 7 analyses the symmetry of intrinsic
defects in the chalcopyrites CuInSe2 and
CuGaSe2. For this purpose first the basic
principles of group theory are introduced, and
two different models to describe defects will be
presented. Subsequently polarisation-dependent
photoluminescence measurements on epitaxial
films and a crystal will be discussed.
2
Chapter 2
Chalcopyrites, Kesterites and optical
transitions
2.1 Material properties
In this chapter, the two investigated material systems,
the chalcopyrites CuInSe2 and CuGaSe2 and the
kesterites Cu2ZnSnSe4 and Cu2ZnSnS4 shall be in-
troduced.
2.1.1 Crystal structure
Chalcopyrites The crystal structure of chalcopy-
rite is shown in figure 2.1: red atoms represent cop-
per, yellow atoms the group III element indium or
gallium and dark blue atoms the chalcogen selenium.
The chalcopyrites can be derived from the II-VI semi-
conductors, for example ZnSe, by isoelectric substi-
tution of the group II element with one element from
the first and one from the third group of the periodic
table as depicted in figure 2.2. In doing so, the av-
erage number of valence electrons per atom remains
four, maintaining the tetrahedral bonding character-
istic for most semiconductors. In contrast to ZnSe
with one cation, the chalcopyrites have two cations
to distribute over the cation sites. Therefore the face
centred cubic zinc blende crystallographic unit cell of
ZnSe needs to be doubled, leading to the body cen-
tred tetragonal unit cell for chalcopyrite shown in fig-
ure 2.1. Thus the space group changes from F 4¯3m for
ZnSe to I 4¯2d for chalcopyrites, as will be explained
in more detail in chapter 7.1.1. The tetragonal unit
cell is described by the lattice constant a along the
~x- and ~y- direction and the lattice constant c along
the ~z-direction, as indicated in figure 2.1. The two
different cation species give rise to two more struc-
tural degrees of freedom: on one hand the anion dis-
placement u and on the other hand the tetragonal
distortion η. As each selenium anion is bound to two
atoms of the first group of the periodic table and two
atoms from the third group, the unequal bond lengths
RI−V I 6= RIII−V I lead to a displacement of the sele-
nium atom from its ideal zinc-blende site in the plane
perpendicular to the ~c-axis. The anion displacement
is defined as u − 14 = (R2I−V I − R2III−V I)/a2, where
a is the lattice constant along the short edge of the
tetragonal unit cell. For most of the chalcopyrites the
ratio between the lattice constants in a and c direc-
tion is slightly c
a
6= 2, in contrast to what is expected
for merely doubling the cubic face centred unit cell.
This is called the tetragonal distortion [28].
Figure 2.1: Structure of the Chalcopyrite crystal: red
atoms represent Cu, yellow atoms the group III ele-
ment Ga or In and blue atoms the chalcogen S or Se
[29].
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Figure 2.2: Isoelectric substitution: the average elec-
tron number of four per atom is conserved, if a group
II element is substituted by elements from group I
and III, and for a group III element by substituting
it by elements from group II and IV.
Kesterites Repeating the isoelectric substitution
for the group III element (indium or gallium),
by one element from the second and one from
the fourth group of the periodic system, leads
from the chalcopyrites with the general formula
I III V I2 to the kesterites with the formula
I2 II IV V I4. Subsequently, the kesterites
Cu2ZnSnS4 and Cu2ZnSnSe4 shall be considered.
The term ”kesterite” refers to both: a tetragonal com-
pounds with the chemical formula I2 II IV V I4 and
a specific crystal structure. Kesterites crystallise in
the same tetragonal body centred unit cell as chal-
copyrite. However, the cations can be distributed in
three different ways over the cation sites, according
to whether it is the kesterite, stannite or a primi-
tive Cu-Au-like structure. As the formation energy
of the Cu-Au-like structure is higher than that of the
kesterite or stannite [35], it is unlikely to be observed
and will not be considered in further detail here. The
kesterite and stannite structures are shown in figures
2.3 and 2.4. Copper atoms are indicated in red, zinc
atoms in green, tin atoms in violet and chalcogen
atoms in blue. The kesterite structure shown in fig-
ure 2.3 has I 4¯ symmetry. The cations are arranged
in alternating cooper-tin and copper-zinc cation lay-
ers. The stannite structure shown in figure 2.4, on
the other hand, has I 4¯2m symmetry. Here a copper
cation layer alternates with a zinc-tin cation layer.
According to density functional theory calculations
reported by [35],[30],[31] the formation energy of the
kesterite structure is slightly smaller than that of the
stannite structure, but as the energy difference is
only small both structures might be observed in ex-
periments. The kesterite and stannite structure can
hardly be distinguished in X-ray diffraction experi-
Figure 2.3: Cu2ZnSnX4 with X = S, Se in the
kesterite structure: Cu atoms are indicated in red,
Zn atoms in green, Sn atoms in violet and the chalco-
gen atoms in blue.
Figure 2.4: Cu2ZnSnX4 with X = S, Se in the stan-
nite structure: Cu atoms are indicated in red, Zn
atoms in green, Sn atoms in violet and the chalcogen
atoms in blue.
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Cu2ZnSnS4
Kesterite Stannite
a[A˚] c[A˚] c
a
a[A˚] c[A˚] c
a
Method
5.326a 10.663a 2.002 5.325a 10.629a 1.996 calc
5.448b 10.889b 1.999 5.438b 10.941b 2.012 calc
5.428c 10.864c 2.001 5.436d 10.850d 1.996 exp
Cu2ZnSnSe4
Kesterite Stannite
a[A˚] c[A˚] c
a
a[A˚] c[A˚] c
a
Method
5.605a 11.200a 1.998 5.604a 11.208a 2.000 calc
5.68e 11.36e 2.00 5.688f 11.338f 1.993 exp
5.681d 11.338d 1.996 exp
Table 2.1: Calculated and measured experimental lattice constants according to a[30],b[31],c[32],d[33] and e[34].
ments, as the only difference is the zinc and copper
ordering. As zinc and copper are neighbouring el-
ements in the periodic table, they have almost the
same number of valence electrons. Therefore their
atomic form factor is very similar, leading to a very
similar diffracted intensity for both atoms.
The calculated and measured lattice constants are
given in table 2.1. For both the kesterite and
the stannite structure of Cu2ZnSnS, as well as of
Cu2ZnSnSe4 a c to a ratio close to 2 was found.
The degree of freedom for the anion displacement
in Cu2ZnSnS(e)4 increases compared to the chal-
copyrites, as the anion forms three bonds of differ-
ent lengths to the three different cations in stannite
and has four different bond lengths in kesterite, due
to the copper atoms residing on nonequivalent lat-
tice sites [30]. In the following, unless stated other-
wise ”kesterite” is used to refer to compounds with
the chemical formula Cu2ZnSnS(e)4, independent of
their crystal structure.
2.1.2 Defects in chalcopyrites and
kesterites
Several different kinds of defects can form in semi-
conductors [47]: two-dimensional defects, line defects,
point defects and defect clusters. A two dimensional
defect, is for example, a grain boundary, whereas line
defects are for example dislocations. Transmission
electron microscopy (TEM) and electron beam in-
duced current (EBIC) measurements are used in [48]
to relate dislocations to regions of reduced free carrier
lifetime. Line defects always degrade the electrical
properties of devices and should therefore be avoided
[47]. Characteristic for point defects are, that only
Figure 2.6: Recombination diagram for shallow de-
fects in CuInSe2 according to [43].
Figure 2.7: Recombination diagram for shallow de-
fects in CuGaSe2 according to [44], [45] and [46].
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Point defect Vacancies Interstitials Anti-site defects
Nomenclature VCu VIII VSe Cui IIIi Sei CuIII IIICu CuSe SeCu IIISe SeIII
electric character A A D/A D D A A DX A D D A
∆HCuGaSe2 [eV ] 0.66a 2.83a 2.6b 3.38a 9.9b 23.7b 1.41a 4.22a 7.4b 8.1b 3.7b 3.4b
∆HCuInSe2 [eV ] 0.60a 3.04a 3.00c 2.88a 9.1e 22.4e 1.54a 3.34d 5.4d 6.0d 5.0d 5.2d
Table 2.2: Formation enthalpy of the 12 possible point defects in Cu(In,Ga)Se2 according to
a[36], b[37], c[38],
d[39] and e[40]. The electric character is indicated by D for donor and A for acceptor state [41].
Point defect Vacancies Interstitials Anti-site defects
Nomenclature VCu VZn VSn VS Cui Zni Sni CuZn ZnCu CuSn SnCu ZnSn SnZn
electric character A A A mid
gap
D D D A D A D A D
∆HCu2ZnSnSe2 [eV ] 0.77 1.12 2.82 0.99 3.13 5.92 8.11 0.01 2.42 0.87 6.54 0.69 4.11
Table 2.3: Formation enthalpy of the cation related point defects and the sulphur vacancy in Cu2ZnSnS4 for
copper rich growth conditions according to [42]. In regards to the dependence of the formation enthalpy on the
Fermi energy, the maximum value of the formation energy is given.
Figure 2.5: Calculated transition energy levels for Cu2ZnSnS4 according to [27]
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one atom is involved. Point defects can be caused by
either impurity atoms or native defects, for example
a copper vacancy. Here, only native defects shall be
considered. There are several different types of native
point defects:
• Vacancies, denoted by VA, corresponding to an
unoccupied atom A lattice site
• Interstitials Ai: an atom A occupying a intersti-
tial site
• Anti-site defects AB indicating an atom A occu-
pying an atom B lattice site
Point defects are of uttermost importance for
chalcopyrites, as they are responsible for the doping
behaviour. The same behaviour is expected for
kesterites. The formation energies and the electric
character for the possible point defects in the
chalcopyrites CuInSe2 and CuGaSe2, the three
vacancies, three interstitials and six anti-site defects,
are given in table 2.2. The calculated formation
enthalpies for the chalcopyrites show that the
most likely native defects to form are vacancies,
copper interstitials and CuIII and IIICu anti-site
defects. The corresponding formation energies
and the electric character of the cation related
defects and the sulphur vacancies in the kesterite
Cu2ZnSnS4 are given in table 2.3. According to
the calculation the most probable defects to form
are copper, zinc and sulphur vacancies and CuZn,
CuSn and ZnSn anti-site defects. Figure 2.5 shows
the calculated transition energy levels for the defects
in Cu2ZnSnS4. Besides the sulphur vacancy VS
which results in a mid-gap state, all other defects
with low formation energies give rise to acceptor
states. This is in agreement with the observed
p-type conductivity of kesterite samples i.e. [49],
[50],[51]. The defect formation enthalpies for the
chalcopyrites and Cu2ZnSnS4 were calculated using
density functional theory, whereas a macroscopic
vacancy model was used to calculate some of the
vacancies in chalcopyrite.
The electric character of a defect is not always ob-
vious. Interactions with other defects, or the change
of the charge state, can introduce metastabilities: a
defect can change its character from a shallow to a
deep defect, or from a donor to an acceptor state
[47]. For example in the chalcopyrites the copper
and the selenium vacancy form a defect complex
(VCu − VSe), which changes its character from a
shallow donor to a shallow acceptor, while trapping
two electrons (VCu −VSe)++2e− ←→ (VCu−VSe)−.
An other example is the IIICu-anti-site defect in
CuInSe2, which changes from a shallow into a deep
state: III2+Cu + 2e
− ←→ III0Cu. For CuGaSe2 the
positively charged defect is already a somewhat
deep state, but becomes even deeper after electron
capture. However the IIICu-anti-site defect can also
form neutral defect complexes with copper vacancies
VCu, resulting in the passivation of the defect [52].
The low formation enthalpy of some of the defects
is the reason for the tolerance of chalcopyrites to
deviation from stoichiometry.
There exists several experimental methods to ac-
cess the properties of defects.
One way to access the chemical nature of a de-
fect is performing electron paramagnetic resonance
(EPR) measurements. EPR measurements on copper
poor CuInSe2 samples after annealing in vacuum or
selenium vapor, show a broad isotropic signal with
a Lande´-factor of g = 2.12. The signal disappears
for samples annealed in copper vapor, therefore the
EPR signal at g = 2.12 is assigned to a copper va-
cancy VCu according to [53]. Another narrow EPR
line is observed around g = 2.003, close to the value
of a free electron. Proposed explanations include a
high local density of donors along extended defects
or dislocations [54] or a VCu vacancy [53]. No agree-
ment for the assignment between native defects and
EPR signal seems to be reached. In contrast, impu-
rity atoms, such as Ni+ and Fe3+ incorporated in
the chalcopyrite samples could be clearly identified
by EPR measurements [53],[55], [54].
Of special importance for the device properties is
the electric character of the defects, whether it is an
acceptor or donor, and how deep the energy level
lies in the band gap. Both CuInSe2 and CuGaSe2
show the same shallow defects in photoluminescence
experiments: one donor and three acceptors [56].
The recombination diagrams for CuInSe2 and
CuGaSe2 are shown in figure 2.6 and 2.7. The
defect energies in CuInSe2 are slightly shallower
than in CuGaSe2, the dominating acceptors being
at a depth of 40meV and 60meV compared to the
acceptors in CuGaSe2 at 60meV, 100meV and
150meV. This is in agreement with the trends pre-
dicted by an estimate of the hydrogen model, using
the dielectric constant and the effective masses. For
CuGaSe2 this results in a 110meV deep acceptor
and a 16meV deep donor level and for CuInSe2
the acceptor is 50meV and the donor 6meV deep.
The hydrogen model will be introduced in more
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Figure 2.8: Photoluminescence spectra of CuZnSnS4
and CuZnSnSe4 according to [51].
detail in chapter 7.3. In addition Hall measurements
allow the determination of the activation energy of
a defect. In compensated samples normally only the
deepest defect can be observed. Hall measurements
on CuGaSe2 samples confirm the activation energy
found by photoluminescence measurements [56].
For kesterites, all reported photoluminescence
spectra are wide and asymmetric, pointing to
samples dominated by fluctuating potentials. An
example of a spectrum is shown in figure 2.8. For
CuZnSnS4 a transition is observed around 1.31 eV
[51], whereas for Cu2ZnSnSe4 transitions between
0.85 eV and 0.95 eV are reported [51], [57], [58]. It
is not possible to determine the activation energy
of defects from samples dominated by fluctuating
potentials, as the transition energy in such samples
depends on the degree of compensation. Therefore
no experimental values of the defect energy levels of
the kesterites are published yet.
To improve the electrical properties of the
Cu(In,Ga)Se2 solar cells, one challenge is to link
the donor and acceptor states to the chemical nature
of the defects. As seen above photoluminescence and
Hall measurements can assess the activation energy of
the defects and are so far the only conclusive experi-
ments. Density functional theory calculations, on the
other hand, provide reliably values for the formation
energies of the defects, but have difficulties in repro-
ducing the band gap and therefore also the energy
levels of the defects correctly [59].
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2.2 Photoluminescence
2.2.1 Photoluminescence transitions
A photoluminescence (PL) experiment is composed of
three steps: First electrons from the valence band are
excited via laser light into the conduction band. The
electrons in the conduction band, as well as the holes
in the valence band, thermalize, due to carrier-carrier
and carrier-phonon interactions on a time scale be-
tween femto seconds and a few pico seconds. In doing
so the electrons system reaches quasi thermal equilib-
rium [47].
In a third step the electrons and holes recombine,
thereby emitting a photon [47]. This happens on
a time scale between several 100ps and a few ns.
Electrons and holes can recombine directly from the
bands, or with electrons or holes bound to donor or
acceptor states. From the temperature and intensity
dependence of the emitted photon, the type of tran-
sition can be deduced. Subsequently, the possible
transitions shall be introduced [56]:
Figure 2.9: Photoluminescence transitions in a semi-
conductor: an excitonic transition is indicated in red,
a donor-acceptor transitions in blue and a free-to-
bound transition in green.
Band to band transitions
In a direct semiconductor, electrons in the conduc-
tion band recombine directly with holes in the valence
band giving rise to band to band transitions. The in-
tensity of the PL signal can be approximated by the
square root like density of states in the bands and an
exponential occupation factor:
IPL ∼
{√
~ω − EG exp
−(~ω−EG)
kBT for ~ω > EG
0 otherwise
(2.1)
where EG is the band gap energy, kB the Boltzmann
constant, ~ω the emission energy of the luminescence
light and T the temperature. With increasing tem-
perature, the band gap of most semiconductors de-
crease due to the lattice thermal expansion and the
increasing electron-phonon interaction. This results
in a red shift of the PL band to band transition with
temperature.
In some cases the electric dipole transition of an elec-
tron and a hole is forbidden by a selection rule due
to the symmetry of the bands. This results in a very
low oscillator strength of the corresponding matrix
element and therefore band to band transitions for
so called forbidden band gaps are very weak.
Excitonic transitions
At low temperatures free electrons in the conduction
band and free holes in the valence band are attracted
via Coulomb forces to each other and can form a
bound state, a so called exciton. The energy of an
excitonic transition equals
EEx = EG − EEx,Bin (2.2)
where EG is the band gap energy of the semiconduc-
tor and EEx,Bin is the binding energy of the exciton.
The binding energy of an exciton can be calculated
analogous to the hydrogen model:
EEx,Bin =
mre
4
2~(4πε0εr)2
1
n2
(2.3)
1
mr
= 1
me
+ 1
mh
being the reduced mass, me and mh
are the electron and the hole effective mass, e the unit
charge, ~ Plancks constant divided by 2π, ε0 the per-
mittivity of vacuum, εr the dielectric constant at zero
frequency and n the main quantum number. However
normally only the first excitation level corresponding
to n = 1 can be observed, as the intensity decreases
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with 1
n3
. The intensity of the PL signal on the excita-
tion intensity can generally be described by a power
law:
IPL ∼ Ikex (2.4)
As the intensity of the exciton transition depends
on the concentration of free electrons n, as well as
free holes p, which both depend on the excitation
intensity Iex a k value of 2 is expected. However
due to the interaction with other radiative and non-
radiative processes, normally k ≤ 2 is observed. A
variation in excitation intensity has no influence on
the energy position of the exciton. With increasing
temperature a shift to lower energy for the excitonic
transition is observed, corresponding to the decrease
of the band gap energy with increasing temperature.
Above a certain temperature the thermal energy ex-
ceeds the binding energy of the exciton and the exci-
ton is quenched. The excitonic transition becomes a
band-to-band transition.
Free-to-bound transition
A transition between an electron in the conduction
band and a hole bound to an acceptor or between a
free hole in the valence band and a donor electron is
called a free-to-bound transition. The energy of the
transition equals
EFB = EG − ED,A (2.5)
where ED,A is the binding energy of the involved
donor or acceptor. As the PL intensity depends on
the concentration of free holes p or free electrons n, a
k value in equation 2.4 of k ≤ 1 is expected. The ex-
citation intensity does not influence the transition en-
ergy, however the peak shows a shift to lower energies
with increasing temperature corresponding to the de-
crease of the band gap energy. As only one defect
is involved in free to bound transitions, it is possible
to determine the defect activation energies from its
intensity dependence on temperature. The quench-
ing activation energy Eact corresponds to the defect
binding energy, which is characteristic for the consid-
ered defect. The intensity of the free-to-bound tran-
sition dependent on temperature can be described by
the general relation for a transition with a competing
thermally activated process
I ∼ 1
1 + a exp
−Eact
kBT
(2.6)
where a is a weakly temperature dependent propor-
tionality constant.
Donor-acceptor transition
A donor acceptor (DA) transition starts from occu-
pied defect states, this is a neutral donor and a neu-
tral acceptor. The donor electron recombines with
the acceptor hole, and in doing so emits a photon.
This results in a positively charged donor atom and
a negatively charged acceptor atom. The transition
energy of a donor-acceptor transition equals
EDA = EG − [(ED + EA) + ECoul]
with ECoul =
e2
4πε0εrr
(2.7)
ED and EA being the donor and acceptor ionisa-
tion energies and ECoul is the Coulomb attraction be-
tween the positively charged donor and the negatively
charged acceptor. With increasing excitation inten-
sity the density of neutral donor atoms and neutral
acceptor states becomes higher, therefore the donor
acceptor transitions occur closer to each other. This
leads to an increase of the Coulomb term and there-
fore to a shift to higher energies of the DA transition.
The magnitude of the shift can be described by the
empiric formula
EPL(Iex) = EPL(I0) + βlg
Iex
I0
(2.8)
where β equals normally several meV
dec
. In samples
with high defect densities the neutral donors and ac-
ceptors occur close to each other already at low exci-
tation intensities, therefore the observed shift will be
small. The PL intensity for a DA transition changes
with increasing excitation intensity according to equa-
tion 2.4 with k ≤ 1. With increasing temperature,
thermal emptying of the defects becomes more im-
portant. As the radiative lifetime for close donor-
acceptor pairs is shorter than that for donor-acceptor
pairs with a larger distance, the probability of close
pairs to recombine before the shallower defect is liber-
ated in the band, is higher. Therefore transitions be-
tween closely neighbouring donor-acceptor pairs be-
come more probable, leading to a small blue shift of
the photoluminescence peak.
2.2.2 Potential fluctuations
Fluctuating electrostatic potentials
In a semiconductor, containing many defects, both
donors and acceptors, the electrons of the donor
states will recombine with the holes bound to the
acceptor states, leading to positively charged donors
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Figure 2.10: Local band gap variation in a highly
compensated sample.
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Figure 2.11: Example of a photoluminescence spec-
trum dominated by electrostatic potentials.
and negatively charged acceptor states. In a com-
pensated semiconductor there is a similar amount of
donors and acceptors. Therefore none, or only very
few free charge carriers are created which are able
to screen the charges. Subsequently, spatially dis-
tributed positively or negatively charged regions oc-
cur, which cause spatially varying electrostatic fields
within the semiconductor. These electrostatic fields
cause a bending of the valence and conduction band
parallel to each other, as depicted in figure 2.10. In
doing so, the distance between the valence and con-
duction band, the band gap, remains the same over
the whole semiconductor. However the position of
the bands compared to the uncompensated semicon-
ductor varies. The variation of the conduction and
valence band also causes a variation of the defect lev-
els. The bending of the bands enables tunnel assisted
donor-acceptor transitions between donors close to
the local minima of the conduction band and accep-
tors close to the local maxima of the impurity band.
Therefore a wide range of donor acceptor transitions
with lower energy as in the uncompensated case be-
comes possible, resulting in a red shift of the peak
and a broadening of its low energy slope. The fluctu-
ation amplitude for a p-type semiconductor is given
by
γ0 =
e2
4πεε0
N
2
3
I
p
1
3
t
(2.9)
e representing the elementary charge, ε the static
dielectric constant and ε0 the dielectric field constant.
NI = N
+
A + ND is the number of charged defects
and pt = NA −ND the number of holes. Under laser
excitation free charge carriers are created and the
number of free charges changes to pt + 2∆p, where
∆p = ∆n stands for the excited charge carriers. In
a highly compensated semiconductor the number
of charged defects NI is large, and thus does not
change with excitation intensity. Therefore γ0 should
vary with intensity as γ0 ∼ I −13 . A typical feature
of DA transitions in compensated semiconductors
is a strong blue shift of more than 10meV per
decade with increasing excitation intensity. A higher
excitation intensity leads to a higher number of free
charge carriers in the semiconductor, which causes a
better screening of the charged defects. Hence the
electrostatic fields decrease, which leads to flatter
bands. This reduces the low energy slope of the peak
and shifts the maximum position to higher energies,
as in the uncompensated case. The temperature
dependent behaviour of defect related transitions
in compensated samples is characterized by a red
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shift followed by a blue shift. First the increase
in temperature allows the charge carrier to reach
the absolute minimum in their respective band,
which results in the red shift of the peak. At higher
temperatures, when the thermal equilibrium of the
charge carriers is already reached, the increase of
the number of free charge carriers enables a better
screening of the charged defects. This results in a
flattening of the bands. For CuGaSe2 the change in
shift direction occurs at 70K [60].
To describe the low energy slope in more detail,
two different approaches are reported in literature:
either the fluctuations can be treated as defects or,
according to Urbach tails. For both methods it is
necessary to calculated the density of states in the
sample [56], [61]. Deep fluctuations can be described
as defects. Thus the intensity of the PL peak I follows
on the low energy side a Gaussian behaviour:
I ∼ e
−(E−E0)
2
γ20 (2.10)
where E is the energy and γ0 the fluctuation ampli-
tude. This result is derived in [62] using screened
Coulomb potentials and assuming that the local po-
tential is only slowly varying which corresponds to
the Thomas-Fermi approximation. This enables the
use of a local density of states. Starting from clusters
containing different numbers of atoms as the source
of fluctuating potentials, the deviation from the av-
erage potential for a cluster of size w containing m
atoms is calculated. From the distributions of the
potentials they calculate the density of states. The
same result is obtained in [63]: the authors assume
randomly distributed ions as source of the fluctua-
tions and determine the probability of finding ni ions
in a region i, containing gi lattice sites. From the
probability, they calculate the corresponding gener-
ating function as a mathematical tool to calculate
the moments and so the average energy more eas-
ily. Knowing the average energy they use an inverse
Laplace transform to achieve the probability density
function dependent on energy which corresponds to
the potential distribution function calculated in [62].
The second possibility is to treat the potential fluc-
tuations as band tails. In [64] the potential distri-
bution function is assumed to be Gaussian and the
defects to be hydrogen like. This is in contrast to
the localised defects used in both above mentioned
calculations. Subsequently the probability to find z
impurities with the same sign, in a region which, on
average, contains m impurities is calculated. Further
the density of states can be derived. As result it is
Figure 2.12: Local band gap variation in a sample
with band gap fluctuations.
found, that small fluctuations can be treated as a tail
and described by an exponential function :
I ∼ e
−(E−E0)
γ0 (2.11)
Band gap fluctuations
An other reason for a broadening of transitions peaks
can be band gap fluctuations. These are caused by
fluctuations in compositions or strain, in a semicon-
ductor, which lead to locally different band gaps [65].
Thus the valence band and the conduction band fluc-
tuate independently from each other as depicted in
figure 2.12. Band gap fluctuations can be distin-
guished from electrostatic potential fluctuations by
their intensity and temperature dependent behaviour:
an increasing excitation intensity will have no influ-
ence on the peak position of a peak widened due to
band gap fluctuations. However the peak position
will depend on temperature: With increasing temper-
ature the charge carrier will become able to reach the
absolute minimum in the conduction band, as well as
the maximum in the valence band before recombin-
ing. This results in a red shift of the peak. For a
further increase of the temperature the peak position
will follow the band gap, resulting in a continuing red
shift with increasing temperature for most semicon-
ductors.
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Chapter 3
Synthesis techniques
This chapter briefly introduces the synthesis meth-
ods used for the deposition of the samples, which will
be characterised in the following chapters. All meth-
ods used belong either to physical or chemical vapour
deposition methods. Each method can be divided
into several steps. In physical vapour deposition [66]
• a source material is evaporated
• the source material is transported in the vapour
phase to the substrate
• the source material condenses on the substrate
and forms the layer
Different deposition processes like vacuum evapora-
tion and sputter deposition belong to the group
of physical vapour deposition methods. Here the
vacuum evaporation method will be discussed as
a process to synthesize polycrystalline thin film
Cu2ZnSnSe4 samples and its binary and ternary sec-
ondary phases.
Chemical vapour phase deposition can be divided
into the following steps [67]:
• mass transport to the deposition zone
• (thermal) decomposition to produce in the pre-
cursor for the sample and by-products
• adsorption of the precursor onto the surface
• diffusion of precursor on the surface, followed by
a chemical reaction leading to sample deposition
• transport of the by-products from the reaction
zone
Samples from several different chemical deposi-
tion methods: CuInSe2 crystals grown by the io-
dine vapour phase growth method, thin epitaxial
Cu(In,Ga)Se2 films grown by metal organic vapour
phase epitaxy and polycrystalline Cu2ZnSnS4 thin
films and samples of its competing secondary and
ternary phases from electro-deposition will be char-
acterised in the following chapters.
3.1 Physical vapour deposition
methods
3.1.1 Vacuum evaporation
Figure 3.1: Schematic illustration of the PVD sys-
tem.
In a vacuum evaporation process the source ma-
terial is thermally evaporated and reaches the sub-
strate with no or only few collisions with other
gas molecules. The molecular beam epitaxy system
employed to synthesize kesterite samples is shown
schematically in figure 3.1. The deposition rate de-
pends on the vapor pressure of the material and there-
fore on the temperature of the source. To monitor
the flux of atoms to the sample surface the instru-
ment is equipped with a beam flux monitor (BFM)
and electron emission spectroscopy (EIES). From
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the pyrometer signal, the sample temperature, thick-
ness and growth rate can be determined [68], [69].
The samples are grown at substrate temperatures be-
tween 350◦C and 500◦C. An example of a thin film
Cu2ZnSnSe4 sample grown by vacuum evaporation
is shown in figure 3.2.
Figure 3.2: Polycrystalline thin film CuZnSnSe4
sample grown by vacuum evaporation.
3.2 Chemical vapour deposi-
tion methods
3.2.1 Iodine vapour phase growth
Figure 3.3: Schematic illustration of the iodine
vapour growth method: At the hot end the metal-
lic precursors react with iodine to a volatile IM com-
pound. At the colder end the reaction is reversed:
the metal atoms start forming the crystal, whereas
the iodine is released.
The iodine vapour phase growth method is based on
the temperature dependence of the reaction equilib-
rium
I2 + 2Me⇋ 2IMe (3.1)
Stoichiometric amounts of the elements and addi-
tional iodine are filled into a quartz ampoule, which
is subsequently evacuated and sealed. The ampoule
is slowly heated to 600◦C allowing the iodine to re-
act with the metals. To transport all constituents
to one end of the ampoule a large spatial tempera-
ture gradient is applied over 24 hours. A tempera-
ture gradient of between 880◦C at the hot end and
810◦C at the colder end of the ampoule is applied
for 48 hours, which constitutes the crystal growing
step as described for chemical vapour deposition at
the beginning of this chapter: The hot end the re-
action leading to IM is favourable. The gaseous IM
diffuses to the cooler end, where the reaction equi-
librium lies on the side of elemental metal and I2,
leading to crystal growth [70]. Figure 3.4 shows an
example of a CuInSe2 crystal grown by the iodine
vapour phase transport method.
Figure 3.4: CuInSe2 crystal grown by the iodine
vapour phase growth method.
3.2.2 Metal organic vapour phase epi-
taxy
In metal organic vapour phase epitaxy (MOVPE) the
precursor atoms to synthesize chalcopyrites ( copper,
indium, gallium and selenium) are bounded in or-
ganic compounds and are thus in a liquid state at
room temperature. Following the steps involved in
a chemical vapour deposition process as described
above, hydrogen is used as the carrier gas to transport
the metal organics to the deposition zone, where they
decompose resulting in the precursors for the film and
by-products. The precursor atoms are adsorbed onto
the substrate and adopt its structure, given that the
lattice constants are similar. This leads to epitax-
ial, this is crystalline growth. To grow the chalcopy-
rites CuInSe2 and CuGaSe2, GaAs is used as a sub-
strate, due to its small lattice mismatch [67]. Figure
3.5 shows an epitaxial CuInSe2 thin film grown by
metal organic vapour phase epitaxy.
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Figure 3.5: Epitaxial CuInSe2 thin film grown by
metal organic vapour phase epitaxy.
3.2.3 Electrodeposition
Polycrystalline Cu2ZnSnS4 thin films involving elec-
trodeposition are synthesized in a two step process:
first the metals are electrodeposited on molybdenum
substrate. To incorporate the chalcogens sulphur or
selenium, the samples are subsequently annealed in
an oven in a sulphur or selenium atmosphere. In the
following, first the electrodeposition process will be
explained, then the annealing procedure used will be
introduced.
Electrodeposition
Figure 3.6: Schematic illustration of the setup used
for electro deposition.
Figure 3.6 shows the setup used for electrodeposi-
tion experiments. It consists of an electrolyte contain-
ing the ions, M+z, which shall be electrodeposited, a
working, a reference and a counter electrode and a
potentiostat.
At the electrode redox reactions according to the
following equation will take place [71],[72]:
M+z + ze⇋M (3.2)
where M+z are ions of charge, z, in solution, e is
the number of electrons involved in the redox reac-
tion and M is the reduced species deposited at the
working electrode. An equilibrium will form between
the ions, M+z, and the reduced species, M . As an
electron transitions is involved in the chemical reac-
tion, a potential according to the Nernst equation
will result:
Ee = E
0
e +
RT
zF
ln
aM+z
aM
(3.3)
E0e being the standard electrode potential, R the uni-
versal gas constant, T the temperature, F the Fara-
day constant and a the concentrations ofM+z andM ,
respectively. For an electrodeposition process to oc-
cur the equilibrium in equation 3.2 needs to be on the
right hand side. This can be reached by changing the
equilibrium potential, Ee, by applying an over poten-
tial between the reference and the working electrodes.
This changes the Fermi level of the electrons in the
metal electrode in relation to the lowest unoccupied
molecular orbital (LUMO) of the ions dissolved in the
solution. If the Fermi level of the electrons is higher
than the LUMO of the ions, then a reduction reac-
tion becomes energetically favourable and deposition
takes place.
The applied voltage is measured against a reference
electrode to provide a stable reference point inde-
pendent of concentration variations in the electrolyte.
Here, a silver chloride reference electrode is used. To
improve sample homogeneity a rotating disc electrode
is used, allowing control over the ion flux to the sam-
ple surface [73]. The different metals are deposited
using a sequential bath deposition approach. This
means the salts of the metals required for each of the
precursor are dissolved in separate baths and the dif-
ferent species are deposited successively. Figure 3.7
shows a polycrystalline Cu2ZnSnS4 sample grown
by electrodeposition.
Annealing procedures
To complete sample formation the metal precursors
are annealed in the oven depicted in figure 3.8. The
samples are loaded into a graphite box and 200mg
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Figure 3.7: Polycrystalline Cu2ZnSnS4 sample
grown by electro-deposition.
Figure 3.8: Oven used for the annealing experiment
sulphur powder is added. Next the graphite box is
introduced into a glass tube which leads into the oven.
To prevent sulphur loss during annealing, the box
is kept under 500 ± 10mbar N2H2 pressure. The
samples are annealed at 570◦C for a duration of 2 h.
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Chapter 4
Measurement techniques
As introduced in the previous chapter, photolumi-
nescence transitions provide information about the
activation energy of defects and the degree of com-
pensation in a semiconductor. In chapter 7 will be
explained, how the symmetry of defects can be ac-
cessed by polarisation of photoluminescence transi-
tions. Therefore the setup used to perform stan-
dard, as well as polarised photoluminescence mea-
surements, is presented in the following. The pho-
toluminescence measurements to identify secondary
phases in Cu2ZnSnS(e)4 samples are complemented
by X-ray diffraction (XRD) experiments, which is the
standard method to identify phases. Hence, in the
second part of this chapter, the underlying measure-
ment principles and the setup used for XRD mea-
surements are introduced. Apart from phase analy-
sis, XRD measurements are used to orient a CuInSe2
crystal for polarisation dependent photoluminescence
measurements which determine the symmetry of its
defects. This is accomplished by rocking curve and
Φ-scan measurements, which will be explained in the
second part of the XRD section. Besides these two,
primarily used methods during my thesis, energy dis-
persive X-ray spectroscopy (EDX) and X-ray photo-
electron spectroscopy (XPS) were used to determine
the composition of the samples and secondary ion
mass spectroscopy (SIMS) was used to determine the
depth profile of the sample composition. A brief in-
troduction to these three methods is given at the end
of this chapter.
4.1 Photoluminescence mea-
surements (PL)
Figure 4.1 shows the setup used for photolumines-
cence measurements. As introduced in chapter 2.2,
photoluminescence light originates from the recombi-
nation of an electron in the conduction band and a
Figure 4.1: Measurement setup for photolumines-
cence measurements.
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hole in the valence band or bound to a defect. In
a photoluminescence experiment the intensity depen-
dence on the wavelength is measured, which is usu-
ally a function of additional parameters such as the
excitation power or the sample temperature.
For these experiments, the 514nm laser line of an
Argon ion laser with an excitation power between
0.2mW and 1W is used to excite the samples. For
excitation powers below 10mW the time stability of
the laser decreases. To ensure a constant excitation
power over time at low excitation powers, the excita-
tion power of the laser is kept at 10mW and the ex-
citation power irradiating on the sample is adjusted
by neutral density filters. To ensure that only the
514 nm laser line and no additional lines from the
ion discharge plasma of the laser hit the sample a
hot mirror and a line filter were used. Hot mirrors,
as well as a line filters, are dielectric mirrors, which
transmits only a specified wavelength range. A line
filter is characterised by steep edges for the trans-
mission close to the laser line, but reflects light only
within a narrow wavelength range. The hot mirror re-
flects light in a wide wavelength range, yet its change
from reflecting to transmitting is less steep. There-
fore, combination of the two filters allows the passing
light to be confined only to the laser line. The laser
beam is focussed on the sample by a lens with a focal
length of 5 cm. The PL signal of the sample is de-
tected at an angle of 90◦ to the exciting laser beam.
It is first collimated by a lens with 5 cm focal length
and afterwards focussed on the spectrometer entrance
by a second lens with 20 cm focal width. In the par-
allel part of the beam the laser line is filtered out
by a Notch filter. For all measurements in the wave-
length range between 950nm (1.3 eV) and 1050nm
(1.18 eV) colour long pass filters were used instead.
As the Notch filter relies on diffraction, its transmis-
sion vanishes around the second order of the laser line
at 1029nm. To avoid saturation of the cameras used
to detect the luminescence light, for samples yield-
ing high luminescence additional grey filters in the
parallel part of the beam were introduced. The light
passes then through a single grating spectrometer in
the Czerny-Turner geometry and is detected via CCD
cameras. Depending on the resolution required there
are 600 lines
mm
(blazed at 500nm and 1000nm) and a
300 lines
mm
(blazed at 760 nm) gratings available, result-
ing in a nominal dispersion of 5 nm
mm
and 10 nm
mm
re-
spectively. For wavelengths between 520 nm (2.38 eV)
and 950 nm (1.31 eV) the luminescence light is de-
tected by a Si CCD camera, for luminescence light
between 950 nm (1.31 eV) and 1600nm (0.78 eV) a In-
GaAs CCD camera is used. The exposure time of the
camera can be varied between 0.01ms and 1 s for the
Si-camera and 0.1 s and 2 s for the InGaAs camera,
depending on the strength of the photoluminescence
signal of the sample. The spectra measured with the
InGaAs camera, shows a wide absorption line around
1385nm (0.9 eV), which is most probably due to wa-
ter vapor contained in the air [74]. At the beginning
of each measurement series a dark measurement with
closed laser beam and the same settings as for the
measurements on the sample was performed, to en-
sure that no stray light from LEDs, the computer
screen or the like interferes with the measurement.
To be able to do temperature dependent measure-
ments the sample is mounted in a Helium flow cryo-
stat, which allows the variation of the temperature
between 5K and 300K.
4.1.1 Polarisation dependent photolu-
minescence measurements
Figure 4.2: The orientation of the analyser relative
to an epitaxial sample with (001) growth direction: a
~E field vector pointing in the direction of 12 o’clock
corresponds to an analyser angle of 0◦. Therefore, in
this example, a measured intensity maximum at an
angle of 0◦ corresponds in this example to a polari-
sation perpendicular to the ~c-axis, whereas an mea-
sured maximum at an angle of 90◦ corresponds to a
polarisation parallel to the ~c-axis. Seen in the direc-
tion of the beam, the analyser turns clockwise.
For the polarisation dependent measurements, an
analyser to measure the polarisation of the lumi-
nescence light is introduced additionally. Two dif-
ferent analysers have been used: a Glan-Thompson
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prism and a film polariser. The film polariser was
introduced into the parallel beam, whereas the Glan-
Thompson prism, due to the small diameter was in-
troduced in the focussed beam directly in front of the
spectrometer. The analysers were mounted on a turn-
able stage, with the orientation such that the ~E-field
vector pointing at 12 o’clock corresponds to 0◦ po-
larisation angle, as shown in figure 4.2. The correct
adjustment of the analyser was tested by measuring
the polarisation of the laser beam. To account for
the polarisation dependence on the transmission of
the spectrometer, the response of the spectrometer,
dependent to the analyser angle, of an unpolarised
light source is measured. This allowed the calcula-
tion of a correction function which is applied to the
measured data. As the measured polarisation relative
to the sample orientation will become important for
the measurements discussed in later chapters, the ap-
plied reference coordinate systems will be introduced
in the following and are depicted in figure 4.3: The
sample holder coordinate system is spanned by the
vectors ~xSH , ~ySH and ~zSH , whereas the coordinate
system in the detection plane is indicated by ~yD and
~zD. The sample holder coordinate system can be
transformed into the detection coordinate system by
a clockwise rotation of 45◦ about the ~z-axis.
The second quantity of interest, besides the angle
of maximum intensity, is the degree of polarisation.
The degree of polarisation P is defined as:
P =
Imax − Imin
Imax + Imin
(4.1)
Figure 4.3: Orientation of the sample holder coor-
dinate system relative to the detection coordinate
system. The sample holder coordinate system is
spanned by the vectors ~xSH , ~ySH and ~zSH , whereas
yD, yD and zD represent the detection coordinate
system.~zSH and ~zD point out of the sheet.
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4.2 X-ray diffraction (XRD)
In X-ray diffraction (XRD) the diffracted intensity is
measured as a function of observation angle. This
allows the determination of the crystal structure and
orientation of a lattice and is therefore the standard
method to identify phases contained in a sample. The
description given here is according to [75]. As the
name of the method implies, a monochromatic X-ray
beam is scattered elastically by the electron cloud of
an atom. If the atoms are arranged regularly, such
as in a crystal, this gives rise to diffraction patterns.
For constructive interference to occur, the Bragg con-
dition, given in equation 4.2, needs to be full filled:
nλ = 2dhkl sin(θ) (4.2)
where λ represents the X-ray wavelength, dhkl the in-
terplanar spacing and θ the angle between the sample
surface and the incoming beam ~K0, as well as, the
scattered beam ~K. Thus constructive interference
due to scattering at two neighbouring lattice planes
of distance dhkl can be observed under the angle θ.
The intensity of an observed diffraction maximum
is proportional to the structure factor
F (hkl) =
∑
n
fn exp
2πi(hxn+kyn+lzn) (4.3)
where h,k and l are the Miller indices of the lattice
plane giving rise to the reflection and the coordinates
xn, yn and zn are of the positions of the atom in the
unit cell. fn is the atomic form factor, which takes
into account the electron density distribution in the
atom. In the following, firstly the measurement setup
and procedure for θ − 2θ scans used for phase analy-
sis will be described, secondly the measurements per-
formed to orient a crystal will be introduced.
4.2.1 θ − 2θ-scans
θ-2θ scans are the standard procedure for phase
analysis. As depicted in figure 4.4, the incoming
X-ray beam hits the sample, under the angle θ,
with respect to the sample surface. The intensity
diffracted from the sample is detected under an
angle of θ with respect to the surface, too. During
measurement θ is continuously varied. The angle of
the detector equals 2θ with respect to the incident
X-ray beam, therefore this measurement method is
called a θ-2θ scan. The scattering vector ~Q, is the
difference vector of the incident vector ~K0 and the
scattered vector ~K, and is always perpendicular to
the plane observed in the XRD measurement. It
Figure 4.4: Measurement geometry for θ-2θ scans:
~K0 and ~K are the wavevectors of the incoming and
the scattered beam, θ is the angle between the sample
surface and the incoming, as well as the diffracted
beam. The difference vector between ~K0 and ~K, the
scattering vector ~Q, is always perpendicular to the
observable lattice planes.
remains perpendicular to the surface during the
θ-2θ scan. Therefore only lattice planes parallel
to the sample surface contribute to the diffraction
signal in a θ-2θ scan. When choosing measurement
parameters, a compromise has to be found between
using narrow slits, to be able to separate close
neighbouring peaks, of particular importance in
the kesterite system, and obtaining high enough
diffracted intensity to be able to observe also weaker
diffraction maxima in a reasonable measurement
time.
A second measurement geometry used to identify
phases is depicted in figure 4.5: One chooses a
grazing incidence of the incoming beam, this is
a small incident angle, normally below 2◦. This
grazing incidence has the advantage, especially for
thin samples, that the path of the X-ray radiation
that travels through the thin-film before penetrating
into the substrate gets longer and therefore the
measured intensity is increased. In grazing incidence
measurements the incident angle is kept constant,
whereas the angle of detection is varied by 2θ.
Compared to θ − 2θ-scans, this leads to a change
in the scattering vector ~G during the measurement.
Therefore different orientated lattice planes will
contribute to the diffraction signal.
For both types of measurements, the diffractometer
was in the parallel beam mode, this means the X-ray
beam is not focussed on the sample, but the incident
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Figure 4.5: Measurement geometry for grazing inci-
dence measurements: the source beam hits the sam-
ple with an angle α to the sample surface and the
diffracted intensities are detected under an angle 2θ-
α. Note that the scattering vector ~Q varies during
the measurement and therefore does not coincidence
with the surface normal ~s.
beam is collimated. For the generation of X-rays
a Cu X-ray tube is used. However it is important
to keep in mind while analysing XRD diffraction
patterns, that there are two CuKα lines: CuKα1
at 1.5406 A˚ and CuKα2 at 1.5444A˚. The CuKα2
line leads to a second diffraction pattern, which
is slightly shifted to the one originating from the
CuKα1 line.
To adjust the height of the sample the diffraction
maximum due to the substrate peak, molybdenum
for the kesterite and gallium arsenide for the epitaxial
chalcopyrite samples, was used. However especially
for the molybdenum substrate, strain in the layer can-
not be excluded, which would result in an error in the
height adjustment. In later measurements, due to an
improved sample holder, it was possible to adjust the
height independently of the substrate reflections.
4.2.2 Rocking curve measurements
The crystal quality, especially if the sample is
monocrystalline, can be tested by rocking curve mea-
surements. For that purpose the Bragg angle θB
of the main diffraction maximum determined from
θ− 2θ-scans is chosen and the sample is tilted about
ω as indicated in figure 4.6. Plotting the diffracted
intensity dependent on omega, the full width half
maximum of the resulting peak is a measure of the
crystalline quality. Especially grains with slightly
Figure 4.6: Measurement geometry for rocking curve
measurements: the scattering vector Q is varied by
an angle ω compared to the surface normal s, either
by tilting the sample or by varying the angle θ, while
keeping 180◦ − 2θB constant.
differing orientation with respect to the orientation
determined by θ − 2θ-scans will become visible as
broadening or shoulder. Additionally rocking curve
measurements reveal if the investigated lattice plane
is oriented exactly parallel to the sample surface. A
slight tilt will be reflected in a maximum at ω 6= 0.
In practice, rocking curve measurements are per-
formed in the following way: the angle between in-
coming beam ~K0 and scattered beam ~K is kept con-
stant, according to the angle under which the diffrac-
tion maximum in the θ−2θ-scan was observed, this is
180◦ − 2θB. Then the diffracted intensity depending
on the θ, varying in the vicinity of θB, is measured.
The change in θ alters the scattering vector ~Q with
respect to the surface normal ~s, and therefore planes
with slightly different surface normals can contribute
to the measured signal.
4.2.3 Φ-scans for single crystal orien-
tation
Until now, no care was taken of the orientation of
the sample in the plane parallel to the surface. This
is the aim of texture analysis. To achieve this, two
additional angles need to be defined (see figure 4.7) :
Φ, which describes a rotation of the sample about the
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Figure 4.7: Measurement geometry used for the orien-
tation of the crystal: the angle φ indicates rotations
about the normal of the sample surface. The angle Ψ
indicates the inclination of the surface normal with
respect to the diffraction plane spanned by the vec-
tors ~K0 and ~K. [76]
Figure 4.8: Measurement geometry for θ-2θ scans: for
polycrystalline samples the diffracted intensity lies on
a cone with opening angle 4θ, whereas the diffraction
maximum for a crystalline sample forms a distinct
point in space.
surface normal and an inclination angle, Ψ, account-
ing for the inclination of the surface normal with re-
spect to the plane spanned by the vectors ~K0 and
~K. In powder samples all orientations of crystallites
are equally probable and the scattered intensity cor-
responding to a fixed scattering angle lies on a cone
with opening angle 4θ, as depicted in figure 4.8. This
means that the orientation of the sample with respect
to Φ is insignificant. However, in single crystals a
diffraction maximum corresponding to a lattice plane
forms a point in space.
To determine the orientation of a crystal, the
diffraction intensity of the lattice plane of interest
depending on Φ, which is the rotation angle about
the surface normal, need to be measured. The nor-
mal of the lattice plane of interest is not perpendic-
ular to the surface, and therefore does not lie in the
measurement plane spanned by the ~K0 and ~K0 vec-
tors, accessible by θ-2θ scans. Thus it is necessary
to incline the sample by the corresponding angle Ψ.
For example, in a tetragonal lattice oriented with the
(112) plane parallel to the surface, the ~c-axis and the
surface enclose an angle of Ψ = arctan[ 1
2
√
2
· c
a
]. So, if
the ~c-axis is to be determined, the sample needs to be
tilted by Ψ = 35.43◦. Hence the planes perpendicu-
lar to the ~c-axis lie in the measurement plane and the
direction of the ~c-axis can be determined by choosing
the angle θB corresponding to the (008) plane and
measuring the diffracted intensity dependent on the
rotation angle φ.
4.3 Scanning Electron Mi-
croscopy (SEM) and En-
ergy Dispersive X-ray
Spectrometry (EDX)
Scanning electron microscopy (SEM) measurements
are a tool to get magnified images of the sample sur-
face. Energy Dispersive X-ray Spectrometry (EDX)
is used to determine the composition of the sample.
For both methods the sample is investigated by an
electron beam. The interaction of an electron beam
with matter gives rise to elastic and inelastic scat-
tering of the incident electrons. Inelastic scattering
is possible via the creation of secondary electrons,
continuous x-rays (bremsstrahlung), the ionisation of
inner shell electrons resulting in characteristic x-ray
lines or emitted Auger electrons, etc. These interac-
tions can be used for the characterisation of materials.
The difference between the electrons impinging on the
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sample and the electrons emitted from the sample,
via secondary electrons and back-scattered electrons,
gives rise to a, so called, sample current. The sample
current as well as the back-scattered electrons, or the
secondary electrons, can be used to depict the surface
morphology of the sample resulting in scanning elec-
tron microscopy (SEM) pictures. In energy dispersive
x-ray (EDX) measurements, as well as in the related
wavelength dispersive x-ray measurements (WDX),
the characteristic x-ray radiation emitted from the
sample is used to identify the elements, which it con-
tains. For EDXmeasurements a semiconductor detec-
tor crystal is used, in which the absorbed x-ray is scat-
tered inelastically and in doing so creates electron-
hole pairs. This leads to a current pulse proportional
to the energy of the incoming x-ray photon. In WDX
measurements the energy resolution is achieved via
diffraction of the incoming x-rays on a crystal. EDX
measurements have a higher quantum efficiency than
WDX measurements, whereas WDX measurements
offer a better separation of the peaks [77].
4.4 X-ray Photoelectron Spec-
troscopy (XPS)
X-ray photoelectron spectroscopy (XPS) is a further
method to determine the composition of samples,
which has a lower detection limit than EDX measure-
ments. In X-ray photoelectron spectroscopy measure-
ments (XPS)[78], the number of escaping electrons
from the sample, dependent on their energy, is mea-
sured. Excitation of electrons from the core states
of the atom is achieved by X-ray radiation. The ki-
netic energy of the electron Ee,kin leaving the sample
equals the excitation energy of the X-rays hν minus
its binding energy EI :
Ee,kin = hν − EI (4.4)
As the binding energy is characteristic for each ele-
ment, it is possible to identify the elements contained
in a sample excited by a known X-ray energy, by mea-
suring the energy of the emitted electrons. The ki-
netic energy of the electrons is measured by an elec-
tron energy analyser, which consists of a spherical
capacitor, where only electrons with a certain ini-
tial energy can pass without colliding with the walls.
However, a second effect can be observed in the mea-
sured spectrum: the photoelectron leaves, and the
vacancy in the inner shell, will be filled by an elec-
tron from an outer shell, after dissipating its energy
via an Auger electron, as described in the section
above. The two effects both give rise to peaks, which
can be distinguished by varying the X-ray excitation
wavelength. This is due to the fact that the kinetic en-
ergy of the electrons emitted due to the photoelectric
effect depend on the excitation energy whereas the
energy position of the peaks due to Auger electrons
do not. Compared to Auger electron spectroscopy
(AES), where the excitation is by an electron beam,
the radiation damage in XPS is smaller.
4.5 Secondary Ion Mass Spec-
trometry (SIMS)
To investigate the sample homogeneity with depth,
secondary ion mass spectrometry (SIMS) measure-
ments are performed. In these measurements the
number of secondary ions of a specific mass arriving
at the detector depending on time is recorded. This
secondary ion flux is induced by a beam of primary
ions hitting the sample and giving rise to a collision
cascade. The secondary ions are subsequently sepa-
rated according to their mass by a mass spectrometer
and detected. As SIMS measurements are here used
for depth profiling, a magnetic sector SIMS in the dy-
namic measurement regime is used. A magnetic sec-
tor SIMS consists of an electrostatic and a magnetic
section, the first sorting the secondary ions according
to their energy, whereas the second separates them
according to their mass. In the dynamic measure-
ment regime a constant sputtering rate is used and
the mass of the incoming secondary ions is continu-
ously detected. As primary ions Cs+ ions are used,
a primary ion current of 15 nA is employed and the
sputtered area is 250× 250µm2. The sputter yield is
element specific and depends strongly on the matrix
in which the atom is embedded. Therefore it is only
possible to obtain quantitative results for the concen-
tration of an element in a sample from SIMS measure-
ments, if a adequate standard is available. However
qualitative changes in sample composition with depth
or the detection of traces of an impurity element can
be obtained without comparison to a standard [79].
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Chapter 5
Phase-analysis by Photoluminescence
and X-ray diffraction
Figure 5.1: Schematic cross section of a solar cell
consisting of substrate, back contact, absorber and
window layer. The absorber layer contains secondary
phases at the grain boundaries of the absorber grains
[2].
In this chapter the secondary and ternary phases
in the Cu Zn Sn S and Cu Zn Sn Se system will be
discussed. When synthesising a material it is impor-
tant to know in which composition range it exists and
which competing phases can occur. Therefore in the
first part of this chapter the phase diagrams reported
in literature for the possible phases in the CuZnSnS
and Cu ZnSnSe system will be described. However
phase diagrams represent the equilibrium situation,
whereas sample growth occurs under non equilibrium
conditions. Therefore the phases actually contained
in the sample might be different from those predicted
by the phase diagrams. Also phase diagrams are not
necessarily available for the growth temperature. As
Figure 5.2: Schematic cross section of a solar cell
showing a secondary phase between absorber layer
and back contact [2].
the aim is to use Cu2ZnSnS(e)4 as a solar cell ab-
sorber material, the detection of secondary phases in
the absorber is important. Secondary phases can ei-
ther appear at the grain boundaries of the absorber as
shown in figure 5.1 or between the absorber layer and
the back or front contact as can be seen in figure 5.2.
In the first case, highly conductive competing phases
can enable an alternative current path to the solar
cell diode and so lead to shunting of the solar cell.
As a second possibility, if the band gap of the com-
peting phase at the grain boundary is smaller than
that of the absorber material, it will reduce the max-
imum output voltage of the solar cell, the band gap
being its absolute upper limit. A secondary phase
between the back contact and the absorber layer can
increase the series resistance of the solar cell, if the
secondary phase is highly resistive. A highly conduc-
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tive phase between the back contact and the absorber
on the contrary, would not harm the solar cell perfor-
mance. A secondary phase on top of the absorber
layer might be removed by etching before finishing
the solar cell. Otherwise, depending on its properties
it may degrade the band alignment of the pn-junction
between the absorber and the window layer.
The standard method for the identification of phases
is to make XRD measurements as described in chap-
ter 4.2. However as the main diffraction maxima of
the ZnS(e), Cu2SnS(e)3 and Cu2ZnSnS(e)4 phase,
have similar lattice constants and structures, they ap-
pear at very similar diffraction angles in X-ray diffrac-
tion experiments. Therefore it is very difficult to ex-
clude that a ZnS(e) or Cu2SnS(e)3 phase is con-
tained in a sample from XRD measurements. Hence
the aim of the second and third part of this chapter
is to investigate if photoluminescence measurements
in combination with XRD measurements can help to
identify the secondary and ternary phases contained
in a kesterite sample more unambiguously.
Samples containing only CuyS(e)z, ZnS(e) and
CuySnS(e)z are prepared under similar growth con-
ditions as for the synthesis of kesterites to achieve
the most probable secondary and ternary phases also
encountered during kesterite deposition. The tin se-
lenides and sulphides were not considered for reasons
described in the next section. At the used growth
and annealing temperature SnS(e) loss plays already
an important role, therefore no tin sulphide or se-
lenide secondary phase is expected. In the second sec-
tion sulphide kesterites prepared by annealing of elec-
trodeposited metal precursors made by Dominik Berg
will be considered. The samples are deposited and
subsequently annealed as described in chapter 3.2.3
The third section deals with secondary and ternary
phases in the selenide system on the basis of sam-
ples prepared by Alex Redinger by means of physical
vapour deposition. More details on the preparation
method can be found in chapter 3.1.1. Although the
preparation methods for the sulphide and selenide
kesterites are different, it is not expected that the
preparation method has a significant influence on the
phases present in the samples.
5.1 Literature review: compet-
ing phases in the copper tin
zinc selenide and sulphide
system
In the following section the possible competing
phases in the system CuZnSnS(e), will be presented.
As in the following chapter only sulphurised or se-
lenised samples will be considered, the Cu Zn and
Cu Sn compounds, also known as brass and bronze,
will be omitted.
5.1.1 Binary subsystems
Copper Sulphides and Selenides
Copper Sulphides Figure 5.3 shows the phase
diagram of the copper sulphide system according to
[80]. At room temperature depending on the copper
to sulphur ratio several copper sulphide phases can
be found: starting from the copper rich side mono-
clinic α-Chalcocite with the molecular formula Cu2S
exists, followed by orthorhombic Djurleite (Cu1.96S),
orthorhombic Anilite of stoichiometry Cu1.75S and
a phase field containing a orthorhombic solid solu-
tion based on sulphur as well as hexagonal Covel-
lite CuS. At 103.5◦C α-chalcocite transforms into
hexagonal β-chalcocite and a copper solid solution.
β-chalcocite is stable up to 435◦C, where it trans-
forms into Digenite and copper. The molecular for-
mula of Digenite is Cu2−xS with x ≤ 0.27 and it crys-
tallises into a face- centred-cubic structure. Anilite
transforms at 75◦C in Digenite, whereas Djurleite
changes at 75◦C into Digenite and Covellite. Cov-
ellite melts at 507◦C. Copper rich Digenite is stable
up to 1105◦C, whereas copper poor Digenite melts
at 813◦C. The sulphur solid solution melts at 115◦C.
Phase transitions from a hexagonal to a cubic struc-
ture require a change of closest packing of the sul-
phur atoms. Such transitions have slow kinetics and
lead therefore to the occurrence of metastable phases.
This is the case for transitions between hexagonal
chalcocite, Djurleite and covellite and cubic Digen-
ite and Anilite phases. A complete overview of the
possible metastable phases is given in [80]. Here only
the tetragonal metastable phase will be mentioned as
it is the only experimentally observed. The tetrago-
nal phase is a polymorph of the Digenite phase and
forms for copper to sulphur ratios of 1.85 to 1.99 and
temperatures between 115◦C and 145◦C.
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Figure 5.3: Phase diagram of the copper sulphide system according to [80]. Ch indicates Chalcocite, An Anilite,
Cv Covellite, Dg Digenite and L the liquid phase.
Figure 5.4: Phase diagram of the copper selenide system according to [81].
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Copper Selenides In the copper selenium
system four different binary phases exist: Cu2−xSe,
Cu3Se2, CuSe and CuSe2. The phase diagram
of the copper selenium system is shown in figure
5.4. Cu2−xSe exists in a monoclinic α-phase con-
figuration up to 123◦C and transforms for higher
temperatures into a cubic β-phase belonging to space
group Fm3¯m, which is stable up to 1130◦C. Cu3Se2
has a tetragonal structure, belonging to the space
group P 4¯21m and decomposes at 112
◦C in Cu2Se
and CuSe. CuSe exist in a hexagonal α-phase
(P63/mmc) at room temperature. At 51
◦C it
transfers into an orthorhombic β-phase, up to 120◦C
where a hexagonal γ- phase is formed (P63/mmc).
At 377◦C the CuSe decomposes into Cu2−xSe and
Se. CuSe2 has an orthorhombic structure belonging
to space group Pnnm. It decomposes into CuSe
and Se at 342◦C.
Zinc sulphides and selenides
Zinc Sulphides Figure 5.5 shows the phase di-
agram of the zinc sulphide system. ZnS exists as a
cubic α − ZnS low temperature phase (F 4¯3m) and
transforms at 1020◦C into a hexagonal β−ZnS high
temperature phase (P63mc).
Zinc Selenides ZnSe crystallise at room tem-
perature in a zinc blende structure corresponding
to space group F 4¯3m. Okada reports in [82] for
samples consisting of equal amounts of selenium and
zinc a phase transition to the wurtzite structure
at 1411 ± 2◦C. The wurtzite structure is a typical
example of the hexagonal structure belonging to the
P63mc space group. According to [81] the wurtzite
structure is only metastable. The melting point is at
1522±2◦C. The phase diagram is shown in figure 5.6.
Tin sulphides and selenides
Tin Sulphides Figure 5.7 shows the phase di-
agram of the tin sulphide system according to
[81]. With increasing sulphur content, three different
phases occur: SnS, Sn2S3 and SnS2. SnS trans-
forms at 602◦C from the orthorhombic α low temper-
ature phase (Pmna) into a cubic β-SnS high temper-
ature phase (F 4¯3m). Four different forms of Sn2S3
are reported to occur between room-temperature and
its decomposition at 760◦C, however no structure is
indicated. For SnS2 a α − SnS2 low temperature
phase and a β−SnS2 high temperature phase are ob-
served, however no consensus on the structure seemed
to be reached. Due to the high vapour pressure of
SnS, sublimation plays already a role at the used
deposition temperatures. According to Piacente the
evaporation of SnS2 follows the following equilibria
[83]
Sn2S3(s) −→ 2SnS(s) + 1
2
S2(g) ∆H = 54
kJ
mol
(5.1)
SnS2(s) −→ 1
2
Sn2S3(s) +
1
4
S2(g) ∆H = 112
kJ
mol
(5.2)
SnS(s) −→ SnS(g) ∆H = 220 kJ
mol
(5.3)
Tin Selenides In the tin selenide system apart
from the two elemental Sn and Se phases, two binary
phases occur: orthorhombic SnSe, belonging to the
space group Pnma and hexagonal SnSe2 belonging
to space group P 3¯m1. The phase diagram is repre-
sented in figure 5.8. As for the tin sulphides, also for
the tin selenides sublimation plays already an impor-
tant role in the deposition temperature range of the
PVD process : at temperatures above 400◦C no SnSe
sticks to the substrate [2]. The evaporation of SnSe2
occurs via SnSe [84]:
SnSe2(s) −→ SnSe(s) + 1
x
Sex(g) ∆H = 105
kJ
mol
(5.4)
SnSe(s) −→ SnSe(g) ∆H = 216 kJ
mol
(5.5)
5.1.2 Ternary subsystems
Copper Zinc Selenides and Sulphides In the
phase diagram of the Cu2S-ZnS system reported
by Olekseyuk in [85] and depicted in figure 5.9, it
emerges, that the solubility of Zn in Cu2S is less
than 1mol% at 397◦C. Attempts by Craig to synthe-
size a Cu, Zn, S compound at atmospheric pressure
were unsuccessful [86]. Also Birther reports in [87]
ZnyCu1−yX2 compounds with X = S, Se, T e only
for pressures at 65 kbar and higher. Therefore no
ternary Cu ·Zn · S(e) phase at atmospheric pressure
seems to exist.
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Figure 5.5: Phase diagram of the zinc sulphide system according to [81].
Figure 5.6: Phase diagram of the zinc selenide system according to [81].
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Figure 5.7: Phase diagram of the tin sulphide system according to [81].
Figure 5.8: Phase diagram of the tin selenide system according to [81].
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Figure 5.9: Phase diagram of the Cu2S-ZnS sys-
tem according to [85]: (1)melt, (2)melt+Cu2S, (3)
melt+ZnS, (4)Cu2S, (5)Cu2S+ZnS.
Zinc Tin Selenides and Sulphides Also the
ZnS and SnS2 system is characterised by a very low
solubility within the two components. It is not pos-
sible to dissolve more than 5mol% of SnS2 in ZnS
and less than 1mol% ZnS in SnS2 and no ternary
phase is observed [85]. Oleseyuk investigated in [88]
the quasi-binary SnSe2-ZnSe system and no ternary
compound was found.
Copper Tin Selenides and Sulphides
Copper Tin Sulphides Copper and tin are able
to form with sulphur a variety of complex compounds
as can be seen in figure 5.11. The tie lines between
Cu2S and SnS2, Sn2S3 and SnS have been inves-
tigated by several authors. The ternary phases lie
on the connection between Cu2S and SnS2 and on
the sulphur-rich side of it. Moh observed for the
isothermal section at 600◦C on the Cu2S to SnS2
tie line an orthorhombic Cu4SnS4 phase, a triclinic
Cu2SnS3 phase and a monoclinic Cu2Sn3S7 phase
[90]. The same phases were reported by Wu in [91]
for an isothermal section at 500◦C, however they
found next to the Cu2S - SnS2 tie line an addi-
Figure 5.10: Phase diagram of the ZnS-Sn2S
system according to [85]: (1)melt, (2)melt+ZnS
(wurtzite structure), (3)melt+ZnS (sphalerite struc-
ture), (4)melt+SnS2, (5)ZnS (wurtzite structure),
(6)ZnS (sphalerite structure)+ ZnS (wurtzite struc-
ture), (7) ZnS (sphalerite structure), (8) ZnS (spha-
lerite structure)+SnS2.
Figure 5.11: Phase triangle for the Cu Sn S system
according to [89]: the figure indicates all so far known
Cu Sn S phases.
30
5.1 Literature review: competing phases in the copper tin zinc selenide and sulphide system
Figure 5.12: Phase diagram along the Cu2S-SnS2 section according to [89].
tional tetragonal Cu10Sn2S3 phase and a Cu5Sn2S7
phase, for which the symmetry could not be deter-
mined. Khanafer investigated the Cu2S-SnS2 tie
line at 350◦C in [92] and reports a Cu4SnS4 and
a Cu2SnS3 phase, as the two preceding authors, but
attributes a monoclinic symmetry to Cu2SnS3 phase.
This result agrees with XRD studies on Cu2SnS3
crystals of Onoda [93], who also assigned a mono-
clinic symmetry to Cu2SnS3. Additionally Khanafer
finds a cubic Cu2Sn4S9 phase on the Cu2S-SnS2 tie
line. The lattice constants and crystal systems of the
phases according to the different authors are summa-
rized in table 5.1. To summarize: on the Cu2S-SnS2
tie line all authors observe an orthorhombic Cu4SnS4
phase and a Cu2SnS3 phase. For Cu2SnS3 a mon-
oclinic or triclinic symmetry is proposed. Moh and
Wu indicate for the triclinic symmetry only one angle
different from 90◦, which would point to a monoclinic
symmetry, but they do not discuss further, why they
nonetheless assign a monoclinic unit cell.
Figure 5.12 shows exemplarily the phase diagram
along the Cu2S-SnS2 section according to Fiechtner
[89]. They observe three phases, which are stable
from room temperature to above 800◦C: Cu4SnS4,
Cu2SnS3 and Cu4Sn3S7. Between 685
◦C and 785◦C
an additional Cu4Sn3S8 phase appears. They report
three solid-solid phases transitions for Cu2Sn3S7 at
675◦C, 685◦C and 770◦C and a solid-solid phase tran-
sition for SnS2 at 718
◦C.
Copper Tin Selenides For the selenide system
no systematic investigation of the Cu · Sn · Se
triangle is available, however several cross sections
are reported [94]: in the Cu2Se-SnSe tie line no
ternary compound is formed. Figure 5.13 shows the
phase diagram along the quasi binary Cu2Se-SnSe2
section: In a narrow composition range around
16at% Sn only Cu2SnSe3 is formed. For lower tin
content Cu2Se forms as a secondary phase, whereas
for higher tin contents SnSe2 as additional phase
is formed. Depending on the selenium content the
apparent phase can be described by Cu2SnSe3+x,
with 0 ≤ x ≤ 1, this is Cu2SnSe3 and Cu2SnSe4
form the end points of a solid solution range. For
Cu2SnSe3 several structures are discussed: a cu-
bic zinc blende structure is reported [96],[97] and
references therein. An orthorhombic structure up
to temperatures of 450◦C is proposed, which trans-
forms at higher temperatures into a cubic zinc blende
structure [95]. For copper poor and selenium rich
Bridgman-Stockbarger grown samples a monoclinic
structure with space group Cc is found [98]. Yet
they observe a sphalerite super structure, which is
due to the cation ordering reduced to the monoclinic
crystal class. Gulay also finds a monoclinic structure
in [99] based on XRD experiments on single crystals.
Being the other end point of a solid-solution range,
Cu2SnSe4 should assume the same symmetry as
Cu2SnSe3. [100] reports that Cu2SnSe4 crystallises
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Cu2SnS3
a [A˚] b [A˚] c [A˚] α [◦] β [◦] γ [◦]
triclinic 6.64 11.51 19.93 90 109.45 90 [90]
monoclinic 6.25 23.1 6.25 90 109 90 [92]
triclinic 6.64 11.53 19.91 90 109.45 90 [91]
monoclinic 6.65 11.54 6.67 90 109.39 90 [93]
Cu4SnS4
a [A˚] b [A˚] c [A˚] α [◦] β [◦] γ [◦]
orthorhombic 13.51 7.68 6.41 90 90 90 [90]
orthorhombic 13.7 7.75 6.45 90 90 90 [92]
orthorhombic 13.5 7.66 6.4 90 90 90 [91]
Cu2Sn3S7
a [A˚] b [A˚] c [A˚] α [◦] β [◦] γ [◦]
monoclinic 12.75 7.34 12.71 90 109.3 90 [90]
monoclinic 12.68 7.35 12.76 90 109.6 90 [91]
Cu2Sn2S9
a [A˚] b [A˚] c [A˚] α [◦] β [◦] γ [◦]
cubic 10.4 10.4 10.4 90 90 90 [92]
Cu10Sn2S13
a [A˚] b [A˚] c [A˚] α [◦] β [◦] γ [◦]
tetragonal 9.54 9.54 10.93 90 90 90 [91]
Cu5Sn2S7
a [A˚] b [A˚] c [A˚] α [◦] β [◦] γ [◦]
? - - - - - - [91]
Table 5.1: Overview over the Cu Sn S phases and their structure reported in literature.
Cu2SnSe3
a [A˚] b [A˚] c [A˚] a [◦] b [◦] g [◦]
orthorhombic 4.03 5.7 12.08 - - - up to 450◦C [95]
cubic 5.69 5.69 5.69 90 90 90 above 450◦C [95]
cubic 5.69 5.69 5.69 90 90 90 [96]
cubic 5.69 5.69 5.69 90 90 90 [97]
monoclinic 6.59 12.16 6.61 90 108.56 90 [98]
monoclinic 6.69 12.04 26.48 90 94.97 90 [99]
Cu2SnSe4
cubic 5.68 5.68 5.68 90 90 90 [100]
Table 5.2: Overview over the structures reported in literature for Cu2SnSe3 and Cu2SnSe4.
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Figure 5.13: Phase diagram of the Cu2Se-SnSe2 section according to [94]. τ indicates the ternary phase
Cu2SnSe3.
in the cubic zinc blende structure, which belongs
to the space group F-43m. The propositions of the
different authors are summarized in table 5.2.
5.1.3 Quaternary system
Pseudoternary phase diagrams
Figure 5.14: A pseudoternary phase diagram: The
axes indicate the content in atomic percent of the
cations Cu, Zn and Sn. Exemplarily the position of
Cu2ZnSnX4, X being the chalcogenide is indicated.
Assuming for the quaternary system Cu ·Zn ·Sn ·
S(e), growth conditions under Chalcogen excess, its
composition can be represented by only taking the
cation concentrations into account. A very conve-
nient way of doing this is to use a ternary phase dia-
gram as depicted in figure 5.14:
The axes of the pseudo ternary phase diagram in-
dicate the concentration of the cations Cu, Zn and
Sn in atomic percent. To draw a data point into a
ternary phase diagram, one chooses the appropriate
composition on the axis and draws a line parallel to
the axis cutting at 0 at%. Taking the Zn content of
kesterite Cu2ZnSnS(e)4 as example, one follows in
figure 5.14 the Zn-axis to 25% and draws a line par-
allel to the Cu-axis. Repeating this for the Cu and
the Sn content one arrives at the position of kesterite
as indicated in figure 5.14.
Copper zinc tin sulphide system According
to differential thermal analysis studies of [101] and
[90] cubic α − Cu2SnS3 and Cu2ZnSnS4 form a
complete solid solution series for temperatures above
775◦C up to the melting points of Cu2SnS3 and
Cu2ZnSnS4 as depicted in figure 5.15 . Below
775◦C α−Cu2SnS3 starts transforming into triclinic
β−Cu2SnS3, giving rise to a two-phase field separat-
ing the α− and β − Cu2SnS3 phases. With decreas-
ing temperature the Cu2ZnSnS4 amount contained
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Figure 5.15: Cu2SnS3-Cu2ZnSnS4 section accord-
ing to [101] and [90]: Kesterite forms a solid solution
with cubic α−Cu2SnS3. Below 775◦C α−Cu2SnS3
starts transforming into triclinic β − Cu2SnS3.
in the β − Cu2SnS3 phase increases. In the same
article Moh also investigated the ZnS-Cu2ZnSnS4
section and found that ZnS and Cu2ZnSnS4 form
two separated phases. Small amounts of kesterite can
be dissolved in ZnS above 600◦C, with a maximum
of 38 at% at 972 ◦C.
Olekseyuk studied the CuZnSnS system in [85] by
differential thermal analysis and XRD measurements,
resulting in the isothermal section at 400 ◦C repre-
sented in figure 5.16: In contrast to Moh and Roy-
Choudhury, Olekseyuk does not find a solid solution
between Cu2ZnSnS4 and Cu2SnS3. Instead they re-
port a second quaternary phase: Cu2ZnSn3S4. The
composition range in which Cu2ZnSnS4 as the only
phase forms is indicated by 1 in figure 5.16. It is sur-
rounded by composition regions in which kesterite
and additional phases form: on the copper- and zinc-
rich side of kesterite, Cu2S and ZnS will form as ad-
ditional phases. Different ternary Cu ·Zn ·Sn ·S com-
pounds and Cu2ZnSn3S4 form on the copper- and
tin-rich side of kesterite. On the tin- and zinc-rich
side of kesterite Cu2ZnSn3S4 and ZnS is formed.
Copper zinc tin selenide system Figure 5.17
shows the isothermal section of the Cu Zn Sn Se
system according to [102] determined by thermal
analysis and XRD measurements as in figure 5.16
for the sulphide system. No solid solution be-
tween Cu2ZnSnSe4 and any of the competing phases
was observed. In contrast to the results for the
sulphide system no second quaternary phase is
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Figure 5.16: Isothermal section at 400 ◦C according
to [85]. The numbers correspond to the following
phases: (1) Cu2ZnSnS4, (2) Cu2ZnSn3S8, (3)
Cu2S + ZnS + Cu2ZnSnS4, (4) Cu2ZnSnS4 +
Cu2ZnSn3S8+ZnS, (5) Cu2ZnSn3S8+ZnS+SnS2,
(6) Cu2ZnSn3S8 + Cu2Sn4S9 + SnS2, (7)
Cu2ZnSn3S8 + Cu2Sn4S9 + Cu2SnS3, (8)
Cu2ZnSnS4 + Cu2ZnSn3S8 + Cu2SnS3, (9)
Cu2ZnSnS4 + Cu4SnS4 + Cu2SnS3, (10)
Cu2S + ZnS + Cu4SnS4, which are all limited
by two phase fields.
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Figure 5.17: Isothermal section at 400 ◦C accord-
ing to [102]. The numbers correspond to the fol-
lowing phases: (1)Cu2ZnSnSe4, (2) Cu2ZnSnSe4+
Cu2Se + ZnSe, (3) Cu2ZnSnSe4 + Sn2Se +
ZnSe, (4) Cu2ZnSnSe4 + Cu2SnSe3 + SnSe2,
(5)Cu2ZnSnSe4+Cu2SnSe3+Cu2Se, which all are
limited by two phase fields.
found, but additionally a polymorphous transition for
Cu2ZnSnSe4 at 580
◦C was observed . The region in
which kesterite forms as the only phase is as narrow
in the selenium system as it is in the sulphide system.
However in the selenium system Cu2ZnSnSe4 is re-
ported to form in addition to other phases in nearly
all of the possible composition range.
Conclusion
Sn loss due to SnS(e) evaporation plays an impor-
tant role at the growth temperature, therefore no
SnS(e) secondary phase is expected. CuxS and
CuxSey secondary phases are likely to occur, as they
are also observed in chalcopyrite synthesis. Depend-
ing on their stoichiometry and crystal structure, their
band gap and electric conductivity varies [103], so
that they can decrease the band gap as well as lead to
shunting of the solar cell. However, as the lattice con-
stants of the CuxS and CuxSey secondary phases are
different to the kesterite lattice constant, copper se-
lenide and sulphide secondary phases should be easily
detectable by XRD measurements. Cu2SnS(e)3 sec-
ondary phases are highly conductive [103], so copper
tin sulphide or selenide phases at the grain bound-
aries can lead to a shunting of the solar cell. If
Cu2SnS(e)3 forms a solid solution with kesterite as
reported by some authors, it will probably be diffi-
cult to avoid Cu2SnS(e)3 secondary phases during
synthesis. A further challenge is the similar lattice
constant of Cu2SnS(e)3 compared to kesterite, which
makes it very difficult to detect Cu2SnS(e)3 by XRD
measurements. The same problem arises for ZnS(e)
secondary phases. ZnS(e) is highly resistive. If a
ZnS(e) layer forms between the absorber and the
back contact this leads to an increase of the series
resistance of the solar cell.
5.1.4 Formation reactions for
Cu2ZnSnS4 and Cu2ZnSnSe4
Based on the most probable solid state reactions
in the copper-zinc-tin-chalcogen system, determined
by epitaxially initiated solid state reactions, Herg-
ert finds in [104] two reaction paths to form
Cu2ZnSnS(e)4. Starting from the binary sulphide
or selenide phases it is either possible to form
Cu2ZnSnS(e) directly
CuyS(e) + ZnS(e) + SnS(e)z −→ Cu2ZnSnS(e)4
(5.6)
or via an intermediate ternary phase:
CuyS(e) + SnS(e)z −→ Cu2SnS(e)3
Cu2SnS(e)3 + ZnX −→ Cu2ZnSnS(e)4
(5.7)
with the possible valencies y and z equal to either
one or two for the copper and tin sulphides. In
the first reaction step in equation 5.7 also other cop-
per tin sulphides or selenides are possible, however
to achieve the correct stoichiometry in the second
step Cu2SnS(e)3 is most favorable. To determine
the formation temperature of Cu2ZnSnS(e)4 in-situ
XRD and EDXRD annealing studies are reported.
As in all attempts to analyse the secondary and
ternary phases contained in Cu2ZnSnS(e)4 samples,
one challenge is the very small separation of the main
diffraction maxima of Cu2ZnSnS(e)4, Cu2SnS(e)3
and ZnS(e). Schorr reports in [105], that the for-
mation of Cu2ZnSnS4 according to reaction path
1 starts below 300◦C, based on an annealing study
on binary mixtures. Weber also reports a similar
temperature range for the beginning of kesterite for-
mation in an annealing study on stacked binary sul-
phide precursor layers [16]. Schurr, finds in an an-
nealing study on electro-deposited precursor layers
for the reaction according to reaction path 2 a some-
what higher temperature necessary to form kesterite
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of 572◦C [14]. The difference in formation tempera-
ture may be due to different pressures during anneal-
ing, as Schurr states that the samples are pressed
together face to face, which leads to a high sulphur
partial pressure. Another possible explanation could
be that the two different formation paths lead to dif-
ferent formation temperatures.
The only experimental study on the formation tem-
perature for Cu2ZnSnSe4 is reported by Volobu-
jeva [9]. Annealing of precursors consisting of thin
metal layers, prepared by vacuum deposition, re-
vealed a minimum temperature of kesterite formation
of 300◦C.
5.2 Phase analysis by photolu-
minescence and XRD mea-
surements: Sulphides
In this section the competing phases occurring in the
Cu · Sn · Zn · S system will be investigated on the
basis of four samples: sample A contains only cop-
per and sulphur, so copper sulphides are expected
to form. Sample B consists mainly of zinc and sul-
phur. However it also contains a small copper frac-
tion, as an intermediate copper layer is necessary to
electro-deposit zinc on the molybdenum substrate,
therefore copper sulphides and zinc sulphides are ex-
pected. Sample C is composed of copper, tin and
sulphur, this is copper sulphides, tin sulphides and
copper tin sulphides can form. Sample D consists of
all four elements necessary to form kesterite: copper,
zinc, tin and sulphur.
[at%] Cu Zn Sn S Mo Cd
A 28.3 - - 31.4 40.3 -
A (WDX) 47.1 - - 27.0 25.9 -
B 4.2 41.8 - 48.1 5.8 -
C 24.6 - 14.8 47.0 13.6 -
D 19.8 10.7 11.1 50.2 4.0 4.2
Table 5.3: Elemental composition of the samples used
for phase analysis determined by EDX and WDX
measurements at 20 keV. For the EDX accuracy see
appendix A.1.
Copper sulphides Figure 5.19 shows the θ-2θ
XRD scan of sample A. As the sample was thin,
the most intensive diffraction maxima are due to the
0.8 1.0 1.2 1.4 1.6 1.8
I [
ar
b.
 u
ni
ts
]
E [eV]
Figure 5.18: Photoluminescence spectrum of sample
A measured at 550mW excitation power at 10K. The
peak 1.2 eV corresponds to the second order of the
laser line.
molybdenum substrate. The main reflections due to
the sample at 46.1◦ and 27.7◦ and the smaller one at
32.1◦ can be attributed to the cubic Cu2−xS phase,
which belongs to the Fm3¯m space group. The po-
sitions of the diffraction maxima of its reference file
are given in the first line. However the cubic Cu2−xS
phase cannot account for all reflections visible in fig-
ure 5.19: for example the maximum at 32.6◦ and
the peak at 45.3◦ remain unexplained. They can
be attributed to a reference which states a tetrago-
nal phase belonging to the P43212 space group for
Cu2−xS (x ≤ 0.27). The positions of its diffraction
maxima are given in the second line. The composi-
tion of the sample as determined by EDX measure-
ments yields a copper content of 28.3 at% and a sul-
phur content of 31.4 at%, leading to a copper to sul-
phur ratio of 0.8-1. However in EDX measurements
the peaks due to sulphur and molybdenum are very
close. As the sample is very thin and therefore a high
Mo signal is expected, the occurrence of both, the Mo
and the S peak, may induce an error in calculating
the sulphur amount. Therefore WDX measurements
have been performed, which yield 47.1 at% copper
and 27.0 at% sulphur corresponding to a copper to
sulphur ratio of 1.7 in accordance with the stoichiom-
etry of the Cu2−x phase.
From thermodynamic considerations as described
in section 5.1.1 the cubic Fm3¯m phase is the phase
one would expect to occur, as cubic Cu2−xS is the
only stable copper sulphide phase above 507◦C. In
[106] a tetragonal phase as a metastable phase of
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Figure 5.19: θ-2θ XRD scan of sample A: Fm3¯m and P43212 indicate the positions of the diffraction maxima
in the reference files for cubic and tetragonal Cu2−xS, P63/mmc the hexagonal CuS structure.
Cu2S is described , which is received after annealing
copper and sulphur at 140◦C for 24h. Sample A was
annealed at much higher temperature, however cool
down was slow, so the tetragonal phase may has
formed again during cool down.
Figure 5.18 shows the PL spectrum of sample A.
The sharp peak at 1.2 eV is due to the second order
diffraction maximum of the laser line. No PL signal
due to the sample could be detected in the investi-
gated energy range. According to [103], hexagonal
Cu2−xS shows an indirect band gap of 1.09-1.2 eV
at room temperature depending on the orientation
and polarisation. The direct band gap equals 1.7 eV.
The phase transition from the hexagonal to the cu-
bic phase does not involve a change in band gap en-
ergy. However increasing x increases the free carrier
absorption [103]. For the tetragonal phase a band
gap of 1.24 eV at 80K is reported [103].There does
not yet seem to be consensus about the type of band
gap reached, as density functional theory calculations
suggest a direct band gap for Cu2−xS, pointing out
the difficulty to determine the type of band gap from
optical absorption measurements influenced by free
charge carrier absorption [107]. A band to band tran-
sitions for an indirect band gap cannot be observed
in PL measurements, however transitions between de-
fects close to the band maxima might be visible. But
this seems not to be the case. [107] remarks that Cu
atoms are mobile and the copper positions in copper
sulphides are not well defined, which might give rise
to strong phonon scattering and electron phonon in-
teraction. This in turn might enhance non-radiative
recombination. So the lack of a PL signal cannot ul-
timately be explained, but as also in literature no PL
for Cu2−xS was observed, the spectra shown in figure
5.18 matches the expectations.
Zinc sulphide The EDX values in table 5.3 indi-
cate, that sample B consists mainly of zinc and sul-
phur and a small amount of copper. A thin copper
layer on top of the molybdenum substrate is neces-
sary to be able to deposit a homogeneous zinc film
by electro-deposition afterwards. The diffraction pat-
tern of this sample is shown in figure 5.20. The
main diffraction maxima at 28.7◦, 47.6◦ and 56.4◦ as
well as the smaller reflections at 33.1◦, 69.5◦, 76.7◦
and 79.2◦ can be clearly attributed to ZnS in the cu-
bic sphalerite phase. This corresponds to what one
would expect, as cubic ZnS is the only stable phase
up to temperatures above 1000◦C as described in the
previous section. The diffraction maximum at 45.9◦
corresponds to the position of the main diffraction
maximum of Cu2−xS, so it may indicate that there
is a Cu2−xS phase present. From the EDX values
one can roughly estimate that the Cu2−xS phase ac-
counts for at most 5% to 10% of the film. This would
be in agreement with the low XRD yield of this phase.
As the solubility of copper atoms in a ZnS crystal is
very low in this temperature range and no ternary
copper zinc tin phase exists, as described in section
5.1.2, it is reasonable that also low amounts of copper
lead to an copper sulphide phase and are not incor-
porated as impurities into the ZnS crystal .
For sample B a PL spectrum at 550mW excita-
tion power at 10K was observed. Also sample B,
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Figure 5.20: Grazing incidence XRD scan of sample B: the first line indicates the positions for ZnS belonging
to the sphalerite F 4¯3m space group. The second lines gives the positions for cubic Cu2S.
like sample A in figure 5.18, did not show any PL
signal. The room temperature band gap of ZnS is
3.7 eV [103], so one would not expect to see any band
transitions in the measured energy range. Different
luminescence bands related to copper impurities mea-
sured at 4K are reported [108], [109]: a blue copper
band with a maximum at 2.85 eV, a green copper
band at 2.41 eV and a red copper band at 1.77 eV.
Only the red copper band lies in the experimentally
accessible energy range. Which luminescence band is
visible in a sample depends according to [109] on the
relation between the copper impurity concentration
compared to a coactivator. A coactivator is in this
case an element from the third group of the periodic
table. In the present case, with no impurities belong-
ing to the third group of the periodic table present in
the sample, the red copper band is expected. How-
ever the samples investigated in [108], [109] are grown
from an NaCl melt, which is known to introduce de-
fects. [109] suggests, that the interaction during the
growth process with the Cl− ion, leads to the for-
mation of sulphur vacancies, which give rise to deep
defects. Therefore if the transitions at 1.77 eV is due
to a donor acceptor transition between a defect in-
troduced due to a copper impurity and a deep defect
induced by the growth in the NaCl melt, it would not
be surprising, that I do not observe this transition.
Copper tin sulphide The lower line in figure 5.21
show the θ-2θ-scan of sample C. Sample C contains
copper, tin and sulphur. The main diffraction max-
ima at 28.4◦, 33.0◦, 47.29◦ and 56.1◦ as well as the
smaller diffraction maxima at 20.9◦, the double max-
ima at 31.0 and 31.4◦, and the diffraction maxima
at 42.5, 44.0, 58.8, 69.1, 76.3 and 78.7◦ match nicely
with the diffraction pattern for Cu2SnS3 in the mon-
oclinic P1 phase given in the first line. The sec-
ond line gives the positions of the diffraction max-
ima for the tetragonal Cu2SnS3 phase, belonging to
the I 4¯2m space group. As the main diffraction max-
ima for the monoclinic, the cubic and the tetragonal
phase are the same, the tetragonal Cu2SnS3 diffrac-
tion pattern, matches the main measured diffraction
maxima, however it cannot explain the less intense
ones. This is an important result, as the diffrac-
tion maxima for the tetragonal Cu2SnS3 phase co-
incides exactly with the diffraction maxima expected
for Cu2ZnSnS4. Therefore if the chosen annealing
conditions lead to monoclinic Cu2SnS3, it is reason-
able to assume that also monoclinic Cu2SnS3 would
be formed while synthesizing Cu2ZnSnS4, leading
to a difference in the small diffraction maxima of the
Cu2SnS3 and Cu2ZnSnS4 phases. As from the EDX
values given in table 5.3 sample C is slightly tin rich,
the possible occurrence of an SnxSy phase was in-
vestigated. No convincing agreement with the refer-
ence data could be found. The same is true for the
Cu4SnS4 phase.
Fernandes reports in [110] a cubic Cu2SnS3 phase
at annealing temperatures of 400◦C and a copper-
richer phase due to Sn loss after annealing at
520◦C. For the copper-richer phase, they assign from
XRD θ-2θ scans an orthorhombic Cu3SnS4 phase,
whereas their electron backscattered diffraction anal-
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Figure 5.21: θ-2θ XRD scan of samples C (below) and D (above): the first two lines indicates the positions for
Cu2SnS3 in the monoclinic (Cc) and triclinic (P) symmetry. The third lines gives the positions for Cu2ZnSnS4
phase in the tetragonal I 4¯2m phase.
ysis (EBSD) yields orthorhombic (Pnma) Cu4SnS4.
It is difficult to distinguish the two phases from EDX
composition measurements, as already an error of
∓0.02 at% for the copper and tin composition value,
would change the copper to tin ratio from ∼ 3 to ∼ 4.
In the spectrum reported by Fernandes for the cubic
Cu2SnS3 phase the diffraction maximum at 33
◦ al-
ready shows a rather low intensity, therefore it would
be difficult to observe the even weaker diffraction
maxima distinguishing the cubic from the monoclinic
phase. This could explain why they attribute a cubic
space group, while I assign a monoclinic space group,
possibly observing the same phase. Comparing the
result presented in figure 5.21 to those of Fernandes
implies that beside the much longer annealing dura-
tion and slightly higher temperature, the tin loss for
this sample was smaller than for the one described by
Fernandes. This might be explained by the different
annealing procedure used: Fernandes anneals under
N2 flux, leading to a steady removal of the evaporated
SnS, whereas the samples used here were annealed
in a constant N2 +H2 atmosphere, in which a small
SnS vapor pressure might have built up.
Figure 5.22 shows the PL spectra of sample C at
10K and 300mW excitation power. It shows a peak
at 0.81 eV and no other peaks up to an energy of
2.2 eV were observed. The room temperature band
gap reported for Cu2SnS3 in [103] varies between
0.59 eV determined by transport measurements
and 0.91 eV from photoconductivity measurements.
Fernandes reports a band gap of 0.96 eV for the
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Figure 5.22: Photoluminescence spectrum of sample
C measured at 300mW excitation power at 10K.
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cubic phase, however they find considerably higher
band gaps of 1.35 eV and 1.60 eV for the tetragonal
and the orthorhombic phase [110]. Yet the highest
transmission value is ∼ 30% and the measured
spectra for the tetragonal and the orthorhombic
phase seem to be influenced by Urbach tails, which
might add an uncertainty to the deduced values.
Also a band gap of 1.065 eV from transmission
measurements for Cu poor thin films is reported
[111], but for the EDX values given in this article
an additional SnS phase may be expected, which
would also lead to a band gap at about 1.1 eV[103].
As the measurement shown in figure 5.22 is at 10K
the peak corresponds most likely to defect-related
transitions, resulting in a peak energy lower than
the band gap. On the other hand the band gap
increases with decreasing temperature at about a
rate of 0.1meV/K, therefore the band gap will be
about 30meV larger at 10K. Taking these two points
into account, it is reasonable to assume that the
peak observed in figure 5.22 belongs to a Cu2SnS3
related transition. That Cu2SnS3 related transitions
can be detected in PL is an important result, as
it will help to determine if a sample contains a
Cu2SnS3 phase. Cu2SnS3 can be distinguished
from Cu2ZnSnS4 by θ-2θ XRD scans only due to
minor diffraction maxima, which requires long inte-
gration times. Assuming for Cu2SnS3 an absorption
coefficient of α = 104 1
cm
results in a penetration
depth l = 1
α
= 1µm. The sample C is about 900nm
thick and yields a PL signal of IPL,C = 11000 counts.
Therefore, the maximum PL signal under these
experimental conditions, if the entire penetration
depth of the laser is used, would result in a PL
signal of VIL = 12200 counts. To clearly identify the
phase a PL signal of at least IPL,Min = 500 counts
is needed. Assuming a PL yield proportional to the
number of luminescing atoms and thereby neglecting
influences like non radiative recombination due to
grain boundaries or bad sample quality leads to a
PL signal proportional to the volume of the phase
illuminated. Therefore the minimum volume fraction
of Cu2SnS3 phase contained in the illuminated spot
of a Cu2ZnSnS4 sample to make detection possible
can be calculated. Assuming the same experimental
conditions as for sample C, the minimum volume
will be Vmin = VIl ∗ IPL,MinIPL,C = VIl ∗ 124 . Thus at least
1
24 ∼ 4% of the volume penetrated by the laser beam
needs to be occupied by the Cu2SnS3 phase, to
allow its detection. If the surface of the Cu2ZnSnS4
sample is covered by a homogeneous Cu2SnS3 layer,
the minimum layer thickness for Cu2SnS3 will
be 40 nm, corresponding to about 70 monolayers
of Cu2SnS3. However the secondary Cu2SnS3
phase may also occur at the grain boundaries, or as
reported for the copper selenides in CuInSe2 and
CuGaSe2 as small droplets in the grain ( [112] and
references therein). As long as the volume fraction
of the Cu2SnS3 phase does not drop below 4% of
the volume investigated by the beam the detection
of the secondary phase will be possible.
Copper zinc tin sulphide In sample D all four
elements (copper, zinc, tin and sulphur) are present.
Thus not only Cu2ZnSnS4 can be formed, but the
binary and secondary phases as well. As the EDX
was measured after CdS deposition to prepare a so-
lar cell from the sample, it shows additional Cd. The
diffraction pattern of sample D is shown as the upper
line in figure 5.21. It has diffraction maxima at 28.5◦,
32.9◦, 47.3◦ and 56.2◦, the same as sample C. This
corresponds to the very similar positions of the main
diffraction maxima for Cu2SnS3 and Cu2ZnSnS4.
Yet, sample D shows additional diffraction maxima
at 23.1◦, 29.7◦, 37.9◦ and 45.0◦ which correspond
to the Cu2ZnSnS4 phase, if one assumes that when
synthesized under the same conditions as sample C,
also only the monoclinic Cu2SnS3 phase would form.
Also the smaller diffraction maxima indicating the
Cu2SnS3 phase at 24.4
◦, the double peak at 31.0◦
and 31.4◦ and at 45.8 and 46.0◦ disappear in sample
D. From this one can conclude that sample D con-
tains the Cu2ZnSnS4 phase. In figure 5.23 the PL
spectrum of sample D at 300mW excitation power
at 10K is shown. The peak at 0.82eV observed in
sample C is missing, instead there is a wide peak at
1.14eV. This is in agreement with the XRD results
indicating that there is no ternary phase present, but
Cu2ZnSnS4 instead. Altosaar reports a wide, broad
Cu2ZnSnS4 PL peak measured at 10K related to
a band-tail transition at 1.31eV [51]. Compared to
the measurement presented in figure 5.23 it is shifted
∼ 170meV to higher energies. Both measurements
are broad and asymmetric pointing to compensated
samples. In compensated samples normally a shift
in energy position for the peak of 10 − 20 meV
dec
with
increasing excitation power is observed as stated in
chapter 2.2.1. The excitation power used for the mea-
surement is not given in [51]. Yet, a difference in exci-
tation power of at most a factor of 500 would not be
sufficient to account for the difference in maximum
peak position between the two measurements, if a
setup with similar focusing is used. According to den-
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sity functional theory calculations by Chen [35] three
different structures are possible for the Cu2ZnSnS4
compound: Kesterite, stannite and a primitive mixed
CuAu like structure, as mentioned in chapter 2.1.1.
The formation energy of the three structures is very
similar, so that although kesterite has the lowest for-
mation energy, it is possible for all three structures
to form in a sample. The calculated band gaps for
the three structures differ by 1.5 eV to 1.35 eV for
kesterite and the primitive mixed CuAu structure.
So the difference in the peak position between the
two sample might partially be due to different struc-
tures. However, to clarify this point further, neutron
diffraction experiments would be necessary.
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Figure 5.23: Photoluminescence spectrum of sample
D measured at 300mW excitation power at 10K.
5.3 Phase analysis by photolu-
minescence and XRD mea-
surements: Selenides
[at%] Cu Zn Sn Se Mo
A 47.6 0.0 0.2 35.0 17.2
B 38.2 19.2 0.1 40.7 1.8
C 33.9 0.0 6.0 36.6 23.5
D 30.4 0.0 13.6 45.7 10.4
E 22.88 13.85 12.47 50.47 0.33
Table 5.4: Elemental composition of the samples used
for phase analysis determined by EDX measurements
at 20 keV. For the EDX accuracy see appendix A.1.
To investigate the PL signal of the binary and
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Figure 5.24: Photoluminescence spectrum of sample
A measured at 10K and 550mW excitation power.
ternary phases in the selenide system five samples
with the compositions given in table 5.4 have been
grown. Sample A consists only of copper and sele-
nium and a small trace of tin, so a copper selenide
phase should be observed. Sample B contains copper,
zinc and selenium so it may contain a zinc selenide
phase and copper selenide phases. The samples C
and D do not contain zinc, but copper, tin and sele-
nium. So either the ternary phase Cu2SnSe3 or the
binary phases tin selenide and copper selenide can
be formed. Sample E consists of all four elements,
copper, zinc tin and selenium, so kesterite can form,
and the binary and ternary phases also.
Copper selenide Sample A was deposited at a
temperature of 515◦C, but was heated to a higher
temperature after deposition, what led to a defor-
mation of the glass substrate. Due to the uneven
substrate leading to a uneven height distribution
over the sample and induced strain, a determination
of the phase contained in the sample by XRD
measurements was not possible. At a deposition
temperature above 377◦C as depicted in chapter
5.1.1 only the high temperature phase of Cu2−xSe
is still stable, but during cooling a CuSe phase may
again form. Figure 5.24 shows the PL spectrum of
sample A measured at a temperature of 10K and
550mW laser excitation power. It does not show any
PL signal in the energy range investigated. [113] and
[103] report optical absorption measurements for
Cu2−xSe at room temperature showing a forbidden
band gap of 1.2 eV. [114] finds performing tight
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binding calculations using a cubic model structure
for Cu2Se an indirect band gap of ∼ 0.52 eV and
a direct band gap of ∼ 3.4 eV . They point out
however, that the values of the calculated band gaps
depend on the approximation used and therefore the
absolute values might not be correct . Nevertheless
from this calculation it seems that the direct band
gap is above the experimentally accessible energy
range in my setup. [115] finds in an X-ray photoelec-
tron (XPS) and X-ray emission (XES) spectroscopy
study, that the band gap in Cu2−xSe decreases
with increasing copper content. This seems to agree
with optical absorption measurements described
in [116] and references therein, which observe an
indirect band gap for Cu2−xSe with x = 0.2 of
EG,indir = 1.4 eV , EG,indir = 1.2 − 1.3eV for
x = 0.15 and EG,indir = 1.0 − 1.1eV for x = 0.
They obtain a direct band gap of EG,dir ∼ 2.2 eV .
They observe the same value for the direct band
gap of CuSe. To conclude: As the probability for
PL transitions involving an indirect band-gap is
low, they are unlikely to be observed. The direct
band gap determined from the optical absorption
measurements should be visible just at the edge
of the measurement range of my setup. However
non-radiative transitions via the indirect band gap
might be more probable. I also do not observe any
defect-related transitions, which is probably due to
the fact that defects in Cu2−xSe are most likely
copper vacancies due to the high mobility of copper.
However as described in [114], copper vacancies can
be accounted for in a defect cubic model, which
leads to a narrowing of the band gap, but does not
to introduce defect states in the band gap. As I do
not observe any PL due to the direct band to band
transition of CuSe, most probably no CuSe formed
during cooling.
Zinc selenide Figure 5.27 shows the θ-2θ scan of
sample B. The first line indicate a ZnSe phase in the
zinc blende structure. In the second line the posi-
tions of the diffraction maxima for the Cu2Se phase
with Fm3¯m symmetry are given. As long as the
phase maintains the Fm3¯m symmetry the position
of the maxima is independent of the stoichiometry
which may vary for Cu2−xSe between x = 0 and
x = 0.3. The position of the molybdenum substrate
peaks is shown by black stars. Besides one peak at
2θ = 39.49◦, which cannot be attributed to any of
the phases mentioned before, the reference files fit
nicely with the measured spectra. No CuSe phase
Figure 5.25: SEM picture of sample B.
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Figure 5.26: Photoluminescence spectrum of sample
B at 10K and 300mW excitation power (black con-
tinuous line). The grey line indicates a fit with a
Gaussian distribution to the measured data.
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Figure 5.27: θ-2θ XRD scan of sample B: the first line indicates the position of the reference file for cubic ZnSe,
belonging to the F 4¯3m space group, the second line for cubic Cu2−xSe with Fm3¯m symmetry.
could be detected. The SEM image of the sample
shown in figure 5.25 shows on one hand large grains
with clear cut faces and on the other hand smaller
grains with less clear shapes. EDX measurements
on the different areas yield that the large grains are
copper-rich, whereas the smaller less clearly shaped
grains are zinc-rich. So SEM measurements support
the two separate phases observed in the XRD mea-
surements. Since the sample was deposited at 440◦C
the Cu2Se phase, as in sample A, corresponds to
what one would expect from thermodynamic consid-
erations, too. Zinc selenide crystallizes in the whole
experimentally relevant temperature range in the zinc
blende structure as discussed in chapter 5.1.1.
Figure 5.26 shows the PL signal of sample B: a very
wide peak, which can be described by a Gaussian dis-
tribution with a width of 290meV and a maximum at
1.18 eV. As discussed for sample A one would not ex-
pect to observe a PL signal of the Cu2Se band-band
transition. Sample A did not show any defect re-
lated transitions either. However the additional zinc
in sample B may have introduced additional defect
states. According to [103]the band gap of ZnSe is
at 2.8 eV at 10K. This is above the excitation energy
of the laser of 2.4 eV and can therefore not be ob-
served. However transition metals belonging to the
IB group of the periodic table, such as copper, silver
and gold form deep defect levels in ZnSe [103],[117].
For copper a Cu2+ acceptor state with an ionisation
energy of 0.7 eV and a 0.35 eV deep impurity center
are reported [103].Yet free-to-bound transition involv-
ing those states should lead to a PL peak at higher
energies. Another candidate is the zinc vacancy lead-
ing to a 1.75 eV deep donor state [103] . Free-to-
bound transitions involving this defect would result
in peaks in the right energy range. However, regard-
ing the huge width of the observed peak, there are
certainly more than one defect or one defect level in-
volved in the transition. The broadening might be
due to fluctuating electrostatic potentials or band
gap fluctuations as introduced in chapter 2.2.2. Elec-
trostatic potential fluctuations result normally in an
asymmetric peak with a flattened low energy slope.
But, the slopes of the peak in figure 5.26 follows al-
most perfectly a Gaussian distribution. To eliminate
the possibility that the widening of the peak is due to
electrostatic potential fluctuations additional temper-
ature and intensity dependent measurements would
be necessary. As shown in figure 5.25,the sample has
a polycrystalline structure, which may lead to band
gap fluctuations between the different grains. How-
ever no non stoichiometric ZnSe, nor an influence of
copper inclusion on the band gap of ZnSe is reported
in literature. To summarise: transitions involving the
zinc vacancy in the zinc selenide phase are a likely ori-
gin for the observed peak at 1.18eV. However to prove
this hypothesis the spectrum of a sample containing
only ZnSe need to be measured.
Copper tin selenide Figure 5.28 and 5.29 show
the diffraction pattern of samples C and D. Samples
C and D were grown without zinc, so the possible
phases contained in the samples are either the binary
copper selenide, tin selenide or one of the ternary
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Figure 5.28: θ-2θ XRD scan of sample C
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Figure 5.29: θ-2θ XRD scan of sample D.
44
5.3 Phase analysis by photoluminescence and XRD measurements: Selenides
0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2
I [
ar
b.
 u
ni
ts
]
E [eV]
Figure 5.30: Photoluminescence spectrum of sample
C measured at 500mW excitation power at 10K.
phases. As the sample can neither contain ZnSe, nor
Cu2ZnSnSe4 the copper tin selenide phases can be
identified by XRD measurements. Monoclinic and
cubic Cu2SnSe3 belonging to the space groups Cc
and F-43m and a cubic Cu2SnSe4 phase with F-43m
symmetry show the same main peaks at 2θ equal
to 27.2◦, 45.1◦, 53.3◦ and 65.6◦. The monoclinic
Cu2SnSe3 phase exhibits many additional diffrac-
tion maxima, which where not observed in the mea-
surements of the two samples. The expected diffrac-
tion maxima for the cubic Cu2SnSe3 and Cu2SnSe4
phases are given in the first and second line below
the diffraction pattern. As both phases belong to
the same space group and have very similar lattice
constants aCu2SnSe3 = 5.684A˚ for Cu2SnSe3 and
aCu2SnSe4 = 5.685A˚ for Cu2SnSe4 it is not surpris-
ing that expect for slight variations in intensity for
the diffraction maxima at 31.4◦ and 56.0◦ the diffrac-
tion pattern for both phases are almost the same.
The diffraction pattern of Cu2SnSe4 shows an addi-
tional peak at 74.6◦. These two diffraction pattern fit
well to the measured spectra, which show every peak
besides the small peaks at 31.4◦ and 56.0◦. As the
31.4◦ diffraction maximum corresponds to the (200)
plane and the 56.0◦ diffraction maximum to the (222)
plane, the fact that these two peaks are missing can-
not be explained by orientated growth. If the sam-
ple would be orientated the two missing diffraction
maxima need to be members of the same family of
lattice planes. Also the multiples of the two missing
diffraction maxima, for instance the diffraction max-
ima corresponding to the (111) plane at 27.1 and the
(400) plane at 65.6◦ can be observed in the spectrum.
As the peaks at 31.4◦ and 56.0◦ are according to the
reference files the two diffraction maxima with the
lowest intensity. Most probably the integration time
of the measurements was not long enough to be able
to observe these two peaks. The measurement of sam-
ple C shown in figure 5.28 shows additional peaks at
2θ values of 26.8◦, 44.56◦ and 52.79◦. These diffrac-
tion maxima match the positions expected for the
Cu2−xSe phase, given in the third line. For sample
D the intensity of the Cu2−xSe diffraction maxima
decreased, some of the peaks disappeared completely.
This is due to the lower copper and higher tin content
in comparison to sample C used for the preparation
of sample D. No agreement with a tin selenide phase
could be found. As described in chapter 5.1.2, lit-
erature did not yield an unambiguous picture of the
phase transitions and existence regions to expect for
Cu2SnSe3 and Cu2SnSe4 therefore from a thermo-
dynamic perspective neither of the two phases can be
ruled out.
Figure 5.30 shows the PL yield of sample C at
500mW excitation power and 10K. The sharp peak
at 1.2 eV corresponds again to the second diffraction
maximum of the laser line. No signal due to the sam-
ple could be detected in the investigated energy range.
The same result is obtained for sample D. According
to Marcano in [118] Cu2SnSe3 is a p-type semicon-
ductor with a room temperature band gap of 0.84 eV.
A band gap of 0.84 eV should be still observable as
the low energy end of the used CCD detector is at
0.8 eV. However as the measurements were at 10K
the PL signal would not be due to band to band
transitions but result from defect-related transitions.
Marcano observes in Hall measurements an acceptor
state, which is 67meV deep. Grossberg describes in
[57] Cu2SnSe3 cold temperature PL transitions with
a peak maximum at 0.64 eV and shoulders at 0.69 eV
and 0.8 eV. Transitions to the defect state reported
by Marcano, as well as the PL transitions observed by
Grossberg would be outside the measurement range
of our setup. The same is true for band to band
transitions for the Cu2SnSe4 compound: according
to [100] the smallest room temperature band gap is
0.35 eV and the second spin orbit split band gap is
at 0.55 eV wide. Thus, both energy gaps are clearly
outside the accessible measurement range.
Copper zinc tin selenide Sample E contains cop-
per, zinc, tin and selenium, therefore Cu2ZnSnSe4,
but also all competing secondary and ternary phases,
can form. The θ-2θ scan of sample E is shown in fig-
ure 5.32. As ZnSe, Cu2SnSe3 and Cu2ZnSnSe4
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Figure 5.31: Photoluminescence spectrum of sample
E measured at 500mW excitation power at 10K.
show its main diffraction maxima at the same 2θ
positions, at 27.0◦, 45.1◦ and 53.4◦, none of the
phases can be excluded from XRD measurements.
However figure 5.32 shows additional reflections at
28.4◦, 35.4◦, 36.2◦, 38.8◦ and 43.0◦, which are unique
to Cu2ZnSnSe4, as for Cu2ZnSnSe4 no tetragonal
phase is reported. Hence Cu2ZnSnSe4 is, maybe
amongst other phases, comprised in sample E. No re-
flections due to copper selenide or tin selenide are
observed. Figure 5.31 shows the PL spectrum of
sample E measured at 10K and 500mW excitation
power. It shows a wide peak at 0.94 eV and no
other peaks due to the sample in the measured energy
range. As neither ZnSe, nor the copper tin selenides
showed a peak at 0.94 eV this peak can be assigned
to Cu2ZnSnSe4.
Conclusion and outlook
In this chapter the combination of photoluminescence
and XRD measurements as a tool to detect compet-
ing phases in the Cu · Zn · Sn · S(e) system were
investigated. As tin loss already plays an important
role at the used growth temperatures, the SnS(e)z
phases were not considered. Copper sulphide as well
as copper selenide can be identified by XRD mea-
surements. In the sulphide system ZnS can neither
be identified by XRD nor by photoluminescence mea-
surements excited with the 514nm laser line.
Also Cu2SnS3 cannot be distinguished from
kesterite by XRD measurements, yet shows a PL
peak at 0.81eV at a well separated position from
the PL peak at 1.14 eV observed for polycrystalline
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XRD PL
Cu2S + -
ZnS - -
Cu2SnS3 - 0.81 eV
Cu2ZnSnS4 - 1.14 eV
Cu2Se + -
ZnSe - 1.18 eV
Cu2SnSe3 - -
Cu2ZnSnSe4 - 0.94 eV
Table 5.5: Photoluminescence peak positions and dis-
tinctness of XRD diffraction positions compared to
the other secondary phases.
Cu2ZnSnS4. Therefore PL measurements will help
to identify a Cu2SnS3 secondary phase present in a
sample. This is crucial as Cu2SnS3 and Cu2ZnSnS4
are suspected to form a solid solution as described in
chapter 5.1, therefore it is very likely that under cop-
per rich growth conditions Cu2SnS3 will be formed.
Due to the smaller band gap of Cu2SnS3 compared
to Cu2ZnSnS4, Cu2SnS3 will be detrimental to the
open circuit voltage of the solar cell. Copper tin
selenides cannot be distinguished from kesterite by
XRD measurements. There are luminescence peaks
reported in literature, but they lie outside of the mea-
surement range of the setup used. The ZnSe phase
shows a wide peak at 1.18 eV, which is easily dis-
tinguishable from the polycrystalline Cu2ZnSnSe4
peak at 0.94 eV. To identify the remaining phases,
zinc sulphide and copper tin selenide, Raman mea-
surements in cooperation with a group at the univer-
sity of Barcelona are in progress.
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Chapter 6
First results of photoluminescence
measurements on kesterites
For the characteristics of the solar cell device, the
doping of the absorber layer is important. For the
kesterites it is expected, similar to the chalcopyrites,
that the doping is governed by intrinsic defects. With
photoluminescence measurements a sensitive tool to
investigate the intrinsic defects is at hand. Ana-
logues to the chalcopyrites, interesting questions for
the kesterite system are: how wide is the possible
Cu
Zn+Sn - and
Zn
Sn
-ratio range in which still kesterite
forms? How does the Cu
Zn+Sn - and
Zn
Sn
-ratio affect
the observable defect spectrum? As the interest in
kesterite as a material for solar cells increased only
recently, therefore also the development of adapted
ways to synthesize kesterites is still at the very be-
ginning. It turned out to be very difficult to obtain
samples with sufficient crystal quality to be able to
measure any photoluminescence signal at all. Due
to the very limited number of luminescing samples,
systematic investigations were very difficult. In the
following Se kesterite samples originating from the
PVD process will be investigated.
The photoluminescence signal of the as deposited
Se kesterite samples turned out to be weak, rendering
temperature or power dependent measurements diffi-
cult. However the strength of the photoluminescence
signal can be improved by post process annealing, as
will be shown in the first section. Wide asymmet-
ric photoluminescence peaks are observed, which do
not allow to draw any conclusions about defect lev-
els. The reason for the broadening of the peaks will
be investigated in the second section.
6.1 Effects of the annealing
An overview over the composition of the investigated
samples is presented in table 6.1. Samples A, C and
[at%] Cu Zn Sn Se Tdep[
◦C]
A 22.9 13.9 12.5 50.5 390
B A ann. 18.8 22.2 8.0 38.0 390
C 22.9 13.5 12.6 50.9 350
D C ann. 17.4 16.2 7.5 31.8 350
E 26.6 13.3 12.0 48.2 400
F E ann. 30.3 12.9 9.9 46.9 400
Table 6.1: Composition of the polycrystalline Se-
kesterite samples discussed in this chapter deter-
mined by EDX measurements. Sample A and B are
measured at 8 keV, samples C-F at 20 keV. For the
EDX accuracy see appendix A.1.
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Figure 6.1: Composition of the samples A-F repre-
sented in a ternary phase diagram. In the circle in-
dicated by (1) only Cu2ZnSnSe4, in the neighbour-
ing fields Cu2ZnSnSe4 and the indicated secondary
phases are formed.
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E are as deposited samples from the PVD process.
Samples B and D represent the annealed counter-
parts to samples A and C, which were annealed ac-
cording to procedure I in an oven, sample F is the
counterpart to sample E, treated by post process an-
nealing in the PVD according to procedure II. The
different annealing procedures are explained in more
detail in appendix A.3. Samples B and D contain ad-
ditionally to the elements indicated in table 6.1 car-
bon, oxygen and about 3% sulphur, due to cross con-
tamination during annealing. Figure 6.1 represents
the metallic composition of the samples graphically:
the as deposited samples were all close to stoichiom-
etry, samples A and C slightly on the tin and zinc
rich side of stoichiometric Cu2ZnSnSe4, sample E is
slightly copper rich. During annealing all samples
lost tin as indicated by the green line. Addition-
ally the samples annealed according to procedure I
seem to lose copper, whereas the sample annealed
according to procedure II seem to lose zinc. How-
ever it needs to be considered, that the EDX values
are determined assuming an homogeneous absorber.
All annealed samples show in the photoluminescence
measurements presented later in this chapter an ad-
ditional peak due to a ZnSe phase. This does not
disturb the measured Zn content, if the ZnSe grains
are distributed uniformly over the absorber. However
it will lead to an overestimation of the zinc content,
if the ZnSe phase occurs as a layer on top of the ab-
sorber. SIMS measurements presented later in this
chapter revealed a thin ZnSe layer on top of sample
D, which will lead to an overestimation of the zinc
content in this sample. The same effect cannot be
ruled out for the other annealed samples.
Figures 6.2 and 6.3 show the photoluminescence
spectra of samples A/B and E/F respectively. A
common feature for both pairs is an increase in PL
signal, of a factor 5 for samples A/B and 1.5 for
samples E/F, and an additional wide peak appear-
ing around 1.15 eV after annealing. However the as
deposited sample E had already a factor 4 higher PL
intensity than sample A. The additional peak around
1.15 eV can be ascribed to defect related transitions
in ZnSe as observed in chapter 5.3. Figure 6.4 shows
the spectra of samples A-E normalised to their max-
imum intensity. Samples A and B were measured at
500mW excitation power, whereas the other samples
were measured at 300mW. The darker colors repre-
sent the as deposited, the brighter ones the annealed
samples. Samples A/B (black/grey) show a red shift
due to annealing, samples C/D (dark/light blue) a
small blue shift, whereas the position of samples E/F
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Figure 6.2: The figure shows the photoluminescence
spectra of sample A (black line) and sample B (grey
line) at 10K and 500mW excitation power.
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Figure 6.3: The figure shows the PL spectra of sample
E (black line) and sample F (grey line) at 10K and
300mW excitation power.
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Figure 6.4: Normalised PL spectra of sample A
(black), B (grey ), C (green), D (light green), E (blue)
and F (light blue) at 10K.
(dark/light green) remains constant.
To analyse the effect of the annealing on the photo-
luminescence intensity and the peak position in more
detail, subsequently XRD and SIMS measurements
were performed and are reported here.
XRD measurements To determine the phases
contained in the samples and their possible change
during annealing θ − 2θ scans as described in sec-
tion 4.2.1 (p.20) are performed. Figure 6.5 shows
the diffraction pattern of sample A (continuous black
line) and sample B (dashed red line).
The most prominent difference between the two
diffraction patterns is the appearance of diffraction
maxima at 31.8◦ and 56.1◦ and the decrease of the
diffraction maximum at 40.5◦ in the annealed sample
B. Also the two diffraction maxima at 73.7◦ and 87.7◦
vanished in sample B. The small diffraction maximum
at 40.5◦ and the two missing ones at 73.7◦ and 87.7◦
in the annealed sample coincidence with the positions
of the diffraction maxima expected for molybdenum
according to appendix A.2 indicated in the fourth
row.
Apparently the metallic molybdenum phase de-
creases dramatically during annealing. One possible
explanation is that the surplus supply of selenium
during annealing leads to a selenisation of the molyb-
denum substrate. This would give rise to MoxSey
reflections in the diffraction pattern. To test this
hypothesis the diffraction maxima of Mo3Se and
MoSe2 are indicated in figure 6.5 . The third pos-
sible phase Mo3Se4 has a rhombic crystal structure,
leading to many diffraction maxima which do not co-
incidence with the measured diffraction pattern and
has been omitted in figure 6.5. Mo3Se shows a weak
diffraction maximum at 57.2◦, the shoulder of one of
the additional peaks in the annealed sample. How-
ever many diffraction maxima i.e. at 24.7◦, 35.2◦,
39.6◦, 43.5◦, 50.6◦, 63.2◦, 68.9◦, 85.2◦ have no coun-
terpart in the measured diffraction pattern, so that it
seems unlikely that Mo3Se is contained in the sam-
ple. MoSe2 grows in a hexagonal structure consisting
of layers of molybdenum and selenium. Its diffrac-
tion maxima at 31.4◦, 55.9◦, 56.9◦ and 57.8◦ match
well with the additional diffraction maxima in the
annealed sample. The main diffraction maxima at
31.4◦ and 55.9◦ corresponding to (1 0 0) and (1 1 0)
planes, suggests a preferential growth direction with
the ~c-axis parallel to the sample surface. The ~c-axis
in a layered crystal is defined perpendicular to the
layers of different elements. This orientation was pre-
viously observed in studies of the annealing behaviour
of molybdenum [119]. The main diffraction maxima
due to the film at 27.2◦, 45.2◦, 53.5◦, 65.7◦, 72.5◦
and 83.1◦ however, do not change significantly during
annealing. The diffraction pattern of the annealed
sample is slightly shifted to higher angles. Compar-
ing the reference files for Cu2ZnSnSe4, Cu2SnSe3
and ZnSe given in the first three rows, asserts that
the positions of the main diffraction maxima of this
three compounds differ only slightly. Therefore it
is very difficult to distinguish the three phases in
XRD measurements. On the first glance none of the
three above mentioned phases can be confirmed or
excluded.
To investigate the phases contained in the sample
in more detail figure 6.6 shows a measurement with
higher resolution for the main diffraction maximum
at 27◦. The black solid line represents sample A, the
dashed red line sample B. In the three rows below
the diffraction pattern, the positions of the diffrac-
tion maxima of Cu2ZnSnSe4, Cu2SnSe3 and ZnSe
according to the reference files are given. Sample A
shows a diffraction peak at 27.2◦, which consists of
a peak and a shoulder around 27.27◦. Sample B is
slightly shifted to higher diffraction angles compared
to sample A and slightly wider. The diffraction max-
imum does not show a shoulder at 27.2◦ as for sam-
ple A, but shows an additional broadening at 27.4◦.
The shoulder at 27.27◦ in sample A is most probably
due to the CuKα2 radiation contained additionally
in the X-ray beam. Due to the larger width of the
diffraction maximum in sample B the CuKα2 radia-
tion does not lead to a separate peak in this case. As
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Figure 6.5: θ-2θ scan of sample A (continuous black line) and sample B (dashed red line). The rows below the
diffraction pattern indicate the expected peak positions from the reference files according to appendix A.2 for
Cu2ZnSnSe4, Cu2SnSe3, ZnSe, Mo, Mo3Se and MoSe2.
 
Cu
2
ZnSnSe
4
 
Cu
2
SnSe
3
I [
ar
b.
 u
.]
27.00 27.25 27.50 27.75 28.00 28.25 28.50 28.75
 2 [°]
ZnSe
Figure 6.6: High resolution θ-2θ scan of the main diffraction maximum of sample A (continuous black line) and
sample B (dashed red line).
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Figure 6.7: Enlarged detail of the θ-2θ scan in figure 6.5
[◦] A B
28.4 0.15 0.16
35.4 0.24 0.21
36.2 0.23 0.22
38.9 0.18 0.23
Table 6.2: Full width half maximum of the diffrac-
tion maxima of samples A and B at 35.4 ◦, 36.2 ◦ and
38.9 ◦
the measurements for sample A and B are shifted for
both peaks, at 27.2◦ and 28.4◦, by the same amount,
the shift is most probably due to an height alignment
error. The height was adjusted on the molybdenum
peak as described in chapter 4.2.1. However this leads
to an error in the height of the sample, if the molyb-
denum layer is strained. Another reason for the shift
could be the sulfur contaminations due to the anneal-
ing. Also for the measurement in figure 6.6 the res-
olution was not high enough to separate the three
phases, therefore it is not possible to approve or ex-
clude a phase from the peak at 27.2◦. The shoulder at
27.4◦ may indicate a ZnSe phase in sample B, which
would be in agreement with the additional observed
photoluminescence peak at 1.15 eV. The small peak
at 28.4◦ indicates a Cu2ZnSnSe4 phase. The shift
between the small diffraction maxima at 28.4◦ and
the position in the reference file might be due to sul-
fur cross contamination or a height error as discussed
above.
Another effect of annealing might be a reduction of
dislocations and other defects in the samples, thereby
reducing the number of recombination centers. A re-
duction of the number of dislocations will be reflected
in the width of the Cu2ZnSnSe4 reflections. Figure
6.7 shows a magnified detail of figure 6.5. It shows
diffraction maxima at 35.4◦, 36.3◦ and 38.9, which
are unique to the Cu2ZnSnSe4 phase. At 38.9
◦ also
a diffraction maxima of the CuSe2 phase can occur,
however this phase is not stable above 342◦C as de-
scribed in chapter 5.1.1 and was not observed for the
copper selenide samples investigated in chapter 5.3.
Therefore it is unlikely to be observed here. Also no
agreement with other copper selenides is found. The
full width half maximum of the Cu2ZnSnSe4 diffrac-
tion peaks of the as deposited and annealed sample at
28.4◦ in figure 6.6 and 35.4◦, 36.3◦ and 38.9◦ in figure
6.7 are displayed in table 6.2. No systematic change
in the peak width due to annealing is visible. To con-
clude, both the as deposited as well as the annealed
sample contain a Cu2ZnSnSe4 phase. Yet, it can-
not be excluded that the samples contain also ZnSe
or Cu2SnSe3 phases. The main effect of annealing
revealed by in X-ray diffraction is the selenization of
the molybdenum substrate.
Secondary ion mass spectroscopy (SIMS) mea-
surements To investigate the homogeneity of the
samples through their depth secondary ion mass spec-
troscopy (SIMS) measurements as described in chap-
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Figure 6.8: SIMS measurement results of sample A
(solid line) and sample B (dashed line). The inten-
sities of elements are indicated as follows: copper
(red),zinc (light blue), tin (blue), selenium (violet),
molybdenum (black) and sodium (light green).
ter 4.5 (p.23) are performed. Figure 6.8 shows the
measured intensities for the different elements as a
function of sputtering time for the as deposited sam-
ple A and the annealed sample B. To characterize the
kesterite layer the elements copper (red), zinc (light
blue), tin (blue) and selenium (violet) are measured.
To determine the thickness of the sample additionally
molybdenum (black) and sodium (light green) are
monitored. To be able to compare the two measure-
ments the intensities were normalised on the molyb-
denum signal and the time scale is shifted, so that
the molybdenum back contact is reached at the same
time. Therefore the signals for sample A rises about
200 s later than for sample B, which is most probably
related to an increase in roughness of sample B dur-
ing annealing. The overall element distribution for
the two samples is very similar. Both show an ho-
mogeneous copper, tin and selenium content over the
whole thickness of the kesterite layer. The zinc signal
is constant over most of the layer thickness, too, but
shows a peak shortly before the molybdenum signal
rises. The zinc and selenium signals decrease later
than the copper and the tin signal. This may point,
together with the rise in the zinc signal close to the
molybdenum substrate, to a ZnSe layer at the inter-
face of the molybdenum back contact.
The very similar slope of the decreasing selenium
signal for samples A and B is unexpected as from the
XRD measurements described above, I would expect
to see rather MoSe2 than Mo for the annealed
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Figure 6.9: SIMS measurement results of sample C
(solid line) and sample D (dashed line). The inten-
sities of elements are indicated as follows: copper
(red),zinc (light blue), tin (blue), selenium (violet),
molybdenum (black) and sodium (light green).
sample in the SIMS measurement.
Figure 6.9 shows SIMS measurements for sample
C and D. Sample C shows a homogeneous distribu-
tion of the elements over the whole sample thickness.
In comparison to sample C, sample D shows a slight
increase in zinc content at the sample surface and an
increase in the selenium signal at the molybdenum in-
terface. Also the sodium distribution seems to have
changed during annealing. The slight increase in zinc
content at the sample surface points to a thin ZnSe
layer on top of the sample, which would be in agree-
ment, with the additional ZnSe peak observed in the
photoluminescence measurements. The increase in
the selenium signal at the molybdenum interface is
most probably due to MoSe2, as one would expect
for an annealed sample from the XRD measurements.
Comparing the samples A/B to the samples C/D,
one difference is the zinc signal close to the molybde-
num interface. It results most probably due to the
different growth temperatures of the two samples:
the samples A/B were grown at 390◦C substrate
temperature, whereas samples C/D were grown at
350◦C. Redinger, as well as Ahn, report in [68]
and [58] a formation of a zinc selenide layer on the
molybdenum interface at growth temperatures above
350◦C. Another difference for the sample pair C/D
compared to the sample pair A/B discussed above, is
the increase in the Se signal for the annealed sample
D, when the Mo substrate is reached. As stated
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above it is rather surprising, that sample B does not
show an increase in the selenium signal at the molyb-
denum interface, as the XRD measurements showed
the formation of a MoSe2 phase. Additionally the
Na distribution in the sample seems to change
during annealing as measured for sample D, whereas
it does not change according to the measurement on
sample B. The behaviour of sample B according to
this SIMS measurement is rather surprising and at
the moment not yet understood.
Discussion SIMS measurements revealed the
layered structure of samples A, B and D, this is
a ZnSe layer between the absorber layer and the
molybdenum substrate in sample A and B and a
ZnSe layer on top of sample D. One now might spec-
ulate about the shifts of the photoluminescence peak
position observed in figure 6.4.
EDX measurements at 20kV probe mainly the first
400nm of the sample, but a small part of the signal
results also from the area close to the molybdenum
back contact. Therefore the EDX values for sample
A indicate the zinc content of the absorber layer, but
also include some contribution of the ZnSe layer close
to the molybdenum substrate. Therefore the actual
zinc content in the absorber layer will be smaller than
the values indicated in table 6.1 and sample A should
be stoichiometric. During annealing sample B and
D become more zinc rich, an effect which might be
overestimated in the EDX measurements due to the
formation of a ZnSe phase on top of the sample, as
observed in SIMS measurements for sample D. The
ZnSe phase might be formed by the decomposition
of Cu2ZnSnSe4 and the loss of copper and tin. For
sample B an additional possibility would be the diffu-
sion of zinc from the ZnSe layer at the back contact
to the sample surface. Sample C is slightly zinc rich
from the beginning. Sample E is stoichiometric and
its annealed counterpart is zinc poor. The photolu-
minescence peaks of the sample pair A/B shift from
higher energies to lower energies, whereas the posi-
tions of the photoluminescence peaks of the other
two pairs remain approximately constant. So one
may speculate if the shift of the photoluminescence
peaks is related to the zinc content: for stoichiometric
or zinc poor conditions the photoluminescence peak
is at higher energies (samples A, E, F), whereas for
zinc rich conditions the peak shifts to lower energies
(samples B,C,D). The small blue shift of sample D
might be explained by sulphur contamination during
annealing.
Conclusion An increase of the photolumines-
cence signal due to annealing is observed, which
points to a reduction of non radiative recombination
centres. No systematic change in the width of the
diffraction maxima is observed, therefore no change
in the density of dislocations could be confirmed. So
the annealing probably reduced the number of point
defects acting as recombination centres. Also no
change in the phases contained in the samples could
be detected. SIMS measurements revealed a ZnSe
layer between the absorber layer and the molybde-
num back contact for samples A and B and a thin
ZnSe layer on top of sample D. Slightly different
energy positions of the photoluminescence peaks ob-
served for the different samples might be connected
to different zinc and copper contents. After anneal-
ing an additional photoluminescence peak around
1.15 eV appeared, which can be assigned to defect
related transitions in ZnSe. In samples B and D, the
occurrence of the additional peak, might be explained
by a decomposition of Cu2ZnSnSe4 at the surface of
the sample, resulting in copper loss and an increase
of the ZnSe phase. In sample B also zinc diffusion
from the ZnSe back contact might have contributed
to the formation of the ZnSe phase at the surface.
In sample F the zinc loss or copper diffusion during
annealing , might have introduced additional defect
states in the ZnSe phase.
6.2 Characterisation by Pho-
toluminescence measure-
ments
In the following section the temperature and inten-
sity dependence of samples E/F as examples for as
deposited and annealed copper rich samples and sam-
ple B as an example for a copper poor sample shall
be discussed. However, as discussed in the pre-
vious sections copper rich and poor correspond to
the composition of the whole sample, including addi-
tional secondary phases and thus to the growth con-
ditions and not necessarily to the composition of the
Cu2ZnSnSe4 phase. Sample D is similar to sample
B and will not be discussed separately. The PL signal
of the as deposited samples A and C was to low to
investigate their temperature or intensity dependent
behaviour.
Shape of the measured photoluminescence
peaks Figures 6.10, 6.12 and 6.14 show the pho-
toluminescence spectra of samples A, E and F mea-
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sured at 300mW excitation power and 10K. For all
three samples wide asymmetric peaks are observed.
Similar results were also reported in literature [58].
To determine the position of maximum intensity of
the peaks, Gaussian distributions are fitted to the
measurements. Figure 6.10 shows in red the fit of
one Gaussian distribution to the photoluminescence
spectrum of sample B measured at 300mW. The over-
all shape of the peak is Gaussian, however the low
energy slope of the peak decreases slower than the
Gaussian distribution and on the high energy side
there seems to be an additional shoulder. Figure
6.11 shows for comparison a spectrum of sample B
measured at 50mW. Here the low energy side of the
peak is well described by the Gaussian distribution
indicated by the red line, whereas again on the high
energy side of the peak, a second narrow peak may
be observed. To include the possible second higher
energy peak , fits with two Gaussian distributions
are performed. The fit with two Gaussian distribu-
tions is indicated by the dark blue dashed line, the
contributing single Gaussians are given by the light
blue dotted lines. The peak positions and widths
according to the different fits are given in table 6.3.
For the measurement at 300mW in figure 6.10 the
measured peak is well described by the fit with 2
Gaussian distributions. However measurements ex-
cited with an excitation power below 125mW turned
out to be better described by a fit with one Gaussian
distribution. For example in figure 6.11 the fit with
two Gaussian distributions overestimates the high en-
ergy side of the peak. Subsequently the positions of
the peak maximum determined by both fits will be
compared.
Emax width Emax width
B
0.89 0.084 - -
0.88 0.098 0.91 0.036
E
0.95 0.070 - -
F
0.96 0.06 - -
Table 6.3: Maximum position and peak width for
samples B, E and F determined by fits to Gaussian
distributions.
Figure 6.12 depicts the spectrum of sample E mea-
sured at 300mW excitation power and a Gaussian
distribution fitted to the data. The peak is well de-
scribed by a Gaussian distribution with a maximum
at 0.95 eV and a width of 70meV, but shows an ad-
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Figure 6.10: Sample B: Fit of one (continuous red
line) and two (dashed dark blue line) Gaussian dis-
tribution to the photoluminescence peak measured at
300mW excitation power. The light blue dotted lines
indicate the shapes of the two single Gaussian distri-
butions, which add up to the fit indicated by the dark
blue line.
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Figure 6.11: Sample B: Fit of one (continuous red
line) and two (dashed dark blue line) Gaussian dis-
tributions to the photoluminescence peak measured
at 50mW excitation power. The light blue dotted
lines indicate the shapes of the two single Gaussian
distributions, which add up to the fit indicated by
the dark blue line.
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ditional tail on the low energy side of the spectrum.
Attempts to fit the tail by a second Gaussian dis-
tribution are hampered by the water absorption line
around 0.9 eV. Figure 6.13 depicts the spectra of sam-
ple E measured at excitation powers between 50mW
and 500mW. Their shape remains Gaussian, as well
as the maximum position appears independent of ex-
citation power and the proportion of the tail to the
peak maximum is constant. However with increas-
ing excitation power, the photoluminescence peak be-
comes wider on the high energy side.
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Figure 6.12: Sample E: Fit of one Gaussian distribu-
tion (continuous red line) to the photoluminescence
peak measured at 300mW excitation power.
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Figure 6.13: Sample E: Photoluminescence spectra
at different excitation powers: 500mW (red dotted
line), 150mW (blue dashed line) and 50 mW (green
continuous line).
Also sample F can be described by one Gaus-
sian distribution with a maximum at 0.96 eV and a
width of 60meV and a tail as can be seen in figure
6.14. However due to the second peak at 1.15 eV it
turned out, that especially for the spectra measured
at low excitation intensity due to the higher back-
ground compared to the signal, it was more difficult
to get good fits. If a satisfactory fit was reached,
was strongly depended on the chosen starting values.
Spectra measured at different excitation powers are
compared in figure 6.15. It shows the same trend as
for sample E: the shape of the measured spectra re-
mains Gaussian and the position and the proportion
between tail and peak maximum remains constant in-
dependent of excitation power. As for sample E, the
photoluminescence peak becomes wider with increas-
ing excitation intensity. For low excitation powers,
one may speculate if the main peak separates into a
peak and a shoulder around 0.93 eV.
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Figure 6.14: Sample F: Fit of one Gaussian distribu-
tion (continuous red line) to the photoluminescence
peak measured at 300mW excitation power.
To compare the shape of the peak for the differ-
ent samples figures 6.16 and 6.17 show the spectra
of samples B, E and F dependent on their distance
to the respective maximum at 300mW and 50mW
excitation power. The spectra measured at 300mW
excitation power have a similar shape for all three
samples. Sample B seems to be slightly wider than
samples E and F. For lower excitation power samples
E and F show a more pronounced tail on the low en-
ergy slope of the peak than sample B. A stronger tail
might be associated with a higher degree of compen-
sation.
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Figure 6.15: Sample F: Photoluminescence spectra
at different excitation powers: 300mW (red dotted
line), 100mW (blue dashed line) and 30 mW (green
continuous line)
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Figure 6.16: Comparison of the shape of the spectra
of samples B (black), E (dark blue) and F (light blue).
Plotted is the PL signal normalised to its maximum
over the distance to its maximum position. The mea-
surements are at 10K and 300mW excitation power.
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Figure 6.17: Comparison of the shape of the spectra
of samples B (black), E (dark blue) and F (light blue).
Plotted is the PL signal normalised to its maximum
over the distance to its maximum position. The mea-
surements are at 10K and 50mW excitation power.
Excitation intensity dependence To determine
the kind of transition, which is the origin of the ob-
served photoluminescence peaks, subsequently the ex-
citation intensity dependence will be discussed.
Figures 6.18 and 6.19 show the dependence of the
photoluminescence intensity on the excitation inten-
sity. The maximum position was determined by dif-
ferent methods: fits with one Gaussian distribution
are indicated by stars, fits by two Gaussian distri-
butions are represented by circles and for compari-
son the position of maximum counts is indicated by
squares. The slope of the line in the double logarith-
mic plots in figures 6.18 and 6.19 corresponds to the
exponent of the power law IPL ∼ Ikex, which relates
the photoluminescence intensity to the excitation in-
tensity as introduced in section 2.2.1. The k value for
sample E and F equals 0.8, whereas the k value for
sample B is 0.9. So for both, the copper rich samples
E and F, as well as the zinc rich sample B k is smaller
than 1, which points to a defect related transition.
Figure 6.20 depicts the dependence of the max-
imum position of the photoluminescence peak of
sample B on excitation intensity. Depending on the
method used to determine the maximum position,
its value varies by about 10meV. Common to the
maximum values determined by either of the three
methods is a shift to higher energies with increasing
excitation intensity of about 20 meV
dec
. A shift to
higher energies with increasing excitation intensity
of more than 10 meV
dec
is a characteristic feature of
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Figure 6.18: Sample B: Dependence of photolumi-
nescence intensity on excitation intensity determined
by different methods: fit with one Gaussian distribu-
tions (stars), fits with 2 Gaussian distributions (cir-
cles) and the position of maximum counts (squares).
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Figure 6.19: Dependence of the photoluminescence
intensity on excitation intensity of sample E (empty
symbols) and F (filled symbols) dependent on exci-
tation intensity determined by different methods: fit
with one Gaussian distributions (triangles) and the
position of maximum counts (stars).
0.1 1
0.86
0.87
0.88
0.89
0.90
0.91
E
 [e
V
]
Iex/Imax 
20 meV/dec
Figure 6.20: Sample B: Dependence of the peak po-
sition dependent on excitation intensity determined
by different methods: fit with one Gaussian distribu-
tions (stars), fits with 2 Gaussian distributions (cir-
cles) and the position of maximum counts (squares).
fluctuating electrostatic potentials. With higher
excitation intensity the number of free charge carries
increases, which increases the screening of the
electrostatic field and therefore reduces the bending
of the bands. This results in a shift of the transition
energies to higher energy values.
Figure 6.21 represents the dependence of the peak
position on excitation intensity for the copper rich
samples E and F. Again the maximum peak position
was determined by different methods: the position
of maximum counts is indicated by stars, whilst tri-
angles show the maximum position determined by a
fit to one Gaussian distribution. The open symbols
represent sample E, whereas the filled symbols repre-
sent sample F. Again the different methods result in
a slight difference in the energy position of 5meV. In-
terestingly the position of the peak maximum seems
to be independent of excitation intensity. For sample
E the values scatter around 0.95 eV determined from
Gaussian fits and 0.96 eV determined from the posi-
tion of maximum counts. For sample F the position
of maximum counts seems to shift about to 2meV
dec
to
higher energies taking into account the first three and
the fifth point, however considering all points and the
width of the peak of about 60meV the shift seems
to be negligible. The peak position determined by
Gaussian fits scatters around 0.96 eV This matches
with figures 6.13 and 6.15, where also no shift of the
peak position dependent on excitation intensity was
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Figure 6.21: Dependence of the peak position of sam-
ple E (empty symbols) and F (filled symbols) on exci-
tation intensity determined by different methods: fit
with one Gaussian distributions (triangles) and the
position of maximum counts (stars).
observed. This is an interesting result, as one would
expect for wide asymmetric peaks, suspecting electro-
static potential fluctuations, a shift of tens of meV
per decade as for sample B. Another explanation for
the wide asymmetric shape of the peaks could be,
that the width of the peak is due to band gap fluctu-
ations. However this still does not explain the missing
shift. As the measurements shown in figures 6.13 and
6.20 are at 10K, and k ≤ 1 the transitions are defect
related. At low temperatures in a material, which
contains donor as well as acceptor states, one would
expect to observe donor-acceptor transitions, which
on their part, would lead to a shift of the peak posi-
tion of several meV per decade to higher energies with
increasing excitation intensity. Yet, as the peaks are
∼ 60meV wide, a small shift of several meV might
not be resolvable.
Temperature dependence Figures 6.22, 6.23
and 6.24 show the spectra of samples B, E and F
measured at temperatures between 10K and 300K.
The maximum position determined by a Gaussian fit
and the position of maximum counts are indicated
in figures 6.25, 6.26 and 6.27 by triangles and stars,
respectively. For sample B the maximum position de-
termined from Gauss fits shows in figure 6.25 a small
shift to higher energies of about 10meV over the mea-
sured temperature range, which corresponds to a shift
of 0.06 meV
K
with increasing temperature up to 200K
followed by a slight shift to lower energies. Also, the
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Figure 6.22: Normalised photoluminescence spectra
of sample B dependent on temperature: 10K (blue
solid line), 105K (light blue dashed line), 200K (or-
ange dotted line) and 300K (dark red solid line) mea-
sured at 500mW excitation power.
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Figure 6.23: Photoluminescence spectra of sample
E dependent on temperature: 10K (blue solid line),
95K (light blue dashed line), 200K (orange dotted
line) and 300K (dark red solid line) measured at
300mW excitation power.
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Figure 6.24: Photoluminescence spectra of sample
F dependent on temperature: 10K (blue solid line),
95K (light blue dashed line), 250K (orange dotted
line) and 300K (dark red solid line) measured at
300mW excitation power.
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Figure 6.25: Dependence of the peak position of sam-
ple B on temperature determined by different meth-
ods: fit with one Gaussian distributions (triangles)
and the position of maximum counts (stars).
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Figure 6.26: Dependence of the peak position of sam-
ple E on temperature determined by different meth-
ods: fit with one Gaussian distributions (triangles)
and the position of maximum counts (stars).
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Figure 6.27: Dependence of the peak position of sam-
ple F on temperature determined by different meth-
ods: fit with one Gaussian distributions (triangles)
and the position of maximum counts (stars).
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position of maximum counts shows the same trend,
however the values determined in this way are more
scattered. This is due to the water absorption line,
which is close to the maximum of the peak. There-
fore, the position of maximum counts is influenced
by the interpolation chosen for the water absorption
line.
For defect related transitions in a compensated
semiconductor, one would expect a shift to lower
energies of the maximum position of the observed
photoluminescence peak, as the increase in tem-
perature allows the charge carriers to reach the
global maximum of the valence and global minimum
of the conduction band. This shift of the peak
to lower energies is followed by a shift to higher
energies, since the increasing number of charge
carriers with increasing temperature causes a better
screening of the electrostatic potentials as described
in section 2.2.2 (p. 10). The result shown in figure
6.25 can be understood, taking into account, that
the measurement is at 500mW excitation power.
Therefore already a lot of free charge carriers are
created, which contribute to the partial screening of
the electrostatic potentials. Thus, due to the weak
bending of the bands, already at low temperatures
the charge carriers are able to reach the global
maximum of the valence, as well as the global
minimum of the conduction band. Hence no shift
of the peak maximum to lower energies is observed.
A continuing increase in temperature weakens the
bending of the bands further, resulting in a shift
of the maximum position of the observed photolu-
minescence peak to higher energies. Starting from
200K there are enough free charge carriers to screen
the electrostatic potentials completely and sample
B shows a shift of the maximum position of the
photoluminescence peak to lower energies, as one
would expect for a free-to-bound transition in a non
compensated semiconductor.
Figures 6.23 and 6.24 show the position of the peak
maximum dependent on temperature for samples E
and F. For both samples the values for the maximum
position of the peak scatter around a constant value
with increasing temperature. For sample F a higher
energy value for the maximum position at 300K is
determined compared to the measurements at lower
temperatures. However this is an artefact, due to an
additional high energy shoulder, which merges with
the maximum of the main peak at 300K as can be
seen in figure 6.24. The missing of a shift of the max-
imum position of the photoluminescence peak with
increasing temperature is surprising. As explained
above, for a free-to-bound transition in an uncom-
pensated semiconductor one expects a shift to lower
energy values with augmenting temperature , parallel
to the decrease of the band gap, which is observed for
most of the semiconductors. For a compensated semi-
conductor, normally a shift of the peak to lower ener-
gies followed by a shift to higher energies is observed.
Together with the results from the intensity depen-
dent measurements, fluctuating potentials as source
of the broad peaks can therefore be excluded. At this
point, the behaviour of the samples E and F is not
understood, but the missing shift of the maximum
position with intensity and especially with tempera-
ture is an interesting observation, which deserves to
be investigated in more detail. A possible source of
the photoluminescence peaks observed in samples E
and F might be a wide distribution of deep defects,
whose energy position does not shift with the bands.
Conclusion
For all six samples wide asymmetric photolumines-
cence peaks are observed. The photoluminescence
intensity can be increased by annealing, which may
result in a reduction of defects acting as recombina-
tion centres. The energy position and its change with
annealing of the observed photoluminescence peaks
varies for the different investigated samples, which
might be related to their different copper and zinc
content. The zinc rich sample B shows a temper-
ature and excitation intensity dependent behaviour
corresponding to a semiconductor dominated by fluc-
tuating electrostatic potentials. The copper rich sam-
ples E and F show neither a shift with increasing
excitation intensity, nor with temperature. This ex-
cludes fluctuating electrostatic potentials as a source
of the broadening of the peaks. A possible expla-
nation could be a wide distribution of deep defects,
whose energy position does not shift with the bands.
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Chapter 7
Symmetry of Defects in Chalcopyrites
In the following chapter the symmetries of the
intrinsic defects in the chalcopyrites CuInSe2 and
CuGaSe2 shall be investigated. Defects can be de-
scribed in two limiting cases: either as shallow de-
fects, assuming the symmetry of their closest band,
or as deep, localized defects, which will adopt the
site symmetry of their respective lattice site. From
the lattice site, being either on the metal or chalcogen
sublattice, the chemical nature of the defect can be
deduced. In order to probe the symmetry of the de-
fects, polarisation dependent photoluminescence mea-
surements are used. The allowed polarisation for de-
fect related photoluminescence transitions can be de-
duced from group theoretical considerations. There-
fore, in the first part of this chapter, a short introduc-
tion to group theory is given. In the second part, the
symmetry of the electronic bands in the chalcopyrite
will be presented. The two models to describe de-
fects will be introduced in greater detail in the third
part. Finally, in the fourth part, the results of pho-
toluminescence measurements to determine the sym-
metry of the defects in CuInSe2 and CuGaSe2 will
be given.
7.1 Group theory
7.1.1 Symmetries and groups
A symmetry transformation, for example a reflection
in a mirror plane or a rotation about a symmetry axis,
is defined as a transformation which does not change
the appearance of the object it is applied to. To
illustrate this, the chalcopyrite crystal is taken as an
example. Its shape is shown in figure 7.1. Following
the explanations in [47],[121] the following symmetry
operations transfer it into a congruent figure:
• a rotation of 90◦ anticlockwise about the [001]
axis followed by a reflection at the center of in-
Figure 7.1: Crystal morphology of a chalcopyrite crys-
tal [120]. The red line indicates the S4 rotation re-
flection axis, the blue lines the C2 rotation axes per-
pendicular to the S4 axis and in green, the σd mirror
planes.
version.
• a rotation of 180◦ about the [001] axis.
• two fold rotations about the [100] and [010] axes
indicated by the blue lines
• reflections in the (110) and (1-10) planes
Two commonly used ways of labeling symmetry
operations exist: the Scho¨nfließ notation and the in-
ternational notation. In the Scho¨nfließ notation [47],
rotations are labeled Cn, n indicating a n-fold rota-
tion. σ indicates a reflection, i, an inversion and Sn
a rotation around a n-fold axis followed by a reflec-
tion on a plane perpendicular to this rotation axis.
E indicates the unity operation. In the international
notation [122], n indicates a n-fold rotation, with a
minus sign in front or a slash above the ”n” indicat-
ing a rotation-inversion operation and m points to a
mirror plane. The symmetry operations of the above
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example are thus C2, σ and S4 in the Scho¨nfließ no-
tation and 2, m and 4¯ in the international notation.
The symmetry operations introduced form together a
mathematical group. A mathematical group consists
of elements which are connected by an defined op-
eration. This relation is called a multiplication and
written as a ⊗ b = c. The operation must have the
following properties [47]:
• Closure: The result, c, of the operation a⊗b = c
must be a member of the group for any element
a and b.
• Associativity: (a⊗ b)⊗ c = a⊗ (b⊗ c) must hold
for all elements of the group.
• Identity: The group must contain an identity
element, e, for which holds e ⊗ a = a for all
elements in the group.
• Inverse element: there must be an element a−1,
which fulfills a−1 ⊗ a = e for all members of the
group.
The number of symmetry operations in a group is
called the order of a group. The different symmetry
operations can be represented by matrices which con-
stitute the representation of the group. The choice
of representation is not unique and the different ma-
trices representing the same symmetry operation can
be converted into each other by similarity transfor-
mations. One can distinguish between reducible and
irreducible representations. The dimension of a re-
ducible representation can still be reduced by chang-
ing it into block form, whereas in the irreducible rep-
resentation the number of rows or columns already
reflects the rang of the matrix. The matrices can
be arranged into sets of equivalent symmetry opera-
tions, so called classes. For example, rotations about
the same angle on equivalent axes belong to one class.
The members of a class are commutative and have the
same character, this is equal values for their traces.
There exists as many irreducible representations as
there are classes in the group. The order of the group
g, the number of classes ν and the dimensions of the
corresponding representations are related by the fol-
lowing formula [123]:
(χ1E)
2 + (χ2E)
2 + ...+ (χνE)
2 = g (7.1)
where χνE represents the character of the unity ma-
trix and is therefore equal to the dimension of the ν.
class. The D2d group, for example, has an order of 8
and consists of 5 classes. From equation 7.1 follows
therefore
8 = 12 + 12 + 12 + 12 + 22. (7.2)
That is four classes are of dimension one and one
class is of dimension two. The most important group
information is compiled in character tables as shown
in appendix A.4: the first line gives the symmetry
elements and the first column indicates the different
representations. The table displays the character for
each symmetry element, in the different representa-
tions belonging to the group.
7.1.2 Symmetries of crystals
The symmetry operations introduced in the preced-
ing section always leave at least one point fixed.
This is characteristic for point groups. Point groups
are used, for example, to describe the symmetry of
molecules. Crystals are additionally characterised
by their translational symmetry. Thus, a crystal can
be thought of as a repetition of identical building
blocks called crystallographic unit cells. The addi-
tional translational symmetry reduces the possible
number of point groups for a crystal to 32, which
are referred to as crystallographic point groups. The
crystallographic point group of a crystal is reflected
in its morphology, therefore the crystallographic
point groups are often referred to as crystal classes
[122]. Often it is more convenient to describe a
crystal not by a Cartesian coordinate system, but
by a coordinate system reflecting its symmetry. In
doing so, one can assign the 32 crystal classes to
the seven crystal systems: triclinic, monoclinic, or-
thorhombic, tetragonal, trigonal, hexagonal or cubic.
However, choosing the coordinate axis according to
the symmetry of the crystal does not necessarily
lead to primitive unit cells. If the centring of the
unit cell, this is whether it is primitive, body or
face centred, is taken into account, results in the
14 Bravais lattices [124]. The highest symmetry for
each Bravais lattice applies to the mathematical
point lattice with which we have dealt so far and
which is equivalent to a crystal consisting of only
one kind of atoms. To pass to the more general case
of a polyatomic crystal one introduces a basis. A
basis can consist of several equal or different atoms
and is connected to each mathematical lattice point.
A lattice with a polyatomic basis often has a lower
symmetry than the mathematical point lattice. Tak-
ing the chalcopyrite structure as depicted in figure
2.1 as an example, the mathematical point lattice
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is tetragonal body centred and its unit cell contains
two lattice points. The CuInSe2 crystallographic
unit cell consists of four formula units of CuInSe2:
four copper, four indium and eight selenium atoms.
Therefore to each lattice point a basis consisting of
two formula units of CuInSe2 is connected.
Space groups To describe the crystal structure,
not only the point groups compatible with transla-
tional symmetry, but also the translational symmetry
itself, has to be taken into account. The combined
operation of a rotation and a translation on a point
~r can be represented by ~r′ = M~r + ~t, M being the
matrix corresponding to the rotation and ~t the trans-
lation vector. Taking the translation symmetry into
account generates two new symmetry elements, the
screw axis and glide planes. Screw axis are axis about
which a rotation followed by a translation leads to a
congruent figure. In the Scho¨nfließ notation, screw
axis are referred to as Ckn, indicating a rotation about
a n-fold axis followed by a translation of k/n times
the unit vector along the rotation axis. In the inter-
national notation nm indicates a n-fold rotation, fol-
lowed by a translation of m
n
times the lattice vector.
Glide planes are reflections about planes followed by
a translation parallel to the plane. Glide planes are
indicated by σg in the Scho¨nfließ notation. In the in-
ternational notation a, b and c indicate a glide plane,
involving a reflection followed by a translation of half
a lattice vector parallel to the lattice directions a, b
and c. The combination of rotations and translation
gives rise to the 230 space groups.
Wyckoff positions The crystal lattice points, re-
sulting from the connection of the basis to the math-
ematical lattice in a space group can be divided into
sets of equal symmetry. This so called ”crystallo-
graphic orbits” can be derived by applying the sym-
metry operations of the point group of the crystal to a
point ~r. Each crystal lattice point belonging to a spe-
cific crystallographic orbit can be reached from this
starting lattice point ~r by the rotations and transla-
tions belonging to its site symmetry group. As there
are indefinitely many possible starting points, ~ri,
there exist an indefinite number of crystallographic
orbits.
The crystallographic orbits with the same site sym-
metry and whose starting lattice points are related by
the transformations belonging to the respective site
symmetry group can be grouped into the so called
Wyckoff positions [125]. Two different Wyckoff posi-
tions with the same site symmetry, but which cannot
be transferred into each other by the symmetry opera-
tions of the site symmetry group belong to a Wyckoff
set. The Wyckoff positions of the space group I 4¯2d
are shown in table 7.1. The space group I 4¯2d con-
tains five different Wyckoff positions. The Wyckoff
positions a and b together form a Wyckoff set and
correspond to the Cu and In atoms in chalcopyrite,
respectively. Both positions have 4¯../S4 symmetry,
where 4¯.. is the oriented site symmetry symbol. The
dots indicate symmetry directions which do not con-
tribute any symmetry element to the site symmetry
group. The Wyckoff c position has 2../C2 symmetry
with respect to the ~c-axis and is not occupied in the
chalcopyrite crystal. The Wyckoff d positions corre-
spond to Se sites in the chalcopyrite and show .2./C2
symmetry. General positions with site symmetry 1
are indicated by e.
Reciprocal space and Brillouin zones
As mentioned above, a crystal can be thought of as
a repetition of building blocks called the crystallo-
graphic unit cell. As many physical properties are
associated with the crystal structure, for example the
electron density distribution, it is sufficient to restrict
the discussion of physical properties to one unit cell
and apply periodic boundary conditions. This leads
to the introduction of reciprocal space: Originating
from X-ray crystal structure analysis as detailed in
[126] one finds that analysis is simplified by represent-
ing each reflex of parallel lattice planes by a vector,
which points in the direction of their surface normal
vector and having the inverse length of the distance
between the lattice planes. The endpoints of these
vectors constitute the reciprocal lattice. The recipro-
cal lattice is named after the reciprocal relationship
between its basis vectors and the basis vectors of the
real, direct lattice:
~a∗ = 2π ·
~b× ~c
V
~b∗ = 2π · ~c× ~a
V
~c∗ = 2π · ~a×
~b
V
(7.3)
where ~a,~b,~c are the basis vectors of the direct lattice,
~a∗,~b∗,~c∗ the basis vectors of the reciprocal lattice and
V the volume of the unit cell in real space. The tran-
sition from the direct crystal lattice to the recipro-
cal lattice in equation 7.3 corresponds to a Fourier
transform. Hence, each point in reciprocal space rep-
resents a wave vector ~k, which is a quantity propor-
tional to momentum.
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Multiplicity Wyckoff letter Site symmetry Coordinates
(0,0,0)+(12 ,
1
2 ,
1
2 )
16 e 1 (x, y, z), (−x,−y, z), (y,−x,−z), (−y, x,−z), (−x +
1
2 , y,−z+ 34 ), (x+ 12 ,−y,−z+ 34 ), (−y+ 12 ,−x,−z+ 34 ),
(y + 12 , x,−z + 34 )
8 d .2. (x, 14
1
8 ) (−x, 34 , 18 ), (14 ), x, 78 ) (34 , x, 78 )
8 c 2.. (0, 0, z) (0, 0,−z) (12 , 0,−z + 34 ) (12 , 0, z + 34 )
4 b -4.. (0, 0, 12 ) (
1
2 ), 0,
1
4 )
4 a -4.. (0, 0, 0) (12 , 0,
3
4 )
Table 7.1: Wyckoff positions for space group I 4¯2d according to [121].
Equivalent to the crystallographic unit cell in di-
rect space is the Brillouin zone in reciprocal space.
Both contain all necessary information to describe
the crystal. The Brillouin zone of a crystal with a
tetragonal body centred unit cell is shown in figure
7.2.
The special points in the Brillouin zone, these are
the points with high symmetry, are labeled with let-
ters. Those points which are within the Brillouin
zone are named with capital greek letters, whereas
capital latin letters denote points at the surface of
the Brillouin zone. For instance, the centre of the
Brillouin zone, which is equivalent to the point of
highest symmetry, is labeled Γ. The [100] direction
in real space corresponds in the Brillouin zone to the
Γ − ∆ − X direction, whereas the [001] direction is
equal to Γ − Λ −M . However, care must be taken,
as the labelling of special points may vary depending
on the author.
As the starting point was the crystallographic unit
cell belonging to a certain Bravais lattice, it follows
that crystals with the same Bravais lattice will have
the same Brillouin zone.
7.1.3 Symmetry and electronic struc-
ture
The electronic structure of a crystal is described by
its time independent Hamiltonian:
H =
pˆ2
2m
+ V (~r) (7.4)
The potential V (~r) contains all the information
about the crystal structure and its symmetry. If a
system has a certain symmetry, this implies that
its time independent Hamiltonian commutates with
the symmetry operators. Therefore a common set
of eigenvalues and eigenvectors corresponding to the
Hamiltonian and the symmetry operators exists. The
number of eigenvalues corresponds to the number
Figure 7.2: Brillouin zone of the space group I 4¯2d
according to [121].
of classes in the symmetry group. The number of
eigenvectors corresponding to an eigenvalue is given
by the dimension of the respective representation
[47][127].
The most prominent symmetry of a crystal is its
translational symmetry [47]. There is an easy way
to construct wave functions which reflect the trans-
lational symmetry, this is by using so called Bloch
functions. As discussed above, commutating opera-
tors have a common set of eigenfunctions, and there-
fore the eigenfunctions to the translation symmetry
operator T can be used to construct a set of eigenfunc-
tions for the Hamilton operator. The Bloch functions
are defined as
Φk(x) = e
ikxuk(x) (7.5)
where uk(x) is a periodic function with the periodic-
ity of the crystal lattice. Thus a Bloch function is a
plane wave, which is modulated by the periodicity of
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the lattice. The eigenfunctions of the Hamilton can
be expressed as a sum over Bloch functions:
Φ(x) =
∑
k
AkΦk(x) =
∑
k
Ake
ikxuk(x) (7.6)
where the Ak are constants and the k are the wave
vectors of the plane wave of the Bloch functions. Ex-
amples for wave functions reflecting the rotation sym-
metry of the Hamiltonian are given in the ”basis” col-
umn in the point group tables. A plot of the energy
eigenvalues over the wave vector k represents the elec-
tronic band structure of a semiconductor.
Spin-orbit interaction For heavier elements the
interaction between electron spin and angular mo-
mentum cannot be neglected [47]. The spin orbit in-
teraction is taken into account by including the term,
HSO =
ℏ
4c2m2
(∇V × ~p)~σ (7.7)
into the Hamilton operator, where the components of
~σ correspond to the Pauli spin matrices and V and
~p indicate the electro static potential and the elec-
tron momentum, respectively. As HSO operates on
the spin function of the electrons, the symmetry of
the spin function needs to be taken into account. For
spin functions, a rotation about 2π leads to a change
of sign, hence it is no longer a unity operation. There-
fore in systems that include spin, rotations about 2π
are labelled as E¯. Due to the additional symmetry op-
eration E¯, a group G, which without spin contains g
elements , will contain additionally the elements E¯G,
when spin is considered. Due to there now being 2g
elements belonging to G it is called a double group.
However, the doubling of the symmetry elements does
not necessarily lead to a doubling of the classes be-
longing to G, as the symmetry operations E¯Ci and
Ci can belong to the same class. Taking the group
D2d as example, spin orbit interaction increases the
order from 8 to 16 and leads to two additional classes,
which are, according to equation 7.1
16 = 12 + 12 + 12 + 12 + 22 + 22 + 22 (7.8)
both of dimension two.
To determine the additional irreducible representa-
tions for the additional classes, the characters corre-
sponding to the symmetry operations of the group in
the spin state space by means of the rotation matrix
S needs to be calculated:
S =
(
cos(12β)e
− 12 i(α+γ) −sin(12β)e−
1
2 i(α−γ)
−sin(12β)e−
1
2 i(α−γ) cos(12β)e
− 12 i(α+γ)
)
(7.9)
where α, β and γ are the Euler angles for the rota-
tions. The characters of the rotation matrices of the
group D2d in the spin state space are given in ta-
ble 7.2. To calculate the characters of the additional
irreducible representations belonging to the double
group representation, the characters of the classes in
the spin state space given in table 7.2 are multiplied
with the characters of the single group representation.
The result then needs to be decomposed in the irre-
ducible representations.
Class E E¯ IC4 IC¯4 C2 C
′
2 σd
TrS−1 2 -2
√
2 −√2 0 0 0
Table 7.2: Characters for the rotations belonging to
the group D2d in the spin state space.
Selection rules
As this thesis is concerned with the analysis of pho-
toluminescence measurements, a special interest is in
the selection rules which can be derived from group
theoretical considerations. Here, the underlying prin-
ciples will be discussed and the results for the dif-
ferent point groups will be presented in chapter 7.2.
Following the description in [128] and [47] the semi-
classical Hamilton operator for the interaction be-
tween an electron in a solid and an electric field is
given by
Hopt =
1
2m
[~p+ (
e ~A
c
)]2 + V (~r) (7.10)
~p being the momentum operator and ~A the vector
potential in the Coulomb gauge. Here the electric
field is treated classical, that is, the quantization of
the electromagnetic waves into photons is neglected
while the electrons in the crystal are treated quantum
mechanically. Being interested only in linear optical
properties, means that the quadratic term in ~A can
be neglected, resulting in
Hopt = − e
mc
~A · ~p (7.11)
Assuming a weak vector potential, ~A, time depen-
dent perturbation theory can be used to calculate the
optical transition probability ω, according to Fermis
golden rule:
ω ∼ 〈Ψf |Hopt|Ψi〉2 (7.12)
The vector potential, ~A, can be expressed in terms of
the incident electric field as
A = −E
2q
[ei(~q~r−ωt) + cc] (7.13)
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where cc stands for the complex conjugate. In the
following optical transitions will be concerned, this
implies that the wave vector of a photon is much
smaller than the wave vector of a phonon:
~qPhoton ≪ ~qPhonon. (7.14)
This means that the exponential function in equation
7.13 can be expanded into a Taylor series and all
~q dependent terms can be neglected. For a direct
optical interband transition it then follows that
〈Ψf |(−e)~r ~E|Ψi〉 (7.15)
which is known as the electric dipole approximation.
For a transition to be observed, the matrix element
must be different from zero. In terms of group the-
ory, this means that the reduction of the product of
the representation of the vector ~r Γ(~r) in the dipole
approximation , with the representation of the initial
state Γ(Ψi), needs to contain the representation of
the final state Γ(Ψi).
Γ(Ψi) ⊂ Γ(Ψi)⊗ Γ(~r) (7.16)
As ~r in the dipole approximation and ~p in Hopt in
equation 7.11 are both vectors, their representations,
Γ(~r) and Γ(~p), will be the same. However, the ir-
reducible representation of the vectors also depends
on their orientation relative to the crystal axes. The
orientation of the transition vector, ~r or ~p, in the ma-
trix element, corresponds to the polarisation of the
electromagnetic wave, and hence the direction of its
~E-vector.
7.2 The symmetries of the elec-
tronic bands in chalcopy-
rite
As introduced in chapter 2.1.1 the crystal structure of
the chalcopyrites can be deduced from the zinc blende
crystal structure. As the crystal structure and the
electronic structure of a semiconductor are closely re-
lated, the symmetries of the electronic bands in chal-
copyrites can be derived from those of semiconduc-
tors with zinc blende structure. At the Γ-point, a
direct semiconductor with zinc blende structure, and
thus Td/4¯3m symmetry, has a non degenerate con-
duction band corresponding to a Γ1 state. The va-
lence band is three fold degenerate and corresponds
to a Γ15 state as depicted in the centre of figure 7.3
[129],[130]. In passing from the cubic zinc blende
Figure 7.3: Symmetry of the conduction and valence
band of CuInSe2 and CuGaSe2 according to [129]
and [130]. Green solid arrows indicate allowed tran-
sitions for light polarised perpendicular to the ~c-axis,
whereas red dashed arrows represent transitions po-
larised parallel to the ~c-axis.
lattice to the tetragonal chalcopyrite structure the
symmetry of the crystal is reduced. Additionally, the
deviation of the lattice constant c in the tetragonal
lattice, from twice the value of the cubic lattice con-
stant a, (c 6= 2a), known as the tetragonal distortion,
introduces a crystal field. This crystal field leads to
a splitting of the three fold degenerate Γ15 band into
a two fold degenerated Γ5 and a non degenerate Γ4
band. For CuGaSe2, as for most of the other chal-
copyrites, a η value of c2a < 1 corresponds to a crystal
field splitting ∆CF < 0. In this case the Γ4 band is
the topmost valence band. For CuInSe2 however,
η = c2a > 1 and therefore ∆CF > 0, so that the
twofold degenerated Γ5 band has the higher energy.
To take additionally the spin orbit interaction into
account the double group notation is applied. There-
fore, the characters of the irreducible representations
are multiplied by the characters of the representa-
tions in the spin state space, as given in table 7.2.
An example of this is shown for the Γ5 irreducible
representation in table 7.3. Tr (S−1 ⊗ Γ5) yields a
four dimensional representation. As the D2d group
consists only of one- and two dimensional represen-
tations, Tr (S−1 ⊗ Γ5) must be reducible. Compar-
ing the characters of Tr (S−1 ⊗ Γ5) to the charac-
ters given in the character table for the D2d group,
Tr (S−1 ⊗ Γ5) can be represented by a combination
of the two irreducible representations Γ6 ⊕ Γ7. Thus
the Γ5 band splits under the influence of spin-orbit
interaction into a Γ6 and a Γ7 band. Performing the
same calculation for the Γ4 valence band state leads
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to a Γ6 state. The Γ1 conduction band state trans-
fers to a Γ6 state, when spin orbit interaction is taken
into account. Thus in CuInSe2 the topmost valence
band corresponds to a Γ6 state, whereas in CuGaSe2
the topmost valence band equals a Γ7 state.
Class E E¯ IC4 IC¯4 C2 C
′
2 σd
TrS−1 2 -2
√
2 −√2 0 0 0
Γ5 2 0 -2 0 0
TrS−1 ⊗ Γ5 =
Γ6 ⊕ Γ7
4 -4 0 0 0 0 0
Table 7.3: Splitting of the Γ5 band under the influ-
ence of spin-orbit interaction.
In order to calculate the polarisation of the band
to band transitions, the representation of the mo-
mentum operator in the optical transition matrix el-
ement needs to be known as introduced in chapter
7.1.3. The vector parallel to the ~c-axis corresponds to
the Γ4 representation in the chalcopyrite point group
D2d/4¯2m, and the vector perpendicular to the ~c-axis
to the Γ5 representation, as can be seen in the sec-
ond column of the character table of the point group
D2d/4¯2m in the appendix A.6 on page 97. Using the
group theoretical selection rules presented in chapter
7.1.3 (p.66) it is possible to calculate the polarisation
of the band-to-band-transitions, an example of which
is shown in table 7.4. Γ5, the irreducible representa-
tion of the vector perpendicular to the ~c-axis is mul-
tiplied with the irreducible representation Γ6 of the
conduction band. The result, Γ6⊗Γ5, is shown in the
third row of the table 7.4. Reducing this result into
its irreducible representations, as shown in the lower
part of table 7.4, yields the irreducible representation
to which transitions polarised perpendicular to the ~c-
axis are allowed. In this example Γ6 ⊗ Γ5 = Γ6 ⊕ Γ7,
and thus transitions starting from a Γ6 band to Γ6
or Γ7 bands, which are polarised perpendicular to
the ~c-axis are allowed. Repeating the same calcu-
lation with a vector belonging to the Γ4 irreducible
representation, corresponding to transition polarised
parallel to the ~c-axis yields: Γ6⊗Γ4 = Γ7. Thus tran-
sitions from a Γ6 to a Γ6 band, corresponding to a
transition between the topmost valence and the con-
duction band in CuInSe2, are only allowed polarised
perpendicular to the ~c-axis. On the other hand tran-
sitions between the Γ6 and the Γ7 band, correspond-
ing to transitions between the topmost valence band
and the conduction band in CuGaSe2, which are po-
larised parallel as well as perpendicular to the ~c-axis,
are allowed. However, when spin-orbit interaction is
neglected Γ(7) symmetry corresponds to Γ(4) symme-
try and Γ(6) to Γ(1) and transitions between bands
with Γ(1) and Γ(4) symmetry are only allowed for po-
larisation parallel to the ~c-axis. Therefore CuGaSe2
will have a slight preference for transitions oriented
parallel to the ~c-axis. These results are summarised
in table 7.5. Performing the same calculation for the
zinc-blende structure results in transitions allowed
independent of the polarisation of the light, as one
would expect for an isotropic crystal [131].
CIS CGS
VB Γ6 Γ7
CB Γ6 Γ6
~E ⊥ ~c ~E ‖ ~c, ( ~E ⊥ ~c )
Table 7.5: Symmetries of the valence and conduction
band of CuInSe2 and CuGaSe2 according to [130],
[129]. The spin-orbit and crystal field splitting is in-
cluded and the polarisation of the band-band transi-
tions indicated.
7.2.1 Crystal field splitting and the
influence of strain and composi-
tion on the band ordering
As seen in the last section, the crystal field splitting
influences the order of the bands. In the following sec-
tion, therefore the crystal field splitting and its con-
nection to lattice strain and composition shall be dis-
cussed in more detail. Assuming a cubic zinc-blende
lattice a strain applied along the ~z direction leads to
a splitting of the energy level as discussed in the pre-
vious section and depicted in figure 7.3. The energy
position of the split off bands, dependant on the crys-
tal field splitting, ∆CF , and the spin orbit splitting,
∆SO, can be calculated within the quasi cubic model
according to Hoppfield [132]:
E1,3 = E2 − 1
2
(∆SO +∆CF )
±1
2
[(∆SO +∆CF )
2 − 8
3
∆SO∆CF ]
1
2
(7.17)
The crystal field splitting, ∆CF , is the strain related
energy and is related to the tetragonal distortion in
a tetragonal lattice according to [129] by
∆CF =
3
2
b
(
2− c
a
)
(7.18)
where b is the deformation potential. This accounts
for the change in the electron energy when the atoms
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D2d Basis E 2IC4 C2 2C
′
2 2σd
Γ6 {α, β} 2 -2
√
2 −√2 0 0 0
Γ5 {x, y} 2 0 -2 0 0
Γ6 ⊗ Γ5 4 -4 0 0 0 0 0
Γ6 {α, β} 2 -2
√
2 −√2 0 0 0
Γ7 {zα, zβ} 2 -2 −
√
2
√
2 0 0 0
Γ6 ⊕ Γ7 4 -4 0 0 0 0 0
Table 7.4: Example calculations of the allowed transition polarised perpendicular to the ~c-axis, which start from
a band with Γ6 symmetry.
are moved from their equilibrium lattice positions.
Following [47], the deformation potential can be cal-
culated by the tight binding approach:
b = −8
9
(Vppσ − Vppπ) (7.19)
where Vppσ and Vppπ are the overlap parameters.
The overlap parameters are the matrix elements of
the interaction Hamiltonian between two atoms form-
ing a molecule. Vppσ and Vppπ account here for the
p-orbital electrons forming π and σ bonds. For a
zinc-blende lattice, the deformation potential equals
b = −8
9
(
21π2
64
· ~
2π2
2md2
− −3π
2
32
· ~
2π2
2md2
) (7.20)
where d is the interatomic distance and m the ef-
fective electron mass. Figure 7.4 shows the crystal
field splitting, ∆CF , dependence on the tetragonal
distortion, η = 2− c
a
, for different chalcopyrites. The
crystal field splitting increases with increasing distor-
tion and the values for the different chalcopyrites lie
approximately on a line. This is the deformation po-
tential is roughly equal for all chalcopyrites.
The zinc-blende structure, however is only an approx-
imation for the chalcopyrites. In order to account
for the band structure more exactly, the copper d-
electrons have to be taken into account. Shirakata
reported calculations of the influence of strain on the
band structure of CuAlSe2 [133] and CuGaSe2 using
a semi-empirical tight-binding method, which takes
the spin-orbit interaction and the p-d hybridization
into account. The results are shown in figure 7.5.
Photoreflectance measurements presented in the
same article show that lattice strain only influences
the crystal field splitting and has no effect on the spin
orbit splitting. The common feature for both materi-
als is the switching of the two topmost valence bands.
This is due to biaxial compressive stress whereas ten-
sile stress would enhance the band structure found
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Figure 7.4: The crystal field splitting versus lattice
distortion for different Chalcopyrites following [129]
and [28] is shown.
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Figure 7.5: The energy of the conduction and the
valence bands dependent on strain for CuGaSe2 and
CuAlSe2 following [133] and [134]
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in the unstrained compounds, namely the Γ7 band
as the topmost band. However, unlike as would be
expected from equation 7.18, the c
a
ratio at which
the switching of the bands occur, is material depen-
dent. CuGaSe2 shows slight deviations from
c
a
= 2,
the point at which the crystal field, ∆CF , equals zero
and the lattice is undistorted, whereas quite distinct
deviations are observed for CuAlSe2.
However, as the expression for b given in 7.19 is
calculated for a zinc-blende lattice it does not take
into account the deviation of chalcopyrites from its
II-VI binary counterparts, as there are the influence
of the d-orbitals and the distortion of the anions
from the ideal tetrahedral anion positions at (14
1
4
1
4 ).
To clarify the shift of the band crossing from the
a
c
= 2 point further, table 7.6 shows the crystal
field splitting, the c
a
ratio, the distortion from the
ideal tetrahedral lattice site u and the estimated
d-like character of the valence band maximum for
different chalcopyrites reported by Shay and Wernick
[129], Zunger [28] and Shirakata [133]. Figure 7.4
shows, that especially the CuGaXI2 and CuAlXI2
samples deviate from this line. One reason could
be, as mentioned above, the deviation of the anion
from the ideal tetrahedral position u. Yet, if one
compares the values of u given in table 7.6 one finds
no clear trend between the positions of the different
samples in graph 7.4 and u. For example for the
chalcopyrites CuInS2 and AgInSe2 which lie well
to the b = −1 line values of u=0.21 and u=0.25 are
reported, whereas AgGaS2 and AgGaSe2 for which
u equals 0.29 and 0.28 are shifted to lower ∆CF
values compared to the b=-1 line. The u values of
CuAlSe2 and CuGaSe2 lie with u=0.27 and u=0.28
between the two above mentioned examples, but
their ∆CF values are higher compared to the b=-1
line.
The second possible reason for the shift of the
CuGaXI2 and CuAlXI2 relative to the b=-1 line
could be the percentage of p-d hybridisation at the
valence band maximum. Table 7.6 presents the
calculated d-like character of the topmost valence
band according to Zunger in column 4 and Shay
and Wernick in column 6. The difference between
the columns results from the different calculation
methods used by the authors: Shay and Wernick
calculated the d like character directly from the
spin-orbit splitting, whereas Zunger splitted the spin-
orbit splitting in a part due to the distortion of the
anions from the ideal tetrahedral position ∆EStructG
and a chemical part ∆EChemG . The chemical part
∆EChemG = ∆E
d
G +∆E
EC
G consists of a contribution
due to the p-d hybridisation and a contribution due
to the difference in electronegativities of the two
cations. As Zunger treats the structural contribution
to the change of the spin-orbit splitting and the
influence of the d-orbitals separately, this values may
be more accurate. Comparing the d-like character
of the different chalcopyrites given in table 7.6
column 4 by Shay and Wernick one finds, that the
Ag chalcopyrites have a lower contribution of d
Orbitals to the top of the valence band than the
Cu chalcopyrites. Comparing the d-like character
of the Cu chalcopyrites in column six, shows as a
trend that the CuAlXI2 and CuGaXI2 compounds
have the higher contributions of d-orbitals to their
valence band maxima as the CuInXI2 compounds
corresponding to a higher deviation from the b= -1
line. For CuAlSe2, CuGaSe2 and CuInSe2 holds:
the higher the d contribution to the valence band
maximum, the higher the deviation of the crossing
of the valence bands form the c
a
= 2 point. Con-
sequently it is reasonable to assume, that the shift
of the crossing of the two topmost valence bands
from the c
a
= 2 point is due to the influence of the
d-orbitals on the valence band maximum.
Subsequently the influence of strain on CuInSe2
epitaxial samples will also be considered. The
question arises, whether CuInSe2 under strain
behaves similarly to CuGaSe2 and CuAlSe2, shown
in figure 7.5. The material properties are included in
the semi-empirical tight-binding method calculations
via the interatomic distances and, so called, Herman
Skillman values, which give the energy levels for the
different atomic orbitals. As Al, Ga and In are in the
same main group, they have rather similar Herman
Skillman values and similar lattice constants, and
thus the main features of figure 7.5 should also hold
for CuInSe2. From figure 7.4 can be seen that
CuInSe2 has a positive crystal field splitting. This
implies that CuInSe2 lies on the right side of the
switching point of the valence bands in figure 7.5.
Therefore tensile strain along the ~c-axis will lead
to a more ”CuInSe2-like” band structure, while
compressive strain will lead to an interchange of the
bands and so to a ”CuGaSe2-like” band structure.
However, as shown in figure 7.4, the crystal field
splitting in CuInSe2 is small, and therefore a small
amount of compressive strain will be sufficient to
change the ordering of the bands.
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−∆CF Estimated
% d-like
Estimated
% d-like
µ = c
a
2− c
a
u
CuAlS2 0.13 [129] 35 [129] 35.2 [28] 1.96 0.04 0.27 [28]
CuGaS2 0.12 [129] 35 [129] 31.5 [28] 1.96 0.04 0.26 [28]
CuGaSe2 0.09 [129] 36 [129] 25.1 [28] 1.97 0.03 0.25 [28]
CuInS2 0.01 [129] 45 [129] 24 [28] 2 0 0.21 [28]
CuInSe2 -0.01 [129] 34 [129] 22 [28] 2.01 -0.01 0.22 [28]
AgGaS2 0.28 [129] 20 [129] – – 1.79 0.21 0.29 [28]
AgGaSe2 0.25 [129] 16 [129] – – 1.81 0.19 0.28 [28]
AgInS2 0.15 [129] 20 [129] – – 1.92 0.08 0.25 [28]
AgInSe2 0.12 [129] 17 [129] – – 1.92 0.08 0.25 [28]
CuAlSe2 0.15 [133] - – 27.5 [28] 1.95 0.05 0.27 [28]
Table 7.6: Tetragonal distortion µ, anion displacement u, crystal field splitting ∆CF and estimated d-character
of the valence band maximum of different chalcopyrite semiconductors according to Zunger [28], Shay and
Wernick [129] and Shirakata [133].
Strain in epitaxially grown thin layers
The investigated samples later in this chapter are epi-
taxial CuInSe2 and CuGaSe2 thin films grown on a
GaAs substrate, and therefore in the following sec-
tion possible sources of strain in epitaxial layers are
introduced.
Figure 7.6: Pseudomorphic and relaxed growth in
heteroepitaxy according to [134].
In epitaxially grown samples there are two possi-
ble sources of strain: firstly strain caused by the mis-
match, f , between the lattice constant of the sub-
strate and the lattice constant of the layer. This ef-
fect dominates in thin films. The layer adopts the
lattice constant of the substrate and grows in the so
called ”pseudomorphic growth mode”. The misfit, f ,
is given by
f =
aLayer − aSub
aSub
(7.21)
where aLayer is the in-plane lattice constant of the
film and aSub the lattice constant of the substrate.
The misfit, f , gives rise to strain in the layer given
by the relationship εxx = εyy = −f [135]. To main-
tain the volume of the unit cell, the axis parallel to
the direction of the growth elongates if the axis in
the layer is compressed and vice versa. The strain
parallel to the growth direction can be calculated ac-
cording to
εzz =
2C12
C11
f (7.22)
with C12 and C11 being the elastic constants. The
pseudomorphic growth continues, until, a critical
thickness, hc, is reached when it becomes energeti-
cally favourable to create dislocations, which lead to
a relaxation of the layer. The critical thickness, hc, at
which dislocation formation starts, can be calculated
by two different models: firstly by an energy balance
model, which equates the energy due to strain with
the energy necessary to form dislocations and sec-
ondly from the balance of forces between the lattice
mismatch stress, as driving force for the dislocation
growth and the line tension stress in the dislocation
[136],[135],[137]. Both models lead to an approximate
relation between misfit f and critical thickness hc
hc ∼ 1
f
hc · f ≈ 80nm%
(7.23)
The second cause of strain results from the difference
in the thermal expansion coefficients of the substrate
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and the layer. At the growth temperature TG it is
assumed, that the layer and the substrate adopt the
same lattice constant. A larger thermal expansion co-
efficient, αlayer , of the layer, then leads to a quicker
shrinking of the deposited film compared to the sub-
strate, when the sample is cooled down to room tem-
perature. As a result there will be tensile strain in the
film. The mismatch due to different thermal expan-
sion coefficients, α, arising in a sample cooled down
to room temperature is given by:
f = (αLayer − αSub)(TG − 300K) (7.24)
The lattice constants and thermal expansion coef-
ficients for CuGaSe2, CuInSe2 and GaAs are pre-
sented in table 7.7. CuInSe2 has a larger in-plane
lattice constant than GaAs, leading to compressive
strain in the pseudomorphic growth regime, whereas
CuGaSe2 has a smaller in-plane lattice constant,
which leads to tensile strain in the pseudomorphic
growth regime. CuInSe2 and CuGaSe2 both have
a higher thermal expansion coefficient, αa, along the
~a-axis, than GaAs. This causes tensile strain in the
layer after being cooled down to room temperature
due to the quicker shrinkage of the film compared to
the substrate. In summary, strain due to lattice mis-
match in the pseudomorphic growth regime as well as
strain due to the difference in thermal expansion coef-
ficients in the relaxed layer will lead to tensile strain
in the layer plane for CuGaSe2. This corresponds
to compressive strain along the c-axis. For CuInSe2
however, strain due to the lattice mismatch will lead
to compressive strain, whereas strain due to the dif-
ference in the thermal expansion coefficients results
in tensile strain in the layer plane.
Influence of gallium content on the band or-
dering in Cu(In,Ga)Se2 samples
As the valence band ordering in CuInSe2 and
CuGaSe2 is different, the ordering of the valence
bands in a Cu(In,Ga)Se2 sample will depend on
its gallium content. The dielectric function is de-
termined from a series of ellipsometric spectra of
Cu(In,Ga)Se2 samples with different gallium con-
tent at room temperature in [130]. Using the quasi
cubic Hoppfield model, as introduced in the previ-
ous section 7.2.1, the authors calculated the crystal
field splitting, ∆CF , and the spin orbit splitting, ∆SO.
The dependence of the crystal field splitting and the
spin orbit splitting on the gallium content is shown
in figure 7.7: the crystal field decreases almost lin-
early with increasing gallium content, from a slightly
Figure 7.7: Change of crystal field ∆CF and
spin orbit splitting ∆SO with gallium content in
CuIn1−xGaxSe2 samples according to [130].
positive value for CuInSe2 to a negative value for
CuGaSe2. The crystal field equals zero at ∼ 5% Ga
content. The spin orbit splitting, ∆SO, on the other
hand is nearly independent of gallium content and
shows only a slight upward bowing.
7.3 Models to describe defects
Defects can be described in two limiting cases [47]:
on the one hand as shallow or hydrogen-like defects
and on the other hand as deep, localised defects. To
describe shallow or hydrogen-like defects, the surplus
electron, in the case of a donor, or surplus hole, for
an acceptor, is described in analogy to the hydrogen
atom as a charge in an electrostatic potential:
(H0 + U)Ψ(~r) = EΨ(~r) with U = −|e|V
(7.25)
where H0 is the Hamiltonian of the perfect crystal
and U the electrostatic potential [47]. The attractive
force of the atomic core is screened by the valence
electrons of the other atoms and therefore the donor
electron is only weakly attracted. The screening is
taken into account by the dielectric constant, εr, of
the host crystal:
V =
|e|
4πε0εrr
(7.26)
Equation 7.25 can be solved by using the effective
mass approximation. In this method the electron
mass is substituted by an effective electron mass,
which takes the interaction of the electron with the
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Structure c [A˚] a [A˚] αc [10
−6K−1] αa [10−6K−1]
CuInSe2 tetragonal 11.5910 5.7600 [138] 7.9 11.23 [139]
CuInSe2 8.6 11.4 [140]
CuGaSe2 tetragonal 11.02 5.6140 [29] 5.2 13.1 [141]
GaAs cubic c=a 5.6530 [142] αa = αc 6.8 [142]
Table 7.7: Lattice constants and thermal expansion coefficients for CuInSe2, CuGaSe2 and GaAs.
host crystal into account. Equation 7.25 results in
discrete energy levels corresponding to the binding
energies of the shallow impurity and continuous
energy values representing the ionised donor electron
in the band. For this model to be valid the electron
wave function needs to spread over several unit cells
in real space. Hence, as the real space and the
reciprocal space are related by a Fourier transform,
it follows from the uncertainty principle ∆~k∆~ω ≈ 1,
that the extend of the Bloch functions is limited to
a narrow range of ~k values around k ≈ 0. Therefore,
according to this model the defects will assume the
symmetry of the bands at the Γ-point.
All defects whose energy level cannot be described
by the hydrogen model, fall into the category ”deep
defects”. This involves that the impurities introduce
a strongly localised potential, thus violating the as-
sumption of a slowly varying potential which is neces-
sary for the effective mass approximation to be valid.
In principal, the energy levels of deep defects can be
calculated by solving the Schro¨dinger equation for
the potential of the localised defect. However, as the
potential of a defect is influenced by the relaxation
processes of the defect itself as well as the relaxation
of neighbouring atoms, it is often difficult to deter-
mine. As the wave function of the defect is localised,
its symmetry depends on the site symmetry of the
lattice site of the defect. However the division of de-
fects into shallow and deep is not that clear-cut. For
some defects the lowest energy level behaves as a deep
defect, whereas higher energy levels are shallow, due
to the non vanishing probability of the s symmetry
wave function at the origin and therefore its higher
sensitivity to the potential. A second example for
the ambiguous behaviour of defects are DX centres,
where a shallow donor transforms into a deep state
depending on its charge state [143].
7.3.1 Group theoretical predictions
for the polarisation of defect re-
lated transitions
In the following section the predictions shall be de-
rived according to group theoretical considerations
for the polarisation of the defect related photolumi-
nescence transitions corresponding to the two models
introduced above. To consider the influence on the
polarisation of one defect at a time subsequent free
to bound transitions are considered.
As seen above, defects described by the hydrogen
model are expected to assume the symmetry of
the nearest band. This results in a polarisation
parallel to the ~c-axis for free-to-bound transitions in
CuGaSe2 and a polarisation perpendicular to the
~c-axis for free-to-bound transitions in CuInSe2.
The symmetry of a deep defect, is determined by its
site symmetry. In a descriptive model, the lumines-
cence radiation of atoms in a crystal can be described
as the oscillation of elementary electric dipoles. If a
predominant axis in a crystal exists, it gives rise to an
electric field parallel to this axis. The electric dipoles
orient themselves in the electric field, which results in
a polarisation of the photoluminescence light parallel
to the predominant axis. In a cubic crystal, in which
all crystal directions are equivalent, the emitted radia-
tion will be non polarised [131]. In the CuInSe2 crys-
tal, as shown in figure 7.8, the bond length between
the selenium and the copper atoms is shorter than
between the selenium and the indium atoms. There-
fore, the selenium atom shifts from its ideal tetrahe-
dral position in the cubic case to an new position in
the layer perpendicular to the ~c-axis as indicated by
the green arrow. At this new position, the binding
forces of the selenium atom to both the copper and
the indium atom are equal and therefore all electric
fields cancel. Thus transitions to defects located on a
selenium site, will be non-polarised in the model of lo-
calised deep defects. For the copper atoms, the shifts
of the neighbouring selenium atoms in the ~x−~y-plane
approximately cancel out as depicted in figure 7.9.
Therefore only a change in the distance between the
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Wyckoff
position
Symmetry Donor → VB CB → Acceptor
CuInSe2 CuGaSe2 CuInSe2/CuGaSe2
EIIc E ⊥ c EIIc E ⊥ c EIIc E ⊥ c
defect on metal site a,b S4 Γ7 ⊕ Γ8 - Γ5 ⊕ Γ6 - Γ7 ⊕ Γ8 -
defect on
Se site
d C2 Γ6,Γ7 2 ∗ Γ6,
2 ∗ Γ7
Γ6,
Γ7
2 ∗ Γ6,
2 ∗ Γ7
Γ6,Γ7 2 ∗ Γ6,
2 ∗ Γ7
Table 7.8: Calculated allowed polarisation for the photoluminescence transitions in the site symmetry model.
The table indicates the multiplication of the representation of the participating band with the transition vector
~r, as represented in the irreducible representation of the symmetry group of the involved defect for free to bound
transitions in CuInSe2 and CuInSe2.
copper and the selenium atoms parallel to the ~c-axis
compared to the ideal tetrahedral positions remains,
which gives rise to a crystal field and corresponds to
the tetragonal distortion described in chapter 2.1.1.
This dominant direction parallel to the ~c-axis, will re-
sult in a polarisation parallel to the ~c-axis for defects
on metal sites, if a s-like conduction band is assumed.
Figure 7.8: Influence of different bond lengths on the
atom position in the CuInSe2 crystal structure: the
Se atom is shifted in the plane perpendicular to the
~c- axis compared to its ideal tetrahedral position as
indicated by the green arrow.
Similar results can be obtained from group theo-
retical considerations. The symmetries of different
lattice sites can be described in terms of Wyckoff po-
sitions. A defect on a copper or indium metal site in
Figure 7.9: Influence of different bond lengths on a
metal site: the copper atom is shown in red with the
surrounding selenium atoms in blue. The shift of the
selenium atoms in the x-y layer relative to the copper
atom cancel each other.
the chalcopyrite structure with symmetry D2d/4¯2m
corresponds to a Wyckoff position a or b, which both
have S4 site symmetry. A defect on a chalcogen site
corresponds to a Wyckoff position, d, which has C2
site symmetry [121]. Defects localized on lattice sites
can be vacancies or anti-site defects. Defects caused
by interstitial atoms, as the name implies, reside not
on lattice sites and can therefore not be described
by Wyckoff positions. However, their site symmetry
would correspond to the triclinic point group, which
consists only of the identity operation. Therefore,
transitions polarised parallel as well as perpendicular
to the ~c-axis are allowed.
For CuInSe2 and CuGaSe2 the topmost valence
band has different symmetry and therefore the
donor to valence band transitions has to be treated
separately for each material. As the conduction band
has the same symmetry for both chalcopyrites, the
transitions from this band to the acceptors will have
the same polarisation for both in the site symmetry
model. As described in chapter 7.1.3, a transition is
allowed if the reduction of the multiplication of the
representation of the initial state, with the represen-
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tation of the vector, ~r, of the dipole approximation
contains the representation of the final state. Table
7.8 shows the multiplication of the representation
of the participating band with the transition vector,
~r, described in the irreducible representation of the
symmetry group of the involved defect. For a defect
on a metal site, which gives rise to a donor as well
as an acceptor state, transitions polarised parallel
to the ~c-axis can be represented by the irreducible
representations of the point group of the defect.
However, transitions polarised perpendicular to
the ~c-axis cannot be represented by the irreducible
representations of the point group of the defect.
Therefore the free-to-bound transitions are polarised
parallel to the ~c-axis. A transition to a defect on a
chalcogen site, polarised parallel as well as perpen-
dicular to the ~c-axis, can be represented by a Γ6 or a
Γ7 representation. The two possible representations,
Γ6 and Γ7, result from the deduction of the repre-
sentations for a subgroup from a group, which does
not necessarily lead to irreducible representations.
As transitions perpendicular, as well as parallel, to
the ~c-axis can be represented in the representations
of the defect group, a free to bound transition to
a defect on a chalcogen site is unpolarised. To
summarize: in the limiting case of localised defects
transitions to defects on a metal sites show a
polarisation parallel to the ~c-axis. For defects on
a chalcogen site unpolarised transitions are expected.
Figure 7.10: Density functional theory calculation of
the absorption coefficient for band-band transitions
of CuInSe2 and CuGaSe2
To investigate the influence of the defects on the
symmetry of the bands, Clas Persson performed den-
sity functional theory calculations of the absorption
coefficient for the band to band and free to bound
Figure 7.11: Density functional theory calculation of
the absorption coefficient for transitions from the de-
fect VCu to the conduction band of CuInSe2 and
CuGaSe2.
Figure 7.12: Density functional theory calculation
of the absorption coefficient for transitions from the
defects Cu−2III and Cu
−
III to the conduction band of
CuInSe2 and CuGaSe2.
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transitions [144]. As the selection rules for the
absorption process as well as for photoluminescence
transitions are determined by the transition matrix
element, the calculated properties for the absorp-
tion process will also hold for photoluminescence
transitions. Density functional theory calculations
usually under-estimate the band gap of a material,
but as here, only the absorption coefficient is of
interest, this is of minor importance. The results
for the absorption coefficient for the band to band
transitions are shown in Fig.7.10: CuInSe2 shows
a slightly preferred polarisation perpendicular to
the ~c-axis at the onset of absorption at the band
edge. This is due to the Γ(6) → Γ(6) transition,
which is allowed only polarised perpendicular to the
~c-axis, as describe above. However, there is also a
contribution from the second lowest valence band,
which is located only 6meV below the valence band
maximum. The second lowest valence band has Γ(7)
symmetry. As described above transitions between
bands with Γ(6) and Γ(7) symmetry are allowed
for light polarised parallel, as well as perpendicular,
to the ~c-axis. Yet Γ(7) symmetry corresponds to
Γ(4) symmetry and Γ(6) to Γ(1) when spin-orbit
interaction is neglected and transitions between
bands with Γ(1) and Γ(4) symmetry are only allowed
for polarisation parallel to the ~c-axis . CuGaSe2
shows a preferred polarisation parallel to the ~c-axis,
following the same arguments as for the second band
of CuInSe2. Figure 7.11 and Figure 7.12 show the
influence of the Cu vacancy VCu, and the anti-site
defect Cu−2III , on the absorption coefficient. As can
be seen, the Cu vacancy VCu and the anti-site defect
Cu−2III do not change the absorption coefficient
much compared to the bulk band-band absorption.
For comparison, the absorption due to a single
charged defect Cu−III is shown in figure 7.12. To
achieve a single charged anti-site defect, a higher
degree of the valence band filling is required, and
therefore lower valence bands may influence the
observed symmetry of the defect. In fact, the onset
of absorption, as can be seen in figure 7.12 occurs
for the Cu−III defect in CuInSe2 and CuGaSe2 at
higher energies compared to the bulk absorption. In
this case transitions are unpolarised for CuInSe2
corresponding to transitions from the third band and
polarised perpendicular to the ~c-axis for CuGaSe2
corresponding to transitions from the second lowest
band. To conclude: defects do not influence the
symmetry of the bands, therefore the considerations
in the previous sections based on the symmetry of
the bands are also valid when defects are present.
Summary In this section the theoretical predic-
tions for the polarisation of defect related transitions
in the limiting cases of shallow and deep localized de-
fects were discussed. Shallow defects, one expects to
assume the symmetry of the bands, leading to transi-
tions polarised parallel to the ~c-axis for defect related
transitions in CuGaSe2 and transitions polarized per-
pendicular to the ~c-axis for defect related transitions
in CuInSe2. For deep, localized defects, the symme-
try is determined by their site symmetry, independent
of the elemental composition for crystals of the same
symmetry. This result in transitions polarized par-
allel to the ~c-axis for defects on metal lattice sites,
hence on the Wyckoff positions a and b. For defects
on Wyckoff position d, this is on chalcogen lattice
sites, one expects unpolarised transitions.
7.4 Determination of the sym-
metry of defects in chal-
copyrites
As outlined in the previous section, deep, localised
defects and shallow defects will have different symme-
tries, thus giving rise to different polarisations for the
defect related photoluminescence transitions. There-
fore, photoluminescence measurements will be used
as a tool to determine the symmetry of the defects
in CuInSe2 and CuGaSe2. Comparing the observed
polarisations in CuInSe2 and CuGaSe2 samples, will
thus allow the determination whether the defects be-
have as shallow or as deep defects. In order to de-
termine the polarisation relative to the ~c-axis, the
orientation of the samples need to be known. There-
fore measurements are performed on epitaxial grown
chalcopyrite layers on GaAs substrate with the ~c-axis
perpendicular to the sample surface.
7.4.1 Symmetry of defects deter-
mined on epitaxial layers
Orientation of the measurement setup
To be able to correlate the measured polarisation to
the orientation of the ~c-axis of the sample, the mea-
surement arrangement has to be taken into account.
As introduced in chapter 4.1 (p. 17) the photolumi-
nescence of the sample is measured at a 45◦ angle to
the surface normal of the sample. Using the coordi-
nate system introduced in figure 4.3 (p. 19), the ~c-
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axis points along the ~xSH axis of the sample holder co-
ordinate system. The polarisation of the photolumi-
nescence transitions is measured in the plane spanned
by the vectors ~zD and ~yD in the detection coordinate
system. The sample holder coordinate system can
be transferred into the detection coordinate system
by a clockwise rotation of 45◦ about the ~zSH -axis.
For light polarised perpendicular to the ~c-axis the ~E-
field vector lies in the plane normal to ~xSH axis of
the sample holder coordinate system. It is assumed
that the luminescence in all directions perpendicular
to the ~c-axis is equally strong. Therefore, the lumi-
nescence in the plane perpendicular to the ~c-axis can
be described as two parts, which are perpendicular
to each other: one is chosen in the detection plane
and labeled as c⊥,1, the second part is due to the
condition to be perpendicular both to the ~c-axis and
to c⊥,1 and is called c⊥,2. The observed intensity of
the luminescence light polarised perpendicular to the
~c-axis in the detection plane is calculated by adding
the intensities of the projections of the two parts to
the detection plane. As the first part, c⊥,1, was cho-
sen to be in the detection plane, which is parallel to
the ~zD-axis, its entire intensity is detected, whereas
for the second part, c⊥,2, only a projection can be
observed. The calculated intensity, dependent on po-
larisation angle, for light polarised perpendicular to
the ~c-axis, is depicted in figure 7.13 by a dotted line.
The maximum intensity is observed at 0◦, which cor-
responds to the entire intensity along the ~zD- axis.
However, due to the second possible orientation of
the ~E- field vector in the plane perpendicular to the
~c-axis and its projections to the detection plane, the
degree of polarisation is only 50%.
Polarisation parallel to the ~c-axis in this arrange-
ment will be measured as a projection onto the detec-
tion plane leading to a polarisation maximum at 90◦.
This is indicated by a solid line in figure 7.13. As
only the projection can be measured, the maximum
detectable intensity is 50% of the original intensity.
The degree of polarisation is 100%.
Comparing the measurements to the calculations,
scattering as a source of depolarisation has to addi-
tionally be taken into account.
Polarisation measurements on epitaxial
CuInSe2 and CuGaSe2 samples
The calculated predictions of the preceding sections
shall now be compared to the measurements. Fig-
ure 7.14 shows the measured intensity dependent on
the analyser angle for the exciton (filled squares)
and the free to bound transitions (open symbols) for
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Figure 7.13: Calculated intensity, dependent on po-
larisation angle, for epitaxial samples grown along
the (001) direction. The dotted line indicates the cal-
culated intensity for ~E ⊥ ~c, the solid line for ~E ‖ ~c
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Figure 7.14: Polarisation of the excitonic transition
(filled square) and the FB1 (open circle), FB2 (open
triangle) and FB3 (open square) for CuGaSe2. The
solid black line indicates the expected polarisation
angle for ~E ‖ c and the dotted black line for ~E ⊥ c
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CuGaSe2 at 45K. The change from donor-acceptor
to free-to-bound transitions at 45K, has been con-
firmed by temperature dependent measurements, and
the exciton transition by intensity dependent mea-
surements at 10K. The dashed line indicates the ex-
pected polarisation for light polarised perpendicular
to the ~c-axis, the solid line for light polarised parallel
to the ~c-axis, as introduced in the previous section.
The calculated intensities are scaled to the polarised
fraction of the measured intensity. The measurement
shows a maximum in polarisation for both the exciton
and the free-to-bound transitions at 95◦, correspond-
ing to a polarisation parallel to the ~c-axis. This is
in agreement with results reported previously [145].
The degree of polarisation is 30%. The difference of
5◦ to the theoretical value is due to a slight misalign-
ment of the analyser. Therefore, the symmetry of the
defects could be determined either by the symmetry
of the bands or by the site symmetry for a defect
being on a metal site. To be able to decide which
model is true, the same measurement is performed
for a CuInSe2 sample. This will result in the same
polarisation if the symmetry of the defect is deter-
mined by the symmetry of the lattice site and the
opposite polarisation if the symmetry of the defects
depend on the band.
0 30 60 90 120 150 180
0.6
0.8
1.0
I n
or
m
al
iz
ed
Polarisation angle [°]
Figure 7.15: Polarisation of the excitonic transition
indicated by filled squares and the FB transition indi-
cated by open squares for a A type CuInSe2 sample.
The solid black line indicates the expected polarisa-
tion angle for ~E ‖ c, the dotted black line for ~E ⊥ c
The measurement result for CuInSe2 at 45K is
shown in figure 7.15. The exciton and the free-to-
bound transition assigned by position, both show a
polarisation maximum at 150◦, which is close to a
polarisation perpendicular to the ~c-axis. Thus the
symmetry of the defects is determined by their clos-
est band. The rather large shift of 30◦ compared
to the maximum of the theoretical curve at 180◦ is
most probably due to an alignment error of the zero
position of the analyser. Unfortunately when the mis-
alignment was discovered, the sample has been lost
and the measurement could not be repeated. The de-
gree of polarisation of the exciton is 21% and that of
the free-to-bound transitions 17%.
In summary, both measurements show the same
polarisation for the excitonic and the free-to-bound
transitions. CuGaSe2 is polarised parallel to the
~c-axis, whereas CuInSe2 is polarised perpendicular
to the ~c-axis. Hence the symmetry of the de-
fects is governed by the symmetry of the bands and
the defects do not disturb the symmetry of the bands.
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Figure 7.16: Polarisation of the excitonic transi-
tion (filled square) and the FB1 (open circle) and
FB2(open triangle) for a B type CuInSe2 sample.
The solid black line indicates the expected polarisa-
tion angle for ~E ‖ c and the dotted black line for
~E ⊥ c
However, as can be seen in figure 7.16, the majority
of CuInSe2 samples, including sometimes measure-
ments on a different spot on the same sample, show
a polarisation parallel to the ~c-axis. Though it is im-
portant to notice that, yet as before, the polarisation
of the exciton and the free-to-bound transition is the
same. Given that the exciton shows the symmetry of
the transition between the bands, it follows that the
two topmost valence bands must have interchanged.
This can happen if the crystal field splitting changes
from a positive value, as normally found in CuInSe2,
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to a negative CuGaSe2 - like value. As introduced
in chapter 7.2.1, strain, as well as gallium diffusion
from the GaAs substrate into the epitaxial layer, can
influence the crystal field splitting and can therefore
influence the band ordering in a sample. Therefore,
subsequent investigations into the direction of strain
dependent on sample thickness will be carried out by
XRD measurements. In the following section XPS
measurements are analysed to investigate if gallium
diffusion from the GaAs substrate into the sample
takes place.
Determination of strain in the epitaxial layers
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Figure 7.17: θ-2θ XRD scans of epitaxial CuInSe2
samples of different thickness: 1300nm (dark blue
solid line, 800nm (light green dashed line), 750nm
(red dotted line), 400nm (black solid line), 300nm
(orange dashed line), 200nm (light blue dashed line),
100 nm (dark green solid line).
As seen previously in section 7.2.1, strain can
have a significant influence on the band ordering in
CuInSe2, as tensile stress along the ~c-axis will en-
hance the CuInSe2 like band structure with Γ6 be-
ing the topmost valence band. On the other hand
compressive stress parallel to the ~c-axis can lead to a
switching of the two topmost valence bands, resulting
in the Γ7 valence band on top, which corresponds to a
CuGaSe2 like band structure. To investigate how the
lattice mismatch between the GaAs substrate and
the CuInSe2 epitaxial layer and their different ther-
mal expansion coefficients affect the epitaxial layer,
the lattice constant of the CuInSe2 films dependent
on the film thickness is determined. For this pur-
pose XRD θ − 2θ scans of samples, with thicknesses
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Figure 7.18: Magnified detail of the θ-2θ XRD scans
of epitaxial CuInSe2 samples of different thickness
as shown in figure 7.17 : 1300nm (dark blue solid
line, 800 nm (light green dashed line), 750 nm (red
dotted line), 400 nm (black solid line), 300nm (or-
ange dashed line), 200nm (light blue dashed line),
100nm (dark green solid line). The dashed vertical
line indicates the higher diffraction angle value of the
ones reported for CuInSe2 in literature.
between 100nm and 1300nm, are performed. The
result is shown in figure 7.17. The 1300nm thick
sample is indicated by a dark blue, solid line and the
100nm thin sample by a dark green, continuous line.
The samples in between are 750nm (red dotted line),
400 nm (black solid line), 300nm (orange dashed line),
and 200nm (light blue dashed line) thick. Figure
7.17 shows five diffraction maxima around 64.1◦ and
64.3◦, 65.8◦ and at 66.08◦ and 66.26◦. To correct
for height errors of the measurement, the measure-
ments have been shifted, so that the GaAs diffrac-
tion maximum at 66.08◦ appears at the correct po-
sition in all measurements. The different measured
intensities due to different sample sizes, have been
taken into account by normalizing to the height of
the GaAs diffraction maxima. From the distance be-
tween the reflections at 64.1◦ and 64.3◦, and 66.08◦
and 66.26◦ and the ratios of the intensities of the
neighbouring reflections, it can be deduced that the
reflections at 64.3◦ and 66.26◦ are due to the CuKα2
radiation contained alongside the CuKα1 in the X-
ray beam. The source of the small peak at 65.8◦ is
not yet understood. However, it has occurred also
in a measurement of a GaAs waver, so it is not due
to the CuInSe2 films. The reflections around 64.1
◦
correspond to the CuInSe2 (008) plane, for which
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angles between 63.90◦ and 64.08◦ are reported in lit-
erature. As already mentioned above, the reflection
at 66.08◦ is due to the (400) plane in GaAs. It shows
a broadening of the low angle side of the 1300nm
thick sample, which might be due to strain induced
by the CuInSe2 layer into the GaAs substrate. For
the thinner samples the width of the CuInSe2 (008)
reflection increases. This may either be due to a dif-
ferent amount of strain at different spots of the sam-
ple or due to a higher amount of dislocations due to
higher strain.
Comparing the diffraction pattern of the samples
with varying thickness, a characteristic is the decreas-
ing diffraction angle, corresponding to an increasing
lattice constant c with decreasing sample thickness.
A change of the lattice constant depending on sam-
ple thickness points to pseudomorphic growth. Start-
ing from the critical thickness hc with increasing film
thickness more and more dislocations are formed in
the film until the film is fully relaxed.
The second possible source of strain in epitax-
ial films is the difference in thermal expansion co-
efficients of the substrate and the layer. However,
strain due to different thermal expansion coefficients
is discussed in literature as being independent of
sample thickness for thin layers [135]. Pseudomor-
phic growth of a CuInSe2 layer, will lead to tensile
stress along the ~c-axis. For thin samples the mis-
fit stress will be higher, leading to a higher tensile
stress. This matches the behaviour observed for the
samples shown in figure 7.17, which show an increase
of the lattice constant with decreasing sample thick-
ness, corresponding to an increase of strain due to
lattice mismatch. All samples shift to higher diffrac-
tion angles with increasing thickness, indicating that
the unstrained lattice constant is not yet reached and
therefore all samples lie in the pseudomorphic growth
regime. The critical thickness, hc, at which disloca-
tions begin to form and relaxation of the misfit strain
starts, can be calculated following the energy or force
balance model, according to hc · f ∼ 80nm as intro-
duced in chapter 7.2.1. This results for CuInSe2 in
a critical thickness of hc = 42nm. Thus, it seems
initially surprising to observe pseudomorphic growth
up to thicknesses of more than 10 times the critical
thickness. However, also for other semiconductors
the energy and force balance models underestimate
the critical thickness an order of magnitude [135].
The thickest sample should be the least strained
due to the lattice mismatch, therefore its lattice con-
stant should be closest to the crystal value. The
diffraction angle of the 1300nm thick sample is 2θ =
64.2◦, as can be seen in figure 7.18, corresponding
to a lattice constant of c = 11.6A˚. This is sur-
prising, as the reported angles for CuInSe2 crys-
tals between 2θ = 63.90◦ and 2θ = 64.08◦ corre-
spond to lattice constants between c = 11.65 A˚ and
c = 11.62 A˚. Comparison of the measured lattice
constant to the literature values suggests compres-
sive strain instead of tensile strain, as expected for
pseudomorphic growth. This might be explained by
a height error, due to the adjustment of the height
to the GaAs reflection. The difference of the 2θ an-
gle between the different reference files reported for
GaAs is 2θ = 0.024◦. This cannot explain an error
of 2θ ∼ 0.2◦ between the measured and the litera-
ture values. A second source of error in the height
adjustment, might be strain in the GaAs substrate.
However as the substrates used are GaAs wavers for
epitaxy, it is reasonable to assume that they are un-
strained and therefore that the GaAs peak is not
shifted. The reason for the difference between the
measured and the literature values is thus not due to
measurement error. As explained earlier in this sec-
tion, differences in the thermal expansion coefficient
between the substrate and the layer can be another
cause of strain in epitaxially grown layers. Since the
thermal expansion coefficient αa,CuInSe2 of CuInSe2
perpendicular to the growth direction is larger than
the thermal expansion coefficient αa,GaAs of GaAs,
the CuInSe2 layer will shrink more during cool down
than the GaAs layer. This results in tensile stress in
the layer perpendicular to the growth direction. As
the volume of the unit cell needs to be conserved,
this corresponds to compressive stress along the ~c-
axis. Given that stress due to pseudomorphic growth
and lattice mismatch are independent and can exist
at the same time, this seems a reasonable explanation
for the observed difference between the measured c
lattice constant and the ones reported in literature.
In principle, it is now possible to calculate the thick-
ness at which the compressive strain due to the differ-
ence in thermal expansion coefficient dominates over
the tensile strain due to lattice mismatch. Yet, in
order to do so, the lattice constant of a unstrained
layer is needed. The values reported in literature in-
dicate, as a trend, larger lattice constants for copper
rich samples compared to copper poor samples, how-
ever, there also exist reference files opposing this ten-
dency. Due to the lack of an unambiguous value for
the unstrained lattice constant, no sample thickness
at which the samples change from tensile to compres-
sive strain can be given. However, for thicker samples,
compressive strain due to thermal mismatch will dom-
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inate, whereas for thinner samples, tensile strain due
to lattice mismatch will prevail.
A further factor which could influence the strain in
the epitaxial layer is the Cu2−xSe secondary phase,
occurring on top of copper rich CuInSe2 samples,
during growth. Yet Cu2−xSe has a cubic struc-
ture with a lattice constant of a = 5.75A˚ and this
is between the values for GaAs and CuInSe2. As
Cu2−xSe grows as islands or thin layers, compared to
the CuInSe2 layer, the influence of Cu2−xSe should
be negligible.
Determination of gallium content of
Cu(In,Ga)Se2 samples by XPS measurements
1200 1000 800 600 400 200 0
I [
ar
b.
 u
ni
ts
]
Binding energy [eV]
Se 3d
Se (A) +C1s
In3d
O1sCu 2p
Ga 2p
Ga 3d
 +In 4d
Cu 3p
Ga 3p
Se (A)
Ga 3s+ Se 3p
Se (A)
Se 3s
Se(A)
Cu(A)
In 3p
In 3p
Cu 2p
In (A)
Cu (A)
Figure 7.19: XPS spectrum measured with AlKα ra-
diation.
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Figure 7.20: Magnified Ga2p3 peak of the spectrum
shown in figure 7.19.
[at%] Ga Cu O In C Se
AlKα 0.08 4.8 12.2 10.4 55.8 16.7
Table 7.9: Elemental composition determined from
XPS result shown in figure 7.19.
As discussed in section 7.2.1 the band ordering in
a Cu(In,Ga)Se2 sample depends on its gallium con-
tent. Since the CuInSe2 epitaxial samples are grown
on a GaAs substrate, gallium may diffuse from the
substrate into the CuInSe2 epitaxial layer forming
Cu(In1−xGax)Se2, with x being a small amount of
gallium. Already small amounts of gallium can lead
to a switching of the two topmost valence bands as
seen in figure 7.7 (p.72). To investigate if gallium
diffusions into the CuInSe2 layer takes place, XPS
measurements of the surface are performed. Figure
7.19 shows a XPS spectrum of a 800 nm thick epi-
taxial CuInSe2 layer measured with AlKα radiation.
The peaks can be assigned to the different elements
contained in the sample due to their binding energy.
Comparing measurements with AlKα and MgKα ra-
diation allows to differentiate between Auger and
XPS peaks. The Auger peaks are indicated in fig-
ure 7.19 by A. The amount of an element contained
in the sample is determined by the area below the
corresponding XPS peak. However, to determine the
area of the peak, the measured signal needs to be
corrected for the background due to secondary elec-
trons, which are created when the photoelectron is
inelastically scattered on its way through the sam-
ple. As can be seen in figure 7.19, the background
due to secondary electrons increases with increasing
binding energy. Figure 7.20 shows an example of a
magnified detail of figure 7.19 containing the Ga2p3
peak and its background correction. Additionally,
the peak area needs to be corrected for the escaping
cross section, which depends on the X-ray energy, the
element and the orbital. The composition according
to the spectrum shown in figure 7.19 is given in table
7.9. The most prominent feature is the high oxygen
and carbon content, which is due to surface contam-
ination. As the sample was to not be damaged, in
order to be able to use it for further investigations,
it was not sputtered before performing the XPS mea-
surement, which results in a high surface contamina-
tion. As expected, the sample contains copper, in-
dium and selenium, but also a minor gallium content
can be found. It is interesting to compare the two
Ga XPS peaks at 1118 eV (2p 32 ) and 104 eV (3p
3
2 )
in figure 7.19. The Ga2p 32 peak at 1118 eV is nor-
mally the strongest peak visible in a Ga XPS spec-
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trum and is about 10 times stronger than the peak
due to the Ga3p 32 level. As the peaks with higher
binding energy result from within the first 1 nm of
the sample, whereas approximately 10 nm of the sam-
ple contributes to the peaks with lower binding en-
ergy, the weak Ga2p 32 peak at 1118nm compared to
the Ga3p 32 peak at 104nm points to a Ga gradient
in the sample. A Ga gradient due to diffusion of
Ga from the GaAs substrate into the Cu(In,Ga)Se2
layer has also been observed previously [146]. As pho-
toluminescence measurements have a higher penetra-
tion depth than XPS measurements, the gallium con-
tent probed by photoluminescence measurements will
be higher.
Discussion
Summarising the result of the XRD investigations,
tensile lattice strain along the ~c-axis in the pseudo-
morphic growth regime will enhance the CuInSe2-
like band structure in thin samples. For thicker sam-
ples, very small compressive strain due to the differ-
ent thermal expansion coefficients for CuInSe2 and
GaAs will prevail. However, the thickness at which
the dominating strain changes from tensile to com-
pressive could not be determined from XRD mea-
surements. Therefore, figure 7.21 shows the polari-
sation of the exciton measured on samples with vary-
ing thickness, which reflects the band ordering and
therefore the crystal field. For the thickest sample,
with a layer thickness of 1300nm, which is indicated
by triangles, a polarisation parallel to the ~c-axis is
observed, as expected for a sample dominated by
compressive strain. However, all other investigated
samples with thicknesses as thin as 200 nm also show
a polarisation parallel to the ~c-axis. Only for the
800 nm thick sample, polarisation parallel as well as
perpendicular to the ~c-axis is detected on different
spots. This is rather surprising as for the thin sam-
ples, which according to the XRD measurements lie
in the pseudomorphic growth regime, tensile stress
is expected to enhance the CuInSe2-like band struc-
ture.
XPS measurements revealed that gallium diffusion
from the GaAs substrate into the CuInSe2 layer
takes place. A gallium gradient over the sample
depth, for close to stoichiometric samples is reported
[147]. This might result in a higher gallium content
in the first 100nm of the sample probed by photolu-
minescence measurements for thin samples compared
to thicker samples. The 800 nm thick sample seems
to be thin enough to be not completely dominated
by compressive strain, but on the other hand thick
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Figure 7.21: Polarisation of the excitonic transition
of samples of different thickness: 1300nm (triangle),
800nm first spot (filled squares), 800 nm second spot
(open squares), 300nm (pentagon) and 200 nm (cir-
cle). The solid black line indicates the expected po-
larisation angle for ~E ‖ c and the dotted black line
for ~E ⊥ c
enough that there exist spots in which the gallium
content is not sufficient to alter the band order. The
gallium gradient in the samples dependent on their
thickness could be determined by SIMS or depth re-
solved Auger measurements. However, the influence
of gallium should also be reflected in a shift of the ex-
citon to higher energies in CuInSe2 samples, which
are polarised parallel to the ~c-axis, compared to spots
polarised perpendicular to the ~c-axis. Figure 7.22
compares the position of the exciton measured on two
spots showing different polarisation on the 800nm
thick sample. The dotted line corresponds the spec-
trum of the spot showing polarisation perpendicular
to the ~c-axis, whereas the solid line represents the
spectrum of the spot showing polarisation parallel to
the ~c-axis.
The exciton of the spot polarised parallel to the
~c-axis (solid line) is shifted 14meV to higher ener-
gies compared to the spot polarised perpendicular to
the ~c-axis (dotted line). Yet, this shift might also
be due to strain variation in the sample. To investi-
gate this in more detail figure 7.23 shows the (008)
XRD diffraction maximum of this sample. Taking
the full width half maximum as a measure for the
strain variation over the sample, results in ∆ c
a
=
4.07 · 10−3. Hence the change in crystal field split-
ting can be calculated according to equation 7.18 to
∆CF =
3
2b(∆
c
a
) = 6.1meV . Thus the shift of the
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exciton is at least partially due to gallium diffusion
into the CuInSe2 layer.
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Figure 7.22: Photoluminescence spectra measured
at two different spots of the 800 nm thick sample.
The dotted line corresponds the spectrum of the
spot showing polarisation perpendicular to the ~c-axis,
whereas the solid line represents the spectrum of the
spot showing polarisation parallel to the ~c-axis. The
grey lines indicate the positions of the exciton.
Conclusion
The defect related photoluminescence transitions
showed the same polarisation as the exciton in all in-
vestigated epitaxial samples indicating that the sym-
metry of the defects is determined by their closest
band and not by the site symmetry of the defect.
Yet the investigations on epitaxial CuInSe2 sam-
ples also revealed that, due to strain and gallium
diffusion from the GaAs substrate into the epitax-
ial layer, most CuInSe2 samples showed a CuGaSe2
like band structure. Therefore, to exclude the influ-
ence of strain and gallium diffusion, the polarisation
of defects in a CuInSe2 crystal will be investigated
in the next section.
7.4.2 Symmetry of defects deter-
mined from measurements on a
CuInSe2 crystal
Orientation of the crystal
To be able to measure the polarisation relative to
the ~c-axis, the direction of the ~c-axis relative to the
sample surface needs to be known. Therefore XRD
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Figure 7.23: θ − 2θ XRD scan of the 800nm thick
sample showing polarisation parallel as well as per-
pendicular to the ~c-axis.
measurements are performed to determine the orien-
tation of the CuInSe2 crystal. A θ − 2θ scan of the
sample is shown in figure 7.24. Three diffraction max-
ima at 2θ = 24.1◦, 26.7◦ and 54.9◦ are observed. The
two main diffraction maxima at 26.8◦ and 54.9◦ cor-
respond to the (112) and (224) lattice planes. The
diffraction maximum at 2θ = 24.1◦ is an artefact due
to the CuKβ radiation. Thus the (112) lattice plane,
which corresponds to the (111) plane in a cubic crys-
tal, is parallel to the sample surface. The surface
normal of the (112) plane and the ~c-axis enclose an
angle of 54.6◦, therefore the ~c-axis will lie on a cone
with an opening angle of 109.1◦. On this cone three
reflections will be observed, corresponding to the ~c-
axis and the two possible ~a directions. The three
axis enclose an angle of 120◦ to each other as de-
picted in figure 7.25. As an intermediate step, before
continuing to determine the orientation of the ~c-axis,
it needs to be validated that the sample is single
crystalline. Therefore, rocking curve measurements
are performed as depicted in figure 7.26. One nar-
row diffraction maximum at 11.8◦ with a full width
half maximum of 0.04◦ is observed. This verifies that
the sample is single crystalline, as crystallites with
slightly other orientations should be visible in the
form of a broadening or as a shoulder. Yet, the ap-
pearance of the reflection at θ = 11.8◦ instead of
θ = 13.29◦ as one would expect for a lattice plane ex-
actly parallel to the surface, reveals that the sample
was not glued completely flat to the sample holder,
but is tilted by about 1◦. With the knowledge, that
one distinct ~c-axis exists, its direction can be deter-
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mined. In order that the cone on which the ~c-axis
will be lies in the measurement plane, the sample is
tilted by χ = 35.43◦, as depicted in figure 7.27. It
must be kept in mind that angles in XRD are mea-
sured relative to the sample surface and not as in
optics to the surface normal. Subsequently the sam-
ple is rotated about φ to determine the orientation of
the ~c-axis. The result is shown in figure 7.28. As ex-
pected, three reflections are observed. They appear
at angles of 116◦, 235◦ and 358◦. To distinguish the
two ~a directions from the ~c direction, θ − 2θ scans
at χ = 35.26◦ and φ = 116◦, 235◦ and 358◦ are per-
formed as indicated by the dashed, dotted and solid
line in figure 7.28. For the (008) plane, a reflection at
64.01◦ is expected, whereas the reflections belonging
to the (400) planes correspond to an diffraction angle
of 64.39◦. This matches the result in figure 7.29: one
reflection at smaller and two at higher angles. Thus
the ~c-axis points at 358◦.
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Figure 7.24: θ−2θ XRD scan of the CuInSe2 crystal.
The two main diffraction maxima at 26.8◦ and 54.9◦
correspond to the (112) and (224) plane.
Calculation of the expected polarisation an-
gles and degrees of polarisation
Figure 7.30 shows the CuInSe2 crystal sample
mounted to the sample holder for photoluminescence
measurements. As determined by the XRD measure-
ments in the previous section the ~c-axis encloses an
angle of α = 2◦ with the long axis of the sample indi-
cated by the dash dotted line and an angle of β = 35◦
with the sample surface. As the ~c-axis is not parallel
to the surface normal anymore, the measured polar-
isation will depend on the orientation of the sample
relative to the sample holder. Therefore, in addition
to the sample holder and detection coordinates
systems depicted in figure 4.3 (p. 19) and used to
describe the epitaxial samples, a sample coordi-
nate system is introduced. The sample coordinate
Figure 7.25: Possible orientations of the ~c-axis in a
tetragonal unit cell orientated in a way that the (112)
lattice plane is parallel to the paper.
11.0 11.5 12.0 12.5
I [
ar
b.
 u
.]
[°]
Figure 7.26: Rocking curve measurement.
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Figure 7.27: Tilt of the sample relative to the θ-2θ
measurement plane for Φ-scans: for the ~c-axis to lie
in the measurement plane the sample needs to be
tilted by χ = 35.43◦. The light blue arrows indicate
the incoming and the diffracted X-ray beam, this is
the measurement plane. n1 indicates the orientation
of the surface normal of the sample in the standard
setup and n2 the orientation of the surface normal of
the tilted sample.
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Figure 7.28: φ scan for the (008) reflection with χ =
35.43◦.
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Figure 7.29: θ − 2θ XRD scans with χ = 35.26◦ and
φ = 116◦ (dashed line), φ = 235◦ (dotted line) and
φ = 358◦ (solid line).
system is indicated by ys and zs. The angle between
the ~ys-axis of the sample coordinate system and the
~ysh-axis of the sample holder coordinate system is
given by θ. Figure 7.31 shows the orientation of the
sample relative to the sample holder for θ = 0◦ on
the left hand side and θ = 90◦ on the right hand side.
The calculation of the expected polarisation parallel
and perpendicular to the ~c-axis in the detection plane
is carried out in several steps: first the orientation of
the ~c-axis relative to the sample holder coordinate
system needs to be calculated. This result is con-
verted by a rotation of 45◦ into the coordinate system
of the detection plane. Subsequent the fraction paral-
lel and perpendicular to the ~c-axis can be calculated.
The script used for this calculation is given in ap-
pendix A.5. The calculated polarisation is depicted
in the first row of figure 7.32 for θ = 0◦ and θ = 90◦.
The black dotted line indicates the expected intensity
dependent on analyser angle for photoluminescence
polarised perpendicular to the ~c-axis, the continuous
black line for light parallel to the ~c-axis. For θ = 0◦
light polarised perpendicular to the ~c-axis results in a
maximum at 60◦, which is detectable in full intensity
in this geometry. The degree of polarisation equals
74%. Light polarised parallel to the ~c-axis gives rise
to a maximum at 150◦. Due to the measurement ge-
ometry only 85% of the initial intensity is detectable.
The light is fully polarised. In the θ = 90◦ geometry,
polarisation parallel to the ~c-axis causes a maximum
at 80◦, however only 3% of the initial intensity can be
observed in the detection plane. This can be under-
stood, by recalling that in the θ = 90◦ orientation
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the ~c-axis is almost parallel to the ~xD-axis of the de-
tection system. Therefore almost no light polarised
parallel to the ~c-axis lies in the detection plane. The
part of the light polarised parallel to the ~c-axis, which
can be detected, is 100% polarised. Polarisation per-
pendicular to the ~c-axis leads to a maximum at 170◦,
which lies completely in the detection plane so the
entire intensity is detected. However, as the plane
perpendicular to the ~c-axis is almost parallel to the
detection plane, all possible orientations perpendic-
ular to the ~c-axis contribute similar amounts. This
results in a degree of polarisation of only 2%.
Figure 7.30: Top view and view from the side of
the CuInSe2 crystal sample mounted to the sample
holder for PL measurements. The ~c-axis encloses an
angle of α = 2◦ with the long axis of the sample
indicated by the dash dotted line and an angle of
β = 35◦ with the sample surface. ys and zs indicate
the sample coordinate system, whereas xsh, ysh and
zsh represent the sample holder coordinate system.
Polarisation of the photoluminescence transi-
tions measured on the crystal
Now the measured polarisation shall be compared
to the calculated predictions in the previous section.
Figure 7.33 shows the photoluminescence spectrum
of the crystal at 10K and 10mW and 70mW ex-
citation power. The spectrum shows five peaks at
1.036 eV, 1.001 eV, 0.970 eV 0.941 eV and 0.898 eV.
Due to the hydrogen absorption line around 0.9 eV
the lowest energy peak at 0.898 eV appears to be di-
vided into two parts. From the appearance only at
high excitation powers and its high energy, the peak
at 1.036eV might be assigned to an exciton. From
the positions, the remaining peaks can be assigned to
being a slightly shifted DA 1 for the peak at 1.001 eV,
Figure 7.31: Orientation of the sample with respect
to the sample holder for θ = 0◦ (left) and θ = 90◦
(right).
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Figure 7.33: Photoluminescence spectrum of the
CuInSe2 crystal at 10K measured at 10mW (solid
line) and 70mW (dashed line) excitation power.
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Figure 7.32: First row: calculated polarisation for light polarised ⊥ to the ~c-axis (black dotted line) and light
polarised ‖ to the ~c-axis (black solid line) for the sample orientations θ = 0◦ and 90◦. The red and blue lines
indicate an error of ∆θ = −20◦ and ∆θ = +20◦, respectively. Second row: measured polarisations for the two
different sample orientations: Squares correspond to DA1, triangles and circles to DA2 and DA3 transitions,
respectively. The calculated intensities are scaled to the degree of polarisation of the measurements. Third row:
influence on polarisation of an adjustment error for the angle φ. ∆φ = −10◦ is indicated by red lines, whereas
∆φ = +10◦ is represented by blue lines.
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and DA 2 and DA 3 for the peaks at 0.970 eV and
0.941 eV, respectively. The fourth peak at 0.898 eV
might be due to an extrinsic defect caused by iodine,
as the sample was grown by iodine vapour transport.
A general problem of the polarisation dependent pho-
toluminescence measurements on the CuInSe2 crys-
tal was its low degree of polarisation. Temperature
dependent measurement showed that below 100K the
angle of polarisation is independent of temperature,
but the degree of polarisation increases with decreas-
ing temperature, the presented measurements in the
second row of figure 7.32 are measured at 10K. A
further difficulty arose from the change of polarisa-
tion filter. The intention was to be able to place the
polarisation filter into the parallel part of the beam
to minimise errors due to the incident angle of the
beam on the polarisation filter. However, after some
time it turned out that the new polarisation filter, in
combination with the notch filter, produces artefacts.
The appearance of the artefacts will be explained in
more detail in appendix A.6. This implicated that
sometimes the artefacts overlapped with the polari-
sation maximum and especially for only weakly po-
larised measurements it was therefore not possible to
determine the polarisation maximum. This reduced
the measurements in different sample orientations fur-
ther.
Figure 7.32c shows the measured polarisation of the
CuInSe2 sample in the theta = 0
◦ orientation. The
outliers around 110◦ and 25◦ are due to a too close
position of the new polarisation and the Notch fil-
ter as discussed above. The measurement shows a
maximum at 70◦ and is 6.5% polarised. The polar-
isation maximum is close to the polarisation maxi-
mum predicted for polarisation perpendicular to the
~c-axis at 60◦ for this measurement geometry. How-
ever the degree of polarisation is much less than ex-
pected. Other measurements in this sample orienta-
tion were stronger polarised, but their maximum ap-
peared at higher polarisation angles between 90◦ up
to 105◦. Yet, those later measurements might have
a bigger error in sample orientation. The measure-
ment at theta = 90◦ presented in figure 7.32d, shows
a maximum at 125◦ for the transition at 1.001 eV in-
dicated by squares and at 145◦ for the transitions at
0.970 eV and 0.941 eV represented by triangles and
circles. That is a rather surprising result, because for
other measurements all transitions showed the same
polarisation. As the polarisation peak also appears
to be wider than the cos2 function expected, one
may wonder, if for this measurement some measure-
ment artefact overlays the measurement. The degree
of polarisation is around 9%, which is also stronger
than expected in this measurement geometry. As de-
scribed above, for a theta = 90◦ orientation of the
sample, one would expect a polarisation maxima for
light polarised parallel to the ~c-axis at 80◦ and for
light perpendicular to the ~c-axis at 170◦. So the mea-
surement with θ = 90◦ might point slightly more to
a polarisation perpendicular to the ~c-axis, however
no clear assignment is possible. Also the degree of
polarisation is higher than expected. A common fea-
ture of all my measurements on the CuInSe2 crystal
is a shift of the polarisation maximum compared to
the calculated values. One possible reason could be
measurements inaccuracies in the angle θ indicating
the sample orientation on the sample holder or the
angle φ, between the normal of the sample and the
direction of detection xD. Therefore the influence
of an error of ∆θ = ±20◦ was calculated and is in-
dicated in figure 7.32a and 7.32b by blue and red
lines. A rather large error of ∆θ = ±20◦ leads to a
change in the position of the polarisation maximum
for the θ = 0◦ orientation of about 15◦. For light
polarised parallel to the ~c-axis the degree of polar-
isation is independent of the error in θ and always
100%. For light polarised perpendicular to the ~c-axis,
the degree of polarisation varies between 50% and
95%. For the measurements in θ = 90◦ orientation
an error of ∆θ = ±20◦ can lead to a shift in the posi-
tion of the polarisation maximum of up to 70◦. The
degree of polarisation for light polarised perpendicu-
lar to the ~c-axis increases up to 6 %. Inaccuracies in
the angle φ as represented in figure 7.32e and 7.32f
only slightly influence the positions of maximum in-
tensity for both measurement geometries. The error
is found to be close to the measurement resolution
of 5◦. The degree of polarisation for measurements
polarised perpendicular to the ~c-axis changes for mea-
surements in the θ = 0 geometry between 65% and
85% and in the θ = 90 geometry between 0% and 5%.
As measurements in the θ = 90◦ geometry appar-
ently are very sensitive to adjustment errors, other
measurement orientations should be preferred to de-
termine the angle of maximum polarisation. Yet, as
mentioned above, due to artefacts overlaying with the
measurement, measurements in other sample orienta-
tion could not be analysed. Comparing the calculated
error for the measurements in θ = 0◦ orientation with
the observed shift in the measurements, implies that
an additional source of error must exist. A possible
source might be compensation of the sample. This
could neither be ruled out, nor validated by intensity
dependent measurements. Yet, until now the source
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of the shift is not understood. To conclude, the sym-
metry of defects observed in epitaxial samples could
not be confirmed by polarisation measurements on
a CuInSe2 crystal. However, the polarisation mea-
surement results from the crystal also do not contra-
dict the findings of the measurements on the epitaxial
films.
7.4.3 Conclusion
In this chapter the symmetry of intrinsic defects in
the chalcopyrites CuInSe2 and CuGaSe2 were inves-
tigated. Measurements on epitaxial thin chalcopyrite
films, showed always the same polarisation for the ex-
citon, indicating the symmetry of the bands, and the
defect related transition. Thus the symmetry of the
defects is determined by its closest band and not by
its site symmetry. Yet, it also emerged, that due to
the small crystal field splitting in CuInSe2, small
amounts of gallium or compressive stress are suffi-
cient to switch the two topmost valence bands leading
to a CuGaSe2 like band structure.
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Chapter 8
Conclusion and outlook
The aim of this thesis was to investigate the
symmetries of defects in chalcopyrites and defects
in kesterites. Polarisation-dependent photolumines-
cence measurements on epitaxial thin CuInSe2 and
CuGaSe2 films revealed that the intrinsic defects
always show the same polarisation as the exciton,
indicating that the symmetry of the defect equals
the symmetry of its closest band and is independent
of the site symmetry of the defect. Yet the measure-
ments also show, that due to the small crystal field
splitting in CuInSe2 even small amounts of gallium
diffusion from the GaAs substrate into the epitaxial
CuInSe2 layer or compressive strain are sufficient
to invert the two topmost valence bands, leading to
a CuGaSe2-like band structure.
In the first part of the thesis Cu2ZnSnX4, with
X being sulphur or selenium, was investigated as
an indium free alternative to CuInSe2, consisting
only of non-toxic, abundant elements. One source
of difficulty in synthesising Cu2ZnSnS(e)4 samples,
due to its narrow formation range, is the problem
of secondary phases. The standard method to
identify secondary phases is XRD θ − 2θ scans.
However, as Cu2ZnSnSe4, Cu2SnSe3 and ZnSe
and their equivalents in the sulphide system have
very similar lattice constants and similar structures,
the diffraction maxima of all three phases occur
at similar angles. Therefore it is difficult to ex-
clude Cu2SnSe3 and ZnSe secondary phases from
XRD measurements. Hence, photoluminescence
measurements were tested as an additional tool of
identifying secondary phases. It turned out, that
Cu2SnS3 and ZnSe show peaks which are well
separated from those of kesterite, and therefore can
be identified by photoluminescence measurements.
Thus, as CuxS, CuxSe, SnxSy and SnxSey can be
identified by XRD measurements and Cu2SnS3 and
ZnSe by photoluminescence measurements, only
Cu2SnSe3 and ZnS remain intractable. At the
moment Raman measurements in cooperation with
a research group in Barcelona are in progress, to
investigate if Cu2SnSe3 and ZnS can be distin-
guished from the other phases by such measurements.
As Cu2ZnSnS(e)4 is expected to be doped intrin-
sically, the device properties will depend on the na-
tive defects. To investigate the defects present in
the samples, photoluminescence measurements were
performed. Polycrystalline Cu2ZnSnSe4 samples
showed wide asymmetric photoluminescence peaks
around 0.9 eV. A temperature and intensity depen-
dent behaviour corresponding to a sample dominated
by fluctuating electrostatic potentials was observed
for a Zn rich sample. The energy position of the pho-
toluminescence peak of Cu rich samples was nearly
independent of excitation intensity and temperature
in the investigated intensity and temperature range.
This is an unexpected result, which deserves to be
investigated in more detail. A possible explanation
might be a wide distribution of deep defects, whose
energy position does not depend on the band position.
It will be interesting to investigate in more detail how
composition influences the observable defects, their
activation energy and their behaviour as trapping or
recombination center, as well as the influence of com-
position on the defect density.
Comparing the expected properties of defects in
Cu2ZnSnS(e)4 to the known properties of defects in
Cu(In,Ga)Se2 several differences might arise:
• Most probably the degree of freedom for the Zn
Sn
and Cu
Zn+Sn ratio in which kesterite and no sec-
ondary phases form is much narrower than the
possible Cu
In
ratios observed for CuInSe2, thus
limiting the possible stoichiometry range.
• As the calculated defect formation enthalpies es-
pecially for copper related defects in kesterites
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are even smaller in Cu2ZnSnS4 than in the chal-
copyrites, the defect density will probably be
higher.
• If the Cu2ZnSnS(e)4 sample assumes the crys-
tal structure with the lowest possible forma-
tion energy might be influenced by the synthesis
method used.
Up to the present, the crystal structure of
Cu2ZnSnS4 and Cu2ZnSnSe4, this is kesterite or
stannite is difficult to access and no systematic exper-
imental investigations of its influence on the electric
properties exist.
The difference between the kesterite or stannite
structure, is the copper and zinc ordering. Due to
the small difference in atomic form factor for zinc and
copper, owing to the similar number of electrons, they
cannot be distinguished in standard XRD diffrac-
tion experiments. Yet, [30] reports that the dielec-
tric function at the band edge is strongly anisotropic
in stannite compounds compared to kesterite com-
pounds, favouring absorption perpendicular to the
~c-axis. Therefore polarisation dependent photolumi-
nescence measurements on epitaxial Cu2ZnSnS(e)4
samples, can serve as a tool to distinguish the
kesterite from the stannite structure. This would
make it possible to investigate whether or not, the
two different structures have an influence on the elec-
trical properties of the material.
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Appendix A
Appendix
A.1 EDX-accuracy
In performing EDX measurements there are several effects, which can influence the accuracy of the determined
composition values:
The reproducibility of the measurement To verify the reproducibility the composition measurement was
repeated 10 times on the same spot. The result are given in table A.1. The standard deviation is for all
elements ≤ 0.7 at%.
at% Cu Zn Sn S Se Mo
Mean 38.02 20.33 20.51 12.50 39.43 21.44
Std. deviation 0.05 0.07 0.03 0.05 0.04 0.05
Table A.1: Reproducibility of the composition measurement for the elements copper, zinc, tin, sulphur, selenium
and molybdenum.
Matrix effects In principal the fraction of an element contained in a sample is proportional to its measured
intensity compared to a known standard [148], [149].
Ci
Ci,St
=
Ii
Ci,St
(A.1)
Ci and Ii being the concentration and the intensity of the element i, and Ci,St and Ii,St of the known
standard. However to obtain the correct composition matrix effects have to be accounted for:
Ci
Ci,St
= [ZAF ]i
Ii
Ci,St
(A.2)
The matrix effect is composed of the atomic number effect, the absorption effect and the fluorescence effect.
• The atomic number effect summarises influences connected to the atomic number of the considered
element: this is backscattering and energy loss. Backscattering describes the loss of beam electrons due
to elastic scattering before being able to excite characteristic X-rays. The back scattering coefficient
depends strongly on the atomic number of the atom. Also the energy loss due to inelastic scattering
depends on the atomic number.
• The absorption effect describes the reabsorption of created X-rays by the sample according to
I
I0
= exp[−µ
ρ
(ρ t)] (A.3)
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I being the measured intensity, I0 the generated intensity, µ the mass absorption coefficient,ρ the
density and t the path length of of the generated intensity through the sample. The ratio µ
ρ
depends
on the excitation wavelength used and on the investigated element. The absorption effect is the most
significant of the three contributions to the matrix effect for quantitative analysis.
• The generated characteristic X-ray from element A can be reabsorbed from element B and excite an
inner electron from element B, leading to a characteristic X-ray of element B.
The matrix effects are accounted for by the INCA software, which is used to analyse the measured EDX
spectra. The software indicates the standard deviation for the calculated composition values. The values
are given in table A.2. However the correction function used by the software involves several assumptions:
• geometrical effects like roughness, thickness or shape have no influence on the measured intensity
• the sample is homogeneous over the whole thickness
• the sample is stable under electron beam irradiation.
which are not necessarily true for the here investigated samples.
at% Cu Zn Sn S Se Mo
Std. deviation ZAF 0.13 0.12 0.06 0.24 0.15 0.18
Table A.2: Uncertainty in the composition determination induced by matrix effects.
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A.2 XRD reference files
In the following the XRD reference files according to the ICDD data base used to analyse the XRD pattern are
presented:
Sulphides ICDD Reference File Space Group Crystal System
Cu2ZnSnS4 01-075-4122 tetragonal
Cu3SnS3 04-010-5719 Cc monoclinic
Cu3SnS3 00-027-0198 P1 triclinic
Cu3SnS3 01-089-4714 I 4¯2m tetragonal
Cu2−xS 00-024-0061 Fm3¯m cubic
Cu2−xS 01-072-1071 P43212 tetragonal
ZnS 00-005-0566 F 4¯3m cubic
Mo 00-042-1120 Im3¯m cubic
Table A.3: ICDD XRD reference pattern used for the analysis of sulphide system.
Selenides ICDD Reference File Space Group Crystal System
Cu2ZnSnSe4 04-010-6295 I 4¯2m tetragonal
Cu3SnSe3 01-072-8034 Cc monoclinic
CuSe2 04-004-2178 Pnnm orthorhombic
Cu2−xSe 01-073-2712 Fm3¯m cubic
ZnSe 04-001-6858 F 4¯3m cubic
Mo 00-042-1120 Im3¯m cubic
Mo3Se 04-007-3415 Pm3¯n cubic
MoSe2 04-004-8782 P63/mmx hexagonal
MoSe2 04-003-6623 R3m rhombohedral
Mo3Se 04-007-3415 Pm3¯n cubic
Mo3Se4 04-007-1388 R3¯ rhombohedral
Table A.4: ICDD XRD reference pattern used for the analysis of selenide system.
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Figure A.1: Oven used for the annealing experiment
A.3 Post process annealing procedures
For the post process annealing of the polycrystalline Se-kesterite samples 2 different annealing procedures have
been used:
Annealing in the oven
The setup used is depicted in figure A.1. First the samples are loaded into a graphite box and 200mg selenium
powder is added. Next the graphite box is introduced into a glass tube which leads into the oven. To prevent
selenium loss during annealing, the box is kept under argon pressure of around 800mbar. The temperature
is raised during 15 minutes to 540◦C and is than kept constant until the first Se condensate becomes visible
on the glass tube. This was the case after 7min and subsequently the oven was switched off and cooled down
over night. As the temperature is measured in the oven on the outside of the glass tube the temperature in
the box is most probably 10- 20◦C lower than indicated on the thermocouple. After cool down only a weak
ring of Se condensate was visible on the glass tube, indicating that most of the selenium remained inside the
box. According to most reports in the literature summarized in chapter 5.1.4 kesterite formation starts around
300◦C. An upper limit to the possible annealing temperature represents the melting point of the soda lime glass
used as substrate at 600◦C. Therefore as a compromise an annealing temperature of 540◦C was chosen. Also
other groups reported successful annealing results at this temperature [13],[15].
Post-process annealing in the PVD
As a second annealing method post process annealing in the PVD was considered. After the deposition the
sample was kept at 500◦C for 120 min at a Se pressure of 10−8 mbar.
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A.4 Character tables of the used point groups
In the following the character tables of the point groups discussed in the previous chapters are presented
according to [128]. The first column indicates the irreducible representation, the second column the basis
functions and the first row the classes of the group. The double-valued representations are given below the
dashed line. α and β indicate the spin up and spin down states of the electron spin.
Td
Td Basis E 6IC4 3C2 6σd 8C3
Γ1 x
2 + y2 + z2 1 1 1 1 1
Γ2 x
4(y2−z2)+y4(z2−x2)+z4(x2−
y2)
1 -1 1 -1 1
Γ3 (2z
2 − x2 − y2,√3(x2 − y2)) 2 0 2 0 -1
Γ4 yz(y
2−z2), zx(z2−x2), xy(x2−
y2)
3 1 -1 -1 0
Γ5 yz, zx, xy 3 -1 -1 1 0
Γ6 α, β 2 -2
√
2 −√2 0 0 1 -1
Γ7 xyα+(yz+ izx)β, −xyβ+(yz−
izx)α
2 -2 −√2 √2 0 0 1 -1
Γ8
√
3(x2−y2)β, −(2z2−y2−x2)α,
−(2z2− y2−x2)β, √3(x2− y2)β
4 -4 0 0 0 0 -1 1
Table A.5: Character table of the Td point group.
D2d
D2d Basis E 2IC4 C2 2C
′
2 2σd
Γ1 z
2, xyz 1 1 1 1 1
Γ2 z(x
2 − y2) 1 1 1 -1 -1
Γ3 x
2 − y2 1 -1 1 1 -1
Γ4 z, xy 1 -1 1 -1 1
Γ5 {x, x} 2 0 -2 0 0
Γ6 {α, β} 2 -2
√
2 −√2 0 0 0
Γ7 {zα, zβ} 2 -2 −
√
2
√
2 0 0 0
Table A.6: Character table of the D2d point group.
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S4
S4 Basis E IC4 C2 IC
3
4
Γ1 xyz 1 1 1 1
Γ2 z 1 -1 1 -1
Γ3 x− iy 1 -i -1 i
Γ4 x+ iy 1 i -1 -i
Γ5 α 1 -1 ρ −ρ -i i −ρ∗ ρ∗
Γ6 β 1 -1 ρ∗ −ρ∗ i -i −ρ −ρ
Γ7 (x+ iy)β 1 -1 −ρ ρ -i i ρ∗ −ρ∗
Γ8 (x− iy)α 1 -1 −ρ∗ ρ∗ i -i ρ ρ
Table A.7: Character table of the S4 point group.
C2
C2 Basis E C2
Γ1 z 1 1
Γ2 x 1 -1
Γ3 α 1 -1 -i i
Γ4 β 1 -1 i -i
Table A.8: Character table of the C2 point group.
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A.5 Script to calculated the expected polarisation in the detection
plane
function[Mess2]=plot_Pol_senk_parallel_4c(Mess2)
%plottet Kurve fu¨r E II c und E senkr c fu¨r K1
%Version 15.2.11
clear(’c_Probe’,’c_Probehalter’,’c_Probehalter_norm’,’c_Detekt’,’c_Detekt_yz’,’c_det_Parall’,...
’c_det_Winkel_Normale’,’c_det_Winkel_yzEbene’,’c_det_Winkel_yzEbene’,’c_det_Proj_parall_yzEbene’,...
’cos_Fkt_parall’,’c_senkr_1’,’c_det_Winkel_c_senkr1’,’cos_Fkt_senkr_1a’,’c_senkr_2’,’c_senkr_2_yz’,...
’c_det_Winkel_c_senkr2’,’c_det_senkr_2’,’c_det_Proj_senkr_2’,’cos_Fkt_senkr_1b’)
Mess_m=1;
k=1; %Daten(k) fU¨r Polarisationswinkel fu¨r plots
%Drehwinkel der Probe auf Probehalter
%0◦= lange Achse des Kristalls ist parallel zu langer Achse des
%Probehalters
%Drehmatrix dreht im Uhrzeigersinn
theta=90
%Vektor parallel zur c-Achse der Probe
c_Probe=1/(sqrt((sind(35.26))^2+(sind(2))^2+(-cosd(35.26))^2))*[sind(35.26);sind(2); -cosd(35.26)];
%c_Probe=[1;0; 0];
%Drehung der Probe auf dem Probehalter
c_Probehalter= [1 0 0;0 cosd(theta) sind(theta); 0 -sind(theta) cosd(theta); ]*c_Probe;
%Normierung der c-Achse
c_Probehalter_norm=c_Probehalter/
....sqrt(c_Probehalter(1,1)^2+c_Probehalter(2,1)^2+c_Probehalter(3,1)^2)
%c-Achse im Detektionssystem, dazu wird das Koordinatensystem um phi=45◦ im
%Uhrzeigersinn gedreht
phi=55
c_Detekt=[cosd(phi) -sind(phi) 0; sind(phi) cosd(phi) 0; 0 0 1]*c_Probehalter_norm;
%Winkel zwischen z-Achse(=0◦)und c_Detekt:
c_Detekt_yz=c_Detekt(2:3,1);
z_Detekt=[0;1];
%dot(c_Detekt_yz,z_Detekt)/(sqrt(c_Detekt(2,1)^2+c_Detekt(3,1)^2)*1)
c_det_Parall_gegUz=acosd(dot(c_Detekt_yz,z_Detekt)/...
(sqrt(c_Detekt_yz(1,1)^2+c_Detekt_yz(2,1)^2)*1))
%Matlab rechnet Winkel gegen Uhrzeigersinn, ich messe Winkel aber im
%Uhrzeigersinn und acos kann Winkel nur zwischen 0-180◦ eindeutig zuordnen
%wegen cos(180-alpha)=cos(180+alpha). Deswegen Fallunterscheidung: wenn c
%im 1. oder 2. Quadranten gegen den Uhrzeigersinn liegt, liefert acos
%Winkel gegen UZ. Wenn c im 3. oder 4. Quadranten liegt liefert acosd
99
A. APPENDIX
%Winkel im Uz Sinn.
if c_Detekt_yz(1,1)<=0
c_det_Parall=180-c_det_Parall_gegUz;
else
c_det_Parall=c_det_Parall_gegUz;
end
% %Winkel zwischen c_Detekt und xd (Normale zur yd-zd-Ebene) um Projektion
% der c-Achse auf y-z,d.h. Detektionsebene zu bestimmen.
x_Detekt=[1;0;0];
%Projektion der c-Achse auf Detektionseben: Betrag des y und z Anteil des Vektors in der
%Projektionsebene.
c_det_Proj_parall_yzEbene=sqrt(c_Detekt_yz(1,1)^2+c_Detekt_yz(2,1)^2)
cos_Fkt_parall=c_det_Proj_parall_yzEbene*cosd(Mess2{1,Mess_m}.Daten(k).Pol-c_det_Parall);
%Ebene senkr. zu c
%in Ebene senkrecht zu c sind zwei zueinander senkrechte
%Achsen/Vektoren
%mo¨glich
%1. Vektor/Achse (in Detektionsebene)
c_senkr_1=cross(x_Detekt,c_Detekt);
c_senkr_1_norm=c_senkr_1/(sqrt(c_senkr_1(1,1)^2+c_senkr_1(2,1)^2+c_senkr_1(3,1)^2));
%Matlab rechnet Winkel gegen Uhrzeigersinn, ich messe Winkel aber im
%Uhrzeigersinn und acos kann Winkel nur zwischen 0-180◦ eindeutig zuordnen
%wegen cos(180-alpha)=cos(180+alpha). Deswegen Fallunterscheidung: wenn c
%im 1. oder 2. Quadranten gegen den Uhrzeigersinn liegt, liefert acos
%Winkel gegen UZ. Wenn c im 3. oder 4. Quadranten liegt liefert acosd
%Winkel im Uz Sinn.
c_det_Winkel_c_senkr1_gegUz=acosd(dot( c_senkr_1_norm,[0;0;1]));
if c_senkr_1_norm(2,1)<=0
c_det_Winkel_c_senkr1=180-c_det_Winkel_c_senkr1_gegUz;
else
c_det_Winkel_c_senkr1=c_det_Winkel_c_senkr1_gegUz;
end
cos_Fkt_senkr_1a=cosd(Mess2{1,Mess_m}.Daten(k).Pol-(c_det_Winkel_c_senkr1));
%2.Vektor/Achse senkr. zu c
%senkrecht auf c_senkr_1 und auf c
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c_senkr_2=cross(c_Detekt,c_senkr_1);
c_senkr_2_norm=c_senkr_2/(sqrt(c_senkr_2(1,1)^2+c_senkr_2(2,1)^2+c_senkr_2(3,1)^2));
%Brechenung des winkel zur z-Achse(=0◦), verwende dazu y-und
%z-Koordinate als Projektion auf y-z Ebene
c_senkr_2_yz=c_senkr_2_norm(2:3,1);
%Matlab rechnet Winkel gegen Uhrzeigersinn, ich messe aber mit
%Uhrzeigersinn
c_det_Winkel_c_senkr2_gegUz=acosd(dot( c_senkr_2_yz,[0;1])/(sqrt(c_senkr_2_yz(1,1)^2...
+c_senkr_2_yz(2,1)^2)*1));
if c_senkr_2_yz(1,1)<=0
c_det_Winkel_c_senkr2=180-c_det_Winkel_c_senkr2_gegUz;
else
c_det_Winkel_c_senkr2=c_det_Winkel_c_senkr2_gegUz;
end
%Projektion
c_det_Proj_senkr_2=sqrt(c_senkr_2_norm(2,1)^2+c_senkr_2_norm(3,1)^2);
cos_Fkt_senkr_1b=c_det_Proj_senkr_2*...
cosd(Mess2{1,Mess_m}.Daten(k).Pol-(c_det_Winkel_c_senkr2));
%Beide Anteile senkrecht zueinander addiert. Addiere Intensita¨ten
%nicht Vektoren
%figure
hold on
grid on
axes_handle_1=gca;
set(axes_handle_1,’FontSize’,14);
axis([0 180 0 1]);
%senkrencht zu c-Achse
%Berechnete Kurven mu¨ssen auf 1 normiert werden, um sie mit
%Messkurven zu vergleichen
%Polarisationsgrad der Messung
Norm=1;
cos2_Fkt_senkr_zus=Norm*(cos_Fkt_senkr_1a.^2+cos_Fkt_senkr_1b.^2);
h2a_1=plot(Mess2{1,Mess_m}.Daten(k).Pol,cos2_Fkt_senkr_zus,’k:’);
% plot(Mess2{1,Mess_m}.Daten(k).Pol,cos_Fkt_senkr_1a.^2,’b:’);
% plot(Mess2{1,Mess_m}.Daten(k).Pol,cos_Fkt_senkr_1b.^2,’r:’);
%II zur c-Achse
cos2_Fkt_parall=Norm*cos_Fkt_parall.^2;
h2b_1=plot(Mess2{1,Mess_m}.Daten(k).Pol,cos2_Fkt_parall,’k--’);
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Mess2{1,Mess_m}.Daten(k).I_Pol_berechnet.senkr=cos2_Fkt_senkr_zus;
Mess2{1,Mess_m}.Daten(k).I_Pol_berechnet.parall=cos2_Fkt_parall;
V_handle=[h2a_1,h2b_1];
%legend(V_handle,’E senkr c’,’E II c ’)
%
end
%
end
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A.6 Experimental pitfalls
In doing measurements, effects from diverse, sometimes unexpected sources may occur. Special care must be
taken, when doing photoluminescence measurements on kesterite and other hardly luminescing samples:
• to not introduce strong luminescing sample into the cryostat at the same time.
• to background signal due to small bits of GaAs, originating from the substrate of the epitaxial
Cu(In,Ga)Se2 samples, which are measured in the same cryostat. This is especially important, as GaAs
has almost the same band gap as Cu2ZnSnS4, leading therefore to photoluminescence peaks in the same
wavelength range. The measured spectrum for Zn doped and undoped GaAs is shown in figure A.2.
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Figure A.2: Photoluminescence signal due to Zn doped (continuous line) and undoped GaAs.
For polarisation dependent measurements needs to be considered, that
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Figure A.3: Artefacts arising for a too close position of the polymer polarisation filter and the Notch filter.
• the mounting of the Glan-Thompson prism to the turnable stage is fixed. However the Glan-Thompson
prism is able to turn with respect to the mounting.
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• the Notch filter directly in front of the polymer polarisation filter, gives rise to artefacts as shown in figure
A.3. Eventually due to reflection of the refracted beam from the Glan-Thompson prism.
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