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摘  要：总结了熵的产生、发展、特性及其应用，讨论了熵与不确定性的关系；针对空间数据不确定性问题，总结了基于熵的空间数据不
确定性研究成果，提出了应用混合熵作为统一测度来度量空间数据不确定性的设想。 
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【Abstract】 In this paper, the definition of entropy and its characteristics as well as its developments are summed up firstly, and then the
relationship of entropy and uncertainty are discussed. Aiming at the problem of spatial data uncertainty, this paper sums up the proposed output of
spatial data uncertainty based on entropy, and presents that hybrid entropy can be used as the uniform measure of spatial data uncertainty.  
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1 熵的提出 
熵的概念是由德国物理学家 Clausius 于 1865 年提出的。
最初熵是建立在热力学第二定律基础之上的，用以描述自发
过程不可逆性的状态函数，但这一定义仅能描述宏观过程的
不可逆性，却不能反映体系内部的结构变化特征。为了解释
不可逆过程的微观机理，Boltzmann 给出了如下形式的熵函
数：S=klogW，这里的 k 为 Boltzmann 常数，W 为与某一宏
观状态所对应的微观状态数，即系统处于某一状态的概率。
Boltzmann 熵函数把宏观量 S 与微观状态数 W 联系起来，在
宏观与微观之间假设了一座桥梁，既说明了微观状态数的物
理意义，又给出了熵函数的统计解释(微观意义)。 
2 信息熵及其应用 
现在人们应用和研究的熵一般指信息熵或由信息熵演化
生成的其它熵。信息熵的概念是由信息论的创始人 Shannon
于 1948 年提出的。信息理论是应用统计方法的延伸，它规定
信息量等于消除的不确定性的数量；若所有不确定性都消除
了，则信息量为最大。对于取值离散的样本空间（信源） 
{ }1 2 1 2[ ] : : , , , ( ) : , , ,r rX P X a a a P X p p p• ? ?  
其中 pi 为事件 ai 出现的概率，则事件 ai 的所含有的信息
量(自信息)用 I(ai)表示，即 
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自信息 I(ai)含有两种意义：在事件 ai 发生以前，表示其
不确定性；事件 ai 发生以后，则表示其所提供的信息量。由
于自信息 I(ai)是一个随所发生消息变化的随机变量，不宜用
作整个样本空间信息的度量，因此 Shannon 在信息论中定义
自信息的数学期望为信源的信息熵，即 
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信息熵具有下列主要性质： 
（1）对称性 
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（2）非负性 
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（3）确定性，若信源 X 的概率空间中的任一概率分量，
pi=1，则信源的信息熵一定等于 0，即 H(X)=0； 
（4）可加性，两个统计独立信源 X 和 Y,其信源空间分
别为 
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若信源 X 和 Y 同时发出各自的符号，则构成联合信源
(XY) ； 联 合 信 源 (XY) 的 概 率 分 布 P(XY) 等 于 ：
P(XY)=P(X)P(Y)，则联合信源(XY)的信息熵 
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(5)极值性，对任一信源空间，其熵满足：H(p1,p2,…,pr)；
当信源是等概场时，其熵最大，为 rlog 。 
信息熵已在许多领域得到应用。一些学者用熵作为水文
系统复杂性的统计测度，从系统可达状态的宏观概率层次和
状态内部微观层次上的变化共同描述水文系统复杂性和不确
定性；还有学者应用信息熵解决了水文系统概率分布推导和
参数估计问题、水文水质站网布设评估问题、水文水质站网
布设评估问题等；基于信息熵，一些研究人员对降雨时空分
布的不均匀性进行分析，由熵的空间分布状况，研究了信息
有向传输问题, 初步揭示了降水在空间分布的结构特征。 
3 模糊熵及其应用 
1965 年，Zadeh 第一次提出了“模糊集合”概念。此后，
众多学者对模糊理论及其相关问题进行了研究。受 Shannon
信息熵的启发，Zadeh 最先提出度量模糊事件不确定性的设
想，用模糊熵度量模糊子集的模糊不确定性[4]。 
设集合 { }1 2, , , nU x xx= ? 是有限的，A 为 U 上的一个模糊
子集，即 [ ]: 0,1A Uμ → 。 )( iA xμ 是 U 中元素 xi 隶属于 A 的隶属
度。则模糊熵定义为：模糊熵 Hf 是将 U 的幂集 2U 映射到非
负实数空间。即： [ ): 2 0,UfH → ∞ ，并且，对于 U 上任意两个
模糊子集 A 和 B，满足下列 4 条公理: 
（1）若 A 是一明晰集,对任意 , 1, 2, ,jx U j n∈ = ? ，有
{ }( ) 0,1A ixμ = ，则 ( ) 0fH A = 。 
(2)对任意 , 1, 2, ,jx U j n∈ = ? ，当 ( ) 0.5A ixμ = 时， ( )fH A
取得最大值。 
(3)若 B 是 A 的任一较清晰形式，即：任意 Ux j ∈ ，如
果有 ( ) 0.5A ixμ ≤ ，则有 ( ) ( )B i A ix xμ μ≤ ；若 ( ) 0.5A ixμ ≥ ，则有
( ) ( )B i A ix xμ μ≥ ，那么 ( ) ( )f fH B H A≤ 。 
(4)如 AC 为模糊子集 A 的补集，则有 )()( Cff AHAH = 。 
许多研究人员根据所研究的领域和问题，建立了不同的
模糊熵函数[1～3]。Hall 从几何意义上讨论了熵与不确定性和
信息的关系，提出了总体熵(Ensemble Entropy)和总体体积
(Ensemble volume)概念，讨论了熵、不确定性和信息的几何
特性。 
4 熵与不确定性的关系 
前苏联学者诺维茨基在其论著《测量结果误差估计》中
提出了应用信息熵作为测度，确定了随机变量的熵不确定度
区间。根据信息论，信息量是熵的差值 )/()( 0xXHXHI −= 。
对于一维观测值，在测量之前，根据已有的知识和经验，知
道其取值范围[a,b]；观测 x0 之后，由于观测值 x0 不可避免地
带 有 误 差 Δ± ， 因 此 只 能 肯 定 其 测 量 值 是 落 在 区 间
[ ]Δ+Δ− 00 , xx 内。从信息论的角度理解，测量的意义就是
使不确定度区间长度由(b-a)缩短到 Δ2 。对于一维观测值，在
测量之前，根据已有的知识和经验，知道其取值范围[a,b]；
观测 x0 之后，由于观测值 x0 不可避免地带有误差 Δ± ，因此
只能肯定其测量值是落在宽度范围为 Δ= 2d 的不确定区间
内的某一点上，即在区间 [ ]Δ+Δ− 00 , xx 内。从信息论的角
度理解，测量的意义就是使不确定度区间长度由 )( ab − 缩短
到 Δ2 。假设测量以后概率密度分布函数为 Δ= 21)(xp ，则
观测以后测量结果的熵为 
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“误差熵值”，则由误差熵值所确定的不确定度区间为“熵意
义上的不确定度区间”。对于一维 Gaussian 分布，若其概率
分布函数为 ),(~)( 2σμNxf ，其中 μ 为观测值的数学期望，
2σ 为 方 差 。 由 信 息 熵 的 定 义 ， 可 以 求 得
2
0( / ) ln 2H X x eπ σ= ，误差熵为 σ066.2=Δ s ，熵不确定
度区间为 [ ]2.066 , 2.066μ σ μ σ− + ，点位落在该区间的概率为
( 2.066 2.066 ) 0.961P xμ σ μ σ− < < + = 。在统计分析和误差处
理领域，常用 2 倍中误差或 3 倍中误差作为不确定度区间，
点位落入这些区间的概率分别为 95.4％和 99.7％；而基于熵
的不确定度区间介于 2 倍和 3 倍中误差之间，它是应用观测
误差分布求出的一个比较客观的指标。基于这一思想，史玉
峰等提出基于信息熵的粗差识别方法[5]。 
5 熵在空间数据不确定性中的应用与展望 
熵在其诞生的 100 多年里，从最初用于定量地阐明热力
学第二定律，发展成为现代自然科学和工程技术领域的有力
数据分析工具。Shannon 所定义的信息熵是信息量的测度，
由于其物理意义清晰，使用方便，得到了广泛的应用。半个
多世纪来，随着信息科学的发展，信息熵已成为一种具有普
遍意义的数据分析工具，并在多个学科中取得了丰硕的研究
成果，人们开始采用崭新的信息熵方法来研究高级事物的复
杂行为。在 GIS 领域，郭大志提出了整体 GIS 数据质量指标
的概念，用条件信息熵来描述数据集的整体质量，研究了基
于误差熵不确定带的数据质量评价模型。基于信息理论中信
息熵的概念，范爱民应用线元端点边缘概率分布函数的误差
熵作为确定“ −ε 带”带宽的尺度，建立了误差熵带(H-带)模
型[7]。李大军、龚健雅等在范爱民的基础上，对“H-带”进
行了改进，建立了平均熵带模型和熵意义下的面元不确定性
模型“ σε 带”模型[6]。 
由于空间数据不确定性的内涵十分丰富，表现形式多种
多样，因此在空间数据不确定性研究问题上，需要有一个统
一的测度来度量其不确定性。现有的许多理论方法，如信息
论、模糊数学、粗糙集、证据理论、混沌理论等都用到熵作
为测度，而且在许多领域中熵已经作为评价相关不确定性的
测度。鉴于此，可否用熵作为统一尺度，来评价空间数据的
不确定性？具体可以从下几方面进行研究：（1）空间数据的
不确定性不仅具有随机性，还含有模糊性；而现有空间数据
不确定性的模糊性研究多是定性研究，可否以熵为测度建立
空间数据不确定性的模糊熵模型。（2）空间数据不确定性是
传统误差概念的延拓，可以将其看作一种广义的误差。即不
确定性既包含随机误差也包含系统误差和粗差，还包含可度
量和不可度量的误差，以及数值上和概念上的误差，所有这
些不确定性可否用熵来统一度量。（3）将空间数据位置的随
机性和属性的模糊性统一考虑，以熵为测度，建立空间数据
不确定性的混合熵（或总体熵）模型。（4）空间数据的未确
知性和灰性是其另外两种不确定性，目前对这两种不确定性
的研究较少，能否用熵理论来度量空间数据的未确知性和灰
性也是一个值得研究的问题。（5）熵可以作为 GIS 中数据信
息不确定性测度，那么可否应用熵来对 GIS 中数据质量进行
控制等都是值得探究的问题。 
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4.2 MWPSO 与 GA 的仿真结果分析 
设控制对象的数学模型为 
60 6( )
( 2)( 5) (0.2 1)(0.5 1)
s se eG s
s s s s
− −
= =+ + + +  
采样时间为 20ms，输入信号为阶跃信号。 
MWPSO 算法中初始化种群大小为 40，搜索空间为待优
化参数 kp、ki、kd 所确定的 3 维空间。为了避免参数选取的
范围过大而可能造成的寻优盲目性，可以根据经验选取一组
参数范围，这样可以节约寻优的时间和计算量。参数 kp∈[0，
2]，ki∈[0，3]，kd∈[0，1]，取 w1、w2、w3、w4 的值分别为
0.999、0.001、100、2.0；种群的初始权重分别为 1.2、1.0、
0.9、0.8。遗传算法的种群大小也设置为 40，两种算法的终
止代数均为 200，交叉率 Pc=0.9，变异率 Pm=0.033。将 MWPSO
算法与 GA 算法各连续运行 20 次，两种方法 20 次优化计算
过程中平均的 Jbest 曲线如图 1 所示。各次运行的目标函数值
如图 2 所示。 
 
 
 
 
 
 
 
 
 
 
 
图 1   目标函数 Jbest的优化过程 
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图 2  各次运行 J 函数值对比 
经过 200 代后，GA 整定的结果为 kp=0.986 8，ki=0.526 4，
kd=0.335 6，目标函数 J=15.974 6。MWPSO 整定的结果为
kp=0.712 5、ki=0.482 6、kd=0.299 7，目标函数 J=15.768 3。
两种算法整定结果的动态响应比较如图 3 所示。通过两种优
化算法对 PID 参数的寻优，系统具有更好的动态性能。同时
由图 1~图 3 看出，准确寻找到最优 J 函数值对控制效果的改
善有明显的作用；而在相同的迭代次数下文中的 MWPSO 算
法比 GA 算法更能准确快速地找到最优值；且 MWPSO 算法
能有效地保证单次运行结果。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
图3 单位阶跃响应曲线 
5 结束语 
本文提出了一种改进粒子群算法，即 MWPSO 算法，并
用 4 个常用的测试函数进行测试，测试结果说明该算法是高
效、实用的。利用 MWPSO 算法对 PID 参数进行寻优，将其
结果与 GA 寻优的结果进行了比较。计算和仿真结果表明，
在相同的迭代次数下，MWPSO 优化 PID 参数的指标好于 GA
算法，控制效果也有一定的提高。 
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