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Abstract
We investigate theoretically and numerically the use of the Least-Squares Finite-element
method (LSFEM) to approach data-assimilation problems for the steady-state, incom-
pressible Navier-Stokes equations. Our LSFEM discretization is based on a stress-
velocity-pressure (S-V-P) first-order formulation, using discrete counterparts of the
Sobolev spaces H(div)×H1×L2 for the variables respectively. In general S-V-P formu-
lations are promising when the stresses are of special interest, e.g. for non-Newtonian,
multiphase or turbulent flows. Resolution of the system is via minimization of a least-
squares functional representing the magnitude of the residual of the equations. A simple
and immediate approach to extend this solver to data-assimilation is to add a data-
discrepancy term to the functional. Whereas most data-assimilation techniques require
a large number of evaluations of the forward-simulation and are therefore very expensive,
the approach proposed in this work uniquely has the same cost as a single forward run.
However, the question arises: what is the statistical model implied by this choice? We an-
swer this within the Bayesian framework, establishing the latent background covariance
model and the likelihood. Further we demonstrate that – in the linear case – the method
is equivalent to application of the Kalman filter, and derive the posterior covariance. We
practically demonstrate the capabilities of our method on a backward-facing step case.
Our LSFEM formulation (without data) is shown to have good approximation quality,
even on relatively coarse meshes - in particular with respect to mass-conservation and
reattachment location. Adding limited velocity measurements from experiment, we show
that the method is able to correct for discretization error on very coarse meshes, as well
as correct for the influence of unknown and uncertain boundary-conditions.
Keywords: Least-squares finite element method, data assimilation, inverse problems,
fluid dynamics, Navier-Stokes, Bayesian inference, uncertainty quantification
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1. Introduction
Increasingly there is a demand for numerical methods for fluids capable of assimilating
experimental data from wind-tunnel measurements into CFD simulation. This can be
done with several goals: identifying unmeasured variables such as pressure from particle-
image velocimetry (PIV) velocity field measurements [1]; increasing the time-resolution
of measurement data [2]; filling spatial gaps in PIV data [3]; or filtering noisy data [4].
The methods used may be seen as physics-based filtering/regression techniques. In each
case the ability of a simulation to smoothly approximate the flow-field in the full domain
in all variables, or identify an unmeasured quantity of interest, increases the value of
the measurement. An increase in the amount of data provided by modern experimental
techniques drives a trend toward increasing demand for effective post-processing tools,
with an increasing amount of physical fidelity [5, 2, 3].
In this paper we investigate an approach to this problem for assimilating experimental
velocity measurements into Navier-Stokes flow based on a Least-Squares Finite-Element
Method (LSFEM) [6, 7]. Briefly: given a system of PDEs with boundary conditions,
LSFEM methods define a scalar functional whose minimum is the solution of the system.
The functional is defined as a sum of e.g. L2-norms of the residuals of the original
PDE and optionally BCs. These terms are then discretized with finite elements spaces.
By construction at least one minimum of the functional exists, even when the original
PDE plus BCs is ill-posed in the sense of Hadamard. Since the discretization is already
constructed in a least-squares sense, to add information from experimental data, we
only have to add a term quadratically penalizing the difference between predictions and
observations. The weighting of this term determines the extent to which the solution will
match the observations and is chosen in inverse proportion to the measurement accuracy.
The method (which we refer to as LSFEM+) was first proposed for Navier-Stokes
by Heyes et al. [8] and later investigated by the present authors [9]. It has desirable
theoretical behaviour in the limits: in the absence of data we retrieve the standard
LSFEM flow solution, and for plentiful, perfectly accurate data we interpolate the data
exactly. Furthermore LSFEM+ is unusual in being capable of data assimilation at a
computational cost equivalent to a single flow simulation, see Section 1.1.
The accuracy of the method will depend on the quality of the underlying LSFEM
discretization in regions in which no data is available. Our aim in this paper is to provide
a mixed LSFEM with improved accuracy (also with respect to mass conservation), but
without additional variables or degrees of freedom. Starting from the incompressible
Navier-Stokes equations we derive a div-grad first-order system resulting in a three-field
approach with stresses, velocities, and pressure as unknowns. In our formulation the
stresses are approximated by using shape functions related to the edges. These quadratic
vector-valued functions are used for the interpolation of the rows of the stress tensor and
belong to a Raviart-Thomas space, which guarantees a conforming discretization of the
Sobolev space H(div). Furthermore, standard cubic and linear polynomials associated to
the vertices of the triangle are used for the continuous approximation of the velocities and
the pressure respectively. This approach is similar that of Cai et al. [10] who developed
theoretical properties of this discretization for Stokes flow.
In summary, the contributions of this paper are: firstly to extend the stress-velocity-
pressure formulation to Navier-Stokes, and perform a numerical investigation of a real
experiment. Secondly to show the effectiveness and efficiency of data assimilation with
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this LSFEM approach, including solving inverse problems with uncertain and unknown
boundary conditions, at a computational cost equivalent to a single solve of the forward
problem. Thirdly to motivative the choice of data weighting based on measurement error
in a Bayesian statistical framework.
The paper is outlined as follows: in Section 1.1 we give a short overview of alternative
data assimilation approaches, and in Section 1.2 a brief overview of LSFEM methods for
fluids. The stress-velocity-pressure formulation is derived in Section 2. The Bayesian
derivation and analysis of the added-data method is given in Section 3. The method is
numerically evaluated for a laminar backward-facing step in Section 4, and conclusions
are given in Section 5.
1.1. Data Assimilation Context
As mentioned LSFEM+ has a cost of a single forward flow simulation. In contrast the
computational cost of some standard stochastic data assimilation methods is much higher:
Ensemble Kalman filtering costs typically 100 flow solves [11, 12]; 4D-Var requires about
50-100 flow and adjoint solves for nonlinear problems; physics based Reduced Order
Model fitting (ROMs) requires training the ROM on the parameter space of interest, for
rarely less than 100 solves [13, 14].
There are two other notable approaches with a comparable computational cost to
our proposed method. The first is Optimal Interpolation, see e.g. [11], a minimum
variance estimator. It is similar in form to the Kalman filter, in that it consists of a
forecast step followed by an analysis step, except that the forecast step does not propagate
the uncertainty through the model as in the Kalman filter, instead only the mean is
propagated and fresh randomness is generated on the result according to a user-specified
covariance structure. Thus the magnitude and covariance structure of the uncertainty due
to the model is not preserved, and thus the method relies on a good guess of these. The
second “cheap” approach is Measurement-Integrated Simulation [15, 16], in which a non-
physical forcing term is added to the Navier-Stokes equations. The forcing is designed
to push the solution in the direction of experimental observations, and disappears in
the case of exact experiment-simulation agreement. The strength of the forcing is an
influential free parameter, having a similar effect to the Kalman gain in the Kalman
filter, but currently the statistical interpretation of this approach is not clear.
1.2. Least-Squares Finite-Elements for Incompressible Navier-Stokes
In recent years the least-squares method was successfully applied to many problems in
fluid dynamics and solid mechanics. The development and improvement of mixed least-
squares finite element formulations have been the objective of many studies. Exhaustive
overviews with respect to theoretical foundations and application-oriented issues can be
found for example in the monographs [17] and [18] and in the review [19].
Least-squares variational principles have increasingly gained attention, which is due
to some theoretical and computational advantages compared to the Galerkin method.
But nevertheless, the Galerkin method is today the most employed variational approach
for all kind of boundary value problems in computational mechanics. The least-squares
method in contrast only play a minor role. From the point of view of an engineer the
reasons are evident: since the 1970s attention has focussed on low-order elements which
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are easy to implement, robust, and lead to sparse, well-conditioned stiffness matrices.
Unfortunately, the approximation quality of low-order least-squares finite elements is
moderate and consequently only little attention was paid to the method. An illustrative
example for the poor solution of lower-order interpolation was given in [20] for the driven
cavity problem. While it is possible to obtain qualitatively correct results, the method
consistently needs more degrees of freedom compared to alternative methods. Despite
this drawback, the least-squares method has also some important advantages [17, 18]
• The method provides an a posteriori error estimate without additional costs, which
can be used for adaptive mesh refinement.
• The flexibility to design functionals directly approximating field variables of interest,
e.g. stresses, vorticity, velocities.
• The method is not restricted by the LBB-condition regarding the choice of the
polynomial degree of the finite element spaces.
• The resulting positive definite system matrices can be solved by using robust and
fast iterative methods even for problems with non-self-adjoint operators.
These features yield the basis for theoretical analysis and numerical studies on e.g. ellip-
ticity, error estimation, residual weighting and convergence and are investigated in the
field of fluid dynamics by many authors, see e.g. [18] and the references therein. The
utilized first-order systems in general consist of a composition of different quantities and
could be divided into three approaches:
• The vorticity, velocity, pressure (VVP) formulation, see e.g. [17], [21] and [22].
• The stresses, velocity, pressure (SVP) formulation, see e.g. [23], [24] and [25].
• The velocity gradient, velocity, pressure (VGVP) formulation, see e.g. [26], [27] and
[28].
The utilized first-order systems in general consist of a composition of the flow velocity,
the gradient of the flow velocity, the pressure, the stresses, and the vorticity as dependent
variables.
The main point of criticism of LSFEM in fluid-dynamics is the lack of numerical
conservation, in particular mass conservation. Various strategies, e.g. mesh refinement,
residual weighting, use of Lagrange multipliers, and improved velocity-pressure coupling
have been used to mitigate this disadvantage somewhat [28, 29, 30, 31, 32]. In recent
works, spectral finite elements with higher-order polynomial finite element spaces (p ≥ 4)
have demonstrated a satisfying approximation of the governing fields, with improved mass
conservation [33, 34, 35]. Extensive work was done by the group from the University
of Boulder [36, 37, 38] on the choice of first-order system, aiming to achieve stronger
coupling between velocity and pressure, realised by introducing new variables depending
on both fields, or by special treatment of the boundary conditions. The benefits achieved
by all these techniques in combination allows acceptable performance of LSFEM for
incompressible fluids.
4
2. LSFEM Discretization of Navier-Stokes
In the following we describe the least-squares mixed finite element method for first-order
linear and nonlinear systems, see e.g. [6, 7]. A stress-velocity-pressure formulation for
the incompressible Navier-Stokes equations is constructed, and finally we introduce a
data term into the LSFEM functional. We work on the open bounded domain Ω ⊂ Rd
with piecewise-smooth boundary Γ.
2.1. Linear PDEs
Consider a (first-order) system of linear partial differential equations
Lw = f on Ω, Bw = g on Γ, (1)
where f ∈ L2(Ω), g ∈ L2(Γ) and L and B denote linear differential operators on Ω and Γ
respectively. Let (·, ·)Ω and (·, ·)Γ represent the L2(Ω) and L2(Γ) scalar products. Also
let V be a suitable Sobolev space, then (1) can be reformulated as [6]
min
w∈V
[‖Lw − f‖2Ω + ‖Bw − g‖2Γ]︸ ︷︷ ︸
J(w;f,g)
,
where ‖ · ‖2Ω and ‖ · ‖2Γ are the norms induced by the above scalar products, and J is the
least-squares functional.
The least-squares variational formulation is obtained by requiring that the first varia-
tion of J vanishes at w for all admissible perturbuations δw ∈ V :
lim
→0
d
d
J(w + δw) = 0,
from which follows: Find w ∈ V such that
(Lw,Lδw)Ω + (Bw,Bδw)Γ︸ ︷︷ ︸
Q(w,δw)
= (f, Lδw)Ω + (g,Bδw)Γ︸ ︷︷ ︸
l(δw)
, ∀δw ∈ V, (2)
where Q(·, ·) is a symmetric bilinear form and l(·) a linear form. This equation can
be discretized by replacing V with a discrete function space Vh ⊂ V . The resulting dis-
cretization can be shown to have a unique stable solution provided L is bounded below [7]
– in particular no equivalent of the LBB condition from mixed Galerkin formulations is
required.
2.2. Nonlinear PDEs
Consider the nonlinear system of PDEs
Nw = 0 on Ω, Bw = 0 on Γ, (3)
whereN is a nonlinear differential operator on Ω, and B is a nonlinear boundary operator.
Assume we can find a suitable function space V for solutions of this system. There are
two options for formulating nonlinear LSFEM, we can either (a) linearize N , and build
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the LSFEM functional on the linearized governing equation, which then acts as a Newton
iteration for the nonlinear system, or (b) build the functional directly on the nonlinear
operator, and use Newton’s method to find a root of the 1st-variation [39]. The latter
results in an extra term in the 2nd-variation; and this is the approach we follow here.
The LSFEM formualtion is then
min
w∈W
[‖Nw‖2Ω + ‖Bw‖2Γ] = min
w∈W
[(Nw,Nw)Ω + (Bw,Bw)Γ]︸ ︷︷ ︸
J (w)
.
Taking 1st-variations gives
δJ (w; δw) = (Nw,N ′δw)Ω + (Bw,B′δw)Γ,
assuming that the Fre´chet derivatives N ′[w], B′[w] of N and B about w exist. Second-
variations results in
∆δJ (w; δw,∆w) = (N ′∆w,N ′δw)Ω + (Nw,N ′′∆δw)Ω
+ (B′∆w,B′δw)Γ + (Bw,B′′∆δw)Γ,
where the final term is zero in the common case of linear B. Note that the term
(Nw,N ′′∆δw)Ω is not present in the nonlinear formulation (a) mentioned above. Given
these variations the Newton iteration for the update ∆w is:
∆δJ (w; δw,∆w) + δJ (w; δw) = 0.
2.3. Navier-Stokes in σ − v − p form
In order to describe a boundary-value problem for Newtonian fluid flow, we consider the
steady incompressible Navier-Stokes equations consisting of balances of momentum and
mass
−ρ∇v v + 2ρν div∇sv −∇p = 0
divv = 0 .
(4)
Here, v denotes the velocities, p the pressure, ρ the density and ν the kinematic viscosity
of a medium flowing through the domain. Furthermore,
∇sv = 1
2
(∇v +∇vT ) (5)
denotes the symmetric velocity gradient. System (4) is of second order and can be
transformed into a first-order div-grad system by means of an additional variable, namely
the Cauchy stresses
σ = 2ρν∇sv − p1 . (6)
We achieve
divσ − ρ∇v v = 0
σ − 2ρν∇sv + p1 = 0
divv = 0 ,
(7)
which is the basis for the nonlinear differential operator N , see e.g. [10]. In order to com-
plete the boundary value problem we split the boundary of the domain Γ into two subsets,
namely the Dirichlet boundary ΓD and Neumann boundary ΓN with the definitions
ΓD ∪ ΓN = Γ and ΓD ∩ ΓN = ∅ , (8)
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on which the boundary conditions are
v = g on ΓD , p = q and σn = h on ΓN . (9)
The resulting quadratic least-squares functional for the set of equations (7) is given in
terms of the L2-norm as
J (σ,v, p) = 1
2
(‖ 1√
ρ
(divσ − ρ∇v v)‖2 + ‖ 1√
ρν
(σ − 2ρν∇sv + p1)‖2 + ‖divv‖2) ,
(10)
where we have used some additional physically motivated weights on the 1st and 2nd
terms, see e.g. [40].
The approximation spaces for J (σ,v, p) : X × V ×Q→ IR are given by
X =
{
σ ∈ H(div,Ω)2} , V = {v ∈ H1(Ω)2} and Q = {p ∈ L2(Ω)2} .
The minimization of J presupposes the first variation is zero
δσ,v,pJ (σ,v, p, δσ, δv, δp) = 0 (11)
or explicitly:
δvJ =
∫
Ω
div δv · divv dV − 1
ρν
∫
Ω
2ρν∇s δv · (σ − 2ρν∇sv + p1) dV
−1
ρ
∫
Ω
(ρ∇δv v + ρ∇v δv) · (divσ − ρ∇v v) dV = 0
δσJ = 1
ρ
∫
Ω
div δσ · (divσ − ρ∇v v) dV + 1
ρν
∫
Ω
δσ · (σ − 2ρν∇sv + p1) dV = 0
δpJ = 1
ρν
∫
Ω
δp1 · (σ − 2ρν∇sv + p1) dV = 0 .
(12)
In order to seek the minimizer with Newton’s method, we linearize δJ with respect to
stresses, velocities and pressure. Consequently, the second variation of J denoted as
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∆δJ , which is the basis for the Newton tangent, is explicitly
∆δvvJ =
∫
Ω
div δv · div ∆v dV + 1
ρν
∫
Ω
2ρν∇s δv · 2ρν∇s δv dV
+
1
ρ
∫
Ω
(ρ∇δv v + ρ∇v δv) · (ρ∇∆v v + ρ∇v∆v) dV
−1
ρ
∫
Ω
(ρ∇δv∆v + ρ∇∆v δv) · (divσ − ρ∇v v) dV
∆δσσJ = 1
ρ
∫
Ω
div δσ ·∆divσ dV + 1
ρν
∫
Ω
δσ ·∆σ dV
∆δppJ = 1
ρν
∫
Ω
δp1 ·∆p1 dV
∆δvσJ = − 1
ρν
∫
Ω
2ρν∇s δv ·∆σ − 1
ρ
∫
Ω
(ρ∇δv v + ρ∇v δv) · div ∆σ dV
∆δvpJ = − 1
ρν
∫
Ω
2ρν∇s δv ·∆p1 dV
∆δσpJ = 1
ρν
∫
Ω
δσ ·∆p1 dV .
(13)
The quantities ∆δσvJ , ∆δpvJ and ∆δpσJ could be obtained by interchanging δ with
∆. Alternatively, the Newton tangent can also be computed by a standard difference
quotient procedure. The discretization of the domain is realized by triangles equipped
with different conforming interpolation schemes for the unknown variables. For the
velocities and pressure we use the finite element spaces
V hk =
{
v ∈ H1(Ωˆ)2 : v|Ωˆ ∈ Pk(Ωˆ)2 ∀ Ωˆ
}
⊂ V (14)
and
Qhl =
{
p ∈ L2(Ωˆ)2 : p|Ωˆ ∈ Pl(Ωˆ)2 ∀ Ωˆ
}
⊆ Q , (15)
where the indices k and l denote the polynomial order of the standard Lagrange poly-
nomials Pk(Ωˆ)
2 and Pl(Ωˆ)
2, and Ωˆ is the disretized version of the domain Ω. For the
stresses a Raviart-Thomas finite element space, see e.g. [41] or [42], is applied in order
to complete the RTmPkPl mixed finite element
Xhm =
{
σ ∈ H(div, Ωˆ)2 : σ|Ωˆ ∈ RTm(Ωˆ)2 ∀ Ωˆ
}
⊂X . (16)
Again the index m denotes the polynomial order of the vector-valued Raviart-Thomas
functions RTm, which interpolate each row of the stress tensor. These functions are
related to the edges of the triangles and their normal components are continuous between
two elements. In this work we use the interpolation combination RT1P3P1, which seems
to be a sufficient choice. For details about the implementation and other interpolation
combinations the reader is referred to [40]. Finally, we obtain the system of equations
for a typically element kevv kevσ kevpkeσv keσσ keσp
kepv k
e
pσ k
e
pp
 ∆ve∆σe
∆pe
 =
 revreσ
rep
 , (17)
where the entries of re and ke result from (12) and (13).
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2.4. LSFEM with data (LSFEM+)
The Navier-Stokes equations were formulated as a minimization problem in the previ-
ous section. This form suggests an simple adjustment to incorperate experimental data.
Consider data d ∈ RM which is approximated by Hw where H : V → RM is the obser-
vation operator. The implication is that d ≈ Hw. Then a possible LSFEM functional
J (w) becomes
J +(w) := J (w) + 1
2
M∑
i=1
ωi(di −Hiw)2, (18)
i.e. differences between data and state are penalized. Here ωi are per-measurement
weights.
This is a useful modification in the following circumstances: a fluid-dynamics experi-
ment is performed, in which some (limited) quantities are measured. E.g. velocity v at a
limited number of spatial locations in Ω; pressure p at a number of pressure taps on the
surface Γ; or a force in the form of an integral of p over Γ. These measurements may not
contain the Quantity-of-Interest (QoI) of the experimentor because it is inaccessable or
unmeasurable; or they may be noisy or of low-resolution. It is desired to estimate the QoI
from the measured data, using knowledge of the equations of motion of the fluid (in the
form of a PDE solver). However, conditions in experiments are never precisely known:
e.g. boundary conditions are uncertain, and therefore can not be set in the solver.
By augmenting with data, the simulation becomes a better reproduction of the ex-
periment from which the data originated – and the QoI can be estimated based on a
composite of knowledge derived from measurement and simulation. The solver can be
thought of as performing PDE-based regression in the state-space.
In Section 3 we will formulate more precisely the problem that is being solved, and
justify the choice of the functional (18) in terms of Bayesian statistics. A close connection
to standard data-assimilation techniques will be demonstrated.
3. Bayesian derivation of LSFEM data-assimilation
In the following we formulate the data-assimilation problem, and provide a Bayesian
resolution. The maximum a posteriori (MAP) estimate of the posterior is shown to be
exactly the solution of the augmented LSFEM problem of the previous section. The close
connection to the Kalman filter (and equivalently 3DVAR with a suitable background
field) is demonstrated. This development is made in detail for the linear case. The idea
could be extended to the nonlinear case – for an empirical evaluation the approach for
N-S see Section 4. In conclusion, augmented LSFEM is shown to produce a solution that
is identical to standard data-assimilation approaches – but for a substancially reduced
computational cost.
3.1. Problem statement and data model
Problem 1 (Data assimilation). Let w∗ ∈ V be the unknown ground truth. Knowl-
edge of w∗ comes from two sources:
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1. Finite, noisy measurements d ∈ RM , obtained from w∗ using the known observation
operator H : V → RM , i.e.
d ' Hw∗. (19)
2. Approximate knowledge of the governing equations and boundary-conditions, i.e.
Lw∗ − f ' 0 on Ω, Bw∗ − g ' 0 on Γ. (20)
Estimate w∗.
To characterize the inexact equalities in (19)–(20), we introduce statistical models. In
(19) assume that observations are corrupted by unbiased Gaussian measument noise with
known symmetric positive-definite covariance matrix R ∈ RM×M , i.e.
d = Hw∗ + ε, ε ∼ N (0,R). (21)
The assumption of unbiased noise is reasonable if all known sources of bias are corrected
for. (Approximately) known covariance is a reasonable assumption if experimental noise
has been estimated concurrent with the measurements. Both these are features of modern
experimental methodologies. No stochastic term for “model inadequacy” in H [43] is
included, under the assumption thatH is a relatively simple operator that merely extracts
necessary quantities from the state w∗, and does not contain any physical modelling or
discretization. This is the case for many observation operators of practical interest,
including the “point velocity observations” used in the following section.
3.2. Model inadequacy in the governing equations
In contrast (20) contains both physical modelling, discretization, and potentially un-
known/uncertain equations-of-state and boundary-conditions. All these are reasons for
the ground truth to not exactly satisfy the (discretized) governing equations (2). In
variational form consider a modified version of (2) which the ground-truth does satisfy:
Q(w∗, v) = l(v) + δ(v) ∀v ∈ V, (22)
where the new functional δ : V → R, represents the discrepancy, and could be defined
by δ(v) := l(v)−Q(w∗, v) if the ground truth w∗ were known. In practice δ(v) must be
modelled, and following [44] we treat it as a Gaussian process
δ(v) ∼ GP(0, k(w, v)), (23)
with zero mean and covariance operator k : V × V → R. The resulting equation for w is
a stochastic PDE:
Q(w, v) = l(v) + δ(v) ∀v ∈ V. (24)
In [44] the authors consider a parameterized family of covariance operators k(·, ·):
k(w, v;θ) := θ1(w, v)Ω + θ2(∇w,∇v)Ω,
representing the H1(Ω) scalar product. Here we propose a covariance operator as a scalar
product informed by the governing PDE:
k(w, v;θ) := θ1(Lw,Lv)Ω + θ2(Bw,Bv)Γ, (25)
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which is symmetric positive-definite
k(w, v) = k(v, w), k(v, v) > 0 for v 6= 0, k(v, v) = 0 for v = 0
by construction, provided L is bounded below. This condition is in any case a prerequisite
for the stability and accuracy of LSFEM – in particular it is true for the Navier-Stokes
operator of the previous section.
3.3. Calibration
It remains to compute the posterior w | d under the statistical model (21) and prior (23)
– i.e. the updated estimate of the full state. First it is necessary to discretize to obtain
finite-dimensional equations, with basis (φ1, . . . ,φN ):
w ' wh :=
N∑
i=1
wiφi,
where discrete quantities are represented by bold type. Given this (21) becomes
d = Hw + ε, Hij := (Hφj)i,
and the prior on the disretized discrepancy δ is
δ0 ∼ N (0,Σ), Σij := k(φi,φj).
Furthermore, from (24)
Qw = l+ δ, Qij := Q(φi,φj), lj := l(φj). (26)
Note that, if the weights in the definitions of Q(·, ·) and k(·, ·) are equal, then Q ≡ Σ,
which is a direct consequence of the particular choice of prior covariance for δ. This
observation, together with (26) implies a prior on w:
w0 ∼ N (Q−1l,Q−1ΣQ−1) = N (w◦,Q−1),
where Qw◦ = l defines w◦ as the solution of the original LSFEM discretization (without
a data term). Having eliminated δ we can apply Bayes’ theorem to w:
ρ(w | d) ∝ ρ(d | w) · ρ0(w).
Since all stochastic terms are Gaussian the posterior probability density function (pdf)
is
ρ(w | d) = ρε(ε) · ρ0(w)
= exp
[
−1
2
εTR−1ε− 1
2
(w −w◦)TQ(w −w◦)
]
.
The MAP estimate of w is therefore the solution of the optimization problem
w+ := argminw
[
1
2
(d−Hw)TR−1(d−Hw) + 1
2
(w −w◦)TQ(w −w◦)
]
,
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and the relation to LSFEM is immediately obvious. In particular, setting 1st-variations
of the cost-function to zero gives
wTQδw +wTHTR−1Hδw = dTHTR−1δw + lT δw, ∀ δw ∈ V (27)
which is exactly the discrete version of the LSFEM problem with data-term from (18):
Find w ∈ V such that
(Lw,Lδw)Ω + (Bw,Bδw)Γ︸ ︷︷ ︸
Q(w,δw)
+ (Hw,Hδw)R︸ ︷︷ ︸
T (w,δw)
= (f, Lδw)Ω + (g,Bδw)Γ︸ ︷︷ ︸
l(δw)
+ (d, Hδw)R︸ ︷︷ ︸
t(δw)
∀δw ∈ V.
(28)
provided that [R]ii = ωi and [R]ij = 0 for i 6= j. In the above, the inner-product for the
data is defined as
(x,y)R := x
TR−1y.
Thus the Bayesian framework – with appropriate statistical modelling – leads us to the
LSFEM+.
Note that the connection between LSFEM+ and the statistical data-assimilation prob-
lem relies upon the particular choice of an additive discrepency δ in (22), with the specific
covariance defined by (25). If an alternative covariance structure for δ is chosen, e.g. from
[44], LSFEM does not provide a solution of the corresponding inverse problem.
3.4. Connection to the Kalman filter
We would like to describe the the solution of (28) (denoted w+), in terms of the solution
to the same equation without data (2) (w◦). The goal is to show the result is identical
to the application of a Kalman filter.
Starting from (27), cancelling l using Qw◦ = l, and rearranging gives
w+ = w◦ + (Q+HTR−1H)−1(HTR−1d−HTR−1Hu◦) (29)
= w◦ +
[
(Q+HTR−1H)−1HTR−1
]
(d−Hu◦) (30)
= w◦ +Q−1HT (HQ−1HT +R)−1︸ ︷︷ ︸
K
(d−Hu◦), (31)
where the final equality is obtained using a modified version of the matrix identity
(Q+HTR−1H)−1HTR−1 ≡ Q−1HT (HQ−1HT +R)−1.
The matrix K is the well-known optimal Kalman gain, under the statistical model (21),
and the background covariance modelw ∼ N (w◦,Q−1). In factw+ is the MAP estimate
of w|d with distribution
w|d ∼ N (w+, (I −KH)Q−1) .
This result thereby also provides an expression for the posterior covariance of the full
state w.
12
4. Application: Laminar Flow over a Backward-Facing Step
The phenomena of flow separation and subsequent re-attachment are important in many
engineering situations. For example in pipe flow separation is undesirable and leads to
reduction in flow rate for a given pressure-drop, requiring additional pumps or fans. In
other circumstances separation may be desirable, to promote mixing or flame stabilization
in combustion. However the presence and location of separation on curved surfaces, and
the location of re-attachment in general, are difficult to predict, and are sensitive to small
uncertainties in inflow conditions and fluid properties.
We aim to show that using down-stream measurements and simulation it is possible to
accurately determine the location of the re-attachment point in the presence of uncertain
boundary-conditions. We consider a backward-facing step in laminar flow for which
accurate experimental velocity profiles are available, Denham and Patrick [45, 46]. This
experiment is especially appropriate for this study, as it is supposed to model an ideal
situation in which the inflow-boundary is a fully-developed channel-flow (with a parallel,
parabolic velocity-profile), but due to experimental limitations the inflow is far from
fully-developed. In [45] the actual inflow profile is also measured, and this will be used
as a reference.
The setup and material parameters of the backward-facing step can be found in Fig-
ure 1. The Reynolds number is Re = 191 based on the step height and inflow peak
velocity [45]. The circulation length is roughly xl = 12.7. We prescribe no-slip BCs on
the lower- and upper walls and a zero pressure BC on the right-hand outflow. On the
left-hand side we consider a variety of BCs representing different states of knowledge of
the inflow condition.
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v
1,5 x1
x2
3
[mm]
Material parameters:
Kinematic viscosity ν = 0.00997 [m2/s]
Fluid density ρ = 1.0 [kg/m3]
Boundary conditions:
Upper/lower side v = (0,0) [m/s]
Step v = (0,0) [m/s]
Right side v = in [m/s]
Left side v = out [m/s]
Figure 1: Material parameters and geometry of the backward-facing step.
Due to the low Reynolds-number the flow is laminar, and therefore no turbulence
modelling is required, eliminating a potential source of modelling inadequacy which would
have been difficult to estimate and control [43]. Errors in our solutions are therefore all
due to discretization, and due to the imprecisely known inflow boundary-condition. We
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examine the effect of adding data on these two error sources. We numerically investigate:
(i) improving the accuracy of the predictions by adding data in Section 4.3; (ii) solving
the inverse problem in which the inflow BC is completely unknown and unspecified 4.4.1;
and (iii) exploiting partial, uncertain knowledge of the inflow to define the flow 4.4.2.
The discretization uses cubic RT1P3P1 elements, on two triangular meshes: a coarse
mesh with 528 nodes and a fine mesh of 8770 nodes. Results will be compared to
experimental velocity profile measurements at four downstream locations: x = 3, x = 6,
x = 9, x = 12, and the inflow plane x = −2.
4.1. Data Acquisition and Processing
Denham and Patrick [45] used a highly accurate non-invasive laser Do¨pplar anemometry
system to measure the x-component of the flow velocity vector. They report smooth, well-
resolved velocity profiles and give error estimates. The anemometry itself is described as
being accurate to 0.003 mm/s+2% of its value. In addition we obtained the data in fine,
by electronically scanning the hand-plotted graphs of [45] (the only available source), see
Figure 2. An additional inaccuracy arises in this process which we estimated to be 5%.
These values inform our choice of R. Of other experimental errors, the authors consider
3d effects to be negligible, but report the non-fully developed inflow, and a time-varying
flow-rate of 0.5% as potentially significant error sources. These errors will be accounted
for via the uncertain inflow condition.
Figure 2: Reproduction of Figure 5(c) from Denham and Patrick, 1974 [45]. Velocity profiles for a
backward-facing step at Re = 191.
For our implementation it is convenient to have measurement data (and error) avail-
able at the nodes of the finite-element mesh. For this purpose we regress the digitized
velocity profile points with a Kriging surface [47]. Kriging is a stochastic response sur-
face methodology, and as such can account for noise in data, and predict uncertainties
at reconstruction points [48, 49]. We use the capability to construct R at the FE-mesh
nodes. See Figure 3, for an example reconstruction at x = 3.0.
4.2. Error Study for the Simulation without Data
Before looking at data assimilation we investigate the performance of the numerical sim-
ulation in the absence of experimental data in order to study sources of error. Critically
14
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Figure 3: Horizontal velocity component at Re = 191, x = 3.0. Original measurements, Kriging response
mean and 3σ with assumption of 5% noise in measurements, and values interpolated at computational
nodes.
here we examine error with respect to experimental data – not with respect to a fine-
grid simulation. Therefore not only are discretization errors visible, but also modelling
inadequacy, and uncertainties in the boundary conditions and material properties [43].
We demonstrate that for a reasonably fine mesh, the inflow BC uncertainty dominates
the discretization error, and therefore is more important for correctly reproducing the
experiment, and presumably for prediction.
Firstly we consider the case of a parabolic velocity profile at the inflow boundary
(Poiseuille flow):
v = (4vmax y(h− y)/h2, 0)T (32)
where h ∈ [0, 3] is the height of the inflow and the assumed peak inflow velocity is
vmax = 1.81. In the absence of measurement data, this is the simulation practitioner’s
best-guess of the inflow condition, representing fully-developed laminar pipe-flow, see
Section 4.1.
Figure 4 shows results for the discretizations of 528 and 8770 nodes as well as the
reference solution of [45] at four x-locations. It can be seen that although the fine
grid solution gives a substantial accuracy improvement over the coarse grid, neither
approaches the experimental reference. In particular the flow reattachment location
in the experiment is at xl = 12.7, while on the fine grid it is at xl = 14.5. Further
refinement of the mesh shows no substantial change. Given that modelling inadequacy
15
is also expected to be small, we conclude that the largest part of the remaining error is
due to imprecise reproduction of the experimental conditions.
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(c) x = 9
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Figure 4: Horizontal velocity profiles. Parabolic inflow condition on a coarse and fine mesh.
From Figure 2 we see that actual the inflow profile measured in the experiment signifi-
cantly deviates from a parabola. Therefore in the following computations the inflow BC is
changed to the measured velocities from the experiment, interpolated with Kriging. The
previous computations are repeated with the new BC, and results depicted in Figure 5.
It can be seen that for the fine grid the largest part of the discrepancy is removed. The
remaining small differences can be attributed to uncertainties in the unmeasured vertical
component of the inflow velocity. The recirculation length is now predicted as xl = 13.3,
also significantly improved. The coarse grid solution remains poor — discretization error
clearly dominates here.
This demonstrates one case in which the leading-order error with respect to reality
can be discretization error or BC uncertainty, depending on the mesh. We aim now to
estimate and reduce both these types of error with the injection of measurement data
downstream of the inflow.
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(c) x = 9
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Figure 5: Horizontal velocity profiles. Inflow from experiment, coarse and fine grids.
4.3. Correcting Discretization Error with Experimental Data
For the coarse grid solution in Figure 5 we observed a discretization error which appeared
to dominate the total error with respect to reality. We examine the ability of data
injection downstream to reduce this large discretization error. Therefore, we study the
same cases as previously, with the inflow BC specified from the experiment.
The experimental data is included in the form of a velocity profile at either xd = 9
or xd = 15, see Figure 6. The former reversed flow near the wall; at the latter station
the flow in the experiment is already uni-directional. Figure 7 shows the results for the
coarse mesh without and with experimental data as well as the experimental reference
solution of [45] at x = 3, x = 6, x = 9 and x = 12.
It can be seen that at all locations a substantial reduction in the error is achieved, not
only at the location of the added data, but in the entire domain. The improvement is
most noticeable for xd = 9, 12, where the original discretization error is largest (due to
mass loss and accumulation of errors from upstream), and where the data has the most
influence. In Figure 7(c) for x = 9, and data at the same location xd = 9, we can see
the local influence of the data term. The solution is prescribed mainly by the data at
this point, and follows it closely. Note that due to the extremely coarse grid cells, the
recirculation region at this location is almost not resolved in the data set. This limits the
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improvement of the approximation of this small feature. At xd = 15 the data contains
no recirculation region, yet an improvement in the location of the maximum velocity at
all x-stations is still observed.
Experimental data locations
X
-2 -1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Figure 6: Streamlines and contours of horizontal-flow velocity for the simulation on the fine mesh, with
experimental inflow BC, and experimental data inserted at x = 9. Alternative data location at x = 15
also marked.
For the fine grid in Figure 5 there is also a defect, though in this case it is not primarily
due to discretization error. Nonetheless we apply the same procedure as for the coarse
grid, with data introduced at the same locations in the hope that this unidentified error
will be reduced, see Figure 8. Since the fine grid has more nodes in the y-direction, more
data is used, in particular the reversed-flow region at xd = 9 is resolved. Again we see
reduction in error across the full domain for data introduced at both xd = 9 and xd = 15.
This time, not only the location and strength of the peak is the benefactor, but also the
reproduction of the circulation region.
4.4. Correcting Unknown and Uncertain BCs with Experimental Data
Reducing discretization error can be achieved most readily with mesh refinement. How-
ever in Section 4.2 it was seen that for a reasonable mesh resolution, error in the inflow
BC dominated the total error balance. Such errors can not be reduced without reference
to the experiment. Consider the situation in which the inflow conditions to the compu-
tational domain are unmeasured. This frequently occurs in experiments in fluids due to
issues of measurement device access, for example, optical access in PIV.
In order to imitate this situation we consider two possible states of knowledge regarding
the horizontal inflow boundary condition. Firstly we assume absolutely no information
regarding the inflow velocity is available, secondly we assume that the inflow is known
to be roughly parabolic (as follows from basic flow theory). The experimental data is
included at x = 9, see Section 4.3. Furthermore, we assume zero vertical velocity at the
inflow in both cases. The setup and material parameters of the backward facing step at
Reynolds number of Re = 191 are the same as in the previous section.
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(b) x = 6
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(c) x = 9
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Figure 7: Horizontal velocity profiles. Coarse grid, experimental data at x = 9 or x = 15.
4.4.1. Simulation with fully unknown inflow conditions
Here we consider the situation in which we assume no information about the inflow
condition. We simply omit from the discretization all horizontal inflow BCs (weak and
strong). This type of boundary value problem is a classic inverse problem. The results
for the discretizations of 528 and 8770 nodes as well as the reference solution from the
experiment at the inflow at x = 3, x = 6 and x = 12 are depicted in Figure 9. We
leave the results at x = 9 out because they are identical to the reference solution as in
Section 4.3.
From Figure 9(a) it is clear that the procedure reproduces a physically reasonable
inflow profile, that matches roughly the reference profile from the experiment. Most of
the error is related to an overestimation of the maximum velocity and the mass flow.
Such an error could be due to the discretization losing some mass in the channel. When
solving the inverse problem the method therefore injects extra mass to account for this
loss. The closer we get to x = 9 the closer the results become to the experimental
reference solution. It can be seen that our proposed approach is capable of solving
problems with unknown BCs in a quite satisfying manner.
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(b) x = 6
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Figure 8: Horizontal velocity profiles. Fine grid, experimental data at x = 9 or x = 15.
4.4.2. Simulation with weak parabola inflow conditions
Now we try to improve on the results of the previous section by incorporating some
inexact knowledge of the horizontal inflow velocity – namely that it is roughly parabolic
with an estimated maximum velocity. We employ the parabola from Section 4.2 but
in order to accommodate the uncertainty in this assumption we include the parabolic
BC in weak form with a coefficient of ω = 0.01. The implementation of weak boundary
conditions is realized in similar form to the assimilation data term. As in the previous
section we omit the results at x = 9 and consider the results at the inflow (x = −2), and
at x = 3, 6, 12 for the fine and coarse discretizations. In Figure 10 the results for the
horizontal velocity profiles with weak parabolic inflow boundary conditions are depicted.
Looking first at Figure 10(a), we see an improvement in the quality of the velocity
profile on the fine grid at the inflow. Most noticeably, the bump present at y = 4 in
Figure 9(a) is removed. However also on the lower side of the profile, the experimental
match is slightly better, and the overall mass flow is substantially corrected. Downstream
the effect is less pronounced, and very little difference with respect to the no-BC case is
visible. Overall we see that using approximate information at the inflow in the form of
a weak BC, gives an improved solution compared to using no information there.
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(a) x = −2
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 4.5
-0.2  0  0.2  0.4  0.6  0.8  1  1.2  1.4
ve
rti
ca
l c
oo
rd
in
at
e 
x2
horizontal velocity v1, with data at x=9, without horizontal inflow bc
Approx. Reference Re=191 [DenPat1974]
Simulation Re=191: 528 nodes
Simulation Re=191: 8770 nodes
(b) x = 3
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(c) x = 6
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Figure 9: Horizontal velocity profiles. No inflow condition specified, experimental data at xd = 9.
Note that these results are contingent on a reasonable choice of the weak BC weighting.
Choosing the BC weighting too small will result the weak BC having negligible influence
on the solution (giving the results of Section 4.4.1), too large and the inflow condition
will be forced to match the (incorrect) black parabola in Figure 10(a).
5. Conclusions
It has been shown how a modified LSFEM solver, combined with experimental data can:
• Correct the effects of discretization error,
• Correct inaccurate boundary conditions,
• Approximate fully unknown inflow conditions,
at a cost no greater than that of a standard LSFEM solve. In numerical experiments on
a backward-facing step the introduction of experimental velocity profiles at one location
has substantially improved the match with the experiment both up- and downstream.
This has applications in many situations in which direct measurement of quantities of
interest is impractical, but in which measurement of related quantities are easy.
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(c) x = 6
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Figure 10: Horizontal velocity profiles. Weakly enforced parabolic inflow, experimental data at xd = 9.
The number one obstacle to the adoption of this technique in practice, for exam-
ple to augment gappy PIV data in the style of Sciacchitano et al. [3], is the limited
capabilities of current LSFEM codes. To be useful in postprocessing experiments in in-
compressible aerodynamics the method must be able to treat high Reynolds numbers,
use RANS turbulence modelling, with good boundary-layer resolution, low dissipation
and little mass-loss. It is hoped that with further numerical developments such as the in-
troduction of higher-order elements, improved first-order system choices, and local mesh
refinement [50, 51] – applications of LSFEM to fluids will become more common. The
approach described in this paper can nonetheless be employed for other physical prob-
lems where efficient LSFEM solvers already exist, e.g. in magnetohydrodynamics [52].
Furthermore the ability to assimilate experimental measurements at no additional cost,
may make LSFEM competitive in applications in which it would not be competitive as
a stand-alone solver.
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