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Characterizing river-groundwater interactions in alluvial aquifers is essential when forecasting 
the impact of river management strategies, such as river restorations, on the overall water 
resources distribution and dynamics. Therefore, the development of methods and calibration 
approaches that allow for better identification of the spatial and temporal characteristics of the 
hydraulic properties of the aquifer and the riverbed are required. Moreover, the analysis of 
commonly made assumptions, such as constant hydraulic properties of the streambed, isotropy 
of the aquifer hydraulic conductivity and steady-state calibration, is important in order to 
identify potential biases in predictions and related uncertainties. 
Chapter 1 introduces the relevant concepts and methods as well as the framework, i.e. the 3rd 
Rhône River Correction, and the purpose of the Ph.D. thesis.  
Chapter 2 presents a method that assesses the temporal variations of the hydraulic properties 
of the riverbed. The method is based on the inversion of a numerical convolution between an 
aquifer unit step response and stream stage variations. Calibrations against successive time 
series of observed water table variations allow to estimate the transience in the riverbed 
properties. A synthetic analysis demonstrated the robustness of the method and its application 
to field data pointed out the influence of climatic events on the transience in riverbed hydraulic 
properties. 
Chapter 3 aims at understanding how simplifications in modeling practice regarding horizontal 
isotropy of the aquifer hydraulic conductivity affect the estimated uncertainty of predictions. 
It is demonstrated that assuming isotropy or fixed anisotropy may cause the predictive 
uncertainty of the water table elevation to be underestimated. Then, by taking into account the 
uncertainty in aquifer anisotropy, it is shown that calibration against transient data allows to 
achieve a better estimation of the aquifer and riverbed hydraulic parameters and to reduce the 
predictive uncertainty of water table elevations. 
Chapter 4 presents the model forecasting and related uncertainty of the water table elevation 
in the area of Sion (Switzerland) in the framework of the modifications projected by the 3rd 
Rhône River Correction. Furthermore, the predictive uncertainty related to model calibration 
is complemented by scenario modeling taking into account the uncertainties in the future state 
of the Rhône riverbed hydraulic properties and geomorphologies. The results show that 
although the calibration process can significantly reduce the predictive uncertainty, the 
uncertainty in the future elevation of the water table, related to potential variations in the 
hydraulic properties of the Rhône riverbed, remains important. 
Chapter 5 summarizes the results of the studies and provides recommendations and 
perspectives regarding hydrogeological modeling approaches in general and in the framework 
of 3rd Rhône River Correction. 
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La caractérisation de l’interaction entre les rivières et les eaux souterraines pour des aquifères 
alluviaux est essentielle afin d’anticiper l’impact des stratégies de gestion de rivière, comme le 
sont les restaurations de rivières, sur l’ensemble de la ressource en eau et sur sa dynamique. 
De ce fait, le développement de méthodes et d’approches de calibration permettant une 
meilleure caractérisation et estimation des paramètres hydrauliques des aquifères et des lits de 
rivière est nécessaire. De plus, l’analyse d’hypothèses communes, telles que la constance des 
propriétés hydrauliques des lits de rivière, l’isotropie de la conductivité hydraulique de 
l’aquifère ou encore la calibration en régime permanent, est indispensable afin d’identifier des 
biais potentiels dans les prévisions et leurs incertitudes. 
Le chapitre 1 introduit les concepts pertinents, les méthodes, le cadre de recherche, c.-à-d. la 
3e Correction du Rhône, ainsi que le but de la thèse doctorale. 
Le chapitre 2 présente une méthode qui permet d’évaluer le caractère transitoire des propriétés 
hydrauliques de lits de rivière. La méthode est basée sur l’inversion d’une convolution 
numérique entre les variations de niveau de la rivière et la réponse unitaire, en terme de 
variation de la surface piézométrique, de l’aquifère. L’estimation du caractère transitoire des 
propriétés hydrauliques du lit de la rivière est obtenue par des calibrations utilisant des séries 
temporelles successives de charges hydrauliques. Une analyse synthétique a démontré la 
fiabilité de la méthode et son application à des données réelles de terrain a permis d’indiquer 
l’influence d’événements climatiques sur le caractère transitoire des propriétés hydrauliques. 
Le chapitre 3 analyse les conséquences sur l’estimation de l’incertitude de la prévision de 
l’hypothèse communément faite sur l’isotropie de la conductivité hydraulique de l’aquifère. Il 
est démontré que les présupposés sur l’isotropie de l’aquifère peuvent causer une sous-
estimation de l’incertitude des prévisions sur l’élévation de la surface piézométrique. De plus, 
il est démontré que la calibration transitoire, en comparaison à celle en régime permanent, 
permet une meilleure estimation des paramètres hydrauliques de l’aquifère et du lit de la rivière 
et ainsi de réduire l’incertitude de la prévision. 
Le chapitre 4 présente les prévisions sur l’élévation de la surface piézométrique et leurs 
incertitudes dans la région de Sion (Suisse) dans le cadre des modifications projetées par la 3e 
Correction du Rhône. Ce faisant, l’incertitude de la prévision liée à la calibration du modèle 
numérique hydrogéologique est complétée par la prise en compte, via la modélisation de 
scénarios, de l’incertitude sur les futures propriétés hydrauliques et géomorphologiques du lit 
du Rhône. Les résultats montrent que bien que le processus de calibration réduit de manière 
importante l’incertitude de la prévision, l’incertitude sur l’élévation future de la surface 
piézométrique, liée au potentielles variations des propriétés hydrauliques du lit du Rhône reste 
importante. 
Le chapitre 5 résume les résultats des études présentées, fournis des recommandations quant 
aux approches de modélisations hydrogéologiques d’une manière générale et dans le cadre de 
la 3e Correction du Rhône. 
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Since the beginning, I have been interested and motivated in doing this Ph.D. thesis because of 
its stimulating framework embracing fundamental and applied research. The present document 
synthesizes the outcomes of the research I have carried out with the objective of solving a 
specific river-groundwater management issue, raised by the 3rd Rhône River Correction 
project, as well as developing generally applicable methods. 
In doing so, the present document describes a new method of identification of the transience in 
streambed hydraulic properties that has been recently published in the journal Water Resources 
Research. In the same token, modeling and forecasting of the future water table of the Rhône 
alluvial aquifer in the area of Sion was the center of gravity for further investigations. In 
particular, analysis of the process of model calibration and predictive uncertainty for 
anisotropic alluvial aquifer using head observations has been carried out and the results are 
presented in the following chapters. Finally, the development and the calibration of a three-
dimensional transient model of the study site has been performed. The quantification of the 
predictive uncertainty through linear and scenario modeling analysis have been carried out and 
the results have been discussed in order to anticipate future site developments.  
More generally, I am delighted to mention that this exciting experience of pursuing 
fundamental and applied research was possible and, day after day, enriched through 
everybody’s experiences and contributions. At the Center for Hydrogeology and Geothermics 
of Neuchâtel, I was able to be involved in many interdisciplinary side projects and tasks: from 
providing training for bachelor and master students in geology, hydrogeology and groundwater 
modeling to managing projects concerning wetlands of national importance in Switzerland in 
collaboration with several consulting firms and cantons. This ideal framework enhanced my 
experience and opened my mind to all different aspects of environmental issues, knowledge 
sharing, and project management. 
In short, through the investigations pursued during my Ph.D. thesis and through the reading of 
hundreds of papers and books I have improved my scientific knowledge in groundwater 
modeling and river-groundwater interaction, and above all, I hope I have used it and brought 
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Providing good quality water in sufficient quantity and protecting populations and 
infrastructures from flood events are essential. In addition, holding back or reducing the eco-
environmental pressure is also important for sustainable society growth and prosperity. In 
Switzerland (Canton of Valais, Figure 1.1), the Rhône Valley groundwater is extracted mainly 
from a shallow alluvial aquifer and exploited for drinking water supplies, irrigation of 
agricultural crops and many industrial applications. Meanwhile, the Rhône River, upstream 
Lake Geneva, flowing through the valley has been, over the years, channelized and elevated 
levees constrain its dynamics, intending to protect people and infrastructures in the valley from 
flooding. However, this regulation of the Rhône River emerged as not being sustainable, both 
in terms of flood protection and in terms of preservation of ecosystems [Canton du Valais, 
2014; 2016]. Therefore, modifications of the Rhône River cross-section have been planned and 
a global analysis of the consequences of the project, namely the 3rd Rhône River Correction, 
on the groundwater and surface-water interactions, has been pursued. 
River-groundwater systems are transient and controlled by both aquifer geology and river 
hydrogeomorphology. Improving the understanding of the interactions between surface water 
and groundwater is crucial for a sustainable management of the water and ecological resources, 
as well as implementing and controlling river regulations and restorations [Fisher et al., 1998; 
Hynes, 1983; Krause et al., 2014; Ward, 1999]. The complexity of these environmental systems 
is explicitly recognized by contemporary researchers, which underline the heterogeneous, 
transient and scale-dependent nature of these systems [Partington et al., 2017; Ward et al., 
2001; Wiens, 1999; Winter et al., 1998]. Over the years, consciousness has been gained that 
integrated management of surface and ground waters is essential for the sustainable 
exploitation of our environment [Boulton and Hancock, 2006; Brunner and Simmons, 2012; 
Sophocleous, 2002; Winter et al., 1998]. Consequently, projects altering one of these systems 
components, whether surface water or groundwater, should encompass investigations of the 
consequences on the water resources as a whole.  
1.1. River regulation 
Over the last 250 years, and in much of the world (e.g. the Mississippi, the Missouri in the 
United States; the Rhine, the Danube, the Vistula in Europe), large rivers corridors have been 
subjected to important human-induced changes. Most of these man-made changes have been  
related to economic developments, such as land reclamation, navigation, fish production, or 
hydro-engineering [Antipa, 1932; Benke, 1990; Bridge and Demicco, 2008; Brookes, 1985; 
Charlton, 2008b; Duckson, 1990; Petts, 1989; Ward et al., 2001]. However, the ecosystems 
and water quality have often been negatively impacted by human development by-products. 
River channels, characterized by dynamic interaction with their alluvial plain, have been 
regulated by straightening of their courses and artificial constraints (dykes, levees, dams, 
revetments etc.) [Babinski, 1992; Dynesius and Nilsson, 1994; Hallberg et al., 1979; Nilsson 
et al., 2005; Wu, 2007] in order to protect riparian human development from flood events 
[Dister et al., 1990; Toth et al., 1993]. In Switzerland, 22 % of the watercourses (14’000 Km 
of the 65’000 Km) has undergone important modifications (Straightening, correction, 
channelization, dredging, snagging, etc.) in order to protect infrastructures, peoples, and 
agriculture from flood events and/or facilitate transportation and enable power production. 
Figure 1.2 shows the modification undergone by the Rhine River over the last century. As a 
consequence, the biodiversity associated with the natural fluvial dynamics, geomorphology 





Figure 1.1: Canton of Valais (Switzerland) and its inhabitable areas. The blue line represents the Rhône River, 
the red dots represent the major cities of the canton of Valais and the green dashed lines rectangle locates the 
study area of Sion (Swiss Atlas, Geography Institute of Lausanne University).  
The upper Rhône River (Canton of Valais) has not been an exception. The first (1863 – 1928) 
and second (1930 – 1960) Rhône River Corrections (regulations) were achieved for flood 
control and land reclamation. Along its course, the Rhône River has been channelized by dams. 
Over these periods, observation and analysis of the sedimentation and drainage capacity of the 
Rhône River showed that the delivery ratio to the Lake Geneva is about 10% of the total amount 
of sediments generated by the Rhône Valley. This value is close to the average value of 5% for 
sediment delivery ratio in large drainage basins [Walling and Webb, 1983]. Consequently, the 
constant increase of the elevation of the Rhône riverbed and the ageing and weakened by time 
embankments render less effective the protection of the valley from flooding. The recent storm 
event of October 2000 (100-year flood event), which resulted in the partial flooding of the 
valley due to a levee failure, confirmed the necessity, already ratified in the previous month by 
the Great Conseil of the Canton of Valais, of implementing modern floodplain protection. 
From an environmental point of view, the Rhône River is considered as denatured and part of 
its ecosystemic services have been severely affected. Therefore, following the 
recommendations of the Swiss Confederation [Conseil fédéral suisse, 1991, 2017] on 
watercourses alterations, the modifications defined in the 3rd Rhône River Correction project 






Figure 1.2: Changes of the Alpin Rhine geomorphology between 1855 (Dufour Map) and 1999, between Lanquart 
and Buchs [Internationalen Regierungskommission Alpenrhein, 2000]. 
1.2. River restoration 
The term “river restoration” suggests an attempt to return the river to its original condition, i.e. 
prior any alteration, regarding its physical, chemical and biological properties. However, 
Stanford et al. [1996] pointed out the limitations of this objective due, in general, to the little 
knowledge of these original conditions. In a more pragmatic sense, river restoration can be 
defined as a human intervention that creates a river corridor that is self-regulating and 
integrated within its landscape [Charlton, 2008a; Ward et al., 2001]. 
Firsts documented stream restoration projects were realized in the 1970s on small rivers and 
were focused on the rehabilitation of selected river sections and design of stream habitat for 
natural biota [Gore, 1985; Gore and Petts, 1989; Newbury and Gaboury, 1993]. Small stream 
restorations included deflectors, weirs, boulders, logs, and other woody debris [Gore and 
Shields, 1995; Shields and Smith, 1992]. These structures protect fish from high current 
velocities and predation. At the end of the 1980s, restoration projects of large rivers in 
populated areas and high channel erosion potential were initiated [De Waal et al., 1995; Gore 
and Petts, 1989; Kern, 1992]. Artificial construction of gravel bars habitats was attempted, in 
order to enhance the poor hydro-geomorphology of regulated rivers.  Some results with respect 
to increasing biodiversity could be observed. However, the sustainability of these constructions 
was impacted by erosion or sand aggradation during high flows [Miller et al., 1983].  
At the beginning of the 1990s, the first water reclamation process results, in high population 
density area, demonstrated that the negative impact of human development can be minimized 
[Douglas and McCreanor, 1990; Lelek and Köhler, 1990; Romano et al., 1992]. Kern [1992] 
proposed to restore floodplain hydrology by excavating breaches in levees at predefined river 
reaches during floods. Building new levees more distant from the river than the current levees 
can permit the flooding of defined areas, partly restoring ecological values of the floodplain 
[Bayley, 1991; Galat et al., 1998; Welcomme, 1989]. In 1992, the restoration project of the 
69 km of the Kissimmee River (Florida, United States) was authorized by the Congress and 
sponsored by the U.S. Army Corps of Engineers [Chen et al., 2016]. Meanwhile, in Europe, 
many restoration projects were planned. Amongst them, the Danube in Germany, Austria and 
Romania [Buijse et al., 2002; Kern, 1992; Schiemer et al., 1999]; the Rhône in France [Nougier 




[Simons et al., 2001; Verweij, 2017]; the Mersey in England [Bannister et al., 2005] or the 
Skjern in Denmark [Kristensena et al., 2014] can be cited. The project of the 3rd Rhône River 
Correction in the canton of Valais (Switzerland) was decided in 2000 [Canton du Valais, 2014; 
2016]. 
Currently, feedbacks of their implementations, as well as their current or projected results in 
terms of biodiversity and hyporheic zone dynamics, are being investigated [Buijse et al., 2002; 
Januschke and Verdonschot, 2016; Kristensena et al., 2014; Meuli and Edmaier, 2017; 
Wondzell et al., 2009]. In general, it could be affirmed that the success of river restoration 
projects resides in a landscape approach at the catchment scale that re-establishes functional 
processes of natural river-aquifer systems [Schiemer et al., 1999; Ward et al., 2001]. In many 
cases, this approach is technically implemented by widening the imposed cross-section of the 
river or by restoring flows inside arms [Schiemer et al., 1999]. Accordingly, the International 
Commission for the Protection of the Rhine [2001] published the flood defense action, which 
combines flood protection with ecological improvements. Finally, with growing acceptance of 
the importance of interaction between the surface water and the groundwater [European 
Commission, 2000; Sophocleous, 2002; Winter et al., 1998], river restoration entered in a new 
integrated and multidisciplinary water management framework [European Commission, 2008; 
International Commission for the Protection of the Rhine, 2001; OFEFP et al., 2003]. 
1.3. 3rd Rhône River Correction 
The term “Correction” is employed in the framework of the Rhône River management (Valais, 
Switzerland) for government supported actions of both river regulation, which modified the 
Rhône River and its alluvial plain over the last 150 years (1st and 2nd Rhône River Corrections 
[Pasche, 2002; Torrenté and Kalbermatten, 1964]) and for the combined flood protection-
restoration project that started in 2000, namely the 3rd Rhône River Correction. This 3rd major 
modification of the Rhône River consists of classical river regulation measures, such as levees 
reinforcements, and restoration oriented measures, such as river cross-sections widening. Risk 
related to flood events of the Rhône River in the valley (Overflow or dam burst), as well as the 
space necessary for the river management and the achievement of the 3rd Rhône River 
Correction’s objectives have been defined in the Sector Plan approved by the State Council of 
Valais in June 2006 [Canton du Valais, 2006]. The river correction is performed at the 
catchment scale, from the Rhône headwaters to the Lake Geneva, in order to consider every 
processes and thus to maintain flood protection and achieve ecological improvement 
[Alexander and Allan, 2007; Roni et al., 2002; Speed et al., 2016; Ward et al., 2001]. 
The 3rd Rhone River Correction project presents 3 types of measures: 
 Lowering of the riverbed in infrastructures constrained areas such as city crossing, for 
example along the crossing of the city of Sion. 
 Targeted enlargements of the river cross-section of two to three times the current width. 
These important enlargements are essential for the security of the valley during major 
flood events. Moreover, they will foster the development of specific biotopes and socio-
economic activities. 
 Safe enlargements of the river cross-section of 1.5 to 1.6 times the current width along 
the major part of its course. This enlargement corresponds to the regime width, within 
which the frequent floods occurring every 2 to 5 years, on average, do not allow the growth 






Figure 1.3: The discharge capacity of the Rhône 
River in the study zone [Canton du Valais, 2016], 
located in Figure 1.1. Blue lines represent the 
major rivers. Light Blue areas represent inundation 
zones. The red, orange and yellow lines along both 
sides of the Rhône River showed its hydraulic 
capacity: Red: inferior to Q100min; Orange:  between 
Q100min and Q100cible; Yellow: superior to Q100cible. 
Figure 1.4: 3rd Rhône River Correction measures [Canton 
du Valais, 2016]. The colored areas superimposed on the 
Rhône River are Blue: No modification; Red: Lowering 
of the riverbed; Yellow: Enlargement of the river cross-
section; Orange: Lowering and Enlargement; Green: 
Targeted Enlargement. The Orange lines represent the 
limits of the communes and the Background map is a 
hillshade of the Swiss Alti3D Digital Elevation Model. 
From a security point of view, enlargements are considered an optimal solution because of their 
robustness and their ability to discharge floodwaters with smaller water stage increases. Lower 
water stages also reduce the risk of flooding the tributaries and canals in the plain. From an 
environmental and water quality point of view, enlargements allow the formation of gravel 
bars which may promote hyporheic circulations and create new habitats [Louisoder, 2012]. 
The study area represents the priority measure of Sion-Vétroz and extends from the Lienne 
River (upstream) to the Lizerne River (downstream). The city of Sion, capital of the canton of 
Valais, constitutes a major stake in the study zone. In the present state, the Rhône River has a 
discharge capacity below the estimations for 100-years flood discharges minimum value 
Q100min and higher target value Q100cible, which is between 1120 and 1200 m
3/s in the study zone 
[GEI-MPS, 2011] (Figure 1.3). 
In the study area, the management plan [Canton du Valais, 2016] of the 3rd Rhône River 
Correction presents the 3 types of solutions aforementioned (Figure 1.4). 
 Lowering of the riverbed will mainly occur along the crossing of the city of Sion, for 
which no cross-section widening is possible due to the urbanized area.  
 Targeted enlargements are mainly located upstream of the mouths of the Borgne River 
and the Morge River. The important widening upstream of the mouth of the Borgne River 
will allow the Rhône River to deposit some of its sediments (which will be extracted) and 
thus to ensure the durability of the deepening along the crossing of Sion. 
 Safe enlargements in the rest of the area (between 80 and 90 m) provide protection against 
flooding and an enhancement of the ecological state of the reaches supported by expected 
formation of alternate bars and diversified habitats. 
Concerning the general evolution of the surrounding water table following the modifications 
of the Rhône riverbed, Rovina + Partner AG [2009] has estimated that lowering the Rhône 
River stage will lead to a lowering of the surrounding water table. Lowering of the water table 





Table 1.1: Overview of possible negative consequences following variations of the water table. 
Increase of water table Decrease of water table 
- Water infiltration in underground 
infrastructures and facilities. 
- Ground surfaces flooding. 
- Asphyxia of plants roots. 
- Deterioration of the water quality due to 
the leaching of contaminated sites. 
- Land subsidence/settlement.  
- Decreased efficiency or drying up of wells. 
- Reduction of water in streams, irrigation 
channels, and lakes. 
- Decreased humidity of the shallow 
subsurface (impact on wetlands and crops). 
The decrease in pore-water pressure results in equivalent increases in effective stress which 
may lead to the compression and settlement of soils, wall cracks and ground fissures [Budhu, 
2011; Conway, 2016; Galloway and Burbey, 2011; GéoVal Ingénieurs-Géologues SA, 2010; 
Li et al., 2014]. In the alluvial dejection cones areas, such as the dejection cone of the Borgne 
River (Figure 1.3), the predominance of coarser materials makes the ground less sensitive to 
changes in the water table. Conversely, the Vissigen area (neighborhood of the city of Sion) is 
constituted of fine-grained soils that may present a risk. However, GéoVal Ingénieurs-
Géologues SA [2010] has estimated that a lowering of the water table would not have a 
detrimental effect on the building. Nevertheless, if not anticipated, both decrease and increase 
of the water table elevation can cause substantial damage to underground and surface 
structures, crops, water facilities and communication channels (Table 1.1). 
Water table lowering is of particular concern, as recovering groundwater and treating land 
subsidence through artificial recharge can be a difficult task. Furthermore, modifications of the 
groundwater flow and water table elevation in the presence of contaminated sites can affect the 
quality of water through leaching of chemical components into the groundwater. In order to 
anticipate the aforementioned situations, the forecast of the future water table elevation based 
on sound analysis and modeling of the interaction between the river and its alluvial aquifer is 
necessary.  
1.4. State of the art of river and alluvial aquifer interaction 
conceptualization 
Over the last 30 years, interest in the interaction between surface water and groundwater as 
well as the recognition of its importance in sustainable water resources management have 
continuously gained in significance [Fleckenstein et al., 2010; Sophocleous, 2002; Winter et 
al., 1998; Woessner, 2000]. Legal guidelines, such as the EU Water Framework Directive – 
integrated river basin management for Europe, followed this unifying approach [European 
Parliament, 2000]. Similarly, in Switzerland, the federal law on water protection [Conseil 
fédéral suisse, 1991, 2017] stipulates that “the interactions between surface water and 
groundwater shall be maintained as much as possible” (Art. 37 2-b). 
Kalbus et al. [2006] published a comprehensive review of the different methods used to 
estimate surface water-groundwater interactions. More recently, Fleckenstein et al. [2010] put 
forward the advances and novelties in measurement methods. Seepage meters and natural 
tracers (e.g. heat) are used extensively for estimation of water fluxes at the interface between 
a surface water body and the underlying aquifer [Cook et al., 2008; Landon et al., 2001; 





Figure 1.5: A schematized cross-section of gaining and losing river aquifer system. In a gaining stream, the 
groundwater infiltrates the stream and conversely for a losing stream (Figures from Winter et al., [1998]). 
The recent development of distributed temperature sensing has allowed acquisition of data at 
increased spatial and temporal resolutions [Mwakanyamale et al., 2012; Slater et al., 2010; 
Westhoff et al., 2010]. Physical (laboratory flume systems) and numerical (Coupled surface 
water-groundwater process based codes) modeling have allowed analyzing the influence of 
surface water bodies hydro-geomorphology [Cardenas, 2010; Fox et al., 2014; Fox et al., 2016; 
Trauth et al., 2015]. In the next paragraphs, the components (aquifer, river, and riverbed) and 
interactions (hyporheic zone) of the surface water and groundwater bodies are succinctly 
described in the context of river-alluvial aquifer systems. 
Alluvial aquifers are natural water-bearing aggregations of sediments composed of gravel, 
sand, silt, and clay. Sedimentological processes, influenced by river dynamics, structure 
alluvial aquifers by laying material in their channel and on their floodplain [Partington et al., 
2017]. The river flowing across the aquifer can exfiltrate (gaining stream) or infiltrate (losing 
stream, connected or disconnected) the groundwater (Figure 1.5). Due to the influence of river 
hydrodynamic on sediment deposits, alluvial aquifers can present significant degrees of 
anisotropy both horizontally and vertically. Also, alluvial aquifers constitute major water 
resources due to their favorable hydraulic properties, shallowness and recharge that endowed 
them with the ability to yield large amounts of groundwater. When hydraulically connected 
with surface water (rivers, lakes), quantitative or qualitative variations of water resources or 
hydraulics properties of one of the system components, surface water or groundwater system, 
may affect the whole water resources [Winter et al., 1998]. 
River flow results from inland precipitation drainage through overland flow (over the land 
surface), interflow (Vadose zone component of river flow) and baseflow (Groundwater 
component of river flow). These components are dependent on the size, geometry and nature 
of the drained areas and on the weather conditions. Consequently, an increase of the river stage 
can be caused by rain in the river watershed or by ice/snow melt due to warmer temperatures. 
Groundwater flow is recharged by water from precipitations that infiltrate the subsurface and 
percolate through the vadose zone (soil moisture) until the water table (pressure head equal to 





Figure 1.6: Schematized hyporheic zone and exchange fluxes [Alley et al., 2002]. 
For losing streams, water from the river infiltrates the aquifer through the riverbed. This 
infiltration can occur under saturated or unsaturated conditions [Brunner et al., 2009, 2011] 
(Figure 1.5) and is influenced by the heterogeneity of the streambed hydraulic properties 
[Irvine et al., 2012, 2015; Schilling et al., 2017]. Variations of the river stage can saturate or 
desaturate the part of the aquifer adjacent to the riverbank by infiltration of water from the 
stream into the unsaturated part of the riverbanks (riverbank storage). The decrease of the river 
stage causes the stored water to return to the river flow. Rapid increases in the river stage are 
usually caused by storm precipitations; rapid snow melts; or, as it is the case in the study area, 
releases of water from upstream reservoirs used to generate electricity, also called 
hydropeaking. Resulting from the interaction between groundwater and surface water, a 
particular zone adjacent to the river is referred to as the hyporheic zone (Figure 1.6) [Ward, 
2016]. 
The definition of the hyporheic zone varies from hydraulic, biologic or chemical perspectives. 
However, based on the local origin of the water, it can be defined as the zone of mixing between 
river water and groundwater. This zone is commonly maintained by the flow of river water 
through a relatively short portion of its adjacent banks and bed [Winter et al., 1998].  The 
hyporheic zone is generally characterized by an enhanced biogeochemical activity [Boano et 
al., 2010; Boano et al., 2014; Briggs et al., 2014]. The geometry and the dynamics of the 
hyporheic zone are affected by both the hydraulic regime of the river and the hydro-
geomorphological properties of the riverbed. 
The riverbed controls the interaction between river water and groundwater [Constantz, 2016; 
Partington et al., 2017; Sujay et al., 2017] (Figure 1.7). The riverbed can be defined by its 
hydraulic properties and its geomorphology. Both will influence the interaction between the 






Figure 1.7: Schematized longitudinal section of the river aquifer system (left) and related erosion/deposition of 
riverbed sediments (right). Sedimentological processes affecting the very top of the riverbed are designed as 
external erosion/deposition and those penetrating the riverbed are designed as internal erosion/deposition 
[Partington et al. 2017]. 
In a natural state, channel geomorphology and hydraulic properties are evolving according to 
the capacity of the river flow to erode its substratum and to deposit its sediment load 
(Figure 1.7, [de Almeida and Rodriguez, 2011; Dong et al., 2012; Partington et al., 2017; 
Schalchli, 1992]). These complex erosion/deposition processes, related to the river dynamics, 
are often transient [Fette et al., 2005; Genereux et al., 2008; Hatch et al., 2010]. River geometry 
can reach a pseudo-steady state when the stream is able to develop a channel, which is able to 
carry its normal flow, or when fixed and maintained human-made limits are imposed. However, 
riverbed hydraulic properties can still be highly transient according to river sediment load and 
climatic events [Gianni et al., 2016; Levy et al., 2011; Wu et al., 2015]. Nevertheless, natural 
channels can exhibit different morphologies and channel transformations can be dramatic in 
response to changes in discharge and sediment load. In temperate environments, it is bankfull 
discharges, for which the channel is completely filled [Knighton, 1998], occurring with 1- to 
2-years frequency that are the main agents that shape channels and determine stream 
morphology [Andrews, 1980; Carling, 1988; Heritage et al., 2001; Leopold and Wolman, 
1957; Wolman and Miller, 1960]. In the case of regulated rivers for which levees constrain 
laterally the river flow, as it is the case for the Rhône River, the streambed section, constantly 
flooded, do not show diversified morphology, due to the insufficient width of the cross-section, 
and the bottom of the riverbed is relatively flat. However, widening of its cross-section, as it is 
planned by the 3rd Rhône River Correction project, is expected to generate, over the time, a 
riverbed composed of alternate bars, as it is the case, for example, for reaches of the Rhine 






Figure 1.8: The Rhine River between Triessen and Buchs, (Left) and next to Feldkirch (Right), Switzerland. 
Bars are accumulations of sediment within the channel. Adjacent to these bars the flowing 
cross-section is deepened, i.e. pools, and the transition between each bar is marked by a step 
or riffle. More explicitly, pools are depressions in the riverbed, and riffles are areas of relatively 
shallow and fast flow [Charlton, 2008c]. In the context of the 3rd Rhône River Correction, 
assessment of the consequences of the project on the groundwater must take into account the 
hydraulic properties of the alluvial aquifer, those of the riverbed, including its morphology and 
transience. Also, the limitation of the current methods for streambed hydraulic properties 
estimation, such as seepage meters, permeameters or laboratory measurements [Landon et al., 
2001; Rosenberry and Pitlick, 2009; Rosenberry et al., 2008], which have the disadvantage of 
yielding only point values, being time-consuming, expensive and not possible in large rivers 
can be pointed out. 
Therefore, a method based on hydraulic variations of the river and aquifer that would provide 
an estimation of the hydraulic properties of the riverbed, which is a key component in the 
interaction between rivers and aquifers, would be valuable. Moreover, being based on 
hydraulic heads that can easily be measured continuously, this approach could support the 
identification of transience in the riverbed hydraulic properties. Furthermore, the influence and 
possible bias in predictive uncertainty caused by not taking into account the potential 
uncertainty in the value of the horizontal anisotropy of alluvial aquifers has not been 
investigated. Therefore, using analytic and numerical approaches the present work will tend to 
fill these gaps.  
1.5. Hydrogeological modeling 
Qualitative and quantitative analysis of groundwater dynamics in river-alluvial aquifer systems 
is essential to anticipate consequences of climate change and human activities. 
Hydrogeological processes occur across a vast range of spatiotemporal scales. Moreover, we 
cannot completely know head distribution in space and time, thus hydrogeological models are 
fundamental tools to synthesize the current knowledge in a quantitative framework and to 




processes. Whether it is to model a real system, which will undergo new a management strategy 
or to simulate processes in a hypothetical system, models help to assess and demonstrate if a 
particular management strategy could lead to particular unwanted consequences [Anderson et 
al., 2015]. In summary, hydrogeological models can be used for synthesizing information; 
conceptualizing and understanding groundwater systems; the estimation of parameters and 
related uncertainties; the understanding of present hydrogeological states; and the prediction 
of future ones. Two main types of mathematical models exist: analytical and numerical models. 
Analytical models provide closed-form solutions. They can be solved rapidly using hand 
calculator or computer program [MATLAB, 2014] for the dependent variable. In the study of 
the Rhône riverbed transience (Chapter 2), a method based on an analytical model has been 
developed for a rapid identification of riverbed conductance variations. However, analytical 
models require generally a high level of simplification of the real world and caution must be 
taken to ensure that these simplifications do not significantly bias the predictions. 
Numerical models allow simulating complex spatiotemporal conditions, i.e. complex 
geometries, hydrologic stresses, system parameterization and parameters transience, thanks to 
the flexibility provided by finite-difference and finite-element methods (Chapter 3 and 
Chapter 4). Hydrogeological numerical models calculate the water table elevation at every 
nodes of the designed mesh according to the imposed parameters in a broad sense, i.e. material 
properties, hydraulic stresses (surface water and groundwater) and boundaries geometry. Those 
parameters can be estimated from the distribution of the water table elevations. This process is 
called inversion (manual history matching or automated parameters estimation) and is an 
essential step for the support of model forecasting [Wang and Anderson, 1995]. This topic will 
be discussed later in this section. 
Physically based models [Brunner and Simmons, 2012], such as FEFLOW, developed by DHI 
[Diersch, 2014], or HydroGeoSphere, developed by Aquanty, use mathematical 
representations of natural processes to calculate the groundwater fluxes 𝑞 and heads ℎ within 
the model domain. Groundwater flow is controlled by the gradient of heads that set water into 
motion from high hydraulic heads to lower hydraulic heads, and the hydraulic conductivity 𝐾 
of the media in which the water is flowing that regulate the intensity of the flow. The governing 
equation, derived from groundwater flow (Darcy’s law [Darcy, 1856]) through a representative 
elementary volume, which characterizes the transient (time 𝑡) hydrogeological process for a 
confined (specific storage 𝑆𝑠 [-]) aquifer in a three-dimensional Cartesian coordinate system 


















where 𝑊 is a source/sink term, 𝑞𝑥, 𝑞𝑦 and 𝑞𝑧 are the groundwater flux along the axes 𝑥, 𝑦 and 𝑧 
respectively (in equation 1.2 the subscript 𝑖 can be replaced by 𝑥, 𝑦 or 𝑧) and 𝜕 is the partial 
derivative notation. For steady state systems, equation 1.1 is simplified by setting  𝜕ℎ/𝜕𝑡 = 0, 
thus the right member is equal to 0. For two-dimensional systems, the 𝑧 axes is dropped and 
thus equation 1.1 is simplified by setting  𝜕𝑞𝑧/𝜕𝑧 = 0. When the aquifer is unconfined, the 
specific storage is replaced by the specific yield 𝑆𝑦. To solve these equations at each node of 
the mesh, the numerical model requires boundary conditions, i.e. specified values of heads or 
fluxes around or inside the model domain. For a transient simulation (time-dependent) initial 
heads distribution (at the beginning of the simulation) are also required. 
Generally, prior to the use of a numerical model as a predictor of future system states, it is 




reproduces historical data, i.e. observations and measurements done in the past, for example, 
the water table elevation in different piezometers located in the model domain and at a certain 
time. When errors between simulated and observed values are deemed too high, the model 
parameters, that the modeler assumed to be responsible for these discrepancies, are changed in 
order to decrease these errors. The values that a parameter is allowed to take during the 
calibration process are limited by the modeler according to his/her expert knowledge (range of 
values that the modeler consider acceptable for a certain parameter, according to his/her 
knowledge of the study site). Finally, the model is considered to be calibrated when it is given 
a set of parameters that satisfies both historical measurements and expert knowledge. However, 
based on Bayes theory, the uncertainty in the values of the parameters that have been estimated 
through the calibration process, and thus in predictions made by the model, remains: 
𝑓(𝑘|ℎ) =
𝑓(ℎ|𝑘) . 𝑓𝑘




where 𝑓(𝑘|ℎ) is, in term of calibration process, the posterior probability density function of the 
estimated model parameter set 𝑘 (i.e. all parameters values estimated during the calibration 
process are represented in the vector 𝑘) and in Bayesian terms, it is the conditional probability 
density function of  𝑘 based on the observation data set ℎ. 𝑓𝑘 is the prior probability density 
function of 𝑘 which express expert knowledge and 𝑓(ℎ|𝑘) is the likelihood function or the 
probability density function of the observation dataset ℎ based on the values of the parameter 
set 𝑘. In the context of the calibration process, this term is related to the probability distribution 
of the measurement error of the observed values. Bayes equation 1.3 demonstrates that 
uncertainties are present before and after the calibration process and that decrease of these 
uncertainties may or may not be significant. Therefore, the success of a calibration process is 
not defined solely by the decrease of the discrepancies between simulated and observed values 
but also by the reduction of the uncertainties of the estimated parameters and predictions in 
question. 
In hydrogeological modeling, uncertainties are resulting from several factors. Errors in 
measurements used as calibration data are one obvious factor. Sensitivity analysis can delineate 
this uncertainty when the measurement error is defined. However, another source of 
uncertainty is related to the model structural error. The selection of a particular code, process 
and the definition of the parameter set, qualitatively (parameters that are included or not in the 
model) and quantitatively (spatial distribution of the parameters) can generate an important 
source of error that cannot always be fully evaluated, but that should be taken into account. 
Finally, errors in model prediction can be influenced by the uncertainty in future conditions, 
such as hydraulic stresses and variations in the hydrogeological properties of the system. 
Predictions using scenario modeling approaches can frame this uncertainty. Nevertheless, 
limitations in the estimation of the uncertainty remain with so-called “Unknown unknowns” 
that represent unanticipated future stresses and properties variations.  
In the present work, the modeling strategy has been defined following the guidelines of 
Anderson et al. [2015] and the calibration and uncertainty analysis were realized using the 
theory and codes developed by Doherty [2015]. The calibration approach is based on gradient 
method (Gauss-Levenberg-Marquardt) and tends to minimize an objective function defined as 
the sum of squared weighted errors between simulated and observed values. Non-uniqueness 
due to ill-posed problems, characterized by the fact that calibration data can be matched with 
simulated data generated using different values for the estimated parameters, is tackled using 
regularization methods. The regularization approaches employed are based on parameters 
combinations achieved through singular value decomposition (Reduction of the number of 
parameters) and the addition of expert knowledge and parameter constraints achieved through 




(Jacobian matrix) calculated for the temporary linearization of the problem and the probability 
distributions of measurement noise and parameters values expressed by covariance matrices 
(assuming Gaussian distribution) are employed for pre- and post-calibration parameter and 
forecast linear uncertainty and error analysis. 
In a nutshell, for complex natural systems, numerical models are indispensable tools to assess 
variations of the water table and their associated uncertainties overall the study area. In the 
framework of the 3rd Rhône River Correction two-dimensional steady-state isotropic models 
have been built [Glenz, 2013]. However, as suggested in the previous section, rivers associated 
to alluvial aquifers are subject to transience in the hydraulic properties of their riverbeds. 
Furthermore, vertical gradients generated by partially penetrating hydraulic features, such as 
the Rhône River, its tributaries and the drainage network should be considered regarding the 
design of the numerical model. Finally, the surrounding alluvial aquifer can be subjected to a 
horizontal anisotropy of its hydraulic conductivity that may control the water table elevation 
distribution and dynamics throughout the domain. Previous approaches did not consider these 
issues. It is therefore essential to explore them and to assess their importance and influence in 
the context of river-alluvial aquifer model prediction and more specifically for the project of 
the 3rd Rhône River Correction. In order to investigate these issues, the Cantonal Office for the 
Rhône River Construction (OCCR3) supported the present work in the framework of the 3rd 
Rhône River Correction in the priority area of Sion-Vétroz (Mandate MR0565).   
1.6. Structure of the thesis 
The present work aims at analyzing the Influence of fluvial morphology on the interaction 
between surface water and groundwater: 3rd Rhône Correction in Sion (the title of the mandate 
MR0565). 
Therefore, the framework of the research, i.e. the 3rd Rhône River Correction, has been defined 
as being an investigation of the surface water and groundwater interaction in the case of an 
alluvial aquifer, i.e. the Rhône River alluvial aquifer. Also, the influence of the fluvial 
morphology is understood as the hydrogeological and morphological properties of the riverbed 
and their influences on groundwater. In line with the objectives of the project of the 3rd Rhône 
River Correction, the focus of the research is on the impact of the Rhône River stage alterations 
on the water table elevation in the alluvial aquifer surrounding the river in the area of Sion. 
Finally, as introduced in the previous section, research has been carried out using analytical 
and numerical modeling approaches based on current and projected hydraulic and 
geomorphologic properties of the Rhône River. 
From the above description and decomposition of the project aims, the problem has been 
decomposed into three axes, corresponding to the following Chapters 2 to 4: 
 A new method, based on the inversion of a convolution using an analytical formula, is 
developed in order to identify transience in the riverbed conductance. The required 
dataset is comprised of variations of the river stage and water table. 
 The bias in model predictive uncertainty introduced by not taking into account potential 
uncertainty in the value of the horizontal anisotropy of alluvial aquifers during the 
calibration process is assessed. Parameters identifiability and reduction of the predictive 
uncertainty using steady-state and transient calibrations are then investigated. 
 These investigations are followed by the actual modeling, calibration, and prediction of 
the water table elevation for the area of Sion. The predictive uncertainty is calculated 
using linear uncertainty analysis based on the model calibration and using scenario 
modeling based on different hydraulic and geomorphologic (alternate bars) properties 
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2. Rapid identification of transience in streambed 
conductance by inversion of floodwave responses 
Abstract 
Streambed conductance controls the interaction between surface water and groundwater. 
However, the streambed conductance is often subject to transience. Directly measuring 
hydraulic properties in a river yields only point values, is time-consuming and therefore not 
suited to detect transience of physical properties. Here, we present a method to monitor 
continuously the transience in streambed conductance. Input data are time series of stream 
stage and near stream groundwater hydraulic head. The method is based on the inversion of 
floodwave responses. The analytical model consists of three parameters: x, the distance 
between the streambank and an observation well, α, the aquifer diffusivity, and a the retardation 
coefficient that is inversely proportional to the streambed conductance. Estimation of a is 
carried out over successive time windows in order to identify transience in streambed 
conductance. The method is tested using synthetic data and is applied to field data from the 
Rhône River and its alluvial aquifer (Switzerland). The synthetic analysis demonstrated the 
robustness of the proposed approach. Application of the method to the field data allowed 
identifying transience in streambed properties, following flood events in the Rhône River. This 
method requires transience in the surface water, and the river should not change its width 
significantly with a rising water level. If these conditions are fulfilled, this method allows for 
a rapid and effective identification of transience in streambed conductance. 
 
This chapter has been published in Water Resources Research (Online since 5 February 2016): 
Gianni, G., J. Richon, P. Perrochet, A. Vogel, and P. Brunner (2016), Rapid identification of 






River-aquifer exchanges have been the focus of much research, due to its importance in water 
quality and quantity management, e.g. river bank filtration systems [Hiscock and Grischek, 
2002], river restorations  [Kurth and Schirmer, 2014] or contaminant transport across the 
interface between surface water and groundwater [Smith and Lerner, 2008]. One of the key 
factors that controls river-groundwater interactions is the streambed [Sophocleous, 2002; 
Winter et al., 1998]. The streambed composition is continuously affected by sedimentation and 
erosion [Coleman, 1969; Droppo and Stone, 1994; Frostick et al., 1984; Fryirs and Gore, 
2013; Levy et al., 2011; Lisle, 1989; Schalchli, 1992], chemical [Du et al., 2013; Smith and 
Lerner, 2008] and biological processes [Wang et al., 2014]. These processes affecting the 
streambed cause variations in its hydraulic properties, such as its hydraulic conductivity, 
thickness and heterogeneity [Irvine et al., 2012; Kalbus et al., 2009; Levy et al., 2011; Simpson 
and Meixner, 2012].  
Changes of up to two orders of magnitude of the streambed hydraulic conductivity after flood 
events have been documented in field studies [Fette et al., 2005; Genereux et al., 2008; Hatch 
et al., 2010; Wu et al., 2015]. Such changes significantly affect the exchange fluxes between 
the surface and the groundwater domains. If this transience is not taken into account, 
predictions on exchange fluxes will be unreliable. For example, numerical models simulating 
the interactions between surface water and groundwater typically assume streambed 
conductance to be constant. If streambed properties are transient, however, this assumption 
will cause a systematic bias to model predictions. It is therefore critical to understand if the 
system modeled is subject to such transience.  
Several approaches to measure streambed hydraulic conductivity are commonly used, e.g. 
seepage meters [Rosenberry, 2008; Woessner and Sullivan, 1984], permeameters [Landon et 
al., 2001; Lee et al., 2015], laboratory measurements of streambed samples [Rosenberry and 
Pitlick, 2009b; Schalchli, 1992], thermal methods [Hatch et al., 2010; Mutiti and Levy, 2010]. 
More recently, reach scale evaluation of the streambed hydraulic conductivity based on 
streamflow-front velocities has been proposed by Shanafield et al. [2014]. However, all of 
these methods are time-consuming. Also, the high degree of heterogeneity typically found in 
streambeds [Calver, 2001] makes extrapolation of the average hydraulic conductivity of the 
riverbed from point measurements questionable. Given the difficulty of directly measuring 
hydraulic properties of a streambed, detecting transience in these properties is even more 
challenging.   
We present a method, requiring only stream stage and near stream water table time series, that, 
under given conditions, allows identifying transience in streambed hydraulic properties, 
specifically the streambed conductance. The method is based on a succession of inversion of 
an analytical model [Ha et al., 2007; M K Jha and Singh, 2014; M K Jha et al., 2008; Reynolds, 
1987], i.e., floodwave response model [Hall and Moench, 1972; M K Jha et al., 2004], that 
calculate the aquifer response, in terms of hydraulic heads, to stream stage variations.  The 
approach allows estimating the retardation coefficient of the streambed [Hall and Moench, 
1972; Hantush, 1965], which is inversely proportional to the streambed conductance. We show 
that estimating this parameter for successive time steps allows detecting changes in the 
streambed conductance. The approach is tested using synthetic data and field data from the 




Figure 2.1: Sketch of the mathematical model describing the propagation of head h(x,t) that represents the aquifer 
response to a unit step increase of the stream stage along with the initial and boundary conditions, equations 2.2 
to 2.4. Ka is the aquifer hydraulic conductivity, K is the streambed hydraulic conductivity, d is the streambed 
thickness, and x is the distance between the streambed and the observation well. The stream is considered fully 
penetrating and is separated from the aquifer by a homogeneous vertical layer. 
2.2. Methods 
2.2.1. Overview 
This approach is based on the response of an aquifer to transience in the river stage. The 
required input data and parameters are: continuous stream stage and riparian water table time 
series; the distance of the observation well to the streambank and the diffusivity of the aquifer. 
The method consists of three iterative steps: 1) the floodwave response is calculated using a 
convolution between an aquifer unit step response and stream stage variations; 2) the 
discrepancies between simulated aquifer responses and field observations are minimized 
through estimation of the streambed retardation coefficient; 3) the inversion is repeated for 
successive time windows in order to detect variations in the estimated retardation coefficient 
and thus in the streambed conductance. 
2.2.2. Floodwave response model 
The variation of hydraulic heads h [L] in one dimension along the distance x [L] and time t [T] 








where α [L2 T-1] is the hydraulic diffusivity, expressed by the ratio Kada/S where Ka [L T-1] is 
the hydraulic conductivity of the aquifer, da [L] the thickness of the aquifer and S [-] the 
storativity. Figure 2.1 illustrates the conceptual model used to develop and solve equation 2.1 
in order to calculate the aquifer response to variations of stream stage. This requires an initial 
condition (equation 2.2) and boundary conditions (equations 2.3 and 2.4). These equations 
represent the hydraulic head variations of an aquifer of infinite horizontal extent to a step 
variation of stream stage. It is assumed that the initial hydraulic head throughout the aquifer 
and stream stage is equal to 0, and that a streambed, with hydraulic properties different to the 
aquifer, is present:   
ℎ(𝑥, 0) =  0 2.2 










 (ℎ(0, 𝑡) −  𝐹(𝑡)) 
2.4 
where F(t) [L] represents the stream stage and is equal to 1 after a unit step variation. a [L] is 
the retardation coefficient and represents the effective thickness of aquifer required to cause 
the same head loss as the streambed layer [Hantush, 1965]. a is expressed by dKa/K, where d  
[L] is the thickness of the streambed and K [L T-1] the hydraulic conductivity of the streambed. 
The retardation coefficient is inversely proportional to the streambed conductance per square 
meter C [T-1], defined as K/d [Hantush, 1965; Kollet and Zlotnik, 2007]. The distance x 
represents the distance from the streambank. The analytical solution of equation 2.1 along 
with equations 2.2 to 2.4 is given by [Carslaw and Jaeger, 1959; Hall and Moench, 1972]: 
ℎ(𝑥, 𝑡) = erfc (
𝑥
2√𝛼𝑡













where erfc and exp are the complementary error function and the exponential function. The 
variable x represents the distance from the outer edge of the streambank along the x-axis. In 
practice, x represents the distance to the streambank of a vertical observation well from which 
water table time series are recorded.  
Only three parameters are used in equation 2.5: the distance between the observation well and 
the streambank x, the diffusivity of the aquifer α, and the retardation coefficient a. The first 
term on the right-hand side of equation 2.5 represents the aquifer response without a clogging 
layer. The second term represents the effect of the streambed on the aquifer response. Increase 
in the value of a will increase the head loss generated by the streambed. 
Using the analytical solution equation 2.5, referred from now on as P(x,t), Hall and Moench 
[1972] presented a convolution method to solve aquifer response to any stream stage variations. 
Assuming F(0) = 0, the piezometric level h(x,t) is calculated using the convolution product: 
ℎ(𝑥, 𝑡) =  ∫ 𝐹′(𝜏) 𝑃(𝑥, 𝑡 − 𝜏) 𝑑𝜏
𝑡
0
  2.6 
where F’(t) is the stream stage change and τ is the variable of integration. The discrete form of 
equation 2.6 is used from here on to numerically compute the aquifer response to stream stage 
variations. The influence of the numerous simplifying assumptions on the applicability and 
reliability of the proposed method to identify streambed transience will be discussed in the 
section Discussion 2.5.     
2.2.3. Retardation coefficient estimation 
The retardation coefficient a can be estimated using parameter estimation approaches which 
minimize the Sum of Squared Error between observed and calculated heads (SSE): 
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where m is the number of hydraulic head observations H, while h represents the calculated head 
for a given time step i. We used a gradient descent algorithm based on the variation of 
equation 2.7 with a termination criterion consisting of a minimum residual of estimated a 




Figure 2.2: Schematic graphics (No unit scales) of the Parameter Optimization Window (POW) parameters: Size 
and Shift. The Size of the POW [T] is the length of time for which each estimation process is pursued (i.e. the 
length of the rectangles). The Shift of the POW [T] is the time separating the beginning of two successive POW 
(i.e. the distance, along the Time-axis, between the beginnings of two successive rectangles) . Within each POW 
the estimated retardation coefficient a is assumed constant and the inversion process estimates its value by 
minimizing the SSE between field and simulated hydraulic heads. 
In order to detect transience in the retardation coefficient, the available time series of field data 
are subdivided into successive and partially overlapping time intervals (time windows), 
referred to as Parameter Optimization Window (POW), because an Optimization of the 
Parameter a is pursued within each Window. Figure 2.2 illustrates the two parameters of the 
POW: the size [T] and the shift [T]. Within each POW, the retardation coefficient a is assumed 
to be constant and is estimated using stream stages and hydraulic heads time series contained 
in the POW. Therefore, the size of the POW determines the number of observations used during 
each inversion and the shift determines the total number of inversions and thus the number of 
estimations of the parameter a within the study period. The sensitivity of the estimation to the 
POW size has been explored and is presented in the next section. The entire approach including 
the convolution and parameter estimation was implemented in MATLAB [2014]. 
2.3. Synthetic data analysis and sensitivity to the POW 
2.3.1. Model setup 
Using numerical modeling we tested (1) if the method can detect transience in the streambed 
conductance and (2) the sensitivity of the results to the POW size. First, synthetic data have 
been generated using the numerical simulator HydroGeoSphere [2013]. During the simulation, 
the streambed conductance was varied by changing the hydraulic conductivity of the streambed 
in time, and the groundwater responses to stream stage variations are calculated. Then the 
retardation coefficient a is estimated using the simulated heads. Finally, the estimated and 




Figure 2.3: (a) Transience in streambed conductance. (b) The stream stage input function (sinusoid of period 1 
day, magnitude 1 m and damping factor of 0) and the groundwater response at 20 m from the streambank. The 
relation between the magnitude of the aquifer response and the value of the streambed conductance is clearly 
observable. 
The model geometry is similar to the mathematical model in Figure 2.1, but of limited 
horizontal extent (500 m wide). The depth of the cross-section is 50 m. The initial condition is 
a hydrostatic head of 52 m throughout the entire model domain. The head condition imposed 
on the left side (river side) starts with a value of 52 m (initial condition) and varies between 
51 m and 53 m in order to represent stream stage dynamics. The variations are generated using 
a sinusoidal function of period 1 day and magnitude of 1 m (Figure 2.3b). On the opposite 
side, (right side at 500 m from the river side) a constant head boundary of 52 m is fixed 
throughout the entire simulation. The bottom and top sides of the model are no flow boundaries. 
The aquifer has a homogeneous hydraulic conductivity Ka, of 1 md
-1 and a specific storage Ss 
of 10-4 m-1, the porous media is fully saturated and confined. The horizontal streambed 
thickness, d, is 1 m, thus the streambed conductance C, is 1 d-1. In order to represent clogging 
and unclogging processes, the streambed conductance C varies exponentially from 0.1 to 
0.001 md-1 over 30 days. At the end of the 30th day, C is steeply raised from 0.001 to 0.1 md-1 
within 0.01 day (around 15 min), simulating a fast unclogging of the streambed (e.g. erosion 
by flood event or excavation in the streambed). Then the same exponential decrease is repeated 
a second time over another period of 30 days. Figure 2.3a shows the imposed C over the 60 
days. The time series of the stream stage and hydraulic head variations at 20 m from the 
streambank constitute the input data. The method is tested for different POW sizes: 1 day; 5 
days; 10 days. The POW shift is 1 hour. A residual value between two successive estimations 
of a of 0.1 m is used as termination criterion. 
2.3.2. Results of the synthetic data analysis 
Figure 2.4 shows the imposed and estimated variations of the retardation coefficient. The 
retardation coefficient a is estimated and the corresponding C value is calculated according to 
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known Ka value. In the same way values of a in the forward simulation are calculated then 
compared to the estimated values of a. In Figure 2.4b, 2.4c and 2.4d, the ratio Estimated C to 
Imposed C is represented in order to monitor the accuracy of the estimation process. 
Continuous variations of the streambed conductance are detected for the different POW 
(Figure 2.4b, 2.4c, and 2.4d). According to the size of the POW, the estimation of a was carried 
out between the 3rd and 57th day, and between the 5th and the 55th day for the POW sizes of 5 
days and 10 days respectively. 
For the three POW sizes, the value of a between the 1st and the 25th day are well estimated (i.e., 
between 50% and 150% of the imposed values). The same applies to the timespan between the 
35th and the 55th day. Between the 25th and 35th day the accuracy of the estimation of a differs 
for the different POW sizes. For an increasing POW size, larger mismatches between estimated 
and imposed conductances can be observed (i.e., under 50% or over 150% of the imposed 
value). The bias in the estimation of a appears when the POW includes hydraulic heads from 
before or after the sharp change of the imposed C on the 30th day. The highest error is made 
when the POW is centered on the sharp decrease of C (500% of the imposed C). Moreover, the 
beginning of the decrease appears 5 days and 10 days too early for the POW sizes of 5 days 
and 10 days respectively. It appears that the estimation of the value of a and its transience is 
increasingly biased when C undergoes a sharp and sudden alteration, for an increasing size of 
the POW. 
In Figure 2.4b, sinusoidal variations of a are observed. These oscillations show that the 
parameter a tends to be systematically under- or overestimated. The reason for that is the 
sinusoidal variation of the stream stage and the fact that the convolution assumes an initially 
relaxed state of the system. Transient hydraulic heads due to stream stage variations prior the 
current POW leads to an under- or overestimation of a. For larger POW sizes this effect is 
reduced by the increasing ratio of water table variations triggered by stream transience in the 
current POW to water table variations triggered by stream transience in the previous POW. 
This analysis shows that the choice of POW can influence the estimated conductance. 
However, transience in streambed conductance was clearly identified, independent of the 
choice of the POW. As this method is aiming to identify whether streambed properties are 
subject to transience, error in the absolute value is not of concern. 
2.4. Field data investigation 
2.4.1. Study site description 
The study site is a floodplain of the Rhône River located in the southern part of Switzerland 
(Figure 2.5). The Rhône glacial valley is filled with approximately 600 m of quaternary 
deposits [Besson et al., 1991]. The lower 450 m are composed of a succession of different 
glacial deposits. A layer of fine lacustrine deposits is found from a depth between 150 m to 
50 m. This layer is considered as the lower limit of the alluvial aquifer. The 50 m thick alluvial 
aquifer is composed of post-lacustrine gravelly river deposits. The aquifer is heterogeneous 
and composed by alternation of gravel and sandy silty-loam layers. The Rhône River is 
characterized by a glacio-nival dynamics with a high water level in summer and a low water 
level in winter. Daily variations of approximately 1 m of the Rhône River are caused by 
hydropeaking resulting from upstream hydro-electricity generation [Briody et al., 2016; 




Figure 2.4: a) Streambed conductance C imposed in the simulation and the corresponding retardation coefficient 
a. b), c) and d) show the estimated retardation coefficients and the ratio Estimated C to Imposed C for different 
values of the size of the Parameter Optimization Window (POW) (1, 5 and 10 days). The shift of the POW is 1 
day for the 3 POW sizes. From b) to d) a variation in the accuracy of the estimation of a with respect to the POW 




Figure 2.5: Map displaying the location of the study site, Town of Fully, and of the observation wells (WGS 84 
coordinate system). The observation wells P2.2, P26, P34, P38, and P44 are located at 2.2, 26, 34, 38 and 44 m 
from the streambank. The graph (up left corner) shows the Rhône River variations and hydraulic heads at P2.2 
during the month of September 2003. The daily variations of the Rhône River stage are due to the exploitation of 
hydro-electricity (lower stream stage during the weekend is due to lower electricity demand). 
A river gauge and 5 observation wells are installed along a line perpendicular to the riverbank, 
P2.2, P26, P34, P38 and P44 with the respective distances from the river bank of 2.2 m, 26 m, 
34 m, 38 m and 44 m. The depth of measurement of each observation is approximately 5 meters 
below the yearly average of the water table elevation at these points. The river is 52 m wide. 
The aquifer hydraulic conductivity and specific yield Sy was measured through an aquifer test 
(Ka = 6 10
-4 ms-1 and Sy = 0.2). The aquifer is unconfined, thus the storativity S, is approximated 
by the specific yield Sy, 
The hydraulic head and stream stage data have been measured from 1 January 2000 to 31 
December 2003 with a time step of 1 hour. This timespan includes a 100-year flood event that 
happened on the 15 October 2000 (Figure 2.6). 
2.4.2. Results 
The retardation coefficient a is optimized for every POW shift of 1 day to obtain the observed 
groundwater responses. The analysis is carried out for all boreholes individually. According to 
the daily periodic variations of the Rhône River in the study area due to hydropeaking 
(5 significant variations of the stream stage a week) a POW size of 7 days covering a week of 
daily stream stage hydraulic head transience was chosen. With this setting, we obtained a total 
number of POW of 1445 for each observation well. A residual value between two successive 
estimations of a of 0.1m is used as termination criterion for the parameter estimation. 
Figure 2.6 shows the time series of the Rhône River stage (dark blue dots) and the observation 
well P2.2 (light blue dots). For the sake of clarity, the other boreholes are not plotted, but 
produced similar results. 
The results for P2.2 are plotted in Figure 2.7. The retardation coefficient estimated during the 
inversion varies between 20 and 150 m over the study period (red dots) suggesting the transient 
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nature of the streambed conductance. Figure 2.7 also shows the minimal value of the SSE 
reached during each estimation of a (yellow triangles). In order to quantify how well the 
simplified analytical solution can reproduce the observed hydraulic heads variations in the 
different boreholes the Nash-Sutcliffe Efficiency was calculated and provided a satisfying 
value of 0.99. 
2.4.3. Interpretation of the field data analysis 
The timeline of the study period has been subdivided into 5 periods. These sub-periods are 
characterized by different states and dynamics of the gradient between the Rhône River and 
the riparian water table. 
 Periods (1) (see Figure 2.6 and Figure 2.7): This annual low water season 
(approximatively between November and April) is characterized by a Rhône River stage 
lower than the riparian water table. Due to the hydroelectricity generation, the level of the 
Rhône River increases and decreases on a daily basis (especially during the week, period 
where energy demand is high) with an amplitude of about 1 m (see Figure 2.5). Within 
this period no significant variations of the retardation coefficient are observed (variations 
of a around 10 m). This stability could be explained by periodic gradient inversion 
between the river and the groundwater: When the aquifer is drained by the river, fine 
sediments are partly washed away due to the upward seepage of groundwater. When the 
gradient is reversed (hydropeaking), fine sediments are deposited in the streambed, 
lowering the hydraulic conductivity and thus the streambed conductance. The alternation 
of erosion and deposition processes results in only minimal changes of the streambed 
conductance. This hypothesis can be supported by the rapid decrease of the retardation 
coefficient observed during the last weeks of December 2002 (Period (5), see Figure 2.6) 
when the hydropeaking is reduced significantly (see Figure 2.7, “Hydropeaking 
Reduction”) at around 20% of its typical values during the investigated periods. 
 Periods (2) and period (3) (see Figure 2.6 and Figure 2.7): During high water seasons 
(approximately between May and October), the parameter a increases. Within the entire 
study period, the value of a is approximatively 2 to 3 times higher during the high water 
periods than during the low water periods. In summer when the surface water level is 
constantly above the riparian water table, a unidirectional infiltration of the river tends to 
decrease the conductance of the streambed due to the deposit of a lot of fine particles 
originating from overland flow generated by snowmelt [Gurnell et al., 1996]. During the 
Period 3, which corresponds also to high water season, a larger gradient (1 m to more than 
2 m, Figure 2.6) and a stronger variation of a, compared to those in Period (2), is observed. 
The reason for the exceptionally high stream stage during this period is the massive glacier 
melt caused by the heatwave of summer 2003. Between May 2003 and September 2003 
the parameter a presents an increase of more than 200% (from 40 m to 150 m over 4 
months) with a slope of 1 md-1. However, at the end of Period (3), a undergoes a 60% 
decrease and reach a value of 60 m. This drop of a is concomitant with a decrease of the 
stream stage. The reduced gradient between the stream and the groundwater and its 





Figure 2.6: Rhône River (Fully, Switzerland) stage variations (dark blue dots) between 1 January 2000 and 31 
December 2003, and the hydraulic head variations, during the same period, 2.2 m from the streambank (light blue 
dots). The estimation of the retardation coefficient a using this time series is shown in Figure 2.7. The time series 
is subdivided into 5 periods, with periods (1) and (2) that are repeated annually (low water period in winter and 
high water period in summer) and covers noteworthy events: a heat wave (3), a 100-year flood (4) and 
hydropeaking reduction (5). 
 Period (4) (see Figure 2.6 and Figure 2.7): This period is marked by a 100-year flood 
event (Figure 2.6) occurring between 13 and 17 October 2000, with a climax on the 15 
October. We can observe a drop of a (80% drop, see Figure 2.7), indicating a significant 
rise of the streambed conductance. The SSE (Figure 2.7) increases significantly (250%) 
compared to its average value. As shown in the Subsection 2.3.2, the assumption of a 
constant value of a within a POW can reduce the fit of simulated data with observed data 
when important and rapid changes of the streambed conductance occur within the POW. 
It can be assumed that during the flood event high shear stress can mobilize the largest 
grains and stones (armor layer), protecting the finer grains trapped underneath, which are 
responsible for the low streambed hydraulic conductivity. The finer grains can be washed 
away and thus the streambed conductance increases [Chin et al., 1994; Schalchli, 1992]. 
In order to assess to which extent the distance between a borehole and the river affects the 
results a correlation matrix of estimated a between the 5 observation wells was calculated. The 
correlation coefficients between the estimated a range from 0.88 to 0.98. Therefore, the 
transience in streambed properties at this field site can be identified from different distances. 
All the above-mentioned trends, obtained using observation well P2.2, were identified for the 






Figure 2.7: Plot of the estimated values of the retardation coefficient, a, for the observation well P2.2 (red dots) 
and of the values of the residual sum of squares SSE between field and simulated hydraulic heads for each POW 
(yellow triangles). The highest value of SSE occurred when the retardation coefficient varies strongly (100-year 
flood). (1), (2), (3), (4) and (5) refers to the periods described in Figure 2.6. 
2.5. Discussion 
Several simplifying assumptions were made in the proposed methodology. For example, it is 
assumed that the distance x of the piezometer to the river does not change with a rising water 
table, which implied a rectangular shape of the river. This is a critical assumption and limits 
the applicability of the method to rivers with such a rectangular shape, as the reduced distance 
between the river and the observation well will result in a decrease of a, even though there is 
no change in streambed conductance. For natural streams with an irregular bathymetry, caution 
is advised in the application of the proposed method. 
Also, homogeneity is assumed for both the aquifer and streambed properties. This assumption 
is however not critical for the analysis. The estimated streambed conductance represents the 
average hydraulic properties of the river reach in the vicinity of the borehole. Changes to the 
streambed structure due to erosion or deposition processes will affect the average hydraulic 
properties of the streambed, even if the streambed is heterogeneous. 
Furthermore, it is assumed that the river is fully penetrating which implies a one-dimensional 
water flux in a confined aquifer. However, the influence of partially penetrating streambed can 
be reasonably lumped in the estimation of the retardation coefficient by substitution of a 
horizontal additional stretch of the main aquifer [Hantush, 1965].  
It is also assumed that changes of the water table elevations are exclusively related to the 
transience in the river. This may be problematic if additional hydraulic stresses are present, e.g. 
groundwater abstraction or recharge by rain. To limit such effects, the observation well should 
be close enough to the stream edge. In the field example, transience of the streambed was 
identified for all observation wells (with a distance up to 44 meters from the river). 
As illustrated with the synthetic data, the choice of POW has a certain effect on the estimated 
values of a. On the one hand, the choice of a smaller POW size appears to be more suitable 
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when sharp and sudden changes of the streambed conductance occur. On the other hand, the 
POW size should be large enough to include a significant amount of observations of stream 
stage variations and its related aquifer responses. However, for all POWs tested we could 
clearly identify the transience imposed on the streambed conductance.  
Finally, to employ the presented convolution approach, transience in the river is required. 
Therefore, the reliability of the estimation will be affected if the system is steady or lacking of 
transience in the stream. On the one hand, streambed conductance transience can occur and yet 
not be detected because of the lack of floodwave response to analyze. On the other hand, 
calibration may result in wrong values of the retardation coefficient by fitting noise or 
measurement errors. This will be the case if insufficient transience is present in the stream. 
Therefore, the goodness of fit between observed and modeled data will provide a first 
indication whether sufficient transience is present in the stream. Furthermore, the time series 
of data should have a sufficiently fine temporal resolution to capture these variations. 
The interpretation of the results pointed out the relation between fluvial dynamics (climatic 
events) and streambed clogging and unclogging events. The results obtained with the presented 
method tend to confirm the influence of the magnitude of the gradient, its direction, and its 
dynamics (i.e. duration and intensity of the gradient variations) on the streambed conductance. 
The clogging processes have been observed in laboratory and field tests with streambed 
hydraulic conductivities ranging from values 2 to 20 times lower for downward seepage 
(infiltration of the surface water into the groundwater) than for upward seepage [Rosenberry 
and Pitlick, 2009; Schalchli, 1992]. Nevertheless, we observed from the results that flood 
events (Period (4)) can cause a decrease in the streambed conductance probably due to 
important alteration and erosion of the riverbed sedimentary structure. 
2.6. Conclusions 
The hydraulic properties of streambed control surface water-groundwater interactions. 
However, they are hard to measure, and detecting transience is even harder. Numerous field 
studies documented important changes of hydraulic properties related to erosion and 
sedimentation processes. The presented method aims at rapidly identifying transience in 
streambed conductance. To apply the method, time series of river stage and water table data 
are required as well as a certain transience in the river. The rivers need to have a rectangular 
shape. If these conditions are present, the approach has significant advantages compared to 
directly measuring hydraulic properties in the streambed. It is very simple in terms of field 
instrumentations and workload. Moreover, the estimation can be done on very large and/or fast 
flowing rivers where direct measurements of the streambed hydraulic properties are virtually 
impossible. However, given the simplifying assumptions, it is important to note that if no 
transience is detected, this is no conclusive proof that streambed properties are constant.   
The method has been employed successfully in a field case, and a clear transience in the 
streambed conductance was identified. This has important implications on any quantitative 
approach aiming at understanding the dynamics between surface- and groundwater in these 
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3. Conceptualization and calibration of anisotropic 
alluvial systems: Pitfalls and biases 
Abstract 
Physical properties of alluvial environments typically feature a high degree of anisotropy and 
are characterized by dynamic interactions between the surface and the subsurface. 
Hydrogeological models are often calibrated under the assumption of isotropic hydraulic 
conductivity field and steady-state condition. We aim at understanding how these 
simplifications affect the prediction of water table elevation using physically based models and 
advanced calibration and uncertainty analysis approaches based on singular value 
decomposition and Bayesian analysis. Specifically, we present an analysis of the information 
content provided by steady-state hydraulic data compared to transient data with respect to the 
estimation of aquifer and riverbed hydraulic properties. It is showed that assuming isotropy or 
fixed anisotropy may generate biases both in the estimation of aquifer and riverbed hydraulic 
parameters and in the predictive uncertainty of water table elevations, which can be 
underestimated. Furthermore, when the anisotropy of the aquifer is indeed estimated jointly 
with the aquifer and riverbed hydraulic conductivities, in order to prevent estimation bias, it is 
demonstrated that the information content in steady-state hydraulic heads may be insufficient 
to uniquely estimate their values. We further explored the information content of transient data 
as a mean to achieve a better estimation of hydraulic parameters and to reduce the predictive 
uncertainty of water table elevation.  The outcomes of the synthetic analysis are applied to the 
calibration of a dynamic and anisotropic alluvial aquifer system in Switzerland (The Rhône 
River). The transient calibration, instead of, or following a steady-state calibration, allows a 
reduction of the predictive uncertainty of the water table elevation. The results of the synthetic 
and real-world modeling and calibration exercises documented herein provide insight on future 
data acquisition as well as modeling and calibration strategies for these environments. They 
also provide an incentive for evaluation and estimation of commonly made simplifying 






In the context of simulating river-aquifer interactions, the estimation of both aquifer and 
riverbed properties is often required [Lavigne et al., 2010; Maheswaran et al., 2016; Yihdego 
et al., 2017]. Subsequently, the calibrated model may support predictions concerning aquifer 
response to changes in the river dynamics caused by river restorations [Lehr et al., 2015; 
Schneider et al., 2011] or climate changes [Mas-Pla et al., 2012; Mastrocicco et al., 2014]. In 
current modeling practice, models are often calibrated under the assumption (often made for 
no other reason than convenience) of horizontally isotropic hydraulic conductivity fields. 
However, alluvial aquifers are formed by successive vertical and horizontal overlays of 
channel-bar and channel-fill deposits [Bridge and Demicco, 2008]. At a broad scale, the 
continuity of these geological formations which present different hydraulic properties can lead 
to a high degree of anisotropy [Jha et al., 2016; Kenoyer, 1988; Zlotnik et al., 2011], reaching 
values as high as 20 [Kruseman and de Ridder, 1994]. The impact of horizontal anisotropy on 
flow through aquifers has been studied for the recovery of hydrocarbons, CO2 sequestration, 
and in geothermics. Willems et al. [2017] shows that an incorrect assumption of isotropic 
condition can lead to significant underestimation of geological risks associated with 
geothermal doublets. For shallow alluvial aquifers, the horizontal anisotropy plays an 
important role in controlling the water table elevation throughout the aquifer [Cihan et al., 
2014; Quiñones‐Aponte, 1989]. 
Numerous methods based on aquifer tests have been developed to estimate the horizontal 
aquifer anisotropy [Kucuk and Brigham, 1981; Mathias and Butler, 2007; Mutch, 2005; 
Neuman et al., 1984]. Recently, innovative methodologies based on geophysical measurements 
(electrical anisotropy, values of microgravity) have been tested with success [Al-Hazaimay et 
al., 2016; Fernandez-Alvarez et al., 2016], but are still not widely used. Therefore, information 
on the degree of horizontal anisotropy of an aquifer may not be available. Furthermore, 
estimation of its value may be omitted from the model calibration process, with isotropy 
assumed for convenience. In some cases, the need for estimation of anisotropy may arise 
through an inability to achieve a satisfactory fit with observed heads, thereby obviating a 
structural component of misfit born of an erroneous assumption of isotropy. However, in other 
circumstances, an assumption of isotropy may not compromise the attainment of a satisfying 
fit with the calibration dataset, despite the fact that anisotropic condition may indeed prevail. 
Under these circumstances, estimate of hydraulic conductivities may incur bias as these 
parameters may adopt a surrogate role to compromise for the erroneous isotropy assumption. 
This, in turn, may engender bias in model predictions, which are sensitive to the horizontal 
anisotropy of the aquifer hydraulic conductivity. Additionally, the influence of the river on 
local groundwater dynamics may be significant. This influence is often dominated by riverbed 
hydraulic properties [Fleckenstein et al., 2010; Gianni et al., 2016; Partington et al., 2017; 
Winter et al., 1998]. It follows that estimation of the riverbed hydraulic conductivity should be 
included into the calibration process, and that uncertainty of its estimation (often considerable) 
should feature in model-based predictive uncertainty analysis. 
The above discussion suggests the following set of questions: 
(1) Can a false assumption of horizontal anisotropy of an alluvial aquifer influence the 
estimation of the water table elevation between measurement points, as well as the 
uncertainty associated with this estimation? 
(2) What is the worth of steady-state head data in reducing uncertainties associated with 
estimation of riverbed and aquifer hydraulic properties, including the horizontal anisotropy 
of the aquifer? 
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(3) Does calibration against a transient dataset support a better estimation of these parameters 
and result in a reduced predictive uncertainty of heads at non-calibration points within an 
alluvial aquifer? 
In summary, the aim of this work is to evaluate errors incurred by failure to take account of 
horizontal anisotropy within alluvial aquifers when predicting water table elevations at non-
calibration points. It also explores ways in which non-uniqueness of parameter estimation, 
following the introduction of horizontal anisotropy as a calibration-adjustable parameter, may 
be reduced when a calibration dataset is only comprised of measurements of hydraulic head. 
The non-uniqueness, also referred to herein as “post-calibration parameter correlation” or 
simply “parameter correlation”, results from an insufficiency of information provided by the 
calibration dataset with respect to that required for unique resolution of these correlated 
parameters. As it will be shown herein, many model outputs are sensitive only to the ratios 
between two parameters, rather than the individual parameters themselves. This is the source 
of their non-uniqueness. 
First, an interpretative generic model of a river and the alluvial aquifer which surrounds it is 
defined. The results of forward modeling with respect to relations between parameter values 
and calculated water tables are presented. Then, the calibration and uncertainty analysis 
methodology is briefly described. The ramifications, in terms of predictive uncertainty, of 
assuming an isotropic aquifer are explored through post-calibration predictive uncertainty 
analysis. The worth, in terms of parameter uncertainty reduction, of head targets for steady-
state and transient calibration is then analyzed for the case where the joint estimation of the 
aquifer and riverbed hydraulic conductivities as well as the horizontal anisotropy of the aquifer 
hydraulic conductivity is attempted. The outcomes of the synthetic model analysis are then 
used to support the calibration of a real-world model of an alluvial aquifer associated with the 
Rhône River in the area of Sion (Switzerland). 
3.2. Generic modeling of a river and associated alluvial aquifer 
In this section, an overview of the outcomes of forward modeling of a river and an alluvial 
aquifer system are presented. Heads in the alluvial aquifer along the Central cross-section 
(Figure 3.1B) of the aquifer are recorded for each chosen set of parameters. The potential for 
non-uniqueness in the estimation of the latter is thereby demonstrated and will be quantified in 
the following section using uncertainty analysis. 
3.2.1. Conceptual model and design 
A synthetic model is used to develop a conceptual understanding of model calibration and 
uncertainty analysis within the framework of river and associated alluvial aquifer. The 
conceptual model includes a losing river reach flowing in a shallow alluvial aquifer surrounded 
by impermeable geological formations (Figure 3.1A). It is assumed that the sedimentary 
constitution of the alluvial aquifer leads to a spatial heterogeneity oriented parallel to the river 
channel. This heterogeneity is considered to be pervasive, and therefore, to allow a 
representation as a general horizontal anisotropy of the hydraulic conductivity whose principal 
axes are oriented parallel (maximum value) and perpendicular (minimum value) to the river. 
The groundwater water table has a regional gradient, equal to the river slope, of 0.5%.   
The numerical code that is used to simulate this system solves the general equation for two-





















Figure 3.1: A) Conceptual model of an alluvial aquifer traversed by a losing river (flowing from c to b) and 
surrounded by an impermeable bedrock and an aquitard. B) Model design and boundary conditions defined from 
the conceptual model. 
where ℎ is the hydraulic head at a specific location at time 𝑡, 𝐾𝑥 is the hydraulic conductivity 
along the x-axis, 𝐾𝑦 is the hydraulic conductivity along the y-axis and 𝑆𝑦 is the specific yield. 
The model has a no-flow boundary along its upper edge, a specified head boundary at its left 
and right edges, and a head-dependent boundary along its lower edge, representing the river. 
Flow into the model domain at any point along the latter boundary is calculated using Darcy’s 
law from the head difference between the user-specified river stage and that pertaining to the 
aquifer immediately beneath the river at the same location. The heads over the model domain 
are obtained using the finite element numerical modeling code FEFLOW 7.0 [Diersch, 2014]. 
The dimensions of the model domain are 2 km in the longitudinal direction and 500 m in the 
transversal direction. The longitudinal length of the model domain is sufficiently large to limit 
the influence of fixed head boundary conditions on heads calculated along the Central cross-
section (Figure 3.1B). These heads are the focus of the present study.  
Specified heads along the right edge (line cd ) and left edge (line ab ) of the model domain are 
20 m and 10 m respectively. The aquifer bottom elevation increases linearly from 0 to 10 m 
from the left boundary ab to the right boundary cd. The spatial model discretization consists of 
a 2x2 m structured squared mesh. 
Along the lower edge of the model domain (line bc), a head-dependent boundary representing 
the river is imposed. The head values decrease linearly from 21 m to 11 m from c to b, for 
steady-state simulations. For transient simulations, the entire head-dependent boundary (river 
stage) varies according to a sinusoidal variation with an amplitude of 1 m and a period 2 days. 
Aquifer parameters are the hydraulic conductivity parallel to the river 𝐾𝑥 (direction of 
maximum hydraulic conductivity) and the hydraulic conductivity perpendicular to the river 𝐾𝑦 






defined as the ratio 𝐾𝑦/𝐾𝑥 . The riverbed hydraulic properties is defined by the riverbed 
conductance 𝐾𝑟𝑏. 
The specific yield of the aquifer 𝑆𝑦 is set to a value of 0.2, a typical value for silty-gravely 
material [Morris and Johnson, 1967]. Apart from groundwater recharge by river infiltration, 
no other recharge is applied to the aquifer under either steady-state or transient conditions. 
Head values calculated along the Central cross-section (Figure 3.1B) will be firstly used to 
characterize the water table response to variations in the parameters 𝐾𝑥, 𝐴ℎ and 𝐾𝑟𝑏 and then 
as calibration targets and predictions in the following sections. 
3.2.2. Water table sensitivity to model parametrization 
In order to illustrate the potential non-uniqueness in values of 𝐾𝑥, 𝐴ℎ and 𝐾𝑟𝑏 estimated through 
calibration of a river-alluvial aquifer model, an analysis of the water table elevation dependence 
on these parameters is presented in this section. The synthetic model is run for different values 
of the parameters 𝐾𝑥, 𝐴ℎ and 𝐾𝑟𝑏 and the water table elevations, computed along the Central 
cross-section, are plotted. 
Figure 3.2 shows water table elevations along the Central cross-section, computed for 
different values of the ratio 𝐾𝑥/𝐾𝑟𝑏, and horizontal anisotropy of the aquifer 𝐴ℎ. It appears that 
different combinations of 𝐾𝑥, 𝐴ℎ and 𝐾𝑟𝑏 can generate a same value of the water table elevation 
at certain distances from the river (circles). Therefore, suggesting potential non-uniqueness 
when these parameters are to be estimated against water table elevations. For example, an 
anisotropic aquifer with a 𝐴ℎ value of 0.5 and 𝐾𝑥/𝐾𝑟𝑏 equal to 1 (green dotted line) may be 
confused with an isotropic aquifer with a 𝐴ℎ value of 1 and a  𝐾𝑥/𝐾𝑟𝑏 ratio of 10, 50 or 100 
(circles). Same observation can be made for different parameter combinations. Hence, only 
one head calibration target is insufficient to allow unique estimation of the three parameters 
(Unique estimation of three parameters based on a single observation is a mathematical 
impossibility, in any case.). 
Moreover, Figure 3.3 shows that calibration non-uniqueness can arise from post-calibration 
correlation between the parameters 𝐾𝑥 and 𝐾𝑟𝑏 for a specified horizontal anisotropy, even 
where two or more head observation targets are included in the calibration dataset. It can be 
observed that, for a same value of the ratio  𝐾𝑥/𝐾𝑟𝑏, but different values of the respective 
parameters, water table profiles along the Central cross-section are identical for a same value 
of 𝐴ℎ. Hence, 𝐾𝑥 and 𝐾𝑟𝑏 are therefore indivually irresolveable. 
Finally, we consider only the estimation of horizontal anisotropy, Figure 3.4 depicts heads 
calculated close to the river (circle), as well as heads calculated at increasing distances from 
the river edge for different values of 𝐴ℎ (oval). It can be observed that the estimation of 
horizontal anisotropy of the aquifer will be hindered by the flattening of the head profile with 
distance from the river. For instance, if the head measurement error is 1 cm, then an anisotropy 
of 0.01 cannot be distinguished from an anisotropy of 0.02 using head observations beyond a 
distance of about 400 m from the river. 
The observations made in this section point out that the estimation of hydraulic parameters 
based on steady-state head data is likely to be non-unique. Furthermore, the degree of non-
uniqueness will depend on the number and locations of head calibration targets. Where an 
important model prediction is sensitive to individual parameters whose values cannot be 
resolved through the inversion process, then parameter non-uniqueness will promulgate a high 
level of predictive non-uniqueness, i.e. uncertainty.   
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Figure 3.2: Water table elevations along the Central cross-section of the model domain. As a reference, the black 
solid line represents the water table elevation simulated using an isotropic aquifer 𝐴ℎ = 1 and 𝐾𝑥/𝐾𝑟𝑏 = 1. The 
green lines depict the results for an anisotropic aquifer and 𝐾𝑥/𝐾𝑟𝑏 = 1 while the red lines pertain to an isotropic 
aquifer and 𝐾𝑥/𝐾𝑟𝑏 > 1. For all simulations, the value of 𝐾𝑥 is equal to 10
-3 m/s. 
 
Figure 3.3: The graph shows that for same values of the 
ratio 𝐾𝑥/𝐾𝑟𝑏 and 𝐴ℎ, even though the values of 𝐾𝑥 and 
𝐾𝑟𝑏 are different, the hydraulic heads along the Central 
cross-section of the model domain are identical (solid 
lines and square symbols represent groundwater heads). 
For instance, the hydraulic heads for the first and second 
row of the legend are the same, even though the values 
of 𝐾𝑥 and 𝐾𝑟𝑏 are different (The same applies for the 
rows 3 and 4, and for the rows 5 and 6). 
 
Figure 3.4: The graph shows the water table 
elevation along the Central cross-section for 
different values of  𝐴ℎ. It can be seen that the 
hydraulic gradient diminishes with distance from the 
river and that with increasing values of anisotropy, 
the values of heads convergence to a minimum. This 
minimum value represents the elevation of the water 
table without the influence of the river infiltration. 
What may be worse, however, is that parameter uncertainty may be underestimated and 
predictions that are sensitive to either of these parameters may also be underestimated. So too 
can risks associated with a course of management action that relies on this prediction. This is 
explored in the following sections where we will attempt to demonstrate the necessity of 
including all of 𝐴ℎ, 𝐾𝑥 and 𝐾𝑟𝑏 in the calibration process, despite the lack of uniqueness of the 
estimated value of the parameters, if predictive uncertainty is to be properly quantified. 
Of course, ill-posedness of the inverse problem could also be relieved through supplementation 
of the calibration dataset with observed values of water fluxes through the riverbed.  
Unfortunately, however, the potential information gain achieved through the use of these 






of this type [Brunner et al., 2012; Schilling et al., 2014], especially for large rivers with 
heterogeneous streambed hydraulic properties. [Harmel et al., 2006; Herschy, 1995]. 
3.3. Methods: Parameter identifiability and predictive uncertainty 
In this section, we present formal methods through which the well- or ill-posedness of an 
inverse problem can be evaluated, and through which the consequences for predictive 
uncertainty can be quantified [Doherty, 2015]. We apply these methods for the analysis of the 
calibration process of the river-aquifer model that was discussed in the preceding section. 
3.3.1. Truncated singular value decomposition 
A matrix 𝑍 has a null space if there exists a non-zero vector 𝑥 for which: 
0 =  𝑍𝑥 3.2 
The matrix 𝑍 represents the action of a model on its parameters 𝑥 to produce a set of outputs 
employed for model calibration. If equation 3.2 holds, then a null space exist. Consequently, 
if a parameter set can be found that fits the calibration dataset, it is possible to find another set 
of parameters that also fits the calibration dataset, simply through addition of 𝑥 to the parameter 
set. Non-uniqueness, and the existence of a null space, are thus two descriptions of the same 
phenomenon. 
The sensitivity matrix 𝐽 of model outputs to estimated parameters (often referred to as the 
Jacobian matrix) is used to represent the linearized action of the model on its parameters under 
calibration condition. It can be used in place of 𝑍 in the above equation 3.2 and thus singular 
value decomposition can be employed to regularize ill-posed inverse problems. It achieves this 
through subdividing parameter space into two orthogonal subspaces. One of these is the null 
space of 𝐽, as defined in equation 3.2 (𝐽 replacing 𝑍). Its orthogonal complement is defined as 
the solution space. Provided that certain conditions are met (see Doherty [2015]), a minimum 
error variance solution to an ill-posed inverse problem can be achieved through restricting 
solution of that problem to the solution space only. Meanwhile, exploration of the null space 
allows the identification of combinations of parameters that are inestimable, i.e. parameters 
that are either insensitive, or which exhibit a high degree of post-calibration correlation. 
Furthermore, it allows to explore the uncertainties that are associated with model predictions 
which are sensitive to individual members of correlated parameter pairs [Doherty, 2015; Hunt 
et al., 2007]. Singular value decomposition of the sensitivity matrix 𝐽 gives: 
𝐽 = 𝑈𝑆𝑉𝑡 3.3 
In equation 3.3, 𝑈 is an orthonormal matrix whose columns span model output space, 𝑉𝑡 is 
the transpose of 𝑉, another orthonormal matrix. The columns of 𝑉 span the parameter space. 𝑆 
is a diagonal matrix whose diagonal elements contain singular values. These values are 
arranged from highest to lowest starting from the top and ranging to zero. The number of 
singular values, which are significantly different from zero, defines the number of dimensions 
of the solution space. The number of parameters minus the number of dimensions of the 
solution space is the dimensionality of the null space. According to where singular values 
approach zero, the 𝑉 matrix can then be partitioned as [Doherty, 2015; Moore and Doherty, 
2005]: 
𝑉 =  [𝑉1𝑉2] 3.4 
This outcome is also referred as “truncated singular value decomposition”. When partitioned 
in this way, the columns of 𝑉1 span the solution space while those of 𝑉2 span the null space. 
The columns of 𝑉1 define combinations of parameters which are uniquely estimable on the 
basis of the calibration dataset, while the columns of 𝑉2 identify combinations of parameters 
which belong to the null space, and are hence inestimable. 
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3.3.2. Parameter identifiability and predictive uncertainty 
The identifiability of a parameter quantifies the ability of the calibration process to uniquely 
resolve its value. Doherty and Hunt [2009] show that this statistic can be viewed in two ways. 
Firstly, it is the square of the cosine between a parameter and the projection of that parameter 
into the calibration solution space. It is also the diagonal element of the resolution matrix as it 
pertains to that parameter. The resolution matrix 𝑅 expresses the relationship between the value 
of a parameter as estimated through an ill-posed inverse problem and the true, but unknown, 
value of that parameter. Therefore, the resolution matrix is an orthogonal projection operator 
onto the calibration solution space expressed as: 
𝑅 = 𝑉1𝑉1
𝑡 3.5 
If an inverse problem is well-posed, the resolution matrix is the identity matrix. Where it is ill-
posed, the resolution matrix is rank-deficient. Each row of the resolution matrix defines a set 
of weights through which real-world parameters are averaged to form the value of an estimated 
parameter. Under these circumstances, the diagonal elements pertaining to at least some 
parameters will be less than 1, they may be as low as zero. 
The identifiability of a parameter is thus a number that can range between 0 and 1. If it is 0, 
the calibration dataset carries no information with respect to that parameter. If it is 1, the 
parameter can be estimated uniquely, but not without error because of the presence of 
measurement noise in the calibration dataset. Where the identifiability of a parameter is 
between 0 and 1, the calibration dataset carries information with respect to a parameter, but 
insufficient information to support its unique estimation. 
If a parameter is informed by the calibration dataset, but this information is insufficient for its 
unique estimation, this is an outcome of the sharing of calibration information with other 
parameters. The parameter thus suffers post-calibration correlation with one or more of the 
other parameters. The identities of these other parameters, and the extent of their correlations, 
may be ascertained through inspection of the columns of the 𝑉2 matrix, which span the 
calibration null space. However, an alternative means of specifying this correlation is to 
examine the posterior parameter covariance matrix calculated using the linearized form of 
Bayes equation as [Doherty, 2015]: 
𝐶𝑝𝑜𝑠𝑡(𝑘)  = 𝐶𝑝𝑟𝑒(𝑘) − 𝐶𝑝𝑟𝑒(𝑘)𝐽
𝑡[𝐽𝐶𝑝𝑟𝑒(𝑘)𝐽
𝑡 +  𝐶(𝜀)]
−1
𝐽𝐶𝑝𝑟𝑒(𝑘) 3.6 
In equation 3.6, 𝐶𝑝𝑟𝑒(𝑘) is the prior covariance matrix of parameters that are estimated through 
the calibration process while 𝐶(𝜀) is the covariance matrix of measurement noise. 
Let 𝑠 be a prediction made by a calibrated model. Let the elements of the vector 𝑦𝑠 contain 
sensitivities of this prediction with respect to model parameters. The post-calibration variance 
of the uncertainty of this prediction, 𝜎𝑠
2, is easily calculated from the posterior covariance 
matrix of parameters using the standard relationship for propagation of variance: 
𝜎𝑠









𝑡 +  𝐶(𝜀)]
−1
𝐽𝐶𝑝𝑟𝑒(𝑘)𝑦𝑠 3.8 
The first term on the right of equation 3.8 is the prior (i.e. pre-calibration) uncertainty variance 
of the prediction while the second term quantifies the reduction in predictive uncertainty 
variance achieved through conditioning by the calibration dataset. 
In the following section, we employ equation 3.8 under the assumption that anisotropy is 
completely known (and assumed to be 1.0), and under the assumption that it is not. The 
assumption of known anisotropy is simulated in equation 3.8 through the allocation of zero 
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prior variance to this parameter. It will be shown that the cost of this convenience is a 
significant underestimation of the posterior uncertainties of model predictions. 
3.4. Parameters estimation and predictive uncertainty biases 
3.4.1. Bias in parameters estimation 
During the model calibration, an objective function, representing the average discrepancies 
between simulated and observed heads, is calculated. If an inverse problem is well-posed, 
model calibration is achieved through minimizing this objective function. If it is ill-posed, the 
objective function is reduced under regularization constraints to a value that is commensurate 
with that expected from measurement noise. In real-world model calibration, so-called 
“structural noise” born of model inadequacies also contributes to model-to-measurement 
misfit. In the present synthetic model, structural noise exists only to the extent that horizontal 
anisotropy is given an incorrect value. 
Water table elevations along the Central cross-section of the synthetic model were calculated 
using parameter values of 𝐾𝑥 = 10
-3 m/s, 𝐾𝑟𝑏 = 10
-4 m/s and 𝐴ℎ  = 0.1. They were calculated at 
a spacing of 25 m over the 500 m length of this section. They were then used as head targets 
for model calibration wherein isotropic conditions were assumed, 𝐴ℎ = 1. The parameters 𝐾𝑥 
and 𝐾𝑟𝑏 were estimated.  
For each calibration instance, a pair of 2 water table elevations, extracted along the Central 
cross-section, was selected to comprise the calibration dataset. A total of 10 sequences of well 
pairs were defined in this manner. Each sequence was characterized by a different distance of 
the closest observation to the river. These 10 sequences were thus named after the closest well 
to the river (along the y-axis in Figure 3.5A) which are y = 0, 50, 100, 150, 200, 250, 300, 350, 
400 and 450 m (see symbols in the legend of Figure 3.5A and B). Each member of each 
sequence was comprised of a pair of wells; the distance between these 2 wells increases by 
steps of 25 m. The first separation distance between head observations is 0 m, which allow to 
encompass the limiting case considering only one well. The number of head observations in 
each sequence depends on the distance of the closest well to the river, which defines the 
sequence. For example, the sequence defined by a distance of 0 m of the closest well to the 
river (y = 0 in Figure 3.5A and B) contains 21 pairs of wells, i.e. the initial distance of 
separation distance between head observations of 0 plus the 20 steps of 25 m until a final 
distance of 500 m. By comparison, the sequence that begins with the closest well to the river 
at 150 m contains only 15 pairs of wells. 
For each calibration exercise, the model-to-measurement misfit was minimized. No synthetic 
noise was added to the head measurements. Hence, failure to achieve an objective function of 
zero was an outcome of structural noise incurred by the assumption of horizontal isotropy that 
was employed when calibrating the model. Recall that observations comprising the calibration 
dataset were computed using a 𝐴ℎ value of 0.1 and that during the calibration the model was 
wrongfully assumed isotropic. By calibrating the model against each pair of heads that 
comprise each sequence, the pattern of structural error that emerged from a false assumption 




Figure 3.5: A) Post-calibration average error between simulated (𝐴ℎ = 1) and observed (𝐴ℎ = 0.1) heads plotted 
against inter-observation-wells distances (x-axis) for different values of the distance of the closest well to the river 
(symbols in the legend). B) Box plots of estimated values of the ratio 𝐾𝑥/𝐾𝑟𝑏 including all well pairs for each 
sequence.  
Figure 3.5A depicts the final average error between observed head values and their computed 
counterparts plotted against the distance between the wells of each pair (x-axis) for each 
sequences (symbols). On the one hand, it can be observed that, for all sequences, the value of 
the average discrepancy between simulated and observed heads increases with increasing 
distance between the wells of each pair (x-axis). On the other hand, the average error decreases 
with increasing distance from the river edge of the closest well to the river within each pair 
(symbols). For instance, in Figure 3.5A, the red circle 1 shows the post-calibration average 
error with a closest well to the river located at the river edge (y = 0) and a second well at a 
distance of 125 m from the first one (along the Central cross-section). The red circle 2 
represents the average error with the same first well (y = 0) and a more distant well at 300 m 
from it. In both cases, the closest well to the river is the same; only the distance separating this 
well from the second one changes. It can be observed that, because of the increased distance 
separating the two wells, the average misfit is higher for the red circle 2 than for the red 
circle 1. For the red circle 2 and red circle 3, the distance separating the two wells in these 
cases is the same (same value on the x-axis). However, the average misfit is higher for the red 
circle 2 than for the red circle 3. This is an outcome of the fact that the closest well to the river 
for red circle 3 is greater than that for the red circle 2. Moreover, considering that for red 
circles 1 and 3 the average errors are the same, we reach the conclusion that not only the 
distance between the wells influences the value of the post-calibration misfit, but also the 
distance between the river and the closest well to the river. 
Furthermore, it can be observed in Figure 3.5A  that for many pairs of wells, the final average 
error between observed and simulated heads achieved through calibration of the model under 
a false assumption of isotropy can approach zero (It is zero for x = 0). Therefore, considering 
real-world datasets, certain values of the post-calibration average error between simulated and 
observed heads may be commensurate (or less) with the one expected according to 
measurement error that would prevail in the datasets. Consequently, many of the fits depicted 
in Figure 3.5A could thus be construed as “good” or “satisfying” fits”. 
The error in the estimation of the ratio 𝐾𝑥/𝐾𝑟𝑏 achieved through these calibration exercises is 
shown in Figure 3.5B. Each box plot represents the range of values estimated for 𝐾𝑥/𝐾𝑟𝑏 for a 
A B 
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sequence of wells pairs. A systematic overestimation of this ratio can be observed, this being 
an outcome of estimating it under the false assumption of isotropy. Overestimations by more 
than two orders of magnitude occur for most of the sequences (y = 150 to y = 450). 
In sum, the results of this calibration exercise demonstrated that not only may an erroneous 
assumption of horizontal isotropy of the hydraulic conductivity go unnoticed (Misfit 
commensurate with expected measurement noise), they also demonstrated that wrong 
assumption of horizontal isotropy of the aquifer might lead to significant error in the estimation 
of key parameters, such as 𝐾𝑥 to 𝐾𝑟𝑏. These parameters adopt a surrogacy role to compensate 
the structural error and achieve the better fit possible. Consequently, their estimations are 
systematically biased by the structural error. The next section demonstrates a further outcome 
of mistakenly assuming horizontal isotropy, this being considerable underestimation of 
predictive uncertainty. 
3.4.2. Bias in predictive uncertainty 
In this section, the pre-calibration and post-calibration uncertainties of the predictions of water 
table elevations at distances of 10, 20, 40, 100, 200 and 400 m from the river along the Central 
cross-section have been calculated. In each case, a head observation at one of the distances 
aforementioned is used as calibration target and the uncertainty in the predictions at the 
remaining distances from the river are calculated. 
The predictive uncertainty is calculated using equation 3.8. In each case, post-calibration 
predictive uncertainties are calculated for two different calibration setup. In the first place, the 
model is assumed to be horizontally isotropic; in this case only 𝐾𝑥 and 𝐾𝑟𝑏 are estimated. 
Secondly, all the three parameters 𝐾𝑥, 𝐾𝑟𝑏 and 𝐴ℎ are estimated. The post-calibration predictive 
uncertainty is then assessed for both calibration parametrizations. 𝐶(𝜀) was assumed to be 
diagonal with elements equal to 0.01 m2 (corresponding to a standard deviation of measurement 
noise equal to 0.1 m). 𝐶𝑝𝑟𝑒(𝑘) was also assumed to be diagonal, with all diagonal elements 
equal to 1.0 for 𝐾𝑥 and 𝐾𝑟𝑏, and 0.5 for 𝐴ℎ (the values pertain to the logs base 10 of the 
estimated parameters). 
Figure 3.6 shows the results of the pre- and post-calibration uncertainties estimation. The 
squares represent the pre-calibration (red) and post-calibration (green) standard deviations of 
predictive uncertainty calculated using models that estimate only 𝐾𝑥 and 𝐾𝑟𝑏 (𝐴ℎ was assumed 
to be 1). The triangles represent the pre-calibration (red) and post-calibration (green) standard 
deviations of predictive uncertainty for models that estimate 𝐾𝑥, 𝐾𝑟𝑏  and the aquifer anisotropy 
𝐴ℎ. It can be observed that for all cases that admit no prior uncertainty on 𝐴ℎ by excluding it 
from the calibration process, predictive uncertainties associated with water table elevations 
calculated along the Central cross-section of the model domain are in systematically 
underestimated. This underestimation follows from the false assumption of perfect knowledge 
of 𝐴ℎ. Furthermore, if prior uncertainty in 𝐴ℎ is admitted (triangles) it can be seen that the 
position of the calibration target, exerts a significant influence on the uncertainty of predicted 
water table elevations. A high uncertainty remains when the calibration targets are close to the 
river and when water table elevations are predicted far from it. 
The above analysis illustrates the importance of including aquifer horizontal anisotropy as an 
adjustable parameter in the uncertainty analysis process. Failure to include it as an adjustable 
parameter in the calibration process may result in an unquantifiable parameter and predictive 
bias. Inclusion of 𝐴ℎ in the calibration process does not result in unique estimation of its value. 
However, it does remove bias in the predictive uncertainty. 
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Figure 3.6: Estimation of the pre- and post-calibration standard deviations of predictive uncertainties of heads 
for calibration processes including solely 𝐾𝑥 and 𝐾𝑟𝑏 (assuming knowledge of 𝐴ℎ) and calibration processes 
including all parameters 𝐾𝑥, 𝐾𝑟𝑏  and 𝐴ℎ at different distances from the river edge (10, 20, 40, 100, 200 and 400 m). 
The title of each graph designates the wells (distance from the river edge) used as calibration targets for the 
estimation of the post-calibration predictive uncertainty standard deviation for the two abovementioned 
calibration strategies. 
It is worth noting here, that modern calibration codes that include numerical regularization are 
not troubled when asked to solve an ill-posed inverse problem. In fact, recognition of the ill-
posedness of the problem is essential to obtain a solution to that problem which is of minimized 
error variance; see Doherty [2015]. 
In the next section, the identifiability of 𝐾𝑥, 𝐾𝑟𝑏 and 𝐴ℎ parameters, and thus the potential 









by calculating the resolution matrix 𝑅 obtained when truncated singular value decomposition 
is employed as a numerical regularization device. 
3.5. Calibration approaches and parameters identifiability 
The previous section showed that omitting the horizontal anisotropy from the calibration and 
predictive uncertainty analysis process could cause an artificial reduction in the perceived 
uncertainty of water table elevation predictions. Moreover, whereas in some cases of model 
calibration an incorrect assumption of isotropic condition can be revealed by a compromised 
fit with the calibration dataset, in other cases an acceptable fit with that dataset can be achieved 
(i.e. a fit that is commensurate with that expected from measurement noise). Therefore, 
unbiased estimation of parameters and avoidance of underestimation of predictive uncertainty 
appears to only be achieved where horizontal anisotropy is therefore explicitly included in the 
calibration and predictive uncertainty analysis process. Nevertheless, the question of how to 
reduce to a minimum the parameters uncertainty, and thus the predictive uncertainty, when 
considering all parameters, which prevents bias but causes even more non-uniqueness, remains. 
In this section, the capacity of calibration datasets, consisting of observed steady-state and 
transient heads, to constrain the values of 𝐾𝑥, 𝐾𝑟𝑏 and 𝐴ℎ, is analyzed. 
3.5.1. Steady-state calibrations 
First, the calibration dataset is comprised of a head observation in only one well located along 
the Central cross-section at 100 m from the river. The modeled aquifer is anisotropic with 𝐴ℎ =
0.5, 𝐾𝑥/𝐾𝑟𝑏  is equal to 100 and 𝐾𝑥 is equal to 10
-3 m/s. The information content of the 
calibration dataset with respect to these parameters, i.e. the identifiability of these parameters, 
is equal to the respective diagonal elements of the resolution matrix 𝑅 calculated using 
equation 3.5. These are listed in Table 3.1.  The dimensionality of the solution space is one 
(only one observation). Table 3.1 shows that the identifiability of 𝐴ℎ is close to zero while 
those of 𝐾𝑥  and 𝐾𝑟𝑏 are around 0.5. Similar results to those depicted in Table 3.1 are obtained 
at other observation well locations along the Central cross-section. The post-calibration 
correlation between the 𝐾𝑥 and 𝐾𝑟𝑏 parameters can be revealed through principal component 
analysis of 𝐶𝑝𝑜𝑠𝑡(𝑘) calculated using equation 3.6. The eigenvectors forthcoming from this 
analysis are also shown in Table 3.1. The large values of the components corresponding to 𝐾𝑥  
and 𝐾𝑟𝑏 in the eigenvector, corresponding to the highest eigenvalue, evince the high post-
calibration correlation between these two parameters and explain why their individual 
identifiability are less than 1.0.  In sum, where the calibration dataset is comprised of a single 
well, the one-dimensional solution space does not permit to estimate unique values for 𝐾𝑥, 𝐾𝑟𝑏 
and  𝐴ℎ. Furthermore, the correlation between the parameters 𝐾𝑥 and 𝐾𝑟𝑏 is pointed out by the 
analysis of the parameter solution space. 
Where more wells are added to the steady-state calibration dataset (wells along the Central 
cross-section), the results are as shown in Table 3.2. The 𝑆 matrix has two non-zero singular 
values, indicating a solution space dimensionality of 2. Therefore, the null space has only one 
dimension. The values of 𝐾𝑥  and 𝐾𝑟𝑏 remained highly correlated and solely their ratio can be 
estimated with a higher certainty. However, 𝐴ℎ is uniquely identifiable. Nevertheless, the lower 
value of the second singular value associated with its estimation results in a high degree of 
potential contamination of this estimate by noise associated with the calibration dataset. 
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Table 3.1: Results of the inversion process using one well. 𝑆 is the matrix of singular values,  
𝑉1 defines combinations of parameters which are uniquely estimable on the basis of the calibration dataset, 𝑅 is 
the resolution matrix (the values along its diagonal represent the identifiability of each parameter). Eigenvectors 
is the matrix resulting from the decomposition of Cpost(k), the post calibration parameter error covariance matrix. 
The parameter names are displayed next to associated row, values are rounded to the second decimal, symmetric 
values of the resolution matrix are replaced by the symbol * and null values are replaced by the symbol - for better 
readability). 
𝑆 





𝐾𝑥 0.04 0.04 0.12 
𝐾𝑟𝑏 * 0.04 0.12 
𝐴ℎ * * 0.37 
 
𝑉1 
0.20   
0.19   
0.61   
 
 𝐸𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟𝑠 
𝐾𝑥 -0.71 0.11 -0.70 
𝐾𝑟𝑏 -0.70 -0.11 0.70 
𝐴ℎ 0.00 0.99 0.15  
Table 3.2: Results of the inversion using two wells or more. The overall description is similar to Table 3.1.  
𝑆 
0.57 - - 
- 0.10 - 




𝐾𝑥 0.50 0.50 0.00 
𝐾𝑟𝑏 * 0.49 0.00 
𝐴ℎ * * 1.00 
 
𝑉1 
0.00 0.71  
0.00 0.70  
1.00 0.00  
 
 𝐸𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟𝑠 
𝐾𝑥 -0.70 -0.71 -0.03 
𝐾𝑟𝑏 -0.71 -0.70 -0.03 
𝐴ℎ 0.00 0.04 0.99  
Consequently, the calibration of the parameters using steady-state head data is characterized 
by non-uniqueness (and hence post-calibration correlation). However, inclusion of all three 
parameters in the calibration and uncertainty analysis processes constitutes a better calibration 
strategy than omitting one of them as it allows estimation of the ratio between 𝐾𝑥 and 𝐾𝑟𝑏 
without bias and, for certain dispositions of head measurements, may allow estimation of 𝐴ℎ, 
albeit with uncertainty inherited from noise in the head measurements. The avoidance of bias 
that follows from the inclusion of 𝐴ℎ in the calibration process results from the fact that not 
fixing this parameter value prevent 𝐾𝑥  and 𝐾𝑟𝑏 to adopt surrogate roles to compensate for this 
parameterization defect (i.e. Structural error). Nevertheless, through steady-state calibrations, 
the uncertainty on the parameters cannot be minimized to the uncertainty related to 
measurement error due to the lack of identifiability. Therefore, the next section explores the 
potential gain in parameters identifiability that can be achieved by calibration against transient 
data. 
3.5.2. Transient calibrations 
The same parameter set is calibrated using a transient head dataset. Transience in aquifer heads 
is instigated by varying the river stage. This is implemented in the numerical model by varying 
the head in the head-dependent (i.e. Cauchy boundary) that represents the river. The head 
ascribed to this boundary is sinusoidal with an amplitude 1 m and period 2 days. The response 
of the water table within the aquifer is recorded at intervals of 0.1 days along the Central cross-
section at 10 m from the river edge. This provides 10 head observations, equally distributed 
over a single day, for use as calibration targets. The value of the specific yield Sy is fixed to 
0.2. First, temporal head differences are used as calibration targets rather than absolute values 
of heads. 
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Table 3.3: Results of the inversion process using transient well observations (10 head observations at 10 m from 
the river). The model is calibrated against head difference targets. The overall description is similar to Table 3.1. 
𝑆 
2.00 - - 
- 0.10 - 
- - 0.00 
 
 𝑅 
𝐾𝑥 0.19 -0.00 0.49 
𝐾𝑟𝑏 * 1.00 -0.00 
𝐴ℎ * * 0.49 








𝐾𝑥 -0.76 0.41 0.50 
𝐾𝑟𝑏 -0.05 0.73 -0.69 
𝐴ℎ 0.65 0.55 0.53  
Table 3.4: Results of the inversion process using two transient wells (10 head observations) close, at 10 m, and 
far, at 400 m, from the river. The model is calibrated against head value targets (not the differences). The overall 
description is similar to Table 3.1. 
𝑆 
0.60 - - 
- 0.07 - 
- - 0.01 
 
𝑅   
𝐾𝑥 1.00 0.00 0.00 
𝐾𝑟𝑏 * 1.00 0.00 
𝐴ℎ * * 1.00 
    
 
𝑉1 
0.02 -0.23 -0.97 
-1.02 0.97 -0.23 
1.00 0.01 0.01 
 
 𝐸𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟𝑠 
𝐾𝑥 -0.97 0.22 0.00 
𝐾𝑟𝑏 -0.22 -0.97 -0.00 
𝐴ℎ 0.00 -0.00 1.00  
The use of differences rather than absolutes in real-world calibration is recommended by White 
et al. [2014] as it provides some defense against wrong initial conditions in the aquifer. 
Outcomes of the calibration process are shown in Table 3.3. In contrast to calibration against 
a steady-state dataset, the transient dataset provides enough information to identify 𝐾𝑟𝑏. 
However, inspection of 𝐶𝑝𝑜𝑠𝑡(𝑘) reveals that the level of post-calibration correlation between 
 𝐾𝑥 and  𝐴ℎ is high. Only the value of 𝐾𝑟𝑏 and the product of  𝐾𝑥 with  𝐴ℎ (i.e.  𝐾𝑦) can be 
estimate with a high degree of certainty. 
From these results, it can be inferred that the information content provided by the two 
calibration approaches, steady-state and transient, are relevant for certain parameters, different 
for each, but that complement one another. The steady-state calibration dataset allows to 
constrain the value of 𝐴ℎ and the ratio 𝐾𝑥/𝐾𝑟𝑏, provided that at least two head observations at 
sufficiently different distances from the river are included in the calibration dataset. The 
transient component of the calibration dataset (which can include only one well which, ideally, 
should be situated close to the river) supports the estimation of 𝐾𝑟𝑏, and thus 𝐾𝑥. Therefore, by 
successively performing a steady-state and a transient calibration, or conversely, and retaining 
the reduced parameters uncertainties of the first chosen calibration, it can be shown that the 
estimation of the 3 parameters can be achieved with a high degree of certainty (identifiability 
close to 1). 
The combined effect of these two approaches can be tested by calibrating the model using near 
and far river transient data. A calibration process is pursued using head values as calibration 
targets (not the differences). Two wells, one close to the river edge (10 m) and another 
sufficiently distant (400 m) are employed as calibration targets to jointly estimate the 3 
parameters. In order to prevent initial condition in the aquifer to influence the estimation 
process, a spin-up period of 30 days is imposed prior the beginning of the river transience. 
Outcomes of this transient calibration are presented in Table 3.4. It can be observed that the 
estimation of the 3 parameters using transient values near and far from the river achieves a 
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dimensionality of the solution space of 3, the number of parameters requiring estimation. 
Therefore, the resolution matrix 𝑅 becomes equal to the identity matrix, this indicating that the 
values of all parameters are individually estimable. Additionally, principal component analysis 
of the post-calibration parameter error covariance matrix (Eigenvectors) shows that each 
eigenvector is dominated by one parameter and hence that post-calibration parameter 
correlation has been reduced to a lower level. 
According to the outcomes of this synthetic analysis, the next section discusses calibration 
approaches and predictive uncertainty analysis of a real-world river-aquifer system located in 
the glacial valley of the Rhône River (Canton of Valais in Switzerland). 
3.6. Case study 
The purpose of the case study is the estimation of the values 𝐾𝑥, 𝐾𝑟𝑏 and 𝐴ℎ and the analysis 
of the uncertainty of the prediction of the water table elevation at the airport of Sion (Capital 
of the canton of Valais in Switzerland, see Figure 3.7). 
3.6.1. Site description 
The site is located in the valley of the Rhône River near the city of Sion (Figure 3.7). The 
aquifer consists of alluvial deposits from the Rhône River, which are composed of sandy 
gravels and silts (Figure 3.8, stratigraphic unit E). Glenz [2013] estimated that, overall, the 
Rhône valley alluvial aquifer is predominantly composed of gravel (64 %), silt (16 %) and sand 
(13 %) [Canton du Valais, 2010]. The aquifer is unconfined. Specific yield Sy is relatively 
uniform and average value of 0.2 is assumed based on Morris and Johnson [1967] for gravel 
(coarse) and silt material. Hydraulic conductivity values between 10-2 and 10-4 m/s have been 
estimated by in-situ aquifer tests, analysis of granulometric curves, and by calibration of 
previous models [Glenz, 2013; Richon et al., 2010; Rovina + Partner AG, 2009; Vogel, 2003]. 
The nature of alluvial sediments suggests that the alluvial aquifer is likely to be characterized 
by a certain degree of horizontal anisotropy, with a higher conductivity in the direction of the 
river corridor, i.e. 27° from the East and counterclockwise. The depth of the alluvial aquifer is 
approximately 40 m [Glenz, 2013; Sartori et al., 2011]. It is underlined by lacustrine deposits 
of clay and silt that can be considered as an aquitard [Sartori et al., 2011] (Figure 3.8, 
stratigraphic unit D). 
Horizontal limits of the model domain are of 2 types: physical and hydraulic. Along the aquifer, 
the model area is limited by equipotential lines, upstream and downstream, which are extracted 
from the head values of nearby observation wells. The lateral physical limit is constituted of 
geological units of low hydraulic conductivity (Figure 3.9, geological units A, B, C and D). 
Figure 3.9 shows the geometry of these formations (Colored areas) and the hydrostratigraphic 
units (White zone) that corresponds to the modeled aquifer. 
3.6.2. Model calibration and predictions 
The numerical model mesh is discretized into 38’700 elements (simulation employs the finite 
element method), with an average area of 101 m2 and a standard deviation of 23.5 m2. 
Figure 3.10A shows the model domain and the perimeter boundaries: Specified head 
(equipotential lines upstream and downstream); head-dependent (river along the south 
boundary) and no flow boundaries (impermeable limit along the north boundary). The locations 
of the steady-state head observations (Wells w1 to w8, see red dots), of the transient head 
observations (w1, see red dot) and of the prediction (Prediction, see green dot) are also shown 
in this figure. Figure 3.10B shows the pre- and post-calibrating mismatch between field 
measurement and simulated head values. Figure 3.10C shows the post-calibration match 
between transient observed and simulated heads. The Nash-Sutcliffe Efficiency of the match 
between model outputs and field measurements is 0.7  
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Figure 3.7: Situation map of the modeled site. The city of Sion (capital of the canton of Valais), its airport 
(schematized plane and landing strip) and its communication channels (Pink lines: national road; orange: Highway 
and yellow lines: cantonal road) crisscrossing the alluvial valley (Swiss National Map 1:200’000 – CN200, 
Reference system CH 1903+ /LV95). 
 
 
Figure 3.8: Geological cross-section of the Rhône 
valley [Besson et al., 1993] established from 
geophysical measurement (reflection-seismic) 
representing the different stratigraphic units in the 
study zone. (A) Infraglacial channel deposits; (B1)  
and (B2) Morain deposits, respectively, lodgement 
till and meltout till; (C) Glacial lake deposits; (D) 
Lacustrine deposits; (E) Post-lacustrine deposits; 
(F) Dejection cones of tributaries. 
 
Figure 3.9: Tectonic map, area of Sion, from the Lienne 
River to the Lizerne River. The white area represents the 
Rhône alluvial aquifer and the material produced by the 
dejection cones. The green area (A) represents the 
Wildhorn thrust sheet, the brown area (B) represents the 
zone of Sion-Courmayeur, the gray area (C) represents 
the Houillère zone and the red area (D) represents the 
Pontis thrust sheet. The red lines represent observed and 
supposed faults. 
Figure 3.11 displays the comparison between pre- and post-calibration predictive uncertainty 
standard deviations obtained through the different calibration approaches described in section 
3.5 and summarized hereafter (a) to d)). The predictive uncertainty standard deviations were 
calculated using equation 3.8 (The properties and values of 𝐶𝑝𝑟𝑒(𝑘) and 𝐶(𝜀) are the same as 
those provided in Section 3.5). 
a) Steady-state calibration (fixed value of the anisotropy): Calibration of the 2 parameters 
𝐾𝑥 and 𝐾𝑟𝑏. The parameters 𝐴ℎis assumed to be known and is given a value of 1 defining 
an isotropic aquifer with respect to its hydraulic conductivity. 
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b) Steady-state calibration (estimation of the anisotropy): Calibration of the 3 
parameters 𝐾𝑥, 𝐾𝑟𝑏 and 𝐴ℎ. As demonstrated in the synthetic analysis, the pre- and post-
calibration predictive uncertainty are higher than for the calibration approach a), due to 
the added uncertainty on 𝐴ℎ that propagates to the uncertainty of the prediction. 
c) Transient calibration constrained by the results of b) (Head differences targets): The 3 
parameters 𝐾𝑥, 𝐾𝑟𝑏 and 𝐴ℎ are first estimated using steady-state data (Calibration approach 
b)). As shown in the synthetic model calibrations, the uncertainty of 𝐴ℎ is reduced, 
however, the uncertainties in values of 𝐾𝑥 and 𝐾𝑟𝑏 remain significant after the calibration 
process, despite the fact that their ratio can be estimated. Their calibrated values and post-
calibration uncertainties are then used as initial values and prior uncertainties in the 
transient calibration respectively. Then, using only head difference targets, the information 
content of the near stream aquifer response to river transience (w1 in Figure 3.10A) 
supports unique estimation of the value of 𝐾𝑟𝑏 and the already constrained ratio of 𝐾𝑥/𝐾𝑟𝑏 
allows to provide a unique estimate of 𝐾𝑥. Therefore, the uncertainty of the head prediction 
resulting from successive steady-state and transient calibrations is significantly lowered. 
d) Transient calibration (Head values targets): The 3 parameters 𝐾𝑥, 𝐾𝑟𝑏 and 𝐴ℎ are 
estimated using a transient calibration by fitting the head value targets (not head 
differences) of near river and far river heads. The execution time of this calibration is 
significantly higher than the previous one due the addition of a spin-up period of 30 days 
to prevent wrong initial condition of the water table elevation to affect the estimation. The 
post-calibration predictive uncertainty achieved with this calibration approach is of the 
same order as that attained through the calibration approach c). 
The estimated values of the parameters 𝐾𝑥, 𝐾𝑟𝑏 and  𝐴ℎ are, for the approach achieving 
minimum prediction uncertainty standard deviation (i.e. Steady-state constrained Transient 
Anisotropic), 6.6 10-4 m/s, 2.3 10-7 s-1 and 0.27 respectively. Therefore, the hydraulic 
conductivity parallel to the Rhône River is approximately 3.7 times higher than that 
perpendicular to the river. 
The outcomes of the predictive uncertainty analysis based on the calibration approaches used 
in the present section are in accordance with the results of the synthetic analysis. In summary, 
we can observe the underestimation of the predictive uncertainty when the parameter 
representing the anisotropy of the hydraulic conductivity of the aquifer is omitted from the 
steady-state calibration process compared to the one for which it is included (See a) and b) 
from Figure 3.11). Subsequently, the uncertainty of the prediction, computed by the steady-
state calibration, without bias, is further reduced by the information content provided by the 
transient dataset (See b) and c) from Figure 3.11). The results of c) are confirmed by the results 
of the approach d). 
3.7. Discussion 
The presented analysis assumes a homogeneous anisotropic aquifer. While this approximation 
can be true at a broad-scale, the origin of the broad-scale anisotropy is the lateral heterogeneity 
of the aquifer material deposited by fluvial dynamics. However, for predictions of water table 
elevations (these being less sensitive to small-scale heterogeneity), the assumption of hydraulic 
property homogeneity is reasonable. In the same tokens, the homogeneity assumed for the 
conductance of the streambed is not critical for the analysis. The estimated streambed 
conductance represents average hydraulic properties of the river reach in the vicinity of the 
observation wells. It is worth noting, however, that the estimation of values of streambed 
conductance when these are either very high or very low can be difficult. In the former case 




Figure 3.10: A) Model domain (Translucent blue area), perimeter boundaries (Blue and green circles), 
observation wells (Red dots) and prediction (Green dot). The water table map represents the post-calibration head 
distribution. B) The pre- and post-calibrating error between field measurements and simulated values. C) The 
post-calibration fit between transient observed and simulated heads, which is quantified by the value of the Nash-
Sutcliffe Efficiency. 
The synthetic and real-world cases discussed herein also assumed that changes in the water 
table elevation are exclusively related to changes in river stage. This assumption can be 
questionable if additional hydraulic stresses, affecting the domain (for example groundwater 
abstraction or recharge from irrigation or rain), are not taken into account in the model design, 
which may consequently introduced further structural noise. Nevertheless, the effect of other 
stresses on the estimation can be lessen by providing the calibration with observation wells 





Figure 3.11: Graph of the pre- (Red histograms) and post-calibration (Green histograms) predictive uncertainties 
calculated for different calibration approaches: steady-state calibrations; steady-state constrained transient 
calibration (head differences) and transient calibration (head values). See the text for a detailed description of the 
calibration approaches a) to b). 
The results of the case study show that transient calibration using near and far river head 
observations can be sufficient to uniquely estimate 𝐾𝑥, 𝐾𝑟𝑏 and  𝐴ℎ and to reduce the predictive 
uncertainty to the same extent as a calibration process that involves an initial steady-state 
calibration followed by a transient calibration. However, in real-world calibration scenarios, 
the calibration process for transient models using absolute target values often requires a spin-
up period in order to achieve a pseudo-steady-state initial condition in accordance with the 
estimated values. In this case, an estimation of the duration of the spin-up period can be 
calculated by the aquifer response time [Haitjema, 2006]. Nevertheless, according to the values 
of the hydraulic properties, the length of the spin-up period can significantly increase the 
execution time of the simulation. Calibration often required a large number of runs of the 
model, even for a small number of parameters, therefore the total calibration time could be 
significant. Therefore, the information on certain parameters, such as the anisotropy of the 
aquifer hydraulic conductivity, provided by steady-state calibration and the reduction of its 
uncertainty can allow a reduction of the number of parameters estimated through transient 
simulation and thus reducing the calibration execution time when computation resources are 
limited. It remains that the specific yield Sy of the aquifer should be relatively well known, i.e. 
a low prior uncertainty, given that estimation of its value may be correlated with other 
parameters. 
Steady-state head data alone only constrain the ratio of recharge and hydraulic conductivity 
[Haitjema, 2006]. Using only head targets leads to correlated parameters, i.e. the effects of 
changes generated by one parameter can be offset by changes of others such that model outputs 
are not appreciably changed. Therefore, the inclusion of flux targets, e.g. river infiltration, in 
addition to heads, can increase the estimability of the parameters. However, similar to head 
targets, flux targets have associated measurement error, and in practice, their measurement 
error is commonly larger than those for heads because of the difficulty to measure fluxes 
accurately in the field. Here the analysis has been pursued at the limit situation where flux 
information is not available or uninformative due to high measurement errors. This limitation 
allowed to focus on the information content of head targets with respect to aquifer and river 
hydraulic parameters using modern predictive uncertainty and parameter identifiability 
analysis as well as rapid and efficient calibration approaches to circumvent parameter 
correlations. 
3.8. Conclusions 
Alluvial aquifers typically feature a high degree of anisotropy due to sediment 
deposition/erosion processes related to fluvial dynamics. Also, the anisotropy of the aquifer 
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hydraulic conductivity controls the groundwater flow and the distribution of the water table 
elevations throughout the aquifer. An increasing number of studies are aiming at anticipating 
variations in the water table elevation within such environment in the framework of river 
restorations and adaptation to climate changes. Most of the information that is available on the 
behavior of the system, and on its hydraulic properties, is available through head 
measurements. 
This study presented an application of modern estimation and uncertainty analysis in 
calibration and prediction of environmental models in the context of river-aquifer interactions. 
Data worth and reduction of predictive uncertainty variance has been explored through 
synthetic modeling and calibration of steady-state and transient models. The calibration 
approaches have been applied to the Rhône River-aquifer model in the area of Sion 
(Switzerland). It was shown that the uncertainty of the prediction may be significantly reduced 
using transient calibration datasets comprised only of heads. 
The present study showed that: 
 Different values of the aquifer and riverbed hydraulic conductivity and aquifer anisotropy 
can generate similar values for hydraulic heads throughout the alluvial aquifer. 
 History matching based on head targets may lead to a satisfying fit, even if a wrong value 
for aquifer anisotropy is assumed. The value of the post-calibration model-to-measurement 
misfit will depend on the distance between the head targets and the distance from the 
closest well to the river. 
 Assuming a value of aquifer anisotropy rather than allowing its adjustment through the 
calibration process can lead to significant error in the estimation of key parameters, such 
as 𝐾𝑥 to 𝐾𝑟𝑏. These parameters adopt a surrogacy role to compensate the structural error 
and achieve the better fit possible. Consequently, their estimations are systematically 
biased by the structural error. 
 Assuming a value of aquifer anisotropy rather than allowing its adjustment through the 
calibration process can lead to an underestimation of the uncertainties associated with head 
predictions in wells that do not comprise the calibration dataset.  
 The joint estimation of the 3 parameters 𝐾𝑥, 𝐾𝑟𝑏 and  𝐴ℎ is limited by the correlation 
between these parameters when the calibration dataset is comprised of only steady-state 
heads. However, this limitation can be overcome by supplementing the calibration dataset 
with transient heads. This allow unique estimation of these parameters and then a reduction 
of the uncertainties of predictions of water table elevations. 
From this, it follows that the common practice of conveniently assuming isotropic conditions 
may not be desirable. Not only does it have the disadvantage to induce unquantifiable bias in 
important model predictions. It also inhibits the ability of the calibration targets to inform the 
parameter during the calibration. 
In consequence, the present work supports a broader principle that should be applied to 
environmental model calibration in general. Where one or more parameters cannot be 
estimated uniquely, the problem of their non-unique inference should not be addressed by 
fixing some and estimating others. This can lead to the adoption of surrogate roles by the 
estimated parameters, and an inference of the uncertainties of critical predictions, which may 
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4. Model development, predictions and uncertainty 
analysis of water table elevation. 3rd Rhône River 
Correction – Zone of Sion-Vétroz 
Abstract 
The 3rd Rhône River Correction project will modify the Rhône riverbed and increase its 
discharge capacity in order to protect the population from inundation of the alluvial plain. This 
report provides forecasting and related uncertainty of the water table elevation in the area of 
Sion (Capital of Valais, Switzerland) in the framework of the modifications projected by the 
3rd Rhône River Correction. First, a conceptual model of the study site was developed using 
historical research data and results, geological maps, climatic data, as well as analysis of the 
flow system based on head observations. From the conceptual model, hard and soft knowledge 
were synthesized in a finite element numerical model and flow was simulated using the 
governing equation for unconfined saturated flow. A base model was parameterized with 
values for the aquifer, the Rhône riverbed, the tributaries beds, and the drainage network. Then, 
this model served as an initial condition for the calibration of two-dimensional zonal steady-
state and three-dimensional heterogeneous transient models. The latter, achieving the lowest 
value for the post-calibration objective function, was subsequently used to assess the 
uncertainty in the future elevation of the water table throughout the aquifer domain. The 
predictive uncertainty related to the calibration of the model has been estimated using linear 
uncertainty analysis. Additionally, scenario modeling based on the uncertainty in the future 
hydraulic and geomorphologic properties of the Rhône riverbed was carried out. In conclusion, 
the uncertainties in the variations of the water table are dominated by the uncertainty in the 
future properties of the Rhône riverbed with variations ranging from 0.2 to 2 m, including both 
positive and negative variations, while the uncertainty related to the calibration of the model 
presents a standard deviation ranging from 0.05 to 0.3 m. Therefore, although the overall 
Rhône River stage will be lowered following the work undertaken by the 3rd Rhône River 
Correction, the surrounding water table elevation may increase (in the absence of drainage 
control measures) or decrease, according to the evolution of the hydraulic properties of the 
Rhône riverbed.  
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4.1. Introduction 
The 3rd Rhône River Correction is modifying the Rhône River cross-section between Brigue 
and Lake Geneva in order to protect the Rhône alluvial valley from flood events. In view of its 
urbanization and economic importance, the area of Sion (Capital of the canton of Valais) has 
received a specific attention regarding the consequences of the project on the groundwater table 
dynamics (Figure 4.1). Previous investigations demonstrated that lowering and widening of 
the Rhône River cross-section, which will cause a decrease of the Rhône River stage, will also 
lead to a decrease of the surrounding water table [Glenz, 2013; Rovina + Partner AG, 2009]. 
Additionally, the Rhône River modifications may also affect the sedimentation/erosion 
processes which may lead to variations in both the hydraulic and geomorphologic properties 
of the Rhône riverbed. As riverbed properties control the interaction between river and 
groundwater, the impact of changes in the Rhône riverbed properties on the uncertainty in the 
future water table elevation should be investigated and estimated. 
The purpose of this report is the prediction and the related uncertainty of the future elevation 
of the water table in the area of Sion-Vétroz. This purpose will guide the establishment of a 
conceptual model and then the design of the numerical model. The consequences of the 
potential increase or decrease of the water table elevation following the modification of the 
Rhône riverbed are summarized in Table 4.1. In the previous chapters, investigation of river-
aquifer interaction demonstrated the importance of the riverbed and aquifer hydraulic 
conductivities parameters on the calibration and prediction of hydrogeological models.  
The schematization of the hydrologic cycle considered in the study zone is presented in 
Figure 4.2. The background represents the global water cycle [Fetter, 2001] from which 
elements characterizing the study zone are synthesized in the foreground inset. It can be 
observed that the relevant processes considered in the model development are the interaction 
between the surface water and the saturated zone of the groundwater as well as the recharge of 
the groundwater related to the effective precipitation over the study area. The surface water 
features are essentially composed of the Rhône River and its tributaries as well as the lakes 
(gravel pits) and the drainage network present in the study zone. 
The workflow defined in order to meet the modeling purpose is schematized in the flowchart 
presented in Figure 4.3 and is summarized step-by-step below in accordance with the next four 
sections: 
(1) The first step of the forecasting process is the definition of a conceptual model of the study 
zone. Haitjema [1995] defined a groundwater conceptual model as “a simplification of a 
real-world groundwater problem such that (1) it captures the essential features of the real-
world problem and (2) it can be described mathematically”. In other words, the conceptual 
model will tend to establish a description of the important characteristics and dynamics of 
the river-alluvial aquifer interaction system in the area of Sion that will be subjected to 
numerical simulation. 
(2) Following the definition of the conceptual model, numerical models with different space 
and time dimensions (two-dimensional, three-dimensional, steady-state and transient), and 
different parameterization schemes (zonation and interpolation from pilot points) are 
developed.  
(3) Then, the calibration processes are carry out through the estimation of relevant 
hydrogeological parameters. The efficiency of each calibration process is evaluated 
regarding the extent of the discrepancies between simulated and observed heads. 
(4) Finally, the forecasting, as well as the related uncertainties, are computed. The estimation 
of the uncertainties is pursued through three approaches: 
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Figure 4.1: Situation map of the study site. The city of Sion (capital of the canton of Valais) and communication 
channels (Pink lines: national road; orange lines: Highway and yellow lines: cantonal road) crisscrossing the 
alluvial valley. The Rhône River and its main tributaries are represented by the blue lines (Swiss National Map 
1:200’000 – CN200, Reference system CH 1903+ /LV95). 
Table 4.1: List of potential negative consequences of variations in the water table elevation. 
Increase of water table Decrease of water table 
- Water infiltration in underground 
infrastructures. 
- Asphyxia of plants roots. 
- Leaching of contaminated sites causing 
pollution of groundwater and surface water.  
- Flooding of ground surfaces causing 
damages, instabilities of surface structures 
and break-up of communication channels. 
- Land subsidence.  
- Decreasing efficiency or drying up of wells. 
- Reduction of water in streams, irrigation 
channels, and lakes. 
- Decreasing humidity of the shallow 
subsurface, that can have negative 
consequences for wetlands and crops 
productions. 
 First, the uncertainty related to the calibration of the model is estimated. The uncertainty 
related to imperfect knowledge of the current model parameters and stresses is, prior to 
the calibration process, delimited by expert knowledge (i.e. ranges of values commonly 
accepted for the study site) and, posterior to the calibration process, minimized by the 
information content provided by the calibration targets. The reduction of the uncertainty 
of the prediction of management interest will depend on the sensitivity of the prediction to 
the estimated parameters and the post-calibration uncertainty of the parameters. 
 Then the uncertainties related to scenario modeling regarding the potential evolution of 
the hydraulic and geomorphologic properties of the Rhône riverbed are estimated: 
o Scenario modeling uncertainty related to the influence on the water table elevation of 
the development of alternate bars within the Rhône riverbed, which is likely to happen 
following widening of the Rhône River cross-section. 
o Scenario modeling uncertainty related to the influence on the water table elevation of 
the potential evolution of the Rhône riverbed hydraulic conductivity, especially in the 
case of an unclogging of the riverbed. 
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Figure 4.2: Foreground: Simplified hydrologic cycle considered in the study zone. Background: General 
hydrologic cycle (modified from Fetter [2001]). 
4.2. Conceptual model 
The conceptual model is established by summarizing and analyzing the qualitative and 
quantitative information on the study site in order to define the relevant components to include 
into the numerical model that will be used for parameter estimation, forecasting and uncertainty 
analysis. First, historical research, data compilation, and results are synthesized and discussed. 
Then, the flow system is assessed using the available spatially distributed average head 
measurements. 
The presented conceptual model of the Rhône Valley is characterized by: 
1) The definition of the hydrological conditions along the boundaries of the study site and 
the hydrostratigraphic units, which are a refinement of geological formations classification 
according to their hydrogeological properties, such as the transmission and storage 
properties. 
2) The hydraulic features and stresses, sources and sinks of water, present in the study zone 
and their relative importance to the overall groundwater budget. 
3) The groundwater flow system defined by statistics computed from the available head 
measurements and through a block diagram summarizing the relevant components of the 
study site.  Finally, a simplified and partial groundwater budget is established. 
These three points, which support the development of the conceptual model, are developed in 
the next three subsections. 
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Figure 4.3: Schematic flowchart of the workflow for the numerical model conception, the parameter estimation 
and the forecasting/uncertainty analysis. 
4.2.1. Hydrostratigraphy and boundaries 
The aquifer consists of alluvial deposits from the Rhône River and the dejection cones 
composed of sandy gravel and silt. Glenz [2013] estimated that, overall, the Rhône Valley 
alluvial aquifer is predominantly composed of gravel, 64 %, then silt, 16 % and sand, 13 %. 
[Canton du Valais, 2010]. The aquifer is unconfined and a generic value for the specific yield 
Sy of 0.2 can be approximated using Morris and Johnson [1967] for gravel (coarse) and silt 
material. Aquifer hydraulic conductivities ranging between 10-2 and 10-4 m/s have been 
estimated from a compilation of in-situ aquifer tests, analysis of granulometric curves and 
modeling results [Glenz, 2013; Richon et al., 2010; Rovina + Partner AG, 2009; Vogel, 2003]. 
Due to the intrinsic heterogeneity of alluvial formations, broad-scale hydraulic conductivity 
can vary with the direction of the river course geometry. Therefore, vertical and horizontal 
anisotropy of the hydraulic conductivity can both affect groundwater flow. Richon et al. [2010] 
considered a vertical anisotropy of 10 (ratio between horizontal and vertical hydraulic 
conductivity). The thickness of the aquifer is approximately 40 m [Glenz, 2013; Sartori et al., 
2011]. Due to an insufficient number of full penetrating boreholes in the area, no isopach map 
of the hydrostratigraphic units is available or can be interpolated. 
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Figure 4.4: Cross-section of the Rhône Valley sedimentary basin [Besson et al., 1993] established from 
geophysical measurement (reflexion-seismic) representing the different stratigraphic units from which 
hydrostratigraphic units and hydrofacies present in the study zone are defined. (A) Infraglacial channel deposits; 
(B1) and (B2) Moraine deposits, respectively, lodgement till and meltout till; (C) Glacial lake deposits; (D) 
Lacustrine deposits; (E) Post-lacustrine deposits; (F) Dejection cones of tributaries. 
Figure 4.4 shows a geological cross-section established from geophysical measurements 
[Besson et al., 1993] in the sedimentary deposits of the Rhône Valley. The total thickness of 
the sedimentary basin, resulting from the last glacial retreat (15’000 BP), is more than 10 times 
the overlying alluvial aquifer. Furthermore, the study aquifer is vertically limited at the top by 
the soil surface (unconfined aquifer, lithology E in Figure 4.4) and at the bottom by the 
underlying thick, more than 100 m, and relatively impervious, formation of lacustrine deposits 
(Lithology D in Figure 4.4) [Sartori et al., 2011]. In summary, the quaternary geological 
deposits can be decomposed into three hydrostratigraphic units [Landry, 1986]: A deep 
confined aquifer for which the hydraulic characteristics remain little known; a layer of 
lacustrine deposit of low hydraulic conductivity and a superficial alluvial aquifer of relatively 
high hydraulic conductivity. According to the modeling purpose and because of the lack of 
constraining data, the potential recharge by leakage from the deep aquifer into the superficial 
alluvial aquifer through the confining layer (lacustrine deposit) will not be taken into account. 
Lateral limits of the domain are of two types: Physical and hydraulic. The model area is 
geographically limited by the Lienne River, upstream (East), and the Lizerne River, 
downstream (West). These rivers represent the limits of the study zone. However, in view of 
the canalization of these rivers, they do not constitute physical limits for the model. Therefore, 
the simulation area will be extended further upstream and downstream. Then, water table 
elevations extracted from the head observations dataset will be imposed to the model along 
these upstream and downstream limits. Geological units of low hydraulic conductivities 
delineate the lateral physical limits (North and South). Figure 4.5 shows the geometries of 
these formations (Colored area) and of the hydrostratigraphic unit (White zone), which 
corresponds to the modeled aquifer. Figure 4.6 represents a zonal discretization of the alluvial 
plain hydrostratigraphic unit (White zone in Figure 4.5) according to the geological map 
(1:25000). This zonation will be used for the definition of hydrofacies zonation and parameter 
assignment during the calibration process of the two-dimensional steady-state model. 
4.2.2. Hydraulic features and stresses 
The surface hydraulic features presented in this section are the main sources and sinks 
considered in the conceptual model. In the study area, the Rhône River flowing from the Nord-




Figure 4.5: Tectonic map of the area of Sion from the Lienne River to the Lizerne River. The White area (A) 
represents the Rhône alluvial deposits and the material produced by the dejection cones. The Green area (B) 
represents the Wildhorn thrust sheet, the Brown area (C) represents the zone of Sion-Courmayer, the Grey area 
(D) represents the coal zone and the Red area (E) represents the Pontis thrust sheet. The red lines represent faults 
observed in the field and the dashed red lines supposed faults. 
 
Figure 4.6: Mapping of the hydrofacies in the study zone. Each zone is defined according to the GeoCover 
(1:25000), Swisstopo established from the Swiss Geological Atlas. The background map is a hillshade of the 
digital elevation map (2x2) Alti3D Swiss. The line features that can be seen in the zones are the Rhône River and 




Nevertheless, the high degree of channelization and impermeable lining of large reaches of the 
Rhône tributaries limits their infiltration into the ground and therefore their contribution to the 
groundwater recharge. Conversely, open channels that crisscross the alluvial plain act as drains, 
and consequently, constrain the elevation of the water table. The importance of the drainage 
ditches was pointed out at the regional scale by Glenz [2013] and at local scale by Grindat et 
al. [2014]. Other sinks are represented by groundwater pumping, comprising eleven wells, 
essentially for domestic and irrigation purposes. Furthermore, gravel pit excavated in the 
aquifer and reaching far below the water table (until 40 m) influence the system flow [Grindat 
et al., 2014]. Figure 4.7 displays the hydraulic features described in this section, expect from 
the gravel pits that will be detailed in a following subsection. 
4.2.2.1. Rhône River and its tributaries 
In the study zone, the Rhône River drains a surface of 3350 km2 (Federal gaging station at the 
kilometer 64.34 from the mouth of the Rhône River with the Lake Geneva) and is around 50 m 
wide. Apart from seasonal variations, low water during winter and high water during the 
summer, the hydrological regime of the Rhône River is significantly influenced by 
hydropeaking (hydroelectric station of Bramois km 67.66 and Chandoline km 65.36), with a 
daily variation of the river stage of 0.6 m. The Rhône River stage for the current and forecast 
low water season has been calculated [Niederer et Pozzi, 2010] using the one-dimensional 
hydraulic simulation code HEC-RAS [US Army Corps of Engineers, 2010]. The values of the 
Rhône River stage calculated with the HEC-RAS models are used in the hydrogeological 
models as internal boundaries during the calibration and prediction processes. The average 
Rhône River water temperature over the year is 7.0 °C. Average highest and lowest 
temperatures are respectively 3.8 and 8.9 °C. The average temperatures range of the Rhône 
River can cause a variation of the hydraulic conductivity of the media, due to variations in the 
viscosity and density of the water, of around 15%. As it has been shown in Chapter 2, the 
variations of the hydraulic conductivity, due to the alteration of the riverbed permeability, can 
be several orders of magnitude higher than the variations caused by changes in the water 
properties alone. 
In the area of Sion, six main tributaries of the Rhône River are present. These tributaries are 
enumerated from upstream to downstream (Figure 4.7). Upstream, the Lienne River joins the 
Rhône River at an elevation of 495 m. It represents the upper limit of the study zone and is 
likely to have a small to negligible influence on the groundwater system due to its 
channelization. Then the Borgne River, which is at the origin of the dejection cone of Bramois 
that constrains the Rhône River to the northern border of the Rhône Valley, joins the Rhône 
River at an elevation of 493 m. Across the city of Sion, flows the Sionne River that joins the 
Rhône River at an elevation of 490 m. Five kilometers downstream, the Printse River flows 
across the village of Aproz and is related to the hydraulic dam of Cleuson. On the opposite side 
of the valley, the Morge River, which represents the limit between the commune of Sion and 
Conthey, joins the Rhône River at an elevation of 477 m and is at the origin of the dejection 
cone of Conthey from which a groundwater inflow in the modeled zone is considered [Glenz, 
2013]. Finally, the Lizerne River, flowing between the commune of Vétroz and Ardon, 
represents the downstream limit of the study zone. Overall, the tributaries are channelized by 
artificial low permeable beds along a major part of their course (Figure 4.8) and therefore, 
their influence on the groundwater system, in terms of water infiltration, is assumed to be 
limited, if not negligible. 
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Figure 4.7: Map representing the model perimeter (Black line), the Rhône River (Dark blue line), the tributaries 
(Light blue line), drainage network (Red lines) and the pumping wells (Orange dots). 
4.2.2.2. Canals and lakes 
Nine canals, acting mainly as drains, are present in the modeling area. Their representation is 
important as they drain the groundwater and therefore limit the elevation of the water table. 
The water inflow into the canals is discharged further downstream directly into the Rhône 
River. Previous studies acknowledged their impact on the water table elevation in both low and 
high water conditions [Glenz, 2013; Grindat et al., 2014]. The canals considered in the 
conceptual model are enumerated from upstream to downstream and their characteristics will 
be discussed in the model design section: Uvrier; Vissigen; Blancherie; Iles; Polonais; Sion-
Riddes; Vetroz Upstream; Vetroz Downstream A and B (Figure 4.7). 
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Figure 4.8: Artificial bed of the Lizerne River 
(Position coordinates: 587950 116490 (CH1903 
/LV95) close to its mouth at the Rhône River, 
pointing upstream the Lizerne River). 
 
Figure 4.9: Bathymetry measurement in the Epines 
gravel pit lake (July 2014, picture from Simone 
Grindat). 
Apart from these canals open to the surface, an undefined quantity of underground drains is 
present in the study area. These underground drains were constructed during the Second World 
War and their positions and depths have not been mapped. These omitted drains can introduce 
structural errors in the model, and parameters, such as hydraulic conductivity, can have a 
surrogate effect to compensate the absence of simulated drains, in particular in highly 
parameterize calibrations using, for example, Pilot Points. The surrogate role of hydraulic 
conductivity estimated at pilot points throughout the domain has been briefly analyzed and the 
results are presented in Figure 4.10. The left images in Figure 4.10, represents the forward 
models for which a drain is defined (purple lines in figure 1a, 2a and 3a) and from which the 
observation heads (flags) are used as calibration targets during the calibration processes. The 
calibration processes estimate the hydraulic conductivity of the domain, using 50 pilot points 
uniformly distributed over the domain. However, the drains are not implemented in the models 
that are calibrated, thereby introducing a structural error, caused by the absence of the head-
dependent boundaries representing the drains (purple lines in figure 1a, 2a, and 3a). It can be 
observed that although the forward models are constituted of homogeneous aquifers with a 
hydraulic conductivity of 86.4 m/d, the estimation of the hydraulic conductivity within the 
model domain at the pilot points tend to be whether overestimated (up to 170 m/d) or 
underestimated (down to 30 m/d) in order to accommodate the absence of the drains (Figure 
4.10  1b, 2b, and 3b). Moreover, Figure 4.10 1b and 3b show that, using solely 2 head targets 
close to each other, lead to the estimation of a similar heterogeneous hydraulic conductivity 
field although the orientations of the drains, in the forward models, are different, horizontal 
and vertical respectively. However, Figure 4.10 2b shows that by increasing the information 
provided by more head targets distributed along the drain this issue can be circumvented and a 
better identification of the drain geometry can be achieved. Nevertheless, it remains that the 
surrogate role taken by the hydraulic conductivity to accommodate the failure to implement 
the drainage network in the model can lead to wrong estimations of the hydraulic conductivity 
field. The consequences on prediction of water table elevation can be envisioned, as the 
constraining effect of the drain will cease when the surrounding water table decreases below 
the bottom elevation of the drain, while the effect of a low hydraulic conductivity will by 
pervasive whatever the elevation of the water table is. 
In conclusion, the simulation of the drainage network, regarding is location and depth, is 




Figure 4.10: The figures on the left side, 1a, 2a, and 3a, represent the model design of 3 two-dimensional areal 
models with different drain setup. The perimeter (No flow and Specified head) boundaries as well as internal 
(Head-dependent) boundaries are specified to simulate a general groundwater flow and the influence of a 
longitudinal or perpendicular drain. The hydraulic conductivity of the model zone is homogeneous and isotropic 
with a value of 86.4 m/d and the drain conductance is equal to 103 d-1. Each model is run and the values of heads 
at the different observation wells are recorded and are subsequently used during the calibration process. The 
figures on the right side, 1b, 2b, and 3b, show the resulting calibration of the hydraulic conductivity field using 
Pilot Points approach based on 50 pilot points uniformly distributed over the model domain. In the calibrated 
models the drains are not simulated and the surrogate role taken by the estimation of the hydraulic conductivity 
of the domain at the different pilot points is clearly visible. Basically, for 1b and 3b the hydraulic conductivity is 
underestimated before the drain and overestimated after the drain in order to match the calibration targets. For 2b, 
where more observation wells border the zone where the drain is supposed to be, a zone of high hydraulic 
conductivity is estimated. 
Lakes (Former gravel pits) are present in the study zone (Figure 4.9 and Figure 4.11) due to 
the excavation of the aquifer material for economic purposes. These gravel pits constitute lakes 
in the landscape (outcrop of the groundwater). No surface water inflow or outflow influence 
the gravel pits. Their recharge comes essentially from groundwater inflow and direct 
precipitations. They can be defined as flow-through lakes focusing part of the groundwater 
flow, i.e. the groundwater flow is modified close to the gravel pits, the water table declines at 
inflow sides of the lake and rises at outflow sides [Kuchovsky et al., 2008]. Consequently, their 
implementation in the model can be required in order to limit the structural errors and the 





Figure 4.11: Situation map of the gravel pits lakes Iles, Ecusson, and Epines. Their locations with respect to the 
model domain can be visualized in Figure 4.1 next to the village of Aproz. 
More specifically, three gravel pits are considered in the study area. They are located west of 
the city of Sion along the right edge of the Rhône River: Iles, Ecusson and Epines [Vogel, 2003] 
(Figure 4.11). 
The bathymetry of the lake has been established using Acoustic Doppler Profiler during 
summer 2014 (Figure 4.12 and Figure 4.13). The Lake of Ecussons (Figure 4.14) and the 
Lake of Epines have a maximum depth of 29 and 37 m respectively. Concerning the Lake of 
Iles, the bathymetry used is based on the measurement carried out by Geometres Center SA 
[2013] and present a maximum depth of 40 m. Their penetration in the aquifer is significant, 
given that the maximum depth tends to reach the assumed depth of the aquifer bottom. 
Therefore, their influence on the groundwater flow should be represented in the model. 
4.2.2.3. Recharge and pumping wells 
The Rhône Valley is protected against precipitation both from the south and from the north 
(Alps Mountains). Therefore, a contrasted precipitation distribution let the alluvial plain 
relatively dry compared to the high volume of precipitation in the mountains. However, 
recharge by precipitation directly over the aquifer is considered significant [GéoVal 
Ingénieurs-Géologues SA, 1986; Glenz, 2013]. Nevertheless, regarding the relative importance 
of the recharge by the Rhône River compared to rain recharge, the effect of precipitation close 
to the Rhône River is found to be masked by variations in the Rhône River stage. The mean 
annual precipitation amounts in the area of Sion is 600 mm [Glenz, 2013]. Monthly averages 




Figure 4.12: Acoustic Doppler Profiler 
mounted on a float geolocalised by GPS 
and moved with an electric boat. 
 
Figure 4.13: Measurement tracks and points of the bathymetry 
using the Acoustic Doppler Profiler on the Lake of Ecusson. 
 
 
Figure 4.14: Bathymetric map of the lake of Ecusson (Top) and the lake of Epines (Bottom). The background 
map is a hillshade of the digital elevation map (2x2) Alti3D Swiss. 
The yearly average recharge was calculated as the difference between the mean annual 
precipitation amounts and the mean actual evaporation and gives a value of 150 mm/y, i.e. less 





Figure 4.15: Monthly averaged precipitation in the area of Sion between 2000 and 2013 (According to 
SwissMeteo). 
Table 4.2: Localization (Reference system CH 1903+ /LV95) of the 11 pumping wells and their daily average 
discharges [Glenz, 2013]. A same ID Map is assigned for pumping wells relatively close one from the other, e.g. 
Champsec1 and Champsec 2 have the same ID Map p4. 
Name ID Map X-coordinate Y-Coordinate Discharge (m3/d) 
Leonard p1 599310 122575 810 
Uvrier p2 598530 121720 150 
Préjeux/Bramois p3 596710 120580 150 
Champsec 1 p4 595513 120710 540 
Champsec 2 p4 595654 120665 540 
St. Marguerite p5 594400 119420 600 
Ronquoz p6 592810 118310 1200 
Poujes p7 589100 118400 270 
Seba Aproz p8 588615 116740 190 
Botza p9 586830 117820 520 
Nayas p9 586480 117820 130 
An important source of recharge in the study area has been defined as a groundwater inflow 
coming from the dejection cone of Conthey (Morge River) [Glenz, 2013]. This flux has been 
estimated at a value of 0.04 m/d over a distance of 2500 m. No other groundwater influx or 
outflux is considered, except the upstream alluvial aquifer limit groundwater influx and 
downstream alluvial aquifer limit groundwater outflux. 
The groundwater of the alluvial aquifer is tapped by eleven pumping wells. Their daily average 
pumping rates are shown in Table 4.2. The total daily average sink in the study area caused by 
the discharges of the eleven pumping wells is 5100 m3/d (Figure 4.7 displays the location of 
each pumping wells referred by its ID Map). 
4.2.3. Flow system and groundwater budget 
The flow system is characterized by the groundwater and surface water flow lines. Using the 
available dataset of head measurements in the model domain (i.e. 179 observation wells), 
statistics related to the hydraulic gradient and its direction are computed using all triplets of 
wells (Figure 4.16 and Figure 4.17) presenting acceptable angles ratio and a sufficient 
difference between the highest and the lowest values [Devlin and Schillig, 2017]. Figure 4.18 
shows the distribution of the calculated hydraulic gradients for all acceptable observation wells 
triplets. The minimum and maximum hydraulic gradient are respectively 2.7 10-4 and 2.9 10-3, 
the averaged value, including its standard deviation, being 1.2±0.7 10-3. 
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The values of the hydraulic gradient allow to estimate the discharge velocity and to express a 





where 𝑞 is the discharge velocity, 𝜌 is the water density, 𝑑 is the average grain diameter and µ 
is the water viscosity. A value of 103 kg/m3 and 1.4 10-3 kg.m-1.s-1 are used for the water density 
and viscosity respectively. Considering the average composition of the aquifer estimated in the 
Subsection 4.2.1 Hydrostratigraphy and boundaries, a value of 8.5 mm is calculated for 𝑑. The 
maximum value of the hydraulic gradient is used to calculate 𝑞 and thus a maximum value of 
the Reynolds number 𝑅 of 0.17 is calculated. 𝑅 being inferior to 1, the resistive forces of 
viscosity are predominant and thus Darcy’s law is applicable for the mathematic simulations. 
In the same way, Figure 4.19 shows the distribution of the flow directions toward which the 
groundwater is flowing. The direction is calculated as the angle from the east and 
counterclockwise. The minimum and maximum hydraulic gradient directions are respectively 
E55 and E327.7, the averaged value, including its standard deviation, is E229±31. Estimation 
of the system flow characteristics closed to the dejection cone of Conthey shows a hydraulic 
gradient of 1.4 10-3 and a flow direction E246. The direction of the gradient confirms the influx 
originating from the dejection cone of Conthey (Morge River) into the alluvial groundwater. 
Along the Rhône River, the hydraulic gradient shows a higher value than the average one and 
the flow directions confirm infiltration of the Rhône River along certain reaches, e.g. along 
Sion airport (Figure 4.20). 
Figure 4.21 summarized the conceptual model, presented as a block diagram, established from 
the analysis of the data and shows the different components of the system flow that have been 
implemented in the numerical model developed in the next section. 
Finally, a groundwater budget is established according to the defined conceptual model. It 
gathered the important components and processes into a quantitative framework according to 
the hydrologic equation (law of mass conservation): 
𝐼𝑛𝑓𝑙𝑜𝑤 = 𝑂𝑢𝑡𝑓𝑙𝑜𝑤 ±  ∆ 𝐸𝑟𝑟𝑜𝑟 4.2 
𝐼𝑛𝑓𝑙𝑜𝑤 corresponds to all amounts of water that are added into the domain. Conversely, 
𝑂𝑢𝑡𝑓𝑙𝑜𝑤 represents all the amounts of water that are removed from the domain. 
∆ 𝐸𝑟𝑟𝑜𝑟 represents the error in estimating the 𝐼𝑛𝑓𝑙𝑜𝑤 and 𝑂𝑢𝑡𝑓𝑙𝑜𝑤 components for steady-
state condition. 
The modeled area has been extended upstream the Lienne River (1700 m) and downstream the 
Lizerne River (700 to 1000 m) according to estimated equipotential lines for low water over 
the period 1993-2003. The total modeled area is 27’222’870 m2. The length of the Rhône River 
in this area is 15’750 m. Groundwater flow and infiltrating water are calculated according to 
Darcy’s law [Darcy, 1856] which multiplies the hydraulic gradient with the hydraulic 
conductivity of the media in order to obtain the specific discharge. The specific discharge [L.T-
1] is then multiplied by the area that it crosses to obtain the discharge [L3.T-1]. The values of 
the parameters used in the estimation of the water budget are synthesized in Table 4.3. The 
gradient is estimated using observation wells triples at the upstream limit, downstream limit, 
Conthey dejection cone and along the Rhône River. 
For the hydraulic conductivity of the aquifer (thickness of 40 m) and the Rhône riverbed 
(thickness of 1 m), values of 10-3 m/s and 10-5 m/s are retained respectively [Glenz, 2013; 
Rovina + Partner AG, 2009] and an average gradient between Rhône River stage and nearby 





Figure 4.16: Plot of the calculated hydraulic gradient 
of the water table according to the area defined by the 
3 observation wells used for the estimation. 
 
Figure 4.17: Plot of the calculated flow direction of 
the groundwater of the water table according to the 
area defined by the 3 observation wells used for the 
estimation. 
 
Figure 4.18: Histogram of the distribution of water 
table hydraulic gradient over the model domain. 
 
Figure 4.19: Histogram of the distribution of 
groundwater flow direction over the model domain. 
 






Figure 4.21: Block diagram displaying the conceptual model describing the groundwater system, including 
associated surface water bodies, hydrostratigraphic units, hydraulic and morphologic characteristics of surface 
and groundwater media and the flow system statistics. 
The length of the cross-section of the upstream and downstream aquifer limits are 1085 and 
2401 m respectively. The flux coming from the alluvial cone of Conthey has a magnitude of 
0.04 m/d along a horizontal distance of 2500 m. The water budget is purposefully deprived of 
the drains that represent 𝑂𝑢𝑡𝑓𝑙𝑜𝑤 because of their complexity and the density of the network. 
The consequence of this omission is evaluated based on the results of the water budget. 
Table 4.4 shows the conceptual model water budget. It appears that the inflow is not 
compensated by the extraction of water by pumping wells or by the downstream limit 
groundwater outflow, which is insufficient although the downstream aquifer cross-section is 
greater than the upstream aquifer limit. 
The main recharge seems to be related to the Rhône River infiltration (51.8%) and the rain 
recharge (27%). The value of the groundwater inflow from the alluvial cone of Conthey is the 
smallest term and is similar to the value of the Upstream limit groundwater inflow.  
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Table 4.3: Parameters values used in the estimation of the water budget. 
Water Budget Parameters Values Units 
Recharge by rain   
Rain infiltration 4.1e-4 m/d 
Model area 27.2e6 m2 
Recharge by the Rhône River   
Rhône riverbed hydraulic conductivity 0.864 m/d 
Rhône River stage – groundwater gradient 3.1e-2 - 
Rhône River length 15’750 m 
Rhône River width 50 m 
Groundwater flow   
Aquifer hydraulic conductivity 86.4 m/d 
Groundwater  gradient 1.2e-3 - 
Aquifer depth 40 m 
Upstream aquifer width 1085 m 
Downstream aquifer width 2401 m 
Table 4.4: Conceptual model water budget (The removal of water by the drainage network is not taken into 
account, same for the potential influx from tributaries). NE means Not Estimated. 
𝑰𝒏𝒇𝒍𝒐𝒘 Unit (m3/d) 𝑶𝒖𝒕𝒇𝒍𝒐𝒘 Unit (m3/d) 
Rain recharge 11’164 Pumping wells 5100 




Conthey dejection cone groundwater 
inflow 
4000 Drains NE 
Rhône River infiltration 21’092   
Tributaries infiltration NE   
Total 𝐼𝑛𝑓𝑙𝑜𝑤 40’756 Total 𝑂𝑢𝑡𝑓𝑙𝑜𝑤 15’057 
 ∆ 𝐸𝑟𝑟𝑜𝑟 +25’699  
Although water budget based on the simplification of the conceptual model and the field data 
can have important uncertainty, the strong imbalance of this water budget tends to point out 
the necessity of including other sink terms. The omitted subtractions of water by the drainage 
network appear to be of the same order, even greater, than the aquifer recharge by the Rhône 
River infiltration. Nevertheless, imbalance could also be partly due to the overestimation of the 
rain recharge or the Rhône River infiltration. 
In the next section, the numerical model is designed according to the defined conceptual model. 
The description and discussion of the numerical model design will support the calibration 
approaches, two-dimensional steady-state and three-dimensional transient, which will be the 
purpose of the section following the next one. 
  
 4-19 
4.3. Model design 
4.3.1. Model dimensionality 
4.3.1.1. Spatial dimension 
Regional scale groundwater numerical model from Sierre to Evionnaz (60 Km) has been 
constructed in two-dimension by Glenz [2013] and local (a few kilometers) model in the study 
area have been developed in three-dimension by Richon et al. [2010] and  Grindat et al. [2014]. 
It is arguable that because only one hydrostratigraphic unit is considered for the modeling of 
the Rhône alluvial aquifer, a two-dimensional model using the Dupuit-Forchheimer 












) =  𝑆𝑦
𝜕ℎ
𝜕𝑡
− 𝑅 4.3 
Where 𝐾𝑥 and 𝐾𝑦 are the hydraulic conductivities of the aquifer along the direction 𝑥 and 𝑦 
respectively [L.T-1] (see conceptual model Figure 4.21), 𝑆𝑦, previously defined in Subsection 
5.2.1 Hydrostratigraphy and boundaries, is the specific yield [-] and 𝑅 is a recharge term [L.T-
1]. The term 𝜕ℎ/𝜕𝑡 represents the variation of head with the time 𝑡 and is equal to 0 for steady-
state simulations. Dupuit-Forchheimer equation 4.3 assumed horizontal flow with no vertical 
components, therefore the third dimension represented by the 𝑧 axis (see conceptual model 
Figure 4.21) is absent from the equation. The transmissivity is therefore calculated by 
multiplying the hydraulic conductivity along the direction considered by the hydraulic head, 
assuming that the reference hydraulic head equal to 0 is set at the bottom of the aquifer for the 
𝑥𝑦 location. In other words, ℎ should represent the saturated thickness 𝑏 of the unconfined 
aquifer. The two-dimensional approximation is appropriate when the thickness of the aquifer 
is small relative to the horizontal dimension of the model and is therefore often employed for 
regional model. However according to the relatively small width of the valley relative to the 
Rhône River and the presence of stacks near the river edges (City of Sion, Airport, Vissigen 
neighborhood, etc.) it is necessary to determine whether the two-dimensional simplification is 
acceptable. Comparisons between three-dimensional and two-dimensional models 
representing hydraulic features, such as partially penetrating hydraulic features, as it is the case 
for the Rhône River and the drains crisscrossing the study area, show that heads calculated by 
the Dupuit-Forchheimer approximation are almost identical from those calculated using a 





Where 𝐾𝑥 is equal to 𝐾𝑦, i.e. the aquifer conductivity is horizontally isotropic. The computation 
of equation 4.4 for the study area gives a value of 316 m. Figure 4.22 shows that the area 
around the Rhône River (red strip) characterized by the calculated value is significant and 
includes important stakes such as inhabited zones of the domain, in particular the east part of 
the city of Sion. Three-dimensional modeling may therefore be important for the defined 
modeling purposed in the study area. For three-dimensional groundwater modeling, the flow 


















) =  𝑆𝑦
𝜕ℎ
𝜕𝑡
− 𝑊 4.5 
where the flow along the vertical direction 𝑧 is computed according to Darcy’s law and 
potential volumetric inflow or outflow rate are represented by the variable 𝑊. 
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Figure 4-22: Area (reddish surface) surrounding the Rhône River where an error in the estimation of the water 
table can potentially be incurred following the use of the Dupuit-Forchheimer assumptions (two-dimensional 
model). 
4.3.1.2. Temporal dimension 
Local and regional models of the study area have been calibrated and used for forecast in 
steady-state conditions [Glenz, 2013; Grindat et al., 2014; Richon et al., 2010] and in transient 
[Richon et al., 2010] conditions for a strengthening of the Rhône River embankments along 
the Vissigen Neighborhood, city of Sion (anticipated measure II in Sion). 
The success of the calibration is related, on the one hand, to the appropriate conceptualization 
of the model and its numerical implementation and, on the other hand, to the calibration dataset 
available. In the Rhône Valley, a large set of point in time measurements of the water table 
have been recorded. Within the model domain, point in time values in 179 observation wells 
are available for steady-state calibration. For each well, a pseudo steady-state value has been 
computed by averaging the measurements at each observation well over a period of 10 years 
(1993-2003). These average head targets can thus be used for the calibration of a steady-state 
model. Moreover, the data gathered during the low water season are ideal for the calibration of 
a steady-state model because during this period, the water table is at a seasonal quasi-steady-
state (Figure 4.23). 
Nevertheless, although head measurement can be made with high accuracy (error of 0.5 cm) 
their uncertainty can still be significant and much higher than the instrumental error because 
of relative representability of the system steady-state condition. For the calibration of the 
transient model, time series of water table records are required. The total number of transient 
observations is important (according to the measurement time step). However, the locations 
where these measurements are made are fewer. In the model area, five probes installed along 
the Rhône River for continuous water table measurement: 16_SHGN6543; 47_B3; 68_tr-55; 
90_04K04 and 107_04E01 are used for the transient calibrations. Figure 4.24 shows both 
steady-state and transient measurements locations. 
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Figure 4.23: Near Rhône River water table variations throughout the years 2001-2002. It can be observed that 
during the winter season (from September to March) the water table can be considered at a seasonal quasi-steady-
state. In this situation, point in time field measurements can be considered to be representative of the average 
elevation. 
According to the parameters already defined (the hydraulic isotropic conductivity 𝐾 ranging 
between 10-2 and 10-4 m/s) and for a period of 1 year (period of the seasonal variations), the 







Where 𝑃 is the 1 year period expressed in days and 𝐿 is the average distance between the Rhône 
River and the lateral model boundaries estimated at a value of 1 Km. Equation 4.6 gives values 
between 0.004 and 0.4. According to Haitjema [2006] this range of values characterizes a 
groundwater system that can be simulated using successive steady-state model of time-average 
conditions. Nevertheless, the highest value calculated with 𝐾 enters in the range of required 
transient models (Values superior to 0.1). For the most part, this result agrees with preceding 
steady-state approaches used at a regional scale [Glenz, 2013]. Nevertheless, in order to 
calibrate the hydraulic conductance of the riverbed, Gianni et al. [2016] (see Chapter 2) 
showed that the riverbed conductance could be estimated using transient data from river stage 
and nearby observation wells. Therefore, transient calibration can increase the identifiability 
of riverbed hydraulic conductance. Transient calibrations require two additional parameters 
than steady-state simulations: a storage term, already defined as the specific yield 𝑆𝑦 for 
unconfined aquifer and the initial values of hydraulic heads throughout the model. The pre-
transience hydraulic head distribution being influence by new values assigned to the parameters 
during the calibration process, a spin-up period is established before the transience of the model 
is actually simulated. During the spin-up period, the elevation of the water table progressively 
varies according to the set of parameters used in the iteration and is assumed to have reached 
steady-state condition prior the inception of the transience. 
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Figure 4.24: Model calibration targets steady-state and transient. The total measurement data set comprises 179 
observation wells (included transient probes). For readability, not all the labels (observation well names) are 
displayed. 
Therefore, the spin-up period should be long enough for heads to be stabilized, according to 
the parameters set used by the iteration, before the transience occurs. In the case of the present 






Equation 4.7 gives a theoretical range of values between 5.8 and 578 days for the spin-up 
period. In the same way, as for the aquifer response time, the highest value corresponds to the 
lower limit of the hydraulic conductivity and is unlikely to represent the real average value of 
the natural system. 
This section discussed the spatial and temporal dimensions acceptable for the modeling of the 
groundwater system in the area of Sion. In view of these elements, a three-dimensional model 
may be appropriate for the modeling purpose and a transient simulation can provide further 
information on the estimated parameters. The next section presents the mathematical 
boundaries used in the model design. 
4.3.2. Boundaries implementation 
Three types of mathematical model boundaries are used, both along the domain perimeter and 
internally. According to the defined conceptual model, these boundaries are characterized by 
physical features and equipotential lines (constant heads). Figure 4.25 shows the setting of the 
model boundaries. 
4.3.2.1. Perimeter Boundaries 
The perimeter of the model domain delimits the alluvial aquifer (including alluvial cones) and 
is defined as no flow boundary except for the following limits. Upstream, the water table 
boundary is represented by a specified head interpolated from the piezometers 177 (497.02 m), 
178 (497.38 m), 179_03D51 (497.77 m) and a piezometer located outside of the model domain 
at several meters from the lower corner of the upstream section (498.15 m). 
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Figure 4.25: Top view of the three-dimensional numerical model that shows the implementation of mathematical 
boundary conditions. Specified head conditions are, for upstream and downstream equipotential lines, interpolated 
from observation wells (Values are applied to the whole thickness of the aquifer). Specified flux condition is used 
for the groundwater inflow coming from the dejection cone of Conthey (Values are applied to the whole thickness 
of the aquifer). The head-dependent condition is used to simulate the hydraulic potential of the Rhône River and 
its Tributaries (Values are applied to the top slice nodes only). Head-dependent condition with flux constraint 
(The hydraulic feature allows removal of water only and therefore prevents inflow when the specified head is 
higher than the surrounding groundwater head) is used to simulate the bottom elevation of the drains present in 
the model domain (Values are applied to the top slice nodes only). 
Downstream, the water table boundary is represented by a specified head interpolated from the 
piezometers 1_05P75 (473.06 m), 2 (472.90 m) and 8 (473.28 m). Along the upstream limit of 
the alluvial cone of the Morge River, previous studies recognized and quantified a groundwater 
influx of 0.04 m/d [Glenz, 2013]. This value will be used as specified influx along the model 
boundary corresponding to the alluvial cone of the Morge River. 
4.3.2.2. Internal boundaries 
Head-dependent boundaries are used to simulate partially penetrating surface water bodies, 
such as the Rhône River and its tributaries. The setting of head-dependent boundaries involves 
the definition of a conductance parameter 𝐶 [T-1]. This parameter controls the vertical exchange 
flux 𝑞𝐻𝐷𝐵 and represents the hydraulic properties of the riverbed. 





where ℎ [L] is the hydraulic head in the aquifer below the river,  ℎ𝐻𝐷𝐵 [L] is the head specified 
to the node that represent the river, and 𝐾𝑟𝑏 [LT
-1] and 𝑏𝑟𝑏 [L] are respectively the hydraulic 
conductivity and the thickness of the riverbed. The values of 𝐶 will be estimated during the 
calibration process. 
Similarly, the drainage network present in the model domain, which removes water from the 
groundwater system, is simulated using head-dependent boundaries. Nevertheless, a 
supplementary condition is imposed, 𝑞𝐻𝐷𝐵 ≤ 0, to prevent infiltration of water into the aquifer. 
Using this inequality, the boundary condition is deactivated when the drain elevation is higher 
than the surrounding water table. Hence, drains represent only sink (removal of groundwater) 
and never source of water. 
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Figure 4.26: Plot of the bottom elevation of the 9 drainage canals. The x-axis represents the distance starting at 
the downstream part of the drain and following its talweg. 
Figure 4.26 shows the specified hydraulic head imposed as a head-dependent boundary for the 
nine drainage channels distributed in the model. These elevations have been obtained by 
extraction of the values of surface elevations from the Swiss Digital Elevation Model (2 m by 
2 m) [Swisstopo, 2012]. The sensitivity of the water table to the conductance of the canalbeds 
(drains) will be investigated during the calibration process. However, because these canals 
essentially exfiltrate groundwater, initial assumptions will be made that their beds is relatively 
unclogged and therefore an arbitrary high value of the conductance will be initially set so that 
surrounding aquifer hydraulic properties control the flow into the drains. 
The point in space sinks represented by the eleven pumping wells are implemented using 
specified flow boundary and the areally distributed source represented by the recharge by 
precipitation is implemented using a specified flux boundary (On the top layer for three-
dimensional models) over the all domain. 
The next section describes the model discretization as well as the pre-calibration material 
properties parametrization and the set of parameters that will be estimated during the 
calibration process. 
4.3.3. Model discretization and parametrization 
In this section, the spatial and temporal discretization of the model is described, as well as the 
model parametrization and the parameters that will be estimated during the calibration process. 
4.3.3.1. Spatial and temporal discretization 
The spatial discretization of the model was guided by the modeling purposed and thus relatively 
smaller nodal spacing, close to the surface hydraulic features, is imposed (Figure 4.27). In 
order to avoid interpolation errors, each observation well is located on a node in the mesh. 
The domain and the governing equation are discretized with triangular prisms and using a finite 
element method respectively. Each layer is constituted of a total number of 83’206 elements, 
which respect the Delaunay criterion. The aspect ratio (ratio between the largest triangle side 
to the smallest triangle side) is maintained inferior to 3, the average maximum interior angle is 
85.8° with a standard deviation of 14.1°. The vertical discretization split the hydrostratigraphic 
unit into 4 layers for a total number of elements of 332’824. 
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Figure 4.27: Three-dimensional mesh domain in a perspective view (bottom) and in a top view (top).  
The average elemental diameter is 25.1 m with a standard deviation of 24.5 m. This 
discretization is assumed to be sufficient to allow the calibration of a heterogeneous hydraulic 
conductivity field. A non-uniform anisotropy angle simulating the variations of the direction 
of the Rhône River will be enforced during the calibration process by varying the angle of 
anisotropy at each element during the interpolation (Kriging) from the estimated value at the 
pilot points locations. Therefore, a heterogeneous hydraulic conductivity field is generated that 
follows the shape of the Rhône River and tend to mimic the potential geological structures 
resulting from the sedimentation processes.  
The average layer thickness is 10.5 m with a standard deviation of 4.4 m (4 layers with an 
expanding nodal spacing inferior to 1.5). The vertical discretization is necessary to 
accommodate the vertical variation in heads generated by vertical flux caused by partially 
penetrating hydraulic features such as the Rhône River and its tributaries as well as the 
superficial drainage network. This number of layers ensures that heads in the middle layer of 
the alluvial aquifer are computed using values of vertical leakance based entirely on its own 
vertical hydraulic conductivity 𝐾𝑧 [Anderson et al., 2015]. 
Internal boundaries and observation wells are placed on a predefined node located at the exact 
boundary position. 
Fluid flow boundary conditions comprise 435 nodes with specified head condition (Upstream 
and downstream equipotential lines), 210 nodes with specified flux condition (Conthey 
dejection cone) and a total of 23’276 nodes with head-dependent condition (Rivers and drains) 
from which 18’242 have a maximum flow constraint of 0 (Drains). 
Concerning the temporal discretization employed during transient simulations, an adaptive 
time stepping explained in Diersch [2014] is used: 






Where ∆𝑡𝑛 and  ∆𝑡𝑛+1 are the current and next time step respectively, 𝜀 is the closure criterion 
or error tolerance, 𝑑𝑛+1 is the absolute value of the local truncation error and 𝐵 a constant equal 
to 1/3. 
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4.3.3.2. Parameters assignment 
As shown in equation 4.3 and 4.5, the distribution of the hydraulic heads is a function of the 
hydraulic parameters and especially of the aquifer hydraulic conductivity 𝐾. The uncertainty 
on its value in each element of the model mesh is essentially due to its heterogeneity given that 
variations of several orders of magnitude can happen over relatively short distance [Fetter, 
2001; Heath, 1983]. Moreover, acquaintance of potential heterogeneity is all the more 
important considering the study hydrogeological system is an alluvial plain crossed by several 
alluvial fan originating from rivers flowing through different lithologies. 
In the same way, riverbed conductance is difficult to measure in the field, especially for large 
river such as the Rhône River. Moreover, the high degree of heterogeneity typically found in 
riverbed [Calver, 2001; Rosenberry et al., 2008] makes upscaling of point measurements of 
hydraulic properties particularly problematic. Therefore, the conductance of the Rhône 
riverbed will be estimated during the calibration process as well as these from the tributaries 
and the drains. 
Hydrologic stresses such as recharge by rain and pumping wells have been estimated from 
metrological data (SwissMeteo) for the former and determined by request to the persons in 
charge for the latter [Glenz, 2013]. Therefore, their values will not be calibrated in the model. 
For the recharge, a piecewise constant recharge rate is assigned to the whole domain. In the 
same way, surface water constraints obtained from corrected digital elevation model 
(Tributaries and drains) and hydraulic simulations (Rhône River) for head-depend boundaries 
will also not be estimated. 
Two methods of mesh population will be used: zonation and interpolation. Zonal 
parametrization will be achieved using the geologically based hydrofacies composition of the 
study zone displayed in the Conceptual Model section (Figure 4.6). This method imposes 
homogeneity of the estimated values within each zone and no interpolation methods are 
required to populate the mesh elements. When this approach as the advantage of limiting the 
number of parameters to be estimated it cannot accommodate potential heterogeneity within 
the predefined zones. Conversely, the interpolation scheme will use parameter values estimated 
at specified locations to compute by interpolation values at every elements in the mesh. This 
process is known as the Pilot Point method [Doherty, 2003; Gomez-Hernandez et al., 1997; 
Ramarao et al., 1995]. Within the alluvial aquifer hydrostratigraphic unit, the interpolation 
from pilot points allows for a gradation in the hydrogeological properties. This approach has 
the advantage to allow more flexibility in the representation of the heterogeneity than the 
zonation approach. However, use of Pilot Points method leads generally to a highly 
parameterized model, i.e. large number of parameters and possibly more parameters than 
observations because a large number of pilot points must be spread over the model and the 
value of the parameter at each pilot point has to be estimated. Highly parameterized models 
lead often to non-unique solutions in the estimation of the parameters and render often the 
problem intractable. Nevertheless, regularization method by problem expansion (Tikhonov) or 
reduction (Singular Value Decomposition, see section 3.3 Parameter estimability and 
predictive uncertainties in Chapter 3) can make the inversion process tractable [Doherty, 2015; 
Doherty and Hunt, 2010]. Interpolation between the pilot points is done using geostatistical 
method via kriging. The kriging is based on parameter correlation according to the distance of 
separation and is characterized by a variogram. For the study, the spatial interpolation 
parametrization is complemented by a spatial variation of the anisotropy angle in order to 
simulate the horizontal anisotropy of the aquifer hydraulic conductivity caused by the fluvial 
sedimentation/erosion processes related to variation in the Rhône River flowing direction. 
Therefore, a mapping of the anisotropy angle for each element of the mesh is done according 
to the flowing direction of the Rhône River. 
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Table 4.5: Pre-calibration parametrization of the base model. 
Feature Property ID Value Unit 
Rhone Alluvial Plain     
Rhone Aquifer Hydraulic Conductivity Aq 10-3 m/s 
Rhone River     
Rhone Riverbed Infiltration Conductance Rh_I 10-6 s-1 
Rhone Riverbed Exfiltration Conductance Rh_O 10-4 s-1 
Tributaries     
Lienne Riverbed Infiltration Conductance Le_I 10-9 s-1 
Borgne Riverbed Infiltration Conductance Bo_I 10-9 s-1 
Sionne Riverbed Infiltration Conductance Si_I 10-9 s-1 
Printse Riverbed Infiltration Conductance Pr_I 10-9 s-1 
Morge Riverbed Infiltration Conductance Mo_I 10-9 s-1 
Lizerne Riverbed Infiltration Conductance Le_I 10-9 s-1 
Canals     
Uvrier Canal Exfiltration Conductance Uv_O 1 s-1 
Vissigen Canal Exfiltration Conductance Vi_O 1 s-1 
Iles Canal Exfiltration Conductance Il_O 1 s-1 
Blancherie Canal Exfiltration Conductance Bl_O 1 s-1 
Polonais Canal Exfiltration Conductance Po_O 1 s-1 
Sion-Riddes Canal Exfiltration Conductance SR_O 1 s-1 
Vetroz Upstream Canal Exfiltration Conductance V__O 1 s-1 
Vetroz Downstream A Canal Exfiltration Conductance VA_O 1 s-1 
Vetroz Downstream B Canal Exfiltration Conductance VB_O 1 s-1 
 
Table 4.5 shows the parametrization of the base model that will serve as an initial state 
regarding the hydraulic properties of the model for subsequent calibration processes. This 
parameterization will be increased in the following models by adding spatially varying values 
for the hydraulic conductivity of the aquifer and the Rhone riverbed (Pilot Points). In the base 
model, the hydraulic conductivity of the aquifer is considered homogeneous and isotropic over 
the whole area. 
The Rhone riverbed is considered to be a resisting layer with a conductance of 10-4 s-1 and 10-
6 s-1 in infiltrating and exfiltrating conditions respectively. Subsequently, this parameter will 
be estimated. The tributary beds are considered impervious (very low conductance), thus no 
infiltration from these streams into the groundwater is initially enforced. As their positions are 
higher than the surrounding water table, no exfiltration of the groundwater into these streams 
is expected. The canals are considered as drains and their surface unclogged. Therefore, the 
conductance is set to a high value so that aquifer properties around the drain control the flow. 
Based on the conceptual model established in the precedent section, this section has developed 
the setup of the numerical model of the Rhône River and its alluvial aquifer. The following 
section (4.4) is introduced with a brief presentation of the numerical modeling and inversion 
code as well as the metric chosen to evaluate the parameter estimation processes. Then, in the 
first subsection, (4.4.1) the discrepancies between simulated and observed heads are calculated 
for the base model and a manual trial-and-error history matching is carried out in order to assess 
the sensitivity of the model output to parameter value variations. Subsequently, the following 
subsections present the results of the calibration processes of the two-dimensional zonal steady-
state (4.4.2) and three-dimensional heterogeneous transient simulations (4.4.3). The purpose of 
the calibration process is to support the credibility of the forecast of future water table 
elevation, and to reduce the predictive uncertainty, by achieving a satisfying fit, relatively to 
the assumed measurement error, between observed (179 observation wells) and simulated 
heads. 
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4.4. Models calibration 
The groundwater modeling code selected is FEFLOW [Diersch, 2014], a verified, with long 
track record finite element code adapted for calibration and uncertainty analysis using the 
automated parameter estimation code PEST [Doherty, 2015]. 
The groundwater flow code FEFLOW has been chosen because of the flexibility of the Finite 
Elements method in designing complex perimeter and internal features, the accuracy of the 
water balance, the capacity of increasing execution speed by using different equation-system 
solvers and parallel computing, and its acceptance amongst the groundwater modeling 
community and the 3rd Rhône River Correction project stakeholders. The equation-system 
solvers are selected according to their performance in terms of execution time and solution 
accuracy on the numerical model related in particular to the model node number and whether 
the simulation is steady-state or transient. 
o For the two-dimensional steady-state model with a discretization comprising less than 
200’000 mesh elements, the algebraic multigrid solver (SAMG) with a flow solution 
residual inferior to 5 10-5 m3/d. 
o For the three-dimensional transient model, the default iterative solver pre-conditioned 
conjugate-gradient (PCG) with a termination criterion of 10-5 has been chosen. 
In the following simulations and calibrations of the model variants, summary statistics will be 
given by: 
 The Mean Error, 𝑀𝐸: 
𝑀𝐸 =  





 The Mean Absolute Error, 𝑀𝐴𝐸: 
𝑀𝐴𝐸 =  





 The Root Mean Squared Error, 𝑅𝑀𝑆𝐸: 
𝑅𝑀𝑆𝐸 =  √





where 𝑛 is the number of observations used during the calibration process, 𝑖 is an index that 
refer to an observed value ℎ𝑚 and its counterpart simulated value ℎ𝑠. 
4.4.1. Base model 
The base model retains the parametrization defined in the previous Subsection 
4.3.3.2 Parameters assignment (See Table 4.5). Based on the homogeneous and isotropic 
value of the aquifer hydraulic conductivity a forward simulation of the two-dimensional variant 
of the numerical model design is executed. The results of the simulation in terms of errors 
between simulated and measured heads are presented in the Figure 4.28. 
Figure 4.28A maps the errors between observed and simulated values as well as both the 
piezometric map of observed and simulated values. The errors are significant, in particular in 
the upstream part of the model and in the alluvial cone of Conthey, with values ranging from -
2.83 to 1.36 m. Figure 4.28B and C, and Table 4.6 display and quantify the positive bias of 
the simulated values, i.e. the mean error is significantly inferior to 0 with a value of -0.59 (See 
ME in Table 4.6). Although the maximum error is equal to 1.36 m, the 91th percentiles equal 
to 0.02 m (a value close to 0) confirms that the bias is essentially positive, i.e. simulated values 






Figure 4.28: Visual and statistical descriptions of the base model run. A) Piezometric map from observed heads 
(calibration targets) and simulated heads. The colored area represents the spatial distribution of residual errors 
(differences between observed and simulated values). B) Scatter plot of observed heads versus simulated heads. 
C) Statistical description of the error between observed and simulated heads (Boxplot). 
Table 4.6: Summary statistics of the calibration results for the forward simulation of the base model. The unit is 
the meter. 
𝑴𝑬 𝑴𝑨𝑬 𝑹𝑴𝑺𝑬 𝑻𝒂𝒓𝒈𝒆𝒕 𝒓𝒂𝒏𝒈𝒆 
𝑹𝑴𝑺𝑬
𝑻𝒂𝒓𝒈𝒆𝒕 𝒓𝒂𝒏𝒈𝒆
 Standard deviation 
-0.59 0.65 0.93 25 3.7% 0.67 
Percentiles Min 9th 25th Median 75th 91th Max 
-2.83 -1.86 -1.00 -0.31 -0.08 0.02 1.36 
The water budget presented in Table 4.7 shows the balance between the inflows and outflows 
that gives a negligible error of 9 m3/d, inferior to 0.03% of the hydrologic cycle. The amount 
of water that goes through the model domain is around 35’590 m3/d. This value is of the same 
order of magnitude as the value calculated during the establishment of the conceptual model 
(See 4.2.3 Flow system and groundwater budget). The inflow is dominated by the Specified 
flux comprising the alluvial fan of Conthey and the recharge by rain, and by the Head-
dependent boundaries, essentially represented by the Rhône River infiltration. The tributaries 
in view of the low conductance of their bed infiltrate a negligible amount of water, i.e. less than 
1%. Concerning the upstream groundwater inflow, its value represents 22% of the total inflow 




In order to assess the sensitivity of the mean absolute error, which is equal to 0.65 (See 
Table 4.6), to the variation of the parameters values, the results of a manual trial-and-error 
history matching is presented in Figure 4.29. The results show that increasing the values of the 
tributary beds conductance leads to an increase in the value of the 𝑀𝐴𝐸. A similar, although 
smaller, trend can be observed for decreasing values of the canal beds. Conversely, decrease 
of the Rhône riverbed conductance clearly leads to a decrease of the 𝑀𝐴𝐸 with a minimum for 
values ranging between 10-6 and 10-8 m/s. However, further decrease of the conductance of the 
Rhône riverbeds causes the 𝑀𝐴𝐸 to rise. This observation is consistent with the computed 
errors between observed and simulated values that show that the simulated values tend to be 
higher than the observed ones, especially in the upstream part of the model domain. Therefore, 
decrease of the Rhône River infiltration caused by decrease in the riverbed conductance will 
lower the surrounding water table elevation and thus reduce the discrepancies between 
simulated and observed heads. Nevertheless, further reduction of the Rhône riverbed 
conductance, preventing a sufficient infiltration of the Rhône River can lead to important 
decreases of the surrounding water table and thus caused the 𝑀𝐴𝐸 to increase. In summary, 
this analysis suggests that the conductance of the Rhône riverbed should be calibrated and that 
spatial variation of its values may reduce the post-calibration value of the 𝑀𝐴𝐸. Concerning 
the hydraulic conductivity of the aquifer, an increase of its value causes a reduction the 𝑀𝐴𝐸. 
However, value of 0.1 m/s are not consistent with expert knowledge based on aquifer tests. The 
reduction of the 𝑀𝐴𝐸 is related to the increase in the value of the ratio between aquifer 
horizontal hydraulic conductivity and the Rhône River infiltration flux that tend to flatten the 
simulated head profile and thus, for the base model, reducing the discrepancies between 
simulated and observed heads. 
In summary, the results of the forward simulation of the base model show that the errors 
between simulated and observed heads are significant, with a 𝑅𝑀𝑆𝐸 of 0.91 and a ratio 
𝑅𝑀𝑆𝐸/(𝑇𝑎𝑟𝑔𝑒𝑡 𝑟𝑎𝑛𝑔𝑒) of 3.7%. Moreover, a bias toward too high elevations of the water 
table (𝑀𝐸 = -0.59) is present. Also, a manual trial-and-error history matching has been pursued 
and demonstrated the possibility of reducing the 𝑀𝐴𝐸 by varying the values of the model 
parameters. Consequently, further calibrations, using more flexible and efficient parameter 
estimation approaches through automated trial-and-error history matching appear to be 
necessary and is the objective of the next sections. As mentioned previously, the main point in 
achieving a better fit, relatively to the assumed measurement error, between observed and 
simulated heads, is to increase the confidence in the forecast of future water table elevation and 
to reduce its uncertainty. 
4.4.2. Calibration of the two-dimensional zonal steady-state model 
4.4.2.1. Calibration approach and model parametrization 
The automated trial-and-error calibration process aims at estimating a set of model parameters 
using algorithms such as the gradient method (Gauss-Levenberg-Marquardt) described in 
Section 1.5 Hydrogeological modeling at Chapter 1. The efficiency of the calibration process 
is assessed by quantifying the simulated to observed values misfit. Therefore, the positions and 
the values of the head observations constrain the estimation of the parameters and the 
information provided is referred as “hard knowledge”. Furthermore, the validity of the values 
estimated for each parameter is assessed using so-called “soft knowledge” or “expert 
knowledge”, i.e. range in which the values of estimated parameters are deemed to be consistent 
with the conceptual model (values reported for the site from field and laboratory measurements 
or from literature). Generally, the “soft knowledge” is enforced within the calibration process 
by imposing limits to the values that a parameter can adopt. 
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Table 4.7: Water budget for the forward simulation of the base model. The flow components of the water budget 























































































































































































































































































































































































































































































































































































































































Figure 4.29: Evolution of the Mean Absolute Error (The MEA is equal to 0.65 for the Base model) for different 
value of the parameters. Each parameter takes values from 1e-9 to 1 and the other parameters remain at their 
original values (See Table 4.5). 
The underlying assumption of the calibration process is that by achieving a satisfying fit, 
relatively to the assumed measurement error, between observed and simulated heads the 
confidence in the forecast of future water table elevation and the reduction of its uncertainty 
can be improved. As demonstrated in the previous Chapter 3, the credibility of the prediction 
uncertainty is supported by the assumption that the model defects are minimized regarding the 
prediction of interest. In order to reduce the large structural error induced by considering only 
one value of hydraulic conductivity for the all aquifer domain, hydrogeological zones based on 
the geological model of Sion [Sartori et al., 2011], are defined. The zonal discretization of the 
hydraulic conductivity of the aquifer allows to formulate an overdetermined (well-posed) 
inverse problem by maintaining the number of calibration parameters (56 parameters, see 
Table 4.8) at a lower value than the number of observations (179 observations) [Hill and 
Tiedeman, 2007]. Zonal discretization involves that within a specified zone all elements will 
be assigned a same estimated value of hydraulic conductivity. 
The model domain is divided into eleven zones (Figure 4.30). The firsts three zones represent 
a segmentation of the Rhone alluvial plain nearby the Rhône River and excluding the alluvial 
cones from the tributaries as well as the area of Sion airport. This segmentation allows potential 
variations of the hydraulic conductivity of the river alluviums before, within and after the 
alluvial cone of the Borgne River. The other sections of the model represent essentially 
variations in the geology due to the nature of the alluvial cones of the different tributaries of 
the Rhône River. 
4.4.2.2. Calibration results and estimated parameters 
The results of the automated calibration in terms of history matching are summarized in 
Table 4.9. The calibration achieved a value of the mean average error, 𝑀𝐴𝐸, of 0.11 m, which 
represents a significant reduction of the residual error compared to the base model for which it 
was 0.65 m. Moreover, the mean error, 𝑀𝐸, is very close to 0 (-0.01 m), i.e. no significant 
model bias is present after the parameter estimation process. In the same way, the reduction of 
the post-calibration root means squared error, 𝑅𝑀𝑆𝐸, (from 0.93 to 0.15 m) and standard 
deviation (from 0.67 to 0.11 m) support the efficiency this calibration. 
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Table 4.8: List and number of the parameters estimated during the automated calibration process. The In-transfer 
rate and Out-transfer rate [T-1] represent the conductance of the different hydraulic features when the surface 
water infiltrates the groundwater and exfiltrates the groundwater respectively. 
Parameters Type Number 
Alluvial plain Zonation 11 
Rhône River In-transfer rate Pilot Points 15 
Rhône River Out-transfer rate Pilot Points 15 
Tributaries In-transfer rate Zonation 6 
Canals Out-transfer rate Zonation 9 




Figure 4.30: Definition of the 11 hydrofacies based on the geological model of Sion [Sartori et al., 2011]. 
Table 4.9: Summary statistics and quantification of the calibration results of the two-dimensional zonal steady-
state model. The unit is the meter. 
𝑴𝑬 𝑴𝑨𝑬 𝑹𝑴𝑺𝑬 𝑻𝒂𝒓𝒈𝒆𝒕 𝒓𝒂𝒏𝒈𝒆 
𝑹𝑴𝑺𝑬
𝑻𝒂𝒓𝒈𝒆𝒕 𝒓𝒂𝒏𝒈𝒆
 Standard deviation 
-0.01 0.11 0.15 25 0.6% 0.11 
Percentiles Min 9th 25th Median 75th 91th Max 
-0.68 -0.18 -0.09 -0.00 0.06 0.16 0.45 
Figure 4.31A shows the distribution of the residual errors that range from -0.68 to 0.45 within 
the study area (values inferior to -0.68 are present outside of the study zone close to the 
upstream model boundaries). The scatter plot and box plot of the Figure 4.31B and C 
synthesize the calibration results and allow to visualize its efficiency in particular in the 
upstream part of the model domain. A summary of the estimated parameters is presented in 
Table 4.10. It can be observed that the area of the alluvial fan of the Borgne River presents the 
highest value of hydraulic conductivity (1.2 10-3 m/s), which is consistent with previous studies 
[GéoVal Ingénieurs-Géologues SA, 1986]. Also, the value estimated for the near Rhône River 
alluviums range from 3.2 to 7.9 10-4 m/s, which are values in accordance with expert 
knowledge. The lowest value is found at the Printse alluvial cone (2.3 10-6 m/s), which can 
result from the lower identifiability of the parameters in this area given that no observation is 
present within it (Figure 4.24 and Figure 4.25), except at its border along the Rhône River. 
This assumption is confirmed by the computation of the parameter identifiability (the method 





Figure 4.31: Visual and statistical descriptions of the two-dimensional zonal steady-state model calibration. A) 
Piezometric maps from observed data (calibration targets) and simulated heads. The colored area represents the 
spatial distribution of residual errors (the difference between observed and simulated values). B) Scatter plot that 
shows observed head targets versus simulated heads. C) Statistical description of the error between observed and 
simulated heads (Boxplot). 
Concerning the tributaries and canals, it can be observed that the values of the conductance of 
their beds remain close to their initial values. This implies that variations of these parameters 
are not necessary to improve the matching between the simulated and observed values. Also, 
their values are maintained to their initial one due to the regularization constraint imposed to 
each parameter, which penalized the calibration process when a variation of the initial value of 
a parameter does not lead to a reduced residual error. The computation of the parameters 
identifiability and post-calibration uncertainty reduction shown in Table 4.11 point out the 
inefficiency of the calibration process in estimating values for these parameters. 
The minimum, maximum, average and standard deviation values of the In-transfer and Out-
transfer rate of the Rhône riverbed, which represent the values of the riverbed conductance for 
the case of gaining and losing river respectively are shown in Table 4.10. The average values 
are 7.4 10-6 and 7.0 10-4 m/s respectively. Although the value of the standard deviation (4.3 10-
5 and 3.3 10-3 m/s) shows that the absolute values vary along the course of the Rhône River, 
Figure 4.32A and B inform us that the identifiability of the In- and Out-transfer rates of the 





Table 4.10: Estimated values for each parameter and summary statistics. 
Hydraulic Conductivity (m/s)  
 Estimated value 
Alluvium Rhône 1 3.2 10-4 
Alluvium Rhône 2 7.9 10-4 
Alluvium Rhône 3 4.6 10-4 
Cone Lienne 4.1 10-4 
Cone Borgne 1.2 10-3 
Cone Sionne 5.8 10-4 
Alluvium Aerodrome 1.2 10-3 
Cone Printse 2.3 10-6 
Cone Morge 2.2 10-5 
Alluvium Vetroz 1.5 10-5 
Cone Lizerne 5.0 10-5 
Hydrostratigraphic unit average 4.5 10-4 
   
In-transfer Rate (d-1)   
  Estimated value Minimum Maximum Average value 
Standard 
deviation 
Rhone Riverbed  1.3 10-9 7.5 10-4 7.4 10-6 4.3 10-5 
Lienne Riverbed 9.8 10-10     
Borgne Riverbed 1.0 10-9     
Sionne Riverbed 8.7 10-10     
Printse Riverbed 9.9 10-10     
Morge Riverbed 6.5 10-9     
Lizerne Riverbed 7.2 10-9     
      
Out-transfer Rate (d-1)      
 Estimated Value Minimum Maximum Average Value 
Standard 
Deviation 
Rhone Riverbed  2.4 10-5 5.2 10-2 7.0 10-4 3.3 10-3 
Uvrier Canalbed 1.1     
Vissigen Canalbed 1.0     
Blancherie Canalbed 1.0     
Iles Canalbed 0.9     
Polonais Canalbed 1.0     
Sion-Riddes Canalbed 1.0     
Vetroz Up. Canalbed 1.0     
Vetroz Do. A Canalbed 1.0     
Vetroz Do. B Canalbed 1.0     
The Out-transfer rate value is well identifiable in the exfiltrating part of the groundwater, i.e. 
along the city of Sion and in the downstream part of the Borgne alluvial cone. Along the rest 
of the Rhone River, the Out-transfer rate can solely be constrained by expert knowledge, either 
by constraints on the initial value (as it is the case in this calibration process) or by a constraint 
of homogeneity. Here the first condition has been chosen to highlight the none-identifiability 
of the parameters. 
4.4.2.3. Discussion on the two-dimensional steady-state calibration 
The steady-state calibration using average hydraulic heads allowed to estimate the value of the 
aquifer hydraulic conductivities and therefore to significantly reduce the discrepancies between 
simulated and observed heads. However, numerous parameters, in particular, the hydraulic 
properties of the Rhône riverbed, present a low identifiability. In Chapter 2, it was shown that 
transience, especially aquifer response to river stage transience, provides information to the 
calibration of the hydrogeological properties of the riverbed. Furthermore, transience in the 
Rhone River due to Hydropeaking generates inversion in the river-groundwater gradient that 
would be favorable to the estimation of both In- and Out-transfer rates. 
The zones of piecewise constant parameters based on geological formations neglect and 
constrain potential heterogeneity and anisotropy of the aquifer (Chapter 3). 
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Table 4.11: Identifiability and relative uncertainty variance reduction of the estimated parameters according to 
the calibration dataset. 
Parameter Identifiability Relative Uncertainty Variance Reduction 
Hydraulic Conductivity   
Alluvium Rhône 1 0.9 0.7 
Alluvium Rhône 2 1 1 
Alluvium Rhône 3 0.9 0.8 
Alluvium Aerodrome 0.7 0.6 
Cone Printse 0.0 0.0 
Cone Borgne 0.3 0.3 
Cone Morge 0.5 0.5 
Cone Sionne 0.2 0.3 
Cone Lienne 0.9 0.7 
Alluvium Vetroz 0.9 0.5 
Cone Lizerne 1.0 1.0 
Out-transfer Rate   
Uvrier Canalbed 0.0 0.0 
Vissigen Canalbed 0.0 0.0 
Blancherie Canalbed 0.0 0.0 
Iles Canalbed 0.0 0.0 
Polonais Canalbed 0.0 0.0 
Sion-Riddes Canalbed 0.0 0.0 
Vetroz Up. Canalbed 0.0 0.0 
Vetroz Down. A Canalbed 0.0 0.0 
Vetroz Down. B Canalbed 0.0 0.0 
Out-transfer Rate   
Sionne Riverbed 0.0 0.0 
Printse Riverbed 0.0 0.0 
Lizerne Riverbed 0.0 0.0 
Lienne Riverbed 0.0 0.0 
Borgne Riverbed 0.0 0.0 
Morge Riverbed 0.0 0.0 
Moreover, the abrupt changes of value across the boundaries are often not geologically 
realistic. Manual regularization by zones in which expression of heterogeneity is limited can 
lead to bias in the estimation of predictive uncertainty. However, it was shown that the 
hydraulic properties of the domain might not be uniquely estimable all over the domain due to 
a lack of data in certain zones. Nevertheless, because predictions of water table elevation 
concern the whole domain it seems necessary to assess the uncertainty of the hydraulic 
conductivity over the whole domain. This involves that parameters, which cannot be uniquely 
estimated, should be present in the model in order to better quantify the predictive uncertainty. 
Although the errors between simulated and observed heads has been significantly decreased 
by the calibration of the two-dimensional zonal steady-state model, a calibration using pilot 
points would probably reach a better fit. A highly parameterized approach using pilot points 
distributed throughout the model would allow to extract further information from the 
calibration dataset when it is possible and at the same time, it may increase the level of non-
uniqueness when the calibration does not provide sufficient information, which may lead to a 
better assessment of the uncertainty associated with the predictions. Nevertheless, addition of 
soft knowledge and collapse of the problem dimensionality through singular value 
decomposition may be required in order to ensure the stability of the inverse problem and to 
prevent potential over-fitting, which can arise in a highly parametrized model. 
In summary, highly parametrized models can be tractable and have the advantage, compared 






Figure 4.32: Values of the parameter identifiability of the In- and Out-transfer rates of the Rhone riverbed. The 
values range between 0 and 1. A value close to one means that the value of the parameter is estimable according 




Concerning the two-dimensionality of the domain, it was shown in the previous section 4.3.1 
Model dimensionality that errors may arise around partially penetrating hydraulic features. This 
is the consequences of not taking into account vertical fluxes. Moreover, in areally two-
dimensional simulations the In- and Out-transfer rates have a limited physical sense, regarding 
the estimation of the real riverbed conductance, as the flux exchanges are assumed to occur 
along the whole depth of the domain. Another consequence that follows from this assumption 
is that the domain is hydraulically partitioned by the surficial hydraulic features. As the forecast 
is tightly related to the consequences of the modification of the Rhone River stage, which is a 
partially penetrating hydraulic feature, the accuracy of its simulation and thus its interaction 
with the surrounding groundwater should be pursued. 
From this discussion, it follows that in order to meet the modeling purpose, the definition of a 
more complex model that take into account the following features should be pursued: 
 The vertical fluxes: Design of a three-dimensional model. 
 The potential heterogeneity and anisotropy of the hydraulic conductivity field: Design of 
a highly parameterized model including distributed pilot points over the aquifer domain 
during the calibration. Moreover, the value of the horizontal anisotropy of the hydraulic 
conductivity estimated in Chapter 3 will be taken into account when defining the 
interpolation scheme between the pilot points. 
 Transient calibration: Addition of information provided by transient aquifer responses to 
the Rhône River stage variations, due to daily hydropeaking, in order to increase the 
identifiability of the hydraulic parameters. 
4.4.3. Calibration of the three-dimensional transient model 
4.4.3.1. Model parametrization and initial conditions 
According to the discussion in the previous subsection and following the model design 
described in the Subsection 4.3.3 Model discretization and parametrization, a three-
dimensional variant of the numerical model was established (Figure 4.33) with a homogeneous 
thickness of the aquifer of 40 m. Also, the simulation of the gravel pit lakes described in the 
Subsection 4.2.2.2 Canals and lakes, are included in the mesh domain and a high value of 
hydraulic conductivity is given to the elements constituting the lakes (109 m/s) in order to 
simulate their influence on the surrounding groundwater. 
Concerning the estimation of the potential heterogeneity, a set of 51 pilot points are placed in 
a uniform pattern to ensure coverage over the entire model domain (Figure 4.34). The pilot 
points are positioned on the plan view of the model domain and the estimated horizontal 
hydraulic conductivities are assumed to be homogeneous, same values, along the vertical axis. 
The estimations of the aquifer hydraulic conductivities over the domain are not constrained by 
geological data. Each pilot point defining the hydraulic conductivity of the aquifer is identified 
by the term kx followed by a number (see Figure 4.34), i.e. kx-1 to kx-51. Furthermore, for each 
element, a horizontal anisotropy angle is associated, according to the flow direction of the 
Rhône River and the interpolation by kriging of the hydraulic conductivity, over the domain 
from the pilot points, is endowed with an anisotropy factor of 4, i.e. in the direction of the 
anisotropy angle associated with the mesh element. The value of 4 is chosen according to the 
result obtained in Chapter 3. Therefore, the heterogeneous hydraulic conductivity follows the 
direction of the Rhône River and tend to mimic the potential geological structures resulting 
from the fluvial sedimentation processes. 
The parametrization of the Rhône riverbed regarding the estimation of its conductance is 
defined by a set of 28 pilot points for each In- and Out-transfer rates. 




Figure 4.33: Three-dimensional variant of the model mesh of the study site. 
The total amount of parameters estimated during the calibration process is 122. As mentioned 
previously the tractability of the inverse problem is ensure by a regularization scheme, named 
the hybrid SVDA/Tikhonov approach [Doherty, 2015; Doherty and Hunt, 2010], which 
presents the advantage of both reducing the execution time of the calibration process and 
increasing the likelihood of obtaining geologically realistic parameter fields. 
Based on the estimation made in section 4.3.1 Model dimensionality a spin-up period of 50 
days is introduced prior the simulation of the transience. Therefore, the consistency between 
the model hydrogeological parameters and the initial heads is ensured and prevent the 
inappropriate adjustment of the heads in the early time of the transience that would not reflect 
the aquifer response to the Rhône River stage variations [Franke et al., 1987]. 
Head difference targets are preferred over absolute values in order to increase the signal-to-
noise ratio.  Moreover, calibration against variations tend to protect the calibration process 
from bias incurred by wrong initial conditions [Anderson et al., 2015]. The duration of the 
transient simulation is of 5 days and 5 observation wells positioned along the Rhône River 
constitute the transient head targets: 16_SHGN6543; 47_B3; 68_Tr-55; 90_04K04; 107_04E01 
(See Figure 4.24 for their locations and Figure 4.38 for the results). The total number of 
transient observations amounts to 172, with a number of 23, 37, 49, 26 and 37 for each well 
respectively. An average of 6.9 time steps for each day is calculated. 
4.4.3.2. Calibration results and estimated parameters 
The results of the calibration are synthesized in the Figure 4.35 and in the Table 4.12. 
Compared to the previous model, the mean average error and the standard deviation are further 
reduced to 0.07 m. The maximum and minimum error are also reduced from 0.45 to 0.36 and 
-0.68 to -0.28 respectively. Figure 4.36A shows the parameter identifiability for all pilot points 
used in the calibration of the aquifer hydraulic conductivity (Kx-1 to Kx-51) and for the In- and 
Out-transfer rates of the Rhône riverbed. The information provided by the transient data allows 
a better identifiability of the Rhône riverbed hydraulic properties, especially for the In-transfer 
rate. However, estimability of the Out-transfer rate remains limited. 
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Figure 4.34: Model setup of the three-dimensional transient model including the Pilot Points method setup used 
during the parameter estimation process for the alluvial aquifer domain and the Rhône riverbed. 
Overall, the identifiability is support by the proximity of the transient observations with respect 
to the estimated pilot points defining the hydraulic properties of the Rhône riverbed. The 
quality of the identifiability is pointed out by the value of the singular values that influence the 
parameter identifiability. Each value (x-axis in Figure 4.36B) of the 88 singular values (y-axis 
in Figure 4.36B) is related to an eigenvector, named eig1 to eig88. The highest the value of 
the singular value is, the highest is the strength of the related eigenvector in identifying the 
parameter value. In Figure 4.36A, this is visualized by a gradation of red, for which a darker 
shade corresponds to higher singular value related eigenvector and thus a higher parameter 
identifiability. Consequently, the estimated values of the aquifer hydraulic conductivity appear 
to be well constrained by the calibration dataset and are consistent with expert knowledge 
(Figure 4.37). 
Figure 4.38 shows the graphs of the transient observed and simulated values, as well as the 
resulting piezometric map. It can be observed that due to the simulation of the lakes, the isoline 
map of the water table are influenced by them (due to the imposed high value of the hydraulic 
conductivity of the mesh elements composing the lakes, i.e. 109 m/s). Moreover, gaining and 
losing part of the Rhône River can be visualized through the observation of water table contours 
that form a V, pointing upstream and downstream respectively. 
Concerning the post-calibration fit of the transient observations. The observation wells 47_ B3, 
68_Tr-55, 90_04K04, and 107_04E01 present a relatively good fit, quantify by a Nash-
Sutcliffe Efficiency coefficient (NSE) superior to 0, which values are 0.27, 0.23, 0.74 and 0.60 
respectively. A value of the NSE close to 1 and superior to 0 meaning that the simulated heads 
are more accurate than the mean of the observed heads. Concerning the observation well 
16_SHGN6543, the NSE is significantly inferior to 0 (-4.5). The influence of the canal Sion-
Riddes (c6, see Figure 4.6) seems to constrain the simulated data, i.e. given that no transience 
in the canal stage is included in the model (No information available), the fixe heads along the 
canal constrain the values at the observation well 16_SHGN6543 that do not show significant 







Figure 4.35: Visual and statistical descriptions of the three-dimensional heterogeneous transient model 
calibration. A) Piezometric maps from observed data (calibration targets) and simulated heads. The colored area 
represents the spatial distribution of residual errors (the difference between observed and simulated values). B) 
Scatter plot that shows observed head targets versus simulated heads. C) Statistical description of the error 
between observed and simulated heads (Boxplot). 
Table 4.12: Summary statistics of the results of the three-dimensional transient model. The unit is the meter. 
𝑴𝑬 𝑴𝑨𝑬 𝑹𝑴𝑺𝑬 𝑻𝒂𝒓𝒈𝒆𝒕 𝒓𝒂𝒏𝒈𝒆 
𝑹𝑴𝑺𝑬
𝑻𝒂𝒓𝒈𝒆𝒕 𝒓𝒂𝒏𝒈𝒆
 Standard deviation 
-0.01 0.07 0.10 25 0.4% 0.07 
Percentiles Min 9th 25th Median 75th 91th Max 






Figure 4.36: Parameter identifiability. Kx is the hydraulic conductivity of the aquifer for the pilot points 1 to 51; 




Figure 4.37: Values of the estimated aquifer hydraulic conductivity for each element. The histogram presents the 
distribution of the hydraulic conductivity throughout the model domain. 
 
Figure 4.38: Map showing the location of the wells used for the transient calibration and their observed and post-
calibration simulated hydrographs.  
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Figure 4.39: Geographical map of the study zone from 1802 established under the influence of Napoleon 
Bonaparte. The map represents the Rhône River prior the 1st Rhône River correction. The natural braided shape 
of the Rhône River can be observed as well as the riparian vegetation of the alluvial plain (wetlands). The high 
hydraulic conductivity zone estimated during the calibration process (Figure 4.37) can be related to the natural 
form of the Rhône River, the geometry of the geographic components of the alluvial plain and the alluvial cones, 
which are characterized by different sediment deposits and therefore different hydraulic properties (M. 
Lechevalier, CHAN-F/14/10191 and 10192). 
4.4.3.3. Discussion of the three-dimensional heterogeneous anisotropic transient model 
First, the flexibility in the estimation of the heterogeneity of the aquifer hydraulic conductivity 
provided by the use of pilot points allowed to improve the fit between observed and simulated 
data without violating the expert knowledge. 
Secondly, the information content provided by the aquifer response to the Rhône River stage 
variations (transient simulations) improved the estimation of the Rhône riverbed hydraulic 
properties represented by the In- and Out-transfer rates. 
Finally, concerning the resulting heterogeneous hydraulic conductivity field, the local variation 
of the hydraulic conductivity can be interpreting according to the natural hydrodynamics and 
geometry of the geographic components of the alluvial plain, prior and posterior to the 
regulation measures that started in 1863. Figure 4.39 shows a geographical map of the study 
zone established in 1802 that support the geological realism of the estimated anisotropic 
heterogeneous hydraulic conductivity field. 
4.5. Scenario modeling and uncertainty analysis 
The purpose of the present hydrogeological modeling is to provide forecasting and related 
uncertainty of the water table elevation in the area of Sion (Capital of Valais, Switzerland) in 
the framework of the modifications projected by the 3rd Rhône River Correction. Based on the 
calibrated three-dimensional heterogeneous model and the future Rhône River stage, the 
estimation of the future water table elevation and its uncertainty is carried out. Figure 4.40 
shows the Rhône River profiles prior, at an intermediate stage, and after the 3rd Rhône River 
Correction for the low water condition. 
Figure 4.40A shows that the enlargement of the Rhône River cross-section at the upstream 
part of the model, between the Lienne River and the Borgne River, will lead to a decrease in 
the Rhône Rive stage. From the mouth of the Borgne River until the end of the city of Sion the 
Rhône riverbed will be essentially lowered due to the urban constraint. The riverbed will 
progressively be lowered with a maximum of 2.4 m between the bridges Vissigen and St-
Marguerite (km 65,917). Downstream of the urban crossing of Sion widening of the riverbed 
will be realized by displacing one of the lateral levees. Both modifications, lowering and 
widening of the riverbed, will result in a lowering of the Rhône River stage, although the 
variations are mitigated along the downstream part of the study zone (Between the Sionne 
River and the Lizerne River). Due to the connection between the Rhône River and its alluvial 
aquifer, it is expected that the surrounding water table elevation will decrease (See Chapter 1).  
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Concerning the intermediate stage, the results of hydraulic simulations, presented in 
Figure 4.40B, show that the Rhône River stage will remain relatively stable in the upper part 
of the study zone.  However, at this intermediate stage, the Rhône River stage will decrease 
beyond the expected long-term elevation from the downstream of the city of Sion to the Lizerne 
River. 
The model calibrated in the previous section is used to estimate the potential water table 
variations and uncertainties. Three major components of the predictive uncertainty have been 
identified and are quantified in this section, i.e. uncertainties related to the model calibration 
and to scenario modeling regarding the hydraulic and geomorphologic properties of the future 
Rhône riverbed: 
1. The uncertainty related to the calibration of the model, i.e. the propagation of the 
uncertainty of the estimated parameters onto the values of the water table elevation 
predictions. This uncertainty analysis is pursued by using linear uncertainty analysis. 
2. The morphology of the Rhône riverbed, especially along the enlarged reaches for which 
hydrogeomorphogical studies assumed that a geomorphology dominated by a succession 
of riffles and pools may develop, i.e. alternate bars. 
3. The hydraulic properties of the Rhône riverbed, i.e. its conductance (In- and Out-transfer 
rates). 
4.5.1. Predictive uncertainty related to the parameter estimation 
The pre- and post-calibration predictive uncertainties are calculated using a linear uncertainty 
analysis based on the sensitivity of the prediction to the uncertainty of the pre- and post-
calibration values of the model parameters. The method employed is based on the linearization 
of the model through the calculation of the sensitivity matrix 𝐽, and on Bayesian theory, 
expressing the capacity of the calibration dataset to reduce the parameters uncertainty. The 
approach is described in the precedent Chapter 3 in the Section 3.3 Methods: Parameter 
identifiability and predictive uncertainty. The distribution of the parameters and measurement 
uncertainties is assumed to be normally distributed and is expressed by the pre-calibration 
covariance matrix of parameters, 𝐶𝑝𝑟𝑒(𝑘), and measurement errors 𝐶(𝜀) that are diagonal 
matrices containing the parameters and measurement error variances, which have values of 1 
(logarithm of the parameter variances) and 0.1 m respectively. The benefit of the calibration 
process, related to the information content of the calibration dataset regarding the estimation 
of the parameters and its influence on the reduction of the predictive uncertainty standard 
deviation is computed using equation 3.8 from Chapter 3. The Figure 4.41 shows the pre- and 
post-calibration uncertainties of the prediction of the water table elevation. The results 
demonstrate the benefit of the calibration process in reducing the uncertainty of the predictions, 
which reache a maximum value of 2 m before the calibration process and is decreased to a 
maximum value of 0.25 m under the constraint of the calibration dataset. Regarding the 
modeling purpose, which is to estimate the future elevation of the water table after the 
modification of the Rhône River cross-section, the predictions can be made with greater 
certainty, in particular in the zone of major issues, such as the crossing of the city of Sion, for 
which the uncertainty is reduced by a factor 2 to 5. 
In the next section, the impact on the regional and local (hyporheic flow) water table elevation 
of potential evolutions of the geomorphology of the Rhône riverbed (Alternate bars), which 





Figure 4.40: Longitudinal profiles of the current and future Rhône River stages, i.e. post and intermediate 3rd 
Rhône River Correction, A and B respectively. The names of the 6 tributaries of the Rhône River are provided for 
a better localization of the profile. The mileage along the x-axis corresponds to the distance along the Rhône River 




4.5.2. Uncertainty related to the future geomorphology of the Rhône 
riverbed 
The purpose of this section is to estimate the variations incurred by the water table due to the 
variations of the Rhône River stage related to riverbed geomorphology, especially in the case 
of alternate bars, which is the hydrogeomorphology likely to develop within the widened 
reaches of the Rhône River (Niederer + Pozzi Umwelt AG, 2016). 
Current practices in river management that aim at improving habitat and ecological functions, 
or at protecting riverside inhabitants from flood events, opt for an increase of the width of the 
river cross-section. In many circumstances, this enlargement leads to the formation of alternate 
bars within the channel. When the river is connected to its floodplain and groundwater system, 
the consequences of riverbed alterations on the regional and riparian water table and hyporheic 
flow required to be assessed through preliminary analysis. In order to pursue such analysis, 
modern fully coupled physically based numerical models can be used to forecast future river-
aquifer interactions [Brunner and Simmons, 2012]. A compared analysis of synthetic 
simulations of trapezoidal and alternate bars riverbeds can provide an estimation of the error 
incurred by riverbed simplification (trapezoidal cross-section) on the water table elevation. 
Previous studies supported this approach and showed that riffle-pool sequences are likely to 
enhance the dynamics between the river and the subsurface [Kasahara and Hill, 2008]. 
The conceptual model used to design the numerical model is based on the future widened reach 
of the Rhône River in the study zone, downstream of the city of Sion (Yellow range in 
Figure 1.4 in Chapter 1). The model domain is defined by a parallelepiped rectangle for which 
the length is 5640 m, the width is 2000 m and the depth 40 m. 
Along the central longitudinal part of the model (y = 0), the future widened Rhône River is 
simulated with a width of 90 m and an average slope of its riverbed of 0.13% (Figure 4.42). 
At the upstream edge of the river, the riverbed bottom is at an elevation of 108.3 m (x = 
5640 m) and at an elevation of 100.7 m (x = 0 m) at the downstream edge of the river. No flow 
boundaries surround the model domain in order to generate infiltrating conditions, i.e. losing 
river, upstream and exfiltrating conditions, i.e. gaining river, downstream. 
The Rhône River stage is simulated using the two-dimensional (depth-averaged) flow equation, 
based on the diffusion wave approximation on the Saint-Venant equations, for the low water 
condition according to a discharge of 49 m/s (Figure 4.43). Then, the results under real flow 
conditions (i.e. riffles and pools morphologies) are taken into account and the Rhône River 
stage for the flat bottom simulation is corrected accordingly. Six different types of riverbed 
morphologies are implemented in the model and the hydraulic simulations (computation of the 
Rhône River stage) followed by hydrogeological simulations have been carried out. The 
Table 4.13 names the 6 morphologies and their characteristics. The Flat morphology 
corresponds to a river with a flat bottom inclined with a constant gradient of 0.13% from the 
upstream limit to the downstream limit of the model. It represents also the average elevation 
of the alternate bars riverbed morphologies. Five variants of alternate bars morphologies are 
considered. The Medium variant is the reference morphology. Its characteristics are calculated 
from the values of the riverbed width, the river flow and the sediment discharge capacity [Zarn, 
1997]. Therefore, the Medium variant has a wavelength of 850 m. i.e. the distance between the 
beginning of a bar and the beginning of the next one. The bars and pools amplitudes are 1.2 
and -2.7 above and below the average elevation equal to 0 represented by the Flat morphology 
at each cross-section. The Short and Long variants present a wavelength smaller (600 m) and 
higher (1100 m) than the Medium variant but retain the bars and pools amplitudes of the 
Medium variant. Conversely, the Deep and Shallow variants retain the wavelength of the 
Medium variant but the amplitudes of the bars and pools are increased and decreased 




Figure 4.41:  Pre- and Post-calibration standard deviations of the prediction uncertainties of the water table 
elevation. 
The three-dimensional surfaces of the alternate bars have been defined using slope 
discontinuity curves based on observations of physical models made in laboratory and on aerial 
photographs (Roger Kolb 2015, Niederer + Ponzi). Each alternate bars model comprised 
several bars (13 bars), and bars shortcuts, i.e. diminution of the bars elevation along the 
riverbank, are simulated for a few of them (3 shortcuts) for more realism and to assess their 
influence on the river-groundwater interactions. Figure 4.44 shows the hydraulic heads for the 
hydrogeological simulations of the Flat and Medium geomorphologies. It can be observed that 
compared to the symmetry of the head distribution in the Flat riverbed, the Medium alternate 
bars show an asymmetry of the heads, which can be higher and lower than the river stage on 
each side of the river. Therefore, the variations of the gradient around the river entail more 
complex interactions between the river and the surrounding groundwater. Figure 4.45 shows 
the movement of water (particles tracking) for the two riverbed morphologies and confirms the 
dynamics infiltrating and exfiltrating flows in the case of alternate bars riverbed. Furthermore, 
the Figure 4.46 shows that the riparian dynamic water flow is limited to a certain extent around 
the river that could be defined as the hyporheic flow zone. The magnitude of the exchanges 
within alternate bars morphologies is quantified in Figure 4.47, where the flux rate is computed 
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at each node of the mesh. The negative flux rates identify exfiltration of the groundwater into 
the river, and conversely, the positive flux rates identify infiltration of the river water into the 
groundwater. It can be observed that a significant exfiltration of the groundwater into the river 
occurs following the riffles, at the beginning of the pools, and that infiltration essentially occurs 
at the downstream part of the pools and with a higher magnitude along the side channels (bars 
shortcuts) between the riverbanks and the bars. 
Figure 4.48 displays the difference between the river stage and the riparian water table at 10 m 
from the riverbank for flat bottom and alternate bars riverbed. It can be observed that compared 
to the Flat bottom model, where the river is whether losing (upstream part) or gaining 
(downstream part), the alternate bars morphology shows that infiltration and exfiltration occur 
all along the simulated river. As previously observed, the infiltration are essentially along the 
riffles, and conversely, at the locations of the pools (the black dotted line represents the 
alternate bars riverbed talweg. 
In order to show the influence of the development of alternate bars and the consequences of 
the evolution from one riverbed morphology to another riverbed morphology, the regional 
water table elevation variation is calculated for each model variant and the results are 
synthesized in Table 4.14 under real flow conditions. 
In summary, the results of the simulations showed that the riverbed morphology may influence 
the local and regional surface of the water table. On the regional scale, the variations of the 
water table elevation for the different amplitude and wavelength of the simulated alternate bars 
geomorphology are close to 0 cm for the expected Medium alternated bars morphology when 
considering river flow under real conditions (i.e. riffles and pools morphologies). Departure 
from the Medium alternate bars morphology will lead to small positive or negative variations 
of the water table of a few centimeters. On the local scale (hyporheic flow), the flow patterns 
are significantly different between flat bottom and alternate bars rivers: 
 For flat bottom rivers: Unidirectional fluxes, infiltrating or exfiltrating, depending on the 
state of the river, i.e. losing or gaining, respectively. 
 For alternate bars rivers: The interactions supported by gradient variations along the river 
reach lead to a dynamic hyporheic flow, i.e. relatively important exfiltration and 
infiltration along the same reach in both dominant gaining and losing conditions of the 
river. 
o Exfiltration of the groundwater in the pools. 
o Infiltration into the groundwater along the riffles. 
o Relatively stronger infiltration along the bars shortcuts and against bars heads. 
In the next section, the analysis of the consequences of the uncertainty in the future 
conductance of the Rhône riverbed in the study zone is estimated through different scenarios 
assuming an increase in the values of the Rhône riverbed conductance. 
4.5.3. Uncertainty related to the future conductance of the Rhône riverbed 
The scenario modeling approach of this section is supported by the uncertainty related to the 
future conductance of the Rhône riverbed. The impact on the predictions of the future water 
table of variations of the riverbed conductance compared to the one estimated for the three-




Figure 4.42: Numerical model design. On the right is represented the three-dimensional model domain (length of 
5800 m and width of 2000 m). The orange color represents higher head values and the blue represents lower head 
values. On the left, the inset shows in red the saturated zone for the surface water and the groundwater. The blue 
volume is the unsaturated zone. 
 
Figure 4.43: River stage and riverbed talweg elevations for flat bottom and alternate bars riverbed morphologies. 
Table 4.13: Parametrization of the riverbed morphologies based on the wavelength and the amplitude of the bars 
and pools compared to a flat riverbed that represents the average elevation of the riverbed bottom (value of 0 for 
the bars and pools amplitude). 
Name Wavelength (m) Amplitude bars (m) Amplitude pools (m) 
Flat 0 0 0 
Short 600 1.2 -2.7 
Medium 850 1.2 -2.7 
Long 1100 1.2 -2.7 
Deep 850 1.3 -3.0 




Figure 4.44: Map of the hydraulic head values. On the top is represented the top view of the flat bottom riverbed 
model and on the bottom, the alternate bars riverbed. 
 
Figure 4.45: Particle tracking near the river. On the left is represented the particle motion for alternate bars 
riverbed and on the right, for flat bottom riverbed. 
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Figure 4.46: A three-dimensional representation of the water table (the orange color represents higher head 
values and the blue color represents lower head values). The particle tracking paths show the motion of the water 
at local and regional scales around an alternate bars riverbed. Along the central part, the blue area represents the 
surface of the flowing river and the black arrow indicates the direction of the flow. 
 
Figure 4.47: Flux rates at the surface of the riverbed for an alternate bars riverbed. The orange color represents 
infiltration of the surface water into the aquifer and the blue color represents exfiltration of the groundwater. A 
significant exfiltration occurs after the riffles (beginning of the pools) and infiltration occurs at the downstream 






Figure 4.48: Elevation differences between the river stage and the riparian water table (10 m from the riverbank) 
along the river for flat bottom and alternate bars rivers. 
Table 4.14: Variations of the water table elevation at a regional scale caused by the variations of the 
geomorphology of the Rhône riverbed and under real flow conditions. The variations are calculated for changes 
from the geomorphology designated in the row to the one designated in the column of the table. For example for 
a Flat bottom riverbed (row 1) evolving to a Short alternate bars riverbed (column 1), the regional water table 






     
 
 Alternate bars 
Unit (m) Short Medium Long Deep Shallow 
Flat 0.01  0.00 -0.05 -0.01  0.02 
Short 0 -0.01 -0.06 -0.02  0.01 
Medium * 0 -0.05 -0.01  0.02 
Long * * 0  0.04  0.07 
Deep * * * 0  0.03 
Shallow * * * * 0 
First, Figure 4.49A shows the results for the post 3rd Rhône River stage (Figure 4.40A) and 
for different values of the riverbed conductance (Figure 4.49 B to E). From the top map to the 
bottom map, the estimated conductance is increased by a factor of 10 between each map. Then, 
the results are synthesized in Figure 4.50A and B, which display the highest and lowest water 
table following the variations of its elevation compared to the current elevation. In other words, 
Figure 4.50A displays the minimal decrease (positive values) of the water table after the Rhône 
River Correction, where the negative values involve an increase of the water table elevation. 
Conversely, the Figure 4.50B display the maximal decrease (positive values) of the water table 
after the Rhône River Correction, where the negative values still involve an increase of the 
water table elevation. 
The Figure 4.50C displays the uncertainty in the variations related to the future values of the 
riverbed conductance, which is an outcome of the difference between the potential variations 
of the water table elevation presented in the Figure 4.50A and B. Finally, Figure 4.50D 
combines the uncertainty related to the model calibration, expressed as a standard deviation, to 
the scenario modeling uncertainty related to the Rhône riverbed conductance presented in 





The results show that the highest uncertainties are in the upper part of the study zone (between 
1 and 2 m). The predictions in the area of the city of Sion are relatively well constrained (around 
0.3 m). The predictions in the lower part of the commune of Sion (airport of Sion) until the 
Lienne River have a moderate uncertainty, relatively to the other parts of the model, with 
variations ranging from 0.1 to 0.8 m. 
The results for the intermediate 3rd Rhône River Correction stage (Figure 4.40B) are 
synthesized in the Figure 4.51A to D following the same order and description as in the 
Figure 4.50. 
In summary, it can be observed that the potential variations of the water table throughout the 
model depend on the location. Four main locations can be distinguished, based on the local 
response of the water table to increase of the Rhône riverbed conductance: 
 In the area comprising the city of Sion, the variations of the elevation of the water table 
are relatively well constrained even for an increase of the conductance of the Rhône 
riverbed (Figure 4.50A to E). 
 In the area extending from the middle of the domain (downstream part of the commune of 
Sion) until the downstream part of the model (Lienne River, downstream limit of the 
commune of Vétroz) that comprise the airport of Sion, the elevation of the water table 
remains relatively stable compared to the current water table elevation (Figure 4.50A). 
However, the increase of the conductance leads to a rise in the water table elevation with 
a maximum value of 0.88 m (Figure 4.50E). Nevertheless, the increase is limited at the 
location of the airport of Sion due to the presence of the Blancherie Canal (Figure 4.6, c3) 
and along the commune of Conthey and Vétroz due to the presence of the Sion-Riddes 
Canal (Figure 4.6, c6). 
 In the upper part of the commune of Conthey and Vétroz as well as in the upper part of the 
airport of Sion the elevation of the water table remains relatively stable compared to the 
current elevation for the lowest estimation of the conductance of the Rhône riverbed as 
well as for higher values (Figure 4.50A to E). The reason for this stability is essentially 
due to drainage network mentioned at the previous bullet point. 
 In the upper part of the commune of Sion, until the Lizerne River, the variations of the 
water elevation are the most important and strongly dependent on the evolution of the 
Rhône riverbed conductance. Increase or decrease of the water table elevations can be the 
consequence of alterations of the Rhône riverbed cross-section within an uncertainty range 
of 2 to 3 m (Figure 4.50D and Figure 4.51D). 
In summary, the strongest variations of the water table during and after the Rhône River 
Correction are expected to occur in the upper part of the study zone, within a range of more 
than 2 m, in the absence of drainage control measures. This uncertainty is strongly related to 
the variations of the conductance of the Rhône riverbed and can lead to whether an increase in 
absolute value of the water table or a decrease of the water table elevation (up to 1.4 m). In the 
middle part of the study zone comprising the city of the Sion, the range is much lower, with a 
value of 30 cm. The absolute elevation of the water table will tend to decrease with a value up 
to 1.7 m according to the estimation presented in this document. Finally, the downstream part 
of the domain presents a moderate uncertainty, relatively to the other areas of the domain, with 
a value reaching 90 cm and an absolute variation that tends to a decrease of the water table 




   
Figure 4.49:   Water table variations for different values of the Rhône riverbed conductance. The top image A 
represents the variation of the water table according to the estimated values of the riverbed conductance. Then 
from this image to the next ones, B to E, the conductance is increased sequentially by a factor of 10, until reaching 
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Figure 4.50: A and B show the maximum and minimum water table elevation variations compared to the current 
elevation for an increase in the future conductance of the Rhône riverbed (within the limit of the simulated values (See 
Figure 4.49). C shows the difference between the maximum and minimum elevation variations, i.e. B − A. D shows 
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Figure 4.51: A and B show the maximum and minimum water table elevation variations compared to the current 
elevation for an increase in the future conductance of the Rhône riverbed (within the limit of the simulated values. C 
shows the difference between the maximum and minimum elevation variations, i.e. B − A. D shows the addition to C 
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The 3rd Rhône River Correction project will modify the Rhône riverbed and increase its 
discharge capacity in order to protect the population from overflows and inundations of the 
alluvial plain. This report provided forecasting and related uncertainty of the water table 
elevation in the area of Sion (Capital of Valais, Switzerland) in the framework of the 
modifications projected by the 3rd Rhône River Correction. 
First, a conceptual model of the study area was developed using historical research data and 
results, geological maps, climatic data, as well as analysis of the flow system based on head 
observation dataset. From the conceptual model, hard and soft knowledges were synthesized 
in a finite element numerical model and flow was simulated using the governing equation for 
unconfined saturated flow. 
A base model has been parameterized with values for the aquifer, the Rhône riverbed and 
tributaries beds, and the drainage network beds in order to serve as an initial condition for the 
calibration of a two-dimensional zonal steady-state and a three-dimensional heterogeneous 
transient model. Then the calibrated model has been used to assess the uncertainty of the future 
elevation of the water table. 
The uncertainty of the predictions related to model calibration has been estimated using linear 
uncertainty analysis. In addition, scenario modeling based on the uncertainty in the future 
hydraulic and geomorphologic properties of the Rhône riverbed have been carried out. 
The analysis of the impact on the prediction uncertainty of the water table elevation of decrease 
in the Rhône riverbed conductance turned out to be the major source of uncertainty compared 
to the uncertainty related to the model calibration and the geomorphology of the Rhône 
riverbed. Over the study zone, the response of the water table elevation to the different 
scenarios is not homogeneous. Four zones have been identified:  
 The upper part of the study zone is more sensitive to the evolution of the Rhône riverbed 
hydraulic properties. Potentially, this zone is susceptible to incurred increase or decrease 
of the water table elevation. 
 The urban area of Sion could undergo a decrease of the water table elevation ranging from  
1 to 1.5 m with an uncertainty of 0.3 m 
 The upper part of the airport domain and of the commune of Conthey and Vétroz should 
be less affected by the modification of the Rhône riverbed, in particular, due to the current 
control of the water table elevation by the drainage network that already maintains the 
water table elevation at a lower level than the natural one. 
 The area downstream the commune of Sion and riparian to the Rhône River should 
undergo a relatively small decrease of the water table if the current hydraulic properties of 
the Rhône riverbed bed are not altered (less than 0.5 m). However, for an increase in the 
riverbed conductance, increases of the water table elevation could occur (until 1 m). 
These conclusions are dependent on the validity of the model to represent the complex 
geometries, hydraulic and hydrogeological properties and the dynamics of the study zone. 
Therefore, the results of the analysis could be put into question if model structural errors 
affecting the predictions of interest are identified. Moreover, the predictions and the related 
uncertainties are based on hydraulic forecasts of the Rhône River stage as well as the potential 
evolution of the Rhône riverbed. Consequently, errors in these parameters and predictions, as 
well as scenarios not taken into account and other unknown unknowns, could be the reason for 
which the water table variations that will actually occur may not be in accordance with the 
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5. Conclusions and recommendations 
A comprehensive understanding of surface water-groundwater dynamics must support 
sustainable management of the water resources. Current hydrogeological modeling codes 
generally have the capacity to simulate such processes, the most recent ones can simulate both 
surface, and groundwater flows [Brunner and Simmons, 2012]. They are therefore essential 
tools to analyze and improve our understanding on the interaction between surface water and 
groundwater. Furthermore, synthesizing site conceptualization and field measurements within 
the framework of mathematical models is essential to consolidate the understanding of the 
interaction between rivers and their alluvial aquifers and thus to improve their management. 
As stated by Anderson et al. [2015] “a model is the most defensible description of a 
groundwater system for informed and quantitative analyses as well as forecasts about the 
consequences of proposed actions”. From this perspective, the motivation for modeling has 
grown with the increasing number of questions related to the consequences of previous, 
ongoing and future management strategies on local and regional water resources as well as 
future climatic conditions. However, an environmental forecast is often subject to some 
uncertainty and this uncertainty must be quantified in order to support decisions. To this end 
and through proper utilization of datasets, field investigations, adequate mathematical models, 
such as process-based codes, and uncertainty analysis theory, the predictive uncertainty can be 
bounded. The present research showed an analysis of the uncertainty in forecast resulting from 
unknowns and assumptions related to the imperfect knowledge of present and future 
underground structures and hydraulic properties, and its reduction using steady-state and 
transient head targets. 
 The uncertainty related to imperfect knowledge of the current model parameters and 
stresses is, prior to the calibration process, delimited by expert knowledge (i.e. ranges of 
values commonly accepted for the study site) and, posterior to the calibration process, 
minimized by the information content of the calibration targets. The reduction of the 
uncertainty of the prediction of management interest will depend on the sensitivity of the 
predictions to the estimated parameters and the post-calibration uncertainty of the 
parameters. Using solely head targets, the results showed that transient simulations further 
constrain the uncertainty of water table elevation prediction. 
 The uncertainty related to future conditions, such as the hydraulic conductance and 
morphology of the riverbed, has been tackled by scenario modeling that tends to frame the 
potential future properties of the hydrogeological system having an influence on the 
forecasting of management interest and calculate its maximal and minimal values. The 
results of the present study showed that uncertainty on the future clogging state of the 
Rhône riverbed dominates the uncertainty in the prediction of the water table elevation. 
 The uncertainty related to so-called “unknown unknowns”, i.e. the system characteristics 
that we do not know we do not know, is often the source of model defects, for which the 
consequences on the sensitive predictions of interest is not evaluated. In the case of alluvial 
aquifers, the impact on the quantification of the predictive uncertainty of the water table 
elevation of neglecting aquifer horizontal anisotropy has been investigated.  The results 
support specific calibration approaches and characteristics, such as interpolation methods 
based on an anisotropic variogram and variations of the angle of anisotropy controlled by 
the river flowing direction in order to better simulate the geometry of alluvial hydrofacies. 
More generally, hydrogeological models should comprise all parameters and an 
appropriate discretization of these parameters, as well as including the relevant processes, 
that may have an influence on the value of the forecast deriving from the question of 
management interest. 
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In summary, the main goal of this Ph.D. thesis has been to search and analyze different 
approaches that will allow a better identification of key parameters and processes related to 
river-aquifer interaction. In particular, the investigations focused on: 
 The temporal evolution of the hydraulic properties of the riverbed. 
 The influence of alternate bars morphology in the riverbed onto the river-aquifer 
interaction and water table elevation at a local and regional scale. 
 The influence of model defect, related to wrong assumption about aquifer horizontal 
anisotropy, onto predictive uncertainty.  
 The identifiability of aquifer and riverbed hydraulic parameters using only head targets 
and the reduction of the predictive uncertainty by using transient head targets instead or 
together with steady-state head targets. 
 The transient calibration of a three-dimensional heterogeneous anisotropic alluvial aquifer 
of the Rhône River in the area of Sion based on averaged and transient head targets. The 
estimation of the values and uncertainties of the water table elevations after the 3rd Rhône 
River Correction project achievements. 
5.1. About riverbed physical properties transience identification 
Streambed conductance controls the interaction between surface and groundwater. However, 
the streambed conductance is often subject to transience related to erosion and sedimentation 
processes. Directly measuring hydraulic properties in a river yields only point values, is time-
consuming and therefore not suited to detect transience of physical properties. A method to 
continuously monitor the transience in streambed conductance was presented in Chapter 2. 
Input data are time series of stream stage and near stream hydraulic heads. The method is based 
on the inversion of floodwave responses. To apply the method, time series of river stage and 
water table data are required, as well as a transience in the river. The estimation can be done 
on very large or fast flowing rivers where direct measurements of the streambed hydraulic 
properties are virtually impossible.   
The method has been successfully employed in a field case, and a clear transience in the 
streambed conductance was identified and related to seasonal and exceptional climatic events. 
Therefore, the identification of this transience within a period of interest can allow a better 
calibration of a model by allowing the calibration process to estimate different values of the 
riverbed hydraulic properties at different times. Subsequently, this transience should be 
considered in predictive modeling approaches when it can influence the predictions of 
management interest. Finally, the method could be employed for an adaptive management 
approach and for quantification of the impact of the 3rd Rhône River Correction on the broad 
scale hydraulic properties of the Rhône riverbed. 
5.2. About calibration and forecasting in horizontally anisotropic 
alluvial aquifer 
Physical properties of alluvial environments are typically featuring a high degree of anisotropy 
and are characterized by dynamic interactions between the surface and the subsurface. 
Hydrogeological models are often calibrated using isotropic hydraulic conductivity fields and 
steady-state conditions. An analysis of the information content provided by averaged, steady-
state hydraulic data, compared to transient data with respect to the determination of aquifer 
hydraulic properties was presented in Chapter 3. It was showed that assuming isotropy or fixed 
anisotropy may generate biases in the prediction of water table elevation and underestimate its 
uncertainty. Also, the information contained in average or point in time hydraulic heads is 
insufficient to inform the values of aquifer and streambed hydraulic conductivity as well as the 
anisotropy, essentially due to correlations between these parameters arising during the 
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calibration process. Therefore, we further explored the information content of transient data to 
achieve a better estimation of the hydraulic parameters in order to reduce bias in the predictive 
uncertainty of the water table elevation.  The results of the synthetic analysis supported the 
calibration of a dynamic and anisotropic alluvial aquifer system in Switzerland (the Rhône 
River). The results of the synthetic and real-world modeling and calibration exercises provided 
insight on future data acquisition, modeling and calibration strategies for these environments. 
It was demonstrated that the estimability of the riverbed and aquifer parameters can be 
increased when aquifer responses to river stage variations are used as calibration targets during 
the calibration process. 
Essentially, the analysis demonstrated the potential underestimation of predictive uncertainty 
and suggest that where one or more parameters cannot be estimated uniquely, the problem of 
their non-uniqueness should not be addressed by fixing some and estimating others.  
5.3. About scenario modeling and linear uncertainty analysis of the 
impact of the 3rd Rhône River Correction 
The water table of the Rhône River alluvial aquifer is essentially controlled by the interaction 
between the groundwater and the surface water. However, the fluctuations of the water table 
imposed by the Rhône River stage variations is also constrained by the important drainage 
network crisscrossing the floodplain. 
Through the calibration of a three-dimensional transient model of the Rhône River alluvial 
aquifer system, an estimation of the hydraulic properties of the riverbed and the aquifer have 
been pursued. Based on the information content of steady-state and transient heads, the 
estimation of predictive uncertainty standard deviations provided values ranging from 0 and 
25 cm. This uncertainty related to the insensitivity and non-uniqueness of certain parameters 
in the calibration process is largely dominated by the predictive uncertainty arising from the 
uncertainty in the future hydraulic properties of the Rhône riverbed which range from -0.8 to 
1.6 m (positive values corresponding to a decrease of the water table elevation). Therefore, the 
main source of uncertainty influencing the state of the post 3rd Rhône River Correction water 
table is the future hydraulic properties of the Rhône riverbed. 
5.4. Recommendations and perspectives 
The outcomes of this study provide methods and approaches to identify and estimate the 
temporal variations of the hydraulic properties of the riverbed (Chapter 2) and the 
characteristics of the aquifer hydraulic properties (Chapter 3). The research focused mainly on 
the large-scale influence of these properties, according to the first purpose of the work that was 
to determine the influence of the 3rd Rhône River Correction on the water table elevation 
distribution (Chapter 4). The following recommendations concern modeling approaches and 
the relative necessity to include the different spatial and temporal characteristics in the 
numerical simulations and uncertainty analysis of the alluvial river-aquifer system of the Rhône 
Valley. 
5.4.1. Two-dimensional vs. Three-dimensional models 
The advantage of a two-dimensional approach compared to three-dimensional models is the 
gain in time and cost of developing the numerical model, calibrating it and performing the 
prediction and uncertainty analysis. However, natural system, such as the Rhône alluvial 
valley, are three-dimensional, and therefore, three-dimensional modeling approach may appear 
to be more appropriate. Nevertheless, given that the Rhône aquifer is much longer (dozens of 
kilometers) and larger (1 to 2 kilometers) than deep (around 40 m in the area of Sion), the two-
dimensional Dupuis-Forchheimer theory (valid for both confined and unconfined aquifer) is 
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applicable [Anderson et al., 2015]. Furthermore, although three-dimensional flow is likely to 
occur at the nearby of partially penetrating hydraulic features, such as rivers and drains, it is 
worth noting that, although vertical head gradient are neglected for two-dimensional areal 
models, the curvature of the water table is to a certain extent well reproduced [Kirkham, 1967; 
Polubarinova-Kochina, 1962]. Additionally, the applicability of the two-dimensional approach 
is also supported by the fact that the prediction of interest is the water table distribution and 
not three-dimensional flows of the system. Also, the present work showed that no significant 
improvement of the calibration of the model, in terms of discrepancies between the observed 
and simulated values, relatively to the assume measurement error, is achieved by the three-
dimensional model compared to the two-dimensional model (Chapter 4). 
In summary, the two-dimensional modeling approach is applicable in the case of the Rhône 
alluvial system and for the prediction of interest, namely the water table elevation distribution. 
5.4.2. Steady-state vs. Transient simulations 
Two kinds of transience in the Rhône alluvial system have been defined: The transience of the 
Rhône River stage and the surrounding water table; and the transience in the hydraulic 
properties of the Rhône riverbed. Both are related to climatic events and human activities. 
5.4.2.1. Transience of the Rhône River stage and the surrounding water table 
The transience of the Rhône River and its surrounding aquifer has been considered in the 
calibration of the three-dimensional model (Chapter 4). It has been observed that the 
identifiability of certain parameters, especially of the Rhône riverbed hydraulic conductivity 
has been increased by the information content provided by transient targets. Nevertheless, the 
transient calibration results, in terms of discrepancies between the observed and simulated 
values, relatively to the assume measurement error, did not show significant improvement 
compared to the steady-state model. Furthermore, the prediction of interest being the future 
average (pseudo steady-state) water table elevation, the transient calibration did not provide 
more information, regarding these particular predictions, than the steady-state simulations. 
5.4.2.2. Transience of the hydraulic properties of the Rhône riverbed 
The transience in the hydraulic properties of the Rhône riverbed was identified and estimated 
(Chapter 2) [Gianni et al., 2016]. It was shown that its conductance value varies over the time, 
depending on climatic events and human activities. Furthermore, the scenario modeling 
approach (Chapter 4) showed that variations in its hydraulic properties may lead to significant 
variations of the water table elevation, in the absence of drainage control measures. In order to 
identify such potential variations of the water table, it may be important to take into account 
the transience in the hydraulic properties of the Rhône riverbed. Finally, if a transient 
calibration is to be done, the identification of the transience of the riverbed (Chapter 1) within 
the period of interest can allow a better calibration of a model by allowing the calibration 
process to estimate different values of the riverbed hydraulic properties at different times. 
5.4.3. Isotropic vs. Horizontally anisotropic aquifer 
The influence of the horizontal anisotropy of the aquifer hydraulic conductivity on the 
uncertainty of the prediction has been analyzed in Chapter 3. Generic modeling showed that 
the assumption of a wrong anisotropy may lead to an error in the estimation of the hydraulic 
parameters and an underestimation of the predictive uncertainty. Nevertheless, the estimation 
of this uncertainty for a model of the study zone showed that this uncertainty is negligible in 
that case. Therefore, the consideration of a pervasive horizontal anisotropy of the aquifer 
hydraulic conductivity in the case of the Rhône alluvial aquifer appears to not be essential for 
the predictions of interest. 
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5.4.4. Flat bottom vs. Alternate bars riverbed 
On a regional scale, the comparison of the simulations of the interaction between the Rhône 
River and its alluvial aquifer for alternate bars riverbeds and flat bottom riverbeds under real 
flow conditions did not show significant variations (centimeters scale) of the water table 
elevation. Therefore, the approximation of the Rhône River flow over a flat bottom riverbed 
under real flow conditions appears to be appropriate to estimate the elevation of the water table 
in hydrogeological models. 
On a local scale, i.e. close to the Rhône River, the succession of riffles and pools encountered 
in alternate bars riverbeds will tend to generate variations, in terms of magnitude and direction, 
of the hydraulic gradient between the river stage and the surrounding water table. Therefore, 
local simulations should consider this dynamics. 
5.4.5. Modeling perspectives 
Finally, given that the most important uncertainties are related to the variations of the riverbed 
hydraulic properties, which may occur following modifications of the Rhône River dynamics 
and riverbed morphology, future research could be dedicated to the development of modeling 
codes coupling riverbed sedimentology, hydrology and hydrogeology [Partington et al., 2017] 
in order to better constrain hydrogeological model predictions.  
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